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Abstract—Robotic pick-and-place has been researched for a long time to cope with uncertainty of novel objects and changeable environments. Past works mainly focus on learning-based methods to achieve high precision. However, they have difficulty being generalized for the limitation of specified training models. To break through this drawback of learning-based approaches, we introduce a new perspective of similarity matching between novel objects and a known database based on category-association to achieve pick-and-place tasks with high accuracy and stabilization. We calculate the category name similarity using word embedding to quantify the semantic similarity between the categories of known models and the target real-world objects. With a similar model identified by a similarity prediction function, we preplan a series of robust grasps and imitate them to plan new grasps on the real-world target object. We also propose a distance-based method to infer the in-hand posture of objects and adjust small rotations to achieve stable placements under uncertainty. Through a real-world robotic pick-and-place experiment with a dozen of in-category and out-of-category novel objects, our method achieved an average success rate of 90.6% and 75.9% respectively, validating the capacity of generalization to diverse objects.

Index Terms—Novel Object, Grasping, Robotic Manipulation, Planning Under Uncertainty, Similarity Matching

I. INTRODUCTION

A complete vision-based robotic manipulation system contains the modules of object detection, grasp selection and motion planning. Although previous work has studied extensively on each of the modules [1], the accumulated error occurring in sensing, planning and controlling processes has made the whole system difficult to achieve high precision. A few studies have focused on using deep learning to make a highly precise pick-and-place system come true [2]–[5]. However, such of learning-based methods are inevitably costly and time-consuming for training. They also have a critical limitation of precision decrease when the conditions of manipulation tasks change, like using different types of cameras or robots.

To break through such limitations, we propose a training-free method using similarity matching between a known database and unknown targets. Given a novel object under uncertainty, we use only one depth sensor equipped on robot hand to obtain its semantic information and point clouds. Meanwhile, we construct a grasp database which also includes semantic information and point clouds of a few known models. By developing a similarity prediction method, we can identify the specific model with the highest similarity to the novel object from the database. Assumed similar objects share similar robust graspable points, we can first plan a series of robust grasps on a known model, and then transfer them to the real-world target object using point cloud registration. In this way, we can avoid the difficulty of grasp planning in partially-observed situations. Moreover, by applying point cloud registration with known models, reorientation of objects in pick-and-place task is easy to realize as we have no need of estimating the initial posture of the target object at the beginning.

Our work mainly makes three contributions.

Proposal of category-association based similarity prediction combined with point cloud registration. Recent technologies like YOLOv5 [6] and DeepLabV3+ [7] have enabled us to extract semantic information from a single image, making it easy to obtain the category name of a novel object with an RGB camera. By introducing a database consisting of the category information of a few known models, we can evaluate the semantic similarity between the categories of novel objects and known models. In addition, we incorporate point cloud registration to evaluate their shape similarity. By combining the two similarity matching results, we can make a reliable prediction of which known model is most similar to the real-world target object.

Construction of a novel object pick-and-place system based on imitating grasps. We construct a vision-based robotic manipulation system aimed at novel objects using the similarity matching results. Each model in the database is preplanned with a series of robust grasps. We use a robotic gripper that is two-finger parallel type in our system and thus the grasps are all antipodal. To achieve pick-and-place tasks with the parallel-jaw gripper, we imitate the preplanned antipodal grasps on known models to plan robust grasps on target objects, and incorporate the idea of rotational adjustment to realize stable placements. Finally we apply the DD-RRT algorithm [8] to plan a collision-free trajectory for the motions of the robot.

High success rate of novel object pick-and-place based on training-free methods. Among the previous studies on novel object manipulation, few of them have achieved a very high success rate even combined with deep reinforcement learning [3]. But through our method, we have demonstrated by experiments that the idea of similarity matching can lead to an average success rate over 90% with in-category novel
objects and around 75% with out-of-category novel objects. It has outperformed many existing learning-based methods, not to say other training-free methods.

II. RELATED WORKS

Recent approaches of novel object manipulation are mainly divided into two types: image-processing-based and deep-learning-based. Both of them are studied extensively. Another perspective is to make use of prior knowledge and learn a new grasp by imitating existing robust grasps, which is close but different from our proposed method.

Image-processing-based novel object pick-and-place. Image processing is an important technique in robotic manipulation. Vohra et al. [9] propose a novel edge and corner detection algorithm for an unorganized point cloud. They extract pose information from the detection result and create a pick-and-place motion plan based on it. Gualtieri et al. [10] apply object segmentation and shape completion to refine the point cloud of target objects and use a three-level planner to realize regrasp manipulation [11]. Such of methods focus on the improvement of perception modules, thus the planning accuracy is limited to the precision of visual processing.

Deep-learning-based novel object pick-and-place. Recent studies mainly focus on learning a model to generate manipulation tactics. Gualtier et al. [2] incorporate deep reinforcement learning by encoding grasp images as input to evaluate success metrics. Kalashnikov et al. [3] and Berscheid et al. [4] develop a self-supervised learning method without human interaction. Manuelli et al. [5] propose a keypoint detection model to realize category-level pick-and-place. Zeng et al. [12] develop a pick-and-place system of novel objects in clutter with a cross-domain image matching strategy that does not need additional task-specific training. Gualtieri et al. [13] develop a specific set of constraints for the robot to learn a sequence of gazes to focus attention on the task-relevant parts of the scene. Such learning-based methods are superior in achieving a high success rate in the case that the target object is within the categories of the training dataset. However, when the types of objects vary or the conditions of manipulation tasks change, the success rate will make a remarkable drop. Moreover, they require costly and time-consuming work.

Imitation-based grasp planning of novel objects. Only a few previous studies focus on imitation approaches to realize novel object manipulation. The Columbia Grasp Database developed by Goldfeder et al. [14] use Zernike descriptors [15] to evaluate the similarity between two mesh models, and share the same grasps with two similar models. Dang et al. [16] use tactile experience generated from a list of shape primitives to adjust grasps to novel objects with similar geometries. Dixit [17] incorporates the idea of transfer learning to imitate human grasps with a humanoid robotic gripper. The problems of these existing methods are common: they often have extra need for a special type of hand and preparatory work such as tactile sensing before planning grasps, and they are subject to error when the poses of target objects vary.

III. SIMILARITY PREDICTION

A. System Overview

The overview of our system is shown in Fig. 1. The inputs are one RGB image and one depth image including the novel object. Meanwhile there is an existing database consisting of a few known models with the information of categories, point clouds and preplanned robust grasps. We develop the following method to evaluate the similarity between the known models and target objects.

With the RGB image, we apply object segmentation and word embedding as the techniques of category-association matching to get an evaluated score of semantic similarity. With the depth image, we use PCL (Point Cloud Library) [18] to extract interested point clouds and then use SAC-IA (Sample Consensus Initial Alignment) [19] with ICP (Iterative Closest Point) [20] as the approach of point cloud registration to get another evaluated score of shape similarity. Combining the two scores, we can identify the specific model with the highest similarity to the target object from the existing database. With this model, we apply a surface segmentation method [21] to
preplan a series of robust grasps on it. With these grasps, we use the transformation matrix obtained from point cloud registration to transfer them from the model to the target object, and develop an optimization algorithm to minimize the transfer error. Meanwhile, we develop a method of rotational adjustment to infer the in-hand posture of the target object and optimize the placement. Finally we apply the DD-RRT algorithm [22] to plan a collision-free trajectory for the pick-and-place motion. In the case that the planning fails in solving IK (Inverse Kinematics), the system will automatically select another grasp from the preplanned grasps and repeat the planning process until success.

B. Category-Association Matching (CAM)

Every object has a category which it belongs to, like apple belongs to Fruit, cat belongs to Animal. Category is an index used to classify things with similar features, it can give us the association of two objects. For instance, when the word bottle is given, we will easily associate it with a word like water, but will not relate to a word like book. In this case, we consider the two words bottle and water as high similarity, bottle and book as low similarity. With this definition, we can give a similarity prediction of category-association between two objects.

In our method, we first apply an object segmentation technique called Panoptic FPN (Feature Pyramid Networks) [23] derived from Detectron2 library [24] to extract semantic information from an RGB image. From the extraction result we can identify the category of the target object and then match it with the registered categories in the database using a word embedding technique called Word2Vec [25]. The algorithm of Word2Vec will output a score between 0 and 1 representing the degree of category-association between the target object and registered models. We test several objects to obtain the scores, including in-category objects and out-of-category objects. Example results are shown in Fig. 2 The in-category object, bottle, shows a high score of 0.59 with category container, low scores with other categories. The out-of-category object, book, shows low scores with all registered categories. Other test objects show similar results depending on whether they are in-category or out-of-category.

Two conclusions can be derived from the test. First is, if the novel object belongs to one of the registered categories, we can easily distinguish it from the other categories by the results of CAM. Second is, if the novel object does not belong to any registered category, the results of CAM are not remarkable to classify the object and thus we need another matching method for further similarity evaluation.

C. Point Cloud Registration (PCR)

It is obvious that CAM can only help us identify the category of the target object, but is not sufficient to find a precise model with the highest similarity. As objects can be much different even if they belong to the same category, like bottle has the type of round-bottom and square-bottom, we still need a method to evaluate the shape similarity. Thus we incorporate PCR in our method.

Before implementing PCR, we have to extract the point cloud of the target object from the complex background. In our case, the target object is in a single state and placed on a fixed desk. The initial position of camera is unchanged before every motion. Based on these assumptions, we can simply use the algorithms of plane segmentation and outlier filter from PCL and set the threshold of coordinates to extract our interested point cloud. In this way, the point cloud of the target object is easy to obtain.

However, another important problem in processing the point cloud is that we can only get a partial view of the target object with only one camera. The incomplete point cloud may lead to unreliability of registration results. To solve this problem, we obtain two point clouds of the target object from different viewpoints by moving the in-hand camera. In this process, we only change the position of camera, but do not change its orientation. As shown in the upper part of Fig. 3 when the camera is set with the same orientation at two positions, wherever the object is, the relative distance of its position shown in two images is invariant. Based on this theory, we can concatenate the two point clouds obtained from different positions using a simple translation matrix. An example of concatenation is shown in the lower part of Fig. 3 Obviously the concatenated point cloud of a bottle is more complete than the single one, thus making the results of PCR more reliable.

The algorithm of PCR we use is SAC-IA [19] combined with ICP [20]. SAC-IA acts as the role of coarse registration while ICP acts as the role of fine registration. Like CAM, PCR also output a score representing the shape similarity. However, the difference is this score represents the mean of squared...
Fig. 3: Invariant relative distance between the object’s positions shown in two images when we make the orientation of the camera unchanged. With a certain translation matrix, we can easily concatenate two single point clouds to obtain a more complete point cloud of the target object.

Fig. 4: Identification of the constant coefficients \( \mu_c \) and \( \mu_p \). We make use of an out-of-category object and two registered models with similar shapes but belong to different categories to calculate their \( Q \) values. In this case the two results are assumed as the same.

D. Similarity Quantification

Both CAM and PCR are indispensable in our method of similarity prediction. Only CAM is not sufficient to find a precise model. Only PCR is not reliable enough due to the partially-observed situations. With the two scores obtained from the two matchings, we quantify the similarity with a simple function shown as below:

\[
Q(X,Y) = \mu_c \cdot C(X,Y) + \mu_p \cdot P(X,Y),
\]

where \( Q(X,Y) \) is the evaluated similarity between the novel object \( X \) and the known model \( Y \). \( C(X,Y) \) represents the semantic similarity between \( X \) and \( Y \) related to the result of CAM. \( P(X,Y) \) represents the shape similarity between \( X \) and \( Y \) related to the result of PCR. \( \mu_c \) and \( \mu_p \) are constant coefficients that determine the weights of semantic similarity and shape similarity.

As mentioned in Section III-B, the score of CAM is a value between 0 and 1. If we directly use it as \( C(X,Y) \), we also have to normalize the score of PCR to a value between 0 and 1 to be used as \( P(X,Y) \). Through trials we found the scores of PCR are values within the range of 0.0001 to 0.1. Considering the equal distribution between 0 and 1, we introduce logarithm in the calculation of \( P(X,Y) \). Also considering low score represents high similarity, we identify the two parameters with the following equations:

\[
C(X,Y) = \frac{\text{score}_{CAM}}{\mu_c},
\]

\[
P(X,Y) = \frac{\log(0.1) - \log(\text{score}_{PCR})}{\log(0.1) - \log(0.0001)}.
\]

Another essential problem is the setting of \( \mu_c \) and \( \mu_p \). In Section III-B, we have tested that the out-of-category object book will output similar scores of CAM when matching with the registered categories in the database, which means book has similar semantic similarity with all the registered categories. In this case, if we find two models in different categories but with similar shapes from the database, they are supposed to have both similar semantic similarity and shape similarity with the object book, thus the final calculated \( Q \) values should be almost the same. Based on this theory, we select the model melon from the category fruit and the model penguin from the category toy to do similarity matching with the object book, as shown in Fig. 4 and identify the constant coefficients \( \mu_c \) and \( \mu_p \) with the following equations:

\[
Q(\text{melon}, \text{book}) = Q(\text{penguin}, \text{book}),
\]

\[
\mu_c + \mu_p = 1.
\]

The results can be easily obtained as \( \mu_c = 0.52, \mu_p = 0.48 \). We input the two values into Equation (1) and test the results with some other out-of-category objects (e.g. toothbrush). Similarly we match them with two registered models with similar shapes but belong to different categories (e.g. orange in the category fruit and ball in the category toy). The calculated \( Q \) values still appear to be very close, which confirms the reasonability of obtained constant values. Then we can find the most similar model by ranking all the \( Q(X,Y) \):

\[
Y^* = \arg\max(Q(X,Y)),
\]

where \( Y^* \) represents the specific model obtaining the highest value of \( Q(X,Y) \).

IV. PICK-AND-PLACE PLANNING

A. Grasp Transfer

During the process of PCR, besides the score of similarity we also get a transformation matrix between the model and the real-world object. With this matrix we can transfer the preplanned robust grasps on known models to the similar grasps on novel objects. Thus we first apply an approach of grasp planning based on the superimposed segmentation of object meshes to preplan a series of robust grasps, and then apply the transformation matrix from PCR to transfer them from registered models to real-world objects to realize imitation learning of robust grasps.
Fig. 5: Preplanned grasps on a known model and error in PCR and grasp transfer. (Left) A model is preplanned with a series of robust grasps. (Middle) In PCR, the point cloud of the registered model (red) is not perfectly aligned with the partially-observed point cloud of the target object (green). (Right) Due to the error of the transformation matrix, the calculated position of the target object (yellow) deviates from the real position (white).

However, the real condition is that the transferred grasps are subject to error due to the inaccuracy of PCR. As shown in Fig. 5, the incomplete point cloud of the target object (green) is not perfectly aligned with the point cloud of its similar model (red) in position and orientation due to the partial observation. Thus the transformation matrix obtained from PCR is inevitably subject to error. With this imprecise matrix, the calculated position of the novel object (yellow) deviates from its real position (white). In this case the transferred grasp has a possibility of failing if the error is large.

To reduce the error, we first obtain point clouds of the target object from several viewpoints and apply PCR to get a set of transformation matrices. We extract the rotation and translation information from the matrices and calculate the mean results of position and orientation of the grasps. Among them we remove results that obviously deviate from other results (orientation error > 90°) and obtain the final transformation matrix T.

To improve the precision further, we develop an optimization algorithm to minimize the error. With the matrix T, we compare its error to a threshold δ. If the error is small enough, the algorithm ends, otherwise we move the camera to a new viewpoint to do calculation again and update the final transformation matrix to be $T'$. Then we check the error of the new matrix. If the error increases, we discard this result and move the camera to another new viewpoint. If the error decreases, we compare it to the threshold δ again. If the error is small enough, the algorithm ends; otherwise we reserve this result and move the camera to another new viewpoint. We repeat this process until the error becomes small enough.

In our method, we use the score of PCR to represent transfer error. Low PCR scores mean high fitness of two point clouds, which also means the error occurring in the process of grasp transfer is small. The threshold δ is set to be 0.0001 (same as the lower bound of PCR scores). The optimization algorithm ends when the newly obtained score is lower than the threshold.

B. Stable Placement

Above we have solved the problem of grasping, but a remaining problem is how to place the object stably in desired posture. Unlike general methods, we do not need an extra method to estimate the initial posture of object like [26]. Taking the advantage of a known database, we can simply set the final posture of the target object according to its similar model. However, due to the inevitable error in grasp transfer, the final placement has the risk of being unstable as the in-hand posture of the target object may not be so good as in ideal condition.

Considering an in-hand model for analysis of stable placement shown in Fig. 6, we assume an object with a regular shape like a square. To find a stable posture, we rotate the object with a small angle $\theta$ in two inverse directions by the grasp center. The rotational plane is selected to be parallel with the two-finger gripper because the object’s posture is mostly undetermined in this 2D plane. As seen from the figure, when the object is in an upright posture, the lowest point of the object after rotation in two directions almost share the same distance to the contact surface. But when the object is in a right-leaning or left-leaning posture, the distance becomes much different in one of the rotational directions.

The difference in distance become the key of inferring the in-hand posture of the target object. To measure the distance, we move the object right down to contact the surface in different rotations and obtain the timing of collision by a force sensor. If the time cost before collision is close in different rotations, the in-hand object is supposed to be in an upright posture. If the time cost is much larger in one of the rotations, the in-hand object is supposed to be right-leaning or left-leaning. In our method, we set the rotation angle $\theta$ to be 30°. After inferring the actual in-hand posture, we adjust the object with a suitable rotation $\gamma$ ($\gamma \in \{-\theta, 0, \theta\}$) to be placed stably.

It should be noted that the proposed method of stable placement is based on the following assumptions:

1) The in-hand posture of the object does not deviate much from the upright posture (tilt angle $< 90°$);
2) The object hardly slips in horizontal direction when collided with contact surface;
3) The bottom of the object is basically flat.

In our case, the error of grasp transfer is minimized thus the first assumption is satisfied. The second assumption will not be a problem when the rotation angle is not set too large. The third assumption seems to be a limitation to the type of objects. But actually, an object with an uneven bottom is difficult to achieve stable placements, thus not considered in our pick-and-place task.

C. Motion Planning

After identifying the initial grasp and the final placement, we finally generate a collision-free trajectory of pick-and-place motion using the DD-RRT algorithm [22]. However, due to the uncertainty in the posture of preplanned grasps, the motion planning has a possibility of failing in solving IK (i.e. the calculated position and orientation is unreachable by the robot). In this case, we iterate the algorithm with another grasp until the planning succeeds. The framework of our algorithm is shown in Algorithm 1. To ensure a feasible path can be output, sufficient robust grasps are preplanned for each registered model.
Fig. 6: Inference of the in-hand posture. We rotate the in-hand object with a small angle $\theta$ in two inverse directions by the grasp center. When the original posture is upright (a), the distance between the lowest point of the object and the contact surface does not differ much before and after rotations. When the original posture is right-leaning (b) or left-leaning (c), the distance will differ much in one of the rotations.

Algorithm 1 Pick-and-Place Motion Planning

Input:
A set of preplanned grasps on the known model, $G$;
Transformation matrix obtained from PCR, $T$;
Final posture of the novel object, $p_f$;

Output:
Pick-and-place motion trajectory, $M$

1: Initial posture of the novel object $p_i$, is known by $T$
2: for each grasp $g \in G$ do
3: \hspace{1em} $M \leftarrow \text{DDRRT} \{g, p_i, p_f\}$
4: \hspace{1em} if $M$ is None then
5: \hspace{2em} continue
6: \hspace{1em} else
7: \hspace{2em} break
8: return $M$

V. EXPERIMENTS

To verify our method, we perform real-world experiments of robotic pick-and-place with 12 novel objects, as shown in Fig. 7. Among them some are not included in the registered categories (e.g. toothbrush), considered as out-of-category novel objects. Others like apple included in the category fruit are considered as in-category novel objects.

A. Experimental Setup

The configuration of our experiment is one RealSense D435 depth camera, one single-armed UR3e robot, and one Robotiq 2F-85 gripper. The novel object is posed in arbitrary position and orientation on a fixed desk.

Meanwhile, we construct a database composed of 100 models in five different categories: container, fruit, snack, toy, tool. The registered information includes the categories, point clouds and preplanned antipodal grasps of the models.

B. Similarity Prediction

We use the depth camera to obtain RGB and depth images including the novel object. With RGB images, we apply image segmentation to extract the category information of novel objects. An example is shown in the red block of Fig. 8. The in-category object bottle and the out-of-category object toothbrush are both correctly identified. With the category names obtained, we input them into CAM to obtain the score of semantic similarity between the novel objects and known models in the database. With depth images, we extract the point clouds of novel objects from the complex background by PCL and input them into PCR to obtain the score of shape similarity. Combining the two scores, we calculate the $Q$ value by Equation (1) for each matching and find the most similar model with the highest $Q$ value. As shown in the green block of Fig. 8 a bottle model and a screwdriver model are found with the highest similarity to the object bottle and toothbrush respectively.
TABLE I: Experimental results of novel object pick-and-place.

| Semantic identification | In-category objects | Out-of-category objects |
|-------------------------|---------------------|------------------------|
| Total experiments       | bottle   | bottle | cup | bowl | apple | banana | teddy bear | sports ball | toothbrush | spoon | flashlight | cell phone |
| Successful times        | 21       | 23     | 20  | 19   | 23    | 20     | 22         | 22          | 21        | 19     | 23         | 20         |
| Success rate (%)        | 90.5     | 87.0   | 90.0| 94.7 | 82.6  | 100    | 100        | 81.8        | 66.7      | 94.7   | 82.6       | 60         |

![Fig. 9: Realization of pick-and-place motions based on the results of similarity prediction. The grasp postures of the bottle (left) and the toothbrush (right) are generated from the preplanned grasps on the models of a bottle and a screwdriver shown in Fig. 8](image)

In our experiments, the in-category objects all succeed in finding a similar model both in semantic level and geometric level from the database. The out-of-category objects behave differently in similarity prediction. Although Fig. 8 shows a positive result of similarity prediction with the out-of-category object toothbrush, it is not always the case. Due to the limitation of image segmentation methods and partially-observed situations, the results of CAM and PCR are not always reliable. For instance, the out-of-category object black box used in our experiment is wrongly identified as cell phone, which is not the truth. And the final matching result comes to be a candy model in the category snack, which is non-similar (a negative result of similarity prediction). We also experiment on such cases to see to which extent the success rate will differ.

C. Novel Object Pick-and-Place

With the reference models identified by similarity prediction, we preplan over 100 robust grasps on each of them and transfer these grasps from the models to real-world objects with the transformation matrix obtained from PCR. We incorporate the DD-RRT algorithm to plan an IK-solvable collision-free trajectory to reorient the target object on the basis of the transferred grasps, and adjust small rotations to achieve stable placements.

For each object, we experiment about 20 times of pick-and-place motion with arbitrary initial position and orientation. Our goal is to successfully grasp the target and place it at a specified position stably (no movement occurs after placement). The final posture is determined to be the same as the posture of the reference model. Either the failure of grasping or placing will be counted as failure cases. Fig. 9 shows two successful cases of pick-and-place with the in-category object bottle and the out-of-category object toothbrush. From the total experimental results shown in Table I, the in-category objects show a high average success rate of 90.6%, while the out-of-category objects also perform not badly with an average success rate of 75.9%.

Some interesting facts are found from the experimental results. The two bottles (one plastic bottle and one glass bottle) both show a high success rate of manipulation in our experiment. As we know, transparent objects are difficult to recognize in depth sensors, thus are difficult to plan robust grasps based on their point clouds. But through our method incorporating semantic identification, they can find similar models in the category bottle to imitate their robust grasps, thus performing much better than traditional methods. The apple and the sports ball both show a relatively low success rate among in-category objects. This is due to their round shapes. Although we have minimized the error in grasp transfer, it is inevitable that the contact points on the real-world objects are not completely consistent with the contact points on the reference models. In this case, slipping is more likely to occur when grasping objects with round shapes.

Moreover, we find the out-of-category objects differ much in success rate of manipulation. The spoon achieves the highest success rate due to its similarity matching result to be a spanner, which shares similar contact points. The flashlight takes the second place for the same reason. However, the other two objects, toothbrush and black box perform much worse. The shape of the toothbrush determines it to be difficult to place stably in a standing posture. Although it can be grasped successfully in most cases, it still fail many times when executing the placement. The black box is wrongly identified as a cell phone and its similarity matching result is a candy, which is actually non-similar. An interesting phenomenon is even if in this case, the success rate does not become very low. The reason can be analyzed as follows:

When the identified category name does not belong to any registered category in the database, the scores of CAM are often very low. In this case, the final matching result strongly depends on the scores of PCR. As the PCR score represents the mean of squared distances between two point clouds, a model with a smaller size is likely to get lower scores (which will lead to larger Q values, referred to Equation 3) when matched with a partially-observed novel object. Thus the reference model found by similarity prediction is likely to be smaller than the real-world object. As PCR will align two point clouds together, the preplanned robust grasps on a smaller model have a high possibility of being placed within the graspable area of a larger object after transfer. In this case, even if the selected model is non-similar to the real-world object, the transferred
grasps still have a fairly high success rate of manipulation. This is considered to be a significant advantage of our method in dealing with completely novel objects.

VI. Discussion

Through experiments we verify our proposed method to be able to achieve a high success rate of novel object manipulation. There are two remarkable advantages of our method compared with other related works. One is the generalization, the techniques used in our system: image segmentation (Panoptic FPN), word embedding (Word2Vec), and point cloud registration (SAC-IA with ICP) are all replaceable. Moreover, our method can deal with both in-category objects and out-of-category objects. Although the similarity prediction are not correct at all time, its precision can be raised by enlarging the database to increase the possibility of a novel object finding a similar registered model. Another is the simplicity, we only use one depth camera and one robot hand to achieve the whole pick-and-place task. Our system is easy to construct and all the hardware can be substituted with other types.

VII. Conclusion and Future Work

In this paper, we propose a new perspective of novel object manipulation planning by imitating existing robust grasps. We combine category-association matching with point cloud registration to evaluate the semantic and shape similarity between novel objects and known models. We transfer the preplanned robust grasps from registered models to real-world objects and develop an optimization algorithm to minimize the transfer error. We also incorporate the idea of rotational adjustment to infer the actual posture of in-hand objects and achieve stable placements.

In the future, we will put effort in improving the precision of similarity prediction and grasp transfer. We are considering using more semantic features not only the category but also some other properties such as the composition of objects to strengthen the matching result. We will also explore a new way of shape completion without learning a model to raise the reliability of point cloud registration in our method.
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