Abstract

This paper tackles the problem of semi-supervised video object segmentation, that is, segmenting an object in a sequence given its mask in the first frame. One of the main challenges in this scenario is the change of appearance of the objects of interest. Their semantics, on the other hand, do not vary. This paper investigates how to take advantage of such invariance via the introduction of a semantic prior that guides the appearance model. Specifically, given the segmentation mask of the first frame of a sequence, we estimate the semantics of the object of interest, and propagate that knowledge throughout the sequence to improve the results based on an appearance model. We present Semantically-Guided Video Object Segmentation (SGV), which improves results over previous state of the art on two different datasets using a variety of evaluation metrics, while running in half a second per frame.

1. Introduction

This paper focuses on video object segmentation, which consists in outputting the mask of an object throughout a video sequence, given its segmentation in the first frame. In the design of computer vision systems, human vision has always been the main source of motivation and inspiration; mimicking the way humans see is still elusive nowadays, although rapid progress is being done in the field. So how do we humans solve video object segmentation? If one is given the first image in Figure 1(a), with the mask of the object we want to track (in yellow), and is asked to give the segmentation in frame 34 (b), how would the mental process be like? Most probably one thinks that one red racing car has to be segmented, and then looks for it in the given frame.

Let us then review what the current state-of-the-art techniques do intuitively. First of all, OSVOS [1] takes the first frame and builds a very accurate appearance model of the object using a Convolutional Neural Network (CNN). It then classifies the pixels in the target frame according to the learnt appearance model and selects the ones that match the model. Intuitively, in the previous example it would look for the specific red pixels it found in the first frame. But what if the appearance has changed significantly because of light changes or dis-occlusions? Figure 1(c) shows OSVOS’ result in this case, where the dis-occlusion of the side of the car makes the mask to segment only the front.

Another approach is followed by MaskTrack [17], which is trained on saliency datasets to segment the prominent object, given a rough mask estimate of it. Then, in video object segmentation, the mask of frame $n$ is taken as the estimate of the mask at frame $n + 1$ and the algorithm refines the result to track the object. But what if the object moves very fast and so it changes position and shape dramatically between frames, or we do not have access to all frames of the sequence? Figure 1(d) shows MaskTrack’s result, where the fast movement causes the mask to drift out of the car.

This work is based on the idea of learning an appearance model of the object from the first frame (specific red pixels) but, inspired by the human mental model, we also incorporate the semantic information that we are following one rac-
ing car. We therefore leverage an appearance model with a semantic prior and we refer to our method as Semantically-Guided Video Object Segmentation (SGV).

So how to obtain the semantic prior? We want to follow one car, that is, a particular instance of that category. To do so, SGV makes use of an instance-level semantic segmentation algorithm, which goes beyond classifying pixels into categories and also groups them into different instances of that category. Given the mask of the first frame, we select the top instances overlapping with the mask to decide what we track (one instance of a car in the example). Then we find the most overlapping instance mask or masks of the specific category with the appearance model result at frame n (Figure 1(e)).

To combine the appearance model result with the semantic prior, SGV uses a conditional classifier, i.e., we build a background and foreground models that are combined given a foreground and background probability from the instance segmentation mask. We implement the conditional classifier as a CNN layer that can be trained end to end. The final result can be seen in Figure 1(f) where, interestingly, the appearance model has been able to refine the semantic prior in the front of the car, which was visible at the first frame, and has learnt to trust the semantic prior on the non-visible parts (side of the car).

SGV obtains state-of-the-art results both in DAVIS and Youtube-Objects using a variety of metrics. Quality barely decreases as the sequence advances thanks to the semantic prior, and the method runs in half a second per frame. The contribution of this paper can be summarized as follows: i. We leverage a semantic prior in the domain of video object tracking, and we achieve state-of-the-art results based on different evaluations. ii. To incorporate the semantic prior, we propose a novel conditional classifier layer, which is end-to-end trainable.

2. Related Work

Video Object Segmentation: As introduced previously, current literature in video object segmentation is dominated by two recent works. First of all, Perazzi et al. [17], who use convolutional neural networks to learn to refine the mask of the object at frame n to frame n + 1. Previous to this work, enforcing temporal coherence was also a common practice to propagate the initial mask into the following frames. Some works make use of superpixels [2, 8], patches [22, 6], object proposals [19], or the bilateral filter [16] to make the problem computationally feasible. Optical flow is also used [17, 8, 22] to match pixels from one frame to the next, which significantly penalizes execution speed.

Another approach was introduced by Caelles et al. [1], in which a single appearance model from the object is learnt from the first frame, and then each frame is segmented independently. This work follows this second line, since we believe it makes the algorithm robust to occlusions, to missing frames, and aligns better with the fact that humans can perfectly segment the object at frame n directly from the first frame, without processing all the intermediate ones. We differ from this work in that we augment the model with the semantic information of the object: what category and how many instances we are interested in.

Instance-Level Semantic Segmentation: Instance segmentation is a relatively new computer vision task which has gained increasing attention recently. In contrast to semantic segmentation or object detection, the goal of instance segmentation is to provide a segmentation mask for each individual instance. The task was first introduced in [10], where they extract both region features and foreground features using R-CNN [7] framework and region proposals. Then, the features are concatenated and classified by SVM. Several works [4, 3, 32] following that path have been proposed in recent years. There also exist some approaches based on different techniques, such as: iteration [12], recurrent neural network [23] or fully convolutional networks [13].

Using Semantic Information to Aid Other Computer Vision Tasks: Semantic information is a very relevant cue for the human vision system, and some computer vision algorithms leverage it to aid various tasks. [9] improves reconstruction quality by jointly reasoning about class segmentation and 3D reconstruction. Using a similar philosophy, [14] estimates the depth of each pixel in a scene from a single monocular image guided by semantic segmentation, and improves the results significantly. To the best of our knowledge, we are the first ones to apply semantic information to the task of object segmentation in videos.

Conditional Models: Conditional models prove to be a very powerful tool when the feature statistics are complex. In this way, prior knowledge can be introduced by incorporating a dependency. [5] builds a conditional random forest to estimate face landmarks whose classifier is dependent on the pose of head. Similarly, [27] proposes to estimate human pose dependent on torso orientation, or human height, which can be a useful cue for the task of pose estimation. The same also applies to boundary detection, [29] proposes to train a series of conditional boundary detectors, and the detectors are weighted differently during test based on the global context of the test image. In this work, we argue that the feature distribution of foreground and background pixels are essentially different, and so a monolithic classifier for the whole image is bound to be suboptimal. Thus, we utilize the conditional classifier to better model the different distributions.
3. Semantically-Guided Video Object Segmentation (SGV)

3.1. Network Overview

Figure 2 illustrates the structure and workflow of our proposed network. Following the common design of dense prediction networks [31, 15, 1], we use VGG16 [26] as our backbone network. The fully connected layers and the last pooling layer are removed to increase spatial feature resolution. To aggregate multi-scale information from different layers, skip connections are added to extract hypercolumn features. In more detail, we take the output feature maps from the second, third, fourth and fifth convolutional layer blocks before their corresponding pooling layers. Then, the feature maps are resized to the same size as the input image and we concatenate them to form the hypercolumn features. Despite its simplicity, the architecture has shown to be highly effective in dense prediction tasks.

Sharing the common base network as the feature extractor, three pixel-wise classifiers are jointly learned. One classifier is for the first-round foreground estimation, which will be used in the semantic selection module to produce a semantic prior, together with the instance segmentation fed from an external instance segmentation system. The other two classifiers act as appearance models: one responsible for the pixels that are part of the foreground while the other for background pixels. Finally, the two sets of predictions and the semantic prior are fused into the final prediction.

3.2. Semantic Selection and Semantic Propagation

We leverage a semantic instance segmentation algorithm as an input to estimate the semantics of the object to be segmented. Specifically, we choose MNC [4] as our input instance segmentation algorithm due to its public implementation availability and good performance, but we are transparent to the algorithm used.

MNC [4] is a multi-stage network that consists of three major components: shared convolutional layers, regional proposal network (RPN), and region-of-interest(ROI)-wise classifier. The model we use is pre-trained on Pascal, and outputs instance segmentation masks of 20 different classes.

The output of MNC is given as a set of masks which hopefully contain the objects of interest. We threshold the output to only choose from the ones with high confidence. Our objective is to find a subset of masks with consistent semantics throughout the video as our semantic prior.

The process can be divided into two stages, namely semantic selection and semantic propagation. Semantic selection happens in the first frame, where we select the masks that match the object according to the given ground-truth mask (please note that we are in a semi-supervised framework where the true mask of the first frame is given as input). The number of masks and its categories are what we enforce to be consistent through the video. Figure 3 depicts an example of both steps. Semantic selection, on the left in green, finds that we are interested in a motorbike plus a person (bottom), by overlapping the ground truth (middle) to the instance segmentation proposals (top).

The semantic propagation stage (in orange) occurs at the following frames, where we propagate the semantic prior we estimated in the first frame to the following ones. The instance segmentation masks (first row), are filtered using the first-round foreground estimation (middle row), and the top matching person and motorbike from the pool are selected (bottom row).

3.3. Conditional Classifier

Dense labeling using fully convolutional networks is commonly formulated as a per-pixel classification problem. It can be therefore understood as a global classifier sliding over the whole image, and assigning either the foreground or background label to each pixel according to a monolithic appearance model. In this work, we want to incorporate the semantic prior to the final classification, which will be
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Figure 3. Semantic selection and propagation: Illustrative example of the estimation of the semantics of the object from the first frame (semantic selection) and its propagation to the following frames (semantic propagation).

given as a mask of the most promising instance (or set of instances) in the current frame.

If semantic instance segmentation worked perfectly, we could directly select the best-matching instance to the appearance model, but in reality the results are far from perfect. We can only, therefore, use the instance segmentation mask as a guide, or a guess, of what the limits of that instance are, but we still need to perform a refinement step. Our proposed solution to incorporate this mask but still keep the per-pixel classification is to train two classifiers and weigh them according to the confidence we have in that pixel being part of the instance or not. We argue that using a single set of parameters for the whole image is suboptimal.

Formally, for each pixel \( i \), we estimate its probability of being a foreground pixel given the image: \( p(i|I) \). The probability can be decomposed into the sum of \( k \) conditional probabilities weighted by the prior:

\[
p(i|I) = \sum_{k=1}^{K} p(i|I, k) p(k|I).
\]

In our experiments, we use \( K = 2 \) and build two conditional classifiers, one focusing on the foreground pixels, and the other focusing on the background pixels. The prior term \( p(k|I) \) is estimated based on the instance segmentation output. Specifically, a pixel relies more on the foreground classifier if it is located within the instance segmentation mask; and more importance to the background classifier is given if it falls out of the instance segmentation mask. In our experiments, we apply a Gaussian filter to spatially smooth the selected masks as our semantic prior.

The conditional classifier is implemented as a layer which can be easily integrated in the network in an end-to-end trainable manner. The layer take two prediction maps

\[
f_1(x, y) = w(x, y) f_{\text{top}}(x, y)
\]

\[
f_2(x, y) = (1 - w(x, y)) f_{\text{top}}(x, y)
\]

3.4. Training and Inference

We use a two steps approach to train the network. First, the VGG part of the architecture is initialized using the weights pre-trained on Imagenet [24]. We train the architecture to learn which are the pixels that are most probable to be foreground given a certain image. For this training
In the second training step, we focus on learning the appearance model for the specific object that we want to segment in a video sequence. Therefore, this is done at test time initializing the CNN with the weights of the first step and fine-tuning it for a few iterations.

In order to produce the segmentation at every frame, we apply the fine-tuned network for the specific object of a video sequence to obtain the mask that corresponds to the object, with a single forward pass.

4. Experimental Validation

Experimental Setup: We will mainly work on the DAVIS database [18], using their proposed metrics: region similarity (intersection over union $\mathcal{J}$), contour accuracy ($\mathcal{F}$ measure), and temporal instability ($\mathcal{T}$). The dataset contains 50 full-HD annotated video sequences, 30 in the training set and 20 in the validation set. All our results will be trained on the former, evaluated on the latter.

We take the pre-computed evaluation results provided by the authors, which includes a large body of state-of-the-art techniques (OFL [28], BVS [16], FCP [19], JMP [6], HVS [8], SEA [22], and TSP [2]). We also take the two most recent works (OSVOS [1] and MSK [17]) and evaluate their publicly-available pre-computed results.

For completeness, we also experiment on the Youtube-objects [21, 11] dataset against OSVOS [1], MSK [17], OFL [28], BVS [16], AFS [30], and JFS [25]. We take the pre-computed evaluation results from previous work.

Architectural Choices: The first design choice that we want to evaluate is the CNN architecture used to obtain the appearance model. The simplest option is to use a feedforward network such as VGG-16 with skip connections (side outputs) as used in [31, 15, 1]. Table 1 (Skip) shows the results using this architecture.

Motivated by SharpMask [20], we can also augment it with a top-down refinement modules, which we will evaluate in the following paragraphs. In the first experiment we train the whole feedforward+top-down network naively, initializing the VGG with pre-trained Imagenet weights (Table 1 Naive). This does not reach the performance of Skip, probably due to the mix of the different paths of the gradients in the VGG layers from all the refinement modules. To alleviate this effect, we incorporate two training improvements.

First, we add side supervision in the intermediate layers, as in [31]. As can be seen in Table 1 (Side), results improve, but they are still much lower than those of the feedforward+skip architecture. To overcome this problem, we first train the feedforward layers alone with side supervision, and then we freeze the weights when learning the top-down refinement module. With this, Table 1 (Freeze) we are able to achieve slightly better in some metrics than with the feedforward+skip architecture.

As a conclusion, the minor improvements achieved using the top-down refinement architecture do not compensate the more complex and costly training, so we will select a feedforward network with skip connections as our architecture to obtain the appearance model.

Semantic Selection and Propagation: The first step of our algorithm consists in selecting the semantic instance segmentations (Semantic Selection). Since there is no ground truth available in DAVIS regarding semantics, we will evaluate the selection qualitatively. Figure 5 shows the instances selected by our algorithm from the first frame of a set of sequences. (a) - (c) show cases where the selection is correct and accurate, while in (d) - (e) the semantics is correct but the mask is not accurate. (f) - (h) are cases where the correct category is not present in the vocabulary of PASCAL, but there is a reasonable match that provides us with a good mask (camel vs horse, goat vs dog, chair vs homemade trolley). Finally, (i) and (j) show cases where the algorithm selects two instances where there should only be one, in the latter possibly due to the fact that the dancer is upside-down and so there is no correct instance segmentation in the proposals.

The first two columns of Table 3 evaluate the second step of our algorithm: the semantic propagation. The instances propagated in all the frames according to the semantic selection are evaluated directly as a final result without post-processing. The first column comes from the instances selected by our algorithm while the second one from an oracle that has access to the ground truth of the whole sequence and selects the instances as in the first frame. The small loss in performance of our algorithm with respect to the oracle shows that our semantic propagation algorithm makes the best of the semantic instance segmentation algorithm.

| Measure | Skip | Naive | Side | Freeze |
|---------|------|-------|------|--------|
| $\mathcal{J}$ | Recall $O \uparrow$ | 77.4 | 64.1 | 68.0 | 77.6 |
| Decay $D \downarrow$ | 17.4 | 23.3 | 23.5 | 16.9 |
| $\mathcal{F}$ | Recall $O \uparrow$ | 78.1 | 63.1 | 66.9 | 77.5 |
| Decay $D \downarrow$ | 19.4 | 23.5 | 24.1 | 18.4 |
| $\mathcal{T}$ | Mean $M \downarrow$ | 33.6 | 54.7 | 51.3 | 35.6 |

Table 1. Architecture choice evaluation for the appearance model: Comparison between the feedforward+skip architecture and different training procedures when adding a top-down refinement branch.
Ablation Analysis: This section compares different ablated versions of our algorithm to measure how much each component adds. As a common practice, post-processing can be added to the raw output from CNN to improve the result. In this work, we use bilateral filter to smooth the output. The right-most column of Table 3 shows our final result using the conditional classifier and post-processing. Comparing to the second column to the right (Conditional classifier), the post-processing adds a final 1.7 points to the results. On its left, we show the result obtained by concatenating the instance masks as a new feature map before the final classifier. We see a drop of performance (-5.6) that justifies our conditional classifier architecture. To measure how much the refinement step adds, the two left-most columns evaluate the semantic instances directly, either selected by our method or by an oracle. We observe a drop of -12.2 points even when using the oracle, which shows the inaccuracy of the instance segmentations and justifies the refinement step.

Comparison to the State of the Art: Table 2 shows the comparison of our technique with the state of the art in the validation set of DAVIS. We are around 4.2 points above OSVOS and MSK (the latest and best-performing techniques) in terms of mean $J$ values. Most notably, the decay values of SGV are significantly better, which means that the quality of our results does not decrease significantly as the sequence evolves. We attribute this behavior to the incorporation of the semantic prior, which is invariant through the sequence and helps keeping the results accurate. It is also significant that we decrease the temporal instability ($T$) noticeably from OSVOS and get closer to MSK, which propagates masks from frame to frame and uses optical flow so it is by design more stable. Instead, we process each frame independently.

Table 4 shows the per-attribute comparison in DAVIS, that is, the mean results on a subset of sequences where a certain challenging attribute is present. SGV is the best performing in all attributes except dynamic background (by a close margin). The increase of performance when each attribute is not present (small numbers in italics) is significantly low, which shows that SGV is the most robust method to the different challenges.

Figure 6 breaks down the performance for each of the sequences in the validation set of DAVIS. In columns, all state-of-the-art techniques are shown, and our result is over-
Performance Decay: As indicated by the $J$-Decay and $F$-Decay values in Table 2, SGV exhibits a significant better ability to maintain performance as frames evolve, and we interpret that this is so thanks to the injected semantic prior. To further highlight this result and analyze it more in detail, Figure 7 shows the evolution of $J$ as the sequence advances, to examine how the performance drops over time. Since the videos in DAVIS are of different length, we normalize them to [0, 100] as a percentage of the sequence length. We then compute the mean $J$ curve among all video sequences. As can be seen from Figure 7, our method is significantly more stable in terms of performance drop compared to the competing methods. More specifically, our method is able to maintain a good performance of 82.38 even at the end of the video, while the competing methods are at 74.72, 53.50 and 71.80, for MSK+Flow+CRF, OFL and OSVOS, respectively. We therefore achieve an 8% improvement compared to the closest competitor.

We also report the lowest point of the curve which indicates the worst performance across the video. Based on this metrics, SGV is at 79.10, while for semantic-blind methods, the numbers are 73.62, 53.50 and 69.55.

The results therefore confirm that the semantic prior we introduce can mitigate the performance drop caused by ap-
The semantic information is particularly helpful in the later stage of videos where more dramatic appearance changes are present. It is also noticeable that there are more oscillations in the curves of OSVOS and SGV. This is probably due to the fact that they do not make use of any temporal information, while the other techniques do.

Misclassified-Pixels Analysis: Figure 8 shows the error analysis of our method. We divide the misclassified pixels in three categories: Close False Positives (FP-Close), Far False Positives (FP-Far) and False Negatives (FN): (i) FP-Close are those near the contour of the object of interest, so contour inaccuracies, (ii) FP-Far reveal if the method detects other objects or blobs apart from the object of interest, and (iii) FN tell us if we miss a part of the object during the sequence. The measure in the plot is the percentage of pixels in a sequence that fall in a certain category.

SGV’s main strength, compared to the other state of the art methods, is reducing the number of false negatives considerably. We believe this is due to SGV’s ability to complete the object of interest when parts that were occluded in the first frame become visible, thanks to the semantic concept of instance. On the other hand, the output of the instance segmentation network that we are currently using, MNC, is very imprecise on the boundaries of the objects, and even though our conditional classifier is able to recover in part, FP-Close is slightly worse than that of the competition. On the plus side, since the instance segmentation is an independent input to our algorithm, we will probably directly benefit from better instance segmentation algorithms.

Timing: Our method consists of an instance segmentation CNN as well as an appearance-model CNN. These two can be run in parallel, as just the final conditional classifier combines the output of the two networks. Using an NVidia Titan X GPU, the appearance model takes 120 ms and the instance segmentation CNN (MNC) takes 360 ms. After that, the fast bilateral solver to refine the results takes 187 ms on a CPU. Overall, the time per frame is 547 ms. We would like to point out that our model enables to plug and play another instance segmentation method and therefore the timing could be improved when a faster method is available.

Qualitative Results: Figure 9 shows some qualitative results of SGV. The first row shows a sequence with significant change of appearance due to different points of view, where we correctly segment front, side, and back views of the car thanks to the semantic prior.

5. Conclusions

This paper presents SGV, a semi-supervised video object segmentation technique that leverages an instance segmentation algorithm to guide the appearance model computed on the first frame. Given the initial mask, the semantics of the object is estimated by overlapping the proposals of segmented instances in the scene. This information is propagated throughout the sequence and the most promising instances that match with the predicted semantics at each frame are taken as the semantic prior for the segmentation. The appearance model is then combined with the semantic prior by means of a conditional classifier as a trainable module in a CNN. SGV shows state-of-the-art results in DAVIS and Youtube-Objects and runs in half a second per frame.
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Figure 9. **Qualitative results**: SGV results on a variety of representatives sequences.
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