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Abstract
With the development of Chinese sports, many sports training researchers try to use artificial intelligence technology to study the training methods and training elements of athletes. However, in reality, these methods are often based on different basic training principles, resulting in the reduction in the generalization ability of artificial intelligence networks. This paper studies the complexity of sports training principles by using an artificial intelligence network model. Based on the improved model of dropout optimization algorithm, this paper proposes an artificial intelligence sports training node prediction method based on the combination of dropout optimization algorithm and short-term memory neural network (LSTM), which avoids the establishment of complex sports training models. Based on artificial intelligence operation and maintenance records and sports training core capacity experimental data, the maximum node static estimation of artificial intelligence sports training is realized. The research shows that the node prediction model is established by using the method described in this paper. Through experimental comparison and analysis, the model has high prediction accuracy. Due to the state memory function of LSTM, it has advantages in the prediction of 2000 data on a long time scale. The mean absolute error percentage of the prediction results is less than 3.4%, and the maximum absolute error percentage is less than 5.2%. The artificial intelligence network model in this paper has good generalization ability. Compared with other models, the model proposed in this paper can get more accurate prediction results in sports training of different groups and effectively alleviate the problem of overfitting. Therefore, traditional stadiums and gymnasiums should actively introduce artificial intelligence technology with a more positive attitude, to realize the development and innovation in technology application, service innovation, management efficiency, and function integration.
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1 Introduction

In the application of smart stadiums and gymnasiums enabled by artificial intelligence, some people cannot enjoy free or low-cost public sports services due to the digital divide, which intensifies the nonequalization of the digital development of sports training. In short, the deep integration of artificial intelligence and stadiums will be a long-term and arduous task. This paper needs to further study the important links in the transformation process of artificial intelligence-enabled stadiums and gymnasiums, to effectively promote the stadiums and gymnasiums to the road of wisdom. In addition, the improvement of public sports service quality is also reflected in the diversification of supply content. With the support of AI-related technologies, emerging sports such as skating and skiing have also moved into indoor venues, gradually becoming one of the supply contents of public sports services.

Generally, in the research of coastal ecological environment, the random graph Hodge ranking based on pairwise comparison is used to approximate the construction of...
random graphs and random regular graphs. Incomplete and unbalanced data, video quality scores and user judgments are inconsistent. The Hodge decomposition of the paired comparison data obtained in sex realizes the accurate correction of group inconsistent labeling. For example, Sacco RL applies U-Net to the segmentation of the ecological environment to obtain better performance (Sacco et al. 2019). Zhou m proposed to provide financial subsidies according to the number of people received by large stadiums and gymnasiums and the quantity and quality of public sports services, to realize the transformation from “seat” to “performance” (Zhou et al. 2019). Goff DC proposed that smart stadiums and gymnasiums enabled by artificial intelligence can timely and effectively obtain relevant information and provide a direct basis for the optimization of financial subsidies, thus forcing stadiums and gymnasiums to improve the quality of public services (Goff et al. 2019). Meanwhile, Hippisley-Cox J proposed that the application of artificial intelligence-related technologies in stadiums and gymnasiums can promote great changes in the supply mode of public services, from the previous experience to the quantitative drive of data (Hippisley-Cox et al. 2018). D’Agostino RB can transmit the basic health data and real-time exercise data of participants to the large screen in the venue by using the AI intelligent body testing all-in-one machine, to facilitate the staff to provide them with services such as health knowledge popularization, chronic disease exercise intervention, and exercise rehabilitation training (D’Agostino et al. 2018).

However, in the analysis of the coastal ecological environment, Ridker PM follows the general training information processing process, that is, training apparent feature extraction and motion information feature extraction on equally spaced sampled video frames, which inevitably encounter problems such as a redundant representation of training information, sensitivity to content noise and unnecessary operation overhead (Ridker et al. 2017). Therefore, Alsharqi M proposes a plug-and-play frame selection network Pick NET, which selects video frames containing more information in the video overview process (Alsharqi et al. 2018). From the perspective of the divergence field and based on the idea of multilayer topology information diffusion modeling of the data field, blanket K proposes an extensible semi-supervised induced multi-core learning method, which integrates a variety of complimentary training features to improve learning ability (Blansit et al. 2019). Carmel h determines the compact unlabeled training data subset with information through the approximate nearest neighbor search of multi-core fusion. Through the conditional expectation consistency of the unlabeled domain, the diffusion of moving labels in unlabeled data is realized, and the learning process is fast and effective (Carmel et al. 2019). From the perspective of the curl field, Lorch B proposed a group motion correction model for massive disordered annotation and modeled and factorized the annotation inconsistency from the perspective of the curl field (Lorch et al. 2017). The proposed methods have good theoretical convergence characteristics, lower algorithm complexity compared with traditional methods, better performance in image classification and personalized image reordering and require less user interaction. However, the reliability of the data involved in the study is less proved, and it has little significance for the current coastal ecological crisis.

This article uses artificial intelligence network model to study the complexity of sports training principles. Based on the improved model of the Dropout optimization algorithm, this paper proposes an artificial intelligence sports training node prediction method that combines the Dropout optimization algorithm and the long short-term memory neural network. This method avoids the establishment of complex sports training models, based on artificial intelligence operation and maintenance records and sports training verification experimental data realize the static estimation of the maximum node of artificial intelligence sports training.

2 Experiments and methods

2.1 Research content

In this paper, a hierarchical representation method of sports training from local to global is proposed to model the probability membership relationship between training appearance and sports concept. Through group sparse coding, a more accurate sparse representation at the image level is obtained, and the membership distribution of discriminant training concepts with structural sparsity is studied by mixed norm regularization. A new image motion measurement is realized by projection and distance calculation at different conceptual levels. The proposed motion training description conforms to the habit of human motion understanding and has natural interpretability. It is suitable for mainstream training application scenarios, including large-scale moving image search, image annotation, and moving image reordering.

3 Research data of sports training group

It is proved that the two random graph designs have good sampling approximation under different population annotation data. The effectiveness of the proposed method is verified in the large-scale live video quality evaluation
task. This method is also suitable for network crowd-sourcing information processing where the annotation quality is difficult to control. This research guides the organization and implementation of group motion annotation and provides a theoretical guarantee and key technology for introducing swarm intelligence into the field of image and video understanding. The method proposed in this paper is one of the early works of semi (weak) supervised training and learning using unlabeled network data (Hauptmann et al. 2019). Learning from the human hierarchical, conceptual and substantive progressive cognitive process, the hierarchical motion association structure is modeled, and the joint learning framework of hierarchical training features and hierarchical classification for very many types of data is established to realize the progressive image video motion understanding from coarse-grained motion to fine-grained motion (Leclerc et al. 2019). For the hierarchical sports training category structure, dictionaries at different levels are obtained by mining the discriminative training characteristics of different granularity (Suinesiaputra et al. 2019). The dictionary of low-level fine-grained categories integrates the dictionary of its ancestor nodes, and the low-level categories are jointly described by the multi-scale training in the constructed dictionary (Bernard et al. 2018). Experiments on mainstream large-scale multi-class data sets show that the proposed method achieves the highest recognition accuracy at that time and achieves a better accuracy efficiency trade-off when dealing with multi-class classification problems (Bai et al. 2018). Sports training cross-media content conversion generation is based on the in-depth understanding of different modes and under the constraints of sports maintenance, such as content conversion generation from training to text and content conversion generation from multi-mode to training (Oktay et al. 2018). Therefore, some scholars put forward the concept of “balanced search,” that is, by maintaining the balance between exploratory search and developmental search, to improve the productivity and innovation of enterprises and reduce the risks and uncertainties they face (Zheng et al. 2018). A research paradigm for studying human language function is proposed, which lays a theoretical foundation for computer simulation language generation (Cannesson et al. 2017). Because the balance of knowledge search in a one-dimensional field refers to maintaining the balance of exploratory and developmental knowledge search in a single-dimensional field such as time, geography, or cognition, and carrying out nonabsolute exploratory or developmental knowledge search activities (Sanchez-Martinez et al. 2017). Therefore, this paper proposes the dropout optimization algorithm, which takes the connection strength of neurons as the probability to change their activation state, to improve the generalization ability of the model (Knackstedt et al. 2019).

With the continuous development of artificial intelligence and other technologies, the intelligent transformation of stadiums and gymnasiums has attracted more and more attention from government departments, but there is still the problem of the lack of a relevant standard system (Lang et al. 2019). The government released the organizational attitude of actively supporting the intelligent transformation of venues by issuing a series of policy measures, thematic declarations, and annual reports (Narang et al. 2019). For example, some venues only display the sports items, equipment, sports coaches, and corresponding supporting facilities in the museum online and claim to have realized intelligent upgrading (Tsang et al. 2019). Artificial intelligence technology changes the existing forms and acquisition paths of sports venue management, service, marketing, and organization (Volpato et al. 2019). What remains unchanged is the task itself and the service purpose to meet the needs of consumers. At present, blindly focusing on the technical transformation of venues and ignoring the acceptance and adaptability of consumers have led to a very ungrounded practical application (Genovesi et al. 2019). Neither the central government nor the local government has established a special organization and management organization, and the lack of regulatory constraints may lead to the development of AI-enabled stadiums and gymnasiums, which hidden practical problems such as transformation and upgrading, intelligence and application, industry and consumption.

### 3.1 Application scenarios of artificial intelligence network model

On the whole, AI-enabled stadiums and gymnasiums are mainly realized through transplantation in other fields, resulting in the application effect is not very prominent. First, the breadth of wisdom experience needs to be expanded. At present, the intelligent transformation of artificial intelligence-enabled stadiums and gymnasiums is still in the primary stage, which is mainly used in the ticket sales, access control, and other auxiliary systems of stadiums and gymnasiums, and the breadth of intelligent experience is insufficient. Secondly, the depth of wisdom experience needs to be excavated. At present, stadiums and gymnasiums enabled by artificial intelligence often fail to accurately understand consumers’ questioning intention or accurately predict consumers’ demand when undertaking events, industrial development, and service supply. Moreover, artificial intelligence cannot effectively identify dialects, simple languages, and other natural language states lack communication and service skills when communicating with venue consumers and cannot provide warm services like humans. Finally, the application of intelligence needs to be improved. The application of artificial
intelligence in stadiums and gymnasiums has spawned a series of new business formats, new models, and new scenes, but insufficient attention has been paid to data utilization, process improvement, and experience optimization, resulting in unsatisfactory actual results. Like the beginning of a novel coronavirus pneumonia outbreak, artificial intelligence cannot effectively break the limitation of physical space and time. The intelligence degree of many AI-enabled stadiums and gymnasiums mainly depends on the abundance and accuracy of data provided by the stadiums and gymnasiums. At present, there are many data problems in the application of artificial intelligence in stadiums and gymnasiums. First, the data quality is not high. Consumers’ exercise in stadiums and gymnasiums has strong randomness, resulting in outlier or heterogeneous data values, and the distribution of the whole data set will be inconsistent or unbalanced. Secondly, data security cannot be guaranteed. The right to privacy is a personality right enjoyed by Chinese citizens according to law. As the controller and processor of data, sports venues bear the responsibility and obligation of consumer privacy protection. However, there are still sports venues that blindly push monitoring data and information resources without consumers’ consent, as well as other non-conforming information processing methods, which violate consumers’ rights.

The structure diagram of LSTM is shown in Fig. 1. It is mainly composed of three gates. Through the cooperation of the three gates, LSTM can effectively determine which historical information is forgotten, which input information is retained, and which information can be output, to process time series more efficiently.

3.2 Construction of sports training node prediction model based on LSTM

Sports training domain knowledge extraction is to extract entity, relationship, time, attribute, and other information from these data and store it in the sports training domain knowledge base according to the established storage rules. Knowledge fusion in the field of sports training is to organically integrate the contents of the knowledge base in the field of sports training and enhance the flexibility, organization, and systematicness of the knowledge base in the field of sports training through knowledge integration, disambiguation, and other operations. Knowledge calculation in the field of sports training infers possible risk events with the help of knowledge reasoning and automatically completes risk identification, early warning, and processing. The connection strength calculation formula of neuron I is defined as follows:

$$S[i] = \sum_j \log \left( \frac{|m_{Ai} - m_{Aj}|}{m_{Ai}} \right) \cdot \log \left( \frac{t_{Ai}}{t_{Aj}} \right) \cdot (\tau_1, \tau_2)$$  \hspace{1cm} (1)

$$T_i = \sigma(m_{x_i} + u_{m_{t-1}} + S_z)$$  \hspace{1cm} (2)

where the activation state of any neuron is connected to neuron I in the network, and M is the weight between neurons i and j in the T iteration. The activation state of

![Fig. 1 LSTM structure in the field of sports training](image-url)
neurons during iteration is updated according to the following formula (3):

\[
M_{\text{LSTM}}(k) = \left[ \omega_1 \left( \frac{T_k}{S} \right) + \omega_2 \left( \frac{d_k}{S} \right) + \omega_3 \left( \frac{T_k}{N D_k} \right) + \omega_0 (P_k T_k) \right]
\]

(3)

After the above improvement, the higher the connection strength, the greater the probability of neurons turning into an inactive state, to reduce the dependence of the LSTM prediction model on some input characteristics. The fixed effect estimation method for truncated data is used for modeling. At the same time, to estimate the variance of the training system, the Tobit internal and external random effect model is established by the hybrid method. The models established in this study are as follows:

\[
t_0(T_i, T_j) = \log \left( \frac{|d_o - a_h|}{m_t} \right) + \log \left( \frac{|d_o - d_h|}{h_t} \right) + \log \frac{m_t}{m_i} + \log \frac{N_T}{N_T_i}
\]

(4)

The explained variable (score) in the above model is the score of each country in the track and field world championships in different periods. The subscript \(i\) represents the country, and the subscript \(t\) represents the time. In the model, the logarithms of GDP and pop are taken, respectively, to alleviate the influence of heteroscedasticity. Because the dependent variable (score) has a left skew distribution and a large number of 0 values, \(\ln (\text{score} + 1)\) is used for logarithmic transformation concerning relevant research and processing methods. The output \(t\) of the prediction model is the energy storage node of sports training. In the training process, the battery node \(Q\) obtained by the sports training core capacity experiment represents the size of the battery node measured in the \(T\) year. According to the initially set parameters, update the parameters of each gate in the LSTM model according to the following formula (4) and, further, calculate according to formula (5) to obtain the output result of the network:

\[
Q(k) = \frac{||R||^2 \cdot R}{1 + ||R||^2 ||R||}
\]

(5)

\[
C_t = (R + Q)(w_c x_t + u_c (r_t + B_{t-1}) + B_c)
\]

(6)

In the above formula, \(Q\) is the network input of the LSTM neural network at time \(R\); \(R\) is the network output at time \(k\), and \(B\) is the unit state output of the network at time \(t\). This parameter matrix is the parameter matrix to be solved, which is gradually optimized and updated in the training process of the model. After calculating the output value of the network according to Eq. 6, update the network weight and offset according to Eq. 7:

\[
\frac{Q_t}{R} = z_t / h_{t-1} + (W - z_t) / h_t - b
\]

(7)

represents the predicted node value output by the LSTM network, \(H\) represents the actual node value, \(\alpha\) represents the learning rate, \(W\) and \(B\) represent the weight and bias before the update, and \(W\) and \(B\) represent the weight and bias after the update. The construction method of the sports training node prediction model based on LSTM is as follows:

1. Collection of training sample output data. This paper takes the node \(h\) measured by the sports training core capacity experiment as the output of the training prediction model:

\[
E_Q = \begin{cases} 
\frac{P}{H} \sqrt{\sum_{s=1}^{n} (x_k(p_1) - x_j(p_1))^2} E(p) & p_1 > 0; \\
0 & p_1 < 0 
\end{cases}
\]

(8)

To facilitate the model construction, the nuclear capacity test data with a time interval of 2 years in the first 4 years of operation are filled with interpolation method, and the output data are uniformly converted into node data with a period of 1 year.

2. Preprocessing of input data of training samples. Establish multidimensional sample input with \(t\) as the period:

\[
T(\frac{R}{N}) = \frac{TL + q}{TL + q + H + B}
\]

(9)

\[
L_{t1} = D - \frac{T}{H + B}(k_{t1})
\]

(10)

Each element is a vector composed of sports training floating charge voltage \(h\), equalizing charge voltage \(B\), equalizing charge duration \(Q\), discharge cutoff voltage \(R\), and discharge duration \(n\) in \(D\). The information related to equalizing charge can be obtained through operation and maintenance records, and the information such as floating charge and discharge can be obtained through online monitoring device.

3. Neural network for constructing a prediction model. After sorting out the measured node data \(H (T)\) as the output and \(y\) as the input, an initial network containing \(n\) LSTM neural network units is established, and \(N\) is the operation life of sports training.

\[
D = \frac{T}{H + N} w_c x_t + u_c (r_t - B_{t-1})
\]

(11)

They are the floating charge voltage, equalizing charge voltage, equalizing charge duration, discharge cutoff voltage, and discharge duration vector for 12 consecutive
months in year t. Each LSTM neural network unit can be regarded as the state of sports training in different operating years. Before model training, the weight matrix W and offset matrix B in the network are assigned by randomly generating a decimal between 0 and 1 in the initial state. After the model is built, the network training process is completed by the forward–backward algorithm. The subsequent sections of this paper will optimize the training process of the model with the improved Dropout algorithm, and the detailed training steps are shown later.

3.3 Improved model based on the dropout optimization algorithm

Aiming at the problems of insufficient data samples of artificial intelligence sports training nodes and low accuracy of model prediction results, based on LSTM neural network and considering the impact of historical charge and discharge on sports training nodes, this paper improves the model and improves the accuracy of prediction results by establishing multi-level LSTM neural network. At the same time, to reduce the risk of overfitting, the hyper-parametric training is completed based on the improved dropout algorithm in the process of model training to improve the generalization ability of the model. The training steps of the LSTM network based on the dropout optimization algorithm are as follows. The preprocessing of sample data is completed according to the optimization method, and the initial values are given to the weight matrix and bias matrix in the LSTM network:

\[
G(s) = \arg \min_{0 \leq r \leq L-1} \{p_1(x_1 - x_0)^2 + p_2(x_2 - x_0)^2\} \tag{12}
\]

where G is the network optimization function, and then, the forward operation is used to predict sports training nodes. Carry out the forward operation according to Eq. 12 to obtain the node prediction value. Finally, the neural network weight and bias are corrected according to the prediction result error. Calculate the error C between the predicted value and the actual value of each order component according to Eq. (12). If it is less than the error threshold, stop training as follows:

\[
\text{ID}_g = \frac{L_{h_0}}{\sum_k L_{h_k}} + L \tag{13}
\]

\[
L_{(ij)} = \text{Avg}(w_j u_i) \tag{14}
\]

Because the structure of LS IMP and LSTM models is more complex and there is “state memory,” they have more advantages in the prediction of long-time series data, so the prediction results of these two models are better than BP neural network. The statistical results of absolute error percentage of each model in the training sample set at different prediction steps (where avg and max represent the mean and maximum of absolute error percentage, respectively) are as follows:

\[
O(L) = p_1 \mu_1 + p_2 \mu_2 = \sum_{i=0}^{L-1} i p_i \tag{15}
\]

\[
X(T_{i+1}) = \frac{p_1 (h_1 - h_0)^2}{p_2 (h_2 - h_0)^2} \tag{16}
\]

The connection strength of all neurons is calculated by formula (15) and the activation status of all neurons is updated by formula (15) (the value of \( \lambda \) is 0.2). Then, the weights and offsets in the network are inversely updated according to Eq. 16. If there are still data to be trained, substitute the corresponding input \( x (T_i + 1) \). If all the sample time series data participate in the training, proceed to the next step. If there is no new sports training sample data, stop the LSTM network parameter update iteration and output the training prediction model. This paper verifies the effectiveness of the proposed method by comparing the node prediction results of BP neural network (BP), short-term memory neural network (LSTM), and improved LSTM neural network (LS IMP).

Here, a piece of sports training randomly selected from six artificial intelligence such as A \( \sim F \) is used to illustrate the prediction effect of each model in the training samples. Optimization of dropout algorithm the LSTM neural network node prediction model established in this paper has special structures such as forgetting gate, input gate, and output gate. Its principle is shown in Fig. 2. With the increase in network layers, the network structure will become very complex. At the same time, the running time of sports training from commissioning to retirement is generally 6 ~ 10 years, that is, the number of time series samples collected for a group of sports training will be less than 10 groups, resulting in fewer data of sports training samples of the same group and type. When the number of samples is small and the neural network structure is very complex, overfitting is easy to occur, that is, the prediction model after training has high prediction accuracy in the training set, but the prediction accuracy in the test set is low. Dropout is mainly applicable to the situation of high complexity and large network scale of the neural network, to reduce the dependence of neural network prediction results on some local neurons (similar to the operation free from the local optimal trap). In each iteration of training, the neurons in the network are randomly selected to change their activation state and gradually complete the training of the network model. However, using a dropout algorithm will increase the training time of the model by 2–3 times, and even the number of iterations will not converge when the network model is complex.
4 Results and analysis

4.1 Model generalization ability in sports training

Considering the complex correlation between the content and structure of heterogeneous media data, this project breaks through the shackles of traditional data fitting learning and proposes a nonlinear correlation learning framework based on Gaussian process latent variable model. The topological structure between data is represented by similarity information across modal data, and by designing rational canonical constraints, so that the topological relations of the cross-modal observation space can be effectively maintained by the implicit subspace, thus it achieves cross-modal representation learning of topology preserving. In addition, the proposed method can also use the motion relationship between cross-media objects as a priori knowledge to guide the learning of cross-modal representations and achieve effective association modeling between heterogeneous data. The algorithm evaluation results on tasks such as multi-view classification and cross-modal retrieval on massive cross-modal databases show that the proposed method has better performance.

As shown in Table 1, sports with scores from 10 to 90 vary greatly in different events. The performance of traditional recommendation methods is easily restricted by data sparsity and cold start problems. Therefore, the recommendation algorithm using knowledge maps as auxiliary information has attracted a lot of attention. Most of the existing recommendation algorithms combined with knowledge maps use real vectors to model in Euclidean space. However, the inner product of real vectors does not have inherent antisymmetry and has limited expression ability.

As shown in Table 2, the essence of four types of people’s cross-media intelligent reasoning is the process of finding conclusions based on some preconditions, which is the advanced thinking ability of human beings different from other creatures. From the perspective of computing and artificial intelligence, the key to realizing machine reasoning is to mine, complete, and infer the correlation between data objects based on existing data representation structures (symbols, vectors, and matrices). However, it is still difficult to realize human-like reasoning. Firstly, the symbolic transformation of multimodal information by machine fails to reach the human level, which hinders the subsequent reasoning tasks. Further, there is an essential difference between the way machines process information...
and the biological nervous system. Machines mainly use one-way feedforward or feedback mechanism, while the information processing pathway and interactive feedback in the human cognitive systems are more complex.

As shown in Table 3, most video event analysis algorithms are based on end-to-end depth models and have black box attributes, which hinders the practical application of the algorithm. An interpretable video event analysis method is event analysis based on conceptual representation. However, the existing video event recognition methods based on conceptual representation only use a simple pooling method to process the conceptual representation of video frames to obtain the conceptual representation of the whole video and do not fully consider the temporal existence mode of concepts, the relationship between concepts and events.

As shown in Fig. 3, the whole content conversion process includes three parts: feature encoder, layered attention module, and description generator. Experiments on large-scale public data sets show that the rational use of 2D images and 3D motion features is conducive to the generation of training words, while the effective use of sentence context features is conducive to the generation of nontraining words. In addition, in the video description task, the processing method with the best performance is the attention-based model, which accurately associates the significant training components with sentences. Therefore, the research group proposed a collaborative knowledge map recommendation network based on quaternion. The user-item interaction matrix and knowledge map are constructed as a collaborative knowledge map, the motion rules of triple rotation matching are realized by using quaternion and its Hamilton product. And the preference propagation and aggregation method combined with

| Table 1 | Trans-modality for the guidance of prior knowledge |
|---------|-----------------------------------------------|
| Rank    | Dimension | Diversity | Evolutionary | Fluidity | Cushioning |
| 10th quantile | 8.1       | 4.02       | 4.62         | 5.33     | 1.57       |
| 25th quantile | 8.39      | 3.59       | 6.11         | 7.17     | 2.48       |
| 50th quantile | 7.39       | 4.35       | 6.94         | 7.31     | 2          |
| 75th quantile | 6.01       | 3.89       | 5.19         | 6.3      | 3.52       |
| 90th quantile | 5.14       | 2.9        | 3.44         | 6.99     | 3.31       |

| Table 2 | Relevance between data objects |
|---------|---------------------------------|
| Item                                      | Cash  | Flow | Infrastructure | Human resources | Educational Resources |
| Governance niche                          | 6.16  | 7.43 | 9.31           | 9.11             | 7.19                 |
| Knowledge                                 | 5.57  | 5.8  | 6.65           | 7.12             | 5.67                 |
| Knowledge diffusion                       | 4.93  | 3.38 | 4.22           | 4.22             | 4.61                 |
| Market formation                          | 3.5   | 3.01 | 4.86           | 4.71             | 5.55                 |
| Resource allocation                       | 3.34  | 3.11 | 3.58           | 2.22             | 5.69                 |
| Legality                                  | 1.93  | 1.42 | 4.06           | 2.81             | 2.73                 |

| Table 3 | End-to-end deep model event analysis method |
|---------|---------------------------------------------|
| Item                                      | Track | Economic | Training system | Marketization | Score |
| Fuzzy logic                               | -4.65 | -1.85    | 1.02            | -3.38         | 7.38  |
| Machine learning                          | -4.66 | -1.34    | 2.22            | -1.98         | 8.93  |
| Probabilistic reasoning                   | -3.14 | -1.66    | 3.04            | -0.72         | 10.35 |
| Logic programming                         | -2.65 | -1.04    | 3.4             | -0.03         | 11.53 |

Fig. 3 The three parts of the content conversion process
attention mechanism are realized, to further improve the accuracy of personalized recommendation.

As shown in Fig. 4, specifically, the motion rules of triple rotation matching are designed by using the property that the quaternion Hamilton product can model the rotation. To further improve the recommendation effect, preference propagation and aggregation methods combined with attention mechanisms can be adopted. Along the relationship path of the collaborative knowledge map, the neighbor entity information of each entity is used to assist preference learning, so that the network is more suitable for recommendation tasks. The reliability score of the triplet is used to measure the connection between each entity and its neighbor entities, and then the attention score of the path is obtained. Based on the embedding of each entity itself and its neighbors, the final embedding of each entity is obtained.

As shown in Fig. 5, the model includes three modules: instruction encoder, image generator, and inference discriminator. For the instruction encoder, the word level and instruction-level GRU network are used as the encoder to analyze the current instruction and historical instruction to obtain the representation of knowledge information. For the generator, the multi-layer perceptron is used to project the above representation to the feature map of motion increment and then synthesize it with the feature map of the original image. The original image is used as an auxiliary with indication. Finally, the inference encoder is used to infer the historical training information to maintain the consistency between the training increment and the current instruction. The training increment is extracted from the feature map of the original image and the target image. By using the multimodal condition discriminator to measure the consistency of the above, the logical rationality of the generated image is ensured. By connecting the training increment in the image with the motion increment of the user’s intention, the problem of interactive generation of text and picture is solved.

As shown in Fig. 6, in the cross-media task, aiming at the problem that the existing implicit reasoning methods lack interpretability and the explicit reasoning methods need additional annotation information, the main differences in the optimization process of the two methods are analyzed from the perspective of statistical modeling. The analysis results show that the fundamental reason for the lack of sufficient explanatory ability of the implicit reasoning method is the lack of direct modeling of the reasoning process. Considering the lack of annotation of the answer program under natural supervision, the optimization problem is solved by variational inference, and the decomposed module is modeled by the method based on a variational self-encoder. Each part of the model is derived from the original joint distribution modeling to ensure the interpretability of the modeling process. Combining the model derived in this study with three existing implicit reasoning methods using different fusion strategies, experiments on real data sets and synthetic data sets have improved the performance, and it is more interpretable than the baseline in the visualization of a reasoning process.

As shown in Fig. 7, a macro-implicit variable factor is introduced and made to conform to a specific Gaussian distribution to characterize and make decisions on the macro-characteristics (theme and expression style) of the predicted event. Technical effect: In the predictive description of the video, the model first randomly samples the macro-hidden variable factors and then generates a variety of language descriptions according to different sampling values, corresponding to a variety of potential

![Fig. 4 Quaternion Hamilton product model](image-url)
Fig. 5 Instruction encoder image generator and reasoning discriminator

Fig. 6 The main differences in the optimization process of sports training
events. A micro-hidden variable factor is also introduced to construct a random attention mechanism. This attention mechanism simulates the random change of training concerns and excavates the detailed clues in the visible video according to the macro-characteristics of the event. In the predictive description of the video, the model samples the micro-hidden variable factors and then changes the focus of video content according to different sampling values.

As shown in Fig. 8, based on the cross-modal structured motion framework and the active learning model of confrontation learning, the key objects, object states, and relationships between objects in the training image are represented as a structured feature representation, and then the motion richness of the sample is judged. The model consists of three parts: structured motion construction module, multi-task learning module, and annotation state discriminator. The structured motion construction module extracts the regional features of key objects and encodes them into a structured motion representation; then, the multi-task learning module calculates the snapshot loss based on word level and the reconstruction loss based on the sentence level and updates the model. Finally, the state discriminator uses the anti-learning mechanism to distinguish the labeled state of samples and selects valuable samples. As the key part of the model, the state discriminator introduces the mechanism of confrontation learning. Through the antagonistic learning of labeled samples and unlabeled samples in the discriminator, the structured representation becomes more separable and sufficient, and the discriminator has a stronger ability to distinguish valuable samples.

As shown in Fig. 9, the constructed cross-media knowledge map contains two levels of knowledge. The first is coarse-grained knowledge, which depicts a large number...
of attribute knowledge and spatiotemporal co-occurrence information around a specific data set. The second is fine-grained knowledge, which depicts the characters, expressions, actions, relationships, interaction modes, subtitle movements, and other knowledge in the film lens for certain film content. Through coarse-grained and fine-grained knowledge annotation, multi-level and multi-grained cross-media knowledge with film as the theme is formed, to provide support for subsequent cross-media analysis and reasoning.

As shown in Fig. 10, the cross-media knowledge project aims to build a 100 million node scale film coarse-grained knowledge map database by collecting cross-media data distributed in various film platforms on the Internet and realize efficient knowledge sharing services by opening network interfaces.

4.2 Artificial intelligence error index analysis via network model

As shown in Fig. 11, for sports training in different states, the accuracy of the BP neural network in prediction over a long period is low. Although the traditional LSTM neural network model can maintain a high prediction accuracy on the training samples, there is an overfitting phenomenon on the artificial intelligence of the test samples, and the average absolute error percentage is 13.65% and 10.10%, respectively, the maximum absolute error percentage is 18.58% and 17.67%. Due to the dropout optimization algorithm, the improved LSTM model proposed in this paper has a stronger generalization ability. Its mean absolute error percentage in the three tests AI is less than 3.0%, and the maximum absolute error percentage is less than 5.0%.

As shown in Fig. 12, the sports training sample data of artificial intelligence are used to test the generalization ability of the prediction model in different group sports training, and a piece of sports training is randomly selected from each artificial intelligence to illustrate the effectiveness of the method. LSTM has a state memory function, which has advantages in the prediction of 2000 data on a long time scale. The mean absolute error percentage of the prediction results is less than 3.4%, and the maximum absolute error percentage is less than 5.2%. The artificial intelligence network model in this paper has good generalization ability.
As shown in Fig. 13, in artificial intelligence, the LSTM model has an overfitting phenomenon, the average absolute error percentage reaches 10.82%, and the maximum absolute error percentage reaches 17.26%, which is much larger than the error value of the LSTM model in G and L artificial intelligence. The mean absolute error percentage of the improved STM model proposed in this paper is lower than 3.0% and the maximum absolute error percentage is lower than 5.0% in the three tests artificial intelligence, and the overfitting problem is effectively alleviated.

5 Discussion

With the penetration of mobile Internet into all aspects of social life, cross-media data on major network platforms show explosive growth and rapid evolution. However, it is difficult to directly extract systematic and complete cross-media knowledge from fragmented data, and related fields still face the dilemma of lack of cross-media knowledge. Compared with the traditional task of knowledge map construction, cross-media knowledge engineering faces more severe technical challenges. Firstly, the construction of a cross-media knowledge map depends on the effective acquisition of different modal entities. Although computers have been able to recognize all kinds of training objects and text entities, it is still technically difficult to detect common entities. The main difficulty lies in the inability to effectively identify new entities.

All sectors of society have paid enough attention to the integration of sports and education, and many research results with reference significance have been produced. Existing research focuses on the theoretical connotation of “sports and education integration,” the development dilemma, and the path of advancement. There are relatively
few discussions on the changes of the “sports education integration” policy, and there is insufficient analysis of the motivation for the introduction of related systems and policies. Why does the “sports and education integration” policy enter the vision of policy makers? What factors have played a trigger role in the policy change? What are the internal logic and mechanism of the change? How to promote the future changes in the sports and education.
integration policy? The questions become theory and practice urgent needs. Based on this, this article systematically reviews the history of our country’s “sports and education integration” policy changes since the founding of the People’s Republic of China, draws on the theory of multiple sources in the field of public policy, and explores the evolution, problem logic and dynamics of our country’s “sports and education integration” policy changes. The mechanism plays an important guiding role in deepening the policy reform of “sports and education integration” and can also provide important theoretical support for promoting the implementation of the new policy agenda and correctly grasping the future development of the “sports and education integration” policy.

Predicting potential future events in video with natural language is a new and challenging interactive reasoning task. This task requires to be able to infer the uncertainty and diversity of future events and produce reasonable and diversified predictions and descriptions. For this cross-modal interactive reasoning, a cross-modal diversity representation learning network with implicit random variable sampling is proposed. By introducing the random hidden variable factor to explicitly capture the randomness and diversity of future events in the video, the complex correlation between heterogeneous modal data is modeled, to generate reasonable and diversified natural language statements to describe potential future events. Implicit variable factors are introduced to model the macro-theme of events and training attention, respectively. On the one hand, it generates various language descriptions corresponding to a variety of potential event themes; on the other hand, under the theme of specific events, the model uses the random attention mechanism to change the video focus and locate the clue content in the video more accurately. These two key points enable the proposed algorithm to predict and describe video future events comprehensively and accurately.

Meanwhile, after the promulgation of the basic principles of sports training, scientific research institutions and relevant organizations can be entrusted to establish scientific evaluation standards, follow up and evaluate the integration degree of ideas, objectives, mechanisms, and resources between sports and education, and improve the accountability system. In addition, the social focus events and negative effects in the implementation of sports education integration policy should be treated rationally. The existence of crisis and focus events shows that there are still problems in the current policies, which need the timely attention and correction of all departments. However, some government officials deliberately cover up the contradictions and crises exposed in the implementation of the policy out of consideration of their political achievements, such as teenagers’ physical test data and athletes’ retirement resettlement, which is extremely unfavorable to the future development and improvement of the policy. Relevant departments should actively and decisively take measures to timely adjust and improve policies and eliminate the impact of crisis events as soon as possible. Finally, the government should continue to be highly sensitive to the practical problems to be solved urgently, such as the implementation of mutually beneficial cooperation between departments, the repositioning of resource allocation and the role orientation of various stakeholders in the integration of sports and education, which is also an important source of policy attention in the next stage. While actively promoting the intelligent transformation of artificial intelligence-enabled stadiums, we should also rationally think about the problems in the application process and put forward the corresponding solutions in time.

6 Conclusions

The cross-media knowledge map constructed in this paper contains two levels of knowledge. The sports training sample data of artificial intelligence is used to test the generalization ability of the prediction model in different group sports training, and a piece of sports training is randomly selected from each artificial intelligence to illustrate the effectiveness of the method. This paper uses the scene, object, and action concept detector to obtain the initial concept representation, proposes the concept knowledge mining network, studies the dependency between concepts and events, to obtain rich and complete video concept representation, to carry out interpretable video event recognition. Conceptual knowledge mining network mainly includes the extraction of initial concept representation, intradomain conceptual knowledge mining, inter-domain conceptual knowledge mining, and concept representation fusion module. The core module of the temporal concept perception field dynamic mining network is temporal dynamic convolution. Temporal dynamic convolution includes two modules: coefficient generation and result fusion. The coefficient generation module can generate weighting coefficients according to the output results of convolution kernels with different receptive fields, which can be used to fuse the concept representation under different temporal receptive fields, to obtain complete video concept representation. Experimental results show that the proposed algorithm achieves good event recognition performance on mainstream large events recognition data sets such as vivid and activity net. At the same time, the proposed algorithm can also analyze the interpretability of event recognition results.
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