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Introduction

- Air pollutants have long been known to cause major health problems across humans and all living organisms.
- Apart from that, they also play a crucial role in temperature inversion situations in the atmospheric layers thereby seriously impacting the radio communications, increased fog levels and decreased visibility [1].
- Consecutively, remote sensing analysts continuously monitor the amount of pollutants in the atmosphere - usually performed via satellite images [2, 3].
- Due to low temporal and low spatial resolution of satellite images, ground-based observations offer a useful alternative [4].
• Low-cost sensors are placed at various places across the globe to continuously monitor pollutant concentration levels in the atmosphere.

• The National Air Quality Index of India (NAQII)\(^1\) has records of ground-based observations of some pollutants: PM\(_{10}\), PM\(_{2.5}\), CO, Ozone, etc. from Delhi, India - which has consistently secured a position in the list of world’s top 10 most polluted cities over the years [5, 6].

• The dataset from this website is systematically scraped and archived in a user-friendly comma-separated-values (CSV) format.

\(^1\)https://app.cpcbccr.com/AQI_India/
Data is scraped for 2 years (2017 and 2018) from 2 stations based in Delhi, namely, the ‘Anand Vihar’ station and the ‘Punjabi Bagh’ station.

The readings were taken at a 15 minute interval for 7 different type of pollutants:

- Particulate Matter 10 ($PM^{10}$)
- Particulate Matter 2.5 ($PM^{2.5}$)
- Nitrogen Dioxide ($NO_2$)
- Ammonia ($NH_3$)
- Sulphur Dioxide ($SO_2$)
- Carbon Monoxide ($CO$)
- Ground-level Ozone ($O_3$)

The data is organized month-wise for each pollutant and each station.
Sample monthly readings of different pollutants as obtained from the dataset from 2 different stations. All 3 plots are shown along with their day-wise rolling mean and standard deviation.
Heat map showing the ratio of missing values to the total number of recordings for different pollutants in different months across the two stations of ‘Anand Vihar’ and ‘Punjabi Bagh’ for 2017 and 2018. Due to huge proportion of missing data, all pollutant-month combinations with more than 5% missing values were removed, leaving 58 such monthly entries.
While no continuous upward or downward trend was observed in the data (as depicted in Fig. 1), decomposition plots were made to study the seasonality. The degree of seasonality is noted to be very close to 96, i.e. data has seasonality.

Decomposition plots of pollutants from the ‘Anand Vihar’ station, captured in November, 2018.

(a) $PM_{10}$

(b) $PM_{2.5}$
White Noise Time Series

- Ljung-Box test [7] to check if data is a white noise
- DoF, $h = \min(2m, T/5)$; where $m$ = period of seasonality, and $T$ = length of time series [8]
- Adjoining table shows the test results for one of the monthly entries that are used in this paper
- Since $Q > c$-value in each lag, the time series is not a white noise
- Similar results were obtained for other monthly entries

| Lag | p-value | $Q$    | c-value |
|-----|---------|--------|---------|
| 1   | 0.000   | 2663.383 | 2.706   |
| 2   | 0.000   | 5075.472 | 4.605   |
| 3   | 0.000   | 7267.983 | 6.251   |
| 4   | 0.000   | 9201.765 | 7.779   |
| 5   | 0.000   | 10887.555 | 9.236 |
| 6   | 0.000   | 12321.927 | 10.645 |
| 7   | 0.000   | 13528.789 | 12.017 |
| 8   | 0.000   | 14524.748 | 13.362 |
| 9   | 0.000   | 15316.793 | 14.684 |
Stationarity Test - Augmented Dickey-Fuller (ADF) Test

- ADF test [9, 10] determines how strongly a time series is defined by a trend.
- If p-value > 0.05, data is stationary and vice versa.
- Adjoining table shows the test results for one of the monthly entries that are used in this paper.
- Since p-value > 0.05, and value of Test Statistic < Critical Value (1%), time series is stationary with a significance level of less than 1%.

| Test Statistic      | -6.448849          |
|---------------------|--------------------|
| p-value             | 1.541445 x 10^{-08}|
| # Lags Used         | 28                 |
| # Observations Used | 2846               |
| Critical Value (1%) | -3.43265           |
| Critical Value (5%) | -2.862556          |
| Critical Value (10%)| -2.567311          |
Stationarity Test - Kwiatkowski-Phillips-Schmidt-Shin (KPSS) Test

- Similar to ADF test but with a different approach
- If p-value > 0.05, data is stationary and vice versa
- Adjoining table shows the test results for the same monthly entry that was used for ADF test
- Since p-value < 0.05, and value of Test Statistic < Critical Value (1%), time series is NOT stationary with a significance level of less than 1%

| Test Statistic | 0.534381 |
|----------------|----------|
| p-value        | 0.033923 |
| Number of Lags Used | 28 |
| Critical Value (10%) | 0.347 |
| Critical Value (5%)  | 0.463 |
| Critical Value (2.5%) | 0.574 |
| Critical Value (1%)   | 0.739 |
Eliminating Stationarity

- Having ADF test result of stationary and KPSS test result of non-stationary means this data is difference stationary
- Differencing is applied: $z_t = y_t - y_{t-1}$
- Post applying time differencing, both ADF and KPSS test indicate that the dataset is now completely stationary (see adjoining table)

|                          | ADF Test | KPSS Test |
|--------------------------|----------|-----------|
| Test Statistic           | $-16.203$ | $0.006$ |
| p-value                  | $4.1 \times 10^{-29}$ | $0.1$ |
| # Lags Used              | $28$     | $28$     |
| # Observations Used      | $2845$   | $-$      |
| Critical Value (10%)     | $-2.57$  | $0.35$   |
| Critical Value (5%)      | $-2.86$  | $0.46$   |
| Critical Value (2.5%)    | $-3.43$  | $0.57$   |
| Critical Value (1%)      | $-3.43$  | $0.74$   |
Conclusion & Future Work

- A unique dataset of 7 different pollutant values, gathered from 2 different stations in New Delhi over a period of 2 years (sourced from NQAI website) is presented.
- Pre-processed to remove missing data and segregate dataset as month-station-pollutant sets.
- Statistical tests to comment on the trend, seasonality, white noise similarity, and stationarity of the dataset.
- Provides assistance to other researchers who wish to use the dataset for further studies like pollutant forecasting and/or correlation analysis.
- In future, the authors would like to extend the dataset by collecting data for more years and more number of stations across the New Delhi area.
- Furthermore, the plan is to provide a completely pre-processed and cleared version of such datasets in the public domain so that the researchers in the community can make quick and easy use of the data.
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