Abstract—In this paper, we propose a data augmentation framework for Optical Character Recognition (OCR). The proposed framework is able to synthesize new viewing angles and illumination scenarios, effectively enriching any available OCR dataset. Its modular structure allows to be modified to match individual user requirements. The framework enables to comfortably scale the enlargement factor of the available dataset. Furthermore, the proposed method is not restricted to single frame OCR but can also be applied to video OCR. We demonstrate the performance of our framework by augmenting a 15% subset of the common Beno Mobile OCR dataset. Our proposed framework is capable of leveraging the performance of OCR applications especially for small datasets. Applying the proposed method, improvements of up to 2.79 percentage points in terms of Character Error Rate (CER), and up to 7.88 percentage points in terms of Word Error Rate (WER) are achieved on the subset. Especially the recognition of challenging text lines can be improved. The CER may be decreased by up to 14.92 percentage points and the WER by up to 18.19 percentage points for this class. Moreover, we are able to achieve smaller error rates when training on the 15% subset augmented with the proposed method than on the original non-augmented full dataset.

I. INTRODUCTION

Optical Character Recognition (OCR) gathers more and more attention with the ongoing digitalization of our daily life. Rapid advances in machine learning and especially neural networks spur the development of increasingly robust OCR applications [1]. The latest smartphones even enable to use efficient implementations of neural network applications [2], which further advances the wide use of inexpensive OCR applications. Such applications include digitizing printed, handwritten, and even historic documents [3]. Even though the available algorithms already achieve high accuracy, there is still room for further improvement. The performance of existing methods critically depends on the size of a labelled training dataset. However, the creation of large-scale datasets is a very elaborate and therefore costly work. In our paper, we present a framework that enables to synthesize new camera views, illumination scenarios, lens distortions and camera sensors. We also show that data from this framework boosts the performance of OCR applications.

The paper is structured as follows: In the next Section, the related state-of-the-art work is presented. In Section III, we introduce the proposed framework. Thereafter, we describe the experimental setup for evaluating the performance of the framework. The results of these tests are evaluated and discussed in Section V. We conclude the paper in Section VI.

II. RELATED WORK

The used dataset is crucial for neural network training. A good performance of the final OCR system can only be achieved if the available training dataset represents the use case well. Also, distortions that occur in the test set should be included into the training dataset in order to train the network on handling these distortions. Another constraint is the size of the training dataset. The dataset has to be large enough in order to prevent overfitting [4]. A common method that can alleviate this problem to a certain degree is data augmentation [5]. This technique is applied in nearly all neural network trainings and aims at increasing the diversity of the used dataset. Thereby, the overfitting problem can be alleviated and the trained network becomes more robust against distortions. Often used techniques for data augmentation are, e.g. rotation, translation, cropping, or zooming [6].

As it is a quite common problem that available datasets have to be augmented in order to achieve satisfying results, more advanced methods evolved. An example for such a method is given in [7] where a Generative Adversarial Network (GAN) is used to augment a dataset for the training of an OCR system. The GAN adds artifacts that often occur within faxes to the original dataset. A drawback of this method is that the GAN itself has to be trained beforehand. Therefore, an unlabelled synthetic dataset has to be created [7]. While generating the synthetic dataset, the language model has to be considered. Moreover, an additional font classifier has to be trained. This classifier is trained in a supervised manner on a mixed real and synthetic dataset requiring a ground truth font labelling for the training dataset [7]. In contrast, our novel framework proposed in the next section requires no training of auxiliary networks and no acquisition of additional datasets.

III. PROPOSED DATA-AUGMENTATION FRAMEWORK

Our proposed framework is intended as a preprocessing pipeline that enables the user to increase the number of available training samples by an almost arbitrary factor. The framework combines different illumination scenarios, different cameras, as well as different perspectives.

The backbone of our framework is the open source 3D computer graphics software Blender (v2.83) [8]. The whole augmentation process is steered by Python scripts configuring the individual Blender scenes. These scripts enable a full automation of the framework such that user inputs via the graphical user interface are not required. Thus, whole datasets can be augmented fully automatically in order to boost the performance of the final OCR application. The novel generated views of the training dataset are mainly specified by three aspects. These are the illumination of the scene, the specified camera, and a motion trajectory along which the training sample moves through the scene.
In a first step, it is checked whether the text line is completely coordinates, the text line can be extracted from the rendered frame. With these coordinates, the text line moves on a circular curve in front of the camera. The image plane is then moved through the scene along an individually parametrized trajectory in front of the camera. An example of a complete scene generated with our framework can be seen in Figure 1. The movement along the curve results in a sequence of images holding different perspective views and illuminations of the scene. Furthermore, a single text line from the original dataset is included (schematically shown as filled gray rectangle), as well as a rotated curve (black ellipse) on which the text line moves through the scene.

The augmentation process begins with an empty scene. Into this scene a camera is imported. The used cameras may vary in position, sensor size, lens, and its focal length. This option allows to simulate a large variety of different cameras and fields of view. Besides the camera, also the illumination of the scene may be varied, and chosen from a large variety of different light sources. The choice ranges from sunlight that uniformly illuminates the whole scene over area- and spotlights to a point light source. All these different light sources can be configured individually and may even be combined. That enables the user to remap several scenarios matching ones individual needs. Besides camera and illumination, the text that should be augmented has a central role in the scene. The original training sample from the available dataset is imported as an image plane into the scene. This image plane is then moved through the scene along an individually parametrized trajectory in front of the camera. An example of a complete scene generated with our framework can be seen in Figure 1. The movement along the curve results in a sequence of images holding different perspectives and illuminations of the original text sample.

By adjusting the sequence length, one can steer the factor by which the original dataset is increased. Before the augmented text lines can be used for training the OCR application, the black scene background has to be removed. Therefore, the bounding box coordinates of the text lines are saved during the rendering process. With these coordinates, the text line can be extracted from the rendered frame. In a first step, it is checked whether the text line is completely contained in the output frame. Afterwards, the rotated minimal enclosing rectangle of the bounding box is searched. Based on this rectangle, a rotation matrix is estimated. The image is then warped using the rotation matrix. From this warped image, the text line is extracted. During this process only the rotational transformation of the augmentation is inverted, all other transformational aspects such as shearing are still included in the augmented version of the text line. As a final processing step, the augmented images are resized using bicubic interpolation. The augmented images are scaled such that their resulting height is in line with the original dataset. This prevents drops in the recognition rate due to varying image sizes. During the rescaling process the aspect ratio of the augmented text lines remains unchanged. A summary of our proposed framework is given in Figure 2 showing the single steps and the processing order as described above.

The augmentation process begins with an empty scene. Into this scene a camera is imported. The used cameras may vary in position, sensor size, lens, and its focal length. This option allows to simulate a large variety of different cameras and fields of view. Besides the camera, also the illumination of the scene may be varied, and chosen from a large variety of different light sources. The choice ranges from sunlight that uniformly illuminates the whole scene over area- and spotlights to a point light source. All these different light sources can be configured individually and may even be combined. That enables the user to remap several scenarios matching ones individual needs. Besides camera and illumination, the text that should be augmented has a central role in the scene. The original training sample from the available dataset is imported as an image plane into the scene. This image plane is then moved through the scene along an individually parametrized trajectory in front of the camera. An example of a complete scene generated with our framework can be seen in Figure 1. The movement along the curve results in a sequence of images holding different perspectives and illuminations of the original text sample.

By adjusting the sequence length, one can steer the factor by which the original dataset is increased. Before the augmented text lines can be used for training the OCR application, the black scene background has to be removed. Therefore, the bounding box coordinates of the text lines are saved during the rendering process. With these coordinates, the text line can be extracted from the rendered frame. In a first step, it is checked whether the text line is completely contained in the output frame. Afterwards, the rotated minimal enclosing rectangle of the bounding box is searched. Based on this rectangle, a rotation matrix is estimated. The image is then warped using the rotation matrix. From this warped image, the text line is extracted. During this process only the rotational transformation of the augmentation is inverted, all other transformational aspects such as shearing are still included in the augmented version of the text line. As a final processing step, the augmented images are resized using bicubic interpolation. The augmented images are scaled such that their resulting height is in line with the original dataset. This prevents drops in the recognition rate due to varying image sizes. During the rescaling process the aspect ratio of the augmented text lines remains unchanged. A summary of our proposed framework is given in Figure 2 showing the single steps and the processing order as described above.

IV. EXPERIMENTAL SETUP

For the validation of our framework we used the Brno Mobile OCR Dataset [9]. This dataset holds excerpts from scientific papers that were acquired using different mobile devices, i.e. smartphones or tablets. The dataset provides single lines of English text that are fully labelled. The ground truth labels were obtained by a combination of Tesseract and ABBYY FineReader [9]. All text lines within the dataset are rectified. The dataset is split up into three subsets - easy, medium and hard - depending on the difficulty of the OCR task [9]. We used the single text lines from the Brno dataset as input images for our framework. In order to generate comparative results, we evaluated the performance of our OCR application trained on a subset holding 15% of the original dataset compared to the performance of the application when it is trained on the same subset but enlarged by our proposed augmentation method. Moreover, we compare the results obtained using the proposed method to a network trained on the full original dataset.

Within the experiments conducted here, we used sun light as a homogeneous light source. We used four different cameras during the augmentation. The parameters were chosen such that a broad variety of common camera types is modelled e.g. mobile phones or full-frame consumer cameras. The parameters specifying each camera type are especially the sensor size and focal length of the lens. Furthermore, the position of each camera in the scene is chosen such that it matches the common application of the specific camera type. The single text lines are moved on a circular curve in front of the camera. The image of the text line is oriented such that it always faces the camera. The center of the curve is fixed for all scenes whereas the radius is varied randomly. Additionally, the curve is rotated around the axis perpendicular to the camera plane. The rotation angle is randomly chosen in the range from −45 to 45 degree. During the augmentation process we generate ten frames for each scene using Blender’s Cycles
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Fig. 4. Example of a cropped text line after all augmentation methods were applied. The shearing from the augmentation is still visible after the rotation-compensation.
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Fig. 5. Example of the original text line before our augmentation framework was applied.

GPU render engine. Figure 3 shows an example frame of a text line rendered by our proposed framework.

Another parameter that might be varied within the framework is the output resolution of the renderer. For our experiments we chose a high render resolution of 1920 × 1080 pixels as our goal was to synthesize new additional viewing angles while affecting the quality of the final text lines as little as possible. By decreasing the output resolution, the processing time can be sped up drastically. But these time savings come at the price of lower image quality which might impair the performance of the trained network. Another factor heavily influencing the processing time is the sequence length, as this steers the number of frames rendered per sequence. While choosing a shorter sequence length speeds up the augmentation process, a longer sequence length generates more novel viewing angles and illuminations resulting in a bigger expansion of the original dataset. The parameter has to be chosen according to the specific use case, depending also on external factors as time limitations, available hardware, and especially the size of the original dataset.

Before the renderings as depicted in Figure 3 can be used for training the OCR application, the line has to be extracted from the frame. Therefore, we use the correction and cropping procedure explained in Section III. During the correction we only cope with the rotational transformation in the renderings. Figure 4 shows a cropped text line extracted from the frame depicted in Figure 3. While the rotation was corrected, the shearing of the text line is still visible. Moreover, the final resolution of the augmented text line differs from the original one. While the line was resized such that it matches the original height, the augmented image of the line is narrower due to the geometric transformation applied during the augmentation process. The visual quality of the text line, however, does not experience substantial losses when compared to the original text line depicted in Figure 5. Nevertheless, the contrast of the augmented text line decreases due to the additional illumination during the augmentation process.

V. EVALUATION OF THE PROPOSED FRAMEWORK

For the evaluation of our data augmentation framework we employed the commonly used Tesseract framework [10]. In its current version 4.1.1, Tesseract uses a LSTM network architecture, which is the current state of the art in OCR applications [11]. For all evaluations, the network was trained independently from scratch. We trained the networks for two epochs each. The training dataset varies with each experiment as stated below. The test dataset is identical in all conducted experiments. The augmentation steps are only applied during the training of the networks. For testing, we use data in the original form as provided in the Brno Mobile OCR dataset [9]. This guarantees a fair comparison and prevents a privileged handling of networks favouring the transformations introduced by the data augmentation procedure.

As in [9], we evaluate the performance of all our trained configurations in terms of Character Error Rate (CER) and Word Error Rate (WER). The CER is computed for every line as

$$\text{CER} = \frac{d_C(\hat{L}, L)}{N_C},$$

(1)

i.e. the Levenshtein distance on character level $d_C$ between the recognized line $\hat{L}$ and the ground-truth line $L$ is normalized by the total number of characters in the ground-truth text line $N_C$. Analogously, the WER is given as

$$\text{WER} = \frac{d_W(\hat{L}, L)}{N_W},$$

(2)

where the Levenshtein distance on word level $d_W$ is considered and normalized by the number of words in the ground truth line $N_W$.

In order to assess the effectiveness of our proposed augmentation framework, we trained the networks on 60,000 samples of the original training dataset from [9]. This is about 15% of the original size of the dataset and shows the ability of our framework to increase the recognition rate even for small datasets. Our training dataset holds 2,400 text lines from the class ‘hard’, 14,100 text lines from the class ‘medium’ and 43,500 text lines from the class ‘easy’. This distribution over the three classes, matches the distribution from the original Brno Mobile OCR training dataset [9].

The baseline of our evaluations is the network trained on the subset holding only the original samples. This baseline network is already able to achieve an overall CER of 5.09% and an overall WER of 15.60%. To further decrease the error rates, we train the network on the subset enlarged with our proposed framework. For these experiments, we investigated enlargement factors from one to seven. An enlargement factor of one means that only original training samples are used and therefore serves as reference. An enlargement factor of two means, that we add one augmented version of every original sample to the dataset, i.e. the size of the dataset is increased by a factor of two. The datasets with the remaining enlargement factors are generated analogously.

Figure 6 shows the CER over the enlargement factor of the dataset. We observe, that the CER decreases further with a growing number of augmented samples included into our training dataset. The same holds for the WER that is plotted over the enlargement factor of the dataset in Figure 7. The shape of the WER curves is similar to the CER, as the two metrics are related. Nevertheless, it can be observed that the WER is always higher than the CER. The reason for this is that the WER is scaled to the number of words per line, whereas the CER is scaled to the number of characters per line. Hence, the single errors affect the WER more strongly than the CER. The exact CER obtained on the test dataset are given in Table I. The overall error rates are calculated as an average of the three classes weighted by the number of samples per class. The table shows the results for all examined enlargement factors. The best results are given in bold. In the bottom line the error rates for the network trained on the original full dataset holding 403,744 samples are given. All error rates are given with respect to the results obtained with the baseline version trained on the non-augmented subset of the original dataset only. Analogously, Table II shows the WER for the conducted experiments.

Analyzing the numbers given in Table I and II it can be observed that the error rates drop especially for the classes ‘medium’ and ‘hard’. By using the proposed data augmentation framework we added more challenging perspectives to the training datasets. This increases the performance of the trained OCR network on challenging text lines in the final test set. We are able to show improvements of up to 14.92 percentage points in terms of CER, and up to 18.19 percentage points in terms of WER for the class ‘hard’. We are even able to outperform
the network trained on the full dataset. Training the network on a 15% subset and using our proposed data augmentation method with an enlargement factor of at least three holds better results for all classes in terms of WER and CER.

**TABLE I**

| Character error rate for the augmented training datasets and full dataset w.r.t. original 15% subset. |
|---|---|---|---|---|
| Reference | Easy | Medium | Hard | Overall |
| 2 | 13.56% | 11.81% | 40.91% | 5.06% |
| 3 | 10.80% | 5.71% | 11.10% | 2.13% |
| 4 | 6.09% | 6.70% | 10.13% | 2.33% |
| 5 | 4.94% | 5.83% | 10.96% | 2.40% |
| 6 | 3.96% | 6.72% | 14.92% | 2.77% |
| 7 | 2.99% | 6.84% | 14.94% | 2.79% |
| Full Dataset | 1.73% | 4.53% | 10.40% | 1.91% |

**TABLE II**

| Word error rate for the augmented training datasets and full dataset w.r.t. original 15% subset. |
|---|---|---|---|---|
| Reference | Easy | Medium | Hard | Overall |
| 2 | 6.28% | 9.10% | 79.99% | 15.60% |
| 3 | 4.49% | 6.87% | 9.98% | 5.41% |
| 4 | 3.48% | 7.28% | 9.97% | 5.41% |
| 5 | 4.10% | 7.52% | 12.08% | 6.60% |
| 6 | 3.75% | 7.77% | 17.34% | 7.38% |
| 7 | 2.99% | 10.68% | 10.49% | 5.00% |
| Full Dataset | 2.99% | 10.68% | 10.49% | 5.00% |

**VI. Conclusion**

In this paper, we introduced a novel framework for data augmentation in the context of Optical Character Recognition applications. Our proposed framework is based on the open source 3D computer graphics render software Blender. It enables the user to enrich an existing dataset by a manifold of additional viewing angles, illumination scenarios, camera types and lenses. Due to its modular structure it can be modified to match individual user requirements. The framework allows to comfortably scale the factor by which the available dataset shall be enlarged. Furthermore, by scaling the render resolution the framework can be fitted easily to match the individual quality requirements and adapt to the personal hardware restrictions.

Using the well known Tesseract v4.1.1 LSTM implementation as an exemplary OCR application, our proposed framework is able to demonstrate that the recognition rate can be improved significantly. The overall CER can be decreased by 2.79 percentage points when the original dataset is enlarged by a factor of seven. The overall WER can be decreased by up to 7.88 percentage points. The usage of the proposed data augmentation framework is especially beneficial for challenging application cases. Moreover, it was shown that augmenting a 15% subset with the proposed framework yields better results than training the network on the non-augmented full dataset.
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