A Comparison of Forest Tree Crown Delineation from Unmanned Aerial Imagery Using Canopy Height Models vs. Spectral Lightness
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Abstract: Improvements in computer vision combined with current structure-from-motion photogrammetric methods (SfM) have provided users with the ability to generate very high resolution structural (3D) and spectral data of the forest from imagery collected by unmanned aerial systems (UAS). The products derived by this process are capable of assessing and measuring forest structure at the individual tree level for a significantly lower cost compared to traditional sources such as LiDAR, satellite, or aerial imagery. Locating and delineating individual tree crowns is a common use of remotely sensed data and can be accomplished using either UAS-based structural or spectral data. However, no study has extensively compared these products for this purpose, nor have they been compared under varying spatial resolution, tree crown sizes, or general forest stand type. This research compared the accuracy of individual tree crown segmentation using two UAS-based products, canopy height models (CHM) and spectral lightness information obtained from natural color orthomosaics, using maker-controlled watershed segmentation. The results show that single tree crowns segmented using the spectral lightness were more accurate compared to a CHM approach. The optimal spatial resolution for using lightness information and CHM were found to be 30 and 75 cm, respectively. In addition, the size of tree crowns being segmented also had an impact on the optimal resolution. The density of the forest type, whether predominately deciduous or coniferous, was not found to have an impact on the accuracy of the segmentation.
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1. Introduction

Forests not only mitigate global climate change, sustain biodiversity, and prevent soil erosion; they also provide raw materials and resources such as timber, fresh food, and herbal medicines [1–3]. Maintaining the diversity of these products and services involves the development and implementation of forest management practices, which requires detailed forest inventory information at varying scales, such as stand-level basal area and diameter at breast height (DBH), and/or crown size and tree height at the single tree level [4–6].

The conventional way to gather this forest inventory information is to carry out periodic field surveys based on statistical sampling [7,8]. Nevertheless, the high cost in time and expense, as well as the difficulties in accessing specific sampling locations, make it an inefficient and often impractical approach [9,10]. Furthermore, data collected from in situ measurements, as shown in recent studies, is not as reliable due to many uncertainties such as sampling and observational errors [11–13]. Over the last few years, unmanned aerial systems (UAS), carrying a variety of sensors ranging from standard consumer-grade cameras to more expensive and complex multispectral or light detection and ranging (LiDAR) sensors, have offered a potential solution to extend or replace field observations.
because of its ability to provide higher spatial resolution imagery and/or 3D data to quantify structural and compositional information at the single tree level [10]. This ability, combined with the tremendous progress in the techniques of digital image processing, has led to a sharp increase of these applications to precision forestry [14–16].

Individual tree locations and their crowns are the building blocks on which other parameters such as tree height, diameter at breast height (DBH), or biomass are estimated [17–19]. Treetops mark the tree locations and typical algorithms to detect them include local maximum filtering, image binarization, multiscale analysis, and template matching [12]. Methods to delineate tree crowns consist of three categories: valley following, watershed segmentation, and region growing [9,12]. The watershed algorithm, because of its intuitive and computationally efficient features, is one of the most commonly used segmentation algorithms for tree crown delineation. The algorithm metaphorically regards the whole grayscale image or model as a topographic surface where the watershed lines are the boundaries of trees [20,21]. However, due to its high sensitivity to noise and spectral variation, it is prone to oversegmentation, a situation where multiple segments fall within what should be a single tree crown [22]. Many improved watershed algorithms such as edge-embedded, marker-controlled, or multiscale approaches were developed to overcome this problem [23,24]. The marker-controlled watershed algorithm, which adds marker regions or points corresponding to one segmented object, was shown to be robust and flexible [20,25,26]. Many studies successfully applied a marker-controlled watershed to delineate tree crowns and achieved accuracies over 85% [22,27].

The data for detecting treetops or segmenting individual tree crowns could be derived either photogrammetrically or from LiDAR [12,28,29]. Digital photogrammetry is favored by many researchers to calculate forest inventory metrics because of its ability to provide orthometrically corrected imagery (orthoimagery) in addition to 3D point clouds for a much lower price compared to a LiDAR system. The point clouds derived from photogrammetry are extracted from stereo images based on structure-from-motion (SfM) and multiview stereopsis (MVS) techniques [30–32]. However, unlike the LiDAR-based point cloud, because of its inability to penetrate the foliage to achieve the ground information, it can only generate a digital surface model (DSM) for dense forests [33]. An external digital terrain model (DTM) is usually needed to create the canopy height model (CHM) representing the height of objects above the ground. Either the orthoimagery or CHM can then be used for tree segmentation [28,34]. Most research developed algorithms assuming that tree canopies possess mountainous shape, where treetops are the locally brightest in the image or the locally highest in the CHM data, while tree edges are darker or lower in elevation [12,35]. Very little research has examined and compared the accuracies of tree crowns segmented from UAS and photogrammetrically-based imagery and CHMs, especially within dense coniferous and deciduous forest stands.

Data that are photogrammetrically generated are of exceptionally high spatial resolution (e.g., pixel size of a few centimeters) but often provide too much detail. For example, tree branches and gaps between leaves increases the spectral or height variation within the tree crown, adding to the uncertainty for tree crown segmentation [22,36]. Upscaling, decreasing the spatial resolution of the original data, is one way to reduce this noise, but it can also weaken the distinction between tree crowns [12,22]. Additionally, canopies of different sizes may have varying degrees of sensitivity to the chosen spatial resolution. Intuitively, as the spatial resolution decreases, the segmentation accuracy of the larger crowns may increase because potential noise within the crown is reduced. In contrast, the accuracy of smaller crowns declines because they may disappear in coarser images [12]. Therefore, a tradeoff exists between the tree size and spatial resolution; thus, it would benefit users to find the best spatial resolution for specific tree crown sizes.

The objectives of this study are to (1) compare the accuracies of individual tree crowns delineated from UAS-based CHMs and natural color orthoimagery using maker-controlled watershed segmentation, (2) provide insight into how accuracies change with spatial resolution, crown size, and forest type (coniferous or deciduous), and (3) facilitate the consideration of choosing the right data and scale for individual tree delineation in the future.
2. Data and Methodology

2.1. Study Site and Data Collection

This research took place within the College Woods Natural Area (CWNA, Figure 1), 70°56′51.339″ W and 43°8′7.935″ N, in Durham, NH, USA. The CWNA is owned and managed by the University of New Hampshire. The annual average precipitation for the region is 119.38 cm with a yearly average temperature of 8.84 °C. Two soil types, Buxton and Hollis–Charlton, dominate this area. White pine (Pinus strobus), eastern hemlock (Tsuga canadensis), American beech (Fagus grandifolia), and several species of oak (Quercus spp.) are the primary tree species/genera. Two study sites, each covering a 400 × 400 m area, were chosen within the CWNA. Both study sites are a mixed forest type; however, the coniferous tree species are most prevalent in study site #1, while the deciduous tree species are dominant in study site #2.

![Study Site Map](image)

**Figure 1.** Study sites at College Woods, New Hampshire, USA

The raw UAS images were collected on 11 July 2018, with a fixed-winged SenseFly eBee Plus carrying a SODA (sensor optimized for digital acquisition) camera that captures natural color imagery. The flight was 120 m above the ground with a forward and side overlap of 85%. A total of 1961 photos, covering all of the CWNA, were collected.

2.2. Data Preprocessing

The first step of preprocessing was to create an orthomosaic and DSM from the UAS imagery. All the raw images were processed with Sensefly’s Flight Data Manager built into the eMotion software [37]. First, the geotags for all the images collected during the mission were extracted from the mission flight log and Post-Processed Kinematic (PPK) processed using a nearby Continuously Operating Reference Station (CORS) (site ID: NHUN). The images were then geotagged with the PPK corrected positions. Due to the density of the canopy cover, ground control points could not be collected across
the CWNA. The images were further processed by Agisoft Metashape Pro (v.1.6.2) [38] to create a natural orthomosaic and DSM. The Agisoft workflow comprises five basic steps: align photos, build dense cloud, build mesh, build digital elevation model, and build orthomosaic [39]. We followed the suggestions provided by [40] to set the parameters for data processing. The spatial resolution of the orthomosaic and DSM was 2.31 and 12.10 cm, respectively.

The second step was to create a series of data sets with different spatial resolutions from the orthomosaic and CHM to test the effects of spatial resolution. The orthomosaic was converted from an RGB model into an HSL model, where the lightness band (L) represents pixel brightness. The lightness band is widely utilized for object segmentation [41,42]. The CHM model was created by subtracting a DTM from the UAS-based DSM. The DTM was made from LiDAR data collected for coastal New Hampshire in the winter and spring of 2011, and downloaded from the GRANIT LiDAR distribution site [43]. The 2-meter gridded raster DTM files, generated from ground-classified LiDAR returns, were provided as part of the project deliverables. Based on the size and land-use history of two study sites, the age of the DTM relative to the UAS missions would introduce little, if any, error. The DTM was reprojected to match the projection, coordinate system, and horizontal and vertical datum of the DSM. A series of datasets with different spatial resolutions were created by resampling the lightness band and CHM using cubic convolution in ArcGIS Pro 2.4.2 [44]. For the lightness band, the resampling started at 2 cm and was incrementally increased by 2 cm until a resolution of 100 cm was reached, resulting in 50 lightness datasets. The same process was performed on the CHM; however, the initial resolution was 12 cm, resulting in 44 CHMs.

2.3. Reference Tree Crown Data Collection

The reference data (i.e., individual reference tree crowns) were randomly collected from each study site and then manually interpreted by combining the natural color orthomosaic and CHM data. The workflow follows. First, 800 random sampling points were generated over each study site. Then, a trained undergraduate student manually digitized a tree if a point fell within the tree’s crown. If more than two points were situated within the same tree crown, only one tree crown was counted in. Any point that hit the background (not a tree) was removed. However, the edges of the canopy are highly curved, making digitizing work extremely arduous. In order to reduce the workload without losing the accuracy of reference data, an extremely over segmented result was created by applying the multiresolution segmentation algorithm in eCognition 9.5.1 [45]. The scale, compactness, and shape parameters for the algorithm were set to 40, 0.5, and 0.5, respectively. Finally, the interpreter digitized the tree crown by merging the crowns’ oversegmented polygons into a single crown polygon. A few polygons may have still needed a splitting operation before merging, but this workflow improved the processing of delineating the reference data.

Another experienced researcher further examined the interpreted result, and all controversial objects were removed after discussion. The final reference tree crown polygons for a study site were divided into three groups, large, medium, and small trees, based on the crown area using natural division. For study site #1, the criteria of separation were: large ($\geq 42.06 \text{ m}^2$), medium (18.42–42.06 m$^2$), and small (<18.42 m$^2$). For study site #2, the criteria of separation were: large ($\geq 51.20 \text{ m}^2$), medium (21.74–51.20 m$^2$), and small (<21.74 m$^2$). The sample size in each group was uneven. To make all groups comparable, we randomly resampled all other groups without replacement using a sample size based on the group with the least number of samples across both study sites. That group was the large trees in Site #1 with only 174 reference trees.

2.4. Treetops Detection

This research applied a local maximum filter to detect the treetops which is highly dependent on crown size [46]. The window size was determined by calculating the average size of the tree crowns in the reference samples. The window size was set to 4.58 and 4.51 m for study site #1 and #2, respectively.
2.5. Marker-Controlled Watershed Segmentation

The watershed algorithm is a classical algorithm for segmentation, which was developed from mathematical morphology [47]. The marker-controlled watershed algorithm requires two inputs: (1) a gray scale image to represent the “topography” or highs and lows of the area, and (2) the point locations (i.e., markers) that define either local minimums or maximums within the gray scale image [48]. When the markers represent local minimums, the algorithm delineates a polygon around each marker containing higher gradient (i.e., spectrally brighter or topographically higher) pixels than that of the marker. In this research, local maximums representing treetops were used as the markers, inverting the processes so the delineated areas represent a decreasing gradient of values around the treetop. The area delineated around the marker in this case was assumed to represent that tree’s crown. The markers act as seed locations for the algorithm and, unlike traditional watershed segmentation, restricts the creation of basins to just those markers. This creates a one-to-one relationship between markers and segments or trees and crowns. Details of the marker-controlled watershed algorithm can be found in [20,49,50].

A Sobel filter, a widely used algorithm, was applied to each dataset to calculate gradients [51]. The marker-controlled watershed segmentation was applied to all the lightness bands and CHMs using scikit-image, an open source image processing library for the Python programming language [52]. It is worth noting that during the workflow, smoothing filters such as the Gaussian filter were not applied across the data to reduce noise because these filters are regarded as having a similar effect as reducing the spatial resolution. The combined operations would weaken the purpose of this research to explore the best scale for segmentation.

2.6. Accuracy Assessment

The accuracy assessment for segmentation is different from the one for traditional thematic classification [53]. The purpose of individual tree crown delineation is to represent each crown with a single polygon [12]. Therefore, before calculating the accuracy measures for each reference polygon, the best-matching segment from each segmentation result must be chosen to build a one-to-one relationship. The overlap index (OI) proposed by [54] was utilized in this research to find the single best candidate for each reference polygon.

\[
OI = \frac{\text{area} (r_i \cap s_j)}{\text{area} (r_i)} \times \frac{\text{area} (r_i \cap s_j)}{\text{area} (s_j)}
\] (1)

In Equation (1), \(r_i\) represents \(i^{th}\) reference polygon and \(s_j\) represents the \(j^{th}\) candidate segmented polygon that intersects with \(r_i\). The symbol \(\cap\) represents the intersection of \(r_i\) and \(s_j\). \(OI\) ranges from 0 to 1, where a higher value indicates a better match.

This research employed oversegmentation accuracy (\(Oa\)), undersegmentation accuracy (\(Ua\)), and quality rate (\(QR\)) to quantitatively validate the segmentation results [55,56].

\[
Oa = \frac{1}{n} \sum_{i=1}^{n} \left( \frac{\text{area} (r_i \cap s_i)}{\text{area} (r_i)} \right)
\] (2)

\[
Ua = \frac{1}{n} \sum_{i=1}^{n} \left( \frac{\text{area} (r_i \cap s_i)}{\text{area} (s_i)} \right)
\] (3)

In Equations (2) and (3), the \(s_i\) indicates the best corresponding candidate. The sampling size is represented by \(n\). A higher \(Oa\) or \(Ua\) means greater accuracy. The \(QR\) proposed by [57] defines the accuracy between a reference polygon and its candidate by combining the overlapped and union region. It also considers the geometrical similarity. If a segmented object entirely coincides with its reference object, the \(QR\) reaches the minimum [56].
\[ QR = \frac{1}{n} \sum_{i=1}^{n} \left( 1 - \frac{\text{area} (r_i \cap s_j)}{\text{area} (r_i \cup s_j)} \right) \]  

(4)

In Equation (4), the ∪ denotes a union. Higher \( QR \) indicates a less accurate segmentation.

3. Results

Figure 2 presents the Oa, Ua, and QR of all segmentations using the lightness band as the data source for study site #1. The accuracies are displayed for four groups: large, medium, small, and all crowns, as follows:

1. For large crowns, the Ua is higher than the Oa. Overall, the gap between Ua and Oa is narrower when the spatial resolution reaches between 16 and 72 cm. The Ua shows a downward trend while the Oa demonstrates an upward trend before the spatial resolution approaches 74 cm. Both the lines of Ua and Oa become stable when the spatial resolution is between 16 and 48 cm. The highest Ua is approximately 0.81 when the spatial resolution is 2 cm. The Oa reaches a maximum value of 0.62 when spatial resolution is 68 cm. The QR shows a general downward trend before the spatial resolution of 74 cm. The QR lies under 0.6 for spatial resolutions between 26 and 48 cm, and between 58 and 72 cm. As indicated by the minimum of QR, the best segmentation is achieved when the spatial resolution is 46 cm.

2. The lines of Oa and Ua for medium crowns intertwine, and the gap between them becomes narrower in contrast to the one in the large group. It results in a stable QR around 0.60. The lowest QR appears when spatial resolution is 54 cm.

3. The three accuracy measures for the small group are quite different. The line for Oa is much higher than the one for Ua. The gap between them becomes narrower after the spatial resolution reaches 74 cm. All Ua values are under 0.50. Most QR values are higher than 0.70, which is higher than the ones in either the large or medium groups.

4. Both the shape and values of Oa and Ua for all crowns parallel the medium crowns. The QR value varies between 0.60 and 0.70. The relative lower QR values appear when the spatial resolution lies between 30 and 62 cm.

Figure 3 presents the accuracies after segmenting the CHM and exhibits a clear difference from Figure 2. First, the lines of Oa, Ua, and QR are highly stable for all crown sizes. Most values of Ua and Oa are lower than the ones in Figure 2, resulting in higher QR values. Second, within each group, the line of Oa is higher than the Ua except in the case of large crowns. The Ua reduces, and the Oa increases as the crown size grows. According to QR, the best spatial resolution for segmentation is 86, 78, 74, and 76 cm for the large, medium, small, and all groups, respectively.

Figure 4 demonstrates the results from study site #2 using the lightness band as the segmenting data. A similar trend is shown as in Figure 2. The minor difference is that the values of Oa are lower with higher Ua, resulting in a broader gap in the large group. The best spatial resolution for segmentation is 68, 58, 2, and 30 cm for the large, medium, small, and all groups, respectively.

The results in Figure 5 resemble those in Figure 3, and the differences between Figures 5 and 4 are similar to those between Figures 3 and 2. The best spatial resolution for segmentation is 100, 74, 74, and 74 cm for the large, medium, small, and all groups, respectively.

Table 1 further shows the average accuracy measures for all spatial resolutions. Regardless of the study sites and groups, the mean QR value is lower with a higher Ua using the lightness band as a data source compared to using CHM, although mean Oa in the small group is slightly lower. When using the lightness band, the Oa is higher with lower Ua and QR if comparing study site #1 to study #2. However, there is little difference between them in each group using CHM.
Figure 2. Impact of spatial resolution and crown size on Oa, Ua, and QR using the lightness band in study site #1.
Figure 3. Impact of spatial resolution and crown size on Oa, Ua, and QR using the canopy height model (CHM) in study site #1.
Figure 4. Impact of spatial resolution and crown size on Oa, Ua, and QR using the lightness band in study site #2.
Figure 5. Impact of spatial resolution and crown size on Oa, Ua, and QR using the CHM in study site #2.

Table 1. Average accuracy measures of all spatial resolutions using lightness or CHM from each study site.

| Group  | Study Site #1 | Study Site #2 |
|--------|---------------|---------------|
|        | Lightness     | CHM           | Lightness     | CHM           |
|        | Oa | Ua | QR | Oa | Ua | QR | Oa | Ua | QR | Oa | Ua | QR |
| Large  | 0.51 | 0.73 | 0.61 | 0.48 | 0.62 | 0.70 | 0.46 | 0.76 | 0.63 | 0.47 | 0.62 | 0.70 |
| Medium | 0.63 | 0.59 | 0.62 | 0.58 | 0.41 | 0.76 | 0.58 | 0.63 | 0.62 | 0.56 | 0.46 | 0.75 |
| Small  | 0.70 | 0.40 | 0.73 | 0.71 | 0.22 | 0.86 | 0.67 | 0.41 | 0.74 | 0.70 | 0.21 | 0.87 |
| All    | 0.62 | 0.57 | 0.65 | 0.59 | 0.42 | 0.78 | 0.57 | 0.60 | 0.66 | 0.57 | 0.43 | 0.77 |
4. Discussion

This research examined and compared the accuracy of segmenting individual tree crowns from CHMs and spectral lightness bands using maker-controlled watershed segmentation. Additionally, the effects of spatial resolution, crown size, and forest type on delineation accuracy were also investigated. The Ua, Oa, and QR are widely accepted for validating segmentation and were reported as accuracy measures in this study.

This research demonstrates that single tree crowns segmented from the lightness band are more accurate than those segmented from the CHM if both data were derived from digital photogrammetry (Figures 2–5 and Table 1). The underlying reason is the low quality of the CHM impacted by, for example, data source or geoprocessing [30]. First, the point cloud produced through the SfM algorithm has limited ability to detect the small gaps and peaks in the crown, which gives rise to an underestimation of the upper layers of the canopy but an overestimation of the lower layers [58,59]. Second, the edges of crowns are usually darker, lower, and often obscured by surrounding trees and are, therefore, less visible in the imagery compared to higher parts of the crowns, including the treetops [32]. The SfM–MVS process relies on the computer being able to “see” features in the imagery in order to generate a 3D position (point) [60]. Fewer points would be created at the edges, which results in a relatively smoothed and underestimated DSM based on interpolation. Both these factors would lead to an undersegmented result, which is confirmed by the fact that differences between lightness band–Ua and CHM–Ua are higher than the ones between lightness band–Oa and CHM–Oa in each study site. Third, due to the characteristics of dense forest in both study sites, digital photogrammetry can only produce the point cloud from the canopy surface visible to the camera [61]. An external DTM is needed to calculate the CHM; however, the inconsistency of the spatial resolution becomes a factor [39]. Previous research focused on comparing the CHM from the LiDAR to the one derived from digital photogrammetry based on SfM [58]. This research complements the comparison between lightness and CHM, with both from digital photogrammetry. We prove that watershed segmentation using a CHM is less accurate for a dense forest than using the natural color images and suggest that a systematic error budget analysis of CHMs derived from photogrammetry based on SfM is necessary.

Results show that spatial resolution alters the accuracy of segmentation. It is worth noting that the spectral properties of the downscaled images will not be the same as an image captured with a native spatial resolution matching that of the downscaled image (i.e., an image downscaled from 2 to 30 cm is not the same as an image captured at 30 cm to begin with). However, small UAS in the United States are not legally allowed to fly higher than 122 m (legally 400 feet) above the ground and thus the maximum pixel size that can be achieved is restricted by flying height and the sensor’s properties. The best spatial resolution both for study site #1 and #2 using lightness is located at 30 cm. Comparable accuracies lie between 30 and 62 cm, and between 26 and 42 cm, respectively. The best spatial resolution for segmentation using CHM for study site #1 and #2 is 76 and 74 cm, respectively; however, the variation of accuracies due to spatial resolution is more stable. These results provide a basis for how to adopt the best spatial resolution or kernel size for smoothing filters in the future. This research also confirms that as the spatial resolution decreases, the segmentation of the large, medium, and small crowns reaches its best accuracy at various scales, which provides the implications for segmenting trees of particular interest (e.g., large trees). However, this conclusion is limited by defining the size of trees, which is usually determined by the diameter at breast height (DBH). Although the allometric function to estimate DBH from canopy width was explored in Japan by Iizuka, Yonehara, Itoh, and Kosugi [39], such a local equation does not exist for the study area.

Based on the average QR, the segmentation accuracy does not differ much between study site #1 and #2, although study site #1 has higher Oa but lower Ua. Unlike the coniferous trees, which typically follow a distinct mountainous shape, the canopies of deciduous trees are usually much flatter [12]. Multiple treetops are prone to be detected within the deciduous crown, resulting in an oversegmentation problem, which is very obvious in the large and medium crowns using lightness as the data source (Figures 4, 5, and Table 1). The minor difference in QR between study site #1 and #2 implies that the density of the forest exerts more influence on the segmentation accuracy rather
than the forest type. Besides, the reconstruction of the point cloud is limited by the smoothing in the dense matching process, creating abrupt and discontinuous vertical changes in the CHM, especially for the coniferous trees in the mixed forest [30,58]. Although research on detection and segmentation of deciduous trees has increased [62–64], segmenting deciduous trees in high density stands based on UAS imagery is still under development.

This research also implies that the size of the sampling reference objects impacts segmentation accuracy assessment (Figures 2 and 4). Previous research favored the stratified random sampling for traditional thematic classification [53,65], but the sampling design for segmentation accuracy remains unresolved [66] and which attributes (e.g., size or shape) are best for stratified sampling needs further study.

5. Conclusions

This research compared the use of a CHM with the lightness band for the delineation of individual tree crowns based on the maker-controlled watershed algorithm. It also examined how segmentation accuracy varies due to spatial resolution, crown size, and forest type. The study highlights the following conclusions. The single tree crowns segmented from the lightness band based on the marker-control watershed algorithm are more accurate than those using the CHM if both data are derived from digital photogrammetry. The best spatial resolution using lightness is 30 cm, with comparable scales between 26 and 62 cm. The best spatial resolution for segmentation using a CHM is around 75 cm. The large trees are prone to be oversegmented, while the small trees are prone to be undersegmented. The best spatial resolution for segmenting trees of different size varies. Mixed forest type dominated by either deciduous or coniferous does not show much difference in accuracy. Finally, this research suggests that the size of the reference polygons impacts segmentation accuracy assessment, which deserves more investigation in the future.
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