The Resolution in X-ray Crystallography and Single-Particle Cryogenic Electron Microscopy
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Abstract: X-ray crystallography and single-particle analysis cryogenic electron microscopy are essential techniques for uncovering the three-dimensional structures of biological macromolecules. Both techniques rely on the Fourier transform to calculate experimental maps. However, one of the crucial parameters, resolution, is rather broadly defined. Here, the methods to determine the resolution in X-ray crystallography and single-particle analysis are summarized. In X-ray crystallography, it is becoming increasingly more common to include reflections discarded previously by traditionally used standards, allowing for the inclusion of incomplete and anisotropic reflections into the refinement process. In general, the resolution is the smallest lattice spacing given by Bragg’s law for a particular set of X-ray diffraction intensities; however, typically the resolution is truncated by the user during the data processing based on certain parameters and later it is used during refinement. However, at which resolution to perform such a truncation is not always clear and this makes it very confusing for the novices entering the structural biology field. Furthermore, it is argued that the effective resolution should be also reported as it is a more descriptive measure accounting for anisotropy and incompleteness of the data. In single particle cryo-EM, the situation is not much better, as multiple ways exist to determine the resolution, such as Fourier shell correlation, spectral signal-to-noise ratio and the Fourier neighbor correlation. The most widely accepted is the Fourier shell correlation using a threshold of 0.143 to define the resolution (so-called “gold-standard”), although it is still debated whether this is the correct threshold. Besides, the resolution obtained from the Fourier shell correlation is an estimate of varying resolution across the density map. In reality, the interpretability of the map is more important than the numerical value of the resolution.
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1. Introduction

“Seeing is believing” is at the heart of structural biology. Both X-ray crystallography and single-particle cryogenic electron microscopy (cryo-EM) have become essential for uncovering the three-dimensional (3D) structures of biological macromolecules. With both techniques it is possible to obtain the structures with high resolution with the current absolute record of 0.48 Å for crystallography [1] and near atomic resolution of 1.54 Å achieved by single particle analysis [2] and ~1 Å resolution with micro-ED. Resolution in nuclear magnetic resonance (NMR) is an entirely different concept and more of a “philosophical” question, and will not be discussed here. Atomic resolution allows one to distinguish individual atoms and has its certain benefits, for refinement and model building [3]. Atomic resolution is not a strictly defined term though. It is regularly thought
that a resolution of 1.2 Å or higher is an atomic resolution, better known as “Sheldrick’s criterion” [4]. Near-atomic resolution usually describes maps which are of a resolution of 2 Å or better but is not strictly defined. The terms “atomic” and “near-atomic” are occasionally misused describing maps not close to their respective resolutions [5]. Furthermore, to many non-structural biologists it may be very confusing how the resolution is defined in X-ray crystallography or cryo-EM.

Resolution in X-ray crystallography and cryo-EM is different from the usual interpretation of resolution as generally accepted in light microscopy. In the light microscopy field, the resolution was first defined by Lord Rayleigh as the smallest distance at which two point sources can be still distinguished [6]. At this distance, the maximum of one point source coincides with the first minimum of the other. However, the definition of Lord Rayleigh is not applicable in X-ray crystallography and cryo-EM, because both techniques make use of Fourier space to determine the resolution of data. Fourier space and the nature of the experimental data make the resolution determination less clear and can confuse anyone without experience with these techniques. The recent technological progress in the structural biology and the enormous effort of software developers to make their software user-friendly have brought many new users sometimes without deep understanding of techniques. The aim of this mini-review is to give an introductory overview on how the resolution of data is determined in X-ray crystallography and single particle cryo-EM.

2. X-ray Crystallography

X-ray crystallography is the oldest and most productive field of structural biology (~145,000 entries in the protein data bank), where crystals of the protein of interest are irradiated with X-ray photons. The crystal diffracts the X-ray beam into discrete diffraction spots, also called reflections. The amplitudes are measured during the experiment and the missing phases are obtained via Molecular Replacement (MR) [7,8], single- or multiple-wavelength anomalous dispersion (SAD or MAD) [9,10], multiple isomorphous replacement (MIR) [11] or ab initio [12,13]. The farther away the reflections are from the center of the detector, the higher resolution information they contain. However, with increasing resolution, the signal decreases. At a certain distance from the center of the detector, the signal will be too weak and this, in principle, will be the resolution limit of the dataset. There are numerous statistics for the quality of the data including, but not limited to, R-factors, signal-to-noise ratio (I/σ) and completeness. These statistical measures are also used to truncate the data and thus to decide which reflections are not of sufficient quality for the consequent map calculation, followed by model building and refinement. This, in a way, also sets the resolution limit of the dataset. However, it was shown that in many cases inclusion of weak incomplete high-resolution data still improves the quality of the model. The standards derived in the past are often too strict and underestimate the information in the excluded data [14–16]. This ignited a debate about the usefulness of information contained in the weak high-resolution reflections and the general consensus now is to use all the available data with a few considerations (see below) [17–19]. It also showed a flaw in the resolution normally reported in Table 1 or in the Protein Data Bank (PDB) entries. The current recommendation is to diligently report if incomplete anisotropic data were used.

2.1. Resolution Cutoff

"Where to truncate my data?" (Also known as resolution cut-off) - Is one of the most popular questions asked when people start learning protein crystallography. Old textbooks recommend to keep only the strongest reflections and truncate the data at the threshold where the signal-to-noise ratio equals 2 for the highest resolution shell; gradually this requirement was relaxed to about 1.5 and sometimes even to 1.0 but recently even this threshold has been questioned [14–16]. The classic indicators used to determine where to truncate the data are the signal-to-noise ratio <I/σ(I)> and the R_merge, which was first introduced as R_sym [20]. Nowadays, R_merge and R_sym are used interchangeably; however, historically R_sym was used for symmetry-related reflections, whereas R_merge was introduced to evaluate the difference between different datasets. The truncation deemed necessary as at low
signal-to-noise ratio it would be hard to differentiate the signal from the stochastic noise, hence bringing the risk that noise is mixed with the signal and that it will be incorporated into the calculated electron density map. Therefore, the data is truncated and with signal-to-noise threshold of 2 all reflections with a signal less than twice the intensity of the estimated noise will be discarded as a safety measure irrespective whether they contain useful information or not. The $R_{\text{merge}}$ is a statistic for the precision of the measurements of each unique reflection (i.e., it is a measure of agreement among multiple measurements of the same reflection):

$$ R_{\text{merge}} = \frac{\sum_{hkl} \sum_{i=1}^{n} |I_i(hkl) - \bar{I}(hkl)|}{\sum_{hkl} \sum_{i=1}^{n} I_i(hkl)}, $$

where $I_i(hkl)$ is the intensity of the reflections, $\bar{I}(hkl)$ is the average intensity, and they are summed over the measured reflections. Many reflections are measured more than once as they are symmetry-related. $R_{\text{merge}}$ indicates how much measurements of the same reflection differ in intensity from the average intensity of that reflection. It was postulated that large $R_{\text{merge}}$ shows that the measurements of the same reflection are not similar (error prone), hence the data should be truncated at the resolution shell where $R_{\text{merge}}$ is over an arbitrary limit (typically 40–60%).

However, $R_{\text{merge}}$ is inherently flawed [21], as it is dependent on multiplicity (also called redundancy) and its value increases with more measurements of the same reflection, even though the precision of the measurement goes up. Diederichs and Karplus (1997) introduced a multiplicity-independent R-factor named $R_{\text{meas}}$ [21]:

$$ R_{\text{meas}} = \frac{\sum_{hkl} \sqrt{\frac{n_{hkl}}{n_{hkl} - 1}} \sum_{i=1}^{n} |I_i(hkl) - \bar{I}(hkl)|}{\sum_{hkl} \sum_{i=1}^{n} I_i(hkl)}, $$

where each reflection is corrected with a factor of $\sqrt{\frac{n_{hkl}}{n_{hkl} - 1}}$, where $n_{hkl}$ denotes the multiplicity of the reflection. When corrected, the outcome stays constant with varying multiplicity, while $R_{\text{merge}}$ would increase or decrease. Therefore, $R_{\text{meas}}$ indicates the real precision of the measurement, independent of the multiplicity of the reflection. Unfortunately, many users keep resisting to report $R_{\text{meas}}$ simply because it shows a higher (but more realistic) value than $R_{\text{merge}}$ and many erroneously think that the lower value the better.

$R_{\text{merge}}$ (or $R_{\text{sym}}$) and $R_{\text{meas}}$ are used to evaluate individual (unmerged) reflections and for merged (i.e., averaged) reflections another R-factor was introduced [22], namely $R_{\text{p.i.m.}}$ (precision-indicating merging R-factor)

$$ R_{\text{p.i.m.}} = \frac{\sum_{hkl} \sqrt{\frac{n_{hkl}}{n_{hkl} - 1}} \sum_{i=1}^{n} |I_i(hkl) - \bar{I}(hkl)|}{\sum_{hkl} \sum_{i=1}^{n} I_i(hkl)} $$

The $R_{\text{merge}}$ or $R_{\text{meas}}$ were often used in tandem with the signal-to-noise ratio as a resolution cut-off. Commonly, if the $R_{\text{meas}}$ rose above 60% or $<I/\sigma(I)>$ dropped below 2, the reflections would be considered not good enough to be included in the map calculation and would be discarded. It seemed to be a good way to determine where to truncate the data; however, several scientists have shown that the inclusion into refinement of weak high-resolution data, with an $<I/\sigma(I)>$ below 1 and an $R_{\text{meas}}$ well over 100%, might be beneficial [14–16].

Karplus and Diederichs proposed a new statistic as a quality indicator to define the resolution limit of a dataset [14]. They introduced a Pearson’s correlation coefficient, $CC_{1/2}$. Correlation coefficients are widely used in cryo-EM (discussed below) and in X-ray crystallography for anomalous phasing.
Furthermore, as pointed out by Evans and Murshudov, correlation coefficients report the degree of linear dependence between data and are less dependent on the distribution of the data \[15\], and therefore they are better indicators. $CC_{1/2}$ is based on the random division of the complete set of reflections in two equal parts and calculating the correlation between the intensity estimates of the two subsets (i.e., how well one half of the data predicts the other half). A value of 1 indicates a perfect correlation, whereas 0 indicates no correlation at all. At low resolution (where the strongest reflections are measured), the correlation is around 1 and it goes down with the higher resolution approaching zero at the highest resolution (where the weakest reflections are measured). $CC_{1/2}$, by definition cannot be used though to estimate the quality of the data after merging, thus Karplus and Diederichs also introduced $CC^*$,

$$CC^* = \sqrt{\frac{2CC_{1/2}}{1 + CC_{1/2}}}$$

$CC^*$ provides an estimate of the CC that would be obtained between the final merged dataset and the unknown true values that they are representing \[14\]. Importantly, it allows comparing data and model quality by calculating $CC_{\text{free}}$ and $CC_{\text{work}}$ as the CC between $F_{\text{calc}}^2$ (square of the calculated structure factor) and $F_{\text{obs}}^2$ (square of the observed structure factor), respectively.

It has been shown by many that using this novel statistic for resolution truncation is very beneficial for getting better resolved maps, improved refinement and improved models \[23,24\] and it allowed for better merging of datasets from different crystals \[25,26\]. If classical criteria for resolution truncation were considered in those cases the numbers would be shocking—with $R_{\text{meas}}$ values up to 100% and signal-to-noise ratio of 0.3. However, as elaborated by Karplus & Diederichs, $R_{\text{meas}}$ or $R_{\text{merge}}$ both approach infinity with increasing resolution, thus rendering them useless as quality indicators.

Nevertheless, there is a problem with $CC_{1/2}$ as it does not provide one rock solid threshold, e.g., that data below $CC_{1/2} = 0.3$ shall be discarded. In reality depending on data quality, the useful range of $CC_{1/2}$ lies somewhere between 0.1 and 0.5 \[18,27\]. To determine the exact value of $CC_{1/2}$ for the particular dataset the paired refinement procedure is recommended \[14\]. In brief, the quality of a model is evaluated against the dataset truncated at different resolution cut-offs and if any additional batch of high-resolution reflections does not contribute positively in the model quality, those reflections are discarded. The easiest way to perform it, is to run it via PDB Redo server \[28\], which is also useful to correct modelling errors.

### 2.2. Resolution of the Dataset

First and foremost, we need to understand how the resolution is defined in X-ray crystallography. What is normally referred to as resolution is the nominal resolution ($d_{\text{high}}$). This is defined by the smallest distance (typically measured in Å) between crystal lattice planes that is resolved in the diffraction pattern, i.e., if this number is lower, the resolution is higher and vice versa. Generally resolution of 0.5–1 Å is called subatomic (or ultra-high), 1–1.5 Å (1.2 Å according to Sheldrick \[4\]) –atomic, 1.5–2 Å –high, 2–3 Å –medium, 3–5 Å –low, and worse than 5 Å very low resolution. In a way, $d_{\text{high}}$ is dictated by the resolution cut-off (truncation) which was applied during the data processing. However, this is very subjective (see above). Furthermore, $d_{\text{high}}$ is not accommodating the data completeness or anisotropy, but it merely reflects the highest resolution shells used regardless of the completeness and anisotropy of the dataset. The nominal resolution is therefore much more an indicator of where someone has truncated their data and says nothing about its quality.

As an alternative, the optical resolution ($d_{\text{opt}}$) can be used \[29,30\]. It should not be confused though with the optical resolution in light microscopy, where it can be defined by the minimum distance $r$ at which the points on a specimen can be distinguished as individual entities. In X-ray crystallography Vaguine et al. (1999) defined the optical resolution as the expected minimum distance between two resolved peaks (which shapes are fitted by a Gaussian) in the electron-density map, i.e., it
shows the smallest distance at which two peaks can still be seen as separate, if one had a perfect electron-density map with all the exact phases [30].

\[ d_{opt} = \sqrt{2(\sigma_{Patt}^2 + \sigma_{sph}^2)} \] (5)

where \( \sigma_{Patt} \) is the standard deviation of the Gaussian function fitted to the Patterson origin peak and \( \sigma_{sph} \) is the standard deviation of the Gaussian function fitted to the origin peak of the spherical interference function, representing the Fourier transform of a sphere with radius \( 1/d_{high} \).

The optical resolution is always higher than the nominal resolution of a dataset. However, an increase in the nominal resolution gives a smaller increase in the optical resolution [18]. According to Vaguine et al. (1999), \( d_{opt} \) equals twice the standard deviation of a fit to Gaussian; however, later Urzhemtseva et al. (2013) noticed that such an approach is sub-optimal as it demonstrated inconsistent results [29], e.g., the \( d_{opt} \) of an incomplete dataset is higher than that of the complete dataset. Urzhemtseva et al. (2013) suggested an improved method to determine the \( d_{opt} \), without a need to perform a fit to Gaussian, by calculating \( d_{opt} \) as the minimum distance at which two C atoms could still be resolved with a typical B-factor [29] (also called atomic displacement parameter (ADP), which describes the displacement of an atom—i.e., the atoms cannot be considered as immobile point scatterers). The B-factor are generally estimated from the Wilson plot [31]. Unfortunately, the optical resolution does suffer from the same flaws as the nominal resolution does: it does not reflect the completeness or the anisotropy of the dataset. Moreover, the \( d_{opt} \) is calculated using the Wilson plot which describes the typical B-factor of a scatterer at a given resolution. However, in this way the real B-factors at high resolution are systematically underestimated. Nevertheless, it can be used to compare different datasets, especially in combination with other statistical indicators, such as the \( CC_{1/2} \) and the \( CC^* \), to evaluate the dataset.

To account for the completeness of the data, Weiss suggested yet another resolution, termed effective resolution (\( d_{eff} \)) and it has a semi-empirical correlation with the completeness of the dataset [32]. It was defined as the nominal resolution multiplied with the cube root of the completeness of the dataset:

\[ d_{eff} = d_{high} C^{-1/3} \] (6)

In such a form \( d_{eff} \) only accounts for the completeness but not the anisotropy of the data. To overcome this limitation a more complete derivation was suggested [29,33]. In short, \( d_{eff} \) can be defined via comparison of the calculated minimum distance for point scatterers with the theoretical values for the complete dataset [29]. Furthermore, the anisotropy of the dataset can be characterized by calculating \( d_{eff} \) in different directions. The ratio of the highest effective resolution (\( d_{eff,\text{highest}} \)) and the lowest effective resolution (\( d_{eff,\text{lowest}} \)) defines the anisotropy \( R_{eff} \), where

\[ R_{eff} = d_{eff,\text{highest}} / d_{eff,\text{lowest}} \] (7)

The effective resolution coincides with \( d_{high} \) if the dataset is complete and does not have anisotropy.

3. Electron Microscopy

Cryo-EM has recently become a very popular structural biology technique due to the several technological advances, such as direct electron detectors [34–36], new generation of microscopes, more advanced and used-friendly software [37,38], etc. The amount of structures solved with cryo-EM is steadily rising as well as their resolution, which allowed this technique to shake the partial “blobology” label. With the increasing resolution though the same old problem re-emerged—what is actually the resolution in cryo-EM? Currently, multiple resolution criteria are in use, with Fourier shell correlation (FSC) being by far the most used one [39,40]. Even though FSC is widely accepted by the scientific community, a never-ending discussion continues about a threshold at which the resolution should be
defined. Alternatives for the FSC, such as Spectral Signal-to-Noise Ratio (SSNR) [41–43] and Fourier Neighbor Correlation (FNC) [44] exist but are not common. Each method has its own limitations and is based on different assumptions, which makes it difficult to reach a consensus. For an extensive statistical description and behavior of the most commonly used resolution measures, see the recent review by Sorzano et al. (2017) [45]. To add to the complexity, the resolution determined as a single numerical value is, in a way, an average of the density map; however, in cryo-EM the resolution varies within a map itself, thus it is essential to calculate the local resolution of the density map as well.

3.1. Fourier Shell Correlation

The Fourier shell correlation was first introduced for 2D reconstructions as the Fourier Ring Correlation (FRC) [39,40] and was later extended to 3D reconstructions [46]. The basis of FSC is the comparison of independently calculated maps from half the dataset and determining where these maps stop correlating

\[
FSC(r_i) = \frac{\sum_{r \in r_i} F_1(r) F^*_2(r)}{\sqrt{\sum_{r \in r_i} |F_1(r)|^2 \sum_{r \in r_i} |F_2^*(r)|^2}}. \tag{8}
\]

The correlation is calculated over each shell \(r_i\) in the Fourier transform, where \(F_1(r)\) and \(F_2^*(r)\) are the structure factors of half map 1 and 2, respectively, at position \(r\) within Fourier shell \(r_i\) and where \(*\) indicates the complex conjugate.

At the start of refinement, the complete dataset is split in half and a 3D map is calculated from each half. Each half map is then refined individually and treated separately without any interactions between the two half maps to guarantee independence. The correlation of these two half maps is calculated, from low spatial frequency (low resolution) to high spatial frequency (high-resolution). The FSC curve is normalized between 1, for highly correlating maps, and 0, for non-correlating maps. The signal of the protein contribution decreases with increasing spatial frequency, thus the map will be less and less defined by the protein and more by the stochastic noise at higher spatial frequencies. As a result of that, the individual half maps correlate less and the correlation drops (Figure 1).

![Figure 1. A typical FSC curve with the thresholds 0.5 and 0.143 indicated.](image)

The discussion concerning the resolution limit of EM maps is actually about the threshold value where two half maps do not correlate anymore, in other words, the spatial frequency at which two half maps are considered to be not correlated (this immediately indicates that this is subjective) defines the resolution of the map. Initially a value of 0.5 was chosen as the threshold at which half maps were considered as not correlated. This is still one of the most often used (and the most conservative) thresholds for the FSC curve and it corresponds to an SNR\(_C\) of 1 (SNR\(_C\) being the signal-to-noise ratio in the particular Fourier shell) [45]. However, this threshold value of 0.5 is said to underestimate the
resolution [47,48], as during this procedure the data are split randomly in halves. This means that during refinement there are half less particles than when the complete dataset were used. Having fewer particles makes the dataset noisier, as there are fewer particles to average with. To overcome this problem, a new processing method (named the “gold standard” method) was introduced [47,48], which currently is the most accepted and widely used in the EM community. The resolution determined by the gold standard method is often the one reported for structures in the PDB or the Electron Microscopy Data Bank (EMDB). In this gold standard method the models derived from each half dataset are refined independently opposed to having two maps and a single model. This decreases unintended correlation of the compared maps and lessens the effect of data overfitting but does not eliminate it entirely [48,49]. The suggested threshold value of 0.143 originates from a 0.5 value of correlation of the complete dataset and an unknown perfect map of the macromolecule. The threshold of 0.5 for the estimated correlation was chosen for two main reasons. First, the estimated correlation can be written out as a function of the phase error. This is equivalent to an X-ray crystallographic measure of the accuracy of the phases, the figure of merit (FOM). The FOM is commonly used in X-ray crystallography as an indication if the map is interpretable enough to build a structure in it. A value of 0.5 corresponds to a phase error of 60 deg which is considered as interpretable enough to build a structure into the density map [50]. Second, the FSC can be related to the real space correlation coefficient ($R$), a measure of similarity between two density maps. When there are no amplitude errors present, the real space correlation coefficient $R$ corresponds to the estimated correlation of the complete dataset and the unknown perfect map. Using this, one can predict if the addition of a Fourier shell will have a positive effect on the correlation of the map and thus improve the map itself with 0.5 being the threshold [50].

An alternative threshold used is the sigma ($\sigma$) criterion. It uses the standard deviation, $\sigma = \frac{1}{\sqrt{N}}$ where $N_r$ denotes the number samples in the Fourier shell with radius $r$. The FSC of the density maps is then compared to an FSC based entirely on noise. The obtained value ranges from 1 to 5, meaning that the correlation needs to be bigger than the signal of pure noise by 1 to 5 times. Even though the criterion has not been widely accepted, some advocate for its use because it is not a fixed value threshold but it depends on the number of samples in the Fourier shells [51,52]. A fixed value is one of the main critiques of the 0.143 and 0.5 thresholds, as they do not account for the amount of Fourier components in the shells or symmetry of the structure [51]. This makes its outcome less reproducible than a varying threshold.

To overcome this issue, Van Heel and Schatz introduced a new modified version of the $\sigma$ criterion [51,52]. It is a bit-based information criterion imposing a variable threshold depending whether there is still enough information in the signal to improve the calculated density map. This threshold should correct a presumed wrong assumption of the FSC calculation and make the resolution calculation independent of the number of voxels (a 3D pixel in Fourier space) in each Fourier shell and symmetry of the structure. For the full details and statistical basis of the bit-based information criterion, the reader is referred to Van Heel & Schatz (2005) [51]. A 1/2-bit threshold is proposed to define the resolution of the density map. This is not a fixed value threshold as it varies with symmetry, box size, and voxels in the Fourier shell. However, as identified by Sorzano et al. (2017) [45], this an almost arbitrarily chosen threshold that corresponds to an SNR of 0.4142, while a 1-bit threshold corresponds to an SNR of 1.

Apart from the discussion on the correct threshold, the FSC curve anyway is not an ideal tool to determine the resolution. First, the complete dataset is processed before the splitting it in equal halves. This means that the two half datasets are not fully independent and can carry some biases increasing the estimated resolution [53]. Secondly, the resolution estimate is not affected by isotropic filtering of the complete dataset [42,45]. When a low-pass filter is applied, meaning only the low spatial frequencies are left, the FSC curve stays the same and thus the same resolution estimate is obtained. Furthermore, the values of the resolution that the aforementioned criteria produce seem not differ greatly. In some specific cases, some criteria may function better than others but there is most likely
no perfect criterion. The behavior of the complete FSC curve is a better indicator of the quality of the reconstruction instead of an exact coordinate where it crosses the threshold value: the curve should stay as high as possible before it passes the chosen threshold value.

3.2. Spectral Signal-To-Noise Ratio

The spectral signal-to-noise ratio was first introduced for 2D reconstructions in 1987 [41] and, similar to the FSC, was sequentially extended for 3D reconstructions [42,43]. It is one of the easiest methods conceptually, as a similar criterion is also used in X-ray crystallography. However, it is not as simple as in X-ray crystallography because the signal in cryo-EM is significantly noisier. Additionally, both the amplitude and the phase of the wave are measured and both are affected by noise. Therefore, it is not possible to merely look at the intensities as in X-ray crystallography.

The SSNR is based on the assumption that the signal and noise are additive $F^T_k = F^T_k + N^k_n$, where $F^T_k$ is the signal, or more correctly the Fourier transform of the recorded signal in the microscope, $F^T_k$ is the unknown true signal without noise and $N^k_n$ is the added Gaussian noise which is unique for each image. The $n$ and $k$ denote the $n$-th projection at voxel $k$. Here, the SSNR for a shell with radius $r$ is

$$SSNR(r) = \frac{\sum_{k=1}^{n} |F^T_k|^2}{\sum_{k=1}^{n} \frac{1}{L_k} (\sigma_k)^2},$$

where $L_k$ denotes the amount of Fourier components per voxel and $\sigma_k$ is equal to $N^k_n$. This is the ratio of the energy of the signal and the energy of the noise, and it is adjusted with the size of the dataset. However, this cannot be known because $F^T_k$ cannot be known. Therefore, the SSNR is estimated using:

$$S(r) = \frac{\sum_{k=1}^{n} |P^k|^2}{\sum_{k=1}^{n} \frac{1}{L_k(L_k-1)} \sum_{n} |F^k_n - F^k|^2},$$

where subtraction of 1 is necessary to produce an unbiased estimate [42]. Once $S(r)$ becomes $< 1$, then the $SSNR(r)$ is made to be equal to 0. Here, $P^k$ is an estimator of $F^T_k$ with the relation being

$$F^T_k = \frac{1}{L_k} \sum_{n} P^k_n.$$  (11)

The SSNR indicates how consistent the input and the calculated map are. It does so by estimating the signal-to-noise ratio over the resolution of the map. The resolution of the density map can be defined when the SNR drops below a certain threshold usually 1, where the signal and noise have equal strength. A threshold of 1 corresponds to a 0.3–0.5 threshold of the FSC curve [42], so it could be too conservative as seen above. This is calculated by the relationship between SSNR and FSC [41,45],

$$SSNR = \frac{2FSC}{1 - FSC}.$$  (12)

However, this is only an approximation, not an inherent relationship of the two criteria. The approximation was made for stationary signals (signals whose frequency or spectral contents remain unchanged), but the signals in cryo-EM are not stationary. The main advantage of SSNR is that it does not require the dataset to be split in two random halves as is needed for the FSC, allowing one to use the entire dataset. Using the SSNR, one can calculate directional resolution of the density map, which can be used to reveal anisotropy in the dataset. At the basis of SSNR lies the assumption that the noise in each image is uncorrelated and random. Although this is generally the case for noise, it
can start correlating during alignment of the particles, and then SSNR tends to overestimate the true signal-to-noise ratio [53].

3.3. Fourier Neighbor Correlation

A relatively new method to determine the resolution of a cryo-EM density map is the Fourier neighbor correlation (FNC). It calculates the correlation of neighboring voxels in the Fourier image of the density map [44]:

$$FNC(r) = \frac{\sum_{p \in r} \sum_{h \in N(p)} F_p F_h^*}{\sqrt{\sum_{p \in r} \sum_{h \in N(p)} |F_p|^2 \sum_{p \in r} \sum_{h \in N(p)} |F_h|^2}}.$$ (13)

It compares one voxel ($F_p$) with its six closest neighbors ($F_h$) denoted by $N(p)$, where $r$ is the radius of the Fourier shell and $*$ denotes the complex conjugate. From the local correlation of the voxels, the resolution is estimated without splitting the dataset in halves.

The FNC is related to the SSNR and the SSNR is in turn related to the FSC (12). This allows one to estimate the FSC without splitting the dataset into two equal parts. Additionally, the FNC is less susceptible to noise overfitting than the FSC. For the FNC, only the density map is required to calculate the resolution, not the half maps or the raw experimental data. This allows one to recalculate the resolution of a density map downloaded from the PDB or EMDB. This is not always possible for the FSC, as it is not mandatory to deposit each half map when depositing a structure, although this is strongly advocated by the community. This also allows one to check the reported resolution with the deposited map, improving transparency. Calculating the FSC from FNC gives slightly higher resolutions than when the FSC is calculated directly using the gold standard method [54,55], but it might be overoptimistic for some reconstructions [56]. Overall, the FNC seems to be a good alternative method for calculating the FSC curve without having to split the dataset in halves or the availability of the experimental data (half maps) for the posterior analysis.

3.4. Local Resolution

In cryo-EM, unlike in X-ray crystallography, the calculated density map does not have the same resolution all over the map, i.e., it varies across the map. The single number obtained by application of any of those criteria discussed above gives a general estimate how reliable the experimental map is as a whole, but tells nothing about the reliability of a single voxel. In fact, as there is always some kind of heterogeneity coming from a specimen itself (e.g., as some parts of the molecule are more flexible) and/or as the result of imaging (radiation damage), data processing (e.g., small alignment errors [57]), etc., we need to estimate the local resolution of a map.

MonoRes and ResMap are the two most commonly used programs to determine the local resolution of a density map [58,59]. Both generate a colored density map, where the color gradient indicates the local resolution of the map. In ResMap the local resolution is defined by the smallest wavelength where its three-dimensional sinusoid is still detectable above the noise level at a given map voxel [59]. The main advantage of the given algorithm that it provides a robust false discovery rate control and that it accounts for data dependency between neighboring points [59]. MonoRes has a different approach: it uses the signal-to-noise ratio to determine the local resolution. This is done by decomposing the signal in a voxel using the Riesz transform [60]. From the decomposed signal, a monogenic signal is generated, defined as a signal without negative values or oscillations. Its amplitude at this spatial frequency can be compared to the monogenic signal of the noise, where the latter is estimated from the two half maps. MonoRes and ResMap generate maps with slightly different resolutions, yet the resulting resolutions are comparable. No user input is required when using MonoRes, as opposed to ResMap, which can increase reproducibility in the resulting resolutions [58]. MonoRes has been recently expanded to account for directionality (now named MonoDir), i.e., it additionally calculates the local resolution along a set of directions in 3D [61].
Importantly it requires only a final map without a need for the original particles or their assigned projection directions. Introduction of directionality in local resolution opens up the new possibilities for validation, e.g., by analyzing angular alignment errors and data anisotropy.

The local resolution map is the most useful map to view next to the map used in refinement and model building. It shows the viewer clearly which regions have better or worse defined density. Such a map is always recommended for inspection when looking at a cryo-EM-obtained structure.

4. Conclusions

The determination of resolution in X-ray crystallography and cryo-EM is not a trivial task. In both fields there is still ongoing (perhaps even never-ending) discussion what is the actual resolution at which any given structure is solved.

In X-ray crystallography, the main issue is what is the best threshold to truncate the data? In other words, to what extent the collected data still contains useful information. Traditionally, only data with the signal-to-noise ratio ≥2 and with the values of $R_{\text{merge}} \leq 40\%$ were used. However, this approach is outdated and barely justifiable (see above) and novel more robust criteria such as $\text{CC}_{1/2}$ and $\text{CC}^*$ shall be used to determine the resolution cut-off. However, there is no universal fixed value for this criteria, and one possible way to overcome this problem is to do so-called paired refinement to determine the actual best cut-off for a given dataset. Hopefully this approach will become standard practice in the near future.

In the cryo-EM field, the main discussion resolves around how to determine the actual resolution of a reconstruction. The most commonly used method is the ‘gold-standard’ FSC with a threshold of 0.143. Yet, the question remains whether this is the correct threshold and whether FSC is the most appropriate way to determine the resolution. The recently introduced FNC is a good alternative to FSC, as it is less susceptible to over-fitting and it can be calculated without splitting the data and hence in absence of half maps. This allows one to recalculate the resolution of the density map even after it has been deposited to the PDB or EMDB. Nevertheless, majority keeps using FSC which is far from ideal. To improve it, recently Steven Ludtke, proposed to add error bars to the FSC curve (Ludtke, personal communication). The advantage is that it would add an error margin to the resolution estimate using the FSC. Moreover, reporting the local resolution is always good practice as a single value of the resolution gives a rather poor description.

However, perhaps what is more important for any novice in the structural biology field is to realize that the resolution itself is a poor indicator of quality and that the end goal is not to show the highest resolution of one’s structure but to produce a structure as close describing the experimental data as possible.
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