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Abstract

Automatically generating natural language descriptions from an image is a challenging problem in artificial intelligence that requires a good understanding of the correlations between visual and textual cues. To bridge these two modalities, state-of-the-art methods commonly use a dynamic interface between image and text, called attention, that learns to identify related image parts to estimate the next word conditioned on the previous steps. While this mechanism is effective, it fails to find the right associations between visual and textual cues when they are noisy. In this paper we propose two novel approaches to address this issue – (i) a two stream attention mechanism that can automatically discover latent categories and relate them to image regions based on the previously generated words, (ii) a regularization technique that encapsulates the syntactic and semantic structure of captions and improves the optimization of the image captioning model. Our qualitative and quantitative results demonstrate remarkable improvements on the MSCOCO dataset setting and lead to new state-of-the-art performances for image captioning.

1. Introduction

Understanding the world around us via visual representations and communicating this extracted visual information via language is one of the fundamental skills of human intelligence. The goal of recreating a similar level of intellectual ability in artificial intelligence has motivated researchers from computer vision and natural language communities to introduce the problem of automatic image captioning. Image captioning, which is to describe the content of an image in a natural language, has been an active area of research and widely applied to image and video understanding in multiple domains. An ideal model for this challenging task must have two characteristics: understanding of the image content well and generating descriptive sentences which is coherent with the image content. Many image captioning methods [33] propose various encoder-decoder models to satisfy these needs where encoder extracts an embedding from the image and decoder generates the text based on the embedding. These two parts are typically built with a Convolutional Neural Network (CNN) and a Recurrent Neural Network (RNN) respectively.

One of the challenging questions in the encoder-decoder architectures is how to design the interface that controls the information flow between a CNN and RNN. While early work [33] employs a static representation for the interface such that a CNN compresses an entire image into a fixed vector and a RNN decodes the representation into natural languages sentences, this strategy is shown to perform poorly when the target sentence is long [3] and the image is reasonably cluttered [35]. Inspired from [3], Xu et al. [35] propose a powerful dynamic interface, namely attention mechanism, that identifies the relevant parts of the image embedding to estimate the next word. RNN model then predicts a word based on the context vector associated with the relevant image regions and the previously generated words. The attentional interface is shown to obtain significant performance improvements over the static one and since then it has become a key component in all state-of-the-art image captioning models [2, 28, 35, 23]. Despite this interface is substantially effective and flexible, it comes with an important shortcoming. Nevertheless visual representations that are learned by CNNs [13, 30, 15] have
been rapidly improving the state-of-the-art recognition performance in various image recognition tasks in the past few years, they can still be inaccurate when applied to noisy images and perform poorly to describe their visual content. Such noisy representations can lead to inaccurate associations between words and image regions and potentially drive a language model to poor textual descriptions. To address these shortcomings, we propose two improvements that can be used in the standard encoder-decoder based image captioning framework (Fig 1 shows how our model corrects the baseline captions).

First we propose a novel and powerful attention mechanism that can more accurately attend to relevant image regions and better cope with ambiguities between words and image regions. In particular, we introduce a two-stream attention interface that is reminiscent of [4, 17]. It automatically identifies latent categories that capture high-level semantic concepts based on visual and textual cues, as illustrated in fig 2. The two-stream attention is modeled as a neural network where each stream specializes in orthogonal tasks: the first one soft-labels each image region with the latent categories and the second one finds the most relevant region for each category. Then their predictions are combined to obtain a context vector that is passed to a decoder.

Second, inspired from sequence-to-sequence (seq2seq) machine translation methods [29, 24, 34, 12], we introduce a new regularization technique that forces the image encoder coupled with the attention block to generate a more robust context vector for the following RNN model. In particular, we design and train a novel seq2seq sentence auto-encoder model (“SAE”) that first reads in a whole sentence as input, generates a fixed dimensional vector, then the vector is further used to reconstruct the input sentence. SAE is trained to learn the structure of the input (sentence) space in an offline manner. Once it is trained, we freeze its parameters and incorporate only its decoder part (SAE-Dec) to our captioning model (“IC”) as an auxiliary decoder branch (see fig. 3). SAE-Dec is employed along with the original image captioning decoder (“IC-Dec”) to output the target sentence during training and removed in test time. We show that the proposed SAE-Dec regularizer improves the captioning performance for IC-Dec and do not bring any additional computation load in test time.

The remainder of the paper is structured as follows – section 2 discusses the related work, section 3.1 and section 3.2 introduce the proposed attentional interface and regularizer respectively, section 4 and 5 details the image captioning experiments on MSCOCO dataset [21] and discusses the results and section 6 concludes the paper.

2. Related Work

In the related work section, we first discuss the related attention mechanisms and then the use of knowledge transfer in image captioning models.

Attention mechanisms in image captioning. The pioneering work in neural machine translation [3, 25, 6] has shown that attention in encoder-decoder architectures can significantly boost the performance in sequential generation tasks. Visual attention is one of the biggest contributors to image captioning [11, 35, 2, 16]. Soft attention and hard attention variants for image captioning was introduced in [35]. Top down and bottom up self attention is effectively used in [2]. Attention over attention is used in recent work [16]. Interestingly, they use attention at both encoder and the decoder step of the captioning process. In comparison to these attention mechanisms, ours is significantly different due to three reasons. First, the traditional attention methods aims to find features or regions in an image that highly correlates with a word representation [2, 3]. In contrast, our two-stream attention uses latent class as semantic anchors to find relationship between word representations and image regions (features). Some image regions and word representations might be closer to one latent semantic class more than the others. The key difference is that both image regions and word representations predicts a scores for latent classes. We use these scores to obtain an soft attention weight to construct the context vector. Secondly, our attention mechanism uses two-stream approach to find most salient regions with respect to latent classes normalized over both latent classes and regions. Therefore, the neural structure and the attention mechanism is quite different from all prior work [35, 2, 16, 3].

Knowledge transfer in image captioning. It is well known that language consists of semantic and syntactic biases. We exploit these biases by first training a recurrent caption auto-encoder to capture those useful information using [29]. Our captioning auto-encoder is trained to reconstruct the input sentence hence decoder encapsulates structural, syntactic and semantic information of input captions. During captioning process we regularize the captioning RNN with the pretrained caption-decoder to exploit biases in the language domain. To the best of our knowledge,
no prior work has attempted such knowledge transfer in image captioning. Zhou et al. [38] encode external knowledge in the form of knowledge graphs using Concept-Net [22] to improve image captioning. The closest to ours is the work of [36] where they propose to generate scene graphs from both sentences and images and then encode the scene graphs to a common dictionary before decoding them back to sentences. However, generation of scene graphs from images itself is extremely challenging task. Besides obtaining an encoding for a graph is more challenging than obtaining a representation for sentences. Finally, we only propose to transfer syntactic and semantic information as a regularization technique during the image captioning process as an auxiliary loss. Our experiments suggest this simple idea leads to considerable improvements, specially in more structured measures such as CIDEr [31].

3. Method

We introduce our image captioning model with two-stream attention mechanism in section 3.1, a sequence-to-sequence sentence auto-encoder in section 3.2 and the integrated model in section 3.3.

3.1. Image Captioning with Two-Stream Attention

Our model takes a single raw image \( I \) and outputs a caption \( y \), as a sequence of \( y = (y_1, \ldots, y_S) \) where \( y_i \in \mathbb{R}^K \), \( K \) and \( S \) are the size of the vocabulary and length of the sentence (or caption) respectively.

We build our image captioning model on the standard encoder-decoder architecture [35] that uses a CNN as encoder and a Long Short-Term Memory (LSTM) network [14] as decoder. CNN takes an image and extracts \( R \) feature vectors \( v = \{v_1, \ldots, v_R\} \) using the previous output sequence as context where \( v_i \in \mathbb{R}^D \), \( D \) is the vision feature dimensionality. Note that each feature vector \( v_i \) is extracted from a different part of the corresponding image.

The LSTM generates one word at each time step by taking as input a context vector, the previous hidden state and the previously generated word. We depict an overview of our captioning model in fig 3(a). Our LSTM implementation closely follows the formulation in [31]. At a high-level, its dynamics can be written as

\[
\mathbf{h}^t = \text{LSTM}(E\mathbf{y}^{t-1}, \mathbf{c}^t, \mathbf{h}^{t-1}; \Theta_L)
\]  

where \( E \in \mathbb{R}^{m \times K} \) is a word embedding vector, \( m \) is the embedding dimensionality, \( h^t \in \mathbb{R}^n \) is the hidden state of the LSTM at time \( t \), \( n \) is the LSTM dimensionality, \( \Theta_L \) are the parameters of the LSTM. The vector \( \mathbf{c}^t \in \mathbb{R}^D \) is the context vector which is a linear combination of the feature vectors \( v \). \( \mathbf{c}^t \) is generated by the attention module which is explained next.

Here we introduce a novel attention mechanism that outputs \( \mathbf{c}^t \) for the given previous hidden state \( \mathbf{h}^{t-1} \):

\[
\mathbf{c}^t = f_{\text{att}}(v, \mathbf{h}^{t-1})
\]

where \( f_{\text{att}} \) is the attention function. We first review a commonly used such function, known as “soft” attention, which is proposed in [35]. It computes the context vector \( \mathbf{c}^t \) by feeding \( v \) and \( \mathbf{h}^{t-1} \) through a single layer neural network followed by a softmax function to weigh each of the \( R \) feature vectors with a relevance score:

\[
\alpha_i^t = \frac{\exp(z_i^t)}{\sum_{j=1}^R \exp(z_j^t)}
\]

where \( W_v \in \mathbb{R}^{D \times D} \) and \( W_h \in \mathbb{R}^{D \times n} \), \( w_h \in \mathbb{R}^p \) are the parameters to be learnt by the neural network and \( p \) is the dimensionality of \( w_h \). \( \alpha_i^t \) is the relevance weight for the feature vector \( v_i \). Now the context vector \( \mathbf{c}^t \) can be computed as:

\[
\mathbf{c}^t = \sum_{i=1}^R \alpha_i^t v_i
\]

Next we describe our attention mechanism as shown in Fig 3(b). Let’s assume that there exists \( C \) latent categories which capture certain semantic correlations between visual and textual features (e.g. running dog). As these latent categories are not known in prior, we propose to simultaneously identify the categories and the associations between these categories and image regions. To this end, we design a two-stream attention network that takes the previous hidden state of the LSTM \( \mathbf{h}^{t-1} \) and image features \( (v) \), and outputs a corresponding score \( \alpha_i^t \) for each \( v_i \). The two-stream network contains localization and classification streams.

Classification stream. This stream soft-assigns a latent category label to each image region for given the previous hidden state \( \mathbf{h}^{t-1} \) and \( R \) image feature vectors \( v \) by first...
mapping each \(v_i\) to a \(C\)-dimensional vector of latent category scores:
\[
q_i^t = W_{sc}v_i + W_{hc}h^{t-1}_i
\]
where parameters \(W_{sc} \in \mathbb{R}^{C \times D}\) and \(W_{hc} \in \mathbb{R}^{C \times n}\) are jointly learned along with other network parameters during training. \(q_i^t \in \mathbb{R}^C\) is latter passed through a softmax operator:
\[
\hat{q}_{ij}^t = \frac{\exp(q_{ij}^t)}{\sum_{k=1}^C \exp(q_{ik}^t)}
\]

**Localization stream.** This stream performs localization by finding the most discriminative image regions for a given category:
\[
r_i^t = W_{sl}v_i + W_{hl}h^{t-1}_i
\]
where parameters \(W_{sl} \in \mathbb{R}^{C \times D}\) and \(W_{hl} \in \mathbb{R}^{C \times n}\) are jointly learned along with other network parameters during training. \(r_i^t \in \mathbb{R}^R\) is later passed through a softmax operator:
\[
\hat{r}_{ij}^t = \frac{\exp(r_{ij}^t)}{\sum_{k=1}^R \exp(r_{ik}^t)}.
\]
Note that similar two-stream architectures can be found in \cite{jang2015recurrent, lee2015learning} where the goal is to learn detecting instances of certain object categories with image-level labels. Our attention differs in two aspects: (1) By contrast, our categories are latent and automatically discovered during training. (2) Our localization is conditioned on the previously generated words via \(h^{t-1}_i\) such that localized image regions vary at different time steps.

From the above equations, we compute \(\alpha_i^t\) by element-wise multiplying \(\hat{q}_{ij}^t\) and \(\hat{r}_{ij}^t\) and then summing over the latent classes to get the attention weights.
\[
\alpha_i^t = \sum_{j=1}^C \hat{q}_{ij}^t \cdot \hat{r}_{ij}^t.
\]
Given this \(\alpha_i^t\), we can compute the context vector as in eq. (5).

### 3.2. Sentence Auto-Encoder (SAE)

Encoder-decoder methods \cite{kim2018dual} \cite{li2018unsupervised} \cite{rao2014learning} are widely used for translating one language to another. In this framework, an encoder RNN encodes the input sequence, a sequence of vectors \(x = (x_1, ..., x_s)\) into a vector \(c\) and a decoder RNN generates a sequence of words \(y = (y_1, ..., y_T)\) in the target language, where \(x_i\) and \(y_i\) are the size of the vocabulary and length of the input and output sentence respectively. When the input and target output sentences are the same, these models function as autoencoders, by encoding an entire sentence into a vector in a low dimensional space \((e.g. 512)\), and then using it to reconstruct the input sentence. The encoder-decoder have been employed for unsupervised training in text classification \cite{mikolov2010recurrent} and machine translation \cite{bahdanau2014neural} in the past few years. In this paper, our focus is to show that auto-encoder can learn the structure of the caption space and its decoder can be further added as a regularizer to a multi-modal network for image captioning.

Our model for sentence reconstruction is a basic encoder-decoder neural network architecture \cite{rao2014learning}. The encoder is a Gated Recurrent Unit (GRU) \cite{cho2014properties} which takes as input the word at each time-step, \(x^t\) and the previous hidden state \(h^{t-1}_E\) to update \(h^t_E\):
\[
h^t_E = \text{GRU}_{E}(x^t, h^{t-1}_E; \Theta_E)
\]
where \(\text{GRU}_E\) denotes the GRU encoder, \(\Theta_E\) are the learnable parameters. We call the last hidden state of the encoder GRU as “summary vector”, as it encodes an entire sentence. We use this vector to initialize the first hidden state \(h^0_D\) of the decoder GRU. The decoder GRU predicts a word \(y^t\) at each time-step \(t\) using the previous generated word and the hidden state at that time step, \(h^t_D\):
\[
h^t_D = \text{GRU}_{D}(E_D y^{t-1}, h^{t-1}_D; \Theta_D)
\]
where \(y \in \mathbb{R}^K, E_D \in \mathbb{R}^{m \times K}\) is a word embedding matrix, \(m\) is the embedding dimensionality, \(\Theta_D\) are the learnable parameters. We train this auto-encoder model to learn reconstructing the input sequence by using the cross-entropy loss between the generated word from \(\text{GRU}_D\) and the correct word at each time step.

A stochastic variation of the vanilla sentence auto-encoders is denoising autoencoders \cite{vincent2010stacked} which are trained to both encode the input but also undo the effect of a corruption process stochastically applied to the input of the autoencoder. This not only make the encoder robust to partial

---

**Figure 4:** Overview of our proposed Image Captioning Decoder with the Sentence Auto-Encoder (SAE) - Decoder. The top half of the model shows the pre-training of our SAE. Once that model is pre-trained, we remove the SAE-decoder and add it as an auxiliary branch to our two-stream attention image captioning decoder (the bottom half). This model achieves remarkable performances both qualitatively and quantitatively.
corruption of the input but also makes the decoder invariant to the resulting noisy encoder output. To inject stochasticity, we drop each word in the input sentence with a probability of 50% to reduce the contribution of a single word on the semantics of a sentence. This helps the decoder to reconstruct input sequence even when the summary vector has less semantic information from the input. Note that we train the auto-encoder models separately from the image captioning model. We explain the training details of the model in the next section.

3.3. Learning to Caption

In this section, we explain how the decoder of the SAE is incorporated to the training of the image captioning model, as shown in fig. 4. In train time, our model takes an image as input and generate two captions by using two separate decoders. The first caption is obtained by following pipeline as explained in section 3.2: a pretrained CNN takes an image, encodes it into a feature vector and then the two-stream attention LSTM generates a sentence for the given feature vector. We denote its output as $y_t$. For generating the second caption, we use the decoder of the SAE (GRU$D$) which takes its input not from the SAE encoder (GRU$E$) but from the hidden state vector of the two-stream attention LSTM $h^*$ at time step $t$. The idea is that GRU$D$ regulates the LSTM to use the learned structure of the sentence space by the autoencoder model. We denote this caption as $y_G$. In the training phase, the loss is computed from both the output sequences and our model is optimized as follows:

$$\arg\min_\Omega \lambda L(y^*, y_t) + (1 - \lambda) L(y^*, y_G) \quad (9)$$

where $L = -\sum_{t=1}^T \log p(y_t^* | y^{1:t-1})$ is the cross-entropy loss for both to measure the word-wise difference between the generated sequences and the original input. $\lambda$ denotes a loss balancing hyperparameter. $\Omega$ are the parameters of our model that we explain in more details below.

During training of this combined objective function, we have two settings: (1) we set the parameters of the SAE decoder $\Theta_D$ to the weights of the pre-trained SAE decoder and freeze them while optimizing eq. (9) for the LSTM parameters only, i.e. $\Omega = \{\Theta_L\}$; (2) we set the parameters of the SAE decoder $\Theta_D$ to the weights of the pre-trained SAE decoder but now fine-tune them along with the LSTM parameters, i.e. $\Omega = \{\Theta_L, \Theta_D\}$. Results and experimental details are discussed in section 4.3 and section 5.

Noted that another intuitive way of exploiting the information from the pre-trained SAE model is to bring the representations from the captioning decoder closer to the encodings of the SAE encoder by minimizing the Euclidean distance between the hidden state from the SAE encoder and the hidden state from the captioning decoder at each time-step. However, in our preliminary experiments, we found this setting too restrictive on the learned hidden state of the LSTM. In the next sections, we discuss our experiments and results on various settings of our captioning model.

4. Experiments

4.1. Datasets

Microsoft COCO Dataset. Our models are evaluated on the standard MSCOCO 2014 image captioning dataset [21]. For fair comparisons, we use the same data splits for training, validation and testing as in [18] which have been used extensively in prior works. This split has 113,287 images for training with 5 captions for each image and 5k images for validation and testing respectively also with 5 captions for each image. We perform evaluation on all relevant metrics for generated sentence evaluation - CIDEr [31], Bleu [26], METEOR [10] and, ROUGE-L [20].

4.2. Implementation Details

For training our image captioning model, we compute the image features based on the Bottom-Up architecture proposed by [2], where the model is trained using a Faster-RCNN model [27] on the Visual-Genome Dataset [19] with object and attribute information. These features have $R$ regions and $D$ dimensions, where $R$ and $D$ is 36 and 2048 respectively as proposed in [2]. These 36 $\times$ 2048 image features remain consistent throughout our experiments.

4.3. Experimental Setup

Sentence Auto-Encoder. The Sentence Auto-encoder is trained offline on the MSCOCO 2014 captioning dataset [21] with the same splits as discussed in section 4.1. For the architecture, we have a single layer GRU for both the encoder and the decoder. The word embeddings are learned with the network using an embedding layer and the dimension of both the hidden state and the word embeddings is 1024. During training, the decoder is trained with teacher-forcing with a probability of 0.5. For inference, the decoder decodes till it reaches the end of caption token. The learning rate for this network is 2e-3 and it is trained using the ADAM optimizer.

Image Captioning Decoder with Sentence Auto-Encoder. In the image captioning model, the hidden state of the LSTM is fixed to 1024, the word embeddings are trained with the model with a dimension of 1024. While training the captioning model together with the SAE-decoder, we jointly learn an affine embedding layer (dimension 1024) by combining the embeddings from the image captioning decoder and the SAE-decoder. The SAE-decoder is initialized with the hidden state of the image captioning decoder. We experimentally evaluate our
models by initializing with the last hidden state and the first hidden state. Results for all the settings are discussed in section 5. During inference, we use beam search to generate captions from the captioning decoder using a beam size of 5. For training the overall objective function as given in Equation 9, the value of $\lambda$ is initialized by 0.7 and grows by a rate of 1.1 every 5 epochs until it reaches a value of 0.9. We use the ADAM optimizer with a learning rate of 2e-3. Our codes are implemented using PyTorch [1] and will be made publicly available.

5. Image Captioning Results

Two-Stream Attention. Table 1 depicts the results for the two-stream attention model that is described in section 3.1. Soft-attention is used as a baseline and corresponds to the attention mechanism in [35] with the difference that image regions are obtained from the method of [2]. We replace this attention mechanism with our proposed one and evaluate its performance for different number of latent categories ($C$). The models with latent categories 64, 128 and 256 outperform the baseline, setting $C$ to either of 128 and 256 result in significant improvements. The higher CIDEr score for 128 shows the model's capability to generate more descriptive human-like sentences. Figure 6 shows a qualitative comparison over the baseline and our attention with 128 and 256 latent categories and illustrates that our models better localize related regions (e.g. scissors and bottle) for given word context. We also observe that the model with 256 categories successfully localizes more subtle semantics such as “holding”.

As we increase the latent categories from 128 to 256, we predict more words as is evident from the higher Bleu scores, but relatively shorter sentences (lower CIDEr by a margin of 0.41%). We also observe that setting $C$ too high, 512 degrades the performance, possibly, due to overfitting to the train images. The results from our two-stream attention network helps to find the “best” latent class dimension for our Two-Stream Image Captioning Decoder with SAE-decoder shown in Figure 4.

Sentence Auto-Encoder. Figure 5 reports the reconstruction loss of Vanilla-SAE and Denoising-SAE on the test set. Given the inputs words are not corrupted, the vanilla model outperforms the denoising one in both metrics. This is expected as the denoising model is only trained with corrupted input sequences. The loss for both the Vanilla and Denoising SAE start from a relatively high value of approximately 0.8 and 0.4 respectively, and converge to a significantly low error of 0.1 and 0.2. For a better analysis, we also compute the Bleu-4 metrics on our decoded caption against the 5 ground-truth captions. As reported in table 2, both models obtain significantly high Bleu-4 scores. This indicates that an entire caption can be compressed in a low dimensional vector (1024) and can be successfully reconstructed. In the next discussions, we show that they are effective to be used as a regularizer in our image captioning model.

Image Captioning Decoder with SAE-Decoder. Table 3 reports results for our full image captioning model with SAE decoder as shown in fig. 4. As discussed in section 5.1, SAE decoder (parameters defined by $\Theta_D$) is initialized with the hidden state of the image captioning decoder. During training, we test different settings of how the SAE decoder would perform.
Table 3: Image captioning performance on the Karpathy test split of the MSCOCO 2014 caption dataset [21]. FT denotes fine-tuning ΘD. Our two-stream attention model (without SAE) performs better than the baselines in almost every metric. Our final image captioning decoder with the SAE decoder significantly improves over the baselines by 2-5% across all the metrics. These results are evaluated over the captions generated only from the image captioning decoder (by removing the auxiliary SAE decoder).

Figure 6: Illustrations of attention weights over the 36 image regions for soft attention, two-stream attention with 128 and 256 latent categories.

is trained with the image captioning decoder: (1) Vanilla vs Denoising SAE, (2) \( h^{\text{first}} \) vs \( h^{\text{last}} \), whether the SAE decoder is initialized with the first or last hidden state of the LSTM decoder, (3) Frozen vs Finetune, the parameters of GRU_D (ΘD) either get updated or not when trained with the image captioning model (in both cases the parameters are initialized with the weights of the pre-trained Vanilla or Denoising SAE decoder).
In this paper, we have introduced two novel methods for image captioning that can be used with the encoder-decoder models and improve them substantially. The first method improves over the standard soft attention mechanism by using latent categories that are automatically learned and associated with each image part with a two-stream network. The second one is a decoder network that is pretrained in an autoencoder framework to learn the structure of the caption space and is plugged into the image captioning model during training to regulate its training. We show that an image captioning model contains the proposed attention mechanism and trained with the regularizer network achieves remarkable improvement over the previous image captioning methods. As future work, we plan to further investigate potential use of label space structure learning for other challenging vision tasks.
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