Quantum supremacy and quantum phase transitions
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Demonstrating the ability of existing quantum platforms to perform certain computational tasks intractable to classical computers represents a cornerstone in quantum computing. Despite the growing number of such proposed “quantum supreme” tasks, it remains an important challenge to identify their direct applications. In this work, we describe how the approach proposed in Ref. [arXiv:2002.11946] for demonstrating quantum supremacy in generic driven analog many-body systems, such as those found in cold atom and ion setups, can be extended to explore dynamical quantum phase transitions. We show how key quantum supremacy signatures, such as the distance between the output distribution and the expected Porter Thomas distribution at the supremacy regime, can be used as effective order parameters. We apply this approach to a periodically driven disordered 1D Ising model and show that we can accurately capture the transition between the driven thermalized and many-body localized phases. This approach also captures the transition towards the Floquet prethermalized regime for high-frequency driving. Revisiting quantum phases of matter under the light of the recent discussions about quantum supremacy draws a link between complexity theory and analog many-body systems.

I. INTRODUCTION

Recent experimental developments [1–5] have made the first steps toward demonstrating the ability of noisy intermediate-scale quantum (NISQ) devices [6] to perform certain computational tasks intractable to classical computers [5, 7, 11, 17]. Early proposals to demonstrate this so-called quantum supremacy include sampling from random superconducting circuits [10, 11, 18] and boson sampling on photonic platforms [5, 13, 14]. Despite being an important milestone for quantum computation in the NISQ era, extending the proposed computational tasks to address real-world problems remains an open challenge. This is particularly true in the context of sampling from quantum random circuits where any practical applications remain elusive. For example, the randomness required in such circuits makes them in principle unsuitable for medium- to large-scale variational quantum algorithms [19], thus greatly limiting their applications in near-term quantum chemistry [20, 21], material sciences [22] and quantum machine learning [23].

More recently, the computational task of sampling from generic closed periodically-driven quantum many-body systems has also been proposed to demonstrate quantum supremacy [24]. This opens the road for a plethora of analog based quantum simulators on periodically driven cold atoms and ions to be used for such tasks. The computational complexity of sampling from such dynamics is intimately related to the ability of the closed system to thermalize under the combined influence of interactions and the external drive. Once thermalised, the associated temperature is effectively infinite resulting in a quantum evolution capable of exploring its entire Hilbert space [27, 30]. This is in contrast with the driven many-body localized (MBL) phase where the presence of disorder prevents the system to thermalize and limits the quantum evolution to a restricted portion of the Hilbert space [28, 34]. Efficient theoretical representations exploiting this fact suggests that the sampling from MBL dynamics is tractable to classical computers [35, 37]. Therefore, the experiment we proposed in Ref. [24] to achieve quantum supremacy can be interpreted as a protocol to probe how much of the Hilbert space has been explored under specific driven quantum dynamics. This ability of tuning in and out of the chaotic evolution underlying the thermal phase by controlling the level of disorder has already been exploited as a potential application in the context of quantum machine learning [35].

In this work, we describe how the quantum supremacy experiment proposed in Ref. [24] can be extended to probe the phase diagram of periodically-driven disordered many-body systems. More specifically, we propose utilising key quantum supremacy signatures as order parameters, such as the Kullback-Leibler divergence (KLD) [39] between the output probability distribution and the Porter-Thomas (PT) distribution [40]. The one to one matching in the behaviour of these two distributions is a strong indication that the system is capable of exploring its entire Hilbert space [10] and thus intimately related to the computational complexity of the sampling task [11]. Therefore, such order parameter offers additional insights into the dynamics compared to the mea-
and consists of a periodically-driven Ising chain with disordered onsite energies. The corresponding Hamiltonian reads $H(t) = H_0 + H_d(t)$, where

$$H_0 = \sum_{i=1}^{L} h_i \sigma^z_i + B_0 \sum_{i=1}^{L} \sigma^x_i + J \sum_{i=1}^{L-1} \sigma^z_i \sigma^z_{i+1},$$

$$H_d(t) = \delta B \cos(\omega t) \sum_{i=1}^{L} \sigma^x_i.$$  

Here $\sigma^x_i$ ($\sigma^z_i$) is the $x$ ($z$) Pauli matrix acting on the $i$th spin of an open chain of $L$ total sites, $J$ represents the nearest-neighbour interaction strength and $B(t) = B_0 + \delta B \cos(\omega t)$ represents a periodic magnetic field along the $z$-axis of frequency $\omega \equiv 2\pi/T$. We consider disordered static magnetic fields along the $z$-axis with strengths $h_i \in [-W/2, W/2]$ being drawn from a uniform distribution ranging from $-W/2$ to $W/2$. Importantly, for finite disorder $W \neq 0$ the Hamiltonian at different times $t_1$ and $t_2 \neq t_1 + nT$ with $n \in \mathbb{Z}$ do not commute, i.e. $[H(t_1), H(t_2)] \neq 0$, and the contribution from the drive averages to zero over a period, i.e. $1/T \int_0^T H_d(t) dt = 0$.

The time evolution over a driving period is described by the unitary operator

$$\hat{U} = \mathcal{T} \exp \left[ -i \int_0^T \hat{H}(t) dt \right] = \exp \left[ -i \hat{H}_F T \right],$$

where $\mathcal{T}$ is the time-ordering operator. The time-independent Hamiltonian $\hat{H}_F$ is known as the Floquet Hamiltonian and fully describes the dynamics at stroboscopic times $t_n = nT$. While a specific form of the Ising model is studied in this work, the results obtained can be generalized for other driven many-body systems such as Bose-Hubbard model or different variations of the Ising spin model. All together, such driven systems have been experimentally implemented in various quantum platforms including superconducting circuits [2], cold atoms [25 47 48] and trapped ions [26].

![Schematic of a periodically driven quantum Ising chain with nearest-neighbor interactions and disordered onsite energies.](image)

**FIG. 1.** Schematic of a periodically driven quantum Ising chain with nearest-neighbor interactions and disordered onsite energies.

**II. QUANTUM PHASES IN DRIVEN DISORDERED ISING SPIN CHAINS**

**A. Model**

The particular model we consider is sketched in Fig. 1 and consists of a periodically-driven Ising chain with disordered onsite energies. The corresponding Hamiltonian reads $H(t) = H_0 + H_d(t)$, where

$$H_0 = \sum_{i=1}^{L} h_i \sigma^z_i + B_0 \sum_{i=1}^{L} \sigma^x_i + J \sum_{i=1}^{L-1} \sigma^z_i \sigma^z_{i+1},$$

$$H_d(t) = \delta B \cos(\omega t) \sum_{i=1}^{L} \sigma^x_i.$$  

Here $\sigma^x_i$ ($\sigma^z_i$) is the $x$ ($z$) Pauli matrix acting on the $i$th spin of an open chain of $L$ total sites, $J$ represents the nearest-neighbour interaction strength and $B(t) = B_0 + \delta B \cos(\omega t)$ represents a periodic magnetic field along the $z$-axis of frequency $\omega \equiv 2\pi/T$. We consider disordered static magnetic fields along the $z$-axis with strengths $h_i \in [-W/2, W/2]$ being drawn from a uniform distribution ranging from $-W/2$ to $W/2$. Importantly, for finite disorder $W \neq 0$ the Hamiltonian at different times $t_1$ and $t_2 \neq t_1 + nT$ with $n \in \mathbb{Z}$ do not commute, i.e. $[H(t_1), H(t_2)] \neq 0$, and the contribution from the drive averages to zero over a period, i.e. $1/T \int_0^T H_d(t) dt = 0$.

The time evolution over a driving period is described by the unitary operator

$$\hat{U} = \mathcal{T} \exp \left[ -i \int_0^T \hat{H}(t) dt \right] = \exp \left[ -i \hat{H}_F T \right],$$

where $\mathcal{T}$ is the time-ordering operator. The time-independent Hamiltonian $\hat{H}_F$ is known as the Floquet Hamiltonian and fully describes the dynamics at stroboscopic times $t_n = nT$. While a specific form of the Ising model is studied in this work, the results obtained can be generalized for other driven many-body systems such as Bose-Hubbard model or different variations of the Ising spin model. All together, such driven systems have been experimentally implemented in various quantum platforms including superconducting circuits [2], cold atoms [25 47 48] and trapped ions [26].

**B. Phases and level-statistics**

Depending on the disorder strength $W/J$ and driving frequency $\omega/J$, the system can be in three distinct regimes [28 34]. At low disorder strengths, the system thermalizes under its own dynamics if given enough time and follows the eigenstate thermalization hypothesis [28]. Under the assumption that the system can be considered closed over the entire process, the constant energy input provided by the drive leads to an effective temperature that is infinite [27 30]. The time-scale over which this thermalization process takes place strongly depends on the drive frequency [28 47]. For low-frequency drives, the system can efficiently respond and rapidly reaches this infinite-temperature limit corresponding to what is known as the driven thermalized phase [27 30]. In the case where the driving frequency exceeds all relevant energy scales of the system however, the time required for
thermalizing can be greatly extended leading to a long-lived prethermalization regime \cite{28, 47}. Finally, in presence of large disorders, the system fails to thermalize at any time and is said to be in the driven MBL phase \cite{29, 30, 34}. The two phases and the prethermalized regime are depicted in Fig. 2 (a).

One of the standard approach to distinguish the different phases is based on the notion of level statistics of the unitary operator $\hat{U}$ \cite{27, 31}. Let $|\phi_n\rangle$ be an eigenstate of the Floquet Hamiltonian with eigenvalue $\epsilon_n$, i.e. $\hat{H}_F|\phi_n\rangle = \epsilon_n|\phi_n\rangle$, it follows that

$$\hat{U} = \sum_n e^{i\theta_n}|\phi_n\rangle\langle\phi_n|,$$

where $\theta_n = \epsilon_n T$ modulo $2\pi$. The level statistics is defined as the normalized distribution $\text{Pr}(r)$ of the level spacing

$$r_n = \min(\delta_n, \delta_{n+1}),$$

with $\delta_n = \theta_{n+1} - \theta_n$ and $\theta_{n+1} \geq \theta_n$.

In the driven thermalized phase, the level statistics of $\hat{U}$ coincides with the circular orthogonal ensemble (COE) statistics, given by

$$\text{Pr}_{\text{COE}}(r) = \frac{2}{3} \left[ \frac{\sin \left( \frac{2\pi r}{r+1} \right)}{2\pi r^2} + \frac{1}{(r+1)^2} + \frac{\sin \left( \frac{2\pi}{r+1} \right)}{2\pi r} \right].$$

This result means that, from a statistical point of view, a generic $\hat{U}$ associated with this phase is equivalent to a unitary matrix randomly sampled from the complete ensemble of unitaries that conserves the time-reversal symmetry \cite{49}. The fact that $\text{Pr}_{\text{COE}}(0) = 0$ indicates phase repulsion and thus correlations between the different eigenstates. A COE evolution in low-frequency driven systems is an indicator of thermalization to infinite temperatures \cite{27}.

The scenario is completely different for systems in the driven MBL phase where the level statistics is described by a Poisson distribution \cite{33},

$$\text{Pr}_{\text{POI}}(r) = \frac{2}{(1+r)^2}. \quad (7)$$

This time, $r = 0$ corresponds to the peak of $\text{Pr}_{\text{POI}}(r)$ indicating a high level of degeneracies in the MBL phase. This absence of phase repulsion is intuitive as spatially distant localized eigenstates are uncorrelated.

In the limit where the driving frequency exceeds all relevant energy scales of the system, a slightly different interpretation of the level statistics is required. This comes as all phases $\theta_n = \epsilon_n T < 2\pi$ (for $\omega > \max|\epsilon_n|$) become strictly linearly related to the eigenenergies of $\hat{H}_F$ so that the statistics of $\hat{U}$ must coincide with the statistics of $\hat{H}_F$.

In addition, for $\omega \to \infty$, $\hat{H}_F \to \hat{H}_0$ (see section IV C) and one should expect to recover the statistics of the undriven Ising model as the frequency increases. Similar to the driven case, $\hat{H}_0$ has two distinct phases: the MBL phase for large disorder and the finite-temperature thermalized phase for weak disorder. While the undriven MBL still leads to the Poisson statistics, $\text{Pr}(r)$ of the undriven thermalized phase follows the Gaussian orthogonal ensemble (GOE),

$$\text{Pr}_{\text{GOE}}(r) = \frac{27}{4} \frac{r + r^2}{(1 + r + r^2)^{5/2}}, \quad (8)$$

which corresponds to the ensemble of matrices with independent normal random variables as elements and subjected to the orthogonality constraint \cite{49}. This high frequency limit is known as the prethermalization regime and we note that in the thermodynamics limit, the energy spectrum of the system becomes infinite so that the driving frequency required to reach this regime also becomes infinite.

In Fig. 2 we show the level statistics as a function of the drive frequency $\omega/J$ and the disorder strength $W/J$ for an Ising chain of $L = 9$. The results are obtained by exactly diagonalizing $\hat{U}$ of Eq. (3) over 100 disorder realizations for each data point. In panels (a)-(c), we show the mean value of level spacing $(\langle r \rangle_{\text{COE}}$ as a metric to characterize the different phases and compare it to the values obtained in the COE $(\langle r \rangle_{\text{COE}} \approx 0.527)$, the POI $(\langle r \rangle_{\text{POI}} \approx 0.386)$ and the GOE $(\langle r \rangle_{\text{GOE}} \approx 0.336)$. We distinguish the three distinct regimes of the driven dynamics and explicitly show the transition from driven thermalized to driven MBL phases as we increase $W/J$ with fixed $\omega/J$ in panel (b) and from driven thermalized phase to prethermalization regime as we increase $\omega/J$ with fixed $W/J$ in panel (c). In panels (d)-(f), we show $\text{Pr}(r)$ obtained from $\hat{U}$ in these three regimes where it coincides with their respective statistical ensembles. Finally, we also compute the level statistics of the unitary operator produced by only considering the undriven Hamiltonian $\hat{H}_0$, i.e. $\hat{U}_0 = \exp -i\hat{H}_0T$, and compare it to the exact results corresponding to the same frequency $\omega = 2\pi/T$. As expected, $(\langle r \rangle_{\text{COE}}$ and $(\langle r \rangle_{\text{POI}}$ converge as $\omega/J$ increases. We note that in absence of disorder, $W \to 0$, the system evades thermalization for any driving frequencies. This comes as the dynamics described by Eq. 1 with $W = 0$ is equivalent to a non-interacting fermionic system \cite{50}.

### III. QUANTUM SUPREMACY IN DRIVEN ANALOG MANY-BODY SYSTEMS

In this section, we discuss the computational complexity of sampling from quantum states evolving under the dynamics associated with the different regimes discussed above. We begin by briefly reviewing the formal evidences presented in Ref. \cite{24} which suggests that such a task is classically intractable in the driven thermalized...
We define the exact probability of measuring the basis state $|z\rangle = \otimes_{i}^{L} |z_{i}\rangle$ after $m$ driving cycles as $p_{m}(z) = \langle |z\rangle |\psi_{m}\rangle^{2}$, where $\hat{\sigma}_{i}^{z} |z_{i}\rangle = z_{i} |z_{i}\rangle$ is the eigenstate of the single-qubit Pauli $z$ matrix acting on site $i$ and where $|\psi_{m}\rangle = (\hat{U})^{m} |\psi_{0}\rangle$. The initial state $|\psi_{0}\rangle$ is assumed to be a product state. The computational task considered here is the sampling of output bitstrings $z$ from $p_{m}(z)$ up to (realistic) additive errors. More precisely, it requires to produce a sampler $C$ capable of providing bitstrings from a distribution $q(z)$ that is additively closed to the exact distribution $p_{m}(z)$, i.e.

$$\sum_{z} |p_{m}(z) - q(z)| \leq \beta_{0},$$

where $\beta_{0}$ is a small positive constant. The sampler $C$ can be either constructed by a quantum or a classical device. Quantum-mechanically, this can be achieved by performing projective measurements on an analog quantum simulator capable of reproducing the exact driven Hamiltonian. The difference between $q(z)$ and $p_{m}(z)$ can be kept small if the noise from the environment and imperfections in the controls remains sufficiently low.

Producing this sampler $C$ with a classical computer is however not as natural and strong analytical evidence suggests that, given that $\hat{U}$ follows the COE statistics, it is classically intractable [24]. One of the key features that ensures this computational complexity is the fact that the associated quantum dynamics anti-concentrates [51]. Mathematically, this means that the distribution of the output probabilities $p_{m}(z)$ respects the condition

$$\Pr(p_{m}(z) > \delta/N) \geq \gamma,$$

for all possible $z$. Here $\delta$ and $\gamma$ are positive constants, $N = 2^{L}$ is the dimension of the Hilbert space, and the distribution is computed over all experimentally implementable unitaries $\{\hat{U}\}$. Equation (10) ensures that most of the basis states have non-zero probability of being measured. Following the anti-concentration condition, one can show that if $\hat{U}$ follows the COE, the existence of any efficient classical sampler $C$ would imply the collapse of the complexity hierarchy to the third level [11].

FIG. 2. Level statistics of the driven disordered Ising spin chain. (a) Average level spacing $\langle r \rangle_{0}$ of the full unitary $\hat{U}$ as a function of the disorder strength $W/J$ and the driving frequency $\omega/J$ for $L = 9$ and $B_{0} = -8B = 1.25J$. The three limiting statistics are indicated in white and the solid black line represents $\langle r \rangle_{0} = 0.51$. (b) A cut along the frequency $\omega = 8J$ (vertical dashed line in (a)) shows $\langle r \rangle_{0}$ as a function of $W/J$ and captures the phase transition from driven thermalized to the driven MBL. (c) A cut along $W = 4J$ [horizontal dashed line in (a)] captures the transition as a function of $\omega/J$ from the driven thermalized phase to the prethermalized regime. The red triangles represent the mean value $\langle r \rangle_{0}$ computed only considering the evolution under $H_{0}$ for a time $t = 2\pi/\omega$. (d)-(f) Full distribution $\Pr(r)$ for the driven thermalized phase ($W = 4J, \omega = 4.2J$) following the COE, MBL phase ($W = 30J, \omega = 8J$) following POI and the prethermalization regime ($W = 4J, \omega = 20.1J$) converging towards the GOE respectively. In (d), the statistics of $\hat{U}$ and $\hat{U}_{0}$ drastically differ while they converge in (f); contrasting the importance of the the multi-body long-range interaction induced by the drive at different $\omega$. Each data point results from 100 disorder realizations.
B. Computational complexity of the MBL phase and the prethermalization regime

In the MBL phase, only a small fraction of the Hilbert space near the initial state is explored. Consequently, given an initial product state, $|\psi_0\rangle = \otimes |\uparrow\rangle$, only a limited number of output bitstrings can be measured after the quantum evolution and the anti-concentration condition can never be satisfied (see Appendix A for more details). Consequently, the existence of a classical sampler $C$ capable of providing bitstrings from a distribution additively closed to $p_m(z)$ is not prohibited by the accepted hierarchy of the complexity classes.

The more involved question of whether the simulation of the MBL dynamics is classically intractable or not has already been studied extensively \[33-37\] and the answer lies in the properties of the bipartite entanglement entropy. For an isolated system described by $|\Psi\rangle$, the bipartite entanglement entropy $S_B$ is obtained by dividing the system into two subsystems $S$ and $B$ and calculating the von Neumann entropy of one of the reduced density matrix, i.e., $S_B = -\text{Tr}_B(\hat{\rho}_S \log_2 \hat{\rho}_S)$ with $\hat{\rho}_S = \text{Tr}_B(|\Psi\rangle\langle\Psi|)$. In the MBL phase, all eigenstates of $\hat{U}$ obey the “area law” \[34\], meaning that $S_B$ is independent of the subsystem size in 1D systems. This property suggests an efficient classical representation using matrix product states (MPS) with low bond dimensions and the use of density matrix renormalization group (DMRG) techniques \[37, 52\]. Moreover, given an initial product state, the entanglement entropy evolves logarithmically in time \[55\]. Both properties force an efficient MPS representation to fail. On the other hand, the fact that the output distribution does not follow the PT distribution leaves uncertain whether or not the output distribution anti-concentrates \[see Eq. (10)\]. The complexity class associated with sampling from a quantum state in the prethermalized regime thus remains unclear.

IV. QUANTUM PHASES FROM SUPREMACY SIGNATURES: A NEW ORDER PARAMETER

Now that we have presented the different phases and discussed the computational complexity to sample from
their dynamics, we analyse how quantum supremacy signatures, here taken to be the KLD to PT, can be directly used to probe the dynamical phase diagram of the driven Ising chain. The motivation is not only to provide an alternative order parameter, compared to the mean level spacing \( \langle r \rangle \) and the population imbalance for example, but also to revisit these phase transitions from a computational complexity point of view.

A. Phase diagram

The protocol consists of initializing the system in a product state \(| \psi_0 \rangle = \otimes_i | \uparrow \rangle \), letting it evolve for \( m = 10 \) driving cycles and compute its output probability distribution \( \text{Pr}(p) \) with \( p = p_m(z) \). We repeat the procedure for 100 disorder realizations and average the results. In Fig. 4 (a), we construct a “phase diagram” from the KLD of the output distribution to PT as a function of the disorder strength \( W/J \) and the drive frequency \( \omega/J \). The solid black lines represent the parameter boundaries with \( \langle r \rangle = 0.51 \) as in Fig. 2 for easier comparison. From the low-frequency and low-disorder enclosed region corresponding to \( \langle r \rangle > 0.51 \), we see that the convergences of \( \text{Pr}(p) \) towards the PT distribution at \( m = 10 \) coincide with the convergence of the unitary \( U \) towards the COE. The divergence from the PT distribution as \( W \to 0 \) is again a consequence of the non interacting nature of the model described by Eq. 1 with \( W = 0 \). The PT is also not reached in the high-frequency enclosed region where \( U \) converges towards the GOE in the prethermalized regime. As discussed earlier, the computational complexity associated with this prethermalized regime has yet to be formally identified.

In Fig. 4 (b) and (c), we show a cut along \( \omega = 8J \) and \( W = 4J \) respectively. We explicitly see the ability of the KLD to PT to capture the changes in \( \langle r \rangle \) and the phase transition from driven thermalized to MBL (panel b) and to the prethermalized regime (panel c). Furthermore, it shows that the output probability distribution starts converging towards PT when the dynamics stop being accurately described by the time-averaged Hamiltonian \( H_0 \).

B. Porter-Thomas distribution and infinite temperature thermalization

So far, the discussions concerning the computational complexity of sampling from the driven thermalized phase mostly came from a complexity theory point of view (including Ref. 24) with the only intuition that the PT distribution is a signature of the dynamics with a capability to explore its entire Hilbert space. Here we provide additional physical intuitions by making a direct link between the PT distribution and thermalization to infinite temperature. This relation highlights the crucial role of the drive in providing the required energy to reach the PT distribution in our finite-size model.

In an isolated quantum system \( S_{\text{tot}} \) described by a pure state \( | \Psi \rangle \), the concept of thermalization is usually understood as the emergence of homogeneous statistical properties of the reduced density matrices \( \tilde{\rho}_S = \text{Tr}_B | \Psi \rangle \langle \Psi | \equiv \exp \left( -\hat{H}_S/k_B T_{\text{eff}} \right) / Z \). Here, \( S \) denotes any “small” subsystems with corresponding Hamiltonian \( \hat{H}_S \) of dimensions \( N_S \) and partition function \( Z \) such that \( S_{\text{tot}} = S + B \).
and $N_S \gg N_B$. The effective temperature $T_{\text{eff}}$ is defined from the reduced density matrices and should become independent of frequency and of the subsystem choice as the full system reaches thermalization [28, 55]. By writing $|\Psi\rangle = \sum_{i}^{N_S} \sum_{j}^{N_B} c_{ij} |i_S\rangle |j_B\rangle$, where $|j_B\rangle$ and $|i_S\rangle$ are basis states of the subsystem and the bath respectively with $c_{ij} \in \mathbb{C}$, we obtain
\[
\hat{\rho}_S = \sum_{i,j=1}^{N_S} \left[ \sum_{k=1}^{N_B} c_{ik} c_{jk}^* \right] |i_S\rangle \langle j_S|.
\] (13)

In the case where $N_S \gg 1$ and the output probability distribution of $|\Psi\rangle$ follows the PT distribution given in Eq. (11), it is straightforward to show that $\langle i_S | \hat{\rho}_S | j_S \rangle = \sum_{k=1}^{N_B} c_{ik} c_{jk}^* = \delta_{ij} / N_S$ with $\delta_{ij}$ being the Kronecker delta function. The vanishing off-diagonal elements come as a consequence that the amplitudes $c_{ik}$ underlying the PT distribution are random complex numbers subjected to the normalization constraint $\langle \Psi | \Psi \rangle = 1$. This result leads to an effective infinite temperature $T_{\text{eff}} \to \infty$. Furthermore, given that $\hat{\rho}_S \sim \mathbb{I}$ has to hold for all subsystems with $N_S \gg 1$ to reach thermalization, $c_{ik}$ being random complex numbers is the only possible structure. In other words, a quantum state following PT corresponds to an infinite temperature thermalized state and vice versa.

Interestingly, this link between PT distribution and infinite temperature thermal phase suggests an alternative quantum supremacy signature that could be probed to observe the phase transitions. One could consider to use the difference between the entanglement entropy $S_c$ (see section IIIF) of all possible subsystems $\{S\}$ and the corresponding maximal (infinite temperature) entropy $S_{\text{max}} = \log_2 (N_S)$ as an order parameter. More details concerning the entanglement entropy as a possible alternative route are given in Appendix [B].

### C. Drive-induced long-range multi-body interactions

More physical intuitions can be gained by highlighting the crucial role of the effective long-range multi-body interactions induced by the drive in facilitating a more efficient exploration of the Hilbert space. To see this, it is insightful to investigate the time-independent Floquet Hamiltonian $\hat{H}_F$. For interacting systems, it is generally impossible to find an analytic form for $\hat{H}_F$ and one needs to resort to approximations. The most common approach is using the Magnus expansion to expand $\exp[-i\hat{H}_F T]$ in a power series of $E_c / \omega$, where $E_c$ is a characteristic energy of the Hamiltonian $\hat{H}(t)$ [28, 58]. Doing so, one can write the Floquet Hamiltonian as $\hat{H}_F = \sum_{t=0}^{\infty} \hat{H}_F^{(t)}$, where the two first terms, for example, read
\[
\hat{H}_F^{(0)} = \frac{1}{T} \int_{0}^{T} \text{d}t_1 \hat{H}(t_1) = \hat{H}_0,
\] (14)
\[
\hat{H}_F^{(1)} = \frac{1}{2i T} \int_{0}^{T} \text{d}t_1 \int_{0}^{T} \text{d}t_2 \left[ \hat{H}(t_1), \hat{H}(t_2) \right].
\] (15)

The first term is the time average of $\hat{H}(t)$ which equals $\hat{H}_0$ and the next correction $\hat{H}_F^{(2)}$ is computed explicitly in Appendix [C]. In the limit of infinite frequencies $\omega \to \infty$, $\hat{H}_F$ converges to $\hat{H}_0$, while the series diverges in the low frequency regime $\omega < E_c$.

The crucial point is that higher-order contributions generally include multi-body and longer-range effective interactions. For example, $\hat{H}_F^{(2)}$ includes three-body interaction terms of the form $\hat{H}_i \sim \frac{J^3_{i,j,k}}{2!} \delta_{i-1,j} \delta_{i,j+1} \hat{\sigma}_i^z \hat{\sigma}_j^z \hat{\sigma}_k^z$ (cf. Eq. (C.2) in Appendix [C]). This tendency suggests that in the limit where the series diverges, the dynamics is governed by infinitely-long range multi-body interactions. In Fig. 2 (b) we show that as the driving frequency decreases, the level statistics of $\hat{U}$ starts converging toward the COE as the higher-order terms in the Magnus expansion start playing an increasingly important role. This is captured by comparing the statistics of the full evolution $\hat{U}$ with the statistics of the evolution $\hat{U}_0$ solely generated by the averaged Hamiltonian $\hat{H}_0$. The same is observed in Fig. 1 (a) where the output probability distribution $\text{Pr}(p)$ starts converging toward the PT distribution only once the evolution under $\hat{H}_0$ fails at approximating the exact evolution. This observation sheds light on the advantages of periodically driven systems to explore larger regions of their Hilbert space by highlighting the effectively enhanced connectivity of the model, which leads to faster growth of entanglement. Note that two-body long-range interactions in 1D systems have been shown to slow down the entanglement entropy growth compared to nearest-neighbour interacting models [59]. This results further highlights the importance of the multi-body nature of the induced interactions. In Appendix [D] we discuss how consequently driven analog quantum simulators should reach the quantum supremacy regime more rapidly compared to digital random quantum circuits with the same topology.

### V. CONCLUSION AND OUTLOOKS

In this work, we have described how key signatures of quantum supremacy in driven analog interacting systems can be directly used to probe its dynamical phase diagram. More precisely, we have focused on showing how the KLD between the distribution of the output state probabilities and the PT distribution can play the role of an order parameter capturing the transitions from the driven thermalized phase to the driven MBL phase and the Floquet prethermalized regime. In this context, we have highlighted the clear connection between the effective multi-body long-range interactions generated by the
drive and the capability of the system to reach the PT distribution. Compared to the commonly measured population imbalance[34, 42, 44] which captures the diffusion of an initial state in real space, the KLD to PT tells us about the diffusion over the Hilbert space. Beside proposing an alternative order parameter for dynamical phase transitions, this work adopts a different angle more oriented towards the complexity theory. It represents a direct application of the very same protocol proposed to demonstrate quantum supremacy in generic driven many-body systems. An interesting next step would be to analyse in more details the computational complexity aspects of the Floquet prethermalized regime.
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Appendix A: MBL phase

We here provide a more detailed mathematical description of the MBL phase. We focus on demonstrating that the probability distribution \( p_m(z) \) of a quantum state evolving under its dynamics failed to satisfy the anti-concentration condition given in Eq. (10). Finally, we discuss the feasibility to efficiently construct a classical sampler \( C \) capable of providing bitstrings from a distribution \( q(z) \) that is additively closed to \( p_m(z) \) as defined in Eq. (6).

1. General framework

The standard approach to describe the MBL phase is via a complete set of quasi-local integral of motions[34, 30, 62], defined as \( \{ \hat{\tau}^z_i, \hat{H}_{\text{MBL}} \} = 0 \), where

\[
\hat{\tau}^z_i = Z \hat{\sigma}^z_i + \sum_{m=1}^{\infty} e^{-m/\xi} \hat{O}^{(m)}_i.
\]

Here, \( Z \approx 1, \xi \ll 1 \) is the characteristic localization length and \( \hat{O}^{(m)}_i \) are generic operators describing interaction between up to \((2m+1)\)—body over sites from \( i-m \) to \( i+m \). A generic MBL Hamiltonian then adopts the form

\[
\hat{H}_{\text{MBL}} = \sum_i h_i \hat{\tau}^z_i + \sum_{i<j} J_0 e^{-|i-j|/\xi'} \hat{\tau}^z_i \hat{\tau}^z_j + \sum_{i<j<k} J_0 e^{-|i-k|/\xi'} \hat{\tau}^z_i \hat{\tau}^z_j \hat{\tau}^z_k + \ldots,
\]

where \( h_i \in [0,W] \) are on-site energies uniformly drawn from a random distribution, \( J_0 \) is an effective interaction strength and \( \xi' \sim \xi \) is an additional localization length. For periodically driven systems, the standard approach is to cast the Floquet Hamiltonian \( \hat{H}_F \) onto the form of Eq. (A2) [33].

2. Concentration of output distribution

By inserting Eq. (A1) into Eq. (A2), The MBL Hamiltonian can be expanded as a perturbation series

\[
\hat{H}_{\text{MBL}} = \hat{H}_0 + \sum_{m=1}^{\infty} \sum_{i=1}^{L} e^m \hat{V}^{(m)}_i,
\]

where \( \epsilon = e^{-1/\xi} \ll 1 \) (we took \( \xi' = \xi \) for simplicity), \( \hat{H}_0 = \sum_i h_i \hat{\sigma}^z_i \) is the non-interacting part and \( \hat{V}^{(m)}_i \) are local perturbations acting on at most sites from \( i-m \) to \( i+m \). At first order perturbation (\( m = 1 \)), \( \hat{V}^{(1)}_i \) can flip at max 3 neighbouring spins and can thus only mix an unperturbed product state of \( L \) spins \( |\psi_0⟩ \) with up to \( 4L \) different basis states (neglecting the boundary corrections). The same logic applies at second order perturbation where this time \( |\psi_0⟩ \) becomes a linear superposition of up to \( 16L \) additional basis states. As the order of perturbation increases, a polynomial number (poly(\( L \))) of additional basis states have to be taken into account. This is a consequence of the local nature of each perturbation term. In contrast, extended interactions, as it would be the case in the thermal phase, would lead to an exponential increase of additional basis states. Assuming that an initial product state evolves deep inside the MBL phase where only few orders of perturbation is required, the output state would only have a polynomial number of basis state populated. Since the anti-concentration condition in Eq. (10) requires most of the \( 2^L \) basis states to be populated, the output distribution in the MBL phase can not satisfy it.

3. Complexity of sampling task

Previous works have demonstrated the ability of MPS states to efficiently approximate all eigenstates of any MBL Hamiltonians[34, 35]. In what follows we denote an exact eigenstate of \( \hat{H}_{\text{MBL}} \) with eigenenergy \( E_k \) as \( |\varphi_k⟩ \) and the associated MPS approximation as \( |\text{MPS}_k⟩ \). We define the error made by the approximation, \( \nu \ll 1 \), as

\[
|\text{MPS}_k⟩ = (1-\nu)|\varphi_k⟩ + \sqrt{2\nu-\nu^2} \sum_{k' \neq k} a_{kk'} |\varphi_{k'}⟩,
\]

\[
\approx |\varphi_k⟩ + \sqrt{2\nu} \sum_{k' \neq k} a_{kk'} |\varphi_{k'}⟩,
\]

where \( \sum_{k' \neq k} a_{kk'} \) captures the overlap over all other eigenstates \( |\varphi_{k'}⟩ \) with \( \sum_{k' \neq k} |a_{kk'}|^2 = 1 \). The mean en-
Energy associated with $|\text{MPS}_k\rangle$ can be written as

$$
\hat{E}_k = \langle \text{MPS}_k | \hat{H}_{\text{MBL}} | \text{MPS}_k \rangle,
$$

$$
\approx E_k + 2\nu \sum_{k' \neq k} |a_{kk'}|^2 E_{k'},
$$

$$
\equiv E_k + 2\nu \Lambda_k,
$$

where $\Lambda_{k'}$ represents the average over the entire energy spectrum following the “error distribution” $\sum_{k' \neq k} |a_{kk'}|^2$. The bond dimension of the MPS states required to maintain a fix level of precision $\nu$ have been shown to scale polynomially with the system size $L$ [31 35], the exact scaling depends on the specifics of $\hat{H}_{\text{MBL}}$. The approximated output probability distribution $q_t(z)$, after evolving from the initial state $|z_0\rangle$ for a time $t$, then reads

$$
q_t(z) = \left| \langle z | \left( \sum_k e^{-i\hat{E}_k t} |\text{MPS}_k\rangle \langle \text{MPS}_k | \right) |z_0\rangle \right|^2,
$$

$$
\approx \left| \langle z | \sum_k e^{-i(E_k + 2\nu \Lambda_k) t} \left( |\varphi_k\rangle \langle \varphi_k | + \sqrt{2\nu} \sum_{k' \neq k} [a_{kk'} |\varphi_{k'}\rangle \langle \varphi_{k'} | + \text{H.c.}] \right) |z_0\rangle \right|^2,
$$

$$
\approx \left| \langle z | \sum_k e^{-iE_k t} \left[ 1 - 2i\nu \Lambda_k t \right] |\varphi_k\rangle \langle \varphi_k | + \sqrt{2\nu} \sum_{k' \neq k} [a_{kk'} |\varphi_{k'}\rangle \langle \varphi_{k'} | + \text{H.c.}] \right) |z_0\rangle \right|^2,
$$

$$
\approx p(z) + \left[ \sqrt{2\nu} \sum_{k,k'} e^{-i(E_k - E_{k'}) t} \langle z | \hat{P}_k |z_0\rangle \langle z_0 | \hat{\Lambda}_{k'} |z\rangle + 2i\nu t \sum_{k,k'} e^{-i(E_k - E_{k'}) t} \Lambda_{k'} \langle z | \hat{P}_k |z_0\rangle \langle z_0 | \hat{\Lambda}_{k'} |z\rangle + \text{c.c.} \right].
$$

Here $\hat{P}_k = |\varphi_{k}\rangle \langle \varphi_{k}|$, $\hat{\Lambda}_k = \sum_{k' \neq k} a_{kk'} |\varphi_{k'}\rangle \langle \varphi_{k'} | + \text{H.c.}$ and the exact distribution is given by $p_t(z) = \left| \sum_k e^{-iE_k t} \langle z | \hat{P}_k |z_0\rangle \langle z_0 | \hat{\Lambda}_k |z\rangle \right|^2$. In the above expression, we keep only the leading order in $\nu$ and $\nu t$ and we considered the
limit $\nu \Lambda_k t \ll 1$.

In the short time limit where the last term in the last line of Eq. (A6) can be neglected, the error made in approximating $p_t(z)$ is proportional to $\sqrt{2\nu} \sum_k e^{-iE_k t \frac{\nu}{2} \langle \rho_k | P_k | z_0 \rangle}$. Following the discussion in the previous subsection, we know that for a dynamics deep in the MBL phase, only a small fraction $[\log(L)/2L]$ of $\langle \rho_k | P_k | z_0 \rangle$ will be nonzero and at max proportional to $e^{-1/4}$. Therefore, the additive error condition in Eq. (9), i.e. $\sum_k |p_t(z) - q_t(z)| \leq \beta$, is expected to be reachable with arbitrary small $\beta_0$ for bond dimensions of the MPS states that scale polynomially with the system size. For longer evolution times, the term proportional to $\nu t$ will start to become increasingly important. It will inevitably reach a point where any small initial mistake $2\nu \Lambda_k$ made estimating the eigenenergies accumulates, leading to a large error in the phases. While any approximation estimating the eigenenergies accumulates, leading to a point where any small initial mistake $2\nu \Lambda_k$ made estimating the eigenenergies accumulates, leading to a large error in the phases. While any approximation method should fail in this very large time limit, we note that the same is bounded to happen for a quantum simulator; any small amount of dephasing or decay will inevitably accumulate beyond the required accuracy in the large time limit.

**Appendix B: Entanglement entropy**

As discussed in section III B dividing a closed system into two parts, $S$ and $B$ of size $N_S$ and $N_B$ respectively, and having a reduced density matrix $\hat{\rho}_S = 1/N_S$ for all possible subsystems $S$ corresponds to an infinite-temperature thermalized state. Here the reduced density matrix is $\hat{\rho}_S = \text{Tr}_B | \Psi \rangle \langle \Psi |$ where $| \Psi \rangle$ is the state of the full closed system. In that case, the output probability distribution of the quantum state $| \Psi \rangle$ follows the PT distribution and consequently fulfil the anti-concentration condition given in Eq. (10). This means that an alternative route to demonstrate the anti-concentration condition could be too measure the reduced density matrix of all subsystems $S$ and show that $\hat{\rho}_S = 1/N_S$ homogeneously over the whole system. We note that entanglement entropy of undriven systems has been experimentally measured in different quantum platforms [34, 44, 55, 63].

In Fig. [5] we plot the entanglement entropy $S_c = \text{Tr} \{ \hat{\rho}_S \log \hat{\rho}_S \}$ as the function of $\omega$ and $W$ averaged over multiple subsystems. We choose six different subsystems consisting of three sites randomly selected and apply the same procedure as in the main text. We see that the system approaches the maximal entropy associated with the infinite temperature state, $S_{\text{max}} = \log_2(N_S)$ when the output probability follows PT and the statistics of $\hat{U}$ converges toward the COE. The homogeneity of the thermalized phase is indicated by the low variance of $S_c$ over the different subsystems.

**Appendix C: Magnus expansion of $\hat{H}(t)$**

We here explicitly compute the Magnus expansion up to the second order correction. The first term reads

$$\hat{H}_F^{(1)} = \frac{1}{2iT} \int_{t_0}^{T+t_0} dt_1 \int_{t_0}^{t_1} dt_2 \left[ \hat{H}(\tau_1), \hat{H}(\tau_2) \right]$$

$$= \frac{1}{2iT} \int_{t_0}^{T+t_0} dt_1 \int_{t_0}^{t_1} dt_2 \left[ \hat{H}_0, \hat{H}_d(\tau_2) - \hat{H}_d(\tau_1) \right]$$

$$= \frac{2iB \sin(\omega t_0)}{\omega} \left( \sum_{j=1}^{L} h_j \sigma^y_j + J \sum_{j=1}^{L-1} (\sigma^z_j \sigma^z_{j+1} + \sigma^y_j \sigma^y_{j+1}) \right).$$

The choice of $t_0 = 0$ is arbitrary and can lead to different forms of the Floquet Hamiltonian $\hat{H}_F$. Consistently with the main text, we fix $t_0 = 0$, leading to $\hat{H}_F^{(1)} = 0$. The second order correction term adopts the form

$$\hat{H}_F^{(2)} = -\frac{1}{6T} \int_{t_0}^{T+t_0} dt_1 \int_{t_0}^{t_1} dt_2 \int_{t_0}^{t_2} dt_3 \times \left[ \left[ \hat{H}(\tau_1), \left[ \hat{H}(\tau_2), \hat{H}(\tau_3) \right] \right] + (1 \leftrightarrow 3) \right],$$

$$= -\frac{4B \sin(\omega t_0)}{\omega^2} \left\{ \sum_{j=1}^{L} h_j^2 \sigma^x_j + 2J \sum_{j=1}^{L-1} (h_j \sigma^z_j \sigma^z_{j+1} + h_{j+1} \sigma^z_{j+1} \sigma^z_j) + J^2 \sum_{j=1}^{L-1} (\sigma^x_j \sigma^x_{j+1} + 2J^2 \sum_{j=1}^{L-2} (\sigma^z_j \sigma^z_{j+1} \sigma^z_{j+2}) \right\}$$

$$+ \frac{4B \delta B}{\omega^2} \left\{ \sum_{j=1}^{L} h_j \sigma^x_j + 2J \sum_{j=1}^{L-1} (\sigma^z_j \sigma^z_{j+1} - \sigma^y_j \sigma^y_{j+1}) \right\}. \quad (C2)$$

As discussed in the main text, higher-order correction includes longer-range interactions involving increasing number of spins with coupling strength that scale proportionally to $E_c/\omega$. Multiple works have been dedicated to the study of the Magnus expansion convergence in driven systems by estimating the relevant energy scale.
Appendix D: Comparison between analog and digital approaches in reaching quantum supremacy

In this appendix, we compare the time it takes for a quantum state to evolve toward the PT distribution under the dynamics of the driven analog Ising spin chain and the 1D digital random quantum circuits [10]. To keep the comparison fair, we consider the same interaction topology, i.e. a 1D system with nearest-neighbour couplings and open boundary conditions. We show that the effective long-range multi-body interactions induced by the drive allow the analog quantum system to converge considerably faster in the regime where quantum supremacy can be demonstrated.

The model we use to simulate the random quantum circuits is based on Ref. [10] and consists of \( m \) layers of gates acting on \( L \) qubits, as depicted in Fig. 6(b). Each layer consists of a series of single-qubit gates followed by a series of controlled-Z gates. Moreover, a layer of Hadamard gates is added once at the very beginning of the circuit. Each single-qubit gates are chosen randomly from the set \( \{\sqrt{X}, \sqrt{Y}, T\} \), where \( \sqrt{X} \) \( (\sqrt{Y}) \) represents a \( \pi/2 \) rotation around the \( X \) \( (Y) \) axis of the Bloch sphere and \( T \) is a non-Clifford gate represented by the diagonal matrix \( \{1, e^{i\pi/4}\} \). As in the analog case, we measure the output distribution \( \text{Pr}(p_m(z)) \) averaged over \( D \) distinct realizations of this model circuit. In order to compare the evolution time, we set the driving period of the analog Ising chain to be approximately equal to the duration of a single layer of gates \( (m = 1) \) of the digital circuit. Since single-qubit gates can usually be implemented much faster compared to two-qubit gates, we assume that each layer takes the same time as a controlled-Z gate from a standard \( J\sigma_i^z\sigma_{i+1}^z \) coupling, i.e. \( t_m \sim \pi/4J \). This results in a driving frequency \( \omega = 8J \).

In Fig. 6(c)-(d), we plot the KLD(\( \text{Pr}(p) \parallel \text{PT}(p) \)) with \( p = p_m(z) \) for the driven Ising chain and the digital random circuits, respectively, as a function of the driving cycle \( m \) for different system sizes \( L \). The long time limit is shown in Fig. 6(e). We observe that, despite having the same topology, the driven analog system converges to the PT distribution considerably faster as a result of the enhanced connectivity induced by the drive. Given the limited coherence times in the current state-of-the-art quantum platforms, such gain makes the analog approach more favorable as testbeds for quantum supremacy. Moreover, the analog approach does not require precise local control to implement the gates.
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