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Abstract. In this paper, a mathematical model of fighting against cancer tumor growth by a combination of oncolytic virotherapy and chemotherapy is introduced. In this model, we considered two time delays $\tau_1$ and $\tau_2$. The time delay $\tau_1$ shows the lag of transmission of infection from oncolytic virus to tumor cells. A lot of kind of cancers, symptoms are diagnosed at a late stage and as a consequence the chemotherapy approach start with a lag. Thus, we take this delay into account by presenting the time delay $\tau_2$ in the control variable. Therefore, in this study, delay parameters are used for both state and control variables. The Pontryagin minimum principle with delays in both state and control is used to obtain an optimal model for the treatment to minimize the side effect as well as the cost of the treatment.

1. Introduction

A healthy human body is composed of more than ten million cells. An uncontrolled growth of the cells within the body of the patient is called cancer [1]. Healthy cells acquire a number of mutations that allow them to escape regulatory mechanisms. In many cancers, a cell has to accumulate several mutations in order to escape homeostasis, a process called multistep carcinogenesis [2]. When mutations occur, the normal control systems of cells can be damaged or lost. Most mutations that result in polyp formation only give the cell a small proliferation advantage and these polyps are considered benign. However, approximately $1\%$ of these polyps will become cancerous, which will have unregulated proliferation. The cells from these cancerous polyps can break off into the bloodstream, and then acquire the ability to travel to a different site. There, they will start growing in a different organ to begin proliferating again. When this happens, the tumor is said to have metastasized, which can no longer be removed by surgery alone [3].

The main approaches of cancer treatments are to remove cancerous cells completely from the body of the patient. For types of cancer that are still largely not curable, the purpose is to improve the quality of life.
and survival probabilities by avoiding life-threatening toxicity. In case of a solid tumor, if possible, the first choice of treatment is removal via surgery. Besides surgery, the main standard treatment approaches to destroy tumors are by radiotherapy and chemotherapy. In radiotherapy, it is attempted to destroy the tumor with directed radiation beams. But, the most common treatment approach, and in spite of its many negative side effects, still is chemotherapy. Especially, if cancer has already metastasized, chemotherapy often is used [4]. The disadvantage of chemotherapy is that drugs cannot recognize the difference between cancer cells and normal cells. Chemotherapy kills cells that are actively growing and dividing into new cells. Of course, cancer cells can grow and divide much more than normal cells, so they are more a target to be killed by the treatment. In addition, cancer cells are not as good at repairing themselves as normal cells. Normal cells have this ability to repair any damage caused by chemotherapy. Furthermore, in treatment, immunotherapies are also playing an important role in the duration of therapy. Through immunotherapy, the body’s own natural ability can combat cancer by enhancing the effectiveness of the immune system. The importance of the immune system in fighting cancer has been verified by clinical experiments [5].

Another targeted treatment approach that is less established and is at an earlier stage of development is the use of oncolytic virotherapy. The first oncolytic virus was licensed by FDA (the food and drug administration of the United States) in October 2015 to Amgen (Thousand Oaks, CA, USA) for the treatment of advanced melanoma [6]. Oncolytic viruses specifically infect cancer cells and replicate in them, spreading from one tumor cell to the other. It is important to notice that, they do not infect healthy cells [2]. The combination of oncolytic virotherapy with existing radiotherapy and chemotherapy has the advantage to augment the antineoplastic activity [7, 8]. Mathematical and computational modeling has increasingly become a tool to study the dynamics of cancers. For example in [9, 10] the effect of obesity on the growth of cancer tumors was investigated. A 5-dimensional mathematical model for the effect of obesity on the tumor growth and consequently, for the optimal control of chemotherapy schedules has been discussed in [9]. komarova et al in [2] presented a 3-dimensional model which is studied the dynamics between the tumor cells, the oncolytic virus, and virus-specific CTL.

1.1. The optimal control model

In this paper, we considered a mathematical model of the interactions between tumor cells, immune cell populations, oncolytic virus, obesity, and chemotherapy. In this study, we coupled models in [2, 9]. Our extended model is a 7-dimensional model with control and delays. The newly introduced model has the advantage that not only considered the effect of obesity on the tumor growth but also a combination of chemotherapy and oncolytic virotherapy is investigated for therapy, which is a new approach in treatment [11–15]. Furthermore, time delay parameter $\tau_1$ in state and time delay parameter $\tau_2$ in control are added. For analyzing the treatment strategy we used the Pontryagin minimum principle with delays in both state and control. Our aim is to minimize the cost and side effects associated with the chemotherapy drugs and to minimize the tumor cells while maximizing the healthy cells. The extended model with delays and control is as follows

\begin{align}
\dot{T}(t) &= r_1 T(t)(1 - \frac{T(t) + V(t)}{w}) - \beta T(t)V(t) - p_T T(t) I_T(t) + k_4 T(t) F(t) - a_1 (1 - e^{-u(t)}) T(t), \\
\dot{V}(t) &= \beta T(t - \tau_1)V(t - \tau_1) + r_2 V(t)(1 - \frac{T(t) + V(t)}{w}) - p_V V(t) I_V(t) - a_2 (1 - e^{-u(t)}) V(t), \\
\dot{N}(t) &= r_3 N(t)(1 - b_1 N(t)) - k_1 T(t) N(t) - a_3 (1 - e^{-u(t)}) N(t), \\
\dot{F}(t) &= r_4 F(t)(1 - b_2 F(t)) - k_3 F(t) T(t) - a_4 (1 - e^{-u(t)}) F(t), \\
\dot{I_V}(t) &= s_1 + c_V V(t) I_V(t) - d_1 I_V(t) - a_5 (1 - e^{-u(t)}) I_V(t), \\
\dot{I_T}(t) &= s_2 + c_T V(t) I_T(t)(V(t) + T(t)) - d_2 I_T(t) - a_6 (1 - e^{-u(t)}) I_T(t), \\
\dot{u}(t) &= -d_3 u(t) + m(t - \tau_2).
\end{align}
Where, $T(t)$ denotes the number of the tumor cells at time $t$, $V(t)$ the oncolytic viruses at time $t$, $N(t)$ the normal cells at time $t$, $F(t)$ the obesity stored in the body at time $t$, $I_{V}(t)$ the virus-specific CTL at time $t$, $I_{T}(t)$ tumor specific CTL at time $t$ and $u(t)$ is the biomass of chemotherapy drug in mg at time $t$. The drug is introduced to a patient at a variable rate $m(t)$ and is removed from the patient body through liver and kidney at a rate $d_{3}u(t)$. The constants $r_{1}$, $r_{2}$, $r_{3}$ and $r_{4}$ are the growth rates for the tumor cells, oncolytic viruses, the normal cells and the obesity, respectively. The constants $b_{1}$ and $b_{2}$ are the inverses of the carrying capacity of the populations of $N$ and $F$, respectively. The coefficients of the competition terms among the different populations are the parameters $k_{1}$, $k_{3}$ and $k_{4}$. The parameters $a_{1}$, $a_{2}$, $a_{3}$, $a_{4}$, $a_{5}$ and $a_{6}$ are considered for the kill effectiveness of the drug on $T$, $V$, $N$, $F$, $I_{V}$ and $I_{T}$ populations, respectively. The tumor-specific CTL expand in response to tumor antigen, which is displayed both on uninfected and infected cells ($T + V$), at a rate $c_{T}$. The tumor-specific CTL kill both uninfected and infected tumor cells at a rate $p_{T}$. The strength of the virus specific CTL response, or CTL responsiveness, is denoted by $c_{V}$. CTLs, $I_{V}$ and $I_{T}$ die at rates $d_{1}$ and $d_{2}$ respectively. $p_{V}$ stands for the killing rate of the infected tumor cells by the specific virus CTL. The maximum size of the tumor is allowed to occupy by its carrying capacity $V$. The virus spreads to tumor cells at a rate $\beta$. $s_{1}$ and $s_{2}$ are the basal responses of specific CTLs. According to parameter $\tau_{1}$, tumor cells become productive in a time period $\tau_{1}$ after they are infected, provided they survive this interval. In fact, $\tau_{1}$ is the viral replication time in a newly infected tumor cell [16]. In addition, most patients are diagnosed in a late-stage disease [17, 18]. In this study, we presented this delay of starting chemotherapy with $\tau_{2}$.

This paper is organized as follows:

In Section 2, a brief explanation of the optimal control with delays in state and control is stated. In Section 3, the existence and uniqueness solution of system (1.1) is discussed. In Section 4, we pose the optimal control problem for our model by describing the objective function. Section 5 is devoted to numerical simulations. Finally, conclusions on the optimal control protocols are presented in Section 6.

2. Preliminary

The optimal control problem with delays in state and control

This section is devoted to some preliminaries of optimal control problem with delay, which is necessary in the next sections. For more details, one can see [19].

A quite general optimal control problem governed by a control state delay differential system can be formulated in the following form,

$$\min L(m, \delta^{m}) = \int_{0}^{T} G(t, m(t), m(t - \tau_{2}), \delta^{m}(t), \delta^{m}(t - \tau_{1}))dt + \varphi(\delta^{m}(T)), \quad (2.1)$$

subject to $u \in K \subset L^{\infty}(0, T; \mathbb{R}^{M})$ ($T > 0$), where $\delta^{m}$ is the solution to

$$\begin{align*}
\dot{\delta}(t) &= f(t, m(t), m(t - \tau_{2}), \delta(t), \delta(t - \tau_{1})), \quad t \in (0, T), \\
\delta(t) &= (T(t), V(t), N(t), F(t), I_{V}(t), I_{T}(t), u(t))^{T}, \\
\delta(t) &= \xi(t), \quad t \in [-\tau_{1}, 0], \\
m(t) &= \psi(t), \quad t \in [-\tau_{2}, 0].
\end{align*} \quad (2.2)$$

Here

$$G : [0, T] \times \mathbb{R}^{M} \times \mathbb{R}^{M} \times \mathbb{R}^{N} \times \mathbb{R}^{N} \rightarrow \mathbb{R},$$

$$\varphi : \mathbb{R}^{N} \rightarrow \mathbb{R},$$

$$f : [0, T] \times \mathbb{R}^{M} \times \mathbb{R}^{M} \times \mathbb{R}^{N} \times \mathbb{R}^{N} \rightarrow \mathbb{R}^{N},$$
For any $m \in K$, $L(m', \delta^m)$ is the optimal value of the cost functional.

Pontryagin function with delay is given by:

$$H(t, m(t), m(t-\tau_2), \delta(t), \delta(t-\tau_1), p(t)) = G(t, m(t), m(t-\tau_2), \delta(t), \delta(t-\tau_2)) + f(t, m(t), m(t-\tau_2), \delta(t), \delta(t-\tau_1))p(t).$$

This function is Hamiltonian, if satisfies in the following relations

$$\delta(t) = H_p,$$

and

$$p(t) = -H_{\delta},$$

$p(t)$ is defined as the adjoint function.

Since we are going to use optimal control, we state the following theorem which one can find the proof in [19].

**Theorem 1.** (minimum principle for the retarded optimal control problem (ROCP)). Let $(m'(t), \delta'(t))$ be locally optimal for (ROCP) with delays for (2.1), then there exists a piecewise differentiable costate (adjoint) function $p(t)$ such that

$$H(t, \delta'(t), \delta'(t-\tau_1), m'(t-\tau_2), p(t))+
\chi_{[0,T-\tau_2]}(t)H(t+\tau_2, \delta'(t+\tau_2), \delta'(t+\tau_2-\tau_1), m'(t+\tau_2), m'(t), p(t+\tau_2)) \leq
H(t, \delta'(t), \delta'(t-\tau_1), m(t), m'(t-\tau_2), p(t))+
\chi_{[0,T-\tau_2]}(t)H(t+\tau_2, \delta'(t+\tau_2), \delta'(t+\tau_2-\tau_1), m'(t+\tau_2), m(t), p(t+\tau_2)).$$

(2.3)

for all controls $u$ at each time $t$, where $H$ is the Hamiltonian previously defined and

$$p(t) = -\frac{\partial H}{\partial \delta}(t, \delta(t), \delta(t-\tau_1), m(t), m(t-\tau_2), p(t))-
\chi_{[0,T-\tau_1]}(t)\frac{\partial H}{\partial \delta_{\tau_1}}(t+\tau_1, \delta(t+\tau_1), \delta(t), m(t+\tau_1), m(t+\tau_1-\tau_2), p(t+\tau_1)),
\chi_{[0,T-\tau_1]}(t)\frac{\partial H}{\partial m_{\tau_i}}(t+\tau_2) = 0,$n

where $\delta_{\tau_1} = \delta(t-\tau_1).$

(2.4)

(2.5)

The OCP must satisfy (optimality condition):

$$\frac{\partial H}{\partial m}(t) + \chi_{[0,T-\tau_1]}(t)\frac{\partial H}{\partial m_{\tau_2}}(t+\tau_2) = 0,$$

(2.6)

where $m_{\tau_2} = m(t-\tau_2)$ and for $i = 1, 2$

$$\chi_{[0,T-\tau_1]}(t) = \begin{cases} 1, & t \in [0, T-\tau_i], \\ 0, & \text{otherwise}. \end{cases}$$

(2.7)
3. Solution of system (1.1)

In the following by using technique [20, 21] in relation to our problem, we show the existence and uniqueness solution of system (1.1) in the entire interval \([-\tau, t_f]\), where \(\tau = \min(\tau_1, \tau_2)\). Let

\[
\begin{align*}
\dot{\delta}(t) &= \begin{pmatrix}
  r_1T(t)(1 - \frac{T(t) + \nu T(t)}{\bar{w}}) - \beta T(t)V(t) - p_2T(t)I(t) + k_4T(t)F(t) - a_1(1 - e^{-\alpha_1 T(t)})T(t) \\
  \beta T(t) - \mu T(t) + r_2V(t)(1 - \frac{T(t) + \nu T(t)}{\bar{w}}) - p_v V(t)I(t) - a_2(1 - e^{-\alpha_2 T(t)})V(t) \\
  r_3N(t)(1 - b_1N(t)) - k_1 T(t)N(t) - a_3(1 - e^{-\alpha_3 T(t)})N(t) \\
  r_4F(t)(1 - b_2 F(t)) - k_2 F(t)T(t) - a_4(1 - e^{-\alpha_4 T(t)})F(t) \\
  s_1 + c_v V(t)I(t) - d_1 I(t) - a_5(1 - e^{-\alpha_5 T(t)})I(t) \\
  s_2 + c_r V(t)I(t)(V(t) + T(t)) - d_2 I(t) - a_6(1 - e^{-\alpha_6 T(t)})I(t) \\
  -d_3 u(t) + m(t - \tau)
\end{pmatrix},
\end{align*}
\]

where \(\delta(t) = (T(t), V(t), N(t), F(t), I(t), I(t), u(t))\). Let \(\varphi : [t - \tau, t] \to \mathbb{R}\) be a function, then we define the function on \(\varphi : [t - \tau, t] \to \mathbb{R}\) by

\[
\varphi(t) = \delta(t + \sigma),
\]

for \(-\tau \leq \sigma \leq 0\). Thus, system (1.1) can be rewritten as

\[
X(t) = F(t, T(t), V(t), N(t), F(t), I(t), I(t), u(t)),
\]

where \(F : [0, a] \times \mathbb{R}^2 \times \mathbb{R}^4 \times \mathbb{R}^4 \times \mathbb{R} \to \mathbb{R}^8\) for \(a \in [0, t_f]\). Furthermore, we consider \(T(t - \tau - t) = T(t + t - \tau - t) = T(t - \tau)\), hence, \(T(t - \tau) = T(t - \tau)\), similarly \(V(-t) = V(t - \tau)\) and \(N(t - \tau) = N(t - \tau)\).

Since all the partial derivatives in the Jacobian matrix of \(f(\delta(t))\) with respect to \(\delta(t)\) are continuous, thus \(f(\delta(t))\) is locally satisfied the Lipschitz condition. On \([0, a] \times \mathbb{R}^2 \to \mathbb{R}^8\), then function \(F\) mapping \([0, a] \times \mathbb{R}^2 \times \mathbb{R}^4 \times \mathbb{R}^4 \times \mathbb{R} \to \mathbb{R}^8\) is locally satisfied the Lipschitz condition.

**Theorem 2.** Let \(F(t, T(t), V(t), N(t), F(t), I(t), I(t), u(t)) : [0, t_f] \times \mathbb{R}^2 \times \mathbb{R}^4 \times \mathbb{R}^4 \times \mathbb{R} \to \mathbb{R}^8\) be continuous and be locally satisfied in Lipschitz condition. If

\[
\|F(t, \eta)\| \leq M(t) + N(t)||\eta||
\]
on \([0, t_f] \times \mathbb{R}^2 \times \mathbb{R}^4 \times \mathbb{R}^4 \times \mathbb{R} \), where \(M(t)\) and \(N(t)\) are continuous positive valued function on \([0, t_f]\) and \(\eta = (T(t), V(t), N(t), F(t), I(t), I(t), u(t))\), the unique noncontinuous solution exists on the interval \([-\tau, t_f]\).

Proof. \(F(t, T(t), V(t), N(t), F(t), I(t), I(t), u(t))\) has already been shown to be locally Lipschitz. Also, with \(g_1(t) = t - \tau\) and the right hand side of our differential equation system (3.1) being continuous, then \(F(t, T(t - \tau), V(t - \tau), N(t), F(t), I(t), I(t), u(t))\) is a composition of continuous functions and hence is continuous on \([0, t_f]\). So, that’s enough to show \(\|F(t, \eta)\| \leq M(t) + N(t)||\eta||\) is satisfied. Using the upper bound on our control, we find from (3.1) that

\[
u(t) = (u_0 - 1)e^{-\gamma t} \leq u_0,
\]

\(\gamma\) is positive. Also, by system (3.1), we have

\[
\begin{align*}
\dot{T}(t) &\leq r_1 T(t)(1 - \frac{T(t)}{\bar{w}}) + k_4 T(t)F(t) + a_1 e^{-\alpha_1 T(t)}T(t), \\
\dot{V}(t) &\leq \beta T(t) - \mu T(t) + r_2 V(t)(1 - \frac{T(t)}{\bar{w}}) - p_v V(t)I(t) - a_2 e^{-\alpha_2 T(t)}V(t), \\
\dot{N}(t) &\leq r_3 N(t)(1 - b_1 N(t)) - k_1 T(t)N(t) - a_3 e^{-\alpha_3 N(t)}N(t), \\
\dot{F}(t) &\leq r_4 F(t)(1 - b_2 F(t)) - k_2 F(t)T(t) - a_4 e^{-\alpha_4 F(t)}F(t), \\
\dot{I}_V(t) &\leq s_1 + c_v V(t)I(t) + a_5 e^{-\alpha_5 I(t)}I(t), \\
\dot{I}_T(t) &\leq s_2 + c_r V(t)I(t)(V(t) + T(t)) + a_6 e^{-\alpha_6 I(t)}I(t).
\end{align*}
\]
By (3.2), \( u(t) \) is bounded so, third and forth terms of (3.3) are Bernoulli differential equations. Hence, the functions \( N(t) \) and \( F(t) \) are bounded on the interval \([−\tau, t_f]\). Now, since \( F(t) \) is bounded, we consider a bound for the function \( F(t) \) and thus, the first term of (3.3) is also a Bernoulli differential equation, that shows the function \( T(t) \) is bounded. By the boundedness of \( T(t) \) and the second term of (3.3), the boundedness of \( V(t) \) is obvious. In addition, one can check easily the boundedness of \( I_V(t) \) and \( I_T(t) \). Thus, we define \( Q, R, J \) and \( H \) as the upper bounds for \( k_4 T(t)V(t), \beta T(t−\tau)V(t−\tau), c_V V(t) I_V(t) \) and \( c_T V(t) I_T(t) V(t) + T(t) \) respectively. So

\[
\begin{bmatrix}
T(t) \\
V(t) \\
N(t) \\
F(t) \\
I_V(t) \\
I_T(t)
\end{bmatrix} \leq \begin{bmatrix}
r_1 + a_1 e^{-u(t)} & 0 & 0 & 0 & 0 & 0 \\
0 & r_2 + a_2 e^{-u(t)} & 0 & 0 & 0 & 0 \\
0 & 0 & r_3 + a_3 e^{-u(t)} & 0 & 0 & 0 \\
0 & 0 & 0 & r_4 + a_4 e^{-u(t)} & 0 & 0 \\
0 & 0 & 0 & 0 & a_5 e^{-u(t)} & 0 \\
0 & 0 & 0 & 0 & 0 & a_6 e^{-u(t)}
\end{bmatrix} \begin{bmatrix}
T(t) \\
V(t) \\
N(t) \\
F(t) \\
I_V(t) \\
I_T(t)
\end{bmatrix} + \begin{bmatrix}
Q \\
R \\
0 \\
0 \\
s_1 + J \\
s_2 + H
\end{bmatrix}
\]

(3.4)

Therefore, \( ||F(t, \eta)|| \leq M + N||\eta|| \) where

\[
M = \begin{bmatrix}
Q \\
0 \\
R \\
s_1 + J \\
0 \\
0
\end{bmatrix}, \quad N = \begin{bmatrix}
r_1 + a_1 e^{-u(t)} & 0 & 0 & 0 & 0 & 0 \\
0 & r_2 + a_2 e^{-u(t)} & 0 & 0 & 0 & 0 \\
0 & 0 & r_3 + a_3 e^{-u(t)} & 0 & 0 & 0 \\
0 & 0 & 0 & r_4 + a_4 e^{-u(t)} & 0 & 0 \\
0 & 0 & 0 & 0 & a_5 e^{-u(t)} & 0 \\
0 & 0 & 0 & 0 & 0 & a_6 e^{-u(t)}
\end{bmatrix}
\]

Now, by application of this theorem and with the assumption of boundedness of admissible control, we have the uniqueness of a solution on \([−\tau, t_f] \). □

4. Optimal control for system (1.1)

In this section we determine the optimal control for our system (1.1). Our aim is to look for protocols of administration, which are as much as drugs efficient as possible and not too toxic. So, we restrict the amount of drugs administered to the patient [22]. Thus, we consider a biological bound for the controller, as

\[ 0 \leq m(t) \leq m_{\text{max}}. \]

The lower bounds for \( m(t) \) is corresponding to no therapy. Next, we determine the optimal control, which gives the optimal drug dosage for patient recovery.

\[ U = \{m(t) \mid m(t) \text{ is Lebesgue measurable, } 0 \leq m(t) \leq m_{\text{max}}, t \in [0, t_f]\}. \]

(4.1)

Our problem is to minimize the objective functional

\[
\min_{m \in U} \left\{ T \left[ T(t) - N(t) + Bm(t) \right] dt \right\},
\]

(4.2)

\( T(t) \) and \( N(t) \) are the solutions of system (1.1) and the parameters \( B > 0 \) represents the desired ‘weight constant’ on the benefit and cost. The aim is to find an optimal control for minimizing the objective functional defined in (4.2) subject to the state system (1.1). In other words, we are seeking optimal control \( (m^*) \) such that

\[
L(m^*) = \min \{L(m), m \in U\}.
\]

(4.3)
4.1. Optimality conditions

We invoke Pontryagin’s Maximum Principle to determine the precise formulation of our optimal control \( m^*(t) \). To do this, we note that our Hamiltonian is given by

\[
H = H(T(t), T(t - \tau), V(t), N(t), F(t), \psi_1(t), \psi_2(t), \psi_3(t), \psi_4(t), \psi_5(t), \psi_6(t), \psi_7(t)) = T(t)\psi_1(t) + V(t)\psi_2(t) + N(t)\psi_3(t) + F(t)\psi_4(t) + I_V(t)\psi_5(t) + I_T(t)\psi_6(t) + u(t)\psi_7(t) + [T(t) - N(t) + Bm(t)],
\]

with the optimality condition

\[
\frac{\partial H}{\partial m}(t) + \chi_{[0,u_1-\tau_2]}(t) \frac{\partial H}{\partial m_2}(t + \tau_2) = 0,
\]

(4.5)

where \( m_{\tau_2} = m(t - \tau_2) \) and the adjoint equation

\[
\begin{align*}
\dot{\psi}_1 &= -\frac{\partial H}{\partial \dot{m}} - \chi_{[0,u_1-\tau_1]}(t) \frac{\partial H}{\partial \dot{m}_1}(t + \tau_1), \\
\dot{\psi}_2 &= -\frac{\partial H}{\partial \dot{m}} - \chi_{[0,u_1-\tau_1]}(t) \frac{\partial H}{\partial \dot{m}_1}(t + \tau_1), \\
\dot{\psi}_3 &= -\frac{\partial H}{\partial \dot{m}}, \\
\dot{\psi}_4 &= -\frac{\partial H}{\partial \dot{m}_2}, \\
\dot{\psi}_5 &= -\frac{\partial H}{\partial \dot{m}_2}, \\
\dot{\psi}_6 &= -\frac{\partial H}{\partial \dot{m}_2}, \\
\dot{\psi}_7 &= -\frac{\partial H}{\partial \dot{m}_2},
\end{align*}
\]

(4.6)

with transversality conditions \( \psi_i(t_f) = 0, i = 1, \ldots, 7 \) is a Hamiltonian function. Now we apply the necessary conditions to the Hamiltonian function \( H \) in (4.4).

**Theorem 3.** Let \((T^*(t), V^*(t), N^*(t), F^*(t), \Gamma_V, \Gamma_T, u^*(t)) \in W^{1,\infty}([0, t_f], \mathbb{R}^d) \times L^{\infty}([0, t_f])\) be optimal state solutions associated with the optimal control \( m^*(t) \) for the optimal control problem (1.1). Then, there exists an adjoint state \( \psi(t) = (\psi_1, \ldots, \psi_7) \in W^{1,\infty}([0, t_f], \mathbb{R}^d) \) defined by (4.6), such that \((T^*(t), V^*(t), N^*(t), F^*(t), \Gamma_V, \Gamma_T, u^*(t), \psi)\) satisfies the state equation

\[
\begin{align*}
\dot{T}^*(t) &= r_1 T^*(t)(1 - \frac{T^*(t) + V^*(t)}{w}) - \beta T^*(t) V^*(t) - p_T T^*(t) \Gamma_V(t) + k_d T^*(t) F^*(t) - a_1(1 - e^{-w(t)}) T^*(t), \\
\dot{V}^*(t) &= \beta V^*(t) (t - \tau_1) V^*(t) - \tau_1(1 - \frac{T^*(t) + V^*(t)}{w}) - p_V V^*(t) \Gamma_V(t) - a_2(1 - e^{-w(t)}) V^*(t), \\
\dot{N}^*(t) &= r_3 N^*(t)(1 - b_1 N^*(t)) - k_1 T^*(t) N^*(t) - a_3(1 - e^{-w(t)}) N^*(t), \\
\dot{F}^*(t) &= r_4 F^*(t)(1 - b_2 F^*(t)) - k_2 F^*(t) T^*(t) - a_4(1 - e^{-w(t)}) F^*(t), \\
\dot{I}_V^*(t) &= s_1 + c_V V^*(t) \Gamma_V(t) - d_1 I^*_V(t) - a_5(1 - e^{-w(t)}) I^*_V(t), \\
\dot{I}_T^*(t) &= s_2 + c_T V^*(t) \Gamma_T^*(t) (V^*(t) + T^*(t)) - d_2 I^*_T(t) - a_6(1 - e^{-w(t)}) I^*_T(t), \\
u^*(t) &= -d_3 u^*(t) + m^*(t) - \tau_2).
\end{align*}
\]

(4.7)

With the initial conditions

\[
\begin{align*}
T^*(t_f) &= \phi_1(t), \\
V^*(t_f) &= \phi_2(t), \\
N^*(t_f) &= N(0), \\
F^*(t_f) &= F(0), \quad t \in [-\tau, 0]; \tau = \min[\tau_1, \tau_2] \\
I^*_V(t_f) &= I_V(0), \\
I^*_T(t_f) &= I_T(0), \\
u^*(t_f) &= \phi_3(t).
\end{align*}
\]

(4.8)
The adjoint state equations are

\[
\begin{align*}
\dot{\psi}_1 &= -\frac{dH}{dm} - \chi_{\{0,\tau_1\}}(t)\frac{dH}{dt_{1\tau}}(t + \tau_1) = (\frac{\alpha}{d} + 1)T^* - r_1 + \beta V^* + p_r l_{1r}^* - k_4 F^* + a_1(1 - e^{-v^*})\psi_1 + \\
\dot{\psi}_2 &= -\frac{dH}{dp} - \chi_{\{0,\tau_1\}}(t)\frac{dH}{dt_{2\tau}}(t + \tau_1) = (\frac{d}{a} + \beta)T^1 \psi_1 + (\beta T^* - r_2 + \frac{2a}{d} V^* + p_V l_v^* + a_2(1 - e^{-u^*}))\psi_2 + \\
\dot{\psi}_3 &= -\frac{dH}{dN} - \chi_{\{0,\tau_1\}}(t)\frac{dH}{dt_{3\tau}}(t + \tau_1) = (\frac{k}{a} + \beta)T^1 \psi_2 - \chi_{\{0,\tau_1\}}(t)\beta V^*(t)\psi_2(t + \tau_1), \\
\dot{\psi}_4 &= -\frac{dH}{dF} - \chi_{\{0,\tau_1\}}(t)\frac{dH}{dt_{4\tau}}(t + \tau_1) = (\frac{k}{d} + \beta)T^1 \psi_3 + \frac{d}{a} T^1 \psi_4 - \chi_{\{0,\tau_1\}}(t)\beta V^*(t)\psi_4(t + \tau_1), \\
\dot{\psi}_5 &= -\frac{dH}{dF} - \chi_{\{0,\tau_1\}}(t)\frac{dH}{dt_{5\tau}}(t + \tau_1) = (\frac{k}{d} + \beta)T^1 \psi_4 - \chi_{\{0,\tau_1\}}(t)\beta V^*(t)\psi_4(t + \tau_1), \\
\dot{\psi}_6 &= -\frac{dH}{dF} - \chi_{\{0,\tau_1\}}(t)\frac{dH}{dt_{6\tau}}(t + \tau_1) = (\frac{k}{d} + \beta)T^1 \psi_3 + \frac{d}{a} T^1 \psi_4 - \chi_{\{0,\tau_1\}}(t)\beta V^*(t)\psi_4(t + \tau_1), \\
\dot{\psi}_7 &= -\frac{dH}{dF} - \chi_{\{0,\tau_1\}}(t)\frac{dH}{dt_{7\tau}}(t + \tau_1) = (\frac{k}{d} + \beta)T^1 \psi_3 + \frac{d}{a} T^1 \psi_4 - \chi_{\{0,\tau_1\}}(t)\beta V^*(t)\psi_4(t + \tau_1).
\end{align*}
\]

(4.9)

with transversality conditions

\[
\psi_i(t_f) = 0, \quad i = 1, ..., 7.
\]

(4.10)

Furthermore, the optimal control is given as follows:

\[
m^*(t) = \begin{cases} 
0 & \text{if} \quad \chi_{\{0,\tau_1\}}(t)\psi_7(t + \tau_2) > -B, \\
m_{\text{max}} & \text{if} \quad \chi_{\{0,\tau_1\}}(t)\psi_7(t + \tau_2) < -B. 
\end{cases}
\]

(4.11)

Proof. By the theorem of existence and uniqueness in differential equation [23] and the Pontryagin maximum principle with delay given in [19], for \(m^*(t)\) and the corresponding trajectory \((T^*(t), V^*(t), N^*(t), F^*(t), l_{1r}^*(t), l_{2r}^*(t), u^*(t))\), there exists a nontrivial solution \((\psi_1(t), ..., \psi_7(t))\) of the adjoint system (4.9). Now by condition (4.5), one can have

\[
\frac{dH}{dm}(t) + \chi_{\{0,\tau_2\}}(t)\frac{dH}{dt_{\tau_2}}(t + \tau_2) = B + \chi_{\{0,\tau_2\}}(t)\psi_7(t + \tau_2) = 0
\]

\[
\Rightarrow m^*(t) = \begin{cases} 
0 & \text{if} \quad \chi_{\{0,\tau_2\}}(t)\psi_7(t + \tau_2) > -B, \\
m_{\text{max}} & \text{if} \quad \chi_{\{0,\tau_2\}}(t)\psi_7(t + \tau_2) < -B. 
\end{cases}
\]

(4.12)

Since \((\psi_1(t), ..., \psi_7(t))\) is a solution of (4.9), then \(m^*(t)\) is the optimal control for system (1.1). □

5. Numerical simulation

In this section, we considered three different cases to show the effectivity of combination treatment of oncolytic virotherapy and chemotherapy numerically. In Case I, we assumed \(\tau_1 = 6.5\) for the lag of viral transmission to tumor cells while the chemotherapy started after \(\tau_2 = 10\) days. The numerical simulation shows that the treatment was succesful in this case. In Case II, we chose the same value for the parameter delay \(\tau_1\) as the previous case but, we increased the length of delay in chemotherapy to \(\tau_2 = 50\) days. As it is shown in the simulations, a lot of unstable fluctuations imposed to all variables and the therapy method fails to control the tumor growth. In Case III, we assumed \(\tau_2 = 50\), but we decreased the time delay of viral transmission to \(\tau_1 = 1.5\). In this case, the solutions provide a promising results that could control the disease optimally.
In all cases, initial values are assumed the same and are as follows:

\[
\begin{align*}
T_0 &= 19, \\
V_0 &= 0.02, \\
N_0 &= 881, \\
F_0 &= 4, \\
I_V &= 14, \\
I_T &= 0.0001.
\end{align*}
\]

(5.1)

The values in (5.1) are the numerical approximations for one of the equilibrium point of the system (1.1) in the case there is no drug \(u(t) = 0\) with parameter values as in Table 1.

Table 1: List of parameters values.

| Parameter | value | unit       |
|-----------|-------|------------|
| \(r_1\)  | 1.5   | day\(^{-1}\)cell\(^{-1}\) |
| \(r_2\)  | 0.5   | day\(^{-1}\)cell\(^{-1}\) |
| \(r_3\)  | 1     | day\(^{-1}\)cell\(^{-1}\) |
| \(r_4\)  | 0.5   | day\(^{-1}\)cell\(^{-1}\) |
| \(b_1\)  | 0.001 | day\(^{-1}\) |
| \(b_2\)  | 0.1   | day\(^{-1}\) |
| \(k_1\)  | 0.001 | day\(^{-1}\)cell\(^{-1}\) |
| \(k_3\)  | 0.01  | day\(^{-1}\)cell\(^{-1}\) |
| \(k_4\)  | 1.5   | day\(^{-1}\)cell\(^{-1}\) |
| \(a_1\)  | \(9 \times 10^{-1}\) | day\(^{-1}\) |
| \(a_2\)  | \(1 \times 10^{-1}\) | day\(^{-1}\) |
| \(a_3\)  | \(1 \times 10^{-1}\) | day\(^{-1}\) |
| \(a_4\)  | \(1 \times 10^{-1}\) | day\(^{-1}\) |
| \(a_5\)  | \(6 \times 10^{-1}\) | day\(^{-1}\) |
| \(a_6\)  | \(6 \times 10^{-1}\) | day\(^{-1}\) |
| \(d_1\)  | \(1 \times 10^{-1}\) | day\(^{-1}\) |
| \(d_2\)  | 0.1   | day\(^{-1}\) |
| \(d_3\)  | \(1 \times 10^{-2}\) | day\(^{-1}\) |
| \(c_T\)  | 10    | day\(^{-1}\) |
| \(c_V\)  | 0.002 | day\(^{-1}\) |
| \(p_T\)  | 0.02  | day\(^{-1}\) |
| \(p_V\)  | 0.2   | day\(^{-1}\) |
| \(\beta\) | 0.3   | day\(^{-1}\) |
| \(\omega\) | 5     | day\(^{-1}\) |
| \(s_1\)  | 10    | day\(^{-1}\) |
| \(s_2\)  | 20    | day\(^{-1}\) |

Case 1: In the first case, we considered \(\tau_1 = 6.5, \tau_2 = 10\) and \(u_0 = 0.5\).
Case II  In this case, we increased the interruption of chemotherapy to $\tau_2 = 50$ and as it shown in Figure 2, solutions suffers more oscillations than the previous case and the chemotherapy cannot control the tumor cells well.

Figure 2: In this figure, optimal drug control and optimal tumor cells, oncolytic virus and normal cells are simulated at $\tau_1 = 6.5$ and $\tau_2 = 50$. The simulation shows tumor cells are not completely controllable.

Case III  In this case, the time delay of chemotherapy is considered $\tau_2 = 50$ while, we decreased the delay of transmission of oncolytic virus to tumor cells and infecting them as $\tau_1 = 1.5$. Figure 3 displays the valuable effect of virotherapy.
Figure 3: In this figure, optimal drug control and optimal tumor cells, oncolytic virus and normal cells are simulated at $\tau_1 = 1.5$ and $\tau_2 = 50$. The simulation displays the remarkable effect of virotherapy.

6. Conclusion

In this paper we introduced a nonlinear mathematical model that describes the interactions among tumor cells, oncolytic virotherapy, normal cells, obesity, immune cells with respect to virus and tumor cells and, chemotherapy as drug control of the system. We emphasis that this mathematical model has the advantage that could introduce a combination therapy. In treating cancer, specially at metastatic or progressed stages single therapies are hardly successful. Combination of oncolytic virotherapy with chemotherapy, besides that can reduce toxic side effects of chemotherapy also has shown that may lead to a synergistic interactions in increased therapeutic effects [11, 24]. In addition, two time delays are imposed to the system. $\tau_1$ for the time needed that tumor cells become productive in order to infected by oncolytic virus. $\tau_2$ is considered for the time delay of starting the chemotherapy. From biological point of view these so called delays are essential to consider for a more realistic model. Our model has this advantage that investigated the effect of delays in viral transmission and chemotherapy for treatment. In fact, we defined optimal control with delays in both state and control for our model. After characterizing the optimal control problem, numerical simulations has been done. Numerical simulations could help us to obtain a better overview of the problem. In simulation, we investigated a combination therapy. In the Case III, the solutions are modified in compare with the Case II where, the time delay of transmission of infection to tumor cells is decreased. The simulations implies that combinations has an increasing significance effect in cancer therapy. However, still the sensitivity of the model to time delay of therapy is obvious. If the delay is too large, it could be possible the response is out of clinical time for sufficient therapeutic conditions.
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