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ABSTRACT: It is of great significance to evaluate and predict coalbed methane (CBM) production for the exploitation and exploration of CBM. The flow characteristics of gas and water are very complicated and important in the process of CBM exploitation. In recent years, machine learning has been introduced to analyze CBM well production and its influence based on the historical production data. However, there are some problems with the determination of hyperparameters in machine learning algorithms. Some previous random forests (RF) models of CBM production prediction were suitable for individual CBM wells, but for different types of CBM wells, a large amount of time is needed to adjust the hyperparameters. Therefore, a genetic algorithm (GA) was applied to optimize RF, and a hybrid GA–RF algorithm was presented to solve this problem, which can automatically adjust two important hyperparameters, $n_{tree}$ and $m_{try}$, and adapt different types of CBM wells. Meanwhile, the Pearson method and RF were carried out in this work to analyze the data of CBM well production to avoid multicollinearity caused by the improper selection of the model’s independent variables. The importance and correlation analysis of drainage control parameters, including casing pressure ($P_c$), bottom-hole pressure ($P_b$), stroke frequency ($f_s$), liquid column depth ($D_l$), daily decline of bottom-hole pressure ($P_{bd}$), and daily decline of casing pressure ($P_{cd}$) were obtained. It was found that the casing pressure, bottom-hole pressure, and stroke frequency had more effects on the gas production of CBM wells than other drainage control parameters. Furthermore, the correlation and importance order of the influencing factors were: $P_c > P_b > f_s > P_{bd} > P_{cd} > D_l$ and $P_c > P_b > f_s > D_l > P_{bd} > P_{cd}$ respectively. A CBM production model based on the GA–RF algorithm was constructed to study and predict the gas production of CBM wells in Qinshui Basin, China. Compared with the production model based on RF, this model can automatically optimize its hyperparameters to adapt to different types of CBM wells, and the mean-square-error of the GA–RF algorithm can be reduced by 40–60% than that of RF. 93% of the training errors were less than 5%, and 89% of the prediction errors were less than 10%. The GA–RF model can spot promptly the main influencing factors of CBM production and has high accuracy for the production prediction of CBM wells.

1. INTRODUCTION

Coalbed methane (CBM) development in North America has been in a mature stage, and CBM exploration in the Asia-Pacific region has also been improving. In China, CBM reserves with a depth less than 2000 m is $30 \times 10^{12}$ m$^3$. With the continuous promotion of environmental protection, the exploration and utilization of CBM, recognized as a clean energy source, have gradually become a hotspot. The exploitation and exploration effects of CBM depend on many factors such as geological background, sedimentary characteristics, and hydrological conditions. Li et al. found that the tectonic position, the ground stress, and coal seam thickness affect the permeability of coal reservoirs and the CBM production. Kumar et al. explained the influence of effective stress, gas pressure, and moisture content on permeability evolution. Sun et al. presented organic nano-pores with different maturity levels through the kerogen molecular model and obtained methane density and velocity distribution under different displacement pressures.

Based on the classical drainage theory analysis, Langmuir volume, critical desorption pressure, and natural fracturing are the main factors influencing CBM production and reserves. Some scholars combined the methods of geological analysis and numerical simulation to study the drainage characteristics and the fracture influence on the gas production of CBM wells. Clarkson and Qanbari introduced the CBM well prediction method based on the concept of
dynamic drainage area (DDA) and established a new semianalytical DDA model. Zhu et al.20 established a gas–water two-phase flow model considering the difference in stress sensitivity between the hydraulic fracturing zone and the original coal reservoir. Considering the influence of temperature and gas slippage on CBM production, Li et al.21 established a permeability model of coal under stress–temperature coupling. Sun derived an efficient iterative production model using a combination of the pressure-squared approach, the gas-phase productivity equation, and the material balance equation.22 In order to study the influence of wettability on methane density in nanopores, a new model was formulated that combined the adsorption thickness and degree of wettability to reflect the change of critical properties and surface contact angle of methane.23

Considering the large amount of data in the processing of CBM wells, some scholars gradually use the methods of artificial intelligence theory and big data processing based on statistical principles to analyze different data.24–26 Geophysical logging data have been applied to automatically predict lithotypes in different statistical and machine learning methods.27–29 Random forests (RF), gradient-enhanced machine algorithm, and deep neural network algorithm proved the most accurate.30,31 Considering the time series characteristics of CBM production, Xu32,33 established a transfer-long short-term memory (T-LSTM) CBM production prediction model using the LSTM neural network and transfer learning (TL) methods to predict the daily CBM production and established a multivariate LSTM neural network (M-LSTM NN) model to predict the CBM production. Gaussian process regression (GPR),34 least-squares support vector machine (LSSVM),35 group method of data handling (GMDH),36 gene expression programming (GEP),36 and adaptive neuro-fuzzy inference system-particle swarm optimization (ANFIS-PSO)37 algorithms are applied to computational analysis to determine the permeability of carbonate reservoir, solid waste heat value, minimum miscible pressure (MMP), and bitumen/n-tetradecane mixture viscosity, respectively. A prediction model38 between the influencing factors and CBM content was presented by using the backpropagation (BP) NN prediction method.

RF have been applied to calculate the CBM production with a high prediction accuracy.39 However, the main problems of the RF model are shown in the red frames of Figure 1. One problem is about determining independent variables. If the correlation between the parameters of independent variables is not analyzed in advance, then it may lead to multicollinearity in the model. The other problem is hyperparameter optimization. For the machine learning model, it takes a large amount of time to determine the optimal hyperparameter, which depends on human judgment to a great extent.

To avoid the correlated independent variables in the model, the Pearson method and RF were applied to analyze the correlation of production control parameters, and the independent variables influencing gas production were chosen. After determining the independent variables, the RF model optimized by a genetic algorithm (GA) was constructed to automatically adjust its two important hyperparameters, $m_{tree}$ and $m_{try}$; then, the optimal hyperparameters were determined. Based on the hybrid GA–RF algorithm, a production model of CBM wells was presented, which showed high accuracy on the production prediction of CBM wells in Qinshui Basin, China.

2. PRINCIPLE OF GA–RF ALGORITHM

2.1. Random Forests. RF, proposed by Breiman,40 are composed of multiple decision tree models. When a prediction is conducted, multiple decision trees are used to make a joint prediction, ensuring a high-accurate result. The calculation process of a decision tree is shown in Figure 2. When constructing the decision tree, the decision features of internal nodes are selected according to the information gain of the features.

RF include two random steps:

(1) By using the bootstrap method, the original training data are randomly selected as training samples.

(2) Some features can be selected randomly from all features to build a decision tree.

The above data-processing procedures of RF can greatly reduce the correlation between decision trees and further improve the prediction accuracy.

In software programming, RF modeling can determine two important hyperparameters: $m_{tree}$ and $n_{try}$. $m_{tree}$ is the number of variables used in the preselection of tree nodes. If the $m_{tree}$ value is too small, it would lead to overfitting (the model is so close to the distribution of training data that it loses the accuracy of prediction) of RF. If it is too large, it would lower the computation speed. $n_{try}$ is the number of decision trees established by RF. If the values are small, it would cause...
insufficient training. If the values are large, it would increase the computational complexity of the model and overfitting.

In previous studies, when establishing the CBM well production prediction model based on RF, the determination of hyperparameter values is manually selected when the error result is small after multiple calculations, causing some problems (especially in the determination of $n_{tree}$), such as cumbersome multiple calculations and complexity in dealing with multiple CBM well data. Artificial selection may decrease the accuracy of nonoptimal values, so the accuracy of the model needs to be improved. Further, the universality is poor.

RF are suitable to deal with the nonlinear feature calculation. However, the prediction range of the RF is constrained by the highest and lowest sample values in the training data. The prediction results out of the range of the training data may be inaccurate because the prediction range of RF is constrained by the highest and lowest values of the training data. Therefore, RF can only predict the production in stages if the data of CBM wells have been analyzed and divided into various stages properly.

2.2. Genetic Algorithm. In order to solve the problems mentioned in Section 2.1 and preferentially apply the algorithm to the production fitting and prediction of different CBM wells, GA has been introduced to optimize RF, enabling it to adaptively deal with different CBM well production data and obtain the optimal hyperparameters.

GA is also called evolutionary algorithm, proposed by Holland. It draws on Darwin's population evolution theory and genetic evolution theory to achieve the optimal solution of the problem by simulating the natural population elimination and individual genetic variation processes. By simulating the evolution process of organisms, the individuals in the population are continuously selected, crossed, and mutated, so as to search for the optimal solution adaptively in the solution space.

GA uses the probabilistic optimization method, automatically obtains the optimization search space, and adaptively adjusts the search direction. The basic process can be divided into three steps: selection of good varieties (fitness proportionate reproduction), crossing, and mutation. The processes of crossing and mutation are shown in Figure 3.

2.3. Construction of the GA–RF Algorithm. In order to increase the universality of RF and improve the accuracy of the RF model when dealing with the production data of different CBM wells, the GA model introduced is set as follows:

Figure 2. Calculation process of the decision tree algorithm.

Figure 3. Schematic diagram of GA crossover and mutation.

1. The $SSE$ (sum of squared errors) of RF calculation results is set as the fitness function and $m_{try}$ and $n_{tree}$ as unknown variables.
2. The initial population size is set as 20 and the number of iterations as 100.
3. The mutation chance is 0.05 and elitism is 4, and the optimal solution of $m_{try}$ and $n_{tree}$ is finally obtained.

The specific calculation process is shown in Figure 4. Then, the construction of the GA–RF algorithm is carried out. The solution spaces of $n_{tree}$ and $m_{try}$ are binary-coded. A population is randomly generated in the solution space as the initial solutions to the problem. The initial solutions of $n_{tree}$ and $m_{try}$ are brought into RF.

Some features and samples randomly with playback are extracted by using the bootstrap method. The overall data set was divided into $n_{tree}$ groups of data sets. Each group of data sets has the same number of features and samples. The training data randomly selected for the training of the decision tree are in the bag; the rest are out of the bag.

According to the information gain of each characteristic $X_i$ of the data in the bag, the order of $X_i$ was arranged from large to small; then, $X_i$ was selected in turn. The $SSE$ of this feature was calculated to obtain the judgment condition.

Assuming that the training data set is $D$, the data set can be divided into $C_k$ ($k = 1, 2, 3, \ldots, K$) output variable categories according to different output variables $Y$. A feature $A$ has $n$ different values $\{a_1, a_2, a_3, \ldots, a_n\}$, and the data set $D$ can be divided into $n$ sets $\{D_{a_1}, D_{a_2}, \ldots, D_{a_n}\}$. Then, the calculation formula of information gain of feature $A$ is as follows:

$$
g(D, A) = H(D) - H(D|A)$$  \hspace{1cm} (1)

$$
H(D) = -\sum_{k=1}^{K} \frac{|C_k|}{|D|} \log_2 \frac{|C_k|}{|D|}$$  \hspace{1cm} (2)

$$
|D| = \sum_{k=1}^{K} |C_k|$$  \hspace{1cm} (3)
The information gain $g(D, A)$ of feature $A$ is the difference between the overall empirical entropy $H(D)$ and the conditional empirical entropy $H(D|A)$ of feature $A$, representing the degree of information complexity (uncertainty) reduction of data set $D$ under the condition of feature $A$. The larger $g(D, A)$ is, the more important $A$ is to the population $D$. $|D|$ represents the sample size of the population data set $D$, and $|C_k|$ represents the sample size of category $C_k$.

$$H(D|A) = \sum_{i=1}^{n} \frac{|D_i|}{|D|} H(D_i)$$

$$H(D) = -\sum_{i=1}^{n} \frac{|D_i|}{|D|} \sum_{k=1}^{K} \frac{|C_{ik}|}{|D_i|} \log_2 \frac{|C_{ik}|}{|D_i|}$$

$$C_{ik} = D_i \cap C_k$$

(Eqs 12345) are used to calculate all the features in the data set and obtain the size of information gain. The feature with the largest information gain is selected as the decision feature of the node, and the node is split according to this feature. After determining the decision feature, by considering the $n$ possible values of this feature in the node, the data in the node are divided into two groups (left child node and right child node). The case where the SSE of the decision tree is the minimum is determined, and the $n$ value is defined as the split condition of the node.

Assuming that the node splits with a certain value $a_i$ of feature $A$, the data points in the node are divided into two groups. The data sample is $(n_1, n_2)$, and $y_1$ and $y_2$ are the mean values of the output variables of the two groups of data, respectively. In this case, the SSE calculation formula of the decision tree after splitting is as follows:

$$SSE = \sum_{i=1}^{n_1} (y_1 - \bar{y}_1)^2 + \sum_{j=1}^{n_2} (y_2 - \bar{y}_2)^2$$

(6)

When the minimum of SSE is determined, the value $a_i$ is defined as the splitting decision condition of this node. According to the above steps, the decision features and split conditions of the intermediate nodes of the decision tree are gradually determined. After one of the following two conditions is met, the cycle is stopped. The construction of the decision tree is eventually completed. Using the out-of-bag data to verify the constructed $n_{tree}$ decision trees, the SSE of the RF model is obtained.

(1) The split data set consists of categories of output variables $C_{ik}$ without feature $X_j$, which means it is unable to split continually. The modal number of $C_{ik}$ is taken as the leaf node, as shown in result 1 in Figure 2.

(2) For the split data set, the output variables $C_{ik}$ have only one category; meanwhile, the value of $C_{ik}$ is the leaf node, as shown in results 2 and 3 in Figure 2.

The SSE of RF is used as the fitness function to calculate the value of each $n_{tree}$ and $n_{try}$ individual in the population. The individuals with high fitness are retained; the individuals with low fitness are eliminated. Offspring are generated by crossing the genes of the retained individuals and randomly mutating to increase the genetic diversity, as shown in Figure 3. When the population condition is satisfied, the individual with the highest fitness among all offspring was selected as the optimal solution to the problem.

---

**Figure 4.** Construction process of the GA–RF algorithm.
GA was used to optimize RF, and the optimal value of hyperparameters in RF was determined. The calculation accuracy and error of the algorithm are guaranteed, while the calculation amount of the RF model is reduced.

3. CBM PRODUCTION MODEL BASED ON THE GA–RF ALGORITHM

3.1. Modeling Process. The flowchart of the CBM production model based on the GA–RF algorithm is shown in Figure 5, as follows:

① Analysis of production data: The production data and related parameters of CBM wells were collected. By using RF and the Pearson verification, the importance and correlation of the drainage control parameters were calculated, and the order of parameters affecting the daily production was obtained. The independent variables with high correlation to CBM production were determined.

② Establishment of the GA–RF algorithm: The SSE and hyperparameters of RF were set as the fitness function and unknown variables, respectively, in the GA, and the GA–RF algorithm was established by referring to the algorithm operation flow in Figure 4.

③ Training of the GA–RF model: The independent variable parameters were brought into the GA–RF algorithm to establish the production model, and the historical data were used for model training and effectiveness evaluation.

④ Model application to CBM production: The model was applied to predict the future production of CBM well after learning and fitting the historical production. The model fitting and prediction results were analyzed to prove the accuracy of the model.

Zhu et al. and Xue collected the drainage and production data of CBM wells in southern Qinshui Basin. The production time is about 2000–3000 days, and the data are recorded once a day. In order to verify the accuracy of the GA–RF model in the fitting and prediction of CBM production, this paper used R language programming to carry out parameter importance analysis and correlation verification for the production data of eight CBM wells in Qinshui Basin. On this basis, the GA–RF model was used to carry out machine learning on the production data of three CBM wells; the fitting and prediction results of the model were obtained as examples to be applied to compare with the actual production data.

3.2. Parameter Importance Analysis. According to the classification standard of CBM wells’ daily production, the abovementioned CBM wells can be classified as follows: QN-1 and QN-2 are high-producing wells; QN-3, QN-4, QN-5, QN-6, and QN-7 are medium-producing wells; and QN-8 is a low-producing well. After the site selection, drilling, hydraulic fracturing, and other preliminary works of CBM wells, the drainage parameters during the process of production become the main factors affecting the daily gas production of CBM wells. In this work, we aim to determine the dynamic influence law of the parameters on CBM well production. The parameters of CBM wells include casing pressure, bottom-hole pressure, liquid column depth, stroke frequency, daily gas production, daily decline of casing pressure, and daily decline of bottom-hole pressure.

To understand the significance of the independent variable parameters and ensure whether there is correlation among the parameters affecting the daily gas production of CBM wells, RF were used to calculate the importance of independent variable parameters: supposing \( n_{\text{tree}} \) decision trees are in the forest, the importance of the features of variable \( x_i \) calculation formula is:

\[
VIM_{(\text{Gini})}^{(x_i)} = \frac{1}{n_{\text{tree}}} \sum_{v \in S_{x_i}} \text{Gain}(x_i, v) \tag{7}
\]

where \( VIM_{(\text{Gini})}^{(x_i)} \) is the importance of feature variable \( x_i \); \( S_{x_i} \) is the set of all nodes of \( x_i \) in the \( n_{\text{tree}} \) decision trees; and \( \text{Gain}(x_i, v) \) is the information gain of \( x_i \) at node \( v \):

\[
\text{Gain}(x_i, v) = GI(v) - w_L GI(v^L) - w_R GI(v^R) \tag{8}
\]

where \( v^L \) and \( v^R \) are the left and right child nodes of node \( v \), respectively; \( w_L \) and \( w_R \) are the sample proportion allocated to the left and right child nodes; and \( GI(v) \) is the total empirical entropy of node \( v \).
The greater the value of IncMSE of features represents the error increment when the feature changes. IncMSE importance of parameters from the perspectives of error increment of node purity (IncNP) were used to estimate the importances of independent variables. The importance indexes of the variables are shown in Figure 6.

The production data of CBM wells were input into R language, and the importance analysis was carried out by RF. In the GA−RF model, daily gas production was a dependent variable, whereas casing pressure, bottom-hole pressure, daily decline of casing pressure, daily decline of bottom-hole pressure, liquid column depth, and stroke frequency were independent variables. The importance indexes of the variables are shown in Figure 6.

The increment of mean-square-error (IncMSE) and the increment of node purity (IncNP) were used to estimate the importance of parameters from the perspectives of error increment and information gain, respectively. IncMSE represents the error increment when the feature changes. The greater the value of IncMSE of features $x_i$ is, the higher the importance of $x_i$ is to the dependent variable (daily gas production). According to the field data of eight CBM wells, IncMSEs of the variables from the largest to the smallest were casing pressure, bottom-hole pressure, stroke frequency, liquid column depth, daily decline of bottom-hole pressure, and daily decline of casing pressure. IncNP represents the information gain of features, which mainly reflects the result of feature selection when the model establishes the decision tree. The greater the IncNP value of $x_i$ is, the greater is information content $x_i$ carries with the system. IncNP of the variables from the largest to smallest were casing pressure, bottom-hole pressure, stroke frequency, liquid column depth, daily decline of bottom-hole pressure, and daily decline of casing pressure.

According to the results in Figure 6, the importance order of independent variables from the largest to smallest for the eight CBM wells is as follows: casing pressure, bottom-hole pressure, stroke frequency, liquid column depth, daily decline of bottom-hole pressure, and daily decline of casing pressure. For the same CBM well, coal seam depth and hydraulic fracturing properties are invariable, so the correlation with daily gas production is not obvious. Thus, the influence of these static parameters cannot be considered in a single well condition. However, for different CBM wells, there are great differences in stress distribution, permeability, and porosity of coal reservoirs with different depths, leading to changes in production, and the influence of static parameters such as geological parameters should be considered.

### 3.3. Correlation Analysis between Drainage Parameters

If the correlation between the parameters of independent variables is high, it will lead to multicollinearity in the process of machine learning, making the estimation of machine learning algorithm invalid and leading to the labeling error’s inaccuracy. Pearson’s verification was used to calculate the correlation among casing pressure, bottom-hole pressure, stroke frequency, liquid column depth, daily decline of bottom-hole pressure, daily decline of casing pressure, and daily gas production. The Pearson verification method is a statistical method, which can quantitatively estimate the correlation between variables. In terms of parameter statistics, this method proved effective. In computer linguistics, the method is also widely used, mainly for information extraction and other aspects, to calculate the distance between two data and get the similarity. Then, the sets are classified and further studied.

The calculation formula of the Pearson correlation coefficient is as follows:

$$r = \frac{\sum [(X_i - \bar{X})(Y_i - \bar{Y})]}{\sqrt{\left(\sum X_i - \bar{X}\right)^2 \left(\sum Y_i - \bar{Y}\right)^2}}$$

where the variables $X_i$ and $Y_i$ are the set of $x$ and $y$ coordinates of all points, respectively, and $\bar{X}$ and $\bar{Y}$ are the mean values of the $x$ and $y$ coordinates of all points, respectively. Taking QN-8 well as an example, the Pearson verification method was used to obtain the correlation coefficients among various parameters.

When the Pearson method is used to analyze a data set, it is suggested to include at least 30 different samples and at least three variables. As shown in Figure 7, casing pressure, bottom-hole pressure, and stroke frequency have higher correlation with daily gas production. Casing pressure and bottom-hole pressure have negative correlation with daily gas production, with the correlation coefficients of $-0.23$ and $-0.19$, respectively; stroke frequency is positively correlated with the daily gas production, with the correlation coefficient of $0.19$. According to the Pearson verification results, liquid column depth, daily decline of casing pressure, and daily decline of bottom-hole pressure are less correlated with the daily gas production, the correlation coefficients of which are $-0.02$, $0.05$, and $0.09$, respectively.
According to the actual production process, after the drilling of CBM wells, hydraulic fracturing is needed, causing more water in the coal reservoir and larger pore pressure, which leads to higher initial flowing pressure and dynamic liquid level. As the drainage works, the bottom-hole pressure, liquid column depth, and pore pressure in the coal reservoir gradually decrease, which leads to the desorption of CBM and the increase of gas production. In the early production stage of CBM wells, the process of holding casing pressure leads to a high casing pressure. With drainage going on, the daily gas production gradually increases and the casing pressure gradually decreases. In the stable drainage stage, the pumping unit stroke increases, which reduces the coal reservoir pressure, enhances gas desorption in coal reservoirs, and improves gas production. According to the calculation in Figure 7, the correlation order of daily gas production from the largest to smallest is as follows: casing pressure, bottom-hole pressure, stroke frequency, daily decline of bottom-hole pressure, liquid column depth, daily decline of casing pressure, and stroke frequency. The correlation between casing pressure and bottom-hole pressure is relatively high. Considering that the actual production is mainly controlled by changing the bottom-hole pressure, the casing pressure parameter is removed from the final independent variable parameters to avoid the occurrence of multicollinearity in the process of machine learning. The correlation between other process parameters (independent variables) is low; so, they are defined as independent variable parameters of CBM production model based on the GA–RF algorithm.

4. APPLICATION OF MODEL

4.1. Optimization Results

After the importance and correlation analysis of the in situ parameters, the bottom-hole pressure, stroke frequency, liquid column depth, daily decline of bottom-hole pressure, and casing pressure were defined as independent variables, and daily gas production was taken as a dependent variable. Then, the production model of CBM wells based on the GA–RF algorithm was established. In R program, RF default to \( m_{\text{try}} = 2 \) and \( n_{\text{tree}} = 500 \). In order to improve the calculation accuracy, it is necessary to determine the optimal values of \( m_{\text{try}} \) and \( n_{\text{tree}} \) first. GA is used to optimize RF, which ensures the model’s function of adaptively dealing with different CBM well data and the high accuracy of the model.

Compared with the results of the RF production model, the accuracy of the GA–RF model improved effectively, as shown in Figure 8. MSE is also observed to greatly decrease. In R-square (RSQ), the numerical value has also improved slightly, though the original RSQ was high. The specific data of the optimization results are shown in Table 1.

The established GA–RF model can adaptively obtain the optimal results of \( m_{\text{try}} \) and \( n_{\text{tree}} \) for different types of CBM well data. \( m_{\text{try}} \) can automatically select the optimal value according to the production data of different CBM wells. \( n_{\text{tree}} \) is significantly reduced after GA optimization; meanwhile, the fitting accuracy of the GA–RF algorithm is significantly improved compared with RF. In terms of MSE reduction, QN-

![Figure 7. Correlation of QN-8 well features.](image1)

![Figure 8. MSE and RSQ calculated by RF and GA–RF algorithms. (a) MSE calculated by RF and GA–RF algorithms for eight CBM wells. (b) RSQ calculated by RF and GA–RF algorithms for eight CBM wells.](image2)
Due to the long time interval of recording production data at the early drainage stage, there are some vacancies in the production data. The main method of dealing with vacancies is through linear completion. This way of filling vacancies will lead to some differences between the supplement and actual data, which eventually affect the fitting accuracy of the model.

At the initial stage of drainage and production, there are some fluctuations in the CBM production data, such as that in the QN-8 well in Figure 10. It shows that the gas production of CBM wells at the initial stage is unstable, directly leading to the vague connotation relationship between gas production data and drainage parameters, which reduces the model calculation accuracy. When the drainage data at an early stage is relatively smooth, such as that in the QN-7 well in Figure 10, the relative errors more than 10% in the early drainage stage are few.

The results of QN-7 and QN-8 calculated by the production model are closer to the actual data because the previous gas production curves are smoother than that of other CBM wells. Most of the prediction errors of these two wells are less than 10%. Apart from the initial stage, most of the calculated results of QN-1 are close to the actual data curve because there are obvious fluctuations in the initial stage. The existence of the interpumping operation, pumping unit efficiency reduction, pumping unit maintenance, and so on leads to the deviation of the production model calculation results, but 79.44% of the prediction errors are still below 10%.

The GA–RF model for predicting CBM production has satisfied the calculation accuracy. The results of standard deviation (SD), root-mean-square error (RMSE), absolute
average relative deviation (AARD), and average relative deviation (ARD) are listed in Table 2. Min. of ARD and Max. of ARD (%) refer to minimum and maximum absolute deviation values, respectively. The error functions in Table 2 were calculated by the following equations:44

$$SD = \sqrt{\frac{1}{N-1} \sum_{i=1}^{N} \left( \mu_{i}^{act} - \mu_{i}^{pred} \right)^{2}}$$

(11)

$$RMSE = \sqrt{\frac{1}{N} \sum_{i=1}^{N} \left( \mu_{i}^{act} - \mu_{i}^{pred} \right)^{2}}$$

(12)

$$AARD = \frac{100}{N} \sum_{i=1}^{N} \left( \mu_{i}^{act} - \mu_{i}^{pred} \right)$$

(13)

$$ARD = \frac{100}{N} \sum_{i=1}^{N} \left( \frac{\mu_{i}^{act} - \mu_{i}^{pred}}{\mu_{i}^{act}} \right)$$

(14)

For QN-1, QN-7, and QN-8, the prediction results of the GA–RF model are accepted. The maximum AARD of training data, test data, and total data are 2.508, 5.751, and 2.762%, respectively. The maximum RMSE of training data, test data, and total data are 54.415, 202.856, and 75.021, respectively.

The error frequency of the GA–RF model is shown in Figure 11. When the absolute relative error is 15%, the cumulative error frequencies in the training and prediction periods of QN-1, QN-7, and QN-8 calculated by the model are 98.38, 99.55, 98.25% and 79.44, 99.44, 86.67%, respectively. In the training period, 98% of the errors are less than or equal to 15%, and 88% of the prediction errors are less than or equal to 15%. Hence, the GA–RF model has satisfied the calculation accuracy.

Considering that CBM production is time-related, the calculation errors of the production model change in different production stages, which decreases the prediction accuracy of the model. Therefore, locally estimated scatterplot smoothing (LOESS) method was used to conduct outlier analysis on the errors of the GA–RF model to take the influence of time series into account to smoothen the scatters. The error curves of QN-1, QN-7, and QN-8 were calculated, as shown in the black curves in Figure 12. The upper limit of error outlier determination was set with fivefold SDs plus the LOESS curve, and the error higher than this limit will be considered as an outlier, as shown in the red curve in Figure 12. Most of the error outliers are concentrated at the initial stage of training. There are also some error outliers of QN-1 and QN-8 prediction stages. According to statistics, there are 138 outliers in 2400 data samples of QN-1, 119 outliers in 2560 data samples of QN-7, and 212 outliers in 2300 data samples of QN-8, accounting for 6, 5, and 9% errors, respectively. It means that the model is stable in calculation accuracy.

The model shows good performance in the fitting and prediction of CBM production, which provides a reference for the production prediction of the CBM wells. Based on the GA–RF production model trained by the historical production data, the coincidence degree between the fitting curve and the actual production curve is high, and the relative errors in 93% of fitting results are less than 5%. After training, the model can perform production prediction using the production parameters. The relative errors in 89% of predictions are less than 10%. When there are no (or few) anomalies in CBM wells, the accuracy of prediction results may improve a lot. When volatility anomaly occurs, the calculation results of the model

Figure 10. Actual and calculated results of (a) QN-1 (high-yield well), (b) QN-7 (middle-yield well), and (c) QN-8 (low-yield well) by the GA–RF production model.
in the abnormal part would deviate. Therefore, when using this GA−RF model to predict the daily gas production of CBM wells, it is necessary to analyze the production data and handle the abnormal data appropriately, which is an important step to ensure the production prediction validity of the GA−RF production model.

### Table 2. Error Parameters of the Model

| well number | data set       | SD  | RMSE | AARD (%) | ARD (%) | min. of ARD (%) | max. of ARD (%) |
|-------------|----------------|-----|------|----------|---------|----------------|-----------------|
| QN-1        | training       | 0.225 | 52.421 | 2.491 | -1.546 | 0.001 | 60.389 |
|             | test           | 0.069 | 202.856 | 5.300 | -4.232 | 0.036 | 15.346 |
|             | total          | 0.217 | 75.021 | 2.702 | -1.748 | 0.001 | 60.389 |
| QN-7        | training       | 0.065 | 54.415 | 1.365 | -0.275 | 0.001 | 36.107 |
|             | test           | 0.049 | 105.425 | 4.054 | -3.181 | 0.016 | 11.372 |
|             | total          | 0.064 | 59.450 | 1.554 | -0.479 | 0.001 | 36.107 |
| QN-8        | training       | 0.070 | 29.205 | 2.508 | -0.576 | 0.001 | 55.459 |
|             | test           | 0.070 | 37.032 | 5.751 | -1.867 | 0.076 | 27.874 |
|             | total          | 0.070 | 29.891 | 2.762 | -0.677 | 0.001 | 55.459 |

### Figure 11. Relative error frequency and cumulative frequency of (a) QN-1, (b) QN-7, and (c) QN-8 by the GA−RF production model.

### Figure 12. Error outliers of (a) QN-1, (b) QN-7, and (c) QN-8 by the GA−RF production model.

5. CONCLUSIONS

RF have been optimized by GA to increase the efficiency of hyperparameter determination because the GA−RF algorithm can automatically adjust the algorithm to achieve the optimal hyperparameters. Compared with RF, the MSE of the GA−RF algorithm is reduced by 40−60%. The value of the determination parameter, \( R^2 \), goes up to about 1%.

The importance and correlation indexes of CBM production data have been calculated by the GA−RF algorithm. The results show that casing pressure, bottom-hole pressure, and...
stroke frequency should be emphasized in the drainage control process because the parameters have important effects on the daily gas production of CBM wells.

A CBM production model based on the GA−RF algorithm was presented to analyze the daily gas production of CBM wells with different production capacities at Qinshui Basin in China. The results of the model are in good agreement with the actual production because 93% of the calculated relative errors are less than 5%. For gas production prediction, 89% of the actual production because 93% of the calculated relative errors are less than 10%. The error sets of the CBM production model have error outliers with 5−9%. This indicates that the model based on the GA−RF algorithm can provide high precision results for predicting CBM production.
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