Abstract

Learned optimizers are increasingly effective, with performance exceeding that of hand designed optimizers such as Adam [7] on specific tasks [9]. Despite the potential gains available, in current work the meta-training (or ‘outer-training’) of the learned optimizer is performed by a hand-designed optimizer, or by an optimizer trained by a hand-designed optimizer [11]. We show that a population of randomly initialized learned optimizers can be used to train themselves from scratch in an online fashion, without resorting to a hand designed optimizer in any part of the process. A form of population based training [5] is used to orchestrate this self-training. Although the randomly initialized optimizers initially make slow progress, as they improve they experience a positive feedback loop, and become rapidly more effective at training themselves. We believe feedback loops of this type, where an optimizer improves itself, will be important and powerful in the future of machine learning. These methods not only provide a path towards increased performance, but more importantly relieve research and engineering effort.

Method and Experiment

We train neural-network parameterized learned optimizers, with an architecture based on that in Metz et al. [11]. The outer-loss used to train these learned optimizers consists of a large diversity of different problem types (language modeling with RNNs, image classification with CNNs, and more) [10]. These problems were designed to capture enough variation over different types of optimization problems so as to facilitate learning on the meta-problem of optimizing the learned optimizer. Put another way, being able to effectively optimize the problems in this outer loss is sufficient to enable the learned optimizer to effectively train itself. At this point, this set of tasks is likely larger than needed to enable self-training but due to compute costs was all we explored.

Instead of training a single model with a hand designed optimizer (e.g. Adam), we initialize a population of 10 randomly initialized learned optimizers. At initialization, we randomly select models from this population to optimize other models. To improve this population, we employ evolution—in particular population based training [5]. Approximately every 3 hours

Figure 1: Schematic of the three nested layers of learning when training a learned optimizer. Each subsequent layer uses many iterations of the previous layer for each update. In the base layer (left), we train some target model using gradient descent with a learned optimizer. In the middle layer we update the learned optimizer parameters, using a learned optimizer, to perform better at training the target tasks. In the final layer (right), we employ population based training to guide the learned optimizer in the middle layer used to train the learned optimizers.
Figure 2: Training curves showing learned optimizer performance. In color we show each member of the population. Each point consists of evaluating a given learned optimizer on 100 tasks for 10,000 inner-steps then computing the mean over tasks and normalized learning curves. We show performance of fixed learning rate Adam optimizers in dashed blue lines, with each line showing a different learning rate sampled logarithmically between $10^{-6}$ and $10^1$ every half order of magnitude. In black we show learning rate tuned Adam with tuning done independently per task. **Left:** Early in outer training we find poor training as all optimizers are randomly initialized. **Right:** Later in training, outer-training speed increases as our learned optimizers learn to optimize, and thus optimize themselves faster.

of outer training we compare the performance of two randomly selected optimizers evaluated on 100 tasks from the target training distribution and select the best performing learned optimizer parameters as well as the learned optimizer being used to train these parameters (the outer-optimizer). With a 50% chance, we randomly select a different outer-optimizer from the population of learned optimizers and with 10% chance we re-sample length of each truncation, how many steps we unroll our optimizer before computing gradients, to be either 200, 300, 400, or 800. We run this population for 10 days on a 500K CPU core cluster. Results are shown in Figure 2.

Early in training, we find our learned optimizers either diverge, or learn slowly. This is natural as at this point all of the optimizers used to train the learned optimizers are randomly initialized. After a number of days our population of optimizers start to learn to optimize resulting in learned optimizers that are on par with Adam using the same fixed learning rate for all evaluation tasks. This in turn accelerates outer-training and ultimately produces learned optimizers that outperform per problem learning rate tuned Adam on the training distribution of tasks (a strong baseline on this outer-dataset).

### 3 Related Work

Online meta-learning methods such as hyper-gradient methods, [15][16], or population methods [5][6] also employ learning procedures that accelerate learning. These systems usually operate on hyperparameters, and aim to improve performance after some number of steps of learning. Not only do these systems limit what can be learned (e.g. modification of hyperparameters instead of full learning algorithms), they limit how this learning occurs which limits the speed of learning.

Learned optimizers have been explored in [3][1][2][14][8][9][11]. Using fixed learned optimizers to train new learned optimizers was also explored in Metz et al. [11] but this was done in an offline, as opposed to online, fashion. Leveraging a population not only speeds up the rate of learning speedup, it also stabilizes training [5].

Other work proposes or discusses self learning systems. Schmidhuber [12] explores using genetic programming to improve itself. Schmidhuber [13] explores learning proof based learning algorithms that update their own prover with provably useful improvements. Finally, Clune [4] advocates for similar learning systems by learning architecture, learning algorithms, and environments.

### 4 Discussion

In this work we demonstrate one of the first machine learning systems which accelerates its own learning by training itself. We hope this serves as inspiration for future systems which improve themselves in a positive feedback loop. As the tasks on which we employ machine learning become more complex, we believe solving problems by building positive feedback loops will enable a faster rate of progress than hand designed methods.
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