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Abstract

We propose and implement a generic scheduling framework for OpenModelica to eliminate the simulation code corresponding to inactive components in a system-level model. This framework allows the model developer to auto-generate models corresponding to the discrete behavior of the underlying system, and then schedule their simulations. It also provides a Scheduler library in the Modelica language to help the model developer easily generate the schedule. The benefit of this approach is demonstrated with and without real-time simulations of a batch distillation system. The proposed approach also helps implement a sequential modular simulation to arrive at initial guesses for flowsheets, whose equations can then be solved simultaneously using the standard, equation-oriented, approach of Modelica.
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1 Introduction

The ability to model discrete behavior is an important requirement in industrial systems, even in continuous plants, such as refineries. The reason is that these plants also need to be cold started and shut down in case of emergencies. Unless startup and shutdown procedures are clearly understood, one cannot even take the lab-scale discoveries to the plant level for manufacturing. Hence, the ability to correctly model discrete behavior is an important requirement.

System-level modeling of a huge and complex system has become a common methodology for system engineering design (Pop et al. 2019). Such modeling can include several hierarchies of subsystems and a large number of components. Most general-purpose simulators broadly fall into one of the following three categories based on the way they process the information in the system under simulation: discrete event, continuous, and hybrid, i.e., a combination of the continuous and discrete-event simulation.

The simulators treat the system-level modeling as a single unit for efficient compilation to generate the simulation code and run the simulation itself. That is, the system-level modeling design is no longer preserved, and all its hierarchy and components are compiled and simulated entirely. A similar software framework is observed as a part of the typical process of translation and execution of a system-level model in most of the Modelica tools (Fritzson 2014), including the open-source OpenModelica compiler (Pop et al. 2019). Such frameworks can lead to the compilation and simulation of inactive subsystems and components, leading to some difficulties.

In order to address the main issue of constantly running simulation code that is not required, we propose a generic scheduling framework. It describes the discrete behavior of the system to be modeled in terms of a schedule. This framework also helps schedule their simulations (Section 2). Section 3 discusses the related work within the Modelica context. In Section 4, we present a prototype developed for this framework that leverages the OpenModelica Simulation Environment (Fritzson et al. 2020) along with a Modelica library called Scheduler. Sections 5 and 6 demonstrate the benefits of the proposed approach in a batch distillation column and process flowsheeting, respectively. The last section is devoted to the conclusion and future work. In our work, the system-level modeling primarily involves variable-structure systems.

2 Scheduling Framework

To understand the motivation behind this work, let us consider the following example. Consider the cold startup of an overflow tank connected to a pumped flow tank, as shown in Figure 1. Initially, there is no liquid in both tanks. Until the liquid level rises in the first tank to the level of the outflow line, there can be no liquid in the second tank. Without the liquid, starting the pump will damage it. In addition, suppose that we have to calculate the liquid density in the second tank. Unless suitable precautions are taken, there could be difficulties in the calculation because of the zero volume of the liquid. There are three different ways to handle this situation:

1. Noticing zero volume in the tank, do not calculate the density nor implement any calculation that requires density.
2. Assume that there is always a small amount of liquid present in the second tank and calculate the density.
3. Do not even attempt to simulate the second tank until the liquid starts coming from the first tank.

The first approach increases the load on the model developer. They must anticipate all the different ways the modeling assumptions can be violated and take corrective actions. The second approach results in erroneous calculations, however small they may be.

The above two approaches necessitate solving all subsystems, including the inactive ones. This approach is not acceptable if the objective is to do minimal modeling, such as arriving at the initial guess of a large number of model equations by solving a few equations at a time, as explained in Section 5. The advantage of the minimal modeling approach is that it does not require setting up initial guesses for inactive models. The third approach does not have the difficulties mentioned above, provided we have the capability to simulate at the correct time. In this work, we attempt to create this capability to simulate only the required models.

### 2.1 Schedule for System-Level Modeling

The active components or subsystems of a system can be effectively determined through its discrete behavior. The same can be modeled through discrete events in terms of a schedule. Thus, the model developer constructs a schedule of dependent tasks and events for system-level modeling. An event indicates a condition based only on the currently scheduled task. It specifies the next task to be scheduled when the event triggers. I.e., the condition is satisfied. Note that the condition can involve just the simulation time so that it does not constrain the variable-structure model to generate events from its state. A task can include a set of components, subsystems, or several systems. It will be simulated only when activated based on the target of the event associated with the currently scheduled task. From the above description, the following are the observed properties of any schedule for system-level modeling:

- An event is associated with only one task and specifies only one task to be scheduled next. A task can have several events associated with it, which can schedule only one of the several next tasks depending on the order of the events being triggered.

### 2.2 Simulation Scheduling

Figure 2 shows the generic simulation scheduling once the model developer provides the system-level model and its schedule. The scheduling engine is an intermediate layer between the system-level modeling and the underlying simulation tool. The engine parses the model and simulates only the first task based on the schedule provided. The events associated with the task are monitored to evaluate their conditions. If any of them is satisfied, then the corresponding event gets triggered. The engine then simulates the next task in the schedule from the point in simulation time where the previous task left. The process repeats until the end of the entire simulation time.

The above framework descriptions and schedule properties divide the system-level modeling into discrete parts of the components or subsystems. Thus, it also divides the single continuous simulation into multiple but efficient
smaller and faster simulations of tasks. The efficiency is achieved in terms of smaller executable code size and lesser memory requirements for each task when compared to the entire simulation done with existing frameworks. The same is noticeable from the demonstration discussed in Section 6. Otherwise, it can waste CPU cycles as the data can keep on shuffling between the CPU cache and the RAM (Pop et al. 2019). As only one task will be simulated at any given point of the simulation time, the goal is thus achieved by not simulating the rest of the inactive tasks. Therefore, the unnecessary running of the simulations for the inactive tasks is prevented, which anyway will not impact the simulation of the current task.

The framework is independent of the underlying simulation tool and the modeling language it uses. As a result, it also permits real-time and interactive simulations and does not require any rework of the existing simulation tools. Note that the interactive simulation here indicates that one can interact with the model during its simulation by monitoring and optionally modifying the state of the model as per the requirement.

3 Related Work

There is no native support, nor is there any Modelica tool that provides a generalized extension or framework of the type described here, suitable for all domains (Casella 2019; Jack 2020). Nevertheless, there are attempts at variable-structure modeling similar to the proposed simulation scheduling workflow (Briese 2018; Mehlhase et al. 2014; Stüber 2017). Stüber (2017) further discusses several implementations and their drawbacks. They use specialized forms of the proposed generic simulation scheduling workflow suitable for their applications. One approach common to all of them involves either the reimplementation of their existing models or manual work for generating models with different structures and exploiting the functionalities of proprietary tools. Also, none of these related works exhibits real-time and interactive simulation capability. Apart from these application-specific implementations, there is a need for sequential modular simulation in OpenModelica (Casella 2021). It also indicates that no such related generalized work has been done for OpenModelica.

Outside the Modelica context, the following are the prior work that attempts to have similar modeling capabilities that we have proposed but simulate as per the existing framework.

The special-purpose and open-source Ngspice circuit simulator (Vogt et al. 2021) partially avoids running simulation code that is not required. The components in the circuit are mapped to a C function through its XSPICE extension. As a result, the C function gets invoked only when the signal reaches the corresponding component. However, this behavior is applicable only for the digital components, while the analog simulation of all components is still running even though they may not be required.

A proprietary and general-purpose simulator, GoldSim, has conditional containers similar to the conditional task scheduling in our engine. However, it still keeps on constantly running the code in idle mode for those components that are not required (GoldSim Technology Group 2022). Similar functionality is observed with the general-purpose AnyLogic simulation software (The AnyLogic Company 2022) and gPROMS (Process Systems Enterprise Ltd. 2004), a special-purpose simulator focused on chemical processes. Another proprietary but discrete-event simulator, FlexSim, has conditional task functionality. However, again, the components still keep running and remain idle as described in their tutorial (FlexSim Software Products, Inc. 2022).

Another application of variable-structure modeling, which has received great attention, is the simulation of the reconfigurable manufacturing system (RMS) that implies a change in the factory structure. K et al. (2019) and Herps et al. (2022) demonstrate the simulation of their proposed manufacturing processes using FlexSim and AnyLogic respectively. However, as mentioned earlier, both software keeps executing the conditional elements even if they are redundant. Kahloul, Bourrekkeche, and Djouani (2016) use reconfigurable object Petri nets to model and simulate RMS. It has system-level nets that involve fire and transform transitions and a set of morphisms. It allows changing between the object net markings and structures corresponding to each configuration. Although this modeling is similar to the work described here, their entire RMS representation is simulated as a single model. It thus loses the benefit of an already discretized model and the scope to avoid running redundant simulation code.

The FMI standard in terms of System Structure and Parameterization (Modelica Association Project SSP 2019) and Distributed Co-Simulation Protocol (Modelica Association Project DCP 2019) may possibly be exploited to achieve the goal of our work. These co-simulation standards, which are out of the scope of this work, shift efforts from simulation run-time (scheduling framework) to simulation configuration time. However, as the discrete behavior of the system can be known at run-time, one has to additionally anticipate different scenarios with variable structures and generate them only at configuration time.

4 Implementation of Scheduling Framework for OpenModelica

The primary goal of our work is to run only the simulation code that is required. In the simulation context and to the model developer, it indicates that the subsystems or components are to be simulated only when activated, i.e., lazily simulated. As mentioned earlier, our implementation is based on the Modelica language. The systems are modeled using equations in this language and require all equations to be solved simultaneously during the entire simulation. The goal, hence, boils down to preventing unnecessary solving of the equations governing the behavior
The overall prototype implementation has two parts. The first one is only the creation of the schedule for the variable-structure model using the Scheduler library without any need to re-implement the model. The second one is the simulation scheduling using an engine that leverages the OpenModelica Simulation Environment.

### 4.1 Scheduler - Modelica Library

For the model developer to construct the schedule consisting of tasks and events, we have developed a library, called Scheduler, in the Modelica language itself. Figure 3 shows its structure in OMEdit, the OpenModelica’s connection editor. The Task and Event classes correspond to the schedule’s task and event discussed in Section 2, and their user interfaces are shown in Figure 4. The InitialTask class is the same as the Task class, except that it indicates the start of the schedule. The ScheduleRoot class requires the model developer to specify the top-level model in the hierarchy of system-level modeling and the general simulation parameters applicable to all the tasks in the schedule. The schedule must have an instance of this class. The Interfaces sub-package provides the desired abstraction to the above-mentioned classes and is not meant to be used directly.

The classes in the Scheduler library themselves are available as components, which the model developer can drag and drop in OMEdit, and also write the Modelica code to connect the tasks and events. As shown in Figure 4, the model developer has to provide a list of components or subsystems for each task along with the package name to find these components. There is also a provision to specify compilation and simulation flags in addition to those mentioned in the instance of ScheduleRoot class. These flags will be applicable only to that task. The event condition needs to be specified for all the events in the schedule. The schedule can be created within the top-level model, i.e., in the same file as the top-level model or outside it as a separate file having the name as Schedule within the same package.

### 4.2 Scheduling Engine

As discussed earlier, there is no native support in Modelica for scheduling. So, the implementation of the scheduling engine needs to be outside the Modelica context, which we have done in Python language. The scheduling engine requires only the system-level model and the schedule to be provided by the model developer. It is an additional layer between the user’s system-level model and OpenModelica. That is, it runs on top of the OpenModelica compiler (OMC) in an interactive mode and is loosely coupled to OMC. It leverages OMC’s ZeroMQ communication interface through OMPython to take over the typical compilation and simulation process in OpenModelica. OMPython is a part of the OpenModelica Simulation Environment and acts as a Python interface to communicate with OMC. The provided schedule is parsed independently of OpenModelica per the scheduling framework. It then distributes the system-level model into several sets of active subsystems or components preserving the connections between them, where each set corresponds to a task in the schedule. As a result, it automatically generates all the models corresponding to each task on behalf of the model developer.

The scheduling technique used by the engine is similar to the next-event scheduling used commonly in the discrete-event simulation. That is, when each event is set up, it creates (schedules) the next procedure (task and event). Following this scheme, only the initial task to be run first is compiled and then simulated. The events associated with the initial task are monitored to evaluate the corresponding conditions. The next task in the schedule is activated when one of these events gets triggered. If the event condition gets satisfied immediately upon the start of task simulation, then the task simulation is terminated immediately without consuming any further simulation steps and the next task gets scheduled. The next task is compiled and then simulated by transferring the end results of the previous task to the next. This transfer of end results ensures the continuity of the state from where the previous
task left. It acts as initialization conditions for the next task, by overriding the default ones provided by the model developer within the model itself. If any other additional information is not present in the previous or the next task, then the model developer can still provide it using suitable OpenModelica simulation flags applicable to that task. An example of specifying additional information to initialize the tank height with 5 units is shown in Figure 4 (a). The above entire process is repeated until the end of the entire simulation time.

The monitoring of events and evaluation of the associated conditions is achieved through the OPC UA server implementation in OpenModelica (henceforth referred to as the server). OPC UA is an interoperability standard in industrial applications. The server is suitable for interactive simulation in real-time as well (Kumar et al. 2021). The next section also illustrates the same using the scheduling framework. Note that the interactive simulation through OPC UA does not involve any kind of visual interface or animation, and is out of the scope of the work described here. The scheduling engine acts as the OPC UA client and simulates each task with an embedded server. The event monitoring process leverages the publish-subscribe model of the server. The process variables (PV) and the manipulated variables (MV) in the event conditions are subscribed for notifications by the scheduling engine. As a result, simulation time is saved by not polling continuously for the changes in PV and MV over the OPC UA client-server configuration.

As observed from the above engine implementation, the compilation and simulation of each task are done just in time. That is, the tasks are compiled and simulated only when they are required. Note that there are no repeated compilations of the same tasks. The very first compiled tasks are reused again with a different context whenever required. It is possible to manually create the model corresponding to each task, compile them and then use them for manual scheduling. However, it is not feasible and error-prone when the complexity of the system and schedule scales up. Thus, the automatic distribution of the system-level model and simulation scheduling is more efficient than the manual work for the model developer. The importance of the problem attempted in this work and the usage of the proposed framework through the above implementation is illustrated through two engineering examples, to be presented next.

5 Batch Distillation System

In this section, we explain how the proposed framework helps reduce the computations in the operation of the batch distillation column (Figure 5) studied by Kumar et al. (2021) using an OpenModelica OPC UA client-server configuration. In this example, a feed stream containing three chemicals is separated into pure components. Sharma, Moudgalya, and Shah (2021) operate the opening and closing of the valves through the StateGraph library in OpenModelica, which obviates the need for event constructs such as if-else and when statements. All components of the batch distillation system are simulated simultaneously in both approaches, irrespective of whether they are active or not.

The batch distillation system with the product and slop scheduling in different tanks is modeled through the Scheduler library. The inlet valves of the product and slop tanks are controlled according to the purity levels obtained in the distillate. This depends on the mole fraction of components in the distillate and reboiler, respectively. Figure 6 shows the sequence of events and tasks to be simulated on the occurrence of a particular time or state event or both. This schedule is created in OMEdit by drag and drop of five instances of Task class, four instances of Event class, and one mandatory instance of...
ScheduleRoot class. It is defined outside the top-level model of the batch distillation system (Figure 5) in a separate file but within the same package. Figure 7 shows the sequence of subsystems corresponding to the simulated tasks as per the schedule shown in Figure 6.

Listing 1. Illustrative Modelica code for top-level model of batch distillation system

```model BatchDistillation
    DistillationColumn Column;
    Valve Valve1, Valve2, Valve3, Valve4;
    Tank Tank1, Tank2, Tank3, Tank4;
    equation
        connect(Column.outflowProduct1, Valve1.inflow);
        connect(Valve1.outflow, Tank1.inflow);
        connect(Column.outflowSlop1, Valve2.inflow);
        connect(Valve2.outflow, Tank2.inflow);
        connect(Column.outflowSlop2, Valve4.inflow);
        connect(Column.outflowProduct2, Valve3.inflow);
        connect(Valve3.outflow, Tank3.inflow);
        connect(Valve4.outflow, Tank4.inflow);
    end BatchDistillation;
```

Listing 2. Illustrative Modelica code for InitialTask

```model BatchDistillation
    DistillationColumn Column;
    end BatchDistillation;
```

Initially, the batch distillation system is operated at total reflux with no distillate taken out of the system. In this condition, the valves and tanks connected to the batch distillation column are idle. So, the initial task is operated only with the batch distillation column present, and all other components are excluded as shown in Figure 7(a). This corresponds to the InitialTask of the schedule in row 1 of Table 1. The scheduling engine parses this task by removing all of the components and their connect equations, except the batch distillation column, from the Modelica code shown in Listing 1. It communicates with OMC interactively through OMPython to achieve the same. Listing 2 shows the illustrative Modelica code for the resultant model after parsing InitialTask.

The communication involves sending commands, that invoke the appropriate scripting API available in OpenModelica, and receiving the status of the command. As mentioned earlier, the communication is done in the form of client-server configuration over the ZeroMQ interface, where the scheduling engine acts as the client and OMC as the server. In this way, the scheduling engine automatically generates the model for InitialTask without any manual intervention of the model developer. This model is kept in memory until it is compiled, but it can also be dumped into a separate file for the model developer’s reference.

Once the model corresponding to InitialTask is generated, it is compiled and its simulation is started by embedding an OPC UA server with its executable. The same is already demonstrated by Kumar et al. (2021). This embedded OPC UA server allows the scheduling engine to monitor the first event (event1). As soon as the event condition being satisfied is detected, the scheduling engine sends another command to gracefully terminate the simulation. It, in turn, saves InitialTask’s current state in the form of a result file. It can be visualized in OMEdit by selecting the desired variables in its interface. The end results from this result file act as the initialization condition for Task1. The model generation, compilation, and simulation for the rest of the tasks are done in a similar manner as InitialTask.

When the desired purity of the lighter component is achieved in the distillate, Valve-1 is opened, and the product is collected in Tank-1. Accordingly, the next task is scheduled with the corresponding event condition that activates the Valve-1 and Tank-1 and is shown in Figure 7(b). This corresponds to Task1 in Table 1. The initialization of this task is done with the transfer of end results (state) from InitialTask. Note that the initialization condition for the distillation column gets overridden here as only its state information is present in the simulation of InitialTask. Thus, the initialization condition for Tank-1 and Valve-1 falls back to the default one already described within the model itself.

In the next task of the schedule, as the purity of the first component decreases below the desired level in the distillate, Valve-1 is closed. So, both Valve-1 and Tank-1 no longer need to be solved in the simulation and hence are removed. Simultaneously, Valve-2 is opened, and distillate goes to Tank-2 as slop cut, an undesirable product, and is shown in Figure 7(c). This corresponds to Task2 in Table 1. Similar to the previous case, the initialization for this task is done only for the distillation column with the state from Task1.

When the desired purity of the second component is achieved in the distillate, it is collected in Tank-3. Correspondingly, Valve-3 is opened, and Valve-2 and Tank-2 are removed from the simulation as shown in Figure 7(c). This corresponds to Task3 in Table 1. Similar to the previous cases, the initialization for this task is done only for the distillation column with state from Task2.

When the purity level of the second component decreases below the desired level in the distillate, the next step is collecting the slop in Tank-4 until the third component reaches the desired purity in the reboiler. As seen in Figure 9 the purity of the third component reaches desired level well before the distillate is collected in Tank-4. Hence, Valve-4 is never opened, and so Task4 is never compiled and simulated.

Figure 8 shows the moles of product and slops in the batch distillation system. Figure 9 shows the mole fractions of component-1 and component-2 in distillate, and component-3 in reboiler. These results obtained using the scheduling framework are the same when performed with and without real-time simulations. The setup for the real-time simulation and the above results are identical to...
Table 1. Task-wise distribution of units for the batch distillation system simulated through the scheduling framework

| Task (as per the schedule) | Active Units (simulated) | Inactive Units (not simulated) | Corresponding Figure |
|----------------------------|--------------------------|-------------------------------|---------------------|
| Initial Task Distillation column | All valves and tanks | | Figure 7 (a) |
| Task1 Distillation column, Valve-1 and Tank-1 | Valve-2,3,4 and Tank-2,3,4 | | Figure 7 (b) |
| Task2 Distillation column, Valve-2 and Tank-2 | Valve-1,3,4 and Tank-1,3,4 | | Figure 7 (c) |
| Task3 Distillation column, Valve-3 and Tank-3 | Valve-1,2,4 and Tank-1,2,4 | | Figure 7 (d) |

Table 2. Number of equations solved per task (as given by OpenModelica) compared with previous methods

| Variable-Structure Models | Number of Equations Solved |
|--------------------------|-----------------------------|
| | OPC UA | StateGraph library | Scheduling framework |
| Initial Task | 440 | 440 | 260 |
| Task 1 | 440 | 440 | 268 |
| Task 2 | 440 | 440 | 268 |
| Task 3 | 440 | 440 | 268 |
| Entire Batch Distillation System | 440 | 440 | 440 |

Those described by Kumar et al. (2021) using Raspberry Pi performing real-time simulation in OpenModelica. The only difference in the setup is that the controller here is within the batch distillation model instead of Raspberry Pi. Furthermore, the results here are in agreement with the simulation results done using the StateGraph library by Sharma, Moudgalya, and Shah (2021).

6 Steady-state solution of a flowsheet through a sequence of calculations

This application is concerned with finding the steady-state solution to chemical engineering flowsheets described by a large number of equations. OpenModelica has the capability to collect the equations from different parts of a flowsheet and solve them simultaneously. It is an important capability, as design problems can be solved easily in this framework. It is also suitable for dynamic simulations. Unfortunately, having to solve a large number of equations gives rise to some difficulties. As these are generally nonlinear equations, initial guesses are required to solve them. Setting up the initial guess itself is difficult for a large number of equations, let alone converging to the steady-state solution.

Let us consider the Methanation flowsheet (Reklaitis 1983) given in Figure 10. In this system, the synthesis gas, which is a mixture of $CO$, $H_2$, and a small amount of $CH_4$, is converted to a higher content of Methane. The reaction taking place is:

$$CO + 3H_2 \rightarrow CH_4 + H_2O$$

The feed stream at 93.3°C and the recycle stream are fed to the mixer, followed by an adiabatic reactor with an...
Figure 11. Schedule of the Methanation flowsheet using the Scheduler library

Methane rich stream containing 50% Methane at 93.3°C, and the other stream is fed to a separator to remove water. Methanation flowsheet is modeled and simulated sequentially using the scheduling framework. The schedule is shown in Figure 11 and created in a similar manner as that for the batch distillation system. Again, similar to the batch distillation system, the initialization of only those components of subsequent tasks is done for which the state information is present in the respective previous task. The initialization of the rest of the components falls back to the default one described within the model itself. The following describes the tasks and their scheduling:

- In the first task, a pure feed stream (S1) and the recycle stream (S2) are mixed in the mixer (B1). The B1 output is sent to another stream, S7. So, the subsystems (units) S1, S2, B1, and S7 are active during InitialTask, and all other units do not participate in the simulation.

- In the second task, the mixed stream (S7), which was the output of the InitialTask, acts as an input for this task. It is taken to a reactor (B2) for the Methanation reaction. Hence the units S7, B2, S4, and E1 are active during Task1.

- In the third task, the product stream from the reactor acts as input for the heat exchanger. The units S4, B3, S6, and E2 are active when Task2 is scheduled.

- During Task3, the cooled stream (S6) from the heat exchanger is taken to a splitter (B4) to split the stream into two material streams. During this task, the units S6, B4, S9, and S10 are active, and other units do not participate in the simulation.

- In the fifth task, the S10 output from the previous task is taken to the separator unit (B5) and separated to give two output material streams. The units S19, B5, S12, S13, and E3 are active during Task4.

- In the final task, i.e., Task5, one of the output streams from the separator unit (S13) is further cooled using the cooler unit (B6). In this task, the units S13, B6, S12, and E4 are active, and other units do not participate in the simulation.

The results obtained using the scheduling framework are identical to those shown by Reklaitis (1983). The number of equations solved and the simulation efficiency in terms of executable code size and memory requirements for each task are provided in Table 3. Since multiple models are now compiled through the tasks, one may perceive that the sum total of code size and the memory requirements increase as compared to the entire flowsheet. However, only one of the tasks is simulated at any given point in time. Thus, one has to consider only the resources corresponding to a single task’s code size and memory requirements. Hence, as mentioned earlier in Section 2, the efficiency here is determined with respect to a given task only. It is nearly a three-fourth average reduction in the number of equations solved and code size, and a two-third average reduction in memory requirement compared to the simulation of the entire flowsheet. Here also, all the modeling equations are solved using DASSL in OpenModelica.

7 Conclusion and Future Work

An attempt has been made to tackle the problem of excluding the simulation code corresponding to the inactive components or subsystems while simulating a system. This approach generally leads to more correct results. In some cases, this may be the only way to achieve the end goals of a simulation. It is achieved by allowing the model developer to model the discrete behavior of their system through a schedule.

Construction of a schedule is made possible through a Modelica library Scheduler, developed in this work. The scheduling engine is implemented as a layer between the user model and the OpenModelica simulation environment. This approach is validated by applying it to the operation of a batch distillation column that separates a mixture, along with its real-time and interactive simulation. An example involving the steady-state solution to a chemical engineering flowsheet through a sequential modular simulation is also presented. In both cases, the results are identical to those reported in the literature, obtained through other approaches.

The future work would involve the performance and optimization aspects of the framework and its prototype. As there is a dependency between any two given tasks, their simulations cannot be done in parallel. But, their compi-
lations can definitely be done in parallel, a feature available even in standard multi-core laptops. OPC UA, being a protocol on the network, can be a significant bottleneck (in terms of time and resources) for some models, and can lead to accuracy issues due to the inherent nature of the network. So, another method of simulation scheduling without OPC UA is desired. The usage of either of the two methods can be left to the model developer to decide as per their simulation requirements. Another direction to explore would be to extend the schedule’s workflow pattern to include parallel routing. It would enable independent tasks to be simulated simultaneously and possibly in a distributed manner.
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