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The Anabaena genus is a model organism of filamentous cyanobacteria whose vegetative cells can differentiate under nitrogen-limited conditions into a type of cell called a heterocyst. These heterocysts lose the possibility to divide and are necessary for the filament because they can fix and share environmental nitrogen. In order to distribute the nitrogen efficiently, heterocysts are arranged to form a quasi-regular pattern whose features are maintained as the filament grows. Recent efforts have allowed advances in the understanding of the interactions and genetic mechanisms underlying this dynamic pattern. Here, we present a systematic review of the existing theoretical models of nitrogen-fixing cell differentiation in filamentous cyanobacteria. These filaments constitute one of the simplest forms of multicellular organization, and this allows for several modeling scales of this emergent pattern. The system has been approached at three different levels. From bigger to smaller scale, the system has been considered as follows: at the population level, by defining a mean-field simplified system to study the ratio of heterocysts and vegetative cells; at the filament level, with a continuous simplification as a reaction-diffusion system; and at the cellular level, by studying the genetic regulation that produces the patterning for each cell. In this review, we compare these different approaches noting both the virtues and shortcomings of each one of them.
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1 Introduction

Pattern formation is extremely relevant in embryonic development because it allows for precise periodic spatial differentiation of certain cells or groups of cells. An important question is how a pattern, and, therefore, heterogeneity, is produced from a homogeneous state, given that embryos develop from a single cell. Another intriguing feature is that patterning must be robust enough to ensure reliability, given that embryo development is a highly reproducible process. Additionally, the widespread action of pattern formation in
all organisms and different levels of development seems to point to the existence of simple intrinsic mechanisms capable of acting with widely different elements.

The reaction-diffusion system, presented by Turing in his seminal work (Turing, 1952), constitutes a simple model capable of forming spatial patterns starting from a homogeneous state. Turing considers a ring of equivalent cells that generate a couple of diffusible morphogens whose production depends on the concentrations of both of them. He realized, through a linear perturbation analysis, that, while the system starts homogeneous, slight perturbations in the diffusion of morphogens are reinforced and create “waves” of morphogens in the cell ring. This reinforcement is caused because when a cell sends more inhibitor to its neighboring cells than what it receives, the neighboring cells produce less inhibitor. This further reduces the flux of inhibitor that enters the cell, which, in turn, increases inhibitor production and its flux to the neighboring cells. This feedback loop produces waves of morphogens that can drive the system to a heterogeneous state if system parameters are capable of sustaining the perturbation out of the linear regime. Furthermore, if there are more than two diffusible morphogens, the heterogeneous state can be oscillatory. The general condition that allows these instabilities to form is the combination of an activator and a more diffusible inhibitor. The particular ratio between the diffusion rates is highly dependent on the reaction system that regulates these morphogens (Gierer and Meinhardt, 1972). This fine-tuning required for the pattern fixation questions the biological feasibility of this mechanism because it makes the system susceptible to small changes in parameter values that would greatly alter its behavior.

These types of biological pattern–forming systems were further extensively studied by Meinhardt (2003) and Murray (2003). A state-of-the-art discussion on Turing’s ideas, their development, and some system examples can be found in a research study on this same Special Topic issue (Lacalli, 2022). Subsequently, Murray’s analysis has been expanded by considering reaction–diffusion systems in continuous growing domains, observing that depending on the characteristics of the growth, it can produce more robust pattern formation or add difficulties to it (Cranin et al., 1999; Barrass et al., 2006). Finally, the limiting case in which the activator does not diffuse cannot create a stable stationary pattern; therefore, the emergent patterns are always of a dynamical nature (Marciniak-Czochra et al., 2017). The incorporation of mechano-chemical feedback can mediate the reinforcement and consequent fixation of the pattern through a morphological change that affects the diffusion of the inhibitory morphogen (Brinkmann et al., 2018).

When talking about these reaction-diffusion systems, it is important to remember that the insights from linear stability analysis, usually invoked to determine whether a system can form a stable pattern or not, can be deceiving: the dispersion relation close to a homogeneous fixed point can sometimes be very helpful, but also deceiving once full nonlinearities kick in. For this reason, classical rules for pattern formation based on linear analysis are better understood as applying to pattern inception, given that the study of linear perturbations and the stabilization of a final pattern is a process where nonlinearities cannot, in general, be neglected (Smith and Dalchau, 2018). For instance, against classical thinking, systems with equally diffusing signals can make stable patterns (Marcon et al., 2016). In this framework, it is clear that events such as domain growth (Raspopovic et al., 2014), discrete nature of the system (Nakamasu et al., 2009), or separation of timescales for the action of different molecular species can all play a role to shape the formation and maintenance of patterns.

All these characteristics are relevant for the study of pattern formation in the filamentous cyanobacterium Anabaena (Figure 1). The cells of the filament exchange nutrients and react as a whole to environmental changes. One could argue that, while each cell is still a unicellular organism, the filament is located close to the transition to multicellular organization. This is especially evident when the filament is placed in conditions of nitrogen deprivation. Under these conditions, the filament undergoes a dynamical differentiation process that differentiates roughly one in every ten cells into nitrogen-fixing heterocysts in a quasi-regular pattern that is maintained as the filament keeps growing (Flores and Herrero, 2010). This patterned differentiation constitutes an example of specialization, cooperation, and distribution of labor because, while the vegetative cells keep producing carbon through photosynthesis, the heterocysts fix environmental nitrogen into organic forms that can be assimilated by all cells. Thus, for the filament to subsist, both end products must be shared and diffused through the filament to the cells that are not capable of synthesizing them. While previous reviews have already
compiled the current theories about heterocyst pattern formation (Flores and Herrero, 2010; Herrero et al., 2016; Harish and Seth, 2020; Zeng and Zhang, 2022), in this review, we systematically discuss the different mathematical and computational frameworks that have been used to model the physics of cell differentiation and pattern formation in this system.

2 Diffusion models of an inhibitor exported from heterocysts

First, we present research works that attempted to model the patterned distribution of heterocysts without any explicit genetic regulation. With this aim, these models only considered gradients in nitrogen concentration or some inhibitory signal originating from heterocysts.

An early attempt of modeling the patterning of heterocyst differentiation in cyanobacteria filaments came at a time when, while the biological role of heterocysts was not well-defined (Fay et al., 1968), it was already stated that heterocysts seemed to inhibit the formation of new ones (Wolk, 1967). The model presented by Baker and Herman (1972) consisted of an integer linear cell array simulator which allowed cell-to-cell diffusion of an inhibitory product and division of vegetative cells. Due to computational limitations at the time, concentrations were modeled as integer numbers, setting a discrete minimum change in concentration as a result. This model was used to test the hypothesis that cell division and differentiation are two competing processes in which, at the end of each cell cycle (quantified by a countdown), cells have to choose a fate depending on the inhibitor concentration. This simple model could obtain feasible distributions for heterocyst placement, but the code was heavily limited by having to work with integer concentrations. The model predicted a low threshold of the inhibitor to avoid differentiation, causing integer rounding to be comparable with concentration values. This low threshold was probably caused by the unrealistic assumption of an equal rate for cell–cell and cell–media diffusion, which impeded the formation of a well-defined inhibitory gradient in the filament.

Just a year after this first study, the group responsible for one of the initial experimental studies (Wolk, 1967) also presented theoretical results using a simulation code (Wolk, 1975). The authors considered that heterocyst placement was defined by a diffusible inhibitor whose concentration dynamics was expressed as:

$$\frac{\partial C(x, t)}{\partial t} = D \frac{\partial^2 C(x, t)}{\partial x^2} - k \cdot C(x, t).$$

(1)

Here, $C(x, t)$ is the concentration of the diffusible inhibitor at the point $x$ in the time $t$, $D$ is the diffusion constant, and $k$ is the decay rate.

From this equation, the authors obtained an inhibitor diffusion root mean square distance for the closed ($k = 0$) and general systems by considering a discrete approximation with cells as distance units and the inhibitor generated from a point source. These two distances were used as alternative ways to define the range of inhibition that a heterocyst has over neighboring cells in the simulation. This simulation was a sequential random pick of non-inhibited vegetative cells that continued until all cells were inhibited or heterocysts. The solution for the general system agreed with the experimental distribution of distances between heterocysts better than the closed system. However, the closed system produced a slightly more uniform distribution, while presenting much longer intervals than the experimental data. This led the authors to propose two diffusion-based spacing mechanisms in which a heterocyst would appear on a cell sufficiently distant from preexisting heterocysts so that it has a concentration of the activator higher than some critical level. At the heart of this work was the initial idea that heterocyst differentiation is a purely stochastically driven process. Thus, control is only exerted through desensitization that protects the cells that are close to existent heterocysts against differentiation.

The same diffusive Eq. 1 was studied by De Koster and Lindenmayer (1987), obtaining two different analytical solutions (one continuous and another discrete). These solutions were compared with an improved version of the integer linear cell array simulator discussed previously. This version avoids some problems faced in the study by Baker and Herman (1972) by storing the concentration as a floating-point variable and eliminating the environment with the initialization of the filament already in equilibrium with two heterocysts in the extremes. Through this comparison, two biologically reasonable estimations were made: $D = 0.14–0.39 \text{ mm}^2/\text{s}$ for the inhibitor diffusion constant, and $k = 2.7–7.5 \times 10^{-4} \text{ s}^{-1}$ for the degradation rate, and an inaccurate estimation for the cell cycle, 7.25 h, which is known to be around 24 h.

Much later, Allard et al. (2007) proposed a series of models. While the first three models are discussed here, the last one is considered in the following section as it includes some genetic interactions. The initial work (Allard et al., 2007) compares the distribution of heterocysts obtained through random placement with one obtained with a model of nitrogen propagating over a filament with a continuous periplasm. In this model, vegetative cells consume nitrogen to grow, while heterocysts produce nitrogen that diffuses through the filament. When the nitrogen level of a vegetative cell reaches 0, the cell irreversibly commits to differentiation. Additionally, the cells grow at a constant rate and divide at a certain fixed division time for each cell. The model is initialized with a couple of heterocysts at the ends of the filaments and a randomly distributed growth rate for each cell. For this model to be able to reproduce the experimental distributions, the authors have to consider an immediate release of nitrogen after commitment in order to avoid the formation of multiple heterocysts. This work presents an opposing paradigm to the earlier ideas by Wolk (1967): while
in the oldest work, there was a deterministic system of inhibition with a stochastic initiation of differentiation, this work includes a deterministic drive that starts the differentiation to explain de novo heterocyst formation. Nevertheless, the need to include a sizable immediate release of nitrogen once a cell is committed to differentiation to avoid the formation of clusters of heterocysts shows that some level of stochasticity is necessary. This stochasticity is represented here by the random distribution of growth rates along the filament. The heterogeneity of growth rates will decide which one of the cells, located in a nitrogen-deprived area, will consume faster its reserves and therefore become a heterocyst. This interplay between deterministic dynamics on a random heterogeneous system seems necessary to recover the observed experimental heterocyst spacing distributions and will be a common trait of most of the models presented below.

This model was expanded by Brown and Rutenberg (2012a) and Brown and Rutenberg (2012b) with the addition of a coupling between the growth and the available nitrogen in the cell and the possibility of nitrogen leakage into the media. Additionally, the commitment condition is also modified, and cells have to remain in complete nitrogen deprivation for a set time before they differentiate into heterocysts. This model is capable of reproducing the experimental placement of heterocysts (with a commitment time of 8 h) considerably better than a random placement and a partially random one where positions adjacent to heterocysts cannot differentiate. Nevertheless, the assumption that a heterocyst is capable of releasing a sizable amount of fixed nitrogen right after commitment is not biologically feasible, and would be substituted by genetic regulation in later research work (Brown and Rutenberg, 2014) (described in Section 3). The authors also obtained a relationship between filament growth rate and heterocyst frequency and found that growth rate presents a maximum for a certain value of heterocyst frequency (Brown and Rutenberg, 2012a). This maximal growth is similar for different placement strategies if nitrogen leakage is not considered in the model. However, if leakage over 1% is considered, the differences in the growth rate between strategies are relevant; the strategy of differentiation by nitrogen-starved cells, that produced the most realistic heterocyst distributions, is also the one that produces maximal growth (Brown and Rutenberg, 2012a).

Alternatively, Ishihara et al. (2015) considered a paracrine inhibitory signal that originated from the heterocysts instead of considering the nitrogen dynamics of the filament. Experimental data obtained from a mutant strain harboring a PhetR::gfp reporter cassette (Asai et al., 2009) present delayed heterocyst differentiation, observing the first heterocysts at 63–65 h after nitrogen deprivation instead of the typical 18–24 h (Flores and Herrero, 2010), indicating that the differentiation process is somehow altered in this strain. In their model, the authors continued the idea, first presented by Baker and Herman (1972), that cell division and heterocyst differentiation are two competing mechanisms. They proposed a cellular automaton model where cells have the capacity of aging, dividing, and differentiating into heterocysts (that are immediately functional), and dynamics are simulated with a Gillespie algorithm (Gillespie, 1976). The division and differentiation probabilities are represented by sigmoidal Hill functions of the cell age. Additionally, the differentiation rate is affected by a lateral inhibition produced by existent heterocysts. This effect decreases as the number of vegetative cells to the source heterocysts increases. The initial condition for the simulation is a filament of a random number of cells with random ages flanked by two heterocysts. The model reproduces the experimental distribution of segments between heterocysts but not the age distribution of the cells that differentiate. However, it is worth noting that the figures in which all vegetative cells differentiate into heterocysts before the filament has grown up to 5,000 cells are discarded. The model predicts that most cells differentiate at an older age, while experimentally, the differentiation happens at a younger age. From this, it is inferred that the model does not properly capture early pattern formation. To solve this disagreement, hetR transcription was studied, observing that it was not immediately perturbed by cell division and remained active at the early stage, concluding that hetR activity should be considered independent of cell age. Following this, a model was presented, where differentiation is independent of cell age, obtaining a more realistic age distribution of the commitment time. Finally, both early (defined as 63–65 h after nitrogen deprivation) and late (more than 69 h after nitrogen deprivation) differentiation could be explained with the same kinetic parameters by altering the differentiation dependency with cellular age. Given that the commitment time to differentiation is around 7–8 h (Yoon and Golden, 2001; Muro-Pastor and Hess, 2012), it is evident that the reporter strain used introduces artifacts, and any conclusion based on its observation has to be taken with extreme caution.

All the models discussed up to this point are remarkably capable of reproducing the overall experimental interval length distribution of heterocysts; however, they fail to capture the early pattern formation in the filament. In addition, the initial conditions for almost all these studies are filaments with functional heterocysts in the extremes. Therefore, since inhibitors will only reach the cells close to a heterocyst, only the regions far from these heterocysts, if long enough filaments are considered, would properly reflect de novo pattern formation. Additionally, all these models only consider an inhibitory signal originating from the heterocysts without including the well-known competitive lateral inhibition between vegetative cells through PatS (Yoon and Golden, 2001; Corrales-Guerrero et al., 2013; Du et al., 2020). Given that the only selection mechanism acting over the vegetative cells during the first round of differentiation is the initial heterogeneity, the authors are forced to add arbitrary mechanisms to avoid the excessive simultaneous differentiation of contiguous cells. In the studies by Allard et al. (2007) and Brown and Rutenberg (2012a,b), the
mechanism is an immediate big release of nitrogen from the heterocysts that stops the differentiation of the close neighbors of committed cells. Alternatively, in the study by Ishihara et al. (2015), the model is fitted with a strain with an apparent differentiation impairment in which the first round of differentiation appears almost three times later than the typical appearance time.

As a result of these limitations, it seems necessary to include an inhibitory signal originating from vegetative cells in order to fix the heterocyst pattern. Thus, once this initial pattern is formed, an inhibitory signal originating from the heterocysts, which could be due to the fixed nitrogen (Fogg, 1949; Water and Simon, 1982), to a paracrine inhibitor identified as HetN in Callahan and Buikema (2001) or to a combination of both, could be enough to maintain the preexisting pattern.

3 Genetic regulatory models

The role of the main genes involved in heterocyst differentiation is depicted in Figure 2. The differentiation mechanism is initiated by the upregulation of ntcA in nitrogen deficiency conditions. This increase of ntcA causes an increase of hetR that initiates the production of patS. This gene codifies a lateral inhibitor that avoids the differentiation of several contiguous cells into heterocysts. Once the cell has already differentiated, it starts producing both fixed nitrogen and hetN, which is another inhibitor of heterocyst formation. hetR is the master regulator of the process: in its absence, there is no heterocyst differentiation, consistent with observations in Cylindrospermopsis, which is the only Nostocales that lost the ability to develop heterocysts and fix nitrogen.

In the study by Gerdtzen et al. (2009), a deterministic compartmental model was introduced with three genes represented by a vector, with values in the interval [0, 1], that interact between them through an interaction matrix. The genes considered are ntcA and hetR, and patS and ntcA are considered to be activated by nitrogen depletion (Vega-Palas et al., 1992) and, in turn, activate hetR (Muro-Pastor et al., 2002). hetR is considered to activate both itself and patS (Huang et al., 2004). Finally, patS inhibits hetR production (Yoon and Golden, 1998).

All these interactions are considered to have the same relative strength, except the hetR activation of patS which is defined to have half of this strength. An explicative diagram of the model is included in Figure 3.

This model also includes a proxy for patS and fixed nitrogen diffusion through a multiplicative factor $D^*$ ($D < 1$). This factor reduces the inhibitory effect of patS over the hetR expression of a cell located $n$ cells away from the patS source. The inhibitory
effect of ntcA through fixed nitrogen is characterized as an inhibition from hetR expression, given that the cells with hetR
= 1 will be considered heterocysts.

The simulation is initialized from random conditions, and then state transitions are considered to occur asynchronously, with one gene state on a given cell being updated using the interaction matrix at a time in random order for the whole array of cells. After a certain time, the system converges to a patterned filament, where \( \frac{\Delta t}{\Delta t_H} \), the average interval between heterocysts (cells expressing all genes in the model at the maximum possible level), depends on the value of the diffusion constant \( D \). Increments of \( D \) up to a critical value of 0.7 produce an almost linear increase in \( \Delta t_H \) due to the creation of fewer heterocysts. However, from this point onward, the behavior of \( \Delta t_H \) stops being linear, and the system saturates to a state without any heterocyst for \( D \geq 0.92 \).

The authors set the value of \( D \) that produced \( \Delta t_H = 10 \pm 2 \) cells, which is similar to the experimental value observed by Yoon and Golden (1998) to study the system. They presented the histograms for intervals between heterocysts in the case of the wild type, the patS deletion mutant, and the hetR over-expressed condition. These results show that, while the means \( \Delta t_H \) are compatible with the experimental data, the simulation produces histograms much more skewed towards larger intervals for both the wild type and the over-expression of hetR, and a strictly decreasing distribution of interval length for the patS mutant. The first discrepancy could be caused due to the reinterpretation of the fixed nitrogen inhibition of ntcA through hetR. This change would produce an additional inhibitory signal originating from developing cells instead of only from mature heterocysts as it should be. On the other hand, the discrepancy in the patS mutant could be just a problem of interpretation. Given that the expression of the variable patS is never shut off, one could argue that this variable is a joint representation of the two main inhibitory genes, patS and hetN. Then the deletion of this variable should result in the complete differentiation observed in the double mutant (Borthakur et al., 2005), but with the additional artificial inhibition of hetR described earlier. This inhibition partially rescues this mutant because it fulfills the same dual role. The rescue is not full because it targets ntcA instead of hetR, which reduces its efficiency.

A continuous representation of a linearly growing one-dimensional filament was presented in Zhu et al. (2010). The system of equations that defines its dynamics is as follows:

\[
\begin{align*}
\frac{dr}{dt} & = \alpha_\text{r} + \beta_\text{F}(r,s) + G(r,s,n) - \kappa_\text{r}r \\
\frac{ds}{dt} & = \alpha_\text{s} + \beta_\text{F}(r,s) + D_r \frac{\partial^2 s}{\partial x^2} - \kappa_\text{s}s \\
\frac{dn}{dt} & = \beta_\text{n}F(r,s) + D_n \frac{\partial^2 n}{\partial x^2} - \kappa_\text{n}n,
\end{align*}
\]

where \( r \) is the concentration of HetR, \( s \) of PatS, and \( n \) of HetN. The spatial domain, that is, the filament length \( L \), grows at a constant rate \( \rho \):

\[
\frac{dL}{dt} = \rho L.
\]

This model considers linear degradation rates (\( \kappa_\text{r}, \kappa_\text{s}, \kappa_\text{n} \)) for all the proteins and diffusion of the two inhibitors with rates \( D_r \) and \( D_n \). Regarding protein production, the authors considered basal production for both HetR (\( \alpha_\text{r} \)) and PatS (\( \alpha_\text{s} \)) and regulated production for all genes through the function

\[
F(r,s) = \frac{r^2}{(K_r + s)(K_r^2 + r^2)},
\]

and an additional production term for hetR.

\[
G(r,s,n) = (r_\text{c} - r)^2(n - n_\text{c}).
\]

Both Eqs 6 and 7 include the HetR homodimer formation described in Huang et al. (2004) through a quadratic \( \text{hetR} \) variable. Eq. 6 models activation of HetR, PatS, and HetN by HetR dimers and inhibition by PatS. Eq. 7 is a phenomenological term affecting HetR: its strength depends on the difference between HetR concentration and an ad hoc level \( r_\text{c} \), and its sign is set by the parameter \( n_\text{c} \): when the combination of HetN and Pats concentrations given by \( n + n_\text{c} \) is larger than \( n_\text{c} \), function \( G(r,s,n) \) has the effect of a degradation; otherwise, it promotes the production of HetR. Through this term, low levels of inhibitors have the effect of an extra activation that disappears only when the concentration of HetR is \( r_\text{c} \). With this model, the goal is to study pattern maintenance; due to this, the initial condition simulates the presence of heterocysts in the borders of the system. This condition is translated into a uniform initial distribution of both HetR and PatS, set to their equilibrium concentration based only on the constitutive production and degradation terms; in the heterocysts, the concentration of HetR is set to the equilibrium value \( r_\text{c} \). HetN is initially set to a diffusion-mediated “bowl-shaped” distribution, with the maxima at the heterocysts. In a way akin to Turing patterning (Turing, 1952), the apparition of only one heterocyst in the middle is heavily conditioned by the difference in the two inhibitors’ diffusive rates. Particularly, the diffusion of HetN should be lower than the filament growth rate so that there can be HetN depletion in the middle of the filament to induce HetR production. The diffusive rate of PatS must be higher than the one of HetN to reduce the length of the induced region. With these conditions, the model properly reflects the rise of HetR in the middle of the filament that is hypothesized to originate from the new heterocyst (Black et al., 1993) and the reported inhibitory gradients produced by it (Risser and Callahan, 2009).

Low robustness of the pattern to modification of the diffusion parameters is characteristic of Turing-like continuous models. It stems from the requirement that the pattern is an equilibrium...
state of the overall regulatory system, and consequently, the interplay of the two inhibitors must be tuned in such a way that the range of the inhibitors is different enough to create steady spatial differences in gene expression that originate the pattern. However, discrete systems such as Anabaena filaments can fixate an unstable pattern through the irreversible commitment of a cell that presents a sustained high expression of a given gene, even if that expression is transient and would be reversed without the differentiation. For this reason, in Anabaena dynamical stability of the pattern is much less relevant than its establishment.

Brown and Rutenberg (2014) presented the last model of the series discussed in the previous section on diffusion models. In this study, we incorporate a mechanism of genetic inhibition into the nitrogen diffusion model presented by Brown and Rutenberg (2012a). This lateral inhibition through patS and hetN substitutes the immediate release of nitrogen and allows a more biologically realistic maturation of the heterocysts. Both genes are modeled as Boolean variables that directly prevent the commitment to differentiation of a fixed range of contiguous cells. To replicate the experimental observations, this range is set to five cells. The expression of both patS and hetN is, in turn, modeled as deterministic switches.

On the one hand, patS inhibition starts right after commitment until the complete maturation of the heterocyst (10 h after commitment), and a time \( \tau_S \) (set to 1 h) after this point, the heterocyst starts producing fixed nitrogen. On the other hand, hetN inhibition starts a certain time \( \tau_N \) (also set to 1 h) after commitment and is never shut off.

The initial condition considered is a lonely cell, which grows for over 7 days in nitrogen-rich conditions in order to get a heterogeneous filament, which will be put under nitrogen-deprived conditions. The model properly reproduces the vegetative interval histograms tendencies for all the mutants but with less noise and without the experimental preference for even-numbered vegetative intervals. Additionally, the authors observe that younger cells are more likely to differentiate, especially on the first round of differentiation (24 h), suggesting an indirect effect of the cell cycle on heterocyst commitment. This work shows that a deterministic model whose only random variable is the growth rate can reproduce some pattern features observed experimentally.

While the Boolean switch-like genetic model is able to reproduce the experimental mutant behaviors, it does it artificially with an immediate complete inhibition over a fixed range. This is arguably hard to justify experimentally. Despite incorporating both patS and hetN in the model, their roles are completely equivalent to the immediate release of nitrogen presented in their previous works (Allard et al., 2007; Brown and Rutenberg, 2012a,b). Instead of having distinct roles in the pattern formation, one in the pattern formation and the other in its maintenance, as hypothesized by Callahan and Buikema (2001), they are modeled with the same function (which is to avoid the formation of multiple heterocysts). Additionally, the design of the switch-like dynamics forces the mutant phenotype by providing a window of a duration \( \tau_S \) (after the cell commitment) and \( \tau_N \) (after patS deactivation) in which there is no inhibition of differentiation in the system for the mutants \( \Delta \text{patS} \) and the \( \Delta \text{hetN} \).

A year after this work, a model was presented that used the systems biology framework to study both the stable states of a unicellular system and the pattern formation in a filament (Torres-Sánchez et al., 2015). This model incorporates the nitrogen sensing module of the genetic network with the inclusion of the ntcA dependence of the GS/GOAT cycle (Muro-Pastor et al., 2001) and patS-mediated inhibition. Particularly, ntcA production is increased by both HetR and NtcA and inhibited by fixed nitrogen. hetR transcription has the same regulation as ntcA plus the inhibition from patS. In
addition, both PatS and fixed nitrogen are positively regulated by HetR. This model considers the dynamics of fixed nitrogen, NtcA, HetR, and PatS concentrations. The authors use both the biological information of the genetic network and statistical mechanics analysis to obtain the regulatory equations of the system. After obtaining a set of parameters that reproduces heterocyst differentiation, the authors assume that there are two temporal scales: one fast, formed by HetR and ntcA, which relaxes to its steady-state much earlier than the slow one, which is due to the dynamics of PatS and fixed nitrogen. Assuming this, one can use an adiabatic argument and consider that the fast variables are in equilibrium when considering the dynamics of the slow ones. Bifurcation analysis for this reduced system is presented: for nitrogen-rich conditions, the system only presents one stable solution, which corresponds to the vegetative state (Figure 4A: low expression of both hetR and patS). On the other hand, for nitrogen-deprived conditions, the system presents bistability, with a vegetative stage (Figure 4B: with equivalent expressions of hetR and patS, but higher expression than in nitrogen-rich conditions) and a heterocyst stage (Figure 4C: with high expressions of hetR, patS, and fixed nitrogen). Additionally, the system presents hysteresis, so after nitrogen deprivation, the system will stay in the vegetative state unless a perturbation pushes it into the heterocyst state. Such a perturbation occurs when considering the diffusion of fixed nitrogen and PatS, which is enough to destabilize the vegetative state and push the dynamics to the heterocyst state (Figure 4D). The study is later expanded to a discrete filament of cells to show that by adding uniform white noise and diffusion of both PatS and fixed nitrogen, the model is capable of forming a patterned differentiation. It is also stated that the appearance of differentiation is considered a pure stochastic event and also that the biological parameters of the model can be tuned to observe the same pattern with different amplitudes of the white noise.

The high dependency on the noise to differentiate seems to contradict previous works that considered deterministic models of nitrogen-mediated inhibition (Brown and Rutenberg, 2012a, 2014) or even the same regulatory network (Gerdtzen et al., 2009). Those models produced a comparable agreement with the experimental data with much lower relevance of the noise; the stochasticity is only present in the initial conditions of the systems and not in their dynamics. In our opinion, this discrepancy can be attributed to the overlapping of the roles of both PatS and fixed nitrogen which saturates the system with inhibitors that stop the increase in HetR production. Particularly, given that the filament model is able to produce fixed nitrogen at a low level once HetR concentration rises in vegetative cells, there is no need for a transition to the high nitrogen production cellular state (heterocyst). Instead, the biological system is not capable of fixing nitrogen until the transition has already occurred, given that nitrogen fixation cannot coexist with photosynthesis. Therefore, the activation of hetR transcription...
through \textit{nttcA} cannot be shut off until nitrogen is provided to the system. Due to this, the system is forced to maintain the individually unstable state of high expression of both \textit{hetR} and \textit{patS} until a heterocyst is formed in the filament. Additionally, recent experimental works (Higa et al., 2012; Corrales-Guerrero et al., 2013; Rivers et al., 2014, 2018) seem to indicate that both \textit{patS} and \textit{hetN} require a post-translational modification to produce the inhibitory peptide. It has been suggested (Corrales-Guerrero et al., 2014b; Rivers et al., 2018) that this transformation occurs at the cell membrane during cell-to-cell trafficking. This would avoid self-inhibition from the \textit{patS} and \textit{hetN} produced in a given cell and, therefore, would make impossible a unicellular stability study.

A similar systems biology approach was considered in the study by Muñoz-Garcia and Ares (2016), where an alternative three-gene minimal model was presented. This model also included both \textit{hetR} as the main non-diffusive regulator of the system and \textit{patS} as an inhibitor of HetR-mediated activation. Instead of the nitrogen sensing module, the model included \textit{hetN} as an inhibitor produced in the heterocysts. Under such a condition, \textit{hetR} activates both \textit{patS} and its own expression, while \textit{patS} and \textit{hetN} (which are produced at a basal level in the heterocysts) inhibit this activation. Fixed nitrogen is included as a direct inhibitor of HetR regulation. As a substitute for the \textit{nttcA} role as the trigger of \textit{hetR} expression, the model includes a low basal expression of \textit{hetR}. Using mass-action kinetics, the authors obtained a deterministic set of differential equations from the mechanistic information of these interactions. The model considers that, while HetR needs to form a homodimer to promote expression, this activation can also be inhibited with the attachment of just one inhibitor. The stochastic nature of gene expression was considered by adding noise to the equations using Langevin dynamics (Gillespie, 2000). This genetic model was introduced in a agent based simulation of a filament with inhibitor diffusion where each cell has its own noisy dynamical variables, growth rate, and thresholds for both differentiation and cell division. The model was able to reproduce the experimental distribution of vegetative intervals between heterocysts up to the third moment of the distribution for both the wild type and the \textit{DpatS} mutant, and gave a reasonable prediction for the \textit{DhetN} mutant for which it made no comparison with experimental data.

The phenotypical reproduction by the model of the deletion mutants reinforces the role of the two inhibitory genes proposed in the study by Callahan and Buikema (2001). This model also provides additional insight into the interplay between cell division and heterocyst differentiation. Due to the similar timescale between these two processes, the noise on the cell division defines the overall behavior of the filament. If there is low noise and cells divide in a quasi-synchronous way, the filament pattern has an oscillatory behavior with an enlargement and posterior shortening of the mean distance between heterocysts. In this low noise regime, the model also recovers the larger appearance of even-numbered vegetative cell intervals characteristic of heterocyst patterns (Meeks and Elhai, 2002). Instead, for a noisier cell division, the percentage of even intervals always remains close to 50%, and the oscillatory behavior of the mean vegetative cells interval disappears.

A recent follow-up on this model (Casanova-Ferrer et al., 2022) includes the requirement of maturation of HetR in order to act as a transcription factor: HetR is necessary for this maturation (Risser and Callahan, 2008), and PatA enhances it (Figure 5). The product of PatS and HetN modification in the cell membrane is, for simplicity, treated as the same inhibitor (Inhb in Figure 5) that can be transported to neighboring cells irrespective of their nature, although only inhibition of mature HetR action in vegetative cells is explicitly modeled. This work focuses especially on the phenotype of the deletion mutant of \textit{patA}. This mutant does not present patterning, and the appearance of heterocysts seems to be purely stochastic, with a huge preference for presenting heterocysts in the filament ends. The model is capable of reproducing this phenotype and predicts a homogenization of the HetR concentration in the filament when PatA is absent due to a reduction in the activation rate of HetR. This homogenization prevents the formation of a pattern and, therefore, internal heterocysts are formed exclusively due to random fluctuations of production rates, inhibitor diffusion, or decision mechanisms. However, if one considers some kind of leak of inhibitor through the filament ends together with the fact that the terminal cells only receive inhibitor from one neighboring cell, terminal cells present a much higher probability to differentiate than internal cells.

This analysis of the \textit{patA} mutant is especially relevant because it is a clear example that one can disrupt the formation of the pattern by affecting the intensity of the feedback loops controlled by HetR. As \textit{patA} is hypothesized to have a supporting role to \textit{hetR}, one could expect that the overall behavior of the network should not be that affected. However, given that without \textit{patA}, the fraction of HetR that gets activated is reduced with respect to the wild type, this mutant seems to lose the compounding effect that allowed the formation of the pattern. This mutant is much less susceptible to sudden spikes of HetR production, and, therefore, most of the stochastic fluctuations get buffered without affecting the overall homogeneity of the filament.

Following the Turing-like characterization, Huang et al. (2004) and Di Patti et al. (2018) present the same three-gene system (\textit{hetR} as an activator and both \textit{patS} and \textit{hetN} as diffusible inhibitors), but, in this case, the inhibitory effect is produced through degradation of HetR dimers mediated by PatS and HetN. The model assumes a basal production in all cells and a linear degradation for the three genes, and an increase in the production of both HetR and PatS activated by HetR. As the model does not enforce any distinction between vegetative and heterocyst cells, all cells actively produce both inhibitors simultaneously. Thus, it does not reflect the temporal differences in the onset of production of PatS and HetN. A
bit surprisingly, the same work presents very nice experimental evidence of this difference through GFP reporters of transcription.

With this set of interactions, the authors obtain a set of differential equations through the van Kampen expansion. Initially, the authors study the linear stability around the homogeneous fixed point of the mean field approximation. Through this analysis, the authors located a set of parameters that allow the formation of instabilities that could originate a pattern in the mean field conditions. As already mentioned during the analysis of Huang et al. (2004), the most relevant parameters are the diffusion constants for both inhibitors. The smaller the ratio $D_1/D_2$ is, the narrower is the instability region. Subsequently, the authors introduce the same interactions in a Gillespie algorithm with the same set of parameters to check how stochasticity affects pattern formation. The authors show that the presence of noise promotes the spontaneous selection of a leading wavelength in the emerging pattern. Due to this the parameter region where the system presents instabilities and, therefore, pattern seeding is considerably larger in the noisy system. The addition of filament growth (cellular division) to the model increases the amount of available unstable modes of the system. Despite this similarity, the patterning is much more stable in the system with deterministic growth than in the noisy one. Without noise, a new high HetR expression region (heterocyst) appears in the midsection of the existing pattern when the filament elongates enough. On the other hand, the addition of growth to the noisy system destabilizes the patterning and allows for the transition between the different unstable modes that arise with the filament growth. This implies that while the pattern formation is enhanced by the addition of noise to the system, its maintenance in a growing domain requires an irreversible fixation of the heterocyst state. Additionally, this model shows that it is possible to form the pattern through the regulation of protein degradation instead of the previously studied regulator inhibition. Nevertheless, it should be tested if this alternative inhibition through HetR degradation reproduces the experimental data for a model with a more realistic temporal separation between the two inhibitors.

After this systematic analysis of the existent genetic models, one can extract some common key ideas. First, the realization that several different configurations of a minimal three-gene network with an activator, hetR, and a couple of inhibitors, patS and typically hetN, but it could also be the fixed nitrogen through ntcA regulation, as in Gerdtzen et al. (2009), are capable of reproducing the wild type behavior. Due to this, it seems indispensable to consider other conditions, especially the deletion ones, in order to properly evaluate the regulatory mechanisms proposed. There must be a certain temporal separation between the inhibitory effects in order to originate a pattern. This difference could be either produced due to the relationship between the diffusion coefficients (Zhu et al., 2010; Di Patti et al., 2018), directly imposed (Brown and Rutenberg, 2014) and also (Muñoz-Garcia and Ares, 2016; Casanova-Ferrer et al., 2022) (where hetN is exclusively produced in heterocysts), or in the case of fixed nitrogen (Gerdtzen et al., 2009; Torres-Sánchez et al., 2015) acting indirectly through ntcA and, therefore, presenting a certain delay.

4 Cyanobacteria population models

An alternative point of view to the study of spatial pattern formation is to consider the cyanobacteria culture as a population problem where the percentage of each cell type is defined by external conditions.

This approach is used in the study by Hense and Beckmann (2006), presenting a deterministic model of the life cycle of cyanobacteria dependent on energy, mainly in the form of light and nitrogen availability. In this formulation, the heterocyst would be the stage with high energy (abundant light) and low nitrogen availability. The model is capable of reproducing the seasonal changes in the cyanobacteria population composition and infers a correlation between summer blooms and cycle velocity, where previous summer conditions strongly affect the possibility of explosive growth. The scope of this work is mostly ecological and does not provide an extensive insight into the mechanisms controlling the vegetative-heterocyst transition.
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Three-gene simplified regulatory system and expected protein concentration dynamics for the emergence of a new intercalary heterocyst in a fully deterministic system. The heterocysts are represented as peaks of HetR that produce HetN. The dashed profiles represent the state right before the transition to a heterocyst.
Alternatively, Pinzon and Ju (2006) take the same culture level population approach but with a more biomolecular focus on the cellular processes that modulate the transition from a vegetative cell to a heterocyst. The deterministic model proposed includes photosynthetic growth of vegetative cells, heterocyst differentiation, self-shading effect on light penetration, and nitrogen fixation. The authors hypothesize that heterocyst differentiation is driven by the difference between the required fixed nitrogen to support maximal growth and the available nitrogen. The model describes experimental profiles well and gives reasonable predictions even for the transition from growth over external nitrogen sources to self-sustained growth.

This population point of view was taken again later by Grover et al. (2019). In this work, the authors present a deterministic model where the transition between vegetative and heterocyst cells is controlled by the relationship between the processed and free concentration of both nitrogen and phosphorus in the cells. The model predicts a relationship between the heterocyst to vegetative ratio with the nitrogen to phosphorus ratio of the environment. The authors use this to discuss an evolutionary reason for the regulation of heterocyst differentiation. Given that phosphorus-limited habitats are much more common than nitrogen-limited ones, the costly investments in nitrogen fixation are tightly regulated.

As one can see, this kind of mean-field point of view is more useful for an ecological and evolutionary perspective but does not provide much insight into the regulation of heterocyst differentiation. The patterned differentiation of heterocysts seems relevant to the mechanism controlling the differentiation decision; therefore, the population point of view is less optimal because the pattern information is lost.

5 Conclusion

In the section on inhibitor diffusion models, we have discussed examples of models where just a diffusible
inhibitory signal produced in the heterocysts is enough to maintain an existing pattern in a filament. If one considers the genetic regulatory system (Figure 2), it is easy to see that the role of this inhibitory signal originating from the heterocysts would be taken by HetN and fixed nitrogen. HetN acts directly over HetR and fixed nitrogen indirectly through ntcA. With this minimal structure a new heterocyst would arise in the space between heterocysts roughly when the interval doubles its length. Then, as observed when discussing genetic regulatory models, if one also considers patS, which is a lateral inhibitor expressed in vegetative cells, the system is capable for creating de novo pattern formation. This regulatory system (Figure 6) would be coupled with a switch-like genetic mechanism that initiates differentiation when the HetR concentration is higher than a certain threshold. The three-gene system of an activator and two inhibitors could seem like a Turing pattern, but it presents a key difference, one of the inhibitors hetN has its production restricted to the heterocysts. Moreover, this differentiation to heterocysts entails a morphological change and, therefore, is irreversible. This ensures the stability of the pattern that would not be possible in a Turing system.

Different strategies to model these three genes can simulate a heterocyst pattern, so more biological information is necessary to properly define the differentiation mechanism. A powerful tool is constraining models by comparison with different genetic backgrounds. Figure 7 shows a simplified regulatory network of heterocyst differentiation obtained from surveying experimental literature. From this, it is evident that the mechanism controlling heterocyst differentiation is quite more complex than any model discussed in this work. Therefore, incorporating more genes into the models would, on the one hand, deepen the understanding of the regulatory network and, on the other hand, open the possibility to compare with a wider range of genetic backgrounds. Therefore, the way forward is to incorporate into models genes that still have dubious roles, represented in light red rectangles in Figure 7. The research on those genes is still quite brief, and there is not enough information to justify their inclusion in models. There is evidence that both hetC and patN are connected to patA regulation, but there is not enough information to assign a proper role to them. On the other hand, the function of hetL seems quite clear: it appears to be involved with HetR activation, but there is no clear link to hetF and other genes in the system other than hetR. Also, with an apparently clear function but without a clear relation with the other genes are both hetP and hetZ, which are heavily linked to the heterocyst commitment but without a clear explanation on how they affect the commitment. This patched information is natural given that usually, the first experimental evidence is the effects of the knock-out mutants over the known network. Posterior studies that provide experimental information regarding protein translation, such as studies by Corrales-Guerrero et al. (2015) and Di Patti et al. (2018), could be really useful to properly include the gene in a model of the regulatory network. Modeling of putative mechanisms for these genes could be a useful source of predictions, helping to focus on what experiments should look for. An example is the prediction of inhibitor leakage at the filament extremes as necessary to explain the patA phenotype (Casanova-Ferrer et al., 2022). This expansion of the genetic scope of the models would bridge the gap that now exists between this kind of reduced model focusing on heterocyst differentiation and the more general genome-scale frameworks, such as the study by Malatinszky et al. (2017), which model the full metabolism of the Anabaena cell and how it changes after the differentiation into a heterocyst.

Author contributions

PC-F, JM-G, and SA contributed to the conception and design of the work. PC-F drafted the manuscript. PC-F, JM-G, and SA edited and revised the manuscript critically for important intellectual content. All authors approved the final version to be published and agreed to be accountable for all aspects of the work.

Funding

This research was supported by MCIN/AEI/10.13039/501100011033 and FEDER Una manera de hacer Europa through grant no. FIS2016-78313-P to SA, the associated FPI contract BES-2017-079755 to PC-F, and MCIN/AEI/10.13039/501100011033 through grant BADS, no. PID2019-109320GB-100, to SA and JM-G. The Spanish MICINN has also funded the “Severo Ochoa” Centers of Excellence to CNB, SEV 2017-0712. CSIC Library covers 25% of the APC.

Conflict of interest

The authors declare that the research was conducted in the absence of any commercial or financial relationships that could be construed as a potential conflict of interest.

Publisher’s note

All claims expressed in this article are solely those of the authors and do not necessarily represent those of their affiliated organizations, or those of the publisher, the editors, and the reviewers. Any product that may be evaluated in this article, or claim that may be made by its manufacturer, is not guaranteed or endorsed by the publisher.
Corrales-Guerrero, L., Mariscal, V., Nürnberg, D. J., Elhai, J., Mullineaux, C. W., Flores, E., et al. (2014b). Subcellular localization and clues for the function of the hetR factor influencing heterocyst distribution in Anabaena sp. Strain PCC 7120. J. Bacteriol. 196, 3452–3460. doi:10.1128/JB.01922-14

Corrales-Guerrero, L., Tal, A., Arbel-Goren, R., Mariscal, V., Flores, E., Herrero, A., et al. (2015). Spatial fluctuations in expression of the heterocyst differentiation regulatory gene hetR in Anabaena filaments. PLoS Genet. 11, e1005031. doi:10.1371/journal.pgen.1005031

Crampin, E. J., Gaffney, E. A., and Maini, P. K. (1999). Reaction and diffusion on growing domains: Scenarios for robust pattern formation. Bull. Math. Biol. 61, 1093–1120. doi:10.1006/bulm.1999.0311

De Koster, C. G., and Lindenmayer, A. (1987). Discrete and continuous models for heterocyst differentiation in growing filaments of blue-green bacteria. Acta Biotheor. 36, 249–273. doi:10.1007/BF02297986

Di Patti, L., Lavucchi, L., Arbel-Goren, R., Schoen-Lubomirsky, L., Fanelli, D., and Stavans, J. (2018). Robust stochastic Turing patterns in the development of a one-dimensional cyanobacterial organism. PLoS Biol. 16, e2004877. doi:10.1371/journal.pbio.2004877

Du, Y., Cai, Y., Hou, S., and Xu, X. (2012). Identification of the hetR recognition sequence upstream of hetZ in Anabaena sp. Strain PCC 7120. J. Bacteriol. 194, 2297–2306. doi:10.1128/JB.00119-12

Du, Y., Zhang, H., Wang, H., Wang, S., Lei, Q., Li, C., et al. (2020). Expression from DFI1-motif promoters of hetR and patS is dependent on hetR and modulated by PatU3 during heterocyst differentiation. PLoS ONE 15, e0232383. doi:10.1371/journal.pone.0232383

Ehira, S., and Ohmori, M. (2006). NrrA directly regulates expression of hetR during heterocyst differentiation in the cyanobacterium Anabaena sp. Strain PCC 7120. J. Bacteriol. 188, 8520–8525. doi:10.1128/JB.01314-06

El-Shawaw, R. M., and Klein, D. (2003). The mystery of irreversibility in cyanobacterial heterocyst formation: Parallels to differentiation and senescence in eukaryotic cells. Physiol. Plant. 119, 49–55. doi:10.1046/j.1399-3054.2003.00096.x

Elhai, J., and Khudyakov, I. (2018). Ancient association of cyanobacterial multicellularity with the regulator hetR and an RSG50 pentapeptide-containing protein (PatX). Mol. Microbiol. 110, 931–954. doi:10.1111/mmi.14003

Fay, P., Stewart, W. D. P., Walkey, A. E., and Fogg, G. E. (1968). Is the heterocyst the site of nitrogen fixation in blue-green algae? Nature 210, 810–812. doi:10.1038/220810b0

Feldmann, E. A., Ni, S., Sahu, I. D., Mishler, C. H., Levingood, J. D., Kusnhar, Y., et al. (2012). Differential binding between patS C-Terminal peptide fragments and hetR from Anabaena sp. PCC 7120. Biochemistry 51, 2436–2442. doi:10.1021/bi300228n

Flores, E., and Herrero, A. (2010). Compartmentalized function through cell patterning in cyanobacteria. Nat. Rev. Microbiol. 8, 39–50. doi:10.1038/nrmicro2242

Fogg, G. E. (1949). Growth and heterocyst production in Anabaena cylindrica. II. In relation to carbon and nitrogen metabolism. Ann. Bot. 13, 241–259. doi:10.1093/oxfordjournals.aob.0083217

Gerdtzen, Z. P., Salgado, C. J., Osses, A., Asenjo, J. A., Rapaport, I., and Andrews, B. A. (2009). Modeling heterocyst pattern formation in cyanobacteria. BMC Bioinformatics. 10, 91–954. doi:10.1111/mmi.14003

Gierer, A., and Meinhardt, H. (1972). A theory of biological pattern formation. Kybernetik 12, 30–39. doi:10.1007/BF00298324

Gillespie, D. T. (1976). A general method for numerically simulating the stochastic time evolution of coupled chemical reactions. J. Comput. Phys. 22, 403–434. doi:10.1016/0021-9991(76)90041-3

Gillespie, D. T. (2000). The chemical Langevin equation. J. Chem. Phys. 113, 297–306. doi:10.1063/1.481811

Grover, J. P., Scott, J. T., Roelle, D. L., and Brooks, B. W. (2019). Dynamics of nitrogen-fixing cyanobacteria with heterocysts: A stoichiometric model. Mar. Freshw. Res. 71, 644–658. doi:10.1080/00253240.2020.1703435

Harish and Seth, K. (2020). Molecular circuit of heterocyst differentiation in cyanobacteria. J. Basic Microbiol. 60, 738–745. doi:10.1002/jobm.202000266

Hense, I., and Beckmann, A. (2006). Towards a model of a cyanobacteria life cycle—effects of growing and resting stages on bloom formation of N2-fixing species. Ecol. Modell. 195, 205–218. doi:10.1016/j.ecolmodel.2005.11.018

Herrero, A., Stavans, J., and Flores, E. (2016). The multicellular nature of filamentous heterocyst-forming cyanobacteria. FEMS Microbiol. Rev. 40, 831–854. doi:10.1093/femsec/fiw029
Higa, K. C., and Callahan, S. M. (2010). Ectopic expression of hetR can partially bypass the need for hetR in heterocyst differentiation by Anabaena sp. Strain PCC 7120. Mol. Microbiol. 77, 562–574. doi:10.1111/j.1365-2958.2010.07257.x

Higa, K. C., Rajagopalan, R., Risser, D. D., Rivers, O. S., Tom, S. K., Videau, P., et al. (2012). The RGR5GR amino acid motif of the intercellular signalling protein, hetR, is required for patterning of heterocysts in Anabaena sp. Strain PCC 7120. Mol. Microbiol. 83, 682–693. doi:10.1111/j.1365-2958.2011.07949.x

Hou, S., Zhou, F., Peng, S., Gao, H., and Xu, X. (2015). The hetR-binding site that activates expression of patA in vegetative cells is required for normal heterocyst patterning in Anabaena sp. PCC 7120. Sci. Bull. (Beijing). 60, 192–201. doi:10.1007/s11434-014-0724-5

Hu, H. X., Jiang, Y. L., Zhao, M. X., Cai, K., Liu, S., Wen, B., et al. (2015). Structural insights into hetR-patA interaction involved in cyanobacterial pattern formation. Sci. Rep. 5, 16470. doi:10.1038/srep16470

Huang, X., Dong, Y., and Zhao, J. (2004). hetR homodimer is a DNA-binding protein required for heterocyst differentiation, and the DNA-binding activity is inhibited by patA. Proc. Natl. Acad. Sci. U. S. A. 101, 4848–4853. doi:10.1073/pnas.0400429101

Ishihara, J., Tachikawa, M., Iwasaki, H., and Mochizuki, A. (2015). Mathematical study of pattern formation accompanied by heterocyst differentiation in multicellular cyanobacteria. J. Theor. Biol. 371, 9–23. doi:10.1016/j.jtbi.2015.01.034

Khudyakov, I., Gladkov, G., and Eliaj, J. (2020). Inactivation of three egS/gPr pentapeptide-containing negative regulators of hetR results in lethal differentiation of Anabaena PCC 7120. Life 10, 3266–E146. doi:10.3390/life10120326

Khudyakov, I. Y., and Golden, J. W. (2004). Different functions of hetR in cyanobacteria. Mol. Microbiol. 517, 87–96. doi:10.1111/j.1365-2958.2004.04553.x

Kim, Y., Joachimiak, G., Ye, Z., Burskowsky, T. A., Zhang, R., Gornicki, P., et al. (2011). Structure of transcription factor hetR required for heterocyst differentiation in cyanobacteria. Proc. Natl. Acad. Sci. U. S. A. 108, 10109–10114. doi:10.1073/pnas.1106840108

Kim, Y. Ye, Z., Joachimiak, G., Videau, P., Young, J., Hurd, K., et al. (2013). Structures of complexes comprised of Fischerelli transcription factor hetR with Anabaena DNA targets. Proc. Natl. Acad. Sci. U. S. A. 110, E1716–E1723. doi:10.1073/pnas.1305971110

Lacalli, T. C. (2022). Patterning, from conifers to consciousness: Turing patterns in reaction-diffusion-ODE systems. Frontiers in Cell and Developmental Biology frontiersin.org14

Li, B., Huang, X., and Zhao, J. (2002). Expression of hetN-dependent promoters of hetR in heterocyst-forming cyanobacteria. Anabaena sp. Strain PCC 7120. J. Bacteriol. 184, 6873–6881. doi:10.1128/JB.184.24.6873-6881.2002

Lueke, I., Flores, E., and Herrero, A. (1994). Molecular mechanism for the operation of nitrogen control in cyanobacteria. EMBO J. 13, 2862–2869. doi:10.1002/embo.189132613

Liang, J., Scappino, L., and Haselkorn, R. (1992). The patA gene product, which contains a region similar to CheY of Escherichia coli, controls heterocyst pattern formation in the cyanobacterium Anabaena 7120. Proc. Natl. Acad. Sci. U. S. A. 89, 5655–5659. doi:10.1073/pnas.89.12.5655

Liu, D., and Golden, J. W. (2002). hetR overexpression stimulates heterocyst formation in Anabaena sp. Strain PCC 7120. J. Bacteriol. 184, 6873–6881. doi:10.1128/JB.184.24.6873-6881.2002

Luque, I., Flores, E., and Herrero, A. (1994). Molecular mechanism for the operation of nitrogen control in cyanobacteria. EMBO J. 13, 2862–2869. doi:10.1002/embo.189132613

Makarova, K. S., Koonin, E. V., Haselkorn, R., and Galperin, M. Y. (2006). Cyanobacterial response regulator patA contains a conserved N-terminal domain (PATAW) with an alpha-helical insertion. Bioinformatics 22, 1297–1301. doi:10.1093/bioinformatics/btl096

Malatinzky, D., Steuer, R., and Jones, P. R. (2017). A comprehensively curated genome-scale two-cell model for the heterocystous cyanobacterium Anabaena sp. PCC 7120. Plant Physiol. 173, 509–523. doi:10.1093/philipps/ffd096

Marciniak-Czochra, A., Karch, G., and Suzuki, K. (2017). Instability of Turing patterns in reaction-diffusion-ODE systems. J. Math. Biol. 74, 583–618. doi:10.1007/s00285-016-1035-2

Marcou, L., Diego, X., Sharpe, J., and Müller, P. (2016). High-throughput mathematical analysis identifies tuning networks for patterning with equally diffusing signals. Elife 5, e14022. doi:10.7554/elif.e14022

Meeks, J. C., and Eliaj, J. (2002). Regulation of cellular differentiation in filamentous cyanobacteria in free-living and plant-associated symbiotic growth states. Microbiol. Mol. Biol. Rev. 66, 94–121. doi:10.1128/mbr.66.1.94-121.2002

Meinhardt, H. (2008). Models of biological pattern formation: From elementary steps to the organization of embryonic axes. Curr. Top. Dev. Biol. 81, 1–63. doi:10.1016/S0070-2153(07)81001-3

Muto, T., Gómez-Garretón, J., and Falo, F. (2015). An integrative approach for modeling and simulation of heterocyst pattern formation in Frontiers in Cell and Developmental Biology 14, frontiersin.org
cyanobacteria filaments. *PLoS Comput. Biol.* 11, e1004129. doi:10.1371/journal.pcbi.1004129

Turing, A. M. (1952). The chemical basis of morphogenesis. *Philos. Trans. R. Soc. Lond. B. Biol. Sci.* 237, 37–72. doi:10.1098/rstb.1952.0012

Valladares, A., Flores, E., and Herrero, A. (2016). The heterocyst differentiation transcriptional regulator hetR of the filamentous cyanobacterium *Anabaena* forms tetramers and can be regulated by phosphorylation. *Mol. Microbiol.* 99, 808–819. doi:10.1111/mmi.13268

Vázquez-Bermúdez, M. F., Herrero, A., and Flores, E. (2002). 2-Oxoglutarate increases the binding affinity of the NtcA (nitrogen control) transcription factor for the *Synechococcus gbaA* promoter. *FEBS Lett.* 512, 71–74. doi:10.1016/S0014-5793(02)020219-6

Vega-Palas, M. A., Flores, E., and Herrero, A. (1992). NtcA, a global nitrogen regulator from the cyanobacterium *Synechococcus* that belongs to the Crp family of bacterial regulators. *Mol. Microbiol.* 6, 1853–1859. doi:10.1111/j.1365-2958.1992.tb01357.x

Videau, P., Cory, L. M., Young, J. E., Ushijima, B., Oshiro, R. T., Rivers, O. S., et al. (2015). The *tpR* gene negatively regulates differentiation of heterocysts at the level of induction in *Anabaena* sp. Strain PCC 7120. *J. Bacteriol.* 197, 362–370. doi:10.1128/JB.02145-14

Videau, P., Rivers, O. S., Hard, K., Ushijima, B., Oshiro, R. T., Ende, R. J., et al. (2016). The heterocyst regulatory protein *hetP* and its homologs modulate heterocyst commitment in *Anabaena* sp. Strain PCC 7120. *Proc. Natl. Acad. Sci. U. S. A.* 113, E6994–E6999-E6992. doi:10.1073/pnas.1610533113

Videau, P., Rivers, O. S., Tom, S. K., Oshiro, R. T., Ushijima, B., Swenson, V. A., et al. (2018). The *hetZ* gene indirectly regulates heterocyst development at the level of pattern formation in *Anabaena* sp. Strain PCC 7120. *Mol. Microbiol.* 109, 91–104. doi:10.1111/mma.3977

Wang, Y., and Xu, X. (2005). Regulation by *hetR* of genes required for heterocyst differentiation and cell division in *Anabaena* sp. Strain PCC 7120. *J. Bacteriol.* 187, 8489–8493. doi:10.1128/JB.187.24.8489-8493.2005

Water, S. D. V. D., and Simon, R. D. (1982). Induction and differentiation of heterocysts in the filamentous cyanobacterium *Cylindropermum licheniforme*. *Microbiology* 128, 917–925. doi:10.1099/00221287-128-5-917

Wei, T. F., Ramasubramanian, T. S., and Golden, J. W. (1994). *Anabaena* sp. Strain PCC 7120 *ntcA* gene required for growth on nitrate and heterocyst development. *J. Bacteriol.* 176, 4473–4482. doi:10.1128/JB.176.15.4473-4482.1994

Wolk, C. P. (1967). Physiological basis of the pattern of vegetative growth of a blue-green alga. *Proc. Natl. Acad. Sci. U. S. A.* 57, 1246–1251. doi:10.1073/pnas.57.5.1246

Wolk, C. P., and Quine, M. P. (1975). Formation of one-dimensional patterns by stochastic processes and by filamentous blue-green alga. *Dev. Biol.* 46, 378–382. doi:10.1016/0012-1606(75)90113-X

Wong, F. C. Y., and Meeks, J. C. (2001). The *hetE* gene product is essential to heterocyst differentiation and affects hetR function in the cyanobacterium *Nostoc punctiforme*. *J. Bacteriol.* 183, 2654–2661. doi:10.1128/JB.183.8.2654-2661.2001

Wu, X., Liu, D., Lee, M. H., and Golden, J. W. (2004). *patS* minigene inhibits heterocyst development of *Anabaena* sp. Strain PCC 7120. *J. Bacteriol.* 186, 6422–6429. doi:10.1128/JB.186.19.6422-6429.2004

Xu, X., Risoul, V., Byrne, D., Champ, S., Douzi, B., and Latifi, A. (2020). *hetL*, *hetR* and *patS* form a reaction-diffusion system to control pattern formation in the cyanobacterium *nostoc* PCC 7120. *eLife* 9, e59190–48. doi:10.7554/ELIFE.59190

Yoon, H. S., and Golden, J. W. (1998). Heterocyst pattern formation controlled by a diffusible peptide. *Science* 282, 935–938. doi:10.1126/science.282.5390.935

Yoon, H. S., and Golden, J. W. (2001). *patS* and products of nitrogen fixation control heterocyst pattern. *J. Bacteriol.* 183, 2605–2613. doi:10.1128/JB.183.8.2605-2613.2001

Young-Robbins, S. S., Risser, D. D., Moran, J. R., Haselkorn, R., and Callahan, S. M. (2010). Transcriptional regulation of the heterocyst patterning genes *patA* from *Anabaena* sp. Strain PCC 7120. *J. Bacteriol.* 192, 4732–4740. doi:10.1128/JB.00577-10

Zeng, X., and Zhang, C.-C. (2022). The making of a heterocyst in cyanobacteria. *Annu. Rev. Microbiol.* 76. doi:10.1146/annurev-micro-041320-093442

Zhang, H., Wang, S., Wang, Y., and Xu, X. (2018). Functional overlap of *hetP* and *hetR* in regulation of heterocyst differentiation in *Anabaena* sp. Strain PCC 7120. *J. Bacteriol.* 200, e00707–17. doi:10.1128/JB.00707-17

Zhou, R., Wei, X., Jiang, N., Li, H., Dong, Y., Hsi, K. L., et al. (1998b). Evidence that hetL protein is an unusual serine-type protease. *Proc. Natl. Acad. Sci. U. S. A.* 95, 4959–4963. doi:10.1073/pnas.95.9.4959

Zhu, M., Callahan, S. M., and Allen, J. S. (2010). Maintenance of heterocyst patterning in a filamentous cyanobacterium. *J. Biol. Dyn.* 4, 621–633. doi:10.1080/1751373100377507