Feasibility of Automatic Seed Generation Applied to Cardiac MRI Image Analysis
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Abstract: We present a method of using interactive image segmentation algorithms to reduce specific image segmentation problems to the task of finding small sets of pixels identifying the regions of interest. To this end, we empirically show the feasibility of automatically generating seeds for GrowCut, a popular interactive image segmentation algorithm. The principal contribution of our paper is the proposal of a method for automating the seed generation method for the task of whole-heart segmentation of MRI scans, which achieves competitive unsupervised results (0.76 Dice on the MMWHS dataset). Moreover, we show that segmentation performance is robust to seeds with imperfect precision, suggesting that GrowCut-like algorithms can be applied to medical imaging tasks with little modeling effort.
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1. Introduction

Image segmentation is one of the central tasks in computer vision, and it has been applied to address a wide range of problems [1,2]. For example, radiologists spend significant amounts of time tracing the boundaries of certain anatomical features on the images in order to measure their size and/or quantify changes [3]. Automatic algorithms based on artificial intelligence (i.e., machine learning/deep learning [4]) can provide decision support for radiologists [5], their use extending into the daily routine of physicians [6]. Moreover, these types of algorithms can save time for the radiologist and provide quantitative approaches. These, in turn, can increase the value of diagnostic imaging, the quality of the workflow, and patient safety [7].

Image segmentation in its full generality, akin to clustering, is an ill-posed problem, since the definition of a meaningful segment can change from task to task, or even from image to image. For this reason, segmentation algorithms have to be aware of the application domain, either by considering custom features or algorithmic strategies or by learning from large volumes of data. For segmentation problems where large data collection and annotation are economically feasible, such as those related to satellite imagery [8,9], retail [10], or autonomous driving [11], learning-based solutions have prevailed in both benchmark and practical applications [12,13]. For problems where large datasets are not available, custom algorithms [14] or custom feature extraction combined with small datasets [15,16] are preferred. Such problems commonly arise in medical imaging, where objects of interest and image modalities show dramatic variation from task to task [17]. Moreover, for most such problems, large data collection and annotation are prohibited by population size, economic factors, or ethical concerns [17].
A main disadvantage of solutions to problems with such data limitations is that they require a thorough modeling of the problem. This is both time-consuming and expensive, especially in highly specialized domains such as medical imaging. This, in turn, can deter the adoption of such solutions in domains where small-scale and high-variation problems abound.

A natural workaround to this issue is to offload the disambiguation of meaningful segments from the algorithm to the user, by means of interactive image segmentation. More specifically, in interactive image segmentation, the user provides a seed (i.e., hint) to the algorithm about where the meaningful regions are located in the image. Using this strategy, the same algorithm can be applied to different tasks, since the specifics of the task are determined by the user-provided seeds. Different algorithms use different interfaces for representing seeds [18]. One such interface is the painting interface, which requires the user to mark pixels on the image that belong to the meaningful regions of interest. This is also the interface used by GrowCut [19], a popular interactive segmentation algorithm that we are analyzing in this work.

Interactive algorithms have been successfully used to tackle problems in medical imaging [20], yet one of their drawbacks is that they require interaction with the user. This makes these algorithms hard to scale to large workloads, since the user interaction acts as a bottleneck on their throughput.

One possible way of removing the user dependency is to automatically generate the seed, by combining domain and task knowledge. By using this framework, an application-specific image segmentation task can be transformed into a task of finding a set of pixels that mark the regions of interest. Such an approach involves no user input and has no data requirements, while also circumventing the cost of thoroughly modeling the target domain.

In this work, we focus on converting GrowCut, an interactive segmentation algorithm, into an automatic one by heuristically finding seeds for a whole-heart cardiac MRI segmentation task. This task is of interest for multiple reasons:

1. It is representative of the field of medical imaging where data collection and annotation are very expensive, while tasks within the field show large variation.
2. It is a popular task within the field, and there is an abundance of research and benchmark data [21,22].
3. It is a basic step in several cardiac descriptors, such as ejection fraction and heart chamber volumes.
4. The underlying modality (MRI) presents more challenging features than other modalities, such as reduced resolution and a lower signal-to-noise ratio. Moreover, it is also a radiation-free imaging modality.

This paper aims to tackle the following research questions:

- Is it feasible to automate GrowCut by automatically generating seeds?
- How is GrowCut’s performance affected by noisy seeds and seed size?

To this end, this paper makes the following contributions to the field:

- We experimentally show the feasibility of automatically generating seeds in the context of a popular interactive image segmentation algorithm, GrowCut [19]. To this end, we also propose a random walk-based method of simulating seeds, which allows the control of seed properties (such as precision and size).
- We propose a method of automatically generating seeds for the task of the whole-heart segmentation of magnetic resonance imaging (MRI) scans.

The paper is structured as follows: in Section 2, we briefly discuss cellular automata, the GrowCut algorithm, and its extensions; in Section 3, we explore the types of seeds used for image segmentation and the main efforts to automatize it reported in the literature; then, in Section 4, we detail our proposed method for seed generation in the context of whole-heart segmentation; then, in Section 5,
we present our experiments and numerical results; finally, in Section 6, we conclude the paper and present directions for future work.

2. Background

In this section, we provide an overview of the MRI whole-heart segmentation solution and a tour of GrowCut and band-based GrowCut, as well as their application to (medical) image segmentation.

2.1. MRI Whole-Heart Segmentation

The task of MRI whole-heart segmentation (WHS) refers to the outlining of different heart structures from cardiac MRI scans. Recently, the task has received much attention, due, in part, to several open grand challenges and datasets [21,22], which have promoted the development of comparable solutions to the WHS task [23].

The spectrum of the best-performing WHS solution shows a polarization between deep learning-based [24,25] and multi-atlas-based approaches [26,27]. These two sets of approaches are representative of the data-based and bespoke solutions’ dichotomy discussed in Section 1.

Our approach is most similar to a third, less powerful class of approaches, one in which solutions are fully unsupervised; they do not rely on annotated data. Recent work in this direction leverages a more diverse set of methods, such as GANs [28], probabilistic modeling [29], dictionary learning [30], and optical flow [31]. A shared feature of all these approaches is their relatively low cost of transfer to different medical imaging tasks, since they do not rely on annotated data or complex modeling with stringent assumptions.

2.2. Cellular Automata and GrowCut

Cellular automata (CAs) [32] are computational models able to model complex behavior; CAs employ multiple locally-interacting discrete elementary units, called cells, usually arranged in a grid. CAs have been successfully applied to a wide range of problems, such as traffic modeling [33], structural design [34], edge detection [35], and image segmentation.

A popular approach to CA-based image segmentation is the GrowCut algorithm introduced in [19]. GrowCut is an interactive image segmentation algorithm, meaning that it requires the user to select a set of seed pixels that mark the segments of the image (e.g., background, object of interest).

GrowCut [19] maps the pixels of the image to a grid of cells, some of which are pre-labeled through the seeding mechanism (the user provides the labels). The state of a cell \( p \) in the CA is defined as a triplet \((l_p, \sigma_p, C_p)\) where \( l_p \) is the label of the cell, \( \sigma_p \) is its strength, and \( C_p \) is a feature value:

- The labels encode the desired segments of the image. At any point, the set of cells having a specific label determines the corresponding pixels of the specific segment.
- The strength of a cell is a value bounded to \([0, 1]\), which weakly corresponds to the confidence of the algorithm in the label of the cell. Strengths are used by the algorithm to make decisions relating to label propagation between neighboring cells. Usually, the cells corresponding to the seeds have a maximum strength of one.
- The feature value is an image feature associated with the cell. Most commonly, this is the grey intensity or RGB vector of the pixel corresponding to the cell.

GrowCut evolves at each step by locally propagating labels based on the feature similarity between neighboring cells, until a stable configuration is reached. More specifically, at each time step, a cell \( p \) will receive the label \( \lambda_q \) from a neighbor cell \( q \) if the strength \( \sigma_q \) of cell \( q \) combined with the cells’ similarity is larger than \( \sigma_p \), the strength of \( p \). This is formalized in the GrowCut label propagation condition: \( \sigma_p < g(||C_p - C_q||) \cdot \sigma_q \). This similarity between the cells’ features is given by the function \( g(\cdot) \), bounded on \([0, 1]\), which transforms the feature difference \( ||C_p - C_q|| \) into a similarity. Algorithm 1 details the GrowCut dynamics.
Algorithm 1 Classical GrowCut algorithm applied on an input image $I$.

1: procedure GROWCUT($I$)
2:     for $p \in I$ do
3:         $\sigma_{\text{defense}} \leftarrow \sigma_{+1, p}$
4:         $l_{\text{winning}} \leftarrow l_{+1, p}$
5:     for $q \in N(p)$ do
6:         if $q$ is in image bound then
7:             $\sigma_{\text{attack}} \leftarrow \sigma_{+1, q} \cdot g(||C_{p} - C_{q}||)$
8:         if $\sigma_{\text{attack}} > \sigma_{\text{defense}}$ then
9:             $\sigma_{\text{defense}} \leftarrow \sigma_{\text{attack}}$
10:        $l_{\text{winning}} \leftarrow l_{+1, q}$
11:        $\sigma_{+1, p} \leftarrow \sigma_{\text{defense}}$
12:        $l_{+1, p} \leftarrow l_{\text{winning}}$

2.3. Band-Based GrowCut

For GrowCut, the most popular neighborhood systems used are Moore and von Neumann of radius one [19]. In [36], the authors proposed an extension to GrowCut that augments the local neighborhoods by the addition of remote neighbor bands. For the ease of reference, we call this extension band-based GrowCut (BBG). Thus, in BBG, a cell interacts with both adjacent cells and non-adjacent ones, at a specific distance from the cell. By interacting with remote neighbors, BBG is able to include more global information in the label propagation process.

BBG is parametrized by the extent of the remote neighbor bands, $(a - b)$, which specifies that remote neighbors lie at a distance between $a$ and $b$ to the cell; different distance metrics give different topologies, e.g., extended Moore corresponds to $l_{\infty}$ and extended von Neumann to $l_{1}$. Since the number of neighbors in these bands grows as a power law with respect to the remote band extent (with a power coefficient that depends on the grid dimensionality), it is not tractable to consider all neighbors in these bands. Thus, a sampling mechanism is used, where, at each step, for each cell, $k$ neighbors are sampled uniformly from the remote neighborhood. Moreover, BBG is relatively robust to the choice of $k$, with $k = 5$ being a sensitive choice.

2.4. Unsupervised GrowCut

Unsupervised GrowCut [37] along with its extensions [38,39] are algorithms based on GrowCut that remove the need for user-provided seeds. These algorithms generate seeds randomly and assign a different label to each pixel in the seed. Starting from these seeds, a label propagation mechanism similar to GrowCut is used to label non-seed pixels. Additionally, a region merging mechanism is used to reduce the number of labels; typically, a threshold on neighboring cells’ similarity is used to determine whether the cells’ labels should be merged. A disadvantage of such methods is the difficulty to control the number of resulting labels, which is usually different from the number of labels required by the specific image segmentation task. Hence, unsupervised GrowCut cannot be readily used for higher level tasks such as semantic segmentation or instance segmentation, since it requires a post-processing step that determines the nature (with respect to the task) of each generated region.

3. Seeds for Image Segmentation

GrowCut and its extensions have been successfully used in image segmentation tasks. However, the algorithm relies on a user-specified seed in order to perform well. Generating such seeds
automatically is an easier task than segmenting the entire image: we only need to find a relatively small set of pixels that mark the image segments with high precision.

The generated seeds trade off the seed size and seed precision: seed size refers to the number of pixels making up the seed, while seed precision refers to the fraction of these pixels that overlap with the true object of interest (OOI). This trade-off is necessary, since a seed of maximum size and precision coincides with a perfect segmentation. Moreover, the trade-off is also affected by the specifics of the task, such as inherent variance in the OOIs, the difficulty of modeling OOIs, and the noise profile.

For these reasons, assessing the feasibility of generated seeds entails the exploration of the trade-off’s regimes and GrowCut’s response to them.

3.1. Automatic Seeds

Automatically generated seeds have been presented in the literature in both explicit and implicit forms. Notably, in [40], the authors presented an overview of seed selection mechanisms for the seeded region growing algorithm [41,42] in bio-medical applications. Most of the surveyed studies focus on finding a single seed point in the image, as well as the region growing threshold. All such methods rely on task-specific knowledge that is used in the process of seed selection.

For example, in lesion detection from ultrasound tasks [43,44], seeds are selected by taking into account homogeneity and grey intensity, based on the observation that lesions in ultrasound have a high intensity and are homogeneous. Similar assumptions were used by [45,46] for breast lesion detection in MRI scans.

In [47], the authors presented a method for selecting seed points in MRI scans for organ detection. The method relies on extracting a set of features (Haralick, semi-variogram, Gabor) and using these to construct a scoring function for each pixel in the image. Then, the pixel that minimizes the scoring function is selected as a seed point. To the best of our knowledge, this is the only method that we found to solve a similar task to the one we are investigating: cardiac MRI image analysis.

An implicit seed generation strategy is embedded in the Unsupervised GrowCut method [37]. Here, instead of modeling the seeds and generating them based on domain knowledge, the location and label of the seeds are generated randomly, and segmentation proceeds by expanding and merging seed regions.

3.2. Seeds in Controlled Experiments

Another category of seeds is represented by seeds generated from the ground truth segmentation. This type of seed is an excellent tool for analyzing the properties of seeded algorithms, while avoiding the bias and variance introduced by manual segmentations. An example of such seeds is the vertical seeding mechanism used in [36], which deterministically generates seeds in the shape of 1 px wide vertical lines.

In our experiments, we used such a type of seed in order to control seed properties, while avoiding biases introduced by manual segmentation. Concretely, this is a random walk-based (foreground) seed generation process that allows us to control the seed size $n$ and seed precision $\pi$. The process of generating such seeds starts by randomly choosing a pixel on the border of the OOI (We also filter the border pixels by ensuring that the proportion of foreground pixels in a $7 \times 7$ vicinity is between 0.3 and 0.7. This was done in order to avoid situations where there are not enough foreground/background pixels for the random walk). From this initial pixel, two random walks are performed on the true segmentation mask—one representing the pixels agreeing with the ground truth and one set of false positive pixels:

- A random walk of size $n \times \pi$ that evolves along the foreground.
- A random walk of size $n \times (1 - \pi)$ that evolves along the background.

Whenever a random walk is unable to advance, the algorithm backtracks to a previous state and continues the walk from there.
4. Seed Generation for MRI Whole-Heart Segmentation

In order to reify the feasibility of automatically generated seeds, we propose a method for whole-heart segmentation of MRI images, based on generated seeds. The method is based on standard edge detection and local thresholding methods, and it is grounded on observations about the structure of the task.

4.1. Task Invariants

In order to simplify the task of generating seeds, we introduce structure in the task in the form of two invariants related to the OOI:

- OOI centeredness: the object of interest (the heart) is positioned near the center of the image, having similar scale across images.
- OOI local brightness: OOI is represented by higher gray intensity in its immediately local area.

Figure 1 exemplifies these invariants with sample images from the MMWHS dataset [21].

![Image](image.png)

**Figure 1.** Samples from the MMWHS dataset showing four cardiac MRI images along with the manual segmentation of the heart.

4.2. Method Pipeline

The centeredness invariant gives us a method to generate the bounds of a region that contains the heart. Moreover, defining such a region provides us with a trivial seed for the background of the image. Specifically, for the background seed of an image, we use lines of pixels that are a fixed distance away from the border of the image.

For the foreground seed, we use an image processing pipeline to generate a small set of pixels marking the OOI (illustrated in Figure 2).

The pipeline is made of two branches: edge detection and thresholding. Each of these branches generates a seed proposal based on the particular method. The two proposals are combined to generate only one set of seed points that is further post-processed to increase its precision.

The edge detection branch is composed of four steps. First, the image is preprocessed such that it is more suitable to edge detection. Second, an edge detection procedure is carried out. Since edges describe the contour of object, we generate pixels that are inside the object by using these edges. These edges are an indicator of the OOI extent, especially in the central region of the image. For this reason, in the last step, we crop the edge detector output to a rectangular region of interest (ROI).

The thresholding branch is similar to the edge detection one. We first preprocess the image and then feed it to a thresholding algorithm. Using this thresholding, we aim to find large connected components that have a high chance of belonging to the OOI. To this end, we split the thresholding output into connected components and extract the components closest to the most central component.
Finally, we apply a filtering step on these components. The details and parameters of the pipeline are presented in the next section.

![Diagram](image)

**Figure 2.** Pipeline proposed to generate high-precision foreground seeds. Two methods (edge detection and thresholding) are used to generate seed proposals independently. These proposals are further merged and post-processed.

### 4.3. Method Details

For the foreground seed pipeline, we used the following specialization of the steps illustrated in Figure 2. An example of the output of these steps is presented in Figure 3.

In the edge detection branch, images are first preprocessed by a contrast-limited adaptive histogram equalization (CLAHE) step that prepares the image for edge detection (Figure 3b). After this, the Canny edge detector is used to extract edges from the image (Figure 3c). To generate pixels inside the object, we move all edges towards the center of the image by 1 px. Further, we crop the edge detector output to an ROI that sits 70 px away from the image border (Figure 3d); this is, a value for which the heart is included in the ROI for all resolutions in the datasets. It is worth noting that the ROI parameter trades off seed precision and recall. Moreover, this is the only parameter fixed in favor of recall; a larger ROI implies a larger universe of possible seed pixels and, thus, a possible increase in recall.

In the thresholding branch, the same CLAHE preprocessing is used. For thresholding, we run a local Otsu thresholding (Figure 3e) and generate the connected components. We filter out those with an area under 50 px (Figure 3f), since these are mostly noise; a higher area threshold promotes seed precision while risking filtering out important heart structures. We then extract the components closest to the most central one and apply a dilation step of 1 px (Figure 3g). This last step ensures that when combining the result with the output of the edge detection branch, we are not discarding edge pixels. The number of dilation steps can be interpreted as a dual of the distance the seeds are moved towards the center in the edge detection branch.
Since we aim to obtain a relatively small, high-precision seed, we combine the two seed proposals by intersecting them (Figure 3h). Finally, we post-process the seed by removing the top 20% lowest-intensity pixels (Figure 3i), giving the final foreground seed. We set the 20% parameter conservatively, in order to have a high probability of removing any low-intensity outliers.

In the case of the background seed, we used 1 px wide lines sitting at 25 px from the border of the image. This background seed is illustrated in Figure 3j.

Figure 3. Example of automatically generating seeds from an input image. (a) Input image. (b) After adaptive histogram equalization. (c) Canny output. (d) ROI crop of Canny output. (e) Local Otsu output. (f) After applying cluster the area filter on Otsu output. (g) Otsu central components. (h) Canny intersected with central Otsu clusters. (i) After removing top 20% low-intensity pixels (final foreground seed). (j) Trivial background seed.

4.4. Computational Complexity

For seed generation, the complexity of the proposed method follows from the complexities of the pipeline components. Thus, the seed generation pipeline has a linear complexity with respect to the number of pixels in the input image. Table 1 details the complexities of the different pipeline stages. Finally, the segmentation step has a complexity of $O(nk|\mathcal{N}||\mathcal{C}|)$, where:

- $n$ is the number of pixels in the input image
- $k$ is the number of iterations for which the algorithm is run
- $|\mathcal{N}|$ is the cardinality of the neighborhood system used; e.g., this is eight for GrowCut and 13 for BGC (five extra random remote neighbors)
- $|\mathcal{C}|$ is the dimension of the image feature representation. This is one in our case (grayscale images), but can be larger if other feature spaces are used (e.g., texture descriptors or deep learning-based representations).
Table 1. Computational complexities of the seed generation pipeline as a function of \( n \), the number of pixels in the input image. CLAHE, contrast-limited adaptive histogram equalization.

| Branch      | Stage                        | Complexity |
|-------------|------------------------------|------------|
| Edge        | CLAHE                        | \( \mathcal{O}(n) \) |
| Edge        | Canny                        | \( \mathcal{O}(n) \) |
| Edge        | Move + crop                  | \( \mathcal{O}(n) \) |
| Thresholding| Otsu                         | \( \mathcal{O}(n) \) |
| Thresholding| Connected components         | \( \mathcal{O}(n) \) |
| Thresholding| Filter + extract central component | \( \mathcal{O}(n) \) |
| Thresholding| Dilation                     | \( \mathcal{O}(n) \) |
| Post-process| Intersection                 | \( \mathcal{O}(n) \) |
| Post-process| Intensity filter             | \( \mathcal{O}(n) \) |

5. Experiments and Results

In order to evaluate the proposed seed generation method, we performed the following analyses:

- Effects of seed size and seed precision on the segmentation performance (Section 5.4).
- Evaluation of the proposed seed generation method, contrasted with a similar technique from the literature and unsupervised GrowCut (Section 5.5).

5.1. Data

We ran experiments on the Multi-Modality Whole Heart Segmentation (MMWHS) dataset [21], a dataset of 2.5D (stacks of 2D images) MRI and CT scans of the human heart ranging in dimension from 256 px × 256 px to 512 px × 512 px. We used 20 MRI scans of this dataset, along with ground truth volumes that segment the heart chambers from the rest of the scan. For each stack of slices, we only used the most representative slice (i.e., the one with the largest heart area).

We also used a dataset of 2.5D cardiac MRI scans from our concurrent study on atrial fibrillation (imATFIB—NCT03584126). The dataset consists of 20 stacks of slices (from which we selected the most representative slice) of dimension 256 px × 256 px. The ground truth was prepared by a team of two radiologists: one radiologist manually segmented the heart structures, while a second, more experienced, radiologist validated the manual segmentations.

In order to simplify the interpretation of the results, for each dataset, we solved the problem of segmenting the entire heart region without differentiating between the different structures of the heart.

5.2. Algorithm Parameters

We used two flavors of the GrowCut algorithm for our experiments: classical GrowCut [19] and band-based GrowCut (BBG) [36]. For both algorithms, we used Moore neighborhoods with radius one and, in the case of BBG, remote bands spanning (2,5) and (5,10) pixels with five neighbors sampled at each step (as used in [36]). In all experiments, we set an upper limit of iterations to 2000, where, if convergence is not reached, execution is stopped, and the intermediate labeling is used as the final one.

5.3. Seeds

For our feasibility analysis, we used a random walk-based seed generation process (presented in Section 3.2). This method allows us to control the seed size \( n \) (total number of seed pixels) and seed precision \( \pi \) (fraction of seed pixels that overlap with the ground truth). All foreground seeds generated in our analyses were complemented by a background seed represented by a frame near the image border. Using such a fixed background seed ensured that we did not introduce additional variance in the segmentation results.
5.4. Seed Generation Feasibility

To assess the feasibility of automatically generating seeds, we explored the seed size and seed precision trade-off on the MMWHS and imATFIB datasets. To this end, we generated seeds with size $n \in \{1, 3, 5, 7, 10, 20, 30, 40\}$ and precision $\pi \in \{0.50, 0.75, 0.90, 1.00\}$. Moreover, to account for the variance introduced by the random walk process, we generated 10 sets of seeds for each size/precision configuration. This setup aims to answer the question: Can small, low-precision seeds behave similarly, from the point of view of segmentation performance, to larger, higher precision seeds? In other words, we are interested in assessing whether segmentation performance scales significantly with seed size and seed precision.

Figure 4 shows the segmentation performance related to different configurations of seed size and seed precision.

![Figure 4](image1.png)

**Figure 4.** Median Dice value as a function of seed size and seed precision (MMWHS dataset). BBG, band-based GrowCut.

For all three GrowCut configurations, there is a seed size threshold after which the average Dice value stabilizes. Thus, for a seed size greater than 10, neither GrowCut nor BBG (2–5) show a significant improvement in the Dice value. Similarly, for BBG (5–10), no significant improvement in performance is observed for seed sizes greater than 20.

Seed precision influences the performance of the algorithm, most notably in large seed size regimes for BBG. Although seed precision predicts the relative ordering with respect to segmentation performance, the largest absolute difference in the average Dice value is still smaller than 0.1.

For the completeness of the analysis, we also computed the effect size, using the $\omega^2$ statistic [49], of the two factors (seed size and precision) on the segmentation performance. We did this separately for each algorithm configuration. Moreover, we also filtered the data to seed sizes greater than 10 to restrict our analysis to more stable seeds. For this, we first performed a two-way ANOVA analysis and computed the p-value of the interaction terms, which showed the lack of a significant interaction between the two factors ($p$-values 0.65, 0.50, 0.32 for GrowCut, BBG (2–5), BBG (5–10), respectively).

The obtained $\omega^2$ statistics are shown in Table 2. According to [50], these are considered to be either small ($\omega^2 \in (0.01, 0.06]$) or very small ($\omega^2 < 0.01$) effect sizes.

|                  | GrowCut | BBG (2–5) | BBG (5–10) |
|------------------|---------|-----------|-------------|
| Seed size $\omega^2$ | 0.0002  | 0.0002    | 0.0018      |
| Precision $\omega^2$  | 0.0040  | 0.0149    | 0.0104      |

We obtained similar results for the imATFIB dataset. Figure 5 shows the relation between segmentation performance, seed size, and seed precision. While the general conclusions are similar,
the imATFIB dataset shows more variance in the different seed precision curves. Table 3 shows the $\omega^2$ values for the imATFIB dataset; the same conclusions apply to this dataset, with an exception for the seed size factor in the case of BBG (5-10). While this factor shows a non-small effect size, we can see in the figure that the median performance shows a decreasing trend towards higher seed sizes, which is in consonance with the rest of the conclusions.

![Figure 5](image.png)

**Figure 5.** Median Dice value as a function of seed size and seed precision (imATFIB dataset).

**Table 3.** $\omega^2$ statistic (effect size) for the seed size and precision factors (imATFIB dataset).

|            | GrowCut | BBG (2-5) | BBG (5-10) |
|------------|---------|-----------|------------|
| Seed size  | $0.0026$ | $0.0142$  | $0.0919$   |
| Precision  | $0.0019$ | $0.0339$  | $0.0182$   |

These results suggest that, for seeds that are reasonably large (above ten pixels in our case), small seed size and precision do not have a significant effect on the segmentation performance. This suggests that the GrowCut suite of algorithms is robust to seed noise, making automatic seed generation feasible.

## 5.5. Evaluation of the Proposed Method

### 5.5.1. Feature- and Texture-Based Seeding

In [47], a method of automatically-seeded segmentation was proposed for organ detection in MRI scans. For conciseness, we further refer to this method as feature- and texture-based seeding (FTS). FTS’s setup differs from ours in two ways. Firstly, the method is designed for a different seeded segmentation algorithm, seeded region growing (SRG) [41], which is based on region growing until a threshold condition is met. Thus, SRG does not require a background seed; moreover, it is usually used with just one foreground seed pixel, centered in the object of interest. Secondly, SRG assumes that the image is cropped to an ROI whose center aligns with that of the organ to be segmented.

In order to apply this method to our scenario, we perform slight modifications that adapt FTS to our tasks:

- **Multiple seed pixels:** We adapted the method to select multiple pixels, rather than just one. This was achieved by selecting the top pixels sorted by the cost value used by the original method. In our experiments, we used 300 seed pixels.
- **Background seed:** Since the method does not produce any background seed, we used the same generator as for our method (i.e., a 1 px square sitting 25 px from the border of the image).
- **Different cost function weights:** FTS works by computing a cost function and selecting the top pixel in the ROI according to it. The cost function has three components: spatial centrality (spatial distance to the center of the ROI), feature distance (distance in the feature space from the ROI mean feature vector), neighborhood homogeneity (sum of feature distances from the neighbors
of a pixel). In our experiments, if we balanced all these components to have the same weight and scale, we obtained seeds that were centered around the center of the ROI, since the spatial centrality component dominated the entire cost function. In order to escape this, we explored different weights for the cost components and fixed them to 0.2 (spatial centrality), 0.7 (feature distance), and 0.1 (neighborhood homogeneity).

Out of the four feature representations proposed in the FTS paper (Haralick, Gabor, 2D semi-variogram, and 3D semi-variogram), we found that the Haralick representation offered the best result.

5.5.2. Unsupervised GrowCut

Unsupervised GrowCut (UGC) outputs a segmentation that contains an uncontrolled number of labels. In order to assess UGC’s performance on the MMWHS and imATFIB segmentation tasks, we need to either force UGC to output the desired number of labels (i.e., background and foreground) or relabel the resulting segments with the target labels. Similar to the evaluation used in the original UGC paper [37], for each image in the dataset, we varied the merge threshold parameter and selected the one that yielded the desired number of labels. For a target number of two labels, this strategy provided poor results: 0.17 and 0.14 Dice scores on the MMWHS and imATFIB datasets, respectively.

Note that we chose to vary the threshold parameter, rather than the number of seed pixels (as in the original paper’s experiment design), since this is a parameter that is much more robust to the random seed initialization of UGC. Moreover, the noise introduced by the random seed is amplified when targeting a small number of labels, since this is achieved for a very small number of seed pixels. This is further complicated by the resolution of the images (between 0.1, 0.5, 1, 3, 5, 10, 20, 30, 40, 55, 75, 100, 130, 165, 205, 250, 300 values used correspond to variable, since we are not constraining the number of target segments. To account for the various image sizes, we performed our search over seed density $\rho$: the ratio between the number of seed pixels and the number of total pixels in the image. Our search was performed over 17 values for $\rho$ that increased in a quadratic manner (We used the following values: $2.44 \times 10^{-5}, 1.22 \times 10^{-4}, 2.44 \times 10^{-3}, 7.32 \times 10^{-3}, 1.22 \times 10^{-2}, 2.44 \times 10^{-2}, 4.88 \times 10^{-3}, 7.32 \times 10^{-3}, 9.77 \times 10^{-3}, 1.34 \times 10^{-2}, 1.83 \times 10^{-2}, 2.44 \times 10^{-2}, 3.17 \times 10^{-2}, 4.03 \times 10^{-2}, 5.00 \times 10^{-2}, 6.10 \times 10^{-2}, 7.32 \times 10^{-2}$. These were obtained by translating from an absolute number of seed pixels for $64 \times 64$px images, as used in the original paper. Thus, the $\rho$ values used correspond to $0.1, 0.5, 1, 3, 5, 10, 20, 30, 40, 55, 75, 100, 130, 165, 205, 250, 300$ seed pixels in the $64 \times 64$ images).

For each image and value of the seed density, we performed the segmentation and recorded the total within cluster sum of squares (TWCSS) [51]: this measures, for all segments of the image, the sum of squared differences between the pixel intensities and the mean intensity. More formally, TWCSS can be defined as:

$$TWCSS = \sum_{S \in S} \sum_{p \in S} (I(p) - \mu_S)^2$$

where $S$ is the set of segments output by UGC, $p$ iterates over pixels belonging to a segment $S$, $I(p)$ is the intensity of pixel $p$ in the image, and $\mu_S$ is the mean intensity of all pixels belonging to segment $S$. Finally, for each image, we manually chose the seed density value using the elbow method [51] of optimizing the number of clusters.

In order to relabel the segments obtained by UGC, we assigned the background label to the segments that included the four corners of the image and labeled as foreground all the other segments. We experimented with labeling the unlabeled pixels as the background and with a combined strategy
that assigns the background label to both the corner segments and the unlabeled pixels, also. None of these approaches provided better results, though.

Using this parameter selection and relabeling approach, we obtained a median Dice coefficient of 0.36 and 0.16 for the MMWHS and imATFIB datasets, respectively. Similar results (0.40 and 0.14 median Dice value for MMWHS and imATFIB, respectively) were obtained if we selected the seed density based on the number of labels in the segmentation, rather than TWCSS.

5.5.3. Evaluation

Table 4 shows the median results obtained using our proposed seeding method, FTS, and UGC; Table 5 complements the results with 95% confidence intervals. Figures 6 and 7 show examples of the segmentation output for the MMWHS and imATFIB datasets, respectively.

The results suggest that our proposed method and FTS outperform UGC. Moreover, none of the GrowCut-based approaches has the downside of requiring manual tuning of parameters.

Our proposed method performs best in the BBG cases, while, in the GrowCut cases, the best performing method is a function of the dataset. These results further reinforce the feasibility of seed generation and show that good segmentation results can be obtained with seed-level modeling based on simple observations about the task.

![Sample segmentations of MMWHS images.](image)

**Figure 6.** Sample segmentations of MMWHS images. From left to right: image with feature- and texture-based seeding (FTS) (Haralick) seed superimposed (red: foreground, cyan: background), image with contour-based seed superimposed, GrowCut segmentation using FTS (Haralick) seed, GrowCut segmentation using contour-based seed, band-based GrowCut (2–5) segmentation using FTS (Haralick) seed, band-based GrowCut (2–5) segmentation using contour seed, ground truth.

|                      | Contour Seed (Ours) | FTS (Haralick) | UGC |
|----------------------|---------------------|----------------|-----|
|                      | GrowCut | BBG (2–5) | BBG (5–10) | GrowCut | BBG (2–5) | BBG (5–10) | GrowCut | BBG (2–5) | BBG (5–10) | GrowCut | BBG (2–5) | BBG (5–10) | GrowCut | BBG (2–5) | BBG (5–10) |
| MMWHS                | 0.65     | 0.76       | 0.76       | 0.58     | 0.61      | 0.61       | 0.40     | 0.61      | 0.61       | 0.40     | 0.61      | 0.61       |
| imATFIB              | 0.42     | 0.70       | 0.71       | 0.51     | 0.67      | 0.64       | 0.14     | 0.64      | 0.64       | 0.14     | 0.64      | 0.64       |
Figure 7. Sample segmentations of imATFIB images. From left to right: image with FTS (Haralick) seed superimposed (yellow: foreground, cyan: background), image with contour-based seed superimposed, GrowCut segmentation using FTS (Haralick) seed, GrowCut segmentation using contour-based seed, band-based GrowCut (2–5) segmentation using FTS (Haralick) seed, band-based GrowCut (2–5) segmentation using contour seed, ground truth.

Table 5. Ninety-five percent confidence interval of Dice coefficient values obtained using our method, FTS, and UGC.

|               | Contour Seed (Ours) | FTS (Haralick) | UGC   |
|---------------|---------------------|---------------|-------|
| GrowCut       | [0.62, 0.72]        | [0.70, 0.79]  | [0.69, 0.78] |
| BBG (2–5)     | [0.54, 0.65]        | [0.58, 0.68]  | [0.56, 0.69] |
| BBG (5–10)    | [0.56, 0.69]        | [0.54, 0.67]  | [0.46, 0.45] |

5.6. Discussion

Our method shows several desirable properties, such as an unsupervised character and robustness to seed precision. These properties, though, can be seen as the result of trading off segmentation performance. As illustrated in Table 6, deep learning and multi-atlas-based approaches outperform our solution. Nevertheless, our method shows similar performance to recent unsupervised whole-heart segmentation methods [28–31], both qualitatively and quantitatively (Reference [28] reports a Dice coefficient of 0.66, while our BBG (5–10) configuration achieves a Dice coefficient of 0.76).

Table 6. Dice coefficients obtained by supervised techniques compared to our proposed method as evaluated within the MMWHS grand challenge [23].

|               | Non-Local Fusion [27] | Local Probabilistic Atlases [26] | Anatomic Label Configurations [24] |
|---------------|-----------------------|----------------------------------|------------------------------------|
| Ours          | 0.76                  | 0.82                             | 0.86                               |
| Non-Local     | 0.87                  |                                  |                                    |

6. Conclusions

In this paper, we experimentally showed the feasibility of automating the seed generation process for the GrowCut algorithm on the task of MRI whole-heart segmentation. This entails that using seeded image segmentation algorithms, such as GrowCut coupled with a domain-specific seed generation method, can greatly simplify the task of modeling solutions for image segmentation.
We further reinforced this by proposing a method of generating such seeds using minimal modeling and domain knowledge. Concretely, we propagate structure in the MRI images specific to the task and design a method to generate input seeds.

We demonstrate the method on two cardiac MRI datasets and contrast it with unsupervised GrowCut and a similar seed generation method proposed in the literature [47].

In the future, we plan to:

• Investigate the interaction between different seed properties and segmentation performance, both in supervised and imperfect precision regimes.
• Design more sophisticated computer vision methods for a better control over the proposed seed properties.

The method presented in this paper could be used in an automated image processing pipeline in a computer aided diagnosis system. Such automatic algorithms will augment human decision making and, in the future, will provide a decision support for radiologists, increasing the quantitative diagnostic.
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