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Abstract

We study the risk-sensitive exponential cost MDP formulation and develop a trajectory-based gradient algorithm to find the stationary point of the cost associated with a set of parameterized policies. We derive a formula that can be used to compute the policy gradient from (state, action, cost) information collected from sample paths of the MDP for each fixed parameterized policy. Unlike the traditional average-cost problem, standard stochastic approximation theory cannot be used to exploit this formula. To address the issue, we introduce a truncated and smooth version of the risk-sensitive cost and show that this new cost criterion can be used to approximate the risk-sensitive cost and its gradient uniformly under some mild assumptions. We then develop a trajectory-based gradient algorithm to minimize the smooth truncated estimation of the risk-sensitive cost and derive conditions under which a sequence of truncations can be used to solve the original, untruncated cost problem.

1 Introduction

Reinforcement Learning (RL) has been remarkably successful in a wide variety of applications including video gaming, robotics, communications networks, pricing, transportation and product management. RL algorithms are trained on data from an environment which is assumed to correspond to a Markov Decision Process (MDP) [5, 25], and the trained algorithm is then deployed with the hope that it will perform well in environments that are similar to the ones on which it was trained. In practice, it is possible that the environment in which the algorithm is deployed may have different statistical properties than the training environment. Whether RL algorithms are robust to such distributional shifts is an important consideration in practice. In the control theory and MDP literature, distributional shift has been studied using the exponential-cost infinite-horizon formulation [30, 29, 13] which is the focus of this paper. The notion of robustness is closely connected to the notion of risk-sensitivity. In particular, it can be shown that the solution to the risk-sensitive cost formulation provides robustness to models which are within a Kullbak-Leibler ball around a nominal distribution; see [13, 20, 1, 15, 14] and Appendix A for details.

RL algorithms for the risk-sensitive exponential cost MDP have not been studied extensively in the literature as the risk-neutral counterpart. One reason for this is the multiplicative form of dynamic programming equation in risk-sensitive exponential cost MDP [8] unlike the classical MDP
literature involving an additive Bellman equation \cite{5}. A variant of Q-learning for the risk-sensitive exponential cost is proposed in \cite{6} and an actor-critic algorithm for the risk-sensitive exponential cost is proposed in \cite{9}. However, these schemes work only deal with the tabular case, i.e., no approximation is performed either in the value function domain or in the policy domain. In \cite{3}, a linear function approximation based scheme for the problem of estimating the value function and cost under a given policy is studied. Interestingly, if one were just interested in just policy evaluation, i.e., estimating the cost alone, the algorithm still requires one to estimate the value function. See \cite{7} for an overview on existing works in exponential cost risk-sensitive RL.

In this paper, using a fixed point representation of the risk-sensitive exponential cost, we first discuss the problem of policy evaluation. We show that standard stochastic approximation for a fixed point equation may not apply as the stochastic noise may not be summable. We develop a policy evaluation algorithm by considering an increasing sequence of truncated approximations of the risk-sensitive cost. Using the implicit function theorem and the fixed point representation of the risk-sensitive cost, we then derive a policy gradient theorem based on visits to the recurrent state. As in the case of policy evaluation, this form of the gradient cannot be used in practice. Moreover, the truncated approximation of risk-sensitive cost cannot be used either as it may not be smooth enough with respect to the policy parameterization. Hence, we introduce a smooth truncated approximation of the risk-sensitive cost. We show that this new cost criterion approximates the risk-sensitive cost and its gradient uniformly. We then generalize the result of \cite{19} to develop a trajectory-based algorithm to minimize the smooth and truncated approximation of the risk-sensitive cost; we note that this generalization to the risk-sensitive setting was considered to be challenging \cite{17}. We also show that there exists a sequence of increasing truncations that recovers the same results for untruncated risk-sensitive exponential cost.

**Related Work:** Another notion of risk-sensitivity in the RL literature is to provide some trade-off between the mean and the variance (or higher order moments) of the long-term average cost \cite{21, 22, 26, 27, 16}. It is well-known that one can obtain the mean-variance optimization formulation from a Taylor’s series expansion of the exponential cost formulation. Another robustness metric used in the MDP/RL literature is the notion of Conditional VaR (CVaR) \cite{12, 23, 10, 11, 28}. CVaR focuses on minimizing a conditional expected cost where the conditioning is over a fraction of sample paths which lead to high costs. For finite-horizon problems, CVaR is shown to have some robustness to modeling uncertainty \cite{12} but not in the infinite-horizon case to the best of our knowledge. Recently, another approach known as distribution RL, has emerged, see \cite{4, 24}. In distributional RL, instead of learning the average value, one is interested in learning the value distribution. None of the above approaches fully capture the strong robustness notion in terms of the distributional shift (measured by KL distance) that the exponential cost formulation possesses. A trajectory-based gradient algorithm has been studied in \cite{31} for the special case of linear quadratic control problems; however, their analysis relies on the known explicit form of the optimal policy which is not the case for MDPs.

**Notation:** “Const” is used to denote a positive constant independent of the parameters, and its value may change even in the same line. $\mathbb{R}_+$ and $\mathbb{R}_{++}$ denote the set of non-negative and strictly positive real numbers respectively. $\mathbb{N}_0$ and $\mathbb{N}$ denote the set of non-negative and strictly positive integers respectively.
2 Markov Chains and the Risk-Sensitive Exponential Cost

Consider a discrete-time Markov chain \( \{ \Phi_i \}_{i \geq 0} \) with a finite state space \( \mathcal{X} \). The transition probability of \( \{ \Phi_i \} \) is assumed to depend on a parameter vector \( \theta \in \mathbb{R}^l \), and is denoted by

\[
P_\theta(x, y) := \mathbb{P}(\Phi_{k+1} = y | \Phi_k = x, \theta) \quad \forall x, y \in \mathcal{X} \text{ and } k \in \mathbb{N}_0.
\]

In an MDP, the parameter \( \theta \) will parameterize the class of policies that one considers. Let \( \mathcal{P} = \{ P_\theta : \theta \in \mathbb{R}^l \} \) denote the set of all transition probabilities, and let \( \overline{\mathcal{P}} \) denote its closure in the space of \( |\mathcal{X}| \times |\mathcal{X}| \) matrices. Notice that elements of \( \overline{\mathcal{P}} \) are stochastic, and hence, they define a Markov chain on the same state space \( \mathcal{X} \).

Assumption 1. For each \( P \in \overline{\mathcal{P}} \), the Markov chain with transition probability \( P \) is aperiodic and irreducible with a common recurrent state \( x^* \).

Suppose for any parameter vector \( \theta \in \mathbb{R}^l \), there is a one-step cost function \( C_\theta : \mathcal{X} \to \mathbb{R} \) which is the cost we incur at each state under the parameter \( \theta \). The risk-sensitive cost of the Markov chain \( \{ \Phi_i \}_{i \geq 0} \) with probability transition kernel \( P_\theta \) is defined as follows:

\[
\Lambda_\theta := \lim_{n \to \infty} \frac{1}{n} \ln \mathbb{E}^\theta_{\Phi_0=x} \left[ \exp \left( \alpha \sum_{i=0}^{n-1} C_\theta(\Phi_i) \right) \right], \quad \forall x \in \mathcal{X},
\]

where \( \alpha > 0 \) is called the risk factor and \( \mathbb{E}^\theta_{\Phi_0=x} [ \cdot ] \) denotes the expectation with respect to the probability transition kernel \( P_\theta \) given \( \Phi_0 = x \). By invoking the multiplicative ergodic theorem [2, Theorem 1.2], which trivially holds for any aperiodic and irreducible finite-state Markov chain, it can be shown that the above limit exists and does not depend on \( x \in \mathcal{X} \). In particular, it can be shown that \( \lambda_\theta := \exp(\Lambda_\theta) \) is the largest eigenvalue of \( \hat{P}_\theta \) with multiplicity 1, where \( \hat{P}_\theta(x, y) := \exp(\alpha C_\theta(x)) P_\theta(x, y) \) for all \( x, y \in \mathcal{X} \). In Appendix A.1, we provide simple proofs of these results for the case of finite state-space Markov chains which is the focus of this paper.

Assumption 2. For each \( x, y \in \mathcal{X} \), the transition kernel \( P_\theta(x, y) \) and the one-step cost function \( C_\theta(x) \) are bounded, twice differentiable, and have bounded first and second derivatives.

Let \( h_\theta \) denote the right-eigenvector corresponding to the eigenvalue \( \lambda_\theta \) of \( \hat{P} \). Notice that by the Perron-Frobenius theorem, \( h_\theta \) is a strictly positive vector. Let us write the corresponding eigenequation as follows:

\[
h_\theta(x) = \frac{\exp(\alpha C_\theta(x))}{\lambda_\theta} \sum_{y \in \mathcal{X}} p_\theta(x, y) h_\theta(y) \quad \forall x \in \mathcal{X},
\]

The above equation is called the multiplicative Poisson equation, and it is the multiplicative analog of the Bellman equation for the average cost problem. In particular, \( h_\theta \) can be interpreted as the relative value function associated with the risk-sensitive cost problem. Notice that \( h_\theta \) is the unique solution to the multiplicative Poisson equation up to a scaling factor. Similar to the relative value function for the average cost problem, \( h_\theta \) can be written in terms of visits to the recurrent state \( x^* \). In particular, \( h_\theta \) is given by

\[
h_\theta(x) \propto \mathbb{E}^\theta_{\Phi_0=x} \left[ \exp \left( \sum_{i=0}^{\tau_{x^*}-1} (\alpha C_\theta(\Phi_i) - \Lambda_\theta) \right) \right] \quad \forall x \in \mathcal{X},
\]
where $\tau_{x^*}$ is the first return time to the recurrent state $x^* \in \mathcal{X}$. Notice that by Assumption 1,
\begin{equation}
\mathbb{E}_{\Phi_0=x^*}^{\theta} \left[ \exp \left( \sum_{i=0}^{\tau_{x^*}-1} (\alpha C_{\theta}(\Phi_i) - \Lambda_\theta) \right) \right] = 1, \quad (3)
\end{equation}
which can be proved by twisting $\bar{P}$ and defining a twisted kernel $\bar{P}_\theta(x, y) := \bar{P}_\theta(x, y) h_\theta(y) / \lambda_\theta h_\theta(x) = \exp(\alpha C_\theta(x)) P_\theta(x, y) h_\theta(y) / \lambda_\theta h_\theta(x)$. See Appendix A.1 for more details.

Our analysis is mostly based on the expression for $h_\theta$ given by Eq. (2) and the fact that $\Lambda_\theta$ is the unique fixed point of Eq. (3). In particular, we apply a stochastic approximation algorithm to estimate the cost of a policy $\theta \in \mathbb{R}^l$. We note that $h_\theta$ given by Eq. (2) is uniformly bounded (see Lemma 12).

Later, we use the twisted kernel to develop a sample-based approximation of $\nabla_\theta \Lambda_\theta$. Notice that $\bar{P}_\theta$ is stochastic, and hence, it defines a Markov chain on the same state space $\mathcal{X}$. Let $\bar{P} = \{ \bar{P}_\theta : \theta \in \mathbb{R}^l \}$, and let $\bar{\bar{P}}$ denote its closure in the space of $|\mathcal{X}| \times |\mathcal{X}|$ matrices. It is easy to verify that by Lemma 12, $\bar{\bar{P}}$ also satisfies Assumption 1 (see Corollary 13).

3 Sample-Based Approximation of the Risk-Sensitive Exponential Cost

In this section, we present an algorithm for estimating the risk-sensitive cost from a single sample path and discuss the difficulties compared to the average cost problem.

Let us fix a parameter $\theta \in \mathbb{R}^l$. Suppose that we are given a single sample path $\{(\Phi_i, C_\theta(\Phi_i))\}_{i \geq 0}$ and the goal is to estimate the risk-sensitive cost $\Lambda_\theta$. In the case of average-cost problem, one can simply take the average of $\{C_\theta(\Phi_i)\}$ to get an accurate estimate of the average cost. This is due to the almost sure convergence of the sample path average cost to its limit. Notice that the same property does not hold for the risk-sensitive cost as the order of expectation and averaging cannot be interchanged in Eq. (1).

One approach for estimating the value of $\Lambda_\theta$ is to use the fixed point equation given by Eq. (3). Consider the function $g : \mathbb{R}^{l+1} \to \mathbb{R}_{++} \cup \{ \infty \}$ defined as follows:
\[ g(\theta, \Lambda) := \mathbb{E}_{\Phi_0=x^*}^{\theta} \left[ \exp \left( \sum_{i=0}^{\tau_{x^*}-1} (\alpha C_\theta(\Phi_i) - \Lambda) \right) \right] = \tilde{\mathbb{E}}_0^{\theta} \left[ \exp \left( \sum_{i=0}^{\tau_{x^*}-1} (\alpha C_\theta(\Phi_i) - \Lambda) \right) \right], \]
where $\tilde{\mathbb{E}}^{\theta} \left[ \cdot \right]$ is the expectation with respected to the twisted kernel $\bar{P}_\theta$. Notice that $\Lambda_\theta$ is the unique fixed point of $g(\theta, \Lambda) = 1$. Hence, a natural stochastic approximation algorithm to estimate $\Lambda_\theta$ is
\begin{equation}
\hat{\Lambda}_{m+1} = \hat{\Lambda}_m + \gamma_m \left( \exp \left( \sum_{i=t_m}^{t_{m+1}-1} (\alpha C_\theta(\Phi_i) - \hat{\Lambda}_m) \right) - 1 \right), \quad (4)
\end{equation}
where $t_0 = 0$, $t_m$ is the $m$th visit to $x^*$, and $\gamma_m$ is chosen so that $\sum_m \gamma_m \to \infty$ and $\sum_m \gamma_m^2 < \infty$. However, the above algorithm may not converge for two reasons:

- For any fixed $\theta \in \mathbb{R}^l$, $g(\theta, \Lambda)$ is $+\infty$ for all small enough values of $\Lambda$. Thus, one cannot approximate Eq. (4) by the ODE $\hat{\Lambda}(t) = (g(\theta, \hat{\Lambda}(t)) - 1)$. 
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• It is possible that if we start with a sufficiently large value of \( \tilde{\Lambda}_0 \) such that \( g(\theta, \tilde{\Lambda}_0) < \infty \), then \( g(\theta, \tilde{\Lambda}_m) < \infty \) for all \( m \geq 0 \) for sufficiently small \( \alpha \). One condition under which this will hold is when \( g(\theta, C \cdot \gamma_{\text{max}}) < \infty \), where \( C := \min_{x \in \mathcal{X}} C_\theta(x) \) and \( \gamma_{\text{max}} := \max_m \gamma_m \). But even in such a case, standard convergence proofs for stochastic approximation cannot be applied because the stochastic noise may be too large. To see this, let us rewrite the above update equation as \( \tilde{\Lambda}_{m+1} = \tilde{\Lambda}_m + \gamma_m \left( g(\theta, \tilde{\Lambda}_m) - 1 \right) + \epsilon_m \), where \( \epsilon_m \) is the stochastic error. It is easy to see that \( \{\epsilon_m\} \) is a martingale difference sequence. However, \( \{\epsilon_m\} \) may not be summable as \( \mathbb{E} \left[ |\epsilon_m|^2 \right] \) might be infinity, depending on the value of \( \alpha \). In particular, even if \( \tilde{\Lambda}_m = \Lambda_\theta \), we may still have \( \mathbb{E} \left[ |\epsilon_m|^2 \right] = \infty \).

Hence, the vanilla form of the update equation given by Eq. (4) may not work for large values of \( \alpha \), and we have no information to determine for which values of \( \alpha \) the estimation converges to the correct value a priori. The natural solution is to use a truncation which results in the following update equation:

\[
\tilde{\Lambda}_{m+1} = \tilde{\Lambda}_m + \gamma_m \left( \exp \left( \sum_{i=t_m}^{t_{m+1}-1} (\alpha C_\theta(\Phi_i) - \tilde{\Lambda}_m) \right) \wedge M - 1 \right), \tag{5}
\]

where \( M > 1 \) is a fixed constant. Clearly, the above iteration will not converge to \( \Lambda_\theta \). Consider the function \( g^{(M)} : \mathbb{R}^{l+1} \to \mathbb{R}_{++} \) defined as follows:

\[
g^{(M)}(\theta, \Lambda) := \mathbb{E}^{\theta}_{\Phi_0 = x^*} \left[ \exp \left( \sum_{i=0}^{\tau_* - 1} (\alpha C_\theta(\Phi_i) - \Lambda) \right) \wedge M \right].
\]

It is easy to verify that Eq. (5) converges to \( \Lambda^{(M)}_\theta \), where \( \Lambda^{(M)}_\theta \) is the unique fixed point of \( g^{(M)}(\theta, \Lambda) = 1 \). In Lemma 13, we show that \( \Lambda^{(M)}_\theta \) approximates \( \Lambda_\theta \) uniformly. In Proposition 1 we show that \( \tilde{\Lambda}_m \to \Lambda_\theta \) for an increasing sequence of truncations; the proof is given in Appendix C.

**Proposition 1.** Let Assumptions 1 and 2 hold. Suppose that the step-size \( \{\gamma_m\}_{m \geq 0} \) is given such that \( \sum_m \gamma_m \to \infty \) and \( \sum_m \gamma_m^{2(1-\beta)} < \infty \) for some fixed \( \beta \in (0, 0.5) \). Consider the following update equation

\[
\tilde{\Lambda}_{m+1} = \tilde{\Lambda}_m + \gamma_m \left( \exp \left( \sum_{i=t_m}^{t_{m+1}-1} (\alpha C_\theta(\Phi_i) - \tilde{\Lambda}_m) \right) \wedge M_m - 1 \right), \tag{6}
\]

where \( M_m = \gamma_m^{-\beta} \). Then, we have \( \tilde{\Lambda}_m \to \Lambda_\theta \) almost surely.

### 4 Policy Gradient Theorem

In this section, we present a simple approach to derive the policy gradient theorem for risk-sensitive cost problem.

Recall that for any fixed \( \theta \in \mathbb{R}^l \), \( \Lambda_\theta \) is the unique fixed point of \( g(\theta, \Lambda) = 1 \), where \( g : \mathbb{R}^{l+1} \to \mathbb{R}_{++} \cup \{\infty\} \) is given as follows:

\[
g(\theta, \Lambda) = \mathbb{E}^{\theta}_{\Phi_0 = x^*} \left[ \exp \left( \sum_{i=0}^{\tau_* - 1} (\alpha C_\theta(\Phi_i) - \Lambda) \right) \right] = \mathbb{E}^{\theta}_{\Phi_0 = x^*} \left[ e^{\tau_* (\Lambda_\theta - \Lambda)} \right].
\]
It is easy to verify that given Assumptions 1 and 2, for any \( \theta \in \mathbb{R}^l \) there exists a small neighborhood around \((\theta, \Lambda_\theta)\) for which \( g \) is bounded. Now to get a policy gradient theorem, the idea is to apply the implicit function theorem to \( g - 1 \) at \((\theta, \Lambda_\theta)\). To do this, we need the following technical assumption.

**Assumption 3.** For any \( x, y \in \mathcal{X} \), there exist bounded functions \( L_\theta(x, y) \) and \( L_\theta^{(2)}(x, y) \) such that (a) \( \nabla_\theta P_\theta(x, y) = P_\theta(x, y)L_\theta(x, y) \), and (b) \( \nabla_\theta^2 P_\theta(x, y) = P_\theta(x, y)L_\theta^{(2)}(x, y) \).

We note that Assumptions 1-3 are also used in [19]. Now, let us consider a fixed \( \theta \in \mathbb{R}^l \). By Assumptions 1 to 3(a), \( g \) is differentiable in a neighborhood of \((\theta, \Lambda_\theta)\). In particular, for any \((\theta, \Lambda)\) for which \( g(\theta, \Lambda) < \infty \), by simple algebra we can derive a formula for \( \nabla_\theta g(\theta, \Lambda) \) and \( dg(\theta, \Lambda) / d\Lambda \) (see Lemma 14).

Invoking the implicit function theorem, we get the following risk-sensitive formula for \( \nabla_\theta \Lambda_\theta \) in terms of visits to the recurrent state \( x^* \):

\[
\nabla_\theta \Lambda_\theta = - \left( \frac{dg(\theta, \Lambda_\theta)}{d\Lambda} \right)^{-1} \nabla_\theta g(\theta, \Lambda_\theta) = \mathbb{E}_{\Phi_0=x^*}^\theta \left[ \sum_{i=0}^{\tau_{x^*}-1} (\alpha \nabla_\theta \Phi_i + L_\theta(\Phi_i, \Phi_{i+1})) \right]
\]

where we used the proportionality symbol somewhat loosely to denote that the vectors on the left and right hand sides are in the same direction. In later applications of this formula to obtain a gradient descent algorithm, we neglect the \( \mathbb{E}_{\Phi_0=x^*}^{\theta} \left[ \tau_{x^*} \right] \) term since it will not affect the convergence of the algorithm. We note that, under Assumptions 1 to 3(a), it is not difficult to see that this formula is the same as the policy gradient in [9]. However, we need Assumption 3(a) for our derivation but it turns out that this assumption is critical to deriving a trajectory-based algorithm for the non-tabular case. We will see in the next section that the approach presented here can be used to estimate the gradient of a truncated and smooth approximation of the risk-sensitive cost. It is worth noting that the approximated risk-sensitive cost does not satisfy any multiplicative Poisson’s equation, and hence, the approach in [9] cannot be used.

## 5 Intuition Behind the Trajectory-Based Algorithm

Our goal is to find a stationary point of the risk-sensitive cost over \( \theta \in \mathbb{R}^l \) by implementing a trajectory-based gradient-descent algorithm. We present a series of idealized algorithms, which will lead to our policy gradient algorithm in the next section.

### 5.1 Idealized Gradient Algorithm

Suppose that for any \( \theta \in \mathbb{R}^l \), we have access to \( \nabla_\theta \Lambda_\theta \). Starting from \( \theta_0 \), a natural way to minimize the risk-sensitive cost is to run the following system of ODEs:

\[
\dot{\theta}(t) = -\nabla_\theta \Lambda_\theta(t), \quad \theta(0) = \theta_0.
\]
By the chain rule, we have \( \dot{\Lambda}_{\theta(t)} = -\|\nabla_{\theta} \Lambda_{\theta(t)}\|^2 \). By Assumption 2, \( \Lambda_{\theta} \) is bounded over \( \theta \in \mathbb{R}^l \). Hence, \( \Lambda_{\theta(t)} \) decreases and converges to some \( \Lambda^* \), and \( \lim_{t \to \infty} \nabla_{\theta} \Lambda_{\theta(t)} = 0 \). Notice that the value of \( \Lambda^* \) depends on \( \theta_0 \). Also, notice that \( \theta(t) \) may not converge.

Next, let us consider the discrete counterpart of Eq. (8), i.e.,
\[
\theta_{m+1} = \theta_m - \gamma_m \nabla_{\theta} \Lambda_{\theta_m},
\]
and apply the ideas in [19] to study its convergence. Later, we show that given Assumptions 1 to 3, \( \nabla_{\theta} \Lambda_{\theta} \) and \( \nabla_{\theta}^2 \Lambda_{\theta} \) are uniformly bounded (see Corollary 15). Following the same idea as in the above ODE analysis, let us study the changes in \( \Lambda_{\theta_m} \) based on the update rule of \( \theta_m \). Using the Taylor expansion of \( \Lambda_{\theta_m} \), we have
\[
\Lambda_{\theta_{m+1}} = \Lambda_{\theta_m} - \gamma_m \|\nabla_{\theta} \Lambda_{\theta_m}\|^2 + O(\gamma_m^2).
\]
Notice that \( \|\theta_{m+1} - \theta_m\|^2 = \gamma_m^2 \|\nabla_{\theta} \Lambda_{\theta_m}\|^2 = O(\gamma_m^2) \) and that \( \nabla_{\theta} \Lambda_{\theta} \) and \( \nabla_{\theta}^2 \Lambda_{\theta} \) are uniformly bounded. Suppose that \( \sum_m \gamma_m^2 < \infty \). Hence, for any \( \epsilon > 0 \), there exists \( m_0 > 0 \) large enough so that \( \Lambda_{\theta_m} < \Lambda_{\theta_0} + \epsilon \), for any \( m > n > m_0 \). Taking \( \lim sup \) from the left-hand side, and then \( \lim inf \) from the right-hand side of the previous equation, noticing that the choice of \( \epsilon \) was arbitrary, we have \( \Lambda_{\theta_m} \to \Lambda^* \). As before, notice that the value of \( \Lambda^* \) depends on \( \theta_0 \) and \( \{\gamma_m\}_{m \geq 0} \). We want to show that \( \nabla_{\theta} \Lambda_{\theta_m} \to 0 \) as in the case of the ODE.

Assuming \( \sum_m \gamma_m \to \infty \), Eq. (9) together with the fact that \( \lim_{m \to \infty} \gamma_m = 0 \) and the fact that \( \Lambda_{\theta_m} \) converges, imply that \( \liminf_{m \to \infty} \nabla_{\theta} \Lambda_{\theta_m} \to 0 \). Next, we show that \( \limsup_{m \to \infty} \nabla_{\theta} \Lambda_{\theta_m} \to 0 \).

Notice that for any \( n > m > 0 \), since \( \nabla_{\theta}^2 \Lambda_{\theta} \) is uniformly bounded,
\[
\|\nabla_{\theta} \Lambda_{\theta_n} - \nabla_{\theta} \Lambda_{\theta_m}\| \leq \text{Const} \times \|\theta_n - \theta_m\| \leq \text{Const} \times \sum_{i=m}^{n-1} \gamma_i \|\nabla_{\theta} \Lambda_{\theta_i}\|.
\]
If \( \limsup_{m \to \infty} \|\nabla_{\theta} \Lambda_{\theta_m}\| = \epsilon > 0 \), then there are infinity many \( n > m \), such that \( \|\nabla_{\theta} \Lambda_{\theta_m}\| < \epsilon/3 \), \( \|\nabla_{\theta} \Lambda_{\theta_n}\| > 2\epsilon/3 \), and for all \( i \in \{m+1, \ldots, n-1\} \) : \( \|\nabla_{\theta} \Lambda_{\theta_i}\| \in (\epsilon/3, 2\epsilon/3) \). For any such \( m \) and \( n \), by Eq. (10) and the fact that \( \gamma_i \to 0 \), we have \( \sum_{i=m+1}^{n-1} \gamma_i \geq \text{Const} \), which implies
\[
\Lambda_{\theta_n} = \Lambda_{\theta_m} - \sum_{i=m}^{n-1} \gamma_i \|\nabla_{\theta} \Lambda_{\theta_i}\|^2 + \sum_{i=m}^{n-1} O(\gamma_i^2) \leq \Lambda_{\theta_m} - \frac{\epsilon^2}{9} \text{Const} + \sum_{i=m}^{n-1} O(\gamma_i^2).
\]
Contradiction follows by the fact that \( \Lambda_{\theta_m} \to \Lambda^* \). Hence, \( \nabla_{\theta} \Lambda_{\theta_m} \to 0 \).

**Remark 1.** As noted in [19] for their algorithm, the above analysis is not based on the convergence of the discrete-time algorithm to its continuous counterpart, since \( \theta_m \) may not converge at all. Starting from the next section, we need more tools beyond the ones in [19] to handle the risk-sensitive cost.

### 5.2 Stochastic Gradient Algorithm

Next we will assume that we have access to a noisy version of \( \nabla_{\theta} \Lambda_{\theta} \) for any \( \theta \in \mathbb{R}^l \). Notice that by Eq. (7), we have \( \nabla_{\theta} \Lambda_{\theta} \otimes_{\Phi_0=x^*} [\tau_{x^*}] = \mathbb{E}_{\Phi_0=x^*} [F(\theta, \Lambda_\theta)] \), where the random function \( F(\theta, \Lambda) \) is defined as follows:
\[
F(\theta, \Lambda) := \sum_{i=0}^{\tau_{x^*}-1} \left( \alpha \nabla_{\theta} C_{\theta}(\Phi_i) + L_{\theta}(\Phi_i, \Phi_{i+1}) \right) \exp \left( \sum_{i=0}^{\tau_{x^*}-1} (\alpha C_{\theta}(\Phi_i) - \Lambda) \right).
\]
Let \( f(\theta, \Lambda) := \mathbb{E}_{\theta_0=x}^\theta [F(\theta, \Lambda)] = \nabla g(\theta, \Lambda) \). Notice that by Lemma 14, for any \((\theta, \Lambda) \in \mathbb{R}^{l+1}\) at which \(g(\theta, \Lambda) < \infty\), \(f(\theta, \Lambda)\) is well-defined. Suppose that for any \(\theta \in \mathbb{R}^l\) the oracle generates an independent random sample distributed as \(F(\theta, \Lambda_\theta)\). The discrete counterpart of Eq. (8), using a stochastic approximation of the gradient is then given by

\[
\theta_{m+1} = \theta_m - \gamma_m F_m(\theta_m, \Lambda_{\theta_m})
\]

where \(\{F_m(\theta_m, \Lambda_{\theta_m})\}_m\) are independent realizations provided by the oracle. Note that this algorithm is still not realistic since the oracle needs the knowledge of \(\Lambda_{\theta_m}\) to generate \(F_m(\theta_m, \Lambda_{\theta_m})\). One may attempt to use the same argument as in Section 5.1, writing

\[
\Lambda_{\theta_{m+1}} = \Lambda_{\theta_m} - \gamma_m \nabla_\theta \Lambda_{\theta_m} \cdot f(\theta_m, \Lambda_{\theta_m}) \\
- \gamma_m \nabla_\theta \Lambda_{\theta_m} \cdot (F_m(\theta_m, \Lambda_{\theta_m}) - f(\theta_m, \Lambda_{\theta_m})) + O(\gamma_m^2 \|F_m(\theta_m, \Lambda_{\theta_m})\|^2)
\]

Unless \(\alpha\) is small, \(\mathbb{E}_{\theta_0=x}^{\theta_m} \left[\|F_m(\theta_m, \Lambda_{\theta_m})\|^2\right]\) can be \(\infty\), and the error term may not be summable as in Section 3 for policy evaluation.

Similar to Section 3, a remedy to the above problem is to consider a truncated version of the stochastic approximation of the gradient. However, truncating \(F_m(\theta_m, \Lambda_{\theta_m})\) can be problematic as the expected value of the truncated version is no longer proportional to \(\nabla_\theta \Lambda_\theta\). Another approach is to follow the direction of \(\nabla_\theta \Lambda_\theta^{(M)}\) where \(\Lambda_\theta^{(M)}\) was defined in Section 3. However, the hard truncation in the definition of \(\Lambda_\theta^{(M)}\) is problematic: (i) the gradient may not exist and (ii) even if it exists, it may not be sufficiently smooth to ensure convergence when used in a stochastic approximation algorithm. Hence, we need to consider a smooth truncation and then develop a stochastic approximation of the gradient using a similar argument as in Section 4.

Abusing notation, for any \(M > 1\) let us redefine the function \(g^{(M)} : \mathbb{R}^{l+1} \rightarrow \mathbb{R}_+\) by \(g^{(M)}(\theta, \Lambda) := \mathbb{E}_{\theta_0=x}^{\theta} \left[G^{(M)}(\theta, \Lambda)\right]\) where the random function \(G^{(M)}(\theta, \Lambda)\) is given by

\[
G^{(M)}(\theta, \Lambda) := H(\theta, \Lambda) \mathbb{1}\{H(\theta, \Lambda) \leq M\} + M \sum_{i=0}^{4} \frac{1}{i!} \left(\ln \left(M^{-1}H(\theta, \Lambda)\right)\right)^i \mathbb{1}\{H(\theta, \Lambda) > M\},
\]

and the random function \(H(\theta, \Lambda)\) is defined as \(H(\theta, \Lambda) := \exp \left(\sum_{i=0}^{\tau_x^* - 1} (\alpha C_\theta(\Phi_i) - \Lambda)\right)\). In particular, \(G^{(M)}(\theta, \Lambda)\) includes the first five terms in the Taylor expansion of \(H(\theta, \Lambda)\) at \(H(\theta, \Lambda) = M\). The reason we need this many terms is somewhat technical and becomes clear later in the paper (see the discussion before Corollary 7).

Notice that \(0 < G^{(M)}(\theta, \Lambda) < H(\theta, \Lambda)\), and for any fixed \(\theta \in \mathbb{R}^l\) and \(M > 1\), \(G^{(M)}(\theta, \Lambda)\) is strictly decreasing in \(\Lambda\). Abusing the notation, let \(\Lambda_\theta^{(M)}\) denote the unique solution of \(g^{(M)}(\theta, \Lambda) = 1\). Note that this new version of \(\Lambda_\theta^{(M)}\) is larger than the one given in Lemma 13 and smaller than \(\Lambda_\theta\). In particular, \(\Lambda_\theta^{(M)}\) estimates \(\Lambda_\theta\) uniformly (see Corollary 14).

Next, we derive a sensitivity formula for \(\Lambda_\theta^{(M)}\). Notice that \(\Lambda_\theta^{(M)}\) does not have an eigenvalue interpretation, however, we can still derive a formula for \(\nabla_\theta \Lambda_\theta^{(M)}\) following the same argument as in Section 4. For any \(M > 1\), define the function \(f^{(M)} : \mathbb{R}^{l+1} \rightarrow \mathbb{R}^l\) by \(f^{(M)}(\theta, \Lambda) := \mathbb{E}_{\Phi_0=x}^{\theta} \left[F^{(M)}(\theta, \Lambda)\right]\) where the random function \(F^{(M)}(\theta, \Lambda)\) is given by

\[
F^{(M)}(\theta, \Lambda) := G^{(M)}(\theta, \Lambda) \sum_{i=0}^{\tau_x^* - 1} L_\theta(\Phi_i, \Phi_{i+1}) + \nabla_\theta G^{(M)}(\theta, \Lambda)
\]
Following the same argument as in Section 5.1, we get the following sensitivity formula: $f^{(M)}(\theta, \Lambda) = -d g^{(M)}(\theta, \Lambda) / d\Lambda|_{\Lambda=\Lambda^{(M)}_\theta} \nabla_{\Lambda^{(M)}_\theta}$ (see Lemma 15).

Notice that in order to use $f^{(M)}(\theta, \Lambda)$ to follow the direction of the gradient, we need to ensure that the term $-d g^{(M)}(\theta, \Lambda) / d\Lambda$ is uniformly positive (see Lemma 16).

In order to follow the same steps as in Section 5.1, we need to ensure that $\nabla_{\theta}^{(M)}$ and $\nabla_{\Lambda}^{(M)}$ are uniformly bounded. In Lemma 17, we first present a more general result which shows that many of the functions that we are interested in are uniformly bounded in a certain region. We then argue that $\nabla_{\theta}^{(M)}$ and $\nabla_{\Lambda}^{(M)}$ are uniformly bounded over $\theta \in \mathbb{R}^l$ and $M > 1$ (see Corollary 15).

Suppose that $M > 1$ is fixed and the oracle for any $\theta \in \mathbb{R}^l$ generates independent random variables distributed according to $F^{(M)}(\theta, \Lambda)$. Suppose that we update $\theta_m$ using

$$\theta_{m+1} = \theta_m - \gamma_m F^{(M)}(\theta_m, \Lambda_{\theta_m}).$$

Following the same argument as in Section 5.1, using Corollary 15, we can write

$$\Lambda^{(M)}_{\theta_{m+1}} = \Lambda^{(M)}_{\theta_m} - \gamma_m \nabla_{\theta}^{(M)}(\theta_m, \Lambda_{\theta_m}) \cdot F^{(M)}(\theta_m, \Lambda_{\theta_m}) - \gamma_m \nabla_{\Lambda}^{(M)}(\theta_m, \Lambda_{\theta_m}) \cdot \left(F^{(M)}(\theta_m, \Lambda_{\theta_m}) - f^{(M)}(\theta_m, \Lambda_{\theta_m})\right) + O(\gamma_m^2 \left\| F^{(M)}(\theta_m, \Lambda_{\theta_m}) \right\|^2).$$

Assuming $\sum_m \gamma_m \to \infty$ and $\sum_m \gamma_m^2 < \infty$, using the martingale convergence theorem, it is easy to show that both the stochastic noise as well as the error associated with the Taylor approximation are summable. Following the same argument as in Section 5.1, we have $\Lambda^{(M)}_{\theta_m}$ converges to some $\Lambda^{*^{(M)}}$ and that $\nabla_{\theta}^{(M)}_{\theta_m} \to 0$, both almost surely.

A natural question is whether $\nabla_{\theta}^{(M)}_{\theta}$ is a good approximation to $\nabla_{\theta}^{(M)}$. Same as in Corollary 14, we show that $\nabla_{\theta}^{(M)}$ approximates $\nabla_{\theta}^{(M)}$ uniformly (see Corollary 16). In particular, given $\epsilon > 0$, there exists a sufficiently large $M$ such that $\lim_{m \to \infty} \nabla_{\theta}^{(M)}_{\theta_m} = 0$ and $\lim_{m \to \infty} \left\| \nabla_{\theta}^{(M)}_{\theta_m} \right\| \leq \epsilon$ both almost surely.

As in the case of policy evaluation, we now consider the question of whether $\nabla_{\theta}^{(M)}_{\theta_m} \to 0$ a.s. by considering an increasing sequence $\{M_m\}_{m \geq 0}$. Suppose that the oracle for any $\theta \in \mathbb{R}^l$ and $M > 1$, generates independent random variables distributed according to $F^{(M)}(\theta, \Lambda)$. Following the same steps as before, using the truncation sequence $\{M_m\}$, we have

$$\Lambda^{(M_{m+1})}_{\theta_{m+1}} = \Lambda^{(M_{m})}_{\theta_m} - \gamma_m \nabla_{\theta}^{(M_{m})} \cdot F^{(M_{m})}(\theta_m, \Lambda_{\theta_m}^{(M_m)}) - \gamma_m \nabla_{\Lambda}^{(M_{m})} \cdot \left(F^{(M_{m})}(\theta_m, \Lambda_{\theta_m}^{(M_m)}) - f^{(M_{m})}(\theta_m, \Lambda_{\theta_m}^{(M_m)})\right) + O(\gamma_m^2 \left\| F^{(M_{m})}(\theta_m, \Lambda_{\theta_m}^{(M_m)}) \right\|^2) + \Lambda^{(M_{m+1})}_{\theta_{m+1}} - \Lambda^{(M_{m})}_{\theta_{m+1}}.$$
Hence, in order to ensure the error term is summable, we need to have \( \sum_m \Lambda_{\theta_{m+1}}^{(M_m+1)} - \Lambda_{\theta_m}^{(M_m)} < \infty \) a.s. in addition to other assumptions on the step sizes. Since we do not know the sequence \( \{\theta_m\} \) a priori, we need the following assumption on the truncation sequence.

**Assumption 4.** \( \{M_m\}_{m \geq 0} \) satisfies \( M_m \uparrow \infty \) and \( \sum_{m=0}^{\infty} \sup_{\theta \in \mathbb{R}^l} \Lambda_{\theta}^{(M_m+1)} - \Lambda_{\theta}^{(M_m)} < \infty \).

Given Assumption 4 and assuming \( \sum_m \frac{1}{m} M_m^2 < \infty \), it is easy to see that the exact same argument together with Corollaries 14 and 16, yields \( \Lambda_{\theta_m} \rightarrow \Lambda^* \) and that \( \nabla_\theta \Lambda_{\theta_m} \rightarrow 0 \). It is easy to see that there are truncation sequences for which Assumption 4 holds. In particular, let \( M_m \) to be such that \( \sup_{\theta} \Lambda_{\theta} - \Lambda_{\theta}^{(M_m)} < (m+1)^{-2} \). The existence of such \( M_m \) is guaranteed by Corollary 14. Then, \( \{M_m\}_m \) satisfies Assumption 4.

### 5.3 An ODE Version of Our Trajectory-Based Algorithm

In this section, we propose our trajectory-based gradient algorithm which is a discrete-time stochastic counterpart of the algorithm discussed in Section 5.1, and run the following system of ODEs:

\[
\begin{align*}
\dot{\theta}(t) &= -f(\theta(t), \tilde{\Lambda}(t)) \\
\dot{\tilde{\Lambda}}(t) &= g(\theta(t), \tilde{\Lambda}(t)) - 1,
\end{align*}
\]

(\( \theta(0), \tilde{\Lambda}(0) \) = \( \theta_0, \tilde{\Lambda}_0 \)).

Following the same argument as in Section 5.1, we want to study changes in \( \Lambda_{\theta(t)} \) as we update \( \theta(t) \). By the Chain rule, we have \( \dot{\Lambda}_{\theta(t)} = -f(\theta(t), \tilde{\Lambda}(t)) \cdot \nabla_\theta \Lambda_{\theta(t)} \). In particular, we can follow the exact same argument as in Section 5.1 if \( \tilde{\Lambda}(t) = \Lambda_{\theta(t)} \). Hence, our strategy is to first show that \( \tilde{\Lambda}(t) - \Lambda_{\theta(t)} \rightarrow 0 \).

Notice that if at any point \( \tilde{\Lambda}(t_0) = \Lambda_{\theta(t_0)} \), then \( \dot{\Lambda}_{\theta(t_0)} = -\mathbb{E}_{\theta_{t_0}=x^*}[\tau_{x^*}] \| \nabla_\theta \Lambda_{\theta(t_0)} \|^2 \leq 0 \) and \( \tilde{\Lambda}(t_0) = 0 \). If \( \| \nabla_\theta \Lambda_{\theta(t_0)} \| = 0 \), we have then reached a stationary point of the system. Otherwise, \( \frac{d(\tilde{\Lambda}(t) - \Lambda_{\theta(t)})}{dt} \big|_{t=t_0} > 0 \), and for all small enough \( \epsilon > 0 \), we have \( \tilde{\Lambda}(t_0 + \epsilon) > \Lambda_{\theta(t_0+\epsilon)} \). Hence, we have \( \tilde{\Lambda}(t) \geq \Lambda_{\theta(t)} \) for all \( t \geq t_0 \).

In particular, either \( \tilde{\Lambda}(t) < \Lambda_{\theta(t)} \) for all \( t > 0 \), or there exists \( t_0 > 0 \) such that \( \tilde{\Lambda}(t) \geq \Lambda_{\theta(t)} \) for all \( t \geq t_0 \). Either case, \( \tilde{\Lambda}(t) \) is monotone after some time and since it is bounded, it converges. This implies that \( \tilde{\Lambda}(t) \rightarrow 0 \), which in turn implies that \( \tilde{\Lambda}(t) - \Lambda_{\theta(t)} \rightarrow 0 \).

While this ODE proof is very similar to the proof in [19], the discrete time stochastic counterpart of the above algorithm faces the same difficulties (and more) that were discussed in Sections 3 and 5.2.

### 6 A Trajectory-Based Gradient Algorithm

In this section, we propose our trajectory-based gradient algorithm which is a discrete-time stochastic counterpart of the algorithm discussed in Section 5.3. Following the same logic as in Section 5.2,
we consider a smooth truncated approximation of the risk-sensitive cost and its gradient. We study both fixed and varying truncations.

Suppose we start with an initial parameter \( \theta_0 \) and an estimate of the risk-sensitive cost \( \tilde{\Lambda}_0 \). We sample the Markov chain \( \{\Phi_t\} \) according to the policy \( \theta_0 \) up to the time of the first visit to the recurrent state \( x^\ast \). We then update our policy and our estimate of the risk-sensitive cost and then repeat this cycle. Let \( t_0 = 0 \) and \( t_m \) denote \( m \)-th visit to the recurrent state \( x^\ast \). Let \( (\theta_m, \tilde{\Lambda}_m) \) for \( m \in \mathbb{N}_0 \) denote the pair of policy and estimated cost at time-step \( t_m \). Notice that the Markov chain follows the policy \( \theta_m \) during the time-interval \( \{t_m, \ldots, t_{m+1} - 1\} \). At time-step \( t_{m+1} \) we update the policy and estimate the cost as follows:

\[
\begin{align*}
\theta_{m+1} &= \theta_m - \gamma_m F_m \left( \theta_m, \tilde{\Lambda}_m \right), \\
\tilde{\Lambda}_{m+1} &= \tilde{\Lambda}_m + \eta \gamma_m \left( G_m \left( \theta_m, \tilde{\Lambda}_m \right) - 1 \right),
\end{align*}
\]

where \( \eta > 0 \) is a tunable parameter, \( G_m(\theta, \Lambda) \) and \( F_m(\theta, \Lambda) \) are trajectory-based versions of \( G^{(M_m)}(\theta, \Lambda) \) and \( F^{(M_m)}(\theta, \Lambda) \) (see Section 5.2) respectively, obtained by observing the trajectory from time-step \( t_m \) to time-step \( t_{m+1} - 1 \), and \( \{M_m\} \) is a truncation sequence. Notice that \( G_m(\theta, \Lambda) \) and \( F_m(\theta, \Lambda) \) denote the expected values of \( G_m(\theta, \Lambda) \) and \( F_m(\theta, \Lambda) \) respectively. We assume that the step-size sequence \( \{\gamma_m\} \) satisfies the following standard assumption.

**Assumption 5.** \( \{\gamma_m\}_{m \geq 0} \) satisfies \( \sum_m \gamma_m \to \infty, \sum_m \gamma_m^2 < \infty, \) and \( \gamma_{\text{max}} := \sup_m \gamma_m < 1. \)

To avoid large jumps and improve the numerical stability of the algorithm, we may use the following update rule instead:

\[
\begin{align*}
\theta_{m+1} &= \theta_m - \Gamma_{\theta_{\text{thresh}}} \left( \gamma_m F_m \left( \theta_m, \tilde{\Lambda}_m \right) \right), \\
\tilde{\Lambda}_{m+1} &= \tilde{\Lambda}_m + \Gamma_{\Lambda_{\text{thresh}}} \left( \eta \gamma_m \left( G_m \left( \theta_m, \tilde{\Lambda}_m \right) - 1 \right) \right),
\end{align*}
\]

where \( \theta_{\text{thresh}} \) and \( \Lambda_{\text{thresh}} \) are fixed positive constants, and \( \Gamma_a(x) \) is the element-wise projection of \( x \) to \([-a, a] \). Either case, based on whether the \( \{M_m\} \) is a fixed sequence or an increasing one, we get a similar result as in Section 5.2. The proof of Theorem 1 is presented in Appendix B.

**Theorem 1.** Let Assumptions 1 to 3 and 5 hold. Let \( \{\theta_m\} \) be the sequence generated by Eq. (11) (or Eq. (12)).

(i) Suppose that \( \{M_m\}_{m \geq 0} \) is a fixed sequence, i.e., \( M_m = M \) for all \( m \geq 0 \). Then \( \Lambda^{(M)}_{\theta_m} \) converges and \( \nabla_{\theta} \Lambda^{(M)}_{\theta_m} \to 0 \) with probability 1.

(ii) Suppose that \( \sum_m \gamma_m^2(1-\beta) < \infty \) for some fixed \( \beta \in (0, 0.5) \), and the truncation sequence is given by \( M_m := \sup \{ N_i : N_i \leq \frac{1}{\gamma_m} \} \), where \( \{N_i\}_{i \geq 0} \) is a sequence for which Assumption 4 hold. Then \( \Lambda_{\theta_m} \) converges and \( \nabla_{\theta} \Lambda_{\theta_m} \to 0 \) with probability 1.

The results in the paper so far have been presented for a Markov chain with a parameter \( \theta \). It is straightforward to add the formalism of an MDP and derive an algorithm for finding the stationary point of a parameterized set of control policies. This is presented in Appendix D.
7 Conclusion

We have derived a policy gradient algorithm for the exponential-cost infinite horizon risk-sensitive MDP. A key challenge in the risk-sensitive case is that the stochastic noise may not be summable and hence, standard stochastic approximation theory does not apply. Therefore, we consider a truncated version of the risk-sensitive cost. This alone does not solve the problem either because again standard stochastic approximation theory is not applicable due to the fact that the truncated version is not sufficiently smooth. So we define a truncated and smooth approximation to the cost and show that this version of the cost provides a uniform bound on the original risk-sensitive cost and further, one can use a variant of stochastic approximation presented in [19] to prove convergence of the policy gradient algorithm. An additional interesting question that we consider is whether we can obtain a solution to the untruncated version of the problem: we show that there exists a sequence of truncations such that the policy gradient algorithm will achieve a stationary point of the original risk-sensitive cost. In preliminary simulations, we have observed an increasing sequence of truncations of the form $\gamma_m^{-\beta}$ always works. An interesting open question is to show that this sequence satisfies the conditions provided in our main theorem. We also note that this sequence works for the problem of policy evaluation as shown in Proposition 1.
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A Background

In this section, we present the necessary background to ensure that the paper is self-contained. Most of these results hold in a more general setting; however, we present a more straightforward and intuitive proofs by restricting our attention to finite-state Markov chains. In Appendix A.1, we define the risk-sensitive exponential cost and derive a multiplicative counterpart of the traditional Bellman equation. We also define the risk-sensitive value function and provide a fixed point equation based on visits to a recurrent state. This fixed point equation is the basis of our approximation in the paper. The results presented in this section holds for countable state-space Markov chains [2, 8] as well as continuous state-space Markov processes [18]. In Appendix A.2, we derive a variational formula for the risk-sensitive Markov chain and discuss the connection between different risk measures. In particular, we show that the risk-sensitive cost takes into account model uncertainties. A similar formula holds in the case of continuous state-space [1], under some restrictions. For the sake of notational simplicity, we focus on Markov chains only; generalization to Markov decision processes follows readily.

In the following subsections, $v(x)$ and $[v]_x$ are used interchangeably to denote the $x$’th element of a vector $v$. For a matrix $P$, we use $P(x,:)$ to denote its $x$’th row, and $P(:,y)$ to denote its $y$’th column. Real-valued functions are sometimes treated as vectors. The set of all recurrent and aperiodic transition matrices on the state-space $\mathcal{X}$ are denoted by $\mathcal{M}(\mathcal{X})$. For any $P \in \mathcal{M}(\mathcal{X})$, we use $\pi_P$ to denote its unique stationary distribution.

A.1 Risk-Sensitive Exponential Cost

Let $\{\Phi_i\}_{i \geq 0}$ denote a discrete-time Markov chain on a finite space $\mathcal{X} = \{1, 2, \ldots, |\mathcal{X}|\}$ that is recurrent and aperiodic. Suppose that the transition probability of $\{\Phi_i\}_{i \geq 0}$ is given by

$$P(x, y) := \mathbb{P}(\Phi_{i+1} = y | \Phi_i = x) \quad \forall x, y \in \mathcal{X} \text{ and } k \in \mathbb{N}.$$  

Let $C : \mathcal{X} \rightarrow \mathbb{R}$ denote the one-step cost function, i.e., $C(x)$ is the cost we incur each time the chain visits the state $x \in \mathcal{X}$. The risk-sensitive cost of the Markov chain $\{\Phi_i\}_{i \geq 0}$ with risk factor $\alpha > 0$
Let us rewrite the right-hand side of Eq. (13) in the matrix form:

\[
\frac{1}{n} \ln \mathbb{E}_{\Phi_0=x}^{P} \left[ \exp \left( \alpha \sum_{i=0}^{n-1} C(\Phi_i) \right) \right] = \frac{1}{n} \ln \left( \left[ \text{diag}(e^{\alpha C}) P \right]^{n-1} e^{\alpha C} \right)_x
\]

where \( P \) is the transition probability matrix and \( e^{\alpha C} \) is a vector with elements \( \left[ e^{\alpha C} \right]_x = e^{\alpha C(x)} \) for any \( x \in \mathcal{X} \). Notice that \( \hat{P} \) is non-negative, irreducible and aperiodic, i.e., primitive. Hence, by Perron–Frobenius theorem, \( \hat{P} \) has a simple positive eigenvalue \( \hat{\lambda}_1 \) which is larger than all the other eigenvalues.

Let \( J \) denote the Jordan normal form of \( \hat{P} \). In particular, there exists a matrix \( Q \) such that \( \hat{P} = QJQ^{-1} \). By the Perron–Frobenius theorem, \( J \) is given as follows:

\[
J = \begin{bmatrix}
\hat{\lambda}_1 & B_2 & \cdots \\
0 & \hat{\lambda}_2 & \cdots \\
& 0 & B_k
\end{bmatrix}, \quad B_l = \begin{bmatrix}
\hat{\lambda}_l & 1 & 0 & \cdots & 0 \\
0 & \hat{\lambda}_l & 1 & \cdots & 0 \\
\vdots & \vdots & \ddots & \ddots & \vdots \\
0 & 0 & \cdots & 1 & 0 \\
0 & 0 & \cdots & 0 & \hat{\lambda}_l
\end{bmatrix}
\]

where for any \( l \), \( B_l \) is the Jordan block matrix corresponding to eigenvalue \( \hat{\lambda}_l \) of \( \hat{P} \). Notice that \( |\hat{\lambda}_l| < \hat{\lambda}_1 \) for any \( l > 1 \). Rewriting Eq. (14) using the Jordan normal form, we have

\[
\frac{1}{n} \ln \mathbb{E}_{\Phi_0=x}^{P} \left[ \exp \left( \alpha \sum_{i=0}^{n-1} C(\Phi_i) \right) \right] = \frac{1}{n} \ln \left[ Q \left( \begin{bmatrix} J \end{bmatrix}^{n-1} Q^{-1} e^{\alpha C} \right) \right]_x
\]

\[
= \frac{n-1}{n} \ln \hat{\lambda}_1 + \frac{1}{n} \ln \left[ Q \left( \frac{J}{\hat{\lambda}_1} \right)^{n-1} Q^{-1} e^{\alpha C} \right]_x
\]

It is easy to verify that for all large enough \( n \), all elements of \( \left( J/\hat{\lambda}_1 \right)^{n-1} \) are bounded by 1. In particular, for all \( x, y \in \mathcal{X} \) with \( y \geq x \) we have

\[
\left[ \left( \frac{B_l}{\hat{\lambda}_1} \right)^m \right]_{x,y} = \left( \frac{m}{y-x} \right)^{m-y+x} \left( \frac{\hat{\lambda}_1}{\hat{\lambda}_1} \right)^{m-y+x} \xrightarrow{m \to \infty} 0, \quad \forall l > 1.
\]
Hence, we have
\[
\lim_{n \to \infty} \frac{1}{n} \ln \mathbb{E}_{\Phi_0=x}^P \left[ \exp \left( \alpha \sum_{i=0}^{n-1} C(\Phi_i) \right) \right] = \ln \lambda_1.
\]

Notice that by Perron–Frobenius theorem, the eigenvectors corresponding to the eigenvalue \( \exp (\Lambda(\alpha)) \) of \( \hat{P} \) are strictly positive and unique up to a scaling factor. Let us denote this eigenvector with \( h \). We have
\[
h(x) = \frac{\exp (\alpha C(x))}{\exp (\Lambda(\alpha))} \sum_{y \in \mathcal{X}} P(x, y) h(y)
\]
\[
= \frac{\exp (\alpha C(x))}{\exp (\Lambda(\alpha))} \mathbb{E}_{\Phi_0=x}^P [h(\Phi_1)], \quad \forall x \in \mathcal{X}.
\]
The above equation is the multiplicative Poisson equation, and \( h(\cdot) \) is its unique non-zero solution up to a scaling factor. Notice that the multiplication Poisson equation resembles the Bellman equation for the average cost problem, replacing \( \times \) with \( + \) and \( \div \) with \( - \). Next, we show that \( h(\cdot) \) is indeed the relative value function associated with the risk-sensitive cost problem, defined similarly to the relative value function in the average cost problem.

**Proposition 3.** Any solution of the multiplicative Poisson equation satisfies
\[
h(x) \propto \lim_{n \to \infty} \mathbb{E}_{\Phi_0=x}^P \left[ \exp \left( \sum_{i=0}^{n-1} (\alpha C(\Phi_i) - \Lambda(\alpha)) \right) \right]
\]

*Proof.* Let us “twist” the matrix \( \hat{P} \), and define a “twisted kernel” as follows:
\[
\tilde{P}(x, y) := \frac{\hat{P}(x, y) h(y)}{\tilde{\lambda}_1 h(x)} = \frac{e^{\alpha C(x)} P(x, y) h(y)}{e^{\Lambda(\alpha)} h(x)}
\]
where \( \tilde{\lambda}_1 = \exp (\Lambda(\alpha)) \) is the largest eigenvalue of \( \hat{P} \), with all positive right eigenvector \( h \). Notice that by Eq. (15), \( \tilde{P} \) is a stochastic matrix. Let us rewrite Eq. (16) in terms of the twisted kernel \( \tilde{P} \). We have
\[
\mathbb{E}_{\Phi_0=x}^P \left[ \exp \left( \sum_{i=0}^{n-1} (\alpha C(\Phi_i) - \Lambda(\alpha)) \right) \right] = h(x) \mathbb{E}_{\Phi_0=x}^{\tilde{P}} \left[ \frac{1}{h(\Phi_n)} \right],
\]
where \( \{\tilde{\Phi}_i\}_{i \geq 0} \) denotes a Markov chain with transition probability \( \tilde{P} \), and \( \mathbb{E}_{\Phi_0=x}^{\tilde{P}}[\cdot] \) denote the expectation with respect to \( \tilde{P} \) given \( \tilde{\Phi}_0 = x \). Notice that \( \tilde{P} \) is recurrent and aperiodic. Hence, \( \{\tilde{\Phi}_i\}_{i \geq 0} \) is ergodic and we have \( \mathbb{E}_{\Phi_0=x}^{\tilde{P}} \left[ 1/h(\Phi_n) \right] \to \sum_{y \in \mathcal{X}} \tilde{\pi}(y)/h(y) \), where \( \tilde{\pi} \) is the stationary distribution of \( \{\tilde{\Phi}_i\}_{i \geq 0} \). Alternatively, we can write
\[
\mathbb{E}_{\Phi_0=x}^{\tilde{P}} \left[ \frac{1}{h(\Phi_n)} \right] = \left[ \tilde{P}^n v \right]_x
\]
where \( v(y) := 1/h(y) \) for any \( y \in \mathcal{X} \). Notice that \( v \cdot \tilde{\pi} \neq 0 \), and that \( \tilde{\pi} \) is the left eigenvector corresponding to the eigenvalue 1 of \( \tilde{P} \). Invoking Perron–Frobenius theorem for \( \tilde{P} \) and applying the power iteration analysis, we have \( \tilde{P}^n v \to \sum_{y \in \mathcal{X}} \tilde{\pi}(y)/h(y) \mathbf{1} \), where \( \mathbf{1} \) is the all-ones vector. \( \square \)
Notice that Propositions 2 and 3 do not suggest any practical way to estimate the cost and the relative value function associated with the risk-sensitive cost problem. Similar to the average cost problem, one may hope that visits to a recurrent state might be useful for estimating these quantities. Next, using the twisted kernel \( \tilde{P}(x, y) = \tilde{P}(x, y)h(y) / \lambda_1 h(x) \), we show that this intuition is indeed correct.

**Corollary 1.** Let \( x^* \in \mathcal{X} \) denote a recurrent state. The risk-sensitive cost \( \Lambda(\alpha) \) is the unique fixed point of the following equation:

\[
\mathbb{E}_{\Phi_0=x^*}^P \left[ \exp \left( \sum_{i=0}^{\tau_{x^*}-1} (\alpha C(\Phi_i) - \Lambda) \right) \right] = 1,
\]

where \( \tau_{x^*} := \inf \{ i \in \mathbb{N} : \Phi_i = x^* \} \) is the first return time to \( x^* \). Moreover, for any \( x \in \mathcal{X} \), the risk-sensitive relative value function is given by

\[
h(x) = \mathbb{E}_{\Phi_0=x}^P \left[ \exp \left( \sum_{i=0}^{\tau_{x^*}-1} (\alpha C(\Phi_i) - \Lambda(\alpha)) \right) \right].
\]

**Proof.** Notice that

\[
\mathbb{E}_{\Phi_0=x^*}^P \left[ \exp \left( \sum_{i=0}^{\tau_{x^*}-1} (\alpha C(\Phi_i) - \Lambda) \right) \right] = \mathbb{E}_{\Phi_0=x^*}^P \left[ \exp \left( \sum_{i=0}^{\tau_{x^*}-1} (\alpha C(\Phi_i) - \Lambda) \right) \right],
\]

which proves the first part. Similarly, by the definition of the twisted kernel, we have

\[
\mathbb{E}_{\Phi_0=x}^P \left[ \exp \left( \sum_{i=0}^{\tau_{x^*}-1} (\alpha C(\Phi_i) - \Lambda(\alpha)) \right) \right] = h(x) \mathbb{E}_{\Phi_0=x}^P \left[ 1 / \alpha \left( \tilde{\Phi}_{\alpha^*} \right) \right].
\]

\[\square\]

We wrap up this section by characterizing the limiting behavior of the risk-sensitive cost, as the risk factor \( \alpha \) approaches 0 and \( \infty \).

**Corollary 2.** \( \lim_{\alpha \to 0} \Lambda(\alpha)/\alpha \) and \( \lim_{\alpha \to \infty} \Lambda(\alpha)/\alpha \), respectively, are the average cost and the maximum cost associated with the Markov chain \( \{ \Phi_i \}_{i \geq 0} \). Moreover, \( \Lambda(\alpha)/\alpha \) is an increasing function of \( \alpha \).

**Proof.** Notice that \( \exp (\Lambda(\alpha)) \) is the largest eigenvalue of \( \tilde{P} \), and it is a differentiable function of \( \alpha \). Moreover, \( \lim_{\alpha \to 0} \exp (\Lambda(\alpha)) = 1 \). Hence, \( \lim_{\alpha \to 0} \Lambda(\alpha)/\alpha = \frac{d\Lambda(\alpha)/d\alpha}{d\alpha}_{\alpha=0} \). By Corollary 1, we have

\[
0 = \frac{d}{d\alpha} \mathbb{E}_{\Phi_0=x^*}^P \left[ \exp \left( \sum_{i=0}^{\tau_{x^*}-1} (\alpha C(\Phi_i) - \Lambda(\alpha)) \right) \right]
\]

\[
= \mathbb{E}_{\Phi_0=x^*}^P \left[ \sum_{i=0}^{\tau_{x^*}-1} \left( C(\Phi_i) - \frac{d\Lambda(\alpha)}{d\alpha} \right) \exp \left( \sum_{i=0}^{\tau_{x^*}-1} (\alpha C(\Phi_i) - \Lambda(\alpha)) \right) \right]
\]

\[
\xrightarrow{\alpha \to 0} \mathbb{E}_{\Phi_0=x^*}^P \left[ \sum_{i=0}^{\tau_{x^*}-1} \left( C(\Phi_i) - \frac{d\Lambda(\alpha)}{d\alpha} \bigg|_{\alpha=0} \right) \right]
\]
Hence,

\[
\frac{d\Lambda(\alpha)}{d\alpha} \bigg|_{\alpha=0} = \mathbb{E}^P_{\Phi_0=x^*} \left[ \sum_{i=0}^{\tau_{x^*}-1} C(\Phi_i) \right] / \mathbb{E}^P_{\Phi_0=x^*}[\tau_{x^*}]
\]

which is the average cost associated with the Markov chain \( \{\Phi_i\}_{i \geq 0} \). For the other limit, notice that

\[
\lim_{\alpha \to \infty} \frac{\hat{P}/e^{\alpha C_{\text{max}}}}{\text{diag}(u)P} = \text{diag}(u)P, \quad u(x) = \begin{cases} 1 & \text{if } C(x) = C_{\text{max}} \\ 0 & \text{o.w.} \end{cases}
\]

where \( C_{\text{max}} := \max_{x \in \mathcal{X}} C(x) \). It is easy to verify that the largest eigenvalue of \( \text{diag}(u)P \) is 1. Hence, \( \lim_{\alpha \to \infty} \exp(\Lambda(\alpha) - \alpha C_{\text{max}}) = 1 \). Finally, for any \( 0 < \alpha_1 < \alpha_2 \), we have

\[
\frac{\Lambda(\alpha_1)}{\alpha_1} = \lim_{n \to \infty} \frac{1}{\alpha_1 n} \ln \mathbb{E}^P_{\Phi_0=x} \left[ \exp \left( \alpha_1 \sum_{i=0}^{n-1} C(\Phi_i) \right) \right] \\
= \lim_{n \to \infty} \frac{1}{\alpha_2 n} \ln \left( \frac{\mathbb{E}^P_{\Phi_0=x} \left[ \exp \left( \alpha_1 \sum_{i=0}^{n-1} C(\Phi_i) \right) \right]}{\mathbb{E}^P_{\Phi_0=x} \left[ \exp \left( \alpha_2 \sum_{i=0}^{n-1} C(\Phi_i) \right) \right]} \right) \\
\geq \lim_{n \to \infty} \frac{1}{\alpha_2 n} \ln \mathbb{E}^P_{\Phi_0=x} \left[ \exp \left( \alpha_2 \sum_{i=0}^{n-1} C(\Phi_i) \right) \right] = \frac{\Lambda(\alpha_2)}{\alpha_2}
\]

where the inequality follows by Jensen’s inequality.

\[ \square\]

### A.2 Robustness and Risk-Sensitive Exponential Cost

As we pointed out, \( \Lambda(\alpha)/\alpha \) is a bounded continuous increasing function of \( \alpha \). This quantity is called the entropic risk measure [15, 14], and is denoted by \( e(\alpha) \):

\[
e(\alpha) := \frac{1}{\alpha} \Lambda(\alpha) = \lim_{n \to \infty} \frac{1}{\alpha n} \ln \mathbb{E}^P_{\Phi_0=x} \left[ \exp \left( \alpha \sum_{i=0}^{n-1} C(\Phi_i) \right) \right], \quad \forall \alpha > 0
\]

\[
e(0) := \lim_{\alpha \to 0} \frac{1}{\alpha} \Lambda(\alpha).
\]

A related risk measure is called the coherent risk measure. For any \( \beta \geq 0 \), the coherent risk measure is denoted by \( \rho(\beta) \) and is defined as follows:

\[
\rho(\beta) := \sup_{Q \in \mathcal{M}(\mathcal{X}), Q \ll P : 
\mathbb{E}^\pi_Q [D_{KL}(Q(X,:)||P(X,:))] \leq \beta} \mathbb{E}^\pi_Q [C(X)],
\]

where \( \mathcal{M}(\mathcal{X}) \) is the set of aperiodic and recurrent transition matrices on \( \mathcal{X} \), and \( \pi_Q \) is the unique stationary distribution of a Markov chain with transition matrix \( Q \in \mathcal{M}(\mathcal{X}) \). In particular, \( \rho(\beta) \) takes into account model uncertainties in terms of the transition probability, i.e., \( \rho(\beta) \) is the worst case average cost associated with the Markov chain \( \{\Phi_i\}_{i \geq 0} \), assuming its transition probability is \( Q \) instead of \( P \) and that \( \mathbb{E}^\pi_Q [D_{KL}(Q(X,:)||P(X,:))] \leq \beta \). We will establish the connection between these two risk measures. We begin with proving the Donsker-Varadhan variational formula, also known as, Gibbs variational formula.
Proposition 4 (Donsker-Varadhan variational formula). (i) For any distributions \( p \) and \( q \) on \( \mathcal{X} \) with \( q \ll p \), we have

\[
D_{KL}(q \| p) = \sup_{\phi : \mathcal{X} \rightarrow \mathbb{R}} \mathbb{E}^q [\phi(X)] - \ln \mathbb{E}^p [e^{\phi(X)}]
\]

where equality is obtained by \( \phi^*(x) := \ln \left( \frac{q(x)}{p(x)} \right) \) for all \( x \in \mathcal{X} \).

(ii) For any \( \alpha > 0 \), any function \( \phi : \mathcal{X} \rightarrow \mathbb{R} \), and any distribution \( p \) on \( \mathcal{X} \), we have

\[
\frac{1}{\alpha} \ln \mathbb{E}^p [e^{\alpha \phi(X)}] = \sup_{q \ll p} \mathbb{E}^q [\phi(X)] - \frac{1}{\alpha} D_{KL}(q \| p)
\]

where equality is obtained by \( q^*(x) := p(x)e^{\alpha \phi(x)}/\sum_{y \in \mathcal{X}} p(y)e^{\alpha \phi(y)} \) for all \( x \in \mathcal{X} \).

Proof. For any \( \phi : \mathcal{X} \rightarrow \mathbb{R} \), define a distribution \( r_\phi \) on \( \mathcal{X} \) as follows:

\[
r_\phi(x) = \frac{p(x)e^{\phi(x)}}{\sum_y p(y)e^{\phi(y)}}, \quad \forall x \in \mathcal{X}.
\]

We have

\[
D_{KL}(q \| p) = D_{KL}(q \| r_\phi) + \mathbb{E}^q [\ln r_\phi(X)] - \mathbb{E}^q [\ln p(X)] \\
= D_{KL}(q \| r_\phi) + \mathbb{E}^q [\phi(X)] - \ln \mathbb{E}^p [e^{\phi(X)}] \\
\geq \mathbb{E}^q [\phi(X)] - \ln \mathbb{E}^p [e^{\phi(X)}],
\]

which proves both (i) and (ii).  

By the Donsker-Varadhan variational formula, for any fixed \( n \in \mathbb{N} \), any initial state \( x \in \mathcal{X} \), and any transition matrix \( Q \in \mathcal{M}(\mathcal{X}) \) for which \( Q \ll P \), we have

\[
\frac{1}{\alpha} \ln \mathbb{E}^P_{\Phi_0 = x} \left[ \exp \left( \alpha \sum_{i=1}^n C(\Phi_i) \right) \right] \geq \mathbb{E}^Q_{\Phi_0 = x} \left[ \sum_{i=1}^n C(\Phi_i) \right] - \frac{1}{\alpha} D_{KL}(Q_{x^n} \| P_{x^n}), \tag{17}
\]

where \( Q_{x^n} \) denotes the distribution of \((\Phi_1, \Phi_1, \cdots, \Phi_n)\) with transition probability matrix \( Q \), given \( \Phi_0 = x \). Notice that

\[
D_{KL}(Q_{x^n} \| P_{x^n}) = D_{KL}(Q_{x^{n-1}} \| P_{x^{n-1}}) + \mathbb{E}^Q_{\Phi_0 = x} [D_{KL}(Q(\Phi_{n-1}, :) \| P(\Phi_{n-1}, :))].
\]

Since the distribution of \( \Phi_{n-1} \) converges to \( \pi_Q \), we have

\[
\lim_{n \rightarrow \infty} \mathbb{E}^Q_{\Phi_0 = x} [D_{KL}(Q(\Phi_{n-1}, :) \| P(\Phi_{n-1}, :)))] = \mathbb{E}^\pi_Q [D_{KL}(Q(X, :) \| P(X, :))].
\]

Dividing both sides of Eq. (17) by \( n \) and letting \( n \rightarrow \infty \), yields

\[
e(\alpha) \geq \mathbb{E}^\pi_Q [C(X)] - \frac{1}{\alpha} \mathbb{E}^\pi_Q [D_{KL}(Q(X, :) \| P(X, :))]. \tag{18}
\]

Notice that by Proposition 4, equality in Eq. (17) cannot be achieved by \( Q_{x^n} \) for any \( Q \in \mathcal{M}(\mathcal{X}) \). However, one may hope that in the limit, equality in Eq. (18) can be achieved for some \( Q \in \mathcal{M}(\mathcal{X}) \). This results in the following variational formula for the entropic risk measure.
Proposition 5. We have

\[ e(\alpha) = \sup_{Q \in \mathcal{M}(X), Q \ll P} \mathbb{E}_{\pi}^{Q} [C(X)] - \frac{1}{\alpha} \mathbb{E}_{\pi}^{Q} [D_{KL}(Q(X,:) \| P(X,:))]. \]  

(19)

Proof. It is easy to verify that all eigenvalues of \( P \) \( P(\alpha \mathbf{C}) \) and \( \mathbf{C} \) \( P(\alpha \mathbf{C}) \) are the same. Hence, by Proposition 2 and Collatz-Wielandt formula, we have

\[ \Lambda(\alpha) = \ln \left( \max_{v \in \mathbb{R}_{+}^{|\mathcal{X}|}} \min_{x \in \mathcal{X}} \left[ \frac{P \mathbf{C}(\alpha) v}{|v|_{x}} \right] \right) \]

where the last equality follows by the fact that \( \ln(\cdot) \) is a strictly increasing function. Since all element of \( P \) \( P(\alpha \mathbf{C}) \) are non-negative, it is easy to verify that the maximum in above is achieved by a strictly positive vector \( v \in \mathbb{R}_{+}^{|\mathcal{X}|} \). Changing the maximization variable to \( w = \ln(v) \), we get

\[ = \max_{w \in \mathbb{R}^{|\mathcal{X}|}} \min_{x \in \mathcal{X}} \ln \left[ \left[ P \mathbf{C}(\alpha + w) \right]_{x} \right] - w(x) \]

where \( e^{\alpha C + w} \) \( e^{\alpha C(x) + w(x)} \). Using Donsker-Varadhan variational formula, we get

\[ = \max_{w \in \mathbb{R}^{|\mathcal{X}|}} \min_{x \in \mathcal{X}} \ln \left[ \left[ P \mathbf{C}(\alpha + w) \right]_{x} \right] - w(x). \]

Suppose that for any \( x \in \mathcal{X} \), the supremum in the above equality is obtained by \( q_{x}^{*} \). Notice that \( q_{x}^{*} \) is equivalent to \( P(x,:,y) = 0 \) if \( q_{x}^{*}(y) = 0 \) for any \( y \in \mathcal{X} \). Also, notice that \( q_{x}^{*} \) depends on \( w \). Define a transition matrix \( Q_{w} \in \mathcal{M}(\mathcal{X}) \) using \( \{q_{x}^{*}\}_{x \in \mathcal{X}} \) as its rows, i.e., \( Q_{w}(x,:) = q_{x}^{*} \) for any \( x \in \mathcal{X} \). We have

\[ = \max_{w \in \mathbb{R}^{|\mathcal{X}|}} \min_{x \in \mathcal{X}} \mathbb{E}_{\pi_{Q_{w}}}^{Q_{w}} [\alpha C(X) + w(X)] - D_{KL}(q \| P(x,:)) - w(x). \]

Simplifying the above, we have

\[ = \max_{w \in \mathbb{R}^{|\mathcal{X}|}} \sup_{Q \in \mathcal{M}(\mathcal{X}), Q \ll P} \mathbb{E}_{\pi}^{Q_{w}} [\alpha C(X)] - D_{KL}(Q_{w}(X,:) \| P(X,:))]. \]

The other inequality follows by Eq. (18), which holds for any transition matrix \( Q \in \mathcal{M}(\mathcal{X}) \). \( \square \)

The above variational formula gives a relation between coherent and entropic risk measures. This confirms our claim that the risk-sensitive cost is stable against model uncertainties.
Corollary 3. For any $\alpha > 0$, suppose that $Q_\alpha$ maximizes the right-hand side of Eq. (19). We have

$$e(\alpha) = \rho(\beta_\alpha) - \beta_\alpha / \alpha,$$

where $\beta_\alpha := E^{Q_\alpha} [D_{KL}(Q_\alpha(X,:)\|P(X,:))]$.

Proof. By Proposition 5, for any $Q \in \mathcal{M}(\mathcal{X})$ with $E^{Q} [D_{KL}(Q(X,:)\|P(X,:))] \leq \beta_\alpha$, we have

$$e(\alpha) \geq E^{Q} [C(X)] - \frac{1}{\alpha} E^{Q} [D_{KL}(Q(X,:)\|P(X,:))] \geq E^{Q} [C(X)] - \frac{\beta_\alpha}{\alpha}.$$ \hfill \Box

Notice that equality holds for $Q = Q_\alpha$. The result follows by taking supremum over $Q$ from the right-hand side of the above inequality.

B Proof of Theorem 1

The idea behind the proof is motivated by the argument we presented for the deterministic ODE in Section 5.3, but with additional work building upon Section 5.2 to deal with the stochastic noise. We first present the sketch of the proof. We focus on Theorem 1(ii) as the proof of Theorem 1(i) follows by the exact same argument, replacing $\Lambda_\theta$ with $\Lambda_\theta^{(M)}$.

Step 0, Stochastic noise is negligible: Let us rewrite the update equations as follows:

$$\begin{align*}
\theta_{m+1} &= \theta_m - \gamma_m f_m (\theta_m, \tilde{\Lambda}_m) - \gamma_m \left( F_m (\theta_m, \tilde{\Lambda}_m) - f_m (\theta_m, \tilde{\Lambda}_m) \right), \\
\tilde{\Lambda}_{m+1} &= \tilde{\Lambda}_m + \eta \gamma_m \left( g_m (\theta_m, \tilde{\Lambda}_m) - 1 \right) + \eta \gamma_m \left( G_m (\theta_m, \tilde{\Lambda}_m) - g_m (\theta_m, \tilde{\Lambda}_m) \right).
\end{align*}$$

Defining $r_m := \left[ \theta_m, \tilde{\Lambda}_m \right]^T$ and $k_m(r_m) := \left[ -f_m (\theta_m, \tilde{\Lambda}_m), \eta \left( g_m (\theta_m, \tilde{\Lambda}_m) - 1 \right) \right]^T$, we may rewrite the above equations as $r_{m+1} = r_m + \gamma_m k_m(r_m) + \epsilon_m$, where $\epsilon_m$ is the stochastic noise. It then follows that $\sum \epsilon_m < \infty$ with probability 1 and that $\{\tilde{\Lambda}_m\}$ is bounded almost surely. Notice that this approximation generalizes to any family of functions $\{\psi_m(\cdot)\}$ for which

$$\sum_{m=0}^{\infty} \sup_{r \in \mathbb{R}^l \times I} \psi_{m+1}(r) - \psi_m(r) < \infty,$$

and $\{\psi_m(\cdot), \nabla \psi_m(\cdot), \nabla^2 \psi_m(\cdot)\}$ are uniformly bounded over $(\theta, \Lambda) \in \mathbb{R}^l \times I$ for any interval $I = [a, b]$. In particular, for any such family we have

$$\psi_{m+1}(r_{m+1}) = \psi_m(r_m) + \gamma_m \nabla r \psi_m(r_m) \cdot k_m(r_m) + \epsilon_m(\psi_m) + \psi_{m+1}(r_{m+1}) - \psi_m(r_{m+1}),$$

where $\sum \epsilon_m(\psi) < \infty$.

Step I, Convergence of $\Lambda_{\theta_m}$: This is the main step of the proof. To show the convergence of $\Lambda_{\theta_m}$ the first step is to show that $\tilde{\Lambda}_m - \Lambda_{\theta_m} \to 0$. We begin with showing that $|\tilde{\Lambda}_m - \Lambda_{\theta_m}|$ gets close to 0 infinitely often.

The argument in Section 5.3 suggests that $\tilde{\Lambda}_m - \Lambda_{\theta_m} \geq \epsilon$ for any fixed $\epsilon > 0$ after some iterations. Notice that the choice of $\epsilon$ cannot be 0 due to the stochastic noise. In particular, we show that $\liminf_{m \to \infty} \tilde{\Lambda}_m - \Lambda_{\theta_m} \geq 0$. To prove this result, we will study the drift of a family of Lyapunov
functions (one for each \( M_m \)) \( \phi_m(\theta, \Lambda) = \Lambda - \Lambda^{(M_m)}_\theta \), which is the same function that we used in Section 5.3.

Next, we may try to show the convergence of \( \tilde{\Lambda}_m - \Lambda_{\theta_m} \) using a monotonicity argument similar to Section 5.3. However, due to the stochastic noise, this approach fails. Instead, we study the convergence of \( \Lambda_{\theta_m} \) and \( \Lambda_m - \Lambda_{\theta_m} \) together. Notice that when \( |\tilde{\Lambda}_m - \Lambda_{\theta_m}| \) is small enough, then \( \tilde{\Lambda}_m \) is a good approximation of \( \Lambda_{\theta_m} \) and one may expect that similar to the argument in Section 5.2, the value of \( \Lambda_{\theta_m} \) (and hence \( \tilde{\Lambda}_m \)) should not increase by much. On the other hand, if \( \tilde{\Lambda}_m - \Lambda_{\theta_m} \) is bounded away from zero, the value of \( \tilde{\Lambda}_m \) should decrease.

More precisely, using a contradiction based argument, we show that if \( \limsup_{m \to \infty} \tilde{\Lambda}_m - \Lambda_{\theta_m} > 0 \), then the value of \( \tilde{\Lambda}_m \) goes to \( -\infty \). This is done by breaking down the iterations of the algorithm into different cycles, where during an ‘even’ cycle the value of \( |\tilde{\Lambda}_m - \Lambda_{\theta_m}| \) remains small, and during an ‘odd’ cycles, the value of \( \tilde{\Lambda}_m - \Lambda_{\theta_m} \) is strictly bounded away from 0. We show that the value of \( \tilde{\Lambda}_m \) cannot increase by much during an even cycle, and it decreases by a constant during an odd cycle, implying that \( \tilde{\Lambda}_m \to -\infty \).

The natural choice of Lyapunov function family to be applied during an odd cycle is \( \phi_m(\theta, \Lambda) = \Lambda - \Lambda^{(M_m)}_\theta \). Based on the argument in Section 5.2, during an odd cycle one may attempt to use \( \psi_m(\theta, \Lambda) = \Lambda^{(M_m)}_\theta \) as the Lyapunov function family. However, we need to incorporate the fact that \( |\tilde{\Lambda}_m - \Lambda^{(M_m)}_\theta| \) is small and thus, a the natural choice of Lyapunov function family to be applied during an even cycle is \( \psi_m(\theta, \Lambda) = \Lambda^{(M_m)}_\theta + a \left( \tilde{\Lambda}_m - \Lambda^{(M_m)}_\theta \right)^2 \) where \( a > 0 \) is a fixed constant to be determined.

**Step II, Convergence of \( \nabla_\theta \Lambda_{\theta_m} \):** The argument in here is almost identical to the one in Section 5.1. Since \( \tilde{\Lambda}_m - \Lambda_{\theta_m} \to 0 \), it follows that \( f_m(r_m) - f_m(\theta_m, \Lambda_{\theta_m}) \to 0 \). Notice that \( f_m(\theta_m, \Lambda_{\theta_m}) \propto \nabla_\theta \Lambda_{\theta_m} \).

The argument in here is essentially an extension of the intuition behind the proof in [19]. The additional work in here is to deal with the nature of the stochastic noise in the risk-sensitive problem.

We start with showing some preliminary results and then fill in the details that we skipped in the sketch of the proof. Some of the steps that we take here are similar to the work of [19]. For the sake of completeness and self-sufficiency, we present all the details.

**Lemma 1.** Suppose that Assumption 1 holds. Then, there exists a constant \( \overline{R}_x > 1 \) such that for any \( R \in (1, \overline{R}_x) \), there exists \( M(R), m(R) \in (1, \infty) \) that satisfies

\[
m(R) < \mathbb{E}_{\Phi_0 = x}^P [R^{\tau_x}] < M(R)
\]

for all \( P \in \overline{\mathcal{P}} \) and \( x \in \mathcal{X} \). Moreover, \( M(R) \downarrow 1 \) as \( R \downarrow 1 \).

**Proof.** Let us first show the existence of \( \overline{R}_x \) and a uniform upper bound \( M(R) \). Fix a constant \( \tilde{R} > 1 \). We claim that \( \exists \tilde{N} \in \mathbb{N} \) such that \( P(\tau_x > \tilde{N}|\Phi_0 = x) \leq \tilde{R}^{-1} \) for any \( x \in \mathcal{X} \) and any \( P \in \overline{\mathcal{P}} \). Suppose the contrary, i.e., there exists a sequence \{\( P_i \)\} \( \subset \overline{\mathcal{P}} \) such that \( N_i := \inf\{N : P_i(\tau_x > N|\Phi_0 = x) \leq \tilde{R}^{-1}, \forall x \in \mathcal{X}\} \uparrow \infty \) as \( i \to \infty \). Using a compactness argument, there exists a subsequence \( \{P_j\} \) such that \( P_j \to P \in \overline{\mathcal{P}} \). Contradiction follows by Assumption 1 and the fact that \( P_j(\tau_x > N|\Phi_0 = x) \to P(\tau_x > N|\Phi_0 = x) \).

22
Given the choice of $\hat{N}$, for any $k \in \mathbb{N}$ and all $x \in \mathcal{X}$ we have

$$P(\tau_{x^*} > \hat{N} + k|\Phi_0 = x)$$

$$= \sum_{(x_1, \ldots, x_{k-1}, y) \in (\mathcal{X}\setminus\{x^*\})^k} P(\Phi_1 = x_1, \ldots, \Phi_{k-1} = x_{k-1}, \Phi_k = y|\Phi_0 = x)P(\tau_{x^*} > \hat{N}|\Phi_0 = y)$$

$$\leq \hat{R}^{-k}P(\tau_{x^*} > k|\Phi_0 = x).$$

In particular, $P(\tau_{x^*} > k\hat{N}|\Phi_0 = x) \leq \hat{R}^{-k}$ for any $k \in \mathbb{N}$ and all $x \in \mathcal{X}$. Hence, for any $x \in \mathcal{X}$, $P \in \mathcal{F}$, and $1 < R < \sqrt{\hat{N}}$ we have

$$\mathbb{E}_{\Phi_0 = x}^P [R^{\tau_{x^*}}] \leq R \sum_{k=0}^{\infty} R^k P(\tau_{x^*} > k)$$

$$\leq R \sum_{k=0}^{\infty} \sum_{l=0}^{\hat{N}-1} R^{k\hat{N}+l} P(\tau_{x^*} > k\hat{N})$$

$$\leq \frac{\hat{R}^{\hat{N}-1}}{R-1} \sum_{k=0}^{\infty} R^{k\hat{N}} \hat{R}^{-k} < \infty,$$

which proves the existence of $\mathbb{F}_{x^*}$ and a uniform upper bound $M(R)$ for $1 < R < \sqrt{\mathcal{F}_{x^*}}$.

Next, we prove the existence of a uniform lower bound $m(R) > 1$. For the sake of contradiction, suppose that there exists a sequence $\{P_i\} \subset \mathcal{F}$ such that $\mathbb{E}_{\Phi_0 = x}^P [R^{\tau_{x^*}}] \rightarrow 1$. Using a compactness argument, we can pick a subsequence $\{P_j\}$ such that $P_j \rightarrow P \in \mathcal{F}$. This together with the fact that $\mathbb{E}_{\Phi_0 = x}^P [R^{\tau_{x^*}}] < M(R)$ for all $P \in \mathcal{F}$ implies that $\mathbb{E}_{\Phi_0 = x}^P [R^{\tau_{x^*}}] \rightarrow \mathbb{E}_{\Phi_0 = x}^P [R^{\tau_{x^*}}]$. Contradiction follows by the fact that $\mathbb{E}_{\Phi_0 = x}^P [R^{\tau_{x^*}}] > 1$.

Finally, we show that we can choose $M(R)$ such that $M(R) \downarrow 1$ as $R \downarrow 1$. For the sake of contradiction, suppose there exist sequences $\{R_i\}$ and $\{P_i\}$ such that $R_i \downarrow 1$ and for all $i \in \mathbb{N}$, $\mathbb{E}_{\Phi_0 = x}^{P_i} [R_i^{\tau_{x^*}}] > 1 + \epsilon$ for some constant $\epsilon > 0$. Following the same argument as before, pick a subsequence $\{P_j\}$ such that $P_j \rightarrow P \in \mathcal{F}$. We have $\mathbb{E}_{\Phi_0 = x}^{P_j} [R_j^{\tau_{x^*}}] \rightarrow \mathbb{E}_{\Phi_0 = x}^{P} [R_j^{\tau_{x^*}}]$ for any $k \in \mathbb{N}$, as $j \rightarrow \infty$. Moreover, by the monotone convergence theorem $\mathbb{E}_{\Phi_0 = x}^{P_j} [R_j^{\tau_{x^*}}] \downarrow 1$ as $k \rightarrow \infty$. Hence, we can pick $k_0$ large enough such that $\mathbb{E}_{\Phi_0 = x}^{P_j} [R_{k_0}^{\tau_{x^*}}] < 1 + \epsilon/4$, and then $j_0$ large enough such that $\left| \mathbb{E}_{\Phi_0 = x}^{P_j} [R_{k_0}^{\tau_{x^*}}] - \mathbb{E}_{\Phi_0 = x}^{P} [R_{k_0}^{\tau_{x^*}}] \right| < \epsilon/4$ for all $j \geq j_0$. Hence, $\mathbb{E}_{\Phi_0 = x}^{P_{j_0 \cap k_0}} [R_{k_0}^{\tau_{x^*}}] < 1 + \epsilon/2$. Contradiction follows by the fact that $R_{k_0} > R_{j_0 \cap k_0}$.

**Corollary 4.** Let Assumptions 1 and 2 hold. Then, Lemma 1 holds for $\mathcal{F}$.

**Proof.** The proof follows by Corollary 13.

**Step 0, Stochastic noise is negligible**

Let us rewrite Eq. (11) as $r_{m+1} = r_m + \gamma_m k_m(r_m) + \epsilon_m$ where $r_m : = \left[\begin{array}{c} \theta_m \\ \Lambda_m \end{array} \right] \in \mathbb{R}^{l+1}$,

$$k_m(r_m) = \left[ \begin{array}{c} -f_m(\theta_m, \Lambda_m) \\ \eta(g_m(\theta_m, \Lambda_m) - 1) \end{array} \right],$$
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\[ \epsilon_m = \left[ \epsilon_m(\theta) \right] = \gamma_m \left[ -F_m \left( \theta_m, \tilde{\Lambda}_m \right) + f_m \left( \theta_m, \tilde{\Lambda}_m \right) \right], \]

\[ g_m \left( \theta_m, \tilde{\Lambda}_m \right) = \mathbb{E}_{\Phi_{t_m} = x}^{\theta_m} \left[ G_m \left( \theta_m, \tilde{\Lambda}_m \right) \right], \text{ and } f_m \left( \theta_m, \tilde{\Lambda}_m \right) = \mathbb{E}_{\Phi_{t_m} = x}^{\theta_m} \left[ F_m \left( \theta_m, \tilde{\Lambda}_m \right) \right]. \]

Notice that for any \( m, \|k_m(r_m)\| < \infty \) and \( \mathbb{E}^{\theta_m}[\epsilon_m] = 0 \); however, the bound over \( \|k_m(r_m)\| \) is not uniform since \( \Lambda_{\theta_m} - \tilde{\Lambda}_m \) might be large.

**Lemma 2.** The sequence \( \{\tilde{\Lambda}_m\} \) is bounded from below by \( \Lambda := \min(\tilde{\Lambda}_0, \alpha C - \eta \gamma_{\max}) \) where \( C \) is a uniform lower bound on the cost function \( C_\theta(\cdot) \).

**Proof.** Recall that the update equation for \( \tilde{\Lambda}_m \) is given as follows:

\[ \tilde{\Lambda}_{m+1} = \tilde{\Lambda}_m + \eta \gamma_m \left( G_m \left( \theta_m, \tilde{\Lambda}_m \right) - 1 \right). \]

If \( \tilde{\Lambda}_m \leq \alpha C \) for some \( m \), then \( \alpha C_\theta(x) - \tilde{\Lambda}_m \geq 0 \) for all \( x \in \mathcal{X} \) and \( \theta \in \mathbb{R}^l \), which implies that \( G_m \left( \theta_m, \tilde{\Lambda}_m \right) \geq 1 \). Hence, \( \tilde{\Lambda}_{m+1} \geq \tilde{\Lambda}_m \). The result follows by the fact that \( \tilde{\Lambda}_{m+1} - \tilde{\Lambda}_m \geq -\eta \gamma_m \) for all \( m \).

**Corollary 5.** \( \{\|k_m(\theta_m, \tilde{\Lambda}_m)\|\} \) is uniformly bounded by \( \text{Const} \times \gamma_m^{-\beta} \) for some \( \text{Const} > 0 \) independent of \( m \).

**Proof.** By Lemma 2 and Assumption 2, we have

\[ 0 < G_m \left( \theta_m, \tilde{\Lambda}_m \right) < \gamma_m^{-\beta} \left( 1 + \sum_{i=0}^{4} \frac{1}{i!} \left( \ln \left( \gamma_m^\beta H_m(\theta, \tilde{\Lambda}_m) \right) \right)^i \right) \left( 1 \left( H_m(\theta, \tilde{\Lambda}_m) > \gamma_m^{-\beta} \right) \right) \]

where \( C \) is a uniform upper bound on the cost function \( C_\theta(\cdot) \). By Lemma 1, \( \mathbb{E}^{\theta}[\left( \tau_{x*} \right)^i] \) is uniformly bounded over \( \theta \in \mathbb{R}^l \) for any fixed \( i \). Hence, \( \mathbb{E}_{\Phi_{t_m} = x}^{\theta_m} \left[ G_m \left( \theta_m, \tilde{\Lambda}_m \right) \right] < \text{Const} \times \gamma_m^{-\beta} \). Similar argument together with Assumption 3, implies that \( \mathbb{E}_{\Phi_{t_m} = x}^{\theta_m} \left[ F_m \left( \theta_m, \tilde{\Lambda}_m \right) \right] \) is uniformly bounded by \( \text{Const} \times \gamma_m^{-\beta} \).

Next, using a standard martingale argument, we show that the stochastic noise is negligible.

**Lemma 3.** \( \sum_m \epsilon_m \) converges with probability 1.

**Proof.** Let us write \( \epsilon_m = \gamma_m(K_m(r_m) - k_m(r_m)) \) where \( K_m(r_m) \) is the stochastic version of \( k_m(r_m) \). Notice that \( \mathbb{E}^{\theta_m}[\epsilon_m|\mathcal{F}_m] = 0 \) where \( \mathcal{F}_m = \{\theta_0, \tilde{\Lambda}_0, \Phi_0, \Phi_1, \ldots, \Phi_{t_m}\} \) is the history of the Markov chain up to time-step \( t_m \). Also, notice that by a similar argument as in Corollary 5, we have \( \mathbb{E}^{\theta_m}[\left\|K_m(r_m) - k_m(r_m)\right\|_2^2|\mathcal{F}_m] \leq \text{Const} \times \gamma_m^{2\beta} \), for some fixed \( \text{Const} > 0 \) independent of \( m \).

Let \( w_n := \sum_{m=1}^{n} \epsilon_m \). Since \( \{\epsilon_m\} \) is a martingale difference sequence, \( \{w_n\}_{n\geq0} \) is a martingale. Notice that

\[ \mathbb{E} \left[ \|w_n\|^2 \right] = \mathbb{E} \left[ \sum_{m=1}^{n} \|\epsilon_m\|^2 \right] \leq \text{Const} \times \sum_{m=1}^{\infty} \gamma_m^{2(1-\beta)}. \]
which is bounded. Using the martingale convergence theorem, \( w_n \to w_\infty \) with probability 1, where \( \mathbb{E}[w_\infty] < \infty \).

**Corollary 6.** The sequence \( \{\tilde{\Lambda}_m\} \) is bounded from above almost surely.

**Proof.** By Lemma 3, \( \sum \epsilon_m(\Lambda) \) converges; hence, there exists \( m_0 > 0 \) such that \( |\epsilon_m(\Lambda)| < 1 \) for any \( m > m_0 \). Also, notice that by Corollary 5, \( \gamma_m \left( g_m(\theta_m, \tilde{\Lambda}_m) - 1 \right) \to 0 \); hence, there exists \( m_1 > m_0 \) such that \( \gamma_m \left( g_m(\theta_m, \tilde{\Lambda}_m) - 1 \right) < \eta^{-1} \) for all \( m > m_1 \).

Notice that if \( \tilde{\Lambda}_m \geq \alpha \mathcal{C} \) then \( \alpha G_m(x) - \tilde{\Lambda}_m \leq 0 \) for all \( x \in \mathcal{X} \) and \( G_m(\theta_m, \tilde{\Lambda}_m) \leq 1 \), and hence \( \tilde{\Lambda}_{m+1} \leq \tilde{\Lambda}_m \). In particular, if \( \tilde{\Lambda}_m \geq 2\alpha \mathcal{C} \), then \( \tilde{\Lambda}_m - \tilde{\Lambda}_{m+1} > \gamma_m \times \text{Const} \) for some fixed and deterministic constant \( \text{Const} > 0 \) independent of \( m \). Since \( \sum \gamma_i \to \infty \), there exists \( m_2 \geq m_1 \) such that \( \tilde{\Lambda}_{m_2} < 2\alpha \mathcal{C} + 2 \) for any \( m > m_2 \) and the result follows.

**Remark 2.** In case we use the update rule given by Eq. (12), the value of \( \{\tilde{\Lambda}_m\} \) stays bounded. Since the error is negligible and \( \gamma_m k_m(r_m) \to 0 \), we can drop the projection after finitely many (random) iterations and the rest of the analysis is similar to the case when there is no projection.

Next, we generalize the above argument to functions of \( r_m \). Let \( \psi_m(\cdot) : \mathbb{R}^{l+1} \to \mathbb{R} \) be a family of functions indexed by \( m \in \mathbb{N} \). We want to study the changes in \( \psi_m(\cdot) \) based on the update rule of \( r_m \). We call \( \{\psi_m(\cdot)\} \) a “family of Lyapunov functions” if \( \{\psi_m(\cdot)\} \), \( \{\nabla \psi_m(\cdot)\} \), and \( \{\nabla^2 \psi_m(\cdot)\} \) are uniformly bounded over \( (\theta, \Lambda) \in \mathbb{R}^l \times I \) for any interval \( I = [a, b] \), and moreover,

\[
\sup_{m=0}^\infty \sup_{r \in \mathbb{R}^l \times I} |\psi_{m+1}(r) - \psi_m(r)| < \infty
\]

Given a family of Lyapunov functions \( \{\psi_m(\cdot)\} \), let us rewrite \( \psi_{m+1}(r_{m+1}) \) as follows

\[
\psi_{m+1}(r_{m+1}) = \psi_{m+1}(r_{m+1}) - \psi_{m}(r_{m+1}) + \psi_{m}(r_{m+1}) \\
= \psi_{m+1}(r_{m+1}) - \psi_{m}(r_{m+1}) + \psi_{m}(r_{m} + \gamma_m k_m(r_{m}) + \epsilon_m) \\
= \psi_{m}(r_{m}) + \gamma_m \nabla \psi_{m}(r_{m}) \cdot k_m(r_{m}) + \Delta_m(\psi_m) + (\psi_{m+1}(r_{m+1}) - \psi_{m}(r_{m+1})),
\]

where \( \Delta_m(\psi_m) := \psi_{m}(r_{m+1}) - \psi_{m}(r_{m}) - \gamma_m \nabla \psi_{m}(r_{m}) \cdot k_m(r_{m}) \). Notice that \( \Delta_m(\psi_m) \) is related to the second term in Taylor expansion of \( \psi_{m}(r_{m+1}) \). We will show that for any family of Lyapunov functions \( \{\psi_m(\cdot)\} \), the sequence \( \{\Delta_m(\psi_m)\} \) is summable.

**Lemma 4.** For any family of Lyapunov functions \( \{\psi_m(\cdot)\} \), \( \sum \Delta_m(\psi_m) \) converges with probability 1.

**Proof.** Consider a sample path of \( \{r_m\} \). By Lemma 2 and Corollary 6, with probability 1 there exists \( I \subset \mathbb{R} \) such that \( \{r_m\} \subset \mathbb{R}^l \times I \). By Taylor expansion of \( \psi_{m}(r_{m+1}) \), we have

\[
\nabla \psi_{m}(r_{m}) \cdot \epsilon_m - D_m(I) \|r_{m+1} - r_m\|^2 \leq \Delta_m(\psi_m) \leq \nabla \psi_{m}(r_{m}) \cdot \epsilon_m + D_m(I) \|r_{m+1} - r_m\|^2
\]
where $D_m(I)$ is the upper bound of $\{\nabla^2 \psi_m(\cdot)\}$ over $\mathbb{R}^l \times I$. Notice that
\[
\|r_{m+1} - r_m\|^2 \leq 2\gamma_m^2 \|k_m(r_m)\|^2 + 2 \|e_m\|^2 < \text{Const} \times \gamma_m^{2-2\beta} + 2 \|e_m\|^2,
\]
which is summable. Next, we show that $\{\nabla \psi_m(r_m) \cdot e_m\}$ is summable with probability 1.

For any fixed $\bar{\tau} \in \mathbb{R}_{>0}$, let us define $w_n(\bar{\tau}) := \sum_{m=1}^{\infty} D(\bar{\tau}) \nabla \psi_m(r_m) \cdot e_m$, where
\[
D(\bar{\tau}) := \inf \left\{ m : \mathbb{E} \left[ \|\nabla \psi_m(r_m) \cdot e_m\|^2 \right| \mathcal{F}_m \right] > \bar{\tau}^{-2(1-\beta)} \right\} - 1
\]
is a constant that depends on the sequence $\{r_m\}$. Notice that $\{w_n(\bar{\tau})\}$ is a martingale difference sequence with bounded second moments; hence, it converges. Since $\{r_m\} \subset \mathbb{R}^l \times I$ for some $I \in \mathbb{R}$ with probability 1, and $\mathbb{E} \left[ \|e_m\|^2 \right| \mathcal{F}_m] \leq \text{Const} \times \gamma_m^{2(1-\beta)}$, for almost every sample path there exists a large enough $\bar{\tau} \in \mathbb{R}_{>0}$ such that $D(\bar{\tau}) = \infty$. Hence, $\nabla \psi_m(r_m) \cdot e_m$ is summable and the result follows.

For the rest of the proof, we consider a fixed sample path for which the stochastic noise is summable, including $e_m$ as well as $\Delta_m(\psi_m)$ for any family of Lyapunov functions $\{\psi_m\}$ that will be considered below. Notice that with probability 1 all these errors are summable, hence, almost every sample path is considered.

Our analysis in the rest of the proof is based on the Taylor expansion of function $g_m(\theta, \cdot)$ and $f_m(\theta, \cdot)$ around the corresponding fixed point $\Lambda^{(M)}_\theta$. To ensure the error term of the Taylor expansion is bounded, we need the following result. This is the reason why we needed that many terms in the definition of $g^M(\theta, \Lambda)$.

**Corollary 7.** There exists $\delta_1 < \delta_0$ for which $\frac{\partial^2 f^{(M)}(\theta, \Lambda)}{\partial \Lambda^2}$ and $\frac{\partial^3 f^{(M)}(\theta, \Lambda)}{\partial \Lambda^3}$ are uniformly bounded over $\theta \in \mathbb{R}^l$, $\Lambda_\theta - \Lambda < \delta_1$, and $M > 1$.

**Proof.** The proof follows by Lemma 17 and simple algebra. In particular, one can calculate $\frac{\partial^2 f^{(M)}(\theta, \Lambda)}{\partial \Lambda^2}$ and $\frac{\partial^3 f^{(M)}(\theta, \Lambda)}{\partial \Lambda^3}$ interchanging expectation and derivative (governed by Assumptions 2 and 3, and Lemma 1) and follow a similar argument as in the proof of Lemma 17.

Notice that by Lemma 17 and Corollary 7, $\frac{\partial g_m(r)}{\partial \Lambda}$, $\frac{\partial^2 g_m(r)}{\partial \Lambda^2}$, and $\frac{\partial^3 g_m(r)}{\partial \Lambda^3}$ are all uniformly bounded for any $r = (\theta, \Lambda)$ such that $\Lambda_\theta - \Lambda < \delta_0$. Hence, for $\Lambda_\theta - \Lambda < \delta_0$ we can write
\[
\begin{align*}
g_m(\theta, \Lambda) &= 1 + \frac{\partial g_m(\theta, \Lambda^{(M)}_\theta)}{\partial \Lambda} \left( \Lambda - \Lambda^{(M)}_\theta \right) + O \left( \left( \Lambda - \Lambda^{(M)}_\theta \right)^2 \right) \\
f_m(\theta, \Lambda) &= -\frac{\partial g_m(\theta, \Lambda^{(M)}_\theta)}{\partial \Lambda} \nabla_\theta \Lambda^{(M)}_\theta + \frac{\partial^2 f_m(\theta, \Lambda^{(M)}_\theta)}{\partial \Lambda^2} \left( \Lambda - \Lambda^{(M)}_\theta \right) + O \left( \left( \Lambda - \Lambda^{(M)}_\theta \right)^3 \right)
\end{align*}
\]
(21)

Finally, recall that by Corollary 15, $\nabla_\theta \Lambda^{(M)}_\theta$ and $\nabla^2_\theta \Lambda^{(M)}_\theta$ are uniformly bounded.
Step I. Convergence of $\Lambda_{\theta_m}$:

Let us first introduce the two family of Lyapunov functions that will be used to establish the convergence of $\Lambda_{\theta_m}$. Each family of Lyapunov functions is applied to a different region characterized by $(\tilde{\Lambda}_m, \Lambda_{\theta_m}^{(M)})$. The first family of Lyapunov functions is $\phi_m(\theta, \Lambda) = \Lambda - \Lambda_{\theta_m}^{(M)}$ which gives positive ‘drift’ in the region where $0 < \Lambda_{\theta_m}^{(M)} - \Lambda < \zeta_1$ for sufficiently small $\zeta_1 > 0$. The second family of Lyapunov functions is $\psi_m(\theta, \Lambda) = \Lambda_{\theta_m}^{(M)} + (6\zeta_2)^{-1}(\Lambda - \Lambda_{\theta_m}^{(M)})^2$ which gives negative drift in the region where $|\Lambda - \Lambda_{\theta_m}| \leq \zeta_2$ for sufficiently small $\zeta_2 > 0$ and all large enough $m$.

As the first step, we show that the value of $\Lambda_{\theta_m} - \tilde{\Lambda}_m$ gets close to 0 infinitely many times.

**Lemma 5.** $\liminf_{m \to \infty} |\Lambda_{\theta_m} - \tilde{\Lambda}_m| = 0$

**Proof.** For the sake of contradiction, suppose that $\liminf |\Lambda_{\theta_m} - \tilde{\Lambda}_m| > 0$. Hence, there exists $\varepsilon > 0$ such that $|\Lambda_{\theta_m} - \tilde{\Lambda}_m| > \varepsilon$ for all large $m$. Since $|\theta_{m+1} - \theta_m| \to 0$ and $\nabla_{\theta} \Lambda_{\theta}$ is uniformly bounded, we have $|\Lambda_{\theta_{m+1}} - \Lambda_{\theta_m}| \to 0$. We also have $|\tilde{\Lambda}_{m+1} - \tilde{\Lambda}_m| \to 0$. Hence, either $\Lambda_{\theta_m} - \tilde{\Lambda}_m > \varepsilon$ for all large enough $m$, or $\Lambda_{\theta_m} - \tilde{\Lambda}_m < -\varepsilon$ for all large enough $m$. Without loss of generality suppose that $\Lambda_{\theta_m} - \tilde{\Lambda}_m > \varepsilon$ for all large enough $m$. By Lemma 13, for all large $m$ we have $\Lambda_{\theta_m} - \Lambda_{\theta_m}^{(M)} < \varepsilon/2$. Hence, for all large enough $m$, we have $\Lambda_{\theta_m}^{(M)} - \tilde{\Lambda}_m > \varepsilon/2$.

Notice that there exists $\Lambda \in [\tilde{\Lambda}_m, \Lambda_{\theta_m}^{(M)}]$ such that

$$0 < g_m(\theta_m, \tilde{\Lambda}_m) - g_m(\theta_m, \Lambda_{\theta_m}^{(M)}) = \left(\Lambda_{\theta_m}^{(M)} - \tilde{\Lambda}_m\right) \times \left|\frac{d\phi_m(\theta_m, \Lambda)}{d\Lambda}\right|.$$ 

By Lemma 16, $\left|\frac{d\phi_m(\theta, \Lambda)}{d\Lambda}\right|$ is uniformly bounded away from 0 over $\theta \in \mathbb{R}^l$, $M \in (1, \infty)$ and $\Lambda \in [\Lambda, 2\alpha C + 2]$. Hence, $g_m(\theta_m, \tilde{\Lambda}_m)$ is uniformly bounded away from 1 for all large values of $m$, and we have

$$\liminf_{m \to \infty} g_m(\theta_m, \tilde{\Lambda}_m) - 1 > 0.$$

Contradiction follows by the fact that given the above inequality, the right-hand side of the following equality goes to $+\infty$ as $k \to \infty$ for all large values of $m$:

$$\tilde{\Lambda}_{m+k} = \tilde{\Lambda}_m + \eta \sum_{i=m}^{m+k-1} \gamma_i \left(g_i \left(\theta_i, \tilde{\Lambda}_i\right) - 1\right) + \sum_{i=m}^{m+k-1} \epsilon_i(\Lambda).$$

Next, we show that $\liminf_{m \to \infty} \Lambda_{\theta_m} - \Lambda_{\theta_m}^{(M)} > 0$, using $\{\phi_m(\cdot)\}$ as the family of Lyapunov functions. We first show that $\phi_m(\theta, \Lambda)$ gives positive drift as long as $0 < \Lambda_{\theta_m}^{(M)} - \Lambda < \zeta_1$ for sufficiently small $\zeta_1 > 0$. We then show that this drift will keep $\phi_m(r_m)$ above zero most often, i.e., $\liminf_{m \to \infty} \phi_m(r_m) \geq 0$.

**Lemma 6.** $\phi_m(\theta, \Lambda) = \Lambda - \Lambda_{\theta_m}^{(M)}$ is a family of Lyapunov functions. Moreover, there exists small enough $\zeta_1 > 0$ independent of $m$ such that for all $0 < \Lambda_{\theta_m}^{(M)} - \Lambda < \zeta_1$ we have

$$\nabla \phi_m(\theta, \Lambda) : k_m(\theta, \Lambda) > 0.$$
For the sake of contradiction, suppose that \( \lim \inf \) Proof. By Lemma 17 and the assumption on \( \{ M_m \}_{m \geq 0}, \{ \phi_m(\cdot) \} \) is a family of Lyapunov functions. Using the Taylor expansion given by Eq. (21), we have

\[
\nabla \phi_m(\theta, \Lambda) \cdot k_m(\theta, \Lambda) = -\frac{d g_m(\theta, \Lambda_{\theta}^{(M_m)})}{d \Lambda} \left\| \nabla \Lambda_{\theta}^{(M_m)} \right\|^2 \\
+ \frac{d g_m(\theta, \Lambda_{\theta}^{(M_m)})}{d \Lambda} \left( \Lambda - \Lambda_{\theta}^{(M_m)} \right) + O \left( \left( \Lambda - \Lambda_{\theta}^{(M_m)} \right)^2 \right) \\
+ \eta \frac{d g_m(\theta, \Lambda_{\theta}^{(M_m)})}{d \Lambda} \left( \Lambda - \Lambda_{\theta}^{(M_m)} \right) + O \left( \left( \Lambda - \Lambda_{\theta}^{(M_m)} \right)^2 \right)
\]

\[
\geq -\frac{d g_m(\theta, \Lambda_{\theta}^{(M_m)})}{d \Lambda} \left\| \nabla \Lambda_{\theta}^{(M_m)} \right\|^2 \\
- \left( \left\| \nabla \phi_{M_{(M_m)}}(\Lambda_{\theta}^{(M_m)}) \right\|^2 \Lambda_{\theta}^{(M_m)} - \Lambda \right)^{0.5} - \frac{d g_m(\theta, \Lambda_{\theta}^{(M_m)})}{d \Lambda} \left( \Lambda_{\theta}^{(M_m)} - \Lambda \right)^{1.5}
\]

Notice that by Lemma 16, \( -\frac{d g_m(\theta, \Lambda_{\theta}^{(M_m)})}{d \Lambda} \) is positive and is bounded away from zero, uniformly over \( \theta \in \mathbb{R}^l \) and \( m \in \mathbb{N} \). Hence, by Lemma 17, we can pick \( \zeta_1 \) small enough so that \( \nabla \phi_m(\theta, \Lambda) \cdot k_m(\theta, \Lambda) \geq 0 \) given \( 0 < \Lambda_{\theta}^{(M_m)} - \Lambda < \zeta_1 \).

Corollary 8. Suppose that for all \( i \in \{ m, m + 1, \cdots, n \} \), we have \( 0 < \Lambda_{\theta_i}^{(M_i)} - \tilde{\Lambda}_i < \zeta_1 \). Then, \( \phi_n(r_n) \leq \phi_m(r_m) + \sum_{i=m}^{n-1} \Delta_i(\phi_i) + \sum_{i=m+1}^{n-1} \Lambda_{\theta_{i+1}}^{(M_{i+1})} - \Lambda_{\theta_i}^{(M_i)} \).

Proof. The proof follows by repetitive use of Eq. (20) and Lemma 6.

Lemma 7. \( \lim \inf_{m \to \infty} \tilde{\Lambda}_m - \Lambda_{\theta_m}^{(M_m)} \geq 0 \).

Proof. For the sake of contradiction, suppose that \( \lim \inf_{m \to \infty} \tilde{\Lambda}_m - \Lambda_{\theta_m}^{(M_m)} = -\varepsilon < 0 \). By Lemma 5 and the contradiction assumption, the value of \( \tilde{\Lambda}_m - \Lambda_{\theta_m}^{(M_m)} \) bounces between values close to 0 and \( -\varepsilon \) infinitely many times. Hence, there are infinitely many disjoint subsequences \( \{ m, m+1, \cdots, n \} \) such that

\[
- (\zeta_1 \wedge \varepsilon) < \tilde{\Lambda}_m - \Lambda_{\theta_m}^{(M_m)} < -2(\zeta_1 \wedge \varepsilon)/3,
\]

\[
- (\zeta_1 \wedge \varepsilon)/3 < \tilde{\Lambda}_m - \Lambda_{\theta_m}^{(M_m)} < 0, \text{ and}
\]

\[
- 2(\zeta_1 \wedge \varepsilon)/3 < \tilde{\Lambda}_m - \Lambda_{\theta_m}^{(M_m)} < -(\zeta_1 \wedge \varepsilon)/3, \quad \forall i \in \{ m+1, \cdots, n-1 \}.
\]
Notice that for any such subsequence, we have $\phi_n(r_n) - \phi_m(r_m) > (\zeta_1 \wedge \varepsilon)/3$. On the other hand, by Corollary 8, for any such subsequence we have

$$\phi_n(r_n) \leq \phi_m(r_m) + \sum_{i=m}^{n-1} \Delta_i(\phi_i) + \sum_{i=m}^{n-1} \Lambda_{\theta_{i+1}}(M_{i+1}) - \Lambda_{\theta_{i+1}}(M_i).$$

Notice that the sequence $\{\Delta_i(\phi_i)\}$ is summable, hence, for all $m$ large enough we have $\sum_{i=m}^{n-1} \Delta_i(\phi_i) < (\zeta_1 \wedge \varepsilon)/6$. Similarly, by the choice of $\{M_i\}$, the sequence $\Lambda_{\theta_{i+1}}(M_{i+1}) - \Lambda_{\theta_{i+1}}(M_i)$ is summable and for all large enough $m$ we have $\sum_{i=m}^{n-1} \Lambda_{\theta_{i+1}}(M_{i+1}) - \Lambda_{\theta_{i+1}}(M_i) < (\zeta_1 \wedge \varepsilon)/6$. Contradiction follows. 

**Corollary 9.** $\liminf_{m \to \infty} \lambda_m - \Lambda_{\theta_m} \geq 0$.

**Proof.** Follows by Corollary 14 and Lemma 7. 

Next, we show that $\limsup_{m \to \infty} \lambda_m - \Lambda_{\theta_m} \leq 0$, using both families $\{\phi_m(\theta, \Lambda)\}$ and $\{\psi_m(\theta, \Lambda)\}$. We first show that $\{\psi_m(\theta, \Lambda)\}$ has negative drift as long as $|\Lambda - \Lambda_\theta|$ is small enough. Hence, in a time interval in which the value of $|\lambda_m - \Lambda_{\theta_m}|$ remains small, the value of $\psi_m(r_m)$ cannot increase by much. This implies that the value of $\lambda_m$ and $\Lambda_{\theta_m}$ cannot increase by much either. Using these observations, we then show that if $\limsup_{m \to \infty} \lambda_m - \Lambda_{\theta_m} > 0$ then the value of $\lambda_m$ diverges to $-\infty$. This is done by breaking down the time-steps to different cycles, where at ‘even’ cycles the value of $|\lambda_m - \Lambda_{\theta_m}|$ remains small, but at ‘odd’ cycles $\lambda_m - \Lambda_{\theta_m}$ is bounded away from zero and is positive. Applying $\{\psi_m(\cdot)\}$ as the family of Lyapunov functions to ‘even’ cycles, we know that during any such cycle, the value of $\lambda_m$ cannot increase by much. On the contrary, applying $\phi(\cdot)$ as the Lyapunov function to ‘odd’ cycles shows that during any such cycle, the value of $\lambda_m$ decreases by a constant. Hence, $\lambda_m$ cannot remain bounded and contradiction follows.

**Lemma 8.** For any fixed $\zeta_2 > 0$, $\psi_m(\theta, \Lambda) = \Lambda_\theta^{(M_m)} + (6\zeta_2)^{-1}(\Lambda - \Lambda_\theta^{(M_m)})^2$ is a family of Lyapunov functions. Moreover, there exists a small enough $\zeta_2 > 0$ independent of $m$ such that for all $|\Lambda - \Lambda_\theta^{(M_m)}| < \zeta_2$, we have

$$\nabla \psi_m(\theta, \Lambda) \cdot k_m(\theta, \Lambda) \leq 0.$$

**Proof.** Notice that

$$|\psi_{m+1}(r) - \psi_m(r)| \leq \left(\Lambda_\theta^{(M_{m+1})} - \Lambda_\theta^{(M_m)}\right) \left(1 + \frac{1}{6\zeta_2} \left(|\Lambda - \Lambda_\theta^{(M_{m+1})}| + |\Lambda - \Lambda_\theta^{(M_m)}|\right)\right).$$

Therefore, by Assumption 2, Lemma 17 and the assumption on $\{M_m\}_{m \geq 0}$, $\{\psi_m(\cdot)\}$ is a family of
Using Cauchy–Schwarz inequality, we get

\[
\nabla \psi_m(\theta, \Lambda) \cdot k_m(\theta, \Lambda) \\
= \frac{dg_m(\theta, \Lambda_\theta^{(M_m)})}{d\Lambda} \left\| \nabla_\theta \Lambda_\theta^{(M_m)} \right\|^2 - \left( \Lambda - \Lambda_\theta^{(M_m)} \right) \frac{d f_m(\theta, \Lambda_\theta^{(M_m)})}{d\Lambda} \cdot \nabla_\theta \Lambda_\theta^{(M_m)} \\
- \left( \Lambda - \Lambda_\theta^{(M_m)} \right)^2 \frac{d^2 f_m(\theta, \Lambda_\theta^{(M_m)})}{d\Lambda^2} \cdot \nabla_\theta \Lambda_\theta^{(M_m)} + O \left( \left( \Lambda - \Lambda_\theta^{(M_m)} \right)^3 \right) \\
+ \frac{1}{3\zeta_2} \left( \Lambda - \Lambda_\theta^{(M_m)} \right) \frac{dg_m(\theta, \Lambda_\theta^{(M_m)})}{d\Lambda} \left\| \nabla_\theta \Lambda_\theta^{(M_m)} \right\|^2 \\
+ \frac{1}{3\zeta_2} \left( \Lambda - \Lambda_\theta^{(M_m)} \right)^2 \frac{d f_m(\theta, \Lambda_\theta^{(M_m)})}{d\Lambda} \cdot \nabla_\theta \Lambda_\theta^{(M_m)} + O \left( \left( \Lambda - \Lambda_\theta^{(M_m)} \right)^3 \right) \\
+ \frac{\eta}{3\zeta_2} \left( \Lambda - \Lambda_\theta^{(M_m)} \right)^2 \frac{dg_m(\theta, \Lambda_\theta^{(M_m)})}{d\Lambda} + O \left( \left( \Lambda - \Lambda_\theta^{(M_m)} \right)^3 \right).
\]

Using Cauchy–Schwarz inequality, we get

\[
\nabla \psi_m(\theta, \Lambda) \cdot k_m(\theta, \Lambda) \\
\leq \frac{dg_m(\theta, \Lambda_\theta^{(M_m)})}{d\Lambda} \left\| \nabla_\theta \Lambda_\theta^{(M_m)} \right\|^2 \left( 1 - \frac{1}{3\zeta_2} \left| \Lambda - \Lambda_\theta^{(M_m)} \right| \right) \\
+ \left| \Lambda - \Lambda_\theta^{(M_m)} \right| \left\| \nabla_\theta \Lambda_\theta^{(M_m)} \right\| \left\| \frac{d f_m(\theta, \Lambda_\theta^{(M_m)})}{d\Lambda} \right\| \left( 1 + \frac{1}{3\zeta_2} \left| \Lambda - \Lambda_\theta^{(M_m)} \right| \right) \\
+ \left( \Lambda - \Lambda_\theta^{(M_m)} \right)^2 \left\| \nabla_\theta \Lambda_\theta^{(M_m)} \right\| \left\| \frac{d^2 f_m(\theta, \Lambda_\theta^{(M_m)})}{d\Lambda^2} \right\| + \frac{\eta}{3\zeta_2} \left( \Lambda - \Lambda_\theta^{(M_m)} \right)^2 \frac{dg_m(\theta, \Lambda_\theta^{(M_m)})}{d\Lambda} \\
+ O \left( \left( \Lambda - \Lambda_\theta^{(M_m)} \right)^3 \right).
\]

Notice that by Lemma 16, \(\frac{dg_m(\theta, \Lambda_\theta^{(M_m)})}{d\Lambda}\) is uniformly negative. Moreover, all the other derivative terms are uniformly bounded. Next, we show that by choosing \(\zeta_2\) small enough, the first and the last terms dominate all the other terms. Specifically, assuming \(\left| \Lambda - \Lambda_\theta^{(M_m)} \right| < \zeta_2\), where

\[
0 < \zeta_2 < \eta \times \left[ \inf_{\theta \in \mathbb{R}^l, M > 1} \left| \frac{dg^M(\theta, \alpha \overline{\Theta})}{d\Lambda} \right|^2 \right] \left/ \left[ \sup_{\theta \in \mathbb{R}^l, M > 1} \left| \frac{df^M(\theta, \Lambda_\theta^{(M)})}{d\Lambda} \right|^2 \right] \right.,
\]
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we have
\[ \nabla \psi_m(\theta, \Lambda) \cdot k_m(\theta, \Lambda) \]
\[ \leq \frac{d g_m(\theta, \Lambda^{(M_m)})}{d \Lambda} \left( \sqrt{\frac{2}{3}} \left\| \nabla \Lambda(\theta, \Lambda^{(M_m)}) \right\| - \sqrt{\frac{\eta}{6 \zeta_2}} |\Lambda - \Lambda^{(M_m)}| \right)^2 \]
\[ - \frac{1}{6 \zeta_2} \left( \Lambda - \Lambda^{(M_m)} \right)^2 \left( - \eta \frac{d g_m(\theta, \Lambda^{(M_m)})}{d \Lambda} \right) \]
\[ - 6 \zeta_2 \left\| \nabla \Lambda(\theta, \Lambda^{(M_m)}) \right\| \left\| \frac{d^2 f_m(\theta, \Lambda^{(M_m)})}{d \Lambda^2} \right\| + O \left( \Lambda - \Lambda^{(M_m)} \right) \leq 0 \]
where the last inequality follows by the small choice of \( \zeta_2 \). Notice that by Lemma 17 and Corollary 15, \( \left\| \nabla \Lambda(\theta, \Lambda^{(M_m)}) \right\|, \left\| \frac{d f_m(\theta, \Lambda^{(M_m)})}{d \Lambda} \right\|, \left\| \frac{d^2 f_m(\theta, \Lambda^{(M_m)})}{d \Lambda^2} \right\| \), and the error term of the Taylor expansion over \( |\Lambda - \Lambda^{(M_m)}| < \zeta_2 \) are all uniformly bounded for small enough \( \zeta_2 \). Moreover, by Lemma 16, \( \frac{d g_m(\theta, \Lambda^{(M_m)})}{d \Lambda} < 0 \) and it is uniformly bounded away from zero over \( \theta \in \mathbb{R}^l \) and \( m \in \mathbb{N} \).

**Corollary 10.** Fix a constant \( \nu < \zeta_2 \). Suppose that for some \( m \) and \( n \) \((m < n)\), we have
\[ |\tilde{\Lambda}_i - \Lambda^{(M_i)}_{\theta_i}| < \zeta_2, \quad \forall i \in \{m+1, m+2, \ldots, n-1\}, \]
\[ |\tilde{\Lambda}_i - \Lambda^{(M_i)}_{\theta_i}| \leq \nu, \quad i \in \{m, n\}. \]

Then,
\[ \Lambda^{(M_m)} - \Lambda^{(M_n)} \leq \frac{\nu^2}{3 \zeta_2} + 2 \nu + \sum_{i=m}^{n-1} |\psi_{i+1}(r_{i+1}) - \psi_i(r_{i+1})|, \]
\[ \tilde{\Lambda}_n \leq \tilde{\Lambda}_m + \frac{\nu^2}{3 \zeta_2} + 2 \nu + \sum_{i=m}^{n-1} |\psi_{i+1}(r_{i+1}) - \psi_i(r_{i+1})|. \]

**Proof.** By Lemma 8, using telescoping sum we have
\[ |\psi_n(r_n) - \psi_m(r_m)| \leq \psi_m(r_m) + \sum_{i=m}^{n-1} |\psi_{i+1}(r_{i+1}) - \psi_i(r_{i+1})|. \]

The result follows by the fact that \( |\psi_i(r_i) - \Lambda^{(M_i)}_{\theta_i}| < \frac{\nu^2}{6 \zeta_2} \) and \( |\tilde{\Lambda}_i - \Lambda^{(M_i)}_{\theta_i}| < \nu \) for \( i \in \{m, n\} \).

**Lemma 9.** \( \limsup_{m \to \infty} \tilde{\Lambda}_m - \Lambda^{(M_m)} \leq 0 \)

**Proof.** For the sake of contradiction, suppose that \( \limsup_{m \to \infty} \tilde{\Lambda}_m - \Lambda^{(M_m)} > 0 \). Let \( \zeta = \zeta_1 \wedge \zeta_2 \wedge \delta_1 \), where the value of \( \delta_1 \) is given by Corollary 7. Let \( A \in (0, \zeta) \) to be small enough such that
\[ \limsup_{m \to \infty} \tilde{\Lambda}_m - \Lambda^{(M_m)} > A, \]
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and suppose that \( \limsup_{m \to \infty} \sup_{\theta \in \mathbb{R}^l} g_m(\theta, \Lambda^{(M_m)} + A/2) = 1 - \varepsilon \) for some \( \varepsilon > 0 \). The fact that \( \varepsilon > 0 \) follows by Lemma 16, using a similar argument as in the proof of Lemma 5. Fix \( \nu \in (0, A/2) \).

Let \( \{m_0, m_1, m_2, \ldots\} \) be a sequence of integers such that for any \( k \in \mathbb{N}_0 \), during the \( k \)th even cycle (from time-step \( m_{2k} \) to \( m_{2k+1} - 1 \)) we have

\[
\begin{align*}
|\Lambda_{m_{2k}} - \Lambda^{(M_{m_{2k}})}_{\theta_{m_{2k}}}| &\leq \nu, \\
0 < \Lambda_{m_{2k+1}} - \Lambda^{(M_{m_{2k+1}-1})}_{\theta_{m_{2k+1}-1}} &\leq \nu
\end{align*}
\]

and during the \( k \)th odd cycle (from time-step \( m_{2k+1} \) to \( m_{2k+1} + 1 \)), we have

\[
\exists a_{2k+1}, b_{2k+1} : \nu \leq \Lambda_{a_{2k+1}} - \Lambda^{(M_{a_{2k+1}})}_{\theta_{a_{2k+1}}} < \frac{A}{2}, \quad A < \Lambda_{b_{2k+1}} - \Lambda^{(M_{b_{2k+1}})}_{\theta_{b_{2k+1}}},
\]

and

\[
\frac{A}{2} \leq \Lambda_{m} - \Lambda^{(M_{m})}_{\theta_{m}} \leq A, \quad \forall m : a_{2k+1} < m < b_{2k+1},
\]

\[
\tilde{\Lambda}_{m} - \Lambda^{(M_{m})}_{\theta_{m}} \geq \nu, \quad \forall m \in \{m_{2k+1}, \cdots, m_{2(k+1)} - 1\}.
\]

In particular, at the beginning and the end of each even cycle, the value of \( |\Lambda_{m} - \Lambda^{(M_{m})}_{\theta_{m}}| \) is smaller than \( \nu \). Moreover, \( |\Lambda_{m} - \Lambda^{(M_{m})}_{\theta_{m}}| < A \) during any such cycle. On contrary, \( |\Lambda_{m} - \Lambda^{(M_{m})}_{\theta_{m}}| \geq \nu \) during any even cycle, and the value of \( |\Lambda_{m} - \Lambda^{(M_{m})}_{\theta_{m}}| \) crosses \( A \) at some point.

Notice that by the contradiction assumption and Lemma 5, such a sequence \( \{m_i\} \subset \mathbb{N} \) exists. We assume \( m_0 \) is large enough so that for all \( m \geq m_0 \), if \( \Lambda - \Lambda^{(M_{m})}_{\theta_{m}} \geq A/2 \), then \( g_m(\theta, \Lambda) \leq 1 - \varepsilon/2 \) for any \( \theta \in \mathbb{R}^l \).

Consider the \( k \)th even cycle. By the choice of \( A, \nu \) and Corollary 10, we have

\[
\tilde{\Lambda}_{m_{2k+1}+1} - \Lambda_{m_{2k}} \leq \frac{\nu^2}{3\kappa} + 2\nu + \sum_{m=m_{2k}}^{m_{2k}+1-1} \Delta_m(\psi_m) + \sum_{m=m_{2k}}^{m_{2k}+1-1} |\psi_{m+1}(r_{m+1}) - \psi_m(r_{m+1})|.
\]

Hence, by choosing \( \nu \) to be small enough and \( m_0 \) to be large enough, we can make \( \tilde{\Lambda}_{m_{2k+1}+1} - \Lambda_{m_{2k}} \) to be as small as we like. That is to say, the value of \( \tilde{\Lambda}_{m} \) cannot increase that much at any even cycle.

Next, let us consider the \( k \)th odd cycle. Using \( \{\phi_m(\cdot)\} \) as the family of Lyapunov functions, we have

\[
\phi_{b_{2k+1}}(r_{b_{2k+1}}) = \phi_{a_{2k+1}}(r_{a_{2k+1}}) + \sum_{m=a_{2k+1}}^{b_{2k+1}+1-1} \gamma_m \nabla \phi_m(r_m) \cdot k_m(r_m)
\]

\[
+ \sum_{m=a_{2k+1}}^{b_{2k+1}+1-1} \Delta_m(\phi_m) + \sum_{m=a_{2k+1}}^{b_{2k+1}+1-1} \Lambda(\Lambda_{m+1}) - \Lambda(\Lambda_{m}).
\]

Let \( C_1 > 0 \) be a uniform upper bound on \( |\nabla \phi_m(r_m) \cdot k_m(r_m)| \) independent of \( m \). The existence of such an upper bound is guaranteed by Lemma 17 and the choice of \( \zeta \). We have

\[
\frac{A}{2} < \phi_{b_{2k+1}}(r_{b_{2k+1}}) - \phi_{a_{2k+1}}(r_{a_{2k+1}})
\]

\[
\leq \sum_{m=a_{2k+1}}^{b_{2k+1}+1-1} \gamma_mC_1 + \sum_{m=a_{2k+1}}^{b_{2k+1}+1-1} \Delta_m(\phi_m) + \sum_{m=a_{2k+1}}^{b_{2k+1}+1-1} \Lambda(\Lambda_{m+1}) - \Lambda(\Lambda_{m}).
\]
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Assuming $m_0$ is large enough (so that $\gamma_{a_{2k+1}}$ as well as the error term is small), we have

$$\frac{A}{4C_1} < \sum_{m = a_{2k+1} + 1}^{b_{2k+1} - 1} \gamma_m.$$  

(22)

Now, using Eq. (22), the fact that $g(m(r_m)) < 1 - \varepsilon/2$ for all $a_{2k+1} < m < b_{2k+1}$, the fact that $g(r_m) \leq 1$ for all $m_{2k+1} - 1 \leq m < m_{2(k+1)} - 1$, and assuming $m_0$ is large enough, we have

$$\tilde{\Lambda}_{m_{2(k+1)}} = \tilde{\Lambda}_{m_{2k+1} - 1} + \sum_{m = m_{2k+1} - 1}^{m_{2(k+1)} - 1} \gamma_m \eta(g(r_m) - 1) + \sum_{m = m_{2k+1} - 1}^{m_{2(k+1)} - 1} \epsilon_m(\Lambda)$$

$$\leq \tilde{\Lambda}_{m_{2k+1} - 1} + \sum_{m = m_{2k+1} + 1}^{b_{2k+1} - 1} \gamma_m \eta(g(r_m) - 1) + \sum_{m = m_{2k+1} - 1}^{m_{2(k+1)} - 1} \epsilon_m(\Lambda)$$

$$\leq \tilde{\Lambda}_{m_{2k+1} - 1} - \frac{A}{4C_1} \times \frac{\varepsilon}{2} \eta + \sum_{m = m_{2k+1} - 1}^{m_{2(k+1)} - 1} \epsilon_m(\Lambda) \leq \tilde{\Lambda}_{m_{2k+1} - 1} - \frac{A \varepsilon}{16C_1} \eta.$$

Notice that we can pick $m_0$ to be large enough such that the error terms are all sufficiently small. This follows by the assumption on $\{M_m\}_{m \geq 0}$ and the fact that the error in the approximation of the family of Lyapunov functions is summable. Hence, at any odd cycle, the value of $\tilde{\Lambda}_m$ decreases by a constant independent of $\nu$ (for all sufficiently small choices of $\nu > 0$). This implies that $\tilde{\Lambda}_m \to -\infty$ which is a contradiction.

**Corollary 11.** $\limsup_{m \to \infty} \tilde{\Lambda}_m - \Lambda_\theta \leq 0$.

**Proof.** Follows by Corollary 14 and Lemma 9.

**Corollary 12.** $\lim_{m \to \infty} \tilde{\Lambda}_m - \Lambda_{\theta_m} = 0$. Moreover, $\lim_{m \to \infty} \Lambda_{\theta_m} = \Lambda^*$ for some constant $\Lambda^* \in [-\alpha_8, \alpha_8]$.

**Proof.** The first part follows by Corollary 9 and Corollary 11. Hence, for any $0 < \nu < \zeta_2$ there exists $m_0(\nu)$ large enough so that for all $m > m_0(\nu)$, we have $|\tilde{\Lambda}_m - \Lambda_{\theta_m}| < \nu$. By Corollary 10, for all $n > m > m_0(\nu)$, we have

$$\tilde{\Lambda}_n \leq \tilde{\Lambda}_m + \frac{\nu^2}{3\zeta_2} + 2\nu + \sum_{i = m}^{n-1} \Delta_i(\psi_i) + \sum_{i = m}^{n-1} |\psi_{i+1}(r_{i+1}) - \psi_i(r_{i+1})|$$

$$\leq \tilde{\Lambda}_m + \frac{\nu^2}{3\zeta_2} + 3\nu,$$

where the last inequality follows by assuming $m_0(\nu)$ is large enough. Hence, taking lim sup from the left-hand side and then lim inf from the right-hand side, we get

$$\limsup_{n \to \infty} \tilde{\Lambda}_n \leq \liminf_{m \to \infty} \tilde{\Lambda}_m + \frac{\nu^2}{3\zeta_2} + 3\nu.$$

Since the choice of $\nu > 0$ was arbitrary, $\lim_{n \to \infty} \tilde{\Lambda}_n = \Lambda^*$ for some constant $\Lambda^* \in [-\alpha_8, \alpha_8]$ and the result follows.
Step II, Convergence of $\nabla_\theta \Lambda_{\theta_m}$

Using a similar argument as the previous step, we first show that $\lim_{m \to \infty} \|\nabla_\theta \Lambda_{\theta_m}\| = 0$, and then $\limsup_{m \to \infty} \|\nabla_\theta \Lambda_{\theta_m}\| = 0$. The idea is to use the fact that $\Lambda_{\theta_m}$ converges. Naturally, we use the function $\kappa_m(\theta, \Lambda) = \Lambda_\theta$ as Lyapunov function.

**Lemma 10.** $\liminf_{m \to \infty} \|\nabla_\theta \Lambda_{\theta_m}\| = 0$.

**Proof.** For the sake of contradiction, suppose that $\liminf_{m \to \infty} \|\nabla_\theta \Lambda_{\theta_m}\| > \varepsilon$. Notice that

$$\Lambda_{\theta_{m+1}} = \Lambda_{\theta_m} + \gamma_m \nabla_\theta \Lambda_{\theta_m} \cdot k_m(r_m) + \Delta_m(\kappa_m).$$

Since $\Lambda_{\theta_m}$ and $\bar{\Lambda}_m$ both converges to the same constant, using Lemma 17, Corollary 14, and Corollary 16, for all large enough $m$, we have $\nabla_\theta \Lambda_{\theta_m} \cdot k_m(r_m) = -\|\nabla_\theta \Lambda_{\theta_m}\|^2 + \nu_m$ where $|\nu_m| < \varepsilon^2/2$. Hence,

$$\Lambda_{\theta_{m+1}} \leq \Lambda_{\theta_m} - \gamma_m(\|\nabla_\theta \Lambda_{\theta_m}\|^2 - |\nu_m|) + \Delta_m(\kappa_m).$$

Using a telescoping sum, we have $\Lambda_{\theta_m} \to -\infty$, which is a contradiction. $\square$

**Lemma 11.** $\limsup_{m \to \infty} \|\nabla_\theta \Lambda_{\theta_m}\| = 0$.

**Proof.** For the sake of contradiction, suppose that $\limsup_{m \to \infty} \|\nabla_\theta \Lambda_{\theta_m}\| = \varepsilon > 0$. By Lemma 10, there are infinitely many sequences $\{m, m + 1, \ldots, n\}$ such that $\|\nabla_\theta \Lambda_{\theta_m}\| < \varepsilon/3$, $\|\nabla_\theta \Lambda_{\theta_n}\| > 2\varepsilon/3$ and $\|\nabla_\theta \Lambda_{\theta_i}\| \in (\varepsilon/3, 2\varepsilon/3)$ for all $i \in \{m + 1, m + 2, \ldots, n - 1\}$. By Lemma 17 and Corollary 12, we have

$$\varepsilon/3 \leq \|\nabla_\theta \Lambda_{\theta_n}\| - \|\nabla_\theta \Lambda_{\theta_m}\| \leq \|\nabla_\theta \Lambda_{\theta_n} - \nabla_\theta \Lambda_{\theta_m}\|$$

$$\leq \operatorname{Const} \|\theta_n - \theta_m\| = \operatorname{Const} \left| \sum_{i=m}^{n-1} \gamma_i f_i(r_i) + \sum_{i=m}^{n-1} \varepsilon_i(\theta) \right|$$

$$\leq \operatorname{Const} \sum_{i=m}^{n-1} \gamma_i \|f_i(r_i)\| + \operatorname{Const} \left| \sum_{i=m}^{n-1} \varepsilon_i(\theta) \right|$$

Assuming $m$ is large enough and using Lemma 17, we get $\sum_{i=m}^{n-1} \gamma_i > \varepsilon/(6C_1 \operatorname{Const})$, where $C_1$ is the uniform upperbound over $\|f_i(r_i)\|$. Notice that by a similar argument as in the proof of Lemma 10, for all large enough $i$ we have $\nabla_\theta \Lambda_{\theta_i} \cdot k_i(r_i) = -\|\nabla_\theta \Lambda_{\theta_i}\|^2 + \nu_i$, where $|\nu_i| < \varepsilon^2/18$. Hence, we have

$$\Lambda_{\theta_n} \leq \Lambda_{\theta_{m+1}} - \sum_{i=m+1}^{n-1} \gamma_i(\|\nabla_\theta \Lambda_{\theta_i}\|^2 - |\nu_i|) + \sum_{i=m}^{n-1} \Delta_i(\kappa_i)$$

$$\leq \Lambda_{\theta_{m+1}} - \frac{\varepsilon}{6C_1 \operatorname{Const}} \frac{\varepsilon^2}{18} + \sum_{i=m}^{n-1} \Delta_i(\kappa_i)$$

which contradicts with the fact that $\Lambda_{\theta_n}$ converges, as the error term is arbitrary small for all $m$ large enough. $\square$
C Proof of Proposition 1

Let us rewrite the update equation Eq. (6) as follows:

$$\hat{\Lambda}_{m+1} = \hat{\Lambda}_m + \gamma_m \left( g(M_m)(\theta, \hat{\Lambda}_m) - 1 \right) + \epsilon_m$$

where $\epsilon_m$ is the stochastic noise. Notice that $|\epsilon_m| \leq 2\gamma_m M_m = 2\gamma_m^{1-\beta}$. Let $F_m := \{\Phi_0, \Phi_1, \cdots, \Phi_{\ell_m}\}$ denote the history of Markov chain up to the $m$th visit to the recurrent state $x^\ast$. It is easy to verify that $\{\epsilon_m\}_{m \geq 0}$ is a martingale difference sequence with respect to the filtration given by $\{F_m\}$. Assumptions 1 and 2. In addition, we have $E \left[ |\epsilon_m|^2 \right] < 2\gamma_m^{2(1-\beta)}$ and $\sum_m \gamma_m^{2(1-\beta)} < \infty$. Hence, by the martingale convergence theorem $\sum_m \epsilon_m \to \epsilon$ with $E[|\epsilon|] < \infty$, and in particular, $\sum_m \epsilon_m < \infty$ almost surely.

Next, we show that for any constant $\delta > 0$, for almost every sample path, after some time, the value of $\hat{\Lambda}_m$ remains in a $\delta$-neighborhood of $\Lambda_\theta$. Fix a sample path $\omega$ for which $\sum_m \epsilon_m < \infty$, and a constant $\delta > 0$. Let $N_\omega \in \mathbb{N}$ be large enough so that for all $\ell_1, \ell_2 \geq N_\omega$, we have $\left| \sum_{m=\ell_1}^{\ell_2} \epsilon_m \right| < \delta/4$.

Let $N_\delta$ be large enough so that for all $m \geq N_\delta$, we have $\gamma_m^{1-\beta} < \delta/4$ and $\Lambda_\theta - \Lambda_\theta^{(M_m)} < \delta/8$. Notice that by Lemma 13 and the fact that $M_m \uparrow \infty$, such an $N_\delta > 0$ exists for any $\delta > 0$. Suppose that $N_{\delta,\omega} > \max(N_\delta, N_\omega)$ be the first index for which $\hat{\Lambda}_{N_{\delta,\omega}} \in [\Lambda_\theta - \delta/4, \Lambda_\theta + \delta/4]$. We claim that $N_{\delta,\omega} < \infty$, and that for all $m \geq N_{\delta,\omega}$ we have $\hat{\Lambda}_m \in [\Lambda_\theta - \delta, \Lambda_\theta + \delta]$. The results follows by these two claims and the arbitrary choice of $\delta > 0$.

Claim 1. There exists $N_{\delta,\omega} \in (\max(N_\delta, N_\omega), \infty)$ for which $\hat{\Lambda}_{N_{\delta,\omega}} \in [\Lambda_\theta - \delta/4, \Lambda_\theta + \delta/4]$.

proof of claim. For the sake of contradiction, suppose that for all $m > \max(N_\delta, N_\omega)$, we have $|\hat{\Lambda}_m - \Lambda_\theta| > \delta/4$. Since $|\hat{\Lambda}_{m+1} - \hat{\Lambda}_m| \leq \gamma_m^{1-\beta} \to 0$, after some $m_0$, we have either $\hat{\Lambda}_m - \Lambda_\theta > \delta/4$ for all $m \geq m_0$, or $\Lambda_\theta - \hat{\Lambda}_m > \delta/4$ for all $m \geq m_0$. Without loss of generality, let us consider the latter case, i.e., $\hat{\Lambda}_m - \Lambda_\theta < -\delta/4$ for all $m \geq m_0$. Notice that for all $\ell \in \mathbb{N}$, we have

$$\hat{\Lambda}_{m_0+\ell} - \hat{\Lambda}_{m_0} = \sum_{m=m_0}^{m_0+\ell-1} \gamma_m \left( g(M_m)(\theta, \hat{\Lambda}_m) - 1 \right) + \sum_{m=m_0}^{m_0+\ell-1} \epsilon_m \
\geq \left( g(M_m)(\theta, \Lambda_\theta^{(M_m)}) - \delta/8 \right) \sum_{m=m_0}^{m_0+\ell-1} \gamma_m - \delta/4$$

where the inequality follows by the fact that for any fixed $\theta \in \mathbb{R}$, $g(M_m)(\theta, \cdot)$ is a decreasing function, and that $\hat{\Lambda}_m - \Lambda_\theta^{(M_m)} < -\delta/8$ for all $m \geq m_0$. Notice that the right-hand side of the above inequality goes to $+\infty$ as $\ell \to \infty$, which contradicts with the assumption that $\hat{\Lambda}_m < \Lambda_\theta - \delta/4$ for all $m \geq m_0$.

Claim 2. For all $m > N_{\delta,\omega}$, we have $\hat{\Lambda}_m \in [\Lambda_\theta - \delta, \Lambda_\theta + \delta]$.

Proof. Let $\ell > N_{\delta,\omega}$ denote the first iteration after $N_{\delta,\omega}$ at which $\hat{\Lambda}_\ell \notin [\Lambda_\theta - \delta/4, \Lambda_\theta + \delta/4]$. Without loss of generality, suppose that $\hat{\Lambda}_\ell < \Lambda_\theta - \delta/4$. Let $\ell > \ell$ denote the first iteration after $\ell$ at which $\hat{\Lambda}_\ell \in [\Lambda_\theta - \delta/4, \Lambda_\theta + \delta/4]$. Notice that $\ell < \infty$ by the same argument as in Claim 1. Also, notice that
by the choice of $N_{\delta,\omega}$ and the fact that $|\tilde{\Lambda}_{m+1} - \tilde{\Lambda}_m| < \delta_m^{1-\beta}$ for any $m \in \mathbb{N}$, we have $\tilde{\Lambda}_\ell < \Lambda_\theta - \delta/4$ for all $\ell \in \{\ell, \ell + 1, \cdots, \ell - 1\}$. Hence, for any such $\ell$, we have

$$\tilde{\Lambda}_\ell = \tilde{\Lambda}_\ell + \sum_{m=\ell}^{\ell-1} \gamma_m \left( g(M_m)(\theta, \tilde{\Lambda}_m) - 1 \right) + \sum_{m=\ell}^{\ell-1} \epsilon_m \geq \tilde{\Lambda}_\ell + \sum_{m=\ell}^{\ell-1} \epsilon_m \geq \Lambda_\theta - \delta/4 + \delta_\ell^{1-\beta} - \delta/4 \geq \Lambda_\theta - 3\delta/4.$$

In particular, $\tilde{\Lambda}_\ell \in [\Lambda_\theta - \delta, \Lambda_\theta + \delta]$ for all $\ell \in \{\ell, \ell + 1, \cdots, \ell - 1\}$. 

\section{Risk-Sensitive Markov Decision Processes} 

In the previous section, we considered an abstract problem where the state transition probabilities of a Markov chain are parameterized by a parameter $\theta \in \mathbb{R}^l$, and we derived the gradient of the cost with respect to $\theta$. In this section, we show how to apply the analysis in the previous sections to an MDP, where action is chosen according to some parametrized (according to parameter vector $\theta \in \mathbb{R}^l$) probability distribution. We present an algorithm that updates the policy at each visit to the regeneration state $s^*$. The analysis of Section 6 applies trivially to the new setting.

Consider a discrete-time Markov decision process $\{\Phi_i, U_i\}_{i \geq 0}$ with finite state space $S$ and finite action space $A$. For any state-action pair $(s, a) \in S \times A$, the transition probability is given by

$$P(s, a, s') := \mathbb{P}(\Phi_{i+1} = s' | \Phi_i = s, U_i = a) \quad \forall s' \in S, \text{ and } i \in \mathbb{N}_0.$$

Suppose that we have access to a set of policies, parameterized by $\theta \in \mathbb{R}^l$, such that

$$\mu_\theta(s, a) := \mathbb{P}(U_i = a | \Phi_i = s) \quad \forall i \in \mathbb{N}_0.$$

Let $C : S \times A \rightarrow \mathbb{R}$ denote the one-step cost function. The objective is to find the policy $\theta$ that optimizes the risk-sensitive cost

$$\Lambda_\theta := \lim_{n \rightarrow \infty} \frac{1}{n} \ln \mathbb{E}_{\Phi_0=s}[\exp \left( \alpha \sum_{i=0}^{n-1} C(\Phi_i, U_i) \right)], \quad \forall s \in S,$$

where $\alpha > 0$ is the risk factor and $\mathbb{E}_{\Phi_0=s} [\cdot]$ denotes the expectation with respect to the policy $\theta$. Assuming the resulting chain is aperiodic and recurrent, the convergence of the above limit follows by the multiplicative ergodic theorem [2, Theorem 1.2]. The same also follows by a similar argument as in Appendix A.1. In particular, let $\tilde{P}_\theta(s, s') = \sum_{a \in A} \exp (\alpha C(s, a)) \mu_\theta(s, a) P(s, a, s')$, for any $s, s' \in S$; assuming $\tilde{P}_\theta(s, s')$ is primitive, $\lambda_\theta := \exp (\Lambda_\theta)$ is the largest eigenvalue of $\tilde{P}_\theta$ with multiplicity 1. Moreover, it follows that the relative risk-sensitive value function is uniquely determined by the equation

$$h_\theta(s) = \mathbb{E}_{\Phi_0=s}[\exp \left( \sum_{i=0}^{\tau^*_s - 1} (\alpha C(\Phi_i, U_i) - \Lambda_\theta) \right)] = \tilde{h}_\theta\mathbb{E}_{\Phi_0=s}[\exp (\tau^*_s (\Lambda_\theta - \Lambda))]$$
up to a constant factor, where \( \mathbb{E}_\theta^{\tilde{P}_0} [\cdot] \) denotes the expectation with respect to the twisted kernel \( \tilde{P}_0 \), and \( s^* \) is a recurrent state. All the analysis and assumptions of the previous sections extend naturally to the case of MDP with proper rewording.

Let \( P_\theta(s,s') := \sum_{a \in A} \mu_\theta(s,a) \pi(s,a,s') \), and define \( \mathcal{P} = \{ P_\theta : \theta \in \mathbb{R}^l \} \). Let \( \overline{\mathcal{P}} \) denote the closure of \( \mathcal{P} \) in the space of \( |S| \times |S| \) matrices. Assumptions 1 to 3 translate into the following assumption for MDPs.

**Assumption 6.** (i) For each \( P \in \overline{\mathcal{P}} \), the Markov chain with transition probability \( P \) is aperiodic and irreducible with a common recurrent state \( s^* \). (ii) For any \( s,a \in S \times A \), \( \mu_\theta(s,a) \) is bounded, twice differentiable, and has bounded first and second derivatives. (iii) For any \( (s,a) \in S \times A \), there exist bounded functions \( L_\theta(s,a) \) and \( L_\theta^{(2)}(s,a) \) such that (a) \( \nabla_\theta \mu_\theta(s,a) = \mu_\theta(s,a)L_\theta(s,a) \) and (b) \( \nabla_\theta^2 \mu_\theta(s,a) = \mu_\theta(s,a)L_\theta^{(2)}(s,a) \).

Given Assumption 6 and following a similar argument as in Section 4, we get the following risk-sensitive formula for \( \nabla_\theta \Lambda_\theta \) in terms of visits to the recurrent state \( s^* \):

\[
\mathbb{E}_\theta^{\tilde{P}_0} \left[ \tau_{s^*} \right] \nabla_\theta \Lambda_\theta = \mathbb{E}_\theta^{\tilde{P}_0} \left[ \sum_{i=0}^{\tau_{s^*}-1} L_\theta(\Phi_i, U_i) \right] \exp \left( \sum_{i=0}^{\tau_{s^*}-1} (\alpha C(\Phi_i, U_i) - \Lambda_\theta) \right)
\]

The same issues as we discussed in Section 3 and Section 5 arise in the case of risk-sensitive MDPs, and using the vanilla form of the above risk-sensitive formula to develop a trajectory-based algorithm using stochastic approximation will not work because the stochastic noise may not be summable. Hence, as before, we focus on a truncated and smooth approximation of the risk-sensitive cost.

Following the same steps as in Section 6, our trajectory-based gradient algorithm for the risk-sensitive MDP is same as the one given by Eq. (11) (or Eq. (12)), with the only difference being the definition of \( H_m(\theta, \Lambda) \) which should be replaced with the following:

\[
H_m(\theta, \Lambda) := \exp \left( \sum_{i=t_m}^{t_{m+1}-1} (\alpha C(\Phi_i, U_i) - \Lambda) \right),
\]

where \( t_m \) is the \( m \)th visit to the recurrent state \( s^* \) and \( t_0 = 0 \). Theorem 1 extends naturally to the case of risk-sensitive MDPs.

### E Supporting Results

#### E.1 Supporting Results of Section 2

**Lemma 12.** Let Assumptions 1 and 2 hold. For all \( \theta \in \mathbb{R}^l \), consider the version of the risk-sensitive value function \( h_\theta(\cdot) \) given by (2). Then, \( \exists \underline{C}, \overline{C} \in \mathbb{R}_+ \) such that \( h_\theta(x) \in [\underline{C}, \overline{C}] \) for all \( x \in \mathcal{X} \) and \( \theta \in \mathbb{R}^l \).

**Proof.** Notice that, by Assumption 2, \( \exists \underline{C}, \overline{C} \in \mathbb{R}_+ \) such that \( \underline{C}(x) \in [\underline{C}, \overline{C}] \) for all \( x \in \mathcal{X} \) and \( \theta \in \mathbb{R}^l \). This together with (1), implies that \( \Lambda_\theta \in [\underline{C}, \overline{C}] \). Notice that by (3), (2) and Assumption 1, we have \( h_\theta(x^*) = 1 \) for all \( \theta \in \mathbb{R}^l \).
For the sake of contradiction, suppose that there exists \( x \in \mathcal{X} \) and a sequence \( \{\theta_i\} \) such that \( h_{\theta_i}(x) \to 0 \). Using a compactness argument, we can choose a subsequence \( \{\theta_j\} \) such that \( P_{\theta_j} \to P \in \overline{\mathcal{P}} \), \( \Lambda_{\theta_j} \to \Lambda \in [\alpha \mathcal{C}, \alpha \overline{\mathcal{C}}] \), and \( C_{\theta_j} \to C \) for some \( C : \mathcal{X} \to [\mathcal{C}, \overline{\mathcal{C}}] \). Notice that

\[
  h_{\theta_j}(x) = \frac{\exp(\alpha C_{\theta_j}(x))}{\lambda_{\theta_j}} \sum_{y \in \mathcal{X}} P_{\theta_j}(x,y) h_{\theta_j}(y) \to 0,
\]

which implies that for any \( y \in \mathcal{X} \) with \( P(x,y) > 0 \), we have \( h_{\theta_j}(y) \to 0 \). Repetitive use of the same argument together with Assumption 1, implies that \( h_{\theta_j}(y) \to 0 \) for all \( y \in \mathcal{X} \). Contradiction follows by the fact that \( h_{\theta}(x^*) = 1 \) for all \( \theta \in \mathbb{R}^I \). Hence, \( \exists \overline{h} > 0 \) such that \( h_{\theta}(x) \geq \overline{h} \) for all \( x \in \mathcal{X} \) and \( \theta \in \mathbb{R}^I \).

The proof of the existence of a uniform upper bound follows the same logic. For the sake of contradiction, suppose that there exists \( x \in \mathcal{X} \) and a sequence \( \{\theta_i\} \) such that \( h_{\theta_i}(x) \to \infty \). Consider a similar subsequence \( \{\theta_j\} \) as above. Notice that

\[
  h_{\theta_j}(x^*) = \frac{\exp(\alpha C_{\theta_j}(x^*))}{\lambda_{\theta_j}} \sum_{y \in \mathcal{X}} P_{\theta_j}(x^*,y) h_{\theta_j}(y) = 1,
\]

which implies that for any \( y \in \mathcal{X} \) with \( P(x^*,y) > 0 \), \( h_{\theta_j}(y) \) stays bounded; in particular, for any such \( y \), we have

\[
  \limsup_{j \to \infty} h_{\theta_j}(y) \leq \exp(\alpha(C - \overline{C})) \frac{1}{P(x^*,y)} \leq \exp(\alpha(C - \overline{C})) \max_{w,z : P(w,z) > 0} \frac{1}{P(w,z)}
\]

Notice that \( \max_{w,z : P(w,z) > 0} (P(w,z))^{-1} < \infty \). Repetitive use of the same argument together with Assumption 1, implies that

\[
  \sup \limsup_{y \in \mathcal{X}} h_{\theta_j}(y) \leq \left( \exp(\alpha(C - \overline{C})) \max_{w,z : P(w,z) > 0} \frac{1}{P(w,z)} \right)^{|\mathcal{X}|},
\]

which contradicts with the assumption that \( h_{\theta_j}(x) \to \infty \). Hence, \( \exists \overline{h} > 0 \) such that \( h_{\theta}(x) \leq \overline{h} \) for all \( x \in \mathcal{X} \) and \( \theta \in \mathbb{R}^I \).

**Corollary 13.** Let Assumptions 1 and 2 hold. Then, Assumption 1 holds for \( \tilde{P} \), i.e., elements of \( \overline{\mathcal{P}} \) are aperiodic and recurrent with the common recurrent state \( x^* \).

**Proof.** Let \( \tilde{P} \in \overline{\mathcal{P}} \), and suppose that \( \tilde{P}_{\theta_j} \to \tilde{P} \) where \( \{\tilde{P}_{\theta_j}\} \subset \overline{\mathcal{P}} \). Using a compactness argument, we can choose a subsequence \( \{\theta_j\} \) such that \( \tilde{P}_{\theta_j} \to P \in \overline{\mathcal{P}} \), \( \Lambda_{\theta_j} \to \Lambda \in [\alpha \mathcal{C}, \alpha \overline{\mathcal{C}}] \), \( h_{\theta_j} \to h \) for some \( h : \mathcal{X} \to [\underline{h}, \overline{h}] \), and \( C_{\theta_j} \to C \) for some \( C : \mathcal{X} \to [\mathcal{C}, \overline{\mathcal{C}}] \). It is easy to see that \( \Lambda \) and \( h(\cdot) \) are the risk-sensitive cost and the risk-sensitive relative value function of \( P \), respectively, with one-step cost function \( C(\cdot) \). Moreover, \( \tilde{P} \) is the twisted kernel of \( \tilde{P} := \exp(\alpha C) P \). Now, the result follows by Assumption 1 and the fact that \( h(x) \in [\underline{h}, \overline{h}] \) for all \( x \in \mathcal{X} \).

\[ \overline{h} \]
E.2 Supporting Results of Section 3

Lemma 13. Let Assumptions 1 and 2 hold. For any \( \delta > 0 \) there exists \( M_\delta \) large enough such that for all \( \theta \in \mathbb{R}^l \), we have \( 0 < \Lambda_\theta - \Lambda^{(M_\delta)}_\theta < \delta \).

Proof. Let us first show the existence of a unique \( \Lambda^{(M)}_\theta \) for all \( \theta \in \mathbb{R}^l \) and \( M \in (1, \infty) \). This follows from the following two facts: \( g^{(M)}(\theta, \cdot) \) is a decreasing continuous function; and, \( \lim_{\Lambda \to \infty} g^{(M)}(\theta, \Lambda) = M > 1 \) and \( \lim_{\Lambda \to -\infty} g^{(M)}(\theta, \Lambda) = 0 \) which are both true due to the monotone convergence theorem. Notice that \( \Lambda^{(M)}_\theta < \Lambda_\theta \) for all \( M \in (1, \infty) \).

Next, we show that for any fixed \( \theta \in \mathbb{R}^l \), \( \Lambda^{(M)}_\theta \uparrow \Lambda_\theta \) as \( M \uparrow \infty \). Consider a sequence \( M_i \uparrow \infty \). Notice that for any \( i < j \), we have \( \Lambda^{(M_i)}_\theta < \Lambda^{(M_j)}_\theta \) < \( \Lambda_\theta \). Hence, the sequence \( \{\Lambda^{(M_i)}_\theta\} \) is an increasing and bounded sequence, which implies that \( \Lambda^{(M_i)}_\theta \uparrow \Lambda^\infty \). We want to show that \( \Lambda^\infty_\theta = \Lambda_\theta \). By the monotone convergence theorem, we have \( g^{(M_i)}(\theta, \Lambda^\infty_\theta) \uparrow g(\theta, \Lambda^\infty_\theta) \). Since \( g^{(M_i)}(\theta, \Lambda^\infty_\theta) < 1 \) for all \( i \), we have \( g(\theta, \Lambda^\infty_\theta) \leq 1 \) which together with \( g(\theta, \cdot) \) being strictly decreasing implies that \( \Lambda^\infty_\theta \geq \Lambda_\theta \). Hence, we have \( \Lambda^\infty_\theta = \Lambda_\theta \). Notice that the exact same argument applies to the risk-sensitive cost associated with any transition probability \( P \in \mathcal{P} \) and any cost function \( C : \mathcal{X} \to [\underline{C}, \overline{C}] \).

Finally, we prove \( \Lambda^{(M)}_\theta \uparrow \Lambda_\theta \) as \( M \uparrow \infty \) uniformly over \( \theta \in \mathbb{R}^l \). For the sake of contradiction, suppose that there exist \( \delta > 0 \) and sequences \( M_i \uparrow \infty \) and \( \{\theta_i\} \) for which \( \Lambda_{\theta_i} - \Lambda^{(M_i)}_{\theta_i} > \delta \) for all \( i \). Using a compactness argument together with Lemma 12, we can choose a subsequence \( \{\theta_j\} \) such that \( P_{\theta_j} \to P \in \mathcal{P} \), \( \Lambda_{\theta_j} \to \Lambda \in [\alpha \underline{C}, \alpha \overline{C}] \), \( h_{\theta_j} \to h \) for some \( h : \mathcal{X} \to [\underline{h}, \overline{h}] \), and \( C_{\theta_j} \to C \) for some \( C : \mathcal{X} \to [\underline{C}, \overline{C}] \). Notice that \( \Lambda \) is the risk-sensitive cost associated with the transition probability \( P \in \mathcal{P} \) and cost function \( C : \mathcal{X} \to [\underline{C}, \overline{C}] \).

Since \( M_j \uparrow \infty \), we have \( \Lambda^{(M_j)} \uparrow \Lambda \). Next, we claim that for any fixed \( k \in \mathbb{N} \), \( \Lambda^{(M_k)}_{\theta_j} \to \hat{\Lambda} \neq \Lambda^{(M_k)}_\theta \). For the sake of contradiction, suppose there exists a further subsequence \( \{\theta_l\} \) such that \( \Lambda^{(M_{k_l})}_{\theta_l} \to \hat{\Lambda} \neq \Lambda^{(M_k)}_\theta \). Since \( C_{\theta_j} \to C \) and \( P_{\theta_j} \to P \), we have the following convergence in distribution:

\[
\exp \left( \sum_{i=0}^{\tau_{x^*}-1} (\alpha C_{\theta_i}(\Phi_i) - \Lambda^{(M_{k_l})}_{\theta_i}) \right) \wedge M_k \rightarrow \exp \left( \sum_{i=0}^{\tau_{x^*}-1} (\alpha C(\Phi_i) - \hat{\Lambda}) \right) \wedge M_k.
\]

Notice that in the above relation, \( \tau_{x^*} \) depends on the transition probability which is not explicitly written. The above convergence follows by the fact that for any \( \delta > 0 \), there exists \( N_\delta > 0 \) for which \( \sup_{P \in \mathcal{P}} P(\tau_{x^*} > N_\delta) < \delta \) (see the proof of Lemma 1). Since these random variables are all bounded by \( M_k \), we have

\[
\mathbb{E}^{\theta}_{\Phi_0=x^*} \left[ \exp \left( \sum_{i=0}^{\tau_{x^*}-1} (\alpha C_{\theta_i}(\Phi_i) - \Lambda^{(M_{k_l})}_{\theta_i}) \right) \wedge M_k \right] \rightarrow \mathbb{E}^{\theta}_{\Phi_0=x^*} \left[ \exp \left( \sum_{i=0}^{\tau_{x^*}-1} (\alpha C(\Phi_i) - \hat{\Lambda}) \right) \wedge M_k \right],
\]

which in turn, implies that \( \mathbb{E}^{P}_{\Phi_0=x^*} \left[ \exp \left( \sum_{i=0}^{\tau_{x^*}-1} (\alpha C(\Phi_i) - \hat{\Lambda}) \right) \wedge M_k \right] = 1 \). Hence, \( \hat{\Lambda} = \Lambda^{(M_k)} \) and contradiction follows.

Now, based on the above argument, there exists \( k_0 \) large enough such that \( 0 < \Lambda - \Lambda^{(M_{k_0})} < \delta/6 \), and \( j_0 \) large enough such that for all \( j \geq j_0 \), we have \( |\Lambda^{(M_{k_0})}_{\theta_{j_0}} - \Lambda^{(M_{k_0})}_\theta| < \delta/6 \) and \( |\Lambda - \Lambda_{\theta_{j_0}}| < \delta/6 \).
This implies that for all \( j \geq j_0 \), we have \( |\Lambda_{\theta_j}^{(M_{k_0})} - \Lambda_{\theta_j}| = \Lambda_{\theta_j} - \Lambda_{\theta_j}^{(M_{k_0})} < \delta/2 \). Contradiction follows by the fact that \( \Lambda_{\theta_j} - \Lambda_{\theta_j}^{(M_{k_0})} \). \( \square \)

**E.3 Supporting Results of Section 4**

**Lemma 14.** If \( g(\theta, \Lambda) < \infty \) for some \( (\theta, \Lambda) \in \mathbb{R}^{l+1} \), then \( \nabla g(\theta, \Lambda) \) exists and in particular, we have

\[
\nabla \theta g(\theta, \Lambda) = \mathbb{E}^\theta_{\Phi_0=x^*} \left[ \sum_{i=0}^{\tau_{x^*}-1} \left( \alpha \nabla_\theta C_\theta(\Phi_i) + L_\theta(\Phi_i, \Phi_{i+1}) \right) \exp \left( \sum_{i=0}^{\tau_{x^*}-1} \left( \alpha C_\theta(\Phi_i) - \Lambda \right) \right) \right],
\]

\[
= -\mathbb{E}^\theta_{\Phi_0=x^*} \left[ \tau_{x^*} \exp \left( \sum_{i=0}^{\tau_{x^*}-1} (\alpha C_\theta(\Phi_i) - \Lambda) \right) \right] = -\mathbb{E}^\theta_{\Phi_0=x^*} [\tau_{x^*}].
\]

**Proof.** Notice that if \( g(\theta, \Lambda) < \infty \), then we have

\[
g(\theta, \Lambda) = \sum_{k=1}^{\infty} \sum_{x_1, x_2, \ldots, x_{k-1}, x_i \neq x^*} P_\theta(\Phi_i = x_i, \forall i < k \text{ and } \Phi_k = x^*|\Phi_0 = x^*) \exp^{\sum_{i=0}^{k-1} (\alpha C_\theta(x_i) - \Lambda)} \tag{23}
\]

i.e., moment generating function of \( \tau_{x^*} \), the first return time to state \( x^* \) of the Markov chain with transition probability \( P_\theta \), exists and is finite at \( \Lambda - \Lambda \). Hence, there exists a small enough \( \epsilon > 0 \) such that \( g(\theta, \Lambda - \epsilon) < \infty \). Notice that, by Assumptions 1 to 3, we have

\[
\mathbb{E}^\theta_{\Phi_0=x^*} \left[ \left\| \sum_{i=0}^{\tau_{x^*}-1} \left( \alpha \nabla_\theta C_\theta(\Phi_i) + L_\theta(\Phi_i, \Phi_{i+1}) \right) \exp \left( \sum_{i=0}^{\tau_{x^*}-1} \left( \alpha C_\theta(\Phi_i) - \Lambda \right) \right) \right\|_2 \right] \leq \text{Const} \times \mathbb{E}^\theta_{\Phi_0=x^*} \left[ \tau_{x^*} \exp \left( \sum_{i=0}^{\tau_{x^*}-1} (\alpha C_\theta(\Phi_i) - \Lambda) \right) \right]
\]

\[
= \text{Const} \times \mathbb{E}^\theta_{\Phi_0=x^*} \left[ \tau_{x^*} \exp \left( \sum_{i=0}^{\tau_{x^*}-1} (\alpha C_\theta(\Phi_i) - \Lambda) \right) \right] < \infty.
\]

Hence, the interchange of differentiation and infinite summation is allowed in Eq. (23) by the dominant convergence theorem, and we have

\[
\nabla \theta g(\theta, \Lambda) = \sum_{k=1}^{\infty} \sum_{x_1, x_2, \ldots, x_{k-1}, x_i \neq x^*} \nabla_\theta \left( P_\theta(\Phi_i = x_i, \forall i < k \text{ and } \Phi_k = x^*|\Phi_0 = x^*) \exp^{\sum_{i=0}^{k-1} (\alpha C_\theta(x_i) - \Lambda)} \right)
\]

\[
= \mathbb{E}^\theta_{\Phi_0=x^*} \left[ \sum_{i=0}^{\tau_{x^*}-1} \left( \alpha \nabla_\theta C_\theta(\Phi_i) + L_\theta(\Phi_i, \Phi_{i+1}) \right) \exp \left( \sum_{i=0}^{\tau_{x^*}-1} (\alpha C_\theta(\Phi_i) - \Lambda) \right) \right].
\]

The relation for \( dg(\theta, \Lambda) / d\Lambda \) follows by the same argument. \( \square \)
E.4 Supporting Results of Section 5

Corollary 14. \( \Lambda_\theta^{(M)} \uparrow \Lambda_\theta \) as \( M \uparrow \infty \) uniformly over \( \theta \in \mathbb{R}^l \).

Proof. The proof follows by Lemma 13 and the fact that \( \Lambda_\theta^{(M)} \) given here is larger than the one given in Lemma 13 and smaller than \( \Lambda_\theta \). \( \square \)

Lemma 15. \( f^{(M)}(\theta, \Lambda) = \nabla_\theta g^{(M)}(\theta, \Lambda) \) for any \( (\theta, \Lambda) \in \mathbb{R}^{l+1} \), and in particular,

\[
f^{(M)}(\theta, \Lambda_\theta^{(M)}) = -\frac{dg^{(M)}(\theta, \Lambda)}{d\Lambda} \bigg|_{\Lambda=\Lambda_\theta^{(M)}} \nabla_\theta \Lambda_\theta^{(M)}.
\]

Proof. Notice that

\[
g^{(M)}(\theta, \Lambda) = \sum_{k=1}^{\infty} \sum_{x_1, \ldots, x_{k-1} \neq x^*} P_\theta (\Phi_i = x_i, \forall i < k \text{ and } \Phi_k = x^*|\Phi_0 = x^*) G^{(M)}(\theta, \Lambda),
\]

and that

\[
\mathbb{E}_{\Phi_0=x^*} \left[ \| F^{(M)}(\theta, \Lambda) \|_2 \right] =
\]

\[
\sum_{k=1}^{\infty} \sum_{x_1, \ldots, x_{k-1} \neq x^*} P_\theta (\Phi_i = x_i, \forall i < k \text{ and } \Phi_k = x^*|\Phi_0 = x^*) \times
\]

\[
\left\| \nabla G^{(M)}(\theta, \Lambda) \right\|_2
\]

\[
+ \sum_{i=0}^{\tau_{x^*}-1} L_\theta (\Phi_i, \Phi_{i+1}) \left\| \nabla G^{(M)}(\theta, \Lambda) \right\|_2
\]

which are uniformly bounded over \( \theta \in \mathbb{R}^l \) by Assumptions 2 and 3, Lemma 1 (Lemma 1 implies that for any fixed \( i \in \mathbb{N} \), \( \mathbb{E}_{\Phi_0=x^*} \left[ (\tau_{x^*})^i \right] \) is uniformly bounded) and the definition of the function \( G^{(M)}(\theta, \Lambda) \). Hence, the interchange of gradient and infinite sum is allowed by the dominant convergence theorem and we have \( f^{(M)}(\theta, \Lambda) = \nabla_\theta g^{(M)}(\theta, \Lambda) \). Finally, the implicit function theorem, implies that

\[
\nabla_\theta \Lambda_\theta^{(M)} = -\left( \frac{dg^{(M)}(\theta, \Lambda)}{d\Lambda} \bigg|_{\Lambda=\Lambda_\theta^{(M)}} \right)^{-1} f^{(M)}(\theta, \Lambda_\theta^{(M)}).
\]

\( \square \)

Lemma 16. For any \( I = [a, b] \subset \mathbb{R} \), the value of \( -\frac{dg^{(M)}(\theta, \Lambda)}{d\Lambda} \) is uniformly bounded away from 0 over \( \theta \in \mathbb{R}^l \), \( \Lambda \in I \) and \( M > 1 \).
Proof. Following the same argument as in the proof of Lemma 15, we have

\[
\frac{dg^{(M)}(\theta, \Lambda)}{d\Lambda} = E_{\Phi_0=x}^\theta \left[ \frac{dG^{(M)}(\theta, \Lambda)}{d\Lambda} \right]
\]

\[= E_{\Phi_0=x}^\theta \left[ (-\tau_x) \times H(\theta, \Lambda) \mathbb{1}\{H(\theta, \Lambda) \leq M\} \right]
+ E_{\Phi_0=x}^\theta \left[ M \times (-\tau_x) \times \left[ \sum_{i=0}^3 \frac{1}{i!} \left( \ln \left( M^{-1} H(\theta, \Lambda) \right) \right)^i \right] \mathbb{1}\{H(\theta, \Lambda) > M\} \right]
\]

\[= -E_{\Phi_0=x}^\theta \left[ \tau_x \times W^{(M)}(\theta, \Lambda) \right],
\]

where the random function \( W^{(M)}(\theta, \Lambda) \) is defined as follows:

\[W^{(M)}(\theta, \Lambda) := H(\theta, \Lambda) \mathbb{1}\{H(\theta, \Lambda) \leq M\} + M \left[ \sum_{i=0}^3 \frac{1}{i!} \left( \ln \left( M^{-1} H(\theta, \Lambda) \right) \right)^i \right] \mathbb{1}\{H(\theta, \Lambda) > M\} .\]

Notice that \( 0 < W^{(M)}(\theta, \Lambda) < G^{(M)}(\theta, \Lambda) \), and that \( W^{(M)}(\theta, \Lambda) \) is strictly decreasing in \( \Lambda \) for any fixed \( \theta \in \mathbb{R}^l \) and \( M > 1 \). Hence, we have

\[\left| \frac{dg^{(M)}(\theta, \Lambda)}{d\Lambda} \right| \geq \inf_{\theta \in \mathbb{R}^l, M > 1} E_{\Phi_0=x}^\theta \left[ W^{(M)}(\theta, \Lambda) \right].\]

Let \( d = \max(\alpha \overline{C}, b) \). Notice that for all \( M > 1 \), \( W^{(M)}(\theta, d) = H(\theta, d) \). Hence, we have

\[\inf_{\theta \in \mathbb{R}^l, M > 1} E_{\Phi_0=x}^\theta \left[ W^{(M)}(\theta, b) \right] \geq \inf_{\theta \in \mathbb{R}^l, M > 1} E_{\Phi_0=x}^\theta \left[ W^{(M)}(\theta, d) \right]
\]

\[= \inf_{\theta \in \mathbb{R}^l} E_{\Phi_0=x}^\theta \left[ H(\theta, d) \right]
\]

\[= \inf_{\theta \in \mathbb{R}^l} E_{\Phi_0=x}^\theta \left[ \exp \left( (\Lambda_0 - d) \tau_x \right) \right]
\]

\[\geq \inf_{\theta \in \mathbb{R}^l} E_{\Phi_0=x}^\theta \left[ \exp \left( (\alpha \overline{C} - d) \tau_x \right) \right].\]

By Corollary 4 and following the same argument as in the proof of the lower bound in Lemma 1, we have \( \inf_{\theta \in \mathbb{R}^l} E_{\Phi_0=x}^\theta \left[ \exp \left( (\alpha \overline{C} - d) \tau_x \right) \right] > 0. \)

\[\square\]

**Lemma 17.** There exists \( \delta_0 > 0 \) for which the functions \( g(\theta, \Lambda), \nabla g(\theta, \Lambda), \nabla^2 g(\theta, \Lambda), g^{(M)}(\theta, \Lambda), \nabla g^{(M)}(\theta, \Lambda), \nabla^2 g^{(M)}(\theta, \Lambda) \) are all uniformly bounded over \( \theta \in \mathbb{R}^l, \Lambda_0 - \Lambda < \delta_0, \) and \( M > 1 \). Moreover, \( g^{(M)}(\theta, \Lambda) \uparrow g(\theta, \Lambda) \) and \( \nabla g^{(M)}(\theta, \Lambda) \uparrow \nabla g(\theta, \Lambda) \) as \( M \uparrow \infty \) uniformly over \( \theta \in \mathbb{R}^l \) and \( \Lambda_0 - \Lambda < \delta_0. \)

**Proof.** Notice that \( g(\theta, \Lambda) = E_{\Phi_0=x}^\theta \left[ \exp((\Lambda_0-\Lambda)\tau_x) \right]. \) By Corollary 4, there exists \( \delta_0 > 0 \) small enough such that for all \( \theta \in \mathbb{R}^l \) and all \( \Lambda \) with \( \Lambda_0 - \Lambda \leq 2\delta_0 \), we have \( g(\theta, \Lambda) < \text{Const.} \) Notice that \( g^{(M)}(\theta, \Lambda) < g(\theta, \Lambda) \) for all \( M \). Next, we show that all the remaining functions are uniformly bounded over \( \theta \in \mathbb{R} \) and \( \Lambda_0 - \Lambda < \delta_0. \)
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Following the same argument as in the proof of Lemma 14, for any \((\theta, \Lambda)\) with \(\Lambda_{\theta} - \Lambda < \delta_0\) we have

\[
\|\nabla g(\theta, \Lambda)\| \leq \text{Const} \times \mathbb{E}_{\phi_0 = x}^\theta \left[ \tau_x^* \exp \left( \sum_{i=0}^{\tau_x^*-1} (\alpha C_{\theta}(\Phi_i) - \Lambda) \right) \right]
\]

\[
\leq \text{Const} \times \mathbb{E}_{\phi_0 = x}^\theta \left[ \exp \left( \sum_{i=0}^{\tau_x^*-1} (\alpha C_{\theta}(\Phi_i) - \Lambda + \delta_0/2) \right) \right]
\]

\[
= \text{Const} \times g(\theta, \Lambda - \delta_0/2) \leq \text{Const},
\]

where the first inequality follows by Assumptions 2 and 3, and the last inequality follows by the choice of \(\delta_0\). It is easy to see that the first inequality holds even if we replace \(\nabla g(\theta, \Lambda)\) with \(\nabla g^{(M)}(\theta, \Lambda)\). Following a similar argument, we deduce that \(\nabla^2 g(\theta, \Lambda)\) and \(\nabla^2 g^{(M)}(\theta, \Lambda)\) are all uniformly bounded over \(\theta \in \mathbb{R}^l\), \(\Lambda_{\theta} - \Lambda < \delta_0\), and \(M \in (1, \infty)\). Notice that the second part of Assumption 3 is required to ensure this. Finally, to show the uniform convergence, notice that

\[
\left| g(\theta, \Lambda) - g^{(M)}(\theta, \Lambda) \right| \leq \mathbb{E}_{\phi_0 = x}^\theta \left[ H(\theta, \Lambda) \mathbb{1} \{ H(\theta, \Lambda) > M \} \right],
\]

\[
\| \nabla g(\theta, \Lambda) - \nabla g^{(M)}(\theta, \Lambda) \| \leq \text{Const} \times \mathbb{E}_{\phi_0 = x}^\theta \left[ H(\theta, \Lambda - \delta_0/2) \mathbb{1} \{ H(\theta, \Lambda) > M \} \right]
\]

\[
= \text{Const} \times \mathbb{E}_{\phi_0 = x}^\theta \left[ H(\theta, \Lambda - \delta_0/2) \mathbb{1} \{ H(\theta, \Lambda - \delta_0/2) > M \} \right].
\]

Hence, to prove the uniform convergence, it is sufficient to show that the class of random variables

\[
\mathcal{Y} := \left\{ H(\theta, \Lambda) : \theta \in \mathbb{R}^l, \Lambda_{\theta} - \Lambda < 3\delta_0/2 \right\}
\]

is uniformly integrable. We claim that \(\sup_{X \in \mathcal{Y}} \mathbb{E} \left[ X^{1+\varepsilon} \right] < \infty\) for some small enough \(\varepsilon > 0\). Notice that for any \(\varepsilon > 0\),

\[
\mathbb{E}_{\phi_0 = x}^\theta \left[ H(\theta, \Lambda)^{1+\varepsilon} \right] = \mathbb{E}_{\phi_0 = x}^\theta \left[ e^{(\Lambda_{\theta} - \Lambda)\tau_x^*} \times \exp \left( \varepsilon \sum_{i=0}^{\tau_x^*-1} (\alpha C_{\theta}(\Phi_i) - \Lambda) \right) \right]
\]

\[
\leq \mathbb{E}_{\phi_0 = x}^\theta \left[ e^{\delta_0\tau_x^*/2} \times e^{\tau_x^*(2\alpha C + 3\delta_0/2)\varepsilon} \right],
\]

which is uniformly bounded if \(\varepsilon < (2\alpha C + 3\delta_0/2)^{-1} \times \delta_0/2\). Hence, the family of random variables \(\mathcal{Y}\) are uniformly integrable and the result follows. \(\square\)

**Corollary 15.** \(\nabla_{\theta} \Lambda_{\theta}^{(M)}, \nabla_{\theta}^2 \Lambda_{\theta}^{(M)}, \nabla_{\theta} \Lambda_{\theta}, \text{ and } \nabla_{\theta}^2 \Lambda_{\theta}\) are uniformly bounded over \(\theta \in \mathbb{R}^l\) and \(M > 1\).

*Proof.* The proof follows by Lemmas 14 to 17, and simple algebra. \(\square\)

**Corollary 16.** \(\nabla_{\theta} \Lambda_{\theta}^{(M)} \uparrow \nabla_{\theta} \Lambda_{\theta}\) as \(M \uparrow \infty\) uniformly over \(\theta \in \mathbb{R}^l\).

*Proof.* This follows by Lemmas 14 to 17, and Corollary 14. Notice that for any \(\theta \in \mathbb{R}^l\) and \(\Lambda_{\theta} - \Lambda < \delta_0\), we have

\[
\left\| f^{(M)}(\theta, \Lambda_{\theta}^{(M)}) - f(\theta, \Lambda_{\theta}) \right\| \leq \left\| f^{(M)}(\theta, \Lambda_{\theta}^{(M)}) - f^{(M)}(\theta, \Lambda_{\theta}) \right\| + \left\| f^{(M)}(\theta, \Lambda_{\theta}) - f(\theta, \Lambda_{\theta}) \right\|.
\]
By Lemma 17, we can pick $M_0$ large enough such that $\| f^{(M)}(\theta, \Lambda_\theta) - f(\theta, \Lambda_\theta) \|$ is sufficiently small, for all $M > M_0$. By Corollary 14, we can pick $M_1$ large enough such that for all $M > M_1$, we have $\Lambda_\theta - \Lambda_\theta^{(M)} < \delta_0$. Notice that $\| f^{(M)}(\theta, \Lambda_\theta^{(M)}) - f^{(M)}(\theta, \Lambda_\theta) \| \leq \text{Const} \times |\Lambda_\theta^{(M)} - \Lambda_\theta|$ for all $M > M_1$, where in here, $\text{Const} > 0$ is the uniform upper-bound of the set

\[ \left\{ \frac{\text{df}^{(M)}(\theta, \Lambda)}{\text{d}\Lambda} \bigg| \theta \in \mathbb{R}^l, \Lambda_\theta - \Lambda < \delta_0, M \in (1, \infty) \right\}. \]

The existence of such upper-bound follows by Lemma 17; in particular, by the fact that $\nabla^2 g^{(M)}(\theta, \Lambda)$ is uniformly bounded over $\theta \in \mathbb{R}^l$, $\Lambda_\theta - \Lambda < \delta_0$, and $M \in (1, \infty)$. Using Corollary 14, there exists $M_2 > M_1$ such that for all $M > M_2$, $\| f^{(M)}(\theta, \Lambda_\theta^{(M)}) - f^{(M)}(\theta, \Lambda_\theta) \|$ is sufficiently small. $\square$