Majorana vortex modes in spin-singlet chiral superconductors with noncollinear spin ordering: Local density of states study
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In the present study topologically nontrivial edge and vortex bound states are described in the coexistence phase of chiral spin-singlet superconductivity and noncollinear spin ordering on a triangular lattice in the presence of few (up to four) vortices. We consider the topological phase transition induced by the magnetic order between the phase hosting Majorana modes and the initial phase of the chiral d-wave superconductivity supporting non-Majorana modes which is also topologically nontrivial. The change of the excitation spectrum at the critical point is obtained in both cases of open and periodic boundary conditions in the presence of vortices. It is proved that zero energy Majorana modes localized at vortex cores are caused by noncollinear long-range magnetic ordering. Even though nearby excitation energies of subgap states including the edge-localized and vortex-localized states are very close to each other, the energy difference between different vortex bound states is an order of magnitude higher. This difference determines the energy gap for Majorana vortex modes separating them from other vortex bound states. It is found that even in the presence of noncollinear spin ordering its value can be estimated from the excitation energy of vortex bound states in the pure chiral d-wave state for the nonmagnetic case. By studying local density of states near the vortex cores the possibility to experimentally detect the described Majorana vortex modes by scanning tunneling microscopy is discussed. It is demonstrated that Majorana vortex modes and Majorana antivortex modes induced by noncollinear magnetism have different features in energy and spatially resolved density of states due to the chiral symmetry on the superconducting order parameter.

I. INTRODUCTION

Majorana modes that are localized at the ends of quasi-1D quantum wires have been actively studied in recent years both theoretically and experimentally [3–4]. It is believed that such spatially separated modes can be used for the realization of topologically protected quantum computations [5]. The similar modes with zero excitation energies propagate along the edges in 2D and quasi-2D topological superconductors, thus preventing their use in braiding. On the other hand, well separated Majorana modes in 2D topological superconductors can be localized on inhomogeneities or topological defects, such as Abrikosov vortex cores [6–11], magnetic skyrmions [12–13], corners in higher-order topological superconductors [13–15], and so on.

Initially the Majorana vortex modes were predicted in \( p_x + ip_y \)-wave superconductors [2, 16–21] in which the presence of a topologically nontrivial phase is caused by the triplet superconductivity. For superconductors with spin-singlet Cooper pairings an additional interaction, mixing electrons with different spins, should exist to induce topological superconductivity with Majorana modes. Therefore Majorana modes were predicted in the vortex state in spin-singlet superconductors with pronounced spin-orbit interaction [22, 23], topological insulator / superconductor heterostructures [10, 24–25], iron chalcogenide such as FeTe\(_{0.55}\)Se\(_{0.45}\) [26, 29], superconducting Dirac and Weyl semimetals [30].

It should be noted, that the subgap states including Majorana modes in 2D topological superconductors requires the absence of bulk gapless excitations in order to be realized. For example, in 2D nodal superconductors, such as d-wave superconductors and extended s-wave superconductors with zeros of the order parameter on nodal lines in the Brillouin zone, the trivial modes appear near zero energy. Such modes are caused by the nodal bulk excitations and prevent the formation of Majorana modes. Therefore a mechanism for opening an energy gap in the bulk spectrum of nodal superconductors should be suggested. Recently, it was shown that the gap is open for coupled structures of the nodal superconductor and a magnetic texture crystal [31]. In such a system Majorana modes are pinned by a vortex in the magnetization, rather than the superconducting term. Another way to open the gap is the formation of a chiral superconducting state with the complex order parameter, such as, for example, the \( d_{x^2−y^2} + id_{xy} \) state (in the following this symmetry is marked as \( d_1 + id_2 \)). It should be mentioned that these statements are correct for 2D systems with open boundary conditions in two directions of the lattice. If the strip geometry is considered, when open boundaries exist in one direction of the lattice and the periodic boundary conditions are applied in the other direction, it becomes possible to study Majorana end modes in nodal superconductors [32].

The chiral d-wave superconductivity is characterized by spin-singlet pairings and its order parameter vanishes at some points of the Brillouin zone (nodal points). Therefore the chiral superconductor has the gapped excitation spectrum under wide conditions in the homogeneous case with the periodic boundary conditions. The
energy gap is closed only for certain parameters when the Fermi contour intersects the set of nodal points \[33\,34\]. It is believed that the \(d_1 + id_2\)-wave superconductivity can be formed in hexagonal lattice systems (as an example, Na\(_x\)CoO\(_2\) \[32\,33\]) with triangular lattice and graphene with honeycomb lattice \[36\,37\].

It was proved over 20 years ago that the \(d_1 + id_2\) superconductor is the topological one \[38\] with zero energy edge states which are not Majoranas due to the presence of the only spin-singlet component of the order parameter. The spectrum of vortex bound states in chiral superconductors with the order parameter \(\Delta_\rho \propto (p_x + ip_y)^N\) is more complex: it has zero energy for odd \(N\) and is gapped for even \(N\) \[39\]. Since \(N = 2\) for the \(d_1 + id_2\)-wave superconductor, the vortex modes exist only at finite energy (in contrast to, for example, the \(d_{xz} + id_{yz}\)-wave pairing symmetry) \[40\,41\].

It is known that a helical long-range magnetic ordering in superconducting structures with the spin-singlet component of pairing can also lead to topological superconductivity and, consequently, to the formation of Majorana modes. Among such structures are spin chains on the surface of a superconductor \[42\,44\] and 2D magnetic superconductors \[13\,15\,50\]. Helical magnet-superconductor heterostructures were realized experimentally, specifically, a chain of Fe atoms with 120-degree ordering on a superconducting Ir or Re substrate \[51\,52\], as well as a Fe or Mn monolayer on the Re surface \[53\,54\]. It is believed that helical ordering of Fe is caused by Dzyaloshinskii-Moriya interaction induced by the spin-orbit interaction in the substrate \[55\]. In the present study it is proposed that structures containing layers of antiferromagnets and superconductors both having a hexagonal lattice can also demonstrate topologically nontrivial phenomena. It is connected with the fact that noncollinear 120° order induced by the geometrical frustrations in the triangular lattice is well studied and confirmed experimentally (for example, in quasi-two-dimensional RbFe(MoO\(_2\))\(_4\) \[55\,57\]).

It should be noted that in the vast majority of the theoretical studies of topological superconductivity in magnetic superconductors the emphasis has been on the description of Majorana end modes rather than Majorana vortex modes. The formation of Majorana modes on the vortex-antivortex pair previously was described in \[40\] for the coexistence state of chiral \(d_1 + id_2\) superconductivity and stripe magnetic ordering on a triangular lattice with periodic boundary conditions.

In the studied model the chiral superconductivity provides the gapped energy spectrum, while 120-degree spin ordering supports Majorana modes. Unlike the approach of Ref. \[40\], in the present study the different vortex structures, such as single vortex or antivortex, pair of vortices and vortex-antivortex pair, four vortices, are considered on the 2D lattice with the open boundary conditions to study the interplay between vortex and edge bound states. Consideration of open boundary conditions is connected with the fact that in real topological superconductors edges always exist (it can be also a boundary between topologically trivial and non-trivial phases) which can modify the excitation spectrum and complicate the idealized picture for vortex bound states under periodic boundary conditions. It is well known that in the presence of the single vortex in a topological superconductor one Majorana fermion appears in the vortex core, while the other Majorana fermion have to exist near the edges or at some distance from the vortex core which is determined by the magnetic length \[1\,2\,21\,23\]. As far as we know a study of the vortex bound states in the presence of few vortices in a limited lattice with edges is not carried out for any topological superconductor.

We also study the effects in the limited lattice when the topological phase transition occurs between two topologically nontrivial phases. One phase arises due to noncollinear magnetism and supports Majorana vortex modes, while in the other phase with even topological invariant zero vortex modes are not Majorana. The last phase exist also in the chiral d-wave state in the absence of magnetic ordering \[58\].

It is widely accepted that Majorana bound states in vortices can be detected by scanning tunneling spectroscopy (for example, \[6\,22\,27\,29\]). As it is known in the simplest approximation the tunneling conductance is proportional to the local density of states. In this article, we focus on the local density of states of the chiral \(d_1 + id_2\) superconductor with 120-degree spin ordering on a triangular lattice in the presence of Majorana modes localized at vortex cores. For the open boundary conditions it is shown that the excitation energy difference between Majorana vortex modes with zero energy and other subgap vortex bound states significantly exceeds the one between edge states. The part of the results is inherent to the coexistent state of chiral superconductivity and noncollinear spin ordering. It is found that even in the presence of noncollinear spin ordering the value of such energy difference is well estimated by the energy of vortex bound states in chiral d-wave superconductor \[40\] that, in your turn, differs from the energy of Caroli-de Gennes-Matricon states in the s-wave case \[57\]. The experimental detection of the obtained Majorana vortex modes by scanning tunneling microscopy is discussed. We also obtain the difference in the local density of states for Majorana modes localized at the vortex and the antivortex cores due to chiral \(d_1 + id_2\) symmetry of superconductivity.

The article has been organized in five sections. In Sec. \[1\] the Hamiltonian of the spin-singlet chiral superconductor with noncollinear spin ordering in the presence of vortices is introduced and the methods are described. The relation between the results of previous studies \[40\] and \[10\] is discussed in Sec. \[1\]. Namely, appearance of zero energy vortex bound states in \(d_1 + id_2\)-wave superconducting state in the presence of noncollinear spin ordering is noted. In Sec. \[1\] the numerical results for the excitation energies, local density of states around the vortex (or antivortex) cores and near the edges for differ-
ent vortex structures are presented. The obtained results are discussed in Sec. VII Conclusions are given in Sec. VII.

II. MODEL AND METHODS

In the framework of tight-binding approach and mean-field approximation the coexistence of superconductivity and in-plane noncollinear spin ordering can be described by the Hamiltonian

$$\mathcal{H} = \sum_{f,\sigma} (-\mu - \eta_\sigma h_z) c_{f\sigma}^\dagger c_{f\sigma} + \sum_{f f' \sigma} t_{f f'} c_{f\sigma}^\dagger c_{f'\sigma} + \hbar \sum_{f} \left( \exp(iQ R_f) c_{f\uparrow} c_{f\downarrow} + \exp(-iQ R_f) c_{f\downarrow}^\dagger c_{f\uparrow} \right) + \sum_{f f_1} \left( \Delta_{f f_1} c_{f_1\uparrow}^\dagger c_{f\downarrow} + \Delta_{f f_1}^* c_{f_1\downarrow} c_{f\uparrow} \right), \tag{1}$$

where $\mu$ is the chemical potential, $h_z$ is the Zeeman splitting term due to external magnetic field along the $z$ axis, $t_{f f'}$ is the hopping parameter, $h = J M/2$ is the exchange field. The exchange field is caused by $s - d(f)$ exchange interaction with the parameter $J$ between itinerant electrons and frozen localized spins having a noncollinear magnetic structure for which the vector spin operator is defined as

$$\langle S_f \rangle = M \left( \cos(Q R_f), -\sin(Q R_f), 0 \right). \tag{2}$$

Here, the spin structure vector is $Q$, and $M$ is magnetic order parameter. We suppose that in-plane magnetic anisotropy exist, and ordered magnetic moments are not canted in low magnetic field along $z$-axis. The parameter $\Delta_{f f_1}$ defines the amplitude of superconducting pairings.

In the Bogoliubov–de Gennes representation the Hamiltonian is expressed as

$$\mathcal{H} = \frac{1}{2} \Psi^\dagger H \Psi, \quad \Psi^\dagger = \left[ c_{\uparrow}^\dagger c_{\downarrow}^\dagger c_{\downarrow} c_{\uparrow} \right], \tag{3}$$

and

$$H = \begin{pmatrix} \xi_\uparrow & h & D & 0 \\ h^* & \xi_\downarrow & -D^* & 0 \\ D^\dagger & 0 & -\xi_\uparrow & -h \\ 0 & -D^* & -h^* & -\xi_\downarrow \end{pmatrix}. \tag{4}$$

The triangular lattice with the edges along the basic translation vectors $a_1 = a(\sqrt{3}/2, -1/2)$ and $a_2 = a(0, 1)$ is considered. The number of sites on the edges of the lattice is the same and denoted as $N_s$. For this case the each element in the matrix $H$ is the matrix of the size $N_s^2$. In the following, different bases defining the radius-vector in the real space are used: $R_f = x_f e_x + y_f e_y = (n - 1)a_1 + (m - 1)a_2$.

The Hamiltonian (4) belongs to the D-symmetry class which is described by the integer topological invariant $Z$. In the present study the topological invariant $N_3$ is expressed in terms of Green functions is used

$$\hat{N}_3 = \frac{\varepsilon_{\mu, \nu, \lambda}}{48\pi^2} \sum_{\sigma} \int_{-\infty}^{\infty} d\omega \int d\kappa |2\Omega\rangle \left( \hat{\mathcal{G}}_{\sigma} \partial_\omega \hat{\mathcal{G}}_{\sigma}^{-1} \hat{\mathcal{G}}_{\sigma} \partial_\omega \hat{\mathcal{G}}_{\sigma}^{-1} \right). \tag{5}$$

Here, the repeated indices $\mu, \nu, \lambda = 1, 2, 3$ imply summation, $\varepsilon_{\mu, \nu, \lambda}$ is the Levi-Civita symbol, $\partial_{(1)} \equiv \partial/\partial k_{(1)}$, $\partial_\omega \equiv \partial/\partial \omega$, and $\hat{\mathcal{G}}_{(i \omega, \kappa)}$ is the matrix Green function under periodic boundary conditions whose poles determine the bulk fermion spectrum. Details of the derivation of the matrix Green function and the bulk energy spectrum are presented in Appendix A.

In general the parameter $\Delta_{f f_1}$ can define the amplitude of superconducting pairings between the fermions on the same site ($f = f_1$) leading to s-wave superconductivity. The on-site exchange field (the third sum in (1)) in this case has a strong pair-breaking effect. Nevertheless, noncollinear spin ordering and superconductivity can coexist if the pairing interaction is non-local [60]. Therefore in the following the pairings between electrons on nearest sites are considered. The presence of vortices is parameterized through the dependence of the superconducting order parameter:

$$\Delta_{< f f_1>} = \Delta \exp \left[ \mathrm{i} l \arg(z(R_f) - z(R_{f_1})) \right] e^{i\pi/3} \times \prod_{i} \tanh \left( \frac{2(R_{f f_1} - R_{v_i})}{\xi} \right) \exp \left[ \mathrm{i} l_{v_i} \arg(z(R_{f f_1} - z(R_{v_i})) \right], \tag{6}$$

where the first exponent determines the symmetry of the superconducting order parameter (for the chiral $d_1 + i d_2$ symmetry on the triangular lattice $l = 2$), $z(R_f) = x_f + iy_f$ (in the basis of $e_x, e_y$), the additional phase $\exp(i\pi/3)$ is used for convenience. The last product describes different structures of vortices ($l_{v_i} = +1$ for a vortex, and $l_{v_i} = -1$ for an antivortex), where $R_{v_i}$ is a coordinate of the vortex (or antivortex) center and $\xi$ is the characteristic length. Here, $R_{f f_1} = (R_f + R_{f_1})/2$.

The energy spectrum and probability densities of subgap states are found using the Bogoliubov transformation with Bogoliubov quasi-particle operators $\alpha_j (j = 1, \ldots, 2N_s^2)$:

$$\alpha_j = \sum_{n m \sigma} \left( u_{j n m \sigma} c_{n m \sigma} + v_{j n m \sigma} c_{n m \sigma}^\dagger \right). \tag{7}$$

Here we explicitly use the coordinates $n$ and $m$ in the basis of $a_1, a_2$ instead of the site index $f$.

From the formula for site-dependent electron concentration $\langle c_{j n m \sigma}^\dagger c_{n m \sigma} \rangle$ the spatially and frequency-resolved density of states (DOS) is written as

$$\rho(R_f, \omega) = \sum_{j (\varepsilon_j > 0)} \left( |u_{j n m \sigma}|^2 \delta(\omega - \varepsilon_j) + |v_{j n m \sigma}|^2 \delta(\omega + \varepsilon_j) \right), \tag{8}$$
where the positive excitation energies $\varepsilon_j$ are chosen. According to Ref. [29] it is more informative to use the local DOS integrated over a region around a vortex core, edges, etc.:

$$\text{LDOS}_j(\omega) = \frac{1}{N_W} \sum_{n-n_l}^{n-n_u} \sum_{m-m_l}^{m-m_u} \rho(\mathbf{R}_f, \omega).$$

For $\omega = \varepsilon_j = 0$ and an unbroadened zero-energy level DOS $\rho(\mathbf{R}_f, \omega)$ corresponds to the widely used probability density of the $j$-excitation

$$\text{PrD}_j(\mathbf{R}_f) = \sum_{\sigma} \left( |u_{j\alpha\sigma}|^2 + |v_{j\alpha\sigma}|^2 \right).$$

To describe spatially separated Majorana modes in the case of a doubly degenerate ground state two Majorana quasiparticle operators $b'$ and $b''$ (following Kitaev [61]) are introduced. They are expressed through the initial Majorana operators set $\gamma_{Anm} = c_{n\alpha\sigma} + c_{n\alpha\sigma}^\dagger$ and $\gamma_{Bnm} = i \left( c_{n\alpha\sigma}^\dagger - c_{n\alpha\sigma} \right)$:

$$b' = \alpha_1 + \alpha_1^\dagger = \sum_{nm\sigma} \left( \text{Re}(w_{1nm\sigma}) \gamma_{Anm} - \text{Im}(z_{1nm\sigma}) \gamma_{Bnm} \right),$$

$$b'' = i \left( \alpha_1^\dagger - \alpha_1 \right) = \sum_{nm\sigma} \left( \text{Im}(w_{1nm\sigma}) \gamma_{Anm} + \text{Re}(z_{1nm\sigma}) \gamma_{Bnm} \right),$$

where $w_{j\alpha\sigma} = u_{j\alpha\sigma} + v_{j\alpha\sigma}$ and $z_{j\alpha\sigma} = u_{j\alpha\sigma} - v_{j\alpha\sigma}$.

### III. Appearance of Zero Energy Vortex Bound States Due to 120-Degree Magnetic Order

To study vortex bound states, it is generally accepted to separate them from edge states. Therefore, in order to suppress edge-localized states periodic boundary conditions can be applied. For the periodic vortex lattice a vortex unit cell with few vortices inside should be properly chosen. Then considering a plenty of such unit cells periodic boundary conditions can be imposed [62]. Another way to deal with periodic boundary conditions in periodic vortex lattices is applying the correct gauge transformation as described in Refs. [21, 24, 63].

On the other hand, for the case of few single vortices in the lattice the periodicity can be realized only for special vortex structures providing continuity of the phase of the order parameter on the opposite edges. For example, on a square lattice this can be done for the vortex-antivortex pair [40] which is described by the expression similar to [57] with the additional factor providing periodic boundary conditions. As mentioned above, in this case zero energy excitations are absent, and vortex bound state has a finite excitation energy.
superconducting gap ($\sim 2\Delta$). The oscillations of their energies are caused by the presence of the vortex pair. The modes with zero excitation energy appear in the coexistence phase of superconductivity and noncollinear spin ordering (SC+NCO). A finding here is that the bulk superconducting gap is closed at certain conditions and the topological phase transition occurs which is driven by noncollinear magnetic ordering. The closing gap is shown in Fig. 4 by the dashed line. On the left of the transition point the topological invariant $\tilde{N}_3 = 1$ (see (4)), while on the right of the transition $\tilde{N}_3 = 4$. It is seen that the energy of vortex bound states drops down in the $\tilde{N}_3 = 4$ topological phase. For clarity, we do not show the excitation energies above the bulk gap. The zero modes in the $\tilde{N}_3 = 1$ phase correspond to Majorana vortex modes $b'$ and $b''$ localized at different cores of the vortex-antivortex pair, while these modes are not separated in the $\tilde{N}_3 = 4$ phase. The detail difference between above mentioned topological phases will be discussed in the next section.

It should be noted that taking into account Zeeman splitting ($h_z \neq 0$) can lead to formation of zero modes even at $M = 0$. Although, such modes are not spatially separated and, consequently, they are not Majorana modes.

In real systems periodic boundary conditions may not be applicable. Therefore in the following, the simultaneous presence of edge and vortex bound states in the SC+NCO phase with open boundary conditions, as well as features of local density of states will be described. Note that topological edge states in the chiral d-wave state can have zero excitation energy even in the absence of magnetic order, in contrast to the vortex bound states.

**FIG. 2.** The chiral d-wave superconducting order parameter \( \tilde{b} \) in the presence of the vortex which center is denoted by the large black dot. The arrows on the nearest-neighbor bonds indicate the magnitude and the phase of the order parameter.

**FIG. 3.** The chemical potential dependence of the first two excitation energies in the presence of the vortex with the center at \((N_s+1)/2, (N_s+1)/2\) on the triangular lattice \((N_s = 63)\) with open boundary conditions in SC+NCO phase. Parameters: \(h = 1, \Delta = 0.2, h_z = 0.1\). The x-axis is divided at value \(\mu = 0\) to use different energy scales. Therefore, (a) is for \(\mu < 0\), and (b) is for \(\mu > 0\). Inset in (b): The chemical-potential dependence of the bulk gap in the excitation spectrum of the homogeneous system under periodic boundary conditions. The vertical dashed line divide topological phases with different values of the topological invariant.

**IV. LOCAL DENSITY OF STATES STUDY**

**A. Single vortex on the lattice**

The structure of the order parameter \(\tilde{b}\) in the presence of the single vortex with \(\xi = 4a\) and \(R_v\) at the center of the triangular lattice is presented in Fig. 2 (the region of the lattice in the vicinity of the vortex core is only shown). The vortex center position is marked by the large black dot. It is seen that the pairing amplitudes of the bonds nearest to the vortex center are suppressed. As usual, the phase of the order parameter on equivalent bonds denoted by the arrows with the same color changes by \(2\pi\) going around the vortex center.

In this section such vortex with the center located at the point \((n_c, m_o) = ((N_s+1)/2, (N_s+1)/2)\) (in the basis of \(a_1, a_2\)) on the triangular lattice with the parallelogram shape, \(N_s = 63\), and open boundaries is considered. The chosen lattice size when \(N_s\) is multiple of 3 provides zero in-plane total magnetic moment. In Fig. 3 the chemical-potential dependence of two lowest excitation energies is presented for the parameters \(h = 1, \Delta = 0.2, h_z = 0.1\).

For clarity the chemical potential ranges on Figs. 3(a) and 3(b) are divided by the value \(\mu = 0\) since the energy scales are mismatched on the presented intervals. This value is close to the critical point \(\mu \approx -0.0785\) at which topological phase transition between different phases occurs in the homogeneous system (without vortices) with periodic boundary conditions. The whole chemical potential interval corresponds to the case when on-site electron concentration, far from inhomogeneities such as a.
vortex core and edges, changes from approximately 0.7
to near half filling. Again, as in Fig. 1 the topological
transition is manifested on the dependence of the size of the
bulk gap on chemical potential (see inset of Fig. 3(b)).
In the inset it is seen that gapless excitations occur at the
critical point separating topological phases with different
topological invariant $\tilde{N}_3$. Therefore in Fig. 3(a) the results
are presented when the system is in the topologically non-trivial
phase with topological invariant $\tilde{N}_3 = 1$, excepting the transition region near
$\mu \approx -0.0785$, while in Fig. 3(b) the results correspond
to the $\tilde{N}_3 = 4$ phase.
First of all, the general properties of two distinct phases are discussed. The phase with $\tilde{N}_3 = 4$ is the
topologically non-trivial phase which is caused by chiral
d-wave superconductivity. Such a phase exist also without
long-range magnetic order ($h = 0$) and its topological
invariant is $Q = 2$, where $Q$ is the winding number of the
pseudo-spin vector introduced by Anderson. We argue that the relation $\tilde{N}_3(h = 0) = 2Q$ between the
expression [4] and the winding number $Q$ in the absence of
in the strip

We note that the obtained in Fig. 3 oscillations of energy near zero are typical for topologically nontrivial
phases [4, 64]. As it is known, the lowest excitation energy in topological superconductors is determined also
by the intervortex distance and the lattice size $N_s$ in consideration of open boundary conditions. The same
oscillations of zero modes are obtained in Fig. 4 for the vortex-antivortex pair in the lattice with periodic boundary
conditions. This excitation energy is infinitesimal for dilute enough vortices and large enough $N_s$ and grows
under decreasing $N_s$ or intervortex distance. However, an excitation with zero energy can be also realized by
the destructive interference of Majorana modes [4, 64]. In this study the parameters, as well as $N_s$ and vortex
structures are chosen in such a way that the presented
zero-energy solutions are obtained with good accuracy
determined only by a numerical error.

The chemical potential values corresponding to zero
modes formation are denoted by dots on the $x$ axis in
Figs. 3(a) and 3(b). Such values are calculated from the
system of equations on the coefficients of the Bogoliubov
transformation (the algorithm is described in, for example, [65]). It should be noted that for the limited lattice
a real closure of the bulk gap can not be obtained since
in this case the discrete energy levels are realized instead
of continuous energies for an infinite lattice with periodic
boundary conditions. It means that none of the presented
points for zero modes does correspond to vanishing bulk
gap. In the transition region near $\mu \approx -0.0785$ the minimal energy of quasi-bulk states in the limited lattice is
0.01 but not zero and there is still subgap energies corre-
sponding to vortex and edges bound states. Far from the
transition point the bulk states are well defined and their
energy slightly exceeds the bulk gap shown in the inset
of Fig. 3(b). This explains why for the limited system a
qualitative change of the excitation spectrum occurs not
exactly at the critical point, but in the vicinity of it.
However, the difference between the phases with vari-
ous $\tilde{N}_3$ is clearly seen in Fig. In the $\tilde{N}_3 = 4$ phase the
second excitation energy is much lower than the one in
the $\tilde{N}_3 = 1$ phase. It is connected with the fact that in
the $\tilde{N}_3 = 4$ phase there appear four zero edge modes with
different quantum numbers $k_i$ along the edge in the strip

![FIG. 4. Majorana modes in the presence of the single vortex on the triangular lattice (the vortex center coincides with the lattice center) at $\mu \approx -0.4205$ (this value is marked by the star in Fig. 3). The distributions of $b'$ (a) and $b''$ (b) modes on the lattice are shown. Black color corresponds to near zero values, the brightest color is for maximum values reaching 0.24. The parameters are the same as in Fig. 3.](image1)

![FIG. 5. The excitation energies at $\mu \approx -0.4205$. Square markers denote implementation of Majorana modes, large points — ingap vortex bound states, small points are for ingap edge bound states. The bulk gap is denoted by the dashed lines.](image2)
distributions confirm the formation of Majorana modes is general for all zero modes in the \( \tilde{N}_3 = 1 \) phase. The localization of the second mode is located near the edges. This localization of the Majorana mode is localized in the vortex core, while the other modes are realized there. This excitation can be the lowest energy branch in the presence of 120° spin ordering. In this phase edge and vortex bound states with zero excitation energy can also appear. Nevertheless, the modes \( b' \) and \( b'' \) corresponding to such zero-energy states have simultaneously non-zero values near the vortex core and near the edges.

The excitation energies at \( \mu \approx -0.4205 \) are demonstrated in Fig. 5. The square markers are zero energy Majorana modes. The large points denote excitation energies of ingap bound states which are localized near the vortex core. At finite energy such states are analogues of Caroli-de Gennes-Matricon bound states for the chiral d-wave superconductor with triangular lattice. The small points are for energies of edge states. The bulk gap size is marked by the horizontal dashed lines. It is seen that the first Majorana mode in the \( \tilde{N}_3 = 1 \) phase and are known for other topological superconducting systems \([9, 17, 21–23]\). To obtain this result, the Bogoliubov-like coefficients in the definitions of Majorana operators \( b' \) and \( b'' \) are calculated. Obviously, these coefficients are real. In Fig. 4(a) the distribution on the lattice sites of the coefficient \( \text{Im}(w_{1nm}) \) from \( b' \) is shown, while Fig. 4(b) is for \( \text{Im}(w_{1nm}) \) from \( b'' \). All other coefficients have the same localized character, i.e., vortex core localization for \( b' \) and \( b'' \) and, for this reason, they are not shown. This behavior is unique for true Majorana modes. Indeed, the representations \([10, 11]\) can be introduced for any excitation of any system with particle-hole symmetry. However, even if \( b' \) and \( b'' \) correspond to zero energy, but they are not spatially separated, they can not be Majorana modes.

We also should note that the lowest energy branch in the \( \tilde{N}_3 = 1 \) phase describe vortex bound states with reduced edge contributions, while the second branch is for only edge states. Due to the closeness of various energies in the \( \tilde{N}_3 = 4 \) phase the excitations with equal contributions of the vortex core and edges are realized there. This excitation can be the lowest on energy or correspond to the second excitation on magnitude depending on the parameters, while the remaining excitation is for predominantly vortex bound state.

The another difference between two topological phases in Fig. 3 concerns zero energy modes. In the \( \tilde{N}_3 = 1 \) phase the characteristic spatial distributions of \( b' \) and \( b'' \) modes (see \([10, 11]\)) with zero energy are shown in Fig. 4. This zero-energy solution is marked by the star in Fig. 4 at \( \mu \approx -0.4205 \). It is seen that the first Majorana mode is localized in the vortex core, while the second mode is located near the edges. This localization is general for all zero modes in the \( \tilde{N}_3 = 1 \) phase. Such distributions confirm the formation of Majorana modes in the \( \tilde{N}_3 = 1 \) phase and are known for other topological superconducting systems \([9, 17, 21–23]\). To obtain this result, the Bogoliubov-like coefficients in the definitions of Majorana operators \( b' \) and \( b'' \) are calculated. Obviously, these coefficients are real. In Fig. 4(a) the distribution on the lattice sites of the coefficient \( \text{Im}(w_{1nm}) \) from \( b' \) is shown, while Fig. 4(b) is for \( \text{Im}(w_{1nm}) \) from \( b'' \). All other coefficients have the same localized character, i.e., vortex core localization for \( b' \) and \( b'' \) and, for this reason, they are not shown. This behavior is unique for true Majorana modes. Indeed, the representations \([10, 11]\) can be introduced for any excitation of any system with particle-hole symmetry. However, even if \( b' \) and \( b'' \) correspond to zero energy, but they are not spatially separated, they can not be Majorana modes.

Such non-Majorana zero modes exist in the \( \tilde{N}_3 = 4 \) phase in the presence of 120° spin ordering. In this phase edge and vortex bound states with zero excitation energy can also appear. Nevertheless, the modes \( b' \) and \( b'' \) corresponding to such zero-energy states have simultaneously non-zero values near the vortex core and near the edges.

The excitation energies at \( \mu \approx -0.4205 \) are demonstrated in Fig. 5. The square markers are zero energy Majorana modes. The large points denote excitation energies of ingap bound states which are localized near the vortex core. At finite energy such states are analogues of Caroli-de Gennes-Matricon bound states for the chiral d-wave superconductor with triangular lattice. The small points are for energies of edge states. The bulk gap size is marked by the horizontal dashed lines. It is seen that the first Majorana mode in the \( \tilde{N}_3 = 1 \) phase and are known for other topological superconducting systems \([9, 17, 21–23]\). To obtain this result, the Bogoliubov-like coefficients in the definitions of Majorana operators \( b' \) and \( b'' \) are calculated. Obviously, these coefficients are real. In Fig. 4(a) the distribution on the lattice sites of the coefficient \( \text{Im}(w_{1nm}) \) from \( b' \) is shown, while Fig. 4(b) is for \( \text{Im}(w_{1nm}) \) from \( b'' \). All other coefficients have the same localized character, i.e., vortex core localization for \( b' \) and \( b'' \) and, for this reason, they are not shown. This behavior is unique for true Majorana modes. Indeed, the representations \([10, 11]\) can be introduced for any excitation of any system with particle-hole symmetry. However, even if \( b' \) and \( b'' \) correspond to zero energy, but they are not spatially separated, they can not be Majorana modes.
that the energy difference between vortex bound states, including the Majorana vortex mode, is an order of magnitude higher than the difference between the adjacent energies corresponding to the edge states. Therefore the Majorana mode located in the vortex core can be observed by the methods probing LDOS in contrast to edge bound states.

Dependencies of LDOS on energy near the single vortex core, edges, and far from inhomogeneities are shown in Fig. 6(a). For comparison the energy dependence of DOS without vortices and under periodic boundary conditions is presented in Fig. 6(b). A well-defined bulk superconducting gap is seen. For the limited lattice in the Shubnikov phase the edge and vortex bound states appear. Notably, the Majorana vortex mode is well separated by energy from finite-energy vortex states. On the other hand, a band of overlapping edge states appears in the superconducting gap for LDOS near the edges with the chosen broadening parameter $\delta$. The integration areas for LDOS($\omega$) are shown in Fig 6(c). In calculations of LDOS($\omega$) the broadening parameter $\delta = \Delta/20$ for the energy levels is used (to compare with the experimental STM resolution in FeTe$_{0.55}$Se$_{0.45}$ see [26, 28, 29]). It should be also noted that in the presence of Zeeman splitting $h_z = 0.1$ the average $z$-component of spin operator $\langle S_z^f \rangle$ is non-zero (approximately 0.025) near the vortex core and edges, while it is close to zero in the bulk of the lattice.

**B. Single antivortex on the lattice**

It is known that there is difference between the wave functions of vortex bound states and bound states in the case of an antivortex in chiral superconductors ($p_x + i p_y$-wave and $d_1 + i d_2$-wave) [18, 40]. The reason is that the phase winding of the order parameter is not equivalent in the case of the vortex and antivortex in chiral superconductors, while for s-wave superconductivity this effect is absent. We show that such difference is also manifested for Majorana bound states localized at the vortex or the antivortex cores in the case of the coexistence of chiral $d_1 + i d_2$ superconductivity and 120° spin ordering on the triangular lattice.

For the antivortex (with the same $R_v$ in the center of the triangular lattice and $\xi = 4a$, $N_s = 63$) a number of zero modes appears at slightly different values of chemical potential comparing to the case of the vortex in Sec. IV A. However, the Majorana modes are also localized near the antivortex core and near the lattice edges in the topological phase with $\bar{N}_3 = 1$, and the energy spectrum with subgap states is qualitatively the same. As it is mentioned above, $\rho(R_f, \omega)$ in the vicinity of the antivortex center should be distinguished from the one in the case of the vortex. To show it the dependencies of $\rho(R_f, \omega)$ on coordinates and energy are presented in Fig. 7(a) for the vortex at $\mu \approx -0.4205$ and in Fig. 7(b) for the antivortex at $\mu \approx -0.3962$ (the other parameters remain unchanged). The chosen conditions support Majorana modes formation for both cases. The highlighted line on the graphs corresponds to the energy dependence of $\rho(R_f, \omega)$ exactly at the center of the vortex/antivortex $R_f = R_v = (n_v, m_v)$ (in the basis of $a_1$ and $a_2$). To obtain the rest energy dependencies the coordinate $m$ of $R_f$ is changed from $m_v - d$ to $m_v + d$ ($d = 5$), while $n$ remains fixed $n = n_v$. It is seen that for the Majorana vortex mode $\rho(R_f, \omega)$ has a maximum exactly at the center of the vortex and at zero energy. On the other hand, the maximum of $\rho(R_f, \omega)$ for the antivortex is shifted from zero energy at $m = m_v$ and from the antivortex center at $\omega = 0$. It should be noted that LDOS for the antivortex
case qualitatively does not change from LDOS shown in Fig. 6. Therefore, to distinguish the obtained features of $\rho(R_f, \omega)$ for the vortex and the antivortex fairly precise positioning of a tip in STM experiments for larger vortices should be carried out.

C. Pair of vortices or vortex-antivortex pair on the lattice

As it was discussed in Sec. III, Majorana modes have to be localized at the cores of the vortices considering the vortex-vortex or vortex-antivortex pairs. Usually the corresponding eigenstate problem is solved with periodic boundary conditions. Existence of edges in real systems can influence on zero modes: if the vortex is located close enough to the edge then each zero energy mode is represented as a superposition of vortex bound states and edge bound states. In the studied model this is the case for the pair of vortices with coordinates of the centers $(N_s/3, N_s + 1/2)$ and $(2N_s + 1, N_s + 1/2)$ on the triangular lattice with $N_s = 63$. The pair position is the same as in Sec. III but here open boundary conditions are applied and the vortices are parameterized by using (5). To exclude a mixing of vortex and edge bound states in the lattice with open boundary conditions, the lattice size should be increased. Therefore in this section the triangular lattice with $N_s = 99$ is considered.

Considering the pair of vortices, Majorana vortex modes and zero-energy edge modes can be separated from each other. Therefore in the topological phase with $\tilde{N}_3 = 1$ a part of zero modes at certain values of chemical potential contain two Majorana modes localized at the vortex cores, while for the other values of chemical potential the zero modes are near the edges. This is in contrast with the case of the single vortex, when all the zero energy solutions in the $\tilde{N}_3 = 1$ phase contain simultaneously one Majorana mode inhabiting at the vortex core and the other Majorana mode localized in the vicinity of the edges.

Next we are going to focus on the Majorana vortex modes instead of the edge modes and demonstrate their energy resolution from the other bound states. The result for the excitation spectrum in the presence of the pair of vortices at $\mu \approx -0.389$ is presented in Fig. 8. As before, the markers at zero energy are for Majorana modes, the large points are vortex bound states, the small points correspond to energies of edge states.

As it is known, an increase of the lattice size increases a number of subgap states. We can see this result comparing Fig. 8 and Fig. 5. It is also seen that the difference between second and first excitation energies is decreased comparing to the case of Fig. 4. However, the second excitation energy corresponds to the edge bound states, while the first excitation with zero energy matches to the formation of spatially separated Majorana modes localized on the various vortex cores. The distributions of modes $b'$ and $b''$ are demonstrated in Fig. 9. The probability density near the edges is negligible. For the pair of vortices the energy difference between Majorana vortex modes and the other vortex bound states as well as LDOS behavior remain qualitatively the same as in the case of the single vortex shown in Fig. 6(a).

When the zero modes are localized only near the edges at certain parameters, the second excitation energy corresponds to the formation of vortex bound states. Further increase in the lattice size and intervortex distance causes the second excitation energy to shift to near zero energy.
Majorana modes $b'$ and $b''$ with zero energy are localized on different cores of the pair of vortices in Fig. 10. It is seen that the vortices in this pair are more distant from each other than vortices in the other pairs in the four-vortex system. Further, vortex bound states corresponding to the second excitation energy $\varepsilon_2 \approx 10^{-4}$ are formed on the other pair of vortices ($\sqrt{\text{PrD}}_2$ for the second excitation is presented in Fig. 11b). The nonzero energy of these bound states is caused by their overlapping. With increasing intervortex distance determined by $n_{vd}$ both energies oscillate and decrease to zero as it is seen from Fig. 10 with the results for the lattice with $N_s = 153$ at $\mu = -0.5902$. Therefore the bound states shown in Fig. 10, become Majorana vortex modes in the limit of well-separated vortices, as it is known [5, 6, 8]. With further increasing of $n_{vd}$ in Fig. 10: the energies grow due to overlapping of vortex and edge bound states.

The energy difference between such near-zero-energy vortex bound states and higher-energy vortex bound states is still $\approx 0.05$ as in the case of the single vortex or the pair of vortices, although a number of nearby high-energy excitations corresponding to vortex bound states also grows. This result confirms that Majorana vortex modes in the presence of several pairs of vortices on the limited lattice locally are still well separated on the energy scale to be experimentally detected by methods dealing with LDOS.

Note that Majorana vortex modes shown in Fig. 10 can be split by the edges. In this case one near-zero-energy solution is localized on the one vortex core from this pair and on the nearby edges, while the second solution is localized on the opposite vortex core and edges. The third excitation in this case is similar to the result shown in Fig. 10. All these results are presented in Fig. 11a-c. Different zero modes are obtained by varying chemical potential $\mu$. There are also zero energy solutions corresponding to modes localized along the edges in the four-vortices case (see Fig. 11d). In this case the second and third excitations involve vortex bound states (Fig. 11e-f). These bound states are distributed predominantly over all four vortex cores or over three vortex cores in contrast to the localization on two cores presented in Fig. 10.

**D. Four vortices on the lattice**

In this section four vortices are described with $\mathbf{R}_{n_{vd} = 1-4} = (N_s + 1 - n_{vd}, N_s + 1 - n_{vd})$, $(N_s + 1 + n_{vd}, N_s + 1 + n_{vd})$, $(N_s + 1 + n_{vd}, N_s + 1 - n_{vd})$, $(N_s + 1 - n_{vd}, N_s + 1 - n_{vd})$ on the triangular lattices with $N_s = 99$ and $N_s = 153$. The zero energy solutions exist on the same interval of chemical potential as in the previous sections. The main difference from the previous results is that vortex bound states appear also for the second excitation nearby with zero-energy Majorana vortex modes. This result is demonstrated in Fig. 11a, where $\sqrt{\text{PrD}}_1$ of the first excitation is shown for $N_s = 99$, $n_{vd} = (N_s + 3)/6$, and $\mu = -0.5902$. We take the square root here to resolve sixfold rotational symmetry of the finding solutions.

**E. Different lattice shapes**

To clarify the formation of Majorana vortex modes in limited lattices with different shapes we consider the triangular lattice with the hexagon edges, preserving the rotational symmetry of triangular lattice, and the triangular lattice with disk-like shape.

The hexagon shape contains $(3N_s^2 + 1)/4$ sites ($N_s = 63$ is taken). The same single vortex as in Sec. IV A is considered at the center of such lattice. At Fig. 12a, the dependencies of the lowest excitation energies on chemical potential are demonstrated for the hexagon. It is seen that a more symmetric form of the lattice leads to
the more regular dependencies of $\varepsilon_j(\mu)$ in the topological phase with $\tilde{N}_3 = 1$ in comparison with the parallelogram case described in Sec. [V A]. This regular dependence is similar to the case of periodic boundary conditions described in Sec. [III]. However, the number of zero-energy solutions on the considered range in the $\tilde{N}_3 = 1$ phase decreases in the hexagon. As previously, the Majorana mode localized at the vortex core and the other mode near the edges appear for the zero energy solutions. The probability density $\sqrt{\text{PrD}_1}$ corresponding to zero energy at $\mu = -0.3056$ is shown at Fig. 12b. The features of the excitation spectrum at $\mu = -0.3056$ such as the difference between nearby energies of edge states and the energies of vortex bound states are in quantitatively good agreement with the results presented in Fig. 12.

To obtain the disk-like shape of the triangular lattice we take the circle with the radius $|\mathbf{R}_c - \mathbf{R}_v| = 25.24a$ and the vortex at the disk center. There are 36 sites of triangular lattice on the circle radius. Therefore, the obtained edge is not ideal circle. Such circle-like shape can be cut from the triangular lattice with the parallelogram shape and $N_s = 63$. The results on excitation energies depending on $\mu$ and Majorana modes formation in the disk-like shape are shown at Fig. 12c, d.

We argue that the obtained results do not qualitatively (and even quantitatively for the energy spectrum) depend on the shape of the limited triangular lattice. Nevertheless, the considered in this Section hexagon and disk shapes may be more difficult to obtain in experiments.

V. DISCUSSION

In the described results the focus is on the presence of few vortices in the lattice instead of the case of periodic vortex lattice. It is connected with the fact that there are novel experimental possibilities to create and manipulate such single vortices or vortex-antivortex pairs, such as far-field optical method with use of heating by a laser beam [66, 67], local stress with the tip in scanning SQUID microscopy [68], and heating by the scanning tunneling microscope tip [69]. Moreover such structures are more suitable to provide braiding of Majorana vortex modes.

It is known that for well-separated $2N_v$ ($N_v$ is integer) vortices there are $2^{N_v}$ Majorana vortex modes [5, 6, 8]. For such vortices the phase term of the superconducting order parameter (5) near the $i$th vortex can be replaced
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FIG. 11. (a)-(c) $\text{PrD}_{j=1,2,3}$ for the lowest three excitation energies ($\varepsilon_1 \to 0$ for (a); $\varepsilon_2 \approx 2.5 \times 10^{-6}$ for (b); $\varepsilon_3 \approx 1.11 \times 10^{-5}$ for (c)) in the lattice with $N_s = 153$ and four-vortex structure with $n_{vd} = (N_s + 3)/6$ at $\mu = -0.669$. (e)-(f) Qualitatively different solutions for $\text{PrD}_{j=1,2,3}$ at $\mu = -0.7455$ ($\varepsilon_1 \to 0$ for (a); $\varepsilon_2 \approx 2.21 \times 10^{-5}$ for (b); $\varepsilon_3 \approx 4.51 \times 10^{-5}$ for (c)).
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FIG. 12. (a) The chemical potential dependence of the lowest excitation energies for the triangular lattice with the hexagon shape and the vortex at the lattice center. The parameters are as at Fig. 4. (b) Distribution of Majorana modes ($\sqrt{\text{PrD}_1}$) on the lattice with the hexagon shape at $\mu = -0.3056$. (c) The dependencies $\varepsilon_{1,2}(\mu)$ for the triangular lattice with the disk shape containing one vortex. (d) $\sqrt{\text{PrD}_1}$ on the disk at $\mu = -0.3448$. 
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We argue that the obtained dependence of ενd+id cannot
be spread for free electrons, since in this case the
change Δ → Δ/kF2 must be made [70]. Nevertheless, the
increasing of energy of bound states with kF increase
is confirmed by the numerical solution of the Bogoliubov-de
Gennes equations for the model [11] in the absence of
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The excitation energy in the presence of a single vortex in the limited triangular lattice has the same order.

Appearance of noncollinear spin ordering leads to formation of Majorana modes, but the above mentioned behavior of the energy of vortex bound states remains the same. There is a rise of excitation energies of bound states with increasing chemical potential (it can be seen in Fig. 1). As shown in Fig. 13 for the case of the single vortex (Sec. IV A) in the center of the triangular lattice with $N_x = 99$, the energy of the first vortex bound state with nonzero energy (blue solid line) grows nearly quadratically with increasing the amplitude $\Delta$ of the superconducting order parameter while the other parameters are fixed ($\mu = -0.736$, $h = 1$). To obtain this result the coherence length $\xi$ in Eq. (13) is considered inversely proportional to $\Delta$, such as $\xi/a = 0.8\Delta/\Delta$. We note that for the previous results shown in Figs. 1 and 3 the coherence length has been approximately considered to be constant. The Fermi momentum $k_F$ unperturbed by the exchange filed increases on only 20% at the presented chemical potential range. Therefore the dependence $\xi$ on $k_F$ can be neglected on the qualitative level.

The excitation energy for Majorana vortex modes shown in Fig. 13 by the red solid line is zero with good accuracy on the wide range of $\Delta$. The black solid line is for the bulk superconducting gap. It seen that in the beginning the bulk energy increases linearly with $\Delta$. In this region the minimal bulk gap $g$ is realized on the Fermi contour in the Brillouin zone with regard to the longrange magnetic order and is equal to the $|\Delta|_{k_{FC}}$, as in the nonmagnetic case. Here $k_{FC}$ describes momentums of the Fermi contour in the presence of the spin ordering (see Appendix A). It is also seen that with further increasing $\Delta$ the bulk gap is linearly decreased. This behavior is caused by the noncollinear spin ordering, which drives the system to the topological phase transition similarly to that shown in the inset of Fig. 6(b). On this curve the minimal gap is implemented at the symmetric points $(\pi/3, \pi/3)$, $(-2\pi/3, \pi/3)$, $(\pi/3, -2\pi/3)$ of the Brillouin zone and $g = \sqrt{(t - \mu)^2 + 4\Delta^2} - h$. It should be noted that the energy of vortex bound states does not follow to the bulk gap behavior in this case and it increases up to the bulk energy. We do not show excitation energies above the gap. For simplicity, here we also neglect contributions of the Zeeman term $h_z$, since $h_z \ll \Delta, h$.

The blue dashed line in Fig. 13 is the energy $\varepsilon_{1/2}^{d+id}$ from Eq. (18) presented for comparison. The agreement of the numerical results with the analytical estimation is quite well. In the inset of Fig. 13 the hexagonal Brillouin zone is presented, where the Fermi circle with the dashed line is obtained from the relation $\varepsilon_0 + \mu = \tilde{t}(k_F a)^2/2$, while the real almost-circle Fermi contour shown by the solid line is obtained from $t_{k_{FC}} = \mu$ (the definition of $t_k$ is given in Appendix A). For the better agreement with the numerical results $k_{FC}$ is used in Eq. (13). The other solid lines on the Brillouin zone are for the Fermi contour in the presence of the noncollinear magnetic ordering described by $k_{FM}$. It is seen that for the used parameters some parts of the Fermi contour influenced by the exchange field almost coincide with the Fermi circle $k_{FC}$ unperturbed by spin ordering. Therefore, it may prove applicability of the estimation (13) for the energy of vortex bound states even in the presence of noncollinear spin ordering.

The noncollinear spin ordering influences on the energy of vortex bound states in two different ways. First, growth of the exchange field in the $N_x = 1$ phase increases the energy of vortex bound states. Qualitatively it can be explained by the fact that $k_{FC}$ must be also increased in this case due to the modification of the initial bands by magnetic order. This effect is obtained both for fixed chemical potential or fixed average electron concentration while $h$ increases. On the other hand, the self-consistent calculation shows that the superconducting amplitude $\Delta$ slightly decreases in the presence of $120^\circ$ spin ordering. We argue that noncollinear spin order does not destroy superconductivity and the previous results are consistent with the solutions of the self-consistent equation on $\Delta$. Decreasing $\Delta$ leads to reduction of the energy of vortex bound states. It is shown that the both effects almost fully compensate each other. To conclude noncollinear spin ordering in the considered system leads to formation of Majorana vortex modes, while the higher energy vortex bound states remains almost the same as in the chiral d-wave superconductor due to the competing effects. However, the problem of the analytical derivation of the bound states energy in the presence of noncollinear magnetism is an important issue for future research which may reveal effects hidden in the present study.

It also can be concluded that the ratio $\Delta/|t|$ in a superconducting structure with noncollinear spin ordering on the triangular lattice should exceed the experimental resolution of STM ($\approx 50 \mu eV$) to detect Majorana vortex modes studied here. It is believed that this limit can be reached in FeTe$_{1-x}$Se$_x$ and (Li$_{0.84}$Fe$_{0.16}$)OHFeSe with large enough superconducting gap $(0.7 - 10\,\text{meV})$ on the background of small $\varepsilon_F (2 - 50\,\text{meV})$ [26, 29, 71]. Therefore an appearance of new materials and structures with the same features can be expected. However, the obtained increase of the vortex bound states energy with increasing chemical potential in the chiral d-wave superconducting state in contrast to the s-wave case may give an additional contribution when $k_{F}\alpha > 1$ to achieve the necessary energy gap for Majorana vortex modes.

VI. CONCLUSIONS

In the present article structures with two and four vortices, as well as vortex-antivortex pair, in the 2D chiral $d_{x^2-y^2} + id_{xy}$ topological superconductor on the triangular lattice in the presence of $120^\circ$ spin ordering are considered. Due to the presence of edges in real topo-
logical materials or existence of neighboring regions of a sample with various topology of the ground state (topologically trivial or nontrivial) the case of open boundary conditions is studied. It is shown that there appear many subgap states including zero energy modes in the Shubnikov phase under the simultaneous consideration of vortices and edges. The majority of finite-energy states are edge bound states, while the rest are vortex bound states (like Caroll-de Gennes-Matricon states).

It is shown that in the presence of a single vortex in the magnetic topological superconductor one zero mode is localized at the vortex core, while the other mode propagates along a closed path around the core, like in the other 2D topological superconductors. In the considered model the path coincides with the lattice edges. The zero modes for even number of vortices in the large enough lattice correspond either Majorana vortex modes or zero edge modes.

It is proved that namely the noncollinear magnetic order leads to formation of Majorana vortex modes with zero energy, since in the absence of the ordering vortex bound states can have only finite energy. This feature distinguishes Majorana vortex modes from zero edge modes, because the last can have zero (or near zero) energy both in the case of the presence of magnetic order and in the initial topologically nontrivial phase of the nonmagnetic chiral d-wave superconductor.

The exact numerical solutions of the Bogoliubov-de Gennes equations allow to study a hybridization of Majorana vortex modes between themselves and with the edges by changing the intervortex distance, lattice size, and position of the vortex relative to the edges. These effects are clearly manifested for the four-vortex structure. In the considered geometry the pair of Majorana vortex modes selects the pair of vortices which are most distant from each other. At the same time, for the remaining pair of vortices with the decreased intervortex distance the energy of vortex bound states is shifted from zero. We argue that simultaneous increasing of the lattice size and intervortex distance leads to formation of Majorana vortex modes on each vortex pair. However, such effects can be important on the limited scale.

Finite-energy vortex bound states can also have nearby excitation energies forming a cluster, and the number of such energies corresponds to the number of vortices. In turn, the energy difference between various clusters of vortex bound states in the excitation spectrum is an order of magnitude higher than the difference between the adjacent energies for edge states. This result shows that in principle the zero energy Majorana vortex modes can be distinguished from other higher energy vortex bound states in experiments, while the edge states can not. It is supposed that this can be done by tools measuring local density of states near the vortex core, such as scanning tunneling microscopy.

The studied system has distinct properties from the other topological superconductors. Firstly, the noncollinear spin ordering plays a role of the synthetic spin-orbit coupling and leads to formation of the topologically nontrivial phase supporting Majorana modes. Secondly, in the considered part of the topological phase diagram there exist two different topologically nontrivial phases. The phase with topological invariant \( N_3 = 1 \) is induced by spin ordering and supports Majorana vortex modes, while the phase with \( N_3 = 4 \) is realized initially in the chiral d-wave superconductor in the absence of magnetic order. It is shown that vortex modes with zero energy appeared in the last phase in the presence of the noncollinear ordering are not Majorana modes, since they can not be separated on isolated modes. Studying the topological phase transition we demonstrate that in the limited lattice such phases differ by the excitation spectrum. Thirdly, it is shown that Majorana vortex modes and Majorana antivortex modes induced by noncollinear magnetism have different features in energy and spatially resolved density of states and can be distinguished from each other. This result is connected with the chiral symmetry of the superconducting order parameter. Fourthly, it is found that although the energy of vortex bound states is renormalized by the exchange field, but it occurs in two competitive ways and finally the energy agrees well with the bound state energy in the nonmagnetic chiral d-wave superconductor. The considered energy determines the gap separating Majorana vortex modes from other bound states. We note that in order to experimentally detect the obtained Majorana vortex modes the ratio of the superconducting order parameter to hopping parameter (or Fermi energy) should exceed the experimental energy resolution as in other superconducting systems. Nevertheless, in the chiral d-wave state the energy gap for Majorana vortex modes can increases with growth of chemical potential in contrast to the case of s-wave superconducting state.
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Appendix A:

Hamiltonian (1) under periodic boundary conditions and with the homogeneous superconducting order parameter in the absence of vortices can be written in k-
space as
\[ \mathcal{H} = \sum_{k\sigma} \xi_{k\sigma} c_{k\sigma}^\dagger c_{k\sigma} + h \sum_{k} \left( c_{k\uparrow}^\dagger c_{kQ\downarrow} + c_{k\downarrow}^\dagger c_{k(-Q)\uparrow} \right) + \sum_{k} \left( \Delta_k c_{k\uparrow}^\dagger c_{k\downarrow}^\dagger + \Delta_k^* c_{k\downarrow} c_{k\uparrow} \right), \]
(A1)
where \( \xi_{k\sigma} = -\mu + t_k - \eta \sigma h_z \), the function \( \eta_{\sigma} = \pm 1 \) for \( \sigma = \uparrow \) and \( -1 \), otherwise for \( \sigma = \downarrow \). It is seen, that in the momentum representation the space of the electron states is limited by the subspaces of the states \( k, \sigma = \uparrow \) and \( k - Q, \sigma = \downarrow \) invariant under the action of Hamiltonian for all \( k \). Therefore, the calculations in the presence of long-range magnetic ordering and with the periodic boundary conditions can be carried out on the whole first Brillouin zone in the nonmagnetic case instead of using many-sublattice representation. The mean-field Hamiltonian \( (A1) \) can be diagonalized by using Bogoliubov transformations.

In the nearest neighbors approximation
\[ t_k = 2t \cos k_1 + \cos (k_1 + k_2) + \cos k_2, \]
\[ \Delta_k = 2\Delta \left( \cos k_1 + e^{i2\pi/3} \cos (k_1 + k_2) + e^{i4\pi/3} \cos k_2 \right), \]
(A2)
and \( k_i \) are determined the quasimomentum vector \( k = k_1b_1 + k_2b_2 \) in the units of the basic vectors \( b_1 \) of the reciprocal lattice.

To calculate the topological invariant \( \hat{N}_3 \) [3] the normal and the anomalous Matsubara Green’s functions are introduced:
\[ G_{0\sigma,0\sigma} (p, p'; \tau - \tau') = \left( T_{\tau} \tilde{c}_{p\sigma} (\tau) \tilde{c}_{p'\sigma}^\dagger (\tau') \right), \]
\[ F_{0\sigma,0\sigma} (p, p'; \tau - \tau') = \left( T_{\tau} \tilde{c}_{p\sigma} (\tau) \tilde{c}_{p'\sigma}^\dagger (\tau') \right), \]
\[ G_{\sigma,0\sigma} (p, p'; \tau - \tau') = \left( T_{\tau} \tilde{c}_{p\sigma} (\tau) \tilde{c}_{p'\sigma} (\tau') \right), \]
\[ F_{\sigma,0\sigma} (p, p'; \tau - \tau') = \left( T_{\tau} \tilde{c}_{p\sigma} (\tau) \tilde{c}_{p'\sigma}^\dagger (\tau') \right). \]
(A3)
The Gorkov equations for coexistence of superconductivity and noncollinear spin ordering are obtained in the form
\[ \begin{bmatrix}
\xi_{\omega_n - \xi_{\sigma}} & -\eta_{\sigma} \Delta_p & -h & 0 \\
-\eta_{\sigma} \Delta_p^* & \omega_n + \xi_{\sigma} & 0 & h \\
-h & 0 & \omega_n - \xi_{p-\eta_{\sigma} Q} & \eta_{\sigma} \Delta_{-p+\eta_{\sigma} Q} \\
0 & h & \eta_{\sigma} \Delta_{-p+\eta_{\sigma} Q}^* & \omega_n + \xi_{-p+\eta_{\sigma} Q}
\end{bmatrix}
\begin{bmatrix}
G_{0\sigma,0\sigma} (p, p; \omega_n) \\
F_{0\sigma,0\sigma} (p, p; \omega_n) \\
G_{\sigma,0\sigma} (p - \eta_{\sigma} Q, p; \omega_n) \\
F_{\sigma,0\sigma} (-p + \eta_{\sigma} Q, p; \omega_n)
\end{bmatrix}
= \begin{bmatrix}
1 \\
0 \\
0 \\
0
\end{bmatrix}, \]
(A4)
Here, \( \sigma \) denotes the opposite direction of the spin moment \( \sigma \).

It can be easily found that the obtained matrix of the system of Gorkov equations is the inverse matrix of the matrix Green’s function \( \hat{G}_{\sigma} \) included in \( (A1) \) after the replacement \( \omega_n \to \omega \). The definition of this matrix is
\[ \hat{G}_{\sigma} = \begin{bmatrix}
\hat{G}_{1\sigma} (p; i\omega_n) & \hat{G}_{2\sigma} (p, p - \eta_{\sigma} Q; i\omega_n) \\
\hat{G}_{2\sigma} (p - \eta_{\sigma} Q, p; i\omega_n) & \hat{G}_{1\sigma} (p - \eta_{\sigma} Q; i\omega_n)
\end{bmatrix}, \]
(A5)
and
\[ \hat{G}_{1\sigma} (p; i\omega_n) = \begin{bmatrix}
G_{0\sigma,0\sigma} (p, p; i\omega_n) & F_{0\sigma,0\sigma} (p, p; i\omega_n) \\
F_{0\sigma,0\sigma} (-p, -p; i\omega_n) & G_{0\sigma,0\sigma} (-p, -p; i\omega_n)
\end{bmatrix}, \]
\[ \hat{G}_{2\sigma} (p, p'; i\omega_n) = \begin{bmatrix}
G_{0\sigma,0\sigma} (p, p'; i\omega_n) & F_{0\sigma,0\sigma} (p, p'; i\omega_n) \\
F_{0\sigma,0\sigma} (-p, -p'; i\omega_n) & G_{0\sigma,0\sigma} (-p, -p'; i\omega_n)
\end{bmatrix}. \]

From the equations \( \det (\hat{G}_{\sigma}^{-1}) = 0 \) the branches \( \pm E_i (p) \) of the energy spectrum in the coexistence phase of superconductivity and noncollinear spin ordering with Zeeman splitting are obtained. The bulk gap is determined as a minimal gap (counting from the Fermi energy) of the energy spectrum in the Brillouin zone.

The energy spectrum in the coexistence phase of superconductivity and noncollinear spin ordering in the absence of Zeeman splitting \( h_z \) is simplified to
\[ E_{1,2k} = \sqrt{\frac{1}{2} \left( \xi_k^2 + \xi_{k-Q}^2 + |\Delta_k|^2 + |\Delta_{-k+Q}|^2 \right) + h^2 + \lambda_k}, \]
(A6)
where
\[ \lambda_k = \left\{ \begin{array}{l}
\frac{1}{4} (\xi_k^2 - \xi_{k-Q}^2 + |\Delta_k|^2 - |\Delta_{-k+Q}|^2)^2 + \\
+ h^2 \left[ (\xi_k + \xi_{k-Q})^2 + |\Delta_k + \Delta_{-k+Q}|^2 \right] \end{array} \right\}^{1/2}, \]
and \( \xi_k = -\mu + t_k \).

The Fermi contour in the presence of noncollinear spin ordering is found from the relation
\[ \xi_{kFm} \xi_{kFm-Q} = h^2. \]
(A7)
The bulk gap on the Fermi contour can be obtained from \( (A6) \) by excluding the chemical potential according to \( (A7) \). If the greatest terms are \( h \) and \( |t_{kFm} - t_{kFm-Q}| \), then the \( k \)-dependent bulk gap can be estimated as
\[ g_{kFm} = |\Delta_{kFm}| \quad \text{for} \quad t_{kFm} < t_{kFm-Q}, \quad \text{(A8)} \]
\[ g_{kFm} = |\Delta_{kFm-Q}| \quad \text{for} \quad t_{kFm} > t_{kFm-Q}. \quad \text{(A9)} \]
This value determines the bulk gap on the Fermi contour. Nevertheless, the minimal bulk gap can be realized in other points of the Brillouin zone due to noncollinear spin ordering.
Appendix B:

By using the results of [40] the energy of vortex bound states of the chiral $d_1 + i d_2$ superconductor on the triangular lattice can be written as

$$\varepsilon_{\nu}^{d+id} = \nu \left( \frac{\Delta + \tilde{\nu}}{\tilde{\nu}^2} \right) 2\sqrt{2}L/a \times$$

$$\int_0^\infty \frac{dr}{r} \sinh(r/\xi) \cos(r/\xi)^2 - 2\sqrt{2}L/\xi - 1$$

$$\cosh(a/\xi)^2 \frac{dr}{a} \cosh(r/\xi)^2 - 2\sqrt{2}L/\xi.$$

(B1)

where the parameters $\Delta$, $\tilde{\nu}$, $\varepsilon_0$ can be obtained in the long-wave approximation expanding $t_k$ and $\Delta_k$ in the vicinity of $k = k_2 = 0$ (the bottom of $t_k$) or $k = k_2 = -2\pi/3$ (the top of $t_k$). Near the bottom of the band they are $|\Delta| = 3|\Delta|/4$, $\tilde{\nu} = 3|\nu|$, $\varepsilon_0 = 6|\mu|$. $\xi$ is the coherence length and the effective length $L$ introduced in [40] is

$$L = \frac{a}{|\Delta|/\tilde{\nu} \sqrt{\varepsilon_0 + \mu}/\tilde{\nu}}.$$  

(B2)

The Fermi energy now is $\varepsilon_F = \varepsilon_0 + \mu = \tilde{\nu}(k_F a)^2/2$. Similarly to the s-wave superconducting state the coherence length in the chiral d-wave superconductor can be estimated as

$$\xi = \frac{1}{2|\Delta|/\tilde{\nu} k_F}.$$  

(B3)

Then expressing the chemical potential through $k_F$, it can be seen that $2\sqrt{2}L/\xi = 1$. Therefore the expression (B1) is simplified to

$$\varepsilon_{\nu}^{d+id} = \frac{2\nu|\Delta|k_F a}{\xi/\nu} C,$$

(B4)

where

$$C = \frac{\int_0^\infty \frac{dr}{r} \sinh(r/\xi) \cos(r/\xi)^2}{\nu/\sinh(a/\xi)^2 + \nu/\sinh(a/\xi)}.$$  

(B5)

This formula is presented in the main text (see (13)). It should be noted that the initial expression (B1) for arbitrary coherence length leads to the qualitatively same results.
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