Robust Fault-Tolerant Control for Stochastic Port-Hamiltonian Systems against Actuator Faults
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Abstract: Exploiting the stochastic Hamiltonian structure, this paper investigates the robust fault-tolerant control (FTC) for stochastic port-Hamiltonian systems (SPHSs) with actuator faults. First, an energy-based robust FT controller is developed for SPHSs against the loss of actuator effectiveness. Then, an alternative condition, as well as its corresponding controller are given to extend the application of the proposed controller. Unlike the existing FT controllers, they are continuous, and there is no need to solve the Lyapunov function and Hamilton–Jacobi–Isaacs (HJI) inequalities associated with the nominal systems. Finally, an energy-based robust adaptive FT controller is presented for the faulty SPHSs to deal with parameter perturbations, and an alternative condition with its corresponding controller is also given. Both the adaptive controllers preserve the main stochastic Hamiltonian structure of the faulty systems. Compared to the existing adaptive controller, simulations on synchronous generators show the effectiveness of the proposed methods.
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1. Introduction

Port-Hamiltonian systems proposed by Maschke et al. [1,2] are not only important by themselves, but also provide an important tool for controller design and stability analyses for nonlinear control systems. Their elegant mathematical representation, clear physical structure, and interconnections make them well suited for the modeling of practical systems. Most importantly, the Hamiltonian function of a port-Hamiltonian system defines the total system energy and can be applied to construct a Lyapunov function. Due to these properties, the energy-based port-Hamiltonian framework has natural advantages in nonlinear control problems [3–9].

Stochastic disturbances such as measurement errors, modeling inaccuracies, environment noises, and so on, are unavoidable. These may cause instability and performance degradations of a controlled system. Taking these stochastic phenomena into account in deterministic port-Hamiltonian systems drives the development of stochastic port-Hamiltonian systems (SPHSs). They make a good formulation about the process disturbances imposed on the systems by utilizing the Itô form and have drawn more recent attention [10–14]. Satoh and Fujimoto [10] proposed a passivity-based controller for stabilizing SPHSs in probability by coordinate transformations, which can preserve the stochastic port-Hamiltonian structure of the closed-loop system. To consider the influence of stochastic disturbances of the input and the process, Fang and Gao [11] extended SPHSs to input-disturbed SPHSs and constructed a passivity-based basic framework for the systems. Haddad et al. [12] provided an energy-based controller and a shaped energy function for SPHSs. Liu et al. [13] proposed a robust $H_{\infty}$ control law based on the dissipation of SPHSs.
The control methods mentioned above for SPHSs are proposed on the premise that the actuators work normally. However, actuator faults are common in performance-critical systems due to the irregular processes or material aging, and if not handled well, they may lead to undesired system behavior, instability, or even catastrophic accidents. Consequently, fault-tolerant control (FTC), which aims to achieve the desired stability and performance for faulty systems, has received increasing attention. Generally speaking, the available FTC methods can be divided into passive and active FTC. One can refer to [15,16] and the references therein for more information. The active FTC reacts to the faults by reconfiguring the controller with the online information provided by the fault detection and diagnosis (FDD) block, while the passive FTC deals with all the expected or presumed faults by using a unique controller, and it has neither an FDD block nor online control reconfiguration subsystems. Compared to the active FTC, the passive FTC has the drawback of being usable only for all the expected or presumed faults. However, as depicted in [16], it can avoid the time delay caused by the fault detection and controller reconfiguration. This paper considers passive FTC against actuator faults.

More attention has been paid to passive FTC approaches for deterministic nonlinear systems against the loss of actuator effectiveness, such as passivity-based control [17–19], sliding mode control [20,21], backstepping control [22–24], integral observers [25], etc. Benosman et al. [16,26] proposed a Lyapunov-based actuator FT controller for nonlinear systems, which ensures the locally uniformly asymptotic stability of the closed-loop systems, but as stated by the authors, it has two limitations to some extent. First, it strongly depends on the availability of an explicit Lyapunov function of the safe systems. Second, it is discontinuous because it involves a sign function and may cause the chattering phenomena in the control effort. It should be stressed that these results have no discussion on how to deal with stochastic disturbances.

Motivated by these considerations, this paper investigates the robust FTC for SPHSs subject to the loss of actuator effectiveness by utilizing the stochastic Hamiltonian structure. The major contributions of the paper are summarized below:

1. An energy-based robust FT controller is developed for the faulty SPHSs against the loss of actuator effectiveness. Unlike the FT controller given in [26], it is continuous and does not lead to the chattering phenomenon caused by the discontinuity. Moreover, the FTC method avoids solving the Lyapunov function and Hamilton–Jacobi–Isaacs (HJI) inequalities associated with the nominal systems. Besides, an alternative condition is given to extend the application of the proposed controller.

2. An energy-based robust adaptive FT controller is proposed for the faulty SPHSs to deal with parameter perturbations, as well as an alternative condition. Although involving a sign function, it preserves the main stochastic Hamiltonian structure and makes full use of the dissipation property of the systems. Hence, there is no need to solve the Lyapunov function and HJI inequalities either.

These results solve the robust FTC of deterministic port-Hamiltonian systems with actuator faults and the robust stabilization of safe fault-free SPHSs as special cases. An example of synchronous generators with steam valve control illustrates the effectiveness of the proposed methods.

The rest of this paper is organized as follows. Section 2 reviews some required preliminaries and formulates the FTC problem for SPHSs. Sections 3 and 4 give the main contributions of this paper, namely an energy-based robust FT controller and an energy-based robust adaptive one. Section 5 presents an example and simulations. Conclusions are discussed in Section 6.

**Notation:** \( I_m \) is the \( m \times m \) identity matrix, \( ||x|| = \sqrt{x^T x} \), \( ||x||_1 = \sum_{i=1}^{n} |x_i| \) for \( x = (x_1, x_2, \ldots, x_n) \in \mathbb{R}^n \), and \( ||A||_{\min} = \min_{i \in \{1,2,\ldots,n\}} \sum_{j=1}^{n} |a_{ij}| \) for \( A = (a_{ij}) \in \mathbb{R}^{n \times n} \).
2. Problem Formulation and Preliminaries

SPHSs were introduced in [10], and their autonomous input-state–output representation was given by the Itô form:

\[
\begin{align*}
\frac{dx}{dt} &= \left( [f(x) - R(x)] \frac{\partial H(x)}{\partial x} + g(x) u \right) dt + g_w(x) dw, \\
y &= g^T(x) \frac{\partial H(x)}{\partial x},
\end{align*}
\]

where \( x(t) \in \mathbb{R}^n \), \( u(t) \), and \( y(t) \in \mathbb{R}^m \) are the state, the control input, and the output, respectively, \( f(x) = -J^T(x) \in \mathbb{R}^{n \times n} \), \( 0 \leq R(x) = R^T(x) \in \mathbb{R}^{n \times n} \), \( w(t) \) is an \( r \)-dimensional independent standard Wiener process defined on a complete probability space \( (\Omega, \mathcal{F}, \{\mathcal{F}_t\}_{t \geq 0}, \mathcal{P}) \), \( H(x) \) is twice differentiable with \( H(0) = 0 \), \( g(x) \in \mathbb{R}^{n \times m} \) and \( g_w(x) \in \mathbb{R}^{n \times r} \) are Borel measurable, \( g(x) \) has full column rank, and \( g_w(0) = 0 \).

Here, we assume that the functions \( f(x) \) satisfies the Lipschitz condition with respect to \( x \), and the input \( u(t) \) is a measurable function and satisfies \( E(\int_0^t ||u(s)||^2 ds) < \infty \) for all \( t > 0 \); \( E(\cdot) \) means the expectation under the measure \( \mathcal{P} \). Under these conditions, there exists a pathwise unique solution to the system (1) for all \( x(0) = x_0 \in \mathbb{R}^n \).

In this paper, we consider the SPHS (1) subject to the loss of actuator effectiveness and external disturbances of the form

\[
\begin{align*}
\frac{dx}{dt} &= \left( [f(x) - R(x)] \frac{\partial H(x)}{\partial x} + g(x) u \right) + g_v(x)v dt + g_w(x)dw, \\
y &= g^T(x) \frac{\partial H(x)}{\partial x},
\end{align*}
\]

where \( a(t) = \text{Diag}\{a_{11}(t), a_{22}(t), \ldots, a_{mm}(t)\} \) is a continuous matrix function with \( 0 < c \leq a_{ii}(t) \leq 1, \forall \, i = 1, 2, \ldots, m \), \( v(t) \in \mathbb{R}^l \) is a stochastic exogenous disturbance signal with \( E(\int_0^t ||v(s)||^2 ds) < \infty \) for all \( t > 0 \), \( g_v(x) \in \mathbb{R}^{n \times l} \), \( z(t) \in \mathbb{R}^r \) is a penalty signal, and \( r(x) \in \mathbb{R}^{r \times m} \) has full column rank.

**Remark 1.** The loss of actuator effectiveness is represented by a multiplicative matrix \( a(t) \). The diagonal element \( 0 < a_{ii}(t) < 1 \) means that the \( i \)-th actuator loses its effectiveness partially.

The robust FTC problem for the faulty SPHS (2) is to design a feedback FT controller

\[ u(t) = \beta(x(t)) \]

such that for all \( a(t) \in \mathbb{R}^{n \times m} \), the equilibrium \( x_e = 0 \) to the system is locally asymptotically stable in probability when \( v(t) \equiv 0 \), and meanwhile, the \( L_2 \) gain of the corresponding closed-loop system from \( v(t) \) to \( z(t) \) is bounded by a given disturbance attenuation level \( \gamma \) for \( x(0) = 0 \), i.e., [27], for all \( T > 0 \),

\[
E \left\{ \int_0^T ||z(t)||^2 dt \right\} \leq E \left\{ \gamma^2 \int_0^T ||v(t)||^2 dt \right\}, \, v(t) \in L_2[0, T].
\]

**Definition 1 ([28]).** Consider the following stochastic system:

\[
\begin{align*}
\frac{dx}{dt} &= f(x)dt + g_w(x)dw, \\
y &= h(x),
\end{align*}
\]

where \( x(t) \in \mathbb{R}^n \), \( y(t) \in \mathbb{R}^m \), \( w(t) \in \mathbb{R}^r \), \( f(x) \in \mathbb{R}^n \), \( g_w(x) \in \mathbb{R}^{n \times r} \), and \( h(x) \in \mathbb{R}^l \) are sufficiently differentiable with \( f(0) = 0 \), \( g_w(0) = 0 \) and \( h(0) = 0 \). Let \( V(x) \) be twice differentiable, then the infinitesimal generator of \( x(t), t \geq 0 \), is defined as
where \( \text{tr}\{\cdot\} \) represents the trace of the argument.

Remark 2. From a stochastic version of LaSalle’s theorem [29], the equilibrium solution \( x_e = 0 \) is asymptotically stable in probability if \( \mathcal{L}V(x) \leq 0 \) and \( \{x \in \mathcal{D}| \mathcal{L}V(x) = 0\} = \{0\} \).

Definition 2 ([30]). The system (4) is called zero-state detectable if for all \( x(0) = x_0 \in \mathbb{R}^n \), \( h(x(t)) \xrightarrow{a.s.} 0, \forall t \geq 0 \), implies \( P\{\lim_{t \to \infty} x(t) = 0, x(0) = x_0\} = 1 \). It is called zero-state observable if for all \( x_0 \in \mathbb{R}^n \), \( h(x(t)) \equiv 0 \) implies \( x_0 \equiv 0 \).

Remark 3. Assume that \( z(t) = \bar{h}(x(t)) \) is chosen as a penalty signal for the system (4), where \( \bar{h}(x) \in \mathbb{R}' \) is a sufficiently differentiable function with \( h(0) = 0 \). The system (4) is zero-state detectable if for all \( x(0) = x_0 \in \mathbb{R}^n \), \( h(x(t)) \xrightarrow{a.s.} 0 \) and \( \bar{h}(x(t)) \xrightarrow{a.s.} 0, \forall t \geq 0 \), implies \( P\{\lim_{t \to \infty} x(t) = 0, x(0) = x_0\} = 1 \). The system (4) is zero-state observable if for all \( x_0 \in \mathbb{R}^n \), \( h(x(t)) \equiv 0 \) and \( \bar{h}(x(t)) \equiv 0, \forall t \geq 0 \) implies \( x_0 \equiv 0 \).

Lemma 1. For any given \( x, y \in \mathbb{R}^n \) and diagonal matrix \( 0 < A \in \mathbb{R}^{n \times n} \), the following inequalities hold:

\[
\begin{align*}
    x^T y & \leq \|x\|_1 \cdot \|y\|_1; \\
    \|x\|_1 \cdot \|A\|_{min} & \leq x^T A \text{sgn}(x),
\end{align*}
\]

where \( \text{sgn}(x) = [\text{sgn}(x_1), \text{sgn}(x_2), \ldots, \text{sgn}(x_n)]^T \) is a sign function.

The proof of Lemma 1 is straightforward according to the notations given in Section 1.

3. Energy-Based Robust FTC for SPHSs

This section proposes an energy-based robust FT controller for SPHSs against the loss of actuator effectiveness.

To this end, we first give a common assumption for the faulty SPHS (2) [10–13]:

\[
\lambda(x) = \frac{\partial^2 H}{\partial x^2} - \frac{1}{2} \text{tr}\{g_w^T \frac{\partial^2 H}{\partial x^2} g_w\} \geq 0.
\]  

Theorem 1. Assume that the inequality (6) holds and when \( u(t) \equiv 0 \), the faulty SPHS (2) is zero-state detectable. If the inequality:

\[
\begin{align*}
    \mu(x) &= gK(x)g^T + \frac{1}{2\gamma} (g g^T - g_w g_w^T) \geq 0
\end{align*}
\]

holds, where \( 0 < K(x) \in \mathbb{R}^{m \times m} \) is the feedback gain matrix, then the control law:

\[
u = -\frac{\gamma}{2} \tilde{K}(x)g^T \frac{\partial H}{\partial x}
\]

solves the robust FTC problem of the system (2), where \( \tilde{K}(x) = K(x) + \frac{1}{\gamma} r^T r(x) + \frac{1}{2\gamma^2} I_m \).

Proof. Along the trajectories of the system (2) under the controller (8), we obtain

\[
\begin{align*}
\mathcal{L}H(x) - \frac{1}{2} \left\{ \gamma^2 \|v\|^2 - \|z\|^2 \right\} &= -\lambda(x) - \frac{1}{\epsilon} \frac{\partial^2 H}{\partial x} g \tilde{K} g^T \frac{\partial H}{\partial x} + \frac{1}{\epsilon} \left( \gamma^2 \|v\|^2 - \|z\|^2 \right) \\
&= -\lambda(x) - \frac{\partial^2 H}{\partial x} \mu(x) \frac{\partial H}{\partial x} + \frac{1}{\epsilon} \left( \gamma^2 \|v\|^2 - \|z\|^2 \right) \\
&= -\lambda(x) - \frac{\partial^2 H}{\partial x} \left( \frac{\partial H}{\partial x} \left( \frac{\partial H}{\partial x} - I_m \right) g \tilde{K} g^T \frac{\partial H}{\partial x} - \frac{1}{2} \|\gamma v\|^2 - \frac{1}{2\gamma} \|z\|^2 \right) \\
&= -\lambda(x) - \frac{\partial^2 H}{\partial x} \left( \frac{\partial H}{\partial x} \left( \frac{\partial H}{\partial x} - I_m \right) g \tilde{K} g^T \frac{\partial H}{\partial x} - \frac{1}{2} \|\gamma v\|^2 - \frac{1}{2\gamma} \|z\|^2 \right) \\
&= -\frac{\partial^2 H}{\partial x} \left( \frac{\partial H}{\partial x} \left( \frac{\partial H}{\partial x} - I_m \right) g \tilde{K} g^T \frac{\partial H}{\partial x} - \frac{1}{2} \|\gamma v\|^2 - \frac{1}{2\gamma} \|z\|^2 \right).
\end{align*}
\]
Since \( 0 < \epsilon < \alpha_i(t) \leq 1, \delta = \frac{\|\alpha\|_{\text{min}}}{\epsilon} - 1 \geq 0 \). Associated with \( \lambda(x) \geq 0 \) and \( \mu(x) \geq 0 \), the Equation (9) yields

\[
\mathcal{L}H(x) - \frac{1}{2} \{ \gamma^2 \|v\|^2 - \|z\|^2 \} \\
\leq -\delta \bar{v} H \langle K + \frac{1}{2} \delta^2 I_m \rangle \bar{v} \frac{\partial H}{\partial x} - \frac{1}{2} \|\gamma v - \frac{1}{\gamma} \bar{v} \frac{\partial H}{\partial x} \|^2 - \frac{\delta}{2} \|z\|^2 \\
\leq -\frac{1}{2} \|\gamma v - \frac{1}{\gamma} \bar{v} \frac{\partial H}{\partial x} \|^2 - \frac{\delta}{2} \|z\|^2 \\
\leq 0,
\]

which implies

\[
\mathcal{L}H(x) \leq \frac{1}{2} \{ \gamma^2 \|v\|^2 - \|z\|^2 \}. \tag{11}
\]

The Itô formulas give

\[
E\{H(x(T))\} - E\{H(0)\} \leq E\{ \int_0^T \frac{1}{2} (\gamma^2 \|v(t)\|^2 - \|z(t)\|^2) \, dt \}, \tag{12}
\]

which means the inequality (3) holds, i.e., the \( L_2 \) gain of the system (2) from \( v(t) \) to \( z(t) \) is no more than \( \gamma \).

Setting \( v(t) \equiv 0 \) in (10), we obtain

\[
\mathcal{L}H(x) \leq -\frac{1}{2\gamma^2} \|\bar{v} \frac{\partial H}{\partial x} \|^2 - \frac{\|\alpha\|_{\text{min}}}{2\gamma} \|z\|^2. \tag{13}
\]

Hence the closed-loop system converges in probability to the largest invariant set contained in

\[
S = \{ x : \mathcal{L}H(x) = 0 \} = \{ x : y = \bar{v} \frac{\partial H}{\partial x} z = 0 \}.
\]

With \( y(t) = 0 \) and \( z(t) = 0 \), the zero-state detectability of the system concludes

\[
P\{ \lim_{t \to \infty} x(t) = 0, x(0) = x_0 \} = 1.
\]

Therefore, the closed-loop system is locally asymptotically stable in probability at \( x_e = 0 \). \( \Box \)

**Remark 4.** Theorem 1 presents an energy-based robust FT controller for SPHSs against actuator faults and external disturbances. If the function \( H(x) \) is radially unbounded, the controller (8) solves the global robust FTC of SPHSs, that is it achieves the robustness against external disturbances while maintaining the globally asymptotical stability in probability.

**Remark 5.** Different from the discontinuous FT controllers given in [26], the controller (8) is continuous and does not lead to the chattering phenomenon caused by the discontinuity. Besides, the proposed FTC method avoids solving the Lyapunov function of the nominal system because the Hamiltonian function \( H(x) \) serves as a Lyapunov function. Moreover, there is no need to solve \( \text{HJI inequalities} \), a typical and relatively difficult process for nonlinear robust control design [31].

**Remark 6.** Theorem 1 covers the robust FTC of deterministic port-Hamiltonian systems with actuator faults and the robust stabilization of fault-free SPHSs as specials. If the actuator works normally, i.e., \( \epsilon = 1 \), the controller (8) reduces to a robust stabilization controller for the SPHS (1) described by

\[
u = -K(x)\bar{v} \frac{\partial H}{\partial x}, \tag{14}\]

which is similar to the one given in [13]. If there is no noise in the system, i.e., \( \bar{v}(x) \equiv 0 \), it solves the robust FTC of deterministic port-Hamiltonian systems against the loss of actuator effectiveness.

Next, we give an alternative condition for the inequality (7). To this end, we should slightly modify the inequality (6) as
\[
\lambda(x) = \frac{\partial^2 H}{\partial x} R \frac{\partial H}{\partial x} - tr\{\bar{S}_u \frac{\partial^2 H}{\partial x^2} \bar{S}_u\} \geq 0. \tag{15}
\]

**Theorem 2.** Assume that the inequality (15) holds, and when \( u \equiv 0 \), the faulty SPHS (2) is zero-state detectable. If the inequality:

\[
\bar{\mu}(x) = R(x) + \frac{1}{\gamma^2} (\bar{S}_u^T \bar{S}_u^T - \bar{S}_u^T \bar{S}_u) \geq 0 \tag{16}
\]

holds, then the control law:

\[
u = -\frac{1}{\gamma^2} (r^T r + \frac{1}{\gamma^2} I_m) \bar{S}_u^T \frac{\partial H}{\partial x} \tag{17}
\]
solves the robust FTC problem of the system (2).

**Proof.** Along the trajectories of the system (2) under the controller (17), we obtain

\[
\mathcal{L} H(x) - \frac{1}{2} \{\gamma^2 ||v||^2 - ||z||^2\} = -\frac{1}{2} \lambda(x) - \frac{1}{\gamma^2} \frac{\partial^2 H}{\partial x} R \frac{\partial H}{\partial x} \bar{S}_u \frac{\partial H}{\partial x} + \frac{\partial H}{\partial x} \bar{S}_u v - \frac{1}{2} \{\gamma^2 ||v||^2 - ||z||^2\}
\]

\[
= -\frac{1}{2} \lambda(x) - \frac{1}{\gamma^2} \frac{\partial^2 H}{\partial x} \bar{S}_u \frac{\partial H}{\partial x} \bar{S}_u - \frac{1}{\gamma^2} \frac{\partial^2 H}{\partial x} \bar{S}_u \frac{\partial H}{\partial x} \bar{S}_u v + \frac{1}{\gamma^2} v^T v - \frac{1}{\gamma^2} \frac{\partial^2 H}{\partial x^2} ||z||^2.
\]

Note that \( \delta = \frac{||r||_{\text{min}}}{\gamma} - 1 \geq 0, \lambda(x) \geq 0 \) and \( \bar{\mu}(x) \geq 0 \), then

\[
\mathcal{L} H(x) - \frac{1}{2} \{\gamma^2 ||v||^2 - ||z||^2\} \leq -\frac{\delta}{\gamma^2} ||\bar{S}_u^T \frac{\partial H}{\partial x} ||^2 - \frac{1}{2} ||\gamma v - \frac{1}{\gamma^2} \bar{S}_u^T \frac{\partial H}{\partial x} ||^2 - \frac{1}{2} ||z||^2
\]

\[
\leq -\frac{1}{2} ||\gamma v - \frac{1}{\gamma^2} \bar{S}_u^T \frac{\partial H}{\partial x} ||^2 - \frac{1}{2} ||z||^2 \tag{19}
\]

\leq 0.

The rest of the proof is similar to that of Theorem 1. \( \square \)

**Remark 7.** If the inequality (16) in Theorem 2 is substituted by

\[
\bar{\mu}^*(x) = \bar{g} K(x) \bar{S}_u^T + \frac{1}{2} \mu(x) \geq 0, \tag{20}
\]

then the controller (8) solves the robust FTC of the system (2).

**Remark 8.** If \( e = 1 \), the controller (17) results in a robust stabilization controller for the fault-free SPHS (1) of the form

\[
u = -\frac{1}{\gamma^2} (r^T r + \frac{1}{\gamma^2} I_m) \bar{S}_u^T \frac{\partial H}{\partial x} \tag{21}
\]

If \( \bar{g}_u(x) \equiv 0 \), it solves the robust FTC of deterministic port-Hamiltonian systems against the loss of actuator effectiveness.

4. Energy-Based Robust Adaptive FTC for SPHSs

This section develops an energy-based robust adaptive FT controller for SPHSs against the loss of actuator effectiveness. Here, adaptive control is applied to deal with uncertain parameters.

Assume the structure of the system (2) involves parameter perturbations represented by a constant unknown vector \( p \in \mathbb{R}^n \). Then, the corresponding faulty system can be described as
where \( J(x, p) = -J^T(x, p) \) with \( J(x, 0) = J(x), 0 \leq R(x, p) = R^T(x, p) \) with \( R(x, 0) = R(x) \), and \( H(x, 0) = H(x) \). The other variables are the same as those in the system (2).

Here, we assume there exists \( \Phi(x) \in \mathbb{R}^{m \times m} \) satisfying

\[
[J(x, p) - R(x, p)] \Delta_H(x, p) = g(x) \Phi^T(x) \theta,
\]

where \( \theta \in \mathbb{R}^n \) and \( \Delta_H(x, p) = \frac{\partial H}{\partial x}(x, p) - \frac{\partial H}{\partial x}(x) \). The Equation (23) is called a matched condition, a common assumption in the adaptive control of port-Hamiltonian systems [7]. Additionally, we assume the following inequality holds:

\[
\lambda(x, p) = \frac{\partial^T H}{\partial x} R(x, p) \frac{\partial H}{\partial x} - \frac{1}{2} \text{tr} \left( S_w \frac{\partial^2 H}{\partial x^T} S_w \right) \geq 0.
\]

On the basis of the controller (8), we design a robust adaptive controller for the faulty SPHS (22) as follows:

\[
\begin{align*}
\dot{\theta} &= Q \Phi S^T \frac{\partial H}{\partial x} + Q (\theta - \hat{\theta}), \\
u &= -\frac{1}{\xi} \hat{K} S^T \frac{\partial H}{\partial x} - \frac{1}{\xi} \| \Phi^T \theta \| |\text{sgn}(S^T \frac{\partial H}{\partial x})|,
\end{align*}
\]

where \( \hat{\theta} \in \mathbb{R}^n \) is the estimate of \( \theta \), \( 0 < Q \in \mathbb{R}^{n_1 \times n_1} \) and \( \hat{K} \) is given in (8).

Let \( X = [x^T, \dot{\theta}^T]^T \) and \( \dot{H}(X) = H(x) + \frac{1}{2} (\theta - \hat{\theta})^T Q^{-1} (\theta - \hat{\theta}) \). Substituting the controller (25) into the system (22) yields

\[
\begin{align*}
\dot{d}X &= \left( [J(X) - R(X)] \frac{\partial^2 H(X)}{\partial x^2} + S(X) \right) dt + G_v(X)vdtn + G_w(X)dw, \\
y &= S_v^T(X), \\
z &= S_w(X),
\end{align*}
\]

where

\[
\begin{align*}
\hat{R}(X) &= \left[ \begin{array}{ccc} R(x, p) + \frac{1}{\xi} g \hat{K} S^T & 0 \\ \bar{Q} & 0 \end{array} \right] \quad J(X) = \left[ \begin{array}{cc} J(x, p) - (Q \Phi S)^T \\ -Q \Phi S^T \end{array} \right], \\
S(X) &= \left[ \begin{array}{c} g(x) \Phi \dot{\hat{\theta}} - \frac{1}{\xi} g \hat{K} \| \Phi^T \theta \| |\text{sgn}(S^T \frac{\partial H}{\partial x})| \end{array} \right], \\
G_v(X) &= \left[ \begin{array}{c} S_v \end{array} \right], \\
G_w(X) &= \left[ S_w \right], \\
\dot{G}_{\hat{v}}(X) &= \left[ \begin{array}{c} S_v \end{array} \right], \\
\dot{G}_X(X) &= \left[ \begin{array}{c} (f_p)^T \end{array} \right].
\end{align*}
\]

**Remark 9.** The system (26) is not a strict SPHS because it has an additional term \( S(X)dt \). However, it preserves the main stochastic Hamiltonian structure, which is important for stability studies and controller design.

**Theorem 3.** Assume the faulty SPHS (22) is zero-state detectable when \( u(t) \equiv 0 \). If the inequalities (7) and (24) hold, then the controller (25) solves the robust adaptive FTC problem of the system (22).
Therefore, the closed-loop system is locally asymptotically stable in probability at

Then, together with

Remark 11. It should be pointed out that the controller (25) is discontinuous because it involves a

structure of SPHSs, the proposed adaptive FTC method also avoids solving the Lyapunov function

Theorem 3 develops an energy-based robust adaptive FT controller for SPHSs against

Hence, the closed-loop system converges in probability to the following set

Proof. Along the trajectories of the system (26), we obtain:

\[
\begin{align*}
\mathcal{L}\hat{H}(X) - \frac{1}{2}\{\gamma^2||v||^2 - ||z||^2\} &= -\lambda(x, p) - \frac{1}{\varepsilon} \frac{\partial H}{\partial x} ||\Phi^T \hat{\theta}|| \text{sgn}(s^T \frac{\partial H}{\partial x}) - \frac{1}{\varepsilon} \frac{\partial H}{\partial x} g \theta S^T \frac{\partial H}{\partial x} \\
&\quad + \frac{\partial^T H}{\partial x} \delta \Phi^T \hat{\theta} + \frac{\partial^T H}{\partial x} g \theta v - \frac{1}{2} \left(\gamma^2||v||^2 - ||z||^2\right) \\
&= -\lambda(x, p) - \frac{1}{\varepsilon} \frac{\partial H}{\partial x} \mu(x) \frac{\partial H}{\partial x} - \frac{1}{\varepsilon} \frac{\partial H}{\partial x} S^T \frac{\partial H}{\partial x} - \frac{1}{\varepsilon^2} \frac{\partial H}{\partial x} S^T \frac{\partial H}{\partial x} \\
&\quad - \frac{1}{2} ||\gamma v - \frac{1}{\varepsilon} g \theta^T \frac{\partial H}{\partial x}||^2 - \frac{1}{2} \left(\frac{1}{\varepsilon} \gamma^2 ||v||^2 - \frac{1}{\varepsilon^2} ||z||^2\right) \\
&\quad - \frac{1}{\varepsilon} ||\Phi^T \hat{\theta}|| \frac{\partial^T H}{\partial x} \text{sgn}(s^T \frac{\partial H}{\partial x}) - ||\theta - \hat{\theta}||^2 \\
&\leq 0,
\end{align*}
\]

(27)

From Lemma 1, it follows that

\[
\frac{\partial^T H}{\partial x} \delta \Phi^T \hat{\theta} \leq ||s^T \frac{\partial H}{\partial x}||_1 \cdot ||\Phi^T \hat{\theta}||,
\]

and

\[
||\alpha||_{\min} \cdot ||s^T \frac{\partial H}{\partial x}||_1 \leq \frac{\partial^T H}{\partial x} \delta \Phi^T \hat{\theta} \leq ||s^T \frac{\partial H}{\partial x}||_1 \cdot ||\Phi^T \hat{\theta}||.
\]

Then, together with \(\delta = \frac{||\alpha||_{\min}}{\varepsilon} - 1 \geq 0\), \(\lambda(x, p) \geq 0\) and \(\mu(x) \geq 0\), the inequality (27) gives

\[
\begin{align*}
\mathcal{L}\hat{H}(X) - \frac{1}{2}\{\gamma^2||v||^2 - ||z||^2\} &\leq -\delta s^T \frac{\partial H}{\partial x} (K + \frac{1}{\varepsilon^2} I_m) s^T \frac{\partial H}{\partial x} - \frac{1}{2} \left(\gamma^2 ||v||^2 - \frac{1}{\varepsilon^2} ||z||^2\right) \\
&\quad - \delta ||s^T \frac{\partial H}{\partial x}||_1 \cdot ||\Phi^T \hat{\theta}|| - ||\theta - \hat{\theta}||^2 - \frac{1}{\varepsilon} ||z||^2 \\
&\leq -\frac{1}{2} ||\gamma v - \frac{1}{\varepsilon} g \theta^T \frac{\partial H}{\partial x}||^2 - ||\theta - \hat{\theta}||^2 - \frac{1}{\varepsilon} ||z||^2 \\
&\leq 0,
\end{align*}
\]

which implies the \(L_2\) gain of the system (26) from \(v(t)\) to \(z(t)\) is no more than \(\gamma\).

Choosing \(\hat{H}(X)\) as a Lyapunov function and setting \(v(t) \equiv 0\) in (28), we obtain

\[
\mathcal{L}\hat{H}(X) \leq -\frac{1}{\varepsilon^2} ||s^T \frac{\partial H}{\partial x}||^2 - ||\theta - \hat{\theta}||^2 - \frac{||\alpha||_{\max}}{2\varepsilon} ||z||^2.
\]

(29)

Hence, the closed-loop system converges in probability to the following set

\[S = \{X : \mathcal{L}\hat{H}(X) = 0\} = \{[x^T, \hat{\theta}^T] : y = s^T \frac{\partial H}{\partial x}, z = 0, \hat{\theta} = \theta\}.
\]

Therefore, the closed-loop system is locally asymptotically stable in probability at \(X = [0^T, \theta^T]^T\). \(\square\)

Remark 10. Theorem 3 develops an energy-based robust adaptive FT controller for SPHSs against actuator faults, external disturbances, and parameter perturbations. Exploiting the dissipation structure of SPHSs, the proposed adaptive FTC method also avoids solving the Lyapunov function of the nominal system and HJI inequalities.

Remark 11. It should be pointed out that the controller (25) is discontinuous because it involves a sign function. We can follow the approach presented in [26] and approximate the discontinuous function \text{sgn}(x)\ by a continuous function \text{sat}(x)\ to eliminate the chattering effect that may be caused by the discontinuity, where \text{sat}(x) = [\text{sat}(x_1), \text{sat}(x_2), \ldots, \text{sat}(x_n)]^T\ with

\[
\text{sat}(x_i) = \begin{cases} 
\frac{1}{\varepsilon} x_i, & |x_i| \leq s, \\
\text{sgn}(x_i), & |x_i| > s,
\end{cases}
\]

where \(s\) is a small positive constant.
for $s > 0$ and $i = 1, 2, \ldots, n$. Then, under the following controller:

$$
\begin{align*}
\dot{\hat{\theta}} &= Q \Phi \frac{\partial H}{\partial x} + Q (\theta - \hat{\theta}), \\
u &= -\frac{1}{\varepsilon} K S \frac{\partial H}{\partial x} - \frac{1}{\varepsilon} ||\Phi^T \hat{\theta}|| \text{sat} (g \frac{\partial H}{\partial x}),
\end{align*}
$$

(30)

the closed-loop trajectories are bounded by a class $K$ function, and the bound is achieved as small as required by choosing a small $s$. The proof is similar to [26] and omitted.

**Remark 12.** If $\varepsilon = 1$, the controller (25) yields the following robust adaptive stabilization controller for the fault-free SPHSs:

$$
\begin{align*}
\dot{\hat{\theta}} &= Q \Phi \frac{\partial H}{\partial x} + Q (\theta - \hat{\theta}), \\
u &= -K g \frac{\partial H}{\partial x} - ||\Phi^T \hat{\theta}|| \text{sgn} (g \frac{\partial H}{\partial x}).
\end{align*}
$$

(31)

If $g_w(x) \equiv 0$, it solves the robust adaptive FTC of deterministic port-Hamiltonian systems with actuator faults.

Similar to Theorem 2, we now give an alternative condition for the inequality (7). The inequality (24) should be modified as

$$\bar{\lambda}(x, p) = \frac{\partial^T H}{\partial x} R(x, p) \frac{\partial H}{\partial x} - \text{tr} \left\{ g_w \frac{\partial^2 H}{\partial x^2} g_w \right\} \geq 0. \quad (32)$$

**Theorem 4.** Assume the inequality (32) holds and the faulty SPHS (22) is zero-state detectable when $u \equiv 0$. If the inequality:

$$\bar{\mu}(x, p) = R(x, p) + \frac{1}{\gamma^2} (g^T S - g_v g_v^T) \geq 0 \quad (33)$$

holds, then the control law:

$$
\begin{align*}
\dot{\hat{\theta}} &= Q \Phi \frac{\partial H}{\partial x} + Q (\theta - \hat{\theta}), \\
u &= -\frac{1}{\varepsilon^2} (r^T r + \frac{1}{\gamma^2} I_m) S \frac{\partial H}{\partial x} - ||\Phi^T \hat{\theta}|| \text{sgn} (g \frac{\partial H}{\partial x}),
\end{align*}
$$

(34)

solves the robust adaptive FTC problem of the system (22).

The proof is similar to Theorem 2 and omitted.

**Remark 13.** If the inequality (33) in Theorem 4 is substituted by

$$\bar{\mu}^*(x, p) = g K(x) g^T + \frac{1}{2} \bar{\mu}(x, p) \geq 0 \quad (35)$$

then the controller (25) solves the robust FTC of the system (22).

**Remark 14.** Similarly, the closed-loop trajectories can be bounded by a class $K$ function under the continuous controller:

$$
\begin{align*}
\dot{\hat{\theta}} &= Q \Phi \frac{\partial H}{\partial x} + Q (\theta - \hat{\theta}), \\
u &= -\frac{1}{\varepsilon^2} (r^T r + \frac{1}{\gamma^2} I_m) S \frac{\partial H}{\partial x} - ||\Phi^T \hat{\theta}|| \text{sat} (g \frac{\partial H}{\partial x}).
\end{align*}
$$

(36)
Remark 15. If \( e = 1 \) in the controller (34), we obtain a robust adaptive stabilization controller for the fault-free SPHSs of the form

\[
\begin{align*}
\dot{\theta} &= Q \Phi_S^T \frac{\partial H}{\partial x} + Q (\theta - \hat{\theta}), \\
u &= -\frac{1}{2} (r^T r + I_m) s^T \frac{\partial H}{\partial x} - ||\Phi r\hat{\theta}|| s g \text{sgn}(s^T \frac{\partial H}{\partial x}).
\end{align*}
\tag{37}
\]

If \( g_w(x) \equiv 0 \), the controller (34) solves the robust adaptive FTC of deterministic port-Hamiltonian systems with actuator faults.

5. Simulations

This section exhibits the proposed stochastic FT controllers to a model of synchronous generators with steam valve control. The model is described by [32]:

\[
\begin{align*}
\dot{\delta} &= \omega - \omega_0, \\
\dot{\omega} &= -\frac{D}{M} (\omega - \omega_0) + \frac{\omega_0}{M} P_m - \frac{\omega_0 E_1 V_i}{M X_S} \sin \delta + v_1, \\
\dot{E}_q' &= -\frac{1}{T_d} E_q' + \frac{1}{T_d} \frac{x_q - x_q'}{x_d} V_g \cos \delta + \frac{1}{T_d} u_f + v_2, \\
P_m &= \frac{1}{T_s} (P_m + P_{m0}) + \frac{1}{T_s} u_p + v_3,
\end{align*}
\tag{38}
\]

where \( \delta \) is the power angle of the generator, in radians, \( \omega \) the rotor speed of the generator, in rad/sec, \( \omega_0 = 2\pi f_0 \), \( E_q' \) the \( q \)-axis internal transient voltage of the generator, in per unit, \( x_d \) the \( d \)-axis reactance, in per unit, \( x_q' \) the \( d \)-axis transient reactance of the generator, in per unit, \( x_q' \), \( x_d' \), \( x_L \), \( x_T \) the reactances of transformer, in per unit, \( x_L \) the reactance of transmission line, in per unit, \( u_f \) the voltage of the field circuit of the generator, the control input in per unit, \( u_p \) the steam valve control, in per unit, \( M \) the inertia coefficient of the generator, in seconds, \( D \) the damping constant, in per unit, \( T_d, T_d' \) and \( T_s \) are time constant, in seconds, \( V_i \) infinite-bus voltage, in per unit, \( v_i(t), i = 1, 2, 3 \), denote the external disturbances, \( P_m \) the mechanical power, in per unit, and \( P_{m0} \) the mechanical power initial value, in per unit.

5.1. Hamiltonian Realization

To apply the proposed controllers, we first express the model (38) as a port-Hamiltonian system. The Hamiltonian realization method is derived from [7].

Let

\[
x_1 = \delta, x_2 = \omega - \omega_0, x_3 = E_q', x_4 = P_m, u_1 = \frac{1}{T_d} u_f, u_2 = \frac{1}{T_s} u_p,
\]

and denote

\[
\frac{\omega_0}{M} = a, \frac{D}{M} = b, \frac{\omega_0}{M X_S} = c, \frac{1}{T_d} = d_1, \frac{1}{T_d} = d_2, \frac{x_q - x_q'}{x_d} = e_1, \frac{1}{T_s} = f, \frac{P_{m0}}{T_s} = g.
\]

Let

\[
x_0 = [x_{10}, x_{20}, x_{30}, x_{40}]^T = [\delta_0, 0, E_{q0}', P_{m0}]^T \]

be the pre-assigned operating point of the system, satisfying

\[
\begin{align*}
ax_{40} - c x_{30} \sin x_{10} &= 0, \\
d x_{30} - e \cos x_{10} &= : V_0, \\
-f x_{40} + g &= 0,
\end{align*}
\tag{39}
\]

where \( T_{d0} V_0 \) is the excitation input to obtain the physical operating point \( x_0 \). Let

\[
\begin{align*}
\bar{u}_1 &= V_0 + u_1, \\
\bar{u}_2 &= -a x_2 + u_2,
\end{align*}
\tag{40}
\]

where \( u = [u_1, u_2]^T \) is the new control input.
Setting $\theta = 0, \dot{\theta} = 0$, and $\Phi = 0$, the controllers (25) and (34) reduce to the controllers (8) and (17) as special cases, respectively. Hence, in what follows, we focus on the former thanks to their greater generality and assume $d$ and $e$ in the model have perturbations $p_1 (|p_1| < d)$ and $p_2 (|p_2| < e)$, respectively. At the same time, the model is assumed to suffer from a stochastic noise $w \in \mathbb{R}^3$ and a type of loss-of-effectiveness faults of $u(t)$ represented by the matrix

$$ a(t) = \begin{cases} \text{Diag}\{1, 1\}, & t < 1, \\ \frac{1}{10} \text{Diag}\{2 + \cos(2\pi t), 2 - \sin(2\pi t)\}, & t \geq 1. \end{cases} $$

Let $x = [x_1, x_2, x_3, x_4]^T$, and set the Hamiltonian function as

$$ H(x, p) = -cx_3 \cos x_1 - \frac{a g}{f} x_1 + \frac{1}{2} x_2^2 + \frac{c(d + p_1)}{2(e + p_2)} x_3^2 - \frac{c V_0}{e + p_2} x_3 + \frac{1}{2} x_4^2 - \frac{g}{f} x_4. \quad (41) $$

Then, the model (38) can be expressed as a faulty SPHS of the form

$$ \begin{align*} 
\begin{cases} 
\dot{x} = \left[ \begin{array}{cccc} 0 & 1 & 0 & 0 \\
-1 & 0 & 0 & a \\
0 & 0 & 0 & 0 \\
0 & -a & 0 & 0 \end{array} \right] x + \left[ \begin{array}{cccc} 0 & 0 & 0 & 0 \\
0 & b & 0 & 0 \\
0 & 0 & e + p_2 & 0 \\
0 & 0 & 0 & f \end{array} \right] u, \\
\dot{p} = \left[ \begin{array}{cccc} 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
1 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 \end{array} \right] x + \left[ \begin{array}{cccc} 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & f x_4 - g \end{array} \right] w, \\
\end{cases} 
\end{align*} \quad \text{where } p = [p_1, p_2]^T \text{ and } y(t) \text{ and } z(t) \text{ are the chosen output and penalty signal, respectively,} $$

$$ f(x, p) = \left[ \begin{array}{cccc} 0 & 1 & 0 & 0 \\
-1 & 0 & 0 & a \\
0 & 0 & 0 & 0 \\
0 & -a & 0 & 0 \end{array} \right], \quad R(x, p) = \left[ \begin{array}{cccc} 0 & 0 & 0 & 0 \\
0 & b & 0 & 0 \\
0 & 0 & e + p_2 & 0 \\
0 & 0 & 0 & f \end{array} \right], $$

$$ g(x) = \left[ \begin{array}{cccc} 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
1 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 \end{array} \right], \quad g_o(x) = \left[ \begin{array}{cccc} 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \end{array} \right], \quad g_w(x) = \left[ \begin{array}{cccc} 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \end{array} \right]. $$

5.2. Simulations

In this subsection, we give the simulation results under robust adaptive FT controllers. Since the condition (7) does not hold for the system, we simulate with the controller (34). The model parameters are given as follows:

$$ \{\omega_0, M, P_{m0}, D, V_0, x_d, x_d', x_d'' T_d, T_d', T_s\} = \{1, 7.6, 1.3, 1.5, 0.9, 0.36, 0.36, 5, 5, 5\}. $$

We first check the conditions of Theorem 4. Let

$$ \Phi^T(x) = \left[ \begin{array}{c} x_3 \\
0 \\
-\frac{d}{c} x_3 + \frac{V_0}{c} \\
0 \end{array} \right], \quad \theta = [-p_1, -p_2]^T, $$

then (23) holds. With Definition 2, it is easy to obtain the detectability of the system (42) when $u(t) \equiv 0$.

Now, we show that (32) holds. Direct computation shows

$$ \lambda(x, p) = \frac{\dot{H}}{x} R(x, p) \frac{\partial H}{\partial x} - \text{tr} \left\{ \frac{\partial^2 H}{\partial x \partial w} \right\} = (b + \frac{1}{4}) x_2^2 + c(e + p_2)(\cos x_1 - \frac{1}{4} x_3 + \frac{V_0}{c})^2 + (x_4 - \frac{g}{f})^2 \geq 0, $$

i.e., (32) holds.
Next, we prove that (33) holds with the given $\gamma$, i.e.,

$$\bar{\mu}(x, p) = R(x, p) + \frac{1}{\gamma} (\|S_S^T - g_v g_v^T\|) = \text{Diag}\{0, b - \frac{1}{\gamma}, \epsilon + \rho_2, f\} \geq 0.$$ 

Then, when $\gamma > \frac{1}{\sqrt{b}}$, $\mu(x, p) \geq 0$.

We now report the simulation results when applying the controller (34), as well as the robust adaptive controller (RAC) proposed in [7] for comparison. In the simulations, the controllers were tested with $x_0 = [0.2424, 0, 1, 1]^T$, $\hat{\theta}_0 = [0.5, 0.5]^T$, $\gamma = 1.6$, $r(x) = \text{Diag}\{1, 1\}$, $Q = \text{Diag}\{3, 2\}$, $\epsilon = 0.1$, and $p = [0.05, 0.05]^T$. In order to study the robustness against disturbances, we imposed an external disturbance:

$$v(t) = [3 + x_1(t), 2 + x_2(t) + x_4(t), 2 + x_3(t)]^T$$

on the faulty system during the time period 2-2.2s. The resulting responses are shown in Figures 1 and 2, where $[\delta_1, \omega_1, E_q', P_{m1}, \bar{\theta}_{11}, \bar{\theta}_{21}]^T$ and $[\delta_2, \omega_2, E_q', P_{m2}, \bar{\theta}_{12}, \bar{\theta}_{22}]^T$ are the responses of $[\delta, \omega, E_q', P_{m}, \hat{\theta}_1, \hat{\theta}_2]^T$ under the controller (34) and the RAC, respectively.

![Swing curves](image)

**Figure 1.** Swing curves of $(\delta, \omega, E_q', P_{m})$ under the controller (34) and the RAC, respectively.

From Figure 1, we see clearly that the RAC fails to stabilize the faulty system at the pre-assigned operating point and leads to the strong drift of the states. This shows it does not have the capability to accommodate the loss-of-effectiveness faults. However, the controller (34) not only drives the system to be asymptotically stable in probability at the operating point in the presence of actuator faults and stochastic noises, but also achieves the robustness against external disturbances and parametric perturbations. Moreover, as shown in Figure 2, the controller (34) provides a good estimate of the parametric perturbation, while the RAC cannot estimate it when actuator faults occur.
Figure 2. Swing curves of $\hat{\theta}$ under the controller (34) and the RAC, respectively.

6. Conclusions

In this paper, we considered the passive FTC for SPHSs against actuator faults by exploiting the stochastic Hamiltonian structure. A continuous robust FT controller and a robust adaptive one, as well as alternative conditions were proposed for the faulty systems. The proposed FTC laws were obtained without solving the Lyapunov function and HJI inequalities associated with the nominal stabilizing controller; hence, they are easy to operate. These results include the stabilization of fault-free SPHSs and the actuators’ FTC of deterministic port-Hamiltonian systems. Compared to the existing adaptive controller, simulations on synchronous generators with steam valve control demonstrated the effectiveness of the proposed methods. In future research, we will explore continuous adaptive robust FT controllers for SPHSs.
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