Analysis of the spatial distribution between successive earthquakes in aftershocks series
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ABSTRACT
The earthquake spatial distribution is being studied, using catalogs for different recent aftershock series. The quality of the available data, taking into account the completeness of the magnitude, is examined. Based on the analysis of the catalogs, it was determined that the probability densities of the inter-event distance distribution collapse into a single curve when the data were rescaled. The collapse of the data provides a clear illustration of aftershock-occurrence self-similarity in space.

1. Introduction
Ever since the observations of Omori [Omori 1894] temporal clustering of earthquakes has been seen as a remarkable feature of seismic appearance. Spatial clustering has also been evaluated [Kagan and Knopoff 1980] and together with the Omori and Gutenberg-Richter laws [Gutenberg and Richter 1965], it has become groundwork for probabilistic tools for defining time-dependent seismic hazard [Ogata 1988, Reasenberg and Jones 1989, Gerstenberger et al. 2005].

The catalogs of earthquakes, both contemporary and historical, allow drawing several important conclusions on the mechanisms of seismicity by describing of the inter-event properties, i.e. by separation of successive events in time and space. Many studies have attempted to describe the type of distribution of these inter-event properties, using global and regional seismic catalogs [Bak et al. 2002, Corral 2004, Davidsen and Goltz 2004, Davidsen and Paczuski 2005, Corral 2006b, Touati et al. 2009].

The distribution $D(\Delta t)$ of the inter-time $\Delta t$ between two successive events is a suitable quantity for describing of the temporal organization of seismicity. In an analogous manner, the distribution $D(\Delta r)$ of the distances $\Delta r$ between epicenters for successive earthquakes provides a convenient tool for describing the spatial organization.

Both distributions have been the subject of much research in recent years [Bak et al. 2002, Mega et al. 2003, Corral 2004, Yang et al. 2004, Corral 2005a, Davidsen and Paczuski 2005, Lindman et al. 2005, Lippiello et al. 2005, Livina et al. 2005, Corral 2006a, Corral 2006b, Saichev and Sornette 2006, Lippiello et al. 2007, Bottiglieri et al. 2010, Lippiello et al. 2012]. These distributions show universal behavior, independent from the considered region or the magnitude range, as described by Corral [2004, 2006b]; Saichev and Sornette [2006]; Davidsen and Paczuski [2005]. E.g., for the region of South California, marked with intensive observations during the last decades, results have been reported, according to which both the inter-event distances or “jumps” between the earthquake epicenters [Davidsen and Paczuski 2005, Corral 2006b], and the inter-event times, or return times [Bak et al. 2002, Corral 2004, Corral 2006b], show statistical distributions in the form of a power-law. This is a manifestation of a complex spatiotemporal (self-) organization of seismicity [Saichev and Sornette 2006].

It should be noted that most of the authors focus on one of these properties only, i.e., either on the inter-event separation distance or on return times. Some argue, however, that the understanding of the kinematics of earthquake realization suggests a link between the inter-event properties [Batac and Kantz 2013]. While some authors report observing a universal law of return time distribution, obtained by means of rescaling data [Corral 2004, 2006b], others adduce arguments that the spatial scale of the observations is important for the return times distribution [Davidsen and Goltz 2004, Touati et al. 2009].

Touati et al. [2009] describe the visible differences in the inter-event times distributions in regional and global earthquake catalogs: the histogram of the inter-event times for the earthquakes in South California shows two different peaks, thus expressing the differences in the waiting times for the correlated (some aftershock series) and the independent events, while the
global statistic shows a single peak due to the overlapping sequences of different regions. These authors explain their results by means of an epidemic-type aftershock sequence (ETAS) model [Kagan and Knopoff 1981, Ogata 1988, Sornette and Helmstetter 2002].

In Batac and Kantz [2013] an attempt is made to complete the analysis of Touati et al. [2009], using the separation of the distributions of the epicentral distances depending on the corresponding time intervals between successive earthquakes. The analysis is performed in accordance with the fact that the spatiotemporal clustering is an established property of seismicity [Omori 1894, Kagan and Knopoff 1980]. Instead of making an attempt to find a fitting function for the inter-event distances and time distributions between successive earthquakes, the study puts an accent on the links between them by means of a simple procedure, whose parameters are derived from the data. The conditional distributions of the earthquake return times, depending on the spatial distribution of events, show that the earthquakes separated by short (long) distances are more likely to be separated by short (long) time intervals. This clearly demonstrates the clustering (separation) of the dependent (independent) events. The interesting thing here is that the different catalogs used by Batac and Kantz [2013], show behavior, already described in the ETAS model [Touati et al. 2009].

2. Methodology and results

The sequences of seismic events due to the realization of strong earthquakes (main shocks) and the so-called aftershock series (secondary shocks) are subject of extensive research in seismology. There are many secondary events immediately after a strong earthquake for a relatively short time period. The aftershock sequences are potential sources of information about the physical and mechanical properties of the medium in the focal zone and the processes going on in it. Main characteristics of these sequences are their spatial location as well as the rate at which a sequence weakens with time.

The main objective of this work is the study and analysis of the distribution of distances between successive earthquakes from different aftershock series. The parameters of the considered series are described in Table 1. They include the time of realization and the magnitude of the main shock, as well as the chosen time interval, defining the duration of a series; the number of events in it and the minimum magnitude MC, over which the sequence is complete, i.e., there are no events omitted at registration. Checking for completeness is carried out by the program Zmap [Wiemer 2001]. The table also includes the depth interval of the considered aftershock series (H). The time duration of the sequences is selected so that it does not exceed

| No. | Earthquake          | Date       | Period             | M_{main shock} | M_C | Number of events | H [km] |
|-----|---------------------|------------|--------------------|----------------|-----|------------------|--------|
| 1   | St. Elias, Canada   | 28.02.79   | 28.02.79 - 30.03.79| 7.1            | 3.0 | 174              | 0-19   |
| 2   | Joshua Tree, California | 23.04.92 | 23.04.92 - 28.06.92| 6.1            | 3.0 | 234              | 0-18   |
| 3   | Landers, California | 28.06.92   | 28.06.92 - 31.12.93| 7.3            | 3.0 | 803              | 0-20   |
| 4   | Big Bear, California| 28.06.92   | 28.06.92 - 31.12.93| 6.4            | 3.0 | 411              | 0-20   |
| 5   | Nahanni, Canada     | 05.10.85   | 05.10.85 - 20.12.85| 6.6            | 3.1 | 244              | 6-10   |
| 6   | Andreanof Island ’86, Alaska | 07.05.86 | 07.05.86 - 15.06.88| 8.0            | 4.8 | 245              | 18-67  |
| 7   | Andreanof Island ’96, Alaska | 10.06.96 | 10.06.96 - 23.12.98| 7.7            | 4.5 | 179              | 10-60  |
| 8   | Aegean ’81         | 19.12.81   | 19.12.81 - 20.06.83| 7.2            | 3.2 | 261              | 0-35   |
| 9   | Aegean ’82         | 18.01.82   | 18.01.82 - 05.04.83| 6.9            | 3.5 | 77               | 0-72   |
| 10  | Aegean ’83         | 06.08.83   | 06.08.83 - 12.06.84| 6.9            | 3.6 | 100              | 1-47   |
| 11  | Albania            | 15.04.79   | 15.04.79 - 10.10.79| 7.2            | 3.0 | 461              | 0-22   |
| 12  | Strazica, Bulgaria | 07.12.86   | 07.12.86 - 11.05.87| 5.7            | 2.0 | 123              | 0-25   |
| 13  | Hector Mine, California | 16.10.99 | 16.10.99 - 01.11.00| 7.1            | 3.0 | 529              | 0-18   |
| 14  | Northridge, California | 17.01.94 | 17.01.94 - 26.09.95| 6.7            | 3.0 | 451              | 0-23   |
| 15  | Greece ’81         | 24.02.81   | 24.12.81 - 08.10.82| 6.6            | 3.2 | 575              | 0-47   |
| 16  | Friuli, Italy      | 06.05.76   | 06.05.76 - 05.06.77| 6.5            | 3.0 | 277              | 0-58   |

Table 1. Description of the studied aftershock series. M_{main shock} is the main earthquake magnitude; M_C is the magnitude of completeness, H is the depth interval for earthquakes in series.
Knopff’s window, depending on the magnitudes of the major earthquakes [Gardner and Knopff 1974].

A modern trend in recent times is to visualize a wide range of natural systems as networks. The networks are complex web-like structures, consisting of nodes and branches [Albert and Barabasi 2002]. Such structures are also used for the description of seismic events and aftershock series in particular [Baiesi and Paczuski 2005]. All pairs of successive events are considered for the purpose in a wide spatiotemporal window. This approach is used to define appropriate metrics, which could determine the level of connection between the successive events, taking into account the established statistical properties of seismicity. This procedure allows identifying the aftershock groups by means of a quantitative measure.

This paper offers a different approach. The spatial properties of several predetermined aftershock series are studied. Only the successive events from the sequences are used for this purpose.

The spatial distribution analysis was carried out following Marekova [2014]. Due to the usually higher relative and absolute error for the depth of earthquakes, only epicenters from seismicity catalogs were considered.

The *distances between* the epicenters (jumps) of the *i−th* earthquake and the previous in time event, (i − 1), were calculated from the catalog. A FORTRAN program was developed, intending to calculate distances between points on the Earth’s surface. For this purpose, conversion of the geographic coordinates (φ, λ) into geocentric (φG, λG) was performed, in order to take into account the ellipsoid shape of the Earth:

\[
\phi^G = \phi + 0.00339466\sin(2\phi) \tag{1}
\]

\[
\lambda^G = \lambda \tag{2}
\]

Then the distance Δ° (in degrees) was defined by the formula:

\[
\cos(\Delta^o) = \sin\phi_1 \sin\phi_2 + \cos\phi_1 \cos\phi_2 \cos(\lambda_2^G - \lambda_1^G) \tag{3}
\]

The indexes 1 and 2 were assigned to the coordinates of the pair of events from the series catalog. The results for Δ° were converted into kilometers d, one angular degree being equal to approximately 111.1 km.

In this way, a list of the spatial distances di between successive events is obtained. The range of change of the distances is divided into subintervals of length Δd. The number of nj values for each subinterval is taken into account and its relative frequency is calculated:

\[
p_j(d) = \frac{n_j(d)}{N} \tag{4}
\]

where N is the total number of shocks in the aftershock series, j = 1, …, k − k is the number of subintervals into which each range for the distances is divided.

Figure 1 shows the graphs obtained for the distribution p(d), considering different aftershock series. It can be seen that there is a similarity in the curves - but, the curves are scattered from one another.

I find it more useful to describe the distribution of the inter-event distance by means of a *probability density*, P(Δd), defined as

\[
P(\Delta d) = \frac{\text{Prob}(d < d' \leq d + \Delta d)}{\Delta d} \tag{5}
\]

where Prob denotes probability, and Δd describes the bins over which the probability density is calculated.

It is straightforward to estimate P(Δd) from p_j(d) as

\[
P_j(\Delta d) = \frac{p_j(d)}{\Delta d} = \frac{n_j(d)}{\Delta d N} \tag{6}
\]

where N is the total number of earthquakes.

The probability density removes the dependence of the size distribution on Δd, as well as extension of the spatial region under analysis.

The curves show in Figure 1 can be transformed into coordinates, rescaled as follows.

The x-axis is divided by L and the y-axis is multiplied by L, i.e.

\[
x = \frac{\Delta d}{L} \tag{7}
\]

\[
y = L^* P(\Delta d) \tag{8}
\]

where L is the maximum distance, obtained for the investigated series.

Pre-selected series of aftershocks are used in the presented study. The duration and the spatial distribu-
tion of the aftershock series are selected so that they correspond to the ones defined by the Knopoff’s window - one of the methods for selecting aftershocks. According to this method all events, which have occurred in the radius of $R(M)$ km with respect to the main quake or for less time than the interval of $T(M)$ days, are considered to be aftershocks of this particular quake. $R(M)$ and $T(M)$ depend on the magnitude of the main quake.

The maximum distance $L$ used in this study is obtained only for successive quakes in the series. The observed maximum values of $L$ for the various series are in most cases smaller than those calculated by Gardner and Knopoff [1974] for outlining the aftershock region.

The equation, describing the relationship between the magnitude of the main quake and the obtained maximum distances between successive quakes is:

$$L(M) = L_0 10^{aM},$$

where $L_0 = 0.05 \pm 0.05$ and $a = 0.46 \pm 0.06$.

This result complies with the result of Bottiglieri et al. [2010]. The defined maximum distance $L$ can be used as a characteristic dimension, related to the aftershock region, what has been done analogically in the above cited paper.

The process of rescaling causes a change in the curves of Figure 1, presented in Figure 2.

It can be seen that considering the inter-event distances distribution, the data collapses when rescaled.

Attempts for an approximation of the distance distributions between successive quakes from aftershock series by means of various functions have been made. Curd et al. [2000], for example, suggest for this purpose gamma and Weibull distributions.

It is shown in Marekova [2014] that distributions of the inter-event distances are successfully approximated by the so-called beta-distribution, using for this purpose data from regional catalogs.

The Beta distribution is a power function of the variable $x$ and its reflection $(1 - x)$ with shape parameters $\alpha > 0$ and $\beta > 0$ (real numbers):

$$f(x) = \frac{x^{\alpha-1} (1-x)^{\beta-1}}{B(\alpha, \beta)}$$

where $B(\alpha, \beta)$ represents the beta function, which appears as a normalization constant to ensure that the total probability integrates to unity; and $0 < x < 1$.

By approximation function (9) was used in the form:

$$f(x) = ax^{\alpha-1} (1-x)^{\beta-1}$$

(9a)

Parameters in (9a) have the values:

$$a = 4.47 \pm 1.09$$
$$\alpha = 1.17 \pm 0.10$$
$$\beta = 3.02 \pm 0.27$$

Figure 2 also shows the model curve for the case of data approximation by gamma distribution. The function is applied in the present paper in the following form [Corral 2005b]:

$$f(x) = a(kx)^{\gamma-1} \exp(-bx)$$

(10)

where $a$, $b$, and $\gamma$ are the parameters:

$$a = 6.24 \pm 0.38$$
$$b = 5.13 \pm 0.57$$
$$\gamma = 1.67 \pm 0.14$$

In many publications this function appears to be appropriate for fitting the distributions of the time intervals between successive earthquakes [Wang and Kuo 1998, Corral 2004, Corral 2005b, Corral 2006a, Corral 2006b, Hainzl et al. 2006, Apostol et al. 2008, Corral 2009, Marekova 2012].

As it can be seen from Figure 2, beta distribution describes the data better than gamma distribution. In gamma distribution the deviation of the real data from the model curve is within the big values of $x$ — for $x > 0.7$; at smaller values of $x$ the two curves do not differ significantly.

For the same series the distribution of distances $r$ between the main shock and the subsequent secondary earthquakes has also been studied. The series Landers, Big Bear, Nahanni, Hector mine, Andreanof Island ’86 and Friuli have been selected. All of them are characterized by a large number of events.

After using the methodology described in this paper the results show that in case of mixing all distributions of the distances $r$, an analogical result is not ob-
served. The curves do not collapse not only in the case of frequency distribution \( p(r) \), but also after re-scaling (Figures 3 and 4). In these cases \( L_{max} \) is the distance to the most remote aftershock in the corresponding series.

Series with different magnitude ranges have been selected for some of the aftershock sequences. Mixing the data on the corresponding magnitude intervals, analogous to the one carried out in Bottiglieri et al. [2010], Lippiello et al. [2009], does not lead to the collapse of the data again (Figures 5 and 6).
Therefore, following the idea of Lippiello et al. [2009] and Felzer and Brodsky [2006] the present study has been complemented with a study of the spatial density of the aftershocks. Linear density has been analyzed in this case, i.e., the number of aftershocks per unit of length.

Because of the difference in the way of formation of the series in this work and in the cited papers, a different approach is also used in this study. For the series, pointed out above the analysis has first been made for a number of time intervals of the aftershock activity - for the whole interval, for the 1st day, for the first 10 days, for the first 100 days (Figure 7). Choosing a shorter interval, e.g., 30 minutes, as in Lippiello et al. [2009] and Felzer and Brodsky [2006], leads to a great reduction of the number of quakes in the series, what makes the results unconvincing. It should be noted that all studied aftershock series comprise events with a definite threshold of completeness, which in most cases is $M_C = 3.0$.

The data from all time intervals can be approximated by a power law:

$$p(r) = c r^{-\delta_f}$$

where $c$ is a constant, varying in dependence on the number of aftershocks. The values of the exponent $\delta_f$ change for the different sequences:
- Landers - from 2.1 to 2.3;
- Big Bear - from 2.0 to 2.2;
- Hector Mine - from 1.4 to 2.3;
- Nahanni - from 2.5 to 3.0;
- Andreanof Island ’86 - from 1.5 to 1.8;
- Friuli - from 3.5 to 4.0.

For some of the series fitting is carried out at $r \geq 10$ km. Besides, the data about some of the time intervals cannot be approximated by a power law - e.g. for the 1st day for Big Bear and Friuli.

The other study of the above aftershock series is in dependence on the magnitudes of the earthquakes. Magnitude intervals $M[3.0; 4.0)$ and $[4.0; 5.0)$ have been selected together with the data about the whole series, which are with $M_C \geq 3.0$. The data for $M \geq 5.0$ have not been analyzed since their number is small. The only exception is the series of the earthquake Andreanof Island ’86. It has a minimum magnitude of completeness $M_C \geq 4.8$. The intervals in it are correspondingly $M[4.8; 5.5)$ and $[5.0; 6.5)$, together with the whole series $[4.8; 8.0)$ (Figure 8).

In these cases the data about the linear density as a function of the distance “main shock - secondary quake” can also be fitted by a power law with an exponent $\delta_M$ and in most cases this is done at $r \geq 10$ km.

The values of the exponent $\delta_M$ change as follows:
- Landers - from 1.1 to 1.3;
- Big Bear - from 2.2 to 2.3;
- Hector Mine - from 1.9 to 2.5;
- Nahanni - from 2.6 to 3.0;
- Andreanof Island ’86 - from 1.51 to 1.53;
- Friuli - from 2.6 to 3.2.

This time again for two of the series the data cannot be fitted by the power law. These are Big Bear for $M[4.0; 5.0)$ and Andreanof Island ’86 for $[5.0; 6.5)$.

Aftershocks are defined by their cluster properties both in time and in space. Temporal clustering follows the well-defined Omori law.

The spatial distribution of the aftershocks is more complex and not fully explained yet. On the one hand, it is clear that many of the aftershocks occur along the surface of the fault or in its immediate vicinity. Aftershock grouping along or near the destruction caused by the main shock may reflect the local concentration of stress on asperities, serving to stop destruction and close the fault. On the other hand, aftershocks occur also away from the fault line due to various trigger mechanisms, the simplest of which is the stress transfer and the increase of the Coulomb stress [Stein 1999].

The investigation of linear density $\rho(r)$, where $r$ is the epicentral distance between each aftershock and its related mainshock, represents a useful tool to discriminate between triggering by static or dynamic stress [Felzer and Brodsky 2006, Lippiello et al. 2009].

In these papers, $\rho(r)$ decay asymptotically as $r^{-\mu}$, where $\mu \approx 1.4$ to 1.9 [Lippiello et al. 2009] and $\mu \approx 1.4$ [Felzer and Brodsky 2006].

Here I show that the linear density exhibits a power law behavior, but the obtained exponents are more scattered. The basic differences with this study and previous analyses is that aftershocks have been classified according to the mainshock magnitude and distances in a different manner. Therefore it is necessary to carry out joint research on these properties of aftershock series, which will be the subject of future investigation.

Seismic events are complex spatial-temporal phenomena [Turcotte 1993, Sornette 1999, Bak et al. 2002, Pavlos et al. 2007, Vecchio et al. 2008, Sornette and Werner 2009], since they occur in clusters and exhibit scale-invariant characteristics. The most typical description in such cases is the division of the earthquakes into foreshocks, main quakes and aftershocks. Very often during the analysis of their properties in space and time power laws are used.

Nowadays widely used to describe such complex phenomena is the definition of the so-called fractal dimension [Mandelbrot 1982]. The concept of fractal dimension takes central place in understanding the chaotic picture of seismicity, especially for defining the level of
clusterization in the earthquakes’ spatial distribution. The value of the fractal dimension gives a quantitative measure of the process of grouping for the epicenters/hypocenters of the “main” events, both for the active regions [Kagan and Knopoff 1980, De Rubeis et al. 1993, Tosi et al. 2004, Tosi et al. 2008] and for the aftershock regions [Robertson et al. 1995, Nanjo and Nagahama 2000, Nanjo and Nagahama 2004].

In the works of Bak et al. [2002] the structure of seismicity in space, time and in magnitude is revealed, placing all earthquakes on the same base - without making difference between main and secondary quakes [Bak et al. 2002, Christensen et al. 2002]. Thus seismicity is regarded as a single process.

The above researchers propose a new scaling law, outlining the framework for assessing the likelihood of

Figure 7. Linear density versus main shock-aftershock distance r, for the selected earthquakes in various time intervals.
earthquakes in a given region for a given threshold magnitude. The law shows that the seismic events occur in hierarchically related clusters, which overlap other spatially separated clusters for sufficiently big time intervals and regions. For sufficiently small regions and temporal scales only single related groups can be selected. The aftershocks are usually described as related events, which occur after a strong seismic event. This definition is widely used in order to classify the catalogs, containing seismic data, as catalogs of aftershocks and catalogs of main shocks. Omori’s law is based on this classification of the earthquakes and it usually suggests that the aftershocks are due to mechanisms other than the ones that caused the main events.

Gardner and Knopoff [1974] assume that an earthquake can be classified as an aftershock if it belongs to
a cluster of related events; it can be regarded as a main
quake if it belongs to a series of “isolated” random
events with Poisson statistics. However, nowadays a re-
liable scientific method for differentiating whether an
earthquake is an aftershock or a main quake does not
exist, since, according to this definition, the categoriza-
tion depends on the considered scales for length, time
and magnitude. The proposed law puts together the
law of Gutenberg-Richter, Omori’s law and the law de-
scribing the fractality of the fault systems.

In many other publications after Bak et al. [2002]
when spatial-temporal properties are concerned, all
seismic events are considered together [Corral 2003,
Corral 2004, Davidsen and Goltz 2004, Lindman et. al.
2005, Corral 2005b, Shcherbakov et al. 2005, Corral
2006a, Corral 2006b, Saichev and Sornette 2006,
Shcherbakov et al. 2006].

Following the studies described above, I have con-
considered the spatial distributions of both aftershock
series and earthquakes from declusterized series
[Marekova 2014]. The purpose is to have the idea of
considering seismic events as a single process developed
in more than one way.

3. Conclusions

This paper presents an investigation of the distri-
butions of distances between consecutive earthquakes
from different aftershock series. It has been established
that when these distributions are rescaled, all curves
converge in one. The rescaled data are well fitted by a
beta distribution.

The obtained results are similar to those, reported
in Marekova [2014]. It can be noted that the distributions
of the distances between successive earthquakes in
declusterized series of regional seismicity [Marekova
2014] and aftershock series, separated by the conven-
tional spatiotemporal windows, are analogical. They
are well approximated by beta distribution. It gives rea-
son to consider that the spatial distributions of the earth-
quakes are similar irrespective of their separation in
series of major (independent) and secondary (dependent)
events. The differences can be seen only in the exten-
sion of the regions in which they are distributed. In the
process of rescaling the distributions, as it can be seen
from Figure 2 and analogical figures in Marekova [2014],
these differences disappear. This provides a clear illus-
tration of earthquake-occurrence self-similarity in space.

Considering the distance distributions it is impor-
tant that the data collapse, which is a proof of a critical
process, since only these exhibit this type of collapse,
is known as scaling in critical phenomena. This analysis
shows that earthquakes are a phenomenon of SOC
[Bak et al. 1987, Bak 1997, Kanamori and Brodsky
2004]. This is strikingly reminiscent of the collapse onto
a single curve [Varotsos et al. 2005, 2011] of the order
parameter scaled distributions deduced from the seis-
micity in various regions worldwide when they are an-
alyzed in a new time domain termed natural time
[Varotsos et al. 2001, Sarlis et al. 2008], which has the
privilege to extract the maximum information possible
from a given time series [Abe et al. 2005].

Both in distance distributions for declusterized se-
quences, and in aftershock series there is no tendency
for the real distributions to exceed the values given by
the model curve; there is an excess of short inter-event
distances. Such a tendency appears when all earth-
quakes from regional catalogs are considered on the
same base, without dividing them into foreshocks,
main quakes and aftershocks.

In most studied cases, regions where these points
exist are relatively large in area. Since during data se-
lection aftershock series have not been removed, it is
possible that the availability of an increased number of
short distances between the earthquakes is due to
them. In smaller sized regions, such an increased num-
er of small distances is not observed, as the distances
between the aftershocks in them and the distances be-
tween the independent events will be comparable.

The division into series of independent and de-
pendent events shows that they have similar spatial dis-
tributions. Therefore the observed deviations could be
due to some more specific manifestation of seismic ac-
tivity, though they could also be explained by some dis-
advantages in the methodology of the study or the
properties of the analyzed catalogs.

The separate analysis of both the inter-event dis-
tances and times between successive earthquakes allows
marking important properties of seismicity. Such an
analysis is made both for regional seismicity, wherein all
earthquakes are placed on the same base and for declus-
terized sequences and aftershock series separately. The
results will be complemented and extended if a joint
study on space-time properties of seismic activity, simi-
lar to that in Batac and Kantz [2013] is carried out.
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