Abstract: Correlation clustering is a widely used technique in data mining. The clusters contain objects, which are typically similar to one another and different from objects from other groups. In the authors' previous works, the possible usage of correlation in rough set theory were investigated. In rough set theory, two objects are treated as indiscernible if all of their attribute values are the same. A base set contains those objects that are indiscernible from one another. The partition, gained from the correlation clustering, can be understood as the system of base sets, as the clusters contain the typically similar objects (not just to a distinguished member) and it considers the real similarity among the objects. In this work, the extension of this study is presented, using the method to approximate graphs representing similarity relations.
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1. Rough set theory

In the classic sense, a set contains some objects that share a common property. If the question is whether an object is in the set or not, then the answer is yes or no. For instance, in case of the set of prime numbers, 2 is in the set but 4 is not. However, in many applications, there are some sets where answering the previous question is not that simple. An appropriate example is the set of brave warriors. Bravery is a concept, where it is difficult to decide whether a warrior can belong to this set or not, because somebody can treat a person as brave, but another person can treat this warrior as not...
brave. These kinds of concepts are called vague. Rough set theory was proposed by Zdzisław Pawlak [1]-[3]. The main goal of this theory is to handle vague concepts based on some background knowledge.

In many real world applications objects are stored in datasets or databases. Datasets can be given by an information system, which is a pair \( IS = (U,A) \), where \( U \) is a set of objects called the universe and \( A \) is a set of attributes. Let \( a: U \rightarrow V_a \) be a function, where \( V_a \) denotes the domain of attribute \( a \). An information system can be represented by a table, where each row is an entity of the universe, and the columns represent the attributes. Any pair \((x,a)\), where \( x \in U \) and \( a \in A \) in the table is a cell whose value is \( a(x) \).

In this system two objects can be truly distinguished, if they differ in at least one of attribute value. In a Pawlakian system two objects are called indiscernible, based on some background knowledge, if they have the same attribute values. This indiscernibility relation is an equivalence relation, and it can be defined in the following way:

Let \( A' \subseteq A \) be a set of attributes, \( x, y \in U \) be two arbitrary objects;

\[
xRy \quad \text{if and only if} \quad a(x) = a(y) \quad \text{for every} \quad a \in A',
\]

where \( R \) is called the indiscernibility relation. The background knowledge can come from an information system or a database.

The \( R \) relation defines a partition based on a set of attributes \( A' \). The members of this partition are called base sets and they are the granules of knowledge.

Mathematically, the system of base sets can be defined in the following way:

\[
B = \{ b | b \subseteq U \} \quad \text{and} \quad x, y \in b \quad \text{if} \quad xRy.
\]

Indiscernibility plays a very important role in decision making. If a decision about an object needs to be stated, then the same decision must be made about those members that are indiscernible from this object. As mentioned earlier in classical set theory, there exist only two answers to the question, whether an object is in the set or not. In rough set theory the number of possible answers is 3. Let \( S \) be a set and \( x \in U \) an object,

- It is sure that \( x \in S \) if \( \forall y: y \in U \) and \( xRy \) then \( y \in S \),
- It is possible that \( x \in S \) if \( \exists y: y \in U \) and \( xRy \) then \( y \in S \),
- It is sure that \( x \notin S \) if \( \forall y: y \in U \) and \( xRy \) then \( y \notin S \).

A vague set can be represented by two sets. This process is called the approximation of a set. For any vague set \( S \) the following two sets can be given:

\[
I(S) = \bigcup \{ b | b \in B \quad \text{and} \quad b \subseteq S \}, \quad (4)
\]
\[
u(S) = \bigcup \{ b | b \in B \quad \text{and} \quad b \cap S \neq \emptyset \}, \quad (5)
\]
where \( l(S) \) is called the lower approximation which contains those objects that surely belong to the set; and \( u(S) \) is the upper approximation of the set \( S \) which is the collection of those members that possibly belong to \( S \).

The set \( BN(S) \) is called the boundary region and can be defined by the following formula:

\[
BN(S) = u(S) \setminus l(S). \tag{6}
\]

If the boundary region is empty, then the set is crisp, otherwise it is rough. A rough set can also be characterized numerically by the following coefficient:

\[
\alpha_s = \frac{|l(S)|}{|u(S)|}. \tag{7}
\]

It is called the accuracy of the approximation. Naturally \( 0 \leq \alpha_s \leq 1 \) and its value is 1 if the set is crisp. In the formula \(|S|\) denotes the cardinality of a finite set.

Table I shows a very simple table containing 8 rows. Each of them represents a patient and each has 3 attributes: headache, body temperature, and the presence of a sore throat. The first column is only used for identifying the patients. The goal is to determine whether a person has the flu or not based on the previously mentioned three attributes. It can be seen that there are some inconsistency, as patient \( P_6 \) and \( P_7 \) have the same attribute values and \( P_6 \) does not have the flu, but \( P_7 \) does. Rough set theory is a possible tool for handling this kind of inconsistency.

| Patient ID | Headache | Body Temp. | Sore throat | Flu |
|------------|----------|------------|-------------|-----|
| \( P_1 \)  | YES      | HIGH       | YES         | YES |
| \( P_2 \)  | YES      | HIGH       | YES         | YES |
| \( P_3 \)  | YES      | VERY HIGH  | NO          | YES |
| \( P_4 \)  | NO       | NORMAL     | NO          | NO  |
| \( P_5 \)  | NO       | NORMAL     | NO          | NO  |
| \( P_6 \)  | NO       | HIGH       | YES         | NO  |
| \( P_7 \)  | NO       | HIGH       | YES         | YES |
| \( P_8 \)  | NO       | HIGH       | YES         | YES |

The base sets (based on the attributes \{Headache, Body Temp, Sore Throat\}) contain patients with the same symptoms and it is the following:

\[
B = \{ \{P_1, P_2\}, \{P_3\}, \{P_4, P_5\}, \{P_6, P_7, P_8\} \}. \tag{8}
\]

Let \( S \) be the set of those patients who have the flu:
The approximation of the set can be given by its lower and upper approximation:

\[ L(S) = \{P_1, P_2, P_3\} \]\n
\[ U(S) = \{P_1, P_2, P_3, P_6, P_7, P_8\}. \]

The accuracy of the approximation is 0.5.

2. Correlation clustering

Clustering is a widely used tool of unsupervised learning. Its task is to group objects in a way, that the objects in one group (cluster) are similar, and the objects from different groups are dissimilar. This defines an equivalence relation. The similarity is usually based on the distance of the objects. However, sometimes only categorical data are given where distance is meaningless. For example: what is the distance between a man and a woman? In this case a tolerance relation is needed. Two objects can be treated as similar if this relation holds for these two objects. If the relation does not hold for two objects, then they are dissimilar. Naturally, this relation is reflexive, because every object is similar to itself. It is also symmetric, which can be easy to see. The transitivity, however, does not necessarily hold. Correlation clustering is a clustering technique, which is based on a tolerance relation [4]-[6]. The goal of correlation clustering is to find an equivalence relation, which is closest to the similarity (tolerance) relation. Let \( V \) be a set of objects and \( T \subseteq V \times V \) the tolerance relation. The result of correlation clustering is partition. This partition can be defined as a function:

\[ I : V \rightarrow \{1, \ldots, K\}. \]

So it assigns for each object an integer number, which is its cluster IDentification number (ID). The objects \( A \) and \( B \) are in the same group if \( I(A) = I(B) \).

The following two cases can be treated as conflicts for two arbitrary objects \( A \) and \( B \):

\[ \text{\textbf{ATB holds,} but } I(A) \neq I(B), \]

\[ \text{\textbf{ATB does not hold,} but } I(A) = I(B). \]

The cost function \( f \) is the number of these disagreements. The value of the function \( f \) is the distance between the tolerance relation \( T \) and the equivalence relation defined by the partition. Solving a correlation clustering problem is equivalent to minimizing its cost function. The partition is called perfect if the cost function value is 0. It is easy to show that for an arbitrary tolerance relation, there is no necessarily perfect partition.

Correlation clustering has many applications: image segmentation [7]; identification of biologically relevant groups of genes [8]; examination of social coalitions [9]; reduction of energy consumption [10]; modeling physical processes [11]; (soft) classification [12], [13], etc.
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Despite its many applications, it has a disadvantage. It is a Nondeterministic Polynomial (NP) time complete problem, so it is very complicated to find the partition with minimal cost function value. The number of partitions also grows exponentially. It can be given by the Bell number [14]. In general - even in the case of some dozens of objects - the optimal partition cannot be determined in reasonable time. However, a quasi-optimal solution can be enough in practical cases. This can be achieved by using search algorithms.

3. Similarity based rough sets

As mentioned earlier, the Pawlakian indiscernibility relation is an equivalence relation, which can be too strict in many applications. Sometimes a similarity relation, which can be represented by a tolerance relation, is enough. In the literature there are some research projects that try to generalize the classical rough set theory. One possible way is the so-called covering systems [15].

These systems generalize the Pawlakian systems in two way:

1. The $\mathbf{R}$ indiscernibility relation is replaced by a tolerance relation (similarity relation);
2. $\mathbf{B} = \{ [x] | x \in U \text{ and } y \in [x] \text{ if } xRy \}$ where $\{ y | y \in U \text{ and } yRx \}$.

In a Pawlakian system a base set contains objects that are indiscernible from one another, while in a covering system it contains objects that are similar to a distinguished member (in the above formula it is the $x$ member). So two entities are considered as similar because they are similar to a third distinguished one. These systems can handle the fact that the indiscernibility relation is weakened to a tolerance relation, but it also has some issues. The main problem is that it does not consider the real similarity among objects but the similarity to special member. The number of base sets can be also high. In the worst case, its value is the number of objects.

Correlation clustering defines a partition. The clusters contain objects that are typically similar to one another. In the authors’ previous works [16], [17], it was shown that this partition can be understood as the system of base sets. The approximation space given this way has several good properties. The most important one is that it focuses on the similarity (the tolerance relation) itself, and it is different from the covering type approximation space relying on the tolerance relation. The system of base sets can be defined by the following way, where $\mathbf{p}$ denoted the partition gained from the correlation clustering:

$$\mathbf{B} = \{ b | b \subseteq U \} \text{ and } x, y \in b \text{ if } \mathbf{p}(x) = \mathbf{p}(y).$$

(13)

Singleton clusters represent very little information, because the system could not consider its member similar to any other objects without increasing the number of conflicts. As they mean little information, they can be left out. If the singleton clusters are not considered, then a partial system of base sets can be generated from this partition where singleton clusters are not base sets.
4. Graph approximation

A similarity relation can be represented by a signed graph. This graph [18], [19] is complete if the relation is total, and it is not complete if the relation is partial. Because of the symmetry, it must be an undirected graph. Due to the reflexivity every vertex in the graph has a self-loop edge. If two objects are similar, then a positive edge runs between them, and if they are different, then the edge is negative. Every graph can be represented by a set that contains ordered pairs. In this case, it can be represented by a set of 3-tuples.

The graph in Fig. 1 can be represented by the following set:

\[
\{ (A, A, +), (B, B, +), (C, C, +), (D, D, +), (E, E, +), (A, B, +), (A, C, +), (A, D, -), \\
   (B, A, +), (B, D -), (B, E, -), (C, A, +), (C, D, +), (D, A, -), (D, B, -), \\
   (D, C, +), (E, B, -) \}
\]

Fig. 1. A similarity relation represented by a signed graph

The main goal of this paper is extending the principles of similarity based rough sets to graphs that represent similarity relations. From the theoretical point of view, a Pawlakian approximation space can be characterized by an ordered pair \((U, R)\), where \(U\) denotes the universe (a nonempty set of objects) and \(R\) denotes the indiscernibility relation. In similarity based rough sets, \(R\) is a similarity relation (tolerance relation).

In case of graph approximation, the universe is a complete undirected signed graph in which every node is connected to every node by 2 edges (one positive and one negative) and every node has also 2 self-loop edges. Formally \(d = U \times U \times \{+, -\}\).

Let \(G_1 \subset G\) be graph representing an arbitrary similarity relation. This graph defines the background knowledge. The \(R\) relation is also defined by this \(G_1\) graph. For all objects \(x, y \in U\) if \((x, y, +) \in G_1\) then the objects are similar and if \((x, y, -) \in G_1\) then they are different.

In rough set theory (and also in its similarity based version), the base sets provides the knowledge about the system. Here there are base graphs, and they represent the same. The system of base graphs is also determined by the correlation clustering, and it can be given by the following formula:
\[ B = \{ \mathbf{b} | \mathbf{b} \subseteq G_1 \text{ and } \langle x, y, s \rangle \in \mathbf{b} \text{ if } p(x) = p(y) \text{ and } s \in \{+, -\} \}. \]  

(14)

Let \( G_2 \subseteq G_1 \) be an arbitrary subgraph of \( G_1 \). The lower and upper approximation of \( G_2 \) can be given by the following way:

\[ l(G_2) = \bigcup \{ \mathbf{b} | \mathbf{b} \subseteq B \text{ and } \mathbf{b} \subseteq G_2 \}, \]  

(15)

\[ u(G_2) = \bigcup \{ \mathbf{b} | \mathbf{b} \subseteq B \text{ and } \mathbf{b} \cap G_2 \neq \emptyset \}. \]  

(16)

The lower approximation is the disjoint union of those base graphs that are subgraphs of \( G_2 \). The upper approximation is the disjoint union of those base graphs for which there exist a graph which is a subgraph of both \( G_1 \) and \( G_2 \).

The accuracy of the approximation can be calculated by the following fraction, where \( N(G) \) denotes the number of self-loop edges in a graph:

\[ \alpha_{G_2} = \frac{|l(G_2)|/2 - N(l(G_2))}{|u(G_2)|/2 - N(u(G_2))} \]  

(17)

Graph approximation uses the same concepts as the set approximation. However, it is a stricter method, as it takes into consideration not only the objects but the edges too.

5. Attribute reduction with graph approximation

In data mining a natural question can be if some data can be removed from the system preserving its basic properties (whether a table contains some superfluous data). In this paper a method is proposed to measure the dependency between two attributes (or set of attributes). If this dependency value is above a threshold, then one of the attributes can be removed.

Let \( IS = (U, A) \) an information system and \( A', A'' \subseteq A \) two sets of attributes. Let \( G_1 \) be the graph representing the similarity relation, which is based on the attribute set \( A' \). Let \( G_2 \) be the graph representing the similarity relation which is based on the attribute set \( A'' \). To measure the dependency between \( A' \) and \( A'' \) the following method is proposed:

1. Determine the system of base graphs based on \( G_1 \);
2. Approximate \( G_2 \) using the base graphs defined in the first step;
3. Calculate the accuracy of approximation;
4. If the accuracy is higher than a threshold, then \( A'' \) can be treated as superfluous.

In the following figures, a very simple example is shown with 14 objects. In Fig. 2 a graph can be seen, which denotes a similarity based on a set of attributes. In the figure the solid lines denote the similarity, while the dashed ones denote the difference between objects.
Fig. 2. $G_1$ graph representing a similarity relation based on a set of attributes

In Fig. 3 the base graphs can be observed which were generated by the correlation clustering. In this example there are three base graphs.

Fig. 3. The base graphs generated by the correlation clustering

Fig. 4 shows another graph, which also illustrates another set of attributes. It is important that the similarity is based on the same objects as before. The difference between $G_1$ and $G_2$ is negligible. It can be observed only in 4 edges. Between objects $A$ and $H$ the negative edge was replaced by a positive one. Between objects $K$ and $N$ the edge was deleted as well as between $D$ and $G$. Between $A$ and $B$ the positive edge was changed to negative.

In Fig. 5 the lower approximation and in Fig. 6 the upper approximation can be seen. It is interesting that even though there are only slight differences between the two
graphs the lower approximation contains only the two smallest base graphs. The reason is that graph approximation is stricter, because it takes into consideration the edges. As objects $A$ and $B$ became different, the base graph containing them cannot be in the lower approximation, only in the upper approximation.

*Fig. 4.* $G_2$ graph representing a similarity relation based on a set of attributes with the same objects

*Fig. 5.* The lower approximation of $G_2$
Fig. 6. The upper approximation of $G_2$

The accuracy of the approximation is:

$$a_{G_2} = \frac{14}{29} \approx 0.48.$$  

This means that based on $G_1$, the percentage of the available information about $G_2$ is only 48% even though they are almost equivalent. This method takes into account the real similarity among objects; therefore it can give appropriate results in situations, where other algorithms proved to be a dead end. For example, in mathematical statistics a common method to measure the dependency between attributes is correlation. Although, it works only if there is a linear relationship between the attributes. The method of this paper can work in various applications for any types of relationships.

6. Conclusion

Rough set theory offers a way to handle vague concepts. In its classical variant, two objects are considered as indiscernible if all of their known attribute values (based on background knowledge) are the same. The base sets contain entities that are indiscernible from one another and they represent the granules of knowledge and also the limit of the background knowledge.

Correlation clustering is a clustering technique, which is based on a similarity relation. Its result is a partition, and the clusters contain objects that are typically similar to one another. This property is very important because this partition can be understood as the system of base sets. Thus, a new approximation space appears. In this paper a possible method was shown to handle the approximation of graph representing similarity relations. Graph approximations can be a way to reduce attributes that are
superfluous. As a future plan, it could be very interesting to use the method described in the paper on real data.
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