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Abstract—This paper considers the problem of multi-modal future trajectory forecast with ranking. Here, multi-modality and ranking refer to the multiple plausible path predictions and the confidence in those predictions, respectively. We propose Social-STAGE, Social interaction-aware Spatio-Temporal multi-Attention Graph convolution network with novel Evaluation for multi-modality. Our main contributions include analysis and formulation of multi-modality with ranking using interaction and multi-attention, and introduction of new metrics to evaluate the diversity and associated confidence of multi-modal predictions. We evaluate our approach on existing public datasets ETH and UCY and show that the proposed algorithm outperforms the state of the arts on these datasets.

I. INTRODUCTION

Forecasting the trajectory of agents in dynamic scenes is an important research problem with a range of applications such as autonomous navigation, surveillance, and human-robot interaction. The challenge in addressing this problem lies in modeling the variability and uncertainty of human behavior (i.e., multi-modality) and the associated social and cultural norms, particularly in a highly unstructured environment that involves complex interactions between agents (i.e., social interaction).

The importance of interaction modeling and multi-modality has been highlighted by studies on interaction-aware multi-modal trajectory prediction [1], [2], [3], [4], [5]. They extract the interaction-encoded feature representations from the past observation and train a deep neural network to generate a certain distribution of future trajectories. Although different types of distributions are learned, the predicted outputs are likely being a single mode with high variances [10] or mode-collapse providing limited mode variety [7]. In addition, most existing multi-modal methods do not consider the probability of each mode and their ranking, which places strict limits on their practical use in safety critical applications such as autonomous navigation for robotics or driving assistance systems. For example, consider a case where a prediction algorithm generates multiple future trajectories of an agent for robot navigation. Most existing multi-modal methods cannot specify the best prediction since they do not measure a probability of individual modes nor ranking trajectories. This limitation makes it difficult for the system to make a proper decision with the given multi-modal prediction results.

In this work, we propose Social-STAGE, Social interaction-aware Spatio-Temporal multi-Attention Graph convolution network with novel Evaluation for multi-modality. Our model predicts plausible future trajectories with a diversity, considering spatio-temporal interactions of agents. An overview of our approach is illustrated in Fig. 2. As a first step, we model social interactions between humans using a spatio-temporal graph convolutional network [14]. Given the observation of agents’ motion history, we simultaneously explore the spatial influences of individual entities and their temporal changes, creating spatio-temporal interactions. Then, we highlight more important interactions in space and in time in the multi-attention module that follows. The resulting interaction features are decoded as a set of plausible deterministic trajectories with corresponding probabilities.

Average distance error (ADE) and final distance error (FDE) metrics are standard evaluation metrics used in trajectory prediction. Although they clearly quantify the distance error between the predicted locations and those of the ground-truth, we believe that the prediction capability of multi-modal approaches cannot be properly evaluated. The issues observed from these metrics are as follows: (i) Oracle error has been used over a set of prediction samples, only considering the best prediction result. Since the remaining prediction results are not at all evaluated, this
process overlooks the diversity of multi-modal trajectories. (ii) The standard ADE and FDE metrics do not consider any type of prediction confidence such as a probability or rank of each trajectory. In practice, however, such a confidence factor should be provided and evaluated in applications where the ground-truth is not available during inference. Considering these limitations, we additionally introduce new error metrics based on ADE and FDE to properly evaluate the diversity of multi-modal predictions with their associated confidence.

II. RELATED WORKS

A. Deep Learning on Trajectory Forecast

Deep neural networks have been used with great success in modeling interactions between humans in a data-driven manner. A recurrent neural network (RNN) has been widely used to encode the history of pedestrians’ motion [6], [1], [2], [15], [16]. RNNs use a pooling mechanism to extract interaction information by aggregating the encoded motion features of different individuals. However, such hand-crafted or arbitrary aggregation methods may hinder the acquisition of important representations for future trajectory generation. To address this limitation, a graph neural network has been introduced in this domain. The inherent node-edge topology of graphs helps to model more intuitive and natural interactions between humans [3], [17], [13], [7]. Rather than pooling the information, these approaches find interactions between agents, corresponding to updating edges. However, they are prone to error accumulation over the time horizon because of their structural dependency on recurrent units [3], [17], limited in modeling interactions in space and in time [13], or do not properly capture the importance of interactions in a spatio-temporal space [7]. In contrast, our aim in this work is to propose an approach that can overcome such limitations using graph neural networks [18] with multi-attention in space and in time.

B. Multi-Modal Trajectory Forecast

The importance of multi-modality in trajectory prediction has become more widely recognized in recent years. Considering that multiple plausible trajectories may exist with the given information, some works [6], [3], [7], [5] generate a bi-variate Gaussian distribution and sequentially sample the pedestrian’s future locations. Other works address the multi-modality of the future prediction using mixture models [19], [20], [21], [8], [9], [4]. However, their predictions tend to be a single mode with high variances [10]. There are also methods that extend deep generative models to learn the functionality of multi-modality by providing the probability of each trajectory output. However, a predefined trajectory set is used to represent the different modes of future motion, which is difficult to generalize across different environment types. In this work, our model not only generates interaction-specific multi-modal future trajectories with diversity, it also outputs probabilities associated with individual modes.

C. Evaluation Metrics for Trajectory Forecast

Evaluation of future trajectory has been conducted by computing Euclidean ($L_2$) distance between the predicted and ground-truth locations at every future time step. The error is reported by measuring the average distance error (ADE) during a specified time interval, and the final distance error (FDE) at a specified time. Since these metrics are intuitive and directly quantify the performance of prediction algorithms, they are generally used in evaluation of performance in previous approaches [6], [3]. For multi-modal evaluation, [1] simply extends the same metrics in an oracle manner by evaluating one with the lowest error. Their method computes the performance upper bound instead of evaluating the diversity or plausibility of multiple modes. [24], [25] introduce the kernel density estimate-based negative log-likelihood (KDE_NLL) metric that computes the log-likelihood of the ground-truth against the sampled trajectory distribution. The KDE function often underestimates the output distribution, approximating as a Gaussian kernel. When multiple trajectory modes are predicted (e.g., different trajectories at an intersection), it does not properly capture the multi-modality because of the kernel approximation. In contrast, the proposed metrics avoid this potential problem without the approximation and directly evaluate the diversity of multi-modal trajectories with associated probabilities.

III. METHODOLOGY

A. Problem Formulation

Given a scenario with $K$ agents and their motion information, we use the first $T_{in}$ time steps of trajectories $X = \{X^1, X^2, ..., X^K\}$ to predict the next $T_{out}$ time steps of trajectories $Y = \{Y^1, Y^2, ..., Y^K\}$. We denote $X^k = \{x^k_t \forall t \in \{1, ..., T_{in}\}\}$ and $Y^k = \{y^k_t \forall t \in \{1, ..., T_{out}\}\}$ for each agent $k \in \{1, ..., K\}$. $x^k_t$ and $y^k_t$ can be further represented by 2D positions of agent $k$ at time $t$. Our framework outputs $M$ modes of future trajectories $\hat{Y}^k_m = \{\hat{y}^k_{(m)1}, \hat{y}^k_{(m)2}, ..., \hat{y}^k_{(m)T_{out}}\}$ with their probabilities $p^k_m$ for all $K$ agents in the scene, where $m \in \{1, ..., M\}$, such that $\sum_m p^k_m = 1$.

B. Spatio-Temporal Multi-Attention Graph Convolutions

We create a graph representation $G_t = (V_t, E_t)$ at each time step $t \in \{1, ..., T_{in}\}$, where $V_t = \{v^k_t \forall k \in \{1, ..., K\}\}$ is a set of nodes and $E_t = \{e^k_{ij} | i, j \in \{1, ..., K\}\}$ is a set of edges. $v^k_t = x^k_t - x^k_{t-1}$ is a node attribute represented as a relative motion for agent $k$, which also encodes the heading at each time-step. Also, $e^k_{ij}$ is an edge attribute where $e^k_{ij}$ indicates the connectivity between two node attributes.
We follow the procedure as in [18], [14] for the implementation of graph convolutions. We define the adjacency matrix \( A_t \) where its element \( a_{ij}^{t} \) indicates the importance weight of the edge between two node attributes \( v_i^t \) and \( v_j^t \). The weight is represented using a kernel function similar to [7], \( a_{ij}^{t} = 1/\|v_i^t - v_j^t\|_2^2 \) if \( i \neq j \), otherwise \( a_{ii}^{t} = 0 \). To ease training, we adopt a renormalization trick. Therefore, the adjacency matrix is symmetrically normalized as

\[
A_t = \lambda_t^{-1/2} \tilde{A}_t \lambda_t^{1/2}
\]

where \( \lambda_t \) is a diagonal node degree matrix of \( A_t \) and \( \tilde{A}_t = A_t + I \) adds self-connections to \( A_t \) with an identity matrix \( I \). For spatio-temporal extension, we stack the adjacency matrices \( A = \{A_t|\forall t \in \{1, ..., T_{in}\}\} \) and nodes \( V = \{V_t|\forall t \in \{1, ..., T_{in}\}\} \) for all observation time steps. In addition, \( \tilde{A} \) is stack of \( \tilde{A}_t \) and \( \lambda \) is stack of \( \lambda_t \). Therefore, the node attributes \( V^{(l)} \) of layer \( l \) are updated using the adjacency matrix as follows:

\[
f(V^{(l)}, A) = \sigma(\lambda^{-1/2} \tilde{A} \lambda^{1/2} V^{(l)} W^{(l)}),
\]

where \( \sigma \) is an activation function and \( W^{(l)} \) is the trainable weights of layer \( l \).

Therefore, the resulting node attributes are formulated as graph convolutional features for spatio-temporal interactions. We further use temporal convolutions and the softmax operation to obtain the attention weights. Such weights correspond to the relative importance of interactions, describing the time when the interaction should be captured and the agent who should be identified. We use the term multi-attention as individual agents can be simultaneously attentive along the spatial and temporal dimension. Note that this process is different with prior works [3], [17], where a single attentive weight is locally generated in space with a recurrent fashion. As a result, we can capture social interactions activated across different spatial and temporal locations. The multi-attention weights are updated by the residual connection similar to [26]. This leaves us with the following operation:

\[
\hat{V}^{(l)} = (\phi(V^{(l)}) \otimes V^{(l)}) \oplus V^{(l)},
\]

where \( \phi \) denotes a convolution operation to compute attention weights, \( \otimes \) denotes element-wise multiplication, and \( \oplus \) denotes element-wise sum operation. The updated features \( \hat{V}^{(l)} \) are multi-attention features with attentive weights of spatio-temporal interactions. This process is visualized in Figure 3 and the detailed network architecture is presented in the Section V.

C. Ranking and Decoding

To address the practical usage of multi-modality, we introduce probability measures for each output trajectory mode to rank the confidence in our predictions. This step is displayed in Figure 4. The first stream is constructed with temporal convolutions with a PRelu operation in the decoder to generate \( M \) future trajectories of \( K \) agents for \( T_{out} \) time steps. Therefore, each output trajectory matches to one of the modes. Since in our implementation the dimension of multi-attention features \( D_F \) is same as the dimension of the output trajectory \( D_{out} \), no additional operations are necessary to match the dimensions. The second stream generates probabilities corresponding to individual output modes. We reshape the tensor by combining the first two dimensions \( (D_F, T_{in}) \) and then perform temporal convolutions on the combined dimension with a softmax operation across the output modes dimension \( M \) as shown in Figure 4.

The total loss is shown in Eqn. 4. \( L_{ces} \) is the cross entropy loss from ranking the modes by their predicted probabilities. \( L_{reg} \) is the reconstruction loss for predicting the trajectories.

\[
L = L_{ces} + L_{reg}
\]

During training, we predict all \( M \) output modes. However, we only have one ground truth trajectory per agent, and thus use \( L_{reg} \). Similar to the variety loss in [2] for penalizing multi-modal outputs, we penalize the minimum error mode \( L_{reg} \) out of all output modes to preserve multi-modality for all agents as shown in Eqn. 5. \( m_{min} \) is the minimum error mode, \( Y^k \) is the ground-truth future trajectory, and \( Y^k_{\hat{k}} \) is a
prediction mode \((m)\) of agent \(k\).

\[
L_{\text{reg}}^{\text{min}} = \sum_{k} L_{\text{reg}}(Y_{m_{\text{min}}}^{k})
\]

\[
m_{\text{min}} = \arg \min_{m} L_{\text{reg}}(Y_{m}^{k})
\]

Since there is no ground truth for probabilities associated with each mode, we penalize each mode in an unsupervised manner as shown in Eqn. (5) where \(p_{gt,m}^{k}\) is the ground-truth probability and \(p_{pred,m}^{k}\) is the prediction probability for mode \(m\) of agent \(k\). \(p_{gt,m}^{k}\) is generated using the minimum error criteria. We find the ground-truth probability of each prediction mode based on its proximity to the ground truth trajectory. Finally, \(ce\) is cross entropy for classification.

\[
L_{ce} = \sum_{k} \sum_{m} ce(p_{gt,m}^{k}, p_{pred,m}^{k})
\]

\[
p_{gt,m}^{k} = \begin{cases} 1 & , m = m_{\text{min}} \\ 0 & ,\text{otherwise} \end{cases}
\]

D. Evaluation Metrics

Evaluation of future trajectory is conducted by computing the Euclidean (L2) distance between the predicted and ground-truth locations. The standard error metrics are Average Displacement Error (ADE), Final Displacement Error (FDE) for single-modal prediction, and minimum Average Displacement Error (\(A\text{D}E_{\text{min}}\)), minimum Final Displacement Error \((FDE_{\text{min}})\) for multi-modal prediction with \(M\) output modes:

\[
A\text{D}E = \frac{1}{T_{\text{out}}} \sum_{t} \| x_{t} - \hat{x}_{t} \|_{2}
\]

\[
FDE = \| x_{T} - \hat{x}_{T} \|_{2}
\]

\[
A\text{D}E_{\text{min}} = \min_{m} A\text{D}E(m) \quad \forall m \in \{1, ..., M\}
\]

\[
FDE_{\text{min}} = \min_{m} FDE(m) \quad \forall m \in \{1, ..., M\}
\]

Although these metrics quantify the performance of prediction algorithms, the oracle use of such metrics to evaluate multi-modality has the following inherent limitations: (i) considering only one trajectory with the lowest error, these metrics compute the performance upper bound and simply overlook the diversity of multiple modes; and (ii) these metrics do not take a prediction confidence into account if the associated probability were available. To address these limitations, we introduce new error metrics that can evaluate the diversity of multi-modal predictions with their associated confidence.

For any selected mode \(\hat{m}\) (using some criteria like mean or maximum probability), we find the error contributed by other modes \(M = E(e_{i}) - \hat{e}\), excluding error \(\hat{e}\) contributed by probability \(\hat{p}\) of mode \((\hat{m})\) from expectation of all modes \(E(e_{i})\). Based on this, we introduce two new metrics that do not make any assumption on the method’s output distribution: (i) The \(M_{1}\) metric is straightforward to compute the diversity of trajectories with respect to the ground-truth as we subtract the error contributed by the best mode \((\hat{e})\) from the expectation of errors of all modes by assigning equal probability \((1/M)\) to all modes including the best mode \((\hat{p} = 1/M)\). Therefore, we see how diverse the predicted samples are on average for the given test dataset. (ii) The \(M_{2}\) metric is designed to evaluate the error contribution of other modes with respect to their confidence. We subtract weighted error of the best mode \((\hat{e} = e_{p_{\text{max}}}\) maximum probability mode error with \(\hat{p} = p_{\text{max}}\) from the weighted expectation of errors of all modes using the probabilities predicted. Therefore, we measure how distributed the predicted samples are with respect to their probability. With lower values, the prediction model is likely to be certain about its output with high accuracy.

\[
M_{1} = \frac{1}{M} \left( \sum_{i} e_{i} - \hat{e} \right)
\]

\[
M_{2} = \left( \sum_{i} p_{i} * e_{i} \right) - p_{\text{max}} * e_{p_{\text{max}}}
\]

We choose \(\hat{e}\) (best mode error) either as \(e_{\mu}\) (error contributed by the mean of their output distribution) when the probabilities are not available [7] or as \(e_{p_{\text{max}}}\) (error contributed by the \(p_{\text{max}}\) maximum probability mode) when the probabilities are associated with each mode like our Social-STAGE.

IV. Experimental Results

We evaluate 5 different scenarios on publicly available ETH [28]-UCY [29] datasets that have been widely used in pedestrian trajectory forecast. We use the same splits of train, validation, and test sets as in [2], [7] for a fair comparison.
Fig. 5. Modes vs Metrics: We plot number of modes on x axis and different errors (in meters) on y-axis for all 5 different sets of ETH-UCY. The dotted line shows corresponding best state-of-the-art baseline in that set and metric. Star denotes to best number of modes to represent that dataset.

| ETH Hotel Univ Zara1 Zara2 Avg |
|-------------------------------|-----------------|-----------------|-----------------|-----------------|-----------------|
| LSTM 1.09 / 2.41 0.86 / 1.91 | 0.61 / 1.31     | 0.41 / 0.88     | 0.52 / 1.11     | 0.70 / 1.52     |                  |
| S-LSTM [6] 1.09 / 2.35 0.79 / 1.76 | 0.67 / 1.40     | 0.47 / 1.00     | 0.56 / 1.17     | 0.72 / 1.54     |                  |
| S-Attn [3] 1.39 / 2.39 2.51 / 2.91 | 1.25 / 2.54     | 1.01 / 2.17     | 0.88 / 1.75     | 1.41 / 2.35     |                  |
| CIDNN [15] 1.25 / 2.32 1.31 / 2.36 | 0.90 / 1.86     | 0.50 / 1.04     | 0.51 / 1.07     | 0.89 / 1.73     |                  |
| SGAN [2] 1.13 / 2.21 1.01 / 2.18 | 0.60 / 1.28     | 0.42 / 0.91     | 0.52 / 1.11     | 0.74 / 1.54     |                  |
| S-STGCNN [7] 0.92 / 1.81 0.76 / 1.49 | 0.63 / 1.26     | 0.52 / 1.06     | 0.44 / 0.90     | 0.65 / 1.30     |                  |
| STGAT [27] 0.88 / 1.66 0.56 / 1.15 | 0.52 / 1.13     | 0.41 / 0.91     | 0.31 / 0.68     | 0.54 / 1.11     |                  |
| S-STAGE (ours-single) 0.88 / 1.87 0.44 / 0.95 | 0.53 / 1.15     | 0.39 / 0.87     | 0.31 / 0.69     | 0.51 / 1.11     |                  |

**TABLE I**

| ETH Hotel Univ Zara1 Zara2 Avg |
|-------------------------------|-----------------|-----------------|-----------------|-----------------|-----------------|
| SGAN-20 [2] 0.81 / 1.52 0.72 / 1.61 | 0.60 / 1.26     | 0.34 / 0.69     | 0.42 / 0.84     | 0.58 / 1.18     |                  |
| Sophie-30 [22] 0.70 / 1.43 0.76 / 1.67 | 0.54 / 1.24     | 0.30 / 0.63     | 0.38 / 0.78     | 0.54 / 1.15     |                  |
| Social-bigat-20 [13] 0.69 / 1.29 0.49 / 1.01 | 0.55 / 1.32     | 0.30 / 0.62     | 0.36 / 0.75     | 0.48 / 1.00     |                  |
| STGAT-20 [27] 0.65 / 1.12 0.35 / 0.66 | 0.52 / 1.10     | 0.34 / 0.69     | 0.29 / 0.60     | 0.43 / 0.83     |                  |
| S-STGCNN-20 [7] 0.64 / 1.11 0.49 / 0.85 | 0.44 / 0.79     | 0.34 / 0.53     | 0.30 / 0.48     | 0.44 / 0.75     |                  |
| S-STAGE (ours-multi) 0.44 / 0.77 0.28 / 0.50 | 0.40 / 0.77     | 0.30 / 0.56     | 0.20 / 0.37     | 0.32 / 0.59     |                  |

**TABLE II**

| ETH Hotel Univ Zara1 Zara2 Avg |
|-------------------------------|-----------------|-----------------|-----------------|-----------------|-----------------|
| S-STAGCNN-20 [7] 1.00 / 1.79 0.77 / 1.44 | 0.71 / 1.35     | 0.62 / 1.16     | 0.54 / 1.01     | 0.73 / 1.35     |                  |
| S-STAGE (m<sub>pmax</sub>) 1.17 / 2.56 0.59 / 1.34 | -             | -             | -             | 0.88 / 1.95     |                  |
| S-STAGE (m<sub>min</sub>) 1.63 / 3.44 0.75 / 1.74 | 1.05 / 2.31     | 1.09 / 2.45     | 1.17 / 2.47     | 1.14 / 2.48     |                  |
| S-STAGE (ours-max) 0.07 / 0.16 0.15 / 0.33 | -             | -             | -             | 0.11 / 0.24     |                  |
| S-STAGE (ours-min) 0.06 / 0.14 0.03 / 0.06 | 0.17 / 0.34     | 0.08 / 0.16     | 0.13 / 0.26     | 0.09 / 0.19     |                  |

**TABLE III**

A. Quantitative results

In Table I, II, III we show different types of quantitative evaluations of our framework on ETH-UCY datasets by comparing to other state-of-the-art baselines. Errors of all baselines and our Social-STAGE (S-STAGE for simplicity) are reported in meters, with 8 time steps of observations and 12 time steps of predictions in future. In Table II we show single-modal comparisons. Our S-STAGE (single-modal) with graph convolution module and multi-attention outperforms similar graph-based methods such as S-STGCNN [7].
and STGAT [27]. Note that single modal comparisons are not reported in the S-STGCNN paper. Therefore, our evaluation is based on their publicly available trained models and code. We use the mean from the Gaussian prediction for S-STGCNN single-modal evaluation baseline. We additionally report S-STAGE (ours $p_{max}$) that is using the best mode of trajectory (with the highest probability) for evaluation. This model performs better overall comparing to all other baselines. It highlights the efficacy of our ranking capability.

We also report the best number of modes that are empirically calculated as shown in Figure 5. Here, we plot the metrics on Y-axis and modes on X-axis with corresponding best baseline in dashed line. We observe that $p_{max}$ error does not decrease with more number of modes in Figure 5 (c-d). The best performance is shown from 5 modes for ETH and 3 modes for Hotel. However, in case of Univ, Zara1, Zara2, the maximum probability error $m_{p_{max}} = 1$ is the same as those of S-STAGE (ours-single), which seems consistent with the motion complexity of these sets.

For multi-modal comparison, the best performing modes for ADE is different with those of FDE as shown in Figure 5 (a-b). We choose best number of modes ($m_{min}$) based on minimum $ADE_{min}$ for reporting both $ADE_{min}$ and $FDE_{min}$. The minimum error metrics are shown in Table III for multi-modal prediction. Interestingly, we observe that S-STAGE performs the best even with less number of modes in all sets compared to the baseline models, which demonstrate the robustness of the proposed framework.

We also report our new metrics $\mathcal{M}_1$ and $\mathcal{M}_2$ in Table III to evaluate diversity of different modes ($\mathcal{M}_1$) and with their confidence ($\mathcal{M}_2$). For $\mathcal{M}_1$, we compare with S-STGCNN-20 using $\hat{e}_\mu$ as their best mode error. We observe in $\mathcal{M}_1$ that the model trained for the maximum probability mode, $m_{p_{max}}$ (with 5 modes for ETH), achieves better diversity than 20 modes sampled from S-STGCNN. When we compare our $m_{min}$ ($(9,6,7,7,11)$) model that is trained for multi-modal evaluation for this metric, it shows the way higher diversity among the predicted trajectories. For evaluation on $\mathcal{M}_2$, note that we compare our $m_{p_{max}}$ and $m_{min}$ modes baselines since the compared state-of-the-art methods do not provide probabilities associated with prediction samples. We observe that both baselines perform similar in the ETH set. But for the Hotel set, we find more modes are giving less error. Overall, we find that the $m_{min}$ baseline predicts high confident probabilities.

B. Qualitative results

We show qualitative results of our model for both multi-modal predictions and ranking in Figure 6. Different pedestrians are visualized using different colors. First row all modes with equal probability. Second row with probability as opacity. Columns (a,b) from ETH test-set, and columns (c,d) from hotel test-set.
walking very closely along side of each other. Our model predicts going straight as a more dominant future, but at the same time, we also predict other possibilities of turning left or right, which is common and plausible in real scenarios.

V. IMPLEMENTATION AND MODEL DETAILS

We provide details of our model implementation below with the following settings: an example batch size of 1; number of agents \( K = 4 \); number of output modes \( M = 2 \); number of input time steps \( T_{in} = 8 \); and number of output time steps \( T_{out} = 12 \). We trained for 100 epochs with \( M \) ranging from 0 to 20. We reported best epoch and best modes \( M \) results. We used a learning rate of 0.0001 and trained our model on Quadro RTX 6000 GPU. We used the PyTorch framework for the implementation.

| Layer | Kernal shape | Output shape |
|-------|--------------|--------------|
| Graph Convolutions | | |
| 0 | 11.BatchNorm2d | [2] |
| 1 | 11.PReLU | [1] |
| 2 | 11.Conv2d | [2, 2, 3, 1] |
| 3 | 11.BatchNorm2d | [2] |
| 4 | 11.Dropout | - |
| 5 | 12.Conv2d | [2, 2, 1, 1] |
| 6 | 12.PReLU | [1] |
| | graph conv update using adjacency matrix, follow Equation [2] from manuscript | |
| Attention Module | | |
| 8 | attn.BatchNorm2d | [2] |
| 9 | attn.PReLU | [1] |
| 10 | attn.Conv2d | [2, 2, 3, 1] |
| 11 | attn.BatchNorm2d | [2] |
| 12 | attn.Softmax | - |
| | using attn weights from step 12, follow Equation [3] from manuscript (multi-attention operation) | |
| Decoder | | |
| 14(a) | d.Conv2d | [8, 24, 3, 3] |
| 15(a) | d.PReLU | [1] |
| 16(a) | traj.Conv2d | [24, 24, 3, 3] |
| 16(b) | prob.Conv2d | [16, 2, 3, 3] |
| 17(a) | traj.reshape | - |

\( D_{in} \) is the input dimension of the trajectory at each time step, since the ETH-UCY dataset consists of 2D motion of pedestrians \( D_{in} = 2 \). \( D_{out} \) is the output dimension of the trajectory, if the prediction is Gaussian distribution for each mode (gaussian mixture) \( D_{out} \) should be 5 (containing variance and correlation outputs), if the prediction is a direct trajectory regression \( D_{out} \) should be 2. We present \( D_{out} = 2 \) in this work, as we observed \( D_{out} = 5 \) with negative log-likelihood for multi-modal setup did not perform better than \( D_{out} = 2 \) with rmse as a common issue of mode collapse while training mixture distributions [19,20,21,8,9,4].

VI. CONCLUSION

We presented a trajectory prediction framework that aims to generate plausible future trajectories with a diversity, considering spatio-temporal interactions of agents. Given the agents’ motion history, we explored the spatial influences of individual agents and their temporal changes. We then found the relative importance of interactions using multi-attention, which can be simultaneously captured along the spatial and temporal dimension. The resulting features were used to generate multiple future trajectories with corresponding probabilities to rank each mode. To this end, we evaluated our approach using the public benchmark datasets and showed significant improvement for single- and multi-modal prediction on the standard ADE and FDE metrics as well as \( M_1 \) and \( M_2 \) that were newly introduced in this work to evaluate the diversity with associated probability of multi-modal prediction.
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