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Abstract
In this paper we propose a convolution estimator for estimating the density of a response variable that employs an underlying multiple regression framework to enhance the accuracy of density estimates through the incorporation of auxiliary information. Suppose we have a sample consisting of \(N\) complete case observations of a response variable and an associated set of covariates, along with an additional sample consisting of \(M\) observations of the covariates only. We show that the mean square error of the multiple regression-enhanced convolution estimator converges as \(O(N^{-1})\) towards zero, and moreover, for a large fixed \(N\), that the mean square error converges as \(O(M^{-4/5})\) towards an \(O(N^{-1})\) constant. This is the first time that the convergence of a convolution estimator with respect to the amount of additional covariate information has been established. In contrast to convolution estimators based on the Nadaraya-Watson estimator for a nonlinear regression model, the multiple regression-enhanced convolution estimator proposed in this paper does not suffer from the curse of dimensionality. It is particularly useful for scenarios in which one wants to estimate the density of a response variable that is challenging to measure, while being in possession of a large amount of additional covariate information. In fact, an application of this type from the field of ophthalmology motivated our work in this paper.
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1. Introduction

The standard approach to estimating the unknown probability density function of a random variable \(Y\) is kernel density estimation, a nonparametric statistical technique which can be traced back to the pioneering works of Rosenblatt [1] and Parzen [2] over fifty years ago. Conventional kernel density estimation involves estimating the density \(f_Y\) of \(Y\) using the Rosenblatt–Parzen density estimator

\[
\hat{f}_Y(y) = \frac{1}{hN} \sum_{i=1}^{N} K_h(y - Y_i),
\]

where the set \(\{Y_i\}_{i=1}^{N}\) is a sample of \(N\) i.i.d observations of \(Y\), \(K_h(\cdot) = K(h^{-1}(\cdot))\) with \(K\) being some kernel function, and \(h > 0\) is the bandwidth. Recently, there has been a lot of interest in another type of density estimator known as a convolution estimator. A convolution estimator can be employed when \(Y\) is related to a set of covariates through a regression model such as

\[
Y = m(X) + \varepsilon,
\]

where \(m\) is a regression function, the covariate vector \(X\) and the error \(\varepsilon\) are independent, and \(\varepsilon\) has mean zero and finite variance. The naming convention arises due to the fact that the probability distribution of a
summation of random variables can be expressed in terms of a convolution. Estimating the density \( f_Y \) of \( Y \) with a convolution estimator involves first estimating the underlying regression function \( m \).

Escancianoa and Jacho-Chávez [3] used the Nadaraya–Watson estimator to estimate the underlying regression function, and established asymptotic normality of their convolution estimator. Müllerm [4] approached the problem in terms of an arbitrary estimator for the underlying regression function, and showed that the convolution estimator can achieve the optimal parametric convergence rate \( \sqrt{N} \). Støve and Tjøstheim [5], who also employed the Nadaraya–Watson estimator for the underlying regression function, derived explicit expressions for the asymptotic bias and variance of their convolution estimator, and proved that the mean square error (MSE) converges as \( O(N^{-1}) \).

Li and Tu [6] estimated the underlying regression function using nonlinear least squares, and investigated important topics such as endogeneity and robustness to misspecification in the regression function, along with proving the \( \sqrt{N} \)-consistency and asymptotic normality of their convolution estimator.

It is also worth mentioning that both Støve and Tjøstheim, and Li and Tu, considered the case when the error can be heteroskedastic. Some other relatively recent works featuring convolution estimators are [7, 8, 9, 10].

By exploiting special structure of \( Y \) in [2], convolution estimators can achieve \( \sqrt{N} \)-consistency, and thereby converge much faster than the conventional kernel density estimator which is only \( \sqrt{Nh} \)-consistent. That said, the convergence of convolution estimators is tied to the convergence of the estimator for the underlying regression model; Müller [4] showed that \( \sqrt{N} \)-consistency requires plugging in an efficient regression function estimator, while Støve and Tjøstheim found that their Nadaraya-Waton-based convolution estimator suffers from the curse of dimensionality [3, 4].

A powerful feature of convolution estimators, which has been largely unexplored in existing works on this topic, is that they provide a convenient mechanism by which additional covariate observations, above and beyond the covariate observations in the complete case dataset (response variable and associated covariates) used to define the regression model [2], can be incorporated into the estimation process in a straightforward fashion. Denote by \( N \) the number of observations in the complete case sample, and by \( M \) the number of observations in an additional sample featuring the covariates only. In all of the aforementioned works, apart from Müller [4], the total number of covariate observations matches the number of observations of the response variable, that is, \( M = 0 \). However, there is no reason why the total number of covariate observations can’t be larger than the number of observations of the response variable, that is, \( M > 0 \). This is very interesting as it raises the possibility of enhancing density estimates of a response variable without needing more response observations; instead, additional observations of the covariates can be used to enhance the density estimates.

Müllerm [4] investigated a scenario involving a dataset in which some of the response observations are missing at random, while all of the covariate observations are present. Another interpretation of this situation is that one is in possession of a complete case sample featuring \( N \) observations of a response variable and an associated set of covariates, along with an additional sample featuring \( M \) observations of the covariates only. This is the perspective we take in this paper.

While the convergence of convolution estimators with respect to \( N \) has been established as discussed above, the convergence with respect to \( M \) is an open question. This is an important question; it would be useful to know just how effective the incorporation of additional covariate observations is in terms of enhancing the accuracy of density estimates, since often-times in practical applications it can be difficult if not downright impossible to obtain more observations of a response variable, while at the same time it can be very straightforward to obtain more observations of the covariates. For instance, we may want to estimate the density of a response variable that is difficult to measure due to time and/or cost constraints. Since this variable is challenging to measure, it is quite possible that only a small sample of measurements is available. On the other hand, we may find it easy to take or obtain a large number of measurements of other variables that are correlated with the difficult to measure response. To improve the accuracy of estimates of the density of the difficult to measure response, one can incorporate the abundant auxiliary covariate information using a convolution estimator.

In fact, our work in this paper was inspired by an application of this type from the field of ophthalmology. Measurement of the axial length of the human eye has historically been confined to specialist practice areas of ophthalmology, most notably for cataract and refractive surgery. It has not been measured routinely beyond this due to the high cost of biometric devices which are capable of measuring axial length precisely. Axial length has recently emerged as the most important clinical parameter required for the medical management
of myopia, a condition associated with excessive eye growth and consequential ocular tissue damage and disease. New treatments are available to limit eye growth in children at risk of progressive myopia, but the clinicians tasked with prescribing and monitoring the efficacy of such treatments do not typically have access to the expensive specialised biometry devices. Consequently, accurate estimates of the axial length distribution in human populations are required to better understand, treat and monitor this and other ocular diseases. Datasets featuring axial length information are limited and small, whereas datasets orders of magnitude greater in size featuring measurements of ocular parameters such as refractive error, corneal radius, and age are readily available.

The convolution estimator proposed in this paper is based on the ordinary least squares estimator (OLS) estimator for an underlying multiple regression framework. This is in contrast to previous works on convolution estimators which have generally considered nonlinear regression functions and utilized nonlinear estimators such as the Nadaraya-Watson estimator. Nonparametric methods such as the Nadaraya-Watson estimator are afflicted by the curse of dimensionality: their convergence scales badly as the dimensionality of the covariates increases [11]. The authors of [5] note that their Nadaraya-Watson based estimator is not suitable for covariate vectors with more than three dimensions for this reason. On the other hand, the convergence of the OLS estimator for a multiple regression model is independent of the number of covariates, since multiple regression is an additive model. Therefore, it is reasonable to expect that the curse of dimensionality will not be an issue for a convolution estimator that employs the OLS estimator for the underlying regression model. Note that by 'multiple regression', we mean a regression model that is linear in the parameters but potentially non-linear in the covariates, such as polynomial regression.

The key issues to consider when deciding on an underlying regression framework for a convolution estimator are (i) the level of nonlinearity present in the data, and (ii) the dimensionality of the covariates. If the data is highly nonlinear with low-dimensional covariate vectors, a Nadaraya-Watson-based estimator for a nonlinear regression model is a strong choice. On the other hand, if the data can be be well fit by a linear model, possibly after some non-linear transformations, or if one wants to use covariate vectors that span many dimensions, the OLS estimator and multiple regression may be a better choice.

Another aspect of convolution density estimators worth highlighting is that they are considerably more computationally expensive than the Rosenblatt–Parzen density estimator, since an evaluation with a convolution estimator requires two summations over the sample data instead of one, for each point on the evaluation grid. This can lead to high computational costs, so techniques for accelerating the computation of convolution estimator evaluations are desirable.

Our focus in this work is on establishing the theoretical and computational foundations of the multiple regression-enhanced convolution estimator. Our applied work on the estimating the distribution of the axial length of the human eye using this estimator will be reported in a future ophthalmology-focused research article. The main contributions of this work are as follows.

1. We derive the asymptotically optimal bandwidth for the multiple regression-enhanced convolution estimator, and show that it can be related to the asymptotically optimal bandwidth for the classical Rosenblatt–Parzen density estimator. In particular, the dependence of the optimal bandwidth on both $N$ and $M$ is established.

2. We show that the MSE of the multiple regression-enhanced convolution estimator converges as $O(N^{-1})$ irrespective of the dimensionality of the covariates, which means that it is not afflicted by the curse of dimensionality.

3. We resolve the question on the convergence of convolution estimators with respect to the number of covariate observations in the additional sample, by showing that for a large fixed $N$, the MSE converges as $O(M^{-4/5})$ towards an $O(N^{-1})$ constant. In other words, the accuracy improvement achievable through the incorporation of additional covariate observations eventually saturates at a level that is dependent on the number of complete case samples used in the underlying multiple regression model.

4. We develop a Fast Gauss Transform-based algorithm that substantially reduces the amount of computational time needed to perform convolution density estimator evaluations.

This paper is structured as follows. In Section 2 we define the multiple regression-enhanced convolution density estimator and state some assumptions that are necessary for the mathematical analysis of the estimator, while also introducing some notational conventions.

In Section 3 we present our theoretical analysis which involves deriving the asymptotic bias and variance of the convolution estimator.
In Section 4 we derive the asymptotically optimal bandwidth for the convolution estimator, in particular showing how it depends on both $N$ and $M$. Moreover, we derive the rate of convergence of the MSE of the convolution estimator with respect to both $N$ and $M$.

In Section 5 we consider numerical implementation of the convolution estimator. We propose a computational algorithm that incorporates the high-performance C++ library FIGTree [12]. This library combines the (Improved) Fast Gauss Transform [13] and Approximate Nearest Neighbor searching [14] to reduce the computational complexity of Gauss transform evaluations.

In Section 6 we perform a series of numerical simulations to gain an understanding of the convolution estimator’s performance and investigate the potential reduction in MISE through the incorporation of additional covariate observations.

The paper ends with some concluding remarks in Section 7. Appendix A features the asymptotic analysis of expectations that arise during the derivation of the asymptotic bias and variance. Appendix B contains some technical proofs that are required to establish the order of magnitude of a specific term that arises in the bias and variance.

2. Multiple regression-enhanced convolution density estimator

Without loss of generality, we assume that the multiple regression model that we are interested in, which is linear in the parameters but potentially nonlinear in the covariates, has if necessary been converted to a multiple linear regression model by variable transformations. Thus, let \( \{Y_i, X_i\}_{i=1}^N \) be a sample of $N$ i.i.d. complete case observations of a random vector \((Y, X)\), where $Y$ is related to the $J$-dimensional covariate vector $X$ through the following multiple regression model:

\[
Y = X^T \alpha + \varepsilon. \tag{3}
\]

Here, $\alpha = [\alpha_0, \alpha_1, \ldots, \alpha_J]^T$, with $\alpha_0 \neq 0$ for $i \in \{0, 1, \ldots, J\}$, is the vector of regression coefficients, and the first element of the covariate vector $X = [1, X_1, X_2, \ldots, X_J]^T$ is defined to be one for convenience. The assumptions on the error $\varepsilon$ will be specified later. We are interested in estimating the probability density function $f_Y$ of $Y$.

Let \( \{X_i\}_{i=N+1}^L \), where $L = N + M$, be an additional sample of $M$ i.i.d. observations of the covariate vector $X$ only. While we could estimate $f_Y$ directly using kernel density estimation applied to the $N$ observations of $Y$, instead we will leverage both the regression model (3) and the full set of $L$ covariate observations to provide more accurate density estimates than those given by the conventional approach.

The multiple regression model associated with the complete case dataset \( \{(Y_i, X_i)\}_{i=1}^N \) is

\[
Y = X \alpha + \varepsilon, \tag{4}
\]

where

\[
Y = \begin{bmatrix} Y_1 \\ Y_2 \\ \vdots \\ Y_N \end{bmatrix}, \quad X = \begin{bmatrix} X_1^T \\ X_2^T \\ \vdots \\ X_N^T \end{bmatrix} = \begin{bmatrix} 1 & X_{11} & \cdots & X_{1J} \\ 1 & X_{21} & \cdots & X_{2J} \\ \vdots & \vdots & \ddots & \vdots \\ 1 & X_{NJ} & \cdots & X_{NJ} \end{bmatrix}, \quad \alpha = \begin{bmatrix} \alpha_0 \\ \alpha_1 \\ \vdots \\ \alpha_J \end{bmatrix}, \quad \varepsilon = \begin{bmatrix} \varepsilon_1 \\ \varepsilon_2 \\ \vdots \\ \varepsilon_N \end{bmatrix}.
\]

Denote by $\hat{\alpha} = [\hat{\alpha}_0, \hat{\alpha}_1, \ldots, \hat{\alpha}_J]^T$ the OLS estimator for the coefficient vector $\alpha$. The OLS estimator is given by [15, 4.4]

\[
\hat{\alpha} = \alpha + (X^T X)^{-1} X^T \varepsilon. \tag{5}
\]

Denote by

\[
\Phi_N := N^{-1} X^T X, \tag{6}
\]

and note that since $X^T \varepsilon = \sum_{i=1}^N X_i \varepsilon_i$, the OLS estimator can be expressed as

\[
\hat{\alpha} = \alpha + N^{-1} \Phi_N^{-1} \sum_{i=1}^N X_i \varepsilon_i. \tag{7}
\]
The residual vector is \( \hat{\varepsilon} = Y - X\hat{\alpha} = [\varepsilon_0, \varepsilon_1, \ldots, \varepsilon_N]^T \). Since \( Y \) is the sum of random variables, its density can be written as a convolution. Denoting by \( f_\varepsilon \) the error density, and by \( F \) the covariate distribution, it holds that [4]

\[
    f_Y(y) = \int f_\varepsilon(y - x^T\alpha) F(dx) = E[f_\varepsilon(y - X^T\alpha)].
\]

(8)

More generally, it holds that

\[
    f_Y^{(k)}(y) = E[f_\varepsilon^{(k)}(y - X^T\alpha)],
\]

(9)

where \( f_Y^{(k)} \) is the \( k \)-th derivative of \( f_Y \). The OLS estimator and the full set of \( L \) covariate observations can be used to estimate the right hand side of (8):

\[
    f_Y(y) \approx \frac{1}{L} \sum_{i=1}^{L} f_\varepsilon(y - X_i^T\hat{\alpha}).
\]

(10)

Next, the residuals and conventional kernel density estimation can be used to estimate \( f_\varepsilon(y) \):

\[
    f_\varepsilon(y) \approx \frac{1}{N} \sum_{i=1}^{N} K_h(y - \hat{\varepsilon}_i),
\]

(11)

Using (10) and (11), we define the multiple regression-enhanced convolution estimator \( \hat{f}_Y \) by

\[
    \hat{f}_Y(y) = \frac{1}{hNL} \sum_{i=1}^{L} \sum_{j=1}^{N} K_h(y - X_i^T\hat{\alpha} - \hat{\varepsilon}_j).
\]

(12)

This is the form of the estimator we use for computation. For the mathematical analysis, it is convenient to work with a slightly different expression for the estimator. Noting that \( \hat{\varepsilon}_j = y_j - X_j^T\hat{\alpha} \), it is straightforward to show that \( \hat{f}_Y \) can be written as

\[
    \hat{f}_Y(y) = \frac{1}{hNL} \sum_{i=1}^{L} \sum_{j=1}^{N} K_h(y - X_i^T\alpha - \varepsilon_j + (X_j - X_i)^T(\hat{\alpha} - \alpha)).
\]

(13)

2.1. Notation

We introduce a function \( \hat{y} \) for notational convenience:

\[
    \hat{y}(\gamma, X_i, X_j) := y - X_i^T\alpha + (X_j - X_i)^T(\gamma - \alpha)
\]

(14)

Note that \( \hat{y} \) reduces to a particularly simple form in certain cases, that is,

\[
    \hat{y}(\gamma, X_i, X_j) = y - X_i^T\alpha, \quad \text{for } \gamma = \alpha, \text{ or } X_i = X_j.
\]

(15)

Using (14), the convolution estimator (13) can be written as

\[
    \hat{f}_Y(y) = \frac{1}{hNL} \sum_{i=1}^{L} \sum_{j=1}^{N} K_h(\hat{y}(\alpha, X_i, X_j) - \varepsilon_j).
\]

(16)

While we have explicitly defined the elements of the random vectors encountered above, for convenience we denote by \((v)\) the \(i\)-th element of a random vector \(v\), since this makes it easier to work with more complicated random vectors. Similarly, we denote by \((A)_{ij}\) the \((i,j)\)-th element of a random matrix \(A\). By an abuse of notation, since \(v\) is random not deterministic, we write \(\partial f(v)/\partial (v)\), for the partial derivative of a function \(f\) with respect to the \(i\)-th element of its vector-valued argument.

We make the following definitions for convenience.

\[
    K_{ij}(\gamma) := K_h(\hat{y}(\gamma, X_i, X_j) - \varepsilon_j),
\]

(17)

\[
    \text{Cov}_{ijk}(\gamma) := \text{Cov}[K_h(\hat{y}(\gamma, X_i, X_j) - \varepsilon_j), K_h(\hat{y}(\gamma, X_k, X_l) - \varepsilon_l)].
\]

(18)

Also, we denote by

\[
    \mu_K := \int r^2 K(r)dr, \quad \sigma_K := \int K^2(r)dr, \quad \sigma_{K,2} := \int r^2 K^2(r)dr.
\]

(19)
2.2. Assumptions
Assumption (A). \( K(y) = (2\pi)^{-1/2}e^{-\frac{1}{2}y^2} \).
Assumption (B). \( E[Y^2] < \infty, \) and \( E[X_i^2] < \infty, \) for \( i = 1, \ldots, J \).
Assumption (C). The \( N \) observations in dataset \( \{(Y_i, X_i)\}_{i=1}^N \), and the \( M \) observations in the dataset \( \{X_i\}_{i=N+1}^L \) are independent and identically distributed.
Assumption (D). \( E[\varepsilon X] = 0, E[\varepsilon_i^2|X] = \sigma^2, \) and \( E[\varepsilon_i \varepsilon_j|X] = 0 \) for \( i \neq j \).
Assumption (E). The error density \( f_\varepsilon \) is four times differentiable.
Assumption (F). The bandwidth \( h = h(N) \) behaves as \( \lim_{N \to \infty} h(N) = 0, \) and \( \lim_{N \to \infty} h(N)N^2 = \infty, \)

Assumption (A) means that we are restricting to the Gaussian kernel function. We have restricted the kernel to the Gaussian function because our computational implementation of the multiple regression-enhanced convolution estimator is based on the Fast Gauss Transform. Due to Assumption (A), all derivatives of \( K \) are bounded. Moreover,

\[
\int K(r)dr = \int r^2K(r)dr = 1, \quad \int rK(r)dr = 0, \quad \int r^2K(r)dr = 0. \tag{20}
\]

Assumptions (B), (C), and (D) are standard conditions for multiple regression. Assumption (E) is a standard regularity condition that ensures well-defined Taylor expansions. Assumption (F) is analogous to the usual assumption in conventional kernel density estimation that ensures the variance converges to zero as \( N \to \infty, \)

3. Theoretical Analysis

We begin by deriving the asymptotic bias and variance of the multiple regression-enhanced convolution estimator.

**Theorem 3.1.** Under assumptions (A), (B), (C), (D), (E), and (F), the asymptotic bias of the multiple regression-enhanced convolution estimator is

\[
\text{Bias}[\hat{f}_Y(y)] = O(h^2) + O\left(\frac{1}{N}\right). \tag{21}
\]

**Proof.** First,

\[
E[\hat{f}_Y(y)] = \frac{1}{hNL} \sum_{i=1}^L \sum_{j=1}^N E[K_h(\hat{y}(\hat{\alpha}, X_i, X_j) - \varepsilon_j)]
\]

\[
= \frac{1}{hNL} \left( \sum_{i=1}^N \sum_{j=1}^N \sum_{j \neq i}^N \right) E[K_h(\hat{y}(\hat{\alpha}, X_i, X_j) - \varepsilon_j)]
\]

\[
= \frac{N}{hNL} E[K_h(\hat{y}(\hat{\alpha}, X_1, X_1) - \varepsilon_1)] + \frac{N(N-1) + MN}{hNL} E[K_h(\hat{y}(\hat{\alpha}, X_1, X_2) - \varepsilon_2)]
\]

\[
= \frac{1}{hL} E[K_h(y - X_1^T \alpha - \varepsilon_1)] + \frac{L-1}{hL} E[K_h(\hat{y}(\hat{\alpha}, X_1, X_2) - \varepsilon_2)],
\]

where we used (15) for the first expression on the last line. Then, by Lemma A.1

\[
\frac{1}{hL} E[K_h(y - X_1^T \alpha - \varepsilon_1)] \sim \frac{1}{hL}(hf_Y(y) + h^3 \mu K f''_Y(y)) = \frac{1}{L}(f_Y(y) + h^3 \mu K f''_Y(y)).
\]

Next, by Lemma A.3 as \( N \to \infty, \)

\[
\frac{L-1}{hL} E[K_h(\hat{y}(\hat{\alpha}, X_1, X_2) - \varepsilon_2)] \sim \frac{L-1}{L} \left( \frac{1}{2} L^2 f_Y(y) + h^3 \mu K f''_Y(y) + \frac{N-1}{2} \right) \sum_{p_1, p_2 = 0}^J E[(\Phi_N^{-1} X_1)_{p_1}(\Phi_N^{-1} X_1)_{p_2}]
\]

\[
\times E[f''_\varepsilon(y - X_1^T \alpha)(X_2 - X_1)_{p_1}(X_2 - X_1)_{p_2}].
\]
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Combining these results, we have that
\[
E[\hat{f}_Y(y)] \sim f_Y(y) + h^2 \frac{\mu K}{2} f''_Y(y) + N^{-1} \sigma^2 \sum_{p_1, p_2 = 0}^j E[(\Phi_N^{-1} X_1)_{p_1} (\Phi_N^{-1} X_1)_{p_2}] \\
\times E[f''_Y(y - X_1^T \alpha)(X_2 - X_1)_{p_1} (X_2 - X_1)_{p_2}].
\]

Now, \( E[(\Phi_N^{-1} X_1)_{p_1} (\Phi_N^{-1} X_1)_{p_2}] = O(1) \) as \( N \to \infty \) by Lemma B.8. Therefore, the result follows since \( \text{Bias}[\hat{f}_Y(y)] = E[\hat{f}_Y(y)] - f_Y(y) \).

Before we derive the variance, we need a couple of lemmas. These lemmas, which hold under assumptions (A), (B), (C), (D), (E), and (F) given in Section 2.2, provide leading-order expressions for terms that arise when we perform a decomposition of the variance in Theorem 3.9. It transpires that only the terms \( \text{Cov}_{ijkl}(\hat{\alpha}) \) for \( (i, j, k, l) \in \{(1, 2, 1, 2), (1, 2, 1, 3), (1, 2, 3, 2), (1, 2, 3, 4)\} \) are important asymptotically. Expressions for these terms are derived in Appendix A. The remaining \( \text{Cov}_{ijkl}(\hat{\alpha}) \) terms can be handled in a similar fashion so we omit the repetitive derivations.

**Lemma 3.2.** It holds that
\[
\text{Cov}_{1212}(\hat{\alpha}) \sim O(h).
\]

**Proof.** Since \( \text{Cov}_{1212}(\hat{\alpha}) = E[K_{12}^2(\hat{\alpha})] - E[K_{12}(\hat{\alpha})]^2 \), by Lemma A.5 and Corollary A.4 it holds that
\[
\text{Cov}_{1212}(\hat{\alpha}) \sim h \sigma_K f_Y(y).
\]

**Lemma 3.3.** It holds that
\[
\text{Cov}_{1213}(\hat{\alpha}) \sim O(h^2).
\]

**Proof.** Since \( \text{Cov}_{1213}(\hat{\alpha}) = E[K_{12}(\hat{\alpha})K_{13}(\hat{\alpha})] - E[K_{12}(\hat{\alpha})]^2 \), by Lemma A.6 and Corollary A.4
\[
\text{Cov}_{1213}(\hat{\alpha}) \sim h^2 (E[f''_Y(y - X_1 \alpha)] - f''_Y(y))
\]

**Lemma 3.4.** It holds that
\[
\text{Cov}_{1232}(\hat{\alpha}) \sim O(h^2).
\]

**Proof.** Since \( \text{Cov}_{1232}(\hat{\alpha}) = E[K_{12}(\hat{\alpha})K_{32}(\hat{\alpha})] - E[K_{12}(\hat{\alpha})]^2 \), by Lemma A.7 and Corollary A.4
\[
\text{Cov}_{1232}(\hat{\alpha}) \sim h^2 \left( \int_R f_\epsilon(y - x_1^T \alpha) f_{X_1}(x_1) f_{X_3}(x_3) \, dx_1 dx_3 - f''_Y(y) \right)
\]
where the region of integration is \( R = \{(x_1, x_3) : (x_1 - x_3)^T \alpha = 0 \} \).

**Lemma 3.5.** It holds that
\[
\text{Cov}_{1234}(\hat{\alpha}) \sim O(h^2 N^{-1}).
\]

**Proof.** Since \( \text{Cov}_{1234}(\hat{\alpha}) = E[K_{12}(\hat{\alpha})K_{34}(\hat{\alpha})] - E[K_{12}(\hat{\alpha})]^2 \), by Lemma A.9 and Corollary A.4
\[
\text{Cov}_{1234}(\hat{\alpha}) \sim h^2 N^{-1} \sigma^2 \sum_{p_1, p_2 = 0}^j E[(\Phi_N^{-1} X_1)_{p_1} (\Phi_N^{-1} X_1)_{p_2}]
\times E[f''_Y(y - X_1^T \alpha)(X_2 - X_1)_{p_1} E[f''_Y(y - X_3^T \alpha)(X_4 - X_3)_{p_2}].
\]
Lemma 3.6. It holds that

\[ \text{Cov}_{1122}(\hat{\alpha}) = 0. \]

Proof. By [15],

\[ \text{Cov}_{1122}(\hat{\alpha}) = E[K_{11}(\hat{\alpha})K_{22}(\hat{\alpha})] - E[K_{11}(\hat{\alpha})]^2 \]
\[ = E[K_h(y - X_1^T \alpha - \varepsilon_1)K_h(y - X_2^T \alpha - \varepsilon_2)] - E[K_h(y - X_1^T \alpha - \varepsilon_1)]^2 \]
\[ = 0. \]

The following lemmas relate to the covariances that turn out to be asymptotically negligible when the variance gets decomposed.

Lemma 3.7. It holds that

\[ \text{Cov}_{ijkl}(\hat{\alpha}) \sim O(h^2 N^{-1}), \]

where \((i, j, k, l) \in \{(1, 2, 3, 1), (1, 2, 2, 1), (1, 1, 2, 3), (2, 1, 1, 3)\}\).

Lemma 3.8. It holds that

\[ \text{Cov}_{ijkl}(\hat{\alpha}) \sim \begin{cases} O(h), & (i, j, k, l) = (1, 1, 1, 1), \\ O(h^2), & (i, j, k, l) \in \{(1, 1, 1, 2), (1, 1, 2, 1)\}. \end{cases} \]

Now we are in a position to derive the asymptotic variance.

Theorem 3.9. Under assumptions (A), (B), (C), (D), (E), and (F), the asymptotic variance of the multiple regression-enhanced convolution estimator is

\[ \text{Var}[\hat{f}_Y(y)] = O\left(\frac{1}{hNL}\right) + O\left(\frac{1}{L}\right) + O\left(\frac{1}{N}\right). \]

Proof. The variance of the convolution estimator [16] can be decomposed as

\[ \text{Var}[\hat{f}_Y(y)] \]
\[ = \frac{1}{(hNL)^2} \sum_{i=1}^{L} \sum_{j=1}^{N} \sum_{k=1}^{L} \sum_{l=1}^{N} \text{Cov}_{ijkl}(\hat{\alpha}) \]
\[ = \frac{1}{(hNL)^2} \left( \sum_{i=1}^{L} \sum_{j=1}^{N} \sum_{k=1}^{L} \sum_{l=1}^{N} \text{Cov}_{ijkl}(\hat{\alpha}) + \sum_{i=N+1}^{L} \sum_{j=1}^{N} \sum_{k=1}^{L} \sum_{l=1}^{N} \text{Cov}_{ijkl}(\hat{\alpha}) \right) \]
\[ = \frac{1}{(hNL)^2} \left( \sum_{i=1}^{L} \sum_{j=1}^{N} \sum_{k=1}^{L} \sum_{l=1}^{N} \text{Cov}_{ijkl}(\hat{\alpha}) + \sum_{i=1}^{L} \sum_{j=1}^{N} \sum_{k=N+1}^{L} \sum_{l=1}^{N} \text{Cov}_{ijkl}(\hat{\alpha}) + \sum_{i=N+1}^{L} \sum_{j=1}^{N} \sum_{k=1}^{L} \sum_{l=1}^{N} \text{Cov}_{ijkl}(\hat{\alpha}) \right) \]
\[ = \frac{1}{(hNL)^2} \left( \sum_{i=1}^{L} \sum_{j=1}^{N} \sum_{k=1}^{L} \sum_{l=1}^{N} \text{Cov}_{ijkl}(\hat{\alpha}) + 2 \sum_{i=N+1}^{L} \sum_{j=1}^{N} \sum_{k=1}^{L} \sum_{l=1}^{N} \text{Cov}_{ijkl}(\hat{\alpha}) + \sum_{i=N+1}^{L} \sum_{j=1}^{N} \sum_{k=N+1}^{L} \sum_{l=1}^{N} \text{Cov}_{ijkl}(\hat{\alpha}) \right) \]

(23)

These sets of summations can be expressed as follows:

\[ \sum_{i=1}^{N} \sum_{j=1}^{N} \sum_{k=1}^{L} \sum_{l=1}^{N} \text{Cov}_{ijkl}(\hat{\alpha}) = \sum_{i=1}^{12} c_{i}^{(A)} \Psi_{i}^{(A)}, \]
\[ \sum_{i=N+1}^{L} \sum_{j=1}^{N} \sum_{k=1}^{L} \sum_{l=1}^{N} \text{Cov}_{ijkl}(\hat{\alpha}) = \sum_{i=1}^{5} c_{i}^{(B)} \Psi_{i}^{(B)}, \]
\[ \sum_{i=N+1}^{L} \sum_{j=1}^{N} \sum_{k=N+1}^{L} \sum_{l=1}^{N} \text{Cov}_{ijkl}(\hat{\alpha}) = \sum_{i=1}^{5} c_{i}^{(C)} \Psi_{i}^{(C)}, \]

(24)
with

\[
c_1^{(A)} \sim N, \quad \Psi_1^{(A)} = \text{Cov}_{1111} (\hat{\alpha}), \\
c_2^{(A)} \sim N^2, \quad \Psi_2^{(A)} = \text{Cov}_{1212} (\hat{\alpha}), \\
c_3^{(A)} \sim N^3, \quad \Psi_3^{(A)} = \text{Cov}_{1213} (\hat{\alpha}), \\
c_4^{(A)} \sim 2N^3, \quad \Psi_4^{(A)} = \text{Cov}_{1231} (\hat{\alpha}), \\
c_5^{(A)} \sim N^3, \quad \Psi_5^{(A)} = \text{Cov}_{1232} (\hat{\alpha}), \\
c_6^{(A)} \sim N^2, \quad \Psi_6^{(A)} = \text{Cov}_{1221} (\hat{\alpha}), \\
c_7^{(A)} \sim 2N^2, \quad \Psi_7^{(A)} = \text{Cov}_{1112} (\hat{\alpha}), \\
c_8^{(A)} \sim 2N^2, \quad \Psi_8^{(A)} = \text{Cov}_{1121} (\hat{\alpha}), \\
c_9^{(A)} \sim N^4, \quad \Psi_9^{(A)} = \text{Cov}_{1234} (\hat{\alpha}), \\
c_{10}^{(A)} \sim N^2, \quad \Psi_{10}^{(A)} = \text{Cov}_{1122} (\hat{\alpha}), \\
c_{11}^{(A)} \sim N^3, \quad \Psi_{11}^{(A)} = \text{Cov}_{1123} (\hat{\alpha}), \\
c_{12}^{(A)} \sim N^3, \quad \Psi_{12}^{(A)} = \text{Cov}_{2113} (\hat{\alpha}), \\
\]

It is worth noting that this is somewhat of a generalization of similar decompositions in [5, Supp. Material]. For example, the set \( \{c_i^{(A)}\Psi_i^{(A)}\}_{i=1}^{12} \) can be related to the set \( \{S_i\}_{i=1}^{12} \) in that work; see also [10]. It suffices to evaluate the terms \( \{\Psi_i^{(A)}\}_{i=1}^{12} \) since these terms correspond to equivalent terms in the sets \( \{\Psi_i^{(B)}\}_{i=1}^{5} \) and \( \{\Psi_i^{(C)}\}_{i=1}^{4} \). To be specific,

\[
\Psi_2^{(A)} = \Psi_1^{(C)}, \quad \Psi_3^{(A)} = \Psi_2^{(C)}, \quad \Psi_5^{(A)} = \Psi_4^{(B)} = \Psi_3^{(C)}, \quad \Psi_8^{(A)} = \Psi_4^{(B)},
\]

By accounting for these correspondences, and using (23) and (24), we can write the variance in the following form:

\[
\text{Var}[\hat{f}_Y (y)] = \sum_{i=1}^{12} d_i \Psi_i^{(A)}, \quad (25)
\]

where at leading-order,

\[
\begin{align*}
d_1 &= \frac{c_1^{(A)}}{(hNL)^2} \sim \frac{1}{h^2NL^2}, \\
d_2 &= \frac{(c_2^{(A)} + c_1^{(C)})}{(hNL)^2} \sim \frac{1}{h^2NL}, \\
d_3 &= \frac{(c_3^{(A)} + c_2^{(C)})}{(hNL)^2} \sim \frac{1}{h^2L}, \\
d_4 &= \frac{2c_4^{(A)}}{(hNL)^2} \sim \frac{2N}{h^2L^2}, \\
d_5 &= \frac{(c_5^{(A)} + 2c_4^{(B)} + c_3^{(C)})}{(hNL)^2} \sim \frac{1}{h^2N}, \\
d_6 &= \frac{c_6^{(A)}}{(hNL)^2} \sim \frac{1}{h^2L^2}, \\
d_7 &= \frac{2c_7^{(A)}}{(hNL)^2} \sim \frac{2}{h^2L^2}, \\
d_8 &= \frac{2(c_8^{(A)} + c_1^{(B)})}{(hNL)^2} \sim \frac{2}{h^2NL}, \\
d_9 &= \frac{(c_9^{(A)} + 2c_3^{(B)} + c_4^{(C)})}{(hNL)^2} \sim \frac{1}{h^2}, \\
d_{10} &= \frac{c_{10}^{(A)}}{(hNL)^2} \sim \frac{1}{h^2L^2}, \\
d_{11} &= \frac{(c_{11}^{(A)} + 2c_5^{(B)})}{(hNL)^2} \sim \frac{1}{h^2L}, \\
d_{12} &= \frac{(c_{12}^{(A)} + 2c_2^{(B)})}{(hNL)^2} \sim \frac{1}{h^2L}.
\end{align*}
\]

Then, combining these expressions with the results for \( \{\Psi_i^{(A)}\}_{i=1}^{12} \) derived in Lemmas 3.2, 3.3, 3.4, 3.5, 3.6, 3.7.
and \(3.8\) we find that

\[
\begin{align*}
    d_1 \Psi_1^{(A)} &\sim \frac{1}{h^2 N L^2} O(h) & d_7 \Psi_7^{(A)} &\sim \frac{2}{h^2 L^2} O(h^2) & = \frac{1}{L^2}, \\
    d_2 \Psi_2^{(A)} &\sim \frac{1}{h^2 N L} O(h) & d_8 \Psi_8^{(A)} &\sim \frac{2}{h^2 N L} O(h^2) & = \frac{1}{N L}, \\
    d_3 \Psi_3^{(A)} &\sim \frac{1}{h^2 L} O(h^2) & = \frac{1}{L}, \\
    d_4 \Psi_4^{(A)} &\sim \frac{2N}{h^2 L^2} O(h^2 N^{-1}) & = \frac{1}{N}, \\
    d_5 \Psi_5^{(A)} &\sim \frac{1}{h^2 N} O(h^2) & = \frac{1}{N}, \\
    d_6 \Psi_6^{(A)} &\sim \frac{1}{h^2 L^2} O(h^2 N^{-1}) & = \frac{1}{N L^2}, \\
    d_{10} \Psi_{10}^{(A)} &\sim \frac{1}{h^2 L^2} \cdot 0 & = 0, \\
    d_{11} \Psi_{11}^{(A)} &\sim \frac{1}{h^2 L} O(h^2 N^{-1}) & = \frac{1}{N L}, \\
    d_{12} \Psi_{12}^{(A)} &\sim \frac{1}{h^2 L^2} O(h^2 N^{-1}) & = \frac{1}{N L}.
\end{align*}
\]

where we used the fact that \(E[(\Phi_N^{-1} X_1)_p (\Phi_N^{-1} X_1)_p] = O(1)\) as \(N \to \infty\) by Lemma \(B.8\) for \(\Psi_9^{(A)}\). Finally, as \(N \to \infty\) and \(h \to 0\), four of these terms are seen to dominate, that is to say,

\[
\text{Var}[\hat{f}_Y(y)] = d_2 \Psi_2^{(A)} + d_3 \Psi_3^{(A)} + d_5 \Psi_5^{(A)} + d_9 \Psi_9^{(A)} \\
= O\left(\frac{1}{h N L}\right) + O\left(\frac{1}{L}\right) + O\left(\frac{1}{N}\right) + O\left(\frac{1}{N}\right).
\]

\[\square\]

**Corollary 3.10.** Under assumptions (A), (B), (C), (D), (E), and (F), the asymptotic MSE of the multiple regression-enhanced convolution estimator is

\[
\text{MSE}[\hat{f}_Y(y)] = \text{Bias}[\hat{f}_Y(y)]^2 - \text{Var}[\hat{f}_Y(y)] = O(h^4) + O\left(\frac{1}{h N L}\right) + O\left(\frac{1}{L}\right) + O\left(\frac{1}{N}\right). \tag{26}
\]

**Corollary 3.11.** Under assumptions (A), (B), (C), (D), (E), and (F), the asymptotic mean integrated square error (MISE) of the multiple regression-enhanced convolution estimator is

\[
\text{MISE}[\hat{f}_Y] = \int \text{Bias}[\hat{f}_Y(y)]^2 - \text{Var}[\hat{f}_Y(y)] dy = O(h^4) + O\left(\frac{1}{h N L}\right) + O\left(\frac{1}{L}\right) + O\left(\frac{1}{N}\right). \tag{27}
\]

Note that in the case when there is no additional covariate information, that is when \(M = 0\) and thus \(L = N\), the mean square error reduces to \(\text{MSE}[\hat{f}_Y(y)] = O(h^4) + O(h^{-1} N^{-2}) + O(N^{-1})\), which recovers a result established by Stove and Tjøsheim [\[3\] Eq. (23)], and Escancianoa and Jacho-Chávez [\[4\] Eq. (3.4)].

Since \(L = M + N\) appears in the variance [\[22\]] but not in the bias [\[21\]], the presence of the supplemental sample of \(M\) covariate observations leads to a direct reduction in the variance, but not the bias. However, the additional sample does have an indirect effect on the bias, since the asymptotically optimal bandwidth \(h\) depends on \(M\), as we show in the next section. Thus, the presence of the \(M\) covariate observations in the additional sample ultimately leads to a reduction in the MSE and MISE through both the bias and the variance.

The effect that the amount of additional auxiliary data supplied to the convolution estimator has on the variance is clear from [\[22\]]. In the absence of additional auxiliary data, that is, when \(M = 0\) and thus \(L = N\), we get

\[
\text{Var}[\hat{f}_Y(y)] = O\left(\frac{1}{h N^2}\right) + O\left(\frac{1}{N}\right). \tag{28}
\]

When the number of additional covariate observations is on the order of the number of complete case observations, that is, when \(M = O(N)\), we get

\[
\text{Var}[\hat{f}_Y(y)] = O\left(\frac{1}{h N (N + M)}\right) + O\left(\frac{1}{(N + M)}\right) + O\left(\frac{1}{N}\right). \tag{29}
\]
which is just a rewritten version of the general expression \( \text{(22)} \) that makes the dependence on \( M \) explicit. Finally, when the number of additional auxiliary data observations is much larger than the number of complete case observations, that is, when \( N \) is large and fixed while \( M \to \infty \), the first two terms in \( \text{(22)} \) vanish and we are left with

\[
\text{Var}[\hat{f}_Y(y)] = O\left(\frac{1}{N}\right). \tag{30}
\]

So, the presence of additional auxiliary data guarantees a reduction in the asymptotic variance. No matter how many additional covariate observations are incorporated into the convolution estimator, however, the variance can’t be reduced beyond \( O(N^{-1}) \) because \( d_2 \Psi_5^{(A)} \) and \( d_9 \Psi_9^{(A)} \) in \( \text{(25)} \) do not depend on the additional sample of \( M \) covariate observations. This \( O(N^{-1}) \) uncertainty arises because the \( O(N^{-1}) \) uncertainty present in the underlying OLS estimator, which we recall was defined \([5]\) with respect to \( N \) complete case observations, ultimately propagates into uncertainty in the convolution estimator.

Since the variance can’t be reduced beyond \( O(N^{-1}) \), a saturation phenomenon arises. Eventually, as more and more additional auxiliary data observations are supplied to the convolution estimator, the improvement in accuracy will become completely negligible and the variance will saturate at \( \text{Var}[\hat{f}_Y(y)] \sim d_5 \Psi_5^{(A)} + d_9 \Psi_9^{(A)} \).

4. Bandwidth Selection and Convergence of the MSE with respect to \( N \) and \( M \)

**Lemma 4.1.** The asymptotically optimal bandwidth \( h_{\text{opt}} \) for the multiple regression-enhanced convolution estimator is

\[
h_{\text{opt}} = \left( \frac{\sigma_K}{\mu_K} \int (f''_0(y))^2 dy \right)^{1/5} 1 / (NL)^{1/5}. \tag{31}
\]

**Proof.** The MISE \( \text{(27)} \) depends on \( h \) through the \( h^2 \mu_K f''_0(y) / 2 \) term in the bias and the \( d_2 \Psi_2^{(A)} \) term in the variance. Thus, the bandwidth \( h \) which minimizes the MISE solves the following equation.

\[
0 = \frac{\partial}{\partial h} \left( h^4 \mu_K^2 \int (f''_0(y))^2 dy + \frac{\sigma_K}{hNL} \right) = h^3 \mu_K^2 \int (f''_0(y))^2 dy - \frac{\sigma_K}{h^2 NL}.
\]

\[\square\]

**Corollary 4.2.** The asymptotically optimal bandwidth \( h_{\text{opt}} \) for the multiple regression-enhanced convolution estimator can be written as

\[
h_{\text{opt}} = h_{\text{opt}}^{\text{RP}} L^{-1/5}, \tag{32}
\]

where

\[
h_{\text{opt}}^{\text{RP}} = \left( \frac{\sigma_K}{\mu_K} \int (f''_0(y))^2 dy \right)^{1/5} 1 / N^{1/5},
\]

is the asymptotically optimal bandwidth for the Rosenblatt–Parzen density estimator \([1, 16, \text{Eq. 3.21}]\).

Since \( f''_0(y) \) is unknown, the optimal bandwidth formulas \( \text{(31)} \) and \( \text{(32)} \) are not directly applicable. However, there are numerous methods in the literature for estimating \( h_{\text{opt}}^{\text{RP}} \), such as cross-validation \([17]\), Silverman’s rule of thumb \([16]\), and the plug-in approach of Sheather and Jones \([18]\). In any case due to Corollary 4.2, we can employ an established means of choosing \( h_{\text{opt}}^{\text{RP}} \) and then scale it by \( L^{-1/5} \) to obtain an estimate of the optimal bandwidth \( h_{\text{opt}} \) for the convolution estimator.

In the case when there is no additional covariate information, that is when \( M = 0 \) and thus \( L = N \), convolution estimators already allow for reduced bias in comparison to the classical kernel density estimator \([1]\). For convolution estimators, \( h_{\text{opt}} = O(N^{-2/5}) \) which implies that \( \text{Bias}[\hat{f}_Y(y)] = O(h_{\text{opt}}^2) + O(N^{-1}) = O(N^{-4/5}) + O(N^{-1}) = O(N^{-4/5}) \). For the classical kernel density estimator, on the other hand, \( h_{\text{opt}}^{\text{RP}} = O(N^{-1/5}) \) which implies that \( \text{Bias}[\hat{f}_Y(y)] = O((h_{\text{opt}}^{\text{RP}})^2) \sim O(N^{-2/5}) \). The incorporation of additional covariate observations
into the convolution estimator allows for an even greater reduction in bias, since the $h^2$ term in the bias in this case is $O((NL)^{-2/5})$ which is smaller than the $O(N^{-4/5})$ that arises in the usual case of the convolution estimator with no additional covariate information.

With the asymptotically optimal bandwidth in hand, we are now in a position to quantify the reduction in the MSE as the number of complete case observations $N$ increases, and the number of additional covariate observations $M$ increases.

**Lemma 4.3.** For a fixed $M$, at the asymptotically optimal bandwidth, the MSE of the multiple regression-enhanced convolution estimator decays as $O(N^{-1})$ as $N \to \infty$.

**Proof.** As $N \to \infty$, we have that $h_{opt} = (NL)^{-1/5} \sim N^{-2/5}$, and thus

$$\text{MSE}[\hat{f}_Y(y)] = O(h_{opt}^4) + O\left(\frac{1}{h_{opt}NL}\right) + O\left(\frac{1}{L}\right) + O\left(\frac{1}{N}\right)$$

$$= O\left(\frac{1}{N^{8/5}}\right) + O\left(\frac{N^{2/5}}{N^2}\right) + O\left(\frac{1}{N}\right)$$

$$= O\left(\frac{1}{N^{8/5}}\right) + O\left(\frac{1}{N^{8/5}}\right) + O\left(\frac{1}{N}\right)$$

$$= O\left(\frac{1}{N}\right).$$

\[\square\]

**Lemma 4.4.** For a large fixed $N$, at the asymptotically optimal bandwidth, the MSE of the multiple regression-enhanced convolution estimator decays as $O(M^{-4/5})$ towards an $O(N^{-1})$ constant as $M \to \infty$.

**Proof.** For $N$ large, we have that

$$\text{MSE}[\hat{f}_Y(y)] = O(h_{opt}^4) + O\left(\frac{1}{h_{opt}NL}\right) + O\left(\frac{1}{L}\right) + O\left(\frac{1}{N}\right)$$

$$= O\left(\frac{1}{(NL)^4}\right) + O\left(\frac{(NL)^{1/5}}{NL}\right) + O\left(\frac{1}{L}\right) + O\left(\frac{1}{N}\right)$$

$$= O\left(\frac{1}{(NL)^4}\right) + O\left(\frac{1}{L}\right) + O\left(\frac{1}{N}\right).$$

The $O(N^{-1})$ third term acts as the saturation threshold since it doesn’t change with $M$. Now, with $N$ fixed, the first term on the last line decays as $O((NL)^{-4/5}) = O((N^2 + NM)^{-4/5}) = O(M^{-4/5})$. This term dominates the second term on the last line which decays as $O(L^{-1}) = O((N + M)^{-1}) = O(M^{-1})$. \[\square\]

It is worth highlighting the fact that the convergence of the MSE of the multiple regression-enhanced convolution estimator with respect to $N$ and $M$ is independent of the dimensionality of the covariates. This is in contrast to the case of Nadaraya-Watson which suffers from the curse of dimensionality [5, Sec. 6]. Therefore, if the data is well-fit by a multiple regression model, possibly after some variable transformations, and the dimensionality of the covariate vector is significant, it is recommended to use the multiple regression-enhanced convolution estimator to achieve $O(N^{-1})$ convergence.

By characterizing the decay of the MSE with respect to $M$, Lemma 4.4 resolves the question regarding precisely how much the accuracy of density estimates can be enhanced through the incorporation of additional covariate information into a convolution estimator. Since increasing the number of complete case observations causes the MSE to decay as $O(N^{-1})$ towards zero, while increasing number of additional covariate observation causes the MSE to decay as $O(M^{-4/5})$ towards an $O(N^{-1})$ constant, we see that supplying more covariate observations to the convolution estimator is not quite as effective as supplying more complete case observations. However, supplying additional covariate observations can still provide a very significant performance improvement, as will be demonstrated in the numerical simulations in Section 6. This is good news because in many in practical applications it may be difficult if not downright impossible to obtain additional response observations, whereas it can often be very straightforward to obtain large amounts of additional covariate data.
5. Efficient Computational Implementation

Since the expression for the multiple regression-enhanced convolution estimator \([12]\) involves summing over the entire set of \(L\) covariate observations, and also the set of \(N\) residuals from the multiple regression model \([4]\), the evaluation of the convolution estimator can be very time consuming in comparison to the evaluation of the classical density estimator \([1]\) which features only a single summation over the set of response observations. In particular, in the case of large datasets, or in applications involving cross-validation or bootstrapping, the computational costs can become prohibitive.

To reduce computational times, in this section we present a Fast Gauss Transform (FGT)-based acceleration algorithm. This algorithm utilizes the high-performance C++ library FIGTree \([12]\) which combines the (Improved) Fast Gauss Transform \([19]\] with Approximate Nearest Neighbor searching \([14]\) to efficiently evaluate the Gauss transform. The Gauss transform \(G\) is defined as

\[
G_h(y_v, \{x_i\}_{i=1}^L, \{q_i\}_{i=1}^L) = \sum_{i=1}^L q_i e^{-((y_v - x_i)/h)^2},
\]

where \(\{q_i\}_{i=1}^L\) is a set of coefficients, \(\{y_v\}_{v=1}^V\) is a set of target points, and \(\{x_i\}_{i=1}^L\) is a set of source points. The computational complexity involved in directly evaluating this expression at the \(V\) target points is \(O(VL)\). The FGT reduces the computational complexity to \(O(V + L)\).

We need to evaluate the convolution estimator \([12]\) at the set of \(V\) target points:

\[
\hat{f}_V(y_v) = \frac{1}{hN} \sum_{i=1}^L \sum_{j=1}^{N} K_h(y_v - \hat{X}_i^T \hat{\alpha} - \hat{\varepsilon}_j).
\]

Since this expression features an extra summation compared to \([33]\), a naive computational implementation results in a complexity of \(O(VLN)\). By employing the FGT, the complexity can be reduced to \(O(VN + L)\). With the complexity now scaling linearly with the number of complete case observations and additional covariate observations, the algorithm proposed in this section is particularly effective for accelerating evaluations when the number of additional covariate observations is potentially orders of magnitude larger than the number of complete cases observations, such as in the case of a difficult to measure response variable.

FIGTree cannot be used directly for the computation of \([34]\), since FIGTree accelerates the evaluation of the single summation in \([33]\). Therefore, we need to transform \([12]\) into a single summation expression. This can be achieved by stacking the set of \(N\) residuals and \(V\) target points into a single set of \(VN\) artificial target points. Define the artificial target points \(\{z_k\}_{k=1}^{VN}\) by

\[
z_k = y_{((p-1)/N) + 1} - \hat{\varepsilon}_{((p-1) \mod N) + 1}, \quad p = 1, \ldots, VN.
\]

Then \([34]\) can be rewritten as

\[
\hat{f}_V(y_v) = \frac{1}{\sqrt{2\pi hNL}} \sum_{p=0}^{VN} G_h(z_p, \{\hat{X}_i^T \hat{\alpha}\}_{i=1}^L, \{1\}_{i=1}^L).
\]

Now, \(\{G_h(z_k, \{\hat{X}_i^T \hat{\alpha}\}_{i=1}^L, \{1\}_{i=1}^L\}_{k=1}^{VN}\) can be evaluated using FIGTree. Once the evaluations have been performed at the artificial target points, the convolution estimator evaluations at the actual target points \(\{y_v\}_{v=1}^V\) can be recovered using \([36]\); see Algorithm \([1]\).

In Table \([1]\) we present computational times for the evaluation of the multiple regression-enhanced convolution estimator \([12]\), using a variety of approaches in the case of \(N = 100\) complete case observations and \(V = 50\) target points, as a progressively larger number of additional covariate observations is supplied to the estimator. The evaluation approaches are as follows.

(i) Naive (R): Evaluating the density estimator using for loops in R.
(ii) Naive (C++): Evaluating the density estimator using for loops in C++.
(iii) FFT: Stacking the \(L\) variables in the set \(\{\hat{X}_i^T \hat{\alpha}\}_{i=1}^L\) and the \(N\) variables in the set \(\{\hat{\varepsilon}_j\}_{j=1}^N\) in \([34]\) into a single set of length \(LN\), and then evaluating the density estimator using the \texttt{density()} function in R, which employs the Fast Fourier Transform (FFT) to accelerate computations \([19]\).
(iv) FGT: The FGT acceleration technique presented above.

Naive evaluation in R is very slow, which is to be expected since R is an interpreted language. For \( M = 12800 \) additional covariate observations, naive evaluation in C++ is about 33 times faster than naive evaluation in R. Performing the evaluations using the FFT-accelerated `density()` function in R is about 1.8 times faster than performing the evaluations using Naive (C++).

At \( M = 100 \), the FGT acceleration technique introduced above is approximately 159, 5.9, and 4.6 times faster than performing the evaluations using Naive (R), Naive (C++), and the FFT, respectively. As \( M \) increases, the acceleration becomes even more pronounced; at \( M = 12800 \), the FGT acceleration technique is approximately 2722, 81, and 41 times faster than performing the evaluations using Naive (R), Naive (C++), and the FFT, respectively. At this value of \( M \), the FGT evaluation takes about 22 milliseconds whereas the FFT evaluation takes almost 1 second.

Note that this algorithm can easily be adapted to other types of convolution estimators such as the Nadaraya-Watson-based convolution estimator; we can simply replace the set \( \{\hat{m}(X_i)\}_{i=1}^{L} \) with the analogous set \( \{\hat{m}(X_i)\}_{i=1}^{L} \), where \( \hat{m} \) is the Nadaraya-Watson estimator of the nonlinear regression function \( m \) in (2).

| \( M \) | 0  | 100 | 200 | 400 | 800 | 1600 | 3200 | 6400 | 12800 |
|------|----|-----|-----|-----|-----|------|------|------|-------|
| Naive (R) | 4.86e-01 | 1.10e+00 | 1.39e+00 | 2.30e+00 | 4.23e+00 | 7.72e+00 | 1.53e+01 | 2.96e+01 | 6.01e+01 |
| Naive (C++) | 1.97e-02 | 4.12e-02 | 5.65e-02 | 9.21e-02 | 1.60e-01 | 2.87e-01 | 5.13e-01 | 9.62e-01 | 1.78e+00 |
| FFT | 6.98e-03 | 3.18e-02 | 1.87e-02 | 3.65e-02 | 6.27e-02 | 1.16e-01 | 2.17e-01 | 4.31e-01 | 8.99e-01 |
| FGT | 4.99e-03 | 6.98e-03 | 6.02e-03 | 6.98e-03 | 6.03e-03 | 7.92e-03 | 9.99e-03 | 1.49e-02 | 2.21e-02 |

Table 1: Computational times (seconds) for evaluations of the multiple regression-enhanced convolution estimator as a progressively larger number of additional covariate observations are supplied to the estimator, using a variety of evaluation approaches. The FGT-based algorithm is much faster than the other approaches in all cases, with the reduction in computational times becoming even more pronounced as \( M \) increases.

**Algorithm 1 Multiple regression-enhanced convolution estimator**

1. Fit a regression model to the complete case dataset \( \{(Y_i, X_i)\}_{i=1}^{N} \) to obtain the OLS estimator \( \hat{\alpha} \) and the residuals \( \{\hat{e}_i\}_{i=1}^{N} \).
2. Combine the \( N \) covariate observations in the complete case dataset and the \( M \) covariate observations in the additional dataset into a single dataset \( \{X_i\}_{i=1}^{L} \).
3. Generate the artificial target points \( \{z_k\}_{k=1}^{V} \) using (35).
4. Compute \( \{G(z_k, X_i^T \hat{\alpha})_{i=1}^{L}, \{1\}_{i=1}^{L}\}_{k=1}^{V} \) by supplying the covariate observations \( \{X_i\}_{i=1}^{L} \) and the artificial target points \( \{z_k\}_{k=1}^{V} \) to FIGTree which evaluates (33).
5. Convert \( \{G(z_k, X_i^T \hat{\alpha})_{i=1}^{L}, \{1\}_{i=1}^{L}\}_{k=1}^{V} \) into density estimate evaluations at the actual target points \( \{\hat{f}_v(y_v)\}_{v=1}^{V} \) using (36).

6. **Numerical Simulations**

In this section we present some numerical simulations to investigate the accuracy of the multiple regression-enhanced convolution estimator. Let \( \{y_v\}_{v=1}^{V} \) be a uniformly spaced set of target points, where \( V = 128 \). To compute the MISE of Rozenblatt-Parzen estimator and the multiple regression-enhanced convolution estimator we use a reference solution \( f_Y \) which is obtained by estimating the density of the response variable with the Rozenblatt-Parzen estimator using a very large sample size, \( N = 10^6 \).

Denote by \( \hat{f}_Y^{(p)}(y_v) \) a realization of an estimate given by a density estimator at the target point \( y_v \). We approximate the integrated square error (ISE) of the realization \( \hat{f}_Y^{(p)} \) by the Riemann sum

\[
\text{ISE}[\hat{f}_Y^{(p)}] = \langle v_2 - v_1 \rangle \sum_{v=2}^{V} (\hat{f}_Y^{(p)}(y_v) - f_Y(y_v))^2,
\]
where \( P = 500 \). The MISE of the estimator \( \hat{f}_Y \) is then approximated by

\[
\text{MISE}[\hat{f}_Y] = \frac{1}{\bar{f}} \sum_{p=1}^{P} \text{ISE}[\hat{f}_Y^{(p)}].
\]

Denote by \( \hat{f}_Y^{(RP)} \) the Rosenblatt–Parzen density estimator, and by \( \hat{f}_Y^{(MR)} \) the multiple regression-enhanced convolution estimator. Since the performance of convolution estimators with respect to the number of complete cases observations \( N \) has already been analyzed in papers such as [5, 6, 3, 4], in this work we are more concerned with the performance with respect to the number of additional covariate observations \( M \).

In particular, we are interested in investigating by how much MISE \( \text{MISE}[\hat{f}_Y] \) can be reduced as the number of additional covariate observations supplied to the convolution estimator increases. Denote by \( \tau = M/N \) the ratio of additional covariate observations to complete case observations.

For the convolution estimator, we use bandwidths given by the asymptotically optimal bandwidth formula \([32]\), which involves scaling the corresponding asymptotically optimal bandwidths for the Rosenblatt–Parzen estimator. For the Rosenblatt–Parzen estimator itself, we use the Sheather-Jones method of bandwidth selection \([18]\).

6.1. Single peaked negatively skewed distribution

Consider the regression model

\[
Y = \alpha_0 + \alpha_1 X_1 + \alpha_2 X_2 + \varepsilon,
\]

where \((\alpha_0, \alpha_1, \alpha_2) = (1, 3, 3)\), with

\[
X_1 \sim \beta(5, 1), \quad X_2 \sim \mathcal{N}(7, 0.05), \quad \varepsilon \sim \mathcal{N}(0, 0.1).
\]

The density \( f_Y \) of \( Y \) is in this case is single-peaked and negatively skewed. In Figure 1 we plot \( f_Y \) along with typical realizations of density estimates given by \( \hat{f}_Y^{(RP)} \) and \( \hat{f}_Y^{(MR)} \), when the complete case dataset features \( N = 100 \) observations, while the ratio of additional covariate observations supplied to the convolution estimator progressively increases, \( \tau \in \{0, 4, 16, 64\} \). In subplot (i), both \( \hat{f}_Y^{(RP)} \) and \( \hat{f}_Y^{(MR)} \) provide poor estimates, particularly in the under-smoothed tail region. The estimate \( \hat{f}_Y^{(MR)} \) for \( \tau = 0 \) is no better than \( \hat{f}_Y^{(RP)} \). If anything, its actually worse since it is bimodal when the true distribution is unimodal. However, as \( \tau \) increases, \( \hat{f}_Y^{(MR)} \) approaches the true distribution; the problematic tail region gets smoothed out and \( \hat{f}_Y^{(MR)} \) becomes unimodal. At \( \tau = 64 \), \( \hat{f}_Y^{(MR)} \) provides a very accurate estimate of \( f_Y \).

In Table 2 we report MISE results for both \( \hat{f}_Y^{(RP)} \) and \( \hat{f}_Y^{(MR)} \). Three complete cases samples sizes are considered, \( N = \{50, 100, 200\} \). For each sample size, we compute the MISE when the ratio of additional covariate observations to complete case observations is \( \tau \in \{0, 2, 4, 8, 16, 32, 64, 126, 256, 512\} \). Note that for all complete case sample sizes, MISE[\( \hat{f}_Y^{(MR)} \)] \( \approx \) MISE[\( \hat{f}_Y^{(RP)} \)] when \( \tau = 0 \). Now consider, for example, the \( N = 200 \) case. By the time \( \tau = 128 \), MISE[\( \hat{f}_Y^{(MR)} \)] is about 23 times smaller than MISE[\( \hat{f}_Y^{(RP)} \)], which demonstrates that a very substantial reduction in MISE is achievable through the incorporation of additional covariate observations. The change in the MISE as \( \tau \) increase from \( \tau = 128 \) to \( \tau = 512 \) is negligible as saturation has occurred by this stage.

To understand the difference between incorporating additional covariate observations versus incorporating additional complete case observations in the context of MISE reduction, consider the loglog plot in Figure 2. The \( \hat{f}_Y^{(MR)} \) MISE results from Table 2 for the case of \( N = 50 \) are represented by the dashed line in this plot. The fact that MISE[\( \hat{f}_Y^{(MR)} \)] is slightly higher at \( \tau = 256 \) compared to \( \tau = 128 \) and \( \tau = 512 \) is just a numerical artefact of the convergence flat-lining once the saturation threshold has been reached. As \( M \) increases, this MISE is converging asymptotically as \( O(M^{-4/5}) \) towards an \( O(N^{-1}) \) constant. The solid black line is the MISE of \( \hat{f}_Y^{(MR)} \) when the initial dataset of \( N = 50 \) complete case observations is supplemented with a progressively larger number of additional complete case observations as opposed to additional covariate observations. This line decays asymptotically as \( O(N^{-1}) \) towards zero. The corresponding \( \hat{f}_Y^{(RP)} \) MISE result is also shown for reference as a dotted line. Clearly, incorporating additional complete cases
observations is more effective than incorporating additional covariate observations. Nevertheless, incorporating more covariate observations still allows for a substantial reduction in the MISE, which is very useful in situations in which obtaining more covariate observations is straightforward while obtaining more complete cases observations may be impossible.

6.2. Response variable with multimodal distribution

Next, we consider the case of a response variable with a multimodal distribution,

\[ Y = \alpha_0 + \alpha_1 X + \varepsilon, \quad (38) \]

where \((\alpha_0, \alpha_1) = (4, 1.5)\), \(\varepsilon \sim \mathcal{N}(0, 4)\), and the density \(f_X\) of \(X\) is given by

\[ f_X(y) = \sum_{i=1}^{4} w_i \Psi_i(y; \mu_i, \sigma_i), \]

with \((w_1, w_2, w_3, w_4) = (0.2, 0.2, 0.4, 0.2)\), \((\mu_1, \mu_2, \mu_3, \mu_4) = (-4, 4, 14, 21)\), \((\sigma_1, \sigma_2, \sigma_3, \sigma_4) = (3, 2, 2, 2)\). In Figure 3, we plot \(f_Y\) along with typical realizations of density estimates given by \(\hat{f}_Y^{(RP)}\) and \(\hat{f}_Y^{(MR)}\), for a complete case dataset of size \(N = 100\), while the ratio of additional covariate observations supplied to the
Figure 2: The convergence of the MISE as additional observations are supplied to the convolution estimator. The MISE of $\hat{f}_{Y}^{(MR)}$ results from Table 2 in which $N = 50$ complete case observations are supplemented by an additional $M = \tau N$ covariate observations are represented by the dashed line. The solid black line is the MISE of $\hat{f}_{Y}^{(MR)}$ when the convolution estimator is supplied with a progressively larger number of additional complete case observations. The corresponding MISE of $\hat{f}_{Y}^{(RP)}$ result is the dotted line.

| $N$  | MISE[$\hat{f}_{Y}^{(RP)}$] | MISE[$\hat{f}_{Y}^{(MR)}$] |
|------|--------------------------|--------------------------|
| 50   | 3.49e-02                 | 3.57e-02                 |
| 100  | 2.04e-02                 | 1.84e-02                 |
| 200  | 1.16e-02                 | 9.61e-03                 |

Table 2: MISE results for the Rozenblatt-Parzen estimator and the multiple regression-enhanced convolution estimator for the density of the response variable in the regression model (37).

The convolution estimator progressively increases, $\tau \in \{0, 4, 16, 64\}$. The Rozenblatt-Parzen $\hat{f}_{Y}^{(RP)}$ completely fails to resolve two of the modes of this distribution and severely underestimates the largest mode. At $\tau = 0$, the convolution estimator $\hat{f}_{Y}^{(MR)}$ manages to pick out three modes, although the magnitudes of these modes and the general shape of the density is not so accurate. However, as additional covariate observations are incorporated, the convolution estimator provides an increasingly accurate representation of the true density.

In Table 3, we report MISE results for both $\hat{f}_{Y}^{(RP)}$ and $\hat{f}_{Y}^{(MR)}$. Three complete cases samples sizes are considered, $N \in \{50, 100, 200\}$. Once again a very substantial reduction in MISE is observed, with MISE[$\hat{f}_{Y}^{(MR)}$] about 35 times smaller than MISE[$\hat{f}_{Y}^{(RP)}$] at $\tau = 128$ and $N = 200$.

6.3. Multiple regression with correlated covariates and non-Gaussian error

Next we consider a multiple regression model where the covariates are correlated and the error is non-Gaussian,

\[
Y = \alpha_0 + \alpha_1 X_1 + \alpha_2 X_2 + \alpha_3 X_3 + \varepsilon, \tag{39}
\]

where $(\alpha_0, \alpha_1, \alpha_2, \alpha_3) = (1, 1, 2, 0.5)$, the covariates are distributed as

\[
X_1 \sim \beta(2, 5), \quad X_2 \sim N(6, 4), \quad X_3 \sim t_6, \quad \varepsilon \sim \text{Skew-Normal}(\xi, \omega, \alpha),
\]
and the correlation matrix for the covariates is defined as

$$\text{Corr}(X) = \begin{bmatrix} 1 & 0.2 & 0.5, \\ 0.2 & 1 & 0.3, \\ 0.5 & 0.3 & 1 \end{bmatrix}.$$  

The parameters for the skew normal error distribution are set to \((\xi, \omega, \alpha) = (-\omega \sqrt{2\alpha^2/(1 + \alpha^2)/\pi}, 1, 3),\) where \(\xi\) has been chosen to ensure that the error has mean zero. In Figure 4, we plot \(f_Y\) along with typical realizations of density estimates given by \(\hat{f}_Y^{(RP)}\) and \(\hat{f}_Y^{(MR)}\). MISE results for both estimators are presented in Table 4. This time MISE[\(\hat{f}_Y^{(MR)}\)] is about 32 times smaller than MISE[\(\hat{f}_Y^{(RP)}\)] at \(\tau = 128\) and \(N = 200\).

7. Concluding remarks

In this work, we have proposed a convolution estimator for enhancing the accuracy of estimates of the density of a response variable in a sample of \(N\) complete case observations, by using an additional sample of \(M\) covariate observations. While previous works on convolution estimators have modelled the relationship between the response variable and the covariates using nonlinear regression models, in this paper a multiple
regression model was employed. Unlike Nadaraya-Watson-based convolution estimators that suffer from the curse of dimensionality, we showed that the convergence of the multiple regression-enhanced convolution estimator is independent of the dimensionality of the covariates, which is due to the fact that the convergence of the underlying OLS estimator is also dimension independent.

The case of \( M \) additional covariate observations is a generalization of the usual convolution estimator setting considered in the literature. The usual setting involves estimating the density of a response variable using a sample of \( N \) complete case observations of a response variable and an associated set of covariates. By setting \( M = 0 \), we recover this case. Indeed, we showed that \( \text{MSE}[f_Y(y)] = O(h^4) + O((hN)^{-1}) + \)

| \( N \) | \( MISE[f_Y^{(RP)}] \) | \( MISE[f_Y^{(MR)}] \) |
|-------|----------------|----------------|
| 50    | \( 2.43\times 10^{-3} \) | \( 1.89\times 10^{-3} \) |
| 100   | \( 1.54\times 10^{-3} \) | \( 1.05\times 10^{-3} \) |
| 200   | \( 9.15\times 10^{-4} \) | \( 5.90\times 10^{-4} \) |

Table 3: MISE results for the Rozenblatt-Parzen estimator and the multiple regression-enhanced convolution estimator for the density of the response variable in the regression model (39).
In this paper, however, to obtain fast convergence rates of density estimation under the presence of heteroscedasticity have been considered in works such as [5] and [6]. As we have demonstrated in previous results in the literature [5, Eq. (23)] and [3, Eq. (3.4)], the MSE converges as $O((hN^2)^{-1})$ towards an $O(N^{-1})$ constant. We also showed that for a fixed $M$, the MSE converges as $O(N^{-1})$. This means that supplying the convolution estimator with additional covariate observations is not quite as effective as supplying it with more complete cases observations. Crucially, however, in many practical applications it can be difficult if not downright impossible to obtain more observations of a response variable, while at the same time it can be very straightforward to obtain more observations of the covariates.

By deriving the asymptotic MSE and the asymptotically optimal bandwidth, we resolved the question on the convergence of convolution estimators with respect to the size of the additional sample of $M$ covariate observations. That is, we proved that for a large fixed $N$, at the asymptotically optimal bandwidth, the MSE converges as $O(M^{-4/5})$ towards an $O(N^{-1})$ constant. We also showed that for a fixed $M$, the MSE converges as $O(N^{-1})$. This means that supplying the convolution estimator with additional covariate observations is not quite as effective as supplying it with more complete cases observations. Crucially, however, in many practical applications it can be difficult if not downright impossible to obtain more observations of a response variable, while at the same time it can be very straightforward to obtain more observations of the covariates.

Numerical simulations confirmed the existence of the saturation phenomena predicted by the theory, whereby the MISE converges as $O(M^{-4/5})$ towards an $O(N^{-1})$ constant, as opposed to zero, as the size of the additional sample increases, whereas it converges as $O(N^{-1})$ towards zero as the size of the complete case sample increases. Moreover numerical simulations demonstrated that even if the MSE of the multiple regression-enhanced convolution estimator is greater than that of the Rosenblatt–Parzen density estimator on the complete case dataset, by supplying the convolution estimator with additional covariate observations, its MISE can be made about 20 to 35 times smaller than the MISE of the Rosenblatt–Parzen before the accuracy improvement saturates.

The evaluation of the multiple regression-enhanced convolution estimator is an order of magnitude more computationally expensive than the evaluation of the Rosenblatt–Parzen density estimator. To reduce computational costs, we developed a FGT-based acceleration algorithm that draws on the high performance C++ library FIGTree. Simulations showed that this algorithm dramatically outperformed a variety of alternative evaluation approaches. In particular, it was demonstrated to be up to 40 times faster than FFT-based acceleration, with the reduction in computational times becoming even more pronounced as $M$ increases.

In terms of future research directions, some interesting topics include heteroscedasticity, segmented regression-enhanced convolution estimators, and transfer learning for cases when the $N$ complete case observations and $M$ additional covariate observations have different distributions. Convolution estimators in the presence of heteroscedasticity have been considered in works such as [5] and [8]. As we have demonstrated in this paper, however, to obtain fast convergence rates of $O(N^{-1})$ and $O(M^{-4/5})$ that are independent of the covariate dimensionality, the underlying regression function estimator has to be immune to the curse of dimensionality. Thus, we anticipate the method chosen to model heteroscedastic errors also needs to be immune to the curse of dimensionality if one wants to main these fast convergence rates.

In cases where the data is not well fit by a multiple regression model, it might still be possible to fit it with a piecewise multiple regression model, as opposed to employing a fully nonlinear regression model. For example, in situations where the data is well fit by a multiple regression model in several segments, each with a different, albeit constant, error variance, a multidimensional segmented regression model could be employed [20, 21]. Since segmented regression involves partitioning the data into several segments, each with its own dedicated OLS estimator, we conjecture that a segmented regression-enhanced convolution estimator could retain the fast dimension independent convergence rates of the multiple regression-enhanced convolution estimator. Of course, segmented regression itself can be subject to the curse of dimensionality if too many segments are used, but this can be avoided by placing an upper bound on the number of partitions [21].

Transfer learning is another very interesting avenue for future research with regards to convolution estimators. To the best of our knowledge this topic is completely unexplored. Transfer learning has been demonstrated to be very effective at utilizing labelled information from a source domain to enhance the

| $N$ = 50  | $\text{MISE}[\hat{f}_Y^{(RP)}]$ | $\text{MISE}[\hat{f}_Y^{(MR)}]$ |
|-----------|-----------------------------|-----------------------------|
| $\tau = 0$ | 3.66e-03                     | 4.94e-03                     |
| $\tau = 2$ | 1.87e-03                     | 1.24e-03                     |
| $\tau = 4$ | 7.73e-04                     | 5.15e-04                     |
| $\tau = 8$ | 4.51e-04                     | 2.82e-04                     |
| $\tau = 16$ | 1.92e-04                     | 1.39e-04                     |
| $\tau = 32$ | 1.27e-04                     | 1.08e-04                     |
| $\tau = 64$ | 5.45e-05                     | 5.45e-05                     |
| $\tau = 128$ | 5.45e-05                     | 5.45e-05                     |
| $\tau = 256$ | 5.45e-05                     | 5.45e-05                     |
| $\tau = 512$ | 5.45e-05                     | 5.45e-05                     |

Table 4: MISE results for the Rosenblatt-Parzen estimator and the multiple regression-enhanced convolution estimator for the density of the response variable in the regression model (55).

$O(L^{-1}) + O(N^{-1})$ reduces to $\text{MISE}[\hat{f}_Y(y)] = O(h^4) + O((hN^2)^{-1}) + O(N^{-1})$ when $M = 0$, which recovers previous results in the literature [5, Eq. (23)] and [3, Eq. (3.4)].
performance of a model in a separate target domain with little or no labelled data \[22, 23, 24\]. Our work in this paper was concerned with the case where the \( N \) complete case observations and the \( M \) additional covariate observations came from the same distribution. There are many practical applications in which the complete case observations and additional covariate observations could come from different, yet closely, related distributions. We expect that incorporating transfer learning capabilities into convolution estimators could provide a significant improvement in accuracy in situations such as these.
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Appendix A

Our approach in this section is quite similar to that of Støve and Tjøstheim in [5, Supp. Material]. In fact, we use the same approximation these authors introduce in [5, Supp. Material, Proof of Theorem 2]; suppose \( n \) rows, given by the index set \( I = \{i_j\}_{j=1}^n \), where \( i_j \in \{1, 2, \ldots, N\} \), are removed from the multiple regression model (4), with \( n \in \{1, 2, 3, 4\} \). Denote by \( \hat{\alpha}_I \) the OLS estimator associated with this reduced multiple regression model.

We use the reduced OLS estimator to approximate \( K_{ij}(\hat{\alpha}) \) by \( K_{ij}(\hat{\alpha}_I) \) in the expectations in this section, where we recall that \( K_{ij} \) is given by (17). Intuitively speaking, this change can be ignored asymptotically because removing a very small finite number of rows from the multiple regression model (4) has an asymptotically negligible effect on the convergence as the sample size \( N \to \infty \).

Denote by

\[
\begin{align*}
\hat{f}_{\varepsilon_{i_1i_2\ldots i_n}}(e_{i_1i_2\ldots i_n}) &= \prod_{i=1 \atop i \notin \{i_1,i_2,\ldots,i_n\}}^N \hat{f}_{\varepsilon_i}(e_i), & \hat{d}_{e_{i_1i_2\ldots i_n}} &= \prod_{i=1 \atop i \notin \{i_1,i_2,\ldots,i_n\}}^N \hat{d}e_i.
\end{align*}
\]

This notation allows us to write expressions such as

\[
\int g(e_1, e_2, \ldots, e_N) \prod_{i=1}^N \hat{f}_{\varepsilon_i}(e_i) \prod_{i=1}^N \hat{d}e_i,
\]

in a form that is more convenient for the analysis in this section, namely,

\[
\int g(e_1, e_2, \ldots, e_N) \hat{f}_{\varepsilon_{i_1i_2\ldots i_n}}(e_{i_1i_2\ldots i_n}) \hat{f}_{\varepsilon_1}(e_1) \hat{f}_{\varepsilon_2}(e_2) \hat{d}e_{i_1\ldots i_n} \hat{d}e_1 \hat{d}e_2,
\]

where \( g \) is some arbitrary function. The lemmas in this section hold under assumptions (A), (B), (C), (D), (E), and (F) given in Section 2.2.

Lemma A.1. As \( h \to 0 \), it holds that

\[
E[K_h(y - X_1^T \alpha - \varepsilon_1)] \sim hf_{Y}(y) + h^3 K'' \frac{\mu_f}{2} f''_Y(y).
\]
Proof. Performing the change of variables $-r = (y - x_1^T \alpha - \epsilon_1)/h$, using the fact that $K$ is a symmetric function, Taylor expanding with respect to $h$, and making use of (20), (19), and (9), we find that

$$
E[K_h(y - X_1^T \alpha - \epsilon_1)] = \int \cdots \int K_h(y - x_1^T \alpha - \epsilon_1) f_{\epsilon_1}(\epsilon_1) f_{X_1}(x_1) \, dx_1 \, d\epsilon_1
= h \int \cdots \int K(r) f_{\epsilon_1}(y - x_1^T \alpha + hr) f_{X_1}(x_1) \, dx_1 \, dr
\sim h \int \cdots \int K(r) f_{\epsilon_1}(y - x_1^T \alpha) + hr f_{\epsilon_1}'(y - x_1^T \alpha) + \frac{(hr)^2}{2} f_{\epsilon_1}''(y - x_1^T \alpha)) f_{X_1}(x_1) \, dx_1 \, dr
= h \int (f_{\epsilon_1}(y - x_1^T \alpha) + h^2 \frac{dK}{2} f_{\epsilon_1}'(y - x_1^T \alpha)) f_{X_1}(x_1) \, dx_1
= h f_Y(y) + h^3 \frac{dK}{2} f_Y''(y).
$$

Lemma A.2. As $N \to \infty$, it holds that

$$
E[f_\epsilon(\tilde{y}_{\tilde{\alpha}_I}, X_1, X_2)] \sim f_Y(y) + N^{-1} \frac{\sigma^2}{2} \sum_{p_1, p_2 = 0}^J E[(\Phi^{-1}_N X_1)_{p_1}(\Phi^{-1}_N X_1)_{p_2}] \times E[f^{(n)}_\epsilon(y - X_1^T \alpha)(X_2 - X_1)_{p_1}(X_2 - X_1)_{p_2}].
$$

Proof. Taylor expanding $f_\epsilon(\tilde{y}_{\tilde{\alpha}_I}, X_1, X_2)$ with respect to $\tilde{\alpha}_I$ about $\alpha$, taking the expectation, and using (15), we get

$$
E[f_\epsilon(\tilde{y}_{\tilde{\alpha}_I}, X_1, X_2)] = E[f_\epsilon(y - X_1^T \alpha)] + \sum_{p_1 = 0}^J E[(\tilde{\alpha}_I - \alpha)_{p_1}] E\left[ \frac{\partial f_\epsilon(\tilde{y}_{\tilde{\alpha}_I}, X_1, X_2)}{\partial (\tilde{\alpha}_I)_{p_1}} \right]_{\tilde{\alpha}_I = \alpha}
+ \frac{1}{2} \sum_{p_1, p_2 = 0}^J E[(\tilde{\alpha}_I - \alpha)_{p_1}(\tilde{\alpha}_I - \alpha)_{p_2}] E\left[ \frac{\partial^2 f_\epsilon(\tilde{y}_{\tilde{\alpha}_I}, X_1, X_2)}{\partial (\tilde{\alpha}_I)_{p_1} \partial (\tilde{\alpha}_I)_{p_2}} \right]_{\tilde{\alpha}_I = \alpha}
+ \frac{1}{6} \sum_{p_1, p_2, p_3 = 0}^J E[(\tilde{\alpha}_I - \alpha)_{p_1}(\tilde{\alpha}_I - \alpha)_{p_2}(\tilde{\alpha}_I - \alpha)_{p_3}] E\left[ \frac{\partial^3 f_\epsilon(\tilde{y}_{\tilde{\alpha}_I}, X_1, X_2)}{\partial (\tilde{\alpha}_I)_{p_1} \partial (\tilde{\alpha}_I)_{p_2} \partial (\tilde{\alpha}_I)_{p_3}} \right]_{\tilde{\alpha}_I = \alpha},
$$

where $\zeta = \alpha + c(\tilde{\alpha}_I - \alpha)$ for $c \in (0, 1)$. The first order term vanishes since $E[(\tilde{\alpha}_I - \alpha)_{p_1}] = 0$. Note that once the derivatives in the first and second order terms are evaluated at $\alpha_I$ they become independent of $\alpha_I$ since they only depend on $X_1$ and $X_2$, and these covariate observations are not present in $\alpha$. On the other hand, in the remainder term, $\zeta$ does depend on $\alpha_I$. However, at leading order as $N \to \infty$, $\tilde{\alpha}_I \sim \alpha$, which means that $\zeta \sim \alpha$. Thus,

$$
E[f_\epsilon(\tilde{y}_{\tilde{\alpha}_I}, X_1, X_2)] \sim f_Y(y) + \frac{1}{2} \sum_{p_1, p_2 = 0}^J E[(\tilde{\alpha}_I - \alpha)_{p_1}(\tilde{\alpha}_I - \alpha)_{p_2}] E\left[ \frac{\partial^2 f_\epsilon(\tilde{y}_{\tilde{\alpha}_I}, X_1, X_2)}{\partial (\tilde{\alpha}_I)_{p_1} \partial (\tilde{\alpha}_I)_{p_2}} \right]_{\tilde{\alpha}_I = \alpha}
+ \frac{1}{6} \sum_{p_1, p_2, p_3 = 0}^J E[(\tilde{\alpha}_I - \alpha)_{p_1}(\tilde{\alpha}_I - \alpha)_{p_2}(\tilde{\alpha}_I - \alpha)_{p_3}] E\left[ \frac{\partial^3 f_\epsilon(\tilde{y}_{\tilde{\alpha}_I}, X_1, X_2)}{\partial (\tilde{\alpha}_I)_{p_1} \partial (\tilde{\alpha}_I)_{p_2} \partial (\tilde{\alpha}_I)_{p_3}} \right]_{\tilde{\alpha}_I = \alpha},
$$

where we used (2) for the leading-order term. Next, we can approximate $\tilde{\alpha}_I$ by $\hat{\alpha}$ as $N \to \infty$, and then use
and the independence of the error observations to get
\[
E[(\hat{\alpha}_I - \alpha)_{p_1}(\hat{\alpha}_I - \alpha)_{p_2}] \sim E[(\hat{\alpha} - \alpha)_{p_1}(\hat{\alpha} - \alpha)_{p_2}]
\]
\[
= E\left[\sum_{i_1=1}^{N} \Phi_{X_i}^{-1} \sum_{i_2=1}^{N} \Phi_{X_{i_2}}^{-1} \sum_{i_3=1}^{N} \Phi_{X_{i_3}}^{-1}\right]
\]
\[
\sim N^{-2} \sum_{i_1, i_2=1}^{N} E[\varepsilon_{i_1} \varepsilon_{i_2}] E[(\Phi_{X_{i_1}}^{-1} X_{i_1})_{p_1}(\Phi_{X_{i_2}}^{-1} X_{i_2})_{p_2}]
\]
\[
= N^{-2} \sum_{i=1}^{N} E[\varepsilon_i \varepsilon_i] E[(\Phi_{X_i}^{-1} X_i)_{p_1}(\Phi_{X_i}^{-1} X_i)_{p_2}]
\]
\[
= N^{-1} \sigma^2 E[(\Phi_{X_i}^{-1} X_i)_{p_1}(\Phi_{X_i}^{-1} X_i)_{p_2}].
\]
Next, evaluating the derivative, and then retaining the leading-order term gives
\[
E \left[ \frac{\partial^2 f_y(\tilde{y}(\hat{\alpha}_I, X_1, X_2))}{\partial(\hat{\alpha}_I)_{p_1} \partial(\hat{\alpha}_I)_{p_2}} \right]_{\hat{\alpha}=\alpha} \sim E[f''_y(y - X_1^T \alpha_I)(X_2 - X_1)_{p_1}(X_2 - X_1)_{p_2}]
\]
\[
\sim E[f''_y(y - X_1^T \alpha)(X_2 - X_1)_{p_1}(X_2 - X_1)_{p_2}].
\]
Finally,
\[
E[(\hat{\alpha}_I - \alpha)_{p_1}(\hat{\alpha}_I - \alpha)_{p_2}(\hat{\alpha}_I - \alpha)_{p_3}] \sim E[(\hat{\alpha} - \alpha)_{p_1}(\hat{\alpha} - \alpha)_{p_2}(\hat{\alpha} - \alpha)_{p_3}]
\]
\[
= N^{-3} \sum_{i_1, i_2, i_3=1}^{N} E[\varepsilon_{i_1} \varepsilon_{i_2} \varepsilon_{i_3}] E[(\Phi_{X_{i_1}}^{-1} X_{i_1})_{p_1}(\Phi_{X_{i_2}}^{-1} X_{i_2})_{p_2}(\Phi_{X_{i_3}}^{-1} X_{i_3})_{p_3}]
\]
\[
\sim N^{-3} \sum_{i=1}^{N} E[\varepsilon_i \varepsilon_i \varepsilon_i] E[(\Phi_{X_i}^{-1} X_i)_{p_1}(\Phi_{X_i}^{-1} X_i)_{p_2}(\Phi_{X_i}^{-1} X_i)_{p_3}]
\]
\[
= N^{-2} E[\varepsilon^2] E[(\Phi_{X_i}^{-1} X_i)_{p_1}(\Phi_{X_i}^{-1} X_i)_{p_2}(\Phi_{X_i}^{-1} X_i)_{p_3}]
\]
\[
= O(N^{-2}),
\]
where we used Lemma 3.3 for the last equality, which shows that the remainder is controlled.

**Lemma A.3.** As \( N \to \infty \) and \( h \to 0 \), it holds that
\[
E[K_{12}(\hat{\alpha})] \sim h f_y(y) + h^3 \mu K \frac{\sigma^2}{2} f''_y(y)
\]
\[
+ h N^{-1} \sigma^2 \sum_{p_1, p_2=0}^{J} E[(\Phi_{X_i}^{-1} X_i)_{p_1}(\Phi_{X_i}^{-1} X_i)_{p_2}] E[f''_y(y - X_1^T \alpha)(X_2 - X_1)_{p_1}(X_2 - X_1)_{p_2}].
\]

**Proof.** Setting \( I = \{1, 2\} \), we have that at leading-order,
\[
E[K_{12}(\hat{\alpha})] \sim E[K_{12}(\hat{\alpha}_I)] = \int \cdots \int K_h(\tilde{y}(\hat{\alpha}_I, x_1, x_2) - e_2) f_{\varepsilon_2}(e_2) f_{\varepsilon_{12-}}(e_{12-}) f_X(x) \, dx \, de_{12-} \, de_{2}.
\]
Performing the change of variables \( -r = \tilde{y}(\hat{\alpha}_I, x_1, x_2) - e_2 \)/\( h \), and using the fact that \( K \) is a symmetric function, we have
\[
E[K_{12}(\hat{\alpha})] \sim h \int \cdots \int K(r) f_{\varepsilon_2}(\tilde{y}(\hat{\alpha}_I, x_1, x_2) + hr) f_{\varepsilon_{12-}}(e_{12-}) f_X(x) \, dx \, de_{12-} \, dr.
\]
Next, Taylor expanding with respect to \( h \) about 0, and using (20) and (19) gives
\[
E[K_{12}(\hat{\alpha})] \sim h \int \cdots \int (f_{\varepsilon_2}(\tilde{y}(\hat{\alpha}_I, x_1, x_2)) + h^2 \frac{\mu K}{2} f_{\varepsilon_2}(\tilde{y}(\hat{\alpha}_I, x_1, x_2)) f_{\varepsilon_{12-}}(e_{12-}) f_X(x) \, dx \, de_{12-}
\]
\[
\sim h E[f_{\varepsilon_2}(\tilde{y}(\hat{\alpha}_I, X_1, X_2))] + h^3 \frac{\mu K}{2} E[f''_{\varepsilon_2}(\tilde{y}(\hat{\alpha}_I, X_1, X_2))].
\]
The expression for the first expectation on the right hand side is provided in Lemma A.2. On the other hand, taking the leading-order approximation $\alpha$ of $\hat{\alpha}_I$, for the other expectation, we have that
\[ E[f'_e(y - X_1^T\alpha + (X_2 - X_1)^T(\hat{\alpha}_I - \alpha))] \sim E[f''_e(y - X_1\alpha)] = f''_e(y), \]
where we used (9) for the last equality.

Corollary A.4. As $N \to \infty$ and $h \to 0$, it holds that
\[ E[K_{12}(\hat{\alpha})]^2 \sim h^2 f'^2_Y(y) + h^4 \mu K f_Y(y) f''_Y(y) \]
\[ + h^2 N^{-1} \sigma^2 f_Y(y) \sum_{p_1, p_2=0}^J E[(\Phi_N^{-1} X_1)_p (\Phi_N^{-1} X_1)_{p_2}] E[f''_e(y - X_1^T\alpha)(X_2 - X_1)_{p_1} (X_2 - X_1)_{p_2}]. \]

Lemma A.5. As $N \to \infty$ and $h \to 0$, it holds that
\[ E[K_{12}^2(\hat{\alpha})] \sim h \sigma_K f_Y(y) + h^3 \sigma K^2 f''_Y(y) \]
\[ + h N^{-1} \sigma^2 \sigma_K \sum_{p_1, p_2=0}^J E[(\Phi_N^{-1} X_1)_p (\Phi_N^{-1} X_1)_{p_2}] E[f''_e(y - X_1^T\alpha)(X_2 - X_1)_{p_1} (X_2 - X_1)_{p_2}]. \]

Proof. Setting $I = \{1, 2\}$, we have that at leading-order
\[ E[K_{12}^2(\hat{\alpha})] \sim E[K_{12}^2(\hat{\alpha}_I)] = \int \cdots \int K^2(h\hat{\alpha}_I, x_1, x_2) - e_2)f_{x_2}(e_2)f_{x_2}(e_2)f_X(x) \, dx \, dx_{12} \, dr. \]
Performing the change of variables $-r = h\hat{\alpha}_I, x_1, x_2) - e_2)/h$, and using the fact that $K$ is a symmetric function, we have
\[ E[K_{12}^2(\hat{\alpha})] \sim h \int \cdots \int K^2(r)f_{x_2}(h\hat{\alpha}_I, x_1, x_2) + hr)f_{x_2}(e_2)f_X(x) \, dx \, dx_{12} \, dr. \]
Next, Taylor expanding with respect to $h$ about 0, and using (20) and (19) gives
\[ E[K_{12}^2(\hat{\alpha})] \sim h \sigma_K \int \cdots \int (f_{x_2}(h\hat{\alpha}_I, x_1, x_2)) + h^2 \mu K \frac{1}{2} f''_x(h\hat{\alpha}_I, x_1, x_2)) f_{x_2}(e_2)f_X(x) \, dx \, dx_{12} \, dr. \]
\[ \sim h \sigma_K E[f_x(h\hat{\alpha}_I, X_1, X_2)] + h^3 \sigma K^2 E[f''_x(h\hat{\alpha}_I, X_1, X_2)]. \]
Leading-order expressions for these expectations were already derived in Lemma A.3.

Lemma A.6. As $N \to \infty$ and $h \to 0$, it holds that
\[ E[K_{12}(\hat{\alpha})K_{13}(\hat{\alpha})] \sim h^2 E[f'_e(y - X_1\alpha)]. \]

Proof. Setting $I = \{1, 2, 3\}$, we have that at leading-order,
\[ E[K_{12}(\hat{\alpha})K_{13}(\hat{\alpha})] \sim E[K_{12}(\hat{\alpha}_I)K_{13}(\hat{\alpha}_I)] = \int \cdots \int K_h(h\hat{\alpha}_I, x_1, x_2) - e_2)K_h(h\hat{\alpha}_I, x_1, x_3) - e_3) \]
\[ \times f_{x_2}(e_2)e_{x_3}(e_3)f_{x_2}(e_2)e_{x_3}(e_3)f_X(x) \, dx \, dx_{23} \, dr_{12} \, dr_{13}. \]
Performing the change of variables $-r_1 = h\hat{\alpha}_I, x_1, x_2) - e_2)/h$ and $-r_2 = h\hat{\alpha}_I, x_1, x_3) - e_3)/h$, we get
\[ E[K_{12}(\hat{\alpha})K_{13}(\hat{\alpha})] \sim h^2 \int \cdots \int K(r_1)K(r_2)f_{x_2}(h\hat{\alpha}_I, x_1, x_2) + hr_1)f_{x_3}(h\hat{\alpha}_I, x_1, x_3) + hr_2) \]
\[ \times f_{x_2}(e_2)e_{x_3}(e_3)f_X(x) \, dx \, dx_{23} \, dr_1 \, dr_2. \]
Taylor expanding with respect to \( h \) about 0, and using (20), gives
\[
E[K_{12} (\hat{\alpha}) K_{13} (\hat{\alpha})] \sim h^2 \int \cdots \int f_{e_2} (\tilde{y}(\hat{\alpha}, X_1, X_2)) f_{e_3} (\tilde{y}(\hat{\alpha}, X_1, X_3)) f_{e_{23 -}} (e_{23 -}) f_X (x) \, dx \, de_{23 -}.
\]
Finally, taking the leading-order approximation \( \alpha \) of \( \hat{\alpha}_I \), we have that
\[
E[K_{12} (\hat{\alpha}) K_{13} (\hat{\alpha})] \sim h^2 E[f_{e} (y - X_1 \alpha) f_{e} (y - X_1 \alpha)] = h^2 E[f_{e}^2 (y - X_1 \alpha)].
\]

**Lemma A.7.** As \( N \to \infty \) and \( h \to 0 \), it holds that
\[
E[K_{12} (\alpha) K_{32} (\alpha)] \sim h^2 \int_R f_{e} (y - x_1^T \alpha) f_X (x_1) f_X (x_3) \, dx_1 \, dx_3.
\]
where the region of integration is \( R = \{(x_1, x_3) : (x_1 - x_3)^T \alpha = 0 \} \).

**Proof.** We have \( E[K_{12} (\hat{\alpha}) K_{32} (\hat{\alpha})] = E[K_{12} (\alpha) K_{32} (\alpha)] + (E[K_{12} (\hat{\alpha}) K_{32} (\hat{\alpha})] - E[K_{12} (\alpha) K_{32} (\alpha)]) \), which corresponds to the decomposition approach used in [3]. In that work, it was established that the first term dominates asymptotically so it suffices to consider
\[
E[K_{12} (\alpha) K_{32} (\alpha)] \sim \int \cdots \int K_h (y - x_1^T \alpha - e_2) K_h (y - x_3^T \alpha - e_2) f_{e_2} (e_2) f_{e_3} (x_1) f_X (x_3) \, dx_1 \, dx_3 \, de_2.
\]
Performing the change of variables \( -r_1 = (y - x_1^T \alpha - e_2)/h \), using the fact that \( K \) is a symmetric function, and taking the leading-order Taylor approximation of \( f_{e} (y - x_1^T \alpha + h r_1) \), we find that
\[
E[K_{12} (\alpha) K_{32} (\alpha)] = h \int \cdots \int K (r_1) K \left( \frac{x_1 - x_3}{h} \right)^T \alpha - r_1 \right) f_{e_2} (y - x_1^T \alpha + h r_1) f_X (x_1) f_X (x_3) \, dx_1 \, dx_3 \, dr_1
\]
\[
\sim h \int \cdots \int h^{-1} K^* \left( \frac{x_1 - x_3}{h} \right)^T \alpha \right) f_{e_2} (y - x_1^T \alpha) f_X (x_1) f_X (x_3) \, dx_1 \, dx_3.
\]
\[
\sim h^2 \int_R f_{e} (y - x_1^T \alpha) f_X (x_1) f_X (x_3) \, dx_1 \, dx_3.
\]
as \( h \to 0 \), up to a constant factor that is irrelevant to the asymptotic analysis, where \( K^* (a) \) is the Gaussian function given by the convolution \( K^* (a) = \int K(b) K(a - b) \, db \). See [3] Supp. Material, Proof of Theorem 3) for the analogous approach in the case of the Nadaraya-Watson-enhanced convolution estimator; in particular, the expression above has a correspondence to the second term in [3] (19).

**Lemma A.8.** As \( N \to \infty \), it holds that
\[
E[f_{e} (\tilde{y}(\hat{\alpha}_I, X_1, X_2)) f_{e} (\tilde{y}(\hat{\alpha}_I, X_3, X_4))] \sim f_{e}^2 (y) + N^{-1} \sigma^2 \sum_{p_1, p_2 = 0}^{J} E[(\Phi^{-1}_N X_1)_{p_1} (\Phi^{-1}_N X_1)_{p_2}]
\]
\[
\times (f_Y (y) E[f_{e}'' (y - X_1^T \alpha) (X_2 - X_1)_{p_1} (X_2 - X_1 - X_1)_{p_2}]
\]
\[
+ E[f_{e}'' (y - X_1^T \alpha) (X_2 - X_1 - X_1)_{p_1} E[f_{e}'' (y - X_1^T \alpha) (X_2 - X_1)_{p_2}])].
\]

**Proof.** Taylor expanding with respect to \( \hat{\alpha}_I \) at about \( \alpha \), and taking the expectation, we get
\[
E[f_{e} (\tilde{y}(\hat{\alpha}_I, X_1, X_2)) f_{e} (\tilde{y}(\hat{\alpha}_I, X_3, X_4))]
\]
\[
\sim E[f_{e} (y - X_1^T \alpha)] E[f_{e} (y - X_1^T \alpha)]
\]
\[
+ \sum_{p_1 = 0}^{J} E[(\hat{\alpha}_I - \alpha)_{p_1}] E \left[ \left. \frac{\partial f_{e} (\tilde{y}(\hat{\alpha}_I, X_1, X_2)) f_{e} (\tilde{y}(\hat{\alpha}_I, X_3, X_4))}{\partial (\hat{\alpha}_I)_{p_1}} \right|_{\hat{\alpha}_I = \alpha} \right]
\]
\[
+ \frac{1}{2} \sum_{p_1, p_2 = 0}^{J} E[(\hat{\alpha}_I - \alpha)_{p_1} (\hat{\alpha}_I - \alpha)_{p_2}] E \left[ \left. \frac{\partial^2 f_{e} (\tilde{y}(\hat{\alpha}_I, X_1, X_2)) f_{e} (\tilde{y}(\hat{\alpha}_I, X_3, X_4))}{\partial (\hat{\alpha}_I)_{p_1} \partial (\hat{\alpha}_I)_{p_2}} \right|_{\hat{\alpha}_I = \alpha} \right].
\]
where we have ignored the remainder since it can be neglected as shown in (A.2). Now, $E[f_\varepsilon(y - X_1^T\alpha)]E[f_\varepsilon(y - X_3^T\alpha)] = f_\varepsilon^2(y)$. The first order term vanishes since $E[(\hat{\alpha}_I - \alpha)\varepsilon] = 0$. It was shown in (A.2) that $E[(\hat{\alpha}_I - \alpha)\mu_0] = N^{-1}a^2E[(\Phi_N^{-1}X_1)\mu]\mu_0].$

Next,

$$\frac{\partial^2 f_\varepsilon(\hat{\alpha}_I, X_1, X_2)}{\partial(\hat{\alpha}_I)_p, \partial(\hat{\alpha}_I)_p} = f_\varepsilon'(y - X_1^T\alpha)f_\varepsilon(y - X_3^T\alpha)(X_2 - X_1)_p(X_2 - X_1)_p$$

$$+ f_\varepsilon'(y - X_1^T\alpha)f_\varepsilon(y - X_3^T\alpha)(X_2 - X_1)_p(X_4 - X_3)_p$$

$$+ f_\varepsilon'(y - X_1^T\alpha)f_\varepsilon(y - X_3^T\alpha)(X_2 - X_1)_p(X_4 - X_3)_p$$

$$+ f_\varepsilon(y - X_1^T\alpha)f_\varepsilon(y - X_3^T\alpha)(X_4 - X_3)_p(X_4 - X_3)_p.$$
By Lemma A.8 we have that at leading-order,

\[ E[f_\epsilon(y(\tilde{\alpha} I, X_1, X_2))f_\epsilon(y(\tilde{\alpha} I, X_3, X_4))] \sim f_\epsilon^{(2)}(y) + N^{-1} \sigma^2 \sum_{p_1, p_2=0}^J E[(\Phi_N^{-1} X_1)_{p_1}(\Phi_N^{-1} X_1)_{p_2}] \times (f_\epsilon(y)E[f_\epsilon^{(2)}(y - X_1^T \alpha)(X_2 - X_1)_{p_1}(X_2 - X_1)_{p_2}] + E[f_\epsilon(y - X_1^T \alpha)(X_2 - X_1)_{p_1}]E[f_\epsilon(y - X_1^T \alpha)(X_4 - X_3)_{p_2})]. \]

Finally, taking the leading-order approximation \( \alpha \) of \( \tilde{\alpha} I \), and using (B.2), we have

\[ E[f_\epsilon(y(\tilde{\alpha} I, X_1, X_2))f_\epsilon^{(3)}(y(\tilde{\alpha} I, X_3, X_4))] \sim E[f_\epsilon(y - X_1 \alpha)]E[f_\epsilon^{(2)}(y - X_3 \alpha)] = f_\epsilon(y) f_\epsilon^{(2)}(y). \]

\[ \Box \]

Appendix B

For convenience, throughout this section we often use the notation \( \asymp \) to represent an expression that holds up an asymptotically irrelevant constant factor as \( N \to \infty \). For example, instead of writing \( 5N^{-1} + 3N^{-2} \asymp CN^{-1} \) for \( C > 0 \) as \( N \to \infty \), we write \( 5N^{-1} + 3N^{-2} \asymp N^{-1} \) as \( N \to \infty \). Before proving Lemma B.8, which is the primary objective of this section, we need several lemmas.

Lemma B.1. Let \( A \in \mathbb{R}^{J+1 \times (J+1)} \) be a matrix such that \( E[(\mathbf{A})_{ij}] \) and \( E[(\mathbf{A})_{ik}] \) have the same scaling with respect to \( N \), and let \( v \in \mathbb{R}^{J+1} \) be a vector such that \( E[(\mathbf{v})_j] \) and \( E[(\mathbf{v})_k] \) have the same scaling with respect to \( N \), as \( N \to \infty \), for \( r \geq 1 \) and \( i, j, k, l \in \{0, 1, \ldots, J\} \). In particular, assume that

\[ E[(\mathbf{A})_{ij}] \lesssim E[(\mathbf{A})_{11}], \quad (B.1) \]

\[ E[(\mathbf{v})_j] \lesssim E[(\mathbf{v})_1], \quad (B.2) \]

as \( N \to \infty \), for \( i, j \in \{0, 1, \ldots, J\} \). Then, as \( N \to \infty \),

\[ E[(\mathbf{A}v_1)^2] \lesssim E[(\mathbf{A})_{11}]^{1/2}E[(\mathbf{v})_1]^{1/2}. \]

Proof. The \( i \)-th element of the vector \( \mathbf{A}v \) is \( (\mathbf{A}v)_i = \sum_{j=0}^J (\mathbf{A})_{ij}(v)_j \). Therefore,

\[ E[(\mathbf{A}v_1)^2] = E\left[\left( \sum_{j=0}^J (\mathbf{A})_{ij}(v)_j \right)^2 \right] = \sum_{j=0}^J \sum_{k=0}^J E[(\mathbf{A})_{ij}(\mathbf{A})_{ik}(v)_j(v)_k]. \]

Then, we use the Cauchy-Schwarz inequality, followed by (B.1) and (B.2), to get

\[ E[(\mathbf{A}v_1)^2] \leq \sum_{j=0}^J \sum_{k=0}^J E[(\mathbf{A})_{ij}(\mathbf{A})_{ik}]^{1/2}E[(\mathbf{v})_j(v)_k]^{1/2} \]

\[ \leq \sum_{j=0}^J \sum_{k=0}^J E[(\mathbf{A})_{ij}]^{1/4}E[(\mathbf{A})_{ik}]^{1/4}E[(\mathbf{v})_j]^{1/4}E[(\mathbf{v})_k]^{1/4} \]

\[ \lesssim (J + 1)^2 E[(\mathbf{A})_{11}]^{1/2}E[(\mathbf{v})_1]^{1/2} \]

\[ \lesssim E[(\mathbf{A})_{11}]^{1/2}E[(\mathbf{v})_1]^{1/2}. \]

\[ \Box \]

Proposition B.2. Let \( Z_1, Z_2, \ldots \), be i.i.d positive random variables, and let \( S_N = \sum_{i=1}^N Z_i \). Suppose \( E[Z_1] < \infty \) for \( r \geq 2 \). Then, as \( N \to \infty \), \( E[|S_N|^r] \) scales as

\[ E[|S_N|^r] \sim CN^r, \]

for \( C > 0 \).
Since $Z_i$ is positive, there exists $C_1 > 0$ such that $Z_i \geq C_1$. Then $(\sum_{i=1}^{N} Z_i)^r \geq C_1^r N^r = C_2 N^r$, and so $E[|S_N|^r] \geq C_2 N^r$.

Denote by $\mu_Z = E[Z_i]$ and $\sigma_Z^2 = \text{Var}[Z_i]$, and note that by Minkowski’s inequality,

$$E\left[ \left| \frac{S_N}{\sigma_Z \sqrt{N}} \right|^{1/r} \right] = E\left[ \left| \frac{S_N - \mu_Z}{\sigma_Z \sqrt{N}} + \frac{N \mu_Z}{\sigma_Z \sqrt{N}} \right|^{1/r} \right] \leq E\left[ \frac{S_N - \mu_Z}{\sigma_Z \sqrt{N}} \right]^{1/r} + \frac{\sqrt{N} \mu_Z}{\sigma_Z}.$$ 

Then, by Theorem [25, Thm. 5.1], there exists $C_3 > 0$ such that as $N \to \infty$,

$$E\left[ \left| \frac{S_N - \mu_Z}{\sigma_Z \sqrt{N}} \right|^{1/r} \right] \leq C_3 E[|W|^r]^{1/r},$$

where $W \sim \mathcal{N}(0, 1)$. This means that means that as $N \to \infty$,

$$E\left[ \left| \frac{S_N}{\sigma_Z \sqrt{N}} \right|^{1/r} \right] \leq C_3 E[|W|^r]^{1/r} + \frac{\sqrt{N} \mu_Z}{\sigma_Z} \leq C_4 \sqrt{N}.$$

Therefore,

$$E[|S_N|^r] \leq C_5 N^r.$$ 

Since $C_2 N^r \leq E[S_N] \leq C_5 N^r$, we have $E[|S_N|^r] \sim C N^r$. \hfill \Box

**Lemma B.3**. Let $r \geq 1$. As $N \to \infty$,

$$E[\text{Det}^r(X^T X)] \sim C N^{r(j+1)},$$

for $C > 0$.

**Proof**. The formula for the determinant of a matrix can be written as a summation that includes a term given by the product of the diagonals of the matrix. It suffices to consider only this term since the scaling with respect to $N$ is common to all of the terms in summation. Therefore, since the diagonal of $X^T X$ is $[N, \sum_{i=1}^{N} X_{i1}^2, \sum_{i=1}^{N} X_{i2}^2, \ldots, \sum_{i=1}^{N} X_{ij}^2]^T$, we have that as $N \to \infty$, the determinant scales as

$$E[\text{Det}^r(X^T X)] \sim C_1 E\left[ \left( N \prod_{j=1}^{J} \sum_{i=1}^{N} X_{ij}^2 \right)^r \right] = C_1 N^r \prod_{j=1}^{J} E \left[ \left( \sum_{i=1}^{N} X_{ij}^2 \right)^r \right],$$

where we used the fact that $\sum_{i=1}^{N} X_{ij}^2$ is independent of $\sum_{i=1}^{N} X_{ik}^2$ for $j \neq k$ in the last line. Then, by Proposition [B.2] $E[(\sum_{i=1}^{N} X_{ij}^2)^r] \sim C_2 N^r$, and thus

$$E[\text{Det}^r(X^T X)] \sim C_3 N^r \prod_{j=1}^{J} N^r = C_3 N^{r(j+1)}.$$

\hfill \Box

**Corollary B.4**. Let $r \geq 1$. As $N \to \infty$,

$$E[\text{Det}^{-r}(X^T X)] \sim C N^{-r(j+1)}.$$ 

**Proof**. Define $g(x) = x^{-1}$, and note that $\text{Det}^r(X^T X)$, is a non-negative random variable. Taylor expanding $g(\text{Det}^r(X^T X))$ at $\text{Det}^r(X^T X) = E[\text{Det}^r(X^T X)]$ and then taking the leading-order approximation of its expectation, we have that

$$E[\text{Det}^{-r}(X^T X)] = E[g(\text{Det}^r(X^T X))] \sim g(E[\text{Det}^r(X^T X)]) = E[\text{Det}^r(X^T X)]^{-1},$$

as $N \to \infty$. The result follows by Lemma [B.3]. \hfill \Box
Corollary B.5. Let $r, s \geq 1$. As $N \to \infty$, 
\[ E[(\text{Adj}^r(X^TX)_{ij})^s] \sim C N^{rsJ}, \]
for $C > 0$ and $i, j \in \{0, 1, \ldots, J\}$.

Proof. The adjugate matrix of $X^TX$ is the transpose of its cofactor matrix. The elements of the cofactor matrix are themselves determinants of $J \times J$ submatrices formed from the elements of the $(J + 1) \times (J + 1)$-dimensional matrix $X^TX$. In particular, the scaling derived in Lemma B.3 applies to these determinants. Denote by $X_{J-}$ the matrix $X$ in the multiple regression model (4) with the $J$-th column removed. Then $\text{Adj}^r(X^TX)_{ij}$ scales like $\text{Det}^r(X^TX)_{ij}$ with respect to $N$, which in turn means that $(\text{Adj}^r(X^TX)_{ij})^s$ scales like $\text{Det}^{rs}(X^TX_{J-})$. To be precise,
\[ E[\text{Adj}^r(X^TX)_{ij}] \sim C_1 E[\text{Det}^{sr}(X^TX_{J-})] \sim C_2 N^{rsJ}, \]
where we used Lemma B.3 with the $(J + 1) \times (J + 1)$-dimensional matrix $X^TX$ replaced by the $J \times J$-dimensional matrix $X^TX_{J-}$ to obtain the final expression. \qed

Corollary B.6. Let $r, s \geq 1$. As $N \to \infty$, 
\[ E[((X^TX)^{-r})_{11}] \lesssim N^{-rs}. \]

Proof. Since $(X^TX)^{-r} = \text{Det}^{-r}(X^TX)\text{Adj}^r(X^TX)$, using properties of the determinant and adjugate matrix, followed by the Cauchy-Schwarz inequality, we get
\[ E[((X^TX)^{-r})_{11}] = E[(\text{Det}^{-r}(X^TX)\text{Adj}^r(X^TX))_{11}] = E[\text{Det}^{-sr}(X^TX)(\text{Adj}^r(X^TX))_{11}] \leq E[\text{Det}^{-2sr}(X^TX)]^{1/2} E[\text{Adj}^r(X^TX)]_{11}^{2s}^{1/2}. \]
Now, by Corollary B.4, $E[\text{Det}^{-2sr}(X^TX)]_{11}^{1/2} \sim N^{sr(J+1)}$, and by Corollary B.5, $E[\text{Adj}^r(X^TX)]_{11}^{2s}^{1/2} \sim N^{rsJ}$. Hence,
\[ E[((X^TX)^{-r})_{11}] \lesssim N^{-rs(J+1)} N^{rsJ} = N^{-rs}. \] \qed

Lemma B.7. As $N \to \infty$, it holds that
\[ E[((X^TX)^{-1}X_1)^k] = O(N^{-k}). \]

Proof. By Lemma B.3,
\[ E[((X^TX)^{-1}X_1)^k] \lesssim E[((X^TX)^{-1})_{11}^k] E[(X_1)^{2k}]_{11}^{1/2} \lesssim E[((X^TX)^{-1})_{11}^{2k}^{1/2}]^{1/2}, \]
since $X_1$ is independent of $N$. Then applying B.6 with $(r, s) = (1, 2k)$, we get
\[ E[((X^TX)^{-1})_{11}^{2k}]_{11}^{1/2} \lesssim (N^{-2k})^{1/2} = N^{-k}. \] \qed

Lemma B.8. As $N \to \infty$, it holds that
\[ E\left[\prod_{i=1}^k (\Phi_N^{-1} X_1)_{p_i}\right] = O(1), \]
for $k \in \mathbb{N}$.
Proof. Since all the elements of the vector $\Phi^{-1}_N X_1$ have the same order of magnitude with respect to $N$,

$$E \left[ \prod_{i=1}^{k} (\Phi^{-1}_N X_1)_{p_i} \right] \lesssim E[(\Phi^{-1}_N X_1)^k_{p_1}].$$

Therefore, recalling (6), and then using (B.7), we have that

$$E \left[ \prod_{i=1}^{k} (\Phi^{-1}_N X_1)_{p_i} \right] \lesssim E[(\Phi^{-1}_N X_1)^k_{p_1}] = N^k E[((X^T X)^{-1}X)^k_{p_1}] \lesssim N^k N^{-k} = 1.$$