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Abstract

We examine escape and entrance times, Green’s functions, local times, and hitting distributions of discs and annuli of a symmetric random walk on $\mathbb{Z}^2$ projected onto the periodic lattice $\mathbb{Z}^2_K$. This extends a framework for the simple planar random walk in [6] to the large class of planar random walks in [2]. The approach uses comparisons between $\mathbb{Z}^2$ and $\mathbb{Z}^2_K$ hitting times and distributions on annuli, and uses only random walk methods.

1 Introduction

There is a wealth of literature on random walks on the planar lattice $\mathbb{Z}^2$: Aldous ([1]), Dembo, Peres, Rosen, & Zeitouni ([1], [5], [6]), Lawler ([9], [10], [12]), and Rosen ([15]) all discuss problems of the simple random walk on $\mathbb{Z}^2$; in [2], Rosen & Bass extend certain results to a class of infinite-range symmetric random walks. This paper builds on these works, to examine the timing structure of entrances to and escapes from discs in $\mathbb{Z}^2$, projected onto the square lattice torus $\mathbb{Z}^2_K$. 
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Consider a random walk \( S_t = S_0 + \sum_{j=0}^{t} X_j \), for \( X = \{X_j\}_{j \in \mathbb{N} \cup \{0\}} \) with the following properties: \( S \) is symmetric, \( X_1 \) has finite covariance matrix equal to a scalar times the identity, \( i.e., \Gamma := \text{cov}(X_1) = cI, c > 0 \), and \( X \) is strongly aperiodic. Set \( \pi_{\Gamma} := 2\pi \sqrt{\det \Gamma} \)

\( X_1 \) has, for some \( \beta > 0 \) and \( M := 4 + 2\beta \),

\[
\mathbb{E}|X_1|^M = \sum_{x \in \mathbb{Z}^d} |x|^M p_1(x) < \infty, \tag{1.1}
\]

where, as usual in the literature,

\[
p_1(x, y) = p_1(y - x) = P^x(X_1 = y)
\]

is the one-step transition probability, and \( P^x \) is the probability measure for walks starting at \( x \). The random walk methods used in this paper require \( M > 4 \) to make escape results on the lattice torus \( \mathbb{Z}_K^d \) look as they do on the plane in \( \mathbb{Z}^2 \).

We will switch between the planar and toral lattice representations of the random walk and corresponding stopping times, hitting distributions, etc. Define the projections, for \( x = (x_1, \ldots, x_d) \in \mathbb{Z}^d \), by

\[
\pi_K : \mathbb{Z}^d \to [-K/2, K/2)^d \cap \mathbb{Z}^d, \\
\pi_K(x) = ((x_1 + \lfloor K/x \rfloor)(\text{mod } K) - \lfloor K/x \rfloor, \ldots, (x_d + \lfloor K/x \rfloor)(\text{mod } K) - \lfloor K/x \rfloor); \\
\hat{\pi}_K : \mathbb{Z}^d \to \mathbb{Z}_K^d, \hat{\pi}_K(x) = (\pi_K x) + (K\mathbb{Z})^d.
\]

(For example, if \( d = 2 \), \( x = (-12, 6) \) and \( K = 11 \), then \( \pi_{11}(\mathbb{Z}^2) = \{-5, \ldots, 5\}^2 \), \( \pi_{11}(x) = (-1, -5) \), and \( \hat{\pi}_{11}(x) = (-1, -5) + (11\mathbb{Z})^2 \).)

We call the set of lattice points \( \pi_K(\mathbb{Z}^d) = [-K/2, K/2)^d \cap \mathbb{Z}^d \) the primary copy in \( \mathbb{Z}^d \), and for \( x \in \pi_K(\mathbb{Z}^d) \), \( \hat{x} := \hat{\pi}_K x \) is its corresponding element in \( \mathbb{Z}_K^d \). Any \( z \in \pi_{-1} K x, z \neq \pi_K x \), is called a copy of \( x \). Likewise, for a set \( A \subset \mathbb{Z}^d \), \( \hat{A} := \hat{\pi}_K A \) is the periodic projection of \( A \), and the set of all copies of \( A \) is

\[
\pi^{-1}_K \pi_K A = \hat{\pi}_K^{-1} \hat{A} := \{z \in \mathbb{Z}^d : z = x + (j_1K, \ldots, j_d K), j_i \in \mathbb{Z}, i = 1, \ldots, d, x \in A\}.
\]

Figure 3 displays, for \( d = 2 \), the projection of a planar set \( A \) onto the torus as \( \hat{A} \), and its pullback onto \( \pi^{-1}_K A \). (If \( A \subset \pi_K \mathbb{Z}^d \), then of course, \( A = \pi_K A \).)

For a given \( \hat{x} \in \mathbb{Z}_K^d \), we define \( x := \pi_K \hat{\pi}_K^{-1} \hat{x} \) to be the primary copy of that element.

While \( X_j \) is the \( j \)th step of the walk and \( S_j \) its position at time \( j \), we use \( \hat{S}_j \) to denote the position of the projected walk at time \( j \). The distance between two points \( x, y \in \mathbb{Z}^d \) will
be the Euclidean distance $|x - y|$; on the torus, the distance between two points $\hat{x}, \hat{y} \in \mathbb{Z}_K^d$ will be the minimum Euclidean distance $|\hat{x} - \hat{y}|$. To limit the issues regarding this distance, we will restrict any discs on $\mathbb{Z}_K^d$ to have radius $n < K/4$ (sometimes written as a diameter constraint: $2n < K/2$).

To bound our functions, we need a precise notion of bounding distance on the lattice torus $\mathbb{Z}_K^d$. As in [6], a function $f(x)$ is said to be $O(x)$ if $f(x)/x$ is bounded, uniformly in all implicit geometry-related quantities (such as $K$). That is, $f(x) = O(x)$ if there exists a universal constant $C$ (not depending on $K$) such that $|f(x)| \leq Cx$. Thus $x = O(x)$ but $Kx$ is not $O(x)$. A similar convention applies to $o(x)$.

Next, we will define a few terms describing the distance of a random walk step, relative to a reference disc of radius $n$ and an $s$-sized annulus around the disc. A small jump refers to a step that is short enough to possibly (but not necessarily) stay inside a disc of radius $n$ (i.e., $|X_1| < 2n$). A baby jump refers to a small jump that is too short to hop over an $s$-annulus from inside a disc (i.e., $|X_1| < s$). A medium jump refers to a step that is sufficiently large to hop out of a disc and past an $s$-annulus, but with magnitude strictly less than $K$, and cannot land near a projected copy of its launching point (i.e., $s < |X_1| < K - 2n$). A large jump is a step which, in the projection, would be considered “wrapping around” in one step (i.e., $|X_1| > K - 2n$). A targeted jump is a large jump which lands directly in a copy of the disc or annulus just launched from. These terms will aid in dealing with differences between regular and projected hitting and escape times.

The paper is structured as follows. In Section 2 we prove results about probabilities of exiting a disc in $\mathbb{Z}^2$ and $\mathbb{Z}_K^2$. Section 3 contains results involving entering a disc. In Section 4 we use the general framework from [3] for analyzing moving between three sets that partition a sample space, and discuss the application of these ideas to hitting an annulus just outside a disc, and gambler’s ruin estimates in that case.
2 Disc Escape

In this section we develop the notions of hitting time and Green’s function on $\mathbb{Z}^2$ and $\mathbb{Z}^2_K$, and find relationships between the two with respect to the timing of the random walk’s escape from a disc.

2.1 Disc escape time

The hitting time of a random walk to a set $A$ is defined as the stopping time $T_A = \inf\{t \geq 0 : S_t \in A\}$. Likewise, the escape time of the walk from $A$ is the stopping time $T_{A^c}$. For a recurrent, strongly aperiodic, irreducible random walk on $\mathbb{Z}^2$, $T_{A^c} < \infty$ a.s. We denote $T_{\hat{A}}$ to be the hitting time of $\hat{A} \subset \mathbb{Z}^2_K$. We will examine several relationships between planar and toral hitting times.

An immediate observation on hitting times (e.g., from [17]) is that, the larger the set to hit, the quicker it will be hit. If $A \subset B$, then obviously $T_B \leq T_A$. It is clear, then, that $\hat{\pi}_K^{-1} \hat{A}$, as an infinite number of copies of $A \subset \mathbb{Z}^2$, has a quicker hitting time than just one copy of $A$. In fact, we have

$$T_{\hat{\pi}_K^{-1} A} = T_{\hat{\pi}_K^{-1} \hat{A}} = T_{\hat{A}}. \quad (2.1)$$

Let $n, s$ be such that $n + s < K/4$, and $D(0, n) = \pi_K D(0, n)$ the primary copy of $D(0, n) \subset \mathbb{Z}^2$. Define the primary copy’s portion of the complement of $D(0, n)$ to be $D(0, n)^c_{\pi_K} := D(0, n)^c \cap \pi_K \mathbb{Z}^2$. (2.2) and Figure 2 describe the nestedness of sets from the planar annulus $\partial D(0, n)_s$ up to the planar disc complement $D(0, n)^c$:

$$\partial D(0, n)_s \subset \pi_K^{-1} (\partial D(0, n)_s) = \hat{\pi}_K^{-1} \pi_K (\partial D(0, n)_s) \subset \hat{\pi}_K^{-1} \pi_K (D(0, n)^c_{\pi_K}) = \pi_K^{-1} (D(0, n)^c_{\pi_K}) \subset D(0, n)^c. \quad (2.2)$$

Figure 2: Comparison of planar sets listed in (2.2), on the plane. Labeled sets are shaded.
By (2.1), (2.2) yields, starting at any \( x \in D(0, n) \), the disc escape time inequalities

\[
T_{\partial D(0,n)_s} \geq T_{\pi_K \partial D(0,n)_s} = T_{\hat{\pi}_K \partial D(0,n)_s} \geq T_{\hat{\pi}_K (D(0,n)_{\hat{K}})} \geq T_{D(0,n)^c} \geq 1. \tag{2.3}
\]

We shall take planar starting points from the primary copy \( (x = \pi_K x) \). The probabilities of these inequalities being strict (e.g., \( P^x(T_{D(0,n)^c} < T_{\hat{\pi}_K (D(0,n)_{\hat{K}})}) \)) and the means of the stopping times will be of interest to us. We start with estimating the mean of the planar escape time from \( D(0, n) \) (which improves on [11 Prop. 6.2.6]), and then use this probability to estimate the toral escape time from \( \hat{\pi}_K (D(0,n)) \).

**Lemma 2.1.** Let \( S_t = S_0 + \sum_{j=1}^{t} X_j \) be a random walk in \( \mathbb{Z}^2 \) with \( E|X_1|^2 < \infty \), and covariance matrix \( \Gamma \) such that \( \text{tr}(\Gamma) = \gamma^2 > 0 \). Then, uniformly for \( x \in D(0,n) \), and for sufficiently large \( n \),

\[
\frac{n^2 - |x|^2}{\gamma^2} \leq E^x(T_{D(0,n)^c}) \leq \frac{n^2 - |x|^2}{\gamma^2} + 2n + 1. \tag{2.4}
\]

**Proof** By [11] Exercise 1.4], the process \( M_t := |S_t|^2 - \gamma^2 t \) is a martingale.

For any given \( k, k \wedge T_{D(0,n)^c} \) is a bounded stopping time, and \( T_{D(0,n)^c} < \infty \) a.s., so by the monotone convergence theorem,

\[
\lim_{k \to \infty} E^x(k \wedge T_{D(0,n)^c}) = E^x(T_{D(0,n)^c}). \tag{2.5}
\]

Hence, by the optional stopping theorem, uniformly for \( x \in D(0,n) \),

\[
E^x(M_{k \wedge T_{D(0,n)^c}}) = E^x(M_0) = |x|^2. \tag{2.6}
\]

Decompose \( |S_{k \wedge T_{D(0,n)^c}}|^2 \) along the time \( k \):

\[
|S_{k \wedge T_{D(0,n)^c}}|^2 = 1\{k \geq T_{D(0,n)^c}\} |S_{T_{D(0,n)^c}}|^2 + 1\{k < T_{D(0,n)^c}\} |S_k|^2. \tag{2.7}
\]

Its expectation, then, is

\[
E(|S_{k \wedge T_{D(0,n)^c}}|^2) = E \left( 1\{k \geq T_{D(0,n)^c}\} |S_{T_{D(0,n)^c}}|^2 \right) + E \left( 1\{k < T_{D(0,n)^c}\} |S_k|^2 \right). \tag{2.8}
\]

Then by the MCT again, since \( T_{D(0,n)^c} < \infty \) a.s.,

\[
\lim_{k \to \infty} E \left( 1\{k \geq T_{D(0,n)^c}\} |S_{T_{D(0,n)^c}}|^2 \right) = E \left( |S_{T_{D(0,n)^c}}|^2 \right). \tag{2.9}
\]

For the second term, note that \( 1\{k < T_{D(0,n)^c}\} |S_k|^2 \leq n^2 \), and also \( 1\{k < T_{D(0,n)^c}\} |S_k|^2 \to 0 \) a.s.
since, again, \( T_{D(0,n)} < \infty \) a.s. Thus by the dominated convergence theorem,

\[
\lim_{k \to \infty} E \left( 1_{\{k < T_{D(0,n)} \}} |S_k|^2 \right) = 0. \tag{2.10}
\]

Combining (2.5)-(2.10) yields the expected time

\[
|X|^2 = \mathbb{E}^x(M_{T_{D(0,n)^c}}) = \mathbb{E}^x(|S_{T_{D(0,n)^c}}|^2) - \gamma^2 \mathbb{E}^x(T_{D(0,n)^c})
\]

\[
\implies \mathbb{E}^x(T_{D(0,n)^c}) = \frac{\mathbb{E}^x(|S_{T_{D(0,n)^c}}|^2) - |X|^2}{\gamma^2}. \tag{2.11}
\]

We can bound \(|S_{k \wedge T_{D(0,n)^c}}|^2\) by decomposing along its escape jump: if \( X_j = (X_j^{(1)}, X_j^{(2)}) \) is the \( j \)th step, then for any \( j \leq T_{D(0,n)^c} \),

\[
|S_j|^2 = |S_{j-1}|^2 + 2S_{j-1} \cdot X_j + |X_j|^2 \leq n^2 + 2n(|X_j^{(1)}| + |X_j^{(2)}) + |X_j|^2. \tag{2.12}
\]

It is clear that \( tr(\Gamma) = \gamma^2 = \mathbb{E}(|X_j|^2) \), and, since \( X_j^{(i)} \in \mathbb{Z}, i = 1,2 \), then

\[
|X_j^{(1)}| + |X_j^{(2)}| \leq |X_j^{(1)}|^2 + |X_j^{(2)}|^2 = |X_j|^2.
\]

Therefore, (2.12) becomes, substituting \( k \wedge T_{D(0,n)^c} = j \leq T_{D(0,n)^c} \),

\[
|S_{k \wedge T_{D(0,n)^c}}|^2 \leq n^2 + (2n + 1)|X_{k \wedge T_{D(0,n)^c}}|^2.
\]

By taking expectations,

\[
\mathbb{E}^x(|S_{k \wedge T_{D(0,n)^c}}|^2) \leq n^2 + (2n + 1)\mathbb{E}^x(|X_{k \wedge T_{D(0,n)^c}}|^2) \leq n^2 + (2n + 1)\gamma^2 < \infty.
\]

Since, at \( T_{D(0,n)^c} \), we have escaped the disc, we have a lower bound as well. By (2.8)-(2.10),

\[
n^2 \leq \mathbb{E}^x(|S_{T_{D(0,n)^c}}|^2) \leq n^2 + (2n + 1)\gamma^2. \tag{2.13}
\]

Combining (2.13) with (2.11) yields (2.4).

For \( \Gamma = cI, \gamma^2 = 2c \) and so (2.4) becomes\(^4\)

\[
\frac{n^2 - |x|^2}{2c} \leq \mathbb{E}^x(T_{D(0,n)^c}) \leq \frac{n^2 - |x|^2}{2c} + 2n + 1. \tag{2.14}
\]

We define the Green's function for two points \( x, y \), as the expected number of visits to \( y \), starting from \( x \), up to the fixed time \( t^* \):

\[
G_{t^*}(x,y) := \mathbb{E}^x \left[ \sum_{j=0}^{t^*} 1_{\{S_j=y\}} \right] = \sum_{j=0}^{\infty} P^x(S_j=y; j < t^*). \tag{2.15}
\]

\(^4\)For simple random walk on \( \mathbb{Z}^2, c = 1/2 \), which yields (2.3).
Spitzer, in [17], similarly defines the \textit{truncated Green’s function}, for \( x, y \in A \) of a random walk from \( x \) to \( y \) before exiting \( A \) as the total expected number of visits to \( y \), starting from \( x \):

\[
G_A(x, y) := \mathbb{E}^x \left[ \sum_{j=0}^{\infty} 1_{\{S_j = y; j < T_{A^c}\}} \right] = \sum_{j=0}^{\infty} P^x(S_j = y; j < T_{A^c})
\] (2.16)

and 0 if \( x \) or \( y \notin A \). (Since the walk is recurrent and aperiodic, there is no “all-time” Green’s function to count the total number of visits to \( x \) from \( j = 0 \) to \( \infty \).) An elementary result for any random walk (found, for example, in [17], or [9, Sect. 1.5]) is that, for \( x, y \in A \subset B \), there are more possible visits inside \( B \) than inside \( A \):

\[
G_A(x, y) \leq G_B(x, y).
\] (2.17)

Also of interest is the expected hitting time identity

\[
\mathbb{E}^x(T_{A^c}) = \sum_{z \in A} G_A(x, z).
\] (2.18)

Starting at a point \( x \in A^c \), the \textit{hitting distribution} of \( A \) is defined as

\[
H_A(x, y) := P^x(S_{T_A} = y).
\]

The \textit{last exit decomposition} of a hitting distribution is based on the Green’s function: for \( A \) a proper subset of \( \mathbb{Z}^2 \), \( x \in A^c, y \in A \),

\[
H_A(x, y) = \sum_{z \in A^c} G_{A^c}(x, z)p_1(z, y).
\] (2.19)

If \( y \in A \subset B \), then for \( x \in B^c \subset A^c \), we have by \( \red{2.17} \) the monotonicity result

\[
H_A(x, y) = \sum_{z \in A^c} G_{A^c}(x, z)p_1(z, y) \geq \sum_{z \in B^c} G_{B^c}(x, z)p_1(z, y) = H_B(x, y)
\] (2.20)

and the subset hitting time relations (assuming a recurrent random walk)

\[
P^x(T_A = T_B) = \sum_{z \in A} H_B(x, z);
\]

\[
P^x(T_A \neq T_B) = P^x(T_A > T_B) = \sum_{z \in B \setminus A} H_B(x, z)
\] (2.21)

which we will revisit in Section \( \ref{4} \).

By Markov’s inequality, large jumps are rare: if \( C_M = \mathbb{E}(|X_1|^M) < \infty \), then since \( 2n < K/2 \),

\[
P(|X_1| > K - 2n) \leq \frac{C_M}{(K - 2n)^M} < \frac{2^M C_M}{K^M} = O(K^{-M}).
\] (2.22)

Recall that, when given a toral element \( \hat{x} \in \mathbb{Z}^2_K \), we define \( x \) to be the (planar) primary
copy of that element; \( x := \pi_K \hat{x}_K^{-1} \hat{x} \). A toral step \( \hat{x} \to \hat{y} \) must take into account large jumps that, on the plane, would land on a copy of \( y \) (i.e., in \( \pi_K^{-1} \hat{y} \)). All of these positions, together, are a small addition to the planar jump probability. By (2.22) we have, for \( \hat{x}, \hat{y} \in \mathbb{Z}_K^2 \), the targeted jump estimate
\[
\hat{p}_1(\hat{x}, \hat{y}) := P^\hat{x}(\hat{S}_1 = \hat{y}) = P^x(S_1 = y) + P^x(\{|X_1| > K - 2n; S_1 \in \pi_K^{-1} \hat{y} \setminus \{y\}\}) \\
\leq p_1(x, y) + O(K^{-M}). \quad (2.23)
\]

By (2.19), (2.22), and then (2.4) and (2.18), for some \( c < \infty \) and any \( x \in D(0, n) \),
\[
P^x(T_{\pi_K(D(0, n)c)} > T_{D(0, n)c}) = \sum_{z \in (\pi_K^{-1} \pi_K(D(0, n)) \setminus D(0, n))} \sum_{y \in D(0, n)} G_{D(0, n)}(x, y)p_1(y, z) \\
\leq cK^{-M} \sum_{y \in D(0, n)} G_{D(0, n)}(x, y) = O(K^{-M}n^2). \quad (2.24)
\]

We now find that the mean of the disc escape time on the torus is larger than on the plane, but only by a small factor (induced by the rarity of targeted jumps).

**Lemma 2.2.** For \( n < K/4 \), \( x \in D(0, n) \), and \( n \) and \( K \) sufficiently large,
\[
\mathbb{E}^\hat{x}[T_{\pi_K(D(0, n)c)}] \leq \mathbb{E}^x[T_{D(0, n)c}] + O(K^{-M}n^2) \max_{y \in D(0, n)} \mathbb{E}^y[T_{D(0, n)c}]. \quad (2.25)
\]

**Proof** To bound the disc escape time above, consider a “worst case” scenario (making the \( \pi_K(D(0, n)) \)-escape time as long as possible) where every large jump targets the same point inside the disc.

Let \( y^* \) be a point on \( D(0, n) \) such that \( \mathbb{E}^{y^*}(T_{D(0, n)c}) = \max_{y \in D(0, n)} \mathbb{E}^y(T_{D(0, n)c}) \). Define the times \( \sigma_i \) and \( \tau \), and index variable \( N \), by
\[
\sigma_0 = T_{D(0, n)c}; \quad \sigma_{i+1} = \inf\{j > \sigma_i : S_{j-1}^* + X_j \in D(0, n)c\}, \quad i \geq 0 \\
\tau = \inf\{j > 0 : |X_j| \leq K - 2n, S_{j-1}^* + X_j \in D(0, n)c\} \\
N = j \iff \sigma_j = \tau
\]

where \( \sigma_0 \) is the original walk \( S \)'s planar disc escape time, and the modified walk \( S^* \) is defined as the walk whose large jumps (of size \( > K - 2n \)) target \( y^* \), until the walk escapes \( D(0, n) \) via a nonlarge jump:
\[
S^*_t := \begin{cases} 
  x, & t = 0 \\
  x + \sum_{k=1}^t X_k, & 0 < t < \sigma_0 \\
  x + \sum_{k=1}^t X_k, & t \geq \tau \text{ on } \{\tau = \sigma_0\} \\
  y^*, & t = \sigma_i, \quad |X_{\sigma_i}| > K - 2n, \quad 0 \leq i < N \\
  y^* + \sum_{k=\sigma_i+1}^{\sigma_{i+1}} X_k, & \sigma_i < t < \sigma_{i+1}, \quad |X_{\sigma_i}| > K - 2n, \quad 0 \leq i < N \\
  y^* + \sum_{k=\sigma_{N-1}+1}^{\sigma_N} X_k, & t \geq \tau \text{ on } \{\tau = \sigma_N, \quad N > 0\}.
\end{cases} \quad (2.27)
\]
\( \sigma_i, i \geq 0, \) are the successive would-be escape times from \( D(0, n), \) if \( y^* \)-targeting was not “enabled”. \( \tau \) is the smallest \( \sigma_i \) such that escape from \( D(0, n) \) actually occurs, and \( N \) is the number of large jumps before this escape occurs. Note that, considering times on the original walk \( S, \)

\[
\begin{align*}
\{ N = 0 \} &= \left\{ \tau = T_{\tilde{\pi}_K(D(0, n))} = T_{D(0, n)c}, \ |XT_{D(0, n)c}| \leq K - 2n \right\} \\
\{ N > 0 \} &= \left\{ \tau \geq T_{\tilde{\pi}_K(D(0, n))} > T_{D(0, n)c}, \ |XT_{D(0, n)c}| > K - 2n \right\},
\end{align*}
\]

and, conditioned on \( \{ N > 0 \}, \) \( N \) is a geometric random variable with success parameter

\[
p = P^{y^*} \left( T_{D(0, n)c} = T_{\tilde{\pi}_K(D(0, n))}, \ |XT_{D(0, n)c}| \leq K - 2n \right) = 1 + O(K^{-M \cdot n^2}) \quad \text{by (2.24) and (2.22)},
\]

(5.3) (where a “failure” is a targeted jump back to \( y^* \) \( \in D(0, n) \)). Thus, \( E^{y^*} \left[ T_{\tilde{\pi}_K(D(0, n))} \right] \leq E^{x}[\tau], \) since \( \tau \) is the escape time of \( \tilde{\pi}_K(D(0, n)) \), with targeting back to \( y^* \). Conditioning on \( \{ N > 0 \}, \) and by (2.24) and (2.22) and the strong Markov property on \( \sigma_0, \) we have

\[
E^{x}[\tau] = E^{x}[\tau | N = 0]P^{x}(N = 0) + E^{x}[\tau | N > 0]P^{x}(N > 0)
= E^{x}[\sigma_0 | N = 0]P^{x}(N = 0) + E^{x}[\sigma_0 + \sigma_N - \sigma_0 | N > 0]P^{x}(N > 0)
\leq E^{x}[T_{D(0, n)c}] + E^{x}[\sigma_N - \sigma_0 | N > 0]P^{x}(N > 0)
\leq E^{x}[T_{D(0, n)c}] + O(K^{-M \cdot n^2})E^{y^*}[\sigma_N - \sigma_0 | N > 0].
\]

(2.28)

On \( \{ N > 0 \}, \) the time of the \( j \)-th excursion from \( y^* \) until attempted disc escape is \( \nu_j := \sigma_j - \sigma_{j-1}, \) for \( 1 \leq j \leq N, \) are IID with mean \( E[\nu_j] = E^{y^*}[T_{D(0, n)c}] \). Since \( P(N < \infty) = 1, \) by Wald’s identity we have

\[
E^{y^*}[\sigma_N - \sigma_0 | N > 0] = E^{y^*}\left[ \sum_{j=1}^{N} \nu_j | N > 0 \right] = E^{y^*}[N | N > 0]E^{y^*}[\nu_1]
= \frac{1}{p} E^{y^*}[T_{D(0, n)c}] = (1 + O(K^{-M \cdot n^2}))E^{y^*}[T_{D(0, n)c}].
\]
Therefore, (2.28) becomes
\[
\mathbb{E}^x[\tau] \leq \mathbb{E}^x[T_{D(0,n)}] + O(K^{-M} n^2)\mathbb{E}^y[\sigma_N - \sigma_0|N > 0] \\
\leq \mathbb{E}^x[T_{D(0,n)}] + O(K^{-M} n^2)\mathbb{E}^y[T_{D(0,n)}]. \quad \square
\]

Computational bounds on \(\mathbb{E}^x(T_{\hat{\pi}_K(D(0,n))})\), by (2.25) and (2.4), are
\[
\frac{n^2 - |x|^2}{\gamma^2} \leq \mathbb{E}^x(T_{\hat{\pi}_K(D(0,n))}) \leq \frac{n^2 - |x|^2}{\gamma^2} + 2n + 1 + O(K^{-M} n^4). \quad (2.29)
\]

We will next see that, from inside a disc, the probability of hitting the center before escaping is nearly the same on the torus as on the plane. Recall that, for \(\hat{x} \in \mathbb{Z}_K^2\), \(x := \pi_K \hat{\pi}^{-1}_K \hat{x}\).

**Lemma 2.3.** For all \(\hat{x} \in \hat{\pi}_K(D(0,n))\) and \(n\) sufficiently large with \(2n < K/2\),
\[
P^x(T_0 < T_{\hat{\pi}_K(D(0,n))}) = P^x(T_0 < T_{D(0,n)}) + O(K^{-M} n^2). \quad (2.30)
\]

**Proof** The event \(\{T_0 < T_{\hat{\pi}_K(D(0,n))}\}\) can occur in two ways:

- The walk hits \(0\) after a small jump, never leaving the disc. This is equivalent to the planar event \(\{T_0 = T_0 < T_{D(0,n)}\}\).
- The planar walk (wlog starting from \(\pi_K x\)) does not hit \(0\), and exits \(D(0,n)\) via a targeted jump into \(\hat{\pi}^{-1}_K \hat{\pi}_K(D(0,n))\). It may do this multiple times before finally hitting \(\hat{\pi}^{-1}_K 0\) (via a small or large jump).

We can represent this event as the disjoint union
\[
\{T_0 < T_{\hat{\pi}_K(D(0,n))}\} = \{T_0 = T_0 < T_{D(0,n)} \leq T_{\hat{\pi}_K(D(0,n))}\} \\
\cup \{T_{D(0,n)} < T_0 < T_{\hat{\pi}_K(D(0,n))}\}.
\]

The first case contains \(\{T_0 < T_{D(0,n)}\}\), so a lower bound on the toral probability is the planar result. An upper bound on the second case is found in the event \(\{T_{D(0,n)} < T_{\hat{\pi}_K(D(0,n))}\}\), which by (2.24) is rare. Hence,
\[
P^x(T_0 < T_{D(0,n)}) \leq P^x(T_0 < T_{\hat{\pi}_K(D(0,n))}) \\
\leq P^x(T_0 < T_{D(0,n)}) + P^x(T_{D(0,n)} < T_{\hat{\pi}_K(D(0,n))}) \\
\leq P^x(T_0 < T_{D(0,n)}) + O(K^{-M} n^2). \quad \square
\]

Finally, we calculate bounds for hitting time probabilities of a small disc around zero before escaping the \(n\)-disc. Let \(\rho(\hat{x}) := n - |\hat{x}|\) be the distance between \(\hat{x}\) and \(\hat{\pi}_K(D(0,n))\).

**Lemma 2.4.** Let \(0 < \delta < \epsilon < 1\). Then there exist \(0 < c_1 < c_2 < \infty\) such that for all
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\[ \hat{x} \in \hat{\pi}_K(D(0, n)) \setminus \hat{\pi}_K(D(0, \varepsilon n)), \text{ for } n \text{ sufficiently large}, \]
\[
c_1 \frac{\rho(\hat{x}) \lor 1}{n} \leq P^x(T_{\hat{\pi}_K(D(0, \delta n))} < T_{\hat{\pi}_K(D(0, n)\Upsilon)}^x) \leq c_2 \frac{\rho(\hat{x}) \lor 1}{n}. \quad (2.31)
\]

**Proof** From [2.3], it is clear that \( T_{D(0, n)^c} \leq T_{\hat{\pi}_K(D(0, n)\Upsilon)} \). Note that \( T_{D(0, \delta n)} < T_{D(0, n)^c} \) only if the walk enters \( D(0, \delta n) \) via a small jump (of distance no more than \( (1 - \delta)n \)), and in this case \( T_{D(0, \delta n)} = T_{\hat{\pi}_K(D(0, \delta n))}. \) A large jump automatically causes planar exit of \( D(0, n) \), regardless of where in the torus the walk lands. Breaking down the sets of paths involved, we have the planar case
\[
\{ T_{D(0, \delta n)} < T_{D(0, n)^c} \} = \{ T_{\hat{\pi}_K(D(0, \delta n))} = T_{D(0, \delta n)} < T_{D(0, n)^c} \leq T_{\hat{\pi}_K(D(0, n)\Upsilon)} \}
\]
which covers all small-jump entrances to \( \hat{\pi}_K^{-1}\hat{\pi}_K(D(0, \delta n)) \); for the toral case, we have
\[
\{ T_{\hat{\pi}_K(D(0, \delta n))} < T_{\hat{\pi}_K(D(0, n)\Upsilon)} \}
= \{ T_{\hat{\pi}_K(D(0, \delta n))} = T_{D(0, \delta n)} < T_{D(0, n)^c} \leq T_{\hat{\pi}_K(D(0, n)\Upsilon)} \}
\]
\[ \quad \sqcup \quad \{ T_{D(0, n)^c} \leq T_{\hat{\pi}_K(D(0, \delta n))} < T_{\hat{\pi}_K(D(0, n)\Upsilon)}, T_{D(0, \delta n)} \}, \quad (2.32)
\]
where the second set contains all paths where a large jump occurs at or before entry to the inner disc. Hence,
\[
P^x(T_{D(0, \delta n)} < T_{D(0, n)^c}) \leq P^x(T_{\hat{\pi}_K(D(0, \delta n))} < T_{\hat{\pi}_K(D(0, n)\Upsilon)}),
\]
and so we get the lower bound from [2] Lemma 2.1.

The upper bound simply bounds the second set in (2.32). By (2.24),
\[
P^x(T_{\hat{\pi}_K(D(0, \delta n))} < T_{\hat{\pi}_K(D(0, n)\Upsilon)}) \leq P^x(T_{D(0, \delta n)} < T_{D(0, n)^c})
+ P^x(T_{D(0, n)^c} < T_{\hat{\pi}_K(D(0, n)\Upsilon)})
\leq P^x(T_{D(0, \delta n)} < T_{D(0, n)^c}) + O(K^{-M}n^2),
\]
and the error term is absorbed by the upper bound on \( P^x(T_{D(0, \delta n)} < T_{D(0, n)^c}). \)

\[ \square \]

2.2 **Internal Green’s function**

Here we will examine internal Green’s functions on the plane (i.e., from inside a disc; Green’s functions external to a disc will be analyzed in Section 3). We extend some results of [11] for symmetric random walks on \( \mathbb{Z}^2 \) to projections of these random walks onto \( \mathbb{Z}^2_K \).

We define the Green’s function in the usual way for \( \hat{x}, \hat{y} \in \hat{\pi}_K(A) = \hat{A} \in \mathbb{Z}^2_K \) to be, in
comparison to (2.16),
\[
\hat{G}_{\pi_K(A)}(\hat{x}, \hat{y}) = \sum_{j=0}^{\infty} P^x(\hat{S}_j = \hat{y}; j < T_{\pi_K(A_{\hat{x}})})
\]  
\[ (2.33) \]

and 0 else. In the planar case, the stopping time $T_{A^c}$ for a bounded set $A$ has a clear
meaning, as a sufficiently large jump (one with magnitude greater than the diameter of $A$,
for example) will certainly exit $A$. Jumps targeting $A$ land, in $\mathbb{Z}^2$, in $\pi_K^{-1} A = \hat{\pi}_K^{-1} \hat{A}$; on
$\mathbb{Z}^2_K$, they land in $\hat{A}$. This means that planar estimates must be adjusted to reach similar
results on the torally-projected walk.

Please note that (2.33) is different from the planar Green’s function on the periodic planar
set $\pi_K^{-1} A$:
\[
G_{\pi_K^{-1} A}(x, y) = \sum_{j=0}^{\infty} P^x(S_j = y; j < T_{\pi_K^{-1}(A_{\hat{x}})}) \quad x, y \in \pi_K^{-1} A.
\]  
\[ (2.34) \]

We will explore this distinction in Section 3.

Note that $S_j \in \hat{\pi}_K^{-1} \hat{S}_j$ for every $j$. By (2.3) it is clear that planar escape happens at or
before toral escape. Hence, the number of planar visits is less than or equal to the number of
toral visits; for any $x, y \in A \subset \pi_K \mathbb{Z}^2$,
\[
G_A(x, y) = \sum_{j=0}^{\infty} P^x(S_j = y; j < T_{A^c})
\]
\[
= \sum_{j=0}^{\infty} P^x(S_j \in \pi_K^{-1} y; j < T_{A^c}) = \sum_{j=0}^{\infty} P^x(\hat{S}_j = \hat{y}; j < T_{A^c})
\]
\[
\leq \sum_{j=0}^{\infty} P^x(\hat{S}_j = \hat{y}; j < T_{\pi_K(A_{\hat{x}})}) = \hat{G}_{\pi_K(A)}(\hat{x}, \hat{y}),
\]  
\[ (2.35) \]

where equality occurs between the first and second lines because, of all the copies of $y$ in
$\pi_K^{-1} y$, only the primary copy $y = \pi_K y$ can be hit before the planar escape time $T_{A^c}$.

We start by giving bounds on the number of visits to $\hat{0}$ before escaping a disc.

**Lemma 2.5.** For $n$ sufficiently large (with $2n < K/2$),
\[
\hat{G}_{\pi_K(D(0,n))}(\hat{0}, \hat{0}) = G_{D(0,n)}(0,0)[1 + O(K^{-M} n^2)].
\]  
\[ (2.36) \]

**Proof** Our lower bound $G_{D(0,n)}(0,0) \leq \hat{G}_{\pi_K(D(0,n))}(\hat{0}, \hat{0})$ is clear from (2.35). To achieve
the upper bound, first decompose the count, noting that the toral event \{ $\hat{S}_j = \hat{0}; j < T_{\pi_K(D(0,n))}$ \} equals the planar event \{ $S_j = 0; j < T_{D(0,n)}$ \}.

[Note: The rest of the proof involves detailed calculations and mathematical arguments that were not transcribed due to the complexity and length.]
Applying the strong Markov property at $T_D(0,n)^c$,

$$
\hat{G}_{\hat{x},K}(D(0,n)) \hat{H}_0 = \sum_{j=0}^{\infty} P^0 \left( \hat{H}_j = \hat{0}; j < T_{\hat{x},K}(D(0,n)) \right)
$$

which implies

$$
= \sum_{j=0}^{\infty} P^0 \left( \hat{H}_j = \hat{0}; j < T_{\hat{x},K}(D(0,n)) \right) T_{D(0,n)^c} = T_{\hat{x},K}(D(0,n)) \right)
$$

and

$$
= \sum_{j=0}^{\infty} P^0 \left( \hat{H}_j = \hat{0}; j < T_{\hat{x},K}(D(0,n)) \right) T_{D(0,n)^c} < T_{\hat{x},K}(D(0,n)) \right)
$$

where, on \( \{ T_{D(0,n)^c} < T_{\hat{x},K}(D(0,n)) \} \), \( \hat{H}_{T_{D(0,n)^c}} \) is the point in \( \hat{x}_{K}(D(0,n)) \) that our walk lands once escaping the planar disc \( D(0,n) \) via a targeted jump into a copy.

By (2.24), we know \( P^0(T_{D(0,n)^c} < T_{\hat{x},K}(D(0,n)) \right) = O(K^{-M}n^2) \). The strong Markov property applied at \( T_0 \) gives us the planar equality

$$
G_{D(0,n)}(x,0) = P^x(T_0 < T_{D(0,n)^c}) G_{D(0,n)}(0,0) \tag{2.38}
$$

which implies \( G_{D(0,n)}(x,0) \leq G_{D(0,n)}(0,0) \) for all \( x \in D(0,n) \). This equality has a clear analog on the torus, by applying the strong Markov property at \( T_0 \):

$$
\hat{G}_{\hat{x},K}(D(0,n)) \hat{H}_0 = P^x(T_0 < T_{\hat{x},K}(D(0,n)) \right) \hat{G}_{\hat{x},K}(D(0,n)) \hat{H}_0, \tag{2.39}
$$

which, with (2.29) implies, for all \( \hat{x} \in \hat{x}_{K}(D(0,n)) \),

$$
\hat{G}_{\hat{x},K}(D(0,n)) \hat{H}_0 \leq \hat{G}_{\hat{x},K}(D(0,n)) \hat{H}_0 \leq E^0(T_{\hat{x},K}(D(0,n)) \right) < \infty. \tag{2.40}
$$

Thus, \( \max_{\hat{x} \in \hat{x}_{K}(D(0,n))} \hat{G}_{\hat{x},K}(D(0,n)) \hat{H}_0 = \hat{G}_{\hat{x},K}(D(0,n)) \hat{H}_0 \), and by combining (2.37), (2.40), and (2.24), we have

$$
\hat{G}_{\hat{x},K}(D(0,n)) \hat{H}_0 \leq G_{D(0,n)}(0,0) + O(K^{-M}n^2) \hat{G}_{\hat{x},K}(D(0,n)) \hat{H}_0,
$$

which, when substituted back into itself gives, for some \( c < \infty \),

$$
\hat{G}_{\hat{x},K}(D(0,n)) \hat{H}_0 \leq G_{D(0,n)}(0,0) + \sum_{j=1}^{\infty} (cK^{-M}n^2) G_{D(0,n)}(0,0)
$$

Define the potential kernel for \( X \) on \( \mathbb{Z}^2 \) as follows: for \( x \in \mathbb{Z}^2 \),

$$
a(x) := \lim_{n \to \infty} \sum_{j=0}^{n} [p_j(0) - p_j(x)]. \tag{2.41}
$$

Combining the generality of rotation of [17], Ch. III, Sec. 12, P3] and [11] Theorem 4.4.6]
and the infinite-range argument of [2, Prop. 9.2] gives, for covariance matrix $\Gamma$ and norm $\mathcal{J}^*(x) := |x \cdot \Gamma^{-1} x|$, as $|x| \to \infty$,

$$a(x) = \frac{2}{\pi\Gamma} \log \mathcal{J}^*(x) + C(p_1) + o(|x|^{-1}), \quad (2.42)$$

where $C(p_1)$ is a constant depending on $p_1$ but not $x$, and $\pi\Gamma = 2\pi \sqrt{\det \Gamma}$. For $\Gamma = cI$, this reduces to

$$a(x) = \frac{1}{c\pi} \log \left( \frac{|x|}{\sqrt{c}} \right) + C(p_1) + o(|x|^{-1})$$

$$= \frac{1}{c\pi} \log |x| + C'(p_1) + o(|x|^{-1}), \quad (2.43)$$

where $C'(p_1) = C(p_1) - \frac{1}{2c\pi} \log c$. For simple random walk on $\mathbb{Z}^2$, $c = \frac{1}{2}$, and so this is, from [11, Theorem 4.4.4],

$$a(x) = \frac{2}{\pi} \log |x| + 2\gamma + \log \frac{8\pi}{\pi} + o(|x|^{-1})$$

$$= \frac{2}{\pi} \log |x| + C'(p_1) + o(|x|^{-1}). \quad (2.44)$$

where $\gamma$ is Euler’s constant. From here on, we will write (2.43) with the form

$$a(x) = \frac{2}{\pi\Gamma} \log |x| + C'(p_1) + o(|x|^{-1}). \quad (2.45)$$

By the argument in [2] (2.8)-(2.12) (which calculates the overshoot estimate of $O(n^{-1/4})$ mentioned in the note after [11, Prop. 6.3.1]), and using (2.45), we get a computational result for (2.36) if $\Gamma = cI$:

$$G_{D(0,n)}(0,0) = \frac{2}{\pi\Gamma} \log n + C' + O(n^{-1/4}) \quad (2.46)$$

which implies the toral Green’s function

$$= \frac{2}{\pi\Gamma} \log n + C' + O(n^{-1/4}) + 1 + O(K^{-M}n^2)$$

$$= \frac{2}{\pi\Gamma} \log n + C' + O(n^{-1/4}). \quad (2.47)$$

For $x, y \in \mathbb{Z}^2$ such that $|x| \ll |y|$, we have, by a Taylor expansion around $y$,

$$\log |y - x| = \log |y| + O \left( \frac{|x|}{|y|} \right) \quad (2.48)$$

In particular, if $x \in D(0,2r)$ and $y \in D(0,R/2)^c$, with $R = 4mr$, we have

$$\log |y - x| = \log |y| + O \left( m^{-1} \right) \quad (2.49)$$
Note that (2.48) and (2.49) hold in the toral case without adjustment.

Let \( \eta = \inf\{t \geq 1 : S_t \notin \{0\} \cup D(0, n)\} \). Then, following the argument of [2, (2.14)-(2.15)], since \( a(x) \) is harmonic with respect to \( p \), \( a(S_{t\wedge \eta}) \) is a bounded martingale. Hence, \( |a(S_{t\wedge \eta})|^2 \) is a submartingale, so \( \mathbb{E}|a(S_{t\wedge \eta})|^2 \leq \mathbb{E}|a(S_{\eta})|^2 < \infty \), meaning \( \{a(S_{t\wedge \eta})\} \) are uniformly integrable. Hence, by the optional stopping and bounded convergence theorems, [2.45], and [2.49],

\[
a(x) = \lim_{t \to \infty} \mathbb{E}^x(a(S_{t\wedge \eta})) = \mathbb{E}^x(a(S_\eta)) = \mathbb{E}^x(a(S_\eta); S_\eta \neq 0)
\]

\[
= \sum_{y \in \partial D(0, n^{3/4})} a(y)P^x(S_\eta = y) + \sum_{y \in D(0, n^{3/4})} a(y)P^x(S_\eta = y)
\]

\[
= \left( \frac{2}{\pi r_1} \log n + C'(p_1) + o(|x|^{-1}) + O(n^{-1/4}) \right) P^x(S_\eta \neq 0) + O(n^{-1/4}),
\]

which, combining the error terms into \( O(|x|^{-1/4}) \), matches [11, Prop. 6.4.3]:

\[
P^x(T_0 < T_{D(0, n^{3/4})}) = P^x(S_\eta = 0) = 1 - \frac{2}{\pi r_1} \log n + C' + O(|x|^{-1/4})
\]

\[
= 1 - \frac{2}{\pi r_1} \log n + C' + O(n^{-1/4}) = \left( \frac{\log(n/|x|) + O(|x|^{-1/4})}{\log n} \right) (1 + O((\log n)^{-1})).
\]

With (2.30), we move this to the torus:

\[
P^\hat{x}(T_0 < T_{K(D(0, n)^{3/4})}) = \frac{\log(n/|\hat{x}|) + O(|\hat{x}|^{-1/4})}{\log(n)} \left( 1 + O((\log n)^{-1}) \right) + O(K^{-M}n^2)
\]

\[
= \frac{\log(n/|\hat{x}|) + O(|\hat{x}|^{-1/4})}{\log(n)} \left( 1 + O((\log n)^{-1}) \right).
\]

Next, we examine \( \hat{x} \in \hat{\pi}_K(D(0, R)) \setminus \hat{\pi}_K(D(0, r)) \). By the fact that a large targeted jump may land a planar walk into \( \hat{\pi}_K^{-1}\pi_K(D(0, r)) \setminus D(0, r) \) (the set of any copy of \( D(0, r) \) that is not the primary copy), we may transfer the planar results [2] (2.20), (2.21)]

\[
P^\hat{x}(T_{D(0, r)} > T_{D(0, R)^{3/4}}) = \frac{\log(|x|/r) + O(r^{-1/4})}{\log(R/r)}
\]

\[
P^\hat{x}(T_{D(0, r)} < T_{D(0, R)^{3/4}}) = \frac{\log(R/|x|) + O(r^{-1/4})}{\log(R/r)}
\]
uniformly for $r < |x| < R$ to the toral results

$$P^\hat{x}(T_{\hat{\pi}_K(D(0,r))} > T_{\hat{\pi}_K(D(0,R)^c)}(\hat{\pi}_K)) = \frac{\log(|\hat{x}|/r) + O(r^{-1/4})}{\log(R/r)} + O(K^{-M}R^2)$$

$$= \frac{\log(|\hat{x}|/r) + O(r^{-1/4})}{\log(R/r)}$$  \hspace{1cm} (2.54)

$$P^\hat{x}(T_{\hat{\pi}_K(D(0,r))} < T_{\hat{\pi}_K(D(0,R)^c)}(\hat{\pi}_K)) = \frac{\log(R/|\hat{x}|) + O(r^{-1/4})}{\log(R/r)} + O(K^{-M}R^2)$$

$$= \frac{\log(R/|\hat{x}|) + O(r^{-1/4})}{\log(R/r)}.$$  \hspace{1cm} (2.55)

By \([2.38], (2.46), (2.47), (2.39), (2.50), \) and \((2.51), \) we get as corollaries calculations and bounds for $G_{D(0,n)}(x,0)$, $G_{\hat{\pi}_K(D(0,n))}(\hat{x},0)$, $G_{D(0,n)}(x,z)$, and $G_{\hat{\pi}_K(D(0,n))}(\hat{x},\hat{z})$: for $x \in D(0,n)$ and $\hat{x} \in \hat{\pi}_K(D(0,n))$, for some $C = C(p) < \infty$,

$$G_{D(0,n)}(x,0) = P^x(T_0 < T_{D(0,n)^c})G_{D(0,n)}(0,0)$$

$$= \frac{\log(n/|x|) + O(|x|^{-1/4})}{\log(n)}(1 + O((\log n)^{-1})\left(\frac{2}{\pi \Gamma} \log n + C + O(n^{-1/4})\right))$$

$$= \frac{2}{\pi \Gamma} \log \left(\frac{n}{|x|}\right) + C + O(|x|^{-1/4}),$$  \hspace{1cm} (2.56)

$$G_{\hat{\pi}_K(D(0,n))}(\hat{x},0) = \frac{2}{\pi \Gamma} \log \left(\frac{n}{|\hat{x}|}\right) + C + O(|\hat{x}|^{-1/4})$$

$$G_{D(0,n)}(x,z) \leq G_{D(0,n)}(x,0) \leq c \log n. \hspace{1cm} (2.58)$$

$$G_{\hat{\pi}_K(D(0,n))}(\hat{x},\hat{z}) = G_{D(0,n)}(x,z) + O(K^{-M}n^2 \log n) \leq c \log n.$$  \hspace{1cm} (2.59)

Finally, we have the following result paralleling \([2.31], \). Recall that $\rho(\hat{x}) = n - |\hat{x}|$.

**Lemma 2.6.** For any $0 < \delta < \varepsilon < 1$ we can find $0 < c_1 < c_2 < \infty$, such that for all $\hat{x} \in \hat{\pi}_K(D(0,n)) \setminus \hat{\pi}_K(D(0,\varepsilon n))$, $\hat{y} \in \hat{\pi}_K(D(0,\delta n))$ and all $n$ sufficiently large such that $2n < K/2$,

$$c_1 \frac{\rho(\hat{x}) \vee 1}{n} \leq G_{\hat{\pi}_K(D(0,n))}(\hat{y},\hat{x}) \leq c_2 \frac{\rho(\hat{x}) \vee 1}{n}. \hspace{1cm} (2.60)$$

**Proof** We follow our standard technique. \([2 \text{ Lemma 2.2, (2.38)}, \) gives bounds for the planar random walk’s Green’s function. The toral version of this Green’s function has a lower bound of the planar version:

$$c_1 \frac{\rho(x) \vee 1}{n} \leq G_{D(0,n)}(y,x) \leq \hat{G}_{\hat{\pi}_K(D(0,n))}(\hat{y},\hat{x}). \hspace{1cm} (2.61)$$
For the upper bound, use (2.59) and [2, Lemma 2.2] again, for some constant $c_2$:

$$\hat{G}_{\hat{x}_K(D(0,n))}(\hat{y}, \hat{x}) \leq G_{D(0,n)}(y, x) + O(K^{-M} n^2 \log n) \leq c_2 \rho(x) \vee 1 \frac{n}{n}. \quad \square$$

### 2.3 Local Time

The **local time** of a point $x \in \mathbb{Z}^2$ up to time $t$ is the amount of time the walk spends at $x$ up to time $t$:

$$L_t^x := \sum_{j=0}^{t} 1_x(S_j). \quad (2.62)$$

Likewise, the **toral local time** of a point $\hat{x} \in \mathbb{Z}^2_K$ is simply the toral version of the planar local time:

$$L_t^\hat{x} := \sum_{j=0}^{t} 1_{\hat{x}}(\hat{\pi}_K S_j). \quad (2.63)$$

It should be clear that, since $\hat{x}$ represents an infinite set of copies of $x \in \mathbb{Z}^2$, $L_t^\hat{x} \geq L_t^x$ for every $t$. Also, the expected local time is equal to the Green’s function up to time $t$ for the point $x$:

$$E^y(L_t^x) = E^y \left( \sum_{j=0}^{t} 1_x(S_j) \right) = \sum_{j=0}^{t} P^y(S_j = x) = G_t(y, x) \quad (2.64)$$

$$E^\hat{y}(L_t^\hat{x}) = E^{\hat{y}} \left( \sum_{j=0}^{t} 1_{\hat{x}}(\hat{\pi}_K S_j) \right) = \sum_{j=0}^{t} P^{\hat{y}}(\hat{\pi}_K S_j = \hat{x}) = \hat{G}_t(\hat{y}, \hat{x}). \quad (2.65)$$

Building on [2, Section 4], we establish the straightforward relationship between local times and Green’s functions on the torus-projected walk, and give bounds on the tail probabilities of a local time.

**Lemma 2.7.** For $\hat{x} \in \mathbb{Z}^2_K$, $|\hat{x}| < n < K/2$, if $L_{T_{\hat{x}_K(D(0,n))}}^\hat{0}$ is the toral local time at zero before escaping the toral $n$-disc, then its expectation is

$$E^{\hat{y}} \left( L_{T_{\hat{x}_K(D(0,n))}}^\hat{0} \right) = \hat{G}_{\hat{x}_K(D(0,n))}(\hat{y}, \hat{0}). \quad (2.66)$$

Furthermore, for all $z \geq 1$,

$$P^{\hat{x}} \left( L_{T_{\hat{x}_K(D(0,n))}}^\hat{0} \geq z \hat{G}_{\hat{x}_K(D(0,n))}(\hat{0}, \hat{0}) \right) \leq c \sqrt{ze^{-z}}, \quad (2.67)$$

for some $c < \infty$ independent of $\hat{x}, z, n$.

**Proof** It should be obvious from (2.63) that (2.66) is just (2.64). To show (2.67), we
need the following machinery: by the Strong Markov property, we have for any power $k$,

$$
\mathbb{E}^\hat{x}\left[\left(\hat{L}_{T_{\hat{\pi}K}(D(0,n)_{K})}^0\right)^k\right] = k!\mathbb{E}^\hat{x}\left[\sum_{0 \leq j_1 \leq j_2 \leq \ldots \leq j_k \leq T_{\hat{\pi}K}(D(0,n)_{K})} \prod_{i=1}^{k} 1\{\hat{S}_{j_i} = 0\}\right]
$$

$$
= k!\mathbb{E}^\hat{x}\left[\sum_{0 \leq j_1 \leq j_2 \leq \ldots \leq j_{k-1} \leq T_{\hat{\pi}K}(D(0,n)_{K})} \prod_{i=1}^{k-1} 1\{\hat{S}_{j_i} = 0\}\hat{G}_{\hat{\pi}K}(D(0,n)_{K})(\hat{0}, \hat{0})\right]
$$

$$
= k!\mathbb{E}^\hat{x}\left[\left(\hat{L}_{T_{\hat{\pi}K}(D(0,n)_{K})}^0\right)^{k-1}\hat{G}_{\hat{\pi}K}(D(0,n)_{K})(\hat{0}, \hat{0})\right].
$$

By induction on $k$,

$$
\mathbb{E}^\hat{x}\left[\left(\hat{L}_{T_{\hat{\pi}K}(D(0,n)_{K})}^0\right)^k\right] = k!\hat{G}_{\hat{\pi}K}(D(0,n))(\hat{x}, \hat{0})\hat{G}_{\hat{\pi}K}(D(0,n))(\hat{0}, \hat{0})^{k-1},
$$

(2.68)

matching \cite[(4.5)]{2}.

To prove (2.67), use (2.68), (2.39), and Chebyshev’s inequality to obtain

$$
P^\hat{x}\left(\hat{L}_{T_{\hat{\pi}K}(D(0,n)_{K})}^0 \geq \hat{z}\hat{G}_{\hat{\pi}K}(D(0,n))(\hat{0}, \hat{0})\right) \leq \frac{k!}{\hat{z}^k},
$$

(2.69)

then take $k = \lfloor \hat{z} \rfloor$ and use Stirling’s approximation. \hfill \Box

### 3 Disc Entry

Here we will examine paths starting outside a disc. Since, on $\mathbb{Z}^2$,

$$
\partial D(0,n)_s \subset \left\{ \pi_K^{-1}\partial D(0,n)_s \right\} \subset \pi_K^{-1}D(0,n+s),
$$

(3.1)

then starting at any $y \in \pi_K^{-1}(D(0,n+s) \cap \pi_K\mathbb{Z}^2)$ (as seen in Figure 2) yields the disc entrance time inequalities

$$
T_{\pi_K^{-1}D(0,n+s)} \leq \left\{ \begin{array}{l}
T_{\pi_K^{-1}\partial D(0,n)_s} \\
T_{D(0,n+s)}
\end{array} \right\} \leq T_{\partial D(0,n)_s}.
$$

(3.2)

These relationships will be exploited in this and the next section.
3.1 External Green’s function

To supplement the internal Green’s functions of Section 2 are external Green’s functions: those counting the number of visits to a point outside of a set before entering that set. Wlog $x$ and $D(0,n)$ are in the primary copy. We will find bounds on three different external Green’s functions:

| Green’s function | scope | starting at | counts visits to | before... |
|------------------|-------|-------------|-----------------|----------|
| $G_{D(0,n)^c}(x,y)$ | planar | $x$ | $y$ | $T_{D(0,n)}$ |
| $G_{\pi_K^{-1}(D(0,n)^c}_K(x,y)$ | planar | $x$ | $y$ | $T_{\pi_K^{-1}D(0,n)} = T_{\pi_K(D(0,n))}$ |
| $\hat{G}_{\pi_K(D(0,n)^c_K}(\hat{x},\hat{y})$ | toral | $\hat{x}$ | $\hat{y}$ | $T_{\pi_K^{-1}D(0,n)} = T_{\pi_K(D(0,n))}$ |

While proofs for both escape and entry rely on the strong Markov property, there is a distinctly different flavor in the approaches used to prove entrance results due to the “targeting effect” induced by the periodicity of the toral projection.

Note that, similar to (2.38), for any $x, y \in D(0,n)^c$, by the symmetry of $G_A$ and the strong Markov property at $T_x$, \begin{equation} G_{D(0,n)^c}(x,y) = P_y(T_x < T_{D(0,n)}) G_{D(0,n)^c}(x,x), \end{equation} so, assuming $|x| < |y|$, we only need $G_{D(0,n)^c}(x,x)$ for an upper bound. Fix $j > 2$ and let

$U_0 = 0, 
V_i = \min\{t > U_i : |S_t| < n \text{ or } |S_t| > |x|^j\}, 
U_{i+1} = \min\{t > V_i : S_t = x\}.$

$U_i$ is the $i$th visit to $x$ after visiting $D(0,n)$ or $D(0,|x|^j)^c$ (noting that there can be multiple visits to $x$ before $V_i$, but none in the interval $V_i \leq t < U_{i+1}$). Hence,

$G_{D(0,n)^c}(x,x) = \mathbb{E}^x \left( \sum_{i=1}^{\infty} 1_{\{x\}}(S_t) 1_{\{t < T_{D(0,n)}\}} \right)$

$\leq \sum_{i=1}^{\infty} \mathbb{E}^x \left( \sum_{U_i < t < V_i} 1_{\{x\}}(S_t) ; U_i < T_{D(0,n)} \right)$

$\leq \sum_{i=1}^{\infty} \mathbb{E}^x \left( G_{D(0,|x|^j)}(S_{U_i}, x) ; U_i < T_{D(0,n)} \right)$

by the strong Markov property at $U_i$. Since $S_{U_i} = x$, and setting $a_i = a_i(x) := P_x(U_i < T_{D(0,n)})$, we have

$G_{D(0,n)^c}(x,x) \leq \sum_{i=1}^{\infty} \mathbb{E}^x \left( G_{D(0,|x|^j)}(S_{U_i}, x) ; U_i < T_{D(0,n)} \right) = G_{D(0,|x|^j)}(x,x) \left( \sum_{i=1}^{\infty} a_i \right)$. 

To sum the \( a_i \), note that by strong Markov at \( U_i \) again,
\[
\begin{align*}
    a_{i+1} &\leq \mathbb{E}^x \left( P^{S_{U_i}} (T_{D(0,|x|^p)}^c < T_{D(0,n)}) \ ; \ U_i < T_{D(0,n)} \right) \\
    &= P^x (U_i < T_{D(0,n)}) \ P^x (T_{D(0,|x|^p)^c} < T_{D(0,n)}) \\
    \implies a_{i+1} &\leq a_i \ P^x (T_{D(0,|x|^p)^c} < T_{D(0,n)}),
\end{align*}
\]
where, by (2.52), and for sufficiently large \( n \),
\[
P^x (T_{D(0,|x|^p)^c} < T_{D(0,n)}) \leq \frac{\log(|x|/n) + O(n^{-1/4})}{\log(|x|^p/n)} \\
\leq \frac{1 + O(n^{-1/4})}{j} \leq \frac{2}{j}.
\]

Hence, \( a_{i+1} \leq \frac{2}{j} a_i \), which implies \( a_i \leq \left( \frac{2}{j} \right)^i \), and so by (2.46),
\[
\begin{align*}
    G_{D(0,n)}(x,x) &\leq G_{D(0,|x|^p)}(x,x) \sum_{i=1}^{\infty} \left( \frac{2}{j} \right)^i \\
    &\leq \frac{2/j}{1-2/j} G_{D(0,|x|^p+|x|)}(0,0) \\
    &\leq \frac{2/j}{j-2} G_{D(0,2|x|^p)}(0,0) \leq \frac{2j}{j-2} G_{D(0,2|x|^p)}(0,0). \tag{3.5}
\end{align*}
\]

Moving the external Green’s function to the torus is trickier: we must examine the conflict between counting visits to an infinite number of planar copies of \( x \) in \( \hat{\pi}_K^{-1} \hat{x} = \pi_K^{-1} x \) versus avoiding an infinite number of copies of \( D(0,n) \) in \( \hat{x} \) \( \pi_K^{-1} \pi_K(D(0,n)) = \pi_K^{-1} D(0,n) \). Also, the size of \( j \) (via \( |x|^p \)) is restricted relative to \( K \). We use the same argument as before, with the adjustment of (2.55) applied to the argument of (3.4), yielding
\[
    P^x(T_{\hat{x}_K(D(0,|x|^p)^c)_K} < T_{\hat{x}_K(D(0,n))}) = P^x(T_{D(0,|x|^p)^c} < T_{D(0,n)}) + O(K^{-M}n^2) \\
    \leq \frac{2}{j} + O(K^{-M}n^2).
\]

This gives the toral analog \( \hat{a}_i \leq \left( \frac{2}{j} + O(K^{-M}n^2) \right)^i \), and the sum \( \sum_{i=1}^{\infty} \hat{a}_i \) gives the slightly different bound of \( \sum_{i=1}^{\infty} \hat{a}_i \leq \frac{2}{j-2} + O(K^{-M}n^2) \), yielding the toral upper bound
\[
\begin{align*}
    \hat{G}_{\hat{x}_K(D(0,n)\pi_K)}(\hat{x},\hat{x}) &\leq \hat{G}_{\hat{x}_K(D(0,x^p))}(\hat{x},\hat{x}) \left( \sum_{i=1}^{\infty} \hat{a}_i \right) \\
    &\leq \left( \frac{2}{j-2} + O(K^{-M}n^2) \right) j \hat{G}_{\hat{x}_K(D(0,2|x|^p))}(0,0). \tag{3.6}
\end{align*}
\]
Thus, for any \( x, y \),

\[
G_{D(0,|x| - n)}(0, 0) \leq G_{D(0,n)}(x, x) \leq \frac{2j}{j - 2} G_{D(0,2|x|)}(0, 0)
\]

(3.7)

\[
\hat{G}_{\hat{\pi}_K(D(0,|x| - n))}(0, 0) \leq \hat{G}_{\hat{\pi}_K(D(0,n)_{\hat{K}})}(\hat{x}, \hat{x}) \leq \left( \frac{2}{j - 2} + O(K^{-M}n^2) \right) j \hat{G}_{\hat{\pi}_K(D(0,2|x|))}(0, 0).
\]

(3.8)

Thus, for any \( x, y \in \pi_K(D(0,n)_{\hat{K}}) \) such that \(|x| \leq |y|\), by (2.59) and (2.47), (3.7) and (3.8) become the computational bounds

\[
G_{D(0,n)}(x, y) \leq \frac{2j}{j - 2} \left[ \frac{2}{\pi} \log(2|x|) + C + O(|x|^{-1/4}) \right] \leq c_j \log |x|,
\]

(3.9)

\[
\hat{G}_{\hat{\pi}_K(D(0,n)_{\hat{K}})}(\hat{x}, \hat{y}) \leq \frac{2j}{j - 2} \left[ \frac{2}{\pi} \log(2|x|) + C + O(|x|^{-1/4}) \right] \leq \hat{c}_j \log |\hat{x}|,
\]

(3.10)

where \( c_j, \hat{c}_j \) depend on \( j > 2 \), \( c_j \geq \hat{c}_j \), and in the toral case, such that \(|\hat{x}| < \left( \frac{K}{2} \right)^{1/j}\) (there is no such restriction on the planar case). From here on, we consider \( j = 3 \).

For \( \left( \frac{K}{2} \right)^{1/3} < |x| < \frac{K}{2} \), first note that \( \log |x| \asymp \log K \). By (3.9) and the fact that \( \pi_K^{-1}(D(0,n)_{\hat{K}}) \cap \pi_K \mathbb{Z}^2 = \hat{\pi}_K^{-1} \pi_K(D(0,n)_{\hat{K}}) \subset D(0,n)_{\hat{K}} \subset D(0,n)_{\hat{K}} \cap \mathbb{Z}^2 \) we have

\[
G_{\hat{\pi}_K(D(0,n)_{\hat{K}})}(x, x) \leq G_{D(0,n)}(x, x) \leq c \log |x|
\]

(3.11)

for any \( x \in \pi_K(D(0,n)_{\hat{K}}) \). We can relate \( G_{D(0,n)}(x, x) \) to \( \hat{G}_{\hat{\pi}_K(D(0,n)_{\hat{K}})}(\hat{x}, \hat{x}) \) by the following inductive strategy: define

\[
T_0 = 0
\]

\[
T_1 = \inf \{ t > 0 \mid S_t \in \hat{\pi}_K^{-1} \hat{x} \setminus \{ \hat{x} \} \}
\]

\[
\vdots
\]

\[
T_{j+1} = \inf \{ t > 0 \mid S_t \in \hat{\pi}_K^{-1} \hat{x} \setminus \{ S_{T_j} \} \}, \quad j = 1, 2, 3, \ldots
\]

as the hitting times of distinct copies of \( x \). Let \( U = T_{\hat{\pi}_K(D(0,n))} \). Then

\[
\hat{G}_{\hat{\pi}_K(D(0,n)_{\hat{K}})}(\hat{x}, \hat{x}) = \sum_{j=0}^{\infty} \mathbb{E}^x \left( \sum_{T_j \leq t < T_{j+1} \wedge U} 1_{\{ S_t = S_{T_j} \}} \right).
\]
By the Markov property, translation invariance for different points of \( \pi K^{-1} \hat{x} \), and (3.11),

\[
\mathbb{E}^x \left( \sum_{T_j \leq t < T_{j+1} \land U} 1_{\{S_t = S_{T_j}\}} \right) = \mathbb{E}^x \left( \sum_{T_j \leq t < T_{j+1} \land U} 1_{\{S_t = S_{T_j}\}, T_j < U} \right)
\]

\[
= P^x(T_j < U) \mathbb{E}^x \left( \sum_{0 \leq t < T_1 \land U} 1_{\{S_t = x\}} \right)
\]

\[
\leq P^x(T_j < U) G_{D(0,n)}(x,x).
\]

Hence,

\[
\hat{G}_{\pi_K(D(0,n)_K^c)}(\hat{x}, \hat{x}) \leq G_{D(0,n)}(x,x) \sum_{j=0}^{\infty} P^x(T_j < U).
\]

(3.12)

Let \( \rho = P^x(T_1 < U) \). By the Markov property, \( P^x(T_j < U) \leq \rho^j \), so since \( \rho < 1 \), by (3.11) and (3.12), we have, for some \( C < \infty \),

\[
\hat{G}_{\pi_K(D(0,n)_K^c)}(\hat{x}, \hat{x}) \leq \frac{C \log K}{1 - \rho}.
\]

(3.13)

Examining \( \rho \), note that

\[
\{T_1 < U\} = \left\{ T_{\pi_K^{-1}x \setminus \{x\}} < T_{\pi_K(D(0,n))} \right\}
\]

\[
\subset \left\{ T_{D(0,K)^c} < T_{\pi_K(D(0,n))} \right\} \subset \left\{ T_{D(0,K)^c} < T_{D(0,n)} \right\},
\]

which, by (2.53) gives the bound

\[
\rho \leq 1 - P^x(T_{D(0,n)} < T_{D(0,K)^c}) \leq 1 - \frac{\log(K/|x|) + O(n^{-1/4})}{\log(K/n)} \leq 1 - \frac{c}{\log K}
\]

(3.14)

for some \( c < \infty \). Therefore, for \( (K/2)^{1/3} \leq |x| < K/2 \), combining (3.13) and (3.14) we have the upper bound

\[
\hat{G}_{\pi_K(D(0,n)_K^c)}(\hat{x}, \hat{x}) \leq C(\log K)^2.
\]

(3.15)

Finally, for \( |x| \geq K/2 \), and considering \( x = \pi_K x \) condition on the quadrant containing \( S_{T_1} \) via a gambler’s ruin from the opposite quadrant. For example, as in Figure 4, if \( S_{T_1} \) is in Quadrant 1, let \( y = (-K, -K) \) (opposite, in Q3). Then there exists \( c, (\sqrt{2} + \frac{1}{2}) K \leq c < 2\sqrt{2} \) (say, \( c = \sqrt{2} + \frac{1}{2} \) if \( x \notin Q1 \), and \( c = \frac{7}{4} \sqrt{2} \) if \( x \in Q1 \)), such that, again by (2.53), we
have the bound
\[
P^x(T_1 < U \mid S_{T_1} \in Q_i) \leq 1 - \frac{\log(c_K/|x - y|) + O(n^{-1/4})}{\log(c_K/n)} \leq 1 - \frac{c'}{\log K}
\]
for some \(c' < \infty\).

\[
\text{Figure 4: } x \in Q_1 \cap D(0, n)^c, \ y = (-K, -K).
\]

Thus, we have a bound on \(\rho\) of
\[
\rho = \sum_{i=1}^{4} P^x(T_1 < U \mid S_{T_1} \in Q_i)P(S_{T_1} \in Q_i) \leq 1 - \frac{c^*}{\log K}
\]
for some \(c^* < \infty\). Therefore, by (3.13) and (3.17), (3.15) holds for \(|x| > \frac{K}{2}\). Collecting these results and applying them to the torus, we have proven

Lemma 3.1. For \(\hat{x} \in \hat{\pi}_K(D(0, n)^c_K)\),
\[
\hat{G}_{\hat{\pi}_K(D(0, n)^c_K)}(\hat{x}, \hat{x}) \leq \begin{cases} 
C \log |\hat{x}| & n < |\hat{x}| < \left(\frac{K}{2}\right)^{1/3} \\
C \log^2 |\hat{x}| & \left(\frac{K}{2}\right)^{1/3} \leq |\hat{x}|.
\end{cases}
\]
3.2 Disc entrance time

We will now approach disc entrance times. Our first planar result mirrors (2.4), with a very different end result, which is hinted by the first passage time result for SRW on $\Z$ (in, for example, [16]).

**Lemma 3.2.** For any $y \in D(0, n)^c$,

$$\mathbb{E}^y(T_{D(0, n)}) = \infty. \quad (3.19)$$

**Proof** As in Lemma 2.1, we use the martingale $M_t = |S_t|^2 - \gamma^2 t$, only this time we stop it at the stopping time $T_N := T_{D(0, n)} \wedge T_{D(0, N)^c}$, for $n \leq |y| < N$. Thus, the martingale stopped at $T_N \wedge k$ has expected value

$$\mathbb{E}^y(M_{T_N \wedge k}) = |y|^2 = \mathbb{E}^y(|S_{T_N \wedge k}|^2 - \gamma^2 (T_N \wedge k)).$$

It is clear that $T_N \leq T_{D(0, N)^c}$, so by the argument given in the proof of Lemma 2.1, we have $\mathbb{E}^y(|S_{T_N \wedge k}|^2) \to \mathbb{E}^y(|S_T|^2)$ and $\mathbb{E}^y(T_N \wedge k) \to \mathbb{E}^y(T_N)$ as $k \to \infty$. Hence, as in Lemma 2.1 letting $\mathbb{E}^y(M_{T_N \wedge k}) \to \mathbb{E}^y(M_{T_N})$, we have

$$\mathbb{E}^y(T_N) = \frac{\mathbb{E}^y(|S_T|^2) - |y|^2}{\gamma^2}.$$

Using (2.53), we decompose $\mathbb{E}^y(|S_T|^2)$ and achieve the lower bound

$$\mathbb{E}^y(|S_T|^2) = \mathbb{E}^y(|S_T|^2 \mid T_N = T_{D(0, n)} \wedge T_{D(0, N)^c}) P^y(T_{D(0, n)} < T_{D(0, N)^c}) + \mathbb{E}^y(|S_T|^2 \mid T_N = T_{D(0, n)} \wedge T_{D(0, N)^c}) P^y(T_{D(0, n)} > T_{D(0, N)^c}) \geq 0 + N^2 P^y(T_{D(0, n)} > T_{D(0, N)^c}) \geq N^2 \left[ \log \left( \frac{|y|}{n} \right) + O(n^{-1/4}) \right] \geq cN$$

for some $c < \infty$. This gives us a lower bound on the expected entrance time of

$$\mathbb{E}^y(T_N) \geq \frac{cN - |y|^2}{\gamma^2},$$

which clearly goes to $\infty$ as $N \to \infty$. \(\square\)

Next, we find finite bounds on the expected time to enter a toral disc.

**Lemma 3.3.** For any $n < \frac{K}{4}$ and $\hat{y} \in \hat{\pi}_K(D(0, n)^c_K)$, there exists $c < \infty$ such that

$$\mathbb{E}^{\hat{y}}(T_{\hat{\pi}_K(D(0, n))}) \leq \begin{cases} cK^2 \log (n) & n < |\hat{y}| < n^2 \\ cK^2 \log \left( \frac{|\hat{y}|}{n} \right) & n^2 \leq |\hat{y}| < \left( \frac{K}{2} \right)^{1/3} \\ cK^2 (\log |\hat{y}|)^2 & \left( \frac{K}{2} \right)^{1/3} \leq |\hat{y}|. \end{cases} \quad (3.20)$$
Also, we have the lower bound

$$
\mathbb{E}^\hat{y}(T_{\hat{\pi}_K}(D(0,n))) \geq \begin{cases} 
\frac{(|\hat{y}| - n)^2}{c(K - n)^2} & |\hat{y}| < \frac{K}{3} \\
\frac{|\hat{y}|}{c(K - n)^2} & |\hat{y}| \geq \frac{K}{3}
\end{cases}
$$

(3.21)

where \( \gamma^2 \) is as in the proof of Lemma 3.2.

**Proof** For the upper bound, let \( \hat{y} \in \hat{\pi}_K(D(0,n)^c) \). We have the decomposition

$$
\mathbb{E}^\hat{y}(T_{\hat{\pi}_K}(D(0,n))) = \sum_{\hat{z} \in \hat{\pi}_K(D(0,n)^c)} \hat{G}_{\hat{\pi}_K}(D(0,n),\hat{z})($$

which, for \( |\hat{y}| > \left( \frac{K}{2} \right)^{1/3} \), by (3.18) is clearly bounded above by \( cK^2(\log K)^2 \). For closer \( n \), we further decompose to

$$
\mathbb{E}^\hat{y}(T_{\hat{\pi}_K}(D(0,n))) = \sum_{\hat{z} \in \hat{\pi}_K(D(0,n)^c)} \hat{G}_{\hat{\pi}_K}(D(0,n),\hat{z})$$

$$\quad + \sum_{\hat{z} \in \hat{\pi}_K(D(0,n)^c)} \hat{G}_{\hat{\pi}_K}(D(0,n)^c,\hat{z}),$$

which, by (3.18), is bounded by

$$
\mathbb{E}^\hat{y}(T_{\hat{\pi}_K}(D(0,n))) \leq \sum_{\hat{z} : n \leq |\hat{z}| < |\hat{y}|} c \log |\hat{z}| + \sum_{\hat{z} : |\hat{y}| < |\hat{z}|} c \log |\hat{y}|
\quad \leq c \int_0^{2\pi} \int_0^{\hat{y}} w \log w \, dw \, d\theta + c(K^2 - \pi |\hat{y}|^2) \log |\hat{y}|
\quad \leq 2\pi c \left( \frac{1}{2} |\hat{y}|^2 \log |\hat{y}| - \frac{|\hat{y}|^2}{4} - n^2 \log n + \frac{n^2}{4} \right) + c(K^2 - \pi |\hat{y}|^2) \log |\hat{y}|
\quad \leq cK^2 \log |\hat{y}| \leq cK^2 \log \left( \frac{|\hat{y}|}{n} \right) + cK^2 \log n - 2\pi cn^2 \log n.
$$

If \( |\hat{y}| < \frac{K}{3} \), then \( \mathbb{E}^\hat{y}(T_{\hat{\pi}_K}(D(0,n))) \geq \mathbb{E}^\hat{y}(T_{\hat{\pi}_K(D(0,K/3))}) \), and (3.21) follows directly from (2.29). The far-off \( |\hat{y}| \geq \frac{K}{3} \) follows directly from the nearby case, since by the strong Markov property at \( T_{\hat{\pi}_K(D(0,K/3))} \),

$$
\mathbb{E}^\hat{y}(T_{\hat{\pi}_K}(D(0,n))) \geq \mathbb{E}^\hat{y}(T_{\hat{\pi}_K(D(0,K/3))} ; T_{\hat{\pi}_K(D(0,K/3))} = T_{\hat{\pi}_K(\partial D(0,K/6)_{K/6})})
\quad + \mathbb{E}^\hat{y}(\mathbb{E}^\hat{\pi}_K(\partial D(0,K/6)_{K/6}) (T_{\hat{\pi}_K(D(0,n)))} \geq \frac{c(K - n)^2}{\gamma^2}. \quad \Box
$$
4 Annulus Entry

This section applies the results of [3] to the following partition of $\mathbb{Z}_K^2$ into a disc, an annulus around the disc, and the remainder of $\mathbb{Z}^2$, with $s \leq n < K \in \mathbb{N}$:

$$A = \tilde{\pi}_K(D(0,n)), \quad B = \tilde{\pi}_K(D(0,n+s)_{K}^C), \quad C = \tilde{\pi}_K(\partial D(0,n)s).$$

4.1 Hitting probabilities

Starting from deep inside a disc, we first prove a bound on the probability of escaping the disc beyond an annulus outside it.

**Lemma 4.1.**

$$\sup_{x \in D(0,n/2)} \mathbb{P}^x(T_{\partial D(0,n)s} > T_{D(0,n+s)c}) \leq c(s^{-M+2} \lor n^{-M+2}). \quad (4.1)$$

$$\psi = \sup_{\hat{x} \in \tilde{\pi}_K(D(0,n/2))} \mathbb{P}^{\hat{x}}(T_{\tilde{\pi}_K(\partial D(0,n)s)} > T_{\tilde{\pi}_K(D(0,n+s)c)}) \leq c(s^{-M+2} \lor n^{-M+2}). \quad (4.2)$$

**Proof.** To deal with targeting jumps that are possible on the torus, the proof of (4.2) is below. Replacing $\hat{p}_1(\hat{y}, \hat{w})$ with $p_1(y, w)$, $\hat{G}_{\tilde{\pi}_K(D(0,n))}(\hat{x}, \hat{y})$ with $G_{D(0,n)}(x, y)$, (2.29) with (2.4), and (2.60) with its planar version yields the proof for (4.1).

For $\hat{x} \in \tilde{\pi}_K(D(0,n/2))$, we begin, by the last exit decomposition and (2.23), with

$$\mathbb{P}^{\hat{x}}(T_{\tilde{\pi}_K(\partial D(0,n)s)} > T_{\tilde{\pi}_K(D(0,n+s)c)}) = \sum_{\hat{w} \in \tilde{\pi}_K(D(0,n+s)c)} \sum_{\hat{y} \in \tilde{\pi}_K(D(0,n))} \hat{G}_{\tilde{\pi}_K(D(0,n))}(\hat{x}, \hat{y}) \hat{p}_1(\hat{y}, \hat{w})$$

$$= \sum_{|\hat{y}| \leq 3n/4} \hat{G}_{\tilde{\pi}_K(D(0,n))}(\hat{x}, \hat{y}) \sum_{|\hat{w}| \geq n+s} (p_1(y, w) + O(K^{-M}))$$

$$+ \sum_{3n/4 < |\hat{y}| < n} \hat{G}_{\tilde{\pi}_K(D(0,n))}(\hat{x}, \hat{y}) \sum_{|\hat{w}| \geq n+s} (p_1(y, w) + O(K^{-M})).$$

By (2.18), (2.29), and the facts that $|\hat{y} - \hat{w}| > n/4$ and $K > n$, the first sum has the bound

$$c \sum_{|\hat{y}| \leq 3n/4} \hat{G}_{\tilde{\pi}_K(D(0,n))}(\hat{x}, \hat{y}) n^{-M} \leq cn^{-M+2}.$$
By (2.60) and switching to a polar integral, the second sum is bounded by
\[ c \sum_{3n/4 < |\hat{y}| < n} \frac{n - |\hat{y}|}{n} (n + s - |\hat{y}|)^{-M} \leq c \sum_{3n/4 < |\hat{y}| < n} \frac{n - |\hat{y}|}{n} (n + s - |\hat{y}|)^M \leq c \int_{3n/4}^{n} (n + s - u)^{-M+1} du \leq c \int_{0}^{n/4} (s + v)^{-M+1} dv \leq cs^{-M+2}. \]

Note that for \( \hat{x} \in \hat{\pi}_K(D(0,n)), \) by (2.3),
\[ \{ T_{\hat{\pi}_K(\partial D(0,n))} > T_{\hat{\pi}_K(D(0,n))} \} = \{ T_{\hat{\pi}_K(\partial D(0,n))} = T_{\hat{\pi}_K(D(0,n))} \}. \]
Hence, provided \( \hat{x} \in \hat{\pi}_K(D(0,n/2)) \), and \( s \leq n \), (4.2) is a bound for \( \psi_{\hat{x}} \) from [3] (7).
Also, (2.51) and (4.2) gives us the chance of escaping a disc, into its \( s \)-annulus, before visiting its center:
\[ P^{\hat{x}}(T_0 > T_{\hat{\pi}_K(D(0,n))}) = 1 - \frac{\log(n/|\hat{x}|) + O(|\hat{x}|^{-1/4})}{\log n} (1 + O(\log n^{-1}) + O(s^{-M+2})). \]

By (4.2) and [3] (9)-(10), for \( \hat{x} \in \hat{\pi}_K(D(0,n/2)) \) and \( \hat{y} \in \hat{\pi}_K(D(0,n+s)) \),
\[ \rho_{\hat{x}} = P^{\hat{x}}(T_{\hat{\pi}_K(D(0,n+s))}) < T_{\hat{\pi}_K(\partial D(0,n))} \leq c(s^{-M+2} \vee n^{-M+2}); \]
\[ \phi_{\hat{y}} = P^{\hat{y}}(T_{\hat{\pi}_K(D(0,n))}) < T_{\hat{\pi}_K(\partial D(0,n))} \leq c(s^{-M+2} \vee n^{-M+2}). \]

Next, we find a bound for \( \sigma_{\hat{x}} \) from [3] (8).

**Lemma 4.2.** For \( n \) sufficiently large,
\[ \sigma = \sup_{\hat{x} \in \hat{\pi}_K(D(0,n+s))} P^{\hat{x}}(T_{\hat{\pi}_K(D(0,n))}) \leq cn^2 \log(n)^2 (s^{-M} + n^{-M}). \]
Proof: Apply (3.18) to the last exit decomposition to get
\[
\sup_{\hat{x} \in \pi_{K}(D(0, n+s))} P^x(T_{\hat{\pi}_{K}(D(0, n+s))}) < T_{\hat{\pi}_{K}(\partial D(0, n), s)}(\hat{x}) \leq c \log(n) \sum_{n+s \leq |\hat{y}| < 2n} (|\hat{y}| - n)^{-M} + c \sum_{2n \leq |\hat{y}|} \log(|\hat{y}|)^2 (|\hat{y}| - n)^{-M} \leq cn^2 \log(n)^2 s^{-M} + c \log(n)^2 n^{-M+2}. \tag{4.7}
\]

In particular, if \( s = O(n) \), since \( M = 4 + 2\beta \), (4.6) is bounded above by \( cn^{-2} \), and if \( s = O(\sqrt{n}) \), (4.6) is bounded above by \( cn^{-\beta} \).

Combining (2.54) and (4.2), we find the probability that, starting far from a small disc \( \hat{\pi}_{K}(D(0, r)) \), the walk escapes a larger disc \( \hat{\pi}_{K}(D(0, R)) \) before entering \( \hat{\pi}_{K}(D(0, r)) \). If \( r < R \) and \( \hat{x} \in \pi_{K}(D(0, R/2)) \), we have
\[
P^x(T_{\hat{\pi}_{K}(D(0, R/2))} < T_{\hat{\pi}_{K}(D(0, r))}; T_{\hat{\pi}_{K}(D(0, R/2))} = T_{\hat{\pi}_{K}(\partial D(0, R), s)}) = \frac{\log(\|\hat{x}\|/r) + O(r^{-1/4})}{\log(R/r)} + O(s^{-M+2}). \tag{4.8}
\]

To enter a disc, we first quote the planar result [2 Lemma 2.4]: if \( s < r < R \) sufficiently large with \( R \leq r^{\delta} \) we can find \( c < \infty \) and \( \delta > 0 \) such that for any \( r < |x| < R \),
\[
P^x(T_{D(0, r)} < T_{D(0, r')}; T_{D(0, r)} = T_{D(0, r-s)}) \leq cr^{-\delta} + cs^{-M+2}. \tag{4.9}
\]

We see the same result on \( \mathbb{Z}^2_{K} \), with an extra toral term (which is absorbed).

Lemma 4.3. For the conditions listed above,
\[
P^\hat{x}(T_{\hat{\pi}_{K}(D(0, r))} < T_{\hat{\pi}_{K}(D(0, r))}; T_{\hat{\pi}_{K}(D(0, r))} = T_{\hat{\pi}_{K}(D(0, r-s))}) \leq cr^{-\delta} + cs^{-M+2}. \tag{4.10}
\]

Proof: Wlog we assume \( \hat{x} \in \pi_{K}(D(0, R) \setminus D(0, r)) \). Let
\[
\hat{A} := \{ T_{\hat{\pi}_{K}(D(0, r))} < T_{\hat{\pi}_{K}(D(0, r))}; T_{\hat{\pi}_{K}(D(0, r))} = T_{\hat{\pi}_{K}(D(0, r-s))} \}.
\]

Decompose \( \hat{A} \) along the event \( \{ T_{\hat{\pi}_{K}(D(0, r))} = T_{D(0, r')} \} \): by (2.3) and Figure 2
\[
P^\hat{x}(\hat{A}) = P^\hat{x}(\hat{A}; T_{\hat{\pi}_{K}(D(0, r))} = T_{D(0, r')}) + P^\hat{x}(\hat{A}; T_{\hat{\pi}_{K}(D(0, r))} > T_{D(0, r')}). \tag{4.11}
\]

The first probability in (4.11) accounts for all walks that have no large jumps before the
Thus, (4.9) bounds the first probability. The second probability is bounded by (2.24), which, as $cK^{-M}n^2$, is absorbed by $cs^{-M+2}$ since $s \leq R < K$.  

We use (4.10) along with (2.55) to get the toral gambler’s ruin-via-annulus estimate:

$$P_x(T_{\pi_K}(D(0,r))) < T_{\pi_K}(D(0,R)^c) \leq T_{\pi_K}(D(0,r)) = T_{\pi_K}(D(0,r-s))$$

$$= \log(R/|x|) + O(r^{-\delta}) = O(s^{-M+2}).$$

(4.12)

### 4.2 Green’s functions

We start calculating bounds for the external Green’s function with $\hat{x} \in \pi_K(D(0,n/2))$, $\hat{y} \in \pi_K(D(0,n))$: by [3, (11)], (2.59), and (4.4),

$$\hat{G}_{\pi_K}((\partial D(0,n),n)_{\pi_K}) \leq \hat{G}_{\pi_K}(D(0,n)) \leq \frac{\rho_{\hat{x}}}{1 - \rho_{\hat{y}}} \hat{G}_{\pi_K}(D(0,n)) \leq 2\pi |x|^n + C(\hat{p}_1) + O(|x|^{-1/4}).$$

(4.14)

By [3, (12)], (3.18), and (4.5), for $\hat{x}, \hat{y} \in \pi_K(D(0,n+s)_{\pi_K})$,

$$\hat{G}_{\pi_K}((\partial D(0,n+s))_{\pi_K}) \leq \hat{G}_{\pi_K}(D(0,n+s)) \leq \frac{\phi_{\hat{x}}}{1 - \phi_{\hat{y}}} \hat{G}_{\pi_K}(D(0,n+s)_{\pi_K}) \leq c(\log(|x| \wedge |y|))^2.$$  

(4.15)

Finally, for $\hat{x} \in \pi_K(D(0,n/2))$ and $\hat{y} \in \pi_K(D(0,n+s)_{\pi_K})$, By [3, (13)],

$$\hat{G}_{\pi_K}((\partial D(0,n),n)_{\pi_K}) \leq \frac{\sigma_{\hat{x}}}{1 - \rho_{\hat{y}}} \hat{G}_{\pi_K}(D(0,n)) \leq \frac{\psi_{\hat{x}}}{1 - \phi_{\hat{y}}} \hat{G}_{\pi_K}(D(0,n+s)_{\pi_K}) \leq c \min \left\{ n^2 (\log n)^3 (s^{-M} + n^{-M}), (\log(|y|))^2 (s^{-M+2} + n^{-M+2}) \right\}.$$  

(4.16)

In particular, if $s = O(n)$, then in this case $\hat{G}_{\pi_K}((\partial D(0,n),n)_{\pi_K}) \leq cn^{-2}$, and if $s = O(\sqrt{n})$, the bound is $cn^{-\beta}$.
4.3 Hitting times

By (3.2) and (3.19), for $y \in D(0, n + s) \subset \mathbb{Z}^2$, the external planar annulus hitting time $E^y(T_{\partial D(0,n)\setminus C}) = \infty$. Since, starting from inside the disc $x \in D(0,n)$, there is positive probability of hopping over an $s$-width annulus, then by the strong Markov property on $T_{D(0,n+s)}$, the internal planar annulus hitting time $E^x(T_{\partial D(0,n)\setminus C}) = \infty$ as well. This is not the case for the toral analogues of these times.

Torally, our walk can make small or targeted jumps before the disc escape time. To bound not the case for the toral analogues of these times.

By (2.29), (3.20), and [3, (21)]. These yield, for some $c, c' < \infty$,

$$f_{\pi_K}(D(0,n)) = \sup_{\hat{x} \in \pi_K(D(0,n))} E^{\hat{x}}(T_{\pi_K(D(0,n)\setminus K)}) \leq cn^2; \quad (4.17)$$

$$f_{\pi_K}(D(0,n+s)_{\pi_K}) = \sup_{\hat{y} \in \pi_K(D(0,n+s)\setminus K)} E^{\hat{y}}(T_{\pi_K(D(0,n+s)\setminus K)}) \leq c'(K \log K)^2. \quad (4.18)$$

By [3] (22)-(23), (4.17), (4.18), (4.2), and (4.6), the expected annulus hitting time is bounded above: if $x \in \pi_K(D(0,n/2))$ and $y \in \pi_K(D(0,n+s)\setminus K)$,

$$E^{\hat{x}}(T_{\pi_K(\partial D(0,n)\setminus K)}) \leq E^{\hat{x}}(T_{\pi_K(D(0,n)\setminus K)}) + \psi x \left[ \frac{f_{\pi_K}(D(0,n+s)\setminus K) + \sigma f_{\pi_K}(D(0,n))}{1 - \psi \sigma} \right]$$

$$\leq E^{\hat{x}}(T_{\pi_K(D(0,n)\setminus K)}) + c \left( s^{-M+2} \vee n^{-M+2} \right) (K \log K)^2; \quad (4.19)$$

$$E^{\hat{y}}(T_{\pi_K(\partial D(0,n)\setminus K)}) \leq E^{\hat{y}}(T_{\pi_K(D(0,n+s)\setminus K)}) + \sigma \hat{y} \left[ \frac{f_{\pi_K}(D(0,n)) + \psi f_{\pi_K}(D(0,n+s)\setminus K)}{1 - \psi \sigma} \right]$$

$$\leq c(K \log K)^2. \quad (4.20)$$

In particular, if $s, n = O(K)$, then for $K$ sufficiently large, note that by (2.29),

$$E^{\hat{x}}(T_{\pi_K(D(0,n)\setminus K)}) = \frac{K^2 - |\hat{x}|^2}{2 \gamma^2} + O(K),$$

which, with $M = 4 + 2\beta$, reduces (4.19) to

$$E^{\hat{x}}(T_{\pi_K(\partial D(0,n)\setminus K)}) = \left( 1 + O(K^{-2-\beta}) \right) E^{\hat{x}}(T_{\pi_K(D(0,n)\setminus K)}). \quad (4.21)$$
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