Infection process near criticality: Influence of the initial condition

P. L. Krapivsky

1Department of Physics, Boston University, Boston, Massachusetts 02215, USA

We investigate how the initial number of infected individuals affects the behavior of the critical susceptible-infected-recovered process. We analyze the outbreak size distribution, duration of the outbreaks, and the role of fluctuations.

I. INTRODUCTION

Epidemics greatly affect Homo sapiens [1–3] and other animals. Epidemic modeling goes back to Bernoulli who modeled the spread of smallpox [4, 5]. The methods and concepts developed in this field have been applied to modeling recent human epidemics like HIV, H1N1 Swine Flu, Zika Virus, and COVID-19, and also to modeling non-biological processes like the spread of rumors or cultural fads, diffusion of innovations, computer viruses, etc. (see [6–9] and references therein).

Epidemics often operate close to the critical regime. Subcritical epidemics are the most numerous, but they quickly die out. Supercritical epidemics can kill a finite fraction of the population thereby destroying the environment that the virus needs to thrive and multiply. Epidemics close to the critical regime are optimal in a view of never-ending competition between the hosts and the viruses. Non-biological factors play an increasingly important role in the spread of epidemics in human society. On one side, modern human society is much more interconnected than ever — this facilitates the spread of infections and leaves no hope for their total eradication. On the other side, advances in technology and wealth help to devise and employ the containment measures that suppress supercritical epidemics.

Mathematical models of epidemics are over-simplified. In physics, for instance, we know that electrons are identical. In contrast, organisms are different, even twins are different. This heterogeneity is rarely taken into account, and it is far from clear how to model it in a reasonable way. In physics, we usually rely on binary and symmetric interactions. Both these features are questionable in the realm of epidemics. Other realistic features are also mostly ignored. However, the populations where the epidemics spread are usually very large and the lore from statistical physics tells us that in large systems qualitative behaviors can be predicted even if one greatly simplifies the model. This is especially true in critical regimes.

The very concept of the critical regime comes from epidemic modeling. This concept clearly emerges from the well-known susceptible-infected-recovered (SIR) process [10–14], a toy model that mimics the spread of infection. According to the rules of the SIR process, infected individuals recover (become immune or die) with equal rates and every infected individual transmits a disease to every susceptible individual with the rate $R_0/N$, where $N$ is the population size. Thus on average, each infected individual spreads the infection to $R_0$ individuals before recovery. Therefore the behavior of the SIR process greatly depends on whether the reproduction number $R_0$ is smaller or larger than the recovery rate which we set to unity. When $R_0 < 1$, i.e., for subcritical SIR processes, outbreaks quickly end, namely just a few individuals catch the disease. For supercritical SIR processes ($R_0 > 1$), the outbreak may affect only a few individuals, e.g., starting from a single infected individual the size of the outbreak is finite with probability $R_0^{-1}$. With complementary probability, $rN + O(\sqrt{N})$ individuals catch the disease before the outbreaks dies out; the fraction $r = r(R_0)$ is implicitly determined by

$$r + e^{-R_0 r} = 1$$

Huge outbreaks killing finite fractions of the population continue to devastate animal species. They also used to decimate human societies [1–3], e.g., the Black Death killed about 50% of the European population [3]. Preventive and containment measures such as quarantine, improved hygiene, etc. suppress supercritical infectious diseases and often drive them to a critical situation. This critical state is effectively self-organized. Indeed, suppressing the disease to the subcritical regime may be possible but costly and psychologically difficult to maintain when the number of newly infected starts to decrease exponentially. Therefore, if the outbreak is not quickly and completely eradicated, the containment measures are relaxed and the system may return to the supercritical stage, the disease gets again out of control, so the containment measures are tightened driving the system back to the subcritical state. It would be interesting to devise a self-organized process of the spread of infection with dynamics similar to the critical SIR process. In this paper, however, we merely consider the critical SIR process with many initially infected individuals.

The SIR processes are often treated using a deterministic framework [10–14]. This framework can be applied to the supercritical regime where it gives e.g. the simplest derivation of Eq. (1). Stochastic effects are unavoidable, however, for the critical and subcritical SIR processes (see [15–18]). When the population of susceptible is finite, finite-size corrections become important, particularly for the critical SIR process [19–25].

In this paper, we study the critical SIR process and hence we employ stochastic methods. We consider finite populations. The population size is assumed to be large, $N \gg 1$. We focus on the situation when the initial number of infected individuals is also large: $k \gg 1$. This may seem unrealistic as most epidemics start with a...
single infected individual. Our goal, however, is to understand the behavior of the SIR process that has begun at the supercritical regime, exhibited an exponential growth regime, and was subsequently suppressed (by preventive and containment measures) to the critical SIR. Ignoring the earlier regime yields the critical SIR process with a certain large number \( k \) of initially infected individuals.

The same critical SIR process with a large number of initially infected individuals has been recently studied, using large-scale simulations and scaling arguments, by Radicchi and Bianconi [26]. We rely on exact calculations and asymptotic analyses. Our analytical and asymptotic predictions qualitatively agree with simulation results [26]. Some quantitative discrepancies suggest trying slightly different scaling fits that are a little simpler than the fits used in [26]. The chief reason for subtle behaviors are algebraic tails; the average size and duration of outbreaks are especially sensitive to these tails.

The critical outcome of the epidemic is the outbreak size \( n \). The full description of this random quantity is provided by the probability \( A_n(k, N) \) that starting with \( k \) infected individuals in the population of size \( N \), exactly \( n \) individuals catch the infection before the epidemic stops. We examine this probability distribution. In particular, we study the behavior of the average and variance

\[
\mathbb{E}_k(N) = \langle n \rangle, \quad \forall_k(N) = \langle n^2 \rangle - \langle n \rangle^2 \tag{2}
\]

We argue that in the \( N \to \infty \) limit, these quantities depend on a single variable \( \kappa = k/N^{1/3} \). More precisely, they exhibit the following scaling behaviors

\[
\mathbb{E}_k(N) = N^{2/3} \mathcal{E}(\kappa), \quad \forall_k(N) = N^{4/3} \mathcal{V}(\kappa) \tag{3}
\]

We shall show that the scaled distributions have simple extremal behaviors

\[
\mathcal{E}(\kappa) = \begin{cases} 
C_1 \kappa & \text{when } \kappa \ll 1 \\
\sqrt{2\kappa} & \text{when } \kappa \gg 1
\end{cases} \tag{4a}
\]

and

\[
\mathcal{V}(\kappa) = \begin{cases} 
C_2 \kappa & \text{when } \kappa \ll 1 \\
\sqrt{2/\kappa} & \text{when } \kappa \gg 1
\end{cases} \tag{4b}
\]

Considerable insight into the behavior of finite systems can be gained from the analysis of the infinite-population limit. In this limit, the critical SIR process is equivalent to the critical branching process. This classical process is traditionally studied starting with a single infected individual. We allow an arbitrary number \( k \) of initially infected individuals and derive several exact results in the infinite-population limit.

The outline of this paper is as follows. In Sec. II, we consider the infinite-population limit, present exact results for the outbreak size distribution, and show that exact results approach a simple scaling form in the most interesting situation when \( k \gg 1 \). We then analyze the critical SIR process in a population with \( N \gg 1 \) individuals. We study the distribution of the size of an outbreak using scaling and heuristic arguments (Sec. III) and asymptotically exact analysis (Sec. IV). In particular, in these sections we derive (4a)–(4b). In Sec. V, we investigate the duration of outbreaks. Several technical calculations are relegated to the Appendices A–D.

\section{II. INFINITE-POPULATION LIMIT: OUTBREAK SIZE DISTRIBUTION}

In the infinite-population limit, the SIR process reduces to the branching process [27–31]. Branching processes involve duplication and death. Symbolically,

\[
\begin{array}{c}
P + P \\
\downarrow \\
P \quad \to \quad \emptyset
\end{array}
\]

For the critical branching process, the rates of duplication and death are equal.

Branching processes have numerous applications, e.g., they mimic cell division and death; for adult organisms, the critical branching process is appropriate as the number of cells remains (approximately) constant.

We begin with a classical setting when one individual was initially infected. Let \( A_n \) be the probability that exactly \( n \) individuals catch the infection before the epidemic is over. With probability \( \frac{1}{2} \), the initially infected individual joins the population of recovered before infecting anyone else, so \( A_1 = \frac{1}{2} \). Further, \( A_2 = \frac{1}{2} A_1^2 \) since at the first step a new individual must get infected, and then both must recover without spreading infection. Proceeding along these lines we arrive at the recurrence

\[
A_n = \frac{1}{2} \sum_{i+j=n} A_i A_j + \frac{1}{2} \delta_{n,1} \tag{5}
\]

reflecting that the first infection event creates two independent infection processes [28]. A solution to (5) is found by introducing the generating function

\[
A(z) = \sum_{n \geq 1} A_n z^n \tag{6}
\]

converting the recurrence (5) into a quadratic equation

\[
2A(z) = [A(z)]^2 + z \tag{7}
\]

whose solution reads

\[
A(z) = 1 - \sqrt{1 - z} \tag{8}
\]

Expanding \( A(z) \) in powers of \( z \) we find

\[
A_n = \frac{1}{\sqrt{4\pi}} \frac{\Gamma \left(n - \frac{1}{2}\right)}{\Gamma(n + 1)} \sim \frac{1}{\sqrt{4\pi}} n^{-3/2} \tag{9}
\]
In particular, the probabilities $A_n$ are given by

$$
A_n^{(k)} = \sum_{i_1 + \ldots + i_k = n} A_{i_1} \ldots A_{i_k} \quad (10)
$$

The generating function

$$
A^{(k)}(z) = \sum_{n \geq k} A_n^{(k)} z^n \quad (11)
$$
is therefore

$$
A^{(k)}(z) = [A(z)]^k = \left\{ 1 - \sqrt{1 - z} \right\}^k \quad (12)
$$

This generating function encapsulates all $A_n^{(k)}$.

Let us first look at the probabilities $A_n^{(k)}$ for small $k$. Needless to say, $A_n^{(k)} = 0$ when $n < k$. When $n \geq k$, one can express $A_n^{(k)}$ through the probabilities (9). Here are a few explicit formulas

$$
A_n^{(2)} = 2A_n
$$
$$
A_n^{(3)} = 4A_n - A_{n-1}
$$
$$
A_n^{(4)} = 8A_n - 4A_{n-1}
$$
$$
A_n^{(5)} = 16A_n - 12A_{n-1} + A_{n-2}
$$
$$
A_n^{(6)} = 32A_n - 32A_{n-1} + 6A_{n-2}
$$
$$
A_n^{(7)} = 64A_n - 80A_{n-1} + 24A_{n-2} - A_{n-3}
$$
$$
A_n^{(8)} = 128A_n - 192A_{n-1} + 80A_{n-2} - 8A_{n-3}
$$
$$
A_n^{(9)} = 256A_n - 448A_{n-1} + 240A_{n-2} - 40A_{n-3} + A_{n-4}
$$
suggesting the general representation of $A_n^{(k)}$ as a sum

$$
A_n^{(k)} = \sum_{p=0}^{\lfloor \frac{k-1}{2} \rfloor} (-1)^p \binom{k-1-p}{p} 2^{k-1-2p} A_{n-p} \quad (13)
$$

Here $\lfloor x \rfloor$ is the largest integer $\leq x$ and $\binom{n}{k}$ are binomial coefficients. Massaging the sum in Eq. (13) one obtains a neat final formula

$$
A_n^{(k)} = \frac{k}{2^{2n-k}} \frac{\Gamma(2n-k)}{\Gamma(n+1-k)\Gamma(n+1)} \quad (14)
$$

The derivation of Eq. (14) from (13) is outlined in Appendix A, where we also present a more straightforward derivation of Eq. (14) from the generating function (12).

Note that substituting (9) into the recurrence (10) one can directly compute

$$
k \geq 1 : \quad A_n^{(k)} = \frac{1}{2^k}
$$
$$
k \geq 2 : \quad A_{k+1}^{(k)} = \frac{k}{2k+2} \quad (15)
$$
$$
k \geq 3 : \quad A_{k+2}^{(k)} = \frac{k}{2k+3} + \frac{k(k-1)}{2k+5}
$$

These results are recovered from the general solution (14) thereby providing a consistency check. As another consistency check we note that (14) agrees with normalization

$$
\sum_{n \geq k} A_n^{(k)} = 1 \quad (16)
$$

The sequence $A_n^{(k)}$ has a single peak located at $n = k$ when $k \leq 4$, while for $k \geq 5$ the peak is at $n = \nu(k) > k$, see Fig. 1. The sequence $A_n^{(k)}$ grows from $A_k^{(k)} = 2^{-k}$ to the maximum

$$
b(k) := \max\{A_n^{(k)} \mid n \geq k\} \quad (17)
$$
at $n = \nu(k)$, then decays and eventually approaches

$$
A_n^{(k)} \sim \frac{k}{\sqrt{4\pi}} n^{-3/2} \quad (18)
$$

This asymptotic behavior is straightforwardly deduced from (14). Using the general solution (14) together with the Stirling formula one deduces the behaviors of $b(k)$ and $\nu(k)$ in the $k \to \infty$ limit:

$$
\nu(k) \simeq \frac{1}{6} k^2, \quad b(k) \simeq B k^{-2} \quad (19)
$$

with

$$
B = 3e^{-3/2} \sqrt{\frac{6}{\pi}} = 0.92508197882 \ldots \quad (20)
$$

FIG. 1: Top to bottom: $\sqrt{k} A_n^{(k)}$ versus $n/k$ for $k = 1, 16, 30$. The asymptotic behavior is $\left(4\pi\right)^{-1/2} (n/k)^{-3/2}$ in agreement with Eq. (18).
III. OUTBREAK SIZE DISTRIBUTION: SCALING ANALYSIS

Consider the critical SIR process with \( k \) initially infected individuals, but in a finite population. Denote by \( N \) the size of the population and by \( A_n(k; N) \) the probability that the size of the outbreak is \( n \). In the infinite-population limit, \( A_n(k; \infty) \equiv A_n^\infty(k) \) is given by (14); it approaches the scaling form (21)–(22) when \( k \gg 1 \).

The probability distribution \( A_n(N) \equiv A_n(1; N) \) for the critical SIR process starting with a single infected individual has been investigated in Refs. [20–25]. The probability distribution \( A_n(N) \) acquires a scaling form

\[
A_n(N) = A_n A(\nu) \quad (25)
\]

in the scaling limit

\[
n \to \infty, \; N \to \infty, \; \nu = \frac{n}{N^{2/3}} = \text{finite} \quad (26)
\]

This scaling was proposed in [21]. Simulations of very large systems with \( N \) comparable to the current human population [21, 25] are well fitted by the scaling form (25)–(26). Kessler and Shnerb [22] derived the scaling function \( A(\nu) \); similar scaling functions have been rigorously studied in Refs. [23, 24].

Recall that the moments \( \langle n^\alpha \rangle \) with \( \alpha \geq \frac{1}{2} \) diverge in the infinite-population limit. For finite populations, these moments are finite and the scaling (25)–(26) implies the following leading asymptotic behavior

\[
\langle n^\alpha \rangle \simeq \begin{cases} 
(9\pi)^{-1/2} \ln N & a = \frac{1}{2} \\
C_\alpha N^{2a-1} & a > \frac{1}{2}
\end{cases} \quad (27)
\]

with

\[
C_\alpha = \int_0^\infty d\nu \frac{\nu^a A(\nu)}{\sqrt{4\pi \nu^2}} \quad (28)
\]

Two important properties of the epidemics are the average and variance of the size of outbreaks. These quantities are defined by Eq. (2). When \( k = 1 \), the average and the variance scale with population size as

\[
E_1(N) \simeq C_1 N^{1/3}, \quad V_1(N) \simeq C_2 N \quad (29)
\]

Indeed, Eq. (27) shows that \( \langle n^2 \rangle \gg \langle n \rangle^2 \) when \( N \gg 1 \), so Eq. (29) follows from (27), and the amplitudes are given by (28). We have computed the amplitudes using the exact expression [22] for the scaling function to give

\[
C_1 = 1.4528 \ldots, \quad C_2 \approx 3.99 \quad (30)
\]

In the general case, the distribution \( A_n(k, N) \) depends on three variables. The interesting range is

\[
n \sim N^{2/3}, \; k \sim N^{1/3} \quad (31)
\]

The first scaling law follows from Eq. (26), the second is an outcome of Eqs. (22) and (26). In the scaling region
The behavior of the variance compatible with (36) is

\[ \mathcal{V}_k(N) \equiv C_2 k N \quad \text{when} \quad k \ll N^{1/3} \quad (36) \]

where \( \mathcal{V}(\kappa) \simeq C_2 \kappa \) when \( \kappa \to 0 \) as we stated in Eq. (4b). The asymptotically exact behavior in the complimentary \( \kappa \to \infty \) limit stated in Eq. (4b) is established in Sec. IV.

Simulation results [26] support an algebraic decay in the \( \kappa \to \infty \) limit: \( \mathcal{V} \sim \kappa^{-\gamma} \). The uncertainty [26] in the magnitude of the exponent is significant: \( \gamma = 0.75 \pm 0.15 \).

Our theoretical prediction for this exponent is \( \gamma = \frac{1}{3} \), and we have also derived the amplitude: \( \mathcal{V} \simeq \sqrt{2/\kappa} \) as stated in Eq. (4b).

IV. OUTBREAK SIZE DISTRIBUTION: EXACT TREATMENT

The critical SIR process admits an exact treatment. Denote by \( s, i \) and \( r \) the population sizes in the susceptible, infected and recovered individuals. The entire size of the population is \( N \), so

\[ s + i + r = N \quad (38) \]

Due to the constraint (38), the state of the process can be described by any pair of variables \( s, i, r \). We choose \( (i, x) \) with \( x = N - s \). For the critical SIR process, in the interesting regime \( s \) is close to \( N \), viz. \( N - s \ll N \), and hence \( x \) is a more convenient variable than \( s \). The constraint (38) shows that \( x = i + r \), so \( x \geq i \).

Infection and recovery events are symbolically

\[ (i, x) \to (i + 1, x - 1) \quad \text{rate} \quad i(N - x)/N \quad (39a) \]
\[ (i, x) \to (i - 1, x) \quad \text{rate} \quad i \quad (39b) \]

Denote by \( t(i, x) \) the number of transitions from the state \( (i, x) \) to termination. We are mostly interested in \( t(k, k) \), i.e., starting with \( k \) infected and no recovered. The process terminates at some state \( (0, n) \), where \( n \) is the size of the outbreak. The rules (39a) and (39b) show that the quantity \( i - 2x \) decreases by 1 in each transition. Thus starting at \( (i, x) = (k, k) \) gives \( i - 2x = -k - T \) after \( T \) transitions, and in particular

\[ n = \frac{k + t(k, k)}{2} \quad (40) \]

The rates of the processes (39a) and (39b) imply that they occur with probabilities

\[ p_+(x) = \frac{N - x}{2N - x}, \quad p_-(x) = \frac{N}{2N - x} \quad (41) \]

The stochastic transition time \( t(i, x) \) evolves according to the rules

\[ t(i, x) = \begin{cases} 1 + t(i + 1, x + 1) & \text{prob } p_+(x) \\ 1 + t(i - 1, x) & \text{prob } p_-(x) \end{cases} \quad (42) \]

A. Average number of transitions: Exact solution

Averaging (42) we find that \( T_1(i, x) = \langle t(i, x) \rangle \) satisfies

\[ T_1 = 1 + p_+ T_1(i + 1, x + 1) + p_- T_1(i - 1, x) \quad (43) \]
To avoid cluttering of formulae, we write $p_{\pm} \equiv p_{\pm}(x)$ and $T_1 \equiv T_1(i, x)$ when there is no confusion. The recurrence (43) should be solved subject to the boundary condition

$$T_1(0, x) = 0 \quad (44)$$

The boundary-value problem (43)–(44) admits an exact solution

$$T_1 = i + 2(N - x) - \sum_{j=1}^{N-x} \left( \frac{N}{N+j} \right)^{i+N-x-j} B_j^{(N-x)}(N) \quad (45)$$

with $B_j^{(N)}(N)$ determined recurrently from

$$B_j^{(p)}(N) = \frac{p}{p-j} B_j^{(p-1)}(N), \quad j = 1, \ldots, p - 1$$

$$B_j^{(p)}(N) = 2p \sum_{j=1}^{p-1} \left( \frac{N}{N+j} \right)^{p-j} B_j^{(p)}(N) \quad (46)$$

One can verify by direct substitution that Eq. (45) with amplitudes determined from the recurrent relations (46) satisfies (43)–(44). In Appendix C, we describe the rationale behind the ansatz (45).

Specializing Eq. (45) to $i = x = k$ we obtain

$$T_1(k, k) = 2N - k - \sum_{j=1}^{N-k} \left( \frac{N}{N+j} \right)^{N-j} B_j^{(N-k)}(N) \quad (47)$$

The average size of an outbreak, $E_k(N) = |k + T_1(k, k)|/2$ as it follows from Eq. (40), is therefore

$$E_k(N) = N - \frac{1}{2} \sum_{j=1}^{N-k} \left( \frac{N}{N+j} \right)^{N-j} B_j^{(N-k)}(N) \quad (48)$$

An exact formula (48) for the average size of the outbreak valid for arbitrary $k$ and $N$ was a pleasant outcome, yet we have not succeeded so far in extracting an asymptotic behavior of the sum in Eq. (48). There are two technical challenges: (i) the amplitudes determined by the recurrence relations (46), are unwieldy; (ii) the sum in Eq. (48) involves $N - k$ terms. One can find compact exact results when $N - k = O(1)$, see Appendix C. Since $k = O(N^{1/3})$ in the interesting range, the number of terms in the sum in Eq. (48) is close to $N \gg 1$.

One still hopes to extract the currently unknown scaled size distribution $E_k(N)$ from the exact solution (46)–(48), and perhaps even sub-leading corrections to the leading asymptotic behavior, Eq. (34). A numerical integration of (46)–(48) may prove advantageous to simulations since one does not need to perform the averaging. Here we merely demonstrate how to obtain explicit analytical results for sufficiently small $N$. Solving the recurrence in the top line Eq. (46) gives

$$B_j^{(p)} = \binom{p}{j} B_j, \quad B_j = B_j^{(j)} \quad (49)$$

and therefore the bottom in Eq. (46) turns into a system of linear equations

$$\sum_{j=1}^{p-1} \left( \frac{N}{N+j} \right)^{p-j} \binom{p}{j} B_j + B_p = 2p \quad (50)$$

The average size of an outbreak simplifies to

$$E_k = N - \frac{1}{2} \sum_{j=1}^{N-k} \left( \frac{N}{N+j} \right)^{N-j} \left( \frac{N-k}{j} \right) B_j \quad (51)$$

with $B_j = B_j(N)$ found by solving Eqs. (50).

Exact results for $E_1(N)$ and $E_2(N)$ are given in Table I for $N \leq 9$, and plotted in Fig. 3 for $N \leq 20$. Even for such small populations, the exact results are rather close to the asymptotic behavior (35).

| $N$ | $E_1(N)$ | $E_2(N)$ |
|-----|-----------|-----------|
| 2   | 4         | 2         |
| 3   | 63        | 39        |
| 4   | 654       | 3148      |
| 5   | 10396175  | 712625    |
| 6   | 111001359 | 810586429 |
| 7   | 1257096678310697 | 936616218688297 |
| 8   | 1465650656843891712 | 1124141862819284 |
| 9   | 16840291688546083475 | 13240076605941459375 |
| 10  | 1936059590690291493418051151 | 15237865284669833218051151 |

![FIG. 3: Bottom: The average size of an outbreak for epidemics starting with a single infected individual, $E_1(N)$. Top: The average size of an outbreak for epidemics starting with two infected individuals, $E_2(N)$.

B. Average number of transitions: Continuum treatment

An often potent line of attack on asymptotic behavior of solution to discrete problems relies on employing
and keeping only dominant terms we obtain etc. for the partial derivatives. Inserting (52) into (43) up to the second order

\[ T_1(i - 1, x) = T_1 - \partial_i T_1 + \frac{1}{2} \partial_i^2 T_1 \]
\[ T_1(i + 1, x + 1) = T_1 + \partial_i T_1 + \partial_x T_1 \]
\[ + \frac{1}{2} \partial_i^2 T_1 + \frac{1}{2} \partial_x^2 T_1 + \partial_i \partial_x T_1 \]  

Here we use shorthand notation \( \partial_i = \partial / \partial i, \partial_x = \partial / \partial x, \) etc. for the partial derivatives. Inserting (52) into (43) and keeping only dominant terms we obtain

\[ \partial_i^2 T_1 + \partial_x T_1 + 2 = \frac{x}{N} \partial_i T_1 \]  

(53)

Suppose that the scaling in the interesting range is

\[ i \sim N^\alpha, \quad x \sim N^\beta, \quad T_1 \sim N^\gamma \]  

(54)

Plugging (54) into (53) we find that the terms in are comparable only when \( \alpha = \frac{1}{3} \) and \( \beta = \gamma = \frac{2}{3} \). Thus we re-scale the variables

\[ i = N^{1/3} I, \quad x = N^{2/3} X \]  

(55)

and the average number of transitions

\[ T_1(i, x) = N^{2/3} \mathcal{J}(I, X) \]  

(56)

One can verify that terms not included in (53) are sub-dominant. For instance, computing the second derivatives gives \( \partial_i \partial_x T_1 = O(N^{-1/3}) \) and \( \partial_x^2 T_1 = O(N^{-2/3}) \), so these derivatives can indeed be dropped.

The transformation (55)–(56) turns (53) into a partial differential equation (PDE)

\[ \frac{\partial^2 \mathcal{J}}{\partial I^2} + \frac{\partial \mathcal{J}}{\partial X} + 2 = \frac{X}{2} \frac{\partial \mathcal{J}}{\partial I} \]  

(57)

for the re-scaled transition time \( \mathcal{J}(I, X) \).

We must solve Eq. (57) in the quadrant \( I \geq 0 \) and \( X \geq 0 \). The boundary condition, Eq. (44), yields

\[ \mathcal{J}(0, X) = 0 \]  

(58)

Solving the boundary-value problem (57)–(58) is an intriguing challenge that we leave for the future. Here we limit ourselves by a simpler problem of computing the asymptotic behavior of \( T_1(k, k) \) when \( k \gg N^{1/3} \).

In the realm of the framework (55)–(58), we should learn how to extract the large \( I \) behavior of \( \mathcal{J}(I, X) \). This can be done by noting that when \( I \gg 1 \), the diffusion term can be dropped from Eq. (57). Thus we arrive at the first order PDE

\[ \frac{\partial \mathcal{J}}{\partial I} - \frac{1}{X} \frac{\partial \mathcal{J}}{\partial X} = \frac{2}{X} \]  

(59)

Introducing new variables

\[ u = I + \frac{1}{2} X^2, \quad v = I - \frac{1}{2} X^2 \]  

(60)

we recast (59) into

\[ \frac{\partial \mathcal{J}}{\partial v} = \frac{1}{\sqrt{u - v}} \]  

(61)

The solution is

\[ \mathcal{J} = -2\sqrt{u - v} + f(u) \]

with an arbitrary function \( f(u) \). The boundary condition (58) gives \( \mathcal{J} = 0 \) when \( v = -u \). This fixes \( f(u) = 2\sqrt{2u} \). Combining \( \mathcal{J} = 2\sqrt{2u} - 2\sqrt{u - v} \) and (60) we obtain

\[ \mathcal{J}(I, X) = 2\sqrt{2I + X^2 - 2X} \]  

(62)

We want to determine \( T_1(k, k) = N^{2/3} \mathcal{J}(\kappa, N^{-1/3} \kappa) \).

Thus \( I = \kappa \gg 1 \) and \( X = 0 \) as we always consider large populations, \( N \gg 1 \). More precisely, setting \( X = 0 \) amounts for a tacit assumption \( \kappa \ll N^{1/3} \). Summarizing, our asymptotic results are valid in the range

\[ N^{1/3} \ll k \ll N^{2/3} \]  

(63)

The upper and lower bounds are well separated when \( N^{1/3} \gg 1 \). This is satisfied for large populations, yet the convergence may be slow as the effective small parameter is \( N^{-1/3} \).

Thus \( T_1(k, k) = N^{2/3} \mathcal{J}(\kappa, 0) \) when the bounds (63) are obeyed. Using Eq. (62) we get \( T_1(k, k) = \sqrt{2kN} \) which we insert into Eq. (N) \( \mathcal{J} = \left[ k + T_1(k, k) \right] / 2 \) obtained after averaging Eq. (40). Keeping only the leading term gives \( \text{E}_k(N) = \sqrt{2kN} \). This completes the derivation of the large \( k \) behavior announced in Eq. (4a).

C. Variance

To derive the governing equations for the variance we first take the square of Eq. (42). Performing averaging we find that \( T_2(i, x) = (T^2(i, x)) \) satisfies

\[ T_2 = 1 + p_+ T_2(i, x + 1) + p_- T_2(i - 1, x) + 2p_+ T_1(i + 1, x + 1) + 2p_- T_1(i - 1, x) \]  

(64)

Again we shortly write \( p_\pm \equiv p_\pm(x) \) and \( T_2 \equiv T_2(i, x) \).

We now subtract the square of Eq. (43) from Eq. (64) and find that the variance

\[ V(i, x) = (T^2(i, x)) - (T(i, x))^2 \]  

(65)

satisfies

\[ V(i, x) = p_+ V(i + 1, x + 1) + p_- V(i - 1, x) + p_+ p_- \left[ T_1(i + 1, x + 1) - T_1(i - 1, x) \right]^2 \]  

(66)

We do not attempt to solve (66) and switch to the continuum treatment. Similar to (52) we expand the variance

\[ V(i - 1, x) = V - \partial_i V + \frac{1}{2} \partial_i^2 V \]
\[ V(i + 1, x + 1) = V + \partial_i V + \partial_x V \]
\[ + \frac{1}{2} \partial_i^2 V + \frac{1}{2} \partial_x^2 V + \partial_i \partial_x V \]  

(67)
Plugging the expansions (52) and (67) into (66) and keeping only dominant terms we obtain
\[ \partial_t^2 V + \partial_x V - \frac{x}{N} \partial_t V + 2(\partial T_1)^2 = 0 \] (68)
We use the same rescaled variables (55) as before, and seek the variance in the scaling form
\[ V(i, x) = N^{4/3} V(I, X) \] (69)
The transformation (55) and (69) turns (68) into
\[ \frac{\partial^2 V}{\partial I^2} + 2 \left( \frac{\partial V}{\partial I} \right)^2 = \frac{X}{2I} \frac{\partial V}{\partial X} - \frac{\partial V}{\partial X} \] (70)
When \( I \gg 1 \), we can drop again the diffusion term from (70). We also use the asymptotic expression (62) for \( \mathcal{T}(I, X) \) and arrive at the first order PDE
\[ X \frac{\partial V}{\partial I} - \frac{\partial V}{\partial X} = \frac{8}{2I + X^2} \] (71)
Using the variables (60) we recast (71) into
\[ \frac{\partial V}{\partial v} = \frac{2}{u \sqrt{u - v}} \] (72)
which is integrated to give \( V = 4u^{-1} \left[ \sqrt{2u} - \sqrt{u - v} \right] \), or
\[ V(I, X) = 8 \frac{2 \sqrt{I + X^2} - X}{2I + X^2} \] (73)
Setting \( I = \kappa \) and \( X = 0 \) in Eq. (73) gives the large \( \kappa \) behavior: \( V(\kappa, 0) = 4 \sqrt{2/\kappa} \). Using Eq. (40) we find \( V_k(N) = N^{4/3} \frac{2}{3} V(\kappa, 0) \), viz. the large \( \kappa \) behavior announced in Eq. (4b).

V. DURATION OF OUTBREAKS

Some basic features of the duration of the outbreaks in the critical SIR process in a finite system can be extracted from the temporal behaviors in the infinite-population limit. We first recall these infinite-population results in the simplest case with one initially infected individual [16, 25]. The probability \( P_i(t) \) to have \( i \) infected individuals at time \( t \) satisfies
\[ \dot{P}_i = (i - 1)P_{i-1} - 2tP_i + (i + 1)P_{i+1}, \quad i \geq 1 \] (74a)
\[ \dot{P}_0 = P_1 \] (74b)
where dot denotes the derivative with respect to time.
A solution of an infinite set of equations (74a)–(74b) subject to the initial condition \( P_i(0) = \delta_{i,1} \), reads
\[ P_i(t) = (1 + t)^{-2} \tau^{i-1}, \quad i \geq 1 \] (75a)
\[ P_0(t) = \tau \equiv \frac{t}{1 + t} \] (75b)
This solution can be verified by a direct substitution, or derived using e.g. generating function techniques [see Appendix D for details]. The probability that the outbreak is still alive at time \( t \), is
\[ P(t) = \sum_{i \geq 1} P_i(t) = 1 - P_0(t) = \frac{1}{1 + t} \] (76)
The average number of infected individuals in outbreaks which are still alive at time \( t \) is therefore
\[ \langle i \rangle = \frac{\sum_i t P_i(t)}{\sum_i P_i(t)} = 1 + t \] (77)
A general solution of Eqs. (74a)–(74b) describing an infinite-population limit subject to an arbitrary number of initially infected individuals is somewhat cumbersome, it is presented in Appendix D.
In a finite population, the infection process eventually comes to an end. To estimate heuristically this final time \( t_f \) one uses (77) to express [21] the final size of the outbreak through the final time: \( n_f \sim \int_0^{t_f} dt \langle i \rangle \sim t_f^{3/2} \).
The maximal outbreak size scales as \( n_* \sim N^{2/3} \) (see e.g. [21, 22, 25]) and hence the maximal duration is
\[ t_* \sim n_*^{1/2} \sim N^{1/3} \] (78)
The average duration of the outbreak is formally
\[ E[t] = \int_0^\infty dt \left( -\frac{d}{dt} P(t) \right) = \int_0^\infty dt t P_0(t) \] (79)
Recalling that \( P_0(t) = (1 + t)^{-2} \) in the infinite-population limit (equivalently, for the critical branching process), we notice that the integral in (79) diverges. We should use, however, the finite upper limit given by (78). This leads to an estimate
\[ E[t] \sim \int_0^{\sqrt{N}} dt \frac{t}{(1 + t)^2} \approx \frac{1}{3} \ln N \] (80)
where the subscript reminds that the process begins with a single infected individual. The logarithmic growth of the average duration time was predicted by Ridler-Rowe many years ago [19], albeit with incorrect amplitude; the correct amplitude 1/3 is easy to appreciate [33], it was argued and numerically supported in [21, 25]. The above argument also suggests the more precise asymptotic
\[ E[t] \approx \frac{1}{3} \ln N + c_1 + o(1/N) \] (81)
Since the logarithm is a slowly growing function, the sub-leading constant term \( c_1 \) significantly contributes to the average duration. The computation of the sub-leading term requires much more comprehensive analysis than what we have used so far.
If the number of initially infected individuals is sufficiently small, \( k \ll N^{1/3} \), one can generalize the prediction (80) for the average duration of an outbreak without using a complete solution of the infinite-population
limit (Appendix D), it suffices to rely on the independence of infection processes generated by each initially infected individual. The probability that the infection is over at time $t$ is $P_0^k$, with $P_0$ given by (75b). Thus $-dP_0^k/dt = kP_0^{k-1}/(1 + t)^2$ is the probability density that the infection is eradicated at time $t$, from which

$$\mathbb{E}_k[t] \sim \int_0^{\sqrt{\frac{N}{k}} dt \frac{k^k}{(1 + t)^{k+1}} \approx \frac{k}{3} \ln N \quad (82)$$

implying that the average duration of the outbreak exhibits a simple logarithmic scaling with amplitude proportional to the initial number of infected individuals.

Equation (82) suggests a plausible scaling form

$$\mathbb{E}_k[t] = \frac{N^{1/3} \ln N}{3} \Theta(\kappa) \quad (83)$$

with $\Theta(\kappa) \sim \kappa$ when $\kappa \to 0$ to match the asymptotic (82). The scaled size of initially infected individuals is again $\kappa = k/N^{1/3}$. The $N$-dependent pre-factor, however, contains an additional logarithmic factor. The unexpected logarithmic factor was originally observed in simulations [26]. In Appendix B, we probe the large $\kappa$ using a deterministic approach. This analysis supports the scaling form (83). Overall, the extremal behaviors of the scaled average time are

$$\Theta(\kappa) = \begin{cases} \kappa & \text{when } \kappa \ll 1 \\ \sqrt{2/\kappa} & \text{when } \kappa \gg 1 \end{cases} \quad (84)$$

The variance can be probed similarly to the average, see (80). One establishes the scaling law

$$V_1[t] \sim \int_0^{\sqrt{\frac{N}{k}}} dt \frac{t^2}{(1 + t)^2} \sim N^{1/3} \quad (85)$$

but not an amplitude. Independence gives $V_1[t] \sim kN^{1/3}$ when $k \ll N^{1/3}$, and hence the hypothetical scaling form of the variance is

$$V_k[t] = N^{2/3} \Theta_2(\kappa) \quad (86)$$

with $\Theta_2(\kappa) \sim \kappa$ when $\kappa \to 0$. In contrast to the average, the scaled form for the variance does not contain a logarithmic factor.

Simulations [26] support the scaling law (86) and the linear small $\kappa$ behavior. Simulations also suggest [26] that the scaled distribution $\Theta_2(\kappa)$ is inversely proportional to $\kappa$ in the large $\kappa$ limit. Thus

$$\Theta_2(\kappa) \sim \begin{cases} \kappa & \kappa \to 0 \\ \kappa^{-1} & \kappa \to \infty \end{cases} \quad (87)$$

VI. CONCLUSIONS

We have studied the critical SIR process starting with a large number of initially infected individuals, $k \gg 1$. Particularly interesting behaviors emerge when $k$ scales as a cubic root of the population size, $k \sim N^{1/3}$. The critical SIR process exhibits large fluctuations, so we have relied on the stochastic formulation. We have treated the problem using a combination of exact calculations and asymptotic methods. We have focused on the size and duration of the outbreaks, more precisely on the average and variance of these quantities. The analysis of the size of outbreaks is rather detailed, Secs. III–IV.

Our analytical and asymptotic predictions qualitatively agree with simulation results [26]. Whenever there is a discrepancy between simulation results and theoretical predictions, it seems that data may be fitted using slightly different scaling forms, viz. simpler than the fits used in Ref. [26]. The chief reason for subtle behaviors are algebraic tails, the average size and duration of outbreaks are especially sensitive to these tails.

We have found an exact expression for the average size of outbreaks valid for arbitrary $N$ and $k$. Extracting the scaled size distribution $E(\kappa)$ and sub-leading corrections to the leading behavior (34) is left for future work. The derivation of the exact average size in Sec. IV can be probably generalized to establish the variance and cumulants (perhaps even the cumulant generating function). Continuum methods allow, in principle, to determine the scaling functions, one should be able to solve linear PDEs with non-constant coefficients.
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The same leading behavior (80) is obtained if one would use the upper bound $C \sqrt{N}$ with arbitrary $C$; due to the logarithmic divergence of the integral, only the scaling of the upper bound with $N$ is required for extracting the leading behavior.

Appendix A: Derivation of Eq. (14)

Plugging (9) into the sum in Eq. (13), one reduces the sum to a hypergeometric series [32]. Using identities involving hypergeometric series [32], as well as identities involving the gamma function (particularly, the duplication formula), one computes the sum in (13) and arrives at the announced expression (14) for $A^{(k)}_n$. This derivation relies on identities for the hypergeometric series that are little known. The intermediate result, Eq. (13), also requires a rather technical derivation.

We now present an alternative derivation of Eq. (14) directly from the generating function (12). Employing the Cauchy theorem, reduces the problem to computing the integral

$$A^{(k)}_n = \oint_{C_0} \frac{dz}{2\pi i} \left\{1 - \sqrt{1-z}\right\}^k z^{n+1}$$  \hspace{1cm} (A1)

over a small simple counter-clockwise contour $C_0$ around the origin in the complex $z$ plane. To simplify the computation of the integral, let us try to change the variable $z$ so that the square root $\sqrt{1-z}$ would become a linear function of a novel complex variable. The change of variable, $1-z = (2v-1)^2$, achieves this goal and reduces the integral in (A1) to

$$A^{(k)}_n = \oint_{C_1} \frac{dv}{2\pi i} \left\{(1-v)^{-(n+1-k)} \left[ \frac{1}{\Gamma(n+1) - \frac{2}{v^{n+1}} \right] \right\}$$  \hspace{1cm} (A2)

over the appropriate contour $C_1$. The integral in (A2) is found without a calculation, it suffices to use the residue theorem and the binomial theorem [32]

$$(1-v)^{-m} = \sum_{\ell \geq 0} \frac{\Gamma(m+\ell)}{\Gamma(m)\Gamma(\ell+1)} v^{\ell}$$  \hspace{1cm} (A3)

The final outcome is Eq. (14).

The quantity $A^{(k)}_n$ admits an interesting interpretation in terms of records of a one-dimensional random walk discrete in time and with an arbitrary symmetric and continuous jump distribution [34]. Namely, $A^{(k)}_n$ is the probability that such a random walk has $k$ maxima in $n$ time steps, with the last position being the maximum. Formulas similar to (12) and (14) appear in the context of universal record statistics of random walks [34].

It would be interesting to extend the relation between the outbreak size distribution and the records of a one-dimensional discrete in time random walk to more complicated versions of the critical branching process, such as the critical branching process with triplication rather than duplication or the discrete time critical branching process.

Appendix B: Deterministic treatment

For the SIR process starting with a single infected individual, the deterministic framework is applicable only...
in the super-critical regime if the process enters the run-away regime. In this situation, the epidemic ends only after a finite fraction of the population [see Eq. (1)] catches the disease, and this fraction can be determined using the deterministic framework. If the initial number of infected individuals is very large, the deterministic framework always applies and one can describe the SIR process via the system of differential equations for the densities \( S(t) \) of susceptible, \( I(t) \) of infected, and \( R(t) \) of recovered individuals.

For the critical SIR process, \( R_0 = 1 \), the deterministic rate equations read

\[
\begin{align*}
\dot{S} &= -SI \quad \text{(B1a)} \\
\dot{I} &= -I + SI \quad \text{(B1b)} \\
\dot{R} &= I \quad \text{(B1c)}
\end{align*}
\]

Equations (B1a)-(B1c) are consistent with the conservation law \( S(t) + I(t) + R(t) = 1 \). The initial condition

\[
S(0) = 1 - \epsilon, \quad I(0) = \epsilon, \quad R(0) = 0 \quad \text{(B2)}
\]

Below we always assume that

\[
N^{-1} \ll \epsilon \ll 1 \quad \text{(B3)}
\]

In this range, the number of initially infected individuals, \( \epsilon N \), is large and the deterministic framework should be asymptotically correct. Setting \( \epsilon \ll 1 \) is not necessary, but this assumption implies that the initial fraction of infected individuals is small; this is natural since we assume that the containment measures making the process critical have started when still a microscopic fraction of the population caught the disease. Furthermore, assuming that \( \epsilon \ll 1 \) allows one to derive much more explicit (asymptotic) formulas than in the general case.

To solve (B1a)-(B1c) subject to (B2) it is convenient to treat \( S \) as a time variable. Dividing (B1b) by (B1a) and integrating gives

\[
I = 1 - S + \ln \frac{S}{1 - \epsilon} \quad \text{(B4)}
\]

Similarly dividing (B1c) by (B1a) and integrating yields

\[
R = -\ln \frac{S}{1 - \epsilon} \quad \text{(B5)}
\]

The outbreak ends when \( I = 0 \). Equation (B4) shows that the final fraction of susceptible is implicitly determined by

\[
1 - S_f = -\ln \frac{S_f}{1 - \epsilon} \quad \text{(B6)}
\]

from which

\[
R_f = 1 - S_f \simeq \sqrt{2\epsilon} \quad \text{(B7)}
\]

when \( \epsilon \ll 1 \). Since \( R_f = N^{-1}E_k(N) \) and \( \epsilon = k/N \), we can re-write (B7) as \( E_k(N) = \sqrt{2\epsilon}N \), leading to the asymptotic \( \Psi(\kappa) = \sqrt{2\kappa} \) when \( \kappa \gg 1 \).

The applicability of the deterministic framework for sufficiently large \( k \) is intuitively clear. We have determined the crossover \( k \sim N^{1/3} \) when the stochastic effects become important using the stochastic framework. It would be interesting to deduce the crossover in the realm of the deterministic framework.

The applicability of the deterministic framework on the final stage with a few remaining infected individuals is questionable. We know, however, that for the critical SIR process starting from a single infected individual, large outbreaks are of the order of \( N^{2/3} \). Thus when \( \kappa \gg 1 \), the outbreak size is \( N^{2/3}\sqrt{2\kappa} + O(N^{2/3}) \). The first term describes the deterministic stage, while the second term accounts for the stochastic final stage. The deterministic first term dominates when \( \kappa \gg 1 \). Therefore in this regime, one can use the deterministic framework.

To estimate the average duration time using the deterministic framework, we combine (B1a) and (B4) and obtain

\[
E[t] = \int_{S_t}^{S(0)} \frac{d\sigma}{\sigma [1 - \sigma + \ln \frac{\sigma}{\kappa}]} \quad \text{(B8)}
\]

Writing \( \sigma = 1 - \sqrt{2\epsilon} y \), expanding the denominator in Eq. (B8) in powers of \( \epsilon \ll 1 \), and recalling that \( 1 - S(0) = \epsilon \) and \( 1 - S_f \simeq \sqrt{2\epsilon} \), we obtain

\[
E_k[t] \simeq \int \sqrt{\frac{2}{\epsilon}} \int_0^1 \frac{dy}{1 + \frac{\kappa}{2} - y^2}
\]

\[
\simeq \frac{\ln(8/\epsilon)}{\sqrt{2\epsilon}} = N^{1/3} \frac{\ln(8N^{2/3}/\kappa)}{\sqrt{2\kappa}}
\]

\[
\simeq \frac{N^{1/3} \ln N}{3} \sqrt{\frac{2}{\kappa}} \quad \text{(B9)}
\]

(We have taken into account that \( \epsilon = k/N = \kappa/N^{2/3} \).) This asymptotic is consistent with the scaling form (83) and gives the announced large \( \kappa \) asymptotic in Eq. (84).

**Appendix C: Exact results**

In Sec. IV, we have used asymptotic methods to determine the leading behaviors. It is possible to derive exact results for the average outbreak size. Unfortunately, these results are expressed through the sum of a large number of variables with complicated individual terms. Here we explain how one could guess these results; the verification of the guess (45) is straightforward. We have made the guess (45) by establishing a few explicit exact results. These exact results describe a non-interesting region where the initial number of susceptible individuals is small, so their virtue is that they simplify the guesswork.

The average number of transitions \( T_i(i, x) \) from the state \((i, x)\) to termination satisfies the recurrence (43) and the boundary condition (44). We start by solving (43)-(44) in the simplest cases when \( N-x = 0(1) \). First,
we notice that

\[ T_1(i, N) = i \]  

(C1)

Indeed, only recovery events are possible if there are no susceptible. One can also formally derive (C1) by specializing (43) to \( x = N \). This gives \( T_1(i, N) = 1 + T_1(i - 1, N) \) which in conjunction with \( T_1(0, N) = 0 \) lead to (C1).

Similarly we specialize Eq. (43) to \( x = N - 1 \) and use Eq. (C1) to obtain

\[ T_1(i, N - 1) = 1 + \frac{N}{N + 1} T_1(i, N - 1) + \frac{i + 1}{N + 1} \]

Solving this recurrence subject to \( T(0, 1) = 0 \) one obtains

\[ T_1(i, N - 1) = i + 2 - 2 \left( \frac{N}{N + 1} \right)^i \]  

(C2)

Specializing (43) to \( x = N - 2 \) and using (C2) we arrive at the recurrence

\[ T_1(i, N - 2) = 1 + \frac{N}{N + 2} T_1(i - 1, N - 2) + \frac{i + 3 - 2 \left( \frac{N}{N + 1} \right)^{i+1}}{N + 2} \]

from which

\[ T_1(i, N - 2) = i + 4 - 4 \left( \frac{N}{N + 1} \right)^{i+1} - 4 \left( \frac{N}{N + 2} \right)^i \]  

(C3)

Similarly we compute

\[ T_1(i, N - 3) = i + 6 - 6 \left( \frac{N}{N + 1} \right)^{i+2} - \frac{12}{N + 1} \left( \frac{N}{N + 2} \right)^{i+1} - \frac{12 + 18N}{(N + 1)^2(N + 2)} \left( \frac{N}{N + 3} \right)^i \]  

(C4)

Looking at the above expressions for \( T_1(N - p, N - p) \) with \( p = 0, 1, 2, 3 \), one guesses the general formula

\[ T_1(N - p, N - p) = N + p - \sum_{j=1}^{p} \left( \frac{N}{N + j} \right)^{N-j} B_j^{(p)} \]  

(C5)

This is exactly (47) in different notation. More generally, Eqs. (C1)–(C4) suggest our chief ansatz, Eq. (45), which is then straightforwardly verified.

The amplitudes \( B_j^{(p)}(N) \) are rather simple for small \( p \), but quickly become cumbersome. Here are a few series of the amplitudes extracted from (46):

\[ B_1^{(p)} = 2p \]

\[ B_2^{(p)} = \frac{2p(p - 1)}{N + 1} \]

\[ B_3^{(p)} = \frac{p(p - 1)(p - 2)(2 + 3N)}{(N + 1)^2(N + 2)} \]

(C6)

Therefore when \( p = O(1) \) is fixed

\[ T_1(N - p, N - p) = N + p \left( 1 - \frac{2}{e} \right) - \frac{2p(p - 1)e^{-2}}{N + 1} \]

\[ - \frac{3p(p - 1)(p - 2)e^{-3}}{(N + 1)^2} + O(N^{-3}) \]

when \( N \gg 1 \). The asymptotic behavior of the average size of the outbreak is therefore

\[ E_{N-p}(N) = N - \frac{p}{e} - \frac{p(p - 1)}{e^2} N^{-1} + O(N^{-2}) \]  

(C7)

**Appendix D: The distribution \( P_i(t) \)**

We want to solve Eqs. (74a)–(74b) subject to the initial condition \( P_i(t = 0) = \delta_{i,k} \). Using the generating function

\[ g(z, t) = \sum_{i \geq 0} P_i(t) z^i \]  

(D1)

we reduce the infinite system (74a)–(74b) of ordinary differential equations to a partial differential equation

\[ \partial_t g = (1 - z)^2 \partial_z g \]  

(D2)

Introducing the auxiliary variable \( \zeta = (1 - z)^{-1} \) we recast (D2) into \( (\partial_t - \partial_\zeta) g = 0 \) which is solved to yield

\[ g(z, t) = G(t + \zeta) \]  

(D3)

The function \( G \) is fixed by the initial condition

\[ G(\zeta) = g_0(\zeta) \]  

(D4)

In terms of the original variable \( z \), the solution (D3)–(D4) becomes

\[ g(z, t) = g_0 \left( 1 - \frac{1 - z}{1 + t - tz} \right) \]  

(D5)
This solution is valid for an arbitrary initial condition. It is useful to rewrite this solution in terms of the reduced generating function

$$P(z,t) = \sum_{m \geq 1} P_m(t) z^m = g(z,t) - g(0,t)$$  \hspace{1cm} (D6)

accounting only for the active part. One gets

$$P(z,t) = g_0 \left( 1 - \frac{1 - z}{1 + t - tz} \right) - g_0(t)$$  \hspace{1cm} (D7)

In the classical case $P_i(0) = \delta_{i,1}$ we get $g_0(z) = z$, so (D7) reduces to

$$P(z,t) = 1 - \tau - \frac{1 - z}{1 + t - tz} = \frac{1}{(1 + t)^2} \frac{z}{1 - \tau z}$$  \hspace{1cm} (D8)

Expanding (D8) we recover (75a).

If $P_i(0) = \delta_{i,k}$, we get $g_0(z) = z^k$ and

$$P(z,t) = \left( 1 - \frac{1 - z}{1 + t - tz} \right)^k - \tau^k$$  \hspace{1cm} (D9)

There are no infected with probability

$$P_0 = g_0(\tau) = \tau^k, \quad \tau = \frac{t}{1 + t}$$  \hspace{1cm} (D10)

Generally the probabilities $P_i(t)$ are obtained by expanding (D9) in powers of $z$. Explicit formulas

$$(1 + t)^{k+1} P_1 = \begin{pmatrix} k+1 \end{pmatrix} t^{k-1}$$

$$(1 + t)^{k+2} P_2 = \begin{pmatrix} k+2 \end{pmatrix} t^k + \begin{pmatrix} k \end{pmatrix} t^{k-2}$$

$$(1 + t)^{k+3} P_3 = \begin{pmatrix} k+3 \end{pmatrix} t^{k+1} + 2 \begin{pmatrix} k \end{pmatrix} t^{k-1} + \begin{pmatrix} k \end{pmatrix} t^{k-3}$$

for $i = 1, 2, 3$ help one to notice the pattern and suggest the general expression

$$P_i = \sum_{a=1}^{i} \begin{pmatrix} k \end{pmatrix} \begin{pmatrix} i-1 \end{pmatrix} \frac{t^{k+i-2a}}{(1 + t)^{k+i}}$$  \hspace{1cm} (D11)

which can indeed be extracted by expanding (D9).