Degradation Status Recognition of Axial Piston Pumps under Variable Conditions Based on Improved Information Entropy and Gaussian Mixture Models
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Abstract: Axial piston pumps are crucial for the safe operation of hydraulic systems and usually work under variable operating conditions. However, deterioration status recognition for such pumps under variable conditions has rarely been reported until now. Therefore, it is valuable to develop effective methods suitable for processing variable conditions. Firstly, considering that information entropy has strong robustness to variable conditions and empirical mode decomposition (EMD) has the advantages of processing nonlinear and nonstationary signals, a new degradation feature parameter, named local instantaneous energy moment entropy, which combines information entropy theory and EMD, is proposed in this paper. To obtain more accurate degradation feature, a waveform matching extrema mirror extension EMD, which is used to suppress the end effects of EMD decomposition, was employed to decompose the original pump’s outlet pressure signals, taking the quasi-periodic characteristics of the signals into consideration. Subsequently, given that different failure modes of pumps have different degradation rates in practice, which makes it difficult to effectively recognize degradation status when using the modeling methods that need the normal and failure data, a Gaussian mixture model (GMM), which has no need for failure data when building a degradation identification model, was introduced to capture the new degradation status index (DSI) to quantitatively assess the degradation state of the pumps. Finally, the effectiveness of the proposed approach was validated using both simulations and experiments. It was demonstrated that the defined local instantaneous energy moment entropy is able to effectively characterize the degree of degradation of the pumps under variable operating conditions, and the DSI derived from the GMM is able to accurately identify different degradation states when compared with the previously published methods.
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1. Introduction

Hydraulic systems are some of the most important subsystems that are used in various industrial applications, such as aircraft, hoisting machinery, and roller mills [1]. Axial piston pumps are the core component of hydraulic systems and they supply pressurized oil to the hydraulic actuators. Once a pump fails, it will result in the function degradation of the hydraulic system and can even cause the unplanned breakdown of the machines they are part of [2,3]; hence, failure of the pumps should be diagnosed as early as possible. However, in the same way as most mechanical components, axial
piston pumps will experience different states of degradation: From a healthy state to its final failure state. This means that fault diagnosis would be more meaningful if the states of degradation could be reliably identified. In other words, developing an efficient degradation status identification method for axial piston pumps is vital if unexpected failure is to be prevented.

In recent decades, condition-based maintenance has become a vital technology that is used to improve the safety and reliability of pumps. Therefore, increasing attention has been paid to recognizing the degradation states of pumps, as this is the fundamental element of condition-based maintenance [4–6]. Although some methods have been successfully applied to identify the degradation states of pumps, most of the studies assumed that the pumps operated at a constant condition when carrying out identification of the degradation states; in real-world applications, this may not be the case due to different load spectra. So far, less study has been done on the research of degradation status recognition of the pump under variable operating conditions. Apart from this, most of the methods were based on vibration signal or return oil flow signal, but a large number of studies have shown that the pump’s discharge pressure possesses a rich variety of state information [7–10]. Hence, this paper concentrated on developing a method to recognize the deterioration status, based on the pump’s outlet pressure signal, which is suitable for variable operating conditions.

One of the main challenges of developing the method is how to extract the sensitive features that track the trend of the degradation status of a pump under variable operating conditions. Previous studies have indicated that dimensionless indices can be used to monitor the condition of the equipment under variable conditions as they are theoretically not affected by the operational status of the equipment [11,12]. Traditional dimensionless indices, such as the waveform index, the crest index, the kurtosis index, etc., are sensitive to identify the failure modes of a pump under variable conditions. However, they cannot effectively characterize the severity of a fault in a pump as they are not sufficiently stable [5]. Considering that information entropy, which is a dimensionless parameter, can describe the complexity of a time series, many information entropies, such as power spectrum entropy (PSE) [13], singular spectrum entropy (SSE) [14], sample entropy (SE) [15], etc., have been used as a degradation feature to recognize the severity of a fault in rotating machines [16–18]. Although these information entropies have shown remarkable performance, it is difficult to obtain satisfactory results in some cases. For example, pump outlet pressure signals have obvious nonstationary characteristics, but power spectrum analysis is a global transform that is suitable for processing stationary signals. Meanwhile, some information entropies are calculated in the original time-domain space, which means that the calculation results are easily disturbed by the noise. To solve these problems, some researchers combined time-frequency analysis methods with information entropy theory [19–22]. Among these methods, empirical mode decomposition (EMD) has no need for presetting parameters compared with wavelet analysis (WT) and variational mode decomposition (VMD). Thus, the feature extraction method, which combines EMD with information entropy theory, has been used to identify the severity of a fault in a pump [19], but some drawbacks still exist. For instance, this method does not consider the influence of end effects, which seriously affect the decomposition accuracy of EMD; furthermore, the accuracy of the information entropy will also be affected. At present, many methods have been proposed to suppress the end effects resulting from EMD [23–29]. Among these methods, the extrema mirror extension-based EMD that was proposed by Rilling [29] has been most widely used due to its outstanding performance. Nevertheless, it is difficult to obtain satisfactory results if the endpoints are not extrema when directly performing Rilling’s extrema mirror extension-based EMD [28]. Given that the discharge pressure signal of the piston pump is a quasi-periodic signal, Lu et al. [30] combined waveform matching and extrema mirror extension-based EMD to restrain the end effects and the experimental analysis demonstrated that the improved EMD could capture the intrinsic mode functions (IMFs) with high accuracy. Hence, the improved EMD was introduced to obtain more accurate information entropy in this paper.

Another challenge in this paper was the construction of an effective intelligent model to assess the state of a pump. To date, machine learning technologies, such as support vector machines (SVM) [31],
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support vector data description (SVDD) [32], support vector regression (SVR) [33], neural networks (NN) [34–36], fuzzy c-means clustering (FCM) [37–39], etc., have been widely used to solve the modeling problem when performing degradation status recognition in other rotating machines. Although the effectiveness of these methods has been indicated, it is still difficult to obtain satisfactory results in some cases. For instance, most of these methods adopt samples from various degradation states for their training. However, an axial piston pump, as a highly integrated mechatronics component, has many failure modes. This means that its degradation states are not identical due to the different failure degradation rates, which will make it difficult to obtain complete degradation states’ training samples. Although some methods including self-organization mapping (SOM) network, SVDD, etc. only utilize the normal data to model, the key parameters of these methods need to be set in advance based on experiences that affect the adaptability of the methods. Therefore, these modeling methods can hardly be directly applied to identify the deterioration status of an axial piston pump. As previous research has shown, the distribution of the feature vectors that are extracted from a pump’s pressure signals is a stochastic process in the feature space; therefore, probability models can be used to describe the distribution. Among the various probability models is the Gaussian mixture model (GMM). This has the advantage of approximating the arbitrary probability density function through the use of several Gaussian probability distribution functions (PDF). Moreover, only normal state data are used to build the model when performing degradation status recognition. Consequently, the GMM was introduced to identify the deterioration states of axial piston pumps in this work.

The main contributions of this paper are as follows. On the one hand, a new dimensionless parameter, namely the local instantaneous energy moment entropy that is obtained from the waveform matching extrema mirror extension EMD, is defined as the degradation feature of the pump under variable conditions. On the other hand, a new degradation status index (DSI), which is derived from GMM, was proposed to identify the pump’s deterioration status adaptively.

The remainder of this paper is organized as follows. Section 2 presents the degradation status identification method that is based on the improved information entropy and the GMM. In Section 3, the proposed method is validated by both simulations and experiments. Finally, the conclusions are given in Section 4.

2. Degradation Status Identification Method

2.1. Degradation Feature Extraction

As previously noted, the information entropies, which have strong robustness to variable conditions, have been successfully applied in the fault diagnosis of rotating machines under variable operating conditions [5]. Nevertheless, it is difficult to achieve good performance when traditional information entropies are used in degradation status recognition of the pump. This is because some of the information entropies are only suitable for processing stationary signals, and some are not stable as they are calculated in the original time-domain space. Consequently, a new information entropy needs to be developed. Considering that EMD is one of the most powerful time-frequency analysis methods, the feature extraction method which combines EMD and information entropy theory is proposed in this section.

2.1.1. Waveform Matching Extrema Mirror Extension EMD

Although EMD shows excellent performance in feature extraction when performing fault diagnosis of the pump, some drawbacks still exist, one of which is end effects. Previous studies have shown that end effects will decrease the accuracy of the IMFs seriously. In other words, end effects needs to be restrained to obtain more accurate IMFs. Currently, many useful methods have been developed to suppress the end effects; among these methods, it is proved that the extrema mirror extension EMD can significantly suppress the end effects when processing integer periodic signals [30]. This means
that high-precision IMFs can be acquired if the decomposed pump’s discharge pressure signals take the form of full periodic signals.

Theoretically, the discharge pressure signal of an axial piston pump is a standard sinusoidal signal; however, the actual pressure signal will become a quasi-periodic signal, particularly when certain faults occur. Therefore, it is difficult for the traditional full-cycle sampling methods to directly process the pump’s outlet pressure signal. Fortunately, this limitation can be solved by the extension methods as they consider the characteristics of the pump’s discharge pressure signal. Based on these analyses, an improved EMD algorithm that combines waveform matching with extrema mirror extension was utilized in this section. The proposed method mainly involves three key steps: Namely, full-cycle signal extension based on waveform matching, signal decomposition using extrema mirror extension EMD, and signal interception based on the position and length of the original time series. Following this, the proposed algorithm was covered in detail.

In the signal acquisition process, the collected signals are not usually full-cycle signals due to the randomness of signal interception and the difficulty of achieving accurate full-cycle sampling. In order to improve its generality, it was supposed that \(Y(t)\) is a non-integer periodic discrete signal, defined as follows:

\[
Y(t) = [y_1, y_2, \ldots, y_n], \quad t = [t_1, t_2, \ldots, t_n], \quad t \neq mT, \quad m \in \mathbb{N}_+	ag{1}
\]

where \(n\) is the length of the signal series and \(T\) is the period of the signal.

According to the above analysis, the original signal, \(Y(t)\), needs to be extended via the waveform matching method. The key part of the waveform matching extension is to discover the matching waveform with the highest similarity to the target waveform near its end points. To find the most suitable matching wave, a reasonable waveform matching index must first be defined. Although numerous methods have been used to calculate the similarity between two time series, some methods have mainly focused on the difference in the distance while others have paid attention to the difference in the direction. In order to simultaneously consider the differences in both the distance and direction, a waveform matching index can be written as follows:

\[
\sigma = \frac{x_1(t) \cdot x_2(t)}{\|x_1(t)\|^2 + \|x_2(t)\|^2 - x_1(t) \cdot x_2(t)}
\]

where \(x_1(t)\) and \(x_2(t)\) are two data sequence vectors with the same dimensions. It can be easily proven that the range of \(\sigma\) is between 0 and 1; in particular, the waveform matching index is 1 if and only if the two vectors are equal. Following the definition of the waveform matching index, the detailed extension process has been given below:

(1) The signal sequence \(Y(t)\) was differentiated and the local minima and maxima were obtained. Then, the definitions could be given as follows:

\[
\begin{align*}
T_{\text{max}}(i) &= t_{I_{\text{max}}(i)} \quad T_{\text{min}}(j) = t_{I_{\text{min}}(j)} \quad i = 1, 2, \ldots, M \\
U(i) &= y_{I_{\text{max}}(i)} \quad V(j) = y_{I_{\text{min}}(j)} \quad j = 1, 2, \ldots, N
\end{align*}
\]

where \(T_{\text{max}}\) and \(T_{\text{min}}\) are the times of the local maxima and minima points, \(I_{\text{max}}\) and \(I_{\text{min}}\) are the subscripts of the local maxima and minima points in the original sequence, \(U\) and \(V\) are the function values corresponding to the local maxima and minima points, and \(M\) and \(N\) are the number of local maxima and minima points.

(2) The left extension for the signal \(Y(t)\) was then executed. If the minima points of the signal appeared first, namely \(I_{\text{min}}(1) < I_{\text{max}}(1)\), the target wave could be described as:

\[
y_1(t) = [y_1, \ldots, y_{I_{\text{min}}(1)}]
\]
Based on Equation (4), the matching wave was then defined as:

\[ y_2(t) = \left[ y_{\min(p)} - I_{\min(1)} + 1, \ldots, y_{\min(p)} \right] \quad p \in N, p > 1 \quad (5) \]

From Equation (5), it can be found that the key to solving \( y_2(t) \) was to capture \( I_{\min} \). In order to acquire \( I_{\min} \), the error function was first defined as:

\[ \Delta_{kj} = \left| I_{\min(j)} - I_{\min(1)} - k \cdot T \cdot f_s \right| \quad k = 1, 2, \ldots, K \quad (6) \]

where \( f_s \) is the sampling frequency and \( K \) is the number of cycles. According to Equation (6), the number for \( \Delta_{1j} \) is \( N \) when \( k = 1 \). Supposing that \( \Delta_{1j} \) is the minimum while \( j = p_1 \), then \( I_{\min(p1)} \) could be acquired. In the same manner, \( I_{\min(p2)}, \ldots, I_{\min(pK)} \) could then be obtained.

(3) The waveform matching index \( r \) between \( y_1(t) \) and \( y_2(t) \) was then calculated via Equation (2). Then, the most suitable matching wave was chosen, based on the largest computed value of \( r \). Currently, if it can be assumed that \( p = p_K \), then the left characteristic wave can be expressed as follows:

\[ C_L = \left[ y_{\min(p_{K-1})}, \ldots, y_{\min(p_K)} \right] \quad I_{\min(p_0)} = 1 \quad (7) \]

Accordingly, based upon Equations (3) and (7), the left extension signal \( y_L(t) \) can be defined as follows:

\[
\begin{align*}
    y_L(t) &= C_L, \quad t_1 < \frac{T}{4} \\
    y_L(t) &= \left[ y_{\min(p_{K-1})}, \ldots, y_{\min(p_K)} - I_{\min(1)} \right], \quad t_1 \geq \frac{T}{4}
\end{align*}
\]

where \( t_1 \) is the length of the left target wave \( y_1(t) \). In the same way, if the maxima points of the signal appeared first, namely \( I_{\max}(1) < I_{\min}(1) \), then the left characteristic wave could be expressed as follows:

\[ C_L = \left[ y_{\max(q_{K-1})}, \ldots, y_{\max(q_K)} \right] \quad (9) \]

As a result, the left extension signal \( y_L(t) \) could be formulated as follows:

\[
\begin{align*}
    y_L(t) &= C_L', \quad t_1 < \frac{T}{4} \\
    y_L(t) &= \left[ y_{\max(q_{K-1})}, \ldots, y_{\max(q_K)} - I_{\max(1)} \right], \quad t_1 \geq \frac{T}{4}
\end{align*}
\]

(4) The right extension for the signal \( Y(t) \) was then conducted. Firstly, the target wave was defined as follows:

\[
\begin{align*}
    y_R^1(t) &= \left[ y_{\max(p_K)}, \ldots, y_{\max(p_K)} \right], \quad I_{\max(p_K)} < I_{\min(p_K)} \\
    y_R^1(t) &= \left[ y_{\max(p_K)}, \ldots, y_{\max(p_K)} \right], \quad I_{\max(p_K)} > I_{\min(p_K)}
\end{align*}
\]

By repeating steps (2) and (3), the right extension signal \( y_R(t) \) could be captured.

(5) The final extended signal was then acquired \( Y'(t) = [y_L(t), \ldots, y_R(t)] \).

After the full-cycle extension of the signal was finished, the extrema mirror extension EMD was introduced to decompose the extension signal. Based on the definition of EMD, the extension signal could then be written as follows:

\[ Y^*(t) = \sum_{i=1}^{m} c_{i}'(t) + a(t) \quad (12) \]

where \( c_{i}'(t) \) is the \( i \) th IMF, \( m \) is the number of the IMFs, and \( a(t) \) represents the residual component. Finally, the IMFs of the original signal \( Y(t) \) could be intercepted from \( c_{i}'(t) \) by combining the length of the original signal with its position in the extension signal.
2.1.2. Local Instantaneous Energy Moment Entropy

In the previous section, high-precision IMFs were acquired based on the proposed EMD method. As described in previous studies [19,30], the IMFs obtained from the EMD have different characteristic scales, and the characteristic scales of the IMFs that are obtained from the decomposition of the pump’s pressure signals also change when the health status of the pump changes. Therefore, the key challenge in extracting the sensitive degradation features of the pump is how to effectively utilize these obtained IMFs.

As is well known, the Hilbert spectrum [29], which is constructed by applying the Hilbert transform to the obtained IMFs, is able to effectively describe the time-frequency distribution of the signal. Hence, the Hilbert spectrum-based method has been successfully used for feature extraction of the discharge pressure signals of pumps [10,19]. However, some insufficiencies still exist in these methods, one of which is that the high levels of noise in the pump’s pressure signals will severely affect the results of the feature extraction. In addition, these methods do not consider the variable conditions of the pumps. Given that the local Hilbert energy spectrum is able to effectively suppress the influence of the noise and information entropy is applicable in complex working conditions, as a result, a new information entropy, namely local instantaneous energy moment entropy, which is based on the local Hilbert energy spectrum, is proposed in this section. Next, the definition process is given.

Supposing that \( c_i(t) \) is the \( i \) th IMF of the original signal \( Y(t) \) and \( H(\omega,t) \) is the Hilbert spectrum, since the energy of the signal is conserved during the transform process, the following can be obtained:

\[
\int_{-\infty}^{\infty} \left| \sum_{i=1}^{m} c_i(t) \right|^2 dt = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} H^2(\omega,t)d\omega dt
\]  

(13)

In Equation (13), the residual component is left out. From Equation (13), the instantaneous energy can be then be expressed as:

\[
E(t) = \int_{-\infty}^{\infty} H^2(\omega,t)d\omega
\]  

(14)

Although the instantaneous energy is able to describe the time distribution of the signal energy, it is not sufficiently precise in some cases. Previous studies have shown that the energy moment can more accurately describe the essential characteristics of the signal [40]. Thus, the instantaneous energy moment was constructed in this paper and was defined as follows:

\[
T = \sum_{z=1}^{n} (z \cdot \Delta t) \left| E(z \cdot \Delta t) \right|^2
\]  

(15)

where \( z \) is the sampling point and \( \Delta t \) is the sampling interval time.

Based on the previous research [19], a different IMF has a different sensitivity to degradation feature extraction. Hence, more sensitive IMFs can be selected by calculating the correlation between each IMF and the original signal. According to the literature [41], the threshold is usually set to 0.2. After the useful IMFs have been obtained, the local instantaneous energy moment can be written as:

\[
T_k = \sum_{z=1}^{n} (z \cdot \Delta t) \left| E_k(z \cdot \Delta t) \right|^2
\]  

(16)

where \( E_k \) denotes the instantaneous energy of the \( k \)th IMF. At this time, the feature vector can be expressed as follows:

\[
T = \left[ \frac{T_1}{T'} \; \frac{T_2}{T'} \; \ldots \; \frac{T_h}{T'} \right]
\]

\[
T' = \sum_{k=1}^{h} T_k
\]  

(17)

where \( h \) is the number of selected IMFs.
According to Equation (17), the local instantaneous energy moment entropy can be defined as follows:

\[
H = - \sum_{r=1}^{h} T(1, r) \ln(T(1, r)) \tag{18}
\]

2.2. Degradation Status Recognition Based on the GMM

After carrying out the degradation features’ extraction of a pump, a recognition method needs to be developed to accurately identify the pump’s deterioration states with the extracted features. Traditional identification methods usually need feature samples obtained from different degradation data to train the recognition model. However, there are many failure modes and these faults have different degradation rates in axial piston pumps; this makes it difficult to establish a standard sample degradation status database. GMM is different from the above methods, as it only needs the health state data to be able to construct a degradation recognition model [1]. Accordingly, the GMM has been adopted in this section to recognize the degradation status of a pump.

2.2.1. A Brief Description of the GMM

The GMM was developed to solve the problem where it is difficult for a single Gaussian PDF to accurately describe the distribution of non-ellipsoidal data. As the GMM is composed of different single Gaussian models, it can theoretically approximate any data distribution if the appropriate number of single Gaussian models is selected. If it is supposed that \( Z = \{Z_1, Z_2, \ldots, Z_n\} \) is an \( r \)-dimensional dataset, then it can be described by a GMM as follows:

\[
P(Z) = \sum_{s=1}^{S} w_s P_s(Z) = \sum_{s=1}^{S} w_s N(Z, \mu_s, \Sigma_s) \tag{19}
\]

\[
N(Z, \mu_s, \Sigma_s) = \frac{1}{\sqrt{(2\pi)^r |\Sigma_s|}} \exp\left(-\frac{1}{2}(Z - \mu_s)^T \Sigma_s^{-1} (Z - \mu_s)\right) \tag{20}
\]

where \( S \) is the number of Gaussian models involved in the mixing, \( w_s \) is the weight of each Gaussian model and satisfies the condition where the sum of the weights is 1, \( P_s(Z) \) is the PDF of the \( s \)th Gaussian model, and \( \mu_s \) and \( \Sigma_s \) represent the mean vector and the covariance matrix of the \( s \)th Gaussian model, respectively.

From Equation (19), it can be found that the performance of the GMM is closely related to the three key parameters. In general, the maximum likelihood estimation method can be utilized to obtain these parameters. Nevertheless, the process of solving the likelihood function of the GMM is extremely complicated and it is difficult to obtain a closed solution. The expectation maximum (EM) algorithm has been commonly used to solve this problem. The EM method mainly includes two steps, namely the E-step and the M-step; the detailed algorithm can be found in the literature [42]. Once the three parameters have been determined via the EM algorithm, the GMM can be established.

2.2.2. Degradation Status Index Obtained from the GMM

In order to quantitatively describe the degradation status of an axial piston pump, a new degradation status index (DSI), which was derived from the GMM, was defined in this section. Next, the definition process is analyzed.

The pump’s outlet pressure signals if its health state were collected and then the feature vectors were extracted from the pump’s healthy state pressure signals as training samples used to establish the GMM. It was supposed that \( Z' = \{Z'_1, Z'_2, \ldots, Z'_O\} \) are a series of test samples that were extracted from the pump’s pressure signals; the probability \( P(Z'_a), a = 1, 2, \ldots, O \) represented the probability of the sample \( Z'_a \) being generated by the GMM that was constructed using samples of a pump in its healthy
If the tested samples were generated from signals of the pump’s degradation state, the value of \( P(Z'_a) \) should be less than the output value of the healthy state samples in this GMM. In other words, the value of \( P(Z'_a) \) should be below a certain threshold. Thus, this probability can characterize the extent to which the tested data has deviated from the healthy condition. According to the above analysis, a new DSI was then defined as follows:

\[
DSI = \begin{cases} 
\ln \left( \frac{P(Z'_a)}{\zeta} \right) & P(Z'_a) + \zeta < 1 \\ 0 & P(Z'_a) + \zeta \geq 1 \end{cases} \quad (21)
\]

where \( \zeta \) is a minimal positive constant. From Equation (21), it can be seen that the values of the DSI were between 0 and 1. Moreover, the values of the DSI gradually increased as \( P(Z'_a) \) decreased; in particular, the value of the DSI was 1 when \( P(Z'_a) = 0 \). This value means that the axial piston pump has entered its final failure stage at this point.

2.2.3. Degradation Status Recognition

The detailed process of the degradation status recognition of an axial piston pump has been given below:

1. The feature vectors were extracted from the outlet pressure signals of a healthy pump, and the extracted feature vectors were used as the training samples.
2. A GMM was constructed, the parameters of which were solved using an EM algorithm based on the training samples.
3. Step (1) was repeated and the testing samples were obtained from the pump’s discharge pressure signals that were recorded.
4. The probability that the testing samples were generated by the constructed GMM was calculated and the DSI of the axial piston pump was ascertained based on Equation (21).

The flowchart of the proposed degradation status recognition scheme is shown in Figure 1.

![Flowchart](image-url)  
*Figure 1. Overview of the degradation status identification method.*
3. Validations

In order to demonstrate the effectiveness of the proposed method, two case studies are presented in this section. Given that the fault signals of many rotating machines, including axial piston pumps, exhibit quasi-periodic pulses, a simulated example is given to verify the advantage of the proposed method in dealing with the end effects when decomposing such quasi-periodic signals. In addition, the experimental signals, which were collected from the hydraulic pump test rig under different working conditions, were used to demonstrate the feasibility of the proposed degradation status identification method.

3.1. Simulation Analysis

As previously noted, the discharge pressure signals of axial piston pumps exhibit a quasi-periodic characteristic when some types of failure occur. In fact, there are many other fault signals which possess quasi-periodicity, such as vibration signals resulting from a slight looseness of a coupling, small fatigue cracks, or the rotor and stator rubbing, et al. [43,44]. In order to demonstrate the effectiveness of the proposed EMD method in processing these quasi-periodic signals, a simulated signal \( p(t) \) was constructed as follows:

\[
p(t) = \sin(2\pi f_1 t) + \cos(2\pi f_2 t - \pi/3)
\]  

(22)

where \( f_1 = 0.25 \text{ Hz} \) and \( f_2 = 0.5 \text{ Hz} \); the sampling frequency was 10 Hz and the period was 4 s.

In order to let \( p(t) \) be a quasi-periodic signal, the \( p(t) \) in each period is either extracted or interpolated randomly so that the number of points in each period is between 35 and 45. It is supposed that \( p'(t) \) is the quasi-periodic signal that is obtained. The original signal of \( p'(t) \) and its ideal EMD decomposition results are shown in Figure 2.

![Figure 2. The signal \( p'(t) \) and its ideal empirical mode decomposition (EMD) decomposition results: (a) The original signal, (b) Two intrinsic mode functions (IMF) components.](image)

Following this, three types of EMD algorithms were adopted to decompose the signal \( p'(t) \). Figure 3 presents the decomposition results for the three types of EMD algorithms. In Figure 3a, it can be seen that there is an obvious difference between the actual IMFs and the ideal IMFs. This shows that the results of the decomposition were significantly distorted when the EMD was used without restraining the end effects (EMD1) and the end effects greatly affected the accuracy of the decomposition. Figure 3b depicts the results of the decomposition for the EMD based on the extrema mirror extension...
(EMD2). By comparing Figures 3b and 3a, it can be found that the accuracy of the IMF2 improved. This means that the EMD combining with the extrema mirror extension can restrain the end effects to some extent. However, obvious end effects still exist as the signal was intercepted in a noncomplete period in Figure 3b. Figure 3c illustrates the results of the decomposition that was obtained from the proposed EMD method (EMD3). In Figure 3c, it is clear that the deviation between the actual IMFs and the ideal IMFs was very small; this indicates that the proposed method can effectively restrain the end effects and that it obviously improved the accuracy of the decomposition.

To highlight the changes from the three types of EMD methods, the Hilbert spectra of the IMFs obtained from the three types of EMD methods were then calculated, and are shown in Figure 4. In Figure 4a, it is clear that there was considerable distortion at the endpoints in the spectrum line at 0.25 Hz when using EMD1. By comparing Figure 4b with Figure 4a, the distortion at the endpoints was slightly improved; however, there was also clear distortion at the endpoints. Figure 4c shows the Hilbert spectrum of the IMFs using the proposed method. From Figure 4c, it can be observed that the spectrum line displays an almost straight line at 0.25 Hz and the spectrum line at 0.5 Hz shows only small distortion; moreover, there is almost no distortion at the endpoints. This indicates that the proposed EMD can effectively restrain the end effects and capture the IMFs with high accuracy.

Figure 3. The decomposition results of (a) EMD1, (b) EMD2, (c) EMD3.
3.2. Experimental Analysis

3.2.1. Description of the Experiments

The proposed scheme was validated using an experimental platform, as shown in Figure 5. This platform chiefly consisted of an AC motor, an axial piston pump, a throttle valve, and a few hydraulic auxiliary devices. The pump that was tested had a rated speed of 1470 r/min and contained seven plungers. In this experiment, loose piston shoes with defects of different sizes were used to simulate the different degradation states of the axial piston pump. According to the technical requirements of the pump, the factory clearance between the plunger’s ball head and the ball socket of the shoe is within 0.015–0.025 mm and the pump can be regarded as being in a normal state when the clearance does not exceed 0.2 mm. Therefore, four clearance values, 0.1 mm, 0.25 mm, 0.35 mm, and 0.5 mm, were chosen to simulate the normal state, slight degradation, moderate degradation, and final failure of the hydraulic pump.

![Figure 4. The Hilbert spectra of the IMFs obtained from (a) EMD1, (b) EMD2, (c) EMD3.](image)

![Figure 5. The experimental platform for the pump’s degradation status recognition.](image)

During the experiments, a pressure sensor, the range of which was 0–25 MPa, was used to measure the discharge pressure signals of the tested pump. With the objective of studying the applicability of...
the proposed algorithm under different operating conditions, three kinds of loads were simulated by means of the throttle valve; at this point, the system’s pressure was set at 8 MPa, 10 MPa, and 15 MPa. Twelve groups of experiments were conducted on this platform. The data acquisition system was composed of an industrial computer and a National Instrument (NI, Austin, TX, USA) USB-6221 board. The data acquisition software was developed using NI LabVIEW® 8.6. The data sampling rate was 2 kHz, and each set of data collection lasted for 10 s for each clearance at the same pressure; consequently, 12 groups of pressure signals were collected. The data obtained for a pressure of 10 MPa and a clearance of 0.1 mm were used for training and the remaining 11 data sets were used for testing.

3.2.2. Degradation Status Recognition of Axial Piston Pumps

As described in Section 2, the features that can characterize the degradation states of an axial piston pump under variable operating conditions must first be extracted. To summarize the paper, the data from the normal and slight degradation states were analyzed to explain the process of feature extraction. Figure 6 illustrates the time-domain waveforms and the power spectra of the discharge pressure signals from the two states, i.e., normal and slight degradation.

![Figure 6](image_url)

**Figure 6.** The original signals from (a) a normal pump and (b) a pump with slight degradation, and the power spectra of the signals from (c) a normal pump and (d) a pump with slight degradation.

From Figure 6, it can be seen that the outlet pressure signals of the two states were quasi-periodic. Meanwhile, it can also be seen that the pulsation periods of the pressure signals of the two states were 0.0058 s and 0.04 s, which was consistent with the failure mechanism analysis of axial piston pumps. Subsequently, the original pressure signals were decomposed by EMD2 and EMD3; the results of the decomposition are illustrated in Figure 7. Figure 7a,b shows the IMFs that were obtained from the two types of EMD methods from the normal pump’s outlet pressure signal. By comparing Figures 7a and 7b, it can be observed that there was little difference between the first three IMF components IMF1–IMF3 of the two methods. Nevertheless, it is obvious that the fifth IMF component IMF5 of the two methods had a big effect. A possible reason for this is that the influence of the end effects is small in IMF components with a high frequency, but the decomposition errors that originated from the end effects will gradually accumulate in the IMF components with a low frequency as the sifting process is carried out; similar results can also be found in Figure 7c,d. In order to further describe this difference, Figure 8 depicts the Hilbert spectra of IMF5 obtained from the two methods.
Figure 7. The decomposition results for the normal pressure signals using (a) EMD2, (b) EMD3, and the results for the slight degradation pressure signals using (c) EMD2, (d) EMD3.

From Figure 8a,c, it can be found that the two spectrum lines show significant divergence at the endpoints, which the arrows point to. This indicates that distinct end effects occur when EMD2 is used. Compared with Figure 8a,c, it can be seen that the distortion at the endpoints shown in Figure 8b,d significantly improved. In particular, the spectrum line shown in Figure 8d is almost a straight line. This proves that the proposed EMD can effectively restrain the end effects.

After more accurate IMF components are obtained, based on the proposed EMD, the local instantaneous energy moment entropy could be computed from Equation (18). For each set of data, a 0.2 s signal segment was extracted to calculate the feature entropy and this process was repeated 25 times. Therefore, there are 25 feature entropies for each set of data and the number of total feature entropies is 300 for the 12 sets of data. Figure 9 shows the obtained feature entropies.

It can be seen from Figure 9 that the feature entropy values of the different degradation states are obviously different and the values of the feature entropies increased as the degree of degradation increased. Meanwhile, for the same degree of degradation, even if the system operating conditions were different, the fluctuation in the feature entropy values was small. This means that the proposed feature entropy can not only effectively characterize the degree of degradation of axial piston pumps but it can also be applied for variable operating conditions.
distinct end effects occur when EMD2 is used. Consider conditions where the accuracy of the low-frequency component had a greater influence on the entropy values than that of the high-frequency component.

Figure 8. The Hilbert spectrum for the IMF5 of the normal pressure signals using (a) EMD2 and (b) EMD3, and the Hilbert spectrum for the slight degradation pressure signals using (c) EMD2 and (d) EMD3.

Figure 9. The local instantaneous energy moment entropy obtained from EMD3 under different working conditions: (a) All samples and (b) partially enlarged drawings.

In contrast, the feature entropy, based on the EMD2 method, was also calculated and the calculation results are shown in Figure 10. From Figure 10, one can see that the obtained feature entropy, based on EMD2, was also able to effectively characterize the degree of deterioration of the axial piston pump. These results prove the feasibility of the method of degradation feature extraction based on EMD that was proposed in this paper. By comparing Figures 9 and 10, although the difference in the feature entropies obtained from two EMD methods was small under normal conditions, the fluctuation of the feature entropies of the remaining three states was significantly greater than that shown in Figure 9. A possible reason for this is that the low-frequency component energy moment under normal conditions was small, but the low-frequency component’s energy moment gradually increased as the degree of degradation increased. At this point, the accuracy of the low-frequency component had a greater influence on the entropy values than that of the high-frequency component.
Figure 10. The feature entropy obtained from EMD2 for the different working conditions: (a) All samples and (b) partially enlarged drawings.

After the feature entropies of the different states of the axial piston pumps were obtained, the feature entropies of the normal state were chosen to construct the GMM. Subsequently, all of the feature entropies were inputted into the constructed GMM to count the DSI, according to Equation (21). Figure 11 depicts the DSI sequences obtained from the GMM using the two EMD methods.

As shown in Figure 11a, the DSI based on the proposed method was able to accurately distinguish four states of the axial piston pumps. Meanwhile, the overall trend of the DSI kept increasing with the increase of the degree of degradation, and the DSI did not fluctuate much for the same degree of degradation; this means that a reasonable threshold can be set to effectively recognize the degradation state of the pumps in practical applications. Compared with Figure 11a, the four statuses of the axial piston pumps can also be identified in Figure 11b, but the DSI values shown in Figure 11b fluctuated violently; this was especially the case where the fluctuating value reached 0.2501 when the pump was in the moderate degradation stage, and this greatly reduced the accuracy of the degradation status recognition.
3.2.3. Further Comparison and Discussion

In order to further verify the proposed method, a few comparisons were conducted from two viewpoints. On the one hand, a few of the indicators presented in previous publications were compared to prove the advantage of the proposed feature entropy method when characterizing the degree of degradation of a pump under variable operating conditions. On the other hand, some modeling methods, including SOM, FCM, and SVDD, were also selected for a comparison.

Time-domain indicators, such as the root mean square (RMS), the waveform index (WI), the skewness index (SI), and the kurtosis index (KI), have been widely used for degradation feature extraction when identifying the degradation states of rotating machines. Figure 12 shows the extracted time-domain indices of the different states under a pressure of 10 MPa. As illustrated in Figure 12a, the RMS values of the normal state and the degradation states were obviously different, but those of the three degradation states were almost the same, around 0.035. Unlike the RMS indicator, Figure 12b–d illustrates the values of the other three dimensionless time-domain indices for the different states. Although the difference in each indicator value became larger under the different degradation states, it was still difficult to effectively distinguish between the three degradation states. This indicates that it was difficult to use the traditional time-domain indicators to effectively monitor the degradation trend of axial piston pumps.

![Figure 12. The commonly used time-domain degradation indices. (a) Root mean square (RMS); (b) waveform index (WI); (c) skewness index (SI); (d) kurtosis index (KI).](image)

Based on the previous analysis, it is clear that the energy distribution of the signal will change when the pump’s state changes. Considering that the information entropy is able to describe the distribution characteristic of the signal, some of the information entropies, including power spectrum Shannon entropy (PSE1), power spectrum exponential entropy (PSE2), singular spectrum Shannon entropy (SSE1), singular spectrum exponential entropy (SSE2), SE and permutation entropy (PE) [45], which have been applied in the field of degradation recognition, were used to characterize the degradation states of the pump. The calculated information entropies are depicted in Figure 13.

From Figure 13a,b, it can be seen that the entropies that were based on the power spectrum could not distinguish between the four states; a possible reason for this is that power spectrum analysis is a global transform. As shown in Figure 13c,d, the effect of the singular spectrum entropies was better than that of the power spectrum entropies, but the trend of the singular spectrum entropies was not monotonous as the degree of degradation increased. This means that it was difficult to use them to track the degradation trend of the pump. From Figure 13e,f, similar conclusions could be drawn, this is because these two kinds of entropies, shown in Figure 13e,f, were calculated in the original time-domain space, which means that the calculation results were easily disturbed by the noise.
After carrying out the comparisons of the degradation indicators, the deterioration recognition methods were compared with the proposed GMM method. As previously noted, although many of the recognition methods have shown remarkable capability, most of these methods require samples of different degradation states to train the recognition model. However, it is not the case that the degradation process of a pump is always the same. This means that it was difficult to obtain standard training samples for all of the degradation states. Unlike these methods, the SOM-based method and SVDD-based method only require samples of the normal state, and the FCM-based method only needs normal samples and a final failure sample for the model to work. Hence, these three methods are compared in this paper. Figure 14 shows the recognition results based on SOM.

![Figure 13](image1.png)

**Figure 13.** Six kinds of information entropies. (a) Power spectrum Shannon entropy (PSE1); (b) power spectrum exponential entropy (PSE2); (c) singular spectrum Shannon entropy (SSE1); (d) singular spectrum exponential entropy (SSE2); (e) permutation entropy (PE); (f) sample entropy (SE).

As can be seen in Figure 14, the degradation process of the pump can be divided into four stages. However, it is obvious that the identification results were different when selecting the different SOM parameters; this will seriously affect the applicability of the SOM method. Figure 15 presents the recognition results using the SVDD and FCM methods.

![Figure 14](image2.png)

**Figure 14.** The self-organization mapping (SOM)-based recognition results for the different SOM parameters. (a) Scale parameter selects 0.5 and (b) scale parameter selects 0.2.
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From Figure 15a, it can be observed that the four states of the pump can be clearly distinguished and the fluctuation of the DSI of the same fault size was small under variable operating conditions. Comparing Figure 15b with Figure 15a, we find that it is difficult to distinguish some samples of the normal state and the slight degradation state when using FCM method. Meanwhile, the DSI values obtained for the moderate degradation state fluctuated violently. This means that the SVDD method is better than FCM method when performing the degradation states’ recognition of the pump. Nevertheless, the results shown in Figure 15a fluctuate more violently than those shown in Figure 11a, which proves that the proposed method can identify the degradation states of the pump with higher accuracy.

**4. Conclusions**

In this paper, a new approach to identify the degradation status of axial piston pumps has been presented. Unlike the traditional method that concentrates on recognizing different failure types or fault sizes under constant operating conditions, this study mainly focused on identifying methods that can reliably track the degradation status of a pump under variable conditions. Based on the aforementioned illustration, the presented scheme included improved EMD-based feature extraction and GMM-based degradation status recognition. According to both the simulation and experimental results, the following conclusions could be drawn:

1. The proposed method can effectively restrain the end effects of the EMD and more accurately capture the IMF components when processing periodic signals or quasi-periodic signals.
2. The local instantaneous energy moment entropy is able to successfully characterize the degree of degradation of a pump under variable conditions and is better than traditional indicators, such as the RMS, the kurtosis index, PSE, or SSE.
3. The DSI that was derived from the GMM is able to identify and track the current deterioration stage of a pump, thus enabling the realization of fault prognostics.

Further research will explore how better to restrain the end effects of EMD when decomposing irregular or strongly stochastic signals. In addition, degradation states’ recognition under multi-faults will be paid more attention in future research.

**Figure 15.** The recognition results based on (a) support vector data description (SVDD) and (b) fuzzy c-means clustering (FCM).
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