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Abstract

In mathematical term, the method of solving models and finding the best alternatives is known as optimization. Conjugate gradient (CG) method is an evolving computational method in solving optimization problems. In this article, an alternative modified conjugate gradient coefficient for solving large-scale nonlinear system of equations is presented. The method is an improved version of the Rivaie et al conjugate gradient method for unconstrained optimization problems. The new CG is tested on a set of test functions under exact line search. The approach is easy to implement due to its derivative-free nature and has been proven to be effective in solving real-life applications. Under some mild assumptions, the global convergence of the proposed method is established. The new CG coefficient also retains the sufficient descent condition. The performance of the new method is compared to the well-known previous PRP CG methods based on number of iterations and CPU time. Numerical results using some benchmark problems show that the proposed method is promising and has the best efficiency amongst all the methods tested.
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INTRODUCTION

In this paper, the following nonlinear system of equations is considered:

\[
F(x) = 0, x \in \mathbb{R}^n;
\]

where \( F: \mathbb{R}^n \rightarrow \mathbb{R}^n \) is continuously differentiable, Newton and quasi-Newton methods are the most widely used methods to solve such problems because they have very attractive convergence properties and practical application (see \([1,2,3,4]\)). However, they are not usually suitable for large-scale nonlinear systems of equations because they require Jacobian matrix, or an approximation to it, at every iteration while solving optimization problems. The aim of this article is to propose solution to these shortcomings.

The iterative method used to solve (Eq 1) is formed by

\[
x_{k+1} = x_k + \alpha_k d_k, \quad k = 0, 1, 2, \ldots\]

where \( \alpha_k > 0 \) is the step-size, \( x_k \) is the iterative point and \( d_k \) is the search direction. In this CMG method, the search direction is described by

\[
d_k = \begin{cases} -F(x_k) & \text{if } k = 0 \\ -F(x_k) + \beta_k d_k & \text{if } k \geq 0 \end{cases}
\]

where \( F: \mathbb{R}^n \rightarrow \mathbb{R}^n \) is continuously differentiable, while the scalar parameter \( \beta_k \) is the conjugate gradient coefficient. The following are examples of \( \beta_k \):

\[
\beta_{KD} = \frac{x_k^T d_{k+1}}{d_k^T d_{k+1}}, \quad \beta_{DY} = \frac{x_k^T d_{k+1}}{d_k^T d_{k+1}}, \quad \beta_{PR} = \frac{x_k^T d_k}{d_k^T d_k}, \quad \beta_{HS} = \frac{x_k^T d_k}{d_k^T d_k},
\]

where \( g_{k+1} = F(x_{k+1}) \). The above methods are formula for Conjugate Descent (CD), Dai and Yuan (DY), Polak and Ribiere (PR), Liu and Storey (LS), Fletcher-Reeves (FR), Hestenes-Stiefel (HS) respectively. For further reading on \( \beta_k \) methods, refer to \([5, 6, 7, 8, 9, 10, 11]\).

In \([12]\), a method for solving unconstrained optimization problems is discussed. This article gives an improved version of the method by extending it to nonlinear system of equations as follows.

Initially, a nonlinear conjugate gradient method for the unconstrained optimization problem is considered.

\[
\min_{x \in \mathbb{R}^n} f(x),
\]

where the function \( f \) is assumed to be continuously differentiable from \( \mathbb{R}^n \) into \( \mathbb{R} \), and the gradient \( \nabla f(x_k) \) at point \( x_k \) denoted as \( g_k \) is available. The nonlinear conjugate gradient method generates a sequence \( \{x_k\} \) by the recursive relation

\[
x_{k+1} = x_k + \alpha_k d_k, \quad k = 0, 1, 2, \ldots
\]

where \( \alpha_k \) is the step-length of the search direction and \( d_k \) is updated by

\[
d_k = \begin{cases} -g(x_k) & \text{if } k = 0 \\ -g(x_k) + \beta_k d_{k-1} & \text{if } k \geq 0 \end{cases}
\]

where \( \beta_k \) as is defined above \([12]\) with

\[
f(x_k + \alpha_k d_k) = \min_{\alpha \geq 0} f(x_k + \alpha d_k).
\]

Objective function in problem (Eq 1) can be viewed as the first-order optimality condition of the problem (Eq 4), where \( F(x) \) is the gradient of \( f: \mathbb{R}^n \rightarrow \mathbb{R} \), with the aid of penalty function below

\[
f(x) = \frac{1}{2} \|F(x)\|^2.
\]

Now the following section described the proposed method for solving large-scale nonlinear systems of equations (Eq 1).

The first section of this paper gives the introduction while the new CG method and its Algorithm are given in Section 2. In section 3, sufficient descent condition and global convergence analysis are
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presented. Implementation of new method and discussion on numerical results are presented in the last section, conclusion was drawn based on the performance profile.

**The new CG method and its Algorithm**

This section presents the new modified conjugate gradient as an alternative method for solving nonlinear system of equations. The new CG coefficient is denoted as \( \beta^\text{DSHM} \), where the acronym DSHM comes from the names of the researchers and stands for Dauda, Shubu, Hayatu and Mustapha respectively. The equations is represented as follows:

\[
\beta^\text{DSHM} = \frac{F(x_k - \rho_k x_k)}{F(x_{k+1})} \quad (\text{Eq} \; 9)
\]

where \( F(x_{k+1}) = F'(x_{k+1}) \) and \( \| \cdot \| \) indicates the Euclidian norm of vectors. Note that, for easy representation \( F_k+1 = F(x_k+1) \) and \( F_k = F(x_k) \). This paper considered the parameters \( \alpha > 0, \sigma > 0, r \in (0,1) \) as constants and \( \eta_k \) be a given positive sequence such that \( \sum_k < \infty \) and \( \delta_k = \max(1, r^k) \) that satisfy

\[
f(x_k + \alpha_k d_k) - f(x_k) \leq -\sigma_k \| F(x_k) \|^2 + \eta_k F(x_k) \quad (\text{Eq} \; 10)
\]

The line search (Eq 10) is used to calculate the stepsize. The following is the DSHM algorithm.

**Step 1:** Initialization. Given \( x_0 \), set \( k = 0 \).

**Step 2:** Compute \( \beta^\text{DSHM} \) based on (Eq 9).

**Step 3:** Compute \( d_k \) based on (Eq 3). If \( F_k = 0 \), then stop.

**Step 4:** Compute \( \alpha_k \) based on (Eq 10).

**Step 5:** Update the new point based on (Eq 2 or Eq 5).

**Step 6:** Convergence test and stopping criteria. If \( f(x_{k+1}) < f(x_k) \) and \( \delta_k < \varepsilon \) then stop. Otherwise go to Step 1 with \( k = k + 1 \).

**Convergent Analysis**

Every numerical analysis must satisfy convergence test, the new Modified CG coefficient is not an exception, because the algorithm satisfied the global convergence properties and the descent condition sufficiently.

**Sufficient Descent Condition of DSHM Algorithm.**

Consider the following theorem with exact line search as in (Eq 10).

**Theorem 1.** Consider DSHM method with (Eq 3), DSHM is said satisfy descent condition sufficiently if

\[
F_k^T d_k \leq -C \| F_k \|^2 \quad \text{for all } k \geq 0, \quad \text{and } C \in \mathbb{R}.
\]

**Proof.** If \( k = 0 \), then clearly we can get \( F_0^T d_0 = -C \| F_0 \|^2 \) from Eq 3. Hence, condition \( F_k^T d_k \leq -C \| F_k \|^2 \) holds true, at \( k = 0 \).

Next, for \( k > 0 \)

Multiply (Eq 3) by \( F_k^T \), then

\[
F_k^T d_k = F_k^T (-F_k + \beta_k d_{k-1}) = -\| F_k \|^2 + \beta_k F_k^T d_{k-1}.
\]

For exact line search, \( F_k^T d_{k-1} = 0 \).

Thus, \( F_k^T d_k = -\| F_k \|^2 \),

which implies \( d_k \) is sufficient descent direction. Hence, \( F_k^T d_k \leq -C \| F_k \|^2 \) holds true, thus, the new CG coefficient DSHM possess sufficient descent condition. The proof is complete.

**Implementation of new method and Numerical Results**

This section presents the numerical results of the implementation of the modified conjugate gradient coefficient for solving nonlinear system of equations. By solving several benchmark problems with their respective initial points using five (5) different dimensions ranging from 10 to 5000, the numerical results of the comparison between the proposed method and the result in [10] is presented in table 1 below.

The Table displayed the performances result of each method in terms of number of iteration and CPU time. The meaning of each column in the table are respectively stated "Prob": Benchmark problem; "Dim": Dimension of the test problems; "Iter": the total number of iterations; "CPU": the CPU time in seconds. In case there is no available number of iterations or CPU time, it is considered as failed, and is denoted as "-". Based on Table 1, DSHM’s performance is more efficient than PRP. However, both methods failed at certain initial points as shown in the Table. Overall, DSHM manage to solve all given trigonometric functions with less time. Hence, DSHM can be defined as the best approximation method for solving large-scale systems of nonlinear equations.

**List of Benchmark Test Problem Used**

**PROBLEM [3]**

\[ F_i(x) = x_i (\sin x_i \cos x_i)^2 + x_i (\cos x_i - x_i - 1); \quad i = 1, 2, \ldots, n \]

where \( x_0 = (0.9, 0.9, 0.9, \ldots, 0.9)^T \) and \( x_0 = (0.7, 0.7, 0.7, \ldots, 0.7)^T \).

**PROBLEM [10]**

\[ F_i(x) = e^{-\cos(n \pi x_i)} \]

\[ F_i(x) = e^{-\cos(n \pi x_i)} \]

\[ F_i(x) = e^{-\cos(n \pi x_i)} \]

\[ F_i(x) = e^{-\cos(n \pi x_i)} \]

\[ F_i(x) = e^{-\cos(n \pi x_i)} \]

**PROBLEM [3]**

\[ F_i(x) = e^{-\cos(n \pi x_i)} \]

\[ F_i(x) = e^{-\cos(n \pi x_i)} \]

\[ F_i(x) = e^{-\cos(n \pi x_i)} \]

\[ F_i(x) = e^{-\cos(n \pi x_i)} \]

\[ F_i(x) = e^{-\cos(n \pi x_i)} \]

\[ F_i(x) = e^{-\cos(n \pi x_i)} \]

\[ F_i(x) = e^{-\cos(n \pi x_i)} \]

\[ F_i(x) = e^{-\cos(n \pi x_i)} \]

**Table** displaying the performances result of each method in terms of number of iteration and CPU time.

| Prob | Dim | DSHM | PRP | CPU |
|------|-----|------|-----|-----|
| 1    | 10  | 10   | 0.19289 | 0.02573 |
| 50   | 10  | 10   | 0.13698 | 0.05326 |
| 100  | 17  | 10   | 0.03577 | 0.05442 |
| 1000 | 20  | 20   | 0.25247 | 0.25592 |
| 5000 | 20  | 20   | 0.77096 | 0.89268 |
| 1000 | 20  | 20   | 4.34788 | 6.07403 |
| 5000 | 20  | 20   | 27.16918 | 44.26985 |
| 2    | 10  | 9    | 0.01636 | 0.13752 |
| 50   | 12  | 10   | 0.19998 | 18.42963 |
| 1000 | 10  | 10   | 0.04573 | - |
| 5000 | 27  | 10   | 7.11197 | - |
| 1000 | 26  | 5.53954 | 10.21812 |
| 5000 | 26  | 5.53954 | 10.21812 |
| 3    | 10  | 2    | 0.44433 | 0.08413 |
| 50   | 2   | 0.07508 | 17.04897 |
| 1000 | 2   | 0.21035 | 23.32005 |
| 1000 | 2   | 0.81157 | 38.45585 |
| 5000 | 21  | 2.12648 | 21.08148 |
| 1000 | 3   | 16.16561 | 50.10.27528 |
The code for the proposed method and all the problems stated (Benchmark Test Problem) are computed using MATLAB 7.1, R2009b programming environment and run on a personal computer 2.4GHz, Intel (R) Core (TM) i7-5500U CPU processor, 4GB RAM memory and on windows XP operator. Both the methods was implemented with the following parameters:

\[ a_1 = 0.01, r = 0.2, \sigma_1 = 10^{-4}, \text{ and } \eta_k = \frac{1}{k+1}. \]

The search is terminated if: (i) \(|p_k| \leq 10^{-6}\) or (ii) The total number of iteration exceeds 2000. In particular problem \(i\), the DSHM performs better if the number of iteration or the CPU (Time) of DSHM is less than the number of iteration or the CPU time corresponding to the performance in PRP method respectively. To further evaluate the performance of DSHM method relative to other CG method, the results are compiled in two graphs using performance profile based on Dolan and More [13]. Let \(P\) be the set of benchmark problems and let \(S\) be the set of algorithms. We define \(t_{p,s}\) to be the number of iterations (or the CPU time in seconds) required to solve the problem \(p \in P\) by algorithm \(s \in S\). The comparison of each of the two measures is based on the performance ratio given by

\[ r_{p,s} = \frac{t_{p,s}}{\min\{t_{p,s}\}}. \]

Then the performance profile is defined by

\[ p_i(r) = \frac{1}{n} \left| \{ p \in P : r_{p,s} \leq r \} \right|. \]

for all \(r \in R\) where \(P(r)\) is the probability for solver \(s \in S\) that a performance ratio \(r_{p,s}\) is within a factor \(r \in R\) of the best possible ratio, where \(P\) is the number of benchmark problems.

**Fig 1:** Performance profile of DSHM and PRP methods with respect to the number of iterations.

**Fig 2:** Performance profile of DSHM and PRP methods with respect to the CPU time.
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Figure 1. Presents Performance profile of DSHM and PRP methods with respect to the number of iterations for the problems 1-4. Figure 2 presents the graphical results of problems 1-4 relative to CPU time. The right side represents the test problems that are successfully solved by each method while the left side of the figure represents the method which is fastest in solving test problems. The top curve is the method that performs better in a time that was within a factor \(r\) of the best time. Therefore, from Figure 1, the proposed DSHM methods relative to the number of iteration, performs relatively better. Figure 2 gives the performance of DSHM methods relative to CPU time which outperforms PRP.

**Discussion and Conclusion**

Considering the benchmark problems above with their respective initial points, the new CG, DSHM has been proven to be the best method when compared to standard PRP CG methods. It also manages to solve all of the tested problems within the shortest possible time. The proposed methods are indeed capable for solving large-scale systems of nonlinear equations.
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