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Abstract

In recent work we have developed a renormalization framework for stabilizing reduced order models for time-dependent partial differential equations. We have applied this framework to the open problem of finite-time singularity formation (blow-up) for the 3D Euler equations of incompressible fluid flow. To the best of our knowledge this is the first time-dependent perturbative renormalization approach for 3D Euler which includes all the complex effects present in the Euler dynamics. For the Taylor-Green initial condition, the renormalized coefficients in the reduced order models decay algebraically with time and resolution. The renormalized reduced models are stable and we evolve them for long times. Our results for the behavior of the solutions are consistent with the formation of a finite-time singularity.

1 Introduction

The behavior of solutions of the 3D Euler equations for incompressible fluid flow is one of the most challenging problems in the analysis of partial differential equations (PDEs) and scientific computing. The common root of these difficulties lies in the complexity of the dynamics implied by the equations. On the theoretical side, it is unknown whether general smooth initial conditions give rise to a finite time singularity. On the numerical side, computations that begin with smooth initial conditions quickly give rise to a degree of complexity (turbulence) that exhausts the available computational power. Despite the accumulated knowledge on the theoretical and numerical fronts, there is still no conclusive evidence.

A limiting factor in the numerical exploration of this problem is the necessary system size for fully resolved computations. Consequently, the development of reduced order models for Euler’s equations would greatly help in this effort. A successful reduced order model for Euler’s equations would describe a finite subset of the variables involved in a full scale simulation. For example, if the
solution is represented in terms of Fourier modes, one could consider a finite subset of those modes corresponding to long wavelength behavior. Ideally, the reduced order models for these variables would evolve as the same variables would evolve should the full system have been simulated.

One mathematical framework for constructing reduced order models is the Mori-Zwanzig formalism (MZ). Originally developed in the context of statistical mechanics [22], the formalism has been modernized as a mathematical tool [10, 11]. This formalism allows one to express the evolution of a subset of variables (the resolved variables) in terms of a Markov term, a noise term, and a memory integral. Based on various approximations, this framework has led to successful reduced order models for a host of systems (see e.g. [10, 12, 27, 25, 33]).

Except for special cases, it is difficult to guarantee that the reduced models will remain stable. We have developed a time-dependent version of the renormalization concept from physics [19, 18] to aid with the stabilization of reduced models. This approach, in which we attach time-dependent coefficients to the terms in the reduced order model, has led to some success in stabilizing the reduced models [39, 40, 35].

The MZ formalism has been previously used to develop reduced order models for Euler’s equations [21, 37, 39]. Those models were based on approximations of the memory term which assume various degrees of “long memory” i.e., the assumption that the unresolved variables evolve on timescales that are comparable to the resolved variables. Such an assumption is eminently plausible for the Euler equations (and high-Reynolds number fluid flows in general), given the vast range of active scales present in the solution. Recently [35], we have developed a novel expansion of the memory term (dubbed the “complete memory approximation”) which also assumes long memory but avoids all the simplifying approximations applied before. Thus, it can incorporate all the complex effects present in the Euler dynamics.

In the current work we present results for renormalized MZ reduced models of the 3D Euler equations stemming from the complete memory approximation. To the best of our knowledge this is the first time-dependent perturbative renormalization approach for 3D Euler which includes all the complex effects present in the Euler dynamics. For the Taylor-Green initial condition, the renormalized coefficients in the reduced order models decay algebraically with time and resolution. The renormalized reduced models are stable and we evolve them for long times. We use the predicted evolution to estimate several quantities related to the occurrence of a finite-time singularity (blow-up). We find that our results are indeed consistent with a finite-time singularity.

This paper is organized in the following manner. In Section 2, we present a brief overview of the MZ formalism and constructing reduced order models from it by employing the complete memory approximation. In Section 3, we demonstrate the application of this approach to Euler’s equations including the process of identifying effective renormalization coefficients. In Section 4, we present the results of simulations of these reduced order models. In Section 5, we discuss these results and comment upon the question of finite-time singularities in Euler’s equations.
2 The Mori-Zwanzig Formalism

Previous work \cite{35} includes a comprehensive overview of the Mori-Zwanzig formalism and construction of reduced order models from it by way of the complete memory approximation. Here we present an abridged version. Consider a system of autonomous ordinary differential equations

$$\frac{du(t)}{dt} = R(u)$$ (1)

augmented with an initial condition \(u(0) = u^0\). Let \(u(t) = \{u_k(t)\}, k \in F \cup G\). We separate \(u(t)\) into resolved variables \(\hat{u} = \{u_i(t)\}, i \in F\) and unresolved variables \(\tilde{u} = \{u_j(t)\}, j \in G\) where \(F\) and \(G\) are disjoint. Let \(R_k(u)\) be the \(k\)th entry in the vector-valued function \(R(u)\). We can transform this nonlinear system of ODEs (1) into a linear system of PDEs by way of the Liouvillian operator \cite{9,10}, also known as the generator of the Koopman operator \cite{24}:

$$\mathcal{L} = \sum_{k \in F \cup G} R_k(u^0) \frac{\partial}{\partial u_k^0}.$$ (2)

It can be shown that \(\phi_k(u^0, t) = u_k(u^0, t)\) satisfies the PDE:

$$\frac{\partial \phi_k(u^0, t)}{\partial t} = \mathcal{L} \phi_k, \quad \phi_k(u^0, 0) = u_k^0.$$

In essence, we are constructing the partial differential equation for which our original ODE system defines the backward characteristic curves. Equation (3), however, is linear. Using semigroup notation, which states \(\phi_k(u^0, t) = e^{t \mathcal{L}} u_k^0\), we can write

$$\frac{du_k(t)}{dt} = \frac{\partial \phi_k(u^0, t)}{\partial t} = \frac{\partial e^{t \mathcal{L}} u_k^0}{\partial t} = e^{t \mathcal{L}} \mathcal{L} u_k^0.$$ (4)

Consider the space of functions that depend upon \(u^0\). Let \(P\) be an orthogonal projection onto the subspace of functions depending only on the resolved variables \(\hat{u}^0\). For example, \(Pf\) might be the conditional expectation of \(f\) given the resolved variables and an assumed joint density. Let \(Q = I - P\). Then, we can decompose the evolution operator \(e^{t \mathcal{L}}\) using Dyson’s formula,

$$e^{t \mathcal{L}} = e^{tQ \mathcal{L}} + \int_0^t e^{(t-s) \mathcal{L}} P \mathcal{L} e^{sQ \mathcal{L}} ds$$ (5)

into:

$$\frac{du_k}{dt} = e^{t \mathcal{L}} P \mathcal{L} u_k^0 + e^{tQ \mathcal{L}} Q L u_k^0 + \int_0^t e^{(t-s) \mathcal{L}} P L e^{sQ \mathcal{L}} Q \mathcal{L} u_k^0 ds.$$ (6)

This is the Mori-Zwanzig identity. It is simply a rewritten version of the original dynamics. The first term on the right hand side in (6) is called the Markov term, because it depends only on the instantaneous values of the resolved variables.
The second term is called ‘noise’ and the third is called ‘memory’. We again project the dynamics:

\[ \frac{dP_u^k}{dt} = Pe^{t \mathcal{L}} PLu^0_k + P \int_0^t e^{(t-s) \mathcal{L}} PLE^{s \mathcal{Q}} \mathcal{L}u^0_k ds. \]  

(7)

For \( k \in F \), (7) describes the projected dynamics of the resolved variables. The system is not closed, however, due to the presence of the orthogonal dynamics operator \( e^{s \mathcal{Q} \mathcal{L}} \) in the memory term. In order to simulate the dynamics of (7) exactly, one needs to evaluate the second term which requires the dynamics of the unresolved variables.

One key fact must be understood: reducing a large system to one of comparatively fewer variables necessarily introduces a memory term encoding the interplay between the unresolved and resolved variables. Dropping both the noise and memory terms and simulating only the “average” dynamics (the Markov term) may not accurately reflect the dynamics of the resolved variables in the full simulation. Any multiscale dynamical model must in some way approximate or compute the memory term, or argue convincingly why the memory term is negligible. In a previous work, it was shown that even when the memory term is small in magnitude, neglecting it leads to inaccurate simulations [35].

2.1 Renormalized Memory Approximations

Define the Markov term as

\[ Pe^{t \mathcal{L}} PLu^0_k = R^0_k(\hat{u}), \]  

(8)

and the memory term as

\[ M_k = P \int_0^t e^{(t-s) \mathcal{L}} PLE^{s \mathcal{Q} \mathcal{L}} \mathcal{L}u^0_k ds. \]  

(9)

The simplest possible approximation of the memory integral is to assume the integrand is constant. In this case, the memory integral becomes:

\[ M_k \approx tPe^{t \mathcal{L}} PLQ \mathcal{L}u^0_k. \]  

(10)

We apply \( PLQ \mathcal{L} \) to the initial condition. The result is an expression that depends upon only the initial condition of the resolved modes (because the final operator applied before the evolution operator is a projection operator). Therefore, this term can be expressed in terms of only the trajectories of the resolved variables, as desired. This model is called the \( t \)-model and it has been used to successfully construct reduced order models for a variety of problems [10] [38] [11] [21] [4] [6].

2.1.1 Complete Memory Approximation

We would like to improve upon the accuracy of the \( t \)-model. It is our hope to construct a series representation of \( M_k \) in powers of \( t \). We begin by rewriting
the memory term using the definitions of $e^{-sL}$ and $e^{sQL}$ and then computing the integral termwise:

$$ M_k = Pe^{tL} \int_0^t \left( \sum_{i=0}^{\infty} \frac{(-1)^i s^i}{i!} L^i \right) P \left( \sum_{j=0}^{\infty} \frac{s^j}{j!} (QL)^j \right) QLu_k^0 \, ds $$

$$ = Pe^{tL} \left( \sum_{i=0}^{\infty} \sum_{j=0}^{\infty} \frac{(-1)^i t^{i+j+1}}{i! j! (i+j+1)} L^i P(LQ)^j QLu_k^0 \right). $$ (11)

We assume the integrand is sufficiently smooth that we can interchange the order of the integral and the infinite sums. Now, consider the full expansion of the memory kernel (11). We begin to analyze this formulation of the memory by writing the first few terms arranged by powers of $t$:

$$ M_k = tPe^{tL} [PQLQ] u_k^0 - \frac{t^2}{2} Pe^{tL} [LPQLQ - PQLQQL] u_k^0 + O(t^3) $$ (12)

The $O(t)$ term is the $t$-model once again. The $O(t^2)$ term, presents a new problem. The second term in it can be computed in a manner similar to the $t$-model, but the first term is not projected prior to its evolution. $Lf(u^0)$ is a function of all modes, not just the unresolved ones. If we wish to evolve a term of this form forward in time, we would need to evolve forward in time a quantity that depends upon unresolved modes, necessitating knowledge of the dynamics of the unresolved modes. This makes it impossible to compute as part of a reduced order model except in very special cases.

To close the model in the resolved variables we construct an additional reduced order model for the problem term. This term is $Pe^{tL}LPQLQu_k^0$. First note that

$$ Pe^{tL}LPQLQu_k^0 = \frac{\partial}{\partial t} Pe^{tL} PQLQu_k^0. $$ (13)

That is, it is the derivative of the $t$-model term itself. Now consider a reduced order model for this derivative under the Mori-Zwanzig formalism again:

$$ \frac{\partial}{\partial t} Pe^{tL} PQLQu_k^0 = Pe^{tL} PQLQu_k^0 + Pe^{tL} \int_0^t e^{-(t-s)L} PQLQLQu_k^0 \, ds $$

$$ = Pe^{tL} PQLQu_k^0 + Pe^{tL} \left( \sum_{i=0}^{\infty} \sum_{j=0}^{\infty} \frac{(-1)^i t^{i+j+1}}{i! j! (i+j+1)} L^i P(LQ)^j QLu_k^0 \right). $$ (14)

If we replace $Pe^{tL}LPQLQu_k^0$ in (12) with (14), only the first term of (14) contributes at the $O(t^2)$ level. We find

$$ M_k = tPe^{tL} [PQLQ] u_k^0 - \frac{t^2}{2} Pe^{tL} P[LQ - QL] QLu_k^0 + O(t^3) $$ (15)
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where all the terms are now projected prior to evolution and so involve only resolved variables.

Many of the higher order terms in (11) contain a leading $L$ like the “problem term” at $O(t^2)$ discussed above. In each case, we can construct a reduced order model for the problem term and approximate it by expanding the memory term in a series. The terms in this series will also include leading $L$ terms, but we can simply repeat our procedure indefinitely. In this manner, we can construct an approximation for (11) in which every term has a leading $P$ before the evolution operator is applied. The resulting series is written as:

$$M_k = \sum_{i=1}^{\infty} \frac{(-1)^{i+1} t^i}{i!} R_i^k(\hat{u}).$$

(16)

Different approximation schemes can be constructed by truncating this series at different terms. As discussed above, the $O(t)$ term corresponds to the $t$-model

$$R_1^k(\hat{u}) = Pe^{tL} P L Q L u_0^k,$$

(17)

and the $O(t^2)$ term is:

$$R_2^k(\hat{u}) = Pe^{tL} P L [P L - Q L] Q L u_0^k.$$  

(18)

By grouping terms in the series in powers of $t$ and using the technique described above to further expand problem terms, we can uniquely define $R_i^k(\hat{u})$ for any positive integer $i$. We automated this process in a Mathematica notebook, which is available in the Renormalized Mori Zwanzig git repository.

The $O(t^3)$ term is:

$$R_3^k(\hat{u}) = Pe^{tL} P L [P L - Q L] Q L u_0^k.$$  

(19)

Finally, the $O(t^4)$ term is:

$$R_4^k(\hat{u}) = Pe^{tL} P L \left[ P L Q L - 2 P L Q L - 2 Q L P L + Q L Q L \right] Q L u_0^k.$$  

(20)

2.1.2 Renormalization

The complete memory approximation framework provides a series representation of the memory integral. Different ROMs can be created by truncating the series at different terms. In this case, the differential equation for a resolved mode is:

$$\frac{dP u_k}{dt} = R_0^k(\hat{u}) + \sum_{i=1}^{n} \frac{(-1)^{i+1} t^i}{i!} R_i^k(\hat{u}).$$  

(21)

When applied to Euler’s equations, the resulting ROMs are unstable.
For a related memory approximation method, it was found that renormalization rendered the reduced order models for Euler’s equations stable [39, 40]. We attach additional coefficients to each term in the series, such that the terms represent an effective memory, given knowledge only of the resolved modes [18]. The evolution equation for a reduced variable then becomes

\[
\frac{dP_{u_k}}{dt} = R^0_k(\tilde{u}) + \sum_{i=1}^n \alpha_i(t)t^iR^i_k(\tilde{u}).
\] (22)

Here, we allow the renormalization coefficients \(\alpha_i(t)\) to be time dependent. This gives us the flexibility to allow the functional form of the effective memory to be dynamic if necessary. These coefficients must be chosen in a way that captures information we know about the memory term. We will detail how we selected coefficients in Section 3.2.

3 Reduced Order Models of Euler’s Equations in Three Dimensions

The three dimensional Euler’s equations are given by:

\[
u_t + \mathbf{u} \cdot \nabla \mathbf{u} = -\nabla p, \quad \nabla \cdot \mathbf{u} = 0 \quad (23)
\]

where \(\mathbf{u}(x,t)\) is the three-dimensional velocity field and \(p\) is the pressure. We restrict attention to periodic boundary conditions. Also, let the initial condition be \(\mathbf{u}(x,0) = \mathbf{v}^0\). We will use the Taylor-Green initial condition:

\[
\mathbf{v}^0 = \begin{bmatrix}
\sin(x) \cos(y) \cos(z) \\
-\cos(x) \sin(y) \cos(z) \\
0
\end{bmatrix}. \quad (24)
\]

The Taylor-Green initial condition is very smooth. We are interested in studying the cascade of energy into higher frequency modes as time evolves. Because \(\mathbf{u}\) is periodic in all three dimensions, we will write it as Fourier series:

\[
\mathbf{u}(x,t) = \sum_k \mathbf{u}_k(t)e^{ik \cdot x} \quad (25)
\]

where \(k\) is a three-dimensional wavevector, and the sum is over all possible integer-valued wavevectors. The evolution of a Fourier mode is:

\[
\frac{d\mathbf{u}_k}{dt} = \mathbf{R}_k(\mathbf{u}) = -i \sum_{p + q = k} k \cdot u_p A_k u_q \quad (26)
\]

where

\[
A_k = I - \frac{kk^T}{|k|^2} \quad (27)
\]
is the incompressibility projection operator \[16\]. We will use Matlab’s built-in integrator \texttt{ode45} to solve the described differential equations. This uses a version of Runge-Kutta-Fehlberg with adaptive stepsize selection. We set the initial step as \(10^{-3}\) because the very small initial rate of change causes the algorithm to choose an overly ambitious starting step. We also set the maximum relative error to \(10^{-10}\).

### 3.1 Reduced models

Let \(u(x, t)\) be the solution to Euler’s equations. Consider the Fourier components \(u_k(t)\), where \(k \in F \cup G\). Let \(F\) be the set of resolved modes. That is \(F = \{k \in [-N, N - 1]^{3}\}\). Let \(F \cup G = \{k \in [-M, M - 1]^{3}\}\). Define \(\hat{u} = \{u_k \mid k \in F\}\) and \(\tilde{u} = \{u_k \mid k \in G\}\).

Following the Mori-Zwanzig formalism, we define

\[
\mathcal{L} = \sum_{k \in F \cup G} \begin{bmatrix}
R_k^x(u_0) \frac{\partial}{\partial u_k^x} & 0 & 0 \\
0 & R_k^y(u_0) \frac{\partial}{\partial u_k^y} & 0 \\
0 & 0 & R_k^z(u_0) \frac{\partial}{\partial u_k^z}
\end{bmatrix}
\]

where \(R_k^i\) is the component of \(R_k\) in the \(i\)th direction and \(u_k^0, i\) is the component of the initial condition of \(u_k\) in the \(i\)th direction. Observe that:

\[\mathcal{L} u_k^0 = R_k(u_0)\]

as desired. Therefore, we can see

\[
\mathcal{L} u_k^0 = -i \sum_{p+q=k \in F \cup G} k \cdot u_p A_k u_q^0.
\]

We define the convolution \(C\) of two vectors. Let \(C_k\) be the component of \(C\) corresponding to the wavevector \(k\):

\[
C_k(v, w) = -i \sum_{p+q=k \in F \cup G} k \cdot v_p A_k w_q.
\]  

(28)

Under this definition, we can see that \(\mathcal{L} u_k^0 = C_k(u^0, u^0)\), or under the Mori-Zwanzig formalism that

\[
\frac{d u_k}{dt} = e^{t \mathcal{L}} C_k(u_0, u_0) = C_k(u, u).
\]  

(29)

For this to be the exact full solution, we would need \(M = \infty\). For our implementation, \(M\) will necessarily be the maximal mode we choose to retain.

We now define the projector \(P\) as:

\[
P f(u) = P f(\hat{u}, \tilde{u}) = f(\hat{u}, 0).
\]  
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That is, it simply sets all unresolved modes to zero. Let \( Q = I - P \). Then we can begin constructing the terms of a complete memory approximation:

\[
\frac{dP\hat{u}_k}{dt} = R_k^0(\hat{u}) + \sum_{i=1}^{4} \alpha_i(t)t^i R_k^i(\hat{u}).
\]

(30)

3.1.1 Markov Term

The Markov term is

\[
R_k^0(\hat{u}) = P e^{tL} P L u_0^0.
\]

Using the definitions above, we find:

\[
R_k^0(\hat{u}) = P e^{tL} P C_k(u_0^0, u_0^0) = P e^{tL} C_k(\hat{u}_0^0, \hat{u}_0^0) = C_k(\hat{u}, \hat{u}).
\]

Here, we used the fact that \( P \) sets the unresolved modes to zero. Through a slight abuse of notation, consider \( \hat{u} \) to be the array of \( u \) where all \( u_j = 0 \) for \( j \in G \) (and similarly for \( \tilde{u} \)).

3.1.2 First-order term

The \( t \)-model is

\[
R_k^1(\hat{u}) = P e^{tL} P LQ L u_0^0.
\]

We can simplify this as:

\[
R_k^1(\hat{u}) = P e^{tL} P LQ [L - P L] u_0^0
\]

\[
= P e^{tL} P L [C_k(\hat{u}_0^0, \hat{u}_0^0) + C_k(\hat{u}_0^0, \hat{u}_0^0) + C_k(\hat{u}_0^0, \hat{u}_0^0)]
\]

When applied to a convolution sum, \( L \) obeys the product rule

\[
L C_k(v, w) = C_k(L v, w) + C_k(v, L w).
\]

Define the following arrays. Let \( \hat{C}(v, w) \) be the convolution of \( v \) and \( w \), but set all indices corresponding to \( j \in G \) to zero. Let \( \hat{C}(v, w) \) be the convolution of \( v \) and \( w \), but set all indices corresponding to \( i \in F \) to zero. Thus, \( \hat{C}(v, w) = \hat{C}(v, w) + \hat{C}(v, w) \). Observe that, under this definition, \( L \hat{u}_0^0 = \hat{C}(u_0^0, u_0^0) \) and \( L \hat{u}_0^0 = \hat{C}(u_0^0, u_0^0) \). Thus,

\[
R_k^1(\hat{u}) = P e^{tL} P [C_k(\hat{C}(u_0^0, u_0^0), \hat{u}_0^0) + C_k(\hat{u}_0^0, \hat{C}(u_0^0, u_0^0))
\]

\[
+ C_k(\hat{C}(u_0^0, u_0^0), \hat{u}_0^0) + C_k(\hat{u}_0^0, \hat{C}(u_0^0, u_0^0)) + C_k(\hat{C}(u_0^0, u_0^0), \hat{u}_0^0) + C_k(\hat{u}_0^0, \hat{C}(u_0^0, u_0^0))].
\]

In order to apply the projector, observe that \( P C_k(v, w) = C_k(P v, P w) \). Note that \( P \hat{u}_0^0 = \hat{u}_0^0, P \hat{u}_0^0 = \hat{u}_0^0 \), and \( P \hat{u}_0^0 = 0 \). Finally, note that \( C_k(v, 0) = \)
from this, we derive an expression for the applied to the terms. The second order term is:

\[ \text{expression:} \]

This term involves convolutions of the same two terms in both permutations. It is useful to define a function:

\[ D(v, w) = C(v, w) + C(w, v) \]

and the related functions \( D_k, \hat{D}, \text{ and } \hat{D} \) defined in terms of the equivalent convolutions. With this notation, we can write the \( t \)-model term in a single expression:

\[ R_k^1(\hat{u}) = D_k(\hat{u}, \hat{C}(\hat{u}, \hat{u})) \]

### 3.1.3 Second-order term

The set of rules derived in the previous section will allow us to proceed to higher terms. The second order term is:

\[ R_k^2(\hat{u}) = P e^{\ell C} [P \mathcal{L} - Q \mathcal{L}] Q \mathcal{L} u_k^0. \]

First note that, with our newly defined \( D \) function,

\[ Q \mathcal{L} u_k^0 = D_k(\hat{u}, \hat{u}) + C_k(\hat{u}, \hat{u}). \]

\( \mathcal{L} \) operates upon \( D \) in the same manner it did upon \( C \). The projector \( P \) when applied to \( D \) similarly is applied to each term within the expression. Starting from this, we derive an expression for the \( t^2 \)-term:

\[ R_k^2(\hat{u}) = P e^{\ell C} [P \mathcal{L} (2P \mathcal{L} - \mathcal{L})] [D_k(\hat{u}^0, \hat{u}^0) + C_k(\hat{u}^0, \hat{u}^0)] \]

\[ = P e^{\ell C} [2 \mathcal{L} D_k(\hat{u}^0, \hat{C}(\hat{u}^0, \hat{u}^0)) - D_k(\hat{C}(\hat{u}^0, \hat{u}^0), \hat{u}^0) \]

\[ - D_k(\hat{u}^0, \hat{C}(\hat{u}^0, \hat{u}^0)) - D_k(\hat{C}(\hat{u}^0, \hat{u}^0), \hat{C}(\hat{u}^0, \hat{u}^0)) \]

\[ = D_k(\hat{u}, \hat{D}(\hat{C}(\hat{u}, \hat{u}) - \hat{C}(\hat{u}, \hat{u}), \hat{u})) - D_k(\hat{C}(\hat{u}, \hat{u}), \hat{C}(\hat{u}, \hat{u})). \]

### 3.1.4 Higher ordered terms

The rules described in the previous sections can be automated in a symbolic notebook. We used a notebook (included in the git repository [34]) to compute third and fourth order terms in the complete memory approximation for Euler’s equations. These terms and details of this derivation are described in Appendix.
The terms are quite complicated and are unlikely to be proposed by a mathematical modeler. However, we find that these terms lead to stable reduced order models with significant structure in the renormalization coefficients. For this reason, we propose that the complete memory approximation represents a “natural” reduced order model derived from the full equations themselves.

3.2 Renormalization coefficients

With these terms computed, we can express a renormalized reduced order model as:

\[
\frac{dP_{uk}}{dt} = R_{0k}(\hat{u}) + \sum_{i=1}^{n} \alpha_{i}(t) t^{i} R_{ik}(\hat{u})
\]

for \( n = 1, 2, 3, 4 \). If we do not renormalize and \( \alpha_{i}(t) = \frac{(-1)^{i+1}}{i!} \), we find that the simulations are unstable for all except the \( t \)-model alone. Instead, we will choose renormalization coefficients to stabilize the models. In past work, it was found that ROMs of Burgers’ equation and Euler’s equations were stabilized with constant renormalization coefficients \[39, 40\] and ROMs of the Korteweg-de Vries equation were stabilized with algebraically decaying renormalization coefficients \[35\]. We will consider both cases as possible ansatzes. To be explicit,

\[
\alpha_{i}(t) = a_{i} t^{-i} \quad (31)
\]

\[
\alpha'_{i}(t) = a'_{i} \quad (32)
\]

We will use the rates of change of the energy in each resolved mode as the quantities we attempt to match in the renormalization process. This choice is reasonable because it is known that energy moves from low-frequency modes to high-frequency modes as Euler’s equations are evolved, and the Markov term is incapable of capturing this, since it conserves energy in the resolved modes. Thus, it makes an excellent heuristic for the effectiveness of a memory approximation. The energy of a mode is defined as:

\[
E_{k}(t) = |u_{k}|^2. \quad (33)
\]

The rate of change of the energy in a particular mode in the full model is:

\[
\Delta E_{k}(t) = R_{k}(u) \cdot \mathbf{u}_{k} + u_{k} \cdot R_{k}(u). \quad (34)
\]

In a reduced order model, each term in the series has its own contribution to the energy derivative:

\[
\Delta E'_{k}(t) = R_{k}(\hat{u}) \cdot \mathbf{u}_{k} + u_{k} \cdot R_{k}(\hat{u}). \quad (35)
\]

Given an exact energy derivative, our renormalization coefficients will be chosen to minimize the difference between \( \Delta E_{k} \) and

\[
\Delta \hat{E}_{k}(t) = \Delta E'_{k}(t) + \sum_{i=1}^{n} \alpha_{i}(t) t^{i} \Delta E_{k}(t). \quad (36)
\]
We will renormalize against data $\Delta E_k$ produced by a full model that we trust has not yet become unresolved. We use the Markov model to simulate this “full” system of size $F \cup G = \{\mathbf{k} \mid \mathbf{k} \in [-M, M - 1]^3\}$ up to time $T$. This produces a time series $\mathbf{u}(t)$ for $t = 0, \ldots, T$. We must identify the timesteps which correspond to times we are confident that this simulation is still resolved. We assume the transfer of energy is largely local. This means that the energy that begins in low-frequency modes at the beginning will begin to drain into modes with increasing $|k|$ as time evolves. The assumption of local energy transfer means that we can assume a simulation is still resolved as long as energy has not yet reached the edge of the computational domain.

We process the data to find a conservative estimate of the resolved timesteps. At each timestep, we define $\hat{\mathbf{u}}(t)$ to be a restricted version of the calculated solution of size $F = \{k | k \in [-M/2, M/2 - 1]^3\}$ at the observed timesteps. We can calculate to first order the rate of change of energy flowing out of these modes through the $t$-model:

$$\Delta E_F(t) = t \left[ \sum_{k \in F} R_k^1(\hat{\mathbf{u}}) \cdot \mathbf{u}_k + \mathbf{u}_k \cdot R_k^1(\hat{\mathbf{u}}) \right].$$  \hspace{1cm} (36)$$

We restrict ourselves to timesteps where the full data are still resolved by limiting ourselves to a specific set of timesteps $t^* = \{t \mid 10^{-16} < \Delta E_F(t) < 10^{-10}\}$. If there is so little energy leaving the cube corresponding to the inner 1/27th of the simulated domain, we conclude that the energy has not yet cascaded to the edge of the domain and the simulation is still resolved. We double-checked this by computing:

$$\Delta E_G(t) = t \left[ \sum_{k \in G} R_k^1(\mathbf{u}) \cdot \overline{\mathbf{u}}_k + \mathbf{u}_k \cdot \overline{R}_k^1(\mathbf{u}) \right].$$  \hspace{1cm} (37)$$

which is a first-order approximation of the amount of energy that should be flowing out of the full system were it larger. We found that for all $t \in t^*$ this quantity was below machine precision. This makes us more confident that the timesteps $t^*$ can be trusted as resolved. Thus, we can use it for fitting our reduced order models.

Consider a reduced order model of resolution $N$ that includes reduced order models up through order $n$. By this we mean the ROM would compute the solutions for the wavenumbers in $F_N = \{k \mid k \in [-N, N - 1]^3\}$. We assume the renormalization coefficients depend upon the system size $N$. We computed these coefficients using a least squares fit. For the algebraically decaying coefficients $\alpha_i(t) = a_i t^{-i}$, we minimized:

$$C_{N,n}(a) = \sum_{k \in F_N} \sum_{i \in t^*} \left( \Delta E_k - \Delta E_k^0 - \sum_{i=1}^n a_i \Delta E_i^k \right)^2$$  \hspace{1cm} (38)$$

where $a$ is the vector of renormalization coefficients. For the constant renormal-
We ran a full simulation of size $M = 48$ and used it to compute renormalization coefficients for reduced order models of size $N = 4, 6, \ldots, 24$ with algebraically decaying renormalization coefficients and constant renormalization coefficients. In each case, we considered models that included up through $n = 1, 2, 3, 4$ terms from the complete memory approximation. In all cases, there was an apparent algebraic dependence upon $N$ for the constants $a_i$ and $a'_i$ as depicted in Fig. 1. We also used simulations of size $M = 24$ and $M = 32$ to compute renormalization coefficients for reduced order models of size $N = 4, 6, \ldots, 12$ and $N = 4, 6, \ldots, 16$, respectively. The coefficients found in each of these calculations were similar. As the largest simulation, we trust the results from the $M = 48$ simulation the most.

Due to the apparent algebraic dependence, we conclude that the functional form of the renormalization coefficients is:

$$
\alpha_i(t) = \beta_i^n N^\gamma_i t^{-i} \\
\alpha'_i(t) = \beta'_i^n N^\gamma'_i n.
$$

(40)

We identified the parameters $\beta_i^n$, $\gamma_i^n$, $\beta'_i^n$ and $\gamma'_i^n$ by computing a linear least squares fit of $\log(\alpha_i)$ and $\log(N)$. The resulting coefficients and the correlation coefficient of the linear least-squares fit $r^2$ are presented in Table 1.

There are a few comments we can make from these data. First, we see from the correlation coefficients that these fits are quite good. It appears the scaling
law form is a good representation of the functional form of the renormalization coefficients. We see also that the exponent in those scaling laws ($\gamma_i^n$ and $\gamma_1^n$) seem relatively independent of the number of terms $n$ included in the reduced model. The prefactors $\beta_i^0$ and $\beta_1^0$, however, slowly grow in magnitude as more terms are included. We also see that the coefficients of the even terms are negative while the coefficients of the odd terms are positive in all cases. Thus, the renormalized coefficients agree with the unrenormalized coefficients in sign though not in magnitude.

| n  | $\beta_1^0$ | $\beta_2^0$ | $\beta_3^0$ | $\beta_4^0$ | $\gamma_1^0$ | $\gamma_2^0$ | $\gamma_3^0$ | $\gamma_4^0$ | $r_1$ | $r_2$ | $r_3$ | $r_4$ |
|----|--------------|--------------|--------------|--------------|--------------|--------------|--------------|--------------|------|------|------|------|
| 1  | 1.134        | -1.377       |             |              | -1.377       |              |              |              |      |      |      |      |
| 2  | 2.468        | -2.341       | -2.136       |              | -0.999       | -2.136       | -0.999       | 0.999        | 0.996 | 0.996| 0.996| 0.996|
| 3  | 3.100        | -3.094       | 1.065        | -3.148       | -0.962       | -2.042       | -3.148       | 1.065        | 0.999 | 0.999| 0.999| 0.999|
| 4  | 3.110        | -5.006       | 4.924        | -1.828       | -0.924       | -1.959       | -3.115       | -4.312       | 0.999 | 1.000| 1.000| 0.999|

Table 1: Scaling laws that approximate the observed optimal correlation coefficients for 3D Euler’s equations. The top table contains scaling laws for algebraically decaying renormalization coefficients $\alpha_i(t) = \beta_i^0 N^{\gamma_i} t^{-\gamma_i}$ while the bottom table contains scaling laws for constant renormalization coefficients $\alpha_i(t) = \beta_i^0 N^{\gamma_i}$. We computed an $M = 48$ full simulation to construct $\Delta E_i$. The algebraically decaying renormalization coefficient scaling laws were found by minimizing (38) with $n = 1, 2, 3, 4$ and $N = 4, 6, \ldots, 24$, then conducting a linear least squares fit of $\log(\alpha_i)$ against $\log(N)$. The correlation coefficient $r^2$ of this log-log fit is also provided. The same data methodology was used to compute the constant renormalization coefficient scaling laws.

4 Results

The behavior of the solution to the three-dimensional Euler’s equations with a smooth initial condition remains unknown. Consequently, we cannot compare the results of our ROMs to the exact solution for accuracy. Instead, we endeavour to produce ROMs that remain stable over a long time. We will have to rely upon secondary means of inferring the accuracy of the resultant ROMs. Our results, not fully validated as they are, can be interpreted as evidence that is suggestive of long-term behavior of a subset of Fourier modes evolved according to Euler’s equations.

First, it should be noted that renormalized ROMs with constant renormalization coefficients proved to be unstable for $n > 1$. The $t$-model is stable, by construction, but the addition of higher-order terms, even when renormalized, rendered the simulations unstable. As the order of the ROM increases for a
fixed resolution, the time at which the model becomes unstable becomes earlier (see Fig. 2). Consequently, we conclude that the constant renormalization coefficients are not the correct choice for producing stable ROMs for Euler’s equations.

Figure 2: The energy contained in the resolved modes of several ROMs of resolution $N = 12$ using constant renormalization coefficients as described in the bottom of Table 1 depicted on a log-log plot. The Markov model is stable but does not drain any energy. The first order ROM is stable by construction. All other ROMs are unstable, and the time of instability grows smaller as the order of the ROM increases. These results are qualitatively the same for other resolutions $N$.

On the other hand, the ROMs with renormalization coefficients that decay algebraically with time led to solutions that remained stable until at least $t = 1000$. When we fix a resolution $N$ and simulate ROMs that include up through degree $n = 1, 2, 3, 4$, as seen in Fig. 3, the results converge quickly with increasing order, which suggests that we are indeed in a perturbative regime. Each additional term in a ROM is more expensive to compute, and the fast convergence gives us confidence that including additional terms will only minimally affect our results. Thus, we will assume that the fourth order ROMs represent the most accurate simulations of the dynamics of the resolved modes.

As one increases the resolution of our fourth order ROMs, several fascinating patterns emerge. First, we consider the energy contained in the resolved modes. The Markov term conserves energy, so any draining of energy is accomplished by the memory terms alone. Fig. 4 depicts the energy decay of ROMs with resolution $N = 4, 6, \ldots, 24$ up to time $t = 1000$ on a log-log plot. We see that in all cases there is monotonic energy decay. As time goes on, the results become stratified: the amount of energy remaining in the system decreases as the resolution of the model grows. This indicates significant activity in the high-frequency modes that increases with the resolution. This is one point of evidence for a singularity. Were there not a singularity, one would not expect each larger ROM to drain more energy.
Figure 3: The energy contained in the resolved modes several ROMs of resolution $N = 12, 14, 16, 18$ up to time $t = 100$ depicted on a log-log plot. The Markov model does not drain energy at all. The other four ROMs use algebraically decaying renormalization coefficients as described in Table 1. Note that the behavior of the energy appears to converge as the order of the model increases, indicating that we are in the perturbative regime. The results for other resolutions $N$ are qualitatively similar and the convergence appears to be faster as $N$ grows larger.

We also see several other patterns as the resolution increases. The decay of energy is relatively linear on a log-log plot, indicating algebraic energy ejection from the resolved modes. The slope indicates the exponent of the decay. We computed the slope from the data for which between 50% and 90% of the initial energy has left the system. These slopes seem to converge towards approximately -2.5. Finally, we see that the rate of energy ejection eventually becomes slightly smaller. We computed the slope from the data after 99.5% of the initial energy had left the system. These new ejection rates seem to converge towards -1.5. All these observations are enumerated in Table 2.
Figure 4: The energy contained in the resolved modes of fourth order ROMs of resolutions $N = 4, 6, \ldots, 24$ up to time $t = 1000$ depicted on a log-log plot. These simulations use algebraically decaying renormalization coefficients as described in Table 1. The qualitative behavior is the same for each resolution: energy does not drain at first, until it suddenly begins to do so at a nearly constant rate. After a long time, it gradually shifts to a different constant drain rate. The time at which the energy drain begins becomes larger as $N$ increases, and the initial slope grows steeper with increasing $N$. Both appear to have limiting values. The total energy ejected by the end of the simulation grows monotonically with increasing $N$.

| ROM resolution $N$ | Initial decay rate | Second decay rate |
|-------------------|-------------------|-------------------|
| 4                 | -0.808            | -1.208            |
| 6                 | -1.003            | -1.291            |
| 8                 | -1.575            | -1.163            |
| 10                | -1.646            | -1.298            |
| 12                | -1.916            | -1.274            |
| 14                | -1.981            | -1.265            |
| 16                | -2.005            | -1.357            |
| 18                | -1.989            | -1.298            |
| 20                | -2.208            | -1.485            |
| 22                | -2.226            | -1.348            |
| 24                | -2.414            | -1.413            |

Table 2: Observations of the energy decay in reduced order models of 3D Euler’s equations. Simulations use algebraically decaying renormalization coefficients as described in the top of Table 1. When plotted on a log-log plot, the energy begins to decay at a fixed rate. The initial decay rate is the slope of a least-squares fit line to the log-log data for which between 50% and 90% of the initial energy has left the resolved modes. The second decay rate is the slope of a least-squares fit line to the log-log data after 99.5% of the data has left the resolved modes.
Next, we computed several other interesting dynamic quantities from our ROMs. In each of these cases, we found perturbative convergence as the order of the model increases. This suggests that we can continue to treat the fourth order ROM as the most accurate result.

Figure 5: The enstrophy plotted against time for fourth order ROMs of size $N = 4, 6, \ldots, 24$ using algebraically decaying renormalization coefficients as described in Table 1 up to time $t = 100$. The enstrophy for each ROM begins small, grows to a maximum at a finite time, and then decays. As $N$ increases, the maximum value achieved increases, and the time at which this maximum is achieved appears to coincide with the time at which energy begins draining from the system. If this pattern continues and the enstrophy approaches infinity at some finite time as the number of simulated modes increases, we can conclude that a finite-time singularity occurs.

The curl of the solution is called the \textit{vorticity} in fluid dynamics. The enstrophy is defined as:

$$e(t) = \int |\nabla \times \mathbf{u}|^2 \, d\mathbf{x}, \quad (42)$$

where $\nabla \times \mathbf{u}$ is the vorticity. If a singularity does occur, we would expect a peak in the enstrophy to occur at the time of the singularity. Furthermore, we would expect this peak to grow larger as the resolution is increased (and become infinite as the resolution grows to infinity). Indeed, these are exactly the results we observe (Fig. 5). Furthermore, we observe that the time at which the enstrophy peaks roughly coincides with the time at which the energy begins to flow out of the system at a fixed algebraic rate. The maximum of the vorticity

$$||\omega||_\infty(t) = \max |\nabla \times \mathbf{u}| \quad (43)$$

is the best indicator of singular behavior (see e.g. \cite{16}). During a singularity this quantity will blow up even if the enstrophy does not. In the presence of a singularity, one would again expect a peak in the maximum of the vorticity at some finite time, and we would expect this peak to grow towards infinity as the resolution is increased. We observe this here as well, and again the time of the
Figure 6: The maximal vorticity plotted against time for fourth order ROMs of size $N = 4, 6, \ldots, 24$ using algebraically decaying renormalization coefficients as described in Table 1 up to time $t = 100$. The maximal vorticity grows to a maximum at a finite time like the enstrophy. As the resolution increases, the maximum value achieved increases. This is further suggestive that a finite-time singularity occurs.

peak seems to roughly coincide with the point at which energy begins flowing out of the system (Fig. 6). In Fig. 7 we plot the maximal values (over time) of the enstrophy and of the maximum vorticity as a function of resolution. These maxima increase almost linearly with resolution. This trend is consistent with the formation of a finite-time singularity.

5 Discussion

The exact behavior of solutions to 3D Euler’s equation is unknown. Even modern simulations with exceptionally high resolution cannot proceed for long times. Thus, our reduced order models represent an advancement in the ability to simulate these equations. Without an exact solution to validate against, it is difficult to ascertain whether our results are accurate in addition to stable. However, there are a few hints: the convergence of behavior in Fig. 5 indicates that our ROMs have a perturbative structure. That is, each additional order in the ROM modifies the solution less and less. It appears to be converging towards something and it is not unreasonable to think that it is the exact solution. Next, Table 1 demonstrates that adding additional terms does not significantly change the scaling laws for the previous terms. Each additional term is making corrections to previously captured behavior, but their contributions seem to be somewhat orthogonal to one another. This behavior gives us confidence in trusting our results.

The simulations are rather expensive. Each convolution requires a three-dimensional FFT and IFFT. Furthermore, for a system of resolution $N$, the FFTs are of size $(2 \times 2 \times 3/2 \times N)^3$. One factor of 2 comes from the fact that
we include both positive and negative modes. The other factor of 2 because the terms in the reduced model require a full system double the size. The factor of 3/2 is needed to dealias the results. The Markov model requires only one FFT.

The first order ROM requires an additional two convolutions. The second order ROM adds another five, while the third order ROM has an additional nine on top of that. The fourth order ROM requires all past convolutions, plus another 20. Thus, the simulation cost grows very quickly as the degree of the ROM increases. On the other hand, as stated above, we are incapable of performing a brute force calculation beyond a few units of time even on modern cutting-edge high-resolution simulations. With our models we can integrate out to time $t = 1000$ for $N = 24$ in only a few days on a laptop computer. The results in Figs. 4, 5, 6, and 7 and Table 2 all provide strong evidence of a singularity occurring in Euler's equations with the Taylor-Green initial condition. Our simulations are able to pass through the singularity, which would not be possible for a non-reduced system even with infinite computational power (if a singularity does indeed occur).

We have found that algebraically decaying renormalization coefficients are necessary to produce stable reduced order models. We found an algebraic dependence of the prefactors upon the resolution $N$. It is possible that a different time dependence for the renormalization coefficients could yield stable and accurate simulations. This is an area of future inquiry by the authors. The algebraic decay of energy from the resolved modes is suggestive of a finite time singularity. The increasing peaks of the enstrophy and maximum of the vorticity provide further evidence for the formation of a singularity. The convergence of each of these events to a fixed time leads us to conclude that these reduced order models provide strong evidence for a finite time singularity developing from a smooth initial condition in Euler's equations. This is an important and long-standing open problem in fluid dynamics. Reduced order models allow us to utilize the
multiscale structure of problems to evolve only a subset of the variables in the system.

Our evidence is suggestive of a finite-time singularity, but this evidence would become more persuasive with larger-scale simulations. We were only able to simulate relatively small $24^3$ mode simulations using our memory approximation. This precludes interesting visualization of the results because they lack sufficient resolution. Furthermore, it is possible that new and exciting effects only become apparent at sufficient resolution. We are interested in applying our reduced order models to a more finely-resolved simulation on a powerful computer. Note that to simulate the reduced model for a higher resolution we can use the estimated scaling laws to compute the renormalized coefficients. The ability to calibrate a reduced model using smaller and well-thought calculations and then extrapolate to hitherto unreachable regimes is a major goal of scientific computing. Finally, it will be very interesting to investigate how adding viscous dissipation (Navier-Stokes equations) will alter the scaling dependence of renormalized coefficients, including the likely occurrence of incomplete similarity [3, 8, 35].
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A Derivation of higher-ordered terms

We derived the functional form of the first and second order terms in the complete memory approximation of Euler’s equations in the main text. Here, we demonstrate the derivation of the third order term and present the result for the fourth order term as produced by a symbolic computation.

A.1 Third-order Term

We will make use of the terms we have already computed in order to simplify our derivation of the third order term. Under the complete memory approximation, the third term is:

\[ R_3^k(\hat{u}) = Pe^{L_\ell}P\mathcal{L}[PPLPL - 2PLQL - 2QLQL + QLQL]QLu_k^0. \]

We rewrite it with no QL terms.

\[ R_3^k(\hat{u}) = Pe^{L_\ell}P\mathcal{L}[PPLPL - 2PLQL - 2QLQL + QLQL]QLu_k^0 \]

\[ = Pe^{L_\ell}P\mathcal{L}[3PL\mathcal{L}(2P\mathcal{L} - P\mathcal{L}) - 3P\mathcal{L}\mathcal{L} + \mathcal{L}\mathcal{L}]QLu_k^0 \]

We recognize that we have already computed an expression for \( P\mathcal{L}(2P\mathcal{L} - \mathcal{L})QLu_k^0 \) during our derivation of the second order term. This leaves two additional terms to compute before simplifying and applying the final \( P\mathcal{L} \):

\[ PL\mathcal{L}Q\mathcal{L}u_k^0 = \mathcal{L}[D_k(\hat{u}_0, \mathcal{C}(\hat{u}_0, \hat{u}_0))] \]

\[ = D_k(\mathcal{C}(u_0^0, u_0^0), \mathcal{C}(\hat{u}_0, \hat{u}_0)) + D_k(\hat{u}_0, \hat{D}(\mathcal{C}(u_0^0, u_0^0), \hat{u}_0)) \]

\[ \mathcal{L}\mathcal{L}Q\mathcal{L}u_k^0 = \mathcal{L}[\mathcal{L}[D_k(\hat{u}_0, \hat{u}_0)] + C_k(\hat{u}_0, \hat{u}_0)] \]

\[ = \mathcal{L}[D_k(\mathcal{C}(u_0^0, u_0^0), \hat{u}_0) + D_k(\hat{u}_0, \mathcal{C}(u_0^0, u_0^0)) + D_k(\mathcal{C}(u_0^0, u_0^0), \hat{u}_0)] \]

\[ = D_k(\hat{D}(\mathcal{C}(u_0^0, u_0^0), u_0^0), \hat{u}_0) + 2D_k(\mathcal{C}(u_0^0, u_0^0), \mathcal{C}(u_0^0, u_0^0)) \]

\[ + D_k(u_0^0, \hat{D}(\mathcal{C}(u_0^0, u_0^0), u_0^0)) + D_k(\mathcal{C}(u_0^0, u_0^0), \mathcal{C}(u_0^0, u_0^0)). \]

Combining these three computed terms with the correct coefficients yields:

\[ 3P\mathcal{L}(2P\mathcal{L} - P\mathcal{L}) - 3P\mathcal{L}\mathcal{L} + \mathcal{L}\mathcal{L}]QLu_k^0 = D_k(\hat{u}_0, \hat{D}(-3\mathcal{C}(u_0^0, u_0^0) + 3\mathcal{C}(\hat{u}_0^0, \hat{u}_0^0) - 3\mathcal{C}(\hat{u}_0^0, \hat{u}_0^0), \hat{u}_0)) \]

\[ - 6C_k(\mathcal{C}(u_0^0, \hat{u}_0^0), \mathcal{C}(\hat{u}_0^0, \hat{u}_0^0)) - 3D_k(\mathcal{C}(u_0^0, u_0^0), \mathcal{C}(\hat{u}_0^0, \hat{u}_0^0)) \]

\[ + D_k(\hat{D}(\mathcal{C}(u_0^0, u_0^0), u_0^0), \hat{u}_0) + 2D_k(\mathcal{C}(u_0^0, u_0^0), \mathcal{C}(u_0^0, u_0^0)) \]

\[ + D_k(u_0^0, \hat{D}(\mathcal{C}(u_0^0, u_0^0), u_0^0)) + 2C_k(\mathcal{C}(u_0^0, u_0^0), \mathcal{C}(u_0^0, u_0^0)). \]

The \( t^3 \)-term is found once we apply \( P\mathcal{L} \) to this expression, yielding:

\[ R_4^k(\hat{u}) = D_k(\hat{u}, \hat{D}(\hat{u}, \hat{D}(\hat{u}, \mathcal{C}(\hat{u}, \hat{u}) - 2\mathcal{C}(\hat{u}, \hat{u})) + \hat{D}(\hat{u}, \mathcal{C}(\hat{u}, \hat{u}) - 2\mathcal{C}(\hat{u}, \hat{u}))) \]

\[ + D(\mathcal{C}(\hat{u}, \hat{u}), \mathcal{C}(\hat{u}, \hat{u}) - \mathcal{C}(\hat{u}, \hat{u})) + D(\mathcal{C}(\hat{u}, \hat{u}), \mathcal{C}(\hat{u}, \hat{u})) \]

\[ + 3D_k(\mathcal{C}(\hat{u}, \hat{u}), \hat{D}(\hat{u}, \mathcal{C}(\hat{u}, \hat{u}) - \mathcal{C}(\hat{u}, \hat{u}))). \]
A.2 Fourth-order term

We will include up through the fourth-order term in our renormalized reduced order models. The derivation of these models is quite tedious. For this reason, we make use of our symbolic tools described above. The result for the fourth order model is:

\[
R_k(u) = e^{i\mathcal{L}[PLPLPL - 3QLQLQL - 5PLQLPL + 3PLQLQL} \\
- 3QLPLPL + 5QLPQLQL + 3QLQLQL - 5QLQLQL]Q\mathcal{L}u_k^0 \\
= D_k(\hat{u}, \hat{D}(C(u, u), C(u, \hat{u}) - 2C(\hat{u}, \hat{u})) + 3D(\check{C}(u, \check{u}), C(\check{u}, \check{u})) \\
+ \check{D}(\check{u}, \check{D}(\check{C}(\check{u}, \check{u}) - 3\check{C}(\check{u}, \check{u})) - D(\check{C}(\check{u}, \hat{u}), \check{C}(\check{u}, \hat{u})) \\
+ \check{D}(\check{u}, \check{D}(\check{u}, C(\check{u}, \hat{u}) - 3\check{C}(\check{u}, \hat{u})) + \check{D}(\check{u}, 3\check{C}(\check{u}, \hat{u}) - 5\check{C}(\check{u}, \hat{u}))) \\
+ \check{D}(\check{u}, \check{D}(\check{u}, 5\check{C}(\check{u}, \hat{u}) - 3\check{C}(\check{u}, \hat{u}))) \\
+ 4D_k(\check{C}(\check{u}, \check{u}), \check{D}(\check{C}(\check{u}, \check{u}), \check{C}(\check{u}, \check{u}) - \check{C}(\check{u}, \check{u})) + \check{D}(\check{C}(\check{u}, \hat{u}), \check{C}(\check{u}, \hat{u})) \\
+ \check{D}(\check{u}, \check{D}(\check{u}, C(\check{u}, \hat{u}) - 2C(\hat{u}, \check{u})) + \check{D}(\check{u}, C(\check{u}, \hat{u}) - 2C(\hat{u}, \check{u}))) \\
- 3D_k(\check{D}(\check{u}, \check{C}(\check{u}, \hat{u})), \check{D}(\check{u}, C(\check{u}, \hat{u}) - 2C(\hat{u}, \check{u})) \\
- 3D_k(\check{D}(\check{u}, \check{C}(\check{u}, \hat{u})), \check{D}(\check{u}, C(\check{u}, \hat{u}) - 2C(\hat{u}, \check{u}))).