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Abstract

In the Gaussian sequence model $Y = \theta_0 + \varepsilon$ in $\mathbb{R}^n$, we study the fundamental limit of approximating the signal $\theta_0$ by a class $\Theta(d, d_0, k)$ of (generalized) splines with free knots. Here $d$ is the degree of the spline, $d_0$ is the order of differentiability at each inner knot, and $k$ is the maximal number of pieces. We show that, given any integer $d \geq 0$ and $d_0 \in \{-1, 0, \ldots, d - 1\}$, the minimax rate of estimation over $\Theta(d, d_0, k)$ exhibits the following phase transition:

$$\inf_{\tilde{\theta}} \sup_{\theta \in \Theta(d, d_0, k)} \mathbb{E}_\theta ||\tilde{\theta} - \theta||^2 \asymp_d \begin{cases} k \log \log(16n/k), & 2 \leq k \leq k_0, \\
 k \log(en/k), & k \geq k_0 + 1. 
\end{cases}$$

The transition boundary $k_0$, which takes the form $\lfloor (d + 1)/(d - d_0) \rfloor + 1$, demonstrates the critical role of the regularity parameter $d_0$ in the separation between a faster $\log \log(16n)$ and a slower $\log(en)$ rate. We further show that, once encouraging an additional ‘$d$-monotonicity’ shape constraint (including monotonicity for $d = 0$ and convexity for $d = 1$), the above phase transition is eliminated and the faster $k \log \log(16n/k)$ rate can be achieved for all $k$. These results provide theoretical support for developing $\ell_0$-penalized (shape-constrained) spline regression procedures as useful alternatives to $\ell_1$- and $\ell_2$-penalized ones.

1 Introduction

1.1 Overview

Consider the regression model

$$Y_i = f_0(i/n) + \varepsilon_i, \quad i = 1, \ldots, n, \quad (1.1)$$

where $f_0 : [0, 1] \rightarrow \mathbb{R}$ is an unknown function and $\varepsilon_i$’s are independent normal random variables with mean zero and variance $\sigma^2$. Throughout the paper, we reserve the notation $\theta_0$ for the truth in (1.1), i.e., $(\theta_0)_i \equiv f_0(i/n)$. The main goal of this paper is to study the approximation of $\theta_0$ by splines with free knots.

Consider the (generalized) spline space with the following three parameters: $d$, the degree of the spline; $d_0$, the level of continuity; $k$, the maximal number of pieces. More formally, $(d, d_0, k)$-splines are defined as (exact definition in Section 2):

$$\left\{ f : [0, 1] \rightarrow \mathbb{R} : f \text{ has at most } k + 1 \text{ knots, is a degree } d \text{ polynomial} \right\} \quad (1.2)$$
between knots, and is \(d_0\)-times differentiable at each inner knot \(i\) in (1.4) with \(d_0 = d - 1\) being the smoothest case and \(d_0 = -1\) allowing for discontinuity between pieces. To avoid degeneracy to global polynomials, we only consider the case \(k \geq 2\) in this paper. The corresponding sequence space is defined as

\[
\Theta(d, d_0, k) \equiv \\{ \theta \in \mathbb{R}^n : \theta_i = f(i/n) \text{ for some } (d, d_0, k)\text{-spline } f \},
\]

Compared to splines in more classical settings [dB78, GS94, Wah90], the above parameter space does not fix the knots a priori and thus provides more flexibility. Previously, general order splines with free knots have been studied in, e.g., [MvdG97, Tib14, BCF19].

Splines of the forms (1.2) and (1.3) have frequently emerged in nonparametric curve estimation problems. For example, the classical smoothing splines [Wah90] arise from minimizing the least squares criterion with an \(\ell_2\) roughness penalty. In the \(\ell_1\) world, splines are closely related to total variation regularization or denoising studied in, e.g., [ROF92, MvdG97, CDS01, DK01, TSR+05, SDN06, Rin09, HLL10, HR16, DHL17]. In recent years, these methods with the spline space (1.3) received a revival of interest under the name trend filtering; cf. [KKBG09, Tib14, WST14, GLCS20].

Despite the long history and large volume of works related to the spline spaces (1.2)-(1.3), their fundamental statistical limits have remained largely unexplored. Our first main result in this paper reveals the following intriguing phase transition in the minimax rate of estimation error over \(\Theta(d, d_0, k)\):

\[
\inf_{\theta} \sup_{\theta \in \Theta(d, d_0, k)} \mathbb{E}_\theta \|\hat{\theta} - \theta\|^2 \asymp_d \begin{cases} 
\sigma^2 k \log \log(16n/k), & 2 \leq k \leq k_0, \\
\sigma^2 k \log(en/k), & k \geq k_0 + 1.
\end{cases}
\]

Here, \(\| \cdot \|\) denotes the Euclidean norm and \(\asymp_d\) denotes equivalence in order up to some positive constant that only depends on \(d\). The transition boundary \(k_0\), which takes the form \([((d + 1)/(d - d_0)] + 1\) with \([\cdot]\) denoting the floor function, governs the maximal number of pieces above which the optimal dependence of the estimation error on the sample size \(n\) changes from the faster \(\log \log(16n)\) rate to the slower \(\log(en)\) rate. Notably, for any fixed degree \(d\), \(k_0\) is an increasing function of the regularity parameter \(d_0\). In the two extreme cases, we have \(k_0 = d + 2\) if \(d_0 = d - 1\) (smoothest) and \(k_0 = 2\) if \(d_0 = -1\) (roughest). In other words, the driving factor behind the phase transition in (1.4) is the regularity due to the differentiability structure encoded in \(d, d_0\).

The minimax rate in (1.4) is achieved by the \(\ell_0\)-constrained spline least squares estimator (LSE) \(\hat{\theta} \equiv \hat{\theta}(\Theta(d, d_0, k), Y)\), with \(Y \equiv (Y_1, \ldots, Y_n)\) and

\[
\hat{\theta}(\Theta, Y) \equiv \arg \min_{\theta \in \Theta} \|Y - \theta\|_2^2 \quad \text{for any } \Theta \subset \mathbb{R}^n.
\]

In fact, a more general oracle inequality allowing for arbitrary model mis-specification can be proved for \(\hat{\theta}\). Due to the non-convexity of \(\Theta(d, d_0, k)\), the solution to (1.5) with \(\Theta = \Theta(d, d_0, k)\) may not be unique and we choose any \(\hat{\theta}\) that achieves the minimum. Among the three parameters, we take \(d\) and \(d_0\) to be fixed in advance and consider \(k\) as a tuning parameter to balance the approximation error of \(\theta_0\) in (1.1) by \(\Theta(d, d_0, k)\) and the complexity of the latter space. The estimator in (1.5) with \(\Theta = \Theta(d, d_0, k)\) can therefore be viewed as a class of \(\ell_0\)-splines in their constrained form.

The minimax rate in (1.4) and the rate-optimality of \(\ell_0\)-constrained spline LSE are interesting from at least two very different angles. First, the minimax rate in (1.4) is particularly useful in penalty selection for the adaptive version of the \(\ell_0\)-constrained spline LSE \(\hat{\theta}(\Theta(d, d_0, k), Y)\). Specifically, suppose \(\theta_0 \in \Theta(d, d_0, k^*)\) in (1.1) with \(d\) and \(d_0\) fixed in advance and an unknown \(k^*\) on the number of pieces. Our aim is to find an adaptive version of \(\hat{\theta}\) that does not require
the knowledge of \( k^* \) but remains minimax optimal in estimation. Using the classical approach in [BM93, BBM99, BM01, Mas07], this can be done by resorting to the penalized spline LSE \( \hat{\theta}_{\text{adapt}} \), where

\[
\hat{\theta}_{\text{adapt}} \equiv \hat{\theta}(\Theta(d, d_0, \hat{k}), Y)
\]

(1.6)

with some data-driven \( \hat{k} \):

\[
\hat{k} \equiv \arg \min_{1 \leq k \leq n} \left\{ \| Y - \hat{\theta}(\Theta(d, d_0, k), Y) \|^2 + \text{pen}(k; d, d_0) \right\}
\]

(1.7)

for some penalty function \( \text{pen}(\cdot; d, d_0) \). The estimator \( \hat{\theta}_{\text{adapt}} \) can thus be viewed as a class of \( \ell_0 \)-penalized splines. Similar \( \ell_0 \)-penalized procedures have previously been studied in [Koh99, BKL+09, FG18, JW18]. When the penalty \( \text{pen}(\cdot; d, d_0) \) is chosen to be proportional to the minimax rate established in (1.4), \( \hat{\theta}_{\text{adapt}} \) is guaranteed to be adaptively minimax optimal over \( \Theta(d, d_0, k) \) for all values of \( k \).

Second, (1.4) suggests some interesting comparison between \( \ell_0 \) and \( \ell_1 \)-regularizers in spline regression. For expository purpose, let us consider the simplest piecewise constant class \( \Theta(0, -1, k) \), where the transition boundary is given by \( k_0 = 2 \). There, while the \( \ell_0 \)-constrained spline LSE, as defined in (1.5) with \( \Theta = \Theta(0, -1, 2) \), is able to achieve the faster \( \log \log(16n) \) rate with 2 pieces, the same rate has been proven to be un-attainable by the \( \ell_1 \) trend filtering, even with an additional minimum spacing condition that could be substantially improved with \( \ell_0 \)-splines [vdG18, FG18, GLCS20].

Computationally, unlike the context of sparse linear regression where the \( \ell_0 \) problem of best-subset selection is provably NP-hard [Nat95], efficient dynamic programming algorithms do exist for implementing (1.5), at least in the discontinuous case \( (d_0 = -1) \) [AL89, WL02, JSB+05, FKLW08] and the first-order continuous case \( (d_0 = 0) \) [FML19]. Our results hence suggest that the \( \ell_0 \)-constrained spline LSE could be an attractive alternative to its \( \ell_1 \) counterparts in spline regressions.

To motivate the second main result of this paper, we recall the following minimax result from [GHZ20]: for all \( k \geq 2 \),

\[
\inf_{\tilde{\theta}^*} \sup_{\theta^* \in \Theta^*(0, k)} \mathbb{E}_{\theta^*} \| \tilde{\theta}^* - \theta^* \|^2 \asymp \sigma^2 k \log \log(16n/k),
\]

(1.8)

where \( \Theta^*(0, k) \) is the sub-class of \( \Theta(0, -1, k) \) with non-decreasing signals. Comparing (1.4) with \( d = 0, d_0 = -1 \) and (1.8) above, we see that the phase transition from the faster rate \( \log \log(16n) \) to the slower rate \( \log(en) \) in (1.4) is eliminated in (1.8) under the additional monotonicity shape constraint. This raises the natural questions of whether a similar gain by shape constraints applies to higher-order splines, and if so, which type of shape constraints should be encouraged. As shape-constrained models repeatedly prove their usefulness in various applications, answering the above questions is of both practical and theoretical interests.

To this end, following [BW07, CGS15], we consider the following sub-class of \( (d, d_0, k) \)-splines with an additional ‘\( d \)-monotone’ shape constraint (exact definition in Section 3):

\[
\left\{ f : [0, 1] \rightarrow \mathbb{R} : f \text{ is a } (d, d - 1, k)\text{-spline with non-decreasing } \left. \right. \text{highest-order polynomial coefficients} \right\}.
\]

(1.9)

Two canonical examples are \( d = 0 \) and \( 1 \), with the former corresponding to non-decreasing signals with at most \( k \) constant pieces, and the latter corresponding to convex signals with at most \( k \)
linear pieces. Both classes have been extensively studied in the literature; cf. [Zha02, CGS15, Bel18, GHZ20] for the case \( d = 0 \) and [GS15, CGS15, Bel18] for the case \( d = 1 \). Define the sequence space corresponding to (1.9) as \( \Theta^*(d, k) \).

As a special case of our second main result, we show an analogue of (1.8) under the convexity (=1-monotone) shape constraint: for all \( k \geq 2 \),

\[
\inf_{\tilde{\theta}^*} \sup_{\theta^* \in \Theta^*(1,k)} E_{\theta^*} \| \tilde{\theta}^* - \theta^* \|^2 \asymp \sigma^2 k \log \log(16n/k). \tag{1.10}
\]

The same upper bound actually holds for the general \( d \)-monotone class \( \Theta^*(d, k) \), with a complementary lower bound showing that the \( \log \log(16n) \) rate cannot be further improved even with only two pieces. Comparing (1.4) and (1.10), it is hence clear that a higher-order ‘\( d \)-monotonicity’ shape constraint eliminates the phase transition in (1.4) for general \( d \) in that the faster \( k \log \log(16n/k) \) rate can now be achieved for all \( k \). The \( d \)-monotonicity therefore offers an attractive non-parametric sub-class \( \Theta^*(d, k) \) of the general \( \Theta(d, d - 1, k) \) over which additional gain can be obtained in estimating the underlying signal.

Finally, we remark on the technical challenges in proving (1.4) and (1.10). Unlike the relatively straightforward proof of the \( \log(en) \) part in (1.4), the derivation of the correct transition boundary \( k_0 \) and the faster \( \log \log(16n) \) rate requires non-trivial efforts from both analytical and probabilistic angles. The analytic step is to derive sharp enough controls for the magnitudes of the polynomial coefficients of signals in \( \Theta(d, d_0, k) \) and \( \Theta^*(d, k) \), which, in a certain sense, need be ‘tied’ to either the left-most or the right-most knot of the signal. This is possible either due to the strong regularity inherited in the differentiability structure of \( \Theta(d, d_0, k) \) for \( k \leq k_0 \), or to the global regularity within the \( d \)-monotonicity shape constraint. Once the above controls are obtained, a generalized version of the law of iterated logarithm (LIL), which we will develop in Section 4, can be applied to obtain the iterated logarithmic rates in (1.4) and (1.10).

The rest of the paper is organized as follows. Sections 2 and 3 are devoted to the study of unshaped splines \( \Theta(d, d_0, k) \) and shaped splines \( \Theta^*(d, k) \), respectively. A general version of the LIL in expectation is developed in Section 4. Main proofs of the results are presented in Sections 5 and 6, with the remaining technical lemmas collected in the Appendix.

### 1.2 Notation

For any \( x \in \mathbb{R} \), write \( (x)_+ \equiv \max\{x, 0\} \). Let \( \mathbf{1} \), denote the indicator function. For any non-negative integers \( a, b \), we use \([a; b]\) to denote the set \{\(a, \ldots, b\)\} and \((a; b]\) to denote the set \{\(a + 1, \ldots, b\)\}. For any two positive integers \( a, b \), let Mod\((a; b]\) be the remainder of \( a \) divided by \( b \). For any two real numbers \( a, b \), define \( a \lor b \equiv \max\{a, b\} \) and \( a \land b \equiv \min\{a, b\} \). For any positive integers \( m \geq n \), let \[\land(m; n) \equiv m(m - 1) \ldots (m - n + 1) \text{ and } \lor(m; n) \equiv m(m + 1) \ldots (m + n - 1).\] Let \( \mathbb{Z}_+ \) denote the set of positive integers and \( \mathbb{Z}_0^\geq \equiv \mathbb{Z}_+ \cup \{0\} \). For any \( d \in \mathbb{Z}_+ \), let \( S^d \subset \mathbb{R}^{d+1} \) stand for the unit sphere. We write \( \mathbb{E}_{\theta_0} \) as expectation under the experiment (1.1) with truth \( \theta_0 \).

Let \( C^m([0, 1]) \) denote the set of all \( m \)-times differentiable functions on \([0, 1]\). For any \( f \in C^m([0, 1]) \) and integer \( 0 \leq \ell \leq m \), let \( f^{(\ell)}(x) \equiv f(x) \) and \( (D^{(\ell)}) f(x) \equiv f^{(\ell)}(x) \) be the \( \ell \)-th derivative of \( f \) at point \( x \). For any function \( f \) defined on \([0, 1], \tau \in [0, 1]\), and real number \( c \), define the first-order integral \((I_{\tau,c} f)(x) \equiv \int_{x}^{\tau} f(y) \, dy + c\) for \( x \in [0, 1] \), and the \( m \)-th order integral iteratively as \((I_{\tau,c}^m f)(x) \equiv (I_{\tau,c}^m (I_{\tau,c}^{m-1} f))(x)\) for any positive integer \( m \geq 2 \) and real sequence \( \{c_{\ell}\}_{\ell=-1}^{m-1} \). For any real function \( f \), let \( f(x-) \) and \( f(x+) \) denote the left and right limits at \( x \), respectively.

For two non-negative sequences \( \{a_n\} \) and \( \{b_n\} \), we write \( a_n \leq_d b_n \) (resp. \( a_n \geq_d b_n \)) if \( a_n \leq Cb_n \) (resp. \( a_n \geq cb_n \)) for some \( C, c > 0 \) that only depend on \( d \). We also write \( a_n \asymp_d b_n \) if both \( a_n \leq_d b_n \) and \( b_n \leq_d a_n \).
and \(a_n \geq b_n\) hold. In the following, we will suppress \(d\) in \(\lesssim_d, \lesssim_d, \text{ and } \asymp_d\) when no confusion is possible. For any given constants \(a_1, a_2, \ldots\), we write \(C(a_1, a_2, \ldots)\) and \(c(a_1, a_2, \ldots)\) to denote positive constants that only depend on \(a_1, a_2, \ldots\).

## 2 General-order spline regression

We start with an exact definition of the general-order spline space in (1.2):

\[
\mathcal{F}_n(d, d_0, k) \equiv \left\{ f : [0, 1] \rightarrow \mathbb{R} : \text{there exist } 0 = n_0 \leq \ldots \leq n_k = n \text{ such that} \right. \\
\left. n_0, \ldots, n_k \in \mathbb{Z}_{\geq 0}, \quad n_i - n_{i-1} \geq (d+1)1_{n_i > n_{i-1}}, \right.
\left. f \text{ is a } d\text{-degree polynomial on each interval } (n_{i-1}/n, n_i/n], \text{ and} \right.
\left. f^{(\ell)}((n_i/n)_-) = f^{(\ell)}((n_i/n)_+) \text{ for all } i \in [1; k-1] \text{ and } \ell \in [0; d_0] \right\}.
\]

For any fixed degree \(d \geq 0\), the range of \(d_0\) is \([-1; d-1]\), with \(d_0 = -1\) allowing the spline \(f\) to be completely discontinuous. The numbers \(n_0/n, \ldots, n_k/n\) are the knots of \(f\), with the middle \((k-1)\) ones as inner knots. Define the corresponding sequence space

\[
\Theta_n(d, d_0, k) \equiv \left\{ \theta \in \mathbb{R}^n : \theta_i = f(i/n) \text{ for some } f \in \mathcal{F}_n(d, d_0, k) \right\}; \tag{2.1}
\]

in what follows, we suppress the subscript \(n\) of \(\Theta_n(d, d_0, k)\) when no confusion is possible and name \(n_0, \ldots, n_k\) in its corresponding spline \(f \in \mathcal{F}_n(d, d_0, k)\) the knots of \(\theta\).

Two remarks regarding the above spline class are in line.

(i) The function space \(\mathcal{F}_n(d, d_0, k)\) enforces the inner knots of the spline to be positioned among the design points. This is due to two reasons. First, it ensures the existence of the LSE as defined in (1.5) with \(\Theta = \Theta(d, d_0, k)\). Indeed, the minimization can be first taken over at most \((n+1)^{k-1}\) configurations of the inner knots, after which the problem becomes strictly convex with respect to the rest of the polynomial coefficients and thus has a unique solution. Second, it facilitates fast computation of the LSE via dynamic programming algorithms; see [FML19] for detailed illustration of the piecewise linear case.

(ii) The gap \(d+1\) between \(n_i\) and \(n_{i-1}\) in the above definition is necessary for the identifiability of \(f\) in the discontinuous case. This minimum spacing condition improves substantially over existing ones made in a class of \(\ell_1\) methods; see Remark 2.5 ahead for more details.

For any fixed \(d \in \mathbb{Z}_{\geq 0}\) and \(d_0 \in [-1; d-1]\), let

\[
k_0 \equiv k_0(d, d_0) \equiv \left\lfloor \frac{d+1}{d-d_0} \right\rfloor + 1. \tag{2.2}
\]

Our first main result is the following oracle inequality. Recall that we only consider the case \(k \geq 2\) in this paper and the analysis of global polynomials (corresponding to \(k = 1\)) is rather straightforward.

**Theorem 2.1.** Fix any \(\theta_0 \in \mathbb{R}^n\). Let \(\hat{\theta} \equiv \hat{\theta}(\Theta(d, d_0, k), Y)\) be the LSE as defined in (1.5) under the experiment (1.1) with truth \(\theta_0\). Then, for any \(\delta > 0\), there exists some \(C = C(d, \delta)\) such that the following statements hold for any \(n \geq n_0\) with some \(n_0 = n_0(d)\). If \(2 \leq k \leq k_0\),

\[
\mathbb{E}_{\theta_0} \| \hat{\theta} - \theta_0 \|^2 \leq (1 + \delta) \inf_{\theta \in \Theta(d, d_0, k)} \| \theta - \theta_0 \|^2 + C\sigma^2 k \log \log(16n/k),
\]
and if \( k \geq k_0 + 1 \),
\[
\mathbb{E}_{\theta_0} \| \hat{\theta} - \theta_0 \|^2 \leq (1 + \delta) \inf_{\theta \in \Theta_{(d,d_0,k)}} \| \theta - \theta_0 \|^2 + C\sigma^2 k \log(en/k).
\]

The following lower bound result shows that Theorem 2.1 is optimal in the minimax sense.

**Proposition 2.2.** Under the experiment (1.1), there exists some \( c = c(d) \) such that the following statements hold for all \( n \geq n_0 \) with some \( n_0 = n(d) \). If \( 2 \leq k \leq k_0 \),
\[
\inf_{\tilde{\theta}} \sup_{\theta \in \Theta_{(d,d_0,k)}} \mathbb{E}_{\theta} \| \tilde{\theta} - \theta \|^2 \geq c_\sigma^2 k \log(16n/k),
\]
and if \( k \geq k_0 + 1 \),
\[
\inf_{\tilde{\theta}} \sup_{\theta \in \Theta_{(d,d_0,k)}} \mathbb{E}_{\theta} \| \tilde{\theta} - \theta \|^2 \geq c_\sigma^2 k \log(en/k),
\]
where the infimum over \( \tilde{\theta} \) in both displays is taken over all measurable functions of \( Y \).

The proof of Theorem 2.1 is presented in Section 5, and the proof of Proposition 2.2 can be found in Appendix A.1.

**Remark 2.3.** The above two results imply, in particular, the minimax rates in (1.4). There, the upper bound \( k \log(en/k) \) above the transition boundary \( k_0 \) is not essentially new and can be proved via straightforward modifications of the classical arguments in, e.g., [DJ94, BM01]. Rather, our main contribution lies in establishing the sharp transition boundary \( k_0 \) and the faster \( \log \log(16n) \) rate below this boundary.

In practice when the number of pieces \( k \) is unknown, the minimax rates in (1.4) provide guidance for penalty selection in the adaptive version (1.6) of the \( \ell_0 \)-constrained spline LSE. Precisely, one can choose \( \hat{k} \) as in (1.7) with the penalty
\[
\text{pen}(k; d, d_0) \equiv \tau \sigma^2 \left[ 1_{k=1} + k \log(16n/k) \cdot 1_{2 \leq k \leq k_0} + k \log(en/k) \cdot 1_{k > k_0} \right]
\]
for some sufficiently large universal \( \tau > 0 \). Then, standard arguments [BM93, BBM99, BM01, Mas07] guarantee that \( \hat{\theta}_{\text{adapt}} \) is adaptively minimax optimal over \( \Theta(d, d_0, k) \) for all \( k \in \mathbb{Z}_+ \). Details are accordingly skipped.

**Remark 2.4.** It is important to mention here one crucial difference between our perspective for the phase transition results and the log \( \log(16n) \) rates and the one taken in [GHZ20]. There, the faster log \( \log(16n) \) rate for \( \Theta(0, -1, 2) \) follows immediately from the general iterated logarithmic rates for \( \Theta^*(0, k) \), the class of piecewise constant and non-decreasing signals with at most \( k \) pieces (formally defined in Section 3). In other words, the log \( \log(16n) \) rate for \( \Theta(0, -1, 2) \) is perceived in [GHZ20] as a consequence of the monotonicity shape constraint. In contrast, the log \( \log(16n) \) rate for \( \Theta(d, d_0, k) \) in (1.4) in the regime \( k \leq k_0 \) is inherited from the strong regularity in the signal parametrized by the degree \( d \) and the level of continuity \( d_0 \), rather than any explicit shape constraint. In the regime \( k > k_0 \), the log \( \log(16n) \) rate is not possible due to insufficient regularity in \( \Theta(d, d_0, k) \), unless additional shape constraints are enforced; see Section 3 ahead for more details.

**Remark 2.5.** Recently, [GLCS20] studied the theoretical properties of trend filtering (TF), a class of \( \ell_1 \)-regularized discrete spline methods. More precisely, under the experiment (1.1), the \( d \)-th order TF estimator is
\[
\hat{\theta}_{\text{TF}}^d \equiv \min_{\theta \in \mathbb{R}^n} \left\{ \| Y - \theta \|^2 + \lambda \| D^{(d)} \theta \|_1 \right\}.
\]
where \( \| \cdot \|_1 \) denotes the vector \( \ell_1 \) norm, \( \lambda > 0 \) is a tuning parameter, and \( D^{(d)} : \mathbb{R}^n \rightarrow \mathbb{R}^{n-d} \), when applied to vectors, represents the \( d \)-th order discrete difference operator defined as \( D^{(0)} \theta \equiv \theta \), \( D^{(1)} \theta \equiv (\theta_2 - \theta_1, \ldots, \theta_n - \theta_{n-1})^\top \), and \( D^{(r)} \theta \equiv D^{(1)}(D^{(r-1)} \theta) \) for \( r \geq 2 \). Equation (2.3) is a convex problem and can be solved efficiently via algorithms designed for lasso-type problems [Tib14].

For any \( \theta_0 \in \Theta(d, d - 1, k) \) in (1.1), Corollary 2.11 in [GLCS20] proved that, upon choosing the tuning parameter \( \lambda \) properly and assuming a minimum spacing condition to be detailed below,

\[
E_{\theta_0} \| \hat{\theta}^{d+1}_{\text{TF}} - \theta_0 \|^2 \leq C\sigma^2 \left( k \log(cn/k) + k^{2(d+1)} 1_{d>0} \right),
\]

for some \( C = C(d) \). Comparing (2.4) with our Theorem 2.1 and Proposition 2.2, we see the following distinctions between \( \ell_0 \)-regularized splines and their \( \ell_1 \) counterparts.

(i) The bound (2.4) requires a minimum spacing condition that regulates, for non-vanishing pieces \( (n_i; n_{i+1}] \) between knots with different signs (see Page 210 of [GLCS20] for their definition for the signs of knots), \( n_{i+1} - n_i \geq cn/k \) for some \( c = c(d) \). This is stronger than the constant gap condition assumed in \( \Theta(d, d, k) \). Moreover, Theorem 4.2 in [FG18] suggests that this minimum spacing condition is essential to the TF estimators, namely, the performance of (2.3) could deteriorate to \( \sqrt{n} \) (up to some polylogarithmic factors) without it.

(ii) Over the class \( \Theta(d, d - 1, k) \) with transition boundary \( k_0 = d + 2 \), the \( \ell_1 \) TF estimator in (2.3) is in general rate sub-optimal below the boundary, even with the additional minimum spacing condition mentioned above. Specifically, in the constant space \( \Theta(0, -1, k) \), the minimax rate of estimation is \( \log \log(16n) \) with \( k = 2 \) pieces, but the TF estimator in (2.3) with \( d = 1 \) can only achieve the slower \( \log(cn) \) rate in view of Lemma 2.4 of [GLCS20].

Remark 2.6. For the computation of the \( \ell_0 \)-constrained spline LSE \( \hat{\theta} \) and its adaptive version (1.6), the major difficulty in the development of efficient algorithms is measured by the regularity parameter \( d_0 \). For \( d_0 = -1 \), both estimators can be computed efficiently using standard dynamic programming algorithms [AL89, WL02, JSB+05, FKLW08] along with more refined pruning arguments [KFE12, MHRF17]. For the first-order continuous case \( (d_0 = 0) \), [FML19] recently introduced for the linear case \( (d = 1) \) a novel dynamic programming algorithm with linear to quadratic time complexity, which can be readily extended to arbitrary order \( d \in \mathbb{Z}_+ \). We expect that the above method could potentially be extended to the case of general \( d \) and \( d_0 \), but this will be left as the subject of future research.

Lastly, we provide some intuition for the form of \( k_0 \) defined in (2.2). This will mostly be clear from the perspective of minimax lower bounds in Proposition 2.2. There, the situation is somewhat similar to the derivation of minimax lower bounds in the sparse linear regression setting [DJ94, YZ10, RWY11], in that we only have to find, for each fixed \( d \) and \( d_0 \), the minimum value of \( k \) such that a subset \( S \) of 1-sparse vectors can be constructed in \( \Theta(d, d_0, k) \) with cardinality \( |S| \geq cn \) for some \( c = c(d) \). Heuristically, this value can be found via the following degree-of-freedom (DOF) calculation:

\[
(k - 2)(d + 1) \geq (k - 1)(d_0 + 1) + 1.
\]

Here, the left-hand side is the DOF for any 1-sparse \( \theta \in \Theta(d, d_0, k) \) with the two end pieces being constantly zero, as each of the middle \( (k - 2) \) pieces has \( (d + 1) \) DOF arising from the \( d \)-degree polynomial. On the right-hand side, the first term \( (k - 1)(d_0 + 1) \) results from the \( (d_0 + 1) \) continuity constraints at each of the \( (k - 1) \) inner knots, and the additional 1 DOF excludes the possibility that \( \theta \equiv 0 \). Solving (2.5) yields that \( k \geq 1 + \left\lceil (d + 2)/(d - d_0) \right\rceil \), which indeed holds for \( k = k_0 + 1 \) as defined in (2.2), with equality when \( d_0 = d - 1 \).
Figure 1 demonstrates the minimum number $k$ of pieces needed for $d \in [0; 2]$ and $d_0 \in [-1; d-1]$ so that a 1-sparse vector can be constructed in general position. The minimum value of $k$ in each scenario matches $k_0 + 1$ as defined in (2.2).

Figure 1: Minimum number of $k = k_0 + 1$ pieces required to construct 1-sparse vectors with general position in $\Theta(d, d_0, k)$ for $d \in [0; 2]$ and $d_0 \in [-1; d - 1]$.

3 General-order splines with shape constraint

As mentioned in (1.8) in the introduction, in contrast to the phase transition in (1.4), the faster $\log \log(16n)$ rate of estimation becomes universal in the class $\Theta^*(0, k)$ that contains all piecewise constant non-decreasing signals. This section derives higher-order analogues of this result. We start with the convexity constraint in the linear case in Section 3.1, and then generalize to higher-order splines in Section 3.2.

3.1 Convex piecewise linear regression

Convex regression is one of the central topics in shape constrained regression; see, e.g., [GS15, CGS15, Bel18] for global risk bounds and adaptation properties of the convex LSE.

We start by defining the function space of convex piecewise linear functions:

$$
\mathcal{F}^*_n(1, k) \equiv \left\{ f \in \mathcal{F}_n(1, 0, k) : f \text{ has non-decreasing slopes on } [0, 1] \right\},
$$

and the space on the sequence level:

$$
\Theta^*_n(1, k) \equiv \left\{ \theta^* \in \mathbb{R}^n : \theta^*_i = f^*(i/n) \text{ for some } f^* \in \mathcal{F}^*_n(1, k) \right\},
$$

with the subscript $n$ in $\Theta^*_n(1, k)$ suppressed in the sequel. The following two results show that the convexity shape constraint eliminates the phase transition in $\Theta(1, 0, k).$

**Proposition 3.1.** Fix any $\theta_0 \in \mathbb{R}^n$. Let $\hat{\theta}^* \equiv \hat{\theta}(\Theta^*(1, k), Y)$ be the LSE as defined in (1.5) under the experiment (1.1) with truth $\theta_0$. Then, for any $\delta > 0$, there exists some $C = C(\delta)$ such that for any $n \geq \underline{n}$ with some universal $\underline{n}$ and $k \geq 2$,

$$
\mathbb{E}_{\theta_0} \| \hat{\theta}^* - \theta_0 \|^2 \leq (1 + \delta) \inf_{\theta^* \in \Theta^*(1, k)} \| \theta^* - \theta_0 \|^2 + C\sigma^2 k \log \log(16n/k).
$$
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Proposition 3.2. Under the experiment (1.1), there exists some universal constant $c$ such that for all $n \geq \underline{n}$ with some universal $\underline{n}$ and $k \geq 2$,

$$
\inf_{\tilde{\theta}^*} \sup_{\theta^* \in \Theta^*(1,k)} \mathbb{E}_{\theta^*} \|\tilde{\theta}^* - \theta^*\|^2 \geq c \sigma^2 k \log \log(16n/k),
$$

where the infimum over $\tilde{\theta}^*$ is taken over all measurable functions of $Y$.

Proposition 3.1 follows from its more general version in Theorem 3.4 ahead. The proof of Proposition 3.2 will be presented in Appendix A.2.

Remark 3.3. The in-expectation version of Theorem 4.3 in [Bel18] proved a similar oracle inequality for the convex LSE:

$$
\mathbb{E}_{\theta_0} \|\hat{\theta}(\Theta^*, Y) - \theta_0\|^2 \leq \inf_{\theta^* \in \Theta^*} \left(\|\theta^* - \theta_0\|^2 + C k(\theta^*) \log(e n/k(\theta^*))\right)
$$

for some universal constant $C > 0$, where $\Theta^* \equiv \Theta^*(1, n)$ is the larger class of equispaced realizations of general convex functions on $[0,1]$, and $k(\theta^*)$ is the number of linear pieces of $\theta^*$, i.e., $k(\theta^*) \equiv \sum_{i=2}^n 1_{2\theta^* - \theta^*_{i-1} + \theta^*_{i+1}}$. Note that $\Theta^*$, as opposed to $\Theta^*(1,k)$, is a closed convex cone in $\mathbb{R}^n$. The bounds (3.3) and (3.4) are complementary in nature: the bound (3.4) exploits the convexity of $\Theta^*$ to obtain a sharp oracle inequality (in the sense of leading constant 1 before inf $\theta^* \in \Theta^* \|\theta^* - \theta_0\|^2$), but only achieves a slower worst-case $k \log(en/k)$ rate over the smaller class $\Theta^*(1,k)$; the bound (3.3), or its adaptive version modified in a similar way as (1.6), is minimax optimal over $\Theta^*(1,k)$ but loses the sharp leading constant 1.

3.2 General-order spline regression with shape constraint

Following [BW07, CGS15], we consider the class of $d$-monotone splines defined as follows. Let

$$
\mathcal{F}^*_n(0,k) \equiv \left\{ f \in \mathcal{F}_n(0,1,k) : f \text{ is non-decreasing on } [0,1] \right\}
$$

be the 0-monotone class. Next, let $d \in \mathbb{Z}_+$, define

$$
\mathcal{F}^*_n(d,k) \equiv \left\{ f : [0,1] \to \mathbb{R} : f(x) = (I_{r_0,\ldots,r_{d-1};0} f_o)(x) \right\}
$$

for some $f_o \in \mathcal{F}^*_n(0,k)$ and real sequence $\{r_{\ell}\}_{\ell=0}^{d-1}$.

Define the sequence version of the above space as

$$
\Theta^*_n(d,k) \equiv \left\{ \theta^* \in \mathbb{R}^n : \theta^*_i = f^*(i/n) \text{ for some } f^* \in \mathcal{F}^*_n(d,k) \right\},
$$

shorthandd as $\Theta^*(d,k)$. One can readily check that for $d = 0$, $\Theta^*(0,k)$ is the class of $k$-piece isotonic signals studied in [GHZ20]; for $d = 1$, $\Theta^*(1,k)$ coincides with the convex piecewise linear class in (3.2). Moreover, two facts follow immediately from the above definitions: (i) For any $d \geq 1$, $f^* \in \mathcal{F}^*_n(d,k) \subseteq C^{d-1}([0,1])$ so that $\Theta^*(d,k) \subseteq \Theta(d,d-1,k)$ with the latter defined in (2.1); (ii) For any $d \geq 1$ and $\ell \in [1;d]$, it holds that $(f^*)^{(\ell)} \in \mathcal{F}^*_n(d-\ell,k)$.

The following result, with Proposition 3.1 as a special case, shows that $d$-monotonicity eliminates the phase transition in the general spline space $\Theta(d,d-1,k)$. Its proof is given in Section 6.
Theorem 3.4. Fix any \( \theta_0 \in \mathbb{R}^n \). Let \( \hat{\theta}^* \equiv \hat{\theta}(\Theta^*(d,k), Y) \) be the LSE as defined in (1.5) under the experiment (1.1) with truth \( \theta_0 \). Then, for any \( \delta > 0 \), there exists some \( C = C(d, \delta) \) such that for any \( n \geq n \) with some \( n = n(d) \) and \( k \geq 2 \),
\[
E_{\theta_0} \| \hat{\theta}^* - \theta_0 \|^2 \leq (1 + \delta) \inf_{\theta^* \in \Theta^*(d,k)} \| \theta^* - \theta_0 \|^2 + C \sigma^2/k \log \log(16n/k).
\]
Moreover, there exists some \( c = c(d) \) such that for all \( n \geq n \) and \( k \geq 2 \),
\[
\inf_{\hat{\theta}^*} \sup_{\theta^* \in \Theta^*(d,k)} E_{\theta^*} \| \hat{\theta}^* - \theta^* \|^2 \geq c \sigma^2 \log \log(16n),
\]
where the infimum over \( \hat{\theta}^* \) is taken over all measurable functions of \( Y \).

Remark 3.5. The essential technical difficulties in proving Theorem 3.4 and Proposition 3.2 over the oracle inequality version of (1.8) (cf. Theorem 2.1 of [GHZ20]) rest in the additional regularity of \( \Theta^*(d,k) \) over \( \Theta^*(0,k) \).

(i) For the upper bound, [GHZ20] made essential use of the fact that \( \hat{\theta}(\Theta^*(0,k)) \) is the sample average given the estimated knots; cf. Lemma 5.1 therein. The analogous property is, unfortunately, not true even for \( \hat{\theta}(\Theta^*(1,k)) \). Instead, we provide a completely different proof which is based on a new parametrization for general-order splines with shape constraint (cf. Lemma 6.1 ahead). We further observe that this new proof technique, when applied to the setting of [GHZ20], significantly simplifies their proof; see Section 6.3 for details.

(ii) For the lower bound in Proposition 3.2, the continuity constraint in \( \Theta^*(1,k) \) requires a much more delicate construction of least favorable signals that achieves the \( k \log \log(16n/k) \) rate, compared to \( \Theta^*(0,k) \); see Appendix A.2 for more details. This lower bound construction can actually be extended to yield the optimal \( k \log \log(16n/k) \) rate over the quadratic class \( \Theta^*(2,k) \), but a general lower bound of the order \( k \log \log(16n/k) \) is still lacking for higher-order \( d \)-monotone splines.

4 A generalized law of iterated logarithm

In this section, we present a generalized law of iterated logarithm (LIL) in expectation that underlies the \( \log \log(16n) \) rates derived in Sections 2 and 3. Recall that a centered random variable \( X \) is said to be sub-Gaussian with parameter \( \tau \), if there exists some \( K > 0 \) such that \( E \exp(\lambda X) \leq K \exp(\lambda^2 \tau^2/2) \) for any \( \lambda \in \mathbb{R} \).

Theorem 4.1. Fix positive integers \( d \geq 1 \) and \( n \geq 2 \). Let \( \{\varepsilon_i\}_{i=1}^n \) be a sequence of independent and identically distributed centered sub-Gaussian random variables with parameter 1. Let \( \psi : \mathbb{R}_+ \to \mathbb{R}_+ \) be a strictly increasing continuous function with inverse \( \psi^{-1} \). Let
\[
Z \equiv \max_{1 \leq n_1 < n_2 \leq n} \left| \frac{\sum_{i \in \{n_1, n_2\}} d\varepsilon_i}{(n_2 - n_1)d(n_2 \wedge (n - n_1))^{1/2}} \right|.
\]
Then, provided that
\[
\int_1^\infty e^{-c_0(\psi^{-1}(t))^2} \, dt < \infty \quad (4.1)
\]
for some sufficiently small \( c_0 = c_0(d) \), there exist some \( C_1 = C_1(\psi, d) > 0 \) and \( C_2 = C_2(d) > 0 \) such that
\[
E\psi(Z) \leq C_1 \left[ \psi \left( (C_2 \log \log(16n))^{1/2} \right) \lor 1 \right].
\]
The proof of the above theorem can be found in Appendix B. Here are some choices of \(\psi\)’s that will be relevant in the proofs of results in Sections 2 and 3.

**Example 4.2.** Let \(\psi(t) = t^\alpha\) where \(\alpha > 0\). Then \(\psi^{-1}(t) = t^{1/\alpha}\), so clearly (4.1) holds.

**Example 4.3.** Let \(\psi(t) = e^{ct^\alpha} - 1\) where \(c, \alpha > 0\). Then \(\psi^{-1}(t) = (\log(1 + t)/c)^{1/\alpha}\). So
\[
\int_1^\infty e^{-(c_0/e^{2/\alpha})(\log(1+t)/c)^{2/\alpha}} dt < \infty, \quad \alpha \in (0, 2], c \in (0, c_01_{\alpha=2} + \infty 1_{\alpha \in (0, 2)}),
\]
Note that a law of iterated logarithm in expectation fails in general for the choice \(\psi(t) = e^{ct^\alpha} - 1\) whenever \(\alpha > 2\), as \(\alpha = 2\) corresponds to the maximal integrability of Gaussian random variables.

## 5 Proof of Theorem 2.1

Starting from this section, unless otherwise specified, we will focus on the case \(\sigma^2 = 1\); the extension to an arbitrary \(\sigma^2 > 0\) is straightforward and hence not recorded here. We will also omit the proof for the \(k \log(en/k)\) part of Theorem 2.1 as it follows essentially from the classical arguments in [DJ94, BM01] by completely ignoring the regularity constraints. For the rest of the section, we focus on illustrating the form of \(\psi\)’s that will be relevant in the proofs of results in Sections 2 and 3.

Section 5.1 provides a proof outline with illustrative simple cases discussed at first. Section 5.2 reduces the proof of Theorem 2.1 to the faster \(\log \log(16n)\) rate below the transition boundary. Section 5.1 provides a proof outline with illustrative simple cases discussed at first. Section 5.2 reduces the proof of Theorem 2.1 to the bound of complexity width in Proposition 5.2. The key ingredients to the proof of this proposition will be presented in Sections 5.3 and 5.4, followed by the main proof in Section 5.5.

### 5.1 Proof outline

#### 5.1.1 Piecewise linear case

We first consider the piecewise linear case \(d = 1, d_0 \in \{-1, 0\}\), and assume \(\theta_0 = 0\) in (1.1) for simplicity of discussion. Here, the transition boundary in (2.2) is \(k_0 = 2\) for \(d_0 = -1\) and \(k_0 = 3\) for \(d_0 = 0\), beyond which the \(\log \log(16n)\) rate cannot be attained. We focus on the case of \(k = 3\) pieces and illustrate the difference between \(d_0 = -1\) and \(d_0 = 0\). To start, a standard reduction to complexity width in Proposition 5.1 ahead yields that for some universal constant \(C > 0\),
\[
\mathbb{E}_{\theta_0} \|\hat{\theta} - \theta_0\|^2 - C\|\theta_{\text{oracle}} - \theta_0\|^2 \leq C \cdot \mathbb{E} \sup_{\theta \in \Theta(1,d_0,3):\|\theta\| \leq 1} (\varepsilon \cdot \theta)^2 \equiv C \cdot \mathbb{E} Z^2,
\]
where \(\theta_{\text{oracle}}\) is any oracle in \(\Theta(1,d_0,3)\) such that \(\inf_{\theta \in \Theta(1,d_0,3)} \|\theta - \theta_0\|^2\) is achieved, and \(\mathbb{E} Z^2\) is termed the ‘complexity width’ of \(\Theta(1,d_0,3)\). To bound \(\mathbb{E} Z^2\), we use the following parametrization for any given \(f \in F_n(1,d_0,3)\) with knots \(0 = n_0/n \leq n_1/n \leq n_2/n \leq n_3/n = 1\): for \(i \in \{0, 1, 2\}\),
\[
f(x) = a_i + b_i(x - n_i/n), \quad x \in \left[\frac{n_i}{n}, \frac{n_{i+1}}{n}\right].
\]
Under the additional continuity constraint when \(d_0 = 0\), one has
\[
a_1 = a_0 + b_0(n_1 - n_0)/n \quad \text{and} \quad a_2 = a_1 + b_1(n_2 - n_1)/n.
\]
Under the parametrization (5.1), the supremum within the complexity width can be bounded by

$$Z \leq \sup_{\theta \in \Theta(1,d_0,3): \|\theta\| \leq 1} \left| \sum_{i=0}^{2} (|a_i| \sum_{j \in [n_i:n_{i+1}]} \varepsilon_j) + \frac{|b_i|}{n} \sum_{j \in [n_i:n_{i+1}]} (j-n_i)\varepsilon_j \right|.$$ 

The magnitudes of \(\{a_i\}\) and \(\{b_i\}\) can be drastically different for \(d_0 = -1 \) and \(d_0 = 0\). We illustrate this on the middle piece \((n_1; n_2)\).

- \((d_0 = -1)\). The constraint \(1 \geq \|\theta\| \geq \|\theta\|_{(n_1;n_2)}\) directly yields the following estimates for \(a_1\) and \(b_1\) with some universal \(C > 0\):

$$|a_1| \leq C(n_2 - n_1)^{-1/2} \quad \text{and} \quad \frac{|b_1|}{n} \leq C(n_2 - n_1)^{-3/2}. \quad (5.3)$$

Such estimates cannot be improved for, e.g., \(f(x) = c(L^{-1/2} - n L^{-3/2})(x - 1/2)) \mathbf{1}_{(1/2,1/2+L/n]}(x)\) for small \(c > 0\) and \(L \geq 2\).

- \((d_0 = 0)\). With the additional continuity constraint in (5.2), refined estimates can be obtained:

$$|a_1| \leq C n_2^{-1/2} \quad \text{and} \quad \frac{|b_1|}{n} \leq C(n_2 \wedge (n - n_1))^{-3/2}. \quad (5.4)$$

These estimates only hold up to \(k = 3\) pieces. For \(k \geq 4\), the best possible estimates are of type (5.3) by considering, e.g., \(f(x) = c(n L^{3/2}(x - 1/2 - L/n)) \mathbf{1}_{(1/2-L/n,1/2]}(x) - n L^{3/2}(x - 1/2 + L/n)) \mathbf{1}_{(1/2,L/n+1/2]}(x)\) for small \(c > 0\) and \(L \geq 2\).

The crucial difference here is that estimates of type (5.4) enable a law of iterated logarithm (cf. Theorem 4.1) with \(\mathbb{E}Z^2 \lesssim \log \log(16n)\), while those of (5.3) correspond to the maxima of \(O(n)\) independent Gaussian random variables with \(\mathbb{E}Z^2 \lesssim \log(en)\).

### 5.1.2 General case

Similar to the linear case discussed above, the key step is to prove

$$\mathbb{E} \sup_{\theta \in \Theta(d,d_0,k_0), \|\theta\| \leq 1} (\varepsilon \cdot \theta)^2 \leq C \log \log(16n), \quad (5.5)$$

and we need to obtain estimates of type (5.4). For simplicity, we consider the smoothest case \(d_0 = d - 1\) so that \(k_0 = d + 2\).

Fix a degree \(d\), and any \(f \in \mathcal{F}(d,d-1,d+2)\) along with the corresponding \(\theta \in \Theta(d,d-1,d+2)\) of unit norm and knots \(0 = n_0 \leq n_1 \leq \ldots \leq n_{d+2} = n\). We use the following parametrization of \(f\):

$$f(x) = \sum_{\ell=1}^{d+1} a_{\ell}^i \left( x - \frac{n_i}{n} \right)^{\ell-1}, \quad x \in \left[ \frac{n_i}{n}, \frac{n_{i+1}}{n} \right], \quad (5.6)$$

and focus on a generic piece \((n_i; n_{i+1})\) at the sequence level. Here the superscript \(i\) represents ‘the \((i+1)\)-th piece \((n_i; n_{i+1})\)’ and the subscript \(\ell\) represents ‘the \(\ell\)-th coefficient’ in the polynomial. We aim at obtaining the following estimates:

$$1 \geq c \cdot \left( a_{\ell}^i \right)^2 \left( (n_{i+1} - n_i)/n \right)^{2(\ell-1)} (n_{i+1} \wedge (n - n_i)) \cdot \ell \in [1;d+1], \quad (5.7)$$

with some \(c = c(d)\). Once these estimates are obtained, one can immediately apply Theorem 4.1 to obtain a \(\log \log(16n)\) bound on the complexity width on \((n_i; n_{i+1})\).

In (5.7), the \((d-1)\)-th order differentiability at each inner knot naturally divides the coefficients into two groups, the ‘shared coefficients’ \(\{a_{\ell}^i\}_{\ell \in [1;d]}\) and the ‘nuisance coefficient’ \(a_{d+1}^i\). This suggests the following two-step proof strategy:
(i) First, we show that the estimate for the second group, \( a^i_{d+1} \), follows from that of the first group; cf. Lemma 5.6 ahead.

(ii) Second, we obtain estimates in (5.7) for \( \ell \in [1; d] \) with the choice \( k_0 = d + 2 \); cf. Lemma 5.7 ahead.

In the proof below, we will see clearly why \( k_0 = d + 2 \) is the maximal number of pieces where the estimates in (5.7) are achievable. At a high level, the coefficient estimates \( \{a^i_0\} \) on the piece \((n_i; n_{i+1}]\) necessarily depend on coefficient estimates at locations to the both sides of \( i \). The passage of such information, for example from the rightmost knot, is precisely characterized in Lemma 5.4 ahead through a set of quadratic forms, which are obtained via ‘iterative cancellation’ to be detailed in Section 5.3. The transition boundary \( k_0 \) is then determined via ‘counting of quadratic forms’ (cf. (5.15) in the main proof ahead) that mirrors the DOF calculation in (2.5), thereby unifying the heuristics in the upper and lower bounds.

5.2 Reduction to complexity width

We first introduce some notation. For any fixed \( \theta_0 \in \mathbb{R}^n \), let \( \theta_{\text{oracle}} \equiv \theta_{\text{oracle}}(\theta_0) \in \Theta(d, d_0, k) \) be an oracle such that \( \inf_{\theta \in \Theta(d, d_0, k)} \| \theta - \theta_0 \| \) is achieved, with knots \( 0 = n_0 \leq n_1 \leq \ldots \leq n_k = n \). For each \( \theta \in \mathbb{R}^n \), define \( \theta_{[j]} \) as the sub-vector \((\theta_i)_{i \in (n_j; n_{j+1}]})\) and \( v_j(\theta) \equiv v_j(\theta; \theta_{\text{oracle}}) \equiv (\theta - \theta_{\text{oracle}})_{[j]} / \| (\theta - \theta_{\text{oracle}})_{[j]} \| \).

The following result is a standard reduction principle for the LSE tailored to the class of splines. Its proof can be found in Appendix C.

**Proposition 5.1.** Fix any \( \theta_0 \in \mathbb{R}^n \). Let \( \hat{\theta} \equiv \hat{\theta}(\Theta(d, d_0, k), Y) \) be the LSE as defined in (1.5) under the experiment (1.1) with truth \( \theta_0 \). Then, for any \( \delta > 0 \), there exists some \( C = C(\delta) > 0 \) such that

\[
\mathbb{E}_{\theta_0} \| \hat{\theta} - \theta_0 \|^2 \leq (1 + \delta) \| \theta_{\text{oracle}} - \theta_0 \|^2 + C \cdot \mathbb{E} \sup_{\theta \in \Theta(d, d_0, k)} \sum_{j=0}^{k-1} (\varepsilon_{[j]} \cdot v_j(\theta))^2.
\]

Now, note that each \( v_j(\theta) \) is also a spline with unit norm and the same parameters \( (d, d_0, k) \) (rigorously speaking, the two end pieces of \( v_j(\theta) \) may have length smaller than \( d + 1 \), but these pieces are negligible since there are at most \( 2k \) of them and each only contributes a constant (up to \( d \)) factor to the complexity width). Therefore, in view of Proposition 5.1, the \( \log \log(16n) \) part of Theorem 2.1 for \( k \leq k_0 \) is immediately implied by the following result by noticing that \( \Theta(d, d_0, k) \subset \Theta(d, d_0, k_0) \) for all \( k \leq k_0 \).

**Proposition 5.2.** There exists some \( C = C(d) \) such that

\[
\mathbb{E} \sup_{\theta \in \Theta(d, d_0, k_0), \| \theta \| \leq 1} (\varepsilon \cdot \theta)^2 \leq C \log \log(16n).
\]

The following two subsections present the main ingredients to the proof of Proposition 5.2, whose details will be presented in Section 5.5.

5.3 Groundwork

Fix any \( f \in \mathcal{F}_n(d, d_0, k_0) \) with knots \( 0 = n_0/n \leq n_1/n \leq \ldots \leq n_{k_0}/n = 1 \) and recall the parametrization (5.6). Due to the regularity constraints, similar relations as the linear equations of the type (5.2) exist between adjacent knots. We use the notation \( \text{Coef}[a^i_p, a^i_q] \) to denote the coefficient of \( a^i_q \) in the linear equation of \( a^i_p \), i.e., \( a^i_p = \sum_q \text{Coef}[a^i_p, a^i_q]a^i_q \). The following
lemma makes explicit this dependence. Its proof and proofs for other lemmas in this subsection are contained in Appendix C. We write
\[ n_{i,j} \equiv (n_i - n_j)/n. \] (5.8)

**Lemma 5.3.** For any \( i \in [1; k_0 - 1], \ p \in [1; d_0 + 1], \ and \ q \in [1; d + 1], \)
\[
\text{Coef}[a_p^i; a_q^{i-1}] = \left( \frac{q - 1}{p - 1} \right) n_{i+1}^{q-p} 1_{q \geq p}.
\]

The next Lemma 5.4 provides, as described in the proof outline in Section 5.1.2, the exact forms of the quadratic forms obtained by ‘iterative cancellation’ from right. These quadratic forms lay the foundation for coefficient estimates of type (5.7). For the rest of this section, we reserve the notation \( s \) for the number of ‘iterative cancellation’ performed.

Before stating the general formulation in Lemma 5.4, we first present the illustrative case of cubic spline (\( d = 3, k_0 = 5 \)) in the sequence space with unit norm. We detail below the starting point \((s = 0)\) and the first two steps of cancellation \((s \in \{1,2\})\). Following the proof outline in Section 5.1.2, we separate the quadratic forms that only involve the ‘shared coefficients’ \( \{a_t^i\}_{t \in [1;3]} \) and those that also involve the ‘nuisance coefficient’ \( a_4^i \).

- \((s = 0)\). The \( \ell_2 \) constraint on \((n_4; n_5)\) for the signal \(|\theta|_{n_4;n_5} \leq \|\theta\| = 1\) provides control on the following 4 quadratic forms of length 1:

  \[ 1 \geq c \cdot \left\{ (n - n_4)(a_4^1)^2 + \frac{(n - n_4)^3}{n^2}(a_2^4)^2 + \frac{(n - n_4)^5}{n^4}(a_3^4)^2 \right\} + \frac{(n - n_4)^7}{n^6}(a_4^4)^2 \].

- \((s = 1)\). For the first cancellation, we have, by Lemma 5.3,

  \[
  \begin{pmatrix}
  a_4^1 \\
  a_2^4 \\
  a_3^4 \\
  a_4^4
  \end{pmatrix} = \begin{pmatrix}
  1 & n_{4;3} & n_{3;2} & n_{2;1} \\
  0 & 1 & 2n_{4;3} & 3n_{3;2} \\
  0 & 0 & 1 & 3n_{4;3}
  \end{pmatrix} \begin{pmatrix}
  a_3^1 \\
  a_2^3 \\
  a_3^3 \\
  a_4^3
  \end{pmatrix}.
  \] (5.9)

The identity (5.9) enables us to first find a linear combination of \((a_3^1, a_3^2)\) to cancel \( a_4^1 \), and then to find another linear combination of \((a_4^1, a_4^2, a_4^3)\) to cancel both \( a_3^3 \) and \( a_4^3 \). These, along with direct expansion of the term \((a_4^3)^2(n - n_4)^5/n^4\) using (5.9), leave us with 3 quadratic forms of length 2:

  \[ 1 \geq c \cdot \left\{ (n - n_4)(3a_{1}^3 + n_{4;3}a_{2}^3)^2 + \frac{(n - n_4)^3}{n^2}(a_2^3 + n_{4;3}a_3^3)^2 \right\} + \frac{(n - n_4)^5}{n^4}(a_3^3 + 3n_{4;3}a_4^3)^2 \].

- \((s = 2)\). For the second cancellation, we have, by Lemma 5.3 again,

  \[
  \begin{pmatrix}
  a_3^3 \\
  a_2^3 \\
  a_3^3
  \end{pmatrix} = \begin{pmatrix}
  1 & n_{3;2} & n_{2;2} & n_{1;1} \\
  0 & 1 & 2n_{3;2} & 3n_{2;2} \\
  0 & 0 & 1 & 3n_{3;2}
  \end{pmatrix} \begin{pmatrix}
  a_2^3 \\
  a_2^3 \\
  a_3^3 \\
  a_4^3
  \end{pmatrix}.
  \]

Then, finding a linear combination of \((a_3^1, a_3^2, a_3^3)\) to cancel \( a_2^1 \) and directly expanding \((a_2^2 + n_{4;3}a_3^2)^2(n - n_4)^3/n^2\), we obtain 2 quadratic forms of length 3:

  \[
  1 \geq c \cdot \left\{ (n - n_4) \left( 3a_{1}^3 + (2n_{3;2} + n_{4;3})a_{2}^3 + (n_{2;2} + n_{3;2}n_{4;3})a_3^3 \right)^2 \right\} + \frac{(n - n_4)^3}{n^2} \left( a_2^3 + (2n_{3;2} + n_{4;3})a_3^3 + (3n_{2;2} + 3n_{3;2}n_{4;3})a_4^3 \right)^2. \]
To state the above cancellation scheme for general \(d\) and \(d_0\), some further notation is introduced. Fix \(d, d_0\), and the resulting \(k_0\) as defined in (2.2). Define the sequence \(\{\beta_j^s\}\), \(s \in [0; [(d_0 + 1)/(d - d_0)]\) recursively as follows. Let \(\beta_0^s \equiv 1\),

\[
\beta_j^s \equiv \sum_{\ell=0}^{j} \left( s(d - d_0) - \ell \right) \beta_{j-\ell}^{s-1}
\]

(5.10)

for \(j \in [1; s(d - d_0)]\), and \(\beta_j^s \equiv 0\) for \(j > s(d - d_0)\). Further define, for every \(i \in [1; (s + 1)d_0 - s d + 1]\) and \(j \in [0; s(d - d_0)]\),

\[
D(i, 0) \equiv 1, \quad D(i, j) \equiv \frac{\overline{\Theta}(i; j)}{\overline{\Theta}(d + 1 - i; j)} \quad \text{for } j \geq 1.
\]

Lastly, let \(\beta_{i,j}^s \equiv D(i, j) \beta_j^s\).

We work under the extra condition that

\[
n_1; 0 \land n_{d_0}; k_0 - 1 \geq \max\{n_2; 1, \ldots, n_{k_0 - 1}; k_0 - 2\}.
\]

(5.11)

We remark that condition (5.11) is made merely for presentational simplicity; see the comments after Lemma 5.7 ahead for detailed discussion of this condition.

**Lemma 5.4.** Suppose (5.11) holds. Fix \(d, d_0\), and \(k_0\) as defined in (2.2), and any \(\theta \in \Theta(d, d_0, k_0)\) such that \(\|\theta\| \leq 1\). Then, there exists some \(c = c(d)\) such that, for any \(s \in [0; [(d_0 + 1)/(d - d_0)]\),

\[
1 \geq c \sum_{i=1}^{(s+1)d_0 - sd + 1} + \sum_{i=(s+1)d_0 - sd + 2}^{sd_0 - (s-1)d + 1} \left( \frac{n - n_{k_0 - 1}}{n^2 (1 - 1)} \right)^{2i-1} \left( \sum_{j=0}^{s(d-d_0)} \beta^s_{i,j} \beta^s_{i,j} \right) \leq 1 \quad \text{for any } \theta \in \Theta(d, d_0, k_0).
\]

(5.12)

**Remark 5.5.** Several remarks for the quadratic forms above are in order.

(i) The quadratic forms in (5.12) are obtained via iterative cancellation from knot \(n_{k_0 - 1}\).

(ii) In a generic \(\beta_{i,j}^s\), the superscript \(s\) marks the counts of cancellations already performed, \(i\) indicates the \(i\)-th quadratic form, and \(j\) indicates the coefficient for the \(j\)-th component in this quadratic form.

(iii) In (5.12), we intentionally separate the indices \(i \in [1; (s + 1)d_0 - sd + 1]\) and \(i \in [(s + 1)d_0 - sd + 2; sd_0 - (s - 1)d_0 + 1]\) since the first set of quadratic forms only involves the ‘shared coefficients’ \(a_j^s\) with \(j \in [1; d_0 + 1]\).

(iv) Every time \(s\) grows by 1, the first summand of (5.12) has \(d - d_0\) fewer quadratic forms with each one comprising of \((d - d_0)\) more components.

### 5.4 Key estimates

Recall the coefficient sequence \(\{a_{m}^{s}\}_{i \in [0; k_0 - 1]; \ell \in [1; d_0 + 1]}\) defined in (5.6). As described in Section 5.1, we aim to obtain sharp estimates of type (5.7). For any \(a, b \in [1; n]\), define

\[
M(a, b) \equiv (a \land (n - b))^{1/2}.
\]

The first result below reduces the task of obtaining (5.7) for all the coefficients down to estimating only the ‘shared coefficients’ \(\{a_{m}^{s}\}_{i \in [1; d_0 + 1]}\), from which the estimates for ‘nuisance coefficients’ \(\{a_{m}^{s}\}_{s \in [d_0 + 2; d_0 + 1]}\) can be derived. Its proof can be found in Appendix C.
Lemma 5.6. Fix any \( i \in [1; k_0 - 2] \). Suppose there exists some \( c = c(d) \) such that for every \( \ell \in [1; d_0 + 1] \), it holds that \( 1 \geq c(a_\ell)^2 n_{i+1,i}^2 M^2(n_{i+1}, n_i) \). Then, there exists some \( c' = c'(d) \) such that

\[
1 \geq c'(a_\ell)^2 n_{i+1,i}^2 M^2(n_{i+1}, n_i)
\]

for every \( \ell \in [d_0 + 2; d + 1] \).

Following the preceding lemma, the next result, which builds on the groundwork derived in Lemma 5.4, makes use of an inductive argument to derive sharp estimates of the type (5.7) for \( \{a_{\ell+1}\}_{\ell \in [1; d_0 + 1]} \) on a fixed target piece \( (n_{i+1}; n_{i+2}] \). To make the notation more accessible, we present here the special case \( d_0 = d - 1 \) (so that \( k_0 = d + 2 \)) and defer the case of general \( d_0 \) to Appendix C.5.

Lemma 5.7. Suppose \( d_0 = d - 1 \) and (5.11) holds. Fix \( i \in [0; d - 1] \). For some \( c = c(d) \), the following estimates hold for all locations \( 1 \leq j \leq i + 1 \):

\[
1 \geq c \max_{1 \leq \ell \leq d} \left\{ (a_\ell)^2 \cdot n_{i+2,j}^2 \cdot \left( \prod_{k=d-i+2}^{d+j+2} n_{k,j+1,j}^2 \right) \cdot n_{j+1,j}^2 \cdot M^2(n_{j+1}, n_j) \right\}.
\]

Here \( \prod_{k=k_1}^{k_2} \equiv 1 \) for \( k_2 < k_1 \). In particular, for \( j = i + 1 \):

\[
1 \geq c \max_{1 \leq \ell \leq d} \left\{ (a_\ell)^2 \cdot n_{i+2,i+1}^2 \cdot M^2(n_{i+2}, n_{i+1}) \right\}.
\] (5.13)

The proof of the above lemma is presented in the next subsection. We emphasize that the condition (5.11) is made only for presentational simplicity, as we explain below. If it does not hold, we can adopt the following partitioning of the pieces \( \{(n_0; n_1], \ldots, (n_{d-1}; n_d]\} \) via general length constraints. Fix a target piece \( (n_{i+1}; n_{i+2}] \) with \( i \in [0; d - 1] \).

S1. First locate among all pieces the longest one denoted as \( (n_{i_1}; n_{i_1+1}] \) with \( i_1 \in [0; d + 1] \). If this is the target piece, then we can directly apply Lemma E.1 in Appendix E to this piece to obtain the desired estimates in (5.13).

S2. If not, assume without loss of generality that the target piece is to the left of this longest piece, i.e., \( i + 1 < i_1 \). Then, we can locate the longest piece among \( \{(n_0; n_1], \ldots, (n_{i_1-1}; n_{i_1}]\} \), which we denote as \( (n_{i_2}; n_{i_2+1}] \) with \( i_2 \in [0; i_1 - 1] \). If the target piece is among \( \{(n_{i_2}; n_{i_2+1}], \ldots, (n_{i_1-1}; n_{i_1}]\} \), we can then make the following two modifications of Lemmas 5.4 and 5.7: (i) choose location \( i_1 \) (instead of the current \( n_{d+1} \)) as the starting point for the cancellation of the quadratic forms; (ii) choose location \( i_2 + 1 \) (instead of the current location 1) as the starting point for the induction in Lemma 5.7. These two modifications will yield the desired estimates for \( \{a_{\ell+1}\} \) in (5.13).

S3. If this is not the case, i.e., \( (n_{i+1}; n_{i+2}] \in \{(n_1; n_2], \ldots, (n_{d+1-1}; n_{d+1}]\) \), we can then iterate S2 with \( i_2 \) in place of \( i_1 \). This partitioning will terminate in a finite number of steps.

Condition (5.11) (with \( n_{1,0} \leq n_{d+2,d+1} \)), along with the current versions of Lemmas 5.4 and 5.7, correspond to the above partitioning scheme with an early stop at S2 with \( i_1^* = d + 1 \) and \( i_2^* = 0 \). On the other hand, condition (5.11) represents the most difficult case in the sense that the maximal gap \( i_1^* - i_2^* = d + 1 \) activates the condition \( k \leq k_0 = d + 2 \) as seen in (5.15) in the proof ahead.
5.5 Main proof

The main step in the proof of Proposition 5.2 is the set of coefficient estimates in Lemma 5.7, with its more general version stated in Appendix C.5. We present the proof of this lemma in the special case \( d_0 = d - 1 \); the proof for the general case is completely analogous.

Proof of Lemma 5.7. Let

\[
Q_j^2(\ell) = \frac{2^{(d-j+2)/2}}{M_{n_1}^2(n_1, n_0)} \cdot \prod_{\ell = d-i+2}^{(d-j+1)/2} n_{d+2-i-kj}^2 \cdot n_{j+1}^2(d-j+2).
\]

For the rest of the proof, empty \( \prod \) is to be understood as 1 and empty \( V \) is to be understood as 0. We will prove (a slightly stronger version with \( M(n_1, n_0) \) instead of \( M(n_1, n_j) \))

\[
1 \geq \max_{1 \leq i \leq d} \left\{ (a_j^i)^2 Q_j^2(\ell) \right\} \cdot M^2(n_1, n_0) \quad (5.14)
\]

by induction on \( j \in [1, i+1] \). The baseline case \( j = 1 \) clearly holds by the condition (5.11) and application of Lemma E.1 to the piece \( (n_0, n_1) \). Now, suppose the induction holds up to some location \( j \in [1, i] \), and we will prove the induction at location \( j + 1 \).

(\textbf{Part I}) We deal with \( \{a_{d+1}^{j+1} \}_{d-j+1}^{d-1} \) in this part. For this, we first obtain estimates for \( a_j^{d+1} \) and then use triangle inequality. Applying Lemma 5.4 with \( d_0 = d - 1 \) and \( s = d - j \), the \( j \)-th term in the first summand therein yields that

\[
1 \geq \frac{(n - n_{d+1})^{2j-1}}{n^{2(j-1)}} \left( \sum_{\ell = 0}^{d-j} (\beta_j^{d-j})^{a_j^{d+1} \ell} \right)^2
\]

\[
= \frac{(n - n_{d+1})^{2j-1}}{n^{2(j-1)}} \left( \sum_{\ell = 0}^{d-j} (\beta_j^{d-j}) \sum_{k = \ell}^{d-j+1} (n_k^{d-j+1})^{(a_j^{d+1} \ell)} \right)^2
\]

\[
= \frac{(n - n_{d+1})^{2j-1}}{n^{2(j-1)}} \left( \sum_{k = 0}^{d-j+1} (z_j^{d-j+1})^{a_j^{d+1} k} \right)^2,
\]

where we used Lemma 5.3 and \( z_j^{d-j+1} = \sum_{q = 0}^{d-j+1} (\beta_j^{d-j})^{q} (n_k^{d-j+1})^{(a_j^{d+1} q)} \). Note that for a generic number of \( k \) pieces, when \( j = 1 \), we need to take \( d_0 = d - 1 \) and \( s = (k - 1) - (j + 1) = k - 3 \) in Lemma 5.4, in which case the first summand is non-void if and only if

\[
d - s = d - k + 3 \geq 1 \iff k \leq d + 2. \quad (5.15)
\]

This explains the transition boundary \( k_0 = d + 2 \) as in (2.2).

Combining the above estimate with the estimates for \( \{a_k^j \}_{k=j}^d \) from the induction assumption, and using Lemma E.2 to cancel everything but \( a_j^{d+1} \), we have

\[
1 \geq \frac{(n - n_{d+1})^{2j-1}}{n^{2(j-1)}} \left( \sum_{k = 0}^{d-j+1} (z_j^{d-j+1})^{a_j^{d+1} k} \right)^2 + \sum_{k = j}^{d} \left[ (a_k^j)^2 \cdot Q_j^2(k) \cdot M^2(n_1, n_0) \right]
\]

\[
\geq (a_j^{d+1})^2 \left\{ \frac{(n - n_{d+1})^{2j-1} (z_j^{d-j+1})^2}{n^{2(j-1)}} \right\}^2 \wedge \left[ \prod_{k = j}^{d} \left[ Q_j^2(k) M^2(n_1, n_0) \left( \frac{(z_j^{d-j+1})^2}{(\bar{z}_{j, k-j})^2} \right) \right] \right}\}
\]
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\[ \equiv (a_{d+1}^j)^2 \left\{ A_j \land \bigwedge_{k=j}^d B_{j,k} \right\}. \]

As \( A_j / (\tilde{Q}_{j,d-j+1})^2 = n_{d+2,d+1} (n - n_{d+1}) \geq B_{j,j} / (\tilde{Q}_{j,d-j+1})^2 \) by the assumption that the two end pieces are longer than any middle pieces, we only need to bound from below \( \land_{k=j}^d B_{j,k} \). By definition of \( \tilde{Q}_\cdot \) and non-negativity of \( \tilde{\beta}_\cdot \), for any \( j \leq k \leq d, \)

\[
\begin{aligned}
\frac{(\tilde{Q}_{j,d-j+1})^2}{(\tilde{Q}_{j,k-j})^2} &\leq \left( \frac{\sum_{q=0}^{d-j} \beta_{j,q} (d-j+1-1-q)^2}{\sum_{q=0}^{d-j} \beta_{j,q} (d-j+1-1-q)^2} \right)^2 \quad \text{(by definition)} \\
&\leq \left( \frac{\sum_{q=0}^{d-k} \beta_{j,q} (d-k+1-p)^2}{\sum_{q=0}^{d-k} \beta_{j,q} (d-k+1-p)^2} \right)^2 \quad \text{(by rearranging the numerator)} \\
&\leq \left( \frac{\sum_{q=0}^{d-k} \beta_{j,q} (d-k+1-p)^2}{\sum_{q=0}^{d-k} \beta_{j,q} (d-k+1-p)^2} \right)^2 \quad \text{(by Lemma E.2)} \\
&\leq \left( \frac{\sum_{q=0}^{d-k} \beta_{j,q} (d-k+1-p)^2}{\sum_{q=0}^{d-k} \beta_{j,q} (d-k+1-p)^2} \right)^2 \quad \text{(by Lemma E.7)} \\
&\leq \left( \frac{\sum_{q=0}^{d-k} \beta_{j,q} (d-k+1-p)^2}{\sum_{q=0}^{d-k} \beta_{j,q} (d-k+1-p)^2} \right)^2 \quad \text{(minimum at } q = k - j). \end{aligned}
\]

Hence

\[
1 \geq (a_{d+1}^j)^2 \left[ \bigwedge_{k=j}^d Q_j^2(k) \bigg[ \sum_{p=0}^{d-k} \left\{ n_{j+1,j}^{2(d-k+1-p)} \prod_{r=1+k-j}^{p+k-j} n_{d+2-r,j+1}^2 \right\} \right] M^2(n_1, n_0). \]

This implies that for \( 1 \leq \ell \leq d \), by taking \( p = (\ell - k)_+ \) above and Lemma 5.3,

\[
M(n_1, n_0) |a_{d+1}^j|^j \leq M(n_1, n_0) \left[ \sum_{k=0}^{d} n_{j+1,j}^k |a_{d+1}^j|^j \right] \]

\[
\leq \sum_{k=0}^{d} n_{j+1,j}^k Q_j^{-1}(k) + \sum_{k=0}^{d} Q_j^{-1}(k)n_{j+1,j}^{k-\ell+\ell-k+1} \prod_{r=1}^{\ell+k+1} n_{d+2-r,j+1}^{-1} \]

\[
= \sum_{k=0}^{d} n_{j+1,j}^k Q_j^{-1}(k) + \bigg[ \sum_{j \leq k \leq \ell} Q_j^{-1}(k) \prod_{r=1}^{\ell+k+1} n_{d+2-r,j+1}^{-1} \bigg] + \bigg[ \sum_{\ell+j \leq k \leq d} Q_j^{-1}(k) \prod_{r=1}^{\ell+k+1} n_{d+2-r,j+1}^{-1} \bigg]. \]

Using that \( k \mapsto n_{j+1,j}^{k-\ell} Q_j^{-1}(k) \) is non-increasing, the first and third terms in the above display are on the same order as \( Q_j^{-1}(\ell) + Q_j^{-1}(\ell \lor j) n_{j+1,j}^{\ell-j} \approx Q_j^{-1}(\ell) \). Hence we only need to verify for all \( 1 \leq \ell \leq d - j + 1, 1 \leq j \leq i, \)

\[
\Omega_{j,1}(\ell) + \Omega_{j,2}(\ell) \equiv Q_j^{-1}(\ell) + \bigg[ \sum_{j \leq k < \ell+j} Q_j^{-1}(k) \prod_{r=1}^{\ell+k+1} n_{d+2-r,j+1}^{-1} \bigg] \lesssim Q_j^{-1}(\ell), \quad (5.16) \]

(Case 1). If \( 1 \leq \ell \leq d - i + 1, Q_j^{-1}(\ell) = n_{i+2,j}^{\ell-1} \) and \( Q_j^{-1}(\ell) = n_{i+2,j+1}^{\ell-1} \), so:
• (first term) $\Omega_{j,1}(\ell) = n_{i+2,j}^{-(\ell-1)} \leq n_{i+2,j+1}^{-(\ell-1)} = Q_{j+1}^{-1}(\ell)$.

• (second term) without loss of generality we assume $\ell > j$ (otherwise this term does not exist):

$$\Omega_{j,2}(\ell) = \bigvee_{j \leq k < \ell} \left\{ n_{i+2,j}^{-(k-1)} \prod_{r=1}^{\ell-k} n_{d+2+j-r,j+1}^{-1} \right\}$$

$$\leq \bigvee_{j \leq k < \ell} \left\{ n_{i+2,j}^{-(k-1)} n_{d+2+j-\ell,j+1}^{-1} \right\}$$

$$\leq \bigvee_{j \leq k < \ell} \left\{ n_{i+2,j+1}^{-(\ell-1)} \right\} = n_{i+2,j+1}^{-(\ell-1)} = Q_{j+1}^{-1}(\ell),$$

where the first equality follows since $k < \ell \leq d-i+1$ so that $Q_{j}^{-1}(k) = n_{i+2,j}^{-(k-1)}$, and the second inequality follows by noting that $\ell \leq d-i+1$ implies $d+j-\ell \geq i+2$.

**Case 2.** If $d-i+2 \leq \ell \leq d-j+1$, $Q_{j}^{-1}(\ell) = n_{i+2,j}^{-(d-i)} \prod_{s=d-i+2}^{\ell} n_{d+3+s,j}^{-1}$ and $Q_{j+1}^{-1}(\ell) = n_{i+2,j+1}^{-(d-i)} \prod_{s=d-i+2}^{\ell} n_{d+3+s,j+1}^{-1}$, so:

• (first term) similarly as above,

$$\Omega_{j,1}(\ell) = n_{i+2,j}^{-(d-i)} \prod_{s=d-i+2}^{\ell} n_{d+3+s,j}^{-1} \leq n_{i+2,j+1}^{-(d-i)} \prod_{s=d-i+2}^{\ell} n_{d+3+s,j+1}^{-1} = Q_{j+1}^{-1}(\ell).$$

• (second term) similarly as above we assume $\ell > j$, then

$$\Omega_{j,2}(\ell) = \bigvee_{j \leq k < \ell} \left\{ n_{i+2,j}^{-(d-i)} \prod_{s=d-i+2}^{k} n_{d+3+s,j}^{-1} \prod_{r=1}^{\ell-k} n_{d+2+j-r,j+1}^{-1} \right\}$$

$$\leq n_{i+2,j+1}^{-(d-i)} \bigvee_{j \leq k < \ell} \left\{ \prod_{s=d-i+2}^{i+1} n_{u,j+1}^{-1} \prod_{k=1}^{d+1+\ell-k} n_{u,j+1}^{-1} \right\}.$$

Note that $\prod_{u=d+2+j-\ell}^{d+1+\ell-k} n_{u,j+1}^{-1} \leq \prod_{u=d+2+j-\ell}^{d+2-k} n_{u,j+1}^{-1} = \prod_{u=d+3-\ell}^{d+2-k} n_{u,j+1}^{-1}$, where the inequality follows by $j \geq 1$ and $\ell \leq d-j+1$, so the above display can be further bounded by

$$\Omega_{j,2}(\ell) \leq n_{i+2,j+1}^{-(d-i)} \prod_{u=d+3-\ell}^{i+1} n_{u,j+1}^{-1} = Q_{j+1}^{-1}(\ell).$$

Hence (5.16) is verified and we have finished the proof for Part I.

**Part II.** We deal with $\{a_{\ell}^{j+1}\}_{\ell=d-j+2}^{d}$ in this step. Applying Lemma 5.4 with $d_{0} = d-1$ and $s = d-j$, the last $(j-1)$ terms in the first summand therein take the form

$$1 \geq \frac{(n-n_{d+1})^{3}}{n^{2}} \left( \frac{d-j}{\beta_{2,0}} a_{2,j}^{j+1} + \frac{d-j}{\beta_{2,d-j}} a_{d-j+2}^{j+1} \right)^{2} \quad (R.2)$$

$$+ \frac{(n-n_{d+1})^{5}}{n^{4}} \left( \frac{d-j}{\beta_{3,0}} a_{3,j}^{j+1} + \frac{d-j}{\beta_{3,d-j}} a_{d-j+2}^{j+1} \right)^{2} \quad (R.3)$$

...
\[ + \frac{(n - n_{d+1})^{2j-1}}{n^{2(2j-1)}} \left( \beta_{j,0}^{-d-j} a_j^{d-j+1} + \cdots + \beta_{j,d-j}^{-d-j} a_d^{d-j+1} \right)^2. \] 

Combining (R.2) with the estimates for \( \{a_j^{d-j+1}\}_{j=0} \), \( \ell=2 \) obtained in Part I, and using Lemma E.3 iteratively to cancel everything but \( a_j^{d-j+1}_{d-j+2} \), we obtain

\[
1 \gtrsim \left( \frac{n - n_{d+1}}{n^2} \right)^3 \left( \sum_{k=0}^{d-j} \beta_{j,k}^{-d-j} a_j^{d-j+1} \right)^2 + \sum_{k=2}^{d-j+1} \left[ (a_j^{d-j+1})^2 \cdot Q_{j+1}^2(k) \cdot M^2(n_1, n_0) \right]
\]

\[
\gtrsim \left( a_j^{d-j+1}_{d-j+2} \right)^2 \left\{ \frac{(n - n_{d+1})^3(\beta_{j,d-j+1})^2}{n^2} \right\} \wedge \left( \sum_{k=2}^{d-j+1} Q_{j+1}^2(k) M^2(n_1, n_0) \frac{(\beta_{j,d-j+1})^2}{(\beta_{j,d-j+1})^2} \right)
\]

\[
\equiv \left( a_j^{d-j+1}_{d-j+2} \right)^2 \left\{ A_j^{(2)} \wedge \left( \sum_{k=2}^{d-j+1} B_j^{(2)} \right) \right\}.
\]

Similar to Part I, we only need to get a lower bound for \( \sum_{r=1}^{d-j+1} B_j^{(2)} \). As \( (\beta_{j,d-j+1})^2/(\beta_{j,d-j+1})^2 \gtrsim \prod_{r=1}^{d-j+1} n_{d+2-r,j+1}^2 \) by Lemma E.7, it follows that

\[
1 \gtrsim \left( a_j^{d-j+1}_{d-j+2} \right)^2 \sum_{k=2}^{d-j+1} Q_{j+1}^2(k) \prod_{r=k}^{d-j+1} n_{d+2-r,j+1}^2 M^2(n_1, n_0).
\]

As \( k \mapsto Q_{j+1}^2(k) \prod_{r=k}^{d-j+1} n_{d+2-r,j+1}^2 = Q_{j+1}^2(d-j+1)n_{d+3-k,j+1}^2 \) is non-increasing on \( k \in [2; d-j+1] \), the minimum is taken at \( k = d-j+1 \) in the above display. Since \( Q_{j+1}^2(d-j+1)n_{d+2,j+1}^2 = Q_{j+1}^2(d-j+2) \), we arrive at

\[
1 \gtrsim \left( a_j^{d-j+1}_{d-j+2} \right)^2 Q_{j+1}^2(d-j+2) M^2(n_1, n_0),
\]

which is the desired estimate for \( a_j^{d-j+1}_{d-j+2} \). Now iterate along (R.3)-(R.j) to complete the proof for Part II. This completes the proof.

**Proof of Proposition 5.2.** We shorthand \( \Theta(d, d_0, k_0) \) as \( \Theta \), and the sample points will be indexed using \( \ell \). For any \( \theta \in \Theta \), let \( \{j_k\}_{j=0}^{k_0} \) be its knots: \( 0 = n_0 \leq n_1 \leq \ldots \leq n_{k_0} = n \). The overall complexity width can then be bounded piece by piece:

\[
\mathbb{E} \sup_{\theta \in \Theta} (\varepsilon \cdot \theta)^2 = \mathbb{E} \sup_{\theta \in \Theta} \left( \sum_{i=1}^{k_0} (\varepsilon \cdot \theta)_{(n_i-1:n_i]} \right)^2 \leq C \sum_{i=1}^{k_0} \mathbb{E} \sup_{\theta \in \Theta} (\varepsilon \cdot \theta)^2_{(n_i-1:n_i]}.
\]

We will prove that each summand in the above display can be bounded by a constant multiple of \( \log \log(16n) \).

We start with the first piece \( (n_0:n_1] \). Let \( f \in \mathcal{F}_n(d, d_0, k) \) be a generating spline of \( \theta \), i.e., \( \theta_\ell = f(\ell/n) \) for \( \ell \in [1;n] \). For this piece, we use the following parametrization of \( f(\cdot) \) slightly different from (5.6): for any \( x \in (0,n_1/n] \),

\[
f(x) = \sum_{\ell=1}^{d_0+1} a_{d_0+1,\ell} x - \frac{n_1}{n} + \sum_{\ell=d_0+2}^{d+1} a_{d_0+2,\ell} x - \frac{n_1}{n}. \tag{5.17}
\]
Then, the complexity width in question can be written as

\[
(\varepsilon \cdot \theta)_{(n_0; n_1]} = \sum_{\ell=1}^{d_0+1} \sum_{i \in (n_0; n_1]} \tilde{a}_\ell \left( \frac{\ell - n_1}{n} \right) \varepsilon_i + \sum_{\ell=d_0+2}^{d_1+1} \sum_{i \in (n_0; n_1]} a_\ell^0 \left( \frac{\ell - n_1}{n} \right) \varepsilon_i.
\]

Applying Lemma E.1 to the piece \((n_0; n_1]\), we have

\[
\sum_{\ell=1}^{d_0+1} (\tilde{a}_\ell^1)^2 \frac{n_1^{2\ell-1}}{n^{2(\ell-1)}} + \sum_{\ell=d_0+2}^{d_1+1} (a_\ell^0)^2 \frac{n_1^{2\ell-1}}{n^{2(\ell-1)}} \lesssim 1.
\]

Thus the complexity width over the first piece \((n_0; n_1]\) can be bounded by

\[
\mathbb{E} \sup_{\theta \in \Theta} (\varepsilon \cdot \theta)^2_{(n_0; n_1]} \lesssim \sum_{\ell=1}^{d_0+1} \mathbb{E} \sup_{1 \leq n_1 \leq n} \sup_{\frac{(a_\ell^1)^2}{n^{2(\ell-1)}} \leq 1} \left( \sum_{i \in (n_0; n_1]} (\ell - n_1)^{\ell-1} \varepsilon_i \right)^2 + \sum_{\ell=d_0+2}^{d_1+1} \mathbb{E} \sup_{1 \leq n_1 \leq n} \sup_{\frac{(a_\ell^0)^2}{n^{2(\ell-1)}} \leq 1} \left( \sum_{i \in (n_0; n_1]} (\ell - n_1)^{\ell-1} \varepsilon_i \right)^2 \leq C \log \log (16n),
\]

where the second inequality is due to Theorem 4.1 with \(\psi(x) = x^2\) therein. The complexity width over the last piece \((n_{k_0-1}; n_{k_0}]\) can be handled similarly.

Starting from the second until the second last piece, we use the parametrization (5.6) on the piece \((n_{i+1}; n_{i+2}]\), yielding

\[
(\varepsilon \cdot \theta)_{(n_{i+1}; n_{i+2}]} = \sum_{\ell=1}^{d_1+1} \sum_{i \in (n_{i+1}; n_{i+2}]} a_{\ell}^{i+1} \left( \frac{\ell - n_{i+1}}{n} \right)^{\ell-1} \varepsilon_i.
\]

Thus the complexity width in question can be bounded by

\[
\mathbb{E} \sup_{\theta \in \Theta} (\varepsilon \cdot \theta)^2_{(n_{i+1}; n_{i+2}]} \lesssim \sum_{\ell=1}^{d_1+1} \mathbb{E} \sup_{\frac{(a_{\ell}^{i+1})^2}{n^{2(\ell-1)}} \leq 1} \left( \sum_{i \in (n_{i+1}; n_{i+2}]} (\ell - n_{i+1})^{\ell-1} \varepsilon_i \right)^2 \leq \sum_{\ell=1}^{d_1+1} \mathbb{E} \sup_{\frac{(a_{\ell}^{i+1})^2}{n^{2(\ell-1)}} \leq 1} \left( \sum_{i \in (n_{i+1}; n_{i+2}]} (\ell - n_{i+1})^{\ell-1} \varepsilon_i \right)^2 \leq C \log \log (16n),
\]

where the second inequality is by plugging in the estimates \(a_{\ell}^{i+1}, \ell \in [1; d+1]\) from Lemma C.1 (the general version of Lemma 5.7 with general \(d_0 \in [-1; d-1]\)), and the third inequality is by applying Theorem 4.1 with \(\psi(x) = x^2\) therein. The proof is thus complete. \(\square\)
6 Proof of Theorem 3.4, upper bound

6.1 Proof outline

For expository purpose, we focus on the convex linear case $\Theta^*(1,k)$ with truth $\theta_0 = 0$ in (1.1). Using the reduction Proposition 5.1, the key ingredient is to show

$$E \sup_{\theta^* \in \Theta^*(1,k): \|\theta^*\| \leq 1} (\varepsilon \cdot \theta^*)^2 \leq C \log \log(16n).$$

(6.1)

To control the complexity width, we may parametrize any $\theta^* \in \Theta^*(1,k)$ by

$$\theta^*_i = c_0 + \sum_{j=1}^{j^*} a_j \left( \frac{n_j - i}{n} \right)^d + \sum_{j=j^*}^{k-1} b_j \left( \frac{i - n_j}{n} \right)^d + \sum_{\ell=0}^{d-1} c_{\ell} \frac{x^\ell}{\ell!},$$

(6.2)

where

- $j^*$ is the index of the knot where the slope of the underlying convex function $f^*$ crosses zero if it does, and is otherwise set to be $k$;

- $\{a_j\}$ and $\{b_j\}$ are two non-negative real sequences parametrizing the change of slope, in the two regions where $f^*$ has negative and positive slopes, respectively.

With the parametrization (6.2), proving (6.1) then reduces to obtaining sharp estimates for $\{a_j\}, \{b_j\},$ and $c_0$. These estimates are obtained in rather different ways:

- For the coefficients $\{a_j\}, \{b_j\}$, the non-negativity property turns out to be the key in obtaining sharp estimates for their magnitudes. Combined with the LIL (cf. Theorem 4.1), these coefficients contribute the desired $\log \log(16n)$ factor to the complexity width (6.1).

- For the coefficient $c_0$, an a priori estimate $|c_0| \leq C/\sqrt{n}$ is obtained (cf. Lemma 6.2) under the assumed (convexity) shape constraint and the $\ell_2$ constraint on the signal. This means that the coefficient $c_0$ only contributes a constant factor to the complexity width (6.1).

It should be noted that for the larger class $\Theta(1,0,k)$ without the convexity shape constraint, a parametrization in the form of (6.2) still holds but without the non-negativity constraint on $\{a_j\}, \{b_j\}$. The lack of such sign constraints unfortunately makes this representation not quite useful in obtaining LIL for $\Theta(1,0,3)$, so a different representation (cf. (5.1)) and a different proof strategy (cf. Section 5.1) are adopted for $\Theta(1,0,3)$.

6.2 Groundwork

The first result establishes a canonical parametrization for general-order $d$-monotone splines. By definition, the polynomial coefficient of the highest order for a $d$-monotone spline is increasing and thus crosses zero at most once. In the following parametrization, we choose this cross point as the pivot.

Lemma 6.1. For any $f^* \in F_n^*(d,k)$, there exists some integer $j^* \in [0;k]$ and real sequences $\{a_j\}_{j=1}^{j^*}, \{b_j\}_{j=j^*}^{k-1},$ and $\{c_{\ell}\}_{\ell=0}^{d-1}$ such that $a_j (-1)^{d+1} \geq 0, b_j \geq 0,$ and

$$f^*(x) = \sum_{j=1}^{j^*} a_j \left( \frac{n_j}{n} - x \right)^d + \sum_{j=j^*}^{k-1} b_j \left( x - \frac{n_j}{n} \right)^d + \sum_{\ell=0}^{d-1} c_{\ell} \frac{x^\ell}{\ell!}$$

(6.3)
for $x \in (0,1]$, where $\{n_j/n\}_{j=0}^{k}$ are the knots of $f^*$. On the sequence level, we have for every $\theta^* \in \Theta^*(d,k)$:

$$\theta^*_i = \sum_{j=1}^{j^*} a_j \left(\frac{n_j-i}{n}\right)^d + \sum_{j=j^*+1}^{k-1} b_j \left(\frac{i-n_j}{n}\right)^d + \sum_{\ell=0}^{d-1} \frac{c_{\ell}}{\ell!} \left(\frac{i}{n}\right)^\ell. \quad (6.4)$$

The next result generalizes the bound $|c_0| \leq C/\sqrt{n}$ in the previous proof outline, indicating that all lower-order polynomial coefficients of a $d$-monotone spline can be well-controlled.

**Lemma 6.2.** For any $\theta^* \in \Theta^*(d,k)$ with $\|\theta^*\|^2 \leq 1$, there exists some $C = C(d)$ such that, in its canonical form (6.4), $|c_\ell| \leq C/\sqrt{n}$ for every $\ell \in [0; d-1]$.

The proof of the above lemmas can be found in Appendix D.

### 6.3 Main proof

**Proof of Theorem 3.4 (upper bound).** Throughout the proof, we will shorthand $\Theta^*(d,k)$ as $\Theta^*$. We start with a slight modification of the reduction principle in Proposition 5.1.

Let $L_0 \equiv n/k$ be an integer without loss of generality. Let $\theta^*_\text{oracle}$ be an oracle in $\Theta^*$ that achieves the infimum. Let $n_j \equiv n_j(\theta^*_\text{oracle})$, $0 \leq j \leq k$ be the knots of $\theta^*_\text{oracle}$: $0 = n_0 < n_1 < \ldots < n_k = n$. For each $j \in [0; k-1]$, let $m_j \equiv m_j(\theta^*_\text{oracle}) \equiv \lceil (n_{j+1} - n_j)/L_0 \rceil$, $n_{j,p} \equiv n_{j,p}(\theta^*_\text{oracle}) \equiv n_j + (j-p) \cdot L_0$ for $p \in [0; m_j - 1]$ so that $n_j,0 = n_j$ and $n_{j,m_j} \equiv n_{j,m_j}(\theta^*_\text{oracle}) \equiv n_{j+1}$. Lastly, for any $\theta^* \in \Theta^*$, let $s_{j,p} \equiv s_{j,p}(\theta^*, \theta^*_\text{oracle})$ be the number of knots of $\theta^* - \theta^*_\text{oracle}$ on the segment $(n_{j,p}, n_{j,p+1}]$, so that $\sum_{j=0}^{k-1} \sum_{p=0}^{m_j-1} s_{j,p} \leq k$. Under the above notation, define, for each $\theta \in \mathbb{R}^n$, $\{\theta\}_{j,p}$ as the sub-vector $(\theta_i)_{i\in(n_{j,p}, n_{j,p+1})}$.

Following the same line of proof as Proposition 5.1 on this finer resolution $\{n_{j,p}\}$, we have, for any $\delta > 0$ and then some $C = C(\delta)$,

$$\mathbb{E}_{\theta_0}[|\hat{\theta} - \theta_0|^2 \leq (1 + \delta)\|\theta^*_\text{oracle} - \theta_0\|^2 + C \cdot \mathbb{E} \sup_{\theta^* \in \Theta^*} \sum_{j=0}^{k-1} \sum_{p=0}^{m_j-1} (\varepsilon_{j,p} \cdot v_{j,p}(\theta^*))^2,$$

where $v_{j,p}(\theta^*) \equiv v_{j,p}(\theta^*; \theta^*_\text{oracle}) \equiv (\theta^* - \theta^*_\text{oracle})_{[j,p]} / \|\theta^* - \theta^*_\text{oracle}\|_{[j,p]}$.

We now prove that the second term on the right side can be bounded by a constant multiple of $k \log \log (16n/k)$. Some extra notation is hence needed. For any $\theta^* \in \Theta^*$, denote the set of $s_{j,p}$ knots of $v_{j,p}(\theta^*)$ as $n_{j,p,1}, \ldots, n_{j,p,s_{j,p}}$. Also define $n_{j,p,0} \equiv n_{j,p,0}(\theta^*_\text{oracle}) \equiv n_{j,p}$ and $n_{j,p,s_{j,p}+1} \equiv n_{j,p,s_{j,p}+1}(\theta^*_\text{oracle}) \equiv n_{j,p+1}$. Moreover, in view of the canonical parametrization of shape-constrained splines in Lemma 6.1, let for each fixed $j \in [0; k-1]$ and $p \in [0; m_j]$ the index $q \equiv q(\theta^*, \theta^*_\text{oracle}) \in [0; s_{j,p}]$ be such that, on $(n_{j,p}, n_{j,p+1})$, $(n_{j,p,q-1}, n_{j,p,q}]$ is the last piece on which the sign of the highest order polynomial component of $\theta^* - \theta^*_\text{oracle}$ is negative.

Under the above notation, we have $v_{j,p}(\theta^*) \in \Theta^*_{n_{j,p+1}-n_{j,p}, n_{j,p+1}}(d,s_{j,p}+1)$ (here we assume without loss of generality that the two end pieces of $\theta^* - \theta^*_\text{oracle}$ adjacent to $n_{j,p}$ and $n_{j,p+1}$ also have length at least $d + 1$ since there are at most $2k$ such pieces and each only contributes a constant factor to the complexity width). Thus Lemma 6.1 entails that there exist real sequences $\{c_{j,p,\ell}\} \equiv \{c_{j,p,\ell}(\theta^*, \theta^*_\text{oracle})\}$, and some $q^* \in [1; s_{j,p}]$ along with sequences of equal sign $\{a_{j,p,q}\}_{q=1}^{q^*} \equiv \{a_{j,p,q}(\theta^*, \theta^*_\text{oracle})\}_{q=1}^{q^*}$, $\{b_{j,p,q}\}_{q=q^*}^{s_{j,p}} \equiv \{b_{j,p,q}(\theta^*, \theta^*_\text{oracle})\}_{q=q^*}^{s_{j,p}}$ such that

$$(v_{j,p}(\theta^*))_i = \sum_{q=1}^{q^*} a_{j,p,q} \left(\frac{n_{j,p} - (i + n_{j,p})}{n}\right)^d + \sum_{q=q^*}^{s_{j,p}} b_{j,p,q} \left(\frac{(i + n_{j,p}) - n_{j,p,q}}{n}\right)^d +$$
\[
\frac{d-1}{\ell!} \left( \frac{i - n_{j,p}}{n} \right) ^{\ell} \equiv \left( v_{j,p}^1(\theta^*) \right) _i + \left( v_{j,p}^2(\theta^*) \right) _i,
\]

where \( (v_{j,p}^2(\theta^*)) _i \equiv \sum_{\ell=0}^{d-1} c_{j,p,\ell} \left( (i - n_{j,p}) / n \right) ^{\ell} / \ell! \). Therefore, we have

\[
E \sup_{\theta^* \in \Theta^*} \sum_{j=0}^{k-1} \sum_{p=0}^{m_{j-1}} \left( \varepsilon_{[j,p]} \cdot v_{j,p}(\theta^*) \right) ^2 \leq 2 \left( E \sup_{\theta^* \in \Theta^*} \sum_{j=0}^{k-1} \sum_{p=0}^{m_{j-1}} \left( \varepsilon_{[j,p]} \cdot v_{j,p}^1(\theta^*) \right) ^2 + E \sup_{\theta^* \in \Theta^*} \sum_{j=0}^{k-1} \sum_{p=0}^{m_{j-1}} \left( \varepsilon_{[j,p]} \cdot v_{j,p}^2(\theta^*) \right) ^2 \right) \equiv 2 \left( (I) + (II) \right).
\]

We first upper bound (II). Since for each \( j, p \) and \( \theta^* \in \Theta^* \), \( v_{j,p}(\theta^*) \in \Theta_{n_{j,p+1}-n_{j,p}}(d, s_{j,p+1}) \) and has unit norm, Lemma 6.2 entails that there exists some \( C = C(d) \) such that \( |c_{j,p,\ell}| \leq C / \sqrt{n_{j,p+1} - n_{j,p}} \) for \( j \in [0; k-1] \), \( p \in [0; m_j] \), and \( \ell \in [0; d-1] \). Let \( \Delta n_{j,p} \equiv n_{j,p+1} - n_{j,p} \). Then, we have

\[
(II) \leq C \cdot E \sup_{|c_{j,p,\ell}| \leq C / \sqrt{\Delta n_{j,p}}} |c_{j,p,\ell}| \sum_{j=0}^{k-1} \sum_{p=0}^{m_{j-1}} \sum_{\ell=0}^{d-1} \sum_{i=0}^{\Delta n_{j,p}} (i - n_{j,p})^\ell \varepsilon_i^2 \leq C \cdot \sum_{j=0}^{k-1} \sum_{p=0}^{m_{j-1}} \sum_{\ell=0}^{d-1} (\Delta n_{j,p})^{-1} \left( \sum_{i \in (n_{j,p}; \langle n_{j,p} \rangle + 1)} (i - n_{j,p})^\ell \varepsilon_i \right) ^2 \leq C \cdot \sum_{j=0}^{k-1} \sum_{p=0}^{m_{j-1}} 1 = C \cdot \sum_{j=0}^{k-1} m_j \leq Ck.
\]

Next, we bound (I). Some extra notation is needed. Define the following partition of \( (n_{j,p}; n_{j,p+1}] \) with intervals

\[
I_{j,p,\ell}^B \equiv (n_{j,p} + \left( 1 - 2^{-(\ell-1)} \Delta n_{j,p} \right) ; n_{j,p} + \left( 1 - 2^{-\ell} \right) \Delta n_{j,p}]
\]

for \( \ell \in [1; t_{j,p}] \) and \( t_{j,p} \equiv \lceil \log_2 \Delta n_{j,p} \rceil \), and similarly,

\[
I_{j,p,\ell}^A \equiv (n_{j,p+1} - \left( 1 - 2^{-(\ell-1)} \Delta n_{j,p} \right) ; n_{j,p+1} - \left( 1 - 2^{-\ell} \right) \Delta n_{j,p}].
\]

From this definition, we immediately have (with analogous conclusions for \( I_{j,p,\ell}^A \)): (i) \( |I_{j,p,\ell}^B| \leq \left[ 2^{-\ell} \Delta n_{j,p} \right] \); (ii) \( 2(\sum_{\ell \geq \ell_0} |I_{j,p,\ell}^B|) + 1 \geq \sum_{\ell \geq \ell_0} |I_{j,p,\ell}^B| \) for any \( \ell_0 \in [1; t_{j,p}] \). Then, let

\[
B_{j,p,\ell} \equiv B_{j,p,\ell}(\theta^*, \theta^*_{\text{oracle}}) \equiv \sum_{q=q^*}^{s_{j,p}} b_{j,p,\ell} \mathbf{1}_{n_{j,p} \in I_{j,p,\ell}^B},
\]

\[
\delta_{j,p,\ell}^B \equiv \delta_{j,p,\ell}(\theta^*, \theta^*_{\text{oracle}}) \equiv \max \left\{ q^* \leq q \leq s_{j,p} : \mathbf{1}_{n_{j,p} \in I_{j,p,\ell}^B} \right\}.
\]

In words, \( \delta_{j,p,\ell}^B \) equals to 1 if and only if among the knots \( \{n_{j,p} \}_{q=q^*}^{s_{j,p}} \), there is at least one that lies in the interval \( I_{j,p,\ell}^B \), and if such is the case, \( B_{j,p,\ell} \) returns the block sum. We omit the similar definitions for \( A_{j,p,\ell} \) and \( \delta_{j,p,\ell}^A \). By definition, we immediately have \( \sum_{\ell=1}^{t_{j,p}} \delta_{j,p,\ell}^B \leq s_{j,p} \).
In the parametrization (6.5), using the constraint \( \|v_{j,p}(\theta^*)\| \leq 1 \) and the bounds \( |c_{j,p,\ell}| \leq C/\sqrt{n_{j,p+1} - n_{j,p}} \) for \( \ell \in [0; d - 1] \), we have \( \|v_{j,p}(\theta^*)\| \leq C \) (recall the definition of \( v_{j,p}^1 \) in (6.5)) for some \( C = C(d) \). Hence for some sufficiently small \( c = c(d) \),

\[
1 \geq c \cdot \sum_{i \in (n_{j,p}; n_{j,p+1})} \left[ \sum_{q=1}^{q^*} a_{j,p,q} \left( \frac{n_{j,p,q} - i}{n} \right)^d + \sum_{q=q^*}^{s_{j,p}} b_{j,p,q} \left( \frac{i - n_{j,p,q}}{n} \right)^d \right]^2,
\]

\[
\geq c \cdot \sum_{i \in (n_{j,p}; n_{j,p+1})} \left[ \sum_{q=1}^{q^*} a_{j,p,q} \left( \frac{n_{j,p,q} - i}{n} \right)^d \right]^2 \vee \left[ \sum_{q=q^*}^{s_{j,p}} b_{j,p,q} \left( \frac{i - n_{j,p,q}}{n} \right)^d \right]^2,
\]

where the second inequality follows from the fact that the interaction term between the two summands in the first inequality is 0 for each \( i \).

Now, starting from the constraint \( 1 \geq c \cdot \sum_{i \in (n_{j,p}; n_{j,p+1})} \left[ \sum_{q=q^*}^{s_{j,p}} b_{j,p,q} \left( \frac{i - n_{j,p,q}}{n} \right)^d \right]^2 \), we will obtain estimates for \( B_{j,p,\ell} \). Fix \( j, p \). By the disjointness of \( I_{j,p,\ell}^B \) and the non-negativeness of \( \{b_{j,p,q}\} \), we have

\[
1 \geq c \cdot \sum_{i \in (n_{j,p}; n_{j,p+1})} \left[ \sum_{q=1}^{q^*} b_{j,p,q} 1_{n_{j,p,q} \in I_{j,p,\ell}^B} \left( \frac{i - n_{j,p,q}}{n} \right)^d \right]^2 \geq c \cdot \sum_{i \in (n_{j,p}; n_{j,p+1})} \left[ \sum_{q=1}^{q^*} B_{j,p,\ell} \left( \frac{i - (I_{j,p,\ell}^B)^+}{n} \right)^d \right]^2 \geq c \cdot \sum_{i \in (n_{j,p}; n_{j,p+1})} \left( \frac{i - (I_{j,p,\ell}^B)^+}{n} \right)^{2d} \geq c \cdot \sum_{i \in (n_{j,p}; n_{j,p+1})} \left( \frac{i - (I_{j,p,\ell}^B)^+}{n} \right)^{2d} \geq c \cdot \sum_{i \in (n_{j,p}; n_{j,p+1})} \left( \frac{i - (I_{j,p,\ell}^B)^-}{n} \right)^{2d+1} \geq c \cdot \sum_{i \in (n_{j,p}; n_{j,p+1})} \left( \frac{i - (I_{j,p,\ell}^B)^-}{n} \right)^{2d+1},
\]

where \((I_{j,p,\ell}^B)^+\) \((I_{j,p,\ell}^B)^-\) is defined to be the right (left) endpoint of \( I_{j,p,\ell}^B \), and the last inequality follows from property (ii) of the partition \( I_{j,p,\ell}^B \).

We are now ready to bound the term \((I)\). First by the vanishing of interaction terms, we have \((I) = (I_1) + (I_2)\), where

\[
(I_1) \equiv \mathbb{E} \sup_{\theta^* \in \Theta^*} \sum_{j=0}^{k-1} \sum_{p=0}^{m_j - 1} \left[ \sum_{q=0}^{q^*} a_{j,p,q} \left( \sum_{i \in (n_{j,p}; n_{j,p+1})} \left( \frac{n_{j,p,q} - i}{n} \right)^d \varepsilon_i \right)^2 \right],
\]

\[
(I_2) \equiv \mathbb{E} \sup_{\theta^* \in \Theta^*} \sum_{j=0}^{k-1} \sum_{p=0}^{m_j - 1} \left[ \sum_{q=q^*}^{s_{j,p}} b_{j,p,q} \left( \sum_{i \in (n_{j,p}; n_{j,p+1})} \left( \frac{i - n_{j,p,q}}{n} \right)^d \varepsilon_i \right)^2 \right] .
\]

Due to symmetry, we only bound \((I_2)\) as follows:

\[
(I_2) = \mathbb{E} \sup_{\theta^*} \sum_{j,p} \left[ \sum_{q=q^*}^{s_{j,p}} \sum_{\ell=1}^{t_{j,p}} 1_{n_{j,p,q} \in I_{j,p,\ell}^B} b_{j,p,q} \left( \sum_{i \in (n_{j,p}; n_{j,p+1})} \left( \frac{i - n_{j,p,q}}{n} \right)^d \varepsilon_i \right)^2 \right],
\]
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Here, the first inequality follows from the non-negativity of \( \{b_{j,p,q}\} \), the second equality follows from the definition of \( B_{j,p,\ell} \), and the last inequality follows from Cauchy-Schwarz along with the estimates for \( B_{j,p,\ell} \) in (6.6). Furthermore, we define

\[
\Delta^B \equiv \left\{ \{\delta^B_{j,p,\ell}\} : \delta^B_{j,p,\ell} \in \{0, 1\}, \sum_j \sum_{p=1}^{m_j} \sum_{\ell=1}^{t_{j,p}} \delta^B_{j,p,\ell} \leq k \right\}
\]

to be the admissible set for the sequence \( \{\delta^B_{j,p,\ell}\} \). As \( \sum_{j=1}^{k} \sum_{p=1}^{m_j} \sum_{\ell=1}^{t_{j,p}} 1 = \sum_{j=1}^{k} \sum_{p=1}^{m_j} \log_2(n_{j,p+1} - n_{j,p}) \leq Ck \log_2(n/k) \), a combinatorial estimate yields that \( |\Delta^B| \leq \left( \frac{Ck \log_2(n/k)}{k} \right)^k \leq (Ce \log_2(n/k))^k \).

Now, using the basic inequality \( (a + b)^2 \leq 2(a^2 + b^2) \), it suffices to bound by the order \( k \log \log(16n/k) \) the following two terms:

\[
\mathbb{E} \max_{\{\delta^B_{j,p,\ell}\} \in \Delta^B} \sum_{j=0}^{k-1} \sum_{p=0}^{m_j-1} \sum_{\ell=1}^{t_{j,p}} \delta^B_{j,p,\ell} \max_{\tau \in I^B_{j,p,\ell}} \frac{\left( \sum_{i \in (\tau ; (I^B_{j,p,\ell})_+)} (i - \tau)^d \varepsilon_i \right)^2}{(n_{j,p+1} - (I^B_{j,p,\ell})_-)^{2d+1}} \tag{6.7}
\]

and

\[
\mathbb{E} \max_{\{\delta^B_{j,p,\ell}\} \in \Delta^B} \sum_{j=0}^{k-1} \sum_{p=0}^{m_j-1} \sum_{\ell=1}^{t_{j,p}} \delta^B_{j,p,\ell} \max_{\tau \in I^B_{j,p,\ell}} \frac{\left( \sum_{i \in ((I^B_{j,p,\ell})_+ ; n_{j,p+1})} (i - \tau)^d \varepsilon_i \right)^2}{(n_{j,p+1} - (I^B_{j,p,\ell})_-)^{2d+1}}. \tag{6.8}
\]

From here on, in view of Theorem 4.1, the proof is essentially the same as that of Lemma 5.2 in [GHZ20] (our (6.7) and (6.8) correspond to their (42) and (43)). For the sake of completeness, we will present the proof for the bound of (6.7); the bound for (6.8) follows from essentially the proof of (43) in [GHZ20].

Denote the variable in (6.7) as \( Z \), i.e.,

\[
Z \equiv \max_{\{\delta^B_{j,p,\ell}\} \in \Delta^B} \sum_{j=0}^{k-1} \sum_{p=0}^{m_j-1} \sum_{\ell=1}^{t_{j,p}} \delta^B_{j,p,\ell} \max_{\tau \in I^B_{j,p,\ell}} \frac{\left( \sum_{i \in (\tau ; (I^B_{j,p,\ell})_+)} (i - \tau)^d \varepsilon_i \right)^2}{(n_{j,p+1} - (I^B_{j,p,\ell})_-)^{2d+1}}.
\]

We bound the tail probability of \( Z \) as follows. For any \( u \geq 0 \) and small enough \( c > 0 \),

\[
\mathbb{P}(Z > u) \leq \sum_{\{\delta^B_{j,p,\ell}\} \in \Delta^B} \mathbb{P} \left( \sum_{j=0}^{k-1} \sum_{p=0}^{m_j-1} \sum_{\ell=1}^{t_{j,p}} \delta^B_{j,p,\ell} \max_{\tau \in I^B_{j,p,\ell}} \frac{\left( \sum_{i \in (\tau ; (I^B_{j,p,\ell})_+)} (i - \tau)^d \varepsilon_i \right)^2}{(n_{j,p+1} - (I^B_{j,p,\ell})_-)^{2d+1}} > u \right)
\]
Here, the second inequality follows from the independence of the partial sum processes over the partition \( \{I^B_{j,p,\ell}\} \), the third inequality follows by choosing \( c \) to be sufficiently small and then applying Theorem 4.1 with \( \psi(x) = \exp(cx^2) - 1 \) therein, and the fourth inequality follows from the fact that \( n_{j,p+1} - n_{j,p} \leq n/k \) and that \( \sum_{j=0}^{k-1} \sum_{p=0}^{m_j-1} \sum_{\ell=1}^{l_{j,p}} \delta^B_{j,p,\ell} \leq k \) for any \( \{\delta^B_{j,p,\ell}\} \in \Delta^B \). The proof is now complete by integrating the tail estimate.

\[ \square \]

**A. Proof of lower bounds**

**A.1 Lower bound in Section 2**

**Proof of Proposition 2.2.** We start with the first claim. In view of the fact that minimax rate over \( \Theta(d, d, k) \) is non-decreasing in \( k \) and \( \Theta(d, d-1, k) \subset \Theta(d, d_0, k) \) for any \( d_0 \in [-1; d-1] \), it suffices to show that

\[
\inf_{\theta} \sup_{\theta \in \Theta(d, d-1, 2)} \mathbb{E}_0 \|\bar{\theta} - \theta\|^2 \geq c \log \log(16n).
\]

For this, we will apply a standard reduction argument to multiple hypothesis testing (cf. Theorem 2.5 of [Tsy09]). Define the following series of splines. Let \( M \equiv \lfloor \log_2(n/(d+1)) \rfloor \), and for each \( \ell \in [1; M] \), \( \tau_\ell \equiv \lfloor (1 - 2^{-\ell})n \rfloor \) and \( f^\ell(x) \equiv \alpha_{\ell}(x - \tau_\ell)/n \) with \( \alpha_\ell \equiv c(2^\ell)^{(2d+1)/2}\sqrt{\log \log(16n)/n} \) for some sufficiently small \( c \). Further define \( f^0(x) \equiv 0 \) on \( [0, 1] \), and the induced vectors \( \bar{\theta}^\ell \equiv f^\ell(i/n) \) for \( i \in [1; n] \) and \( \ell \in [0; M] \). Denote the corresponding joint distribution of \( \{Y_i^\ell\}_{i=1}^n \) under the experiment (1.1) with truth \( \theta^\ell \) as \( P^\ell, \ell \in [0; M] \). It can be readily verified that \( \theta^\ell \in \Theta(d, d-1, 2) \), and the Kullback-Leibler divergence between \( P_0 \) and each \( P_\ell \), denoted as \( \text{KL}(P_0, P_\ell) \), satisfies

\[
\text{KL}(P_0, P_\ell) = \|\theta^0 - \theta^\ell\|^2/2 = \|\theta^\ell\|^2/2 \asymp \log \log(16n)
\]

for every \( \ell \in [1; M] \). Moreover, for any \( 1 \leq j < k \leq M \), it holds by direct calculation that

\[
d(P_j, P_k) \equiv \|\theta^j - \theta^k\|^2 \geq \sum_{i \in (\tau_j, \tau_k]} (\theta^j_i - \theta^k_i)^2 \asymp \frac{\alpha_j^2 (\tau_k - \tau_j)^{2d+1}}{n^{2d}}
\]

\[
\asymp \frac{\alpha_j^2 (n - \tau_j)^{2d+1}}{n^{2d}} \asymp \frac{\alpha_j^2 2^{-j(2d+1)}}{n} \asymp \log \log(16n).
\]

Theorem 2.5 in [Tsy09] therefore entails the desired lower bound.

Next, we prove the second claim. By following the same reduction as in the previous claim, it suffices to show that for any \( k \geq k_0 + 1 \), there exists some nonzero \( f \in \mathcal{F}_n(d, d_0, k_0 + 1) \) such that \( f(x) = 0 \) for \( x \in [0, c] \cup [1 - c, 1] \) with some universal \( c \). Take \( c = 1/3 \). Let \( \tau_0 \equiv 0, \tau_j \equiv 1/3 + (j - 1)/(3(k_0 - 1)) \) for \( j \in [1; k_0] \), and \( \tau_{k_0+1} \equiv 1 \). Define

\[
f(x) \equiv \left( \sum_{j=1}^{k_0-1} \sum_{\ell=d_0+1}^d c^j_\ell (x - \tau_j)_+^\ell \right) \cdot 1_{[1/3,2/3]}(x), \quad x \in [0, 1].
\]
By definition, \( f \) vanishes on \([0, 1/3] \cup [2/3, 1] \). Moreover, it can be readily checked that, for any real sequence \( \{c_j^0\}_{j \in [1:k_0-1], \ell \in [d_0+1:d]} \), \( f^{(\ell)}((\tau_j)_{-}) = f^{(\ell)}((\tau_j)_{+}) \) for \( j \in [1:k_0-1] \) and \( \ell \in [0;d_0] \). Therefore, in order to show that \( f \in \mathcal{F}_n(d, d_0, k_0+1) \) and is non-zero, it suffices to show that there exists a non-zero realization of the sequence \( \{c_j^0\}_{j \in [1:k_0-1], \ell \in [d_0+1:d]} \) such that \( f^{(\ell)}((\tau_{k_0})_{-}) = f^{(\ell)}((\tau_{k_0})_{+}) = 0 \) for all \( \ell \in [0;d_0] \). This is equivalent to finding a non-zero solution for the homogeneous linear system \( Ac = b \), where \( c \equiv \{c_j^0\}_{j \in [1:k_0-1], \ell \in [d_0+1:d]} \in \mathbb{R}^{(k_0-1)(d-d_0)} \), \( b \equiv 0_{(k_0-1)(d-d_0)} \), and

\[
A \equiv \begin{bmatrix} A_1 & A_2 & \ldots & A_{k_0-1} \end{bmatrix}
\]

with

\[
A_j = \begin{bmatrix} \circ(d_0+1;0)\tau_{k_0,j}^{d_0+1} & \circ(d_0+2;0)\tau_{k_0,j}^{d_0+2} & \ldots & \circ(d_0;d)\tau_{k_0,j}^{d_0} \\ \circ(d_0+1;1)\tau_{k_0,j}^{d_0+1} & \circ(d_0+2;1)\tau_{k_0,j}^{d_0+1} & \ldots & \circ(d_1;1)\tau_{k_0,j}^{d_0} \\ \vdots & \vdots & \ddots & \vdots \\ \circ(d_0+1;d_0)\tau_{k_0,j} & \circ(d_0+2;d_0)\tau_{k_0,j}^2 & \ldots & \circ(d_0;d_0)\tau_{k_0,j}^{d_0-d_0} \end{bmatrix}
\]

and \( \tau_{j_1,j_2} \equiv \tau_{j_1} - \tau_{j_2} \). Note that the coefficient matrix \( A \) has \( d_0 + 1 \) rows and \((k_0 - 1)(d - d_0)\) columns, where, by definition of \( k_0 \),

\[
(k_0 - 1)(d - d_0) \geq d_0 + 2 \iff \left\lfloor \frac{d+1}{d-d_0} \right\rfloor + 1 \geq \frac{d+2}{d-d_0}.
\]

The above equivalence indeed holds since if \((d+1)/(d-d_0)\) is an integer, then

\[
\left\lfloor \frac{d+1}{d-d_0} \right\rfloor + 1 = \frac{d+1+(d-d_0)}{d-d_0} \geq \frac{d+2}{d-d_0},
\]

and if not

\[
\left\lfloor \frac{d+1}{d-d_0} \right\rfloor + 1 \geq \left\lfloor \frac{d+1}{d-d_0} \right\rfloor \geq \frac{d+2}{d-d_0}.
\]

This entails that the solution space of the linear system \( Ac = b \) is of dimension at least one and thus the system is guaranteed to have a non-trivial solution. The proof is thus complete.

\( \square \)

### A.2 Lower bound in Section 3

**Proof of Proposition 3.2.** We will continue to adopt the standard reduction to multiple testing (cf. Theorem 2.5 of [Tsy09]) as in the proof of Proposition 2.2. We first introduce a set of basis functions. Let \( \tilde{k} \equiv k/3 \) which we assume without loss of generality to be an integer, \( \ell_0 \equiv \left\lceil \log_2(n/(2\tilde{k})) \right\rceil \), and \( \tau_\ell \equiv (1 - 2^{-(\ell-1)})/\tilde{k} \) for \( \ell \in [1;\ell_0 + 1] \). Next, for \( x \in [0,1/\tilde{k}] \), let \( \tilde{f}_\ell(x) \equiv c(2^{\ell-1})^{3/2} \sqrt{\log \log(16n/k)/n} x - \tau_{\ell+1} \) for \( \ell \in [1;\ell_0] \) and \( f_{\text{ref}}(x) \equiv c(2^{\ell_0})^{3/2} \sqrt{\log \log(16n/k)/n} x - \tau_{\ell_0+1} \) (here the subscript “ref” stands for “reference” and \( f_{\text{ref}} \) will be pieced together later to be the true signal underlying the distribution \( P_0 \) in Theorem 2.5 of [Tsy09]). Then let \( f_\ell(x) \equiv \tilde{f}_\ell(x) \vee f_{\text{ref}}(x) \), and it can be verified that \( f_\ell(x) = f_{\ell}(x) \) on \([0,\tau_{\ell_0+1}]\). The above set of functions resembles those constructed in the proof of Proposition 2.2, and satisfies the similar properties

\[
\sum_{i:(i/n) \in (0,1/\tilde{k})} \left( f_\ell(i/n) - f_{\ell'}(i/n) \right)^2 \geq c \log \log(16n/k) \tag{A.1}
\]
for any $1 \leq \ell \neq \ell' \leq \ell_0$, and
\[
\sum_{i: (i/n) \in [0,1/k]} (f_\ell(i/n) - f(0,i/n))^2 \leq \sum_{i: (i/n) \in [0,1/k]} (f(0,i/n))^2 \\
\leq 2 \left( \sum_{i: (i/n) \in [0,1/k]} (\tilde{f}_\ell(i/n))^2 + \sum_{i: (i/n) \in [0,1/k]} (f(0,i/n))^2 \right) \\
\leq C \log \log(16n/k).
\]
We now construct the hypotheses in the multiple testing framework. For $j \in [1; \tilde{k}]$, let $f_j^\ell(\cdot)$, $f_j^{\ell'}(\cdot)$ be a set of functions defined on $[(j-1)/\tilde{k}, j/\tilde{k}]$ as follows. Let $f_j^\ell(x) \equiv f_\ell(x)$ and $f_j^{\ell'}(x) \equiv f(0,x)$ as defined above. Next, for $j \in [2; \tilde{k}]$, we define inductively $f_j^{\ell'}(x) \equiv f_j^{\ell-1}(x) + f(0,x - (j-1)/\tilde{k})$, where $f_j^{\ell-1}(x)$ for $x \in [(j-1)/\tilde{k}, j/\tilde{k}]$ is to be understood as the extension from $[(j-2)/\tilde{k}, (j-1)/\tilde{k}]$. Also define $f_\ell^{\ell'}(x) \equiv f_j^{\ell'}(x) + f_\ell(x - (j-1)/\tilde{k})$. Lastly, we piece them together as
\[
f^0(x) \equiv \sum_{j=1}^{\tilde{k}} f_j^{\ell'}(x) 1_{(j-1)/\tilde{k}, j/\tilde{k}]}(x)
\]
and
\[
f(x) \equiv \sum_{j=1}^{\tilde{k}} f_j^\ell(x) 1_{(j-1)/\tilde{k}, j/\tilde{k}]}(x),
\]
where $\ell = (\ell_1, \ldots, \ell_{\tilde{k}})^T \in [1; \ell_0]^{\tilde{k}}$. One can readily verify that all of the $f^0$ and $f(x)$ belong to the class $F_n^\ast(1, k)$. Indeed, continuity follows directly from the construction and since there are at most 3 pieces on each of $[(j-1)/\tilde{k}, j/\tilde{k}]$, there will be at most $3\tilde{k} = k$ pieces in total. Therefore, the sequence counterparts $\theta^0 \equiv (f^0(i/n))_i$ and $\theta(x) \equiv (f(x,i/n))_i$ belong to $\Theta^\ast(1, k)$.

Let $\rho(\cdot, \cdot)$ denote the Hamming distance. Then, the Gilbert-Varshamov bound (cf. Theorems 5.1.7 and 5.1.9 in [vL99]) entails that with some small $c > 0$, there exists a subset $\mathcal{S} \subset [1; \ell_0]^{\tilde{k}}$ with cardinality $|\mathcal{S}| \asymp c^{\ell_0^k}$ such that $\rho(\ell, \ell') \geq c^k$ for any $\ell \neq \ell' \in \mathcal{S}$. Adopting those in $\mathcal{S}$ as the truth in the experiment (1.1), we obtain a total of $M \equiv 1 + |\mathcal{S}| \asymp \ell_0^{\tilde{k}}$ hypotheses, which we denote as $P^0$ and $\tilde{P}, \ell \in \mathcal{S}$.

It remains to verify: (i) $\|\theta(x) - \theta(x')\|^2 \geq c k \log \log(16n/k)$ for any $\ell \neq \ell' \in \mathcal{S}$; (ii) $\text{KL}(P^0, \tilde{P}) \leq C \log |\mathcal{S}|$ for any $\ell \in \mathcal{S}$. We first verify (i). By definition of $\theta(x)$ and $\theta(x')$, on each $[(j-1)/\tilde{k}, j/\tilde{k}]$ such that $\ell_j \neq \ell'_j$, we have by (A.1),
\[
\sum_{i: \tilde{i} \in (i/n, \frac{i}{n} - \frac{j-1}{k})} (\theta_i^\ell - \theta_i^{\ell'})^2 = \sum_{i: \tilde{i} \in (i/n, \frac{i}{n} - \frac{j-1}{k})} \left[ f_{\ell_j} \left( \frac{i}{n} - \frac{j-1}{k} \right) - f_{\ell'_j} \left( \frac{i}{n} - \frac{j-1}{k} \right) \right]^2 \\
= \sum_{i: \tilde{i} \in (0, \frac{i}{n})} \left[ f_{\ell_j} \left( \frac{i}{n} \right) - f_{\ell'_j} \left( \frac{i}{n} \right) \right]^2 \geq c \log \log(16n/k).
\]
This entails that
\[
\|\theta(x) - \theta(x')\|^2 \geq \rho(\ell, \ell') c \log \log(16n/k) \geq c k \log \log(16n/k).
\]
Similarly, for (ii), we have by (A.2)

$$\text{KL}(P^0, P^e) = \|\theta^0 - \theta^e\|^2 / 2 \leq C\tilde{k} \cdot \sum_{i: \frac{i}{n} \in (0, \frac{1}{k}]} \left[ f_{\ell_j} \left( \frac{i}{n} \right) - f_{\text{ref}} \left( \frac{i}{n} \right) \right]^2 \leq C\tilde{k} \log \log (16n/k) \asymp \log |S|.$$  

Application of Theorem 2.5 in [Tsy09] then completes the proof. \qed

Proof of Theorem 3.4 (lower bound). This is immediate by realizing that $\Theta^*(d, 2) \subset \Theta^*(d, k)$ for $k \geq 2$ and the lower bound construction in the first part of the proof of Proposition 2.2 can be directly applied to establish a lower bound for $\Theta^*(d, 2)$. \qed

B Proof of Theorem 4.1

Proof of Theorem 4.1. We first claim that there exists some $c = c(d)$ such that for any $t > 0$, the event

$$E_1 \equiv \left\{ \max_{1 \leq n_1 < n_2 \leq n} (n_2 - n_1)^{-d} (n_2 \wedge (n - n_1))^{-1/2} \sum_{(n_1, n_2)} (i - n_1)^d \varepsilon_i \geq t \right\}$$

is contained in the event

$$E_2 \equiv \left\{ \max_{1 \leq n_1 < n_2 \leq n} (n_2 \wedge (n - n_1))^{-1/2} \sum_{(n_1, n_2)} \varepsilon_i \geq ct \right\}.$$

On $E_2^c$, for any $1 \leq n_1 < n_2 \leq n$, it holds that $\sum_{(n_1, n_2)} \varepsilon_i \leq c(n_2 \wedge (n - n_1))^{1/2} t$. Then,

$$\left| \sum_{(n_1, n_2)} \varepsilon_i (i - n_1)^d \right| = \left| \sum_{i \in (n_1, n_2]} \varepsilon_i \sum_{j=1}^{i-n_1} (j^d - (j-1)^d) \right| = \left| \sum_{j=1}^{n_2-n_1} (j^d - (j-1)^d) \sum_{i \in [n_1+j, n_2]} \varepsilon_i \right| \leq \sum_{\ell=0}^{d-1} \binom{d}{\ell} \sum_{j=1}^{n_2-n_1} (j-1)^\ell \left( \sqrt{n_2} - \sqrt{n_1} - (j-1) \right) \leq \sum_{\ell=0}^{d-1} \binom{d}{\ell} \int_0^{n_2-n_1} x^\ell \left( \sqrt{n_2} - \sqrt{n_1} - x \right) dx (B.1)$$

$$\leq 2ct \cdot \sum_{\ell=0}^{d-1} \binom{d}{\ell} \sum_{j=1}^{n_2-n_1} (j-1)^\ell (n_2 - n_1)^{\ell+1} (n_2 \wedge (n - n_1))^{1/2} (B.2)$$

$$\leq c2^{d+2}t \cdot (n_2 - n_1)^d (n_2 \wedge (n - n_1))^{1/2},$$

where the inequality (B.1) follows from the fact that the map $x \mapsto x^\ell (\sqrt{n_2} - \sqrt{n_1} - x)$ first increases and then decreases on $[0, n-n_1]$, and the inequality (B.2) follows from a separate discussion.
of \( n_2 \leq n - n_1 \) and \( n_2 > n - n_1 \) and the following two bounds: 
\[
\int_0^{n_2-n_1} x^\ell \sqrt{n-n_1-x} \, dx \leq (n_2 - n_1)^\ell \int_0^{n_2} \sqrt{n-x} \, dx
\]
and
\[
(n_2 - n_1)^\ell \int_{n-n_2}^{n_2-n_1} \sqrt{x} \, dx = (n_2 - n_1)^\ell \cdot \frac{2}{3} (n_2 - n_1) - \frac{1}{2} (n_2 - n_1)^{3/2} - \frac{1}{2} (n_2 - n_1) - \frac{3}{2}
\]
\[
= \frac{2}{3} (n_2 - n_1)^{3/2} + (n_2 - n_1)^{3/2}
\]
\[
\leq 2(n_2 - n_1)^{\ell+1} (n_n)^{1/2}.
\]

Therefore the claim holds by choosing \( c = 2^{-(d+2)} \). This entails that, for any \( t > 0 \),
\[
\mathbb{P}(Z \geq t) \leq \mathbb{P}\left( \max_{1 \leq i < n \leq n_2} \left( n_2 \wedge (n - n_1) \right)^{-1/2} \left| \sum_{i=n_1}^{n_2} \varepsilon_i \right| \geq ct \right)
\]
\[
\leq \mathbb{P}\left( \max_{n_1 < n_2} \left| \sum_{i=n_1}^{n_2} \varepsilon_i \right| \geq ct \right) + \mathbb{P}\left( \max_{n_1 < n_2} \left| \sum_{i=n_1}^{n_2} \varepsilon_i \right| \geq ct \right)
\]
\[\equiv (I) + (II).\]

Due to symmetry, we only bound (I). By the triangle inequality,
\[
(I) \leq \mathbb{P}\left( \sup_{n_1 < n_2} \left| \sum_{i=n_1+1}^{n} \varepsilon_i \right| > ct/2 \right) + \mathbb{P}\left( \sup_{n_1 < n_2} \left| \sum_{i=n_1+1}^{n} \varepsilon_i \right| > ct/2 \right).
\]

By Lévy’s maximal inequality (cf. Theorem 1.1.5 of [dIPG99]), the first probability is bounded by
\[
\sum_{r=1}^{[\log_2 n]} \mathbb{P}\left( \sup_{2^{r-1} \leq (n-n_1) < 2^r} \left| \sum_{i=n_1+1}^{n} \varepsilon_i \right| \geq ct/2 \right) \leq 9 [\log_2 n] e^{-ct^2}.
\]

Similarly, the second inequality is bounded by
\[
\sum_{r=1}^{[\log_2 n]} \mathbb{P}\left( \sup_{2^{r-1} \leq (n-n_1) < 2^r} \left| \sum_{i=n_1+1}^{n} \varepsilon_i \right| \geq ct/2 \right)
\]
\[
\leq \sum_{r=1}^{[\log_2 n]} \mathbb{P}\left( \sup_{2^{r-1} \leq (n-n_1) < 2^r} \left| \sum_{i=n_1+1}^{n} \varepsilon_i \right| \geq ct/2 \right) \leq 9 [\log_2 n] e^{-ct^2}.
\]

Putting together the pieces, it holds that \( \mathbb{P}(Z \geq t) \leq 18 [\log_2 n] e^{-ct^2} \), where we take \( c' < c_0 \) without loss of generality. Now, if \( \psi(\cdot) \) is bounded on \([0, \infty)\) by some \( C \), then the result holds trivially. Otherwise, \( \psi(x) \uparrow \infty \) as \( x \to \infty \), and integration by parts yields that for any \( x_0 \geq 0 \),
\[
\mathbb{E}(Z) = \int_0^\infty \mathbb{P}(\psi(Z) > t) \, dt = \int_0^\infty \mathbb{P}(Z > \psi^{-1}(t)) \, dt
\]
\[
\leq \int_0^\infty \left\{ 1 \wedge \left[ C \log(16n) \cdot e^{-c'(\psi^{-1}(t))^2} \right] \right\} \, dt
\]
\[
\leq x_0 + C \cdot \int_{x_0}^\infty \log(16n) \cdot e^{-c'(\psi^{-1}(t))^2} \, dt.
\]
By monotonicity of $\psi^{-1}$, for any $t \geq x_0$, $\psi^{-1}(t) \geq \psi^{-1}(t)/2 + \psi^{-1}(x_0)/2$, so the integral above can be further bounded by

$$
\int_{x_0}^{\infty} \left[ \log(16n) \cdot e^{-(c''/4)(\psi^{-1}(x_0))^2} \right] e^{-(c''/4)(\psi^{-1}(t))^2} \, dt \leq \int_{1}^{\infty} e^{-(c''/4)(\psi^{-1}(t))^2} \, dt,
$$

provided that $x_0 \geq 1$ and $\log(16n) \cdot e^{-(c''/4)(\psi^{-1}(x_0))^2} \leq 1$, or equivalently, $x_0 \geq 1/\sqrt{(4/c'') \log(16n)}$. The claim now follows from the condition (4.1).

\[ \square \]

C \Proofs for technical results in Section 5

C.1 \Proof of Proposition 5.1

Proof of Proposition 5.1. The basic inequality $\|Y - \hat{\theta}\|^2 \leq \|Y - \theta_{\text{oracle}}\|^2$ entails that

$$
\|\hat{\theta} - \theta_0\|^2 \leq \|\theta_{\text{oracle}} - \theta_0\|^2 + 2\varepsilon \cdot (\hat{\theta} - \theta_{\text{oracle}}).
$$

Then we have, for any $\eta > 0$,

$$
\varepsilon \cdot (\hat{\theta} - \theta_{\text{oracle}}) = \sum_{j=0}^{k-1} (\varepsilon_{[j]} \cdot (\hat{\theta} - \theta_{\text{oracle}})_{[j]}) = \sum_{j=0}^{k-1} (\varepsilon_{[j]} \cdot v_{j}(\hat{\theta})) \cdot \|\hat{\theta} - \theta_{\text{oracle}}\|_{[j]}
$$

$$
\leq \eta^{-1} \cdot \sum_{j=0}^{k-1} (\varepsilon_{[j]} \cdot v_{j}(\hat{\theta}))^2 + \eta \cdot \sum_{j=0}^{k-1} \|\hat{\theta} - \theta_{\text{oracle}}\|_{[j]}^2
$$

$$
= \eta^{-1} \cdot \sum_{j=0}^{k-1} (\varepsilon_{[j]} \cdot v_{j}(\hat{\theta}))^2 + \eta \cdot \|\hat{\theta} - \theta_{\text{oracle}}\|.
$$

Applying the inequality $\|\hat{\theta} - \theta_{\text{oracle}}\|^2 \leq 2(\|\hat{\theta} - \theta_0\|^2 + \|\theta_{\text{oracle}} - \theta_0\|^2)$ then yields that

$$
\|\hat{\theta} - \theta_0\|^2 \leq \frac{1 + 2\eta}{1 - 2\eta} \|\theta_{\text{oracle}} - \theta_0\|^2 + \frac{1}{\eta(1 - 2\eta)} \sum_{j=0}^{k-1} (\varepsilon_{[j]} \cdot v_{j}(\hat{\theta}))^2.
$$

For any given $\delta > 0$, choosing $\eta = \delta/(2\delta + 4)$, upper bounding the right-hand side by the supremum over $\Theta(d, d_0, k)$, and then taking expectation on both sides yield the desired result. \[ \square \]

C.2 \Proof of Lemma 5.3

Proof of Lemma 5.3. On the pieces $(n_{i-1}/n, n_i/n]$ and $(n_i/n, n_{i+1}/n]$, the function $f$ can be parametrized as

$$
f_{i-1}(x) \equiv \sum_{q=1}^{d+1} a_{i}^{-1}(q) \left( x - \frac{n_{i-1}}{n} \right)^{q-1}, \quad f_i(x) \equiv \sum_{q=1}^{d+1} a_{i}^q \left( x - \frac{n_i}{n} \right)^{q-1}.
$$

By the fact that $0 \leq p - 1 \leq d_0$ and thus the continuity of the $(p - 1)$th derivative at knot $n_i/n$, it holds that $f_{i-1}^{(p-1)}(n_{i-1}/n) = f_i^{(p-1)}(n_i/n)$. But

$$
f_{i-1}^{(p-1)} \left( \frac{n_i}{n} \right) = \sum_{q=1}^{d+1} a_{i}^{-1} \frac{d^{p-1}}{dx^{p-1}} \left( x - \frac{n_{i-1}}{n} \right)^{q-1} \bigg|_{x = \frac{n_i}{n}} = \sum_{q=p}^{d+1} a_{i}^{-1}(q; p - 1, n_{i-1}/n).
$$

32
\[ f_i^{(p-1)} \left( \frac{n_i}{n} \right) = \sum_{q=1}^{d+1} a^i_q \frac{d^{p-1}}{dx^{p-1}} \left( x - \frac{n_i}{n} \right)^{q-1} \bigg|_{x=\frac{n_i}{n}} = (p-1)! a^i_p. \]

This entails that
\[ (p-1)! a^i_p = \sum_{q=p}^{d+1} \binom{q-1}{p-1} n_i^{q-p} a^{i-1}_q n_i^{q-p-1} = \sum_{q=p}^{d+1} \binom{q-1}{p-1} n_i^{q-p} a^{i-1}_q n_i^{q-p-1}. \]

This implies that \( \text{Coef}[a^i_p; a^{i-1}_q] = (q-1)!(q-p)!(p-1)! n_i^{q-p} a^{i-1}_q n_i^{q-p-1} \) if \( q \geq p \); otherwise it is 0.

\[ \square \]

### C.3 Proof of Lemma 5.4

**Proof of Lemma 5.4.** The baseline case \( s = 0 \) follows from the condition \( ||\theta|| \leq 1 \) and application of Lemma E.1 to the piece \((n_{k_0};n_{k_0})\). The iteration from \( s \) to \( s + 1 \) then follows from Lemma E.5, which is to be stated and proved in Appendix E with its conditions satisfied since \( n_{k_0;k_0-1} \geq \max\{n_{2,1}, n_{3,2}, \ldots, n_{k_0-1;k_0-2}\} \) by (5.11).

\[ \square \]

### C.4 Proof of Lemma 5.6

**Proof of Lemma 5.6.** Fix \( i \leq k_0 - 2 \) as in the lemma statement. For simplicity, we again work under the condition \( n_{k_0;k_0-1} = \max\{n_{2,1}, \ldots, n_{k_0;k_0-1}\} \). We will prove by induction: suppose the desired estimates hold for \( a^i_\ell, \ell \in [d_0 + 1; \ell_0] \) for some \( \ell_0 \in [d_0 + 1; d] \) and we will prove that the estimate also holds for \( a^i_{\ell_0+1} \). The condition of the lemma serves as the baseline \( \ell_0 = d_0 + 1 \). For the general induction from \( \ell_0 \) to \( \ell_0 + 1 \), let \( L \equiv 1 + (d - d_0)(k_0 - 1 - i) \). Then, Lemma 5.4 entails that
\[ 1 \gtrsim \frac{(n - n_{k_0-1})^{2(\ell_0+1-L)+1}}{n^{2(\ell_0+1-L)}} \left( \sum_{\ell=\ell_0+2-L}^{\ell_0+1} \beta^0_{\ell-2-L,\ell-(\ell_0+2-L)} a^{i-1}_\ell \right)^2. \]

On the other hand, we have
\[ 1 \gtrsim \sum_{\ell=\ell_0+2-L}^{\ell_0+1} n_i^{2(\ell-1)} M^2(n_{i+1}, n_i) (a^i_\ell)^2, \]

where the summands with \( \ell \in [\ell_0 + 2 - L; d_0 + 1] \) are from the condition of the lemma and those with \( \ell \in [d_0 + 2; \ell_0 + 1] \) are from the induction assumption. Now, combining the above two estimates and applying Lemma E.3 iteratively to cancel every \( a^i_\ell, \ell \in [\ell_0 + 2 - L; \ell_0] \), we have
\[ 1 \gtrsim (a^i_{\ell_0+1})^2 ((I) \wedge (II)), \]

where
\[ (I) \equiv \frac{(n - n_{k_0-1})^{2(\ell_0+1-L)+1}}{n^{2(\ell_0+1-L)}} \left( \beta^0_{\ell_0+2-L,\ell-(\ell_0+2-L)} \right)^2, \]
\[ (II) \equiv \left( \prod_{\ell=\ell_0+2-L}^{\ell_0+1} n_i^{2(\ell-1)} M(n_{i+1}, n_i) \right) \left( \beta^0_{\ell_0+2-L,\ell-(\ell_0+2-L)} \right)^2. \]

By Lemma E.7 and the condition \( n_{k_0;k_0-1} = \max\{n_{2,1}, \ldots, n_{k_0;k_0-1}\} \), we obtain that \( (I) \gtrsim n_i^{2\ell_0} M(n_{i+1}, n_i) \).

Similarly, by Lemma E.7, as the factors \( n_i \)'s in the lower bound of \( (\beta^0_{\ell_0+2-L,\ell-(\ell_0+2-L)} \right)^2 \) can all be further bounded below by \( n_{i+1} \), we obtain by direct calculation that \( (II) \gtrsim n_i^{2\ell_0} M(n_{i+1}, n_i) \).

Putting together the lower bounds for \( (I), (II) \) completes the induction.

\[ \square \]
C.5 General statement of Lemma 5.7

We restate here Lemma 5.7 for the case of general \( d_0 \in [-1; d-1] \). Introduce the following notation:

\[
\otimes_{j}^c(a, b, c) \equiv n_{a_{i,j}}^c \cdot n_{a_{i-1,j}}^c \cdots n_{a_{-1,j}}^c \otimes^{\text{Mod}(b;c)}_{b_j}
\]

for positive integers \( a, b, c \). Fix \( i \geq 2 \). Recall the definition \( M(a, b) = (a \wedge (n - b))^{1/2} \) for \( a, b \in [1; n] \) and the condition (5.11).

**Lemma C.1.** The following estimates hold for all locations \( 1 \leq j \leq i + 1 \):

\[
1 \geq \max_{1 \leq \ell \leq d_0 + 1} \left\{ \frac{2^{d_0}(d-d_0)(i-k-2)}{n_{i+2\ell}} \right\} \times \otimes_{j}^2 i + \left\{ \ell - (d-d_0)(i-2) - 1 \right\} \wedge \{(d-d_0)(i+1-j), d-d_0\}
\]

\[
\times n_{j+1}^2 \left( \ell - (d-d_0)(i-1) + 1 \right) \cdot M^2(n_{j+1}, n_j).
\]

In particular, for \( j = i + 1 \):

\[
1 \geq c \max_{1 \leq \ell \leq d_0 + 1} \left\{ \left( a_{i+1}^j \right)^2 \cdot n_{i+2\ell}^2 \cdot M^2(n_{i+2}, n_{i+1}) \right\}.
\]

The proof for this general case is completely analogous to the one presented in Section 5.5.

D Proofs for technical results in Section 6

D.1 Proof of Lemma 6.1

**Proof of Lemma 6.1.** For any \( f \in \mathcal{F}_n^*(d, k) \), let \( f_0 \equiv f_0(f) \in \mathcal{F}_n^*(0, k) \) be such that \( f = (I_{r_{\ell}}^d) \) for some real sequence \( \{r_\ell\}_{\ell=0}^{d-1} \), with corresponding knots \( \{n_\ell\}_{\ell=1}^{k-1} = \{n_\ell(f_0)\}_{\ell=1}^{k-1} \) and magnitudes \( \{\mu_\ell\}_{\ell=1}^{k-1} = \{\mu_\ell(f_0)\}_{\ell=1}^{k-1} \) between \( \{n_{\ell-1}/n, n_{\ell}/n\} \), i.e., \( f_0(x) = \sum_{\ell=1}^{k} \mu_\ell 1_{\{n_{\ell-1}/n, n_{\ell}/n\}}(x) \) for \( x \in (0, 1] \). Then \( \mu_1 \leq \ldots \leq \mu_k \). Let

\[
\jmath^* \equiv \jmath^*(f_0) \equiv \max\{1 \leq j \leq k : \mu_j \leq 0\}.
\]

Define two sequences \( \{\overline{a}_j\}_{j=1}^{\jmath^*} \) and \( \{\overline{b}_j\}_{j=1}^{\jmath^*} \), as follows: \( \overline{a}_j \equiv \mu_j \), \( \overline{b}_j \equiv \mu_j \), \( \overline{a}_j \equiv \mu_j - \mu_{j+1} \leq 0 \) for

\[
\jmath^* \equiv \mu_{j-1} \geq 0 \quad \text{and} \quad \overline{b}_j \equiv \mu_{j+1} - \mu_j \geq 0 \quad \text{for} \quad j \in [j^* + 1; k-1].
\]

Then, letting \( \tau_j \equiv n_j/n \), \( f_0 \) can be re-parametrized as

\[
f_0(x) = \sum_{j=1}^{\jmath^*} \overline{a}_j 1_{[0, \tau_j]}(x) + \sum_{j=\jmath^*+1}^{k-1} \overline{b}_j 1_{[\tau_j, 1]}(x), \quad x \in (0, 1].
\]

Define the function \( g^-_\ell(x; \tau) \equiv (\tau - x)^\ell_+ \) with any parameter \( \tau \in [0, 1] \). Then, direct calculation shows that

\[
\int_0^x g^-_\ell(u; \tau) \, du = \int_0^{x \wedge \tau} (\tau - u)^\ell_+ \, du = \int_{\tau - x \wedge \tau}^\tau u^\ell_+ \, du
\]

\[
= \frac{\tau^{\ell+1} - (\tau - x)^{\ell+1}_+}{\ell + 1} = \frac{\tau^{\ell+1}}{\ell + 1} + (-1)^{\ell+1} \cdot g^-_{\ell+1}(x; \tau).
\]
Similarly, with \(g^\tau(x; \tau) \equiv (x-\tau)^\tau\), it holds that \(\int_0^x g^\tau_t(u; \tau) \, du = \int_0^{x+\tau} u^\ell \, du = g^{\tau+1}_t(x; \tau)/(\ell + 1)\). This entails that

\[
(I^d_{r_0, \ldots, r_{d-1}, 0} f_0)(x) = \sum_{j=1}^j (-1)^j \bar{a}_j (\tau_j - x)_+^d + \sum_{j=j}^{k-1} \bar{b}_j (x - \tau_j)_+^d + P_{d-1}(x),
\]

where \(P_{d-1}(x)\) is some polynomial of order \(d - 1\). The proof is then complete by noting that \((-1)^d \bar{a}_j / d! \) has sign \((-1)^{d+1}\) and \(\{\bar{b}_j / d!\}_{j=1}^{k-1}\) is non-negative.

\[
\square
\]

### D.2 Proof of Lemma 6.2

We need the following simple fact that translates the \(\ell_2\) constraint on \(\theta^*\) at the sequence level to an integral \(L_2\) constraint on \(f^*\) at the underlying function level. Its proof can be found after the proof of Lemma 6.2.

**Lemma D.1.** Let \(f^* \in \mathcal{F}^*_n(d, k)\) and \((\theta^*)_i \equiv (f^*(i/n))_i\). Then, if \(\|\theta^*\|^2 \leq 1\), there exists some \(c = c(d)\) such that \(1 \geq c \cdot n \int_0^1 (f^*)^2(x) \, dx\). Actually, this inequality holds for the larger unshaped spline space \(\mathcal{F}(d, d_0, k)\).

**Proof of Lemma 6.2.** Fix any \(\theta \in \Theta^*(d, k)\) and its generating spline \(f \in \mathcal{F}^*_n(d, k)\). Then, under the condition \(\|\theta\|^2 \leq 1\), Lemma D.1 entails that there exists some \(K = K(d) > 0\) such that \(\int_0^1 f^2(x) \, dx \leq K/n\). Due to scale invariance, it suffices to prove that \(|c_j(f)| \leq C\) for \(\ell \in [0; d - 1]\) for some \(C = C(d)\) under the condition \(\|f\|^2 = \int_0^1 f^2(x) \, dx \leq 1\).

For \(f \in \mathcal{F}^*_n(d, k)\), let \(\{n_j = n_j(f)\}_{j \in [0; k]}\) be its knots and \(j^* = j^*(f)\) be as in its canonical form in Lemma 6.1. Let \(\tau_j \equiv \tau_j(f) \equiv n_j(f)/n\) for \(j \in [1; k]\) and \(\tau^* \equiv \tau^*(f) \equiv \tau^*(f)\). We will prove that for some \(K = K(d) > 0\),

\[
\int_0^1 f^2(x) \, dx \geq K \cdot \max_{0 \leq \ell \leq d - 1} c^2_\ell(f), \quad \text{for any } f \in \mathcal{F}^*_n(d, k).
\]

We focus on the case \(\tau^*(f) \in [0, 1/2]\) and prove that

\[
\int_{\tau^*(f)}^1 f^2(x) \, dx \geq K \cdot \max_{0 \leq \ell \leq d - 1} c^2_\ell(f), \quad \text{for any } f \in \mathcal{F}^*_n(d, k).
\]

We present the proof for \(c_{d-1}(f)\) whenever \(c_{d-1}(f) \neq 0\); the bounds for \(\{c_\ell(f)\}_{\ell \in [0; d-2]}\) follow from completely analogous arguments. Below we omit notational dependence on \(f\) if no confusion could arise. On \([\tau^*, 1]\), \(f\) has the canonical form

\[
f(x) = \sum_{j=\tau^*}^{k-1} b_j (x - \tau_j)_+^d + \sum_{\ell=0}^{d-1} c_\ell x^\ell.
\]

This can be alternatively parametrized as \(f(x) = \sum_{\ell=0}^{d-1} c_\ell x^\ell / \ell! + (I^d_{0, \ldots, 0; \tau^*(f)} f_0)(x)\), where \(f_0(x) \equiv \sum_{j=\tau^*}^{k-1} (b_j / d!) 1_{x > \tau_j} \in \mathcal{F}^*_n(0, k)\), and \(\tau^*(f) = \tau^*(f_0)\). Therefore, we have

\[
1 \geq \int_{\tau^*(f)}^1 \left( \sum_{\ell=0}^{d-1} c_\ell x^\ell / \ell! + (I^d_{0, \ldots, 0; \tau^*(f)} f_0)(x) \right)^2 \, dx
\]
\[ c_d^2 \int_0^1 1_{\tau^*(f_0)} \left[ \sum_{\ell=0}^{d-2} \frac{c_{\ell}}{|c_{d-1}|} x^\ell + \text{sgn}(c_{d-1}) \frac{x^{d-1}}{(d-1)!} + \left( I_{0,\ldots,0;\tau^*(f_0)\left| c_{d-1}\right.}(x) \right)^2 \right] \, dx \]

\[ \geq c_d^2 \inf_{\tilde{f}_0 \in \mathcal{F}_n(0,k),\tau^*(\tilde{f}_0) \leq 1/2} \int_0^1 \left[ \sum_{\ell=0}^{d-2} \frac{c_{\ell}}{|c_{d-1}|} x^\ell + \left( I_{0,\ldots,0;\tau^*(\tilde{f}_0)}(x) \right)^2 \right] \, dx \]

\[ = c_d^2 \inf_{\tilde{c}_0,\ldots,\tilde{c}_{d-2} \in \mathbb{R},\tilde{c}_{d-1} \in \{\pm 1\}} \int_0^1 \left[ \sum_{\ell=0}^{d-2} \frac{\tilde{c}_\ell}{|\tilde{c}_{d-1}|} (x - \tau^*(\tilde{f}_0))^\ell \ell! + \left( I_{0,\ldots,0;\tau^*(\tilde{f}_0)}(x) \right)^2 \right] \, dx, \]

where in the third line we use the fact that \( \tilde{f}_0 = f_0/|c_{d-1}| \in \mathcal{F}_n(0,k) \) and satisfies \( \tau^*(\tilde{f}_0) = \tau^*(f_0) \leq 1/2 \). Thus, to prove the desired result, it suffices to show that there exists some \( K = K(d) > 0 \) such that

\[ \inf_{\tilde{c}_0,\ldots,\tilde{c}_{d-2} \in \mathbb{R},\tilde{c}_{d-1} \in \{\pm 1\}} \int_0^1 \left[ \sum_{\ell=0}^{d-2} \frac{\tilde{c}_\ell}{|\tilde{c}_{d-1}|} (x - \tau^*(\tilde{f}_0))^\ell \ell! + \left( I_{0,\ldots,0;\tau^*(\tilde{f}_0)}(x) \right)^2 \right] \, dx \geq K. \quad (D.1) \]

Suppose this is not true, then there exist a function sequence \( \{\tilde{f}_{n,0}\}_n \subset \bigcup_{n',k'} \mathcal{F}_{n'}(0,k') \) with \( \tau_n^* = \tau_n^*(\tilde{f}_{n,0}) \subset [0,1/2] \) and real sequences \( \{\tilde{c}_{n,\ell}\}_n \) with \( \tilde{c}_{n,d-1} \in \{\pm 1\} \), such that

\[ \int_0^1 1_{[\tau_n^*,1]}(x) \left[ \sum_{\ell=0}^{d-1} \frac{\tilde{c}_\ell}{\ell!} (x - \tau_n^*)^\ell + \left( I_{0,\ldots,0;\tau_n^*}(\tilde{f}_{n,0})\right) \, dx \to 0. \]

Since \( L_2 \) convergence implies almost everywhere (a.e.) convergence, it follows that

\[ 1_{[\tau_n^*,1]}(x) \cdot \left[ \sum_{\ell=0}^{d-1} \frac{\tilde{c}_\ell}{\ell!} (x - \tau_n^*)^\ell + \left( I_{0,\ldots,0;\tau_n^*}(\tilde{f}_{n,0})\right) \to 0, \quad \text{a.e. on } [0,1]. \]

Since the sequence \( \{\tau_n^*\} \subset [0,1/2] \) is bounded, \( \tau_n^* \to \tau^* \) along some subsequence for some \( \tau^* \in [0,1/2] \), and we work with this subsequence below. As \( 1_{[\tau_n^*,1]}(x) \to 1 \) for any fixed \( x \in (\tau^*,1] \), the sequence of functions in the brackets in the above display converges a.e. to 0 on \( (\tau^*,1] \). In other words,

\[ \sum_{\ell=0}^{d-1} \frac{\tilde{c}_\ell}{\ell!} (x - \tau_n^*)^\ell + \left( I_{0,\ldots,0;\tau_n^*}(\tilde{f}_{n,0})\right) \to 0, \quad \text{a.e. on } (\tau^*,1]. \quad (D.2) \]

We first prove that under \( (D.2) \), \( \{\tilde{c}_{n,\ell}\}_n \) is necessarily bounded for each \( \ell \in [0;d-1] \). Since \( \{\tilde{c}_{n,d-1}\}_n \subset \{-1,+1\} \) is already bounded, it suffices to prove the claim for \( \ell \in [0;d-2] \). If this is not the case, then there exists some nonempty subset \( \mathcal{L} \subset [0;d-2] \) such that for every \( \ell \in \mathcal{L} \), \( \{\tilde{c}_{n,\ell}\}_n \) is divergent, i.e., \( \limsup_n \tilde{c}_{n,\ell} = +\infty \). As \( \tau_n^* \to \tau^* \), we may find some slowly decaying \( \varepsilon_n \downarrow 0 \) such that (i) \( \varepsilon_n > (\tau^* - \tau_n^*)^+ \), (ii) \( \{\tilde{c}_{n,\ell}\}_n \) is still divergent for every \( \ell \in \mathcal{L} \), and \( (D.2) \) holds with \( x_n \equiv \tau_n^* + \varepsilon_n > \tau^* \). Now, by definition of \( \tilde{f}_{n,0}(x) \), there exist some \( k_n, j_n^* \in [1;k_n], 0 \equiv \tau_n,0 \leq \ldots \leq \tau_n k_n \equiv 1 \), and non-negative sequence \( \{\mu_{n,j}\}_{j,j_n^*-1} \) such that \( \tau_n^* \equiv \tau_n j_n^* \leq 1/2 \) and for \( x \in [\tau_n^*,1], \tilde{f}_{n,0}(x) = \sum_{j=j_n^*}^{k_n} \mu_{n,j} 1_{x>\tau_n,j} \). Thus by a direct calculation, we have for \( x \in [\tau_n^*,1] \)

\[ (I_{0,\ldots,0;\tau_n^*}(\tilde{f}_{n,0})(x) = \sum_{j=j_n^*}^{k_n} \frac{\mu_{n,j}}{d!} (x - \tau_n^*)^d. \]
So by (D.2) and definition of \( \{x_n\} \),
\[
\sum_{\ell=0}^{d-1} c_{n,\ell} \frac{x_n^{\ell}}{\ell!} + \sum_{j=j_n}^{k_n-1} \frac{\mu_{n,j}}{d!} x_n^{d} \rightarrow 0.
\]

Let \( \ell_0 \in \mathcal{L} \) be the index such that \( \{c_{n,\ell_0} x_n^{\ell_0}\}_n \) has the fastest divergence rate, i.e., \( \limsup_n |c_{n,\ell_0} x_n^{\ell_0}| / (|c_{n,\ell} x_n^{\ell}|) \geq \alpha \) for some positive \( \alpha \) and every \( \ell \in \mathcal{L} \). Without loss of generality, we further choose \( \{x_n\} \) such that the maximal divergence rate and the index that achieves this rate are unique, i.e., \( \ell_0 \) is unique and satisfies \( \limsup_n |c_{n,\ell_0} x_n^{\ell_0}| / (|c_{n,\ell} x_n^{\ell}|) = \infty \) for every \( \ell \in \mathcal{L} \setminus \{\ell_0\} \). This then entails that
\[
B_n \equiv \sum_{j=j_n}^{k_n-1} \frac{\mu_{n,j}}{d!} x_n^{d} \gtrsim |c_{n,\ell_0} x_n^{\ell_0}|
\] (D.3)

and is positive and divergent. Next, for the chosen sequence \( \{x_n\} \), choose \( \{\eta_n\} \subset [1, \infty) \) as some slowly growing sequence such that (D.2) holds with the sequence \( x_n' = \tau_n + x_n \eta_n \geq \tau_n + x_n > \tau^* \), i.e.,
\[
\sum_{\ell=0}^{d-1} \frac{c_{n,\ell}}{\ell!} (\eta_n x_n)^\ell + \sum_{j=j_n}^{k_n-1} \frac{\mu_{n,j}}{d!} (\eta_n x_n)^d \rightarrow 0,
\] (D.4)

and that \( \{x_n \eta_n\} \downarrow 0 \) and \( \{\tilde{c}_{n,\ell_0}(\eta_n x_n)^{\ell_0}\} \) remains to be the fastest divergent sequence among \( \mathcal{L} \), i.e., \( \limsup_n |\tilde{c}_{n,\ell_0}(\eta_n x_n)^{\ell_0}| / (|\tilde{c}_{n,\ell}(\eta_n x_n)^\ell|) = \infty \) for every \( \ell \in \mathcal{L} \setminus \{\ell_0\} \). Similar to (D.3), we have \( \sum_{j=j_n}^{k_n-1} \mu_{n,j} (\eta_n x_n)^d / d! \gtrsim |\tilde{c}_{n,\ell_0}(\eta_n x_n)^{\ell_0}| \) and is positive and divergent. But this is impossible since
\[
\sum_{j=j_n}^{k_n-1} \frac{\mu_{n,j}}{d!} (\eta_n x_n)^d = (\eta_n)^d B_n \gtrsim (\eta_n)^{d-\ell_0} (\tilde{c}_{n,\ell_0}(\eta_n x_n)^{\ell_0}) \times (\eta_n)^{d-\ell_0} \left| \sum_{\ell=0}^{d-1} \tilde{c}_{n,\ell}(\eta_n x_n)^\ell / \ell! \right|,
\]

where the first inequality is by (D.3) and the last relation is by the maximal divergence rate of \( \{\tilde{c}_{n,\ell_0}(\eta_n x_n)^{\ell_0}\} \), and thus
\[
\sum_{\ell=0}^{d-1} \frac{c_{n,\ell}}{\ell!} (\eta_n x_n)^\ell + \sum_{j=j_n}^{k_n-1} \frac{\mu_{n,j}}{d!} (\eta_n x_n)^d \gtrsim [ (\eta_n)^{d-\ell_0} - 1 ] \left| \sum_{\ell=0}^{d-1} \tilde{c}_{n,\ell}(\eta_n x_n)^\ell / \ell! \right| \geq [ \eta_n - 1 ] \left| \sum_{\ell=0}^{d-1} \tilde{c}_{n,\ell}(\eta_n x_n)^\ell / \ell! \right| \rightarrow \infty,
\]
a contradiction to (D.4). This concludes that \( \{c_{n,\ell}\}_n \) are necessarily bounded for every \( \ell \in [0; d-1] \). Thus there exists a real sequence \( \{c_{\ell}^*\}_{\ell=0}^{d-1} \) with \( c_{d-1}^* \in \{\pm 1\} \) such that \( c_{n,\ell} \rightarrow c_{\ell}^* \) along some subsequence for each \( \ell \in [0; d-1] \). Coming back to (D.2) and noting that \( \tau_n \rightarrow \tau^* \) along some subsequence, we then conclude that
\[
h_n(x) \equiv (I_{\tau_n}^d f_{n,\tau_n})(x) \rightarrow \sum_{\ell=0}^{d-1} \frac{-c_{\ell}^*}{d!} (x - \tau^*)^{d-\ell} \equiv h^*(x)
\] (D.5)
Proof of Lemma D.1. We will now prove that \( \{c^*_d\}_{d=0}^{d-1} \) are necessarily non-positive. Fix some positive integer \( m > d \) and define a regular grid on \((\tau^*, 1)\): \( t_i \equiv \tau^* + i(1 - \tau^*)/m \) for \( i \in [0; m] \). Without loss of generality, assume that \( \{t_i\}_{i=1}^m \) belongs to the set with full Lebesgue measure such that (D.5) holds. Define \((\xi_n)_{n=1}^m \equiv (h_n(t_i))_{i=1}^m \) (resp. \((\xi^*_n)_{n=1}^m \equiv (h^*(t_i))_{i=1}^m \) to be the realization of \( h_n(\cdot) \) (resp. \( h^*(\cdot) \)) on this grid. Define \( \nabla \) to be the finite difference operator that maps \((y_1, \ldots, y_m)^T \in \mathbb{R}^m \) to \((y_2 - y_1, \ldots, y_m - y_{m-1})^T \in \mathbb{R}^{m-1} \). Then, since \( \lim_n \min_{t \in [0; d]} h_n(t) (x) \geq 0 \) for \( x \in (\tau^*, 1] \), it holds that for each fixed \( m \geq d + 1 \), \( \nabla^\ell \xi_n \in \mathbb{R}^{m-\ell} \) holds for all \( \ell \in [0; d] \) for \( n \) large enough. On the other hand, for each \( \ell \in [0; d - 1] \) and \( p \in [\ell; d - 1] \), there exists some positive constant \( L_{p, \ell} > 0 \) for such that

\[
(\nabla^\ell \xi^*_1) = \left( \nabla^\ell \left( \sum_{p=0}^{d-1} \frac{-c^*_p}{p!} (t_j - \tau^*)^p \right) \right)_{j=1}^m = \sum_{p=\ell}^{d-1} -c^*_p L_{p, \ell} ((1 - \tau^*)/m)^p.
\]

Since for each fixed \( m \geq d + 1 \), \( \nabla^\ell \xi_n \rightarrow \nabla^\ell \xi^*_n \) as \( n \rightarrow \infty \) by (D.5) and \( \nabla^\ell \xi_n \in \mathbb{R}^{m-\ell} \) for \( n \) large enough, it holds that \( (\nabla^\ell \xi^*_n) \geq 0 \) for each fixed \( m \geq d + 1 \). Multiplying by \( m^\ell \) on both sides of the above equation and letting \( m \rightarrow \infty \) we conclude that \( c^*_\ell \leq 0 \) for \( \ell \in [0; d - 2] \) and \( c^*_{d-1} = -1 \).

With \( \{c^*_d\}_{d=0}^{d-1} \in \mathbb{R}^{d-1}_0 \), \( h_n, h^* \) have the property that their derivatives up to order \( d - 1 \) are all convex functions, so on arbitrary compact interval contained in \((\tau^*, 1)\), \( D^{(d-1)} h_n \) converges uniformly to \( D^{(d-1)} h^* \equiv 1 \) (cf. Theorem 25.7 of [Roc97] and the remark after its proof). This cannot happen as \( D^{(d-1)} h_n (\tau^*) = 0, \tau^* \rightarrow \tau^* \) and \( D^{(d-1)} h_n \) is convex. We have therefore established the contradiction and proved (D.1). \( \square \)

**Proof of Lemma D.1.** By Lemma 6.1, any \( f \in \mathcal{F}^*_n (d, k) \) has the canonical parametrization

\[
f(x) = \sum_{j=1}^{k^*} a_j (\tau_j - x)^d + \sum_{j=j^*}^{k-1} b_j (x - \tau_j)^d + \sum_{\ell=0}^{d-1} c_\ell x^\ell,
\]

where \( \{\tau_j\}_{j=1}^{k^*} \equiv \{n_j/n\}_{j=1}^{k^*} \subset [0; 1] \). Let \( \tau^* \equiv \tau_j^* \). Then, it holds that \( \int_0^1 f^2(x) \, dx = (I) + (II) \), where

\[
(I) \equiv \int_0^{\tau^*} \left( \sum_{j=1}^{j^*} a_j (\tau_j - x)^d + \sum_{\ell=0}^{d-1} c_\ell x^\ell \right)^2 \, dx,
\]

\[
(II) \equiv \int_{\tau^*}^1 \left( \sum_{j=j^*}^{k-1} b_j (x - \tau_j)^d + \sum_{\ell=0}^{d-1} c_\ell x^\ell \right)^2 \, dx.
\]

We now upper bound (II) by its sequence counterpart; the bound for (I) is similar. Since

\[
(II) = \sum_{m=j^*}^{k^*} \int_{\tau_m}^{\tau_{m+1}} \left( \sum_{j=j^*}^{k-1} b_j (x - \tau_j)^d + \sum_{\ell=0}^{d-1} c_\ell x^\ell \right)^2 \, dx
\]

\[
= \sum_{m=j^*}^{k^*} \int_{\tau_m}^{\tau_{m+1}} \left( \sum_{j=j^*}^{m} b_j (x - \tau_j)^d + \sum_{\ell=0}^{d-1} c_\ell x^\ell \right)^2 \, dx,
\]

we may bound the integral piece by piece. More generally, we show that there exists some \( K = K(d) > 0 \) such that for any \( a, b \in [0; n] \) with \( b - a \geq d + 1 \) and \( d \)-degree polynomial \( P(x) \equiv \sum_{\ell=0}^{d} c_\ell x^\ell \),

\[
\int_{a/n}^{b/n} P^2(x) \, dx \leq K \cdot n^{-1} \sum_{i \in [a; b]} P^2(i/n).
\] (D.6)
The above display holds because
\[
\int_{a/n}^{b/n} P^2(x) \, dx = \int_{a/n}^{b/n} \left( \sum_{\ell=0}^{d} c_\ell x^\ell \right)^2 \, dx \lesssim d \sum_{\ell=0}^{d} c_\ell^2 \cdot \int_{a/n}^{b/n} x^{2\ell} \, dx
\]
\[
\leq \sum_{\ell=0}^{d} \frac{c_\ell^2}{n} \sum_{i \in \{a; b\}} \left( i/n \right)^{2\ell} = \frac{1}{n} \sum_{i \in \{a; b\}} \sum_{\ell=0}^{d} \left( c_\ell \left( i/n \right)^\ell \right)^2 \lesssim \frac{1}{n} \sum_{i \in \{a; b\}} \left( \sum_{\ell=0}^{d} c_\ell \left( i/n \right)^\ell \right)^2,
\]
where the last inequality is due to Lemma E.1 and the condition \( b - a \geq (d + 1) \). Then for every \( \theta \in \Theta(d, d_0, k) \) with unit norm constraint and the corresponding \( f \in \mathcal{F}_n(d, d_0, k) \), by (D.6) we have
\[
1 \geq \|\theta\|^2 \geq \|\theta\|_2^2 = \sum_{m=j^*}^{k-1} \|\theta\|_{(n; m; n\ell+1)}^2 = \sum_{m=j^*}^{k-1} \sum_{i \in \{n\ell; n\ell+1\}} f^2(i/n)
\]
\[
\gtrsim n \sum_{m=j^*}^{k-1} \int_{\tau_m}^{\tau_{m+1}} f^2(x) \, dx = n \int_{\tau^*}^{1} f^2(x) \, dx.
\]
The bound for (II) is thus complete. \( \square \)

### E Auxiliary lemmas

**Lemma E.1.** Fix any positive integer \( d \). There exists some \( c = c(d) \) such that for any integers \( n \geq 0, m \geq d + 1, \) and real sequence \( \{a_\ell\}_{\ell=1}^{d+1}, \)
\[
\sum_{i=1}^{m} \left[ a_1 + a_2 \left( i/n \right) + \ldots + a_{d+1} \left( i/n \right)^d \right]^2 \geq c \sum_{\ell=1}^{d+1} \frac{a_\ell^2 m^{2\ell-1}}{n^{2(\ell-1)}}.
\]

**Proof of Lemma E.1.** As the left hand side of the above inequality equals
\[
\sum_{i=1}^{m} \left( \sum_{\ell=1}^{d+1} a_\ell(i/n)^{\ell-1} \right)^2 = \sum_{1 \leq \ell, \ell' \leq d+1} a_\ell a_{\ell'} \sum_{i=1}^{m} (i/n)^{\ell+\ell'-2}
\]
\[
= \sum_{1 \leq \ell, \ell' \leq d+1} a_\ell (m/n)^{\ell-1} m^{1/2} a_{\ell'} (m/n)^{\ell'-1} m^{1/2} \left[ m-(\ell+\ell'-1) \sum_{i=1}^{m} i^{\ell+\ell'-2} \right],
\]
using matrix notation, it can be written as \( x^T A x \), where \( x \equiv (a_\ell (m/n)^{\ell-1} m^{1/2})_{\ell=1}^{d+1} \in \mathbb{R}^{d+1} \), and the matrix \( (A)_{ij} \equiv (A(m, d))_{ij} \equiv (m^{-(i+j-1)} \sum_{k=1}^{m} k^{i+j-2})_{ij} \in \mathbb{R}^{(d+1) \times (d+1)}. \)

We first show that \( A \) is strictly positive-definite for the fixed \( d \) and any \( m \geq d + 1. \) Note that \( A \) is actually a moment matrix and can be written as \( A_{ij} = \mathbb{E}(X_i^{1} \cdot X_j^{1}) \), where \( X \) is uniformly distributed on the set \( \{1/m, \ldots, m/m\} \). Therefore, for any \( c \in \mathbb{S}^d \), writing, with a slight abuse of notation, \( Z \equiv \sum_{i=1}^{d+1} c_i X_i^{1} \), it holds that
\[
c^T A c = \sum_{1 \leq i, j \leq d+1} c_i c_j A_{ij} = \sum_{1 \leq i, j \leq d+1} c_i c_j \mathbb{E}(X_i^{1} \cdot X_j^{1}) = \mathbb{E} \left( \sum_{i=1}^{d+1} c_i X_i^{1} \right)^2 = \mathbb{E} Z^2 = (\mathbb{E} Z)^2 + \text{Var}(Z).
\]
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If \( \text{Var}(Z) = 0 \), then \( Z \equiv \alpha \) almost surely for some constant \( \alpha \), which is equivalent to that the polynomial

\[
T(x) \equiv (c_0 - \alpha) + c_1 x + \ldots + c_{d+1} x^d
\]

having distinct roots \( \{1/m, \ldots, m/m\} \). If \( c_1 = \ldots = c_{d+1} = 0 \), then \( c_0 = \pm 1 \) since \( \|c\| = 1 \), which implies that \( Z = \pm 1 \), and thus \( c^\top A c \ge \langle \mathbb{E} Z \rangle^2 = 1 \). Otherwise, we have \( c_i \neq 0 \) for some \( i \in [1, d] \), and hence \( T(x) \) is not a constant and thus has at most \( d \) roots, which contradicts the condition that \( m \ge d + 1 \). So we conclude that \( c^\top A c > 0 \) for any \( c \in \mathbb{S}^d \) and thus \( A \) is strictly positive-definite.

Next, we show that for any \( i \in [1, d+1] \), the \((-i, i)\)-minor of \( A \) (i.e. \( A \) minus the \( i \)th row and column) is also strictly positive-definite. For this, define \( Q_i \) as the permutation matrix that switches row \( i \) with row \( i + 1 \), and define \( P_i \equiv Q_i Q_{i+1} \ldots Q_d \) for \( i \leq d \) and \( P_{d+1} \equiv I_{d+1} \), the \((d+1)\)-dimensional identity matrix. Further define \( B \equiv P_i^\top A P_i \). Then, the \((-i, i)\)-minor of \( A \) is the \((-d+1), -(d+1)\)-minor of \( B \). By Sylvester’s criterion, it suffices to show that \( B \) is strictly positive-definite, but for any \( c \in \mathbb{S}^d \), it holds that

\[
c^\top B c = c^\top P_i^\top A P_i c \equiv \tilde{c}^\top A \tilde{c} > 0,
\]

where in the last inequality we have used the fact that

\[
\tilde{c}^\top \tilde{c} = c^\top P_i^\top P_i c = c^\top Q_d \ldots Q_i Q_i \ldots Q_d c = c^\top c = 1.
\]

Next, we show that \( x^\top A x \geq a_0^2 m^{2d+1}/n^{2d} \) for some \( c = c(d) \); bounds involving \( a_0, \ldots, a_{d-1} \) can be similarly obtained. For this, write \( A \) in the block form \( [A_{11}, A_{12}; A_{21}, A_{22}] \), where \( A_{12} \in \mathbb{R}^{d \times 1} \). Writing \( y \) as the first \( d \) components of \( x \), i.e. \( y \equiv (a_0 m^{1/2}, a_1 m^{3/2}/n, \ldots, a_{d-1} m^{(2d-1)/2}/n^{d-1})^\top \), we have

\[
x^\top A x = (y, a_0 m^{(2d+1)/2}/n^d)^\top [A_{11}, A_{12}, A_{21}, A_{22}] (y, a_0 m^{(2d+1)/2}/n^d)
\]

\[
= y^\top A_{11} y + 2 y^\top A_{12} a_0 m^{(2d+1)/2}/n^d + A_{22} (a_0 m^{(2d+1)/2}/n^d)^2.
\]

This is a quadratic form in \( y \) and achieves its minimum at \( y^* = -A_{11}^{-1} A_{12} a_0 m^{(2d+1)/2}/n^d \) (note that \( A_{11} \), the \((-d+1), -(d+1)\)-minor of \( A \), is indeed invertible as proved before), which implies that

\[
x^\top A x \geq a_0^2 m^{2d+1}/n^{2d} (A_{22} - A_{21} A_{11}^{-1} A_{12}).
\]

Therefore if we can show that \( A_{22} \geq (1 + \varepsilon) A_{21} A_{11}^{-1} A_{12} \) for some positive \( \varepsilon = \varepsilon(d) \), then we have

\[
x^\top A x \geq \frac{\varepsilon}{1 + \varepsilon} a_0^2 m^{2d+1}/n^{2d} \quad \text{and} \quad \frac{\varepsilon}{1 + \varepsilon} a_0^2 m^{2d+1}/n^{2d} \leq \sum_{k=1}^m k^{2d} \leq \frac{\varepsilon}{(2d + 1) (1 + \varepsilon)} a_0^2 m^{2d+1}/n^{2d}.
\]

Using the block matrix inverse formula \( (A^{-1})_{d+1,d+1} = (A_{22} - A_{21} A_{11}^{-1} A_{12})^{-1} \) and the fact that \( (A^{-1})_{d+1,d+1} \leq \|A^{-1}\|_2 = \min_{\lambda \geq 1} (A) \) (\( \lambda \) takes the smallest eigenvalue), we have

\[
A_{22} \geq (1 + \varepsilon) A_{21} A_{11}^{-1} A_{12} \iff (1 + \varepsilon) (A_{22} - A_{21} A_{11}^{-1} A_{12}) \geq \varepsilon A_{22}
\]

\[
\iff (A^{-1})_{d+1,d+1} \leq \frac{1 + \varepsilon}{\varepsilon} A_{22}^{-1} \leq \lambda_{\min}^{-1}(A) \leq \min_{1 \leq j \leq d+1} A_{jj}^{-1},
\]
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which is further implied by
\[ \lambda_{\min}(A) \geq \frac{\varepsilon}{1 + \varepsilon} \max_{1 \leq j \leq d+1} A_{jj}. \tag{E.1} \]

For this, we have, for every \( j \in [1; d+1] \),
\[
A_{jj} = m^{-(2j-1)} \sum_{k=1}^{m} k^{2j-2} \leq m^{-(2j-1)} \int_{1}^{m+1} x^{2j-2} \, dx
\leq \frac{1}{2j-1} \left( 1 + \frac{1}{m} \right)^{2j-1} \leq 2^{2d+1}.
\]

It remains to show that there exists some sufficiently small \( c^* = c^*(d) \) such that \( \lambda_{\min}(A) \geq c^* > 0 \), then we can take \( \varepsilon = c^*/(2^{2d+1} - c^*) \) in (E.1). For this, let \( U \) be a random variable uniformly distributed on \([0,1]\) and define matrix \( \bar{A} \) as \( \bar{A}_{i,j} \equiv \mathbb{E}(U^{i-1} \cdot U^{j-1}) \). Then, since \( d \) is fixed, it holds by the definition of \( A, \bar{A} \), and the Portmanteau theorem that \( A \to \bar{A} \) in the matrix spectral norm as \( m \to \infty \). By Weyl’s inequality, there exists some positive integer \( N = N(d) \) such that for \( m \geq N \), \( \lambda_{\min}(A) \geq \lambda_{\min}(\bar{A})/2 \). On the other hand, a similar argument that establishes the positive definiteness of \( A \) yields that \( \lambda_{\min}(\bar{A}) \geq c > 0 \) for some \( c = c(d) \). Therefore we can take \( c^* = c^*(d) = \min_{d+1 \leq m \leq N} \lambda_{\min}(A(m,d)) \land (c/2) \). This completes the proof.

**Lemma E.2.** Let \( \{a_i\}_{i=1}^m, \{b_i\}_{i=1}^m \) be two non-negative sequences. Then, it holds that \( (\bigwedge_{i=1}^m a_i) \cdot (\bigvee_{i=1}^m b_i) \geq \bigwedge_{i=1}^m a_i b_i \).

**Proof of Lemma E.2.** Without loss of generality, let \( a_1 \) be the smallest value among \( \{a_i\}_{i=1}^m \). Then, it holds that \( (\bigwedge_{i=1}^m a_i) \cdot (\bigvee_{i=1}^m b_i) = a_1 \cdot (\bigvee_{i=1}^m b_i) \geq a_1 b_1 \geq (\bigwedge_{i=1}^m a_i b_i) \).

**Lemma E.3.** Let \( \alpha_1, \alpha_2 > 0 \) and \( \beta_1, \beta_2 \) be real numbers. Then, for any \( x \in \mathbb{R} \), it holds that
\[
\alpha_1(x + \beta_1)^2 + \alpha_2(x + \beta_2)^2 \geq (\alpha_1 \land \alpha_2)(\beta_1 - \beta_2)^2/2.
\]

**Proof of Lemma E.3.** At \( x^* = -(\alpha_1/(\alpha_1 + \alpha_2) \cdot \beta_1 + \alpha_2/(\alpha_1 + \alpha_2) \cdot \beta_2) \), the quadratic form achieves it minimum value \( \frac{\alpha_1 \alpha_2}{\alpha_1 + \alpha_2}(\beta_1 - \beta_2)^2 \), which is further lower bounded by \( (\alpha_1 \land \alpha_2)(\beta_1 - \beta_2)^2/2 \).

**Lemma E.4.** Let \( n \) be any positive integer. Then, for any polynomial \( P(\cdot) \) of degree strictly smaller than \( n \), it holds that
\[
\sum_{j=0}^{n} \binom{n}{j} P(j)(-1)^j = 0.
\]

**Proof of Lemma E.4.** We prove by induction. The claim clearly holds for \( n = 1 \). Suppose the claim holds for some \( n \), we will prove that it also holds for \( n + 1 \). Let \( d \) be the degree of \( P(\cdot) \). We will prove that the claim holds for all monomials \( P(x) \equiv x^d \) where \( 0 \leq d \leq n = (n + 1) - 1 \). The case \( d = 0 \) follows from the binomial identity:
\[
\sum_{j=0}^{n+1} \binom{n+1}{j} (-1)^j = (1 + (-1))^{n+1} = 0.
\]

Next, for any \( 1 \leq d \leq n \), it holds that
\[
\sum_{j=0}^{n+1} \binom{n+1}{j} j^d(-1)^j = \sum_{j=1}^{n+1} \binom{n+1}{j} j^d(-1)^j = (n+1) \sum_{j=1}^{n+1} \binom{n}{j-1} j^{d-1}(-1)^j
\]
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\[= (n + 1) \sum_{j=0}^{n} \binom{n}{j}(j + 1)^{d-1}(-1)^j = 0,\]

where the last identity follows from the claim for \( n \) and the fact that \( 0 \leq d - 1 \leq n - 1 < n. \]

For the following lemma, recall the definition of the sequence \( \{\beta_i\} \) defined before Lemma 5.4.

**Lemma E.5.** Fix \( d, d_0, k_0 \) as defined in (2.2), and any \( s \in [0; (d_0 + 1)/(d - d_0)] - 1 \). Suppose there exists some \( c_1 = c_1(d) \) such that

\[ 1 \geq c_1 \cdot \sum_{k=1}^{s+1} \frac{(n - n_{k_0-1})^{2k-1}}{n^{2(k-1)} \beta_{k_0-1-s}^a k_{k_0-1-s}} \left( \sum_{\ell=0}^{s+1} \beta_{k_0-1-s}^{a^\ell} k_{k_0-1-s} \right)^2. \]  

(E.2)

Furthermore, assume that \( n_{k_0-1-s} \geq n_{k_0-1-s}. \) Then, there exists some positive constant \( c_2 = c_2(d) \) such that

\[ 1 \geq c_2 \cdot \sum_{k=1}^{s+1} \frac{(n - n_{k_0-1})^{2k-1}}{n^{2(k-1)} \beta_{k_0-1-s}^a k_{k_0-1-s}} \left( \sum_{\ell=0}^{s+1} \beta_{k_0-1-s}^{a^\ell} k_{k_0-1-s} \right)^2. \]

Note that in the above lemma the hypothesis involves only quadratic forms with ‘shared coefficients’ \( \{a^\ell\}_{\ell \in [1; d]} \), while the conclusion involves the ones with both ‘shared coefficients’ \( \{a^\ell\}_{\ell \in [1; d+1]} \) and ‘nuisance coefficients’ \( \{a^\ell\}_{\ell \in [d_0+1; d+1]} \).

Before the proof of Lemma E.5, we need one further result. For this, some extra notation is needed:

\[ \overline{\beta}_{i,j}^s \equiv \frac{\overline{\beta}(i + d - d_0 - j); s(d - d_0)}{j! \overline{\beta}(i + d - d_0); s(d - d_0)} (-1)^j n_{k_0-1-s}^{i} \]

\[ \times \prod_{m=1}^{j} \left( d - (i + (d - 1 - d_0)) - s(d - d_0) + m \right), \]

\[ T_k \equiv \sum_{\ell=0}^{s(d-d_0)} \beta_{k_0-1-s}^{a^\ell} k_{k_0-1-s}. \]

**Lemma E.6.** Fix \( d, d_0, \) and \( s \). It holds for \( i \in [1; (s+1)d_0 - sd + 1] \) that

\[ M \equiv \sum_{k=i}^{(s+1)d_0 - sd + 1} \overline{\beta}_{i,k-i}^s \cdot T_k = \sum_{k=i}^{(d-d_0)(s+1)} \beta_{i,k}^{(s+1)} a_{k_0-2-s}^{(s+1)} k_{k_0-2-s}. \]

**Proof.** In order to prove the desired result, we need to show the following two claims:

- The coefficient of \( a_{i+j-1}^{k_0-2-s} \) in \( M \) equals 0 for \( (s + 1)(d - d_0) + 1 \leq j \leq d - i + 1; \)
- The coefficient of \( a_{i+j}^{k_0-2-s} \) in \( M \) equals \( \beta_{i,j}^{(s+1)} \) for \( 0 \leq j \leq (s + 1)(d - d_0). \)

Let

\[ i_0 \equiv i_0(d, d_0, s, i) \equiv (s + 1)d_0 - sd + 1 - i, \]

\[ j \equiv j(d, d_0, s, i) \equiv (s + 2)d_0 - (s + 1)d + 2 - i = i_0 - (d - 1 - d_0), \]

\[ \Delta n \equiv n_{k_0-1-s}; k_0-2-s. \]
By definition of $M$ and Lemma 5.3, we have

$$\text{Coef}[M; a_{i+j}^{k_0-2-s} = \sum_{k=0}^{(s+1)d_0-sd+1} \beta_{i,k-1}^{s+1} \text{Coef}[T_k; a_{i+j}^{k_0-2-s}]$$

$$= \sum_{k=1}^{s(d-d_0)} \sum_{m=1}^{k-i} (d-i-1)(d-d_0)(s+1)(d-d_0)((-1)^{k-i}(\Delta n)^{k-i}$$

$$\times \prod_{m=1}^{k-i} (d-i-0)+(s+1)(d-d_0)+m \cdot \text{Coef} \left[ \sum_{\ell=0}^{s(d-d_0)} \beta_{i+k}^{s, k_0-1-s, k_0-2-s} \right]$$

$$= \sum_{k=0}^{s(d-d_0)} (\Delta n)^{j+\ell} \beta_{i+k}^{s} \cdot A_{k},$$

where

$$A_{k} = \sum_{k=0}^{s(d-d_0)} (-1)^{k} \left( i + j - 1 \right) \left( i + k + \ell - 1 \right) (\Delta n)^{j+\ell} \beta_{i+k}^{s, k_0-1-s, k_0-2-s}$$

and we used $\beta_{i+k}^{s} = D(i+k, \ell) \beta_{i+k}^{s} = \frac{\Delta n^{j+\ell}}{d-i-k+1}$, with $\beta_{i+k}^{s}$ defined in (5.10). Let $C(i,j,\ell) = \sum_{k=0}^{s(d-d_0)} \beta_{i+k}^{s, k_0-1-s, k_0-2-s}$. So $A_{k}$ equals

$$C(i,j,\ell) \sum_{k=0}^{s(d-d_0)} \left( j - \ell \right) \frac{\beta_{i+k}^{s, k_0-1-s, k_0-2-s}}{(i+k+\ell-1)(\Delta n)^{j+\ell} \beta_{i+k}^{s}}$$

$$= C(i,j,\ell) \left( j - \ell \right) \frac{\beta_{i+k}^{s, k_0-1-s, k_0-2-s}}{(i+k+\ell-1)(\Delta n)^{j+\ell} \beta_{i+k}^{s}}$$

where the first identity follows from the fact that $\beta_{i+k}^{s, k_0-1-s, k_0-2-s} = 0$ for any $i_0 + 1 \leq k \leq i_0 + (s+1)(d-d_0)$, the second identity follows from the fact that $i_0 + (s+1)(d-d_0) = d-i+1 \geq j \geq j-\ell$, the third identity follows from the fact that $\ell \leq s(d-d_0) < (s+1)(d-d_0)$.

For the first claim, as $\sum_{i} (d-i-k+1) \beta_{i+k}^{s, k_0-1-s, k_0-2-s}$ is a polynomial of degree at most $(s+1)(d-d_0) - \ell < j-\ell$, Lemma E.4 entails that $A_{k} = 0$ for all $0 \leq \ell \leq s(d-d_0)$, thus proving the
Lastly, by direct calculation, we have

\[
\beta_{i,j}^{\ell+1} = D(i,j)\beta_{j}^{\ell+1} = D(i,j)\left\{ \sum_{\ell=0}^{j} \binom{s+1}{j-\ell} (d - \ell) (\Delta n)^{j-\ell} \beta_{\ell}^{s} \right\}.
\]

Therefore, to prove the claim, it suffices to match the coefficients of \(\beta_{\ell}^{s}\) for \(0 \leq \ell \leq s(d - d_0)\), as \(\beta_{\ell}^{s} = 0\) for \(\ell > s(d - d_0)\) from the definition of \(\beta_{\ell}^{s}\), and \(A_2 = 0\) for \(\ell \geq j\). In other words, we only need to show \(A_\ell = D(i,j)(s+1)(d-d_0) - \ell)\). By using iteratively the identity \(\binom{n}{k} = \binom{n}{k-1} + \binom{n-1}{k-1}\), one has

\[
\sum_{k=0}^{j-\ell} \binom{j-\ell}{k} (-1)^k \odot (d - i - k + 1 - j; (s+1)(d-d_0) - \ell)
\]

\[
= \odot((s+1)(d-d_0) - \ell; 1)
\]

\[
\times \sum_{k=0}^{j-\ell-1} \binom{j-\ell-1}{k} (-1)^k \odot (d - i - k - \ell; (s+1)(d-d_0) - 1 - \ell)
\]

\[
\cdots
\]

\[
= \odot((s+1)(d-d_0) - \ell; j - \ell - 1)
\]

\[
\times \sum_{k=0}^{1} \binom{1}{k} (-1)^k \odot (d - i - k + 2 - j; (s+1)(d-d_0) + 1 - j)
\]

\[
= \odot((s+1)(d-d_0) - \ell; j - \ell) \odot (d - i + 1 - j; (s+1)(d-d_0) - j).
\]

Lastly, by direct calculation, we have

\[
A_\ell = \frac{C(i,j,\ell)}{\odot(i_0 + 1; (s+1)(d-d_0))} \cdot \odot((s+1)(d-d_0) - \ell; j - \ell)
\]

\[
\times \odot(d - i + 1 - j; (s+1)(d-d_0) - j)
\]

\[
= D(i,j)((s+1)(d-d_0) - \ell).
\]

The proof is complete.

**Proof of Lemma E.5.** Define for \(i \in [1; (s+1)d_0 - sd + 1]\)

\[
M_i \equiv \sum_{k=i}^{(s+1)d_0 - sd + 1} \frac{(n - nk_{0}-1)^{2k-1}}{n^{2(k-1)}} T_k^2.
\]

Inequality (E.2) entails that \(1 \gtrsim c \sum_{i=1}^{(s+1)d_0 - sd + 1} M_i\) for some \(c = c(d)\). We have for \(i \in [1; (s+1)d_0 - sd + 1]\),

\[
M_i = \frac{(n - nk_{0}-1)^{2i-1}}{n^{2(i-1)}} T_i^2 + \sum_{k=i+1}^{(s+1)d_0 - sd + 1} \frac{(n - nk_{0}-1)^{2k-1}}{n^{2(k-1)}} \left( \frac{\beta_{i,k-i}^{s+1} \cdot T_k}{\beta_{i,k-i}^{s+1} \beta_{i,k-i}^{2}} \right)^2 T_i^2 + \sum_{k=i+1}^{(s+1)d_0 - sd + 1} \frac{(n - nk_{0}-1)^{2k-1}}{n^{2(k-1)}} \left( \frac{\beta_{i,k-i}^{s+1} \cdot T_k}{\beta_{i,k-i}^{s+1} \beta_{i,k-i}^{2}} \right)^2 T_i^2
\]

\[
\geq \left( \frac{(n - nk_{0}-1)^{2i-1}}{n^{2(i-1)}} \right) \wedge \sum_{k=i+1}^{(s+1)d_0 - sd + 1} \frac{(n - nk_{0}-1)^{2k-1}}{n^{2(k-1)}} \left( \frac{\beta_{i,k-i}^{s+1} \cdot T_k}{\beta_{i,k-i}^{s+1} \beta_{i,k-i}^{2}} \right)^2 T_i^2 + \sum_{k=i+1}^{(s+1)d_0 - sd + 1} \frac{(n - nk_{0}-1)^{2k-1}}{n^{2(k-1)}} \left( \frac{\beta_{i,k-i}^{s+1} \cdot T_k}{\beta_{i,k-i}^{s+1} \beta_{i,k-i}^{2}} \right)^2 T_i^2.
\]
We prove this by induction on \( s \).

**Proof.** When \( s = 0 \), (26) holds trivially. Let \( s > 0 \).

Then, there exists some positive constant \( c \) such that

\[
\sum_{k=0}^{(s-1)d_0-sd+1} \frac{\beta_{i,k}^{\delta} \alpha_{i+k}^{\delta}}{h_{i,k}^{\delta,2}} \leq c \cdot \prod_{\ell=1}^{s} n_{k_0-\ell k_0-1-s} \times n_{k_0-\ell j_0}; k_0-1-s.
\]

Putting together the lower bounds for \( M_i, i \in [1; (s+1)d_0 - sd + 1] \) yields the result. \( \square \)

**Lemma E.7.** Fix any \( 1 \leq s \leq \lfloor (d_0 + 1)/(d - d_0) \rfloor \) and \( 1 \leq i \leq sd_0 - (s - 1)d + 1 \). For any \( 0 \leq j_1 \leq j_2 \leq s(d - d_0) \), define the following two quantities:

\[
S(j_1) \equiv S(j_1; d, d_0, s) \equiv \prod_{\ell=1}^{\lfloor j_1/(d-d_0) \rfloor} n_{k_0-\ell k_0-1-s} \times n_{k_0-\ell j_1; k_0-1-s}.
\]

\[
S(j_2) \equiv S(j_2; d, d_0, s) \equiv \prod_{\ell=-\lceil -j_2/(d-d_0) \rceil + 1}^{s} n_{k_0-\ell k_0-1-s} \times n_{k_0-\ell j_2; k_0-1-s}.
\]

Then, there exists some positive constant \( c = c(d) \) such that

\[
\frac{\beta_{i,j_2}^\delta}{\beta_{i,j_1}^\delta} \geq c \cdot \frac{\prod_{\ell=1}^{s} n_{k_0-\ell k_0-1-s}}{S(j_1)S(j_2)}.
\]

When \( j_1 = j_2 \), the product on the right hand side is to be understood as 1.

**Proof.** We only prove the special case \( d_0 = d - 1 \) (the proof for the general case is completely analogous). Then \( k_0 = d + 2 \), and

\[
S(j_1) = \prod_{\ell=1}^{j_1} n_{d+2-\ell_d+1-s}, \quad S(j_2) = \prod_{\ell=j_2+1}^{s} n_{d+2-\ell_d+1-s},
\]

so we only need to prove for \( s \in [1; d], i \in [1; d + 1 - s] \), and \( 0 \leq j_1 \leq j_2 \leq s \),

\[
\frac{\beta_{i,j_2}^\delta}{\beta_{i,j_1}^\delta} \geq c \cdot \prod_{k=j_1+1}^{j_2} n_{d+2-k_d+1-s}.
\]

We prove this by induction on \( s \).
First consider \( s = 1 \). Then \( \beta^1_j = n^j_{d+1:d} \), and \( \beta^1_{i,j} = D(i, j)\beta^1_j \sim n^j_{d+1:d} \). The only non-trivial case is \( j_1 = 0, j_2 = 1 \), so the claim follows.

Suppose the claim holds up to \( s - 1 \). Fix any \( 1 \leq j_1 \leq j_2 \leq s \). The claim clearly holds for \( j_1 = j_2 = s \). If \( j_2 = s \) and \( j_1 \leq s - 1 \), then it holds by the recursion formula of \( (\beta^s_j)_{j=0}^s \) in (5.10) that \( \beta^s_{i,s}/\beta^s_{i,j_1} \sim n_{d+2-s,d+1-s}/\beta^s_j \), and we can reduce to the following case with \( 1 \leq j_1 \leq j_2 \leq s - 1 \). For this case, note that

\[
\prod_{k=j_1+1}^{j_2} n_{d+2-k:d+1-s} = \prod_{k=j_1+1}^{j_2} (n_{d+2-k:d+2-s} + n_{d+2-s,d+1-s})
\]

\[
= \sum_{k=0}^{j_2-j_1} n_{d+2-s,d+1-s} j_1+1 \leq m_1 \neq \ldots \neq m_{j_2-j_1-k} \leq j_2 \sum_{k=0}^{j_2-j_1} n_{d+2-m_1:d+2-s} \cdots n_{d+2-m_k:d+2-s}
\]

\[
\prod_{m=1}^{j_2-j_1} n_{d+2-j_1+m:d+2-s} \}
\]

Treating the above display as a polynomial of \( n_{d+2-s,d+1-s} \), it suffices to match the corresponding coefficients of \( n_{d+2-s,d+1-s}^k \) for \( k \in [0, j_2 - j_1] \) in \( \beta^s_{i,j_2}/\beta^s_{i,j_1} \). To this end, we have

\[
\frac{\beta^s_{i,j_2}}{\beta^s_{i,j_1}} \leq \sum_{k=0}^{j_2-j_1} n_{d+2-s,d+1-s} \prod_{\ell=0}^{j_1} \beta_{j_2-j_1-k+\ell} \beta_{j_1-\ell}^{-1}
\]

\[
\geq \sum_{k=0}^{j_2-j_1} \left\{ n_{d+2-s,d+1-s} \prod_{\ell=0}^{j_1} \beta_{j_2-j_1-k+\ell} \beta_{j_1-\ell}^{-1} \right\} \quad \text{(by Lemma E.2)}
\]

\[
\geq \sum_{k=0}^{j_2-j_1} \left\{ n_{d+2-s,d+1-s} \prod_{\ell=0}^{j_1-1} n_{d+2-m_\ell:d+2-s} \right\} \quad \text{(by induction)}
\]

\[
= \sum_{k=0}^{j_2-j_1} \left\{ n_{d+2-s,d+1-s} \prod_{m=j_1+1}^{j_2} n_{d+2-m:d+2-s} \right\} \quad \text{(minimum at } \ell = j_1),
\]

matching the calculation in the previous display, completing the proof.
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