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ABSTRACT A hybrid heuristic algorithm based on improved rules and reinforcement learning is proposed to solve the 2D strip packing problem (2DSPP). Firstly, the scoring rules based on the skyline algorithm are improved by considering the “two-step” successive items with a set of width relaxation factors. The improved scoring rules can reduce space waste efficiently. Secondly, as a reinforcement learning approach, the Deep Q-Network (DQN) is established to get the initial rectangular items sequence and at the same time as an essential supplement for the placement rules. It can improve space utilization and prevent the algorithm from falling into the local optimum. Combining the new “two-step” placement rules and DQN, the heuristic algorithm based on simple random algorithm (SRA) is proposed and finally called reinforcement learning based simple random algorithm (RSRA). Experiments on eight datasets by five algorithms have been conducted for comparison. Results show the RSRA has achieved the best performance on eight datasets (C, N, CX, NT, 2sp, NP, ZDF, BMV) and has dropped Ave. Gap% by 45.86%, 45.16%, 30.89% and 20.56% than GRASP, SRA, IA, ISH respectively. It can be concluded that the RSRA algorithm would achieve better performance than the other four algorithms on eight datasets, especially on the larger datasets.

INDEX TERMS 2D strip packing problem (2DSPP), heuristic algorithm, improved rules, deep Q-Network (DQN), reinforcement learning.

I. INTRODUCTION

As a typical combination optimization problem, the Packing Problem has been proven to be an NP-hard problem [1]. Packing problems with different constraints and objectives are widely used in the manufacturing, transportation, and computer industry. This paper focuses on the 2DSPP.

A. 2DSPP MATHEMATICAL MODEL

2DSPP in this paper are described as follows: Given a set of the rectangle of size \( w_i \times h_i, i = 1 \ldots n \), and a strip with \( W \) width and infinite height. Let the lower-left corner of strip be the origin of the two-dimensional coordinate system, and put rectangular objects into the strip. The goal is to use the minimum height \( H \) of the strip, and all rectangles in strip meet the following conditions:

1. rectangles cannot be overlapped;
2. the rectangle edges must be parallel to the X-or Y-axis;
3. each rectangle width cannot exceed the bounds of the strip.

\((x_{i1}, y_{i1})\) and \((x_{i2}, y_{i2})\) represent the lower-left corner and the upper right corner of the rectangle respectively. The mathematical description [41] of 2DSPP is as follows:

\[
\begin{align*}
\text{min} \quad & H \\
\text{s.t.} \quad & (1) \quad H = \max\{y_{i2}, i = 1, 2, \ldots, n\}; \\
& (2) \quad x_{i2} - x_{i1} = w_i \text{ and } y_{i2} - y_{i1} = y_i, \quad i = 1, 2, \ldots, n; \\
& (3) \quad \max\{x_{i1} - x_{j1}, x_{j1} - x_{i1}, y_{i1} - y_{j1}, y_{j1} - y_{i1}\} \geq 0 \\
& \quad \text{for } i, j = 1, 2, \ldots, n \text{ and } i \neq j; \\
& (4) \quad 0 \leq x_{i2} \leq (W - w_i) \text{ and } y_{i1} \geq 0, \quad i = 1, 2, \ldots, n;
\end{align*}
\]

The first constraint indicates that the total height of the strip used is labeled as \( H \), the second constraint indicates that the rectangles must be placed horizontally, the third constraint demonstrates that there is no overlap between the rectangles. The fourth constraint means that each rectangle must be in the strip.

B. PREVIOUS WORK

Researchers proposed several algorithms for the problem. Early scholars tried a bunch of exact algorithms. Beasley [2] proposed a tree-searching algorithm. Martello textitet al. [3] used the branch-and-bound algorithm. In 2019 Wei et al.
As an artificial intelligence approach, reinforcement learning (RL) method can directly extract useful information from the data, so that it can potentially learn better heuristic algorithms. RL has been widely used on combination optimization issues such as travelling salesman problem [19], vehicle routing problem [20], Graph Coloring [21], maximum independent set [22], and packing problems, etc. Bello [23] et al. proposed a combination optimization framework based on reinforcement learning, which has yielded good results on traveler issues and backpacking issues. In view of the complexity of the combinatorial optimization problems, the DQN [24] combining the reinforcement learning function and the artificial neural network has demonstrated its strong performance, especially for the Maximum Cut [25], the Maximum Common Subgraph [26] and other combinatorial optimization problems. A deep reinforcement learning framework based on dual DQN has been proposed for an online two-dimensional packing study [27]. Although reinforcement learning has better performance than heuristic algorithms on the problem of combinatorial optimization, the performance is influenced by the amount of training data.

C. OUR WORK

In this paper, a hybrid heuristic algorithm is proposed on DQN and SRA. The main contributions of this paper are as follows:

1. Previous rules have just considered “single-step” item placement. In this paper, the “two-step” successive items sequence is considered to get better combination by introducing a set of width relaxation factors.

2. In order to minimize the waste, a set of relaxation factors ($\alpha, \beta, 0 < \alpha < 1, 0 < \beta < 1$) is designed to give different fitness values in multiple width intervals.

3. Introduction of another “Scorer” based on reinforcement learning. DQN is used to establish the evaluation function to get the placement sequence score of rectangular items. Compared with other simple sequences sorted by the perimeter, width, etc., DQN can not only generate initial sequence, but also improve overall space utilization. Another advantage is preventing the heuristic algorithm from falling into the local optimum and reducing the number of iterations.

4. Algorithm fusion. The RSRA combining DQN and SRA is proposed without too many parameters in which the scoring rule is determined by combining the improved scoring rules (Scorer I) and DQN (Scorer II).

The remainder of this paper is organized as follows. Part II presents the hybrid heuristic algorithm based on improved scoring rules of skyline algorithm and the evaluation function based on DQN combined with SRA. Part III has shown experiments and analysis. The last part includes a conclusion and a prospect.

II. HYBRID HEURISTIC ALGORITHM BASED ON REINFORCEMENT LEARNING

A. SKYLINE ALGORITHM

As shown in Fig.1, the placement space on the lowest and the leftmost candidate line segment $s_{lowy}$ (give priority to
“the lowest”) is labeled as $S$ (in the blue box in Fig. 1). The height difference of the horizontal segment adjacent to $s_{\text{lowy}}$ the larger is $h_1$ and the smaller is $h_2$. The width of the $s_{\text{lowy}}$ is recorded as $s_{\text{lowy}},w$. The height and width of the candidate rectangles are recorded as $r,h$ and $r,w$. The smallest rectangle in the unplaced item sequence is recorded as $r_{\text{min}}$ and its width is recorded as $r_{\text{min}},w$. The space remaining after placing rectangular items in $S$ is recorded as $A$ (in the dotted box in the Fig. 1) and the width is labeled $A,w$.

The skyline algorithm [28] is used as the basic framework to determine the arrangement rules of rectangular items. The algorithm steps are as follow: for a given rectangular items sequence, repeat the following four steps until all rectangles are placed: 1) Find the $s_{\text{lowy}}$ as the initial position to place items; 2) Calculate the fitness value for each item in turn from the original sequence; 3) Place the rectangular item with the highest fitness value in the $S$; 4) update the skyline.

B. NEW SKYLINE SCORING RULES

The disadvantages of Yang’s rules [18] and Gao’s rules [29] are as follows:

1) There is no restriction or control over the width of the item to be placed in Yang’s rules. So items with smaller widths may be put first, which will waste more space than putting items with larger widths. It is not reasonable that putting items with different widths in the same position getting the same fitness values in Yang’s rules.

2) Gao [29] argued that space waste on width is inevitable or even necessary. A relaxation factor $\alpha$ is introduced specially to ensure a wider item to place first to minimize the width waste. However, there may be such a case that the remaining space after putting the wider item can also be put into one more item with minimum width. (See Fig. 2(a)–(b)). So the rules should be improved.

3) For the height controlling, Gao set items with large height to low fitness values by introducing a relaxation factor in the height dimension. So shorter item would be placed prior to the higher one, and it results in small $s_{\text{lowy}}$ (See Fig. 3(a)–(b)). However, the actual testing results on public datasets are not ideal. The main reason is if the following item to place has a bigger height, the final $s_{\text{lowy}}$ from the two items may be higher, and that leads to the increase of the overall height finally (See Fig. 3(c)–(d)).

Actually, previous rules have just considered “single-step” item placement. In this paper, the two successive items are considered together to get a better combination to place by introducing a set of width relaxation factors. The main improvements are as follows:

1) $A.w$ represents the width of the remaining space after placing one item. $r_{\text{min}},w$ is the width of the smallest item from the remaining unplaced items. $r_{\text{min}},w \leq A.w$ means that $r_{\text{min}}$ can also be placed here to further reduce the space waste. As Fig. 2(a)–(b) show, placing $r_1$ or $r_2$ will result in the same score. Fig. 2(c)–(d) are showing it’s evitable to cause a waste on width when $r_{\text{min}},w > A.w$. In this case, item $r_4$ with a larger width will be placed priority over $r_3$ to reduce the width waste.

2) Since that space waste is unavoidable to some extent, so the wider of the item to place, the higher the fitness value should be. In order to minimize the waste, a set of relaxation factors ($\alpha, \beta, 0 < \alpha < 1, 0 < \beta < 1$) is designed to give different fitness values in multiple width intervals. The optimal values $\alpha = 0.2$ and $\beta = 0.5$ are obtained by a number of experiments.

3) Height relaxation factor is abandoned to avoid excessive height value after combination placement (Fig. 3). Considering two situations of when $r,w = s_{\text{lowy}},w$ as Fig. 4(a)–(b) $(r,h = h_1$ vs. $r,h = h_2$), the fitness value of the former is set higher so that it can make the space more flat which is more conducive to place the next item. The overlapping rules in literature [29] are also considered in the new rules.

The details are shown in Table 1 and Figure 4(a)-(f).

C. REINFORCEMENT LEARNING METHODS

Reinforcement learning is based on environmental feedback mechanisms. Through constant interaction with the environment, trial and error, reinforcement learning achieves maximizes the benefits of the overall action.

Q-learning algorithm is one of the value-based algorithms in reinforcement learning. $Q(s,a)$ is the reward value that
represent the execution of action \( a \) in the case of state \( s \). Q function selects the maximum action execution value in the case of the state \( s \). As a table function in the Q-learning algorithm, Q-table is not suitable for 2DSPP. So the DQN is used instead of Q-table for Q-learning. The principle of the DQN is to use an artificial neural network to replace the action-value function. The neural network is much more powerful than artificial feature search because it has strong expression ability and can automatically extract features. The network structure used in this paper has been shown in Fig. 5.

Data pre-processing approaches are shown in Table 2. For the input data, \( h_{\text{large}} \) is calculated from the height difference between \( r.h \) and \( h_1 \); \( h_{\text{small}} \) is calculated from the height difference between \( r.h \) and \( h_2 \). \( W \) is calculated from the difference between the width of the \( r.w \) and the width of the space to be placed \( s_{\text{lowy}}.w \). \( h_r \) is the ratio of \( r.h \) to \( r.h_{\text{max}} \) which is the maximum height of the remaining items. And \( w_r \) is the ratio of \( r.w \) to the \( r.w_{\text{max}} \) which is the maximum width of the remaining items.
**TABLE 2.** Data preprocessing for DQN.

| DATA     | APPROACH |
|----------|----------|
| $h_{\text{large}}$ | $1 - \tanh \left( \frac{r.h - h}{r.h + h} \cdot \frac{h}{h_1 + h_2} \right)^2$ |
| $h_{\text{small}}$ | $1 - \tanh \left( \frac{r.h - h}{r.h + h} \cdot \frac{h}{h_1 + h_2} \right)^2$ |
| $w$ | $\frac{s_{\text{skyline}} - w.R}{s_{\text{skyline}}}$ |
| $h_j$ | $\frac{r.h}{r_{\text{max}}.h}$ |
| $w_j$ | $\frac{r.w}{r_{\text{max}}.w}$ |

Algorithm 1 RSRA

**Input:** Rectangular item sequence $R(r_1, r_2, \ldots, r_n)$

**Output:** besth

1: $R \leftarrow \text{MinH} \{\text{skyline}(R_p), \text{skyline}(R_a), \text{skyline}(R_b), \text{skyline}(R_c), \text{skyline}(R_{SI})\}$
2: LS($R$)
3: While No longer than the required program run time do
4:   for $i \leftarrow 1$ to $n$ do
5:     Randomly select two sequence numbers $j$ and $k$ in $R$;
6:     Exchange $j$ and $k$ in Order $r$ to obtain the new sequence $R^*_{\text{RS}}$;
7:     currenth $\leftarrow \text{skyline}(R^*, \text{Scorer I, Scorer II})$;
8:     if currenth $< \text{besth}$ then
9:       besth $\leftarrow$ currenth;
10:      $R \leftarrow R^*$;
11: else
12:       $p \leftarrow \text{currenth/(currenth+besth)}$;
13:       if $p < \text{random}(0,1)$ then
14:         $R \leftarrow R^*$;
15:     end if
16: end if
17: end for
18: end while
19: return besth;

And if the scores from Scorer II are also equal, the items will be placed in order.

**III. EXPERIMENTAL ANALYSIS**

**A. NETWORK MODEL TRAINING**

For the training of the neural network Scorer II, C [30], NT [31], CX [32], BWMV [13], [33], N [14], ZDF [34] and NP [35] and 500 groups of data sets are generated based on the algorithm proposed by Bortfeldt and Gehring [37]. Randomly select 80% of the data as TrainSet and 20% as TestSet. The training process is as follows:

1. At the beginning of the training, randomly select $n$ sets of data from TrainSet to get the TrainSets as the dataset used in this cycle, and then sequentially pack each set of data in TrainSets, which is a sequence $R$ composed of rectangular items.
2. Randomly select a number $m$ from $0, \text{num}$ in which $\text{num}$ is the number of items in $R$. Use skyline algorithm under Scorer II to pack $m$ items from $R$. Mark the lowest line here as $s_{\text{lowy}}$. Let $k$ be equal to $\text{num} - m$. A very small $k$ value would result in low credibility of the DQN. Set a threshold $t$ for $k < t$ would skip to the next loop. Otherwise the k items at this time are processed according to the data pre-processing method of Table 2 and recorded as $x_j$.
3. Try to place each $x_j$ ($j = 1 \ldots k$) at $s_{\text{lowy}}$ to execute the skyline algorithm and get the final height $h_j$. Record the maximum height $h_{\text{max}}$ and the minimum height $h_{\text{min}}$.
4. Use the equation $y_j = \frac{h_{\text{max}} - h_j}{h_{\text{max}} - h_{\text{min}}}$ to calculate $y_j$ from each $x_j$. Save all $x_j$ and $y_j$.
5. Finally, use the saved $x_j$ as input and $y_j$ as the target value to train the Scorer II. The training would end when the set time or the optimal effect has been achieved. The detail is described as Algorithm 2.

**B. EXPERIMENTAL DATA AND EXPERIMENTAL ENVIRONMENT**

Current excellent algorithms including GRASP [15], SRA [18], IA [39] and ISH [40] have been compared with RSRA in order to verify the performance. At the same time, according to the method used by Lenug et al. [17], the problem can be subdivided into two: the zero-waste problem and non-zero waste problem. The optimal solution to the zero-waste problem is already known, while the optimal solution to the non-zero waste problem is mostly unknown which will generally contain some waste space. The C, N, CX and NT datasets are used for the zero-waste problem. And the non-zero waste problem will be tried to be solved on the 2sp [2], [32], [36], NP, ZDF, and BWMV datasets.

The computer is with Intel(R) Core(TM) i7-10750H CPU 2.60 GHz, RAM 16GB. The results from GRASP, SRA, IA and ISH are based on the literatures [15], [18], [39] and [40] respectively.

**C. EXPERIMENTAL RESULT**

All instances of the eight datasets and the best solutions from the RSRA can be found in the website (https://github.com/Gitlixiangdong/BestSolutions). Tables 3-10 in the Appendix generating the origin sequence from FIVE indexes: perimeter, area, width, length (from Scorer I) and the Scorer II. The solution of the smallest height in the FIVE sequences will be saved for the next stage. (2) The second line shows a local search algorithm (LS()) proposed by Leung et al. [17] is used for a further better solution. The LS() will swap the two items in a given sequence in turn and implement the skyline algorithm to get a “local best” solution. (3) For the line 3-line 19, the SRA will be used to improve the solution ultimately. It should be noted that line 7 combines Scorer I and Scorer II to make decision: Scorer II will be used first. Scorer II rule will be used only if the scores from Scorer I are equal.
Algorithm 2 Network Model Training

**Input:** TrainSet  
**Output:** Scorer II

1: Random initialization neural network Scorer II  
2: While No longer than the required program run time or the desired results do  
3: Randomly select n sets of data from TrainSet as TrainSet*  
4: for i ← 1 to n do  
5:   R ← TrainSet*[i]  
6:   num ← number of items in R  
7:   m ← randomint(0,num)  
8:   Scorer II is used as a scoring rule to pack m rectangular items in R by skyline algorithm  
9:   k ← num-m  
10: if k < t then  
11:   Continue  
12: end if  
13: for j ← 1 to k do  
14:   Put the j-th item in the sequence of k items into s_lowy  
15:   Let the input of item j and the current position data be preprocessed as x_j  
16:   Continue with the skyline algorithm until all rectangular items are packed and get h_j  
17: end for  
18: h_min ← min(h_j), h_max ← max(h_j)  
19: for j ← 1 to k do  
20:   y_j = h_max-h_j  
21:   Save x_j and y_j to x, y  
22: end for  
23: Train the Scorer II based on the obtained x as input and y as output  
24: end while  
25: return Scorer II

**FIGURE 6.** Ave. Gap% comparison of five algorithms.

**FIGURE 7.** Best. Gap% comparison of five algorithms.

**FIGURE 8.** Count numbers of optimal solutions from Ave. Gap%.

**FIGURE 9.** Count numbers of optimal solutions from the Best. Gap%.

BestH is the best height found in one run. Ave. Gap% and Best. Gap% denote the average Gap and the best (smallest) Gap during 10 runs for each instance respectively [18].

Figures 6 & 7 have shown the average values of Ave. Gap% and Best. Gap% on eight datasets from five algorithms. For the Ave. Gap% as shown in Fig.6, the RSRA algorithm has achieved the best results on all the 8 datasets comparing to other four algorithms. The average Ave. Gap% value of RSRA algorithm is 45.86%, 45.16%, 30.89% and 20.56% lower than that of GRASP, SRA, IA, and ISH respectively. For the Best. Gap% as shown in Fig.7, the RSRA algorithm has obtained the best (smallest) values on 6 data sets (on dataset of C, N, CX, NT, NP, BWMV) out of 8 ones. And the average Best. Gap% value of RSRA algorithm is 48.86%, 35.21%, 18.76% and 9.57% lower than that of GRASP, SRA, IA, and ISH respectively.

Furthermore, the values showing the optimal solutions between all the five algorithms for each instance are labeled in bold in Tables 4-11. And figures 8 & 9 have shown the count numbers of optimal solutions with the Ave. Gap% and Best. Gap% values obtained on all the data sets of the five
TABLE 3. Dataset C calculation results.

| Instance | n  | W  | LB | GRASP | SRA | IA | ISH | RSRA | Ave. Gap% | best. Gap% |
|----------|----|----|----|-------|-----|----|-----|------|----------|------------|
| C11      | 16 | 20 | 20 | 0     | 0   | 0  | 0   | 0    | 1.7      | 0.7        |
| C12      | 17 | 20 | 20 | 0     | 0   | 0  | 0   | 0    | 1.7      | 0.7        |
| C13      | 16 | 20 | 20 | 0     | 0   | 0  | 0   | 0    | 1.7      | 0.7        |
| C21      | 25 | 40 | 15 | 0     | 0   | 0  | 0   | 0    | 0.9      | 0.9        |
| C22      | 25 | 40 | 15 | 0     | 0   | 0  | 0   | 0    | 0.9      | 0.9        |
| C23      | 25 | 40 | 15 | 0     | 0   | 0  | 0   | 0    | 0.9      | 0.9        |
| C31      | 28 | 60 | 30 | 0     | 0   | 0  | 0   | 0    | 0.9      | 0.9        |
| C32      | 29 | 60 | 30 | 3.3  | 3.3 | 1.3| 0   | 1.3   | 3.3      | 3.3        |
| C33      | 28 | 60 | 30 | 0     | 0   | 0  | 0   | 0    | 0.9      | 0.9        |
| C41      | 49 | 60 | 30 | 1.7  | 1.7 | 1.7| 0.7 | 1    | 1.7      | 1.7        |
| C42      | 49 | 60 | 30 | 1.7  | 1.7 | 1.7| 1.7 | 1    | 1.7      | 1.7        |
| C43      | 49 | 60 | 30 | 1.7  | 1.7 | 0  | 0   | 0    | 1.7      | 0.7        |
| C51      | 73 | 60 | 90 | 1.1  | 0.9 | 0.8| 0.2 | 0    | 1.1      | 0.7        |
| C52      | 73 | 60 | 90 | 1.1  | 0.4 | 0  | 0   | 0    | 1.1      | 0.4        |
| C53      | 73 | 60 | 90 | 1.1  | 1.1 | 1  | 1   | 1    | 1.1      | 1.1        |
| C61      | 97 | 80 | 120| 1.7  | 0.8 | 0.7| 0.8 | 0.8   | 1.7      | 0.8        |
| C62      | 97 | 80 | 120| 0.8  | 0.8 | 0.3| 0.6 | 0.3   | 0.8      | 0.8        |
| C63      | 97 | 80 | 120| 1.7  | 0.8 | 0.8| 0.8 | 0.6   | 1.7      | 0.8        |
| C71      | 196| 160| 240| 1.7  | 0.4 | 0.4| 0.4 | 0.4   | 1.3      | 0.4        |
| C72      | 197| 160| 240| 1.3  | 0.4 | 0.4| 0.4 | 0.4   | 1.3      | 0.4        |
| C73      | 196| 160| 240| 1.3  | 0.4 | 0.4| 0.4 | 0.4   | 1.3      | 0.4        |
| Average  |     |    |    | 0.95 | 0.69| 0.45| 0.43| 0.38  | 0.95     | 0.62       |

TABLE 4. Dataset N calculation results.

| Instance | Ave. Gap% | best. Gap% |
|----------|-----------|------------|
| GRASP    | SRA       | IA         | ISH | RSRA |
| N1       | 0         | 0          | 0   | 0    |
| N2       | 0         | 0          | 0   | 0    |
| N3       | 2         | 0          | 0   | 0    |
| N4       | 1.3       | 0          | 0   | 0    |
| N5       | 2         | 0          | 0   | 0    |
| N6       | 1         | 0.2        | 0   | 0.1  |
| N7       | 1         | 0          | 0   | 0    |
| N8       | 1.3       | 1.3        | 1.3 | 1.3  |
| N9       | 0.7       | 0.6        | 0   | 0.2  |
| N10      | 0.7       | 0.4        | 0   | 0    |
| N11      | 0.7       | 0.1        | 0   | 0    |
| N12      | 1.3       | 0.3        | 0.3 | 0.3  |
| N13      | 0.5       | 0.1        | 0.1 | 0.1  |
| Average  | 0.96      | 0.23       | 0.13| 0.15 | 0.11|

TABLE 5. Dataset CX calculation results.

| Instance | Ave. Gap% | best. Gap% |
|----------|-----------|------------|
| GRASP    | SRA       | IA         | ISH | RSRA |
| 50cx     | 2.2       | 0.3        | 0   | 0.2  |
| 100cx    | 2.8       | 3.3        | 2.4 | 2.6  | 2.0|
| 500cx    | 0.8       | 0          | 0   | 0    |
| 1000cx   | 0.3       | 0          | 0   | 0    |
| 5000cx   | 0         | 0          | 0   | 0    |
| 10000cx  | 0         | 0          | 0   | 0    |
| 15000cx  | 0         | 0          | 0   | 0    |
| Average  | 0.88      | 0.52       | 0.34| 0.4  | 0.31|

algorithms. For the Ave. Gap%, the RSRA algorithm has the largest number of optimal solutions on 6 datasets (C, CX, NT, 2sp, NP, BWMV) out of 8 ones, and has the largest number of optimal solutions in SUM. For the Best. Gap%, the RSRA algorithm has the largest number of optimal solutions on 5 datasets (C, N, NP, ZDF, BWMV) out of 8 ones, and has...
TABLE 6. Dataset NT calculation results.

| Instance | Ave.Gap% | best.Gap% |
|----------|----------|-----------|
| n1a      | 0        | 0         |
| n1b      | 4.5      | 4.5       |
| n1c      | 0        | 0         |
| n1d      | 0        | 0         |
| n1e      | 0        | 0         |
| n2a      | 3        | 3         |
| n2b      | 3        | 3         |
| n2c      | 4        | 4         |
| n2d      | 4.5      | 4.5       |
| n2e      | 2        | 2         |
| n3a      | 4.5      | 4.5       |
| n3b      | 4        | 4         |
| n3c      | 0        | 0         |
| n3d      | 3.5      | 3.5       |
| n3e      | 3.5      | 3.5       |
| n4a      | 3        | 3         |
| n4b      | 3.5      | 3.5       |
| n4c      | 2.5      | 2.5       |
| n4d      | 2.5      | 2.5       |
| n4e      | 2.5      | 2.5       |
| n5a      | 2.5      | 2.5       |
| n5b      | 2        | 2         |
| n5c      | 2        | 2         |
| n5d      | 2        | 2         |
| n5e      | 2        | 2         |
| n6a      | 2        | 2         |
| n6b      | 2.5      | 2.5       |
| n6c      | 2.5      | 2.5       |
| n6d      | 2.5      | 2.5       |
| n7a      | 1        | 1         |
| n7b      | 1.5      | 1.5       |
| n7c      | 1.5      | 1.5       |
| n7d      | 1.5      | 1.5       |
| n7e      | 1.5      | 1.5       |
| t1a      | 0        | 0         |
| t1b      | 0        | 0         |
| t1c      | 0        | 0         |
| t1d      | 0        | 0         |
| t1e      | 0        | 0         |
| t2a      | 2        | 2         |
| t2b      | 4        | 4         |
| t2c      | 0        | 0         |
| t2d      | 3        | 3         |
| t2e      | 3        | 3         |
| t3a      | 3.5      | 3.5       |
| t3b      | 4.5      | 4.5       |
| t3c      | 3        | 3         |
| t3d      | 3.5      | 3.5       |
| t3e      | 4        | 4         |
| t4a      | 2.5      | 2.5       |
| t4b      | 2.5      | 2.5       |
| t4c      | 2        | 2         |
| t4d      | 2        | 2         |
| t4e      | 3        | 3         |
| t5a      | 3        | 3         |
| t5b      | 2        | 2         |
| t5c      | 2.5      | 2.5       |

The results can be analyzed further according to the size of the dataset. As shown in Fig.6, even though the results

do not hallucinate.
of RSRA are much better than that of the other four algorithms, they are very close to that of GRASP and ISH. This is probably because the dataset of 2sp is so small (most of the instances are with $n \leq 50$). The CX and ZDF datasets have contained of instances with $n \geq 10,000$, and the performance of the RSRA seems much better than the other four algorithms. The count numbers of problem instances in other five datasets (C, N, NT, NP, BWMV) are mostly with $50 \leq n \leq 200$. RSRA algorithm is also effective on datasets with medium problem size. Therefore, it can be concluded

| Instance | Ave. Gap % | best. Gap % |
|----------|------------|-------------|
|          | GRASP | SRA | IA | ISH | RSRA | GRASP | SRA | IA | ISH | RSRA |
| gcuc1    | 16     | 10   | 23 |     |      | 2.3   | 4.3 | 4 | 0   | 0   |
| gcuc2    | 23     | 70   | 63 |     |      | 3.2   | 3.2 | 3.2 | 3.2 | 3.2 |
| gcuc3    | 62     | 70   | 636|     |      | 4.5   | 4.3 | 4.3 | 4.3 | 4.3 |
| gcuc4    | 50     | 150  | 50 |     |      | 5.1   | 5   | 4.9 | 5.1 | 5.1 |
| gcuc5    | 10     | 250  | 1016|     |      | 1.11  | 1.11| 1.11| 1.11| 1.11 |
| gcuc6    | 20     | 500  | 2514|     |      | 3.7   | 3.2 | 2.9 | 2.9 | 2.9 |
| gcuc7    | 30     | 500  | 4641|     |      | 14.6  | 14.6| 14.6| 14.6| 14.6 |
| gcuc8    | 10     | 1000| 2022|     |      | 11.4  | 11.4| 11.4| 11.4| 11.4 |
| gcuc9    | 30     | 5000| 6537|     |      | 17.3  | 17.3| 17.3| 17.3| 17.3 |
| gcuc10   | 32     | 3000| 4772|     |      | 17.3  | 17.3| 17.3| 17.3| 17.3 |
| gcuc11   | 10     | 100 | 23  |     |      | 2.3   | 4.1 | 4.1 | 4.1 | 4.1 |
| gcuc12   | 17     | 100 | 30  |     |      | 3.3   | 3.3 | 3.3 | 3.3 | 3.3 |
| gcuc13   | 21     | 100 | 28  |     |      | 0     | 0   | 0   | 0   | 0   |
| gcuc14   | 7      | 100 | 20  |     |      | 0     | 0   | 0   | 0   | 0   |
| gcuc15   | 14     | 100 | 36  |     |      | 0     | 0   | 0   | 0   | 0   |
| gcuc16   | 15     | 100 | 29  |     |      | 0     | 0   | 0   | 0   | 0   |
| gcuc17   | 8      | 200 | 10  |     |      | 0     | 0   | 0   | 0   | 0   |
| gcuc18   | 13     | 200 | 32  |     |      | 0     | 0   | 0   | 0   | 0   |
| gcuc19   | 18     | 200 | 49  |     |      | 0     | 0   | 0   | 0   | 0   |
| gcuc20   | 13     | 300 | 80  |     |      | 0     | 0   | 0   | 0   | 0   |
| gcuc21   | 15     | 300 | 50  |     |      | 0     | 0   | 0   | 0   | 0   |
| gcuc22   | 22     | 300 | 87  |     |      | 0     | 0   | 0   | 0   | 0   |
| gcm1     | 20     | 250| 30  |     |      | 0     | 0   | 0   | 0   | 0   |
| gcm2     | 40     | 250| 57  |     |      | 0     | 0   | 0   | 0   | 0   |
| gcm3     | 60     | 250| 84  |     |      | 0     | 0   | 0   | 0   | 0   |
| gcm4     | 80     | 250| 107 |     |      | 0     | 0   | 0   | 0   | 0   |
| gcm5     | 100    | 250| 134 |     |      | 0     | 0   | 0   | 0   | 0   |
| gcm6     | 40     | 400| 36  |     |      | 0     | 0   | 0   | 0   | 0   |
| gcm7     | 80     | 400| 67  |     |      | 0     | 0   | 0   | 0   | 0   |
| gcm8     | 120    | 400| 101 |     |      | 0     | 0   | 0   | 0   | 0   |
| gcm9     | 160    | 400| 126 |     |      | 0     | 0   | 0   | 0   | 0   |
| gcm10    | 200    | 400| 156 |     |      | 0     | 0   | 0   | 0   | 0   |
| Average  | 2.68   | 3.07 | 3.06 | 2.78 | 2.68 | 2.68 | 3.05 | 3.04 | 2.68 | 2.67 |
TABLE 8. Dataset Np calculation results.

| Instance | Ave. Gap% | best. Gap% |
|----------|-----------|------------|
|          | GRASP     | SRA        | IA         | ISH        | RSRA       | GRASP     | SRA        | IA         | ISH        | RSRA       |
| n        | W         | LB         |            |            |            |            |            |            |            |            |            |
| Nnice1   | 25        | 1000       | 1000       | 3.4        | 3.7        | 3.4        | 3.6        | 3.4        | 3.4        | 3.4        |
| Nnice2   | 50        | 1000       | 1001       | 4.6        | 3.7        | 2.9        | 3.5        | 2.9        | 3.4        | 2.9        |
| Nnice3   | 100       | 1000       | 1001       | 4          | 3.3        | 2.5        | 3.1        | 3.1        | 2.5        | 2.5        |
| Nnice4   | 200       | 1000       | 1001       | 3.6        | 2.2        | 1.9        | 2.3        | 2.3        | 2.3        | 1.8        |
| Nnice5   | 500       | 1000       | 1000       | 2.4        | 0.8        | 0.6        | 0.7        | 0.7        | 0.7        | 0.7        |
| Nnice6   | 1000      | 1000       | 999        | 2.1        | 0.3        | 0.5        | 0.4        | 0.2        | 0.2        | 0.2        |
| Path1    | 25        | 1000       | 1001       | 4.1        | 4.2        | 4.1        | 4          | 4          | 4          | 4          |
| Path2    | 50        | 1000       | 1000       | 1.9        | 0.9        | 0.1        | 0.1        | 0.1        | 0.1        | 0.1        |
| Path3    | 100       | 1000       | 1000       | 2.7        | 2.3        | 1.9        | 1.8        | 1.8        | 2.7        | 2.2        |
| Path4    | 200       | 1000       | 1002       | 2.1        | 1.4        | 1.2        | 1.2        | 1.2        | 2.1        | 1.4        |
| Path5    | 500       | 1000       | 1000       | 3.4        | 1.4        | 1          | 1          | 1          | 3.4        | 1.4        |
| Path6    | 1000      | 1000       | 1002       | 2.4        | 0.6        | 0.5        | 0.5        | 0.5        | 2.4        | 0.6        |
| Average  |           |            |            | 3.05       | 2.1        | 1.71       | 1.85       | 1.6        | 3.05       | 1.9        |

TABLE 9. Dataset ZDF calculation results.

| Instance | Ave. Gap% | best. Gap% |
|----------|-----------|------------|
|          | GRASP     | SRA        | IA         | ISH        | RSRA       | GRASP     | SRA        | IA         | ISH        | RSRA       |
|          |            |            |            |            |            |            |            |            |            |            |
| n        | W         | LB         |            |            |            |            |            |            |            |            |
| zdF1     | 580       | 100        | 330        | 0.9        | 0          | 0          | 0          | 0          | 0          | 0          |
| zdF2     | 660       | 100        | 357        | 0.8        | 0          | 0          | 0          | 0          | 0          | 0          |
| zdF3     | 740       | 100        | 384        | 0.8        | 0          | 0          | 0          | 0          | 0          | 0          |
| zdF4     | 820       | 100        | 407        | 0.7        | 0          | 0          | 0          | 0          | 0          | 0          |
| zdF5     | 900       | 100        | 434        | 0.7        | 0          | 0          | 0          | 0          | 0          | 0          |
| zdF6     | 1532      | 3000       | 4872       | 7.8        | 3.7        | 2.9        | 2.8        | 2          | 7.8        | 3.1        | 2.6        | 2.2        | 2          |
| zdF7     | 2432      | 3000       | 4852       | 6.4        | 4.1        | 3.1        | 2.7        | 2.8        | 6.4        | 3.8        | 2.6        | 3.8        | 3.8        |
| zdF8     | 2532      | 3000       | 5172       | 7.2        | 5.7        | 4.2        | 0.9        | 0.5        | 7.2        | 5.7        | 4.2        | 0.5        | 0.5        |
| zdF9     | 5032      | 3000       | 5172       | 5.9        | 7          | 2          | 0.4        | 0.1        | 5.9        | 7          | 2          | 0          | 0          |
| zdF10    | 5064      | 6000       | 5172       | 7.7        | 3.9        | 3.8        | 0.1        | 0          | 7.7        | 3.9        | 3.8        | 0          | 0          |
| zdF11    | 7564      | 6000       | 5172       | 7.3        | 4.7        | 2.4        | 0.5        | 0.5        | 7.3        | 4.7        | 2.4        | 0.5        | 0.5        |
| zdF12    | 10664     | 6000       | 5172       | -          | 4.7        | 1.2        | 0.5        | 0.5        | -          | 4.7        | 1.2        | 0.5        | 0.5        |
| zdF13    | 15096     | 6000       | 5172       | -          | 4.5        | 1.2        | 0.5        | 0.5        | -          | 4.5        | 1.2        | 0.5        | 0.5        |
| zdF14    | 25032     | 3000       | 5172       | -          | 1.8        | 2.1        | 0          | 0          | -          | 1.8        | 2.1        | 0          | 0          |
| zdF15    | 50032     | 3000       | 5172       | -          | 0.7        | 0          | 0          | 0          | -          | 0.7        | 0          | 0          | 0          |
| zdF16    | 75032     | 3000       | 5172       | -          | 0          | 0          | 0          | 0          | -          | 0          | 0          | 0          | 0          |
| Average  | -         | 2.56       | 1.43       | 0.52       | 0.4        | -          | 2.49       | 1.38       | 0.36       | 0.45       |

that the RSRA algorithm would achieve better performance than the other four algorithms on eight datasets, especially on the relatively large datasets.

The RSRA algorithm has also been compared with the SPSAL and IAm algorithms proposed by Rakotonirainy et al. [38] in 2020. All the instances used in experiments are from the benchmark clusters proposed by Van Vuuren and Rakotonirainy [42]. Cluster1 consists of instances with predominantly narrow items of elongated rectangular shape, which are widely varying in size. Cluster2 mainly contains a number of items with large size and are predominantly homogeneous. Cluster3 mainly consists of approximately square items with different sizes. These items are much smaller than the width of the strip. Cluster4 mainly contains approximately square items with the same size.

Table 11 in the Appendix has shown the results from the RSRA compared with the SPSAL, IAm, GRASP, SRA, IA and ISH algorithms. Since Rakotonirainy et al. [38] did not provide the algorithm source code, so we apply RSRA algorithm on the data set from literature [38]. Mean performance ratios achieved by the various algorithms together with their ranks at a 5% level of significance have been shown in parentheses in the table. A rank of 1 indicates that the algorithm achieved the smallest mean packing height over the instances in a cluster of benchmark data. The other algorithm experiment results come from literature [38], the result data ranking is shown in parentheses. Table 11 has shown that the RSRA has achieved best results on all the four data clusters. Even on the “complex” Cluster1, RSRA has achieved very good result. And the performance of RSRA has no statistical difference from IAm on the other three clusters at the significance level of 5%.

Compared to IAm, the advantages of RSRA can be concluded as follow: (1) The scoring rules (Scorer I) used by the RSRA are more refined and reasonable than IAm. This makes it more effective to generate the best rectangular items sequence for placement. (2) DQN was used in RSRA to obtain the evaluation function as Scorer II. So the
TABLE 10. Dataset BWMV calculation results.

| Instance | n   | W   | LB   | Ave.Gap% | best.Gap% |
|----------|-----|-----|------|----------|-----------|
|          | 40  | 10  | 60.3 |          |           |
|          | 60  | 10  | 121.6| 0.2      | 0.2       |
|          | 80  | 10  | 187.4| 0.6      | 0.6       |
|          | 100 | 10  | 262.2| 0.2      | 0.2       |
|          | 100 | 10  | 304.4| 0.2      | 0.2       |
|          | 40  | 30  | 19.7 | 0.5      | 0.5       |
|          | 60  | 30  | 39.1 | 0.3      | 0.3       |
|          | 80  | 30  | 60.1 | 0.1      | 0.1       |
|          | 100 | 30  | 100.5| 0.2      | 0.2       |
| C03      | 20  | 40  | 157.4| 3.9      | 3.9       |
|          | 40  | 40  | 328.8| 1.6      | 1.6       |
|          | 60  | 40  | 500  | 1.3      | 1.3       |
|          | 80  | 40  | 701.7| 1.1      | 1.1       |
|          | 100 | 40  | 832.7| 0.9      | 0.9       |
| C04      | 20  | 100 | 61.4 | 3.1      | 3.1       |
|          | 40  | 100 | 123.9| 1.9      | 1.9       |
|          | 60  | 100 | 193  | 1.9      | 1.9       |
|          | 80  | 100 | 267.2| 1.8      | 1.8       |
|          | 100 | 100 | 322  | 1.6      | 1.6       |
| C05      | 20  | 100 | 512.2| 4.2      | 4.2       |
|          | 40  | 100 | 1053.8| 2       | 2         |
|          | 60  | 100 | 1614 | 2       | 2         |
|          | 80  | 100 | 2268.4| 1       | 1         |
|          | 100 | 100 | 2671.4| 1.3     | 1.3       |
| C06      | 20  | 10  | 159.9| 4.6      | 4.6       |
|          | 40  | 10  | 323.5| 3.1      | 3.1       |
|          | 60  | 10  | 505.1| 2.9      | 2.9       |
|          | 80  | 10  | 699.7| 2.7      | 2.7       |
|          | 100 | 10  | 843.8| 2.5      | 2.5       |
| C07      | 20  | 30  | 490.4| 2.3      | 2.3       |
|          | 40  | 30  | 1049.7| 0.9     | 0.9       |
|          | 60  | 30  | 1515.9| 0.9     | 0.9       |
|          | 80  | 30  | 2206.1| 0.7     | 0.7       |
| C08      | 20  | 40  | 434.6| 5.5      | 5.5       |
|          | 40  | 40  | 922  | 3.5      | 3.5       |
|          | 60  | 40  | 1360.9| 3.2     | 3.2       |
|          | 80  | 40  | 1909.3| 3.3     | 3.3       |
|          | 100 | 40  | 2362.8| 3.1     | 3.1       |
| C09      | 20  | 100 | 1106.8| 0       | 0         |
|          | 40  | 100 | 2189.2| 0.1     | 0.1       |
|          | 60  | 100 | 3410.4| 0.1     | 0.1       |
|          | 80  | 100 | 4578.6| 0.2     | 0.2       |
|          | 100 | 100 | 5430.5| 0.1     | 0.1       |
| C10      | 20  | 100 | 337.8| 3.8      | 3.8       |
|          | 40  | 100 | 642.8| 3.4      | 3.4       |
|          | 60  | 100 | 911.1| 2.6      | 2.6       |
|          | 80  | 100 | 1177.6| 2.7     | 2.7       |
|          | 100 | 100 | 1476.5| 2.4     | 2.4       |
| Average  |    |    |      | 1.77    | 1.77      |

TABLE 11. Dataset cluster calculation results comparing to ref [38].

| Mean(Rank) | GRASP | SRA | IA   | ISH | SPSAL | IAm | RSRA |
|------------|-------|-----|------|-----|-------|-----|------|
| Clusters   | GRASP | SRA | IA   | ISH | SPSAL | IAm | RSRA |
| Cluster1   | 1.11(4)| 1.04(2)| 1.05(3)| 1.04(2)| 1.24(5)| 1.04(2)| 1.03(1)|
| Cluster2   | 1.11(5)| 1.08(3)| 1.07(2)| 1.08(3)| 1.10(4)| 1.07(2)| 1.06(1)|
| Cluster3   | 1.15(5)| 1.10(3)| 1.10(3)| 1.10(3)| 1.14(4)| 1.09(1)| 1.09(1)|
| Cluster4   | 1.12(2)| 1.06(1)| 1.06(1)| 1.06(1)| 1.16(2)| 1.06(1)| 1.06(1)|

The solution with the smallest height will be saved for the next stage. This ensures that the heuristic algorithm
can obtain a better initial solution to improve the overall performance.

IV. CONCLUSION

This paper has proposed a hybrid heuristic algorithm for 2DSPP problem. Firstly, scoring rules based on skyline have been improved to reduce the space waste called Scorer I. Secondly, the reinforcement learning method has been used to enhance the local search ability and reduce the number of iterations called Scorer II. The Scorer I and II have been combined with a SRA to be the RSRA. Experiments show that compared with the other four excellent heuristic algorithms (GRASP, SRA, IA, ISH), the RSRA has achieved the best performance on eight datasets (C, N, CX, NT, 2sp, NP, ZDF, BWMV) and has dropped the Ave. Gap% by 45.86%, 45.16%, 30.89% and 20.56% than GRASP, SRA, IA, ISH respectively. It can be roughly concluded that the RSRA would achieve better performance than the other four algorithms on eight datasets, especially on the relatively large datasets.

Researchers have found reinforcement learning can achieve excellent performance for combinatorial optimization problems [24], even though it also has some limitations. For the running time, RL seems to be more time consuming. Another problem is how to improve the generalization ability. That is, train on a dataset and generalize it to other similar datasets. It’s also found that the performance of RL mainly depends on the structure of the neural network. So in the future, we will focus on the neural network structure and training algorithm to enhance the learning ability of RL, and improve the generalization of the algorithm.

APPENDIX

See Tables 3–11.
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