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ABSTRACT

New front-end electronics including ASICs and FPGA boards are under development for the ATLAS Monitored Drift Tube (MDT) detector to handle the large data rates and harsh environment expected at high-luminosity LHC runs. A mobile Data Acquisition (miniDAQ) system is designed to perform integration tests of these front-end electronics. In addition, it will be used for surface commissioning of 96 small-radius MDT (sMDT) chambers and for integration and commissioning of new front-end electronics on the present ATLAS MDT chambers. Details of the miniDAQ hardware and firmware are described in this article. The miniDAQ system is also used to read out new front-end electronics on an sMDT prototype chamber using cosmic muons and results obtained are shown.

1. Introduction

The ATLAS detector [1] is a general-purpose particle detector designed to study proton-proton interactions at the Large Hadron Collider (LHC) at CERN [2]. Its muon spectrometer is designed to trigger and identify muons produced in collisions and to measure their momenta [3]. Resistive Plate Chambers (RPC) [4] and Thin Gap Chambers (TGC) [5] are used as fast trigger chambers in the barrel ($|\eta| < 1.05$) and endcap ($1.05 < |\eta| < 2.4$) regions, respectively. Three (two) stations of Monitored Drift Tube (MDT) chambers in the barrel (endcap) regions are used as precision-tracking chambers. The endcap inner station has a new detector composed of eight layers of Micromegas (MM) and eight layers of small-strip TGC (sTGC) installed in 2021 [6].

The ATLAS muon spectrometer is designed to provide a standalone momentum measurement with a relative resolution better than 3% over a wide $p_T$ range and 10% at $p_T = 1$ TeV [1], where $p_T$ is the muon transverse momentum. The momentum in the muon spectrometer is measured from the deflection of the muon trajectory in the magnetic field generated by a system of air-core toroid coils. The MDT chambers, together with MM and sTGC, perform precision charged particle tracking in the transverse plane. Each MDT tube has an average spatial resolution of $\sim 100$ $\mu$m.

The current MDT readout system was designed to cope with the original LHC design luminosity of $10^{34}$ cm$^{-2}$ s$^{-1}$ with a first-level trigger acceptance rate of 100 kHz and a latency of 2.5 $\mu$s [7]. Hits are stored in buffered memories of front-end electronics waiting for the ATLAS first-level trigger acceptance signal, while the first-level muon trigger is exclusively based on RPC/TGC trigger detectors. The high-luminosity LHC (HL-LHC) will have the instantaneous luminosity increased by a factor of $5 - 7.5$ and the integrated luminosity increased by a factor of $\sim 10$. The targeted ATLAS first-level trigger acceptance rate and latency are 1 MHz and 10 $\mu$s, respectively [8]. However, each MDT tube has a diameter of 3 cm and ionized electrons near the tube wall can take up to 750 ns to reach the anode wire, far longer than the LHC bunch crossing time interval of 25 ns. This long drift time makes the current MDT readout scheme inappropriate for future HL-LHC runs since a hit is likely to be read out multiple times at 1 MHz. A triggerless mode to send all muon hits off chambers to new trigger and readout circuitry is preferred. In addition, the relatively...
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long trigger latency allows ATLAS to include MDT chamber data at the first trigger level to improve the trigger muon momentum resolution and to reject low momentum muons [9].

In addition to upgrading all MDT front-end and back-end electronics, ATLAS also plans to replace part of the barrel inner station MDT chambers with small-radius MDT (sMDT) chambers. These MDT chambers will have the tube radius reduced by a factor of 2, to gain space to add an additional layer of RPC chambers in that station to increase the overall RPC detector coverage [10]. In total 96 new sMDT chambers will be constructed and installed later [11].

Extensive developments are ongoing for the MDT front-end and back-end electronics for the HL-LHC upgrade. A mobile data acquisition (miniDAQ) system is needed to integrate various front-end electronics prototypes. This system will also be critical for surface commissioning of these 96 sMDT chambers and for integration and commissioning of new front-end electronics on the present MDT chambers inside the ATLAS collision hall.

2. The miniDAQ system

2.1. Introduction of the MDT front-end and back-end electronics

Each MDT tube has a diameter of 3 cm and a wall thickness of 400 μm. The central tungsten wire has a diameter of 50 μm. Tubes are operated with a gas mixture of Ar/CO₂ (93%/7%) at 3 bar absolute pressure. For each track, the electrons from primary ionization clusters drift to the central wire along radial lines. The induced signal propagates along the wire where it is read out by the MDT front-end electronics. The difference between the earliest arrival time of the signal at the wire and the reference time provided by trigger chambers gives the drift time of the muon hit, and this drift time is used to determine the drift radius.

The signal from each tube is first processed by a custom-designed Amplifier/Shaper/Discriminator (ASD) ASIC [12, 13]. A discriminator is used to determine the signal arrival time, the time when the signal crosses a predefined threshold. This time depends on the signal pulse height which results in a degradation of the time resolution. The resolution degradation can partially be recovered by applying a time skew correction using the integrated charge of the signal pulse. A Wilkinson analog-to-digital converter (ADC) is introduced inside the ASD to integrate the signal pulse over a predefined integration window of ~ 20 ns. The total collected charge is measured by the discharge time of a capacitor by a rundown current. The signal arrival time (also called the leading edge time) and the discharge time (also called the trailing edge time) are converted into ADC counts using a time-to-digital converter (TDC) ASIC with a bin size of 0.78 ns [14, 15, 16]. To avoid multiple hits from multiple threshold crossings of a single signal, the ASD ASIC can be programmed with a dead time of ~ 1 μs. After the detection of the earliest arrival signal, there are no additional time measurements performed within this dead time.

Each ASD ASIC can handle 8 tubes and each TDC can handle discriminated signals from three ASDs. A mezzanine card with three ASDs and one TDC thus handles 24 tubes. A Chamber Service Module (CSM) multiplexes data from up to 18 mezzanine cards and sends these data via an optical module (VTRx+) [17] to the MDT Trigger Processor [18], where the relevant hits are extracted out of the raw data stream. Pattern recognition, segment-finding, and track-fitting algorithms are then applied to determine the muon momentum at the first trigger level. Hit data are stored for transmission to a network called Front End Link eXchange (FELIX) [19] after receiving the first-level trigger acceptance signal.

2.2. Introduction of the miniDAQ system

Due to the new MDT trigger and readout scheme, all front-end and back-end electronics need to be redesigned. Both ASD and TDC designs have been finished. All ASD chips have been produced, while all TDC chips are expected to be produced in 2022. The designs for both mezzanine cards and CSM are close to be final and minor modifications to the current prototypes are expected. The MDT Data Processor is still under development.

It is critical to design a miniDAQ system to integrate these prototype ASICs and boards together and to demonstrate that the new front-end electronics can run in the triggerless mode to send out all hits. The miniDAQ system is a lightweight version of the MDT Data Processor. It will send out all matched hits to a PC for storage and pattern recognition, segment-finding, and track-fitting algorithms will be performed offline. As a result, a low-cost FPGA can be used and a FELIX system is not needed. The miniDAQ system is expected to be mobile and can be used to study the performance of new sMDT chambers. It is also expected to be used for the integration and commissioning of new front-end electronics on the present MDT chambers inside the ATLAS collision hall.

Figure 1 shows the overall miniDAQ readout system planned for a single (s)MDT chamber. Due to the smaller tube radius, an sMDT chamber can have more than 500 tubes, thus two CSMs are needed to read out all tubes. The
miniDAQ system is designed to handle at least 108 ASD and 36 TDC ASICs on 36 mezzanine cards. All TDCs can be configured to run in either the triggerless or the trigger mode, and the default mode is the triggerless mode [15]. The miniDAQ system also receives data from at least two CSMs. Matched hits with the arrival time within the trigger time window are sent to a PC using an ethernet port.

The requirements of the miniDAQ system are the following: 1) configure all ASICs and boards connected; 2) distribute Trigger, Timing, and Control (TTC) signals to each CSM via a downlink fiber at a line rate of 2.56 Gbps; 3) receive the CSM output optical signals, and each CSM has two serial optical uplink fibers running at a line rate of 10.24 Gbps; 4) receive the trigger signal (can be either the external coincidence trigger signal or a programmed trigger logic signal) and perform trigger matching to only send matched hit data for offline storage; (5) monitor voltages and temperatures of all mezzanine cards connected; and 6) monitor detector data in real time.

![Diagram of the miniDAQ readout system](image)

**Fig. 1:** The miniDAQ readout system used to read out data from two CSMs. Each CSM will handle up to 18 mezzanine cards, and each mezzanine card has three ASD ASICs and one TDC ASIC. Trigger signals can be either the external coincidence trigger signals or programmed trigger logic signals. The output data will be sent to a PC for storage.

### 2.3. The miniDAQ hardware

Figure 2 shows the connections of the miniDAQ system. A miniDAQ board is designed to communicate between front-end electronics and a PC. Figure 3 shows a picture of the actual miniDAQ board.

![Diagram of the miniDAQ hardware](image)

**Fig. 2:** Connections between the front-end boards, the miniDAQ board, and a PC. The red box indicates major components on the miniDAQ board. The central part of the board is a Xilinx FPGA.

The central part of the miniDAQ board is a Xilinx Ultrascale KU035-1FBVA676C FPGA. It contains about 444k logic cells, 19 Mb Block RAM, and 16 GTH transceivers with a maximum line rate of 12.5 Gbps each. In addition, the FPGA has 10 Clock Management tiles, 104 high-range I/Os, and 208 high-performance I/Os.

Since each CSM uses two uplink fibers and one downlink fiber, in total four SFP+ modules are needed to handle two CSMs. Four additional SFP+ modules are reserved to handle two additional CSMs if needed. A 400 I/O FPGA Mezzanine Card (FMC) High-pin count (HPC) connector is placed on the lower left corner of the board and is connected to four FPGA GTH transceivers. This connector provides flexibility for extra devices (such as an additional SFP+ adapter board to integrate two extra CSMs).

Four SMA connectors are used to receive trigger signals, as shown in Fig. 4. Each channel contains a high-speed comparator (ADCMP604) and the comparator outputs are connected to the on-board FPGA. The trigger signal can be either the analog signals from photomultipliers (PMTs) connected to plastic scintillators or the final coincidence...
signal of these analog signals. When multiple PMTs are used, the coincidence can be made inside the FPGA firmware. The coincidence signal is then digitized with a TDC implemented in the FPGA firmware (FPGA-TDC). After a programmable delay, the digitized signal queues in the first-in first-out buffer (FIFO) to start the trigger matching process.

The miniDAQ board features an on-board 320 MHz oscillator, providing the reference clock for the GTH transceivers. External clock can also be fed into for synchronization if multiple miniDAQ boards are used. A flash memory is used to boot the firmware into the FPGA when the board is powered on.

The board exchanges commands and front-end electronics monitoring information with a PC via a USB-UART interface, and the detector data is sent out for offline storage through the gigabit ethernet interface. Four miniSAS connectors are reserved for joint test with a TDC test board. DC-DC converters and low-dropout regulators are used to provide power to the FPGA and all other on-board devices.

2.4. The miniDAQ firmware

Figure 5 shows the functional block diagram of the miniDAQ system. The FPGA firmware can handle uplink and downlink data of the CSMs, digitize the external trigger from scintillators, and communicate with a PC for offline data storage and command exchange. The uplink data is passed through the multi-stage decoding, the trigger matching, and sent out in packets to a PC via the ethernet interface. The front-end configuration commands are exchanged with the PC, then encoded and serialized as the downlink data. A JTAG debug core is also used for online debugging.

The key to successfully store the detector timing data for offline analysis is to reduce the overall data bandwidth and select events of interest. When two CSMs are connected to the miniDAQ system (shown in Fig. 1), the line rate of the uplink data adds up to 40.96 Gbps. While this rate suits the maximum data rate requirement of the HL-LHC upgrade, data filtering and trigger matching are a must for the offline data storage as either background noises or idle words...
occupy more than 90% of the uplink bandwidth. The miniDAQ firmware runs data decoding and trigger matching in parallel for each uplink.

Multi-stage data decoding for one uplink is processed as illustrated in Fig. 6. The 10.24 Gbps serial data is firstly sampled and de-serialized by the Xilinx GTH data interface, yielding a 32-bit word at 320 MHz. Secondly, the LpGBT-FPGA IP further de-interleaves, decodes, and de-scrambles the uplink data to a 230-bit word at 40 MHz according to the GBT protocol. This 230-bit word contains 160-bit TDC data from 10 mezzanine cards and 70-bit data from voltage and temperature sensors. The TDC data are then grouped into 10 slots corresponding to its original mezzanine number and are decoded individually.

The MDT TDC utilizes two e-links running at 320 Mbps for its 8b/10b-encoded output data, one for even bits and one for odd bits. When there are no hits to be sent out, the TDC generates idle words continuously, which are useful for data alignment when decoding at the receiver end. Even and odd bits are aligned, concatenated and decoded by the miniDAQ system. At this stage, idle words are thrown out and hits are buffered in on-chip random-access memories (RAMs). While the throughput data rate is reduced by removing idle words, a trigger matching process is implemented to select interesting hits from the background noise.

The arrival time of a trigger signal is digitized by the FPGA-TDC. The FPGA-TDC utilizes multiple phases of the reference clock, with the help of the FPGA built-in clock manager modules to achieve the same time bin size as the front-end TDC ASIC. After a pre-set latency during when all expected hits are being collected in the RAMs, the trigger matching process compares the leading edge time information between the trigger signal and the hit data stored in the
RAMs. Hits within a fixed time window relative to the trigger signal are packed with the trigger data as an valid event and sent out through the gigabit ethernet. An internal counter monitors the hits in the RAM and rejects the outdated ones, with a programmable rejection window set based on the trigger latency and trigger matching window.

The miniDAQ system sends front-end ASIC configuration bits and the encoded control (ENC) signals for bunch count reset and system reset through the downlink data, as indicated in Fig. 7. The two lpGBT ASICs [20], which work in the master/slave mode, are configured directly through their serial control interfaces. The configuration of the lpGBT ASICs enables the clock distribution and the data sampling of the mezzanine cards.

The configuration of the mezzanine cards is achieved by utilizing the JTAG master in the GBT-SCA ASIC [21], which converts the serial downlink data into JTAG signals and provides a configurable clock rate. The converted JTAG signals in the GBT-SCA, along with the ENC signals directly from the downlink, are distributed to all mezzanine cards through the fan-out FPGA on the CSM board.

![Diagram of data flow](image)

**Fig. 7:** The uplink (red) and downlink (blue) data flow of the front-end electronics. Chamber data, as well as voltage/temperature monitoring data, are sent by uplinks. Configuration and TTC signals are sent by downlinks.

### 3. Results from cosmic-ray studies

The miniDAQ system is used to read out an sMDT prototype chamber built at the University of Michigan. Figure 8 illustrates the setup of the detector and the miniDAQ system. The sMDT prototype chamber has eight layers of drift tubes with 70 tubes per layer and a tube diameter of 1.5 cm. Tubes are filled with a gas mixture of 93% Argon and 7% CO\textsubscript{2} at 3-bar absolute pressure. A high voltage of 2,730 volts is applied on the central wire. Due to the availability of prototype boards, four three-layer stacked mezzanine card designed by the ATLAS group at Max Planck Institute for Physics at Munich are used to read out 96 tubes. Each set of stacked card has three ASD ASICs and one TDCv2 ASIC mounted. A new CSM board is used to collect output data from these four TDCs. A Raspberry Pi board is also used to configure two lpGBT ASICs into ready status on the CSM board. The lpGBT output is converted to optical signal and sent by VTRx+ to the miniDAQ system via optical fibers. Trigger and reference time information are generated by a 1 m x 2 m scintillator placed on the top of the chamber. The signals from two PMTs placed at both ends of the scintillator are discriminated and a coincidence trigger signal is formed. The resulting trigger signal is sent to the miniDAQ board and all matched hits are transmitted to a PC via the Ethernet port.

Cosmic-ray data has been taken to study the performance of both the detector and front-end electronics. Figure 9 shows the occupancy of the tubes that are read out by the new electronics. In total 96 tubes (48 on the top multilayer and 48 on the bottom multilayer) are connected to the four mezzanine cards. A muon track with at least six tubes being hit is required to be reconstructed in each event. That explains low occupancy for tubes around the edges since most muon tracks passing through them are dropped during the reconstruction.

Figure 10 shows the measured signal arrival time and pulse height spectra for cosmic-ray muons for a single tube. The width of the signal arrival time spectrum is $\sim 200$ ns, which corresponds to the time needed for ionized electrons produced close to the tube wall to drift to the central wire. The spectra measured with the TDCv2 prototype ASIC are
Fig. 8: Setup of the cosmic-ray test station with an sMDT chamber. Detector signals are processed and digitized by ASD and TDC ASICs on the mezzanine card. All digitized hit data are sent to the CSM and then to the miniDAQ board. The miniDAQ board also receives the coincidence signal from two PMTs connected to a large area plastic scintillator, and only matched hits within the allowed time window are sent out to a PC via an Ethernet port. A Raspberry Pi board is used to configure two lpGBT ASICs on the CSM.

Fig. 9: Occupancy of tubes that are read out. Only 96 tubes are read out by the new electronics. A muon track with at least 6 tubes being hit is required for each event.

also compared with the results obtained using a mezzanine board with a CERN-designed HPTDC ASIC [22]. Good agreement is observed.

Detailed studies are performed on the data collected to obtain the spatial resolution and detection efficiency. The drift-distance-to-drift-time relation (also called the $r(t)$ function) is measured and used to obtain the drift radius for each fired tube. A straight line is then used to fit these draft radii and both biased and unbiased tracking residuals are obtained. The residual is the difference between the drift radius and the radius predicted by the straight line fit. Biased residuals are those from fits using all tube hits, whereas unbiased residuals are found by refitting a track multiple times by removing one hit from the fit and finding the residual of the hit removed from the fit. More details about the track reconstruction can be found in Ref. [23].

Figure 11 shows the biased and unbiased residual distributions. Two Gaussian distributions with the same mean value are used to fit the residual distributions. The average width of the fit ($\sigma_b$ for the biased residual and $\sigma_u$ for the unbiased residual) is defined as the two fitted Gaussian widths weighted by the amplitude of each Gaussian and is found to be $\sigma_b = 95.41 \pm 0.54 \mu m$ and $\sigma_u = 163.23 \pm 3.09 \mu m$. The spatial resolution $\sigma$, defined as $\sqrt{\sigma_b \sigma_u}$, is $124.8 \pm 1.2 \mu m$. It has to be noted that the numbers presented are before subtracting the contribution of the multiple scattering. Due to low energies of cosmic muons detected, multiple scattering effects need to be subtracted. A detailed Monte Carlo simulation is performed [23] and the spatial resolution as a function of the drift radius with multiple scattering effects
Fig. 10: Comparisons between the TDCv2 prototype and the CERN-designed HPTDC ASIC for (a) the signal arrival time spectrum, and (b) the pulse height spectrum for a single channel. Cosmic muon data are used.

The muon detection efficiency as a function of the drift radius is shown in Fig. 12(b). To evaluate whether a track passes through a tube volume, that tube is excluded from the track fit to not bias the fit to be closer to the tube. Hits greater than 5σ away from a track are not counted towards the efficiency [23]. The region near the tube wall is responsible for most of the inefficiency of the chamber.

4. Conclusions

We present the design of a miniDAQ system for the HL-LHC upgrade of the ATLAS MDT detector. This miniDAQ system can configure all front-end ASIC and board prototypes, distribute TTC signals, and collect the CSM output data. It can also receive external trigger signals and perform trigger matching to select matched MDT hits for offline storage. Voltages and temperatures of all mezzanine cards are monitored, and detector data is monitored in real time. The miniDAQ system has been used successfully to read out 96 tubes from an sMDT prototype chamber using cosmic muons. Tube spatial resolution and detection efficiency are measured and are found to be consistent with results obtained from previous studies using the legacy ATLAS MDT electronics. This system is expected to be used for surface commissioning of 96 sMDT chambers to be built for the ATLAS HL-LHC upgrade. It will also be critical for future commissioning of new front-end electronics on the present MDT chambers inside the ATLAS collision hall.
Fig. 12: Results from cosmic muon studies for (a) spatial resolution as a function of the drift radius (the solid line shows the resolution measured for the current ATLAS MDT detector installed inside the collision hall), and (b) detection efficiency as a function of the drift radius.
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