ABSTRACT
A classical result in learning theory shows the equivalence of PAC learnability of binary hypothesis classes and the finiteness of VC dimension. Extending this to the multiclass setting was an open problem, which was settled in a recent breakthrough result characterizing multiclass PAC learnability via the DS dimension introduced earlier by Daniely and Shalev-Shwartz.

In this work we consider list PAC learning where the goal is to output a list of $k$ predictions. List learning algorithms have been developed in several settings before and indeed, list learning played an important role in the recent characterization of multiclass learnability. In this work we ask: when is it possible to $k$-list learn a hypothesis class?

We completely characterize $k$-list learnability in terms of a generalization of DS dimension that we call the $k$-DS dimension. Generalizing the recent characterization of multiclass learnability, we show that a hypothesis class is $k$-list learnable if and only if the $k$-DS dimension is finite.
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1 INTRODUCTION
An important direction in statistical learning theory is the study of learning hypothesis classes in the *Probably Approximately Correct* (PAC) framework introduced by [31]. When the number of classes is 2, a fundamental result shows that the *Vapnik-Chervonenkis (VC) dimension* [4, 32, 33] of the hypothesis class completely characterizes learning (in both, realizable and agnostic settings), i.e. (1) finiteness of the dimension ensures the existence of a learning algorithm which successfully PAC learns the class (sufficiency), and conversely, (2) no hypothesis class for which the dimension is infinite can be PAC learned by any algorithm (necessity).

However, in practice, most classification problems (e.g. object recognition, speech recognition, document categorization) involve the multiclass setting, with more than 2 classes. The question of what dimension characterizes learnability in the multiclass setting was a long-standing open problem in the learning theory literature. The *Natarajan dimension* was proposed by [21, 22] and was shown to completely characterize learning when the number of labels is finite. When the number of labels is infinite, the Natarajan dimension satisfies the necessity condition (2), but whether the Natarajan dimension also satisfies sufficiency (1) remained open.

In a recent major breakthrough, [6] resolved this question — they constructed a hypothesis class that has Natarajan dimension 1, but is not PAC learnable. Instead, they proved that another dimension, called the *Daniely-Shalev-Shwartz (DS) dimension*, completely characterizes multiclass learnability. The DS dimension was introduced in the work of [11], where they had shown that it satisfies the necessity condition (2), but whether the Natarajan dimension also satisfies sufficiency (1) remained open.

In this work we consider list PAC learning where the goal is to output a list of $k$ predictions. List learning algorithms have been developed in several settings before and indeed, list learning played an important role in the recent characterization of multiclass learnability. In this work we ask: when is it possible to $k$-list learn a hypothesis class?

We completely characterize $k$-list learnability in terms of a generalization of DS dimension that we call the $k$-DS dimension. Generalizing the recent characterization of multiclass learnability, we show that a hypothesis class is $k$-list learnable if and only if the $k$-DS dimension is finite.
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1 Furthermore, the list learning algorithm described in [6, Algorithm 2] has sample complexity that scales with the DS dimension, and hence is not applicable in the infinite DS dimension regime.
on their resumes in an automated manner. In these and other cases, where the final decision may be needed to be taken by a human expert, list learning significantly simplifies the task at hand.

In a separate context, one can also think of robust learning settings where a fraction of the available training data is adversarially corrupted. Can one still make accurate predictions on test points? It is unreasonable to ask for single predictions that are correct with high probability in such settings, especially when a large fraction of the data may be arbitrarily corrupted. However, if one is granted the ability to predict lists, it turns out that meaningful predictions become possible, in what is known as the list-decodable learning framework [2]. In this framework, only an ε fraction of the training data is uncorrupted, and there are no assumptions made on the remaining 1 − ε fraction — the goal is to predict short lists such that the true answer for the task at hand is close to one of the members of the predicted list. [7] show that for the robust mean estimation problem (among other problems), if the true data is drawn from a distribution with bounded covariance, one can predict lists of size 1/poly(ε) and achieve an error rate of O(1/√ε). Thereafter, many subsequent works [13, 15, 20, 24] have attempted to improve the running time of their algorithm and/or achieve better error rates under stronger assumptions; for an exhaustive survey of advances in this field of robust statistics, we refer the reader to [14]. Lastly, given the extent to which list-decoding has empowered the rich field of coding theory, it is also natural to wonder if there are connections ([16] is an excellent example) to the techniques used there to devise good list learning algorithms.

2 OVERVIEW OF RESULTS

In this work, we investigate the following questions about list learning:

1. Which hypothesis classes can be list-learned for a given list size k, even when their DS dimension is infinite?
2. What is a successful list learning algorithm for such hypothesis classes?

Our main technical contribution is to completely characterize when and how list learning (for a fixed target list size k) can be achieved. Towards this, we introduce a complexity parameter for a hypothesis class, which we denote as the k-Daniely-Shalev-Shwartz (k-DS) dimension, and show that it completely governs k-list learnability. The k-DS dimension is a natural analogue of the DS dimension [11] of a hypothesis class, which was shown to completely characterize multiclass learnability in [6]. We build on their work, to obtain the following result:

k-list learnability ⇔ finite k-DS dimension.

The necessity of finiteness for learnability is implied by the following theorem:

Theorem 1 (Finite k-DS dimension is necessary). If a hypothesis class has infinite k-DS dimension, it is not k-list PAC learnable.

Sufficiency (both, in the realizable and agnostic learning settings) is implied by the following theorem:

Theorem 2 (Finite k-DS dimension is sufficient). Let H ⊆ M^K be a hypothesis class with k-DS dimension d_DS^K < ∞. Then, there exist list learning algorithms A^{real} and A^{agn} with the following guarantees:

1. For every distribution D on (X × Y) realizable by H, every δ ∈ (0, 1), and every integer m ∈ N, with probability at least 1 − δ over a sample S of size m drawn i.i.d. from D, the k-list hypothesis μ^k = A^{real}(S) satisfies

\[ \Pr_{(x, y) \sim D} [y \not\in \mu^k(x)] \leq \frac{k^k(d_DS^K)^{1.5} + \log(1/\delta)}{m} \]

2. For every distribution D on (X × Y), every δ ∈ (0, 1), and every integer m ∈ N, with probability at least 1 − δ over a sample S of size m drawn i.i.d. from D, the k-list hypothesis μ^k = A^{agn}(S) satisfies

\[ \Pr_{(x, y) \sim D} [y \not\in \mu^k(x)] \leq \inf_{h \in H} L_D(h) + \Theta \left( \frac{k^k(d_DS^K)^{1.5} + \log(1/\delta)}{m} \right) \]

where \( L_D(h) = \Pr_{(x, y) \sim D} [y \not\in h(x)] \).

Taken together, the two theorems above provide a complete picture about list PAC learnability for a fixed list size k. It is remarkable that we are able to obtain such a tight characterization in terms of the list size k — in particular, note that we do not need to relax the list size k in the algorithms guaranteed by the sufficiency statement. The dependence on k-DS dimension above is qualitatively the same as that on DS dimension in [6, Theorem 1], but our bounds suffer an additional small polynomial factor in the list size. In the case when the DS dimension of the class is infinite (so that we cannot obtain PAC learning guarantees for it), if the k-DS dimension of the class is finite for some k (see Example 3), Theorem 2 shows that the class can be list learned. The rest of the paper is dedicated towards proving these theorems, and is organized as follows:

Roadmap. First, in Section 4, we set up notation and formalize the context of our work. We provide definitions of various dimensions (Natarajan, DS, exponential) from the literature that are relevant in the discussion of PAC learnability. We also define the notion of one-inclusion graphs of hypothesis classes [17, 25], and discuss the task of finding good orientations of these graphs. The challenge is to pick the correct generalizations of all these objects so that they fit together to give us a list learning algorithm. We devise list analogues for each of these dimensions (k-Natarajan, k-DS, k-exponential) as well as quantities related to the one-inclusion graph (k-degree, list orientations, etc.). We also demonstrate the power of list PAC learning by providing an example of a hypothesis class that has infinite DS dimension (so that it is not PAC learnable), but finite k-DS dimension (so that, by Theorem 2 above, it is k-list PAC-learnable).

Then, in Section 5, we prove Theorem 1 above. Inspired by the lower bound construction in [11], we instantiate a hard learning problem that directly captures the crux behind the definition of the k-DS dimension. By showing that any list-learning algorithm errs with a good chance on this hard instance, we show that no

\[^2\tilde{O}(.)\) hides polylog(m, d_DS^K, k) factors. All logarithms in this paper are in the natural base e.\)
algorithm can achieve arbitrarily low error for any sample size when the \(k\)-DS dimension of the hypothesis class is infinite.

Next, in a sequence of steps, we construct a successful list learning algorithm for hypothesis classes having finite \(k\)-DS dimension. In Section 6, we revisit a classical result in learning theory, namely Sauer’s lemma [26, 29] (also known as the Perles–Sauer–Shelah lemma), which controls the growth of the size of a hypothesis class when restricted to sets of increasing size. Sauer’s lemma is an important stepping stone in proving learnability results in both binary and multiclass learning [18]. We successfully show a list-variant of Sauer’s lemma, where we are interested in controlling the growth of a hypothesis class in terms of its relevant list dimensions, when restricted to sets of increasing size. It is worth mentioning that a result of this form was used in an entirely different context — inapproximability in deterministic truthful mechanisms — in the work of [10]. In our work, we need the list-variant of Sauer’s lemma as a crucial ingredient to prove our sufficiency theorem.

Thereafter, in Section 7, we generalize the beautiful combinatorial technique of shifting used in [6]. At a high level, an object called the one-inclusion graph of a hypothesis class (see Definition 9) turns out to be very important in devising learning algorithms. In particular, one is interested in orienting the edges of this graph in a smart way — good orientations result in accurate learning algorithms. In the pursuit of coming up with nice orientations of the one-inclusion graph, the technique of shifting comes in extremely handy. Shifting simplifies a hypothesis class to a class that has related list dimensions, but is easier to reason about if we are interested in orientations. In Section 7, we adapt the results in [6] in a step-by-step manner to the list learning setting. We carefully track how the relevant list dimensions change during the process of shifting, before finally coming up with a greedy method for constructing good orientations.

Armed with the list-version of Sauer’s lemma and the ability to construct good orientations of one-inclusion graphs, we combine these tools in Section 8. This section is also heavily inspired by the proof methodology in [6]. We first establish a list version of the one-inclusion learning algorithm [17, 25] as a major building block, and state some nice properties about it. Then, we show that every hypothesis class with finite \(k\)-DS dimension has a list sample compression scheme. We are interested in compression because existing algorithms for hypothesis classes having finite \(k\)-DS dimension have a list-learnable, thus completing the proof of Theorem 2.

Beyond PAC learning. Recently, there has also been a flurry of fascinating work that seeks to go beyond the classical PAC learning model. In practical machine learning settings, the source of data is generally fixed; however, since PAC learning is concerned only with worst-case error rates that hold uniformly over all data distributions, it can be an overly pessimistic model. To remedy this, [5] initiated the study of distribution-dependent error rates in the model of universal learning. In this model, they show a surprising phenomenon that any hypothesis class can only fall in one of three error rate regimes — linear, exponential or arbitrarily slow rates.

Another recent work is that by [1] which seeks to model known assumptions on the data via partial concept classes instead of total concept classes. While total (binary) concept classes necessarily need to map the entire data domain to \(\{0, 1\}\), partial classes are allowed to be undefined (\(\ast\)) on some part of the domain. The regions where they are undefined precisely capture the underlying assumptions on the data (e.g. if it is known that the data is linearly separated by a margin, the partial concept can map the margin area to \(\ast\)).

Most recently, [19] extend both the above-mentioned frameworks of universal learning and partial classes to the multiclass setting (although they restrict themselves to bounded labels as well). Interestingly, the one-inclusion graph prediction strategy [17, 25] plays an important role in all these works, as it also does in [6].

Finally, [8] also consider list learning in the attribute-noise model [27]. In this model, the attributes of the input data are allowed to be perturbed by noise, and the goal is to still be able to obtain PAC-like guarantees with respect to clean data. [8] consider the setting of learning binary hypotheses in this model, and show that one can circumvent (in certain cases) otherwise information-theoretically impossible results by outputting a short list of binary hypotheses. Our object of focus in this paper is slightly different, in that we are still in the noise-free setting, but want to precisely characterize (by a suitable complexity parameter) when a class (with potentially infinite labels) can be list-learned (in the PAC sense, as defined in Definition 2 ahead).

4 PRELIMINARIES AND DEFINITIONS

Notation. The data domain is denoted as \(X\) and the label domain is denoted as \(Y\). A hypothesis class \(\mathcal{H}\) is a subset \(\mathcal{H} \subseteq \mathcal{Y}^X\). A distribution \(D\) over \((X \times Y)\) is said to be realizable by \(\mathcal{H}\) if there exists \(h^* \in \mathcal{H}\) such that \(\Pr_{(x,y) \sim D}[h^*(x) \neq y] = 0\). For a sequence \(S \in X^m\), we refer to the restriction of \(\mathcal{H}\) to \(S\) as \(\mathcal{H}_S\), and we think of \(\mathcal{H}_S\) as a set of vectors of size \(m\). \(N\) denotes the set of positive integers. Often times, \(X\) may be \([m]\) and \(Y\) may be \([p]\) for \(p, m \in \mathbb{N}\). Since we are interested in the problem of predicting short lists of size \(k\) on a learning problem with a large number of labels, we will generally operate in a regime where \(k \ll |Y|\). We routinely refer to lists of size \(k\) as \(k\)-lists.
4.1 Dimensions and Learnability

We first recall the definition of PAC learning, due to [31]. In this framework, one receives a training sample drawn i.i.d. from some arbitrary distribution on the data and labeled by some target hypothesis in a hypothesis class. This is known as the realizable case, and the goal of any learning algorithm is to output a hypothesis, which with good chance, agrees with the target hypothesis on a new point sampled from the same distribution. In the agnostic case, one receives an arbitrary sample from any joint distribution over the data and labels (so that no hypothesis in the class may completely agree with the sample), but the goal then is to output a hypothesis that achieves low error relative to the best hypothesis in the class on a new test point drawn from the same distribution. We restate the formal definition (for the realizable setting) below, and refer the reader to [28, Chapter 3] for a more complete exposition on realizable as well as agnostic PAC learning.

**Definition 1 (PAC learning [31]).** Let $\mathcal{H} \subseteq \mathcal{Y}^X$ be a hypothesis class. Let $\mathcal{D}$ be any distribution over $(X \times Y)$ realizable by $\mathcal{H}$. For a hypothesis $h : X \to \mathcal{Y}$, define $\text{Err}_\mathcal{D}(h) = \Pr_{(x,y) \sim \mathcal{D}}[h(x) \neq y]$. We say that $\mathcal{H}$ is PAC learnable by a learning algorithm $\mathcal{A}$ with sample complexity $m_{\mathcal{A},\mathcal{H}} : (0,1) \times (0,1) \to \mathbb{N}$ if for every $\epsilon, \delta > 0$, every distribution $\mathcal{D}$ realizable by $\mathcal{H}$, for $m \geq m_{\mathcal{A},\mathcal{H}}(\epsilon,\delta)$, $\Pr_{S \sim \mathcal{D}^m}[\text{Err}_\mathcal{D}(\mathcal{A}(S)) \geq \epsilon] \leq \delta$, where $\mathcal{A}(S)$ is the hypothesis output by the learning algorithm on input $S$.

The definition above naturally lends itself to the notion of list PAC learning that we care about:

**Definition 2 (List PAC learning).** Let $\mathcal{H} \subseteq \mathcal{Y}^X$ be a hypothesis class. Let $\mathcal{D}$ be any distribution over $(X \times Y)$ realizable by $\mathcal{H}$. For a $k$-list hypothesis $j^k : X \to \{Y \subseteq \mathcal{Y} : |Y| \leq k\}$, define $\text{Err}_\mathcal{D}(j^k) = \Pr_{(x,y) \sim \mathcal{D}}[j^k(x) \nsubseteq y]$. We say that $\mathcal{H}$ is $k$-list PAC learnable by a list learning algorithm $\mathcal{A}$ with sample complexity $m^k_{\mathcal{A},\mathcal{H}} : (0,1) \times (0,1) \to \mathbb{N}$ if for every $\epsilon, \delta > 0$, every distribution $\mathcal{D}$ realizable by $\mathcal{H}$, for $m \geq m^k_{\mathcal{A},\mathcal{H}}(\epsilon,\delta)$, $\Pr_{S \sim \mathcal{D}^m}[\text{Err}_\mathcal{D}(\mathcal{A}(S)) \geq \epsilon] \leq \delta$, where $\mathcal{A}(S)$ is the $k$-list hypothesis output by the list learning algorithm on input $S$.

**Remark 1.** We note here that a similar definition of list PAC learnability is given in [6, Definition 30] — however, the important thing is that the list size $k$ for the purposes of their definition can depend on the success probability. In particular, the list size can be quite large for a high success probability. In contrast, the definition above requires list learnability for a fixed list size irrespective of the success probability.

Next, we go on to define several notions of “dimensions” for hypothesis classes, each of which captures an appropriate notion of complexity of the hypothesis class. Our first definition is that of the DS dimension.

**Definition 3 (DS dimension [11]).** Let $\mathcal{H} \subseteq \mathcal{Y}^X$ be a hypothesis class and let $S \in X^d$ be a sequence. Let us think of the members of $\mathcal{H}_S$ as vectors in $\mathcal{Y}^d$. For $i \in [d]$, we say that $f, g \in \mathcal{H}_S$ are $i$-neighbours if $f_i \neq g_i$ and $f_j = g_j$, $j \neq i$. We say that $\mathcal{H}$ DS shatters $S$ if there exists $F \subseteq \mathcal{H}, |F| < \infty$ such that $\forall f \in F, \forall i \in [d]$, $f$ has at least one $i$-neighbor. The DS dimension of $\mathcal{H}$, denoted as $d_{\text{DS}} = d_{\text{DS}}(\mathcal{H})$, is the largest integer $d$ such that $\mathcal{H}$ DS shatters some sequence $S \in X^d$.

While [11] showed that the DS dimension of a hypothesis class needs to be finite for it to be multi-class learnable, [6] showed that finite DS dimension is in fact sufficient for learnability. A natural analogue of this dimension in the context of predicting lists of size $k$ is as follows:

**Definition 4 (k-DS dimension).** Let $\mathcal{H} \subseteq \mathcal{Y}^X$ be a hypothesis class and let $S \in X^d$ be a sequence. We say that $\mathcal{H}$ $k$-DS shatters $S$ if there exists $F \subseteq \mathcal{H}, |F| < \infty$ such that $\forall f \in F, \forall i \in [d]$, $f$ has at least $k$ $i$-neighbors. The $k$-DS dimension of $\mathcal{H}$, denoted as $d^k_{\text{DS}} = d^k_{\text{DS}}(\mathcal{H})$, is the largest integer $d$ such that $\mathcal{H}$ $k$-DS shatters some sequence $S \in X^d$.

Observe that the two definitions above differ only in the number of $i$-neighbors they require each hypothesis to have — it is easy to see that $d^k_{\text{DS}} > d^k_{\text{DS}}$ for $k < k'$. In fact, we can easily construct a hypothesis class that has infinite DS dimension, but finite $k$-DS dimension for $k \geq 2$.

**Example 3.** Consider the hypothesis class $\mathcal{H} \subseteq \mathbb{N}^X$ defined as below:

$$X = \{1, 2, 3, 4, 5, 6, \ldots\}$$

$$H = \{\begin{array}{c} 1 \times 1 \times 1 \times 1 \times 1 \times 1 \times \ldots \end{array} \}$$

$$\vdots$$

$$H = \{\begin{array}{c} 1 \times 2 \times 3 \times 4 \times 5 \times 6 \times \ldots \end{array} \}$$

We can see that the DS dimension of this class is infinity. This is because for any $d > 4$, $\mathcal{H}$ restricted to $(4, 5, \ldots, d)$ definitely contains $\{1, 2\}^{d-3}$. Thus, $\mathcal{H}$ is not PAC learnable. However, observe that the 2-DS dimension of this class is just 3. We can see that the sequence $(1, 2, 3)$ is 2-DS shattered — but this is the largest sequence that is 2-DS shattered by $\mathcal{H}$. This is because, for any sequence that contains $x \in \{4, 5, \ldots\}$, for a fixed labelling of the points in the sequence other than $x$, we can only obtain two different labels on $x$ when restricting $\mathcal{H}$ to such a sequence (and so, we cannot obtain more than one neighbor in the direction of $x$). Hence, such a sequence cannot be 2-DS shattered. Note that Theorem 2 still implies that $\mathcal{H}$ is 2-list PAC learnable!

This example can easily be generalized to show the existence of hypothesis classes having finite $k$-DS dimension but infinite $k'$-DS dimension for any $k > k'$.
We now also define other related dimensions from the literature, and their list analogues. Importantly, each of these turns out to be the right analogue for the purposes of our subsequent analysis.

**Definition 5 (Natarajan dimension [21]).** A hypothesis class \( \mathcal{H} \subseteq \mathcal{Y}^X \) Natarajan shatters a sequence \( S \in \mathcal{X}^d \) if there exist 2-lists \( y_i \in \{ Y \subseteq Y : |Y| = 2 \} \), \( i = 1, \ldots, d \) such that \( \mathcal{H}|_S \supseteq \prod_{i=1}^d y_i \). The Natarajan dimension of \( \mathcal{H} \), denoted as \( d_N = d_N(\mathcal{H}) \), is the largest integer \( d \) such that \( \mathcal{H} \) Natarajan shatters some sequence \( S \in \mathcal{X}^d \).

As mentioned above, the Natarajan dimension was known to completely characterize learnability in the case when the number of labels \( |Y| \) is finite. That it is not sufficient to characterize learnability when the number of labels \( |Y| = \infty \) was only recently shown by [6].

The list analogue of the Natarajan dimension is defined ahead. This quantity was termed as "\( k \)-dimension" in [10] – the two definitions are equivalent.

**Definition 6 (k-Natarajan dimension).** A hypothesis class \( \mathcal{H} \subseteq \mathcal{Y}^X \) k-Natarajan shatters a sequence \( S \in \mathcal{X}^d \) if there exist \( (k + 1) \)-lists \( y_i \in \{ Y \subseteq Y : |Y| = k + 1 \}, i = 1, \ldots, d \) such that \( \mathcal{H}|_S \supseteq \prod_{i=1}^d y_i \). The k-Natarajan dimension of \( \mathcal{H} \), denoted as \( d_k^N = d_k^N(\mathcal{H}) \), is the largest integer \( d \) such that \( \mathcal{H} \) k-Natarajan shatters some sequence \( S \in \mathcal{X}^d \).

**Observation 4.** \( d_N(\mathcal{H}) \leq d_{DS}(\mathcal{H}) \) and \( d_k^N(\mathcal{H}) \leq d_k^{DS}(\mathcal{H}) \), for any \( \mathcal{H} \).

The last dimension that we care about is the exponential dimension.

**Definition 7 (Exponential dimension [6]).** We say that a hypothesis class \( \mathcal{H} \subseteq \mathcal{Y}^X \) exponential shatters a sequence \( S \in \mathcal{X}^d \) if \( |\mathcal{H}|_S | \geq 2^d \). The exponential dimension of a hypothesis class \( \mathcal{H} \subseteq \mathcal{Y}^X \), denoted as \( d_k = d_k(\mathcal{H}) \), is the largest integer \( d \) such that \( \mathcal{H} \) exponential shatters some sequence \( S \in \mathcal{X}^d \).

The natural list generalization is:

**Definition 8 (k-exponential dimension).** We say that a hypothesis class \( \mathcal{H} \subseteq \mathcal{Y}^X \) k-exponential shatters a sequence \( S \in \mathcal{X}^d \) if \( |\mathcal{H}|_S | \geq (k + 1)^d \). The k-exponential dimension of a hypothesis class \( \mathcal{H} \subseteq \mathcal{Y}^X \), denoted as \( d_k^E = d_k^E(\mathcal{H}) \), is the largest integer \( d \) such that \( \mathcal{H} \) k-exponential shatters some sequence \( S \in \mathcal{X}^d \).

Now, we define an important combinatorial object associated with a hypothesis class, namely the one-inclusion graph.

### 4.2 One-Inclusion Graphs

**Definition 9 (One-inclusion graph [17, 25]).** The one-inclusion graph of \( \mathcal{H} \subseteq \mathcal{Y}^m \) is a hypergraph \( \mathcal{G}(\mathcal{H}) = (V, E) \) that is defined as follows. The vertex-set is \( V = \mathcal{H} \). For each \( i \in [m] \) and \( f : [m] \setminus \{ i \} \to \mathcal{Y} \), let \( e_{i, f} \) be the set of all \( h \in \mathcal{H} \) that agree with \( f \) on \( [m] \setminus \{ i \} \). The edge-set is

\[
E = \{ e_{i, f} : i \in [m], f : [m] \setminus \{ i \} \to \mathcal{Y}, e_{i, f} \neq \emptyset \}.
\]

We say that the edge \( e_{i, f} \) is in the direction \( i \), and is adjacent to/contains the hypothesis/vertex \( h \) if \( h \in e_{i, f} \). Every vertex \( h \in V \) is adjacent to exactly \( m \) edges. The size of the edge \( e_{i, f} \) is the size of the set \( |e_{i, f}| \).

With respect to the one-inclusion graph, one can think about the degrees\(^3\) of its vertices.

**Definition 10 (k-degree).** Let \( \mathcal{G}(\mathcal{H}) = (V, E) \) be the one-inclusion graph of \( \mathcal{H} \subseteq \mathcal{Y}^m \). The k-degree of a vertex \( v \in V \) is

\[
deg^k(v) = |\{ e \in E : v \in e, |e| > k \}|.
\]

**Definition 11 (Average k-degree).** Let \( \mathcal{G}(\mathcal{H}) = (V, E) \) be the one-inclusion graph of \( \mathcal{H} \subseteq \mathcal{Y}^m \). The average k-degree of \( \mathcal{H} \) is

\[
\operatorname{avg}^k(\mathcal{H}) = \frac{1}{|V|} \sum_{e \in E} \deg^k(e) = \frac{1}{|V|} \sum_{e \in E} |e|.
\]

We now define the notion of orienting edges of a one-inclusion graph to lists of vertices they are adjacent to. As alluded to earlier, an orientation corresponds to the behavior of a (deterministic) learning algorithm while making predictions on an unlabeled test point, given a set of labeled points as input.

**Definition 12 (List orientation).** A list orientation \( \sigma^k \) of the one-inclusion graph \( \mathcal{G}(\mathcal{H}) = (V, E) \) having list size \( k \) is a mapping \( \sigma^k : E \to \{ V' \subseteq V : |V'| \leq k \} \) such that for each edge \( e \in E \), \( \sigma^k(e) \subseteq e \).

The k-outdegree of a list orientation \( \sigma^k \) is defined as:

**Definition 13 (k-outdegree of a list orientation).** Let \( \mathcal{G}(\mathcal{H}) = (V, E) \) be the one-inclusion graph of a hypothesis class \( \mathcal{H} \), and let \( \sigma^k \) be a k-list orientation of it. The k-outdegree of \( v \in V \) in \( \sigma^k \) is

\[
\operatorname{outdeg}^k(\sigma^k) \subseteq \max_{\sigma^k(v)} \operatorname{outdeg}^k(v, \sigma^k).
\]

The following lemma is a nice introductory demonstration of how a bound on the k-DS dimension of a hypothesis class helps one greedily construct a list orientation of small maximum k-outdegree for its associated one-inclusion graph. The motif behind this greedy construction will be recurring ahead.

**Lemma 4.1.** If \( \mathcal{H} \subseteq \mathcal{Y}^{d+1} \) has k-DS dimension at most \( d \), then there exists a k-list orientation \( \sigma^k \) of \( \mathcal{G}(\mathcal{H}) \) with \( \operatorname{outdeg}^k(\sigma^k) \leq d \).

**Proof.** We prove this by induction on the size of \( \mathcal{H} \). For the base case, we have \( |\mathcal{H}| = 1 \). In this case, say \( \mathcal{H} = \{ h \} \), so that \( \mathcal{G}(\mathcal{H}) \) will simply have \( d + 1 \) singleton edges adjacent to \( h \). We can have \( \sigma^k \) orient each of these edges towards the singleton list \( \{ h \} \), and this ensures that \( \operatorname{outdeg}^k(\sigma^k) = \operatorname{outdeg}^k(h, \sigma^k) = 0 \). For the inductive step, let \( |\mathcal{H}| > 1 \), and assume that the claim holds for all \( \mathcal{H}' \) having \( |\mathcal{H}'| \leq |\mathcal{H}| - 1 \). Since \( d^0_{DS}(\mathcal{H}) \leq d \), it must be the case that there exists \( h \in \mathcal{H} \) which satisfies \( |\{ e \in E : h \in e, |e| > k \}| \leq d \). If not, every \( h \in \mathcal{H} \) has at least \( k \)-neighbors in every direction \( i \in [d + 1] \), which means that the k-DS dimension of \( \mathcal{H} \) would be \( d + 1 \), contradicting the supposition that \( d^0_{DS}(\mathcal{H}) \leq d \). Now, consider the hypothesis class \( \mathcal{H}' = \mathcal{H} \setminus \{ h \} \). Edges in \( \mathcal{G}(\mathcal{H}') \) are

\(^3\)All these degrees are once again natural generalizations of the degrees defined in [6, 11].
obtained by deleting $h$ from the edges in $G(H)$ i.e., every edge in $G(H)$ has a counterpart in $G(H')$ (the only edges that do not have a counterpart are the singleton edges adjacent to $h$). The inductive hypothesis ensures that there exists a $k$-list orientation $\sigma^k$ of $G(H')$ with outdeg $k(\sigma^k)$ at most $d$. We will construct the required $k$-list orientation $\sigma^k$ of $G(H' \cup \{h\})$ from $\sigma^k$ as follows: let us first think of all the edges $e$ that have a counterpart $e'$. For the edges that do not agree with $h$, $e = e'$, and we let $\sigma^k(e) = \sigma^k(e')$. These edges do not contribute to the $k$-outdegree of $h$. For the edges $e$ that agree with $h$, we have that $e = e' \cup \{h\}$. But we know that at most $d$ of these edges $e$ have size larger than $k$. For these edges, we let $\sigma^k(e) = \sigma^k(e')$; these will be the only edges contributing to the $k$-outdegree of $h$ in $\sigma^k$. For the other edges $e$, we know that their size is at most $k$, and hence the size of their counterparts $e'$ was at most $k - 1$. Thus, in $\sigma^k$, these edges $e'$ could only have been oriented to lists of size at most $k - 1$. For these edges $e$, we set $\sigma^k(e) = \sigma^k(e') \cup \{h\}$. Finally, we orient all the singleton edges that $h$ is a part of in $G(H)$ to $\{h\}$. We can see that the $k$-outdegree of every vertex other than $h$ in $\sigma^k$ is the same as it was in $\sigma^k$. The $k$-outdegree of $h$ is by construction at most $d$ (one for each edge that has size larger than $k$), which completes the inductive argument. The extension to the case when $|H| = \infty$ follows via a compactness argument.

\section{Finite k-DS Dimension is Necessary}

In this section, we will prove Theorem 1, thereby establishing that finiteness of the $k$-DS dimension is a necessary property for a hypothesis class $H$ to be $k$-list PAC learnable. We first prove necessity in the transductive list learning model. In this model, the transductive error rate of any list learning algorithm $A$ is the function $e_{A,H}^k: \mathbb{N} \rightarrow [0,1]$ defined as

$$e_{A,H}^k(m) = \sup_{\mathcal{D}} \sup_{h \in H} \Pr_{(S,x)}[A(S, h^*|S, x) \neq h^*(x)].$$

where $\mathcal{D}$ is a distribution over $X$ and $A(S, h^*|S, x)$ is the list output by $A$ on the unlabeled sample $S$ (of size $m - 1$) labeled by $h^*$. The transductive error rate of the class $H$ is then defined as

$$e_{H}^k(m) = \inf_{A} e_{A,H}^k(m).$$

[11, Theorem 2] show that finite DS dimension is necessary for multiclass PAC learning; in what follows, we will generalize their lower bound argument to the list learning setting. Towards this, let us first define the notion of maximal average $k$-degree of the one-inclusion graph $G(H)$.

**Definition 14 (Maximal average $k$-degree).** The maximal average $k$-degree of a hypothesis class $H \subseteq \mathcal{X}$ is

$$md^k(H) = \max_{\mathcal{F} \subseteq H, |\mathcal{F}| < \infty} \text{avd}^k(\mathcal{F}).$$

We can now define the density of the hypothesis class $H$ as:

$$\mu^k_{H}(m) = \max_{S \subseteq \mathcal{X}^m} [md^k(H|S)].$$

**Observation 5.** $d^k_{DS}(H) = \max \{m : \mu^k_{H}(m) = m\}$.

\section{Finite k-DS Dimension is Necessary}

The extension to the case when $|H| = \infty$ follows via a compactness argument.

\section{Finite k-DS Dimension is Necessary}

The following theorem states that the density lower bounds the transductive error rate of $H$.

**Theorem 6 (Transductive Model Lower Bound).** For every hypothesis class $H$,

$$\frac{\mu^k_{H}(m)}{e(k+1)m} \leq \epsilon^k_{H}(m).$$

Proof. Let $S^* = \{x_1,\ldots,x_m\} \in \mathcal{X}^m$ be a sequence that realizes $\mu^k_{H}(m) = md^k(H|S^*)$. Further, let $\mathcal{F} \subseteq H, |\mathcal{F}| < \infty$ be such that $md^k(H|\mathcal{F}) = \text{avd}^k(\mathcal{F}|S^*)$. Let $\mathcal{D} = \text{Unif}(S^*)$ be the uniform distribution on the elements in $S^*$. We will obtain the required bound via the probabilistic method. Let us draw $h^*$ uniformly at random from $\mathcal{F}|S^*$. We will show that any list learning algorithm $\mathcal{A}$ satisfies

$$E_{h^* \sim \text{Unif}(\mathcal{F}|S^*)} E_{(S,x) \sim \mathcal{D}} \left[ \mathbb{I} \left\{ A(S, h^*|S, x) \neq h^*(x) \right\} \right] \geq \frac{1}{e(k+1)m} \mu^k_{H}(m).$$

Fix an edge $e \in \mathcal{G}(\mathcal{F}|S^*)$ that satisfies $|e| > k$. Say this edge is in the $i^{th}$ direction for some $i \in [m]$. We will think of how we can map this edge to instantiations of the learning problem for which the any algorithm $\mathcal{A}$ has large error. Assume the following event $E_e$ happens: (1) the unlabeled test point $x$ happens to be $x_i$ (where $i$ is the direction of edge $e$), (2) the sample $S = \{x'_1,\ldots,x'_{m-1}\}$ happens to be such that $x'_i \neq x_j$ for any $j \in [m-1]$, and (3) $h^*$ happens to be one of the $\geq k+1$ functions belonging to $e$. Conditioned on this event, the input that the algorithm receives is always identical, but the ground-truth label on the test point $x$ can be any one of $\geq k+1$ values. Thus, conditioned on this event, any algorithm $\mathcal{A}$ (deterministic/randomized) that outputs a list of has expected error at least $\frac{1}{e + 1}$. Thus, we can iterate over all such events $E_e$, and bound the LHS of eq. (7) as

$$E_{h^* \sim \text{Unif}(\mathcal{F}|S^*)} E_{(S,x) \sim \mathcal{D}} \left[ \mathbb{I} \left\{ A(S, h^*|S, x) \neq h^*(x) \right\} \right] \geq \sum_{e \in S^*} \Pr[E_e] \cdot \frac{1}{k+1}$$

Now, the probability of (1) above is $\frac{1}{m}$, that of (2) is $\left(\frac{1}{m} - \frac{1}{m} \right)^{m-1}$ and that of (3) is $\frac{|e|}{|S^*|}$. As event $E_e$, which is the (independent)
conjunction of (1), (2) and (3), we get
\[ E_{h' \sim \text{Unif}(F_S)} E_{(S,X) \sim D^m} \left[ \mathbb{I} \left[ \mathcal{A}(S,h' \mid S, x) \neq h'(x) \right] \right] \geq \sum_{|e| > k} \frac{1}{m} \cdot \left( 1 - \frac{1}{m} \right)^{m-1} \frac{|e|}{|F|} \frac{1}{k+1} \]
\[ \geq \frac{1}{(k+1)m} \cdot \left( 1 - \frac{1}{m} \right)^{m-1} \text{avd}^k(F_S) \]
\[ \geq \text{avd}^k(F_S) \frac{\mu^k_H(m)}{e(k+1)m}. \]

Thus, the probabilistic method implies that there exists an \( h' \in F_S \) (and hence a corresponding \( h' \in \mathcal{H} \)) satisfying the above inequality, which completes the proof. \( \square \)

Now, if \( d^k_{DS}(\mathcal{H}) = \infty \), Observation 5 implies that \( \mu^k_H(m) = m, \forall m \in \mathbb{N} \). Theorem 6 then implies that for any \( m \), \( \epsilon \frac{\mu^k_H(m)}{e(k+1)m} \geq \frac{1}{e(k+1)} \). Consequently, for every fixed value of \( k \), if \( d^k_{DS}(\mathcal{H}) = \infty \), the (transductive) sample complexity of learning \( \mathcal{H} \) is \( \infty \).

Finally, the lower bound on the transductive error rate in Theorem 6 also helps us lower bound the PAC sample complexity, thereby completing the proof of Theorem 1.

**Corollary 5.1 (PAC model lower bound).** If \( d^k_{DS}(\mathcal{H}) = \infty \), the PAC sample complexity for \( k \)-list learning \( \mathcal{H} \) is \( \infty \).

**Proof.** Fix any \( k \)-list learning algorithm \( \mathcal{A} \). Let \( m_{\mathcal{A}, \mathcal{H}}(\epsilon, \frac{\epsilon}{2}, \frac{\epsilon}{2}) \) be the PAC sample complexity of \( \mathcal{A} \) to \( (\frac{\epsilon}{2}, \frac{\epsilon}{2}) \)-learn \( \mathcal{H} \). For the \( D \), \( h' \) given in the proof of Theorem 6, let us draw \( m_{\mathcal{A}, \mathcal{H}}(\epsilon, \frac{\epsilon}{2}, \frac{\epsilon}{2}) \) samples from \( D \) labeled by \( h' \), and an additional unlabeled test point \( x \) as input to \( \mathcal{A} \). By the PAC learning guarantee, the probability that \( \mathcal{A} \) errrs on \( x \) is at most \( (1 - \frac{\epsilon}{2}) \cdot \frac{\epsilon}{2} + \frac{\epsilon}{2} \cdot 1 = \epsilon \). But the lower bound in Theorem 6 requires that
\[ m_{\mathcal{A}, \mathcal{H}}(\epsilon, \frac{\epsilon}{2}, \frac{\epsilon}{2}) \geq \min \left\{ m \left| \frac{\mu^k_H(m)}{e(k+1)m} \leq \epsilon \right. \right\}. \]

If \( d^k_{DS}(\mathcal{H}) = \infty \), Observation 5 implies that \( \mu^k_H(m) = m \) for all \( m \in \mathbb{N} \). Hence, it must be the case that
\[ m_{\mathcal{A}, \mathcal{H}}(\epsilon, \frac{\epsilon}{2}, \frac{\epsilon}{2}) \geq \min \left\{ m \left| \frac{1}{e(k+1)} \leq \epsilon \right. \right\}. \]

For the choice of \( \epsilon = \frac{1}{e(k+2)} \), the RHS above is \( \infty \), which completes the proof. \( \square \)

### 6 A GENERALIZATION OF SAUER’S LEMMA FOR LISTS

The VC dimension of a binary hypothesis class \( \mathcal{H} \) is the largest sequence size \( d \) such that \( \mathcal{H} \) restricted to a sequence of size \( d \) has size \( 2^d \). When we start restricting \( \mathcal{H} \) to sequences of size \( m \) larger than \( d \), how does the size of the restricted class grow as a function of \( m \)? Sauer’s lemma [26, 28] states that when \( m \) is larger than \( d \), the size of \( \mathcal{H} \) restricted to sequences of size \( m \) is a polynomial function in \( m \) (as opposed to possibly being exponential for \( m \leq d \)). This polynomial behavior crucially enables establishing uniform convergence (and PAC learnability) properties for binary classes with finite VC dimension. In the case of hypothesis classes with more than 2 classes, [18] generalize Sauer’s lemma, and show an analogous result in terms of the Natarajan dimension of the class. Naturally, in the list learning setting, we are interested in how the size of hypothesis classes having \( k \)-Natarajan \( d^k_N \) grows, when restricted to sequences of size larger than \( d^k_N \).

By carefully extending the techniques in [18], we prove a generalization of Sauer’s lemma for lists. A qualitatively identical theorem was established in an altogether different problem setting of deriving inapproximability results in combinatorial auctions in [10, Theorem 1.5]. In fact, it is worth pointing out that in both our generalization and [10, Theorem 1.5], the size of the hypothesis class no longer grows only polynomially with \( m \), but has an exponential dependence. Therefore, such a generalization might a priori not appear useful for learning results. Even so, we successfully leverage the list-variant of Sauer’s lemma in the context of list PAC learning, and state it below.

**Theorem 7 (Sauer’s lemma for lists).** Let \( d, m \geq 0, d \leq m, k \geq 2 \) and let \( N_1, \ldots, N_m > k + 1 \). Let
\[ F \subseteq \left\{ \left( \frac{1}{k + 1} \right)^{k+1} \right\}. \]
be such that \( d^k_N = d^k_N(F) \leq d \). Let us denote the set of all \( k \)-sized subsets of \( \{ m \} \) as \( S \subseteq \{ m \} \mid |S| = 1 \). Then, we have that
\[ |F| \leq k^{m-k} \sum_{i=0}^{d} \sum_{S \in \mathcal{E}_{m,i}} \prod_{j \in S} N_j. \]

**Corollary 6.1.** For \( k \geq 2 \) and \( p > k + 1 \), let \( \mathcal{H} \subseteq \{ p \}^m \) be such that \( d^k_N(\mathcal{H}) = d^k_N \leq m \). Then, we have that
\[ |\mathcal{H}| \leq k^{m-d^k_N} \sum_{i=0}^{d^k_N} \left( \prod_{j=0}^{d^k_N} \left( \frac{p}{k + 1} \right)^j. \]

### 7 LIST ORIENTATIONS WITH BOUNDED \( k \)-OUTDEGREE

In this section, we will build up towards proving that the one-inclusion graph of a hypothesis class with bounded \( k \)-DS dimension (and hence bounded \( k \)-Natarajan dimension) has a \( k \)-list orientation with small maximum \( k \)-outdegree. The main theorem we will prove is:

**Theorem 8.** Let \( \mathcal{H} \subseteq \{ p \}^m \) be a hypothesis class with \( k \)-Natarajan dimension \( d^k_N < \infty \). Then, there exists a \( k \)-list orientation \( \sigma^k \) of \( \mathcal{G}(\mathcal{H}) \) with maximum \( k \)-outdegree
\[ \text{outdeg}^k(\sigma^k) \leq 240k^2d^k_N \log(p). \]

**Remark 2.** The proof methodology that follows also gives the same guarantee in the slightly more general (but essentially identical) setting where \( \mathcal{H} \subseteq \mathcal{Y}_1 \times \mathcal{Y}_2 \times \cdots \times \mathcal{Y}_m \) if \( |\mathcal{Y}_i| \leq p \forall i \in \{ m \}. \)

6 Instantiate the combinatorial technique of shifting to construct orientations of small outdegree for hypothesis classes having finite Natarajan dimension. We prove Theorem 8 in a stepwise analogous manner. For a nice introduction to the shifting operator on a

---

6 Or one can think of mapping each \( \mathcal{Y}_i \) to \( \{ p \} \), getting the bound on the \( k \)-outdegree in the mapped space, and then remapping back to the \( \mathcal{Y}_i \) space (the one-inclusion graphs in the mapped/original space are isomorphic).
hypothesis class, we refer the reader to the beginning of Section 3 in [6].

**Definition 15 (Shifting [6]).** Let $\mathcal{H} \subseteq [p]^m$ and let $i \in [m]$. The shifting operator in the $i^{th}$ direction $S_i$ maps $\mathcal{H}$ to its shifted version $S_i(\mathcal{H})$ as follows. Shifting is first defined on edges. For $f : [m] \setminus \{i\} \rightarrow [p]$, let $e_f$ be the collection of $h \in \mathcal{H}$ that agree with $f$ on $[m] \setminus \{i\}$. The shifting $S_i(e_f)$ is obtained by “pushing $e_f$ downward”; namely, $S_i(e_f)$ is the collection of all $g \in [p]^m$ that agree with $f$ on $[m] \setminus \{i\}$ and $1 \leq g(i) \leq |e_f|$. The shifting of $\mathcal{H}$ is the union of all shifted edges

$$S_i(\mathcal{H}) = \bigcup_f S_i(e_f) \subseteq [p]^m.$$  

The nice property about shifting is that the fixed point $\mathcal{H}_*$ of the shifting operations (i.e., $S_i(\mathcal{H}_*) = \mathcal{H}_*$ for all $i \in [m]$) is guaranteed to exist, and is furthermore, closed downwards (i.e., if $h \in \mathcal{H}_* \subseteq [p]^m$, and $g_i \leq h_i \forall i \in [m]$, then $g \in \mathcal{H}_*$).

We restate the following result from [6] which guarantees that the shifting operation does not increase the size of a hypothesis class restricted to any sequence.

**Lemma 7.1 (Claim 22, [6]).** Let $\mathcal{H} \subseteq [p]^m$ and $i \in [m]$. For every $S \in [m]^k$,

$$|S_i(\mathcal{H})|_S \leq |\mathcal{H}|_S.$$  

This immediately leads to the following corollary.

**Corollary 7.2.** For every $\mathcal{H} \subseteq [p]^m$ and $i \in [m]$,

$$d^k_E(S_i(\mathcal{H})) \leq d^k_E(\mathcal{H}).$$  

Thus, $d^k_E(\mathcal{H})_* \leq d^k_E(\mathcal{H})$.

Next, we show that the shifting operation does not decrease a quantity which we denote as the shifting average $k$-degree. This generalizes the analogous result (Claim 26) in [6].

**Definition 16 (Shifting average $k$-degree).** Let $G(\mathcal{H}) = (V, E)$ be the one-inclusion graph of $\mathcal{H} \subseteq [p]^m$. The shifting average $k$-degree of $\mathcal{H}$ is

$$\text{savd}^k(\mathcal{H}) = \frac{1}{|V|} \sum_{e \in E} (|e| - k)_{+},$$

where $(x)_{+} = \max(x, 0)$.

**Lemma 7.3 (Shifting does not decrease savd$^k$).** For every $\mathcal{H} \subseteq [p]^m$ and $i \in [m]$,

$$\text{savd}^k(S_i(\mathcal{H})) \geq \text{savd}^k(\mathcal{H}).$$

Thus, $\text{savd}^k(\mathcal{H})_* \geq \text{savd}^k(\mathcal{H})$.

**Proof.** Since shifting does not change the number of vertices $|V|$, we only need to think about the summation over edges before/after shifting. The size of edges in the $i^{th}$ direction does not change during shifting, and hence we further only need to think about edges in other directions. Fix some $j \neq i$. We will enumerate over all edges in the $j^{th}$ direction by grouping all the members (vertices) in $\mathcal{H}$ according to their projection on $[m] \setminus \{i, j\}$. Concretely, fix $f \in \mathcal{H}|_{[m]\setminus\{i,j\}}$ and consider all vertices that agree with $f$ on $[m] \setminus \{i, j\}$. Encode this data by the $p \times p$ Boolean matrix $M_f$ defined by $M_f(a, b) = 1$ iff adding $a, b$ to $f$ in the positions $i, j$ leads to a vertex in $\mathcal{H}$. The example below illustrates how $M_f$ changes during shifting for some fixed $f$, where we have $p = 4$ and 10 hypotheses in $\mathcal{H}$ agree with $f$.

$$\begin{array}{ccc|ccc}
0 & 1 & 0 & 1 & 1 & 1 & 1 \\
1 & 0 & 0 & 1 & 1 & 0 & 1 \\
1 & 0 & 0 & 1 & 1 & 0 & 0 \\
1 & 0 & 0 & 1 & 0 & 0 & 1 \\
\end{array}$$

Thus, $\text{savd}^k(\mathcal{H}) \leq (k + 1)\text{savd}^k(\mathcal{H}_*)$ (from Lemma 7.3).

**Lemma 7.4 (avd$^k$ is bounded by $d^k_E$).** For every $\mathcal{H} \subseteq [p]^m$, we have

$$\text{avd}^k(\mathcal{H}) \leq 4k^2 d^k_E(\mathcal{H}).$$

**Proof.** We have that

$$\text{avd}^k(\mathcal{H}) \leq (k + 1)\text{avd}^k(\mathcal{H}_*)$$

(8)
We will argue that $\text{avd}^k(H) \leq (k+1) d_E^k(H)$. Let us induct on the size of $|H|$. For the base case, we have that $|H| = 1$. In this case, $\text{avd}^k(H) = d_E^k(H) = 0$, and so the inequality holds. Now, let $|H| > 1$, and let us assume that the inequality holds for all $H'$ having size at most $|H| - 1$. Let $h_0$ be the concept in $H$, such that no other concept in $H$ is larger than $h_0$. Let us think of $h_0$ as a vector in $[|p|^m]$, and let $|h_0|$ be the number of coordinates in $h_0$ that are larger than $k$. Because $H$ is closed downwards, all concepts $h \preceq h_0$ are contained in $H$, which implies that $\deg^k(h_0) = |h_0|$. This also means $H$ restricted to $|h_0|$ coordinates has size at least $(k+1)|h_0|$. Consequently, $d_E^k(H \setminus \{h_0\}) \leq \deg^k(h_0)$. Now, consider the hypothesis class $H' = H \setminus \{h_0\}$. This hypothesis class is also closed downwards, and the inductive hypothesis implies that $\text{avd}^k(H') \leq (k+1) d_E^k(H') \leq (k+1)d_E^k(H)$. Now, let us compare the sum of $k$-degrees of $h \in H'$ in $G(H')$ versus $G(H)$. In the worst case, $h_0$ was adjacent to $\deg^k(h_0)$ many edges each having size exactly $k+1$ in $G(H)$, in which case the sum of $k$-degrees of $h \in H'$ is larger by $k \cdot \deg^k(h_0)$ in $G(H')$. Formally,

$$\sum_{v \in G(H')} \deg^k(v; G(H')) = \sum_{v \in G(H), v \not\sim h_0} \deg^k(v; G(H)) + \deg^k(h_0; G(H)) \leq \sum_{v \in G(H')} \deg^k(v; G(H')) + (k+1)|h_0| \leq \left(|H'| \cdot (k+1) d_E^k(H') \right) + (k+1) d_E^k(H)$$

(proof hypothesis and $|h_0| \leq d_E^k(H)$)

$\leq \left(|H| - 1 \right) (k+1) d_E^k(H) + (k+1) d_E^k(H) = |H| \cdot (k+1) d_E^k(H)$, which gives us $\text{avd}^k(H) \leq (k+1) d_E^k(H)$ as required. Recalling eq. (8), we get

$$\text{avd}^k(H) \leq (k+1)^2 d_E^k(H) \leq (k+1)^2 d_E^k(H)$$

(From Corollary 7.2)

$$\leq 4k^2 d_E^k(H).$$

The bound on $\text{avd}^k$ helps us greedily construct a list orientation $\sigma^k$ with bounded $k$-outdegree. The proof idea is similar to that of Lemma 4.1.

**Corollary 7.5.** For every $H \in [p]^m$, there is a $k$-list orientation of $G(H)$ with maximum $k$-outdegree at most $4k^2 d_E^k(H)$.

**Proof.** We prove this by induction on the size of $H$. For the base case, we have $|H| = 1$. In this case, say $H = \{h\}$, so that $G(H)$ will simply have $m$ singleton edges adjacent to $h$. We can have $\sigma^k$ orient each of these edges towards the singleton list $\langle h \rangle$, and this ensures that $\text{outdeg}(\sigma^k) = \deg^k(h; \sigma^k) = 0$. For the inductive step, let $|H| > 1$, and assume that the claim holds for all $H'$ having $|H'| \leq |H| - 1$. Lemma 7.4 guarantees that there exists a hypothesis $h$ in $G(H)$ with $k$-degree at most $4k^2 d_E^k(H)$. Consider the hypothesis class $H' = H \setminus \{h\}$. Edges in $G(H')$ are obtained by deleting $h$ from the edges in $G(H)$ i.e., every edge in $G(H)$ has a counterpart in $G(H')$ (the only edges that do not have a counterpart are the singleton edges adjacent to $h$). The inductive hypothesis ensures that there exists a $k$-list orientation $\sigma^k$ of $G(H')$ with $\text{outdeg}^k(\sigma^k)$ at most $4k^2 d_E^k(H') \leq 4k^2 d_E^k(H)$. We will construct the required $k$-list orientation $\sigma^k$ of $G(H' \cup \{h\})$ from $\sigma^k$ as follows: let us first think of all the edges $e$ that have a counterpart $e'$. For the edges that do not agree with $h$, $e = e'$, and we let $\sigma^k(e) = \sigma^k(e')$. These edges do not contribute to the $k$-outdegree of $h$. For the edges $e$ that agree with $h$, we have that $e = e' \cup \{h\}$. But we know that at most $4k^2 d_E^k(H)$ of these edges $e$ have size larger than $k$. For these edges, we let $\sigma^k(e) = \sigma^k(e')$, these will be the only edges contributing to the $k$-outdegree of $h$ in $\sigma^k$. For the other edges $e$, we know that their size is at most $k$, and hence the size of their counterparts $e'$ was at most $k - 1$. Thus, in $\sigma^k$, these edges $e'$ could only have been oriented to lists of size at most $k - 1$. For these edges, we set $\sigma^k(e) = \sigma^k(e') \cup \{h\}$. Finally, we orient all the singleton edges that $h$ is a part of in $G(H)$ to $\{h\}$. We can see that the $k$-outdegree of every vertex other than $h$ in $\sigma^k$ is the same as it was in $\sigma^k$. The $k$-outdegree of $h$ is by construction at most $4k^2 d_E^k(H)$ (one for each edge that has size larger than $k$), which completes the inductive construction.

It remains to bound the $k$-exponential dimension in terms of the $k$-Natarajan dimension. This is where the list version of Sauer’s lemma that we proved in Section 6 above kicks in.

**Lemma 7.6 (Controlling the $k$-exponential dimension).** For every $H \subseteq [p]^m$ having $d_E^k(H) = d_E^k(\{h\})$, and $d_E^k(\{h\}) < \infty$, we have

$$d_E^k \leq 60k^2 d_N^k \log(p).$$

**Proof.** Consider the set $S$ which realizes $d_E^k(H) = d_E^k(\{h\})$, so that $|S| = d_E^k$. Then, we have that

$$|H| \leq (k+1) d_E^k.$$  

Also, from Corollary 6.1, above, we know that

$$|H| \leq k d_E^k - d_N^k \sum_{i=0}^{d_N^k} \binom{d_E^k}{i} \left(\frac{p}{k+1}\right)^i \leq k d_E^k - d_N^k \left(\frac{pe}{k+1}\right)^{d_N^k} \left(\frac{d_E^k}{d_N^k}\right)^{d_E^k}.$$

Thus, it must be the case that

$$(k+1) d_E^k \leq k d_E^k - d_N^k \left(\frac{pe}{k+1}\right)^{d_N^k} \left(\frac{d_E^k}{d_N^k}\right)^{d_E^k},$$

and we can show that this implies

$$d_E^k - d_N^k \leq 2k \log \left(\frac{d_E^k}{d_N^k}\right) \leq 4k(k+1) \log \left(\frac{p}{k+1}\right).$$

(9)

Now, assume for the sake of contradiction that $d_N^k > 10k(k+1) \log \left(\frac{p}{k+1}\right)$. For $k \geq 1$, in the regime $\frac{d_E^k}{d_N^k} \geq 10k(k+1)$, we have that

$$d_E^k - d_N^k \leq 2k \log \left(\frac{d_E^k}{d_N^k}\right) \geq \frac{1}{2} \cdot \frac{d_E^k}{d_N^k} \geq 5k(k+1) \log \left(\frac{p}{k+1}\right),$$
which is not possible, since we know that eq. (9) holds true. Here, we used that (denoting $\frac{d_k}{d_{DS}}$ as $x$) $2k \log(x) \leq x/2$ when $x \geq 10k(k+1)$. Thus, it must be the case that

$$\frac{d_k}{d_{DS}} \leq 10k(k+1) \log \left( \frac{p_e}{k+1} \right) \leq 20k^2 \log(p) \leq 60k^2 \log(p).$$

\hfill $\Box$

**Remark 3.** Corollary 7.5 and Lemma 7.6 together imply Theorem 8.

### 8 Finite k-DS Dimension is Sufficient

The one-inclusion algorithm [17, 25], which is based on the one-inclusion graph (Section 4.3), is an incredibly powerful algorithm, in that it essentially attains the optimal sample complexity for any learnable problem [11]. We describe a list version of the one-inclusion algorithm below, which forms the base for most of what follows:

**Algorithm 1** The one-inclusion list algorithm $\mathcal{A}_H$ for $H \subseteq \mathcal{Y}^X$.

**Input:** An $H$-realizable sample $S = ((x_1, y_1), \ldots, (x_m, y_m))$.

**Output:** A $k$-list hypothesis $\mathcal{A}_H(S) = \mu^k_S : \mathcal{X} \rightarrow \{Y \subseteq \mathcal{Y} : |Y| \leq k\}$.

For each $x \in \mathcal{X}$, the $k$-list $\mu^k_S(x)$ is computed as follows:

1. Consider the class of all patterns over the unlabeled data $H \setminus (x_1, \ldots, x_m, x)$.
2. Find a $k$-list orientation $\sigma^k$ of $G(H \setminus (x_1, \ldots, x_m, x))$ that minimizes the maximum $k$-outdegree.
3. Consider the edge in direction $m+1$ defined by $S$:

   $$e = \{h \in H \setminus (x_1, \ldots, x_m, x) : \forall i \in [m] \ h(i) = y_i\}.$$ 

4. Set $\mu^k_S(x) = (h(m+1) : h \in \sigma^k(e))$.

The following guarantee holds for Algorithm 1 as a straightforward implication of Lemma 4.1.

**Claim 8.1.** Let $H \subseteq \mathcal{Y}^X$ be so that $d_{DS}^k(H) < \infty$. Let $\mathcal{A}_H$ be Algorithm 1. For every $H$-realizable sample $S = ((x_1, y_1), \ldots, (x_{d_{DS}^k(H)+1}, y_{d_{DS}^k(H)+1}))$, there exists $i \in [d_{DS}^k(H)+1]$ such that $\mu_{S,i}(x) = y_i$, where $\mu_{S,i} = \mathcal{A}_H(S \setminus \{(x_i, y_i)\})$.

**Proof.** Let $H' = H \setminus (x_1, \ldots, x_{d_{DS}^k(H)+1})$. We have that $d_{DS}^k(H') \leq d_{DS}^k(H) = d_{DS}^k$. Because $S$ is an $H$-realizable sample, $y = (y_1, \ldots, y_{d_{DS}^k(H)+1})$ is a vertex in $G(H)$. Let $\sigma^k$ denote the orientation that minimizes the maximum $k$-outdegree of $G(H)$ chosen by $\mathcal{A}_H$ in Step 2. Lemma 4.1 ensures that the $k$-outdegree of $\sigma^k$ is at most $d_{DS}^k$. Let $e_i$ be the edge in the $i$th direction adjacent to $y$. For every $i \in [d_{DS}^k+1]$, we have $\mu_{S,i}(x) \neq y_i \iff \sigma^k(e_i) \neq y$. Hence,

$$\sum_{i=1}^{d_{DS}^k+1} I[\mu_{S,i}(x) \neq y_i] = \text{outdeg}^k(y, \sigma^k) \leq d_{DS}^k.$$

It follows that there must exist $i \in [d_{DS}^k+1]$ such that $\mu_{S,i}(x) = y_i$. \hfill $\Box$

Using Algorithm 1 as our base, we are ready to describe a list-learning algorithm which outputs a list having a large size, but is nevertheless a successful learner, in the sense described as follows:

**Definition 17 (Weak List PAC Learner).** An algorithm $\mathcal{A}$ with sample size $m$ and list size $k$ is a weak list PAC learner with success probability $\alpha > 0$ for the concept class $H \subseteq \mathcal{Y}^X$ if for every distribution $D$ on $X \times \mathcal{Y}$ realizable by $H$,

$$\Pr_{(S,(x,y)) \sim D^m} \left[ y \in \mu^k_S(x) \right] \geq \alpha,$$

where $\mu^k_S = \mathcal{A}(S)$ is a $k$-list hypothesis. The list size $k$ can depend on the success probability $\alpha$.

**Remark 4.** While the definition above is identical to list PAC learnability as defined in [6, Definition 30], as mentioned above in Remark 1, the list size $k$ can increase arbitrarily with the success probability $\alpha$ in this definition. Since we are aiming for list learnability for a fixed list size irrespective of the success probability in Definition 2, we denote the above definition as “weak” list learnability.

We now give a weak list-learning algorithm for hypothesis classes having finite $k$-DS dimension.

**Algorithm 2** Weak list PAC learner $\mathcal{L}_{\mathcal{H},t}$ for $H \subseteq \mathcal{Y}^X$ with $d_{DS}^k(H) = d_{DS}^k$ and $t \in \mathbb{N}$.

**Input:** Data $S \in (X \times \mathcal{Y})^m$ where $m = d_{DS}^k + t$.

**Output:** A $k'$-list hypothesis $\mu^k_{S,t}$ for $k' = k(\binom{m}{t})$.

1. Set $S_1, \ldots, S_{\binom{m}{t}}$ denote all subsamples of $S$ of size $d_{DS}^k$.
2. Let $\mu^k_{S,i} = \mathcal{A}_H(S_i)$ denote the $k$-list hypothesis output by Algorithm 1 on input sample $S_i$.
3. Output: Return the $k'$-list hypothesis $\mu^k_{S,t}$ defined by,

$$\mu^k_{S,t}(x) = \bigcup_{i=1}^{\binom{m}{t}} \mu^k_{S,i}(x).$$

**Proposition 8.2.** Let $H \subseteq \mathcal{Y}^X$ be a hypothesis class with $k$-DS dimension $d_{DS}^k < \infty$ and let $t \in \mathbb{N}$. Algorithm 2 is a weak list PAC learner for $H$ with sample size $m = d_{DS}^k + t$, list size $k' = k(\binom{m}{t})$ and success probability $\alpha = \frac{t+1}{d_{DS}^k + t + 1}$.

**Proof.** Let $\mu^k_{S,t} = \mathcal{L}_{\mathcal{H},t}(S)$ be the $k'$-list generated by Algorithm 2 on input data $S$. By the leave-one-out symmetrization argument [6, Fact 14], for any $\mathcal{D}$ realizable by $H$,

$$\Pr_{(S,(x,y)) \sim \mathcal{D}^{m+1}} \left[ y \in \mu^k_{S,t}(x) \right] = \Pr_{(S',(x,y)) \sim \mathcal{D}^{m+1} \cup \text{Unif}([m+1])} \left[ y \in \mu^k_{S',t}(x) \right],$$

where $\text{Unif}([m+1])$ denotes the uniform distribution on $[m+1]$. It hence suffices to show that every fixed realizable sample $S'$ of size
Algorithm 3 One-inclusion list algorithm $\mathcal{A}_{\mathcal{H},\mu^k}$ for a class $\mathcal{H}$ and list $\mu^k$.

**Input:** A sample $S = \{(x_1, y_1), \ldots, (x_m, y_m)\}$ realizable by $\mathcal{H}$ and $\mu^k$.

**Output:** A $k$-list hypothesis $\mu^k_S : X \rightarrow Y$.

For each $x \in X$, the $k$-list $\mu^k_S(x)$ is computed as follows.

1. Consider the class $\mathcal{H}' \subseteq Y^{m+1}$ of all patterns over the unlabeled data that are realizable by both $\mathcal{H}$ and $\mu^k$, i.e., $\mathcal{H}' = \{h \in \mathcal{H} | (x_1, \ldots, x_m) : h(m+1) \in \mu^k(x) \text{ and } h(i) \in \mu^k(x_i)\}$.
2. Find a $k$-list orientation $\sigma^k$ of $G(\mathcal{H}')$ that minimizes the maximum $k$-outdegree.
3. Consider the edge in direction $m+1$ defined by $S$:
   $$e = \{h \in \mathcal{H}' | \forall i \in [m] \; h(i) = y_i\}.$$  
4. Set $\mu^k_S(x) = \{h(m+1) : h \in \sigma^k(e)\}$.

**Remark 6.** Algorithm 3 is essentially identical to Algorithm 2, except for the fact that it takes into account the list realizability information in Step 1.

The following proposition shows that if we only care about distributions realizable by a known list $\mu$, $k$-list learning (in the strong sense) is possible. We want to think of this known list as having a size much larger than the list size $k$ we care about (otherwise we simply output $\mu$ and the proposition would be trivial). Eventually, we want to be able to $k$-list learn without the list realizability assumption, but this will be an important building block towards that.

**Proposition 8.3.** Let $\mathcal{H} \subseteq Y^X$ be a class with $k$-Natarajan dimension $d_{NS}^k = d_{NS}^k(\mathcal{H}) < \infty$ and let $\mu^k$ be a $k'$-list (where $k' \gg k$). For every distribution $D$ over $X \times Y$ that is realizable by both $\mathcal{H}$ and by $\mu^k$, and for all integers $m > 0$, 
\[
\Pr_{(S,(x,y)) \sim D^m} [\mu^k_S(x) \not\ni y] \leq \frac{240 k^4 d_{NS}^k \log(k')}{m},
\]
where $\mu^k_S = \mathcal{A}_{\mathcal{H},\mu^k}(S)$.

**Proof.** Let $D$ be a distribution that is realizable by $\mathcal{H}$ and $\mu^k$. By the leave-one-out symmetrization argument,
\[
\Pr_{(S,(x,y)) \sim D^m} [\mu^k_S(x) \not\ni y] = \Pr_{(S',i) \sim D^m \times \text{Unif}(m+1)} [\mu^k_{S_{i-1}}(x_i') \not\ni y_i'],
\]
where $\mu^k_S = \mathcal{A}_{\mathcal{H},\mu^k}(S)$. It therefore suffices to show that for every sample $S'$ that is realizable by $\mathcal{H}$ and $\mu^k$, 
\[
\Pr_{i \sim \text{Unif}(m+1)} [\mu^k_{S_{i-1}}(x_i') \not\ni y_i'] \leq \frac{240^4 d_{NS}^k \log(k')}{m}.
\]

Fix $S'$ that is realizable by $\mathcal{H}$ and $\mu^{k'}$ for the rest of the proof. The class $\mathcal{H}' = \mathcal{H}|_{x_1', \ldots, x_{m+1}}$ constructed by the algorithm $\mathcal{A}_{\mathcal{H},\mu^{k'}}$ for $S'$ and $x'_i$ is the same for all values of $i$, and is realizable by $\mu^{k'}$. The $k$-Natarajan dimension of $\mathcal{H}'$ is at most that of $\mathcal{H}$. Denote by $\sigma^k$ the orientation of $G(\mathcal{H}')$ that the algorithm chooses. Theorem 8 tells us that the maximum $k$-outdegree of $\sigma^k$ is at most $240^4 d_{NS}^k \log(k')$. Let $y'_i$ denote the vertex in $G(\mathcal{H}')$ defined by $y'_i = (y_1', \ldots, y'_{m+1})$, and let $e_i$ denote the edge in the $i$th direction adjacent to $y'_i$. Then, we have that
\[
\Pr_{i \sim \text{Unif}(m+1)} [\mu^k_{S_{i-1}}(x_i') \not\ni y_i'] \leq \frac{1}{m+1} \sum_{i=1}^{m+1} [\sigma^k(e_i) \not\ni y'_i] = \frac{1}{m+1} \sum_{i=1}^{m+1} \text{outdeg}^k(y'_i, \sigma^k) \leq \frac{240^4 d_{NS}^k \log(k')}{m+1} \leq \frac{240^4 d_{NS}^k \log(k')}{m}.
\]  

We now have all the necessary ingredients to describe a list sample compression scheme for hypothesis classes with finite $k$-DS dimension.
8.1 Sample Compression Scheme

We first state some definitions:

**Definition 19 (List sample compression scheme [6]).** An \( m \rightarrow r \) list sample compression scheme \((\kappa, \rho)\) with list size \( k \) consists of a reconstruction function

\[
\rho : (X \times Y)^r \rightarrow \{ Y \subseteq Y : |Y| \leq k \}^X
\]

such that for every \( H \)-realizable \( S \in (X \times Y)^m \), there exists \( S' \in (X \times Y)^r \) whose elements appear in \( S \) (so that \( \kappa(S) = S' \)) such that for every \((x, y) \in S\) we have \( y \in \rho^k(x) \), where \( \rho^k = \rho(S') \).

**Definition 20 (List sample compression scheme given list realizability).** An \( m \rightarrow r \) list sample compression scheme \((\kappa, \rho)\) with list size \( k \) for a class \( \mathcal{H} \) given list realizability with respect to a list \( \rho^k \) \((k' \gg k)\) consists of a reconstruction function

\[
\rho : (X \times Y)^r \rightarrow \{ Y \subseteq Y : |Y| \leq k \}^X
\]

such that for every \( S \in (X \times Y)^m \) that is realizable by both \( \mathcal{H} \) and \( \rho^k \), there exists \( S' \in (X \times Y)^r \) whose elements appear in \( S \) (so that \( \kappa(S) = S' \)) such that for every \((x, y) \in S\) we have \( y \in \rho^k(x) \), where \( \rho^k = \rho(S') \).

The following two lemmas state that 1) every class with finite \( k \)-DS dimension is list compressible for some large list size \( k' \), and 2) every class with finite \( k \)-Natarajan dimension is list compressible with list size \( k \) given list-realizability with respect to some list of size \( k' \gg k \). Recall that our ultimate goal is to show that a hypothesis class with finite \( k \)-DS dimension is list compressible with list size \( k \). Step 1) above achieves a weaker version of this goal — it says that we can compress the class to a list size \( k' \gg k \). But in combination with step 2), we finally achieve our goal.\(^5\)

**Lemma 8.4.** Let \( \mathcal{H} \subseteq Y^X \) be a class with \( k \)-DS dimension \( d_{DS}^k(\mathcal{H}) < \infty \). For every integers \( m, t > 0 \), there exists an \( m \rightarrow r \) list sample compression scheme \((\kappa_1, \rho_1)\) for \( \mathcal{H} \) with list size \( k' \), where

\[
r_1 \leq \frac{d_{DS}^k + t + 1}{t + 1} \log(2m),
\]

and

\[
k' \leq k \left( \frac{d_{DS}^k + t + 1}{t + 1} \right) \log(2m).
\]

**Proof.** We first describe the reconstruction function \( \rho_1 \). Let

\[
l = \frac{d_{DS}^k + t + 1}{t + 1} \log(2m).
\]

Given an \( H \)-realizable sample \( S' \) of size \( r_1 = (d_{DS}^k + t)l \), partition it into \( l \) contiguous subsequences \( S'_1, \ldots, S'_l \) each having size \( d_{DS}^k + t \). Define \( \rho^k = \rho_1(S') \) as

\[
\mu^k(x) = \bigcup_{j=1}^l \mu_j(x),
\]

where \( \mu_j = \mathcal{L}_{\mathcal{H}_x}(S'_j) \) is the size \( k(d_{DS}^k + t) \) list hypothesis output by Algorithm 2 on input sample \( S'_j \). This results in \( \mu^k \) having size \( k' = l k(d_{DS}^k + t) \leq k(d_{DS}^k + t + 1) \log(2m) \) as required.

We now show the existence of \( S' \), for which we will use the probabilistic method. Let \( D = \text{Unif}(S) \) denote the uniform distribution over the \( m \) examples in \( S \), and let \( \alpha = \frac{\log(d_{DS}^k + t + 1)}{\log(2m)} \). Let \( S'_1 \) be a draw of \( d_{DS}^k + t \) samples from \( D \) and let \( \mu_1 = \mathcal{L}_{\mathcal{H}_x}(S'_1) \). Proposition 8.2 with this choice of \( D \) implies that

\[
\Pr_{(x, y) \sim D} \left[ y \in \mu_1(x) \right] = \mathbb{E}_{S'_1 \sim D} \mathbb{E}_{x \sim S'_1} \left[ \mathbb{I}[y \in \mu_1(x)] \right]
\]

\[
= \mathbb{E}_{S'_1 \sim D} \left[ \frac{1}{m} \sum_{i=1}^m \mathbb{I}[y_i \in \mu_1(x)] \right] \geq \alpha.
\]

In particular, this means that there exists \( S'_1 \) which satisfies \( \sum_{i=1}^m \mathbb{I}[y_i \in \mu_1(x)] = \alpha m \). Remove from \( S \) all the \( \geq \alpha m \) examples \((x_1, y_1), \ldots, (x_t, y_t)\) that satisfy \( y_i \in \mu_1(x_i) \), and repeat the same reasoning as above on the remaining sample. In this way, at each step \( j \), we find a sample \( S'_j \) and list \( \mu_j = \mathcal{L}_{\mathcal{H}_x}(S'_j) \) that covers at least an \( \alpha \)-fraction of the remaining examples in \( S \). After \( l \) steps, all the examples in \( S \) are covered because \((1 - \alpha)^l m \leq \frac{1}{d_{DS}^k + t + 1} < 1 \). Setting \( S' \) to be the concatenation of \( S'_1, \ldots, S'_l \) completes the proof. \( \Box \)

**Lemma 8.5.** Let \( \mathcal{H} \subseteq Y^X \) be a class with \( k \)-Natarajan dimension \( d_{N}^k < \infty \) and let \( \mu^k \) be a \( k' \)-list. For every integer \( m > 0 \), there exists an \( m \rightarrow r_2 \) list sample compression scheme \((\kappa_2, \rho_2)\) with list size \( k \) for \( \mathcal{H} \) given list realizability with respect to \( \mu^k \) that satisfies

\[
r_2 \leq 11520 k \log(k) \log(2m).
\]

**Proof.** We first describe the reconstruction function \( \rho_2 \). Let \( l = 12k \log(2m), n = 960k \log(k) \log(2m) \). Given a sequence \( S' \) of \( r_2 = nl \) examples that are realizable by both \( \mathcal{H} \) and \( \mu^k \), partition it into \( l \) contiguous subsequences \( S'_1, \ldots, S'_l \) each of size \( n \). Define \( \mu^k(x) = \rho_2(S') \) as

\[
\mu^k(x) = \text{Top}(k) \mu^k(x, \ldots, \mu^k(x)),
\]

where \( \mu^k = \mathcal{A}_{\mathcal{H},\mu^k}(S') \) is the \( k \)-list output by Algorithm 3 on input sample \( S'_1 \), and \( \text{Top}(k) \) is a list of the \( k \) most frequently occurring labels among the \( l \) lists (ties broken arbitrarily).

We now show the existence of \( S' \) for every sample \( S \) realizable by \( \mathcal{H} \) and \( \mu^k \), again by using the probabilistic method. We will instantiate von Neumann’s minimax theorem [30] for this.

We first claim that there exists a distribution \( \mathcal{P} \) over sequences \( T \) of size \( n \) with elements from \( S \) such that for every fixed example \((x, y) \in S \),

\[
\Pr_{T \sim \mathcal{P}, y \notin \mu^k_T(x)} \leq \frac{1}{2(k+1)},
\]

where \( \mu^k_T = \mathcal{A}_{\mathcal{H},\mu^k}(T) \). Consider a zero-sum game between two players Max and Minnie, where Max’s pure strategies are examples \((x, y) \in S \), and Minnie’s pure strategies are sequences \( T \subseteq S^n \). The cost matrix \( L \) is defined by \( L(x, y, T) = \mathbb{I}[y \notin \mu^k_T(x)] \). Let \( Q \) be any mixed strategy by Max i.e., \( Q \) is a distribution over the \( m \) examples in \( S \). The distribution \( Q \) is realizable by both \( \mathcal{H} \) and \( \mu^k \).
Proposition 8.3 with \( D = Q \) implies that

\[
\Pr_{(x,y) \sim Q^{n+1}} \left[ y \notin \mu^k_T(x) \right] = \frac{240k^2d_N \log(k')}{n} \leq \frac{240k^2d_N \log(k')}{960k^2d_N \log(k')} = \frac{1}{4k} \leq \frac{1}{2(k+1)}.
\]

Observe that the LHS above is the evaluation of the cost corresponding to mixed strategies \( Q \) and \( Q^n \) by Max and Minnie respectively. In other words, for every mixed strategy \( Q \) by Max, there exists a mixed strategy by Minnie (namely that of playing \( Q^n \)) for which the cost is at most \( \frac{1}{2(k+1)} \). By von Neumann’s minimax theorem, this implies that there exists a mixed strategy by Minnie such that for every mixed (and in particular, pure) strategy by Max, the cost is at most \( \frac{1}{2(k+1)} \). This mixed strategy is the required \( \mathcal{P} \) that satisfies eq. (13).

We can now argue the existence of the required \( S' \). Let \( S'_1, \ldots, S'_t \) be i.i.d. samples of size \( n \) from \( \mathcal{P} \). Using eq. (13) and a Chernoff bound, for every fixed \((x, y) \in S\), we have that

\[
\Pr_{(S'_1, \ldots, S'_t)} \left[ \frac{1}{t} \sum_{j=1}^{t} \mathbb{I}[y \notin \mu^k(S'_j)(x)] \geq \frac{1}{k+1} \right] \leq \exp \left( -\frac{t}{6(k+1)} \right) \leq \exp \left( -\frac{t}{12k} \right) < \frac{1}{m}.
\]

By a union bound over the \( m \) examples in \( S \), we get that with positive probability, it holds that \( \frac{1}{t} \sum_{j=1}^{t} \mathbb{I}[y \notin \mu^k(S'_j)(x)] > 1 - \frac{1}{k+1} \) for all \((x, y) \in S\) simultaneously. In particular, there exist \( S'_1, \ldots, S'_t \) for which this guarantee holds. But this means that for every \((x, y) \in S\), \( y \) appears in the \( k \) most frequently occurring labels amongst the \( l \) lists for that \( x \). This is because the guarantee implies that \( y \) occurs in strictly more than \( \frac{kl}{k+1} \) lists. Assume for the sake of contradiction that \( y \) is not among the \( k \) most frequently occurring labels. Then there must exist \( k \) labels other than \( y \) each occurring in strictly more than \( \frac{kl}{k+1} \) lists. But then the amount of room remaining for \( y \) in the concatenation of the lists is strictly less than \( kl - k \left( \frac{kl}{k+1} \right) = \frac{kl}{k+1} \), which we know is not true. Hence, \( y \) belongs to the list of \( k \) most frequently occurring labels. Thus, we have shown that there exist \( S'_1, \ldots, S'_t \) such that \( y \in \mu^k(x) \) for all \((x, y) \in S\), where \( \mu_k \) is the Top-\( k \) rule defined in eq. (12). Setting \( S' \) to the concatenation of \( S'_1, \ldots, S'_t \) completes the proof. \qed

Lemma 8.4 and Lemma 8.5 equip us to derive the following theorem.

Theorem 9 (Finite \( k \)-DS Dimension Implies \( k \)-List Compressibility). Let \( H \subseteq \mathcal{Y}^X \) be a hypothesis class with \( k \)-DS dimension \( d_{DS}^k = d_{DS}^k(H) < \infty \) and \( k \)-Natarajan dimension \( d_N^k = d_N^k(H) \). For every integers \( m, t > 0 \), there exists an \( m \rightarrow r \) list sample compression scheme \((\kappa, r)\) for \( H \) with list size \( k \) satisfying

\[
r \leq \left( \frac{d_{DS}^k + t + 1}{t + 1} \left( d_{DS}^k + t \right) + 11520k^2d_N^k \log \left( k \frac{d_{DS}^k + t + 1}{t + 1} \log(2m) \right) \log(2m) \right.
\]

\[
\left. \right) \log(2m) - 1
\]

Proof. Let \( S \) be an \( H \)-realizable sample of size \( m \). Lemma 8.4 tells us that there is a reconstruction \( \rho_1 \) that produces \( k' \)-lists, and a sequence \( S' \) of \( r \) examples from \( S \) such that \( S \) is realizable with respect to \( \mu^{k'} = \rho_1(S) \). We feed this \( \mu^{k'} \) into Lemma 8.5. The guarantee in Lemma 8.5 applied to \( H \) and \( \mu^{k'} \) implies that there is a reconstruction \( \rho_2 \), and a sequence \( S'' \) of \( r_2 \) examples from \( S \) such that \( \mu^{k} = \rho_2(S'') \) realizes the entire sample \( S \). The composition of the two schemes gives us the required \( m \rightarrow r_1 + r_2 \) \( k \)-list compression scheme for \( H \), with \( r_2 \) as the overall reconstruction function. \qed

Remark 7. We want to think of the parameters in eq. (14) in the regime where \( m \rightarrow \infty \), and \( d_{DS}^k, t, k \) are constants. In this regime, we have that

\[
r = \tilde{O} \left( \left( \frac{d_{DS}^k + t}{t} \right)^2 + tk^{5}d_{DS}^k \right) \leq \tilde{O}(k^6(d_{DS}^k)^{1.5}).
\]

8.2 List Compression Implies List Learnability

[12] establish an equivalence between PAC learnability (realizable and agnostic) and sample compression. By simply interpreting the zero-one loss as \( \mathbb{I}[y \neq \mu^k(x)] \) instead of \( \mathbb{I}[y \neq h(x)] \), the proofs for their results translate almost identically to the list learning setting, establishing an equivalence between list PAC learnability and list sample compression.

In particular, since Theorem 9 guarantees the existence of a list compression scheme \((\kappa, r)\) for any \( H \) having finite \( k \)-DS dimension, we can show that for \( \mathcal{A}^{real} = (\kappa, r) \), for any distribution \( D \) realizable by \( H \),

\[
L_D(\mathcal{A}^{real}(S)) \leq O \left( \frac{r \log(m) + \log(1/\delta)}{m} \right).
\]

Additionally, we can also show the existence of a list learning rule \( \mathcal{A}^{sign} \) satisfying

\[
L_D(\mathcal{A}^{sign}(S)) \leq \inf_{h \in \mathcal{H}} L_D(h) + O \left( \frac{\sqrt{r \log(m) + \log(1/\delta)}}{m} \right).
\]

Substituting \( r \) from eq. (15) above completes the proof of Theorem 2.
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