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Abstract—Learning representations of nodes in a low dimensional space is a crucial task with numerous interesting applications in network analysis, including link prediction, node classification, and visualization. Two popular approaches for this problem are matrix factorization and random walk-based models. In this paper, we aim to bring together the best of both worlds, towards learning node representations. In particular, we propose a weighted matrix factorization model that encodes random walk-based information about nodes of the network. The benefit of this novel formulation is that it enables us to utilize kernel functions without realizing the exact proximity matrix so that it enhances the expressiveness of existing matrix decomposition methods with kernels and alleviates their computational complexities. We extend the approach with a multiple kernel learning formulation that provides the flexibility of learning the kernel as the linear combination of a dictionary of kernels in data-driven fashion. We perform an empirical evaluation on real-world networks, showing that the proposed model outperforms baseline node embedding algorithms in downstream machine learning tasks.
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1 INTRODUCTION

With the development in data production, storage and consumption, graph data is becoming omnipresent; data from diverse disciplines can be represented as graph structures with prominent examples including various social, information, technological, and biological networks. Developing machine learning algorithms to analyze, predict, and make sense of graph data has become a crucial task with a plethora of cross-disciplinary applications [1], [2]. The major challenge in machine learning on graph data concerns the encoding of information about the graph structural properties into the learning model. To this direction, network representation learning (NRL), a recent paradigm in network analysis, has received substantial attention thanks to its outstanding performance in downstream tasks, including link prediction and classification. Representation learning techniques mainly target to embed the nodes of the graph into a lower-dimensional space in such a way that desired relational properties among graph nodes are captured by the similarity of the representations in the embedding space [3], [4], [5], [6], [7], [8].

The area of NRL has been highly impacted by traditional nonlinear dimensionality reduction approaches [5], [9]. Specifically, many proposed models had initially concentrated on learning node embeddings relying on matrix factorization techniques that encode structural node similarity[5], [6], [7]. Nevertheless, most of those approaches are not very efficient for large scale networks, mainly due to the high computational and memory cost required to perform matrix factorization. Besides, most such models require the exact realization of the target matrix [1], [2].

Inspired by the field of natural language processing [10], random-walk based embedding has gained considerable attention (e.g., [3], [4], [11], [12], [13], [14]). Typically, these methods first produce a set of node sequences by following a certain random walk strategy. Then, node representations are learned by optimizing the relative co-occurrence probabilities of nodes within the random walks. Although such random walk models follow similar approaches in modeling the relationships between nodes and optimizing the embedding vectors, their difference mainly stems from the way in which node sequences are sampled [3], [4].

On a separate topic, kernel functions have often been introduced along with popular learning algorithms, such as PCA [15], SVM [16], Spectral Clustering [17], and Collaborative Filtering [18], to name a few. Most of traditional learning models are insufficient to capture the underlying substructures of complex datasets, since they rely on linear techniques to model nonlinear patterns existing in data. Kernel functions [19], on the other hand, allow mapping non-linearly separable points into a (generally) higher dimensional feature space, so that the inner product in the new space can be computed without needing to compute the exact feature maps—bringing further computational benefits. Besides, to further reduce model bias, multiple kernel learning approaches have been proposed to learn optimal combinations of kernel functions [20]. Nevertheless, despite their wide applications in various fields [19], [21], kernel and
multiple kernel methods have not been thoroughly investigated for learning node embeddings.

In this paper, we aim at combining matrix factorization and random walks in a kernelized model for learning node embeddings. The potential advantage of such a modeling approach is that it allows for leveraging and combining the elegant mathematical formulation offered by matrix factorization with the expressive power of random walks to capture a notion of “stochastic” node similarity in an efficient way. More importantly, this formulation enables leveraging kernel functions in the node representation learning task. Because of the nature of matrix factorization-based models, node similarities can be viewed as inner products of vectors lying in a latent space—which allows to utilize kernels towards interpreting the embeddings in a higher dimensional feature space using non-linear maps. Besides, multiple kernels can be utilized to learn more discriminative node embeddings. Note that, although graph kernels is a well-studied topic in graph learning [22], it mainly focuses on graph classification—a task outside of the scope of this paper. To the best of our knowledge, random walk-based multiple kernel matrix factorization has not been studied before for learning node embeddings.

The main contributions of the present work can be summarized as follows:

- We propose **KernelNE** (Kernel Node Embeddings), a novel approach for learning node embeddings by incorporating kernel functions with models relying on weighted matrix factorization, encoding random walk-based structural information of the graph. We further examine the performance of the model with different types of kernel functions.
- To further improve expressiveness, we introduce **MKernelNE**, a multiple kernel learning formulation of the model. It extends the kernelized weighted matrix factorization framework by learning a linear combination of a predefined set of kernels.
- We demonstrate how both models (single and multiple kernel learning) leverage negative sampling to efficiently compute node embeddings.
- We extensively evaluate the proposed method’s performance in node classification and link prediction. We show that the proposed models generally outperform well-known baseline methods on various real-world graph datasets. Besides, due to the efficient model optimization mechanism, the running time is comparable to the one of random walk models.

**Notation.** We use the notation $M$ to denote a matrix, and the term $M_{v,u}$ represents the entry at the $v$th row and $u$th column of the matrix $M$. $M_{v,:}$ indicates the $v$th row of the matrix.

**Source Code.** The C++ implementation of the proposed methodology can be reached at: https://abdcelikka.nat.github.io/projects/kernelNE/.

## 2 RELATED WORK

**Node Embeddings.** Traditional dimension reduction methods such as Principal Component Analysis (PCA) [23], Locally Linear Embeddings [9], and ISOMAP [24] that rely on the matrix factorization techniques, have considerably influenced early approaches on learning node embeddings. For instance, HOPE [7] learns embedding vectors by factorizing a higher-order proximity matrix using SVD, while M-NMF [25] leverages non negative matrix factorization aiming to preserve the underlying community structure of the graph. Similarly, NetMF [26] and its scalable variant NetSMF [27], learn embeddings by properly factorizing a target matrix that has been designed based on the Positive Pointwise Mutual Information (PPMI) of random walk proximities. Similarly, SDAE [28] uses the PPMI matrix with stacked denoising autoencoders to learn the representations. SDNE [29] adapts a deep neural network architecture to capture the highly non-linear network patterns. Nevertheless, as we have mentioned in Section 1, most of these models suffer from high time complexity, while at the same time, they assume an exact realization of the target matrix. For a detailed description of matrix factorization models for node embeddings, the reader can refer to [1], [2], [30].

To further improve the expressiveness as well as to alleviate the computational burden of matrix factorization approaches, models that rely on random walk sampling have been developed (e.g., [3], [4], [11], [12], [13], [14], [31], [32], [33]). These models aim at modeling center-context node relationships in random walk sequences, leveraging advances on learning word embeddings in natural language processing [10]. Due to the flexible way that random walks can be defined, various formulations have been proposed, with the two most well-known being **DeepWalk** [3] and **Node2Vec** [4]. Most of these models though, are based on shallow architectures which do not allow to model complex non-linear data relationships, limiting the prediction capabilities on downstream tasks (e.g., node classification) [30]. There are also recent efforts towards developing scalable models relying on fast random projections for very large networks [34], [35], [36], [37].

As will be presented shortly, in this paper we aim to bring together the best of both worlds, by proposing an efficient random walk-based matrix factorization framework that allows to learn informative embeddings.

**Kernel Methods.** Although most algorithms in the broader field of machine learning have been developed for the linear case, real-world data often requires nonlinear models capable of unveiling the underlying complex relationships towards improving the performance of downstream tasks. To that end, kernel functions allow computing the inner product among data points in a typically high-dimensional feature space, in which linear models could still be applied, without explicitly computing the feature maps [19]. Because of the generality of the inner product, kernel methods have been widely used in a plethora of models, including Support Vector Machine [16], PCA [15], spectral clustering [17], [38], collaborative filtering [18], and non-negative matrix factorization for image processing tasks [39], to name a few. Kernel functions have also been utilized in the field of graph analysis. At the node level, diffusion kernels and their applications [40] constitute notable instances. At the graph level, **graph kernels** [41], such as the random walk and Weisfeiler-Lehman kernels [22], have mainly been utilized to measure the similarity between a pair of graphs for applications such as graph classification. Besides, they have also
used for capturing the temporal changes in time-evolving networks [42]. Recent approaches have also been proposed to leverage graph kernels for node classification, but in a supervised manner [43]. Other related applications of kernel methods on graphs include topology inference [44], [45], signal reconstruction [46], and anomaly detection [47].

The expressiveness of kernel methods can further be enhanced using multiple kernel functions in a way that the best possible combination of a set of predefined kernels can be learned [20], [48]. Besides improving prediction performance, multiple kernels have also been used to combine information from distinct heterogeneous sources (please see [20] and [49] for a detailed presentation of several multiple kernel learning algorithms and their applications). Examples include recent approaches that leverage multi-kernel strategies for graph and image datasets [50], [51].

Despite the widespread applications of kernel and multiple kernel learning methods, utilizing them for learning node embeddings via matrix factorization in an unsupervised way is a problem that has not been thoroughly investigated. Previous works that are close to our problem settings, which follow a methodologically different factorization approach (e.g., leveraging nonnegative matrix factorization [18]), targeting different application domains (e.g., collaborative filtering [52]). The multiple kernel framework for graph-based dimensionality reduction proposed by Lin et al. [53] is also close to our work. Nevertheless, their work focuses mainly on leveraging multiple kernel functions to fuse image descriptors in computer vision tasks properly.

In this paper we propose novel unsupervised models for node embeddings, that implicitly perform weighted matrix decomposition in a higher-dimensional space through kernel functions. The target pairwise node proximity matrix is properly designed to leverage information from random walk sequences, and thus, our models do not require the exact realization of this matrix. Both single and multiple kernel learning formulations are studied. Emphasis is also put on optimization aspects to ensure that node embeddings are computed efficiently.

### 3 Modeling and Problem Formulation

Let $\mathcal{G} = (\mathcal{V}, \mathcal{E})$ be a graph where $\mathcal{V} = \{1, \ldots, n\}$ and $\mathcal{E} \subseteq \mathcal{V} \times \mathcal{V}$ are the vertex and edge sets, respectively. Our goal is to find node representations in a latent space, preserving properties of the network. More formally, we define the general objective function of our problem as a weighted matrix factorization [54], as follows:

$$\arg\min_{\mathbf{A}, \mathbf{B}} \left\| \mathbf{W} \odot (\mathbf{M} - \mathbf{AB}^\top) \right\|_F^2 + \frac{\lambda}{2} \left( \|\mathbf{A}\|_F^2 + \|\mathbf{B}\|_F^2 \right),$$

(1)

where $\mathbf{M} \in \mathbb{R}^{n \times n}$ is the target matrix constructed based on the desired properties of a given network, which is used to learn node embeddings $\mathbf{A}, \mathbf{B} \in \mathbb{R}^{n \times d}$, and $\| \cdot \|_F$ denotes the Frobenius norm. We will use $\mathcal{R}(\mathbf{A}, \mathbf{B})$ to denote the regularization term of Eq. (1). Each element $W_{uv}$ of the weight matrix $\mathbf{W} \in \mathbb{R}^{n \times n}$ captures the importance of the approximation error between nodes $u$ and $v$, and $\odot$ indicates the Hadamard product. Depending on the desired graph properties that we are interested in encoding, there are many possible alternatives to choose matrix $\mathbf{M}$; such include the number of common neighbors between a pair of nodes, higher-order node proximity based on the Adamic-Adar or Katz indices [7], as well leveraging multi-hop information [6]. Here, we will design $\mathbf{M}$ as a sparse binary matrix utilizing information of random walks over the network.

As we have mentioned above, random walk-based node embedding models (e.g., [3], [4], [11], [14], [55], [56], [57]) have received great attention because of their good prediction performance and efficiency on large scale-networks. Typically, those models generate a set of node sequences by simulating random walks; node representations are then learned by optimizing a model which defines the relationships between nodes and their contexts within the walks. More formally, for a random walk $\mathbf{w} = (w_1, \ldots, w_L)$, the context set of center node $w_l \in \mathcal{V}$ appearing at the position $l$ of the walk $\mathbf{w}$ is defined by $\{w_{l-\gamma}, \ldots, w_{l-1}, w_{l+1}, \ldots, w_{l+\gamma}\}$, where $\gamma$ is the window size which is the furthest distance between the center and context nodes. The embedding vectors are then obtained by maximizing the likelihood of occurrences of node $v$ in the generated walks. Setting each term $W_{(v,a)}$ as the square root of $F_{(v,a)}$, the objective function in Eq. (1) can be expressed under a random walk-based formulation as follows:

$$\arg\min_{\mathbf{A}, \mathbf{B}} \left\| \mathbf{W} \odot (\mathbf{M} - \mathbf{AB}^\top) \right\|_F^2 + \mathcal{R}(\mathbf{A}, \mathbf{B})$$

$$= \arg\min_{\mathbf{A}, \mathbf{B}} \left\| \sqrt{\mathbf{F}} \odot (\mathbf{M} - \mathbf{AB}^\top) \right\|_F^2 + \mathcal{R}(\mathbf{A}, \mathbf{B})$$

$$= \arg\min_{\mathbf{A}, \mathbf{B}} \sum_{v \in \mathcal{V}} \sum_{u \in \mathcal{V}} F_{(v,u)} (M_{(v,u)} - \langle \mathbf{A}[u], \mathbf{B}[v] \rangle)^2 + \mathcal{R}(\mathbf{A}, \mathbf{B})$$

$$= \arg\min_{\mathbf{A}, \mathbf{B}} \sum_{v \in \mathcal{V}} \sum_{u \in \mathcal{V}} \sum_{s \in \mathcal{V}} \sum_{w \in \mathcal{V}} \mathbf{#}(v,s) (\|w = s\| - \langle \mathbf{A}[u], \mathbf{B}[v] \rangle)^2 + \mathcal{R}(\mathbf{A}, \mathbf{B})$$

$$= \arg\min_{\mathbf{A}, \mathbf{B}} \sum_{(u,s) \in \mathcal{E}} \sum_{w \in \mathcal{V}} \mathbf{#}(v,s) (\|w = s\| - \langle \mathbf{A}[u], \mathbf{B}[v] \rangle)^2 + \mathcal{R}(\mathbf{A}, \mathbf{B})$$

$$= \arg\min_{\mathbf{A}, \mathbf{B}} \sum_{w \in \mathcal{V}} \sum_{l = 1}^{L} \sum_{j \neq \emptyset} \sum_{u \in \mathcal{V}} (\|w_{l+j} = u\| - \langle \mathbf{A}[u], \mathbf{B}[w_i] \rangle)^2 + \mathcal{R}(\mathbf{A}, \mathbf{B}),$$

(2)

where each $\mathbf{w} \in \mathcal{V}^L$ indicates a random walk of length $L$ in the collection $\mathcal{W}$, $\#(v,s)$ denotes the number of appearances of the center and context pairs $(v, s)$ in the collection $\mathcal{W}$, $\mathbf{[\cdot]}$ is the the Iverson bracket, and $\mathcal{R}(\mathbf{A}, \mathbf{B})$ is the regularization term. Note that, in the equation above, the last line follows from the fact that $\#(v,s)$ is equal to zero for the pairs which
are not center-context, and the term \( \sum_{w \in W} \sum_{l=1}^{L} \sum_{j \geq y} \) traverses all center-context pairs in the collection. Matrix \( A \) in Eq. (2) indicates the embedding vectors of nodes when they are considered as centers; those will be the embeddings that are used in the experimental evaluation. The choice of matrix \( M \) and the reformulation of the objective function, offers a computational advantage during the optimization step. Moreover, such formulation also allows us to further explore kernelized version in order to exploit possible non-linearity of the model.

4 Kernel-Based Representation Learning

Most matrix factorization techniques that aim to find latent low-dimensional representations (e.g., [7], [26], [27]), adopt the Singular Value Decomposition (SVD) provides the best approximation of the objective function stated in Eq. (1), as long as the weight matrix is uniform [58]. Nevertheless, in our case the weight matrix is not uniform, therefore we need the exact realization of the target matrix in order to perform SVD. To overcome this limitation, we leverage kernel functions to learn node representations via matrix factorization.

Let \((X, d_X)\) be a metric space and \( \mathbb{H} \) be a Hilbert space of real-valued functions defined on \( X \). A Hilbert space is called reproducing kernel Hilbert space (RKHS) if the point evaluation map over \( \mathbb{H} \) is a continuous linear functional. Furthermore, a feature map is defined as a function \( \Phi : X \rightarrow \mathbb{H} \) from the input space \( X \) into feature space \( \mathbb{H} \). Every feature map defines a kernel \( K : X \times X \rightarrow \mathbb{R} \) as follows:

\[
K(x, y) := \langle \Phi(x), \Phi(y) \rangle \quad \forall (x, y) \in X^2.
\]

It can be seen that \( K(\cdot, \cdot) \) is symmetric and positive definite due to the properties of an inner product space.

A function \( g : X \rightarrow \mathbb{R} \) is induced by \( K \), if there exists \( h \in \mathbb{H} \) such that \( g = \langle h, \Phi(\cdot) \rangle \) for a feature vector \( \Phi \) of kernel \( K \). Note that, this is independent of the definition of the feature map \( \Phi \) and space \( \mathbb{H} \) [59]. Let \( \mathcal{I}_x := \{g : X \rightarrow \mathbb{R} \mid \exists h \in \mathbb{H} \text{ s.t. } g = \langle h, \Phi(\cdot) \rangle \} \) be the set of induced functions by kernel \( K \). Then, a continuous kernel \( K \) on a compact metric space \((X, d_X)\) is universal, if the set \( \mathcal{I}_x \) is dense in the space of all continuous real-valued functions \( \mathcal{C}(X) \). In other words, for any function \( f \in \mathcal{C}(X) \) and \( \epsilon > 0 \), there exists \( g_h \in \mathcal{I}_x \) satisfying

\[
\| f - g_h \|_\infty \leq \epsilon,
\]

where \( g_h \) is defined as \( \langle h, \Phi(\cdot) \rangle \) for some \( h \in \mathbb{H} \).

In this paper, we consider universal kernels, since we can always find \( h \in \mathbb{H} \) satisfying \( \| \langle h, \Phi(x) \rangle - a_i \| \leq \epsilon \) for given \( \{x_1, \ldots, x_N\} \subset X, \{a_1, \ldots, a_N\} \subset \mathbb{R} \) and \( \epsilon > 0 \) by Proposition 1. If we choose \( a_i \)'s as the entries of a row of our target matrix \( M \), then the elements \( h \) and \( \Phi(x) \) indicate the corresponding row vectors of \( A \) and \( B \), respectively. Then, we can obtain a decomposition of the target matrix by repeating the process for each row. However, the element \( h \) might not always be in the range of feature map \( \Phi \); in this case, we will approximate the correct values of \( M \).

Proposition 1 (Universal kernels [59]). Let \((X, d)\) be a compact metric space and \( K(\cdot, \cdot) \) be a universal kernel on \( X \). Then, for all compact and mutually disjoint subsets \( S_1, \ldots, S_n \subset X \), all \( \alpha_1, \ldots, \alpha_n \in \mathbb{R} \), and all \( \epsilon > 0 \), there exists a function \( g \) induced by \( K \) with \( \| g \|_\infty \leq \max_j |\alpha_j| + \epsilon \) such that

\[
\| g_S - \sum_{i=1}^{n} \alpha_i \mathbb{1}_{S_i} \|_\infty \leq \epsilon,
\]

where \( S := \bigcup_{i=1}^{n} S_i \) and \( g_S \) is the restriction of \( g \) to \( S \).

Universal kernels also provide a guarantee for the injectivity of the feature maps, as shown in Lemma 2; therefore, we can always find \( y \in X \), such that \( \Phi(y) = h \) if \( h \in \Phi(X) \). Otherwise, we can learn an approximate pre-image solution by using a gradient descent technique [60].

Lemma 2 ([59]). Every feature map of a universal kernel is injective.

Proof. Let \( \Phi(\cdot) : X \rightarrow \mathbb{H} \) be a feature vector of the kernel \( K(\cdot, \cdot) \). Assume that \( \Phi \) is not injective, so we can find a pair of distinct elements \( x, y \in X \) such that \( \Phi(x) \neq \Phi(y) \) and \( x \neq y \). By Proposition 1, for any given \( \epsilon > 0 \), there exists a function \( g = \langle h, \Phi(\cdot) \rangle \) induced by \( K \) for some \( h \in \mathbb{H} \), which satisfies

\[
\| g_S - (\mathbb{1}_{S_1} - \mathbb{1}_{S_2}) \|_\infty \leq \epsilon,
\]

where \( S := S_1 \cup S_2 \) for the compact sets \( S_1 = \{x\} \) and \( S_2 = \{y\} \). Then, we have that \( \| \langle \Phi(x), h \rangle - \langle \Phi(y), h \rangle \| \geq 2 - 2\epsilon \). In other words, we obtain \( \Phi(x) \neq \Phi(y) \), which contradicts our initial assumption. \( \square \)

4.1 Single Kernel Node Representation Learning

Following the kernel formulation described above, we can now perform matrix factorization in the feature space by leveraging kernel functions. In particular, we can move the inner product from the input space \( X \) to the feature space \( \mathbb{H} \), by reformulating Eq. (2) as follows:

\[
\begin{align*}
\arg\min_{A, B} & \sum_{x \in W} \sum_{l=1}^{L} \sum_{j \neq y \in \mathcal{V}} \sum_{w \in \mathcal{V}} \left( \| u_{l+j} - u \| - \langle \Phi(A_{w,u}), \Phi(B_{w,y}) \rangle \right)^2 \\
& + R(A, B) \\
= & \sum_{x \in W} \sum_{l=1}^{L} \sum_{j \neq y \in \mathcal{V}} \sum_{w \in \mathcal{V}} \left( \| u_{l+j} - u \| - K(A_{w,u}, B_{w,y}) \right)^2 \\
& + R(A, B).
\end{align*}
\]

In this way, we obtain a kernelized matrix factorization model for node embeddings based on random walks. For the numerical evaluation of our method, we use the following universal kernels [59], [61]:

\[
\begin{align*}
K_G(x, y) &= \exp \left( -\frac{\| x - y \|^2}{\sigma^2} \right) \quad \sigma \in \mathbb{R} \\
K_S(x, y) &= \frac{1}{1 + \| x - y \|^2} \quad \sigma \in \mathbb{R}_+,
\end{align*}
\]

where \( K_G \) and \( K_S \) correspond to the Gaussian and Schoenberg kernels respectively. We will refer to the proposed kernel-based node embeddings methodology as KERNELNE (the two different kernels will be denoted by GAUSS and SCH). A
KERNELNE model. Node sequences are first generated by following a random walk strategy. By using the co-occurrences of node pairs within a certain window size, node representations are learned by optimizing their maps in the feature space.

4.1.1 Model Optimization
The estimation problem for both parameters $A$ and $B$ is, unfortunately, non-convex. Nevertheless, when we consider each parameter separately by fixing the other one, it turns into a convex problem. By taking advantage of this property, we employ Stochastic Gradient Descent (SGD) [62] in the optimization step of each embedding matrix. Note that, for each context node $w_{i+j}$ in Eq. (3), we have to compute the gradient for each node $u \in V$, which is computationally intractable. However, Eq. (3) can be divided into two parts with respect to the values of $|w_{i+j} = u| \in \{0, 1\}$, as follows:

$$\sum_{u \in V} \left( \left( \sum_{u \in V} \right) - K(A(u, \cdot), B(w_{i+j})) \right)^2$$

$$= \left( \sum_{u \in V} \right) - K(A(u', \cdot), B(u'))^2 + \sum_{u \in V} \left( \sum_{u \in V} K(A(u', \cdot), B(u')) \right)^2$$

$$\approx \left( \sum_{u \in V} \right) - K(A(u', \cdot), B(u'))^2 + \left[ \sum_{u \in V} \right] \left( \sum_{u \in V} K(A(u', \cdot), B(u')) \right)^2$$

where $k := |V| - 1$ and $u^+ := w_{i+j}$. To this end, we apply negative sampling [10] which is a variant of noise-contrastive estimation [63], proposed as an alternative to solve the computational problem of hierarchical softmax. For each context node $u^+ \in V$, we sample $k$ negative instances $u^-$ from the noise distribution $p^-$. Then, we can rewrite the objective function Eq. (3) in the following way:

$$F_S := \arg\min_{A, B} \sum_{u \in V} \sum_{i=1}^{L} \sum_{j=1}^{L} \left( 1 - K(A(w_{i+j}), B(w_{i+j})) \right)^2$$

$$+ \sum_{i=1}^{L} \left( K(A(w_{i+j}), B(w_{i+j})) \right)^2 + R(A, B).$$

Equation (4) corresponds to the objective function of the proposed KERNELNE model. In the following subsection, we will study how this model could be further extended to leverage multiple kernels.

4.2 Multiple Kernel Node Representation Learning
Selecting a proper kernel function $K(\cdot, \cdot)$ and the corresponding parameters (e.g., the bandwidth of a Gaussian kernel) is a critical task during the learning phase. Nevertheless, choosing a single kernel function might impose potential bias, causing limitations on the performance of the model. Having the ability to properly utilize multiple kernels could increase the expressiveness of the model, capturing different notions of similarity among embeddings [20]. Besides, learning how to combine such kernels, might further improve the performance of the underlying model. In particular, given a set of base kernels $\{K_i\}_{i=1}^K$, we aim to find an optimal way to combine them, as follows:

$$K_c(x, y) = f_c(\{K_i(x, y)\}_{i=1}^K | c),$$

where the combination function $f_c$ is parameterized on $c \in \mathbb{R}^K$ that indicates kernel weights. Due to the generality of the multiple kernel learning framework, $f_c$ can be either a linear or nonlinear function.

In this paragraph, we examine how to further strengthen the proposed kernelized weighted matrix factorization, by linearly combining multiple kernels. Let $K_1, \ldots, K_K$ be a set of kernel functions satisfying the properties presented in the previous paragraph. Then, we can restate the objective function as follows:

$$F_M := \arg\min_{A, B, c} \sum_{u \in V} \sum_{i=1}^{L} \sum_{j=1}^{L} \left( 1 - \sum_{i=1}^{K} c_i K_i(A(w_{i+j}), B(w_{i+j})) \right)^2$$

$$+ \sum_{i=1}^{K} \left( \sum_{i=1}^{K} c_i K_i(A(w_{i+j}), B(w_{i+j})) \right)^2$$

$$+ \frac{\lambda}{2} \left( ||A||^2_F + ||B||^2_F \right) + \frac{\beta}{2} ||c||_2^2,$$

where $c := [c_1, \ldots, c_K]^T \in \mathbb{R}^K$. Here, we introduce an additional parameter $c_i$ representing the contribution of the corresponding kernel $K_i$. $\beta > 0$ is a trade-off parameter, and similarly, the coefficients $c_1, \ldots, c_K$ are optimized by fixing the remaining model parameters $A$ and $B$. Equation (5) corresponds to the objective function of the proposed multiple kernel learning model MKERNELNE. Unlike the common usage of multiple kernels methods [20], here we do not constrain the coefficients to be non-negative. We interpret each entry of the target matrix as a linear combination of inner products of different kernels’ feature maps. As discussed in
the previous sections, our main intuition relies on obtaining more expressive embeddings by projecting the factorization step into a higher dimensional space.

**Algorithm 1. MKERNELNE**

**Input:** Graph \( G = (\mathcal{V}, \mathcal{E}) \)
- Representation size \( d \)
- Set of walks \( \mathcal{W} \)
- Window size \( \gamma \)
- Kernel function \( K \)
- Kernel parameter(s) \( \sigma \)

**Output:** Embedding matrix \( A \)

1: Initialize matrices \( A, B \in \mathbb{R}^{n \times d} \)

/* Extract center-context node pairs */
2: for all \( w = (w_1, \ldots, w_L) \in \mathcal{W} \)
3: for \( l \leftarrow 1 \) to \( L \)
4: for \( j \neq 0 \leftarrow -\gamma \) to \( \gamma \)
5: \( A, B, c \leftarrow \text{UpdateEmb}(A, B, c, w_j, w_{l+j}, K, \sigma) \)
6: end for
7: end for
8: end for

Algorithm 1 summarizes the pseudocode of the proposed approach. For a given collection of random walks \( \mathcal{W} \), we first determine the center-context node pairs \( (w_l, w_{l+j}) \) in the node sequences. Recall that, for each center node in a walk, its surrounding nodes within a certain distance \( \gamma \), define its context. Furthermore, the corresponding embedding vectors \( B(u_c) \) of center node \( u_l \) and \( A(u_l, c) \) of context \( u_{l+j} \) are updated by following the rules which we describe in detail below. Note that, we obtain two different representations, \( A(u_c) \) and \( B(u_c) \), for each node \( v \in \mathcal{V} \) since the node can have either a center or context role in the walks.

The gradients in Algorithm 2 are given below. For notation simplicity, we denote each \( K_i(A(u_c), B(u_c)) \) by \( K_i(u, v) \).

\[
\nabla_{A(u_c)} F_M := [x = u] \left( -2 \sum_{i=1}^{K} c_i \nabla_{A(u_c)} K_i(x, v) \right) \left( 1 - \sum_{i=1}^{K} c_i K_i(x, v) \right) + 2 \sum_{i=1}^{K} \left[ x = u \right] c_i \nabla_{A(u_c)} K_i(x, v) K_i(u, v) + \lambda A(u_c)
\]

\[
\nabla_{B(u_c)} F_M := -2 \sum_{i=1}^{K} c_i \nabla_{B(u_c)} K_i(u, v) \left( 1 - \sum_{i=1}^{K} c_i K_i(u, v) \right) + 2 \sum_{i=1}^{K} \left[ x = u \right] c_i \nabla_{B(u_c)} K_i(u, v) K_i(u, v) + \lambda B(u_c)
\]

\[
\nabla_{c_i} F_M = -2 \left( 1 - \sum_{i=1}^{K} c_i K_i(u, v) \right) K_i(u, v) + 2 \sum_{i=1}^{K} \left[ x = u \right] c_i K_i(u, v) + \beta c_i.
\]

4.3 Complexity Analysis

For the generation of walks, the biased random walk strategy proposed in Node2Vec is used, which can be performed in \( O(|\mathcal{W}| \cdot L) \) steps [4] for the pre-computed transition probabilities, where \( L \) indicates the walk length and \( \mathcal{W} \) denotes the set of walks. For the algorithm’s learning procedure, we can carry out Line 5 of Algorithm 1 at most \( 2 \gamma \cdot |\mathcal{W}| \cdot L \) times for each center-context pair, where \( \gamma \) represents the window size. The dominant operation in Algorithm 2 is the multiplication operation of update rules in Lines 6, 7, and 9; the running time can be bounded by \( O(k \cdot K \cdot d) \), where \( k \) is the number of negative samples generated per center-context pair, \( K \) is the number of kernels, and \( d \) is the representation size. To sum up, the overall running time of the proposed approach can be bounded by \( O(\gamma \cdot |\mathcal{W}| \cdot L \cdot K \cdot d \cdot k) \) steps.

**Algorithm 2. UPDATEMB**

**Input:** Graph \( G = (\mathcal{V}, \mathcal{E}) \)
- Embedding matrices \( A \) and \( B \)
- Kernel coefficients \( c = (c_1, \ldots, c_K) \)
- Kernel function(s) \( K \)
- Center and context nodes \( v \) and \( u \)
- Learning rate \( \eta \)

**Output:** Embedding matrix \( A \)

1: node_list \( \leftarrow \{u\} \)

/* Extract negative samples */
2: for \( s \leftarrow 1 \) to \( k \)
3: node_list \( \leftarrow \text{SampleNode}(p^-) \)
4: end for

/* Update embedding vectors */
5: for each \( x \) in node_list
6: \( A(x) \leftarrow A(x) - \eta \nabla_{A(x)} F_M \)
7: \( B(x) \leftarrow B(x) - \eta \nabla_{B(x)} F_M \)
/* Update individual kernel weights */
8: if number of kernels \( > 1 \) then
9: \( c \leftarrow c - \eta \nabla_{c} F_M \)
10: end if
11: end if

5 EXPERIMENTS

This section presents the experimental set-up details, the datasets, and the baseline methods used in the evaluation. The performance of the proposed single and multiple kernel models is examined for node classification and link prediction tasks on various real-world datasets. The experiments have been performed on a computer with 16 Gb RAM.

5.1 Baseline Methods

We consider nine baseline models to compare the performance of our approach. (i) DeepWalk [3] performs uniform random walks to generate the contexts of nodes; then, the Skip-Gram model [10] is used to learn node embeddings. (ii) Node2Vec [4] combines Skip-Gram with biased random walks, using two extra parameters that control the walk in order to simulate a BFS or DFS exploration. In the experiments, we set those parameters to 1.0. In our approach we sample context nodes using this biased random walk strategy. (iii) LINE [64] learns nodes embeddings relying on first- and second-order proximity information of nodes. (iv) HOPE [7] is a matrix factorization approach aiming at capturing similarity patterns based on a higher-order node similarity measure. In the experiments, we consider the Katz index, since it demonstrates the best performance among other proximity indices. (v) NetMF [26] targets to factorize
the matrix approximated by pointwise mutual information of center and context pairs. The experiments have been conducted for large window sizes ($\gamma = 10$) due to its good performance. (vi) VERSE [33] learns the embedding vectors by optimizing similarities among nodes. As suggested by the authors, we set $\alpha = 0.85$ for the value of the hyper-parameter in the experiments. (vii) ProNE [34] learns the representations by relying on an efficient sparse matrix factorization and the extracted embeddings are improved with spectral propagation operations. (viii) GEMSEC [65] leverages the community structure of real-world graphs, learning node embeddings and the cluster assignments simultaneously. We have used the best performing number of cluster value from the set $\{5, 10, 15, 25, 50, 75, 100\}$. (ix) Lastly, M-NMF [66] extracts node embeddings under a modularity-based community detection framework based on non-negative matrix factorization. We have observed that the algorithm poses good performance by setting its parameters $\alpha = 0.1$ and $\beta = 5$. We performed parameter tuning for the number of communities using values from the following set: $\{5, 15, 20, 25, 50, 75, 100\}$.

Those baseline methods are compared against instances of KERNEL and MKERNEL using different kernel functions (GAUSS and SCH).

### 5.2 Datasets

In our experiments, we use eight networks of different types. To be consistent, we consider all network as undirected in all experiments, and the detailed statistics of the datasets are provided in Table 1. (i) CiteSeer [67] is a citation network obtained from the CiteSeer library. Each node of the graph corresponds to a paper, while the edges indicate reference relationships among papers. The node labels represent the subjects of the paper. (ii) Cora [68] is another citation network constructed from the publications in the machine learning area; the documents are classified into seven categories. (iii) DBLP [69] is a co-authorship graph, where an edge exists between nodes if two authors have co-authored at least one paper. The labels represent the research areas. (iv) PPI (Homo Sapiens) [4] is a protein-protein interaction network for Homo Sapiens, in which biological states are used as node labels. (v) AstroPh [70] is a collaboration network constructed from papers submitted to the ArXiv repository for the Astro Physics subject area, from January 1993 to April 2003. (vi) HepTh [70] network is constructed in a similar way from the papers submitted to ArXiv for the High Energy Physics - Theory category. (vii) Facebook [71] is a social network extracted from a survey conducted via a Facebook application. (viii) Gnutella [72] is the peer-to-peer file-sharing network constructed from the snapshot collected in August 2002 in which nodes and edges correspond to hosts and connections among them.

### 5.3 Parameter Settings

For random walk-based approaches, we set the window size ($\gamma$) to 10, the number of walks ($N$) to 80, and the walk length ($L$) to 10. We use the embedding size of $d = 128$ for each method. The instances of KERNEL and MKERNEL are fed with random walks generated by Node2Vec. For the training process, we adopt the negative sampling strategy [10] as described in Section 4.1. The negative samples are generated proportionally to its frequency raised to the power of 0.75. For our methods and the baseline models needing to generate negative node instances, we consistently sample 5 negative nodes for a fair comparison. In our experiments, the initial learning rate of stochastic gradient descent is set to 0.025; then it is decreased linearly according to the number of processed nodes until the minimum value, $10^{-4}$. For the kernel parameters, the value of $\sigma$ has been chosen as 2.0 for the single kernel version of the model (KERNEL). For MKERNEL, we considered three kernels and their parameters are set to $1.0, 2.0, 3.0$ and $1.0, 1.5, 2.0$ for MKERNEL-GAUSS and MKERNEL-SCH, respectively. As an exception for the PPI network, we employed $0.5, 1.0, 1.5$ for MKERNEL-GAUSS since it shows better performance due to the network’s structure. The regularization parameters are always set to $\lambda = 10^{-2}$ and $\beta = 0.1$.

### 5.4 Node Classification

**Experimental Setup.** In the node classification task, we have access to the labels of a certain fraction of nodes in the network (training set), and our goal is to predict the labels of the remaining nodes (test set). After learning the representation vectors for each node, we split them into varying sizes of training and test sets, ranging from 1% up to 90%. The experiments are carried out by applying an one-vs-rest logistic regression classifier with $L_2$ regularization [73]. We report the average performance of 50 runs for each representation learning method.

**Experimental Results.** Tables 2, 3, 4, and 5 report the Micro-$F_1$ and Macro-$F_1$ scores of the classification task. With boldface and underline we indicate the best and second-best performing model, respectively. As can be observed the single and multiple kernel versions of the proposed methodology outperform the baseline models, showing different characteristics depending on the graph dataset. While the Gaussian kernel comes into prominence on the Citeseer and DBlp networks, the Schoenberg kernel shows good performance for the PPI network. We further observe that leveraging multiple kernels with MKERNEL often has superior performance compared to the single kernel, especially for smaller training ratios, which corroborates the effectiveness of the data-driven multiple kernel approach. In only a few cases, Node2Vec shows comparable performances. The reason stems from the structure of the network and the used random walk sequences. Since the distribution of the node labels does not

---

**TABLE 1**

| Statistics of Networks | $|V|$ | $|E|$ | $|K|$ | $|C|$ | Avg. Degree |
|------------------------|------|------|------|------|-------------|
| CiteSeer               | 3,312| 4,660| 6    | 438  | 2.81        |
| Cora                   | 2,708| 5,278| 7    | 78   | 3.90        |
| DBLP                   | 27,199| 66,832| 115  | 2,115| 4.91        |
| PPI                    | 3,890| 38,739| 50   | 35   | 19.92       |
| AstroPh                | 17,903| 19,730| -    | 1    | 22.01       |
| HepTh                  | 8,638| 24,827| -    | 1    | 5.74        |
| Facebook               | 4,039| 88,234| -    | 1    | 43.69       |
| Gnutella               | 8,104| 26,008| -    | 1    | 6.42        |

Authorized licensed use limited to the terms of the applicable license agreement with IEEE. Restrictions apply.
always follow the network structure, we observe such occasional cases due to the complexity of the datasets concerning the node classification task.

5.5 Link Prediction

For the link prediction task, we remove half of the network’s edges while retaining its connectivity, and we learn node embedding on the residual network. For networks consisting of disconnected components, we consider the giant component among them as our initial graph. The removed edges constitute the positive samples for the testing set; the same number of node pairs that do not exist in the original graph is sampled at random to form the negative samples. Then, the entries of the feature vector corresponding to each node pair \((u; v)\) in the test set are computed based on the element-wise operation \(\frac{|A(v;i)|}{C_0 A(u;i)}\), for each coordinate axis \(i\) of the embedding vectors \(A(u,:)\) and \(A(v,:)\). In the experiments, we use logistic regression with \(L_2\) regularization.

Experimental Results. Table 6 shows the Area Under Curve (AUC) scores for the link prediction task. As we can observe, both the KERNELNE and MKERNELNE models perform well across different datasets compared to the other...
## TABLE 4
Node Classification Task for Varying Training Sizes on Dblp

| Baselines          | 1%  | 2%  | 3%  | 5%  | 10% | 20% | 50% | 60% | 70% | 80% | 90% |
|--------------------|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|
| DEEPWALK           | 0.518 | 0.500 | 0.537 | 0.526 | 0.607 | 0.607 | 0.671 | 0.661 | 0.614 | 0.627 | 0.630 |
| Node2Vec           | 0.464 | 0.496 | 0.515 | 0.527 | 0.535 | 0.540 | 0.543 | 0.547 | 0.550 | 0.551 | 0.560 |
| LINE               | 0.525 | 0.555 | 0.567 | 0.578 | 0.581 | 0.585 | 0.588 | 0.590 | 0.593 | 0.594 | 0.610 |
| HOPE               | 0.377 | 0.379 | 0.379 | 0.379 | 0.379 | 0.379 | 0.379 | 0.379 | 0.379 | 0.380 | 0.390 |
| VERSE              | 0.137 | 0.137 | 0.137 | 0.137 | 0.137 | 0.137 | 0.137 | 0.137 | 0.138 | 0.138 | 0.144 |
| ProNE              | 0.492 | 0.508 | 0.528 | 0.539 | 0.549 | 0.552 | 0.553 | 0.554 | 0.555 | 0.555 | 0.556 |
| NetMF              | 0.546 | 0.577 | 0.589 | 0.593 | 0.596 | 0.599 | 0.601 | 0.604 | 0.605 | 0.607 | 0.610 |
| GEMSEC             | 0.511 | 0.538 | 0.555 | 0.567 | 0.575 | 0.581 | 0.584 | 0.590 | 0.593 | 0.597 | 0.607 |
| M-NMF              | 0.435 | 0.477 | 0.492 | 0.501 | 0.508 | 0.513 | 0.516 | 0.519 | 0.521 | 0.523 | 0.531 |

For each method, the rows show the Micro-\(F^1\) and Macro-\(F^1\) scores, respectively.

## TABLE 5
Node Classification Task for Varying Training Sizes on PPI

| Baselines          | 1%  | 2%  | 3%  | 5%  | 10% | 20% | 50% | 60% | 70% | 80% | 90% |
|--------------------|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|
| GAUS8              | 0.558 | 0.575 | 0.587 | 0.595 | 0.601 | 0.606 | 0.610 | 0.613 | 0.615 | 0.617 | 0.627 |
| RAUS8              | 0.498 | 0.517 | 0.528 | 0.536 | 0.542 | 0.545 | 0.548 | 0.551 | 0.552 | 0.554 | 0.556 |
| SCH                | 0.599 | 0.609 | 0.619 | 0.627 | 0.628 | 0.629 | 0.632 | 0.632 | 0.634 | 0.634 | 0.636 |

For each method, the rows show the Micro-\(F^1\) and Macro-\(F^1\) scores, respectively.

## TABLE 6
Area Under Curve (AUC) Scores for the Link Prediction Task

| Baselines          | KERNELNE | MKERNELNE |
|--------------------|-----------|------------|
| DEEPWALK           | 0.913 | 0.945 | 0.954 | 0.936 | 0.932 | 0.937 | 0.932 | 0.945 | 0.954 | 0.945 | 0.949 |
| Node2Vec           | 0.506 | 0.576 | 0.590 | 0.589 | 0.597 | 0.602 | 0.607 | 0.609 | 0.611 | 0.614 | 0.615 |
| LINE               | 0.097 | 0.115 | 0.136 | 0.133 | 0.138 | 0.141 | 0.147 | 0.151 | 0.153 | 0.156 | 0.158 |
| HOPE               | 0.065 | 0.078 | 0.092 | 0.091 | 0.096 | 0.100 | 0.103 | 0.106 | 0.108 | 0.110 | 0.114 |
| VERSE              | 0.019 | 0.019 | 0.019 | 0.019 | 0.019 | 0.019 | 0.019 | 0.019 | 0.019 | 0.019 | 0.019 |
| ProNE              | 0.089 | 0.110 | 0.126 | 0.132 | 0.139 | 0.140 | 0.141 | 0.141 | 0.142 | 0.142 | 0.142 |
| NetMF              | 0.058 | 0.068 | 0.069 | 0.069 | 0.069 | 0.070 | 0.069 | 0.069 | 0.069 | 0.069 | 0.070 |
| GEMSEC             | 0.089 | 0.101 | 0.110 | 0.114 | 0.114 | 0.115 | 0.115 | 0.116 | 0.117 | 0.117 | 0.117 |
| M-NMF              | 0.067 | 0.068 | 0.069 | 0.069 | 0.070 | 0.071 | 0.070 | 0.070 | 0.070 | 0.070 | 0.070 |
| GAUS8              | 0.153 | 0.154 | 0.155 | 0.154 | 0.154 | 0.154 | 0.154 | 0.154 | 0.154 | 0.154 | 0.154 |
| SCH                | 0.050 | 0.059 | 0.062 | 0.064 | 0.064 | 0.065 | 0.067 | 0.067 | 0.067 | 0.068 | 0.068 |
| SCH                | 0.085 | 0.097 | 0.110 | 0.112 | 0.115 | 0.115 | 0.116 | 0.116 | 0.116 | 0.116 | 0.116 |

For each method, the rows show the Micro-\(F^1\) and Macro-\(F^1\) scores, respectively.

---

For each method, the rows show the Micro-\(F^1\) and Macro-\(F^1\) scores, respectively.
baseline models. Comparing now at the AUC score of KERNELNE and MKERNELNE, we observe that both models show quite similar behavior. In the case of the single kernel model KERNELNE, the Schoenberg kernel (SCH) performs significantly better than the Gaussian one. On the contrary, in the MKERNELNE model both kernels achieve similar performance. These results are consistent to the behavior observed in the node classification task.

5.6 Parameter Sensitivity

In this subsection, we examine how the performance of the proposed models is affected by the choice of parameters.

The Effect of Dimension Size. The dimension size $d$ is a critical parameter for node representation learning approaches since the desired properties of networks are aimed to be preserved in a lower-dimensional space. Fig. 2 depicts the Micro-$F_1$ score of the proposed models for varying embedding dimension sizes, ranging from $d = 32$ up to $d = 224$ over the Citeseer network. As it can be seen, all the different node embedding instances, both single and multiple kernel ones, have the same tendency with respect to $d$; the performance increases proportionally to the size of the embedding vectors. Focusing on 10% training ratio, we observe that the performance gain almost stabilizes for embedding sizes greater than 96.

The Effect of Kernel Parameters. We have further studied the behavior of the kernel parameter $\sigma$ of the Gaussian and Schoenberg kernel respectively (as described in Section 4.1). Fig. 3 shows how the Micro-$F_1$ node classification score is affected with respect to $\sigma$ for various training ratios on the Citeseer network. For the Gaussian kernel, we observe that the performance is almost stable for $\sigma$ values varying from 0.25 up to 2.0, showing a sudden decrease after 4.0. For the case of the Schoenberg kernel, we observe an almost opposite behavior. Recall that, parameter $\sigma$ has different impact on these kernels (Section 4.1). In particular, the Micro-$F_1$ score increases for $\sigma$ values ranging from 0.25 to 0.50, while the performance almost stabilizes in the range of 4.0 to 8.0.

5.7 Running Time Comparison

For running time comparison of the different models, we considered all the networks employed in the experiments. Additionally, we have generated an Erdős-Rényi $G_{n,p}$ graph model [74], by setting the number of nodes $n = 10^4$ and the edge probability $p = 10^{-4}$. Table 7 reports the running time (in seconds) for both the baseline and the proposed models. For this particular experiment, we have run all the models on a machine of 64 GB memory with a single thread when it is possible. The symbol "-" signifies that the corresponding method is unable to run due to excessive memory requirements or it takes more than one day to complete. As we can observe, both the proposed models have comparable running time—utilizing multiple kernels with MKERNELNE improves performance on downstream tasks without heavily affecting efficiency. Besides, KERNELNE runs

**TABLE 7**

Comparison of Running Time (in seconds) on an Erdős-Rényi Random Graph and the Real-World Networks Used in the Experiments

|          | DEEPWALK | NODE2VEC | LINE | HOPE | VERSE | PRONE | NETMF | GEMSEC | M-NMF | KERNELNE | MKERNELNE |
|----------|----------|----------|------|------|-------|-------|-------|--------|-------|-----------|-----------|
| Citeseer | 136      | 42       | 2,020| 26   | 294   | 5     | 34    | 2,012  | 530   | 93        | 186       |
| Cora     | 139      | 40       | 2,069| 27   | 256   | 5     | 22    | 2,064  | 392   | 87        | 170       |
| DBlp     | 1,761    | 335      | 2,717| 216  | 5,582 | 15    | 324   | 113,432| 35,988| 1,079     | 1,942     |
| PPI      | 316      | 248      | 3,532| 45   | 558   | 4     | 14    | 4,320  | 871   | 133       | 256       |
| AstroPh  | 1,274    | 318      | 3,152| 147  | 3,855 | 13    | 135   | 46,768 | 16,875| 555       | 1,055     |
| HepTh    | 804      | 128      | 3,866| 77   | 1,264 | 5     | 84    | 15,838 | 3,776 | 346       | 625       |
| Facebook | 217      | 75       | 2,411| 32   | 525   | 4     | 10    | 3,353  | 924   | 114       | 226       |
| Gnutella | 890      | 127      | 3,850| 82   | 1,130 | 5     | 69    | 11,907 | 3,523 | 330       | 575       |
| Erdős-Rényi | 9,525   | 1,684    | 3,449| 1,163| 25,341| 94    | 1,089 | -      | -     | 3,845     | 6,486     |

The symbol "-" denotes that the corresponding method is unable to run due to excessive memory requirements or it takes more than one day to complete.
faster than LINE in most cases, while MKERNELNE with two kernels shows also a comparable performance. It is also important to note that although matrix factorization-based models such as M-NMF are well-performing in some tasks, they are not very efficient because of the excessive memory demands (please see Section 2 for more details). On the contrary, our kernelized matrix factorization models are more efficient and scalable by leveraging negative sampling. The single kernel variant also runs faster than the random walk method DeepWalk.

In addition to the running time comparison of the proposed approach against the baseline models, we further examine the running time of KERNELNE and MKERNELNE (using three base kernels) over Erdős-Rényi graphs of varying sizes, ranging from $2^8$ to $2^{13}$ nodes. In the generation of random graphs, we set the edge probabilities so that the expected node degree of graphs is 10. Fig. 4 shows the running time of the proposed models. Since the Gaussian and Schoenberg kernels have similar performance, we report the running time for the Gaussian kernel only. As we observe, considering multiple kernels does not significantly affect the scalability properties of the MKERNELNE model.

5.8 Visualization and Clustering of Embedding Vectors

Modularity is a measure designed to assess the quality of the clustering structure of a graph [74]. High modularity implies good clustering structure—the network consists of substructures in which nodes densely connected with each other. Here, we perform a simple visualization and clustering experiment to examine the ability of the different node embedding models to capture the underlying community structure, preserving network’s modularity in the embedding space. Note that, to keep the settings of the experiment simple, we leverage the raw embedding vectors visualizing them in the two-dimensional space (instead of performing visualization with t-SNE [75] or similar algorithms).

We perform experiments on the Dolphins [76] toy network, which contains 62 nodes and 159 edges. We use the Louvain algorithm [77] to detect the communities in the network. Each of these detected five communities is represented with a different color in Fig. 5a. We also use the proposed and the baseline models to learn node embeddings in two-dimensional space.

As we can observe in Fig. 5, different instances of MKERNELNE learn embeddings in which nodes of the different communities are better distributed in the two-dimensional space. Besides, to further support this observation, we run the k-means clustering algorithm [73] on the embedding vectors, computing the corresponding normalized mutual information (NMI) scores [78], assuming as ground-truth communities the ones computed by the Louvain algorithm in the graph space. While the NMI scores for NODE2VEC and NETMF are 0.532 and 0.572 respectively, KERNELNE-SCH achieves 0.511 while for KERNELNE-GAUSS we have 0.607. The NMI scores significantly increase for proposed multiple kernel models MKERNELNE-SCH and MKERNELNE-GAUSS, which are 0.684 and 0.740 respectively.

6 CONCLUSION

In this paper, we have studied the problem of learning node embeddings with kernel functions. We have first introduced KERNELNE, a model that aims at interpreting random-walk based node proximity under a weighted matrix factorization framework, allowing to utilize kernel functions. To further boost performance, we have introduced MKERNELNE, extending the proposed methodology to the multiple kernel learning framework. Besides, we have discussed how parameters of both models can be optimized via negative sampling in an efficient manner. Extensive experimental evaluation showed that the proposed kernelized models substantially outperform baseline NRL methods in node classification and link prediction tasks.
The proposed kernelized matrix factorization opens further research directions in network representation learning that we aim to explore in future work. To incorporate the sparsity property prominent in real-world networks, a probabilistic interpretation [79] of the proposed matrix factorization mode would be suitable. Besides, it would be interesting to examine how the proposed models could be extended in the case of dynamic networks.
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