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Abstract

Minor component analysis (MCA) are used in many applications such as curve and surface fitting, robust beamforming, and blind signal separation. Based on the generalized eigen-decomposition, we present a completely different approach that leads to derive a novel MCA algorithm. First, in the sense of generalized eigen-decomposition, by using gradient ascent approach, we derive an algorithm for extracting the first minor eigenvector. Then, the algorithm used to extract multiple minor eigenvectors is proposed by using the orthogonality property. The proofs and rigorous theoretical analysis show that our proposed algorithm is convergent to their corresponding minor eigenvectors. We identify three important characteristics of these algorithms. The first is that the algorithm for extracting minor eigenvectors can be extended to generalized minor eigenvectors easily. The second is that the corresponding eigenvalues can be computed simultaneously as a byproduct of this algorithm. The third is that the algorithm is globally convergent. The simulations have been conducted for illustration of the efficiency and effectiveness of our algorithm.
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1. Introduction

Minor component analysis (MCA) is a statistical method for extracting eigenvectors associated with the smallest eigenvalue of covariance matrix of input data. There are many applications for MCA, such as curve and surface fitting$^1$, beamforming$^{2,3}$, adaptive signal processing$^{4,5}$, etc. Neural networks method for MCA has been studied in recent years. For these algorithms and their references, refer to $^{1,6,7,8,9,10,11,12,13,14,15,16,17,18,19,20,21}$.

*Corresponding author.
terministic discrete-time (DDT) system, it is reasonable to study the SDT algorithm by its DDT system indirectly. The DDT system at least can partially illustrate the phenomena of the corresponding SDT system.

Currently, the studies of the convergence of the DDT system of PCA or MCA algorithms are very mature, see our recent works. For constant learning rates, the convergence problem of the MCA learning algorithms has been studied systematically recently via their DDT systems, see. Based on the careful analysis of convergence properties of the existing algorithms, many novel convergent algorithms have been proposed, for example, see. However, most of these algorithms are derived by using mathematical inductions for convergence purpose, which are not meaningful optimization functions.

In this paper, a novel algorithm is proposed based on a viewpoint of generalized eigen-decomposition (GED). The GED is to extract the generalized eigenvectors of a matrix pencil \((A,B)\), which is given as follows:

\[ Aw = \lambda Bw \]  \hspace{1cm} (1)

where \(A\) and \(B\) are \(n \times n\) positive definite and symmetric matrices in most signal processing applications. The positive scalar \(\lambda\) and the corresponding vector \(w\) are called generalized eigenvalue and generalized eigenvector of matrix pencil \((A,B)\) respectively. Without loss of generality, assume the matrix pencil has \(n\) positive generalized eigenvalues, \(\lambda_1 > \cdots > \lambda_n\), and their corresponding generalized eigenvectors \(\phi_1, \cdots, \phi_n\), the following properties will hold:

\[ A\phi_i = \lambda_i B\phi_i \]  \hspace{1cm} (2)

\[ \phi_i^T A\phi_j = \delta_{ij}, \; i, j \in \{1, \cdots, n\} \]  \hspace{1cm} (3)

where \(\delta_{ij}\) is the Kronecker delta function. For the case of some eigenvalue with multiplicity larger than one, the problem is more difficult. Our algorithm cannot guarantee the convergence. We refer to \(\phi_i\) and \(\phi_n\) as the first principal generalized eigenvector and the first minor generalized eigenvector respectively. In many practical applications such as dimension reduction and signal processing, extracting the principal or minor generalized eigenvectors adaptively are critical.

Noted that \(B\phi_i = \frac{1}{\lambda_i} A\phi_i\), let \(\tilde{\phi}_i = \frac{1}{\sqrt{\lambda_i}} \phi_i\), we have that

\[ B\tilde{\phi}_i = \frac{1}{\lambda_i} A\tilde{\phi}_i, \]  \hspace{1cm} (4)

\[ \tilde{\phi}_i^T A\tilde{\phi}_j = \delta_{ij}. \]  \hspace{1cm} (5)

It can be easily shown that \(\tilde{\phi}_n\) is the first principal generalized eigenvector of matrix pencil \((B,A)\). If \(\tilde{\phi}_n\) is computed, the first minor generalized eigenvector \((A,B)\) can be obtained accordingly as following,

\[ \phi_n = \frac{\tilde{\phi}_n}{\sqrt{\tilde{\phi}_n^T B\tilde{\phi}_n}}. \]  \hspace{1cm} (6)

Let \(B = I_n\), to extract the minor eigenvector of matrix \(A\) is equivalent to find the minor generalized eigenvector of matrix pencil \((A,B)\). So we can extract the minor eigenvector of matrix \(A\) by finding the principal generalized eigenvector of matrix pencil \((B,A)\). Based on the above observations, we propose a new MCA algorithm from this completely different perspective. The major contribution of our paper is that by using a generalized eigen-decomposition approach MCA algorithms have three important characteristics. The first is that the algorithms for extracting minor eigenvectors and minor generalized eigenvectors are unified. The simulation results on extracting the minor generalized eigenvectors are shown in. The second is that the corresponding eigenvalues can be computed simultaneously as a byproduct of these algorithms. The third is that this algorithm is globally convergent. The rest of this paper is organized as follows. In section 2, the algorithm for extracting minor eigenvectors is derived from the perspective of generalized eigen-decomposition. The convergence analysis is presented in section 3. Section 4 provides the simulations in order to confirm the efficiency and effectiveness of our algorithms. In section 5, conclusions are presented.
2. The Algorithm

Consider a linear neuron with input \( x(k) = [x_1(k), x_2(k), \ldots, x_n(k)]^T \in \mathbb{R}^n \), the weight vector \( w(k) \in \mathbb{R}^n \) and output \( y(k) = w^T(k)x(k) \) at time \( k \). \( x(k)(k = 0, 1, \ldots) \) is a zero-mean discrete-time stochastic process. Such process is constructed as a sequence \( x(0), x(1), \ldots \) of independent and identically distributed samples upon a distribution of a random variable. And weight vector \( w(k) \) determines the relationship between input \( x(k) \) and output \( y(k) \) at time \( k \).

Let covariance matrix \( A = E\{x(k)x^T(k)\} \). Obviously the eigenvalues of this matrix are nonnegative. In our algorithm, some of eigenvalues can have a multiplicity more than one. However, for the simplicity of theoretical analysis, we assume \( \lambda_1, \lambda_2, \ldots, \lambda_n \) to be eigenvalues of \( A \) ordered by \( \lambda_1 > \lambda_2 > \cdots > \lambda_n > 0 \). Since \( A \) is a symmetric matrix, then there exists an orthonormal basis of \( \mathbb{R}^n \) composed by eigenvectors of matrix \( A \). Suppose that \( \{\phi_i[i = 1, \ldots, n]\} \) is an orthonormal basis in \( \mathbb{R}^n \) and each \( \phi_i \) is a unit eigenvector of \( A \) corresponding to the eigenvalue \( \lambda_i \).

As stated before, to extract the minor eigenvectors of matrix \( A \) is equivalent to find the principal generalized eigenvectors of matrix pencil \((B, A)\) where \( B = I_n \). Based on this observation, we can derive our new algorithm directly by using an objective function. Assume \( w_1, \ldots, w_{j-1} \) have already converged to the \( j-1 \) principal generalized eigenvectors of matrix pencil \((B, A)\), taking into account the constrains \( w_i^T Aw_j = \delta_{ij} \) for \( i = 1, \ldots, j-1 \), the objective function to extract the \( j \)th principal generalized eigenvector of matrix pencil \((B, A)\) is

\[
J(w_j) = w_j^T Bw_j + \sum_{i=1}^{j-1} \alpha_i w_i^T A w_i + \mu (w_j^T A w_j - 1),
\]

where \( \mu \) and \( \alpha_i \) are Lagrange multipliers. When the function \( J(w_j) \) reaches the maximum value, the principal generalized eigenvector of matrix pencil \((B, A)\) will be the maximum solution of \( J(w_j) \). The optimal value of \( \mu \) and \( \alpha_i \) can be determined by multiplying the gradient of \( J(w_j) \) with respect to \( w_j \) by \( w_j^T \) or \( w_i^T \) from the left, and equating the result to zero. Taking into account that \( w_j^T A w_j = \delta_{ij} \), the optimum value \( \mu \) and \( \alpha_i \) are \( \mu = -w_j^T Bw_j, \alpha_i = -2w_i^T Bw_j \).

Substituting these optimum value to \( J \), the gradient of \( J(w_j) \) with respect to \( w_j \) is

\[
\nabla_{w_j} J(w_j) = 4Bw_j - 2Bw_j w_j^T A w_j - 2 \sum_{i=1}^{j-1} (w_i^T A w_i B w_i + w_j^T A w_i B w_i) - 2w_j^T B w_j A w_j.
\]

By using gradient ascend method, let \( W(k) = [w_1(k), \ldots, w_j(k)] \) and \( ||W(k)||^2 = \sum_{i=1}^{j} ||w_i(k)||^2 \), we obtain the following algorithm in matrix form,

\[
W(k+1) = W(k) + \eta (2B W(k) - A W(k) U^T (W(k)^T B W(k))) - 2B W(k) U^T (W(k)^T A W(k))) \cdot \eta ||W(k)||^2,
\]

where \( \eta \) is the learning rate and \( U^T[\cdot] \) sets all elements below the diagonal of its matrix argument to zero, i.e. upper triangular. And \( W(k) \in \mathbb{R}^n \) and \( ||W(k)||^2 = \sum_{i=1}^{j} ||w_i(k)||^2 \). Similarly, assume \( y_i(k) = w_i(k)^T x(k) \), considering \( B = I_n \), the SDT version of algorithm is

\[
w_j(k+1) = w_j(k) + \eta (2w_j(k) - \sum_{i=1}^{j} x(k)y_i(k)w_j(k)^T w_i(k) - \sum_{i=1}^{j} w_i(k)y_j(k)y_i(k)) / ||w_j(k)||^2.
\]

Remark 1. When the above algorithm converges, the weight vector is different with the corresponding eigenvector with a scale factor which equals to the inverse of square root of its associated eigenvalue. After the process of normalization, the weight vector will be our desired minor eigenvector.

3. Theoretical Analysis

Direct analysis of the stochastic discrete time learning algorithm (8) is very difficult. Taking the conditional expectation \( E\{w_j(k+1)|w_j(0), x(i), i < k\} \)
to this algorithm and identifying the conditional expected value as the next iteration, we have its corresponding DDT algorithm (7). Convergence analysis of this DDT algorithm can partially illustrate the convergence phenomena of its SDT algorithm. Here, we can only show the convergence of the algorithm for sequentially extracting minor eigenvectors.

Mathematic induction method is used. First, when \( j = 1 \), we will show the convergence of the following algorithm

\[
\begin{align*}
  w_1(k + 1) &= w_1(k) + \eta \left( -\frac{w_1(k)}{\|w_1(k)\|^2} Aw_1(k) ight. \\
  & \quad \left. - \frac{w_1^T(k)Aw_1(k)}{\|w_1(k)\|^2} \right).
\end{align*}
\]

(9)

To show the weight vector \( w_1(k) \) converges to the minor eigenvector with a scalar factor, three steps are used. First, we show that the weight vector of algorithm is bounded in iteration, i.e., our algorithm is feasible in practice. Then, that the direction of weight vector converges to that of the eigenvector associated with the smallest eigenvalue will be proved. In the end, by using the results of previous two steps, we show that the norm of weight vector will converge to a constant, thus proving the convergence.

Since vector set \( \{\phi_1, \cdots, \phi_n\} \) forms an orthogonal basis of \( \mathbb{R}^n \), for each \( k \geq 0 \), \( w_1(k) \) can be represented as

\[
w_1(k) = z_n(k)\phi_n + \sum_{j=1}^{n-1} \varepsilon_j(k)\phi_j
\]

(10)

where \( z_n(k) \) and \( \varepsilon_j(k) \) are constants. Substitute (10) into (9), it follows that

\[
z_{n}(k+1) = \left[ 1 + \eta \left( \frac{2}{\|w_1(k)\|^2} - \lambda_n - \beta_1(k) \right) \right] z_n(k),
\]

(11)

and

\[
\varepsilon_{j}(k+1) = \left[ 1 + \eta \left( \frac{2}{\|w_1(k)\|^2} - \lambda_j - \beta_1(k) \right) \right] \varepsilon_{j}(k),
\]

for \( 1 \leq j \leq n - 1 \), where \( k \geq 0 \), and \( \beta_1(k) \equiv \frac{w_1^T(k)Aw_1(k)}{\|w_1(k)\|^2} \). Clearly, \( \lambda_n \leq \beta_1(k) \leq \lambda_1 \) for \( k \geq 0 \).

**Lemma 1.** Suppose that there exists a constant \( \eta_0 > 0 \) such that

\[
\eta_0 < \eta < \frac{1}{2\lambda_1},
\]

(13)

and \( w_1(0) \) is not orthogonal to the eigen-subspace \( V_{\lambda_n} \), then there exists a time \( k_1 \) such that \( \|w_1(k)\|^2 \in [c_0, c_1] \) for \( k \geq k_1 \), where \( c_0 = [1 - 2\eta\lambda_1]^2 \frac{1}{\lambda_1} \) and \( c_1 = \left[ 1 + 2\eta \left( \frac{1}{c_0} - \lambda_n \right) \right]^2 \frac{1}{\lambda_n} \).

**Proof:** Given in the Appendix.

**Remark 2.** It is required that initial value \( w_1(0) \) is not orthogonal to eigensubspace \( V_{\lambda_n} \), i.e., \( w_1(0) \in V_{\lambda_n}^\perp \), where \( V_{\lambda_n}^\perp \) is the orthogonal complement space of \( V_{\lambda_n} \), the convergence is not guaranteed. However, in practical application, the unstable situation cannot be observed since the dimension of \( V_{\lambda_n}^\perp \) is less than that of \( \mathbb{R}^n \), and any small disturbance can make \( w_1(0) \) non-orthogonal to \( V_{\lambda_n} \).

Lemma 1 shows that \( \|w_1(k)\| \) will be bounded below and above if some initial conditions are satisfied, thus, algorithm (9) is reasonable.

**Lemma 2.** Under the conditions of Lemma 1, the angle between \( w_1(k) \) of algorithm (9) and eigenvector \( \phi_n \) will approach to zero. Moreover,

\[
\beta_1(k) - \lambda_n \leq \n \sum_{j=1}^{n-1} (\lambda_j - \lambda_n) \cdot \theta^{k-k_1} \cdot \left[ \frac{\varepsilon_j(k)}{z_n(k)} \right]^2,
\]

(14)

for \( k > 0 \), and

\[
\sum_{j \neq n} \left[ \frac{\varepsilon_j(k+1)}{z_n(k+1)} \right]^2 \leq \theta^{k+1-k_1} \cdot \sum_{j \neq n} \left[ \frac{\varepsilon_j(k)}{z_n(k)} \right]^2 \to 0
\]

as \( k \to +\infty \), where

\[
\theta = \left[ 1 - \frac{\eta(\lambda_{n-1} - \lambda_n)}{1 + 2\eta/c_0} \right]^2
\]

(15)

for \( k > k_1 \).

**Proof:** Given in the Appendix.

Lemma 2 means that the direction of weight vector approaches to the direction of vector \( \phi_n \).
Lemma 3. Assume the conditions of Lemma 1 hold, and \( 2\eta(\lambda_1 + \lambda_n + \sqrt{\lambda_1 \lambda_n}) < 1 \), then there exist constants \( k_1, \Pi_1, \theta_1 \) and \( \theta_2 \) so that

\[
|z_n(k + 1) - \frac{1}{\sqrt{\lambda_n}}| \leq (k - k_1 + 1) \cdot \Pi_1 \cdot \max\left\{ e^{-\theta_1(k-k_1)}, e^{-\theta_2(k-k_1)} \right\}
\]

for \( k \geq k_1 \), where \( \theta_1 = -\ln \theta \) and \( \theta_2 = -\ln \delta \) with \( \delta = 1 - \frac{2\eta \sqrt{\lambda_n}}{\sqrt{c_0}} - 2\eta \lambda_n \). Clearly, \( \theta_1, \theta_2 > 0 \) and \( \delta < 1 \).

Proof: Given in the Appendix.

Theorem 1. If the conditions of Lemma 1 and Lemma 3 are satisfied, then the \( w_i(k) \) of algorithm (9) will converge to the eigenvector \( \phi_n \) with a scale factor \( \frac{1}{\sqrt{\lambda_n}} \) as \( k \rightarrow +\infty \).

Proof: By Lemma 3, clearly,

\[
\lim_{k \to +\infty} z_n(k) = \frac{1}{\sqrt{\lambda_n}}.
\]

Then, using (16), and Lemma 2,

\[
\varepsilon_i^2(k) = \left[ \frac{\varepsilon_i(k)}{z_n(k)} \right]^2 \cdot z_n^2(k) \to 0
\]

as \( k \to +\infty \).

From (10) together with (16) and (17), it follows that

\[
\lim_{k \to +\infty} w_1(k) = \frac{\phi_n}{\sqrt{\lambda_n}} \in V_{\lambda_n}.
\]

The proof is completed.

Up to now, the convergence has been shown for the case of \( j = 1 \). Assume for \( i \leq j - 1 \), \( w_i \) have already converged to \( \frac{1}{\sqrt{\lambda_n-i+1}} \phi_{n-i+1} \), we will prove the convergence of \( w_j \) in the remaining part of this section. The DDT version of \( w_j(k) \) is

\[
w_j(k + 1) = w_j(k) + \eta \left( 2w_j(k) - w_j(k)w_j(k)^T Aw_j(k) - Aw_j(k) \right) - \sum_{i=1}^{j-1} Aw_i(k)w_i(k)^T w_j(k) - \sum_{i=1}^{j-1} w_i(k)w_i(k)^T Aw_j(k)
\]

\[
\div ||w_j(k)||^2.
\]

Expressing \( w_j(k) \) as that in (10), we have the following equations,

\[
\alpha_i(k + 1) = [1 - \eta (\lambda_i + \beta_j(k))] \alpha_i(k),
\]

for \( n - j + 1 < i \leq n \),

\[
\begin{aligned}
\varepsilon_i(k + 1) &= \left[ 1 + \eta \left( \frac{2}{||w_j(k)||^2} - \lambda_{n-j+1} - \beta_j(k) \right) \right] \varepsilon_i(k), \\
\end{aligned}
\]

for \( 1 \leq i < n - j + 1 \), where \( k \geq 0 \), and \( \beta_j(k) \equiv \frac{w_j^T(k)Aw_j(k)}{||w_j(k)||^2} \). Clearly, \( \lambda_n \leq \beta_j(k) \leq \lambda_1 \) for \( k \geq 0 \).

Let \( \Pi_i(k) = \sum_{k=1}^{n-j} \varepsilon_i(k)^2 + z_{n-j+1}(k)^2 \) and \( \Lambda = \sum_{i=n-j+2}^{n} \alpha_i(k)^2 \).

Lemma 4. With the same conditions in Lemma 1, then there exists time \( k_1 \) such that \( ||w_j(k)||^2 \in [c_0, c_1] \) for \( k \geq k_1 \) where \( c_1 \) is the same definition as that in Lemma 1, \( c_0 = [1 - 2\eta \lambda_1] \left( \frac{1}{\lambda_1} - c_2 \right) \) and \( c_2 \) is a constant less than \( \frac{1}{\lambda_1} \). Moreover, \( \lim_{k \to +\infty} \alpha_i(k) = 0 \) exponentially for \( n - j + 1 < i \leq n \).

Proof: Given in the Appendix.

By using the same method in Lemma 2, we have the following lemma,

Lemma 5. Under the conditions of Lemma 4, then the angle between \( w_j(k) \) of algorithm (18) and
eigenvector $\phi_{n-j+1}$ will approach to zero. Moreover,
\[
\left| \beta_j(k) - \lambda_{n-j+1} \right| \leq \sum_{i=1}^{n-j} \left( \lambda_i - \lambda_{n-j+1} \right) \cdot \theta^{k-k_1} 
\]
\[
\cdot \left[ \frac{\epsilon_i(k)}{z_{n-j+1}(k)} \right]^2 + \sum_{i=n-j+2}^{n} \left| \lambda_i - \lambda_{n-j+1} \right| \cdot \delta_1^{k-k_1} 
\]
\[
\cdot \left[ \frac{\alpha_i(k)}{z_{n-j+1}(k)} \right]^2, 
\]
for $k > 0$, and
\[
\sum_{i=1}^{n-j} \left[ \frac{\epsilon_i(k)}{z_{n-j+1}(k)} \right]^2 \leq \theta^{k+1-k_1} 
\]
\[
\sum_{i=1}^{n-j} \left[ \frac{\epsilon_i(k)}{z_{n-j+1}(k)} \right]^2 \rightarrow 0 
\]
as $k \rightarrow +\infty$, where $\delta_1 = 1 - 2\eta \lambda_n$ and
\[
\theta = \left[ 1 - \frac{\eta (\lambda_{n-j+2} - \lambda_{n-j+1})}{1 + 2\eta / c_0} \right]^2 
\]
for $k > 0$.

Similarly, the following lemma holds.

**Lemma 6.** Assume the conditions of Lemma 4 hold, and $2\eta (\lambda_1 + \lambda_{n-j+1} + \sqrt{\lambda_1 \lambda_{n-j+1}}) < 1$, there exist constants $k_1, \Pi_1, \theta_1$ and $\theta_2$ so that
\[
\left| z_{n-j+1}(k+1) - \frac{1}{\sqrt{\lambda_{n-j+1}}} \right| \leq (k-k_1+1) \cdot \Pi_1 
\]
\[
\cdot e^{-\theta_1(k-k_1)} + \max \left\{ e^{-\theta_2(k-k_1)} \right\} 
\]
for $k \geq k_1$, where $\theta_1 = -\ln \left( \max \{ \theta, \delta_1 \} \right)$ and $\theta_2 = -\ln \delta$ with $\delta = 1 - \frac{2\eta \sqrt{\lambda_{n-j+1}}}{c_0} - 2\eta \lambda_{n-j+1}$. Clearly, $\theta_1, \theta_2 > 0$ and $\delta < 1$.

**Theorem 2** If the conditions of Lemma 4 and Lemma 6 are satisfied, the $w_j(k)$ of algorithm (18) will converge to the eigenvector $\phi_{n-j+1}$ with a scale factor $\frac{1}{\sqrt{\lambda_{n-j+1}}}$ as $k \rightarrow +\infty$.

**Proof:** By Lemma 6, clearly,
\[
\lim_{k \rightarrow +\infty} z_{n-j+1}(k) = \frac{1}{\sqrt{\lambda_{n-j+1}}} 
\]
Then, using (23), and Lemma 4, 5,
\[
\epsilon_j^2(k) = \left[ \frac{\epsilon_j(k)}{z_{n-j+1}(k)} \right]^2 \cdot z_{n-j+1}(k) \rightarrow 0 
\]
for $1 \leq j < n - j + 1$ and $\lim_{k \rightarrow +\infty} \alpha_i^2(k) = 0$ exponentially for $n - j + 1 < i \leq n$.

From (10) together with (23) and (24), it follows that
\[
\lim_{k \rightarrow +\infty} w_j(k) = \frac{\phi_{n-j+1}}{\sqrt{\lambda_{n-j+1}}} \in V_{\lambda_{n-j+1}}. 
\]

The proof is completed.

**Remark 3.** By Theorem 1 and Theorem 2, we know that our algorithm can not only extract the minor eigenvector, but also compute the corresponding eigenvalue whose value equals to $1/\|\tilde{w}\|^2$, where $\tilde{w}$ represents a converged weight vector.

**Remark 4.** For choosing practical learning rate $\eta$ to guarantee the convergence, practically, because the exact values of $\lambda_1$ and $\lambda_n$ are unknown, since $\text{Trace}(A) = \sum_{i=1}^{n} \lambda_i$, we can roughly let
\[
\eta = \frac{1}{3 \text{Trace}(A)}, 
\]
where $\text{Trace}(A) = \sum_{i=1}^{N} x_i^2(k)/N$, which can be computed incrementally. Based on our analysis, the varying learning rate $\eta$ does not affect the convergence. But theoretical analysis of the impact of the varying $\eta$ is very difficult.

4. Simulations

In this section, we perform a few simulations on the algorithm (8) to confirm the convergence results and illustrate the good performance by using MATLAB software. There are many MCA algorithms, we cannot compare each of them. Because MoLLER$^{15}$ is a successfully improved MCA algorithm and OJA$^{16}$ is the original online MCA learning algorithm, we
only compare the performance of the novel algorithm with the performance of MøLLER, and OJA+. For simplicity, the novel algorithm (8) is referred to as GM.

A sequence of 20-dimensional signals are generated, whose covariance matrix has the two smallest eigenvalues 0.3445, 0.3838 and the largest eigenvalue 1.9711. We generate the input sequence \( x_k \), \( 1 \leq k \leq 20000 \) by repeating adding zero-mean gaussian noise to the previous signal sequence with 0.1 variance. If the number of samples is large enough, it is easy to show that the covariance matrix \( A = E[x_k x_k^T] \) is the same as that of the signal covariance matrix. The following evaluation function is used to measure the accuracy of those algorithms. The direction cosine measures the accuracy of direction of the estimated eigenvectors,

\[
\text{Direction Cosine}(k) = \frac{|w(k)^T \phi|}{\|w(k)\| \|\phi\|}
\]  

(25)

where \( w(k) \) is the weight vector at time \( k \) for any one of previous mentioned algorithms, \( \phi \) is the actual corresponding eigenvector of matrix \( A \).

In the first set of experiments, we compute the first minor eigenvector by using algorithms GM, OJA+ and MøLLER. Let the learning rate \( \eta = 0.01 \) for all algorithms and the same initial weight vector is generated randomly with unit norm. The averaged value curves of evaluation function of 50 independent runs are drawn in Fig.1.

From Fig.1, we could observe that GM algorithm is convergent, which confirms the convergence theory. The rate of convergence of GM is almost the same as that of OJA+. And both of two algorithms are faster than the algorithm MøLLER. Because the OJA+ algorithm has the limitation that the minor eigenvalue must be less than 1, so our algorithm GM is more suitable in practical applications.

In the second set of experiments, we will show the impact of different choosing of learning rates. We still use the input sequence in the first set of experiments. To illustrate it, we perform algorithm GM to extract the first minor eigenvector with different learning rates \( \eta = 0.02, 0.01, 0.005 \) with the same initial weight vector. The value curves of evaluation function are drawn in Fig.2.

From Fig.2, it has been shown that the larger the learning rate is, the more oscillated the algorithm is. In the third set of experiments, the ability of algorithm GM to extract multiple minor eigenvectors is shown. Here, the same input sequence of previous experiments is used. The first three minor eigenvectors are computed using our algorithm GM. The learning rate \( \eta = 0.01 \). The value curves of evaluation function are drawn in Fig.3.

From Fig.3, the efficiency of algorithm GM is shown for extracting multiple minor eigenvectors.
Please note that the algorithms OJA+ and MøLLER can not extract multiple minor eigenvectors. Further experiments are performed to confirm the convergence of our algorithms with different standard deviations of the input data and more higher dimensional data, for the limitation of space, which are not shown here.

5. Conclusions

A completely new approach that leads to a novel algorithm for extracting minor eigenvectors online has been discussed. First, from the perspective of generalized eigen-decomposition the algorithm is proposed. Theoretical analysis shows that this algorithm is globally convergent to the minor eigenvectors. Simulations have been conducted for illustration of the convergence and efficiency of our algorithms. From both theoretical analysis and simulations, it can be concluded that our algorithm is a good choice in the practical applications.
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Appendix

Proof of Lemma 1:

Because $w(0)$ is not orthogonal to $V_{\lambda_n}$, we have $z_n(0) \neq 0$. If condition (13) is satisfied, it is easy to see that $\|w_1(k+1)\| \leq \|w_1(k)\|$ if $\|w_1(k)\|^2 > 1/\lambda_n$, and $\|w(k+1)\| \geq \|w_1(k)\|$ if $\|w_1(k)\|^2 < 1/\lambda_1$. So there exists a time $k_1$ such that $\|w_1(k_1)\|^2 \in [1/\lambda_1, 1/\lambda_n]$. If condition (13) is satisfied, for each $j(1 \leq j \leq n)$, we have

$$1 + \eta \left( \frac{2}{\|w_j(k)\|^2} - \lambda_j - \beta_1(k) \right) \geq 0$$

(26)

for $k \geq 0$. From (26), we have that

$$\|w_1(k+1)\| \geq \left[1 + 2\eta \left(1/\|w_1(k)\|^2 - \lambda_1\right)\right] \cdot \|w(k)\|$$

and

$$\|w_1(k+1)\| \leq \left[1 + 2\eta \left(1/\|w_1(k)\|^2 - \lambda_n\right)\right] \cdot \|w_1(k)\|$$

for $\|w_1(k)\|^2 \in [c_0, c_1]$. Next, we will show $\|w_1(k+1)\|^2 \in [c_0, c_1]$ if $\|w_1(k)\|^2 \in [c_0, c_1]$. Case 1, if $1/\lambda_n \leq \|w_1(k)\|^2 \leq c_1$, it is easy to see that $\|w_1(k+1)\|^2 \leq \|w_1(k)\|^2 \leq c_1$ and $\|w_1(k+1)\|^2 \geq \left[1 + 2\eta \left(1/\|w_1(k)\|^2 - \lambda_1\right)\right] \cdot \lambda_n \geq [1 - 2\eta \lambda_1]^2 / \lambda_n > c_0$.

Case 2, for $\|w_1(k)\|^2 \in [1/\lambda_1, 1/\lambda_n]$, we have $\|w_1(k+1)\|^2 \leq \left[1 + 2\eta \left(1/\|w_1(k)\|^2 - \lambda_n\right)\right] \cdot \lambda_n \leq c_1$ and $\|w_1(k+1)\|^2 \geq \left[1 + 2\eta \left(1/\|w_1(k)\|^2 - \lambda_1\right)\right] \cdot \lambda_1 \geq c_0$.

Case 3, when $\|w_1(k)\|^2 \in [c_0, 1/\lambda_1]$, it follows that $\|w_1(k+1)\|^2 \geq \|w_1(k)\|^2 \geq c_0$ and

$$\|w_1(k+1)\|^2 \leq \left[1 + 2\eta \left(1/\|w_1(k)\|^2 - \lambda_n\right)\right] \cdot \lambda_1 \leq \left[1 + 2\eta \left(1/c_0 - \lambda_n\right)\right] \cdot \lambda_1 \leq c_1.$$

The proof is completed.

Proof of Lemma 2:

Clearly, $0 < \theta < 1$. It follows (11) and (12) that $z_n(k) \geq 0$ for all $k \geq 0$ if $z_n(0) \geq 0$, and $z_n(k) \leq 0$ for all $k \geq 0$ if $z_n(0) \leq 0$. Because $w_1(0)$ is not orthogonal to $V_{\lambda_n}$, $z_n(0) \neq 0$. Without loss of generality, we assume that $z_n(0) > 0$, and thus, $z_n(k) > 0$ for all $k \geq 0$.

From (11~12) and according to Lemma 1, it follows...
From equation (11), it follows that

\[
\frac{1}{\lambda_n(k+1)} \leq \left( 1 + \frac{\eta(2/\|w_1(k)\|^2 - \lambda_j - \beta_1(k))}{1 + \eta(2/\|w_1(k)\|^2 - \lambda_n - \beta_1(k))} \right)^2 \frac{1}{\lambda_n(k)} \cdot \frac{1}{\lambda_n(k)}.
\]

where \( \gamma_1 = |\eta(\beta_1(k) - \lambda_n)|z_n(k) \).

By conditions in Lemma 1, we have that

\[
\Gamma = 1 - \frac{2\eta\lambda_n}{\sqrt{\lambda_n}} \left( \frac{1}{\sqrt{\lambda_n}} + z_n(k) \right) > 1 - \frac{2\eta\sqrt{\lambda_n}}{\sqrt{c_0}} \left( 1 + \sum_{i \neq n} e(k_i)^2 \right) - 2\eta\lambda_n.
\]

Combining above equality,

\[
z_n(k+1) - \frac{1}{\lambda_n} \leq \left( z_n(k) - \frac{1}{\sqrt{\lambda_n}} \right) \left( 1 - \frac{2\eta\sqrt{\lambda_n}}{\sqrt{c_0}} \right) - 2\eta\lambda_n + \gamma_1 + \gamma_2,
\]

where \( \gamma_2 = -\frac{2\eta\sqrt{\lambda_n}}{c_0} \sum_{i \neq n} e(k_i)^2 \left( z_n(k) - \frac{1}{\sqrt{\lambda_n}} \right) \).

Because \( \|w(k)\| \) is bounded above and below for \( k \geq k_1 \), there are constants \( c_2, M_1, M_2 \) such that

\[ |\gamma_1| \leq M_1 \eta e^{-\theta_1(k-k_1)} \quad \text{and} \quad |\gamma_2| \leq M_2 \eta e^{-\theta_1(k-k_1)}. \]

For \( k \geq k_1 \), by assumptions in Lemma 3, it follows that

\[
z_n(k+1) - \frac{1}{\lambda_n} \leq \delta \left( z_n(k) - \frac{1}{\sqrt{\lambda_n}} \right) + M\eta e^{-\theta_1(k-k_1)},
\]

where \( M \) is a constant and \( k \geq k_1 \). Then, for \( k > k_1 \),

\[
z_n(k+1) - \frac{1}{\lambda_n} \leq \delta^{k-k_1+1} \left( z_n(k_1) - \frac{1}{\sqrt{\lambda_n}} \right) + \eta M \sum_{r=0}^{k-k_1} (\delta^r e^{\theta_1}) e^{-\theta_1(k-k_1)} \]

\[
\leq \delta^{k-k_1+1} z_n(k_1) - \frac{1}{\sqrt{\lambda_n}} + (k-k_1+1) \cdot \eta M \cdot \max \left\{ \delta^{k-k_1}, e^{-\theta_1(k-k_1)} \right\}
\]

\[
\leq (k-k_1+1) \cdot \Pi_1 \cdot \left[ e^{-\theta_2(k-k_1+1)} + \max \left\{ e^{-\theta_2(k-k_1)}, e^{-\theta_1(k-k_1)} \right\} \right],
\]

where \( \Pi_1 \) is a constant. The proof is completed.
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Proof of Lemma 4:

Because \( w_j(0) \) is not orthogonal to \( V_{k-1} \), we have \( z_{j-1}(0) \neq 0 \). If condition (13) is satisfied, it is easy to see that \( \|w_j(k+1)\| \leq \|w_j(k)\| \) if \( \|w_j(k)\|^2 > 1/\lambda_n \) and \( \|w_j(k+1)\| \geq \|w_j(k)\| \) if \( \|w_j(k)\|^2 < 1/\lambda_1 \). So there exists a time \( k_1 \) such that \( \|w_j(k_1)\|^2 \in [1/\lambda_1, 1/\lambda_n] \).

If condition (13) is satisfied, for each \( i(1 \leq i \leq n) \) when \( \|w_j(k)\|^2 \in [c_0, c_1] \), we have

\[
1 + \eta \left( 2 \|w_j(k)\|^2 - \lambda_i - \beta_j(k) \right) \geq 0. \tag{27}
\]

From (27), we have that

\[
\|w_j(k+1)\| \geq \Pi(k+1) \geq \left[ 1 + 2\eta \left( 1/\|w_1(k)\|^2 - \lambda_1 \right) \right] \Pi(k)
\]

\[
\|w_j(k+1)\| \leq \left[ 1 + 2\eta \left( 1/\|w_1(k)\|^2 - \lambda_n \right) \right] \Pi(k)
\]

for \( k \geq k_1 \).

Next, we will show \( \|w_j(k+1)\|^2 \in [c_0, c_1] \) if \( \|w_j(k)\|^2 \in [c_0, c_1] \). Case 1, if \( 1/\lambda_n \leq \|w_j(k)\|^2 \leq c_1 \), it is easy to see that \( \|w_j(k+1)\|^2 \leq \|w_j(k)\|^2 \leq c_1 \) and \( \|w_j(k+1)\|^2 \geq \Pi(k+1) \geq \left[ 1 - 2\eta \lambda_1 \right] \Pi(k) \geq \left[ 1 - 2\eta \lambda_n \right]^2 \left( 1/\lambda_n - \Lambda(k) \right) \).

Case 2, for \( \|w_j(k+1)\|^2 \in [1/\lambda_1, 1/\lambda_n] \), we have

\[
\|w_j(k+1)\|^2 \leq \left[ 1 + 2\eta \left( \lambda_1 - \lambda_n \right) \right]^2 \lambda_1 \leq c_1 \text{ and } \|w_j(k+1)\|^2 \geq \Pi(k+1) \geq \left[ 1 + 2\eta \left( \lambda_n - \lambda_1 \right) \right]^2 \Pi(k).
\]

Case 3, when \( \|w_j(k)\|^2 \in [c_0, 1/\lambda_1] \), it follows that \( \|w_j(k+1)\|^2 \geq \|w_j(k)\|^2 \geq c_0 \) and \( \|w(k+1)\|^2 \leq \left[ 1 - 2\eta \lambda_1 \right]^2 \lambda_1 \leq c_1 \).

If condition (13) is satisfied, by equation (19), it follows that \( \Lambda(k+1) < \Lambda(k) \). So there exists time \( k_2 \), such that \( \Lambda(k) \leq c_2 < 1/\lambda_1 \) for \( k \geq k_2 \). Without loss of generality, assume \( k_2 \leq k_1 \). Furthermore, it follows that in Case 1 and Case 2, \( \|w_j(k+1)\|^2 \geq \left[ 1 - 2\eta \lambda_1 \right]^2 \lambda_1 \) for \( k_2 \leq k_1 \).

Since \( 1 - \eta \left( \lambda_1 + \beta_j(k) \right) \geq 1 - 2\eta \lambda_1 > 0 \) for \( k > 0 \). Let \( \delta_1 = 1 - 2\eta \lambda_n \), it follows that \( \alpha(k+1) \leq \delta_1 \alpha(k) \) for \( k > 0 \) and \( n-j+1 < i \leq n \). It follows that \( \lim_{k \to \infty} \alpha(k) = 0 \) exponentially for \( n-j+1 < i \leq n \). The proof is completed.
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