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Abstract—Discrete gene regulatory networks (GRNs) play a vital role in the study of robustness and modularity. A common method of evaluating the robustness of GRNs is to measure their ability to regulate a set of perturbed gene activation patterns back to their unperturbed forms. Usually, perturbations are obtained by collecting random samples produced by a predefined distribution of gene activation patterns. This sampling method introduces stochasticity, in turn inducing dynamicity. This dynamicity is imposed on top of an already complex fitness landscape. So where sampling is used, it is important to understand which effects arise from the structure of the fitness landscape, and which arise from the dynamicity imposed on it. Stochasticity of the fitness function also causes difficulties in reproducibility, analyticity, and other post-experimental analyses.

In this paper, we develop a deterministic distributional fitness evaluation by considering the complete distribution of gene activity patterns, so as to avoid stochasticity in fitness assessment. This fitness evaluation facilitates repeatability. Its determinism permits us to determine theoretical bounds on the fitness, and thus to determine whether the algorithm has reached a global optimum. We also unveil some properties of desirable GRNs that lead them to be robust and modular. We conclude by discussing a number of obscure phenomena remaining to be understood in the future.

I. INTRODUCTION

II. RELATED WORK AND MOTIVATION

In this section, we present a brief overview of the emergence of modularity, of GRNs and of Espinosa-Soto and Wagner’s GRN Model \([1]\). Then, we introduce the motivation of this paper.

Judging by citations, for the emergence of modularity, the parsimony-based model of modularity emergence of Clune et al. \([2]\) has recently been dominant. There is little doubt of its importance for evolving modular engineering systems, but its relevance to biology is moot. Parsimony pressures have long been studied in genetic programming \([3]\), yet are notoriously difficult to tune – too strong a pressure (relative to the primary objective) and one is left with tiny but highly unfit solutions; too weak, and complexity runs riot. In biology, as Clune et al. argue, modularity is ubiquitous. Yet there is no obvious mechanism to tune the many different parsimony pressures required to explain its widespread emergence. Clune et al. \([2]\) avoid this through use of the highly engineered NSGA-II multi-objective evolutionary algorithm \([4]\), which is perfectly fine for engineering modularity in artificial systems, but questionable as a model of evolution based on natural selection (NSGA-II uses population-wide computations that would require a ‘hidden hand’ in biological systems). Thus at least in understanding biology, it is worth re-examining alternative explanations.

Espinosa-Soto and Wagner \([1]\) traced the emergence of modularity to specialisation. Their work is based on Wagner’s GRN model, which has witnessed wide application in a variety of computational biological studies \([5]–[7]\). It is important to acknowledge that their system also included a parsimony mechanism, but in the mutation operator, not as a second objective. This parsimony mechanism is not sufficient on its own to generate modularity, specialisation is required; equally important, the parsimony of the mutation operator requires little tuning, a wide range of values suffice.

A. Gene Regulatory Network (GRN)

A GRN is a collection of molecular regulators that coordinate interactions between genes (including both the protein-coding DNA sequences and regulatory non-coding DNA sequences), RNAs and proteins \([8]\). GRNs are central to the operation of all known forms of cellular life (eukaryota, bacteria and archaea \([9]\)) and viruses \([10]\). The network structure of GRNs demonstrates a high level of modularity, considered to be a key contributor to robustness \([11]\).

B. Espinosa-Soto and Wagner’s GRN Model

The model of \([1]\) abstracts cellular homeostasis, in which a cell can recover from small perturbations to a target state and recover that state. It consists of two components, one or more targets, and the GRN itself. A target is a set of gene activation patterns, represented by a vector of \(N\) binary values, with +1 and −1 respectively representing activity and inactivity. Figure 1 depicts two target activation patterns consisting of 10 genes that happen to have a modular structure of two modules of five genes each; the activation in the first module of the patterns is identical (shared), but opposite in the second (divergent). The gene state is regulated by a GRN \(g\), which controls the activation pathway of the organism. For a pattern of \(N\) genes, it is abstracted as a ternary \(N^2\) transition matrix \(g = [g_{ij}]\) with entries over \([-1, 0, 1]\), representing repression, independence or activation of gene \(i\) by gene \(j\). A gene activity pattern regulated by this network is a Boolean row vector \(s = [s^0, ..., s^{N−1}]\). The state transition is modelled by:

\[
A(g, s) = \sigma(g, s)
\]

(1)

where \(\sigma(x) = 1\) if \(x > 0\), \(\sigma(x) = −1\) otherwise (applied elementwise).
The model focuses on the evolution of the $N \times N$ GRN matrix, generally by an evolutionary algorithm. This can lead to a terminological confusion. In the modeled biology, there are $N$ genes in the activation pattern; but considered at the evolutionary algorithm level, the evolving chromosome consists of $N^2$ genes. Where we need to distinguish these, we refer to the former as a “pattern gene”, and the latter as a “network gene” or “network node”. Figure 2 presents a flow chart of the fitness evaluation in the model.

In the rest of this paper, we will concentrate on the work of [1] with the target of figure 1, where an evolutionary system evolved first for 500 generations with a target consisting solely of the first activation pattern, and then for the remainder of the time (1500 further generations) with both activation patterns as target.

C. Anomalous Behaviours of the GRN Model and Our Motivation

Our initial work on this GRN model under typical genetic algorithm settings revealed a number of anomalies [12]. In summary, despite relatively fit, modular GRNs emerging in simulated evolutions, they could often be readily improved in both vitness and modularity by manually removing all inter-module connections, as in Figure 3. Yet evolutionary search does not find these improvements, despite mutation biases appearing to favour finding them. Figure 4 reveals that this is not due to discontinuous gradients: starting with the most robust/fittest GRN from the final generation of a typical run and removing non-modular edges one-by-one reveals a path of steadily improving fitness to a fully modular GRN. This phenomenon occurs even in runs incorporating elitism.

III. DISTRIBUTIONAL FITNESS EVALUATION

We hypothesised that the anomalies discussed in Section II-C might arise from the stochasticity of the sampling process of [1]: that in a population converged close to a local optimum, using order-based (tournament) selection, small stochastic variations in fitness might make it difficult to follow weak gradients. To evaluate this hypothesis, we need to separate the effects of the underlying fitness landscape from the effects of stochastic sampling. Fortunately, this is not hard to do, both in principle, and in this case, in practice.

In common with other GRN robustness models [13]–[15], Espinosa-Sot & Wagner[1] sample perturbations stochastically.
of length $N$ in the sense of $\mathbf{1}$ is the pairwise product $e \odot s$. Following Boolean usage, the weight $w(e)$ of an elementary perturbation is the number of $-1$ values.

$\mathbf{1}$ follows the regulatory process for $t_0 = 20$ steps:

$$G(g,e \odot s) = \begin{cases} s & \text{if } A_t^t(g,e \odot s) = s \text{ for } t < t_0 \\ A_t^t(g,e \odot s) & \text{otherwise} \end{cases}$$

and uses two auxiliary functions to weight contributions:

$$f(g) = 1 - e^{(-3 \cdot g)}$$

$$\gamma(x) = (1 - x)^5$$

Putting it together, we evaluate the effectiveness of GRN $g$ in recovering state $s$ as

$$F(g,s) = f\left(\sum_{n=0}^{N} p_n \cdot \frac{1}{|E_n|} \sum_{e \in E_n} \gamma\left(H(G(g,e \odot s),s)\right)\right)$$

where $E_n$ is the set of elementary perturbations of length $N$ and weight $n$, $p_n$ is the probability $p_n \sim B(N,p)$ from the binomial distribution, and $H$ is the Hamming distance.

Compared with the random sampling of perturbations of $\mathbf{1}$, distributional fitness evaluation offers the following advantages:

1) Determinism: evaluating the fitness of a GRN multiple times will give the same fitness each time, while preserving essentially the same fitness landscape as sampling. This allows us to disentangle the effects of the fitness landscape itself, and that of noise.

2) Global Optimum Analysis: we can determine bounds on the fitness, and test whether those bounds are achieved; with a stochastically evaluated fitness, it is infeasible to determine whether further improvement is possible.

3) Speed Optimisation: Due to the determinism of fitness evaluation, caching of previously computed fitness may reduce wasted computation.

B. Upper Bounds on Distributional Fitness

An obvious upper bound for the fitness of a GRN in the scenario of $\mathbf{1}$ is for the GRN to return all perturbations of a target to the corresponding target. When there is only a single target, this is attainable (as we shall see), and for the $10 \times 10$ GRNs that are the focus of this study, is readily evolved. However we follow $\mathbf{1}$ in using a two-stage evolution, in the second stage of which there are two targets. In this case, this upper bound is not attainable. It is easy to see why. Consider the first target of Figure $\mathbf{1}$: If it is perturbed by an elementary perturbation of weight 0 (i.e. it is unperturbed), then we would expect a GRN to readily recover it (it isn’t required to do anything). But consider the second target perturbed by an elementary perturbation whose first five locations are 1, with the last five being -1. The resulting perturbed target is identical to the previous one. Hence the GRN must map it to the same end result: which is a Hamming distance of 5 from its target state. In fact, for every perturbation of target 1, there is a perturbation of target 2 that gives the same starting state for...
the GRN. At most one of them can be returned to its target by the GRN. Which choice is best?

To answer this question, consider the binomial probabilities of elementary perturbations by weight: to two decimal places: \(<0.20, 0.35, 0.28, 0.13, 0.04, 0.01, 0.00, 0.00, 0.00, 0.00, 0.00, 0.00>. \)
So perturbations of weights 0, 1 and 2 carry the most influence in equation [3] and for higher weights the influence decreases monotonically. Now for two elementary perturbations to conflict in this way, they must be identical in the first five places (since the two targets are identical there), and inverse on the last five (since the two targets are inverse there).

So the choice is easy: the elementary perturbation with the least weight (therefore 0, 1 or 2) in the second half should be mapped back to the corresponding target. In this case, the Hamming distance is 5 and \(\gamma\) returns 0.03125.

In summary, specialising equation [4] to the targets \(s_1\) and \(s_2\) of Figure [1] gives

\[
F(g) = f \left( \frac{1}{10} \sum_{e \in E: w_{6,10}(e) < 3} \gamma \left( H(G(g, e \odot s_1), s_1) \right) \right)
\]

where \(w_{6,10}(e)\) denotes the weight of (number of -1’s in) the second half of \(e\).

Substituting values 1 and 0.03125 into Equation [4] and rearranging gives

\[
F(g) = f \left( \frac{1}{10} \sum_{n=0}^{10} B(n; 10, 0.15) \cdot \left( \sum_{e: w_{6,10}(e) < 3} -1 + \sum_{e: w_{6,10}(e) > 2} -0.03125 \right) \right)
\]

Table I summarises how many elementary perturbations of each total weight have second half weights < 3 (resp. > 4). Substituting its values into Equation [5] gives a fitness bound to four decimal places of 0.9462.

\[
\begin{array}{|c|c|c|}
\hline
\text{Weight} & \text{No. of Perturbations} & \text{Unrecoverable} \\
\hline
0 & \binom{10}{0} & 0 \\
1 & \binom{10}{1} & 0 \\
2 & \binom{10}{2} & 0 \\
3 & \binom{10}{3} & \binom{7}{3} \\
4 & \binom{10}{4} & \binom{7}{3} \cdot \binom{3}{3} + \binom{7}{3} \cdot \binom{3}{3} \\
5 & \binom{10}{5} & \binom{7}{3} \cdot \binom{3}{3} + \binom{7}{3} \cdot \binom{3}{3} + \binom{7}{3} \cdot \binom{3}{3} \\
6 & \binom{10}{6} & \binom{7}{3} \cdot \binom{3}{3} + \binom{7}{3} \cdot \binom{3}{3} + \binom{7}{3} \cdot \binom{3}{3} + \binom{7}{3} \cdot \binom{3}{3} \\
7 & \binom{10}{7} & \binom{7}{3} \cdot \binom{3}{3} + \binom{7}{3} \cdot \binom{3}{3} + \binom{7}{3} \cdot \binom{3}{3} + \binom{7}{3} \cdot \binom{3}{3} + \binom{7}{3} \cdot \binom{3}{3} \\
8 & \binom{10}{8} & \binom{7}{3} \cdot \binom{3}{3} + \binom{7}{3} \cdot \binom{3}{3} + \binom{7}{3} \cdot \binom{3}{3} + \binom{7}{3} \cdot \binom{3}{3} + \binom{7}{3} \cdot \binom{3}{3} \\
9 & \binom{10}{9} & \binom{7}{3} \cdot \binom{3}{3} + \binom{7}{3} \cdot \binom{3}{3} + \binom{7}{3} \cdot \binom{3}{3} + \binom{7}{3} \cdot \binom{3}{3} + \binom{7}{3} \cdot \binom{3}{3} \\
10 & \binom{10}{10} & 0 \\
\hline
\end{array}
\]

C. Comparing Runs

The treatments examined in this paper use a mixture of stochastic and distributional evaluation. How can we fairly compare them? In the long run, if the same individual is repeatedly re-evaluated using stochastic evaluation, the mean fitness must converge to the distributional fitness, in any particular case the stochastically evaluated fitness may be above or below the distributional fitness of the same individual. This would just induce noise in any comparisons (itself undesirable). However there is a further complication. We typically wish to compare the end-of-run best fitness achieved, which introduces a bias: even if the same individual is produced as that best individual: since it was chosen as the best individual in the generation, in a stochastic evaluation run its fitness is more likely to have been stochastically evaluated in the upper part of the fitness distribution. To eliminate this problem, for all comparisons, in all tables, and in all figures, except where explicitly mentioned, we always present the distributionally-evaluated fitness for an individual, even if it is evolutionarily evaluated using stochastic evaluation. This has the effect that for stochastic evaluation runs, figures showing the course of evolution are not actually showing the fitness that was used in the evolution. The effect on a specific run can potentially be substantial. However our results are typically averaged over 100 runs for a treatment. In this case, the stochastic variations should largely cancel out.

D. Fitness Structure

IV. DISTRIBUTIONAL GRN MODEL

In this section, we present D-GRN, a distributional framework for Wagner’s GRN model under distributional fitness evaluation, and briefly delineate the mutation and recombination operators.

A. Algorithmic Framework of D-GRN

Algorithm [1] presents a high-level structure for a typical haploid genetic algorithm; however the mutation and recombination operators follow those of [1].

B. Recombination

In [12], we introduced and experimentally investigated diagonal recombination. Given two parental GRNs \(A_1[1, \ldots, 10]\) and \(A_2[1, \ldots, 10]\), diagonal recombination proceeds by first sampling a pivot point \(i\) from \([1, \ldots, 10]\), then preserving the two sub-matrices \(A_1[1 \ldots i - 1, 1 \ldots i - 1]\) and
Algorithm 1: Algorithm Framework of D-GRN

**Input:** algorithm hyperparameters
population size $P$ of size
mutation rate $M$ of rate (capital $\mu$)
crossover rate $X$ of rate (capital $\chi$)
generations $\Gamma$ of number
per-location perturbation rate $E$ of rate (capital $\epsilon$)
asymmetric stepsize $Z$ of size (capital $\zeta$)
evolutionary tournament size $T$ of size (capital $\tau$)

**Output:** robust networks

// Initialisation
crossover size $N_X = X.\Pi/2$;
generate $\Pi$ feasible networks randomly;
save generated individuals in the population $P$;
get distributional fitness of each individual $I_i \in P$;

// Loop until terminating condition
for $i = 1$ to $\Gamma$ do

Reset $P' = \Phi$;

// Crossover
for $j = 1$ to $N_X$ do

for $l = 1$ to 2 do

for $k = 1$ to $T$ do

uniformly sample individual $I_{j,l,k} \sim P$;

select $I_{j,l} = \argmax_{k \in \{1, \ldots, T\}} F(I_{j,l,k})$;

generate $I_{j,3}$ and $I_{j,4}$ from $I_{j,1}$ and $I_{j,2}$ by diagonal recombination;

$P' = P' \cup \{I_{j,3}, I_{j,4}\}$;

// Copying
for $j = 2N_X + 1$ to $\Pi$ do

uniformly sample individual $I_j \sim P$;

$P' = P' \cup \{I_j\}$;

// Mutation
foreach individual $I_i$ in $P'$ do

uniformly sample real $r \sim [0, 1]$;

if $r < M$ then

biasedly mutate $I_i$;

// Updating
get distributional fitness of each individual $I_i \in P'$;
update $P = P'$;


$A_1[i \ldots 10, i \ldots 10]$, while exchanging the remainder of corresponding locations between $A_1$ and $A_2$. This is illustrated in figure 5. We note that if $i$ is sampled as 1, the corresponding recombination is a null operation.

C. Mutation

The mutation operator of $[1]$ biases the edge density to a specific, relatively low, level. A node in the network has a probability $\mu$ to mutate every generation; if it mutates, it can either lose or gain an interaction. In matrix terms, the probability for each row to have a changed value is $\mu$ (corresponding in the case of size 10 targets with $\mu = 0.2$ to a per-individual mutation rate, i.e. sampling a nonzero value from $B(10,0.2)$, of approximately 0.9). The probability for a node to lose an interaction (a nonzero value to change to zero) is defined as

$$p(u) = \frac{4r_u}{4r_u + N - r_u}$$

where $N$ is the number of genes in a gene activation pattern of a target, and $r_u$ is the number of regulators of gene $u$ $[1]$, i.e. nonzero values in column $u$. Conversely, the probability for a gene $u$ to gain an interaction (i.e. for a nonzero value in row $u$ to become nonzero) is $1 - p(u)$. The neutral point of this bias can be computed as:

$$p(u) = 1 - p(u) \Rightarrow r_u = \frac{N}{5}$$

The bias acts to maintain the sparsity of the network at around this value, which research in computational biology suggests is essential to induce modularity $[19]$. 

V. EXPERIMENTAL SETUP

All simulation code was implemented in Java 1.8.0 and Python 2.7.10. All programs are publicly available at (to come). We use the Mann-Whitney significance test in all comparisons.

A. Parameter Tables and Explanations

The specific targets $T$ used in the experiments appear in Table $[II]$. Evolutionary and other simulation parameters for the main body of experiments are specified in Table $[III]$ and explained in Table $[IV]$. A few variations on these will be specified in the relevant context.
As a result, the expected number of edges within a GRN may not be exactly 20, despite the bias. We conducted experiments in which we did not apply selection pressure during the simulated evolution; the average GRN edge number converged to approximately 22.

### C. Selection Scheme: Tournament vs Proportional Selections

In evolutionary computation, there are two prevalent selection schemes: tournament and proportional. Although [1] uses proportional, we use tournament in this paper because it gives similar results to proportional selection, but is better suited to incremental evaluation, a strategy we plan to use in extending this work to larger targets.

### D. Modularity Metric

We adopt the normalised Q scoring system to quantify modularity in a GRN, ultimately based on the definition proposed by Newman [20]. Briefly, this quantity is defined as the difference between, on the one hand, the ratio of the number of edges in the network connecting nodes within modules to the total number of edges, and on the other, the expected value for the same quantity for a randomly connected network with the same edge density [21]. Formally, Q is calculated as

$$Q = \sum_{i=1}^{K} \frac{l_i}{L} - \left(\frac{d_i}{2L}\right)^2$$  \hspace{1cm} (7)$$

where $i$ represents one of the $K$ potential modules within a network, $L$ is the total number of connections in a network, $l_i$ stands for the number of interactions in the module $i$, and $d_i$ is the sum of degrees of all the nodes in module $i$. The value $Q$ will lie in the range of $[-0.5, 0.5]$ for our module structure.

Unfortunately the expected value of $Q$ varies according to the density of edges. In order to eliminate the effects of variations in total edge numbers within a GRN, and provide fair comparisons, we normalise $Q$ as in Equation (8) following the spirit of [21].

$$Q_n = \frac{Q - Q_{ran}}{Q_{max} - Q_{ran}}$$ \hspace{1cm} (8)$$

where $Q$ is the modularity $Q$ value obtained from Equation (7) for the specific network $\{V, E\}$, $Q_{ran}$ is the average $Q$ value of 10,000 random networks with the same number of vertices $V$ and edges $E$ as the network $\{V, E\}$, and $Q_{max}$ stands for the maximum $Q$ value in these 10,000 random networks. This normalised $Q_n$ shows us how modular our network is by comparing it to sampled highly modular and random networks with the same attributes [1].

## VI. Experimental Results and Analysis: Stochastic vs Deterministic Evaluation

In this set of experiments, we compare the behaviour of the algorithm using stochastic evaluation with that using distributional evaluation. From the perspective of the particular domain, this helps to understand to what extent aspects of the behaviour (for example, emergence or non-emergence of
modularity are a consequence of the fitness landscape of the problem, and to what extent they derive from the noise effects of random sampling imposed upon that landscape. From an evolutionary biology perspective, they allow us to compare the behaviour of small population and perturbation sample sizes (computationally tractable but generally biologically implausible) against the smoothing effect of effectively infinite perturbation samples. Because a key effect of increasing either population size or perturbation sample size is to smooth behaviour, this can help to gain some insight into what we might expect from more biologically realistic (but computationally infeasible) population sizes. Finally, from a methodological perspective, this section illustrates what is feasible if the distribution underlying the noise is small enough to be directly computable (in this case, the GRN target is sufficiently short). Without further theoretical advances, distributional evaluation would not be computationally tractable if the target, and thus the distribution, was much larger.

We conducted 100 independent evolutionary simulations for distributional and for stochastic fitness evaluation. We collected the fittest GRNs in each generation and evaluated their fitnesses and modularities. We remind readers that these results are reported using the distributional fitness, even for runs using stochastic evaluation. An important consequence is that we know, even for stochastic runs, whether we have actually found a true optimum.

A. Effects of Stochastic Evaluation on Evolutionary Efficiency

### TABLE V: Mean Best Fitnesses and Modularity Q Values of Fittest GRNs (over 100 runs) from the Final Generation, for Distributional vs Stochastic Fitness Evaluation

|                     | Distributional | Stochastic | p-value |
|---------------------|----------------|------------|---------|
| **Fitness**         | Mean 0.9395    | Mean 0.9370| 0.0202  |
|                     | SD 0.0183      | SD 0.0256  | 1.04 × 10⁻¹² |
| **Distributional Equivalent** | Mean 0.9256 | 0.9513      | 0.3011  |
| **Modularity**      | Mean 0.9785    | Mean 0.9513| 0.3011  |
|                     | SD 0.2840      | SD 0.3011  | 0.5016  |

1) Results: Table V shows the outcomes for fitness and modularity in the final generation, while figure 6 shows the evolution of fitness and modularity over the generations. Distributional fitness evaluation leads to a tiny, but statistically highly significant, increase in final-generation fitness when compared with stochastic evaluation. Thus, at least with these evolutionary settings, the dynamicity imposed by stochastic evaluation has a deleterious effect. The fitness effect is mirrored by a small, but non-significant, improvement in modularity. Distributional evaluation achieves a (distributional) fitness only 0.0067 below the theoretical bound of 0.9462, while distributional fitness evaluation is 0.0206 below. Thus while the fitness difference is small, the difference from the attainable optimum is a factor of three larger. For completeness, in the table we also show the fitness that the stochastic best individuals recorded using stochastic evaluation (in fact the difference is small). Figure 6 shows that fitness and modularity evolve very similarly for the two evaluation methods up to the change of target. Subsequently, the fitness graphs remain similar (although stochastic fitness is always slightly below distributional), but the modularity from stochastic evaluation increases more slowly after the target change than the distributional. It is tempting to speculate that the latter might result from reduced search eagerness due to the stochasticity of the fitness function, but if that is the reason, it is surprising that the effect on fitness is not more pronounced (in fact, it seems imperceptible).

B. Deterministic Fitness Evaluation with Complete Sampling Can Help Better Analyse GRN Edge Functions

VII. CHARACTERISTICS OF THE GRN MODEL

VIII. DISCUSSION

IX. CONCLUSION

It is essential to identify characteristics of nature-inspired algorithms that lead to solutions of high modularity. Our expectation that such features exist relies heavily on the ubiquity of modular structures in biological evolution. In this paper, we studied one one well-accepted scenario that leads to the emergence of modularity in Wagner’s GRN model, namely gene specialization. We showed that this problem can be better simulated using complete sampling of all perturbations of gene activation patterns instead of stochastic sampling. This enables the quantification of fitness upper bounds, and permits us to study under what conditions evolution attains the global optimum. Future studies will explore the functions evolved by network edges, particularly those connecting between modules. The aim is to remove most inter-module edges spontaneously by evolutionary algorithms, to automatically obtain highly modular solutions.
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