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Abstract. For a class of scalar partial differential equations that incorporate convection, diffusion, and possibly
dispersion in one space and one time dimension, the stability of traveling wave solutions is investigated. If the
initial perturbation of the traveling wave profile decays at an algebraic rate, then the solution is shown to converge
to a shifted wave profile at a corresponding temporal algebraic rate, and optimal intermediate results that combine
temporal and spatial decay are obtained. The proofs are based on a general interpolation principle which says
that algebraic decay results of this form always follow if exponential temporal decay holds for perturbation with
exponential spatial decay and the wave profile is stable for general perturbations.

1. Introduction

The topic of this note is the class of regularized scalar conservation laws in one spatial dimension

\[ u_t + \beta u_{xxx} - \alpha u_{xx} + g(u)_x = 0 \]

where subscripts denote partial derivatives. The regularization is due to the presence of viscous terms (\( \alpha > 0 \))
and dispersive terms (\( \beta \neq 0 \)). The case \( g(u) = u^2/2 \) is typical and has received much attention. If \( \alpha > 0 = \beta \),
this is known as BURGERS equation. If \( \alpha = 0 < \beta \), this is essentially the KORTEWEG - deVRIES equation.
The case \( \alpha, \beta > 0 \) thus is referred to with a canonical all-Dutch name; it also been studied extensively,
as has been the case of general \( g \). I want to study the stability of traveling wave solutions of the form
\( u(x, t) = \phi(x - ct) \) with respect to perturbations of the initial data, in the cases \( \alpha > 0 = \beta \) and \( \alpha, \beta > 0 \).
Here \( c \) is the speed at which the wave profile \( \phi \) travels to the right (if \( c > 0 \)). Only monotone wave profiles
\( \phi \) will be considered. The question is whether the solution approaches a traveling wave in some sense. A
natural setting for this is a spatial coordinate system that moves along with the expected wave profile at
speed \( c \).

Since all shifted wave profiles also give rise to traveling wave solutions, one can only expect that the
solution will converge to some shifted profile \( \phi(x - ct - h) \). Since the quantity \( \int R (u(x, t) - v(x, t)) \, dx \)
is independent of \( t \) for any pair of solutions \( u \) and \( v \) for which it is finite, the shift \( h \) must be such that
\( \int R (u(x, 0) - \phi(x - h)) \, dx = 0 \). It is easy to see that the quantity on the left hand side is an affine function
of \( h \), and thus \( h \) can be determined explicitly and can be considered a known quantity.

Stability in this sense was first studied in [6], for the viscous case \( \beta = 0 \). These authors noted that one
cannot expect a rate of convergence that holds for all classes of perturbations. However, in 1976, Sattinger
showed in [15] that an exponential rate of decay holds in a moving coordinate system if the perturbation
of the initial value decays exponentially in space. Since this class of perturbations is somewhat restrictive,
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one may ask the question what the consequences of algebraic decay of the initial perturbation are. It was shown in [8], [10] and [11] that in this case algebraic decay for the initial perturbation can "trade off" for some temporal algebraic decay. Heuristically, the equation for the perturbation behaves like \( w_t + w_x = 0 \) near \( x = \pm \infty \) in this situation, that is, the solution near \( \infty \) behaves like \( w(x,t) \sim w(x+t,0) \). Therefore, if \( w(x,0) \sim e^{-x} \), then \( w(x,t) \sim e^{-t}e^{-x} \) near \( x = \infty \) as \( t \to \infty \) (exponential decay in exponentially weighted norms), and if \( w(x,0) \sim x^{-k} \), then \( w(x,t) \sim x^{-k}e^{-t} \) near \( x = \infty \) as \( t \to \infty \) (algebraic decay with a weaker algebraic weight). For finite \( x \), diffusion dominates and leads to exponential decay. Similar results were shown for case \( \beta > 0 \) in [13], assuming the wave profile \( \phi \) is monotone. The proofs rely on a detailed study of the spectrum of the linearized problem or on \textit{ad hoc} energy estimates. A more refined analysis relying on Green’s function estimates is carried out in [5].

The goal of this note is to show that this "trade-off" follows whenever exponential decay holds in a setting with spatial exponential weights together with (simple) stability in a setting without weights. Showing these two conditions is often easier than analyzing the full problem in a setting with polynomials weights. On the other hand, for viscous conservation laws, this interpolation argument can only be applied in the "totally compressive case" where all characteristics run into the shock for the inviscid problem. This is always true for the scalar case, but systems of regularized conservation laws from physical situations usually do not fall in this category; see [3] and [16] for the much more complicated theory for this case. On the other hand, the argument given in this note is not restricted to the case of one space dimension.

The paper is organized as follows. In the next section, I show a general interpolation result for linearized problems. In section 3, this is applied to study the generalized BURGERS equation. The main result is a sharp decay result in spaces with algebraic spatial decay. In section 4, a similar result is shown for the generalized KORTEWEG-DEVRIES - BURGERS equation. Appendices A and B contain results for the corresponding linearized problems. Appendix C contains a simple integral inequality that is used for the passage from linear to nonlinear stability.

Here is some notation that is used throughout the paper. Let \( \Omega \subset \mathbb{R}^n \) be an unbounded measurable set. For \( 1 \leq p < \infty, k > 0, \rho > 0 \) let us define the function spaces

\[
L^{p,k} = \{ u \in L^p(\Omega) \mid \int_{\Omega} |u(x)|^p (1 + |x|)^k \, dx = \| u \|_{p,k}^p < \infty \}
\]

\[
L^{p,p} = \{ u \in L^p(\Omega) \mid \int_{\Omega} |u(x)|^p e^{\rho |x|} \, dx = \| u \|_{p,p}^p < \infty \}
\]

with their natural norms. The usual modifications are made to define \( L^{\infty,k} \) and \( L^{\infty,p} \). The norms on the unweighted \( L^p \)-spaces are denoted by \( \| \cdot \|_p \). The set \( \Omega \) is specified to be the real line in sections 3 and 4 and in appendices A and B, thus it does not appear further in the notation. Constants are denoted by the same letter \( C \) whose value may change from line to line, depending only on values that can be expressed in terms of quantities mentioned in the assumptions of a result. If constants have indices, their values remain constant throughout a proof.

**2. A Linear Interpolation Result**

Suppose we are given an operator \( S \), not necessarily linear, which maps the space \( L^p(\Omega) \) into itself and also \( L^{p,p}(\Omega) \) into itself, with estimates

\[
\| S(u) - S(v) \|_p \leq C_0 \| u - v \|_p \quad \text{for all} \quad u, v \in L^p(\Omega)
\]

\[
\| S(u) \|_{p,p} \leq C_0 e^{-t} \| u \|_{p,p} \quad \text{for all} \quad u \in L^{p,p}(\Omega)
\]

for some constants \( \rho, C_0, t > 0 \). The main result of this section says that \( S \) also maps \( L^{p,k} \) into \( L^{p,l} \) for \( 0 < l < k \) and gives an estimate for this mapping.

I shall prove this in detail for the case \( p < \infty \). A different proof will be given for the case where \( S \) is linear and \( p = \infty \).
Theorem 2.1. Let $1 \leq p < \infty$. Under the above conditions, $S$ maps $L^{p,k}$ into $L^{p,l}$ for all $0 < l < k$, and there exists $C_1 > 0$, depending only on $p$, such that for all $v \in L^{p,k}$

\begin{equation}
\|Sv\|_{p,l} \leq C_0 C_1 p^{k-l}(1 + t)^{(l-k)} \|v\|_{p,k}.
\end{equation}

Proof. Let us assume $\rho = 1$ and continue to write $\|\cdot\|_{p,\rho}$ for the corresponding norm with exponential weight. Fix $p \in [1, \infty)$ and define for $r \geq 0$

$$m_p(r) = \frac{r}{(1 + r^{p-1})^{\frac{1}{p}}}$$

if $p > 1$ and $m_1(r) = \min(1, r)$. Clearly $m_1(r) \leq 2m_0(r) \leq 2m_1(r)$ for all $r \geq 0$ and all $p$. For $s \in \mathbb{R}$ and $u \in L^p(\Omega)$ define the functional

$$K(s,u) = \left( \int_\Omega (|u(x)|m_p(e^{s+|x|})^p \, dx \right)^{1/p}.$$ 

This is clearly an equivalent norm on $L^p$ and in fact a modified K-functional ([1]), namely

\begin{equation}
K(s,u) = \inf_{v \in L^{p,\rho}} (\|u - v\|_p^p + e^{sp}\|v\|_{p,\rho}^p)^{1/p}.
\end{equation}

Indeed,

$$\inf_{v \in L^{p,\rho}} (\|u - v\|_p^p + e^{sp}\|v\|_{p,\rho}^p) = \inf_{v \in L^{p,\rho}} \int_\Omega (|u(x)| - v(x)|^p + e^{sp+|x|p}|v(x)|^p) \, dx$$

$$\geq \int_\Omega \inf_\zeta (|u(x) - \zeta|^p + e^{sp+|x|p}|\zeta|^p) \, dx$$

$$= \int_\Omega (|u(x)|m_p(e^s + |x|)^p) \, dx$$

$$= (\|u - v_0\|_p^p + e^{sp}\|v_0\|_{p,\rho}^p).$$

Here

$$v_0(x) = \frac{u(x)}{1 + e^{(s+|x|)/p}}$$

for $p > 1$. For $p = 1$ one sets $v_0(x) = u(x)$ for $s + |x| \leq 0$ and $v_0(x) = 0$ otherwise, and the last equation is again valid. Then $v_0 \in L^{p,\rho}$, and (2.3) follows. The definition shows immediately that $K(\cdot,u)$ is differentiable, non-decreasing, and bounded above by $\|u\|_p$ for all $p$. Also,

$$2^{-p} \int_\Omega |u(x)|^p m_1(e^{s+|x|})^p \, dx \leq K(s,u)^p \leq \int_\Omega |u(x)|^p m_1(e^{s+|x|})^p \, dx.$$

Next fix also $k > 0$ and set

\begin{equation}
h_k(s) = \begin{cases} 
e^{-s} & (s \geq 0) \\ (1 - s)^{kp-1} & (s < 0) \end{cases}.
\end{equation}

and

$$\|u\|^p_p = \int_{-\infty}^{\infty} K(s,u)^p h_k(s) \, ds$$

whenever this quantity is finite. The next claim is that

$$L^{p,k} = \{ u \mid \|u\|^p_p < \infty \}.$$
and that \( \| \cdot \|_\ast \) is an equivalent norm on this space. Indeed,

\[
\int_{-\infty}^{\infty} K(s, u)^p h_k(s) \, ds \leq \int_{-\infty}^{\infty} \int_{\Omega} |u(x)|^p \min(1, e^{s+p+|x|^p}) h_k(s) \, dx \, ds
\]

\[
= \int_{\Omega} |u(x)|^p \left( \int_{-\infty}^{-|x|} e^{s+p+|x|^p} (1 - s)^{-k-1} \, ds + \int_{-|x|}^{0} (1 - s)^{-k-1} \, ds + \int_{0}^{\infty} e^{-sp} \, ds \right) \, dx
\]

\[
\leq \int_{\Omega} |u(x)|^p C \left( 1 + |x|^k \right) \, dx \leq C\|u\|^p_{p,k}.
\]

Reversely,

\[
\int_{-\infty}^{\infty} K(s, u)^p h_k(s) \, ds \geq 2^{-p} \int_{-\infty}^{\infty} \int_{\Omega} |u(x)|^p \min(1, e^{s+p+|x|^p}) h_k(s) \, dx \, ds
\]

\[
\geq 2^{-p} \int_{\Omega} |u(x)|^p \int_{-|x|}^{0} (1 - s)^{-k-1} \, ds \, dx
\]

\[
\geq C\|u\|^p_{p,k}.
\]

Let now \( S \) be an operator satisfying (2.1a,b). Then

\[
K(s, Su)^p = \inf_{v \in L^{p,\rho}} \left( \|Su - v\|_p^p + e^s \|v\|_{p,\rho}^p \right)
\]

\[
\leq \inf_{v \in L^{p,\rho}} \left( \|Su - Sv\|_p^p + e^s \|Sv\|_{p,\rho}^p \right)
\]

\[
\leq C_0 \inf_{v \in L^{p,\rho}} \left( \|u - v\|_p^p + e^s \|v\|_{p,\rho}^p \right)
\]

\[
= C_0 K(s - t, u)^p.
\]

Let \( 0 < l < k \), let \( u \in L^{p,\rho} \), and set \( H_l(t) = \int_{-\infty}^{t} h_l(\tau) \, d\tau \) and \( k(s) = \frac{d}{ds} K(s, u)^p \geq 0 \). Then

\[
\|Su\|_{p,l}^p \leq C \int_{-\infty}^{\infty} K(s, Su)^p h_l(s) \, ds
\]

\[
\leq CC_0 \int_{-\infty}^{\infty} K(s - t, u)^p h_l(s) \, ds
\]

\[
= CC_0 \int_{-\infty}^{\infty} k(s) H_l(s + t) \, ds.
\]

An elementary calculation shows that \( H_l(s + t) \leq CH_k(s)(1 + t)^{l-k} \) for all \( s \) and \( t \). One can therefore estimate further

\[
\|Su\|_{p,l}^p \leq CC_0 (1 + t)^{l-k} \int_{-\infty}^{\infty} k(s) H_k(s) \, ds = C_1 C_0 (1 + t)^{l-k} \|u\|_{p,k}.
\]

This proves the theorem in the case \( \rho = 1 \). The general case follows by a scaling argument.

The proof can be modified to extend to the case \( p = \infty \). However, I prefer to give an alternative proof in this case. It extends to subspaces of \( L^\infty \) that are closed under multiplication with smooth functions that are bounded together with their derivatives. Such spaces include \( X = BC^m(\Omega) \) and \( X = L^\infty(\Omega) \cap UC(\Omega) \), where \( BC^m \) is the space of \( m \)-times differentiable functions with bounded derivatives and \( UC \) is the set of uniformly continuous functions on \( \Omega \). The result is formulated for the cases \( X = L^\infty(\Omega) \), \( X = BC^0(\Omega) \), and \( X = L^\infty(\Omega) \cap UC(\Omega) \), equipped with the supremum norm. Accordingly let \( X_k = X \cap L^\infty,k \) and \( X_\rho = X \cap L^\infty,\rho \), equipped with their natural norms \( \| \cdot \|_{\infty,k} \) and \( \| \cdot \|_{\infty,\rho} \).
Theorem 2.2. Let $S : X \to X$, $S : X_ρ \to X_ρ$ be a linear operator for which (2.1a,b) holds. Then $S$ maps $X_k$ into $X_l$ for all $0 < l < k$, and there exists a constant $C_1 > 0$ depending on $k$ and $ρ$ such that for all $v \in X_k$

\begin{equation}
\|Sv\|_{∞,l} \leq \frac{C_0C_1}{(1 + t)^{k-T}} \|v\|_{∞,k}.
\end{equation}

Proof. Let $v \in L^{∞,k}$ be given. Thus $(1 + |x|)^k|v(x)| \leq A$ almost everywhere for some smallest constant $A$. Let $w = Sv$. The goal is to show that $(1 + t)^{k-l}(1 + |x|^l)|w(x)| \leq C_0C_1A$ almost everywhere for some constant $C_1$. Let $R \geq 0$, to be chosen later. Choose $φ ∈ C^∞(R)$ with $φ(0) = 0$ for $r \leq 0$, $φ(r) = 1$ for $r \geq 1$, and $φ'$ ≥ 0. Set $v_1(x) = v(x)φ(|x| - R)$ and $v_2 = v - v_1$. Then $\|v_1\|_∞ ≤ A(1 + R)^{-k}$ and $\|v_2\|_{∞,ρ} ≤ C_0C(1 + R)^{-k}e^ρR$ with $C = C(k, ρ) ≥ 0$. Thus

$\|Sv_1\|_∞ ≤ C_0(1 + R)^{-k}A$ and $\|Sv_2\|_{∞,ρ} ≤ C_0C(1 + R)^{-k}e^ρR-tA$.

Let $x ∈ Ω$. Then

\begin{equation}
(1 + t)^{k-l}(1 + |x|^l)|w(x)| \leq (1 + t)^{k-l}(1 + |x|^l)(|Sv_1(x)| + |Sv_2(x)|) ≤ C_0(1 + t)^{k-l}(1 + |x|^l)(1 + R)^{-k}A(1 + e^ρR-ρ|x|-t).
\end{equation}

Set $σ = \min\left(\frac{l}{k}, \frac{k-l}{rk}\right)$ and choose $R = σt^{\frac{k-l}{k}}|x|^\frac{1}{k} ≤ \frac{1}{ρ} + |x|$. One can estimate further

\begin{equation}
(1 + t)^{k-l}(1 + |x|^l)|w(x)| ≤ 2C_0(1 + t)^{k-l}(1 + |x|^l)(1 + R)^{-k}A ≤ C_0C_1A.
\end{equation}

This proves the theorem.

At first glance, it is surprising that the algebraic decay estimates are independent of the exponential spatial weight that appears in the assumptions. The scaling argument used at the end of the proof explains this phenomenon and shows where the constant $ρ$ reappears in the result. The special case $Ω = (-∞, 0]$ with the right shift operator $S_iv(x) = v(x - t)$ for $x ≤ 0$ shows that all estimates in the two theorems are sharp, up to the values of the constants. Indeed, the use of K-functionals in the proof of theorem 2.1 makes the argument resemble the direct proof for this special case.

3. Scalar Viscous Conservation Laws

In this section scalar viscous conservation laws of the following form are considered:

\begin{equation}
u_t - u_{xx} + f(u)_x = 0 \quad (x \in R, \ t > 0).
\end{equation}

Here $f : R \to R$ is a $C^2$-function with uniformly bounded derivatives. A traveling wave solution $u(x, t) = φ(x - ct)$ with speed $c$ and limiting behavior $φ(0), \phi(±∞)$ easily seen to exist if and only if $c$ equals the slope of the line segment connecting the points $(φ_+, f(φ_+))$ and $(φ_-, f(φ_-))$ and the graph of $f$ lies entirely above or below this line segment. Accordingly, the wave profile $φ$ is decreasing or increasing. After rescaling the dependent variable $u$, adding a linear function to $f$, and changing to a moving coordinate system, one can assume that $c = 0, \ φ_- = 1, \ φ_+ = 0$. The prototypical example is $f(r) = r^2 - r$, with the wave profile $φ(r) = (1 + e^r)^{-1}$.

The focus is the convergence of solutions of (3.1) to some translate $φ(· - h)$ as $t → ∞$, where $h$ is known. Let us therefore assume that $h = 0$. It was shown in [6] that this convergence in the uniform sense follows if $f$ is uniformly convex and $\int_0^∞ |u(x, 0)| dx + \int_0^∞ |u(x, 0)| dx$ is finite. If $f$ is merely $C^2$-smooth but not necessarily convex, the same conclusion holds in the $L^1$ sense even for the case of quasilinear diffusion
In the seminal paper [15], it was shown that convergence at an exponential rate holds in spaces with exponentially weighted norms, namely

\[(3.2) \quad \|u(\cdot,t) - \phi\|_{\infty,\epsilon} = O(e^{-\delta t})\]

for some \(\epsilon, \delta > 0\), if the quantity on the left hand side is sufficiently small for \(t = 0\). This holds for arbitrary non-convex \(f\), assuming only that

\[(3.3) \quad f'(0) \neq f'(1).\]

In several recent papers, the stability of wave profiles in spaces with polynomial weights was discussed. Assuming only (3.2) it was shown in [8] that if

\[(3.4a) \quad \|u(\cdot,0) - \phi\|_{\infty,k+m} = \delta \]

is sufficiently small, then

\[(3.4b) \quad \|u(\cdot,t) - \phi(\cdot)\|_{\infty,k} \leq C(1 + t)^{-m/2} \delta\]

for integers \(k, m\) satisfying \(k \geq 1, 2 \leq m \leq k + 1\), or \(k = 1, m \geq 2\). A comparable result for this situation from [10] and [11] assumes that

\[(3.5a) \quad \|\Psi\|_{2,\alpha} < \infty\]

where \(\Psi(x) = \int_{-\infty}^{x} (u(z,0) - \phi(z)) \, dz\), and that a suitable unweighted \(L^2\) - norm of \(u(\cdot,0) - \phi\) is small. The conclusion then is essentially that

\[(3.5) \quad \|u(\cdot,t) - \phi\|_{\infty} \leq C(1 + t)^{-\alpha}.\]

Here \(\alpha > 0\) is arbitrary. Both results show a trade-off between the spatial decay of the initial data and the temporal decay of the solution. A much more detailed and general result in [5] implies that spatial decay of the antiderivative \(\Psi\) dominates the temporal decay of \(u(\cdot,t) - \phi\) for finite \(x\), while the spatial decay of \(u(\cdot,0) - \phi\) dominates the temporal and spatial decay as both \(x\) and \(t\) go to \(\infty\), with the canonical trade-off.

The main result for this situation assumes also (3.3).

**Theorem 3.1.** Let \(k > 1, 0 < m < k\) be real numbers, and set \(\Psi(x) = \int_{-\infty}^{x} (u(z,0) - \phi(z)) \, dz\). There exists a constant \(C_0\) such that if

\[(3.6a) \quad \|\Psi\|_{\infty, k} = \epsilon(u_0) \]

is sufficiently small, then the solution \(u\) exists for all \(t > 0\), and for all \(0 < m < k\)

\[(3.6b) \quad \|u(\cdot,t) - \phi\|_{\infty, m} \leq C_0(1 + t)^{m-k} \epsilon(u_0).\]

**Proof.** The proof follows a pattern which will be repeated in the next section. A formal linearization of the problem is introduced (step 0), a function space setting is defined, and a solution \(u\) is produced, using results about the linearized equation from Appendix A (step 1). After specifying the short time behavior of the solution (step 2), suitable a priori estimates are shown with the aid of Lemma C.1, which finishes the proof.

**Step 0.** Let \(u\) be a solution of (3.1), and set \(v(x,t) = \int_{-\infty}^{x} (u(z,t) - \phi(z)) \, dz\). Thus \(v(x,0) = \Psi(x)\), and \(v\) solves the equation

\[(3.7) \quad v_t(x,t) - v_{xx}(x,t) = f(\phi(x)) - f(\phi(x) + v_x(x,t))\]
or

\[ v_t(\cdot, t) + Lv(\cdot, t) = F(v)(\cdot, t) \]

where formally

\begin{align*}
(3.8) \\
Ly(x) &= -y_x(x) + f'(\phi(x))y_x(x) \\
(3.9) \\
F(y)(x) &= f(\phi(x)) + f'(\phi(x))y_x(x) - f(\phi(x) + y_x(x) = f''(\zeta(x))y_x^2(x). \\
\end{align*}

Here \( \zeta(x) \) is a number between \( \phi(x) \) and \( \phi(x) + y_x(x) \).

**Step 1.** Recall the notation and the results from Appendix A: \( X = L^\infty(\mathbb{R}) \cap C^0(\mathbb{R}) \), \( X_0 = \{ y \in X \mid y \text{ is uniformly continuous} \} \) are Banach spaces, both equipped with the supremum norm. The operator \( L \) acting in \( X \) is defined in (3.8), and the restriction of \( L \) to \( X_0 \) is also denoted by \( L \). Then \( -L \) generates an analytic semigroup \( (S(t))_{t \geq 0} \) in \( X_0 \) and in various weighted spaces, especially in the spaces \( X_p \) and \( X_k \).

From the properties of \( f \) and the definition of \( F \) in (3.8), one immediately deduces the estimates

\begin{align*}
(3.10a) \\
\|F(y_1) - F(y_2)\|_{\infty, k} &\leq C\|y_{1,x} - y_{2,x}\|_{\infty, k} \\
(3.10b) \\
\|F(y)\|_{\infty, k} &\leq C\|y_x\|_{\infty, k/2} \\
\end{align*}

for any \( k \geq 0 \) and suitable \( y, y_1, y_2 \). Suppose that \( \Psi \in X_k \subset X_0 \) is given and satisfies the assumptions of Theorem 3.1. Let us seek a continuous \( X_0 \)-valued solution \( v(\cdot, t) \) of the integral equation

\[ v(\cdot, t) = S(t)\Psi + \int_0^t S(t-s)F(v)(\cdot, s) \, ds. \]

A contraction argument, using (3.10a), produces such a solution on some finite time interval, and the solution satisfies (3.7) in the classical sense if it is sufficiently smooth. Due to the global Lipschitz property in (3.10a), this solution exists for all times. The existence and uniqueness arguments hold in all spaces \( X_k, 0 < k \leq m \), and therefore \( v(\cdot, t) \) belongs to all these spaces for all \( t \). Set \( w(x, t) = u(x, t) - \phi(x) = v_x(x, t) \), and let us write \( N(t) = \max(1, t^{-1/2}) \).

**Step 2.** Let us now characterize the behavior of \( w \) for \( 0 < t \leq 1 \) in more detail. The goal is to show the estimate

\[ \|w(\cdot, t)\|_{\infty, m} \leq CN(t)\epsilon(u_0) \quad (0 < t \leq 1) \]

for all \( 0 < m \leq k \). For this purpose consider the integral equation for \( w \) which is obtained by differentiating (3.1), namely

\[ w(\cdot, t) = [S(t)\Psi]_x + \int_0^t [S(t-s)F(v)(\cdot, s)]_x \, ds. \]

For the “free term” \([S(t)\Psi]_x\) in (3.13), (3.12) is just estimate (A.6). Using (3.12), (A.6), and (3.10b) one then derives the inequality

\[ \frac{\|w(\cdot, t)\|_{\infty, m}}{N(t)} \leq C\epsilon(u_0) + \int_0^t \frac{CN(t-s)N(s)\|w(\cdot, s)\|_{\infty, m}}{N(t)} \, ds. \]

A standard argument for linear integral inequalities implies that \( \frac{\|w(\cdot, t)\|_{\infty, m}}{N(t)} \leq C \) on \((0, 1] \), i.e. (3.12).

**Step 3.** Finally, let us prove estimate (3.6b). The first thing to notice is again that the estimate (3.6b) in Theorem 3.1 holds for the “free” term \([S(t)\Psi]_x\), since \( \|S(t)\Psi\|_{\infty, m} \leq C\|S(t - 1/2)\Psi\|_{\infty, m} \leq C(1 + t)^{-k}\epsilon(u_0) \). Consider first the special case \( m = k/2 \) and thus \( m - k = -m \). Define the quantity

\[ \gamma(t) = \sup_{1 \leq s \leq t} s^m\|w(\cdot, s)\|_{\infty, m}. \]
for \( t \geq 1 \). Then \( \gamma \) is continuous, \( \gamma(1) = \|w(\cdot, 1)\|_{m} \leq C_{0} \epsilon(u_{0}) \) for some constant \( C_{0} \), and \( \|F(v)(\cdot, s)\|_{\infty, m} \leq C s^{-k} \gamma^{2}(s) \) for all \( s \). Then (3.13) implies for \( t \geq 1 \)

\[
\|w(\cdot, t)\|_{\infty, m} \leq C t^{-m} \epsilon(u_{0}) + \int_{0}^{1} C(1 + t - s)^{-m} N(t - s) \|w(\cdot, s)\|_{\infty, m} ds
\]

\[
+ \int_{1}^{t} C(1 + t - s)^{-m} N(t - s) s^{-k} \gamma^{2}(s) ds
\]

\[
\leq C_{1} t^{-m} \epsilon(u_{0}) + C_{2} t^{-m} \gamma^{2}(t)
\]

by Lemma C.1 and estimate (A.6). Therefore \( \gamma(t) \leq C_{1} \epsilon(u_{0}) + C_{2} \gamma(t) \) for all \( t \geq 1 \). If \( 4C_{1}C_{2} \epsilon(u_{0}) < 1 \) and \( 2C_{0}C_{2} \epsilon(u_{0}) < 1 \) (thus \( \gamma(1) < (2C_{2})^{-1} \)), then \( \gamma(t) \leq C_{0} \epsilon(u_{0}) \) for all \( t \) by an elementary algebra argument. This is the desired estimate for \( m = k/2 \), and it holds if \( \epsilon(u_{0}) \) is sufficiently small. If \( 0 < m < k \) is arbitrary, then one can use the estimates for \( w \) on \((0, 1)\) and for \([S(t)\Psi]_{x}\) to obtain for \( t \geq 1 \)

\[
\|w(\cdot, t)\|_{\infty, m} \leq C t^{-m-k} \epsilon(u_{0}) + \int_{0}^{1} C(1 + t - s)^{m-k} N(t - s) \|w(\cdot, s)\|_{\infty, m} ds
\]

\[
+ \int_{1}^{t} C(1 + t - s)^{m-k} N(t - s) \|F(v)(\cdot, s)\|_{\infty, k} ds
\]

\[
\leq C t^{-m-k} \epsilon(u_{0}) + \int_{1}^{t} C(1 + t - s)^{m-k} N(t - s) \|w(\cdot, s)\|_{\infty, k/2}^{2} ds
\]

\[
\leq C t^{-m-k} \epsilon(u_{0}) + C \epsilon(u_{0})^{2} \int_{1}^{t} (1 + t - s)^{m-k} N(t - s)(1 + s)^{-k} ds
\]

\[
\leq C t^{-m-k} \epsilon(u_{0})
\]

by the estimate for \( \|w(\cdot, s)\|_{\infty, k/2} \) that was just established and by Lemma C.1. The theorem is now completely proved.

4. GENERALIZED KORTewEG-DeVries - BURGERS EQUATIONS

Let us now look at the partial differential equation

\[
(4.1) \quad u_{t} - \alpha u_{xx} + u_{xxx} + g(u)_{x} = 0 \quad (x \in \mathbb{R}, \ t > 0).
\]

The parameter \( \alpha \) is positive, and \( g \) is \( C^{2} \)-smooth. The case \( g(u) = (p + 1)^{-1} u^{p+1} \) with integer \( p > 0 \) is a model for long wave propagation in media with dissipation and dispersion. The special case \( p = 1 \) is known as KORTewEG-DeVries - BURGERS equation. It reduces to the KORTewEG-DeVries equation if \( \alpha = 0 \). Under certain conditions, the equation admits monotone traveling wave solutions \( u(x,t) = \phi(x-ct) \) with speed \( c \) that connect the end states \( \phi_{\pm} = \lim_{r \to \pm \infty} \phi(r) \). Such a wave profile must satisfy the third order ordinary differential equation

\[
(4.2) \quad -c \phi' + g(\phi') + \phi'' - \alpha \phi'' = 0.
\]

An example is \( g(r) = 2r(r-1)(b-r) \) with \( b \geq 2 \), which has the wave profile \( \phi(r) = (1 + e^{r})^{-1} \) for the parameter \( \alpha = 2b - 1 \) and the speed \( c = 0 \). General profiles (not necessarily monotone) have been constructed in [2] and [7]. It is known that monotone profiles exist for \( g(u) = (p + 1)^{-1} u^{p+1} \) and \( \alpha \geq 2\sqrt{pc} \). A slightly more situation is the setting for the next result.

Proposition 4.1. Let \( g \in C^{2} \) be strictly convex. A monotone wave profile \( \phi \) for (4.1) exists if and only if

\[
(4.3a) \quad c = \frac{g(\phi_{+}) - g(\phi_{-})}{\phi_{+} - \phi_{-}}
\]

\[
(4.3b) \quad \alpha \geq 2 \sqrt{g'(\phi_{-}) - c}
\]

\[
(4.3c) \quad \phi_{+} < \phi_{-}.
\]
The profile $\phi$ must therefore be monotonically decreasing.

Proof. Suppose $\phi$ is a monotone wave profile with limits $\phi_{\pm}$ at $r = \pm \infty$. Clearly $-c\phi + g(\phi) + \phi'' - \alpha\phi' = \text{const.}$ and thus $-c\phi_- + g(\phi_-) = -c\phi_+ + g(\phi_+)$, implying (4.3a). Set $\psi(z) = \phi_- - \psi(-z)$ and

\begin{equation}
(4.4) \quad f(r) = g(\phi_-) - cr - g(\phi_- - r).
\end{equation}

Then $f$ is concave, and $-\alpha\psi' - \psi'' = f(\psi)$. This is the equation for a wave profile $\psi$ of the FISHER-KOLMOGOROV-PETROVSKII-PISKUNOV (F-KPP) equation $u_t - u_{xx} = f(v)$ that travels to the right with speed $\alpha$ and has limits $\psi_- = \phi_- - \phi_+$. It is known ([4]) that such a monotone wave profile for concave $f$ exists if and only if $\alpha \geq 2\sqrt{f'(0)} = 2\sqrt{g'(\phi_-) - c}$. In this case, $\psi_- > \psi_+$ and therefore $\phi_- > \phi_+$, since $f$ is positive between $\psi_-$ and $\psi_+$. Thus (4.3b) and (4.3c) are true. Conversely, let (4.3a-c) hold. Define $f$ as in (4.4). By well-known results about the F-KPP equation, there exists a unique decreasing wave profile $\psi$ with $\psi(0) = (\phi_- - \phi_+)/2$ that moves to the right with speed $\alpha$. Then $\phi(z) = \phi_- - \psi(-z)$ is a monotone wave profile for (4.1) with $\phi(\pm \infty) = \phi_{\pm}$.

It is easy to see that in fact $\phi' < 0$ on $\mathbb{R}$. After rescaling the independent variable, adding a linear function to $g$, and changing to a moving coordinate system, one can assume that $c = 0$, $\phi_- = 1$, and $\phi_+ = 0$. As in section 3, the focus is on the convergence of solutions of (4.1) to some translate $\phi(\cdot - h)$ as $t \to \infty$. As before, we can assume that $h = 0$ and define $\Psi(x) = \int_{-\infty}^{x}(u(z,0) - \phi(z)) \, dz$. In [2], (4.1) was discussed in the case $g(x) = x^2$, and it was shown that the difference $u(\cdot, t) - \phi$ converges to 0 in $L^2$ together with its derivatives if this difference is small in $L^{2,k}$ for some $k > 1$ at $t = 0$ and if sufficiently many derivatives of its derivatives are small in $L^2$. One of the results in [14] says that this convergence in fact holds if the initial difference is small just in $L^2$. The main result in [12] also covers the case $g(u) = u^2$ and states essentially that if $\|\Psi(\cdot)\|_{2,k}$ is sufficiently small, then $\|u(\cdot, t) - \phi\|_{2,m} = O(t^{m-k+\epsilon})$. Here $\epsilon = 0$ if $2m - 2k$ is an integer, and it is positive but arbitrarily small otherwise. Derivatives of $u(\cdot, t) - \phi$ are shown to decay at higher rates.

The main result of this section assumes that

\begin{equation}
(4.5) \quad g'(0) < 0 < g'(1) \quad \text{and} \quad g''(r) > 0 \quad \text{for all} \quad x.
\end{equation}

**Theorem 4.2.** Let $k > 1$ be a real number. There exists a constant $C_0$ such that if

\begin{equation}
(4.6a) \quad \|\Psi\|_{2,k} = \epsilon(u_0)
\end{equation}

is sufficiently small, then the solution $u$ exists for all $t > 0$, and for all $0 < m < k$ and $t \geq 1$

\begin{align}
(4.7a) \quad &\|u(\cdot, t) - \phi\|_{4,m} \leq C(1 + t)^{-m-k}\epsilon(u_0) \\
(4.7b) \quad &\|u(\cdot, t) - \phi\|_{2,m} \leq C(1 + t)^{-m-k}\epsilon(u_0)
\end{align}

**Proof.** The proof follows the scheme used in section 3. Two different function space settings ($L^4$ and $L^2$) are used to handle the quadratic nonlinearity. Estimates (B.7a, b) connect these settings.

**Step 0.** Let $u$ be a solution of (4.1), and set $v(x, t) = \int_{-\infty}^{x}(u(z, t) - \phi(z)) \, dz$. Thus $v(x, 0) = \Psi(x)$, and $v$ satisfies

\begin{equation}
(4.8) \quad Ly(x) = -\alpha y_{xx}(x) + y_{xxx}(x, t) + g'(\phi(x))y_x(x)
\end{equation}

\begin{equation}
(4.9) \quad G(y)(x) = g(\phi(x)) + g'(\phi(x))y_x(x) - g(\phi(x) + y_x(x)) = g''(\zeta(x))y_x^2(x).
\end{equation}
Step 1. The operator $L$ acting in $L^2(\mathbf{R})$ is defined in (4.8), and $-L$ generates a $C_0$ semigroup $S(t)_{t \geq 0}$ in this space by Appendix B. Let us note that $\frac{d}{dx}g'(\phi(x)) = g''(\phi(x))\phi'(x) < 0$, and thus $S$ is a contraction semigroup by (B.10). The semigroup can be restricted to the weight ed spaces $L^{2,k}$ and $L^{2,ρ} (ρ < α/3)$. From the properties of $g$ and the definition of $G$ in (4.8), one immediately deduces the estimates

\begin{align*}
(4.10a) \quad & \|G(y_1) - G(y_2)\|_{2,k} \leq C\|y_1-x - y_2,x\|_{2,k} \\
(4.10b) \quad & \|G(y)\|_{2,k} \leq C\|y_x\|_{4,k/2}
\end{align*}

for any $k \geq 0$ and suitable $y, y_1, y_2$, with some universal constant $C$. Suppose now that $Ψ \in L^{2,k}$ is given. A continuous $L^2$-valued solution $v(,t)$ of the integral equation

\begin{equation}
(4.11) \quad v(,t) = S(t)Ψ + \int_0^t S(t-s)G(v)(,s) \, ds
\end{equation}

is again found by a contraction argument, using (4.10a), and due to the global Lipschitz property in (4.10a), this solution exists for all times. The existence and uniqueness arguments hold in all spaces $L^{2,m}$, $0 < m \leq k$, and therefore $v(,t)$ belongs to all these spaces for all $t$. The solution satisfies (4.7) in the classical sense if it is sufficiently smooth. Although the linear part of (4.7) does not enjoy maximal regularity properties, more smoothness for the solution follows easily from smoothness of the data, if the equation is differentiated and the results in Appendix B are used. Set $w(x,t) = u(x,t) - φ(x) = v_x(x,t)$ and write $N_0(t) = \max(1,t^{-1/2})$ and $N_1(t) = \max(1,t^{-5/8})$.

Step 2. As before, let us next characterize the behavior of $w$ for $0 < t \leq 1$ in more detail. The goal is to show the estimates

\begin{align*}
(4.12a) \quad & \|w(,t)\|_{2,m} \leq CN_0(t)ε(u_0) \\
(4.12b) \quad & \|w(,t)\|_{4,m} \leq CN_1(t)ε(u_0)
\end{align*}

for $0 < t \leq 1$. For this purpose consider the integral equation for $w$ which is obtained by differentiating (4.1), i.e. (3.13) with $F$ replaced by $G$. For the “free term” $[S(t)Ψ]_x$ in (3.13), (4.12a, b) follows directly from (B.7a, b). To show (4.12a), one uses (B.7a) and (3.10b) to derive inequality (3.14) with $\|w(,t)\|_{∞,m}/N_0(t)$ replaced everywhere by $\|w(,t)\|_{2,m}/N_0(t)$. For (4.12b), one uses (B.7b) and arrive at an inequality like (3.14) for $\|w(,t)\|_{4,m}/N_1(t)$. Standard arguments for linear integral inequalities imply that $\|w(,t)\|_{2,m}/N_0(t) + \|w(,t)\|_{4,m}/N_1(t) \leq C$ on $[0,1]$, i.e. (4.12a, b).

Step 3. Finally, let us prove estimate (4.6b). Start by observing that (B.14a,b) are just estimates (4.6a,b) for the “free” term $[S(t)Ψ]_x$. Consider again first the special case $m = k/2$ and thus $m - k = -m$. Define the quantity

\begin{equation}
(4.13) \quad γ(t) = \sup_{1 ≤ s ≤ t} s^m \|w(,s)\|_{4,m}
\end{equation}

for $t ≥ 1$. Then $γ$ is continuous, $γ(1) = \|w(,1)\|_{4,m} ≤ C_0ε(u_0)$ for some $C_0$, and $\|G(v)(,s)\|_{2,m} ≤ C_s^{-k}γ^2(s)$ for all $s$. Equation (4.11), estimate (4.12) and Lemma C.1 imply that for $t ≥ 1$

\begin{align*}
\|w(,t)\|_{4,m} & ≤ Ct^{-m}ε(u_0) + \int_0^1 C(1 + t - s)^{-m}N_1(t-s)\|w(,s)\|_{2,m} \, ds \\
& \quad + \int_1^t C(1 + t - s)^{-m}N_1(t-s)s^{-k}γ^2(s) \, ds \\
& ≤ C_1t^{-m}ε(u_0) + C_2t^{-m}γ^2(t).
\end{align*}
Therefore \( \gamma(t) \leq C_1 \epsilon(u_0) + C_2 \gamma^2(t) \) for all \( t \geq 1 \). As in section 3, \( \gamma(t) \leq C_0 \epsilon(u_0) \) follows if \( \epsilon(u_0) \) is sufficiently small, which is the desired estimate. If \( 0 < m < k \) is arbitrary, then one obtains as in section 3 for \( t \geq 1 \)

\[
\|w(\cdot, t)\|_{4,m} \leq Ct^{m-k} \epsilon(u_0) + \int_0^1 C(1 + t - s)^{m-k} N_1(t - s)\|w(\cdot, s)\|_{2,m} \, ds
\]

\[
+ \int_1^t C(1 + t - s)^{m-k} N_1(t - s)\|G(v)(\cdot, s)\|_{2,k} \, ds
\]

\[
\leq Ct^{m-k} \epsilon(u_0) + \int_1^t C(1 + t - s)^{m-k} N_1(t - s)\|w(\cdot, s)\|_{2,m}^2 \, ds
\]

\[
\leq Ct^{m-k} \epsilon(u_0).
\]

Finally for \( t \geq 1 \),

\[
\|w(\cdot, t)\|_{2,m} \leq Ct^{m-k} \epsilon(u_0) + \int_0^t C(1 + t - s)^{m-k} N_0(t - s)\|w(\cdot, s)\|_{4,k/2}^2 \, ds
\]

\[
\leq Ct^{m-k} \epsilon(u_0) + \int_0^t C(1 + t - s)^{m-k} N_0(t - s)(1 + s)^{-k} \epsilon^2(u_0) \, ds
\]

\[
\leq Ct^{m-k} \epsilon(u_0).
\]

The theorem is now completely proved.

Let us note in concluding that estimates (B.7a,b) can easily be modified to

\[
\|S(t)\phi\|_{\infty,k} \leq Ct^{-1/4} \|\phi\|_{2,k}, \quad \|[S(t)\phi]_x\|_{\infty,k} \leq Ct^{-3/4} \|\phi\|_{2,k}
\]

for \( 0 < t \leq 1 \). The last argument in the proof of Theorem 4.1 then implies that also

\[
\|u(\cdot, t) - \phi\|_{\infty,m} \leq Ct^{m-k} \epsilon(u_0).
\]

**Appendix A: Linearization of Scalar Viscous Conservation Laws**

In this section, properties of solutions of the equation

(A.1) \[ u_t - u_{xx} + cu_x + du = 0 \quad (x \in \mathbb{R}, t > 0) \]

are collected that are used in the main part of this paper. Here \( c \) and \( d \) are suitable coefficient functions which are bounded together with their first derivatives. The results are mostly well known.

Define the Banach spaces \( X = L^\infty(\mathbb{R}) \cap C^0(\mathbb{R}) \) and \( X_0 = \{ y \in X \mid y \) is uniformly continuous \}, both equipped with the supremum norm \( \| \cdot \|_\infty \). Define the operator \( L \) acting in \( X \) by \( L\phi = -\phi_{xx} + c\phi_x + d\phi \) for \( \phi \in D(L) = \{ y \in X \mid y'' \in X \} \). The restriction of \( L \) to \( X_0 \) will also be denoted by \( L \). Then \( L \) generates a \( C_0 \) semigroup \( (S(t))_{t \geq 0} \) in \( X_0 \) which can be constructed as a perturbation of the heat semigroup. In addition, the estimates hold

(A.2) \[ \|S(t)\phi\|_\infty \leq \|\phi\|_\infty \quad (0 \leq t < \infty) \quad \text{if} \quad d = 0 \]

(A.3) \[ \|[S(t)\phi]_x\|_\infty \leq \frac{C}{\sqrt{t}} \|\phi\|_\infty \quad (0 < t \leq 1) \]

The first estimate is the maximum principle, the second follows from estimates for fundamental solutions in [9]. The semigroup can be extended to act on \( X \), and the extension will also be denoted by \( S(t) \). The extension still satisfies the estimates above. It is only strongly continuous for \( t > 0 \), but this is irrelevant for the purposes of this paper.
Let us next examine the behavior of this semigroup in subspaces of $X_0$ that are defined by means of weight functions. Let $w : \mathbb{R} \to [1, \infty)$ be smooth, with $w(\pm \infty) = \infty$, and with the first three derivatives of $x \mapsto \log w(x)$ bounded. Set $X_w = \{ y \in X | y \cdot w \in X \}$ with the norm $\| y \|_{w,X} = \| w \cdot y \|_\infty$. There is a natural bijection $R : X_w \to X, Ry = wy$, inducing the (formal) conjugate $S(t) = RS(t)R^{-1}$ of $S(t)$ which again acts on $X$. A straightforward computation shows that the restriction of $S(t)$ to $X_0$ has an infinitesimal generator $-\hat{L}$ of the same form as $L$. The estimates in [9] apply to this more general case and imply that $\hat{S}(t)$ acts on $X_0$ as a $C_0$-semigroup. Thus $S(t)$ acts on each $X_w$ with estimates $\| S(t)y \|_{w,X} \leq C e^{Mt} \| y \|_{w,X}$ for $0 \leq t < \infty$ and $\| [S(t)y]_x \|_{w,X} \leq C \frac{t^{1/2}}{\sqrt{t}} \| y \|_{w,X}$ for $0 < t \leq 1$. The constants $C$ and $M$ now depend also on $w$. The same notation for $S(t)$ will be used, whether it acts on $X$ or on $X_w$.

Now let $\rho, k > 0$ and consider specifically the spaces $X_\rho$ and $X_k$ that correspond to the weight functions $w(x) = \cosh(\rho x)$ and $w(x) = (1 + x^2)^{k/2}$ (as in section 1). The work in [4] and [15] implies that for sufficiently small $\rho$ there exists $\epsilon = \epsilon(\rho) > 0$ and $C > 0$ such that for all $\varphi \in X_\rho$ and all $t \geq 0$

(A.4) $\| S(t)\varphi \|_{\infty,\rho} \leq C e^{-\epsilon t} \| \varphi \|_{\infty,\rho}$. 

Theorem 2.2 and (A.2) then imply that for all $\varphi \in X_k$ and all $0 < m < k$

(A.5) $\| S(t)\varphi \|_{\infty,m} \leq C_1 (1 + t)^{m-k} \| \varphi \|_{\infty,k}$.

Using (A.3), it also follows that for all $t > 0$

(A.6) $\| [S(t)\varphi]_x \|_{\infty,m} \leq N(t) C_1 (1 + t)^{m-k} \| \varphi \|_{\infty,k}$

with $N(t) = \max\{ 1, t^{-1/2} \}$. Finally, since $[S(t)\varphi]_x$ satisfies a parabolic equation of the same form as (A.1), the estimates hold for $0 < t \leq 1$

(A.7) $\| [S(t)\varphi]_x \|_{\infty,k} \leq C N(t) \| \varphi \|_{\infty,k}$ and $\| [S(t)\varphi]_x \|_{\infty} \leq C \| \varphi \|_{\infty}$.

**Appendix B: Linearization of Generalized Korteweg-De Vries - Burgers Equations**

This appendix collects properties of solutions of the equation

(B.1) $u_t + u_{xxx} - \alpha u_{xx} + cu_x + du = 0 \quad (x \in \mathbb{R}, t > 0)$

which are used in the main part of the paper. Here $\alpha > 0$, and $c$ and $d$ are suitable smooth coefficient functions. Proofs will only be indicated.

If $c = d = 0$, the spatial Fourier transform $\hat{u}(\cdot, t)$ of the solution $u$ of (B.1) is given by

(B.2) $\hat{u}(\xi, t) = e^{i(\xi^4 - \alpha \xi^2) t} \hat{u}(\xi, 0)$

This defines a contraction semigroup $S_0(t)_{t \geq 0}$ in $L^2$. Moreover, for $\rho < \alpha/3$, $S_0$ maps $L^2,\rho$ into itself, since Fourier transforms of functions in $L^2,\rho$ have analytic extensions into the strip $\{ z \ | \Im(z) < \rho \}$ that are square integrable on its boundary and since the multiplier in (B.2) is bounded by $Ce^{-(\alpha - 3\rho)|\Re(\xi)|^2 t}$ on any such strip. Thus $S_0$, restricted to any such $L^2,\rho$, also generates a $C_0$ semigroup there. In addition, since the multiplier $\xi^2 t e^{i(\xi^2/2 - \alpha \xi^2) t}$ is similarly bounded, there are the estimates for all $t$

(B.3) $\| [S_0(t)\varphi]_{xx} \|_2 \leq \frac{C}{t} \| \varphi \|_2$ and $\| [S_0(t)\varphi]_{xx} \|_{2,\rho} \leq \frac{C}{t} \| \varphi \|_{2,\rho}$

and from standard calculus estimates

(B.4) $\| [S_0(t)\varphi]_x \|_2 \leq \frac{C}{\sqrt{t}} \| \varphi \|_2$ and $\| [S_0(t)\varphi]_x \|_{2,\rho} \leq \frac{C}{\sqrt{t}} \| \varphi \|_{2,\rho}$. 

By Theorem 2.1, \( S_0 \) therefore maps each \( L^{2,k} \) into itself and satisfies similar estimates for \( 0 < k < \infty \).

By a standard perturbation argument, one obtains existence and uniqueness of solutions of (B.1) for general coefficients \( c, d \) that are bounded together with their first and second derivatives. The resulting semigroup \( S(t) \) maps \( L^2, L^{2,\rho} \) \( (\rho < 1/3), L^{2,k} \) \( (0 < k < \infty) \) into itself, and the estimates hold

(B.5a) \[ \|S(t)\varphi\|_{2,k} \leq C\|\varphi\|_{2,k} \]

(B.5b) \[ \|[S(t)\varphi]_x\|_{2,k} \leq \frac{C}{\sqrt{t}}\|\varphi\|_{2,k} \]

(B.5c) \[ \|[S(t)\varphi]_{xx}\|_{2,k} \leq \frac{C}{t}\|\varphi\|_{2,k} . \]

Next note that for differentiable initial data \( u(\cdot,0) \), the derivative \( u_x \) also satisfies an equation of the form (B.1). Thus there is also the estimate

(B.6) \[ \|[S(t)\varphi]_x\|_2 \leq C\|\varphi_x\|_2 \quad (0 < t \leq 1) \]

Finally, the estimates

(B.7a) \[ \|S(t)\varphi\|_{4,k} \leq C t^{-1/8}\|\varphi\|_{2,k} \quad (0 < t \leq 1) \]

(B.7b) \[ \|[S(t)\varphi]_x\|_{4,k} \leq C t^{-5/8}\|\varphi\|_{2,k} \quad (0 < t \leq 1) \]

for all \( \varphi \in L^{2,k} \) follows from (B.5a,b,c) and the calculus inequality \( \|v\|_{2,k} \leq C\|v\|_{2,k} (\|v\|_{2,k} + \|v_x\|_{2,k}) \).

Let us next turn to estimates for \( S(t) \) for large \( t \), in the special case where \( d = 0 \). Consider a general weight function \( w > 0 \) with the properties

\[ |w'| \leq \kappa w, \quad |w''| + |w'''| \leq C, \quad \text{with} \quad \kappa < \alpha/3, C > 0 . \]

A calculation shows that for \( u(\cdot,t) = S(t)\varphi \) with \( \varphi \in L^{2,\rho}, \rho < \alpha/3, \) and \( t > 0 \)

(B.8) \[ 0 = \frac{d}{dt} \int w^2 u + \int u_x^2 (3|w'|^2 + 2\alpha w^2) - \int u^2 (\alpha (w^2)'' + (w^2)''' + (cw^2)'') . \]

Consider first the case \( w = 1 \). Then this identity implies

(B.9) \[ \frac{d}{dt} \int u^2 \leq \int c'u^2 . \]

Therefore if \( c' \leq 0 \), then

(B.10) \[ \|S(t)\varphi\|_2 \leq \|\varphi\|_2 \]

as was observed in [14]. Next fix the assumptions

(B.11) \[ c'(x) < 0 \quad (x \in \mathbb{R}), \quad \lim_{x \to -\infty} c(x) = c_L > 0 > c_R = \lim_{x \to +\infty} c(x) . \]

Under these assumptions, for all sufficiently small \( \rho > 0 \) there are \( C, \gamma > 0 \) such that

(B.12) \[ \|S(t)\varphi\|_{2,\rho} \leq C e^{-\gamma t}\|\varphi\|_{2,\rho} . \]

Indeed, consider the weights \( w(x) = \sqrt{\cosh(\rho(x-x_0))} \) where \( x_0 \) is such that \( c(x_0) = 0 \). From (B.8) one then obtains

(B.13) \[ \frac{d}{dt} \int w^2 u^2 \leq \int F_\rho w^2 u^2 . \]
where 
\[
F_\rho(x) = \alpha \rho^2 + c'(x) + (\rho c(x) + \rho^3) \tanh \rho(x-x_0). 
\]

Let us show that for all sufficiently small \( \rho > 0 \), \( F_\rho < -\gamma < 0 \) on \( \mathbb{R} \). Set \( 2A = \min(c_L, -c_R) \). If \( M \) is sufficiently large (depending on \( A \) and \( \rho^2 < A \), then for \( |x - x_0| > M \)
\[
F_\rho(x) \leq \alpha \rho^2 + (\rho^2 - A) \rho \tanh \rho M \leq -\gamma_0 \rho^2 
\]
for some \( \gamma_0 > 0 \). If now \( |x - x_0| \leq M \), then
\[
F_\rho(x) \leq \alpha \rho^2 + C \rho + \sup_{|x - x_0| \leq M} c'(x) \leq -\gamma_1 
\]
provided \( \rho \) is decreased further. Then (B.13) implies \( \frac{d}{dt} \int w^2 u^2 \leq -\gamma \int w^2 u^2 \), and (B.12) follows. Theorem 2.1 and (B.5) now imply that for all \( \varphi \in L^{2,k} \) and \( 0 < m < k, t > 0 \)
\begin{align}
\|S(t)\varphi\|_{2,m} & \leq C(1 + t)^{m-k} \|\varphi\|_{2,k} \\
\|S(t)\varphi\|_{2,m} & \leq C(1 + t)^{m-k} N_0(t) \|\varphi\|_{2,k} 
\end{align}
with \( N_0(t) = \max(1, t^{-1/2}) \). Finally note that (B.7) and (B.13) imply
\begin{align}
\|S(t)\phi\|_{4,m} & \leq C t^{m-k} \|\phi\|_{2,k} \\
\|S(t)\phi\|_{4,m} & \leq C t^{m-k} \|\phi\|_{2,k} 
\end{align}
for \( t \geq 1 \), for all \( 0 < m < k \).

**APPENDIX C: AN INTEGRAL ESTIMATE**

**Lemma C.1.** Let \( 0 < \alpha < \beta \) with \( \beta > 1 \). Let \( M : (0, \infty) \to \mathbb{R} \) be bounded on \([1, \infty)\) and integrable on \((0,1)\). Then there exists a constant \( C = C_{\alpha, \beta} \) such that for all \( t \geq 0 \)
\[
\int_0^t M(t-s)(1+t-s)^{-\alpha}(1+s)^{-\beta} \, ds \leq Ct^{-\alpha}. 
\]

**Proof.** Split the integral:
\[
\int_0^t M(t-s)(1+t-s)^{-\alpha}(1+s)^{-\beta} \, ds \leq \int_0^t (1+t-s)^{-\alpha}(1+s)^{-\beta} \, ds + \int_0^1 M(s)(1+s)^{-\alpha}(1+t-s)^{-\beta} \, ds. 
\]
The second integral is clearly bounded by \( C(1+t)^{-\beta} \). The first integral becomes
\[
\int_0^t (1+t-s)^{-\alpha}(1+s)^{-\beta} \, ds = \int_0^{t/2} (1+t-s)^{-\alpha}(1+s)^{-\beta} \, ds + \int_{t/2}^t (1+t-s)^{-\alpha}(1+s)^{-\beta} \, ds. 
\]
If \( \alpha, \beta > 1 \), one estimates further
\[
... \leq (\beta - 1)^{-1}(1+t/2)^{-\alpha} + (\alpha - 1)(1+t/2)^{-\beta} \leq C(1+t)^{-\alpha}. 
\]
If \( \alpha < 1 < \beta \), the same estimate yields
\[
... \leq (\beta - 1)^{-1}(1+t/2)^{-\alpha} + (1-\alpha)(1+t)^1(1+t/2)^{-\beta} \leq C(1+t)^{-\alpha}. 
\]
Finally if \( \alpha = 1 < \beta \), then the modified estimate holds
\[
... \leq (\beta - 1)^{-1}(1+t/2)^{-1} + \log(1+t/2)(1+t/2)^{-\beta} \leq C(1+t)^{-1}. 
\]
This proves the lemma. A closer look at the proof shows that the exponent \( \alpha \) on the right hand side cannot be improved.
REFERENCES

1. J. Bergh & L. Lofstrom, *Interpolation Spaces*, Springer, Berlin, Heidelberg, New York, 1976.
2. J. L. Bona & M. E. Schonbek, *Traveling-wave solutions to the Korteweg-de Vries-Burgers equation*, Proc. Roy. Soc. Edinburgh Sect. A 101 (1985), 207-226.
3. Jonathan Goodman, *Nonlinear asymptotic stability of viscous shock profiles for conservation laws*, Arch. Rat. Mech. Anal. 95 (1986), 325-344.
4. Dan Henry, *Geometric Theory of Semilinear Parabolic Equations*, L. N. Math. 840, Springer, Berlin, Heidelberg, New York, 1981.
5. Peter Howard, *Pointwise Green's function approach to stability for scalar conservation laws*, Comm. Pure Appl. Math. 52 (1999), 1295-1313.
6. A. M. Il'in & O. Oleinik, *Behavior of solutions of the Cauchy problem for certain quasilinear equations for unbounded increase of the time*, Russian, Dokl. Akad. Nauk SSSR 120 (1958), 25-28.
7. D. Jacobs, B. McKinney & M. Shearer, *Traveling wave solutions of the modified Korteweg-deVries-Burgers equation*, J. Diff. Eq. 116 (1995), 448-467.
8. Christopher K. R. T. Jones, Robert A. Gardner, Todd Kapitula, *Stability of traveling waves for non-convex scalar viscous conservation laws*, Comm. Pure Appl. Math. 46 (1993), 505-526.
9. O. A. Ladyzenskaja, V. A. Solonnikov & N. N. Ural’tseva, *Linear and Quasi-linear Equations of Parabolic Type*, American Math. Society, Providence, R.I., 1968.
10. Hailang Liu, *Asymptotic stability of shock profiles for nonconvex convection-diffusion equation*, Appl. Math. Lett. 10 (1997), 129-134.
11. Akitaka Matsumura & Kenji Nishihara, *Asymptotic stability of traveling waves for scalar viscous conservation laws with non-convex nonlinearity*, Commun. Math. Phys. 165 (1994), 83 - 96.
12. Kenji Nishihara & Shubha Rajopadhye, *Asymptotic behaviour of solutions to the Korteweg-de Vries-Burgers equation*, Differential Integral Equations 11 (1998), 85-93.
13. Stanley Osher & James Ralston, *L^1 Stability of traveling waves with applications to convective porous medium flow*, Comm. Pure Appl. Math. 35 (1982), 737-749.
14. Robert L. Pego, *Remarks on the stability of shock profiles for conservation laws with dissipation*, Trans. Amer. Math. Soc. 291 (1985), 353-361.
15. David Sattinger, *On the stability of waves of nonlinear parabolic systems*, Adv. Math. 22 (1976), 312-355.
16. Kevin Zumbrun & Peter Howard, *Pointwise semigroup methods and stability of viscous shock waves*, Indiana Univ. Math. J. 47 (1998), 741-871.