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Abstract: Patent litigation occurs when a company’s product or service violates the scope of another company’s patent rights. When they occur, companies suffer a disruption to the sales of their products and services, thus hindering the sustainability of their business activities. For this reason, companies have established and analyzed wide-ranging strategies to prevent patent litigation. Of those, statistical and machine learning-based quantitative methods using patent big data have several advantages, such as a reduced cost and objective results. Existing quantitative methods analyze patent information and litigation based on the time of data collection. However, the values of patents and their litigation hazards change over time. In addition, the existing methods do not take into account censored data; that is, patents that may result in litigation after the data is collected. In this paper, to solve this problem we propose an integrated survival model that considers censored data and predicts patent litigation hazards over time. The proposed model is a non-parametric survival analysis method based on a random survival forest. It uses pre-trained word2vec and clustering to effectively reflect the technology fields as well as the quantitative information of the patent. The word2vec is a technique for natural language processing and enables the use of patent text information. In order to examine the practicality of the integrated survival model, an experiment is conducted with patent big data related to sensor semiconductors based on AI technology applicable to robotics. In the experiment, it was found that the litigation hazard occurred 150 months after the patent application and increase rapidly from 200 months. Furthermore, the proposed model showed better predictive performance than other survival analysis models. The proposed model could be used by potential defendants to protect their patents.
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1. Introduction

Patents contain varied and detailed information about the developed technology and indicate exclusive rights [1,2]. Companies can realize profit-making through patents, and the patents legally protect the technology the companies have developed [3]. For this reason, the importance of patents has been increasingly drawing attention, and the number of global patent applications is rising [4]. Additionally, as patents have become big data in recent years, the term patent big data is often used. Patent litigation occurs when a company’s patents, products or other operations infringe on the scope of other companies’ patent rights. When patent litigation occurs, companies’ sales of products and services are disrupted. In addition, much time and resources have to be invested into resolving disputes, and this interferes with the sustainability of management activities and causes a decline in competitiveness [5,6]. Therefore, many companies perform licensing, portfolio strategies, and competitor analysis to prevent patent litigation [7–11]. Among them, quantitative methods that use statistics or machine learning based on a vast volume of data have been developed.
of patent big data can reduce costs and ensure the objectivity of the derived results. Thus, it is possible to construct a sustainable patent litigation prediction model using quantitative methods based on patent big data.

Existing quantitative methods for patent litigation analysis reflect patent information and litigation status in model construction based on the time of data collection [12–21]. Therefore, patent information and litigation hazards that change over time cannot be considered. In this paper, we propose a sustainable model that can predict patent litigation hazards over time based on the random survival forest (RSF). The proposed model applies pre-trained word2vec to patent text information (TI) and performs K-means clustering so that not only quantitative information (QI) but also technology fields can be effectively reflected in the model. The proposed model differs from the existing RSF model because it combines natural language processing techniques and clustering to use TI. This paper is organized as follows. Section 2 explains the theories and related studies necessary to build an integrated survival model. Section 3 describes in detail the construction process of the proposed model. Section 4 presents an experiment conducted to verify the practical applicability of the integrated survival analysis and its results. Section 5 discusses the proposed model and its limitations, and Section 6 provides conclusions and suggestions for future research directions.

2. Related Work

2.1. Quantitative Methods for Patent Litigation Analysis

Previous studies extracted QI and TI from collected patent data to search for litigation occurrence factors or construct prediction model [12–21]. Lai and Che (2009) proposed a quantitative method to predict the legal value of a patent [12]. They extracted QI from litigation patents and used the Kaiser-Meyer-Olkin (KMO) test to identify important factors. The derived factors were used for neural network training to construct a dispute amount prediction model. The study of Lai and Che (2009) is applicable to patents for which litigation has occurred, but has limitations for predicting litigation hazards in advance. Chien (2011) conducted a study on the construction of a patent litigation prediction model using logistic regression [13]. Chien (2011) collected litigation patents and non-litigation patents, respectively, extracted QI, and trained the model. Alex et al. (2002) extracted QI from collected patent data and identified important variables through stepwise selection [14]. Additionally, the logistic regression-based patent litigation prediction model was proposed using only the identified important variables. Chien (2011) and Alex et al. (2002) extracted QI for not only the patents over which litigation had occurred, but also those for which it had not, and used it to construct a predictive model. However, it needs to be considered because the QI value is different depending on the technology fields of the patent and the frequency of litigation. Lanjouw (2001), Bessen and Meurer (2013) conducted a study to quantitatively analyze the major characteristics of patents over which litigation occurs [15,16]. They used various information such as patent QI, the technology fields involved, finance, and the type of applicant. Moreover, Lanjouw (2001), Bessen and Meurer (2013) discovered that the technology or industry fields to which the patent belongs affects litigation likelihoods. Lanjouw (2001) used the International Patent Classification (IPC) code granted to individual patents to identify technology fields. However, since the IPC code identifies technology fields according to eight previously classified sections, its application to convergence and new technologies is limited. Bessen and Meuer (2013) classified industry fields through companies’ Standard Industry Classification (SIC) code assigned by Compustat, but SIC codes represent the fields of industry of the applicants themselves rather than those of the individual patent units, limiting accuracy. For this reason, some studies have proposed a method of effectively identifying a technology field using a patent TI that includes detailed information on the developed technology [17,18]. Kim (2014) used the ensemble model to effectively reflect the sparse characteristics of data when constructing a patent litigation prediction model [19]. As well as patent information, the model proposed by Kim (2014) additionally collects and considers information such as
technology transfer and multi-litigation. Cowart et al. (2014) compared logistic regression and classification trees to predict patent litigation [20]. Cowart et al. (2014) evaluated the quantitative model in various aspects such as the method of presenting the results and the type of input variables. Wongchaisuwat et al. (2016) proposed a method for predicting the litigation likelihood and litigation time [21]. They predicted litigation patents by combining the convex hull distance method and the ensemble classification model. They also proposed a model that divides the timing of patent litigation occurrences into three types and classifies them into hierarchical trees.

The above prior studies utilize various patent information and classification models to predict patent litigation. However, while patent information and litigation status are reflected in model construction based on the time of data collection, patents change in value and litigation hazard over time. For example, the citation and family indicators of a patent accumulate over time. Prior studies have built models based on the time of collection of patents, so they do not reflect patents that may result in litigation in the future, that is, censored data. For this reason, it is necessary to construct a model that reflects censored data and predicts patent litigation hazards over time. In this paper, we propose an integrated survival model that can predict patent litigation hazards over time based on the random survival forest.

2.2. Patent Survival Analysis

Survival analysis is a method of analyzing events and times of interest [22–25]. Survival analysis can be applied to data in which events occur during observation or collection periods. In most cases, not all events of interest occur during the observation of the data. Some data may also be incomplete due to other events or factors. As such, data for which the occurrence of an event cannot be known at the time the observation is completed is called censored [22]. General analysis methods treat censored data as missing values. However, in survival analysis, the censored data is considered important and included [26].

For patents, legal status changes such as applications and registrations are clear. Furthermore, censored data exists in patents for reasons such as application withdrawals and end-of-period expirations. For this reason, various existing studies have applied survival analysis to patent data [27–34]. Wagner and Cockburn (2010) analyzed the relationship between patent and company survival [27]. Wagner and Cockburn (2010) used the number of patents owned by a company as an input variable for the survival model. Zeebroeck (2007), Xie and Giles (2011), and Nikzad (2011) analyzed the time and influencing factors from patent application to approval using survival analysis [28–30]. They used QI as an input variable and applied it to parametric and non-parametric survival models. It was determined that the time required to move from application to approval varies according to country and technology field. Nakata and Zhang (2012) used a survival regression model to analyze the time of patent examination requests by Japanese electrical and electronic manufacturers [31]. Nakata and Zhang (2012) made measurable indicators of a company’s patent application strategy and used it as an input variable along with QI. Han and Sohn (2015) used Weibull regression to evaluate patent value and applied text mining and singular value decomposition (SVD) to the patent TI and used it in the model [32]. Erzurumlu and Pachamanova (2020) used topic modeling and cox proportional hazard regression to predict the commercial viability of patents [33]. Erzurumlu and Pachamanova (2020) applied topic modeling to patent TI for effective technology identification and used it as an input variable. Marco and Miller (2018) analyzed the factors of patent litigation through survival time regression [34]. Marco and Miller (2018) used only QI and showed that the number of citations correlated with the occurrence of litigation. Prior studies that applied survival analysis performed patent registration prediction and patent value evaluation using various information. This paper proposes an integrated survival model to predict patent litigation hazards over time. In the proposed model, the event of interest is set as a change in litigation status. Therefore, patents for which the occurrence of litigation is unknown based on the time of data collection are considered right-censored data.
2.3. Random Survival Forest

RSF is an extension of the random forest (RF) approach proposed by Breiman (2001) and uses the ensemble tree for survival analysis [35–37]. RSF differs from RF because, when growing individual trees, information on survival time and right-censored must be included and data separation is measured according to survival difference. RSF uses bootstrap samples and randomly selected variables and is a non-parametric method [36]. The process of performing RSF is similar to that of RF and is as follows. First, create $B$ bootstrap samples from original data. At this time, on average, 63% of the original data is used for training as in-bag data, and 37% of the bootstrap sample, which is the out-of-bag data (OOB data), is used for model verification. Next, each survival tree is grown from the generated bootstrap samples. $p$ candidate variables are randomly selected from each node of the tree. In addition, among the $p$ variables, the node is partitioned using the variable which maximizes the difference in patent litigation status between daughter nodes. Each tree is grown to full size until it reaches the stopping criterion set by the analyst. The final nodes created through this process are called terminal nodes. Finally, the cumulative hazard function (CHF) of each tree is calculated and the average used to obtain the ensemble CHF. $h$ is the node corresponding to the $h$-th of each tree. At this time, the CHF for $h$ is the Nelson–Aalen estimator and is as shown in Equation (1).

$$\hat{H}_h(t) = \sum_{l,h \leq t} \frac{d_{lh}}{Y_{lh}}$$

(1)

$t_{l,h}$ is the time when the $l$-th individual patent occurred at the $h$-th node. $d_{lh}$ is the number of events that have occurred, and $Y_{lh}$ is the number of individual patents. All individual patents included in the same node have the same CHF. A specific individual patent $i$ is described as the $d$-dimensional covariate $x_i$. The CHF of a specific individual patent $i$ is as shown in Equation (2) below.

$$H(t|x_i) = \hat{H}_h(t),\text{ if } x_i \in h$$

(2)

The CHF of the tree created in the $b$-th in-bag bootstrap sample is $H_b^*(t|x_i)$. The ensemble CHF of individual patent $i$ is calculated by averaging $B$ trees and is as shown in Equation (3).

$$H^*_e(t|x_i) = \frac{1}{B} \sum_{b=1}^{B} H_b^*(t|x_i)$$

(3)

If the individual patent $i$ belongs to the OOB data, $I_{i,b} = 1$, otherwise $I_{i,b} = 0$. The CHF of individual patent $i$ using OOB data is as shown in Equation (4).

$$H^*_e(t|x_i) = \frac{\sum_{b=1}^{B} I_{i,b} H_b^*(t|x_i)}{\sum_{b=1}^{B} I_{i,b}}$$

(4)

In this paper, we propose a patent litigation hazard prediction model based on RSF. When applying the RSF, right-censored data and time are set according to the patent litigation status.

3. Proposed Methodology

In this paper, we propose an integrated survival model using clustering and RSF to predict patent litigation hazards. The proposed model is largely composed of three parts. First, in part 1, the data required for model construction is extracted and preprocessed while solving the label imbalance problem of litigation patents. To this end, QI is extracted from the collected patent big data, and non-litigation patents with similar propensity scores to litigation patents are sampled at a ratio of 1:5 through propensity score matching (PSM). In addition, stop word removal and lemmatization are performed using text mining techniques for title, abstract, and patent claims. In part 2, the patent is embedded in a
specific space through pre-trained word2vec. The technology fields are identified by using K-means clustering in embedded patents and technology field labels are assigned to each patent. In part 3, the extracted QI and technology label are merged to build an integrated survival model. Finally, testing data is input to the built model to evaluate its predictive performance for patent litigation hazards. Figure 1 below is a schematic diagram of the methodology proposed in this study.
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Figure 1. Proposed methodology. Part 1 consists of data preprocessing for model construction and evaluation, Part 2 technology field labeling, and Part 3 is for developing the patent litigation prediction model.

3.1. Data Description and Preprocessing

This paper proposes an integrated survival model to effectively predict patent litigation hazards. Actual patent big data is collected for both training and performance evaluation of the proposed model. The patents to be collected are related to sensor semiconductors based on AI technology and are registered with the USPTO. This technology is a convergence field applicable to robotics. The application period of the collected patents is from 1998 to 2020. Out of a total of 14,198 patents, 297 have been litigated so far. Table 1 below shows information about the raw data initially collected.

| Technological Field                     | DB       | Period     | Status    | Number of Patents (Number of Litigations) |
|----------------------------------------|----------|------------|-----------|------------------------------------------|
| Sensor semiconductor based on AI       | USPTO    | 1998–2020  | Registered| 14,198 (297)                             |

The litigation label imbalance problem occurs when the raw data shown in Table 1 is directly trained on the model [19,21]. This hinders the effective learning of the integrated survival model. Therefore, non-litigation patents with similar characteristics to the litiga-
tion patents are sampled at a specific rate through PSM. To this end, PSM is applied by extracting the QI shown in Table 2 from the raw data.

### Table 2. Description of quantitative information.

| Quantitative Information | Description | Measurable Value Information |
|--------------------------|-------------|------------------------------|
| all_IPC_count            | Number of IPC codes | Technology scalability |
| citation_count           | Number of backward citations | Technology impact |
| forward_citation_count   | Number of forward citations | Technology impact |
| family_nation_count      | Number of family nations | Market impact |
| family_doc_count         | Number of family patents | Market impact |
| all_claim_count          | Number of claims | Rights |
| inventor_count           | Number of inventors | Sustainable development |
| transfer_yn              | Technology transfer status (dummy) | Utility value |
| app_to_regi (days)       | Time required from application to registration | Utility value |

In Table 2, all_IPC_count is the IPC code associated with the patent. The more IPC codes assigned, the more expandable is the patent to various technologies. The citation_count and forward_citation_count indicate the number of Backward/Forward citations and the degree of citation of the patent, allowing measurement of the technology impact. Patents are effective only in the country in which the rights are obtained. Therefore, in order to secure high marketability, applications are made to many countries. The family_nation_count and family_doc_count refer to the degree to which patents have been applied for in various countries, so market influence can be measured. The all_claim_count indicates the scope of the technology protection of the patent, and it is possible to measure the rights. This is because claims represent technical characteristics for protecting rights, so the larger the number of claims, the wider the scope of rights. transfer_yn indicates whether the applicant of the relevant patent has transferred it to another person, meaning that the transferred patent has a high utility value. app_to_regi represents the number of days from patent application to patent registration. In general, patents of excellent utility value require accelerated processing by the applicant for rapid registration. For this reason, if app_to_regi has a small value, it means that the utility value is high. Based on the extracted QI, litigation patents and non-litigation patents are matched in a 1:5 ratios and sampled. Additionally, the Wilcoxon rank sum test is used for all variables except transfer_yn, a dummy variable, to test the statistical homogeneity between the matched patents. Transfer_yn is tested using the Chi square test. Table 3 below summarizes the characteristics of the data extracted through PSM and the statistical homogeneity test results.

### Table 3. Result of PSM and statistical homogeneity test.

| Variables | before PSM (Mean ± SD or n(%)) | after PSM (Mean ± SD or n(%)) |
|-----------|---------------------------------|--------------------------------|
|           | Litigation (n = 297)            | Non-Litigation (n = 13,901)    | p-Value | Non-Litigation (n = 1485) | p-Value |
| all_IPC_count | 2.48 ± 3.67                   | 3.31 ± 3.53                   | <0.001  | 1.96 ± 1.88               | 0.415   |
| citation_count  | 75.59 ± 117.46                | 40.89 ± 138.39                | <0.001  | 76.54 ± 326.41            | <0.001  |
| forward_citation_count | 77.37 ± 108.1               | 21.04 ± 43.03                 | <0.001  | 58.17 ± 92.94             | 0.002   |
| family_nation_count  | 5.74 ± 5.95                   | 2.93 ± 2.84                   | <0.001  | 5.56 ± 4.81               | 0.485   |
| family_doc_count     | 73.29 ± 171.31                | 22.4 ± 138.37                 | <0.001  | 68.35 ± 240.30            | <0.001  |
| all_claim_count      | 35.36 ± 27.11                 | 20.77 ± 13.33                 | <0.001  | 29.04 ± 26.39             | <0.001  |
| inventor_count       | 2.7 ± 1.78                    | 3.01 ± 2.16                   | 0.006   | 2.66 ± 1.81               | 0.863   |
| transfer_yn Y        | 162 (54.55%)                  | 3779 (27.19%)                 | <0.001  | 849 (57.17%)              | 0.441   |
| transfer_yn N        | 135 (45.46%)                  | 10,122 (72.82%)               | <0.001  | 636 (42.83%)              | 0.002   |
| app_to_regi (days)   | 1189.94 ± 675.14              | 1247.6 ± 691.25               | 0.126   | 1311.81 ± 680.38          | 0.002   |
When performing the statistical homogeneity test between the litigation patent and non-litigation patent groups, $H_0$ and $H_1$ mean the following:

- $H_0$: There is no difference in QI between the two groups.
- $H_1$: There is a difference in QI between the two groups.

As shown in Table 3, it was found that the QIs between the two groups were dissimilar before performing PSM. However, after sampling non-litigation patents through PSM, most of the QIs were found to be similar. Figure 2 below shows the propensity score of the data sampled through PSM as a plot.

![Figure 2. Result of PSM plot.](image-url)

As shown in Figure 2 above, the propensity score of the matched litigation patent group and non-litigation patent group are similar. The extracted 1782 patents (litigation patents $= 297$, non-litigation patents $= 1485$) are divided into training data ($n = 1426$) and testing data ($n = 356$) for training and testing the integrated survival model. In addition, TI, including the technological description of the patent, is extracted and preprocessed using the text mining technique. Preprocessing applies lemmatization to TI to extract the basic form of the words and remove numbers, punctuation marks, and stop words.

### 3.2. Patent Embedding and Technology Field Labeling

The patent contains the details of the developed technology in text form, so the the details of the technology can be interpreted through the patent text. To identify a technology field by applying K-means clustering to the TI extracted from data, patents must be vectorized. To this end, this paper uses word2vec, which preserves context information and can effectively embed documents in specific vector spaces [38,39]. word2vec can perform effective document embedding, but requires a huge corpus volume [40]. In this paper, since the corpus volume of the patents used for model construction is very small, the embedding performance of word2vec is unlikely to be effective. To solve this problem, in this paper, we use a pre-trained word2vec, which is trained in a news corpus of large volume [41]. Table 4 below shows the characteristics of pre-trained word2vec.

| Model                     | Corpus Size (Words) | Number of Dimensions | Training Algorithm     |
|---------------------------|---------------------|----------------------|------------------------|
| GoogleNews-vectors-negative300 | 3,000,000           | 300                  | Negative sampling      |

The pre-trained word2vec has learnt from the Google News corpus and contains the result of embedding 3 million words into a 300-dimensional space as a real number [41]. In this paper, the word list and Document-term matrix (DTM) are derived by performing preprocessing on the patent TI. Using the word list, the matching embedded values are
called from the pre-trained word2vec, and a look-up table specific to the patent is constructed. Finally, a patent embedding matrix is derived through matrix multiplication of the DTM and the look-up table. Figure 3 below is a schematic diagram of the patent embedding process.

By applying K-means clustering to the patent embedding matrix derived through the process shown in Figure 3 above, technology clusters are formed and technology fields identified [42]. When performing K-means clustering, K, which is the number of clusters, is derived through the silhouette score, which is shown in Equation (5).

\[ s_i = \frac{b(i) - a(i)}{\max\{a(i), b(i)\}}, \quad \text{Silhouette score} = \frac{n}{\sum_{i=1}^{n} s_i} \quad (5) \]

In Equation (5), \( i \) means an individual patent in the technology cluster. \( a(i) \) is the average of the distances between patents in the technology cluster to which individual patent \( i \) belongs. \( b(i) \) is the average of the distance between individual patent \( i \) and the patents belonging to other technology clusters. The larger the silhouette score, the more appropriate is K. Clustering is performed using the derived optimal K. Next, the technology field is defined through words with a high frequency of appearance by technology cluster. Finally, labels are assigned according to the technology field to which the patent belongs.

3.3. Patent Litigation Predictiong Model

In this paper, we propose a method of predicting litigation hazards over time taking into account varied patent information and censored data. To this end, the QI extracted in part 1 and the technology field label derived in part 2 are merged and used. Moreover, censored data is set based on the litigation status up to the point of data collection. The
integrated survival model proposed in this paper uses a random survival forest based on an ensemble tree during survival analysis. Figure 4 is a schematic diagram of the construction process of the proposed integrated survival model.

In Figure 4, the QI of the integrated survival model are the indicators specified in Table 2. The technology field label is given to individual patents through the patent embedding matrix and the K-means clustering performed in Part 2. Finally, the censoring status for constructing the survival model is litigation status. In addition, the censoring time of the litigation patent is the number of months from the application date to the occurrence of litigation, and for the non-litigation patent is the number of months from the application date to the data collection time. The integrated survival model proposed in this paper predicts the patent litigation hazard over time. Table 5 shows the parameters of the built integrated survival model.

Table 5. Parameters of the integrated survival model.

| Components                  | Candidates |
|-----------------------------|------------|
| Splitting rule              | Logrank    |
| Number of trees             | 1000       |
| Number of variables         | 4          |

The proposed integrated survival model is compared with various survival analysis models to evaluate its predictive performance for patent litigation hazard. The models used for the comparison were the Kaplan–Meier (KM), Cox proportional hazard (CoxPH), and RSF model using different splitting rules. Table 6 summarizes the details of models compared.

Table 6. Information of comparison models.

| Model                  | Description                                           |
|------------------------|-------------------------------------------------------|
| KM                     | Kaplan-Meier Estimator                               |
| Full_Cox               | CoxPH model with all variables                        |
| Reduced_Cox            | CoxPH model with some variables by stepwise method    |
| RSF_brierscore         | RSF using Brier score as splitting rule               |
| RSF_logrankscore       | RSF using log rank score as splitting rule            |

In Table 6, KM estimates the hazard function non-parametrically and is a widely used model in survival analysis. Full_Cox is the CoxPH model using all QI and technology field labels as input variables. Reduced_Cox is a CoxPH model that extracts and uses meaning-
ful variables through stepwise selection. The RSF_brierscore and RSF_logrankscore use different splitting rules from the proposed model when growing each tree. In this paper, two indicators are used to evaluate the litigation hazard prediction performance of the integrated survival model and the compared models. They are prediction error curves and the Concordance index (C-index), which are mainly used to measure the performance of the survival analysis models [35,36]. The lower the value of prediction error curves and the higher the C-index value, the better the prediction performance.

4. Experiment Results

An experiment is conducted to evaluate the predictive performance of the proposed integrated survival model for patent litigation hazard. To this end, patents related to sensor semiconductors based on AI technology are collected and samples are extracted with PSM. As a result of sampling through PSM, a total of 1782 experimental data samples were obtained, of which 1426 were used as training data and 356 used as testing data. The total number of words preprocessed to TI extracted from the training data is 5058. Using this word list, embedded values were called from pre-trained word2vec and a patent embedding matrix was constructed. K-means clustering was performed to identify technology fields. At this time, the optimal number of K technology clusters was derived through silhouette scoring as shown in Figure 5.

![Figure 5. Result of silhouette score.](image)

The optimal K is derived to be 2, as shown in Figure 4. Next, the technology fields are identified through the high frequency words associated with each cluster, and field labels are accordingly assigned to each patent. Table 7 shows information on high-ranking words by cluster and the corresponding defined technology fields.

| Cluster (Technology Label) | Top Frequency Word List | Technology Field Definition |
|---------------------------|-------------------------|-----------------------------|
| Cluster 1 (Tech 1)        | signal, control, detect, plural | Object recognition technology |
| Cluster 2 (Tech 2)        | Communic, receiv, network   | Signal communication technology |

Figure 6 shows patent litigation hazard as CHF for each model over time using the training data. As shown in Figure 6, for all models CHF increases steadily over time after a patent is filed. This is because as time goes by, patents are released to more people and similar technologies are developed, so litigation is more likely to occur. In particular, it was found that the litigation hazard began to occur 150 months after the patent application for all models, and increased rapidly after 200 months.
The variable importance (VIMP) and hazard ratio (HR) according to the models are shown in the following tables to understand the influence of the input variables on the occurrence of patent litigation. Table 8 shows the VIMP of the integrated survival model, RSF_brierscore, and RSF_logrankscore built using training data. VIMP represents the degree to which each variable in the model affects the patent litigation hazard.

**Table 8. Variable importance with RSF models.**

| Variable                  | Integrated Survival Model (Proposed Model) | RSF_brierscore | RSF_logrankscore |
|---------------------------|-------------------------------------------|----------------|------------------|
| all_IPC_count             | 0.0240                                    | 0.0147         | 0.0110           |
| citation_count            | 0.0317                                    | 0.0301         | 0.0174           |
| forward_citation_count    | 0.0215                                    | 0.0175         | 0.0183           |
| family_nation_count       | 0.0096                                    | 0.0102         | 0.0102           |
| family_doc_count          | 0.0142                                    | 0.0172         | 0.0178           |
| all_claim_count           | 0.0180                                    | 0.0208         | 0.0185           |
| inventor_count            | 0.0002                                    | 0.0008         | 0.0019           |
| transfer_yn               | 0.0101                                    | 0.0081         | 0.0066           |
| app_to_regi               | 0.0113                                    | 0.0150         | 0.0192           |
| Technology field label    | 0.0007                                    | 0.0006         | 0.0012           |

In Table 8, the VIMP of the RSF models differed, but in general, citation_count, app_to_regi, all_claim_count, and all_IPC_count were derived to be high influence variables. Table 9 summarizes the HR for each variable with the CoxPH models. A higher HR value indicates more influence on patent litigation hazard.

**Table 9. Hazard ratio by variable with CoxPH models.**

| Variables                  | Full_Cox HR (95% CI) | Reduced_Cox HR (95% CI) |
|----------------------------|----------------------|-------------------------|
| all_IPC_count              | 1.18 (1.14–1.2)      | 1.18 (1.14–1.2)         |
| citation_count             | 1.00 (1.00–1.0)      | 1.00 (1.00–1.0)         |
| forward_citation_count     | 1.00 (1.00–1.0)      | 1.00 (1.00–1.0)         |
| family_nation_count        | 1.03 (1.01–1.0)      | 1.03 (1.02–1.0)         |
| family_doc_count           | 1.00 (1.00–1.0)      | -                       |
| all_claim_count            | 1.00 (1.00–1.0)      | -                       |
| inventor_count             | -                    | -                       |
| Technology field label     | -                    | -                       |

As shown in Table 9, in the CoxPH models, transfer_yn, all_IPC_count, and the technology field label were derived as variables that affect the patent litigation hazard. To evaluate the learning performance of the proposed model and the models used for comparison, a 10-fold cross validation was performed, and the prediction error curves and C-index derived. Figure 7 shows the performance of the models after training with the training data.
In this paper, we use the previously put aside 356 test data samples to determine whether the proposed model performs well at predicting litigation hazards for the new patent input data. The process of model performance evaluation using the test data follows. First, the patent embedding matrix with test data is constructed as in Part 1. Next, by measuring the centroid points of the technology fields derived from the training data by Euclidean distance, a technology field label is given to the patents of the test data. Finally, we calculate the prediction error and C-index of the test data with the trained models, and evaluate prediction performance. Table 10 compares the mean and standard deviation (SD) of the prediction performance indicators derived using the test data.

Table 9. Hazard ratio by variable with CoxPH models.

| Variables          | Full_Cox    | Reduced_Cox |
|--------------------|-------------|-------------|
|                    | HR (95% CI) | HR (95% CI) |
| all_IPC_count      | 1.18 (1.14–1.2) | 1.18 (1.14–1.2) |
| citation_count     | 1.00 (1.00–1.0)  | 1.00 (1.00–1.0)  |
| forward_citation_count | 1.00 (1.00–1.0) | 1.00 (1.00–1.0) |
| family_nation_count | 1.03 (1.01–1.0)  | 1.03 (1.02–1.0)  |
| family_doc_count   | 1.00 (1.00–1.0)  | -             |
| all_claim_count    | 1.00 (1.00–1.0)  | -             |
| inventor_count     | 0.97 (0.94–1.0)  | 0.97 (0.94–1.0) |
| transfer yn        | Y 1.37 (1.22–1.5) | Y 1.36 (1.21–1.5) |
|                    | N Reference    | Reference    |
| app_to_regi        | 1.00 (1.00–1.0)  | 1.00 (1.00–1.0)  |

Table 10 shows that the RSF models showed better prediction performance than the KM and CoxPH models. Among them, the mean prediction error and SD of the proposed model are 0.11 ± 0.07, and the C-index mean and SD are 0.81 ± 0.14, indicating good prediction performance. Moreover, for both indicators, KM showed low prediction performance, and the CoxPH models had the same prediction error, mean and SD of the C-index. As shown in Table 10, even with testing data, that is, when new data is input, it can be seen that the proposed model performs well for predicting the patent litigation hazard.

![Figure 7. Result of training models. (a) Prediction error curves for trained models; (b) C-index for trained models.](image)
Table 10. Comparison of prediction result.

| Model               | Prediction Error (Mean ± SD) | C-Index (Mean ± SD) |
|---------------------|-----------------------------|---------------------|
| KM                  | 0.14 ± 0.09                 | 0.5 ± 0.001         |
| Full_Cox            | 0.13 ± 0.08                 | 0.72 ± 0.16         |
| Reduced_Cox         | 0.13 ± 0.08                 | 0.72 ± 0.16         |
| Proposed model      | 0.11 ± 0.07                 | 0.81 ± 0.14         |
| RSF_brierscore      | 0.12 ± 0.07                 | 0.8 ± 0.14          |
| RSF_logrankscore    | 0.12 ± 0.08                 | 0.81 ± 0.15         |

5. Discussion

A patent gives a company exclusive rights to the developed technology, but, like a double-edged sword, it can become the target of infringement litigation by another company. Patents contain detailed information about the developed technology. However, the characteristics of the technology described in the patent may infringe the scope of the rights of other companies, so litigation may occur. Patent litigation adversely affects the sale of products and services of a company, hindering the sustainability of business activities. For this reason, many studies have proposed methods to prevent litigation. However, the existing studies do not reflect patent litigation hazard and censored data over time.

In this study, an integrated survival model was proposed to predict the patent litigation hazard over time. The proposed model can reflect both patent QI and TI, and experimentally demonstrated better prediction performance than the compared survival analysis models. In survival analysis, as in previous studies on quantitative methods, the tree-based model showed better predictive performance than the regression model. In addition, the number of forward/backward citations, which were mainly used as variables of models in previous studies, was found to have a great influence on the occurrence of patent litigation. For this reason, companies need to carefully manage patents with a large number of citations for litigation prevention and sustainable management. The proposed model can be used in various fields of fourth industrial revolution technology, including robotics. However, there are some limitations to this study. First, the type of patent litigation was not considered. Actually, patent litigation types include direct infringement, indirect infringement, and others. Therefore, considering the appropriate method of extracting and processing patent information according to patent litigation type is necessary. Second, in the proposed model, the TI’s preprocessing method is done only in English. Patents are written and applied in various languages in many countries. Thus, in order to apply the proposed model to various countries, the TI preprocess should consider a variety of languages.

6. Conclusions

Patent litigation occurs when a company’s patents, products, or operations infringe on the scope of other companies’ patent rights. When patent litigation occurs, much time and expense is needed to resolve it. Therefore, companies implement various strategies to preempt patent litigation. Among them, quantitative litigation prediction methods using statistics and machine learning are efficient and can produce objective results. For this reason, many studies have been conducted to predict patent litigation using quantitative methods. Previous studies have constructed prediction models using varied patent information. However, they do not take into account the characteristics of litigation hazards changing over time.

In this paper, we proposed the integrated survival model to predict patent litigation hazard over time. The proposed model considers the QI and TI of the patent, and censored data based on RSF can also be used. Moreover, when using TI to identify technology fields, a pre-trained word2vec was used to complement the small corpus size. Finally, patent data was collected and used to examine the industrial applicability of the proposed model.
The patent is actually registered with the USPTO and is related to sensor semiconductors based on AI. Through the experimental results, the proposed model demonstrated better prediction performance than other survival analysis models. The proposed model could be used by potential defendants to protect their patents.

The limitations of this study discussed in Section 5 need to be resolved through future studies. First, various types of patent litigation should be collected and their characteristics identified. Indicators that can reflect the information of each litigation type should be appropriately selected. These indicators need not be inherent to the patents themselves, but could also use other variables, such as those related to the patent owner’s finances and competition. Finally, a deep learning-based natural language processing method should be adapted to process the patent TI of different countries.
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