TROPOMI-Retrieved Underwater Light Attenuation in Three Spectral Regions in the Ultraviolet and Blue
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Ultraviolet (UV) radiation plays an important role in the ocean for the biogeochemical cycling through photooxidation of colored dissolved organic matter and metals. It also influences the release of trace gases into the atmosphere. Understanding interaction and climate feedback mechanisms of these processes requires global long-term monitoring of UV radiation in the ocean. Ocean color sensors provide the diffuse attenuation coefficient for downwelling solar irradiance ($K_d$) as an estimate for the mean light penetration depth in the surface ocean. However, $K_d$ products for the UV spectral range are currently only indirectly inferred from measurements in the visible spectral region.

We exploit the UV and visible wavelengths of the TROPOMI sensor onboard Sentinel-5P to directly infer diffuse attenuation coefficients in the UV and blue spectral range. Our approach is based on Differential Optical Absorption Spectroscopy in combination with radiative transfer modeling which has been used in earlier studies to successfully derive $K_d$ in the blue from the vibrational Raman scattering (VRS) signal. VRS was detected in the backscattered radiances of TROPOMI-like sensors at a spectral resolution around 0.5 nm. We adapt this method for the TROPOMI sensor and more spectral regions to obtain two novel $K_d$ products in the UV range (312.5–338.5 nm and 356.5–390 nm), additionally to the blue $K_d$ (390–423 nm). One month of TROPOMI data show high sensitivity to retrieve VRS (fit errors <15%). The resulting $K_d$ values in the UV and blue agree reasonably (RMSD <0.31 m$^{-1}$) with in-situ data measured during a transatlantic cruise. $K_d$-blue compared to wavelength-converted $K_d$(490) products from OLCI and OC-CCI shows that the differences between the three data sets are within uncertainties given for the OC-CCI product. TROPOMI $K_d$-blue results have higher quality and much higher spatial coverage and resolution than previous ones from SCIAMACHY, GOME-2, and OMI. Perspectively, global TROPOMI $K_d$ products, once thoroughly validated, can be used as input for modeling, e.g., photochemical reaction rates of climatically important compounds and inhibition of primary productivity.
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1. INTRODUCTION

Light governs large-scale biological, physical, and chemical processes in the ocean. Incoming radiation heats the ocean thereby influencing mixed layer dynamics (Ohlmann et al., 1996) and ocean circulation, which in turn is coupled to atmospheric temperature and circulation (Lewis et al., 1990; Miller et al., 2003; Shell et al., 2003). Optically active biological and chemical constituents influence the heat and radiation budget of the ocean (Sathyendranath et al., 1991; Morel and Antoine, 1994; Frouin and Iacobellis, 2002). Visible radiation controls primary productivity of phytoplankton and higher aquatic plants (Sathyendranath et al., 1989) and thus the base of almost all life in the ocean. In contrast, ultraviolet (UV) radiation damages phytoplankton cells and other microorganisms (Cullen and Neale, 1994; Sinha and Hader, 2002). Interactions between climate change and UV radiation penetrating the ocean and its effect on biogeochemical cycles are complex (Zepp et al., 2003, 2007). Upon photodegradation of colored dissolved organic matter (CDOM), the primary absorber of UV radiation in the ocean (Siegel et al., 2002), light penetration and nutrient availability increase. UV radiation also affects bioavailability of iron, copper, and other trace metals and the exchange of trace gases across the air-sea interface, changing atmospheric chemistry.

Adequately describing these light-ocean interaction processes and their role in biogeochemical cycling and climate change feedback mechanisms requires measurements of radiation parameters on a regular basis and large scales (IOC/CCG, 2008). Ocean color satellite missions routinely monitor the global ocean from space providing some insight into radiation in the ocean (Frouin et al., 2018). Standard products that are operationally provided are the photosynthetically available radiation above the surface (PAR) and the diffuse attenuation coefficient ($K_d$) at 490 nm ($K_d(490)$). $K_d$ describes how fast the incoming light diminishes with depth. The mean $K_d$ over distant depths $z_1$ and $z_2$ can be calculated from the plane downwelling irradiance $E_d$ as (Lee et al., 2005b).

$$K_d(z_1 \leftrightarrow z_2, \lambda) = \frac{1}{z_2 - z_1} \ln \left( \frac{E_d(z_1, \lambda)}{E_d(z_2, \lambda)} \right) \tag{1}$$

with wavelength $\lambda$. From passive remote sensing, the average $K_d$ of the surface ocean can be retrieved. It contains information on the first optical depth, i.e., the depth at which the plane downwelling irradiance below the ocean surface has decreased to around 37%. It is a valuable parameter used for estimating, e.g., heat budget (Lewis et al., 1990; Morel and Antoine, 1994; Kara et al., 2004) and primary productivity (Platt, 1986; Sathyendranath et al., 1989). $K_d(490)$ and $K_d$ at other wavelengths ($K_d(\lambda)$) can be calculated from ocean color satellite data using empirical (based on band ratios, e.g., Austin and Petzold, 1981; Morel and Maritorena, 2001; Shen et al., 2017), semi-analytical (Lee et al., 2005b; Morel et al., 2007b; Wang et al., 2009), or neural network (Jamet et al., 2012) approaches.

Current ocean color satellites provide only limited information on light reflected from the ocean in the UV. For most ocean color sensors, the shortest wavelength band lies around 412 nm, some reach down to 380 nm (e.g., Second-Generation Global Imager on GCOM-C, Okamura et al., 2019). The only recent OC sensor with a band at shorter wavelengths, 355 nm, is the Ultraviolet Imager on HaiYang-1C satellite launched in 2018 (http://www.nsoas.org.cn/eng/item/204.html). Future missions also aim at providing measurements in the UV spectral range. For instance, the Ocean Color Instrument of the upcoming PACE mission is planned to record radiances from 340 nm with spectral resolution of 5 nm. However, the PACE mission will not be launched before November 2023 (https://pace.oceansciences.org/). So far, the only existing UV product for ocean color applications is the above-surface planar spectral UV irradiance at noon from the hyperspectral Ozone Monitoring Instrument (OMI) (Tanskanen et al., 2006). Information on $K_d$ in the UV has been indirectly obtained from ocean color information at visible wavelengths in several studies. $K_d$ in the UV is empirically related to $K_d$ or absorption at visible wavebands (Smyth, 2011; Lee et al., 2013), blue-green reflectance ratios (Johannessen et al., 2003), or principle components of visible reflectances remote-sensing reflectance ($R_{rs}$) (Fichot et al., 2008) or it is estimated using an ocean case-I UV model with the chlorophyll-a concentration (Chla) from ocean color sensors as input (Vasilkov et al., 2005). All of these approaches rely on the rather weak relationship of optical properties between the UV and visible wavelength range (Vasilkov et al., 2002a; Morel et al., 2007a). Wang et al. (2021) developed a deep-learning system to obtain $R_{rs}$ in the UV from $R_{rs}$ at visible bands; then $R_{rs}$(UV) was used to derive $K_d$ at 360, 380, and 400 nm. They demonstrate the non-linearity between $R_{rs}$ at UV and visible wavelengths. Frouin et al. (2018) have summarized user needs for radiometric satellite products, revealing a need for information on ocean radiation in the UV. They suggest to fill parts of this knowledge gap by utilizing current satellite missions such as Sentinel-5P for UV products.

In this study, we exploit Sentinel-5P Tropospheric Monitoring Instrument’s (TROPOMI) UV and visible bands for deriving two novel $K_d$ products in the UV. These products describe the average $K_d$ in the wavelength regions 312.5 to 338.5 nm and 356.5 to 390 nm for the first optical depth. In addition, we derive the average $K_d$ in the range 390 to 423 nm. Our approach is based on earlier studies deriving this latter $K_d$ in the blue spectral range from SCIAMACHY (Scanning Imaging Absorption Spectrometer for Atmospheric CHartography), GOME-2 (Global Ozone Monitoring Experiment 2), and OMI satellite data (Dinter et al., 2015; Oelker et al., 2019). Differential Optical Absorption Spectroscopy (DOAS) is used to target the Vibrational Raman Scattering (VRS) signal in the ocean. The number of these inelastic scattering processes depends on the number of photons in the ocean and causes filling-in of absorption structures such as Fraunhofer lines in the solar spectrum. Because VRS is negligible in the atmosphere, the VRS signal found in backscattered radiances measured by satellites can be linked to the radiation in the ocean using radiative transfer simulations.

Our study conceptually shows the feasibility by presenting first results of the novel $K_d$-UV products and the $K_d$-blue product.
We focus on 1 month of TROPOMI data in 2018, 11 May to 9 June, for which in-situ $K_d(\lambda)$ data is available from a R/V Polarstern cruise transecting the Atlantic Ocean from Punta Arenas, Chile, to Bremerhaven, Germany. The quality of these $K_d$ products is evaluated against this in-situ data set and wavelength-converted multispectral $K_d$ products from the Ocean Colour Climate Change Initiative (OC-CCI) data set and the Sentinel-3A Ocean and Land Colour Instrument (OLCI).

2. MATERIALS AND METHODS

2.1. Data Sets

2.1.1. TROPOMI Data

The satellite Sentinel-5 Precursor (SSP) hosts the Tropospheric Monitoring Instrument (TROPOMI) (Veefkind et al., 2012). It is in a low Earth orbit and its standard level 2 products provide daily global measurements of atmospheric trace gases and aerosols. The satellite was launched in October 2017. Local solar time at ascending node is 13:30. TROPOMI measures backscattered radiances at a spatial resolution of 3.5 by 7 km at nadir which was improved to 3.5 by 5.5 km in August 2019 due to high signal-to-noise performance. Once per day the solar irradiance is recorded. Measurements are taken in push-broom configuration at a swath width of 2,600 km providing daily global coverage. TROPOMI has spectral bands in the UV, visible (VIS), near-infrared, and the shortwave infrared. Relevant for developing the $K_d$ products in this study are band 3 (UV) from 310 to 405 nm and band 4 (VIS) from 405 to 500 nm. Spectral resolution of these bands is around 0.55 nm. We used level 1b TROPOMI radiances V01.00.00 and corresponding daily UVN (bands 1 to 6) irradiances (Vonk, 2018). Clouds shield the radiance signal from the ocean, so the TROPOMI data set was filtered for cloud-free scenes using a cloud fraction of 0.05 as threshold. Cloud fractions were taken from FRESCO type cloud retrieval in the nitrogen dioxide fit window (van Geffen et al., 2019). Pixels over land and inland waters were removed from the data set.

2.1.2. In-situ Data

Radiometric data was collected from 11 May to 9 June 2018 on Polarstern expedition PS113, crossing the Atlantic from Punta Arenas, Chile, to Bremerhaven, Germany. Two irradiance sensors (RAMSES ACC-2-VIS, TriOS GmbH, Germany) covering the wavelength region from 320 nm to 950 nm with a spectral sampling of 3.3 nm, resolution of 10 nm, and accuracy of 0.3 nm were used to measure the underwater downwelling irradiance $E_d(z, \lambda)$. One sensor was mounted to a steel frame for vertical profiling at 0.1 m/s down to 130 m at a distance of 5 m to the ship, outside of the ship’s shading, at 19 discrete stations. It is additionally equipped with an inclination and pressure sensor. The second sensor was mounted on an undulating platform (Triaxus, extended version, MacArtney, Denmark) towed behind the research vessel at a speed of 8 knots for several transects along the cruise track. Vertical movement of the Triaxus was 1 m/s. The depth was determined with a Seabird CTD mounted to the Triaxus and the inclination in all directions was recorded by the Triaxus hardware. Measurements were taken with automatically adjusted integration times between 4 and 8 s. Triaxus profile data was only processed if the euphotic depth was reached and values of the downwelling irradiance at 15 m depth and a wavelength of 400 nm were greater than 150 mW m$^{-2}$ nm$^{-1}$ (all station data fulfilled these criteria). Radiometric data from 6 transects between 2 and 48 h long were identified useful for determining $K_d(\lambda)$. Generally, profile measurements were only valid if the instrument’s inclination in either dimension was < 14$^\circ$. A third RAMSES ACC-2-VIS sensor mounted on top of the ship recorded the incident downwelling irradiance above the surface $E_i(\lambda, 0^\circ)$, to correct for incident sunlight variations. Mean $K_d$ was calculated from $E_d(z, \lambda)$ profiles mostly over the depth interval 7 to 22 m for the stations and 7 to 30 m, some 7 to 60 m, for the Triaxus profiles. $K_d$-UVAB, $K_d$-UVA and $K_d$-blue used for validation were derived as described in section 2.3.3 for the simulations. Details on measurement procedure can be found in Bracher et al. (2020). In situ $K_d$ data are available at Bracher and Dinter (2021), Bracher et al. (2022).

2.2. Multispectral Satellite Data

Derived $K_d$ products from TROPOMI were compared to $K_d(490)$ from Sentinel-3A OLCI and the OC-CCI data set. OLCI onboard Sentinel-3A has a spatial resolution of 300 m. Ocean color information is obtained from 21 spectral bands. The operational $K_d(490)$ product is calculated based on the OK2-560 algorithm (Morel et al., 2007b) which is based on an empirical relation between Chla and $K_d(490)$, with Chla derived from an empirical band-ratio algorithm. OLCI data was downloaded via EUMETSAT Streaming Service (version IPF 6.11, processing baseline v2.23). As second multispectral data set, the OC-CCI data set (Sathyendranath et al., 2019) version 4.2 (Sathyendranath et al., 2020) (http://www.esa-oceancolour-cci.org) was used. It is a merged product consisting of information from the MODIS-Aqua and VIIRS sensors for 2018. Data is provided on a sinusoidal grid with 4 km spatial and daily temporal resolution. $K_d(490)$ is retrieved semi-analytically (Lee et al., 2005b). Absorption and backscattering are first obtained in a quasi-analytical approach (Lee et al., 2002) and then related to $K_d(490)$ using look-up tables (LUTs) established with radiative transfer modeling.

2.3. Algorithm

Vibrational Raman Scattering (VRS) is an inelastic scattering process which occurs in the ocean when photons scatter off water molecules (Walraff, 1966). It therefore contains information of the number of photons in the ocean. Photons are scattered to longer wavelengths with a wavelength shift of 33 to 99 nm in the UV-VIS (Haltrin and Kattawar, 1993). Absorption features such as Fraunhofer lines in the solar spectrum filled-in by these photons are detectable in backscattered radiances recorded by satellites, appearing as a so-called pseudo-absorption, known as the Ring effect (Grainger and Ring, 1962). Using Differential Optical Absorption Spectroscopy (DOAS), the VRS signal can be identified in backscattered radiances from satellite sensors with sufficient spectral resolution (∼0.5 nm) (Vasilkov et al., 2002b; Vountas et al., 2003, 2007). Since VRS is negligible in the atmosphere (Vountas et al., 1998), Dinter et al. (2015) exploited
these spectral features to infer the light availability and $K_d$ in the ocean from SCIAMACHY backscattered radiances via radiative transfer modeling. Oelker et al. (2019) closely followed this approach with some modifications on DOAS and RTM settings to derive $K_d$ from SCIAMACHY and additionally OMI and GOME-2 for nearly 1 year of data in 2007. We based our algorithm on these earlier works with minor modifications and extended it to the UV spectral region. In the following, we summarize the retrieval steps for deriving $K_d$ from VRS, see also the flowchart in Figure 1.

2.3.1. PhytoDOAS
Differential Optical Absorption Spectroscopy (DOAS) (Perner and Platt, 1979) is a method for inferring atmospheric trace gas concentrations from high-frequency absorption features in backscattered radiances. The optical depth $\tau$ is calculated from backscattered radiances $I$ divided by a reference spectrum, e.g., an extra-terrestrial solar spectrum $I_0$. Low-frequency features such as Rayleigh and aerosol scattering and aerosol absorption are removed by subtracting a low-order polynomial. Absorption spectra of atmospheric trace gases are fitted to the high-frequency part of the optical depth to infer their concentrations. DOAS has been extended to the ocean domain (PhytoDOAS) for retrieving phytoplankton functional types (Bracher et al., 2009; Sadeghi et al., 2012), light availability (Dinter et al., 2015), $K_d$ (Dinter et al., 2015; Oelker et al., 2019) through VRS (Vountas et al., 2003, 2007), and phytoplankton fluorescence (Wolanin et al., 2015) by including (pseudo-) absorption spectra for oceanic constituents and inelastic processes. Inelastic scattering processes, such as VRS, lead to filling-in of Fraunhofer lines. These are treated as pseudo-absorbers in DOAS. Following the model established by Vountas et al. (1998) their compensation spectra (named pseudo-absorption cross section which is unit-less) $\sigma$ can be calculated from the top of atmosphere (TOA) radiances using a coupled ocean-atmosphere radiative transfer model (RTM) simulating one model run including ($I^+$) and a second excluding ($I^-$) inelastic processes:

$$\sigma = \ln \left( \frac{I^+}{I^-} \right). \quad (2)$$

For this study, three VRS fits were performed in three spectral regions 349.5 to 382 nm, 405 to 450 nm, and 450 to 493 nm, in the following referred to as UV, short-blue, and blue window, respectively. The blue and short-blue windows lie in TROPOMI’s band 4, whereas the UV window lies in band 3. VRS fit factors have been successfully retrieved in the UV window using data from the GOME and SCIAMACHY sensor (Vountas et al., 2003, 2007). The blue window is slightly shorter than in Dinter et al. (2015) and Oelker et al. (2019), because TROPOMI’s band 4 ends before 497 nm. VRS fits in the short-blue window are tested here for the first time. Considering all relevant processes in these fit windows for targeting VRS, the DOAS equation can be formulated as:

$$\tau(\lambda) = \ln \frac{I_0(\lambda)}{I(\lambda)} = \sum_{j=1}^{I} S_{aj} \sigma_{aj}(\lambda) + S_{VRS} \sigma_{VRS}(\lambda) + S_{OC} \sigma_{OC}(\lambda) + S_R \sigma_R(\lambda) + \sum_{m=0}^{M} x_m \lambda^m. \quad (3)$$

with atmospheric absorption cross sections $\sigma_{aj}(\lambda)$ of $J$ atmospheric absorbers and pseudo-absorption cross section $\sigma_R(\lambda)$ for Rotational Raman Scattering (RRS) in the atmosphere based on Equation (2). The pseudo-absorption cross section for VRS ($\sigma_{VRS}$) was calculated based on Equation (2) from modeled case 1 TOA radiances for Chla of 0.1 mg/m$^3$ and a solar zenith angle (SZA) of 40° (see Figure 2, for more details on RTM setup see Section 2.3.2). This reference cross section describes the effect at the TOA of spectral redistribution due
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**Figure 1** | Flow chart illustrating TROPOMI $K_d$ algorithm.

![Simulated VRS pseudo-absorption and ocean weighting function cross sections as function of wavelength. Colored areas indicate UV (green), short-blue (blue) and blue (gray) DOAS fit windows. The thick black line marks the end/start of band 3/4.](Image)

**Figure 2** | Simulated VRS pseudo-absorption and ocean weighting function.
to VRS at Chla of 0.1 mg/m$^2$ (reference spectra simulated for other Chla are presented in Supplementary Figure 1A). VRS fit factors ($S_{\text{VRS}}$) at this Chla are equal to 1.0 since a linear relationship is obtained between VRS fit factors and Chla around Chla = 0.1 mg/m$^2$ (compare Supplementary Figure 1C). The ocean weighting function ($\sigma_{\text{OC}}$) was defined as in Dinter et al. (2015) and calculated from case 1 TOA radiances for a SZA of 40$^\circ$. The weighting function describes the change in TOA radiance caused by a small change in Chla. It was calculated for a change in Chla from 0.1 mg/m$^2$ to 0.11 mg/m$^3$. For the blue and short-blue window, the following atmospheric absorbers ($a, j$ with $j = 4$) were fitted: absorption cross sections for ozone (O$_3$) (Serdyuchenko et al., 2014), nitrogen dioxide (NO$_2$) (Vandaele et al., 1998), water vapor (H$_2$O) (Rothman et al., 2013, using HITRAN 2009), and oxygen dimer (O$_2$) (Thalmann and Volkamer, 2013). The VRS fits in the blue and short-blue window only differ in wavelength region, whereas the UV window fit additionally differs in fitted atmospheric absorbers. In the UV window, the absorption cross section for bromine monoxide (BrO) was additionally fitted, but water vapor was removed from the list of absorbers. For all three fit windows, a second order polynomial was chosen ($M = 2$) which accounts for all broad band effects such as elastic scattering in atmosphere and ocean and aerosol, colored dissolved organic matter (CDOM) and non-algae particle absorption. Equation 3 is solved for the fit factors $S$ for the fitted targets (OC, VRS, RRS and each atmospheric absorber) and the polynomial coefficients $x_m$ using least-squares minimization (Richter, 1997).

2.3.2. RTM SCIATRAN

The coupled ocean-atmosphere RTM SCIATRAN (Blum et al., 2012; Rozanov et al., 2014, 2017, https://www.iup.uni-bremen.de/sciatran/) version 4.0.8 was used for radiance simulations for calculating pseudo-absorption cross sections and LUTs. Two types of RTM simulations have to be performed for the LUTs used to convert VRS fit factors to $K_d$. On the one hand, top-of-atmosphere (TOA) radiances, and on the other hand, underwater radiative fluxes for various ocean scenarios are needed. 23 different case-1 scenarios (Mori and Maritorena, 2001) were modeled with Chla ranging between 0 and 30 mg/m$^3$, i.e., optical properties of the ocean are driven by Chla, other optically active constituents such as CDOM change proportionally. Similar to the case-1 model in Hydrolight (Mobley and Sundman, 2013), the phytoplankton absorption spectrum (Prieur and Sathyendranath, 1981) was extrapolated into the UV range as an exponentially decaying function leading to a CDOM-dominated UV case-1 model. A background maritime aerosol was assumed with aerosol optical depth (AOD) of 0.1 at 550 nm. Detailed model settings can be found in Oelker et al. (2019) adapted from Dinter et al. (2015).

SCIATRAN can accurately model inelastic scattering processes such as VRS which was evaluated by comparison with other radiative transfer models and experimental data from satellite, ship-based, and underwater instruments (Rozanov et al., 2017). The VRS implementation is based on the parameterization of Haltrin and Kattawar (1993) in which the VRS emission is a sum of four Gaussian functions based on experimental results of Walraven (1966) for a water temperature of 30$^\circ$ C (note: the temperature dependence of VRS has so far not been implemented in SCIATRAN). The total Raman scattering coefficient is set to a value of 2.7 · 10$^{-4}$ m$^{-1}$ at a reference wavelength of 488 nm. The wavelength dependence is parameterized as a resonance model. Details on the VRS parameterization can be found in Appendix A of Rozanov et al. (2017).

TROPOMI-specific adaptations were made for this study. Since spectral alignment is very important for the DOAS retrieval, a TROPOMI-measured extraterrestrial solar spectrum was used for the TOA radiance calculations. A solar spectrum measurement from a middle row of the charge-coupled device (row 225, 0-based) from May 2018 was chosen. Underwater fluxes were simulated at a spectral resolution of 0.5 nm using a Fraunhofer atlas (Chance and Kurucz, 2010) since they are insensitive to the exact spectral resolution. Geometry settings were chosen to cover all of TROPOMI’s viewing geometries [5$^\circ$ steps for SZA and viewing zenith angle (VZA)], except for the azimuth angle which was held constant (90$^\circ$).

2.3.3. Look-Up-Table for Deriving $K_d$ From VRS

Following Dinter et al. (2015), Oelker et al. (2019), the LUT for deriving $K_d$ from VRS was built by combining VRS PhytoDOAS fits on simulated TOA radiances with $K_d$ calculated from simulated underwater radiative fluxes. PhytoDOAS fit settings for the retrieval of theoretical VRS fit factors from the modeled TOA radiances are the same as for the retrieval on satellite radiances (see Section 2.3.1) except that for atmospheric cross sections water vapor was not fitted, since it was not included in the SCIATRAN simulation. The underwater radiant flux simulations provide the downwelling irradiance ($E_d$) at discrete depths $z$. Taking into account the wavelength shift of the VRS process (Dinter et al., 2015), $E_d(z, \lambda)$ was integrated over the specific VRS excitation wavelength range: for VRS-UV between 312.5 nm and 338.5 nm (UVAB), for VRS-short-blue between 356.5 nm and 390 nm (UVA), and for VRS-blue between 390 nm and 423 nm (blue). Then, according to Equation 1, the $E_d(z)$, $E_d(z, UVA)$, $E_d(z, UVA)$, and $E_d(z, \text{blue})$ were used to calculate the mean $K_d(UVA)$, $K_d(UVA)$ and $K_d(\text{UVAB})$, respectively, until the first optical depth (see Supplementary Figure 1). The first optical depth, as defined by Gordon and McCluney (1975), was determined via linear interpolation of the log-transformed $E_d(z)$. $K_d$ calculations and VRS PhytoDOAS retrievals were performed for each SZA and each VZA separately, an example for VRS-blue and $K_d$-blue is shown in Supplementary Figures 1C,D. VRS fit factors were matched with $K_d$ calculated from scenarios with the same Chla. As an update to the two-dimensional LUTs in Dinter et al. (2015), Oelker et al. (2019), for each spectral $K_d$ its specific, three-dimensional LUT was created where $K_d$ is a function of VRS fit factor, SZA, and (newly added) VZA (see Supplementary Figure 2).

We note here that the LUT approach used in this study does not restrict the retrieval to ocean scenarios which correspond exactly to the chosen RTM parameterization. For instance, increased CDOM absorption with respect to a reference Chla value will lead to a reduction in VRS signal and, consistently, a lower $K_d$ will be derived. Since this change in CDOM is, however, connected with a change in spectral shape of the VRS pseudo-absorption spectrum, the conversion to $K_d$ via the LUT
can lead to errors. The retrieval sensitivity with respect to the RTM model settings was therefore investigated next.

2.3.4. Sensitivity Analysis
The algorithm sensitivity was evaluated with respect to model settings similar to the sensitivity analysis for \( K_d \)-blue retrievals presented in Oelker et al. (2019). Besides also considering the sensitivity of retrievals of \( K_d \)-UVAB and \( K_d \)-UVA, we extend the sensitivity analysis to the following parameters: CDOM spectral slope, UV-absorbing pigments, liquid water absorption, wind speed, and ozone concentration.

For each parameter, the sensitivity is analyzed as follows. An RTM simulation is performed to calculate radiances and radiant fluxes in which one parameter is increased or decreased with respect to the standard scenario used to build the LUT. The PhytoDOAS fit is performed on this modified scenario. Resulting VRS fit factors are converted to \( K_d \) using the LUT. The resulting \( K_d \) is compared to the expected value, \( K_d^{\text{exp}} \), calculated from the radiant fluxes of the modified scenario. The deviation of derived from expected \( K_d \) is determined in percent.

Since mainly only a change in inherent optical properties changes \( K_d \), the parameters can be separated into two groups. One group comprises the atmospheric and surface parameters which have no or only a minimal effect on the mean \( K_d \) over the first optical depth, but may influence VRS. The second group comprises the oceanic parameters which affect both, \( K_d \) and VRS. For the second group, \( K_d \) changes can be large, however, VRS changes accordingly, and \( K_d \) may be retrieved correctly within an uncertainty which is only a fraction of the change in \( K_d \).

Parameters within the first group were varied as follows: wind speed was reduced to 1 m/s and increased to 8 m/s (standard: 4.1 m/s); aerosol optical depth (AOD) was reduced to 0.05 and increased to 0.2 (standard: 0.1); ozone profile was changed to one with reduced ozone concentration of 290 DU (standard: 420 DU).

The case-I assumption is generally not valid in the UV domain. The absorption coefficient cannot be accurately described using Chla (Vasilkov et al., 2002a; Morel et al., 2007a). The influence of the case-I parameterization used for the optical constituents in the ocean on the ultraviolet \( K_d \) retrievals needs to be checked carefully. Case-I parameterization for the visible wavelength range were used in combination with a recent pure water absorption spectrum accurately measured for UV wavelengths (Mason et al., 2016). Nevertheless, the influence of the choice of water absorption spectrum is checked. A modified scenario is simulated with liquid water absorption coefficients from Pope and Fry (1997) which significantly differ at short wavelengths from those measured by Mason et al. (2016). High uncertainty also lies within the settings for phytoplankton and CDOM absorption. Presence of mycosporine amino acids (MAA) causes higher UV absorption than prescribed in our standard case-I parameterization. MAA absorb between 320 and 350 nm with a peak around 330 to 340 nm (Bracher and Wiencke, 2000). Presence of these UV-absorbing pigments should therefore mainly influence \( K_d \)-UVAB. A modified scenario was simulated using a phytoplankton absorption spectrum with medium MAA absorption (S9 from Bracher and Wiencke, 2000). High variability can also be expected for the CDOM spectral slope, 0.01 to 0.03 nm\(^{-1}\) (Vodacek and Blough, 1997) as compared to 0.014 nm\(^{-1}\) in the standard case-I scenario. Modified RTM simulations were made with a reduced CDOM spectral slope of 0.007 nm\(^{-1}\) and an increased CDOM spectral slope of 0.03 nm\(^{-1}\). Also the CDOM coefficient was modified as in Oelker et al. (2019), while keeping the CDOM spectral slope at 0.014 nm\(^{-1}\).

2.3.5. Offset Correction
TROPOMI-VRS blue fit factor range was higher than the range obtained when PhytoDOAS was applied to the simulated TOA radiances for constructing the LUTs. This resulted in a high bias of derived TROPOMI \( K_d \)-blue compared to matchup \( K_d \)-blue data from in-situ which indicated an offset between the measurement reality and the model, necessitating an empirical offset correction. The exact origin of the offset is so far unknown (discussed in Section 4.1), however, such global offsets are often observed in DOAS retrievals, especially for weak atmospheric absorbers, i.e., small signals (e.g., Wittrock et al., 2006; Platt and Stutz, 2008). \( K_d \)-blue agreed much better with the wavelength-converted \( K_d \) (490) from OLCI and OC-CCI when a constant was added to the VRS fit factors. Generally, TROPOMI \( K_d \)-blue is closer to the OLCI \( K_d \)-blue than the OC-CCI \( K_d \)-blue and correlation is highest for low \( K_d \) values (see Table 3).

For developing an empirical VRS-fit offset correction, we concentrated on comparing the low values \( (K_d \)-blue \(< 0.15\ m^{-1}) \) from the TROPOMI \( K_d \)-blue to those from the OLCI \( K_d \)-blue data set to determine the offset that best corrects the data. The comparison was calculated for the entire study time period using 5 min gridded daily \( K_d \) data as input. It covered a wide range of conditions (Chla 0.01 to 0.5 mg/m\(^3\), colored matter and phytoplankton absorption at 440 nm 0.003 to 0.05 m\(^{-1}\) and 0.001 to 0.02 m\(^{-1}\), respectively, SZA 10° to 70° and VZA <60°). The offset correction of the VRS fit was optimized such that a linear total-least-square regression on this comparison data set (limited to \( K_d \) < 0.15 m\(^{-1}\)) yielded a slope close to one. The optimal offset was found to be 0.186. Regression statistics for this setting were a slope of 1.01, intercept of −0.002 m\(^{-1}\), and Pearson correlation coefficient of 0.80. The offset was used to correct all VRS fit factors and by that the whole \( K_d \) range. Details on the original \( K_d \)-blue data set and the applied correction can be found in the Supplementary Material (Supplementary Figures 3, 4).

2.4. \( K_d \) Product Quality Evaluation
\( K_d \) products were evaluated against in-situ and multispectral \( K_d \) data sets. For all comparisons, we provide the slope and intercept of least-square regressions, the Pearson correlation coefficient, the bias, the mean absolute error (MAE), root-mean-square difference (RMSD), and the unbiased RMSD, calculated as \( \sqrt{\text{RMSD}^2 - \text{bias}^2} \), as typical estimates used for ocean color variables (Brewin et al., 2015; Seegers et al., 2018).

2.4.1. Wavelength Conversion for \( K_d \) (490)
In order to compare our TROPOMI-derived \( K_d \) products to \( K_d \) (490) from OLCI and OC-CCI, \( K_d \) (490) needs to be wavelength-converted first. The spectral relationship between \( K_d \)-blue, \( K_d \)-UVA, \( K_d \)-UVAB and \( K_d \) (490) was investigated based
on the in-situ $K_d(\lambda)$ from 19 stations of PS113. $K_d$-blue, $K_d$-UVA, $K_d$-UVAB were determined from the in-situ $K_d(\lambda)$ by averaging over the corresponding wavelength ranges. They were then plotted against the in-situ $K_d(490)$. Linear regression results can be found in Table 1. There is a tight relationship between $K_d$-blue and $K_d(490)$. Correlation with $K_d(490)$ decreases with decreasing wavelength. Based on these results, OLCI and OC-CCI $K_d(490)$ were wavelength-converted using

$$K_d\text{-blue} = a \cdot K_d(490) + b \quad (4)$$

with slope $a$ and intercept $b$ from Table 1.

### 2.4.2. Match-Up Analysis

Match-ups between geolocation of PS113 stations and TROPOMI ground pixels were calculated using a loose criterion given the low number of stations ($N = 19$). We searched for each station for TROPOMI match-ups within ±2 days and a radius of 5.5 km. If several match-ups were found in this time period, the match-up closest in time to the satellite measurement is taken. If more than one TROPOMI pixel lies within search criteria, the mean TROPOMI $K_d$ was calculated and the standard deviation was noted as uncertainty of the TROPOMI $K_d$. Using this loose criterion, match-ups were found for 8 stations. OLCI and OC-CCI data were used to further quality control these 8 match-ups. The same spatial and temporal collocation criteria were applied to high-resolution OLCI data to find the corresponding OLCI data for each match-up. Following the Sentinel-3 ocean color validation protocol (EUMETSAT, 2021), OLCI match-ups were only considered valid if half of the pixel box was filled and if the coefficient of variation was not larger than 0.2. In addition, OC-CCI match-ups were determined with spatial collocation criterion of 1 by 1 (corresponding to TROPOMI criterion) and 3 by 3 pixel box to additionally check the spatial homogeneity as for OLCI. 7 of the TROPOMI match-ups were confirmed to be valid.

The same search criterion was applied to find match-ups between PS113 Triaxus and TROPOMI $K_d$. Again, the match-ups closest in time to the satellite measurement were selected and TROPOMI $K_d$ is averaged in case more than one ground pixel lies within search radius. If several Triaxus measurements were matched with the same TROPOMI measurement, the Triaxus measurements were averaged and the standard deviation noted as variability in the Triaxus measurements, which indicates the spatial variability of the water mass. Thirty-five match-ups remain after averaging. Due to the focus of the oceanographic survey, Triaxus platform operations were taken to study the submesoscale variability, especially between different water masses (as presented for a specific transect of the same cruise in von Appen et al., 2020). Since TROPOMI pixels are quite large, matches with Triaxus data often show high innerpixel variability, while TROPOMI can only represent the mean value for the whole area.

### 3. RESULTS

We present for the three ranges of wavelengths the TROPOMI results of the VRS DOAS fits (section 3.1), the derived $K_d$-data which are also compared to in-situ and wavelength converted multispectral satellite $K_d$ data (section 3.2), and the results of the sensitivity of the retrieval to parametrizations used in the RTM SCIATRAN (Section 3.3).

#### 3.1. TROPOMI VRS DOAS Fits in the UV and Blue

The distribution of VRS fit factors, including fit residuals, for the three wavelength ranges were evaluated for the time period of the PS113 expedition in the Atlantic Ocean. Figure 3

---

**Table 1** Linear least-square regression results for in-situ $K_d$-UVAB, $K_d$-UVA and $K_d$-blue compared against in-situ $K_d(490)$ from 19 stations during PS113.

| $K_d$ | Slope $a$ | Intercept $b$ [m$^{-1}$] | Pearson correlation $r$ |
|-------|-----------|--------------------------|------------------------|
| UVAB  | 2.57      | 0.012                    | 0.84                   |
| UVA   | 1.58      | 0.000                    | 0.93                   |
| Blue  | 1.40      | -0.008                   | 0.98                   |
shows an example of the differential optical depth for VRS, the ocean weighting function (second and third term in equation 3, respectively) and the VRS fit residual when the PhytoDOAS retrieval was applied to a TROPOMI ground pixel in the South Atlantic Gyre in the short-blue wavelength region. As expected for this region a strong VRS signal is obtained with the fit residual showing about 10% of this magnitude. Also the ocean weighting function is well-fitted with similar order of residual values. Similarly good fit results are obtained for the same pixel for the VRS fit in the UV and blue (see Supplementary Figure 5). This indicates that the signals from VRS and other ocean parameters are detected very well by the DOAS fit in the TOA radiances.

Figure 4 shows a monthly composite of VRS fit factors for the three PhytoDOAS fit windows in the (Figure 4A) UV, (Figure 4B) short-blue, and (Figure 4C) blue in the Atlantic Ocean for the time period 11 May to 9 June. VRS fit factors in the blue window are presented offset-corrected. The data was gridded to 0.083° (~9 km). For all three fit windows, high and low VRS fit factors are found in typically low and high Chla regions corresponding to low and high light penetration into the ocean, respectively. As expected, the VRS signal decreases with decreasing wavelength. Fit quality is similar for the PhytoDOAS fits in all three fit windows. The average root mean square (RMS) of all fit residuals in this area and time period and its standard deviation were evaluated to 1.0 \times 10^{-3} \pm 3 \times 10^{-4} for the UV (excluding 26 outliers with RMS > 4), 0.9 \times 10^{-3} \pm 2 \times 10^{-4} for the short-blue, and 1.0 \times 10^{-3} \pm 3 \times 10^{-4} for the blue fit window. For each ground pixel the fit error which is the relative uncertainty of the fit factor as determined from the linear least-squares DOAS fit, given in per cent, is provided. These errors (summarized in Table 4) are lowest for VRS-UV ranging from 1.0% to 10%, increased for VRS-short-blue to 10% to 15% and highest for VRS-blue with 15 to 20% within the given sensitivity range of \( K_d < 0.1 \text{ m}^{-1} \), maximum errors for high \( K_d -\text{Chl-a} \) waters are <20%, <40%, and <90%, respectively. VRS fit factors from different fit windows are not strictly correlated, e.g., differences appear around Newfoundland and Great Britain.

3.2. TROPOMI \( K_d \) Retrievals From the UV-B to the Blue

\( K_d \) was pixel-wise derived from the TROPOMI VRS fit factors using separate LUTs for each wavelength region. Figure 5 shows the resulting (Figure 5A) \( K_d \)-UVAB, (Figure 5B) \( K_d \)-UVA, and (Figure 5C) \( K_d \)-blue in the Atlantic Ocean gridded to 0.083° over the time period from 11 May to 9 June 2018. Lowest \( K_d \) are found in the North and South Atlantic Gyres, highest \( K_d \) in the upwelling regions along the African coast and the Amazon river plume. With decreasing wavelength, \( K_d \) increases. However, \( K_d \)-UVAB is not generally larger than \( K_d \)-UVA. In the upwelling regions off the coast of West African, the Amazon river plume, around Newfoundland, and around Great Britain the ratio \( K_d \)-UVA/\( K_d \)-UVAB is larger than 1 (roughly 1.25 on average, 2 in extreme cases). \( K_d \)-blue is strikingly larger than \( K_d \)-UVA and UVAB in the productive areas north of the Northern Atlantic Gyre.

Derived TROPOMI \( K_d \) products were compared to in-situ \( K_d \) measurements taken during expedition PS113. Figure 6 shows the location of the PS113 stations and Triaxus transects. A rough correspondence between station \( K_d \) data and the satellite monthly mean \( K_d \) is already seen. For a direct comparison, match-ups between TROPOMI and in-situ data were evaluated. Match-ups for TROPOMI \( K_d \)-UVAB, \( K_d \)-UVA, and \( K_d \)-blue plotted against the corresponding in-situ \( K_d \) (Figure 6) show an overall good agreement for all three spectral wavelength regions, considering the loose match-up criterion. TROPOMI \( K_d \)-blue shows good agreement with the in-situ \( K_d \)-blue, which might not be so surprising since we offset-corrected the VRS fit factors for this wavelength range such that agreement is maximized for low \( K_d \)-blue with OLCI \( K_d \)-blue. Linear regression (Table 2) obtains...
TABLE 2 | Metrics for the match-ups between TROPOMI against in-situ $K_d$-UVAB, $K_d$-UVA, and $K_d$-blue, $N = 42$.

| $K_d$  | $a$   | $b$ [m$^{-1}$] | $r$   | Bias [m$^{-1}$] | MAE [m$^{-1}$] | RMSD [m$^{-1}$] | Unbiased RMSD [m$^{-1}$] |
|--------|-------|---------------|-------|----------------|---------------|----------------|------------------------|
| UVAB   | 0.86  | -0.012        | 0.72  | -0.026         | 0.026         | 0.031          | 0.017                  |
| UVA    | 2.85  | -0.080        | 0.54  | 0.015          | 0.021         | 0.029          | 0.025                  |
| Blue   | 0.88  | -0.003        | 0.54  | -0.008         | 0.012         | 0.015          | 0.013                  |

Given are slope $a$ and intercept $b$ from linear least-square regression, Pearson correlation coefficient $r$, bias, mean absolute error (MAE), and root mean square difference (RMSD).

a slope of $0.88$ and an intercept of $-0.003$ m$^{-1}$. TROPOMI $K_d$-UVAB is systematically lower than the in-situ $K_d$-UVAB over the sampled $K_d$ range (slope of $0.86$ and an intercept of $-0.026$ m$^{-1}$) with a bias of $-0.026$ m$^{-1}$. For TROPOMI $K_d$-UVA, an overestimation is observed that increases with $K_d$-UVA (slope of 2.85 and an intercept of $-0.080$ m$^{-1}$). In line with this observation, bias, RMSD, and MAE are much lower for TROPOMI $K_d$-blue, and similar for $K_d$-UVAB and UVA except for the larger bias found for $K_d$-UVAB. Considering the unbiased RMSD, performance of TROPOMI $K_d$-blue and $K_d$-UVAB is similar and worse for $K_d$-UVA.

TROPOMI $K_d$-blue was compared to $K_d$ data from the multispectral OLCI and OC-CCI data sets to evaluate random errors and regional differences between the data sets. For the latter, $K_d(490)$ was converted to $K_d$-blue via a linear wavelength conversion scheme (Table 1). Since this wavelength conversion is valid for relating $K_d(490)$ to $K_d$-blue, the comparison was restricted to $K_d$-blue and not extended to the UV $K_d$. For the study period and on the same grid as in Figures 4, 5, 7 shows $K_d$-blue for (Figure 7A) TROPOMI in comparison to (Figure 7B) OLCI and (Figure 7C) OC-CCI. Overall, TROPOMI $K_d$-blue patterns resemble the multispectral ones (e.g., gyres and productive areas around the Amazon river plume, Mauretanian upwelling system, English Channel). Regional differences are observed between TROPOMI and the multispectral $K_d$-blue, but also among the multispectral products. In the Atlantic gyres, OC-CCI $K_d$-blue is significantly higher than the other two products. Similar to OLCI, OC-CCI $K_d$-blue is lower in the North than in the South Atlantic Gyre, whereas TROPOMI $K_d$-blue is lower in the South. In the productive areas in the North Atlantic, the TROPOMI $K_d$-blue product appears noisier than the multispectral products. A distinct difference again is visible near Newfoundland. OLCI and OC-CCI show similar high-$K_d$ patterns north of Newfoundland whereas this pattern does not occur in the TROPOMI $K_d$-blue product. Around Great Britain, $K_d$-blue patterns from the multispectral products are not so similar to each other as those from OC-CCI compared to TROPOMI. Differences appear in maximum values south of 40°S, where SZAs are large and data coverage is low and differs between sensors. Despite these differences between the three data sets, comparison with RMSD (Figure 7D) as provided in the OC-CCI data set (converted to the blue spectral region) shows that these differences are on the order of the uncertainty of the OC-CCI product (see Supplementary Material for difference maps, Supplementary Figure 6).

All above mentioned data sets were gridded to 0.083° on a daily basis for the study period. Then, the satellite $K_d$-blue products were intercompared (TROPOMI vs. OLCI, TROPOMI vs. OC-CCI, and OLCI vs. OC-CCI) as well as the three TROPOMI $K_d$ products among each other either based on the full data set or on a masked data set, where values above 0.3 m$^{-1}$ were excluded (Table 3). As can be seen from Figure 5, most satellite scenes are within this masked data set. Correlations between masked data sets are generally much larger than for full data sets. Significant correlation is found between TROPOMI $K_d$-blue and the multispectral $K_d$-blue, with slightly better agreement between TROPOMI and OLCI, $r = 0.77$ for masked data set, than between TROPOMI and OC-CCI, $r = 0.74$ for

FIGURE 6 | TROPOMI (A) $K_d$-UVAB, (B) $K_d$-UVA, and (C) $K_d$-blue against in-situ $K_d$-UVAB, $K_d$-UVA, and $K_d$-blue. Match-ups between TROPOMI $K_d$ data and PS113 in-situ data were searched for within ±2 days and 5.5 km radius of the in-situ measurement. If more than one match-up was found within these search criteria, the mean TROPOMI and in-situ $K_d$ were calculated with standard deviation shown as error bar.
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FIGURE 7 | (A) TROPOMI, (B) OLCI, and (C) OC-CCI $K_d$-blue gridded at 0.083° as mean for 11 May to 9 June 2018. (D) RMSD provided in the OC-CCI product which was wavelength-converted to blue spectral range.

TABLE 3 | Comparison between TROPOMI against OLCI and OC-CCI $K_d$-blue, $K_d$-UVA and $K_d$-UVAB calculated on daily gridded data (0.083°) over time period 11 May to 9 June 2018.

| $K_d$         | Data set  | $a$ [m$^{-1}$] | $b$ [m$^{-1}$] | $r$  | Bias [m$^{-1}$] | MAE [m$^{-1}$] | RMSD [m$^{-1}$] |
|---------------|-----------|----------------|----------------|-----|----------------|---------------|-----------------|
| TROPOMI vs. OLCI | Blue Full | 0.38           | 0.034          | 0.45 | 0.005          | 0.026         | 0.102           |
|               | Masked    | 1.02           | $-$0.002       | 0.77 | 0.001          | 0.015         | 0.028           |
| TROPOMI vs. OC-CCI | Blue Full | 0.57           | 0.021          | 0.45 | 0.004          | 0.022         | 0.076           |
|               | Masked    | 1.23           | $-$0.015       | 0.74 | 0.003          | 0.015         | 0.027           |
| OC-CCI vs. OLCI | Blue Full | 1.10           | $-$0.004       | 0.68 | 0.002          | 0.015         | 0.085           |
|               | Masked    | 0.86           | 0.009          | 0.92 | 0.002          | 0.009         | 0.017           |
| TROPOMI vs. TROPOMI | Blue vs. UVA | Full | 1.01           | 0.019          | 0.44 | 0.020          | 0.039         | 0.073           |
|               | Masked    | 0.82           | 0.028          | 0.55 | 0.019          | 0.031         | 0.041           |
|               | Blue vs. UVAB | Full | 0.69           | 0.054          | 0.53 | 0.037          | 0.051         | 0.071           |
|               | Masked    | 0.99           | 0.040          | 0.64 | 0.039          | 0.045         | 0.052           |

Given are slope $a$ and intercept $b$ from linear total-least-square regression, Pearson correlation coefficient $r$, bias, mean absolute error (MAE), and root mean square difference (RMSD).

masked data set. We note that the VRS fit factors underlying the $K_d$-blue product were corrected such that TROPOMI vs. OLCI yields a slope of one for an even smaller data set ($K_d$-blue $< 0.15$ m$^{-1}$). For the larger masked data set ($K_d$-blue $< 0.3$ m$^{-1}$), a slope of unity is still found. Higher correlation is found between the multispectral data sets ($r = 0.92$). However, biases are observed depending on $K_d$-blue range. OC-CCI is larger than OLCI for small $K_d$-blue values, lower for medium $K_d$-blue values and again larger for the highest $K_d$-blue values in the data set. The hyperspectral UV $K_d$ were only compared to TROPOMI $K_d$-blue and not to the multispectral data sets, since the wavelength conversion is less valid for the shorter wavelengths and the intercomparison indirectly contains information of the UV $K_d$ with the multispectral products. The correlation between $K_d$-blue and $K_d$-UVA is lower than the one between $K_d$-blue and $K_d$-UVAB, contrasting the finding on the relationship between the $K_d$ from the in-situ $K_d(\lambda)$.

3.3. $K_d$ Retrieval Sensitivity

The overall retrieval performance was additionally evaluated through the sensitivity analysis with respect to chosen RTM settings. The varied atmospheric and surface parameters have a different influence on the filling-in by VRS as determined by Equation 2. The influence of AOD and wind speed is largest for the blue fit window and decreases with decreasing wavelength. It is negligible for wavelengths shorter than 360 nm. The influence of the ozone concentration is largest at the short wavelengths. It is negligible for wavelengths longer than 370 nm. Results for changes in AOD and wind speed were therefore only investigated.
FIGURE 8 | Deviation of derived from expected $K_d$ in case of (A) reduced AOD, (B) increased AOD, (C) reduced wind speed, (D) increased wind speed, and (E) reduced ozone column for different SZA. Results were averaged for different VZA with the standard deviation given as errorbar. Panels (A,B) show results for $K_d$-UVA, (C,D) for $K_d$-blue, and (E) for $K_d$-UVAB.

The influence of aerosols on the $K_d$-blue retrieval was already presented in Oelker et al. (2019). A constant deviation over the $K_d$-blue range was found which was less than $-5\%$ for the reduced AOD scenario and less than $+20\%$ for the increased AOD scenario. Figures 8A,B show that the influence of aerosols on the $K_d$-UVA retrieval is similar in magnitude. The effect of aerosols on the $K_d$-UVAB retrieval (not shown) is significantly lower with only $+5\%$ deviation for the increased AOD scenario. Figures 8C,D show the $K_d$-blue retrieval sensitivity with respect to wind speed. For most SZA, an altered wind speed causes deviations from the expected $K_d$-blue well below $5\%$. Larger deviations of up to $\pm 10\%$ are found for specific SZA at the lower SZA range ($\leq 15^\circ$) depending on wind speed. The influence on $K_d$-UVA was even smaller as expected from the behavior of the filling-in by VRS. For the same specific SZA, deviations up to $\pm 5\%$ can be found (not shown). The influence of the ozone column on the $K_d$-UVAB retrieval is below $5\%$ shown in Figure 8E.

Figure 9 shows the change in $K_d$-UVAB caused by the altered parameterizations with respect to the standard scenario, calculated as $(K_{d}^{\exp} - K_{d}^{\text{std}})/K_{d}^{\text{std}}$. Implemented changes cause drastic changes in $K_d$-UVAB. The influence of the water absorption coefficients, MAA absorption, and a high CDOM spectral slope is especially large. For the clearest waters, the water absorption by Pope and Fry (1997) leads to an increase in $K_d$-UVAB by $200\%$. A similar increase is found for MAA...
absorption for waters with highest Chla content. Since the reference wavelength for CDOM absorption is in the visible spectral region, an increase in CDOM spectral slope causes extreme changes in $K_d$-UVAB (about 200-430%). The other tested variations in CDOM parameterization in comparison lead to moderate changes in $K_d$-UVAB below 100%.

Figure 10 shows retrieval sensitivity results for the oceanic parameters for $K_d$-UVAB. It can be seen that the retrieval performance is robust for $K_d < 0.3 \text{ m}^{-1}$ which is highlighted in gray in Figure 10. This finding is in accordance with what we have seen in the comparison of $K_d$-blue with the multispectral data sets, the TROPOMI $K_d$ can be well-retrieved for scenes with $K_d < 0.3 \text{ m}^{-1}$, discussed in Section 4.3. At higher $K_d$ values, especially when considering MAA absorption and CDOM slope coefficients at high SZA (>60°) at high VZA (>65°), large error bars are obtained for the retrievals. This effect should be kept in mind, when the algorithm is applied in high latitudes. In the investigated Atlantic region, SZA are only moderately high and satellite pixels with high VZA are screened out by the cloud filter due to their larger pixel size. In the following, we focus on the $K_d$ range below 0.3 m$^{-1}$.

The change in water absorption spectrum results in an overestimation of 15% for clear water scenarios which reduces to zero for high Chla scenarios, see Figure 10A. The overestimation is counter-intuitive, since $K_{d,exp}^\text{UV}$ is higher than $K_{d,exp}$. A changed parameterization often also causes a spectral change in $K_d$ which impacts the VRS fit quality and can result in this unexpected behavior. MAA absorption leads to an underestimation which decreases to 20% at $K_d$-UVAB = 0.3 m$^{-1}$ and can be significantly higher for higher $K_d$-UVAB (Figure 10B). A change in CDOM coefficient causes deviations of ±10% (Figures 10C,D). A reduced CDOM spectral slope results in an overestimation of up to 20% and an increased CDOM spectral slope in an underestimation of up to 30% depending on Chla as shown in Figures 10E,F. The influence on the $K_d$-UVA retrieval was also evaluated with respect to water absorption and CDOM. Results are qualitatively similar, however, the influence is generally smaller. Overestimation up to 10% for the change in water absorption, overestimation of up to 10% in case of reduced CDOM spectral slope, and underestimation up to 25% in case of increased CDOM spectral slope are found. A change in CDOM coefficients leads to similar deviations of ±10%.

Table 4 summarizes the maximum model errors to expect when not correctly parameterizing the oceanic and atmospheric parameters within the TROPOMI $K_d$ algorithm.

4. DISCUSSION

4.1. VRS Retrievability

The VRS signal in TROPOMI-measured backscattered radiances can be successfully identified using DOAS. Spatial patterns of VRS fit factors are consistent with distribution patterns of Chla, the main driver for light attenuation in the open ocean. Absolute values of VRS fit factors retrieved from TROPOMI data are in reasonable agreement with those retrieved from simulated backscattered radiances shown by the successful conversion to $K_d$ using the RTM-based LUTs. TROPOMI VRS fits are very sensitive which is proven by low fit residuals and errors. These are one order of magnitude lower than the results obtained with DOAS from older atmospheric sensors such as GOME, SCIAMACHY, GOME-2 and OMI (Vountas et al., 2003, 2007; Dinter et al., 2015; Oelker et al., 2019). Still, a source of systematic uncertainty could be that the VRS pseudo-absorption cross section compensates the VRS spectral features less well for Chla that substantially differ from the reference value since it is calculated for Chla of 0.1 mg/m$^3$. However, the LUT approach accounts for the variability of Chla, SZA and VZA, thereby lowering to a large extent this effect which we consider sufficient for this feasibility study. The quality of this approach could be further improved in the future by exploring iterative DOAS approaches (e.g., Richter, 2009). The conversion of TROPOMI...
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**TABLE 4** Maximum VRS fit (fit) and model errors provided in percent for the TROPOMI $K_d$ retrievals $<0.3 \text{ m}^{-1}$.

| $K_d$   | Fit | $a_{\text{CDOM}}$ | CDOM-S | $a_{\text{ph}}$ | AOD | WS | $O_3$ |
|---------|-----|-------------------|--------|-----------------|-----|----|------|
| UVAB    | 10  | 10                | 30     | 20              | 5   | 3  | 3    |
| UVA     | 15  | 10                | 25     | 20              | 15  | 5  | 0    |
| Blue    | 20  | 20                | 25     | 10              | 20  | 10 | 0    |

Model errors are defined for not correctly parameterizing in the VRS cross section and LUTs RTM simulations the specific oceanic [CDOM absorption slope (CDOM-S) and coefficient ($a_{\text{CDOM}}$), the phytoplankton absorption ($a_{\text{ph}}$)] and atmospheric parameters [aerosol optical thickness (AOD), wind speed (WS) and ozone concentration ($O_3$)]. They are based on the sensitivity studies presented in section 3.3 and Dinter et al. (2015).

**FIGURE 10** Deviation of derived from expected $K_d$ in case of (A) liquid water absorption by Pope and Fry (1997), and (B) MAA absorption, (C) reduced and (D) increased CDOM coefficient, (E) reduced and (F) increased CDOM spectral slope as function of expected $K_d$. Results were averaged for different VZA with the standard deviation given as error bar.
VRS fit factors to $K_d$ yielded better results for the UV and short-blue than for the blue fit window. A simple additive correction was necessary here.

The requirement of an additive correction factor that brings together retrieved fit factors with model predictions is a typical DOAS problem (Irie et al., 2015; Seo et al., 2019). Peters et al. (2014) pointed out that theoretical VRS pseudo-absorption spectra are not ideal for compensating VRS structures in actual DOAS measurements of clear waters. Such a mismatch could explain the requirement of a correction term. If this is the case, the effect of this mismatch on the DOAS retrieval is dependent on fit window, since we did not observe an obvious need for a correction of VRS fit factors in the short-blue and UV fit windows. Similar to this study, Oelker et al. (2019) have encountered discrepancies between retrieved VRS fit factors on satellite and simulated backscattered radiances for the sensors GOME-2, OMI, and SCIAMACHY. They managed to reduce this discrepancy by including cross sections in the DOAS fit for GOME-2 and SCIAMACHY which account for spectral features caused by instrumentation. The DOAS VRS fit on OMI data showed no sensitivity to empirical cross sections. We checked if such empirical cross sections calculated from fit residuals over cloudy scenes - which are essentially VRS-free scenes - improve the situation for TROPOMI. No impact on VRS fit factors was found. We therefore suggest a different reason for the required offset correction. While performing DOAS fits on simulated data, we observed a correlation with $O_3$ that is strongest in the blue fit window, weaker in the short-blue fit window and weakest in the UV fit window. This correlation behaves differently for fits of actual satellite scenes. DOAS retrievals targeting $O_3$ also often require additive correction factors, caused by an insufficient quality of the $O_3$ absorption cross section (Spinelli et al., 2015). The effect of $O_3$ on the VRS retrieval should be further investigated to obtain a correction which is independent from other $K_d$ products.

### 4.2. Ultraviolet $K_d$ Product Quality

We relied on in-situ match-up analysis to evaluate $K_d$-UV product quality, on which multispectral sensors do not provide any information. Match-up analysis was not feasible for older hyperspectral sensors due to large ground pixel sizes. Before TROPOMI was launched, OMI had the best spatial resolution with 13 km by 24 km at nadir. The spatial resolution has dramatically increased with TROPOMI to 3.5 km by 7 km at nadir in 2018. This is still a large pixel size for comparison with point measurements, yet our results show a decent agreement between match-ups of hyperspectral and in-situ $K_d$. Since the number of stations and transects was small, we used a loose criterion for searching for match-ups. The temporal discrepancy between satellite and in-situ data certainly adds uncertainty to the comparison, however, the in-situ data for which match-ups were found was sampled in regions with rather low temporal dynamics. A search criterion of ±2 days is therefore certainly not ideal, but a good compromise. Match-ups with in-situ data were obtained within different biogeochemical provinces, the South Atlantic Tropical Gyre (SATL) and the Western Tropical Atlantic (WTRA) according to Longhurst et al. (1995) (compare Bracher et al., 2020). The evaluation of the $K_d$ product quality is therefore restricted to the low $K_d$ range. The discrete station data to derive diffuse attenuation has been obtained close to the ship and uncertainty introduced by residual reflection by the ship’s hull may be large. We could not quantify this effect directly, however, it should be rather small: Within Bracher et al. (2020), using the same station and Triaxus $E_d$ data of our study phytoplankton group Chla including an uncertainty assessment was derived. It showed a homogeneous data set with no differences between closely located station and Triaxus based data. Similarly, also for our in-situ $K_d$ data, no significant difference in values between closely located station and Triaxus data was observed. We want to highlight that we claim the Triaxus data to be not at all influenced by the ship reflectance, since the radiometry installed on the Triaxus system is towed at a distance of >500 m to the ship. Besides, our radiometric measurement set-up at the discrete stations has also been used within the international field intercomparison of radiometer measurements for ocean color validation in 2018. Results showed that measurements from this set-up was within 10% to the other radiometric measurement devices and AERONET-OC reference system in the blue wavelength region (Tilstone et al., 2020).

TROPOMI ultraviolet $K_d$ products are promising as shown by comparison to in-situ data. Overall, there is good agreement between the TROPOMI and in-situ $K_d$. Quality of the in-situ $K_d$ at short wavelengths is limited. The TriOS sensor only measures down to 320 nm and its measurement accuracy appears to decrease toward this lower end of the spectral range as observed also by other users (Nicolaus et al., 2010). Consequently, the in-situ $K_d$-UVAB has a spectral mismatch to the TROPOMI $K_d$-UVAB. Evaluated from the RTM simulations, the in-situ $K_d$-UVAB is expected to be about 5 to 10% lower than the satellite $K_d$-UVAB due to this spectral mismatch, which would imply an even larger underestimation of $K_d$-UVAB by TROPOMI. Potential biases of TROPOMI $K_d$-UVAB need to be checked in the future with high-quality radiometric measurements in the UV spectral range.

$K_d$-UVAB at <1 mg m$^{-3}$ Chla should be larger than $K_d$-UVA resulting from RTM (Dinter et al., 2015), considering that CDOM absorption decreases exponentially with wavelength. A decreasing $E_d$ with decreasing wavelength in the UV is backed up by field data (Baker and Smith, 1982; Conde et al., 2000). An exception might be waters with extremely low CDOM concentrations for which hardly any difference was observed between $K_d$ at 310 and 465 nm (Højerslev and Aas, 1991). However, the ratio between $K_d$-UVA and $K_d$-UVAB is larger than 1 for high-$K_d$ ($>0.3$ m$^{-1}$) waters where we do not expect low CDOM concentrations. The multiplicative bias might be correctable by adding an offset to the VRS fit factors in the short-blue fit window similar to the offset correction performed for $K_d$-blue. We did not try to correct the VRS fit factors used to calculate $K_d$-UVA since no reference is available at the moment.

In addition to these systematic biases, spatial patterns differ between the two $K_d$-UV products. Daily comparisons of the gridded products with $K_d$-blue showed a lower correlation with $K_d$-UVA than with $K_d$-UVAB. This observation contrasts the analysis of the spectral relationships between $K_d$ at different
wavelengths derived from the in-situ $K_d(\lambda)$. However, quality of the in-situ measurements decreases with wavelength, naturally causing the correlation coefficient to decrease with wavelength. Other studies found also a decreasingly robust relationship with wavelength between $K_d$ in the UV range and optical properties in the VIS range (Johannessen et al., 2003; Vasilkov et al., 2005; Smyth, 2011). A very robust relationship between $K_d$ at 310 and 465 nm with correlation 0.998 was found in low-CDOM waters (Højerslev and Aas, 1991). It is therefore not generally clear, how robustly the $K_d$-UV are related to $K_d$-blue in different parts of the ocean. Light attenuation in the UV is mainly determined by CDOM and mycosporine-like amino acid (MAA) absorption. Based on its origin, CDOM has different absorption characteristics. VIS absorption is much stronger for humic substances with less steep spectral slope as opposed to mostly protein degrading substances of marine origin (Nelson and Siegel, 2002).

MAA production depends on UV irradiation and species composition (Vernet et al., 1994) and mainly influences $K_d$-UVAB due to MAA absorption peaks at 330 to 340 nm (for influence on $K_d$-UV, see also discussion in Wang et al., 2021). Presence of MAA should therefore mainly influence $K_d$-UVAB. Since the link between optical properties in different spectral regions of the UV-VIS is not robust from a biogeochemical perspective, it is necessary to directly infer spectral information on light penetration, highlighting the importance of this study. By covering three spectral regions, the TROPOMI $K_d$ products can give insight on CDOM origin and MAA production. The algorithm sensitivity analysis has shown that the $K_d$-VIS retrievals are only moderately sensitive to the chosen RTM parameterization (see further discussion in Section 4.4). Changes in $K_d$-VIS caused by sufficiently large changes in CDOM and phytoplankton absorption should therefore be resolvable.

More in-situ data, covering a larger $K_d$ range and of high quality in the UV spectral region, are necessary to thoroughly evaluate $K_d$-UV performance. A larger data set could then also be used for estimating if a correction term for $K_d$-UVA is necessary as well as for quantifying this correction term.

### 4.3. Blue $K_d$ Product Quality

TROPOMI $K_d$-blue agrees well with OLCI and OC-CCI $K_d$-blue. Differences between the TROPOMI, OLCI, and OC-CCI $K_d$-blue products are within the uncertainties given for the OC-CCI data set. Higher agreement between the two multispectral $K_d$-blue data sets than between multi- and hyperspectral ones has to be put into perspective, considering different ground pixel sizes of the sensors. In addition, a perfect correlation between multi- and hyperspectral products is not expected due to the uncertainty associated with the wavelength conversion.

We therefore want to stress the importance of direct retrievals of $K_d$ at other wavelengths. However, we are confident that the comparison between the hyperspectral and multispectral $K_d$-blue is robust in the oligotrophic waters of our study area because wavelength conversion was calculated from in-situ data measured in exactly these waters in the time period of the study. Evaluating the offset correction term from comparison with OLCI $K_d$-blue for small values ($K_d$-blue $<0.15$ m$^{-1}$) is meaningful. Systematic biases between the data sets cannot be evaluated independently, but comparing them was possible with respect to regional differences, discrepancies for $K_d$-blue values above 0.15 m$^{-1}$, and random errors.

$K_d$-blue product quality is especially good in most of the open ocean, but reduced in areas where $K_d$-blue $>0.3$ m$^{-1}$ which covers less than 5% of the world’s ocean. Oelker et al. (2019) pointed out that the strength of the hyperspectral algorithm lies in low-$K_d$ waters since the VRS signal is highest here. The retrieval sensitivity decreases with increasing $K_d$. In some cases, the hyperspectral algorithm seems to fail for high-$K_d$ scenes causing obvious regional discrepancies in the TROPOMI $K_d$-blue product, as in the waters around Newfoundland, as compared to the multispectral sensor values. Not only the general retrieval sensitivity plays a role for the performance in productive areas, also the model setup. Because we set up our model for case-1 waters, our $K_d$-blue product is only valid for open ocean scenarios. For coastal applications, the model has to be adjusted accordingly. The multispectral algorithms have already been adapted for high-$K_d$ waters. The semi-analytical algorithm by Lee et al. (2005b) has shown to perform well in coastal areas (Lee et al., 2005a) and inland waters (Gomes et al., 2018) whereas the OK2-555 algorithm by Morel et al. (2007b) only covers case-1 waters.

The TROPOMI $K_d$-blue product outperforms other hyperspectral $K_d$-blue products. The product quality is higher in more productive waters than for SCIAMACHY, OMI, and GOME-2. Oelker et al. (2019) limited the $K_d$-blue products from these three older hyperspectral sensors to below 0.15 m$^{-1}$. For these reduced data sets, correlations with OC-CCI $K_d$-blue around 0.65 were achieved. Since their metrics are given for daily comparisons of almost 1 year of data, we cannot compare our monthly metrics one to one. However, TROPOMI $K_d$-blue correlation with the multispectral $K_d$-blue is above 0.7 for the reduced data set including values up to 0.3 m$^{-1}$. The scatter plots presented in Oelker et al. (2019) show that the hyperspectral $K_d$-blue already diverges from the OC-CCI $K_d$-blue in this $K_d$ regime. Partially, this improvement is caused by the much lower ground pixel size of TROPOMI, which is closer to the multispectral satellite footprints, and thus reduces the representation error between the data sets. Smaller ground pixel sizes also reduce the inhomogeneity in satellite scenes improving fit quality. The improved DOAS fit quality of TROPOMI compared to its heritage sensors has also been found for UV-VIS retrievals of atmospheric trace gases (Seo et al., 2019; van Geffen et al., 2020). The spread in the scatter plots appearing as a “butterfly shape” was first observed by Dinter et al. (2015) for SCIAMACHY and has appeared in all comparisons between hyper- and multispectral $K_d$ products so far (see Supplementary Material for TROPOMI scatter plots, Supplementary Figure 4). A systematic difference in the method or sensor measurement technique seems to cause a behavior where multispectral data see high $K_d$ values for scenes for which the hyperspectral $K_d$ is low and vice versa. Hardly any high-$K_d$ scenes occur in the data sets where hyper- and multispectral $K_d$ are in agreement. This behavior was discussed in Dinter et al. (2015) and Oelker et al. (2019) and attributed to low
retrieval sensitivity for high-$K_d$ scenes causing one wing of the distribution and to cloud contamination and large deviations from the average ocean scenario prescribed in the model causing the other wing.

4.4. TROPOMI $K_d$ Products Uncertainty

When specifying the uncertainty of the retrieved VRS fit factor and derived $K_d$ retrievals, several effects have to be taken into account.

Photon-shot noise, related to the number of photons collected in a single measurement and governed by the probability distribution of incoming photons (Burrows and Borrell, 2011), together with readout noise and the detector’s dark signal, are the main sources of random errors in the radiance measurements.

Systematic errors in the VRS fit factors are introduced by an imperfect wavelength calibration and other instrumental features not fully calibrated for in the TROPOMI Level-1 data calibration (e.g., Ludewig et al., 2020) and uncertainties in the reference spectra of all considered atmospheric absorbers, RRS, VRS and oceanic weighting function. The uncertainties in the reference spectra are propagated into the conversion of the VRS fit factor into $K_d$. The LUTs, used for the conversion, further introduce systematic uncertainties by not fully representing atmospheric and oceanic optical properties. In addition, the presence of clouds could lead to significant uncertainties in satellite retrievals.

Within our retrieval the errors introduced by clouds can be considered as marginal as we apply a strict cloud filtering. The VRS fit factor error represents random errors listed above and also includes most of the systematic errors considering imperfect wavelength calibration, instrumental effects and uncertainties in the reference spectra. The results from the retrieval sensitivity studies (provided in Section 3.3, Dinter et al., 2015; Oelker et al., 2019) as quantitative assessment of the TROPOMI $K_d$ uncertainty give information on the systematic errors introduced by specific settings of the parametrizations in SCIATRAN related to LUTs to convert the VRS fit factor into the $K_d$ value which are discussed in the following.

The influence of atmospheric and surface parameterizations on the TROPOMI $K_d$ retrievals can be considered generally low. Uncertainties increase with the difference between conditions found for an actual satellite scene and the average ones used in the simulated standard scenario. Largest uncertainties can be expected for scenes with high aerosol loadings, which only occur in specific regions and times of the year (Remer et al., 2008). For the Atlantic region, Saharan dust storms can have a significant influence (e.g., van der Does et al., 2016). Maritime aerosols were investigated here while terrestrial dust might have even stronger impacts. However, these critical scenes are largely removed through the strict cloud filter criterion used in the retrieval (cloud fraction of 0.01). We conclude that the here presented LUT presents a solid basis for $K_d$ retrievals in the blue and UV spectral range. Compared to other semi-analytic approaches, the degree of assumptions made is similar. For instance, RTM simulations for the $K_d$ method by Lee et al. (2005a) were also made for a mean global wind speed. Nevertheless, to further enhance the quality of the LUT-derived $K_d$ in the future, the dimensionality of the LUT can be further increased to include aerosol loading, wind speed, and ozone column as input parameters that can be taken from ancillary data sets with sufficient quality. Parameters like aerosol optical depth and ozone column are even provided by the TROPOMI sensor.

With respect to the oceanic parameters, the TROPOMI $K_d$ retrievals are rather insensitive to the chosen RTM parameterization compared to the large variability that this parameterization causes in $K_d$ in the UV spectral range. The analysis in this study focused on the UV spectral range for two reasons: (1) the influence of oceanic parameterization on the $K_d$-blue was already discussed in Dinter et al. (2015) and Oelker et al. (2019) and (2) parameterization in the UV spectral range is less straightforward since a simple parameterization with Chla as used in the visible region for case I waters is not suitable (Vasilekov et al., 2002b; Morel et al., 2007a). As demonstrated by the sensitivity analysis, the exact oceanic RTM parameterization is not of importance since a change in oceanic parameter causes a change in $K_d$ and VRS. The uncertainties of derived $K_d$ for scenes with large differences to the reference RTM scenario are only a fraction of the change in $K_d$ for these scenes. The sensitivity analysis results underline the robust retrievability of $K_d$ in the UV spectral range using DOAS VRS-fits in combination with a LUT-based approach, as it had been found for $K_d$-blue in Dinter et al. (2015) and Oelker et al. (2019).

$K_p$ retrievals from OC sensors show low uncertainties for the visible spectral range. For the semi-analytical OC-CCI $K_p(490)$ algorithm, Lee et al. (2005b) report that for 90% of the retrieved $K_p(490)$ are within 25% of the in-situ measurement. It is not yet clear if similar quality can be reached for estimation of $K_d$-UV from the UV bands of current OC sensors or the UV wavelengths of the upcoming PACE mission. Due to lower intensity of the solar radiation in the UV, UV measurements are generally closer to the noise level. Also, atmospheric correction is more challenging at these short wavelengths (Frouin et al., 2019). Indirect retrievals of $K_p$-UV from OC bands at visible wavelengths have also shown decent performance. For instance, Fichot et al. (2008) obtain $K_d$(380) with mean relative error of about 10% and $K_d$(340) and $K_d$(325) with mean relative error around 18% from validation with 72 in-situ match-ups. They note that presence of MAA can cause larger errors on their retrieval at the shorter wavelengths. Because of the loose relationship between the spectral range below 360 nm and the visible, (Wang et al., 2021) do not apply their neural network approach in this spectral range. We stress that a direct approach, analyzing the radiation backscattered in the UV wavelengths, should be further pursued to obtain $K_d$ below 360 nm. In addition, the algorithm presented in this study provides an independent approach which can be used as verification for the $K_p$ products from typical OC sensors which is especially important for the to date presented indirect $K_d$-UV OC data which are based on highly empirical approaches. Regions where empirical relationships might not hold are potentially identified.

Since the TROPOMI data acquisition started in May 2018, in-situ radiance measurements of underwater profiles have been very limited. The current in-situ matchup data set is too small to be included in a comprehensive error budget evaluation for our TROPOMI $K_d$ retrievals. We use the maximum retrieval errors
based on the relative VRS fit error (see discussion in Section 4.1) and the results from the retrieval sensitivity studies (provided in Section 3.3 and Dinter et al., 2015) as quantitative assessment of the TROPOMI $K_d$ uncertainty (see Table 4). More precise calculations of the total error of the $K_d$ retrieval are currently not possible since we do not know the distribution function of the optical and atmospheric constituents in the atmosphere and ocean. In addition, the uncertainty which is introduced for the $K_d$ retrieval by the VRS offset correction is not quantified (see discussion in Section 4.1). We expect that the TROPOMI $K_d$-blue error (at least for $K_d < 0.3 \text{ m}^{-1}$) will not be larger than those provided for OC-CCI. This is based on the rather low theoretical retrieval uncertainties, the low relative VRS fit factor errors and that for TROPOMI $K_d$-blue we obtained an agreement to the OC-CCI and OLCI $K_d$ products within OC-CCI RMSD. Since $K_d$-UV retrievals even showed lower relative fit error and theoretical error for atmospheric parametrizations in SCIATRAN, we consider their total error to be similar or even lower.

5. CONCLUSION

We successfully exploited TROPOMI's UV-VIS bands for deriving $K_d$ in the open ocean. This first application of TROPOMI data for oceanic retrievals yields promising results. Two novel $K_d$ products in the UV [312.5 to 338.5 nm (UVAB) and 356.5 to 390 nm (UV)] were presented showing plausible agreement with $K_d$ in-situ data. In addition, a $K_d$ product in the blue was retrieved (390 to 423 nm) that showed a better performance than $K_d$-blue from SCIAMACHY, GOME-2 and OMI in earlier studies. $K_d$-blue agrees well with the wavelength-converted $K_d$(490) products from the multispectral data sets OLCI and OC-CCI. Differences between the three $K_d$-blue products were found to be within the uncertainties of the OC-CCI data set.

The robust agreement of TROPOMI $K_d$ products with multispectral data sets and the reasonable agreement with in-situ data show that VRS can be successfully retrieved using PhytoDOAS and converted to $K_d$ using an RTM-based LUT. Several retrieval sensitivities were investigated in detail, leading to suggestions for LUT improvements for future products. An empirical offset correction had to be applied to the VRS fit factors going into the $K_d$-blue product. The TROPOMI $K_d$-blue product is therefore not independent from the OLCI wavelength-converted $K_d$(490) products used as reference. A correlation with the retrieved atmospheric $O_4$ columns was found that might cause this offset. Finding a correction that aims at the origin of this problem and is independent from other $K_d$ data sets is desirable.

This study presents the first direct satellite retrievals of $K_d$ in the UV spectral range. We view the TROPOMI $K_d$ products as potentially gap-filling, providing information in wavelength regions not accessible with current and, to some extent, also planned ocean color sensors and therefore highly encourage further exploration of TROPOMI data for oceanic UV applications. Valuable information can be drawn in more than 95% of the open ocean. At the current state, TROPOMI $K_d$ products for scenes with $K_d < 0.3 \text{ m}^{-1}$ show reasonable uncertainties. In clear water regions, the TROPOMI $K_d$ products might even outperform the multispectral $K_d$ products from a theoretical point of view. More extensive comparisons with in-situ data are necessary to answer this question. This study therefore also stresses the need for collecting high-quality in-situ radiometric measurements in the UV spectral range. As a next step, a $K_d$ time series over the TROPOMI recording time period can be derived and analyzed on global scales to investigate temporal and spatial stability of the products. Once thoroughly validated, TROPOMI $K_d$-UV data sets can be used, e.g., for modeling of photochemical reaction rates of climatically important chemical substances (Smyth, 2011) and for estimating UV dose rates in combination with mixed layer depth data and UV irradiance above surface (Vasilkov et al., 2001; Smyth, 2011). Intercomparison of the three spectral TROPOMI-derived $K_d$ in the UV-VIS region can give insight on CDOM origin and production of UV-protective pigments by phytoplankton and be used as an indicator for UV-sensitive and optically interesting regions in the open ocean.
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