An approach of re-organizing input dataset to enhance the quality of emotion recognition using the bio-signals dataset of MIT
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ABSTRACT

The purpose of this paper is to propose an approach of re-organizing input data to recognize emotion based on short signal segments and increase the quality of emotional recognition using physiological signals. MIT's long physiological signal set was divided into two new datasets, with shorter and overlapped segments. Three different classification methods (support vector machine, random forest, and multilayer perceptron) were implemented to identify eight emotional states based on statistical features of each segment in these two datasets. By re-organizing the input dataset, the quality of recognition results was enhanced. The random forest shows the best classification result among three implemented classification methods, with an accuracy of 97.72% for eight emotional states, on the overlapped dataset. This approach shows that, by re-organizing the input dataset, the high accuracy of recognition results can be achieved without the use of EEG and ECG signals.
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1. INTRODUCTION

Emotions are natural responses of the human brain to circumstances or external impacts. Positive emotions can be highly effective at work or daily life, whereas prolonged negative emotions can cause human health problems. Emotion recognition is a research topic of interest because it has a myriad of potential applications in life. Emotion recognition models can be used to estimate the level of stress, measure the emotional changes in autism patients, build distance learning programs that can self-adjust to learners' emotions, or develop robots that can interact emotionally with people. Generally, emotion recognition can be divided into three main groups, which are using visual signals (facial expressions, facial gestures), audio signals (human's speech), and physiological signals (galvanic skin response - GSR, electrocardiogram-ECG, electroencephalogram-EEG) to recognize human emotional states.

Previous researches using images and speech have shown remarkable results in accuracy [1]-[6]. However, the reliability of systems using these methods may not be guaranteed in exceptional cases, such as when subjects intentionally change facial expressions and speech, or subjects have defects on face or speech. Meanwhile, physiological signals are the human body's natural responses, they change according to emotional states and cannot be easily controlled. The results of emotion recognition using physiological signals are therefore highly reliable.
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Various types of physiological signals have been used in previous studies on emotion recognition. The author of [7] used fast fourier transform (FFT) and wavelet transform features of 2 channels Fp1 and Fp2 of EEG signals to recognize two classes of (high and low) valence and arousal and achieved the accuracy of 76.34% and 75.18%, respectively. The combination of features extracted from respiration (RESP) and blood volume pulse (BVP) signals and convolutional neural network (CNN) showed an accuracy of 94.02% in identifying six emotional states [8]. The distinguish between negative emotions and neutral state were achieved in [9]. In this research, three physiological signals GSR, heart rate (HR), and RESP were used, and the accuracy of the obtained recognition results is 94%.

Various types of classification techniques have been applied to emotion recognition. Traditional methods, such as linear discriminant analysis (LDA), quadratic discriminant analysis (QDA), k-nearest neighbor (KNN), random forest (RF), support vector machine (SVM),... were adopted in many studies and showed good results. The work in [10] used the KNN classifier, and the result of recognizing five affective states “disgust”, “happy”, “neutral”, and “sad” are 90.83%, 100%, 94.17%, 90.28%, and 43.89% respectively. The authors used the SVM technique to identify two classes (high and low) of valence and arousal on EEG signals [11]. The obtained results are 91.3% and 91.1% of accuracy. Other techniques using deep learning, such as deep neural network (DNN), CNN, long-short term memory (LSTM), have been studied and applied to physiological emotion recognition when working with a large amount of data [8], [12]-[15]. Alhagry et al. [12] proposed an LSTM network for classifying two classes (high and low) of valence, arousal, and liking on EEG signal and achieved an accuracy of 85.65%, 85.45%, and 87.99%, respectively. A method of using pre-trained CNN model was used in [14], which achieved 72.81% and 81.8% accuracy in recognizing two emotion classes on DEAP and the Loughborough University Multimodal Emotion Dataset (LUMED) dataset, respectively.

Many studies used EEG signal [7], [11], [12], [16]-[18] or ECG signal [19]-[23] showed favorable results. However, the use of these signals requires very complicated data collection systems. Meanwhile, the data segments used to identify emotions in these studies are often large (longer than 1 minute), which is unsuitable for identifying transient emotional states and online recognition applications.

The MIT physiological dataset has been used in a lot of previous researches. Picard et al. applied sequential forward floating selection (SFFS) and LDA simultaneously for dimensional reduction and used maximum a posteriori estimation (MAP) for classification [24]. The obtained results showed an accuracy of 81.25% over eight emotional states. Sequential forward selection (SFS) and linear discriminant function (LDF) were applied [25]. The recognition results showed an accuracy of 85% for high/low valence and 87.5% for high/low arousal.

In this work, we proposed an approach to enhance the recognition quality by re-organizing the input data and using statistical features of BVP, EMG, GSR, RESP signals to classify eight emotional states of the MIT dataset. All raw segments of signals in the dataset are divided into shorter segments for data augmentation purposes. It also allows us to speed up the procedure from data preprocessing to classification. The paper is organized into the following sections: section 2 presents data preprocessing and feature extraction; section 3 explains the classification techniques applied in our work, section 4 is the recognition results and discussions, and the conclusions are presented in section 5.

2. DATA PREPROCESSING AND FEATURE EXTRACTION

The MIT dataset consists of 4 different physiological signals: EMG, BVP, GSR, and RESP; which represent eight emotional states: No emotion, Anger, Hate, Grief, P-love, R-love, Joy, and Reverence. All data were recorded throughout many days and divided into two subsets (set A and set B-Figure 1). In particular, set A consists of data recording in 20 days without the faults of sensors. This subset includes 20 files containing signal segments of 4 types of signals (EMG, BVP, GSR, and RESP). Set B includes all the collected data. Each signal segment of set-B is longer than that of set A and contains a corresponding signal segment of the set A within in Figure 1.

2.1. Data preprocessing

Data from set A are sampled at 20Hz, including 20 files corresponding to 20 days of data collection. Each file contains 32 signal segments of 4 physiological signals (BVP, EMG, GSR, and RESP), corresponding to 8 different emotional states. Each segment lasts 100 seconds (including 2000 discrete values). We grouped four signal segments of 4 physiological signals of the same emotional state into a signal set from each file, yielding eight signal sets per file. In total, 160 signal sets corresponding to 8 emotional states (20 signal sets for a state) have resulted from the grouping process.

We implemented a method for segmenting and re-organizing the dataset to speed up the recognition process and augment the amount of data for recognition. For every 100 second long segment of a certain affective state, we cut it into shorter segments that last only 10 seconds. There are two different ways of data...
re-organizing. For the first way, the original segment is divided into ten separate segments with the length of 10 seconds for each (non-overlapped data). For the second way, each original segment is divided into overlapped segments (overlapped data) with an overlap rate of 70%, and the length of each new data segment is still 10 seconds. It means the next segment contains 7 seconds of the previous segment. Each short segment is then labeled corresponding to the label of its original segment. By applying these ways of data re-organizing, we created two new datasets: the first one called "non-overlapped dataset" containing 1600 sets of signals (200 sets per one emotional state, each set has four different types of physiological signal), and the second one called "overlapped dataset" consisting of 4960 signals sets (620 sets per one emotional state). These two new datasets were then divided into the ratio of 80% and 20% for training and testing, respectively.

![Example of setA FMG signal](image)

![Example of setA BVP signal](image)

![Example of setB FMG signal](image)

![Example of setB BVP signal](image)

![Example of setA GSR signal](image)

![Example of setA RESP signal](image)

![Example of setB GSR signal](image)

![Example of setB RESP signal](image)

Figure 1. Physiological signals from two subsets of MIT dataset

### 2.2. Feature extraction

We used statistical features like mean, median, maximum, minimum, standard deviation, variance, range, skewness, and kurtosis to simplify the calculation for short signal segments. Besides, two features: first absolute mean difference (first-degree difference) and second absolute mean difference (second-degree difference), which were used in [24] are also calculated for raw and Z-score normalized signal segments. All features are calculated following the formulas given in Table 1.

| Feature's name | Formula | Feature's name | Formula |
|----------------|---------|----------------|---------|
| minimum        | \( \min (X) \) | range          | \( \text{max}(X) - \min(X) \) |
| maximum        | \( \max(X) \) | skewness       | \( \sqrt{N(N-1) \sum_{i=1}^{N} (x_i - \mu_x)^2} / N \) |
| mean           | \( \frac{1}{N} \sum_{i=1}^{N} x_i \) | kurtosis       | \( \sum_{i=1}^{N} (x_i - \mu_x)^4 / N \) |
| Standard deviation | \( \frac{1}{N} \sum_{i=1}^{N} (x_i - \mu_x)^2 \) | first-degree difference | \( \frac{1}{N-1} \sum_{i=1}^{N} |x_{i+1} - x_i| \) |
| variance       | \( \frac{1}{N} \sum_{i=1}^{N} (x_i - \mu_x)^2 \) | second-degree difference | \( \frac{1}{N-2} \sum_{i=1}^{N} |x_{i+2} - x_i| \) |

\( X \) denotes a signal segment; \( x_n \) denotes the nth value of the raw signal segment \((n = 1, 2, ..., N)\); \( N \) is the length of the segment; \( s \) denotes the standard deviation.
In this work, we choose SFFS and sequential backward floating selection (SBFS) as techniques for feature selection. These are two algorithms of the sequential feature algorithms (SFAs) family, which performed well in previous works [7], [24], [25]. The purpose of these algorithms is to reduce the dimension of the initial feature space to a lower-dimensional subspace by choosing only a subset of features, which is considered the most relevant to the problem. SFFS starts with an empty set and then each feature from the initial features set is added in. The best subset of a given number of features is selected according to an evaluation criterion. The SBFS algorithm is similar to the SFFS, but it starts with all initial features, then each feature is consecutively eliminated.

The best feature set was selected from the results of two algorithms SFFS, and SBFS. To do so, the accuracy of the KNN classification technique is used as the evaluation criterion. Using the tool of “grid search with cross-validation” to evaluate the accuracy of KNN, we obtained the cross-validation (CV) scores of SBFS and SFFS which are shown in Figure 2. For the non-overlapped dataset, a subset of 13 features was selected (with the highest CV of 62%). For the overlapped dataset, the subset of 19 features was selected (with the highest CV of 87%). These features will be used as input for the classification algorithm.

Figure 2. Cross-validation score of SFFS and SBFS algorithms

3. CLASSIFICATION

In this paper, SVM, RF, and multi-layer perceptron (MLP) are used as classifiers to recognize different emotional states and compare these techniques' effectiveness on each dataset. SVM finds a hyperplane that best separates classes in the feature space of the data. SVM can work efficiently with both linear and nonlinear data by using kernel functions. Some common kernel functions are linear, radial basis function (rbf) and polynomial (poly). RF is a classification technique that uses a combination of decision trees to create a large classifier through the selection mechanism between trees. RF is very effective for classification problems because it simultaneously mobilizes hundreds of smaller models inside it, with different rules, to make a final decision. This technique has a fast training and prediction speed. It works well on many types of data and has a high ability of noise resistance. MLP neuron networks use successive neuron layers to make predictions corresponding to their input data. This kind of neural network works well on both linear and nonlinear data.

In our works, the rbf kernel is chosen for the SVM classifier. This is the most commonly used kernel function because of its fast calculation and high efficiency on nonlinear data. The appropriate set of hyperparameters of both SVM and RF classifiers were selected using the grid search CV. For neural networks, two hidden layers of the MLP network are used and evaluated. The rectified linear activation unit (ReLU) function in Figure 3 - a non-linear activation function that allows the network to approximate a nonlinear relationship between input features and output labels - was applied to each layer. For selecting the optimal number of neurons in hidden layers, Bayesian Optimization - an optimization algorithm based on the Bayes theorem - was used. To find the minimum value of the target function, Bayesian optimization constructs a function called surrogate function (a probability model) based on the previous evaluation results of the target function. This allows the algorithm to spend more time evaluating promising parameter values, therefore, less time-consuming and computational costs will be spent on areas in which the model shows poor performance. This optimization algorithm is now commonly used for the problem of optimizing the structure of deep neural networks. In addition, we use dropout - a technique that helps avoid the over-fitting phenomenon - for training our neural networks.
4. RESULTS AND DISCUSSION

After training SVM, RF, and MLP classifiers using features vectors (13 features for the non- overlapped dataset and 19 features for the overlapped dataset), the recognition results are summarized in Table 2.

| Classifier | No emotion (%) | Anger (%) | Hate (%) | Grief (%) | P-love (%) | R-love (%) | Joy (%) | Reverence (%) | Total (%) |
|------------|----------------|-----------|----------|-----------|------------|------------|--------|---------------|-----------|
| SVM        | 77.5           | 77.5      | 72.5     | 62.5      | 80.0       | 62.5       | 60.0   | 85.0          | 72.19     |
| RF         | 80.0           | 90.0      | 75.0     | 65.0      | 75.0       | 65.0       | 67.5   | 95.0          | 76.56     |
| MLP        | 77.5           | 77.5      | 75.0     | 67.5      | 80.0       | 57.5       | 62.5   | 87.5          | 73.12     |
| SVM        | 93.55          | 94.62     | 97.85    | 94.62     | 93.55      | 86.02      | 93.55  | 98.92         | 94.09     |
| RF         | 98.92          | 97.85     | 100      | 97.85     | 97.85      | 90.32      | 98.92  | 100           | 97.72     |
| MLP        | 97.85          | 97.85     | 97.85    | 88.17     | 97.85      | 82.80      | 96.77  | 96.77         | 94.49     |

Using the RF classifier on the non-overlapped data, the highest accuracy achieved on the test-set is 76.56%. By using SVM with the same test-set, the accuracy is 72.19%. Testing MLP (with two hidden layers in which there are 128 neurons in the first layer, 96 neurons in the second layer, and the dropout ratio for each layer is 0.2) on this dataset, the obtained accuracy is 73.12%.

For the overlapped dataset, the obtained results are much better than that of the non-overlapped dataset. By using the RF classification technique, the accuracy of recognition results is 97.72%. By using SVM and MLP (with two hidden layers, in which the first layer consisting of 128 neurons, the second layer consisting of 80 neurons, and the dropout ratios for each layer are 0.2 and 0.0, respectively), the accuracy of obtained results are 94.09% and 94.49% respectively, as shown in Table 2.

Table 2 also showed that the lowest accuracy of recognition results is with the R-Love state for both overlapped and non-overlapped data (except the case of using SVM with non-overlapped data, where the classification of Joy state has the lowest accuracy). The highest accuracy is always presented on the Reverence state in both ways of data enrichment (95% for non-overlapped data and 100% for overlapped data).

From the confusion matrices in Figure 4, for non-overlapped data, R-Love and Grief states have the lowest recognition accuracy. For R-Love, 50% of recognition mistakes fall on two emotion states, Joy and P-Love. Negative states (Anger, Hate, Grief) are mostly misclassified to each other or No emotion state. For example, 71% (10/14) of the total misclassifications are of Grief to Anger, Hate, and No emotion; 80% (8/10) are of Hate state to Anger and No emotion.

The result of 76.56% with the non-overlapping data over eight emotional states is almost equivalent to the result of the previous works using the MIT dataset (for example, 81.25% in [24]). Meanwhile, when using overlapping data, our recognition accuracy is over 90% for all used classification techniques - RF, SVM, and MLP. The highest accuracy was obtained by using RF to recognize all eight different emotional states, with an average rate of 97.72%.
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5. CONCLUSIONS

In this paper, we presented a method for re-organizing the MIT dataset by splitting and overlapping data. The obtained result is a much bigger dataset (more than 600 sets of 4 signals per emotional state), with a length of 10 seconds for each signal segment. Using this new dataset with 19 extracted features selected by the SFFS algorithm and applying the RF technique, the recognition results showed high accuracy (97.72%) on all eight emotional states. This indicates that, with an appropriate organization of input dataset, the combination of some physiological signals, such as BVP, EMG, GSR, RESP can also give more accurate results in emotion recognition without EEG, ECG signals.
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