Predictive data clustering of laser-induced breakdown spectroscopy for brain tumor analysis
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Abstract: Limited by the lack of training spectral data in different kinds of tissues, the diagnostic accuracy of laser-induced breakdown spectroscopy (LIBS) is hard to reach the desired level with normal supervised learning identification methods. In this paper, we proposed to apply the predictive data clustering methods with supervised learning methods together to identify tissue information accurately. The meanshift clustering method is introduced to compare with three other clustering methods which have been used in LIBS field. We proposed the cluster precision (CP) score as a new criterion to work with Calinski-Harabasz (CH) score together for the evaluation of the clustering effect. The influences of principal component analysis (PCA) on all four kinds of clustering methods are also analyzed. PCA-meanshift shows the best clustering effect based on the comprehensive evaluation combined CH and CP scores. Based on the spatial location and feature similarity information provided by the predictive clustering, the PCA-Meanshift can improve diagnosis accuracy from less than 95% to 100% for all classifiers including support vector machine (SVM), k nearest neighbor (k-NN), soft independent modeling of class analogy (Simca) and random forests (RF) models.

1. Introduction

As a novel atomic spectroscopy technique, laser-induced breakdown spectroscopy (LIBS) has been applied in many identification fields [1,2]. The pulsed laser is focused on the sample surface and ablates the trace materials. The excited sample forms a plasma in local thermodynamic equilibrium (LTE). By detecting the optical radiation generated by the energy level transition during the plasma cooling process, the characteristic spectrum of each substance can be obtained. Based on the difference of the corresponding spectral signals, the classification and identification of substances can be carried out. Especially for the biomedical field, with advantages like micro damage, real-time, no need to inject molecular markers, LIBS may show greater potential.

Spectral lines of specific wavelengths reflect the corresponding element information. Through the mapping of the sample surface, the elemental distribution can be analyzed [3,4]. Meanwhile, LIBS can also identify the half-life cycles of elements in biological tissues [5]. Combined with chemometrics, it can also reveal the dietary intake of different livestock [6]. Besides, LIBS has been used in the diagnosis of several diseases. For instance, the diagnoses of Alzheimer’s disease [7], melanoma [8], blood cancers [9] and cervical cancer [10] based on LIBS technique all achieve high accuracies than traditional medical diagnostic methods. Especially for the tumor diagnostic field, the diagnostic accuracy exceeds 90% for most tumors [8–10].

Since the spectral difference of the analyte is usually very subtle, a chemometric model or machine learning model is usually established for identification [11]. However, building a
classification or identification model usually need a large number of label-known data. In some cases, it is difficult to collect enough label-known data and sample categories not involved in modeling will affect the identification accuracy. Even though some methods to generate the simulated spectra can solve the problem of insufficient data \cite{12}, the accuracy of the supervised learning models trained with simulation data still needs to be improved. Especially in the biomedical field, biological tissue types vary widely and some types are unknown. This makes it difficult to improve the accuracy of the model by simulating existing spectral data. Therefore, in order to achieve the high diagnostic accuracy, the information besides the sample labels needs to be considered together. For example, unsupervised clustering may play an important role for tissue spectroscopic analysis.

Several clustering methods have been proposed to process the LIBS data, for instance, K-means \cite{13–15}, hierarchical clustering analysis (HCA) \cite{16,17} and Iterative Self-organizing Data Analysis Techniques Algorithm (ISODATA) \cite{16}. These clustering methods distinguish the messy spectral data according to the data distribution. It has always been the focus of research in this field, not only for the preliminary judgment of qualitative analysis, but also for the preliminary processes of quantitative analysis \cite{18–20}. For instance, using clustering algorithms to evaluate the classifiers in ensemble learning can effectively improve quantitative accuracy \cite{20}. However, several types of clustering errors during the analyzing process are also noticed. Among them, there are some typical ones like that, the number of clusters is different from the actual number of sample categories, different kinds of samples are grouped into the same cluster, and the same kind of samples are grouped into different clusters. Each clustering method may generate different clustering errors during the application process. There is also a lack of appropriate evaluation criteria of clustering methods. Usually, the distance between clusters and distance within clusters are used as the evaluation criteria of clustering effect. Among them, the most representative indicator is the Calinski-Harabasz (CH) score \cite{21}. This is an internal quality evaluation standard, the higher the CH score, the better the clustering effect. However, this evaluation method is not comprehensive. Even if the internal quality based on distance is very high, clustering errors still may occur. In addition to internal quality of clustering performance evaluation, external quality should also be considered.

Meanwhile, we often hope to see the distribution of data points intuitively, but static images can only reflect 2D and 3D information. The data distribution of high-dimensional data cannot be visualized and analysis of high-dimensional data takes a long time. In order to reduce the analyzing time and improve the recognizability of data features, some dimensionality reduction methods like principal component analysis (PCA) have been used in the LIBS analysis field \cite{22}. After the dimensionality reduction based on PCA, the first few principal components (PCs) retain most of the original variance information. Meanwhile, after the mapping processing, the data distribution has also been changed. The visual data distributions can be analyzed by selecting the scores from two or three PCs for plotting \cite{23,24}. However, only clustering based on the distribution value ranges of PC scores cannot distinguish all the samples well \cite{25,26}. It partially relies on the operator who set the value ranges. Especially for the non-linear data, the value ranges of PC scores become insufficient for clustering \cite{27}. The PCA method still needs to be combined with other chemometric methods to cluster LIBS data, objectively \cite{28}. Sometimes, during the clustering process, using PC scores as model inputs can show better performance \cite{29}. However, the effect of PCA on each clustering algorithm is still unclear. Furthermore, cluster analysis can only divide samples into different categories, and cannot specifically identify the types of samples. Identification based on supervised learning is still an important analysis step. Combining it with unsupervised clustering learning methods may further improve the sample analysis mechanism. Although some supervised learning methods have been used to further identify the samples in one cluster \cite{30}, the previous method is still not an improvement to the
In this paper, we introduce the Meanshift algorithm to cluster the LIBS spectra of brain tumor and infiltrating tissues. The Meanshift and three other clustering algorithms that have been used are compared based on the original spectral data and spectral PC scores. In order to comprehensively evaluate the performance of each clustering method, we propose an evaluation index as cluster precision (CP) score to use together with CH score. The higher the CP score is, the better the clustering effect will be. The CP score is based on the correctness of the predictive number of classes and the correctness of the sample point clustering results. CH score evaluates from the internal factors of the data, and more consider the influence of the data distribution. While it ignores the influence of other factors on the clustering results besides the data. These external factors may include the degree of adaptation between the data and the clustering algorithm. As a supplement, CP score can evaluate these factors from the perspective of clustering results. Therefore, evaluation based on both CH and CP scores is more conducive to comprehensively measuring the performance of a clustering method. Meanwhile, we evaluated the impact of dimensionality reduction method PCA on the performance of each clustering method. Through the evaluation, we found the best combination of dimensionality reduction and clustering algorithm to do the pre-clustering of spectral data. At the same time, the supervised learning identification of spectral data was performed and the diagnosis accuracy of brain tumor and infiltrating tissues was evaluated on the basis of both clustering and identification. When perform the identification and classification based on LIBS, because of the different choices of classification models, the LIBS identification results may have differences in accuracy for the same spectral data. This reflects the data dependence of various models. Therefore, in different application fields, we usually need to evaluate and select the best model. The application in clinical brain tumor diagnosis is also according to this process. The proposed technology can significantly improve the accuracy of LIBS tumor diagnosis and make the diagnostic accuracy is no longer obviously dependent on the selection of the supervised classification model. In the future, this technology can promote the better application of LIBS in the field of disease diagnosis.

2. Materials and methods

2.1. LIBS diagnostic setup

The schematic of the experimental LIBS setup for brain samples measurement has been illustrated in our previous work [31,32]. So we just mention some important experimental details here. A desktop LIBS system was built to measure excised tissue. A homemade He-Ne laser ($\lambda = 632.8$ nm) was used as pointing laser to indicate ablation points. A homemade flash-pumped Q-switched Nd: YAG laser ($\lambda = 1064$ nm, pulse frequency 1 Hz, pulse duration $\tau = 5$ ns, beam diameter Ø6 mm, energy 40 mJ/pulse) was used to excite the sample’s surface. The laser was focused on the sample surface by a convex lens with a focal length of 100 mm. The plasma radiation was collected into the fiber (Ø 600 $\mu$m) through a convex lens with a focal length of 36 mm. The outlet of optical fiber was connected to a two-channel spectrometer (AvaSpec 2048-2-USB2, Avantes). The spectrometer covered a range of 190 nm to 1100 nm with a resolution of 0.2~0.3 nm. External trigger used in the system included a photodetector and a digital delayer (SRS-DG535, Stanford Research System). When the photodetector detected the plasma radiation signal, the spectrometer was triggered by DG535 after a preset delay time. This preset spectral acquisition delay time was 1.29 $\mu$s. The integration time of CCD was 2 ms. A three-dimensional motorized stage was used to adjust the focus position of the laser on the samples. Each shot was focused on a fresh position.
2.2. Sample collection

Human brain tumor tissues were obtained from the Department of Pathology in Sanbo Brain Hospital after routine tumor surgery. Brain tumor and infiltrating tissue samples were collected from the same glioma patient. As the most common primary tumor in the central nervous system, glioma infiltrates from the primary tumor to surrounding healthy tissue [33]. The infiltrating tissue has the similar color and texture compared with both glioma and healthy brain tissue, even the LIBS spectra of them are very similar [31]. Therefore, the glioma and infiltrating tissue are representative to be used as unknown tissue of the identification in brain tumor surgery, and the results can play an evaluation role in the application of clustering algorithms in tissue identification. For each kind of the sample, half was made as paraffin-embedded samples and used for pathological examination, and the other half was prepared freshly on the glass slides for LIBS measurement. All the spectra belong to fresh samples. 1200 original spectra for each kind of sample were collected. In order to reduce spectral fluctuations, the most similar 50 percentage spectra were chosen based on the ascending order of cosine values of the inner angle between each spectrum and the average spectrum according to our prior experience [34]. Then, an average value for every three adjacent spectral data was calculated and we got 200 spectra for each kind of tissue. The average LIBS spectra of glioma and infiltrating boundary tissue are shown in Fig. 1. We calculated the relative standard deviation of each line in the original spectrum and the final spectrum, and took the average value of the RSD of all lines as the RSD of this data type. As shown in Table 1, compared with the original data, the finally obtained spectral data has a higher degree of stability.

![Fig. 1. The average LIBS spectra of glioma and infiltrating boundary tissue.](image)

| Spectral data types                  | Average RSD values (%) | Original spectra | Final spectra |
|-------------------------------------|------------------------|-----------------|--------------|
| Glioma                              | 19.38                  | 3.44            |
| Infiltrating boundary tissue        | 15.58                  | 3.71            |
2.3. Cluster evaluation criteria and the meanshift clustering method

Usually, the distance between clusters and distance within clusters are used as the evaluation criteria of clustering effect. Among them, the most representative indicator is the Calinski-Harabasz (CH) score [21]. As formula (1) shown, this is an internal quality evaluation standard.

\[
CH = \frac{\text{tr}(B)/(k - 1)}{\text{tr}(W)/(M - k)}
\]

where \(\text{tr}(B)\) is the trace of distance difference matrix between classes, \(\text{tr}(W)\) is the trace of distance difference matrix within one class, \(M\) is the quantity of total spectral data, \(k\) is the predictive number of clusters. When all of the data were predicted as one cluster, the CH score is 0. The higher the CH score is, the better the clustering effect will be.

As formula (2) illustrated, we proposed another evaluation index as cluster precision (CP) score. The CP score measures the accuracy of the clustering from the external clustering results. It takes into account the deviation of the number of clusters and the misclassification of points within the cluster, and supplements the factors that cannot be measured by internal indicators.

\[
CP = 100 \times \frac{\min(k, t)}{\max(k, t)} \sum_{i=1}^{k} \frac{n_i}{M}
\]

where \(t\) is the actual number of clusters, \(i\) is the index of current cluster, and \(n_i\) is the quantity of spectral data of main sample class in current cluster. The total sample amount appears in the denominator, and the number of correctly clustered samples appears in the numerator, so the higher the CP score is, the better the clustering effect is.

The CH score evaluates the distance characteristics of clustering, and the CP score evaluates the clustering accuracy. The comprehensive evaluation of the two criteria can reflect the comprehensive performance of the clustering algorithms. Furthermore, the parameters \(k\) and \(t\) will directly affect the value of the CP score. Because the smaller value of \(k\) and \(t\) is in the numerator and the larger value is in the denominator, no matter whether the number of predicted clusters is larger or smaller than the actual cluster number, the CP score will be reduced proportionally. This shows that no matter if there are more or less predictive clusters, there will be a uniform bias trend. Only when \(k\) is equal to \(t\), the CP score is the highest and shows the better clustering effect. For the influence caused by the points of the clustering error in each cluster, it is reflected by the summation term in the formula.

We introduce the Meanshift algorithm to cluster the LIBS spectra of brain tumor and infiltrating tissues. The Meanshift algorithm was first proposed in 1975 for the pattern recognition [35], and nowadays it has been recognized as a robust approach toward feature space analysis [36]. It has played a good role in image processing fields such as satellite applications [37]. The Meanshift and three other clustering algorithms (K-means, ISODATA and HCA) that have been used in LIBS field are compared based on the spectral data and spectral PC scores, respectively. The flowchart of the Meanshift algorithm is shown in Fig. 2. First, randomly select a point from the unmarked data points as the starting center point. All data points appearing in the area centered on this point with a certain radius \(R\) are classified into one cluster. Calculate the average vector distance between the center point and each point in the surrounding area as the vector \(\text{shift}\). Then, the center moves along the \(\text{shift}\) direction and the moving distance is its absolute value. If the vector \(\text{shift}\) converges to zero, this cluster has been distinguished completely. If the distance between the center and another existing cluster center is less than the threshold, these two clusters will be merged. Repeat this process until there are no un-clustered points.
Fig. 2. The flowchart of Meanshift clustering method (db: the distance between center and another existing cluster center, dt: the distance threshold).
3. Results and discussion

3.1. Predictive data clustering based on the spectra

As shown in Fig. 1, 21 lines and molecular bands can be distinguished and they are listed in Table 2 with their corresponding elements or molecules. The 21 spectral lines and bands in the whole spectral range are related to 8 elements (Mg, Ca, Na, H, N, K, O and C) and 6 molecular band clusters (2 CN clusters and 2 C\textsubscript{2} clusters). The number of emission lines measured by the tumor tissue and the boundary tissue is exactly the same, which may be mainly due to two reasons. One of them is that the two types of samples are still biological brain tissues in nature, with the same element types, only the content of some elements is different. The second is that although the boundary tissue is close to healthy brain tissue, it still contains some cancer cells, which further causes it to resemble tumor tissue. In the tumor tissue, it can be seen that the intensity of the emission line of Ca element is slightly higher than that of the boundary tissue, which is mainly caused by the possible calcification in the tumor area. Although Mg is often associated with tumors, the difference in the spectral lines of Mg in the two types of sample spectra is small, and it is difficult to distinguish by visual observation. Since the spectral difference shown in Fig. 1 is very subtle, a chemometric model or machine learning model should be established for analysis. Using the spectral data as inputs, Meanshift and three other kinds of clustering methods are evaluated. As mentioned before, the clustering models can divide samples into different categories, but cannot specifically identify the types of samples.

| Elements and molecular fragments | Line/Band Wavelength(nm) |
|----------------------------------|--------------------------|
| Mg II                            | 279.1, 279.8             |
| Ca II                            | 393.4, 396.8             |
| Ca I                             | 422.7                    |
| Na I                             | 589.0, 589.6, 818.3, 819.5|
| H I                              | 656.3                    |
| K I                              | 766.5, 769.9             |
| O I                              | 777.4                    |
| CN (1,0)                         | 358.4                    |
| CN (0,0)                         | 384.6, 385.7, 386.5, 388.0|
| C\textsubscript{2} (0,0)         | 516.8, 517.9             |
| C\textsubscript{2} (0,1)         | 558.5                    |

As shown in Fig. 3, the clustering result of each method is different, and the number of clusters is also different. Through the Meanshift algorithm, the two kinds of tissues were identified into one cluster. The radius $R$ in the Meanshift algorithm was determined as the decile of average distance between each data point and the first given center. The threshold for cluster merging is 0 by default. Meanwhile, the ISODATA clustered the samples as four types. Different with three other kinds of clustering methods, the K-means algorithm need to preset the cluster numbers. In our analytical process, according to the number of known sample types, the number of clusters is preset to 2. So, the CP score cannot reflect the automatic clustering accuracy. The presetting process brings inconvenience to its practical application.

Evaluated by the CH score and the proposed CP score, the results are listed in Table 3. The Meanshift cannot cluster the spectral data as two types. Due to this reason, it is apparently not a good method to do the predictive data clustering. With the highest CH and CP scores, the HCA
Fig. 3. The clustering results of K-means, Meanshift, ISODATA and HCA.

is the best clustering method. Meanwhile, the two indicators reveal the effect of clustering from
different aspects, but for different clustering methods, the shown trends are similar.

Table 3. The evaluation results of clustering abilities based on spectral data

| Cluster methods | K-means  | Meanshift | ISODATA | HCA     |
|-----------------|----------|-----------|---------|---------|
| CH score        | 102.33   | 0         | 42.70   | 123.63  |
| CP score(%)     | 94.75    | 25.00     | 49.50   | 99.00   |

3.2. Predictive data clustering based on the PCA scores

In order to further evaluate the impact of the dimensionality reduction method PCA on the
clustering algorithms, we preform the PCA of spectral data and using PC scores for the clustering.

The cumulative variances of different number of principle components (PCs) are illustrated in
Fig. 4. In many situations, the first several PCs can already represent a large part of cumulative
variances. However, for the spectral data of brain tumor tissues, it is different. The information
distribution is relatively even. The first three PCs only represent a cumulative variance at 60.65%.
The first 399 PCs represent the whole 100% of variances. The uniform distribution of PCA data
for brain tumors is related to the nature of samples. The content of various ions in biological
tissues is related. The balance of element ions reflects the physiological state and has a high
degree of correlation with each other. Therefore, the correlation of variables in the spectral data
is also relatively high. The PCA score distribution is relatively uniform.

By choosing 2 or 3 PCs for visual data representation, we can visually observe the clustering
data distribution in Fig. 5. Through the two PCs plotting, we can roughly see the clusters, but the
boundary still partially relies on subjective judgment by the operator. Through the three PCs
plotting, it can be found that the increasing of PC dimensions does not significantly improve the intuitive clustering effect. The scores of first two PCs are used in the further clustering analysis. The results of PC score clustering based on the same clustering methods are shown in Fig. 6. We can find that the clustering result of Meanshift shows a great improvement but the effect on the ISODATA is non-obvious.

In order to quantify the impact of dimensionality reduction method PCA on the clustering method, we still calculated the CH score representing internal information and the CP score representing external information. As listed in Table 4, for the CH score, all four kinds of clustering methods show an increasing, which indicates that the PCA can improve the data distribution to some extent. However, the effects on the CP score are different. The PCA process changes the data distribution, but the clustering results do not only rely on the data distribution. The clustering result is also related to the principle of the adopted clustering algorithm. Cluster analysis calculation methods can mainly be divided into the following types: partitioning methods, hierarchical methods, density-based methods, grid-based methods, and
model-based methods. Among them, the most widely used is partitioning methods like K-means and ISODATA, hierarchical methods like HCA and density-based methods like Meanshift. Compared with the other two types, the density-based method is more affected by the data distribution.

Table 4. The evaluation results of clustering abilities based on spectral PCA scores

| Cluster methods | PCA-K-means | PCA-Meanshift | PCA-ISODATA | PCA-HCA |
|-----------------|-------------|---------------|-------------|---------|
| CH score        | 264.40      | 311.80        | 268.80      | 297.68  |
| CP score(%)     | 94.75       | 100.00        | 49.38       | 98.25   |

Comparing the original spectra clustering and PC scores clustering together in Fig. 7, we can see that the PCA improves both CH and CP scores of Meanshift greatly. The PCA-Meanshift shows the best clustering performance among all the methods. This may be due to the principle of Meanshift is mainly based on the data distribution. PCA improves the distribution of data, while Meanshift mainly clusters different categories based on data distribution. Compared with the other three algorithms, the Meanshift algorithm assumes that the data sets of different clusters conform to different probability density distributions, and it finds the same kind of sample points through the fastest direction of the increase of the sample point density. It can handle clusters of any shape, and the clustering results are relatively stable. Compared with the similarity, which is the basis of HCA, the sample point density is more affected by the data distribution, so the change in the data space has a greater impact on it. Compared with the K-means clustering algorithm, the Meanshift algorithm does not need to set the number of clusters, making analysis and application more convenient. Similarly, Meanshift requires fewer parameters than ISODATA.
3.3. Predictive data clustering combined with supervised learning methods

The CP score of PCA-Meanshift is exactly 100%, which means that all data are clustered well. Combined with the supervised subsequent classifiers, this predictive data clustering method can be used to improve the identification accuracy. In this work, the data of the training set and the test set are collected from different areas of the tissue, and do not contain the same data each other. As commonly used simple chemometric classification models in LIBS field, the SVM and k-NN models for the identification of glioma and infiltrative have been built by our group based on the limited spectra [31]. However, the highest accuracies of k-NN and SVM are only 89% and 95%, respectively. Although the diagnostic accuracy is higher than the existing methods, we hope that the diagnosis accuracy can be higher for the diagnosis during the surgery. Therefore, for the same dataset, we perform the PCA-Meanshift for clustering first. Then, in each cluster, all data are labeled based on the majority of predicted labels based on supervised methods in this cluster. The whole process about combining predictive data clustering with supervised learning methods is shown in Fig. 8. In all the measured raw data, 75% of the data are divided into the
training set and 25% were divided as testing set. Then the trained supervised classifiers are used to predict the sample labels of testing set data. When combining predictive data clustering with supervised classifiers, there’s no need to train models again. We just perform predictive clustering analysis on the testing data set. Then, the predicted labels of the supervised classifier and the results of the predictive clustering are analyzed comprehensively. The label with the largest number in each cluster is used as the label of all sample points in the cluster.

As shown in Fig. 9, the diagnostic accuracy achieves 100% for both SVM and k-NN. Compared with the highest accuracy without the predictive clustering, the proposed method increases the diagnostic accuracy to an ideal level. Furthermore, we also analyze other supervised learning methods like Random Forests (RF) and Simca which are usually used in the LIBS analysis. Compared with SVM and k-NN, these two kinds of models have lower diagnostic accuracies at 84% and 81%, respectively. Even though, the diagnostic accuracies can be improved to 100% through the proposed pre-clustering method, which are illustrated in Fig. 9.

![Fig. 9. The diagnostic accuracies of four supervised learning models with or without predictive data clustering.](image)

In this proposed hybrid analytical process, the predictive data clustering plays a role in rigorous clustering based on data characteristics. Afterwards, specific type labels are assigned to each cluster based on the supervised learning methods. Different from directly determining the specific label of each cluster through some known label data in the cluster, the entire hybrid analytical process is completely through model prediction. Once the model is established, the analysis can be completed independently without the need for known data to participate in clustering or classification.

4. Conclusions

Discrimination of the infiltrative boundary of glioma is an important issue that plagues clinical medicine. In this work, a predictive clustering method is proposed to improve the accuracy supervised classification models for identifying glioma and boundary tissue. The predictive data clustering process is carried out individually with the supervised diagnostic process. The result of pre-clustering is used to modify the diagnosis result of supervised learning models. The hybrid method combining the predictive clustering and supervised learning can improve diagnosis accuracy to an ideal level as 100%, and the proposed pre-clustering method greatly reduces the
dependence of diagnostic accuracy on the supervised models. The predictive clustering has great potential in clinical tissue distinguishing.

At the same time, in this work, we propose a new index CP score for evaluating clustering methods. Combining CH and CP scores can evaluate clustering performance more comprehensively and select the best predictive data clustering method. Then, we evaluate the impact of PCA coordinate transformation on different clustering methods. The dimensionality reduction method PCA has different effects on different clustering methods. It depends on the dependence of the clustering algorithm on the data distribution. The density-based clustering methods like Meanshift are more affected by the data distribution. Therefore, PCA-Meanshift shows the best clustering effect among all compared methods.

Limited by the difficulty of accumulating patient samples, this study is still a preliminary conclusion. As the number of patient cases increases, the model needs to be further optimized. In the future, we should do more intraoperative experimental verification based on multi-center, large case samples. Furthermore, this method should be extended to more situations with unknown tissue types.
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