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ABSTRACT
In this paper, we study the problem of employing pre-trained language models for multi-turn response selection in retrieval-based chatbots. A new model, named Speaker-Aware BERT (SA-BERT), is proposed in order to make the model aware of the speaker change information, which is an important and intrinsic property of multi-turn dialogues. Furthermore, a speaker-aware disentanglement strategy is proposed to tackle the entangled dialogues. This strategy selects a small number of most important utterances as the filtered context according to the speakers’ information in them. Finally, domain adaptation is performed to incorporate the in-domain knowledge into pre-trained language models. Experiments on five public datasets show that our proposed model outperforms the present models on all metrics by large margins and achieves new state-of-the-art performances for multi-turn response selection.

CCS CONCEPTS
- Information systems → Retrieval models and ranking.
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1 INTRODUCTION
Chatbots aim to engage users in open-domain human-computer conversations and are currently receiving increasing attention. The existing work on building chatbots includes generation-based methods and retrieval-based methods. In this paper, we focus on the retrieval-based chats and study the problem of multi-turn response selection. This task aims to select the best-matched response from a set of candidates, given the context of a conversation which is composed of multiple utterances [6, 7, 10].

Previous work has kept utterances separated and performs matching within a representation-interaction-aggregation framework. These methods further extended the matching and attention architectures which improved the performance on this task, such as SMN [10], DAM [13], IMN [3], IoI[9] and MSN [11]. Recently, pre-trained language models have shown to achieve state-of-the-art performance on a wide range of NLP tasks [1]. [4] made the first attempt to employ pre-trained models for response selection. It adopted a simple strategy by concatenating the context utterances and the response literally, and then sending them into the model for classification. However, this shallow concatenation has three main drawbacks. First, it neglects the fact that speakers are always changing in turn as a conversation progresses. Second, it weakens the relationships between the context utterances as they are organized in the chronological order. Third, due to the maximum sequence length limit (e.g., 512 for BERT-Base), pre-trained models are unable to tackle sequences that are composed of thousands of tokens, which, however, is a typical setup in multi-turn conversations.

In this paper, we attempt to employ the pre-trained language model and adjust it to fit the task of multi-turn response selection, in which BERT [1] is adopted as the basis of our work. We propose a new model, named Speaker-Aware BERT (SA-BERT). First, to make the pre-trained language model aware of the speaker change information during the conversation, the model is enhanced by adding the speaker embeddings to the token representation and adding the special segmentation tokens between the context utterances. These two strategies are designed to improve the conversation understanding capability. Furthermore, to tackle the entangled dialogues which are mixed with multiple conversation topics and are composed of hundreds of utterances, we propose a heuristic speaker-aware disentanglement strategy, which helps to select a small number of most important utterances according to the speaker change information. Finally, domain adaptation is designed to incorporate specific in-domain knowledge into pre-trained language models.

We perform the adaptation process with the same domain but different sets under the same setting. We can conclude that adaptation on a domain-specific corpus can help to incorporate more domain-specific knowledge, and the more similar to the task this adaptation corpus is, the more improvement it can help to achieve.

We test our model on five datasets, Ubuntu Dialogue Corpus V1 [6], Ubuntu Dialogue Corpus V2 [7], Douban Conversation Corpus [10], E-commerce Dialogue Corpus [12], and DSTC 8-Track
2-Subtask 2 Corpus [5]. Experimental results show that the proposed model outperforms the existing models on all metrics by large margins. Specifically, 5.5% R@10 on Ubuntu Dialogue Corpus V1, 5.9% R@10 on Ubuntu Dialogue Corpus V2, 3.2% MAP and 2.7% MRR on Douban Conversation Corpus, 8.3% R@10 on E-commerce Corpus, and 15.5% R@10 on DSTC 8-Track 2-Subtask 2 Corpus, leading to new state-of-the-art performances for multi-turn response selection.

In summary, our contributions in this paper are three-fold:

1) A new model, named Speaker-Aware BERT (SA-BERT), is designed by employing speaker embeddings and speaker-aware disentanglement strategy, to make BERT aware of the speaker change information as the conversation progresses.
2) We make further analysis on the effect of adaptation to the performance of response selection.
3) Experimental results show that our model achieves new state-of-the-art performances for multi-turn response selection.

2 METHODOLOGY

Given a dialogue dataset \(D\), an example of the dataset is denoted as \((c, r, y)\), where \(c = \{u_1, u_2, ..., u_n\}\) represents a context with \(\{u_k\}_{k=1}^{n}\) as the utterances, \(r\) is a response candidate, and \(y \in \{0, 1\}\) denotes a label. Specifically, \(y = 1\) indicates that \(r\) is a proper response for \(c\); otherwise \(y = 0\). Our goal is to learn a matching model \(g(c, r)\) by minimizing a cross-entropy loss function from \(D\). For any \((c, r)\) pair, \(g(c, r)\) measures the matching degree between \(c\) and \(r\).

We present here our proposed model, named Speaker-Aware BERT (SA-BERT). Readers can refer to [1] for details of BERT.

2.1 Speaker Embeddings & Segmentations

In order to distinguish utterances in a context and model the speaker change in turn as the conversation progresses, we use two strategies to construct the input sequence for multi-turn response selection.

First, in order to model the speaker change, we propose to add additional speaker embeddings to token representations. The embedding functions as indicating the speaker’s identity for each utterance. For conversations with two speakers, two speaker embedding vectors need to be estimated during the training process. The first vector is added to each token of utterances of the first speaker. When the speaker changes, the second vector is employed. This is done by minimizing a cross-entropy loss function from \(D\).

Second, empirical results in [2] show that segmentation tokens play an important role for multi-turn response selection. To model conversation, it is natural to extend that to further model turns and utterances. In this work we propose and empirically show that using an [EOU] token at the end of an utterance and an [EOT] token at the end of a turn model interactions between utterances in a context implicitly and improve the performance consistently.

2.2 Speaker-Aware Disentanglement Strategy

When more than two speakers are communicating in a common channel, there are often multiple conversation topics occurring concurrently. In terms of a specific conversation topic, utterances relevant to it are useful and other utterances could be considered as noise for them. Note that BERT is not good at dealing with sequences which are composed of more tokens than the limit (i.e., length of time steps is set to be 512). In order to select a small number of most important utterances, in this paper, we propose a heuristic speaker-aware disentanglement strategy as follows.

First, we define the speaker who is uttering an utterance as the spoken-from speaker, and define the speaker who is receiving an utterance as the spoken-to speaker. Each utterance usually has the labels of both spoken-from and spoken-to speakers, which can be extracted from the utterance itself. But some utterances may have only the spoken-from speaker label while the spoken-to speaker is unknown which is set to None in our experiments. Second, given the spoken-from speaker of the response, we select the utterances which have the same spoken-from or spoken-to speaker as the spoken-from speaker of the response. Third, these selected utterances are then organized in their original chronological order and used to form the filtered context. Finally, the utterances selected according to their spoken-from or spoken-to speaker labels are assigned with the two speaker embedding vectors respectively.

2.3 Domain Adaptation

The original BERT is trained on a large text corpus to learn general language representations. To incorporate specific in-domain knowledge, adaptation on in-domain corpora are designed. In our experiments, we employ the training set of each dataset for domain adaptation without additional external knowledge. Furthermore, domain adaptation is done by performing multi-task learning that optimizing a combination of two loss functions: next sentence prediction (NSP) and masked language model (MLM) losses [1]. Specifically, the speaker embeddings can be pre-trained in the task of NSP. If there is no any adaptation processes, the speaker embeddings have to be initialized randomly at the beginning of the fine-tuning.

2.4 Output Representation

The first token of each concatenated sequence is the [CLS] token, with its embedding being used as the aggregated representation for a context-response pair classification. This embedding captures the matching information between a context-response pair, which is sent into a classifier with a sigmoid output layer. Finally, the classifier returns a score to denote the matching degree of this pair.

| Dataset       | Train | Valid | Test  |
|---------------|-------|-------|-------|
| Ubuntu V1     | 1M    | 0.5M  | 0.5M  |
| Ubuntu V2     | 1M    | 195k  | 189k  |
| Douban        | 1M    | 50k   | 10k   |
| E-commerce    | 1M    | 10k   | 10k   |
| DSTC 8        | 11M   | 1M    | 1M    |

Table 1: Statistics of the datasets that our model is tested on.
We tested SA-BERT on five public multi-turn response selection datasets, Ubuntu Dialogue Corpus V1 [6], Ubuntu Dialogue Corpus V2 [7], Douban Conversation Corpus [10], E-commerce Dialogue Corpus [12] and DSTC 8-Track 2-Subtask 2 Corpus [5]. The first four datasets have been disentangled in advance by their publishers and our proposed speaker-aware disentanglement strategy is applied to only the last DSTC 8-Track 2-Subtask 2 Corpus. Some statistics of these datasets are provided in Table 1.

### 3 EXPERIMENTS

#### 3.1 Datasets

We tested SA-BERT on five public multi-turn response selection datasets, Ubuntu Dialogue Corpus V1 [6], Ubuntu Dialogue Corpus V2 [7], Douban Conversation Corpus [10], E-commerce Dialogue Corpus [12] and DSTC 8-Track 2-Subtask 2 Corpus [5]. The first four datasets have been disentangled in advance by their publishers and our proposed speaker-aware disentanglement strategy is applied to only the last DSTC 8-Track 2-Subtask 2 Corpus. Some statistics of these datasets are provided in Table 1.

#### 3.2 Evaluation Metrics

We used the same evaluation metrics as those used in previous work [5–7, 10, 12]. Each model was tasked with selecting the $k$ best-matched responses from $n$ available candidates for the given conversation context $c$, and we calculated the recall of the true positive replies among the $k$ selected responses, denoted as $R_n@k$. In addition to $R_n@k$, we considered mean average precision (MAP), mean reciprocal rank (MRR) and precision-at-one (P@1), especially for the Douban corpus, following settings of previous work.

#### 3.3 Experimental Results

Table 2, Table 3 and Table 4 present the evaluation results of SA-BERT and previous methods on the five datasets. All the results except ours are from the existing literature. Due to previous methods did not make use of pre-trained language models, we reproduced the results of BERT baseline by fine-tuning on the training set for reference, denoted as BERT for fair comparisons. As we can see that, BERT has already outperformed the present models on most metrics, except $R_{10}@5$ on Ubuntu Dialogue Corpus V1 and $R_{10}@1$ on E-commerce Corpus. Furthermore, SA-BERT outperformed the present state-of-the-art performance by large margins of 5.5% $R_{10}@1$ on Ubuntu Dialogue Corpus V1, 5.9% $R_{10}@1$ on Ubuntu Dialogue Corpus V2, 3.2% MAP and 2.7% MRR on Douban Conversation Corpus, 8.3% $R_{10}@1$ on E-commerce Corpus, and 15.5% $R_{20}@1$ on DSTC 8-Track 2-Subtask 2 Corpus. These results show the ability of SA-BERT to select the best-matched response.
and its compatibility across domains (system troubleshooting, social network and e-commerce), achieving a new state-of-the-art performance for multi-turn response selection. Our code has been published to help replicate our results\(^1\).

4 ANALYSIS

4.1 Adaptation Corpus

Table 5: Results on the test set of Ubuntu Corpus V2, by adapting domain with different corpora and fine-tuning all on the training set of Ubuntu Corpus V2.

| Corpus         | R\(_@1\) | R\(_@10\) | R\(_@10@2\) | R\(_@10@5\) |
|----------------|---------|---------|-------------|-------------|
| None           | 0.950   | 0.786   | 0.890       | 0.981       |
| DSTC8          | 0.954   | 0.803   | 0.902       | 0.981       |
| Ubuntu V1      | 0.961   | 0.824   | 0.914       | 0.985       |
| Ubuntu V2      | 0.963   | 0.830   | 0.919       | 0.985       |

We make some further analysis on the effect of adaptation corpus to the performance of multi-turn response selection. We performed the adaptation process with the same domain but different sets. Here, three different sets of Ubuntu were employed: DSTC 8-Track 2, Ubuntu Dialogue Corpus V1, and Ubuntu Dialogue Corpus V2. And then the fine-tuning process was all performed on the training set of Ubuntu Dialogue Corpus V2. The results on the test set of Ubuntu Dialogue Corpus V2 were shown in Table 5.

As we can see that, domain adaptation helps to improve the performance no matter which adaptation corpus was used. Furthermore, adaptation and fine-tuning on the same corpus achieved the best performance. One explanation may be that although pre-trained language models are designed to provide general linguistic knowledge, some domain-specific knowledge is also necessary for a specific task. Thus, adaptation on a domain-specific corpus can help to incorporate more domain-specific knowledge. The more similar to the task this adaptation corpus is, the more improvement it can help to achieve.

4.2 Speaker Embeddings

Table 6: Results on the test set of Ubuntu Corpus V2, by ablating the speaker embeddings (SE).

| Pre-Train | SE  | R\(_@1\) | R\(_@10\) | R\(_@10@2\) | R\(_@10@5\) |
|-----------|-----|---------|---------|-------------|-------------|
| No        | No  | 0.950   | 0.781   | 0.890       | 0.980       |
| No        | Yes | 0.950   | 0.786   | 0.890       | 0.981       |
| Yes       | No  | 0.961   | 0.825   | 0.915       | 0.984       |
| Yes       | Yes | 0.963   | 0.830   | 0.919       | 0.985       |

The speaker embeddings were ablated and the results were reported in Table 6. The first two lines discussed the situation in which the adaptation process were omitted, and the last two lines discussed the adaptation process were equipped with. The performance drop verified the effectiveness of speaker embeddings.

4.3 Speaker-Aware Disentanglement Strategy

To show the effectiveness of the speaker-aware disentanglement strategy, we also applied it to the existing model, such as IMN [3]. The original IMN did not employ any disentanglement strategy and selected the last 70 utterances as the context, which achieved a performance of 32.2\% R\(_@10@1\). After employing the strategy, about 25 utterances were selected to form the context, which achieved a performance of 37.5\% R\(_@10@1\). Similar results can also be observed by employing this strategy to BERT and ablating this strategy in SA-BERT, as shown in Table 4, which verified the effectiveness of the speaker-aware disentanglement strategy again.

5 CONCLUSION

In this paper, we study the problem of employing pre-trained language models for multi-turn response selection in retrieval-based chatbots. A speaker-aware model and a speaker-aware disentanglement strategy are proposed. Experiments on five public datasets show that our proposed method achieves a new state-of-the-art performance for multi-turn response selection. Adjusting pre-trained language models to fit multi-turn response selection and designing new disentanglement strategies will be a part of our future work.
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