Neuro-Adaptive Formation Control and Target Tracking for Nonlinear Multi-Agent Systems with Time-Delay

Kiarash Aryankia, Student Member, IEEE and Rastko R. Selmic, Senior Member, IEEE

Abstract—This paper proposes an adaptive neural network-based backstepping controller that uses rigid graph theory to address the distance-based formation control problem and target tracking for nonlinear multi-agent systems with bounded time-delay and disturbance. The radial basis function neural network (RBFNN) is used to overcome and compensate for the unknown nonlinearity and disturbance in the system dynamics. The effect of the state time-delay of the agents is alleviated by using an appropriate control signal that is designed based on specific Lyapunov function and Young’s inequality. The adaptive neural network (NN) weights tuning law is derived using this Lyapunov function. An upper bound for the singular value of the normalized rigidity matrix is introduced, and uniform ultimate boundedness (UUB) of the formation distance error is rigorously proven based on the Lyapunov stability theory. Finally, the performance and effectiveness of the proposed method are validated through the simulation results on nonlinear multi-agent systems. Comparisons between the proposed distance-based method and an existing, displacement-based method are provided to evaluate the performance of the suggested method.

Index Terms—Agents-based systems, delay systems, formation control, neural networks, stability of nonlinear systems.

I. INTRODUCTION

FORMATION control of multi-agent systems has been inspired by collective animal behavior in nature, e.g. school of fish, formation of birds, pack of wolves, and more. The position-based, displacement-based, and distance-based controls are three general categories of formation control [1]. The distance-based control, in comparison with other methods, requires fewer measurements and higher interactions among the agents [1]. In distance-based formation control methods, interaction topology is usually described by graph rigidity or persistence, while in displacement-based formation control the interaction topology is modelled by connectedness (graph Laplacian) [1]. Interactions can be modeled either by an undirected or directed graph.

Attention to the distance-based control of double-integrator multi-agent systems is growing, as their applications are more common in comparison with single-integrator multi-agent systems. In [2], a distance-based control of single- and double-integrator multi-agent systems is studied. Similar to our work, in [3], authors propose the backstepping design for double-integrator multi-agent systems to address the formation control problem with topology switching.

In comparison with existing distance-based methods such as [4–6], which use single- or double-integrator dynamics for the system, the novelty of this paper is a study of a general class of nonlinear systems with unknown nonlinearity, time-delay on the dynamical states, and disturbance. The formation control problem of nonlinear multi-agent systems with state time-delay function is studied in [7–10], where the authors consider a bounded time-delay for a nonlinear multi-agent system. In contrast with these methods where the Laplacian matrix is used to express the relation among the agents, our control law is based on rigid graph theory. While the formation control problems can be modeled with standard graph theory, a rigid graph theory offers modeling that minimizes the number of edges/distances that one needs to control in order to achieve the desired formation.

In this paper, the objectives are to keep agents, modeled by second-order nonlinear systems, in pre-specified distances from each other and to follow the target within a bounded trajectory. To achieve this, we propose a new control design for the nonlinear multi-agent systems relying on the backstepping control and rigid graph theory. The unknown nonlinear part of the system dynamics, as well as the disturbance, are approximated using NN, where an RBFNN (for more details see [11]) is used to estimate the unknown dynamics. To achieve the formation target tracking, the leader tracks a target within a bounded trajectory while the rest of the agents maintain the desired formation and follow the leader.

The novelty in this work is a rigorous study and a proof of the multi-agent systems formation stability, when the agents are modeled with the second-order nonlinear dynamics and state time-delay on each agent. The main contributions of this paper are:

(i) The Lyapunov function is selected for the formation control problem and target tracking of second-order nonlinear multi-agent systems. To the best of the authors’ knowledge, this paper is the first contribution proposing a distance-based formation for nonlinear multi-agent systems with state time-delay and disturbance. Compared with existing methods in [8],
the dynamics of the system is not limited to a first-order nonlinear systems.

(ii) Compared with the existing methods [2,10], which use the Laplacian matrix to express the relation among the agents, we use rigid graph theory to represent those relations for a general class of nonlinear multi-agent systems.

(iii) The minimum singular value of normalized rigidity matrix for infinitesimally and minimally rigid framework is utilized to design the neuro-adaptive controller using the backstepping technique to address the formation of nonlinear multi-agent systems. Also, an upper bound for the minimum singular value of the normalized rigidity matrix is introduced.

II. PRELIMINARIES AND PROBLEM FORMULATION

A. Preliminaries

Interaction among the agents of the multi-agent systems is modeled by an undirected graph $G = (V, E)$, where $V = \{v_1, ..., v_N\}$ specifies a set of vertices and $E \subset V \times V$ is its set of edges. With $|V|$ and $|E|$, we denote the number of vertices and edges, respectively. A pair of $(G, p)$ is known as a framework where $p = (p_1, ..., p_N)$, $p_i \in \mathbb{R}^d$, such that $d \in \{2, 3\}$, is the position of vertex $i$ in 2- or 3-dimensional space. More details about rigidity matrix can be found in [4,12].

The number of edges and vertices in 2D is related to rigidity through Laman’s theorem.

**Theorem 1 (13):** A graph $G(V, E)$ in the plane is rigid, if and only if there exists a subgraph $G_1 = (V, E_1)$ where $E_1 \subset E$ with $|E_1| = 2|V| - 3$ in order that for any $V_1 \subset V$, the associated induced subgraph $G_2 = (V_1, E_2)$ of $G_1$ with $E_2 \subset E_1$, satisfies $|E_2| \leq 2|V_1| - 3$.

A graph is minimally rigid in 2D if and only if $|E| = 2|V| - 3$; for more details please see [14].

**Lemma 1 (14):** A framework in 2D, with $N > 2$ is infinitesimally rigid, if and only if rank($R_p$) = $2N - 3$, where $R_p$ denotes the rigidity matrix of graph $G$.

**Lemma 2 (12):** For a vector $v_r \in \mathbb{R}^2$ and identity vector $1_N$, we have $R_p(1_N \times v_r) = 0|E|/2$.

Let us define the normalized rigidity matrix, $R_p$, where each row of the rigidity matrix is divided by the two-norm of that row. Similar notion was first introduced in [15]. Two properties of normalized rigidity matrix are given below.

**Lemma 3:** For infinitesimally and minimally rigid framework in 2D, the diagonal elements of $R_pR_p^T$ are equal to two.

**Proof:** Let $R_p(i, :)$ be an arbitrary row in normalized rigidity matrix as

$$[0,0, R_{21}, ..., R_{2n}, 0,0,..., −R_{2m−1}, −R_{2m−1}, n, 0,0,..., −R_{2m−1}, −R_{2m−1}, n, 0,0,⟩, \tag{1}$$

with $R_{2m−1} = \frac{(x_m)/(\sqrt{x_m^2 + y_m^2})}{2}$ and $R_{2m−1} = \frac{(y_m)/(\sqrt{x_m^2 + y_m^2})}{2}$ being two consecutive elements of $2m − 1$ and $2m$, respectively. Then, one can show that $R_p(i, :)R_p^T(i, :) = 2(R_{2m−1} + R_{2m−1})/2 = 2$. □

With $\lambda(R)$ and $\lambda_i(R)$, we denote the minimum and $i^{th}$ eigenvalue of $R$, respectively.

**Theorem 2:** Let the interaction among the agents in 2D be modeled by an undirected, infinitesimally and minimally rigid graph and the desired formation be any polygon with $N$ vertices. Then the minimum singular value of the normalized rigidity matrix is upper bounded by $\sqrt{2}$.

**Proof:** Consider a normalized rigidity matrix for a rigid graph with $N$ vertices. The normalized rigidity matrix has $2|N| - 3$ rows (Lemma 1), diagonal terms in the matrix $R = R_pR_p^T$ have a value of two (Lemma 3), and $R$ is full rank (Lemma 1). For any symmetric matrix $A$, one has $\sum \lambda_i(A) = tr(A)$. Therefore, $\sum \lambda_i(R) = 2(2N − 3)$. As $R$ is a positive definite, one has $(2N − 3)\lambda(R) \leq 2(2N − 3)$, which yields $\lambda(R) \leq 2$.

**Example 1:** The minimum singular value of a normalized rigidity matrix for an infinitesimally and minimally rigid square framework in 2D (Fig. 1) is $\sqrt{2}$. We assume that the multi-agent system communication graph is given by $G(V, E)$. The graph is assumed to be infinitesimally and minimally rigid, thus implying the connectivity [16].

B. Problem Formulation

Consider a second-order nonlinear multi-agent system consisting of $N$ agents where the dynamics of the $i$-th agent is given by

$$\begin{align*}
\dot{p}_i &= v_i, \\
\dot{v}_i &= f_i(p_i, v_i) + g_i(p_i, v_i)u_i(t) + h_i(p_i(t − \tau_i), v_i(t − \tau_i)) + w_i(p_i, v_i, t),
\end{align*} \tag{2}$$

where the vectors $p_i \in \mathbb{R}^2$ and $v_i \in \mathbb{R}^2$ represent the position and velocity of each agent respectively, $f_i(.)$ and $h_i(.) \in \mathbb{R}^2$ are the unknown smooth vector functions, considered to be continuously differentiable and locally Lipschitz and $\tau_i$ is an unknown time-delay, $u_i \in \mathbb{R}^2$ is the control input, and $w_i(.) \in \mathbb{R}^2$ is a disturbance affecting each agent. Matrix $g_i(p_i, v_i), \mathbb{R}^4 \rightarrow \mathbb{R}^{2 \times 2}$ is an unknown matrix.

We establish standard assumptions [8,9,17], as follows.

**Assumption 1:** Unknown matrix $g_i(.)$ is either positive or negative definite, symmetric matrix with eigenvalues satisfying $0 < g_{ij} \leq ||\lambda_i(g_i(.)|| \leq ||\lambda_j(g_i(.)|| < \infty, i \in \{1,...,N\}$, and with $g_i$ being a constant lower bound.

**Assumption 2:** The vector function $h_i(.)$ is considered to be bounded, i.e., there exist a known function $\Upsilon_i$ such that $||h_i(x_i(t))|| \leq \Upsilon_i(x_i(t))$.

**Assumption 3:** Disturbance dynamics $w_i(x_i(t), t)$ is an unknown vector function that satisfies $||w_i(x_i(t)|| \leq \rho_i(x_i(t))$, where $\rho_i(x_i(t))$ is an unknown positive smooth function.
Assumption 4: Time-delay $\tau_i$ is unknown and bounded by $||\tau_i|| \leq \tau_M$, with a fixed bound $\tau_M$ for $i \in \{1, ..., N\}$. The variable $x_i(t)$ will be defined later in the paper.

In target tracking, we consider the first agent to be the leader, while the remaining agents are followers. The control objectives are: (i) the leader tracks the target; (ii) the distance between neighboring agents $i$ and $j$ converges to desired distance $d_{ij}$:

$$||p_i - p_j|| \rightarrow d_{ij} \text{ as } t \rightarrow \infty, (i, j) \in E,$$  \hspace{1cm} (3)

where the $d_{ij}$s are positive and bounded by $\max(d_{ij}) < D, \forall (i, j) \in E$, with a fixed bound $D$.

Tracking error between the leader and the target is defined as $e_r = p_r - p_1$, where vector $e_r(t) = [e_{r1}, e_{r2}]^T$ has two components $e_{r1}$ and $e_{r2}$ representing the leader’s tracking error in $x$ and $y$ directions, respectively. Also, the vectors $p_r$ and $p_i \in \mathbb{R}^2$ denote target and leader positions, respectively, and we define $v_r = \dot{p}_r$.

Assumption 5: Time-function vectors $p_r, \dot{p}_r, \ddot{p}_r$ are bounded. The relative position and velocity of the moving target with respect to target, $p_r - p_i, \dot{p}_r - \dot{p}_i$, as well as the velocity of the target, $\dot{p}_r$, are known and can be broadcast to the followers [2].

Based on Assumption 5 let define a compact set such that $\Omega_r = \{p_r, \dot{p}_r, \ddot{p}_r \mid ||p_r|| \leq P_r, ||\dot{p}_r|| \leq \dot{V}_r, ||\ddot{p}_r|| \leq A_r\}$, with fixed bounds of $P_r, \dot{V}_r$, and $A_r$.

Remark 1: The leader can estimate the position and velocity of the moving target using, for instance, radar technology [18]. Also, it is able to broadcast the relative position and velocity to the followers as well as the target’s velocity.

III. FORMATION CONTROL OF SECOND-ORDER NONLINEAR SYSTEMS

A. Control Algorithm Design

The distance error for the multi-agent system [2], modeled by an undirected graph, is given by $e_{ij} = ||p_{ij}|| - d_{ij}$ [4]. The distance error dynamics can be derived as

$$\dot{e}_{ij} = \frac{p^T_{ij}(\dot{p}_i - \dot{p}_j)}{||p^T_{ij}||} = \frac{p^T_{ij}((v_i - v_j))}{p^T_{ij}(v_i - v_j)}$$  \hspace{1cm} (4)

where $p_{ij} = p_i - p_j$. Let us define an energy function

$$M_1(e) = \frac{1}{2} \sum_{(i,j) \in E} e_{ij}^2.$$  \hspace{1cm} (5)

Considering (4) and taking a time-derivative of (5), $M_1$ is given by

$$\dot{M}_1 = \sum \beta(e) \dot{e}_{ij}^2 \frac{p^T_{ij}(v_i - v_j)}{||p^T_{ij}||} = \beta^T(e) \ddot{p}_r x_2,$$  \hspace{1cm} (6)

where $\beta(e) = (\ldots, e_{ij}, \ldots) \in \mathbb{R}^{|E|}$ for $(i,j) \in E$. Moreover, $x_1 = [p_1^T, ..., p_N^T]^T$ and $x_2 = [v_1^T, ..., v_N^T]^T \in \mathbb{R}^{2N}$ is defined as an overall velocity vector for all agents. Using the backstepping technique [4], we define $s = [s_1^T, ..., s_N^T]^T \in \mathbb{R}^{2N}$, $s = x_2 - \nu$, where $\nu$ is an auxiliary variable given by

$$\nu = u_s + 1_N \otimes (v_r + k_e e_r),$$  \hspace{1cm} (7)

with $u_s = -k_e \ddot{p}_r^T \beta(e)$ and $k_e$ being a positive constant.

From (7) one has

$$\nu_i = -k_e \sum_{j \in N_i} \frac{p_{ij}}{||p^T_{ij}||} e_{ij} + (v_r + k_e e_r),$$

$$s_i = v_i + k_e \sum_{j \in N_i} \frac{p_{ij}}{||p^T_{ij}||} e_{ij} - (v_r + k_e e_r).$$  \hspace{1cm} (8)

Achieving the desired formation in (7) relies on $u_s$, while $1_N \otimes (v_r + k_e e_r)$ is the term for tracking the target by the leader and other agents. Let us define the potential function $V_1 = M_1 + M_2$, where $M_2 = \frac{1}{2} s^T s = \frac{1}{2} \sum_{i=1}^N s_i^T s_i$. Taking time-derivative of $V_1$, using Lemma 2 and equation (7), one has

$$\dot{V}_1 = \beta^T(e) \ddot{p}_r x_2 + s^T \dot{s}$$

$$= \beta^T(e) \ddot{p}_r \nu + s^T [\ddot{x}_2 + \ddot{R}_e^T \beta(e) - \ddot{v}]$$

$$= -k_e \beta^T(e) \ddot{p}_r \ddot{R}_e \beta(e) + \sum_{i=1}^N s_i^T [f_i(x_i)]$$

$$+ g_i(x_i) u_i + h_i(x_i(t - \tau_i)) + v_i(x_i, t)$$

$$+ \sum_{j \in N_i} \frac{p_{ij}}{||p^T_{ij}||} e_{ij} - \nu_i,$$  \hspace{1cm} (9)

where $x_i = [p_1^T, v_i^T]^T$.

Using Assumptions [2] for (9), and applying Cauchy’s and Young’s inequalities we have

$$s_i^T h_i(x_i(t - \tau_i)) \leq \frac{||s_i||^2}{2} + \frac{\Upsilon_i^2(x_i(t - \tau_i))}{2},$$

$$s_i^T u_i(x_i, t) \leq \frac{1}{2} + \frac{||s_i||^2}{2}.$$  \hspace{1cm} (10)

Substituting (10) into (9), one has

$$\dot{V}_1 \leq -k_e \beta^T(e) \ddot{p}_r \ddot{R}_e \beta(e) + \sum_{i=1}^N \left(s_i^T [f_i(x_i)] - \nu_i \right)$$

$$\dot{V}_1 \leq -k_e \beta^T(e) \ddot{p}_r \ddot{R}_e \beta(e) + \sum_{i=1}^N \left(s_i^T [f_i(x_i)] + \frac{||s_i||^2}{2} + \frac{||s_i||^2}{2} \right)$$

$$+ \frac{\Upsilon_i^2(x_i(t - \tau_i))}{2} + s_i^T g_i(x_i) u_i + N.$$  \hspace{1cm} (11)

To compensate for the unknown function $h_i(x_i(t - \tau_i))$, which is upper bounded by $\Upsilon_i(x_i)$, we add the following term to potential function $V_1$

$$M_3 = \frac{1}{2} \sum_{i=1}^N \int_{t - \tau_i}^t \Upsilon_i^2(x_i(z)) dz,$$  \hspace{1cm} (12)

and its time-derivative is given by

$$\dot{M}_3 = \frac{1}{2} \sum_{i=1}^N (\Upsilon_i^2(x_i(t)) - \Upsilon_i^2(x_i(t - \tau_i))).$$  \hspace{1cm} (13)

Let us define potential function $V_2$ as $V_2 = V_1 + M_3$. Taking time-derivative of $V_2$, and from inequality (11) and equation...
\[ \dot{V}_2 \leq -k_0 \beta^T(e) \tilde{R}_p \tilde{R}_p^T \beta(e) + \sum_{i=1}^{N} \left( s_i^T [f_i(x_i) - \nu_i] + \left( \sum_{j \in N_i} \frac{p_{ij}}{|p_{ij}|} e_{ij} \right) + \frac{1}{2} \left| s_i \right|^2 \right) + \frac{N}{2} \]

where \( k_0 > 0 \) is a constant and \( F_i = \Pi_i I_{n_i} \) is a positive definite matrix with \( \Pi_i \) is a positive constant, \( I_{n_i} \) is the \( n_i \times n_i \) identity matrix and \( W = \text{diag}(W_i) \).

**A. Stability Analysis**

In this section we formalize the proposed control law [15] with a rigorous stability result. The next theorem provides a result that guarantees that the leader follows the target and followers maintain desired formation with the leader.

**Theorem 3:** Let the required framework be modeled as an undirected, infinitesimally and minimally rigid graph. Under Assumptions 1-5, select the control input as \( [15], b \geq \sqrt{2N\|\dot{\nu}_r\|_\infty} \), adaptive NN weights tuning law as \( [17] \), and the control gain \( c_i(t) \) as

\[ c_i(t) = \frac{\Gamma_i}{2} \left( \frac{1}{2} \| s_i \|^2 \right) \int_t^{t-\tau} \dot{\Upsilon}_i^2(x(z))dz + 1 + \frac{k_c}{2\Gamma_i}, \]

where \(-k_c \geq \bar{R}_p \geq -\bar{\Gamma}_p, k_i \geq \Gamma_i^{-1}, \) and \( k_c \geq \Gamma_i \). Then, the inter-agent distance errors and NN weights matrix estimation errors errors are UUB for initial conditions that belong to the compact set \( \Omega_0 \):

\[ \Omega_0 = \{ x_1(0), x_2(0), \dot{W}(0), p_r(0) | p_r(t) \in \Omega_r, \| p_r \|- d_{ij} \leq \frac{\delta}{E}, \text{and } p_i \neq p_j, \forall (i,j) \in E \}, \]

where \( \delta \) is a small positive constant.

**Proof:** The error dynamics with respect to \( e_{ij} \) and \( s_i \) in a closed loop system with [15] has right-hand side discontinuity because of \( \text{sgn}(s_i) \) in [16]. We choose the non-smooth Lyapunov function candidate \( V = V_2 + M_4 \), with

\[ M_4 = \frac{1}{2} \sum_{i=1}^{N} \text{tr}(W_i^T F_i^{-1} W_i) \]

Let \( \zeta_i = [F_i(s_i,t) \text{ is continuous everywhere except in the set } \{ (s_i,t) | \| s_i \| \leq a_i \} \}

for this system Filippov solution exists by satisfying differential inclusion \( \dot{s}_i \in K_i[F_i(s_i,t)] \) where \( K_i[F_i(s_i,t)] \) is an upper semi-continuous, nonempty, set-valued map [2] p. 171]. Then time-derivative of \( V \) is given by

\[ V \in \sum_{i=1}^{N} \frac{\partial V}{\partial s_i} K_i[F_i(s_i,t)] \]

\[ V \in \sum_{i=1}^{N} \frac{\partial V}{\partial s_i} K_i[F_i(s_i,t)] \text{ with } b \geq \frac{2N\|\dot{\nu}_r\|_\infty} \]

Agents’ NN tuning law is given by

\[ \bar{W}_i = -F_i \dot{\varphi}_i(x, s_i) s_i^T + \kappa_i F_i \tilde{W}_i, \]

with \( \kappa_i > 0 \) is a constant and \( F_i = \Pi_i I_{n_i} \) is a positive definite matrix with \( \Pi_i \) is a positive constant, \( I_{n_i} \) is the \( n_i \times n_i \) identity matrix and \( W = \text{diag}(W_i) \).

\[ \tilde{W}_i = -F_i \dot{\varphi}_i(x, s_i) s_i^T + \kappa_i F_i \tilde{W}_i, \]
Applying Cauchy’s inequality and substituting equation (16), one has

$$
\dot{V} \leq -k_i \beta T_i e^T \dot{e} p + \sum_{i=1}^{N} \left( s^T_i T_i (s_i, x_i) + \frac{\gamma_i^2}{2} \right)
$$

By utilizing Young’s inequality, substituting equations (17), (18) into (24), and using Young’s inequality and assuming boundedness of ideal NN weights matrix by \( \|W\|_\infty \leq W_M \), with a fixed bound \( W_M \), we have

$$
\dot{V} \leq -\sum_{i=1}^{N} M_1 - \sum_{i=1}^{N} M_2 - \sum_{i=1}^{N} \sum_{j=1}^{N} \frac{\Pi^{-1}}{2} \| \dot{W}_i \|^2
$$

where \( B_M = \frac{N}{2} + \frac{1}{2} \sum_{i=1}^{N} (\dot{\gamma}_i^2 + \kappa_i W_M^2) \). From Lemma 1.1, inequality (25) implies

$$
\dot{V}(t) \leq B_M \frac{\dot{v}}{\dot{v}} + (V(0) + B_M) e^{-\dot{v}}
$$

It can be seen that using control law (15), the distance errors are uniformly ultimately bounded (UBB). If \( s_i \in \Omega_{s_i} \), as \( \alpha_i \) is chosen small enough, it follows that the formation control has been achieved and no more control effort is required.

**Discussion I:** If inequality (26) holds, as \( t \to \infty \) the radius can be reduced by choosing \( \gamma \) large enough. Thus, \( \gamma \) has a direct impact on formation stability and tracking performance.

**Remark 2:** Through control law (15), the multi-agent systems moves toward the equilibrium which is located in \( \Omega_0 \); as a result the distance errors remain in the invariant set \( \Omega_0 \).

Moreover, \( \delta \) is chosen sufficiently small positive constant and consequently, \( p_{ij} \neq 0 \).

**Lemma 4:** Consider the following function

$$
V = \frac{1}{2} \beta^T e^T \dot{e} p + \frac{1}{2} \text{tr}(\dot{W}_i^T F_i^{-1} \dot{W}_i) + \frac{1}{2} \text{tr}(s_i^T T_i (s_i, x_i) s_i^T) + \frac{1}{2} \text{tr}(\dot{W}_i^T \varphi_i (s_i, x_i) s_i^T).
$$

where \( \dot{W} = \text{diag}(\dot{W}_i) \). If \( \dot{V} \) satisfies \( \dot{V} \leq -\alpha_1 V + \alpha_2 \), then for a bounded initial conditions in a bounded set \( \Omega_0 \)

i) the states and NN weights remain within a bounded set

$$
\Omega_{s_i} = \{ p(t), x(t), \dot{x}_i(t), \dot{\varphi}_i \} \quad \| p(t) \| \leq P_i, \quad \| x(t) \| \leq \bar{V},
$$

where \( \bar{V} \) denotes the number of vertices in the minimum path from the leader to the \( i \)-th agent and

$$
\bar{V} = \sqrt{2V(0)} + \frac{2\alpha_1}{\alpha_2}
$$

and \( \alpha_0^* \) denotes the number of vertices in the minimum path from the leader to the \( i \)-th agent and

$$
\bar{V} = \sqrt{2V(0)} + \frac{2\alpha_1}{\alpha_2} + D,
$$

ii) The states and weights converge to a compact set

$$
\Omega_{\varphi} = \{ p(t), \varphi(t) \} \quad \lim_{t \to \infty} \| \varphi(t) \| = \Xi_{\varphi_i}, \quad \lim_{t \to \infty} \| \dot{\varphi}_i \| = \Xi_{\dot{\varphi}_i}, \quad \Xi_{\varphi_i} = \Xi_{\dot{\varphi}_i}
$$
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Table I. The initial conditions for the four agents are:

| Agent | $x(0)$ | $y(0)$ |
|-------|--------|--------|
| 1     | 0      | 0      |
| 2     | 1      | 1      |
| 3     | 2      | 2      |
| 4     | 3      | 3      |


In order to evaluate and quantify the performance of each method, a performance index is introduced. Moreover, based on Example 1, we also compared the performance of the proposed method with an existing method (Method 2) [9]. (b) Target tracking error of the leader and its time-derivative of proposed method.

Remark 3: The variables $s_i$ and $\gamma_i$ are bounded as all of their components are bounded as well as the control gain $c_i(t)$ and the control input $u_i(t)$.

V. SIMULATION RESULTS

Here we provide numerical results in order to verify and validate the performance of the proposed control method. In addition, two comparisons with an existing displacement-based control are conducted to demonstrate advantages of the proposed method. In order to evaluate and quantify the performance of each method, a performance index is introduced. Moreover, based on Example 1, we also compared the performance of the proposed method with an existing method presented in [9].

Example 2: Consider a nonlinear multi-agent system with four agents in a plane, where dynamics of each agent is given by (2). The initial conditions for the four agents are:

$\hat{p}_i(t) = v_i(t),$

$\dot{v}_i(t) = \left( \begin{array}{c}
a_{i1} v_2(t) v_3(t) + \sin(a_{i1} p_1(t)) \\
b_{i1} p_1(t) v_2(t) v_3(t) + \cos(b_{i1} p_2(t)) \end{array} \right) + \left( \begin{array}{c} 1 + \cos(v_{i3}) \sin(v_{i4}) \\
0 \\
1 + \cos(v_{i3}) \sin(v_{i4}) \end{array} \right) u_i(t),$

Parameters $a_{i1}, b_{i1}, c_{i1}, c_{i2}, d_{i1}, d_{i2}$ of each agent are given in Table I. The desired distances and communication topology are given in Fig. 1 with $d = 1$. Figs. 2-3 show results of the proposed control law [15] for a nonlinear multi-agent system. Fig. 2(a) shows how agents form a square where each side is equal to the desired distance ($d = 1$). Fig. 2(b) represents the trajectories of the agents and the target in $x$ and $y$ directions. Velocity of agents and the target in $x$ and $y$ directions are shown in Fig. 2(c).

To compare the results with a displacement-based method, the modified version of [9] is simulated. The method in [9] shows a leader-following consensus control of second-
order nonlinear systems with state time-delay. By applying this method and adding constant displacements of the desired positions as \cite[ p. 127]{14} to the formation control problem, we obtain a shape-based control.

To evaluate the performance of proposed method in comparison with the displacement method of \cite{3}, we define an average distance error (ADE) $\zeta(t)$ as $\zeta(t) = \frac{1}{t_2-t_1} \sum_{(i,j) \in E} (|\| \hat{p}_{ij} \| - \| d_{ij} \| )$.

We use ADE, to compare our results with \cite{9}. As shown in Fig. 3(a), the proposed method improves the ADE when applied to a second-order nonlinear multi-agent systems. Moreover, to provide a better comparison, minimum singular values of normalized rigidity matrix of square for our proposed method (dashed line) and Method 2 (dash-dotted line) \cite{9} are depicted in Fig. 4 (b). It has been shown in Example 1 if the formation reaches the square shape, the minimum singular value is $\sqrt{2} - \sqrt{2}$. This shows an improvement in performance in comparison with \cite{9}. Moreover, it can be noted that the minimum singular value of normalized rigidity matrix is always less than the introduced upper bound in Theorem 2.

Table 1: Parameters $a_{i1}, b_{i2}, c_{i1}, c_{i2}, d_{i1}, d_{i2}$ for the $i$-th agent.

| $i$ | $a_{i1}$ | $a_{i2}$ | $b_{i1}$ | $b_{i2}$ | $c_{i1}$ | $c_{i2}$ |
|-----|----------|----------|----------|----------|----------|----------|
| 1   | 0.3      | 1        | -1       | 2.4      | 2.1      |
| 2   | 0.7      | -0.2     | -1.2     | -2.2     | 1.8      | -1.5     |
| 3   | -0.7     | -0.8     | 2.1      | 1.2      | -0.4     | 1.3      |
| 4   | -0.6     | 0.4      | -0.5     | -0.7     | 0.6      | 0.8      |

VI. CONCLUSION

A neuro-adaptive backstepping and rigid graph theory-based control has been proposed for a distance-based formation control and target tracking of second-order nonlinear multi-agent systems modelled by an undirected graph in the presence of bounded disturbance and unknown state time-delay. The RBFNN has been used to compensate for the unknown nonlinearity of dynamical system and disturbance. The rigorous stability analysis based on the Lyapunov stability theory shows UUB of distance error. The upper bound for the minimum singular value of the normalized rigidity matrix has been introduced and used in designing of the control systems. The simulation results have verified the performance of the proposed method. Two sets of comparisons have been provided to demonstrate the efficiency and improvements of the proposed method compared with the recent results in the literature. Future work will consider time-delay in communication links of the undirected graph.
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