ON THE NATURE OF X-RAY SURFACE BRIGHTNESS FLUCTUATIONS IN M87
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ABSTRACT

X-ray images of galaxy clusters and gas-rich elliptical galaxies show a wealth of small-scale features that reflect fluctuations in density and/or temperature of the intracluster medium. In this paper we study these fluctuations in M87/Virgo to establish whether sound waves/shocks, bubbles, or uplifted cold gas dominate the structure. We exploit the strong dependence of the emissivity on density and temperature in different energy bands to distinguish between these processes. Using simulations we demonstrate that our analysis recovers the leading type of fluctuation even in the presence of projection effects and temperature gradients. We confirm the isobaric nature of cool filaments of gas entrained by buoyantly rising bubbles, extending to 7′ to the east and southwest, and the adiabatic nature of the weak shocks at 40″ and 3′ from the center. For features of ∼5–10 kpc, we show that the central 4′ × 4′ region is dominated by cool structures in pressure equilibrium with the ambient hotter gas while up to 30% of the variance in this region can be ascribed to adiabatic fluctuations. The remaining part of the central 14′ × 14′ region, excluding the arms and shocks described above, is dominated by apparently isothermal fluctuations (bubbles) with a possible admixture (at the level of ∼30%) of adiabatic (sound waves) and cool gas. Larger features, of about 30 kpc, show a stronger contribution from isobaric fluctuations. The results broadly agree with a model based on feedback from an active galactic nucleus mediated by bubbles of relativistic plasma.
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1. INTRODUCTION

It is well known that the cores of relaxed clusters are strongly perturbed by the outflows of relativistic plasma from a central supermassive black hole (e.g., Bohringer et al. 1995; Churazov et al. 2000; Fabian et al. 2000; McNamara et al. 2000; David et al. 2001; Nulsen et al. 2002; Birzan et al. 2004; Dunn & Fabian 2006), suggesting that the amount of energy supplied by the active galactic nucleus (AGN) is sufficient to offset gas cooling losses. In the vicinity of the AGN these outflows inflate “cavities/bubbles” in X-ray-emitting gas, which evolve under the action of a buoyancy force (e.g., Churazov et al. 2001; Reynolds et al. 2005). Among plausible channels that transfer energy from the outflow to the gas a few processes have received much attention: shocks and sound waves (e.g., Fabian et al. 2003; Forman et al. 2007; Randall et al. 2011; Reynolds et al. 2015), pure subsonic interaction of the rising bubbles through the X-ray atmosphere, which uplifts cool gas, drives turbulence, and excites gravity waves (e.g., Churazov et al. 2002), or mixing of hot gas in the bubble with the cluster gas (e.g., Hillel & Soker 2014, 2016). When these processes are operating at the same time problems arise in differentiating among them in order to assess their relative roles. In this paper we present a method to broadly identify the type of process, whether adiabatic, isobaric, or isothermal, that leads to the largest amplitude fluctuations.

Here we use a simple technique (E. Churazov et al. 2016, in preparation, see also Zhuravleva et al. 2015) of combining information contained in X-ray images in different energy bands to determine which process makes the largest contribution to the observed fluctuations of the intracluster medium (ICM) in M87/Virgo. We do this by calculating the cross-power spectrum for two Chandra images and calculating the correlation coefficient and relative amplitudes of fluctuations in several energy bands, namely 0.5–1 keV, 1–3.5 keV, and 3.5–7.5 keV. M87/Virgo is a canonical nearby example of a cool-core cluster with prominent substructure (e.g., Bohringer et al. 1995; Forman et al. 2005, 2007; Million et al. 2010; Simionescu et al. 2010). Throughout the paper we adopt a distance to M87 of 16 Mpc, so 1′ corresponds to 4.65 kpc. Its proximity and relatively low gas temperature make it an ideal object for study based on Chandra X-ray images. In an accompanying paper we also apply this analysis to the Perseus cluster (I. Zhuravleva et al. 2016, in preparation).

In Section 2 we detail the effect that density fluctuations have on X-ray images in different bands and how this can be exploited to differentiate between isobaric, adiabatic, and isothermal processes. In Section 3 we introduce the power and cross spectrum measures that will be used to characterize the images, and we test these statistics with simulated cluster images in Section 4. We proceed in Section 5 with real cluster data, using Chandra images of M87 to determine the dominant type of fluctuation in different regions of the ICM. We interpret these results in terms of the energy budget of the fluctuations in Section 6 and summarize our findings in Section 7.

2. ENERGY-DEPENDENT IMPACT OF FLUCTUATIONS ON X-RAY IMAGES

Many well known processes can cause fluctuations of the ICM density and temperature, which in turn give rise to perturbed X-ray images. Among them are: (i) weak shocks and...
sound waves, (ii) bubbles of relativistic plasma that make X-ray cavities in the gas, (iii) gas displacement from its equilibrium position by buoyant bubbles and subsonic gas motions. Each of these processes will lead to specific energy-dependent signatures in the X-ray data. For instance, weak shocks and sound waves cause density fluctuations that are positively correlated with temperature fluctuations, as long as thermal conduction is suppressed. On the other hand, cavities associated with the bubbles of relativistic plasma may have similar depressions in X-ray images in all bands (if the X-ray emissivity of the plasma inside the cavities is small). Finally, subsonically displaced gas lumps may conserve their entropy (once again, provided that conduction is suppressed) and remain in pressure equilibrium with the ambient gas. To maintain pressure balance, these lumps will show anticorrelated temperature and density fluctuations. Thus, even if the true ICM equation of state is adiabatic with \( \gamma = 5/3 \), the observed correlations of the density and temperature fluctuations may not correspond to the \( \gamma = 5/3 \) equation of state. Below we classify different types of fluctuations based on their apparent equation of state, and based on the relative amplitudes of fluctuations present in X-ray images in different energy bands.

As mentioned above, the three aforementioned processes differ in the temperature changes associated with a given amplitude of the density fluctuation. Our goal is to use the images in different energy bands to determine the type of process that gives rise to the density fluctuations. Assuming that the flux emitted per unit volume is \( F = \rho^2 \Lambda_b(T) \), where \( \rho \) is the density and \( \Lambda_b(T) \) is the emissivity in band \( b \) as a function of temperature \( T \), all that remains is to calculate the relation between fluctuations of \( \rho \) and \( T \) for each type of process and the emissivity \( \Lambda_b(T) \) for each energy band.

We estimated \( \Lambda_b(T) \) by folding an XSpec APEC model through the response function of Chandra’s ACIS-I detector, and calculate the flux in each band as a function of a temperature, following the procedure described in Forman et al. (2007). For this study we use two energy bands: 1.0–3.5 keV and 3.5–7.5 keV (“soft” and “hard” bands, respectively). The choice of the reference energy bands is driven by two factors. On the one hand, using a combination of images in very soft and very hard bands maximizes the sensitivity to the temperature variations. On the other hand, we need sufficient numbers of counts in each image to produce meaningful results. In E. Churazov et al. (2016, in preparation) we address this issue and show that the pair we use is close to optimal for the temperature characteristic of M87.

For unperturbed temperature and density \( T_0 \) and \( \rho_0 \), the perturbed values are

1. \( T = T_0(\rho/\rho_0)^{-1} \) for an isobaric fluctuation,
2. \( T = T_0(\rho/\rho_0)^{2/3} \) for adiabatic fluctuations and
3. \( T = T_0 \) for isothermal fluctuations.

Therefore, the change of the flux \( \delta F_b \) in band \( b \) in response to a change in density

\[
\rho = G \times \rho_0
\]

\( G \) is the ratio of relative amplitudes of flux fluctuations in the “hard” (3.5–7.5 keV) and “soft” (1.0–3.5 keV) bands as a function of initial temperature \( T_0 \), for adiabatic processes (top panel) and isobaric processes (bottom panel). A factor \( G \) (see Equation (1)) characterizes the amplitude of the density fluctuation. The thick green line in each plot corresponds to a limit of small density fluctuations \( G = 1 \), while the thin lines correspond to fluctuations with a given finite amplitude, as labeled in the plot. For the typical gas temperatures in M87 \( T \sim 2 \) keV the amplitudes for isobaric and adiabatic processes differ strongly, opening the possibility to use this difference to distinguish these processes in Chandra images.

\[
\frac{\delta F_b}{F_b} = \frac{\rho^2 \Lambda_b(T) - \rho_0^2 \Lambda_b(T_0)}{\rho_0^2 \Lambda_b(T_0)} = \frac{\rho^2 G^2 \Lambda_b(T_0) G^{\eta}}{\rho_0^2 \Lambda_b(T_0)} - 1 \quad (2)
\]

where the exponent \( \eta \) is equal to \(-1\). In the temperature range relevant to M87, 1.3–3 keV, the three types of process are clearly distinguishable, producing amplitude fluctuations in the hard band that are larger than, smaller than, or equal to

Figure 1. Ratio of relative amplitudes of flux fluctuations in the “hard” (3.5–7.5 keV) and “soft” (1.0–3.5 keV) bands as a function of initial temperature \( T_0 \), for adiabatic processes (top panel) and isobaric processes (bottom panel). A factor \( G \) (see Equation (1)) characterizes the amplitude of the density fluctuation. The thick green line in each plot corresponds to a limit of small density fluctuations \( G = 1 \), while the thin lines correspond to fluctuations with a given finite amplitude, as labeled in the plot. For the typical gas temperatures in M87 \( T \sim 2 \) keV the amplitudes for isobaric and adiabatic processes differ strongly, opening the possibility to use this difference to distinguish these processes in Chandra images.
and so $L = -L_{pk1}$. Those in the soft band for adiabatic, isobaric, and isothermal fluctuations, respectively. Fluctuations in density by a factor of $\sim 2$ show substantial deviations from the small-amplitude limit and marked asymmetry between positive and negative fluctuations ($G = 2$ or $G = 0.5$). For smaller amplitudes (less than $\sim 50\%$), the green curves provide a reasonable approximation of the flux ratio.

One noticeable feature of isobaric fluctuations is that around 2 keV, which is close to the average temperature in M87, the ratio $\delta F_{\beta}/F_{\beta}$ is close to zero. This is because, for the hard (3.5–7.5 keV) band, $\frac{d \log F_{\beta}}{d \log T} \sim 2$ at $T \sim 2$ keV and so $\delta F_{\beta}/F_{\beta} \sim 0$. The 3.5–7.5 keV image is therefore a good proxy for density fluctuations produced by non-isobaric fluctuations (Forman et al. 2007), i.e., it is sensitive only to adiabatic and isothermal fluctuations. In contrast, for the 1.0–3.5 keV band the emissivity is essentially independent of temperature, as noted before. Thus $\frac{d \log A}{d \log T} \sim 0$ and $\delta F_{\beta}/F_{\beta} \sim 2\delta x$. Therefore this band is a proxy for density variations independently of the type of process that produces them. Figure 2 shows a soft-band image (0.5–3.5 keV) and a hard-band image (3.5–7.5 keV). The arms disappear in the hard-band image, consistent with its interpretation as of isobaric nature, while the rings appear as larger-amplitude surface brightness fluctuations in the hard-band image than in the soft-band image, as expected for adiabatic weak shocks.

As is clear from Figure 1 the ratio $\frac{\delta F_{\beta}/F_{\beta}}{\delta F_{3.5keV}/F_{3.5keV}}$ for isobaric fluctuations changes sign around 2 keV and is also sensitive to the amplitude of fluctuations. Therefore one might expect to find either correlation or anticorrelation of fluxes in these two bands, although the absolute value of this ratio for isobaric fluctuations remains significantly smaller than for isothermal or adiabatic fluctuations.

3. POWER SPECTRA

We now proceed with the analysis of scale-dependent fluctuations, including faint ones, which we would like to characterize in a statistical sense through the power spectra and cross-power spectra of two Chandra images. We will focus on fluctuations around the large-scale intensity profile of the cluster by first dividing the images by the projected spherically symmetric $\beta$-model that best fits the azimuthally averaged radial profile. The fluctuation images $I = I_{\text{raw}} - 1$ in each energy band are used in the analysis below. Here $I_{\text{raw}}$ is the original image and $I_{\beta}$ is the symmetric $\beta$-model. The values of the slope $\beta$ and core radius $r_c$ of the $\beta$-models fitted to the image in each band are given in Section 5.

We will use the method described in Arévalo et al. (2012) to filter the fluctuation images in different spatial scales in order to calculate the power and cross spectra. This method corrects for gaps and irregular boundaries in the images. The 2D power spectrum can be converted into a 3D power spectrum through the deprojection procedure explained in Churazov et al. (2012), and finally converted into the amplitude of fluctuations in 3D as $A_{3D} = \sqrt{P_{3D} \times 4\pi k^3/2}$, where $k$ is the inverse of the spatial scale in units of arcsec$^{-1}$, and $P_{3D}$ is the power per mode in the 3D power spectrum of emissivity fluctuations, reconstructed from the observed 2D power spectrum. Note that we use $k = 1/l$ where $l$ is the spatial scale, without the usual factor of $2\pi$ in this relation. The factor 2 in the above expression is used to recast the amplitude in terms of linear density fluctuations instead of volume emissivity variations, since X-ray flux scales as $\propto \rho^2$ and for small fluctuations this approximates to $\rho^2/\rho_0^2 = (1 + x)^2 \sim 1 + 2x$ where $\rho_0$ is the unperturbed density and $x$ is the density fluctuation. The cross spectra $P_{1,2}$ are calculated using a similar procedure, by filtering the soft- and hard-band images with the Mexican hat filter, multiplying

![Figure 2. 0.5–3.5 keV and 3.5–7.5 keV images of M87 divided by their best-fitting $\beta$-models. The 0.5–3.5 keV image shows complicated substructure, while the 3.5–7.5 keV one looks strikingly different. As shown by Forman et al. (2007), for gas temperatures characteristic of M87, the surface brightness in this band is insensitive to isobaric fluctuations but reflects projected pressure fluctuations. The lack of prominent “arms” in this image suggests that they are in pressure equilibrium with the ambient gas.](image-url)
the filtered images in two bands by each other and calculating
the mean value over all pixels.

In the discussion below, we assume that fluctuations
associated with adiabatic, isobaric, and isothermal processes
are spatially uncorrelated (in 3D). This assumption simplifies
the interpretation of the results by removing all cross terms for
different types of fluctuations. While one can easily imagine a
situation when different types of processes are correlated (e.g.,
buoyant bubbles are often accompanied by cool entrained gas),
the procedure described below should be able to establish
which type of process dominates the images in a statistical sense.

3.1. Correlation Coefficient

Since the relative amplitudes of the soft- and hard-band
fluctuations differ for different processes, fluctuations observed
in two energy bands are expected to perfectly match each other
(i.e., \( I_1 = \alpha I_2 \), where \( \alpha \) is a constant) only if the observed
fluctuations are dominated by one particular type of process. To
this end, a handy quantity is the correlation coefficient, which
verifies whether fluctuations in one band are linearly related to
the fluctuations in another band. Given two fluctuation images,
the correlation coefficient \( C_M \) can be computed as

\[
C_M = \frac{\sum I_1 \times I_2}{\sqrt{\sum I_1^2 \times \sum I_2^2}},
\]

where the subscript \( M \) refers to the measured value as opposed
to the predicted value. In practice, we calculate a scale-
dependent correlation coefficient \( C_M = \frac{P_{1,2}}{\sqrt{P_1 P_2}} \), where \( P_1 \), \( P_2 \),
and \( P_{12} \) are the power spectra of \( I_1 \), \( I_2 \), and their cross spectrum,
respectively. The contribution of the Poisson noise to \( P_1 \) and \( P_2 \)
is removed by generating several images of Poisson fluctuations
around the fitted \( \beta \)-model, calculating their power spectra,
and averaging the results. The averaged Poisson noise power
spectrum is then subtracted from \( P_1 \) and \( P_2 \). Unlike the
standard definition of the correlation coefficient in signal
processing, we keep the sign of correlation coefficient, i.e., the
allowed range of \( C_M \) is between \(-1 \) and \( 1 \), to differentiate
from anticorrelated fluctuations.

For a single type of process with small-amplitude fluctua-
tions in an isothermal cluster, the image in one band is just a
linear transformation of the image in the other. Therefore, the
correlation coefficient should be \( 1 \) or \(-1 \). In reality, clusters
might be perturbed by different processes with comparable
amplitudes. Some of these will have larger responses in the
hard band than in the soft band, and some other, spatially
uncorrelated fluctuations, will have the opposite effect, so that
the final images in both bands might also appear uncorrelated.
This mixture of processes will be re

...
corresponding to isobaric, adiabatic, and isothermal processes, to 1. Therefore, in 3D Cartesian space, where the amplitude of each type of fluctuation corresponds to one of three orthogonal axes, the parameter space considered here corresponds to one octant of a spherical shell, which we project onto the $(x, y)$ plane. The amplitude of adiabatic fluctuations increases toward the right, isobaric fluctuations upwards, and isothermal fluctuations decrease with increasing distance from the origin $z = \sqrt{1 - (x^2 + y^2)}$, so that pure adiabatic fluctuations are mapped into the bottom right corner, pure isobaric in the top left and pure isothermal to the origin. The contours of correlation coefficient and amplitude ratio form an almost orthogonal patterns in these $R$–$C$ maps. Therefore, for our idealized model of three uncorrelated processes, it is possible to find the coordinates of the intersection of the relevant $R$ and $C$ contours and from these to determine the fraction of the total variance produced by each type of density fluctuation. These unperturbed temperatures, $T_0 = 2$ keV and $T_0 = 1.6$ keV were chosen to bracket the range of temperatures observed for M87 in the radial range 0′5–5′.

Figure 4. Azimuthally averaged radial profile for the deprojected temperature in M87 from Churazov et al. (2008).

4. TESTING $R$ AND $C$ WITH SIMULATED IMAGES

Even in the simplest scenario, when all fluctuations in the ICM correspond to only one type of process, other complications remain, e.g., radial variations of the mean temperature profile, projection effects, and, possibly, nonlinear responses to large-amplitude fluctuations. Even though the temperature profile is known, the location of each individual fluctuation along the line of sight is not. The latter effect can be corrected for only in a statistical sense. We proceed by testing the effect of radial temperature profiles and different amplitudes of fluctuation on $R$ and $C$ with simulated cluster images using the deprojected radial temperature profile for M87 from Churazov et al. (2008), shown in Figure 4.

The images are produced by generating three independent realizations of the density fluctuation patterns (one for each of the three processes) as $\delta_i \rho_0 = e^{\delta_i}$, where $\delta_i$ is a Gaussian...
random field with a given 3D power spectrum $P$, representing fluctuations for process $i$. This log-normal form is used to allow for density fluctuations of relatively large amplitude. The temperature fluctuations $T_i/T_0$ are calculated for each process separately, e.g., $T_i/T_0 = (\rho_i/\rho_0)^{2/3}$ for an adiabatic process. These values are then used to calculate the fluctuation of the volume emissivity $e_i/e_0 = (\rho_i/\rho_0)^{3/2}$. The final value of the emissivity in each band is calculated as $e = e_0 \sum_{i=1}^{3} e_i^k$. The resulting 3D cubes are projected onto one plane to produce simulated images in each band. For these tests we assume, for each process, the same shape of the power spectrum $P \propto k^{-3}$, where $k$ is the wavenumber. The choice of a $k^{-3}$ spectrum is rather arbitrary. It has the advantage that in 3D it corresponds to the same amplitude at all scales and is not far from the canonical Kolmogorov slope of $k^{-11/3}$, which is consistent with the observed spectrum in M87 and Perseus (Zhuravleva et al. 2014).

The soft-band (1.0–3.5 keV) and hard-band (3.5–7.5 keV) simulated images are processed in the same way as real images (see Section 5), except for the correction for Poisson noise. Namely, we fit a $\beta$-model to each image, divide the image by the $\beta$-model, and calculate $C$ and $R$ over a range of angular scales.

In the following two subsections (Sections 4.1 and 4.2) we perform this analysis for pure adiabatic or pure isobaric fluctuations, varying their amplitudes and assuming either an isothermal cluster or one with a radial temperature profile. Isothermal fluctuations are not considered separately, since they have the same impact on the emissivity in all bands, so the emissivity patterns and images are identical in all bands, except for the overall radial temperature profile, which largely cancels out by fitting and dividing the images by the projected $\beta$-model. In Section 4.3 we consider a mixture of all three processes.

### 4.1. Pure Adiabatic Fluctuations

Figure 5 summarizes the results of simulations for pure adiabatic fluctuations. Left and right columns correspond to a cluster with a radial temperature profile and to an isothermal cluster, respectively. Top and bottom rows are for large and small amplitudes, respectively. The top section in each plot shows the spectra of the recovered amplitudes in the soft (red) and hard (blue) bands. In the middle sections we plot the correlation coefficient $C$, and the purple line in the bottom panel shows the ratio $R$ as defined in Equation (6). The dashed line shows the expected value of $R$ for an adiabatic process at an unperturbed temperature $T_0 = 2$ keV.

For adiabatic fluctuations we can conclude that, for these temperatures and energy bands, the correlation coefficient $C$ is in the range 0.95–1, and $R$ is between 1.5 and 2, even for a varying temperature profile and for large or small fluctuations. Large fluctuations introduce a trend in the value of $R$, where hard-band fluctuations increasingly dominate toward smaller spatial scales, but their value remains in the range expected for an adiabatic process. Therefore, pure adiabatic fluctuations should be clearly identifiable in the data by their very high correlation coefficient and large amplitude ratio, $C \sim 1, R > 1$.

For a temperature of 2 keV the expected value of $R$ for adiabatic fluctuations is $\sim 1.6$ (see horizontal dashed line in Figure 5). Note that for the temperature profile adopted here (see Figure 4), the temperature is about 1.7 keV over a significant part of the simulated volume. The green curves in the top panel in Figure 1 show that for this temperature, the expected ratio of amplitudes is closer to 1.8, in excellent agreement with the $R$ value of these simulations. This explains why the recovered value of $R$ is larger in the left column of Figure 5, which uses a more realistic temperature profile.

### 4.2. Pure Isobaric Fluctuations

The situation is more complex for isobaric fluctuations. As can be seen in Figure 1, the hard-band response is close to zero in the temperature range of interest, i.e., isobaric density fluctuations might show up clearly in the soft band but be weak or absent in the hard band. Additionally, the response in the hard band changes from positive to negative values as the temperature fluctuates around $\sim 2$ keV and this critical temperature also depends on the amplitude of the fluctuations. Therefore, the hard-band response depends sensitively on the amplitude of the fluctuations and on the local unperturbed temperature, which can produce correlated, anticorrelated, or apparently unrelated fluctuations in the soft- and hard-band images.

Figure 6 shows the same simulations as in Figure 5 but for pure isobaric fluctuations. In all cases, the hard-band amplitudes are smaller by a factor of a few than in the soft band, and the amplitude ratio is low, as expected. Very small fluctuations around $T_0 = 2$ keV (bottom right panel) remain in the positive response range and the correlation coefficient remains high and positive. Large-amplitude fluctuations, on the other hand, produce a negative hard-band response, so the fluctuations can be highly anticorrelated. For the left panels, which are simulated using the radial temperature profile of Figure 4, the majority of the simulated region is within 6' from the center and therefore has a temperature lower than 2 keV, producing mostly anticorrelated hard and soft fluctuations.

Isobaric fluctuations can be identified more reliably through the low amplitude of the hard-band fluctuations ($\langle |R| \rangle \ll 1$), while the correlation coefficient must be interpreted with care, considering the amplitude of the fluctuations and the local unperturbed temperature, although small ($C \sim 0$) and negative values of $C$ always correspond to isobaric fluctuations.

### 4.3. Mixture of Three Processes

We now consider a combination of three different types of processes by combining the simulated images described above and including “isothermal” simulated images as well, where the fluctuation amplitudes are the same in soft and hard bands. To construct the images we simply generate three patterns of density fluctuations (modulated by a global $\beta$-model), convert each pattern into soft- and hard-band emissivities, add the flux contributions from the three processes in each volume element, and project onto one plane. We measure the correlation coefficient $C$ and the ratio $R$ of each pair of images and compare these values with the $R$–$C$ maps derived for an isothermal cluster and linear fluctuations. As before, we use simulated images in the 1–3.5 keV and 3.5–7.5 keV bands and vary the relative amplitudes of the three processes in independent runs.

---

8 Since our simulated box has finite size, the projected surface brightness distribution does not correspond to a perfect $\beta$-model. This causes a hump in the amplitude on the largest scales, comparable to the size of the box.
The relative contributions of the three processes in the simulated images were chosen to cover several limiting cases: each single process dominating, equal contributions of any two processes and equal contributions from the three processes. The positions corresponding to these setups are marked with crosses in Figure 7, with single processes marked in red, green, and cyan. The cases of two processes with equal amplitude are marked in yellow, black, and white, and the case where the three processes have equal amplitudes is marked in blue. We then processed each pair of simulated images as we would do with the real data. We calculated $R(k_{\text{ref}})$ and $C(k_{\text{ref}})$ values for each pair and plotted the resulting values as contours in blue and magenta in Figure 7. Here we choose $k_{\text{ref}} = 10^{-1}$ kpc, corresponding to the middle of the range of scales we probe in M87. The intersection of the contours yields the recovered values of relative amplitudes of the adiabatic, isothermal, and isobaric process. These intersections are marked with ellipses in the same color as the corresponding input parameters that are marked with crosses.

The $R-C$ map that we use to compare the outcome of the simulations was calculated for small-amplitude fluctuations.

Figure 5. Test of the recovered $C$ and $R$ values for simulated images with pure adiabatic fluctuations. Left: average radial temperature profile as measured for M87. Right: isothermal cluster at $T = 2$ keV. The top panels correspond to large-amplitude fluctuations and the lower panels to lower amplitudes. The amplitude of the fluctuations observed in M87 has intermediate values. In the top section of each panel, the blue and red lines show the hard- and soft-band amplitude spectra, respectively. In the middle section, solid blue lines show the correlation coefficient $C$ and in the bottom section the solid purple lines show the relative amplitude $R$. Pure adiabatic fluctuations show high correlation coefficient $C$ and a high value of $R > 1$. The dashed lines in the bottom panel mark the expected value of $R$ for adiabatic fluctuations around $T_0 = 2$ keV.
around a constant temperature $T_0 = 1.6$ keV, which is representative of the unperturbed temperature range used in the simulations. The results show that, even in the presence of a global temperature gradient, the leading type of fluctuation is correctly recovered by comparing the measured values of $C$ and $R$ with the predictions for a cluster at constant temperature. Indeed, for the majority of cases the recovered characteristics of fluctuations (ellipses in Figure 7) are close to the input values (crosses in Figure 7). For a combination of two or more processes the accuracy deteriorates but the dominating processes and their relative fractions can still be qualitatively recovered.

We note that the relative responses of both bands are sensitive to the amplitude of fluctuations when the unperturbed temperature is low (see low $T_0$ range in Figure 1). In this case large-amplitude fluctuations can lead to $R$ values that fall outside the range of the $R$--$C$ maps in Figure 3 that was calculated assuming small-amplitude fluctuations. Large-amplitude adiabatic fluctuations will simply produce larger $R$ values than those predicted for the pure adiabatic case (right corner of the $R$--$C$ map), while large isobaric fluctuations can have $R$ values smaller than the minimum predicted for small-amplitude fluctuations (top left corner of the map). Nevertheless, even for large-amplitude fluctuations, adiabatic

Figure 6. The same as in Figure 5 but for pure isobaric fluctuations. As expected, pure isobaric fluctuations lead to low values of $R < 1$ and small (or even negative) correlation coefficient $C$ (except for the case of a perfectly isothermal cluster and very small fluctuations). The dashed lines in the bottom panel mark the range of values of $R$ expected for isobaric fluctuations around $T_0 = 2$ keV.
and isobaric fluctuations remain well separated in the $R-C$ map.

### 4.4. Multiphase Gas

A single-temperature description of the ICM is of course overly simplistic. The gas can have various temperatures with different phases in pressure equilibrium with each other (see, e.g., Molendi & Pizzolato 2001; Molendi 2002; Werner et al. 2013, for the discussion on multiphase gas in M87). If such multiphase gas is present on very small (unresolved) scales, but the cold/hot fractions do not change on large scales, then such temperature variations will escape detection in our analysis. If instead the relative fractions of the cold and hot gas vary on resolvable scales, then our analysis will reveal isobaric perturbations. Essentially there is no difference with a single-temperature case, as long as the spread of phases over temperature is not too large. For instance, Buote et al. (2003) argue that in NGC 5044 the amplitude of temperature variations in the multiphase gas is $\lesssim 2$. Similarly, in M87 Werner et al. (2010) account for much of the observed emission with a combination of 0.5, 1, 2, and 3 keV plasmas, with the coolest component confined to very small regions within the cool arms. With these finite-amplitude temperature variations the expected value of $(dF_0/dF_0)/(dF_0/dF_0)$ will reflect some weighted mean value of the responses around the temperatures of the different phases. Above temperatures of 1 keV the response $(dF_0/dF_0)/(dF_0/dF_0)$ varies approximately linearly with unperturbed temperature $T_0$ (see, e.g., green curves in Figure 1).

It is therefore expected that the combined response of a multiphase gas will be similar to the response of a single-temperature gas at an average unperturbed $T_0$.

One can also consider a case when multiphase gas is subject to an external perturbation, e.g., a sound wave, passing through it. To this end, we repeated the simulations of Section 4.3, this time assuming that the large-scale perturbations in density affect an ICM that on sub-pixel scales is composed of equal amounts of gas at $T_0 = 1$ keV and $T_0 = 2$ keV. The simulated images for each combination of the three perturbation processes are treated in the same way as the real images to produce $R$ and $C$ values between each soft- and hard-band image pair. The resulting $R$ and $C$ values are compared with the predictions for different mixes of the three processes, assuming an unperturbed temperature of 1.5 keV, i.e., the mean between the two phases. The corresponding contours are plotted in Figure 8, together with the original positions of each simulation, as crosses, and the intersection or closest encounter of contour pairs, as ellipses of the corresponding color. Evidently the leading type of fluctuation process is recovered in the majority of cases; only the case where the three types of process have equal contributions (blue cross and ellipse) would be erroneously interpreted as equal contributions of adiabatic and isobaric processes only. The deviation between the input and recovered mix of processes is similar to the simulations with a single unperturbed temperature at each volume element but with a radial dependence of $T_0$.

Therefore if multiphase gas is present on very small scales and is uniformly distributed across the cluster, the analysis applies and can be interpreted using $R-C$ maps calculated for an average temperature between the phases. If instead the fraction of the multiphase gas varies on resolvable scales, these variations will be captured by our analysis.
fluctuations in the cluster. The resulting spectra are shown in Figure 9. The amplitude spectra in the top panel show a very slight dependence of amplitude on spatial scale. Perfectly horizontal amplitude spectra correspond to a 3D power spectrum $P_{3D} \propto k^{-3}$ so this slight decrease of amplitude with $k$ indicates a slightly steeper $P_{3D}$. This is consistent with the power spectral slope obtained for M87 by Zhuravleva et al. (2014), although in that paper the arms’ structure was excluded from the analysis, making the amplitudes smaller, and for the Perseus cluster by Zhuravleva et al. (2015). The small $R$ and $C$ values reveal the strong contribution of isobaric processes to the fluctuation pattern of this region. For spatial scales of about 100″ we find $R = 0.35$ and $C = 0.5$. This value of $R$ occurs only at the top left corner of the $R$–$C$ maps in Figure 3, where isobaric fluctuations are responsible for about 70%–80% of the total variance. In this corner, the coherence is very sensitive to the underlying temperature so we remark only that, as expected for both maps, the absolute value of the coherence should be significantly lower than 1 but its precise value is hard to predict.

We now proceed with the analysis of selected regions of the image. We identified structures that might be dominated by different processes. From Figure 2 it is clear that the ring structures around 3′ from the center correspond to adiabatic fluctuations (see, e.g., Forman et al. 2007, where this structure is identified as a weak shock), while the arms stretching to the east and southwest are isobaric, since they do not appear in the hard-band image. Guided by these arguments, we subdivided the image into three regions: “arms,” “ring,” and “outer.” We now extract the power spectra of these regions to verify that their $R$–$C$ values match our expectations and establish the contribution of the different processes in regions with less prominent features.

Section 5. Nature of the Surface Brightness Fluctuations in M87

We use archival Chandra observations of M87 with ObsIDs 2707, 3717, 5826, 5827, 5828, 6186, 7210, 7211, 7212, and 11783. The data were processed following the procedure described in Vikhlinin et al. (2005). The co-added final image has a pixel size of 1″ and fairly uniform total exposure of about 420 ks within 7′ in radius of the center, which is the area we will use for the following analysis. The well studied X-ray jet (e.g., Marshall et al. 2002; Harris et al. 2003) and the point sources, mainly corresponding to X-ray binaries (Jordán et al. 2004), contaminate the signal from the ICM fluctuations and were excised from the images before further analysis.

We use X-ray images of M87 in the 1–3.5 keV and 3.5–7.5 keV bands to calculate the power and cross-power spectra of fluctuations, the correlation coefficient $C$, and the amplitude ratio $R$. We fit $\beta$-models to the images in each energy band and then divide the images by these models to remove the large-scale symmetric structure. The best-fitting $\beta$-model parameters are $R_1 = 0.23$ and $\beta = 0.37$ for the 1–3.5 keV image and $R_1 = 0.03$ and $\beta = 0.30$ for the 3.5–7.5 keV image. The smaller value of $\beta$ for the hard band reflects the global increase in radial temperature that makes the hard-band image less peaked. The resulting “flattened” images are shown in Figure 2.

We first calculate the amplitude and cross spectrum for the entire region, masking out only point sources and the jet. This region of the ICM is perturbed by different processes so our aim is to establish whether one of these clearly dominates the
to $k < 2 \times 10^{-2}$ arcsec$^{-1}$. In this range of scales, the correlation coefficient and amplitude ratios are small with values of $R \sim 0.1$ and $C \sim 0.35$, very similar to those of the entire image, so the same interpretation applies here, only shifting the relative importance of the isobaric fluctuations to even higher values. The corresponding region in the $R-C$ maps is labeled “arms” in Figure 3.

The value of $R \sim 0.2$ can be compared with the predictions for isobaric fluctuations plotted in the bottom panel in Figure 1. For an initial temperature of $T_0 \sim 2$ keV, small variations of density (green curve) will produce an amplitude ratio of this order of magnitude. Pure isothermal ($R \sim 1$) and adiabatic processes ($R > 1$) can be safely excluded, while isobaric fluctuations in these regions are completely consistent with the amplitude ratios.

5.2. Rings at 2′–3′75 (11–17 kpc)

The ring sections of increased surface brightness at radii of 3–3′75 from the center were first identified by Young et al. (2002) from Chandra images. Forman et al. (2005) present a temperature map of this region showing an increase in temperature at the rings, compared with the immediate surrounding gas, which together with the nearly circular appearance of the ring support its interpretation as a weak shock (see also Forman et al. 2007). Million et al. (2010) used deep Chandra images to confirm its weak-shock nature. The ring appears more prominent in the 3.5–7.5 keV band than in the softer bands, consistent with an adiabatic origin (top panel in Figure 1). We calculated $R$ and $C$ for a section of the image covering the northern part of the ring, excising only the point sources from this region, as shown in the central panel in Figure 10. The thickness of the section including the ring is about 150″, so we will focus on size scales smaller than or equal to this, with $k > 6 \times 10^{-3}$ arcsec$^{-1}$. As can be seen in the central panel in Figure 11, around $k = 10^{-2}$ arcsec$^{-1}$, $C \gtrsim 0.95$ and $R = 1.3$. The temperature in this region is about 2 keV, so we should interpret the results using the top panel in Figure 3. The location of the intersections of the corresponding contours suggests the following distribution of amplitudes of the contributing processes: adiabatic $\sim$0.8, isobaric $\sim$0.3,
isothermal $\sim 0.5$. In terms of variance $\sim 60\%$ of the total variance can be attributed to adiabatic processes, $\sim 10\%$ of the variance to isobaric processes, and $\sim 30\%$ of the variance to isothermal processes. For higher mean temperatures, the adiabatic contribution would increase further. Therefore, adiabatic fluctuations dominate the variance in this region although there can be a non-negligible contribution from at least one other process.

5.3. Outer Region

We now proceed with the analysis of the outer region shown in the right panel of Figure 10, where the central 2', the arms, and the shock have been excluded. The resulting power spectra for the 1–3.5 and 3.5–7.5 keV band images are shown in the right panel of Figure 11 (see also Zhuravleva et al. 2014). We consider only scales $\sim 100''$ and larger, i.e., below $k = 10^{-2}$ arcsec$^{-1}$, since in this region the surface brightness is very low in the hard band and the power drops an order of magnitude below the Poisson noise level slightly above these scales. Around $k = 10^{-2}$ arcsec$^{-1}$, both $C$ and $R$ are about 0.9, pointing to a mixture of the three types of processes. For mean temperature $T_0 \sim 2$ keV, the values $R \sim 0.9$ and $C \sim 0.9$ imply relative amplitudes of $\sim 0.4$, 0.4, and 0.8 produced by adiabatic, isobaric, and isothermal processes, respectively. In terms of variance, the majority, about 70%, can be attributed to isothermal processes with the remaining $\sim 30\%$ distributed equally between adiabatic and isobaric processes. For a lower temperature $T_0 \sim 1.6$ keV the isothermal processes would constitute an even higher fraction of the total variance, although a temperature of 1.6 keV is probably too low for this outer region and the first estimate is more accurate. Since this region is larger than the previous two, we can also focus on fluctuations on larger scales. At $k = 3 \times 10^{-3}$ arcsec$^{-1}$, or correspondingly spatial scales of $\sim 30$ kpc, both the coherence and the amplitude ratio drop, pointing to an increase in the relative amplitude of isobaric fluctuations.

Once the prominent structures such as the arms and weak shocks are excluded, the outer region appears to be dominated by isothermal fluctuations, at least for fluctuations on scales of $\sim 10$ kpc. In our analysis, isothermal structures simply correspond to density fluctuations that produce equal-amplitude fluctuations in the soft- and hard-band fluxes, such as, e.g., X-ray cavities produced by radio bubbles, or the global asymmetry of the cluster. The dominance of isothermal fluctuations of these scales in this region is consistent with the presence of several bubbles (see, e.g., Owen et al. 2000; Forman et al. 2007). In addition to these bubbles, at distances of about 6’ from the center the gas is likely disturbed by large-scale sloshing (e.g., Figure 2 in Simionescu et al. 2010; Werner et al. 2016). The most prominent cold front presumably associated with sloshing is located $\sim 20'$ north of M87. This feature is outside the region studied here. There is also a feature $\sim 6'$ south of M87 (green area in the lower left quadrant of the right panel in Figure 10) that might be a fainter counterpart of the more prominent northern cold front, similar to the structures predicted by 2D numerical simulations of gas sloshing, shown in the bottom panel in Figure 11 in Churazov et al. (2003).

5.4. Central 2'

The central 2' (radius) area appears disturbed by several processes so we study it separately. Figure 12 shows this region in three energy bands: 0.5–1, 1–3.5, and 3.5–7.5 keV. Each image has been divided by its best-fitting $\beta$-model to remove the symmetric large-scale structure and highlight the fluctuations, which are shown on the same color scale. Almost all the bright features, especially the base of the arms toward the east and southwest, appear stronger in the softest band, indicative of their isobaric nature. A few areas, marked by the red arrows, however, appear brighter in the 1–3.5 keV band than in the 0.5–1 keV band, which points toward adiabatic fluctuations. These regions include the “bud” structure identified by Forman et al. (2005, 2007) as a budding radio bubble. In the hard 3.5–7.5 keV band image (right panel of Figure 12), only this inner ring structure is visible, suggesting an adiabatic nature of the rings and corroborating the isobaric nature of the base of the arms.

The central region is cooler than the rest of the cluster, as can be seen in the temperature profile in Figure 4, averaging about 1.6 keV. For this low temperature, there are noticeable differences in the response to density fluctuations in the 0.5–1 keV and 1–3.5 keV bands, which we can exploit to study the origin of the fluctuations further. Figure 13 shows the amplitude ratios for adiabatic and isobaric density fluctuations, similarly to Figure 1, but this time comparing the 0.5–1 keV and 1–3.5 keV bands. For unperturbed temperatures below 2 keV, the fractional amplitudes deviate strongly from unity, especially for isobaric processes.

The power spectrum analysis of the central region for the very soft 0.5–1 keV and soft 1–3.5 keV energy bands is shown in Figure 14. The correlation coefficient is $C \sim 0.9–0.7$ and $R \sim 0.5–0.4$. These value can be compared directly with the curves in Figure 13. For an unperturbed temperature $T_0 = 2$ keV, an amplitude ratio of 0.5 requires an increase in density by a factor of $\sim 2$ due to isobaric processes. If the unperturbed temperature is $T_0 = 1.6$ keV, then the required increase in density by a factor of $\sim 1.5$ is more modest. The correlation coefficient drops slightly toward smaller spatial scales (higher values of $k$), hinting at uncorrelated fluctuations of a different type becoming stronger at smaller scales, probably the adiabatic inner ring structure marked with red arrows in Figure 12.

For this region, we have also calculated the values of $R$ and $C$ for the images in the 1–3.5 and 3.5–7.5 keV energy bands (see Figure 15). On scales $\sim 2'$ (or equivalently $\sim 9$ kpc), similar to the radius of this central region, $C \sim 0.4$ and $R \sim 0.3$, which correspond to the top left corner of the $R$–$C$ maps in Figure 3, i.e., mostly isobaric fluctuations, confirming the result of the low-energy bands. On scales of $\sim 20'$, about the thickness of the ring in the right panel in Figure 12, the values of $R$ and $C$ both increase to $\sim 0.5$, corresponding to an increased contribution from adiabatic processes, which make up about 30% of the variance of density fluctuations at these smaller scales.

6. ENERGY CONTENT OF THE FLUCTUATIONS

We would like to estimate the total excess energy associated with density fluctuations using the observed integrated variance $X^2$ of density perturbations in the 1.0–3.5 keV band. We note that the gas emissivity at and below 1 keV is especially sensitive to temperature variations. This is the main reason why we use the 1.0–3.5 keV energy band (dropping data below 1 keV) as the soft band for M87. In this band the emissivity does not change strongly with temperature, making the data in this band a good proxy for density variations only (see for
even when the temperature drops below 1 keV. We consider first the density fluctuations produced by a collection of bubbles of relativistic plasma, occupying a small fraction $f_b \ll 1$ of the cluster volume. We assume that the bubbles are essentially devoid of thermal plasma. Therefore, in terms of X-ray observables, they correspond to density fluctuations $\delta \rho / \rho \approx -1$, while the rest of the ICM is unperturbed $\delta \rho / \rho \approx 0$. The resulting total variance (to leading order in $f_b$) is

$$X^2 = \left( \frac{\delta \rho}{\rho} \right)^2 \approx (1 \times f_b + 0 \times (1 - f_b)) = f_b. \quad (7)$$

Since the free energy associated with bubbles is their enthalpy $E_b = \gamma \Delta PV_b$ (Churazov et al. 2001), we can write $E_b = \gamma f_b E_{\text{thermal}}$, where $V_b$ is the volume occupied by bubbles and $E_{\text{thermal}} = \frac{1}{\gamma - 1} PV$ is the total energy in the volume of the
In terms of the 3D amplitude of this equates to \( P_{\text{3D}}(k) \) or equivalently \( 9 \, \text{kpc} \), \( C = 0.4 \) and \( R = 0.3 \), which correspond to the top left corner of the \( R-\sigma \) maps in Figure 3, i.e., mostly isobaric fluctuations. On scales of \( 20'' \), about the thickness of the ring in the right panel in Figure 12, the values of \( R \) and \( C \) both increase to 0.5, corresponding to an increased contribution from adiabatic processes, which make up about 30% of the variance of density fluctuations at these smaller scales.

The total variance of density fluctuations, \( \sigma^2 \), can be crudely estimated as

\[
\frac{E_b}{E_{\text{thermal}}} \sim \gamma \sigma^2. \tag{8}
\]

Similar expressions can be derived for (small) density fluctuations due to sound waves or gravity waves; they all have the form \( \frac{E_{\text{mechanic}}}{E_{\text{thermal}}} \sim \alpha \sigma^2 \), where \( \alpha \) is of order unity. Therefore, independently of the nature of fluctuations, we can crudely estimate the total energy associated with fluctuations as \( \sim \sigma^2 \).

To estimate the total variance of density fluctuations, \( \sigma^2 \), we use the power or amplitude spectra of the 1–3.5 keV images, since these correspond most closely to density fluctuations. In terms of the power this reads

\[
\sigma^2 = \int_{k_1}^{k_2} P_{\text{3D}}(k) \, 4\pi k^2 dk \tag{9}
\]

where \( P_{\text{3D}}(k) \) is the deprojected power spectrum and \( k \) is the spatial wavenumber. In terms of the 3D amplitude of fluctuations, as plotted in the top panels in Figures 9 and 11, this equates to

\[
\sigma^2 = \int_{k_1}^{k_2} \frac{A_{\text{3D}}^2(k)}{k} \, dk. \tag{10}
\]

We integrated the 3D amplitude spectra obtained for the entire \( 14'' \times 14'' \) region in the 1–3.5 keV band, between \( k_1 = 0.005 \, \text{arcsec}^{-1} \) and \( k_2 = 0.05 \, \text{arcsec}^{-1} \) obtaining a value of \( \sigma^2 \sim 0.05 \). This limited range in spatial scales used for the integration (see Equation (10)) evidently results in a lower limit to the total variance of density fluctuations. We do not expect a large contribution to the variance from larger \( k \) since the amplitude spectrum declines with increasing \( k \). On the other hand, larger scales, corresponding to \( k < k_1 \), could potentially provide a significant contribution to the variance. However, the value of \( k_1 \) is not far from 1/\( R \) where \( R \) is the size of the region. It is therefore unlikely that our estimates of the total variance at scales \( < R \) are underestimated by a large factor.

For the \( 14'' \times 14'' \) region, \( \sigma^2 \sim 0.05 \) as discussed above, implying that in this region the amount of non-thermal energy associated with density perturbations is \( \approx 5\% \) of the total thermal energy. From here we can estimate that the time \( t_{\text{diss}} \) needed to convert this non-thermal energy into heat in order to balance the cooling losses is

\[
E_{\text{diss}} = \frac{E_{\text{fluctuation}}}{E_{\text{thermal}}} \sim 0.05 \, t_{\text{cooling}}.
\]

For typical conditions in cool-core clusters, this corresponds to the dynamic timescale, within a factor of a few. This timescale is consistent with the AGN feedback model (Churazov et al. 2000, 2001) when bubbles of relativistic plasma initially capture much of the AGN’s mechanical power and then transfer energy to the gas on timescales set by the rise of buoyant bubbles. According to this scenario, the energy goes into turbulence and gravity waves—including the contribution of entrained gas—and dissipates into heat.

A similar analysis can be done for the amplitude spectra of selected regions, as shown in Figures 10 and 11. In this case we took two approaches. First, we integrated the amplitude spectrum directly, in a range of scales where this spectrum is reliably measured. Then we used this range of \( k \) to fit a power-law model to the amplitude spectra and integrated the model over the same range of \( k \) as used above for the entire image, i.e., \( k = 0.005–0.05 \, \text{arcsec}^{-1} \). The results, with both methods in each region, are summarized in Table 1. The \( \sigma^2 \) in the arms’ region is about four times higher than for the entire image, which has the arms’ contribution to the power diluted by the less perturbed part of the image. The shock and the outer regions have much lower amplitudes, with \( \sigma^2 \) about an order of magnitude lower than in the arms’ region.

We can estimate the contribution of each section of the image to the total power as follows. The outer region, where the shocks and arms are excluded, is probably representative of the average conditions in the cluster, i.e., similar bubbles and other structures should also exist in the image regions that have been masked out, perhaps at different positions along the line of sight than the arms and shocks. Therefore, the contribution to the total \( \sigma^2 \) of these mainly isothermal structures is likely similar to the \( \sigma^2 \sim 0.015 \) contribution found in the outer.

### Table 1

| Region | \( k \) range | \( E_{\text{fluctuation}}^2 \) | \( k \) range | \( E_{\text{fluctuation}}^2 \) |
|--------|----------------|----------------|----------------|----------------|
| all    | 0.005–0.05     | 0.058           | 0.005–0.05     | 0.053           |
| center | 0.007–0.1      | 0.11            | 0.005–0.05     | 0.008           |
| arms   | 0.01–0.1       | 0.18            | 0.005–0.05     | 0.22            |
| shock  | 0.007–0.04     | 0.016           | 0.005–0.05     | 0.019           |
| outer  | 0.005–0.02     | 0.012           | 0.005–0.05     | 0.015           |

**Note.** Direct integrations of the amplitude spectra are quoted in the third column and analytic integration of the power-law fit to the spectra are quoted in the fifth column. The frequency ranges used for each integration are quoted in the second and fourth columns.
The shock region is probably representative of the entire ring with inner radius 1/3 and outer radius 4/5 from the center, not just the section used for our calculations, which masked out the overlying arms and other structures. Therefore, if no other shocks are present, the shock will contribute about 0.02 × 0.3 = 0.006 to the total X², where the factor of 0.3 accounts for the ratio of areas of the shock ring to the entire 14′ × 14′ image. For the arms’ region, if these are the only such structures in the total image then their contribution needs only to be scaled down by the ratio of areas, so that the contribution of arms to the total X² is ~0.22 × 1/9 ~ 0.024. Finally, the central region, scaled down by the area ratio, contributes ~0.1 × 1/15 = 0.006; thus the total adds up approximately to the variance of the entire region, i.e., X² ∼ 0.05.

Note that the dissipation timescale discussed above corresponds to an average time over the entire 14′ × 14′ region. Isolating the central region, within 2′ from the center, the corresponding X² ∼ 0.1, so here t_diss ∼ 0.1 t_cooling. Repeating these calculations for radii up to 4′ also produces t_diss ∼ 0.1 t_cooling.

In the above discussion we implicitly assume that (i) observed perturbations are due to the action of an AGN, (ii) all excess energy is first stored in the perturbed gas and then dissipates, and (iii) density perturbations can be used to estimate the stored energy. Several physical processes could affect the properties of the ICM. For instance, thermal conduction could potentially have a strong impact on the ICM (see, e.g., simulations by Bogdanović et al. 2009; Dolag et al. 2009; Ruszkowski & Oh 2010; McCourt et al. 2012; Gaspari & Churazov 2013; ZuHone et al. 2013; Arth et al. 2014; Gaspari et al. 2014), especially on small scales, although due to the strong temperature dependence of conduction it is expected to be more important in more massive clusters, where the temperature is much higher than in M87. Radiative cooling of the gas could also have an impact on the ICM; it can be responsible for the formation of low-entropy structure in pressure equilibrium with the ambient gas. The discussion of implications and signatures of conduction and cooling is beyond the scope of this paper. We note, however, that the analysis done in previous sections measures the correlations between density and temperature fluctuations at a given moment in the ICM, irrespective of the process responsible for generating the perturbations.

7. CONCLUSIONS

In this paper, we demonstrate how adiabatic, isobaric, and isothermal fluctuations in the ICM have different impacts on cluster images in different X-ray bands. For our chosen energy bands (1–3.5 and 3.5–7.5 keV) adiabatic fluctuations, such as sound waves or weak shocks, produce larger amplitude in the hard band. In contrast, isobaric fluctuations, characteristic of subsonic gas displacement, produce larger surface brightness fluctuations in the soft band, while the hard-band image might show only a small or even a negative response to the same fluctuations. Isothermal fluctuations, such as bubbles and large-scale asymmetries, appear equally strong in both bands. We have exploited this behavior of the cluster X-ray emission to study the origin of the features in the ICM that produce the observed surface brightness fluctuations. Of course, there are a number of caveats associated with this analysis. These include the uncertainty in removal of the global cluster profile using a simplistic β-model; the assumption of small-amplitude linear fluctuations, and the assumption that processes of different type are spatially uncorrelated. We nevertheless believe that the analysis captures important observational signatures of different processes responsible for the observed fluctuations and allows us to identify the most prominent ones.

The most prominent features of the M87 X-ray images had been identified as cool arms and quasi-spherical shocks (see Figures 2(a), 9(a), 11(a) in Forman et al. 2007). We isolated the regions that contain these structures and calculated power and cross-power spectra, the correlation coefficient C, and the ratio of amplitudes R. The derived values of R and C show an excellent agreement with the predictions of isobaric fluctuations in the arms’ region and adiabatic fluctuations in the shock region.

The rest of the cluster is not clearly dominated by a single type of fluctuation. We divided the remaining area into a central 2′ circle and an outer region. In the center, the leading type of fluctuation is isobaric, dominating the variance on scales of 100″. At smaller scales of 20″, adiabatic fluctuations appear and account for about 30% of the variance. The dominance of isobaric structures in the central region is further confirmed by the comparison of the soft 1–3.5 keV images with the very soft 0.5–1 keV images (see left and center panels in Figure 12). The amplitude ratio R between these bands is about 0.5, which is consistent with a region with a factor of ~2 overdensity in pressure equilibrium with ambient gas at about 1.6 keV, as shown by the predicted amplitude ratios for isobaric fluctuations between these bands in Figure 13.

For spatial scales of 5–10 kpc, the outer region is dominated by isothermal fluctuations, which include bubbles and deviations from the spherically symmetric model used to remove the large-scale gradient produced by the potential of the cluster. The measured R and C values correspond to about 70% of the variance produced by isothermal processes and the remainder is distributed about equally between adiabatic and isobaric processes. Fluctuations on larger scales of about 30 kpc point to a larger contribution from isobaric fluctuations. Part of these isobaric and apparently adiabatic fluctuations can be unrelated to the central AGN activity, for example as a result of gas sloshing produced by in-falling substructure.

We show that the energy content of the density fluctuations is proportional to their integrated variance, so that by integrating the amplitude spectra of the 1–3.5 keV images, we can estimate the ratio of non-thermal (fluctuation) energy to the thermal energy. Using this argument, we find a non-thermal energy fraction E_fluctuation/E_thermal ∼ 0.05 for the entire 14′ × 14′ region centered on M87. From this value we estimate the dissipation time of the fluctuations as t_diss ∼ 0.05t_cooling in order for these fluctuations to balance radiative cooling. The total variance depends on the region of the image considered; in particular, in the central regions of 2′ radius and 4′ radius the integrated variance is X² ∼ 10%, indicating shorter dissipation timescales of t_diss ∼ 0.1t_cooling. These results broadly agree with an AGN feedback model mediated by bubbles of relativistic plasma.
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