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Applying machine learning technology to automatic image analysis and auxiliary diagnosis of whole slide image (WSI) may help to improve the efficiency, objectivity, and consistency of pathological diagnosis. Due to its extremely high resolution, it is still a great challenge to directly process WSI through deep neural networks. In this paper, we propose a novel model for the task of classification of WSIs. The model is composed of two parts. The first part is a self-supervised encoding network with a UNet-like architecture. Each patch from a WSI is encoded as a compressed latent representation. These features are placed according to their corresponding patch’s original location in WSI, forming a feature cube. The second part is a classification network fused by 4 famous network blocks with heterogeneous architectures, with feature cube as input. Our model effectively expresses the feature and preserves location information of each patch. The fused network integrates heterogeneous features generated by different networks which yields robust classification results. The model is evaluated on two public datasets with comparison to baseline models. The evaluation results show the effectiveness of the proposed model.

1. Introduction

Histopathological images are the imaging of tissue sections under a microscope, and numerous studies have validated and demonstrated their value in biomedical research [1–3]. Compared with other medical imaging modalities, histopathological images contain a higher degree of information density, and an image can contain elements such as nuclei, cells, tissues, and stroma that are different in structure and texture. With the advancement of imaging and image processing equipment, whole slide image (WSI) is widely used in computer-aided systems for pathological diagnosis [4, 5]. WSI retains a large amount of detailed information of tissue sections, provides strong support for the identification of pathological characteristics and diagnosis of lesions [6], and is in fact the gold standard for the diagnosis of many cancers.

However, it is still a great challenge to directly process WSI through deep neural networks due to its extremely high resolution. For example, in the TCGA database [7], a WSI (entity ID: TCGA-HT-768101Z-00-DX4) in SVS format in the TCGA-HT subset has a size of 666 MB with resolution 79679 × 64810. Limited by the computing power of computer hardware, it is difficult to directly apply deep neural network for analysis of such high-resolution images [8]. There are currently two main approaches to solve this problem. The first one is to reduce the resolution of WSI so that it can be efficiently processed by deep learning models. However, reducing the resolution will lead to a great loss of information in WSI, which will lead to a decrease in the accuracy of the model, especially in tasks such as cell nucleus identification and tissue structure classification that need to be analyzed by pixel-level features [9–11].

The second method follows the idea of divide and conquer. First, the WSI is divided into patches, and the resolution of each patch is small enough to be input to the deep learning model for training and feature extraction, and then, the features of these patches are fused and fed to the analysis model associated with the target task for processing. Huang
and Chung [12] proposed an automatic classification model for WSI. They developed a deep model to fuse the features of each patch and preserve their spatial relative positional relationship. The fusion network consists of several fully connected layers with dropout. Wang et al. [13] proposed a system based on deep learning that can detect malignant melanoma in WSIs of eyelid. The method first trained a convolutional neural network to predict the malignant probability of a patch, and then, a heatmap is generated by embedding the malignant probability of each patch into the original WSI. Finally, a random forest is applied to the generated heatmap to obtain the WSI level classification. However, the method requires patch-level labeling, which usually requires a lot of human efforts, and thus has limited applicability. Brancati et al. [14] proposed a deep learning model for WSI classification and scoring. A pretrained ResNet is used as a patch-level feature extractor. The extracted patch features are stacked together based on their spatial information to form a grid-based feature map. Then, an attention model with min and max pooling operations is applied to the feature map to obtain feature vector for final classification. We argue that the attention model with min and max pooling operations is limited in their feature diversity when generating the final classification feature vector. Lai et al. [15] proposed a method for automated grey matter and white matter in WSIs. The method utilized a self-supervised patch encoder and a semisupervised classification model for patch classification. The patch encoder trained on a self-supervised manner is an effective means in label-free model pretraining.

Recently, the research on WSI analysis model based on deep learning mainly focuses on two key issues. The first is to obtain a compact representation of patches with minimal information loss [16–18]. The second is the fusion of patch features, through which feature vectors or feature maps are obtained for target model training [19, 20]. Our proposed model follows the idea of patch-based WSI analysis method and solves the above two key problems by introducing self-supervised learning [21] and heterogeneous feature fusion mechanism. We use a UNet-based model [22–24] for patch feature representation. The network consists of an encoder (f) and a decoder (h), and a compact feature vector (v) connects them. The training process does not need to consider the label of the image but only needs to make the input and output of the network as close as possible, which can be evaluated by a pixel-wise loss function. Given a set of images \( D = \{I_0, I_1, \cdots, I_n\} \), the feature representation model solves the following problem as shown in

\[
\arg \min_{f,h} L(h(f(d)), D),
\]

where \( L \) is a pixel-wise loss function evaluating the total difference between the recovery images \( h(f(d)) \) and the groundtruth images \( D \). The compact feature representation of an input image \( I_v \) is \( v = f(I_v) \) obtained by minimizing the training loss. Note that \( f \) acts as an encoder to find the optimal feature representation of the input sample and does not contradict the degree of compression of the feature representation. The success of models such as UNet has fully demonstrated that both can achieve better results in an optimization process.

In order to make full use of the different information implied in the image feature expression, we propose to apply deep models with different structures to process \( v \) parallely and finally fuse the results together. Four famous deep learning model architectures are considered in this work, i.e., GoogleNet [25–27], VGGNet [28], ResNet [29], and DenseNet [30]. The motivation of applying these four networks with different architectures lies in the aim of obtaining the feature maps with diversity, so as to obtain a more robust analysis model by using the strategy of ensemble learning. The concepts of these deep neural networks are different, and the connection patterns between the processing blocks are also quite different, which makes the extracted depth features diverse. The inception block in GoogleNet makes use of the Network in Network (NiN) [31] structure to obtain different receptive fields. ResNet retains a certain percentage of the output of the previous network layer through the residual module to avoid gradient disappearance. The basic idea of DenseNet is almost the same as that of ResNet. It establishes connections between each pair of layers to make full use of depth features.

The four subnetworks are placed into a global network with consistent training strategy and loss function, in which the extracted features are fused together. By fusing the feature maps with diversity, features with stronger expressive power can be formed. We briefly explain the motivation for doing so. The traditional ensemble learning method is generally to vote for the output results of classifiers by majority [32]. This is because the performance of traditional classifiers is not so strong, and only differentiated classifier parameters or training sets can be used, so that classifiers can complement each other. However, the deep neural network has strong enough classification ability, and the effect of differentiation is limited. Heterogeneous feature expression is more helpful to improve the effect of the target model.

The main contributions of this work are twofold:

(i) We propose a self-supervised encoding network for patch feature representation in a WSI. The encoding network can effectively process patches of a WSI while keeping their spatial information, and it can work in a transfer learning pattern.

(ii) We propose a classification model which fuses blocks of 4 heterogeneous structures and achieve significant improvement of performance compared to single structures.

The remainder of this paper is organized as follows: Section 2 presents the details of the proposed model including the UNet-based self-supervised feature representation method and heterogeneous network-based feature fusion model. The evaluation methods and results are reported in Section 3 followed by a discussion. Finally, we conclude the paper in Section 4.
2. Method

2.1. Framework. The model proposed in this paper is divided into two parts. The first part is a self-supervised feature extractor (SSFE) based on UNet, which extracts compact features of the input WSI patches and compresses the features while keeping the patch information as much as possible. The second part is a heterogeneous feature fusion model (HFFM), which uses four different network blocks to convolve, pool, and activate the patch feature cube nonlinearly to get the feature vectors for target analysis tasks.

The two parts are connected by the feature cube obtained by patch feature stacking. Figure 1 sketches the main framework of the proposed model.

The two parts of the model are trained separately. For SSFE, its main goal is to get a compact feature representation of the patch through training, which is realized by a network with basically symmetrical structure. The input patch is downsampled and upsampled for the same number of times, and the difference between the input patch and the output image is minimized by minimizing L2 loss function. For HFFM, we fuse the main processing blocks of heterogeneous deep neural networks in a global network, then connect the output features, and finally input them to the classifier for prediction. SSFE can be trained independently of HFFM with different datasets which make the model have good extensibility. Specifically, this framework naturally supports the transfer learning paradigm which is widely used in deep learning.

2.2. Self-Supervised Patch Encoding Network. SSFE module encodes one patch at a time, and all valid patches of a WSI are encoded and stacked into a feature cube according to their spatial positions. The backbone structure (encoder) of SSFE is similar to that of VGG network. It consists of several connected blocks, each of which consists of a convolution layer, a pooling layer and an activation layer. Supposing that the dimension of the input square patch is \( W \times W \times 3 \), after passing through the encoder of SSFE, the dimension of the output feature map is \( V \times V \times K \), where \( K \) is the channel number of the last convolution layer and \( V < < W \). A global aggregation pooling is applied to the output feature map, and thus, a \( 8 \times 8 \times K \) feature vector is obtained. The reason of applying this pooling operation is twofold. The first is to find the most salient points locally through maximum pooling and introduce an attention mechanism to the model, and the second is to reduce the size of the feature map and improve the processing efficiency of HFFM.

The network structure of SSFE is shown in Figure 2. The red arrow represents the convolution operation with a kernel size of \( 3 \times 3 \), and the green arrow represents the convolution operation with a kernel size of \( 1 \times 1 \), which is only used for the output layer of the last decoder. And the yellow arrow represents the maximum pooling or upsampling operation. The yellow block represents the feature map duplication, which is widely used in UNet architecture to image reconstruction and expression of key features. The number above each block (green or yellow) indicates the number of channels of the feature map at this stage. As can be seen from the figure, the feature map size decreases as it goes down, but the number of channels increases. The nonlinear activation layer is not shown in Figure 2. We use the ReLU function [33] here as its effectiveness has been widely verified.

The decoder performs upsampling with kernel \( 2 \times 2 \) and convolution with kernel \( 3 \times 3 \) to recover the input image. SSFE is trained with L2 loss function evaluating the pixel-wise loss between the input patch and recovered one. The connection between encoder and decoder part of SSFE is established through a feature vector, as shown in the central bottom part of Figure 2. As can be seen visually from Figure 2, the image generated by SSFE can well preserve the structure, color, and texture of the original image. The hidden layers of SSFE generate compact feature representations of an input image patch. The reason of choosing the bottom hidden layer for feature representation is that it is the last layer of downsampling, and the length of the feature expression is minimal, while the information of the input patch is retained as much as possible. Thus, the parameter scale of the following classification module can be maintained at a low level.

One of the key problems is that WSIs in a dataset often have different sizes. For example, in TCGALGG dataset, the width of WSI varies between 7949 and 169786 pixels and the height varies between 7152 and 84976 pixels. It results in different number of patches of each WSI after segmentation. The size of feature map in feature cube after SSFE is also different. In order to provide a uniform size feature cube for the later heterogeneous network, an independent layer with fixed parameters is added to reform it. Figure 3 shows the whole process of generating the feature cube.

Formally, suppose a WSI is divided into \( r \) rows and \( c \) columns of nonoverlapping patches in a grid. The feature map of the patch in row \( i \) and column \( j \) is \( M^{(ij)} \). In the global average pooling layer, sliding windows are performed on each feature map, the maximum values of sliding windows are obtained, and then, these maximum values are averaged to obtain a feature value representing the feature map. The maximum operation eliminates the influence of local minima on feature value, as shown in

\[
v_{ij} = \frac{1}{p \times q} \sum_{pq} \max \left( sw \left( M^{(ij)}_{pq} \right) \right),
\]

where \( sw(M^{(ij)}_{pq}) \) returns all values containing in a sliding window centered on point \( M^{(ij)}_{pq} \).

2.3. Fused Heterogeneous Networks. The WSI embedding matrix obtained in the previous section are sent to 4 subnetworks composed of main blocks of heterogeneous networks for training.

2.3.1. Inception Module in GoogLeNet. The core idea of GoogLeNet [25] is inception module. A number of convolution or pooling operations are put together to assemble an
The inception module, and the network structure is assembled with the inception module as the unit. Figure 4 shows the basic structure of an inception module.

The structure of inception can make full use of computing resources and obtain more effective deep features in the same amount of computation. Therefore, it may improve the classification performance of the entire network. Inspired by network in network [31], 1 × 1 convolutional layer is used in the inception module. There are two main advantages of 1 × 1 convolution operation [31], i.e., cross-channel feature integration and reducing the number of convolution kernel parameters in the model.
2.3.2. VGGNet. The architecture of VGGNet [28] is firstly proposed by Oxford’s Visual Geometry Group. The idea of VGGNet is that increasing the depth of the model can affect the final performance to a certain extent. The experimental results on the ImageNet show the effectiveness of VGGNet. Several successive $3 \times 3$ convolution kernels are used to replace the larger convolution kernel (e.g., $5 \times 5$, $7 \times 7$, and $11 \times 11$) in traditional network (e.g., AlexNet [34]). For convenience of expression, we define VGG block as several stacked $3 \times 3$ convolution kernels with max pooling and nonlinear activation layers. Figure 5 shows the architecture of VGGNet.

In VGG, three $3 \times 3$ convolution kernels are used instead of $7 \times 7$ convolution kernels, and two $3 \times 3$ convolution kernels are used instead of $5 \times 5$ convolution kernels. The main purpose of this design is to improve the depth of the network and the model performance to a certain extent while keeping the same receptive field. The structure of VGGNet is simple, and the convolution kernel ($3 \times 3$) and the maximum pool ($2 \times 2$) are used in the whole network.

2.3.3. Residual Block in ResNet. The core idea of ResNet [29] is to introduce a constant shortcut connection to skip one or more layers directly. It effectively solves the problem of gradient disappearance and explosion of extremely deep network. Specifically, the residual block adopts a structure similar to VGG, but the residual connection is added between two convolution layers. According to [29], the structure of residual block used in this paper is shown in Figure 6.

In Figure 6, the block BN stands for batch normalization and the $\oplus$ stands for matrix addition. The BN and ReLU layers are carried out before the convolution layer. This pre-activation strategy can improve the network performance to a certain extent.

2.3.4. Dense Block in DenseNet. DenseNet got rid of the stereotype thinking of deepening the network layer number and widened the network structure to improve the network performance. It greatly reduced the number of network parameters and alleviated the problem of gradient vanishing.
through feature reuse and the bypass setting. The input of each layer comes from the output of all previous layers. Figure 7 shows the architecture of a DenseNet with 3 dense blocks.

In a dense block, each circle represents a group of operations, including BatchNormalization, ReLU, and convolution. The input of each group is composed of the outputs of all previous layers in the block. The transition layers include a convolution layer and an average pooling layer. The size of the feature map in each block needs to be consistent for connection, and transition layers are inserted between blocks for down-sampling operation. DenseNet can accept a small number of feature maps as outputs of the network layer.

2.3.5. Feature Fusion. The feature maps from the four sub-networks are processed by global average pooling and then concatenated to form a feature vector. The feature vectors are input into a dropout layer and a full connection layer, and finally, the predicted category information is output by softmax. Cross entropy loss function and Adam optimizer are used in training.

2.4. Model Complexity. Although the WSI processed by this model has ultrahigh resolution, due to the patch-based feature extraction method, there is a linear relationship between the time complexity of SSFE and the number of patches. For a single patch, the training time complexity is comparable to a UNet with an input of $1024 \times 1024 \times 3$. For HFFM, its four sub-networks are stacked by four different types of blocks (see 2.3). The parameter size of each sub-network is about 1/2 of its reference network, and its training and prediction cost can be evaluated accordingly.

3. Evaluations and Results

3.1. Dataset and Environment. We evaluated the performance of the proposed model on two public pathological image datasets of TCGA: low grade glioma (LGG) and glioblastoma multiforme (GBM). There are 921 WSI images in the two datasets, which are divided into IDH wild type and mutant. The total size of WSI images used for evaluation exceeds 230 GB. We cropped the blank part of the image by selecting the smallest circumscribed rectangle containing all tissue areas in the image as effective training area. A set of default filters [35] are applied to each WSI to remove marking pen tracking and small objects. It is worth noting that there are some WSIs containing multiple targets (see Figure 8 for an example). We wrote a script to put each individual target in WSI into a single image. Each WSI is segmented and patches containing effective tissue pixels (no less than 90%) are generated. The patch size is $1024 \times 1024 \times 3$.

All training and evaluation of the models are carried out on a server with Intel (R) Xeon (R) W2245 CPU @ 3.90 GHz, 64 GB memory, and NVIDIA RTX4000 8 G graphics card. The code for experiment is implemented in Python, and Keras is used for the construction and training of deep neural networks.

3.2. Model Setting and Training. SSFE and HFFM are trained separately. For SSFE, the training set is randomly selected from the training dataset is augmented by horizontal and vertical flip. The dimension of extracted feature for each patch is $56 \times 56 \times 256$. And then, a $7 \times 7$ max pooling is applied to obtain a $8 \times 8 \times 256$ final feature representation. The features extracted through SSFE are placed according to their spatial information to form a WSI embedding matrix as indicated by Figure 3. In order to eliminate the influence of the background on the main part of the image, we perform a threshold operation on the embedding matrix by setting the feature of the patch containing less than 30% of the tissue area with zero. Since the sizes of WSI are not completely consistent, we reform the WSI feature map to make them the same size ($56 \times 56 \times 256$) on the premise of keeping the number of channels unchanged. Figure 9 shows the original and SSFE regenerated patches. It can be seen that the image generated by SSFE can well preserve the structure, color, and texture of the original image.

The whole dataset is divided into training set and test set at the ratio of 9:1. In the training set, 25% data are randomly selected as the verification set, and the rest 75% are used for model training. The loss function for training SSFE is L2 loss and the optimizer is Adam.

We separately train 4 deep neural networks (VGG, GoogleNet, ResNet, and DenseNet) to classify WSIs represented by features extracted through SSFE. We use these 4 networks as baseline models for comparison with HFFM. They use the same training settings as follows. The batch size is 32 and epoch is 80.

3.3. Results. Accuracy (Acc), precision, recall, and F1 score are used for evaluating the performance of all models. These metrics are widely used in measuring the performance of
classification models. The definitions are as follows:

\[
\text{Acc} = \frac{TP + TN}{TP + TN + FP + FN},\quad (3)
\]

\[
\text{Precision} = \frac{TP}{TP + FP},\quad (4)
\]

\[
\text{Recall} = \frac{TP}{TP + FN},\quad (5)
\]

\[
\text{F1 score} = \frac{2 \times \text{precision} \times \text{recall}}{\text{precision} + \text{recall}},\quad (6)
\]

\begin{tabular}{|c|c|}
\hline
\textbf{Name} & \textbf{Strategy} \\
\hline
Model 1 & VGG, ResNet, and DenseNet \\
Model 2 & VGG, GoogleNet, and ResNet \\
Model 3 & VGG, GoogleNet, and DenseNet \\
Model 4 & GoogleNet, ResNet, and DenseNet \\
Model 5 & VGG, GoogleNet, ResNet, and DenseNet \\
\hline
\end{tabular}

\textbf{Table 1: Different subnetwork fusion strategies.}
where TP, TN, FP, and FN stand for true positive, true negative, false positive, and false negative, respectively.

Model 1~Model 5 represent the use of different subnetwork fusion strategies in HFFM, as shown in Table 1. The classification performance comparison of different models on each metric is shown in Table 2. The last column in Table 2 is the accuracy improvement ratio which represents the improvement of the classification accuracy of the fusion models ($J$) compared to the basic models ($H$), as shown in

$$\text{AccImp}_i = \frac{(\text{Acc}_i - \text{Acc}_{\text{max} H})}{\text{Acc}_{\text{max} H}},$$

where $\text{Acc}_i$ is the classification accuracy of model $i$ and $\text{Acc}_{\text{max} H}$ is the maximal classification accuracy of basic models.

It can be seen that the classification performance of the fused networks are greatly improved than those of the basic models. And the model that is fused of all subnetworks achieves the best accuracy among all models. We can see that ResNet and DenseNet have relatively similar classification performance, which is partly caused by similar structures of these two networks. Figure 10 shows the ROC (receiver operating characteristic) curve of each model and the corresponding AUC (area under ROC) values. It can be seen that Model 5 achieves the highest AUC (0.97) which indicates its best classification performance.

In order to better compare the classification performance between different algorithms, we use Friedman test which was proposed by Milton Friedman in 1937 to evaluate and compare the classification performance of multiple algorithms [36]. The motivation of using Friedman test is twofold. On one hand, it compares the

| Model       | Acc | Precision | Recall | F1 score | AccImp |
|-------------|-----|-----------|--------|----------|--------|
| VGG         | 0.790 | 0.791     | 0.795  | 0.789    | –      |
| GoogleNet   | 0.780 | 0.812     | 0.799  | 0.779    | –      |
| ResNet      | 0.820 | 0.827     | 0.830  | 0.820    | –      |
| DenseNet    | 0.820 | 0.830     | 0.830  | 0.820    | –      |
| Model 1     | 0.860 | 0.858     | 0.863  | 0.859    | 4.9%   |
| Model 2     | 0.840 | 0.840     | 0.845  | 0.839    | 2.4%   |
| Model 3     | 0.850 | 0.848     | 0.847  | 0.847    | 3.7%   |
| Model 4     | 0.880 | 0.883     | 0.873  | 0.877    | 7.3%   |
| Model 5     | 0.890 | 0.889     | 0.887  | 0.888    | 8.5%   |

Table 2: Classification performance comparison of different models on TCGA dataset.
classification performance of different algorithms by calculating the average rank $R$ of different datasets in the same algorithm. The smaller value of $R$, the better classification performance of the corresponding algorithm. Table 3 shows the model ranks. On the other hand, Friedman test can show whether there is significant difference of the models.

From Table 3, it can be seen that Model 5 achieves the lowest rank value 1.0, which is much lower than the rank value of other classification algorithms, indicating the best classification performance of the model. In addition, it can be seen that the rank of VGG and GoogleNet classification networks are 8.0 and 9.0, which are highest among all models. And it can be said that their classification performance is of no significant difference. Model 1, Model 2, and Model 3 have rank values 3.0, 4.0, and 5.0, meaning their almost equal performance on TCGA dataset. Finally, on the whole, the rank of Model 5 is generally 2-8 times smaller than the basic models, which further illustrates the effectiveness of the proposed model.

### 4. Conclusions

In this paper, we have proposed a novel framework for WSI classification. The framework is composed of a self-supervised feature extraction network and a classification network fused by 4 basic convolutional blocks from heterogeneous network. The self-supervised feature extraction network adopts a UNet-like architecture to extract the deep feature of each patch in a WSI while keeping their spatial information. The extracted features are assembled in a WSI embedding matrix for classification. Our method achieved an accuracy of 89% on TCGA dataset which outperforms single model, i.e., VGG, GoogleNet, ResNet, and DenseNet, by considerable margins. In addition, compared with the fusion model, our heterogeneous network can also obtain the best classification outcome. Moreover, Friedman test is used to further verify the effectiveness of our model. The rank of the proposed model is 1.0 which is smallest than those of all other models, which proved that our method has significant difference with other models. Future work includes the design of a unified network model to process WSIs with different resolutions and magnification, as well as the fusion or ensemble strategy for network blocks with different intuition, e.g., convolution or vision transformer.

### Data Availability

The WSI data used to support the findings of this study have been deposited in the TCGA repository (https://www.cancer.gov/about-nci/organization/ccg/research/structural-genomics/tcga).

### Conflicts of Interest

The authors declare that there is no conflict of interests regarding the publication of this article.

### Acknowledgments

This work is supported by the National Natural Science Foundation of China (NSFC) under Grants 81373883 and 81573827, National Key R&D Program of China under Grants 2018YFB1802400 and 2018YFB1802402, and Major Science and Technology Projects in Yunnan Province under Grant 202102AA100012.

### References

[1] D. R. Snead, Y. W. Tsang, A. Meskiri et al., “Validation of digital pathology imaging for primary histopathological diagnosis,” *Histopathology*, vol. 68, no. 7, pp. 1063–1072, 2016.
[2] K. H. Yu, C. Zhang, G. J. Berry et al., “Predicting non-small cell lung cancer prognosis by fully automated microscopic pathology image features,” *Nature Communications*, vol. 7, no. 1, pp. 1–10, 2016.
[3] J. Saltz, R. Gupta, L. Hou et al., “Spatial organization and molecular correlation of tumor-infiltrating lymphocytes using deep learning on pathology images,” *Cell Reports*, vol. 23, no. 1, pp. 181–193.e7, 2018.
[4] M. G. Hanna, A. Parwani, and S. J. Sirintrapun, “Whole slide imaging: technology and applications,” *Advances in Anatomic Pathology*, vol. 27, no. 4, pp. 251–259, 2020.
[5] L. Pantanowitz, N. Farahani, and A. Parwani, “Whole slide imaging in pathology: advantages, limitations, and emerging perspectives,” *Pathology and Laboratory Medicine International*, vol. 7, no. 23-33, p. 4321, 2015.
[6] S. Deng, X. Zhang, W. Yan et al., “Deep learning in digital pathology image analysis: a survey,” *Frontiers of Medicine*, vol. 14, no. 4, pp. 470–487, 2020.
[7] J. N. Weinstein, E. A. Collisson, G. B. Mills et al., “The cancer genome atlas pan-cancer analysis project,” *Nature Genetics*, vol. 45, no. 10, pp. 1113–1120, 2013.
[8] G. Campanella, M. G. Hanna, L. Geneslaw et al., “Clinical-grade computational pathology using weakly supervised deep learning on whole slide images,” *Nature Medicine*, vol. 25, no. 8, pp. 1301–1309, 2019.
[9] B. Korbar, A. M. Olofson, A. P. Mirallor et al., “Deep learning for classification of colorectal polyps on whole-slide images,” *Journal of Pathology Informatics*, vol. 8, no. 1, p. 30, 2017.
[10] A. Cruz-Roa, H. Gilmore, A. Basavanahally et al., “Accurate and reproducible invasive breast cancer detection in whole-slide images: a deep learning approach for quantifying tumor extent,” *Scientific Reports*, vol. 7, no. 1, pp. 1–14, 2017.
[11] H. Sharma, N. Zerbe, I. Klempert, O. Hellwich, and P. Hufnagl, “Deep convolutional neural networks for automatic classification of gastric carcinoma using whole slide images in digital
histopathology,” *Computerized Medical Imaging and Graphics*, vol. 61, pp. 2–13, 2017.

[12] Y. Huang and A. C. S. Chung, “Improving High Resolution Histology Image Classification with Deep Spatial Fusion Network,” in *Computational Pathology and Ophthalmic Medical Image Analysis*, pp. 19–26, Springer, 2018.

[13] L. Wang, L. Ding, Z. Liu et al., “Automated identification of malignancy in whole-slide pathological images: identification of eyelid malignant melanoma in gigapixel pathological slides using deep learning,” *British Journal of Ophthalmology*, vol. 104, no. 3, pp. 318–323, 2020.

[14] N. Brancati, G. De Pietro, D. Riccio, and M. Frucci, “Gigapixel histopathological image analysis using attention-based neural networks,” *IEEE Access*, vol. 9, pp. 87552–87562, 2021.

[15] Z. Lai, C. Wang, Z. Hu, B. N. Dugger, S.-C. Cheung, and C.-N. Chuah, “A semi-supervised learning for segmentation of gigapixel histopathology images from brain tissues,” in *2021 43rd annual international conference of the IEEE engineering in Medicine & Biology Society (EMBC)*, pp. 1920–1923, Mexico, November 2021.

[16] J. Levy, C. Haudenschild, C. Barwick, B. Christensen, and L. Vaickus, “Topological feature extraction and visualization of whole slide images using graph neural networks,” in *BIO-COMPUTING 2021: Proceedings of the Pacific symposium, World Scientific*, pp. 285–296, November 2020.

[17] M. Roy, J. Kong, S. Kashyap et al., “Convolutional autoencoder based model HistoCAE for segmentation of viable tumor regions in liver whole-slide images,” *Scientific Reports*, vol. 11, no. 1, p. 139, 2021.

[18] Y. Çelik and M. Karabatak, “Extracting low dimensional representations from large size whole slide images using deep convolutional autoencoders,” *Expert Systems*, no. article e12819, 2021.

[19] R. J. Chen, M. Y. Lu, J. Wang et al., “Pathomic fusion: an integrated framework for fusing histopathology and genomic features for cancer diagnosis and prognosis,” *IEEE Transactions on Medical Imaging*, vol. 41, no. 4, pp. 757–770, 2022.

[20] T. Doherty, S. McKeever, N. Al-Attar et al., “Feature fusion of Raman chemical imaging and digital histopathology using machine learning for prostate cancer detection,” *The Analyst*, vol. 146, no. 13, pp. 4195–4211, 2021.

[21] L. Jing and Y. Tian, “Self-supervised visual feature learning with deep neural networks: a survey,” *IEEE Transactions on Pattern Analysis and Machine Intelligence*, vol. 43, no. 11, pp. 4037–4058, 2021.

[22] O. Ronneberger, P. Fischer, and T. Brox, “U-Net: Convolutional Networks for Biomedical Image Segmentation,” in *International Conference on Medical image computing and computer-assisted intervention*, pp. 234–241, Springer, 2015.

[23] I. Kiran, B. Raza, A. Ijaz, and M. A. Khan, “DenseRes-Unet: segmentation of overlapped/clustered nuclei from multi organ histopathology images,” *Computers in Biology and Medicine*, vol. 143, article 105267, 2022.

[24] H. He, C. Zhang, J. Chen et al., “A hybrid-attention nested UNet for nuclear segmentation in histopathological images,” *Frontiers in Molecular Biosciences*, vol. 8, p. 6, 2021.

[25] C. Szegedy, W. Liu, Y. Jia et al., “Going deeper with convolutions,” in *2015 IEEE Conference on Computer Vision and Pattern Recognition (CVPR)*, pp. 1–9, Boston, MA, June 2015.

[26] C. Szegedy, S. Ioffe, V. Vanhoucke, and A. A. Alemi, “Inception-v4, inception-resnet and the impact of residual connections on learning,” *Proceedings of the AAAI Conference on Artificial Intelligence*, vol. 31, no. 1, 2017.

[27] C. Szegedy, V. Vanhoucke, S. Ioffe, J. Shlens, and Z. Wojna, “Rethinking the inception architecture for computer vision,” in *2016 IEEE Conference on Computer Vision and Pattern Recognition (CVPR)*, pp. 2818–2826, Las Vegas, NV, USA, June 2016.

[28] K. Simonyan and A. Zisserman, “Very deep convolutional networks for large-scale image recognition,” 2014, https://arxiv.org/abs/1409.1556.

[29] K. He, X. Zhang, S. Ren, and J. Sun, “Deep residual learning for image recognition,” in *2016 IEEE Conference on Computer Vision and Pattern Recognition (CVPR)*, pp. 770–778, Las Vegas, NV, USA, June 2016.

[30] G. Huang, Z. Liu, G. Pleiss, L. Van Der Maaten, and K. Weinberger, “Convolutional networks with dense connectivity,” *IEEE Transactions on Pattern Analysis and Machine Intelligence*, p. 1, 2019.

[31] M. Lin, Q. Chen, and S. Yan, “Network in network,” 2013, https://arxiv.org/abs/1312.4400.

[32] C. Zhang and Y. Ma, “Ensemble learning,” *Ensemble Machine Learning*, vol. 1, pp. 1–34, 2012.

[33] V. Nair and G. E. Hinton, “Rectified linear units improve restricted Boltzmann machines,” Icml, 2010.

[34] A. Krizhevsky, I. Sutskever, and G. E. Hinton, “Imagenet classification with deep convolutional neural networks,” *Advances in Neural Information Processing Systems*, vol. 25, 2012.

[35] M. Veta, Y. J. Heng, N. Stathonikos et al., “Predicting breast tumor proliferation from whole-slide images: the TUPAC16 challenge,” *Medical Image Analysis*, vol. 54, pp. 111–121, 2019.

[36] M. Friedman, “The use of ranks to avoid the assumption of normality implicit in the analysis of variance,” *Journal of the American Statistical Association*, vol. 32, no. 200, pp. 675–701, 1937.