A grid refinement study of trade wind cumuli simulated by a Lagrangian cloud microphysical model: the super-droplet method
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Abstract
The impact of spatial resolution on the simulation of trade wind cumuli was investigated. The super-droplet method, an efficient stochastic Lagrangian cloud microphysical model, was used to reduce uncertainties due to the empirical parameterisation of cloud microphysics and numerical diffusion for advection, which is inevitable in an Eulerian cloud microphysical model. We showed for the first time that cloud cover numerically converged with a grid resolution of 12.5 m. Our grid refinement analysis elucidated a significant contribution of small cumulus clouds to total cloud cover, as such cumuli are generated by small-scale updrafts that can be resolved only at a fine resolution.
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1. Introduction
Shallow clouds are one of the main sources of uncertainty in climate prediction (IPCC AR5; Stocker et al., 2013). General circulation models (GCMs), which have been used for climate prediction usually express clouds by parameterisations (e.g. Tiedtke, 1993; Considine et al., 1997; Kain, 2004), but they cannot simulate shallow clouds explicitly. Cloud-resolving models based on the large-eddy simulation (LES) technique are powerful tools for reproducing small-scale phenomena associated with clouds and have often been used to improve cloud parameterisation (e.g. Golaz et al., 2007; Bretherton and Park, 2009; Kogan, 2013). Several factors affect the reliability of LES models for providing a reference solution to GCMs: the spatial grid resolution (e.g. Lewellen and Lewellen, 1998; Stevens and Bretherton, 1999; Cheng et al., 2010; Seifert and Heus, 2013; Seifert and Onishi, 2016), the cloud microphysical scheme (e.g. van Zanten et al., 2011; Sato et al., 2015), the grid aspect ratio (e.g. Nishizawa et al., 2015; Pedersen et al., 2016), and the domain size (e.g. Stevens et al., 2002; de Roode et al., 2004). Among these issues, the sensitivity to resolution is a key issue of LES. It is still not clear how small a grid must be to obtain an accurate numerical solution of shallow cumuli. For example, in terms of cloud microphysics, Grabowski and Jarecka (2015) determined that a vertical grid resolution of less than 10 m is required for correctly simulating supersaturation and condensation growth at the cloud base. As well as the effects of the grid resolution on cloud microphysics, Matheou and Chung (2014) investigated the effects on the turbulent structure within shallow cumuli. They indicated that 90% of the total turbulent kinetic energy (TKE) should be resolved to obtain a numerically converged mean profile of trade wind cumulus and 20-m horizontal grid spacing is required. Brown (1999) indicated that the ensemble-mean statistics in shallow cumulus are sensitive not to grid spacing, but to the size of individual clouds, which is directly related to cloud cover and has a strong dependency on grid resolution. Matheou et al. (2011) showed that the grid convergence of the mean liquid water profile was achieved with their finest resolution, namely 20-m grid spacing, for a non-precipitating case. However, they could not confirm the convergence for cloud cover. Because cloud cover is a crucial quantity for radiative transfer calculations in GCMs, it is an important quantity, as a reference solution, to construct parameterisation for GCMs.

The cloud microphysical scheme is also crucial for simulated clouds. Bulk schemes and spectral bin schemes have been widely used in LES models. These models are Eulerian cloud models (ECMs), in which prognostic variables associated with cloud are defined on grid points. This treatment has uncertainty caused by numerical diffusion, which is artificially added or implicitly included for model stability and is inevitable.
in ECMs. (Henceforth, we refer to this as numerical diffusion).

Recently, several Lagrangian cloud microphysical models (LCMs) have been developed (e.g. Andrejczuk et al., 2008; Shima et al., 2009; Sölch and Kärcher, 2010; Riechelmann et al., 2012). Because LCMs explicitly solve the microscopic time evolution equations of particles, they can reduce the uncertainties derived from empirical parametrisations and assumptions related to several cloud microphysical processes (e.g. autoconversion, accretion, saturation adjustment and the size-distribution function of cloud particles). Furthermore, the cloud microphysical variables in LCMs are defined not as Eulerian grid variables but as Lagrangian particles over the calculation space. Due to this particle-based representation, LCMs can also reduce the error derived from the numerical diffusion of cloud microphysics.

To understand the influence of the grid spacing of LES, the grid refinement approach using LCMs is useful because it can reduce uncertainties in cloud microphysics. Arabas and Shima (2013) investigated the influence of LES resolution on shallow trade wind cumuli using the super-droplet method (SDM) (Shima et al., 2009), which is a computationally efficient stochastic LCM. They used a 25-m grid spacing, but the grid convergence on the cloud microphysical properties could not be fully confirmed.

Considering the background information presented above, the aim of this study was to clarify the grid spacing required to produce a well-converged numerical solution of shallow cumuli using an LES model coupled with the SDM. We systematically investigated the influence of resolution on shallow non-precipitating trade wind cumuli, especially their cloud cover, through the grid refinement approach.

### 2. Model and experimental setup

The LES model used in this study was constructed from the Scalable Computing for Advanced Library and Environment (SCALE) library (Nishizawa et al., 2015; Sato et al., 2015). The SDM (Shima et al., 2009), an LCM using a Monte Carlo scheme for the stochastic coalescence process, was implemented into SCALE (an Eulerian dynamical core). In the SDM, aerosol/cloud/precipitation particles were represented by Lagrangian particles called super-droplets (SDs). In this study, gravitational settling, activation/deactivation, condensation/evaporation and coalescence processes were considered. Nucleation scavenging and rain out of aerosol particles were considered, i.e. the aerosol number concentration changed over time. The influence of sub-grid-scale (SGS) turbulence on the SDs was ignored.

The experimental setup was based on an intercomparison study called the Barbados Oceanographic and Meteorological Experiment (BOMEX) (Siebesma et al., 2003). The domain size of the model was 6.4 × 7.2 × 3.5 km³, which was almost the same as that used by Siebesma et al., (2003). To investigate the effects of resolution on cloud microphysical properties and turbulence structure, we conducted sensitivity experiments for spatial resolution. Both horizontal and vertical grid resolution were varied without changing the grid aspect ratio. A summary of the resolution and time step of each experiment is shown in Table 1. To maintain model stability, numerical diffusion with a fourth-order Laplacian operator was added to the Eulerian prognostic variables (density, three-dimensional momentum, density-weighted potential temperature and vapour mixing ratio). The diffusion coefficient was given non-dimensionally as γ = 1 × 10⁻³, based on a sensitivity experiment of shallow cumuli (Sato et al., 2015). For all cases, the number concentration of SDs was fixed as 30 per grid box at the initial time, which was sufficient to simulate cumuli using the SDM (Arabas and Shima, 2013). The total number of SDs used is also summarised in Table 1. The aerosol size distribution at the initial time was set by another intercomparison study, which targeted shallow cumuli (van Zanten et al., 2011).

### 3. Results and discussion

Figure 1 shows the temporal evolution of cloud cover and the liquid water path (LWP) averaged over the whole calculation domain, together with the results of a previous intercomparison study (Siebesma et al., 2003). Figure 1 also shows the LWP averaged over whole cloudy grid. Cloud cover was defined as the proportion of cloudy columns in the total column that had more than one grid with a cloud water mixing ratio greater than 0.01 g kg⁻¹. Cloud cover with a coarse

### Table 1. Spatial resolution, time step of the dynamics and time step of the microphysics used for the sensitivity experiment at each resolution.

| Name | Ex6 | Ex12 | Ex25 | Ex50 | Ex100 |
|------|-----|------|------|------|-------|
| Δx = Δy (m)⁴ | 6.25 | 12.5 | 25 | 50 | 100 |
| Δz (m)⁴ | 5 | 10 | 20 | 40 | 80 |
| Δt (microphysics)³ (s) | 0.008 | 0.0125 | 0.025 | 0.05 | 0.1 |
| Δt (movement of SD) (s) | 0.08 | 0.0125 | 0.025 | 0.05 | 0.1 |
| Total SD at initial (#) | 2.1 × 10¹⁰ | 2.6 × 10⁹ | 3.3 × 10⁸ | 4.0 × 10⁷ | 5.1 × 10⁶ |
| (SD number per one grid) | (30) | (30) | (30) | (30) | (30) |

*Δ The grid aspect ratio of horizontal to vertical grid spacing was kept at 0.8 because a large aspect ratio results in artificial error in the turbulence structure (Nishizawa et al., 2015).

The time step of the dynamics was determined by the Courant–Friedrichs–Lewy (CFL) condition for an acoustic wave.

Microphysics includes aerosol activation/deactivation, condensation, evaporation and coalescence processes.
Figure 1. Temporal evolution of (a) cloud cover and (b) the liquid water path (LWP) averaged over the whole calculation domain and (c) the LWP averaged over the whole cloudy grid. The red, green, pink, sky blue and black lines indicate the results with Δx = 6.25, 12.5, 25, 50 and 100 m, respectively. The grey shade and blue line indicate the range between the maximum and minimum, and the median of the results of the previous intercomparison study conducted by the global energy and water cycle exchanges (GEWEX) cloud system studies (GCSS) (Siebesma et al., 2003).
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grid resolution (Δx = 50 and 100 m), which was close to that of the previous study, was mostly within the range of the previous study. However, the cloud cover increased as the resolution increased. This dependency of cloud cover on resolution was similar to that reported in a previous study targeting shallow cumulus (Mathieu et al., 2011) using an ECM. The authors reported that, for the non-precipitating case, the convergence of cloud cover was not achieved with their finest resolution although LWP was converged. The results of the present study, with the finest resolution of 6.25 m, indicate that cloud cover was also converged for the 12.5 m resolution. In contrast to cloud cover, resolution had a small effect on LWP (Figure 1(b)), even though LWP averaged over whole cloudy grids has dependency on the resolution (Figure 1(c)). This indicates that the total mass of cloud water generated by the convection triggered by the surface flux was the same regardless of resolution, whereas the three-dimensional spatial distribution of liquid water was sensitive to resolution.

Figures 2(a)–(e) shows the spatial distribution of the LWP simulated at each resolution. The cloud patterns gradually changed as the resolution increased. As Brown (1999) indicated, the size of an individual cloud is sensitive to resolution. Figure 3(a) shows the frequency histogram $N(S)$ of the horizontal area $S$ of a cloud using uniform bins on the log ($S$) axis. $N(S)$ can be fitted by a power law $S^{−2/3}$, which agrees fairly well with the previously reported fractal properties of fair weather cumuli analysed from Landsat satellite data (Cahalan and Joseph, 1989). From this power law, the contribution of clouds in the size range log ($S$) to log ($S$) + Δlog ($S$) to cloud cover can be evaluated as $SN(S) \sim S^{−2/3}$. Because $S^{−2/3}$ is a slowly increasing function of $S$, our analysis suggests that the largest clouds contribute the most to total cloud cover, but smaller clouds also make a notable contribution. Cloud cover values originated from clouds with a small (large) area averaged over the last 1 h, whose $S$ was smaller (larger) than 0.1 km$^2$, were 0.061, 0.063, 0.047, 0.029 and 0.016 (0.220, 0.220, 0.150, 0.109 and 0.0726) for Δx = 6.25, 12.5, 25, 50 and 100 m, respectively. These results support our argument that there is a notable contribution (about 20%) of small clouds to cloud cover. As well as small clouds, the cloud cover from both small and large clouds numerically converged, with a grid resolution of Δx = 12.5 m.

The dependency of the spatial distribution of clouds on resolution originated from differences in the structure of turbulence, which was visualised by the vertical velocity field ($w$) near the surface (z = 50 m; Figures 2(f)–(i)). The $w$ field had a striped pattern, with a narrow and strong upward velocity in fine-resolution runs (Δx ≤ 12.5 m), which is a characteristic of shear-driven turbulence (Moeng and Sullivan, 1994). On the other hand, a broader hexagonal shape with weaker upward velocity, which is typical in buoyancy-driven turbulence (Moeng and Sullivan, 1994), appeared in coarse-resolution runs (Δx ≥ 50 m). The dependency of the spatial pattern of LWP and $w$ is seen during last 4 h of the simulation (see Videos S1–S10, Supporting information).

These differences in the turbulence structure can be explained through an analysis of the vertical profile of the liquid water mixing ratio ($q_l$) (Figure 3(b)), vertical flux of total water (Figure 3(c)), and skewness of the vertical velocity of grid-resolved turbulence ($w^3$; Figure 3(d)). With a coarse resolution, a positive value of $q_l$ was reached at the surface, corresponding to surface precipitation. The surface precipitation amounts averaged over the last 4 h were 1.12, 0.35, 0.03, 0.002 and 0.016 mm day$^{-1}$ with Δx = 100, 50, 25, 12.5 and 6.25 m, respectively. Although the precipitation with Δx = 12.5 m was smaller than that with Δx = 6.25 m, the difference (0.014 mm day$^{-1}$) was small enough that the precipitation amounts could be regarded as...
equal. The surface precipitation with $\Delta x = 12.5$ and 6.25 m was regarded as the non-precipitating. Thus, the surface precipitation gradually decreased as the resolution became finer, and the non-precipitating cumuli of the BOMEX case could be reproduced with $\Delta x = 12.5$ and 6.25 m. The hexagonal structure of $w$ shown in Figures 2(i) and (j) could be produced due to the lack of grid resolution (Piotrowski et al., 2009). The strong upward flux of total water below the cloud layer, shown in Figure 3(c), produced strong precipitation. The strong surface precipitation triggered the mass divergence in the precipitating area near the surface. Consequently, the circulation enhanced the strong convection and precipitation via positive feedback, as suggested by Feingold et al. (2010). This circulation enhanced the strong convection and precipitation via positive feedback. The circulation triggered by the surface precipitation resulted in a strong upward flux of total water below the cloud layer, as shown in Figure 3(c). The strong surface precipitation with coarse grid resolution would reduce after implementing the influence of SGS turbulence on the SDs.

On the other hand, the striped pattern of $w$ was constructed by a narrow and strong upward velocity that appeared in the high-resolution runs, which generated small clouds. The skewness of $w'$ clearly shows this distinctive feature of the $w$ field. Although the skewness was included among the results of the previous study, it was found to increase as the resolution became finer. Its numerical convergence was also achieved with $\Delta x = 12.5$ m (Figure 3(d)). These convergences of the vertical velocity field contributed to the convergence of cloud cover. From these results, we can conclude that the fine-resolution simulation ($\Delta x \leq 12.5$ m) accurately captured the detailed structure of the vertical velocity field induced by turbulence. This led to changes in cloud structure and precipitation properties.

Figure 4 shows the turbulence kinetic energy spectra $E(k)$ at three altitudes, $z = 250$, 700 and 1200 m. These spectra were calculated from the velocity profile ($u(x,y)$, $v(x,y)$, $w(x,y)$) at each altitude. Let $E(k_x, k_y) = \tilde{u}^2 + \tilde{v}^2 + \tilde{w}^2$, where $(\tilde{u} (k_x, k_y), \tilde{v} (k_x, k_y), \tilde{w} (k_x, k_y))$ the Fourier image of the velocity profile. $E(k)$ was obtained by integrating $E(k_x, k_y)$ along a circle of radius $k = \sqrt{k_x^2 + k_y^2}$ and then averaged over the last half-hour of the simulation (i.e. $t=5.5$ to 6 h) using snapshots taken every minute. The slope of $E(k)$ in the cloud layer is flatter than Kolmogorov’s $-5/3$ power law, which is characterised by a constant energy cascade in wave number space (Kolmogorov, 1941a, 1941b). Based on Kolmogorov’s theory, this flatter energy spectrum suggests that the energy is not cascading constantly in the wave number space, but there exist input and output of energy at various scales. We can speculate that the cumuli population is maintaining the turbulence because they also have a self-similar size distribution as shown in Figure 3(a). More detailed analyses to understand the mechanism will be conducted in the future.

4. Concluding remarks

In this study, the influence of spatial resolution was investigated through a grid refinement approach using three-dimensional LES simulations. For the cloud microphysics, we used the SDM, a stochastic LCM, to reduce the uncertainty of cloud microphysics and numerical diffusion as much as possible. The results of the sensitivity experiment indicated that a numerical convergence for cloud cover of trade wind cumuli was achieved with a horizontal and vertical grid spacing of 12.5 and 10 m. The detailed structure of turbulence, which can only be resolved with fine spatial resolution, played a notable role in simulating cloud cover.

As suggested by previous studies (Matheou et al., 2011), the grid size required for accurate simulation can differ for precipitating cumulus and stratocumulus. Further investigation targeting the properties of turbulence when using LCMs is required to improve our
Figure 3. (a) Frequency distribution of the area ($S$) of each cloud accumulated during the last 4 h (i.e. $t = 2\, \text{h} \sim t = 6\, \text{h}$) of the calculation, and (b–d) domain averaged vertical profile of the (b) liquid water mixing ratio, (c) mass flux of total water ($w'q'_t$) and (d) skewness of the vertical component of grid-resolved turbulence normalised by the variance averaged during the last 3 h (i.e. $t = 3 \sim 6\, \text{h}$) of the calculation. The horizontal axis of (a) was separated into 50 bins, with logarithmically (logarithmic base 10) uniform width. $S$ is defined as $\Delta x \times \Delta y \times$ (the number of grids in each closed interval of cloudy grids). (a) was created by accumulating the results of every minute of the last 4 h of the calculation. The legend is the same as for Figure 2.

Figure 4. Turbulence kinetic energy spectrum of three-dimensional velocity at a height of (a) $z = 1200\, \text{m}$ (middle of the cloud layer), (b) $z = 700\, \text{m}$ (lower layer of the cloud), and (c) $z = 250\, \text{m}$ (sub-cloud layer) averaged over the last 30 min of the calculation (i.e. from $t = 5.5$ to 6 h). The red, green, pink, sky blue and black lines indicate the results of $\Delta x = 6.25, 12.5, 25, 50$ and 100 m, respectively. The dotted line indicates the linear slopes of a $-5/3$ power law.
understanding of the impact of spatial resolution on the detailed structure of turbulence. These analyses also enable a more comprehensive understanding of the origin of the flatter turbulence energy spectrum (Figure 4). Comparing the grid size sensitivity between LCMs and ECMs is another important issue for future studies. Investigating all these issues should provide useful information to improve the cloud models used in mesoscale and global-scale models.
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References

Andrejczuk M, Reisner JM, Henson B, Dubey MK, Jeffery CA. 2008. The potential impacts of pollution on a non-drizzling stratus deck: does aerosol number matter more than type? Journal of Geophysical Research 113: D19204. https://doi.org/10.1029/2007JD009445.

Arabas S, Shima S. 2013. Large-eddy simulations of trade wind cumuli using particle-based microphysics with Monte Carlo coalescence. Journal of the Atmospheric Sciences 70: 2768–2777.

Bretherton CS, Park S. 2009. A new moist turbulence parameterization in the community atmosphere model. Journal of Climate 22: 3422–3448.

Brown AR. 1999. The sensitivity of large-eddy simulations of shallow cumulus convection to resolution and subgrid model. Quarterly Journal of the Royal Meteorological Society 125: 469–482.

Cahalan RF, Joseph HJ. 1989. Fractal statistics of cloud fields. Monthly Weather Review 117: 261–272.

Cheng A, Xu K-M, Stevens B. 2010. Effects of resolution on the simulation of boundary-layer clouds and the partition of kinetic energy to subgrid scales. Journal of Advances in Modeling Earth Systems 2: 3.

Considine G, Curry JA, Wielicki B. 1997. Modeling cloud fraction and horizontal variability in marine boundary layer clouds. Journal of Geophysical Research 102: 13517–13525.

Feingold G, Koren I, Wang H, Xue H, Brewer WA. 2010. Precipitation-generated oscillations in open cellular cloud fields. Nature 466: 849–852.

Golaz J-C, Larson VE, Hansen JA, Schanen DP, Griffin BM. 2007. Elucidating model inadequacies in a cloud parameterization by use of an ensemble-based calibration framework. Monthly Weather Review 135: 4077–4096.

Grabowski WW, Jarecka D. 2015. Modeling condensation in shallow nonprecipitating convection. Journal of the Atmospheric Sciences 72: 4661–4679.

Kain JS. 2004. The Kain–Fritsch convective parameterization: an update. Journal of Applied Meteorology 43: 170–181.

Kogan Y. 2013. A cumulus cloud microphysics parameterization for cloud-resolving models. Journal of the Atmospheric Sciences 70: 1423–1436.

Kolmogorov A. 1941a. On degeneration (decay) of isotropic turbulence in an incompressible viscous liquid. Doklady Akademii Nauk SSSR 31: 538–540.

Kolmogorov A. 1941b. The local structure of turbulence in incompressible viscous fluid for very large Reynolds’ numbers. Doklady Akademii Nauk SSSR 30: 301–305.

Lewellen DC, Lewellen WS. 1998. Large-eddy boundary layer entrainment. Journal of the Atmospheric Sciences 55: 2645–2665.

Matheou G, Chung D. 2014. Large-eddy simulation of stratified turbulence. Part II: application of the stretched-vortex model to the atmospheric boundary layer. Journal of the Atmospheric Sciences 71: 4439–4460.

Matheou G, Chung D, Nuijens L, Stevens B, Teixeira J. 2011. On the fidelity of large-eddy simulation of shallow precipitating cumulus convection. Monthly Weather Review 139: 2918–2939.

Moeng C-H, Sullivan PP. 1994. A comparison of shear- and buoyancy-driven planetary boundary layer flows. Journal of the Atmospheric Sciences 51: 999–1022.

Nishizawa S, Yashiro H, Sato Y, Miyamoto Y, Tomita H. 2015. Influence of grid aspect ratio on planetary boundary layer turbulence in large-eddy simulations. Geoscientific Model Development 8: 3393–3419.

Pedersen JG, Malinowski SP, Grabowski WW. 2016. Resolution and domain-size sensitivity in implicit large-eddy simulation of the stratocumulus-topped boundary layer. Journal of Advances in Modeling Earth Systems 8: 885–903.

Piotrowski ZP, Smolarkiewicz PK, Malinowski SP. Wyszogrodzki AA. 2009. On numerical realizability of thermal convection. Journal of Computational Physics 228: 6268–6290. https://doi.org/10.1016/j.jcp.2009.05.023.

Riechelmann T, Noh Y, Raasch S. 2012. A new method for large-eddy simulation of clouds with Lagrangian droplets including the effects of turbulent collision. New Journal of Physics 14: 65008. http://iopscience.iop.org/article/10.1088/1367-2630/14/6/065008/meta.

de Roode SR, Duynkerke PG, Jonker HJ. 2004. Large-eddy simulation: how large is large enough? Journal of the Atmospheric Sciences 61: 403–421.

© 2017 The Authors. Atmospheric Science Letters published by John Wiley & Sons Ltd on behalf of the Royal Meteorological Society.
Sato Y, Nishizawa S, Yashiro H, Miyamoto Y, Kajikawa Y, Tomita H. 2015. Impacts of cloud microphysics on trade wind cumulus: which cloud microphysics processes contribute to the diversity in a large eddy simulation? Progress in Earth and Planetary Science 2: 23. https://doi.org/10.1186/s40645-015-0053-6.

Seifert A, Hess T. 2013. Large-eddy simulation of organized precipitating trade wind cumulus clouds. Atmospheric Chemistry and Physics 13: 5631–5645.

Seifert A, Onishi R. 2016. Turbulence effects on warm-rain formation in precipitating shallow convection revisited. Atmospheric Chemistry and Physics 16: 12127–12141.

Shima S, Kasano K, Kawano A, Sugiyama T, Kawahara S. 2009. The super-droplet method for the numerical simulation of clouds and precipitation: a particle-based and probabilistic microphysics model coupled with a non-hydrostatic model. Quarterly Journal of the Royal Meteorological Society 135: 1307–1320.

Siebesma AP, Bretherton CS, Brown A, Chlond A, Cuxart J, Duynkerke PG, Jiang H, Khairoutdinov M, Lewellen D, Moeng C-H, Sanchez E, Stevens B, Stevens DE. 2003. A large eddy simulation intercomparison study of shallow cumulus convection. Journal of the Atmospheric Sciences 60: 1201–1219.

Sölch I, Kärrcher B. 2010. A large-eddy model for cirrus clouds with explicit aerosol and ice microphysics and Lagrangian ice particle tracking. Quarterly Journal of the Royal Meteorological Society 136: 2074–2093.

Stevens DE, Bretherton CS. 1999. Effects of resolution on the simulation of stratocumulus entrainment. Quarterly Journal of the Royal Meteorological Society 125: 425–439.

Stevens DE, Ackerman AS, Bretherton CS. 2002. Effects of domain size and numerical resolution on the simulation of shallow cumulus convection. Journal of the Atmospheric Sciences 59: 3285–3301.

Stocker TF, Qin D, Plattner G-K, Tignor M, Allen SK, Boschung J, Nauels A, Xia Y, Bex V, Midgley PM. 2013. IPCC, 2013: Climate Change 2013: The Physical Science Basis. Cambridge University Press: Cambridge and New York, NY.

Tiedtke M. 1993. Representation of clouds in large-scale models. Monthly Weather Review 121: 3040–3061.

van Zanten MC, Stevens B, Nuijens L, Siebesma AP, Ackerman AS, Burnet F, Cheng A, Courvex F, Jiang H, Khairoutdinov M, Kogan Y, Lewellen DC, Mechem D, Nakamura K, Noda A, Shipway BJ, Slawinska J, Wang S, Wyszogrodzki A. 2011. Controls on precipitation and cloudiness in simulations of trade-wind cumulus as observed during RICO. Journal of Advances in Modeling Earth Systems 3: M06001.