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**Abstract**

Efficient and accurate incident prediction in spatio-temporal systems is critical to minimize service downtime and optimize performance. This work aims to utilize historic data to predict and diagnose incidents using spatio-temporal forecasting. We consider the specific use case of road traffic systems where incidents take the form of anomalous events, such as accidents or broken-down vehicles. To tackle this, we develop a neural model, called RAD\(_N\)ET, which forecasts system parameters such as average vehicle speeds for a future timestep. As such systems largely follow daily or weekly periodicity, we compare RAD\(_N\)ET’s predictions against historical averages to label incidents. Unlike prior work, RAD\(_N\)ET infers spatial and temporal trends in both permutations, finally combining the dense representations before forecasting. This facilitates informed inference and more accurate incident detection. Experiments with two publicly available and a new road traffic dataset demonstrate that the proposed model gives up to 8% higher prediction F1 scores compared to the state-of-the-art methods.

1 Introduction

Spatio-temporal forecasting is a critical problem for dynamic industrial environments such as transportation systems, supply chains and mobile computation systems [Li et al., 2018; Tascikaraoglu, 2018; Yang et al., 2019]. One such environment is the network of road traffic systems. Road networks act as systems that service mobile users where any incident could cause service downtimes [Pan et al., 2013]. Here, road incidents take the form of anomalous events that deviate from expected trends, such as broken-down or parked vehicles. Thus, problem of incident prediction has gained attention specifically as a response to the growing populations, increasingly urbanized environments and a drive towards more sustainable transport. Additionally, diagnosing the specific root-cause of the incident (e.g., the road where an accident has occurred) is crucial for informed remediation.

\(^*\)Indicates Equal Contribution.

Figure 1: Visualization of traffic flow for a single link in Radcliffe - UK, demonstrating the daily periodicity in traffic systems.

Accurately forecasting and predicting incidents is challenging mainly due to the complex spatio-temporal dependencies in long-term forecasting. In particular, the increasing number of sensors and devices in contemporary traffic sensor platforms, calls for a more robust and scalable strategies. Moreover, the correlations between the traffic speeds and queue lengths of roads with those of upstream roads or junctions, requires a global analysis of the traffic network in lieu of a local one. Further, recurring incidents, such as accidents or illegal parking, give rise to non-stationarity, making long-term forecasting hard. To tackle this, prior work either uses knowledge-driven or data-driven methods, where the latter has been shown to outperform the former and hence considered as a de-facto standard for traffic systems [Li et al., 2018]. Data-driven methods leverage deep learning models that learn to predict future system states using historic data. State-of-the-art methods typically perform sequential inference of the spatial and temporal trends. Fixing a particular sequence in terms of capturing these trends assumes them to be independent. For instance, inferring spatial correlations using a graph-neural-network and sequentially inferring temporal trends using a recurrent neural network, makes the former oblivious to the analysis of the latter. This limits their performance as we demonstrate later.

In this paper, we study the important use case of utilizing a set of key parameters of a road traffic network to predict incidents/anomalies at a future timestep. Such parameters/features include flow rates, traffic speeds and queue lengths, characterizing the state of a road traffic system. We decompose the incident prediction problem into (i) forecasting the system characteristics at a future timestep using historic spatio-temporal traffic data, and (ii) comparing the forecasts against historic averages as a baseline to indicate the chance of an incident at that timestep. This is applicable in the domain of traffic systems as they largely conform to periodic (daily/weekly) trends (see Fig. 1). Thus, we propose a novel neural model, Road Incident Prediction Network (RADNET), that addresses the previously highlighted limitation of fixed
sequences in spatio-temporal models. It does this by explicitly inferring trends in both permutations and intelligently combining the outputs, facilitating an informed inference and consequently more accurate forecasts. Specifically, RADNet uses graph-attention (GAT) and Transformer encoders to infer spatial and temporal trends and combines the outputs using a custom weighted-skip connection. Experiments, using two publicly available datasets of vehicle speeds on highways, demonstrate that RADNet outperforms state-of-the-art benchmarks by increasing the incident prediction scores by up to 8%. We also share a new dataset, called RADSET, constituting additional parameters such as queue lengths and congestion metrics for 24 non-highway roads (more prone to incidents than highways). RADNet outperforms benchmarks even on RADSET in in terms of incident prediction accuracy.

2 Related Work

Deep learning approaches have fast become the best practice in traffic forecasting, having outperformed more traditional statistical and machine learning methods such as Autoregressive Integrated Moving Average (ARIMA) and Support Vector Regression (SVR) [Lippi et al., 2013].

Graph Oblivious Models. A line of work aims to capture only temporal trends in traffic networks using either Gated Recurrent Units (GRUs) or Long Short Term Memory (LSTM) networks for traffic forecasting [Zhu et al., 2021; Fu et al., 2016]. To detect incidents, they have been extended with extreme-value-theory (EVT) based thresholding mechanisms. For instance, Hundman et al. [2018] propose an LSTM based forecasting model with a non-parametric dynamic error thresholding (NDT) strategy to label incidents using moving averages of the error sequence. However, the road sensor graph information is critical to utilize spatial correlations and neglecting this has been shown to adversely impact performance [Yu et al., 2018]. Further, such models are slow to train and often unable to capture long-term trends. We include the LSTM based method by Zhu et al. [2021] as a benchmark in our experiments for completeness.

Graph Convolution Models. Several works utilize graph-convolution networks for traffic forecasting [Wang et al., 2021; Chen et al., 2020b]. In lieu of explicitly capturing the temporal trends in the data, such methods use a temporal sliding window of the sensor data for the last few timestamps to forecast characteristics of the traffic network at a future time. A recent method uses Graph Convolution Network (GCN) [Wang et al., 2021] to perform convolutions across neighboring nodes of the sensor graph and predict node features in a future interval. However, without explicitly modeling the temporal trends, such methods perform poorly in dynamic settings, typical for traffic networks. We include GCN as a benchmark in our experiments.

Spatio-Temporal Graph Neural Networks. Most state-of-the-art methods for traffic forecasting and incident detection are based on spatio-temporal graph models [Yu et al., 2018; Shleifer et al., 2019]. For instance, building upon the GCN model, Fu et al. [2021] propose a Hierarchical Attention-based Spatio-Temporal GCN model (HAGCN) for traffic forecasting using attention and graph convolutions being applied at different levels of the road network hierarchy. Another work, Diffusion Convolution RNN (DCRNN) [Li et al., 2018], utilizes diffusion graph convolutions and RNNs in tandem to model both spatial and temporal trends. Another method, called Deep Kalman Filtering Network (DKFN) [Chen et al., 2020a] uses GCN and RNNs to capture spatial trends and LSTMs to independently capture temporal trends of each node. It then combines the two using Kalman Filtering. More recently, Transformer blocks have been identified to provide accurate temporal models for forecasting, while additionally enabling parallelized computation for efficient training [Vaswani et al., 2017; Tuli et al., 2022]. A recent work, TSE-SC [Cai et al., 2020], sequentially infers the input using a GCNs and then a Transformer encoder. Other works aim to map dependencies across nodes in the graph by explicitly learning a dependency matrix. For instance, GTS [Shang and Chen, 2021] first predicts a dependency matrix as dense vectors for each node and then applies recurrent graph convolutions for forecasting. Similarly, GraphWaveNet [Wu et al., 2019] uses both graph and dilated causal convolutions for spatio-temporal inference with a self-learned dependency matrix of the graph. We use HAGCN, DCRNN, DKFN, TSE-SC, GTS and GraphWaveNet as benchmarks.

3 Methodology

3.1 Problem Formulation

We consider the presence of a spatio-temporal trace, which is a timestamped sequence of data points. We first define a link as a section of road with a single direction of travel and that connects two traffic junctions. Thus, a road that allows traffic to flow in opposite directions is represented as two links. Each link is represented by a node in the graph, with undirected edges used to represent connections to upstream and downstream links, i.e., links that share junctions (see Figure 5). The graph of the road network is denoted by $G = (V, E)$ such that $V$ denotes the set of $N$ links and $E$ denotes the set of edges across links, both assumed to be static. We denote the spatio-temporal trace by $T = \{X^{(1)}, \ldots, X^{(T)}\}$ with size $T$. Here, at each timestep $t$, the graph $G$ has a feature matrix denoted by $X^{(t)}$ that represents the collection of data features for all links, such as average vehicular speed, flow rate and queue lengths. We assume the presence of $D$ features for each link at each timestep. Thus, $X^{(t)} \in \mathbb{R}^{N \times D}$. Moreover, a timestep $t \in \{1, \ldots, T\}$ is a discretized temporal interval, each of a duration $\Delta$, over which the data features are aggregated to form $X^{(t)}$. At each timestep $t$, we consider a local contextual window of length $K$ as

$$W^{(t)} = X^{(t-K):t},$$

where we use replication padding for $t < K$. We also refer $W^{(t)}$ as the state of the system. This work aims to learn a function $f_{\theta}(\cdot)$ parameterized by the set $\theta$ to forecast graph features after $H$ steps. Thus,

$$X^{(t+H)} = f_{\theta}(W^{(t)}; G).$$

We define time horizon as the look-ahead time we want to forecast to, which we use to calculate $H$. For instance, with
an interval duration of $\Delta = 5$ minutes and time horizon of 15 minutes, $H = 3$ intervals.

To generate incident labels, we leverage the daily and weekly periodicity of road traffic networks [Bretherton et al., 1998]. For each timestep $t$, we denote the weekday for $t$ by $d(t)$ and the 24-hour clock time by $c(t)$. Now, for each timestamp $t$ and dataset $\mathcal{T}$, we define a baseline of historical averages that aggregates the feature matrices in the dataset that belong to the same weekday as $t$ and differ in terms of clock-time by $\leq \Delta$. Thus,

$$B^{(t)} = \text{Mean}\{X(u) \mid d(t) = d(u) \land |c(t) - c(u)| \leq \Delta\}.$$ 

We define residuals for predicted and true feature matrices as

$$\hat{S}^{(t+H)} = \|B^{(t+H)} - \hat{X}^{(t+H)}\|,$$
$$S^{(t+H)} = \|B^{(t+H)} - X^{(t+H)}\|.$$ 

We use a dynamic thresholding policy described later to generate a threshold at each timestep $t$, denoted by $\phi(t)$. Our incident label is then defined as a binary value

$$\hat{Y}^{(t+H)} = 1(S^{(t+H)} \geq \phi(t + H)),$$
$$Y^{(t+H)} = 1(S^{(t+H)} \geq \phi(t + H)).$$

This enables us to generate ground-truth incident labels $Y^{(t)}$ without explicitly using expert labelling. We denote train and test datasets by $\mathcal{T}_{\text{train}}$ and $\mathcal{T}_{\text{test}}$, both formed by partitioning $\mathcal{T}$. Our objective is to ensure that the predicted incident labels $\hat{Y}^{(t)}$ resemble closely the true labels $Y^{(t)}$ for $\mathcal{T}_{\text{test}}$ given $f_{\theta}(.)$ is trained using $\mathcal{T}_{\text{train}}$.

### 3.2 RADNet Model

The function $f_{\theta}(.)$ is dubbed as RADNet in our work and its architecture is summarized in Fig. 2. For a graph $G$ of a road network, at each timestep $t$, we encode the input window $W^{(t)}$ to perform both permutations of spatial and temporal inferences as described in Section 1. For spatial inference, we use graph attention networks (GAT) [Veličković et al., 2017] and for temporal inference we use transformer blocks [Vaswani et al., 2017].

**Spatial-Inference.** For an input feature matrix $X^{(t)}$, we denote the feature of each node $i \in \{1, \ldots, N\}$ as $h_i^{(t)}$. We denote the neighborhood of node $i$ in the graph by $\mathcal{N}_i$. We compute attention coefficients using GAT weights $\theta_i^G$ as

$$\alpha_{ij} = \frac{\exp(e_{ij})}{\sum_{j \in \mathcal{N}_i} \exp(e_{ij})},$$
where

$$e_{ij} = \text{LeakyReLU}(\text{FeedForward}(\theta_i^G \cdot h_i^{(t)} \cdot h_j^{(t)})).$$

For given input feature matrix $X^{(t)}$, we perform multi-head graph attention with $M$ heads as

$$h_i^{(t)} = \text{Concat}\left(\left\{\text{sigmoid}\left(\sum_{j \in \mathcal{N}_i} \alpha_{ij}^m \theta_i^G h_j^{(t)}\right)\right\}_{i=1}^M\right).$$

We aggregate the outputs of the multiple heads in the final layer to ensure same feature size as the input [Veličković et al., 2017]. The stacked matrix of $h_i^{(t)}$ is denoted by

$$X_i^{(t)} = \text{GAT}(X^{(t)}).$$

**Temporal Inference.** For temporal inference over a sequence, we use a Transformer model. We define multi-head attention using the scaled-dot product attention from Vaswani et al. [2017] for an input $W^{(t)}$ after position-encoding $W_p^{(t)}$:

$$MHA(I^{(t)}, I^{(t)}) = \text{Concat}(I_1^{(t)}, \ldots, I_O^{(t)})I,$$
where

$$I_q = \text{softmax}\left(\frac{JW_q^Q \cdot JW_q^K^T}{\sqrt{D}}\right)JW_q^V,$$

$$W_q^{(t)} = \text{LayerNorm}(W_p^{(t)} + \text{MHA}(W_q^{(t)}, W_p^{(t)}, W_p^{(t)})),$$

$$W_1^{(t)} = \text{LayerNorm}(W_1^{(t)} + \text{FeedForward}(W_p^{(t)})),$$
where LayerNorm represents the layer-normalization operation. We also give masked output $W^{(t+k)}$ after position encoding as $W_p^{(t+k)}$ to generate $W_i^{(t+k)}$ as

$$W_1^{(t+k)} = \text{Mask}(\text{MHA}(W_p^{(t+k)}, W_p^{(t+k)}, W_p^{(t+k)})),$$

$$W_2^{(t+k)} = \text{LayerNorm}(W_1^{(t+k)} + W_1^{(t+k)}),$$

$$W_1^{(t)} = \text{LayerNorm}(T_2^G + \text{MHA}(W_1^{(t)}, W_1^{(t)}, W_1^{(t)})).$$

The above steps are represented as

$$W_1^{(t)} = \text{Transformer}(W^{(t)}).$$

**Multi-Inference Model.** For an input window $W^{(t)}$, we perform spatio-temporal inference as

$$W_G^{(t)} = \text{GAT}(W^{(t)}),$$

$$W_1^{(t)} = \text{GAT}(W_G^{(t)}).$$

Figure 2: Neural architecture of the RADNet model. The model encodes the input spatio-temporal graph using two pathways: (i) temporal inference using a Transformer Encoder and spatial inference using a GAT, (ii) spatial inference using a GAT and temporal inference using a Transformer Encoder. RADNet then takes a convex combination of these two outputs and the last element of the input window to generate a forecast using a feed-forward network. The weights of the combination are generated using a feed-forward network not shown in the figure.
where we perform GAT operations in a factored style over each feature matrix in $W(t) = X^{(t-K):t}$ to generate $W_G^{(t)} = X^{(t-K):t}_G$. We also perform temporo-spatial inference using Transformer and GAT in the reverse order

$$W_T^{(t)} = \text{Transformer}(W^{(t)}),$$

$$W_G^{(t)} = \text{GAT}(W_T^{(t)}).$$

To combine the outputs of the above two inference structures, we use a feed-forward model to generate attention weights as

$$w = \text{FeedForward}(X^{(t)}),$$

$$\hat{X}^{(t+H)} = \text{FeedForward}(w^T \cdot [W_1^{(t)}, W_2^{(t)}, X^{(t)}]).$$

The weights used to take convex combination of the spatio-temporal, temporo-spatial and the input facilitate assigning dynamic importance coefficients to the three encodings. The final forecast then becomes $\hat{X}^{(t+H)} = f_\theta(W^{(t)})$ where the $\theta$ parameters include weights of the two GAT, two Transformer blocks and feed-forward networks. Using a training dataset $T_{\text{train}}$, the loss for each timestep $t$ defined as

$$L(t) = ||X^{(t+H)} - \hat{X}^{(t+H)}||.$$ 

For a training dataset $T_{\text{train}}$, use the loss function \sum_{t=0}^{\left|T_{\text{train}}\right|-H} L(t) to tune the $\theta$ parameters.

**Incident Prediction.** Once we have a trained model, we use the predictions to generate the residuals and labels using eqs. 1 and 2. The residuals give us an indication of how far the predicted feature matrix is compared to the historic averages. A high residual indicates an anomalous event and hence the predicted feature matrix is compared to the historic averages. As is common in prior work [Su et al., 2019a; Hundman et al., 2018], we use the Peak Over Threshold (POT) [Siffer et al., 2017] method to choose the threshold automatically and dynamically. In essence, this is a statistical method that uses “extreme value theory” to fit the data distribution with a Generalized Pareto Distribution and identify appropriate values at risk to dynamically determine threshold values. Fig. 3 visualizes the traffic-flow feature in RADSET for a sample link. The plots on the left show baseline, ground-truth time-series and predicted series. The plots on the right show residuals and incident labels, both for predicted and ground-truth series. As shown, whenever the residual values exceed POT thresholds, the incident label is one and zero otherwise. The residual and label generation can then be performed for each link in the graph as shown in Fig. 4.

---

**4 Experiments**

We compare RADNET with state-of-the-art models for spatio-temporal forecasting or incident detection, including DCRNN [Li et al., 2018], GTS [Shang and Chen, 2021], GCN [Wang et al., 2021], HAGCN [Fu et al., 2021], LSTM [Zhu et al., 2021], TSE-SC [Cai et al., 2020], DKFN [Chen et al., 2020a] and GraphWaveNet [Wu et al., 2019]. For more details refer to Section 2.1. We tune the hyperparameters of all methods as per grid-search. We train all models using the PyTorch-1.7.1 [Paszke et al., 2019] library. All model training and experiments were performed on an Amazon EC2 G4 instance with 48 core CPU, 2x Tesla T4 GPUs and 192 GB RAM.

To train RADNET, we divide the time-series data using the 5-fold cross-validation process. To avoid over-fitting, we use the early-stopping criteria using the value of the loss function on the validation set. We use the AdamW [Kingma and Ba, 2014] optimizer to train our model. See Appendices B and C for the specific hyperparameter values used in our experiments. The only dataset-specific hyperparameter is the number of heads in multi-head graph-attention, which was kept to be the same as the dimension size of the dataset. Other assignments for this hyperparameter give similar trends.

---

1We use publicly available code sources for most baselines. DCRNN  [https://github.com/chnh/DCRNN_PyTorch], GTS  [https://github.com/chaoshangcs/GTS] and DKFN [https://github.com/Fanglanc/DKFN]. We use the improved version of GraphWaveNet by Shleifer et al. [2019] available at [https://github.com/sshleifer/Graph-WaveNet]. Other models were re-implemented by us.
4.1 Datasets

We use three datasets to verify the RADNet model, with characteristics for each shown in Table 1. The first two (METR-LA and PEMS) are open-source traffic network datasets by Li et al. [2018], commonly used in prior work. METR-LA is a dataset that comes from 207 loop detector sensors that record the vehicular speeds along the highways in Los Angeles County, USA. This dataset contains only the speed information of vehicles and spans six months (Jan 1st 2017 to May 31st 2017) with an interval of 5 minutes. This also contains only the speed information of vehicles and spans four months (March 1st 2012 to June 30th 2012) with a data collection interval of 5 minutes.

PEMS (Performance Measurement System) by California Transport Agencies provides data from 325 sensors covering the San Francisco Bay Area, USA. Similar to METR-LA, this also contains only the speed information of vehicles and spans six months (Jan 1st 2017 to May 31st 2017) with intervals of 5 minute duration.

RADSET is a new spatio-temporal dataset for traffic analysis that we present as part of this work. The above two traffic datasets cover highway networks in the United States. Performance of models trained on these data sets may not translate to European road networks. Moreover, the above two datasets capture only speed data for highways. There is a dearth of datasets that capture data for non-highway road networks. Thus, we present for the first time, the RADSET data set collected from the Open Data Portal of the TRL SCOOT (Split Cycle and Offset Optimisation Technique) UTC (Urban Traffic Control) system [Bretherton et al., 1998]. RADSET covers a network of 24 detectors in Radcliffe, Greater Manchester, UK. Unlike the other two data sets, where only the aggregated speed readings are recorded, RADSET provides 7 features at each detector including flow rate (vehicles per hour), congestion index and queue lengths. The collection interval is the traffic signal cycle time. Further details on the RADSET dataset presented in Appendix A.

4.2 Evaluation Metrics

Incident Detection. To evaluate the efficacy of the incident predictions, we use precision (P), recall (R) and F1 score. In a deployment scenario where the flagged incidents are acted upon through operators, we aim to minimize both false-negative and false-positive. Minimizing the former is crucial to eschew adverse impacts of incidents on road traffic, whereas reducing the latter is important to avoid excessive cost implications of unnecessary remediation steps. Thus, we consider the F1 score as the central metric and use it for our hyperparameter search (see Appendix C).

Incident Diagnosis. We also measure the incident diagnosis performance, such that we could identify the links at which incidents occur, rather than just determining there is an incident somewhere in the entire network. To measure the diagnosis performance, we use HitRate@P% [Su et al., 2019b] and NDCG@P% (normalized discounted cumulative gain) [Jarvelin and Kekäläinen, 2002] where P% is 100 and 150 for both metrics as seen in prior work [Tuli et al., 2022; Zhao et al., 2020]. Here, these assess how many of the ground-truth links have been included in the top predicted incident candidates. To give an example, if at a given timestamp t, there are 8 links with incidents, then P% = 100 would consider the top 8 predicted links and P% = 150 the top 12.

4.3 Results

Incident Detection. Tables 2 and 3 presents results for RADNet and benchmark models for the three datasets. We consider four values of the time horizon (H): 5, 15, 30 and 60 minutes. For the RADSET dataset, RADNet outperforms all models across all metrics. RADNet gives an average F1 score of 0.909, which is 3.6% higher than the second-best average score of the GCN model (0.877). For the METR-LA dataset, the RADNet model gives an average F1 score of 0.651, which is 14.0% higher than the next best average F1 of the DKN model (0.571). Similarly, RADNet also gives the highest average F1 score of 0.601 on the PEMS dataset, 4.7% higher than the highest average F1 of GraphWaveNet of 0.574. We also observe that the gains due to the RADNet model increase for higher time horizons. For instance,
for the METR-LA dataset, the performance gain in F1 score compared to the DKFN model increases from 12.1% for a 5-minute horizon to 15.3% for a 60-minute horizon. We hypothesize this is due to the decoupled spatio-temporal and tempo-spatial inference with skip connection, facilitating the downstream feed-forward predictors to use these encoding independently and avoiding the vanishing gradient problem in benchmark models [Wang et al., 2018].

### Incident Diagnosis

In terms of the diagnosis performance, which measures the ability of the model to identify the anomalous links, RADNet outperforms all benchmark models for the three datasets. For instance, for the RADSET dataset, the diagnosis scores improve by 5.39%-8.09% compared to the best benchmark model, i.e., GCN. Similarly, for the METR-LA and PEMS datasets, the improvements lie in the range 2.28%-8.83% compared to GraphWaveNet. Improvements in incident diagnosis are facilitated by the multi-head attentions in the GAT and Transformer blocks, enabling RADNet to attend to multiple links simultaneously, making it more suitable for inter-link incidents. This is observed and explained by the RADSET dataset, where incidents in one link can lead to a chain of events causing incidents in neighboring links as well. RADNet is able to accurately identify links where incidents occur, making it ideal for informed incident remediation. We present ablation analysis, model size comparison and further explorations in Appendix D.

### 5 Conclusions

This work presents a novel neural architecture named RADNet that addresses the common issue in spatio-temporal inference of choosing a specific order and assuming independence in spatial and temporal trends. We do this by decoupling inference in spatio-temporal and tempo-spatial inference and intelligently combining the outputs of both permutations. We extend RADNet to apply to the incident prediction problem in road traffic systems that follow daily and weekly periodicity. Using historic averages and predictions from RADNet, we generate incident labels and compare those against the ones generated using the ground-truth data. Our evaluations demonstrate a superior performance of RADNet for both incident detection and diagnosis for two publicly available highway traffic datasets and a new non-highway dataset. Future work will investigate extensions to dynamically adapt RADNet in case of non-stationary graph inputs, such as in cases of road or lane closures.
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A Dataset Collection and Feature Details

The RADSET dataset is a spatio-temporal dataset collected from the Open Data Portal of TRL SCOOT UTC [Bretherton et al., 1998] traffic monitoring and control system. The data involved the Radcliffe area, see Figure 5. The data is obtained from induction loops installed on links that detect the presence of vehicles, pedestrians and other road users. This data is then passed to the SCOOT model that reports traffic metrics at quarter-second intervals. Using this data, the SCOOT system maintains a model of the road network. This model leverages the detector data to produce a vehicle arrival process at each link of the traffic network. The model then is used to generate features such as traffic flow rate and congestion index. The features collected for each link are described below:

1. delay: delay (seconds) experienced by the vehicles at the stopline of each link.
2. flow: flow rate (vehicles per hour) generated by the SCOOT model.
3. flow_raw: raw flow (vehicles) detected in each traffic signal cycle.
4. cong: congestion (inter-vehicle interval time) generated by the SCOOT model.
5. cong_raw: raw congestion (inter-vehicle interval time) detected by each loop sensor.
6. occ: occupancy of the link generated by the SCOOT model.
7. q1: queue length (vehicles) at link’s stopline generated by the model.

Possible sources of errors. The SCOOT model is unaware of the traffic queues or flow rates outside the modeled environment, which could give rise to inaccuracies in the model generated features. However, considering the lack of non-highway datasets, RADSET enables research for European non-highway roads, significantly different from American highway networks.

Dataset Availability. The processed baselines and datasets are available at Zenodo: https://zenodo.org/record/6524777.

B Model Architecture

We detail the implementation of the RADNET architecture introduced in the paper and shown in Figure 2.

- Transformer: We use a dropout value of 0.1 in the position encoder, the transformer encoder and decoder layers. We use a single hidden layer of size 16 for both transformer encoder and decoders. The number of heads was kept same as the number of features (dimension size) of the datasets, i.e., one for METR-LA and PEMS and seven for RADSET.
**Table 4: Number of parameters (in millions) of RADNet and state-of-the-art methods for each dataset.**

| Model       | METR-LA | PEMS  | RADSet |
|-------------|---------|-------|--------|
| DCRNN       | 0.68    | 1.63  | 0.45   |
| GTS         | 0.44    | 1.31  | 0.29   |
| GCN         | 0.47    | 1.08  | 0.31   |
| HAGCN       | 0.27    | 0.65  | 0.18   |
| LSTM        | 0.20    | 0.54  | 0.13   |
| TSE-SC      | 0.66    | 1.44  | 0.44   |
| DKFN        | 1.01    | 2.13  | 0.67   |
| GraphWaveNet| 4.68    | 11.93 | 3.12   |
| RADNet      | 1.16    | 2.93  | 0.77   |

**Graph Attention Network (GAT):** We use two graph attention networks. The number of heads for these networks was kept to be one. Thus, the output of the GAT in spatio-temporal inference shown in equation (5) had the channel size that is same size as window size $K$, giving $K$ encodings of the window of feature matrices. For the temporospatial inference shown in equation (6), we get an output with a single feature matrix.

**Weighted Skip Connection:** To generate the attention weights for the three encodings: spatio-temporal, temporospatial and input feature matrix at timestep $t$, we use a feed-forward model. This was a single layer neural network with input of size $N \times D$ and output of size 3 with the softmax activation function.

**Feed-Forward Decoder:** The output after the weighted-skip connection was sent to a feed-forward decoder with 2 hidden layers, each of size 64 and the LeakyReLU activation function.

## C Hyperparameter Details

For the RADNet model, we use a learning rate of $5 \times 10^{-4}$ for RADSet and METR-LA and $2 \times 10^{-3}$. We also use a weight decay of $10^{-5}$ to avoid over-fitting. We use a window size of $K = 5$ for all datasets as per grid search. For POT parameters, we set the percentile values as 99, 50 and 45 for RADSet, METR-LA and PEMS respectively for the 5 minute time horizon. As we increase the time horizon, we decrease the percentile values by $\delta = 0.5$ for RADSet and 2.5 for METR-LA and PEMS respectively. This is due to the noisy predictions as the time horizon increases, giving rise to frequent over-estimations and increasing the POT value. All hyperparameters, including $K$, $\delta$ and POT percentiles, were determined using grid-search aiming to maximize the F1 score on the validation set.

## D Additional Results

### Model Size Comparison

Table 4 compares the size of the parameter sets of the RADNet neural network with those of the benchmark methods. Compared to the best baseline, i.e., GraphWaveNet, RADNet has lower model size. This shows that the RADNet model gives higher performance without a high computational footprint.

### Ablation Analysis

To study the relative importance of each component of the model, we exclude every major one and observe how it affects the performance of the RADNet model for each dataset. Figures 8, 6 and 7 compare the converged mean square error (loss function), F1 score and HitRate@100% for RADNet and the following variants:

- **RADNet w/o Skip:** The RADNet without the weighted-skip connection. Instead, the two outputs and the input feature matrix are added and forwarded to the feed-forward decoder.
- **RADNet w/o ST:** The model without the spatio-temporal inference; thus, having a single instance of the GAT and Transformer networks. The weighted skip is between $W_1^{(t)}$ and $X^{(t)}$, having the $w$ vector of size 2.
- **RADNet w/o TS:** The model without the temporal-spatial inference, again with a single instance of the GAT and Transformer networks. The weighted skip is between $W_2^{(t)}$ and $X^{(t)}$.

Hyperparameter exploration was performed independently.
for the ablation models. The results demonstrate that all components are critical to achieving the best performance. Specifically, when the weighted-skip connection is replaced with a simple addition of the encoded outputs and the input matrix, the performance drop is the highest. This corroborates our claims of the requirement of dynamic importance to the disparate inference permutations to account for the non-stationary behaviors of road traffic networks.

Model Exploration to Autoregressive Prediction. Akin to the benchmark methods, the RADNet is trained and tuned separately for each time horizon. However, this makes the training approach specific to the horizon value and limits us from forecasting for a new time horizon without training the model from scratch. To address this, we develop a single-step forecasting method that aims to generate the feature matrix and call this RADNet*. Thus, to generate a forecast for any given horizon value \( H \), we train a model \( \hat{x}(t+1) = f_\theta(W(t), G) \).

Now, we use the new window for the next step and generate a two-step forecast autoregressively as

\[
\hat{X}^{(t+1)} = X^{(t-K+1):t+1}, \quad \hat{X}^{(t+2)} = f_\theta(\hat{W}^{(t+1)}, G).
\]

We can continue this for \( H \) steps to generate \( X^{(t+H)} \). As this is agnostic to the time horizon and autoregressively generates single-step forecasts, this model needs to be trained only once to perform predictions for different horizon values. The results for the RADNet* against RADNet are shown in Table 5. The RADNet* is trained using autoregressive predictions till 15 minutes horizon at training time and teacher forcing where we set \( W(t+i) \) (where \( i \in \{1, \ldots, H\} \)) from the dataset instead of utilizing \( \hat{W}^{(t+1)} \) forecasted by the model. In training, we use a constant teacher-forcing probability of \( p = 0.2 \) of using the forecasted feature window to iteratively update the input instead of using ground-truth window. Although the RADNet* gives lower scores in general compared to RADNet, the performance is higher for 30 and 60 minute horizon values in the case of the METR-LA dataset. Nevertheless, the key advantage of reduced training time calls for further investigation as part of future work.

| Horizon | Model | P | R | F1 | H@1 | H@1.5 | N@1 | N@1.5 |
|---------|-------|---|---|----|-----|-------|-----|-------|
| 5 min   | RADNet* | 0.931 | 0.938 | 0.935 | 0.679 | 0.722 | 0.679 | 0.719 |
|         | RADNet | 0.925 | 0.935 | 0.930 | 0.689 | 0.750 | 0.685 | 0.740 |
| 15 min  | RADNet* | 0.873 | 0.948 | 0.913 | 0.658 | 0.738 | 0.654 | 0.726 |
|         | RADNet | 0.889 | 0.949 | 0.918 | 0.659 | 0.762 | 0.653 | 0.741 |
| 30 min  | RADNet* | 0.851 | 0.948 | 0.896 | 0.622 | 0.718 | 0.620 | 0.700 |
|         | RADNet | 0.857 | 0.950 | 0.901 | 0.633 | 0.742 | 0.626 | 0.722 |
| 60 min  | RADNet* | 0.830 | 0.922 | 0.874 | 0.585 | 0.685 | 0.577 | 0.662 |
|         | RADNet | 0.827 | 0.961 | 0.889 | 0.608 | 0.716 | 0.599 | 0.694 |

Table 5: Comparison between the direct (RADNet) and autoregressive (RADNet*) forecasting for incident prediction.