Ground state and rotational properties of two-dimensional self-bound quantum droplets
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Abstract

We consider a two-dimensional self-bound quantum droplet, which consists of a mixture of two Bose–Einstein condensates. We start with the ground state and then turn to the rotational response of this system, in the presence of an external (harmonic) potential. We identify various phases, depending on the atom number, the strength of the external confinement and the angular momentum. These include center of mass excitation, ghost vortices, as well as vortices of single and multiple quantization. According to our results, this is an excellent system for the study of superfluid states.
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1. Introduction

Self-bound, macroscopic, droplets appear often in nature, in various physical systems. Probably the most familiar example is that of water droplets, which form due to the surface tension, with their surface behaving as though it is covered by an elastic medium. Droplets also appear on microscopic length scales. One familiar example is the atomic nucleus [1], while another example is that of nano droplets in liquid helium [2].

A common feature of the above systems is that they are dense and strongly interacting. Recently, in the field of cold atomic gases the existence of such droplets was predicted theoretically in a two-component Bose–Einstein condensate, see references [3, 4]. The novel property of these quantum systems is that—as opposed to the ones mentioned above—they are very dilute and weakly-interacting and as a result they have attracted a lot of attention recently.

The main idea is that by suitable tuning of the inter- and intra-component interaction strengths, the mean-field term—which is proportional to the square of the atom density $n$—is sufficiently weak and attractive and is comparable with the next-order correction of the energy, i.e. the Lee–Huang–Yang term [5]. This term is repulsive and scales as $n^{5/2}$ (in three spatial dimensions). As a result, these two terms balance each other, giving rise to a system which is self-bound, or, in other words, no trapping potential is necessary in order for the atoms which constitute the droplet to bind together.

In cold atomic gases it is also possible to realize quasi-two- and quasi-one-dimensional systems. This becomes possible by some external confining potential, which acts either in one, or in two dimensions. Provided that the quantum of energy due to this potential is much larger than all the other energy scales in the problem, the system becomes quasi-two-, or quasi-one-dimensional. In this case, despite some differences, quantum droplets are also possible.

Various groups have managed to realize quantum droplets recently in mixtures of Bose–Einstein condensed gases [6–10]. Another system where droplets have been observed is that of single-component gases, with strong dipolar interactions [11–16].

Also, several theoretical studies have been performed recently on quantum droplets, and they have focused on various interesting problems. One basic problem includes the
ground-state properties of droplets in three, two and one spatial dimensions. Other questions include dynamic properties of the droplets, e.g. their collective excitations, the dynamic formation of droplets, the formation of vortices in droplets, etc. Finally, although the droplets are self-bound, some studies have considered the effect of an external potential on them. The list of references on these problems is long. Some representative studies include references [3, 4, 17–33].

Quantum droplets are expected to have the collection of properties associated with ‘superfluidity’. It is thus natural to examine their rotational response, very much like the problems of rotating nuclei, of rotating helium nano droplets, of ‘traditional’ rotating, of trapped Bose–Einstein condensates of cold atoms, etc.

This is actually the subject of the present study. More specifically, we examine below the rotational response of a quantum droplet, both in the absence, as well as in the presence, of an external harmonic potential, in two spatial dimensions. Reference [20] has studied the ground state and the local stability of multiply-quantized vortex states, in a two-dimensional droplet. Since, in the present study we are interested in the global minimum of the energy, even if, e.g. the multiply-quantized vortex states are stable, still the state of lowest energy may be a different one. Finally, reference [23] has studied the same problem as the one we consider here, i.e. the yrast problem, for some fixed value of the atom number and of the trap frequency. Its results are fully consistent with the present ones, since the atom number that was considered there is large enough and the trapping potential is sufficiently strong, so that the droplet carries its angular momentum via vortex excitation (as seen also in the results below).

In what follows below we consider a two-dimensional quantum droplet. We start with our model in section 2, while in section 3 we examine the ground-state properties of the droplet, evaluating the order parameter numerically and variationally. The variational results turn out to be very accurate and also allow us to get insight into this problem. We then turn to the rotational properties of the droplets. We start in section 4 with the case of no external confinement, arguing that the lowest-energy (yrast) state for some fixed value of the angular momentum is always the one that involves center of mass excitation.

Introducing a harmonic potential in section 5, we demonstrate that vortex excitation competes with the center of mass motion. Solving the full problem numerically and also performing variational calculations, we identify the yrast states for various values of the atom number and of the trap frequency. We then derive the corresponding phase diagram that involves these two parameters, for various values of the angular momentum. Finally, we summarize our results and present our conclusions in section 6.

2. Model

Let us consider a (quasi-)two-dimensional droplet, where three-body losses are negligible, [4, 17, 23]. In general there are two order parameters $\Psi_1$ and $\Psi_2$, which correspond to the two components. These satisfy the equations

$$i\hbar \frac{\partial \Psi_j}{\partial t} = -\frac{\hbar^2}{2M} \nabla^2 \Psi_j + V \Psi_j + g \left( |\Psi_j|^2 - |\Psi_k|^2 \right) \Psi_j + \alpha \left( |\Psi_j|^2 + |\Psi_k|^2 \right) \ln \left( \frac{|\Psi_j|^2 + |\Psi_k|^2}{n_0} \right) \Psi_j,$$

(1)

here, each order parameter is normalized to the number of atoms in the corresponding component. Also, the intraspecies interaction is assumed to be repulsive and the interspecies interaction attractive. Furthermore, $M$ is the atom mass (assumed to be the same for the two components), $V$ is the external potential, $g$ is the term of the usual quadratic nonlinear term, while $\alpha$ is the term that refers to the Lee–Huang–Yang correction. Finally, the density $n_0$ is that of the symmetric ‘flat’ state [4, 17, 23].

Here, we consider the ‘symmetric’ case, where $\Psi_1$ and $\Psi_2$ are equal. Clearly one may also consider the more general problem, since, as seen below, this model already has a very rich structure. In this case, the problem reduces to that of a single order parameter $\Psi/\sqrt{2} = \Psi_1 = \Psi_2$, which satisfies the equation

$$i\hbar \frac{\partial \Psi}{\partial t} = -\frac{\hbar^2}{2M} \nabla^2 \Psi + V \Psi + \alpha |\Psi|^2 \ln \left( \frac{|\Psi|^2}{n_0} \right) \Psi.$$

(2)

For a harmonic trapping potential of frequency $\omega$, equation (2) may be written in the more convenient, dimensionless, form

$$i\frac{\partial \Psi}{\partial t} = \left( -\frac{1}{2} \nabla^2 + \frac{1}{2} \omega^2 \rho^2 + |\Psi|^2 \ln \left( |\Psi|^2 \right) \right) \Psi = \mu \Psi,$$

(3)

The corresponding time-independent equation is

$$\left( -\frac{1}{2} \nabla^2 + \frac{1}{2} \omega^2 \rho^2 + |\Psi|^2 \ln \left( |\Psi|^2 \right) \right) \Psi = \mu \Psi,$$

(4)

where $\mu$ is the chemical potential, while the energy functional is [4, 17, 23]

$$E = \int \left( \frac{1}{2} |\nabla \Psi|^2 + \frac{1}{2} \omega^2 \rho^2 |\Psi|^2 + \frac{1}{2} |\Psi|^4 \ln \left( \frac{|\Psi|^2}{\sqrt{\epsilon}} \right) \right) \, d^2 \rho.$$

(5)

The interesting feature of the above functional is the nonlinear term, which may change sign, depending on the value of the density.

3. Ground state

We have thus solved equation (4) using the method of imaginary-time propagation [34]. The ground-state energy for various values of $N$ which comes from this calculation is shown in figure 1, as the solid curve. Within the Thomas–Fermi approximation [20], which is valid in the limit of large atom numbers $N$, the kinetic energy is negligible. The order parameter is then constant for $0 \leq \rho \leq \rho_0$, with $\Psi = \sqrt{N/(\pi \rho_0^3)}$ and it drops to zero for $\rho > \rho_0$, where $\rho$ is the radius in cylindrical coordinates. Minimizing the (interaction) energy,
In this state the density is roughly constant for \( 0 \ll \rho \ll \rho_0 \), i.e. \( \rho_0 \) scales as \( \sqrt{N} \). The corresponding lowest energy is \( E/N = \mu_{\text{TF}} = -1/(2\sqrt{\xi}) \), being independent of \( N \). Finally, the density is \( 1/\sqrt{\xi} \) and is also independent of \( N \).

The Thomas–Fermi profile described above has the problem that it has a discontinuity at the boundary of the droplet. To cure this, let us introduce the trial order parameter

\[
\Psi(\rho) \propto \sqrt{1 - \tanh \left( \frac{\rho - \rho_0}{\xi} \right)}. \tag{6}
\]

In this state the density is roughly constant for \( 0 \lesssim \rho \lesssim \rho_0 \), dropping to zero within a length scale of order \( \xi \), which is essentially the coherence length. In the Thomas–Fermi limit, one expects that \( 1/(2\xi^2) \approx -\mu_{\text{TF}} \), where \( \mu_{\text{TF}} \) is the chemical potential given above. In this limit \( \xi \) is of order unity, which is much smaller than the radius of the droplet \( \rho_0 \), i.e. \( 1 \sim \xi \ll \rho_0 \).

In this trial state the kinetic energy per particle scales as \( N^{-1/2} \), while the total energy is given approximately as

\[
\frac{E}{N} \approx -\frac{1}{2\sqrt{e}} + \frac{0.4425}{\sqrt{N}} + \mathcal{O}(1/N). \tag{7}
\]

Clearly this calculation can be improved, treating \( \rho_0 \) and \( \xi \) variationally. The result of this calculation is shown as the dashed line in figure 1. We observe that there is excellent agreement between the two curves, essentially for all \( N \gtrsim 10 \). We also stress that, at least for \( N \gtrsim 10 \) shown in figure 1, the deviation of \( \mu \) from \( \mu_{\text{TF}} \) is very small. Furthermore, in the left plot in figure 2 we compare the density profile that is evaluated numerically and variationally, i.e. the one from equation (6), for \( N = 1000 \).

For small values of \( N \) the density of the cloud is Gaussian-like [20]. Let us thus also consider a Gaussian trial function,

\[
\Psi = \sqrt{\frac{N}{\pi \rho_0^2}} e^{-\rho^2/(2\xi_0^2)}. \tag{8}
\]

Minimizing the energy with respect to \( \rho_0 \),

\[
\rho_0^2 = \frac{N}{\pi} \xi^2/N, \tag{9}
\]

while the lowest energy is

\[
\frac{E}{N} = \frac{1}{4} e^{-2\xi/N}. \tag{10}
\]

The dotted curve in figure 1 shows the corresponding energy for various values of \( N \). As we see in this plot, for small \( N \) the agreement is very good, however as \( N \) increases, it gets worse.

4. Droplets under rotation in the absence of any external potential

4.1. Vortex excitation

We now turn to the problem of rotation. Before we examine the yrast state, i.e. the state of lowest energy for some given angular momentum, we will look for solutions of equation (4) which have the form \( \Psi(\rho, \theta) = f(\rho) e^{iS\theta} \), where \( S \) is the winding number,

\[
\frac{1}{2} \frac{\partial^2 f}{\partial \rho^2} = \frac{1}{2\rho} \frac{\partial f}{\partial \rho} + \frac{S^2}{2\rho^2} f + \frac{1}{2} \omega^2 \rho^2 f + |f|^2 \ln |f|^2 f = \mu f. \tag{11}
\]

The solution of the above equation for \(|S| = 1\) is a vortex state that is located at the center of the cloud, while for \(|S| > 1\) we have multiply-quantized vortex states. Again, using the method of imaginary-time propagation, we have solved this equation numerically.

In the limit of large \( N \), motivated by equation (6) we make the following ansatz

\[
f(\rho) \propto \frac{\rho}{\sqrt{\rho^2 + \xi_0^2}} \sqrt{1 - \tanh \left( \frac{\rho - \rho_0}{\xi} \right)} \tag{12}
\]

here \( \xi \) is again the coherence length that corresponds to the static cloud and \( \xi_0 \) is a length scale that determines the behavior of the system close to \( \rho = 0 \).

We stress that for small values of \( \rho, f \) has to scale linearly with \( \rho \), in order for the kinetic energy not to diverge. The first factor on the right of equation (12) takes care of this behavior. For \( \xi \ll \rho \ll \rho_0 \), \( f \) tends to a constant value, as necessary. Thus, the above trial order parameter in a sense decouples the ‘small’ values of \( \rho < \xi_0 \) from the ‘large’ values of \( \rho \approx \rho_0 \). Treating \( \xi_0 \),
as well as $\rho_0$ variationally, we minimize the energy. The comparison (in the density distribution) between this calculation and the full numerical is shown in the right plot of figure 2, for $N = 1000$ and $S = 1$.

### 4.2. Center of mass excitation

Up to now, we have restricted ourselves to the case of vortex excitation. If one wants to give angular momentum to the system, an alternative way to do it is via excitation of the center of mass. We stress that since the cloud is self-bound, this leaves the interaction energy unaffected and in this respect it is energetically favourable.

Defining some (arbitrary) coordinate system, the cloud of atoms then rotates as a whole around the origin. The extra energy is then simply kinetic, which may be estimated as $K/N = N\ell^2/(2I)$, where $\ell = I/N$ is the angular momentum per atom, and $I$ is the moment of inertia. If the center of mass of the cloud is at a distance $r_0$, then $I \approx N\ell_0^2 + N\rho_0^2$ (neglecting multiplicative factors of order unity).

At any value of $r_0$, $K/N \sim 1/N$ for large $N$. Furthermore, since there is no confining potential, $r_0$ may become infinitely large, i.e. the cloud may escape to infinity. In this limit, for some fixed $\ell$, $K/N \rightarrow 0$ and therefore the yrast energy is in this case the ground-state energy (which is the absolute minimum of the energy). In other words, in the absence of any trapping potential, the yrast state is always the one of center of mass excitation, where the cloud escapes to infinity and the energy tends to the ground-state energy.

We have confirmed the above via minimization of the energy, fixing the angular momentum $\ell$. To achieve this we use the method of imaginary-time propagation, with the following energy functional [35],

$$E' = \frac{E}{N} + \frac{C}{2}(\ell^2 - \ell_0^2),$$

where $\ell$ is the operator of the angular momentum (per atom), $C > 0$ is a constant that has to be sufficiently large (in order for the dispersion relation to have a positive curvature) and $\ell_0$ is roughly the value of the angular momentum per atom that we wish the droplet to have.

### 5. Droplets under rotation in the presence of a harmonic potential

According to the arguments presented above, in the absence of any trapping potential the problem is uninteresting. For this reason, in what follows below we assume that there is also a confining potential. To get some insight, it is useful to evaluate the energy cost for a vortex state to be located at the center of the cloud and then compare it with the energy cost for center of mass excitation.

#### 5.1. Vortex excitation

We have evaluated numerically the energy difference $\Delta E_v$ between the state with a vortex state at the center of the droplet and the non-rotating state. For $N = 300, 400, \ldots, 1000$ and for some fixed $\omega$, the energy cost for vortex excitation $\Delta E_v/N$ is fitted by the formula $\Delta E_v/N \approx A + B(\ln(N/2))/N$. The logarithmic term is the expected one and it comes from the kinetic energy. This involves two terms, one of which is $\sim \int \Delta r^2/\rho^2$, where the integration extends from some lower cut-off, $\xi_0$, in our notation, up to $\rho_0 \sim \sqrt{N}$. Finally, $A$ and $B$ are parameters, which depend on $\omega$.

#### 5.2. Center of mass excitation

Turning to the center of mass excitation, in the presence of an external potential the situation changes, since $r_0$ is bounded. For any finite value of $\omega$, the cloud will spiral outwards, until the restoring force that comes from the confining potential will stop it. An estimate for $r_0$ is given by the formula $\ell^2/\rho_0^2 \sim \omega^2 r_0$, or $r_0 \sim \sqrt{\ell}/\omega$, where $\omega_0 = 1/\sqrt{\omega}$ is the oscillator length. Therefore, $K/N \approx \ell^2/(2\ell_0^2 + 2N\sqrt{\ell}/\pi)$. The energy due to the trapping potential is estimated as $F/N \approx |\omega^2(r_0^2 + \rho_0^2)/2| \approx \omega^2/2 + \omega^2N\sqrt{\ell}/(2\pi)$. Fitting the energy difference between the rotating state (with center of mass excitation) and the nonrotating for $N = 200, \ldots, 600$ and a fixed $\omega$, we get that $\Delta E_{COM}/N \approx CN + D + O(1/N)$, in agreement with the estimates given above. Again, $C$ and $D$ are parameters, which depend on $\omega$.

#### 5.3. Phase diagram

From the expressions $\Delta E_v/N$ and $\Delta E_{COM}/N$ it is thus clear that in the presence of an external potential there is a competition between center of mass and vortex excitation. We analyze this effect in more detail below.

First of all, we observe that in the absence of the external potential the density is sufficiently small and the interaction is purely attractive (since this is the configuration of lowest energy). On the other hand, when there is a trapping potential the density may become sufficiently high so that the effective interaction may be partly repulsive (where the density is high) and partly attractive (where the density is low). This observation is at the heart of this problem, giving it a rich structure.

There are three parameters, namely the atom number $N$, the frequency of the trapping potential $\omega$ and the angular momentum per atom $\ell$. In principle one may investigate the corresponding three-dimensional phase diagram. Instead, we focus below on three cases. In all of them we fix $\ell$ (to the value 1, 2 and 3, respectively) and we examine the phase diagram, varying $N$ and $\omega$. The results are shown in figures 3 and 4.

Figure 3 is a schematic phase diagram, where we show that, quite generally, for sufficiently small values of $N$ and $\omega$, the angular momentum is carried via center of mass excitation. For higher values of $N$ and/or $\omega$, the system carries its angular momentum in the form of vortices of multiple quantization and/or ghost vortices (discussed below) [36]. For even higher values of $N$ and/or $\omega$ we have the ordinary vortex states of
single quantization, which form a vortex lattice, if \( \ell \) is sufficiently large.

In figure 4 we show the results that we have derived by actual numerical simulations, for the values of \( N \) and \( \omega \) shown in each plot. In the upper plot \( \ell = 1 \). Here we see the two phases of center of mass excitation and of (single) vortex excitation. More or less the same picture emerges for \( \ell = 2 \), which is shown in the middle of figure 4. Here we also have the possibility of vortices of multiple quantization, which compete with the phase of an array of vortices of single quantization. We stress that when the interaction is attractive, the exchange interaction favors the vortices of multiple quantization [37]. On the other hand, both the kinetic energy [38], as well as the energy due to the trapping potential favors the array of vortices of single quantization (since these are further away from the origin and the density vanishes at the core of each of them), which is energetically favourable.

For \( \ell = 3 \), shown in the lower plot of figure 4, the situation becomes even more interesting. Focusing, e.g. on the case \( N = 200 \) in this plot, as \( \omega \) increases we have identified four phases. For \( \omega = 0.03 \) (second plot from the top of figure 5) we have a triply-quantized vortex state. For \( \omega = 0.05 \), there are three singly-quantized (ghost) vortices, which are located in the region of exponentially small density (third from the top of figure 5). Interestingly enough, this region of low density is not circular, but rather it is elongated. Finally, for \( \omega = 0.07 \) we have a regular vortex lattice of four singly-quantized vortex states (bottom plot in figure 5).

Returning to the physical units, let us consider a width of the cloud perpendicularly to the plane of motion of the atoms, which is \( \sim 0.1 \mu m \) and three-dimensional scattering lengths between the same species \( a_{11} = a_{22} = 10 \) nm and different species \( a_{12} = -10.1 \) nm. Then, the two-dimensional density of the droplets on their plane of motion (in the absence of any trapping potential) is \( \sim 5 \times 10^{9} \text{ cm}^{-2} \), which is much smaller than \( a^{-2} \), as it should be. Furthermore, the corresponding three-dimensional density is \( \sim 5 \times 10^{13} \text{ cm}^{-3} \). Finally, for a number of atoms \( 10^3 \), the typical size of the droplet is \( \sim 10 \mu m \), which corresponds to \( \omega \sim 10 \) Hz. The actual value of \( \omega \) should be of this order, or smaller, especially if one wants to realize the phase of center of mass excitation.

6. Summary and conclusions

To conclude, while in the past it has become possible to tune the sign of the effective interaction using the method of Feshbach resonances, in the present system this becomes possible by tuning either the atom number, or the strength of the confining potential. It is even more interesting that the sign of the nonlinear term may vary spatially, depending on the value of the density.

More specifically, for low atom numbers and/or weak confinement, the physics of the system is determined by the
Figure 5. The density $n(x,y) = |\Psi(x,y)|^2$ (left column) and the phase of the order parameter $\Psi(x,y)$ (right column) from equation (13), for $N = 200$ and $\ell = 3$ in the presence of a harmonic potential, with $\omega = 0.01$ (top), 0.03 (second from the top), 0.05 (third from the top) and 0.07 (bottom).

attractive sign of the nonlinear term and in the case of rotation the yrast state involves center of mass excitation. In the opposite limit of high atom numbers and/or strong confinement, the nonlinear term becomes repulsive and the yrast state involves vortex excitation.

An interesting scenario which results from this study, is the possibility of center-of-mass motion for some range(s) of $\ell$ and vortex excitation for other range(s) of $\ell$. This would give a positive curvature in the dispersion relation in the first case and a negative curvature in the second, resembling, in a sense the phonon–roton spectrum. Such a dispersion relation would also affect the ability of the system to support persistent currents.

The system we have investigated is ideal for the study of superfluid states. It is remarkable that by simply tuning either the atom number, or the strength of the confining potential, one is able to switch between the phases we have found. Similar phases have been found (separately) in other superfluid Bose–Einstein condensed gases, as in a harmonic potential with an effective attractive, or repulsive interaction [39], and in a quadratic-plus-quartic potential [40].

For the parameters we have considered, we have identified four phases, however the existence of more phases is not excluded. We stress that the phase diagrams we have found are generic. On the other hand, it is clear that more theoretical and experimental work is necessary, in order to get a more complete picture of the possible phases, and of the order of the transition between them.

Acknowledgments

The authors wish to thank Stephanie Reimann, Elife Karabulut and Manolis Magiropoulos for useful discussions.

ORCID iDs

G M Kavoulakis https://orcid.org/0000-0002-6757-8822

References

[1] Bohr A and Mottelson B 1998 Nuclear Structure vol 1 (Singapore: World Scientific)
[2] Barranco M, Guardiola R, Hernández S, Mayol R, Navarro J and Pi M 2006 J. Low Temp. Phys. 142 1
[3] Petrov D S 2015 Phys. Rev. Lett. 115 155302
[4] Petrov D S and Astrakharchik G E 2016 Phys. Rev. Lett. 117 100401
[5] Lee T D, Huang K and Yang C N 1957 Phys. Rev. 106 1135
[6] Cabrera C, Tanzi L, Sanz J, Naylor B, Thomas P, Cheiney P and Tarruell L 2018 Science 359 301
[7] Cheiney P, Cabrera C R, Sanz J, Naylor B, Tanzi L and Tarruell L 2018 Phys. Rev. Lett. 120 135301
[8] Semeghini G et al 2018 Phys. Rev. Lett. 120 235301
[9] Ferioli G, Semeghini G, Masi L, Giusti G, Modugno G, Inguscio M, Albert G, Recati A and Fattori M 2019 Phys. Rev. Lett. 122 090401
[10] D’Errico C, Burchianti A, Prevedelli M, Salasnich L, Ancilotto F, Modugno M, Minardi F and Fort C 2019 Phys. Rev. Res. 1 033155
[11] Kadau H, Schmitt M, Wenzel M, Wink C, Maier T, Ferrier-Barbut I and Pfau T 2016 Nature 530 194
[12] Schmitt M, Wenzel M, Böttcher F, Ferrier-Barbut I and Pfau T 2016 Nature 539 259
[13] Ferrier-Barbut I, Kadau H, Schmitt M, Wenzel M and Pfau T 2016 Phys. Rev. Lett. 116 215301
[14] Ferrier-Barbut I, Schmitt M, Wenzel M, Kadau H and Pfau T 2016 J. Phys. B: At. Mol. Opt. Phys. 49 214004
[15] Ferrier-Barbut I, Wenzel M, Böttcher F, Langen T, Isoard M, Stringari S and Pfau T 2018 Phys. Rev. Lett. 120 160402
[16] Chomaz L, Baier S, Petter D, Mark M J, Wächtler F, Santos L and Ferlaino F 2016 Phys. Rev. X 6 041039
[17] Li Y, Luo Z, Liu Y, Chen Z, Huang C, Fu S, Tan H and Boris A M 2017 New J. Phys. 19 113043
[18] Astrakharchik G E and Malomed B A 2018 Phys. Rev. A 98 013631
[19] Kartashov Y V, Malomed B A, Tarruell L and Torner L 2018 Phys. Rev. A 98 013612
[20] Cidrim A, dos Santos F E A, Henn E A L and Macrì T 2018 Phys. Rev. A 98 023618
[21] Zin P, Pylak M, Wasak T, Gajda M and Idziaszek Z 2018 Phys. Rev. A 98 051603(R)
[22] Ancilotto F, Barranco M, Guilleumas M and Pi M 2018 Phys. Rev. A 98 053623
[23] Li Y, Chen Z, Luo Z, Huang C, Tan H, Pung W and Malomed B A 2018 Phys. Rev. A 98 063602
[24] Parisi L, Astrakharchik G E and Giorgini S 2019 Phys. Rev. Lett. 122 105302
[25] Kartashov Y V, Malomed B A and Torner L 2019 Phys. Rev. Lett. 122 193902
[26] Zhang X, Xu X, Zheng Y, Chen Z, Liu B, Huang C, Malomed B A and Li Y 2019 Phys. Rev. Lett. 123 133901
[27] Nilsson Tengstrand M, Stürmer P, Karabut E O and Reimann S M 2019 Phys. Rev. Lett. 123 160405
[28] Liu B, Zhang H-F, Zhong R-X, Zhang X-L, Qin X-Z, Huang C, Li Y-Y and Malomed B A 2019 Phys. Rev. A 99 053602
[29] Tamil Thiruvalluvar R, Sabari S, Porsezian K and Muruganandam P 2019 Physica E 107 54
[30] Ferioli G, Semeghini G, Terradas-Briansó S, Masi L, Fattori M and Modugno M 2019 arXiv:1912.09594
[31] Morera I, Grigori E A, Polls A and Juliá-Díaz B 2020 arXiv:2001.04796
[32] Parisi L and Giorgini S 2020 arXiv:2003.05231
[33] Tylutki M, Grigori E A, Malomed B A and Petrov D S 2020 arXiv:2003.05803
[34] Chin S A and Krotzcheck E 2005 Phys. Rev. E 72 036705
[35] Komineas S, Cooper N R and Papanicolaou N 2005 Phys. Rev. A 72 053624
[36] Kuopanportti P, Bandyopadhyay S, Roy A and Angom D 2019 Phys. Rev. A 100 033615
[37] Kavoulakis G M, Mottelson B and Pethick C J 2000 Phys. Rev. A 62 063605
[38] Pethick C J and Smith H 2002 A multiply-quantized vortex state of winding number S has a higher energy than singly-quantized ones, with the same total winding number Bose–Einstein Condensation in Dilute Gases (Cambridge: Cambridge University Press)
[39] Bargi S, Kavoulakis G M and Reimann S M 2006 Phys. Rev. A 73 033613
[40] Kavoulakis G M, Jackson A D and Gordon B 2004 Phys. Rev. A 70 043603