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Abstract. The long run behaviour of linear dynamical systems is often studied by looking at eventual properties of matrices and recurrences that underlie the system. A basic problem that lies at the core of many questions in this setting is the following: given a set of pairs of rational weights and matrices \( \{(w_1, A_1), \ldots, (w_m, A_m)\} \), we ask if the weighted sum of powers of these matrices is eventually non-negative (resp. positive), i.e., does there exist an integer \( N \) s.t. for all \( n \geq N \), \( \sum_{i=1}^{m} w_i A_i^n \geq 0 \) (resp. > 0). The restricted setting when \( m = w_1 = 1 \), results in so-called eventually non-negative (or eventually positive) matrices, which enjoy nice spectral properties and have been well-studied in control theory. More applications arise in varied contexts, ranging from program verification to partially observable and multi-modal systems. Our goal is to investigate this problem and its link to linear recurrence sequences. Our first result is that for \( m \geq 2 \), the problem is as hard as the ultimate positivity of linear recurrences, a long standing open question (known to be \( \text{coNP} \)-hard). Our second result is a reduction in the other direction showing that for any \( m \geq 1 \), the problem reduces to ultimate positivity of linear recurrences. This shows precise upper bounds for several subclasses of matrices by exploiting known results on linear recurrence sequences. Our third main result is a novel reduction technique for a large class of problems (including those mentioned above) over rational diagonalizable matrices to the corresponding problem over simple real-algebraic matrices. This yields effective decision procedures for diagonalizable matrices.

1 Introduction

The study of eventual or asymptotic properties of discrete-time linear dynamical systems has long been of interest to both theoreticians and practitioners. Questions pertaining to (un)-decidability and/or computational complexity of predicting the long-term behaviour of such systems have been extensively studied over the last few decades. Despite significant advances, however, there remain simple-to-state questions that have eluded answers so far. In this work, we investigate one such problem, explore its significance and links with other known problems, and study its complexity and computability landscape.
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The time-evolution of linear dynamical systems is often modeled using linear recurrence sequences, or using sequences of powers of matrices. Asymptotic properties of powers of matrices are therefore of central interest in the study of linear differential systems, dynamic control theory, analysis of linear loop programs etc. (see e.g. [29], [35], [39], [40]). The literature contains a rich body of work on the decidability and/or computational complexity of problems related to the long-term behaviour of such systems (see, e.g. [30], [40], [32], [21], [17], [39]).

A question of significant interest in this context is whether the powers of a given matrix of rational numbers eventually have only non-negative (resp. positive) entries. Such matrices, also called eventually non-negative (resp. eventually positive) matrices, enjoy beautiful algebraic properties ([28], [13], [41], [18]), and have been studied by mathematicians, control theorists and computer scientists, among others.

For example, the work of [29] investigates reachability and holdability of non-negative states for linear differential systems – a problem in which eventually non-negative matrices play a central role. Similarly, eventual non-negativity (or positivity) of a matrix modeling a linear dynamical system makes it possible to apply the elegant Perron-Frobenius theory [37], [27] to analyze the long-term behaviour of the system beyond an initial number of time steps. Another level of complexity is added if the dynamics is controlled by a set of matrices rather than a single one. For instance, each matrix may model a mode of the linear dynamical system [26]. In a partial observation setting ([25], [42]), we may not know which mode the system has been started in, and hence have to reason about eventual properties of this multi-modal system. It turns out that this problem reduces to analyzing the sum of powers of the per-mode matrices (see Section 1.1).

Motivated by the above considerations, we study the problem of determining whether a given matrix of rationals is eventually non-negative or eventually positive and also a generalized version of this problem, wherein we ask if the weighted sum of powers of a given set of matrices of rationals is eventually non-negative (resp. positive). Let us formalize the general problem statement. Given a set \( \mathcal{A} = \{(w_1, A_1), \ldots, (w_m, A_m)\} \), where each \( w_i \) is a rational number and each \( A_i \) is a \( k \times k \) matrix of rationals, we wish to determine if \( \sum_{i=1}^{m} w_i \cdot A_i^n \) has only non-negative (resp. positive) entries for all sufficiently large values of \( n \). We call this problem Eventually Non-Negative (resp. Positive) Weighted Sum of Matrix Powers problem, or \( \text{ENN}_{\text{SoM}} \) (resp. \( \text{EP}_{\text{SoM}} \)) for short. The eventual non-negativity (resp. positivity) of powers of a single matrix is a special case of the above problem, where \( \mathcal{A} = \{(1, A)\} \). We call this special case the Eventually Non-Negative (resp. Positive) Matrix problem, or \( \text{ENN}_{\text{Mat}} \) (resp. \( \text{EP}_{\text{Mat}} \)) for short.

Given the simplicity of the \( \text{ENN}_{\text{SoM}} \) and \( \text{EP}_{\text{SoM}} \) problem statements, one may be tempted to think that there ought to be simple algebraic characterizations that tell us whether \( \sum_{i=1}^{m} w_i \cdot A_i^n \) is eventually non-negative or positive. But in fact, the landscape is significantly nuanced. On one hand, a solution to the general \( \text{ENN}_{\text{SoM}} \) or \( \text{EP}_{\text{SoM}} \) problem would resolve long-standing open questions.
in mathematics and computer science. On the other hand, efficient algorithms can indeed be obtained under certain well-motivated conditions.

This paper is a study of both these aspects of the problem. Our primary contributions can be summarized as follows. Below, we use \( \mathcal{A} = \{(w_1, A_1), \ldots, (w_m, A_m)\} \) to define an instance of \( \text{ENN}_{\text{SoM}} \) or \( \text{EP}_{\text{SoM}} \).

1. If \( |\mathcal{A}| \geq 2 \), we show that both \( \text{ENN}_{\text{SoM}} \) and \( \text{EP}_{\text{SoM}} \) are at least as hard as the ultimate non-negativity problem for linear recurrence sequences, which we call \( \text{UNN}_{\text{LRS}} \) for short. The decidability of \( \text{UNN}_{\text{LRS}} \) is closely related to Diophantine approximations, and remains unresolved despite extensive research (see e.g. [34]).

Since \( \text{UNN}_{\text{LRS}} \) is \( \text{coNP} \)-hard (in fact, as hard as the decision problem for universal theory of reals), so is \( \text{ENN}_{\text{SoM}} \) and \( \text{EP}_{\text{SoM}} \), when \( |\mathcal{A}| \geq 2 \). Thus, unless \( \text{P} = \text{NP} \), we cannot hope for polynomial-time algorithms, and any algorithm would also resolve long-standing open problems.

2. On the other hand, regardless of \( |\mathcal{A}| \), we show a reduction in the other direction from \( \text{ENN}_{\text{SoM}} \) (resp. \( \text{EP}_{\text{SoM}} \)) to \( \text{UNN}_{\text{LRS}} \) (resp. \( \text{UP}_{\text{LRS}} \), the strict version of \( \text{UNN}_{\text{LRS}} \)). As a consequence, we get decidability and complexity bounds for special cases of \( \text{ENN}_{\text{SoM}} \) and \( \text{EP}_{\text{SoM}} \), by exploiting recent results on recurrence sequences [34], [33], [38]. For example, if each matrix \( A_i \) in \( \mathcal{A} \) is simple, i.e. has all distinct eigenvalues, we obtain \( \text{PSPACE} \) algorithms.

3. Finally, we consider the case where \( A_i \) is diagonalizable (also called non-defective or inhomogenous dilation map) for each \( (w_i, A_i) \in \mathcal{A} \). This is a practically useful class of matrices and strictly subsumes simple matrices. We present a novel reduction technique for a large family of problems (including eventual non-negativity/positivity, everywhere non-negativity/positivity etc.) over diagonalizable matrices to the corresponding problem over simple matrices. This yields effective decision procedures for \( \text{EP}_{\text{SoM}} \) and \( \text{ENN}_{\text{SoM}} \) for diagonalizable matrices. Our reduction makes use of a novel perturbation analysis that also has other interesting consequences.

As mentioned earlier, the eventual non-negativity and positivity problem for single rational matrices are well-motivated in the literature, and \( \text{EP}_{\text{Mat}} \) (or \( \text{EP}_{\text{SoM}} \) with \( |\mathcal{A}| = 1 \)) is known to be in \( \text{PTIME} \) [28]. But for \( \text{ENN}_{\text{Mat}} \), no decidability results are known to the best of our knowledge. From our work, we obtain two new results about \( \text{ENN}_{\text{Mat}} \): (i) in general \( \text{ENN}_{\text{Mat}} \) reduces to \( \text{UNN}_{\text{LRS}} \) and (ii) for diagonalizable matrices, we can decide \( \text{ENN}_{\text{Mat}} \). What is surprising (see Section 5) is that the latter decidability result goes via \( \text{ENN}_{\text{SoM}} \), i.e. the multiple matrices case. Thus, reasoning about sums of powers of matrices, viz. \( \text{ENN}_{\text{SoM}} \), is useful even when reasoning about powers of a single matrix, viz. \( \text{ENN}_{\text{Mat}} \).

1.1 Potential applications of \( \text{ENN}_{\text{SoM}} \) and \( \text{EP}_{\text{SoM}} \)

A prime motivation for defining the generalized problem statement \( \text{ENN}_{\text{SoM}} \) is that it is useful even when reasoning about the single matrix case \( \text{ENN}_{\text{Mat}} \). However and unsurprisingly, \( \text{ENN}_{\text{SoM}} \) and \( \text{EP}_{\text{SoM}} \) are also well-motivated independently. Indeed, for every application involving a linear dynamical system
that reduces to \( \text{ENN}_{\text{Mat}}/\text{EP}_{\text{Mat}} \), there is a naturally defined aggregated version of the application involving multiple independent linear dynamical systems that reduces to \( \text{ENN}_{\text{SoM}}/\text{EP}_{\text{SoM}} \) (e.g. see the swarm of robots example that follows). Beyond this, \( \text{ENN}_{\text{SoM}}/\text{EP}_{\text{SoM}} \) arise naturally and directly when solving problems in different practical scenarios. We give a detailed description of several such applications in this section.

**Partially observable multi-modal systems.** Our first example comes from the domain of cyber-physical systems in a partially observable setting. Consider a system (e.g. a robot) with \( m \) modes of operation, where the \( i^{th} \) mode dynamics is given by a linear transformation encoded as a \( k \times k \) matrix of rationals, say \( A_i \). Thus, if the system state at (discrete) time \( t \) is represented by a \( k \)-dimensional rational (row) vector \( u_t \), the state at time \( t+1 \), when operating in mode \( i \), is given by \( u_{t+1} = A_i \cdot u_t \). Suppose the system chooses to operate in one of its various modes at time \( 0 \), and then sticks to this mode at all subsequent time. Further, the initial choice of mode is not observable, and we are only given a probability distribution over modes for the initial choice. This is natural, for instance, if our robot (multi-modal system) knows the terrain map and can make an initial choice of which path (mode) to take, but cannot change its path once it has chosen. If \( p_i \) is a rational number denoting the probability of choosing mode \( i \) initially, then the expected state at time \( n \) is given by \( \sum_{i=1}^{m} p_i \cdot u_0 A_i^n = u_0 \cdot \left( \sum_{i=1}^{m} p_i \cdot A_i^n \right) \). A safety question in this context is whether starting from a state \( u_0 \) with all non-negative (resp. positive) components, the system is expected to eventually stay locked in states that have all non-negative (resp. positive) components. In other words, does \( u_0 \left( \sum_{i=1}^{m} p_i \cdot A_i^n \right) \) have all non-negative (resp. positive) entries for all sufficiently large \( n \)? Clearly, a sufficient condition for an affirmative answer to this question is to have \( \sum_{i=1}^{m} p_i \cdot A_i^n \) eventually non-negative (resp. positive), which is an instance of \( \text{ENN}_{\text{SoM}} \) (resp. \( \text{EP}_{\text{SoM}} \)).

**Commodity flow networks.** Consider a flow network where \( m \) different commodities \( \{c_1, \ldots, c_m\} \) use the same flow infrastructure spanning \( k \) nodes, but have different loss/regeneration rates along different links. For every pair of nodes \( i, j \in \{1, \ldots, k\} \) and for every commodity \( c \in \{c_1, \ldots, c_m\} \), suppose \( A_c[i, j] \) gives the fraction of the flow of commodity \( c \) starting from \( i \) that reaches \( j \) through the link connecting \( i \) and \( j \) (if it exists). In general, \( A_c[i, j] \) is the product of the fraction of the flow of commodity \( c \) starting at \( i \) that is sent along the link to \( j \), and the loss/regeneration rate of \( c \) as it flows in the link from \( i \) to \( j \). Note that \( A_c[i, j] \) can be 0 if commodity \( c \) is never sent directly from \( i \) to \( j \), or the commodity is lost or destroyed in flowing along the link from \( i \) to \( j \). It can be shown that \( A_c^n[i, j] \) gives the fraction of the flow of \( c \) starting from \( i \) that reaches \( j \) after \( n \) hops through the network. If commodities keep circulating through the network ad-infinitum, we wish to find if the network gets saturated, i.e., for all sufficiently long enough hops through the network, there is a non-zero fraction of some commodity that flows from \( i \) to \( j \) for every pair \( i, j \). This is equivalent to asking if there exists \( N \in \mathbb{N} \) such that \( \sum_{i=1}^{m} A_c^n[i, j] > 0 \). If different commodities have different weights (or costs) associated, with commodity \( c_i \) having the weight
w_i, the above formulation asks if \( \sum_{t=1}^{m} w_t . A_{i,j}^{t} \) is eventually positive, which is effectively the EP_{SoM} problem.

**Eventual Occupancy for a Swarm of Robots.** The first is again from the domain i.e cyber physical systems where we consider a swarm of \( m \) robots denoted by \( R_i : \{1, 2, \ldots, m\} \) collectively doing a job. Suppose the robots have similar but not identical dynamics (a practical reality), described by a set of \( n \times n \) rational matrices \( A_i, i \in \{1, 2, \ldots, m\} \), one for each robot \( R_i \). Now, we assume that each robot \( R_i \) starts from the same positive initial state vector \( u_0 \).

However, due to variation among the dynamics (\( A_i \)'s) of the different robots, the exact states of the various robots may not coincide as they evolve over time. A (possibly weighted) average of the individual robot’s states gives a single aggregated state of the swarm. Properties of this aggregated measure are therefore of interest when studying the aggregate swarm dynamics. A common problem of interest in this setting is to ask if the aggregate swarm eventually occupy a desired region of space. Assuming that the swarm state captures the coordinate information for this to happen is when \( (w_1 . A_1^n + \ldots + w_m . A_m^n) \) is eventually non-negative or positive. A sufficient condition for this to happen is when \( (w_1 . A_1^n + \ldots + w_m . A_m^n) \) is eventually non-negative or positive. The problem therefore reduces to an instance of the ENN_{SoM} problem where the set \( \mathbb{A} = \{(1, A_1), \ldots, (1, A_m)\} \) and each \( A_i \) is a \( n \times n \) matrix, governing the dynamics of the \( i^{th} \) robot \( R_i \).

**Quantitative properties for weighted automata.** Our next example comes from the study of quantitative properties of special languages defined by weighted automata [14]. Consider a weighted automaton \( \mathcal{W} \) with states \( \{s_1, \ldots, s_k\} \) over the alphabet \( \{a_1, \ldots, a_m\} \). For every transition from \( s_i \) to \( s_j \) on letter \( a_t \), suppose \( w_{i,j,t} \) is the rational-valued weight associated with the transition. The automaton \( \mathcal{W} \) naturally defines the languages \( P_{i,j,t} \) for all \( i, j \in \{1, \ldots, k\} \) and \( t > 0 \), where \( P_{i,j,t} \) consists of all length \( t \) "pure" (i.e. no mixing of letters) words that label a path from \( s_i \) to \( s_j \) in \( \mathcal{W} \). In other words, \( P_{i,j,t} = \{\sigma : |\sigma| = t, \sigma \in (a_1^n + \ldots + a_m^n) \} \) and \( \exists \) path from \( s_i \) to \( s_j \) labeled \( \sigma \}. The weight of \( P_{i,j,t} \) is simply the sum of weights of all paths from \( s_i \) to \( s_j \) labeled by a word in \( P_{i,j,t} \), where the weight of a path is the product of weights of edges along the path. An interesting question to ask in this setting is whether all \( P_{i,j,t} \)'s ultimately have non-negative (resp. positive) weights. It can be shown that this problem reduces to ENN_{SoM} (resp. EP_{SoM}), where the set \( \mathbb{A} = \{(1, A_1), \ldots, (1, A_m)\} \) and each \( A_i \) is a \( k \times k \) matrix, with \( A_i[i,j] = w_{i,j,t} \).

**Continuous linear dynamical systems.** So far, we have looked at applications where the eventual properties of discrete time linear systems were of interest. Given a rational state transformation matrix and initial state vector we were interested in the eventual non-negativity(resp. positivity) of the state vector. It would appear that the eventual non negativity problem is relevant to discrete time linear systems only. But as we discuss below, the interest in the problem of eventual non-negativity of states spans over continuous time linear dynamical systems, wherein the state transformation matrices and initial states could possibly have real entries. Some interesting applications arising out
of non-negative real matrices are pointed out in \[11\] and \[10\]. These applications arise out a large variety of domains: engineering, medicine, economics to name a few. While these applications argue about systems having a single state transformation matrix, large systems where multiple such real continuous time linear sub-systems interact with each other to achieve a single objective are also commonplace. It would be an interesting question to ask whether we can argue about the eventual non-negativity of the state vector of such a system.

Any continuous time linear dynamical system takes the following form: 
\[ \dot{u}(t) = Au(t), \quad A \in \mathbb{R}^{k \times k}, \quad u(0) = u_0 \in \mathbb{R}^k, \quad t > 0, \]
the solution of which can be represented by the set \( \{ u(t) = e^{tA}u_0 | t \in [0, \infty) \} \). Now consider a collection of such real continuous time dynamical systems: \( \{ S_i : \{ \dot{u}(t) = A_iu_i \}, i \in [1, m] \} \) interacting with each other, starting from the same initial state \( u_0 \) such that the aggregated dynamics of the system is given by the weighted sum of each sub-system. Moreover, the contribution of each sub-system \( S_i \), is decided by a weight \( w_i \) associated with it. The state vector of such a system is therefore given by 
\[ \dot{u}(t) = \sum_{i=1}^{m} w_i \dot{u}_i(t) = \sum_{i=1}^{m} w_i A_i u_i(t). \]
Now, we can write the state vector in the exponential solution form at the \( t^{th} \) time instant as follows: 
\[ u(t) = \sum_{i=1}^{m} w_i e^{tA}u_0 = u_0(\sum_{j=0}^{\infty} \frac{t^j}{j!}) (w_1 A_1^j + \ldots + w_m A_m^j). \]
Observe that \( (\sum_{j=0}^{\infty} \frac{t^j}{j!}) > 0 \), therefore if the system starts at a non-negative (resp. positive) initial state vector, the eventual non-negativity of the state vector \( u(t) \) of the system at the \( t^{th} \) time instant, is equivalent to asking whether \( \exists N \) s.t \( \forall n > N, w_1 A_1^n + \ldots + w_m A_m^n \geq 0 \) (resp. > 0). This amounts to asking whether weighted sum of the set \( \mathcal{A} = \{(w_1, A_1), \ldots, (w_m, A_m)\} \) is eventually non-negative (resp. positive), exactly an instance of the \( \text{ENN}_{\text{SoM}} \) (resp. \( \text{EP}_{\text{SoM}} \)) problem.

### 1.2 Other related work

Our problems of interest are different from other well-studied problems that arise if the system is allowed to choose its mode independently at each time step (e.g. as happens in Markov decision processes \[24\]). The crucial difference stems from the fact that we require that the mode be chosen once initially, and subsequently, the system must follow the same mode forever. Thus, our problems are prima facie different from those related to general probabilistic or weighted finite automata, where reachability of states and questions pertaining to long-run behaviour are either known to be undecidable or have remained open for long (\[12\], \[19\], \[5\]). Even in the case of unary probabilistic/weighted finite automata \[11\], reachability is known in general to be as hard as the Skolem problem on linear recurrences – a long-standing open problem, with decidability only known in very restricted cases. The difference sometimes manifests itself in the simplicity/hardness of solutions. For example, \( \text{EP}_{\text{Mat}} \) (or \( \text{EP}_{\text{SoM}} \) with \( |\mathcal{A}| = 1 \)) is known to be in \( \text{PTIME} \) \[28\] (not so for \( \text{ENN}_{\text{Mat}} \) however), whereas it is still open whether the reachability problem for unary probabilistic/weighted automata is decidable. It is also worth remarking that instead of the sum of powers of matrices, if we considered the product of their powers, we would effectively be solving problems akin to the \textit{mortality problem} \[8\], \[9\] (which asks whether the all-0
matrix can be reached by multiplying with repetition from a set of matrices) – a notoriously difficult problem. The diagonalizable matrix restriction is a common feature in in the context of linear loop programs (see, e.g., [31,6]), where matrices are used for updates. Finally, logics to reason about temporal properties of linear loops have been studied, although decidability is known only in restrictive settings, e.g. when each predicate defines a semi-algebraic set contained in some 3-dimensional subspace, or has intrinsic dimension 1 [23].

2 Preliminaries

The symbols \( \mathbb{Q}, \mathbb{R}, \mathbb{A} \) and \( \mathbb{C} \) denote the set of rational, real, algebraic and complex numbers respectively. Recall that an algebraic number is a root of a non-zero polynomial in one variable with rational coefficients. An algebraic number can be real or complex. We use \( \mathbb{RA} \) to denote the set of real algebraic numbers (which includes all rationals). The sum, difference and product of two (real) algebraic numbers is again (real) algebraic. Furthermore, every root of a polynomial equation with (real) algebraic coefficients is again (real) algebraic. We call matrices with all rational (resp. real algebraic or real) entries rational (resp. real algebraic or real) matrices. We use \( A \in \mathbb{Q}^{k \times l} \) (resp. \( A \in \mathbb{R}^{k \times l} \) and \( A \in \mathbb{RA}^{k \times l} \)) to denote that \( A \) is a \( k \times l \) rational (resp. real and real algebraic) matrix, with rows indexed 1 through \( k \), and columns indexed 1 through \( l \). The entry in the \( i \)th row and \( j \)th column of a matrix \( A \) is denoted \( A[i, j] \). If \( A \) is a column vector (i.e. \( l = 1 \)), we often use boldface letters, viz. \( \mathbf{A} \), to refer to it. In such cases, we use \( \mathbf{A}[i] \) to denote the \( i \)th component of \( \mathbf{A} \), i.e. \( A[i, 1] \). The transpose of a \( k \times l \) matrix \( A \), denoted \( A^T \), is the \( l \times k \) matrix obtained by letting \( A^T[i, j] = A[j, i] \) for all \( i \in \{1, \ldots, l\} \) and \( j \in \{1, \ldots, k\} \). Matrix \( A \) is said to be non-negative (resp. positive) if all entries of \( A \) are non-negative (resp. positive) real numbers. Given a set \( \mathcal{A} = \{(w_1, A_1), \ldots, (w_m, A_m)\} \) of (weight, matrix) pairs, where each \( A_i \in \mathbb{Q}^{k \times k} \) (resp. \( \mathbb{RA}^{k \times k} \)) and each \( w_i \in \mathbb{Q} \), we use \( \sum \mathcal{A}^n \) to denote the weighted matrix sum \( \sum_{i=1}^{n} w_i \cdot A_i^n \), for every natural number \( n > 0 \). Note that \( \sum \mathcal{A}^n \) is itself a matrix in \( \mathbb{Q}^{k \times k} \) (resp. \( \mathbb{RA}^{k \times k} \)).

Definition 1. We say that \( \mathcal{A} \) is eventually non-negative (resp. positive) iff there is a positive integer \( N \) s.t., \( \sum \mathcal{A}^n \) is non-negative (resp. positive) for all \( n \geq N \).

The \( \text{ENN}_{\text{SoM}} \) (resp. \( \text{EP}_{\text{SoM}} \)) problem, described in Section 1, can now be rephrased as: Given a set \( \mathcal{A} \) of pairs of rational weights and rational \( k \times k \) matrices, is \( \mathcal{A} \) eventually non-negative (resp. positive)? As mentioned in Section 1 if \( \mathcal{A} = \{(1, A)\} \), the \( \text{ENN}_{\text{SoM}} \) (resp. \( \text{EP}_{\text{SoM}} \)) problem is also called \( \text{ENN}_{\text{Mat}} \) (resp. \( \text{EP}_{\text{Mat}} \)).

We note that the study of \( \text{ENN}_{\text{SoM}} \) and \( \text{EP}_{\text{SoM}} \) with \( |\mathcal{A}| = 1 \) is effectively the study of \( \text{ENN}_{\text{Mat}} \) and \( \text{EP}_{\text{Mat}} \) i.e., wlog we can assume \( w = 1 \). Clearly, if \( w > 0 \), then \( w \cdot A^n \) is eventually non-negative (resp. positive) iff \( A^n \) is eventually non-negative (resp. positive). Therefore, \( w \) may be taken to be 1 in this case. The case when \( w = 0 \) is trivial. Finally, if \( w < 0 \), \( w \cdot A^n \) is eventually non-negative (resp. positive) iff there exists \( N > 0 \) such that all entries of \( A^n \) are non-positive (resp. negative) for all \( n \geq N \). However, no rational matrix \( A \) can have all entries of \( A^n \)
non-positive, with at least one negative entry, for all \( n \geq N \). Hence, if \( w < 0 \), the only interesting case amounts to asking if \( A^n \) equals the all-0 matrix for some \( n > 0 \). For a \( k \times k \) matrix \( A \), this is equivalent to asking if for each \( i \in \{1, \ldots, k\} \), there exists \( n_i > 0 \) such that \( A^{n_i} e_i^T = 0^T \), where \( e_i \) is the \( k \)-dimensional unit vector with its \( i \)-th component set to 1 and all other components set to 0, and \( 0 \) is the \( k \)-dimensional vector of all 0s. Each of these problems is an instance of the Orbit Problem \cite{22}, which is known to be decidable in \( \text{PTIME} \). Therefore, the only remaining interesting case when \( \mathcal{A} = \{(w, A)\} \) is if \( w = 1 \). This explains why the study of \( \text{ENN_{SoM}} \) and \( \text{EP_{SoM}} \) with \( |\mathcal{A}| = 1 \) is effectively the study of \( \text{ENN_{Mat}} \) and \( \text{EP_{Mat}} \) respectively.

The characteristic polynomial of a matrix \( A \in \mathbb{R}^{k \times k} \) is given by \( \det(A - \lambda I) \), where \( I \) denotes the \( k \times k \) identity matrix. Note that this is a degree \( k \) polynomial in \( \lambda \). The roots of the characteristic polynomial are called the eigenvalues of \( A \). The non-zero vector solution of the equation \( Ax = \lambda x \), where \( \lambda_i \) is an eigenvalue of \( A \), is called an eigenvector of \( A \). Although \( A \in \mathbb{R}^{k \times k} \), in general it can have eigenvalues \( \lambda \in \mathbb{C} \) which are all algebraic numbers. An eigenvector is said to be positive (resp. non-negative) if each component of the eigenvector is a positive (resp. non-negative) rational number. A matrix is called simple if all its eigenvalues are distinct. Further, a matrix \( A \) is called diagonalizable if there exists an invertible matrix \( S \) and diagonal matrix \( D \) such that \( S^{-1} DS = A \).

The study of weighted sum of powers of matrices is intimately related to the study of linear recurrence sequences (LRS), as we shall see. We now present some definitions and useful properties of LRS. For more details on LRS, the reader is referred to the work of Everest et al. \cite{15}.

A sequence of rational numbers \( \langle u \rangle = \langle u_n \rangle_{n=0}^{\infty} \) is called an LRS of order \( k > 0 \) if the \( n \)-th term of the sequence, for all \( n \geq k \), can be expressed using the recurrence: \( u_n = a_{k-1} u_{n-1} + \cdots + a_1 u_{n-k+1} + a_0 u_{n-k} \).

Here, \( a_0 (\neq 0), a_1, \ldots, a_{k-1} \in \mathbb{Q} \) are called the coefficients of the LRS, and \( u_0, u_1, \ldots, u_{k-1} \in \mathbb{Q} \) are called the initial values of the LRS. Given the coefficients and initial values, an LRS is uniquely defined. However, the same LRS may be defined by multiple sets of coefficients and corresponding initial values. An LRS \( \langle u \rangle \) is said to be periodic with period \( \rho \) if it can be defined by the recurrence \( u_n = u_{n-\rho} \) for all \( n \geq \rho \). Given an LRS \( \langle u \rangle \), its characteristic polynomial is \( p_{\langle u \rangle}(x) = x^k - \sum_{i=0}^{k-1} a_i x^i \). We can factorize the characteristic polynomial as \( p_{\langle u \rangle}(x) = \prod_{j=1}^{d} (x - \lambda_j)^{\rho_j} \), where \( \lambda_j \) is a root, called a characteristic root of algebraic multiplicity \( \rho_j \). An LRS is called simple if \( \rho_j = 1 \) for all \( j \), i.e. all characteristic roots are distinct. Let \( \{\lambda_1, \lambda_2, \ldots, \lambda_d\} \) be distinct roots of \( p_{\langle u \rangle}(x) \) with multiplicities \( \rho_1, \rho_2, \ldots, \rho_d \) respectively. Then the \( n \)-th term of the LRS, denoted \( u_n \), can be expressed as \( u_n = \sum_{j=1}^{d} q_j(n) \lambda_j^n \), where \( q_j(x) \in \mathbb{C}[x] \) are univariate polynomials of degree at most \( \rho_j - 1 \) with complex coefficients such that \( A^{2N} = A^N \times A^N \) must have all non-negative entries if \( A^N \) has all non-positive entries. Hence, \( A^n \) cannot have all non-positive entries with at least one negative entry, for all \( n \geq N \).
that $\sum_{j=1}^{d} p_j = k$. This representation of an LRS is known as the exponential polynomial representation.

$$M_{(u)} = \begin{bmatrix} a_{k-1} & 1 & \ldots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ a_2 & 0 & \ldots & 0 \\ a_1 & 0 & \ldots & 1 \\ a_0 & 0 & \ldots & 0 \end{bmatrix}$$

It is well known that scaling an LRS by a constant gives another LRS, and the sum and product of two LRSs is also an LRS (Theorem 4.1 in [13]). Given an LRS $\langle u \rangle$ defined by $u_n = a_{k-1}u_{n-1} + \ldots + a_1u_{n-k+1} + a_0u_{n-k}$, we define $M_{(u)}$ to be the $k \times k$ matrix shown in Fig. 1. When $\langle u \rangle$ is clear from the context, we often omit the subscript for clarity of notation, and use $M$ for $M_{(u)}$. Let $u = (u_{k-1}, \ldots, u_0)$ be a row vector containing the $k$ initial values of the recurrence, and let $e_k = (0, 0, \ldots, 1)^T$ be a column vector of $k$ dimensions with the last element equal to 1 and the rest set to 0s. It is easy to see that for all $n \geq 1$, $uM^ne_k$ gives $u_n$. Note that the eigenvalues of the matrix $M$ are exactly the roots of the characteristic polynomial of the LRS $\langle u \rangle$.

For $u = (u_{k-1}, \ldots, u_0)$, we call the matrix $G_{(u)} = \begin{bmatrix} 0 & u \\ 0^T & M_{(u)} \end{bmatrix}$ the generator matrix of the LRS $\langle u \rangle$, where $0$ is a $k$-dimensional vector of all 0s. We omit the subscript and use $G$ instead of $G_{(u)}$, when the LRS $\langle u \rangle$ is clear from the context. It is easy to show from the above that $u_n = G^{n+1}[1, 1]_k$ for all $n \geq 0$.

We say that an LRS $\langle u \rangle$ is ultimately non-negative (resp. ultimately positive) if there exists $N > 0$, such that $\forall n \geq N$, $u_n \geq 0$, resp. $u_n > 0$.

The problem of determining whether a given LRS is ultimately non-negative (resp. ultimately positive) is called the Ultimate Non-negativity (resp. Ultimate Positivity) problem for LRS. We use $\text{UNN}_{\text{LRS}}$ (resp. $\text{UP}_{\text{LRS}}$) to refer to this problem. It is known [21] that $\text{UNN}_{\text{LRS}}$ and $\text{UP}_{\text{LRS}}$ are polynomially inter-reducible, and these problems have been widely studied in the literature (e.g., [30], [34], [35]). A closely related problem is the Skolem problem, wherein we are given an LRS $\langle u \rangle$ and we are required to determine if there exists $n \geq 0$ such that $u_n = 0$. The relation between the Skolem problem and $\text{UNN}_{\text{LRS}}$ (resp. $\text{UP}_{\text{LRS}}$) has been extensively studied in the literature (e.g., [21], [20], [36]).

## 3 Hardness of eventual non-negativity & positivity

In this section, we show that $\text{UNN}_{\text{LRS}}$ (resp. $\text{UP}_{\text{LRS}}$) polynomially reduces to $\text{ENN}_{\text{SoM}}$ (resp. $\text{EP}_{\text{SoM}}$) when $|\mathfrak{A}| \geq 2$. Since $\text{UNN}_{\text{LRS}}$ and $\text{UP}_{\text{LRS}}$ are known to be $\text{coNP}$-hard (in fact, as hard as the decision problem for the universal theory of reals Theorem 5.3 [24]), we conclude that $\text{ENN}_{\text{SoM}}$ and $\text{EP}_{\text{SoM}}$ are also $\text{coNP}$-hard and at least as hard as the decision problem for the universal theory of reals,

\[^2\text{Ultimately non-negative (resp. ultimately positive) LRS, as defined by us, have also been called ultimately positive (resp. strictly positive) LRS elsewhere in the literature [33]. However, we choose to use terminology that is consistent across matrices and LRS, to avoid notational confusion.}\]
when $|\mathcal{A}| \geq 2$. Thus, unless $P = \text{NP}$, there is no hope of finding polynomial-time solutions to these problems.

**Theorem 1.** UNNLRS reduces to ENNSoM with $|\mathcal{A}| \geq 2$ in polynomial time.

**Proof.** Given an LRS $\langle u \rangle$ of order $k$ defined by the recurrence $u_n = a_{k-1}u_{n-1} + \ldots + a_1u_{n-k} + a_0u_{n-k}$, we show how to construct two $k \times k$ matrices $A_1$ and $A_2$ such that $\langle u \rangle$ is ultimately non-negative iff $(A_1^n + A_2^n)$ is eventually non-negative i.e we reduce UNNLRS for $\langle u \rangle$ to ENNSoM for $\mathcal{A} = \{(1, A_1), (1, A_2)\}$.

Consider $A_1$ to be the generator matrix of $\langle u \rangle$, i.e. $A_1 = \begin{bmatrix} 0 & u \\ 0^T & M \end{bmatrix}$ where $M$ is the companion matrix of $\langle u \rangle$ (see Fig. 1) and $u = (u_{k-1}, \ldots, u_1, u_0)$ is the vector of initial values of $\langle u \rangle$. With abuse of notation, let $|x|$ denote the absolute value of a rational number $x$. Now define a number $a_{\max} = \max(|a_0|, |a_1|, \ldots, |a_{k-1}|)$, where $a_0, a_1, \ldots, a_{k-1}$ are the coefficients of the recurrence defining the LRS $\langle u \rangle$. Construct a matrix $P$ from matrix $M$ by replacing each coefficient of $\langle u \rangle$ in the first column of $M$ (see Fig. 1) by $a_{\max}$, and by keeping the remaining entries of $M$ unchanged. Clearly, $P$ can be constructed in time polynomial in the size of the given LRS instance $\langle u \rangle$. Finally, construct the matrix $A_2$ as follows:

$$A_2 = \begin{bmatrix} 0 & 0 \\ 0^T & P \end{bmatrix}.$$

Now consider the sequence of matrices defined by $A_1^n + A_2^n$, for all $n \geq 1$. By properties of the generator matrix, it is easily verified that

$$A_1^n = \begin{bmatrix} 0 & uM^{n-1} \\ 0^T & M^n \end{bmatrix}.$$ 

In a similar manner, it can be verified that $A_2^n = \begin{bmatrix} 0 & 0 \\ 0^T & P^n + M^n \end{bmatrix}$, for all $n \geq 1$.

We claim that the $n \times n$ matrix $P^n + M^n$ is always non-negative. To see why this is so, notice that $P$ has only non-negative entries, and each entry is at least as large as the absolute value of the corresponding entry of $M$ i.e. $P[i, j] \geq |M[i, j]| \geq 0$ for all $i, j \in \{1, \ldots, k\}$. Hence, $P^n[i, j] \geq |M^n[i, j]| \geq -M^n[i, j]$, and $P^n[i, j] + M^n[i, j] \geq 0$ for all $i, j \in \{1, \ldots, k\}$ and for all $n \geq 1$. Finally, we show that $A_1^n + A_2^n$ is eventually non-negative iff $\langle u \rangle$ is ultimately non-negative, which would complete the proof.

Suppose $\langle u \rangle$ is ultimately non-negative. Observe that the elements of the vector $uM^{n-1}$ are essentially $(u_{n+k-2}, \ldots, u_n, u_{n-1})$. Hence, if $\langle u \rangle$ is ultimately non-negative, there exists $N \geq 1$ such that the vector $uM^{n-1} = (u_{n+k-2}, \ldots, u_n, u_{n-1})$ has all non-negative components, for all $n \geq N$. Thus, for all $n \geq N$, the elements of the matrix $(A_1^n + A_2^n)$ are non-negative. In other words, $(A_1^n + A_2^n)$ is eventually non-negative.

Now, suppose $(A_1^n + A_2^n)$ is eventually non-negative. Recall from above that $A_1^n + A_2^n = \begin{bmatrix} 0 & uM^{n-1} \\ 0^T & M^n + P^n \end{bmatrix}$. We have already seen that all entries of $M^n + P^n$ are non-negative for all $n \geq 1$. Therefore, $(A_1^n + A_2^n)$ is eventually non-negative, there must exist $N > 0$ such that all components of $uM^{n-1}$ are non-negative for all $n \geq N$. However, we also know that $uM^{n-1} = (u_{n+k-2}, \ldots, u_n, u_{n-1})$. Hence, all elements in the sequence $\langle u \rangle$, starting from $u_{N-1}$ are non-negative. This implies that the LRS $\langle u \rangle$ is ultimately non-negative. □
Observe that the same reduction technique works if we are required to use more than 2 matrices in $\mathsf{ENN}_{\mathsf{SM}}$. Indeed, we can construct matrices $A_3, A_4, \ldots, A_m$ similar to the construction of $A_2$ in the reduction above, by having the $k \times k$ matrix in the bottom right (see definition of $A_2$) to have positive values greater than the maximum absolute value of every element in the companion matrix.

A simple modification of the above proof setting $A_2 = \begin{bmatrix} 1 & 0 \\ 1^T & P \end{bmatrix}$, where $1$ denotes the $k$-dimensional vector of all $1$'s gives us the corresponding hardness result for $\mathsf{EP}_{\mathsf{SM}}$. We formalize this same as a theorem below:

**Theorem 2.** $\mathsf{UP}_{\mathsf{LRS}}$ reduces to $\mathsf{EP}_{\mathsf{SM}}$ with $|\Re| \geq 2$ in polynomial time.

**Proof.** Given an LRS $\langle u \rangle$ of order $k$. We construct a set of two matrices $A_1$ and $A_2$, such that $\langle u \rangle$ is ultimately non-negative iff the sum of powers of $A_1$ and $A_2$ are eventually non-negative. Consider $A_1$ to be the generator matrix of $\langle u \rangle$ i.e $A_1 = \begin{bmatrix} 0 & v \\ 0^T & M \end{bmatrix}$ where $M$ is the companion matrix of $\langle u \rangle$ and $v = (u_{k-1}, \ldots, u_1, u_0)$ is the vector containing the set of initial values of $\langle u \rangle$. Define a number $a_{\text{max}}$ as follows: $a_{\text{max}} = \max(|a_0|, |a_1|, \ldots, |a_{k-1}|)$ where $a_0, a_1, \ldots, a_{k-1}$ are the coefficients of the LRS $\langle u \rangle$ (Here, $|x|$ denotes the absolute value of a rational number $x$). Construct a matrix matrix $P$ by replacing the coefficients of $\langle u \rangle$ from $M$ by some element greater than $a_{\text{max}}$. $P$ can be constructed in polynomial time w.r.t $\max(|a_0|, |a_1|, \ldots, |a_{k-1}|)$. Construct $P$, such that each element of $P$ is positive. Now, construct the matrix $A_2$ as follows: $A_2 = \begin{bmatrix} 1 & 0 \\ 1^T & P \end{bmatrix}$. Now, consider the matrix $A(n) = A_1^n + A_2^n$ for all $n \geq 1$. $A(n) = \begin{bmatrix} 1 & \nu M^{n-1} \\ 1^T P^{n-1} & P^n + M^n \end{bmatrix}$ (since, $A_2^n = \begin{bmatrix} 0 & \nu M^{n-1} \\ 0^T & M^n \end{bmatrix}$ by the properties of the generator matrix).

Observe that the $n \times n$ matrix $P^n + M^n$ is always positive. Since $P$ is a matrix with only positive entries where each entry is greater than the corresponding entry of $M$, i.e $P[i, j] > M[i, j]$. Hence, $P^n[i, j] > M^n[i, j]$, and no entry of the sum $P^n[i, j] + M^n[i, j]$ can therefore become zero or negative. Using this fact now, we show that the sum of powers of the set of matrices $A_1 = \{A_1, A_2\}$ is eventually positive iff $\langle u \rangle$ is ultimately positive.

Consider $\langle u \rangle$ is ultimately positive. Observe that the elements of the vector $\nu M^{n-1}$ are essentially $(u_{n+k-2}, \ldots, u_n, u_{n-1})$. Hence, if $\langle u \rangle$ is ultimately positive, there exists $n_0 \geq 1$ such that the vector $\nu M^{n-1} = (u_{n+k-2}, \ldots, u_n, u_{n-1}) > 0$ for all $n \geq n_0$. Thus, for all $n \geq n_0$, the elements of the matrix is $A(n)$ are greater than 0. Therefore if $\langle u \rangle$ is ultimately positive, the set of matrices $\{A_1, A_2\}$ is eventually positive.

Now, consider the set of matrices $\{A_1, A_2\}$ to be eventually positive. We have $A_1^n = \begin{bmatrix} 0 & \nu M^{n-1} \\ 0^T & M^n \end{bmatrix}$ and $A_2^n = \begin{bmatrix} 1 & 0 \\ 1^T P^{n-1} & P^n \end{bmatrix}$. For all $n \geq n_0$, we have $A(n) = A_1^n + A_2^n$. We have already observed that $M^n + P^n$ is positive for all $n \geq 1$. Now, since, $A(n)$ is eventually positive, we have that $\nu M^{n-1} > 0$ for
all \( n \geq n_0 \). i.e for all \( n \geq n_0 \), the vector \( vM^{n-1} = (u_{n+k-2}, \ldots, u_n, u_{n-1}) > 0 \). Hence, the sequence, \( u_{n_0}, u_{n_1}, \ldots \) is a positive sequence. Therefore, for all \( n \geq n_0 \), the vector \( vM_{n-1} = (u_n + k - 2, \ldots, u_n, u_{n-1}) \) is positive which implies that \( \langle u \rangle \) is ultimately positive. The set of matrices \( \{A_1, A_2\} \) being eventually positive implies that the LRS \( \langle u \rangle \) is ultimately positive.

Hence, \( UP_{LRS} \) reduces to \( EP_{SoM} \) in polynomial time as can be seen from the construction above.

We remark that for the reduction technique used in Theorems 1 and 2 to work, we need at least two (weight, matrix) pairs in \( \mathfrak{A} \). To show why this reduction doesn’t work when \( |\mathfrak{A}| = 1 \), we give a counterexample. Consider the following case:

Let’s say we have the LRS \( \langle u \rangle \) defined by the recurrence \( u_n = 2u_{n-1} - u_{n-2} \), with initial values \( u_1 = 0, u_0 = -1 \). The sequence of elements in the recurrence is \(-1, 0, 1, 2, 3, \ldots \). It is easy to show inductively that this is a strictly increasing sequence. Hence, the LRS is ultimately positive. What happens if we apply the reduction technique used in the proofs of Theorems 1 and 2 to the \( UNN_{LRS} \) problem for this specific LRS, while restricting \( |\mathfrak{A}| \) to be 1? Let the generator matrix of \( \langle u \rangle \) be denoted by \( A \). We ask if \( A \) is eventually non-negative. Recalling the definition of a generator matrix, it follows that the first row of \( A^n \) is eventually non-negative if the LRS \( \langle u \rangle \) is ultimately non-negative. Moreover, the first column of \( A^n \) is always non-negative (in fact, has all 0 entries) for all \( n > 0 \). Hence, eventual non-negativity of \( A \) depends only on the eventual non-negativity of the companion matrix \( M \in \mathbb{Q}^{k \times k} \) that occupies the bottom right corner of \( A \) (In this case, \( M \) is a \( 2 \times 2 \) matrix). Observe that for this specific example, \( M = \begin{bmatrix} 2 & 1 \\ -1 & 0 \end{bmatrix} \) and \( M^n = \begin{bmatrix} n+1 & n \\ -n & 1-n \end{bmatrix} \). Clearly, \( M^n \) has at least one negative entry for all \( n > 0 \), and therefore, \( A^n \) cannot be eventually non-negative. This failure only shows that the technique used in the proofs of Theorems 1 and 2 cannot be directly used to prove hardness of \( ENN_{Mat} \) or \( EP_{Mat} \). Indeed, \( EP_{Mat} \) can be solved in polynomial time and showing hardness of \( ENN_{Mat} \) in the general case is still an open problem.

Having shown the hardness of \( ENN_{SoM} \) and \( EP_{SoM} \) when \( |\mathfrak{A}| \geq 2 \), we now proceed to establish upper bounds on the computational complexity of these problems.

### 4 Upper bounds on eventual non-negativity & positivity

In this section, we show that \( ENN_{SoM} \) (resp. \( EP_{SoM} \)) is polynomially reducible to \( UNN_{LRS} \) (resp. \( UP_{LRS} \)), regardless of \( |\mathfrak{A}| \). The central result of this section is formalized in the following theorem.

**Theorem 3.** \( ENN_{SoM} \) reduces to \( UNN_{LRS} \) in polynomial time.

We complete the proof in two parts. First, we show that for a single matrix \( A \), we can construct a linear recurrence \( \langle a \rangle \) such that \( A \) is eventually non-negative.
iff $\langle a \rangle$ is ultimately non-negative. Then, we show that starting from such a linear recurrence for each matrix in $\mathfrak{A}$, we can construct a new LRS, say $\langle a^* \rangle$, with the property that the weighted sum of powers of the matrices in $\mathfrak{A}$ is eventually non-negative iff $\langle a^* \rangle$ is ultimately non-negative. Our proof makes crucial use of the following property of matrices.

Lemma 1 (Adapted from Lemma 1.1 of [21]). Let $A \in \mathbb{Q}^{k \times k}$ be a rational matrix with characteristic polynomial $p_A(\lambda) = \det(A - \lambda I)$. Suppose we define the sequence $\langle a^{ij} \rangle$ for every $1 \leq i, j \leq k$ as follows: $a_{n}^{ij} = A^{n+1}[i, j]$, for all $n \geq 0$. Then $\langle a^{ij} \rangle$ is an LRS of order $k$ with characteristic polynomial $p_A(x)$ and initial values given by $a^{ij}_0 = A^1[i, j], \ldots , a^{ij}_{k-1} = A^k[i, j]$.

The proof of this Lemma follows from the Cayley-Hamilton Theorem and the reader is referred to [21] for further details.

From Lemma [1], it is easy to see that the LRS $\langle a^{i,j} \rangle$ for all $1 \leq i, j \leq k$ share the same order and characteristic polynomial (hence the defining recurrence) and differ only in their initial values. For notational convenience, in the following discussion, we say that the LRS $\langle a^{i,j} \rangle$ is generated by $A[i, j]$.

Proposition 1. A matrix $A \in \mathbb{Q}^{k \times k}$ is eventually non-negative iff all LRS $\langle a^{i,j} \rangle$ generated by $A[i, j]$ for all $1 \leq i, j \leq k$ are ultimately non-negative.

The proof follows easily from the definition of eventually non-negative matrices and from the definition of the LRS $\langle a^{ij} \rangle$ as follows:

Proof. Let us begin with the following claim.

Claim. Each element $A[i, j]$ of a given matrix $M \in \mathbb{Q}^{k \times k}$ generates a Linear Recurrence Sequence (LRS) of order $k$.

Proof. Let $p(x) = x^k - b_{k-1}x^{k-1} - \ldots - b_1 x - b_0$ be the characteristic polynomial of Matrix $A$. Then, according to the Cayley Hamilton Theorem, we have: $A^k = b_{k-1}A^{k-1} + \ldots + b_1 A + b_0 I$. Consequently multiplying both sides of the equation by $A^{n-k}$, we obtain: $\langle a^{ij} \rangle = A^0 = b_{k-1}A^{n-1} + \ldots + b_1 A^{n-k+1} + b_0 A^{n-k} \forall n \geq k$. Denote by $e_i$ a row vector consisting of all zero entries except the $i^{th}$ entry. Note that $A[i, j] = e_i A e_j^T$. Multiplying the above equation with the vectors $e_i$ and $e_j^T$ on both sides, it follows that $e_i A^0 e_j^T = e_i b_{k-1}A^{n-1} e_j^T + \ldots + e_i b_1 A^{n-k+1} e_j^T + e_i b_0 A^{n-k} e_j^T$. Now, denote by $a^{ij}_r$, the element corresponding to $A'[i, j]$. Observe that the sequence $\{a^{ij}_r : r > 0\}$ is clearly a linear recurrence sequence of order $k$, with coefficients $b_0, b_1, \ldots , b_{k-1}$ and initial values $a^{ij}_0, a^{ij}_1, \ldots , a^{ij}_{k-2}$. Therefore, for a given matrix $A$ of order $k$, for all $1 \leq i, j \leq k$ we can construct a LRS(denoted by $\langle a^{ij} \rangle$) with the equation: $a^{ij}_n = b_{k-1}a^{ij}_{n-1} + \ldots + b_1 a^{ij}_{n-k+1} + b_0 a^{ij}_{n-k}$.

From the above claim, we know that a matrix $A \in \mathbb{Q}^{k \times k}$ generates a set of $k^2$ rational LRS’s $\{\langle a^{ij} \rangle : 1 \leq i, j \leq k\}$. Also, it follows from above that $a^{ij}_0 = A'[i, j]$. We prove the proposition as follows:

Consider each LRS in the set $S = \{\langle a^{ij} \rangle : 1 \leq i, j \leq k\}$ to be ultimately non-negative. Hence for each $1 \leq i, j \leq k$, there exists a $\mu_{ij}$ such that $a^{ij}_{\mu} \geq 0$ for all
\( n \geq \mu_{ij} \). Denote \( \nu = \max_{1 \leq i, j \leq k} (\mu_{ij}) \). Observe that for each \( 1 \leq i, j \leq k, a_{ij} \leq 0 \) for all \( n \geq \nu \). We know from the construction shown above that, \( a_{ij}^n = A^n[i, j] \). Therefore, for all \( 1 \leq i, j \leq k, A^n[i, j] \geq 0 \) for all \( n \geq \nu \). Hence, \( A \) is eventually non-negative.

Now, consider \( A \) to be eventually non-negative. Hence, there exists \( n_0 \in \mathbb{N} \) such that \( A^n \geq 0 \) for all \( n \geq n_0 \) i.e for all \( 1 \leq i, j \leq k, A^n[i, j] \geq 0 \) for all \( n \geq n_0 \). From the construction shown above we know \( a_{ij}^n = A^n[i, j] \). Hence, for all \( 1 \leq i, j \leq k, a_{ij}^n \geq 0 \) for all \( n \geq n_0 \). Therefore, each LRS in the set \( S = \{ \langle a^{ij} \rangle : 1 \leq i, j \leq k \} \) is ultimately positive, completing the proof.

Next we define the notion of interleaving of LRS.

**Definition 2.** Consider a set \( S = \{ \langle u^i \rangle : 0 \leq i < t \} \) of \( t \) LRSes, each having order \( k \) and the same characteristic polynomial. An LRS \( \langle v \rangle \) is said to be the \textbf{LRS-interleaving} of \( S \) iff \( v_{tn+s} = u_n^s \) for all \( n \in \mathbb{N} \) and \( 0 \leq s < t \).

Observe that, the order of \( \langle v \rangle \) is \( tk \) and its initial values are given by the interleaving of the \( k \) initial values of the LRSes \( \langle u^i \rangle \). Formally, the initial values are \( v_{tj+i} = u_j^i \) for \( 0 \leq i < t \) and \( 0 \leq j < k \). The characteristic polynomial \( p_{\langle v \rangle}(s) \) is equal to \( p_{\langle u^i \rangle}(x^t) \).

**Proposition 2.** The LRS-interleaving \( \langle v \rangle \) of a set of LRSes \( S = \{ \langle u^i \rangle : 0 \leq i < t \} \) is ultimately non-negative iff each LRS \( \langle u^i \rangle \) in \( S \) is ultimately non-negative.

**Proof.** Consider \( \langle v \rangle \) is ultimately non-negative. Thus, there exists \( r_0 \in \mathbb{N} \) such that for all \( r \geq r_0 \), \( v_r \geq 0 \). For all \( r \in \mathbb{N} \) we can write \( r = t \cdot n + s \) where \( n \in \mathbb{N} \) and \( 0 \leq s < t \) by Euclid’s division lemma. Similarly we write \( r_0 = t \cdot n_0 + s_0 \) where \( 0 \leq s_0 < t \) and \( n_0 \in \mathbb{N} \). Observe that \( v_{r_0} = v_{t \cdot n_0 + s_0} = u_{n_0}^{s_0} \). Since, for all \( r \geq r_0 \), \( v_r \geq 0 \), from the definition of \( \langle v \rangle \), we observe that \( u_i^j \geq 0 \) for all \( n \geq n_0 \) where \( s_0 \leq i < t \) and \( u_i^j \geq 0 \) for all \( n \geq n_0 + 1 \) where \( 0 \leq j < s_0 \). Hence, each LRS in the set \( S = \{ \langle u^i \rangle : 0 \leq i < t \} \) is ultimately non-negative.

Now consider the set \( S = \{ \langle u^i \rangle : 0 \leq i < t \} \) of LRS’s to be ultimately non-negative. Thus, for all \( 0 \leq i < t \), there exists an \( n_i > 0 \) such that \( u_i^j \geq 0 \) for all \( n \geq n_i \). Following the definition of \( \langle v \rangle \), we have: \( \bigwedge_{i=0}^{t-1} (v_n \geq 0 \ \forall n \geq t \cdot n_i + s_i, 0 \leq s_i < t) \). Further, we can observe that in fact \( v_n \geq 0 \) for all \( n > N \) where \( N = \max_{0 \leq i < t} (t \cdot n_i + s_i) \). Hence, \( \langle v \rangle \) is ultimately non-negative.

Now, from the definitions of LRSes \( \langle a^{ij} \rangle \), \( \langle u^i \rangle \) and \( \langle v \rangle \), and from Propositions 1 and 2 we obtain the following crucial lemma.

**Lemma 2.** Given a matrix \( A \in \mathbb{Q}^{k \times k} \), let \( S = \{ \langle u^i \rangle : u^i_n = a^{pq}_n, \ p = \lfloor i/k \rfloor + 1, \ q = \lfloor i/k \rfloor \mod k + 1, \ 0 \leq i < k^2 \} \) be the set of \( k^2 \) LRSes mentioned in Lemma 1. The LRS \( \langle v \rangle \) generated by LRS-interleaving of \( S \) satisfies the following:

1. \( A \) is eventually non-negative iff \( \langle v \rangle \) is ultimately non-negative.
2. \( p_{\langle v \rangle}(x) = \prod_{i=1}^{k} (x^{k^2} - \lambda_i) \), where \( \lambda_1, \ldots, \lambda_k \) are the (possibly repeated) eigenvalues of \( A \).
3. \( v_{rk^2+sk+t} = u_r^k t^t = a_{r+1,t+1}^s = A^r[s+1,t+1] \) for all \( r \in \mathbb{N} \), \( 0 \leq s,t < k \).
We lift this argument from a single matrix to a weighted sum of matrices.

**Lemma 3.** Given $\mathfrak{A} = \{(w_1, A_1), \ldots, (w_m, A_m)\}$, there exists a linear recurrence $\langle a^* \rangle$, such that $\sum_{i=1}^m w_i A_i^n$ is eventually non-negative iff $\langle a^* \rangle$ is ultimately non-negative.

**Proof.** For each matrix $A_i$ in $\mathfrak{A}$, let $\langle v^i \rangle$ be the interleaved LRS as constructed in Lemma 2. Let $w_i \langle v^i \rangle$ denote the scaled LRS whose $n^{th}$ entry is $w_i v^i_n$ for all $n \geq 0$. The LRS $\langle a^* \rangle$ is obtained by adding the scaled LRSes $w_1 \langle v^1 \rangle, w_2 \langle v^2 \rangle, \ldots, w_m \langle v^m \rangle$. Clearly, $a_n^*$ is non-negative iff $\sum_{i=1}^m w_i v^i_n$ is non-negative. From the definition of $v^i$ (see Lemma 2), we also know that for all $n \geq 0$, $v^i_n = A_i^{r+1}[s + 1, t + 1]$, where $r = \lfloor n/k^2 \rfloor$, $s = \lfloor (n \mod k^2) / k \rfloor$ and $t = n \mod k$. Therefore, $a_n^*$ is non-negative iff $\sum_{i=1}^m w_i A_i^{r+1}[s + 1, t + 1]$ is non-negative. It follows that $\langle a^* \rangle$ is ultimately non-negative iff $\sum_{i=1}^m w_i A_i^n$ is eventually non-negative.

From Lemma 3 we can conclude the main result of this section, i.e., proof of Theorem 3. The following corollary can be shown *mutatis mutandis*.

**Corollary 1.** $\text{EP}_{\text{SoM}}$ reduces to $\text{UP}_{\text{LRS}}$ in polynomial time.

Remark: It is also possible to argue about the eventual non-negativity (positivity) of only certain indices of the matrix using a similar argument as above. By interleaving only the LRS’s corresponding to certain indices of the matrices in $\mathfrak{A}$, we can show that this problem is equivalent to $\text{UNN}_{\text{LRS}}$ ($\text{UP}_{\text{LRS}}$).

## 5 Decision Procedures for Special Cases

Since there are no known algorithms for solving $\text{UNN}_{\text{LRS}}$ in general, the results of the previous section present a bleak picture for deciding $\text{ENN}_{\text{SoM}}$ and $\text{EP}_{\text{SoM}}$. We now show that these problems can be solved in some important special cases.

### 5.1 Simple matrices and matrices with real algebraic eigenvalues

Our first positive result follows from known results for special classes of LRSes.

**Theorem 4.** $\text{ENN}_{\text{SoM}}$ and $\text{EP}_{\text{SoM}}$ are decidable for $\mathfrak{A} = \{(w_1, A_1), \ldots, (w_m, A_m)\}$ if one of the following conditions holds for all $i \in \{1, \ldots, m\}$.

1. All $A_i$ are simple. In this case, $\text{ENN}_{\text{SoM}}$ and $\text{EP}_{\text{SoM}}$ are in $\text{PSPACE}$. Additionally, if the rank $k$ of all $A_i$ is fixed, $\text{ENN}_{\text{SoM}}$ and $\text{EP}_{\text{SoM}}$ are in $\text{PTIME}$.

2. All eigenvalues of $A_i$ are roots of real algebraic numbers. In this case, $\text{ENN}_{\text{SoM}}$ and $\text{EP}_{\text{SoM}}$ are in $\text{coNP}^{\text{PSPACE}}$ (a complexity class in the Counting Hierarchy, contained in $\text{PSPACE}$).

**Proof.** Suppose each $A_i \in \mathbb{Q}^{k \times k}$, and let $\lambda_{i,1}, \ldots, \lambda_{i,k}$ be the (possibly repeated) eigenvalues of $A_i$. The characteristic polynomial of $A_i$ is $p_{A_i}(x) = \prod_{j=1}^k (x - \lambda_{i,j})$. Denote the LRS obtained from $A_i$ by LRS interleaving as in Lemma 2 as $\langle a^i \rangle$. By
Lemma 2 we have (i) $a_i^{k^2+sk+t} = A_i^{r+1}[s+1, t+1]$ for all $r \in \mathbb{N}$ and $0 \leq s, t < k$, and (ii) $p_{\langle a^i \rangle}(x) = \prod_{j=1}^{k} (x^{k^2} - \lambda_{i,j})$. We now define the scaled LRS $\langle b^i \rangle$, where $| b_n^i = w_i A_i n^i |$ for all $n \in \mathbb{N}$. Since scaling does not change the characteristic polynomial of an LRS (see Proposition 3 below for a simple proof), we have $p_{\langle b^i \rangle}(x) = \prod_{j=1}^{k} (x^{k^2} - \lambda_{i,j})$.

**Proposition 3.** For every LRS $\langle u \rangle$, with characteristic polynomial $p(x)$. The characteristic polynomial of an arbitrary LRS $\langle v \rangle$ defined as $v_i = w_i u_i$ for any arbitrary real constant $w$ is also $p(x)$.

Proof. Let the recurrence relation of $\langle u \rangle$ is given by $u_n = \sum_{i=1}^{k} a_{k-i} u_{n-i}$. We define $\langle v \rangle$ such that $v_n = w u_n$. Therefore, each term of $\langle v \rangle$ can also be written as $v_n = w \sum_{i=1}^{k} a_{k-i} u_{n-i} = \sum_{i=1}^{k} a_{k-i} w u_{n-i} = \sum_{i=1}^{k} a_{k-i} v_{n-i}$ (since $v_i = w u_i$ for all $i > 0$). Observe that the recurrence relations of $\langle u \rangle$ and $\langle v \rangle$ are exactly the same, and hence they must have the same characteristic polynomial.

Once the LRSes $\langle b^1 \rangle, \ldots, \langle b^m \rangle$ are obtained as above, we sum them to obtain the LRS $\langle b^\ast \rangle$. Thus, for all $n \in \mathbb{N}$, we have $\sum_{i=1}^{m} b^i_n = \sum_{i=1}^{m} w_i A^i_n$. Hence, $\langle b^\ast \rangle$ has no repeated roots. Similarly, if all eigenvalues of $A_i$ are roots of real algebraic numbers, so are all roots of $p_{\langle b^i \rangle}(x)$. It follows that all roots of the LRS of $\langle b^\ast \rangle$, i.e. $p_{\langle b^\ast \rangle}(x)$, are also roots of real algebraic numbers.

The theorem now follows from the following two known results about LRS.

1. UNNLRS (resp. UPLRS) for simple LRS is in PSPACE. Furthermore, if the LRS is of bounded order, UNNLRS (resp. UPLRS) is in PTIME [34].
2. UNNLRS (resp. UPLRS) for LRS in which all roots of characteristic polynomial are roots of real algebraic numbers is in coNP^{PosSLP} [2].

### 5.2 Diagonalizable matrices

We now show that ENNSoM (resp. EPSoM) is decidable if each matrix $A_i$ is diagonalizable. Since diagonalizable matrices strictly subsume simple matrices, this generalizes Theorem 11.1. Interestingly, the proof uses a reduction technique that generalizes to properties beyond ENNSoM and EPSoM.

To see an example of a matrix that has repeated eigenvalues and is diagonalizable, consider the matrix $A$ shown in Fig. 2. This has eigenvalues 2, 2 and $-1$, and is diagonalizable. Specifically, $(-4, 1, 0)$ and $(2, 0, 1)$ are two linearly independent eigenvectors.

![Diagonalizable matrix](image-url)
corresponding to eigenvalue \(-2\), and \((-1, 1, 1)\) is an
eigenvector corresponding to eigenvalue \(-1\).

Let \(A\) be a \(k \times k\) real diagonalizable matrix. By
definition, there exists an invertible \(k \times k\) matrix \(S\) and a diagonal \(k \times k\) matrix
\(D\) such that \(A = SDS^{-1}\). Note that although \(A \in \mathbb{R}^{k \times k}\), matrices \(S\) and \(D\) may
have complex entries. It is easy to see that for every \(i \in \{1, \ldots, k\}\), \(D[i, i]\) is an
eigenvalue of \(A\). Moreover, if \(\alpha\) is an eigenvalue of \(A\) with algebraic multiplicity \(\rho\), then \(\alpha\) appears exactly \(\rho\) times along the diagonal of \(D\). It can also be easily
shown that for every \(i \in \{1, \ldots, k\}\), the \(i^{th}\) column of \(S\) (resp. \(i^{th}\) row of \(S^{-1}\)) is an
eigenvector of \(A\) (resp. of \(A^{T}\)) corresponding to the eigenvalue \(D[i, i]\). Moreover,
the columns of \(S\) (resp. rows of \(S^{-1}\)) form a basis of the vector space \(\mathbb{C}^k\).

Let \(\alpha_1, \ldots, \alpha_m\) be the eigenvalues of \(A\) with algebraic multiplicities \(\rho_1, \ldots, \rho_m\)
respectively. Without loss of generality, we assume that \(\rho_1 \geq \ldots \geq \rho_m\) and that
the diagonal of \(D\) is partitioned into segments as follows: the first \(\rho_1\) entries
along the diagonal are \(\alpha_1\), the next \(\rho_2\) entries are \(\alpha_2\), and so on. We refer to
these segments as the \(\alpha_1\)-segment, \(\alpha_2\)-segment and so on, of the diagonal of \(D\).
Formally, if \(\kappa_i\) denotes \(\sum_{j=1}^{i-1} \rho_j\), the \(\kappa_i\)-segment of the diagonal of \(D\) consists of
the entries \(D[\kappa_i + 1, \kappa_i + 1], \ldots, D[\kappa_i + \rho_i, \kappa_i + \rho_i]\), all of which are \(\alpha_i\).

Since \(A\) is a real matrix, its eigenvalues and eigenvectors enjoy special proper-
ties. Specifically, the characteristic polynomial of \(A\) has all real coefficients. As
a consequence, for every eigenvalue \(\alpha\) of \(A\) (and hence of \(A^{T}\)), its complex conju-
gate, denoted \(\overline{\alpha}\), is also an eigenvalue of \(A\) (and hence of \(A^{T}\)). Additionally, the
algebraic multiplicities of \(\alpha\) and \(\overline{\alpha}\) are the same. This allows us to define a bijec-
tion \(h_D\) from \(\{1, \ldots, k\}\) to \(\{1, \ldots, k\}\) as follows. If \(D[i, i]\) is real, then \(h_D(i) = i\).
Otherwise, let \(D[i, i] = \alpha \in \mathbb{C}\) and let \(D[i, \overline{i}]\) be the \(l^{th}\) element in the \(\alpha\)-segment
of the diagonal of \(D\). Then \(h_D(i) = j\), where \(D[j, j]\) is the \(l^{th}\) element in the \(\overline{\alpha}\)-segment of the diagonal of \(D\). The matrix \(A\) being real also implies that for
every real eigenvalue \(\alpha\) of \(A\) (resp. of \(A^{T}\)), there exists a basis of real eigenvector-
s of the corresponding eigenspace. Additionally, for every non-real eigenvalue \(\alpha\) and
for every set of eigenvectors of \(A\) (resp. of \(A^{T}\)) that forms a basis of the eigenspace corresponding to \(\alpha\), the component-wise complex conjugates of these
basis vectors serve as eigenvectors of \(A\) (resp. of \(A^{T}\)) and form a basis of the
eigenspace corresponding to \(\overline{\alpha}\).

We use the above properties to choose the matrix \(S^{-1}\) (and hence \(S\)) such
that \(A = SDS^{-1}\). Specifically, suppose \(\alpha\) is an eigenvalue of \(A\) (and hence of
\(A^{T}\)) with algebraic multiplicity \(\rho\). Let \(\{i + 1, \ldots, i + \rho\}\) be the set of indices \(j\) for
which \(D[j, j] = \alpha\). If \(\alpha\) is real, the \(i + 1^{st}, \ldots, i + \rho^{th}\) rows of \(S^{-1}\) are chosen to
be real eigenvectors of \(A^{T}\) that form a basis of the eigenspace corresponding to
\(\alpha\). If \(\alpha\) is not real, the \(i + 1^{st}, \ldots, i + \rho^{th}\) rows of \(S^{-1}\) are chosen to be (possibly
complex) eigenvectors of \(A^{T}\) that form a basis of the eigenspace corresponding to
\(\alpha\). Moreover, using notation introduced above, the \(h_D(i + s)^{th}\) row of \(S^{-1}\) is
chosen to be the component-wise complex conjugate of the \(i + s^{th}\) row of \(S^{-1}\),
for all \(s \in \{1, \ldots, \rho\}\).

**Definition 3.** Let \(A = SDS^{-1}\) be a \(k \times k\) real diagonalizable matrix. We say
that \(E = (\varepsilon_1, \ldots, \varepsilon_k) \in \mathbb{R}^k\) is a perturbation w.r.t. \(D\) if \(\varepsilon_i \neq 0\) and \(\varepsilon_i = \varepsilon_{h_D(i)}\)
for all $i \in \{1, \ldots, k\}$. Furthermore, the $E$-perturbed variant of $A$ is the matrix $A' = SDS^{-1}$, where $D'$ is the $k \times k$ diagonal matrix with $D'[i, i] = \varepsilon_i D[i, i]$ for all $i \in \{1, \ldots, k\}$.

In the following, we omit "w.r.t. $D$" and simply say "$E$ is a perturbation", when $D$ is clear from the context. Clearly, $A'$ as defined above is a diagonalizable matrix and its eigenvalues are given by the diagonal elements of $D'$.

**Lemma 4.** For every real diagonalizable matrix $A = SDS^{-1}$ and perturbation $E (\in \mathbb{R}^k)$, the $E$-perturbed variant of $A$ is a real diagonalizable matrix. Furthermore, if $A$ is a matrix of real algebraic entries and $E \in \mathbb{Q}^k$, the $E$-perturbed variant of $A$ is a real algebraic diagonalizable matrix.

**Proof.** Given a perturbation $E$ w.r.t. $D$, we first define $k$ simple perturbations $E_i (1 \leq i \leq k)$ w.r.t. $D$ as follows: $E_i$ has all its components set to 1, except for the $i^{th}$ component, which is set to $\varepsilon_i$. Furthermore, if $D[i, i]$ is not real, then the $h_{D}(i)^{th}$ component of $E_i$ is also set to $\varepsilon_i$. It is easy to see from Definition 3 that each $E_i$ is a perturbation w.r.t. $D$. Moreover, if $j = h_{D}(i)$, then $E_j = E_i$.

Let $\hat{E} = \{E_{i_1}, \ldots, E_{i_u}\}$ be the set of all unique perturbations w.r.t. $D$ among $E_1, \ldots, E_k$. It follows once again from Definition 3 that the $E$-perturbed variant of $A$ can be obtained as by sequence of $E_{i_j}$-perturbations, where $E_{i_j} \in \hat{E}$. Specifically, let $A_{0, \hat{E}} = A$ and $A_{v, \hat{E}}$ be the $E_{i_v}$-perturbed variant of $A_{v-1, \hat{E}}$ for all $v \in \{1, \ldots, u\}$. Then, the $E$-perturbed variant of $A$ is identical to $A_{u, \hat{E}}$. This shows that it suffices to prove the theorem only for simple perturbations $E_i$, as defined above. We focus on this special case below.

Let $A' = SDS^{-1}$ be the $E_i$-perturbed variant of $A$, and let $D[i, i] = \alpha$. For every $p \in \{1, \ldots, k\}$, let $e_p$ denote the $p$-dimensional unit vector whose $p^{th}$ component is 1. Then, $A'e_p$ gives the $p^{th}$ column of $A'$. We prove the first part of the lemma by showing that $A'e_p = (SD'S^{-1})e_p \in \mathbb{R}^{k \times 1}$ for all $p \in \{1, \ldots, k\}$.

Let $T$ denote $D'S^{-1}e_p$. Then $T$ is a column vector with $T[r] = D'[r, r]S^{-1}[r, p]$ for all $r \in \{1, \ldots, k\}$. Let $U$ denote $ST$. We know from above that $U$ is the $p^{th}$ column of the matrix $A'$. To compute $U$, recall that the rows of $S^{-1}$ form a basis of $\mathbb{C}^k$. Therefore, for every $q \in \{1, \ldots, k\}$, $S^{-1}e_q$ can be viewed as transforming the basis of the unit vector $e_q$ to that given by the rows of $S^{-1}$ (modulo possible scaling by real scalars denoting the lengths of the row vectors of $S^{-1}$). Similarly, computation of $U = ST$ can be viewed as applying the inverse basis transformation to $T$. It follows that the components of $U$ can be obtained by computing the dot product of $T$ and the transformed unit vector $S^{-1}e_q$, for each $q \in \{1, \ldots, k\}$. In other words, $U[q] = T \cdot (S^{-1}e_q)$. We show below that each such $U[q]$ is real.

By definition, $U[q] = \sum_{r=1}^{k} (T[r] S^{-1}[r, q]) = \sum_{r=1}^{k} (D'[r, r] S^{-1}[r, p] S^{-1}[r, q])$. We consider two cases below.

- If $D[i, i] = \alpha$ is real, recalling the definition of $D'$, the expression for $U[q]$ simplifies to $
\sum_{r=1}^{k} (D'[r, r] S^{-1}[r, p] S^{-1}[r, q]) + (\varepsilon_i - 1) \alpha S^{-1}[i, p] S^{-1}[i, q].$

Note that $\sum_{r=1}^{k} (D'[r, r] S^{-1}[r, p] S^{-1}[r, q])$ is the $q^{th}$ component of the vector
\( (SDS^{-1}) e_p = A e_p \). Since \( A \) is real, so must be the \( q^{th} \) component of \( A e_p \). Moreover, since \( \alpha \) is real, by our choice of \( S^{-1} \), both \( S^{-1}[i,p] \) and \( S^{-1}[i,q] \) are real. Since \( \varepsilon_i \) is also real, it follows that \( (\varepsilon_i - 1) \alpha S^{-1}[i,p] S^{-1}[i,q] \) is real. Hence \( U[q] \) is real for all \( q \in \{1, \ldots, k\} \).

- If \( D[i,i] = \alpha \) is not real, from Definition 3 we know that \( D'[i,i] = \varepsilon_i \alpha \) and \( D'[hD(i),hD(i)] = \varepsilon_i \alpha \). The expression for \( U[q] \) then simplifies to 
  \[ \sum_{r=1}^{k} (D[r,r] S^{-1}[r,p] S^{-1}[r,q]) + (\varepsilon_i - 1) (\beta + \gamma) \],

  where \( \beta = \alpha S^{-1}[i,p] S^{-1}[i,q] \) and \( \gamma = \alpha S^{-1}[hD(i),p] S^{-1}[hD(i),q] \). By our choice of \( S^{-1} \), we know that \( S^{-1}[hD(i),p] = S^{-1}[i,p] \) and \( S^{-1}[hD(i),q] = S^{-1}[i,q] \). Therefore, \( \beta = \gamma \) and hence \( (\varepsilon_i - 1) (\beta + \gamma) \) is real. By a similar argument as in the previous case, it follows that \( U[q] \) is real for all \( q \in \{1, \ldots, k\} \).

The proof of the second part of the lemma follows from the proof of the first part, and from the following facts about real algebraic matrices.

- If \( A \) is a real algebraic matrix, then every eigenvalue of \( A \) is either a real or complex algebraic number.
- If \( A \) is diagonalizable, then for every real (resp. complex) algebraic eigenvalue of \( A \), there exists a set of real (resp. complex) algebraic eigenvectors that form a basis of the corresponding eigenspace.

Now, if \( D[i,i] = \alpha \) is real, then 
\[ U[q] = \sum_{r=1}^{k} (D[r,r] S^{-1}[r,p] S^{-1}[r,q]) + (\varepsilon_i - 1) \alpha S^{-1}[i,p] S^{-1}[i,q] \]
Notice that 
\[ \sum_{r=1}^{k} (D[r,r] S^{-1}[r,p] S^{-1}[r,q]) = (A e_p)[q] \]
is a real algebraic number since \( A \) is a real algebraic matrix. Furthermore, \( \alpha, S^{-1}[i,p] \) and \( S^{-1}[i,q] \) are all real algebraic numbers. Since \( \varepsilon_i \in \mathbb{Q} \), it follows that \( (\varepsilon_i - 1) \alpha S^{-1}[i,p] S^{-1}[i,q] \) is a real algebraic number for all \( p, q \in \{1, \ldots, k\} \). Hence, \( U[q] \) is a real algebraic number.

If \( D[i,i] = \alpha \) is not real, then we have 
\[ U[q] = \sum_{r=1}^{k} (D[r,r] S^{-1}[r,p] S^{-1}[r,q]) + (\varepsilon_i - 1) (\beta + \gamma) \],

where \( \beta \) and \( \gamma \) are as defined above. Since \( \alpha, S^{-1}[i,p], S^{-1}[i,q], S^{-1}[hD(i),p] \) and \( S^{-1}[hD(i),q] \) are all algebraic numbers, and \( \varepsilon_i \) is rational, it follows that 
\[ (\varepsilon_i - 1) (\beta + \gamma) = (\varepsilon_i - 1) \times 2 \times \text{Re}(\alpha S^{-1}[i,p] S^{-1}[i,q]) \]
is a real algebraic number. Hence, \( U[q] \) is a real algebraic number.

Recall that the diagonal of \( D \) is partitioned into \( \alpha_i \)-segments, where each \( \alpha_i \) is an eigenvalue of \( A = SDS^{-1} \) with algebraic multiplicity \( \rho_i \). We now use a similar idea to segment a perturbation \( E \) w.r.t. \( D \). Specifically, the first \( \rho_1 \) elements of \( E \) constitute the \( \alpha_1 \)-segment of \( E \), the next \( \rho_2 \) elements of \( E \) constitute the \( \alpha_2 \)-segment of \( E \) and so on. The following definition formalizes this.

**Definition 4.** A perturbation \( E = (\varepsilon_1, \ldots, \varepsilon_k) \) is said to be segmented if the \( j^{th} \) element (whenever present) in every segment of \( E \) has the same value, for all \( 1 \leq j \leq \rho_1 \). Formally, if \( i = \sum_{s=1}^{d-1} \rho_s + j \) and \( 1 \leq j \leq \rho_1 \), then \( \varepsilon_i = \varepsilon_j \).

Clearly, the first \( \rho_1 \) elements of a segmented perturbation \( E \) define the whole of \( E \). As an example, suppose \( (\alpha_1, \alpha_1, \alpha_1, \alpha_2, \alpha_2, \alpha_2, \alpha_3) \) is the diagonal of \( D \), where \( \alpha_1, \alpha_2, \alpha_2 \) and \( \alpha_3 \) are distinct eigenvalues of \( A \). There are four segments of the diagonal of \( D \) (and of \( E \)) of lengths 3, 2, 2 and 1 respectively. Example
segmented perturbations in this case are \((\varepsilon_1, \varepsilon_2, \varepsilon_3, \varepsilon_1, \varepsilon_2, \varepsilon_3, \varepsilon_1, \varepsilon_2, \varepsilon_3)\) and \((\varepsilon_3, \varepsilon_1, \varepsilon_2, \varepsilon_3, \varepsilon_1, \varepsilon_3, \varepsilon_1, \varepsilon_3, \varepsilon_1)\). If \(\varepsilon_1 \neq \varepsilon_2\), a perturbation that is not segmented is \(\hat{E} = (\varepsilon_1, \varepsilon_2, \varepsilon_3, \varepsilon_2, \varepsilon_3, \varepsilon_2, \varepsilon_3, \varepsilon_1)\). Notice that the first element of the second segment of \(E\) is \(\varepsilon_2\), while the first element of the first segment is \(\varepsilon_1\).

**Definition 5.** Given a segmented perturbation \(E = (\varepsilon_1, \ldots, \varepsilon_k)\) w.r.t. \(D\), a rotation of \(E\), denoted \(\tau_D(E)\), is the segmented perturbation \(\hat{E} = (\varepsilon_1', \ldots, \varepsilon_k')\) in which \(\varepsilon_i' \mod \rho_1 + 1 = \varepsilon_i\) for \(i \in \{1, \ldots, \rho_1\}\), and all other \(\varepsilon_i's\) are defined as in Definition 4.

Continuing with our example, if \(E = (\varepsilon_1, \varepsilon_2, \varepsilon_3, \varepsilon_1, \varepsilon_2, \varepsilon_3, \varepsilon_1, \varepsilon_2, \varepsilon_3)\) is a segmented perturbation w.r.t. \(D\), then \(\tau_D(E) = (\varepsilon_3, \varepsilon_1, \varepsilon_2, \varepsilon_3, \varepsilon_1, \varepsilon_1, \varepsilon_1, \varepsilon_3, \varepsilon_1)\) and \(\tau_D^3(E) = E\).

**Lemma 5.** Let \(A = SDS^{-1}\) be a \(k \times k\) real diagonalizable matrix with eigenvalues \(\alpha_i\) of algebraic multiplicity \(\rho_i\). Let \(E = (\varepsilon_1, \ldots, \varepsilon_k)\) be a segmented perturbation w.r.t. \(D\) such that all \(\varepsilon_i's\) have the same sign, and let \(A_u\) denote the \(\tau_D^u(\varepsilon)^u\)-perturbed variant of \(A\) for \(0 \leq u < \rho_1\), where \(\tau_0(\varepsilon) = \varepsilon\). Then

\[
A^n = \frac{1}{(\sum_{j=1}^{\rho_1} \varepsilon_j^u)} \sum_{u=0}^{\rho_i-1} A_{u}^n, \text{ for all } n \geq 1.
\]

**Proof.** Let \(E_u\) denote \(\tau^u(\varepsilon)\) for \(0 \leq u < \rho_1\), and let \(E_u[i]\) denote the \(i^{th}\) element of \(E_u\) for \(1 \leq i \leq k\). It follows from Definitions 4 and 5 that for each \(i, j \in \{1, \ldots, \rho_1\}\), there is a unique \(u \in \{0, \ldots, \rho_1 - 1\}\) such that \(E_u[i] = \varepsilon_j\). Specifically, \(u = i - j\) if \(i \geq j\), and \(u = (\rho_1 - j) + i\) if \(i < j\). Furthermore, Definition 4 ensures that the above property holds not only for \(i \in \{1, \ldots, \rho_1\}\), but for all \(i \in \{1, \ldots, k\}\).

Let \(D_u\) denote the diagonal matrix with \(D_u[i, i] = E_u[i]D[i, i]\) for \(0 \leq u < \rho_1\). Then \(D_n^u\) is the diagonal matrix with \(D_n^u[i, i] = (E_u[i]D[i, i])^n\) for all \(n \geq 1\). It follows from the definition of \(A_u\) that \(A_u^n = S D_n^u S^{-1}\) for \(0 \leq u < \rho\) and \(n \geq 1\). Therefore, \(\sum_{u=0}^{\rho_i-1} A_{u}^n = S \left( \sum_{u=0}^{\rho_i-1} D_n^u \right) S^{-1}\). Now, \(\sum_{u=0}^{\rho_i-1} D_n^u\) is a diagonal matrix whose \(i^{th}\) element along the diagonal is \(\sum_{u=0}^{\rho_i-1} (E_u[i]D[i, i])^n\). By virtue of the property mentioned in the previous paragraph, \(\sum_{u=0}^{\rho_i-1} E_u[i] = \sum_{j=1}^{\rho_i} \varepsilon_j^u\) for \(1 \leq i \leq k\). Therefore, \(\sum_{u=0}^{\rho_i-1} D_n^u = (\sum_{j=1}^{\rho_i} \varepsilon_j^u) D_n^u\), and hence, \(\sum_{u=0}^{\rho_i-1} A_{u}^n = (\sum_{j=1}^{\rho_i} \varepsilon_j^u) S D_n^u S^{-1} = (\sum_{j=1}^{\rho_i} \varepsilon_j^u) A^n\). Since all \(\varepsilon_j's\) have the same sign and are non-zero, \(\sum_{j=1}^{\rho_i} \varepsilon_j^u\) is non-zero for all \(n \geq 1\). It follows that \(A^n = \left(\sum_{j=1}^{\rho_i} \varepsilon_j^u\right) \sum_{u=0}^{\rho_i-1} A_{u}^n.\)
exist at least/exactly/at most \( r \) non-negative (resp. positive/zero) elements in \( B_n \) (for all \( n \geq 1 \)) for a given \( r \in [1, k] \) etc.

We now state and prove the main theorem of this section, which essentially gives a reduction technique to reduce decision problems for a \textit{positive scaling invariant} property on sets of diagonalizable matrices to a decision problem for the same property of simple matrices:

\textbf{Theorem 5.} The decision problem for every positive scaling invariant property on rational diagonalizable matrices effectively reduces to the decision problem for the property on real algebraic simple matrices.

\textit{Proof.} The proof uses a variation of the idea used in the proof of Lemma 6. We assume that each matrix \( A_i \) is in \( \mathbb{Q}^{k \times k} \) and \( A_i = S_i D_i S_i^{-1} \), where \( D_i \) is a diagonal matrix with segments along the diagonal arranged in descending order of algebraic multiplicities of the corresponding eigenvalues. Let \( \nu_i \) be the number of distinct eigenvalues of \( A_i \), and let these eigenvalues be \( \lambda_{i,1}, \ldots, \lambda_{i, \nu_i} \). Let \( \mu_i \) be the largest algebraic multiplicity among the eigenvalues of \( A_i \) and let \( \mu = \text{lcm}(\mu_1, \ldots, \mu_m) \). We now choose positive rationals \( \varepsilon_1, \ldots, \varepsilon_m \) such that (i) all \( \varepsilon_j \)s are distinct, and (ii) for every \( i \in \{1, \ldots, m\} \), for every distinct \( j, l \in \{1, \ldots, \nu_i\} \) and for every distinct \( p, q \in \{1, \ldots, \mu\} \), we have \( \frac{\alpha_i}{\varepsilon_j} \neq \frac{\alpha_i}{\varepsilon_l} \). Since \( \mathbb{Q} \) is a dense set, such a choice of \( \varepsilon_1, \ldots, \varepsilon_{\mu} \) can always be made once all \( \frac{\alpha_i}{\varepsilon_j} \)s are known, even if within finite precision bounds.

For \( 1 \leq i \leq m \), let \( \eta_i \) denote \( \mu_i/\mu_i \). We now define \( \eta_i \) distinct and segmented perturbations w.r.t. \( D_i \) as follows, and denote these as \( E_{i,j} \). For \( 1 \leq j \leq \eta_i \), the first \( \mu_i \) elements (i.e. the first segment) of \( E_{i,j} \) are \( \varepsilon_{(j-1)\mu_i+1}, \ldots, \varepsilon_{j\mu_i} \) (as chosen in the previous paragraph), and all other elements of \( E_{i,j} \) are defined as in Definition 3. For each \( E_{i,j} \) thus obtained, we also consider its rotations \( \tau_{D_i}^u (E_{i,j}) \) for \( 0 \leq u < \mu_i \). For \( 1 \leq j \leq \eta_i \), let \( A_{i,j,u} = S_i D_{i,j,u} S_i^{-1} \) denote the \( \tau_{D_i}^u \) (\( E_{i,j} \))-perturbed variant of \( A_i \). It follows from Definition 3 that if we consider the set of diagonal matrices \( \{D_{i,j,u} \mid 1 \leq j \leq \eta_i, 0 \leq u < \mu_i\} \), then for every \( p \in \{1, \ldots, k\} \) and for every \( q \in \{1, \ldots, \mu\} \), there is a unique \( u \) and \( j \) such that \( D_{i,j,u}[p, p] = \varepsilon_q \). Specifically, \( j = \lfloor q/\mu_i \rfloor \). To find \( u \), let \( E_{i,j}[p] \) be the \( p^\text{th} \) element in a segment of \( E_{i,j} \), where \( 1 \leq \hat{p} < \mu_i \), and let \( \hat{q} \) be \( q \mod \mu_i \). Then, \( u = \hat{p} - \hat{q} \) if \( \hat{p} \geq \hat{q} \) and \( u = (\mu_i - \hat{q}) + \hat{p} \) otherwise. By our choice of \( \varepsilon_j \)s, we also know from Lemma 3 that all \( A_{i,j,u} \)s are rational simple matrices.

Using the same reasoning as in Lemma 6 we can now show that \( A_i^n = \frac{1}{(\sum_{j=1}^{\eta_i} \sum_{u=0}^{\mu_i-1} A_{i,j,u})} \times \left( \sum_{j=1}^{\eta_i} \sum_{u=0}^{\mu_i-1} A_{i,j,u}^n \right) \). It follows that \( \sum_{j=1}^{\eta_i} \sum_{u=0}^{\mu_i-1} w_i A_{i,j,u}^n = \left( \frac{1}{\sum_{j=1}^{\eta_i} \sum_{u=0}^{\mu_i-1} w_i A_{i,j,u}} \right) \times \left( \sum_{j=1}^{\eta_i} \sum_{u=0}^{\mu_i-1} w_i A_{i,j,u}^n \right) \). Since all \( \varepsilon_j \)s are positive reals, \( \sum_{j=1}^{\eta_i} \varepsilon_j^n \) is a positive real for all \( n \geq 1 \).

Hence, for each \( p, q \in \{1, \ldots, k\} \), \( \sum_{j=1}^{\eta_i} w_i A_{i,j,u}^n[p, q] \) is \( > 0, < 0 \) or \( = 0 \) and only if \( \left( \sum_{j=1}^{\eta_i} \sum_{u=0}^{\mu_i-1} w_i A_{i,j,u}^n[p, q] \right) \) is \( > 0, < 0 \) or \( = 0 \), respectively. Since each \( A_i \) is a rational matrix and each \( \varepsilon_j \) is a rational, by Lemma 3 we know that \( A_{i,j,u} \) is a real algebraic simple matrix.

The reduction in the proof of Theorem 5 can be encoded as an algorithm, as shown in Algorithm I.
Algorithm 1 Reduction procedure for diagonalizable matrices

Input: \( \mathfrak{A} = \{(w_i, A_i) : 1 \leq i \leq m, w_i \in \mathbb{Q}, A_i \in \mathbb{Q}^{k \times k} \text{ and diagonalizable}\} \)

Output: \( \mathfrak{B} = \left\{(v_i, B_i) : 1 \leq i \leq t, v_i \in \mathbb{Q}, B_i \in \mathbb{R}^{k \times k} \right\} \)

s.t. \( \left( \sum_{i=1}^{n} w_i A_i^n \right) = f(n) \left( \sum_{i=1}^{n} v_i B_i^n \right) \), where \( f(n) > 0 \) for all \( n \geq 0 \).

1: \( P \leftarrow \{1\}; \)  \( \triangleright \) Initialize set of forbidden ratios of various \( \varepsilon_j \)
2: \( \text{for } i \text{ in } 1 \text{ through } m \text{ do } \)  \( \triangleright \) For each matrix \( A_i \)
3: \( R_i \leftarrow \left\{ (\alpha_{i,j}, \rho_{i,j}) : \alpha_{i,j} \text{ is eigenvalue of } A_i \text{ with algebraic multiplicity } \rho_{i,j} \right\}; \)
4: \( D_i \leftarrow \text{Diagonal matrix of } \alpha_{i,j}-\text{segments ordered in decreasing order of } \rho_{i,j}; \)
5: \( S_i \leftarrow \text{Matrix of linearly independent eigenvectors of } A_i \text{ s.t. } A_i \equiv D_i S_i^{-1}; \)
6: \( P \leftarrow P \cup \left\{ (\alpha_{i,j}/\alpha_{i,l}) : \alpha_{i,j}, \alpha_{i,l} \text{ are eigenvalues in } R_i \right\}; \quad \mu \leftarrow \max \rho_{i,j}\)
7: \( \mu = \text{lcm}(\mu_1, \ldots, \mu_m); \)  \( \triangleright \) Count of \( \varepsilon_j \) needed
8: \( \text{for } j \text{ in } 1 \text{ through } \mu \text{ do } \)  \( \triangleright \) Generate all required \( \varepsilon_j \)
9: \( \psi \leftarrow \emptyset; \)  \( \triangleright \) Initialize set of (weight, simple matrix) pairs
10: \( \text{for } i \text{ in } 1 \text{ through } m \text{ do } \)  \( \triangleright \) For each matrix \( A_i \)
11: \( \text{for } j \text{ in } 0 \text{ through } \nu_i - 1 \text{ do } \)  \( \triangleright \) For each segmented perturbation
12: \( \tilde{E}_i,j \leftarrow \text{Seg. perturb. w.r.t. } D_i \text{ with first } \mu \text{ elements being } \varepsilon_j \mu_{i+1} \ldots \varepsilon_j+1 \mu_i; \)
13: \( \text{for } u \text{ in } 0 \text{ through } \mu_i - 1 \text{ do } \)  \( \triangleright \) For each rotation of \( \tilde{E}_i,j \)
14: \( A_{i,j,u} \leftarrow \tilde{E}_i,j(u) \)-perturbed variant of \( A_i; \)
15: \( \mathfrak{B} \leftarrow \mathfrak{B} \cup \{(w_i, A_{i,j,u})\}; \)  \( \triangleright \) Update \( \mathfrak{A} \)
16: \( \text{return } \mathfrak{B}; \)

Theorem 5 has several interesting consequences, of which we focus on two here.

**Corollary 2.** Given \( \mathfrak{A} = \{(w_1, A_1), \ldots, (w_m, A_m)\} \), where each \( w_i \in \mathbb{Q} \) and \( A_i \in \mathbb{Q}^{k \times k} \) is diagonalizable, and a real value \( \varepsilon > 0 \), there exists \( \mathfrak{B} = \{(v_1, B_1), \ldots, (v_M, B_M)\} \), where each \( v_i \in \mathbb{Q} \) and each \( B_i \in \mathbb{R}^{k \times k} \) is simple, such that \( \sum_{i=0}^{m} w_i A_i^n [p, q] - \sum_{j=0}^{M} v_j B_j^n [p, q] < \varepsilon^n \) for all \( p, q \in \{1, \ldots, k\} \) and all \( n \geq 1 \).

**Proof.** Let \( \alpha \) be the eigenvalue with largest modulus among all eigenvalues of \( A_1, \ldots, A_m \). Let \( \gamma \) be \( \max_{i=1}^{m} \max_{p,q,r=1}^{k} |S_i[p, r] S_i^{-1}[r, q]| \). The proof now follows from the proof of Theorem 3 by choosing \( \varepsilon_1 = 1 \) and all other \( \varepsilon_j \)s such that \( \varepsilon_j < \min \left( 1, \frac{\varepsilon}{\mu k - \mu |\alpha| + 1} \right) \).

Using Theorem 5, we can now show the decidability of ENNSoM (resp. EPSoM) for sets of diagonalizable matrices.

**Corollary 3.** ENNSoM and EPSoM are decidable for \( \mathfrak{A} = \{(w_1, A_1), \ldots, (w_m, A_m)\} \) if all \( A_i \)s are rational diagonalizable matrices and all \( w_i \)s are rational.

**Proof.** Using the reduction technique used in the proof of Theorem 5, we can effectively reduce ENNSoM (resp. EPSoM) for \( \mathfrak{A} = \{(w_1, A_1), \ldots, (w_m, A_m)\} \) to ENNSoM (resp. EPSoM) for \( \mathfrak{A}' = \bigcup_{j=1}^{m} \bigcup_{j=1}^{n} \bigcup_{u=0}^{\mu_i-1} \{(w_i, A_{i,j,u})\} \), where each \( A_{i,j,u} \) is a matrix of real algebraic entries. Now we appeal to part (1) of Theorem 4.
fact, the proof of part (1) of Theorem 4 relies on a technically intricate technique due to Ouaknine and Worrell [34] that establishes the decidability and complexity (upper) bound of \( \text{UNN}_{\text{LRS}} \) and \( \text{UP}_{\text{LRS}} \) for simple LRS with rational coefficients and rational initial values. Interestingly, the same proof technique also yields the decidability of \( \text{UNN}_{\text{LRS}} \) and \( \text{UP}_{\text{LRS}} \) of simple LRS with real algebraic numbers as coefficients and initial values, which finally completes our proof.

Remark : The reduction technique (Theorem 5) from checking a positive scaling invariant property for a set of weighted diagonalizable matrices to checking the same property for a set of weighted simple matrices) makes no assumptions about the inner working of the decision procedure for simple matrices. Given any black-box decision procedure for checking any such property for a set of weighted simple matrices, our reduction tells us how a corresponding decision procedure for checking the same property for a set of weighted diagonalizable matrices can be constructed.

Diagonalizable matrices have an exponential form solution with constant coefficients for the exponential terms. Hence an algorithm that exploits this specific property of the exponential form (like Ouaknine and Worrell’s algorithm [34], originally proposed for checking ultimate positivity of simple LRS) can be used directly in the case of diagonalizable matrices. However, the proposed reduction technique in this paper is neither specific to this algorithm nor does it rely on any special property the exponential form of the solution.

6 Conclusion

In this paper, we investigated eventual non-negativity and positivity for matrices and the weighted sum of powers of matrices (\( \text{ENN}_{\text{SoM}} / \text{EP}_{\text{SoM}} \)). We showed their links to problems on linear recurrence sequence showed both lower and upper bounds. We developed a new perturbation-based technique that allowed us to decide the \( \text{ENN}_{\text{SoM}}, \text{EP}_{\text{SoM}}, \) and \( \text{ENN}_{\text{Mat}} \) problems for the class of diagonalizable matrices. It is interesting to note that the class of LRS whose companion matrices are diagonalizable coincides with the class of simple LRS, but the class of diagonalizable matrices in general is strictly larger than the class of simple matrices. This shows a marked difference between the corresponding problems on matrices and on LRS.

In this work, we considered matrices with rational entries and weights. However, most of our results hold even with real-algebraic matrices. Of course, this would require adapting the complexity notions and would depend on corresponding results for ultimate positivity for linear recurrences and related problems over reals. Also, while we have focused on eventuality problems, it still needs to be seen whether our techniques can be adapted for other problems of interest like the existence of a matrix power where all entries are non-negative or zero. Finally, the line of work started in this paper could lead to effective algorithms and applications in varied areas ranging from control theory systems to cyber-physical systems, where eventual properties of matrices play a crucial role.
References

1. S. Akshay, Timos Antonopoulos, Joël Ouaknine, and James Worrell. Reachability problems for Markov chains. Inf. Process. Lett., 115(2):155–158, 2015.
2. S. Akshay, Nikhil Balaji, Aniket Murhekar, Rohith Varma, and Nikhil Vyas. Near optimal complexity bounds for fragments of the Skolem problem. In Christophe Paul and Markus Bläser, editors, 37th International Symposium on Theoretical Aspects of Computer Science, STACS 2020, March 10-13, 2020, Montpellier, France, volume 154 of LIPIcs, pages 37:1–37:18. Schloss Dagstuhl - Leibniz-Zentrum für Informatik, 2020.
3. S. Akshay, Blaise Genest, Bruno Karelovic, and Nikhil Vyas. On regularity of unary probabilistic automata. In 33rd Symposium on Theoretical Aspects of Computer Science, STACS 2016, February 17-20, 2016, Orléans, France, volume 47 of LIPIcs, pages 8:1–8:14. Schloss Dagstuhl - Leibniz-Zentrum für Informatik, 2016.
4. S. Akshay, Blaise Genest, and Nikhil Vyas. Distribution based objectives for Markov decision processes. In 33rd Symposium on Logic in Computer Science (LICS 2018), volume IEEE, pages 36–45, 2018.
5. Shaull Almagor, Udi Boker, and Orna Kupferman. What’s decidable about weighted automata? Information and Computation, page 104651, 2020.
6. Shaull Almagor, Toghrul Karimov, Edon Kelmendi, Joël Ouaknine, and James Worrell. Deciding $\omega$-regular properties on linear recurrence sequences. Proc. ACM Program. Lang., 5(POPL):1–24, 2021.
7. Corentin Barloy, Nathanaël Fijalkow, Nathan Lhote, and Filip Mazowiecki. A robust class of linear recurrence sequences. In Maribel Fernández and Anca Muscholl, editors, 28th EACSL Annual Conference on Computer Science Logic, CSL 2020, January 13-16, 2020, Barcelona, Spain, volume 152 of LIPIcs, pages 9:1–9:16. Schloss Dagstuhl - Leibniz-Zentrum für Informatik, 2020.
8. Paul C Bell, Mika Hirvensalo, and Igor Potapov. Mortality for $2 \times 2$ matrices is NP-hard. In International Symposium on Mathematical Foundations of Computer Science, pages 148–159. Springer, 2012.
9. Paul C Bell, Igor Potapov, and Pavel Semukhin. On the mortality problem: From multiplicative matrix equations to linear recurrence sequences and beyond. Information and Computation, page 104736, 2021.
10. Paul C Bell and Pavel Semukhin. Decision questions for probabilistic automata on small alphabets. arXiv preprint arXiv:2105.10293, 2021.
11. Abraham Berman, Michael Neumann, Robert J Plemmons, and Ronald J Stern. Nonnegative matrices in dynamic systems, volume 3. Wiley-Interscience, 1989.
12. Vincent D. Blondel and Vincent Canterini. Undecidable problems for probabilistic automata of fixed dimension. Theory Comput. Syst., 36(3):231–245, 2003.
13. Sarah Carnochan Naqvi and Judith J. McDonald. Eventually nonnegative matrices are similar to seminonnegative matrices. Linear Algebra and its Applications, 381:245 – 258, 2004.
14. Manfred Droste, Werner Kuich, and Heiko Vogler. Handbook of Weighted Automata. Springer Publishing Company, Incorporated, 1st edition, 2009.
15. Graham Everest, Alf van der Poorten, Igor Shparlinski, and Thomas Ward. Recurrence sequences. Mathematical surveys and monographs. American Mathematical Society, United States, 2003.
16. Lorenzo Farina and Sergio Rinaldi. Positive linear systems: theory and applications, volume 50. John Wiley & Sons, 2000.
17. Nathanaël Fijalkow, Joël Ouaknine, Amaury Pouly, João Sousa Pinto, and James Worrell. On the decidability of reachability in linear time-invariant systems. In Necmiye Ozay and Pavithra Prabhakar, editors, *Proceedings of the 22nd ACM International Conference on Hybrid Systems: Computation and Control, HSCC 2019, Montreal, QC, Canada, April 16-18, 2019*, pages 77–86. ACM, 2019.
18. Shmuel Friedland. On an inverse problem for nonnegative and eventually nonnegative matrices. *Israel Journal of Mathematics*, 29(1):43–60, 1978.
19. Hugo Gimbert and Youssouf Oualhadj. Probabilistic automata on finite words: Decidable and undecidable problems. In *International Colloquium on Automata, Languages, and Programming*, pages 527–538. Springer, 2010.
20. Vesa Halava, Tero Harju, and Mika Hirvensalo. Positivity of second order linear recurrent sequences. *Discrete Applied Mathematics*, 154(3):447–451, 2006.
21. Vesa Halava, Tero Harju, Mika Hirvensalo, and Juhani Karhumäki. Skolem’s problem on the border between decidability and undecidability. Technical report, Citeseer, 2005.
22. Ravindran Kannan and Richard J. Lipton. Polynomial-time algorithm for the orbit problem. *J. ACM*, 33(4):808–821, 1986.
23. Toghrul Karimov, Engel Lefaucheux, Joël Ouaknine, David Purser, Anton Varonka, Markus A. Whiteland, and James Worrell. What’s decidable about linear loops? *Proc. ACM Program. Lang.*, 6(POPL):1–25, 2022.
24. Vijay Anand Korthikanti, Mahesh Viswanathan, Gul Agha, and YoungMin Kwon. Reasoning about MDPs as transformers of probability distributions. In *QEST 2010, Seventh International Conference on the Quantitative Evaluation of Systems, Williamsburg, Virginia, USA, 15-18 September 2010*, pages 199–208. IEEE Computer Society, 2010.
25. Sahin Lale, Kamyar Azizzadenesheli, Babak Hassibi, and Anima Anandkumar. Logarithmic regret bound in partially observable linear dynamical systems. *Advances in Neural Information Processing Systems*, 33:20876–20888, 2020.
26. Jean-Patrick Lebacque, Tai-Yu Ma, and Megan M Khoshiyaran. The cross-entropy field for multi-modal dynamic assignment. *Proceedings of Traffic and Granular Flow’09*, 2009.
27. Charles R MacCluer. The many proofs and applications of Perron’s theorem. *Siam Review*, 42(3):487–498, 2000.
28. Dimitrios Noutsos. On Perron–Frobenius property of matrices having some negative entries. *Linear Algebra and its Applications*, 412(2):132–153, 2006.
29. Dimitrios Noutsos and Michael J. Tsatsomeros. Reachability and holdability of nonnegative states. *SIAM J. Matrix Anal. Appl.*, 30(2):700–712, 2008.
30. Joël Ouaknine. Decision problems for linear recurrence sequences. In Leszek Gasieniec and Frank Wolter, editors, *Fundamentals of Computation Theory - 19th International Symposium, FCT 2013, Liverpool, UK, August 19-21, 2013. Proceedings*, volume 8070 of *Lecture Notes in Computer Science*, page 2. Springer, 2013.
31. Joël Ouaknine, João Sousa Pinto, and James Worrell. On termination of integer linear loops. In Piotr Indyk, editor, *Proceedings of the Twenty-Sixth Annual ACM-SIAM Symposium on Discrete Algorithms, SODA 2015, San Diego, CA, USA, January 4-6, 2015*, pages 957–969. SIAM, 2015.
32. Joël Ouaknine and James Worrell. Decision problems for linear recurrence sequences. In Alain Finkel, Jérôme Leroux, and Igor Potapov, editors, *Reachability Problems*, pages 21–28, Berlin, Heidelberg, 2012. Springer Berlin Heidelberg.
33. Joël Ouaknine and James Worrell. Positivity problems for low-order linear recurrence sequences. In Chandra Chekuri, editor, *Proceedings of the Twenty-Fifth
34. Joël Ouaknine and James Worrell. Ultimate positivity is decidable for simple linear recurrence sequences. In Javier Esparza, Pierre Fraigniaud, Thore Husfeldt, and Elias Koutsoupias, editors, Automata, Languages, and Programming - 41st International Colloquium, ICALP 2014, Copenhagen, Denmark, July 8-11, 2014, Proceedings, Part II, volume 8573 of Lecture Notes in Computer Science, pages 330–341. Springer, 2014.

35. Joël Ouaknine and James Worrell. On linear recurrence sequences and loop termination. ACM SIGLOG News, 2(2):4–13, 2015.

36. Victor Y. Pan and Zhao Q. Chen. The complexity of the matrix eigenproblem. In Proceedings of the Thirty-First Annual ACM Symposium on Theory of Computing, STOC ’99, page 507–516, New York, NY, USA, 1999. Association for Computing Machinery.

37. Siegfried M Rump. Perron-Frobenius theory for complex matrices. Linear algebra and its applications, 363:251–273, 2003.

38. Akshay S., Nikhil Balaji, and Nikhil Vyas. Complexity of Restricted Variants of Skolem and Related Problems. In Kim G. Larsen, Hans L. Bodlaender, and Jean-Francois Raskin, editors, 42nd International Symposium on Mathematical Foundations of Computer Science (MFCS 2017), volume 83 of Leibniz International Proceedings in Informatics (LIPIcs), pages 78:1–78:14, Dagstuhl, Germany, 2017. Schloss Dagstuhl–Leibniz-Zentrum fuer Informatik.

39. Ashish Tiwari. Termination of linear programs. In International Conference on Computer Aided Verification, pages 70–82. Springer, 2004.

40. BG Zaslavsky. Eventually nonnegative realization of difference control systems. Dynamical Systems and Related Topics, Adv. Ser. Dynam. Systems, 9:573–602, 1991.

41. Boris Zaslavsky and J. Mcdonald. Characterization of jordan canonical forms which are similar to eventually nonnegative matrices with the properties of nonnegative matrices. Linear Algebra and its Applications, 372:253 –285, 10 2003.

42. Amy Zhang, Zachary C Lipton, Luis Pineda, Kamyar Azizzadenesheli, Anima Anandkumar, Laurent Itti, Joelle Pineau, and Tommaso Furlanello. Learning causal state representations of partially observable environments. arXiv preprint arXiv:1906.10437, 2019.