Forgetting Factor Nonlinear Functional Analysis for Iterative Learning System with Time-Varying Disturbances and Unknown Uncertain
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Abstract: This paper focuses on the iterative learning tracking control problem for a class of nonlinear system with time-varying disturbances. First, because of the mismatches in time-varying disturbances functions, a high-order feed-forward iterative learning control (ILC) is employed to change the original system into an iterative system. Secondly, a variable forgetting factor is developed to stabilize the system. Based on the feed-forward iterative learning controller, a memory controller is constructed for the nonlinear system. By choosing a new variable forgetting factor, we show that the designed continuous adaptive controller makes the solutions of the closed-loop system convergent to a ball exponentially. Finally, a numerical example is given to show the feasibility and effectiveness of the proposed method.
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1. Introduction

Iterative learning control (ILC) is an effective idea to make use of the repetitiveness within control system to reach better system capability [1]. In practical application, it can be used as a value added block to strengthen the feed-forward control capability [2]. ILC has been widely used in industries for control of repetitive motions, such as those of robotic manipulators, hard disk drives, chemical plants, and so on [3-5]. ILC algorithms can improve the trajectory tracking capability to reach better tracking results with an improving the numbers of iterations by utilizing the repetitive characteristics of the training process. As certain researches [6-9] have shown, it can guaranteed all the errors of tracking in the finite time interval are converging to zero as the learning numbers methods to infinity.

It has been proved by practical application that ILC schemes are sufficient for intelligent control systems [10-13]. ILC algorithms are the most popular used because of the ease of implementation and design. The more iterations are introduced the more enhanced learning capability can be obtained. Algorithms with multiple iterations are called high order ILC algorithm and were first developed for the trajectory tracking control of repeatable systems [14-16]. Subsequently, many time varying nonlinear control systems without initialization errors [17], disturbance and uncertainty was investigated in previous researches for high-order ILC control strategies [18-20]. In order to solve the problems, a feed-forward high-order ILC control algorithm was developed in the systems, despite many disturbances and uncertainties [21-23]. If a control system has initial errors and different disturbances, previous control approaches often cannot achieve effectiveness in actual applications. As such, a high-order ILC control algorithm with feed-forward structure and variable forgetting factor is proposed in this research. The
contribution of this study is the combination of the variable forgetting factor and high-order feed-forward ILC. Feed-forward control improves the anti-jamming capability and enhances the robustness of the nonlinear system; thus, the tracking errors exponentially convergent to a ball during the iterative process. By adding feed-forward learning control, the system can avoid the high gain that occurs in the ILC method. Compared with the previous researches, the presented controller in this study is smooth and memory, which only uses the system input and output. Furthermore, the control design conditions are relaxed because of the feed-forward iterative learning structure. Finally, the variable forgetting factor has been introduced, this strategy can filter the signal toward the iteration direction, which can improve the convergence speed of the system in the ILC process.

This research is organized as follows. Section 2 presents some preliminary knowledge for the nonlinear iterative learning control systems with time-varying disturbances. In Section 3, the feed-forward ILC method is developed. And then, the combination strategy of feed-forward type high-order ILC with variable forgetting factor is constructed. In section 4, the convergence conditions for the nonlinear control system is provided. In Section 5, the simulation examples are provided to illustrate the advantages of the proposed method. In Section 6, conclusions are drawn, and future direction of research is mentioned.

### 2. System Description

Consider a time-varying non-linear continuous uncertain system with disturbance described as follows:

\[
\begin{cases}
\dot{x}_j(t) = F(x_j(t),t) + A(x_j(t),t)v_j(t) + \omega_j(x_j(t),t) \\
y_j(t) = Bx_j(t) + f_j(t)
\end{cases}
\tag{1}
\]

where \(t\) is time parameter, \(j\) is the iteration times. \(v_j(t)\in R^m\) is control input. \(x_j(t)\in R^n\) is the vector of system states, \(y_j(t)\in R^m\) is the vector of system output. \(\omega_j(x_j(t),t)\) is the uncertainty vector, \(f_j(t)\) is the time-varying disturbance vector. \(B\in R^{m\times n}\) is the constant matrix. \(F(\cdot)\), \(A(\cdot)\) and \(\omega_j(\cdot)\) are the nonlinear weight functions.

Remark 1. In system (1), nonlinear weight functions \(F(\cdot)\), \(A(\cdot)\) and \(\omega_j(\cdot)\) are all globally uniformly convergence, and the system (1) satisfies the conditions as follows:

\[
\begin{align*}
B_j &\triangleq B(x_j(t),t),
\partial v_j(\cdot) &\triangleq v_j(t) - v_j(t^-),
\dot{x}_j(t) &\triangleq F(x_j(t),t) + B(x_j(t),t)v_j(t) + \omega_j(x_j(t),t) \\
\partial \omega_j(\cdot) &\triangleq \omega_j(x_j(t),t),
\dot{\partial} \omega_j &\triangleq \max\left\{\sup\|\partial \omega_j\|_2, \sup\|\partial \omega_{j+1}\|_2\right\}
\end{align*}
\]

where \(l_F\), \(l_A\) and \(l_\omega\) are all Lipschitz Constants.

Remark 2. For the prescribed the system state vector \(x_j(t)\), the initial error of the system can be described as \(\|x_{j+1}(0) - x_j(0)\|\), and the following inequality holds:

\[
\|x_{j+1}(0) - x_j(0)\| \leq a_{\epsilon_0}
\tag{3}
\]

Remark 3. For control output \(y_{d}(t)\), there exists \(v_{d}(t)\) and \(x_d(t)\) satisfying:

\[
\frac{\partial x_d}{\partial t} = F(x_d(t),t) + A(x_d(t),t)v_{d}(t) + \omega(x_d(t),t)
\tag{4}
\]

where \(v_{d}(t)\) and \(x_d(t)\) are the desired input and desired state vector.

In this study, the \(\lambda\)-norm has been introduced and can be described as:

\[
\|\cdot\|_{\lambda} = \sup_{t \in [0,T]} \left( e^{-\lambda t} \|\cdot\| \right), \quad \lambda > 0
\tag{5}
\]

Simplify the equation of the \(\lambda\)-norm as follows:

\[
\begin{align*}
\alpha_B &\triangleq \sup \|B\|_2 \\
\alpha_f &\triangleq \max \left\{ \sup_{t \in [0,T]} \|f_j(t)\|_2, \sup_{t \in [0,T]} \|f_{j+1}(t)\|_2 \right\} \\
\alpha_\omega &\triangleq \sup_{t \in [0,T]} \|\omega_j(t)\|_2 \\
\alpha_d &\triangleq \sup_{t \in [0,T]} \left\{ \sup_{\lambda \in \mathbb{R}^+} \|A(x_j(t),t)\|_2 \right\} \\
\alpha_x &\triangleq \max \left\{ \sup \|x_j\|_2, \sup \|x_{j+1}\|_2 \right\}
\end{align*}
\tag{6}
\]

Setting

\[
\epsilon_j = y_d - y_j = B\omega_j - f_j,
\]

\[
\dot{\epsilon}_j = \dot{y}_d - \dot{y}_j = C\dot{\omega}_j - \dot{f}_j
\]

\[
\dot{\partial} \omega_j = \partial \omega_j(\cdot),
\dot{\partial} \omega_{j+1} = \partial \omega_j(\cdot),
\dot{\partial} B_j = \partial B_j(\cdot)
\]
\[
\dot{x}_j = \dot{x}_d - \dot{x}_j = F_d + A_d x_d + \omega_d
\]

\[
-\left\{ F \left( x_d (t), t \right) + A \left( x (t), t \right) v_i(t) + \omega \left( x_d (t), t \right) \right\} + \partial \omega_d(t) \]

\[
= \partial f_j(t) + A_d v_d - A \left( x (t), t \right) \left[ v_d - \partial v_d(t) \right] + \partial \omega_j(t)
\]

where \( x_d \) is the expected state vector. When applying the proposed ILC algorithm with variable forgetting factor applies to these systems, the aim is to design an intelligent ILC input \( v_n \), such that the output error varies between the expected trajectory \( y_d \) and actual output \( y_n \) is converged to a bounded region. In addition, for any \( j \to \infty \), the tracking error also converges to bounded limits. By introducing the ILC, if \( \lim_{j \to \infty} \| \delta x_j \| = 0 \) and \( \lim \alpha_j = 0 \), the bound of trajectory tracking errors will converge exponentially to an adjustable bounded region.

Our aim of this paper is to construct a intelligent controller such that the errors of the closed-loop system exponentially converge to an adjustable bounded region.

3. Controller Design

The feed-forward high-order ILC algorithm with variable forgetting factor can be defined as:

\[
v_{j+1}(t) = v^f_{j+1}(t) + v_{j+1}(t)
\]

\[
v^f_{j+1}(t) = c(j, t) v_0(t) + \left( 1 - c(j, t) \right) v_j(t) + \sum_{k=1}^{N} \phi_k(t) e_m(t) \tag{8}
\]

\[
v_{j+1}(t) = \sum_{k=1}^{N} \phi_k(t) e_{m+1}(t)
\]

where \( j \) is the number of iterations satisfies \( m = j - k + 1 \), and \( c(j, t) \) is a variable forgetting factor satisfies \( 0 \leq c(j, t) < 1 \).\( c = c(j, t) \) is introduced to simplify the equation, \( v_0(t) \) is the initial input vector, \( \phi_k(t) \) is the feed-forward gain matrix, and there exist \( e_m = y_d - y_m \). The tracking performance of the system is better for the smaller values of parameter \( c \). Generally, when introducing a fixed forgetting factor, the parameter \( c \) does not vary with the characteristics of the system. However, if the forgetting factor is variable, it can vary automatically according to the variation of the system deviation, and the variable forgetting factors is defined as follows:

\[
c = c_{\min} + (1 - c_{\min}) S^M \tag{9}
\]

where \( M = -\max \left[ R e_j(t) \right] \) with \( 1 < R < 8 \). \( R \) is employed to control the parameter \( c \) approaches the constant 1. If \( R \) is arbitrarily small, the value of \( M \) will become larger, and the convergence speed of system is reduced. If \( R \) is arbitrarily large, the value \( M \) will become smaller, and the stability of system is reduced.

Remark 4. When \( \lim_{j \to \infty} e_j(t) = 0 \), the following equation holds:\n
\[
\left( \right)_{j \to \infty} c = \min \left( 0 < c_{\min} < 0.7 \right), \text{ and if } \lim_{j \to \infty} e_j(t) = 0, \text{ then } c = 1.
\]

In this section, a feed-forward iterative learning controller is designed for nonlinear uncertain system at first. With feed-forward iterative learning controller, a variable forgetting factor is designed for the system.

Lemma 1. Assume that there exist: \( \{ c_n \}_m \) is a positive real number sequence, and the following equation holds:

\[
c_n \leq \alpha c_{n-1} + \alpha_2 c_{n-2} + \cdots + \alpha_N c_{n-N} + \beta, \quad (n = N + 1, N + 2, \ldots)
\]

with \( \beta \geq 0 \). And for any \( \alpha \gamma \leq \sum_{j=1}^{N} \gamma_j < 1 \),

\[
\lim_{n \to \infty} c_n \leq \beta / (1 - \alpha) \text{, } \alpha_j \geq 0 \quad (j = 1, 2, \ldots, N).
\]

Lemma 2. The time-varying nonlinear systems with disturbance satisfy Remark 1, 2 and 3 under the following condition:

\[
\lambda = \sum_{k=1}^{N} \alpha_k < 1 \quad \tag{10}
\]

\( \lambda \) is a constant and sufficiently large, such that:

(a) When \( j \) satisfies the following condition: \( j \to \infty \), the trajectory tracking errors are uniformly bounded. At the same time, the initial value of state error \( \| \delta x_j(0) \| \), output tacking errors \( \| \delta y_j \| \), and disturbance output vector \( b_\tau \) are all bounded. And the following inequality holds:

(b) When \( \alpha \) and \( \| \delta x_j(0) \| \) satisfy the following equations: \( \alpha = 0 \) and \( \| \delta x_j(0) \| = 0 \), for any error within the allowable range there exist \( \beta = F(\phi_k(t)) \). And then choosing the parameters \( \phi_k \) to satisfy the Lemma 2.

Proof. Substituting (8) into (1) yields, the following equation can be obtained:

\[
\begin{align*}
\partial x_{j+1} &= v_d - v_{j+1} \\
&= v_d - c v_0 - \sum_{k=1}^{N} \phi_k(t) e_m(t) - \sum_{k=1}^{N} e_{m+1}(t) \\
&= \sum_{k=1}^{N} \left( B \dot{x}_{m+1} - v_{m+1} \right) \\
&= (1 - c) \partial v_0 - \sum_{k=1}^{N} \phi_k(t) B \dot{x}_m - \sum_{k=1}^{N} B \dot{x}_{m+1} v_{m+1} \\
&+ \sum_{k=1}^{N} \phi_k(t) v_j + c \partial v_0
\end{align*}
\]

where \( M = -\max \left[ R e_j(t) \right] \) with \( 1 < R < 8 \), \( R \) is employed to control the parameter \( c \) approaches the constant 1. If \( R \) is arbitrarily small, the value \( M \) will become larger, and the stability of system is reduced. If \( R \) is arbitrarily large, the value \( M \) will become smaller, and the stability of system is reduced.
Defining $a_{v_j} \triangleq \sup_{t \in [0,T]} \|v_j(t)\|_\lambda$ and taking the norm of both sides of the equation (11). In addition, applying Remarks 1, 2 and 3 yields the equation as follows:

$$\|\hat{\nu}_{j+1}\|_\lambda \leq \sum_{k=1}^{N} q_k (1-c) \|\hat{\nu}_m\|_\lambda + \sum_{k=1}^{N} \left(a_{\beta} a_{\rho} + a_{B}\right) \|\hat{\xi}_m\|_\lambda + \rho \sum_{k=1}^{N} \|\hat{\nu}_m\|_\lambda + \eta_0$$

where $\eta_0 = N \left(a_{\beta} a_{\rho} + a_{f}\right) + c \|\hat{\nu}_0\|_\lambda$, $\beta = a_{\beta} a_{\rho} + a_{B}$, and for any tolerance of the $\lambda$ and $\eta_0$, the tracking error is bounded, then there exist $\lambda^* = \lambda$ and $\omega^* = \omega$, and taking the norm of both sides of the equation (11). In addition, applying Lemma 1, $a_{\beta} = \lambda$ is designed to satisfy the following conditions:

$$\beta \leq \frac{\alpha}{1 - \hat{e}Z (\lambda^{-1})}$$

where $\beta = \rho \sum_{k=1}^{N} \frac{a_{\rho}}{1 - \hat{e}Z (\lambda^{-1})} + \eta_0$.

Based on Lemma 1, $\lambda$ is designed to satisfy the following conditions: $\beta < 1$ and $\beta = \sum_{k=1}^{N} \alpha_k < 1$. Then the following inequality holds:

$$\lim_{j \to \infty} \|\hat{\nu}_j\|_\lambda \leq \beta/(1 - \alpha)$$

Since $\hat{v}_j = y_d - y_j = Bx_d - Bx_j - f_j = B\hat{x}_j - f_j$, then the following inequality holds: $\|\hat{v}_j\|_\lambda \leq a_{f} + a_{B} \|\hat{v}_0\|_\lambda$.

With equations (15), (16) and (17), one has: $\lim_{j \to \infty} \|\hat{e}_j\|_\lambda = 0$, and the tracking errors will converge to a small neighborhood around the origin. Furthermore, in this study, $\|\hat{e}_j\|_\lambda$ is the trajectory error, $\|\hat{x}_j(0)\|_\lambda$ is the initial state error, and $\alpha_j$ is the bound of output disturbance vector. For any $\|\hat{x}_j(0)\|_\lambda$ and $b_\lambda$, the following conditions hold: $\lim_{j \to \infty} \|\hat{e}_j\|_\lambda = 0$ and $\lim_{j \to \infty} \|\hat{e}_j\|_\lambda = 0$.

If $\|\hat{x}_j(0)\|_\lambda = 0$, and $b_\lambda = 0$, for equation (16), we have $\beta = 0$, for equation (17), $\lim_{j \to \infty} \|\hat{v}_j\|_\lambda = 0$ is obtained. With equation (16), if $\lim_{j \to \infty} \|\hat{x}_j\|_\lambda = 0$, there exist $\lim_{j \to \infty} \|\hat{e}_j\|_\lambda = 0$. And for any tolerance of the tracking error satisfies $\beta' = \phi_k (t)$, and $\beta'$ is a nonlinear smooth function. Then choosing a proper parameters $\phi_k (t)$ satisfies the Lemma 2: $\forall j \geq M, \exists \sup_{n \in [0,T]} \|e_j\|_\lambda \leq \beta'$.
4. Simulation Results

In order to demonstrate the advantages of the presented strategy of novel ILC, an accomplished comparable investigation is proposed between the novel ILC method and feed-forward type high-order ILC algorithm. Considering the two-degree-of-freedom manipulator of robot described by:

\[ N(\theta) \dot{\theta} + D(\theta_j, \dot{\theta}_j) \ddot{\theta}_j + g(\theta_j) + F(\theta_j, t) = v_j, \text{ } (j=1,2,3,...) \]  

(18)

\[ \dot{x}_{ij} = x_{2j} \]
\[ \dot{x}_{2j} = N^{-1}(\theta_j) \left[ v_j - D(\theta_j, \dot{\theta}_j) + g(\theta_j) - F(\theta_j, t) \right] \]
\[ = N^{-1}(x_{ij}) \left[ v_j - D(x_{i1}, x_{2j}), x_{20} - g(x_{ij}) - F(x_{i1}, x_{2j}) \right] \]

(19)

Letting \( x_j = \begin{bmatrix} x_{i1} & x_{2j} \end{bmatrix}^T \), \( v_j = x_j \), the equation (19) can be rewritten as follows:

\[ \dot{x}_j = \begin{bmatrix} x_{2j} \\ -N^{-1}(x_{ij}) \begin{bmatrix} D(x_{i1}, x_{2j}) + g(x_{ij}) \end{bmatrix} + 0 \\ -N^{-1}(x_{ij})F(x_{i1}, x_{2j}) \end{bmatrix} v_j \]
\[ v_j = x_j \]

(20)

Simulation examples are conducted on a robot manipulator. The matrix of the manipulator in the system can be defined as:

\[ N(\theta_j) = \begin{bmatrix} r_1 & r_2 \cos(\theta_{2j} - \theta_{1j}) \\ r_2 \cos(\theta_{2j} - \theta_{1j}) & r_3 \end{bmatrix} \]
\[ D(\theta_j, \dot{\theta}_j) = \begin{bmatrix} -r_2 \dot{\theta}_{2j} \sin(\theta_{2j} - \theta_{1j}) \\ -r_2 \dot{\theta}_{2j} \sin(\theta_{2j} - \theta_{1j}) \end{bmatrix} \]

(21)

where \( r_1 = 8.325 \text{kg} \cdot \text{m}^2 \), \( r_2 = 4.281 \text{kg} \cdot \text{m}^2 \), \( r_3 = 5.005 \text{kg} \cdot \text{m}^2 \), and they are positive constants. The desired output is \( x = \begin{bmatrix} 3.40 & 2.50 & 0.28 & 2.66 \end{bmatrix}^T \), and the value of disturbance vector is: \( F(t) = \begin{bmatrix} \cos(6t) & \sin(6t) \end{bmatrix}^T \) and the initial value of state vector is \( x(0) = \begin{bmatrix} 0 & 2.50 & 0.28 & 2.66 \end{bmatrix}^T \).

In this study, the feed-forward iterative learning control algorithm with the variable forgetting factor is described as follows:

\[ v_{j+1}(t) = v_j(t) + \sum_{k=1}^{N} \phi_k(t) e_m(t) + \sum_{k=1}^{N} e_{m+1}(t) \]

(22)

where \( m = j - k + 1 \).

And the feed-forward iterative learning control algorithm without forgetting factor is described as follows:

\[ v_{j+1}(t) = cv_j(t) + (1 - v) v_j(t) + \sum_{k=1}^{N} \phi_k(t) e_m(t) + \sum_{k=1}^{N} e_{m+1}(t) \]

(23)

where \( \theta_j \in \mathbb{R}^m \) is the state vector, \( N(\theta_j) \in \mathbb{R}^{m \times m} \) is the inertia matrix, \( D(\theta_j, \dot{\theta}_j) \in \mathbb{R}^m \) is the Centripetal and Coriolis term, \( g(\theta_j) \in \mathbb{R}^m \) is the Gravitational vector, \( F(\theta_j, t) \in \mathbb{R}^m \) is time-varying disturbance vector, \( v_j \in \mathbb{R}^m \) is the control input. Since \( x_1 = \theta_j \) and \( x_2 = \dot{x}_j = \dot{\theta}_j \), the equation (18) is simplified as follows:

\[ \dot{x}_{ij} = 2x_{ij} + \ldots + 2 x_{ij} + \ldots + 2 \]

where \( \alpha_j \in \mathbb{R}^m \) is the state vector, \( N(\alpha_j) \in \mathbb{R}^{m \times m} \) is the inertia matrix, \( D(\alpha_j, \dot{\alpha}_j) \in \mathbb{R}^m \) is the Centripetal and Coriolis term, \( g(\alpha_j) \in \mathbb{R}^m \) is the Gravitational vector, \( F(\alpha_j, t) \in \mathbb{R}^m \) is time-varying disturbance vector, \( v_j \in \mathbb{R}^m \) is the control input. Since \( x_1 = \alpha_j \) and \( x_2 = \dot{x}_j = \dot{\alpha}_j \), the equation (18) is simplified as follows:

\[ \dot{x}_{ij} = \begin{bmatrix} x_{2j} \\ -N^{-1}(x_{ij}) \begin{bmatrix} D(x_{i1}, x_{2j}) + g(x_{ij}) \end{bmatrix} + 0 \\ -N^{-1}(x_{ij})F(x_{i1}, x_{2j}) \end{bmatrix} v_j \]
\[ v_j = x_j \]

(20)

According to Lemma 1 and Lemma 2, the parameters values in this research are described as follows \( c_{\min} = 0.07 \), \( \gamma = 6 \),
\[ v_0 = \begin{bmatrix} 0.15 & 0.15 \end{bmatrix}^T, \phi_1 = \begin{bmatrix} 0.35 & 0 \end{bmatrix}, \phi_2 = \begin{bmatrix} 0.35 & 0 \end{bmatrix}, \beta = 2.1 \]

Based on the Lemma 1 and Lemma 2, one has:

The first intelligent controller without forgetting factor can be designed as:

\[ \alpha = \sum_{k=1}^{N} \alpha_k \sum_{k=1}^{N} q_k + \left( a_{\beta} + a_{\beta a_{\beta}} \right) \frac{a_{\beta} Z(\lambda^{-1})}{1 - \hat{c} Z(\lambda^{-1})} = 0.80 < 1 \]

(24)

The second intelligent controller with forgetting factor can be designed as:

\[ \alpha = \sum_{k=1}^{N} \alpha_k \sum_{k=1}^{N} q_k (1 - c) + \left( a_{\beta} + a_{\beta a_{\beta}} \right) \frac{a_{\beta} Z(\lambda^{-1})}{1 - \hat{c} Z(\lambda^{-1})} \]

(25)

where \( 0.75 < 1 \)

Therefore, for any system error tolerance \( e^* \), the following
inequality holds: \( \sup_{t \in [0,T]} \| e(t) \|_d \leq \varepsilon^* \).

Figure 1. Desired and actual position trajectories without forgetting factor.
Figure 2. Desired and actual position trajectories with forgetting factor.
Figure 3. Max absolute values of the tracking error.
Figure 4. Tracking error in the last iteration.
As shown in Figure 1, there is a little larger amplitude of control input in the ILC algorithm without forgetting factor. From Figure 2, we can see that a better tracking performance can be obtained using the high-order feed-forward ILC algorithm with forgetting factor, even in the conditions of uncertainty and non-repetitive disturbance from iteration to iteration. That is attributed to the forgetting factor $c$, which can weaken the disturbance. But for the feed-forward ILC algorithm without forgetting factor, there are large stable tracking errors.

Figure 3 shows the absolute maximum tracking error from iteration to iteration, although the error curve is not perfectly smooth due to the presence of uncertainty and disturbance. From this figure, we can see that the ILC algorithm with forgetting factor can obtain a very fast convergent rate and very small and monotonic decreased tracking errors. But for the feed-forward ILC algorithm without forgetting factor, although high-order controller is used, the tracking errors were unsatisfactory and more iterations were needed to obtain a relatively acceptable tracking performance. We can see that the tracking errors are still relatively large compared with approach 1. It demonstrated that the forgetting factor is more useful in terms of reducing tracking error and speeding up the convergence.

Figure 4 show the error tracking performance in the last iteration for the two methods. In the last iteration, the maximum position errors of $\theta_1$ and $\theta_2$ were about near zero by using the proposed ILC algorithm with a variable forgetting factor. It should be noted that, while the position and errors tracking performance was improved from iteration to iteration, the control input required to drive the system were nearly the same from iteration to iteration, after the first few iterations. It can be seen from Figures 1 and 2, especially from the 15th iteration onwards to the 30th iteration.

5. Conclusion

This paper addresses the ILC with variable forgetting factor problem for a class of robot manipulator system with time-varying disturbances and unknown uncertain. By introducing the variable forgetting factor, the convergent influence of the system caused by state disturbances is weakened. The update law exploits both predictive and current learning terms to enhance stability characteristics and drives the inputs, states, and outputs to their desired ones within bounds. The simulation results show that the system has excellent trajectory tracking effect. The future work aims to apply the proposed algorithm to actual robot control.
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