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Abstract—Existing graph clustering networks heavily rely on a predefined yet fixed graph, which can lead to failures when the initial graph fails to accurately capture the data topology structure of the embedding space. In order to address this issue, we propose a novel clustering network called Embedding-Induced Graph Refinement Clustering Network (EGRC-Net), which effectively utilizes the learned embedding to adaptively refine the initial graph and enhance the clustering performance. To begin, we leverage both semantic and topological information by employing a vanilla auto-encoder and a graph convolution network, respectively, to learn a latent feature representation. Subsequently, we utilize the local geometric structure within the feature embedding space to construct an adjacency matrix for the graph. This adjacency matrix is dynamically fused with the initial one using our proposed fusion architecture. To train the network in an unsupervised manner, we minimize the Jeffreys divergence between multiple derived distributions. Additionally, we introduce an improved approximate personalized propagation of neural predictions to replace the standard graph convolution network, enabling EGRC-Net to scale effectively. Through extensive experiments conducted on nine widely-used benchmark datasets, we demonstrate that our proposed methods consistently outperform several state-of-the-art approaches. Notably, EGRC-Net achieves an improvement of more than 11.99% in Adjusted Rand Index (ARI) over the best baseline on the DBLP dataset. Furthermore, our scalable approach exhibits a 10.73% gain in ARI while reducing memory usage by 33.73% and decreasing running time by 19.71%. The code for EGRC-Net will be made publicly available at https://github.com/ZhihaoPENG-CityU/EGRC-Net.

Index Terms—Geometric structure information, graph refinement, improved approximate personalized propagation of neural predictions, Jeffreys divergence.

I. INTRODUCTION

CLUSTERING is a typical yet challenging machine learning topic with a series of real-world applications, including object detection [1], [2], [3], [4], [5], social network analysis [6], [7], [8], [9], and face recognition [10], [11], [12], [13]. Clustering aims to partition data into different groups based on their intrinsic patterns, such that similar samples are clustered together while dissimilar samples are separated from each other. Due to the powerful embedding learning capability of the convolutional neural network, deep embedding clustering has been widely studied in recent decades. For example, Hinton and Salakhutdinov [14] proposed a deep auto-encoder network (DAE) to focus on the node attribute information for clustering assignments. Xie et al. [15] jointly learned feature representations and clustering assignments to present the deep embedded clustering network (DEC). Guo et al. [16] improved DEC via a reconstruction loss.

Although these DAE-based networks have shown impressive embedding learning capability, they neglect the topology structure information of the input, limiting the clustering performance. To this end, the graph convolution network (GCN) is utilized to conduct the deep embedding clustering by propagating spatial relations with the representations of its neighbors, namely the graph clustering network. For example, Kipf and Welling [17] proposed the graph auto-encoder to learn the graph structure feature. Pan et al. [22] injected an adversarial regularizer into the GCN framework. Zhang et al. [23] used a relaxed K-means [24] to improve the representation learning capability of the GCN-based clustering method. Recently, numerous works have combined DAE and GCN to simultaneously consider node attribute and topology structure information, achieving significant improvement in clustering performance. For instance, Bo et al. [19] integrated the DAE and GCN features via the structural deep clustering network. Peng et al. [20] employed two feature fusion modules to merge the DAE and GCN features. He et al. [21] conducted the feature fusion and graph reconstruction layer by layer. Nevertheless, all these GCN-based graph clustering networks adopt a predefined graph as a fixed input and may fail to correctly distinguish the samples if the initial graph cannot truly and precisely reflect their topology structures on the embedding space, which is referred to as the fixed graph issue. Thus, it is expected that the clustering performance can be boosted by performing graph refinement based on the guidance from the learned embedding representation.

In this paper, we propose a novel embedding-induced graph refinement clustering network (EGRC-Net) framework to adaptively use the learned embedding for evolving the initial graph, aiming to boost the embedding learning capability of the graph clustering network. Specifically, we first use
the vanilla DAE and GCN modules to conduct embedding learning. Subsequently, we explore the local geometric structure information on the embedding space to construct an adjacency matrix. Then, we utilize multilayer perceptron layers and a series of normalization terms to dynamically fuse the constructed graph with the initial one, seeking to preserve the intrinsic semantic structure information. Finally, we minimize the Jeffreys divergence of multiple derived distributions in an unsupervised manner to jointly conduct embedding learning and graph refinement.

Furthermore, we advance EGRC-Net in a scalable manner to handle the practical large-graph problem [23], [25], [26]. Specifically, the weak scalability of EGRC-Net ascribes to the utilization of GCN, since the explicit message-passing of GCN leads to an expensive neighborhood expansion [27]. Thus, we utilize the approximate personalized propagation of neural predictions (APPNP) [28] instead of multi-layer graph convolution to complete the transmission and aggregation of node information on the graph. However, it is still required to predefine a heuristic threshold that determines the teleport probability. Besides, the predefined value also limits its availability since, in real-world clustering tasks, there is little guideline to set a suitable threshold. Thus, we empirically initialize the threshold using a random generator to sample from a uniform distribution on the interval \([0,1]\) and learn that variable during the network training. To this end, we can achieve information propagation by using the personalized PageRank with a learned threshold value without relying on a predefined heuristic value, namely improved APPNP (IAPPNP). In this way, we obtain the scalable EGRC-Net.

In summary, the contributions of our work are as follows:

- We handle the fixed graph issue by dynamically fusing an embedding-induced graph with the initial one, aiming to preserve the intrinsic semantic structure information.
- We design a unified learning framework by minimizing the Jeffreys divergence of multiple derived distributions to jointly conduct embedding learning and graph refinement, mutually benefiting both components.
- We investigate the scalability of the proposed method by utilizing an improved approximate personalized propagation of neural predictions instead of multi-layer graph convolution to complete the transmission and aggregation of node information on the graph.
- Extensive experiments on nine commonly used benchmark datasets demonstrate that the proposed methods consistently outperform several state-of-the-art approaches. In particular, as shown in Figure 1, EGRC-Net improves the ARI by more than 11.99% over the best baseline on DBLP, and the scalable one has a 10.73% gain in ARI while saving 33.73% in memory and 19.71% in running time.

The rest of this paper is organized as follows. We briefly review the related works in Section II and introduce the proposed network in Section III. Afterward, we give the experimental results and analyses in Section IV and conclude this paper in Section V.

Throughout this paper, matrices are denoted by bold upper case letters, vectors by bold lower case letters, and scalars by italic lower case letters, respectively. Given a matrix \(B \in \mathbb{R}^{m \times n}\), \(\|B\|_F\) denotes the Frobenius norm of \(B\), i.e., \(\|B\|_F = \sqrt{\sum_{i=1}^{m}\sum_{j=1}^{n}|b_{i,j}|^2}\). Let \(X \in \mathbb{R}^{n \times d}\) be the raw data, \(A \in \mathbb{R}^{n \times n}\) the adjacency matrix of the graph, we summarize the main notations in Table I.

### II. RELATED WORK

#### A. DAE-Based Clustering Methods

Due to the powerful expression ability of the convolutional neural network (CNN), many deep embedding clustering methods have been proposed and achieved impressive performance in practical applications [10], [15], [16], [29], [30], [31]. For example, Hinton and Salakhutdinov [14] adopted a series of CNNs and a reconstruction loss to build a vanilla...
DAE, which can be formulated as

$$\min_{\hat{H}} \left\| X - \hat{X} \right\|_F^2 \quad \text{s.t.} \quad H_0 = X, \quad \hat{H}_t = \hat{V}_t,$$

where $\hat{X} \in \mathbb{R}^{n \times d}$, $H_t = \phi(W^t H_{t-1} + b^t) \in \mathbb{R}^{n \times d}$, and $\hat{H}_t = \phi(W^t \hat{H}_{t-1} + b^t) \in \mathbb{R}^{n \times d}$, indicate the reconstructed data, the $i$-th encoder and decoder outputs, respectively. $W^t$ and $b^t$, $\hat{W}^t$ and $\hat{b}^t$, $\phi()$, and $\| \cdot \|_F$ indicate the network weight and bias of the $i$-th encoder layer, those of the $i$-th decoder layer, the ReLU activation function, and the Frobenius norm, respectively. Xie et al. [15] designed DEC to improve the DAE framework by learning the embedding and clustering assignments in a joint optimization fashion. Guo et al. [16] introduced a reconstruction loss into the DAE framework to encourage local structure preservation, namely improved deep embedded clustering (IDEC). However, DAE is designed to deal with the grid-wise features of Euclidean space, failing to handle the complex topological data, i.e., non-Euclidean data, in real-world cases.

### B. GCN-Based Clustering Methods

GCN integrates the vertex and its neighbors to determine a graph convolution in a spatial-based feature fusion manner, i.e.,

$$Z_i = \text{LReLU}(D^{-\frac{1}{2}}(A + I)D^{-\frac{1}{2}}Z_{i-1} W_i),$$

where $Z_{i-1} \in \mathbb{R}^{n \times d_{i-1}}$, $Z_i \in \mathbb{R}^{n \times d_i}$, LReLU, $D \in \mathbb{R}^{n \times n}$, and $W_i$ indicate the $i$-th GCN layer input, the $i$-th GCN layer output, the Leaky ReLU activation function [32], the degree matrix, and the learnable weight matrix, respectively. $Z'_i = X$. In the recent decade, GCN has rapidly developed in deep graph clustering, crediting from its efficiency, simplicity, and generality [17], [33], [34], [35], [36], [37], [38], [39]. For instance, Kipf and Welling [17] built the graph auto-encoder (GAE) and variational graph auto-encoder (VGAE) based on the variational architecture to learn the graph structure feature via a reconstruction constraint for graph structure preservation. Pan et al. [22] presented the adversarially regularized graph auto-encoder (ARGA) to enhance the learning ability of the network by injecting an adversarial regularizer into the GAE framework. Wang et al. [18] improved GAE by introducing the graph attention network model [40] into its network architecture to encode the topological structure and node content, called deep attentional embedded graph clustering (DAEGC). Salha et al. [41] designed a general framework (FastGAE) to scale graph AE and VAE to large graphs. Mrabah et al. [42] presented a series of rethinking graph auto-encoder models (e.g., R-GMM-VGAE (RG-VGAE)) to consider the feature randomness and feature drift. Salha-Galvan et al. [43] designed modularity-aware graph autoencoders (MA-GAE) to consider both the initial graph structure and modularity-based prior communities. Zhang et al. [23] developed an embedding graph auto-encoder (EGAE) to use a relaxed K-means [24] to alternatively update GAE by gradient descent and perform clustering on inner-product distance space.

### C. DAE and GCN Combination-Based Methods

Recently, numerous works have combined DAE and GCN to achieve clustering [19], [20], [21], [44], [45]. For example, Bo et al. [19] integrated the node attribute and topology information based on the DEC framework to design the structural deep clustering network (SDCN). Peng et al. [20] utilized two attention-based feature fusion modules to merge the DAE and GCN features, namely attention-driven graph clustering network (AGCN). He et al. [21] conducted the DAE and GCN feature fusion and the graph construction in each layer to improve the representation ability. Although these approaches have obtained remarkable improvements, they heavily rely on a predefined graph and may fail if the fixed graph cannot well reflect the intrinsic semantic structures on the embedding space. To this end, we propose a novel graph clustering network framework EGRC-Net that adaptively uses the learned embedding to evolve the initial graph.

#### D. Approximate Personalized Propagation of Neural Predictions (APPNPs)

Personalized propagation of neural predictions (PPNP) is constructed by using the propagation scheme based on the relationship between GCN and personalized PageRank [27], [28], [46], [47], [48]. Let $E_0 = f(XW_0)$ be the mapped embedding with the learned weight $W_0$, $I \in \mathbb{R}^{n \times n}$ the identity matrix, $\rho$ the predefined heuristic threshold, then the output of PPNP is $E = \text{Softmax}(\rho(I - (1 - \rho)A)^{-1}E_0)$. In practice, to avoid the matrix inversion, Gasteiger et al. [28] designed APPNP to approximate PPNP in a power iteration manner, i.e.,

$$E_t = \text{Softmax}((I - \rho)AE_{t-1} + \rho E_0),$$

where $\tau$ is the number of power iteration steps. Notably, for GCN, the $l$-th feature $Z_l$ could be formulated as $(\ldots \text{LReLU}(D^{-\frac{1}{2}}(A + I)D^{-\frac{1}{2}}XW_0) \ldots W_{l-1}),$ where network parameters increase as the number of network layers increases. Differently, APPNP separates the mapping and propagation phases and utilizes the personalized PageRank to conduct messaging propagation, resulting in fewer parameters (only $W_0$) and less training time. Although APPNP-based clustering approaches have significantly improved scalability, most of them have to pre-specify a heuristic threshold to determine the teleport probability, and few models focus on adaptively learning a suitable threshold to promote the representative capability in clustering tasks. Thus, we propose a simple yet effective strategy to initialize the threshold and learn it during the network training, namely IAPPNP. In this way, we utilize the IAPPNP modules to develop the scalable EGRC-Net. The framework comparison of typical deep embedding clustering approaches and our methods is illustrated in Figure 2.

### III. Proposed Methods

In this section, we first present a novel embedding-induced graph refinement clustering network (EGRC-Net) framework, as shown in Figure 3. It mainly consists of the embedding learning module (Section III-A) and the graph refinement architecture (Section III-B). Then, we employ the Jeffreys
For embedding learning, we first utilize the vanilla DAE technique, a learnable weight matrix $W_i$ and the Softmax function to learn the corresponding weights of multi-scale features from different GCN layers. The formulation is as follows, $u_i = \ell_2(\text{Softmax}(LReLU([Z_i, [Z_{i+1}] W_S])))$, where $u_i$ is the $i$-th element of $U$ and $i = 4$ in the experiments. Notably, we use a weighted concatenation form to conduct feature fusion because the outputs of different GCN layers have different dimensions. In addition, we use the Laplacian smoothing technique, a learnable weight matrix $W_z$, and the Softmax function to learn the final embedding, i.e.,

$$Z'_i = \left( u_i \mathbf{1}_i \right) \odot H_i + \left( m_{i,1} \mathbf{1}_i \right) \odot Z_i,$$

where $\odot$ and $\mathbf{1}_i$ denote the Hadamard product of matrices and the all ones vector, respectively. Moreover, we aggregate the outputs of different GCN layers for fully utilizing the off-the-shelf information, where the weighted fusion process can be formulated as

$$Z' = \left( u_1 \mathbf{1}_1 \right) \odot Z_1 \cdots \left( u_{i+1} \mathbf{1}_{i+1} \right) \odot Z_{i+1},$$

where we utilize the same weight learning strategy with a learnable weight matrix $W_S$ to learn the corresponding weights of multi-scale features from different GCN layers.

**B. Graph Refinement**

The adjacency matrix $A$ is crucial in GCN-based graph clustering. However, earlier works heavily relied on the adjacency matrix of a predefined graph and may fail if that fixed graph cannot well reflect the intrinsic semantic structure of the embedding space. Such a phenomenon inspires us to propose a novel graph clustering network that adaptively refines the graph rather than relies on the fixed one.

For graph refinement, we construct a local neighborhood graph to approximate the manifold construction in the embedding space, preserving the local geometry of neighborhoods. Specifically, we first employ the extracted feature representation $Z_o$ and its similarity matrix $S_o = \left( Z_o^T Z_o \right) / \left( \|Z_o\|_F \|Z_o^T\|_F \right)$ to construct a graph $G$ with its element

$$g_{ij} = \begin{cases} s_{ij} & \text{if } s_{ij} = \max \left( S_i \right), \\ 0 & \text{otherwise}, \end{cases}$$

s.t. $S = S_o - \text{diag} \left( S_o \right), \tag{8}$

where $s_{ij}$ is the $(i, j)$-th element of $S$, $\max \left( S_i \right)$ is the maximum value of $S$ in the $i$-th row, $\text{diag} \left( S_o \right)$ is a diagonal matrix containing the elements of the column vector of the main diagonal elements of $S_o$. Here, we use cosine similarity...
because it is not affected by the absolute magnitude of the node vector, which is important to indicate the similarity of the feature representation. Such a graph construction way exclusively focuses on the nearest neighbor of samples, which is expected to be the most reliable information. Then, since a graph neural network can propagate information more reliably when self-loops are considered [49], we apply the self-loop operation to normalize $G$, and then symmetrize it, i.e.,

$$g_{i,j} = g_{j,i} = \begin{cases} \max\{g_{i,j}, g_{j,i}\} & \text{if } i \neq j, \\ 1 & \text{if } i == j, \end{cases}$$

(9)

where $\max\{g_{i,j}, g_{j,i}\}$ denotes the maximum value among $g_{i,j}$ and $g_{j,i}$, and we can obtain the adjacency matrix $A_i = D^{-1}_i G$ with its degree matrix $D_i$. Then, we build a multilayer perceptron layer parametrized by a weight matrix $W^A \in \mathbb{R}^{2n \times 2}$ to capture the relationship among the adjacency matrix $A$ of the initial graph and the constructed adjacency matrix $A_i$ with a normalization operation, which can be formulated as

$$V = [v_i, v] = \ell_2 \left( \text{Softmax} \left( L\text{ReLU} \left( [A_i, A] W^A \right) \right) \right),$$

(10)

where $V \in \mathbb{R}^{n \times 2}$ is the weight coefficient matrix with entries being greater than 0, $v_i$ and $v$ are the weight vectors for measuring the importance of $A_i$ and $A$, respectively. Thus, we can fuse $A_i$ and $A$ in an adaptive fusion manner as

$$A_f = (v_i 1) \odot A_i + (v 1) \odot A,$$

(11)

where $1 \in \mathbb{R}^{1 \times n}$ denotes the vector of all ones. Finally, we iteratively perform graph refinement to boost the adjacency matrix of the graph, promoting graph embedding learning. In each iteration, only the nearest neighbor connection information is added to the graph fusion process. In addition, as the number of iterations increases, more information is incorporated into the adjacency matrix. The adjacency matrix is updated every $i_p$ epoch, with $i_p = 10$ being used empirically. More experiments and analyses are given in Section IV-F. 2.

C. Clustering Optimization

Since clustering is an unsupervised task, we have designed a practical end-to-end optimization method to train the network in a unified optimization manner. We start by calculating the similarity between an embedding $h_i$ and its centroid $\mu_j$ using the Student’s t-distribution function [50], [51]. This yields a similarity that can be represented as a probability distribution $Q$ and we can formulate its $(i, j)$-th element as

$$q_{i,j} = \frac{(1 + \|h_i - \mu_j\|^2/\alpha)^{-\frac{\gamma_{1}}{2}}}{\sum_{j'}(1 + \|h_i - \mu_{j'}\|^2/\alpha)^{-\frac{\gamma_{1}}{2}}},$$

(12)

where $H = H^T = [h_1, \ldots, h_n]^T$, $\mu_j$ is obtained with K-means [24] based on the feature $h_i$, and $\alpha$ is set to 1. Then, we derive an auxiliary distribution from the element of $Z_{t_{i}}$ (i.e., $z_{i,j}$) following [15], i.e.,

$$p_{i,j} = \frac{z_{i,j}^2}{\sum_{j'} z_{i,j}^2/ \sum_{i} z_{i,j}'},$$

(13)

where $1 \geq p_{i,j} \geq 0$ is the element of the auxiliary distribution $P$. Finally, to achieve the consistent alignment of multiple derived distributions, we minimize the Jeffreys divergence between $Q$, $Z_{t}$, and $P$. By combining with Eq. (1), the loss function of our method can be written as

$$\min Z_{t} \left\| X - \hat{X} \right\|^2_F + \lambda_1 \sum_{i} \sum_{j} \left( p_{i,j} \log \frac{p_{i,j}}{z_{i,j}} + z_{i,j} \log \frac{z_{i,j}}{p_{i,j}} \right) + \lambda_2 \sum_{i} \sum_{j} \left( p_{i,j} \log \frac{p_{i,j}}{Q_{i,j}} + q_{i,j} \log \frac{q_{i,j}}{p_{i,j}} \right) + \lambda_3 \sum_{i} \sum_{j} \left( z_{i,j} \log \frac{z_{i,j}}{Q_{i,j}} + q_{i,j} \log \frac{q_{i,j}}{z_{i,j}} \right),$$

(14)

where $\lambda_1$, $\lambda_2$, $\lambda_3 > 0$ are the trade-off parameters. When the network training is well accomplished, $Z_{t}$ can directly indicate the clustering assignments as

$$y_t = \arg \max_j z_{i,j}$$

s.t. $j = 1, \ldots, \kappa,$

(15)

where $y_t$ is the inferred prediction with respect to (w.r.t.) the data $x_t$. The training process of our method EGRC-Net is summarized in Alg. 1.

D. Scalable EGRC-Net

We further develop EGRC-Net in a scalable manner to explore its scalability to handle the practical large-graph problem [23], [25], [26]. It is well known that the scalability of GCN-based clustering methods has been limited due to the utilization of GCN since its explicit message-passing leads to an expensive neighborhood expansion [27]. Thus, we early utilize the approximate personalized propagation of neural predictions (APPNP) [28] instead of multi-layer graph convolution to complete the transmission and aggregation of node information on the graph. However, we observe that APPNP requires pre-specifying a heuristic threshold that determines the teleport probability. Besides, its value limits its availability in real-world applications since there is a little guideline to set a suitable threshold in clustering tasks. To this end, we empirically use a random number generator to sample from a uniform distribution on the interval [0, 1]. Then, we set it as trainable and calculate its gradient with the backpropagation. Afterward, we can achieve the information propagation by using the personalized PageRank with a learned teleport probability value rather than relying on predefined heuristic thresholds. By imposing the designed IAPPNP module, the graph embedding learning of the scalable EGRC-Net formulation can be written as

$$Z_{t_{i}} = E_{t_{i}} \quad s.t. \quad t = 1, \ldots, \tau,$$

$$E_{t} = \text{Softmax} \left( (1 - \Theta) E_0 + \Theta AE_{t-1} \right),$$

(16)

where $Z_{t_{i}}$ is the final output of IAPPNP, $\Theta$ is the learned threshold, $E_0$ is the linear mapping of $X$ via MLP. We uniformly set $\tau = 1$ here, and more specific analyses are given in Section IV-J.


Algorithm 1 Training Process of the Proposed EGRC-Net

\textbf{Input}: Input data $X$, Adjacency matrix $A$; Parameters $\lambda_1, \lambda_2, \lambda_3$; Cluster number $\kappa$;

\textbf{Output}: Clustering assignments $y$;

1: Let $t_{\text{iter}} = 1$, $t_{\text{all}} = 200$, $t_p = 10$;
2: Initialize the parameters of DAE;
3: while $t_{\text{iter}} < t_{\text{all}}$ do
4: Calculate the matrix $H$ by Eq. (1);
5: Calculate the matrix $Z_\alpha$ by Eq. (7);
6: if $t_{\text{iter}} \% t_p == 0$ then
7: Update the adjacency matrix $A$ by Eq. (11);
8: end if
9: Calculate the distribution $Q$ by Eq. (12);
10: Calculate the distribution $P$ by Eq. (13);
11: Calculate the overall loss function by Eq. (14);
12: Initialize the parameter gradient of the network to zero; perform the backpropagation; update all parameters of the network;
13: $t_{\text{iter}} = t_{\text{iter}} + 1$;
14: end while
15: Obtain the final clustering assignments $y$ by Eq. (15);

\section{E. Computational Complexity}

For DAE, the computational complexity is $O(n \sum_{i=2}^{l} d_{i-1} d_i)$; for GCN, the computational complexity is $O(|\mathcal{E}| \sum_{i=2}^{l} d_{i-1} d_i)$ corresponding to [52], where $|\mathcal{E}|$ is the number of edges; for IAPPNP, the computational complexity is $O(|\mathcal{E}| d \kappa)$; for Eq. (12), the computational complexity is $O(n \kappa + n \log n)$ corresponding to [15]; for the MLP modules, the computational complexity is $O(\sum_{i=1}^{l-1} (d_i) + (\sum_{i=1}^{l+1} d_{i}) (l + 1))$; for the graph refinement module, the computational complexity is $n$. Thus, the total computational complexity of EGRC-Net in one iteration is $O(n \sum_{i=2}^{l} d_{i-1} d_i + |\mathcal{E}| \sum_{i=2}^{l} d_{i-1} d_i + n \kappa + n \log n + \sum_{i=1}^{l+1} d_i + l \sum_{i=1}^{l+1} d_i + n)$, while that of the scalable one is $O(n \sum_{i=2}^{l} d_{i-1} d_i + |\mathcal{E}| d \kappa + n \kappa + n \log n + \sum_{i=1}^{l+1} d_i + l \sum_{i=1}^{l+1} d_i + n)$.

\section{IV. Experiments}

In this section, we first present the used benchmark datasets (Section IV-A), the compared methods (Section IV-B), the evaluation metrics (Section IV-C), and the network implementation details (Section IV-D). Then, we conduct quantitative experiments and analyses (Section IV-E) to evaluate the effectiveness of our method EGRC-Net. Furthermore, we investigate EGRC-Net by conducting parameters analyses (Section IV-F), model stability analysis (Section IV-G), ablation studies (Section IV-H), and visual comparisons in Section IV-I. Finally, we compare our methods and the state-of-the-art approaches w.r.t. running time and network parameters (Section IV-K).

\subsection{A. Datasets}

We conducted the comparisons on nine commonly used datasets, including USPS [53], STL10 [54], ImageNet-10 [55], HHAR [56], REUT [57], ACM\textsuperscript{1}, CITE\textsuperscript{2}, DBLP\textsuperscript{3}, and PubMed [58], which are summarized in Table II. Particularly, We adopt ResNet34 [59] to preprocess STL10 and ImageNet-10, where its output dimension of the fully-connected classification layer is set to 512. The corresponding details are provided as follows.

- **USPS**. The USPS dataset is the earliest version of USPS, which has ten classes, labeled ‘0’ to ‘9’. It comprises 9,298 handwritten digit images, all of which have been standardized to a uniform size $16 \times 16$.

- **STL10**. The STL10 dataset is an image dataset derived from ImageNet and popularly used to evaluate algorithms of unsupervised feature learning. It contains 13,000 labeled images from 10 object classes (such as birds, cats, trucks).

- **ImageNet-10**. The ImageNet-10 dataset is a small-scale subset of the ImageNet database, containing 13,000 labeled images from 10 object classes. Although significantly smaller, it retains the structure and diversity of the original ImageNet dataset.

- **HHAR**. The HHAR dataset encompasses 10,299 sensor readings collected from smartphones and smartwatches. These readings have been divided into six categories that correspond to different human activities, including biking, sitting, standing, walking, stair up, and stair down.

- **REUT**. The REUT dataset comprises a compilation of English news articles, organized into categorical labels. Due to scalability limitations of certain algorithms with the full Reuters (REUT) dataset (685,071 samples), we employ a widely used smaller version (10,000 samples) of the REUT dataset for comparison purposes [15].

- **ACM**. The ACM dataset is a network of scholarly papers sourced from the ACM digital library, where two papers are linked with an edge if they share a common author. The features of the papers were derived from keywords associated with the KDD, SIGMOD, SIGCOMM, and MobiCOMM conferences, and were categorized into three classes based on their research area: database, wireless communication, and data mining.

\begin{table}[h]
\centering
\caption{Summary of the Used Datasets}
\begin{tabular}{|c|c|c|c|c|}
\hline
Dataset & Type & Samples & Dimension & Classes & Edges \\
\hline
USPS & Image & 9298 & 256 & 10 & 27894 \\
STL10 & Image & 13000 & 512 & 10 & 39000 \\
ImageNet-10 & Image & 13000 & 512 & 10 & 39000 \\
HHAR & Record & 8000 & 561 & 6 & 30971 \\
REUT & Text & 10000 & 2000 & 4 & 30000 \\
ACM & Graph & 3025 & 1870 & 5 & 13125 \\
CITE & Graph & 3327 & 3703 & 6 & 4532 \\
DBLP & Graph & 4067 & 334 & 4 & 3528 \\
PubMed & Graph & 19717 & 500 & 3 & 44324 \\
\hline
\end{tabular}
\end{table}

\footnotetext[1]{http://dl.acm.org}
\footnotetext[2]{http://CiteSeerx.ist.psu.edu/}
\footnotetext[3]{https://dblp.uni-trier.de}
• **CITE.** The CITE dataset is a network of citations comprised of sparse bag-of-words feature vectors for each document and a collection of citation links between documents. The labels for the documents are organized into six distinct research areas: agents, artificial intelligence, database, information retrieval, machine language, and human-computer interaction.

• **DBLP.** The DBLP dataset is a network of authors sourced from the DBLP computer science bibliography, where two authors are linked with an edge if they have a co-author relationship. The author’s features are represented as elements in a bag-of-words, constructed from keywords, and the authors are divided into four research areas: database, data mining, machine learning, and information retrieval. The authors are labeled based on the conference they have submitted to.

• **PubMed.** The PubMed dataset comprises 19,717 scientific publications related to diabetes, classified into one of three categories, sourced from the PubMed database. The citation network within the dataset includes 44,324 links. Each publication is represented by a Term Frequency/Inverse Document Frequency weighted word vector, derived from a dictionary of 500 unique words.

### B. Compared Methods

The compared methods include K-means [24], three DAE-based clustering methods (DAE [14], DEC [15], and IDEC [16]), eight GCN-based clustering methods (GAE [17], VGAE [17], ARGA [22], DAEGC [18], FastGAE [41], RG-VGAE [42], MA-GAE [43], and EGAE [23]), as well as three DAE and GCN combination-based clustering methods (SDCN [19], AGCN [20], and AGCC [21]).

### C. Evaluation Metrics

The performance of the clustering was quantitatively evaluated using three commonly used metrics: adjusted rand index (ARI), accuracy (ACC), and normalized mutual information (NMI). The larger values of these metrics indicate a higher quality of clustering.

### D. Implementation Details

For fair comparisons, the dimensions of the vanilla DAE and GCN layers were set to 500-500-2000-10, as in previous studies [15], [19], [20], [21]. The DAE module was first pre-trained for 30 epochs using a learning rate of 0.001. The entire network was then fine-tuned with \( i_{all} = 200 \). The learning rate was set to 0.001 for the USPS, HHAR, ACM, DBLP, and PubMed datasets and 0.0001 for the REUT and CITE datasets. For the approaches FastGAE, RG-VGAE, MA-GAE, EGAE, and AGCC, we used their publicly available codes and parameter settings given by the original papers [21], [23], [41], [42], [43]. For other methods under comparison, we directly cited the results in [45]. The results were reported as the mean values and their corresponding standard deviations, obtained by repeating the experiments ten times, represented as mean ± std in the experimental results. The training was implemented using PyTorch on a GeForce RTX 2080 Ti, a GeForce RTX 3090, and a Quadro RTX 8000 GPU.

### E. Quantitative Results

Table III provides the quantitative comparisons of the proposed method EGRC-Net and fifteen compared approaches on nine benchmark datasets w.r.t. three metrics, where we can draw the following conclusions.

- EGRC-Net obtains the best experimental results in all metrics on nine benchmark datasets. For instance, in non-graph dataset USPS, our EGRC-Net enhances the ARI, ACC, and NMI metrics of the second-best approach AGCN [20] by 2.00%, 2.43%, and 1.30% respectively. In the graph dataset CITE, our EGRC-Net improves 4.53% over AGCN on ARI, 3.48% on ACC, and 4.23% on NMI.
- DAEGC [18] outperforms GAE [17] in almost all metrics on clustering performance, validating the effectiveness of exploiting an adaptive fusion mechanism. In this paper, we develop the embedding learning module and the graph refinement architecture in an adaptive fusion manner to flexibly explore the multiple off-the-shelf information, boosting graph clustering performance.
- AGCC [21] obtains the second-best results on the commonly used graph dataset DBLP; however, it suffers from the out-of-memory case on the larger graph PubMed. Differently, our method EGRC-Net can get the best results on PubMed at the cost of acceptable resource consumption. Such a phenomenon also emphasizes the importance of network scalability.
- EGRC-Net obtains a significant improvement on DBLP, e.g., we enhance the ARI, ACC, and NMI metrics of the best-compared approach AGCC [21] by 11.99%, 7.08%, and 10.49% respectively. The reason may be attributed to the fact that DBLP has low feature dimensions, i.e., little learnable information, meaning that sufficiently utilizing the available off-the-shelf embedding and graph information greatly improves the clustering performance.

### F. Parameters Analysis

1) **Analysis of Hyperparameters:** Our loss function (i.e., Eq. (14)) has three hyperparameters (\( \lambda_1, \lambda_2, \) and \( \lambda_3 \)) to balance the contributions of multiple loss terms. We conducted the parameter analysis in Figure 4, where we can find that \( \lambda_1 \) and \( \lambda_2 \) (w.r.t. the distribution \( P \)) should be larger than \( \lambda_3 \), reflecting the importance of \( P \) in guiding the network training. In addition, we observe that \( \lambda_1 \) (w.r.t. \( Z_{a_1} \)) should be larger than \( \lambda_2 \) because \( Z_{a_1} \) holds the node attribute and topology structure information by integrating the deep auto-encoder and graph convolution network features, resulting in a stronger guidance ability.

2) **Analysis of \( i_p \):** We investigated the effect of the epoch interval of graph refinement \( i_p \) on DBLP and ACM in Figure 5, where we have the following conclusions.

- Overmuch frequency of graph refinement (e.g., \( i_p = 1 \)) leads to high time cost and can lead to performance degradation. The possible reason is that the early training does not learn a useful embedding, and the subsequent graph refinement will cause the model to fall into a suboptimal solution.
### Table III

| DataSets | Metrics | DDr [18] | DRR [18] | DRRR [18] | GB [17] | RAG [18] | ARGA [32] | ARGC [32] |
|----------|---------|----------|----------|----------|---------|---------|---------|---------|
| UPS | APJ | 65.82±0.06 | 85.82±0.05 | 85.82±0.05 | 86.82±0.03 | 86.82±0.03 | 87.82±0.03 | 87.82±0.03 |
| ACC | 65.82±0.06 | 85.82±0.05 | 85.82±0.05 | 86.82±0.03 | 86.82±0.03 | 87.82±0.03 | 87.82±0.03 | 87.82±0.03 |
| NM | 85.82±0.05 | 85.82±0.05 | 85.82±0.05 | 86.82±0.03 | 86.82±0.03 | 87.82±0.03 | 87.82±0.03 | 87.82±0.03 |
| STL | 85.82±0.05 | 85.82±0.05 | 85.82±0.05 | 86.82±0.03 | 86.82±0.03 | 87.82±0.03 | 87.82±0.03 | 87.82±0.03 |
| ImageNet-10 | ACC | 65.82±0.06 | 85.82±0.05 | 85.82±0.05 | 86.82±0.03 | 86.82±0.03 | 87.82±0.03 | 87.82±0.03 | 87.82±0.03 |
| DRRR | 85.82±0.05 | 85.82±0.05 | 85.82±0.05 | 86.82±0.03 | 86.82±0.03 | 87.82±0.03 | 87.82±0.03 | 87.82±0.03 |
| DRR | 65.82±0.06 | 85.82±0.05 | 85.82±0.05 | 86.82±0.03 | 86.82±0.03 | 87.82±0.03 | 87.82±0.03 | 87.82±0.03 |
| ARGA | 85.82±0.05 | 85.82±0.05 | 85.82±0.05 | 86.82±0.03 | 86.82±0.03 | 87.82±0.03 | 87.82±0.03 | 87.82±0.03 |
| ARGC | 65.82±0.06 | 85.82±0.05 | 85.82±0.05 | 86.82±0.03 | 86.82±0.03 | 87.82±0.03 | 87.82±0.03 | 87.82±0.03 |

### G. Model Stability Analysis

We conducted experiments on REUT to verify the training stability of the proposed EGRC-Net model. The overall loss and accuracy values concerning different epochs are shown in Figure 6, where we first find that the loss function value gradually becomes stable after 150 iterations, where the proposed network can effectively converge within 200 iterations.

In addition, we plotted 2D t-distributed stochastic neighbor embedding (t-SNE) visualizations [60] of the learned embeddings w.r.t. the epoch number in Figure 7. Since there is no globally-accepted metric in the existing literature for the t-SNE visualization, we used the homogeneity and completeness scores [11], [61] to quantitatively measure the visualization performance. A visualization result satisfies the high homogeneity if all of its groups contain only data points that are members of a single class, and that one satisfies the high completeness if all the data points that are members of a given class are elements of the same cluster. These metrics quantitatively measure the visualized quality of the embeddings with a higher score indicating a better representation. From Figures 6 (b) and 7, we observe that, as the epoch increases, the learned embeddings gradually become better, and the corresponding clustering accuracy also becomes higher, demonstrating that the network training is stable and effective.

### H. Ablation Study

We conducted a series of ablation experiments to evaluate the effectiveness of the proposed graph refinement (GR) architecture and the Jeffreys divergence (JD) minimization term, where the experimental results are shown in Table IV, and in each row indicate the non-use and use of the corresponding component, respectively. Specifically, non-use of the GR term means that we use a fixed graph to conduct graph clustering, and non-use of the JD term means that we minimize an asymmetric divergence between $Q$, $Z_q$, and $P$ (i.e., $\lambda_1 \sum_{i,j} p_{i,j} \log \frac{P_{i,j}}{Z_{q,i,j}} + \lambda_2 \sum_{i,j} p_{i,j} \log \frac{Q_{i,j}}{P_{i,j}} + \lambda_3 \sum_{i,j} z_{i,j} \log \frac{Z_{q,i,j}}{Q_{i,j}}$). As shown in Table IV, we can find that the GR architecture or the JD minimization term improves the clustering performance on most benchmark datasets, verified by comparing the first and second-row results and the first
Fig. 4. Analysis of different hyperparameters ($\lambda_1$, $\lambda_2$, and $\lambda_3$) with three metrics on CITE (i.e., (a) - (l)) and DBLP (i.e., (m) - (x)). The results of these hyperparameters are visually depicted in a 3D figure, where the color represents the third dimension, i.e., the experimental outcomes.

Fig. 5. Parameter analysis w.r.t. the epoch interval of graph refinement on (a) DBLP and (b) ACM.

Fig. 6. Training stability analysis w.r.t. (a) the loss value and (b) accuracy with different epochs on REUT.

and third-row results in all metrics. In addition, comparing the second (using the fixed graph based on JD) and fourth (using our refined graph based on JD) row results, we can find that the GR strategy can achieve the best clustering performance among all metrics based on the JD minimization, validating the effectiveness of the proposed method.

I. Visual Comparison

To qualitatively validate the significant performance of the proposed method EGRC-Net, we plotted t-SNE visualizations [60] of the learned embeddings by SDCN [19], AGCN [20], EGAE [23], AGCC [21], and our EGRC-Net on DBLP. The visualized results are shown in Figure 8, where we can observe that the representation resulting from our method

| Table IV |
|----------------------------------------|
| **The Ablation Study of the Proposed Graph Refinement (GR) Architecture and the Jeffreys Divergence (JD) Minimization Term**, Where $\blacksquare$ and $\checkmark$ in Each Row Indicate the Non-Use or Use of the Corresponding Component, Respectively. We Highlighted the Best Results With **Bold** |

|     | **USM** | **STD-10** | **ImageNet-10** | **IHAR** | **ACM** | **CITE** | **DBLP** | **PaMo4** |
|-----|---------|------------|-----------------|----------|---------|----------|----------|----------|
| $\lambda_1$ | $0.01$ | $0.1$ | $10$ | $0.01$ | $0.1$ | $1000$ | $0.01$ | $0.1$ |
| $\lambda_2$ | $0.01$ | $0.1$ | $1000$ | $0.01$ | $0.1$ | $1000$ | $0.01$ | $0.1$ |
| $\lambda_3$ | $0.01$ | $0.1$ | $1000$ | $0.01$ | $0.1$ | $1000$ | $0.01$ | $0.1$ |
| $\lambda_4$ | $0.01$ | $0.1$ | $1000$ | $0.01$ | $0.1$ | $1000$ | $0.01$ | $0.1$ |

Authorized licensed use limited to the terms of the applicable license agreement with IEEE. Restrictions apply.
Fig. 7. Visualization of the learned representations w.r.t. the epoch number on REUT, where different colors represent different clusters, the homogeneity and completeness measure the visualized quality of the embeddings with a higher score indicating a better representation.

(a) SDCN  (b) AGCN  (c) EGAE  (d) AGCC  (e) Our

Fig. 8. Visualization of the learned representations by (a) SDCN [19], (b) AGCN [20], (c) EGAE [23], (d) AGCC [21], and (e) our EGRC-Net on DBLP, where different colors represent different clusters.

J. Analysis of Scalable EGRC-Net

We investigated the effect of the teleport probability value corresponding to the typical fixed value (i.e., $\rho$ in Eq. (3)) and our learned one (i.e., $\Theta$ in Eq. (16)), where our learned one always obtains the best clustering performance among all metrics.

shows the best separability within different clusters. That is to say, the intra-cluster samples gather together, and gaps among inter-clusters are obvious, illustrating that our proposed method EGRC-Net can provide a better discriminative representation than state-of-the-art methods.

K. Running Time and Parameters Analysis

We trained SDCN [19], AGCN [20], AGCC [21], our EGRC-Net, and the scalable variant for 200 epochs on ACM, CITE, and DBLP. The experiments were repeated ten times. The compared results regarding the training time are shown in Table V, where the comparisons show that our EGRC-Net one power iteration to effectively complete the transmission and aggregation of node information on the graph.

Authorized licensed use limited to the terms of the applicable license agreement with IEEE. Restrictions apply.
achieves a noteworthy improvement in clustering performance while maintaining acceptable resource consumption. Furthermore, in the case of DBLP, the scalable variant demonstrates a 10.73% increase in ARI while reducing running time by 19.71% and memory usage by 33.73%. Particularly, the performance of the scalable one in CITE is not significant. The reason is possible that in the graph of CITE, many nodes are not well-connected, making a limited graph embedding learning capability with the IAPPNP module. Notably, how to ensure the scalability of a graph neural network while ensuring its effectiveness is still an open and challenging research topic.

V. CONCLUSION

We presented a novel graph refinement clustering network to address the problem that existing GCN-based graph clustering networks heavily rely on a predefined graph and may fail if the initial graph cannot truly and precisely reflect their topology structures on the embedding space. Specifically, we leveraged the vanilla DAE and GCN modules, a series of MLPs, and a graph fusion module to conduct embedding-induced graph refinement. Afterward, we minimized the Jeffreys divergence between multiple derived distributions to jointly optimize the embedding learning, the graph refinement, and the clustering assignments to achieve the clustering performance. In addition, we also designed a simple yet effective graph embedding learning module (i.e., improved APPNP) to replace the vanilla GCN, resulting in a scalable variant of EGRC-Net. Extensive experiments and analyses on nine benchmark datasets with fifteen compared methods demonstrated that our EGRC-Net could consistently outperform state-of-the-art approaches. A series of experiments and analyses were conducted to understand the effectiveness of the proposed methods. In future work, we will focus on the interoperability of this method, contributing to the graph neural network community.
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