Assessing the Horizontal Homogeneity of the Atmospheric Boundary Layer (HHABL) Profile Using Different CFD Software
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Abstract: One of the main factors affecting the reliability of computational fluid dynamics (CFD) simulations for the urban environment is the Horizontal Homogeneity of the Atmospheric Boundary Layer (HHABL) profile—meaning the vertical profiles of the mean streamwise velocity, the turbulent kinetic energy, and dissipation rate are maintained throughout the streamwise direction of the computational domain. This paper investigates the preservation of the HHABL profile using three different commercial CFD codes—the ANSYS Fluent, the ANSYS CFD, and the Siemens STAR-CCM+ software. Three different cases were considered, identified by their different inlet conditions for the inlet velocity, turbulent kinetic energy, and dissipation rate profiles. Simulations were carried out using the RANS k-ε turbulence model. Slight variations in the eddy viscosity models, as well as in the wall boundary conditions, were identified in the different software, with the standard wall function with roughness being implemented in the Fluent applications, the scalable wall function with roughness in the CFX applications, and the blended wall function option in the STAR-CCM+ simulations. There was a slight difference in the meshing approach in the three different software, with a prism-layer option in the STAR-CCM+ software, which allowed a finer mesh near the wall/ground boundary. The results show all three software are able to preserve the horizontal homogeneity of the ABL—less than 0.5% difference between the software—indicating very similar degrees of accuracy.
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1. Introduction

This work is part of a research project aiming to study the optimum mounting locations of roof-mounted wind turbines on isolated buildings using computational fluid dynamics (CFD), with the implementation of existing commercial CFD software. It is therefore crucial/important to investigate how different commercial software respond to the HHABL profile challenge. Numerical simulation methods, including computational fluid dynamics (CFD), is one of the primary assessment tools for urban physics [1]. CFD simulations enable investigations of air pollution dispersion within the built environment [2], assessment of the wind potentials for wind turbines [3,4] and their integration within the built environment [5], and pedestrian-level wind speed for wind comfort assessment [6], as well as high-resolution predictions of the urban microclimate and thermal comfort [7]. Thus, CFD simulation can be used as a tool for informed decision-making in urban design applications [8]. However, CFD simulations are embedded with errors and uncertainties linked with the numerical diffusion due...
to grid resolution and numerical solvers implemented, as well as accurate representation and capturing of atmospheric turbulence. Thus, best practice guidelines should be consulted before running CFD simulations [9]. In addition, the consistency and accuracy of CFD simulations may be compromised by the Horizontal Homogeneity of the Atmospheric Boundary Layer (HHABL) profile throughout the computational domain, meaning that no streamwise gradients in the flow variables in the flow direction from the inlet boundary throughout the domain to the outlet boundary should be observed when modelling an empty domain [10,11]. It is evident that simulating a HHABL profile is difficult and requires careful consideration of the boundary conditions [11–13]. Certain CFD studies [14,15] have shown that the approach flow changed rapidly in the upstream region of the computational domain, with a considerable acceleration of the flow near the surface. The effect of inappropriate top boundary conditions on the homogeneity problem was also investigated in [16], indicating that not only the inflow conditions can be responsible for the inhomogeneity but, also, other boundary conditions.

Several studies have been carried out using the standard $k$–$\varepsilon$ turbulence model [17,18] with the standard wall functions without roughness modification and reporting an unwanted change in the profiles of mean wind speed and, especially, turbulent kinetic energy. The simulation results led to discrepancies between CFD predictions and the corresponding wind tunnel measurements, and these discrepancies were believed to be due to the wall boundary conditions. The effect of the wall boundary conditions and wall roughness on the ABL profiles was also extensively discussed in [19,20]. A similar problem for the preservation of the inlet turbulent kinetic energy profile was reported in [21] using the ANSYS CFX-4.1 software, whilst the implementation of the Fluent software was discussed in [22], where the authors considered two turbulence models: (i) the standard $k$–$\varepsilon$ model and (ii) the Reynolds stress model (RSM). The authors observed significant profile changes in an empty computational domain, especially for the turbulent kinetic energy. Problems in simulating a horizontally homogeneous ABL flow were also reported by [23] using the CFX-5 software and by [24–26], who all implemented the Fluent 5 and Fluent 6 software versions. The importance of correctly reproducing the atmospheric boundary layer (ABL) profile in CFD simulations, in addition to maintaining the profile throughout the streamwise direction of the computational domain, was also clearly asserted in [27–29], the authors highlighted the fact that the boundary conditions should be adjusted to produce a horizontally homogeneous boundary layer flow in the absence of any obstructions.

The preceding literature indicates how the accuracy in simulating the ABL flow in the computational domain is imperative to obtain accurate and reliable predictions of related atmospheric processes, particularly processes related to air pollution dispersion and thermal comfort. This paper aims to investigate the horizontal homogeneity of the HHABL profile using three commercial CFD software, namely ANSYS Fluent [30], ANSYS CFX [31], and STAR CCM++ [32], in an empty domain. Initially, the same simulation conditions are considered in all three software, but these progressively change slightly to achieve the HHABL profile in each separately. Slight variations exist amongst the three software—in the Fluent and STAR-CCM+ software, the Realizable $k$–$\varepsilon$ model was used, whilst the standard $k$–$\varepsilon$ model was implemented in the CFX software (due to the absence of a realizable model option). With regards to the wall boundary conditions, the standard wall function was used in Fluent, whereas, in the CFX, the scalable wall function was used instead. In the STAR CCM+ software, the blended wall function option was implemented.

Although, as indicated above, substantial work has already been done in this field by several researchers, a detailed comparison between different CFD software has not yet been published. It is therefore the aim of this work to assess the HHABL profile using three commercial software (Fluent, ANSYS CFX, and Siemens STAR-CCM+) and the parameters associated with them. The work was based on previous research [10], which looked at differences between simulated outlet and inlet profiles only using the ANSYS Fluent software. The same computational domain was used in our study, with the additional testing of two other commercial software—these being the ANSYS CFX and the Siemens STAR-CCM+ software. We also carried out a statistical analysis of the differences between the downstream profiles and the inlet—something that was not included in [10] or in any other
The work is presented as follows: Section 2 presents the governing equations associated with the Reynolds-Averaged Navier Stokes (RANS) and the $k$–$\varepsilon$ models, together with the computational set-up and boundary conditions. Section 3 presents the computational results for the different scenarios investigated, using the three different software, whilst Section 4 discusses the differences and summarizes the conclusions.

2. Methodology

Our aim was to assess the capability of the three different softwares in achieving the HHABL profile. The unintended differences between inlet profiles and downstream/incident profiles (i.e., the horizontal homogeneity problem) can be detrimental for the success of any CFD simulation for urban applications, given that even minor changes to the incident flow profiles can cause significant changes in the turbulent flow field. To quantify the possible deviation from the horizontal homogeneity of the atmospheric air boundary layer, the CFD results for the vertical profiles of the streamwise—$x$-direction) velocity ($u$) turbulent dissipation rate (TDR), $\varepsilon$, and turbulent kinetic energy (TKE), $k$, at four locations ($L_2$, $L_3$, $L_4$, and $L_5$) downstream ($x$-direction) the inlet and through the center of an empty computational domain are considered in comparison to the inlet profiles. The $x$ coordinates of each location are shown in Figure 1, with $L_1$ being the inlet ($x = 0$, $L_2-x = 31.5$ m, $L_3-x = 63$ m, and $L_4-x = 94.5$ m) and $L_5-x = 126$ m the outlet. All locations run through the middle of the domain with a $y$-coordinate value of 18 m.

![Computational domain dimensions and coordinates of locations L₁ (inlet), L₂, L₃, L₄, and L₅ (outlet) where the vertical profiles of the streamwise velocity ($u$) profile and turbulent kinetic energy (TKE) ($k$) and turbulent dissipation rate (TDR) ($\varepsilon$) profiles were observed. The $y$-coordinate of all profiles is $y = 18$ m.](image)

For each $j$ location, with $j$ denoting the downstream lines $L_2$, $L_3$, $L_4$, and $L_5$, the statistical measure—mean absolute percentage error (MAPE)—quantifying the error/difference between two data sets was determined. Our two data sets comprised: (i) the inlet vertical profile of each parameter of interest (e.g. velocity, TDR, or TKE) (1st data set) and (ii) the vertical profile of these parameters at the other locations $L_i$—with $j$ varying from 2 to 5) (2nd data set). Thus, $\text{MAPE}(p, j)$—representing the $\text{MAPE}$ for parameter $p$ at location $j$—was estimated as follows:

$$\text{MAPE}(p, j) = \frac{1}{n} \sum_{i=1}^{n} \left| \frac{y_i^{p, j} - y_i^{p, 1}}{y_i^{p, 1}} \right| \times 100 \quad (1)$$
where $i$ represents each data point on the vertical profile—a total of 72 data points on each profile—thus, $n = 72$; $j$ represents the downstream locations of interest, e.g., lines L$_2$, L$_3$, L$_4$, and L$_5$; $p$ represents the different parameters of interest, e.g., $p = 1$ represents velocity; $p = 2$ represents TDR, and $p = 3$ represents TKE; $Y^p_{i,j}$ represents the parameter value of each point $i$ of the vertical profile at each $j$ location; and, finally, $Y^p_{i,1}$ are the parameter values of each point $i$ of the vertical profile at the inlet ($j = 1$, i.e., line L$_1$).

To incorporate all the possible variations between the MAPEs in all three software, we considered the overall mean $\text{MAPE}(p,j)$ over all parameters and all locations—for each software—which is defined as the Q-factor; this was estimated as follows:

$$Q(\%) = \frac{1}{3} \sum_{p=1}^{3} \frac{1}{4} \sum_{j=2}^{5} \text{MAPE}(p,j)$$ (2)

To assist in identifying the source/s of the slight variations in the HHABL observed in the different software, we compared the following aspects of the models/simulations.

a. The transport equations for the turbulent kinetic energy and dissipation rate for the three different software and the differences between them.

b. The differences—if any—between the various constants.

c. The boundary conditions necessary to achieve homogeneity in the different software, e.g., (i) ground boundary conditions/wall functions, (ii) boundary conditions, and (iii) outlet boundary conditions. The inlet conditions were the same in all software and in all cases tested.

d. The numerical solvers and meshing options for each case.

All aspects are addressed and discussed in more detail in the following sections.

2.1. Theoretical Background

Governing Equations

Representing turbulence in the RANS momentum equations requires a turbulent eddy viscosity model. The $k$–$\varepsilon$ transport equations have traditionally been implemented to determine the turbulent eddy viscosity with many modifications over the years. One of the most representative $k$–$\varepsilon$ models is the realizable $k$–$\varepsilon$ model, which involves a new transport equation for the dissipation rate and is recommended for studying similar cases as outlined in the introduction. The two main advantageous characteristics of the realizable $k$–$\varepsilon$ model are: (a) the introduction of a variable damping function dependent on the mean flow turbulent properties in the critical model coefficient $C_\mu$ and (b) the mathematical constraints applied to the normal stresses, so that the physics of the turbulence can be captured more accurately. We applied the realizable model in both the Fluent and STAR-CCM+ software; however, this option is currently not available in the ANSYS CFX software, and hence, the standard $k$–$\varepsilon$ model was implemented instead. In all cases, the simplified $k$–$\varepsilon$ transport equations are considered, where buoyancy and compressibility effects are considered negligible. The general RANS equations (mass continuity, momentum, and energy) for an incompressible fluid—with buoyancy effects negligible—are initially given, followed by the corresponding $k$–$\varepsilon$ transport equations, for each software.

(a) RANS Equations

The steady, time-averaged (mean) mass continuity and momentum equations for an incompressible fluid, with negligible buoyancy effects, are given by Equations (3) and (4) further below:

$$\frac{\partial \bar{u}_i}{\partial x_i} = 0$$ (3)
\[
\frac{\partial}{\partial x_j}(\bar{u}_j \bar{u}_i) = -\frac{\partial P}{\partial x_i} + \frac{\partial}{\partial x_j}(2\mu S_{ij} + \tau_{ij})
\]  

(4)

where \( \rho \) is the fluid density, and \( \bar{u}_i \) is the mean (time-averaged) velocity field; note that the velocity field \( u_i \) is composed of the mean component \( \bar{u}_i \) and fluctuating component \( u'_i \), and, thus, is given by the expression \( u_i = \bar{u}_i + u'_i \). When time-averaged, \( u_i \) becomes the same as the mean component, since the time-averaged fluctuating component is zero, i.e., \( \bar{u}'_i = 0 \). \( P \) is the mean fluid pressure, \( S_{ij} \) is the mean strain-rate tensor given by \( S_{ij} = \frac{1}{2} \left( \frac{\partial u_i}{\partial x_j} + \frac{\partial u_j}{\partial x_i} \right) \), and \( \mu \) is the dynamic viscosity of the fluid, whilst \( \tau_{ij} \) is the additional stress tensor due to turbulence, also known as the Reynolds stress tensor; this term is added to the original momentum equation, and it is related to the turbulent eddy viscosity \( \mu_i \).

The momentum equation, Equation (4), is also often seen in the following form:

\[
\frac{\partial \bar{u}_i}{\partial t} + \frac{\partial}{\partial x_j}(\bar{u}_i \bar{u}_j) = -\frac{\partial P}{\partial x_i} + \mu \frac{\partial^2 \bar{u}_i}{\partial x_j \partial x_j} + \frac{\partial \tau_{ij}}{\partial x_j}
\]  

(5)

Determining the additional stress tensor \( \tau_{ij} \) is one of the greatest challenges in turbulence modelling for capturing accurately the turbulence effects; traditionally, two methods have been considered by researchers: (a) the eddy viscosity method and (b) the Reynolds stress transport equation. In our current work, we consider the eddy viscosity approach in determining the turbulent stress tensor term \( \tau_{ij} \). It is usually given by the expression:

\[
\tau_{ij} = -\bar{u}_i u'_j = 2\mu_i S_{ij} - \frac{2}{3} k \delta_{ij}
\]  

(6)

where \( \mu_i \) is the turbulent eddy viscosity, \( k \) is the turbulent kinetic energy, and \( \delta_{ij} \) is the Kronecker delta function. The different eddy viscosity models within the different software are given in the following subsections.

(b) Eddy Viscosity Models

(i) Fluent and CFX software

The eddy viscosity within both the Fluent and CFX software is obtained from the following expression:

\[
\mu_i = C_{\mu} \rho k^2 / \epsilon
\]  

(7)

where \( k \) is the turbulent kinetic energy, and \( \epsilon \) is the turbulent dissipation rate. The parameter \( C_{\mu} \) is obtained from the following expression: \( C_{\mu} = \frac{1}{A_0 + A_5 S_{ij}^2} \), where, when ignoring rotational effects, \( U^* \) depends on the strain-rate tensor components as follows:

\[
U^* \equiv \sqrt{S_{ij} S_{ij}}
\]  

(8)

The model constants \( A_0 \) and \( A_5 \) are estimated through the expressions: \( A_0 = 4.04 \) and \( A_5 = \sqrt{6 \cos \varphi} \), where \( \varphi = \frac{1}{3} \cos^{-1} \sqrt{6} W, W = \frac{S_{ij} S_{ij}}{S^2} \), and \( S = \sqrt{2 \bar{S}_{ij} S_{ij}} \). Within the CFX software, the \( C_{\mu} \) is a constant, with a default value of \( C_{\mu} = 0.09 \). The overall effective viscosity is given by \( \mu_{eff} = \mu + \mu_i \).

(ii) STAR-CCM+ software

Slightly different to the above two software, the eddy viscosity \( \mu_i \) within the STAR-CCM+ software is given by the expression:

\[
\mu_i = \rho C_{\mu} f_p k T
\]  

(9)

where \( \rho \) is the fluid density, and \( f_p \) is a complex damping function [32]. \( k \) is the turbulent kinetic energy, and \( T \) is the turbulent time scale. The parameter \( C_{\mu} \) is a model coefficient and, as in the CFX software, has the value of 0.09. The eddy viscosity \( \mu_i \) is required for determining the stress tensor component due to turbulence, \( \tau_{ij} \), given by the earlier expression—Equation (6).
The above expressions show the slight variations between the eddy viscosity modes implemented within the Fluent, CFX, and STAR-CCM+ software [30–32].

(c) Transport equations for the turbulent kinetic Energy $k$ and dissipation rate

(i) ANSYS Fluent

\[
\frac{\partial (\rho k)}{\partial t} + \nabla \cdot (\rho \mathbf{u} k) = \nabla \cdot \left( \left[ \mu + \frac{\mu_t}{\sigma_k} \right] \nabla k \right) + G_k - \rho \varepsilon \tag{10}
\]

\[
\frac{\partial (\rho \varepsilon)}{\partial t} + \nabla \cdot (\rho \mathbf{u} \varepsilon) = \nabla \cdot \left( \left[ \mu + \frac{\mu_t}{\sigma_\varepsilon} \right] \nabla \varepsilon \right) - \rho C_2 \frac{\varepsilon^2}{k} \tag{11}
\]

The production term $G_k$ in Equation (11) is given by the expression: $G_k = \mu_t \tilde{S}^2$, where $\tilde{S} = \sqrt{\Sigma_{ij} S_{ij}}$, whilst the parameter $C_2$ in Equation (10) has the value of 0.9.

(ii) ANSYS CFX

\[
\frac{\partial (\rho k)}{\partial t} + \nabla \cdot (\rho \mathbf{u} k) = \nabla \cdot \left( \left[ \mu + \frac{\mu_t}{\sigma_k} \right] \nabla k \right) + P_k - \rho \varepsilon \tag{12}
\]

\[
\frac{\partial (\rho \varepsilon)}{\partial t} + \nabla \cdot (\rho \mathbf{u} \varepsilon) = \nabla \cdot \left( \left[ \mu + \frac{\mu_t}{\sigma_\varepsilon} \right] \nabla \varepsilon \right) + \frac{\varepsilon}{k} (C_{\varepsilon 1} P_k - C_{\varepsilon 2} \rho \varepsilon) \tag{13}
\]

where $C_{\varepsilon 1}$, $C_{\varepsilon 2}$, $\sigma_k$, and $\sigma_\varepsilon$ are constants (see Table 1), and $P_k$ is turbulence production term given by:

\[
P_k = \rho \left[ \mu \left( \frac{\partial u_i}{\partial x_i} + \frac{\partial u_j}{\partial x_j} \right) \frac{\partial u_i}{\partial x_j} - \frac{2}{3} \frac{\partial \rho}{\partial x_k} \right] + \rho k \tag{14}
\]

The values of the parameters $C_{\varepsilon 1}$ and $C_{\varepsilon 2}$ are given in Table 1. To avoid the build-up of turbulent kinetic energy in stagnation regions, two production limiters are available, as reported in the CFX manual [31]. The $k$–$\varepsilon$ standard model with the scalable wall function was implemented within the CFX software, which virtually moves the first computational node to be outside the viscous sublayer [31].

(iii) Siemens STAR-CCM+ software

The general transport equations are given by:

\[
\frac{\partial (\rho k)}{\partial t} + \nabla \cdot (\rho \mathbf{u} k) = \nabla \cdot \left[ \mu \left( \nabla \varepsilon + \nabla (\varepsilon \mathbf{u}) \right) \right] + P_k - \rho (\varepsilon - \varepsilon_o) + S_k \tag{15}
\]

\[
\frac{\partial (\rho \varepsilon)}{\partial t} + \nabla \cdot (\rho \mathbf{u} \varepsilon) = \nabla \cdot \left[ \mu \left( \nabla \varepsilon + \nabla (\varepsilon \mathbf{u}) \right) \right] + \frac{1}{T_e} C_{\varepsilon 1} \rho P_e - C_{\varepsilon 2} f_2 \left( \frac{\varepsilon}{T_e} - \frac{\varepsilon_o}{T_o} \right) + S_\varepsilon \tag{16}
\]

where $\rho$ is the fluid density, $\mathbf{u}$ is the mean velocity, $\mu$ is the dynamic viscosity of the fluid, $\mu_t$ is the turbulent eddy viscosity, $P_k$ and $P_e$ are the production terms for the turbulent kinetic energy $k$ and dissipation rate $\varepsilon$, respectively, $f_2$ is the damping function given by the expression $f_2 = \frac{k}{k + \sqrt{\varepsilon \rho}}$, and $S_k$ and $S_\varepsilon$ are user-defined source terms, which, in our cases, are eliminated. The remaining parameters, $\sigma_k$, $\sigma_\varepsilon$, $C_{\varepsilon 1}$, and $C_{\varepsilon 2}$ are model coefficients, as shown in Table 1.

For the realizable $k$–$\varepsilon$ model, the production term for the kinetic energy $k$, after assuming the compressibility and buoyancy effects are negligible, is given by the expression:

\[
P_k = f_e G_k \tag{17}
\]

where $f_e$ is a curvature correction factor, incorporating the effects of local rotation and vorticity rates which influence the production rate of the turbulent kinetic energy. The term $G_k$ is the turbulent production given by:

\[
G_k = \mu_t \tilde{S}^2 - \frac{2}{3} \rho k \nabla \cdot (\mathbf{u}) - \frac{2}{3} \mu_t (\nabla \cdot (\mathbf{u}))^2 \tag{18}
\]
The above expression is the same one as used in the CFX software, whilst the Fluent expression contains only the first term of the right hand side expression, i.e., only the $\mu_1 S^2$ term. The production term $P_e$ for the turbulent dissipation rate is related to the $\tilde{P}_k$ term through the equation:

$$P_e = \tilde{f}_e \tilde{S} P_k$$

(19)

where $\tilde{S}$ is the modulus of the mean strain tensor $S$ given by $S = \frac{1}{2} \left( \nabla \mathbf{u} + \nabla \mathbf{u}^T \right)$.

| Turbulence Model               | Cases | $\sigma_k$ | $\alpha_i$ | $C_{1k}$ | $C_{2k}$ | $C_{\mu}$ | Roughness Length $c_D$ (m) | Roughness Height (m) $Z_a$ |
|-------------------------------|-------|------------|------------|----------|----------|----------|-----------------|-----------------|
| Fluent Realizable $k-\varepsilon$ | 1, 2, 3 | 1         | 1.2        | 1.44     | Same as $C_2 = 1.9$ | As per Equation (6) | 0.03            | 0.4             |
| CFX Standard $k-\varepsilon$   | 1     | 1         | 1.2        | 1.44     | 1.99     | 0.09     | 0.03            | 0.4             |
|                               | 2     | 1         | 1.2        | 1.44     | 1.92     | 0.09     | 0.03            | (i) 0.4 and (ii) 0.88 |
|                               | 3     | 1         | 1.2        | 1.44     | 1.92     | 0.09     | 0.03            | 0.88            |
| STAR-CCM+ Realizable $k-\varepsilon$ | 1, 2, 3 | 1         | 1.2        | 1.44     | 1.92     | 0.09     | 0.03            | Relative velocity is used instead |

2.2. Computational Aspects

2.2.1. Computational Domain and Meshing

The 3D computational domain considered in this work is shown in Figure 1 and its dimensions are as follows: Length (x-direction)—126 m, width (y-direction)—36 m, and height (z-direction)—36 m. The locations where the vertical profiles of the three parameters (streamwise velocity, $u$; turbulent kinetic energy, $k$; and turbulent dissipation rate, $\varepsilon$) were compared against the inlet profile at $L_1$ are also shown in Figure 1. The initial conditions for the parameters of interest ($u$; turbulent kinetic energy, $k$; and turbulent dissipation rate, $\varepsilon$) were based on the their values for the inlet conditions, i.e., the computational domain was initialized using the inlet values of these three parameters, whilst pressure was initialized to the atmospheric pressure value.

(i) Fluent and CFX meshing options

The mesh used in both Fluent and CFX are an equidistant structured mesh with spacing of 0.5 m in the X, Y, and Z directions, giving a total of 1,306,368 hexahedral cells. Figure 2 shows the computational domain as meshed using the structured, hexahedral cell option. It should be noted that some researchers already asserted that the horizontal homogeneity of the ABL profile is independent of the mesh resolution [12,29].

Figure 2. The computational domain meshed using equidistant structured mesh in both the Fluent and CFX simulations: (a) the full 3D computational domain and (b) a horizontal (x-y) plane with the computational, structured, hexahedral mesh.
Simulations were carried out for three different cases—with the inlet conditions for each case as outlined below. The inlet conditions were the same for all three software. For all three cases, the mean velocity profile was based on the expression:

\[ u = \frac{u^*}{k} \ln \left( \frac{z + z_0}{z_0} \right) \]  

(20)

(ii) Siemens STAR-CCM+ meshing options

The meshing options within the STAR-CCM+ simulations were slightly different. Initially, a trimmed, structured mesh with a base cell size of 0.5 m was implemented, as in the Fluent and CFX simulations. The mesh is shown in Figure 3, comprising 2,612,736 cells—representing a computational domain of 252 m in length (as opposed to 126 m in Fluent and CFX). However, the simulation results were not satisfactory, and thus, a trimmed mesh with a prism-layer option was chosen.

Figure 3. The computational domain meshed using a trimmed (hexahedral elements) mesh. The domain is 252-m-long, resulting in approximately 2,612,736 cells.

Figure 4 shows part of the 3D computational domain where the domain is split into two regions: (a) one region from the wall to a certain height where a number of layers of increasing thicknesses are introduced, thus enabling a better capturing of the turbulence near the wall, and (b) the remaining area of the computational domain. Different base cell sizes were tested, as well as different number of layers and overall thickness of the “prism-layer” region. It was found that the best results were obtained with a base cell size of 0.1 m, a total prism layer thickness of 14 m, a total of 200 layers, and a maximum surface cell size of 2 m. These meshing parameters resulted in the overall number of cells being approximately 8,000,000 cells.

Figure 4. The computational domain meshed using the trimmed mostly hexahedral cells with a prism-layer option. The total prism layer thickness is set to 14 m from the wall, whilst the base cell size is 0.1 m. The maximum surface cell size is set to 2 m, with the overall number of cells being ~8,000,000 cells.

2.2.2. Inlet Boundary Conditions

Simulations were carried out for three different cases—with the inlet conditions for each case as outlined below. The inlet conditions were the same for all three software. For all three cases, the mean velocity profile was based on the expression:
where $u^*$ is the frictional velocity with a value of 0.41 m/s, $z_0$ is the roughness height with a value of 0.03 m for an empty domain, and $\kappa$ is the von Karman’s constant with a value of 0.42. The turbulent kinetic energy $k$ and dissipation rate $\varepsilon$ varied from case to case, as shown in Table 2.

Table 2. Inlet Boundary Conditions for the Three Simulation Cases in all Three Software.

| Case No. | Inlet Profile (m/s) | Turbulent Kinetic Energy ($m^2/s^2$) | Turbulent Dissipation Rate $\varepsilon$ ($m^3/s^3$) |
|----------|---------------------|--------------------------------------|---------------------------------|
| 1        | $u = \frac{u^*}{\sqrt{\kappa z_0}}$ | $k = \frac{u^*}{\sqrt{\kappa z_0}} = 1.5413$ | $\varepsilon = \frac{u^*}{K(z + z_0)}$ |
|          | $u^* = 0.68$ m/s | $\kappa = 0.09$ | $u^* = 0.68$ m/s, $C_{\mu} = 0.09$ |
|          | $z_0 = 0.03$ m    | $z_0 = 0.03$ m    | $z_0 = 0.03$ m    |
| 2        | $u = \frac{u^*}{\sqrt{\kappa z_0}}$ | $k = \frac{u^*}{\sqrt{\kappa z_0}} \sqrt{[C_1 \ln(\frac{z + z_0}{u^*}) + C_2]}$ | $\varepsilon = \frac{u^*}{K(z + z_0)} \sqrt{[C_1 \ln(\frac{z + z_0}{u^*}) + C_2]}$ |
|          | $u^* = 0.41$ m/s | $u^* = 0.41$ m/s, $C_{\mu} = 0.09$ | $u^* = 0.41$ m/s, $C_{\mu} = 0.09$ |
|          | $z_0 = 0.03$ m    | $z_0 = 0.03$ m    | $z_0 = 0.03$ m    |
| 3        | Output from Case 2 is used as Inlet for Case 3. | Output from Case 2 is used as Inlet for Case 3 | Output from Case 2 is used as Inlet for Case 3 |

For Case 1, the turbulent kinetic energy $k$ was set to a constant value of 1.54133 $m^2/s^2$. For Case 2, the inlet profiles were based on the expressions shown in Table 2 [29], with the values of the constants being: $C_1 = 0.17; C_2 = 0.162$. For Case 3, the inlet profiles for all parameters, i.e., streamwise velocity ($u$), TDR ($\varepsilon$), and TKE ($k$) were based on the outlet values from Case 2. The resulting inlet profiles for Cases 1 and 2 are shown in Figure 5.

![Figure 5](image_url)  
Figure 5. The inlet boundary conditions for Cases 1 and 2, as per Table 2. For Case 3, the inlet velocity, turbulent kinetic energy, and dissipation rate profiles were based on the outlet values of Case 2.

2.2.3. The Wall Boundary Conditions

The turbulent boundary layer can be characterized by different layers, depending on the distance from the ground/wall. The three main layers are referred to as: (i) the viscous sublayer, (ii) the buffer layer, and (iii) the log layer. The viscous sublayer is the sublayer closest to the wall/ground, and hence, the wall boundary conditions will influence the flow results within it. Further below, we outline the different wall boundary conditions implemented in the three software. One of the parameters usually referred to in CFD simulations with wall boundaries is the surface (or ground) roughness height (GRH)—which is generally considered at the boundaries of the computational domain either in terms of “aerodynamic roughness length ($z_0$)” [19] or “equivalent sand-grain roughness height $Z_s$” [33] in order to include the influence of the surface roughness $z_0$ on the vertical velocity profile. The roughness height, $Z_s$, is always a function of $z_0$ for most of the related CFD codes; both parameters can be defined as the height above the ground at which the wind velocity drops to zero.

In most commercial software, the standard wall function is generally given for addressing the wall boundary conditions, with other options such as the scalable wall function and the blended wall functions also being available. For our Fluent simulations, we implement the standard wall function, whilst within CFX, the only option available is the scalable wall function. Scalable wall functions have
an advantage over the standard wall functions, as they can be implemented on very fine meshes. For the STAR-CCM+ simulations, the blended wall function is adopted.

(i) Fluent and CFX

For solid boundaries, such as the bottom boundary of the computational domain, the user can either assign a wall function boundary condition [10] or, alternatively, a shear wall stress of a specific value [1]. For Case 1, a wall shear stress of 0.58 Pa was assigned, based on the expression \( \tau_w = \rho u' x^2 \), with a reference value of \( u' = 0.68 \text{ m/s} \), as per the work of [1]. The symmetry boundary condition (zero normal velocity and zero normal gradients of all variables) was specified to the top and side parts of the domain, whilst the pressure boundary condition (ambient/static pressure value) was assigned to the outlet boundary.

For Cases 2 and 3, for the Fluent simulations, the standard wall function, including wall roughness, was implemented, as given by the expression:

\[
      u^+ = \frac{1}{\kappa} \ln (y^+) + B - \Delta B
\]  

where \( B = 5.2 \), whilst the shift \( \Delta B \) is a function of the roughness height \( h^+ \) (dimensionless), where \( h^+ = h u' / \nu \). The expression for the shift \( \Delta B \) is:

\[
   \Delta B = \frac{1}{\kappa} \ln (1 + 0.3 Z_s^{+s})
\]

Within CFX, a very similar expression as Equation (21) is implemented:

\[
   u^+ = \frac{1}{\kappa} \ln (y^+) + C
\]

where \( C \) is the log-layer constant depending on the wall roughness. The scalable wall function is also implemented within CFX, which uses an alternative expression for the frictional velocity, \( u_* = C_{1/4} k^{1/2} \), to prevent the fine-mesh inconsistencies/sensitivities that may appear for points very close to the walls [31]. In both cases, the bottom boundary condition was specified as a rough wall with the roughness height (\( Z_s \)). For the Fluent applications, the roughness height (\( Z_s \)) is given by Equation (24), with the roughness constant \( C_s = 0.5 \) [7]. The corresponding expression in the CFX software is given by Equation (25). In both applications, \( z_0 \) is set to \( z_0 = 0.03 \text{ m} \).

\[
   Z_s = \frac{9.793 z_0}{C_s} \tag{23}
\]

\[
   Z_s = 29.6 z_0 \tag{24}
\]

However, as the CFX software utilizes the scalable wall function, two values of \( Z_s \) were tested—as seen in Section 3—resulting in the optimal value being \( Z_s = 0.88 \text{ m} \).

(ii) Siemens STAR-CCM+

It is important when setting up the wall boundary condition to be aware of the mesh resolution near the wall boundary, as, if the near-wall mesh resolution is not consistent with the modeling assumptions, errors could result. The wall treatment for turbulent flows chosen was the All-y+ wall treatment, which uses blended wall functions and provides valid boundary conditions for flow, energy, and turbulence quantities for a wide range of near-wall mesh densities. In addition, the two-layer All-y+ model was specified, which accounts for the realizable-two-layer \( k-\epsilon \) turbulence model chosen for modeling the turbulence. In the two-layer \( k-\epsilon \) model, the first layer is the region close to the wall, where the turbulent dissipation rate and the turbulent viscosity \( \mu_t \) are specified as functions of wall distance \( z \), as in the expressions below. The remaining computational domain forms the second region/layer of the computational domain. The values of \( \epsilon \) in the near-wall region/layer—determined
using Equation (25)—are blended smoothly with the values computed from solving the transport equation far from the wall.

\[ \varepsilon = \frac{k^3}{l_\varepsilon} \]  

(25)

The equation for the turbulent kinetic energy \( k \) is solved across the entire flow domain using the transport equations, whilst the length scale \( l_\varepsilon \) is computed using the Wolfstein expression:

\[ l_\varepsilon = c_l d \left[ 1 - \exp \left( -\frac{Re_d}{2c_l} \right) \right] \]  

(26)

The constant \( c_l \) is given by:

\[ c_l = 0.42 C_\mu^{-3/4} \]  

where \( C_\mu \) is a model coefficient already specified in the turbulence models, and \( d \) is the distance from the wall. The near-wall Reynolds number is given by

\[ Re_d = \frac{d \sqrt{k_v}}{v} \]  

where \( k \) is the turbulent kinetic energy, and \( v \) is the kinematic viscosity.

The blended wall functions are continuous function that cover all three sublayers associated with wall boundaries, these being: (i) the viscous sublayer, (ii) the buffer layer, and the log layer [32].

The blended wall function for the nondimensional velocity \( u^+ \) and the dissipation rate \( \varepsilon^+ \) are given by the expressions:

\[ u^+ = \frac{u}{u_*} = \frac{1}{\kappa} \ln \left( 1 + \kappa y^+ \right) + C \left( 1 - e^{-\frac{y^+}{\gamma y^+}} - \frac{y^+}{y_m^+} e^{-by} \right) \]  

(27)

\[ \varepsilon^+ = \frac{\gamma 2k^+}{(y^+)^{3/2}} + (1 - \gamma) \frac{1}{\kappa y^+} \]  

(28)

where \( C = \frac{1}{\kappa} \ln \left( \frac{E'}{\kappa} \right) \) and \( b = \frac{1}{2} \left( \frac{y_m^+}{\kappa} + \frac{1}{\gamma y^+} \right) \). The value of \( E' = 9.0 \), and \( \kappa \) is the von Karman constant, with a value of 0.42. The parameter \( \gamma \) is the blending function given by the expression: \( \gamma = \exp \left( -\frac{Re_d}{11} \right) \).

For clarity, Table 3 gives the definitions for the nondimensional parameters used in the above equations.

**Table 3. Nondimensional Parameters.**

| Variable                              | Nondimensional Parameter |
|---------------------------------------|--------------------------|
| Wall distance \( y \)                | \( y^+ = \frac{y u_*}{u} \) |
| Wall tangential velocity component \( u \) of the velocity vector | \( u^+ = \frac{u}{u_*} \) |
| Turbulent eddy viscosity \( \mu_t \) | \( \mu_t^+ = \frac{\mu_t}{\mu} \) |
| Turbulent kinetic energy \( k \)     | \( k^+ = \frac{k}{u_*} \)  |
| Turbulent dissipation rate \( \varepsilon \) | \( \varepsilon^+ = \frac{\varepsilon}{u_*^3} \) |

A summary of the wall boundary conditions for each simulation case and for each software for achieving the HHABL profile in each of the software is shown in Table 4 based on the Fluent, CFX and STAR-CCM+ software. It is important to note that the boundary conditions varied slightly between the software for achieving the HHABL profile. For example, with STAR-CCM+, when the blended wall function is implanted with a zero relative velocity, the HHABL is poor. To remedy and enhance the HHABL, a relative velocity of \(-12 \text{ m/s}\) was introduced.

2.3. Computational Schemes

(a) In ANSYS Fluent

The SIMPLE algorithm scheme was used for the pressure-velocity coupling. Pressure interpolation is second order, and second-order discretization schemes were used for both the convection and the viscous terms of the governing equations. The SIMPLE algorithm uses a relationship between velocity
and pressure corrections to enforce mass conservation and to obtain the pressure field. The SIMPLE algorithm substitutes the flux correction equations into the discrete continuity equation to obtain a discrete equation for the pressure correction in the cell.

(b) in ANSYS CFX

Pressure velocity coupling in CFX is implemented using the Rhie-Chow algorithm to calculate the mass fluxes at cell faces. These mass fluxes are used in the discretization of the convective terms (momentum, turbulence model, temperature, etc.) and, also, the fluxes used in the pressure correction equation. A high-resolution advection scheme is used to calculate the advection term in the discrete finite volume equation.

Table 4. Wall Boundary Conditions for Each Case Using the Different Software.

| Case 1                          | Case 2                          | Case 3                          |
|---------------------------------|---------------------------------|---------------------------------|
| Fluent                          |                                |                                 |
| Shear wall stress \( \tau_w = \rho u^+ v^+ \) = 0.58 Pa | \( u^+ = \frac{1}{k} \ln(y^+) + B - \Delta B \) | \( u^+ = \frac{1}{k} \ln(y^+) + B - \Delta B \) |
| CFX                             |                                |                                 |
| Shear wall stress \( \tau_w = \rho u^+ v^+ \) = 0.58 Pa | \( u^+ = \frac{1}{k} \ln(y^+) + C \) | \( u^+ = \frac{1}{k} \ln(y^+) + C \) |
| STAR-CCM+                       | Blended wall function with a Relative velocity of -12 m/s | Blended wall function with a Relative velocity of -12 m/s | Blended wall function with a Relative velocity of -12 m/s |

(c) in Siemens STAR-CCM+

The finite volume method is utilized within STAR-CCM+ software to solve the mathematical equations of mass and momentum conservation. The conservation equations are written in terms of a generic transport equation, which is subsequently transformed into an integral equation by integrating it over a control volume and implementing the Gauss’s divergence theorem. The integral equation—consisting of a transient term (for unsteady problems), a convective term, a diffusive term, and a source term—is then discretized in both space and time, resulting in a set of algebraic linear equations that are solved using the algebraic multigrid (AMG) solver. The details of the discretization schemes can be found in the STAR-CCM+ manual [32].

In our applications, the segregated flow solver was utilized, which solves the integral conservation equations of mass and momentum in a sequential manner. The nonlinear governing equations are solved iteratively one after the other for the solution variables (velocity components and pressure \( P \)). A pressure-velocity coupling algorithm is also implemented, and STAR-CCM+ utilizes two such algorithms: the SIMPLE one, as in Fluent and CFX software, but, also, the additional Pressure-Implicit with Splitting of Operators (PISO) pressure-velocity coupling algorithm for time-dependent problems. The main characteristics of the SIMPLE algorithm implemented in the current applications consist of: (i) setting up of the boundary conditions and computing the velocity and pressure gradients, (ii) the implementation of a pressure-correction for correcting pressures through each discretization cell, and (iii) the boundaries and subsequently the mass fluxes through each face of each cell.

In addition, to accelerate the solver convergence, the AMG method is employed/applied to solve the algebraic equation in each computational cell. The options available as to how to solve the set of the linear algebraic equations are either the Jacobi, the Gauss-Seidel, or the incomplete lower and upper decomposition relaxation scheme (smoother). The Gauss-Seidel relaxation scheme is implemented for all variables (velocity, pressure, and \( k-\varepsilon \) turbulence) with different cycle options.

3. Computational Results

The aim of this work was to assess the HHABL profile in an empty computational domain using three different commercial software. The parameters investigated are—as already mentioned—the
streamwise velocity \( u \), the TKE \( k \), and TDR \( \varepsilon \). Four locations were chosen downstream the inlet, with x-coordinates as shown in Figure 1 \((L_2 = 31.5 \, \text{m}, \, L_3 = 63 \, \text{m}, \, L_4 = 94.5 \, \text{m}, \, \text{and} \, L_5 = 126 \, \text{m} \, \text{(outlet)})\), where the vertical profiles of \( u \), TKE \( (k) \), and TDR \( (\varepsilon) \) were observed. The y-coordinate of all profiles is \( y = 18 \, \text{m} \). The three cases considered were characterized by their different inlet conditions, as indicated in Table 2. Subsequently, the differences of each parameter \((u, k, \text{and} \, \varepsilon)\) relative to the inlet value at \( L_1 \) were initially obtained for each downstream profile location, using the results from each software; these were subsequently converted to mean absolute percentage errors (MAPEs) and plotted as shown in Figures 7–12 and 14. In addition, the standard deviations of all MAPEs were also estimated (Tables 5–7), and the overall quality of how well the HHABL was preserved in all cases using the three software was also assessed by the Q-value (Equation (2)), as shown in Figure 15 and Table 8. The results presented in this section are based on the simulation parameters and setup as given in Tables 2 and 4, as well as with the optimal meshing options for each software, as discussed in the meshing Section 2.2.1.

3.1. Case I

HHABL profile implies that the vertical profiles of the plots of velocity, TDR, and TKE should remain unaltered within the domain, i.e., the inlet profiles at \( L_1 \) should be preserved throughout the domain, and hence, very little variation should be observed at the downstream locations \( L_2, \, L_3, \, L_4, \, \text{and} \, L_5 \). Figure 6 shows the comparison of the vertical profiles obtained for the three parameters—for Case 1—using the three software. It is clear some variations exist between locations for each of the software, although the variations are not for the same parameter.

![Figure 6. Case 1: Comparison of the vertical profiles of the streamwise velocity \( u \), turbulent kinetic energy (TKE), and turbulent dissipation rate (TDR) with each software.](image-url)

For Fluent, the streamwise velocity, and TDR parameters exhibit a good preservation of the inlet profiles; however, the TKE fails considerably. For the ANSYS CFX software, there is poor preservation of the inlet profiles for all parameters, whilst, for Siemens STAR-CCM+, there is a good preservation of the streamwise velocity and TDR, but, as with Fluent, it fails to preserve the TKE profile. This, however, may not be surprising, as the inlet TKE profile is simply a constant value, which is not a realistic representation of the vertical variation of TKE within the ABL.
To quantify the variations at the different locations \( (L_2, L_3, L_4, \text{ and } L_5) \), with respect to the inlet profile, the absolute percentage errors/differences between the corresponding profiles were initially estimated (i.e., between \( L_2 \) and \( L_1 \), between \( L_3 \) and \( L_1 \), between \( L_4 \) and \( L_1 \), and between \( L_5 \) and \( L_1 \)). The Mean Absolute Percentage Errors/differences (MAPEs) were subsequently estimated and plotted, as shown in Figure 7. From Figure 7, we can see that, for ANSYS Fluent and Siemens STAR-CCM+, the average MAPEs are less than 2% for the velocity profile, thus preserving the HHABL velocity profile within the whole domain successfully. However, for the TDR, the differences are slightly higher; STAR-CCM+ results in mean variations up to 12%, whilst CFX results in the highest variation, near 22%. On the contrary, the ANSYS CFX software results in the lowest TKE variation, close to 8%, compared to Fluent and STAR-CCM+, with MAPE values of 15% and nearly 20%, respectively.

![Figure 7. Case 1: Comparison of the vertical variations of the Absolute Percentage Error/differences (MAPEs) (based on the results of Figure 6) for each of the parameters (u, TKE (turbulent kinetic energy), and TDR (turbulent dissipation rate) with each software: (i) Fluent and (ii) CFX implement the realizable \( k-\varepsilon \) model, whilst (iii) CFX implements the standard \( k-\varepsilon \) model.](image)

A further analysis was carried out to determine the standard deviations (SDs) for the MAPE values presented in Figure 7, as shown in Table 5. It is interesting to observe that, for all cases and parameters, the SDs are of the same order as the MAPE values. The lowest SD values for all three parameters are obtained using the ANSYS Fluent software, whilst the highest SDs are obtained with the CFX software. It is important to note that Case 1 is not a realistic case, as its inlet boundary condition for TKE is unrealistic.

![Table 5. Case 1. CFD: Computational fluid Dynamics, TDR: Turbulent Dissipation Rate, TKE: Turbulent Kinetic Energy, and MAPE: Mean Absolute Percentage Error.](image)
3.2. Case 2

According to [29], the measures taken by [19,20] improved the level of horizontal homogeneity to some extent. However, [29] argued that better results can be achieved if the inlet turbulent kinetic energy, $k$, and turbulent dissipation rate, $\varepsilon$, are represented by Equations (29) and (30), respectively, as also presented in Table 2, with the inlet velocity profile as before (Table 2).

\[ k = \frac{u^*}{\sqrt{C_\mu}} \sqrt{C_1 \ln \left( \frac{z + z_0}{z_0} \right) + C_2}. \]  

\[ \varepsilon = \frac{u^*^3}{K(z + z_0)} \sqrt{C_1 \ln \left( \frac{z + z_0}{z_0} \right) + C_2}. \]  

where $C_1$ and $C_2$ are constants obtained from fitted curves of the $k$ profile from wind tunnel tests; they are equal to $-0.17$ and $1.62$, respectively. All other simulation parameters remain the same as those in [19,20], except that, in the Fluent simulations, the ground boundary condition was set as a nonslip wall with a ground roughness height $Z_s = 0.4$ m (Equation (23)) and roughness constant $C_s = 0.75$.

Effect of the Ground Roughness Height $Z_s$ in ANSYS CFX

The wall boundary conditions are critical in achieving the HHABL profile, as already outlined in Section 2.2.3. The CFX software provides a scalable wall function—and as the simulations in Case 1 with a roughness height $Z_s$ of 0.4 m indicated larger deviations from the HHABL profile, two separate simulations were carried out for Case 2—to assess the effect of $Z_s$ using two values: (i) based on Equation (25), with a $z_0 = 0.03$ m, resulting in $Z_s = 0.88$ m and (ii) a value of $Z_s = 0.4$ m, as in the Fluent software (consistent with Equation (24)).

Figure 8 shows the velocity, TKE, and TDR vertical profiles from the two simulations, where visually one may conclude that using the $Z_s = 0.88$ m value appears to result in a better performance. A more quantitative analysis is presented in Figures 9 and 10 using the Mean Absolute Percentage Errors/differences (MAPEs) (Equation (1)) and the Q-value (Equation (2)), as done for Case 1. From Figure 9, we can see that using the $Z_s = 0.88$ m value results in lower variations for the velocity and TKE profiles, with maximum MAPE values reaching 1% and 4%, respectively, whilst, for the TDR profile, the $Z_s = 0.4$ m value results in a value lower (below 6%) than for $Z_s = 0.88$ m (higher than 7%), although the difference is not high.

The Q-value for each parameter (velocity, TDR, and TKE) is shown in Figure 10. It is clear from Figure 10 that, for Case 2, the CFX software performs better when the $Z_s$ value is set to $Z_s = 0.88$ m, with the average MAPE value over all parameters and all locations being less than 2%, as opposed to 3% when the $Z_s$ value is set to $Z_s = 0.4$ m. The difference is very small; however, the value of $Z_s = 0.88$ m for the CFX simulations was subsequently considered for both Cases 2 and 3.

Having established the most preferred $Z_s$ value for the CFX software ($Z_s = 0.88$ m), the results for all simulations—for the three software—were then compared and presented in Figures 11 and 12. Figure 11 shows the vertical variation of the profiles for the parameters of interest (velocity, TDR, and TKE), whilst Figure 12 shows the MAPE values (Equation (1)) for each software. Visually, from Figure 11, we see all software retain the HHABL profile within the domain considerably well. Figure 12 shows a more quantitative analysis of our results, with the variations of the MAPE values for each parameter presented.
Figure 8. Case 2: Effect of ground roughness height $Z_s$ on: turbulent streamwise velocity, $u$; turbulent kinetic energy (TKE); and turbulent dissipation rate ($\varepsilon$) using the CFX software. Left column plots is based on $Z_s = 0.4$ m. Right column of plots is based on $Z_s = 0.88$ m.

Figure 9. Case 2: CFX HHABL profile assessment for different ground roughness height $Z_s$: effect of $Z_s$ on the Mean Absolute Percentage Errors/differences (MAPE) at each location (relative to the inlet values) for each parameter using the different software.
shows a more quantitative analysis of our results, with the variations of the MAPE values for each parameter presented.

**Figure 10.** Case 2: Comparison of the Q-value (Equation (2)), i.e., of the average MAPEs over all parameters and over all locations for the CFX simulations using two different values of the roughness parameter $Z_s$. The two values are $Z_s = 0.4$ m and $Z_s = 0.88$ m. Best results were obtained with $Z_s = 0.88$ m.

From Figure 12, the smallest mean variations (MAPE values) for the velocity and TDR profiles seem to be resulting from the STAR-CCM+ software, with mean variations less than 0.6% for the velocity profile and less than 5% for the TDR profile. Fluent and CFX exhibit slightly higher values—up to 1.2% with Fluent for the velocity profile and up to 7% (again Fluent) for the TDR profile. The Fluent application also seems to result in the highest mean variation for TKE, with a mean value of just over 8%, followed by STAR-CCM+, with a mean value just over 6%, whilst the CFX application results in the lowest variations of less than 4%.

**Figure 11.** Case 2: Comparison of the vertical profiles at the 5 different locations for the streamwise velocity ($u$), TKE, ($k$), and turbulent dissipation rate, TDR, ($\varepsilon$) for each software.
As for Case 1, we also estimated the standard deviations (SDs) for the MAPE data presented in Figure 12, as shown in Table 6. For this case, we observe a lowering of the MAPE values for all parameters—compared to Case 1—in all software simulations, with the exception of the Fluent velocity simulations, which show a slight increase (around 3%), as opposed to <1% in Case 1. The lowest MAPE values were obtained with the STAR-CCM+ simulations. As in Case 1, the SDs of the MAPE values were also estimated, and again, as in Case 1, these were of the same order as the MAPE values. For Case 2, the lowest MAPE values are obtained for the velocity parameter, using the STAR-CCM+ software. Correspondingly, the lowest SD values are also observed with the STAR-CCM+ simulation results for the velocity, with typical values of around 1%. The highest MAPE values are obtained for the TDR parameter (between 4 and 7%), with the corresponding highest SDs for the same parameter (~10% using the CFX software). It is important to note that Case 2 uses more realistic inlet conditions for all three parameters (velocity, TDR, and TKE) and appropriate wall functions/boundary conditions for the solid, bottom surface. Thus, it is not surprising that the overall results are improved, and lower MAPE values are observed, as well as lower SDs, with the exception of TDR using the CFX software.

### Table 6. Case 2.

| CFD Parameter | Software | Statistical Parameters (%) | Location Average Over All Locations (%) |
|---------------|----------|-----------------------------|----------------------------------------|
|               |          | L2-L1 | L3-L1 | L4-L1 | L5-L1 |                                |
| Velocity      | Fluent   | MAPE  | 0.59  | 0.87  | 1.07  | 1.24  | 0.9  |
|               |          | SD    | 2.08  | 2.70  | 3.01  | 3.21  | 2.75 |
|               | CFX      | MAPE  | 0.76  | 0.88  | 0.98  | 1.00  | 0.91 |
|               |          | SD    | 1.80  | 2.26  | 2.47  | 2.39  | 2.23 |
|               | STAR-CCM+ | MAPE | 0.44  | 0.44  | 0.51  | 0.48  | 0.47 |
|               |          | SD    | 0.76  | 0.71  | 1.15  | 0.88  | 0.88 |
| TDR           | Fluent   | MAPE  | 3.74  | 5.19  | 6.33  | 7.37  | 5.67 |
|               |          | SD    | 5.30  | 4.98  | 4.57  | 4.56  | 4.85 |
|               | CFX      | MAPE  | 4.73  | 5.89  | 6.47  | 6.71  | 5.95 |
|               |          | SD    | 10.28 | 10.24 | 10.04 | 9.80  | 10.1 |
|               | STAR-CCM+ | MAPE | 3.26  | 4.02  | 4.73  | 4.88  | 4.22 |
|               |          | SD    | 6.71  | 6.58  | 8.00  | 6.78  | 7.01 |
| TKE           | Fluent   | MAPE  | 2.60  | 4.89  | 6.74  | 8.15  | 5.6  |
|               |          | SD    | 1.71  | 2.52  | 3.12  | 3.59  | 2.73 |
|               | CFX      | MAPE  | 1.64  | 2.51  | 3.29  | 3.97  | 2.85 |
|               |          | SD    | 2.93  | 2.49  | 2.24  | 2.25  | 2.48 |
|               | STAR-CMM+ | MAPE | 2.32  | 3.70  | 5.48  | 6.44  | 4.48 |
|               |          | SD    | 2.75  | 3.29  | 5.98  | 3.58  | 3.9  |

### 3.3. Case 3

As discussed in [12,19,20], the near-ground streamwise gradients preventing the HHABL profile can be eliminated if the outlet profile of a similar simulation in a longer domain (10,000 m and 5000 m, respectively) is used as the inlet profile of the same domain. However, for limited computational
power available, our simulations with Fluent and CFX were run with the original domain length of 126 m (in the x-direction), with the exception of the STAR-CCM+ simulations, which considered a domain of 252 m in length (x-direction). In the Fluent and CFX simulations, the output from Case 2 was considered as the inlet conditions for Case 3. For the STAR-CCM+ simulations, as the domain was already twice as long, the vertical profiles from the locations at \( x = 157.5 \) m, \( x = 189 \) m, \( x = 220.5 \) m, and \( x = 252 \) m were considered. The results for all simulations are shown in Figures 13 and 14.

From Figure 13, it can be seen the vertical profiles for the three parameters (\( u \), TKE, and TDR) are well-preserved, with small variations, whilst Figure 14 compares the mean variations for each parameter using the three software.

![Figure 13](image1.png)

Figure 13. Case 3: Comparison of the vertical profiles at the 5 different locations for the streamwise velocity \( u \), turbulent kinetic energy (TKE), and turbulent dissipation rate (TDR) using the three software.

![Figure 14](image2.png)

Figure 14. Case 3: Comparison of the mean vertical variations of the absolute percentage errors/differences (MAPEs) for each parameter (\( u \), TKE, and TDR) using the three software.

It is interesting again to see, from Figure 14, that the lowest MAPE values for the velocity (0.25%) and TDR (3%) profiles are obtained from the STAR-CCM+ software (except for the \( L_1 \) location), followed by Fluent, with mean variations close to 0.3% for the velocity profile and 5.5% for TDR. The CFX software result in 0.4% variations for the velocity profile and 3% for the TDR profile, with the lowest TKE variations (less than 4%) (again, except for the \( L_1 \) location). STAR-CCM+ results in the highest variation value—close to 7%—followed by the Fluent results reaching 5%.

As for Cases 1 and 2, we also estimated the standard deviations (SDs) of all the MAPE values (Figure 14) for Case 3 (longer 252-m domain), and the results are presented in Table 7. It is interesting
to observe a considerable lowering of the MAPE values for all parameters in all software, with the corresponding SDs also being lower now and, again, also of the same order of magnitude as the MAPE values. The lowest MAPE values are obtained for the velocity parameter, with very similar values for all software (<0.5%), with correspondingly low SD values. The highest MAPE values are observed again for the TDR parameter using the CFX software. It is important to note that Case 3 uses as inlet boundary conditions the outlet values of Case 2.

Table 7. Case 3.

| CFD Parameter | Software       | Statistical Parameter | Location L2-L1 | Location L3-L1 | Location L4-L1 | Location L5-L1 | Average Over All Locations |
|---------------|----------------|-----------------------|----------------|----------------|----------------|----------------|---------------------------|
| Velocity      | Fluent         | MAPE                  | 0.11           | 0.21           | 0.27           | 0.32           | 0.23                      |
|               | SD             |                       | 0.13           | 0.25           | 0.33           | 0.38           | 0.27                      |
|               | CFX            | MAPE                  | 0.37           | 0.34           | 0.36           | 0.41           | 0.37                      |
|               |                |                       | 0.68           | 0.28           | 0.35           | 0.30           | 0.40                      |
|               | STAR-CCM+      | MAPE                  | 0.20           | 0.14           | 0.17           | 0.26           | 0.19                      |
|               |                |                       | 0.44           | 0.09           | 0.12           | 0.24           | 0.22                      |
| TDR           | Fluent         | MAPE                  | 1.55           | 3.01           | 4.34           | 5.50           | 3.6                       |
|               |                |                       | 1.02           | 2.03           | 3.05           | 4.03           | 2.53                      |
|               | CFX            | MAPE                  | 2.57           | 2.82           | 2.94           | 3.12           | 2.86                      |
|               |                |                       | 3.62           | 1.64           | 1.62           | 2.76           | 2.41                      |
|               | STAR-CCM+      | MAPE                  | 1.45           | 1.28           | 2.10           | 3.10           | 1.98                      |
|               |                |                       | 2.01           | 1.02           | 1.56           | 2.32           | 1.73                      |
| TKE           | Fluent         | MAPE                  | 1.56           | 2.95           | 4.16           | 5.20           | 3.47                      |
|               |                |                       | 1.06           | 2.08           | 3.07           | 4.02           | 2.56                      |
|               | CFX            | MAPE                  | 2.01           | 2.67           | 3.24           | 3.85           | 2.94                      |
|               |                |                       | 1.92           | 1.36           | 2.10           | 3.26           | 2.16                      |
|               | STAR-CMM+      | MAPE                  | 2.48           | 3.55           | 5.21           | 6.72           | 4.49                      |
|               |                |                       | 1.31           | 1.96           | 2.98           | 3.92           | 2.54                      |

4. Discussion

The work presented in this paper looks at a detailed analysis of the HHABL profile through the variations of three parameters, namely the streamwise velocity ($u$), the turbulent kinetic energy (TKE), and the turbulent dissipation rate (TDR), through an empty domain. Three different commercial software were implemented—these being the ANSYS Fluent, the ANSYS CFX, and the Siemens STAR-CCM+. The simulation results presented consisted of: (i) graphical plots of the vertical profiles of the parameters of interest ($u$, TKE, and TDR) in relation to the inlet values (Figures 6, 11 and 13); the mean absolute percentage errors/differences (MAPEs) at the locations downstream the inlet for each parameter in relation to the inlet profiles using the three software (Figures 7, 12 and 14); and the average of all MAPE values over all parameters and all locations for all cases and all three software, resulting in the Q-values, as presented in Figure 15. Three cases were studied—characterized by different inlet conditions—as shown in Table 2, with the more realistic inlet conditions specified in Cases 2 and 3.

Although there has been substantial past work in the literature relating to the HHABL, there is very limited/almost nonexistent detailed analysis in the form presented in this paper, i.e., through the analysis of the mean absolute percentage errors (MAPEs) for the three parameters of interest ($u$, TDR, and TKE). The closest reference we found that reported percentage errors/differences between inlet conditions and values downstream was in [19], where the average percentage error (APE) was presented at two specific heights only (at 2 m and 20 m) but not the mean values over the whole profile, as presented here. From [19], we noticed their APEs were very high—in some cases, approaching over 50% for TDR—within a computational domain of 10,000 m. In our study, we obtained the average APE over the whole vertical profile of 36 m (averaging over 72 elevations), i.e., our MAPE values,
as presented in Tables 5–7, together with their SDs. Subsequently, we estimated the average MAPE over all locations—together with the average SDs—as presented again in Tables 5–7, and it can be seen from these tables, the average MAPEs over all locations, taking into account the addition of the SDs range: (a) for Case 1: (i) for velocity—between 1.5% to 17%, (ii) for TDR—between 10% and 40%, and (iii) for TKE—between 11% and 17%; (b) for Case 2: (i) for velocity—between 1.5% and 4%, (ii) for TDR—between 10% and 16%, and (iii) for TKE—between 5% and 10%; and (c) for Case 3: (i) for velocity—less than 1%, (ii) for TDR—less than 6%, and for (ii)—less than 7%.

A substantial decrease in the average MAPEs is observed in Cases 2 and 3, relative to Case 1, showing that improved inlet conditions and a longer domain result in improving the HHABL. It can also be seen that the average MAPE values for all parameters for Case 3 are much lower than the individual APE values reported in [19]; however, for Case 1, the average MAPE value for TDR reaches values similar values to the ones reported in [19], i.e., up to 40% vs. over the 50% noted in [19].

In more detail, looking at Figures 7, 12 and 14 and Tables 5–7, our results show the following:

- Case 1 shows the largest MAPEs amongst the software, with Fluent and STAR-CCM+ exhibiting acceptable HHABL for the velocity and TDR profiles, whilst CFX exhibits the largest MAPEs from the inlet profile, averaging a value over all locations of ~5% for the velocity, with an SD of near 12%, whilst, for the TDR profile, the location-averaged MAPEs are close to 15%, with a corresponding SD of 25% (Table 5). The lowest TDR variations are observed with Ansys Fluent, with a location-averaged MAPE value of 5.6% and a corresponding SD of 4.5%, whilst STAR-CCM+ exhibits slightly higher values of 7.9% and 9.8% (SD values). It is noted that STAR-CCM+ software implements a two-layer $k$–$\varepsilon$ realizable model, where the TDR value in the layer near the wall is estimated using the Wolfstein expression, as opposed to the transport equation. In contrast, the CFX software results in the lowest TKE differences, with a location-averaged MAPE of 5.5% and the lowest SD of nearly 6%, whilst Fluent and STAR-CCM+ exhibit higher location-averaged MAPEs, nearing 12%, but lower corresponding SDs of 3.1% and 4.6%, respectively (Table 5). These higher variations in TKE may not be surprising, as the inlet TKE profile is an unrealistic, constant (with height) profile, although CFX seems to be able to preserve the TKE profile better than Fluent and STAR-CCM+.

- Case 2 exhibits a good HHABL profile for all three software. For Case 2, the best overall performance for the velocity profiles appears to be with the STAR-CCM+ software, where the location-averaged MAPEs are less than 0.5% and, also, have the lowest SDs (~1%). For the TDR profiles, STAR-CC+ results in the lowest location-averaged MAPE value of 4.22%, with a similar value by the Fluent software, but STAR-CCM+ appears to have a higher SD (7%), as opposed to the ~5% of SD using Fluent. The CFX software results in the slightly higher location-averaged value of the MAPE (5.95%) and the highest corresponding SD (10.1%) (Table 6). It is noted that STAR-CCM+ implements the blended wall function, and a higher resolution mesh is necessary (base cell size of 0.1 m), in combination with a relative velocity of −12 m/s and a roughness length of 0.03 m, as opposed to the roughness height $Z_s = 0.4$ m in Fluent and $Z_s = 0.88$ m in CFX. The differences in the TDR values between STAR-CCM+ and the other two software (ANSYS Fluent and ANSYS CFX) may be again due to the fact that, in STAR-CCM+, a two-layer $k$–$\varepsilon$ realizable model was implemented, in which the TDR value in the layer near the wall was estimated using the Wolfstein expression, as opposed to the transport equation. Although the ANSYS CFX software did not perform as well as the other two software for the velocity and TDR profiles, it seemed to perform better than Fluent and STAR-CCM+ in relation to the TKE, exhibiting the lowest location-averaged values and SDs, as seen in Table 6.

- Case 3 shows the lowest MAPE values (Table 7), with STAR-CCM+ performing best in preserving the inlet velocity and TDR profiles, with the lowest average (over all locations) MAPE values being less than 0.25% for velocity and less than 2% for TDR, respectively, whilst the CFX software succeeds in preserving the TKE profiles, with the lowest average (over all locations) MAPEs less than 3%.
• STAR-CCM+ differs from the other two software in its implementation of the blended wall function approach and the estimation of the TDR near the wall using Equation (25), as opposed to the full transport equation (Equation (16)). Results for the TDR predictions from Tables 5–7 indicate that, for Case 1, STAR-CCM+ performed better than CFX but worse than Fluent. For Case 2, STAR-CCM+ resulted in the lowest MAPE values (for TDR), compared to Fluent and CFX, indicating perhaps that the blended function approach is a better approach. However, the corresponding SDs with STAR-CCM+ were higher than Fluent. For Case 3, STAR-CCM+ resulted in the lowest MAPE values for TDR and the lowest SDs. The improved simulation results using STAR-CCM+ for Case 3 may be attributed to the blended wall function approach and the two-layer k-ε approach, with the implementation of the Wolfstein expression for the estimation of the near-wall TDR values.

• The SDs estimated in all cases for all parameters and all three software are, in most cases, of the same order as the corresponding MAPE values, with Case 3 showing the lowest MAPE values, as well as the lowest SD values, as seen in Tables 5–7. The averaged MAPEs and averaged SDs (over all locations) for each parameter are also shown in Table 7, clearly indicating that the lowest values are obtained with Case 3. Highest variations in the averaged MAPEs occur for the TKE in all software, with values ranging from 2% to ~5%, whilst the corresponding SDs are close to 3% for all three software.

To assess further the quality of the HHABL, in addition to the location-averaged values presented in Tables 5–7, the MAPE values were also subsequently averaged over all the parameters to get a "holistic" idea of how each software behaves. This averaging over all locations and over all parameters represents the Q-values (Equation (2)) that were determined for each case using the different software. In addition, the corresponding SDs are also estimated and shown in Table 8. Graphically, the Q-values are shown in Figure 15.

Table 8. Q-Values with their Corresponding SDs.

| Case No | Software      | Q-Value | Q-SD Value |
|---------|---------------|---------|------------|
| Case 1  | ANSYS Fluent  | 6.00    | 2.80       |
|         | ANSYS CFX     | 8.63    | 14.23      |
|         | Siemens STAR-CCM+ | 7.20   | 5.80       |
| Case 2  | ANSYS Fluent  | 4.06    | 3.44       |
|         | ANSYS CFX     | 3.24    | 4.94       |
|         | Siemens STAR-CCM+ | 3.06   | 3.93       |
| Case 3  | ANSYS Fluent  | 2.43    | 1.79       |
|         | ANSYS CFX     | 2.06    | 1.66       |
|         | Siemens STAR-CCM+ | 2.22   | 1.50       |

From Table 8 and Figure 15, we observe the following:

For Case 1: Fluent and STAR-CCM+ result in very similar variations (sums of mean variations over all parameters being 6% and 7%, respectively), whilst CFX results in a higher value of 8.63%, with the highest SD of 14.2%. Two possible reasons may be: (i) the fact that CFX software does not provide a realizable k-ε model but allows only the standard k-ε model, and (ii) the wall boundary conditions are slightly different between the three software, with Fluent utilizing the standard wall function, STAR-CCM+ implementing the blended wall function approach, and CFX the scalable wall function. For Case 1, the Fluent application seems to retain the HHABL profile better, with the lowest Q-values and associated SDs (6% and 2.8%, respectively), followed by STAR-CCM+ and then CFX, with CFX also exhibiting the highest SD value of 14.2%.

For Case 2: From Table 8 and Figure 15, we see that, overall, all software perform better than in Case 1, with STAR-CCM+ appearing to have the smallest Q-values (just reaching 3%) and associated SD (3.94%), followed by CFX with a very slightly higher Q-value of 3.24% and a corresponding SD of 4.94%,
whilst Fluent results in the largest Q-value of 4% and corresponding SD of 3.44%. These percentage differences are, overall, the same amongst the software, and all three software appear to be behaving in a very similar manner and resulting in a good preservation of the HHABL profile within the domain.

For Case 3: In this case, from both Table 8 and Figure 15, we can see that all three software result in lower Q-values and associated SDs in relation to Case 2, with overall Q-values ranging from 2.06% with the CFX results, followed by STAR-CCM+ with 2.2% and Fluent just over 2.4%. Their corresponding SDs are also of the same order, with STAR-CCM+ resulting in the lowest SD value of 1.5%, whilst Fluent results in an SD of 1.79%.

It is clear that these variations amongst the software are minimal, with all software exhibiting overall Q-values less than 2.5%, with corresponding SD values also less than 2%—hence, showing very similar performances for Case 3. A threshold Q-value of 5% was considered and all three software seemed to perform well based on this threshold—with regards to the preservation of the HHABL profile.

It is interesting to note again that the Q-values obtained are lower than the error values presented in [19]. The differences in the output from the different software for each case may be due to the inlet conditions and length of the domain. We recall that Case 1 consists of an unrealistic TKE inlet profile and results in the higher Q-values and associated SD values for all software. Case 2 has realistic inlet profiles for all parameters (\(u\), TKE, and TDR) and results in Q-values lower than Case 1, as well as lower SD values; however, the computational domain is not very long—only 126 m. Case 3 represents a longer domain (252 m) and results in the lowest Q-values—less than 2.5%—and the lowest SD values, with all software showing very similar values; only a 0.5% difference was amongst the software values, indicating that all three software preserved satisfactorily the HHABL profile, assuming the correct boundary conditions and model parameters are implemented.

**5. Conclusions**

The outcome of this work indicated that all three software achieve the HHABL profile, with minor differences between them, provided realistic inlet conditions are implemented and the right simulation parameters are chosen (e.g., roughness height). This is obvious in Cases 2 and 3, where differences of less than 2% amongst the software overall mean values (Figure 15) are observed. Case 3 results in the best overall results, with the lowest Q-value, as shown in Figure 15 and Table 8, with all three software yielding very similar values and less than 0.5% difference between the software, confirming the fact that, when the correct boundary conditions and model parameters are implemented, a satisfactory horizontal homogeneity for the ABL can be achieved within the domain.

Possible reasons for the small differences observed between the software may be due to:
a. The varying meshing options chosen in the different software, i.e., the prism-layer option given in STAR-CCM+, as opposed to the uniform/structured mesh in Fluent and CFX. It is noted that higher resolution meshes were considered in both Fluent and CFX but with no visible improvement in the HHABL profile, consistent with the findings of previous research.

b. Slight variations in the expressions for the eddy viscosity models (Equations (5) and (8)).

c. Slight variations in the wall boundary condition functions. As was discussed in Section 2.2.3, slightly different wall functions were implemented in the three software, with the standard wall function in Fluent, the scalable wall function in CFX, and the blended wall function in STAR-CCM+. Similar constants were used in the three functions; however, for example, the scalable wall function implemented in CFX may be a more suitable function than the standard wall function, as it overcomes the inconsistencies/inaccuracies near the wall when higher resolution meshes are used near the wall. STAR-CCM+ implemented the blended wall function, and, in combination with a high-resolution mesh (bases size of 0.1 m) and a relative velocity, it resulted in a good preservation of the profiles for both Cases 2 and 3. When using a structured, uniform mesh with a base cell size of 0.5 m, without a finer resolution near the wall, STAR-CCM+ did not perform as well as the other software.

d. Slight differences in the $k-\varepsilon$ turbulence model, as the realizable $k-\varepsilon$ model was implemented in both the Fluent and STAR-CCM+ applications, whilst only the standard $k-\varepsilon$ model was available in the CFX software.

e. Further works will consider the implementation of the same three software, with the inclusion of a single obstacle within the domain, to assess again the possible differences between the three software for the estimation of turbulence quantities.
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