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ABSTRACT

In most of the previous studies related to collisional disruption of planetesimals in the gravity regime, Smoothed Particle Hydrodynamics (SPH) simulations have been used. On the other hand, impact simulations using grid-based hydrodynamic code have not been sufficiently performed. In the present study, we execute impact simulations in the gravity regime using the shock-physics code iSALE, which is a grid-based Eulerian hydrocode. We examine the dependence of the critical specific impact energy $Q_{RD}^*$ on impact conditions for a wide range of specific impact energy ($Q_R$) from disruptive collisions to erosive collisions, and compare our results with previous studies. We find collision outcomes of the iSALE simulation agree well with those of the SPH simulation. Detailed analysis mainly gives three results. (1) The value of $Q_{RD}^*$ depends on numerical resolution, and is close to convergence with increasing numerical resolution. The difference in converged value of $Q_{RD}^*$ between the iSALE code and the SPH code is within 30%. (2) Ejected mass normalized by total mass ($M_{ej}/M_{tot}$) generally depends on various impact conditions. However, when $Q_R$ is normalized by $Q_{RD}^*$ that is calculated for each impact simulation, $M_{ej}/M_{tot}$ can be scaled by $Q_R/Q_{RD}^*$, and is independent of numerical resolution, impact velocity and target size. (3) This similarity law for $Q_R/Q_{RD}^*$ is confirmed for a wide range of specific impact energy. We also derive a semi-analytic formula for $Q_{RD}^*$ based on the similarity law and the crater scaling law. We find that the semi-analytic formula for the case with a non-porous object is consistent with numerical results.

Subject headings: Impact processes, Cratering, Planetary formation
1. INTRODUCTION

Collisions are one of the most important processes in planet formation because planetary bodies in the Solar System are thought to have experienced a lot of collisions during the accretion process (e.g., Lissauer 1993). Thus, collisional processes have been examined extensively. Roughly speaking, collisional outcomes can be classified into disruptive collisions and erosive collisions by the specific impact energy $Q_R$, given by

$$Q_R = \left( \frac{1}{2} M_{\text{tar}} V_{\text{tar}}^2 + \frac{1}{2} M_{\text{imp}} V_{\text{imp}}^2 \right) / M_{\text{tot}} = \left( \frac{1}{2} M_R v_{\text{imp}}^2 \right) / M_{\text{tot}},$$

where $M_{\text{tar}}$ and $M_{\text{imp}}$ are the mass of the target and the impactor ($M_{\text{tar}} > M_{\text{imp}}$, $M_{\text{tot}} = M_{\text{tar}} + M_{\text{imp}}$), respectively, and $V_{\text{tar}}$ and $V_{\text{imp}}$ are the velocities of the target and the impactor in the frame of the center of mass when the two objects contact each other, respectively. $M_R$ is the reduced mass, given by $M_{\text{imp}} M_{\text{tar}} / M_{\text{tot}}$, and $v_{\text{imp}}$ is the impact velocity ($v_{\text{imp}} = V_{\text{imp}} - V_{\text{tar}}$ for negative $V_{\text{tar}}$). In particular, the specific impact energy required to disperse the largest body such that it has exactly half its total mass after the collision is called the critical specific impact energy $Q_{RD}^*$. In the case of $Q_R > Q_{RD}^*$, collisions between planetesimals are regarded as disruptive collisions, while they are non-disruptive collisions for $Q_R \ll Q_{RD}^*$, whose mass ejection is small (hereafter called erosive collisions).

The values of $Q_{RD}^*$ have been investigated by laboratory experiments and numerical simulations (e.g., Benz & Asphaug 1999; Nakamura et al. 2009). When the target is small enough to neglect the effect of the target’s gravity, the critical specific impact energy is mainly estimated by laboratory experiments (Housen & Holsapple 1999; Nakamura et al. 2009). As target size increases, collision outcomes gradually become dominated by the gravity of the target. However, direct experimental measurements of a large scale collision are difficult to carry out in the laboratory. Thus, the values of $Q_{RD}^*$ for large targets ($\gtrsim 1\text{km}$) are estimated via shock-physics code calculations, which compute the propagation of the shock wave caused by a high velocity collision ($\gtrsim \text{km/s}$): Lagrangian hydrocode such as Smoothed Particle Hydrodynamics (SPH) methods (Love & Ahrens 1996; Melosh & Ryan 1997; Benz & Asphaug 1999; Jutzi et al. 2010; Genda et al. 2015; Jutzi 2015; Movshovitz et al. 2016; Genda et al. 2017), or a hybrid code of Eulerian hydrocode and N-body (Leinhardt & Stewart 2009). These numerical simulations showed the dependence of the value of $Q_{RD}^*$ on various impact conditions such as target size, impact velocity, material properties, and impact angle. For example, the value of $Q_{RD}^*$ in the gravity regime increases nearly monotonically with the size of the target because collisional fragments are more easily bound by the gravitational force of the target. The critical specific impact energy also depends on the material property (e.g., material strength, porosity, and friction) of the impactor and the target (Leinhardt & Stewart 2009; Jutzi et al. 2010; Jutzi 2015). Notably, the friction significantly dissipates impact energy (Kurosawa & Genda 2018), which tends to hinder the disruption of the target. The value of $Q_{RD}^*$ then reaches about 10 times the value of $Q_{RD}^*$ without the friction (Jutzi 2015). Moreover, recent impact
simulations show that $Q_{\text{RD}}^*$ depends not only on impact conditions, but also on numerical resolution (Genda et al. 2015, 2017). Genda et al. (2015) performed SPH simulation at various numerical resolutions, and showed that $Q_{\text{RD}}^*$ at high numerical resolution is rather low compared to the case of low resolution.

In addition to the critical specific impact energy, the understanding of erosive collisions is also important in relation to the formation of planetary bodies. In most of the previous studies, the contribution of erosive collision to growth of the planets has been underestimated because the amount of mass ejected by erosive collision is much smaller than the total mass. However, some previous studies showed that erosive collision also plays an important role in planetary accretion (Kobayashi & Tanaka 2010; Kobayashi et al. 2010, 2011). Kobayashi & Tanaka (2010) assumed a simple fragmentation model describing both disruptive collisions and erosive collisions, and investigated mass depletion time in a collision cascade based on analytic consideration and numerical simulation. They showed that erosive collisions occur much more frequently than disruptive collisions and the mass depletion time is mainly determined by erosive collisions. Recently, the validity of the simple fragmentation model was examined by Genda et al. (2017), who performed impact simulations for a wide range of specific impact energy using the SPH method with self-gravity and without material strength (i.e. a purely hydrodynamic case), and showed that the fragmentation model is consistent with collisional outcomes of simulations within a factor of two. They also showed that the ejected mass normalized by the total mass can be scaled by $Q_R/Q_{\text{RD}}^*$ for their parameter range.

However, almost all high velocity collisions have been examined by the SPH method. Another common hydrodynamic simulation, whose computational domain is discretized by grids, has also been carried out (e.g., Leinhardt & Stewart 2009). However, the grid-based code is only used for the shock deformation immediately after collision, and a large part of the disruption is calculated by N-body simulation. Thus, impact simulation using the grid-based code has not been sufficiently performed, though it is important to examine the problem with a different numerical approach.

In this study, we perform impact simulations in the gravity regime by using shock-physics code iSALE (Amsden et al. 1980; Collins et al. 2004; Wunnemann et al. 2006; Collins et al. 2016), which is a grid-based Eulerian hydrocode, and has been widely distributed to academic users in the impact community. This code has been used to understand various impact phenomena: crater formation (Collins et al. 2008; Cremonese et al. 2012), impact jetting (Johnson et al. 2015; Wakita et al. 2017; Kurosawa et al. 2018), pairwise collisions of planetesimals with/without self-gravity (Davison et al. 2010, 2012) and comparison with experimental data (Nagaki et al. 2016; Kadono et al. 2018). We examine the dependence of $Q_{\text{RD}}^*$ on numerical resolution and impact conditions for a wide range of specific impact energy from disruptive collisions to erosive collisions, and compare our results with previous studies. Furthermore, using numerical results obtained by the iSALE code and the crater scaling law, we derive a semi-analytic formula for $Q_{\text{RD}}^*$. 
In Section 2, we present methods for impact simulations and analysis. We show our numerical outcomes of simulations in the case of disruptive collisions in Section 3. In Section 4, we establish a similarity law for $Q_R/Q_{RD}$ for a wide range of impact energy, and derive a semi-analytic formula for $Q_{RD}$. We discuss effects of oblique collisions and material properties in our results in Section 5. Section 6 summarizes our results.

2. NUMERICAL METHODS

In this study, we examine collisions between planetesimals using shock-physics code iSALE-2D, the version of which is iSALE-Chicxulub. The iSALE-2D is an extension of the SALE hydrocode (Amsden et al. 1980). To simulate hypervelocity impact processes in solid materials, SALE was modified to include an elasto-plastic constitutive model, fragmentation models, and multiple materials (Melosh et al. 1992; Ivanov et al. 1997). More recent improvements include a modified strength model (Collins et al. 2004), and a porosity compaction model (Wünnemann et al. 2006; Collins et al. 2011).

The iSALE-2D supports two types of equation of state: ANEOS (Thompson & Lauson 1972; Melosh 2007) and Tillotson equation of state (Tillotson 1962). These equations of state have been widely applied in previous studies including planet- and planetesimal-size collisional simulations (e.g. Canup & Asphaug 2001; Canup 2004; Fukuzaki et al. 2010; Ćuk & Stewart 2012; Sekine & Genda 2012; Hosono et al. 2016; Wakita et al. 2017). In our simulation, we use the Tillotson equation of state for basalt because almost all previous studies related to collisional disruption have used the Tillotson equation of state, which allows us to directly compare our results with theirs. The Tillotson equation of state contains ten material parameters, and the pressure is expressed as a function of the density and the specific internal energy; all of which are convenient when used in works regarding fluid dynamics. Although the Tillotson parameters for basalt of the iSALE-2D are set to experimental values, we used the parameter sets of basalt referenced in previous works (Benz & Asphaug 1999; Genda et al. 2015, 2017).

We employ the two-dimensional cylindrical coordinate system and perform head-on impact simulations between two planetesimals (Figure 1). We assumed that planetesimals are not differentiated. Planetesimals are also assumed to be composed of basalt. For nominal cases, the radius of the target $R_{tar}$ and the impact velocity of the impactor $v_{imp}$ are fixed at 100 km and 3 km/s, respectively. We also examine the dependence of collisional outcome on target size and impact velocity in Section 3.2. To carry out impact simulations with various impact energy $Q_R$, we changed the radius of the impactor $R_{imp}$. For example, $R_{imp} = 14 - 21$ km (i.e., $Q_R \simeq 12 - 41$ kJ/kg). In this study, we consider four cases with the number of cells per target radius ($n_{tar} = 100, 200, 400,$ and $800$). Then, the total number of numerical cells in the computational domain ($n_v \times n_h$, see Figure 1) is changed depending on $n_{tar}$. For example, $(n_v \times n_h) = (450 \times 450), (900 \times 900), (1800 \times 1800),$ and $(3600 \times 3600)$
at $n_{\text{tar}} = 100, 200, 400, \text{ and } 800$, respectively. In the case of $R_{\text{tar}} = 100 \text{ km}$, the values of the spatial cell size for each numerical resolution $\Delta x (= R_{\text{tar}} / n_{\text{tar}})$ are $\Delta x = 1000, 500, 250, \text{ and } 125 \text{ m}$, and the size of the computational domain is fixed at $(n_v \Delta x, n_h \Delta x) = (450 \text{ km}, 450 \text{ km})$.

The aim of this study is to make a direct comparison of collisional outcomes between different numerical codes (SPH code and iSALE code). Therefore, although the iSALE-2D can deal with the effects of material strength, damage, and porosity of the target and the impactor, these effects are not taken into account in the present work; that is, the fluid motion is purely hydrodynamic. The self-gravity is calculated by the algorithm in the iSALE-2D based on a Barnes-Hut type algorithm, which can reduce the computational cost of updating the gravity field. In most of our calculations, the opening angle $\theta$, which is the ratio of mass length-scale to separation distance, is set to 1.0. Although the value of the opening angle is rather large, we confirmed that the difference in ejected mass between cases for $\theta = 1.0$ and $\theta = 0.5$ (or 0.1) is within $\sim 5 \%$ for impacts of our interest. For example, we compared the results for $R_{\text{tar}} = 300 \text{ km}$ because the gravity of such a large planetesimal is relatively strong (Section 3.2). Then, the calculation time of a single impact simulation mainly depends on the numerical resolution. For example, in our calculation with $n_{\text{tar}} = 800$, the calculation time is a few weeks for $R_{\text{tar}} = 100 \text{ km}$, while it is two months for $R_{\text{tar}} = 30 \text{ km}$, using a computer with an Intel$^\text{R}$ Core$^\text{TM}$ i7-4770K Processor (3.50 GHz). Other input parameters for iSALE simulation are summarized in Table 1.

In order to obtain the value of $Q_{\text{RD}}^*$, we need to estimate the mass of ejecta caused by a single disruptive collision, $M_{\text{ej}}$, defined as

$$M_{\text{ej}} = M_{\text{tot}} - M_{\text{lrg}}, \quad (2)$$

where $M_{\text{lrg}}$ is the mass of the largest body resulting from the impact. The mass of the largest body $M_{\text{lrg}}$ is determined by the following procedure. First, we find the groups of cells in contact with cells of non-zero densities and compare the total masses of the cells in the respective groups. The largest total mass is regarded as the preliminary mass of the largest body $M_{\text{lrg}}$. This procedure roughly corresponds to a friends-of-friends algorithm to identify collisional fragments used in previous studies with a SPH method (e.g., Benz & Asphaug 1999; Genda et al. 2015, 2017). Next, if the constituent cells in the tentative largest body are gravitationally bound, the largest body is determined. Otherwise, we find the cells where the specific kinetic energies are larger than the specific gravitational potential energy of the tentative largest body and remove them from the largest body. This procedure is iteratively performed until the number of the cells in the largest mass converges. We regard the converged $M_{\text{lrg}}$ as the mass of the largest body.
3. DISRUPTIVE COLLISIONS AND THE CRITICAL SPECIFIC IMPACT ENERGY $Q_{RD}^*$

3.1. $Q_{RD}^*$ at a nominal case

We examine the critical specific impact energy $Q_{RD}^*$ for a nominal case with the target radius $R_{tar} = 100$ km and the impact velocity $v_{imp} = 3$ km/s. Figure 2 shows a time series of a simulation of an impactor's head-on collision ($R_{imp} = 16$ km) with the target ($R_{tar} = 100$ km) at an impact velocity of $v_{imp} = 3$ km/s. We adopt the number of cells per target radius $n_{tar} = 800$. The color contour represents the specific kinetic energy. When $t = 0$ s, the impactor starts colliding with the target. The shock wave generated by the impact propagates through the target and arrives at the antipode of the impact point at $t \simeq 50$ s. Most of the ejecta formed by the collision have relatively large amounts of kinetic energy, and continue escaping from the gravity of the target even when $t \gtrsim 300$ s.

In Figure 3(a), the black curve represents the time evolution of the ejected mass ($M_{ej}$) normalized by the total mass of colliding bodies ($M_{tot}$) in the impact simulation shown in Figure 2. Immediately after the collision, the value of $M_{ej}/M_{tot}$ increases rapidly. However, it converges within a short time ($t \lesssim 170$ s) and eventually becomes nearly constant ($M_{ej}/M_{tot} \simeq 0.49$) at $t = 350$ s. Figure 3(a) also shows the resolution dependence of the time evolution of $M_{ej}/M_{tot}$. The general feature of the ejected mass for each numerical resolution is similar to that with $n_{tar} = 800$. However, the converged values of $M_{ej}/M_{tot}$ increase as numerical resolution increases, which was also observed in the results obtained by using the SPH code (Genda et al. 2015). Figure 3(b) shows the case with more destructive collision ($R_{imp} = 19$ km). Although the differences in the values of $M_{ej}/M_{tot}$ between numerical resolutions become smaller, the basic feature is similar to the cases with $R_{imp} = 16$ km.

Figure 4(a) shows $M_{ej}/M_{tot}$ for various numerical resolutions as a function of $Q_R$. The values of $M_{ej}/M_{tot}$ are listed in Table 2. In all the cases, we find that the ejected mass increases as impact energy increases. We also find that $M_{ej}/M_{tot}$ for each impact energy increases with $n_{tar}$, and the differences in $M_{ej}/M_{tot}$ between numerical resolutions become smaller in the case of higher resolution. The vertical dashed lines in Figure 4(a) represent the critical specific impact energy $Q_{RD}^*$ for each numerical resolution, which can be calculated by the linear interpolation of the two data sets of $Q_R$ across $M_{ej}/M_{tot} = 0.5$ (see Genda et al. 2013, 2017). We find $Q_{RD}^* = 24.37, 21.16, 19.73$ and 18.99 kJ/kg for $n_{tar} = 100, 200, 400, \text{and } 800$, respectively. Figure 4(b) shows $Q_{RD}^*$ as a function of the spatial cell size $\Delta x$ divided by the diameter of the target $D_{tar}$. Here, $\Delta x/D_{tar}$ corresponds to $(2n_{tar})^{-1}$. The values of $Q_{RD}^*$ decrease monotonically with decreasing $\Delta x/D_{tar}$ and would be close to convergence. Even for the highest resolution simulation ($n_{tar} = 800$), the value of $Q_{RD}^*$ does not fully converge. However, Genda et al. (2015, 2017) showed the dependence of $Q_{RD}^*$ can be approximated well by a linear function of the inverse of the numerical resolution.
Therefore, we also fit our result with the following relation,
\[ Q_{RD}^* = Q_{RD,0}^* + b(\Delta x/D_{tar}), \quad (3) \]
where \( Q_{RD,0}^* \) and \( b \) are fitting parameters. As a result, we find that the fitting parameters are determined to be \( Q_{RD,0}^* = 18.25 \) kJ/kg and \( b = 1241 \) kJ/kg in the case of \( R_{tar} = 100 \) km and \( v_{imp} = 3 \) km/s. The value of fitting parameter \( Q_{RD,0}^* \) in Equation (3) corresponds to the converged \( Q_{RD}^* \) in the limit of \( \Delta x/D_{tar} \to 0 \) (i.e. \( n_{tar} \to \infty \)). From these results, we conclude that ejecta masses and \( Q_{RD}^* \) obtained by iSALE code also depend on numerical resolution as well as those in SPH simulations by Genda et al. (2015, 2017).

We compare these results with Genda et al. (2015) in detail. In the case of \( R_{tar} = 100 \) km and \( v_{imp} = 3 \) km/s, Genda et al. (2015) carried out SPH simulations for four different numerical resolutions (\( N_{SPH} = 5 \times 10^4, 1 \times 10^6, 5 \times 10^5, \) and \( 5 \times 10^6 \), where \( N_{SPH} \) is the number of SPH particles in the target) and estimated the converged values of the head-on critical specific impact energy. Although their hydrocode is not based on two-dimensional Eulerian code such as iSALE-2D, but three-dimensional Lagrangian code, we simply assume that the number of cells on target diameter \( 2n_{tar} \) is equivalent to \( N_{SPH}^{1/3} \). Under the assumption, the case of lowest numerical resolution (\( n_{tar} = 100 \)) in this study roughly corresponds to the case of highest resolution (\( N_{SPH} = 5 \times 10^6 \)) in Genda et al. (2015) and in our study are similar values within a 30\% range of each other. The slope from numerical data obtained by the iSALE-2D is somewhat steeper than in the case of SPH simulations. Thus, for the same numerical resolution, the value of \( Q_{RD}^* \) estimated by SPH simulations is closer to each of their converged values.

Recently, Genda et al. (2017) found that the dependence of \( M_{ej}/M_{tot} \) on \( Q_{R}/Q_{RD}^* \) is independent of numerical resolutions: once the converged value (or reasonable value of \( Q_{RD}^* \)) is obtained from very high-resolution simulations, the general behavior of \( M_{ej}/M_{tot} \) is given by low resolution simulations. Thus, we examine whether the ejected mass due to disruptive collision can be scaled by \( Q_{R}/Q_{RD}^* \) because they mainly focus on erosive collisions.

---

1When the target consists of \( N_{SPH} \) SPH particles, the relationship between \( N_{SPH} \) and the number of SPH particles for the target radius \( n_{SPH} \) is given as \( N_{SPH}^{1/3} = (4\pi/3)^{1/3}n_{SPH} \approx 1.6n_{SPH} \). However, it is not clear whether \( n_{SPH} \) is equal to \( n_{tar} \) because of the difference in the numerical scheme. Thus, we assume \( N_{SPH}^{1/3} \approx 1.6n_{SPH} \approx 2n_{tar} \).

2In comparison with SPH code, this correspondence does not change even if we use impactor resolution. In Genda et al. (2013), the impactor is composed of \( \sim 2 \times 10^4 \) SPH particles for the highest resolution case (\( N_{SPH} = 5 \times 10^6 \)). Under the assumption that \( 2n_{imp} \approx N_{SPH,imp}^{1/3} \) (where \( N_{SPH,imp} \) is the number of SPH particles for the impactor), the number of cells per impactor radius \( n_{imp} \) is estimated to be 13.6, which is consistent with the value of \( n_{imp} \) used by the lowest resolution case (see Table 2).
Figure 6 shows the same results as shown in Figure 4(a), but \( Q_R \) is normalized by each calculated value of \( Q_{RD}^* \). We find that our numerical data can be clearly scaled by \( \frac{Q_R}{Q_{RD}^*} \). Asterisks in Figure 6 represent collision outcomes of SPH simulations for \( N_{SPH} = 5 \times 10^6 \) (Genda et al. 2015). Our results agree well with their results despite the different numerical schemes. Therefore, this would suggest that even numerical scheme-dependence of ejected mass can be scaled by \( \frac{Q_R}{Q_{RD}^*} \). Stewart & Leinhardt (2009) derived an empirical universal law given by:

\[
\frac{M_{eij}}{M_{tot}} = -0.5 \left( \frac{Q_R}{Q_{RD}^*} - 1 \right) + 0.5.
\]

Equation (4) is also drawn in Figure 6. Our results are in a good agreement with Equation (4) for \( \frac{Q_R}{Q_{RD}^*} = 0.7 - 1.7 \).

### 3.2. Dependence on target size and impact velocity

In Section 3.1, we obtained \( Q_{RD}^* \) with high accuracy for the case with \( R_{tar} = 100 \text{ km} \) and \( v_{imp} = 3 \text{ km/s} \). Here, we examine the dependences of \( Q_{RD}^* \) on the target size and the impact velocity.

Figure 7 shows the dependence of \( Q_{RD}^* \) on \( \Delta x/D_{tar} \) for different target sizes. The values of \( Q_{RD}^* \) for \( R_{tar} = 30 \) and 300 km are estimated by the linear interpolation (Equation (3)) in the same way as the case with \( R_{tar} = 100 \text{ km} \). In order to compare the convergence of \( Q_{RD}^* \) for each target size, \( Q_{RD}^* \) is normalized by the potential energy at the target’s surface \( U_{tar} (\equiv GM_{tar}/R_{tar} \text{, where } G \text{ is the gravitational constant}) \) (e.g., Movshovitz et al. 2016), whose values are given by \( U_{tar} = 0.68, 7.55 \), and 67.9 kJ/kg for \( R_{tar} = 30, 100, \) and 300 km, respectively. Using the least-squares fit to \( Q_{RD}^*/U_{tar} \) for each target size, we estimate the values of \( Q_{RD,0}^*/U_{tar} \) for \( R_{tar} = 30 \) and 300 km are 4.16 and 1.90, which correspond to \( Q_{RD,0}^* = 2.83 \) and 129.01 kJ/kg, respectively. Therefore, \( Q_{RD,0}^*/U_{tar} \) is proportional to \( R_{tar}^{-0.34} \), which leads to \( Q_{RD,0}^* \propto R_{tar}^{1.66} \) for constant density and impact velocity. We also find that the slopes of the lines become steeper in the case of smaller target size (see also Genda et al. 2017). This is explained by low resolutions of impactors for small targets because small mass ratios between impactors and targets are required to find \( Q_{RD}^* \) for small targets. This result also suggests that the value of \( Q_{RD}^* \) for a large target is closer to the converged value in the case where the resolution is the same.

Figure 8 shows the dependence of the critical specific impact energy for head-on collision on target sizes. In Figure 8, the diamond symbols represent \( Q_{RD,0}^* \) obtained from the present work and the other symbols are the head-on critical specific impact energy from previous works. The critical specific impact energy in the gravity regime is known to increase with \( R_{tar} \). In fact, \( Q_{RD,0}^* \) estimated by the present work also increases as
target radius increases. We find that the values of $Q_{RD,0}^*$ become rather low compared to the critical specific impact energy obtained by some previous works that consider material strength and/or damage. On the other hand, our results are roughly consistent with the values of $Q_{RD}^*$ obtained by a purely hydrodynamic target [Genda et al. 2015; Movshovitz et al. 2016], although their numerical scheme is different from ours. Thus, it seems that the dependence of the values of the critical specific impact energy on numerical methods becomes small in the case of high numerical resolution.

Figure 9 shows the dependence of $Q_{RD,0}^*$ on impact velocity $v_{imp}$ ($v_{imp} = 3, 5, 7, and 9$ km/s). In order to examine impact velocity dependence, the target size is fixed at 100 km. The values of $Q_{RD,0}^*$ somewhat depend on impact velocities in the range of $v_{imp} = 3$ - 9 km/s. When the impact velocities are rather high, impact energies would be easily converted into internal energy [Housen & Holsapple 1990]. As a result, with increasing impact velocity, the kinetic energy of ejecta decreases, which leads to the disruption of the target being hindered. From our numerical results, $Q_{RD,0}^*$ is proportional to $v_{imp}^{0.48}$.

Here, we compare our results with the scaling law. In the case of the gravity regime, $M_{lrg}/M_{tot}$ is described by a function of the scaling parameter [Housen & Holsapple 1990],

$$\Pi_G = (\rho G)^{-3\mu/2} R_{tar}^{3\mu} v_{imp}^{3\mu-2} Q_R,$$

where $\rho$ is the density of the target, and $\mu$ is a constant value dependent on material (Table 3). Therefore,

$$\frac{M_{lrg}}{M_{tot}} = F(\Pi_G),$$

where $F(\Pi_G)$ is a monotonically increasing function of $\Pi_G$. For $M_{lrg}/M_{tot} = 0.5$, $\Pi_G$ is equal to a constant value $\Pi_G^*$, and also $Q_R = Q_{RD}^*$. Hence, from Equation (6), $Q_{RD}^*$ can be given as [Leinhardt & Stewart 2012; Movshovitz et al., 2016],

$$Q_{RD}^* = \Pi_G^*(\rho G)^{3\mu/2} R_{tar}^{3\mu} v_{imp}^{2-3\mu}. $$

Using Equations (5) and (8), we have

$$\Pi_G = \Pi_G^* \frac{Q_R}{Q_{RD}^*}. $$

From Equation (8), the dependence of $Q_{RD}^*$ on $R_{tar}$ and $v_{imp}$ can be approximated by a power-law given by

$$Q_{RD}^* \propto R_{tar}^p v_{imp}^q,$$

where $p$ and $q$ are fitting parameters. Based on our numerical results shown in Figures 8 and 9, the dependence becomes $p = 1.66$ and $q = 0.48$. According to the scaling law, the
values of $p$ and $q$ depend on the value of $\mu$ (see Equation (7)). Then, from Figure 8 we can estimate the value of $\mu$ to be 0.55, which is in excellent agreement with the value of $\mu$ if the target is composed of non-porous material (e.g. water and rock) (see Table 3). However, the value of $\mu$ obtained by Figure 9 becomes smaller than the case with non-porous material. On the other hand, Melosh & Ryan (1997) analytically examined the dependence of $Q^*_{RD}$ on $R_{tar}$ and $v_{imp}$, and they obtained $p = 1.5$ and $q = 0.5$. Thus, the target size dependence agrees well with the scaling law, while the velocity dependence is consistent with analytic consideration.

4. CONNECTION BETWEEN EROSIvE AND DISRUPTIVE COLLISIONS

In this section, we examine $Q_R$-dependence of the ejecta mass for a wide range of impactor radii $R_{imp}$, including erosive collisions. The numerical methods are basically the same as those described in Section 2 but slightly modified. In the previous sections, the number of cells for the target $n_{tar}$ was fixed because we only consider disruptive collisions in which the target is entirely and largely deformed. However, in the case of erosive collision, large deformation due to the impact appears near the impact point and its area depends on impactor size. Thus, in this section, we fixed the number of cells for the impactor $n_{imp}$ (see Figure 1), while the value of $n_{tar}$ is changed depending on the impactor size. Typically, we set $n_{imp} = 20$.

First, we examine the dependence of erosive collisions on numerical resolution in the same way as we did in Section 3. Figure 10(a) shows that mass ejected by erosive collisions in the case of $R_{tar} = 100$ km and $v_{imp} = 3$ km/s as a function of $Q_R$. Blue circles and green squares represent collision outcomes for $n_{imp} = 10$, and 20, respectively. We find that the masses ejected by erosive collisions also depend on numerical resolution and become larger due to the higher numerical resolution. Figure 10(b) shows ejected mass as a function of $Q_R$ normalized by each calculated value of $Q^*_{RD}$. We make new estimates for the values of $Q^*_{RD}$ based on numerical data in Figure 10(a); $Q^*_{RD} = 30.0$ and 22.9 kJ/kg for $n_{imp} = 10$ and 20, respectively. Lower resolution simulations result in larger $Q^*_{RD}$. However, we find that $M_e/M_{tot}$ is nicely scaled by $Q_R/Q^*_{RD}$ (Figure 10(b)). Asterisks in Figure 10(b) represent numerical results obtained by SPH impact simulations with the same impact conditions (Genda et al. 2017). We find that their features agree very well with our results. However, we also note that the material properties of planetesimals are neglected in both simulations. Since the material properties affect collisional outcomes (see Section 5), it is also necessary to compare outcomes between different impact simulations including material properties, which is out of the scope of this study.

Next, we examine the dependence of erosive collisions on target size and impact velocity. Figure 11 shows the dependence of the ejected mass for five different cases of impact conditions as a function of impact energy normalized by each calculated value of
Although the slope of numerical data for the case with low impact velocity \( (v_{\text{imp}} = 2 \text{ km/s}) \) is slightly different from the others, \( M_{\text{ej}}/M_{\text{tot}} \) is clearly scaled by \( Q_{R}/Q_{RD}^* \). We also confirm that our results are consistent with the dependence on \( R_{\text{tar}} \) and \( v_{\text{imp}} \) obtained by Genda et al. (2017). From Equation (8), the ratio \( Q_{R}/Q_{RD}^* \) is equal to \( \Pi_{G}/\Pi_{G}^* \). Thus we can say that the scaling in Figure 11 is equivalent to the scaling law of \( M_{\text{lg}} (= M_{\text{tot}} - M_{\text{ej}}) \) for the gravity regime proposed by Housen & Holsapple (1990). For erosive collisions with \( Q_{R}/Q_{RD}^* \ll 1 \), the obtained ejected mass is fitted by a linear relation,

\[
\frac{M_{\text{ej}}}{M_{\text{tot}}} = \frac{\psi}{2} \left( \frac{Q_{R}}{Q_{RD}^*} \right).
\]

From Figures 10(b) and 11, the non-dimensional parameter \( \psi \) is obtained as 0.4, independent of the numerical resolution, the target size, and the impact velocity. The value of \( \psi \) depends on the impact angle and becomes larger with oblique collisions. According to SPH simulations by Genda et al. (2017), \( \psi \) is 1.2 for the typical oblique (45\(^\circ\)) collision.

The ejected masses from erosive collisions are also described by the crater scaling law (Holsapple 1993; Housen & Holsapple 2011). When the densities of the target and the impactor are the same, the total mass of fragments with velocity greater than \( v \) can be given by (Housen & Holsapple 2011)

\[
\frac{M(v)}{M_{\text{imp}}} = \frac{3k}{4\pi} C_{0}^{3\mu} \left( \frac{v}{v_{\text{imp}}} \right)^{-3\mu},
\]

where \( k \) and \( C_{0} \) are constants whose values are dependent on target material (Table 3). A fragment with a velocity higher than the escape velocity of the target \( v_{\text{esc}}(\equiv \sqrt{2GM/R_{\text{tar}}}) \) is not bound by the target’s gravity. Therefore, \( M(v_{\text{esc}}) \) would correspond to the ejected mass \( M_{\text{ej}} \) obtained in this study. In the case of erosive collisions, since the mass of the impactor is significantly lower than that of the target, the specific impact energy is given as (i.e. classical definition of specific impact energy)

\[
Q_{R} \simeq 0.5M_{\text{imp}}v_{\text{imp}}^{2}/M_{\text{tot}}.
\]

Using Equations (12) and (11) with \( M_{\text{ej}} = M(v_{\text{esc}}) \), \( M_{\text{ej}} \) can be written as

\[
\frac{M_{\text{ej}}}{M_{\text{tot}}} = \frac{3k}{2\pi} C_{0}^{3\mu} \left( \frac{v_{\text{imp}}}{v_{\text{esc}}} \right)^{3\mu-2} \left( \frac{Q_{R}}{v_{\text{esc}}^{2}} \right).
\]

Equation (13) is essentially the crater scaling law. Thus we assume that the value of \( Q_{R} \) is considerably smaller than \( Q_{RD}^* \).

Then, since Equation (13) should be equal to Equation (10), we obtain the following semi-analytic formula for \( Q_{RD}^* \) as

\[
Q_{RD}^* = \frac{\psi\pi}{3k} C_{0}^{-3\mu} v_{\text{esc}}^{2} \left( \frac{v_{\text{imp}}}{v_{\text{esc}}} \right)^{2-3\mu},
\]
or

$$Q^*_RD = \frac{\psi}{8k} \left( \frac{8\pi}{3} \right)^{(3\mu+2)/2} C_0^{-3\mu} (\rho G)^{3\mu/2} R_{\text{tar}}^{2\mu} v_{\text{imp}}^{2-3\mu}.$$  \hspace{1cm} (15)

From Equation (7), $\Pi_G^*$ is written by

$$\Pi_G^* = \frac{\psi}{8k} \left( \frac{8\pi}{3} \right)^{(3\mu+2)/2} C_0^{-3\mu}.$$  \hspace{1cm} (16)

Although Equation (15) has the same functional form derived by previous studies (e.g. Housen & Holsapple 1990; Leinhardt & Stewart 2012; Movshovitz et al. 2016), the difference is that, except for $\psi$, the value of $\Pi_G^*$ is determined not by numerical data, but by experimental data. For example, in the case of rock (see, Table 3), $Q^*_RD$ is written as,

$$Q^*_RD = 3.6 \times 10^4 \left( \frac{R_{\text{tar}}}{100 \text{ km}} \right)^{1.65} \left( \frac{v_{\text{imp}}}{3 \text{ km/s}} \right)^{0.35} \text{ J/kg},$$  \hspace{1cm} (17)

where we assume $\psi = 0.4$.

Figure 12 shows the dependence of $Q^*_RD$ on target size obtained by Equation (15) for several materials. In the case of non-porous material (water and rock), the values of $Q^*_RD$ for rock are larger than they are in the case with water. This is because the gravitational potential increases as the density increases. In comparison with the critical specific values obtained by iSALE code and SPH code, the values of $Q^*_RD$ for the case with rock are roughly consistent with the numerical results. In the case of oblique collision we set $\psi = 1.2$, but we assume that material parameters are unchanged because it is generally thought that the crater size hardly depends on impact angle, except for in the case of a very low impact angle (Melosh 2011). The value of $Q^*_RD$ at $R_{\text{tar}} = 100$ km agrees with the numerical data obtained by Genda et al. (2015), while deviation between semi-analytic and numerical results for $R_{\text{tar}} = 10$ km becomes large.

For sand, the slope becomes smaller compared with non-porous material because the value of $\mu$ depends on the porosity of the target, and it decreases with increasing degrees of porosity (Table 3). Also, energy dissipation by compaction takes place within porous targets such as sand. Thus, the value of $Q^*_RD$ for sand is much higher than it is for the case with non-porous material. The circles in Figure 12 represent numerical results obtained by Jutzi et al. (2010), who performed oblique impact simulation using the SPH method, including the effect of porosity. Indeed, their numerical data also reflects the effect of the porosity: a small slope and large critical specific impact energy. However, we find that semi-analytic results are significantly different from Jutzi et al. (2010). Since the dependence of material parameters on the impact angle is small, the deviation between semi-analytic and numerical result would be caused by the value of $\psi$. Therefore, further studies are needed to clarify the effect of material properties on non-dimensional parameter $\psi$. 
5. DISCUSSION

5.1. Effect of oblique impacts

So far, we have focused on the case of head-on collisions with the impact angle $\theta = 0^\circ$. Here, we discuss the effect of oblique impacts on our results.

In the previous section, we have obtained the linear relation between ejecta mass and impact energy (Equation (10)). Even if ejected mass is averaged over impact angles, the linear relation holds: $\bar{M}_{ej}/\bar{M}_{tot} \propto Q_R/Q_{RD}^*$ where overlines denote angle-averaged quantities (Genda et al. 2017). Thus, the linear relation for the oblique impact case is written by

$$\frac{\bar{M}_{ej}}{\bar{M}_{tot}} = \bar{\psi} \frac{Q_R}{2 Q_{RD}^*},$$

(18)

where $\bar{\psi}$ is angle-averaged $\psi$ whose value is 0.88 for a purely hydrodynamic case (see Genda et al. 2017).

As we have shown, in the framework of the crater scaling law, the total mass of fragments with velocity greater than $v$ can be scaled by $v/v_{imp}$ (Equation (11)). On the other hand, although oblique impact experiments have not been sufficiently performed, it is thought that the total mass of fragments formed by an oblique impact $M(v, \theta)$ can be scaled by the normal component of the impact velocity, $v_{imp} \cos \theta$ (Housen & Holsapple 2011). Under this approximation, the crater scaling law for the oblique impact is given by

$$\frac{M(v, \theta)}{M_{imp}} = \frac{3k}{4\pi C_0^3} \left( \frac{v}{v_{imp} \cos \theta} \right)^{-3\mu}.$$

(19)

Since the total ejecta mass at an oblique impact with the angle $\theta$, $M_{ej}(\theta)$, is equal to $M(v_{esc}, \theta)$, the total ejecta mass $M_{ej}(\theta)$ is obtained from Equation (19) as

$$\frac{M_{ej}(\theta)}{M_{imp}} = \frac{M_{ej}(0^\circ)}{M_{imp}} (\cos \theta)^{3\mu}.$$

(20)

Using the probability distribution for impact angle (Shoemaker 1962), angle-averaged ejected mass $\bar{M}_{ej}/M_{imp}$ is given by (see also Genda et al. 2017)

$$\frac{\bar{M}_{ej}}{M_{imp}} = \int_0^{90^\circ} \frac{M_{ej}(0^\circ)}{M_{imp}} \sin \theta (\cos \theta)^{3\mu+1} d\theta$$

$$= \frac{2}{2 + 3\mu} \frac{M_{ej}(0^\circ)}{M_{imp}}.$$

(21)

The amount of mass ejected by head-on erosive collision is reduced by the factor $2/(2 + 3\mu)$ due to the effect of impact angle. In the case of a purely hydrodynamic body, the factor becomes 0.548, which is consistent with numerical results obtained by Genda et al. 2017.
Using Equations (13), (18), and (21), $Q_{RD}^*$ can be given by,

$$
\bar{Q}_{RD} = \frac{2 + 3\mu}{2} \frac{8\pi}{8k} \left( \frac{8\pi}{3} \right)^{(3\mu+2)/2} C_0^{-3\mu} \left( \rho G \right)^{3\mu/2} R_{tar}^{3\mu} v_{imp}^{2-3\mu},
$$

(22)

$Q_{RD}^*$ for a rocky planetesimal without material strength is written as,

$$
\bar{Q}_{RD} = 1.4 \times 10^5 \left( \frac{R_{tar}}{100 \text{ km}} \right)^{1.65} \left( \frac{v_{imp}}{3 \text{ km/s}} \right)^{0.35} \text{ J/kg}.
$$

(23)

Equation (23) shows that the value of $\bar{Q}_{RD}$ is four times as large as that of head-on $Q_{RD}$ (see Equation (17)). Indeed, Genda et al. (2017) examined the dependence of $Q_{RD}^*$ for the case of a purely hydrodynamic body on impact angle, and estimated the value of $Q_{RD}^*$ to be $1.81 \times 10^5$ J/kg, which is close to the value of $\bar{Q}_{RD}$ obtained by the above semi-analytic formula (Equation (23)).

5.2. Effects of material properties

In this study, we had assumed that target and impactor planetesimals are purely hydrodynamic bodies including self-gravity, but they would have material strength, friction and compaction. Recently, Jutzi (2015) examined the dependence of collision outcomes on material properties of the target, and showed that the mass of the largest body after disruptive collisions becomes considerably large compared to the case with a purely hydrodynamic body. Although the effect of the material properties has not been taken into account in this study so far, the iSALE-2D can deal with several energy dissipation mechanisms inside planetary bodies.

As a demonstration of this effect, we further perform a simulation of collisions between planetesimals including the effects of material strength and damage; the parameter values are listed in Table 4. Figure 13 shows the difference in $M_{ej}/M_{tot}$ between the purely hydrodynamic case and the case with material strength and damage. We use the same impact conditions as in Figure 2, except for the setting for material properties of planetesimals. Although the impact energy is unchanged, the ejected mass becomes significantly smaller due to energy dissipation. The value of $M_{ej}/M_{tot}$ eventually converges to $M_{ej} \simeq 0.07 M_{tot}$ at $t = 350$ s. This result means that the value of $Q_{RD}^*$ substantially increases due to material strength and damage (Jutzi 2013). In addition to such effects, the effect of porosity also plays an important role for the determination of $Q_{RD}^*$. It is generally thought that the value of $Q_{RD}^*$ becomes large via impact energy dissipation due to compaction (Jutzi 2015). However, since the effect of porosity depends on the density and the strength of the target, $Q_{RD}$ would become small due to inefficient reaccumulation of a porous target after collision (Jutzi et al. 2010). Therefore, we will investigate the effects of material properties on $Q_{RD}^*$ in the future.
6. SUMMARY

In this study, we have performed head-on impact simulations of purely hydrodynamic planetesimals in the gravity regime by using shock-physics code iSALE-2D, and have made a comparison of collisional outcomes between the SPH code and iSALE-2D code. We found our numerical simulation results agree well with those obtained by the SPH simulation. Detailed analysis gives the following three results.

• The value of $Q^*_{RD}$ depends on numerical resolution. With decreasing the spatial cell size $\Delta x$, the differences in the values of $Q^*_{RD}$ between numerical resolutions linearly decrease and would be close to convergence. Thus, the converged value of $Q^*_{RD}$ at $\Delta x \rightarrow 0$ can be estimated by the least-squares fit to $Q^*_{RD}$ for each numerical resolution.

• The converged value $Q^{*\ 0}_{RD}$ obtained by the iSALE code is similar to the case of the SPH code, and the difference in $Q^{*\ 0}_{RD}$ between them is within a 30% range of variation.

• The relationship between ejected mass normalized by total mass ($M_{ej}/M_{tot}$) and impact energy $Q_R$ generally depends on various impact conditions. However, when $Q_R$ is scaled by $Q^*_{RD}$ that is calculated for each impact simulation, the relationship is independent of numerical resolution, impact velocity and target size. This similarity law for $Q_R/Q^*_{RD}$ is confirmed for a wide range of specific impact energy from disruptive collisions to erosive collisions.

Using the above similarity law and the crater scaling law, we obtained a semi-analytic formula for the critical specific impact energy $Q^*_{RD}$ (Equation (15)). In the case of a non-porous object, the values of $Q^*_{RD}$ estimated by the semi-analytic formula agree with numerical results obtained by the iSALE code and SPH code. However, the values of $Q^*_{RD}$ for porous objects are inconsistent with numerical results from SPH simulation taking into account the effect of porosity (Jutzi et al. 2010). Thus, the value of $\psi$ would depend on material properties, as the value of $\mu$ depends on the porosity of the target.

As mentioned above, most of our results can reproduce the results obtained from SPH simulations by Genda et al. (2015, 2017) despite different numerical methods. Especially, the correspondence of $Q^*_{RD}$ would help us better understand planet formation. Kobayashi et al. (2010) assumed a simple fragmentation model describing both disruptive collision and erosive collision, and analytically derived the final mass of protoplanets formed in the protoplanetary disk. According to the analytic formula, the mass of formed protoplanets is proportional to $Q^*_{RD}^{0.87}$: a factor of two difference in $Q^*_{RD}$ directly affects the mass of protoplanets by a factor of 1.8. On the other hand, the final mass of protoplanets can be determined by a balance between the growth time of embryos and the mass depletion time in collision cascades using the simple fragmentation model. The mass depletion time is dominated by erosive collisions where the ejected mass is nicely scaled by $Q_R/Q^*_{RD}$. 

Thus, the depletion time also depends on the value of $Q_{\text{RD}}^*$ (In fact, the depletion time is proportional to $Q_{\text{RD}}^{0.69}$ [Kobayashi & Tanaka 2010]). As a result, the determination of the values of $Q_{\text{RD}}^*$ can provide constraints on the formation of planetary bodies.

In this study, we showed the correspondence of $Q_{\text{RD}}^*$ for the case of purely hydrodynamic bodies. To determine a more realistic value of $Q_{\text{RD}}^*$ for various types of planetesimals, how $Q_{\text{RD}}^*$ depends on material properties needs to be clarified. Therefore, we will investigate the effects of material properties in the future.
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Fig. 1.— Schematic illustration of our numerical setting. In a two-dimensional cylindrical coordinate system, an impactor with velocity $v_{\text{imp}}$ has a head-on collision with a target. The radii of the target and impactor are $R_{\text{tar}}$ and $R_{\text{imp}}$, respectively.
Fig. 2.— Time series of a simulation of a head-on impact between a target with $R_{\text{tar}} = 100$ km and an impactor with $R_{\text{imp}} = 16$ km. The impact velocity and the number of cells per target radius are set to be 3 km/s, and 800, respectively. The color contour represents the specific kinetic energy [J/kg].
Fig. 3.— The time evolution of ejected mass normalized by the total mass ($M_{ej}/M_{tot}$) for $R_{imp} = 16$ km (a) and 19 km (b). Blue, green, red and black represent the cases with $n_{tar} = 100, 200, 400, \text{ and } 800$, respectively. Black curve in Panel (a) corresponds to the collision shown in Figure 2.
Fig. 4.— Determination of $Q^{*}_{\text{RD}}$ value and its dependence on the numerical resolution. Panel (a) shows normalized mass of ejecta due to disruptive collisions as a function of the impact energy. Diamonds, squares, triangles, and circles represent the cases with $n_{\text{tar}} = 100$, 200, 400, and 800, respectively. The data listed in Table 2 are used. The vertical dashed lines represent the critical specific impact energies $Q^{*}_{\text{RD}}$ for each resolution. Panel (b) shows the critical specific impact energy $Q^{*}_{\text{RD}}$ as a function of the spatial cell size divided by the target’s diameter ($\Delta x/D_{\text{tar}}$). The dashed line is the least-squares fit to the results (Equation (3)).
Fig. 5.— Comparison of resolution dependence of $Q_{RD}^*$ between this study and Genda et al. (2015). The lines are the least-squares fit to the results (Equation (3)).
Fig. 6.— Same as Figure 4(a), but $Q_R$ is normalized by each $Q^*_{RD}$. Asterisks represent numerical data obtained by Genda et al. (2015). Dashed line represents $M_{ej}/M_{tot}$ obtained by the empirical law (Equation (4)).
Fig. 7.— Critical specific impact energy $Q_{\text{RD}}^*$ normalized by the potential energy of the target $U_{\text{tar}}$ as a function of $\Delta x/D_{\text{tar}}$ in the case of $v_{\text{imp}} = 3$ km/s. Circles, squares and triangles represent $R_{\text{tar}} = 30, 100$ and 300 km, respectively. The lines are the least-squares fit to the results based on Equation (3).
Fig. 8.— Dependence of $Q_{RD}^*$ obtained by head-on impact simulations as a function of target radius. The diamond symbols represent our results, which are converged values ($Q_{RD,0}^*$) for the case with 3 km/s. Other symbols are the values of critical specific impact energy ($Q_{RD}^*$ or classical definition of $Q_D^* (= 0.5M_{imp}v_{imp}^2/M_{tot})$) obtained by various previous studies. Gray data symbols represent cases for planetesimals with material strength and/or damage. Black symbols represent purely hydrodynamic cases. The dashed line is the least-squares fit to our results.
Fig. 9.— Dependence of converged values $Q_{RD,0}^*$ on impact velocity ($v_{imp} = 3, 5, 7, \text{ and } 9 \text{ km/s}$) in the case of $R_{tar} = 100 \text{ km}$. The dashed line is the least-squares fit to the results.
Fig. 10.— (a) Dependence of normalized mass of ejecta on numerical resolution in the case of $R_{\text{tar}} = 100$ km and $v_{\text{imp}} = 3$ km/s. Circles and squares represent outcomes of $n_{\text{imp}} = 10$ and 20, respectively. Asterisks represent numerical data obtained by Genda et al. (2017). Panel (b) is the same as panel (a), but $Q_R$ is normalized by each $Q_{RD}^*$. Dashed and dotted lines represent $M_{ej}/M_{\text{tot}}$ obtained by Equation (10) with $\psi = 0.4$ and the empirical law (Equation (11) or Equation (10) with $\psi = 1$), respectively.
Fig. 11.— Dependence of $M_{\text{ej}}/M_{\text{tot}}$ on $Q_R/Q_{RD}$ for five different impact conditions in the case of $n_{\text{imp}} = 20$. Squares, circles, triangles, inverted triangles, and diamonds represent the results for $(v_{\text{imp}}, R_{\text{tar}}) =$ (3 km/s, 30 km), (3 km/s, 100 km), (3 km/s, 300 km), (2 km/s, 100 km), and (5 km/s, 100 km), respectively. Dashed and dotted lines represent $M_{\text{ej}}/M_{\text{tot}}$ obtained by Equation (10) with $\psi = 0.4$ and the empirical law (Equation (4) or Equation (10) with $\psi = 1$), respectively.
Fig. 12.— Comparison of $Q_{RD}^*$ between semi-analytic formula and numerical results. Blue, red, and green lines correspond to $Q_{RD}^*$ for the case with water, rock and sand, respectively. Solid and dotted lines represent head-on collisions ($\psi = 0.4$) and oblique ($45^\circ$) collisions ($\psi = 1.2$), respectively. Points show $Q_{RD}^*$ for three different numerical data. Filled and open symbols represent head-on collisions and oblique ($45^\circ$) collisions, respectively.
Fig. 13.— Comparison of $M_{ej}/M_{\text{tot}}$ between the purely hydrodynamic case and the case with material properties. Except for the setting for material properties, impact conditions in Figure 2 are used. Solid and dotted curves represent the case with material strength and damage (see also Table 4), and the case of a purely hydrodynamic body shown in Figure 2, respectively.
Table 1: iSALE input parameters

| Description                              | Values          |
|------------------------------------------|-----------------|
| Cell per target radius ($n_{\text{tar}}$) | 100 200 400 800 |
| Horizontal cells ($n_h$)                 | 450 900 1800 3600 |
| Vertical cells ($n_v$)                   | 450 900 1800 3600 |
| Setup type                               | PLANET$^a$      |
| Surface temperature [K]                  | 293$^b$         |
| Gradient type                            | SELF$^a$        |
| Gradient dimension                       | 3               |
| Self-gravity accuracy parameter ($\theta$) | 1.0 or 0.5 ($R_{\text{tar}} = 300$ km) |
| Self-gravity update frequency            | 10              |
| Volume fraction cutoff                   | $10^{-6}b$      |
| Density cutoff [kg/m$^3$]                | 5$^b$           |
| Velocity cutoff                          | $1.697 \times v_{\text{imp}}b$ |
| Linear term of artificial viscosity      | 0.24$^b$        |
| Quadratic term of artificial viscosity   | 1.2$^b$         |

$^a$ See Collins et al. (2016) for detailed description.

$^b$ Default parameter values of the iSALE code (See Collins et al. (2016)).
### Table 2: Collision outcomes

\( R_{\text{tar}} = 100 \text{km}, \ M_{\text{tar}} = 1.13 \times 10^{10} \text{kg}, \ v_{\text{imp}} = 3 \text{ km/s} \)

| \( M_{\text{imp}} [\text{kg}] \) | \( Q_R [\text{J/kg}] \) | \( n_{\text{tar}} = 100 \n_{\text{imp}} \) | \( M_{\text{ej}} / M_{\text{tot}} \) | \( n_{\text{tar}} = 200 \n_{\text{imp}} \) | \( M_{\text{ej}} / M_{\text{tot}} \) | \( n_{\text{tar}} = 400 \n_{\text{imp}} \) | \( M_{\text{ej}} / M_{\text{tot}} \) | \( n_{\text{tar}} = 800 \n_{\text{imp}} \) | \( M_{\text{ej}} / M_{\text{tot}} \) |
|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|
| \( 3.1 \times 10^{16} \) | \( 1.23 \times 10^{4} \) | 14 | 1.61 \times 10^{-1} | 28 | 2.02 \times 10^{-1} | 56 | 2.21 \times 10^{-1} | 112 | 2.48 \times 10^{-1} |
| \( 3.82 \times 10^{16} \) | \( 1.51 \times 10^{4} \) | 15 | 2.25 \times 10^{-1} | 30 | 2.58 \times 10^{-1} | 60 | 3.32 \times 10^{-1} | 120 | 3.69 \times 10^{-1} |
| \( 4.63 \times 10^{16} \) | \( 1.83 \times 10^{4} \) | 16 | 2.91 \times 10^{-1} | 32 | 4.09 \times 10^{-1} | 64 | 4.6 \times 10^{-1} | 128 | 4.83 \times 10^{-1} |
| \( 5.56 \times 10^{16} \) | \( 2.19 \times 10^{4} \) | 17 | 4.18 \times 10^{-1} | 34 | 5.27 \times 10^{-1} | 68 | 5.67 \times 10^{-1} | 136 | 5.83 \times 10^{-1} |
| \( 6.6 \times 10^{16} \) | \( 2.59 \times 10^{4} \) | 18 | 5.6 \times 10^{-1} | 36 | 6.36 \times 10^{-1} | 72 | 6.69 \times 10^{-1} | 144 | 6.83 \times 10^{-1} |
| \( 7.76 \times 10^{16} \) | \( 3.04 \times 10^{4} \) | 19 | 6.7 \times 10^{-1} | 38 | 7.53 \times 10^{-1} | 76 | 7.74 \times 10^{-1} | 152 | 7.82 \times 10^{-1} |
| \( 9.05 \times 10^{16} \) | \( 3.54 \times 10^{4} \) | 20 | 8.07 \times 10^{-1} | 40 | 8.39 \times 10^{-1} | 80 | 8.63 \times 10^{-1} | 160 | 8.71 \times 10^{-1} |
| \( 1.05 \times 10^{17} \) | \( 4.09 \times 10^{4} \) | 21 | 8.88 \times 10^{-1} | 42 | 9.21 \times 10^{-1} | 84 | 9.33 \times 10^{-1} | 168 | 9.39 \times 10^{-1} |
Table 3: Constants in erosive and disruptive collisions

| Constants      | Water | Rock | Sand |
|----------------|-------|------|------|
| $\mu$          | 0.55$^a$ | 0.55$^b$ | 0.41$^c$ |
| $C_0$          | 1.5$^a$ | 1.5$^b$ | 0.55$^c$ |
| $k$            | 0.2$^a$ | 0.3$^b$ | 0.3$^c$ |
| $\rho$ [kg/m$^3$] | 1000$^a$ | 3000$^b$ | 1600$^c$ |
| $\Pi^*_G/\psi$ | 15.4 | 10.3 | 26.9 |

$^a$ Schmidt & Hausen (1987); Housen & Holsapple (2011)
$^b$ Gault et al. (1963)
$^c$ Cintala et al. (1999)

Table 4: iSALE material parameters

| Description                                      | Values$^a$ |
|--------------------------------------------------|------------|
| Poisson’s ratio                                  | 0.25       |
| Specific heat capacity [J/(kg K)]                | $10^3$     |
| Strength model                                   | Rock$^b$  |
| Cohesion (undamaged) [Pa]                        | $2.5 \times 10^6$ |
| Coefficient of internal friction (undamaged)     | 2.0        |
| Limiting strength at high pressure (undamaged) [Pa] | $2 \times 10^9$ |
| Cohesion (damaged) [Pa]                          | $10^4$     |
| Coefficient of internal friction (damaged)       | 0.4        |
| Limiting strength at high pressure (damaged) [Pa] | $2.5 \times 10^9$ |
| Damage model                                     | Ivanov$^c$ |
| Minimum failure strain                           | $10^{-4}$  |
| Damage model constant                            | $10^{-11}$ |
| Threshold pressure for damage model [Pa]         | $3 \times 10^8$ |

$^a$ Parameter values generated by iSALEMat.
$^b$ See Ivanov et al. (1997) for detailed description.
$^c$ See Collins et al. (2004) for detailed description.