Visualization of Facial Attractiveness Factors in Male and Female Images Using Convolutional Neural Network
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Abstract: Research on attractiveness prediction using facial features has been actively conducted in recent years. The use of convolutional neural networks (CNNs) has been reported to achieve highly accurate predictions. In this study, we investigated facial attractiveness factors by visualizing the hidden layer of the constructed CNN model and enabled the confirmation of features that are important for prediction. The features extracted from this model were moderately consistent with the findings of psychological research.
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1. INTRODUCTION

Although it has long been believed that “Beauty is in the eye of the beholder,” several studies have shown that facial attractiveness is highly consistent across genders and cultures [1]. It has been reported that facial averageness [2], symmetry [3], and sexual dimorphism [3] are important factors that influence the perception of facial attractiveness in humans, but the details of facial features and the psychological mechanisms that affect the perception of attractiveness are still unclear.

In the field of machine learning, considerable research on attractiveness prediction using facial features has been conducted in recent years [4,5]. Facial attractiveness prediction has been shown to be useful in applications such as make-up recommendation [6]. Research using convolutional neural networks (CNNs) has been reported to achieve a high prediction accuracy [7]. In addition, some studies have discussed the features that are important for attractiveness prediction by visualizing the hidden layers of the constructed CNN model. For example, Xu et al. (2015) [8] developed a facial attractiveness prediction model using a CNN and visualized the hidden layers and extracted the facial contours, eyes, and mouth as important features for predicting the facial attractiveness. This is consistent with the intuition of human visual recognition. Therefore, using a prediction model, such as a CNN, it is possible to extract universal features for facial attractiveness. However, most of the previous studies on feature extraction via hidden layer visualization are aimed at investigating methods of improving the prediction accuracy, and sufficient research has not been conducted to understand the facial features that affect the human attractiveness perception or the attractiveness perception mechanism.

2. PURPOSE

In this study, we used a CNN to develop an attractiveness prediction model and visualize the hidden layers. This research was aimed at extending the understanding of facial features that affect the human attractiveness perception and attractiveness perception mechanisms by investigating the similarities and differences between the features that the model determines as important and the findings of psychological research.

3. PROCEDURE

The validation was performed using a benchmark database, SCUT-FBP5500 [9], which contains 2750 male and 2750 female face images with attractiveness scores labeled by 60 raters.

3.1 Model prediction experiment

In the first experiment, we tested the accuracy of the attractiveness prediction model. Although the study conducted by Xu et al. (2015) [8] only used the female face dataset, we validated the results on each of the male and female face datasets in this study to compare the differences between the genders; we split the male and
female images into separate datasets for validation. In the validation process, 2200 images were randomly selected from the 2750 images to generate the training dataset, and the rest were used as the test dataset. To reduce the bias because of data partitioning, all the verifications were performed with a five-part cross-validation. Following previous studies [10, 11], the Pearson correlation between the image label values and the prediction results was used as the metric to evaluate the prediction performance. In addition, to compare our CNN model with existing methods in terms of the prediction accuracy, we used linear regression (LR), Gaussian process regression (GPR), and support vector regression (SVR) as benchmark models for machine learning. The prediction accuracy of each method was calculated under the same conditions.

3.2 Visualization experiment

In the next experiment, we visualized the hidden layer using the developed model. We explored the similarities and differences between the visualization results and the findings of psychological research and discussed the facial features for attractiveness perception.

4. MODEL

The network diagram of the model used in this study is shown in Figure 1.

The number above each layer in the figure indicates the size of the layer, and the description below each layer indicates the processing in that layer. The Dropout process is performed immediately after each pooling and dense layer. ReLU was used as the activation function, the mini-batch size was fixed at 64, and training was performed with 1000 epochs.

5. MODEL PREDICTION RESULT

The CNN model was constructed, and the accuracy was verified. We achieved average correlations of 0.771 and 0.789 with respect to the test data on the male and female face datasets, respectively. The prediction accuracies of LR, GPR, and SVR, which are benchmark models for machine learning, were 0.225, 0.356, and 0.704 for the male face dataset and 0.199, 0.354, and 0.703 for the female face dataset, respectively. Our model outperformed previous machine learning methods in terms of accuracy. The results are presented in Table 1.

![Figure 1: Model networks](image-url)

| model | sex | 1     | 2     | 3     | 4     | 5     | average |
|-------|-----|-------|-------|-------|-------|-------|---------|
| CNN   | male| 0.753 | 0.798 | 0.750 | 0.750 | 0.806 | 0.771   |
|       | female| 0.792 | 0.787 | 0.794 | 0.807 | 0.790 | 0.794   |
| SVR   | male| 0.743 | 0.730 | 0.696 | 0.676 | 0.672 | 0.704   |
|       | female| 0.702 | 0.715 | 0.678 | 0.713 | 0.707 | 0.703   |
| GPR   | male| 0.386 | 0.340 | 0.388 | 0.361 | 0.304 | 0.356   |
|       | female| 0.342 | 0.314 | 0.361 | 0.369 | 0.386 | 0.354   |
| LR    | male| 0.234 | 0.167 | 0.279 | 0.286 | 0.160 | 0.225   |
|       | female| 0.206 | 0.155 | 0.249 | 0.183 | 0.197 | 0.199   |
Using the model trained on all the data, we visualized the hidden layer closest to the output layer using gradient-weighted class activation mapping (Grad-CAM) [12], which is excellent for visualizing the basis of prediction decisions in a CNN, to observe the features based on which the model was predicting attractiveness values. In this study, to understand the major tendency of visualization, we excluded the images calculated by Grad-CAM for each male and female image, where the mean value of the image heat map was less than 10% of the distribution of all images. Next, the top 50 images with the highest attractiveness score label value for each male and female image were extracted and averaged by overlaying the face images (Fig. 2, 3). The results indicate that the male images tended to show activation around the eyebrows, whereas the female images tended to show activation under and around the eyes.

7. DISCUSSION

Based on previous studies, it is generally known that sexual dimorphism and facial attractiveness are correlated [3]. Russel (2009) [13] showed that luminance contrast between facial features and the skin is significantly correlated with sexual dimorphism. Jones et al. (2015) [14] proposed that men have a higher luminance contrast than women do in the eyebrow region, and women have a higher luminance contrast than men do in the eye region. The contrast was proposed to be higher in the eyebrow region than in the eye region. In addition, they reported that women use make-up to accentuate the features of the eye region. It is possible that the model constructed in this study also focuses on features that emphasize sexual dimorphism around the eyebrows and eyes. This result supports the view proposed by Russel (2009) [13] and Jones et al. (2015) [14] with regard to machine learning.

As shown earlier, the features extracted from the model by visualizing the hidden layer have some similarities with the findings of psychological research. In this study, we focused on the images with high attractiveness scores. In the future, more detailed analysis will be possible by considering the differences in the intensity of attractiveness and the prediction accuracy of the model for each image.

8. CONCLUSION

Using the CNN model, we achieved accuracies of 0.771 and 0.794 (Pearson correlation) on the male and female face datasets, respectively, for facial attractiveness prediction. These accuracies are higher than those of benchmark machine learning models. In addition, the features extracted from the model by visualizing the hidden layers showed some similarities with the findings of psychological research. The male images tended to show activation around the eyebrows, whereas the female images tended to show activation under and around the eyes. The approach discussed herein can help us in understanding the facial features that affect the perception of human attractiveness. In the future, the consideration of the model processing will help in elucidating the psychological mechanism of attractiveness perception.

Figure 2: Result of visualization of averaged male images using Grad-CAM.

Figure 3: Result of visualization of averaged female images using Grad-CAM.
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