Is Facial Recognition Biased at Near-Infrared Spectrum As Well?
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Abstract—Published academic research and media articles suggest face recognition is biased across demographics. Specifically, unequal performance is obtained for women, dark-skinned people, and older adults. However, these published studies have examined the bias of facial recognition in the visible spectrum (VIS). Factors such as facial makeup, facial hair, skin color, and illumination variation have been attributed to the bias of this technology at VIS. The near-infrared (NIR) spectrum offers an advantage over VIS in terms of robustness to factors such as illumination changes, facial make-up, and skin color. Therefore, it is worth-while to investigate the bias of the facial recognition at near-infrared spectrum (NIR). This first study investigates the bias of face recognition system at NIR spectrum. To this aim, two popular NIR facial image datasets namely, CASIA-Face-Africa and NotreDame-NIVL consisting of African and Caucasian subjects, respectively, are used to investigate the bias of facial recognition technology across gender and race. Interestingly, experimental results suggest equitable performance of the face recognition across gender and race at NIR spectrum.

Index Terms—Fairness and Bias in AI, Near-infrared Spectrum, Face Recognition, Deep learning

I. INTRODUCTION

"São Paulo subway ordered to suspend use of facial recognition" [1], this is one among the several media articles published at a well-known press that suggested facial recognition technology is biased across demographics. Apart from media articles, several published academic studies on the bias of face recognition and visual attribute classification algorithms (such as gender-, age-classification and BMI prediction) also suggest performance differences across gender, race, and age [2]–[6], [6]–[13]. An unfair (biased) algorithm is one whose decisions are skewed towards a particular group of people.

Specifically, these studies suggested that face recognition is less accurate for females and people of color [5], [9], [14]–[17]. In December 2019, a Face Recognition Vendor Test (FRVT) report by the National Institute of Standards and Technology (NIST) [3] confirmed the differential accuracy of face recognition systems across race, gender, and age-based demographic groups on a dataset of 8.49 million people using 189 mostly commercial algorithms from 99 developers.

Worth mentioning, all these aforementioned studies analyzed facial images at visible spectrum (VIS) (400 – 800 nanometers) for bias evaluation. These studies suggested that factors such as facial makeup, facial hair, skin color, illumination variation, and facial poses are the main reasons contributing to the bias of facial recognition [16]. The NIR spectrum (800 – 2500 nanometers) is invariant to these factors (skin color, illumination variation, and facial make up). Therefore, it would be interesting to examine the bias of face recognition at the NIR spectrum to understand the main cause of the differential performance across demographics (see Figure 1).

Fig. 1: Prior studies suggest that VIS-based facial analytics (both recognition and visual attribute classification is biased across race, gender, and age due to factors such as illumination variation, make-up, and skin color. The NIR spectrum is invariant to these factors. Therefore, it would be interesting to examine the bias of facial analytics at the NIR spectrum to obtain more insight into the factors causing differential performance across demographics.

Our Contribution. The aim of this study is to investigate the bias of the facial recognition at NIR spectrum. To the best of our knowledge, this is the first study of its kind. To this front, the contributions of this work are as follows:

• An examination of bias of face recognition at near-infrared spectrum (NIR) for African and Caucasian subjects across gender and race.
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• The curation of NIR based CASIA-Face-Africa [18] and Notre Dame-NIVL [19] datasets captured at NIR spectrum for bias evaluation.
• The use of Explainable AI (XAI) based Gradient Weighted Class Activation Mapping (Grad-CAM) [20] visualization to understand the distinctive image regions used by the deep learning models across gender and race at NIR spectrum.

This paper is organized as follows: The relevant related work on the VIS spectrum is discussed in Section II. Section III describes the motivation for bias evaluation of face recognition at NIR spectrum. Section IV describes the datasets and models used for training and evaluation. Experimental results and key findings are discussed in Section V. Conclusion and future works are mentioned in Section VI.

II. PRIORITY WORK ON BIAS OF FACIAL RECOGNITION AT VIS

In this section, we discuss the recent work on the bias of the deep learning-based facial recognition at VIS.

In a study report by NIST using commercial off-the-shelf (COTS) systems, Grother et al. [3] reported that females obtained higher false non-matches at a fixed false match rate (FMR) than males. Using three COTS systems on mug shot face pictures from the Pinellas County Sheriff’s Office, Klare et al. [5] suggested inferior biometrics performance for females, young, and black cohorts. Krishnapriya et. al [21] conducted studies on MORPH dataset and observed the presence of significant differences in the genuine and impostors score distribution among African American and Caucasian subgroups, and also the same skin-tone image pairs appear more frequently in the impostor distribution. Hupont et al. [4] studied the demographic bias of popular public face datasets such as CWF, LFW, VGGFace and VGGFace2 using known CNN models such as FaceNet, SphereFace and ResNet-50 and observed higher biometric performance for white males and lower for Asian females.

Serna et al. [22] reported better biometric performance for White males and the least observed for East Asian females when ResNet-50 and VGG-Face models were used on DiveFace dataset. They attributed the performance differential to an imbalanced training set. Alberio et al. [23] did cause and effect analysis on the inferior face recognition performance females. According to experimental research, the reasons include gendered societal conventions for hairstyle and makeup, as well as morphological differences in face size and shape across gender. All the aforementioned studies confirmed strong demographic differences in face recognition performance across gender and race when trained and evaluated on images in visible spectrum.

III. MOTIVATION BEHIND EXAMINING BIAS AT NIR SPECTRUM

NIR spectrum is invariant to various factors attributed to the differential performance of facial recognition at VIS. The reasons behind examining bias at NIR spectrum are discussed as follows:

1) NIR-based face recognition commonly adopted for surveillance: Most of the facial recognition systems used for surveillance operate at NIR spectrum [24]. The advantage of the use of near-infrared light for face recognition used for surveillance are as follows: (1) the near-infrared illuminator is not visible to the human eye and keeps the surveillance operation covert, (2) the captured NIR images are not affected by ambient temperature in comparison to thermal images, and (3) the additional cost involved in using the near-infrared illuminator is relatively low.

2) Illumination invariance: The use of active near-infrared (NIR) imaging is an effective approach to solving the illumination problem [25]. NIR imaging is less sensitive to fluctuations in visible light illumination, making it suitable for face recognition under varying illumination conditions or at night (see Figure 2).

Fig. 2: Example shows invariance to illumination for NIR facial image compared to VIS facial image.

3) Complementary features captured at NIR: As NIR and VIS images are obtained using different sensory modalities, their feature representation differs significantly. For instance, skin texture, skin color, facial shape, and eyelids are captured at VIS whereas at NIR, along with the facial shape and skin texture, iris texture, eyelashes, vein pattern, etc are also captured. Therefore, bias investigation of facial recognition using complementary features learned at the NIR spectrum would facilitate cause and effect analysis.

4) Invariance to facial make-up and skin color: Several studies indicate that there is a high variance in skin reflectance in the VIS spectrum across races attributed to different skin-color types. However, the variance in skin reflectance is almost negligible across race at NIR [26]. Further, the impact of facial make-up is minimal at the NIR spectrum (see Figures 3 and 4).

IV. DATASET AND EXPERIMENTAL PROTOCOL

A. Datasets used

The datasets used in this research are described below:

• CASIA-Face-Africa [18] is a collection of 38,546 images of 1,183 African subjects. Facial images are captured using multispectral cameras in a variety of
lighting conditions. The NIR images have a resolution of 983 × 877. This dataset was assembled to facilitate research and development on the racial bias of the face recognition system for dark-skinned people. Figure 5 shows the example face images from the CASIA-Africa dataset for Black Males (BM) and Black Females (BF) captured at VIS and NIR spectrum, respectively.

- Notre Dame Near-Infrared and Visible-Light (ND-NIVL) [19] is the largest available NIR/VIS dataset with 24,605 images of 574 subjects. All images were acquired under normal indoor lighting with frontal pose and neutral facial expression. The NIR images have a resolution of 4770 × 3177. This makes ND-NIVL the largest database of high-resolution NIR images. Figure 6 shows the example face images from Notre Dame dataset for (Caucasian) White Males (WM) and White Females (WF) captured at VIS and NIR spectrum.

Worth mentioning, that these two datasets are the only available facial image datasets containing male and female subjects from Caucasian and Black subjects captured at the NIR spectrum.

Table I displays the distribution of racial and gender data for Black and White Males and Females (produced by CASIA-Africa and Notre Dame) utilized for bias study of facial recognition at the NIR spectrum. Since the majority of the research in this subject adheres to the idea that “gender” as binary, we also adhere to it for the sake of fair comparison. We do not intend to belittle people who disagree with this view in the course of conducting this study.

For the facial recognition experiments, a train/test split of 90/10 was used in a subject-independent manner. Among 90% of subjects present in the training dataset, 80% of each subject’s images were used for the training set and the other 20% were used for the validation set.
B. Experimental protocol

For face recognition, three deep learning models were trained as follows: ResNet-50 [27], LightCNN [28], and DenseNet-121 [29]. DenseNet-121 was used in conjunction with the ArcFace loss function [30]. The pre-trained version of these models, on Imagenet weights, were fine-tuned by adding a fully-connected layer of size 512 followed by an output layer. The fine-tuning was performed using an empirically found batch size of 32 along with Stochastic Gradient Descent (SGD) optimizer with the Cosine Annealing with a warm restart learning scheduler. The models were trained using an early stopping mechanism.

V. EXPERIMENTAL RESULTS

Table II summarizes the results for all models for facial recognition. LightCNN obtained the best performance metrics. ArcFace obtained the worst performance with a ROC-AUC score under 0.90.

For each model, the distribution of genuine and imposter scores have been plotted in Figures 7, 8 and 9. Black and White subjects were divided into separate graphs with male and female subjects being plotted with their curves in the same graph. The genuine score distribution for black subjects tended to be more widely distributed than for white subjects. The distance between the genuine and imposter distribution is described by the d-prime score. A higher d-prime indicates that the models were better able to perform the facial recognition task, or high true matches and low false matches. Male and female d-prime scores for each race were quite similar, with differences between them ranging between 0.0 and 1.0. This would imply that there is an insignificant difference between the performance of males and females.

The males outperformed females for every model for white subjects; however, there is no clear trend of males or females performing better for black subjects. When we compare the d-prime scores of black and white individuals, we can observe that each model is biased toward white subjects, because the d-prime scores for both male and female subjects were roughly 1.0 to 2.0 times higher than that of black subjects. This may be because of the difference in sensor quality used for imaging.

Across races, the genuine score distributions between males and females remain relatively similar across each race and model, however, white subjects have slightly higher overall scores. The distribution of genuine scores did vary slightly based on race and gender, however, the overall distributions were very similar across gender and race.

The imposter scores and distributions were consistent across both gender and race. The distributions for males and females lie almost entirely on top of one another for each race. Each of the imposter distributions was centered around very similar thresholds. These scores centered around 0.3 to 0.5 for all models apart from the worst model, ArcFace, in Figure 9 which centered around 0.2 to 0.3, which indicated that ArcFace had lower imposter scores overall. LightCNN had the lowest imposter scores while also maintaining high genuine scores, unlike ArcFace. In summary, neither gender nor race appear to have a significant impact on the imposter scores of any of the models.

Fig. 7: Score distributions for black (left) and white (right) subjects for ResNet-50.

Fig. 8: Score distributions for black (left) and white (right) subjects for LightCNN.
False Match Rate (FMR)- False Non Match Rate (FNMR) curves (Figures 10, 11 and 12) were plotted for each model, segregated by race, with both male and female plots on the same graph, just as the impostor and genuine distributions. The first thing to note in these graphs is, how closely the FMR curves for males and females resemble each other. The FNMR curves, on the other hand, will tend to diverge at lower thresholds. At a threshold of roughly 0.6, the FMR and FNMR
TABLE II: Facial Recognition Model Performance Summary

| Model    | ResNet-50 | LightCNN | ArcFace |
|----------|-----------|----------|---------|
| ROC-AUC  | 0.974     | 0.999    | 0.899   |
| EER      | 7.7%      | 0.5%     | 17.8%   |
| TPR@0.001%FPR | 34% | 98% | 23% |
| TPR@0.010%FPR | 51% | 98% | 34% |
| TPR@0.100%FPR | 66% | 99% | 46% |
| TPR@0.500%FPR | 76% | 99% | 55% |

Fig. 13: Grad-CAM visualization for black male and female subject using ResNet-50.

Fig. 14: Grad-CAM visualization for white male and female subject using ResNet-50.

curves tends to intersect. The curves in ArcFace, on the other hand, crossed closer to 0.35. For black individuals, females had a higher FNMR than males, while the inverse was true for white subjects.

In each of the Figures 10, 11 and 12, we see that the male and female FMR curves lie on top of each other indicating males and females are performing the same in their FMR curves. Furthermore, for each model, the FMR curves for black and white subjects are comparable, ending at nearly identical thresholds. This would imply that similar performance is observed across all races.

Furthermore, we used Gradient-weighted Class Activation Mapping (GRAD-CAM) as a technique for XAI to better understand the unique image regions used by CNN models in facial recognition across gender and race at NIR. GRAD-CAM generates a coarse localization map from any target concept’s gradients, highlighting different image regions that can be utilized to make a decision/prediction. We used fine-tuned ResNet-50 model for this task. The activation from the final fully connected feature layer is considered. The highly activated region is shown by the red zone on the map, followed by green and blue zones.

For black subjects (see Figure 13), the lip and nose regions tend to be the most activated. Similarly, the nose, eye and the lips regions were the most activated areas for white subjects (see Figure 14). Facial regions with distinct features like the chin, cheeks, and forehead were typically ignored. Overall, males and females obtained similar activation areas for each race. The distinct image regions were used by the CNN across race. However, the insignificant differences in performance are observed across gender and race at NIR spectrum. In summary, current experimental results demonstrates insignificant difference in the performance of the facial recognition across gender and race at the NIR spectrum.

VI. CONCLUSION AND FUTURE WORKS

This paper aimed to study the bias of facial recognition across gender and race at NIR spectrum. To facilitate this analysis, Notre-Dame and CASIA-Africa datasets were curated to create a gender and race-balanced subset consisting of African and Caucasian male and female subjects. Based on our experimental results, males and females performed equitably (with insignificant difference) in face recognition for both races. This is contrary to studies at VIS where males consistently outperformed females for face recognition. Across races, white subjects have slightly better performance than black subjects on an average. However, this difference is primarily attributed to the difference in the sensor quality. This study suggests the merit of the NIR spectrum in reducing demographic bias of facial recognition. There are limited NIR facial datasets annotated with demographic labels. This work echoes the importance of benchmarking NIR face datasets for diverse population sub-groups in understanding and validating the fairness of face recognition at NIR spectrum. The scope of this paper is limited to evaluating bias of facial recognition at NIR spectrum across gender and race. As a part of future work, comparative analysis on the fairness of facial recognition at VIS and NIR spectrum will be performed across gender and race. Further, multimodal systems based on both VIS and NIR images should be investigated for bias mitigation.
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