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Abstract

Multivariate meta-analysis (MMA) is a powerful tool for jointly estimating multiple outcomes’ treatment effects. However, the validity of results from MMA is potentially compromised by outcome reporting bias (ORB), or the tendency for studies to selectively report outcomes. Until recently, ORB has been understudied. Since ORB can lead to biased conclusions, it is crucial to correct the estimates of effect sizes and quantify their uncertainty in the presence of ORB. With this goal, we develop a Bayesian selection model to adjust for ORB in MMA. We further propose a measure for quantifying the impact of ORB on the results from MMA. We evaluate our approaches through a meta-evaluation of 748 bivariate meta-analyses from the Cochrane Database of Systematic Reviews. Our model is motivated by and applied to a meta-analysis of interventions on hospital readmission and quality of life for heart failure patients. In our analysis, the relative risk (RR) of hospital readmission for the intervention group changes from a significant decrease (RR: 0.931, 95% confidence interval [CI]: 0.862-0.993) to a statistically nonsignificant effect (RR: 0.955, 95% CI: 0.876–1.051) after adjusting for ORB. This study demonstrates that failing to account for ORB can lead to different conclusions in a meta-analysis.

1 Introduction

Evidence-based medicine intends to optimize healthcare decision-making by using evidence from well-designed and conducted research [Guyatt et al. 2002, Moher and Tsertsvadze 2006, Egger et al. 2008]. It classifies evidence by its epistemological strength and recommends using evidence from randomized controlled trials (RCTs), systematic reviews, and meta-analyses when available, to inform guidelines and policies. When conducted properly, systematic reviews and meta-analyses provide the most reliable evidence for synthesizing the benefits and harms associated with various treatment options, and can provide patients, caregivers, and doctors with integrated information for healthcare decision-making (Moher et al., 1999, Bossuyt et al., 2003, Moher et al., 2009, Stewart et al., 2015).

Almost all RCTs measure and report more than one outcome, and often these outcomes are correlated with each other. For example, in a cardiovascular trial, the reduction in lipids level may be correlated with risk of clinical events such as stroke and myocardial infarction. In many RCTs, there is a balance between safety and efficacy; an experimental treatment may have greater efficacy than the placebo or standard therapy, but it may also have higher risk of adverse side effects such as transient toxicity or death. In practice, clinical decision-making relies on both efficacy and safety, so these outcomes must
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be considered simultaneously. Multivariate meta-analysis (MMA) is one technique proposed to jointly analyze multiple outcomes. MMA can borrow information from the potential correlation among the outcomes to improve the estimation of the pooled effect sizes (Riley et al., 2007b; Jackson et al., 2011).

On the other hand, since multiple outcomes are simultaneously considered in medical decision-making, biases in some of the outcomes can affect the overall decision of treatment. Recently, empirical studies have provided convincing evidence of the existence of selective reporting. Chan et al. (2004a) compared the protocols of 102 trials with 122 published reports. Their investigation showed that, on average, 50% of efficacy outcomes and 65% of safety outcomes in each trial were incompletely reported; 62% of the 82 trials had major inconsistencies between outcomes stated in the trial protocols and those reported in publications. They also found that, compared with nonsignificant outcomes, statistically significant outcomes are more likely to have higher odds of being reported for both efficacy outcomes (odds ratio = 2.4) and safety outcomes (odds ratio = 4.7). Other studies have found similar results, such as in the reporting of toxicity in seven different medical areas (Hemminki, 1980; Chan et al., 2004b; Hazell and Shakir, 2006, Al-Marzouki et al., 2008; Chowers et al., 2009; Mathieu et al., 2009), and in the reporting of safety outcomes for breast cancer treatments (Vera-Badillo et al., 2013). In the present article’s motivating study for the effects of interventions on hospital readmission and quality of life for heart failure patients, 11 studies out of 45 do not report readmission, while 30 studies do not report quality of life.

As such, outcome reporting bias (ORB), defined as “the selective reporting of some outcomes but not others, depending on the nature and direction of the results” (Sterne et al., 2016), may lead to biased inference in the pooled estimates of the outcomes and negatively affect patient outcomes. In addition to biased inference, ORB can also invalidate results from meta-analyses. For example, in this article’s case study, the significant decrease in relative risk (RR) of hospital readmission for heart failure patients in the intervention group (95% confidence interval [CI] 0.862–0.993) is no longer present after we adjust for ORB (95% CI 0.876–1.051). In our meta-evaluation of 748 bivariate meta-analyses from the Cochrane Database of Systematic Reviews in Section 4, we also found that 157 reviews experienced a change in statistical significance for at least one outcome after correcting for ORB.

Until recently, ORB has been understudied, especially compared to the well-studied publication bias (PB) problem, defined as “the publication or nonpublication of research findings, depending on the nature and direction of the results” (Sterne et al., 2016). In the presence of PB, the published studies form a biased selection of the research in certain areas, which then leads to biased estimates (Jackson, 2007). The ORB problem is different from the PB problem in that, although outcomes of a study have been selectively reported under ORB, the remaining outcomes are still available. For PB, on the other hand, studies are completely missing, and we do not even know the number of studies that have been conducted but not published. Thus, the strategy for addressing ORB differs from that for PB, especially when leveraging the partially observed outcomes to infer the unreported outcomes.

Since part of the outcomes are available, the current strategy for MMA with missing outcomes has focused on joint modeling of multiple outcomes that “borrow strength” across correlated outcomes (Riley, 2009; Kirkham et al., 2012; Prosi et al., 2015). The idea is that the set of studies with outcomes reported can inform the correlations among multiple outcomes, which can be used to “impute” the missing outcomes from the reported outcomes. Unfortunately, this joint modeling strategy alone is insufficient as an approach to account for ORB because it relies on the missing at random (MAR) assumption. This assumption is often not true in RCTs, since evidence suggests that the majority of missing outcomes are selectively unreported (Chan et al., 2004a; Vera-Badillo et al., 2013). It is also unclear if joint modeling alone can lead to less biased estimates in the presence of ORB.

The evaluation of ORB has been included as a key component by the Cochrane risk of bias tool (Higgins et al., 2011a), which is becoming a standard procedure in conducting a systematic review. However, the Cochrane Handbook for Systematic Reviews of Interventions (Chapter 8.14.2, version 5.1.0, 2011), has acknowledged that “statistical methods to detect within-study selective reporting (i.e., outcome-reporting bias) are, as yet, not well developed” (Higgins et al., 2011b). The Journal of Clinical Epidemiology has also stressed that “guidance is needed for using multiple outcomes and results in systematic reviews” (Mayo-Wilson et al., 2017).

Motivated by the critical need for statistical models that can adjust for and evaluate the impact of ORB, we develop a Bayesian Selection model for correcting ORB (abbreviated as ABSORB henceforth) in this article. Specifically, we rely on selection models where multivariate latent variables are used to model the process of selective reporting of multiple outcomes in a flexible way. We then use a Bayesian approach to conduct estimation by placing appropriate priors on the unknown parameters. From a modeling point of view, the distributions of the latent variables that govern the reporting processes are
allowed to be correlated with not only the significance of the outcomes but also the characteristics of the study. From a statistical inference point of view, the Bayesian approach allows the implementation of the model straightforwardly using Markov chain Monte Carlo (MCMC) and naturally provides uncertainty quantification for the model parameters through their posterior distributions. While there have been several approaches proposed for quantifying PB in univariate meta-analysis (Lin and Chu 2018b; Bai et al. 2020), we are not aware of any existing approaches to quantify the impact of ORB in multivariate meta-analyses. By taking the Hellinger distance between the bias-corrected and non-bias corrected posterior densities for model parameters, we propose a measure to quantify the impact of outcome reporting bias.

The rest of the article is structured as follows. Section 2 describes the motivating case study of the effects of interventions on quality of life and hospital readmission for heart failure patients. Section 3 introduces our proposed ABSORB model and our measure for quantifying the impact of ORB using our model. Section 4 empirically evaluates these approaches through a meta-evaluation of bivariate meta-analyses from the Cochrane Database of Systematic Reviews. Section 5 applies our approaches to the case study of heart failure patients. Section 6 concludes the article with a discussion of our findings and potential extensions for future work.

2 A Motivating Meta-Analysis on Interventions for Heart Failure Patients

For heart failure (HF) patients, readmission (ReAd) after discharging from the hospital is not rare, which places substantial burdens on both the patients and the health system. According to Medicare, the median risk-standardized 30-day readmission rate for HF was 23.0% (Ziaeian and Fonarow 2016). Due to the high cost of HF, preventing ReAd for HF patients has received particular attention from clinicians, researchers, and policymakers. For example, the Affordable Care Act has instituted a financial penalty for excessive readmissions for hospitals that is capped at 3% of a hospital’s total Medicare payments for 2015 and beyond (Ziaeian and Fonarow 2016). On the other hand, quality of life (QoL) is an outcome that attracts more attention from patients, and the factors that affect the QoL of HF patients include anxiety, depression, and physical disability. A literature review by Celano et al. (2018) found that these adverse QoL outcomes were associated with poor function, reduced adherence to treatment, and elevated mortality in HF patients.

Telemonitoring (TM) and structured telephone support (STS) are two common interventions and are demonstrated to be effective in reducing HF-specific readmission (Inglis et al. 2015). A series of RCTs measuring both the all-cause ReAd and QoL provides a good opportunity to systematically evaluate the effects of interventions (TM or STS) on these two outcomes for patients with heart failure. Moreover, Celano et al. (2018) found that QoL was significantly associated with rehospitalization rates for HF patients. Therefore, it is of practical interest to jointly model the effects of interventions on both ReAd and QoL in order to capture the inherent correlations between these two outcomes.

After a systematic search of scientific literature, 45 intervention studies were included in our analysis. For ReAd, we calculated the RR in order to quantify the change in risk of readmission due to the interventions compared to the usual care. Since the quantitative measure of QoL differed across studies, we calculated the standardized mean difference (SMD) in order to quantify the change of QoL between the intervention group and the group with usual care.

For multiple studies in our meta-analysis, either ReAd or QoL was missing. For each of the studies, there were three possible scenarios: 1) the study reported both ReAd and QoL, 2) the study reported only ReAd, and 3) the study reported only QoL. Among the 45 studies, only 8 studies published the results for both ReAd and QoL, 33 studies published only one of the two outcomes, and four studies did not publish either ReAd or QoL. Among the 41 studies with at least one outcome reported, 34 studies published the effect size of interventions on ReAd, and 15 studies published the effect size of interventions on QoL.

We queried the corresponding authors for the studies that did not report either QoL or ReAd, and only half of the authors we contacted replied. Specifically, we obtained QoL results for six of the 30 studies that did not publish results on QoL. These new results gave us an updated sample with 11 studies that reported both ReAd and QoL and three new studies that only reported QoL. Table I summarizes the outcome reporting in our initial dataset (i.e., published studies) and in our new dataset after obtaining six unpublished results on QoL from corresponding authors (i.e., updated studies).

As a preliminary investigation, we conducted Begg’s test (Begg and Mazumdar 1994) and Egger’s
Table 1: Number of studies in the meta-analysis of interventions for HF patients, summarized by outcomes (columns) and by missingness scenarios (rows). ✓: reported, X: missing.

| Scenario | Outcome Published studies | Updated studies |
|----------|---------------------------|----------------|
|          | ReAd | QoL | No. of studies | ReAd | QoL | No. of studies |
| 1        | ✓    | ✓   | 8              | ✓    | ✓   | 11             |
| 2        | ✓    | X   | 26             | ✓    | X   | 23             |
| 3        | X    | ✓   | 7              | X    | ✓   | 10             |

No. of studies 34 15 41 34 21 44

test [Egger et al., 1997] for PB on ReAd and QoL separately. These tests suggested strong evidence of publication bias for ReAd (Begg’s test: p-value = 0.02, Egger’s test: p-value = 0.01). For QoL, there was moderate evidence of publication bias (Egger’s test: p-value=0.10). However, by plotting the funnel plot for QoL, the evidence of selective reporting became more pronounced. As depicted in the left panel of Figure 1, there was a moderate degree of asymmetry in the funnel plot for the published studies, as evidenced by a missing chunk out of the funnel on the left hand side. In the updated studies (right panel of Figure 1), we found that all six missing studies’ QoL (represented by diamonds) were statistically nonsignificant. This strongly suggested the existence of selective reporting of QoL. Even though the six missing studies were updated, there was still evidence of outcome reporting bias, as shown by the Egger’s regression [Egger et al., 1997], i.e., the intercept was found to deviate from zero.

While our initial investigation analyzed the ReAd and QoL outcomes separately, ReAd and QoL are likely to be correlated [Celano et al., 2018] in practice, and biased estimation in one outcome can affect estimation in the other. In addition, given the evidence that many missing outcomes in RCTs are selectively unreported rather than missing at random [Chan et al., 2004a] (including in our case study), we were motivated to: 1) jointly model ReAd and QoL in such a way that adjust for potential ORB, and 2) quantify the impact of ORB on our MMA. We detail our novel modeling approaches in Section 3.

Figure 1: Contour-enhanced funnel plots for QoL in the published studies (left panel) and the updated studies (right panel). There is slightly less asymmetry in the funnel plot for the updated studies, suggesting the existence of selective reporting for QoL.

3 Statistical Methods

Based on our motivating case study, we focus on meta-analyses where two outcomes are of interest (or bivariate meta-analysis). In practice, a bivariate meta-analysis of studies of diagnostic test accuracy is the most common medical application of MMA [Jackson et al., 2011; Reitsma et al., 2005; Chu and Cole, 2006]. In studies for drugs and other medical treatments, clinical efficacy and safety are also typically
the two outcomes of greatest interest (Chan et al. 2004a). However, the extension of ABSORB to meta-analyses with more than two outcomes is relatively straightforward and is discussed in Section 6.

In a bivariate meta-analysis, our main parameter of interest is an unknown vector of two population treatment effects $\mu = (\mu_1, \mu_2)$. For example, the first endpoint $\mu_1$ could be a quantitative measure of the efficacy of a treatment, while the second endpoint $\mu_2$ is a quantitative measure for the treatment’s safety. In our case study, $\mu_1$ is the RR of readmission, and $\mu_2$ is the SMD of the quality of life for heart failure patients. We let $y = (y_1, y_2)'$ denote the reported effects for $\mu$.

### 3.1 The ABSORB Model

As discussed in Section 1, a common difficulty with conducting MMA is that in practice, outcomes are frequently unreported (Jackson et al. 2011). Selective reporting of $y_1$ or $y_2$ might lead to biased estimation and misleading inference about $\mu$. With the ABSORB model, we aim to adjust for this ORB.

#### 3.1.1 Model Specification and Assumptions

Building upon the selection model literature for correcting PB in meta-analysis (Copas 1999; Copas and Shi 2000, 2001; Bai et al. 2020), our goal is to explicitly model the selective reporting mechanism for partially reported outcomes. We assume that for each outcome $y_j$, $j = 1, 2$, there is a latent variable $z_j$ which determines the likelihood of $y_j$ being reported.

Let $n$ denote the number of studies in our MMA. We assume that

$$y_{ij} \mid (z_{ij} > 0) = \mu_j + \tau_j u_{ij} + s_{ij} \epsilon_{ij}, \quad i = 1, \ldots, n, \quad j = 1, 2,$$  

(3.1)

where $y_{ij}$ is the reported outcome for the $j$th endpoint for the $i$th study, $\mu_j$ is the mean effect for the $j$th endpoint, and $s_{ij}$ is the reported standard error for $y_{ij}$. We assume that $u_{ij}$ and $\epsilon_{ij}$ are marginally distributed as $N(0,1)$ and that $\text{corr}(u_{ij}, \epsilon_{ij}) = 0$. The $u_{ij}$’s are random effects that capture the between-study heterogeneity for the $j$th endpoint, while $\tau_j > 0$ quantifies the amount of between-study heterogeneity. Meanwhile, the within-study random error is captured by $\epsilon_{ij}$. Under (3.1), we assume that $y_{ij}$ is only reported if the associated latent variable $z_{ij}$ is greater than zero. We further assume that the $z_{ij}$’s are generated according to

$$z_{ij} = \gamma_{0j} + \gamma_{1j}/s_{ij} + \delta_{ij},$$  

(3.2)

where $\delta_{ij} \sim N(0,1)$. In (3.2), the parameter $\gamma_{0j}$ determines the overall probability of reporting $y_{ij}$, while $\gamma_{1j}$ determines how the likelihood of reporting depends on sample size. In general, $\gamma_{1j} \geq 0$, so that studies with larger sample sizes are more likely to report their outcomes. We assume that

$$\text{corr}(\epsilon_{ij}, \delta_{ij}) = \rho_j,$$  

(3.3)

that is, the reported outcome $y_{ij}$ and the latent variables $z_{ij}$ are correlated through $\rho_j$. The correlation parameters $\rho_1$ and $\rho_2$ in (3.3) control how the probability of reporting for the first and second endpoint respectively is influenced by the effect size of the study. When ORB for both endpoints is present, then $\rho_1 \neq 0$ and $\rho_2 \neq 0$. In this case, standard meta-analyses may lead to biased estimation of $\mu$.

In line with standard bivariate meta-analysis (Jackson et al. 2011), we further assume that there is both within-study correlation between the $\epsilon_{ij}$’s in (3.1), as well as between-study correlation for the two endpoints. To model the within-study correlation, we assume that

$$\text{corr}(\epsilon_{i1}, \epsilon_{i2}) = \rho_W.$$  

(3.4)

Although the assumption that the within-study correlation is a constant $\rho_W$ across all the studies may be strong, this approach is commonly adopted in practice for MMA (Riley et al. 2007c; Lin and Chu 2018a) in order to keep the model parsimonious.

To model the between-study correlation, we assume that the random effects $(u_{i1}, u_{i2})'$ for the two endpoints in (3.1) are also correlated. That is, we assume that

$$\text{corr}(u_{i1}, u_{i2}) = \rho_B.$$

(3.5)

Finally, we assume that

$$\text{corr}(\epsilon_{i1}, \delta_{i2}) = \text{corr}(\epsilon_{i2}, \delta_{i1}) = \text{corr}(\delta_{i1}, \delta_{i2}) = 0.$$  

(3.6)
Assumption (3.6) implies that $y_{i1} \mid (z_{i1} > 0, z_{i2}) = y_{i1} \mid (z_{i1} > 0)$ and $y_{i2} \mid (z_{i1}, z_{i2} > 0) = y_{i2} \mid (z_{i2} > 0)$. In other words, $y_{i1}$ is reported only if $z_{i1} > 0$ and does not depend on the value of $z_{i2}$. Similarly, $y_{i2}$ does not depend on $z_{i1}$, and $z_{i1}$ does not depend on $z_{i2}$. We stress that the outcomes $y_{i1}$ and $y_{i2}$ themselves are likely to be correlated, and this is captured in our model through the within-study correlation $\rho_W$ (3.4) and the between-study correlation $\rho_B$ (3.5). However, the probability of reporting each individual outcome should depend only on the associated latent variable.

### 3.2 Estimation in the ABSORB Model

The basic ABSORB model is given in (3.1)–(3.2), while additional assumptions about the correlation structure of different parameters are encoded in (3.3)–(3.6). In summary, we have a total of 12 unknown parameters $(\mu_1, \mu_2, \theta_1, \theta_2, \gamma_{01}, \gamma_{02}, \gamma_{11}, \gamma_{12}, \rho_1, \rho_2, \rho_W, \rho_B)^T$ under the ABSORB model. We propose a Bayesian approach to estimating these parameters by placing appropriate priors on them.

For the mean treatment effects $\mu$, we place the vague priors,

$$
\mu_j \sim N(0, 10^4),
$$

and for the heterogeneity parameters $(\theta_1, \theta_2)^T$, we place vague half-Cauchy priors,

$$
\gamma_j \sim \mathcal{C}^+(0, 1).
$$

Next, we consider priors for $(\gamma_{01}, \gamma_{02}, \gamma_{11}, \gamma_{12})^T$, the parameters that control the overall likelihood of reporting for the first and second endpoint respectively. To induce weakly informative priors on these parameters, we follow [Bai et al. (2020)] and specify the priors as,

$$
\gamma_{01} \sim \mathcal{U}(-2, 2);
$$

$$
\gamma_{11} \sim \mathcal{U}(0, \max s_{ij}).
$$

The priors (3.9)–(3.11) ensure that most of the mass for each of the latent variables $z_{ij}$ lies in the interval $(-2, 3)$, leading to selection probabilities between 2.5% and 99.7%. Finally, in order to complete the prior specification, we place noninformative uniform priors on each of the correlation parameters,

$$
\rho_j, \rho_2, \rho_W, \rho_B \sim \mathcal{U}(-1, 1).
$$

The Bayesian approach is especially appealing for several reasons. First, we can implement the model straightforwardly using MCMC, thus avoiding the difficulties of maximum likelihood estimation (MLE). The main issue with the MLE in selection models is that it can face non-convergence (Copas and Shi, 2001). This can arise from poor initializations, a flat plateau in the likelihood, or instability in the computation of a $12 \times 12$ Hessian matrix during the optimization procedure (Copas and Shi, 2001; Ning et al., 2017). MCMC sampling does not encounter such difficulties (provided that we run the MCMC for enough iterations), and we can monitor convergence for the posteriors $p(\mu_1 \mid y_1, \ldots, y_n)$ and $p(\mu_2 \mid y_1, \ldots, y_n)$ using trace plots or the effective sample size (ESS). Besides the computational advantages of the Bayesian approach, we can also obtain natural uncertainty quantification for the model parameters through their posterior distributions. These posterior densities will ultimately allow us to quantify the impact of outcome reporting bias, as we discuss in Section 3.4.

### 3.3 The ABSORB Likelihood and Implementation

In order to perform Bayesian inference under the ABSORB model (3.1)–(3.6), we need to obtain the likelihood function and then place the priors (3.7)–(3.11) on the model parameters. In this section, we describe how to derive the ABSORB likelihood for the $n$ studies in our MMA and perform posterior inference under this likelihood.

Because not all studies report both $y_1$ and $y_2$, we may not have an equal number of observations for $y_1$ and $y_2$. Consequently, we need to consider three separate cases for the reported outcomes in our meta-analysis: 1) both endpoints are reported, 2) only the first endpoint is reported, or 3) only the second endpoint is reported. Without loss of generality, suppose that the first $m_1$ studies report both endpoints, the next $m_2$ studies report only the first endpoint $y_1$, and the remaining $m_3 = n - (m_1 + m_2)$ studies report only the second endpoint $y_2$.
First note that we can reparameterize the ABSORB model 3.1–3.6 as a hierarchical model by introducing further latent parameters \((\theta_1, \theta_2)\)' for the \(m_1\) studies that report both endpoints, \(\hat{\theta}_1\) for the \(m_2\) studies that report only \(y_1\), and \(\theta_2\) for the \(m_3\) studies that report only \(y_2\). The main reason for introducing these additional latent parameters is to ensure that the joint densities in our likelihood can be written explicitly. We denote \(\Xi\) as the collection of all unknown parameters, including these latent parameters.

For the \(m_1\) studies that report both outcomes, we rewrite 3.1 as

\[
y_{1i} \mid (z_{1i} > 0) \sim \mathcal{N}(\theta_{1i}, s_{1i}^2); \quad y_{2i} \mid (z_{2i} > 0) \sim \mathcal{N}(\theta_{2i}, s_{2i}^2), \quad i = 1, \ldots, m_1,
\]

where \((\theta_{1i}, \theta_{2i})\) is jointly distributed as

\[
\begin{pmatrix}
\theta_{1i} \\
\theta_{2i}
\end{pmatrix} \sim \mathcal{N}\left(
\begin{pmatrix}
\mu_{1i} \\
\mu_{2i}
\end{pmatrix},
\begin{pmatrix}
\tau_1^2 & \rho_{W} \tau_1 \tau_2 \\
\rho_{W} \tau_1 \tau_2 & \tau_2^2
\end{pmatrix}
\right),
\quad i = 1, \ldots, m_1.
\]

For studies \(i = 1, \ldots, m_1\) that report both outcomes, the ABSORB model can be represented as

\[
\begin{pmatrix}
y_{1i} \\
y_{2i} \\
z_{1i} \\
z_{2i}
\end{pmatrix} \sim \mathcal{N}\left(
\begin{pmatrix}
\theta_{1i} \\
\theta_{2i} \\
\gamma_{01} + \gamma_{11}/s_{1i} \\
\gamma_{02} + \gamma_{12}/s_{2i}
\end{pmatrix},
\begin{pmatrix}
s_{1i}^2 & \rho_{W} s_{1i} s_{2i} & \rho_{1} s_{1i} & 0 \\
\rho_{W} s_{1i} s_{2i} & s_{2i}^2 & 0 & \rho_{2} s_{2i} \\
\rho_{1} s_{1i} & 0 & \rho_{1} s_{1i} & 0 \\
0 & \rho_{2} s_{2i} & 0 & \rho_{2} s_{2i}
\end{pmatrix}
\right) \mathbb{I}_{[z_{1i} > 0 \cap z_{2i} > 0]}.
\]

Namely, for each of these \(m_1\) studies, the joint density of \((y_{1i}, y_{2i}, z_{1i}, z_{2i})\) is a truncated normal density that contains both endpoints \((y_{1i}, y_{2i})\)' only because both associated latent variables \(z_1\) and \(z_2\) are greater than zero. The off-diagonal entries in the covariance matrix in (3.14) capture the correlations between \(y_{1i}, y_{2i}, z_{1i}\), and \(z_{2i}\). The likelihood function for \(\Xi\) in these \(m_1\) studies is easily seen to be

\[
L_1(\Xi) = \prod_{i=1}^{m_1} f(y_{1i}, y_{2i}, z_{1i}, z_{2i} \mid \theta_{1i}, \theta_{2i}, \gamma_{01}, \gamma_{11}, \gamma_{02}, \gamma_{12}, \rho_{1}, \rho_{2}, \rho_{W}),
\]

where \(f(y_{1i}, y_{2i}, z_{1i}, z_{2i} \mid \cdot)\) is the probability density function (pdf) for the truncated normal density in (3.14).

For the \(m_2\) studies that only report the first endpoint \(y_1\) but not \(y_2\), we can also represent the model with a truncated normal density. However, since we do not observe \(y_2\) for these studies, we can only write the joint density of \((y_{1i}, z_{1i}, z_{2i})\)' for studies \(i = m_1 + 1, \ldots, m_1 + m_2\) as follows:

\[
\begin{pmatrix}
y_{1i} \\
z_{1i} \\
z_{2i}
\end{pmatrix} \sim \mathcal{N}\left(
\begin{pmatrix}
\hat{\theta}_{1i} \\
\gamma_{01} + \gamma_{11}/s_{1i} \\
\gamma_{02} + \gamma_{12}/s_{2i}
\end{pmatrix},
\begin{pmatrix}
s_{1i}^2 & \rho_{1} s_{1i} & 0 \\
\rho_{1} s_{1i} & 1 & 0 \\
0 & 0 & 1
\end{pmatrix}
\right) \mathbb{I}_{[z_{1i} > 0 \cap z_{2i} < 0]},
\]

where \(\hat{\theta}_{1i}\) is marginally distributed as

\[
\hat{\theta}_{1i} \sim \mathcal{N}(\mu_1, \tau_1^2), \quad i = m_1 + 1, \ldots, m_1 + m_2.
\]

The representation in (3.16) ensures that the first endpoint \(y_{1i}\) is only reported because the corresponding latent variable \(z_1\) is greater than zero, while the second endpoint \(y_{2i}\) is not reported because the corresponding latent variable \(z_2\) is less than zero. The main issue that we encounter with (3.16) is that the standard errors \(s_{2i}'s\) are not available for these \(m_2\) studies (since \(y_2\) was not reported for any of them), and our model requires these standard errors in order to parameterize the mean of \(z_{2i}\). Nevertheless, we can estimate the missing \(s_{2i}'s\) using the approach given in Section 3.5 of Copas et al. (2014). Specifically, we use the relationship that \(1/s_{2i}^2 = k_2 n_i\), where \(k_2\) is a constant and \(n_i\) is the sample size of the \(i\)th study. Based on the other \(n - m_2\) studies that reported \(s_{2i}\) (i.e., the \(m_1\) studies where both endpoints were reported and the \(m_3\) studies that only reported the second endpoint \(y_{2i}\) and the corresponding sample sizes for these studies, we then estimate \(k_2\) as

\[
\hat{k}_2 = \frac{\sum_{i \in R_2} 1/s_{2i}^2}{\sum_{i \in R_2} n_i},
\]

where \(R_2\) is the index set of the \(n - m_2\) studies that have reported \(s_{2i}\). The missing \(s_{2i}'s\) for the \(m_2\) studies in (3.16) can then be estimated as \(\hat{s}_{2i} = \sqrt{1/(\hat{k}_2 n_i)}\) (Copas et al. 2014). Substituting the \(s_{2i}'s\)
with their estimates $\tilde{\theta}_{1j}$’s, the likelihood function for the $m_2$ studies that only report $y_1$ but not $y_2$ can be written as
\[
L_2(\Xi) = \prod_{i=m_1+1}^{m_1+m_2} f(y_{1i}, z_{1i}, z_{2i} | \tilde{\theta}_{1i}, \gamma_{01}, \gamma_{11}, \gamma_{02}, \gamma_{12}, \rho_1),
\] (3.18)
where $f(y_{1i}, z_{1i}, z_{2i} | \cdot)$ is the pdf of the truncated normal density in (3.16).

Finally, for the remaining $m_3$ studies that only report the second endpoint $y_2$ but not $y_1$, we can similarly represent the model as follows. For $i = m_1 + m_2 + 1, \ldots, n$, we have
\[
\begin{bmatrix} y_{2i} \\ z_{1i} \\ z_{2i} \end{bmatrix} \sim \mathcal{N} \left( \begin{bmatrix} \tilde{\theta}_{2i} \\ \gamma_{01} + \gamma_{11}/s_{1i} \\ \gamma_{02} + \gamma_{12}/s_{2i} \end{bmatrix}, \begin{bmatrix} s_{2i}^2 & 0 & \rho_2 s_{2i} \\ 0 & 1 & 0 \\ \rho_2 s_{2i} & 0 & 1 \end{bmatrix} \right) \mathbb{I}_{[\gamma_{11} > 0 \cap \gamma_{12} > 0]}.
\] (3.19)
where $\tilde{\theta}_{2i}$ is marginally distributed as
\[
\tilde{\theta}_{2i} \sim \mathcal{N}(\mu_2, \tau_2^2), \quad i = m_1 + m_2 + 1, \ldots, n.
\] (3.20)
The truncated normal density in (3.19) ensures that the second endpoint $y_2$ is only reported because the corresponding latent variable $z_2$ is greater than zero, while $y_1$ is not reported because $z_1$ is less than zero.

For these $m_3$ studies, we do not observe the standard errors $s_{1i}$’s since none of these studies reported $y_1$. As we require these $s_{1i}$’s in order to parameterize the mean of $z_{1i}$, we again follow the approach of Copas et al. (2014) and first estimate
\[
\hat{k}_1 = \sum_{i \in R_1} 1/s_{1i}^2, \sum_{i \in R_1} n_i
\]
where $R_1$ is the index set for the $m_1 + m_2$ studies that have reported $s_{1i}$. The missing $s_{1i}$’s for the $n - (m_1 + m_2)$ studies in (3.7) are then estimated as $\hat{s}_{1i} = \sqrt{1/(\hat{k}_1 n_i)}$. Similarly as in (3.18), the likelihood for these $n - (m_1 + m_2)$ studies after substituting the $s_{1i}$’s with the $\hat{s}_{1i}$’s is
\[
L_3(\Xi) = \prod_{i=m_1+m_2+1}^{n} f(y_{2i}, z_{1i}, z_{2i} | \hat{\theta}_{2i}, \gamma_{01}, \gamma_{11}, \gamma_{02}, \gamma_{12}, \rho_2),
\] (3.21)
where $f(y_{2i}, z_{1i}, z_{2i} | \cdot)$ is the pdf of the truncated normal density in (3.19). Combining (3.15), (3.18), and (3.21), we see that the complete likelihood function for all $n$ studies is
\[
L(\Xi | y_1, \ldots, y_n) = L_1(\Xi)L_2(\Xi)L_3(\Xi).
\] (3.22)
Under (3.22), the joint posterior distribution for $\Xi$ is then
\[
p(\Xi | y_1, \ldots, y_n) \propto L(\Xi | y_1, \ldots, y_n)p(\Xi),
\] (3.23)
where $p(\Xi)$ is the product of the priors (3.7), (3.11), (3.13), (3.17), and (3.20) on the model parameters. The main challenge with the ABSORB model is sampling from the truncated densities (3.14), (3.16), and (3.19) in the full likelihood (3.22). In Appendix B, we describe how to approximately sample from these truncated densities. With the prior for $\Xi$ specified, the complete ABSORB model can then be implemented in any standard MCMC software to approximate the posterior distributions $p(\mu_1 | y_1, \ldots, y_n)$ and $p(\mu_2 | y_1, \ldots, y_n)$. For our implementation, we use the JAGS software.

Note that it may be the case that only one of the endpoints $y_1$ or $y_2$ in our MMA contains missing values. When there are no missing outcomes for $y_2$, the number of studies that only report $y_1$ but not $y_2$ is $m_2 = 0$, and we replace (3.22) with $L(\Xi | y_1, \ldots, y_n) = L_1(\Xi)L_3(\Xi)$. Similarly, if there are no missing outcomes for $y_1$, then $m_3 = 0$ and we replace (3.22) with $L(\Xi | y_1, \ldots, y_n) = L_1(\Xi)L_2(\Xi)$. In Appendix D, we describe how to further extend the ABSORB model to incorporate studies that are completely missing due to publication bias (i.e., studies that do not report either $y_1$ or $y_2$). Such an extension of ABSORB to account for PB, in addition to ORB, is possible if we know the number of missing studies.

### 3.4 Quantifying the Impact of Outcome Reporting Bias

In addition to correcting the bias in estimation of $\mu$, it is also of practical interest to evaluate the impact of ORB on MMA. To the best of our knowledge, there are no existing approaches to quantify the impact of ORB, either frequentist or Bayesian. The Bayesian approach has a natural way of doing this through comparing the bias-corrected posteriors for $\mu_1$ and/or $\mu_2$ under the ABSORB model against their non-bias corrected posteriors.
3.4.1 Estimation for the Non-Bias Corrected Model

We first describe how to estimate the parameters in MMA with missing outcomes without accounting for ORB. The ABSORB model (3.1)–(3.6) explicitly models the selective reporting mechanism through the latent variables \( z_1 \) and \( z_2 \). These variables control whether or not the corresponding outcomes \( y_1 \) or \( y_2 \) are reported, and thus, we obtain bias-corrected estimates of \( \mu \) under ABSORB. The likelihood of reporting \( y_1 \) and \( y_2 \) ultimately depends on the correlation parameters \( \rho_1 \) and \( \rho_2 \) in (3.3). However, if \( \rho_1 = \rho_2 = 0 \), then \( \text{corr}(y_{ij}, z_{ij}) = 0 \) for all \( i = 1, \ldots, n, j = 1, 2 \), and the model (3.1)–(3.6) reduces to

\[
\begin{align*}
    y_{1i} &= \mu_1 + \tau_1 u_{1i} + \epsilon_{1i}, \quad \text{corr}(\epsilon_{1i}, \epsilon_{2j}) = \rho W; \\
    y_{2i} &= \mu_2 + \tau_2 u_{2i} + \epsilon_{2i}, \quad \text{corr}(u_{1i}, u_{2i}) = \rho B.
\end{align*}
\]

(3.24)

In other words, when \( \rho_1 = \rho_2 = 0 \), the dependence of \( y_1 \) and \( y_2 \) on \( z_1 \) and \( z_2 \) respectively is removed in (3.24), and we only have the unknown parameters \((\mu_1, \mu_2, \tau_1, \tau_2, \rho W, \rho B)\). In this case, the ABSORB model reduces to a joint model with a bivariate random effects model for the \( m_1 \) studies that report both \((y_1, y_2)\) and univariate random effects models for the \( m_2 \) studies that report only \( y_1 \) and the \( m_3 \) studies that report only \( y_2 \). We call model (3.24) the non-bias corrected model because we ignore the selection process that was induced through the latent variables \( z_1 \) and \( z_2 \).

Similar to the bias-corrected ABSORB model, we introduce the latent parameters \((\theta_{1i}, \theta_{2i})\) for \( i = 1, \ldots, m_1 \), \( \tilde{\theta}_{1i} \) for \( i = m_1 + 1, \ldots, m_1 + m_2 \), and \( \tilde{\theta}_{2i} \) for \( i = m_1 + m_2 + 1, \ldots, n \), as in (3.13), (3.17), and (3.20). Let \( \Omega \) denote all the unknown parameters in the non-bias corrected model, including these latent parameters. Note that \( \Omega \) does not include the parameters \((\rho_1, \rho_2, \gamma_0, \gamma_1, \gamma_2, \gamma_3)\), because \( \rho_1 \) and \( \rho_2 \) are fixed at zero and we no longer need to condition on the latent variables \((z_1, z_2)\) in our analysis. In the non-bias corrected model, we model the \( m_1 \) studies that report both outcomes as

\[
(y_{1i}, y_{2i}) \sim \mathcal{N}\left(\left(\begin{array}{c} \theta_{1i} \\ \theta_{2i} \end{array}\right), \left(\begin{array}{cc} s_{11}^2 & \rho W s_{11} s_{22} \\ \rho W s_{11} s_{22} & s_{22}^2 \end{array}\right)\right), \quad i = 1, \ldots, m_1,
\]

(3.25)

where the joint distribution of \((\theta_{1i}, \theta_{2i})\) is given in (3.13). The likelihood function for these \( m_1 \) studies in the non-bias corrected model is

\[
L_1(\Omega) = \prod_{i=1}^{m_1} f(y_{1i}, y_{2i} | \theta_{1i}, \theta_{2i}, \rho W),
\]

(3.26)

where \( f(y_{1i}, y_{2i} | \cdot) \) is the pdf of the bivariate normal density in (3.25). For the \( m_2 \) studies that only report \( y_1 \) but not \( y_2 \), the non-bias corrected model reduces to \( y_{1i} \sim \mathcal{N}(\tilde{\theta}_{1i}, s_{11}^2) \), where \( \tilde{\theta}_{1i} \sim \mathcal{N}(\mu_1, \tau_1^2) \). The corresponding likelihood function for these \( m_2 \) studies is

\[
L_2(\Omega) = \prod_{i=m_1+1}^{m_1+m_2} f(y_{1i} | \tilde{\theta}_{1i}),
\]

(3.27)

where \( f(y_{1i} | \tilde{\theta}_{1i}) \) is the pdf for \( \mathcal{N}(\tilde{\theta}_{1i}, s_{11}^2) \). Similarly, for the \( m_3 \) studies that only report \( y_2 \) but not \( y_1 \), the non-bias corrected model reduces to \( y_{2i} \sim \mathcal{N}(\tilde{\theta}_{2i}, s_{22}^2) \), where \( \tilde{\theta}_{2i} \sim \mathcal{N}(\mu_2, \tau_2^2) \). The corresponding likelihood for these \( m_3 \) studies is

\[
L_3(\Omega) = \prod_{i=m_1+m_2+1}^{n} f(y_{2i} | \tilde{\theta}_{2i}),
\]

(3.28)

where \( f(y_{2i} | \tilde{\theta}_{2i}) \) is the pdf for \( \mathcal{N}(\tilde{\theta}_{2i}, s_{22}^2) \). Altogether, the joint likelihood for all \( n \) studies in the non-bias corrected model is the product of the likelihoods in (3.26)–(3.28):

\[
L(\Omega | y_1, \ldots, y_n) = L_1(\Omega) L_2(\Omega) L_3(\Omega).
\]

(3.29)

From (3.29), we conduct posterior inference for \( \Omega \) by placing the priors (3.13), (3.17), and (3.20) on the latent variables \((\theta_{1i}, \theta_{2i}), \tilde{\theta}_{1i}, \) and \( \tilde{\theta}_{2i} \) respectively, and the priors (3.7) on \( \mu \), (3.8) on \((\tau_1, \tau_2)\), and (3.11) on \((\rho W, \rho B)\). We thus obtain the posterior for \( \Omega \) as

\[
p(\Omega | y_1, \ldots, y_n) \propto L(\Omega | y_1, \ldots, y_n)p(\Omega).
\]

(3.30)

With the model fully specified, we can approximate the marginal posteriors \( p(\mu_1 | y_1, \ldots, y_n) \) and \( p(\mu_2 | y_1, \ldots, y_n) \) using MCMC. As before, if \( m_2 = 0 \), then we replace (3.29) with \( L(\Omega | y_1, \ldots, y_n) = L_1(\Omega) L_3(\Omega) \), and if \( m_3 = 0 \), then we replace (3.29) with \( L(\Omega | y_1, \ldots, y_n) = L_1(\Omega) L_2(\Omega) \).
3.4.2 The $D$ Measure for Quantifying the Impact of ORB

To quantify the impact of publication bias in univariate meta-analysis, Bai et al. (2020) proposed the $D$ measure as a way of measuring the difference between a publication bias-corrected and non-bias-corrected posterior for a mean treatment effect. Here, we extend the $D$ measure to quantify the impact of ORB bias in MMA.

Let $p_{ABS} (\mu_j \mid y_1, \ldots, y_n)$ denote the posterior for $\mu_j$, $j = 1, 2$ under the ABSORB model as described in Section 3.3 and let $p_{NBC} (\mu_j \mid y_1, \ldots, y_n)$ denote the posterior for $\mu_j$ under the non-bias corrected model described in Section 3.4.1. To quantify the impact of ORB for each individual endpoint $\mu_j$, we propose taking the Hellinger distance between $p_{ABS} (\mu_j \mid y_1, \ldots, y_n)$ and $p_{NBC} (\mu_j \mid y_1, \ldots, y_n)$. If we are instead interested in quantifying the joint impact from ORB on both endpoints, we can take the Hellinger distance between the joint posteriors $p_{ABS} (\mu_1, \mu_2 \mid y_1, \ldots, y_n)$ and $p_{NBC} (\mu_1, \mu_2 \mid y_1, \ldots, y_n)$.

Let $x$ be either a random scalar or a random vector. The Hellinger distance between densities $f$ and $g$ is defined as

\[ H(f, g) = \left[ 1 - \int \sqrt{f(x)g(x)}dx \right]^{1/2}, \tag{3.31} \]

The Hellinger distance is an appealing way to quantify the dissimilarity between two probability densities. Unlike other probability distance measures such as the Kullback-Leibler distance, the Hellinger distance is symmetric and always bounded between zero and one. This gives the Hellinger distance a clear interpretation. Values close to zero indicate that $f$ and $g$ are nearly identical distributions, while values close to one indicate that the majority of the probability mass in $f$ does not overlap with that of $g$.

For shorthand, let $p_{ABS}$ and $p_{NBC}$ be the posteriors for either $\mu_1$, $\mu_2$, or $\mu$. Unfortunately, these posterior distributions are intractable and therefore need to be approximated. In the present context, we approximate the posteriors $p_{ABS}$ and $p_{NBC}$ using MCMC samples to obtain kernel density estimates, $\hat{p}_{ABS}$ and $\hat{p}_{NBC}$. We then use numerical integration to estimate the Hellinger distance (3.31) between $\hat{p}_{ABS}$ and $\hat{p}_{NBC}$. In short, our measure for the impact of ORB is

\[ D = H(\hat{p}_{ABS}, \hat{p}_{NBC}), \tag{3.32} \]

The $D$ measure (3.32) quantifies the degree to which the ABSORB posterior changes from the non-bias corrected posterior. Smaller values of $D$ ($D = 0$) indicate that $p_{ABS}$ and $p_{NBC}$ are almost identical. Thus, we conclude that there is negligible impact from ORB on the MMA. Meanwhile larger values of $D$ ($D \approx 1$) indicate that ORB has a strong impact on the estimation of $\mu$. In this case, the ABSORB posterior differs quite drastically from the non-bias corrected posterior. In the next section, we provide several illustrations of the $D$ measure on real systematic reviews from the Cochrane Database of Systematic Reviews.

4 Meta-Evaluation with the Cochrane Database of Systematic Reviews

To evaluate the performance of our model, we conducted a meta-evaluation of 748 systematic reviews from the Cochrane Database of Systematic Reviews (hereinafter refer to as the “Cochrane Database”). We describe how we arrived at these 748 eligible reviews in Section A of the Supplementary Material. For dichotomous outcomes, we performed a log transformation to risk ratio and odds ratio outcomes. For each of the reviews in our meta-evaluation, we fit the ABSORB and non-bias corrected models of Section 3. For both models, we ran three separate chains of the MCMC algorithm for 50,000 iterations, discarding the first 10,000 samples as burn-in. This left us with a total of 120,000 samples from three chains with which to approximate the posteriors and calculate the $D$ measures (3.32). We monitored the convergence of the MCMC using ESS; if the ESS was below 100 for $\mu_1$ or $\mu_2$, then we increased the number of iterations to 100,000, 200,000, etc. as needed.

We present three representative meta-analyses from our meta-evaluation, which we denote as MMA1, MMA2, and MMA3. Table 2 provides the details of these meta-analyses, including the review topic, the effect measure, and descriptions of the bivariate treatment effects of interest. The results from these three meta-analyses are depicted in Figure 2. In Figure 2, we plot the bias-corrected posteriors under the ABSORB model (solid line) against their non-biased corrected posteriors (dashed line) for $\mu_1$ and $\mu_2$, as well as the contour plots for the bias-corrected and non-biased corrected joint posteriors of $\mu$. We also report the $D$ measures for $\mu_1$, $\mu_2$, and $\mu$. For MMA1 (panels (a)-(c)), we see that there is
Table 2: Three representative meta-analyses from the Cochrane Database.

| Topic                                      | Outcome               | Effect measure | Analysis                                      |
|--------------------------------------------|-----------------------|----------------|-----------------------------------------------|
| MMA1                                       | Exercise for intermittent claudication | $\mu_1$ Mean difference | Change in maximal walking distance or time     |
| MMA2                                       | Exercise therapy for treatment of non-specific low back pain | $\mu_1$ Mean difference | Function measure                              |
| MMA3                                       | Anti-fibrinolytic use for minimizing perioperative allogeneic blood transfusion | $\mu_1$ Risk ratio | Number of patients exposed to allogeneic blood |
|                                            |                       | $\mu_2$ Mean difference | Units of allogeneic blood transfused          |

Figure 2: Illustrations of three meta-analyses from the Cochrane Database. Panels (a)–(c) show the results for MMA1, panels (d)–(f) show the results for MMA2, and panels (g)–(i) show the results for MMA3. In panels (g) and (i), $\mu_1$ is plotted on the log-RR scale.

A negligible impact from ORB for both endpoints, and thus the $D$ measures are all close to zero. In MMA2 (panels (d)-(f)), there is a fairly strong impact from ORB for the first endpoint ($D = 0.41$) and a negligible impact ($D = 0.12$) for the second endpoint. In MMA3 (panels (g)-(i)), there is a very strong impact from ORB for the first endpoint ($D = 0.98$) and a fairly strong impact ($D = 0.49$) for the second endpoint. The bottom left graph in Figure 2 shows very little overlap between the bias-corrected and non-bias corrected posteriors for $\mu_1$ in MMA3, and hence, we obtained a $D$ measure close to one.

In particular, for MMA2, the 95% posterior credible interval for $\mu_1$ (i.e., the mean change in function measure after exercise therapy for lower back pain) shifted from ($-3.52, -0.38$) under the non-bias corrected posterior to ($-2.53, 0.69$) under the ABSORB bias-corrected posterior. This indicates that

---

1Cochrane Database ID:CD000990, DOI: 10.1002/14651858.CD000990.pub4.
2Cochrane Database ID:CD000335, DOI: 10.1002/14651858.CD000335.pub2.
3Cochrane Database ID:CD001886, DOI: 10.1002/14651858.CD001886.pub4.
after adjusting for ORB, the 95% bias-corrected posterior interval contained zero, and the mean change in function measure after exercise therapy was no longer statistically significant. As a consequence of non-negligible ORB, 12.03% of all 748 meta-analyses in our meta-evaluation (90 reviews) had a change in statistical significance for the first outcome, and 10.56% (79 reviews) had a change in statistical significance for the second outcome. For 12 reviews, the statistical significance changed for both \( \mu_1 \) and \( \mu_2 \). These results demonstrate that non-negligible ORB can have a profound effect on the conclusions from MMA.

In Appendix A, we provide the specific quantiles of the \( D \) measure from our analysis. Based on these quantiles, we determined the following guidelines for interpreting the \( D \) measure:

- 0.00 to 0.20: probably no impact from ORB;
- 0.10 to 0.40: may represent moderate impact from ORB;
- 0.30 to 0.60: may represent substantial impact from ORB;
- 0.50 to 1.00: may represent severe impact from ORB.

Our intervals were inspired by the guidelines given for the \( I^2 \) statistic (Higgins and Thompson, 2002) in the Cochrane Handbook for Systematic Reviews of Interventions. The \( I^2 \) statistic (for measuring heterogeneity in univariate meta-analyses) also lies between 0 and 1, and the Cochrane Handbook provides overlapping intervals for “unimportant,” “moderate,” “substantial,” and “considerable” heterogeneity based on \( I^2 \), so as to avoid setting hard cutoffs for its interpretation.

In our experience, a \( D \) measure of 0.20 or higher usually suggested non-negligible ORB or the potential to qualitatively change the conclusions from meta-analyses. Meanwhile, a \( D \) measure below 0.10 normally ruled out any impact from ORB (as illustrated in panels (a)–(c) of Figure 2). However, there were a few reviews where the statistical significance changed for an outcome even when \( D < 0.10 \). This occurred when one of the CI endpoints was extremely close to zero – in this case, the 95% CIs before and after bias correction were very similar to each other, but even a tiny discrepancy near zero changed the conclusion. Thus, the systematic reviewer should also investigate the CIs, not just the \( D \) measure.

Our meta-evaluation of the Cochrane Database found that 50.00% of MMAs had \( D < 0.10 \) for the first endpoint, 48.80% had \( D < 0.10 \) for the second endpoint, and 52.94% had \( D < 0.10 \) for both endpoints. However, there were also a few reviews where ORB had a very high impact. Namely, 26 reviews had \( D \) measures greater than 0.50 for the first endpoint, and 11 reviews had \( D \) measures greater than 0.50 for the second endpoint. Figure 3 plots the empirical histograms for the \( D \) measure from our meta-evaluation.

Figure 3: Empirical histograms of the \( D \) measure for \( \mu_1 \) (left panel), \( \mu_2 \) (middle panel) and \( \mu \) (right panel) from all 748 reviews in our meta-evaluation.

Instead of using the provided guidelines, an alternative is to simply use the quantiles from our meta-evaluation for interpretation. The quantiles for the \( D \) measures are provided in Table A.1 of Appendix A. Using this table, the systematic reviewer can locate the percentile of the \( D \) measure obtained from his or her dataset among the \( D \) measures from the Cochrane database and conclude that the evidence for ORB in his or her study is in the top, e.g., 20% of all analyzed datasets.

Our meta-evaluation of real systematic reviews from the Cochrane Database illustrates the potential of the ABSORB model for adjusting the estimates of effect sizes in the presence of ORB and the \( D \) measure for quantifying the impact of ORB. In Appendix C, we further validate our model through simulation studies under a variety of degrees of between-study heterogeneity and missingness. To summarize briefly, our simulation studies demonstrate that when ORB is present, the ABSORB model has lower bias and

https://handbook-5-1.cochrane.org/chapter_9/9_5_2_identifying_and_measuring_heterogeneity.htm
better empirical coverage than alternative approaches that remove studies with missing data, that impute the missing outcomes, or that ignore the correlations between the two endpoints.

5 Case Study Results

We now apply the ABSORB model to the meta-analysis introduced in Section 2 on the effects of intervention on ReAd and QoL for HF patients. As in Section 2, \( m_1 \) denotes the number of studies that reported both ReAd and QoL, \( m_2 \) is the number of studies that reported only ReAd, and \( m_3 \) is the number of studies that reported only QoL. As discussed in Section 2, our sample contained 45 studies on the effects of interventions on HF patients. We initially had \( n = 41 \) published studies that reported at least one of ReAd or QoL (\( m_1 = 8, m_2 = 26, m_3 = 7 \)). After querying the corresponding authors, we were able to obtain six additional results for QoL and a total of \( n = 44 \) studies with results for at least one of ReAd or QoL (\( m_1 = 11, m_2 = 23, m_3 = 10 \)).

With our a priori knowledge about which studies had QoL results after querying the corresponding authors, we proceeded to conduct a two-stage analysis. In this first stage, we applied the ABSORB model to only the \( n = 41 \) published studies that reported at least one of the ReAd or QoL outcomes (i.e., before we had queried the authors). In the second stage, we performed our analysis with the \( n = 44 \) updated studies (i.e., after querying the authors). Our purpose for conducting this two-stage analysis was to see how our results changed after we were able to partially mitigate some of the ORB for QoL by querying corresponding authors. For our analysis, we did not include the studies that failed to report either ReAd or QoL. In Appendix E, we apply an augmented model (introduced in Appendix D) to all 45 intervention studies in both the published and the updated data.

To quantify the impact of outcome reporting bias in our MMA, we fit the ABSORB model of Section 3.1 and the non-bias corrected model of Section 3.4.1 and used their posterior samples to compute the \( D \) measure (3.32). For both models, we ran three MCMC chains of 100,000 iterations, discarding the first 10,000 iterations as burn-in. In Appendix E, we provide trace plots for these models, which show that the three chains mixed well and that the number of iterations we used was sufficient to achieve convergence.
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Figure 4: Plots of the posterior means and 95% posterior credible intervals for our case study on interventions for HF patients under the non-bias corrected and ABOSRB models. Panel (a) plots the results for ReAd and panel (b) plots the results for QoL.

Figure 4 shows the posterior mean effect sizes and 95% posterior credible intervals for ReAd and QoL. For ReAd (panel (a) of Figure 4), there was little difference between the MMA results obtained from the published and updated datasets. The ABSORB model estimated a mean RR of 0.955 with a 95% CI of (0.876, 1.051) for the published data, and a mean RR of 0.956 with a 95% CI of (0.877, 1.054) for the updated data, which indicated no significant reduction of risk for hospital readmission for the intervention group. However, there was a qualitative difference in the clinical conclusions for ReAd from the non-bias corrected models. In addition to slightly lower mean estimates of RR for
hospital readmission (0.931 for both the published and the updated data), the non-bias corrected models estimated 95% CIs of (0.862, 0.993) for the published data and (0.862, 0.994) for the updated data. This indicates that without correcting for ORB with the ABSORB model, our meta-analysis would have concluded that there was a significant reduction in risk of hospital readmission.

As for QoL (panel (b) of Figure 4), the ABSORB model estimated an SMD of 0.15 for QoL between intervention and control groups in the published data, which was slightly larger than the result obtained from the updated data (0.138). The 95% CI for the updated data (0.031, 0.232) was also narrower than the interval for the published data (0.009, 0.278). Based on these 95% CIs, there was a significant improvement in QoL for heart failure patients in the intervention group. Meanwhile, in the non-bias corrected model, the point estimates obtained from the published data and the updated data were both higher than their corresponding estimates under the ABSORB model. However, there was no change in the clinical conclusion from our ORB correction, since the non-bias corrected model also showed a significant improvement in QoL for the intervention group.

Figure 5: Panels (a)–(c) show the results for the meta-analysis of interventions on HF patients using the published data. Panels (d)–(f) show the results using the updated data. ReAd is plotted on the log-RR scale in panels (a), (c), (d), and (f).

In Figure 5, we plot the posterior distributions of ReAd and QoL for the ABSORB model (solid line) and the non-bias corrected model (dashed line). In panels (a)-(c), we plot the results based on the published data, and in panels (d)-(f), we plot the results based on the updated data. For ReAd, we obtained \( D = 0.25 \) on the published data and \( D = 0.26 \) on the updated data. These \( D \) measures reflect the non-negligible impact from outcome reporting bias. In this case, the shift in the ReAd posterior towards the null side was enough to qualitatively change the conclusions from our meta-analysis.

For QoL, we obtained \( D = 0.25 \) on the published data and \( D = 0.17 \) on the updated data. By procuring more QoL outcomes from some missing studies, the updated data was less subject to ORB. This was consistent with the lower \( D \) measure for QoL in our second stage analysis. Panel (b) of Figure 4 and the middle two panels of Figure 5 illustrate that the unadjusted and adjusted results for QoL were more similar to each other in the updated data than in the published data. In particular, the Jaccard index for QoL was 0.62 in the published data and 0.72 in the updated data. The Jaccard index (length of the intersection of two intervals divided by the length their union) gives a measure of consistency between the non-bias corrected and bias-corrected 95% CIs, with a larger value indicating greater similarity. In many practical situations, it may not be possible for systematic reviewers to obtain an updated dataset. However, this case study validates that our method produces bias-corrected results that are more consistent with the unadjusted analyses when researchers are able to mitigate some of the
ORB.

Our findings have important implications for clinicians, policymakers, and HF patients. Reducing hospital readmission for HF patients has been the primary objective of these stakeholders (Ziaeian and Fonarow, 2016), and this has been the rationale for employing interventions like TM and STS. However, our results suggest that these interventions may not significantly reduce the risk of readmission. On the other hand, there seems to be a significant improvement in quality of life for HF patients who receive these interventions, compared to the patients who receive usual care. Therefore, we may conclude that TM and STS are still beneficial for the quality of life of patients, but that other approaches may be needed to significantly reduce the risk of hospital readmission.

6 Discussion

In this article, we have introduced a Bayesian selection model for correcting and quantifying the impact of outcome reporting bias (ABSORB) in multivariate meta-analysis. Our model enables us to not only correct the estimates of treatment effects, but also quantifies their uncertainty due to the presence of ORB. We employed the D measure (3.32) to quantify the impact of ORB on the results of MMA by measuring the dissimilarity between the bias-corrected and non-bias corrected posterior densities. Our approaches were empirically evaluated through a meta-evaluation of 748 real systematic reviews from the Cochrane Database. In addition, we applied the ABSORB model to a meta-analysis on the effects of interventions on quality of life and hospital readmission for heart failure patients. Our results show that the presence of ORB can lead to qualitative differences in the conclusions from MMA. In particular, the relative risk of hospital readmission for HF patients in the intervention group shifted from a significant decrease (RR: 0.931, 95% CI 0.862–0.993) to a statistically nonsignificant effect (RR: 0.955, 95% CI 0.876–1.051) once we adjusted for ORB. Furthermore, we found in our meta-evaluation that after correcting for ORB, 157 out of 748 bivariate meta-analyses from the Cochrane Database also had a change in statistical significance for at least one outcome. Our study demonstrates the importance of accounting for ORB when conducting MMA.

In this paper, we focused on bivariate meta-analysis. However, the ABSORB model can also be extended to models with more than two outcomes. Suppose that we have p outcomes of interest. When p > 2, we can model each of the outcomes yij, j = 1, . . . , p, exactly as we did in the bivariate case through (3.1)–(3.2). We also model each of the correlation parameters that controls the likelihood of reporting, ρij := corr(εij, δij), and the correlations between ϵij, ϵij′, ui,j and uij′, for j ̸= j′ similarly as in (3.3)–(3.5). While this extension of ABSORB to p > 2 endpoints is straightforward, the potential downside is that the number of correlation parameters to estimate can be very large if p is even moderately large. Thus, it may be desirable to simplify the correlation structure when p is large so that the model remains parsimonious.

Another limitation when p > 2 is that the ABSORB model requires consideration of 2p − 1 scenarios to completely specify its likelihood (e.g., studies with no missing endpoints, studies with only the first endpoint missing, studies with only the first two endpoints missing, etc.). While this is feasible for small p, it may become cumbersome if p is moderately large. In the future, we plan to explore computationally efficient ways to extend the ABSORB model to handle a larger number of endpoints. This will make our model more appealing not just for MMA, but also for network meta-analysis (NMA). NMA combines direct evidence and indirect evidence under the assumption of evidence consistency. Ignoring the impact of ORB in NMA can lead to bias in both direct evidence and indirect evidence. Thus, it is critical to develop new approaches to account for ORB when conducting MMA.

While the D measure (3.32) that we introduced in Section 3.4 is a useful statistic for summarizing the sensitivity of the results from MMA to ORB, there are several limitations to it. First, the D measure does not take into account the direction of the bias. Second, the D measure does not have a variance estimate associated with it. Thus, unlike the I² statistic (Higgins and Thompson, 2002) or other measures for quantifying PB (Lin and Chu, 2018a), there is no natural way of forming 100(1 − α)% confidence intervals for the D measure. One possibility is to calculate the D measure on many independent, slightly perturbed datasets and to use the quantiles of the subsequent empirical distribution to obtain an interval estimate for D. However, this approach is also limited, and it is desirable to find more straightforward ways of obtaining interval estimates for D. In the future, we hope to develop measures that not only quantify the impact of ORB, but that can also take into account both the direction of the bias and the inherent uncertainty of the measure itself.
Code

An R package for implementing the model in this paper is available at https://github.com/raybai07/ABSORB.
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A  Additional Details and Results for Our Meta-Evaluation of the Cochrane Database

A.1 Determining the 748 Meta-Analyses to Include

In order to arrive at the 748 reviews from the Cochrane database for our meta-evaluation in Section 4, we first extracted 5652 available reviews out of 13,505 reviews from the Cochrane Database before January 16, 2020. We applied the following selection rules to select reviews with multiple continuous or binary outcomes:

1. The review must contain at least one comparison that includes at least two distinct outcomes. For example, some reviews reported the same outcome twice from a sensitivity analysis.

2. For the meta-analysis of these two distinct outcomes, there should be at least five studies reporting both outcomes, and they must contain at least 10 studies in total (reporting either a single outcome or both outcomes).

These two rules were defined so that we could understand how the ABSORB model and the $D$ measure \eqref{eq:D} perform when there are a relatively small or medium number of studies, which is more common in practice. A review could contain several outcome pairs that satisfied both rules 1 and 2, and in that case, we selected the pair that had the largest total number of studies. If there were several such pairs, we further selected the one that had the largest number of shared studies.

Next, the bivariate observations were formed by matching study names. We only used studies whose effect size was estimable; the meta-analyses where sub-group analysis entered as separate studies were deleted. We also excluded reviews where the non-missing values for both endpoints were identical or nearly identical. This suggested that the two endpoints were not true bivariate observations, but rather, they were a single outcome that was reported twice from a sensitivity analysis. To further exclude reviews where the two endpoints were really the same outcome (e.g. $y_1$ and $y_2$ were the same outcome with rounding differences), we also calculated the Pearson correlation coefficient for the non-missing pairs ($y_1, y_2$) in each review and removed the reviews with a correlation greater than 0.99. Finally, several reviews where one endpoint contained all or almost all zeroes were excluded from the analysis. Once we had performed all these quality controls, we were left with a final sample of 748 meta-analyses with which to perform our meta-evaluation.

A.2 Empirical Quantiles for Our Meta-Evaluation of the Cochrane Database

In Tables A.1 and A.2 we provide the quantiles of the empirical distribution of the $D$ measure \eqref{eq:D} from our meta-evaluation of 748 meta-analyses from the Cochrane Database of Systematic Reviews. We denote the $D$ measure for the first outcome $\mu_1$ by $D_1$, the $D$ measure for the second outcome $\mu_2$ by $D_2$, and the $D$ measure for the joint outcomes $(\mu_1, \mu_2)'$ by $D_{12}$.

Table A.1 reports the overall quantiles for the $D$ measure. Based on our meta-evaluation, we determined that $D > 0.10$ might represent non-negligible impact from ORB. Table A.2 reports the quantiles for the empirical distribution for only the $D$ measures that were greater than $0.10$. We used the overall quantiles (Table A.1) to determine ranges for negligible impact from ORB. For the meta-analyses with non-negligible impact, we used the empirical quantiles of only the $D$ measures greater than 0.10 (Table A.2) to determine ranges for “moderate,” “substantial,” and “severe” impact from ORB.

B  Sampling from the ABSORB Likelihood

The main challenge with implementing the ABSORB model is sampling from the truncated densities \eqref{eq:gamma1}, \eqref{eq:gamma2}, and \eqref{eq:gamma3} in the full likelihood \eqref{eq:full_likelihood}. However, we can use the sparse structure of our model to approximately sample from these three densities.

We begin with sampling from \eqref{eq:gamma1}. Since the latent variables ($z_{i1}, z_{i2}$) are uncorrelated, one can use the arguments in Mavridis et al. (2013) to show that $z_{i1}$ is marginally distributed as $\mathcal{N}(701 + 711/s_{i1}, 1)_{\|z_{i1}>0}$ and $z_{i2}$ is marginally distributed as $\mathcal{N}(702 + 712/s_{i2}, 1)_{\|z_{i2}>0}$. By Theorem 6 of Horrace (2005), the joint distribution of $(z_{i1}, z_{i2})$ is also a bivariate truncated normal distribution,

$$
\begin{pmatrix}
    z_{i1} \\
    z_{i2}
\end{pmatrix} \sim \mathcal{N} \left( \begin{pmatrix} 701 + 711/s_{i1} \\ 702 + 712/s_{i2} \end{pmatrix}, \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix} \right)_{\|z_{i1}>0\cap z_{i2}>0}.
$$

(B.1)
Table A.1: The overall quantiles for $D_1$, $D_2$, and $D_{12}$ from all 748 meta-analyses in our meta-evaluation

| Quantile | $D_1$   | $D_2$   | $D_{12}$ | Quantile | $D_1$   | $D_2$   | $D_{12}$ |
|----------|---------|---------|----------|----------|---------|---------|----------|
| 1%       | 0.02    | 0.02    | 0.02     | 51%      | 0.10    | 0.11    | 0.10     |
| 2%       | 0.02    | 0.02    | 0.02     | 52%      | 0.11    | 0.11    | 0.10     |
| 3%       | 0.02    | 0.02    | 0.02     | 53%      | 0.11    | 0.11    | 0.10     |
| 4%       | 0.03    | 0.03    | 0.02     | 54%      | 0.11    | 0.11    | 0.10     |
| 5%       | 0.03    | 0.03    | 0.03     | 55%      | 0.11    | 0.11    | 0.10     |
| 6%       | 0.03    | 0.03    | 0.03     | 56%      | 0.11    | 0.12    | 0.10     |
| 7%       | 0.03    | 0.04    | 0.03     | 57%      | 0.11    | 0.12    | 0.11     |
| 8%       | 0.03    | 0.04    | 0.03     | 58%      | 0.12    | 0.12    | 0.11     |
| 9%       | 0.04    | 0.04    | 0.03     | 59%      | 0.12    | 0.12    | 0.11     |
| 10%      | 0.04    | 0.04    | 0.03     | 60%      | 0.12    | 0.12    | 0.11     |
| 11%      | 0.04    | 0.04    | 0.04     | 61%      | 0.12    | 0.13    | 0.11     |
| 12%      | 0.04    | 0.04    | 0.04     | 62%      | 0.12    | 0.13    | 0.11     |
| 13%      | 0.04    | 0.05    | 0.04     | 63%      | 0.13    | 0.13    | 0.12     |
| 14%      | 0.04    | 0.05    | 0.04     | 64%      | 0.13    | 0.13    | 0.12     |
| 15%      | 0.05    | 0.05    | 0.04     | 65%      | 0.13    | 0.13    | 0.12     |
| 16%      | 0.05    | 0.05    | 0.04     | 66%      | 0.13    | 0.14    | 0.12     |
| 17%      | 0.05    | 0.05    | 0.05     | 67%      | 0.14    | 0.14    | 0.13     |
| 18%      | 0.05    | 0.05    | 0.05     | 68%      | 0.14    | 0.14    | 0.13     |
| 19%      | 0.05    | 0.05    | 0.05     | 69%      | 0.14    | 0.15    | 0.13     |
| 20%      | 0.05    | 0.05    | 0.05     | 70%      | 0.15    | 0.15    | 0.13     |
| 21%      | 0.06    | 0.05    | 0.05     | 71%      | 0.15    | 0.15    | 0.14     |
| 22%      | 0.06    | 0.05    | 0.05     | 72%      | 0.15    | 0.16    | 0.14     |
| 23%      | 0.06    | 0.06    | 0.05     | 73%      | 0.16    | 0.16    | 0.14     |
| 24%      | 0.06    | 0.06    | 0.05     | 74%      | 0.16    | 0.17    | 0.15     |
| 25%      | 0.06    | 0.06    | 0.05     | 75%      | 0.17    | 0.17    | 0.15     |
| 26%      | 0.06    | 0.06    | 0.06     | 76%      | 0.17    | 0.17    | 0.15     |
| 27%      | 0.06    | 0.06    | 0.06     | 77%      | 0.18    | 0.18    | 0.16     |
| 28%      | 0.06    | 0.06    | 0.06     | 78%      | 0.19    | 0.18    | 0.16     |
| 29%      | 0.07    | 0.07    | 0.06     | 79%      | 0.20    | 0.19    | 0.17     |
| 30%      | 0.07    | 0.07    | 0.06     | 80%      | 0.20    | 0.19    | 0.17     |
| 31%      | 0.07    | 0.07    | 0.06     | 81%      | 0.21    | 0.20    | 0.18     |
| 32%      | 0.07    | 0.07    | 0.07     | 82%      | 0.22    | 0.21    | 0.18     |
| 33%      | 0.07    | 0.07    | 0.07     | 83%      | 0.22    | 0.22    | 0.19     |
| 34%      | 0.07    | 0.07    | 0.07     | 84%      | 0.23    | 0.23    | 0.19     |
| 35%      | 0.07    | 0.08    | 0.07     | 85%      | 0.23    | 0.24    | 0.20     |
| 36%      | 0.08    | 0.08    | 0.07     | 86%      | 0.24    | 0.25    | 0.21     |
| 37%      | 0.08    | 0.08    | 0.07     | 87%      | 0.25    | 0.26    | 0.21     |
| 38%      | 0.08    | 0.08    | 0.07     | 88%      | 0.27    | 0.27    | 0.23     |
| 39%      | 0.08    | 0.08    | 0.08     | 89%      | 0.28    | 0.28    | 0.23     |
| 40%      | 0.08    | 0.09    | 0.08     | 90%      | 0.29    | 0.29    | 0.24     |
| 41%      | 0.08    | 0.09    | 0.08     | 91%      | 0.31    | 0.30    | 0.24     |
| 42%      | 0.09    | 0.09    | 0.08     | 92%      | 0.32    | 0.32    | 0.26     |
| 43%      | 0.09    | 0.09    | 0.08     | 93%      | 0.34    | 0.33    | 0.27     |
| 44%      | 0.09    | 0.09    | 0.08     | 94%      | 0.37    | 0.35    | 0.29     |
| 45%      | 0.09    | 0.09    | 0.09     | 95%      | 0.41    | 0.37    | 0.30     |
| 46%      | 0.09    | 0.09    | 0.09     | 96%      | 0.45    | 0.38    | 0.33     |
| 47%      | 0.10    | 0.10    | 0.09     | 97%      | 0.53    | 0.42    | 0.36     |
| 48%      | 0.10    | 0.10    | 0.09     | 98%      | 0.66    | 0.47    | 0.42     |
| 49%      | 0.10    | 0.10    | 0.09     | 99%      | 0.76    | 0.53    | 0.46     |
| 50%      | 0.10    | 0.10    | 0.09     | 100%     | 0.99    | 0.81    | 0.72     |
Table A.2: The quantiles for \( D_1, D_2, \) and \( D_{12} \) from only the meta-analyses that had \( D \) measure greater than 0.10 in our meta-evaluation

| Quantile | \( D_1 \)     | \( D_2 \)  | \( D_{12} \) |
|----------|--------------|------------|-------------|
| 10%      | 0.11         | 0.11       | 0.11        |
| 20%      | 0.12         | 0.12       | 0.11        |
| 30%      | 0.13         | 0.13       | 0.13        |
| 40%      | 0.15         | 0.15       | 0.14        |
| 50%      | 0.17         | 0.17       | 0.16        |
| 60%      | 0.20         | 0.19       | 0.18        |
| 70%      | 0.23         | 0.23       | 0.21        |
| 80%      | 0.29         | 0.29       | 0.24        |
| 90%      | 0.41         | 0.36       | 0.31        |

Therefore, we can approximately sample \((y_{i1}, y_{i2}, z_{i1}, z_{i2})\) from (3.14) by first sampling \( z_{i1} \sim \mathcal{N}(\gamma_{01} + \gamma_{11} / s_{i1}, 1)_{[z_{i1}>0]} \) and \( z_{i2} \sim \mathcal{N}(\gamma_{02} + \gamma_{12} / s_{i2}, 1)_{[z_{i2}>0]} \). Then using basic properties about conditional distributions for the multivariate normal distribution and (B.1), we sample \((y_{i1}, y_{i2})\) conditionally on \((z_{i1}, z_{i2})\) as

\[
\begin{pmatrix} y_{i1} \\ y_{i2} \end{pmatrix} \sim \mathcal{N} \left( \begin{pmatrix} \theta_{11} + \rho_1 s_{i1} (z_{i1} - \gamma_{11} - \gamma_{11} / s_{i1}) \\ \theta_{12} + \rho_2 s_{i2} (z_{i2} - \gamma_{12} - \gamma_{12} / s_{i2}) \end{pmatrix}, \begin{pmatrix} s_{11}^2 (1 - \rho_1^2) & \rho W_s_{i1} s_{i2} \\ \rho W_s_{i1} s_{i2} & s_{12}^2 (1 - \rho_2^2) \end{pmatrix} \right). \tag{B.2}
\]

Similarly, to approximately sample \((y_{i1}, z_{i1}, z_{i2})\) from (3.16), we first sample \( z_{i1} \sim \mathcal{N}(\gamma_{01} + \gamma_{11} / s_{i1}, 1)_{[z_{i1}>0]} \) and \( z_{i2} \sim \mathcal{N}(\gamma_{02} + \gamma_{12} / s_{i2}, 1)_{[z_{i2}>0]} \) (where recall that we have replaced the missing \( s_{i2} 's \) with their estimates \( \hat{s}_{i2} \)). Then conditionally on \((z_{i1}, z_{i2})\), we sample \( y_{i1} \) as \( y_{i1} \mid (z_{i1}, z_{i2}) \sim \mathcal{N}(\theta_{11} + \rho_1 s_{i1} (z_{i1} - \gamma_{11} - \gamma_{11} / s_{i1}), s_{11}^2 (1 - \rho_1^2)) \). Finally, to approximately sample \((y_{i2}, z_{i1}, z_{i2})\) from (3.19), we first sample \( z_{i1} \sim \mathcal{N}(\gamma_{01} + \gamma_{11} / s_{i1}, 1)_{[z_{i1}>0]} \) (where we have replaced the missing \( s_{i1} 's \) with their estimates \( \hat{s}_{i1} \)) and \( z_{i2} \sim \mathcal{N}(\gamma_{02} + \gamma_{12} / s_{i2}, 1)_{[z_{i2}>0]} \). Conditionally on \((z_{i1}, z_{i2})\), we sample \( y_{i2} \) as \( y_{i2} \mid (z_{i1}, z_{i2}) \sim \mathcal{N}(\theta_{12} + \rho_2 s_{i2} (z_{i2} - \gamma_{12} - \gamma_{12} / s_{i2}), s_{12}^2 (1 - \rho_2^2)) \).

Using the approximate sampling schemes above for the individual components of the ABSORB likelihood (3.22), we are able to specify the full likelihood and the prior distributions on the parameters in our model. We may then use any MCMC software to estimate the marginal posterior distributions for the model parameters.

C Simulation Studies

In this section, we evaluate the ABSORB model for MMA in a variety of settings when ORB is present. As competitors to ABSORB, we considered other meta-analyses performed under missing completely at random (MCAR), missing at random (MAR), and selection bias assumptions. Under the MCAR assumption, we simply removed any studies with missing end-points. Meanwhile, under the MAR assumption, we imputed the missing end-points and standard errors using multiple imputation. We also compared the MMA approaches to univariate meta-analyses (UMA) for each end-point \( \mu_1 \) and \( \mu_2 \) separately. One of these UMA approaches was the Copas selection model (Copas 1999, Copas and Shi 2000, 2001), which adjusts for publication bias in UMA under the assumption of selection bias.

Specifically, in addition to ABSORB, we also considered: 1) MMA where studies with missing end-points were removed (MMA-rem), 2) MMA where missing end-points and standard errors were imputed (MMA-imp), 3) UMA where studies with missing end-points were removed (UMA-rem), 4) UMA where missing end-points and standard errors were imputed (UMA-imp), and 5) the Copas selection model applied to the non-missing values for each end-point (Copas). For MMA-imp and UMA-imp, we used the R package mice to impute missing values with multiple imputation. Once we had only complete data, we fit either MMA with the riley function or UMA with the uvmeta function in R package metamisc. For the Copas selection model, we used the copas function in the R package metasens.

For each of these six models, we generated the data according to the selection mechanism in (3.1). We fixed \((\mu_1, \mu_2, \gamma_{01}, \gamma_{11}, \gamma_{02}, \gamma_{12}, \rho_W, \rho_M) = (0.3, -0.3, -1.0, 0.6, -1.0, 0.6, 0.5, 0.5)\) in our simulation studies. However, we varied the parameters \((\tau_1, \tau_2, \rho_1, \rho_2)\) and the percentage of missing end-points to determine how the models would perform under varying degrees of between-study heterogeneity and...
missingness. The within-study standard errors \((s_{i1}, s_{i2}), i = 1, \ldots, n\), were generated from a \(U(0.2, 0.8)\) distributions, and the study sizes were generated uniformly from \(\{20, 21, \ldots, 100\}\). We considered four simulation settings, with \(n = 25\) and \(n = 50\):

- **Experiment 1**: Moderate heterogeneity \((\tau_1 = 0.5, \tau_2 = 0.5, \rho_1 = 0.4, \rho_2 = 0.4)\) with 20% missing endpoints for \(y_1\) and 20% missing endpoints for \(y_2\);
- **Experiment 2**: Strong heterogeneity \((\tau_1 = 1, \tau_2 = 1, \rho_1 = 0.4, \rho_2 = 0.4)\) with 20% missing endpoints for \(y_1\) and 20% missing endpoints for \(y_2\);
- **Experiment 3**: Moderate heterogeneity \((\tau_1 = 0.5, \tau_2 = 0.5, \rho_1 = 0.5, \rho_2 = 0.7)\) with 20% missing endpoints for \(y_1\) and 40% missing endpoints for \(y_2\);
- **Experiment 4**: Mixed heterogeneity \((\tau_1 = 0.8, \tau_2 = 0.4, \rho_1 = 0.7, \rho_2 = 0.3)\) with 32% missing endpoints for \(y_1\) and 12% missing endpoints for \(y_2\).

We repeated each of these experiments 1000 times. We computed the following statistics for each individual endpoint: the bias \((\hat{\mu}_j - \mu_j, j = 1, 2)\), the standard error (SE), and the coverage probability (CP), i.e., the proportion of experiments where the 95% posterior credible interval (for ABSORB) or the 95% confidence interval (for MMA-rem, MMA-imp, UMA-imp, UMA-rem, Copas) contained the true \(\mu_j, j = 1, 2\). The ABSORB model was fit by running three MCMC chains of 50,000 iterations each, discarding the first 10,000 samples as burn-in, and combining the remaining samples. For ABSORB, we used the posterior mean as the point estimate, and for all the other approaches, we used the MLEs as point estimates. For MMA-rem, MMA-imp, UMA-imp, and UMA-rem, we used the R package \textit{metasens} to obtain asymptotic SE and asymptotic 95% CIs. For Copas, we used the parametric bootstrap with 100 bootstrap samples to compute the SE and construct bootstrap confidence intervals.

Table C.1 shows the average bias, SE, and CP averaged across all 1000 replications. We see that in all but one of scenarios considered, the ABSORB model had the smallest average bias and the highest CP. In the high heterogeneity scenario (Experiment 2) with \(n = 25\), ABSORB had the second lowest average bias for \(\mu_2\), while Copas had the lowest. On the other hand, the SE tended to be larger on average for ABSORB. However, the approaches that had lower SE also tended to be overconfident, with greater bias and worse coverage of the true parameters. Additionally, in the presence of ORB, it is not unreasonable to expect that there should be somewhat greater uncertainty about the true parameter values.

Our results for the ABSORB model are especially encouraging from the perspective of quantifying uncertainty. Across various degrees of between-study heterogeneity and missingness, ABSORB consistently had coverage close to the nominal level. Since practitioners typically use 95% CIs to draw conclusions about treatment effects (e.g., determining whether effects are statistically significant), it is critical for MMA models to have robust coverage. ABSORB offers such reliable uncertainty quantification in the presence of ORB.

In contrast, MMA-imp, MMA-rem, UMA-imp, and UMA-rem not only had greater bias than ABSORB but they also typically had coverage below the nominal level, especially when there was a higher degree of missingness for one endpoint (Experiments 3 and 4). This suggests that approaches based on the MAR and MCAR assumptions do not quantify uncertainty as well when there is ORB. Meanwhile, Copas performed the second best overall in terms of average bias and CP. Our results suggest that selection models which explicitly model the selection bias (i.e. ABSORB and Copas) outperform approaches that remove or impute missing outcomes when there is ORB.

### D Extension of ABSORB to Account for Publication Bias

In addition to modeling ORB, it may also be of interest to explicitly model the completely missing studies that do not report either \(y_1\) or \(y_2\) because of publication bias. Since neither outcome is observed in this case, incorporating these missing studies into the model can be very challenging. Nevertheless, if we know the number of missing studies (say \(K\)), we can augment the ABSORB likelihood (3.22) to include these \(K\) missing studies. By modeling all \(n + K\) studies, we can correct for both ORB and PB, and thus, potentially improve the efficiency of our estimates. We call this extension to our model from Section 3.3 the ABSORB-ISM model, i.e., ABSORB Including Studies that are Missing.

For the \(n\) studies that have reported at least one outcome \(y_1\) or \(y_2\), it is permissible to estimate the missing standard errors \(s_{i1}\) and \(s_{i2}\) using the estimation approach of \([\text{Copas et al.}(2014)]\), as we did in Section 3.3. However, for the \(K\) completely missing studies, this method is no longer applicable since we
Table C.1: Bias, standard error (SE), and coverage probability (CP) results for our simulation studies, averaged across 1000 replications. The approaches with the lowest average bias, the lowest average SE, and the highest CP for each endpoint $\mu_1$ and $\mu_2$ are in bold.

**Experiment 1 (moderate heterogeneity, 20% missing $y_1$, 20% missing $y_2$)**

|       | $n = 25$ | $n = 50$ |
|-------|----------|----------|
|       | Bias     | SE       | CP       | Bias     | SE       | CP       |
| **ABSORB** | $\mu_1$ | 0.032 | 0.208 | 0.97 | 0.005 | 0.208 | 0.98 |
|        | $\mu_2$ | 0.006 | 0.208 | 0.98 | 0.002 | 0.165 | 0.97 |
| **MMA-rem** | $\mu_1$ | 0.167 | 0.165 | 0.79 | 0.131 | 0.114 | 0.81 |
|        | $\mu_2$ | 0.060 | 0.137 | 0.94 | 0.052 | 0.097 | 0.94 |
| **MMA-imp** | $\mu_1$ | 0.122 | 0.131 | 0.79 | 0.080 | 0.092 | 0.81 |
|        | $\mu_2$ | 0.039 | 0.118 | 0.91 | 0.020 | 0.084 | 0.92 |
| **UMA-rem** | $\mu_1$ | 0.123 | 0.141 | 0.88 | 0.088 | 0.100 | 0.84 |
|        | $\mu_2$ | 0.043 | 0.122 | 0.93 | 0.023 | 0.087 | 0.95 |
| **UMA-imp** | $\mu_1$ | 0.128 | 0.125 | 0.81 | 0.089 | 0.088 | 0.73 |
|        | $\mu_2$ | 0.046 | 0.108 | 0.90 | 0.020 | 0.077 | 0.88 |
| **Copas** | $\mu_1$ | 0.053 | 0.187 | 0.88 | 0.071 | 0.140 | 0.93 |
|        | $\mu_2$ | 0.020 | 0.153 | 0.93 | 0.003 | 0.115 | 0.96 |

**Experiment 2 (strong heterogeneity, 20% missing $y_1$, 20% missing $y_2$)**

|       | $n = 25$ | $n = 50$ |
|-------|----------|----------|
|       | Bias     | SE       | CP       | Bias     | SE       | CP       |
| **ABSORB** | $\mu_1$ | 0.053 | 0.303 | 0.94 | 0.005 | 0.165 | 1.00 |
|        | $\mu_2$ | 0.034 | 0.303 | 0.99 | 0.002 | 0.165 | 0.97 |
| **MMA-rem** | $\mu_1$ | 0.167 | 0.165 | 0.79 | 0.131 | 0.114 | 0.81 |
|        | $\mu_2$ | 0.060 | 0.137 | 0.94 | 0.052 | 0.097 | 0.94 |
| **MMA-imp** | $\mu_1$ | 0.122 | 0.131 | 0.79 | 0.080 | 0.092 | 0.81 |
|        | $\mu_2$ | 0.039 | 0.118 | 0.91 | 0.020 | 0.084 | 0.92 |
| **UMA-rem** | $\mu_1$ | 0.123 | 0.141 | 0.88 | 0.088 | 0.100 | 0.84 |
|        | $\mu_2$ | 0.043 | 0.122 | 0.93 | 0.023 | 0.087 | 0.92 |
| **UMA-imp** | $\mu_1$ | 0.128 | 0.125 | 0.81 | 0.089 | 0.088 | 0.73 |
|        | $\mu_2$ | 0.092 | 0.126 | 0.38 | 0.052 | 0.097 | 0.94 |
| **Copas** | $\mu_1$ | 0.093 | 0.187 | 0.88 | 0.047 | 0.206 | 0.95 |
|        | $\mu_2$ | 0.020 | 0.153 | 0.93 | 0.036 | 0.169 | 0.91 |

**Experiment 3 (moderate heterogeneity, 20% missing $y_1$, 40% missing $y_2$)**

|       | $n = 25$ | $n = 50$ |
|-------|----------|----------|
|       | Bias     | SE       | CP       | Bias     | SE       | CP       |
| **ABSORB** | $\mu_1$ | 0.049 | 0.236 | 0.98 | 0.029 | 0.182 | 1.00 |
|        | $\mu_2$ | 0.007 | 0.236 | 0.97 | 0.021 | 0.182 | 0.94 |
| **MMA-rem** | $\mu_1$ | 0.347 | 0.250 | 0.71 | 0.347 | 0.479 | 0.47 |
|        | $\mu_2$ | 0.169 | 0.137 | 0.81 | 0.150 | 0.092 | 0.65 |
| **MMA-imp** | $\mu_1$ | 0.139 | 0.150 | 0.82 | 0.142 | 0.106 | 0.69 |
|        | $\mu_2$ | 0.078 | 0.102 | 0.76 | 0.062 | 0.070 | 0.68 |
| **UMA-rem** | $\mu_1$ | 0.140 | 0.160 | 0.91 | 0.132 | 0.116 | 0.86 |
|        | $\mu_2$ | 0.060 | 0.110 | 0.88 | 0.047 | 0.076 | 0.82 |
| **UMA-imp** | $\mu_1$ | 0.144 | 0.142 | 0.79 | 0.124 | 0.104 | 0.75 |
|        | $\mu_2$ | 0.071 | 0.085 | 0.71 | 0.049 | 0.059 | 0.71 |
| **Copas** | $\mu_1$ | 0.078 | 0.209 | 0.92 | 0.045 | 0.162 | 0.94 |
|        | $\mu_2$ | 0.024 | 0.152 | 0.91 | 0.039 | 0.111 | 0.90 |

**Experiment 4 (mixed heterogeneity, 32% missing $y_1$, 12% missing $y_2$)**

|       | $n = 25$ | $n = 50$ |
|-------|----------|----------|
|       | Bias     | SE       | CP       | Bias     | SE       | CP       |
| **ABSORB** | $\mu_1$ | 0.043 | 0.270 | 0.98 | 0.004 | 0.220 | 0.99 |
|        | $\mu_2$ | 0.065 | 0.270 | 0.94 | 0.045 | 0.220 | 0.95 |
| **MMA-rem** | $\mu_1$ | 0.125 | 0.220 | 0.94 | 0.121 | 0.156 | 0.83 |
|        | $\mu_2$ | 0.137 | 0.121 | 0.81 | 0.128 | 0.079 | 0.68 |
| **MMA-imp** | $\mu_1$ | 0.083 | 0.165 | 0.89 | 0.083 | 0.119 | 0.78 |
|        | $\mu_2$ | 0.062 | 0.104 | 0.84 | 0.073 | 0.072 | 0.73 |
| **UMA-rem** | $\mu_1$ | 0.091 | 0.196 | 0.94 | 0.086 | 0.140 | 0.87 |
|        | $\mu_2$ | 0.071 | 0.101 | 0.85 | 0.071 | 0.071 | 0.81 |
| **UMA-imp** | $\mu_1$ | 0.074 | 0.157 | 0.82 | 0.089 | 0.115 | 0.77 |
|        | $\mu_2$ | 0.072 | 0.095 | 0.82 | 0.071 | 0.066 | 0.73 |
| **Copas** | $\mu_1$ | 0.061 | 0.252 | 0.93 | 0.005 | 0.204 | 0.98 |
|        | $\mu_2$ | 0.075 | 0.125 | 0.89 | 0.056 | 0.097 | 0.89 |
do not know the missing studies’ sample sizes. Thus, we adopt a Bayesian approach for estimating these missing studies’ standard errors.

In order to emphasize that these standard errors are for the $K$ studies that are completely missing, we denote them as $\tilde{s}_{i1}$ and $\tilde{s}_{i2}$, respectively. Meanwhile, $s_{i1}$ and $s_{i2}$ refer to observed standard errors in the $n$ published studies. In general, it is very difficult to place “noninformative” priors on $(\tilde{s}_{i1}, \tilde{s}_{i2})$. Instead, we use the observed data to construct informative priors for $(\tilde{s}_{i1}, \tilde{s}_{i2})$. For each of the $K$ missing studies, we place the following priors on $\tilde{s}_{i1}$ and $\tilde{s}_{i2}$:

$$\tilde{s}_{ij} \sim U(\min_i s_{ij}, \max_i s_{ij}) \quad i = n + 1, \ldots, K, \quad j = 1, 2,$$

that is, we assume that the standard errors for completely missing studies lie in between the minimum of the observed $s_{ij}$’s and the maximum of the observed $s_{ij}$’s for each $j = 1, 2$.

With the priors $(\text{D.1})$ on $(\tilde{s}_{i1}, \tilde{s}_{i2})$, we proceed to model each of the missing studies with the truncated normal density,

$$\begin{pmatrix} z_{i1} \\ z_{i2} \end{pmatrix} \sim N\left( \begin{pmatrix} \gamma_{01} + \gamma_{11}/\tilde{s}_{i1} \\ \gamma_{02} + \gamma_{12}/\tilde{s}_{i2} \end{pmatrix}, \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix} \right) \mathbb{I}_{[z_{i1} < 0]} \cap \mathbb{I}_{[z_{i2} < 0]},$$

where the truncation in $(\text{D.2})$ indicates that $y_{i1}$ and $y_{i2}$ are not reported because their corresponding latent variables $z_{i1}$ and $z_{i2}$ are both less than zero. With $(\text{D.2})$, we can then define the likelihood for the $K$ missing studies as

$$L_4(\Xi \mid y_{n+1}, \ldots, y_{n+K}) = \prod_{i=n+1}^{n+K} f(z_{i1}, z_{i2} \mid \gamma_{01}, \gamma_{11}, \gamma_{02}, \gamma_{12}, \tilde{s}_{i1}, \tilde{s}_{i2}),$$

where $f(z_{i1}, z_{i2} \mid \cdot)$ is the pdf of the truncated normal distribution in $(\text{D.2})$. The complete likelihood function for all $n + K$ studies is then

$$L_{\text{extended}}(\Xi \mid y_1, \ldots, y_{n+K}) = L(\Xi \mid y_1, \ldots, y_n)L_4(\Xi \mid y_{n+1}, \ldots, y_{n+K}),$$

where $L(\Xi \mid y_1, \ldots, y_n)$ is the likelihood for the $n$ studies with at least one reported outcome in $(\text{D.2})$ and $L_4(\Xi)$ is the likelihood for the missing studies in $(\text{D.3})$. Posterior inference under the augmented model $(\text{D.4})$ proceeds as usual by placing the priors $(\text{D.1}), (\text{D.11})$ and $(\text{D.1})$ on the model parameters.

In practice, the number of studies $K$ that do not report either of the two outcomes may not be known. For these scenarios, we should use the regular ABSORB model from Section 3, which only uses the data from the $n$ available studies that report at least one outcome. However, if we do know the number of missing studies, then we can use the ABSORB-ISM model with the augmented likelihood $(\text{D.3})$ in order to correct for both ORB and PB. In Section 5 we illustrate one such application of the ABSORB-ISM model for the HF patients meta-analysis from Section 5.

### E Additional Results for the Heart Failure Patients Meta-Analysis

#### E.1 Trace Plots for the ABSORB Model

Here, we show the trace plots from the ABSORB models that were fit to the published and updated data that we analyzed in Section 5. The results for the ABSORB model fit to the published data are given in the left two panels of Figure E.1 while the model fit to the updated data are given in the right two panels. These plots confirm that the three MCMC chains that we ran for the ABSORB models mixed very well and converged to the stationary posterior distributions for $\mu_1$ and $\mu_2$ within 100,000 iterations.

#### E.2 ABSORB-ISM for Meta-analysis of the Effects of Interventions for Heart Failure Patients

In this section, we revisit the meta-analysis from Sections 2 and 5 using the ABSORB-ISM model from Appendix D. As discussed in this case study, we had a priori knowledge that among the 45 studies, there were $K = 4$ studies that did not publish either ReAd or QoL. After querying corresponding authors for the missing outcomes, we had an updated dataset with only $K = 1$ study that did not report either ReAd or QoL.
With the ABSORB-ISM model, we are able to adjust for both ORB and PB simultaneously and thus we can include all 45 studies in our model. We report our results for the ABSORB-ISM model in Figure E.2. The clinical conclusions based on the 95% CIs for ABSORB-ISM were essentially the same as those that we obtained for the regular ABSORB model in Section 5. One interesting thing to note is that in the published data, the ABSORB-ISM model had a slightly greater shift towards the null side in the mean effect for ReAd (0.958), compared to the mean for ReAd effect (0.955) under the ABSORB model. In addition, the CIs for ReAd were slightly larger for ABSORB-ISM rather than ABSORB.

In Figure E.3, we plot the bias-corrected posteriors against the non-bias corrected posteriors (dashed line) for the published data in the panels (a)-(c) and the updated data in panels (d)-(f). Similarly as with the ABSORB model, the $D$ measure indicated that the impact from ORB became more negligible once we had more data points for QoL, decreasing from $D = 0.25$ for the published data to $D = 0.18$ under the updated data. Moreover, the Jaccard index for the 95% CIs for QoL was 0.63 in the published data and 0.70 in the updated data, indicating greater agreement between the non-bias corrected and bias-corrected posterior credible intervals in the updated data. On the other hand, there was non-negligible impact from ORB under the ABSORB-ISM model for ReAd in both the published data ($D = 0.27$) and the updated data ($D = 0.24$).

In this particular example, including the completely missing studies in our model did not result in any qualitative changes in the conclusions from the regular ABSORB model. This may be because the completely missing studies did not contribute much additional information to the estimation of the effects of intervention on ReAd and QoL. However, it is conceivable that in other scenarios, including missing studies due to publication bias (provided that the number of missing studies is known) with the ABSORB-ISM model can improve the efficiency of our estimates.
Figure E.2: Plots of the posterior means and 95% posterior credible intervals for our case study on interventions for HF patients under the non-bias corrected and ABSORB-ISM models. Panel (a) plots the results for ReAd and panel (b) plots the results for QoL.

Figure E.3: Panels (a)–(c) show the results for the ABSORB-ISM model using the published data. Panels (d)–(f) show the ABSORB-ISM results using the updated data. ReAd is plotted on the log-RR scale in panels (a), (c), (d), and (f).