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Abstract Pollutant emissions from aircraft operations contribute to the degradation of air quality in and around airports. Meeting the ICAO’s environmental certification standards regarding both gaseous and particulate aircraft engine emissions is one of the main challenges for air-transportation development over the coming years. To increase the accuracy of airport air pollution monitoring and prediction, advanced decision-making tools need to be developed. In this context, the present study aimed at demonstrating the modeling capabilities of an innovative methodology that accounts for the microscale evolution of aircraft emissions, both spatially and temporally. For this purpose, 3D high-resolution CFD simulations were carried out in the CAEPport configuration (medium-size mock airport) as defined by the Committee on Aviation Environmental Protection (CAEP/8) for local air-quality assessment. The modeled domain extends up to 8 km around the airport. A spatial resolution down to 1 m was used around buildings to refine the prediction of pollutant-emission concentrations. The model accounts for ambient meteorological conditions along with the background chemical composition. NO$_x$ emissions from main engines and auxiliary power units (APUs) were individually tracked along LTO trajectories with a time resolution down to 1 s. The impact of atmospheric stability was investigated in three cases, i.e., stable, neutral, and unstable. The results show NO$_2$ dominating in apron areas due to the low power setting of main engines along APU contribution during extended parking. Conversely, a domination of NO emissions was observed at the runway threshold due to the high power setting of the main engines. Stable atmospheric conditions promoted higher NO and NO$_2$ concentrations as compared to both neutral and unstable cases. The use of APUs contributed to higher concentrations of both NO and NO$_2$ emissions and especially of NO$_2$ in terminal areas.
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Nomenclature

| Abbreviation | Definition |
|--------------|------------|
| LTO          | Landing and take-off |
| CAEP         | Committee on aviation environmental protection |
| ICAO         | International civil aviation organization |
| MDG          | Modeling and Databases Group |
| LAQ          | Local air quality |
| APU          | Auxiliary power unit |
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Introduction

The air quality in airports is becoming an important issue that has to be addressed as air traffic will keep growing by +3.6% annually between 2018 and 2050 according to the latest ICAO’s long-term traffic forecasts (ICAO, 2021). Even though the pandemic has had an undeniable impact on air-transportation development at least in the short term (Nižetić, 2020) (the passenger air traffic fall between 2019 and 2020 was about 60%), a world recovery to pre-COVID-19 levels is estimated in late 2022 (Gudmundsson et al., 2021). As such, concerns related to air-traffic pollutant emissions (nitrogen oxides (NOx), hydrocarbons (HC), carbon monoxide (CO), and particulate matter (PM)) require particular attention, especially in the vicinity of airports, by means of in situ monitoring and/or numerical investigations (Yim et al., 2015). Their impact on both human health and environment makes the surveillance and the search for mitigation strategies essential. In this context, the study of air quality in and around airports has attracted growing interest both experimentally and numerically.

Several studies have investigated the impact of airport emissions on local air quality as performed in Munich (Suppan & Graf, 2000), Frankfurt (Crecelius & Sommerfeld, 2005), and Heathrow (Farias & ApSimon, 2006). The study of airport emission dispersion involves different sources, such as aircraft landing and takeoff (LTO) operations, airport infrastructure operations, and road traffic from/to the airport. The complete listing of airport emissions by groupings can be found in Chester and Horvath (2009). This paper focuses on the dispersion of air-traffic emissions. LTO operations include various emission sources such as the main aircraft engines and ground handling operations (cabin service, catering, luggage/cargo handling, ground power, etc.). The latter includes fuel-powered tugs and ground carts, known as ground-support equipment (GSE), as well as auxiliary power units (APUs), either installed on equipped aircrafts or in-ground carts for non-equipped aircrafts (Kinsey et al., 2012). APUs provide a source of electrical power and compressed air to operate onboard avionic and air-conditioning (A/C) systems and for main-engine start.

For a long time, aircraft emissions during LTO operations were conventionally considered to account for most pollutant emissions in airports (Masiol & Harrison,
Emission inventories performed at several international airports (Celikel et al., 2004; Mazaheri et al., 2011; Winther et al., 2015; Yang et al., 2018; Yim et al., 2013) have shown, however, that the impact of ground handling emissions was as high as that of LTO emissions. As such, airports are mainly concerned about NO\textsubscript{x} emissions (especially NO\textsubscript{2} which is regulated). For example, the study of emissions at the Zurich airport (Celikel et al., 2004) indicates that the GSE-related NO\textsubscript{x} emissions were of the same order as the LTO-related emissions. For instance, the APU share of NO\textsubscript{x} emissions was as high as 40–50% of total GSE emissions. The emission inventory performed at the Copenhagen airport (Winther et al., 2015) show that, in addition to gaseous pollutants, APUs were the largest contributor of PM (particulate matter) in the inner apron area in number (54%) as compared to main engine (43%) and handling (2.4%) contributions. Black carbon (BC) measurements in 12 airports (Targino et al., 2017) also confirmed that the most polluted airport areas were found in concourse (including all indoor areas in the airport terminal, such as check-in counters and gatehouses) and transit areas between the aircraft and concourse (by apron bus, jet bridge, or pedestrian walkway). These findings highlight the importance of investigating the impact of both LTO and APU emissions on airport air quality.

The study of airport air quality using numerical tools has received more interest in the last few decades as compared to field measurements, since it yields a better understanding of the impact of a specific source in a realistic airport configuration. Modeling airport air quality is particularly complex since it involves multi-scale phenomena such as microscale dispersion, volatile and non-volatile PM microphysics, and gaseous chemistry of fuel combustion products. Four main approaches are proposed in the literature for dispersion modeling, namely Gaussian, Lagrangian, Eulerian, and hybrid.

The Gaussian models, also known as fast-response models, use a simple analytical equation (Gaussian distribution) to compute pollutant concentrations. The low computational cost associated with Gaussian models makes it possible to investigate the long-term impacts of aviation on air quality. To compensate for the shortcomings inherent in flow representation, they usually integrate complex dispersion processes (Tominaga & Stathopoulos, 2013); e.g., atmospheric stratification, buoyancy, chemistry, deposition, and concentration fluctuations. Gaussian models were used in airport environments (Celikel et al., 2004; Henry-Lheureux et al., 2021; Mazaheri et al., 2011; Winther et al., 2015; Yang et al., 2018; Yim et al., 2013) to develop a comprehensive formal assessment of emission inventories (aircraft main engines, APUs, ground-support equipment (GSE), ground-access vehicles (GAVs), private vehicle, stationary sources, etc.), because they are designed to enable different sources of pollutants (Winther et al., 2015) (main engines, APUs, GSE, etc.). For example, a Gaussian model was used to study NO\textsubscript{x} and CO emissions from Montreal’s international airport (YUL) (Henry-Lheureux et al., 2021). The study investigated the impact of both air traffic and GAVs on the whole island of Montreal (56×40 km) discretized with a spatial resolution of 110 m. Results under different atmospheric conditions show that pollutants were dispersed further and their concentrations higher during the winter season than in the summer season. Low-resolution Gaussian modeling, however, does not allow for the accurate identification of persistent high-concentration spots (or hotspots) within the airport areas. For instance, Gaussian models are not designed to address low wind conditions within complex environments and explicit building obstacles (Sarrat et al., 2017; Tominaga & Stathopoulos, 2013). The spatial representation of pollutant concentration distributions remain limited as complex 3D flow patterns around airport buildings, like recirculation or horseshoe vortices, cannot be captured with Gaussian models (Tominaga & Stathopoulos, 2016).

Alternatively, computational fluid dynamics (CFD) or Eulerian high-resolution models can yield more detailed descriptions of local and short-term dynamics (Tominaga & Stathopoulos, 2016). Two CFD approaches have been considered in the literature for modeling pollutant dispersion: large eddy simulation (LES) and Reynolds-averaged Navier–Stokes (RANS) equations. The LES approach is known to be more accurate in predicting turbulent flow characteristics compared to the RANS approach. Given the relatively high computational costs associated with LES modeling (Zhang et al., 2020), its use in modeling pollutant dispersion has been restricted to isolated building studies (Du et al., 2020). In contrast, the RANS approach has been used for various pollutant dispersion applications, such as isolated buildings (Santos et al., 2009; Tominaga & Stathopoulos, 2009), urban areas (Hanna et al., 2006; Pontiggia et al., 2010), and street canyons (Mei et al., 2019). Despite the rich literature on pollutant dispersion modeling in urban environments, only a few RANS studies have been conducted...
in airport environments. For instance, the feasibility of CFD dispersion modeling for studying airport air quality was demonstrated by Sarrat et al. (2017), who coupled real-day air traffic data with a mesoscale atmospheric model (Sarrat et al., 2017). This study put forth a promising approach for accurately locating hotspots on the airport scale.

In this context, advanced decision-making tools need to be developed to increase the accuracy of airport air pollution monitoring and prediction. As such, our work aimed at demonstrating the modeling capabilities of a more advanced methodology that accounts for the microscale evolution of aircraft emissions, both spatially and temporally, along with the background chemical composition. For this purpose, high spatiotemporal resolution simulations of NOx emission dispersion were carried out with the ONERA CFD code, CEDRE (Refloch et al., 2011). The CAEPport configuration (medium-size mock airport) was used as defined by the Committee on Aviation Environmental Protection (CAEP/8) for local air-quality assessment (ICAO, 2015).

2 Model Description

2.1 Governing Equations

The numerical methods in the CFD CEDRE code used in our study are based on a cell-centered finite-volume approach for general unstructured grids. The numerical code is a 3D multispecies compressible Navier–Stokes solver (Refloch et al., 2011). The compressible Reynolds-averaged Navier–Stokes (RANS) equations solved read as follows (Einstein notation):

\[
\frac{\partial (\bar{\rho} y_k)}{\partial t} + \frac{\partial (\bar{\rho} \bar{u}_j y_k)}{\partial x_j} = \frac{\partial}{\partial x_j} \left( \bar{\rho} D_k \frac{\partial \bar{y}_k}{\partial x_j} - \bar{\rho} \bar{u}_j \bar{y}_k \right) + \frac{\partial}{\partial x_j} \left( \mu \frac{\partial \bar{y}_k}{\partial x_j} \right)
\tag{1}
\]

\[
\frac{\partial (\bar{\rho} \bar{u}_j)}{\partial t} + \frac{\partial (\bar{\rho} \bar{u}_j \bar{u}_i)}{\partial x_i} = \frac{\partial}{\partial x_i} \left( \bar{\rho} \bar{u}_j \bar{u}_i \right) - \bar{\rho}g \delta_{ij} + \frac{\partial}{\partial x_i} \left( \mu \frac{\partial \bar{u}_j}{\partial x_i} - \bar{\rho} \bar{u}_j \bar{u}_j \right)
\tag{2}
\]

\[
\frac{\partial (\bar{\rho} \bar{E})}{\partial t} + \frac{\partial (\bar{\rho} \bar{u}_j \bar{E})}{\partial x_j} = \frac{\partial}{\partial x_j} \left( \bar{\rho} \bar{u}_j \bar{E} \right) = \left( \bar{\rho} \bar{u}_j \bar{u}_i \bar{u}_j - \bar{\rho} \bar{u}_j \bar{u}_j \bar{u}_i \right)
\]

Compressibility effects are accounted for in the latter equations, and a density-weighted decomposition, also called Favre decomposition, is expressed with the tilde sign (\(\tilde{\cdot}\)) was used. Each given flow variable \(\Phi\) is decomposed into a Favre average \(\Phi = \rho \bar{\Phi} / \rho\) and a fluctuation \(\Phi^\prime\), i.e., \(\Phi = \bar{\Phi} + \Phi^\prime\), such as the overline sign (\(\bar{\cdot}\)) indicates time averaging. The term \(u_i\) denotes the velocity components, \(p\) is the pressure, \(T\) temperature, and \(\epsilon\) total energy (\(\epsilon = \epsilon + u_i u_i / 2\), such as \(\epsilon\) is the internal energy); \(h_i\) total enthalpy \(h_i = (\epsilon + P/\rho)\), \(S_i\) the traceless deviatoric strain-rate tensor \((\frac{2}{3} \bar{S}_{ij} = \frac{1}{2} (\frac{\partial u_i}{\partial x_j} + \frac{\partial u_j}{\partial x_i} - \frac{1}{2} \frac{\partial u_k}{\partial x_k}) \delta_{ij}\)), \(g\) the gravitational acceleration on earth’s surface, and \(\rho\) and \(\mu\) are the mixture density and dynamic viscosity, respectively. The species are governed by their mass fraction \(y_i\) and their diffusion coefficient in the mixture \(D_{ki}\).

The thermal diffusivity is represented by \(\alpha\).

### 2.2 Turbulence Model

The Reynolds tensor \((\bar{\rho} \bar{u}_j \bar{u}_i^\prime)\) is given by a Boussinesq hypothesis, while the turbulent diffusion fluxes of species and heat (respectively, \(\bar{\rho} \bar{u}_j \bar{T}^\prime\) and \(\bar{\rho} \bar{u}_j^\prime \bar{y}_k\)) were assessed in analogy with molecular diffusion flux as follows:

\[
\bar{\rho} \bar{u}_j \bar{T}^\prime = -\bar{\rho} \alpha \frac{\partial \bar{T}}{\partial x_j} = -\frac{\mu_i}{P_{r_k}} \frac{\partial \bar{T}}{\partial x_j}
\tag{5}
\]

\[
\bar{\rho} \bar{u}_j \bar{y}_k^\prime = -\bar{\rho} D_{k,i} \frac{\partial \bar{y}_k}{\partial x_i} = -\frac{\mu_i}{S_{c_{k,i}}} \frac{\partial \bar{y}_k}{\partial x_i}
\tag{6}
\]

where the terms \(\mu_i, P_{r_k},\) and \(S_{c_{k,i}}\) correspond to the turbulent eddy viscosity, turbulent Prandtl number, and turbulent Schmidt number, respectively. For turbulence closure, the hybrid Menter SST k-\(\omega\) model (Menter, 1994) was used because of its good performance in modeling pollutant dispersion within complex built environments as stated in (Yu & Thé, 2016). Hence, two additional transport equations are introduced, i.e., Eqs. (7) and (8) for turbulent kinetic energy \(k\) and turbulent dissipation rate \(\omega\), respectively. The eddy viscosity is derived from \(k\) and \(\omega\) \((\mu_i = \rho k / \omega)\). The detailed expressions of \(\sigma_k, \sigma_\omega, \beta^*, \beta, P_{\omega},\) and \(P_{\omega}\) can be found in (Menter, 1994; Refloch et al., 2011).

\[
\frac{\partial (\rho k)}{\partial t} + \frac{\partial (\rho \bar{u}_j k)}{\partial x_j} = \frac{\partial}{\partial x_j} \left[ \left( \mu_i + \frac{\sigma_k}{\sigma_k} \right) \frac{\partial k}{\partial x_j} \right] + P_k - \beta^* \rho k \omega
\tag{7}
\]
### 3 Simulation Setup

#### 3.1 Airport Configuration

Simulations were carried out in the CAEPport configuration as defined by the Modelling and Databases Group of The International Civil Aviation Organization (ICAO) Committee on Aviation Environmental Protection (CAEP/8). This mock airport representative of medium size airports (ICAO, 2015) was used for local air-quality (LAQ) assessment as in the modeling capabilities and inter-comparison ICAO study. In our work, the CAEPport platform was modeled in 3D (see Fig. 1) according to the two-dimensional plan provided in the database (ICAO, 2015). Table 1 gives the building heights defined in the study with the heights of the fuel farm, power plant, and terminal parking provided in ICAO (2015). The remaining heights were specified based on typical values of real airports.

#### 3.2 Computational Domain and Boundary Conditions

Figure 2 presents the computational domain of size $8 \times 8 \times 1.5$ km covering the CAEPport platform, while Table 2 summarizes the boundary conditions. The airport reference point (ARP) of the CAEPport model was placed in the middle of the runway ground. The inlet and outlet surfaces are aligned with the western and eastern sides of the airport. The other

\[
\frac{\partial (\rho \omega)}{\partial t} + \frac{\partial (\rho \omega \bar{u}_i)}{\partial x_i} = \frac{\partial}{\partial x_i} \left[ (\mu + \sigma_w \mu_i) \frac{\partial \omega}{\partial x_i} \right] + P_{\omega} - \beta \rho \omega^2 + D_{\omega}
\]

(8)

### Table 1 Building heights used in the CAEPport 3D model

| Building name          | Building number | Height (m) |
|------------------------|-----------------|------------|
| Fuel farm              | 5               | 22         |
| Power plant            | 6               | 15         |
| Passenger terminal     | 9               | 20         |
| Terminal parking       | 16              | 20         |
| Other buildings        | 3, 4, 7, 8, 10, 11, 12 | 10         |
two surfaces were then aligned with the northern and southern sides, so that a wind coming from the west would be normal to the inlet surface, for example.

### 3.3 Grid Configuration

The domain was meshed using non-structured cells composed of tetrahedral elements. Table 3 summarizes the values of the mesh size per airport part. The total number of cells was about 12.4 million. Figure 3 illustrates the surface mesh of the outer box as well as the ground in and around the CAEPport area with several close-up views.

### 3.4 Ambient Conditions

The mixing of air and pollutant dispersion in the atmosphere is strongly influenced by atmospheric stability. Three atmospheric stability conditions can be distinguished depending on the value of the ambient lapse rate \( \Gamma_{\text{amb}} = -dT/dz \) as compared to the value of dry adiabatic lapse rate \( \Gamma_{\text{ad}} = g/c_p = 9.8 \text{K/km} \). When \( \Gamma_{\text{amb}} = \Gamma_{\text{ad}} \), the atmosphere has neutral stability. Unstable (super-adiabatic) conditions prevail when the air temperature drops more than 9.8 K/km (\( \sim 1 \text{ °C/100 m} \)), while stable (sub-adiabatic) conditions prevail when the air temperature drops at a rate less than 9.8 K/km. The temperature inversion is a special case of sub-adiabatic conditions when the gradient of air temperature is positive and a layer of warm air exists over a layer of cold air. An unstable atmosphere promotes pollutant dispersion. Conversely, stable conditions result in poor pollutant dispersion, while extreme stability (inversion) traps pollutants and inhibits dispersion. Hence, the impact of atmospheric stability on NO\(_x\) emissions from the CAEPport LTO operations was investigated in the case of neutral, stable, and unstable conditions.

Ambient conditions used at the inlet boundary of the computational domain (i.e., west plane in Fig. 2) were based on both meteorological data and the chemical composition of the background atmosphere. For instance, the meteorological data provided by Météo-France (Météo-France, 2017) were based on the two experimental campaigns BLLAST (Canut et al., 2016; Lothon et al., 2014; Pietersen et al., 2015) and PASSY (Chemel et al., 2016; Paci et al., 2016) performed between 2011 and 2015. The background meteorological data shown in Fig. 4 represent

### Table 2  Boundary conditions

| Section name   | Boundary conditions |
|----------------|---------------------|
| West           | Inlet               |
| East           | Outlet              |
| North          | Symmetry            |
| South          | Symmetry            |
| Ground         | No-slip wall        |
| Top            | Slip wall           |
| Airport buildings | No-slip walls     |

![Fig. 2 Computation domain covering the CAEP-port platform](image-url)
the three main scenarios selected for our study: stable (data of February 11, 2015), unstable (data of July 2, 2011), and neutral (data of June 27, 2011) atmospheres. To ensure consistency between background pollution and meteorology, ambient concentrations were modeled in 3-D at the same meteorological scenarios of latter measurement campaigns using the national prediction system of French air quality (PREV’AIR). Figure 5 shows the background mass fractions of both NO and NO₂ used in our study.

3.5 Aircraft Traffic and Emissions

The CAEPport database provides air-traffic information that includes a full-year journal of aircraft movements (ICAO, 2015). A specific day (i.e., October 8, 2004) was chosen since it has the maximum number of movements in the year, a total of 311 LTO movements. The peak of movements was recorded between 12:00 p.m. and 1:00 p.m. Figure 6 shows the considered LTO trajectories with the blue lines corresponding to landing and taxiing in and the red lines corresponding to taxiing out and takeoff.

Aircraft movements as well as their respective plume properties were updated every second along their trajectories (speed, position (Ghedhaifi, 2010)). For instance, each aircraft engine was considered as

| Part name                  | Mesh size (m) |
|----------------------------|---------------|
| Runway                     | 3             |
| Taxiway                    | 3             |
| Aircraft maintenance       | 2             |
| Catering                   | 2             |
| Fuel Farm                  | 2             |
| Power plant                | 2             |
| Airport maintenance        | 2             |
| Cargo building             | 2             |
| Passenger terminal         | 2             |
| GA terminal                | 2             |
| Fire station and emergency power | 2       |
| Fire training site         | 2             |
| Airside service roads      | 3             |
| Landside access roads      | 3             |
| Parking facilities         | 5             |
| Terminal parking           | 2             |
| Apron                      | 5             |
| Inlet                      | 50            |
| Outlet                     | 50            |
| Lateral                    | 50            |
| Top                        | 500           |
| Ground (airport–around airport) | 500     |

Table 3 Values of mesh size by airport part

Fig. 3 Mesh of the CAEPport platform and close-up views main facilities: a fuel farm, b aircraft maintenance with catering buildings, and c terminal
an individual mobile source moving along its own LTO trajectory. Emission properties provided by the CAEPport database (ICAO, 2015) depend on engine type, LTO-time power settings associated with a specific exhaust temperature, speed, and chemical composition. The LTO operations also include APU emissions during parking time at aprons. One should note that many international airports offer additional equipment at terminal gates such as ground power units (GPU) and pre-conditioned air (PCA) systems that supply aircraft with electrical power and temperature-controlled cabin air, respectively, so as to reduce the APU-time usage. The latter systems are not accounted for in the present study to investigate the APU emission impact in the worst possible case scenario. Furthermore, as highlighted by Padhra (2018), the change in the use of APU due to such provision is not known other than the generally accepted notion that APU usage is likely to be reduced.

4 Results Analysis

4.1 Wind Environment

The study of the wind environment in the CAEPport platform involves the analysis of wind flow speed and pattern around its buildings. Figure 7 gives the axial mean wind velocity along a vertical plane passing through the terminal building for the three stability cases (note the different scales for the three stability cases). For instance, results clearly showed that both the stable and neutral cases preserved wind profiles imposed at the inlet boundary with mainly horizontal wind movements. This contrasts with the unstable case, in which there was an amplification of large fluctuations, suggesting both horizontal and vertical wind movements. These results helped to verify initial settings under the three atmospheric conditions studied.

The airport wind environment at the pedestrian level is also of great interest for the study of pollutant...
dispersion as it helps to locate low-velocity (i.e., low dispersion) regions. Figure 8 gives the axial mean velocity fields on a cut plane at 2 m above the ground for the three stability cases. Westerly winds (from left to right in Fig. 8) crossing the CAEPport platform create recirculation zones behind buildings (wake). The three cases show that the largest low-velocity region was located in the passenger terminal wake.

After this first verification step of flow initialization, emissions from mobile sources were implemented to investigate pollutant dispersion from airport traffic. The results are discussed in the following section.

4.2 LTO-Cycle Emissions

4.2.1 Instantaneous Distributions

Figures 9 and 10 show the results for the instantaneous pedestrian-level fields computed under stable atmospheric conditions at different times for NO and NO$_2$ concentrations, respectively.

At 12 p.m. (initial time), results provide background concentrations of both NO and NO$_2$ presented in Fig. 5. The first simulated aircraft plumes can be observed at 12:05 p.m. in Figs. 9b and 10b. The accumulation of emissions from several aircraft plumes during LTO operations show higher concentrations of both NO and NO$_2$, as expected. At 12:30 p.m. (see Figs. 9c and 10 (c)), higher NO concentrations were observed in the runway threshold due to the high-power setting of main aircraft engines at takeoff. In contrast, higher NO$_2$ concentrations were located in the apron area due to the low power setting of main engines at taxiing in and out, along with the NO$_2$ contribution from APUs during extended parking. Figures 9d and 10d, corresponding to 1 p.m., illustrate the instantaneous distributions of an aircraft emission at the runway threshold but after being transported by a westerly wind.

4.2.2 Averaged Distributions

The instantaneous fields allowed for the monitoring of transient emissions during aircraft traffic, which helped to better understand differences observed at different regimes and in different LTO operation zones. Local air quality, however, has been reported on most often in the literature using averaged fields over a specified time interval to estimate chronic effects (Zimmer & Larsen, 1965) (see for example studies Henry-Lheureux et al., 2021; Koulidis et al., 2020; Popescu et al., 2011)). As such, hourly
mean concentrations are presented in Fig. 11 under stable atmospheric conditions. Results of NO (left column) and NO₂ (right column) were averaged over 1 h between 12 p.m. and 1 p.m. (1st row), 1 p.m. and 2 p.m. (2nd row), and between 3 p.m. and 4 p.m. (3rd row). Averaged distributions help to locate areas where cyclic LTO emissions are recorded for 1 h. For instance, high concentrations of NO and NO₂ were observed in the apron area, on the runway threshold, and on taxiways.

The results in Fig. 11 show NO₂ emissions dominating over NOₓ emissions in apron areas due to the low-power setting of main engines along with extended emissions from APUs. For instance, the APUs emitted more NO₂ than NO (Ghedhaifi, 2010). Conversely, NO emissions dominated NOₓ emissions along the runway threshold mainly due to the high power setting of main aircraft engines at takeoff. The accumulation of aircraft plumes caused higher NO and NO₂ emissions (on average) between 2 p.m. and 3 p.m., as shown in Fig. 11. As such, the analysis of both atmospheric stability and APU emission impacts presented below was performed on hourly mean concentrations between 2 p.m. and 3 p.m.

4.3 Impact of Atmospheric Stability

The dispersion of aircraft NOₓ emissions during LTO operations was investigated under three different atmospheric conditions corresponding to three cases of stability. Figure 12 shows the hourly mean concentration NO (left column) and NO₂ (right column) under stable (1st row), neutral (2nd row), and unstable conditions (3rd row). The results clearly show poor pollutant dispersion in the stable case (i.e., higher NO and NO₂ concentrations) than both the neutral and unstable cases. The NO₂ concentration in the three cases was relatively higher in the apron area due to the longtime parking and low power setting of aircraft engines during taxiing in and out operations. Conversely, NO emissions at the runway threshold were dominated by NO due to the high power setting of aircraft engines at takeoff.

4.4 Impact of APU Emissions

To assess the APU impact on airport NOₓ emissions, simulations were performed with and without APUs in stable atmospheric conditions. The 1st and 2nd
Fig. 8 Axial wind velocity at the pedestrian level (2 m from the ground) for the three stability cases (top to bottom): neutral, stable, and unstable atmospheric conditions.
columns, respectively, in Fig. 13 compare the NO and NO₂ concentrations.

Figure 13 (3rd row) presents the difference between concentration distributions with and without APU emissions. As illustrated, APU use caused higher NOₓ concentrations around the terminal building and in its wake, as expected. A small area of NO concentration was also observed at the runway threshold due to the use of APUs during takeoff to support main engines. A comparison of NO and NO₂ emissions showed higher NO₂ concentrations than NO concentrations with APU emissions and inversely without APUs. Overall, it can be concluded that APU use contributed to higher concentrations of NO and NO₂, and especially of NO₂ in terminal areas.

4.5 NO₂ Threshold Limit

The threshold limit of NO₂ exposure in Europe and France is 18 h of concentrations above 200 µg/m³. Figure 14 shows the airport areas where the concentration limit (hourly average value between 2 p.m. and 3 p.m.) was above 200 µg/m³ in the three cases of atmospheric stability with APU emissions. This information could help limit risks. The results for the stable case without APUs were also compared to help understand the effect of APU emissions on local air quality.
For the neutral and unstable conditions presented in the 1st and 2nd rows in Fig. 14, respectively; no area above the threshold limit was detected between 2 p.m. and 3 p.m. In contrast, stable atmospheric conditions (Fig. 14, 3rd row) caused an accumulation of pollutant emissions in the terminal area and its wake. The results without APUs under the same conditions (Fig. 14, 4th row) show that the NO$_2$ accumulation was primarily due to APU use on aprons. Thus, the impact of NO$_2$ emissions could be considerably reduced without APUs. As such, only a very small area was detected above the threshold limit with high power settings on the threshold runway.

5 Conclusion

High-resolution CFD simulations of NO$_x$ emission dispersion were carried out with the CAEPport configuration. The 3D modeling accounts for both aircraft engines and APU-related emissions during the LTO cycle and parking time, respectively. NO$_x$ dispersion results helped to better investigate differences observed during successive LTO cycles. For instance, higher NO concentrations were observed on the runway threshold, while higher NO$_2$ concentrations were observed in the apron area due to (1) the different power settings for main aircraft engines at takeoff and taxiing in and out and (2) to the APU contribution.
Fig. 11 Hourly mean concentrations of NO (left column) and NO$_2$ (right column), between 12 p.m. and 1 p.m. (1st row), 1 p.m. and 2 p.m. (2nd row), and 2 p.m. and 3 p.m. (3rd row)
Fig. 12  Hourly mean concentrations of NO (left column) and NO$_2$ (right column) for three atmospheric cases: stable (1st row), neutral (2nd row), and unstable (3rd row)
The accumulation of aircraft plumes during LTO operations caused higher NO and NO\textsubscript{2} emissions. Further analysis of averaged distributions confirmed the domination of NO\textsubscript{2} on NO\textsubscript{x} emissions in apron areas, with NO dominating in the runway threshold area. Stable atmospheric conditions show poorer pollutant dispersion compared to both the neutral and unstable cases. As for the APU

Fig. 13 Hourly mean concentration of NO (left column) and NO\textsubscript{2} (right column) with APU emissions (1st row), without APU emissions (2nd row), and the difference between the two cases (3rd row)
emission impact, there are higher concentrations of both NO and NO$_2$ emissions and especially of NO$_2$ in terminal areas. As a recommendation, electric devices can be used on aprons instead of traditional APUs to reduce the impact of NO$_2$ emissions around the terminal.

The proposed model helped to better represent the microscale evolution of aircraft emissions, both spatially and temporally, and persistently high concentration spots were identified with high fidelity. The model can hence serve as a decision-making tool for airport air-quality assessments or to investigate the impact of different operational strategies as potential mitigation solutions. Future simulations should account for species reactivity and ground radiative properties (tar, vegetation, etc.). Volatile and ultrafine particles (with diameters of less than 100 nm) are of great interest due to their toxicity and thus need to be investigated in future works.
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