Causal (Progressive) Encoding over Binary Symmetric Channels with Noiseless Feedback
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Abstract—Traditional channel coding with feedback constructs and transmits a codeword only after all message bits are available at the transmitter. This paper joins Guo & Kostina and Lalitha et al. in developing approaches for causal (or progressive) encoding, where the transmitter may begin transmitting codeword symbols as soon as the first message bit arrives. Building on the work of Horstein, Shayevitz and Feder, and Naghshev et al., this paper extends our previous computationally efficient systematic algorithm for traditional posterior matching to produce a four-phase encoder that progressively encodes using only the message bits causally available. Systematic codes work well with posterior matching on a channel with feedback, and they provide an immediate benefit when causal encoding is employed instead of traditional encoding. Our algorithm captures additional gains in the interesting region where the transmission rate \( \mu \) is higher than the rate \( \lambda \) at which message bits become available. In this region, transmission of additional symbols beyond systematic bits, before a traditional encoder would have begun transmission, further improves performance.

I. INTRODUCTION

Consider a communication system where information needs to be communicated promptly and reliably (with a message error rate no more than \( \epsilon \)) from the source where it is generated across a binary symmetric channel (BSC) with feedback to a destination where it will be used, for example, in a control application like stabilizing a plant \([1]\).

Shannon \([2]\) showed that feedback cannot improve the capacity of discrete memoryless channels, including the BSC. However, Burnashev \([3]\) showed that feedback can help increase the exponent with which the frame error rate (FER) decreased with blocklength, when using variable length coding scheme. Horstein developed a single phase transmission scheme that attains the capacity of the BSC using full feedback. Other non-causal algorithms have shown to attain Burnashev’s optimal error exponent, which include \([4]-[9]\).

Most recently, Lalitha et al. \([10]\) proposed a causal encoding version of Horstein’s scheme over the BSC in the context of stabilizing a plant.

This paper presents a practical causal encoder that extends the systematic approach of \([11]\) and studies its performance in the classical communication framework of communicating a \( K \)-bit message with a small, specified message error probability at the earliest possible decoding time. The \( K \)-bit arrive at the transmitter at a rate \( \lambda \) [bits/second]. The channel allows transmission at a rate of \( \mu \) [bits/second] over BSC(\( p \)) with full feedback, where \( p \) is the channel’s crossover probability. Let the number of transmitted symbols required to decode the message be \( \tau \), and the decoding time be \( T_d \), where \( T_d = \frac{\tau}{\mu} \) [seconds] for a causal system. Our main goal is to minimize \( E[T_d] \). A secondary goal is to maximize the expected transmission rate \( E[r] = \frac{E[K]}{E[T]} \).

The primary contribution of this paper is an efficient encoding algorithm that considers the source data causally and achieves the rate performance of traditional posterior matching (PM) algorithms. This is made possible by a method to synthesize a larger-blocklength PM system from an existing shorter-blocklength PM system and new message information. The new method maintains and sometimes reduces the computational complexity of the original PM system.

Building on \([11]\), a combined tree-list structure collects groups of messages with possibly different posterior probabilities while still preserving all the information about each item. Such trees have been used in coding before, e.g. by Schulman \([12]\), but we propose an approach to combine partially decoded systems into a single system. For this we use nodes that are also lists of cases from a smaller sub system. We also evaluate the regions where our algorithm would provide an advantage over other, non-causal encoding schemes. Additionally we show the properties of an optimal encoding rule and analyze the performance of the algorithm in terms of its ability to stay "close" to optimal encoding rule.

The rest of this paper is organized as follows: Sec. \([II]\) introduces the channel model. Sec. \([III]\) introduces systematic encoding and organizes the causal encoding problem according to regions of \( \gamma = \frac{\lambda}{\mu} \). Sec. \([IV]\) reviews the systematic posterior matching (SPM) algorithm of \([11]\). Sec. \([V]\) introduces our main algorithm, a causal encoding scheme capable of achieving the high performance of well known PM schemes like Burnashev \([13]\), Naghshev \([9]\), Horstein \([14]\) and \([11]\). Sec. \([VI]\) shows that equiprobable signaling maximizes the expected increase in the posterior of the true message. Sec. \([VII]\) shows simulation results of different scenarios using the causal encoding algorithm. Sec. \([VIII]\) provides concluding remarks.
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II. CHANNEL MODEL

Figure 1 shows a discrete memoryless channel (DMC) with full feedback, which has capacity C. For this paper, we restrict attention to the BSC. Let t be the discrete time index \( t = 1, 2, \ldots \). The \( K \)-bit true message is \( \theta \), sampled from \( U[\Omega] = U\{0, 1\}^K \), and \( \hat{\theta} \) denotes the estimate of \( \theta \), with bits \( b_1^\theta, b_2^\theta, \ldots, b_K^\theta \). \( X_t \) and \( Y_t \) are variables representing the transmitted and received symbols, where \( x_t, y_t \) denote a realization of these symbols. The sequences \( \{x_1, x_2, \ldots, x_t\} \) and \( \{y_1, y_2, \ldots, y_t\} \) are represented by \( x^t, y^t \). We seek a system that achieves a frame error rate (FER) \( P(\hat{\theta} \neq \theta) \) that is less than \( \epsilon \). Message bits become available at the transmitter at a rate of \( \lambda \) [bits/second]. The link is able to transmit \( \mu \) [bits/second] and their ratio is denoted by \( \gamma = \frac{\mu}{\lambda} \).

III. SYSTEMATIC ENCODING AND REGIONS OF \( \lambda/\mu \)

In a traditional system, the transmitter waits until the entire \( K \)-bit message has been received before beginning to transmit. Such a system requires an expected transmission time no lower than \( \frac{K}{\lambda} + \frac{K}{\lambda} \mu \) seconds. Causal encoding permits transmission of \( \frac{K}{\lambda} \mu \) symbols during the time the traditional system is waiting for the \( K \) message bits to become available.

A systematic PM algorithm, such as the one provided by [11], leads to a straightforward causal encoder, which we refer to as a systematically causal encoder (SCE), where the \( K \) systematic bits are transmitted as they become available and non-systematic bits are only transmitted after the entire message has been received. The expected decoding time for an SCE is lower bounded by assuming the transmission rate is \( C \) as follows:

\[
E[T_d] \geq \max \left\{ \frac{K}{\lambda}, \frac{K}{\mu} \right\} + \frac{1}{\mu} \left( \frac{K}{C} - K \right) \tag{1}
\]

Using the systematic encoder of [11], the rate approaches the BSC capacity rapidly as \( K \) becomes large, so the SCE bound of [11] is interesting for large \( K \). The bound separates the decoding time into two terms: the time until all \( K \) systematic bits have been transmitted (left term) and the time required to transmit the subsequent non-systematic bits (right term). The left term is characterized by two regions: one region where \( \gamma = \lambda/\mu \geq 1 \) and another region in which \( \gamma < 1 \).

For the region where \( \gamma \geq 1 \), using the algorithm proposed in [11] would lead a decoding time \( E[T_d] \) such that \( E[\tau] \rightarrow \frac{K}{C} \) as \( K \) becomes large. Thus, for \( \gamma \geq 1 \), a "new" encoder is not needed for effective causal encoding using PM, since the encoder of [11] may be applied directly. However, when \( \gamma < 1 \), \( \frac{K}{\gamma} > K \) symbols (bits), may be transmitted by the time the full message becomes available, allowing for \( K \left( \frac{1-\gamma}{\gamma} \right) \) non-systematic bits in addition to the \( K \) systematic bits to be transmitted. This paper explores the use of causal (progressive) encoding to use all (or most) of the \( \frac{K}{\gamma} \) available symbols to reduce the expected decoding time \( E[T_d] \).

We note that the problem also simplifies as \( \gamma \rightarrow 0 \). For all but the last bit, one could simply repeat the bit and achieve the desired reliability. Specifically, for some \( \gamma_1 \ll 1 \), repetition of the systematic bits guarantees

\[
P(\hat{b}_i^\theta \neq b_i^\theta) \leq 1 - (1 - \epsilon)^{1/K}, \quad i = 1, \ldots, K - 1 \tag{2}
\]

so that after all of the message bits have been received, all that remains is to repeat the final bit until it too has achieved

\[
P(\hat{b}_K^\theta \neq b_K^\theta) \leq 1 - (1 - \epsilon)^{1/K}. \tag{3}
\]

The region where another approach is necessary is then when \( \gamma_1 < \gamma < 1 \), and that is the focus of our paper.

IV. SYSTEMATIC POSTERIOR MATCHING

Algorithm [11], shown below, is the systematic posterior matching (SPM) algorithm of [11] and a fundamental building block of the proposed causal encoding algorithm.

```
Algorithm 1: Algorithm from [11]

Result: index \( \hat{\theta} \) s.t. \( \rho_{\hat{\theta}}(t) \geq 1 - \epsilon \)
for \( t = 1, \ldots, K \) do
| channel input: \( x_t = b_t^\theta \), output: \( y_t \); end
build sorted list of groups \( \{G_0, \ldots, G_K\} \):
| \( |G_i| = \binom{K}{i} \), \( j \in G_i \rightarrow \rho_j(K) = q^{K-i}p^i \); while max \( \rho_i(t) < 1 - \epsilon \) do
| build \( S_0, S_1 \) s.t. \( S_0 \cup S_1 = \cup_j G_j \), \( S_0 \cap S_1 = \emptyset \), \( |P(S_0) - P(S_1)| \) "small";
| if needed: split \( G_i \) into \( G_1^1, G_2^1 \);
| if \( \theta \in S_0 \) then \( x_{t+1} = 0 \), else \( x_{t+1} = 1 \end; channel input: \( x_{t+1} \), output: \( y_{t+1} \);
| \( j \in G_i \in S_{y_{t+1}} \rightarrow \rho_j(t+1) = \frac{\rho_j(t)q}{\rho_j(t)p} \); \( j \in G_i \notin S_{y_{t+1}} \rightarrow \rho_j(t+1) = \frac{\rho_j(t)q}{\rho_j(t)p} \); set \( t = t + 1 \);
| merge \( S_0 \) and \( S_1 \) into \( \{G_0, \ldots\} \). end
```

SPM begins by transmitting the \( K \) message bits systematically. Then, the possible received messages are sorted at the receiver into \( K + 1 \) initial groups, where each message in a group shares the same Hamming distance from the received word and hence the same posterior.

PM updates are performed by constructing sets \( S_0 \) and \( S_1 \) on the groups so that \( |P(S_0) - P(S_1)| \) is small, splitting groups when necessary. As described further in [11], groups with low posteriors can even be merged to provide further complexity reduction.
V. THE SUB-BLOCK-COMBINING SPM ALGORITHM

The sub-block-combining SPM (SBC-SPM) algorithm allows transmission of non-systematic bits before the full message has been received by performing SPM on sub-blocks. For each sub-block, Algorithm 1 places each message segment of size $L_i$ in a list of groups along with its associated posterior probability $P(j = B_i^j)$.

A. Initialization and Separate SPM Encoding of Sub-blocks

SBC-SPM segments the $K$-bit message into $N$ sub-blocks $\{B_1, \ldots, B_N\}$ of lengths $L_1, \ldots, L_N$, where $N$ is a power of 2. When bits of sub-block $B_i$ are available at the transmitter, SPM uses Algorithm 1 to produce symbols that encode $B_i$.

B. Combining the Separate Sub-Blocks

Once all sub-blocks have been initially transmitted using Algorithm 1, the sub-blocks $B_1, \ldots, B_N$ are combined into a single block that contains the entire message. The combination process places each $K$-bit message in a binary tree structure where each final leaf is a group of segments from a single sub-block. The overall structure has a linked list of four nodes at the top level. Each of these four nodes contains a subset of possible $K$-bit messages stored in a binary tree. These four subsets are mutually exclusive and collectively exhaustive.

Each node in one of the four binary trees has two branches that point respectively to nodes below that represent the first half and the second half of the sequences represented by the node. To reconstruct a message with eight sub-blocks the tree is traversed down three levels identifying eight paths, one for each sub-block. For each of these paths, there are binary decisions at each node to selecting which of two subsets contains the desired sub-string of the overall message.

The trees are built from the bottom up, starting with $2^{N-1}$ trees, each representing all possible combinations of a pair of sub-blocks. Fig. 2 shows a tree with four level-1 nodes containing all combinations of sub-blocks $B_{2i-1}$ and $B_{2i}$. For this example, sub-blocks contain three-bit sequences. After Algorithm 1, each three-bit sequence is either in $S_0$ or $S_1$ for that sub-block. To combine the two sub-blocks each six bit message is assigned to one of four level-1 nodes depending on whether each three-bit string resides in $S_0$ or $S_1$.

Fig. 3 shows how the four level-1 nodes created from two sub-blocks in the example of Fig. 2 are combined with four level-1 nodes from combining two other sub-blocks to produce four level-2 nodes. Each group of four level-1 nodes is partitioned into two sets of level-1 nodes. Then the four level-two nodes are created corresponding to the four possible combinations of these sets of pairs level-1 nodes. Each node has two branches, one pointing to a pair of level-1 nodes for two sub-blocks from Fig. 2 and the other pointing to a pair of level-1 nodes for the other two sub-blocks.

This process continues until all sub-blocks have been merged into a single block. Four nodes are created at each level, and the combination process concludes with four nodes, each sitting at the top of a binary tree. This process computes the correct posterior for each $K$-bit. The tree completed structure is used to perform SPM according to Algorithm 1 on the overall message until its posterior exceeds $1 - \epsilon$. 
C. Complexity

The computational complexity of this algorithm depends on the number of transmissions needed, which is linear in \( K \), and the number of operations per transmission. SBC-SPM as well as SPM, partition, update and merge the lists of trees and groups respectively. These require visiting each item at most once. We have shown in \( \Pi \) that the list size in SPM grows linearly in \( K \). The SBC-SPM algorithm compactly collects in four trees all the items in the product set \( B_1 \times B_2 \times \cdots \times B_N \), each a group of lexicographically consecutive messages with shared posterior probabilities. The list grows in the same manner as in SPM. However, multiple split operations might be required to obtain a desired partition of the list. The number of splits depends on tree depth and branch state, and is upper bounded by \( \log_2(N) \). The list in SBC-SPM is then of order \( O(K \log_2(N)) \). Two natural choices for \( N \) are constant and linear in \( K \). The total number of split operations is of order \( O(K \log_2(N)) \), and the overall computational complexity is of order \( O(K^2 \log_2(N)) \). If \( N \) is linear in \( K \), the complexity becomes \( O(K^2 \log_2(K)) \). Finally, this algorithm exhibits the same properties that allowed the SPM algorithm in \( \Pi \) to truncate the list it operates on and obtain a much lower computational complexity.

D. Benefit of Combining the Sub-Blocks

Combining is important for efficiency because PM encoding of a single sub-block of the message becomes inefficient if it continues for too many symbols. To explain this, we first show that partitioning the overall message into approximately equally likely sets \( S_0 \) and \( S_1 \) maximizes efficiency.

Let \( \rho_0(t) \) be the posterior corresponding to the true message \( \theta \). The goal of SPM encoding is to increase \( \rho_0(t) \) to \( 1 - \epsilon \) at the smallest decoding time \( T_d \). To that end, at each time \( t \), we seek to maximize the expected increase in \( \rho_0(t) \): \( E[\rho_0(t+1)] \).

To maximize \( E[\rho_0(t+1)] \), SPM should group the messages so that the sets \( S_0(t) \) and \( S_1(t) \) are approximately equally likely. The weight update \( w_0(t) \) scales the posterior \( \rho_0 \) as follows: \( \rho_0(t + 1) = w_0(t)\rho_0(t) \). The value of \( \rho_0(t) \) is fixed before each transmission, so maximizing \( E[\rho_0(t+1)] \) is equivalent to maximizing the expected update \( E[w_0(t)] \).

Let \( P(\theta \in S_0) = P_0 \) and \( P(\theta \in S_1) = 1 - P_0 \). The distribution and expectation of \( w_0 \) for channel crossover probability \( p \) with \( q = 1 - p \) are as follows:

\[
w_0(t) = \begin{cases} \frac{q}{P_0q + (1 - P_0)p} & \text{w.p.} \ P_0q \\ \frac{p}{P_0p + (1 - P_0)q} & \text{w.p.} \ (1 - P_0)p \\ \frac{q}{P_0q + (1 - P_0)p} & \text{w.p.} \ (1 - P_0)q \end{cases}
\]

\[
E[w_0(t)] = q \frac{P_0q}{P_0q + (1 - P_0)p} + p \frac{P_0p}{P_0p + (1 - P_0)q} + \\
q \frac{P_0q}{P_0q + (1 - P_0)p} + p \frac{P_0p}{P_0p + (1 - P_0)q}.
\]

All denominators on the right side of \( (5) \) are positive when \( p \in (0, \frac{1}{2}) \) and \( P_0 \in [0, 1] \). Therefore, \( E[w_0(t)] \) is a continuous, symmetric and differentiable function of \( p, P_0 \). As shown by the equations below, the second derivative of \( E[w_0(t)] \) is negative so that \( E[w_0(t)] \) becomes concave in \( P_0 \). The middle equation shows that \( P_0 = \frac{1}{2} \) is the maximizer of \( E[w_0(t)] \). Thus, these equations prove that the single pointwise maximum of \( E[w_0(t)] \) is achieved when the sets \( S_0 \) and \( S_1 \) are equal in probability.

\[
\frac{d}{dP_0}E[w_0(t)] = \frac{pq(q - p)}{(P_0(q - p) + P_0q)^2} - \frac{pq(q - p)}{(P_0(q - p) - P_0q)^2} = 0
\]

\[
\frac{d^2}{dP_0^2}E[w_0(t)] = -\frac{2pq(q - p)^2}{(P_0(q - p) + P_0q)^3} + \frac{2pq(q - p)^2}{(P_0(q - p) - P_0q)^3}.
\]

Once \( P(\hat{B}_i = B_i^0) > \frac{1}{2} \), it becomes impossible to maximize \( E[\rho_0(t+1)] \) by partitioning the sub-block sequences into approximately equally likely \( S_0 \) and \( S_1 \). By combining the sub-blocks, the transmitter is able to partition the overall sets \( S_0 \) and \( S_1 \) so that they are equally likely until the last few transmissions.

Furthermore, as \( P(\hat{B}_i = B_i^0) \) increases further, continued transmissions have diminishing value. For example, with \( P(\hat{B}_i = B_i^0) > \frac{1}{2} \), further transmissions that only consider that segment \( B_i \) cannot contribute to increase the overall belief \( \rho_0(\tau) \) beyond \( \Pi_j \neq i P(\hat{B}_j = B_j^0) \) are therefore inefficient.

Thus, overall efficiency demands an algorithm that combines sub-blocks before their individual posteriors are too large, preferably before \( P(\hat{B}_i = B_i^0) > \frac{1}{2} \). We will see that as \( \gamma \) decreases, it becomes more difficult to avoid inefficient transmissions that fail to maximize \( E[\rho_0(t+1)] \). However, these low-\( \gamma \) cases often are also cases where the decoding time \( T_d \) is already close to the minimum of \( K/\lambda \).
Fig. 5. Simulation results for time of first successful decoding $T_d$ for SBC-SPM (solid with dots) and SCE-SPM (thin solid) as a function of $\gamma$ for BSCs with various capacities indicated by the different colors as in Fig 4. The simulation results are averaged over 5000 trials with $K = 240$ and $N = 8$ blocks with size $t_o = 30$. The black diamond markers show the operating points where the rate $K/\tau$ is within 5% of the rate traditional SPM.

VI. SIMULATION RESULTS

This section presents C++ simulation results for SBC-SPM on BSC channels with capacities ranging from 0.3 to 0.95 for $K = 240$, $N = 8$ and $0.5 \leq \gamma$.

Fig. 4 shows the rate $K/\tau$ of the SBC-SPM algorithm as a function of $\gamma$ for BSC channels with capacities indicated by different colors. The diamonds show the $\gamma$ values where the SBC-SPM algorithm attains a rate within 5% of the SPM algorithm. Observe that rates can approach capacity even for values of $\gamma < 1$, especially for lower capacity channels, where the expected number of transmissions is much larger than the message length.

Fig. 5 shows the time $T_d$ at which SBC-SPM decoding completes (solid lines with dots) as a function of $\gamma$ for the cases simulated in Fig. 4. Fig. 5 also shows the time $T_d$ at which SCE-SPM decoding completes (solid lines without dots) as a function of $\gamma$ for these cases. As with Fig. 4 the diamonds in Fig. 5 show the decoding times where the SBC-SPM algorithm attains a rate within 5% of the SPM algorithm. Fig. 5 shows that the SBC-SPM algorithm achieves much lower decoding times than SCE-SPM for most $\gamma$ values, converging monotonically to SCE-SPM as $\gamma \to 1$.

For each BSC, most of the decrease in decoding time offered by Causal Encoding, such as SBC-SPM, happens by the $\gamma$ value where the rate begins to transition away from capacity, i.e. at the black diamonds. For these and larger $\gamma$ values the transmitted symbols can be used effectively. For smaller $\gamma$ values, more symbols are available before the message fully arrives than can be used effectively, causing the rate to fall below capacity. For larger values of $\gamma$, the message arrives so quickly that the benefit of causal encoding over traditional encoding is limited.

Figure 6 again shows $T_d$ vs. $\gamma$ for SBC-SPM and SCE-SPM, but focuses on two BSC channels to compare with the analytical curves $K/\lambda$ and $K/\lambda + K/C\mu$. The curve $K/\lambda$ indicates the time at which the message has fully arrived at the transmitter. No algorithm can complete decoding before this time. We see that for low $\gamma$ values, SBC-SPM performs close to this limit. The curve $K/\lambda + K/C\mu$ shows the lower bound on decoding time for a traditional encoder that does not begin sending symbols until the message has fully arrived. This bound assumes the transmitter can send reliably as a rate equal to capacity. This curve shows that there is significant benefit in $T_d$ provided by causal encoding at any value of $\gamma$.

While these figures only show simulations with $K=240$ and $N = 8$, larger SBC-SPM simulations with much larger values of $K$, up to 16,000, have been successfully completed, which is beyond what SPM simulations in [11] were able to achieve. Breaking the message into sub-blocks, even when not necessary for causal encoding, lowers complexity and makes the implementation more robust to numerical instability.

VII. CONCLUSION

This paper introduces the SBC-SPM algorithm for low complexity causal encoding over the BSC. Breaking the message into sub-blocks enables efficient causal encoding without sacrificing the performance of PM. The algorithm elegantly groups collections of messages with equal and different posterior probabilities into binary trees and lists to manage complexity. We show that equally-likely signaling maximizes efficiency and explore conditions when this balance can and cannot be approximated. We have also described the regions of $\gamma = \lambda/\mu$ where the new algorithm presents an advantage over non-causal and systematically causal algorithms, and the region where we can attain the capacity-approaching rate performance of PM. The new SBC-SPM algorithm provides
implementation advantages even when causal encoding is not a requirement.
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