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Abstract—We present the collaborative model of ESiWACE2 Services, where Research Software Engineers (RSEs) from the Netherlands eScience Center (NLeSC) and Atos offer their expertise to climate and earth system modeling groups across Europe. Within 6-month collaborative projects, the RSEs intend to provide guidance and advice regarding the performance, portability to new architectures, and scalability of selected applications. We present the four awarded projects as examples of this funding structure.

1. Introduction

Weather and climate models are large and complex applications that experience a tension field between investments to enhance the numerical representation of the underlying physics, by e.g. resolving more processes, increasing spatio-temporal resolution or enhancing the statistics of a forecast ensemble, and on the other hand investments to adapt the software to the latest hardware architectures [1]. The latter investments are generally viewed within the community as a necessary burden to increase model performance and hardware utilisation, and therefore enable the aforementioned model accuracy improvements. Ideally, the code optimizations are minimally intrusive and allow domain scientists to explore the impact of new experimental features on the model results.

However, after a long period of relative stability, the computing infrastructure is rapidly evolving and diversifying, with more change on the horizon [2]. The above principle of minimal changes to the source code is no longer maintainable as Fortran compilers are unable to efficiently map the data layout and compute pipeline onto these new hardware architectures [1]. The latter investments are generally viewed within the community as a necessary burden to increase model performance and hardware utilisation, and therefore enable the aforementioned model accuracy improvements. Ideally, the code optimizations are minimally intrusive and allow domain scientists to explore the impact of new experimental features on the model results.

Nevertheless, the work of the RSE is expected to be a stepping stone towards exascale deployment of the software and the knowledge transfer could have a lasting impact on the development team’s perspective on code optimization and hardware utilization of their application.

2. Case Studies

This section presents the ongoing work in the four projects that were granted in the in the ESiWACE2 Service 1 call, which run in the year 2020. One week in-person visits by one of the RSEs to the institute of the principal investigator of each project were originally planned as part of the project, but these visits have been cancelled due to the covid-19 pandemic.
2.1. FESOM

in collaboration with the Alfred Wegener Institute for Polar and Marine Research (AWI), NLeSC, and Atos

The Finite-Element Sea Ice and Ocean Model FESOM 2.0 [5] is a finite-volume ocean and sea ice model using unstructured global (or regional) meshes. The grid consists of prismatic cells and may have local refinements and a varying number of active vertical layers depending on the bathymetry. FESOM is part of the AWI earth system model and has couplings to ECHAM6 and OpenIFS via the OASIS framework. Its MPI scaling [6] and sea-ice solver method [7] have been subject of extensive optimization efforts. The main goal of this project is to explore the benefits of porting FESOM to GPUs. After a performance and code analysis and discussion with the FESOM team, we have decided to focus on the expensive tracer advection routines. We are investigating both a manual porting into tuneable CUDA-C kernels [8], as well as the insertion of OpenACC directives in the original Fortran code.

2.2. DALES

in collaboration with Centrum Wiskunde & Informatica (CWI), NLeSC, and Atos

The Dutch Atmospheric Large Eddy Simulation (DALES) [9] is a high-resolution three-dimensional solver focused on boundary layer turbulence and cloud physics. It uses a rectangular grid of finite extent and periodic boundary conditions in the horizontal. The main goals of the project are to generally improve parallel scaling and memory throughput of the numerical schemes in the code. The proposed optimisations include introducing an iterative multi-grid solver for the pressure equation (instead of the current FFT-based approach), overlapping communication and computation during halo exchanges, using a more cache-friendly blocked data and loop structure, and experiment with single-precision prognostic fields. After discussing with the main developers of DALES, we have decided to focus on the pressure equation solver, the MPI optimisations, and the single-precision version of the code. We benchmark our results and timings with a simple case and a more realistic setup featuring many physical processes and a large domain extent. Initial tests show better scaling of DALES using the iterative solver when running on $O(1000)$ cores.

2.3. EMAC

in collaboration with the Cyprus Institute, Atos and NLeSC

Embedded within the modular climate coupling framework messy2 [10], the ECHAM/MESSy Atmospheric Chemistry model EMAC [11] describes chemical interactions in the atmosphere, including sources from ocean biochemistry, land processes and anthropogenic emissions. This computationally intensive code has been ported to GPUs using CUDA [12] to achieve large speedups. The goal of our work is to reduce the memory footprint of the code in the device code, and as such allow more MPI tasks to be concurrently run on the same hardware. This will allow the model to handle an order of magnitude more complex chemistry, targeting the main organics mechanism, in atmospheric models and enable multiyear high-resolution simulations with EMAC. We currently have succeeded in significantly reducing the memory consumption by reducing stack allocations, and we are currently investigating the use of CUDA streams to further overlap compute and data transfers [13].

2.4. OBLIMAP2

in collaboration with KNMI and Atos

OBLIMAP-2.0 [14] is a fast, distributed climate–ice sheet model coupling code that includes online embeddable mapping routines. It can be used to evaluate atmospheric forcings and geothermal heat fluxes upon an ice sheet, allowing intermediate coordinate system projections between these data sources. The goal of the RSEs is to reduce the memory footprint of the code by improving its distribution over parallel tasks and secondly resolve the I/O bottleneck by implementing parallel NetCDF reading and writing. This will improve the multi-node scaling of OBLIMAP and establish it as a candidate ice coupling library for large-scale, high-resolution climate models. After a first phase in which the latest version code was moved to GitHub, the code is deployed on the Atos Bull Sequana XH2000 supercomputer, equipped with AMD Rome (7742), and performance profiling is ongoing.

3. Conclusions

With the first set of projects ongoing, we may already conclude that the collaboration with RSEs shines new light on the awarded applications. Together with the engineers, the modeling groups rethink their stance in the tension field between application performance, code maintainability and model complexity. Vice versa, the RSEs adopt knowledge about earth system modeling and the associated HPC aspects. Where some applications have already shown speedup, other projects are still exploring suitable technologies.

We will organize new calls for project proposals in the coming years for the duration of the ESIWiACE2 project and will further evaluate the funding instrument at the end of the project. Nevertheless, it is clear that this funding strategy stimulates RSEs and HPC experts to be outward-looking and stimulate knowledge transfer towards smaller, less specialized modeling groups across the EU.
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