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Abstract

We study the variation of the discrete spectrum of a bounded non-negative operator in a Krein space under a non-negative Schatten class perturbation of order \( p \). It turns out that there exist so-called extended enumerations of discrete eigenvalues of the unperturbed and the perturbed operator, respectively, whose difference is an \( \ell^p \)-sequence. This result is a Krein space version of a theorem by T. Kato for bounded selfadjoint operators in Hilbert spaces.
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1 Introduction

In this note we prove a Krein space version of a result by T. Kato from \( [20] \) on the variation of the discrete spectra of bounded selfadjoint operators in Hilbert spaces under additive perturbations from the Schatten-von Neumann ideals \( \mathcal{S}_p \). Although perturbation theory for selfadjoint operators in Krein spaces is a well developed field, and compact, finite rank, as well as bounded perturbations have been studied extensively, only very few results exist that take into account a particular \( \mathcal{S}_p \)-character of perturbations. To give an impression of the variety of perturbation results for various classes of selfadjoint operators in Krein spaces we refer the reader to \( [7, 11, 13, 14, 16, 24] \) for compact perturbations, to \( [5, 6, 10, 18, 19] \) for finite rank perturbations, and to \( [1, 2, 4, 8, 17, 22, 25, 26] \) for (relatively) bounded and small perturbations.

Here we consider a bounded operator \( A \) in a Krein space \( (\mathcal{K}, [\cdot, \cdot]) \) which is assumed to be non-negative with respect to the indefinite inner product \([\cdot, \cdot]\), and an additive perturbation \( C \) which is also non-negative and belongs to some Schatten-von Neumann ideal \( \mathcal{S}_p \), that is, \( C \) is compact and its singular values form a sequence in \( \ell^p \). Recall that the spectrum of a bounded non-negative operator in \( (\mathcal{K}, [\cdot, \cdot]) \) is real. We also assume that 0 is not a singular critical point of the perturbation \( C \), which is a typical assumption in perturbation theory for selfadjoint operators in Krein spaces; cf. Section 2 for a precise definition. We note that by this assumption \( C \) is similar to a selfadjoint operator in a Hilbert space. Clearly, the non-negativity and compactness of \( C \) imply that the bounded operator

\[ B := A + C \]

is also non-negative in \( (\mathcal{K}, [\cdot, \cdot]) \) and its essential spectrum coincides with that of \( A \), whereas the discrete eigenvalues of \( A \) and their multiplicity are in general not stable under the perturbation.
C. Hence, it is particularly interesting to prove qualitative and quantitative results on the discrete spectrum. Our main objective here is to compare the discrete spectra of $A$ and $B$. For that we make use of the following notion from [20]: Let $\Delta \subset \mathbb{R}$ be a finite union of open intervals. A sequence $(\alpha_n)$ is said to be an extended enumeration of discrete eigenvalues of $A$ in $\Delta$ if every discrete eigenvalue of $A$ in $\Delta$ with multiplicity $m$ appears exactly $m$-times in the values of $(\alpha_n)$ and all other values $\alpha_n$ are boundary points of the essential spectrum of $A$ in $\Delta \subset \mathbb{R}$. An extended enumeration of discrete eigenvalues of $B$ in $\Delta$ is defined analogously. The following theorem is the main result of this note.

**Theorem 1.1.** Let $A$ and $B$ be bounded non-negative operators in a Krein space $(\mathcal{K},[\cdot,\cdot])$ such that $B = A + C$, where $C \in \mathcal{S}_p(\mathcal{K})$ is non-negative, $0$ is not a singular critical point of $C$ and $\ker C = \ker C^2$. Then for each finite union of open intervals $\Delta$ with $0 \notin \Delta$ there exist extended enumerations $(\alpha_n)$ and $(\beta_n)$ of the discrete eigenvalues of $A$ and $B$ in $\Delta$, respectively, such that $(\beta_n - \alpha_n) \in \ell^p$.

The adjacent figure illustrates the role of extended enumerations in Theorem 1.1. We consider a gap $(a, b) \subset \mathbb{R}$ in the essential spectrum and compare the discrete spectra of $A$ and $B$ therein. Here the discrete spectrum of the unperturbed operator $A$ in $(a, b)$ consists of the (simple) eigenvalues $\alpha_1, \alpha_2, \alpha_3$, and the eigenvalues $\beta_n, n = 1, 2, \ldots$, of the perturbed operator $B$ accumulate to the boundary point $b \in \partial \sigma_{\text{ess}}(A)$. Therefore, in the situation of Theorem 1.1 the value $b$ is contained (infinitely many times) in the extended enumeration $(\alpha_n)$ of the discrete eigenvalues of $A$ in $(a, b)$.

For bounded selfadjoint operators $A$ and $B$ in a Hilbert space and an $\mathcal{S}_p$-perturbation $C$ Theorem 1.1 was proved by T. Kato in [20]. The original proof is based on methods from analytic perturbation theory, in particular, on the properties of a family of real-analytic functions describing the discrete eigenvalues and eigenprojections of the operators $A(t) = A + tC, t \in \mathbb{R}$. Our proof follows the lines of Kato's proof, but in the Krein space situation some nontrivial additional arguments and adaptions are necessary. In particular, we apply methods from [24] to show that the non-negativity assumptions on $A$ and $C$ yield uniform boundedness of the spectral projections of $A(t), t \in [0, 1]$, corresponding to positive and negative intervals, respectively. The non-negativity assumptions on $A$ and $C$ also enter in the construction and properties of the real-analytic functions associated with the discrete eigenvalues of $A(t)$.

Besides the introduction this note consists of two further sections. In Section 2 we recall some definitions and spectral properties of non-negative operators in Krein spaces. Section 3 contains the proof of our main result Theorem 1.1. As a preparation, we discuss the properties of the family of real-analytic functions describing the eigenvalues and eigenspaces of $A(t)$ in
Lemma 3.1 and show a result on the uniform definiteness of certain spectral subspaces of $A(t)$ in Lemma 3.2. Finally, by modifying and following some of the arguments and estimates in [20] we complete the proof of our main result.

**2 Preliminaries on non-negative operators in Krein spaces**

Throughout this paper let $(\mathcal{K},[\cdot,\cdot])$ be a Krein space. For a detailed study of Krein spaces and operators therein we refer to the monographs [3] and [12]. For the rest of this section let $\|\cdot\|$ be a Banach space norm with respect to which the inner product $[\cdot,\cdot]$ is continuous. All such norms are equivalent, see [3]. For closed subspaces $\mathcal{M}$ and $\mathcal{N}$ of $\mathcal{K}$ we denote by $L(\mathcal{M},\mathcal{N})$ the set of all bounded and everywhere defined linear operators from $\mathcal{M}$ to $\mathcal{N}$. As usual, we write $L(\mathcal{M}) := L(\mathcal{M},\mathcal{M})$.

Let $T \in L(\mathcal{K})$. The adjoint of $T$, denoted by $T^+$, is defined by

$$[Tx,y] = [x,T^+y] \quad \text{for all } x,y \in \mathcal{K}.$$  

The operator $T$ is called selfadjoint in $(\mathcal{K},[\cdot,\cdot])$ (or $[\cdot,\cdot]$-selfadjoint) if $T = T^+$. Equivalently, $[Tx,x] \in \mathbb{R}$ for all $x \in \mathcal{K}$. We mention that the spectrum of a selfadjoint operator in a Krein space is symmetric with respect to the real axis but in general not contained in $\mathbb{R}$.

The following definition of spectral points of positive and negative type is from [24].

**Definition 2.1.** Let $A \in L(\mathcal{K})$ be a selfadjoint operator. A point $\lambda \in \sigma(A) \cap \mathbb{R}$ is called a spectral point of positive type (negative type) of $A$ if for each sequence $(x_n) \subset \mathcal{K}$ with $\|x_n\| = 1$, $n \in \mathbb{N}$, and $(A - \lambda)x_n \to 0$ as $n \to \infty$ we have

$$\liminf_{n \to \infty} [x_n,x_n] > 0 \quad \left(\limsup_{n \to \infty} [x_n,x_n] < 0, \text{ respectively}\right).$$

The set of all spectral points of positive (negative) type of $A$ is denoted by $\sigma_+(A)$ ($\sigma_-(A)$, respectively). A set $\Delta \subset \mathbb{R}$ is said to be of positive type (negative type) with respect to $A$ if each spectral point of $A$ in $\Delta$ is of positive type (negative type, respectively).

A closed subspace $\mathcal{M} \subset \mathcal{K}$ is called uniformly positive (uniformly negative) if there exists $\delta > 0$ such that $[x,x] \geq \delta \|x\|^2$ ($[x,x] \leq -\delta \|x\|^2$, respectively) holds for all $x \in \mathcal{M}$. Equivalently, $(\mathcal{M},[\cdot,\cdot])$ ($\mathcal{M},[-\cdot,\cdot]$), respectively) is a Hilbert space. For a bounded selfadjoint operator $A$ in $\mathcal{K}$ it follows directly from the definition of $\sigma_+(A)$ and $\sigma_-(A)$ that an isolated eigenvalue $\lambda_0 \in \mathbb{R}$ of $A$ is of positive type (negative type) if and only if $\ker(A - \lambda_0)$ is uniformly positive (uniformly negative, respectively).

A selfadjoint operator $A \in L(\mathcal{K})$ is called non-negative if

$$[Ax,x] \geq 0 \quad \text{for all } x \in \mathcal{K}.$$  

The spectrum of a bounded non-negative operator $A$ is a compact subset of $\mathbb{R}$ and

$$\sigma(A) \cap \mathbb{R}^+ \subset \sigma_+(A)$$  

holds, see [23]. The discrete spectrum $\sigma_d(A)$ of $A$ consists of the isolated eigenvalues of $A$ with finite multiplicity. The remaining part of $\sigma(A)$ is the essential spectrum of the nonnegative
operator $A$ and is denoted by $\sigma_{\text{ess}}(A)$. Observe that $\sigma_{\text{ess}}(A)$ coincides with the set of $\lambda$ such that $A - \lambda I$ is not a Semi-Fredholm operator. Recall that the non-negative operator $A$ admits a spectral function $E$ on $\mathbb{R}$ with a possible singularity at zero, see [23]. The spectral projection $E(\Delta)$ is defined for all Borel sets $\Delta \subset \mathbb{R}$ with $0 \notin \partial \Delta$ and is selfadjoint. Hence,

$$\mathcal{K} = E(\Delta)\mathcal{K} \oplus (I - E(\Delta))\mathcal{K},$$

which implies that $(E(\Delta)\mathcal{K},[,\cdot,\cdot])$ is itself a Krein space. For $\Delta \subset \mathbb{R}^\pm$, $0 \notin \Delta$, the spectral subspace $(E(\Delta)\mathcal{K},\pm[,\cdot,\cdot])$ is a Hilbert space; cf. [23, 24] and (2.1).

The point zero is called a critical point of a non-negative operator $A \in L(\mathcal{K})$ if $0 \in \sigma(A)$ is neither of positive nor negative type. If zero is a critical point of $A$, it is called regular if $\|E([-1, 1/2])\|$, $n \in \mathbb{N}$, is uniformly bounded, i.e. if zero is not a singularity of the spectral function $E$. Otherwise, the critical point zero is called singular. It should be noted that the non-negative operator $A \in L(\mathcal{K})$ is (similar to) a selfadjoint operator in a Hilbert space if and only if zero is not a singular critical point of $A$.

3 Proof of Theorem 1.1

Throughout this section let $A$, $B$ and $C$ be bounded non-negative operators in the Krein space $(\mathcal{K},[,\cdot,\cdot])$ as in Theorem [13]. By assumption $0$ is not a singular critical point of $C$ and $C \in \mathcal{S}_p(\mathcal{K})$. In order to prove Theorem [11] we consider the analytic operator function

$$A(z) := A + zC, \quad z \in \mathbb{C}.$$ 

Note that $A(t)$ is non-negative for $t \geq 0$. Moreover, since $C$ is compact, the essential spectrum of $A(z)$ does not depend on $z$ and hence

$$\sigma_{\text{ess}}(A) = \sigma_{\text{ess}}(B) = \sigma_{\text{ess}}(A(z)), \quad z \in \mathbb{C}. \quad (3.1)$$

The following lemma describes the evolution of the discrete spectra of the operators $A(t)$, $t \geq 0$.

**Lemma 3.1.** Assume that $\sigma_d(A(t_0)) \neq \emptyset$ for some $t_0 \geq 0$. Then there exist intervals $\Delta_j \subset \mathbb{R}_0^+$, $j = 1, \ldots, m$ or $j \in \mathbb{N}$, and real-analytic functions

$$\lambda_j(\cdot) : \Delta_j \to \mathbb{R}_0^+ \quad \text{and} \quad E_j(\cdot) : \Delta_j \to L(\mathcal{K}),$$

such that the following holds.

(i) The sets $\Delta_j$ are $\mathbb{R}_0^+$-open intervals (in $\mathbb{R}_0^+$) which are maximal with respect to (ii)–(vi) below.

(ii) For each $t \geq 0$ we have

$$\sigma_d(A(t)) \cap \mathbb{R}^+ = \{ \lambda_j(t) : j \in \mathbb{N} \text{ such that } t \in \Delta_j \text{ and } \lambda_j(t) \neq 0 \}.$$ 

(iii) For all $j$ and $t \in \Delta_j$ the set $\{ k \in \mathbb{N} : \lambda_k(t) = \lambda_j(t) \}$ is finite and

$$\sum_{k: \lambda_k(t) = \lambda_j(t)} E_k(t)$$

is the $[\cdot,\cdot]$-selfadjoint projection onto $\ker(A(t) - \lambda_j(t))$. 


(iv) For all \( j \) the value
\[
m_j := \dim E_j(t) \mathcal{K}, \quad t \in \Delta_j,
\]
is constant.

(v) For all \( j \) and \( t \in \Delta_j \) there exists an orthonormal basis \( \{ x^j_i(t) \}_{i=1}^{m_j} \) of the Hilbert space \( (E_j(t) \mathcal{K}, [\cdot, \cdot]) \), such that the functions \( x^j_i(\cdot) : \Delta_j \rightarrow \mathcal{K} \) are real-analytic and the differential equation
\[
\lambda'_j(t) = \frac{1}{m_j} \sum_{k=1}^{m_j} [Cx^j_k(t), x^j_i(t)] \geq 0 \tag{3.2}
\]
holds. In particular, \( \lambda'_j(t) = 0 \) implies \( E_j(t) \mathcal{K} \subset \ker C \).

(vi) Let \( \mathbb{R}^+ \setminus \sigma_{\text{ess}}(A) = \bigcup_n \mathcal{U}_n \) with mutually disjoint open intervals \( \mathcal{U}_n \subset \mathbb{R}^+ \). For every \( j \) there exists \( n \in \mathbb{N} \) such that
\[
\lambda_j(t) \in \mathcal{U}_n \text{ for all } t \in \Delta_j, \quad \text{if } 0 \notin \partial \mathcal{U}_n,
\]
\[
\lambda_j(t) \in \mathcal{U}_n \cup \{0\} \text{ for all } t \in \Delta_j, \quad \text{if } 0 \in \partial \mathcal{U}_n.
\]
If \( \sup \Delta_j < \infty \), then \( \sup \mathcal{U}_n < \infty \) and \( \lim_{t \uparrow \sup \Delta_j} \lambda_j(t) = \sup \mathcal{U}_n \). Moreover,
\[
\lim_{t \downarrow \inf \Delta_j} \lambda_j(t) = \inf \mathcal{U}_n, \quad \text{if } \Delta_j \text{ is open},
\]
\[
\lim_{t \downarrow 0} \lambda_j(t) = \sup \mathcal{U}_n \cup \{0\}, \quad \text{if } \Delta_j = [0, \sup \Delta_j].
\]

Typical situation for the evolution of the discrete eigenvalues of the operator function \( A(\cdot) \) in a gap \( (a, b) \subset \mathbb{R} \) of the essential spectrum.

**Proof.** The proof is based on the analytic perturbation theory of discrete eigenvalues, cf. [21], Chapter II and VII, [2] and [20]. We fix some \( t_0 \geq 0 \) for which an eigenvalue \( \lambda_0 \in \sigma_d(A(t_0)) \cap \mathbb{R}^+ \) exists and set \( M(t_0) := \ker(A(t_0) - \lambda_0) \). Due to the non-negativity of \( A \) and \( C \) and since \( \lambda_0 > 0 \), the inner product space \( (M(t_0), [\cdot, \cdot]) \) is a (finite-dimensional) Hilbert space; cf. (2.1). Therefore, the decomposition
\[
\mathcal{K} = M(t_0) \uplus M(t_0)^{\perp}
\]
For every}

\[\text{for every}\]

Since \( U(t_0) = I \) and such that \( M(t_0) \) is \( U(z)^{-1}A(z)U(z) \)-invariant, \( z \in \mathcal{D} \). Hence, there exist a finite number of (possibly multivalued) analytic functions \( \lambda_k(\cdot) \) describing the eigenvalues of \( B(z) := U(z)^{-1}A(z)U(z)M(t_0) \) for \( z \in \mathcal{D} \), see, e.g., [9]. Since for real \( t \in \mathcal{D} \) the operator \( B(t) \) is selfadjoint in the Hilbert space \( (M(t_0), [\cdot, \cdot]) \) it follows from [21, Theorem II-1.10] that the functions \( \lambda_k(\cdot) \) are in fact single-valued. The same is true for the eigenprojection functions \( E_k(\cdot) \),

\[ E_k(z) = -\frac{1}{2\pi i} \int_{\Gamma_k(z)} (A(z) - \lambda)^{-1} d\lambda, \quad z \in \mathcal{D}, \]

where \( \Gamma_k(z) \) is a small circle with center \( \lambda_k(z) \). Now a continuation argument implies that there exist functions \( \lambda_j(\cdot), E_j(\cdot) \) with the properties (i)–(iv) and (vi), cf. [20].

It remains to prove (v). For this fix \( j \in \mathbb{N} \) and \( t_0 \in \Delta_j \). Similarly as above there exists a function \( U_j(\cdot) : \Delta_j \to E_j(t_0) \mathcal{H} \) with \( U_j(t_0)^* = U_j(t_0)^{-1}, \) \( U_j(t_0) = I \), and \( E_j(t) = U_j(t)^*E_j(t_0)U_j(t) \) for every \( t \in \Delta_j \). We choose an orthonormal basis \( \{x_1, \ldots, x_{m_j}\} \) of the \( m_j \)-dimensional Hilbert space \( (E_j(t_0) \mathcal{H}, [\cdot, \cdot]) \) and define

\[ x_k(t) := U_j(t)x_k, \quad t \in \Delta_j, \quad k = 1, \ldots, m_j. \]

For every \( t \in \Delta_j \) the set \( \{x_1(t), \ldots, x_{m_j}(t)\} \) is an orthonormal basis of the subspace \( (E_j(t) \mathcal{H}, [\cdot, \cdot]) \), since for \( k, l \in \{1, \ldots, m_j\} \) we have

\[ [x_k(t), x_l(t)] = [U_j(t)x_k, U_j(t)x_l] = [x_k, x_l] = \delta_{kl}. \]

Let \( k \in \{1, \ldots, m_j\} \). Then

\[ [x_k(t), x_k(t)] + [x_k(t), x_k'(t)] = \frac{d}{dt} [x_k(t), x_k(t)] = 0 \]

and hence

\[ \lambda_j'(t) = \frac{d}{dt} [\lambda_j(t)x_k(t), x_k(t)] = \frac{d}{dt} [A(t)x_k(t), x_k(t)] \]

\[ = [Cx_k(t), x_k(t)] + [A(t)x_k'(t), x_k(t)] + [A(t)x_k(t), x_k'(t)] \]

\[ = [Cx_k(t), x_k(t)] + \lambda_j(t)[x_k'(t), x_k(t)] + \lambda_j(t)[x_k(t), x_k'(t)] \]

\[ = [Cx_k(t), x_k(t)] \geq 0. \]

This yields (4.2). Finally, if we have \( \lambda_j'(t) = 0 \), then \( [Cx_k(t), x_k(t)] = 0 \) holds for \( k = 1, \ldots, m_j \). Since \( C \) is non-negative, the Cauchy-Schwarz inequality applied to the non-negative inner product \( [C, \cdot, \cdot] \) yields

\[ \|Cx_k(t)\|^2 = [Cx_k(t), JCx_k(t)] \leq [Cx_k(t), x_k(t)]^{1/2} [CJCx_k(t), JCx_k(t)]^{1/2} = 0 \]

for every \( k \in \{1, \ldots, m_j\} \). This shows \( E_j(t) \mathcal{H} \subset \ker C \).

In the proof of the following lemma we make use of methods from [24] in order to show the uniform definiteness of a family of spectral subspaces of \( A(t) \).
Lemma 3.2. Let $E_{A(t)}$ be the spectral function of the non-negative operator $A(t)$, $t \geq 0$, and let $a > 0$. Then there exists $\delta > 0$ such that for all $t \in [0, 1]$ and all $x \in E_{A(t)}([a, \infty))$, we have

$$[x, x] \geq \delta \|x\|^2. \quad (3.3)$$

Proof. Since $\max \sigma(A(t)) \leq b := \|A\| + \|C\|$ for all $t \in [0, 1]$, it is sufficient to prove (3.3) only for $x \in E_{A(t)}([a, b])$. The proof is divided into four steps.

1. In this step we show that there exist $\varepsilon > 0$ and an open neighborhood $\mathcal{U}$ of $[a, b]$ in $\mathbb{C}$ such that for all $t \in [0, 1]$, all $\lambda \in \mathcal{U}$, and all $x \in \mathcal{H}$ we have

$$\|(A(t) - \lambda)x\| \leq \varepsilon \|x\| \quad \Longrightarrow \quad [x, x] \geq \varepsilon \|x\|^2. \quad (3.4)$$

Assume that $\varepsilon$ and $\mathcal{U}$ as above do not exist. Then there exist sequences $(t_n) \subset [0, 1]$, $(\lambda_n) \subset \mathbb{C}$ and $(x_n) \subset \mathcal{H}$ with $\|x_n\| = 1$ and $\text{dist}(\lambda_n, [a, b]) < 1/n$ for all $n \in \mathbb{N}$, such that $\|(A(t_n) - \lambda_n)x_n\| \leq 1/n$ and $[x_n, x_n] \leq 1/n$. It is no restriction to assume that $\lambda_n \rightarrow \lambda_0 \in [a, b]$ and $t_n \rightarrow t_0 \in [0, 1]$ as $n \rightarrow \infty$.

Therefore,

$$(A(t_0) - \lambda_0)x_n = (t_0 - t_n)Cx_n + (A(t_n) - \lambda_n)x_n + (\lambda_n - \lambda_0)x_n$$

tends to zero as $n \rightarrow \infty$. But by (2.1) we have $\lambda_0 \in \sigma_{\text{e}}(A(t_0))$ which implies $\lim \inf_{n \rightarrow \infty} [x_n, x_n] > 0$, contradicting $[x_n, x_n] < 1/n, n \in \mathbb{N}$.

2. In the following $\varepsilon > 0$ and $\mathcal{U}$ are fixed such that (3.4) holds, and, in addition, we assume that $|\text{Im} \lambda| < 1$ holds for all $\lambda \in \mathcal{U}$. Next, we verify that for all $t \in [0, 1]$

$$\|(A(t) - \lambda)^{-1}\| \leq \frac{\varepsilon^{-1}}{|\text{Im} \lambda|}, \quad \lambda \in \mathcal{U} \setminus \mathbb{R}, \quad (3.5)$$

holds. Indeed, for all $t \in [0, 1]$, all $\lambda \in \mathcal{U}$ and all $x \in \mathcal{H}$ we either have

$$\|(A(t) - \lambda)x\| > \varepsilon \|x\|$$

or, by (3.4),

$$\varepsilon |\text{Im} \lambda| \|x\|^2 \leq |\text{Im} \lambda|[x, x] = |\text{Im}[(A(t) - \lambda)x, x]| \leq \|(A(t) - \lambda)x\| \|x\|.$$ 

Hence, it follows that for all $t \in [0, 1]$, all $\lambda \in \mathcal{U}$ and all $x \in \mathcal{H}$ we have

$$\|(A(t) - \lambda)x\| \geq \varepsilon |\text{Im} \lambda| \|x\|,$$

which implies (3.5).

3. In the remainder of this proof we set

$$d := \text{dist}([a, b], \partial \mathcal{U}) \quad \text{and} \quad \tau_0 := \min \left\{ \varepsilon^2, \frac{d}{2} \right\}.$$ 

Let $\Delta \subset [a, b]$ be an interval of length $R \leq \tau_0$ and let $\mu_0$ be the center of $\Delta$. We show that for all $t \in [0, 1]$ the estimate

$$\|(A(t)E_{\mu_0}(\Delta)) - \mu_0\| \leq \varepsilon$$

(3.6)
holds. For this let \( B(t) := (A(t)|E_\delta(\Delta, \mathcal{K}) - \mu_0, t \in [0, 1] \), and note that

\[
\sigma(B(t)) \subset \left[ \frac{-R}{2}, \frac{R}{2} \right] \subset (-R, R).
\] (3.7)

As \( R < d \), for every \( \lambda \in \mathbb{C} \setminus \mathbb{R} \) with \( |\lambda| < R \) we have \( \mu_0 + \lambda \in \mathcal{K} \setminus \mathbb{R} \) and hence

\[
\| (B(t) - \lambda)^{-1} \| \leq \| (A(t) - (\mu_0 + \lambda))^{-1} \| \leq \frac{e^{-1}}{\| \text{Im}\lambda \|}
\]

by (3.5). From [24, Section 2(b)] we now obtain \( \|B(t)\| \leq 2e^{-1} r(B(t)) \), where \( r(B(t)) \) denotes the spectral radius of \( B(t) \). Now (3.6) follows from (3.7) and \( R \leq \tau_0 \leq e^2 \).

4. We cover the interval \([a, b]\) with mutually disjoint intervals \( \Delta_1, \ldots, \Delta_n \) of length \( < \tau_0 \). Let \( \mu_j \) be the center of the interval \( \Delta_j, j = 1, \ldots, n \). From step 3 we obtain for all \( t \in [0, 1] \):

\[
\| (A(t)|E_{A(t)}(\Delta_j, \mathcal{K}) - \mu_j \| \leq e.
\]

Hence, by step 1 of the proof \([x, j, x] \geq e\| x \|^2 \) for \( x \in E_{A(t)}(\Delta_j), j = 1, \ldots, n, \) and \( t \in [0, 1] \). But

\[
E_{A(t)}([a, b]) = E_{A(t)}(\Delta_1) [+] \ldots [+] E_{A(t)}(\Delta_n),
\]

and therefore with \( x_j := E_{A(t)}(\Delta_j)x, j = 1, \ldots, n, \) we find that

\[
[x, x] \geq e(\|x_1\|^2 + \cdots + \|x_n\|^2) \geq \frac{e}{2n-1} \|x_1 + \cdots + x_n\|^2 = \frac{e}{2e-1} \|x\|^2
\]

holds for all \( x \in E_{A(t)}([a, b]) \) and \( t \in [0, 1] \), i.e. (3.3) holds with \( \delta := e/2^n-1 \).

\[
\text{Proof of Theorem 1.1:}
\]

It suffices to prove the theorem for the case that \( \Delta \) is an open interval \((a, b)\) with \( a > 0 \). In the case \( b < 0 \) consider the non-negative operators \(-A, -B \) and \(-C\) in the Krein space \((\mathcal{K}, \cdot, \cdot))

Suppose that for some \( t_0 \in [0, 1] \) we have \( \sigma_d(A(t_0)) \neq \emptyset \), otherwise the theorem is obviously true. Then it follows that there exist

\[
\Delta_j, \; \lambda_j(\cdot), \; E_j(\cdot) \; \text{and} \; x_j^\dagger(\cdot)
\]

as in Lemma 3.1 such that \( \Delta_j \cap [0, 1] \neq \emptyset \) for some \( j \in \mathbb{N} \). By \( \mathfrak{R} \) denote the set of all \( j \) such that \( \lambda_j(t) \in (a, b) \) for some \( t \in \Delta_j \cap [0, 1] \) and for \( j \in \mathfrak{R} \) define

\[
\tilde{\Delta}_j := \{ t \in \Delta_j \cap [0, 1] : \lambda_j(t) \in (a, b) \} = \lambda_j^{-1}((a, b)) \cap [0, 1].
\]

Due to (3.2) and the continuity of \( \lambda_j(\cdot) \) the set \( \tilde{\Delta}_j \) is a (non-empty) subinterval of \( \Delta_j \) which is open in \([0, 1]\). For \( j \in \mathfrak{R}, t \in [0, 1] \) and \( k \in \{1, \ldots, m_j\} \) we set

\[
\tilde{\lambda}_j(t) := \begin{cases} 
\lim_{s \downarrow \inf \tilde{\Delta}_j} \lambda_j(s), & 0 \leq t \leq \inf \tilde{\Delta}_j, \\
\lambda_j(t), & t \in \tilde{\Delta}_j, \\
\lim_{s \uparrow \sup \tilde{\Delta}_j} \lambda_j(s), & \sup \tilde{\Delta}_j \leq t \leq 1,
\end{cases}
\] (3.8)
\[
\tilde{E}_j(t) := \begin{cases} E_j(t), & t \in \tilde{\Lambda}_j, \\ 0, & t \in [0, 1] \setminus \tilde{\Lambda}_j, \end{cases}
\]
and
\[
\tilde{x}^j_k(t) := \begin{cases} x^j_k(t), & t \in \tilde{\Lambda}_j, \\ 0, & t \in [0, 1] \setminus \tilde{\Lambda}_j. \end{cases}
\]

The functions \(\tilde{\lambda}_j(\cdot), \tilde{E}_j(\cdot),\) and \(\tilde{x}^j_k(\cdot)\) are differentiable in all but at most two points \(t \in [0, 1]\) and for each \(j \in \mathcal{R}\) the differential equation
\[
\tilde{\lambda}_j(t) = \frac{1}{m_j} \sum_{k=1}^{m_j} \left[ C \tilde{x}^j_k(t), \tilde{x}^j_k(t) \right] \geq 0
\]
holds in all but at most two points \(t \in [0, 1];\) cf. (3.2). In addition, the projections \(\tilde{E}_j(t)\) are \([\cdot, \cdot]\)-selfadjoint for every \(t \in [0, 1].\) The rest of this proof is divided into several steps.

1. Basis representations: By \(E_C\) denote the spectral function of the non-negative operator \(C.\) Since \(0\) is not a singular critical point of \(C,\) the spectral projections \(E_C(\mathbb{R}^+), E_C(\mathbb{R}^-)\) and \(E_C(\{0\})\) exist. In particular, \(E_C(\{0\}), \mathcal{H} = \ker C^2 = \ker C\) is a Krein space. Let
\[
\ker C = \mathcal{H}_+, [+], \mathcal{H}_-
\]
be an arbitrary fundamental decomposition of \(\ker C.\) Then with \(\mathcal{H}_\pm := \mathcal{H}_\pm [+], E_C(\mathbb{R}^\pm) \mathcal{H}\) we obtain a fundamental decomposition
\[
\mathcal{H} = \mathcal{H}_+ [+], \mathcal{H}_-
\]
of \(\mathcal{H}.\) By \(J\) denote the fundamental symmetry associated with this fundamental decomposition and set \((\cdot, \cdot) := [J, \cdot].\) Then \((\cdot, \cdot)\) is a Hilbert space scalar product on \(\mathcal{H},\) and \(C\) is a selfadjoint operator in the Hilbert space \((\mathcal{H}, (\cdot, \cdot)).\) By \(\|\cdot\|\) denote the norm induced by \((\cdot, \cdot).\) Let \((\gamma)\) be an enumeration of the non-zero eigenvalues of \(C\) (counting multiplicities). Since \(C \in \mathcal{S}_p(\mathcal{H}),\) we have
\[
(\gamma_k) \in l^p.
\]
Let \(\{\varphi_l\}\) be an \((\cdot, \cdot)-orthonormal basis of \(\text{ran} C\) such that \(\varphi_l\) is an eigenvector of \(C\) corresponding to the eigenvalue \(\gamma_l.\) Then we have \(\|\varphi_l\| = \tilde{\delta}_{l0}.\) In the following we do not distinguish the cases \(\dim \text{ran} C < \infty\) and \(\dim \text{ran} C = \infty,\) that is, \(l = 1, \ldots, m\) for some \(m \in \mathbb{N}\) and \(l \in \mathbb{N},\) respectively.

Consider the basis representation of \(v \in \text{ran} C\) with respect to \(\{\varphi_l\}.\) There exist \(\alpha_l \in \mathbb{C}\) such that \(v = \sum \alpha_l \varphi_l.\) Therefore
\[
[v, \varphi_l] = \sum_l \alpha_l [\varphi_l, \varphi_l] = \alpha_k [\varphi_k, \varphi_k] \quad \text{and} \quad v = \sum_l \frac{[v, \varphi_l]}{[\varphi_l, \varphi_l]} \varphi_l.
\]
Consequently, for \(x = u + v, u \in \ker C, v \in \text{ran} C,\) we have \([x, \varphi_l] = [v, \varphi_l], [Cx, x] = [Cx, v]\) and hence
\[
[Cx, x] = \left[ Cx, \sum_l \frac{[x, \varphi_l]}{[\varphi_l, \varphi_l]} \varphi_l \right] = \sum_l [Cx, \varphi_l] \frac{[\varphi_l, x]}{[\varphi_l, \varphi_l]} = \sum_l [x, C\varphi_l] \frac{[\varphi_l, x]}{[\varphi_l, \varphi_l]} = \sum_l [x, \varphi_l] \frac{[\varphi_l, x]}{[\varphi_l, \varphi_l]} = \sum_l \gamma_l [x, \varphi_l] \frac{[\varphi_l, x]}{[\varphi_l, \varphi_l]} = \sum_l [x, \varphi_l] \frac{[\varphi_l, x]}{[\varphi_l, \varphi_l]} \frac{[\varphi_l, x]}{[\varphi_l, \varphi_l]} = \sum_l [x, \varphi_l] \frac{[\varphi_l, x]}{[\varphi_l, \varphi_l]} \frac{[\varphi_l, x]}{[\varphi_l, \varphi_l]} = \sum_l [x, \varphi_l] \frac{[\varphi_l, x]}{[\varphi_l, \varphi_l]} \frac{[\varphi_l, x]}{[\varphi_l, \varphi_l]}
\]
where the non-negativity of $C$ was used in the last equality, cf. (2.1). Let $j \in \mathcal{R}$ be fixed, $t \in \widetilde{\Delta}_j$ and $x \in \mathcal{X}$. Then

$$E_j(t)x = \sum_{k=1}^{m_j} \{E_j(t)x, x_k^j(t)\} x_k^j(t) = \sum_{k=1}^{m_j} [x, E_j(t)x_k^j(t)] x_k^j(t) = \sum_{k=1}^{m_j} [x, x_k^j(t)] x_k^j(t).$$

If $t \in [0,1] \setminus \Delta_j$, then $\tilde{E}_j(t) = 0$ and $\tilde{x}_k^j(t) = 0$, $k = 1, \ldots, m_j$. Hence

$$\tilde{E}_j(t)x = \sum_{k=1}^{m_j} [x, \tilde{x}_k^j(t)] \tilde{x}_k^j(t)$$

(3.12)

holds for all $t \in [0,1]$ and all $x \in \mathcal{X}$.

2. Norm bounds: In the following we prove that the projections $\tilde{E}_j(t)$ are uniformly bounded in $j \in \mathcal{R}$ and $t \in [0,1]$. For $x \in \mathcal{X}$ we have $\tilde{E}_j(t)x \in E_{A(t)}(\{a,b\})\mathcal{X}$, and with Lemma 3.3 we obtain

$$\|J\tilde{E}_j(t)x\| \geq \tilde{\delta} \|\tilde{E}_j(t)x\| \geq \tilde{\delta} \|J\tilde{E}_j(t)x\|^2.$$

This implies

$$\|J\tilde{E}_j(t)\| \leq \frac{1}{\tilde{\delta}} \tag{3.13}$$

Similarly, $\|E_{A(t)}(\{a,b\})\| \leq 1/\tilde{\delta}$ is shown to hold for $t \in [0,1]$. Consequently, the eigenvalues of $J\tilde{E}_j(t)$ do not exceed $1/\tilde{\delta}$, and from $\dim J\tilde{E}_j(t)\mathcal{X} \leq m_j$ it follows that the operator $J\tilde{E}_j(t)$ has at most $m_j$ non-zero eigenvalues. Hence, its trace $\text{tr}(J\tilde{E}_j(t))$ satisfies

$$\text{tr}(J\tilde{E}_j(t)) \leq \frac{m_j}{\tilde{\delta}} \tag{3.14}$$

3. The main estimate: Let $j \in \mathcal{R}$. For $t \in [0,1]$ we have

$$\{\hat{\lambda}_j(t) : j \in \mathcal{R}, \tilde{\Delta}_j \ni t\} = (a,b) \cap \sigma_d(\{A(t)\}) = : \Xi(t),$$

and it follows from the (strong) $\sigma$-additivity of the spectral function $E_{\lambda}(t)$ (see, e.g., [24]) that for every $x \in \mathcal{X}$

$$\sum_{j \in \mathcal{R}} \hat{E}_j(t)x = \sum_{j \in \mathcal{R}, t \in \tilde{\Delta}_j} E_j(t)x = \sum_{\lambda \in \Xi(t)} E_{\lambda}(\{\hat{\lambda}_j\})x = E_{A(t)}((a,b))x. \tag{3.15}$$

From the differential equation (3.9) we obtain for $j \in \mathcal{R}$

$$\hat{\lambda}_j(1) - \hat{\lambda}_j(0) = \frac{1}{m_j} \int_0^1 \sum_{k=1}^{m_j} \left| C \tilde{x}_k^j(t) \right| dt \tag{3.16}$$

$$\leq \frac{1}{m_j} \int_0^1 \sum_{k=1}^{m_j} \sum_{l=1}^{m_j} \left| \phi_l \right| \left| \left[ \tilde{x}_k^j(t), \phi_l \right] \right|^2 dt$$

$$= \sum_{l=1}^{m_j} \frac{\left| \phi_l \right|}{m_j} \int_0^1 \sum_{k=1}^{m_j} \left| \left[ \phi_l, \tilde{x}_k^j(t) \right] \tilde{x}_k^j(t) \right| dt \tag{3.17}$$

$$\leq \sum_{l=1}^{m_j} \frac{\left| \phi_l \right|}{m_j} \int_0^1 \frac{\left| E_j(t) \phi_l \right|^2}{\left| \phi_l \right| dt.}$$
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For \( j \in \mathcal{R} \) and \( l \) we set

\[
\sigma_{jl} := \frac{1}{m_j} \int_0^1 [\tilde{E}_j(t) \varphi_l \varphi_j] \, dt \quad \text{and} \quad \sigma_j := \sum_l \sigma_{jl}.
\]

Then \( \sigma_j \geq 0 \) for all \( j \in \mathcal{R} \), as \( \sigma_{jl} \geq 0 \) for all \( l \). In fact, we have \( \sigma_j > 0 \) for each \( j \in \mathcal{R} \). Indeed, if \( \sigma_j = 0 \) for some \( j \in \mathcal{R} \), then for every \( t \in [0,1] \)

\[
\text{tr} (J\tilde{E}_j(t)) = \sum_l (J\tilde{E}_j(t) \varphi_l \varphi_j) = \sum_l [\tilde{E}_j(t) \varphi_l \varphi_j] = 0,
\]

which implies \( J\tilde{E}_j(t) = 0 \) (and thus \( \tilde{E}_j(t) = 0 \)), since the \((\cdot,\cdot)\)-selfadjoint operator \( J\tilde{E}_j(t) \) has only non-negative eigenvalues. Therefore, \( \Delta_j = \emptyset \), which is not possible. Moreover,

\[
\sigma_j = \frac{1}{m_j} \int_0^1 \sum_l [\tilde{E}_j(t) \varphi_l \varphi_j] \, dt = \frac{1}{m_j} \int_0^1 \sum_l (J\tilde{E}_j(t) \varphi_l \varphi_j) \, dt = \frac{1}{m_j} \int_0^1 \text{tr} (J\tilde{E}_j(t)) \, dt = \frac{\sigma_j}{\delta}.
\]

(3.16)

In addition (cf. (3.13) and (3.14)), for each \( l \) we have

\[
\sum_{j \in \mathcal{R}} m_j \sigma_{jl} = \sum_{j \in \mathcal{R}} \int_0^1 [\tilde{E}_j(t) \varphi_l \varphi_j] \, dt = \int_0^1 \sum_{j \in \mathcal{R}} \tilde{E}_j(t) \varphi_l \varphi_j \, dt = \int_0^1 [E_{\lambda_j}(t) \varphi_l \varphi_j] \, dt \leq \int_0^1 \| E_{\lambda_j}(t) \| \| \varphi_l \| \| \varphi_j \| \, dt \leq \frac{1}{\delta}.
\]

(3.17)

Let \( j \in \mathcal{R} \). For \( n \in \mathbb{N} \) we set \( c_n := \sum_{l=1}^n \sigma_{jl} / \sigma_j \leq 1 \). Then the convexity of \( x \mapsto |x|^p \), (3.15), and (3.16) imply

\[
|\tilde{\lambda}_j(1) - \tilde{\lambda}_j(0)|^p = \lim_{n \to \infty} c_n^p \left( \left( \frac{\sigma_{jl}}{c_n \sigma_j} \right) \right) ^p \leq \lim_{n \to \infty} c_n^{p-1} \sum_{l=1}^n \sigma_{jl}^{p-1} |\lambda_l|^p \leq \sum_{l=1}^{\infty} \sigma_{jl}^{p-1} |\lambda_l|^p \leq \frac{1}{\delta^{p-1}} \sum_{l=1}^{\infty} \sigma_{jl} |\lambda_l|^p
\]

in the case that \( \text{ran} C \) is infinite dimensional (that is, \( l = 1, \ldots, \infty \)); otherwise the above estimate holds with a finite sum on the right hand side. Hence, (3.17) and (3.10) yield

\[
\sum_{j \in \mathcal{R}} m_j |\tilde{\lambda}_j(1) - \tilde{\lambda}_j(0)|^p \leq \frac{1}{\delta^{p-1}} \sum_{l=1}^{\infty} \sum_{j \in \mathcal{R}} m_j |\lambda_l|^p \leq \frac{1}{\delta^{p-1}} \sum_l |\lambda_l|^p < \infty.
\]

(3.18)

4. Final conclusion: It suffices to consider the case \( [a,b] \cap \sigma_{\text{ess}}(A) \neq \emptyset \), as otherwise \( \sigma_{\text{p}}(A) \cap (a,b) \) and \( \sigma_{\text{p}}(B) \cap (a,b) \) are finite sets and hence the theorem holds. We consider the following three possibilities separately: \( a, b \in \sigma_{\text{ess}}(A) \), exactly one endpoint of \( (a,b) \) belongs to \( \sigma_{\text{ess}}(A) \), and \( a, b \notin \sigma_{\text{ess}}(A) \).

(i) Assume that \( a, b \in \sigma_{\text{ess}}(A) \). Then, by Lemma (3.1) and (3.8) for all \( j \in \mathcal{R} \) the values \( \tilde{\lambda}_j(0) \) and \( \tilde{\lambda}_j(1) \) either are boundary points of \( \sigma_{\text{ess}}(A) = \sigma_{\text{ess}}(B) \) (see (3.1)) or points in the discrete
spectrum of $A$ and $B$, respectively. Taking into account the multiplicities of the discrete eigenvalues of $A$ and $B$ it is easy to construct sequences

$$(\alpha_n) \subset \{\tilde{\lambda}_j(0): j \in \mathbb{R}\} \text{ and } (\beta_n) \subset \{\tilde{\lambda}_j(1): j \in \mathbb{R}\}$$

such that $(\alpha_n)$ and $(\beta_n)$ are extended enumerations of discrete eigenvalues of $A$ and $B$ in $(a,b)$ and $(\beta_n - \alpha_n) \in \ell^p$ by (3.18).

(ii) Suppose that $a \notin \sigma_{\text{ess}}(A)$ and $b \in \sigma_{\text{ess}}(A)$ (the case $a \in \sigma_{\text{ess}}(A)$ and $b \notin \sigma_{\text{ess}}(A)$ is treated analogously). Then for each $j \in \mathbb{R}$ the value $\tilde{\lambda}_j(1)$ is either a boundary point of $\sigma_{\text{ess}}(B)$ or a discrete eigenvalue of $B$. Hence, the sequence $(\beta_n)$ in (i) is an extended enumeration of discrete eigenvalues of $B$ in $(a,b)$. But it might happen that there exist indices $j \in \mathbb{R}$ such that $\tilde{\lambda}_j(0) = a$, which is not a boundary point of $\sigma_{\text{ess}}(A)$ and not a discrete eigenvalue of $A$ in $(a,b)$. In the following we shall show that the number of such indices is finite. Then we just replace the corresponding values $\tilde{\lambda}_j(0)$ in $(\alpha_n)$ by a point in $\partial \sigma_{\text{ess}}(A) \cap (a,b)$ and obtain an extended enumeration $(\alpha_n)$ of discrete eigenvalues of $A$ in $(a,b)$ such that $(\beta_n - \alpha_n) \in \ell^p$.

Assume that $\tilde{\lambda}_j(0) = a$ for all $j$ from some infinite subset $\mathcal{J}_a$ of $\mathbb{R}$. Then $\tilde{\lambda}_j(t) = a$ for all $t \in [0,t_j]$, where $t_j := \inf \tilde{\lambda}_j$, $j \in \mathcal{J}_a$. Observe that $a \in \sigma_{\text{d}}(A(t_j))$ (cf. Lemma 3.1) and $\tilde{\lambda}_j(t) = a$, and as $a \notin \sigma_{\text{ess}}(A(t_j))$ for all $t \in [0,1]$, the set $\{j: j \in \mathcal{J}_a\}$ is an infinite subset of $[0,1]$. Hence we can assume that $t_j$ converges to some $t_0$, $t_j \neq t_0$ for all $j \notin \mathcal{J}_a$, and that the functions $\tilde{\lambda}_j$ are not constant. Choose $\varepsilon > 0$ such that $a - \varepsilon > 0$ and

$$([a - \varepsilon, a] \cup (a,a + \varepsilon)) \cap \sigma(A(t_0)) = \emptyset.$$ 

Either $t_0 \notin \Delta_j$ or $t_0 \in \Delta_j$, in which case $|\tilde{\lambda}_j(t_0) - a| > \varepsilon$ holds. As $\tilde{\lambda}_j(t_j) = a$ for each $j$ there exists $s_j$ between $t_0$ and $t_j$ such that $|\tilde{\lambda}_j(s_j) - a| = \varepsilon$. Therefore, there exists $\xi_j$ between $s_j$ and $t_j$ such that

$$\varepsilon = |\tilde{\lambda}_j(t_j) - \tilde{\lambda}_j(s_j)| = |\tilde{\lambda}_j'(\xi_j)|t_j - s_j| \leq \tilde{\lambda}'_j(\xi_j)|t_j - t_0|.$$ 

Hence, $\tilde{\lambda}'_j(\xi_j) \to \infty$ as $j \to \infty$. On the other hand, by Lemma 5.2 there exists $\delta_0 > 0$ such that $|x,\xi| \geq \delta_0 |x|^2$ for all $x \in E_A(t)([a-\varepsilon,\infty))\mathcal{H}$ and $t \in [0,1]$. Together with (5.2) this implies

$$\tilde{\lambda}'_j(\xi_j) \leq \frac{\|C\|}{m_j} \sum_{i=1}^{m_j} \|x_j'(\xi_j)\|^2 \leq \frac{\|C\|}{m_0 \delta_0} \sum_{i=1}^{m_j} |x_j'(\xi_j),x_j'(\xi_j)| = \frac{\|C\|}{\delta_0},$$

a contradiction. Hence there exist at most finitely many $j \in \mathbb{R}$ such that $\tilde{\lambda}_j(0) = a$.

(iii) If $a, b \notin \sigma_{\text{ess}}(A)$, we choose $c \in (a,b) \cap \sigma_{\text{ess}}(A)$ and construct the extended enumerations $(\alpha_n)$ and $(\beta_n)$ as the unions of the extended enumerations in $(a,c)$ and $(c,b)$, which exist by (ii).

\[ \square \]
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