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Abstract

Understanding and predicting environmental phenomena often requires the construction of spatio-temporal statistical models, which are typically Gaussian processes. A common assumption made on Gaussian processes is that of covariance stationarity, which is unrealistic in many geophysical applications. In this article, we introduce a deep-learning-inspired approach to construct descriptive nonstationary spatio-temporal models by modeling stationary processes on warped spatio-temporal domains. The warping functions we use are constructed using several simple injective warping units which, when combined through composition, can induce complex warpings. A stationary spatio-temporal covariance function on the warped domain induces covariance nonstationarity on the original domain. Sparse linear algebraic methods are used to reduce the computational complexity when fitting the model in a big data setting. We show that our proposed nonstationary spatio-temporal model can capture covariance nonstationarity in both space and time, and provide better probabilistic predictions than conventional stationary models in both simulation studies and on a real-world data set.
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1 Introduction

There is often a need to build statistical models to explain and predict environmental phenomena. Statistical models have been used, for example, to obtain accurate estimates of Antarctic ice sheet mass balance and the resulting contribution to sea level rise (e.g., Martín-Espanol et al., 2016), and to determine sources and sinks of greenhouse gases (e.g., Miller et al., 2013). In addition to being representative of the underlying processes, statistical models used in the environmental sciences need to also be constructed in such a way that they can be fitted with big (e.g., remote sensing) data. In Section 4 we provide an exemplar of such a case, where we predict changes in elevation in space and time from remote sensing data over Pine Island Glacier in Antarctica. This process is highly nonstationary since the glacier flows over complex bed topography with spatially-varying horizontal velocity.

Gaussian processes are widely used in spatial statistics to model environmental processes. However, Gaussian processes cannot be easily used to model large data sets due to well-known issues concerning computational tractability when fitting and predicting (see Abdulah et al., 2018, for an example of recent work that attempts to circumvent computational difficulties in this context). Therefore, a variety of alternative approaches have been developed to model large spatial or spatio-temporal data. Some of the most commonly used approaches adopt low-rank representations; these include fixed rank kriging (Cressie and Johannesson, 2008) and predictive processes (Banerjee et al., 2008). Other approaches to model large spatial/spatio-temporal data use matrix sparsity to reduce the computational burden. These methods include sparse covariance methods such as covariance tapering (Kaufman et al., 2008), sparse precision methods based on stochastic partial differential equations (SPDEs; Lindgren et al., 2011), and the class of so-called “Vecchia approximations” (Vecchia, 1988), which includes within it the nearest neighbor Gaussian process (Datta et al., 2016a) and the multiresolution approximation (Katzfuss, 2017; Katzfuss and Guinness, 2021). In general, low-rank approximations produce less accurate predictions than full-rank approximations do in big-data settings (e.g., Heaton et al., 2019), because they cannot capture the fine-scale behavior of the spatial fields.

Large spatial data offer the opportunity to model aspects of the process, such as nonstationarity, that are often difficult to characterize with small data sets. Nonstationarity occurs when the behavior of the process is not the same everywhere across the domain: In particular, covariance nonstationarity occurs when the covariance between two observations depend on the locations of the observations (and not just the displacement between the locations). Some of the aforementioned approaches to model large spatial data do allow for nonstationarity (e.g.,
fixed rank kriging models, \cite{CressieJohannesson2008}. However, the nonstationarity induced by these models tends to be too simplistic for modeling real-world data. Models that are regarded as reasonably flexible include low-rank models constructed using process convolutions with spatially varying kernels \cite{Higdon2002}, which have spatially varying model parameters, \cite{Katzfuss2013}, and models built on domain partitions \cite{Heaton2017}.

One of the most popular approaches to modeling nonstationary spatial data is the deformation approach, which was first proposed by \cite{SampsonGuttorp1992}. The nonstationary behavior of spatial processes often arises from the properties of the geographical domain; the deformation approach acknowledges this by modeling nonstationarity through deformation of the spatial domain. There have been several works using deformations to model large nonstationary data. One of these is the work by \cite{Hildeman2021}, in which deformations are embedded in the SPDE model of \cite{Lindgren2011}. The deformation function in this model is not parameterized directly, which leads to difficulties in model interpretability. Another work is by \cite{Guinness2021}, in which the warping function is a linear combination of the gradients of spherical harmonic functions. Usually, when constructing deformation models, the deformation functions need to be complicated enough to capture all the nonstationarity in the data, and the deformation functions should also be injective to avoid space-folding, which may otherwise lead to poor prediction performance. A recent work by \cite{ZammitMangion2022} addressed these issues by using compositional injective warping functions to model large nonstationary spatial data. However, they used a low-rank structure on the warped domain which, as mentioned above, can lead to over-smooth predictions when one has big data \cite{Heaton2019, ZammitMangionCressie2021}. In this article, we use a similar approach to construct our warping function, but use a high-rank model (by using Vecchia approximations) on the warped domain.

Modeling nonstationary spatio-temporal data is also of interest in several scientific domains. Spatio-temporal models are often categorized into two groups: descriptive models and dynamic models \cite{CressieWikle2011}, and nonstationarity has been considered in both cases. For example, descriptive nonstationary models have been proposed by \cite{Garg2012} and \cite{SalvaniaGenton2020}, both of which use convolutions to induce spatially-varying parameters. Examples of dynamic nonstationary models can be found in the work by \cite{HuangHsu2004}, who use covariates in the covariance model, and in that by \cite{JurekKatzfuss2021}, who use multi-resolution decompositions of covariance matrices. The deformation approach to model nonstationary spatial data can be readily extended to model nonstationary spatio-temporal data. Some earlier works using the deformation approach in the spatio-temporal setting in-
volve the dynamic model of Morales et al. (2013), in which deformation was used to model spatial nonstationarity. Shand and Li (2017) extended the work by Bornn et al. (2012) and used dimension expansion (which can be cast as a deformation approach) to model spatial and temporal nonstationarity. Salvana and Genton (2020) also used deformations to construct Lagrangian spatio-temporal covariances.

In this article, we extend the deep-learning-inspired deformation approach of Zammit-Mangion et al. (2022) to a spatial-temporal context. Specifically, we construct descriptive nonstationary spatio-temporal models using deformation functions that warp the spatial domain and the temporal domain separately to address the nonstationarity in both space and time. Similarly to the spatial-only case, a stationary spatio-temporal covariance function is then used on the warped domain, and this covariance function can either be separable or non-separable, resulting in a separable, nonstationary or a nonseparable, nonstationary covariance function on the original domain, respectively. A novel contribution in this article is the implementation of a sparse approximation for the precision matrix using the deep-learning package tensorflow (Allaire and Tang, 2019) in R, to reduce the computational complexity when estimating the spatial and temporal warping functions with big data. Our proposed models and implementation seek to address some of the limitations of previous works which, for example, either only considered nonstationarity in space (Hildeman et al., 2021), or only considered small (or subsampled) data sets (Shand and Li, 2017).

The remainder of the article is organized as follows. In Section 2, we introduce nonstationary spatial and spatio-temporal covariance models constructed through compositional warping functions. We also show how one can take advantage of the Vecchia approximation to make inference and prediction with the nonstationary models in a warped setting. In Section 3, we illustrate the implementation of the nonstationary spatio-temporal covariances on two simulated data sets: one with a separable covariance function, and one with an asymmetric covariance function. In Section 4, we analyze the observed changes of ice surface elevation in Pine Island Glacier, Antarctica, for the period 2012–2017 using our proposed nonstationary covariance model. We show that the spatial warping function estimated by our model gives us information of spatial structure of the bed topography from measurements of elevation change over time, thus providing a physical interpretation to the inferred nonstationary behavior of the process. Code to reproduce results and figures in the manuscript can be found at https://github.com/quanvu17/spatio_temporal_compositional_warpings. Section 5 concludes.
2 Model

In this section, we first introduce the nonstationary spatial and spatio-temporal covariance models constructed via compositional warpings. We then show how parameter estimation and prediction with the warping model can be done via the Vecchia approximation. Finally, we briefly discuss aspects of model implementation.

2.1 Nonstationary Spatial Covariances

We begin by giving a brief overview of the deformation approach to modeling nonstationarity in the spatial case. Assume that we have noisy observations \{\(Z_k: k = 1, \ldots, n\)\} of a Gaussian process \(\tilde{Y}(\cdot)\) indexed over a spatial domain \(G_s \subset \mathbb{R}^2\) that we call the geographical spatial domain. Specifically, let

\[
Z_k = \tilde{Y}(s_k) + \epsilon_k; \quad k = 1, \ldots, n,
\]

where \(s_k \in G_s, k = 1, \ldots, n, \{\epsilon_k: k = 1, \ldots, n\}\) are Gaussian measurement errors which satisfy \(\epsilon_k \sim \text{Gau}(0, \tau^2)\), and \(\tau^2\) is the variance of the measurement error. We model the Gaussian process \(\tilde{Y}(\cdot)\) as

\[
\tilde{Y}(s) = x(s)' \beta + Y(s), \quad s \in G_s,
\]

where \(x(\cdot) = (x_1(\cdot), \ldots, x_q(\cdot))'\) are \(q\) covariates, \(\beta\) is a \(q\)-dimensional vector of unknown coefficients that need to be estimated, and \(Y(\cdot)\) is a zero-mean Gaussian process.

An assumption often made with the Gaussian process \(Y(\cdot)\) is that of (second-order) stationarity. A stationary Gaussian process has a covariance function that depends only on the displacement \(h = s - u\) of the locations \(s, u\), that is,

\[
\text{cov}(\tilde{Y}(s), Y(u)) \equiv C_G(s, u) = C_{G_s}^G(h), \quad s, u \in G_s,
\]

where \(C_{G_s}^G(\cdot)\) is a stationary covariance function on \(G_s\).

In many environmental applications, it is often unrealistic to assume stationarity for the spatial process \(Y(\cdot)\). We can use various methods to construct a nonstationary process. In this paper, we are particularly interested in using the deformation approach [Sampson and Guttorp, 1992] since the inferred warping function can often be related to properties of the geophysical process, which in turn could be useful for model interpretability. In the deformation approach, one models the nonstationary covariance function on the geographical spatial domain \(G_s\) as a stationary covariance function on a warped spatial domain \(D_s\) through an injective and differentiable spatial warping function \(f_s: G_s \rightarrow D_s\). Then,

\[
C_{G_s}(s, u) = C_{D_s}(f_s(s), f_s(u)) = C_{D_s}^G(f_s(s) - f_u(u)), \quad s, u \in G_s,
\]
2.2 Nonstationary Spatio-Temporal Covariances

We next extend the above spatial-only model to a spatio-temporal model. Now, the noisy observations \( \{Z_k : k = 1, \ldots, n\} \) are of a Gaussian process \( \tilde{Y}(\cdot; \cdot) \) indexed over a geographic spatio-temporal domain \( G_{st} \equiv G_s \times G_t \), \( G_t \subseteq \mathbb{R} \). Analogous to (1), we have that
\[
Z_k = \tilde{Y}(s_k; t_k) + \epsilon_k; \quad k = 1, \ldots, n, \tag{4}
\]
and analogous to (2), we model the Gaussian process \( \tilde{Y}(\cdot; \cdot) \) as
\[
\tilde{Y}(s; t) = x(s; t)\beta + Y(s; t), \quad s \in G_s, \; t \in G_t, \tag{5}
\]
where \( x(\cdot; \cdot), \beta \) and \( Y(\cdot; \cdot) \) are all defined similarly as in (2).

A stationary spatio-temporal Gaussian process, often assumed for its simplicity and computational tractability, has a covariance function that depends only on the spatial displacement \( h = s - u \) of the spatial locations \( s, u \in G_s \), and the temporal displacement \( w = t - v \) of the time points \( t, v \in G_t \), that is, a covariance function that satisfies
\[
\text{cov}(Y(s; t), Y(u; v)) \equiv C_{G_{st}}(s, u; t, v) = C_{G_{st}}^o(h; w). \tag{6}
\]

The deformation approach can be extended to model nonstationarity in both space and time. Here, we propose to use different warping functions to warp the spatial domain and the temporal domain separately: a spatial warping function \( f_s : G_s \rightarrow D_s \), and a temporal warping function \( f_t : G_t \rightarrow D_t \). Define the warped spatio-temporal domain as \( D_{st} \). The covariance model then becomes
\[
C_{G_{st}}(s, u; t, v) = C_{D_{st}}^o(f_s(s), f_s(u); f_t(t), f_t(v))
= C_{D_{st}}^o((f_s(s) - f_s(u); f_t(t) - f_t(v)), \tag{7}
\]
for \( s, u \in G_s; t, v \in G_t \), where \( C_{D_{st}}^o(\cdot; \cdot) \) is a stationary spatio-temporal covariance function on the warped domain.

To model complex spatial nonstationary behavior, we adapt the deep-learning-inspired deformation approach in Zammit-Mangion et al. (2022), where the spatial warping function is constructed from a composition of \( L \) injective warping units (or layers), that is,
\[
f_s(\cdot) \equiv f_L \circ f_{L-1} \circ \cdots \circ f_1(\cdot). \tag{8}
\]

We consider axial warping units (which we describe below), and radial basis function units, which are described in Zammit-Mangion et al. (2022). This warping approach guarantees
injection (which helps avoid space-folding and results in better predictive performance), and is relatively flexible when compared to other approaches often used in spatial applications, such as those based on splines. The temporal domain is only one-dimensional, and therefore we can use an axial warping unit for the temporal warping function $f_t(\cdot)$, which is given by

$$f_t(\cdot) = \sum_{i=1}^{r} w_i \phi_i(\cdot), \quad (9)$$

where $w_i > 0$, $i = 1, \ldots, r$, $\phi_1(t) = t; \phi_i(t) = \frac{1}{1+\exp[-\theta_1(t-\theta_2)]}, i = 2, \ldots, r$, and $\theta_1$ and $\theta_2$ are parameters that are set such that $f_t(\cdot)$ can model reasonably complex functions on the entirety of $G_t$, as typically done when using basis functions to model spatial/temporal processes (e.g., Wikle et al. 2019). Note that the function $f_t(t), t \in G_t$, is strictly increasing. This is to ensure that the order in time is preserved on the temporal warped domain: that is, to ensure that if $t_1 < t_2; t_1, t_2 \in G_t$ then $f_t(t_1) < f_t(t_2)$. Note that it is possible for two (or more) warping functions to characterize the same covariance function. This identifiability problem is discussed elsewhere (e.g., Vu et al. 2022).

The spatio-temporal covariance model on the geographical domain can either be a separable or a nonseparable covariance function. A spatio-temporal covariance function is said to be separable if it can be written as the product of a spatial-only covariance function and a temporal-only covariance function, that is, if one can write down

$$\text{cov}(Y(s; t), Y(u; v)) = C_{G_s}(s, u)C_{G_t}(t, v), \quad s, u \in G_s; \ t, v \in G_t.$$  

We note that,

$$C_{G_s}(s, u)C_{G_t}(t, v) = C_{D_s}(f_s(s), f_s(u))C_{D_t}(f_t(t), f_t(v)),$$

for $s, u \in G_s$ and $t, v \in G_t$, implying that, for the proposed covariance model in (7), the spatio-temporal covariance function on the geographical domain is separable if and only if the covariance function on the warped domain is separable. If one anticipates having a nonseparable covariance function on the geographical spatio-temporal domain, then one needs to use a nonseparable covariance function on the warped domain.

Spatio-temporal covariance functions are sometimes also assumed to be symmetric. In such cases, one can write

$$\text{cov}(Y(s; t), Y(u; v)) = \text{cov}(Y(s; v), Y(u; t)), \quad s, u \in G_s; \ t, v \in G_t.$$  

When studying processes involving advection or directional flows, it is more appropriate to use asymmetric covariance functions. An asymmetric covariance function is always nonseparable.
(Gneiting et al., 2006). Therefore, if one anticipates having asymmetric covariances on the geographical spatio-temporal domain, then one needs to use an asymmetric covariance function on the warped domain.

2.3 Parameter Estimation and Prediction Using Vecchia Approximations

Inference with the nonstationary deformation model can be done using restricted maximum likelihood (REML) as in Vu et al. (2022). Let $Z \equiv (Z_1, \ldots, Z_n)'$, $Y \equiv (Y(s_1; t_1), \ldots, Y(s_n; t_n))'$, $X \equiv (x(s_1; t_1), \ldots, x(s_n; t_n))'$, $\epsilon \equiv (\epsilon_1, \ldots, \epsilon_n)'$, and $\Sigma = \text{cov}(Y) + \text{cov}(\epsilon)$. Let $\theta$ be the vector containing all parameters appearing in the covariance matrix $\Sigma$, which include those needed to construct the warping function and the covariance function on the warped domain. To estimate the parameters, we maximize the log restricted likelihood for the model (11), which is given by

$$L(\theta; Z) = -\frac{n-q}{2} \log(2\pi) + \frac{1}{2} \log |X'X| + \frac{1}{2} \log |Q| - \frac{1}{2} \log |X'QX| - \frac{1}{2} Z\Pi Z,$$

(10)

where $\Pi = Q - QX(X'QX)^{-1}X'Q$ and $Q \equiv \Sigma^{-1}$ is the precision matrix of $Z$.

Since one requires factorization of $Q$ to evaluate (10), the computational complexity of evaluating the log restricted likelihood is $O(n^3)$. Since computations may become infeasible when $n$ is large, an approximation of $Q$ is often needed. In this article, we use the Vecchia approximation (Vecchia, 1988; Katzfuss and Guinness, 2021), to obtain a sparse approximation of $Q$.

Consider the joint distribution of the observations, which can be written as the product of conditional distributions, that is,

$$p(Z) = \prod_{i=1}^{n} p(Z_i \mid Z_{A(i)}) = \prod_{i=1}^{n} N(\mu_i, \Sigma_i),$$

(11)

where $A(i) \equiv \{1, \ldots, (i-1)\}$, $i \geq 2$, is the set of all indices from 1 to $(i-1)$ and $A(1) = \emptyset$; $\mu_1 = x(s_1; t_1)'/\beta$, $\Sigma_1 = \Sigma_{1,1}$; $\mu_i = x(s_i; t_i)'/\beta + \Sigma_{i,A(i)}^{-1}\Sigma_{A(i),A(i)}^{-1}(Z_{A(i)} - X_{A(i)}\beta)$, and $\Sigma_i = \Sigma_{i,i} - \Sigma_{i,A(i)}\Sigma_{A(i),A(i)}^{-1}\Sigma_{A(i),i}$. Here, we have used set subscripts to denote vector or matrix subsets. For example, $Z_{A(i)} \equiv (Z_1, \ldots, Z_{i-1})'$, and similarly for matrices.

We obtain an approximation $\tilde{p}(Z)$ of $p(Z)$ by replacing the conditional distributions $\{p(Z_i \mid Z_{A(i)})\}_{i=2}^{n}$ in (11) with $\{p(Z_i \mid Z_{N(i)})\}_{i=2}^{n}$, where $N(i)$ is the collection of indices of the observations that are ‘nearest’ (spatially/spatio-temporally) to $Z_i$, $i \geq 2$. Usually, one sets $|N(i)|$ to $\min(m, i-1)$, where $m$ is the maximum number of neighbors considered for each
datum (e.g., Datta et al., 2016a). Then, instead of having to deal with a large covariance matrix for each conditional distribution, that is, the matrix \( \Sigma^{A(i),A(i)} \), we only need to consider a smaller covariance matrix \( \Sigma^{N(i),N(i)} \). The approximate joint distribution \( \tilde{p}(Z) \) has a sparse precision matrix \( \tilde{Q} \), where \( \tilde{Q} \equiv \Sigma^{-1} = (I - A)^T D^{-1} (I - A) \), and

\[
A = \begin{cases}
    A_{1,j} = 0; & j = 1, \ldots, n \\
    A_{i,N(i)} = \Sigma_{i,N(i)} \Sigma^{-1}_{N(i),N(i)}; & i = 2, \ldots, n \\
    A_{i,j} = 0; & j \notin N(i); \quad i = 2, \ldots, n
\end{cases},
\]

\[
D = \begin{cases}
    D_{1,1} = \Sigma_{1,1} \\
    D_{i,i} = \Sigma_{i,i} - \Sigma_{i,N(i)} \Sigma^{-1}_{N(i),N(i)} \Sigma_{N(i),i}; & i = 2, \ldots, n \\
    D_{i,j} = 0; & j \neq i; \quad i = 1, \ldots, n
\end{cases},
\]

are a sparse matrix and a diagonal matrix, respectively (Finley et al., 2019). We then replace \( Q \) in (10) with the (approximate) sparse precision matrix \( \tilde{Q} \). The computational complexity of the likelihood evaluation using the approximate sparse precision matrix is \( O(nm^2) \).

Because the approximation \( \tilde{p}(Z) \) depends on the neighbor sets \( N(i), i \geq 2 \), and these sets also depend on the ordering of the observations \( Z \), how we order the observations and find the neighbor sets has an impact on the accuracy of the approximation. Guinness (2018) investigated a few approaches on ordering the observations, and found that ordering approaches such as maximum-minimum distance ordering or random ordering might be better than the often used strategy of coordinated-based ordering. Following the conclusions of Guinness (2018), we therefore use maximum-minimum distance ordering in space and a simple random ordering in time (since the data sets we consider only span a few time points) to re-order the observations in Sections 3 and 4. Once we suitably re-order the observations, we define the neighbor sets of the ordered observations. In a spatio-temporal setting, we need the neighbor sets to include observations from multiple time points, to adequately capture the temporal dependency. To do this, we first rescale the temporal coordinates with a scaling factor chosen so that the neighbor sets often include at least some observations at adjacent time points. We then find the nearest neighbors using Euclidean distances in three-dimensional space (via the spatial coordinates and the rescaled temporal coordinates). Other approaches that could be used include a “simple neighbor selection” approach (Datta et al., 2016b), which uses a Cartesian product of spatial nearest neighbors and temporal nearest neighbors. Because the model (7) involves warpings of the spatial and temporal domains, ordering and finding the neighborhood of the observations can also be performed on the warped coordinates. Our preliminary experiments indicate that
first fitting the model and then using neighbors of ordered observations on the warped domain for re-fitting the model does not substantially change the parameter estimates.

After finding the parameter estimates, we can use these estimates to obtain the prediction $Y_\ast$ at a new spatial location and time point $(s_\ast, t_\ast)'$:

$$
E(Y_\ast | Z) = x'_\ast \beta + \Sigma_{s,N_\ast} \Sigma_{N,N_\ast}^{-1}(Z_{N_\ast} - X_{N_\ast} \beta),
$$

$$
Var(Y_\ast | Z) = \Sigma_{s,*} - \Sigma_{s,N_\ast} \Sigma_{N,N_\ast}^{-1} \Sigma_{N_\ast,*},
$$

where $N_\ast$ is the collection of indices of the observations nearest to $(s_\ast, t_\ast)'$. The set subscripts are used to denote vector or matrix subsets, and the subscript * denotes the quantity evaluated at the new location and time point $(s_\ast, t_\ast)'$. The nearest neighbors used for prediction can be found either on the original domain $G_{st}$ or on the warped domain $D_{st}$. In Section 3.1, we show the difference in the predictive performance when finding $N_\ast$ using neighbors on $G_{st}$ and $D_{st}$. We find that using the neighbors on $D_{st}$ (rather than on $G_{st}$) results in better predictive performance. This is to be expected, since stationarity is assumed on the warped domain, finding the neighbor sets on the warped domain will likely lead to a better approximation of the likelihood than doing so on the original domain.

### 2.4 Implementation in \textit{TensorFlow}

Since our model shares some similarities with traditional neural-network models, namely that both use compositions of functions to introduce model complexity, we used \textit{TensorFlow}, a deep-learning platform that is usually used for fitting neural-network models, in \textit{R} \cite{Allaire2019} for model fitting. We first constructed our model as a directed acyclic graph as shown in Figure 1 where the spatial warping function has a multi-layer structure. The output of this graph is a loss function; in our case, it is the (negative) log restricted likelihood function. \textit{TensorFlow} minimizes the loss function by updating the parameters via a gradient-based optimizer. The gradients of the loss function with respect to each of the model parameters are computed through backpropagation \cite{Rumelhart1986}, that is, the gradients are computed backwards from the loss function to the parameters on the graph using the chain rule. This approach allows one to implement and fit complicated compositional warping functions with relative ease.

To facilitate parallelization when model fitting, we developed new software for doing Vecchia approximations in \textit{TensorFlow}. Specifically, we first computed and stored the quantities required to construct $A$ and $D$ in \cite{10.1093/biomet/63.1} and \cite{10.1093/biomet/63.1} as three-dimensional tensors. These tensors were constructed such that the inner dimensions contain the required components (which are
Figure 1: Model as constructed in TensorFlow. Yellow: Inputs to the model. Blue: Parameters that need to be estimated. Green: Functions constructed in TensorFlow. Red: Loss function.

of size $1 \times 1$, $1 \times m$, or $m \times m$, as needed), and such that the outer dimension indexes the observation (and hence takes values in $i = 1, \ldots, n$). Matrix operations in TensorFlow, such as matrix inversions and multiplications, using these three-dimensional tensors can be done in parallel in what is referred to as a batch matrix operation. This setup is particularly computationally advantageous when using a graphics processing unit (GPU). After the required matrix computations, the three-dimensional tensors are transformed into sparse two-dimensional tensors; these sparse tensors are then used to compute the log restricted likelihood in (10) using functions designed for sparse tensors in TensorFlow. Note that the TensorFlow implementation of the Vecchia approximation can be easily adopted for other space-time warping approaches (e.g., one that warps space and time jointly).

All computations for the data examples in Sections 3 and 4 were performed on a server with 64 cores in Intel Xeon E5-2683 @2.1 GHz processors, 256 GB RAM, and an NVIDIA GeForce GTX TITAN GPU. For a data set of 20,000 observations (such as in the simulation studies in Section 3), and choosing $m = 50$ neighbors, it takes around 10 minutes to fit the stationary model (that is, when the warping functions are fixed to identity functions), while it takes around 15 minutes to fit the nonstationary model.
3 Simulation Studies

In this section, we demonstrate the use of our nonstationary spatio-temporal covariance model with two simulated data sets. The first data set was simulated using a separable covariance function, while the second one was simulated using an asymmetric covariance function.

3.1 Simulation Study with Nonstationary Separable Covariances

We begin with a simulation study with a data set from a nonstationary separable covariance function. The data were simulated from the Gaussian model \(4\) on an equally spaced 51 \(\times\) 51 grid on the spatial domain \(G_s = [-0.5, 0.5] \times [-0.5, 0.5]\), at 10 equally spaced time points on the temporal domain \(G_t = [-0.5, 0.5]\), with zero mean and the covariance function \(7\). The spatial warping function, \(f_s(\cdot)\), was set to be a composition of two axial warping units (one for each spatial dimension), followed by a single resolution radial basis function unit, while the temporal warping function, \(f_t(\cdot)\), was set to be an axial warping unit. The data were simulated from a stationary process, with the separable covariance function,

\[
C_{OD}(h; w) = \sigma^2 \exp(-a_s \|h\|) \exp(-a_t |w|),
\]  

at locations on the warped domain, which were then mapped backwards to the geographical domain to induce nonstationarity.

We randomly subsampled 80\% of the simulated data (i.e., 20,808 data points) and used these as training data for fitting the models. The remaining 20\% (i.e., 5,202 data points) were used as validation data. For each validation data set, we first ordered the observations using maximum-minimum distance ordering in space (Guinness, 2018), and used \(m = 50\) nearest neighbors in space and time to fit and predict with both the stationary and nonstationary covariance models. For the stationary covariance model we used \(7\) with both \(f_s(\cdot)\) and \(f_t(\cdot)\) set as identity functions. For the nonstationary covariance model we used \(7\) with the spatial warping function \(f_s(\cdot)\) a composition of two single resolution radial basis function units (note that this is a misspecified warping function), and the temporal warping function \(f_t(\cdot)\) an axial warping unit. For the covariance function on the warped domain we used \(15\). We predicted with the nonstationary model using two methods, where we (i) used the set \(N_\ast\) of nearest neighbors on \(G_{st}\) or (ii) used the set \(N_\ast\) of nearest neighbors on \(D_{st}\). The process of simulating, fitting, and predicting the validation data was repeated 30 times.

The predictive performance over the 30 sets of predictions was evaluated using two scoring rules: the root mean squared prediction error (RMSPE) and the continuous ranked probability
Figure 2: True and estimated spatial and temporal warping functions for the simulation study of Section 3.1. Top row: True (left) and estimated (right) spatial warping function. Bottom row: True (left) and estimated (right) temporal warping function.

score (CRPS) \cite{Gneiting:2007}. Table 1 shows the results from the simulation experiment. We can see that the nonstationary model produces predictions that are generally better than the stationary model. We also see that when predicting with the nonstationary model, using the warped locations on $D_{st}$ to find the set $N_s$ provides better predictions. We also compared the estimated spatial and temporal warping functions to the true warping functions, and found that they are very similar (see Figure 2). This demonstrates the ability of the model to recover the underlying warping function, even when Vecchia approximations are used to characterize the process on the warped domain.
Table 1: Hold-out validation results for the simulation study in Section 3.1.

| Model                                      | RMSPE | CRPS |
|--------------------------------------------|-------|------|
| Stationary, separable                      | 0.394 | 0.215|
| Nonstationary, separable (NNs on $G_s$)    | 0.330 | 0.174|
| Nonstationary, separable (NNs on $D_{st}$) | 0.303 | 0.162|

3.2 Simulation Study with Nonstationary Asymmetric Covariances

We now turn to a simulation study where we fit data generated using a nonstationary asymmetric covariance function. Similar to Section 3.1, the data set was simulated from the Gaussian model (4) on an equally spaced $51 \times 51$ grid on the spatial domain $G_s = [-0.5, 0.5] \times [-0.5, 0.5]$, at 10 equally spaced time points on the temporal domain $G_t = [-0.5, 0.5]$, with zero mean and a covariance model (7). The spatial warping used, $f_s(\cdot)$, was a single resolution radial basis function unit, while the temporal warping, $f_t(\cdot)$, was the identity function. The data were simulated from a stationary process, with the asymmetric, nonseparable covariance function,

$$C_{D}^{\alpha}(h; w) = \sigma^2 \exp(-a\|h - vw\|),$$

at locations on the warped domain, where $v$ is a fixed velocity vector. These locations were then mapped backwards to the geographical domain to induce nonstationarity. This covariance function has a mechanistic interpretation: it characterizes spatial fields moving in time according to $v$. When combining the asymmetric covariance function with the warping function, the model can capture a process that is evolving according to a spatio-temporally varying vector field.

We used the simulated data to compare the predictive performance of the stationary and nonstationary covariance models, where the stationary model assumes that the warping functions are identity functions and where the nonstationary model has the same warping functions as in Section 3.1. For both the stationary model and the nonstationary model we consider the covariance functions (15) and (16). As in Section 3.1 we randomly subsampled 80% of the simulated data and used the remaining 20% as validation data. Fitting and predicting was done using $m = 50$ neighbors, and the process of simulating, fitting, and predicting the validating data was repeated 30 times.

Table 2 shows the results from the simulation study. We can see that the nonstationary model produces predictions that are generally better than the stationary model, and the predictions from the asymmetric models are better than those from the separable models. We also
Table 2: Hold-out validation results for the simulation study in Section 3.2.

| Model                        | RMSPE | CRPS |
|------------------------------|-------|------|
| Stationary, separable        | 0.409 | 0.232|
| Stationary, asymmetric       | 0.405 | 0.229|
| Nonstationary, separable     | 0.397 | 0.224|
| Nonstationary, asymmetric    | 0.383 | 0.216|

checked the parameter estimates, and found that the estimated warping functions are similar to the true warping functions (see Figure S1 in the supplementary material). As alluded to above, although the true velocity vector $v$ is spatially invariant on $D_{st}$, it induces a non-homogeneous velocity field on $G_{st}$ as a result of the warping function. Thus, this nonstationary model is able to capture spatially varying temporal dynamics; in Figure S2 in the supplementary material, we show that the true underlying velocity field is well-estimated in this experiment.

4 Application to Changes in Antarctica Elevation

4.1 Background

Global land ice, including the Greenland and Antarctic ice sheets, are significant components of the global sea level budget, contributing around 44% of the global mean sea level rise over the satellite altimetry observation era from 1992 to present (WCRP Global Sea Level Budget Group, 2018). Accurate estimates of ice sheet mass balance are critical to quantifying this contribution to sea level rise. Monitoring the long term evolution of the ice sheet provides insights into the driving processes causing mass changes, namely ice dynamic imbalance (variations in ice flow) or surface processes (variations in snowfall). Ascertain the relative contribution of each of these processes is key to better ascertaining its sea level contribution over the coming decades.

Measurements of changes in ice sheet elevation ($\Delta h/\Delta t$) by multi-mission satellite altimetry provide the longest continuous record of ice sheet volume change, and hence mass change (Sandberg Sørensen et al., 2018; Schröder et al., 2019). These are typically point-referenced observations, with their spatio-temporal resolution defined by the satellites’ orbital characteristics. To estimate integrated volume or mass change, the ice sheet elevation change must be predicted over the entire ice sheet domain. One challenge of conventional satellite altimetry is sparse coverage in regions of steep topography at the ice sheet margins, where high velocity outlet glaciers are responsible for some of the largest $\Delta h/\Delta t$ rates (Hurkmans et al., 2012).
The Synthetic Aperture Radar Interferometric (SARIn) mode of CryoSat-2 (launched in 2010) has greatly improved observational coverage in these marginal regions, although sparse coverage still remains over mountainous regions such as the Antarctic Peninsula.

We analyze an elevation change data set of Pine Island Glacier to illustrate the use of our nonstationary spatio-temporal covariance models. Pine Island Glacier has been the subject of extensive research by geoscientists because of the region’s topography and its susceptibility to marine ice sheet instability: a positive feedback mechanism of increased ice mass losses. The CryoSat-2 $\Delta h/\Delta t$ data used in this study are from [Bamber and Dawson (2020)]. For full processing details, see [Bamber and Dawson (2020)]. To derive $\Delta h/\Delta t$ from the original spatio-temporally irregular elevation ($h$) observations, a plane fit approach was applied across a regularly spaced polar stereographic grid ([McMillan et al. 2014]) at a 4 km spatial resolution. The plane fit approach solves simultaneously for $\Delta h/\Delta t$ whilst also accounting for the variation in topography within each grid cell. Due to the long 369-day repeat cycle of the satellite, each annual $\Delta h/\Delta t$ was computed using a three-year moving window of data weighted temporally using a tri-cube function. The resulting data product is a set of regularly spaced $\Delta h/\Delta t$ estimates at a 4 km interval on a grid of size 65 $\times$ 70 covering the glacier, at an annual temporal resolution over the period 2012–2017 (a total of 27,300 data points). We then randomly sub-sampled 80% of the data set (which is complete over the considered time period) to create a training data set (see Figure S3 in the supplementary material); the remainder was left for validation.

4.2 Results

The main aim of this section is to check whether our proposed nonstationary model can capture the nonstationary behavior in space and time of surface elevation change. We set the spatial warping function in our nonstationary model, $f_s(\cdot)$, to be a composition of two single resolution radial basis function units, while we set the temporal warping function, $f_t(\cdot)$ to be an axial warping unit. In this application, we are interested in the year-to-year fluctuations of $\Delta h/\Delta t$; these will be highly nonstationary in space and time, but likely unaffected by the nonseparable, asymmetric nature of glacial flow that is only evident over large time scales. We therefore let the covariance function on the warped domain be symmetric and separable:

$$C^*_D(h; w) = \sigma^2 \exp(-a_s\|h\|) \exp(-a_t|w|).$$

We fitted the model and predicted the validation data using the methodology outlined in Section 2.3 with $m = 50$. 

We first analyze the estimated spatial warping function in order to assess its characterization of the physical properties of the ice sheet domain. Figure 3 shows the estimated spatial warping function. In general, a region on the geographical domain that has more variability will be expanded on the warped domain, while a region with lower variability will be contracted. The estimated warping function can therefore yield insights into the physical properties of different regions in our domain. We see that there is a large expansion of the warped domain outside of the grounding line, which is defined as the line that separates the grounded ice from the ice shelf (floating ice), indicating that elevation change is more variable for floating ice than for grounded ice. This was expected: Ice shelves differ from grounded ice in that they are freely floating on the ocean surface, therefore their flow characteristics are not governed by bedrock topography. Instead, the ice shelf provides buttressing back stresses to the grounded ice, regulating its flow into the ocean. When the ice is freely floating, elevation rates are much more spatially heterogeneous, in part due to the impact of basal melt caused by warmer ocean currents which has high spatial variability (Gourmelen et al., 2017). We also see an expansion in the warped domain in the central part of the ice stream trunk. In this central part, the warping acts as a shear, in such a way that vertical lines in $G_s$ become diagonal in $D_s$ (see top right panel of Figure 3). This warping is reflective of the ice velocity (bottom left panel of Figure 3) which begins to change direction in this part of the domain. The high ice velocities (which can reach 4 km per year; Mouginot et al., 2014) can facilitate large changes in $\Delta h/\Delta t$. The sharp transition from compressed to expanded regions of the warped domain are also indicative of the steep bedrock topographic gradient of the ice stream (see bottom right panel in Figure 3), which is grounded on much deeper bedrock than the rest of the drainage basin. It is this bedrock geometry that constrains the spatial structure of the grounded ice sheet flow. The combination of these two geophysical quantities, ice velocity and bedrock topography, allow for much greater spatio-temporal variations in ice elevation change in this region through changes in ice dynamics, modulated by the response of the ice shelf to changes in oceanic driven melt forcing. As such, the estimated warping function is encapsulating the large variations in geophysical processes occurring over short spatial length scales. In contrast, elevation change over the rest of the ice sheet is driven by small fluctuations in snowfall, leading to a more spatially homogeneous signal, and hence a contraction in the warped domain. Note that information about ice velocity, bedrock topography and the grounding line is not used for estimating the warping function: the warping approach is able to capture physical properties of the region solely from the observations of elevation changes.

We next analyze the estimated temporal warping to assess the warping function’s character-
Figure 3: Estimated spatial warping function and geophysical properties of the spatial domain. Top left: Observation locations on the original domain. Top right: Locations on the warped domain. Bottom left: Ice velocity (the arrow size is proportional to the magnitude of the velocity; the largest arrow represents a velocity of approximately 4 km yr$^{-1}$). Bottom right: Bedrock topography in meters above sea level.

The warping process facilitates the visualization of temporal nonstationarity. We see that in the temporal dimension, the warped domain is contracted for the period 2012–2014, and expanded for the period 2014–2017 (see Figure S4 in the supplementary material). This indicates that the temporal variability in ice sheet $\Delta h/\Delta t$ is modest for the earlier part of the time series, but larger after 2014. This corroborates with what is expected from geophysical considerations: For the 2010–2014 period, the elevation of
the ice shelf was stable in comparison to the sustained thinning seen since the 1990s (Bamber and Dawson, 2020; Paolo et al., 2018), implying a reduction in the oceanic driven basal melt in this region. The stability also coincides with minimal grounding line movement for this period (Konrad et al., 2018; Joughin et al., 2016). The result of this ice shelf stabilization is the regulation of the ice stream flow and a temporary state of disequilibrium, which results in smaller inter-annual variations in $\Delta h/\Delta t$. For the 2014–2017 period, the resumption of basal melt under the ice shelf at similar rates prior to 2010 (Bamber and Dawson, 2020; Paolo et al., 2018), reduces the ice shelf’s buttressing capability and therefore induces a resumption of accelerations in $\Delta h/\Delta t$ within the vicinity of the grounding line. Additionally, due to the material properties of ice, this rapid variation in flow regime will be propagated inland of the grounded ice sheet as a delayed response to the behavior at the grounding line.

Finally, we compare the predictive performance of our nonstationary model with that of the stationary model in (15) on the validation data. There was no noticeable difference between the predictions of the models, but the prediction standard errors from the two models differed substantially. Figure 4 shows the prediction standard errors derived from the two models. We see that the prediction standard errors from the stationary model have no clear pattern, since the observations are evenly distributed over the geographical domain. Those from the nonstationary model, on the other hand, are related to the geography of the glacier: the prediction standard errors are higher outside of the grounding line and along the main outlet trunk of Pine Island Glacier, for the difference is that, for our nonstationary model, the prediction standard errors depend on the observed locations on the warped domain and not those on the geographical domain. In regions of contraction where there are several observations, the prediction standard errors are lower, while in regions of expansion (such as the region of the floating ice) where there are fewer observations, the prediction standard errors are larger. We also notice that there is an improvement for the 95% interval score (Gneiting and Raftery, 2007) from the nonstationary model (1.275) over that from the stationary model (1.362). Therefore, in addition to the considerable interpretive advantages, the nonstationary model also yields slightly better uncertainty quantification than the stationary model.

5 Conclusion

In this article, we introduce a new class of descriptive nonstationary spatio-temporal covariance function constructed through spatial and temporal warping functions. Specifically, separate spatial warping functions and temporal warping functions are used to capture covariance
nonstationarity in both space and time. The warping functions are modeled as compositions of injective warping units, which allow for complex deformations. We then use a stationary spatio-temporal covariance function on the warped domain, which can be either separable or nonseparable, producing either a separable, nonstationary or a nonseparable, nonstationary covariance function on the original domain. Vecchia approximations are also used to reduce the computational complexity when fitting and predicting, when the data dimension is large.

We demonstrate the use of our proposed nonstationary spatio-temporal model on both simulated and real-world data sets. In general, we show that the spatial and temporal warpings can accurately characterize the nonstationary behavior of the processes, and can provide better probabilistic predictions than conventional stationary models.

There are several directions that can be considered for future work. First, in the article, we only consider warping space and time separately, and any nonseparability of the processes is captured by the covariance function. A different approach to model nonseparability is through a joint spatio-temporal warping function. Moreover, the article considers a descriptive spatio-temporal model, which directly models the observations via spatio-temporal covariances. How-

Figure 4: Prediction standard errors for the years 2012, 2013 and 2014 (left to right). Top row: Stationary model. Bottom row: Nonstationary model.
ever, one may also consider dynamic spatio-temporal models, which treat the observations as a time series of spatial fields. Warping functions can then be used to model the nonstationarity in the spatial domain, while nonstationarity in the temporal domain can be addressed by other methods, such as time-varying parameters. Finally, we have demonstrated our approach with a real-world data set that is relatively spatio-temporally complete. We envision this model to be particularly useful for sparser data sets, such as historical (1992–2010) elevation change data sets, which precede the launch of the CryoSat-2 satellite.

**Acknowledgements**

Q.V. was supported by a University Postgraduate Award from the University of Wollongong, Australia. A.Z.-M. was supported by the Australian Research Council (ARC) Discovery Early Career Research Award (DECRA) DE180100203 and by the ARC Special Research Initiative in Excellence in Antarctic Science (SRIEAS) Grant SR200100005 Securing Antarctica’s Environmental Future. S.J.C. was supported by the European Research Council (ERC) under the European Union’s Horizon 2020 research and innovation programme under grant agreement No 694188 (GlobalMass) and by the European Space Agency (ESA) as part of the Climate Change Initiative (CCI) fellowship (ESA ESRIN/Contract No. 4000133466/20/I/NB).

**S1 Additional Figures**
Figure S1: True and estimated spatial and temporal warping functions for the simulation study of Section 3.2. Top row: True (left) and estimated (right) spatial warping functions. Bottom row: True (left) and estimated (right) temporal warping functions.

References

Abdulah, S., Ltaief, H., Sun, Y., Genton, M. G., and Keyes, D. E. (2018). ExaGeoStat: A high performance unified software for geostatistics on manycore systems. *IEEE Transactions on Parallel and Distributed Systems*, 29:2771–2784.

Allaire, J. J. and Tang, Y. (2019). *tensorflow: R Interface to ‘TensorFlow’*. Online: Available from [https://github.com/rstudio/tensorflow](https://github.com/rstudio/tensorflow).

Bamber, J. L. and Dawson, G. J. (2020). Complex evolving patterns of mass loss from Antarctica’s largest glacier. *Nature Geoscience*, 13:127–131.

Banerjee, S., Gelfand, A. E., Finley, A. O., and Sang, H. (2008). Gaussian predictive process
Figure S2: Velocity field evaluated at a few spatial locations on $G_{st}$ for the simulation study of Section 3.2. Left and center panels: Velocity field as estimated by the stationary and nonstationary models, respectively. Right panel: The true underlying velocity field.

Figure S3: Observations of the elevation change in Pine Island Glacier in the period 2012–2017 that are used as training data.
Figure S4: Estimated temporal warping function for the application case study of Section 4.

models for large spatial data sets. *Journal of the Royal Statistical Society: Series B*, 70:825–848.

Bornn, L., Shaddick, G., and Zidek, J. V. (2012). Modeling nonstationary processes through dimension expansion. *Journal of the American Statistical Association*, 107:281–289.

Cressie, N. and Johannesson, G. (2008). Fixed rank kriging for very large spatial data sets. *Journal of the Royal Statistical Society: Series B*, 70:209–226.

Cressie, N. and Wikle, C. K. (2011). *Statistics for Spatio-Temporal Data*. John Wiley & Sons, Hoboken, NJ.

Datta, A., Banerjee, S., Finley, A. O., and Gelfand, A. E. (2016a). Hierarchical nearest-neighbor Gaussian process models for large geostatistical datasets. *Journal of the American Statistical Association*, 111:800–812.

Datta, A., Banerjee, S., Finley, A. O., Hamm, N. A., and Schaap, M. (2016b). Nonseparable dynamic nearest neighbor Gaussian process models for large spatio-temporal data with an application to particulate matter analysis. *Annals of Applied Statistics*, 10:1286–1316.

Finley, A. O., Datta, A., Cook, B. D., Morton, D. C., Andersen, H. E., and Banerjee, S. (2019). Efficient algorithms for Bayesian nearest neighbor Gaussian processes. *Journal of Computational and Graphical Statistics*, 28:401–414.

Garg, S., Singh, A., and Ramos, F. (2012). Learning non-stationary space-time models for environmental monitoring. In *Twenty-Sixth AAAI Conference on Artificial Intelligence*, pages 288–294.
Gneiting, T., Genton, M. G., and Guttorp, P. (2006). Geostatistical space-time models, stationarity, separability, and full symmetry. In *Statistical Methods for Spatio-Temporal Systems*, pages 151–175.

Gneiting, T. and Raftery, A. E. (2007). Strictly proper scoring rules, prediction, and estimation. *Journal of the American Statistical Association*, 102:359–378.

Gourmelen, N., Goldberg, D. N., Snow, K., Henley, S. F., Bingham, R. G., Kimura, S., Hogg, A. E., Shepherd, A., Mougnot, J., Lenaerts, J. T., Ligtenberg, S. R. M., and van de Berg, W. J. (2017). Channelized melting drives thinning under a rapidly melting Antarctic ice shelf. *Geophysical Research Letters*, 44:9796–9804.

Guinness, J. (2018). Permutation and grouping methods for sharpening Gaussian process approximations. *Technometrics*, 60:415–429.

Guinness, J. (2021). Gaussian process learning via Fisher scoring of Vecchia’s approximation. *Statistics and Computing*, 31:25.

Heaton, M. J., Christensen, W. F., and Terres, M. A. (2017). Nonstationary Gaussian process models using spatial hierarchical clustering from finite differences. *Technometrics*, 59:93–101.

Heaton, M. J., Datta, A., Finley, A. O., Furrer, R., Guinness, J., Guhaniyogi, R., Gerber, F., Gramacy, R. B., Hammerling, D., Katzfuss, M., Lindgren, F., Nychka, D. W., Sun, F., and Zammit-Mangion, A. (2019). A case study competition among methods for analyzing large spatial data. *Journal of Agricultural, Biological and Environmental Statistics*, 24:398–425.

Higdon, D. (2002). Space and space-time modeling using process convolutions. In *Quantitative Methods for Current Environmental Issues*, pages 37–56.

Hildeman, A., Bolin, D., and Rychlik, I. (2021). Deformed SPDE models with an application to spatial modeling of significant wave height. *Spatial Statistics*, 42:100449.

Huang, H.-C. and Hsu, N.-J. (2004). Modeling transport effects on ground-level ozone using a non-stationary space-time model. *Environmetrics*, 15:251–268.

Hurkmans, R. T. W. L., Bamber, J. L., Davis, C. H., Joughin, I. R., Khvorostovsky, K. S., Smith, B. S., and Schoen, N. (2014). Time-evolving mass loss of the Greenland ice sheet from satellite altimetry. *The Cryosphere*, 8:1725–1740.
Hurkmans, R. T. W. L., Bamber, J. L., Sørensen, L. S., Joughin, I. R., Davis, C. H., and Krabill, W. B. (2012). Spatiotemporal interpolation of elevation changes derived from satellite altimetry for Jakobshavn Isbræ, Greenland. *Journal of Geophysical Research: Earth Surface, 117:F3.*

Joughin, I., Shean, D. E., Smith, B. E., and Dutrieux, P. (2016). Grounding line variability and subglacial lake drainage on Pine Island Glacier, Antarctica. *Geophysical Research Letters, 43:9093–9102.*

Jurek, M. and Katzfuss, M. (2021). Multi-resolution filters for massive spatio-temporal data. *Journal of Computational and Graphical Statistics, 30:1095–1110.*

Katzfuss, M. (2013). Bayesian nonstationary spatial modeling for very large datasets. *Environmetrics, 24:189–200.*

Katzfuss, M. (2017). A multi-resolution approximation for massive spatial datasets. *Journal of the American Statistical Association, 112:201–214.*

Katzfuss, M. and Guinness, J. (2021). A general framework for Vecchia approximations of Gaussian processes. *Statistical Science, 36:124–141.*

Kaufman, C. G., Schervish, M. J., and Nychka, D. W. (2008). Covariance tapering for likelihood-based estimation in large spatial data sets. *Journal of the American Statistical Association, 103:1545–1555.*

Konrad, H., Shepherd, A., Gilbert, L., Hogg, A. E., McMillan, M., Muir, A., and Slater, T. (2018). Net retreat of Antarctic glacier grounding lines. *Nature Geoscience, 11:258–262.*

Lindgren, F., Rue, H., and Lindström, J. (2011). An explicit link between Gaussian fields and Gaussian Markov random fields: the stochastic partial differential equation approach. *Journal of the Royal Statistical Society: Series B, 73:423–498.*

Martín-Español, A., Zammit-Mangion, A., Clarke, P., Flament, T., Helm, V., King, M., Luthcke, S., Petrie, E., Rémy, F., Schön, N., Wouters, B., and Bamber, J. (2016). Spatial and temporal Antarctic Ice Sheet mass trends, glacio-isostatic adjustment, and surface processes from a joint inversion of satellite altimeter, gravity, and GPS data. *Journal of Geophysical Research: Earth Surface, 121:182–200.*
McMillan, M., Shepherd, A., Sundal, A., Briggs, K., Muir, A., Ridout, A., Hogg, A., and Wingham, D. (2014). Increased ice losses from Antarctica detected by CryoSat-2. *Geophysical Research Letters*, 41:3899–3905.

Miller, S. M., Wofsy, S. C., Michalak, A. M., Kort, E. A., Andrews, A. E., Biraud, S. C., Dlugokencky, E. J., Eluszkiewicz, J., Fischer, M. L., Janssens-Maenhout, G., Miller, B. R., Miller, J. B., Montzka, S. A., Nehrkorn, T., and Sweeney, C. (2013). Anthropogenic emissions of methane in the United States. *Proceedings of the National Academy of Sciences*, 110:20018–20022.

Morales, F. E. C., Gamerman, D., and Paez, M. S. (2013). State space models with spatial deformation. *Environmental and Ecological Statistics*, 20:191–214.

Mouginot, J., Rignot, E., and Scheuchl, B. (2014). Sustained increase in ice discharge from the Amundsen Sea Embayment, West Antarctica, from 1973 to 2013. *Geophysical Research Letters*, 41:1576–1584.

Paolo, F. S., Padman, L., Fricker, H. A., Adusumilli, S., Howard, S., and Siegfried, M. R. (2018). Response of Pacific-sector Antarctic ice shelves to the El Niño/Southern Oscillation. *Nature Geoscience*, 11:121–126.

Rumelhart, D. E., Hinton, G. E., and Williams, R. J. (1986). Learning representations by back-propagating errors. *Nature*, 323:533–536.

Salvana, M. L. O. and Genton, M. G. (2020). Nonstationary cross-covariance functions for multivariate spatio-temporal random fields. *Spatial Statistics*, 37:100411.

Sampson, P. D. and Guttorp, P. (1992). Nonparametric estimation of nonstationary spatial covariance structure. *Journal of the American Statistical Association*, 87:108–119.

Sandberg Sørensen, L., Simonsen, S. B., Forsberg, R., Khvorostovsky, K., Meister, R., and Engdahl, M. E. (2018). 25 years of elevation changes of the Greenland ice sheet from ERS, Envisat, and CryoSat-2 radar altimetry. *Earth and Planetary Science Letters*, 495:234–241.

Schröder, L., Horwath, M., Dietrich, R., Helm, V., van den Broeke, M. R., and Ligtenberg, S. R. M. (2019). Four decades of Antarctic surface elevation changes from multi-mission satellite altimetry. *The Cryosphere*, 13:427–449.

Shand, L. and Li, B. (2017). Modeling nonstationarity in space and time. *Biometrics*, 73:759–768.
Vecchia, A. V. (1988). Estimation and model identification for continuous spatial processes. *Journal of the Royal Statistical Society: Series B*, 50:297–312.

Vu, Q., Zammit-Mangion, A., and Cressie, N. (2022). Modeling nonstationary and asymmetric multivariate spatial covariances via deformations. *Statistica Sinica*, 32:2071–2093.

WCRP Global Sea Level Budget Group (2018). Global sea-level budget 1993–present. *Earth System Science Data*, 10:1551–1590.

Wikle, C. K., Zammit-Mangion, A., and Cressie, N. (2019). *Spatio-Temporal Statistics with R*. CRC Press, Boca Raton, FL.

Zammit-Mangion, A. and Cressie, N. (2021). FRK: An R package for spatial and spatio-temporal prediction with large datasets. *Journal of Statistical Software*, 98:4.

Zammit-Mangion, A., Ng, T. L. J., Vu, Q., and Filippone, M. (2022). Deep compositional spatial models. *Journal of the American Statistical Association*, 117:1787–1808.