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Abstract

Ride-sourcing platforms enable an on-demand shared transport service by solving decision problems often related to customer matching, pricing and vehicle routing. These problems have been frequently represented using aggregated mathematical models and solved via algorithmic approaches designed by researchers. The increasing complexity of ride-sourcing environments compromises the accuracy of aggregated methods. It, therefore, signals the need for alternative practices such as agent-based models which capture the level of complex dynamics in ride-sourcing systems. The use of these agent-based models to simulate ride-sourcing fleets has been a focal point of many studies; however, this occurred in the absence of a prescribed approach on how to build the models to mimic fleet operations realistically. To bridge this research gap, we provide a framework for building bespoke agent-based models for ride-sourcing fleets, derived from the fundamentals of agent-based modelling theory. We also introduce a model building sequence of the different modules necessary to structure a simulator based on our framework. To showcase the strength of our framework, we use it to tackle the highly non-linear problem of minimum fleet size estimation for autonomous ride-sourcing fleets. We do so by investigating the relationship of system parameters based on queuing theory principles and by deriving and validating a novel model for pickup wait times. By modelling the ride-sourcing fleet function in the urban areas of Manhattan, San Francisco, Paris and Barcelona, we find that ride-sourcing fleets operate queues with zero assignment times above the critical fleet size. We also show that pickup wait times have a pivotal role in the estimation of the minimum fleet size in ride-sourcing operations, with agent-based modelling to be a more reliable route for their identification given the system parameters. Our proposed agent-based modelling framework can be used to investigate complex problems and streamline reproducibility of research in ride-sourcing systems.
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1. Introduction

The widespread penetration of smartphone technology and the availability of high-speed internet over the cellular network facilitated the evolution of urban on-demand transportation services from traditional taxis to ride-sourcing platforms. These platforms, otherwise referred to as Transportation Network Companies (TNCs), operate as technology firms, by efficiently connecting incoming ride requests with available drivers in the network. In the last few years, TNCs managed to acquire large portions of the on-demand transportation market in cities due to their operational efficiency \cite{Schneider2020}. The digitization of on-demand transportation and the anticipated deployment of Autonomous Vehicles (AVs) in TNC services to exploit economies of scale, motivated a plethora of AV TNC related studies in recent years \cite{Wang2019}.
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The introduction of AVs in TNC services could transform TNC platforms into fleet operators (Qiu et al., 2018). Consequently, the typical list of decisions for a TNC, which includes assignment and pricing of private or shared rides, would be extended with fleet management functions, such as empty vehicle redistribution to areas of excess demand, as well as electric charging and parking operations. As TNCs are interested in running efficient services, the multitude of their decision problems is governed by mathematical models, usually in the form of optimisation problems, either structured as aggregated representations of the system or specific sub-problem instances in the fleet operation (Narayanan et al., 2020).

Developers of TNC platforms are usually interested in system-wide Key Performance Indicators (KPIs) to quantify the impact of their models. These KPIs might not always be identifiable from the mathematical models. Some examples of such metrics include the velocities of vehicles across areas in the network (congestion), the average wait or detour times of travellers, fleet utilization, or the level of sharing in a pooling service. Due to the complexity of the TNC operations, non-linearity of some relationships and heterogeneity of the client population are not always accounted in models. As a result, mathematical models, are not always capable of capturing the highly complex dynamics of the TNC environment and are subject to further validation.

To complement the scrutiny of their algorithms and capture higher-order effects, modellers resort to digital twins or simulations, using Agent-Based Models (ABMs). Through the use of ABMs, researchers can apply their algorithms in a realistic environment, observe and quantify the emergent behaviour of the system in time. ABMs are bottom-up models, which simulate the behaviour of actors (clients, vehicles, operators) in the system by defining them as software objects (agents), which interact according to behaviours set by the modeller. As a result, they are dis-aggregated representations of reality, which allow for heterogeneous characteristics between agents, and are capable of simulating highly complex and non-linear systems (Macal and North, 2010).

An example of an AV TNC problem which requires the use of ABMs is critical fleet sizing. Critical fleet sizing refers to the minimum fleet size required for the rate of incoming requests to be sustainably serviced. Specifically, suppose incoming requests join a queue until an available vehicle is assigned to them. In that case, fleet sizes below the critical, contribute to increasing queue lengths with incoming requests, therefore resulting in spiking assignment wait times for customers. This problem has been traditionally tackled in research through the use of queuing theoretical models with multiple servers by using parameters such as the rate of request arrivals and the average service time. However, the underlying network structure, the variation of velocities throughout the network and the spatial distribution of origin-destination locations contribute to non-homogeneous service times which make aggregation a challenging task. Furthermore, as the pickup time after assignment varies with fleet size, it results in an additional non-linear component in the service time. As a consequence, the more reliable route for estimating critical fleet sizes in TNC systems is the use of simulations which capture the complexities mentioned above.

In reviewing the relevant literature in Section 2, we observe that researchers applied ABMs extensively to investigate the impacts of AV TNC operations. Nonetheless, in anticipation of time-consuming software development, many studies resort to the use of ABM software packages which are inflexible when it comes to modelling non-trivial operational strategies. By contrast, studies which apply bespoke ABMs to test sophisticated optimization techniques often lack clarity in the structure of their simulation, which hinders reproducibility of their research and could potentially lead to significant omissions in the implementation. We therefore find that the existing state-of-the-art on AV TNC simulations, lacks a modular framework describing the components and building sequence of such ABMs for the different problems entangled in autonomous ride-sourcing, which is required to streamline such research.

To address this literature gap, we develop an agent-based modelling framework which identifies the core components of ABMs in autonomous ride-sourcing systems. We model our framework using the fundamentals of agent-based modelling and propose a building sequence for structuring simulations of the various problems in autonomous ride-sourcing. To demonstrate the practicality of our ABM framework, we use it to investigate the critical fleet size problem and compare the results with an aggregated model based on the theoretical properties of stable queues with multiple servers. Our contribution is summarized as follows:

- We anatomize the core components of ABMs in autonomous ride-sourcing systems and present them
in clear-cut classifications based on the fundamentals of agent-based modelling.

- We provide a simulation building sequence for tackling the different problems identified in autonomous ride-sourcing.

- We propose a model which makes use of pickup wait times in identifying the minimum required fleet size for autonomous ride-sourcing fleets based on queuing theoretical implementations.

- We perform simulations with an ABM, which we structure using our proposed framework, to identify upper bounds of the critical fleet size for the urban areas of Manhattan, San Francisco, Paris and Barcelona. We then compare the results with the expected outputs of our aggregated models.

The remainder of this paper is structured as follows: in Section 2, we provide a literature review of the ABM implementations for autonomous ride-sourcing systems. In Section 3, we outline the principles of agent-based modelling and provide examples of the approach across different disciplines. We present our ABM Framework and the model building sequence for different autonomous ride-sourcing problems in Section 4. In Section 5, we provide an outline of the literature on fleet sizing and present queuing theoretical formulations to highlight the areas of additional complexity with a pickup wait time model. We perform a series of simulations to identify critical fleet sizes and maximum pickup wait times using our ABM framework and discuss the results in Section 6. Conclusions and recommendations for future work are provided in Section 7.

2. Related Work

In this section we present the breadth of ABM applications in AV ride-sourcing and fleet sizing. To do so, we split the areas of application into the assignment problems of vehicle dispatching and ride-sharing, electric vehicle charging, fleet sizing, mode choice and pricing, and idle vehicle rebalancing. Table 1 summarizes the categorization of related literature on ABM applications for autonomous ride-sourcing.

Considering the dispatching problem, Shen and Lopes (2015) used an ABM to evaluate different dispatching strategies to improve wait times and trip success rate of private trips. In terms of ride-sharing only, Levin et al. (2017) used dynamic ride-sharing heuristics and a cell transmission model in an ABM to simulate the effects of ride-sharing on traffic flow. Dia and Javanshour (2017) applied an ABM to compare the impact between trip sharing in an Autonomous Mobility on Demand (AMoD) scheme to private vehicle ownership.

The concept of Shared Autonomous Vehicles (SAVs), an autonomous extension of the car-sharing industry, which resembles AV TNCs, was introduced by Fagnant and Kockelman (2013). The authors used a bespoke ABM to evaluate the impact of empty vehicle rebalancing in an SAV fleet in Austin, Texas. Their work was extended in a study by Fagnant et al. (2015), where they applied MATSim, an open-source ABM traffic simulation software, to evaluate the effects of different rebalancing strategies on customer wait times and fleet costs for SAV fleets. Boesch et al. (2016) also used MATSim to identify optimal fleet sizes for different levels of demand for an SAV fleet.

The impact of vehicle pooling strategies on mode choices was investigated by Martinez and Crist (2015), Martinez and Viegas (2016) and Hörl (2017) using ABMs. Other studies, such as (Chen and Kockelman, 2016) and (Maciejewski and Bischoff, 2016), attempted to identify the SAV mode penetration in the market using different pricing schemes. Chen and Kockelman (2016) used a bespoke ABM whereas Maciejewski and Bischoff (2016) used MATSim. The work in Chen et al. (2016) extended the study in Chen and Kockelman (2016), to investigate the operational costs for Shared Autonomous Electric Vehicle (SAEV) fleets and vehicle rebalancing.

The problem of identifying a cost-efficient fleet size was investigated in combination with other TNC/SAV in studies such as (Maciejewski et al., 2016), (Liu et al., 2017) and (Fagnant and Kockelman, 2018) using ABMs. Maciejewski et al. (2016) employed a large-scale micro-simulation of SAVs in Berlin and Barcelona via MATSim, to evaluate the effectiveness of dispatching strategies on the required fleet size to serve the trip data-set used. Liu et al. (2017) also used MATSim to identify the effectiveness of pricing strategies on
mode choice and fleet size in an SAEV fleet. Fagnant and Kockelman (2018) used an ABM to evaluate the impact of the level of ride-sharing and vehicle redistribution strategies on the required fleet size for an SAV operation.

Studies focused on sophisticated vehicle rebalancing strategies such as queuing theoretical models and aggregated optimization methodologies resorted to bespoke simulation models for validation rather than open-source ABM software such as MATSim. Zhang and Pavone (2016) used an ABM to validate their queuing theoretical vehicle redistribution model whereas Wen et al. (2017) and Lin et al. (2018) validated a reinforcement learning redistribution approach using an ABM. Similarly, Alonso-Mora et al. (2017), Wallar et al. (2018) and Iglesias et al. (2018) validated their aggregated optimization approach for vehicle redistribution using an ABM.

3. Agent-based Modelling Principles

The seminal work for agent-based modelling could be attributed to John von Neumann and Stanislaw Ulam when they created a grid-based model as a means for the design of the universal constructor; a machine capable of self-replication. Their grid-based model was comprised of a limited number of cells, each in one of a finite collection of states. The cells were assumed to alternate states in an iterative procedure, following a fixed rule. This type of discrete grid-based model was later termed cellular automata (CA) (Von Neumann et al., 1966). The concept of CA was subsequently incorporated in John Conway’s Game of Life which is also one of the earliest applications of agent-based modelling (Berlekamp et al., 2018).

What both Von Neumann’s and Conway’s experiments were showcasing, was that complex macro patterns could emerge by defining microscopic interaction rules between simple individual entities. These fundamental principles of CAs, extend to describe agent-based modelling, which, according to Bonabeau (2002), is the practice of describing a system by defining a collection of self-determining agents. Unlike Conway’s Game of Life; however, the agents are not necessarily restricted to simplistic behaviour, since the level of detail in the underlying system is entirely dependent upon the modeller. As such, agent-based models constitute powerful tools for modelling highly complex systems to identify emergent phenomena by enabling heterogeneity in the agent population and non-trivial networks of communication.
3.1. Key Agent-Based Modelling Components

According to [Macal and North 2010], agent-based models have three key components:

- A set of agents.
- The network of connectedness between agents.
- The model’s environment.

The agents are defined by their individual properties and their collective set of states. Behavioural definitions govern the alterations between states over time. Agent behaviour can range from fixed and simplistic (adhering to a finite set of rules), to adaptive and intelligent (perceptive with utility maximization). [Macal and North 2010] also argue that agents need to be uniquely identifiable and modular. They explain modularity as the property which clearly defines a boundary on what constitutes an agent in a model.

The network of connectedness between agents is otherwise referred to as the topology of the model (Bonabeau 2002; Macal and North 2010). It represents the mapping of possible social interactions. Each agent interacts with its neighbours, typically a subset of other agents in the model. The extent of neighbours (accessible agents), can vary according to the nature of the underlying topological model. In CA models such as the Game of Life, the topology is grid-based, with agents only connected to their immediate eight neighbouring cells. In models which consider a Euclidean topology, agents may only interact with others in their vicinity, up to a maximum Euclidean distanced radius. If the modeller considers a graph topology, agents (represented as nodes) are connected to their neighbours by graph edges.

The environment is used in order to represent the spatial and temporal dimensions of the model. It is, therefore, the boundary of the existence of everything within an agent-based model. As such, agents’ locations in time are derived by the environment. Also, complex environments could be characterized by local properties, such as events or limited resources, which create restrictions and impact agents (Crooks and Heppenstall 2012). For example, in an agent-based model which simulates motor traffic, the environment would take the form of a road network. Consequently, road links would be subject to a limited capacity of vehicles, and an event such as a storm, might also reduce the utility of travel. Figure 1 illustrates the agent-based model components described in a road network environment.

![Figure 1: Illustration of agent-based model components in a road network environment.](image)

3.2. Agent-Based Modelling Across Disciplines

The modularity and generality of the agent-based approach make it suitable for implementation in a variety of disciplines. Additionally, the substantial technological advancements in computing and the growing amount of data availability in the last decade has facilitated the emergence of numerous agent-based modelling projects, notably in areas such as transport, economics and epidemiology. In the following sub-sections, we offer an overview of some examples of agent-based methodologies applied in these areas.
3.2.1. Transport

Transportation planners are typically interested in evaluating the impact of new implementations, such as policy or infrastructure projects on transportation networks. These implementations could range from the introduction of new streets, congestion pricing or even public transit lines in existing networks. Traffic engineers traditionally derive key performance indicators of impact such as traffic flows, environmental footprint and cost-benefit ratios using aggregated four-step forecasting models. Nonetheless, the emergence of intelligent transportation systems, as well as complex solutions such as intersection design, created the need for modelling tools which assess the impact of such systems from a dis-aggregated perspective.

Agent-based simulations have therefore been useful in complementing the traditional four-step models due to their decentralized nature. Software packages such as Vissim allow micro-simulation of road networks where vehicles and pedestrians can act as agents in a realistic three-dimensional environment. The three-dimensional component of Vissim, however, prohibits the modelling of large scale networks. Nevertheless, software such as TRANSIMS and MATSim can conduct agent-based simulations of city-scale models, by considering vehicles and travellers as agents, but omitting the low level three dimensional network detail of Vissim.

3.2.2. Economics

In macro-economics, traditional analysis utilised the dynamic stochastic general equilibrium (DSGE) model. In these models, economists aim to identify the effects of policy on growth and business cycles in economies. Their premise is to evaluate the evolution of econometric factors through time, assuming that the economy is subject to random shocks and also in Walrasian equilibrium. Such models have been criticised by various studies for invalid assumptions additional to equilibrium, such as population homogeneity and rationality.

The simplicity of the DSGE assumptions leads to their inability to describe highly non-linear effects which are results of emergent behaviour or wealth distribution in an economy. As a consequence, agent-based modelling in finance is a useful tool to explore systems which are not in equilibrium and involve heterogeneous agents which act based on heuristics. Some implementations of agent-based models in finance consider the non-linear relationships of corporate bond trading in mutual funds and the underlying agent interactions that govern the UK housing market.

3.2.3. Epidemiology

During the unfolding of the Covid-19 pandemic, especially in the early months of 2020, agent-based modelling was critical in policy implementation in the United Kingdom and the United States. Agent-based models built in cooperation between engineers, mathematicians and epidemiologists, assisted in determining the footprint of the SARS-CoV-2 virus on the population. Studies such as the one by influenced the UK government in implementing strict social distancing rules to prevent an anticipated sharp increase in hospitalization rates which would overwhelm the National Healthcare System (NHS). The data input of such epidemiological agent-based models has been data-heavy but also uncertain. Consequently, stochastic processes were incorporated in the models, and multiple runs of the simulations assured the consideration of numerous scenarios by the modellers.

The brief structure of models, such as the ones employed to inform governments, was comprised of agents clustered in individual households. Socio-economical characteristics from census studies were employed to characterize the properties of the agent population. Some of the most critical properties have been age, sex, health status, type of work and amount of contacts. Then, the modellers anticipated social mixing using

---

1Four stage models include trip generation, trip distribution, modal split and traffic assignment.
2DSGE models typically assume a representative agent who is entirely rational.
3In behavioural economics it has been argued that people use heuristics in decision making rather than exact optimisation.
Table 2: Description of core agents’ properties, behaviours and key performance indicators (KPIs).

| Agent | Properties                          | Behaviours                        | KPIs               |
|-------|-------------------------------------|-----------------------------------|--------------------|
| Traveller | - Unique identifier | - Mode choice | - Utility       |
| | - Origin and destination           | - State logic                       | - Wait time      |
| | - Request time                     |                                    | - Travel time     |
| | - Utility function                 |                                    | - Detour          |
| | - Reservation price                |                                    | - Cost            |
| |                                    |                                    | - Trips shared    |
| Vehicle | - Unique identifier | - Charging station choice        | - Mileage         |
| | - Location                         | - Parking station choice           | - Revenue         |
| | - Capacity                         | - State logic                       | - Cost            |
| | - Velocity                         |                                    | - Trips served    |
| | - Range and charge                 |                                    | - Service rate    |
| | - Schedule                         |                                    |                   |
| | - Revenue function                 |                                    |                   |
| | - Cost function                    |                                    |                   |
| Operator | - Unique identifier | - Assignment/pricing choice      | - Mileage         |
| | - Fleet (vehicles)                 | - Fleet management strategy       | - Revenue         |
| | - Assignment strategies            |                                    | - Cost            |
| | - Pricing strategies               |                                    | - Trips served    |
| | - Routing algorithm                |                                    | - Service rate    |
| |                                    |                                    |                   |

data such as modes of travel and origin-destination matrices. The topology of these models was defined by agent geographic vicinity, as the transmission of the virus is only possible with the proximity of agents in the underlying environment. Additional data inputs, considered the biological description of the virus, such as the transmission rate and the viral impact on each agent (Ferguson et al., 2020; Chang et al., 2020).

4. Agent-Based Modelling Framework

We structure our ABM framework to facilitate a streamlined approach in creating models for the relevant problems in autonomous ride-sourcing highlighted in Section 2. As such, we first identify and analyse all the core components of the framework in line with the fundamental description provided in Section 3, and then we present our model building sequence.

4.1. Framework Components

Following the terminology in the work of Macal and North (2010), we split our framework composition between the components of agents, their respective topologies and the environment in which they exist.

4.1.1. Types of Agents

We used the research outlined in Section 2 to derive the core agents in an AV TNC system. In doing so, we identified three main types of agents: the traveller, the vehicle and the operator. We assume that each type of agent is characterised by some distinct properties and behaviours. However, to ensure uniqueness and modularity, all agents across all types have a unique identifier property and a list of states. We term the list of states as well as the mechanism description for alternating between states as state logic.

Furthermore, we identify a list of KPIs for each agent which could serve as a model output for each agent. Table 2 presents these core agents, their properties, behaviours and KPIs. Properties, behaviours and KPIs in our framework are non-exhaustive and also non-binding for model building but represent the typical ones encountered in the literature.
Travellers are potential clients who submit requests to the TNC for rides. Consequently, throughout the ride-sourcing literature, the terms of clients, requests or riders have been interchangeable (Wang and Yang, 2019). Their goal is to travel from an origin location to a destination. As such, their origin and destination coordinates are static properties. We assume travellers enter the system at their static request time and exit after they are delivered at their destination or when they abort the TNC service by cancelling their request (if this is possible in the model). Multiple travellers could also be bundled into the same request, with the number of persons in the request to be a property description.

To assist the acumen of traveller agents (if required), we assume a utility function that could take inputs which differentiate the quality of a TNC option amongst other options in the model (if any). Consequently, it could have deterministic inputs such as the prospective wait time, travel time and service price. The capability to support heterogeneous populations in ABMs, allows for monetising parameters in the utility function, such as the value of travel time, wait time, service price or other inputs, to be specific to individual travellers. Modellers could also define other traveller specific properties such as a reservation price, which reflects the maximum amount a traveller is willing to pay for a travel option.

Vehicles represent the AVs in the system, and their goal is to serve travellers. They can have properties such as the total and current capacity, as well as the total and current range. Since vehicles are self-moving agents, they are also characterised by velocity and location properties, which depend on the environment and vary during the simulation. We also assume that operators own the vehicles due to their autonomous nature. Consequently, their activity schedule and revenue function are both governed by the assignment and pricing strategies of their operator. The type of vehicle also defines its cost function, which could take as input the mileage and velocity fluctuations during the simulation.

Operators are agents which denote the AV fleet owners in the ABM. Depending on the model, there could be one or multiple operators in the system (monopolistic vs competitive scenarios). They dictate the assignment, pricing and routing methods which vehicles follow during the simulation. Operators are not explicitly regarded as agents in the literature outlined in Section 2; however modelling them as software entities allows for extensible properties which enable the simulation of scenarios that emulate adaptive behaviour by TNCs. Such scenarios could be the response to a congestion charge by a regulator agent or the fluctuation of pricing in competition.

As we mentioned earlier, all agents in our framework are assumed to have an arbitrary set of states. These states alternate during the simulation for each agent depending on discrete events, processes (i.e. assignment heuristic) or decisions. The complexity of decision making can vary. The majority of ABMs cited in Section 2 assume travellers always request and follow an assignment from a TNC unless some thresholds such as wait time, detour time or a reservation price are exceeded. Other studies (Chen and Kockelman, 2016; Liu et al., 2017) assume more sophisticated models, in which each option’s utility is an input to a discrete choice model. Discrete choice models have not been widely applied on AV TNC simulation studies, mainly due to the lack of necessary population information to validate such models.

Vehicle behaviours are governed by operator properties, such as assignment and pricing strategies, as well as the routing algorithm. Typically, a vehicle might be preliminarily assigned to a traveller by the operator using some assignment heuristic. The traveller then would either accept or abort the TNC service. Upon acceptance, the vehicle will follow a route to the traveller origin based on the routing algorithm specified by the operator. In cases where a vehicle needs to recharge or park, vehicles could decide which charging or parking station to visit using simple heuristics such as the nearest available station.

Our ABM framework does not intend to define the agents’ behaviours but rather collectively classify them as sub-systems. We follow this approach to maintain a flexible and extensible nature in modelling. Nonetheless, in Table 3 we provide some basic states for travellers and vehicles based on the models presented in Section 2. Table 3 does not provide any example states for operators due to the lack of applications in research. We also note that we did not include any vehicle states related to electric charging, but these states could be implemented as extensions of the core state logic.

---

4Static properties do not change in the model.
5Potential mileage based on electric charge level.
Table 3: Core state description for travellers and vehicles.

| Agent | State               | Description                                           |
|-------|---------------------|-------------------------------------------------------|
| Traveller | Waiting for assignment | The traveller has requested a ride but has not been assigned to a vehicle. |
|        | Waiting for pick-up | A vehicle has been assigned to the traveller and the traveller waits to be picked up. |
|        | In trip             | The traveller is in the vehicle.                      |
|        | Served              | The traveller has been delivered to the destination location. |
|        | Aborted             | The traveller aborted the service before pick-up.     |
| Vehicle | Idle                | The vehicle does not have any tasks.                  |
|        | Travelling to origin| The vehicle is travelling to a traveller’s origin location. |
|        | Loading             | The traveller is boarding the vehicle at the origin location. |
|        | Travelling to destination | The vehicle is travelling to the traveller’s destination location. |
|        | Unloading           | The traveller is exiting the vehicle at the destination location. |

4.1.2. Topologies

We have previously defined topology in Section 3 as the infrastructure enabling interactions between agents. We identified possible topology settings which are based on euclidean distance or graph structures; however, in our AV TNC modelling framework, we propose multiple levels of topologies which are also more complex than their one-dimensional counterparts mentioned in Section 3.

To accentuate the underlying topologies in a TNC ABM, we first make notice of the interactions between types of agents in a realistic TNC service. The typical process involves a traveller submitting a request to an operator. The operator, in turn, assigns a vehicle and informs the traveller of the expected pick-up time. If the traveller accepts the assignment, the vehicle is then instructed by the operator to pick-up its assigned traveller. It is therefore apparent that the operator brokers any agent interaction. Travellers do not directly interact with nearby vehicles, nor do vehicles decide which travellers to select, but the operators instead instruct them.

It is also evident that different topologies are relevant at different times for different agents. On request submission, travellers can access all TNC operators. During the assignment, the operator structures a graph topology which outlines all possible assignments between travellers and vehicles (and also travellers and travellers in the case of ride-sharing). The assignment graph topology could depend on traveller requirements, vehicle properties, as well as the geographical vicinity between these agents. Furthermore, the aforementioned topology includes both travellers and vehicles, but it is only actionable by the operator. Upon preliminary assignment, each operator informs the travellers of their option, and then if travellers accept the offer, the operator instructs the vehicles to move to their assigned traveller origin locations.

The processes described above, highlight an open-access topology between travellers and operators, which is relevant at request submission, and upon traveller choice when offers are presented. We also define a preliminary topology between vehicles and travellers during the assignment. We term the assignment topology as preliminary, since it offers no access between vehicles and travellers, but is only visible to the operator. Derived from the preliminary topology, we also identify a one-to-one topology between travellers and their assigned vehicles after acceptance by the travellers.
Due to the technological nature of request submission to a TNC platform, we assume no direct interaction between travellers and nearby vehicles, unless the operator decides an assignment. Nonetheless, such a simplified geographical topology could be implemented if modellers aim to test competition between TNC platforms and street hailing taxis. We also assume no direct interaction between the same types of agents, such as traveller-traveller or vehicle-vehicle connectedness.

The implementations of assignment strategies in the research outlined in Section 2 vary from simple First-In-First-Out (FIFO) heuristics to aggregate optimization assignments. In a FIFO heuristic, travellers enter the end of a queue of unassigned travellers upon request submission. Then, the operator assigns the closest vehicle to each traveller sequentially, from first to last in the queue. Aggregate optimization assignment procedures were used mainly in studies proposing idle vehicle redistribution methodologies (Alonso-Mora et al., 2017; Lin et al., 2018; Wallar et al., 2018; Iglesias et al., 2018). Assignments using optimization, are decided in intervals in a quasi-online approach. During these intervals, travellers' requests and available vehicles accumulate a list, and a cost minimization optimization program decides the optimal assignment at the end of the interval.

To reduce the instance size of optimization problems for assignment, Santi et al. (2014) proposed the use of shareability networks. Although the initial application was presented for use in identifying potentially shareable trips in a ride-sharing scheme, the concept can be extended to an assignment between travellers and vehicles for both shared and private trips. In such networks, nodes could represent traveller or vehicle agents, and edges between them could represent a capability for assignment subject to constraints. More sophisticated assignment strategies also incorporate pricing into the creation of such networks by using auctions (James et al., 2018; Karamanis et al., 2020). The shareability networks or more simplified techniques, such as FIFO, constitute the preliminary topology visible to the operator.

4.1.3. Environment
We set the road-network as the core environment in our ABM framework. The presence of the operator is abstract (not physical); nonetheless, travellers and vehicles physically exist in a road-network via origin/destination and current location, respectively. Some simulations might ignore the urban road-network and instead use grid-like environments representing physical locations or even euclidean space. However, using these alternative environments might be an over-simplification as vehicle properties such as velocity and schedule are derived from road-network information. Furthermore, processes such as assignment, pricing and routing utilize road-network information via shortest path algorithms.

The main road-network components are road-nodes and road-links. We assume road-nodes have the fundamental property of coordinates, and edges have the fundamental properties of an inbound and outbound road-node, as well as a geometry indicated by a list of coordinates. Information such as road-node neighbours, or the length of each road-link could be derived from the fundamental properties above. Additional to these properties (but not necessarily essential), could be a specific velocity or a velocity vs traffic density profile in each road-link. Simplified models could assume an average velocity over an entire road-network instead. Background traffic could also be implemented as a randomized input in a velocity-traffic density profile for realistic ABM implementations.

By assuming a velocity-traffic density profile for each edge, a modeller can define space in each link as a limited resource. Furthermore, additional environmental features on top of the core road-network structure could be capacitated parking or charging stations, situated in selected road-nodes across the road-network. Such stations also constitute a time-varying limited resource in an ABM. Additional environmental features which enhance complexity could include networks for different modes (public transport, cyclic, walking) or external events which impact the properties of the environment (i.e. extreme weather).

---

6 Traveller-traveller connectedness could be apparent during a ride-sharing assignment process, but there is no communication between travellers.

7 Vehicle-vehicle connectedness could be useful in the connected-autonomous vehicle (CAV) problem for traffic purposes but lies beyond the AV TNC scope.
### 4.2. Model Building

The components introduced in Section 4.1 serve as the raw materials required in ABM building for autonomous ride-sourcing problems. The amount of necessary detail in agents, topologies and environment composition could vary significantly depending on the ABM scope. Therefore, deciding the model contents as well as the sequence in which the building blocks should be created is essential in avoiding computational burden and over-design of the system.

We first highlight that the various versions of agents, as well as the environment’s building blocks, can contain information in the form of properties. Examples of properties for agents include the origin and destination locations of travellers and the locations and capacities of vehicles. Furthermore, environment components such as road-nodes and charging stations have the property of coordinates. Agents also utilize behavioural processes, such as mode choice, charging/parking station choice, routing and assignment. Consequently, the preceding descriptions of agents and environmental components conveniently fit the description of software objects with Object-Oriented Programming (OOP) principles.

In OOP, objects are software entities (classes) which hold properties and processes (methods). In that respect, we regard OOP languages as ideal for building ABMs. We classify objects into agents and non-agents since only agents have behavioural properties. Furthermore, we also categorize processes into decision problems and functions with scalar outputs. Functions with scalar outputs define scalar agent properties described in Table 2, such as traveller utility, vehicle revenue and cost, and serve as prerequisites to decision problems such as mode choice, routing and assignment. Table 4 summarizes the categorization of objects and processes in line with the descriptions presented in Section 4.1.

The categories proposed above also reflect the objects’ complexity and processes, as well as our proposed sequence for model building. Decision problems present higher complexity than functions outputting scalar variables; agents are more complex than non-agents due to their respective behavioural and adaptive properties. Also, as stated before, decision problems need the outputs of scalar functions as inputs, and agents have properties derived from non-agent objects (environment components). As a consequence, our model building sequence proceeds from simple to complex software entities. We, therefore, propose the following sequence for model building, as shown in Figure 2.

The sequence of operations during a simulation run is also non-trivial. In practice, objects which exist throughout the simulation time should be instantiated before the iterator starts. As such, infrastructure objects (non-agents) should be instantiated first, followed by operators, and their vehicles in locations across the network (derived from infrastructure objects). Travellers could then be created during the iterations at their request times. Once new travellers are added to the system, a state logic step should be performed for each agent at each iteration step until all iterations are completed.

We assume different models might require a different state logic step sequence when considering all types of agents. For example, at the beginning of an iteration step, a traveller requests a trip from an operator. The operator, in turn, might trigger the assignment process in the same iteration step. If at least a vehicle is available and the assignment process is not computationally expensive, it is reasonable to assume that the assignment would be instantaneous. In that case, the operator could report the assignment to the traveller, with the traveller choosing the preferred mode in the same iteration step as the request.

| Objects       | Processes                  |
|---------------|---------------------------|
| Agents        | Decision Problems          |
| - Travellers  | - Mode choice              |
| - Vehicles    | - Routing                  |
| - Operators   | - Assignment               |
| - Infrastructure | - Charging/Parking choice |
|               | - Fleet management         |
| Non-Agents    | Scalar Functions           |
| - Road-network | - Utility                  |
| - Road-node   | - Revenue                  |
| - Road-link   | - Cost                     |
| - Infrastructure |                        |

Table 4: Categorization of objects and processes.
1. Create environment component objects (non-agents)
2. Create agent objects
3. Create agents’ functions with scalar inputs/outputs
4. Populate agents’ state lists
5. Create state logic for each type of agent
6. Create decision problem functionality and integrate with necessary components
7. Integrate model components in iterator

Figure 2: Proposed model building sequence.

However, in cases where the assignment is indeed expensive computationally, such as in specific ride-sharing settings (Karamanis et al., 2020), the events of triggering the assignment process and obtaining a result do not occur at the same time even in realistic situations. During this period, from triggering a computationally expensive process to obtaining a result in a ride-sourcing environment, other operations might be underway. For example, vehicles not involved in that process might be travelling to a destination, and travellers involved in a similar assignment process do experience wait time which could be essential in their final choice. As a consequence, the use of multi-threading programming to run such computationally expensive processes in parallel with the main iteration might be required.

The proposed ABM framework offers the capability of creating simulations with complexity according to the appetite of the modeller, by following a modular approach. Figure 3 outlines the components of the proposed framework and its modular/extensible nature. Figure 4 outlines how the different layers of complexity blend together to create a realistic ABM for ride-sourcing.

5. Critical Fleet Size Modelling

Various studies used queueing theory to model the operation of ride-sourcing services and successfully focused on identifying optimal idle vehicle redistribution strategies across networks (Zhang and Pavone, 2016; Iglesias et al., 2019; Braverman et al., 2019). Such studies, model the arrival of travellers as a Poisson process in time, in which the travellers join a queue upon arrival and exit the system after they are served by vehicles, with service times usually modelled by an Exponential distribution. Alonso-Mora et al. (2017) and Wallar et al. (2018) also focused on solving the empty vehicle redistribution problem, but instead applied aggregated optimization methods in combination with demand prediction to solve the problem.

A key index of such vehicle redistribution studies is the average wait time which travellers experience until pickup, which is traditionally regarded as a quality of service metric in demand-responsive transport (Yang et al., 2002). We split traveller wait time in two categories, specifically, the waiting time from request to assignment, and the waiting from assignment to pickup. As such, assignment wait is governed by the number of vacant vehicles whereas waiting for pick up relates to the vicinity of those vacant vehicles. Consequently, understanding how the components of wait time vary with demand, vehicle availability and the spatio-temporal properties of the underlying network can be a useful input in fleet management models.

Our model assumes that travellers request trips through a central ride-sourcing fleet operator at a quasi-constant rate. Requests are added to a single queue upon arrival and are assigned to the closest available autonomous vehicle in the fleet using a first-in-first-out (FIFO) setting. For clarity of the demonstration of our ABM framework and identifying the properties of wait time variation, we do not consider acumen in
traveller behaviour. Consequently, travellers exit the system once they are served, even if they experience significant wait times. We note that although this setting is unrealistic, in this case, is useful in identifying the fleet size limitations.

We assume an $M/M/c$ queue model as a way to represent the operation of the ride-sourcing fleet operator. The first and second $M$’s in the notation stand for Poisson generated traveller arrivals and exponentially distributed service times, respectively. Furthermore, $c$ denotes the number of parallel homogeneous servers (fleet size). As such, traveller arrivals occur at a rate of $\lambda$ per unit time and the average service time is set at $\bar{t}$ units of time. Consequently, the service rate $\mu$ is equal to $1/\bar{t}$. We, therefore, define the utilization rate $\rho$ of the fleet as follows:

$$\rho = \frac{\lambda}{c \mu}$$

(1)

As observed in (1), $c\mu$ denotes the number of travellers the fleet can serve in a period. As such, for $\rho > 1$, the traveller arrivals surpass the fleet’s capacity, and the queue becomes unstable, with the average wait time in the queue $W_q$ growing to infinity. Consequently, for $\rho = 1$ $c$ is equal to the minimum fleet size $c_0$ which can sustain the queue, given $\lambda$ and $\mu$. We, therefore, have that:

$$c_0 = \frac{\lambda}{\mu}$$

(2)
We define the mean number of travellers in the queue as $L_q$ (length of queue); similarly, we define the mean number of travellers in the system (including travellers being served) as $L$ and the average time in the system as $W$. Using Little’s law (Ross, 2006), we have the following:

$$L = \lambda W$$  \hspace{1cm} (3)

$$L_q = \lambda W_q$$  \hspace{1cm} (4)

We also expect the following relationship between wait time in the queue the total time of travellers in the system:

$$W = W_q + \frac{1}{\mu}$$  \hspace{1cm} (5)

For $M/M/c$ queues the queue length can be found using the following (Ross, 2006):

$$L_q = \frac{P_0(\frac{\lambda}{\mu})^c}{c!(1-\rho)^2}$$  \hspace{1cm} (6)

where $P_0$ in (6) is the probability of zero travellers in the system, otherwise known as the Erlang C formula (Kleinrock, 1975; Ross, 2006):

$$P_0 = \frac{1}{1 + (1-\rho)\frac{c!}{(cp)^c} \sum_{m=0}^{c-1} \frac{(cp)^m}{m!}}$$  \hspace{1cm} (7)

As observed in equation (7), any terms including the number of agents $c$, such as the factorial and power terms produce extremely large numbers as $c$ becomes large. As such, we define a transformation which assists the calculation of $P_0$ with large numbers. To do so, we set function $f(c, \rho)$ as follows:
\[ f(c, \rho) = \frac{c!}{(cp)^c} \sum_{m=0}^{c-1} \frac{(cp)^m}{m!} \]  

(8)

We note that equation (8) contains terms of the cumulative distribution function (CDF) of a Poisson distribution. As such, we transform equation (8) as follows:

\[ f(c, \rho) = \frac{c!}{(cp)^c} e^{cp} F_{\text{Poisson}}(c-1, cp) \]  

(9)

Where \( F_{\text{Poisson}}(c-1, cp) \) in (9) is the CDF value of a Poisson distribution with mean \( cp \) and cumulative probability \( P(X \leq c - 1) \). Using exponents of natural logarithms and the gamma function\(^8\) we have the following form for \( f(c, \rho) \):

\[ f(c, \rho) = \exp \left[ \ln(\Gamma(c+1)) - c \ln(cp) + cp \right] F_{\text{Poisson}}(c-1, cp) \]  

(10)

Consequently we use the function \( f(c, \rho) \) in equation (10) to transform function \( P_0 \) to a more convenient version for large values of \( c \), as shown below:

\[ P_0 = \frac{1}{1 + (1 - \rho) f(c, \rho)} \]  

(11)

The average wait time in the queue \( W_q \) models the wait time until assignment. As such, the wait time from assignment to pickup is embedded in the service time. Nonetheless, more vehicles in the fleet would produce less pickup wait times on average. That is, assuming vehicles and requests are uniformly distributed in space. Consequently, by embedding the pickup wait time in the service time, we cannot regard the service time as a constant (i.e. mean of an exponential distribution).

Instead, we choose to model pickup wait time by exploiting the spatial characteristics of the underlying network. By assuming all available vehicles are uniformly distributed in space, we divide the total network area \( A \) by the number of idle vehicles \( V \). As such, each vehicle has a coverage area of \( \frac{A}{V} \). For a single idle vehicle with velocity \( v \), we can identify the pickup time of an assigned request using \( t_p = \frac{x}{v} \). Where \( x \) is the distance from the location of the available vehicle to the pickup spot.

Assuming the number of idle vehicles can vary, we can define \( t_p \) using the average velocity in the network \( \bar{v} \) and a derived average pickup distance. If an incoming request can be located in any of the coverage areas \( \frac{A}{V} \) in the network, then we need to define the average distance between a request location and any available vehicle in the fleet. To do so, we assume that each vehicle covers a square area \( \frac{A}{V} \). Since requests and available vehicles are uniformly distributed in the network, we need to find the average distance between any two points in a square coverage area \( \frac{A}{V} \). However, to account for non-uniform dispersion of vehicles across area \( A \), we introduce factor \( \psi \in (0, 1] \), such that the coverage area is transformed to \( \frac{A}{V\psi} \).

Assuming the coverage areas to be squares, we consider the average distance between two uniformly distributed points in a square domain. \cite{Burgstaller2009} proved that the distance between any two such points in a square is approximately equal to \( 0.52\sqrt{a} \), where \( a \) is the square’s side length. By considering a factor \( \phi \) analogous to taxicab geometry, we derive the average distance between a request and total available vehicles \( V \) in a network with area \( A \) is equal to \( 0.52\phi \sqrt{\frac{A}{V\psi}} \). We identify the value of \( \phi \) by considering the average ratio of a network path over the haversine distance of between two road nodes. Consequently, we define the average pickup wait time \( t_p(V) \) for requests using the following equation:

\[ t_p(V) = \frac{0.52\phi}{v} \sqrt{\frac{A}{\psi V}} \quad \forall V > 0 \]  

(12)

\(^8\)For a Gamma function \( \Gamma(n) \) we have \( \Gamma(n) = (n - 1)! \).

\(^9\)This error of this approximation reduces with increasing vehicle availability.
The pickup wait time derived in equation (12) is in line with estimates derived in the works of Zha et al. (2018) and Korolko et al. (2018). Identifying the variation of pickup wait times with respect to the fleet size \( c \) is a non-trivial task due to a variation of \( V \) with time after changes in parameters such as the rate of request arrivals or the average velocity during specific hours. To understand the nature of the fluctuation, we can consider how \( V \) changes on each frame in time. By assuming a discrete-time step \( t \) and a set of time steps \( T \), the number of idle vehicles \( V_t \) at time step \( t \) is governed by the following equation:

\[
V_t = V_{t-1} + V^I_t - V^O_t \quad \forall t \in T
\] (13)

Where \( V^I_t \) and \( V^O_t \) in equation (13) represent the incoming idle vehicles and the newly outgoing/occupied vehicles respectively at time step \( t \). We can regard the value of \( V^O_t \) as the constant value of traveller arrivals per time step \( t \) over the period \( T \); however, the value of incoming idle vehicles depends, not only on the constant average trip time but also on the value of the average pickup wait time. Furthermore, \( V^I_t \) at time step \( t \) is decided by the average pickup wait time and by extension the number of idle vehicles of previous time steps \( t' \).

As an example, consider a per-minute time step \( t \), where the average trip time is 10 minutes, and the average pickup wait time at \( t_0 \) is 2 minutes. With these values, all the outgoing vehicles at \( t_0 \) would be added to the incoming idle vehicles of time step \( t_0 + 12 \). If the pickup wait time at \( t_0 + 1 \) is reduced to 1 minute with the trip time remaining constant, then the outgoing vehicles \( V^O_{t_0 + 1} \) would also be added to the incoming idle vehicles of \( t_0 + 12 \). Considering this complex behaviour, we could identify the value of minimum fleet size \( c_0 \), either by using non-linear integer programming or by assuming a continuous representation of idle vehicles \( V \) and time \( t \). In both scenarios, we would seek to identify the lowest value of \( V_0 \) (which we can set to \( c \)), for which equation (13) is still feasible across all time steps \( t \) with \( V^O_t \) assumed to be constant.

As a consequence of our model, the minimum required fleet size \( c_0 \) is larger if we account for pickup wait time. Furthermore, since the form of \( P_0 \) depends on \( \rho \), changes on the structure of utilization \( \rho \) must be reflected on equations (6) and (7) as well. Nonetheless, the derivation of such formulas is non-trivial and beyond the scope of our ABM framework. However, will see in section 6 that due to the size of fleets in practical implementations, the \( M/M/c \) queue model converges to \( M/M/\infty \), which implies no waiting in the queue (assignment wait).

Since the value of \( c_0 \) is governed by the value \( V_0 \), we expect that for \( c_0 \), \( V(t) \) would initially drop to a minimum, and the reach a steady-state value as idle vehicles start returning from trips. Consequently, the value of idle vehicles \( V \) in equation (12) for pickup wait time \( t_p(V) \) could be greater than \( V^O_t \) at the critical fleet size case if the steady state is above the minimum. However, for \( c < c_0 \), we expect the value of \( t_p(V) \) to be equal to the maximum, with \( V \) equal to \( V^O_t \). This would imply a possible discontinuity in the measurement of pickup wait times \( t_p \) and utilization \( \rho \) for \( c < c_0 \) and \( c \geq c_0 \).

By assuming the service rate introduced in equation (1) takes into account the steady-state pickup wait time \( t_p \), we can express \( \mu \) using the following equation:

\[
\mu = \frac{1}{\bar{t} + t_p}
\] (14)

As such, the fleet utilization rate \( \rho \) in equation (1) transforms to the following equation:

\[
\rho = \frac{\lambda}{\bar{t} + t_p}
\] (15)

The discontinuity in pickup wait times \( t_p \) at \( c_0 \), prohibits the identification of \( c_0 \) by setting the utilization \( \rho \) in equation (15) equal to 1.

6. Discussion

In section 5, we modelled the function of a ride-sourcing fleet as a queue of multiple servers to identify the critical size of the fleet. However, by analysing the effects of the variation of pickup wait times with idle vehicles in time, we deduced that identifying a minimum value for fleet size is an increasingly complex
problem. As such, we resort to the use of our ABM framework from section 4 to identify the minimum fleet size for ride-sourcing operations under specific parameters.

6.1. Model Structure

We structure an ABM with the three basic types of agents highlighted in Table 2. For the traveller and vehicle agents, we chose the basic stage logic outlined in Table 3 but we omit the Aborted state for the traveller agents. Instead, we assume that travellers never abort the service so that we adequately capture the relationships highlighted in Section 5. We also define a single active state for the operator agent. We, therefore, use a simplified model where travellers submit requests for private trips at the operator at their request times and are assigned to their closest idle vehicle using a first-in-first-out (FIFO) assignment routine. Travellers exit the system once they are served by a vehicle. The operator also routes vehicles through the network using the $A^*$ algorithm.

To identify a value for minimum fleet size relevant to the models in Section 5, we ignore complex behaviours such as mode choice, charging and parking station choice, pricing and fleet management strategies. The inclusion of a mode choice model would defeat the purpose of identifying unstable queues as travellers would always choose a different mode if they are subjected to long wait times. Electric charging behaviour is expected to slightly increase the minimum fleet size during a simulation hour due to more unavailable vehicles, but that is solely dependent on the choice of battery and the velocity fluctuation. Furthermore, we assume it would be reasonable to use a parking selection and fleet management model if the minimum required fleet size was known in advance.

To initiate and perform the simulation, we first instantiate non-agent (road-network) and agent objects in the simulator. We note that this process does not refer to the model/code building procedure described in Section 4.2 but refers to the prerequisite step of initiating instances of all objects required for the simulation to run. During initialization, we create the road network $G$, the set of agent types $A$ and the set of simulation time steps $T$. We note that the set of travellers $R$ in $A$ is an empty set at the end of the initialization, as travellers are generated during the simulation time.

In each time step $t$ of the simulation, initially, we add any new traveller requests. Then, the simulator iterates through all the agent sets to progress the state logic of each agent. The FIFO assignment is performed as part of the logic step of the operator, whereas the $A^*$ routing algorithm is performed by any vehicle which enters a travelling state such as Travelling to origin or Travelling to destination (Table 3). Furthermore, agent KPIs and properties are updated at each time step of the simulation. To achieve an acceptable precision in the representation of our agent-based model, we set the time step size $t$ to be one second.

6.2. Model Instances

To test our methodology, we selected four urban areas to create case study networks; namely the island of Manhattan in New York City, and the areas within the city boundaries of San Francisco, Paris and Barcelona. The underlying road networks and link travel times were obtained using the OSMnx library (Boeing, 2017). We omitted endogenous congestion in our model by assuming a small proportion of traffic accounts to ride-sourcing vehicles. However, we applied a 20% reduction to the free-flow speeds in residential and motorway link segments, and 40% elsewhere, to account for exogenous congestion. Figure 5 shows the extends and the geometries of the road-networks used for the analysis.

Using the dataset provided by TLC (2019) and the San Francisco County Transportation Authority (2020), we created typical demand profiles for morning peak hours in Manhattan and San Francisco, respectively. While the trip dataset for Manhattan already included trip times, the San Francisco dataset only included inbound and outbound zonal trip counts. As such, to generate a synthetic zone Origin-Destination (OD) matrix for San Francisco, we used the Iterative Proportional Fitting (IPF) algorithm (Cleave et al., 1995).

Using the zone polygons provided by San Francisco County Transportation Authority (2020), the San Francisco road-network and the resulting OD matrix, we sampled random OD nodes within the zone polygons for each OD zone pair. In the absence of ride-sourcing trip datasets for the cities of Paris and Barcelona,
we randomly sampled origin and destination node pairs for 10000 and 7000 trips per hour respectively. To achieve a realistic dispersion of the trips in time for each city other than Manhattan\(^{10}\), we sampled inter-arrival times using an exponential distribution for three hours. Table 5 outlines the properties of model instances used to test the simulation.

### 6.3. Analysis

To identify the critical fleet size for each instance, we performed multiple simulations of the ride-sourcing service, varying the fleet size in each simulation run. In doing so, we recorded the length of the FIFO list on each time step, which is interpreted as the queue length introduced in Section 5. We regard any instances with fleet sizes that produce departures from a constant queue length as unstable and below the critical fleet size.

Observing figure 6 for each modelled city and instance, we deduce as expected, that if the fleet size is greater than the critical fleet size, the average queue length has the same constant value for all fleet sizes. This constant value is equal to the number of travel requests per second, which implies that there is no wait in the queue and travellers are assigned to vehicles immediately.

---

\(^{10}\)Trip times for Manhattan are available in the dataset \cite{tlc2019}.

---
The zero queue wait for stable queues is a direct implication of the volume of requests per hour $\lambda$. Revisiting equation (13), we see that even for $V_{t-1} = 0$, due to constant non-zero traveller arrivals per time step $t$, the value of $V_t$ must be at least equal to the traveller arrivals per second, for stability. The required abundance of idle vehicles is also expected when using equations (14)-(11) by assuming a converged low-value pickup the pickup-wait time. This directly implies that our $M/M/c$ queue model converges to an $M/M/\infty$ model for $\rho \geq 1$.

To further scrutinize the shift from unstable to stable queues, we also recorded the pickup wait times of each served traveller in the simulations as shown in 7. To achieve steady-state pickup wait times in all cases, we only record pickup wait times in the hours after the queue becomes unstable (see Figure 6). In Table 6 we provide estimates of maximum pickup wait times using Equation (12) and the values from Table 5 for $\psi = 1$ (homogeneous dispersion). We estimate the number of idle vehicles $V$ in each case, to the value of incoming requests per second, transformed from $\lambda$ in Table 5.

In that respect, we observe in Table 6 that the maximum simulation pickup wait times for unstable queues are not always closely approximated by our pickup wait time model in equation (12). Inaccuracies in the calculation might be down to origin locations dispersion (for Manhattan and San Francisco) and shape irregularities (network areas are not square). Nonetheless, we deduce that with appropriate calibration of parameters to minimize deviation from observed behaviour, the model can serve as a reasonable approximation in aggregate optimization models.

| Instance  | $V$   | $t_p$ (Eq. [12]) [min] | $t_p$ (Simulation) [min] | Absolute Error [%] |
|-----------|-------|------------------------|------------------------|-------------------|
| Manhattan | 3.28  | 7.35                   | 8.43                   | 12.8              |
| San Francisco | 2.63 | 10.85                  | 10.71                  | 1.3               |
| Paris     | 2.78  | 10.84                  | 14.15                  | 23.4              |
| Barcelona | 1.94  | 13.01                  | 15.75                  | 14.4              |

Figure 6: Queue lengths for each instance over the simulation period.
Using the average trip times and pickup wait times of each instance, we were also able to calculate the fleet utilization as shown in equation (15). Similarly to the wait times, in figure 8, in all models, we identify a jump in values from unstable to stable queues. This discontinuity in pickup wait times and fleet utilization is expected and attributed to the fluctuation of idle vehicles in the simulation, as explained in Section 5.
In figures 9 and 10, we outline the fluctuation of idle vehicles and pickup wait times experienced by travellers for cases of unstable and a case of a stable queue respectively for all cities. We see that in the case of unstable queues (figure 9), the value of idle vehicles decreases at an exponential rate and never recovers after reaching the minimum. When observing figure 10 for the case of the stable queue, as expected, after an initial dip, the idle vehicles stabilize to a constant rate. The opposite trend is identified for pickup wait time, with the wait time reaching a maximum as the idle vehicles decrease and thereby also reaching a steady state in line with a constant flow of idle vehicles. The above observations are more prominent the instances of Manhattan and San Francisco.

Figure 9: Variation of idle vehicle counts and pickup wait time over unstable queue settings.

Figure 10: Variation of idle vehicle counts and pickup wait time over a stable queue setting.
6.4. Model Validity

Through sections 6.1 to 6.3, we structured a bespoke ABM using the framework proposed in section 4 to identify minimum AV TNC fleet sizes for various networks. In this section we aim to scrutinize the validity of our model and discuss how our ABM framework could have been used to solve different problems. Our model, although simplistic, offers a swift introduction on ABM structuring and a solid starting implementation for investigating AV TNC system dynamics.

In section 6.1, we assumed no traveller acumen or competition in the market. As a consequence, travellers never abort the service and the requests pile up in the queue if the fleet size is unsustainable. The objective of this simplification is to acquire an upper bound on the minimum fleet size in each network implementation. Additionally, we did not account for endogenous congestion in the system, as we considered fleet sizes which are only a negligible fraction of the background traffic in the network.

In realistic scenarios, intelligent travellers with wait times beyond the ones they deem acceptable, would abort the service and resort to other solutions, thereby not contributing to long unsustainable queues. Furthermore, an AV TNC would increase ride prices during peak travel via the use of dynamic pricing strategies, to sway excess demand to other modes and ensure a stable service. This system response would also imply complex and intelligent traveller and operator agents in the ABM.

Nonetheless, even in the absence of such complicated ABM scenarios discussed above, the minimum sustainable fleet size results found in the previous section do serve as upper bounds for the service. Furthermore, the model used serves as an extensible basis for more complicated problems, such as optimal pricing strategies, assignment operations and fleet management decision making (i.e. electric charging, parking, maintenance, idle redistribution).

To comprehend the required extensible features for the basic ABM structure to be used in more complicated problems, we first identify the relationships of the different operations in the AV TNC system, and what the differences are in the switch from conventional ride-sourcing platforms to autonomous services. Using the comprehensive literature reviews on ride-sourcing platforms and SAV (similar to AV TNCs) operations by Wang and Yang (2019) and Narayanan et al. (2020) respectively, we conceptualize the relationships in both conventional and AV ride-sourcing using the diagrams in figure 11.

In conventional TNC systems, both demand for rides and supply of drivers is endogenous, with travellers and drivers making online decisions depending on wait time and pricing specifics. The ride-sourcing platform requires a good understanding of both sides, so as to set system parameters which will lead to traveller/driver behavior that will maximize revenue or profits. In the case of AVs, TNCs have complete control of the supply and need to choose their strategies so as to efficiently attract and serve demand.

As a consequence of the above description, the most important extension in our ABM model to tackle more complicated problems, is intelligent traveller behaviour. We regard this extension as essential, especially in testing assignment and pricing strategies which are heavily reliant on traveller choice. Furthermore, realistic implementations of traveller behavior would require choice models calibrated using TNC ride data or stated preference surveys. Additional extensions could be endogenous congestion and the use of a car following model in vehicle movement. Nonetheless, these extensions only become relevant when the fleet size is comparable to the background traffic of a network, so as to have a sizeable impact on the link velocities.

7. Conclusion

In this paper, we conveyed the use of agent-based models for simulating ride-sourcing operations by researchers, operators and policymakers alike. In reviewing the relevant literature, we outlined the need for a prescribed approach in designing such agent-based models. We then proposed a framework for ride-sourcing simulations founded from the fundamentals of agent-based modelling and suggested a modular approach for creating bespoke simulations using our framework with the aid of object-oriented programming. To showcase the necessity of our agent-based modelling framework and outline the complexity of ride-sourcing systems, we considered the validation of an aggregated queuing theoretical model of a ride-sourcing platform, to tackle the problem of minimum fleet size.

To test the validity of our queuing theoretical model and highlight the limits of aggregated representations of the system across a variety of road-network structures, we selected four case study applications; the urban
areas of Manhattan, San Francisco, Paris and Barcelona. The results imply $M/M/\infty$ queues govern the operation of the ride-sourcing service across the entire urban network for the selected demand volumes. We also justify that the inclusion of pickup waiting time in modelling ride-sourcing operations via queuing theory is essential in the identification of the minimum fleet size. Finally, we conclude that the use of agent-based modelling is required to fully capture the complex dynamics which govern the critical fleet sizes in ride-sourcing systems.

Our suggestions for future research and continuity of our work span across multiple levels; currently, the two most common assumptions in modelling include no endogenous implication on network velocities by ride-sourcing fleets due to small sizes compared to background flows, or assuming the entire traffic is composed of discrete vehicles as agents in the model. We, therefore, believe that the development of a unified framework for discrete and continuous network flows would improve the accuracy of any ride-sourcing operation simulator. Furthermore, our model is limited by not using sophisticated assignment and idle vehicle redistribution methods. Such methods could have a sizeable impact in reducing vehicle mileage, and traveller pickup wait times, thereby future studies could investigate their effects on the minimum fleet size. Finally, our omission of traveller acumen to facilitate the proof of concept could be relaxed, also with more complicated market structures, to investigate how intelligent traveller behaviour can induce emergent effects in the modal split of a city.
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