An Inverse Design Method for Airfoils Based on Pressure Gradient Distribution
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Abstract: An airfoil inverse design method is proposed by using the pressure gradient distribution as the design target. The adjoint method is used to compute the derivatives of the design target. A combination of the weighted drag coefficient and the target dimensionless pressure gradient is applied as the optimization objective, while the lift coefficient is considered as a constraint. The advantage of this method is that the designer can sketch a rough expectation of the pressure distribution pattern rather than a precise pressure coefficient under a certain lift coefficient and Mach number, which can greatly reduce the design iteration in the initial stage of the design process. Multiple solutions can be obtained under different objective weights. The feasibility of the method is validated by a supercritical airfoil and a supercritical natural laminar flow airfoil, which are designed based on the target pressure gradients on the airfoils. Eight supercritical airfoils are designed under different upper surface pressure gradients. The drag creep and drag divergence characteristics of the airfoils are numerically tested. The shockfree airfoil demonstrates poor performance because of a high suction peak and the double-shock phenomenon. The adverse pressure gradient on the upper surface before the shockwave needs to be less than 0.2 to maintain both good drag creep and drag divergence characteristics.
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1. Introduction

An airfoil is a basic element of wing, wind turbine, and turbomachinery. The characteristics of the airfoil strongly affect the performance of the aerodynamic parts, which influence on the energy cost of the machine. There are many types of airfoils, such as low-speed airfoils [1], supercritical airfoils [2], and natural laminar flow airfoils [3,4]. Different types of airfoils have different aerodynamic characteristics, which are closely related to the pressure distribution. The typical patterns of an airfoil can be described by pressure distribution features. More specifically, the patterns can be numerically expressed by pressure gradient values. For instance, a supercritical airfoil may have a suction plateau with a weak adverse pressure gradient on the upper surface to suppress the shockwave strength under cruise conditions [5]; a natural laminar flow airfoil should have a favorable pressure gradient on both the upper and lower surfaces to suppress the increase in the Tollmien–Schlichting wave and delay the transition from laminar to turbulent flow [6]. The dimensionless adverse pressure gradient $dc_p/d(x/c)$ ($c$ is the chord length) near the trailing edge of an airfoil should be less than 3.0 to avoid flow separation [7]. Consequently, the pressure gradient is more convenient to describe the airfoil characteristics than the absolute value of the pressure coefficient.

In the airfoil design process, a direct problem computes the aerodynamic coefficients such as the lift, drag, and pressure coefficients, by the computational fluid dynamics (CFD) method; by contrast, an inverse design method obtains the airfoil geometry by giving a design expectation.
The inviscid velocity distribution \[8,9\] or pressure distribution \[10,11\] on the airfoil are usually used as the design target. Inverse methods based on the potential equation \[12\] or Navier–Stokes equation \[13\] have been studied by many researchers. Numerical optimization methods are commonly used on inverse design problems. Newly developed genetic algorithms \[14\], evolutionary algorithms \[15\], proper orthogonal decomposition \[16\], deep learning methods \[17\], and deep convolutional neural networks \[18\] are applied for airfoil inverse design. However, the methods have low design efficiency because of the low search speed of evolutionary-type algorithms and the training process of machine learning-type methods. The adjoint method \[19\], which was developed by Jameson \[20\] thirty years ago, solves the derivatives of the design variable. This method has good design efficiency and fast convergence characteristics for the airfoil inverse design problem \[21,22\]. However, it is complicated to introduce real-life constraints and the design experience into the optimization process. One of the most important obstacles for the engineering applicability of the adjoint method is the numerical expression of the design expectations into the optimization process and the provision of different candidate designs for decision-making. Another obstacle is whether the adjoint equation is relevant to the target function or constraint. Each target function or design constraint has a corresponding adjoint equation and the computational code has to be re-programmed. Moreover, in the airfoil design of a modern aircraft, for example, the design expectation is implicitly involved in the pressure distribution patterns. However, even an experienced designer cannot set a proper pressure distribution under a certain design lift coefficient and Mach number. Moreover, sometimes the target pressure distribution applied by a designer is unfeasible, i.e., there is no airfoil geometry that can coincide with the target pressure distribution. Consequently, the design target of pressure distribution might be an excessive demand for airfoil design. This is a drawback of the traditional inverse design method. Zhao et al \[5\] applied pressure gradient constraints to design a supercritical airfoil. Zhang et al \[6\] adopted pressure gradient constraints to design a supercritical natural laminar flow airfoil. They expressed the experience of the designer through a series of pressure gradient constraints and applied in the optimization process. Li et al \[23\] proposed the pressure distribution patterns of a typical supercritical airfoil, which were mostly described by pressure gradient features.

In this paper, a new inverse design method based on the target pressure gradient is developed and applied to airfoil design. The method was inspired by the pressure gradient constrained method \[5,6\], which focused on a rough design expectation of aerodynamic designers. The patterns of different types of airfoils are characterized by several pressure gradients rather than the absolute value of the pressure coefficient. This method relieves the excessive requirement of the target pressure distribution, which is hard to apply in the initial stage of airfoil design. For example, the pressure coefficient values are quite different for airfoils optimized under different Mach numbers. However, the classical patterns of a supercritical airfoil are the same, including a suction plateau, frontal loading, aft loading, etc. These patterns can be expressed by a similar dimensionless pressure gradient distribution, although the absolute values of the pressure coefficients are different at different Mach numbers or different lift coefficients. The discrete adjoint method \[21\] is used to compute the derivatives of the target function. To the authors’ knowledge, this is the first use of the pressure gradient in the inverse design based on the adjoint method. This method can provide multiple candidate designs under different weights of pressure gradient distribution and drag coefficient. The method shows good feasibility on the test cases of a supercritical-type airfoil and a natural laminar flow-type airfoil. Several supercritical airfoils with different upper surface pressure gradients are designed and numerically tested. The results illustrate that the upper surface pressure gradient has a strong influence on the drag creep and drag divergence performance of an airfoil. An appropriate pressure gradient before the shockwave of the upper surface is proposed for a supercritical airfoil design.
2. Numerical Methods

2.1. Computational Method

The present computation was based on a structural CFD (computational fluid dynamics) code ADflow [24]. It applied the scalar Jameson–Schmidt–Turkel (JST) scheme [25] for spatial discretization. A diagonalized-diagonally dominant alternating direction implicit (D3ADI) algorithm, an approximate Newton–Krylov (ANK) algorithm, and a full Newton–Krylov (NK) algorithm [24] were all integrated in the code. To increase the convergence speed, the code first applied D3ADI to obtain an approximate converged flow field, then it used ANK and NK solvers to accelerate the convergence. The original version of the Spalart–Allmaras (SA) turbulence model [26] was used for the closure of the Reynolds-averaged Navier–Stokes equation. The turbulence production term of the SA model was based on the strain rate of the flow. The turbulence viscosity of the free-stream boundary condition was 0.009 times the molecular viscosity.

In the present computation, the airfoil was computed based on an O-type grid. The grid was automatically generated by a hyperbolic mesh matching method [22]. Figure 1 shows the medium grid of the RAE2822 airfoil, which has 257 grid points in the circumferential direction and 129 points in the wall normal direction. The far-field was located 80 \( c \) (\( c \) is the chord length) away from the wall. The first off-wall layer height was 3 \( \times 10^{-6} \) \( c \) to ensure that the first layer \( \Delta y^+ \) was less than 1.0. A fine grid and a coarse grid were generated to test the grid convergence. The fine grid had 369 \( \times \) 185 points in the circumferential direction and wall normal direction, respectively, while the coarse grid had 185 \( \times \) 97 points.

![Computational grid of the RAE2822 airfoil (257 \( \times \) 129 points).](image)

The RAE2822 supercritical airfoil [27] was used as the test case of the code. The Mach numbers were 0.725 and 0.730 for case 6 and case 9, respectively [27]. The Reynolds number was 6.5 \( \times \) 10\(^6\). Table 1 shows the aerodynamic force coefficients of the airfoil. In the CFD computation, the angle of attack (AOA) was adjusted to achieve the same lift coefficient as that in the experiment. The computed AOA had a deviation compared with the experiment, which is commonly seen in CFD computation. The drag coefficient errors of the fine grid and experiment were 4.4\% and 4.0\% for case 6 and case 9, respectively. The drag coefficients of the coarse, medium, and fine grids had a clear convergence tendency. The drag error of the medium and fine grid was less than 1\%. Figure 2 shows the pressure coefficient comparisons of the two cases. The pressure distributions matched well with the experiment. A minor flaw was that the shockwave location of case 6 was slightly upstream of the experiment. The results of the drag coefficient and pressure distribution demonstrate that the present computation method was satisfactory. The medium grid was chosen as the baseline grid in the following design process.
The derivatives can also be calculated by the finite difference method by disturbing the elements of \( x \) one by one with an approximate relation \( \frac{df}{dx} \approx \frac{\Delta f}{\Delta x} \). However, this is very time consuming if the design variable number is large. The adjoint method uses an additional adjoint equation to compute the total derivative of the target function \( df \). The optimization target \( f \) is a relation of the design variable and state vector, as Equation (2).

\[
\begin{align*}
\mathbf{R}(x, w) &= 0 \\
\mathbf{f} &= \mathbf{f}(x, w)
\end{align*}
\]  

\[(1)\]  

\[(2)\]

The adjoint method is a gradient method that solves the derivatives of the target function \( \frac{df}{dx} \). The derivatives can also be calculated by the finite difference method by disturbing the elements of \( x \) one by one with an approximate relation \( \frac{df}{dx} \approx \frac{\Delta f}{\Delta x} \). However, this is very time consuming if the design variable number is large. The adjoint method uses an additional adjoint equation to compute the total derivative of the target function \( \frac{df}{dx} \). The derivative of the residual vector \( \mathbf{R} \) is shown in Equation (3).

\[
\frac{d\mathbf{R}}{dx} = \frac{\partial \mathbf{R}}{\partial x} + \frac{\partial \mathbf{R}}{\partial w} \frac{dw}{dx} = 0
\]  

\[(3)\]

Then,

\[
\frac{dw}{dx} = -\frac{\partial \mathbf{R}^{-1}}{\partial w} \frac{d\mathbf{R}}{dx}
\]  

\[(4)\]
We constructed an adjoint vector $\psi^T = \frac{\partial f}{\partial w}$. The "T" in the superscript means the transposition of the vector. Then, the total derivative of the target function $\frac{df}{dx}$ can be expressed as Equation (5):

$$\frac{df}{dx} = \frac{\partial f}{\partial x} + \frac{\partial f}{\partial w} \frac{\partial w}{\partial x} = \frac{\partial f}{\partial x} + \frac{\partial f}{\partial w} \frac{\partial R_w}{\partial x} = \frac{\partial f}{\partial x} - \Psi^T \frac{\partial R}{\partial x}$$

(5)

The adjoint vector $\psi^T$ is controlled by the adjoint equations, as shown in Equation (6).

$$\frac{\partial R^T}{\partial w} \psi = \frac{\partial f^T}{\partial w}$$

(6)

If the optimization problem had multiple target or constraint functions, each target or constraint had an adjoint equation set and was solved separately. The partial derivatives in the code were computed by the algorithmic differentiation (AD) method [28]. Reverse-mode AD was applied for the target derivative computation in the present computation.

In this paper, the dimensionless pressure gradient on the airfoil was applied as a target function of the inverse design. The coordinates were normalized by the airfoil chord length, and the pressure was normalized as the pressure coefficient. In the following text, the pressure gradient refers to the dimensionless pressure gradient. The pressure gradient along the streamwise direction is approximately computed by $c_{p,x} = \frac{c_{p_2} - c_{p_1}}{x_2/c - x_1/c}$. $c_{p_1}$ and $c_{p_2}$ are pressure coefficients at two adjacent cell centers on the airfoil surface, i.e., each pressure gradient was decided by two grid cells on the airfoil surface. At some locations, the absolute values of the pressure gradient were very large, for example, the leading edge or the shockwave location. The definition of $c_{p,x}$ might be not applicable if the $x$ coordinates of the two cell centers were the same. However, we only needed to specify the most important pressure gradient patterns at some points on the airfoil, and the other locations could be freely changed. Consequently, the leading edge cells with the same x-coordinates can be excluded in the target function. In the design process, the derivative of the pressure gradient $\frac{dc_{p,x}}{dx}$ must be computed. The derivative code was derived with the help of the Tapenade automatic differentiation tool [28].

2.3. Optimization Method and Design Variable

After the gradient of the target function was calculated by the adjoint method, the sequential quadratic programming algorithm [29] was used to search the optimal solution. The design variable of the present paper was based on the free-form deformation (FFD) [30,31] method. Figure 3 shows the FFD frame of the present computation. Twenty FFD points were used to control the deformation of the airfoil, as shown by the red symbols in Figure 3. Only the $y$-coordinates of the FFD control points were used as the design variables. In the optimization, the leading edge and trailing edge of the airfoil were fixed. This was done by constraining the FFD control points to move oppositely with the same step size on the upper and lower sides at $x/c = 0.0$ and $x/c = 1.0$. Consequently, the design variable number was 18 for the airfoil. The $y$-coordinates of the FFD control points could be moved in the range of $[-0.1, 0.1]$, which was large enough for generating different types of airfoils.

![Figure 3. Free-form deformation (FFD) frame of the airfoil optimization.](image-url)
3. Inverse Design Based on the Target Pressure Gradient

In this section, airfoil design was carried out based on the target pressure gradient. Two types of airfoils, including a supercritical-type airfoil \([5,32]\) and a supercritical natural laminar-type airfoil \([6,32,33]\), were designed based on the adjoint method of the target pressure gradient. The summation of the weighted drag coefficient and the deviation in the pressure gradient target was used as the design objective.

3.1. Supercritical Airfoil Design

A supercritical type pressure distribution was used as the design target for the first test case. A pressure distribution was manually drawn by the tool Javafoil \([34]\), which is a well-known low-speed airfoil design tool. It does not have the ability to design a supercritical airfoil. However, it is a useful tool to sketch a typical supercritical type pressure distribution to represent the design expectation, as shown by the black dashed line in Figure 4.

![Figure 4. Pressure gradient target of a supercritical type airfoil.](image)

If we directly used the pressure coefficient as the target for inverse design, we would not know whether the pressure distribution was feasible for a smooth airfoil; even if it was feasible, we could not make sure it had good aerodynamic performance. Consequently, the pressure gradients at twenty locations were used as the design target, as shown by the red diamonds in Figure 4, including ten points on the upper surface and ten points on the lower surface. These pressure gradients roughly characterize a supercritical type pressure distribution. The values of the pressure gradients, \(c_{p,x}\), at the twenty locations are also labeled in the figure. Positive values indicate an adverse pressure gradient, while negative values represent a favorable pressure gradient. The red segments in the figure indicate the slopes of the pressure with the labeled pressure gradient. The pressure gradient near the trailing edge was less than 3.0 to avoid flow separation. The pressure gradient on the front half of the upper surface had a weak adverse gradient to weaken the shockwave. The pressure gradient near \(x/c = 0.5\) was not specified because we do not know which location was the best shockwave location for minimizing the drag coefficient. Consequently, the shockwave could be freely moved at \(0.41 < x/c < 0.59\) to obtain a minimum drag coefficient design.

It was obvious that the optimization was an ill-posed problem if the objective only had a pressure gradient because we could obtain countless solutions that satisfied the pressure gradient expectation. In the present computation, the lift and drag coefficients were also included in the inverse problem. This ensured that the candidate design not only satisfied the pressure gradient expectation but also optimized aerodynamic performance with a lift coefficient constraint. The flow conditions in this case were \(Ma = 0.73\) and \(Re = 6.5 \times 10^6\). The lift coefficient \(C_L\) was constrained in the range of \(0.80 \pm 0.01\), and the airfoil internal volume was no less than 0.064 to prevent the airfoil from becoming too thin. The thickness distribution was allowed to change slightly because the geometries of different types of
airfoils are quite different. The thickness of the airfoil in the present study was not strictly constrained. The relative thickness at $x/c = 0.40$ of the airfoil was constrained to be no less than 0.98 times of the initial airfoil. The optimization problem of this case is defined as Equation (7). The $c_{p,x,\text{target}}$ is the target pressure distribution of the twenty prescribed locations. $\omega$ is a parameter that adjusts the weight between the drag coefficient and the target pressure gradient.

$$
\begin{align*}
\min_{\omega} \quad & C_D + \omega \sum_{i=1}^{20} (c_{p,x} - c_{p,x,\text{target}})^2 \\
\text{s.t.} \quad & C_L = 0.80 \pm 0.01 \\
& \text{Volume} \geq 0.064 \\
& t/c_{l/x=0.40} \geq t/c_{l/x=0.40,\text{initial}}
\end{align*}
$$

(7)

A NACA0012 airfoil was used as the initial design. Two cases with $\omega = 0.001$ and 0.002 were calculated for this case. The computation obtained different designs with different weights of the objective. Figure 5 shows the convergence histories of the two optimizations. More than 300 iterations were computed for both cases. The optimizations converge after 150 iterations. Two optimal airfoils were obtained from the computation.

![Figure 5. Convergence histories of the optimizations with different weights.](image)

Table 2 shows the aerodynamic coefficients of the airfoils. It is noteworthy that the angle of attack $\alpha$ was treated as a design variable, which is similar to the geometry variables. The derivatives of $\alpha$ were computed during the optimization. For a certain airfoil shape, the angle of attack was not changed to satisfy the design lift coefficient. The initial angle of attack was 2.0 degrees for the NACA0012 airfoil, so the initial lift coefficient was 0.359. The pressure gradient deviations $\sum_{i=1}^{20} (c_{p,x} - c_{p,x,\text{target}})^2$ for both cases all converge to less than 2.0. The lift coefficients and volumes all fulfill the design constraints. The drag coefficients were greatly reduced, and the lift-to-drag ratios were increased considerably. Because the weights were different, the drag coefficients of the two optimized airfoils were slightly different.

| Table 2. Aerodynamic coefficients of the airfoils ($Ma = 0.73, Re = 6.5 \times 10^6$). |
|---------------------------------|-----------------|-----------------|
| Angle of attack $\alpha$       | 2.00            | 1.69            |
| Lift coefficient $C_L$         | 0.359           | 0.791           |
| Drag coefficient $C_D$         | 0.01318         | 0.01089         |
| Lift-to-drag ratio             | 27.24           | 72.63           |
| Pressure gradient deviation    | 49.96           | 1.66            |
| $\sum_{i=1}^{20} (c_{p,x} - c_{p,x,\text{target}})^2$ | 1.67            |
| Airfoil volume                 | 0.0674          | 0.0642          |

Figure 6 shows the pressure and pressure gradient distributions of the initial and optimized airfoils. The target pressure gradient in Figure 6a is demonstrated by red segments with diamonds. It can be seen that both optimized airfoils have satisfactory pressure gradient tendencies compared with the design target. Figure 6b,c further presents the pressure gradient distributions of the upper
and lower surfaces. It can be seen that the original airfoil had a quite different pressure gradient distribution. Because the leading edge had a large pressure gradient, the optimal designs and the target deviated slightly at the leading edge. In addition to the leading edge, the two optimized airfoils satisfied the target pressure gradient well. This demonstrates that the present inverse design method for the pressure gradient was effective.

![Figure 6](image)

**Figure 6.** Pressure and pressure gradient distributions of the airfoils. (a) Pressure distribution; (b) pressure gradient of the upper surface; and (c) pressure gradient of the lower surface.

In the present computation, the region at $0.41 < x/c < 0.59$ on the upper surface had no design target because this region was where the shockwave is supposed to reside. The shockwave of a supercritical airfoil is very important for its transonic performance because the shockwave greatly influences the drag divergence characteristics. Aerodynamic designers usually need to design different airfoils or wings with different shockwave patterns and strengths to balance the trade-off between cruise efficiency and drag divergence performance [32].

Figure 7 shows the Mach number contours of the initial airfoil and the optimized airfoils. The initial airfoil had a strong shockwave and a large drag coefficient. The airfoil optimized with $\omega = 0.002$ showed a weak shockwave at $x/c = 0.50$, and the drag coefficient was slightly higher than $\omega = 0.001$ because the drag coefficient had a relatively lower weight in the optimization, while the $\omega = 0.001$ case obtained a shockless airfoil, and its drag coefficient was the lowest. The present method was able to provide different airfoils with satisfactory pressure gradient patterns, while the shockwave characteristics were different for decision-making. The airfoil performance with different shockwaves is discussed in Section 4.
AOA was 1.5 degrees. Because the pressure gradient at different locations had quite different values, the relative error of the actual pressure gradient was set in the range of 0.6 ± 0.005. The initial airfoil was the RAE2822 supercritical airfoil, and the initial AOA was 1.5 degrees. Because the pressure gradient at different locations had quite different values, the relative error of the actual pressure gradient and target pressure gradient was set as the design objective, as shown in Equation (8). The pressure gradients at 27 locations were set as the design targets, including 18 on the upper surface and 9 on the lower surface.

\[ \min C_D + \omega \sum_{i=1}^{27} \left| \frac{c_{p,i}}{c_{p,i,\text{target}}} - 1.0 \right| \]
\[ \text{s.t. } C_L = 0.06 \pm 0.005, \text{ Volume} \geq 0.064 \]  

Two cases with different weights, \( \omega = 0.02 \) and 0.04, were calculated. Figure 8 shows the histories of the optimizations. The objective descended very quickly in the first 100 iterations and then gradually converges. Two optimal designs were obtained through the optimization. The aerodynamic coefficients are shown in Table 3. It should be noted that the computation was carried out with the full turbulence SA model. Therefore, the drag coefficient was slightly increased to satisfy the pressure gradient requirement. The results of the transition computation are presented in the following.

### Table 3. Aerodynamic performance of the airfoils (\( Ma = 0.73, Re = 6.5 \times 10^6 \)).

|                          | Original Airfoil | Optimized with \( \omega = 0.02 \) | Optimized with \( \omega = 0.04 \) |
|--------------------------|------------------|-------------------------------------|-------------------------------------|
| Angle of attack \( \alpha \) | 1.50             | 1.39                                | 1.46                                |
| Lift coefficient \( C_l \) | 0.592            | 0.601                               | 0.595                               |
| Drag coefficient \( C_D \) (Full turbulent) | 0.01084          | 0.01084                             | 0.01047                             |
| Lift-to-drag ratio (Full turbulent) | 58.96           | 55.44                               | 56.83                               |
| Pressure gradient deviation | \( \sum_{i=1}^{27} |c_{p,i}/c_{p,i,\text{target}} - 1.0| \] | 37.42                               | 1.12                                | 2.10                                |
| Airfoil volume          | 0.0649           | 0.0681                              | 0.0650                              |

3.2. Supercritical Natural Laminar Flow Airfoil Design

In this subsection, a supercritical natural laminar flow airfoil (NLF) was optimized by the inverse method based on the pressure gradient target. Both the upper and lower surfaces of the airfoil had a favorable pressure gradient for suppressing the Tollmien–Schlichting wave and delaying the transition from laminar to turbulent flow [6].

The flow conditions were \( Ma = 0.73 \) and \( Re = 6.5 \times 10^6 \), and the lift coefficient was constrained in the range of 0.6 ± 0.005. The initial airfoil was the RAE2822 supercritical airfoil, and the initial AOA was 1.5 degrees. Because the pressure gradient at different locations had quite different values, the relative error of the actual pressure gradient \( c_{p,i} \) and target pressure gradient \( c_{p,i,\text{target}} \) was set as the design objective, as shown in Equation (8). The pressure gradients at 27 locations were set as the design targets, including 18 on the upper surface and 9 on the lower surface.

\[ \min C_D + \omega \sum_{i=1}^{27} \left| \frac{c_{p,i}}{c_{p,i,\text{target}}} - 1.0 \right| \]
\[ \text{s.t. } C_L = 0.06 \pm 0.005, \text{ Volume} \geq 0.064 \]  

Figure 7. Mach number contours of the initial airfoil and the optimized airfoils. (a) Initial airfoil; (b) optimized airfoil with \( \omega = 0.002 \); and (c) optimized airfoil with \( \omega = 0.001 \).
Figure 9 shows the airfoil geometry, pressure, and pressure gradient distributions of the initial and optimized airfoils. It is clear in Figure 9a that the maximum thickness locations of the optimized airfoils were moved backward to obtain a favorable pressure gradient. The design expectation of the pressure gradient at the different locations is marked by the red segments with diamonds in Figure 9b. On the upper surface, the target pressure gradient was $c_{p,x} = -0.50$ at $0.15 \leq x/c \leq 0.52$, and the pressure gradient when $x/c < 0.15$ was even smaller than $-0.50$. The design target was changed from a favorable pressure gradient at $x/c = 0.52$ to an adverse pressure gradient at $x/c = 0.63$. The region of $0.52 < x/c < 0.63$ was supposed to place the weak shockwave of the supercritical NLF airfoil. On the lower surface, the target pressure gradient was $c_{p,x} = -0.50$ at $0.20 \leq x/c \leq 0.56$ and was smaller than $-0.50$ when $x/c < 0.20$. The design target was changed from a favorable pressure gradient at $x/c = 0.56$ to an adverse pressure gradient at $x/c = 0.80$. The pressure recovery region of $0.56 \leq x/c \leq 0.80$ was not constrained to explore more airfoil shapes. The pressure distributions of the two optimized airfoils were very similar. The airfoil optimized with $\omega = 0.02$ had a slightly stronger shock wave and a higher drag coefficient. It can also be seen from Figure 9c,d that the target pressure gradients on both the upper and lower surfaces were achieved after the optimization, except there was minor deviation near the leading edge of the upper surface. Once again, the capability of the new inverse method was demonstrated to be effective by this supercritical NLF airfoil optimization case.

The airfoils were computed by the SST $k-\omega-\gamma-\text{Re}_\theta$ transition model [35] to validate the efficiency of the NLF design. The freestream turbulence intensity was 0.01%. The aerodynamic coefficients are listed in Table 4. It is clear that the drag coefficients were reduced by the transition computation. Figure 10 shows the friction coefficient distributions of the initial and optimized airfoils. The transition locations of the optimized airfoils were delayed by approximately 10–15% by the optimization of both the upper and lower surfaces. Figure 11 shows the eddy viscosity $\mu_t/\mu_\omega$ contours of the three airfoils. The eddy viscosity below 0.1 was blanked, and that of the $y$-coordinate was amplified. It can be seen that the location of the high eddy viscosity moved back. Consequently, the inverse design method with the favorable pressure gradient target had the capability of designing a supercritical natural laminar flow airfoil.

Table 4. Transition computations of the airfoils ($Ma = 0.73$, $Re = 6.5 \times 10^6$).

| Angle of attack $\alpha$ | Original Airfoil | Optimized with $\omega = 0.02$ | Optimized with $\omega = 0.04$ |
|-------------------------|-----------------|-------------------------------|-------------------------------|
| Lift coefficient $C_L$  | 0.600           | 0.600                         | 0.600                         |
| Drag coefficient $C_D$  | 0.00624         | 0.00609                       | 0.00599                       |
Energies 2020, 13, x FOR PEER REVIEW 11 of 18

Figure 9. Airfoil, pressure and pressure gradient distributions of the supercritical NLF airfoil optimization. (a) Airfoil geometry; (b) pressure distribution; (c) pressure gradient of the upper surface; and (d) Pressure gradient of the lower surface.

Figure 10. Friction coefficients of the initial and optimized airfoils.

Figure 11. Eddy viscosity contours of the airfoils. (a) Initial airfoil; (b) optimized with \( \omega = 0.02 \); and (c) optimized with \( \omega = 0.04 \).
4. Influence of Pressure Gradient on Supercritical Airfoil Performance

In this section, supercritical airfoils with different upper surface pressure gradients were designed based on the inverse method. Then, the airfoils were numerically tested to study the drag creep and drag divergence behaviors.

4.1. Target Pressure Gradient of Supercritical Airfoil

The design targets of different supercritical airfoils were based on the pressure gradient distribution. The flow conditions were \( Ma = 0.73 \) and \( Re = 6.5 \times 10^6 \), and the lift coefficient \( C_L \) was \( 0.8 \pm 0.005 \). Pressure gradients at 28 points on the airfoil were used as the design target, including 18 points on the upper surface and 10 points on the lower surface. The RAE2822 airfoil was used as the initial design. The pressure gradient target was modified from the RAE2822 airfoil. As shown in Figure 12, the pressure gradient on the lower surface was the same as the RAE2822 airfoil, and the upper surface was adjusted. The pressure gradient at the front half of the upper surface was changed to an adverse pressure gradient or a very small favorable pressure gradient to suppress the shockwave strength. The adverse pressure gradient of the second half was also slightly strengthened to provide enough lift coefficient. The pressure gradient in the region \( 0.10 \leq x/c \leq 0.45 \) was adjustable in the optimization to design different airfoils. Optimizations with different pressure gradients were carried out. The design problem is defined as Equation (9). The weight is \( \omega = 0.001 \).

\[
\min C_D + \omega \sum_{i=1}^{28} \left| c_{p,x}^{\text{target}} - 1.0 \right|
\]

\[\text{s.t. } C_L = 0.80 \pm 0.005, \ Volume \geq 0.064,\]
\[ t/c^{\text{initial}}_{1/4} \leq t/c^{\text{initial}}_{1/4} \]

\( x/c \)

\( \sum \)

\( \left| \right| \)

\( \right\| \)

\( \leq \)

\( \geq \)

\( \text{Equation (9)} \)

4.2. Characteristics of Airfoils with Different Upper Surface Pressure Gradients

Eight airfoils with different pressure gradients on the upper surface were designed by the method. Table 5 presents the aerodynamic coefficients of the airfoils. Two more airfoils are also listed in the table. One is the initial RAE2822 airfoil, and the other is an airfoil optimized by minimizing the drag coefficient without a pressure gradient target. The drag coefficient of the initial airfoil was the largest, and the airfoil optimized by minimizing the drag coefficient had the lowest drag. The drag coefficient monotonically decreased with increasing pressure gradient at \( 0.10 \leq x/c \leq 0.45 \).

Figure 13 shows the geometries and pressure distributions of the four airfoils designed with different pressure gradients, as well as the initial airfoil and the minimum drag airfoil. Because the target pressure gradients \( c_{p,x}^{\text{target}} \) of the ten points on the lower surface were not modified, the shapes and pressure distributions of the lower surfaces of the inversely designed airfoils were almost the same as those of the RAE2822. However, the shape and pressure coefficient on the lower surface of the minimum drag airfoil were considerably changed with strong aft-loading emerging and front-loading disappearing. On the upper surface, the variations in the airfoil shapes were quite small, which confirms
the highly nonlinear characteristics of the transonic flow. A small change in geometry may have had a strong effect on the shockwave and drag coefficient. The initial airfoil had a favorable pressure gradient on the upper surface before the shockwave, which increased the shock strength and deteriorated the drag coefficient. With the inverse design method, the expected pressure gradient can be easily achieved. The shockwave strength weakens with increasing adverse pressure gradient on the upper surface.

The shockwave strength weakens with increasing adverse pressure gradient on the upper surface.

The shockwave strength weakens with increasing adverse pressure gradient on the upper surface.

Table 5. Aerodynamic performance of the airfoils with different pressure gradients ($Ma = 0.73$, $Re = 6.5 \times 10^6$).

| No. | Target $c_{p,x} \text{ at } x/c \leq 0.45$ | Alpha | Lift Coefficient | Drag Coefficient | Lift-To-Drag Ratio |
|-----|--------------------------------------|-------|------------------|-------------------|-------------------|
| Initial | — | 2.61 | 0.800 | 0.01618 | 49.44 |
| 1 | -0.05 | 2.33 | 0.800 | 0.01242 | 64.41 |
| 2 | 0.05 | 2.40 | 0.800 | 0.01227 | 65.20 |
| 3 | 0.1 | 2.44 | 0.800 | 0.01217 | 65.74 |
| 4 | 0.2 | 2.40 | 0.800 | 0.01157 | 69.14 |
| 5 | 0.4 | 2.43 | 0.800 | 0.01116 | 71.68 |
| 6 | 0.6 | 2.42 | 0.800 | 0.01121 | 71.36 |
| 7 | 0.8 | 2.36 | 0.800 | 0.01111 | 72.01 |
| 8 | 1.0 | 2.31 | 0.800 | 0.01107 | 72.27 |
| 9 | Without $c_{p,x}$ target | 1.75 | 0.800 | 0.01077 | 74.28 |

Figure 13. Geometries and pressure distributions of the airfoils ($Ma = 0.73$, $Re = 6.5 \times 10^6$, $C_L = 0.800$). (a) Airfoil geometries; (b) pressure distributions.

Figure 14 shows the pressure gradients on the upper surfaces of the airfoils of $c_{p,x} = 0.05$ and 0.40. The front halves ($x/c < 0.5$) of the airfoils had different $c_{p,x}$ targets, and the designs satisfied the targets. The second halves ($x/c > 0.5$) had the same $c_{p,x}$ target. One can see that the pressure gradients near the shockwave location ($0.5 < x/c < 0.6$) had some deviations compared with that of the targets. However, the present inverse method was expressed as an optimization problem of the combination of the drag coefficient and pressure gradient target, which inherently includes a trade-off between the drag and the pressure distribution.
The drag vs. Mach curves of the second-segment climb phase of a civil aircraft is quite time consuming, especially for a short- or medium-range flight mission. Consequently, an airfoil optimized by minimizing the drag coefficient and pressure gradient target, which inherently includes a trade-off between the drag and efficiency of the second-segment climb phase of an aircraft and thereby the cruise efficiency of a civil aircraft when cruising at a higher speed or altitude. Both good drag creep performance and drag divergence performance are demanded for aircraft design.

Figure 14 shows the pressure gradients on the upper surfaces of the airfoils of different pressure gradients. The computations were carried out with the same lift coefficient $C_L = 0.800$ and Reynolds number $6.5 \times 10^6$. Under subcritical conditions, the drag coefficient slowly increased with increasing Mach number. The initial airfoil had the best drag creep performance, with the drag increasing the least from $Ma = 0.45$ to 0.65. In contrast, the minimum drag airfoil had the worst drag creep performance in that the drag increased dramatically. The second-segment climb phase of a civil aircraft is quite time consuming, especially for a short- or medium-range flight mission. Consequently, an airfoil optimized by minimizing the drag coefficient only may not be practical. Figure 16 further shows the pressure distributions of the airfoils. The critical pressure coefficient $c_p^*$ is also marked in the figure, which is computed by Equation (10).

$$c_p^* = \frac{2}{\gamma Ma_{\infty}^2} \left\{ \frac{2}{\gamma+1} \left[ 1 + \frac{\gamma-1}{2} Ma_{\infty}^2 \right]^{\frac{\gamma}{\gamma-1}} - 1 \right\}$$  

(10)

Figure 15a is at $Ma = 0.65$. It is clear that the suction peak of the minimum drag airfoil was higher than those of the others, so the shock wave was stronger. At this Mach number, the drag coefficient monotonically increased with the suction peak. Moreover, for the airfoil inversely designed by the upper surface pressure gradient, the suction peak, and the drag coefficient at $Ma = 0.65$, also monotonically increased with the adverse pressure gradient.

Figure 15b shows the drag divergence characteristics of the airfoils. The initial airfoil had the worst drag divergence performance as the drag increased quickly when $Ma > 0.72$. The airfoil with the minimum drag had a “spoon” type drag curve because it had a high drag coefficient at a small Mach number and low drag at the design condition ($Ma = 0.73$). The curve of $c_{p,x} = 1.0$ was similar to that of the minimum drag airfoil because this airfoil was similar to a shockfree airfoil, as shown in Figure 13b. The drag vs. Mach curves of $c_{p,x} = 0.05$ and 0.2 were quite flat when $Ma < 0.72$, and they did not show obvious “spoon” type drag curves.
Figure 15. Drag creep and drag divergence of the airfoils ($Re = 6.5 \times 10^6, C_L = 0.800$). (a) Drag creep; (b) drag divergence.

Figure 16. Pressure distributions at different Mach numbers ($Re = 6.5 \times 10^6, C_L = 0.800$). (a) $Ma = 0.65$; (b) $Ma = 0.72$; and (c) $Ma = 0.74$.

Figure 16b,c shows the pressure distributions of $Ma = 0.72$ and 0.74, which were slightly lower and higher than the design condition ($Ma = 0.73$). When $Ma = 0.72$, the initial airfoil presented a strong shockwave, while the other airfoils presented a reacceleration area after the first shock. Figure 17a shows the Mach number contour of the $c_{p,x} = 0.40$ airfoil at $Ma = 0.72$. It is clear that the reacceleration area formed a second shock. The drag coefficient of the airfoil with double-shock compression was slightly lower than that with single-shock compression because the entropy production of a double shock was lower than that of a single shock when the pressure increase was the same [37]. However, the double shock made the drag curve not monotonically increase with the Mach number. Figure 17b also shows the flow field of $c_{p,x} = 0.05$. The reacceleration area was quite weak, and no obvious double-shock phenomena appeared. When the Mach number was higher than the design Mach number of 0.73, the pressure distributions demonstrated strong shockwaves, as shown in Figure 17c. The drag coefficient was determined by the shockwave strength, i.e., the pressure difference before and after the shockwave.

Figure 17. Flow fields of airfoils at $Ma = 0.72, Re = 6.5 \times 10^6, C_L = 0.800$. (a) $c_{p,x} = 0.40$; (b) $c_{p,x} = 0.05$. 
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Considering the lift-to-drag ratio at the design condition, the drag creep and the drag divergence characteristics, the airfoil optimized with $c_{p,x} = 0.20$ had a stable performance under different Mach numbers and a moderate lift-to-drag ratio at the design condition. Consequently, the pressure gradient of $c_{p,x} = 0.20$ on the front half of the upper surface was a satisfactory value for supercritical airfoil design. The airfoil of $c_{p,x} = 0.05$ was also satisfactory with a stable performance; however, the lift-to-drag ratio was slightly lower than that of $c_{p,x} = 0.20$.

5. Conclusions

This paper proposes an inverse design method based on the pressure gradient target. The adjoint method is adopted to compute the derivatives of the pressure gradient, and the sequential quadratic programming algorithm is used to find the optimal solution. The free form deformation method is applied for geometric deformation. The advantage of this method is that only a rough expectation of the pressure distribution pattern is required in the design process rather than a precise pressure coefficient under a certain lift coefficient and Mach number. The method will be further studied on a three-dimensional wing. The work of this paper can be summarized as:

(1) The computational method is validated well by the experimental data of the RAE2822 airfoil. Two test cases of inverse design, including a supercritical airfoil and a supercritical NLF airfoil, are used to test the effectiveness of the method. The results show that the method can design airfoils with good performance by target pressure gradients of less than 20 points on the upper surface and less than 10 points on the lower surface. The airfoil designed by the method has both low aerodynamic drag and an appropriate pressure distribution pattern. The supercritical natural laminar airfoil is also validated by the transition model and demonstrates good laminar performance.

(2) Several airfoils with different upper surface gradients are designed and compared. When the upper surface gradient before $x/c = 0.5$ is larger than 0.6, the airfoil tends to be shockfree. The drag creep and drag divergence characteristics of the airfoils are tested. The shockfree airfoil has deteriorated drag creep behavior, and the drag vs. Mach number curve becomes a spoon shape. The high leading edge suction peak is the reason for the poor drag creep performance. A double-shock phenomenon is observed on airfoils with large adverse pressure gradients. A pressure gradient $c_{p,x} = 0.2$ for the front half of the upper surface is proposed for a supercritical airfoil to obtain both good drag creep and drag divergence performances.
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