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Abstract

Due to the lack of camera parameter information for in-the-wild images, existing 3D human pose and shape (HPS) estimation methods make several simplifying assumptions: weak-perspective projection, large constant focal length, and zero camera rotation. These assumptions often do not hold and we show, quantitatively and qualitatively, that they cause errors in the reconstructed 3D shape and pose. To address this, we introduce SPEC, the first in-the-wild 3D HPS method that estimates the perspective camera from a single image and employs this to reconstruct 3D human bodies more accurately. First, we train a neural network to estimate the field of view, camera pitch, and roll given an input image. We employ novel losses that improve the calibration accuracy over previous work. We then train a novel network that concatenates the camera calibration to the image features and uses these together to regress 3D body shape and pose. SPEC is more accurate than the prior art on the standard benchmark (3DPW) as well as two new datasets with more challenging camera views and varying focal lengths. Specifically, we create a new photorealistic synthetic dataset (SPEC-SYN) with ground truth 3D bodies and a novel in-the-wild dataset (SPEC-MTP) with calibration and high-quality reference bodies. Code and datasets are available for research purposes at https://spec.is.tue.mpg.de/.

1. Introduction

Estimating 3D human pose and shape (HPS) from a single RGB image is a core challenge in computer vision and has many applications in robotics, computer graphics, and AR/VR. Reconstructing a high dimensional 3D structure from 2D observations is ill-posed by nature. To overcome this, much attention has been given to structured prediction [17, 21, 66] and incorporating shape and pose priors [50, 73] to guide estimation. Weakly-supervised training of HPS regressors leverages 2D-pose datasets [1, 26, 41] and requires various forms of regularization [29, 36, 75]. Data for full 3D supervision often relies on controlled lab settings [22, 61], synthetic images [65], or, more recently, in-the-wild capture of reference data [46, 67].

Despite rapid progress, we observe that most state-of-the-art (SOTA) methods [5, 7, 16, 25, 27, 29, 30, 33, 36, 37, 50, 55, 62, 77, 78] make several simplifying assumptions about the image formation process itself. First, they all apply a weak perspective or orthographic projection assumption; resulting in a simplified camera model with only three parameters which capture the camera translation relative to the body. Moreover, some [33, 36, 50] set the focal length to a predefined large constant for every input image. Finally, they all assume zero camera rotation, which entangles body rotation and camera rotation, making it extremely hard to correctly estimate the body orientation in 3D. These
assumptions are valid for images where bodies are roughly perpendicular to the principal axis and are located far away from the camera. However, in most real world images of people, perspective effects are clearly evident, e.g. foreshortening in selfies. Ignoring perspective projection leads to errors in pose, shape, and global orientation (see Fig. 1).

To overcome these limitations in existing methods, we present SPEC (Seeing People in the wild with Estimated Cameras), the first 3D human pose and shape estimation framework that leverages cues present in the image to extract perspective camera information and exploits this to better reconstruct 3D human bodies from images in the wild. SPEC consists of two parts: camera calibration and body reconstruction. We make contributions to each.

One might hope that embedded EXIF information would be sufficient to address this problem. However, many images lack EXIF information, some applications strip this off, and even if present, converting the stored focal length in millimeters to pixels requires knowing specifics of the image sensor. Given the huge variety of cameras on the market, exploiting this is a non-trivial task. Furthermore, this does not give information about the camera rotation.

Instead, we estimate the camera directly from the RGB image. Recent work [20, 31, 69, 81] casts this ill-posed regression problem as a classification task. However, training such methods with their losses, e.g. cross-entropy and KL-divergence, ignores the natural notion of distance or ordering of the original target space. To address this, we propose a new loss, Softargmax-\(L_2\), to preserve distance during loss calculation. Moreover, we observe that HPS accuracy is quite sensitive to underestimation of focal length and less sensitive to overestimates as also noted by [32, 76]. Therefore, we modify Softargmax-\(L_2\) to be asymmetric such that less penalty is applied when the focal length is overestimated. These novel losses help us to train a better regressor for direct camera calibration, which we term CamCalib.

We integrate the regressed camera parameters into two 3D-body-reconstruction paradigms: (1) an optimization-based approach, SMPLify-X [50], and (2) a regression-based one similar to HMR or SPIN [29, 36]. Since SMPLify-X estimates a 3D body my minimizing the difference between projected 3D joints and observed 2D joints, improving the the projective geometry improves the estimated body.

In the case of direct HPS regression from pixels, the estimated camera is employed in two ways: (1) in the reprojection loss similar to the one in SMPLify-X and (2) as conditioning for the network by appending the camera parameters to the CNN image features. This second contribution is a key novelty of SPEC, which enables us to disentangle camera and body orientation. SOTA methods [33, 34, 36, 77], cannot do this because the body is estimated in camera space, entangling body orientation and camera rotation.

Training such a body regressor requires in-the-wild images annotated with both 3D human bodies and the camera parameters. Since existing 3D human body datasets [22, 45, 67] contain little variation in camera parameters, we create two new datasets with rich camera variety. First, we create a photorealistic synthetic dataset which has accurate ground-truth human and camera annotations (SPEC-SYN) using ideas from [49]. This dataset is used both for testing and training. Second, we collect a crowdsourced dataset following the Mimic-The-Pose framework [48] (SPEC-MTP). We ask web participants to calibrate their camera and take videos from different angles while mimicking a predefined pose. Then, we obtain pseudo ground-truth labels by fitting the SMPL model to the provided videos while exploiting the predefined pose as a prior. Through extensive experiments and analysis using these new datasets, alongside an existing in-the-wild dataset (3DPW [67]), we show that going beyond the weak-perspective/orthographic assumption improves human pose and shape estimation results.

In summary, our contributions are: (1) We propose a single-view, camera-aware, 3D human body estimation framework that estimates perspective camera parameters from in-the-wild images directly and reconstructs the 3D body without relying on weak-perspective assumptions or offline calibration. (2) We train a neural network to regress the perspective camera parameters given one RGB image, using two novel losses: Softargmax-\(L_2\) and the asymmetric variant to improve the calibration accuracy. (3) Using the estimated camera parameters helps to reconstruct a better 3D body with the optimization-based SMPLify-X algorithm. (4) Conditioning on camera information helps a direct regression approach based on HMR [29] learn to regress better poses. (5) We present two different datasets with ground-truth camera and human body parameters: (i) a photorealistic synthetic dataset, SPEC-SYN, and (ii) a crowdsourced dataset, SPEC-MTP.

2. Related Work

We review work that captures/reconstructs 3D humans under calibrated-camera settings, then focus on our goal: in-the-wild 3D human body reconstruction from monocular RGB. We discuss how prior art simplifies the camera model to make the problem tractable and also discuss relevant methods of camera calibration from one RGB image.
gain robustness by training keypoint detection and multi-view pose reconstruction end-to-end.

Some monocular approaches [45, 46, 51, 59] are trained with direct supervision from multi-view data, while others [17, 23, 35, 54] enforce multi-view consistency as weak, or self, supervision. In either way, known intrinsic or extrinsic parameters are always assumed. Yu et al. [76] propose perspective crop layers, which crop the image around a person according to camera parameters and image location, effectively removing some effect of camera geometry.

All these methods require offline calibration and have a risk of overfitting to the cameras used in training and are typically limited to controlled settings.

**Single-view HPS Estimation with Unknown Cameras.** In early work, Liebowitz and Carlsson [40] use the repetitive structure of a moving person as a cue for camera calibration. Since then, numerous methods reconstruct 3D human bodies given single-view images or videos in uncontrolled settings. Closely related to structure-from-motion and bundle adjustment, [2, 10, 38, 71] take videos as input and jointly estimate cameras and reconstruct human bodies; [18, 42] further ground the bodies in 3D scenes.

We focus on the more general scenario in which the input is a single image. SOTA methods use parametric body models [28, 43, 50, 74] and estimate the parameters either by fitting to detected image features [5, 50, 70] or by regressing directly from pixels with deep neural networks [7, 16, 25, 29, 33, 55, 56, 62, 75, 77, 78]. All these approaches, including non-parametric approaches [37, 57, 58, 79], assume weak perspective/orthographic projection or pre-define the focal length as a large constant for all images. Additionally, they all assume zero camera rotation, which entangles body rotation and camera rotation. As a result, these camera models have only three parameters, capturing the camera translation relative to the body.

Kissos et al. [32] identify this problem and show that replacing focal length with a constant closer to ground truth, i.e. $f = 5000 \rightarrow 2200$, improves results. Wang et al. [68] demonstrate that jointly estimating camera viewpoints and 3D human poses improves cross-dataset generalization. To show this, they train a 3D pose estimation model on available 3D human pose datasets in a supervised way. However, these datasets are limited in terms of camera viewpoint and focal length diversity, background, and number of subjects.

In contrast to the above methods, SPEC generalizes to in-the-wild settings, varied camera intrinsics and viewpoints.

**Single-image Camera Calibration.** Recent work [20, 31, 69, 81] directly estimates camera parameters from a single image. Zhu et al. [81] also recover the height of some scene objects, e.g. people and cars, together with the camera geometry. They estimate 2D human poses but not 3D bodies. To estimate camera rotations and fields of view, these methods train a neural network to leverage geometric cues in the

image without calibration boards or body keypoints. They discretize the continuous space of rotation into bins, casting the problem as a classification task and applying cross-entropy [69] or KL-divergence [20, 81] losses. These losses unfortunately ignore the ordering in target spaces. We devise new losses to retain the concept of distance in the original space, leading to better estimated cameras.

### 3. Method

#### 3.1. Preliminaries

A pinhole camera maps a 3D point $X \in \mathbb{R}^3$ to an image pixel $x \in \mathbb{R}^2$ through $x = K(RcX + tc)$, where $K \in \mathbb{R}^{3 \times 3}$ is the intrinsic matrix storing focal length $f_x$, $f_y$ and the principal point $(o_x, o_y)$. We follow previous work and omit skew, radial and tangential distortion. Extrinsic parameters are $Rc \in SO(3)$ and $tc = (t_c^x, t_c^y, t_c^z) \in \mathbb{R}^3$, representing camera rotation and translation in the world coordinate frame, respectively.

We estimate a parameteric human body model, SMPL [43, 50], that deforms a predefined human surface $M$ according to body pose $\theta$ and shape $\beta$. When both body translation $tb$ and body orientation $Rb$ are zero, the mesh is located near the origin of world coordinates, facing the $z^+$ direction and $y^+$ is the up-vector, as visualized in Fig. 2(a).

Existing approaches [5, 7, 16, 25, 29, 33, 50, 62, 77] assume zero camera rotation, $Rc = I$, and estimate the camera translation $tc$ in two ways: (1) by fitting the body joint coordinates to 2D keypoints [5, 50, 78] or (2) by predicting weak perspective camera parameters $(s, t_s^x, t_s^y, t_s^z)$ with a neural network, where the scale parameter $s$ is converted to $t_s^z$ [29, 30, 33, 36]. See Sup. Mat. for details of this conversion. The underlying assumption here is weak perspective projection. It is assumed that the camera is placed very far from the person, such that depth variations in the $z$ coordinate of the person are negligible compared to the distance from the camera. This is violated regularly in natural images where it is common that the distance from the camera
to the body is no more than the height of the body itself.

For intrinsic parameters, \([5, 33, 36, 50]\) set the focal length as a large constant \(f_x = f_y = f \equiv 5000\) to meet the weak-perspective assumption and set the principal point \((o_x, o_y)\) at the center of the resized cropped image around the person, while \([29, 77, 78]\) directly apply weak perspective projection \(x = s.X + t^c\). Despite the differences in modeling projection and translation, one common feature of these simplified cameras is that they only have three unknowns: \((s, t_x^c, t_y^c)\) or equivalently \((t_x^c, t_y^c, t_z^c)\). We refer to them collectively as IWP-cam in this paper, standing for Identity rotation and Weak Perspective.

Note that both camera variables \((R^c, t^c)\) and body variables \((P^b, t^b)\) are expressed in world coordinates, not in camera space. Given just one single-view image, the network/optimizer can change both \((R^c, t^c)\) and \((P^b, t^b)\) to explain the image observations. IWP-cam addresses this by assuming \(R^c = I\) and \(t^b = 0\) to solve only for camera translation \(t^c\) and body orientation \(P^b\), or more precisely, the body orientation in the camera space: \(R^b_c = R^c R^b\). See Fig. 2(a). This approach is a key reason why most methods evaluate accuracy after Procrustes alignment of the estimated body to the ground truth.

IWP-cam works well when the weak-perspective assumption holds. However, images captured by cameras with significant pitch and smaller focal lengths, such as those in Fig. 1 and Fig. 5, have foreshortening distortion that breaks this assumption because changes in the \(z\) coordinate of the 3D body are no longer negligible compared to the distance from the camera. IWP-cam expects HPS methods to absorb this camera pitch \(\alpha\) into the relative body orientation \(R^b_c\), but in practice, due to the mismatch in focal length, the optimization often unnecessarily changes body pose; e.g. the wrong arm and leg poses in Fig. 1(b).

### 3.2. Camera Calibration from a Single Image

Inspired by single-view camera calibration and metrology \([20, 31, 69, 81]\), we estimate camera rotation \(R^c\) and focal length \(f\) from a single RGB image. By lifting the zero camera rotation constraint, i.e. \(R^c \neq I\), and directly estimating \(R^c\), we bypass the camera-relative body orientation \(R^b_c\), and thus disentangle camera rotations from body orientations. Doing so allows us to handle perspective/foreshortening distortion while keeping a consistent \(xz\)-plane aligned ground plane located at \([0, y, 0]\). Utilizing better focal length also improves the pose estimation quality by leveraging accurate perspective projection.

Specifically, camera rotation is parameterized by three angles: pitch \(\alpha\), roll \(\phi\) and yaw. Since focal length in pixels has an unbounded range and it changes whenever one resizes images, we estimate vertical field of view \((vfov)\) \(v\) in radians and convert it to focal length \(f_y\) via:

\[
f_y = \frac{\frac{1}{2} h}{\tan\left(\frac{v}{2}\right)},
\]

where \(h\) is the image height in pixels. We follow \([81]\) to assume zero camera yaw and \(f_x = f_y = f\). Our camera thus has three more parameters – pitch, \(\alpha\), roll, \(\phi\), and vertical field of view, \(v\), in addition to the original \((s, t_x^c, t_y^c)\). Since the three new parameters are all in radians, we choose to learn them with one camera calibration model termed CamCalib. We place the camera at the origin so \(t^c = [0, 0, 0]\), as depicted in Fig. 2(b), and leave the estimation of body translation \(t^b\) to the downstream body estimator.

Many human body reconstruction networks take only a cropped image patch around the person as input. In contrast, CamCalib takes the uncropped full-frame image to predict pitch \(\alpha\), roll \(\phi\), and vfov \(v\), which are the same for all subjects in the image. We argue that this is beneficial because the full image contains rich cues that facilitate camera calibration. For example, there are abundant geometric cues, e.g. vanishing points and lines, available to help determine camera rotations and field of view in the original image. Following \([20, 31, 81]\), we use a CNN as the backbone for CamCalib and discretize the spaces of pitch \(\alpha\), roll \(\phi\), and vfov \(v\) into \(B\) bins, converting the regression problem into a \(B\)-way classification problem. However, instead of cross-entropy \([69]\) or KL-divergence \([20, 81]\) losses, we aggregate the predicted probability mass using a softargmax operation, i.e. computing the expectation value of the prediction, and measure its difference to the ground truth with an \(L_2\) loss which we term Softargmax-\(L_2\). Thus, we avoid the difficulty of regressing in a continuous target space while retaining the notion of distance in the loss. The detailed formulation of Softargmax-\(L_2\) is provided in the Sup. Mat.

Furthermore, as pointed out by \([32, 76]\) and shown in the Sup. Mat., predicting larger focal lengths than the ground truth (or equivalently smaller vfov) is less harmful to the reconstructed 3D poses than predicting smaller focal lengths (larger vfov). We therefore apply an asymmetric loss for vfov \(v\). As shown in Fig. 3, predictions \(\hat{v}\) larger than the ground truth \(v\) yield higher penalty through a standard \(L_2\) loss, while the penalty for smaller predictions \(\hat{v}\) saturates via a Geman-McClure function \([14]\). We verify the benefits of all these design choices in Sec. 4.

### 3.3. Optimization approach: SMPLify-X-cam

Next, we showcase how using the estimated camera parameters help human body estimation in an optimization-
based approach. To this end, we modify the SMPLify-X method [50]. Given an image, CamCalib predicts camera pitch $\alpha$, roll $\phi$, and vertical field of view $\upsilon$. These parameters are then used to construct camera rotation $R^c$ and intrinsics $K$. Horizon line (green) is rendered following [81] to indicate camera rotations. SPEC takes a cropped bounding box as input and extracts image features using a CNN backbone. Predicted camera parameters from CamCalib are concatenated with image features to estimate SMPL body parameters $\theta, \beta$ along with the body translation $t^b$. Camera parameters are also taken into account when computing a loss between the projected 3D joints $\hat{J}_{2D}$ and ground truth.

$$E(\beta, \theta, R^c, K, t^b) = E_J + E_\theta + E_\beta,$$  
\(2\)

where $\beta, \theta$ are SMPL shape and pose parameters, $t^b$ is SMPL body translation, $E_\theta$ and $E_\beta$ are pose and shape prior terms, and $E_J$ is the data term. We modify the original SMPLify-X method to take perspective camera parameters into account in the data-term $E_J$. We obtain SMPL 3D joint locations using a pretrained joint regressor $W$ by $\hat{J}_{3D} = WM(\theta, \beta)$. $E_J$ measures the difference between the detected $J_{2D}$ and the estimated $\hat{J}_{3D}$, projected on the image by the estimated camera parameters:

$$E_J = \left\| \Pi \hat{J}_{3D} - J_{2D} \right\|^2_2,$$  
\(3\)

where $\Pi = K[R^c - t^b]$.

### 3.4. Learning-based approach: SPEC

To evaluate the effect of estimated camera parameters on a regression-based method, we take a simple and widely-used method, HMR [29], as a backbone, which employs a 2D reprojection loss during training that uses the estimated IWP-cam. We incorporate our estimated camera parameters in two ways: (1) by using them as $R^c$ and $K$ during the projection of 3D joints like in Eq. 3 and (2) by conditioning the fully connected layers, which estimate SMPL parameters, with $R^c$ and $\upsilon$. Figure 4 gives an overview of SPEC.

Given an image, we first estimate the camera pitch $\alpha$, roll $\phi$, and vertical field of view $\upsilon$ using CamCalib and then convert them to $R^c$ and $K$ as explained in Sec. 3.3. For human body regression, we take a cropped bounding-box image as input and extract image features using a backbone CNN. These image features are concatenated with $R^c$ and $\upsilon$ and fed to an iterative regressor [29] to regress SMPL pose $\theta$ and shape $\beta$ along with body translation $t^b$. By doing so, SPEC learns to disentangle the SMPL body's global orientation $R^c$ from the camera rotation $R^c$. See Sup. Mat. for the details of $t^b$. Then, we obtain SMPL 3D joint locations $\hat{J}_{3D} = WM(\theta, \beta)$ and 2D projection $\hat{J}_{2D} = \Pi \hat{J}_{3D}$ as in Eq. 3. Overall, our total loss for each training sample is:

$$L = \lambda_{3D}L_{3D} + \lambda_{2D}L_{2D} + \lambda_{\text{SMPL}}L_{\text{SMPL}}$$

where

$$L_{3D} = \| \hat{J}_{3D} - J_{3D} \|_2^2,$$  
\(4\)

$$L_{2D} = \| \hat{J}_{2D} - J_{2D} \|_2^2,$$  
\(5\)

$$L_{\text{SMPL}} = \| \hat{\theta} - \theta \|_2^2 + \| \hat{\beta} - \beta \|_2^2,$$  
\(6\)

where $\hat{\cdot}$ represents the prediction for the corresponding variable. $\lambda$'s are scalar coefficients to balance the loss terms.

Note that we define both 3D and 2D losses on the body joints. This is because the 3D ground truth we use for training is not always reliable and thus the 2D joints provide important additional image cues, which can be exploited particularly well when using the correct camera geometry.

### 4. Experiments

We focus the evaluation on CamCalib and SPEC; for evaluation of SMPLify-X-cam, see Sup. Mat.
4.1. Datasets

Panorama dataset. Previous work [20, 81], uses the SUN360 [72] dataset to train camera calibration networks, which is unfortunately no longer available due to licensing issues. Therefore, we have curated a new dataset of equirectangular panorama images called Panorama360. The Panorama360 dataset consists of 35K panoramic images of which 34K are from Flickr and 1K rendered from photorealistic 3D scenes. Following previous work [20, 81], we randomly sample the camera pitch, roll, yaw, and vertical field of view to generate 400K training and 15K validation images. We use these to train our CamCalib model.

SPEC-SYN. Existing datasets, used to train HPS regressors, contain limited camera variation. Hence, they are not ideal for training and evaluating the effects of camera estimation on HPS. Therefore, we created a photorealistic synthetic dataset, inspired by AGORA [49], to train and evaluate our model. It has high-quality textured human 3D scans and provides reference SMPL(-X) parameters for them. We place these scans in 5 different high-quality photorealistic 3D scenes, enabling the generation of many unique views. We randomly sample camera viewpoints, \( \alpha \sim \mathcal{U}(-30^\circ, 15^\circ) \) and \( \phi \sim \mathcal{N}(0^\circ, 2.8^\circ) \), and focal lengths, \( v \sim \mathcal{U}(70^\circ, 130^\circ) \), to add diversity. In total, we generate 22191 images with 71982 ground truth bodies for training, and 3783 images with 12071 bodies for testing.

SPEC-MTP. To evaluate calibrated HPS (CHPS) methods on real data, we collect a new dataset with high-quality pseudo ground truth using Amazon Mechanical Turk (AMT). Following the idea of the MTP dataset [48], we ask AMT workers to mimic 10 poses for which we have 3D ground truth. While the person maintains a pose, a second person records a video from different viewpoints. In addition, the worker calibrates the camera and provides their height and weight. We extend SMPLify-XC [48] and use the calibrated camera to fit the SMPL-X model to multiple video frames. See Sup. Mat. for details. In total, we collect 64 videos of 7 subjects (4 male, 3 female) and extract 3284 images at a frame rate of 1 fps.

Other datasets. To train 3D CHPS estimation, we use the 3DPW [67], COCO [41], MPI-INF-3DHP [45], and Human3.6M [22] datasets. We evaluate SPEC using separate test data: 3DPW-test, SPEC-SYN, and SPEC-MTP. Since there are no ground truth 3D body and camera annotations for COCO, we use CamCalib to estimate camera parameters and SMPLify-X-cam to obtain pseudo 3D body ground truth, using EFT [27] annotations as the initialization.

4.2. Evaluation metrics

The mean per joint position error (MPJPE), Procrustes-aligned mean per joint position error (PA-MPJPE), and per vertex error (PVE) are the most commonly-used evaluation metrics in the literature. PA-MPJPE exists as a met-
4.4. Single-image camera calibration results

Table 1 reports the mean angular error in camera pitch $\alpha$, roll $\phi$, and vfov $\nu$ for different camera calibration methods on the Pano360 test set. For reference, we include the open-source implementation of ScaleNet [81], which uses a different backbone than CamCalib. We also train ScaleNet with our backbone on Pano360 (CamCalib (KL loss)) in Table 1. We evaluate the effect of different loss functions, i.e. KL-divergence, Softargmax-$L^2$, and Softargmax-biased-$L^2$, and define the final CamCalib network to be the best performing version (Softargmax-biased-$L^2$).

4.5. SPEC evaluation

Tables 6, 7, and 8 show the results of recent SOTA methods on the SPEC-MTP, SPEC-SYN and 3DPW datasets.

The correct metric. We believe W-MPJPE is the metric that best reflects performance in real-world applications, so we report W-MPJPE, PA-MPJPE, and W-PVE. MPJPE is also reported and discussed in Sup. Mat. For W-MPJPE and W-PVE, we report both definitions from Sec. 4.2, i.e. (1)/(2) in the tables. Note that SPEC has the same error under both metrics. PA-MPJPE has only one entry because Procrustes alignment removes the effect of camera rotation (and more); this effectively hides the fact that SOTA methods do not estimate global pose well.

Comparison to the state-of-the-art. To compute the performance of SOTA methods, we use their open source implementations. We use HMR* as our IWP-cam baseline, which is HMR [29] trained with the same datasets as SPEC, i.e. COCO, SPEC-SYN, MPI-INF-3DHP, and Human3.6M. Again, we do not use HMR’s discriminator since we train with ground-truth or pseudo ground-truth 3D labels. For I2L-MeshNet [47], we use the SMPL output of this method instead of the non-parametric mesh to be able to report W-PVE and denote this with $\dagger$.

Since W-MPJPE and W-PVE measure the error w.r.t. the body in world coordinates, these measures reveal the performance improvement of SPEC over the SOTA when the camera deviates from the IWP-cam assumption. Compared to datasets like 3DPW, SPEC-MTP and SPEC-SYN have significantly more variety in focal lengths and viewpoints as shown in Fig. 5. As a result, SPEC yields a larger improvement in W-MPJPE and W-PVE over the SOTA for these datasets. Using explicit camera information is a key driver of this improvement. The improvement in PA-MPJPE is less significant, suggesting that the largest improvements come from estimating the body in world coordinates rather than better articulated pose. This is valuable in many applications, e.g. human-scene interaction, where bodies and objects are often reconstructed from distinct methods but should reside in a common space.

Figure 6 analyzes W-MPJPE on SPEC-SYN for different camera viewpoints and focal lengths. SPEC results are similar across different camera settings, while the HMR* is less robust to values that deviate from its assumptions.

Ablation experiments. We ablate different camera parameters and components of SPEC to investigate their effect on performance. We report results on the SPEC-SYN test data (Table 5) because it has challenging cameras; for ablation results on 3DPW please see Sup. Mat.

We use HMR* as our baseline and use the same datasets and training configurations for all methods. To obtain the predicted 2D joints, $J_{2D}$, HMR* uses the bounding-box

| Methods          | W-MPJPE | PA-MPJPE | W-PVE         |
|------------------|---------|----------|---------------|
| GraphCMR [37]    | 175.1 / 166.1 | 94.3 | 205.5 / 197.3 |
| SPIN [36]        | 143.8 / 143.6 | 79.1 | 165.2 / 165.3 |
| PartialHumans [55] | 158.9 / 157.6 | 98.7 | 190.1 / 188.9 |
| I2L-MeshNet† [47] | 167.2 / 167.0 | 99.2 | 199.0 / 198.1 |
| HMR* [29]        | 142.5 / 128.8 | 71.8 | 164.6 / 150.7 |
| SPEC             | 124.3 / 124.3 | 71.8 | 147.1 / 147.1 |

Table 2: Results of SOTA methods on SPEC-MTP dataset. We use the implementations provided by the authors to obtain results. HMR* means that we train HMR using the same data as SPEC for fair comparison. † means we use the SMPL output of this method instead of the non-parametric mesh to be able to report W-PVE. All numbers are in mm.

| Methods          | W-MPJPE | PA-MPJPE | W-PVE         |
|------------------|---------|----------|---------------|
| GraphCMR [37]    | 181.7 / 181.5 | 86.6 | 219.8 / 218.3 |
| SPIN [36]        | 165.8 / 161.4 | 79.5 | 194.1 / 188.0 |
| PartialHumans [55] | 169.3 / 174.1 | 88.2 | 207.6 / 210.4 |
| I2L-MeshNet† [47] | 169.8 / 163.3 | 82.0 | 203.2 / 195.9 |
| HMR* [29]        | 128.7 / 96.4 | 55.9 | 144.2 / 111.8 |
| SPEC             | 74.9 / 74.9 | 54.5 | 90.5 / 90.5   |

Table 3: Results of SOTA methods on SPEC-SYN. See Table 6 caption.

| Methods          | W-MPJPE | PA-MPJPE | W-PVE         |
|------------------|---------|----------|---------------|
| GraphCMR [37]    | 137.8 / 129.4 | 69.1 | 158.4 / 152.1 |
| SPIN [36]        | 122.2 / 116.6 | 59.0 | 140.9 / 135.8 |
| PartialHumans [55] | 139.4 / 132.9 | 76.9 | 160.1 / 152.7 |
| I2L-MeshNet† [47] | 133.3 / 119.6 | 60.0 | 154.5 / 141.2 |
| HMR* [29]        | 119.2 / 104.0 | 53.7 | 136.2 / 120.6 |
| SPEC             | 106.4 / 106.4 | 53.2 | 127.4 / 127.4 |

Table 4: Results of SOTA methods on 3DPW test set. See Table 6 caption.

| Methods          | W-MPJPE | PA-MPJPE | W-PVE         |
|------------------|---------|----------|---------------|
| HMR*             | 128.7 / 96.4 | 55.9 | 144.2 / 111.8 |
| HMR* + c         | 120.4 / 84.2 | 54.0 | 135.3 / 98.8  |
| HMR* + c + f     | 118.3 / 85.1 | 54.0 | 132.8 / 99.7  |
| HMR* + c + f + Rc | 77.2 / 77.2 | 55.3 | 93.8 / 93.8   |
| SPEC             | 74.9 / 74.9 | 54.5 | 90.5 / 90.5   |

Table 5: Ablation studies with SPEC-SYN. $c$: using the image center as camera center. $f$ and $Rc$: using CamCalib estimated focal length and camera rotation, respectively.
Figure 5: Qualitative results. Top & middle: SPEC-MTP; bottom: SPEC-SYN. We also provide failure cases in Sup. Mat.

Figure 6: Breakdown of W-MPJPE per camera focal length and pitch range.

Qualitative results. Figure 5 shows representative results. HMR* assumes IWP-cam and yields incorrect body poses (legs in top row) and incoherent body orientations (middle & bottom); SPEC predicts overall more globally coherent bodies as can be seen in side-view images.

5. Conclusion

In this paper, we demonstrate that a) camera geometry can be estimated from images and b) can effectively be leveraged to improve 3D HPS accuracy. Existing methods make simplifying assumptions about the camera: weak-perspective projection, large constant focal length, and zero camera rotation. To go beyond these simple assumptions, we introduce SPEC, the first 3D HPS method that regresses a perspective camera from a single image and employs this to reconstruct 3D human bodies more accurately. Using the estimated camera parameters improves both SOTA camera regression methods and HPS regression methods. We introduce two new datasets, i.e. SPEC-MTP and SPEC-SYN, with accurate camera and 3D body annotations to showcase the effect of SPEC through ablation studies and comparison with the SOTA and to foster future research in this area.
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Supplementary Material

In this supplementary document, we provide more information that is not covered in the main text, ranging from technical details in the method, visual examples of the proposed datasets, more qualitative results, more ablation studies as well as more analysis and discussion.

A. Methods

A.1. Formulation of per-body translation \( t^b \)

For each body in the image, besides SMPL parameters \( \theta, \beta \), SPEC also estimates camera parameters \((s, t_x, t_y)\), which is defined w.r.t. the bounding box (bbox) of the subject. Similar to \( \pi = \text{CamCalib} \). As explained in the main text, Eq. 3, \( t^w \) where \( \phi \), we perform a coordinate transformation to obtain the final \( t^b \) vector w.r.t. the original full image following:

\[
\begin{align*}
    t^b_x &= t_x + \frac{2(c_x - w/2)}{s \cdot w_{bbox}}, \\
    t^b_y &= t_y + \frac{2(c_y - h/2)}{s \cdot h_{bbox}}, \\
    t^b_z &= \frac{2 \cdot f}{h_{bbox} \cdot s},
\end{align*}
\]

where \((c_x, c_y)\) is the bbox center, \(w, h\) are original image sizes, \(w_{bbox}, h_{bbox}\) are bbox sizes, and focal length \(f\) is estimated by CamCalib. As explained in the main text, Eq. 3, \( t^b \) is used during perspective projection \( \Pi = K[R - t^b] \).

A.2. Softargmax-L2 and Softargmax-biased-L2

As described in the main manuscript, we follow [81] to discretize the spaces of pitch \( \alpha \), roll \( \phi \) and vertical field of view (vfov) \( v \) into \( B = 256 \) bins but avoid casting it as a pure classification problem. To this end, we propose Softargmax-L2 loss and the biased variant. Let \( \alpha = [\alpha_1, \ldots, \alpha_B], \phi = [\phi_1, \ldots, \phi_B], \) and \( v = [v_1, \ldots, v_B] \) denote the center values of each of the bins, and let \( \mathbf{p}^\alpha = [p^\alpha_1, \ldots, p^\alpha_B], \mathbf{p}^\phi = [p^\phi_1, \ldots, p^\phi_B], \) and \( \mathbf{p}^v = [p^v_1, \ldots, p^v_B] \) denote the probability mass from the fully-connected layers of each head respectively. We compute the expectation value of the probability mass as the prediction:

\[
\hat{\alpha} = \sum_i p^\alpha_i \alpha_i, \\
\hat{\phi} = \sum_i p^\phi_i \phi_i, \text{ and } \\
\hat{v} = \sum_i p^v_i v_i.
\]

This differentiable operation has been commonly-used in human joint detection [44, 63] to determine the peak location in a likelihood heat map, in contrast to the non-differentiable argmax operation.

For pitch \( \alpha \) and roll \( \phi \) angles, we apply the standard \( L_2 \) loss between the prediction and the ground truth. To encourage underestimation of vfov \( v \) more than overestimation, we design an asymmetric loss as depicted in Fig. 3 in the main text; formally:

\[
\mathcal{L}(\hat{v}) = \begin{cases} 
    \frac{(\hat{v} - v)^2}{(\hat{v} - v)^2 + \varepsilon}, & \text{if } \hat{v} < = v \\
    (\hat{v} - v)^2, & \text{otherwise,}
\end{cases}
\]

We verify the benefits of these design choices in Table 1 in the main text.

A.3. Virtual ground plane

In all qualitative results, we visualize a virtual ground plane with a checkerboard, which is parallel to the \( xz \)-plane and therefore parameterized as \([0, y, 0]\). We define \( y = \min (\mathcal{M}(\theta, \beta)[:, 2]) \), i.e. we place the ground plane just below the SMPL mesh.

This simple parameterization is feasible because we disentangle the camera rotation \( R^c \) from the body orientation \( R^b \). For SOTA methods that apply the IWP-cam model, the virtual ground planes are often tilted. As a result, it requires further processing to estimate the up-vector, or conversely, the direction of gravity, making it non-trivial to integrate the reconstructed bodies for some downstream applications, e.g. scene understanding, character animation, physics simulation. SPEC, on the other hand, reconstructs bodies in the world coordinate frame with a consistent up vector \([0, 1, 0]\), which is more physically plausible when visualized together with the ground plane. See Sup. Mat. video.

A.4. SMPlify-X-Cam

To integrate the estimated camera parameters from CamCalib into an optimization-based method, we use the original implementation of SMPlify-X [50] with slight modifications. We replace the IWP-cam with the estimated \( K \) and \( R^c \) as described in Sec. 3.3 of the main text. Additionally, we initialize the optimization with the output of HMR-EFT [27], instead of starting from a mean pose and a mean shape. We use the Adam optimizer with a step size of \( 10^{-2} \) for 100 steps for both the first and second stage of optimization. The results of SMPlify-X-cam are evaluated in Sec. C.4.

B. Implementation Details

B.1. SPEC-MTP Dataset

Müller et al. [48] propose a “Mimic The Pose” (MTP) task to collect datasets of natural images with high-quality pseudo ground truth body parameters from Amazon Mechanical Turk (AMT). Each image shows a person mimicking a posed SMPL-X mesh presented to them on AMT. Müller et al. devise a three-stage optimization routine, SMPlify-XC, to fit the SMPL-X model to each image. It is based on the default SMPlify-X [50] but considers additionally the pose \( \theta \) and self-contact \( C \) of the presented SMPL-X mesh to constrain the optimization. The body parts in self-contact are identified by finding vertices that are close in Euclidean and far in geodesic space. Please see [48] for a detailed definition of self-contact.

We follow the MTP approach but add two distinctions in order to obtain ground truth camera parameters: (1) Instead of getting a single picture for each pose, we ask AMT subjects to record a video showing the pose from multiple viewpoints, similar to Mannequin-Challenge style [39]. (2) We also ask them to print out a calibration pattern and record a video of the grid following a detailed protocol. In addition, we ask them to measure the size...
of the grid and take a picture of the grid and a ruler to verify the measured values.

To fit SMPL-X pose $\theta$ and shape $\beta$, as well as camera pitch $\alpha$, roll $\phi$, yaw $\psi$, and camera translation $t^c$ to the collected MTP videos, we extend SMPLify-XC and introduce SMPLify-XC-Cam. We follow the three-stage optimization routine. In the first stage, body pose $\theta$ is initialized as the poses of the presented mesh, $\theta = \tilde{\theta}$, and stays fixed in this stage. The objective is:

$$E(\theta, \alpha, \phi, \psi, t^c) = \lambda_M E_M + \sum_{i=1}^{F} E_{J_i}. \quad (10)$$

$E_M$ denotes the SMPLify-XC shape loss, that takes the ground truth height and weight of a person into account.

$$E_{J_i} = \left\| \omega_i \gamma (\Pi (AM(\beta, \theta), R^c_i, K, t^c_i) - J^2D_i) \right\|^2 \quad (11)$$

is the 2D re-projection error of a single frame $i$ with detected 2D joints $J^{2D}_i$, and camera rotation $R^c_i$ and translation $t^c_i$, $\omega_i$ and $\gamma$ are per joint confidence and weight, respectively. $F$ is the number of frames per video, extracted at one frame per second.

In the second and the third stage, we freeze body shape $\beta$ and refine the pose $\theta$ and camera parameters by minimizing:

$$E(\theta, \alpha, \phi, \psi, t^c) = \lambda_{m\beta} E_{m\beta} + \lambda_{d\theta} E_{d\theta} + \lambda_{d\beta} E_{d\beta} + \lambda_S E_S + \sum_{i=1}^{F} E_{J_i} \quad (12)$$

$E_{m\beta}, E_{d\theta}, E_{d\beta}, E_S$ denote the hand and presented pose priors, the presented contact loss and the general contact loss as defined in [48], respectively. Fig. 7 shows several examples of SPEC-MTP frames and the computed SMPL-X fit. SPEC-MTP is used only for evaluation.

B.2. SPEC-SYN Dataset

We obtain the 3D scans and SMPL-X fits to those scans from the AGORA dataset [49]. This includes many high-quality 3D scans of clothed people with accurate SMPL-X ground truth shape and pose. We convert the SMPL-X model to the SMPL format. We then put these scans in 3D scenes and use Unreal engine [12] to generate photorealistic images with diverse fields of view (fov) and camera rotations. Fig. 8 shows several examples, with SMPL fits overlaid on the images. One can observe some perspective distortion at the image boundary in the 3rd and 4th rows, indicating large fov (small focal length); the first and the last row show examples with high camera pitch angles.

B.3. Pano360 Dataset

To generate training dataset from equirectangular panorama images, we follow the strategy of Zhu et al. [81]. We crop images from panorama images with random viewpoints and focal lengths. Fig. 9 shows a sample panorama image along with the cropped images.

C. Experiments

C.1. Training Datasets

In addition to SPEC-SYN dataset which is described in main text, we use datasets explained below for training.

MP1-INF-3DHP [45] is a multi-view indoor 3D human pose estimation dataset. 3D annotations are captured through a commercial markerless mocap software, therefore it is less accurate than some of the 3D datasets e.g. Human3.6M [22]. We use all of the training subjects S1 to S8 which makes 90K images in total.

Human3.6M [22] is an indoor, multi-view 3D human pose estimation dataset. Following previous methods, for training, we use 5 subjects (S1, S5, S6, S7, S8) which makes 292K images. 

COCO [41] dataset is a 2D keypoint dataset. In addition to 2D keypoint annotations, we utilize SMPLift-X-cam and CamCalib method to obtain SMPL and camera parameters annotations. We initialize the SMPLify-X-cam with SMPL fits provided by EFT [27] method.

Training Dataset Ratios. To obtain the final best performing model, we follow EFT [27] and SPIN [36] which use fixed data sampling ratios for each batch. We first train SPEC with 50% SPEC-SYN, 50% COCO for 175K steps. Then, we continue training with 20% Human3.6M, 20% MPI-INF-3DHP, with 50% SPEC-SYN, and 50% COCO for around 50K steps until convergence.

C.2. CamCalib Qualitative Results

In Fig. 10, we show the qualitative results of CamCalib. We follow [81] to visualize the estimated camera rotation by drawing the estimated horizons (red dashed lines). If the camera is pointing down (pitch angle $\alpha > 0$), the horizon should appear in the upper half of the image. Tilting to the left or right indicates the camera roll. CamCalib estimates reasonable camera parameters for most examples. We also show the failure cases in Fig. 11. We observe that they are all portrait images in which background contain little information for estimating camera parameters. We remark that despite no rich information in the background, human bodies still provide useful cues for the calibration purpose and we leave this to the future work.

C.3. SPEC MPJPE/PVE Results and Discussions

Table 6 to 8 summarize the performance of SPEC in comparison to SOTA methods on three datasets: SPEC-MTP, SPEC-SYN, and 3DPW. In addition to the three metrics, W-MPJPE, PA-MPJPE and W-PVE that are already reported in the main paper, we also include MPJPE and PVE here. The two versions of W-MPJPE and W-PVE are defined in Sec. 4.2 in the main text.

First, we observe that SPEC yields better “pure body pose” according to the improved PA-MPJPE. Moving onward, a 3DHPs method should learn not only to reconstruct body poses and shapes but also to place and orient them properly in the space. To this end, MPJPE and PVE are often considered stricter than the Procrustes-aligned counterparts as they measure additionally discrepancies in rotation. SPEC also outperforms SOTA methods [36, 37, 47, 55] in MPJPE/PVE, but yield on-par or slightly worse results than HMR*, which is an IWP-cam baseline trained under the identical setting as SPEC.

Note that MPJPE and PVE are typically computed in the camera space. One needs to transform the ground truth bodies using the camera extrinsics provided by the datasets, and thus the error
Figure 7: SPEC-MTP benchmark samples.
Figure 8: SPEC-SYN dataset samples.
Figure 9: **Pano360 dataset.** Random viewpoints (b) from a single equirectangular panorama image (a). Horizon annotations are shown in red line.
Figure 10: CamCalib qualitative results.
Figure 11: CamCalib failures.
Table 9: HPS optimization with an estimated camera. SMPLify-X-cam on the SPEC-SYN dataset.

Table 6: Results of SOTA methods on SPEC-MTP dataset. We use the implementations provided by the authors to obtain results. HMR∗ means that we train HMR using the same data as SPEC for fair comparison. †means we use the SMPL output of this method instead of the non-parametric mesh to be able to report W-PVE. All numbers are in mm.

Table 7: Results of SOTA methods on SPEC-SYN. See Table 6 caption.

Table 8: Results of SOTA methods on 3DPW test set. See Table 6 caption.

Figure 12: Sensitivity of SMPLify-X to focal length perturbation on SPEC-SYN dataset. Using CamCalib estimated \( f \) yields better results. Body reconstruction accuracy is less sensitive to larger focal lengths. Therefore, we propose Softargmax-biased-\( \mathcal{L}_2 \) loss.
Table 10: **HPS optimization with an estimated camera.** SMPLify-X-cam on the 3DPW validation set.

| Methods                                  | W-MPJPE | PA-MPJPE | W-PVE  |
|------------------------------------------|---------|----------|--------|
| SMPLify-X (ground-truth $f$)            | 124.9 / 95.0 | 55.4 | 166.9 / 120.0 |
| SMPLify-X [50] ($f = 5000$)             | 123.8 / 94.7 | 57.7 | 144.8 / 119.8 |
| SMPLify-X [32] ($f = 2200$)             | 124.8 / 94.4 | 55.5 | 146.7 / 119.6 |
| SMPLify-X (CamCalib $K$)                | 125.5 / 95.4 | 55.7 | 147.4 / 120.3 |
| SMPLify-X-cam (CamCalib $K + R_c$)      | 95.5 / 95.5 | 55.8 | **120.4 / 120.4** |

Table 11: Ablation experiments on SPEC with 3DPW validation set. $c$: using the image center as camera center; $f$ and $R_c$: using CamCalib estimated focal length and camera rotation, respectively. All numbers are in mm.

| Methods                                  | W-MPJPE | PA-MPJPE | W-PVE  |
|------------------------------------------|---------|----------|--------|
| HMR*                                     | 112.7 / 97.2 | 62.3 | 133.1 / 115.6 |
| HMR* + $c$                                | 115.4 / 97.3 | 62.2 | 135.9 / 116.9 |
| HMR* + $c + f$                            | 112.1 / 96.1 | 61.4 | 134.1 / 113.6 |
| HMR* + $c + f + R_c$                      | 102.7 / 102.7 | 60.2 | 124.0 / 124.0 |
| SPEC                                     | 98.1 / 98.1 | **59.9** | 119.3 / 119.3 |

Table 12: Comparison to Wang et al. [68]. Here both methods are trained with 3DPW training set for a fair comparison.

| Methods                                  | MPJPE | PA-MPJPE |
|------------------------------------------|-------|----------|
| Want et al. [68]                         | 89.7  | 65.2     |
| SPEC w. 3DPW                             | 96.4  | 52.7     |

**C.5. Ablation study on SPEC with 3DPW**

The Table 5 in the main text provides an ablation study on SPEC using the SPEC-SYN dataset, which dissects the improvement over the baseline HMR* in various aspects: using the original image center as the principal point, using the CamCalib estimated focal length, using the estimated rotations, and lastly conditioning the network with the estimated cameras (SPEC). We repeat this here on the common 3DPW benchmark as in Table 11. Despite that it is not a suitable dataset to analyze the impact of each camera parameters, we still observe that appending the estimated cameras to the image feature leads to improvement in five metrics (c.f. the last two rows), so does using the estimated focal length (HMR* + $c + f$ vs. HMR* + $c$).

**C.6. Comparison to Wang et al. [68]**

Wang et al. [68] train their methods on 3DPW training set. We also train SPEC on 3DPW to make a comparison to their method. Results are denoted in Table 12. SPEC outperforms Wang et al. [68] in terms of PA-MPJPE metric, but performs poorly in MPJPE. This is due to the use of estimated camera parameters in SPEC’s evaluation. We argue that SPEC would perform better with W-MPJPE metric, however a comparison is not possible since the code of Wang et al. [68] is not available.

**C.7. Qualitative results of SPEC**

In Fig. 13, we show several qualitative results from SPEC. One can observe that SPEC yields on-par or more physically plausible reconstructed bodies than the baseline that is trained with the identical setting. For more clear illustration, please see the 360° visualizations in Sup. Mat. video.

The failure cases of SPEC are shown in Fig. 14. We observe that some examples share similar traits as those in Fig. 10: portrait images with limited background information. The error of SPEC can be partially attributed to the error from CamCalib. Other scenarios include rarely-seen viewpoints or poses that are not observed in the training data.
Figure 13: SPEC qualitative results.
Figure 14: SPEC failures.