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Abstract. Benefiting from the spatial cues embedded in depth images, recent progress on RGB-D saliency detection shows impressive ability on some challenge scenarios. However, there are still two limitations. One hand is that the pooling and upsampling operations in FCNs might cause blur object boundaries. On the other hand, using an additional depth-network to extract depth features might lead to high computation and storage cost. The reliance on depth inputs during testing also limits the practical applications of current RGB-D models. In this paper, we propose a novel collaborative learning framework where edge, depth and saliency are leveraged in a more efficient way, which solves those problems tactfully. The explicitly extracted edge information goes together with saliency to give more emphasis to the salient regions and object boundaries. Depth and saliency learning is innovatively integrated into the high-level feature learning process in a mutual-benefit manner. This strategy enables the network to be free of using extra depth networks and depth inputs to make inference. To this end, it makes our model more lightweight, faster and more versatile. Experiment results on seven benchmark datasets show its superior performance.

1 Introduction

The goal of salient object detection (SOD) is to locate and segment the most attractive and noticeable regions in an image. As a fundamental and pre-processing task, salient object detection plays an important role in various computer vision tasks, e.g., visual tracking [25,52], video SOD [58,20], object detection [50,14], semantic segmentation [37], and human-robot interaction [13].

Recent researches on RGB-D salient object detection have gradually broken the performance bottleneck of traditional methods and RGB-based methods, especially when dealing with complex scenarios like similar foreground and background. However, there are some limitations with the introduction of FCNs [40,51] and depth images. Firstly, the emergence of FCNs enables automatic extraction of multi-level and multi-scale features. The high-level features

\textsuperscript{*} means equal contribution.
with rich semantic information can better locate salient objects but the pooling and upsampling operations in FCNs might result in coarse and blur object boundaries (see Fig. 1 (left)). The low-level features contain rich local details but suffer from excessive background noises and might cause information chaos. Secondly, the spatial layout information from depth images can better express 3D scenes and help locate salient objects. However, previous RGB-D methods either adopted two-stream architectures that process RGB and depth images separately with various cross-modal fusion strategies (see Fig. 1a) [7,23,5,6,46], or utilized subnetworks tailored for depth image to compensate for RGB representations (see Fig. 1b) [68,65]. In those methods, the additional depth-networks might lead to high computation and storage cost, and cannot work without depth input, seriously limiting their practical applications.

In this paper, we propose a novel collaborative learning framework (CoNet) to confront the aforementioned limitations. In collaborative learning, multiple group members work together to achieve learning goals through exploratory learning and timely interaction. In our framework, three mutually beneficial collaborators are well-designed from different perspectives of the SOD task, namely edge detection, coarse salient object detection, and depth estimation. On the one hand, a edge collaborator is proposed to explicitly extracts edge information from the overabundant low-level features and then goes together with saliency knowledge to jointly assign greater emphasis to salient regions and object boundaries. On the other hand, considering the strong consistencies among global semantics and geometrical properties of image regions [54], we innovatively integrate depth and saliency learning into the high-level feature learning process in a mutual-benefit manner. Instead of directly taking depth image as input, this learning strategy enables the network to be free of using an extra depth network to make inference from an extra input. Compared with previous RGB-D models which
utilize additional subnetworks to extract depth features and rely on depth images as input, our network is more lightweight, faster and more versatile. To our best knowledge, this is the first attempt to use depth images in such a way in RGB-D SOD research. Finally, a unified tutor named knowledge collector is designed to accomplish knowledge transfer from individual collaborators to the group, so as to more comprehensively utilize the learned edge, saliency and depth knowledges to make accurate saliency prediction. Benefiting from this learning strategy, our framework produces accurate saliency results with sharp boundary preserved and simultaneously avoids the reliance on depth images during testing.

In summary, our main contributions are as follows:

– We propose a novel collaborative learning framework (CoNet) where edge, depth, and saliency are leveraged in a different but more efficient way for RGB-D salient object detection. The edge exploitation makes the boundaries of saliency maps more accurate.
– This learning strategy enables our RGB-D network to be free of using an additional depth network and depth input during testing, and thus being more lightweight and versatile.
– Experiment results on seven datasets show the superiority of our method over other state-of-the-art approaches. Moreover, it supports the faster frame rate as it runs at 34 FPS, meeting the needs of real-time prediction (enhances FPS by 55% compared with current best performing method DMRA [46]).

2 Related Work

Early works [27,10,45,36,61] for saliency detection mainly rely on hand-crafted features. [2,3,55] are some comprehensive surveys. Recently, traditional methods have been gradually surpassed by deep learning ones. Among those researches, 2D methods [32,33,53,67,30,35,56,57,16,41,60] based on RGB images have achieved remarkable performance and lone been the mainstream of saliency detection. However, 2D saliency detection appears to make a downgrade when handling complex scenarios due to the lack of spatial information in single RGB image. The introduction of depth images in RGB-D saliency researches [49,31,48,23,7,5,6,68,46,65] has made great promotions for those complex cases thanks to the embedded rich spatial information of depth images.

The first CNNs-based method [48] for RGB-D SOD uses hand-crafted features extracted from RGB and depth images for training. Then, Chen et al. propose to use two-stream models [23,7] to process RGB and depth image separately and then combine cross-modal features to jointly predict saliency. They subsequently design a progressive fusion network [5] to better fuse cross-modal multi-level features and propose a three-stream network [6] which adopts the attention mechanism to adaptively select complement from RGB and depth features. Afterwards, Piao et al. [46] utilize residual structure and depth-scale feature fusion module to fuse paired RGB and depth features. The network structures in [23,7,15,6,10] can be represented as two-stream architectures shown in
Another kind of structure is the use of subnetworks tailored for depth images to extract depth features and make compensation for RGB representations [68,65] (Fig. 1a). Zhu et al. [68] utilize an auxiliary network to extract depth-induced features and then use them to enhance a pre-trained RGB prior model. In [65], Zhao et al. first enhance the depth map by contrast prior and then think of it as an attention map and integrate it with RGB features.

Those methods have some limitations. Using additional depth networks to extract depth features leads to high computation and storage cost. The reliance on depth images as input during testing also severely limits the practical applications of current RGB-D models. Moreover, we found that the boundaries of the produced saliency maps in those methods are a bit coarse and blur. This is mainly because the pooling and upsampling operations in FCNs might lead to the loss of local details and current RGB-D methods have not taken steps to emphasize the boundaries of salient objects.

Some RGB-based SOD methods attempt to enhance the boundary accuracy through adding edge constraints or designing boundary-aware losses. An edge guidance network [66] couples saliency and edge features to better preserve accurate object boundary. Liu et al. [38] train their pooling-based network with edge detection task and successfully enhance the details of salient regions. A predict-refine architecture [47] equipped with a hybrid loss segments salient regions and refines the structure with clear boundaries. An attentive feedback module [21] employs a boundary-enhanced loss for learning exquisite boundaries.

In this paper, we propose a novel collaborative learning framework where edge, depth and saliency are leveraged in a different but more efficient way. Different from previous RGB methods using edge supervision [66,38] or boundary-aware losses [47,21], we further combine the learned edge knowledge with saliency knowledge to give extra emphasis to both salient regions and boundaries. For the use of depth, we innovatively integrate it into the high-level feature learning process in a mutual-benefit manner, instead of directly taking depth images as input. Free of using the depth subnetworks and depth input during testing makes our network more lightweight and versatile. In Section 3, we will elaborate on our collaborative learning framework.

3 Collaborative Learning Framework

3.1 The Overall Architecture

In this paper, we propose a novel CoNet for RGB-D SOD. The overall architecture is shown in Fig. 2. In this framework, three mutually beneficial collaborators, namely edge detection, coarse salient object detection and depth estimation, work together to aid accurate SOD through exploratory learning and timely interaction. From different perspectives of the SOD target, knowledges from edge, depth and saliency are fully exploited in a mutual-benefit manner to enhance the detector’s performance. A simplified workflow is given below.

First, a backbone network is used to extract features from original images. Five transition layers and a global guidance module (GGM) are followed to per-
form feature preprocessing and generate the integrated low-level feature $f_1$ and high-level feature $f_h$ (details are shown in Sec. 3.2). Then an edge collaborator is assigned to $f_1$ to extract edge information from the overabundant low-level feature. For the high-level feature $f_h$, saliency collaborator and depth collaborator work together to jointly enhance the high-level feature learning process of global semantics in a mutual-benefit manner. Finally, all learned knowledges from three collaborators ($\text{Att}_{\text{edge}}$, $\text{Att}_{\text{sal}}$ and $\text{Att}_{\text{depth}}$), as well as the integrated low-level and high-level feature ($F_g$), are uniformly handed to a knowledge collector (KC). Here, acting as a tutor, KC summarizes the learned edge, depth and saliency knowledges and utilizes them to predict accurate saliency results. We elaborate on the three collaborators and the KC in Sec. 3.3.

### 3.2 Feature Preprocessing

**Backbone Network.** We use the widely used ResNet [24] suggested by other deep-learning-based methods [15,39,60] as backbone network, where the last fully connected layers are truncated to better fit for the SOD task. As shown in Fig. 2 five side-out features generated from the backbone network are transferred to five transition layers to change their sizes and the number of channels. Detailed parameters are listed in Table 1 and the five output features are defined as \{\(f_1, f_2, f_3, f_4, f_5\)\}.

| Transition | Input Size | Transition Operators | Output Size |
|------------|------------|----------------------|-------------|
| trans1     | 128 × 128 × 64 | Upsample\textsubscript{3×2} | 256 × 256 × 64 |
| trans2     | 64 × 64 × 256   | Upsample\textsubscript{3×2} | 256 × 256 × 64 |
| trans3     | 32 × 32 × 512   | Upsample\textsubscript{3×2}, Conv\textsubscript{3×3} + BN + PReLU | 64 × 64 × 64 |
| trans4     | 16 × 16 × 1024  | Upsample\textsubscript{3×4}, Conv\textsubscript{3×3} + BN + PReLU | 64 × 64 × 64 |
| trans5     | 16 × 16 × 2048  | Upsample\textsubscript{3×4}, Conv\textsubscript{3×3} + BN + PReLU | 64 × 64 × 64 |

**Table 1.** Detailed information of the five transition layers in Fig. 2. We show the input size and output size of the feature maps before and after those transition layers, and represent their specific transition operators for better understanding.

Fig. 2. The overall architecture of our collaborative learning framework. Details of the Global Guidance Module can be found in Fig. 3. Here, $\text{Att}_s = 1 - \text{Att}_s$. 
Global Guidance Module. In order to obtain richer global semantics and alleviate information dilution in the decoder, a Global Guidance Module (GGM) is applied on high-level features (i.e. $f_3$, $f_4$, and $f_5$)(see Fig. 3). Its key component, global perception module (GPM), takes the progressively integrated feature as input, followed by four parallel dilated convolution operations $[62]$ (kernel size = 3, dilation rates = $1/6/12/18$ ) and one $1 \times 1$ traditional convolution operation, to obtain rich global semantics. Benefiting from the dilated convolution $[62]$, the GPM captures affluent multi-scale contextual information without sacrificing image resolution $[8,9]$. Here, we define the process of GPM as $\tilde{F} = \Phi(F)$, where $F$ denotes the input feature map and $\tilde{F}$ means the output feature. In GGM, we take the summation of the feature in current layer and the output features of all high-level GPMs as input to alleviate information dilution. Finally, three output features of GPMs are concatenated and an integrated high-level feature $f_h$ is produced, which is computed by:

$$\tilde{f}_i = \Phi(f_i + \sum_{m=i+1}^{5} \tilde{f}_m), \ i = 3, 4, 5,$$

$$f_h = Up(W_h \ast Concat(\tilde{f}_3, \tilde{f}_4, \tilde{f}_5) + b_h),$$

where $\ast$ means convolution operation. $W_h$ and $b_h$ are convolution parameters. $Up(\cdot)$ means the upsampling operation.

3.3 Collaborative Learning

Edge Collaborator. Existing 3D methods $[48,50,40,65]$ have achieved remarkable performance in locating salient regions, but they still suffer from coarse object boundaries. In our framework, we design an edge collaborator to explicitly extract edge information from the overabundant low-level feature and use this information to give more emphasis to object boundaries.

Specifically, we first formulate this problem by adding edge supervision on the top of integrated low-level feature $f_l$. The used edge ground truths (GT) (shown in Fig. 1) are derived from saliency GT using canny operator $[4]$. As shown in Fig. $2$, $f_l$ is processed by a $1 \times 1$ convolution operation and a softmax function to generate the edge map $M_{edge}$. Then, binary cross entropy loss (denoted as $loss_e$) is adopted to calculate the difference between $M_{edge}$ and edge GT. As the edge maps $M_{edge}$ in Fig. 2 and Fig. 5 show, edge detection constraint is beneficial for predicting accurate boundaries of salient objects. Additionally, we also transfer the learned edge knowledge before the softmax function (denoted as $Att_{edge}$) to

![Fig. 3. The architecture of global guidance module (GGM).](image-url)
the knowledge collector (KC), where the edge information is further utilized to emphasize object boundaries. The reason why we use \( \text{Att}_{\text{edge}} \) rather than \( \text{M}_{\text{edge}} \) is to alleviate the negative influence brought by accuracy decrement of \( \text{M}_{\text{edge}} \).

**Saliency and Depth Collaborators.** When addressing scene understanding tasks like semantic segmentation and salient object detection, there exist strong consistencies among the global semantics and geometric properties of image regions [54]. In our framework, a saliency collaborator and a depth collaborator work together to jointly enhance the feature learning process of high-level semantics in a mutual-benefit manner.

**Stage one:** The high-level feature \( f_h \) is first processed by a 1 × 1 convolution operation and a softmax function to predict a coarse saliency map \( S_{\text{coarse}} \). Here, binary cross entropy loss (denoted as \( \text{loss}_s \)) is used for training. Then, the learned saliency knowledge acts as a spatial attention map to refine the high-level feature in a similar way like [60]. But different from [60] which considers \( S_{\text{coarse}} \) as attention map directly, we use the more informative feature map before softmax function (denoted as \( \text{Att}_{\text{sal}} \)) to emphasize or suppress each pixel of \( f_h \). Identify mapping is adopted to alleviate the errors in \( \text{Att}_{\text{sal}} \) to be propagated to depth learning and accelerate network convergence. Formally, this procedure can be defined as:

\[
\text{Att}_{\text{sal}} = W_s \ast f_h + b_s, \tag{3}
\]

\[
\tilde{f}_h = \text{Att}_{\text{sal}} \odot f_h + f_h, \tag{4}
\]

where \( \odot \) means element-wise multiplication. \( \tilde{f}_h \) denotes the output saliency-enhanced feature.

**Stage two:** As pointed out in previous RGB-D researches [46, 65], the spatial information within depth image is helpful for better locating salient objects in a scene. In our network, we innovatively integrate depth learning into the high-level feature learning process, instead of directly taking depth image as input. This learning strategy enables our network to be free of using an extra depth network to make inference from an extra depth input, and thus being more lightweight and versatile. As in Fig. 2, a depth head with three convolution layers (defined as \( \Psi(\cdot) \)) is first used to make feature \( \tilde{f}_h \) adapt to depth estimation. Then, its output \( \Psi(\tilde{f}_h) \) is followed by a 1 × 1 convolution operation to generate the estimated depth map \( \text{Att}_{\text{depth}} \). Here, depth images act as GTs for supervision and we use smooth \( L_1 \) loss [22] to calculate the difference between \( \text{Att}_{\text{depth}} \) and depth GT, where smooth \( L_1 \) loss is a robust \( L_1 \) loss proposed in [22] that is less sensitive to outliers than \( L_2 \) loss. Formally, the depth loss can be defined as:

\[
\text{Loss}_d = \frac{1}{W \times H} \sum_{x=1}^{W} \sum_{y=1}^{H} \left\{ 0.5 \times |\triangle(x, y)|^2, \quad \text{if } |\triangle(x, y)| \leq 1, \right.
\]
\[
|\triangle(x, y)| - 0.5, \quad \text{if } \triangle(x, y) < -1 \text{ or } \triangle(x, y) > 1, \tag{5}
\]

where \( W \) and \( H \) denote the width and height of the depth map. \( \triangle(x, y) \) means the error between prediction \( \text{Att}_{\text{depth}} \) and the depth GT in each pixel \((x, y)\). Since each channel of a feature map can be considered as a feature detector [59],
the depth knowledge $\text{Att}_{depth}$ is further employed to learn a channel-wise attention map $M_c$ for choosing useful semantics. Identify mapping operation is also adopted to enhance the fault-tolerant ability. This procedure can be defined as:

$$\text{Att}_{depth} = W_d * \Psi(\tilde{f}_h) + b_d,$$

$$M_c = \sigma(GP(W_c * \text{Att}_{depth} + b_c)),$$

$$f_{hc} = M_c \otimes \tilde{f}_h + \tilde{f}_h,$$

where $w_*$ and $b_*$ are parameters to be learned. $GP(\cdot)$ means global pooling operation. $\sigma(\cdot)$ is the softmax function. $\otimes$ denotes channel-wise multiplication.

After these two stages, two collaborators can cooperatively generate optimal feature which contains affluent spatial cues and possesses strong ability to distinguish salient and non-salient regions.

**Knowledge Collector.** In our framework, the KC works as a unified tutor to complete knowledge transfer from individual collaborators to the group.

As illustrated in Fig. 2, all knowledges learned from three collaborators (i.e. $\text{Att}_\text{edge}$, $\text{Att}_\text{sal}$, and $\text{Att}_{depth}$) and the concatenated multi-level feature $F_g = \text{Concat}(f_l, f_{hc})$ are uniformly transferred to the KC. Those information are comprehensively processed in a triple-attention manner to give more emphasis to salient regions and object boundaries. In Fig. 2, we show a detailed diagram with visualized attention maps for better understanding. To be specific, $\text{Att}_\text{edge}$ and $\text{Att}_\text{sal}$ are first concatenated together to jointly learn a fused attention map $\text{Att}_f$, where the locations and boundaries of the salient objects are considered uniformly. Then, $F_g$ is in turn multiplied with the depth attention map $\text{Att}_{depth}$ and the fused attention map $\text{Att}_f$, which significantly enhances the contrast between salient and non-salient areas. Ablation analysis shows the ability of the KC to enhance the performance significantly.

There is a vital problem worth thinking about. The quality of $\text{Att}_{depth}$ and $\text{Att}_f$ might lead to irrecoverable inhibition of salient areas. Therefore, we add several residual connection operations [24] to the KC to retain the original features. Formally, this process can be defined as:

$$\text{Att}_f = \sigma(W_f * \text{Concat}(\text{Att}_\text{sal}, \text{Att}_\text{edge}) + b_f),$$

$$\tilde{F}_g = \text{Att}_{depth} \odot F_g + F_g,$$

$$F = \text{Att}_f \odot \tilde{F}_g + \tilde{F}_g.$$

In the end, $F$ is followed by a $1 \times 1$ convolution operation and an upsampling operation to generate the final saliency map $S_{\text{final}}$. Here, binary cross entropy loss (denoted as $\text{loss}_f$) is used to calculate the difference between $S_{\text{final}}$ and saliency GT. Thus, the total loss $L$ can be represented as:

$$L = \lambda_e \text{Loss}_e + \lambda_s \text{Loss}_s + \lambda_d \text{Loss}_d + \lambda_f \text{Loss}_f,$$

where $\text{Loss}_e$, $\text{Loss}_s$, and $\text{Loss}_f$ are cross entropy loss and $\text{Loss}_d$ is a smooth $L_1$ loss. In this paper, we set $\lambda_e = \lambda_s = \lambda_f = 1$ and $\lambda_d = 3$. 
4 Experiments

4.1 Dataset

To evaluate the performance of our network, we conduct experiments on seven widely used benchmark datasets. 

**DUT-D [46]:** contains 1200 images with 800 indoor and 400 outdoor scenes paired with corresponding depth images. This dataset contains many complex scenarios. 

**NJUD [28]:** contains 1985 stereo images (the latest version). They are gathered from the Internet, 3D movies and photographs taken by a Fuji W3 stereo camera. 

**NLPR [44]:** includes 1000 images captured by Kinect under different illumination conditions. 

**SIP [19]:** contains 929 salient person samples with different poses and illumination conditions. 

**LFSD [34]:** is a relatively small dataset with 100 images captured by Lytro camera. 

**STEREO [43]:** contains 797 stereoscopic images downloaded from the Internet. 

**RGBD135 [11]:** consists of seven indoor scenes and contains 135 images captured by Kinect.

For training, we split 800 samples from DUT-D, 1485 samples from NJUD, and 700 samples from NLPR as in [5,6,46]. The remaining images and other public datasets are all for testing to comprehensively evaluate the generation abilities of models. To reduce overfitting, we augment the training set by randomly flipping, cropping and rotating those images.

4.2 Experimental setup

**Evaluation metrics.** We adopt 6 widely used evaluation metrics to verify the performance of various models, including precision-recall (PR) curve, mean F-measure ($F_\beta$) [1], mean absolute error (MAE) [3], weighted F-measure ($F^w_\beta$) [2], and recently proposed S-measure ($S$) [17] and E-measure ($E$) [18]. Saliency maps are binarized using a series of thresholds and then pairs of precision and recall are computed to plot the PR curve. The F-measure is a harmonic mean of average precision and average recall. Here, we calculate the mean F-measure which uses adaptive threshold to generate binary saliency map. The MAE represents the average absolute difference between the saliency map and ground truth. Weighted F-measure intuitively generalizes F-measure by alternating the way to calculate the Precision and Recall. S-measure contains two terms: object-aware and region-aware structural similarities. E-measure jointly captures image level statistics and local pixel matching information. Details of those evaluation metrics can refer to [55]. For MAE, lower value is better. For others, higher is better.

**Implementation details.** We implement our proposed framework using the Pytorch toolbox and train it with a GTX 1080 Ti GPU. All training and test images are uniformly resized to $256 \times 256$. Our network is trained in an end-to-end manner using the standard SGD optimizer, and it converges after 50 epochs with batch size of 2. The momentum, weight decay and learning rate are set as 0.9, 0.0005 and 1e-10, respectively. Any post-processing procedure (e.g., CRF [29]) is not applied in this work. The model size of our network has only 167.6M and the inference speed for a $256 \times 256$ image only takes 0.0290s (34FPS).
4.3 Ablation Analysis

Overview of Performance. We show the quantitative and qualitative results of different modules of our proposed network in Tab. 2 and Fig. 4. The backbone network (denoted as B) is constructed by directly concatenating low-level feature \( f_l \) and high-level feature \( f_h \) without using GGM for prediction. Comparison of the results (a) and (b) shows that adding our GGM can more effectively extract rich semantic features and prevent information dilution in the decoding stage. After introducing edge supervision (denoted as E), the boundaries of the saliency maps are sharper (b vs c in Fig. 4). The edge maps \( (M_{\text{edge}}) \) in Fig. 2 and Fig. 5 also show the ability of our network in explicitly extracting object boundaries. By adding additional saliency supervision on \( f_h \) (denoted as S), the performance can be further improved. However, by comparing (d) and (e), we can see that our mutual-benefit learning style between saliency collaborator and depth collaborator (denoted as \( S_{\text{SA}} \) and \( D_{\text{CA}} \)) can further improve the detector’s ability to locate salient objects. This also verifies the strong correlation between saliency and depth. Finally, by using our proposed (KC), all learned edge, depth and saliency knowledges from three collaborators can be effectively summarized and utilized to give more emphasis to salient regions and object boundaries, improving the average MAE performance on two datasets by nearly 9.6% points. By comparing (e) and (f) in Fig. 4 we can also see that salient regions in (f) are more consistent with the saliency GT and the object boundaries are explicitly highlighted benefitting from the comprehensive knowledge utilization. Those advances demonstrate that using our collaborative learning strategy is beneficial for accurate saliency prediction. We list some numerical results here for better understanding. The Root Mean Squared Error (RMSE) of depth prediction on NJUD and NLPR datasets are 0.3684 and 0.4696, respectively. The MAE scores of edge prediction are 0.053 and 0.044, respectively.

Table 2. Quantitative results of the ablation analysis on two benchmark datasets. B means the backbone network. E and S represent edge supervision and saliency supervision respectively. \( S_{\text{SA}} + D_{\text{CA}} \) means our mutual-benefit learning strategy between depth and saliency. +KC means adding our knowledge collector on (e).

| modules        | NJUD       | NLPR       |
|----------------|------------|------------|
|                | \( F_\beta \uparrow \) | \( \text{MAE} \downarrow \) | \( F_\beta \uparrow \) | \( \text{MAE} \downarrow \) |
| (a) B          | 0.831      | 0.065      | 0.797      | 0.050 |
| (b) B+GGM     | 0.839      | 0.060      | 0.813      | 0.044 |
| (c) (b)+E     | 0.851      | 0.056      | 0.825      | 0.041 |
| (d) (b)+E+S   | 0.857      | 0.054      | 0.833      | 0.038 |
| (e) (b)+E+[S\( \text{SA} \)+D\( \text{CA} \)] | 0.864      | 0.051      | 0.841      | 0.035 |
| (f) (e)+KC    | 0.872      | 0.047      | 0.848      | 0.031 |

Fig. 4. Visual saliency maps of ablation analysis. The meaning of the indexes (a)-(f) can refer to Table 2.
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...results in Tab. 3, we can see that adding edge supervision can explicitly extract clear boundary information and significantly enhance the detection performance, especially for the F-measure scores. However, when adding saliency supervision on $f_i$, the performances on both datasets decrease dramatically.

Table 3. Ablation analysis of the interactions between three collaborators. The meaning of indexes (b)-(f) can refer to Table. 2. $S_l$ means adding saliency supervision on low-level feature. D means depth supervision.

| Modules | NJUD | NLP | $F_\beta$ ↑ | MAE ↓ | $F_\beta$ ↑ | MAE ↓ |
|---------|------|-----|-------------|-------|-------------|-------|
| Saliency & Edge | | | | | | |
| (b) | 0.839 | 0.060 | 0.813 | 0.044 |
| (b)+E (c) | 0.851 | 0.056 | 0.825 | 0.043 |
| (b)+E+S (d) | 0.835 | 0.062 | 0.807 | 0.044 |
| Saliency & Depth | | | | | | |
| (c) | 0.851 | 0.056 | 0.825 | 0.041 |
| (c)+S (d) | 0.857 | 0.054 | 0.833 | 0.038 |
| (c)+S+D (e) | 0.861 | 0.053 | 0.837 | 0.036 |
| (c)+S+A (f) | 0.864 | 0.051 | 0.841 | 0.035 |
| Saliency, Edge and Depth | | | | | | |
| (e) | 0.864 | 0.051 | 0.841 | 0.033 |
| (e)+Att (f) | 0.868 | 0.049 | 0.846 | 0.032 |
| (e)+Att+Att (g) | 0.866 | 0.049 | 0.844 | 0.033 |
| (e)+Att+Att+Att (h) | 0.869 | 0.048 | 0.846 | 0.031 |

Fig. 5. Internal results in the knowledge collector. The results of another sample can be seen in Fig. 2. Here, $\mathcal{F} = 1 - F$.

Saliency, Edge and Depth. In our knowledge collector, all knowledge learned from three collaborators are summarized and utilized in a triple-attention manner. As the visualized attention maps in Fig. 2 and Fig. 5 show, the edge knowledge (Att$\_edge$) can help highlight object boundaries, and the depth and saliency knowledge (Att$\_depth$ and Att$\_sal$) can also be used to emphasize salient regions and suppress non-salient regions. We can see from Tab. 3 that both Att$\_edge$ and Att$\_sal$ are beneficial for enhancing the feature representation and improving the F-measure and MAE performance. In our framework, we adopt a better strategy...
that \textit{Att}_\text{edge} and \textit{Att}_\text{sal} are concatenated together to jointly emphasize salient objects and their boundaries. Finally, by comparing the results in the last two lines of Tab.\ref{tab:4}, we can see that by further utilizing the learned depth knowledge, the detector’s performance can be further improved. We visualize all internal results of the KC in Fig.\ref{fig:5} for better understanding.

### 4.4 Comparison with State-of-the-arts

We compare results from our method with various state-of-the-art approaches on seven public datasets. For fair comparisons, the results from competing methods are generated by authorized codes or directly provided by authors.

**Quantitative Evaluation.** Tab.\ref{tab:4} shows the quantitative results of our method over other 13 RGB-D ones on seven benchmark datasets. We can see that our proposed collaborative learning framework achieves superior performance. Noted that our method avoids the reliance on depth images and only takes RGB image as input in the testing stage. To comprehensively verify the effectiveness of our model, we additionally conduct comparisons with 9 state-of-the-art RGB methods on three public datasets. Results in Tab.\ref{tab:5} consistently show that our
Table 5. Quantitative comparisons with state-of-the-art 2D methods.

| Dataset | Metric | DSS | Amulet | R$^3$Net | PiCANet | PAGRN | EGNet | PoolNet | BASNet | CPD | Ours |
|---------|--------|-----|--------|----------|---------|-------|-------|---------|--------|-----|------|
|         |        | 26  | 63     | 15       | 39      | 64    | 38    | 47      | 60     |     |      |
|        | $S \uparrow$ | 0.807 | 0.843 | 0.847 | 0.829 | 0.871 | 0.872 | 0.876 | 0.894 |
| NJUD    | $F^w_\beta \uparrow$ | 0.678 | 0.758 | 0.736 | 0.768 | 0.746 | 0.812 | 0.816 | 0.839 | 0.843 | 0.856 |
|         | $MAE \downarrow$ | 0.108 | 0.085 | 0.092 | 0.071 | 0.084 | 0.057 | 0.055 | 0.054 | 0.047 |
|         | $S \uparrow$ | 0.816 | 0.848 | 0.798 | 0.834 | 0.844 | 0.861 | 0.872 | 0.894 |
| NLPR    | $F^w_\beta \uparrow$ | 0.614 | 0.716 | 0.641 | 0.707 | 0.707 | 0.760 | 0.771 | 0.834 | 0.820 | 0.850 |
|         | $MAE \downarrow$ | 0.076 | 0.062 | 0.104 | 0.053 | 0.051 | 0.046 | 0.036 | 0.036 | 0.031 |
|         | $S \uparrow$ | 0.841 | 0.881 | 0.855 | 0.868 | 0.851 | 0.897 | 0.896 | 0.899 | 0.908 |
| STEREO  | $F^w_\beta \uparrow$ | 0.718 | 0.811 | 0.752 | 0.774 | 0.792 | 0.847 | 0.849 | 0.873 | 0.865 | 0.871 |
|         | $MAE \downarrow$ | 0.087 | 0.062 | 0.084 | 0.062 | 0.067 | 0.045 | 0.045 | 0.042 | 0.042 | 0.041 |

Fig. 6. Visual comparisons of our method with other state-of-the-art CNNs-based methods in some representative scenes. * means RGB-D methods.

The method also achieves comparable results compared to 2D methods. The PR curves in Fig. 7 also verify the superiority of our method.

**Qualitative Evaluation.** Fig. 6 shows some representative samples of results comparing our method with some top-ranking CNNs-based RGB and RGB-D approaches. For the complex scenes with lower-contrast (the 4th and 5th rows) or multiple objects (the 8th row), our method can better locate the salient objects thanks to the useful spatial information in depth image and sufficient extraction and utilization of edge information. Thus, our method can produce accurate saliency results with sharp boundaries preserved.

**Complexity Evaluation.** We also compare the model size and run time (Frame Per Second, FPS) of our method with 11 representative models in Tab. 6. Thanks to the well-designed depth learning strategy, our network is free of using extra depth networks and depth inputs to make inference. It can also be seen that our method achieves outstanding scores with a smaller model size and higher
Fig. 7. The PR curves of our method compared to other state-of-the-art approaches on four datasets.

Table 6. Complexity comparisons of various methods. The best three results are shown in blue, red, and green fonts respectively. FPS means frame per second.

| Types | Methods       | Years | Size  | FPS  | $F_{PR}$↑ | $F_{MAE}$↓ | $F_{PR}$↑ | $F_{MAE}$↓ |
|-------|---------------|-------|-------|------|----------|----------|----------|----------|
| 2D    | DSS           | 2017'CVPR | 447.3MB | 22   | 0.678    | 0.108    | 0.614    | 0.076    |
|       | Amulet        | 2017'ICCV | 132.6MB | 16   | 0.758    | 0.085    | 0.716    | 0.062    |
| 3D    | PiCANet       | 2018'CVPR | 278.2MB | 7    | 0.768    | 0.071    | 0.707    | 0.053    |
|       | PoolNet       | 2019'CVPR | 278.5MB | 32   | 0.816    | 0.057    | 0.771    | 0.046    |
|       | CPD           | 2019'CVPR | 183MB   | 62   | 0.834    | 0.054    | 0.820    | 0.036    |
|       | PCA           | 2018'CVPR | 531.6MB | 15   | 0.811    | 0.059    | 0.772    | 0.044    |
|       | TANet         | 2019'TIP  | 395.1MB | 14   | 0.812    | 0.061    | 0.789    | 0.041    |
|       | MPCI          | 2019'PR   | 929.7MB | 19   | 0.749    | 0.079    | 0.688    | 0.059    |
|       | PDNet         | 2019'ICME | 192MB   | 19   | 0.798    | 0.062    | 0.659    | 0.064    |
|       | CPFP          | 2019'CVPR | 278MB   | 6    | 0.837    | 0.053    | 0.820    | 0.036    |
|       | DMRA          | 2019'CCV  | 198.8MB | 22   | 0.853    | 0.051    | 0.845    | 0.031    |
| *     | Ours          | 167.6MB   | 34     | 0.856   | 0.047    | 0.850    | 0.031    |

FPS (enhances FPS by 55% compared to current best performing RGB-D model DMRA). Those results confirm that our model is suitable for the pre-processing task in terms of model size and running speed.

5 Conclusion

In this work, we propose a novel collaborative learning framework for accurate RGB-D salient object detection. In our framework, three mutually beneficial collaborators, i.e., edge detection, coarse salient object detection and depth estimation, jointly accomplish the SOD task from different perspectives. Benefiting from the well-designed mutual-benefit learning strategy between three collaborators, our method can produce accurate saliency results with sharp boundaries preserved. Free of using extra depth subnetworks and depth inputs during testing also makes our network more lightweight and versatile. Experiment results on seven benchmark datasets show that our method achieves superior performance over 22 state-of-the-art RGB and RGB-D methods.
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