A Hybrid Deep Learning Technique for Personality Trait Classification From Text
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ABSTRACT Recently, Cognitive-based Sentiment Analysis with emphasis on automatic detection of user behaviour, such as personality traits, based on online social media text has gained a lot of attention. However, most of the existing works are based on conventional techniques, which are not sufficient to get promising results. In this research work, we propose a hybrid Deep Learning-based model, namely Convolutional Neural Network concatenated with Long Short-Term Memory, to show the effectiveness of the proposed model for 8 important personality traits (Introversion-Extroversion, Intuition-Sensing, Thinking-Feeling, Judging-Perceiving). We implemented our experimental evaluations on the benchmark dataset to accomplish the personality trait classification task. Evaluations of the datasets have shown better results, which demonstrates that the proposed model can effectively classify the user’s personality traits as compared to the state-of-the-art techniques. Finally, we evaluate the effectiveness of our approach through statistical analysis. With the knowledge obtained from this research, organizations are capable of making their decisions regarding the recruitment of personals in an efficient way. Moreover, they can implement the information obtained from this research as best practices for the selection, management, and optimization of their policies, services, and products.

INDEX TERMS Personality trait, deep learning, artificial intelligence, convolutional neural network, long short-term memory, social networks, machine learning.

I. INTRODUCTION Cognitive Science is a multidisciplinary area of research that aims at addressing different cognitive processes and mental states, including learning, thinking, perception, remembering, and emotions. Among the aforementioned types of cognition, personality plays a pivotal role in identifying the social behaviour of humans. Computer-based personality detection and classification have remained an active area of research for a long time. Personality detection can be performed using multiple media, such as text, images, video, and audio [1]. Cognitive-based sentiment classification from social media-text is an area that originates from several challenges for researchers in cognitive computation. In this area, a lot of work has been done and much more can be investigated. Textual cognitive-based sentiment analysis (SA) is not merely a theoretical area, rather it has several applied fields, such as health [2], [3], education [4], finance [5], and others [6]. Being a merger of cognitive science and human neurology, it can address the gap between the abstractions of cognitive science and the more emerging area of personality detection from a person’s textual feedback expressed on social media [7]. Social media platforms, such as Twitter, Facebook, and Instagram, have experienced an unexpected worldwide spread in recent years. For example, by the 3rd quarter of 2019, Twitter had over 330 million active users per month [8]. Progress in natural language processing and text analytics gives researchers an opportunity to use big-data sources for extracting and analysing the textual personality traits expressed by users while using social media, as long as the data scientists working on social media content are able to address the challenging issues specific to such content.

A. RESEARCH STUDY MOTIVATION Several studies have been conducted by computational linguistic experts to detect and classify personality-traits...
at several levels, such as words, phrases, sentences, and reviews [9], [10]. However, in many studies, personality detection and classification is a challenging area in cognitive computation. The prior work [9] on user personality detection used a single Convolutional Neural Network (CNN) deep learning model. The work by [9] exploited the CNN model that only extracts the local features of sentences without retaining the previous context information. Therefore, further work is required to address the aforementioned issues for efficient detection and classification of a user’s personality traits.

We propose a hybrid deep learning technique for user personality detection. The main emphasis is to efficiently classify the user’s personality traits by adding a Long Short Term Memory (LSTM) layer for persevering with contextual information in an efficient manner. The proposed system is inspired by the prior work [9] performed on the user’s personality detection and classification. Previous studies have used a single deep learning model for personality trait classification. However, we introduced a hybrid user’s behaviour detection and classification approach using an LSTM layer. The proposed technique aims to classify the user’s personality traits efficiently with a fusion of deep learning models.

B. PROBLEM BACKGROUND

In the last few years, cognitive-based SA applications have become popular among online communities for knowing about the opinions and personality traits of individuals pertaining to different issues, policies, and others. However, due to the diverse nature of social media content, it is tedious to analyse text using existing techniques to detect personality traits from such content. Therefore, extraction and analysis of social media content has become essential through automatic classification of personality traits. A lot of work has been carried out in the fields of text-based SA [11]–[13], lexicon construction [14], [15], cognition [16], aspect-based SA [17], and visual SA [18]. However, more work needs to be done in the context of cognitive-based social media, with an emphasis on extracting and classifying personality traits from social media content. The aforementioned issues often result in incorrect classification of cognitive-based sentiment classification of social media content. Therefore, it is necessary to develop a method to classify personality traits in social media by automatic classification of such content.

C. RESEARCH PROBLEM

Existing studies on personality trait classification are based on models with a limited number of personality clues. Furthermore, such techniques need an advanced feature set for efficient classification of users’ behaviour on social media content. The problem of personality trait classification tackled in this research work is formulated as follows: Consider a set of P labelled text reviews: \( P = \{p_1, p_2, p_3, \ldots p_n\} \), for \( i = 1 \) to \( P \) with labels \( p_i \). The label \( p_i \) specifies that ith text review is an I(Introversion)-E(Extroversion), N(Intuition)-S(Sensing), T(Thinking)-F(Feeling), and J(Judging)-P(Perception) personality trait. We consider personality trait detection as a classification problem in which the focus is on classifying input text into I(Introversion)-E(Extroversion), N(Intuition)-S(Sensing), T(Thinking)-F(Feeling), and J(Judging)-P(Perception) personality traits. The research problem is to build a reliable and powerful personality trait detection model that can detect and classify a text as I(Introversion)-E(Extroversion), N(Intuition)-S(Sensing), T(Thinking)-F(Feeling), and J(Judging)-P(Perception) personality traits. For instance, the input text from the dataset related to the personality trait classification problem is given as: “I’m finding the lack of me in these posts very alarming.”

Our aim is to identify the correct personality traits I-E, N-S, T-F, and J-P of the user from the given text review. In this research work, our objective is to build a robust hybrid deep learning-based personality detection model that can efficiently classify the given text reviews into the desired personality class.

D. RESEARCH QUESTIONS

RQ.1 How to apply a hybrid Deep Learning technique, namely CNN+LSTM, for classifying personality traits from the input text?

RQ.2 What is the efficiency of the proposed technique in relation to other machine learning and deep learning techniques?

RQ.3 How to estimate the efficiency of the proposed technique regarding personality trait classification with respect to baseline studies?

E. CONTRIBUTION

The major contribution to the research work are as follows:

1. To capture the previous context information from texts, we exploit the LSTM deep learning model to extract word semantics at a deeper level. The LSTM model performs effective learning of long-range dependencies among sequences of words for large texts.

2. By combining CNN with LSTM, we propose a hybrid deep neural network, namely CNN+LSTM, to extract local features and learn long-range dependencies that assist in capturing context information in an effective way.

3. We conducted experiments with different machine learning classifiers like Support Vector Machine (SVM), K Nearest Neighbors (KNN), Logistic Regression (LR), Random Forest (RF), Decision Tree (DT), and XGBoost, and also a variant of deep learning models like CNN, LSTM, Recurrent Neural Network (RNN), and Gated Recurrent Network (GRU).

4. Our proposed technique produced efficient results over state-of-the-art techniques.

5. In this work, the intention is to contribute to the scientific literature by developing an enhanced deep learning technique for efficient classification of social
media-based textual content into different personality-related traits.

6. The proposed system can assist organizations in detecting and analyzing the attitudes of their customers about a service, policy, or product, which can assist in better decision making.

The rest of the paper is structured as follows. (i) Section 2 demonstrates the related work on personality trait classification by discussing existing techniques and systems. (ii) Section 3 introduces the proposed methodology for personality trait classification. (iii) Experimental setup is presented in section 4 and the final section concludes the proposed system with its limitations and possible future guidelines.

II. REVIEW OF LITERATURE

This section reports a detailed review of selected literature pertaining to personality trait classification. In the literature, numerous methods are suggested for exploiting different approaches to resolve the prediction issue, and techniques are implemented to present personality prediction. The different studies relevant to machine learning approaches to personality recognition are recorded as follows:

A. SUPERVISED MACHINE LEARNING FOR PERSONALITY RECOGNITION

The Supervised machine learning approach, also called the Corpus based approach (CBA), is one of the most widely used approaches among researchers to explore written and spoken text. It has several advantages, for example, exploring word usage, frequency, collocation, and concordance [19]. However, the Supervised or Corpus-Based approach (CBA) requires an annotated corpus for classifier training and testing [20] which is one of the major drawbacks of such techniques. Ref. [19] addressed the problem of database-independent emotion recognition by applying a neuro-fuzzy-based inference system. The proposed system can effectively learn and generalize the training samples. The experimental results show the performance improvement of the proposed system with respect to SVM.

B. UNSUPERVISED MACHINE LEARNING FOR PERSONALITY RECOGNITION

This approach is exploited when the annotated data credibility is complicated. The classification of input text is performed based on keyword lists regarding the individual classes. The unsupervised technique is easy to use in the case of investigating domain-dependent data [21]. The following sections present an overview of the selected studies related to machine learning approaches. Ref. [22] proposed a personality recognition system using an unsupervised approach and considered five personality traits (Big Five) to extract and classify personality traits of the user from different social media sites like Friend Feed. They exploited different linguistic features related to personality and built a personality model. The system computes personality scores for a given text and obtains satisfactory results. However, their system didn’t address features related to inter-user interaction. Ref. [23] proposed a Twitter Personality based Influential Community Extraction (T-PICE) System that generates the most influential communities in a Twitter network graph. They identified users’ personality traits by extending the existing approaches by aggregating data that shows more aspects of user behaviour based on machine learning techniques. For this purpose, an existing modularity-based community detection algorithm is used by including a pre-processing step that removes graph edges based on users’ personalities. However, scalability problems need to be addressed while considering a large graph.

C. SEMI-SUPERVISED AND HYBRID APPROACHES FOR PERSONALITY RECOGNITION

In semi-supervised and hybrid techniques, the features regarding supervised approaches and lexicon-based approaches with labeled data records are included. The related literature about hybrid techniques is as follows: [24] developed a personality comparison system between humans and chimpanzees using static images with an emphasis on neutral expressions between them. The results obtained show that humans can perceive more accurate characteristics as compared to chimpanzees. Further experiments are required to investigate more features between humans and chimpanzees.

D. DEEP LEARNING APPROACHES FOR PERSONALITY RECOGNITION

Deep learning is comprised of a group of algorithms that mimic the functionality and structure of the human brain. In simple terms, it contains a set of neurons to receive input and also a set of neurons to transmit output signals. The deep learning-based models can assist with different tasks like speech recognition, computer vision, natural language processing, and handwriting generation [25]. A model has been proposed for the human Big Five personality traits prediction, which needs 8 times less data [26]. An embedding layer used for word extraction underlying user tweets is named the GloVe model. The model’s training and testing are performed using the provided Twitter data. Moving forward, the testing of data is performed on three fusions (i) LIWC along with GP, (ii) 3-Gram along with GP, and (iii) GloVe along with RR. The proposed model outperformed the state-of-the-artwork with a mean correlation of 0.33 across the Big Five traits. The present work exploited only English Twitter content that needs to be extended to further languages. Furthermore, the proposed model’s efficiency can be estimated by an extended number of tweets. A personality identification approach is applied to text data by exploiting a deep neural network, proposed by [10]. The present work used a hierarchical scheme called AtTRCNN that is capable of retaining semantic features at a deeper level. The results reveal that the proposed features effectively perform better than the compared features.
E. RESEARCH GAP IDENTIFIED FROM THE EXISTING STUDIES

The aforementioned studies on predicting personality traits have applied different ML, DL, and other techniques. However, ML approaches have used a classical machine bag of words approach as a feature representation technique. This limitation has successfully been overcome by the state-of-the-art word embedding used in DL models. However, the issue of context information handling empowered by rich feature extraction using deep neural networks needs to be addressed using hybrid DL models supported by feature selection for a more efficient classification of personality traits.

III. OVERVIEW OF THE PROPOSED METHODOLOGY

A. MOTIVATION

Different deep learning models have been applied for personality classification, including CNN, RNN, GRU, and LSTM. All these individual deep learning models are incapable of capturing semantic information in a better way. However, applying the fusion of deep learning models, such as CNN+LSTM, allows taking advantage of the two models, namely CNN and LSTM, to assist in capturing context information in a better way. Furthermore, the exploitation of the LSTM model facilitates understanding the context in an effective way by saving information in one direction. The current work is aimed at performing the task of personality trait classification by extracting the user’s personality traits “I-E,” “N-S,” “T-F,” and “J-P” from textual data. For example, the input text: “I am finding the lack of me in these posts very alarming,” is tagged with one of the desired personality traits. For this purpose, we proposed a deep neural network model, namely the Convolutional Neural Network including Long Short-Term Memory (CNN+LSTM). An overview of the proposed technique is presented as follows:

The proposed method for personality trait classification from social media text is comprised of different modules: (i) acquiring data; (ii) pre-processing of data; and (iii) implementing a deep neural network (see Fig. 1). The acquisition of data is the initial step in the proposed method, after which certain pre-processing steps are applied to the social media textual reviews. The pre-processed reviews are input into the third module, where the deep neural network is applied to transform the reviews into a machine-readable form, i.e., a real-valued vector [27]. The numeric representation of words, also called word embedding, is then made input to the hidden layer. The models used in the hidden layers are CNN and LSTM. The CNN model acts as a feature extractor that extracts the salient features from the input data [28], and the LSTM model learns long-term information [29] to efficiently classify the user reviews. Lastly, input review text is classified into different personality classes, namely “I-E,” “N-S,” “T-F,” and “J-P.” A detailed description of the three modules is presented in the subsequent sections.

B. ACQUERING DATA

We used the MBTI dataset for conducting experiments on personality trait classification [30] that consists of 8675 rows. Each review in the data is tagged with a unique class with respect to the four sets of personality trait classes: “I-E,” “N-S,” “T-F,” and “J-P” (see Table 1). In this work, experiments are implemented using the Python programming language, based on the Anaconda Jupyter notebook [31]. The partitioning of the original dataset is performed with ternary sets that are a set of validation data, a set of test data, and a set of train data. (see Fig. 2).

TABLE 1. Detail of MBTI dataset.

| Dataset | URL | Description |
|---------|-----|-------------|
| MBTI    | https://www.kaggle.com/datasnaek/mbti-types | The dataset is created by Mitchell J and comprised of 8676 instances of tweets along with personality types. The size of the dataset is 25 MB. |

1) SET OF TRAIN DATA

The set of train data is exploited for model training by providing the input and the associated outcomes [12]. The
preparation of the proposed model is performed by utilizing 90% of the information as a training set, which can change for various experiments. To fit the model, training data is used for learning the model [15]. A train set example is given in Table 2. The trainset is saved in a CSV file.

TABLE 2. Train set examples related to personality trait classification.

| Review Text ID | Review Text | Label |
|----------------|-------------|-------|
| 1.             | I fully believe in the power of being a protector, to give a voice to the voiceless. So in that spirit I present this film, and hope it is received in the spirit of compassion. | T(Thinking)-F(Feeling) |
| 2.             | Sometimes I wonder that too... the reason being that INFPs seem so abstrackly deep that even being one myself, I don't understand them all the time. | T(Thinking)-F(Feeling) |
| 3.             | be ISFPs I know are charming, reflective people. They have a soul. | J(Judging)-P(Perception) |
| 4.             | I got 593. From what I've read about the Enneagram I'm a 953, though. I read somewhere that a lot of 9s mistake themselves as 5s. | N(Intuition)-S(Sensing) |
| 5.             | Sorry I still can't determine the order, right now I have you as xNFP leaning INFP. Maybe you can tell us about your childhood. What were you like as a child? Were you always looking for new... | I(Introversion)-E(Extroversion) |

2) SET OF VALIDATION DATA
The model usually shows high accuracy in the training phase, but during the testing phase, the model’s efficacy declines. Hence, to overcome the model performance error with respect to under-fitting and over-fitting, it is needed to exploit the validation set [12]. We used a 10% validation set. Keras supports two approaches regarding parameter tuning to verify model best functioning [32], namely (i) manual data validation, and (ii) automatic data validation. In the present work, we have implemented manual data validation.

3) SET OF TEST DATA
The set of test data is exploited to estimate the model’s efficacy based upon new/unseen examples. It is applied after the model gets fully trained through the training as well as the validation set. The test set performs the model’s final estimation [12]. We used 10% of test data, which is independent of the train set. The train set is used once when the model is completely trained. The model is finally evaluated using test data. A test set example is provided in Table 3. Fig. 2 depicts that the dataset is split into 90:10 proportions using the train-test split method of scikit-learn, in which 10% is the validation set. We used a validation set to tune the hyperparameters and to configure and evaluate the model.

Table 4 provides detail of the dataset used in this study.

TABLE 3. Test set examples related to personality trait classification.

| Review Text ID | Review Text | Label |
|----------------|-------------|-------|
| 5.             | I was not the most clear with my example, you're right. Hmm... how about: I appreciate my trainer, but I wouldn't shed a tear if he got hit by a bus vs I love my trainer, but I... | J(Judging)-P(Perception) |
| 7.             | Your post really makes a lot of sense to me because I also feel like I need some sort of real meaning that I can touch and feel within me. I want my actions in this life to matter in the long run and... | T(Thinking)-F(Feeling) |

TABLE 4. Dataset description.

| Task                          | Dataset with title | Number of Review Text | Labels |
|------------------------------|--------------------|-----------------------|--------|
| Personality trait classification | MBTI               | 8675                  | I(Introversion)-E(Extroversion) (6676-1999), J(Judging)-P(Perception) (5241-3434), N(Intuition)-S(Sensing) (7478-1197), T(Thinking)-F(Feeling) (4694-3981) |

After the acquisition of data, it is transferred to the pre-processing module.

C. PRE-PROCESSING OF DATA
The second module of the proposed method is used to apply some basic pre-processing steps to the acquired dataset. described as follows: (i) Applying Lower Casing: In this approach, the entire reviews are modified towards the lower case by applying a python-based code that helps to remove duplicated words within the data file. (ii) Eliminating Stop Words: The data file contains different stop words like ‘the’, ‘is,’ and ‘and,’ which are eliminated at this stage [33]. and (iii) Tokenization: During tokenization, a review is divided into a sequence of words, called tokens, by applying the Keras tokenizer. The tokenizer enables one to shift the tokens into an integer value [34].

D. IMPLEMENTING DEEP NEURAL NETWORK
In the final step, a deep neural network for personality trait classification is implemented on the input text. The CNN+LSTM model consists of distinct layers, namely: (i) Input Layer, (ii) Hidden Layer, and (iii) Output Layer, described as follows:
1) INPUT LAYER
The deep neural network input layer contains input data [35]. We used the embedding layer [36], with the Keras library layer to perform encoding of words into real-valued vectors, which is a numerical representation of the words. It captures semantic information [37].

2) HIDDEN LAYER
The hidden layer is comprised of different layers of CNN and LSTM. The layers/components of the CNN model are described as under:

a: CONVOLUTIONAL LAYER
It is a basic layer and acts as a feature extractor layer because it extracts features from the input data. The feature extraction is performed using a linear operation, namely convolution, in which the filter is moved along the input data to obtain the feature map. After convolution, the feature map is then moved across a nonlinear activation function: ‘Relu,’ to remove the negative values [33].

b: POOLING LAYER
In this layer, a downsampling operation, namely Maxpooling, is applied to the input received from the prior layer, with the aim of reducing the volume of the feature map after convolution [38]. To learn long-term information, we introduced the LSTM layer, described as follows:

c: LSTM LAYER
The LSTM layer takes input from the CNN model and retains both the current and prior information. It provides the facility of memorizing long-term memory by keeping the information for an extensive time period besides information decay [39]. Finally, the LSTM layer outcome is inserted into the output layer.

3) OUTPUT LAYER
After feature extraction through a convolutional layer, downsampling through the pooling layer, and learning long-term information through the LSTM layer, the classification of the learned features is performed at the output layer [37]. In this layer, the function “softmax” is applied, which assists in classifying the given input text “I am finding the lack of me in these posts very alarming” into four personality trait classes, namely: “I-E,” “N-S,” “T-F,” and “J-P.” The softmax function generates probabilities related to the target label (class), and the label (class) with the maximum likelihood is assigned to the input review text.

E. METHOD ARCHITECTURE FOR PERSONALITY TRAIT CLASSIFICATION
The proposed method uses four main modules, namely (i) Representation of Words using the Embedding Layer, (ii) Feature Extraction using the CNN model, (iii) Learning long-term information using the LSTM model, and (iv) Classification using the Softmax layer. The first module is used to obtain the numeric representation of words, which is then made input to the second module to perform feature extraction. After that, the long, short-term memory takes the output from the previous module to preserve the long-term information, and finally, the last module applies the classification (see Fig. 3). A detailed description of each module is presented as follows:

FIGURE 3. Detailed Structure of personality trait classification using CNN+LSTM model.

1) REPRESENTATION OF WORDS USING EMBEDDING LAYER
In the first module, the words are transformed into numerical form, i.e. real-valued vectors [40]. In this layer, the individual review: “I am finding the lack of me in these posts very alarming” is treated as a word sequence, while the individual word is expressed as a fixed size vector [41]. The values of vectors are randomly initialized, i.e. a fine-tuned word embedding scheme is used in the embedding layer [40]. Suppose a word \( w_j \) is randomly initialized with a \( v \) dimensional vector. If the maximum number of words in a review is \( x \) then a review is defined as:

\[
R = w_1 \times w_2 \times w_3 \times \cdots \times w_j \times \cdots \times w_x
\]  (1)

In Eq. (1), the concatenation operator \( \otimes \) generates a single review matrix. The review matrix \( I \in \mathbb{R}^{(x \times v)} \) is created for each review \( I \), while individual row \( j \) shows a word embedding \( w_j \) related to the jth word in the review [41]. The word vectors, also named as word embedding, are passed to the next module.
Mitigating Overfitting Issue Using Dropout Rate: When a neural network is trained on a limited training set too much, it causes an overfitting issue, which affects the network performance on the test set negatively. In order to mitigate this issue, we apply the dropout layer “rate” parameter. The task of the dropout layer is to deactivate a fraction of neurons (units) by assigning neurons a zero value. The dropout rate falls in the range of [0, 1] [41].

2) FEATURE EXTRACTION USING CNN MODEL
In this module, we exploit the CNN model that consists of three different submodules: (i) Filtering using a convolutional layer, (ii) Adding a Bias and Presenting Nonlinearity using an activation function, and (iii) Downsampling using a pooling layer. The detailed illustration of three submodules of the CNN model is shown in Fig. 3. Each of the submodules is described as follows:

a: FILTERING USING CONVOLUTIONAL LAYER
This submodule aims at extracting local (best) features through the review matrix [28]. Mathematically, the feature map generated during the filtering process is defined as:

\[
L[p, q] = a(F[p, q] + b) \tag{2}
\]

Eq. (2), shows that ‘a’ is an activation function, ‘b’ is a bias term, while ‘F [p, q]’ represents the feature map elements, that are produced using the filtering operation. During this operation, an overlay, also named as the kernel, is applied to the input review text. This operation is completed in different steps: (i) the overlay is set at the top left side region of the input review matrix, (ii) the multiplication operation is performed between the overlay and the underlay, that is, the input review matrix portion is enclosed by the overlay, (iii) sums all the elements obtained after the multiplication operation. Finally, a single element of the feature map is generated, (iv) The overlay then shifts to the right, and the prior steps (i), (ii), and (iii) are performed again, giving another element to the feature map. In this way, the first row is completed, then we shift to the downside, and replicate the same process, to the feature map. In this way, the first row is completed, (ii), and (iii) are performed again, giving another element to the feature map portion is enclosed by the overlay, (iii) sums

\[
\sum_{m} \sum_{n} k[m, n] \tag{3}
\]

In Eq. (3), opening up F [p, q] F[p, q] depicts that ‘i’ is an individual element of the input review matrix, whereas ‘k’ is also an individual element of the kernel matrix K ∈ R^m x n). Finally, ‘⊗’ represents the multiplication operator, where ‘Σ’ states the summation operator.

b: ADDING A BIAS AND PRESENTING NONLINEARITY USING ACTIVATION FUNCTION
Firstly, a bias term ‘b’ is added to the feature map elements, and then an activation function is applied. The main objective of the activation function is to declare the nonlinear decision boundary [43]. Here, the activation function, namely “ReLU (Rectified Linear Unit)” is exploited, which is an element-wise operation, and it is numerically defined as \( \text{Relu}(z) = \max(0, z) \). The formula states that the output will be 0 if the input is 0, otherwise z will be output. Finally, after introducing the bias term and activation function in Eq. (2), we obtained L[p, q] that shows the elements of the feature map where L ∈ R^n x d).

c: DOWNSAMPLING USING POOLING LAYER
The last submodule is the pooling layer used for downsampling the output, taken from the prior submodule. In this layer, only the utmost salient features/information (maximum value in the feature map) are selected by erasing the low-activation features/information from the feature map. Mathematically, it is written as W = max(L), which states that when the maximum pooling operation is applied to the feature map L, then it cuts the feature map into different window sizes and selects the maximum value from each window. The final feature vector is then passed on to the next module.

3) LEARNING LONG TERM INFORMATION USING LSTM MODEL
The third module applies the LSTM model to the input data taken from the CNN model. The main task of LSTM is that it operates on the current data with the prior information. In other words, it memorizes and moves the prior data (information) in a string like neural network structure. The long-time storage of information without decay is due to long-term memory existence, also known as cell states within the LSTM units. The LSTM structure is comprised of three gates, and in order to put the weights between the neural network and the memory cells, these gates are exploited. Furthermore, the memory cell has a connection with itself. If the first forget gate, also known as the ‘remember vector,’ contains value 1 with a self-connection, also contains weight value 1, then the information is remembered by the memory cell. Otherwise, if the forget gate contains value 0, then the information is forgotten by the memory cell. The equation for the forget gate is given as:

\[
\text{FORGET GATE}
\]

\[
\text{Remember}_t = \text{sigmoid}(\text{weight}_r [\text{wgm}_{t-1}, \text{r}_t] + \text{bias}_r) \tag{4}
\]

If the second input gate, also known as ‘save vector’ contain value 1, then it allows the network to write the values into the memory cells. The equation for the input gate is given as:

\[
\text{INPUT GATE}
\]

\[
\text{Save}_t = \text{sigmoid}(\text{weight}_s [\text{wgm}_{t-1}, \text{r}_t] + \text{bias}_s) \tag{5}
\]

If the third output gate is known as ‘focus vector,’ contains value 1, then it allows the network to read the values from the
memory cell. The equation for the output gate is given as:

\[
\text{OUTPUT GATE} \\
\text{focus}_t = \text{sigmoid}(wgm_t \cdot [\text{wgm}_{t-1}, f_t] + \text{bias}_t)
\]  
(6)

In Eq. (4), (5), (6), remember, save, and focus represents the forget, input, and output gates, weight, weight, weight, weight, weight represents weight matrices, while \(f_t\) depicts the current input; \(\text{wgm}_{t-1}\) shows the previous hidden state, also named as ‘working memory’; and \(\text{bias}_f\), \(\text{bias}_i\), \(\text{bias}_o\) represents the bias values for the forget, input, and output gates. Lastly, sigmoid is an activation function.

After that, a new candidate value is added to the cell state (long term memory) [44]. In order to compute the candidate values, the following equation is used [45].

**Candidate Value**

\[
\text{lgtm}_t = \tanh(wgm_t \cdot [\text{wgm}_{t-1}, f_t] + \text{bias}_t)
\]  
(7)

In Eq. (7), \(\text{lgtm}_t\) represents the candidate value, and \(\tanh\) depicts a tangent hyperbolic activation function.

Each LSTM unit generates two outputs. The first is the new/updated cell state, as well as the other one, is the new hidden state. Now, equations for the two outputs are given as follows:

**New Cell State**

\[
\text{lgtm}_t = \text{remember}_t \ast \text{lgtm}_{t-1} + (\text{save}_t \ast \text{lgtm}_t')
\]  
(8)

**New Hidden State**

\[
\text{wgm}_t = \text{focus}_t \ast \tanh(\text{lgtm}_t)
\]  
(9)

In Eq. (8), \(\text{lgtm}_t'\) represents the new/update cell state, and \(\text{lgtm}_{t-1}\) represents the previous cell state, where in Eq. (9), \(\text{wgm}_t\) represents the new hidden state.

The existence of the three gates secures the LSTM units from the problem of vanishing and exploding gradient. The technique by which LSTM operates the data is sequential. Hence, to effectively perform emotion classification, we applied the LSTM model.

4) **FEATURE CLASSIFICATION USING SOFTMAX LAYER**

This layer’s objective is to classify input features (final depiction) it receives from the prior module [46]. Initially, we calculate the net input using Eq. 10.

\[
A_f = \sum_{n=1}^{m} f_n x_n + b
\]  
(10)

where \(x\) represents the input vector, \(f\) represents weight vector, also \(b\) shows bias term. We selected the softmax activation function for the feature classification. The goal of the softmax function is to give decimal probabilities to individual classes, and the addition of these decimal probabilities should be equal to 1. Each class output is normalized between 0 and 1 by the softmax function using Eq. (11) [47]. Finally, the target class comes with the highest probability [48].

Mathematically, the softmax activation function is defined as (see Eq. 11):

\[
\text{softmax}(A_f) = \frac{e^{A_f}}{\sum_{i=0}^{n} e^{A_f}}
\]  
(11)

**Applying an Example Case:** We take an example of a user review, which is passed through each step of the proposed CNN+LSTM model by classifying into different personality traits: I-E, N-S, T-F, and J-P.

5) **EMBEDDING LAYER**

Consider a sample review: “I am finding the lack of me in these posts very alarming,” which is passed through the proposed deep learning model to classify it into different personality traits: I-E, N-S, T-F, and J-P. Initially, the tokenization of input review is performed that represents individual words (tokens) for the given review, such as “I,” “am,” “finding,” “lack,” “of,” “me,” “in,” “these,” “posts,” “very,” “alarming.” After generating the tokens, we create an index for particular tokens, known as the vocabulary index. Since the number of individual tokens is 12, the size of the vocabulary is 12. “I:1,” “am:2,” “finding:3,” “the:4,” “lack:5,” “of:6,” “me:7,” “in:8,” “these:9,” “posts:10,” “very:11,” “alarming:12” Next, the input review is turned into a sequence of integers shown as follows: [1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12]. We used an embedding layer to generate the embedding vector for the individual words. For example, the embedding vector for the token “I” is represented as: \([0.1, 0.3, 0.6]\) and \([0.5, 0.7, 0.3]\) represents the embedding vector for the token “am.” A similar process is repeated for other words (tokens). As a result, an embedding review matrix is produced, which is represented as \([0.1, 0.3, 0.6], [0.5, 0.7, 0.3], [0.1, 0.9, 0.1], [0.7, 0.8, 0.0], [0.4, 0.3, 0.2], [0.9, 0.2, 0.6], [0.3, 0.7, 0.1], [0.9, 0.3, 0.6], [0.6, 0.6, 0.3], [0.2, 0.3, 0.1], [0.3, 0.9, 0.6], [0.2, 0.8, 0.9]\).

6) **DROPOUT LAYER**

The dropout layer was introduced in the neural network to mitigate the overfitting issue by using the “rate” parameter with a value of 0.8. The dropout layer randomly deactivates the neurons from the input it received from the embedding layer. Now the output of dropout layer is presented as: \([0.1, 0.6], [0.5, 0.7, 0.3], [0.9, 0.1], [0.7, 0.8, 0.0], [0.3, 0.2, 0.6], [0.2, 0.6], [0.3, 0.1], [0.9, 0.6], [0.6, 0.3], [0.2, 0.1], [0.3, 0.9, 0.6], [0.2, 0.8, 0.9]\).

7) **CNN MODEL**

The output of the dropout layer is received by the CNN model, which is then moved through different layers of the CNN model to perform the task of extracting local (low-level) features from the input text. The working of the CNN model is given in the following way:

**a: LEVEL-1 APPLYING FILTERING**

During the filtering process, the filter matrix(overlay) is implemented in the review text. The steps included in the
filtering process are described in section 3.4.2. The filtering process for the example sentence is illustrated as follows:

Embedding/Review matrix elements regarding filter matrix window size: 0.1 0 0.5 0.7
Filter matrix (overlay) elements: 0.3 0.4 0.1 0.5
1st Element of feature map: 0.1 × 0.3 + 0 × 0.4 + 0.5 × 0.1 + 0.7 × 0.5 = 0.43
Summation of Bias term with feature map elements:

\[ 0.43 + 1 = 1.43 \]

Presenting Nonlinearity using Relu function: Relu [(1.43) = max (0, 1.43), where 1.43 > 0, so output = 1.43.

\[ \text{Relu}(x) = \begin{cases} 
0 & \text{if } x < 0 \\
\text{sign}(x) & \text{otherwise}
\end{cases} \]

b: LEVEL-2 APPLYING DOWNSAMPLING
The rectified feature map obtained after passing through the Relu activation function is now used for the downsampling operation. This operation reduces the size of the rectified feature map using \( W = \max(L) \). There are three steps involved in down sampling, described as: (i) Selection of a suitable window size (usually 2 or 3), (ii) Selecting a value for a stride that is 2, in our case, where the stride assists in controlling the flow of the window over the rectified feature map, and (iii) Selection of the highest value for the window chosen in the prior step. Maximum pooling operation regarding 1st element: In a given pool of numbers, i.e. max (1.43, 1.46, 1.85, 1.47), the maximum number (1.85) is selected as the 1st element of the pooled feature map. Similarly, other elements of the pooled feature map are generated. Finally, when the pooled feature map is generated, it is transferred to the LSTM model for further processing.

8) LSTM MODEL
To solve the issue of long term dependencies associated with earlier models like RNN, LSTM is used. It adds gates, and cell state (long term memory) to RNN. It helps in preserving the context information of the past, which makes it feasible to exploit the context information at the sentence beginning. Therefore, we selected the LSTM model for learning the sequence (time series) data [49]. The LSTM model received input from the previous layer of the CNN model. The calculation of the input text involves 4 major items, named as the forget gate (\( \text{forget}_{t} \)), input gate (\( \text{input}_{t} \)), output gate (\( \text{output}_{t} \)), and a new cell state (\( \text{new cell state} \)). Output of 1st LSTM cell: The LSTM model is comprised of different cells and each cell needs the current input (\( t \)), prior hidden state (\( \text{hidden state} \)), implements some calculation (see Eqs. 4-9), and finally, the hidden state of the 1st cell (see Fig. 4) is obtained as follows:

Output of Last LSTM Cell: The last cell of LSTM needs the current input (\( t \)), prior hidden state (\( \text{hidden state} \)), implements some calculation (see Eqs. 4-9), and finally, the hidden state of the last cell (see Fig. 5) is obtained as follows:

Now, the hidden state of the last LSTM cell is taken as a final depiction of the input text that is further moved forward to the Softmax(output) layer.

9) SOFTMAX LAYER
The softmax layer acts as the last layer of the proposed model by exploiting the softmax activation function for the classification of feature vector(final depiction) into the desired personality classes I-E, N-S, T-F, and J-P. The computation using Eq. 10 is depicted as follows.

\[ A_1 = f_1 \times x_1 + f_2 \times x_2 + b \]
\[ A_1 = 0.8 \times 0.59 + 0.7 \times 0.59 + 0.9 \]
\[ A_1 = 0.236 + 0.9 = 1.78 \]
\[ A_2 = f_1 \times x_2 + f_2 \times x_2 + b \]
\[ A_2 = 0.5 \times 0.43 + 0.9 \times 0.43 + 0.5 \]
\[ A_2 = 0.0602 + 0.5 = 1.102 \]

After obtaining the value of \( A_1 \) and \( A_2 \), we will apply the softmax activation function using Eq. 11 as follows:

\[ e^{A_1} \]
\[ e^{A_2} \]
\[ e^{A_1} + e^{A_2} \]
\[ e^{A_1} + e^{A_2} \]
\[ e^{A_1} + e^{A_2} \]
\[ e^{A_1} + e^{A_2} \]

The above-mentioned calculation shows that the highest probability is achieved by the I(Introversion) personality trait. So, the given input text “I am finding the lack of me in
these posts very alarming” is classified as an Introversion personality trait among all the other classes.

Algorithm 1 shows the steps of the CNN+LSTM model pseudo code for personality trait classification.

Algorithm 1 Pseudocode of Proposed Personality Classification Model

Step I: Input dataset as csv file.
Step II: Split into train (R_{train}, N_{Rtrain})-test (R_{test}, N_{Rtest}) using scikit learn.
Step II: Break tweets in words as tokens using keras tokenizer.
Step III: Build the vocabulary to map integer to each word.
Step IV: Transform each tweet into sequence of integers.
Step V: procedure CNN- LSTM MODEL (R_{train}, N_{Rtrain})

Parameter Initialization: i. max_features = 10000,
input_length = 40, embed_dim = 128, classes = 2,
NEpoch = 3, batch_size = 32
ii. LSTM units = 280
iii. CNN: - filters = 8; pool_size = 2, Kernel size = 2,

Build Deep learning model
model = Sequential()

Embedding Layer
model.add (Embedding (max_features, embed_dim, input_length))

Dropout Layer
model.add (Dropout (0.5))

Convolutional Layer
model.add (Conv1D (filters, kernel_size, padding = 'valid,' activation = 'relu'))

Maxpooling Layer
model.add (MaxPooling1D (pool_size))

LSTM layer
model.add (LSTM (280, return_sequences = True))

Softmax Layer
model.add (Dense (classes, activation = 'softmax'))

Compile Function
model.compile (loss = binary_crossentropy, optimizer = adamax, metrics = [accuracy])

Model Summary
print (model.summary ())

for all epochs in (1: NEpoch) do
Fit model on train data
model.fit (X_{train_seq}, y_{train_le}, epochs,
batch_size = batch_size, validation_data = (X_{test_seq}, y_{test_le}))
End for

Evaluate model on test data
acc = model.evaluate (X_{test_seq}, y_{test_le}, verbose = 2, batch_size = batch_size)

Output: return acc
End Procedure

To insert images in Word, position the cursor at the insertion point and either use Insert | Picture | From File or copy the image to the Windows clipboard and then Edit | Paste Special | Picture (with “float over text” unchecked).

IEEE will do the final formatting of your paper. If your paper is intended for a conference, please observe the conference page limits.

IV. RESULTS AND DISCUSSION
The section presents the answers to the posed research questions as follows:

A. ANSWER TO RQ1
To answer RQ1 (How to apply the Deep Learning technique, namely CNN+LSTM, to classifying personality traits from the input text?), the implementation of different CNN+LSTM models with varying parameters is exploited for the classification of input text over distinct personality traits: I-E, N-S, T-F, and J-P. To build various CNN+LSTM models, we used an individual layer with a variant of parameters. Consequently, the efficiency of the classifier is enhanced by fine-tuning the parameters of CNN+LSTM. We applied different values of the “units” parameter of an LSTM layer. Moreover, several, additional parameter values, like pool_size, number of filters, epochs, kernel_size, and padding are listed in Table 5.

| Parameters with values for the CNN+LSTM proposed method regarding classes N-S, I-E, J-P, T-F. |
|---------------------------------------------------------|
| **CNN+LSTM Layers** | **Parameters and their values** |
| CNN Layer: Convolutional layer: kernel_size=3x3 filters number=32 padding=same Layer of Pooling: pool_size=2x2 |
| Layer of LSTM: units=110,120,130,140,150,160,170,180,190,200 |
| Dropout Layer: rate=0.8 |
| Dense Layer: nb_classes=2 activation=softmax |
| Further parameters: length of input sentence =1703 epochs=7 embed_dim=128 batch_size=32 |

Table 5 depicts values of different parameters, where values of a number of filters, padding, pool_size, kernel_size, and epochs are set as fixed, while the value of LSTM units varies from 110 to 200.

The parameter arrangements for the individual 10 CNN+LSTM models are shown in Table 6. The values for the LSTM parameter ‘units’ represent an increasing trend, ranging
Table 6: CNN+LSTM model parameter arrangements regarding classes N-S, I-E, J-P, T-F.

| Model Name   | Batch Size | LSTM units | Convolutional Kernel size |
|--------------|------------|------------|---------------------------|
| CNN+LSTM1    | 32         | 110        | 3x3                       |
| CNN+LSTM2    | 32         | 120        | 3x3                       |
| CNN+LSTM3    | 32         | 130        | 3x3                       |
| CNN+LSTM4    | 32         | 140        | 3x3                       |
| CNN+LSTM5    | 32         | 150        | 3x3                       |
| CNN+LSTM6    | 32         | 160        | 3x3                       |
| CNN+LSTM7    | 32         | 170        | 3x3                       |
| CNN+LSTM8    | 32         | 180        | 3x3                       |
| CNN+LSTM9    | 32         | 190        | 3x3                       |
| CNN+LSTM10   | 32         | 200        | 3x3                       |

from 110 to 200, whereas the batch size = 32, and convolutional kernel size = 3 x 3.

Table 7 illustrates outcomes of different evaluation metrics, namely: f1-score, recall, precision, and accuracy (see Table 7) of the proposed CNN+LSTM model regarding different personality traits I-E, N-S, T(Thinking)-F(Feeling), and J(Judging)-P(Perception). We conducted different experiments to obtain the optimal values of parameters, yielding the best performance of the CNN+LSTM model. In the case of I-E’s binary classifier, it was observed that CNN+LSTM2 outperformed other models in terms of f1-score (88%), recall (88%), precision (88%), and accuracy (88%) with parameter settings of batch size = 32, lstm units = 120, and convolutional kernel size = 33. For the N-S binary classifier, it is observed that CNN+LSTM4 outperformed other models in terms of f1-score (91%), recall (91%), precision (91%), and accuracy (91%) with parameter setting batch size = 32, lstm units = 140, and convolutional kernel size = 33. In the case of the T-F binary classifier, it is noted that CNN+LSTM3 outperformed other models in terms of f1-score (85%), recall (85%), precision (85%), and accuracy (85%) with parameter settings of batch size = 32, lstm units = 130, and convolutional kernel size = 33. Finally, for the J-P binary classifier, it is observed that CNN+LSTM3 outperformed other models in terms of f1-score (80%), recall (80%), precision (80%), and accuracy (80%) with parameter settings of batch size = 32, lstm units = 130, and convolutional kernel size = 33.

The performance of CNN+LSTM in terms of accuracy is presented in Fig. 6. The horizontal side of the graph shows the accuracy measure, and the vertical side shows 10 CNN+LSTM models.

Table 8 presents the scores of loss, accuracy, and training time related to the classes I-E, N-S, T-F, and J-P. In the case of the I-E binary classifier, it is found that the rise in lstm unit value results in the decline in accuracy for a CNN+LSTM model. The model’s accuracy tends to increase at the lstm unit of 120, which is considered as an optimal value for the lstm unit parameter, and it remains the same at the lstm unit of 170. Additionally, the score loss grows as the decline in accuracy occurs. For the N-Intuition)-S(Sensing) binary classifier, it is noted that the rise in lstm unit value results in a decline in the CNN+LSTM model’s accuracy. The model’s accuracy tends to increase at the lstm unit of 140, which is considered as an optimal value for the lstm unit parameter, and it remains the same at the lstm unit of 170. Furthermore, the rise in scores losses occurred due to the decline in accuracy.

In this section, we report the findings of the experiment conducted to evaluate the efficiency of the proposed deep learning model with respect to different personality traits like (i) Extroversion (E), (ii) Introversion (I), (iii) Sensing (S), (iv) Intuition (N), (v) Feeling (F), (vi) Thinking (T),
TABLE 7. CNN+LSTM evaluation metrics results regarding classes N-S, I-E, J-P, and T-F.

| Model Name   | F1 Score (%) | Recall (%) | Precision (%) |
|--------------|--------------|------------|---------------|
|              | I-E N-S T-F  | I-E N-S T-F| I-E N-S T-F  |
| CNN+LSTM1    | 87 90 84 79  | 87 90 84 79| 87 90 84 79  |
| CNN+LSTM2    | 88 90 84 74  | 88 90 84 74| 88 90 84 74  |
| CNN+LSTM3    | 79 89 85 80  | 79 89 85 80| 79 89 85 80  |
| CNN+LSTM4    | 85 91 80 73  | 85 91 80 73| 85 91 80 73  |
| CNN+LSTM5    | 86 88 84 78  | 86 88 84 78| 86 88 84 78  |
| CNN+LSTM6    | 86 89 83 79  | 86 89 83 79| 86 89 83 79  |
| CNN+LSTM7    | 87 89 84 79  | 87 89 84 79| 87 89 84 79  |
| CNN+LSTM8    | 81 89 83 79  | 81 89 83 79| 81 89 83 79  |
| CNN+LSTM9    | 81 90 82 78  | 81 90 82 78| 81 90 82 78  |
| CNN+LSTM10   | 83 89 83 69  | 83 89 83 69| 83 89 83 69  |

(vii) Perceiving (P), and (viii) Judging (J). For this purpose, we designed 4 binary classifiers, namely I(Introversion)-E (Extroversion), N (Intuition)-S (Sensing), T(Thinking)-F (Feeling), and J(Judging)-P (Perception).

a: EXPERIMENT#1-I-E
We conducted experiment #1 to evaluate the proposed CNN+LSTM model’s efficiency with respect to I (Introversion)-E (Extroversion) personality traits, and the results are reported in Table 9. It is evident that the CNN+LSTM model attained better performance for the “I (Introversion)” personality trait in terms of recall (0.93), precision (0.92), f1-score (0.92) and total accuracy of 0.88%.

b: EXPERIMENT#2-N-S
We conducted experiment #2, to evaluate the efficiency of the proposed CNN+LSTM model with respect to N (Intuition)-S (Sensing) personality traits. The results presented in Table 10 show that the CNN+LSTM model attained better performance for the “N” personality trait with recall (0.95), precision (0.94), and f1-score (0.95), and. The total accuracy is 0.91%.

c: EXPERIMENT#3-T-F
We conducted experiment #3 to evaluate the efficiency of the proposed model (CNN+LSTM) for T-F personality traits. The results reported in Table 11 show that the proposed CNN+LSTM model attained better performance for the “F (Feeling)” personality trait in the cases of recall (0.87), precision (0.87), and f1-score (0.87). The total accuracy is 0.85%.

d: EXPERIMENT#4-J-P
We conducted experiment # 4 to evaluate the efficiency of the proposed CNN+LSTM model with respect to J (Judging)-P (Perception) personality traits. The results given in Table 12 show that the CNN+LSTM model attained better performance for the “P” personality trait with recall (0.92), f1-score (0.85) and overall accuracy of 0.80%. Furthermore, the model attained a maximum precision (0.82) for the “J (Judging)” personality trait.

B. ANSWER TO RQ2
To answer RQ2 (What is the efficiency of the proposed technique w.r.t other machine learning and deep learning techniques?), experimentation was performed to evaluate the efficiency of the proposed CNN+LSTM model that exploits word embedding, with respect to comparing machine learning classifiers that utilize the classical feature representation scheme, i.e., Bag-of-Words (Countvectorizer and TF-IDF). We implemented different ML and DL techniques for
personality traits, and their results are presented in Table 13 and Table 14.

1) COMPARISON OF PROPOSED CNN+LSTM WITH MACHINE LEARNING TECHNIQUES EXPLOITING CLASSICAL FEATURES

To compare the proposed CNN+LSTM method with classical machine learning methods, we performed experiments, reported in the rest of this section.

Machine Learning Techniques Exploiting Classical Features: Different classical feature representation schemes, such as Countvectorizer and TF-IDF, are evaluated. The Countvectorizer scheme inspects the presence of words within a vocabulary by exploiting the bag-of-words technique, and TF-IDF is a numeric estimator that calculates
The results presented in Table 13 show that the proposed model outperformed the machine learning methods due to the following limitations of ML classifiers: (i) In a bag of words approach, the word “Sunday” in sparse depiction is given as [0, 0, 0, 0, 0, 1] [27], (ii) The BOW technique does not consider the word context within the given text, i.e. it recognizes a single word as an independent unit [51]. Furthermore, due to the following benefits of word embedding over the traditional bag of words approach, the CNN+LSTM performed efficiently with respect to the compared machine learning models. These are listed as follows: (i) In word embedding, the model is learned to represent an individual word in a real-valued vector (continuous) through training of each sentence. Therefore, word embedding efficiently performs information semantic encoding with respect to the classical feature set, namely bag of words [51], (ii) Using similar words, the classification of the current word, that is unavailable within the training set, becomes achievable since the real-valued feature depiction scheme enables us to map close words towards one another having a similar meaning [51], (iii) Semantic sparsity occurring within a short text is managed by the dense feature representation scheme, i.e. word embedding [52]. Word embedding-based techniques perform effectively over BOW-based methods due to the fact that the information encoding related to the rare words in the training dataset is performed efficiently by word embedding. Furthermore, the reason for the better performance of the CNN+LSTM neural network method over the compared machine learning models is that the hierarchical feature abstraction of the user-created content towards the individual layer [53]. At the convolutional layer, the learning of best (local) features is conducted [54], while at the pooling layer, it maintains the salient local features [55], and finally, at the LSTM layer, it captures the global features [56]. On the other hand, machine learning deals with a less efficient feature engineering process, which is manual [53]. The self-learning ability of deep learning models enables them to achieve significant accuracy and fast processing speed with respect to compared machine learning classifiers exploiting classical features [57]. The reason behind the better performance of the CNN+LSTM model for personality prediction with respect to the machine learning algorithms is that it exploits word embedding feature representation approach, executes automated feature understanding, and works at a deep level of layers.

### 2) COMPARISON OF PROPOSED CNN+LSTM WITH VARIANTS OF DEEP NEURAL NETWORK METHODS

To compare the proposed CNN+LSTM model with variants of deep neural network methods, we performed different experiments and evaluated the results as follows:

#### a: VARIANTS OF DEEP LEARNING MODELS

We conducted experiments on different deep neural network models, specifically Individual LSTM, Individual CNN, Individual BILSTM, and Individual RNN, each of which exploits the score of words by computing the frequency of words within a document and a group of documents. Experiments are conducted using various ML algorithms, such as SVM, KNN, LR, RF, DT, and XGBoost, that exploit classical features like countvectorizer and tf-idf. From the experimental comparison, it is found that among different machine learning classifiers, XGBoost attained a maximum accuracy of 83.18%, whereas KNN attained a minimum accuracy of 78.6% for the I-E personality trait. In the case of the N-S class, XGBoost attained the highest accuracy (88.71%), and the minimum accuracy (81.8%) was attained by DT. For class T-F, SVM attained a maximum accuracy of 81.19%, and a minimum accuracy of 56.8% was attained by KNN. Finally, for class T-F, LR attained a maximum accuracy of 74.42%, and a minimum accuracy of 56.91% was attained by RF.

#### Proposed CNN+LSTM Model: We conducted experiments for personality trait classification by applying the proposed model (CNN+LSTM) that uses word embedding as a feature representation scheme. It is observed that the proposed CNN+LSTM model yields improved performance in relation to the compared machine learning classifiers, such as SVM, KNN, LR, RF, DT, and XGBoost with the classical Bag of words representation approach (Table 13), and a variant of deep neural network techniques like Individual LSTM, Individual CNN, Individual BILSTM, Individual RNN (see Table 14).

![Table 14](image)

**Table 14. Performance comparison between variants of deep learning and proposed technique.**

| Classifier/Model | Accuracy (%) | Precision (%) | Recall (%) | F1-score (%) |
|------------------|--------------|---------------|------------|--------------|
| CNN+LSTM         | 88           | 91            | 88         | 88           |
| Proposed         | 85           | 80            | 85         | 85           |
| SVM              | 78           | 87            | 78         | 78           |
| KNN              | 58           | 61            | 54         | 54           |
| RF               | 78           | 87            | 78         | 78           |
| DT               | 78           | 87            | 78         | 78           |
| XGBoost          | 88           | 91            | 88         | 88           |
| Proposed         | 85           | 80            | 85         | 85           |

The reason behind the better performance of the CNN+LSTM model for personality prediction with respect to the machine learning algorithms is that it exploits word embedding feature representation approach, executes automated feature understanding, and works at a deep level of layers.
an advanced feature representation scheme, namely word embedding [58].

The experimental results (Table 14) show that, with respect to other deep learning models, CNN attained a maximum accuracy of 81% for I-E, 88% for N-S, 84% for T-F, and 75% for J-P. It is due to the fact that during feature extraction, CNN provides the service of getting local association between connecting words. RNN and BILSTM attained a minimum accuracy of 78% for I-E. In the case of N-S, a minimum accuracy of 87% was achieved by three models, namely LSTM, BILSTM, and RNN, because the LSTM and BILSTM models are not good at capturing important features [59], [60]. For T-F, RNN performed poorly with an accuracy of 54%, and finally, for J-P, the lowest performance of 61% was attained by RNN. The reason for the low performance of RNN is that its memory storage capacity is small, i.e. short-term memory [61].

In the following sections, we present a comparison of the proposed model (CNN+LSTM) with different deep neural network models, namely Individual LSTM, Individual CNN, and Individual BILSTM.

b: COMPARING PROPOSED CNN+LSTM WITH INDIVIDUAL CNN

In this experiment, we evaluated the performance of the proposed model (CNN+LSTM) with respect to individual CNN for personality trait classification. The results presented in Table 14 show that CNN gives a poor performance with precision (81%), recall (81%), f1-score (81%), and accuracy (81%) for class I-E. In the case of N-S, the performance of CNN’s model is given as precision (84%), recall (84%), f1-score (84%), and accuracy (84%). For class T-F, the model’s Precision = 84%, Accuracy = 84%, F1-score = 84%, and Recall = 84%. Finally, in the case of J-P, CNN gives Accuracy = 75%, Precision = 75%, Recall = 75%, and F1-score = 75%. CNN is capable of extracting important features belonging to the input text, while it lacks the ability to hold long-term dependencies [39].

c: COMPARING PROPOSED CNN+LSTM WITH INDIVIDUAL LSTM

In this experiment, the performance of the proposed model is evaluated with respect to individual LSTM. Table 14 shows that the individual LSTM yields the worst performance with Accuracy = 79%, Precision = 79%, Recall = 79%, and F1-score = 79% for class I-E. For N-S, LSTM’s performance is as follows: Accuracy = 87%, Precision = 87%, Recall = 87%, and F1-score = 87%. For class T-F, the LSTM model’s performance is: Accuracy = 57%, Precision = 57%, Recall = 57%, and F1-score = 57%. Lastly, in the case of J (Judging)-P (Perception), the LSTM provides an Accuracy = 66%, Precision = 66%, Recall = 66%, and F1-score = 66%. The LSTM is efficient in such tasks that require a long time lag [64], whereas it is not good for capturing important features [59].

d: COMPARING THE PROPOSED CNN+LSTM METHOD WITH INDIVIDUAL BILSTM

In this experiment, we compared the performance of the proposed model (CNN+LSTM) with the individual BILSTM model. The results reported in Table 14 show that the individual BILSTM attained low performance with a Precision = 78%, Accuracy = 78%, F1-score = 78% and Recall = 78% for class I-E. In the case of N-S, BILSTM’s performance is given as: Precision = 87%, Recall = 87%, F1-score = 87%, and Accuracy = 87%. For class T-F, the model attained Accuracy = 66%, Precision = 66%, Recall = 66%, and F1-score = 66%. Lastly, in the case of J-P, the BILSTM yields an Accuracy = 65%, Precision = 65%, Recall = 65%, and F1-score = 65%. The BILSTM has the attribute of exploring the bidirectional long-term dependencies regarding the input text. However, it is not efficient for the task of feature extraction [59].

e: COMPARING PROPOSED CNN+LSTM WITH INDIVIDUAL RNN

In this experiment, we evaluated the performance of individual RNNs with the proposed CNN+LSTM. The results presented in Table 14 show that individual RNNs have shown the worst efficiency with regard to our proposed CNN+LSTM model with a recall = 78%, precision = 78%, accuracy = 78%, and F1-score = 78% for class I-E. In the case of N-S, RNN attained: Precision = 87%, Recall = 87%, Accuracy = 87%, and F1-score = 87%. For class T (Thinking)-F (Feeling), the model’s Accuracy = 54%, Precision = 54%, Recall = 54%, and F1-score = 54%. Lastly, in the case of J-P, the RNN provides an Accuracy = 61%, Precision = 61%, F1-score = 61%, and Recall = 61%. The RNN is efficient in passing learned information to the upcoming layer, but it suffers from the issue of vanishing gradient, as the two-time step gap increases [39].

The abovementioned results indicate better results for our proposed CNN+LSTM method when a comparison is performed with different DL models, such as individual LSTM, individual CNN, individual RNN, and individual BILSTM. The proposed CNN+LSTM model attained better performance, i.e. 88% for I-E, 91% for N-S, 85% for T-F, and 80% for J-P, with respect to the compared DL models. It is due to the fact that the proposed method attains the benefits of the two deep learning models, i.e. CNN and LSTM. In the case of CNN, it efficiently extracts significant information related to the input text and LSTM is efficient at holding information for a long time period without information degeneration [39]. Hence, it is noted that for personality traits, our proposed approach has shown improved performance with respect to other variants of Deep Learning models, such as the individual LSTM model, individual CNN model, individual BILSTM, and individual RNN.

C. ANSWER TO RQ3

To address the research question: “How to estimate the efficiency of the proposed technique regarding personality
TABLE 15. Comparing metrics result for the proposed approach with baseline studies for a personality trait classification.

| Study         | Technique       | Dataset       | Classifier | Obtained Results |
|---------------|-----------------|---------------|------------|------------------|
|               |                 |               |            | Metrics        |
|               |                 |               |            | I/E | S/N | F/T | J/P |
| Majumder et al. [9] | Deep Learning | MBTI          | NB         | Accuracy        |
|               |                 |               |            | 77 | 86 | 77 | 62 |
|               |                 |               |            | 9 |    | 9 | 3 |
|               |                 |               |            | Recall          |
|               |                 |               |            | 77 | 83 | 54 | 61 |
|               |                 |               |            | 0 | 3 | 1 | 8 |
|               |                 |               |            | Precision       |
|               |                 |               |            | 79 | 81 | 78 | 68 |
|               |                 |               |            | 5 | 3 | 6 | 2 |
|               |                 |               |            | F1-score        |
|               |                 |               |            | 81 | 80 | 69 | 64 |
|               |                 |               |            | 9% | 4% | 0% | 8% |
| Khan et al. [65] | Machine Learning | MBTI         | XGBoost    | Accuracy        |
|               |                 |               |            | 77 | 78 | 73 | 73 |
|               |                 |               |            | 35 | 93 | 89 | 71 |
|               |                 |               |            | Recall          |
|               |                 |               |            | 76 | 79 | 73 | 75 |
|               |                 |               |            | 44 | 96 | 30 | 75 |
|               |                 |               |            | Precision       |
|               |                 |               |            | 78 | 78 | 75 | 73 |
|               |                 |               |            | 19 | 98 | 32 | 37 |
|               |                 |               |            | F1-score        |
|               |                 |               |            | 77 | 78 | 74 | 74 |
|               |                 |               |            | 30 | 92 | 30 | 54 |
| Proposed      | Deep Learning   | MBTI          | CNN+LSTM   | Accuracy        |
|               |                 |               |            | 88 | 91 | 85 | 80 |
|               |                 |               |            | Recall          |
|               |                 |               |            | 88 | 91 | 85 | 80 |
|               |                 |               |            | Precision       |
|               |                 |               |            | 88 | 91 | 85 | 80 |
|               |                 |               |            | F1-score        |
|               |                 |               |            | 88 | 91 | 85 | 80 |

trait classification w.r.t baseline studies?,” the experiment was conducted for performance comparison of the proposed model with respect to the baseline study conducted by [9]. In Table 15, experimental results are presented.

In this experiment, we compared the performance of our model with the baseline models. Majumder et al. [9] used the Convolutional Neural Network method (CNN) to detect personality traits. Experimental results recorded in Table 15 indicate that the proposed approach performed better than the baseline study with an accuracy of 88% for I (Introversion)-E (Extroversion), 91% for N (Intuition)-S (Sensing), and 80% for T (Thinking)-F (Feeling), and 80% for J (Judging)-P (Perception).

Khan et al. [65] applied the XGBoost classifier to classify personality traits using the MBTI dataset. They achieved maximum accuracy (83%). However, the use of conventional feature sets associated with ML classifiers can further be improved by applying deep learning techniques with automated feature engineering.

Proposed (Our) Model’s Performance: The justification behind our model’s performance enhancement is that we have exploited an “LSTM” model which is efficient at saving information for a long time span among the word sequences. So, the information maintained for a large period of time is very beneficial for text classification/prediction tasks. In contrast, an individual CNN layer is not capable of retaining the sequential information underlying text, which is needed for the problems regarding text classification. Moreover, for CNN to produce effective results, it is required to use a large dataset.

D. SIGNIFICANCE TEST

In this section, experimentation was conducted to examine whether the CNN+LSTM (proposed model) exploiting advanced features (word embedding) is statistically significant with respect to the classical machine learning model using traditional features (BOW features) and did not happen by chance.

A random extraction of 868 input reviews from the corpus is performed, where each individual input review is classified by the CNN+BiLSTM vs XGBoost for I (Introversion)-E (Extroversion) class. During the experimental setting, the null and alternate hypothesis are presented.

H0: Identical rate of error for both classifiers.

HA: Significantly different rate of error for both classifiers.

The mathematical representation of McNemar’s statistics is expressed as follows (Eq. 12):

\[ \chi^2 = \frac{(m-n-1)^2}{m+n} \]  (12)

While \( \chi^2 \) shows the chi-squared statistics, variables \( n \) and \( m \) indicate the discordant, and the degree of freedom is represented by 1 value in Eq. 12.

1) DISCUSSION

In the first experiment, we examined and reported (see Table 13) the performance of the XGBoost classifier using the classical feature scheme for I(Introversion)-E(Extroversion) personality class. The XGBoost classifier yielded low performance in terms of each evaluation metric like F1-score, recall, accuracy, and precision. The experimental results revealed the poor performance of the XGBoost classifier exploiting the classical feature set (BOW features) for personality trait detection from the textual content. In the next experiment, the CNN+LSTM model with word embedding features produced considerably improved results (Table 14). The classifier performed a prediction of personality traits underlying text data with an accuracy of 88%.

The significance test was conducted to validate that there exists a significant difference between CNN+LSTM (DL) exploiting word embedding based features, and XGBoost (ML) exploiting traditional features. The input text on which the two models differed was 122 (models having distinct feature types exhibit distinct misclassification performance) as shown in Table 13. McNemar’s test is applied to compute the p-value. A value of 1.4 is attained by Chi-Squared, and 1 is the degree of freedom, and 0.239 (two-tailed p-value). Finally, the null hypothesis is rejected due to a low p-value of 0.2390,5, and the alternative hypothesis is accepted: the proposed CNN+LSTM method, exploiting word embedding, is statistically significantly more
significant than that of the XGBoost model, exploiting traditional BOW features.

The statistical analysis mentioned above revealed that the features based upon word embedding have significantly enhanced the effectiveness of the proposed model, namely CNN+LSTM regarding personality trait classification (see Table 16).

**TABLE 16. Computation of performance difference using significance test between proposed CNN+LSTM(DL) and XGBoost(ML) for I-E class.**

|               | CNN+LSTM (proposed) | CNN+LSTM (proposed) | Total |
|---------------|---------------------|---------------------|-------|
|               | Correct Classification | Misclassification    |       |
| XGBoost       | 676                 | 54                  | 730   |
| Correct Classification | XGBoost             |                     |       |
|               | 68                  | 70                  | 138   |
| McNemar’s Test: From mcnemar’s test we found that a chi-squared statistic = 1.4, with 1 degree of freedom, and the 2-tailed p-value is 0.239. Thus, an alternative hypothesis is accepted and the null hypothesis is rejected. |

We also conducted experiments to inspect whether our proposed (CNN+LSTM) model, exploiting word embedding feature, is statistically significant than the XGBoost for different combinations of personality traits, such as N(Intuition)-S(Sensing), LR for J-P, and SVM for T-F. The results depict that in case of J-P, T-F, and N-S, the advanced word embedding features significantly enhanced the effectiveness of the proposed CNN+LSTM model regarding personality trait classification problem.

**V. CONCLUSION**

In this work, we investigated the task of personality trait classification from textual content. To accomplish the research task, we proposed applying a deep learning model, namely CNN+LSTM. The proposed study includes the following modules: (i) acquiring data, (ii) pre-processing of data, and (iii) implementing the deep neural network.

The proposed CNN+LSTM model for personality trait classification is a merger of CNN and LSTM that assists in classifying the input text into different personality traits like I-E, N-S, T-F, and J-P. The main emphasis of the CNN model is to extract and retain the local features using a convolutional and max-pooling layer. CNN acts as a robust tool for choosing the best features that enhance the prediction accuracy. The LSTM model preserves the prior information regarding context, which helps to exploit significant context information at the start of a sentence. Its benefit is that it takes sequential information through the examination of prior data. After receiving the final representation of an input sentence, it is classified among the different personality traits. The experiments with different machine learning and deep learning models are also conducted and their results are recorded on the personality trait dataset. The results show that the proposed CNN+LSTM model for personality trait classification produced improved results in terms of improved accuracy (88% for I-E, 91% for N-S, 85% for T-F, and 80% for J-P); precision (88% for I-E, 91% for N-S, 85% for T-F, and 80% for J-P); and F1-score (88% for I-E, 91% for N-S, 85% for T-F, and 80% for J-P), and the proposed CNN+LSTM model for personality trait classification (88% for The information obtained from this research acts as best practices for the selection, management, and optimization of their policies, services, and products.

**A. LIMITATIONS**

The possible limitations of the proposed work are given as follows: (i) In this study, we performed a personality trait classification on limited personality traits pertaining to only textual content in the English language. (ii) The work is limited to random word embedding without the exploitation of several word representation models like Glove, Fasttext, and word2vec. (iii) The attention mechanism was not introduced with CNN+LSTM that assists in extracting relative significant features, (iv) Other combinations of deep learning models like CNN+Bi-LSTM, CNN+GRU, Bi-LSTM+CNN, and CNN+RNN are not applied for personality trait classification. (v) The focus of the current research content is only on the MBTI dataset for personality trait classification. (vi) The limited number of machine learning classifiers is used for experimentation that needs to be further extended with other machine learning classifiers.

**B. FUTURE DIRECTIONS**

The possible future directions of the work are as follows: (i) The work can be extended by conducting experiments in other languages on an extended set of personality traits using non-textual content such as images and videos, (ii) In future work, we can exploit other pre-trained word representation schemes like Glove, word2vec, and Fasttext regarding word embedding layer, (iii) Introducing an attention mechanism regarding personality classification may enhance the system’s performance, (iv) We will explore different combinations of deep neural networks like CNN+Bi-LSTM, CNN+GRU, Bi-LSTM+CNN, and CNN+RNN for personality trait classification, and CNN+Bi-LSTM+CNN for facial recognition. (v) In addition to the MBTI dataset, other different datasets regarding personality trait classification tasks can be exploited.

It is planned to collect additional data and apply the proposed methods to some larger corpora in order to test the effectiveness of the proposed approaches on massive data records, (vi) The combination of other deep neural network frameworks will better handle the problem of personality trait classification tasks. Thus, in the future, we will apply other neural networks, (vii) In the future, we will focus on applying ensemble methods to enhance system performance, and (viii) We will work on including further base models and by searching for other parameters that may assist in enhancing the overall accuracy of the proposed work.
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