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Abstract

We consider the problem of designing codes with flexible rate (referred to as rateless codes), for private distributed matrix-matrix multiplication. A master server owns two private matrices $A$ and $B$ and hires worker nodes to help computing their multiplication. The matrices should remain information-theoretically private from the workers. Codes with fixed rate require the master to assign tasks to the workers and then wait for a predetermined number of workers to finish their assigned tasks. The size of the tasks, hence the rate of the scheme, depends on the number of workers that the master waits for.

We design a rateless private matrix-matrix multiplication scheme, called RPM3. In contrast to fixed-rate schemes, our scheme fixes the size of the tasks and allows the master to send multiple tasks to the workers. The master keeps sending tasks and receiving results until it can decode the multiplication; rendering the scheme flexible and adaptive to heterogeneous environments.

Despite resulting in a smaller rate than known straggler-tolerant schemes, RPM3 provides a smaller mean waiting time of the master by leveraging the heterogeneity of the workers. The waiting time is studied under two different models for the workers’ service time. We provide upper bounds for the mean waiting time under both models. In addition, we provide lower bounds on the mean waiting time under the worker-dependent fixed service time model.
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I. INTRODUCTION

Matrix-matrix multiplication is at the core of several machine learning algorithms. In such applications the multiplied matrices are large and distributing the tasks to several machines is required. We consider the problem in which a master server owns two private matrices $A$ and $B$ and wants to compute $C = AB$. The master splits the computation into smaller tasks and distributes them to several worker nodes that can run those computations in parallel. However, waiting for all workers to finish their tasks suffers from the presence of slow processing nodes $\mathcal{S}$, referred to as stragglers. The presence of stragglers can outweigh the benefit of parallelism, see e.g., [4]–[6] and references therein.

Moreover, the master’s data must remain private from the workers. We are interested in information-theoretic privacy which does not impose any constraints on the computational power of the compromised workers. On the other hand, information-theoretic privacy assumes that the number of compromised workers is limited by a certain threshold.

We consider applications where the resources of the workers are different, limited and time-varying. Examples of this setting include edge computing in which the devices collecting the data (e.g., sensors, tablets, etc.) cooperate to run the intensive computations. In such applications, the workers have different computation power, battery life and network latency which can change in time. We refer to this setting as heterogeneous and time-varying setting.

We develop a coding scheme that allows the master to offload the computational tasks to the workers while satisfying the following requirements: $i)$ leverage the heterogeneity of the workers, i.e., assign a number of tasks to the workers that is proportional to their resources; $ii)$ adapt to the time-varying nature of the workers; and $iii)$ maintain the privacy of the master’s data.

We focus on matrix-matrix multiplication since this is a building block of several machine learning algorithms [7], [8]. We use coding-theoretic techniques to encode the tasks sent to the workers. We illustrate the use of codes to distribute the tasks in the following example.

Example 1. Let $A \in \mathbb{F}_{q}^{r \times s}$ and $B \in \mathbb{F}_{q}^{s \times \ell}$ be two private matrices owned by the master who wants to compute $C = AB$. The master has access to $\mathcal{S}$ workers. At most $2$ workers can be stragglers. The workers do not collude, i.e., the workers do not share with each other the tasks sent to them by the master. To encode the tasks, the master generates two random matrices $R \in \mathbb{F}_{q}^{r \times s}$ and $S \in \mathbb{F}_{q}^{s \times \ell}$ uniformly at random and independently from $A$ and $B$. The master creates two polynomials $f(x) = R(1 - x) + Ax$ and $g(x) = S(1 - x) + Bx$. The data sent to worker $i$ is $f(a_i)$ and $g(a_i)$, $i = 1, \ldots, 5$, where $a_i \in \mathbb{F}_q \setminus \{1\}$. Each worker computes $h(a_i) \triangleq f(a_i)g(a_i) = R(1 - a_i)^2 + RBa_i(1 - a_i) + ASa_i(1 - a_i) + ABa_i^2$ and sends the result to the master. When the master receives at least three evaluations of $h(x) \triangleq f(x)g(x)$, it can interpolate
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1The multiplication and addition within the polynomials is element-wise, e.g., each element of $A$ is multiplied by $x$. 
In particular, the master can compute \(\mathbf{AB} = h(1)\). On a high level, the privacy of \(\mathbf{A}\) and \(\mathbf{B}\) is maintained because each matrix is masked by a random matrix before being sent to a worker.

In Example 1 even if there are no stragglers, the master ignores the responses of two workers. In addition, all the workers obtain computational tasks of the same complexity.

We highlight in Example 2 the main ideas of our scheme that allows the master to assign tasks of different complexity to the workers and use all the responses of the non-stragglers.

**Example 2.** Consider the same setting as in Example 1. Assume that workers 1, 2 and 3 are more powerful than the others. The master splits \(\mathbf{A}\) into \(\mathbf{A} = [\mathbf{A}_1^T \quad \mathbf{A}_2^T]^T\) and wants \(\mathbf{C} = [(\mathbf{A}_1 \mathbf{B})^T \quad (\mathbf{A}_2 \mathbf{B})^T]^T\). The master divides the computations into two rounds. In the first round, the master generates two random matrices \(\mathbf{R}_1 \in \mathbb{F}_q^{n \times s}\) and \(\mathbf{S}_1 \in \mathbb{F}_q^{n \times \ell}\) uniformly at random and independently from \(\mathbf{A}\) and \(\mathbf{B}\).

The master creates four polynomials:
\[
\begin{align*}
    f_1^{(1)}(x) &= \mathbf{R}_1(1-x) + \mathbf{A}_1 x, \\
    f_1^{(2)}(x) &= \mathbf{R}_1(1-x) + \mathbf{A}_2 x, \\
    g_1^{(1)}(x) &= g_1^{(2)}(x) = \mathbf{S}_1(1-x) + \mathbf{B} x.
\end{align*}
\]

The master sends \(f_1^{(1)}(a_i)\) and \(g_1^{(1)}(a_i)\) to workers 1, 2, 3, and sends \(f_1^{(2)}(a_i)\) and \(g_1^{(2)}(a_i)\) to workers 4, 5, where \(a_i \in \mathbb{F}_q \setminus \{0, 1\}\).

Workers 1, 2, 3 compute \(h_1^{(1)}(a_i) \triangleq f_1^{(1)}(a_i)g_1^{(1)}(a_i)\) and workers 4, 5 compute \(h_1^{(2)}(a_i) \triangleq f_1^{(2)}(a_i)g_1^{(2)}(a_i)\).

The master starts round 2 when workers 1, 2, 3 finish their tasks. It generates two random matrices \(\mathbf{R}_2 \in \mathbb{F}_q^{n \times s}\) and \(\mathbf{S}_2 \in \mathbb{F}_q^{n \times \ell}\) and creates
\[
\begin{align*}
    f_2^{(1)}(x) &= \mathbf{R}_2(1-x) + (\mathbf{A}_1 + \mathbf{A}_2) x, \\
    g_2^{(1)}(x) &= \mathbf{S}_2(1-x) + \mathbf{B} x,
\end{align*}
\]
and sends evaluations to the first three workers which compute \(h_2^{(1)}(a_i) \triangleq f_2^{(1)}(a_i)g_2^{(1)}(a_i)\). One main component of our scheme is to generate \(\mathbf{A}_1 \triangleq \mathbf{A}_1, \mathbf{A}_2 \triangleq \mathbf{A}_2\) and \(\mathbf{A}_3 \triangleq \mathbf{A}_1 + \mathbf{A}_2\) as Fountain-coded [9]–[12] codewords of \(\mathbf{A}_1\) and \(\mathbf{A}_2\). The tasks sent to the workers are depicted in Table 1.

**Decoding C:** The master has two options:

1) workers 4 and 5 finish their first task before workers 1, 2, 3 finish their second tasks, i.e., no stragglers. The master interpolates \(h_1^{(1)}(x)\) and obtains \(h_1^{(1)}(1) = \mathbf{A}_1 \mathbf{B}\) and \(h_1^{(1)}(0) = \mathbf{R}_1 \mathbf{S}_1\). Notice that \(h_2^{(1)}(0) = h_1^{(1)}(0) = \mathbf{R}_1 \mathbf{S}_1\). Thus, the master has three evaluations of \(h_1^{(1)}(x)\) and can interpolate it to obtain \(\mathbf{A}_2 \mathbf{B} = h_1^{(2)}(1)\).

2) workers 4 and 5 are stragglers and do not finish their first task before workers 1, 2, 3 finish their second tasks. The master interpolates (decodes) both \(h_1^{(1)}(x)\) and \(h_2^{(1)}(x)\). In particular, the master obtains \(\mathbf{A}_1 \mathbf{B} = h_1^{(1)}(1)\) and \(\mathbf{A}_2 \mathbf{B} = (\mathbf{A}_1 + \mathbf{A}_2) \mathbf{B} - \mathbf{A}_1 \mathbf{B} = h_2^{(1)}(1) - \mathbf{A}_1 \mathbf{B}\).

On a high level, the privacy of \(\mathbf{A}\) and \(\mathbf{B}\) is maintained because each matrix is masked by a different random matrix before being sent to a worker.

In this paper, we generalize the setting of Example 2 and show how to encode the data and generate the tasks sent to the workers in such a heterogeneous server setting. We compare the proposed scheme to schemes with fixed straggler tolerance and to perfect load balancing where we assume the master knows how the resources of the workers would change in time.

**Related work:** The use of codes to mitigate stragglers in distributed linear computations was first proposed in [6] without privacy constraints. Several works such as [12]–[25] propose different techniques improving on [6] and provide fundamental limits on distributed computing. Of particular importance is the work of [12] where the authors show how to construct rateless codes for non-private distributed matrix-matrix multiplication. Straggler mitigation with privacy constraints is considered in [26]–[39]. The majority of the literature assumes a threshold of fixed number of stragglers. In [26], [27] the authors consider the setting in which the number of stragglers is not known a priori and design schemes that can cope with this setting. However, [26], [27] consider the matrix-vector multiplication setting in which only the input matrix must remain private. Our proposed scheme can be seen as a generalization of the coding scheme in [27] to handle matrix-matrix multiplication. In [40], the authors

---

2Each evaluation of the polynomial \(f(x)\) (or \(g(x)\)) is a matrix of the same dimension as \(\mathbf{A}\) (or \(\mathbf{B}\)). The computational complexity of the task is therefore proportional to the dimension of the created polynomial.
characterize the regimes in which distributing the private matrix-matrix multiplication is faster than computing the product locally.

**Contributions:** We present RPM3 a coding scheme for private matrix-matrix multiplication that have flexible straggler tolerance. Our scheme is based on dividing the input matrices into smaller parts and encode the small parts using rateless Fountain codes. The Fountain-coded matrices are then encoded into small computational tasks (using several Lagrange polynomials) and sent to the workers. The master adaptively sends tasks to the workers. In other words, the master first sends a small task to each worker and then starts sending new small tasks to workers who finished their previous task. We show that our scheme satisfies the following properties: i) it maintains the privacy of the input matrices against a given number of colluding workers; ii) it leverages the heterogeneity of the resources at the workers; and iii) it adapts to the time-varying resources of the workers.

We study the rate, i.e., the number of assigned tasks versus number of useful computations, and the mean waiting time of the master when using RPM3. We give an upper bound on the mean waiting time of the master under two different delay models and provide a probabilistic guarantee of succeeding when given a deadline. We show that despite having a lower rate, RPM3 outperforms schemes assuming a fixed number of stragglers in heterogeneous environments. In addition, we provide lower bounds on the mean waiting time of the master. The bounds are derived by assuming perfect load balancing, i.e., assuming the master has full knowledge of the variation of the compute power at the workers during the matrix-matrix multiplication process. We shed light on the properties that the encoding functions of any flexible-rate codes should satisfy in order to have the best known rate. We introduce the delay models and analyze the waiting of the master in Section VI. In Section VII we explain the perfect load balancing scheme, provide lower bounds on the mean waiting time and compare them to the mean waiting time of to RPM3. We conclude the paper in Section VIII.

**II. Preliminaries**

**A. Notation**

For any positive integer \( n \) we define \([n] \triangleq \{1, \ldots, n\}\). We denote by \( n \) the total number of workers. For \( i \in [n] \) we denote worker \( i \) by \( w_i \). For a prime power \( q \), we denote by \( \mathbb{F}_q \) the finite field of size \( q \). We denote by \( H(\mathbb{F}_q) \) the entropy of the random variable \( \mathbb{F}_q \). We denote by \( I(\mathbb{F}_q; \mathbb{F}_q) \) the mutual information between two random variables \( \mathbb{F}_q \) and \( \mathbb{F}_q \). All logarithms are to the base \( q \).

**B. Problem setting**

The master possesses two private matrices \( \mathbf{A} \in \mathbb{F}_q^{r \times s} \) and \( \mathbf{B} \in \mathbb{F}_q^{s \times f} \) uniformly distributed over their respective fields and wants to compute \( \mathbf{C} = \mathbf{A} \mathbf{B} \in \mathbb{F}_q^{r \times f} \). The master has access to \( n \) workers that satisfy the following properties:

1) The workers have different resources. They can be grouped into \( c > 1 \) clusters with \( n_u \) workers, \( u = 1, \ldots, c \), with similar resources such that \( \sum_{u \in [c]} n_u = n \).

2) The resources available at the workers can change with time. Therefore, the size of the clusters and their number can change throughout the multiplication of \( \mathbf{A} \) and \( \mathbf{B} \).

3) The workers have limited computational capacity.

4) Up to \( z \), \( 1 \leq z < \min_{u \in [c]} n_u \), workers collude to obtain information about \( \mathbf{A} \) and/or \( \mathbf{B} \). If \( z = 1 \), we say the workers do not collude.

The master splits \( \mathbf{A} \) row-wise and \( \mathbf{B} \) column-wise into \( m \) and \( k \) smaller sub-matrices, respectively, i.e., \( \mathbf{A} = [\mathbf{A}_1^T, \ldots, \mathbf{A}_m^T]^T \), and \( \mathbf{B} = [\mathbf{B}_1, \ldots, \mathbf{B}_k] \). The master sends several computational tasks to each of the workers such that each task has the same computational complexity as \( \mathbf{A}_i^T \mathbf{B}_j^T \), \( i \in [m], j \in [k] \). After receiving \( km(1 + \varepsilon) \) responses from the workers, where \( 0 \leq \varepsilon \leq 1 \) is a parameter of the scheme, the master should be able to compute \( \mathbf{C} = \mathbf{A} \mathbf{B} \). The value of \( \varepsilon \) depends on the encoding strategy and decreases with \( km \).

A matrix-matrix multiplication scheme is double-sided \( z \)-private if any collection of \( z \) colluding workers learns nothing about the input matrices involved in the multiplication.

**Definition 1** (Double-sided \( z \)-private matrix-matrix multiplication scheme). Let \( \mathcal{A} \) and \( \mathcal{B} \) be the random variables representing the input matrices. We denote by \( \mathcal{W}_i \) the set of random variables representing all the tasks assigned to worker \( w_i \), \( i = 1, \ldots, n \). For a set \( \mathcal{A} \subseteq [n] \) we define \( W_{\mathcal{A}} \) as the set of random variables representing all tasks sent to workers indexed by \( \mathcal{A} \), i.e., \( W_{\mathcal{A}} = \{ \mathcal{W}_i \mid i \in \mathcal{A} \} \). Then the privacy constraint can be expressed as:

\[
I(A, B; W_Z) = 0, \forall Z \subseteq [n], \text{s.t. } |Z| = z.
\]

\(^3\)For regular Fountain codes, \( \varepsilon \) is of the order of 0.05 \cite{9, 10}.
Let $\mathcal{R}_i$ be the set of random variable representing all the computational results of $w_i$ received at the master. Let $C$ be the random variable representing the matrix $C$. The decodability constraint can be expressed as

$$H(C|\mathcal{R}_1, \ldots, \mathcal{R}_n) = 0. \quad (2)$$

Note that the sets $\mathcal{R}_i$ can be of different cardinality, and some may be empty, reflecting the heterogeneity of the system and the straggler tolerance.

Let the download rate, $\rho$, of the scheme be defined as the ratio between the number of needed tasks to compute $C$ and the number of responses sent by the workers to the master,

$$\rho = \frac{mk}{\text{number of responses}}.$$ 

We are interested in designing rateless double-sided $z$-private codes for this setting. By rateless, we mean that the download rate, or simply rate, of the scheme is not fixed a priori, but it changes depending on the resources available at the workers. For instance, the rate of the scheme in Example 1 is fixed to $1/3$, whereas the rate of the scheme in Example 2 is either $2/5$ or $1/3$ depending on the behavior of the workers.

C. Model of the service time

Workers model: The time spent by a worker to compute a task is a shifted exponential random variable with shift $s$ and rate $\lambda$, i.e., the probability density function of the service (upload, compute and download) time is given by $[6], [23], [26], [41]$

$$\Pr_T(x) = \lambda \exp(-\lambda(x-s)), \text{ if } x > s, \text{ and 0 otherwise.}$$

The service time includes the time spent to send the task from the master to the worker, the computation time at the worker and the time spent to send the result back from the worker to the master.

Following the literature, we make the following assumption. Let $\Pr_T(x)$ be the probability density function of the time spent to compute the whole product $AB$ at one worker, we assume that the time spent to compute a fraction $1/mk$ of the whole computation follows a scaled distribution of $\Pr_T(x)$ where the shift $s$ becomes $s/mk$ and the rate becomes $\lambda mk$.

In our delay analysis of RPM3, we consider two different models to account for sending several tasks from the master to the workers. Model 1 is rather simplistic and treats all the tasks sent to a worker as one large task. However, it provides significant engineering insights. Model 2 is more accurate and treats all tasks separately.

Model 1: Worker-dependent fixed service time. In this model, we assume that the time spent to compute a task at worker $w_i$ in cluster $u_i$, $i = 1, \ldots, n_u$, is fixed to $\gamma^u_i$ throughout the whole algorithm. We take $\gamma^u_i$ to be a random variable that is
exponentially distributed with mean $\lambda_u km$, for a given $\lambda_u \in \mathbb{R}$. In addition, for each task there is an initial handshake time $s_u/km$, for a given $s_u \in \mathbb{R}$, after which the worker computes the task. Therefore, for each worker $w_i$ in cluster $u$, the time spent to compute $\tau_u$ tasks under this model is $T_u^i = \tau_u s_u/km + Y_u^i$ for all $i = 1, \ldots, n_u$. That is, the random variable $T_u^i$ is a shifted exponential random variable with shift $\tau_u s_u/km$ and rate $\lambda_u km/\tau_u$. The random variable $Y_u^i$ is different for every worker; hence the name of the model.

**Model 2: Cluster-dependent additive service time.** In this model, we assume that the time spent to compute a task at worker $w_i$, $i = 1, \ldots, n_u$, in cluster $u$ at a given round is a shifted exponential random variable with shift $s_u/km$ and rate $\lambda_u km$, $s_u, \lambda_u \in \mathbb{R}$. Namely, at a given round, the service time of a worker depends only on the cluster $u$ to which he belongs. Therefore, for each worker $w_i$ in cluster $u$, the time spent to compute $\tau_u$ tasks under this model is $T_u^i = \sum_{j=1}^c X_j$ where $X_1, \ldots, X_n$ are iid random variables following the shifted exponential distribution with shift $s_u/km$ and rate $\lambda_u km$. That is, the random variable $T_u^i$ follows a shifted Erlang distribution with shape $\tau_u$ and rate $\lambda_u km$. The shape $\tau_u$ of the Erlang random variable is cluster-dependent; hence the name of the model.

### III. MAIN RESULTS

We introduce a new scheme for rateless private matrix-matrix multiplication that we call RPM3. This scheme allows the master to cluster the workers into groups of workers of similar speed. Then, RPM3 takes any fixed-rate private scheme, couples it with the special Fountain coding technique [12] of the input matrices to create a rateless code. We prove, in Theorem 1, those properties of RPM3 when the fixed-rate scheme is a Lagrange polynomial.

#### A. Rate analysis

On a high level, under privacy constraints, clustering the workers comes at the expense of reducing the efficiency of the scheme by $2z - 1$ for every new cluster. We reduce this loss to $z - 1$ per cluster by using Lagrange polynomials that share $z$ evaluations with each other, c.f., Remark 1. To remove the penalty of flexibility, the encoding polynomials of a rateless scheme must share $2z - 1$ evaluations.

We analyze the rate of RPM3 when using Lagrange polynomials and show in Lemma 1 that the rate of RPM3 is

$$\rho_{RPM3} = \frac{mk}{2mk(1 + \varepsilon) + (z - 1)\tau_c \sum_{u=1}^c \gamma_u + z\tau_c}\gamma_1,$$

where $\tau_c$ is the number of tasks finished by cluster the slowest cluster $c$, $\gamma_u \tau_c$ is the number of tasks finished by cluster $u$ and $\varepsilon$ is the overhead required by Fountain codes.

In contrast to other schemes, the rate of RPM3 does not depend on the number of workers $n$. Therefore, the master can design the size of the tasks to fit the computational power and storage constraints of the workers. The penalty of clustering the workers appears in the term $(z - 1)\tau_c \sum_{u=2}^c \gamma_u$. Clustering the workers does not affect the rate of RPM3 for $z = 1$. However, for $z > 1$ the rate decreases linearly with the number of clusters and with $z$. Hence, the existence of a tradeoff between the rate and the flexibility (number of clusters) of the scheme.

We compare the rate of RPM3 to the rate of the fixed-rate scheme of [31] that tolerates a fixed number of stragglers. This scheme is the closest to our model and has the best known rate among schemes that tolerate stragglers. We observe that the rate of RPM3 is lower than the rate of the scheme in [31] except for a small subset of parameters.

#### B. Time analysis

We analyze the waiting time of the master for both considered models of the service time. The first model is a simplified model that provides both theoretical and engineering insights about the system and its design. The second model reflects our RPM3 scheme, but its analysis does not provide engineering insights about the system design. For both models, we give an upper bound on the probability distribution and on the mean of the waiting time of the master, Theorem 2 and Theorem 3 respectively. The bound on the probability distribution can be used to tune the parameters of the scheme so that the waiting time of the master is less than a fixed deadline with high probability. We analyze the waiting time of the master when using the scheme of [31] for both models of the service time, Corollary 2 and Corollary 3. Note that model 1 is the accurate model for fixed-rate schemes that send only one task to the workers. However, we allow the fixed-rate scheme to divide its tasks into smaller tasks to benefit from the advantages of the second model. For the first model, we give a theoretical guarantee on when the master has a smaller mean waiting time when using RPM3. However, for the second model the derived expressions are hard to analyze. We provide numerical evidence (e.g., Figure 1a and 1b), showing that when the workers have different service times (heterogeneous environment) RPM3 has a smaller waiting time for small values of $z$. However, when the workers have similar service times, RPM3 outperforms the fixed rate scheme only under the second time model. We also show numerically that the provided upper bound on the mean waiting time of PRM3 under model 1 is a good representative of the actual mean waiting time, e.g., Figure 1c.
C. Comparison to perfect load balancing

To check the effect of clustering on the mean waiting time of the master, we compare RPM3 to the setting where the master has previous knowledge of the computation power of the workers. In such a setting, the master can simply assign tasks that are proportional to the compute power of the workers without the need of rateless codes. We show in Theorem 4 that, under model 1, the mean waiting time of the master when using RPM3 is far from the mean waiting time of the load balancing scheme by a factor of $\frac{\tau_c}{\tau_c^{(LB)}}$, where $\tau_c$ is the number of tasks computed by the slowest cluster of RPM3 and $\tau_c^{(LB)}$ is the number of tasks computed by the slowest cluster in the load balancing scheme.

Since $\tau_c^{(LB)}$ depends on the rate of the scheme used for load balancing, we consider two settings. An ideal setting in which there exists a scheme with the best possible rate $(n-z)/n$ that the master uses. Schemes achieving this rate for matrix-matrix multiplication exist for $z=1$. Since this rate may not be always achievable, we present an achievable load balancing scheme based on GASP codes [29]. We derive the value of $\tau_c^{(LB)}$ under both settings and different parameter regimes, see Table 3.

We make a key observation when comparing RPM3 to the ideal setting and to the achievable setting with large $z$. Those settings are the two extreme settings of the spectrum of achievable rates.

**Corollary 1** (Informal; see Corollary 4 for a formal version). The mean waiting time of the master when using RPM3 is bounded away from that of the ideal setting by

\[ \mathbb{E}[T_{RPM3}] \leq \mathbb{E}[T_{LB}] \frac{2(1+\epsilon)}{R_1(z)} \frac{\lambda_c}{\lambda_{u^*}}. \]

The mean waiting time of RPM3 is bounded away from the mean waiting time of the achievable GASP scheme with large values of $z$ by

\[ \mathbb{E}[T_{RPM3}] \leq \mathbb{E}[T_{LB}] \frac{1+\epsilon}{R_2(z)} \frac{\lambda_c}{\lambda_{u^*}}. \]

Recall that $0 \leq \epsilon \leq 1$ is the overhead required by Fountain codes. $R_1(z), R_2(z) \in [0,1)$ are decreasing functions of $z$ that reach 0 when $z$ reaches its maximal value $z=n_1+1/2 = n_u+1$ for all $u = 2, \ldots, c$. The functions $R_1(z)$ and $R_2(z)$ show the effect of the rate loss due to clustering on the waiting time. When alleviating the penalty of clustering, $R_1(z) = R_2(z) = 1$ we would get back the expected bound on the waiting time, see Remark 4. Finding rateless codes with $R_1(z) = R_2(z) = 1$ remains an open problem, see Remark 4. In other words, if the clustering comes at no extra cost, the only increase in the waiting time would be due to the overhead of Fountain codes. Note that the rate of GASP codes for large $z$ coincide with the rate of Lagrange polynomials. However, when comparing to the ideal scheme an extra factor of 2 is present. This is due to the fact that Lagrange polynomials have rate $(n-z)/2n$ which is half of the rate of the ideal scheme. The ratio $\frac{\lambda_c}{\lambda_{u^*}} \leq 1$ shows the ratio of the expected service rates of the clusters that finishes the last task of RPM3 to the slowest cluster $c$.

IV. RPM3 Scheme

We provide a detailed explanation of our RPM3 scheme and prove the following theorem.

**Theorem 1.** Consider a matrix-matrix multiplication setting as described in Section 7. The RPM3 scheme defined next is a rateless double-sided $z$-private matrix-matrix multiplication scheme that adapts to the heterogeneous behavior of the workers.

**Proof:** The proof is constructive. We give the details of the construction in Sections IV-A and IV-B. In Section IV-C we show that the master can obtain the desired the computation. We prove the privacy constraint in Section IV-D.

A. Data encoding

The master divides the encoding into rounds. At a given round $t$, the workers are grouped into $c$ clusters each of $n_u$ workers, $u = 1, \ldots, c$ and $\sum_{u=1}^c n_u = n$. We defer the clustering technique to the next section. Dividing workers into several clusters adds flexibility in the decoding at the master. The results returned from a cluster of workers allow the master to decode new Fountain-coded computations as explained next. We define $d_1 \triangleq \left\lfloor \frac{n-2z+1}{2} \right\rfloor$ and $d_u \triangleq \left\lfloor \frac{u-2z+1}{2} \right\rfloor$ for $u = 2, \ldots, c$. The master generates $c$ Lagrange polynomial pairs $f_t^{(u)}(x)$ and $g_t^{(u)}(x)$. Each polynomial $f_t^{(u)}(x)$ contains $d_u$ Fountain-coded matrices $A^{(u)}_{t,k}$, $\kappa = 1, \ldots, d_u$, defined as $A^{(u)}_{t,k} \triangleq \sum_{i=1}^{n} b^{(u)}_{i,k} A_i$, where $b^{(u)}_{i,k} \in \{0,1\}$. Similarly, each polynomial $g_t^{(u)}(x)$ contains $d_u$ Fountain-coded matrices $B_{t,k}^{(u)} \triangleq \sum_{j=1}^{k} b^{(u)}_{j,k} B_j$, where $b^{(u)}_{j,k} \in \{0,1\}$ are chosen randomly [12]. The distributions from which the $b^{(u)}_{i,k}$ and $b^{(u)}_{j,k}$ are drawn must be designed jointly as in [12] to guarantee that the master can decode $AB$ after receiving $(1+\epsilon)mk$ products of the form $\tilde{A}\tilde{B}$ with small values of $\epsilon$. The master generates $2z$ uniformly random matrices $R_{t,1}, \ldots, R_{t,z} \in \mathbb{F}_q^{n \times m \times s}$ and $S_{t,1}, \ldots, S_{t,z} \in \mathbb{F}_q^{s \times k \times \ell/k}$.

\[\text{Note that } b^{(u)}_{i,k} \text{ also depends on } t, \text{ but we remove the subscript } t \text{ for the ease of notation.}\]
Remark 1 (Penalty on clustering the workers). From the definition of \(d_1\) and \(d_u\), \(u = 2, \ldots, c\), we can see that clustering the workers and assigning one polynomials to each cluster incurs an extra penalty of losing \(z - 1\) computations per cluster. The number \(d_u\) is the number of computations of the form \(\mathbf{AB}\) computed at every cluster. Assigning one Lagrange polynomial to all the workers results in \(d = \lceil \frac{n - 2z + 1}{2} \rceil\), i.e., for \(d_1 = \lceil \frac{n - 2z + 1}{2} \rceil\), every \(d_u\) should be equal to \(\lfloor \frac{n_u}{2} \rfloor\). Initially, one would expect a loss of \(2z - 1\) computations per cluster. We reduce this loss by allowing the encoding polynomials to share \(z\) evaluations as explained in the decoding part. To alleviate the penalty of clustering, the encoding polynomials of every round must share \(2z - 1\) evaluations. More details are given in Remark 2 formally defining the decoding process.

Let \(d_{\text{max}} = \max_u d_u\) and \(\alpha_1, \ldots, \alpha_{d_{\text{max}}} \in \mathbb{F}_q\) be distinct elements of \(\mathbb{F}_q\). The polynomials are constructed as shown in (3) and (4).

\[
\begin{align*}
    f_t^{(u)}(x) &= \sum_{\delta=1}^{d_u+z} R_{t,\delta} \prod_{\nu \in \{d_u+z\}\setminus\{\delta\}} \frac{x - \alpha_{\nu}}{\alpha_{\delta} - \alpha_{\nu}} \\
    &\quad + \sum_{\delta=z+1}^{d_u+z} A_{t,\delta-z}^{(u)} \prod_{\nu \in \{d_u+z\}\setminus\{\delta\}} \frac{x - \alpha_{\nu}}{\alpha_{\delta} - \alpha_{\nu}}, \\
    g_t^{(u)}(x) &= \sum_{\delta=1}^{d_u+z} S_{t,\delta} \prod_{\nu \in \{d_u+z\}\setminus\{\delta\}} \frac{x - \alpha_{\nu}}{\alpha_{\delta} - \alpha_{\nu}} \\
    &\quad + \sum_{\delta=z+1}^{d_u+z} B_{t,\delta-z}^{(u)} \prod_{\nu \in \{d_u+z\}\setminus\{\delta\}} \frac{x - \alpha_{\nu}}{\alpha_{\delta} - \alpha_{\nu}}.
\end{align*}
\]

The master chooses \(n\) distinct elements \(\beta_i \in \mathbb{F}_q \setminus \{\alpha_1, \ldots, \alpha_{d_{\text{max}}+1}\}\), \(i = 1, \ldots, n\). For each worker, \(w_i\) the master checks the cluster \(u\) to which this worker belongs, and sends \(f_t^{(u)}(\beta_i), g_t^{(u)}(\beta_i)\) to that worker.

B. Clustering of the workers and task distribution

Clustering: For the first round \(t = 1\), the master groups all the workers in one cluster of size \(n_1 = n\). The master generates tasks as explained above and sends them to the workers.

For \(t > 1\), the master wants to put workers that have similar response times in the same cluster. In other words, workers that send their results in round \(t - 1\) to the master within a pre-specified interval of time will be put in the same cluster. Let \(\Delta\) be the length of the time interval desired by the master.

In addition to the time constraint, the number of workers per cluster and the privacy parameter \(z\) must satisfy

\[
n_u \geq \begin{cases} 
2z - 1 & \text{if } u = 1, \\
2z + 1 & \text{otherwise.}
\end{cases}
\]

Those constraints ensure that the master can decode the respective polynomials \(h_t^{(u)}(x)\) as explained in the next section.

Let \(\eta_t\) be the time spent until the result of \(w_{t_1}\), is received by the master (at round \(t - 1\)). All workers that send their results before time \(\eta_t + \Delta\) are put in cluster 1. If \(n_1 \geq 2z - 1\), the master moves to cluster 2. Otherwise, the master increases \(\Delta\) so that \(n_1 \geq 2z - 1\). The master repeats the same until putting all the workers in different clusters guaranteeing \(n_u \geq z + 1\), \(u = 2, \ldots, c\).

In the remaining of the paper we assume that the number of workers per cluster is fixed during the whole algorithm and is known as a system parameter.

Over the course of the computation process, the master keeps measuring the empirical response time of the workers. The response time of a worker is the time spent by that worker to receive, compute and return the result of one task. Having those measurements, the master can update the clustering accordingly when needed using the same time intervals.

Task distribution: At the beginning of the algorithm, the master generates tasks assuming all workers are in the same cluster and sends those tasks to the workers. For round \(2\) the master arranges the workers in their respective clusters and sends tasks accordingly. Afterwards, when the master receives a task from worker \(w_i\), it checks at which round \(t_i\) this worker is (how many tasks did the worker finish so far) and to which cluster \(u\) it belongs. The master generates \(f_{t_i+1}^{(u)}(x), h_{t_i+1}^{(u)}(x)\) if \(w_i\) is the first worker of cluster \(w_i\) to finish round \(t_i\) and sends \(f_{t_i+1}^{(u)}(\beta_i), h_{t_i+1}^{(u)}(\beta_i)\) to \(w_i\).

\(^5\)Choosing the \(\beta_i\)’s carefully is needed to maintain the privacy constraints as explained in the sequel.

\(^6\)In this section, all variables depend on \(t\). However, we omit \(t\) for the clarity of presentation.

\(^7\)To avoid idle time at the workers, the master can measure the expected computation time of each worker at round \(t_i - 1\). Using this information, the master can then send a task to a worker in a way that this worker will receive the task right after finishing its current computation. This will guarantee that the worker will not be idle during the transmission of tasks to and from the master. See [20] for more details.
C. Decoding

At a given round $t$, the master first waits for the $n_1$ fastest workers belonging to cluster 1 to finish computing their tasks so that it can interpolate $h_t^{(1)}(x)$. This is possible because the master obtains $n_1 = 2d_1 + z - 1$ evaluations of $h_t^{(1)}(x)$ equal to the degree of $h_t^{(1)}(x)$ plus one. By construction, for a given $t$, the polynomials $f_t^{(u)}(x)$ and $g_t^{(u)}(x)$ share the same random matrices as coefficients, see (3) and (4). Thus, for $i = 1, \ldots, z$, the polynomials $h_t^{(u)}(x)$ share the following $z$ evaluations

$$h_t^{(1)}(\alpha_i) = h_t^{(2)}(\alpha_i) = \cdots = h_t^{(c)}(\alpha_i) = R_{t,i}S_{t,i}. \quad (6)$$

Therefore, the master can interpolate $h_t^{(u)}(x)$ when $n_u$ workers of cluster $u$, $u = 2, \ldots, c$, return their results. This is possible because the master receives $n_u = 2d_u + z - 1$ evaluations of $h_t^{(u)}(x)$ and possesses the $z$ evaluations shared with $h_t^{(1)}(x)$. Allowing the polynomials to share the randomness enables us to reduce the number of workers from every cluster $u > 1$ by $z$ workers.

After successfully interpolating a polynomial $h_t^{(u)}(x)$ for a given round $t$ and a cluster $u$, the master computes $d_u$ products of Fountain-coded matrices

$$h_t^{(u)}(\alpha_{\kappa,z}) = \overline{A}_{t,u}^{(u)}B_{t,u}^{(u)} \quad (7)$$

for $\kappa = 1, \ldots, d_u$. The master feeds those $d_u$ computations to a peeling decoder [9]–[12] and continues this process until the peeling decoder can successfully decode all the components of the matrix $C$. This allows a flexibility in the rate and leveraging the rateless property. The peeling decoder works by searching for a received computation which is equal to any of the components of the desired matrix $C$, i.e., a Fountain coded matrix product $AB = A_iB_j$. If such a computation exists, the decoder extracts (decodes) its value and then subtracts it from all other Fountain coded packets that contain it as a summand. This procedure is done iteratively until the decoding succeeds, i.e., until decoding the values of all of the components of $C$.

D. Proof of double-sided privacy

Since the master generates new random matrices at each round, it is sufficient to prove that the privacy constraint given in (1) holds at each round separately. The proof is rather standard and follows the same steps as [27], [32]. We give a complete proof in Appendix A for completeness and provide a sketch of the proof.

Let $W_{i,t}$ be the set of random variables representing the tasks sent to worker $w_i$ at round $t$. For a set $A \subseteq [n]$ we define $W_{A,t}$ as the set of random variables representing the tasks sent to the workers indexed by $A$ at round $t$, i.e., $W_{A,t} \triangleq \{W_{i,t}|i \in A\}$. We want to prove that at every round $t$

$$I(A, B; W_{Z,t}) = 0, \forall Z \subset [n], \text{ s.t. } |Z| = z. \quad (8)$$

To prove (3) it is enough to show that given the input matrices $A$ and $B$, any collection of $z$ workers $w_{i_1}, \ldots, w_{i_z}$, can use the tasks given to them at round $t$ to obtain the random matrices $R_{t,1}, \ldots, R_{t,z}$ and $S_{t,1}, \ldots, S_{t,z}$. Decoding the random matrices holds due to the use of Lagrange polynomials and setting the random matrices as the first $z$ coefficients.

V. Rate Analysis

We assume that the workers in the same clusters have very similar response time. We compare RPM3 to the scheme in [31] that has an improved rate over using the Lagrange polynomials but does not exist for all values of $m$ and $k$.

Rate of RPM3: Let $\tau_u$ be the number of rounds finished (tasks successfully computed) by all the workers in cluster $u$, $u = 1, \ldots, c$. There exist real numbers $\gamma_u \geq 1$ for $u \in [c]$ such that $\tau_u = \gamma_u \tau_c$. This means that the number of tasks computed by workers in cluster $u$ is $\gamma_u$ times more than the number of tasks computed by workers in the slowest cluster $c$. Given the values of $\tau_1, \ldots, \tau_c$ we can compute the rate of RPM3 as follows.

**Lemma 1.** Consider a private distributed matrix-matrix multiplication with $n$ workers out of which at most $z$ can collude. Let the input matrices $A$ and $B$ be split into $m$ and $k$ submatrices, $A = [A_1^T, \ldots, A_m^T]^T$ and $B = [B_1, \ldots, B_k]$, respectively.

Let $c$ be the number of clusters of workers and $\tau_u$ be the number of rounds in which the polynomials $h_t^{(u)}(x)$, $t = 1, \ldots, \tau_u$ is interpolated at the master. Then, for an $\varepsilon$ overhead required by the Fountain code decoding process, the rate of RPM3 under this setting is

$$\rho_{\mathrm{RPM3}} = \frac{mk}{2mk(1+\varepsilon) + (z-1)\tau_c \sum_{u=1}^{c} \gamma_u + z\tau_c \gamma_1}. \quad (9)$$
Proof: We count the number of results \( N \) (that will be in the denominator of the rate) collected by the master at the end of the computation process. From each cluster of workers \( u, u = 1, \ldots, c \), the master collects \( n_u \tau_u \) results. Recall that \( n_1 = 2d_1 + 2z - 1 \) and \( n_u = 2d_u + z - 1 \) for \( u = 2, \ldots, c \). We can write the following

\[
N = \sum_{u=1}^{c} n_u \tau_u
= \sum_{u=1}^{c} (2d_u + z - 1) \tau_u + (2d_1 + 2z - 1) \tau_1
= \sum_{u=1}^{c} 2d_u \tau_u + (z-1) \sum_{u=1}^{c} \tau_u + z \tau_1
= 2mk(1+\varepsilon) + (z-1) \tau_c \sum_{u=1}^{c} \gamma_u + z \tau_c \gamma_1.
\] (10)

Equation (10) follows from the fact that \( \sum_{u=1}^{c} d_u \tau_u = mk(1+\varepsilon) \). This is true because the master needs \( mk(1+\varepsilon) \) different values of \( A^{(u)}_i \) \( B^{(u)}_i \) in total to compute \( AB \) and each interpolated polynomial \( h^{(u)}_i(x) \) encodes \( d_u \) such values.

Lemma \ref{lem:rate} shows a tradeoff between the rate of the scheme and its adaptivity to heterogeneous systems. Dividing the workers into \( c \) clusters and sending several polynomials to the workers affects the rate of the scheme. The loss in the rate appears in the term \((z-1)\tau_c \sum_{u=2}^{c} \gamma_u \). However, sending several polynomials to the workers allows the master a flexibility in assigning a number of tasks proportional to the resources of the workers; Hence, increasing the speed of the computing process.

Remark 2 (Properties of the optimal encoding polynomials). A flexible-rate scheme that clusters the workers into \( c \) clusters has the same rate as a fixed-rate scheme using the same encoding polynomials if the encoding polynomials \( h^{(1)}_i(x) \) and \( h^{(u)}_i(x) \), \( u = 2, \ldots, c \), share \( 2z-1 \) evaluations. In addition, \( h^{(u)}_i(x) \) can be interpolated from the shared evaluations and an additional \( n_u \) evaluations of the form \( h^{(u)}_i(\beta_i) \), \( i \in [n_u] \). This constraint can be interpreted as finding

\[
f^{(u)}_t(x) = r_t(x) + p^{(u)}_t(x), \quad g^{(u)}_t(x) = s_t(x) + q^{(u)}_t(x),
\]

such that

\[
h^{(1)}_i(x) = f^{(1)}_t(x) g^{(1)}_t(x), \quad h^{(u)}_i(x) = f^{(u)}_t(x) g^{(u)}_t(x),
\]

share \( 2z-1 \) evaluations for \( u = 2, \ldots, c \). The polynomials \( r_t(x) \) and \( s_t(x) \) do not depend on the cluster number and are the polynomials that encode the randomness to guarantee privacy. The polynomials \( q^{(u)}_t(x) \) and \( p^{(u)}_t(x) \) encode the Fountain-coded data and change from a cluster to another to guarantee that the master obtains new coded packets. For \( z = 1 \), RPM3 satisfies this property and thus has an optimal encoding polynomials. The problem of finding optimal encoding polynomials for \( z > 1 \) is left open.

The main property of RPM3 is that the rate of the scheme is independent of the degree of the encoding polynomials and the number of available workers \( n \). The rate only depends on the number of assigned tasks to the workers in different clusters. This property reflects the ability of RPM3 to flexibly assign the tasks to the workers based on their available resources. In addition, this property reflects the fact that RPM3 can design tasks to have arbitrarily small size to fit the computational power of the available workers.

Comparison to the scheme of \cite{molloy2009}: We refer to this scheme as the KES scheme for brevity. The KES scheme has the highest rate amongst known schemes that tolerate stragglers and have a model similar to the one considered in this paper. In particular, it has a better rate than naively using Lagrange polynomials to send the tasks to the workers. The better rate is achieved by carefully choosing the coefficients and the degrees of \( x \) in \( f^{(u)}_1(x) \) and \( g^{(u)}_1(x) \) to reduce the number of evaluations needed from the workers to interpolate \( h^{(u)}_1(x) \).

Remark. One could use the polynomials of the schemes in \cite{dutta2020, molloy2009} instead of Lagrange polynomials to potentially improve the rate of RPM3. However, the polynomials \( h^{(u)}_i(x) \) constructed in \cite{dutta2020, molloy2009} are not guaranteed to share any evaluations (thus may require a large number of workers per cluster) and do not exist for all values of \( m \) and \( k \). For values of \( m_u, k_u \) and \( n_u, u = 1, \ldots, c \), for which the polynomials in \cite{dutta2020, molloy2009} can be used per cluster, the rate of RPM3 is improved if the following holds

\[
\sum_{u=1}^{c} \frac{m_u k_u}{mk} \geq \sum_{u=1}^{c} d_u.
\]

We assume that the master sends several tasks to the workers. Let \( m_i \) be the number of rows in \( A_i \) encoded for a given task. Let \( k_i \) be the number of columns in \( B_i \) encoded for a given task. Each task is of size \( m_i k_i \) where \((m_i + z)(k_i + 1) - 1 = n - n_s\)
RP M3 outperforms the KES scheme for heterogeneous clusters for the values of
to tolerate \( n \) stragglers. The master must send \( \lceil m/m_I \rceil [k/k_I] \) tasks to the workers. The rate of the KES scheme is given by
\[
\rho_{\text{KES}} = \frac{m_I k_I}{(m_I + z)(k_I + 1) - 1}
\]
\[(11)\]

**Numerical comparison:** We compare numerically the rate \( \rho_{\text{KES}} \) of the KES scheme and the rate \( \rho_{\text{RP M3}} \) of RPM3. We plot \( \rho_{\text{RP M3}} \) and \( \rho_{\text{KES}} \) in Figure 2a and 2b for \( n = 1000, m = 2000, k = 3000, c = 5 \) and the system parameters summarized in Table II. We set the maximum number of tolerated stragglers \( n_s \) for the KES scheme to be equal to the number of workers

| Clustering of the workers | Relative computation power |
|---------------------------|-----------------------------|
| \( n_1 = 220 \)          | \( \gamma_1 = 12 \)         |
| \( n_2 = 240 \)          | \( \gamma_2 = 9 \)          |
| \( n_3 = 160 \)          | \( \gamma_3 = 6 \)          |
| \( n_4 = 150 \)          | \( \gamma_4 = 3 \)          |
| \( n_5 = 230 \)          | \( \gamma_5 = 1 \)          |
| **Setting 1**            | **Homogeneous environment** |
| \( n_1 = 220 \)          | \( \gamma_1 = 100 \)         |
| \( n_2 = 300 \)          | \( \gamma_2 = 60 \)          |
| \( n_3 = 190 \)          | \( \gamma_3 = 10 \)          |
| \( n_4 = 160 \)          | \( \gamma_4 = 3 \)          |
| \( n_5 = 130 \)          | \( \gamma_5 = 1 \)          |
| **Setting 2**            | **Heterogeneous environment** |

**TABLE II:** Parameters for the numerical simulations. The first two columns represent two different settings, where clusters consist of different size. The other columns show two scenarios of heterogeneity of the clusters, i.e., different \( \gamma_{u,c} \) parameters

| \( \gamma_{u,c} \) | \( \gamma_{u,c} \) |
|-------------------|-------------------|
| \( n_s = n_5 \)   | \( n_s = n_5 \)   |

For both settings we consider two scenarios; homogeneous and heterogeneous clusters. The respective expected service rates of workers in each cluster are shown in the last two columns of Table II.

The KES scheme tolerates \( z \leq 256 \) for setting 1 and \( z \leq 65 \) for setting 2. This restriction is dictated in a way such that the values of \( m_I \) and \( k_I \) satisfy \( (m_I + z)(k_I + 1) - 1 = n - n_s \). RPM3 tolerates \( z \leq 109 \) for both setting since it is restricted by the number of workers in cluster 1, see (5). The rate of the KES scheme depends on \( n_s \). For the two considered settings, the rate

In (1), we defined a scaled version of this rate to reflect the size of the tasks of the KES scheme in comparison to those sent using RPM3. However, we change the definition of the rate to keep the rate a number between 0 and 1. We shall explain the effect of the size of the tasks in the sequel.
behaviour is different. For the first setting, the rate of RPM3 is always smaller than the rate of the KES scheme (Figure 2a). However, RPM3 can have higher rate than the KES scheme in the second setting (Figure 3a). More precisely, RPM3 has a better rate for $z \geq 45$. Despite the rate loss due to the Lagrange polynomials and the penalty overhead of clustering, the decrease in rate for RPM3 is slower in $z$. This allows RPM3 to have higher rate for large values of $z$.

Analytical comparison: We compare the rates of RPM3 and the KES scheme as follows

$$\frac{\rho_{KES}}{\rho_{RPM3}} = \frac{m_1 k_1 2m k(1 + \varepsilon) + (z - 1)\tau_c \sum_{u=1}^{c} \gamma_u + z \tau_c \gamma_1}{(m_1 + z)(k_1 + 1) - 1}. \quad (12)$$

Let $D \triangleq (z - 1)\tau_c \sum_{u=1}^{c} \gamma_u + z \tau_c \gamma_1$. From (12) we deduce that $\rho_{RPM3}$ is smaller than $\rho_{KES}$ when the following holds.

$$D \frac{m_1 k_1}{mk} \leq m_1 + z(k_1 + 1) - m_1 k_1 (1 + 2\varepsilon) - 1.$$

For small values of $m$ and $k$, the left hand side is larger than the right hand side and therefore the rate of the KES scheme is better than the rate of RPM3. However, in the regime of interest where the tasks sent to the workers are small, i.e., $m$ and $k$ are large, the inequality depends mostly on $z$ and $k_1$. For small values of $z$ the left hand side is larger than the right hand side. However, for large values of $k_1$ when $z$ increases the left hand side has a smaller increase the right hand side which makes RPM3 better for larger $z$. For $z = 1$, the left hand side is equal to $\tau_c \gamma_1 m_1 k_1 / mk \geq 0$ and the right hand side is equal to $n - n_s - 2m k_1 (1 + \varepsilon)$. When $z$ increases by $\Delta z$, $m_1$ and/or $k_1$ decrease so that $(m_1 + z)(k_1 + 1) - 1 = n - n_s$, and $\tau_c$ increases because $d_u$ decrease and $\sum_{u=1}^{c} 2d_u \tau_u \gamma_u = 2mk(1 + \varepsilon)$. The values of $\gamma_u$ do not depend on $z$. Fixed $k_1$, $m_1 + z$ remains a constant. Hence, $m_1 k_1$ increases as $k_1 \Delta z$ and the right hand side of the equation increases by a factor of $\Delta z + 2k_1 \Delta z (1 + \varepsilon)$. Whereas on the left hand side, $D$ increases with $z$ by a factor $\Delta \tau_c$ and $m_1 k_1$ decreases as $k_1 \Delta z$.

Despite the loss of rate for RPM3, the crucial advantage of RPM3 is the reduced time spent at the master to finish its computation. In RPM3, the master waits until each worker of the slowest cluster computes $\tau_c$ tasks. Whereas in the KES scheme the master waits until every non-straggling worker computes $[m/m_1][k/k_1]$ tasks. In particular, assume that the slowest non-straggler in the KES scheme belongs to the slowest cluster in RPM3. If $\tau_c < [m/m_1][k/k_1]$, then in RPM3 the master waits for the slowest workers to compute a smaller number of tasks which increases the speed of the computation with high probability. In Figure 2b and 2c we plot the average waiting time at the master for the same schemes and parameters used for Figure 2a when the time spent at the workers to compute a task is an exponential random variable. To understand the improvement brought by RPM3, we analyze next the waiting time at the master for different schemes and show for which parameter regimes RPM3 outperforms the KES scheme.

VI. Time Analysis

We analyse the performance of RPM3 by computing the expected waiting time at the master to compute $AB$, under the service model 1 and model 2 and some simplifying assumptions for tractability of the analysis. We compare the mean waiting at the master when using RPM3 to the one when using the KES scheme.

A. Clustering

In the encoding process of RPM3, at every round the master clusters the workers into $c$ different clusters of fixed size $n_u$, $u \in [c]$. We assume that $n_u$ is fixed during the computing process. The workers of each cluster are assumed to have similar expected speed in computing a new task, i.e., similar service rate $\lambda$. In the delay analysis, we assume that each worker of cluster $u$, $u \in [c]$, has a compute time following a shifted exponential distribution with service rate $\lambda_u$ and shift $s_u$. Therefore, at every completed round the master obtains $n_u$ tasks computed at rate $\lambda_u$ and shift $s_u$, for all $u \in [c]$.

B. Decoding

Let $\tau_u$ be the number of tasks successfully computed by workers of cluster $u$ during the whole computation process, i.e., $\tau_u$ is the number of tasks computed by all $n_u$ workers of cluster $u$. Recall that $\sum_{u=1}^{c} \tau_u d_u \geq km(1 + \varepsilon)$ so that the master receives enough packets to decode $AB$. The variable $\varepsilon$ is the required overhead of Fountain codes and $d_u$ is the number of Fountain-coded packets $AB$ encoded within each task sent to cluster $u$.

C. Waiting time

The waiting time, i.e., the time spent at the master to compute $AB$, can now be expressed as the time spent to receive the last packet from a given worker that makes $\sum_{u=1}^{c} \tau_u d_u \geq km(1 + \varepsilon)$. Let $T_u^i$ be the random variable representing the time spent by worker $w_i$ in cluster $u$ during $\tau_u$ different rounds, i.e., $T_u^i$ is the time spent until worker $w_i$ receives, computes and sends
the result of \( \tau_u \) tasks to the master. Recall that the master needs \( n_u \) responses from workers in cluster \( u \) to decode the \( \tau_u \) packets. Let \( T_u^* \triangleq \max_{i \in [n_u]} T_u^i \) be the time spent by all the workers of cluster \( u \) to receive, compute and send the result of \( \tau_u \) packets to the master. The waiting time at the master is given by

\[
T_{\text{RPM3}} = \max_{u \in \{1, \ldots, c\}} T_u^*.
\]

(D. Probability distribution of the waiting time)

In the following analysis we ignore the real identity of the workers and only assign identities that depend on the speed of the designated worker at a given round. More precisely, instead of referring to a worker by \( w_j, j \in [n] \), we refer to a worker \( w_i \) of cluster \( u \) as a worker who falls into cluster \( u \in [c] \) at position \( i \in [n_u] \). This worker \( w_i \) of cluster \( u \) can be any of the \( w'_j \)'s and \( j \) could be different at different rounds of the algorithm. This abstraction will help us in simplifying the notations and the concepts explained in the sequel.

Theorem 2 (Waiting time under worker-dependent fixed service time). Consider a master running a private distributed matrix-matrix multiplication of two matrices \( A \) and \( B \) using RPM3. The multiplication is divided into \( km \) different smaller multiplications.

Consider the worker-dependent fixed service time where \( \lambda_u s_u \triangleq t_m \), i.e., the handshake time \( s_u \) is a constant factor of the mean service time \( 1/\lambda_u \), for all \( u \in [c] \). Let \( u^* \) be the value of \( u \) that minimizes the ratio \( \lambda_u / \tau_u \). Let \( H_n \) be the \( n \)th harmonic sum defined as \( H_n \triangleq \sum_{i=1}^n \frac{1}{i} \). The probability distribution on the waiting time of the master \( T_{\text{RPM3}} \) is bounded by

\[
\Pr(T_{\text{RPM3}} > x) \leq 1 - \left(1 - e^{-\left(t_m - \lambda_u s_u t_m\right)x}\right)^n,
\]

for \( x \geq \frac{\lambda_u s_u}{km} \), and 0 otherwise.

The mean waiting time at the master is upper bounded by

\[
\mathbb{E}[T_{\text{RPM3}}] \leq \frac{(t_m + H_n)\tau_{u^*}}{\lambda_{u^*} mk}.
\]

The proof of Theorem 2 is given in Appendix B. Numerical simulations indicate that this bound is a good representation of the empirical mean waiting time. This is illustrated in Figure 1c for setting 1 described in Table III.

While the bound in (14) is not surprising, it has important practical implications: it allows the master to tune the parameters and set a probabilistic deadline on the computation time. Assume the master wants a probabilistic guarantee on the maximum computing time, i.e., a probabilistic deadline \( t_D \) given by \( \Pr(T_{\text{RPM3}} > t_D) \leq g_D \) where \( g_D < 1 \) is the probabilistic guarantee. Given the number of clusters and their respective service rates \( \lambda_u \), the master finds the minimum ratio \( \lambda_u / \tau_{u^*} \) (maximum number of tasks per cluster) that satisfies

\[
\left(1 - e^{-\left(t_m - \lambda_u s_u t_m\right)xD}\right)^n = 1 - g_D.
\]

Assume that for the given \( \lambda_u \)'s the allowed values of \( \tau_{u^*} \)'s, \( u = 1, \ldots, c \), such that \( \lambda_u / \tau_{u^*} \leq \lambda_{u^*} / \tau_{u^*} \), satisfy

\[
\sum_{u=1}^c d_u \tau_{u^*} \geq km(1 + \epsilon).
\]

Then, there exists at least one possible task assignment strategy that satisfies the deadline guarantees.

Next we find a lower bound on the mean waiting time of the master when using the KES scheme so that we can compare the waiting time of the master under both schemes.

Corollary 2. Consider the worker-dependent fixed service time where \( \lambda_u s_u \triangleq t_m \), i.e., the handshake time \( s_u \) is a constant factor of the mean service time \( 1/\lambda_u \) for all \( u \in [c] \). Let \( n_s \) be the number of stragglers and let \( n_I \leq m \) and \( k_I \leq k \) be the number of matrices in which \( A \) and \( B \) must be divided to use the KES scheme. The mean waiting time \( \mathbb{E}[T_{\text{KES}}] \) of the master is bounded by

\[
\mathbb{E}[T_{\text{KES}}] \geq \frac{t_m + H_n - H_{n-n_s}}{\lambda_1 m_I k_I}.
\]

The proof of Corollary 2 follows the same steps as the proof of Theorem 2. A sketch of the proof is given in Appendix B.

We can now compare the mean waiting time of the master when using RPM3 and the KES scheme as follows.

\[
\frac{\mathbb{E}[T_{\text{RPM3}}]}{\mathbb{E}[T_{\text{KES}}]} \leq \frac{\lambda_{u^*} t_m + H_n}{\lambda_1 t_m + H_n - H_{n-n_s}} m_I k_I \tau_{u^*}.
\]

(16)
The inequality in (16) can be understood as follows. The first ratio \( \lambda_{u^*}/\lambda_1 \) indicates how fast are the workers of cluster 1 compared to cluster \( u^* \). This is an artifact of our bounding technique. To understand the remaining ratios, recall that \( (m_z + 1)(k_1 + 1) - 1 = n - n_z \). For a fixed \( n_z \), the ratio

\[
\frac{t_m + H_n}{t_m + H_n - \frac{H_n}{n - n_z}} \approx \frac{t_m + \log n}{t_m + \log \frac{n}{n - n_z}}
\]

reflects the speed brought by mitigating the stragglers. Here we approximate \( H_n \) by \( H_n \approx \log(n) + \gamma \), where \( \gamma \approx 0.577218 \) is called the Euler-Mascheroni constant.

The ratio \( m_1 k_1 \tau_{u^*}/mk \) is the most important one. It reflects the respective number of tasks assigned to the workers under the different schemes. RPM3 assigns \( \tau_{u^*} \) tasks of size \( mk \) each to the workers of cluster \( u^* \), i.e., the slowest cluster. Whereas, the KES scheme assigns one task of size \( m_1 k_1 \), or equivalently \( m_1 k_1/mk \) tasks of size \( mk \), to all the workers. For fixed system parameters, when \( z \) increases, \( m_1 k_1 \) increases and RPM3 is expected to outperform the KES scheme. Similarly for large values of \( n_z \), \( m_1 k_1 \) increases and RPM3 is expected to outperform the KES scheme.

Under the second model of the service time, we have the following upper bound on the master’s mean waiting time.

**Theorem 3** (Mean waiting time under cluster-dependent additive service time). Consider a master running a private distributed matrix-matrix multiplication of two matrices \( A \) and \( B \) using RPM3. The multiplication is divided into \( km \) different smaller multiplications.

Consider the cluster-dependent additive service time model where \( \lambda_u s_u \trianglerighteq t_m \), i.e., the shift \( s_u \) is a constant factor of the mean service time \( 1/\lambda_u \) for all \( u \in [c] \). Let \( \tau_{\max} \trianglerighteq \max_{u \in [c]} \tau_u \) and let \( s_m = \max_u s_u \tau_u \). The probability distribution \( P_1(x) \triangleq \Pr(T_{\text{RPM3}} > x) \) is bounded from above by

\[
P_1(x) < 1 - \left( 1 - \sum_{j=0}^{\tau_{\max} - 1} \frac{\lambda_c s_u - \lambda_c k_m x}{j!} \right) \left( \lambda_c k_m x - \lambda_c s_u \right)^n,
\]

for \( x \geq \frac{s_m}{km} \) and is equal to 0 otherwise. The mean waiting time at the master is bounded from above by

\[
\mathbb{E}[T_{\text{RPM3}}] \leq \frac{s_m}{km} + \Phi(n), \quad (17)
\]

where \( \Phi(n) \) is given by

\[
\Phi(n) = \frac{\lambda_c n}{(\tau_{\max} - 1)!} \sum_{j=0}^{n-1} \frac{(-1)^j \binom{n-1}{j}}{j!} \cdot \sum_{\ell=0}^{(\tau_{\max}-1)j} \binom{(\tau_{\max} + \ell)!}{\tau_{\max} + \ell + 1} a_{\ell}(\tau_{\max}, j)
\]

and \( a_{\ell}(\tau_{\max}, j) \) is the coefficient of \( x^\ell \) in the expansion

\[
\sum_{i=0}^{(\tau_{\max}-1)j} \frac{x^i}{i!}.
\]

**Fig. 3:** Comparison of the performance of RPM3 and the KES scheme for setting 2, c.f., Table II. In contrast to setting 1 (Figure 2a), RPM3 enjoys a higher rate for large values of \( z \), regardless of the clustering environment. In addition, for \( z \geq 50 \), the waiting time of RPM3 is smaller for both settings under both service time models.
The bound in (18) can be interpreted as the mean of the \( n^{th} \) ordered statistic of \( n \) iid Erlang random variables with shift \( \max_u s_u \tau_u \), service rate \( \lambda_u \), and shape \( \tau_{\text{max}} \) chosen such that cluster \( u \) has computed the highest number of tasks in respect to its service rate. The shape of an Erlang random variable is the number of iid exponential random variables being summed. Recall that the service rate \( \lambda_u \) reflects the expected number of tasks that a worker can process per time unit. Thus, the ratio \( \lambda_u / \tau_u \) represents how large is the number of tasks computed at cluster \( u \) in respect to its rate. In implementation we expect \( \lambda_u / \tau_u \) to be almost the same for all values of \( u \) and therefore we expect the upper bound to be a good estimate of the actual mean waiting time at the master.

For the KES scheme, we prove that the mean waiting time of the master under this setting is bounded from below by the mean of the \((n - n_s)^{th}\) ordered statistic of \( n \) iid Erlang random variables with rate \( \lambda_1 / m_k \) and shift \( \frac{s_1}{m_k} \lfloor \frac{m}{m_j} \rfloor \lfloor \frac{k}{k_l} \rfloor \) and shape \( \lfloor \frac{m}{m_j} \rfloor \lfloor \frac{s}{s_k} \rfloor \), i.e., sum of \( \frac{m}{m_j} \cdot \frac{s}{s_k} \) iid exponential random variables.

**Corollary 3.** Consider the cluster-dependent additive service time model where \( \lambda_u s_u \triangleq t_m \), i.e., the shift \( s_u \) is a constant factor of the mean service time \( 1/\lambda_u \) for all \( u \in [c] \). The mean waiting time at the master when using the KES scheme that tolerates \( n_s \) stragglers is bounded from below by

\[
\mathbb{E}[\tau_{\text{KES}}] \geq \frac{s_1}{k_1 m_j} + \Phi_I(n),
\]

where \( \Phi_I(n) \) is given by

\[
\Phi_I(n) = \frac{\lambda_1(n - n_s)}{(\tau_1 - 1)!} \sum_{j=0}^{n-n_s-1} (-1)^j \binom{n - n_s - 1}{j} \cdot (\tau_1 - 1)(n - n_s + j) \cdot \sum_{\ell=0}^{j} a_I(\tau_1, n - n_s + j)(\tau_1 + \ell)! \left( \frac{n}{n - n_s + j + 1} \right)^{\tau_{\text{max}} + \tau + 1},
\]

where again \( a_I(o, p) \) is the coefficient of \( x^l \) in the expansion

\[
\left( \sum_{i=0}^{o-1} \frac{x^l}{i!} \right)^p.
\]

**E. Numerical results**

We provide numerical simulations showing the empirical average waiting time at the master for both considered models under the two settings and two clustering environments summarized in Table II.

**Model 1:** The empirical average waiting time under the worker-dependent fixed service time model is simulated numerically and shown in Figure 2b and Figure 3b for settings 1 and 2, respectively. Recall that in this model we assume that the time spent to compute \( \tau \) tasks at a worker is a scaled shifted exponential random variable. For the first setting, the KES scheme enjoys a smaller waiting time in the homogeneous scenario. When the workers compute powers are different, i.e., in the heterogeneous scenario, RPM3 has a slightly better waiting time for small values of \( z \). However, for large values of \( z \) the overhead of clustering becomes significant. Thus, the KES scheme outperforms RPM3 in this parameter regime.

**Model 2:** The empirical average waiting time under the cluster-dependent additive service time model is simulated numerically and shown in Figure 2c and Figure 3c for settings 1 and 2, respectively. Recall that in this model we assume that the time spent to compute \( \tau \) tasks at a worker is the sum of \( \tau \) iid shifted exponential random variables, i.e., it is a random variable that follows a shifted Erlang distribution. We make a small change to the KES scheme. We assign multiple smaller tasks to the workers, rather than one large task as is done in the original scheme of [31]. This change allows a fair comparison to RPM3 under model 2. Interestingly, regardless of the heterogeneity of the clusters, RPM3 outperforms the KES scheme for the values of \( z \) it can tolerate. As expected, in the heterogeneous scenario RPM3 has much smaller average waiting time compared to the KES scheme. This is an important observation, since model 2 is a better approximation of the real waiting time. The reason is that in RPM3 the master sends multiple independent tasks to the workers and it is more realistic to assign them independent random variables.

**VII. PERFECT LOAD BALANCING**

In this section we study the waiting time of the master under perfect load balancing in the worker-dependent fixed service time model (model 1). To make load balancing possible, we assume that the master has previous knowledge of the behavior of the workers during the run time of the algorithm. More precisely, the master knows the overall computing power of each worker, i.e., the master knows \( s_i, \lambda_i \), for all \( i = 1, \ldots, n \). Given this knowledge, the master knows the number of clusters \( c \), number of workers per cluster \( n_u, u = 1, \ldots, c \), and can assign tasks that are proportional to the workers computing power without the need of a rateless code. This knowledge alleviates the need of assigning one polynomial per cluster and paying the extra penalty of privacy per cluster.
TABLE III: The value of $\tau_c$ under perfect load balancing when using different schemes. The acronym LB refers to load balancing. The values of $m^i_n$ and $k^i_n$ are the number of matrices in which $A$ and $B$ are divided according to the rate of each scheme and the value of the number of workers per cluster $n_u$. The ratio of $\tau_c$ of two schemes is proportional to the ratio of the mean waiting time of those schemes under service model 1, see (23).

| Setting          | RPM3                                | LB: GASP low $z$                                    | LB: GASP large $z$                                    |
|------------------|-------------------------------------|----------------------------------------------------|------------------------------------------------------|
| $\tau_c$         | $\gamma_1 \left[ (1 - m_1)/(2 - m_1) + \sum_{u=2}^{m_1} \left[ (u - 1)/(2 - u) \right] + \sum_{i=1}^{m_1} \left( \gamma_u - \gamma_{u+1} \right) \right] / \mu$ | $\sum_{u=1}^{m_k} \gamma_u n_u - \sum_{u=1}^{m_k} \left( \gamma_u - \gamma_{u+1} \right) (k^1_n + m_1) / \mu - 1$ | $\sum_{u=1}^{m_k} \gamma_u n_u - \gamma_u (2z - 1)$ |
| Setting          | LB: GASP $z = 1$                     | LB: GASP medium $z$                                 | LB: Ideal scheme                                     |
| $\tau_c$         | $\sum_{u=1}^{m_k} \gamma_u n_u - \sum_{u=1}^{m_k} \left( \gamma_u - \gamma_{u+1} \right) (k^1_n + m_1) / \mu$ | $\sum_{u=1}^{m_k} \gamma_u n_u - \gamma_u (2z - 1)$ | $\sum_{u=1}^{m_k} \gamma_u n_u - \gamma_u z$ |

The master groups workers with similar $s_i$ and $\lambda_i$ in the same cluster. Let $\tau_u^{(LB)}$ be the number of tasks assigned to workers in cluster $u$, $u = 1, \ldots, c$. The master chooses the values of $\tau_u^{(LB)}$ such that $\tau_u^{(LB)} \gamma_u (s_u + \lambda_u)$ is a constant so that the average compute time is the same at all the workers. We assume that $s_u \lambda_u$ is a constant, hence $\tau_u^{(LB)}$ depends on $\lambda_u$. We write $\tau_u^{(LB)}$ as a function of $\tau_c^{(LB)}$, i.e., $\tau_u^{(LB)} = \gamma_u \tau_c^{(LB)}$. Recall that the master divides $A$ into $n$ sub-matrices $A_i$, $i = 1, \ldots, m$, and $B$ into $k$ sub-matrices $B_j$, $j = 1, \ldots, k$. Thus, the master needs $m_k c$ computations of the form $A_i B_j$. Given a double-sided $z$-private task assignment to $n$ workers, the number of computations of the form $A_i B_j$ that can be computed depends on the rate of the scheme used to encode the tasks. Therefore, the total number of tasks that the master needs to assign to the workers, and hence the value of $\tau_u^{(LB)}$, depends on the rate of the scheme.

Given the value of $\tau_c^{(LB)}$, the mean waiting time of the master under perfect load balancing is characterized as follows.

**Theorem 4.** Given a scheme that assigns $\tau_c^{(LB)}$ to the workers of cluster $c$. The mean waiting time at the master using load balancing under the worker-dependent fixed service time model is given by

$$E[T_{LB}] = \frac{s_c \tau_c^{(LB)}}{km} + \frac{H_n \tau_c^{(LB)}}{\lambda u_m k}.$$ (20)

Therefore, when $\lambda_u s_u = t_m$, the mean waiting time achievable using RPM3 is bounded away from the mean waiting time with load balancing as follows

$$E[T_{RPM3}] \leq E[T_{LB}] \frac{\tau_u^*}{\tau_c^{(LB)}} \frac{\lambda_c}{\lambda_u^*}.$$ (21)

**Sketch of proof:** The proof of Theorem 4 follows the same steps of the proofs of Theorem 2 and Theorem 3. The main difference is that $\tau_u^{(LB)}$ is designed after assuming that the master has a full knowledge of the future. Thus, the mean waiting time at all the workers is the same. Therefore, the mean waiting time $E[T_{LB}]$ is exactly the $n^{th}$ empirical statistic of $n$ iid random variables following a shifted exponential distribution with shift $s_c^{(LB)}/km$ and rate $\lambda u m k/\tau_c^{(LB)}$. Under the assumption that $\lambda_u s_u$ is a fixed constant $t_m$, i.e., $s_u = t_m/\lambda_u$, the value $u^*$ of $u$ that maximizes $s_u \tau_u = \tau_u t_m/\lambda_u$ is the same as the value of $u$ that minimizes the ratio $\lambda_u \tau_u$. Thus, $s_m = s_u^* \tau_u^*$. We can now write

$$\frac{E[T_{LB}]}{E[T_{RPM3}]} \geq \frac{s_c \tau_c^{(LB)}}{km} + \frac{H_n \tau_c^{(LB)}}{\lambda u m k} \frac{s_m}{km} + \frac{H_n \tau_u^*}{\lambda_u^* m k}$$ (22)

In (22), we replace $E[T_{RPM3}]$ by the upper bound obtained in Theorem 2. The remaining follows from simple calculations.

Thus, we only need to calculate the value of $\tau_c^{(LB)}$ depending on the scheme used by the master for perfect load balancing. The values of $\tau_c^{(LB)}$ of the different considered schemes are summarized in Table III.

We are particularly interested in comparing RPM3 to two extreme settings: load balancing using a scheme with the best theoretical rate possible, referred to as the ideal scheme; and load balancing using GASP when $z$ takes large values. Load balancing using the ideal scheme provides a theoretical lower bound on the mean waiting time for the master using any possible rateless scheme. Load balancing using GASP provides a lower bound on the mean waiting time that could be achievable if one finds encoding polynomials with the same rate of GASP and that satisfy the properties of Remark 2. After explaining the schemes used for load balancing and finding their respective values of $\tau_c^{(LB)}$, we can prove the following.
Corollary 4. For a fixed overhead of Fountain codes $\epsilon$ and a given $\tau^{\text{(ideal)}}_c$ for load balancing using the ideal scheme. The mean waiting time of RPM3 is bounded away from the mean waiting time of the ideal scheme as follows.

$$
\mathbb{E}[T_{RPM3}] \leq \mathbb{E}[T_{LB}] \frac{2\gamma_u^* \lambda^*_u (1 + \epsilon)}{\lambda^*_u \left(1 - \sum_{u=1}^{c} \left(\frac{\gamma_u^*}{\gamma_u^* n_u - \gamma_1 z}\right)\right)}.
$$

(24)

The mean waiting time of RPM3 is bounded away from the mean waiting time of load balancing using GASP scheme with large values of $z$ as follows.

$$
\mathbb{E}[T_{RPM3}] \leq \mathbb{E}[T_{LB}] \frac{\gamma_u^* (1 + \epsilon)}{1 - \sum_{u=2}^{c} \gamma_u^* (z + 1) + 2\gamma_1} \frac{\lambda^*_u}{\lambda^*_u}.
$$

(25)

The ratio of the sums in both denominators of (24) and (25) is less than one. The equality is attained when $z = n_1 + 1/2 = n_u + 1$ for all $u = 2, \ldots, c$.

Remark 4. Finding coding strategies that achieve the mean waiting time under load balancing is equivalent to finding encoding polynomials with the desired rates (as GASP or the ideal scheme) that share $2z - 1$ evaluations as explained in Remark 3. The problem of finding such polynomials, if they exist, is left open.

A. Theoretical lower bound

Given $n$ workers and a double-sided $z$-private task assignment with no straggler tolerance, the best rate the master can hope for is $(n - z)/n$. In other words, out of every $n$ tasks the master obtains $n - z$ computations of the form $A, B, \ldots$. This is clear from the privacy requirements. Any collection of $z$ workers should learn nothing about $A$ and $B$ and therefore any collection of $z$ tasks cannot give information about $A$ and $B$. This is standard in the literature of secret sharing. This rate is indeed achievable in the private matrix-vector multiplication setting where the input vector is not private. However, in the setting of matrix-matrix multiplication no known scheme achieves this rate. When restricting the encoding to polynomials, better bounds can be obtained by replacing the ideal rate with the lower bounds provided in [42]. We use the ideal scheme to keep our lower bound theoretical and independent from the encoding strategy.

Now we turn our attention to the task assignment. The master wants to maximize the rate to reduce the number of assigned tasks. Since the rate $(n - z)/n$ is a linear function of $n$, the master wants to maximize $n$ when possible. Let $\tau^{\text{(ideal)}}_u$ be the number of tasks assigned to workers in cluster $u$ under this setting. Given the knowledge of the workers, the master assigns $\tau^{\text{(ideal)}}_c$ tasks with maximal rate $n - z$, and $\tau^{\text{(ideal)}}_{c-1} = \tau^{\text{(ideal)}}_c$ tasks with rate $n - n_c - z$, and $\tau^{\text{(ideal)}}_{c-2} = \tau^{\text{(ideal)}}_{c-1}$ tasks with rate $n - n_c - n_{c-1} - z$ and so on. The only constraint is the following

$$
\sum_{u=1}^{c} \left(\tau_u^{\text{(ideal)}} - \tau_{u+1}^{\text{(ideal)}}\right)(n - z - \sum_{i=u}^{c-1} n_{i+1}) = mk,
$$

where $\tau_{c+1}^{\text{(ideal)}}$ is defined as 0 and $\sum_{i}^j$ is defined as 0 if $j < i$. Next we compute $\tau^{\text{(ideal)}}_c$ given $mk$ and $\gamma_1, \ldots, \gamma_{c-1}$. We first use the telescopic expansion to write

$$
mk = \left(\tau^{\text{(ideal)}}_c\right)(n - z) + \left(\tau^{\text{(ideal)}}_{c-1} - \tau^{\text{(ideal)}}_c\right)(n - n_c - z) + \left(\tau^{\text{(ideal)}}_{c-2} - \tau^{\text{(ideal)}}_{c-1}\right)(n - n_c - n_{c-1} - z) + \cdots + \left(\tau^{\text{(ideal)}}_{1} - \tau^{\text{(ideal)}}_{2}\right)(n_1 - z)
$$

$$
= \sum_{u=2}^{c} \tau^{\text{(ideal)}}_u n_u + \gamma_1^{\text{(ideal)}}(n_1 - z).
$$

Using the notation $\tau^{\text{(ideal)}}_u = \gamma_u^{\text{(ideal)}} \tau^{\text{(ideal)}}_c$ with $\gamma_c = 1$, we can compute $\tau^{\text{(ideal)}}_c$ as in (26). Given the value of $\tau^{\text{(ideal)}}_c$, we characterize the average waiting time at the master as in the first part of Corollary 4. We provide the proof here.

$$
\tau^{\text{(ideal)}}_c = \frac{mk}{\sum_{u=1}^{c} \gamma_u n_u - \gamma_1 z}.
$$

(26)
Proof of Corollary 4 To compare the waiting time of RPM3 to that of the ideal scheme, we express $\tau_c$ as follows

$$\tau_c = \frac{mk(1 + \epsilon)}{\gamma_1 \left[ \frac{n_1 - 2z + 1}{2} + \sum_{u=2}^c \left[ \frac{n_u - z + 1}{2} \right] \right] \gamma_u}.$$ 

Now we can write

$$\frac{\tau_{\text{ideal}}}{\tau_u} = \frac{\gamma_1 \left[ \frac{n_1 - 2z + 1}{2} + \sum_{u=2}^c \left[ \frac{n_u - z + 1}{2} \right] \right] \gamma_u}{\gamma_u(1 + \epsilon) \left( \sum_{u=1}^c \gamma_u n_u - \gamma_1 z \right)} \geq \frac{(\sum_{u=1}^c (n_u - z - 1) \gamma_u - \gamma_1 z)}{2\gamma_u(1 + \epsilon) (\sum_{u=1}^c \gamma_u n_u - \gamma_1 z)} = \frac{1}{2\gamma_u(1 + \epsilon)} \left( 1 - \sum_{u=1}^c (z + 1) \gamma_u \right).$$

We conclude the proof of the first part by combining the above inequality together with (23).

B. Load balancing using GASP

Given $n$ workers and a $z$-private task assignment with no straggler tolerance, the best achievable rate under our model is obtained by using GASP codes [29]. The rate of these codes depends on the privacy parameter $z$ and on the number of sub-matrices $A_i$ and $B_j$ used in one encoding of GASP. We divide our analysis into four parts accordingly.

a) No collusion: For $z = 1$, let $m_1$ and $k_1$ be the number of sub-matrices that $A$ and $B$ are divided into, respectively. Then, the rate achieved by GASP is equal to $(k_1 m_1) / (k_1 m_1 + k_1 + m_1)$. Therefore, given $n$ workers the master obtains $n - k_1 - m_1$ computations of the form $A_i B_j$. Notice that the rate of the scheme depends on $n$ since $n$ must satisfy $n = m_1 k_1 + m_1 + k_1$. Since the rate is a linear function of $n$, the master wants to maximize $n$ when possible. Let $\tau_{u}^{(\text{no col})}$ be the number of tasks that could be assigned to workers in cluster $u$ when using this scheme. When using GASP, the value of $\tau_{u}^{(\text{no col})}$ depends on the number of workers. We denote by $m_{c}^{1}$ and $k_{c}^{1}$ the number of divisions when the tasks are sent to all workers in clusters $1$ to $u$. Thus, the master assigns $\tau_{c}^{(\text{no col})}$ tasks with maximal rate $n - k_{c}^{1} - m_{c}^{1}$ to all workers, and $\tau_{c}^{(\text{no col})} - \tau_{c+1}^{(\text{no col})}$ tasks with rate $n - n_c - k_{c}^{c-1} - m_{c}^{c-1}$ to the $n - n_c$ workers not in the slowest cluster $c$ and so on. The only constraint on $\tau_{u}^{(\text{no col})}$ is the following

$$\sum_{u=1}^c \left( \tau_{u}^{(\text{no col})} - \tau_{u+1}^{(\text{no col})} \right) \left( n - k_{u+1}^{u} - m_{u+1}^{u} - \sum_{i=u}^{c-1} n_i \right) = mk,$$

where $\tau_{c+1}^{(\text{no col})}$, $m_{c+1}^{1}$ and $k_{c+1}^{1}$ are defined as 0 and $\sum_{i=j}^{c}$ is defined as 0 if $j < i$. Next we compute $\tau_{c}^{(\text{no col})}$ given $mk$ and $\gamma_1, \ldots, \gamma_{c-1}$.

Using the telescopic expansion we write

$$mk = \sum_{u=1}^c \tau_{u}^{(\text{no col})} n_u - \sum_{u=1}^c (\tau_{u}^{(\text{no col})} - \tau_{u+1}^{(\text{no col})})(k_u^{u} + m_u^{u}).$$

Using the notation $\tau_{u}^{(\text{no col})} = \gamma_u \tau_{c}^{(\text{no col})}$ with $\gamma_1 = 1$ and $\gamma_{c+1} = 0$, we can compute $\tau_{c}^{(\text{no col})}$ as

$$\tau_{c}^{(\text{no col})} = \frac{mk}{\sum_{u=1}^c \gamma_u n_u - \sum_{u=1}^c (\gamma_u - \gamma_{u+1})(k_u^{u} + m_u^{u})}. \quad (27)$$

b) Small number of collusion: Let $m_2$ and $k_2$ be the number of sub-matrices that $A$ and $B$ are divided into, respectively. For $2 \leq z < \min\{m_2, k_2\}$ the rate achieved by GASP is equal to $(k_2 m_2) / (k_2 m_2 + k_2 + m_2 + z^2 + z - 3)$. Therefore, given $n$ workers the master obtains $n - k_2 - m_2 - z^2 - z + 3$ computations of the form $A_i B_j$. Notice that also here the rate of the scheme depends on $n$ since $n$ must satisfy $n = k_2 m_2 + k_2 + m_2 + z^2 + z - 3$. Since the rate is a linear function of $n$, the master wants to maximize $n$ when possible. Let $\tau_{u}^{(S\text{-GASP})}$ be the number of tasks that could be assigned to workers in cluster $u$ when using this scheme. Thus, the master assigns $\tau_{c}^{(S\text{-GASP})}$ tasks with maximal rate $n - k_2^{c} - m_2^{c} - z^2 - z + 3$ to all $n$ workers, and $\tau_{c}^{(S\text{-GASP})} - \tau_{c+1}^{(S\text{-GASP})}$ tasks with rate $n - n_c - k_2^{c-1} - m_2^{c-1} - z^2 - z + 3$ to the $n - n_c$ workers not in cluster $C$
and so on. Using the notation \( \tau_u^{(S-GASP)} = \gamma_u \tau_c^{(S-GASP)} \) with \( \gamma_c = 1 \) and \( \gamma_{c+1} = 0 \), we can compute \( \tau_c^{(S-GASP)} \) by following the same steps as above. We express \( \tau_c^{(S-GASP)} \) as

\[
\sum_{u=1}^{c} \gamma_u n_u - \sum_{u=1}^{n} (\gamma_u - \gamma_{u+1})(k_u^3 + m_u^2) - \gamma_1(z^2 + z - 3).
\]

(28)

c) Medium number of collusion: Let \( m_3 \) and \( k_3 \) be the number of sub-matrices that \( A \) and \( B \) are divided into, respectively. Let \( m_3 \leq k_3 \). For \( m_3 \leq z < k_3 \) the rate achieved by GASP is equal to \( (k_3m_3)/((k_3 + z)(m_3 + 1) - 1) \). This rate coincides with the rate of \([21]\). For \( m_3 \geq k_3 \), the values of \( m_3 \) and \( k_3 \) are interchanged in the rate. Therefore, given \( n \) workers the master obtains \( n - k_3 - 2m_3 - z - 1 \) computations of the form \( A_iB_j \). Since the rate is a linear function of \( n \), the master wants to maximize \( n \) when possible. Let \( \tau_u^{(L-GASP)} \) be the number of tasks that could be assigned to workers in cluster \( u \) when using this scheme. Thus, the master assigns \( \tau_c^{(L-GASP)} \) tasks with maximal rate \( n - k_3^c - 2m_3 - z + 1 \) to all workers, and \( \tau_{c-1}^{(L-GASP)} - \tau_c^{(L-GASP)} \) tasks with rate \( n - n_{c-1} - k_3^{c-1} - 2m_3^{c-1} - z + 1 \) to the \( n - n_{c-1} \) workers not in cluster \( c \) and so on.

Using the notation \( \tau_u^{(L-GASP)} = \gamma_u \tau_c^{(L-GASP)} \) with \( \gamma_c = 1 \) and \( \gamma_{c+1} = 0 \), we can compute \( \tau_c^{(L-GASP)} \) by following the same steps as above. We express \( \tau_c^{(L-GASP)} \) as

\[
\sum_{u=1}^{c} \gamma_u n_u - \sum_{u=1}^{n} (\gamma_u - \gamma_{u+1})(k_u^3 + m_u^2) - \gamma_1(z - 1).
\]

(29)

d) Large number of collusion: Let \( m_4 \) and \( k_4 \) be the number of sub-matrices that \( A \) and \( B \) are divided into, respectively. For \( \max\{m_4, k_4\} \leq z \) the rate achieved by GASP is equal to \( (k_4m_4)/(2m_4k_4 + 2z - 1) \). Notice that this rate coincides with the rate of regular Lagrange polynomials that we use in our scheme. Given \( n \) workers the master obtains \( ((n - 2z + 1)/2 \) computations of the form \( A_iB_j \). Since the rate is a linear function of \( n \), the master wants to maximize \( n \) when possible. Let \( \tau_u^{(Lag)} \) be the number of tasks that could be assigned to workers in cluster \( u \) when using this scheme. Thus, the master assigns \( \tau_c^{(Lag)} \) tasks with maximal rate \( (n - 2z + 1)/2 \) to all workers, and \( \tau_{c-1}^{(Lag)} - \tau_c^{(Lag)} \) tasks with rate \( (n - n_{c-1} - 2z + 1)/2 \) to the \( n - n_{c-1} \) workers not in cluster \( c \) and so on. We can now prove the second part of Corollary 4.

Proof of Corollary 4 (Continued): Assuming that \( n_u \) is even for all \( u = 1, \ldots, c \) and using the notation \( \tau_u^{(Lag)} = \gamma_u \tau_c^{(Lag)} \) with \( \gamma_c = 1 \), we can compute \( \tau_c^{(Lag)} \) by following the same steps as above. We express \( \tau_c^{(Lag)} \) as

\[
\tau_c^{(Lag)} = \frac{2mk}{\sum_{u=1}^{c} \gamma_u n_u - \gamma_1(2z - 1)}.
\]

(30)

We compare \( \tau_c^{(Lag)} \) to \( \tau_c \) obtained for RPM3. Recall that \( \tau_c \) is expressed as

\[
\tau_c = \frac{mk(1 + \epsilon)}{\gamma_1 \left[ \frac{n_1 - 2z + 1}{2} \right] + \sum_{u=2}^{c} \left[ \frac{n_u - z + 1}{2} \right] \gamma_u}.
\]

Following the steps of the proof of the first part of this corollary we can write

\[
\frac{\tau_c^{(Lag)}}{\tau_u^{(Lag)}} = \frac{\sum_{u=1}^{c} \gamma_u n_u - \sum_{u=1}^{n} (\gamma_u - \gamma_{u+1})(k_u^3 + m_u^2) - \gamma_1(z + 1) - 1}{\gamma_u \gamma_1 (1 + \epsilon) \left( \sum_{u=1}^{c} \gamma_u n_u - \gamma_1(2z - 1) \right)}.
\]

Thus, we prove the second part of Corollary 4.

VIII. CONCLUSION

We considered the heterogeneous and time-varying setting of private distributed matrix-matrix multiplication. The workers have different computing and communication resources that can change over time. We designed a scheme called RPM3 that allows the master to group the workers into clusters with similar resources. The workers are assigned a number of tasks proportional to their overall available resources, i.e., faster workers compute more tasks and slower workers compute less tasks. This flexibility increases the speed of the computation.

We analyzed the rate of RPM3 and the mean waiting time of the master under two models of the workers service times. Using RPM3 results in a smaller mean waiting time than known fixed-rate straggler-tolerant schemes. The reduction of the mean waiting time is possible by leveraging the heterogeneity of the workers. We provide lower bounds on the mean waiting time of the master under the worker-dependent fixed service time model. The lower bounds are obtained by assuming perfect load balancing, i.e., the master has full knowledge of the future behavior of the workers. In terms of rate, RPM3 has a worse rate than rates of known fixed-rate straggler-tolerant schemes. We show that there exists a tradeoff between the flexibility of RPM3 and its rate. Dividing the workers into several clusters provides a good granularity for the master to refine the task assignment. However, increasing the number of clusters negatively affects the rate of RPM3.
Finding lower bounds on the rate of flexible schemes and finding codes that achieve this rate are left as open problems. The rate of a flexible scheme using polynomials is affected by two factors. The first factor is the rate of the polynomial \( h_i^{(u)}(x) \) assigned to each cluster \( u \) at round \( t \). The rate of \( h_i^{(u)}(x) \) is the ratio of the number of computations of the form \( A_iB_i \) to the number of evaluations needed to interpolate \( h_i^{(u)}(x) \). Increasing the rate of \( h_i^{(u)}(x) \) increases the rate of the scheme. The second factor is the number of evaluations that are shared between \( h_i^{(u)}(x) \) and all other \( h_i^{(u)}(x) \) for \( u = 2, \ldots, c \). Allowing a larger number of shared evaluations increases the rate of the scheme, see Remark 1 and Remark 2. Finding lower bounds on the rate of a flexible scheme or lower bounds on the number of evaluations that any two polynomials \( h_i^{(u1)}(x) \) and \( h_i^{(u2)}(x) \) can share, implies finding better lower bounds on the mean waiting time of the master.
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We want to prove that RPM3 maintains information theoretic privacy of the master’s data. We prove that at any given round $t$, the tasks sent to the workers do not reveal any information about the input matrices $A$ and $B$. This is sufficient since the random matrices generated at every round are drawn independently and uniformly at random. In other words, if the workers do not obtain any information about $A$ and $B$ at any given round, then the workers obtain no information about $A$ and $B$ throughout the whole process.

Recall that we define $W_{t,i}$ as the set of random variables representing the tasks sent to worker $w_i$ at round $t$. In addition, for a set $A \subseteq [n]$ we define $W_{A,t}$ as the set of random variables representing the tasks sent to the workers indexed by $A$ at round $t$, i.e., $W_{A,t} \triangleq \{W_{t,i} | i \in A\}$. The privacy constraint is then expressed as

$$I(\mathcal{A}, B; W_{Z,t}) = 0, \forall Z \subseteq [n], \text{ s.t. } |Z| = z.$$ 

We start by proving the privacy constraint for $A$. For a set $A \subseteq [n]$, let $F_{A,t}$ be the set of random variables representing the evaluations of $f_t^{(u)}(x)$ sent to workers indexed by the set $A$ at round $t$. We want to prove

$$I(\mathcal{A}; F_{Z,t}) = 0, \forall Z \subseteq [n], \text{ s.t. } |Z| = z.$$ 

Proving the satisfaction of the privacy constraint for $B$ follows the same steps and is omitted.

Let $K$ be the set of random variable presenting the random matrices $R_{t,1}, \ldots, R_{t,z}$ generated by the master at round $t$. We start by showing that proving the privacy constraint is equivalent to proving that $H(K \mid F_Z, \mathcal{A}) = 0$ for all $Z \subseteq [n], |Z| = z$. To that end we write,

$$H(\mathcal{A} \mid F_Z) = H(\mathcal{A}) - H(F_Z) + H(F_Z \mid \mathcal{A}) \tag{31}$$

$$= H(\mathcal{A}) - H(F_Z) + H(F_Z \mid \mathcal{A}) - H(F_Z \mid \mathcal{A}, K) \tag{32}$$

$$= H(\mathcal{A}) - H(F_Z) + I(F_Z; K \mid \mathcal{A})$$

$$= H(\mathcal{A}) - H(F_Z) + H(K \mid \mathcal{A}) - H(K \mid F_Z, \mathcal{A})$$

$$= H(\mathcal{A}) - H(F_Z) + H(K) - H(K \mid F_Z, \mathcal{A}) \tag{33}$$

$$= H(\mathcal{A}) - H(K \mid F_Z, \mathcal{A}) \tag{34}$$

Equation (32) follows because $H(F_Z \mid A, K) = 0$, i.e., the tasks sent to the workers are a function of the matrix $A$ and the random matrices $R_{t,1}, \ldots, R_{t,z}$ which is true by construction. In (33) we use the fact that the random matrices $R_{t,1}, \ldots, R_{t,z}$ are chosen independently from $A$, i.e., $H(K \mid A) = H(K)$. Equation (34) follows because for any collection of $z$ workers, the master assigns $z$ tasks each of which has the same dimension as $R_{t,\delta}, \delta \in \{1, \ldots, z\}$. In addition, all matrices $R_{t,1}, \ldots, R_{t,z}$ are chosen independently and uniformly at random; hence, $H(F_Z) = H(K)$.

Therefore, since the entropy $H(.)$ is positive, proving that $H(\mathcal{A} \mid F_Z) = H(\mathcal{A})$ is equivalent to proving that $H(K \mid F_Z, \mathcal{A}) = 0$.

The explanation of $H(K \mid F_Z, \mathcal{A}) = 0$ is that given the matrix $A$ and all the tasks received at round $t$, any collection of $z$ workers can obtain the value of the matrices $R_{t,1}, \ldots, R_{t,z}$.

This follows immediately from the use of Lagrange polynomials and setting the random matrices as the first $z$ coefficients. More precisely, given the data matrix as side information, the tasks sent to any collection of $z$ workers become the evaluations of a Lagrange polynomial of degree $z - 1$ whose coefficients are the random matrices $R_{t,1}, \ldots, R_{t,z}$. Thus, the workers can interpolate that polynomial and obtain the random matrices. Therefore, by repeating the same calculations for $B$, we show that information theoretic privacy of the input matrices is guaranteed.
APPENDIX B
PROOFS FOR THE MEAN WAITING TIME

Proof of Theorem 2 In this model we assume that for a given worker \( w_i \) in cluster \( u \), the random variable \( T_u^i \) follows a shifted exponential distribution with shift \( s_u \tau_u / mk \) and rate \( \lambda_u mk / \tau_u \). In the following we shall focus on \( T_u \) since \( T_u^i \) depends only on the identity of the cluster \( u \) and is the same for all workers in this cluster.

We can write the pdf of \( T_u \) as

\[
\Pr(x) = \begin{cases} 
\frac{\lambda_u mk}{T_u} \exp \left( -\frac{\lambda_u mk}{T_u} x \right) & \text{if } x < \frac{s_u \tau_u}{mk} \\
0 & \text{otherwise.}
\end{cases}
\]

Remark 5. It is worth noting that by coupling RPM3 with a mechanism like the one proposed in [20], we can reduce the shift of \( T_u \) to \( s_u / mk \) by allowing the master to send computational tasks to the workers while they are busy computing other tasks and also allowing the workers to send results of the previous task to the master while computing a new task. Thus absorbing the delays of communicating every task to and from the workers except for the delays of sending the first task and receiving the last task. In our analysis we do not assume the use of such mechanism.

Let \( I_{\{x \geq \frac{s_u \tau_u}{mk}\}} \) be the indicator function that is equal to 1 when \( x \geq s_u \tau_u / mk \) and is equal to 0 otherwise. The cumulative density function \( F_{T_u}(x) \triangleq \Pr(T_u < x) \) of \( T_u \) can then be expressed as

\[
F_{T_u}(x) = \left( 1 - e^{\left( \frac{\lambda_u s_u - \lambda_u mk}{T_u} x \right)} \right) I_{\{x \geq \frac{s_u \tau_u}{mk}\}}.
\]

The random variable \( T_u^* \) is the maximum of \( n_u \) iid copies of \( T_u \). Hence, we can write

\[
F_{T_u^*}(x) = \left( 1 - e^{\left( \frac{\lambda_u s_u - \lambda_u mk}{T_u} x \right)} \right) I_{\{x \geq \frac{s_u \tau_u}{mk}\}}^{n_u}.
\]

Recall that \( \tau_{RPM3} = \max_{u \in \{1, \ldots, c\}} T_u^* \) is the maximum of \( c \) independent random variables. Therefore, we can write

\[
F_{\tau_{RPM3}}(x) = \Pr(\tau_{RPM3} < x) = \Pr(T_u^* < x) \cdot \Pr(T_u^* < x) \cdots \Pr(T_u^* < x)
\]

\[
= \prod_{u=1}^{c} \left( 1 - e^{\left( \frac{\lambda_u s_u - \lambda_u mk}{T_u} x \right)} \right) I_{\{x \geq \frac{s_u \tau_u}{mk}\}}^{n_u}.
\]

Define \( s_m \triangleq \max_u s_u \tau_u \) and \( t_m \triangleq \lambda_u s_u \). We consider \( \tilde{F}_{\tau_{RPM3}}(x) \triangleq 1 - F_{\tau_{RPM3}}(x) \) and find a bound on \( \tilde{F}_{\tau_{RPM3}}(x) \) as follows

\[
\tilde{F}_{\tau_{RPM3}}(x) = \Pr(\tau_{RPM3} > x)
\]

\[
= 1 - \Pr(\tau_{RPM3} < x)
\]

\[
= 1 - \Pr(T_u^* < x) \Pr(T_u^* < x) \cdots \Pr(T_u^* < x).
\]

To obtain a non-trivial lower bound on \( \tilde{F}_{\tau_{RPM3}}(x) \), we consider \( x \geq s_m / mk \) and bound from below each term in the product \( \prod_{u=1}^{c} \Pr(T_u^* < x) \) by

\[
\Pr(T_u^* < x) \geq \left( 1 - e^{\left( \frac{t_m - \lambda_u \tau_u^*}{\lambda_u mk} \right)} \right).
\]

The bound is obtained by maximizing the exponent of \( e \) in \( F_{\tau_u}(x) \) because \( t_m - \lambda_u \tau_u^* mk \leq 0 \). To see that, recall that \( s_m = \max_u s_u \tau_u \). Let \( s_m = s_u \tau_u \) we can write

\[
x \geq \frac{s_u \tau_u}{mk} = \frac{\lambda_u s_u \tau_u}{\lambda_u \tau_u} \geq \frac{\lambda_u s_u \tau_u^*}{mk \lambda_u^*}.
\]

Let \( F(x) \triangleq 1 - e^{\left( \frac{t_m - \lambda_u \tau_u^*}{\lambda_u mk} \right)} \), we can write

\[
F_{\tau_{RPM3}}(x) \geq F(x)^n.
\]

Notice that \( F(x) \) is the cumulative distribution function (CDF) of a random variable following a shifted exponential distribution with shift \( s_m / km \) and rate \( \lambda_u km / \tau_u^* \). Given \( n \) iid random variables \( X_1, \ldots, X_n \), we let \( X(1) \leq X(2) \leq \cdots \leq X(n) \).
be the ordered values of the $X_i$’s (known as ordered statistics). With this notation, $F_{\tau_{RPM3}}(x)$ is bounded by the distribution of the $n$th ordered statistic of $n$ random variables following a shifted exponential distribution, i.e., we have $F_{\hat{X}}(x) = F_{\hat{X}(n)}(x)$.

It follows that

$$
\mathbb{E}[\tau_{RPM3}] = \int_{0}^{\infty} \Pr(\tau_{RPM3} > x)dx \\
= \int_{0}^{\infty} (1 - F_{\tau_{RPM3}}(x))dx \\
\leq \int_{0}^{\infty} (1 - F_{\hat{X}}(x))dx \\
= \int_{0}^{\infty} (1 - F_{\hat{X}(n)}(x))dx \\
= \mathbb{E}[\hat{X}(n)].
$$

(35)

Next we obtain a bound on $\mathbb{E}[\hat{X}(n)]$ the mean of $\hat{X}(n)$. We express $\hat{X}$ as

$$
\hat{X} = \frac{sm}{km} + \hat{X},
$$

where $\hat{X}$ is a random variable following an exponential distribution with rate $\lambda_u \cdot km/\tau_u$. The following equations hold

$$
F_{\hat{X}}(x) = F_{\hat{X}'} \left(x - \frac{sm}{km}\right), \quad \forall x \geq \frac{sm}{km},
$$

(36)

$$
\mathbb{E}[\hat{X}] = \frac{sm}{km} + \mathbb{E}[\hat{X}'].
$$

(37)

We use the following Theorem from Renyi [43] to compute $\mathbb{E}[\hat{X}']$.

**Theorem (Renyi [43]).** The $d$th order statistic $\hat{X}_d$ of $n$ iid exponential random variables $X_i$ is equal to the following random variable in the distribution

$$
\hat{X}_d = \sum_{j=1}^{d} \frac{X_j}{n-j+1}.
$$

Using Renyi’s theorem, the mean of the $d$th order statistic $\mathbb{E}[\hat{X}_d]$ can be written as

$$
\mathbb{E}[\hat{X}_d] = \mathbb{E}[\hat{X}'] \sum_{j=0}^{d-1} \frac{1}{n-j} = \frac{(H_n - H_{n-d})\tau_u}{\lambda_u \cdot mk},
$$

where $H_n$ is the $n$th harmonic sum defined as $H_n = \sum_{i=1}^{n} \frac{1}{i}$, with the notation $H_0 = 0$. In particular,

$$
\mathbb{E}[\hat{X}(n)] = \frac{H_n\tau_u}{\lambda_u \cdot mk}.
$$

(38)

Combining the results of (35), (37) and (38) we have

$$
\mathbb{E}[\tau_{RPM3}] \leq \frac{sm}{km} + \frac{H_n\tau_u}{\lambda_u \cdot mk}.
$$

Under the assumption that $\lambda_u s_u$ is a fixed constant $t_m$, i.e., $s_u = t_m/\lambda_u$, the value $u^*$ of $u$ that maximizes $s_u \tau_u = \tau_u t_m/\lambda_u$ is the same as the value of $u$ that minimizes the ratio $\lambda_u \tau_u$. Thus, we can write $s_m = s_u \tau_u^* = t_m \tau_u^*/\lambda_u$. This concludes the proof.

**Proof of Corollary 2.** We only provide a sketch of the proof because the detailed steps are similar to steps of the proof of Theorem 2. We first bound $F_{\tau_u}(x)$ from above by $F_{\hat{X}}(x)^{n-n_s}$ where $\hat{X}$ is a shifted exponential random variable with rate $\lambda_u \cdot mk/\hat{m}/\hat{m}$ and shift $\hat{s}_u \cdot \hat{m}/\hat{m}$ and $\tau_u$ is the $n-n_s$ ordered statistic of $n$ iid random variable following the shifted exponential distribution. We use Renyi’s theorem and the inequality $\left[\frac{m_1}{m_2}\right] \left[\frac{k_1}{k_2}\right] \geq \frac{mk}{mk}$ and the rest follows.

**Proof of Theorem 2.** In this model the random variable $\tau_u$ (the time spent by a worker in cluster $u$ to compute $\tau_u$) is the sum of $\tau_u$ iid random variables following the shifted exponential distribution with rate $\lambda_u \cdot mk$ and shift $s_u/mk$. Thus, $\tau_u$ is a random variable following a shifted Erlang distribution.
The CDF $F_{\tau_u}(x)$ of $\tau_u$ is equal to 0 if $x < s_u/mk$ and is expressed as follows otherwise.

$$F_{\tau_u}(x) = 1 - \sum_{j=0}^{\tau_u-1} \frac{e^{-\lambda_u km(x-s_u/mk)}}{j!} \left(\lambda_u km(x - \frac{s_u}{km})^j\right)$$

$$= 1 - \sum_{j=0}^{\tau_u-1} \frac{e^{\lambda_u s_u - \lambda_u kmx}}{j!} \left(\lambda_u kmx - \lambda_u s_u\right)^j.$$

Again, the random variable $\tau_u^*$ (the time spent by all the workers of cluster $u$ to compute $\tau_u$ tasks) is the maximum of $n_u$ iid copies of $\tau_u$. Hence, we have $F_{\tau_u^*}(x) = 0$ for $x < s_u/km$ and for $x \geq s_u/km$ we have

$$F_{\tau_u^*}(x) = \left(1 - \sum_{j=0}^{\tau_u-1} \frac{e^{\lambda_u s_u - \lambda_u kmx}}{j!} \left(\lambda_u kmx - \lambda_u s_u\right)^j\right)^{n_u}.$$

Similarly to the flow of the proof of Theorem 2, we want to bound the mean waiting time of the master. We first have the following set of inequalities.

$$\mathbb{E}[T_{RPM3}] = \int_0^\infty \Pr(T_{RPM3} > x)dx = \int_0^\infty \left(1 - \Pr(T_{RPM3} < x)\right)dx$$

$$= \frac{s_m}{km} + \int_0^\infty \left(1 - \prod_{u=1}^c F_{\tau_u^*}(x)\right) dx$$

$$= \frac{s_m}{km} + \int_0^\infty \left(1 - \prod_{u=1}^c F_{\tau_u^*}(x)^{n_u}\right) dx. \tag{40}$$

Next, we bound $F_{\tau_u}(x)$ from below for all values of $u \in [c]$. Since all the terms in the summation in $F_{\tau_u}$ are positive, we can write

$$F_{\tau_u}(x) \geq 1 - \sum_{j=0}^{\tau_u^{\max} - 1} \frac{e^{\lambda_u s_u - \lambda_u kmx}}{j!} \left(\lambda_u kmx - \lambda_u s_u\right)^j.$$

Taking the derivative of $\frac{e^{\lambda_u s_u - \lambda_u kmx}}{j!} \left(\lambda_u kmx - \lambda_u s_u\right)^j$ with respect to $\lambda_u$, we see that this function is decreasing in $\lambda_u$. We can now bound $F_{\tau_u}(x)$ as

$$F_{\tau_u}(x) \geq 1 - \sum_{j=0}^{\tau_u^{\max} - 1} \frac{e^{\lambda_u s_u - \lambda_u kmx}}{j!} \left(\lambda_u kmx - \lambda_u s_u\right)^j. \tag{41}$$

Let $F_{\max}(x) \triangleq 1 - \sum_{j=0}^{\tau_u^{\max} - 1} \frac{e^{\lambda_u s_u - \lambda_u kmx}}{j!} \left(\lambda_u kmx - \lambda_u s_u\right)^j$. Combining (40) and (41) we can bound the mean waiting time from above by

$$\mathbb{E}[T_{RPM3}] \leq \frac{s_m}{km} + \int_0^\infty \left(1 - \prod_{u=1}^c (F_{\max}(x))^{n_u}\right) dx$$

$$= \frac{s_m}{km} + \int_0^\infty \left(1 - (F_{\max}(x))^n\right) dx.$$

Notice that $F_{\max}(x)$ is the cumulative density function of an Erlang distribution with shape $\tau^{\max}$ (i.e., sum of $\tau^{\max}$ iid exponential random variables) and rate $\lambda_u$. Hence, the mean waiting time of the master when using RPM3 is bounded by the mean of the $n^{th}$ order statistic of $n$ Erlang random variables. Using the derivation from [44] we can bound the mean waiting time as in the statement of the theorem.

**APPENDIX C**

**ALGORITHMS**

We summarize the encoding process of RPM3 in the following four algorithms. We consider the clustering of the workers (result of Algorithm 4) as global knowledge for all the provided algorithms. The coordinator (Algorithm 1) takes as input the numbers of clusters and keeps track of the workers. More precisely, when any worker is idle, the coordinator calls the Encode function (Algorithm 3) to generate a new task. The encoder in Algorithm 3 takes as input the round, the cluster in which the
idle worker is located. The encoder needs to know if the idle worker is the first worker of this cluster starting this round. If so, the master creates a fresh polynomial pair and sends an evaluation to the workers. Only for the first round, the clustering in the encoding does not play a role. This holds because at the first round one polynomial pair is generated for all the workers. The coordinator checks at real-time if the idle worker is the last worker of its cluster to respond. In this case, the coordinator calls the interpolation algorithm. Algorithm 2 provides the Fountain-coded matrices. To do so, it requires the index of the cluster at hand and the considered round. If it is the first cluster of the considered round, the algorithm interpolates the polynomial $h^{(1)}(x)$ and saves the shared evaluations that are used in the interpolation of the other clusters. Otherwise, the interpolation algorithm extracts the shared evaluations from the memory and interpolates the polynomial. The coordinator collects all the Fountain-coded matrices obtained from the interpolation and saves them in a list. When enough Fountain-coded matrices are collected, the coordinator runs the peeling decoder to obtain all $mk$ components of the multiplication $C$ successfully.

### A. Scheduler

**Algorithm 1: Coordinator**

**Input:** $n$ workers  
**Result:** $A_1B_1, \ldots, A_mB_k$  

- $\text{Inter} \leftarrow \emptyset$; // storage for Fountain-coded matrices  
- $\text{counter} \leftarrow 0$; // nb of coded matrices collected  
- $t_1, t_2, \ldots, t_n \leftarrow 1$; // put all workers to round 1  
- $\text{Encode}(t = 1, n_t = n, u = c)$; // encode for all the workers  
- $\text{Clustering}(n \text{ tasks}, \Delta, z)$; // Cluster the workers and make it global  
- $i \leftarrow 1$; // auxiliary variable representing worker $w_i$  

while $\text{counter} \leq mk(1 + \varepsilon)$ do

- $t_i \leftarrow$ extract number of packets computed by this worker so far;  
- $n_t(u') = n_t(u') + 1$;  
- if $n_t(u') = n_t(u')$ then

- $\text{Inter} \leftarrow [\text{Inter; Interpolate}(n_t(u'), u')]$;  
- $\text{counter} = \text{counter} + d_{u'}$;  

- $t_i = t_i + 1$;  
- $\text{Encode}(i, t_i)$;  

else

- $i = i + 1 \mod n$; // Check the next worker

end

end

$A_1B_1, \ldots, A_mB_k \leftarrow \text{Peeling decoder(Inter) as in 12}$

### B. Interpolation

**Algorithm 2: Interpolates**

**Input:** $u$  
**Result:** Fountain-coded matrices $\tilde{A}\tilde{B}$  

if $u = 1$ then

// first cluster finished computing  
interpolate $h^{(1)}_i(x)$ using $2d_1 + 2z - 1$ evaluations;  
save $h^{(1)}_i(\alpha_1), \ldots, h^{(1)}_i(\alpha_z)$ in the memory as $z$ common evaluations;  
else

// cluster $u \neq 1$ finished computing  
extract $z$ common evaluations for round $t$ from the memory;  
interpolate $h^{(u)}_i$ using $2d_u + z - 1$ and $z$ common evaluations;  
end

return $h^{(u)}_i(\alpha_{z+1}), \ldots, h^{(u)}_i(\alpha_{z+d_u})$;
C. Encoding

Algorithm 3: Encode

Input: $t, n_t, u$

Result: Tasks for the idle workers

if $t = 1$ then
    generate $z$ random matrices $R_1, S_1$ ;
    encode $\sum_{u=1}^{c} d_u$ Fountain-coded matrices $\tilde{A}, \tilde{B}$ ;
    construct $c$ polynomial-pairs $f_1^{(u)}(x), g_1^{(u)}(x)$ as in 3. 4 ;
    pick carefully distinct $\beta_1, \ldots, \beta_n$ elements from $\mathbb{F}_q$ ;
    return $n$ evaluations $f_1^{(1)}(\beta_i), g_1^{(1)}(\beta_i)$
else
    if $n_t(u) = 1$ then
        if $u = 1$ then
            // the first worker at round $t$
            generate $z$ random matrices $R_t, S_t$ ;
            encode $d_1$ Fountain-coded matrices $\tilde{A}, \tilde{B}$ ;
            construct a polynomial-pair $f_t^{(1)}(x), g_t^{(1)}(x)$ ;
            send an evaluation to worker $i$, $f_t^{(1)}(\beta_i), g_t^{(1)}(\beta_i)$ ;
        else
            // the first worker of non-first cluster at round $t$
            encode $d_u$ Fountain-coded matrices $\tilde{A}, \tilde{B}$ ;
            extract $R_t, S_t$ from the memory ;
            construct a polynomial-pair $f_t^{(u)}(x), g_t^{(u)}(x)$ ;
            send to worker $i$ an evaluation $f_t^{(u)}(\beta_i), g_t^{(u)}(\beta_i)$ ;
        end
    else
        // non-first worker of any cluster
        extract the polynomial-pair $f_t^{(u)}(x), g_t^{(u)}(x)$ from the memory ;
        send $f_t^{(u)}(\beta_i), g_t^{(u)}(\beta_i)$ to worker $i$ ;
    end
end
Algorithm 4: Clustering

Input: \( n \) idle workers and \( n \) tasks, \( \Delta, z \)
Result: \( c, n_1, \ldots, n_c \)

Send \( n \) tasks to \( n \) workers:

\[
\text{non\_assigned} \leftarrow n; \quad // \text{nb of workers not assigned}
\]

\[
u \leftarrow 1; \quad // \text{indexing of the clusters}
\]

\[
n_1 \leftarrow 0; \quad // \text{nb of workers in the first cluster}
\]

while \( \text{non\_assigned} \geq z + 1 \) do

\[
\text{stop} \leftarrow \text{False}; \quad // \text{stopping criterion}
\]

while not stop do

\[
\text{if any worker } w_i \text{ completed the task then}
\]

\[
n_u = n_u + 1;
\]

\[
\text{if } n_u = 1 \text{ then}
\]

\[
\text{start\_time} \leftarrow \text{get\_current\_time}(); \quad // \text{time when first worker of cluster } u \text{ finished computing}
\]

\[
\text{end}
\]

\[
\text{non\_assigned} = \text{non\_assigned} - 1;
\]

\[
\text{if } u = 1 \text{ then}
\]

\[
\text{stop} = (n_1 \geq 2z - 1) \text{ and } \text{get\_current\_time}() - \text{start\_time} \geq \Delta
\]

\[
\text{else}
\]

\[
\text{stop} = (n_u \geq z + 1) \text{ and } \text{get\_current\_time}() - \text{start\_time} \geq \Delta
\]

\[
\text{end}
\]

\[
u = u + 1;
\]

\[
n_u \leftarrow 0;
\]

\[
\text{end}
\]

\[
c = u - 1; \quad // \text{nb of clusters}
\]

\[
n_c = n_c + \text{non\_assigned};
\]

\[
\text{non\_assigned} = 0;
\]

\[
\text{return } c, n_1, \ldots, n_c;
\]