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In the modern scientific literature, there are many reports about the successful application of neural network technologies for solving complex applied problems, in particular, for modeling the urban real estate market. There are neural network models that can perform mass assessment of real estate objects taking into account their construction and operational characteristics. However, these models are static because they do not take into account the changing economic situation over time. Therefore, they quickly become outdated and need frequent updates. In addition, if they are designed for a specific city, they are not suitable for other cities. On the other hand, there are several dynamic models taking into account the overall state of the economy and designed to predict and study the overall price situation in real estate markets. Such dynamic models are not intended for mass real estate appraisals. The aim of this article is to develop a methodology and create a complex model that has the properties of both static and dynamic models. Moreover, our comprehensive model should be suitable for evaluating real estate in many cities at once. This aim is achieved since our model is based on a neural network trained on examples considering both construction and operational characteristics, as well as geographical and environmental characteristics, along with time-changing macroeconomic parameters that describe the economic state of a specific region, country, and the world. A set of examples for training and testing the neural network were formed on the basis of statistical data of real estate markets in a number of Russian cities for the period from 2006 to 2020. Thus, many examples included the data relating to the periods of the economic calm for Russia, along with the periods of crisis, recovery, and growth of the Russian and global economy. Due to this, the model remains relevant with the changes of the international economic situation and it takes into account the specifics of regions. The model proved to be suitable for solving the following tasks: industrial economic analysis, company strategic and operational management, analytical and consulting support of investment, and construction activities of professional market participants. The model can also be used by government agencies authorized to conduct public cadastral assessment for calculating property taxes.

1. Introduction

The authors of many recent publications, for example [1], emphasize that artificial neural networks (ANN) as complex nonlinear systems can take into account an unlimited number of external factors and dynamic interactions. Due to this, an ANN allows for solving multiple complex real problems that could not be solved by other methods. For example, the authors of this article created the world’s first neural network lie detector [2]. The ANN technology ensured a unique diagnostic accuracy of 98 percent due to a comprehensive accounting of psychophysiological parameters of an individual such as personal data and signals coming from the sensors of a polygraph machine. The members of the same author’s team developed a neural network system that helps detectives to investigate crimes, in
particular, to identify people who can be serial maniacs and murderers [3]. This objective cannot be solved by other methods due to the need to analyze a large number of parameters and factors while many of them have an insignificant impact on the diagnostic result. The same authors created a medical system based on neural network technologies [4–6]. Due to a complex mathematical formulation of the problem, this system allows not only for diagnosing cardiovascular diseases, but also for making disease development forecasts for many years to come and for selecting the optimal courses of disease treatment and prevention (https://en.kardionet.ru). One more neural network system developed by the same team has a practical value enabling users to predict the future box office of a movie based on a set of various factors that have both a direct and an indirect impact on the result of forecasting [7]. Equally important in practice is a neural network system that predicts the bankruptcy failure probability and allows you to develop recommendations for preventing such bankruptcies [8]. The book in [9] by the author of this paper provides examples of neural network intelligent systems developed under his leadership and designed to diagnose complex technical devices, the economic position of enterprises, to predict political events, to identify the business and research skills of individuals, etc. Due to their complex formulation of mathematical problems, all these neural network systems enable users not only to diagnose and predict, but also to explore the simulated domains, as well as developing measures for active management of the behavior of these rather complex areas.

As noted by the authors in [1], the cutting-edge capabilities of neural networks make it possible to successfully apply them for modeling complex multifactor nonlinear systems such as a real estate system.

Many authors draw the attention to the great urgency of developing high-precision models for carrying out the mass valuation of real estate markets. For example, [10] presents the results of an analysis of international literature and interviews with statesmen of many countries. This analysis demonstrates that systems of mass valuation and real estate taxation are an important and viable basis for increasing government revenues. The authors of [1, 11–14] also note that high-precision methods of real estate valuation are a useful decision-making tool in the taxation and urban planning sectors. Such methods can be used by investors, buyers, and governments.

As noted in [15], until 1990, five standard recognized methods were mainly used for evaluating real estate such as the comparative method (comparison), contractor’s method (cost method), residual method (development method), profits method (accounts method), and investment method (capitalization/income method).

In the 1990s, some researchers reported about successful attempts to create systems for mass appraisal of real estate objects based on a new mathematical apparatus, artificial neural networks (ANN). Apparently, one of the first papers in this direction was an article [16] published in 1991. Its author, Borst, defined a number of variables for designing an ANN-based model for evaluating New York real estate. He reported that the model can predict the price of real estate with an accuracy of up to 90%. It was a perceptron-type neural network.

In 1991, Tay and Ho in [17] reported on the use of a multilayer perceptron to determine the market price of real estate in Taiwan.

In the same year of 1991, Evans, James, and Collins in [18] reported on the use of neural networks for evaluating residential real estate in England and Wales. After testing several methods, the authors came to the conclusion that the neural network model is best suited for delivering real estate valuations.

In 1992, Do and Grudnitskiy [19] published a report on using a perceptron-type neural network to evaluate US real estate. Based on a test set of 105 houses, the neural network model had twice the accuracy of the predicted values as compared to the analogous regression model.

From the mid-1990s to the present, a series of research publications devoted to the development and application of neural network models for mass appraisal of real estate objects have been published. Many papers [12, 20–32] emphasize the advantages of this advanced technology as compared to regression modeling and other methods of real estate valuation.

Analyzing the papers devoted to neural network modeling of estate markets, it can be noted that few researchers (e.g., [33]) have paid attention to the specific problems of modeling this subject area and to the issues of overcoming these problems. When constructing a neural network system for assessing real estate, the authors in [33] faced the challenge of overcoming the negative impact of statistical outliers on the accuracy of the created models. For the real estate market, they tested a number of methods for detecting outliers such as Tukey’s method, standard deviation method, median method, Z-score method, MAD method, and modified Z-score method. As a result, they concluded that the median method delivers the best results.

Looking ahead, we note that in our work we used an even more effective author’s method for detecting statistical outliers [34] based on the neural network mathematical apparatus.

Summarizing the review of neural network models designed for mass real estate valuation [10, 12, 16–32], let us pay attention to their overall disadvantages:

1. Developed for a specific city, these models cannot be applied to other cities because they do not take into account mesoeconomic factors.

2. All these models quickly become outdated and require frequent updates because they do not take into account the changing economic situation in the world, some specific country, and region over time. Such models can be called static ones. This disadvantage of static models is particularly relevant for developing countries where markets are in the process of development. These markets depend on
time-varying oil prices, the dollar, GDP, stock indexes, government credit policies, and so on.

It should still be noted that there is a series of research papers, for example [1, 35], devoted to the development of economic and mathematical models of real estate markets that consider many macroeconomic parameters. However, these dynamic models are intended exclusively for modeling and studying market dynamics. They are not intended for the mass assessment of apartment prices that have a large variety of static characteristics. The apartment cost indices calculated in such models (the average unit cost of apartments assigned to a square meter) can, of course, be recalculated in the cost of specific apartments taking into account their construction, operational, environmental, and other parameters. However, such a recalculation can only be made using additional methods which are not used for mass appraisal of real estate objects due to their inefficiency. The fact is that the unit prices of apartments of the same type located in the same area and even in the same house may differ. Therefore, a more differentiated approach is required in this case.

Thus, on the one hand, we have a list of static models [10, 12, 16–32], etc., for mass appraisal of real estate objects. However, these models do not take into account the changing economic situation in the world, in the country, and in the region over time. Therefore, these models quickly become outdated and require frequent updates. These models are also not suitable for the medium-term forecasting of real estate markets.

On the other hand, there are dynamic models [1, 35] taking into account the general state of the economy and designed to forecast and investigate the overall price situation in the real estate market. Nevertheless, these models are not intended for mass appraisal of real estate.

In order to overcome these shortcomings, the authors of the article offered to your attention have recently published works [36, 37], in which attempts were made to develop methods for creating complex models that have the properties of both static and dynamic models. These new models take into account both construction and operational characteristics of real estate objects as well as some parameters characterizing the changing economic situation in some region, country, and the world. Due to this, such models have become self-adaptable to time; i.e., they have learned to maintain their predictive capabilities regardless of the changing economic situation over time.

The aim of this paper is to further expand and develop the results of the previous studies [36, 37]. Our goal is to create a model that can be self-adaptive not only to time but also to space.

### 2. Materials and Methods

When creating a model for mass assessment and scenario forecasting of residential real estate markets in Russian cities, geographical, construction, operational, time, and macroeconomic factors were taken into account as input parameters.

The model included the following geographical factors: the city index (1: Moscow; 2: Saint Petersburg; 3: Yekaterinburg; 4: Perm; etc.), the geographical coordinates of a specific apartment house (latitude, longitude) identified using the Yandex service at an address specified, and the level of prestige of the house’s location on the geographical map of the city.

In this set of parameters, the city index, which links the estimated apartment to a specific city, is fundamentally new. The parameter that characterizes the degree of prestige of the house location on the geographical city map is also new. Let us look at this parameter in more detail, since this paper introduces it for the first time.

In order to take into account the house location prestige, professional appraisers often use the distance from a specific house to the city center. Sometimes, parameters that characterize transport accessibility, proximity to metro stations, parking lots, city squares, business and cultural centers, industrial enterprises, public toilets, etc. are considered as well. However, such parameters are subjective. For example, there are cities without some center. There are cities with several centers. Parking lots, squares, and cultural and business centers can vary in terms of their convenience and efficiency.

In this regard, we suggest using the so-called heat maps to assess the location of real estate objects. These heat maps are constructed as follows. In each city, many properties of a similar type are selected, for example, many two-room apartments of approximately the same size sold over a certain period of time. The coordinates of apartments are put on the map, and their market value is shown on the map in different colors. The zones where the most expensive apartments are located are shown in red gradually changing to colder colors as the cost of the apartment decreases. An example of a heat map of Yekaterinburg constructed in this way is shown in Figure 1.

As you can see in Figure 1, Yekaterinburg has four distinct price centers located in different parts of the city.

At the next stage, a mathematical function is constructed that approximates the values of apartment prices shown on the heat map. This function depends on two arguments: the geographical latitude and longitude of the house location. The approximation is performed for each apartment. The value of the approximating function reduced to an interval from 0 to 1 in our method is the level of prestige of the apartment location.

The analysis has shown that the proposed parameter for evaluating the prestige of the real estate object location increases the model accuracy by 3–7 percent.

Below are the construction and operational input parameters of the model: type of house walls (1: block; 2: cinder blocks; 3: wood; 4: monolith; 5: concrete; 6: panel; and 7: brick), rooms, floor, number of floors, total apartment square area, and living area and kitchen area.

The year and season (1: winter; 2: spring; 3: summer; and 4: autumn) on the date of the apartment price estimation were selected as time-factor parameters.

The following macroparameters were selected to characterize the external economic situation in the world,
country, and region: the US dollar exchange rate against the ruble; the price of Brent oil, the country’s GDP; the volume of urban housing construction in the year preceding the assessment; and the volume of mortgage loans issued to city residents in the year preceding the assessment.

The output variable of the model corresponds to the declared market price of the real estate.

The statistical basis for training and testing the neural network was the data of real estate markets in a number of Russian cities for the period from 2006 to 2020. Thus, the training database included data during the periods of the economic calm for Russia (2006), the economic growth (2007–mid-2008), the crisis and turning point of the Russian and world economy (2008–early 2010), the recovery after the crisis (2010–2012), the slowing growth (2013–early 2014), the weakening of the ruble, the introduction of Western sanctions, a sharp drop in oil prices and the ruble against the US dollar, and the financial blockade and no access to the international capital (2014–2020).

The data were collected and processed for 10 Russian cities: Moscow, Saint Petersburg, Nizhny Novgorod, Yekaterinburg, Novosibirsk, Khabarovsk, Rostov-on-Don, Pyatigorsk, Kazan, and Perm. For each city, the data was collected on an average of 30,000 real estate properties.

Thus, the model included all cities that are the centers of Russia’s federal districts.

As said above, a characteristic feature of the real estate market is a large amount of unreliable data called statistical outliers [33]. To search for such outliers, we used the median method recommended by the authors of [33] and the factual-graphical search method [38]. The results were compared to show that the neural network method proposed in [34] is the most effective one. This method is based on the capability of some neural networks to learn poorly from examples which are statistical outliers. For instance, if a perceptron-type neural network with sigmoid activation functions has a small number of hidden layer neurons and there are relatively few outliers in the training set, the neural network usually shows a higher learning error for examples that are statistical outliers as compared to those examples that are not outliers after applying the training procedure.

In our case, a two-layer perceptron with sigmoid activation functions was used to search for outliers. The number of hidden neurons was calculated using the formulas proposed in [34]:

\[ N = N_{\text{min}} + \xi \left( N_{\text{max}} - N_{\text{min}} \right), \]

\[ N_{\text{min}} = \frac{N_y Q}{1 + \log_2(Q)} \left( N_x + N_y \right), \]

\[ N_{\text{max}} = \frac{N_y}{N_x + N_y} \left( \frac{Q}{N_y + 1} \right) \left( N_x + N_y + 1 \right) + N_y. \]

In these formulas, \( N_x \) is the number of neurons in the input layer; \( N_y \) is the number of neurons in the output layer; \( Q \) is the number of elements of the training set; and \( \xi = 0, 1 \) is the empirical coefficient.

In total, about 3.2% of the collected information was discovered and deleted.

The set of examples was divided into the training, testing, and confirming sets as follows: 70 : 20 : 10. The optimal structure of the neural network was a three-layer perceptron with linear input and output neurons, three sigmoid neurons on the first hidden layer, and two sigmoid neurons on the second hidden layer. The neural network was trained using the resilient backpropagation algorithm [39]. According to this algorithm, the correction of the weight coefficients of the neural network was performed using mathematical formulas:

\[ w_{ij} (t + 1) = w_{ij} (t) + \Delta w_{ij} (t), \]

\[ \Delta w_{ij} (t) = -\eta_{ij} (t) \cdot \text{sign} \left( S_{ij} (t) \right), \]

\[ S_{ij} (t) = \frac{\partial \varepsilon (t)}{\partial w_{ij}}, \]

\[ \varepsilon (t) = \frac{1}{2} \sum_{i=1}^{L} \left( d(t) - y(t) \right)^2, \]

\[ \eta_{ij} (t) = \begin{cases} 1, & \text{if } S_{ij} (t) \times S_{ij} (t - 1) > 0, \\ 0, & \text{if } S_{ij} (t) \times S_{ij} (t - 1) < 0, \\ \eta_{ij} (t - 1), & \text{if } S_{ij} (t) \times S_{ij} (t - 1) = 0. \end{cases} \]

In these formulas, \( t \) is the iteration number (number of the training epochs); \( w_{ij} (t + 1) \) is the weight coefficient of the neural network in the new training epoch; \( w_{ij} (t) \) is the weight coefficient of the neural network in the previous training epoch; \( d(t) \) and \( y(t) \) are the required and resulting perceptron output signals; and \( \eta_{ij} (t) \) is the learning rate coefficient.

To assess the quality of the neural network, we used the standard-square relative error calculated using the following formula:
in which \( N \) is the number of sample elements, \( d_n \) is the declared cost of the \( n \)-th apartment, and \( y_n \) is its cost estimated using a neural network.

The error of the neural network calculated by formula (3) on the training set was 5.2% and 6.2% for the test set and 6.3% for the confirmation set.

In order to visualize the error of the resulting neural network model, Figure 2 shows a histogram built on a fragment of the test set, showing the difference between the actual and projected models of the cost of apartments.

It is important to note that the data about the parameters of the test set and confirmation set were not used in training the neural network; i.e., the neural network has never “seen” them. Based on the results obtained using formula (3) and shown in Figure 2, we can conclude that the trained neural network has learned to predict the cost of apartments with an acceptable degree of accuracy. The neural network has mastered the laws of the simulated subject area and is adequate to it. This means that the neural network behaves in the same way as the simulated subject area would behave in a given situation. Therefore, the neural network can be used both for the mass appraisal of apartment prices and for studying the patterns of real estate markets in Russian cities by performing scenario forecasts. In other words, virtual computer experiments can be performed on a neural network model.

3. Results and Discussion

Studies of the behavior of urban real estate markets were conducted on the example of five virtual apartments, which differ in the number of rooms and square area as shown in Table 1.

It is assumed that the virtual house where the virtual apartments are located is originally located in the central part of Moscow and has the following geographical coordinates: the latitude is 55.75211 degrees; the longitude is 37.59398 degrees. The prestige level in this part of the city is 0.95. The house has brick walls. The apartments are located on the 10th floor. The number of floors in the apartment house is 16. The year of evaluation of apartments is 2020; the season is winter. At the time of the assessment, the US dollar exchange rate was 63.62 Russia roubles; the price of Brent oil is 3,530 roubles per barrel; Russia’s GDP is 109,361 billion roubles. In the year preceding the assessment, the volume of the housing construction in Moscow amounted to 5,025 thousand square meters, and the volume of mortgage lending was 389,842 billion roubles. This set of parameters describing the geographical location of the house, its construction data, and the time of assessment and the corresponding economic situation in the world, country, and region is summarized in Table 2.

The results of the evaluation of the five apartments selected for experiments are presented graphically as a group of five columns placed on the left in Figure 3. To the right, the same figure shows the results of evaluating the same apartments located in the same virtual house when the house is virtual moved to the central part of St. Petersburg and then to the central parts of Yekaterinburg and Perm. In a computational experiment, virtual house relocation is performed by replacing the values of the model’s input parameters shown in Table 2 with the values of the input parameters shown in Table 3 and then in Tables 4 and 5 for Saint Petersburg, Yekaterinburg, and Perm, respectively.

As you can see in Figure 3, in all cities, apartment prices fall with a decrease in the number of rooms (square). The difference in the cost of a five-room apartment and a similar five-room Perm apartment is 196 percent. For four-room apartments, this difference is 263 per cent, for three-room apartments it is 270 per cent, for two-room apartments it is 267 percent, and for one-room apartments it is 250 percent.

Discussing the results of scenario forecasting presented in Figure 3, we note that they, in general, correctly reflect the specifics of the cities selected for the research. Moscow is the capital of the Russian Federation with a population of 12.5 million people (according to the 2019 data). In terms of wealth, income, investment, and other indicators, Moscow is significantly superior to all other cities in Russia. Saint Petersburg is the second largest city in the Russian Federation with a population of 5.4 million people. Yekaterinburg and Perm are lesser administrative and commercial and industrial centers with a population of 1.5 million people and 1.0 million people, respectively. Therefore, the cost of apartments in these cities is much lower than that in Moscow.

The next series of computer experiments is shown in Figures 4–7. Figure 4 shows the change in the cost of all five Moscow apartments with a virtual increase in their total square area while simultaneously increasing the proportion of living space and kitchen area. At the bottom of the same figure, it is shown how the unit cost per square meter of the total area of the apartments under consideration changes. As you can see from the picture, the cost of all five apartments increases with an increase in their square. However, the unit cost per square meter of apartment space is subject to slightly different laws. As can be seen from the lower graph of Figure 4, the highest specific cost per square meter in Moscow has a one-room apartment of minimum size–16 sq. m. It is also seen that the maximum cost of a two-room apartment is achieved with its area of 90 sq. m., that of three-room apartment is 100 sq. m., that of four-room apartment is 110 sq. m., and that of five-room apartment is 120 sq. m.

This interesting experimental fact seems to make sense for business representatives involved in planning housing construction in Moscow and should be taken into account in this respect.

Analyzing the following figures (Figures 5–7), which show the results of similar computational experiments related to St. Petersburg (parameters of Table 3), Yekaterinburg (Table 4), and Perm (Table 5), we can see that, for all these cities, a one-room apartment with a square area of 16 sq.m. is still a winner from the point of view of the developer. The cost per square meter of its square area is still the maximum.
Table 1: Input parameters of the model that characterize the apartments under consideration.

| Apartment number | Number of rooms | Total square, sq. m | Living square, sq. m | Kitchen square, sq. m |
|------------------|----------------|--------------------|---------------------|----------------------|
| 1                | 1              | 30                 | 18                  | 6                    |
| 2                | 2              | 55                 | 32                  | 9                    |
| 3                | 3              | 80                 | 50                  | 12                   |
| 4                | 4              | 106                | 70                  | 14                   |
| 5                | 5              | 145                | 75                  | 16                   |

Table 2: Input parameters of the model that characterize a house in Moscow, its geographical location, evaluation time, and the corresponding economic situation in the world, country, and region.

| Parameter                                                   | Value                        |
|------------------------------------------------------------|------------------------------|
| City index                                                 | 1                            |
| Latitude                                                   | 55.75211 degrees             |
| Longitude                                                  | 37.59398 degrees             |
| Prestige level                                             | 0.95                         |
| Type of house walls                                        | 7                            |
| Floor                                                      | 10                           |
| Number of floors in the house                              | 16                           |
| Season                                                     | 1                            |
| Dollar rate                                                | 63.62 roubles                 |
| Brent oil price                                            | 3,530 roubles                 |
| GDP                                                        | 109,361 billion roubles       |
| Housing construction in the year preceding the assessment  | 5,025 thousand square meters |
| Mortgage loans in the previous year                        | 389,842 billion roubles       |

Figure 2: Neural network testing results: comparison of declared (actual) and estimated apartment values using the neural network.

Figure 3: Results of computer experiments on virtual relocation of a residential building from Moscow to St. Petersburg, Yekaterinburg, and Perm.
It can also be noted that, in the conditions of the city of St. Petersburg, the cost of one square meter of two-, three-, four- and five-room apartments does not depend much on their total square area and differs by no more than 25 percent. For Yekaterinburg and Perm, this difference is significantly greater and reaches 50 percent. For these two cities, the two-room apartments with the highest cost of square meter are the apartments with a total square area of 30 square meters. Among three-room apartments, the highest price is for apartment of 110 square meters; among
four-room apartments the highest price is 130 sq. m.; and among five-room apartments it is 150 sq. m.

This experimental fact is of practical interest to developers in Yekaterinburg and Perm.

As already mentioned, the results of our research can be useful in the design of urban housing construction. However, it should be emphasized that the presented analysis was performed only for some urban apartments in the Russian Federation and only for the houses located in the central districts of Moscow, St. Petersburg, Yekaterinburg, and Perm. Naturally, the results will be different for apartments demonstrating different characteristics and locations in other cities. However, they can be obtained using the proposed neural network model which can be accessed by the following link: http://myann.uk.host1381882.serv68.hostland.pro/en.html.

The next series of computer experiments, the results of which are presented in Figure 8, is devoted to the study of the impact of mortgage lending on the cost of residential real estate in the four cities of the Russian Federation considered above. These experiments were performed by virtually increasing of the input parameter “mortgage loans in the year preceding the assessment” when observing the output parameter of the model, i.e., when observing the projected cost

![Graph](image_url)
of apartments. All other input parameters of the model, shown in Tables 1–5, remained unchanged.

As can be seen in Figure 8, the virtual increase in mortgage lending in all cities demonstrates an increase in the cost of all types of apartments. However, the nature and rate of growth of their cost in different cities differ significantly. So, according to the figure, the increase in the volume of mortgage lending by 20% in Moscow leads to an increase in the cost of a five-room apartment by 4%, four-room apartment by 15%, three-room apartment by 37%, two-room apartment by 55%, and one-room apartment by 58%. In Yekaterinburg and Perm, the increase in mortgage lending will have virtually no effect on the cost of the apartments under consideration.

Based on these forecasts, we can conclude that, in Moscow, there is an urgent need for residents with relatively low incomes to purchase apartments. Having purchased mortgage loans, they will massively buy cheap apartments, thus raising the demand and prices. The presence of the described demand in Moscow is a consequence of the process of mass migration of the young part of the working-age population of Russia to its capital.

Figure 9 shows the results of scenario forecasting of the impact of the country’s GDP on the housing market of the cities under consideration. As can be seen from the figure, projected apartment values increase with the GDP growth,
with the lowest growth rate observed in Moscow and the highest growth rate observed in Perm.

Figure 10 shows the results of scenario forecasting of the housing market in Russian cities in the event of a change in the exchange rate of the US dollar against the Russian ruble. As you can see in the figure, the behavior of the curves differs slightly for different cities. However, in all cases, fluctuations in the US dollar exchange rate slightly affect the apartment values of Russian cities.

If the apartment values are not expressed in the national currency and converted to US dollars, the picture is completely different. The apartment values fall with the growth of the US dollar as shown in Figure 11. Besides, as the US dollar exchange rate increases, the rate of falling apartment prices gradually slows down, which is especially noticeable in the case of one-room, two-room, and three-room apartments.

Summing up the discussions on the results of virtual experiments shown in Figures 3–11, it should be noted that for...
the revealed peculiarities of the behavior of real estate markets do not always manage to give simple explanations, especially to confirm their reliability through natural experiments. However, it can be stated that the discovered regularities do not cause any objections from the expert practitioners. In addition, the relatively low mathematical error of the neural network calculated by formula (3), as well as the verification of the results of the neural network model on the test set (see Figure 1), confirms the real existence of the revealed regularities.

It should be added that in the practice of neural network modeling (e.g., [2–9]) the author’s team repeatedly revealed regularities of different subject areas and made predictions that were explained and experimentally confirmed only some time after the publication of the results.
Figure 8: Forecast of the dependence of apartment costs in Russian cities on the volume of mortgage lending. (a) Moscow, (b) Saint Petersburg, (c) Yekaterinburg, and (d) Perm.

Figure 9: Continued.
The cost of apartments, million rubles

- 5-room apartment
- 4-room apartment
- 3-room apartment
- 2-room apartment
- 1-room apartment

(a) Moscow, (b) Saint Petersburg, (c) Yekaterinburg, and (d) Perm.

Figure 9: Forecast of the dependence of apartment costs in Russian cities on the country’s GDP.
Figure 10: Scenario forecast of the dependence of apartment costs in Russian cities on the exchange rate of the US dollar against the Russian ruble. (a) Moscow, (b) Saint Petersburg, (c) Yekaterinburg, and (d) Perm.

Figure 11: Continued.
4. Conclusion

A method is proposed, and a comprehensive economic-mathematical model is developed for the mass appraisal of residential real estate in Russian cities, taking into account their geographical location, construction, and operational parameters and economic parameters that change over time, characterizing the economy in the region, country, and the world. A distinctive feature of the model is the capability of applying to many cities at once, as well as the capability of self-adapting to the constantly changing economic situation, which eliminates the need for updating the model frequently. This is the scientific novelty and the competitive advantage of the approach we are developing.

The model-based scenario forecasting of the Russian urban real estate markets has shown that the market value of various apartments located in different cities reacts differently to virtual changes in their area, the volume of mortgage lending in the regions, the country’s GDP, and the changes in the exchange rate of the US dollar against the local currency.

The model can be useful for government agencies involved in managing the urban real estate market and property tax issues and for construction companies enabling them to perform market forecasts and optimize their construction business. In the future, it is planned to expand the scope of the model to other cities and other countries.

Data Availability

Data for training neural networks was collected from various open sources, for example, https://upn.ru/newspaper.htm. Neural networks were generated, optimized, trained, and tested using software found in [40]. This software is created by the authors of this article. This software is freely downloadable as part of laboratory works from the website http://www.LbAi.ru. The results of the real estate market research presented in Figures 3–11 can be obtained by contacting our service: http://myann.uk.host1381882.serv68.hostland.pro/en.html. In addition, the reader can use this service to evaluate the value of the apartment of interest, as well as performing additional research on the behavior of real estate markets, similar to those shown in Figures 3–11.
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