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Simulation of Reflected Brownian motion on two dimensional wedges

Pierre Bras* and Arturo Kohatsu-Higa†

Abstract

We study a correlated Brownian motion in two dimensions, which is reflected, stopped or killed in a wedge represented as the intersection of two half spaces. First, we provide explicit density formulas, hinted by the method of images. These explicit expressions rely on infinite oscillating sums of Bessel functions and may demand computationally costly procedures.

We propose suitable recursive algorithms for the simulation of the laws of reflected and stopped Brownian motion which are based on generalizations of the reflection principle in two dimensions. We study and give bounds for the complexity of the proposed algorithms.
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1 Introduction

The objective of the present article is to provide exact formulas and algorithms for the simulation of a normally reflected two-dimensional Brownian motion starting at $x_0 \in \mathbb{R}^2$.

The reflected process is denoted by $X \equiv (X_t)_{t \in [0,T]}$ and the domain of reflection is a wedge $D$, i.e. a subset of $\mathbb{R}^2$ delimited by two (non parallel) lines, so as to give Monte Carlo methods for the estimation of $\mathbb{E}^{x_0}[f(X_T)]$, where $f : D \to \mathbb{R}$ is a measurable function such that $f(X_T) \in L^1$ and $T > 0$ is the finite time horizon. Our first goal is to obtain an explicit formula for the density of $X_t$ (see Theorem 3). Unfortunately, this formula involves oscillating infinite sums of Bessel functions. Instead of directly computing these sums, we propose an alternative simulation method which uses an extension of the reflection principle in two dimensions for a particular type of wedges with angle $\pi/m$, $m \in \mathbb{N}$. As a first step, we obtain a simulation method for $\mathbb{E}^{x_0}[f(W_T \wedge \tau)]$, where $W = (W_t)_{t \geq 0}$ is a two-dimensional Brownian motion and $\tau$ stands for the first time the process $W$ touches the boundary of the wedge $D$. Applying the methodology for the stopped process recursively one obtains an algorithm for the reflected process $X$. The algorithms we present here rely on an idea which has links to the rectangle method [DL06]: we include a smaller wedge of angle $\pi/m$ inside the first wedge and simulate the exit from the smaller wedge.

The algorithm for the simulation of the stopped process improves the method proposed in [Met09]. In the reflected case, we prove that although some lower moments are finite, the average number of simulations for this method is infinite. This effect is created due to the large number of reflections that may happen if the process enters the corner of the wedge. We then propose a modified approximation scheme which takes into account the asymptotic behaviour of the density near the corner. With this modification, we show that the expected number of iterations of the algorithm is finite and measure the error of approximation in total variation distance. We then give adaptations of our algorithms to more general Itô processes reflected in a wedge.

The expression of the density of the stopped Brownian motion in a wedge of $\mathbb{R}^2$ has been obtained in [Iye85] using the method of images. However, the author does not provide full arguments for the verification of the initial condition and some exchanges of infinite summation and integrations are not fully explained. For the history of the expression of the density of the stopped Brownian motion on a wedge, see [BnS97].
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In [CBM15] and [Met10] the authors correct some mistakes in formulas appearing in [Iye85] and give formulas for a number of other random variables related to the stopped Brownian motion in two dimensions with general correlation coefficients, such as the survival probability and the first-passage time distribution. However, formulas from [Iye85] and [Met10] are not directly applicable to simulation algorithms of stopped processes, as they involve infinite sums and Bessel functions. [Met09, Section 2] gives an approximate simulation algorithm using the semi-analytic expression of the density established in [Iye85]. But this method implies the approximation of an infinite sum of Bessel functions and it leads to bias when simulating the stopping time $\tau$.

More recent papers ([EFW13], [BSCD13]) extend the results of [Iye85] and [Met10] to three dimensions and give algorithms and density formulas for the stopped Brownian motion in three dimensions, using the method of images in $\mathbb{R}^3$. These algorithms which point towards the possibility of larger dimension extensions are however limited to some specific values of correlation. In [KLR18], the authors use the spectral decomposition method which applies in a larger generality but still relies on efficient computational methods for eigenvalue calculations and truncations of infinite sums. These references concentrate on the stopped Brownian motion case and there is no discussion about the simulation of reflected Brownian motion in wedges.

Simulation algorithms for the reflected Brownian motion have been only partly studied, although they share similarities with the stopped case. Simulation algorithms for quantities related to reflected Brownian motion on an orthant in multi-dimensions can be found in [BM18] and [BC15]. They do not use the method of images, but the characterization through the Skorokhod problem and the so-called $\varepsilon$-strong methodology which relies on the regularity of the reflection functional. Still, the method proposed has a theoretically infinite mean running time.

Other approximations methods which are closer to random walk versions of the reflected Brownian motion on tile domains are studied in [Dub04] and [Kag07]. Furthermore, other simulations methods for reflected Brownian motion which do not cover the case of the wedge can be found in [CPS98], [BGT04], [BC08] and [BST10] the references therein.

The reflected Brownian motion and more generally reflected processes have applications in finance (for example, in stochastic models where the process, which can model an interest rates, is constrained to be non-negative [Ha09] or has other constraints like barriers such as in [IKP13]); in queueing models [GNR86], etc. In particular, in the recent years there has been a lot of developments concerning the study of stationary measures of reflected Brownian motion such as [DM09] which is slightly related to the ideas which we use here to construct a simulation method on a wedge. For a review, on this topic and the relationship with queuing theory see e.g. [Die10].

Considering the particular case of a wedge may open the way to new simulation algorithms for reflected processes adapted to non-smooth domains with corner points in two or more dimensions (see Section C).

The paper is organized as follows. In Section 3 we state the framework of the problem, giving a parametrization of the wedge in $\mathbb{R}^2$. We also give the formula for the density of the stopped Brownian motion in a wedge of angle $\alpha \in (0, 2\pi)$. The density of the stopped Brownian motion had already been obtained in [Iye85]. A more general case is studied in [BnS97] which provides a detailed history and a full proof that the density formula is the fundamental solution of the associated partial differential equation.

In Section 4, we provide the density of the reflected Brownian motion on the wedge. First, we use the method of images in a special type of wedges as it serves to understand how one induces the density of the reflected Brownian motion in the general case. In the Appendix we include the proof in the reflected case on more general cones following [BnS97].

In Section 5, we give explicit algorithms for the simulation of the stopped and reflected Brownian motions. To do so, we first derive from [Met10] and the formulas proved in Section 4 expressions of densities of the exit time and exit point from the wedge. Then, we give an algorithm for the simulation of the stopped Brownian motion using the explicit expressions in the case $\alpha = \pi/m$. The simulation algorithm is based on the simulation of a random sequence of stopped Brownian motion processes on domains with angle $\alpha = \pi/m$. This first algorithm is useful for the simulation of reflected Brownian motion, but it also has its own interest. Then we give the simulation algorithm for the reflected Brownian motion with unit diffusion matrix.

In Section 6, we study the mean number of iterations of the algorithm to finish, denoted $E[N]$. For the stopped Brownian motion, $E[N]$ is bounded above by a constant. The reflected case is more difficult to deal with. In this case, $N$ is equal to the number of times a Brownian motion goes from one frontier of a wedge to another. We first give theoretical bounds for $E[N]$ and prove that although the number of iterations is almost surely finite, $E[N]$ is infinite, which is due to the events when the Brownian motion comes close to the origin. We then propose a modification of the algorithm: we stop the algorithm when the Brownian motion comes too close
to the origin, measured by a parameter \( \varepsilon \) and use an approximation of the density of the reflected Brownian motion close to the origin, induced by the density formula in Section 4. We then prove that for the modified algorithm, \( E[N] \) has an upper bound which grows as \( \varepsilon^{1-p} \) for all \( p \in (1, 2) \), and that the error of approximation is of order \( \varepsilon \).

In Section 7, we show how the algorithms can directly be applied for the simulation of the reflected and stopped Brownian motions with non-zero drift. Then we give an algorithm for the simulation of a class of Itô diffusion processes, reflected or stopped in a wedge in \( \mathbb{R}^2 \). This algorithm is in fact a direct application of the precedent algorithms, combined with an Euler-Maruyama scheme.

Finally, in Section 8, we perform Monte Carlo simulations for the estimation of reflected and stopped Brownian motions and Itô processes. We show that the bias in the algorithm from [Met09] can be significant compared to the origin, measured by a parameter \( \varepsilon \).

The authors would like to express thanks to the anonymous referee which provided references [BnS97] and [DM09] which improved the results and shortened the proof of Theorem 3.
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Finally, in Section 8, we perform Monte Carlo simulations for the estimation of reflected and stopped Brownian motions and Itô processes. We show that the bias in the algorithm from [Met09] can be significant compared to the origin, measured by a parameter \( \varepsilon \).

If \( W_t \geq \delta \) is a standard one-dimensional Brownian motion starting from zero. The index of the Bessel process is defined as \( \nu = \frac{\delta}{2} - 1 \). For a general reference to these matters we refer to [JYC09, Section 6].
3 Setting of the problem

Let \( a \in \mathbb{R} \cup \{\pm\} \) and consider the subset \( D \subset \mathbb{R}^2 \) defined by one of the four following cartesian equations:

\[
D = \begin{cases} 
\{ (x, y) \in \mathbb{R}^2, \ y \geq 0 \text{ and } y \leq ax \} & \text{with } a > 0, \\
\{ (x, y) \in \mathbb{R}^2, \ y \geq 0 \text{ and } y \geq ax \} & \text{with } a < 0, \\
\{ (x, y) \in \mathbb{R}^2, \ y \geq 0 \text{ or } y \geq ax \} & \text{with } a > 0, \\
\{ (x, y) \in \mathbb{R}^2, \ y \geq 0 \text{ or } y \leq ax \} & \text{with } a < 0.
\end{cases}
\]

(3.1)

The set \( D \) is called a wedge\(^1\). The angle of the wedge is denoted by \( \alpha \) and chosen such that \( \alpha \in (0, 2\pi) \). An example is given in Figure 3.1. We write the wedge \( D \) in polar coordinates as follows:

\[
D = \{ (r \cos(\theta), r \sin(\theta)) \mid r \in \mathbb{R}^+, \ \theta \in [0, \alpha] \}.
\]

We define its boundary as \( \partial D = \partial D^- \cup \partial D^+ \), where

\[
\partial D^- := \{ (x, y) \in D, y = 0 \} = \{ (r \cos(\theta), r \sin(\theta)) \mid r \in \mathbb{R}^+, \ \theta = 0 \}, \\
\partial D^+ := \{ (x, y) \in D, y = ax \} = \{ (r \cos(\theta), r \sin(\theta)) \mid r \in \mathbb{R}^+, \ \theta = \alpha \}.
\]

In general, we use the notation \( D = (\alpha) \) to denote a wedge which boundary is determined by the rays \( \partial D^\pm \). In a similar way, we also generalize this notation to a general wedge which boundaries are determined by the rays at the angles \( 0 \leq \alpha < \beta < 2\pi \) as \( V = (\alpha, \beta) \).

We use the following stopping times:

\[
\tau = \inf \{ t > 0, W_t \in \partial D \}, \\
\tau^\pm = \inf \{ t > 0, W_t \in \partial D^\pm \}.
\]

As in [Met10], we parametrize the covariance matrix of \( W \) via its Cholesky decomposition and write \( \Sigma = \sigma \sigma^T \) with

\[
\sigma = \begin{pmatrix} \sigma_1 \sqrt{1 - \rho^2} & \sigma_1 \rho \\ 0 & \sigma_2 \end{pmatrix},
\]

where \( \rho \in (-1, 1) \) and \( \sigma_1, \sigma_2 \geq 0 \). Then assuming that \( \sigma \) is invertible, we consider the process \( W' := \sigma^{-1} W \), which is a standard two-dimensional Brownian motion with independent components. Furthermore, using the explicit formula for the inverse matrix, we deduce that

\[
W^2 = 0 \iff W'^2 = 0, \\
W^2 = aW' \iff \begin{cases} W'^2 = \frac{a \sigma_1 \sqrt{1 - \rho^2}}{\sigma_2 - a \sigma_1 \rho} W'^1 & \text{if } \sigma_2 - a \sigma_1 \rho \neq 0, \\
W'^1 = 0 & \text{if } \sigma_2 - a \sigma_1 \rho = 0.
\end{cases}
\]

\(^1\)The cases where \( a = 0 \) are not considered here because they lead to cases where the problem can be simplified to a one dimensional problem.
In the case that \( \sigma_2 - a\sigma_1 \rho = 0 \), then the problem reduces to two independent one-dimensional Brownian motions being reflected or stopped in the first quadrant, and therefore the problem can be reduced to using two independent reflected or stopped Brownian motions in one dimension. For explicit formulas, see (4.2) and (4.1). Thus in the following we assume that \( \sigma_2 - a\sigma_1 \rho \neq 0 \). So \( \tau^- \) is the first passage time of \( W' \) through the horizontal axis and \( \tau^+ \) is the time of the first passage of \( W' \) through the line \( y = a'x \), where

\[
a' = \frac{a\sigma_1 \sqrt{1 - \rho^2}}{\sigma_2 - a\sigma_1 \rho},
\]

so that \( \tau = \tau^- \land \tau^+ \) is the exit time of \( W' \) from the wedge \( D' = \langle \alpha' \rangle \), where \( \alpha' \) is defined as \( \arctan(a') \) or \( \pi + \arctan(a') \) or \( 2\pi + \arctan(a) \) depending on the cases. The process \( W' \) starts at \( x_0' = \sigma^{-1} \cdot x_0 \). The possible cases are summed up in Table 3.2.

After the above transformation the original wedge is transformed into a new one according to this table. Therefore mutatis-mutandis, we shall omit the primes in the notation and without loss of generality we directly assume that the process \( W \) has the correlation matrix \( \Sigma = I_2 \) and the wedge is given as in (3.1) with angle \( \alpha \).

In some results, we assume that the angle of the wedge satisfies the condition:

\[
\alpha = \frac{\pi}{m},
\]

for some \( m \in \mathbb{N} \). We define adjacent wedges as follows. For \( k = 0, 1, ..., 2m - 1 \), let

\[
D_k := \{(r \cos(\theta), r \sin(\theta)) : r \in [0, +\infty), \theta \in [k\alpha, (k + 1)\alpha]\}.
\]

We remark that \( D_0 = D \) and that \( \mathbb{R}^2 = \bigcup_{k=0}^{2m-1} D_k \). We also define the transformation \( T_k \):

\[
T_k : D_0 \rightarrow D_k
\]

\[
T_k((r \cos \theta, r \sin \theta)) := (r \cos(\theta_k), r \sin(\theta_k))
\]

\[
\theta_k := \begin{cases} (k + 1)\alpha - \theta; & k \text{ odd}, \\ k\alpha + \theta; & k \text{ even}. \end{cases}
\]

From the definition, it follows that \( T_k \) is an isometric bijection between \( D_0 \) and \( D_k \). This setting is represented in Figure 3.3.

The density of the killed Brownian motion and some related random quantities appear in [Met10]. We first quote the explicit density result for killed Brownian motion which is fully proven in [BnS97, Lemma 1] for generalized multidimensional cones.
Theorem 1 (Killed case). Assume that $\mathcal{D} = \langle \pi/m \rangle$ for some $m \in \mathbb{N}$. Then we have the following formula for the density of killed Brownian motion on the wedge $\mathcal{D}$:

$$\forall t > 0, x, y \in \mathcal{D}, \mathbb{P}^x(W_t \in dy, \tau > t) = \frac{1}{2\pi} \sum_{k=0}^{2m-1} (-1)^k e^{-\frac{|x - Ty|^2}{2t}} dy. \tag{3.3}$$

In general, let $\alpha \in (0, 2\pi)$, $\mathcal{D} = \langle \alpha \rangle$ and $x = (r_0 \cos(\theta_0), r_0 \sin(\theta_0)) \in \mathcal{D}$. Then for any $y = (r \cos(\theta), r \sin(\theta)) \in \mathcal{D}$, the density of the killed Brownian motion on the wedge $\mathcal{D}$ is given by

$$\mathbb{P}^x(W_t \in dy, \tau > t) = \frac{2r}{t\alpha} e^{-\frac{r^2 + r_0^2}{2t}} \sum_{n=1}^{\infty} I_{n\pi/\alpha} \left( \frac{rr_0}{t} \right) \sin \left( \frac{n\pi\theta}{\alpha} \right) \sin \left( \frac{n\pi\theta_0}{\alpha} \right) drd\theta. \tag{3.4}$$

4 Analytic formulas for the density of the reflected process

In this section, we give explicit expressions for the densities of the reflected Brownian motion. Before doing this, we review the one-dimensional case which will also help explain the motivation for the simulation methods to be introduced later. The one-dimensional case can be treated using the classic reflection principle, which directly gives the density of the killed and reflected Brownian motions. In the one-dimensional case, we can assume that $\mathcal{D} = [0, +\infty)$ and that $\Sigma = 1$. Then for all non-negative measurable functions $f : \mathcal{D} \to \mathbb{R}$ and $x_0 \geq 0$,

$$\mathbb{E}^{x_0}[f(W_T)1_{T > t}] = \mathbb{E}^{x_0} \left[ f(W_T)1_{W_T > 0} \left( 1 - e^{-x_0(W_T) + W_T} \right) \right]. \tag{4.1}$$

$$\mathbb{E}^{x_0}[f(X_T)] = \mathbb{E}^{x_0} \left[ f(W_T)1_{W_T > 0} \left( 1 + e^{-x_0(W_T) + W_T} \right) \right]. \tag{4.2}$$

The above formulas show that the simulation of the killed and reflected Brownian motions in the one-dimensional case can be easily performed using changes of measures on the original unrestricted Brownian motion.

The proof in the reflected case in $\mathbb{R}^2$ shares common arguments with the killed case. Throughout these arguments, one uses results from classical theory of partial differential equations on wedges. For a general reference on this topic, we refer the reader to [LSU68, chapter IV] and [KZ16] where one can find existence and uniqueness results for the partial differential equations that are related to the problems in this article.

Definition 2. We define the normal reflection process of a continuous adapted stochastic process $\xi$ on the subset $\mathcal{D}$, as the unique solution $(X_t, L_t)_{t \geq 0}$ of the following problem (see for example [Pil14]):

1. $X_t = \xi_t + L_t$, where $L = (L_t)_{t \geq 0}$ is some adapted process.
2. $\forall t \geq 0, X_t \in \mathcal{D}$.
3. $L$ is a continuous process of bounded variation and $L_0 = 0$. 

Figure 3.3: Partition of $\mathbb{R}^2$ using $\{\mathcal{D}_k\}_k$
Theorem 3 (Reflected case). Assume that \( D = \langle \pi/m \rangle \) for some \( m \in \mathbb{N} \). Then we have the following formulas for the density of the reflected Brownian motion on the wedge \( D = \langle \pi/m \rangle \):

\[
\mathbb{P}^x(X_t \in dy) = \frac{1}{2\pi t} \sum_{k=0}^{2m-1} e^{-\frac{|x-r\theta|^2}{2t}} dy. \tag{4.3}
\]

In the general case for \( \alpha \in (0, 2\pi) \), \( D = \langle \alpha \rangle \) and \( x = (r_0 \cos(\theta_0), r_0 \sin(\theta_0)) \in D \) we have that for any \( y = (r \cos(\theta), r \sin(\theta)) \in D \), the density of the reflected Brownian motion on the wedge \( D = \langle \alpha \rangle \) is given by

\[
\mathbb{P}^x(X_t \in dy) = \frac{2r}{t\alpha} e^{-\frac{r^2+r_0^2}{2t}} \left( \frac{1}{2} I_0 \left( \frac{rr_0}{t} \right) + \sum_{n=1}^{\infty} I_n \pi/\alpha \left( \frac{rr_0}{t} \right) \cos \left( \frac{n\pi \theta}{\alpha} \right) \cos \left( \frac{n\pi \theta_0}{\alpha} \right) \right) dr d\theta. \tag{4.4}
\]

The proof of the above theorem is given in B. The idea of using the simple case \( D = \langle \pi/m \rangle \) to infer a general result appears in the literature of the image method. It has been used in a non-trivial way in order to deduce stationary measures for reflected processes (see e.g. [DM09]). A formula similar to (4.4) appears in [CJ59, page 379 (8)], which is proved using Laplace transform inversion methods. We have decided to include a proof which uses the image method because it gives some intuition on the simulations methods to be introduced later.

5 Exact simulation algorithms

Theorems 1 and 3 give formulas that can be directly used to simulate the final values of the reflected and stopped processes in the case that the wedge angle is \( \alpha = \pi/m \) (see Sections 5.2 and 5.3). However, direct algorithms that arise due to these results demand the use of approximations and larger computational time in general. Instead, we investigate an alternative simulation method using the tractable case \( \alpha = \pi/m \) and give algorithms for the exact simulation of the reflected and stopped processes in any wedge.

5.1 Formulas for the simulation of \((\tau, W_\tau)\) in the case \( \alpha = \pi/m \)

Before providing the simulation method, we give a formula that will be the key to provide a simplified simulation method which avoids the calculation of Bessel functions.

Theorem 4. Let \( \mathcal{V} = \langle \alpha^-, \alpha^+ \rangle \) and assume that \( \alpha^+ - \alpha^- = \pi/m =: \alpha \) for some \( m \in \mathbb{N} \) and let \( \tau \) be the hitting time on the wedge \( \mathcal{V} \) for \( W \) which starts at \( x_0 = (r_0 \cos(\theta_0), r_0 \sin(\theta_0)) \in \mathcal{V} \); then

\[
\mathbb{P}^{x_0}(\tau \in dt, W_\tau \in dy^+) = \frac{r_0}{2\pi t^2} e^{-\frac{r^2+r_0^2}{2t}} \sum_{k=0}^{m-1} \sin \left( \gamma^+_k \right) e^{\frac{rr_0}{t}} \cos \left( \gamma^+_k \right) dr dt, \tag{5.1}
\]

where \( y^+ = (r \cos(\alpha^+), r \sin(\alpha^+)) \in \partial \mathcal{V}^\pm \). We use the notation

\[
\gamma^+_k := \pm \alpha \pm \frac{2k \pi}{m} + \theta_0. \tag{5.2}
\]
Likewise, we obtain a similar formula for the case $y$.

Theorem 3 with Corollary 16 in the Appendix), we obtain for $\gamma \in \mathbb{D}$:

$$
\mathbb{P}^{x_0}(\tau \in dt, W_\tau \in dy) = \frac{\pi}{\alpha^2 \tau} e^{-\frac{r^2 + \tau^2}{2\tau}} \sum_{n=1}^{\infty} n \sin \left( \frac{n\pi \theta_0}{\alpha} \right) I_{n\pi/\alpha} \left( \frac{\tau r_0}{t} \right) dr dt.
$$

(5.3)

Using (3.4) and switching the order of derivation and integration, which can be justified (see the proof of Theorem 3 with Corollary 16 in the Appendix), we obtain for $y \in \partial \mathbb{D}^-$:

$$
\mathbb{P}^{x_0}(\tau \in dt, W_\tau \in dy) = \frac{1}{2\tau^2} \left[ \frac{\partial}{\partial \theta} \right]_{\theta=0} \mathbb{P}^{x_0}(\tau > t, W_\tau \in d(\cos(\theta), \sin(\theta))).
$$

So that in the case $\alpha = \pi/m$, using (3.3) in polar coordinates and the definition of $\theta_k$:

$$
\mathbb{P}^{x_0}(\tau \in dt, W_\tau \in dy) = \frac{1}{2\tau^2} \left[ \frac{\partial}{\partial \theta} \right]_{\theta=0} \mathbb{P}^{x_0}(\tau > t, W_\tau \in d(\cos(\theta), \sin(\theta))).
$$

(5.4)

Likewise, we obtain a similar formula for the case $y \in \partial \mathbb{D}^+$.

From here, we present a method to simulate $\tau$ and $W_\tau$ in the case of the wedge $V = (\alpha^-, \alpha^+)$ with $\alpha^+ - \alpha^- = \pi/m$. For the simulation of $W_\tau$, we use the same method which is proposed in [Met09, Section 2.1] but we restrict to the case $\alpha = \pi/m$. On the other hand, we propose an unbiased simulation method for $\tau$ in comparison with the method proposed in [Met09] which has a bias difficult to estimate (see [Met09, Proposition 2.1.8] and the remark that follows).

Simulation of $W_\tau$: First, we simulate the selection of the boundary line on which $W_\tau$ arrives, with a Bernoulli distribution. These two boundaries are denoted by $\partial V^\pm = \{ (r \cos(\alpha^\pm), r \sin(\alpha^\pm)) : r \geq 0 \}$. Following [Met09, Corollary 2.1.5] we have:

$$
\mathbb{P}^{x_0}(W_\tau \in V^+) = \frac{\theta_0 - \alpha^-}{\alpha^+ - \alpha^-},
$$

(5.5)

We simulate on which frontier $W_\tau$ arrives first and then we directly simulate $W_\tau$, without simulating $\tau$ yet. Following [Met09, Proposition 2.1.6] one can compute explicit formulas for the distribution function of the radius of exit given that it exits at $V^+$ or $V^-$. Also its inverse can be computed and therefore the inverse transformation method for simulation can be applied. Using these formulas, we can simulate the radius $r_\tau$ as:

$$
r_\tau = \begin{cases} 
0 \left( \cos \left( \frac{\pi \theta_0}{\alpha} \right) - \frac{\sin \left( \frac{n\pi \theta_0}{\alpha} \right)}{\tan \left( \left( \frac{\pi - n\pi \theta_0}{\alpha} \right) \left( \frac{n\pi - \theta_0}{\alpha} \right) \right)} \right) \alpha/\pi & \text{if } W_\tau \in V^-,
0 \left( - \cos \left( \frac{\pi \theta_0}{\alpha} \right) - \frac{\sin \left( \frac{n\pi \theta_0}{\alpha} \right)}{\tan \left( \left( \frac{\pi - n\pi \theta_0}{\alpha} \right) \left( \frac{n\pi - \theta_0}{\alpha} \right) \right)} \right) \alpha/\pi & \text{if } W_\tau \in V^+,
\end{cases}
$$

(5.6)

with $U \sim \mathcal{U}(0,1)$.

Simulation of $\tau$: Knowing $W_\tau$, we simulate $\tau$ according to the conditional formula (see (5.4) and recall that $dy^\pm = (dr \cos(\alpha^\pm), dr \sin(\alpha^\pm))$):

$$
\mathbb{P}^{x_0}(\tau \in dt | W_\tau = y^\pm) = \left( \mathbb{P}^{x_0}(W_\tau \in dy^\pm) \right)^{-1} dr \frac{r_0}{2\pi t^2} \sum_{k=0}^{m-1} \sin(\gamma_k^\pm) \exp \left( - \frac{(r - r_0 \cos(\gamma_k^\pm))^2 + r_0^2 \sin^2(\gamma_k^\pm)}{2t} \right) dt.
$$

(5.7)

Since some of the coefficients $\sin(\gamma_k^\pm)$ are negative, we cannot directly simulate according to this distribution as a mixture. Instead we select the indexes $k_0^\pm, \ldots, k_p^\pm$ such that for all $i$, $\sin(\gamma_{k_i}^\pm) \geq 0$ and write:

$$
\mathbb{P}^{x_0}(\tau \in dt | W_\tau = y^\pm) \leq \left( \mathbb{P}^{x_0}(W_\tau \in dy^\pm) \right)^{-1} dr \frac{r_0}{2\pi t^2} \sum_{i=0}^{p^\pm} \sin(\gamma_{k_i}^\pm) \exp \left( - \frac{(r - r_0 \cos(\gamma_{k_i}^\pm))^2 + r_0^2 \sin^2(\gamma_{k_i}^\pm)}{2t} \right) dt.
$$

(5.8)
This is the distribution of a discrete mixture of random variables \( \xi_k \) for \( 0 \leq k \leq p^+ \), where \( \xi_k \) is the inverse of an exponential random variable of parameter \( (r - r_0 \cos(\gamma^+/k))^2 + r_0^2 \sin^2(\gamma^+/k)/2 \). With this information, we build an acceptance-rejection sampling, based on the density on the right hand side of (5.8) and accept the sample value \( t \) under the condition

\[
U < \left( \sum_{k=0}^{m-1} \sin(\gamma^+/k) \exp \left( - \frac{(r - r_0 \cos(\gamma^+/k))^2 + r_0^2 \sin^2(\gamma^+/k)}{2t} \right) \right) \times \left( \sum_{i=0}^{p^+} \sin(\gamma^+/k_i) \exp \left( - \frac{(r - r_0 \cos(\gamma^+/k_i))^2 + r_0^2 \sin^2(\gamma^+/k_i)}{2t} \right) \right)^{-1},
\]

with \( U \sim \mathcal{U}([0,1]) \).

**Simulation in the case \( W \) does not exit the wedge:** So far, we have provided a methodology in order to simulate the exit location and time for the simpler wedge \( \mathcal{V} = (\alpha^-, \alpha^+) \) with \( \alpha^+ - \alpha^- = \pi/m \). Now we discuss the case when \( W \) does not leave this wedge in the time interval \([0,T]\). To simulate the final value \( W_T \) of the Brownian motion starting from \( x_0 \) conditionally to the fact that it does not exit the wedge \( \mathcal{V} \) on \([0,T]\), we need to simulate according to the density (3.3), which is a sum where some terms are negative. We propose the following method.

A slight generalization of (3.3) to the wedge \( \mathcal{V} = (\alpha^-, \alpha^+) \) with

\[
\bar{\partial}_k := \begin{cases} \partial_k + 2\alpha^- & \text{if } k \text{ odd} \\ \partial_k & \text{if } k \text{ even,} \end{cases}
\]
gives, for \( y \in \mathcal{V} \):

\[
\mathbb{P}^{x_0}(W_T \in dy \mid \tau > T) = \frac{\mathbb{P}^{x_0}(\tau > T)}{2\pi T} \sum_{k=0}^{2m-1} (-1)^k e^{-\frac{|x_0 - \bar{\gamma}_k y|^2}{2T}} dy \leq \frac{\mathbb{P}^{x_0}(\tau > T)}{2\pi T} \sum_{k=0}^{m-1} e^{-\frac{|x_0 - \bar{\gamma}_k y|^2}{2T}} dy, \quad (5.9)
\]

where \( \bar{\gamma}_k (r \cos(\theta), r \sin(\theta)) = (r \cos(\bar{\gamma}_k), r \sin(\bar{\gamma}_k)) \). We then apply acceptance-rejection sampling with the reference density proportional to \( \frac{1}{2\pi T} \sum_{k=0}^{m-1} e^{-\frac{|x_0 - \bar{\gamma}_k y|^2}{2T}} \) and accept the sample \( y \) under the condition

\[
U < \left( \sum_{k=0}^{2m-1} (-1)^k e^{-\frac{|x_0 - \bar{\gamma}_k y|^2}{2T}} 1_{y \in \mathcal{V}} dy \right) \left( \sum_{k=0}^{m-1} e^{-\frac{|x_0 - \bar{\gamma}_k y|^2}{2T}} \right)^{-1}, \quad (5.10)
\]

with \( U \sim \mathcal{U}([0,1]) \).

### 5.2 Algorithm for the simulation of the stopped Brownian motion: General case

In this subsection, we give a recursive algorithm to simulate the final value \( W_{T \wedge \tau} \) of the stopped process on the wedge \( \mathcal{D} \), for any angle \( \alpha \in (0,2\pi) \). This algorithm will be used for the simulation algorithm of the reflected Brownian motion, but it also has its own interest as it can be used as itself for the simulation of the stopped Brownian motion. In what follows, we denote \( \mathcal{F}_n \) the sigma algebra generated by the algorithm until the step \( n \), i.e. \( \mathcal{F}_n = \sigma(\tau_1, y_1, \ldots, \tau_n, y_n) \), where \( \tau_1, \ldots, \tau_n \) and \( y_1, \ldots, y_n \) are random variables generated by the algorithm. We also denote by \( \mathbb{P}_n \) and \( \mathbb{E}_n \) the conditional probability and expectation with respect to \( \mathcal{F}_n \).

First, we propose an algorithm for the case where the angle is \( \pi/m \). At the step \( n \) of the algorithm we will define a wedge \( \mathcal{V}_n \subset \mathcal{D} \) of angle \( \pi/m \) for some \( m \in \mathbb{N} \) and then simulate the process stopped on this wedge. Define \( \Theta := \max \left( \{ \pi/m \}, m \in \mathbb{N} \right) \cap (0,\alpha) \). Note that since \( \alpha \in (0,2\pi) \), we have \( \alpha/2 < \Theta \leq \alpha \).

Algorithm I: Start at the point \( x_0 = (r_0 \cos(\theta_0), r_0 \sin(\theta_0)) =: y_0 \) at time \( T_0 = 0 \). The algorithm follows these steps for \( n \in \mathbb{N} \):

1. Given \( y_n = (r_n \cos(\theta_n), r_n \sin(\theta_n)) \in \mathcal{V}_n \), define the angles:

\[
\beta_n := \begin{cases} 0 & \text{if } \theta_n \in \left[ 0, \frac{\alpha}{2} \right] \\ \theta_n - \frac{\alpha}{2} & \text{if } \theta_n \in \left[ \frac{\alpha}{2}, \alpha - \frac{\alpha}{2} \right] \\ \alpha - \Theta & \text{if } \theta_n \in \left[ \alpha - \frac{\alpha}{2}, \alpha \right] \end{cases}
\]

2. With this information, we build a wedge \( \mathcal{V} \subset \mathcal{D} \) of angle \( \pi/m \) for some \( m \in \mathbb{N} \) and then simulate the process stopped on this wedge.
Algorithm I ends in finite time, i.e. the number of required iterations to finish the algorithm, denoted by $N$, is such that $N < \infty$ almost surely. More precisely, for all $K \in \mathbb{N}$, $\mathbb{P}^x_0(N \geq K) \leq 2^{-[K/2]}$. 

An illustration of this algorithm is given in Figure 5.1. Next, we prove that this algorithm can be carried out in a finite number of steps.

**Proposition 5.** Algorithm I ends in finite time, i.e. the number of required iterations to finish the algorithm, denoted by $N$, is such that $N < \infty$ almost surely. More precisely, for all $K \in \mathbb{N}$, $\mathbb{P}^x_0(N \geq K) \leq 2^{-[K/2]}$. 

Figure 5.1: Example of the domains of simulation at step $n + 1$. 

$$\beta_{n+1}^+ := \beta_{n+1}^- + \Theta.$$ 

By the definition of $\Theta$, we have $\Theta \leq \alpha$ and therefore $0 \leq \Theta/2 \leq \alpha - \Theta/2 \leq \alpha$.

2. Consider the wedge $\mathcal{V}_{n+1} = (\beta_{n+1}^-, \beta_{n+1}^+)$ of angle $\Theta$, which satisfies $\mathcal{V}_{n+1} \subset D$ and $y_n = (r_n \cos(\theta_n), r_n \sin(\theta_n)) \in \mathcal{V}_{n+1}$.

3. Simulate on which one of the two sets $\partial \mathcal{V}_{n+1}$, the process $(W_t)_{t \geq T_n}$ starting from $y_n$, at time $T_n$, exits the wedge $\mathcal{V}_{n+1}$ and define $\theta_{n+1} := \beta_{n+1}^+$ according to the simulation result. This is done using a Bernoulli variable and the formula (5.5).

4. Simulate $y_{n+1} \in \partial \mathcal{V}_{n+1}$, which is the value of $W$ when it reaches $\partial \mathcal{V}_{n+1}$ for the first time after starting at $y_n$ at time $T_n$, and knowing which one of the two events $y_{n+1} \in \partial \mathcal{V}_{n+1}$ has occurred, using formula (5.6). Denote the exit point as 

$$y_{n+1} = (r_{n+1} \cos(\theta_{n+1}), r_{n+1} \sin(\theta_{n+1})).$$

5. Simulate $\tau_{n+1}$, the time for the process $W$ starting at $y_n = (r_n \cos(\theta_n), r_n \sin(\theta_n))$ at time $T_n$ to reach $\partial \mathcal{V}_{n+1}$, knowing the event $W_{T_n + \tau_{n+1}} = y_{n+1}$. This can be done using the formula (5.7) and the acceptance-rejection procedure described after it. Define 

$$T_{n+1} := T_n + \tau_{n+1},$$

so that $W_{T_{n+1}} = y_{n+1}$.

If $T_n + \tau_{n+1} < T$ then the algorithm iterates. This algorithm stops under one of these two conditions:

- **Condition 1:** $T_n + \tau_{n+1} \geq T$. Then simulate the final value $W_T$ knowing that $W_{T_n} = y_n$ and that for $t \in [T_n, T]$, $W_t \in \mathcal{V}_n$. We do this simulation conditionally to the event $T_n + \tau_{n+1} > T$ and “forget” the exact simulated value of $\tau_{n+1}$ as well as the value of $W_{T_n + \tau_{n+1}}$. This is justified in Proposition 11, using $X := (W_{T \land T_{n+1}}, T_n, 1_{T_n + \tau_{n+1} < T}, T_{n+1})$ and $Y := (W_{T_{n+1}, T_{n+1}})$, $A = \mathbb{R}^2 \times [0, T]$. We simulate the value of $W_T$ using (5.9) and the acceptance-rejection procedure described after it.

- **Condition 2:** $\theta_{n+1} = 0$ or $\theta_{n+1} = \alpha$. Then we obtain $\tau := T_{n+1} < T$, i.e. the Brownian motion reaches the wedge $D$ before the time $T$ and the result of the simulation is 

$$W_{T \land \tau} = (r_{n+1} \cos(\theta_{n+1}), r_{n+1} \sin(\theta_{n+1})).$$
Proof. Fix $K \in \mathbb{N}$. For a wedge $\mathcal{V}_n$, $n \leq N$ in Algorithm I, we say that “$\mathcal{V}_n$ intersects the boundary of $\mathcal{D}$” if $\beta^+_n = \alpha$ or $\beta^-_n = 0$. For $n \leq N$, we have two possible cases:

- $\mathcal{V}_n$ does not intersect the boundary of $\mathcal{D}$. Then, using the fact that $\Theta > \frac{\pi}{2}$ and the definition of $\beta^+_n$, $\mathcal{V}_{n+1}$ intersects the boundary of $\mathcal{D}$, and $\theta_n$ is closer to $\beta^+_n$ than $\beta^-_n$, where here the sign $\pm$ is such that $\partial \mathcal{V}_{n+1} \cap \partial \mathcal{D} \neq \{0\}$. So using (5.5), $\mathbb{P}_n(y_{n+1} \notin \partial \mathcal{D}) \leq 1/2$.
- $\mathcal{V}_n$ intersects the boundary of $\mathcal{D}$. Then if $\theta_{n+1} \notin \{0, \alpha\}$, $\mathcal{V}_{n+1}$ does not intersect the boundary of $\mathcal{D}$ and by the same reasoning as above $\mathbb{P}_n(y_{n+2} \notin \partial \mathcal{D}) \leq 1/2$.

Then, by tower property of conditional expectations, we have:

$$\mathbb{P}^\theta_0(N \geq K) \leq \mathbb{P}^\theta_0(y_1 \notin \partial \mathcal{D}, \ldots, y_K \notin \partial \mathcal{D}) \leq 2^{-\lceil\frac{K}{2}\rceil}.$$  

So that:

$$\mathbb{P}^\theta_0(N = \infty) = \lim_{K \to \infty} \mathbb{P}^\theta_0(N \geq K) = 0.$$

\[\square\]

5.3 Algorithm for the simulation of the reflected Brownian motion

We now state an algorithm to simulate the final value of the reflected Brownian motion $X_T$ in a wedge $\mathcal{D} = \langle \alpha \rangle$ of any angle $\alpha \in (0, 2\pi)$.

Algorithm II: Choose $\Theta := \max\{\{\pi/m, \ m \in \mathbb{N}\} \cap (0, \alpha]\}$ as before. Start at the point $x_0 = (r_0 \cos(\theta_0), r_0 \sin(\theta_0))$ $\equiv y_0$ at time $T_0 = 0$. In general, suppose that for $n \in \mathbb{N}$ the point $y_n = (r_n \cos(\theta_n), r_n \sin(\theta_n))$ has already been simulated.

1. Define the angles:

$$\beta^-_{n+1} := \theta_n - \frac{\Theta}{2},$$

$$\beta^+_{n+1} := \theta_n + \frac{\Theta}{2} = \beta^-_{n+1} + \Theta.$$

2. Consider the wedge $\mathcal{V}_{n+1} := \langle \beta^-_{n+1}, \beta^+_{n+1} \rangle$. Note that although $y_n \in \mathcal{V}_{n+1}$, we do not necessarily have that $\mathcal{V}_{n+1} \subset \mathcal{D}$.

3. Simulate the random variables $\tau_{n+1}$ and $z_{n+1}$, which are respectively the time and the final point of a Brownian motion $Z = \langle Z_t \rangle_{t \geq 0}$ starting at $y_n$ at time 0 and stopped on the wedge $\mathcal{V}_{n+1}$ using the steps 3-5 of Algorithm I in Section 5.2. Note that, since $\theta_n$ is in the middle of the wedge $\mathcal{V}_{n+1}$, we have by symmetry $\mathbb{P}^{y_n}(Z_{\tau_{n+1}} \in \partial \mathcal{V}^\pm_{n+1}) = 1/2$.

4. If $T_n + \tau_{n+1} < T$, then we define $r_{n+1}$ and $\tilde{\theta}_{n+1}$ to be respectively the radius and the angle of $z_{n+1}$. Since it is possible that $z_{n+1} \notin \mathcal{D}$, we define $\theta_{n+1}$ as follows:

$$\theta_{n+1} = \begin{cases} 
\tilde{\theta}_{n+1} & \text{if } \tilde{\theta}_{n+1} \in [0, \alpha], \\
-\theta_{n+1} & \text{if } \theta_{n+1} = \beta^-_{n+1} \text{ and } \beta^-_{n+1} < 0, \\
2\alpha - \theta_{n+1} & \text{if } \theta_{n+1} = \beta^+_{n+1} \text{ and } \beta^+_{n+1} > \alpha.
\end{cases}$$

And then we define $y_{n+1} := (r_{n+1} \cos(\theta_{n+1}), r_{n+1} \sin(\theta_{n+1}))$, so that $y_{n+1} \in \mathcal{D}$. Note that if $z_{n+1} \notin \mathcal{D}$, then $y_{n+1}$ is the reflection of $z_{n+1}$ with respect to the line $\{\theta = 0\}$ in the second case or $\{\theta = \alpha\}$ in the third case in the definition of $\theta_{n+1}$. Then define the time:

$$T_{n+1} = T_n + \tau_{n+1}$$

and the algorithm iterates.
5. If $T_n + \tau_{n+1} > T$, we simulate $z_{n+1} \in V_{n+1}$ as the value at time $T - T_n$ of a Brownian motion starting at $y_n$ and conditionally to the fact that it stays in the wedge $V_{n+1}$ in the time interval $[0, T - T_n]$. This can be done using the acceptance-rejection method given in (5.9) and what follows based on Proposition 11 as it was done in the termination Condition 1 in Algorithm I in Section 5.2. Then we define $y_{n+1}$ in function of $z_{n+1}$ as in step 4. Finally, we stop the algorithm, and the resulting value of the simulation is $y_{n+1}$.

An illustration of this algorithm is given in Figure 5.2.

**Proposition 6.** Define $N := \inf\{n \in \mathbb{N}, \tau_1 + \ldots + \tau_n > T\}$. Then $N < \infty$ almost surely. That is, the algorithm terminates in finite time.

**Proof.** The stopping times $(\tau_i)_i$ follow the same law as $(e^{\tau_i})$, defined by $e^{\tau_0} = 0$ and:

$$e^{\tau_{i+1}} := \inf\left\{ t > 0 : |\theta(B_t + e^{\tau_i}) - \theta(B_{e^{\tau_i}})| \geq \frac{\pi}{2m}\right\},$$

where $m = \pi/\Theta \in \mathbb{N}$, $B = (B_t)_{t \geq 0}$ is a standard two-dimensional Brownian motion and $\theta(B_t)$ denotes the angle of the process.

Then:

$$\mathbb{P}^{\pi_0} \left( \sum_{i=1}^{\infty} \tau_i < \infty \right) = \mathbb{P}^{\pi_0} \left( \sum_{i=1}^{\infty} e^{\tau_i} < \infty \right).$$

But, if $T := \sum_{i=1}^{\infty} e^{\tau_i} < \infty$, then there exist two random sequences, $(t_{i}^+)_{i}$ and $(t_{i}^-)_{i}$, increasing and converging to $T$, such that $\theta(B_{t_{i}^+}) = k_i \pi/(2m) + \theta_0$ for all $n \in \mathbb{N}$ and $i \in \{1, 2\}$, and where $k_i \in \mathbb{Z}$ has the same parity as $i$, so that the difference between $\theta(B_{t_{i}^+})$ and $\theta(B_{t_{i}^-})$ is at least $\pi/(2m)$ for all $n, n' \in \mathbb{N}$. Taking $n \to \infty$, we have necessarily that $B_T = 0$, which occurs with probability 0 on any closed time interval.

\[\square\]

6  Folding number in a wedge and complexity

In this section we study the complexity of Algorithms I and II in Sections 5.2 and 5.3 in separate cases. Recall that $N$ denotes the number of iterations that an algorithm requires to finish one simulation, i.e.

$$N := \inf\{n \in \mathbb{N} : \tau_1 + \ldots + \tau_n > T\}.$$

For Algorithm I, $N$ is the number of times we touch the boundaries of the corresponding sets $V_n, n \in \mathbb{N}$, before touching one of the boundaries of $D$ or reaching time $T$. For Algorithm II, $N$ is the number of times that a Brownian motion reflected in a wedge $V$ of angle $\pi/(2m)$ goes from one boundary $\partial V^\pm$ to another $\partial V^\mp$ until time $T$. For this reason, we may call $N$ the number of folds for the simulation of the reflected Brownian motion.

In this section, we give theoretical properties and bounds for $N$ for each algorithm separately.

---

2We choose the angle of the process $(\theta(B_t))_{t \geq 0}$ so that it is continuous with respect to $t$.****
6.1 Majoration of $N$ for the simulation algorithm of the stopped Brownian motion

For Algorithm I, by Proposition 5, we have for all $K \in \mathbb{N}$, $\mathbb{P}^{x_0}(N \geq K) \leq 2^{-\lfloor K/2 \rfloor}$, so

$$\mathbb{E}^{x_0}[N] = \sum_{K=1}^{\infty} \mathbb{P}^{x_0}(N \geq K) \leq \sum_{K=1}^{\infty} 2^{-\lfloor \frac{K}{2} \rfloor} = 3.$$  

So Algorithm I ends in finite time almost surely and its complexity is finite in expectation.

6.2 Majoration of the number of folds of the Brownian motion in a wedge

We now investigate the complexity for Algorithm II. We decompose the standard two-dimensional Brownian motion $W = (W_t)_{t \geq 0}$ in polar coordinates and introduce the notations that will be used in this section and the next one as follows. The successive stopping times $(\tau_i)_i$ which appear in Algorithm II, have the same law as $(\tilde{\tau}_i)_i$, defined as in the proof of Proposition 6. Then we have

$$N \overset{\text{d}}{=} \inf \{ n \in \mathbb{N} : \tilde{\tau}_1 + \ldots + \tilde{\tau}_n > T \}.$$  

Moreover, using the skew-product representation of the Brownian motion (see [RY99, page 194]):

$$B_t = R_t U_{F(t)},$$  

where $(R_t)_{t \geq 0} = (|B_t|)_{t \geq 0}$ is a Bessel process of dimension 2, $(U_t)_{t \geq 0}$ is a Brownian motion on $\mathbb{S}^1 \subset \mathbb{R}^2$ and $F$ is defined as

$$F(t) = \int_0^t \frac{ds}{R_s^2},$$  

which is a strictly increasing process almost surely. Moreover, the processes $(R_t)_{t \geq 0}$ and $(U_t)_{t \geq 0}$ are independent.

If we let $(\theta(U_t))_{t \geq 0}$ be the angle of the process $(U_t)_{t \geq 0}$ then $(\theta(U_t))_{t \geq 0}$ is a standard one-dimensional Brownian motion.

Define the stopping times $(s_i)_i$ by $s_0 = 0$ and

$$s_{i+1} = \inf \{ t > 0 : |\theta(U_{t+s_i}) - \theta(U_{s_i})| \geq \pi/(2m) \}.$$  

Then, the random variables $s_i$ are i.i.d. and have the law of the time for one-dimensional Brownian motion starting at 0 to reach the double barrier $\pm \pi/(2m)$. Then using (5.11) we have that for all $K \in \mathbb{N}$,

$$\sum_{i=1}^{K} s_i \overset{\text{d}}{=} F \left( \sum_{i=1}^{K} \tilde{\tau}_i \right).$$  

So the estimation of $N$ can be simplified as

$$\mathbb{P}^{x_0}(N \geq K) = \mathbb{P}^{x_0} \left( \sum_{i=1}^{K} \tilde{\tau}_i \leq T \right) = \mathbb{P}^{x_0} \left( \sum_{i=1}^{K} s_i \leq F(T) \right).$$  

(6.3)

Note that $F$ is a random change of time, independent of $(s_i)_i$. Furthermore, the Laplace transform of $s_i$ is explicitly given in [JYC09, Section 3.5, Proposition 3.5.1.3] as

$$\mathbb{E}[e^{-\lambda s_i}] = \frac{2}{e^{\frac{\pi^{2}m^{3}}{2}} + e^{-\frac{\pi^{2}m^{3}}{2}}},$$  

In particular, we have:

$$(\mathbb{E}[s_i], \text{Var}(s_i)) = \left( \frac{\pi^{2}}{4m^{2}}, \frac{2}{3} \left( \frac{\pi}{2m} \right)^{4} \right) =: (\mu, \sigma^2).$$

**Proposition 7.** Let $0 < a < \frac{1}{2}$. Then we have $\mathbb{E}^{x_0}[N^a] < \infty$. On the other hand, if $a \geq 1/2$ then $\mathbb{E}^{x_0}[N^a] = \infty$.  

Equation (6.3) together with the estimate in (A.3) give the result which is a consequence of the fact that the tails of $F(T)$ are large because the probability that the Bessel process $R$ is close to zero is large and therefore due to (6.1) the simulation may spend a large time close to the origin.

**Proof.** We have that for all $K \in \mathbb{N}$ and $\delta > 1$:

$$
\mathbb{P}^{x_0}(N^a \geq K) = \int_0^\infty \mathbb{P}^{x_0}\left(\sum_{i=1}^{\lfloor K^{1/a} \rfloor} s_i \leq y\right) \mathbb{P}^{x_0}(F(T) \in dy) + \int_{\frac{\mu K^{1/a}}{\delta}}^\infty \mathbb{P}^{x_0}\left(\sum_{i=1}^{\lfloor K^{1/a} \rfloor} s_i \leq y\right) \mathbb{P}^{x_0}(F(T) \in dy)
$$

$$=: \mathcal{I}_1(K) + \mathcal{I}_2(K).$$

For $\mathcal{I}_1(K)$, we will use the fact that

$$2\exp\left(\frac{\pi^2}{4\delta m^2}\right) < \exp\left(\frac{\sqrt{2\pi}}{2m}\right) + \exp\left(-\frac{\sqrt{2\pi}}{2m}\right)$$

for $\delta$ large enough. Then, we obtain that $\mathcal{I}_1(K)$ decreases exponentially fast to zero. In fact, using Markov inequality

$$I_1(K) \leq \mathbb{P}^{x_0}\left(\sum_{i=1}^{\lfloor K^{1/a} \rfloor} s_i \leq \frac{\mu K^{1/a}}{\delta}\right) \leq e^{\frac{\mu K^{1/a}}{\delta}} (\mathbb{E}^{x_0}[e^{-s_1}])^{\lfloor K^{1/a} \rfloor} \leq \left(\frac{2e^{\frac{4\pi^2}{m^2}}}{\sqrt{2\pi} + e^{-\frac{\pi^2}{m^2}}}\right)^{\lfloor K^{1/a} \rfloor}.$$

Using (A.3), we have:

$$I_2(K) \leq \mathbb{P}^{x_0}\left(F(T) \geq \frac{\mu K^{1/a}}{\delta}\right) \sim CK^{-\frac{1}{2a}}, \quad C = \frac{1}{\sqrt{2\Gamma(1/2)}} \left(\int_0^\infty e^{-u} u^\frac{1}{2} du\right) \left(\frac{\mu}{\delta}\right)^{-\frac{1}{2}}.$$

Since $0 < a < 1/2$, the result follows.

Similarly, in the case $a \geq 1/2$, one has that

$$\mathbb{P}^{x_0}(N^a \geq K) \geq \int_{2\mu K^{1/a}}^\infty \mathbb{P}^{x_0}\left(\sum_{i=1}^{\lfloor K^{1/a} \rfloor} s_i \leq y\right) \mathbb{P}^{x_0}(F(T) \in dy).$$

For $K$ large enough and $y \geq 2\mu K^{1/a}$, we have $\mathbb{P}^{x_0}(\sum_{i=1}^{\lfloor K^{1/a} \rfloor} s_i \leq y) \geq 1/2$ by the Central Limit Theorem, and $\mathbb{P}^{x_0}(F(T) \geq 2\mu K^{1/a}) \sim CK^{-1/(2a)}$ as $K \to \infty$ for some constant $C > 0$ which implies the result in this case.

From this result, we conclude that the average number of iterations of the algorithm in the reflected case is infinite. A modification of the above algorithm with finite number of iterations in expectation is provided below.

### 6.3 Proposition of modification of Algorithm II

When the simulated radii $r_1, \ldots, r_n$ in Algorithm II of Section 5.3 become small, the process $(X_t)_{t \in [0,T]}$ goes from one boundary $\partial V^\pm$ to the other boundary $\partial V^-\times$ many times and the number of iterations becomes high. In Section C is hinted that this problem is in fact specific to the dimension 2. To remedy this problem, we study the asymptotic behavior of $\mathbb{P}^{x_0}(X_t \in dy)$ when $r_0$ is close to zero. In fact, if the ratio $rr_0/t$ is small, then the density of the reflected Brownian motion expressed in (4.4) can be approximated by the distribution obtained by taking only $n = 0$:

$$\mathbb{P}^{x_0}(X_t \in dy) \simeq \frac{r}{t_0} e^{-\frac{r^2 + r_0^2}{2t_0}} I_0\left(\frac{rr_0}{t}\right) dr d\theta.$$

The function above can be renormalized so that it becomes a density which can be simulated using inequality (A.1) and the acceptance-rejection method with the reference density

$$\propto r e^{-\frac{(r-r_0)^2}{2t}} dr d\theta = \left(r-r_0\right) e^{-\frac{(r-r_0)^2}{2t}} dr + r_0 e^{-\frac{(r-r_0)^2}{2t}} dr d\theta.$$

Then we modify Algorithm II as follows. We choose some small $\varepsilon \in (0, r_0)$ and:
If the approximation is not used, then

\[ \frac{r_n^2}{T - T_n} < \varepsilon \quad (6.8) \]

(note that \( T - T_n > 0 \) is the remaining time of the simulated process after step \( n \)), then we directly write the final point \( \bar{X}_T \) according to the approximation (6.6):

\[ \mathbb{P}^x_0 (\bar{X}_T \in dy | X_{T_n} = y_n) = C(\varepsilon) \frac{r}{(T - T_n)^\alpha} e^{-\frac{r^2 + r_n^2}{2(T - T_n)}} I_0 \left( \frac{rr_n}{T - T_n} \right) drd\theta, \quad (6.9) \]

\[ C(\varepsilon) := \left( \int_0^\infty \int_0^\infty \frac{r}{(T - T_n)^\alpha} e^{-\frac{r^2 + r_n^2}{2(T - T_n)}} I_0 \left( \frac{rr_n}{T - T_n} \right) drd\theta \right)^{-1}. \]

Using that \( I_0(x) \geq 1 \) for all \( x \geq 0 \), one obtains that \( C(\varepsilon) \leq e^{r^2/(2(T - T_n))} \). This upper bound for \( C(\varepsilon) \) is enough in order to implement the acceptance-rejection sampling method. In this case, the algorithm directly ends after one additional iteration.

**Proposition 8.** Denote by \( \bar{N} \) the number of iterations of the modified algorithm, (6.9), then for any \( 1 \leq \alpha < p < 2 \), there exists a quantity \( C(a, p, x_0, T, m) > 0 \) such that for \( \varepsilon \) small enough:

\[ \mathbb{E}^x_0 [\bar{N}^a] \leq \frac{C(a, p, x_0, T, m)}{\varepsilon^{p-1}}. \quad (6.10) \]

**Proof.** We use a similar argument as in the proof of Proposition 7. Let \( \zeta_\varepsilon := \inf \{ t \in [0, T] : R_t^2/(T - t) \leq \varepsilon \} \) and let \( K \in \mathbb{N} \) fixed. Using Markov’s inequality, we have:

\[ \mathbb{P}^x_0 (\bar{N} - 1 \geq K^{1/\alpha}) \leq \mathbb{P}^x_0 \left( \sum_{i=1}^{[K^{1/\alpha}]} s_i \leq F(T \wedge \zeta_\varepsilon), F(T \wedge \zeta_\varepsilon) \leq \frac{\mu K^{1/\alpha}}{\delta} \right) + \mathbb{P}^x_0 \left( F(T \wedge \zeta_\varepsilon) > \frac{\mu K^{1/\alpha}}{\delta} \right) \]

\[ \leq e^{\frac{\mu K^{1/\alpha}}{\delta}} \mathbb{E}^x_0 \left[ e^{-s_1} \right]^{[K^{1/\alpha}]} + \frac{\delta^p}{(\mu K^{1/\alpha})^p} \mathbb{E}^x_0 [F(T \wedge \zeta_\varepsilon)^p]. \]

From here the result follows by using Lemma 15. \( \square \)

**Proposition 9.** Denote by \( \bar{X}_T \), the result obtained from the above approximation algorithm. Then, for \( \alpha \in (0, 2\pi) \) and \( \varepsilon \) small enough, the error made by the approximation in total variation distance satisfies:

\[ d_{TV}(\bar{X}_T, X_T) \leq C_m \varepsilon^{\min(1, \frac{\pi}{\alpha})}, \]

where \( C_m \) is a constant which only depends on \( m \).

**Proof.** If the approximation is not used, then \( \bar{X}_T = X_T \). Else, we denote by \( n \) the step when the approximation is used, so that we simulate the last step starting from \( (r_n \cos(\theta_n), r_n \sin(\theta_n)) \) with remaining time \( T - T_n =: t' \). Since the \( \varepsilon \)-condition is reached, we have \( r_n^2/t' < \varepsilon \). Then if we denote by \( d_{TV_n}(\bar{X}_T, X_T) \) the total variation distance conditioned to the filtration \( \mathbb{F}_n \) up to time \( T_n \), and \( d_n := 1/2 \) for \( n = 0 \) and \( d_n := 1/2 \) otherwise, we have:

\[ d_{TV_n}(\bar{X}_T, X_T) \leq \int_D \left| C(\varepsilon) - 1 + 1 \right| \frac{r}{t'^\alpha} e^{-\frac{r^2 + r_n^2}{2t'}} I_0 \left( \frac{rr_n}{t'} \right) \]

\[ - \frac{2r}{t'^\alpha} e^{-\frac{r^2 + r_n^2}{2t'}} \sum_{k=0}^\infty d_n I_{k\pi/\alpha} \left( \frac{rr_n}{t'} \right) \cos \left( \frac{k\pi \theta_n}{\alpha} \right) \cos \left( \frac{k\pi \theta_n}{\alpha} \right) drd\theta \]

\[ \leq \frac{|C(\varepsilon) - 1| + \int_0^{2\pi} \frac{2r}{t'^\alpha} e^{-\frac{r^2 + r_n^2}{2t'}} \sum_{k=1}^\infty I_{k\pi/\alpha} \left( \frac{rr_n}{t'} \right) dr}. \]
Using that for all \( x \geq 0, I_0(x) \geq 1 \), we have \( C(\varepsilon) \leq e^{\varepsilon^2/(2t')} \). On the other hand, we have
\[
C(\varepsilon)^{-1} \leq \frac{1}{t'} \int_0^\infty re^{-r^2/(2t'} I_0 \left( \frac{rr_n}{t'} \right) dr = \int_0^\infty ue^{-u^2/2I_0 \left( \frac{rr_n}{\sqrt{t'}} \right)} du.
\]
Using (2.1) one immediately obtains that \(|I_0'(x)| + |I_0''(x)| \leq 2e^x\). Therefore the function \( A(\delta) := \int_0^\infty ue^{-u^2/2I_0(\delta u)} du, \delta \geq 0 \) is twice differentiable. As \( I_0(0) = 1 \) and \( I_0'(0) = 0 \), we obtain \( A(0) = 1, A'(0) = 0 \) and then \( A(\delta) = 1 + O(\delta^2) \) as \( \delta \to 0 \) which gives \( C(\varepsilon) \geq 1 - C\varepsilon \) for small enough \( \varepsilon > 0 \). These bounds on \( C(\varepsilon) \) imply that \( |C(\varepsilon) - 1|/(C(\varepsilon)\varepsilon) \) is bounded. For the second term, using the expression (2.1) and a multiplicity property of the number of terms of the type \( k\pi/\alpha \) in the interval \([0, k]\), we have
\[
\sum_{k=1}^{\infty} \frac{I_k}{\pi} \left( \frac{rr_n}{2t'} \right)^2 \frac{\pi}{m!} \sum_{k=0}^{\infty} \frac{1}{\Gamma \left( \frac{k+1}{\alpha} \pi + 1 \right)} \left( \frac{rr_n}{2t'} \right)^{2m+\frac{2\pi}{\alpha}} \leq \left( \frac{rr_n}{2t'} \right)^{2m+\frac{2\pi}{\alpha}} \leq e^{(\frac{rr_n}{2t'})^{2\alpha} \frac{2\pi}{\alpha}}.
\]
With this inequality and the change of variable \( u = \frac{rr_n}{2t'} \), we obtain
\[
d_{TV} (\tilde{X_T}, X_T) \leq C\varepsilon + \frac{8\alpha'}{\pi} e^{\frac{2\pi}{\alpha}} \int_0^\infty u^{1+\frac{2\pi}{\alpha}} e^{u^2-\frac{2\pi}{\alpha} u^2} du =: C\varepsilon + I(\varepsilon).
\]
The integral \( I(\varepsilon) \) converges if \( \gamma \equiv \gamma(\varepsilon) := 2t'/r^2_n > 1 \), which is satisfied as soon as \( \varepsilon < 2 \). Then, denoting \( \beta := 1 + \frac{\pi}{\alpha}, \)
\[
I(\varepsilon) \leq \frac{8\alpha'}{\pi} e^{\frac{2\pi}{\alpha}} \int_0^\infty u^{\beta - (\gamma - 1)u^2} du = \frac{8\alpha'}{\pi} e^{\frac{2\pi}{\alpha}} \int_0^\infty u^{\beta - (\gamma - 1)u^2} \left( \frac{1}{2(\gamma - 1)} \right)^{\beta} e^{-\frac{1}{2(\gamma - 1)} u^2} du
\]
\[
\leq \frac{4\alpha}{\pi} e^{\frac{2\pi}{\alpha}} \left( \frac{1}{\sqrt{\gamma - 1 - \beta}} \right) \int_0^\infty v^{\beta - v^2} dv + \frac{1}{2\beta(\gamma - 1)^{\beta + 1/2}} \int_{-\frac{1}{\sqrt{\gamma - 1 - \beta}}}^{0} e^{-v^2} dv.
\]
The first term converges to zero as \( O(\varepsilon^{\pi/(2\alpha)}) \) while the second term converges to zero as \( O(\varepsilon^{1+\pi/\alpha}) \) when \( \varepsilon \to 0 \).
Taking all the elements into account we obtain that
\[
d_{TV} (\tilde{X_T}, X_T) \underset{\varepsilon \to 0}{\to} O \left( \varepsilon^{\min(1, \frac{\pi}{\alpha})} \right).
\]

7 Adaptation of the algorithms to general processes

7.1 Stopped Brownian motion with constant drift

Let \( b \in \mathbb{R}^2 \) and consider the Brownian motion with drift: \( \widetilde{W}_t := W_t + bt \). Then by Girsanov’s theorem, \( \widetilde{W} \) is a Brownian motion under the probability
\[
Q_{x, \xi} := e^{-b W_t - \beta t/2} \mathbb{E}^x_{\xi}.
\]
so that for any bounded test function \( f : D \times [0, T] \to \mathbb{R} \):
\[
\mathbb{E}^x [e^{-b \widetilde{W}_{T^\tau} + \frac{1}{2} \beta \tau} f(\widetilde{W}_{T^\tau}, T \wedge \tau)] = \mathbb{E}^x [f(W_{T^\tau}, T \wedge \tau)].
\]
So we have:
\[
\mathbb{E}^x [f(\widetilde{W}_{T^\tau}, T \wedge \tau)] = \mathbb{E}^x [e^{b W_{T^\tau} - \frac{1}{2} \beta \tau} f(W_{T^\tau}, T \wedge \tau)].
\]
To simulate the Brownian motion with drift stopped in the wedge \( D \), we proceed as follows:
1. Simulate $W_{T \wedge \tau}$ and $T \wedge \tau$ for the stopped process without drift according to Algorithm I in Section 5.2.

2. The result of the simulation becomes

$$e^{-\frac{b^2 T \wedge \tau}{2}} e^{b W_{T \wedge \tau}} f(W_{T \wedge \tau}) \quad (7.2)$$

We can also deduce an explicit formula for the density of the stopped Brownian motion with drift using (3.4). In fact, for $y \in \mathcal{D}$, we have

$$\mathbb{P}^{x_0}(\tilde{W}_t \in dy, \tilde{\tau} > t) = \frac{2r}{t \alpha} e^{-\frac{r^2}{t}} e^{b \cdot y} e^{- \frac{(r^2 + r_0^2)}{2t} \sum_{n=1}^{\infty} I_{n \pi / \alpha} \left( \frac{r \theta}{t} \right) \sin \left( \frac{n \pi \theta}{\alpha} \right) \sin \left( \frac{n \pi \theta_0}{\alpha} \right) dr d\theta}, \quad (7.3)$$

with the same notations as before: $\tilde{\tau} := \inf\{s : \tilde{W}_s + bs \in \partial D\}$, $x = (r_0 \cos(\theta_0), r_0 \sin(\theta_0))$ and $y = (r \cos(\theta), r \sin(\theta))$.

### 7.2 Adaptation of the simulation algorithms for Itô processes

In this section, we present some extensions of the above simulation methods applied to the approximation of stopped and reflected diffusions at some fixed time $T > 0$. Let us start, first with the case of killed diffusion.

Consider the following Itô process in $\mathbb{R}^2$:

$$\left\{ \begin{array}{l}
    dY_t = b(Y_t) dt + \sigma(Y_t) dW_t \\
    Y_0 = x_0,
\end{array} \right. \quad (7.4)$$

where $(W_t)_{t \geq 0}$ is a standard two-dimensional Brownian motion and $x_0 \in \mathcal{D}$. We define $\tau$ to be the exit time of $(Y_t)_{t \geq 0}$ from $\mathcal{D}$.

**Simulation of $Y_{T \wedge \tau}$:** Choose $t_i := Ti/n$, $i = 0, \ldots, n$, a uniform partition of $[0, T]$ and consider the following Euler-Maruyama scheme. Given $\tilde{Y}_{t_k} \in \text{int}(\mathcal{D})$ (with $\tilde{Y}_0 = x_0$) and supposing that $\tilde{\tau} := \inf\{s; \tilde{Y}_s \in \partial \mathcal{D}\} > t_k$, simulate $Y_{t_{k+1}}$ as the final value of the following Brownian motion with drift, stopped on the wedge $\mathcal{D}$, $t \in [t_k, t_{k+1}]:$

$$\tilde{Y}_{t \wedge \tilde{\tau}} := \tilde{Y}_{t_k} + b(\tilde{Y}_{t_k})(t - t_k) + \sigma(\tilde{Y}_{t_k}) \cdot (W_{t \wedge \tilde{\tau}} - W_{t_k}), \quad (7.5)$$

This is done using the algorithm in Section 7.1. More precisely, we simulate $\tilde{Y}_{T \wedge \tilde{\tau}}$ taking $b \equiv 0$ while keeping track of the Brownian increments; then instead of $f(\tilde{Y}_{T \wedge \tilde{\tau}})$, the result of the simulation becomes

$$\exp \left( -\frac{1}{2} \int_0^{T \wedge \tilde{\tau}} |\sigma^{-1}(\tilde{Y}_s) \cdot b(\tilde{Y}_s)|^2 ds + \int_0^{T \wedge \tilde{\tau}} (\sigma^{-1}(\tilde{Y}_s) \cdot b(\tilde{Y}_s)) \cdot dW_s \right) f(\tilde{Y}_{T \wedge \tilde{\tau}}). \quad (7.6)$$

Note that we have to take into account the decorrelation step and the change of angle as described in Section 3 at every step. If the process (7.5) exits the wedge $\mathcal{D}$ in the interval $[t_k, t_{k+1}]$ then the algorithm directly stops. This scheme has weak order one. That is, for any $f, b, \sigma \in C_0^2(\mathcal{D})$ one has that there exists a constant $C_f > 0$

$$\left| \mathbb{E}^{x_0} [f(Y_{T \wedge \tau})] - \mathbb{E}^{x_0} [f(\tilde{Y}_{T \wedge \tilde{\tau}})] \right| \leq C_f n^{-1}. \quad \text{The proof is straightforward if one follows the same line of proof as in [Gob01]. In particular, see Section 2.2.1 and note that our case is simpler as the proposed scheme does not have the possibility of touching the boundary before it is stopped or reaches $T$. For a discussion about the associated partial differential equation with Dirichlet conditions, see the discussion right after (B.1).}$$

Since the Girsanov change of measure uses an exponential function, it may not be suitable to processes with large drifts as it may increase the variance. For this reason, we also propose a two-step Euler-Maruyama scheme for the stopped process.

**Simulation of $Y_{T \wedge \tau}$:** Choose $t_i := Ti/n, i = 0, \ldots, n$, a uniform partition of $[0, T]$ and consider the following two-step Euler-Maruyama scheme. Given $Y_{t_k} \in \text{int}(\mathcal{D})$ (with $Y_0 = x_0$) and supposing that $\tilde{\tau} := \inf\{s; Y_s \in \partial \mathcal{D}\} > t_k$ and that $\tilde{\tau} := \inf\{s; \tilde{Y}_s \in \partial \mathcal{D}\} > t_k$, simulate $Y_{tk+1 \wedge \tilde{\tau}}$ in two steps as follows for $t \in [t_k, t_{k+1}]:$

$$\tilde{Y}_{t \wedge \tilde{\tau}} := \tilde{Y}_{t_k} + b(\tilde{Y}_{t_k})(t \wedge \tilde{\tau} - t_k) \quad (7.7)$$
\[ \bar{Y}_{t_{k+1}} := \bar{Y}_{t_{k+1}} + (W_{t_{k+1}} - W_{t_k}). \]  

(7.8)

The second step is performed using the algorithm in Section 5.2. Note that we have to take into account the decorrelation step and the change of angle as described in Section 3. If the process exits the wedge \( D \) in the interval \([t_k, t_{k+1}]\) then the algorithm directly stops. This scheme has weak order one. That is, for any \( f, b, \sigma \in C^5_b(D) \), there exists a constant \( C_f > 0 \) such that

\[
|E^{x_0} [f(Z_{T_{\lambda_T}})] - E^{x_0} [f(\bar{Y}_{T_{\lambda_T}})]| \leq C_f n^{-1}.
\]

(7.9)

The proof is similar to the proof for the convergence of the two-step Euler scheme for the reflected processes in Proposition 10.

Now let \((Z_t)_{t \geq 0}\) to be the solution of a stochastic differential equation with drift coefficient \(b\) which is normally reflected on the boundary of the wedge \( D \). That is,

\[
dZ_t = b(Z_t)dt + dW_t + dL_t.
\]

For details on existence and uniqueness for this equation we refer to [Sai87].

In this case, we do not know how to extend the simulation method using the Girsanov change of measure; instead we propose a two-step scheme.

**Simulation of \( Z_T \):** Choose \( t_i := Ti/n, i = 0, ..., n \) a uniform partition of \([0, T]\) and consider the following two-step scheme. Given \( Z_{t_k} \) (with \( Z_{t_0} = x_0 \)), simulate \( Z_{t_{k+1}} \) as the final value of the reflection on the wedge \( D \) of the Brownian motion and drift in two steps as follows for \( t \in [0, t_{k+1} - t_k] \)

\[
\begin{align*}
\bar{Z}_{t+tk} &:= \bar{Z}_{tk} + b(\bar{Z}_{tk})(t - t_k) + L_1^1 - L_k^1, \\
\bar{Z}_{t+tk} &:= \bar{Z}_{tk+1} + (W_{t} - W_{tk}) + L_2^2 - L_{tk}.
\end{align*}
\]

(7.10)

(7.11)

The terms \( L_i, i = 1, 2 \), denote the respective local time terms for each of the two steps. The simulation of the second step of this algorithm uses the argument described in either Sections 5.3 or 6.3. The weak rate of convergence for these methods is as follows:

**Proposition 10.** Assume that \( f, b \in C^5_b(D) \) then

\[
|E^{x_0} [f(Z_T)] - E^{x_0} [f(\bar{Z}_T)]| \leq C_f n^{-1}.
\]

(7.12)

Denoting by \( \hat{Z}_T \), the result of the algorithm using the approximation described in Section 6.3, we have

\[
|E^{x_0} [f(Z_T)] - E^{x_0} [f(\hat{Z}_T)]| \leq C_f \left(n^{-1} + \varepsilon^{\min(1, \frac{5}{4})}\right).
\]

(7.13)

**Proof.** The proof of (7.13) is a small modification of (7.12). Therefore, we prove the rate of convergence for the algorithm provided in Section 5.3.

The argument follows as in the classical diffusion case which can be found in the proof of the main result in [TT90]. We use this argument and refer the reader to [TT90] for more details. First, consider \( u \) to be the solution of the following backward partial differential equation with Neumann conditions:

\[
\begin{align*}
\partial_t u(t, x) + Lu(t, x) &= 0, \quad (t, x) \in [0, T] \times D \\
u(T, x) &= f(x), \quad x \in D \\
\nabla u(t, x) \cdot n(x) &= 0, \quad t > 0, x \in \partial D.
\end{align*}
\]

(7.14)

Here, \( Lu(t, x) := b(x) \nabla u(t, x) + \frac{1}{2} \Delta u(t, x) \). Following the same discussion as in (B.1), one obtains that \( u \in C^{7/2,7}(D(T, T) \times D) \). This property will be used when doing Taylor’s expansions for \( u \). Next, note that

\[
E^{x_0} [f(Z_T)] - E^{x_0} [f(\bar{Z}_T)] = \sum_{i=0}^{n-1} \left(E^{x_0} [u(t_i, \bar{Z}_t_i) - u(t_{i+1}, \bar{Z}_t_{i+1})]\right) = - \sum_{i=0}^{n-1} A_i.
\]

(7.15)
We will now consider each term within the above sum. Using Itô-Tanaka formula (here one uses (7.14) to cancel all local time terms), we have

\[
A_i = \mathbb{E}^{x_0} \left[ u(t_i, \tilde{Z}_{t_{i+1}}) - u(t_i, \tilde{Z}_t) + \int_{t_i}^{t_{i+1}} \left( \partial_t + \frac{1}{2} \Delta \right) u(s, \tilde{Z}_s) ds \right]
\]

\[
= \int_{t_i}^{t_{i+1}} \mathbb{E}^{x_0} \left[ b(\tilde{Z}_t) \nabla u(t_i, \tilde{Z}_s) + \left( \partial_t + \frac{1}{2} \Delta \right) u(s, \tilde{Z}_s) \right] ds.
\]

The following step relies on using the Taylor expansion for each of the terms involving \( \nabla u(t_i, \tilde{Z}_s) \) and \((\partial_t + (1/2)\Delta) u(s, \tilde{Z}_s)\) at \((t_i, \tilde{Z}_s)\) together with the fact that \( u \) solves (7.14). Without going into much detail, let us consider the expansion of the term \( \partial_t u(s, \tilde{Z}_s) \):

\[
\partial_t u(s, \tilde{Z}_s) = \partial_t u(t_i, \tilde{Z}_s) + \int_0^1 \nabla \partial_t u(t_i, \alpha \tilde{Z}_s + (1 - \alpha) \tilde{Z}_t_i) \cdot (\tilde{Z}_s - \tilde{Z}_t_i) d\alpha
\]

\[
+ \int_0^1 \partial_i \partial_t u(\alpha s + (1 - \alpha) t_i, \tilde{Z}_s) \cdot (s - t_i) d\alpha.
\]

Each of the above derivatives of \( u \) is bounded. In the case of the increments of \( \tilde{Z}_s - \tilde{Z}_t_i = (W_s - W_{t_i}) + L_{s-t_i}^2 - L_{s-t_i}^2 + \tilde{Z}_{i+1} - \tilde{Z}_{t_i} \), one has to take one further step in the Taylor expansion to be able to use the fact that the expectation of the Brownian increment is zero. Namely,

\[
\int_0^1 \nabla \partial_t u(t_i, \alpha \tilde{Z}_s + (1 - \alpha) \tilde{Z}_t_i) \cdot (\tilde{Z}_s - \tilde{Z}_t_i) d\alpha
\]

\[
= \nabla \partial_t u(t_i, \tilde{Z}_{t_i}) \cdot (\tilde{Z}_s - \tilde{Z}_{t_i}) + \int_0^1 (1 - \alpha)(\tilde{Z}_s - \tilde{Z}_{t_i})^T \cdot \nabla^2 \partial_t u(t_i, \alpha \tilde{Z}_s + (1 - \alpha) \tilde{Z}_{t_i}) \cdot (\tilde{Z}_s - \tilde{Z}_{t_i}) d\alpha.
\]

After this and canceling the first terms of the expansion using (7.14) and taking expectations we see that the sum of most terms is of order \( O(n^{-2}) \). The remaining terms are bounded by \( C \int_{t_i}^{t_{i+1}} (L_{s} - L_{t_i}) ds \) for \( j = 1, 2 \). Considering these terms within (7.15), one obtains for \( L^j_T = \sum_{i=0}^{n-1} (L^j_{t_{i+1}} - L^j_{t_i}) \) that these sums are bounded by

\[
\sum_{i=0}^{n-1} \int_{t_i}^{t_{i+1}} \mathbb{E}^{x_0}[L^j_s - L^j_{t_i}] ds \leq n^{-1} \mathbb{E}^{x_0}[L^j_T] \leq C n^{-1},
\]

where we used that \( t \mapsto L^j_t \) is increasing. The last inequality follows from an estimate for the Skorohod problem in convex domains (see [Sai87, Theorem 4.2]). In the case of the algorithm described in Section 6.3 one may modify the above arguments adding at each time \( t_i \) the possibility of ending the simulation in the partition interval using the criteria provided in (6.8). Using Proposition 9 one obtains the result. \(\square\)

### 8 Simulations

We implement the algorithms described in Sections 5.2 and 5.3 as well as the approximated version in Section 6.3. We also give simulation results obtained with Metzler's algorithm [Met09, Section 2.1]. This last algorithm simulates \( W_\tau \) (instead of \( W_{\tau \wedge T} \)) directly for a wedge of general angle \( \alpha \), by:

1. Simulate the radius \( |W_\tau| \) using (5.6).

2. Conditionally simulate \( \tau \) by acceptance-rejection, approximating the infinite sum by a partial sum, and using a Cauchy distribution as reference density.

However, Metzler's algorithm cannot be adapted to simulate \( W_{\tau \wedge T} \) and is biased for the simulation of \( \tau \) (see [Met09, Proposition 2.1.8]).

In Tables 1 and 2, we consider the Monte Carlo estimation of various expectations. We choose positive test functions in order to avoid cancellations and \( r_0 \) so that \( \mathbb{E}^{x_0}[\tau] \) is of the same order as \( T \), so that the stopped and reflected processes are significantly different than the standard Brownian motion.
We note that for the estimation of $E[f(W^\tau)]$, our simulation method finds a similar value as the algorithm proposed by Metzler, as both are exact simulation methods. However, for the estimation of $E[\tau]$, the bias in the method proposed by Metzler seems to be significant.

As a second way to check our algorithm, we also simulated the projection on the first axis of $W^\tau \wedge T$. Note that the simulation gives a result close to the initial point $1.5 \cdot \cos(0.3) \approx 1.4330$ which is reported on the sixth line of Table 1. This is because $t \mapsto W^\tau \wedge t$ is a martingale.

For the estimation of $E[f(X_T)]$ (reflected Brownian motion), the exact algorithm takes too much time, as hinted in Proposition 7, hence the need to use the approximation version from Section 6.3. We only give a simulation example with 1000 samples, as we could not get a more proper estimation. Indeed, if we increase the number of samples, there appear trajectories where $N$ becomes large and where the algorithm does not stop in reasonable time.
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Figure 8.1: (left) Histogram of $N$ for the exact reflected algorithm with 50000 Monte Carlo iterations. The horizontal axis represents the values of $N$ while the vertical axis gives the number of trajectories such that $N$ is in the interval noted in the horizontal axis. The last bar counts all the values greater than 150. On the right, average number of iterations in function of $\varepsilon$. The parameters are the same as in Table 1 and for each value of $\varepsilon$, 50000 Monte Carlo iterations are used.

To have a better idea of the behavior of the algorithm, we provide on the left side of Figure 8.1, the histogram of $N$ for the exact Algorithm II from Section 5.3; if, for a trajectory, $N$ exceeds 150, then we stop the algorithm. We observe that for most of the trajectories, $N$ is not too large (does not exceed 5). However, for a few iterations (around 0.2%) which corresponds to the case where the radius $r$ becomes small, $N$ is large, which slows down the

---

3The programs with a demonstration notebook are available at [https://github.com/Bras-P/simulation_reflected_brownian_motion_wedge](https://github.com/Bras-P/simulation_reflected_brownian_motion_wedge)
Table 3: Simulation of the process \(dY_t = -\mu(Y_t - \kappa) + \sigma dW_t\), with \(\alpha = 0.9, r_0 = 1.5, \theta_0 = 0.3, \mu = (0.1, 0.2), \kappa = (0.7, 0.5), \sigma = I_2, f(x, y) = x^2 + y^2, T = 1\). \(Z\) corresponds to the reflected process in the same domain. The first stopped process is simulated using the Girsanov method while the second one using the two-step Euler-Maruyama scheme.

A Appendix: Auxiliary Lemmas

We start with a simple lemma about the simulation of a r.v. \(X\) using only partial information of a previously simulated r.v. \(Y\).

**Proposition 11.** Let \(X\) and \(Y\) be two random variables. We want to simulate \(X\). Let \(A\) be a deterministic set. We consider the following algorithm:

1. Simulate \(Y\).
2. If \(Y \in A\), simulate \(X\) conditionally to the value of \(Y\) in the previous step, and return \(X\).
3. If \(Y \not\in A\), simulate \(X\) conditionally to the event \(Y \not\in A\), and return \(X\).

Let us denote \(\tilde{X}\) the value returned by the algorithm. Then:

\[ \tilde{X} \overset{d}{=} X. \]

**Proof.** The random variable \(\tilde{X}\) is defined conditionally to \(Y\) as:

\[
\mathbb{P}(\tilde{X} \in dx \mid Y = y) = \begin{cases} 
\mathbb{P}(X \in dx \mid Y = y) & \text{if } y \in A \\
\mathbb{P}(X \in dx \mid Y \not\in A) & \text{if } y \not\in A 
\end{cases}
\]

Then:

\[
\mathbb{P}(\tilde{X} \in dx) = \int \mathbb{P}(\tilde{X} \in dx \mid Y = y) \mathbb{P}(Y \in dy)
\]

\[
= \int_{y \in A} \mathbb{P}(X \in dx \mid Y = y) \mathbb{P}(Y \in dy) + \int_{y \not\in A} \mathbb{P}(X \in dx \mid Y \not\in A) \mathbb{P}(Y \in dy)
\]

\[
= \mathbb{P}(X \in dx, Y \in A) + \mathbb{P}(X \in dx \mid Y \not\in A) \mathbb{P}(Y \not\in A) = \mathbb{P}(X \in dx).
\]

A.1 Estimates on Bessel processes

**Proposition 12.** For all \(x \geq 0\), we have:

\[ 1 \leq I_0(x) \leq e^x. \]  

(A.1)

Furthermore, for \(x \geq 0\) and \(\nu \geq 0\), we have:

\[ I_\nu(x) \leq e^x + \frac{1}{\pi(\nu + x)}. \]  

(A.2)
Proof. The inequality follows from the integral representation [Wat44, p.181]:

\[ I_\nu(x) = \frac{1}{\pi} \int_0^\pi e^{x \cos \theta} \cos(\nu \theta) d\theta - \frac{\sin(\nu \pi)}{\pi} \int_0^\infty e^{-x \cosh(t)} e^{\nu t} dt. \]

Now we provide two results on estimates related to the law of \( F(T) = \int_0^T ds / T^2 \).

**Proposition 13.** Let \((R_t)_{t \geq 0}\) be a Bessel process of dimension 2, or equivalently, of index 0. Then

\[ \mathbb{P}^{\rho_0} [F(T) \geq x] \sim \frac{1}{\sqrt{2\Gamma(1/2)}} \left( \int_0^\infty e^{-u} u^ {x-1/2} du \right) x^{-1/2}. \]  

(A.3)

**Proof.** Step 1: We use [JYC09], Proposition 6.2.5.1, with \( a = 0 \) and \( \nu = 0 \):

\[ \mathbb{E}^{\rho_0} \left[ e^{-\frac{\lambda^2}{2} F(T)} \right] = \frac{r_0^\lambda \Gamma(\lambda/2)}{\Gamma(\lambda/2) T^{\lambda/2}} \int_0^\infty \nu^{\lambda-1} (1 + 2\nu T)^{-(1+\lambda)} e^{-\nu \lambda^2/2r_0^2} dv. \]

Performing the change of variable \( w := \frac{T u}{1+2\nu T} \), so that \( v = \frac{u}{T(1-2\nu)} \), we have for all \( \lambda > 0 \):

\[ \mathbb{E}^{\rho_0} \left[ e^{-\frac{\lambda^2}{2} F(T)} \right] = \frac{r_0^\lambda}{\Gamma(\lambda/2) T^{\lambda/2}} \int_0^{1/2} w^{\lambda-1} (1 - 2w)^{\lambda/2} e^{-r_0^2 w/T} dw. \]  

(A.4)

**Step 2:** In fact, we prove the asymptotic expansion:

\[ \mathbb{E}^{\rho_0} \left[ e^{-\frac{\lambda^2}{2} F(T)} \right] \sim 1 - \lambda^2 \int_0^\infty \frac{e^{-u}}{u} du + O(\lambda^2). \]  

(A.5)

We have for all \( x > 0 \), \( \Gamma(x+1) = x\Gamma(x) \) and \( \Gamma(1) = 1 \) so that

\[ \Gamma(x) \sim \frac{1}{x} \quad \text{as} \ x \to +0. \]

Then, using (A.4) and the change of variable \( w = Tu/r_0^2 \):

\[ \mathbb{E}^{\rho_0} \left[ e^{-\frac{\lambda^2}{2} F(T)} \right] = \frac{1}{\Gamma(\lambda/2)} \int_0^{\lambda^2/2} u^{\lambda-1} \left( 1 - \frac{2T u}{r_0^2} \right)^{\lambda/2} e^{-u} du. \]

Using the definition of the Gamma function and decomposing the integral in two parts, we have

\[ 1 - \mathbb{E}^{\rho_0} \left[ e^{-\frac{\lambda^2}{2} F(T)} \right] = \frac{1}{\Gamma(\lambda/2)} \left[ \int_0^{\lambda^2/2} u^{\lambda-1} e^{-u} \left( 1 - \left( 1 - \frac{2T u}{r_0^2} \right)^{\lambda/2} \right) du + \int_{\lambda^2/2}^\infty u^{\lambda-1} e^{-u} du \right] =: I_1 + I_2. \]

We use the expansion \( (1-x)^\alpha = \sum_{k=0}^\infty (\alpha \log(1-x))^k/k! \) for \(|x| < 1\) and \( \alpha \to 0 \) in order to analyze the first integral. This gives the following asymptotic equivalence

\[ I_1 \sim -\frac{\lambda^2}{4} \int_0^{\lambda^2/2} u^{\lambda-1} e^{-u} \log \left( 1 - \frac{2T u}{r_0^2} \right) du + o(\lambda^2) = O(\lambda^2). \]

And on the other side:

\[ I_2 = \frac{1}{\Gamma(\lambda/2)} \int_{\lambda^2/2}^\infty u^{\lambda-1} e^{-u} du = \frac{\lambda}{2} \int_0^\infty e^{-u} du + O(\lambda^2). \]

From here we obtain the asymptotic expansion (A.5).

**Step 3:** We get (A.3) from the expansion (A.5) and using Karamata Tauberian theorems (see [EKM97], Corollary A3.10):
Lemma 15. We define the stopping time $\zeta := \inf\{t \in [0, T] : R_t^2/(T - t) \leq \epsilon \}$. Then we have the following bound for $p \in (1, 2)$ and $\epsilon > 0$ small enough:

$$\mathbb{E}^0[F(T \land \zeta)^p] \leq C \left(1 + \log \left(\frac{2T}{r_0}\right)\right) (\epsilon T)^{1-p}. \quad (A.6)$$

Proof. By [JYC09, (6.2.3)], the density of $R_t$ in $r$ is

$$r \int \frac{r}{\sqrt{\lambda x}} e^{-r^2/2 \lambda} I_0\left(\frac{r r_0}{t}\right) dr,$$

where $\nu = \frac{d}{2} - 1$ and $d$ is the dimension of the Bessel process. Taking $d = 2$, we have:

$$\begin{align*}
\mathbb{E}^0[F(T \land \zeta)^p] &\leq \int_0^T \mathbb{E}^0 \left[\frac{1}{R_t^p} \mathbb{I}_{R_t \geq \sqrt{\epsilon (T-t)}}\right] dt \\
&= \int_0^\infty \int_0^T \frac{1}{r^{2p-1}} e^{-r^2/2 \lambda} I_0\left(\frac{r r_0}{t}\right) dr dt \\
&= \int_0^\infty \int_0^{\sqrt{T}+r_0} \frac{1}{r^{2p-1}} e^{-r^2/2 \lambda} I_0\left(\frac{r r_0}{t}\right) dr dv + \int_0^\infty \int_0^{\sqrt{T}} \frac{1}{r^{2p-1}} e^{-r^2/2 \lambda} I_0\left(\frac{r r_0}{t}\right) dr dv.
\end{align*}$$

Then, using (A.1) for both $I_1$ and $I_2$:

$$
I_1 \leq \int_0^\infty \int_0^{\sqrt{T}+r_0} \frac{1}{r^{2p-1}} e^{-r^2/2 \lambda} dr dv + \int_0^\infty \int_0^{\sqrt{T}} \frac{1}{r^{2p-1}} e^{-r^2/2 \lambda} dr dv,
$$

But we have, for all $a \geq 0$:

$$\int_a^\infty \frac{e^{-x}}{x} dx \leq \begin{cases} e^{-a} & \text{if } a \geq 1, \\
1 + \log(1/a) & \text{if } a < 1.
\end{cases}$$

So that

$$I_1 \leq \int_0^{\sqrt{T}+r_0} \frac{dr}{r^{2p-1}} \left(e^{-1} + \log\left(\frac{2T}{(r-r_0)^2}\right)\right) + \int_0^{\sqrt{T}} \frac{dr}{r^{2p-1}} e^{-\frac{(r-r_0)^2}{2p}} \sim \frac{(\epsilon T)^{1-p}}{2(p-1)} \left(e^{-1} + \log\left(\frac{2T}{r_0}\right)\right).$$

For the second integral, we have:

$$I_2 \leq \int_0^{\sqrt{T}} \frac{1}{r^{2p-1}} \int_{T-r^2/\epsilon}^T e^{-\frac{(r-r_0)^2}{2p}} dr dv + \int_0^{\sqrt{T}} \frac{1}{r^{2p-1}} \int_{T-r^2/\epsilon}^T e^{-\frac{v}{2}} dv dv \leq \int_0^{\sqrt{T}} \frac{1}{r^{2p-1}} \int_{(r-r_0)^2}^{r^2/\epsilon} dv dv \leq \int_0^{\sqrt{T}} \frac{1}{r^{2p-1}} \int_{(r-r_0)^2}^{r^2/\epsilon} dv dv = -\int_0^{\sqrt{T}} \frac{1}{r^{2p-1}} \log\left(1 - \frac{r^2}{\epsilon T}\right) dv = -\frac{1}{(\epsilon T)^{p-1}} \int_0^{1} \frac{1}{u^{2p-1}} \log(1-u^2) du,$$

where the last integral converges as soon as $p < 2$. 

\[\square\]
B Proofs in Section 4

Proof of Theorem 3 in the case that $\mathcal{D} = \langle \pi/m \rangle$. We apply the method of images in $\mathbb{R}^2$. Let $f : \mathcal{D} \to [0, +\infty)$ be a non-negative continuous function with compact support. The heat equation with boundary conditions

\[
\begin{align*}
\partial_t u(t, x) &= \frac{1}{2} \Delta u(t, x), \quad (t, x) \in [0, +\infty) \times \mathcal{D} \\
u(0, x) &= f(x), \quad x \in \mathcal{D} \\
\nabla u(t, x) \cdot n(x) &= 0, \quad t > 0, \ x \in \partial \mathcal{D},
\end{align*}
\]

(B.1)

where $n(x)$ denotes the inward unitary orthogonal vector on the boundary, can be rewritten as a partial differential equation in polar coordinates $(r, \theta)$ as described in [MNP00, Chapter 1]. Furthermore if we perform the change of variable $z = \log(r)$, we obtain a parabolic problem with non-constant coefficients in a strip with mixed type boundary condition. The existence and uniqueness for this PDE is treated in [LSU68, chapter IV, Theorem 5.3]. From this reference and the Feynman-Kac representation theorem we obtain that

\[
u(t, x) := \mathbb{E}^x[f(X_t)]
\]
satisfies the heat equation on $\mathcal{D}$ described above. Now we define the function

\[
\hat{f} : \mathbb{R}^2 \to \mathbb{R} \\
y \mapsto f(T_k^{-1} y) \quad \text{for } y \in \mathcal{D}_k,
\]

and for $t \geq 0$ and $x \in \mathbb{R}^2$,

\[
\tilde{u}(t, x) := \mathbb{E}^x \left[ \hat{f}(W_t) \right].
\]

Then $\tilde{u}$ satisfies the heat equation on $\mathbb{R}^2$ with $\hat{f}$ as initial condition, so that

\[
\tilde{u}(t, x) = \frac{1}{2\pi t} \int_{\mathbb{R}^2} \hat{f}(y) e^{-\frac{|x-y|^2}{2t}} dy = \frac{1}{2\pi t} \sum_{k=0}^{2m-1} \int_{\mathcal{D}_k} \hat{f}(y) e^{-\frac{|x-y|^2}{2t}} dy = \frac{1}{2\pi t} \int_{\mathcal{D}} f(y) \sum_{k=0}^{2m-1} e^{-\frac{|x-T_k y|^2}{2t}} dy.
\]

On the other hand, $u$ and $\tilde{u}$ satisfy the same boundary equation on $\mathcal{D}$. Indeed, for all $x \in \partial \mathcal{D}^-$, $\hat{f}(x) = f(x)$ so $u$ and $\tilde{u}$ satisfy the same initial conditions. For $x \in \partial \mathcal{D}^-$, $k = 0, \ldots, 2m - 1$ and $y \in \mathcal{D}$, we have

\[
(x - T_k y) \cdot n(x) = -(x - T_{2m-1-k} y) \cdot n(x),
\]

\[
|x - T_k y|^2 = |x - T_{2m-1-k} y|^2,
\]

so that

\[
\nabla \tilde{u}(t, x) \cdot n(x) = -\frac{1}{2\pi t^2} \int_{\mathcal{D}} f(y) \sum_{k=0}^{2m-1} (x - T_k y) \cdot n(x) e^{-\frac{|x-T_k y|^2}{2t}} dy
\]

\[
= -\frac{1}{2\pi t^2} \int_{\mathcal{D}} f(y) \sum_{k=0}^{m-1} (x - T_k y) \cdot n(x) e^{-\frac{|x-T_k y|^2}{2t}} dy
\]

\[
+ \frac{1}{2\pi t^2} \int_{\mathcal{D}} f(y) \sum_{k=0}^{m-1} (x - T_{2m-1-k} y) \cdot n(x) e^{-\frac{|x-T_{2m-1-k} y|^2}{2t}} dy = 0.
\]

If $x \in \partial \mathcal{D}^+$, we get the same result noting that for all $y \in \mathcal{D}$ and $k = 0, \ldots, 2m - 1$,

\[
(x - T_{(k+1) \mod 2m} y) \cdot n(x) = -(x - T_{(2m-k) \mod 2m} y) \cdot n(x),
\]

\[
|x - T_{(k+1) \mod 2m} y|^2 = |x - T_{(2m-k) \mod 2m} y|^2,
\]

So $u(t, x) = \tilde{u}(t, x)$ for all $t \geq 0$ and $x \in \mathcal{D}$, and

\[
\mathbb{E}^x [f(X_t)] = \frac{1}{2\pi t} \int_{\mathcal{D}} f(y) \sum_{k=0}^{2m-1} e^{-\frac{|x-T_k y|^2}{2t}} dy.
\]

\[\square\]
Proof of Theorem 3 in the general case. As in the above proof we consider

\[ u(t, x) = \mathbb{P}^x [f(X_t)], \]

where \( t \geq 0, x \in D \), and \( f : D \to [0, +\infty) \) is a non-negative continuous function with compact support. Then \( u \) is the solution of the partial differential equation (B.1). Considering the formula obtained for the case \( \alpha = \pi/m \) above, we would like to express it so that it does not depend explicitly on \( m \). We first assume that \( \alpha = \pi/m \) for some \( m \in \mathbb{N} \). In order to switch to polar coordinates, let \( x = (r_0 \cos(\theta_0), r_0 \sin(\theta_0)), y = (r \cos(\theta), r \sin(\theta)) \) and recall that \( \vartheta_k \) for \( 0 \leq k \leq 2m - 1 \) is the angle of \( T_k(y) \) in \([0, 2\pi)\), i.e. \( T_k(y) = (r \cos(\vartheta_k), r \sin(\vartheta_k)) \) with \( \vartheta_{2k} = 2k\alpha + \theta \) and \( \vartheta_{2k+1} = (2k+1)\alpha - \theta \). We then rewrite (4.3):

\[ \mathbb{P}^x(X_t \in dy) = \frac{r}{2\pi t} e^{-\frac{r^2 + r_0^2}{2t}} \sum_{k=0}^{2m-1} e^{\frac{r r_0}{t} \cos(\vartheta_k - \vartheta)} dr d\theta. \]  

We use the following identity (see [GR07, page 933, (8.511.4)]), valid for \( \gamma, z \geq 0 \):

\[ e^{\gamma z} = I_0(z) + 2 \sum_{n=1}^{\infty} T_n(\gamma) I_n(z), \]

where \( T_n \) is the \( n \)th Tchebychev’s polynomial of the first kind and \( I_n \) the modified Bessel function of the first kind with order \( n \). Then the result (3.4) follows because \( T_n(\cos(\theta)) = \cos(n\theta) \) and

\[ \sum_{k=0}^{2m-1} \cos(n(\theta_k - \vartheta)) = \begin{cases} 2m \cos(n\theta) \cos(n\theta_0) & \text{if } n \text{ is a multiple of } m, \\ 0 & \text{otherwise.} \end{cases} \]

Using the above properties and \( m = \pi/\alpha \), we obtain

\[ \mathbb{P}^x(X_t \in dy) = \frac{2r}{t^2} e^{-(r^2 + r_0^2)/(2t)} \left( \frac{1}{2} I_0 \left( \frac{rr_0}{t} \right) + \sum_{n=1}^{\infty} I_n(\pi/\alpha) \left( \frac{rr_0}{t} \right) \cos \left( \frac{n\pi\theta}{\alpha} \right) \right) dr d\theta, \]  

which gives a formula which does not depend on \( m \). Now, we have to check that this formula is well defined for any \( \alpha \in (0, \pi) \) and that it is the unique solution the partial differential equation (B.1) with \( D = \langle \alpha \rangle \).

This is explained in Corollary 16. In our current situation, \( d = 2 \), the eigenvalues are \( \lambda_j := (j\pi/\alpha)^2 \) for \( j \geq 0 \) and the eigenfunctions are \( m_j(\theta) = \sqrt{2/\alpha} \cos(j\pi\theta/\alpha), j \geq 1 \) and \( m_0 \equiv 1/\sqrt{\alpha} \).

**Corollary 16.** Consider a general \( d \)-dimensional cone generated by all rays emanating from the origin and passing through a compact subset \( D \subset S^{d-1} \) which has smooth boundary. Consider \( X \) to be the normally reflected Brownian motion at the boundary of the cone. Then \( X_t \) has a density given by

\[ \mathbb{P}^x(X_t \in dy) = \frac{r}{t^{d/2-1}} e^{-\frac{r^2 + r_0^2}{2t}} \left( I_{\alpha_0} \left( \frac{rr_0}{t} \right) m_0(\theta)m_0(\theta_0) + \sum_{n=1}^{\infty} I_{\alpha_n} \left( \frac{rr_0}{t} \right) m_n(\theta)m_n(\theta_0) \right) dr d\theta. \]

To explain the elements in the above formula, denote by \( L_{S^{d-1}} \), the Laplace-Beltrami operator on \( S^{d-1} \). With the above assumptions, there exists a complete set of orthonormal eigenfunctions \( m_j \) with corresponding eigenvalues \( 0 \leq \lambda_0 < \lambda_1 \leq \lambda_2 < \ldots \) satisfying

\[ \begin{cases} L_{S^{d-1}} m_j(x) = -\lambda_j m_j(x) & \text{for } x \in D, \\ \nabla m_j(x) \cdot n(x) = 0 & \text{for } x \in \partial D, \end{cases} \]

\[ \alpha_j = \sqrt{\lambda_j + \left( \frac{d}{2} - 1 \right)^2}. \]
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Proof. The beginning of the proof is the same as in the statements following (B.1) in what refers to the existence and uniqueness of the associated PDE. Existence and uniqueness for the reflected process in the generalized cone can be deduced from [Bas96] (see also [BBC05, Remark 4.1] and the references therein).

In order to prove that (B.5) satisfies the associated PDE, one follows a similar proof in [BnS97] for the killed case. The proof in the reflected case follows line by line, the proof in [BnS97], except that the required estimates and properties of the eigenvalues and eigenfunctions of the Laplace-Beltrami operator in the case of Neumann boundary conditions have to be referred to the proper literature (for this see, [GN13], [Gr02] and [Kro92]) although the estimates do not change as far as it relates to the proof of [BnS97, Lemma 1] with the corresponding corrections of typos. In order for the required estimates to be satisfied one needs that the generalized \(d\)-dimensional cone is generated by all rays emanating from the origin and passing through a compact subset \(D \subset S^{d-1}\) which has smooth boundary.

We also remark that the density expressions in [BnS97] are written under polar measures which explains why our expressions have an extra \(r\) which appears due to the Jacobian of the change of coordinates.

We also provide a full elementary proof that (B.4) satisfies the initial conditions in the Supplementary Material.

C A hint for higher dimensions

The following proposition is provided so as to hint at the possibilities in dimension higher than two. It shows that dimension two is the case which is mathematically difficult to treat.

**Proposition 17.** Let \((R_t)_{t \geq 0}\) be a Bessel process in dimension \(d \geq 3\) and let \(F(T) = \int_0^t ds / R_s^2\). Then:

\[
\mathbb{E}^\nu [F(T)] < +\infty.
\]

**Proof.** The density of \(R_t\) in \(r\) is given in (A.7), so by performing the change of variable \(r = ut\), we have

\[
\mathbb{E}^\nu [F(T)] = \int_0^t \int_0^\infty \frac{1}{r^\nu} \left( \frac{r}{r_0} \right)^\nu e^{-r^2/2} I_\nu \left( \frac{r r_0}{t} \right) dr dt = \int_0^t \int_0^\infty I_\nu(r_0) e^{-r^2/2 \nu - 1} dr dt.
\]

Note that for all \(\varepsilon > 0\),

\[
\int_\varepsilon^T \nu^{-1} \int_0^\infty I_\nu(r_0) e^{-r^2/2 - \frac{\varepsilon^2}{2 \nu}} u^{\nu-1} du dt \leq \left( \int_\varepsilon^T e^{-r^2/2 \nu - 1} dr dt \right) \left( \int_0^\infty I_\nu(r_0) e^{-\varepsilon^2/2 \nu - 1} du \right) < \infty,
\]

where for we used the Proposition A.2 for the convergence of the second integral. So to prove the convergence of the integral, we only need to prove the convergence for the integral in \(t\) around zero. To do so we use Proposition A.2 again so that for \(\nu, r_0 > 0\):

\[
\mathbb{E}^\nu [F(\varepsilon)] \leq \frac{1}{r_0^\nu} \int_0^\varepsilon \nu^{-1} e^{-r^2/2} \int_0^\infty \left( e^{u r_0} + \frac{1}{\pi(\nu + u r_0)} \right) e^{-\frac{u^2}{2 \nu}} u^{\nu-1} du dt < \infty.
\]

In fact, using that \(\nu > 0\), we have

\[
I_1 := \frac{1}{r_0^\nu} \int_0^\varepsilon \nu^{-1} \int_0^\infty e^{-\frac{u^2}{2 \nu}(u + r_0)^2} u^{\nu-1} du dt \leq \frac{1}{r_0^\nu} \int_0^\varepsilon \nu^{-1} \int_0^\infty e^{-\frac{u^2}{2 \nu}} \left( \left| u \right| + \frac{r_0}{t} \right)^{\nu-1} du dt
\]

\[
= \frac{2}{r_0^\nu} \int_0^\varepsilon \nu^{-3/2} \int_0^\infty e^{-u^2/2} \left( \frac{u}{\sqrt{t}} + \frac{r_0}{t} \right)^{\nu-1} du dt \leq \frac{2}{r_0^\nu} \int_0^\varepsilon \nu^{-3/2} \int_0^\infty e^{-u^2/2} \left( \frac{u + r_0}{t} \right)^{\nu-1} du dt
\]

\[
= \frac{2}{r_0^\nu} \int_0^\varepsilon \nu^{-1/2} \int_0^\infty e^{-u^2/2} (u + r_0)^{\nu-1} du dt < \infty.
\]

As for the second integral, we have

\[
I_2 := \frac{1}{r_0^\nu} \int_0^\varepsilon \nu^{-1} \int_0^\infty \frac{1}{\pi(\nu + u r_0)} e^{-\frac{u^2}{2 \nu}} u^{\nu-1} du dt \leq \frac{1}{r_0^\nu} \int_0^\varepsilon \nu^{-1} e^{-\frac{u^2}{2 \nu}} du \int_0^\infty \frac{u^{\nu-1}}{\pi(\nu + u r_0)} du < \infty.
\]

\[\square\]
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D Supplementary material

D.1 Proof of the convergence to the initial condition when $t \to 0$

In this section, we prove the following result:

**Proposition 18.** The formula (4.4) satisfies the initial conditions of the heat equation, i.e. for all functions $f : D \to \mathbb{R}$ continuous with compact support, $r_0 > 0$ and $\theta_0 \in (0, \alpha)$:

$$
\int_D \hat{f}(r, \theta) \frac{2r}{t^\alpha} e^{-(r^2 + \theta^2)/2t} \left( \frac{1}{2} I_0 \left( \frac{r r_0}{t} \right) + \sum_{n=1}^\infty I_n \left( \frac{n \pi \theta}{\alpha} \right) \cos \left( \frac{n \pi \theta_0}{\alpha} \right) \right) dr d\theta \to \hat{f}(r_0, \theta_0), \quad (D.1)
$$

where $\hat{f} : [0, \infty) \times [0, \alpha] \to \mathbb{R}$ denotes the function $f$ expressed in polar coordinates.

For the proof, we use the following representation:

$$
\forall x > 0, \forall \alpha > 0, I_\alpha(x) = \frac{1}{\pi} \int_0^\pi x^{\alpha \cos(u)} \cos(\alpha u) du - \frac{\sin(\alpha \pi)}{\pi} \int_0^\infty e^{-x \cosh(u) - \alpha u} du.
$$

Let us denote by $A_1$ and $A_2$ the two terms appearing in the integral representation in (D.1) after replacing with the above formula, with $d_n = \frac{1}{2}$ if $n = 0$ and $d_n = 1$ for $n \geq 1$:

$$
A_1 := \frac{2}{\alpha \pi} \int_D \hat{f}(r, \theta) e^{-r^2 + \theta^2 / 2t} \sum_{n=0}^{\infty} d_n \cos \left( \frac{n \pi \theta}{\alpha} \right) \cos \left( \frac{n \pi \theta_0}{\alpha} \right) \int_0^\pi e^{-r r_0 \cos(u) \cosh(u)} \cos \left( \frac{n \pi u}{\alpha} \right) dud\theta,
$$

$$
A_2 := -\frac{2}{\alpha \pi} \int_D \hat{f}(r, \theta) e^{-r^2 + \theta^2 / 2t} \sum_{n=1}^{\infty} \sin \left( \frac{n \pi \theta}{\alpha} \right) \cos \left( \frac{n \pi \theta_0}{\alpha} \right) \cos \left( \frac{n \pi u}{\alpha} \right) \int_0^\infty e^{-r r_0 \cos(u) \cosh(u)} \frac{n \pi}{\alpha} u dud\theta.
$$

**Proposition 19.** We have $A_2 \xrightarrow{t \to 0} 0$.

**Proof.** Step 1: For the moment let us assume that the integration order can be switched. For all $a \in \mathbb{R}$ and $b > 0$, we have:

$$
g(a, b) := \sum_{n=0}^{\infty} \sin(na)e^{-nb} = \Im \left( \sum_{n=0}^{\infty} e^{ina - nb} \right) = \frac{e^{-b} \sin(a)}{(1 - e^{-b} \cos(a))^2 + e^{-2b} \sin^2(a)}. \quad (D.2)
$$

We use the following trigonometric identity written in compact form

$$
4 \cos(a) \cos(b) \sin(c) = \sin(a + b + c) + \sin(c - a - b) + \sin(a - b + c) + \sin(c - a + b) \quad (D.3)
$$

$$
A_{jk}(\theta) := \frac{\pi}{\alpha}((-1)^j \theta + (-1)^k \theta_0 + \pi),
$$

$$
\sum_{n=1}^{\infty} \cos \left( \frac{n \pi \theta}{\alpha} \right) \cos \left( \frac{n \pi \theta_0}{\alpha} \right) \sin \left( \frac{n \pi u}{\alpha} \right) e^{-n \pi u} = \frac{1}{4} \sum_{j,k=0}^{\infty} g \left( A_{jk}(\theta), \frac{\pi}{\alpha} u \right).
$$

Now we prove that for all $j, k \in \{0, 1\}$, we have:

$$
J_{j,k} := \frac{1}{t} \int_D \hat{f}(r, \theta) e^{-r^2 + \theta^2 / 2t} \int_0^\infty e^{-r r_0 \cosh(u)} g \left( A_{jk}(\theta), \frac{\pi}{\alpha} u \right) dud\theta dr \to 0.
$$

We will do the analysis of $J_{j,k}$ dividing the integration region in two: $J_{j,k}^1$ which comprises the integral on the region $D \times (1, \infty)$ and the remaining which is denoted by $J_{j,k}^2$. With this in mind, note that $g$ is continuous on $[0, \infty) \times (0, \alpha)$ and is locally integrable in $(0, 0)$. In fact, for all $a \in \mathbb{R}$ and $b > 0$:

$$
g(a, b) = \frac{e^{-b} \sin(a)}{(1 - e^{-b} \cos(a))^2 + e^{-2b} \sin^2(a)} \sim \frac{a}{a^2 + b^2}. \quad (D.4)
$$
Moreover,
\[
\int_{[0,1]^2} \frac{a}{a^2 + b^2} \, da \, db = \int_0^1 \left[ \frac{1}{2} \log(a^2 + b^2) \right]_{a=0}^{a=1} \, db = \frac{1}{2} \int_0^1 (\log(1 + b^2) - \log(b^2)) \, db < \infty.
\]

Next, note that \( \partial_b g(a, b) \) is negative, so
\[
\forall u \geq 1, \forall \theta \in \mathbb{R}, \quad \left| g \left( A_{jk}(\theta), \frac{\pi}{\alpha} u \right) \right| \leq \frac{e^{-\frac{\pi}{\alpha}}}{(1 - e^{-\frac{\pi}{\alpha}})^2},
\]
and since \( u \to u^2 / \cosh(u) \) is non-negative and bounded above, there exists \( B > 0 \) such that
\[
|J_{jk}^1| \leq \frac{C_1}{t} \int_0^\infty \int_0^\infty e^{-\frac{r^2 + \lambda_2^2}{2t}} r^2 e^{-r^2} \, dr \, du \leq \frac{C_2}{t} \int_0^\infty \sqrt{r} e^{-\frac{r^2}{2t}} \, dr \to 0.
\]

On the other hand, using (D.4) and the continuity of \( g \) we obtain
\[
|J_{jk}^2| \leq ||f||_\infty \frac{1}{t} \int_0^\infty \int_0^\infty e^{-\frac{r^2 + \lambda_2^2}{2t}} \, dr \cdot \int_0^1 \int_0^\alpha \left| g \left( A_{jk}(\theta), \frac{\pi}{\alpha} u \right) \right| \, d\theta \, du \to 0.
\]

So that
\[
|A_2| \leq \frac{1}{2\alpha \pi} \sum_{j,k=0}^1 |J_{jk}| \to 0.
\]

**Step 2:** Now, we prove that one can interchange the order of the integrals and sum in \( A_2 \). Note that Fubini’s theorem does not apply here because of the factors \( \cos(n\pi \theta / \alpha) \) and \( \cos(n\pi \theta_0 / \alpha) \). A computation similar to (D.2) leads to, for all \( N \in \mathbb{N} \):
\[
g_N(a, b) := \sum_{n=N}^\infty \sin(na) e^{-nb} = \Im \left( \sum_{n=N}^\infty e^{-inb + ina} \right) = e^{-Nb} \sin(Na) - e^{-b} \sin((N - 1)a) \frac{(1 - e^{-b} \cos(a))^2 + e^{-2b} \sin^2(a)}{1 - e^{-b} \cos(a)}.
\]

Next, we prove that, for all \( j, k \in \{0, 1\} \) and for all \( t > 0 \), denoting \( R_{jk}^N \) the difference between the infinite sum and the partial sum up in \( A_2 \) to \( N \),
\[
R_{jk}^N := \frac{1}{t} \int_D \int_0^\infty e^{-\frac{r^2 + \lambda_2^2}{2t}} f(r, \theta) \int_0^{\infty} e^{-\frac{\tau^2}{2t}} \cosh(u) g_N \left( A_{jk}(\theta), \frac{\pi}{\alpha} u \right) \, d\theta \, du \to 0, \quad t \to \infty.
\]

Let us remark that
\[
e^{-Nb} g_N(a, b) = \frac{\sin(Na) - e^{-b} \sin((N - 1)a)}{(1 - e^{-b} \cos(a))^2 + e^{-2b} \sin^2(a)} \underset{a, b \to 0}{\sim} \frac{a}{a^2 + b^2},
\]
so that \( (a, b) \mapsto e^{Nb} g_N(a, b) \) is integrable in \((0, 0)\). We denote \( R_{jk}^{N,1} \) and \( R_{jk}^{N,2} \) the two terms obtained after splitting the integral with respect to \( u \) on \((0, 1)\) and \((1, \infty)\) respectively. We have then
\[
|R_{jk}^{N,2}| \leq \frac{1}{t} ||f||_\infty \int_0^\infty e^{-\frac{r^2 + \lambda_2^2}{2t}} \, dr \int_0^1 e^{-\frac{N+\lambda_2}{2t}} \int_0^\alpha e^{-\frac{N+\lambda_2}{2t}} \left| g_N \left( A_{jk}(\theta), \frac{\pi}{\alpha} u \right) \right| \, d\theta \, du \to 0, \quad N \to \infty,
\]
where we use Lemma 20 for the above convergence. Moreover for all \( u \geq 1, \theta \in \mathbb{R}, \)
\[
|g_N(A_{jk}(\theta), \frac{\pi}{\alpha} u)| \leq e^{-N \frac{\pi}{\alpha} u} \frac{2}{(1 - e^{-\frac{\pi}{\alpha}})^2},
\]
so we have
\[
|R_{jk}^{N,1}| \leq \frac{1}{t} ||f||_\infty \int_0^\infty e^{-\frac{r^2 + \lambda_2^2}{2t}} \, dr \int_1^\infty e^{-N \frac{\pi}{\alpha} u} \frac{2}{(1 - e^{-\frac{\pi}{\alpha}})^2} \, du \to 0, \quad N \to \infty.
\]

From the above arguments we obtain the conclusion: \( R_{jk}^N \to 0 \) for all \( j, k \in \{0, 1\} \).
Lemma 20. Let $b > 0$ and let $f \in L^1((0,b))$ be non-negative and continuous. Then:

$$\int_0^b e^{-Nx} f(x) dx \to 0.$$ 

Proof. Let $\varepsilon > 0$ and choose $\delta > 0$ such that $\int_0^\delta f(x) dx \leq \varepsilon$. Then for $N$ big enough:

$$\int_0^b e^{-Nx} f(x) dx \leq \int_0^\delta f(x) dx + e^{-N\delta} ||f||_1 \leq 2\varepsilon.$$

\Box

Proposition 21. We have $A_1 \to \hat{f}(r_0, \theta_0)$.

Proof. First, let us assume that the integration order can be exchanged. This will be further discussed in Step 5.

**Step 1:** We exchange the order of integrals in $A_1$ as:

$$A_1 = \int_0^\pi f_1(u, t) f_2(u, t) du,$$

$$f_1(u, t) := \frac{2}{\sqrt{\alpha \pi}} e^{-\frac{\pi^2 \sin^2(u)}{2}},$$

$$f_2(u, t) := \int_t^\infty \frac{r e^{(r-\tan(\sin(u)))^2}}{\sqrt{t}} \sum_{n=0}^\infty d_n \cos \left( \frac{n \pi \theta_0 - u}{\alpha} \right) \cos \left( \frac{n \pi \theta_0 + u}{\alpha} \right) \int_0^\alpha \hat{f}(r, \theta) \cos \left( \frac{n \pi \theta}{\alpha} \right) d\theta dr.$$

We will study the limit of $A_1$ in the above integral order. First, we treat the sum inside $f_2(u, t)$ using trigonometric identities for $\cos \left( \frac{n \pi \theta_0 \pm u}{\alpha} \right)$. We see that is enough to find the limit for:

$$\frac{1}{2} \sum_{n=0}^\infty d_n \left( \cos \left( \frac{n \pi \theta_0 + u}{\alpha} \right) + \cos \left( \frac{n \pi \theta_0 - u}{\alpha} \right) \right) \int_0^\alpha \hat{f}(r, \theta) \cos \left( \frac{n \pi \theta}{\alpha} \right) d\theta.$$

In our case, we will use the following normalization of the classical Fourier inversion formula:

**Theorem 22** (Fourier Formula). Let $g : \mathbb{R} \to \mathbb{R}$ be a periodic and continuous function of period $2L$. Then the following series converges for all $x \in \mathbb{R}$ and:

$$g(x) = \frac{a_0}{2} + \sum_{n=1}^\infty a_n \cos \left( \frac{n \pi x}{L} \right) + b_n \sin \left( \frac{n \pi x}{L} \right),$$

with $a_n = \frac{1}{L} \int_{-L}^L g(\theta) \cos \left( \frac{n \pi \theta}{L} \right) d\theta$ and $b_n = \frac{1}{L} \int_{-L}^L g(\theta) \sin \left( \frac{n \pi \theta}{L} \right) d\theta$.

Next, we extend the definition of the function $\hat{f}$. For all $r \geq 0$ and $\theta \in [0, \alpha]$, we define $\hat{f}(r, -\theta) := \hat{f}(r, \theta)$, and we make it $2\alpha$-periodic by defining $\hat{f}(r, \theta + 2k\alpha) = \hat{f}(r, \theta)$. This way, $\hat{f}$ is an even and $2\alpha$-periodic function and is still continuous. With this definition, and using the Fourier inversion formula, we get for $\theta_0 \pm u \in (-\alpha, \alpha)$:

$$\frac{1}{2} \sum_{n=0}^\infty d_n \cos \left( \frac{n \pi (\theta_0 \pm u)}{\alpha} \right) \int_0^\alpha \hat{f}(r, \theta) \cos \left( \frac{n \pi \theta}{\alpha} \right) d\theta$$

$$= \frac{1}{4} \sum_{n=0}^\infty d_n \cos \left( \frac{n \pi (\theta_0 \pm u)}{\alpha} \right) \int_{-\alpha}^\alpha \hat{f}(r, \theta) \cos \left( \frac{n \pi \theta}{\alpha} \right) d\theta = \frac{\alpha}{4} \hat{f}(r, \theta_0 \pm u). \quad (D.5)$$
Step 2: Next, let us study $f_2(u, t)$ in two separate cases the integral in $r$:

$$
\int_0^\infty \hat{f}(r, \theta_0 \pm u) \frac{re^{-(r-r_0 \cos(u))^2/2t}}{\sqrt{t}} dr.
$$

Case 1: If $r_0 \cos(u) > 0$:

$$
\frac{re^{-(r-r_0 \cos(u))^2/2t}}{\sqrt{t}} = \frac{1}{\sqrt{t}}(r-r_0 \cos(u))e^{-(r-r_0 \cos(u))^2/2t} + r_0 \cos(u) e^{-(r-r_0 \cos(u))^2/2t}.
$$

The total mass of the first term is

$$
\int_0^\infty \frac{1}{\sqrt{t}}(r-r_0 \cos(u))e^{-(r-r_0 \cos(u))^2/2t} dr = \left[ -\frac{e^{-(r-r_0 \cos(u))^2/2t}}{\sqrt{t}} \right]_r^{\infty} = \sqrt{t}e^{-\frac{r_0^2 \cos^2(u)}{2t}} \to 0.
$$

And the second term is, up to the multiplicative constant $\sqrt{2\pi}$, an approximation of the unity around $r = r_0 \cos(u) > 0$, so that in this case, the integral in $r$ converges to

$$
\sqrt{2\pi}r_0 \cos(u) \hat{f}(r_0 \cos(u), \theta_0 \pm u).
$$

Case 2: If $r_0 \cos(u) \leq 0$: The total mass of $\frac{1}{\sqrt{t}}re^{-(r-r_0 \cos(u))^2/(2t)}$ is bounded above by

$$
\frac{1}{\sqrt{t}} \int_0^\infty e^{-\frac{r^2}{2t}} dr = \sqrt{t} \to 0,
$$

so that the integral in $r$ converges to 0. We remark here that convergences in the above two cases are uniform with respect to $u$ within their respective domains.

Step 3: From the previous step, we consider now the integral with respect to $u$. Taking into consideration the previous step, we can restrict to the case $\cos(u) > 0$ or equivalently $u \in [0, \pi/2]$. That is, consider

$$
I_{\pm} := \frac{1}{\sqrt{t}} \int_0^{\pi/2} \hat{f}(r_0 \cos(u), \theta_0 \pm u)e^{-\frac{r_0^2 \sin^2(u)}{2t}} \cos(u) du.
$$

Note that for all $\varepsilon > 0$, by dominated convergence,

$$
\frac{1}{\sqrt{t}} \int_\varepsilon^{\pi/2} \hat{f}(r_0 \cos(u), \theta_0 \pm u)e^{-\frac{r_0^2 \sin^2(u)}{2t}} \cos(u) du \to 0.
$$

Fix $\delta > 0$ and take $\varepsilon$ small enough such that $\cos(u) \simeq 1$ and $\sin(u) \simeq u$ for all $u \in [0, \varepsilon]$. Then

$$
\frac{1}{\sqrt{t}} \int_0^\varepsilon e^{-\frac{r_0^2 \sin^2(u)}{2t}} \cos(u) du \sim \frac{1}{\sqrt{t}} \int_0^\varepsilon e^{-\frac{r_0^2 u^2}{2t}} du \to \sqrt{\frac{\pi}{2r_0^2}}.
$$

Thus, up to the multiplicative constant $\sqrt{\pi/(2r_0^2)}$, $u \mapsto e^{-\frac{r_0^2 \sin^2(u)}{2t}} \cos(u)$ is an approximation of the unity around $u = 0$, so that

$$
I_+ + I_- \to 0 \sqrt{\frac{2\pi}{r_0^2}} \hat{f}(r_0, \theta_0).
$$

Step 4: Now, we put all previous steps together. In Step 1, we proved that for all $t > 0$:

$$
f_2(u, t) := \int_0^\infty \frac{re^{-(r-r_0 \cos(u))^2/2t}}{\sqrt{t}} \frac{\alpha}{4}(\hat{f}(r, \theta_0 + u) + \hat{f}(r, \theta_0 - u)) dr.
$$
We have proved in Step 2 that for all \( u, f_2(u, t) \) converges when \( t \to 0 \) to

\[
\hat{f}_2(u) := \frac{\alpha}{4} \sqrt{2\pi r_0} \cos(u) \left( \hat{f}(r_0 \cos(u), \theta_0 + u) + \hat{f}(r_0 \cos(u), \theta_0 - u) \right),
\]

and in Step 3 that \( \int_0^\pi f_1(u, t) \hat{f}_2(u) du \) converges when \( t \to 0 \) to

\[
\lim_{t \to 0} \frac{2}{\alpha \pi \sqrt{t}} \int_0^{\pi/2} \frac{\alpha}{4} \sqrt{2\pi r_0} (\hat{f}(r_0 \cos(u), \theta_0 + u) + \hat{f}(r_0 \cos(u), \theta_0 - u)) e^{-r_0^2 \sin^2(u)} \cos(u) du = \frac{2}{\alpha \pi} \sqrt{2\pi r_0} \frac{\pi}{2r_0^2} 2\hat{f}(r_0, \theta_0) = \hat{f}(r_0, \theta_0).
\]

To end the proof of the convergence, we have to show that

\[
\lim_{t \to 0} \int_0^\pi f_1(u, t) f_2(u, t) du = \lim_{t \to 0} \int_0^\pi f_1(u, t) \hat{f}_2(u) du.
\]

We have:

\[
\left| \int_0^\pi f_1(u, t) f_2(u, t) du - \int_0^\pi f_1(u, t) \hat{f}_2(u) du \right| \leq \left( \sup_t \int_0^\pi f_1(u, t) du \right) ||f_2(\cdot, t) - \hat{f}_2(\cdot)||_\infty,
\]

and \( ||f_2(\cdot, t) - \hat{f}_2(\cdot)||_\infty \to 0 \) since in Step 2, the convergence is uniform with respect to \( u \).

**Step 5**: We now prove that for all \( r_0, \theta_0, t \) fixed, the integration order can be switched. Note that for fixed \( n \), by Fubini’s theorem, the integration order in \( r, \theta \) and \( u \) can be switched, as

\[
\int_0^\infty \int_0^\alpha \int_0^\infty \int_0^\alpha \left| \hat{f}(r, \theta) e^{-r^2 + \frac{\pi^2}{\alpha^2} \cos(n\pi \theta) \cos(n\pi \frac{\pi}{\alpha} u)} \right| \int_0^\pi |e^{r u \cos(u)} \cos(n\pi u \frac{\pi}{\alpha})| du d\theta dr du \\
\leq \|f\|_\infty \pi \int_0^\alpha \int_0^\pi e^{-r^2 + \frac{\pi^2}{\alpha^2} \cos(n\pi \theta) \cos(n\pi \frac{\pi}{\alpha} u)} du d\theta dr < \infty.
\]

So that the order of integration can be exchanged for every partial sum. Now, for \( N \in \mathbb{N} \):

\[
\left| \int_0^\pi e^{-r_0^2 \sin^2(u)} \int_0^\infty \int_0^\pi \int_0^\alpha \int_0^\alpha \sin(n\pi \theta_0) \cos(n\pi \frac{\pi}{\alpha} u) \cdot \int_0^\pi \hat{f}(r, \theta) \cos(n\pi \theta_0) du d\theta dr du \\
- \int_0^\pi e^{-r_0^2 \sin^2(u)} \int_0^\infty \int_0^\pi \int_0^\alpha \int_0^\alpha \sin(n\pi \theta_0) \cos(n\pi \frac{\pi}{\alpha} u) \cdot \int_0^\pi \hat{f}(r, \theta) \cos(n\pi \theta_0) du d\theta dr du \right| \\
\leq \frac{\alpha}{4} \int_0^\pi e^{-r_0^2 \sin^2(u)} \int_0^\pi \left( \int_{-\pi}^\pi \hat{f}(r, \theta_0 + u) - \hat{f}(r, \theta_0 + u) \right) du dr \\
\leq \frac{\alpha}{4} \int_{-\pi}^\pi \sup_r ||f_N(r, \cdot) - \hat{f}(r, \cdot)||_2 \int_0^\infty e^{-r_0^2 \cos(u)} du dr \\
\leq \frac{\alpha}{4} \sqrt{\frac{\alpha}{\pi}} \int_{-\pi}^\pi \sup_r ||f_N(r, \cdot) - \hat{f}(r, \cdot)||_2 \int_0^\infty e^{-r_0^2 \cos(u)} du dr.
\]

Using Parseval’s equality, we obtain

\[
||\hat{f}_N(r, \cdot) - \hat{f}(r, \cdot)||^2 = \sum_{n=-N+1}^{\infty} \int_{-\alpha}^{\alpha} \cos \left( \frac{n\pi \xi}{\alpha} \right) ^2 d\xi \frac{1}{\alpha^2} \left( \int_{-\alpha}^{\alpha} \hat{f}(r, \theta) \cos \left( \frac{n\pi \theta}{\alpha} \right) d\theta \right) ^2 \\
= \sum_{n=-N+1}^{\infty} \int_{-\alpha}^{\alpha} \cos \left( \frac{n\pi \xi}{\alpha} \right) ^2 d\xi \cdot \frac{1}{n^2 \pi^2} \left( \int_{-\alpha}^{\alpha} \partial_\theta \hat{f}(r, \theta) \sin \left( \frac{n\pi \theta}{\alpha} \right) d\theta \right) ^2
\]

34
\[
\leq \sum_{n=N+1}^{\infty} \frac{4\alpha^3}{n^2 \pi^2} ||\partial_\theta \hat{f}||_\infty.
\]

Although the extension of \( \hat{f} \) on \([-\alpha, \alpha]\) is not an element of \( C^1 \), we can perform the integration by parts on each interval \([0, \alpha]\) and \([-\alpha, 0]\). Then, \(||\hat{f}_N(r, \cdot) - \hat{f}(r, \cdot)||_2 \to 0\) as \( N \to \infty \) uniformly in \( r \). That way we obtain the convergence to 0 of the difference between the partial sum and the series. \( \square \)