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Abstract

The concept of a virtual power plant (VPP) was introduced for supporting market participation of small-scale renewable energy-based generators (REGs). In a VPP, energy storage systems (ESSs) and micro-turbine-based generators (MTGs) are used together to mitigate the variability of the output of REGs. To keep the output of a VPP at the contracted value in a market, centralized feeder flow control (FFC) methods can be adopted for the VPP. However, conventional centralized FFC methods lack careful consideration of different characteristics of various resources and require high-speed communications and several central control units. Therefore, this paper proposes a new FFC method considering various characteristics of resources and enabling operation with less communication dependency. The effectiveness of the proposed method is verified by comparing the results of the proposed method with those of the conventional method with performance analysis, stability analysis, and simulations with Simulink/MATLAB.
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I. INTRODUCTION

Recently, a number of renewable energy-based generators (REGs), such as photovoltaic (PV) and wind generators, have been integrated into distribution networks to decarbonize energy systems [1]. However, the characteristics of REG, i.e., limited capacity and high output variability, hinder the achievement of ambitious national goal for greenhouse gas reduction by integration of REGs. As a generator must satisfy the minimum capacity requirement, limited capacity of REGs is an obstacle to the participation of REGs in the wholesale energy market to retain additional revenue streams [2]. Furthermore, the fluctuating output of REGs is the primary reason why there is a technical limit to their penetration in the current power system [3].

For these reasons, the concept of a virtual power plant (VPP) has been introduced to overcome these obstacles. A VPP aggregates a large number of REGs and manages multiple REGs as a single generator [3]. As aggregation of REGs as a VPP makes REGs possible to participate in the wholesale market, each REG can participate in the market for obtaining additional revenues. However, the output of a VPP is still difficult to be maintained as the desired value using only a collection of REGs [4]. For this reason, energy storage systems based on batteries (ESSs) are put into a portfolio of the VPP to mitigate variable outputs of REGs. However, as an ESS cannot discharge energy beyond its capacity, generators which can dynamically control their output, such as micro-turbine-based generators (MTGs), are additionally...
required in the VPP to maintain the total output of the VPP at the desired value [5]. By coordinating distributed energy resources (DERs), such as REGs, ESSs, and MTGs, the VPP can procure enough capacity and cope with the variability of REGs as shown in Fig. 1.

![Diagram of VPP and conventional centralized feeder flow control for VPP.](image)

To keep the output of the VPP at the contracted value, feeder flow control (FFC) methods, which have been studied in [6]–[9], could be adopted. FFC methods make the power flow of specified feeder as desired using DERs. In a VPP, by utilizing controllable DERs, such as ESSs and MTGs, FFC methods can maintain the VPP output (i.e., VPP-Grid interface flow) as contracted value. In [6], a local control-based FFC method is proposed. Because this method is based on local control, FFC with a fast response time and high reliability can be implemented. However, this method is only applicable to small-scale radial networks. For applying FFC to general and larger networks, high-speed communication-based centralized FFC methods are proposed, as depicted in Fig. 1 [7]–[9]. By adopting the concept of the tie-line flow control in the conventional power system, central control units adjust the outputs of DERs to maintain the active power and reactive power of a VPP at the contracted values via high-speed communication.

While the conventional centralized FFC methods provide a way to control the VPP output, several factors should be further addressed. First, the different characteristics of various DERs need to be considered. As individual DERs have different characteristics, such as different response times and energy availability, the benefits of VPP are maximized if the characteristics of individual DERs can be considered. In microgrids (MGs), there are various studies that consider the different characteristics of various DERs [10]–[16]. For the operation of MGs, microgrid operators schedule the outputs of DERs with optimization while considering different response time of DERs [10]–[13]. For the control of MGs, considering the different characteristics of DERs, coordinated control of DERs has been proposed in [14]–[16]. Through such an approach, costs as well as losses of the system can be lowered and control performance can be improved in MGs. In the case of VPP, various studies, which considers the different characteristics of DERs, have been proposed for the operation of VPP and thus the cost and loss for the VPP can be lowered [17]–[19]. However, previous studies related to control methods including FFC for VPP scarcely consider the characteristics of DERs. Therefore, a coordinated control strategy considering the characteristics of individual DERs is required to maximize the benefit of each DER and performance of the control for VPP.

Second, the communication dependency of conventional methods needs to be reduced. As conventional centralized FFC methods use central PI control units, unexpected communication delay could seriously degrade the system stability [20]; thus, high-speed communication is essential for the conventional methods. Furthermore, as conventional FFC methods require at least two central control units for active power and reactive power controls, the system is exposed to serious risks of the failure of central control units [21]. Similar issues about communication dependency, such as the requirement for high-speed communication or the reduction of central control units, exist in MG or power system area. In [22] and [23], not to use high-speed communication, design methods for a central control unit have been proposed with fuzzy logics or robust control theory against an unexpected communication delay. However, these methods are proposed only for frequency and voltage control and scarcely consider the detailed dynamics of various DERs. On the other hand, in [24]–[26], to reduce the use of central control units, local-based control methods have been proposed. However, these methods can be used only for frequency and voltage control of MGs and can be adopted in only special topologies. Therefore, to reduce communication dependency in VPP, a novel robust control system for FFC in the VPP, which can function well even with an unexpected delay in communication speed and has less central units, is required.

In this paper, we propose an improved FFC method to maintain the output of VPP at a contracted value. The contributions of this paper are summarized as: 1) effective consideration of the different characteristics of various DERs and 2) reduction of communication dependency for FFC of VPP. The main proposals of this paper are as follows:

- **Proposed local FFC method for the reactive power control of VPP:** proposing different characteristics and response times for the various types of DERs, better performing centralized FFC structure for the active power control of VPP is proposed.
- **Gain design method of the FFC for the active power control of VPP:** to reduce communication dependency, control gain design method of proposed FFC for active power control of VPP, which makes the system stable against unexpected communication delay, is introduced.
- **Proposed local FFC method for the reactive power control of VPP:** local FFC method for the reactive power control of VPP is proposed in each DER to reduce the use of central control unit.

The remainder of this paper is organized as follows. In Section II, various types of DERs in a VPP are analyzed for categorization and equivalent modeling. In Section III, a conventional centralized FFC method is reviewed. In Section IV, the proposed FFC method for control of the VPP output is presented. In Section V, we present the results of the analysis and simulations, and thus validate the effectiveness of the
proposed control method. Finally, conclusions are outlined in Section VI.

II. CLASSIFICATION AND ANALYSIS OF DERS IN VPP

As there are various types of DERs in a VPP, the characteristics of individual DERs are required to be analyzed for efficient coordination among DERs. In this section, the different types of DERs are analyzed. Based on the implementation method and source type, we can categorize DERs, which have been widely used in VPP, into three types: REG, ESS, and MTG. In addition, a simplified equivalent model of DERs is presented.

A. CLASSIFICATION OF DERS IN VPP

1) REG

Owing to having eco-friendly characteristics, REGs such as wind and PV generators are in the spotlight as future power generation sources. Most REGs are integrated into the power system through an inverter as shown in Fig. 2(a). For maximizing the use of renewable energy sources, an REG is generally controlled for the maximum power point tracking (MPPT) by the inverter control [27]. However, as the available power from REGs, such as PV and wind power generators, is uncertain and fluctuates, there are major factors that create uncertainty and volatility of VPP output.

FIGURE 2. Structure of grid interfaced DER; (a) REG, (b) ESS, and (c) MTG.

2) ESS

An ESS consists of a battery (i.e., a power source) and an inverter that is required for interfacing a battery to the power system as shown in Fig. 2(b) [15]. As the output of an ESS can be controlled by an inverter, an ESS can be used to mitigate the variable outputs of REGs and maintain the VPP output at the contracted value. Furthermore, because an ESS is usually based on a Li-ion battery source that has a fast response time of less than 1 ms [28], the bandwidth of an inverter controller can be large; hence, the ESS has a very fast response time. Generally, the bandwidth of the power controller for an ESS could be over a thousand [15]. However, an ESS has a state of charge (SOC) limitation due to the battery capacity. Therefore, thorough SOC management for an ESS is essential [15].

3) MTG

MTGs consist of a micro-turbine and ac generator to generate electrical power from various fuel-based sources [29]. Many conventional fuel sources have been adapted to MTGs. However, biomass and natural gas can be sources for MTGs to reduce pollution. MTGs recently have been interfaced to the power system through converters for high efficiency and fast operation [29]. The most common converter topology is the back-to-back converters that consist of a dc–link, a rectifier, and an inverter. The entire scheme of the grid-interfaced MTG is expressed in Fig. 2(c). For mitigating variable outputs of REGs, MTGs are required and a stable power supply of VPP is possible. Different from an ESS, the outputs can be managed more easily without a constraint, such as SOC [15]. However, the response time of MTG is relatively slow [15]. Although each MTG is interfaced to the system by inverter, the bandwidth of the inverter controller is limited due to the slow response of the prime mover when compared to a battery [30]. Generally, the bandwidth of the power controller for an MTG is limited, about a hundred [31].

B. EQUIVALENT MODEL OF DERS IN VPP

As analyzed above, we assume all DERs are interfaced to the system via inverters. From [15], [27], [30], [31], all REG, ESS, and MTG can be seen as equivalent to a structure that includes a dc voltage source and an inverter when viewed from the perspective of the grid as shown in Fig. 3. Fig. 4 shows the inverter controllers within the system in Fig. 3. The purpose of the controllers is to regulate the power at their reference values. When * denotes the reference of a corresponding variable, all references become the optimal scheduled values provided by the operator in steady-state, but the active power reference of REG becomes the power at MPP ($P_{MPPT}$) [27]. The PI gains of the current controller are expressed as $k_p$, and $k_i$. 

FIGURE 3. Equivalent system of each DER.

FIGURE 4. Control structure of each DER.
Fig. 5 shows the procedure for expressing the equivalent model for DERs. If $k_{p,i}$ and $k_{i,i}$ are determined as $k_{p,i} = L_i/\tau_i$, and $k_{i,i} = R_i/\tau_i$, the DER (which consists of the system in Fig. 3 and controller in Fig. 4) can be expressed as a first-order low pass filter (LPF) with time constant of $\tau_i$ [32]. Finally, the DER can be simplified as a single transfer function. Note that the different types of DERs have different values for $\tau_i$, which corresponds to the response time and is the reciprocal of the bandwidth.

III. CONVENTIONAL CENTRALIZED FEEDER FLOW CONTROL FOR VPP

If the actual outputs of REGs are changed from the predicted values, the real-time output of the VPP develops an error from the contracted value. To compensate for the error, the VPP output can be maintained at a contracted value by adopting the conventional centralized FFC method, as shown in Fig. 6 [7]–[9]. The errors between the actual outputs, $P_{VPP}$ and $Q_{VPP}$, and the contracted output values, $P_{VPP,0}$ and $Q_{VPP,0}$, become the inputs of the central PI controllers, where $k_p$ and $k_i$ are the gains of the central PI controllers. Then, the output of the central PI controller for the active power becomes the total adjusted references of controllable DERs, such as MTGs and ESSs. On the other hand, the central controller for the reactive power becomes the total adjusted references of all DERs, including REGs. The output signals of the central PI controllers are distributed via high-speed communication to each DER based on the sharing ratio. Normally, the sharing ratio can be determined equally or based on the rating ratio [27]. Finally, the signals become the adjusted references for the active and reactive powers of each DER.

FIGURE 5. Equivalent model of each DER.

IV. PROPOSED FEEDER FLOW CONTROL FOR VPP

Conventional centralized FFC methods have some drawbacks as mentioned in Section I. Different characteristics of each DER are not considered. Furthermore, these methods have high communication dependency, such as the requirement of high-speed communication and multiple central control units for the active and reactive power control. Therefore, in this paper, an improved FFC method is proposed for the active and reactive power control of the VPP output, as shown in Fig. 7. For the active power control of a VPP, considering different characteristics of the DERs and any unexpected delay in communication, the structure of the conventional centralized FFC is modified and a gain design method is introduced. For the reactive power control of a VPP, instead of using a central controller, a local-based reactive power controller in each DER is proposed to reduce the use of central control unit.

A. PROPOSED FFC METHOD FOR THE ACTIVE POWER CONTROL OF VPP

1) MODIFIED STRUCTURE OF CENTRALIZED CONTROL

As ESSs have fast response times but should manage SOC thoroughly, it is desirable that ESSs participate in instant control rather than steady-state control [15]. MTGs, on the other hand, have relatively slow response times but have no restrictions like the SOC limitation, making it relatively easy to adjust their outputs [15]. In the active power control of a VPP, a central controller is used, as in conventional methods. However, considering the characteristics of ESSs, the control signal from the P controller is assigned to the ESSs. The P controller adjusts the output instantaneously to compensate for the error but returns the output to zero when the error becomes zero. Similarly, the control action of the I controller is assigned to MTGs. The I controller adjusts the output slowly for eliminating the error, and the output becomes a different value from the base points even when the error becomes zero. If there are multiple ESSs and MTGs, the control signals for ESSs and MTGs are allocated to each ESS and MTG via sharing ratios, $p_{ESS,i}$ and $p_{MTG,j}$, of which their summation is equal to one, respectively. At last, the signals become the adjusted active power references of ESSs and MTGs. Fig. 8 shows the entire active power control loops considering the transfer function of communication and
responses of MTGs and ESSs as analyzed in Fig. 5. The communication speed model is approximated as the LPF form as expressed in [20]. For simplification, the time constant of the communication speed is equal to \( \tau_d \) in all links and the time constants for MTGs and ESSs are equal to \( \tau_{ESS} \) and \( \tau_{MTG} \), respectively.

On the other hand, \( P_{MTGs} \), \( P_{ESSs} \), and \( P_{REGs} \), respectively. From Fig. 8, the following equation can be satisfied from the power balance equation:

\[
\Delta P_{VPP} = \Delta P_{MTGs} + \Delta P_{ESSs} + \Delta P_{REGs},
\]

where \( \Delta \) denotes the variation of corresponding variable and \( P_{VPP} \), \( P_{MTGs} \), \( P_{ESSs} \), and \( P_{REGs} \) are the active power of VPP, MTGs, ESSs, and REGs, respectively. From Fig. 8, the relationship between \( \Delta P_{VPP} \) and \( \Delta P_{ESSs} \) can be expressed as follow:

\[
-k_p \Delta P_{VPP} = \tau_d \Delta \dot{P}_{ESSs} + \Delta \dot{P}_{ESSs},
\]

where * denotes the reference of corresponding variables. Considering that the summation of participation factors is one in Fig. 8, the relationship between \( \Delta P_{ESSs} \) and \( \Delta P_{ESSs} \) can be written as:

\[
\Delta P_{ESSs} = \tau_{ESS} \Delta \dot{P}_{ESSs} + \Delta \dot{P}_{ESSs}.
\]

Similarly, the relationships between \( \Delta P_{VPP} \) and \( \Delta P_{MTGs} \) and between \( \Delta P_{MTGs} \) and \( \Delta P_{MTGs} \) can be presented as:

\[
-k_i \Delta P_{VPP} = \tau_i \Delta \dot{P}_{MTGs} + \Delta \dot{P}_{MTGs},
\]

\[
\Delta P_{MTGs} = \tau_{MTG} \Delta \dot{P}_{MTGs} + \Delta \dot{P}_{MTGs}.
\]

On the other hand, \( P_{REGs} \) can be considered as the input of the system. From (1)–(5), the entire state space model of the system including the central controller, communication, and responses of MTGs, ESSs, and REGs can be expressed as (6) and (7).

\[
\dot{X} = AX + BU,
\]

\[
Y = CX,
\]

where,

\[
X = [\Delta P_{VPP}, \Delta P_{MTGs}, \Delta \dot{P}_{MTGs}, \Delta \dot{P}_{MTGs}, \Delta P_{ESSs}, \Delta \dot{P}_{ESSs}],
\]

\[
U = [\Delta \dot{P}_{REGs}],
\]

\[
Y = [\Delta P_{VPP}],
\]

\[
A = \begin{bmatrix}
\tau_d & 0 & 0 & 0 & 0 & 0 \\
0 & \tau_d & 0 & 0 & 0 & 0 \\
0 & 0 & \tau_d & 0 & 0 & 0 \\
0 & 0 & 0 & \tau_d & 0 & 0 \\
0 & 0 & 0 & 0 & \tau_{ESS} & 0 \\
0 & 0 & 0 & 0 & 0 & \tau_{MTG}
\end{bmatrix},
\]

\[
B = \begin{bmatrix}
a_1 \\
a_2 \\
a_3 \\
a_4 \\
a_5 \\
a_6
\end{bmatrix},
\]

\[
C = \begin{bmatrix}
1 & 0 & 0 & 0 & 0 & 0
\end{bmatrix}^T.
\]

3) DESIGN METHOD OF THE CONTROLLER GAINS

The central controller gains critically affect system stability and performance. Conventionally, PI gains of the central controller are optimally designed at the nominal condition of the system. Heuristic optimization methods have been widely adopted for the design of gains, such as the genetic algorithm (GA) [33] and the particle swarm optimization (PSO) [34]. In this paper, PSO is selected for the optimization tool, and the previous optimal design method of PI gains is adopted to obtain the best performance. The P gain and I gain, \( k_p \) and \( k_i \), in the central active power controller are determined for minimizing the objective function \( f(x) \) as

\[
\min f(x) = \int_{t=0}^{t=T} t \cdot |P_{VPP}(t) - P_{VPP,0}| dt,
\]

where \( f(x) \) implies the integrated time-weighted absolute error (ITAE) between the actual VPP output and the contracted value. ITAE is well-known as the objective function which yields the best performance indicator [34]. From the optimization for the simulation results of the state space model in (6) and (7) with the step change of input, the optimal gains can be obtained in a similar way to the previous studies [33], [34].

However, in this paper, we want to use normal communication lines, instead of high-speed communication lines, to reduce communication dependency. In this case, unexpected communication delays inevitably occur. For this reason, the gains should be designed to guarantee system stability even if the unexpected communication delay occurs. To prevent instability due to the uncertainty, robustness against the unexpected delay should be considered in the design of the gains. The uncertainties of communication speed can be modeled as an inverse additive perturbation [35], [36]. The general structure of the closed-loop system with the inverse additive perturbation is shown in Fig. 9.
A necessary and sufficient condition for robust stability against the uncertainty is [37]

$$||M \cdot \Delta||_{\infty} < 1,$$  \hspace{1cm} (9)

**FIGURE 9.** Closed loop with an additive uncertainty of communication speed.

From (6) and (7), a closed-loop system $M$ can be obtained as

$$M = C(sI - A)^{-1}B,$$  \hspace{1cm} (10)

Considering the form of the transfer function for the communication in Fig. 8, we can express the uncertainty as

$$||\Delta(\omega)||_{\infty} < 1,$$  \hspace{1cm} (11)

Based on small-gain theorem [37], $M$ should be satisfied with the following condition to maintain robust stability.

$$||M||_{\infty} < 1,$$  \hspace{1cm} (12)

Thus, to guarantee the robust stability for uncertainty, (12) becomes a constraint of the optimization to design the gains.

**B. PROPOSED FFC METHOD FOR THE REACTIVE POWER CONTROL OF VPP**

1) **LOCAL-BASED SPQ DROOP CONTROL**

As the reactive power could be controlled by the inverter of each DER regardless of source types, it seems that the reactive power of a VPP output is almost unchanged. However, if the active power of a DER changes, the reactive power of the VPP could be changed by the variation in the power flow through the lines [38]. For this reason, as the active power of all DERs could be changed unexpectedly from the scheduled value, effective reactive power control for the VPP output should also be required. Conventionally, similar to the active power control, a PI-based central controller is adopted for FFC of the reactive power control [7]–[9]. However, considering that use of fewer central control units is preferred from the standpoint of system reliability [20], we propose a local reactive power control method to maintain the reactive power of a VPP as desired in this section.

The main concept of the proposed reactive power control of a VPP is as follows. The output of an REG can vary from the base point due to a change in the available active power, and the outputs of ESSs and MTGs can also vary from the base points due to their participation in the active power control. While DERs adjust their active powers from the base points, the corresponding DERs compensate for the reactive powers simultaneously to suppress the variation in the reactive power of the VPP. To compensate, sensitivity based active–reactive power (SPQ) droop control is proposed.

Considering that the base point is determined by the operator with the optimal scheduling, the base points of the active and reactive powers for each DER and the reactive power for VPP are expressed as $P_{DER,0}$, $Q_{DER,0}$, and $Q_{VPP,0}$ respectively. If the active power of the DER deviates from the base point, the variation in the active power for the DER is expressed as $\Delta P_{DER}$. As mentioned above, $\Delta P_{DER}$ can affect the variation of $Q_{VPP}$. Assuming the outputs of other DERs are not changed, the variation in $Q_{VPP}$ can be expressed as follows.

$$\Delta Q_{VPP} = \frac{\partial Q_{VPP,0}}{\partial P_{DER,0}} \Delta P_{DER} + \frac{\partial Q_{VPP,0}}{\partial Q_{DER,0}} \Delta Q_{DER},$$  \hspace{1cm} (13)

where $\Delta$ denotes the variation of the corresponding variable. Therefore, to maintain $\Delta Q_{VPP}$ at zero in (13), the variation of required reactive power of DER, $\Delta Q_{DER}$, can be written as

$$\Delta Q_{DER} = K_{SPQ} \Delta P_{DER},$$  \hspace{1cm} (14)

$$K_{SPQ} = -(\frac{\partial Q_{VPP,0}}{\partial P_{DER,0}})(\frac{\partial Q_{VPP,0}}{\partial Q_{DER,0}})^{-1} = -\text{im}(\frac{\partial Q_{VPP,0}}{\partial P_{DER,0}} \cdot \text{im}(\frac{\partial Q_{VPP,0}}{\partial Q_{DER,0}})^{-1},$$  \hspace{1cm} (15)

**FIGURE 10.** Simplified structure of VPP interface with a utility grid.

where $K_{SPQ}$ is the droop constant for SPQ droop control, which is expressed by sensitivities. If $K_{SPQ}$ can be estimated, the variation of $Q_{VPP}$ could be suppressed locally from each DER by adjusting its reactive power. For estimating $K_{SPQ}$, sensitivities between the apparent power of VPP and $P_{DER,0}$ and $Q_{DER,0}$ are required. Fig. 10 shows the interface of VPP, which is connected to the main grid with the impedance. From Fig. 10, the apparent power of VPP, $S_{VPP}$, is expressed as

$$S_{VPP} = -V_{Main} \cdot \text{im}(V_{Main} - V_{VPP}),$$  \hspace{1cm} (16)

where $V_{Main}$ is the voltage of the main grid, $V_{VPP}$ is the voltage for the VPP-Grid interface bus, and $\text{im}$ is the admittance between the main grid and the VPP. By partial differentiation of (16) to the active and reactive power of DER, the following sensitivities are written as

$$\frac{\partial S_{VPP,0}}{\partial P_{DER,0}} = -V_{Main} \text{im}\left(\frac{\partial V_{Main}}{\partial P_{DER,0}} - \frac{\partial V_{VPP,0}}{\partial P_{DER,0}}\right)^* + \text{im}(V_{Main} - V_{VPP}),$$  \hspace{1cm} (17)

$$\frac{\partial S_{VPP,0}}{\partial Q_{DER,0}} = -V_{Main} \text{im}\left(\frac{\partial V_{Main}}{\partial Q_{DER,0}} - \frac{\partial V_{VPP,0}}{\partial Q_{DER,0}}\right)^* + \text{im}(V_{Main} - V_{VPP}),$$  \hspace{1cm} (18)

From the perspective of the VPP, as the main grid can be thought of as an infinite bus, the voltage magnitude and angle...
are assumed as 1 p.u. and 0 rad, respectively. Thus, $y$, can be
known, hence, (17) and (18) can be re-expressed as
\[
\frac{\partial S_{VPP}}{\partial P_{DER}} = \left[ \frac{\partial V_{VPP}}{\partial P_{DER}} \right]^*, (19)
\]
\[
\frac{\partial S_{VPP}}{\partial Q_{DER}} = \left[ \frac{\partial V_{VPP}}{\partial Q_{DER}} \right]^*. (20)
\]
Therefore, to estimate $K_{SPQ}$, the sensitivities between the
VPP-Grid interface bus voltage and the active and reactive
power of each DER should be known. From [39], the required
sensitivities to estimate $K_{SPQ}$ can be written as
\[
\frac{\partial V_{VPP}}{\partial P_{DER}} = \frac{\partial (|V_{VPP}| \cdot e^{j\theta_{VPP}})}{\partial P_{DER}} = \left[ \frac{\partial |V_{VPP}|}{\partial P_{DER}} + j|V_{VPP}| \frac{\partial \theta_{VPP}}{\partial P_{DER}} \right] e^{j\theta_{VPP}}, (21)
\]
\[
\frac{\partial V_{VPP}}{\partial Q_{DER}} = \frac{\partial (|V_{VPP}| \cdot e^{j\theta_{VPP}})}{\partial Q_{DER}} = \left[ \frac{\partial |V_{VPP}|}{\partial Q_{DER}} + j|V_{VPP}| \frac{\partial \theta_{VPP}}{\partial Q_{DER}} \right] e^{j\theta_{VPP}}, (22)
\]
where $|V_{VPP}|$ and $\theta_{VPP}$ are the voltage and angle magnitudes for the VPP-Grid interface bus. To estimate $K_{SPQ}$, as written in (15) and (19)–(22), information regarding $|V_{VPP}|$, $\theta_{VPP}$, and the four sensitivities, which are the components of the inverse of the Jacobian matrix, is required. Fortunately, those are calculated during the optimal scheduling and can be given by the operator without any extra process [39]. Finally, we can estimate $K_{SPQ}$ from the scheduled data.

On the other hand, considering that the output of each DER is fluctuated with the variable outputs of REGs, voltage fluctuation can occur. Although the reactive power of DER is used to control the reactive power of VPP in the proposed control, a voltage should be maintained within the allowable range. If a voltage deviates away from the allowable range, the reactive power of DER should be adjusted to control its voltage instead of controlling the VPP output.

Considering that the base point is determined by the operator with optimal scheduling, the base points of the active and reactive powers for each DER and its voltage are expressed as $P_{DER,0}$, $Q_{DER,0}$, and $|V_{DER,0}|$, respectively. If the active power of the DER deviates from the base point, the variation in the active power for the DER, $\Delta P_{DER}$, can affect the variation of $|V_{DER}|$. Therefore, the variation in $|V_{DER}|$ can be expressed as follows.
\[
\Delta |V_{DER}| = \frac{\partial |V_{DER,0}|}{\partial P_{DER,0}} \Delta P_{DER} + \frac{\partial |V_{DER,0}|}{\partial Q_{DER,0}} \Delta Q_{DER}. (23)
\]
where $\Delta$ denotes the variation of the corresponding variable. If the proposed SPQ droop control with $K_{SPQ}$ operates, the variation in the reactive power of DER can be expressed as
\[
\Delta Q_{DER} = K_{SPQ} \Delta P_{DER}. (24)
\]
By substituting (24) into (23), the variation in $|V_{DER}|$
\[
\Delta |V_{DER}| = \left( \frac{\partial |V_{DER,0}|}{\partial P_{DER,0}} + K_{SPQ} \right) \Delta P_{DER}. (25)
\]
As the actual voltage $|V_{DER}|$ is the summation of (25) and $|V_{DER,0}|$, $|V_{DER}|$ can be expressed as
\[
|V_{DER}| = |V_{DER,0}| + \left( \frac{\partial |V_{DER,0}|}{\partial P_{DER,0}} + K_{SPQ} \right) \Delta P_{DER}. (26)
\]
However, if $|V_{DER}|$ deviates away from the allowable range as expressed in (27), the reactive power of DER should be used to control its voltage instead of controlling for the VPP output as mentioned above.
\[
|V_{min}| < |V_{DER}| = |V_{DER,0}| + \left( \frac{\partial |V_{DER,0}|}{\partial P_{DER,0}} + K_{SPQ} \right) \Delta P_{DER} < |V_{max}|. (27)
\]
where $|V_{min}|$ and $|V_{max}|$ are the minimum and maximum voltages of the allowable range. Fortunately, by changing the droop constant from the proposed SPQ droop constant, $K_{SPQ}$, to the supplementary SPQ droop constant, $K'_{SPQ}$, voltage can be recovered to the scheduled value. The concept of supplementary SPQ droop constant is based on the PQ droop control in [14]. When (27) is not satisfied, to make $\Delta |V_{DER}|$ as zero in (23), the variation of the required reactive power of DER, $\Delta Q_{DER}$, can be expressed as
\[
\Delta Q_{DER} = K'_{SPQ} \Delta P_{DER}. (28)
\]
\[
K'_{SPQ} = -\left( \frac{\partial |V_{DER,0}|}{\partial P_{DER,0}} \right) \left( \frac{\partial |V_{DER,0}|}{\partial Q_{DER,0}} \right)^{-1}. (29)
\]
from [42], the system dynamic matrix can be also obtained in [43]. Using these methods from the operator, Jacobian matrix could be estimated in near real time even with uncertainties, such as measurement errors and network topology changes. In other words, it is possible to improve the robustness for the proposed control if such estimation methods for Jacobian matrix are used.

Finally, the entire proposed SPQ droop control is expressed as shown in Fig. 11. If the condition of (27) is satisfied, it is judged as normal state and the reactive power of DER is adjusted by multiplying the deviated active power and the proposed SPQ droop constant, \( K_{SPQ} \). However, if the condition of (27) is not satisfied, it is judged as voltage abnormal state and the reactive power of DER is adjusted by multiplying the deviated active power and the supplementary SPQ droop constant, \( K'_{SPQ} \). From the entire proposed SPQ droop control, the reactive power of VPP can be maintained locally in normal situation. However, if the voltage deviates away from the allowable range, the voltage returns to the scheduled value locally instead of maintaining the reactive power of VPP.

**C. ENTIRE SCHEME OF THE PROPOSED FFC**

The entire process of the proposed FFC for the VPP is summarized as shown in Fig. 7. For active power control, the control structure is modified from the conventional centralized FFC method to consider the different characteristics of various DERs. Furthermore, the design method for control gains is proposed. Different from the conventional method in Fig. 6, normal communication lines can be used instead of high-speed communication lines.

Simultaneously, for reactive power control, SPQ droop controller in each DER is proposed for local FFC. Owing to the proposed reactive power control method, no central controller is required for reactive power control of the VPP. Finally, from the proposed FFC method, the VPP can reduce the overall communication dependency.

**V. ANALYSIS AND SIMULATION RESULTS**

In this section, analysis and simulation results with the proposed FFC method are compared to those with the conventional control method. The central PI controller-based method which has been widely used for the centralized FFC methods [7]–[9] was selected as the conventional control method. Furthermore, in the conventional method, we assume that the FFC signals are evenly allocated to MTG and ESS as the conventional way [27].

Firstly, the configuration of the test system is introduced. Based on the test system, the improvement of the proposed FFC for the active power of a VPP is verified with the analysis of performance and stability. The analysis of both performance and stability is performed based on the small-signal based state space models. The model of the proposed method is presented in (6) and (7) and the model of the conventional method is presented in Appendix A. After the analysis of the active power control method, time-domain simulations of a case study are performed to verify the effectiveness of the entire FFC method for a VPP.

**TABLE 1. System parameters at nominal condition.**

| Symbol | Value | Symbol | Value | Symbol | Value |
|--------|-------|--------|-------|--------|-------|
| \( P_{TF,P} \) | 60 kW | \( Q_{TF,P} \) | 30 kVar | \( P_{ESS} \) | 20 kW |
| \( Q_{ESS} \) | 10 kVar | \( P_{MTG} \) | 11.59 kW | \( Q_{MTG} \) | 9.69 kVar |
| \( P_{REG} \) | 30 kW | \( Q_{REG} \) | 15 kVar | \( |V_{TF,P} | \) | 0.026 p.u. |
| \( \theta_{TP} \) | 0.041 rad | \( \frac{\partial |V_{TF,P} |}{\partial P_{MTG}} \) | 0.0079 | \( \frac{\partial |V_{TF,P} |}{\partial Q_{MTG}} \) | 0.2971 |
| \( \frac{\partial |V_{TF,P} |}{\partial Q_{REG}} \) | 0.0072 | \( \frac{\partial |V_{TF,P} |}{\partial Q_{REG}} \) | 0.2974 | \( \frac{\partial |V_{TF,P} |}{\partial Q_{REG}} \) | 0.0041 |
| \( \frac{\partial |V_{TF,P} |}{\partial Q_{REG}} \) | 0.2973 | \( \frac{\partial \theta_{TF,P}}{\partial P_{REG}} \) | 0.2785 | \( \frac{\partial \theta_{TF,P}}{\partial Q_{REG}} \) | - |
| \( \frac{\partial \theta_{TF,P}}{\partial Q_{REG}} \) | 0.2767 | \( \frac{\partial \theta_{TF,P}}{\partial Q_{REG}} \) | 0.0409 | \( \frac{\partial \theta_{TF,P}}{\partial Q_{REG}} \) | 0.2713 |

**A. SYSTEM CONFIGURATION**

The VPP system shown in Fig. 12 was used as the test system with nominal parameters listed in Table 1. The test system was based on CIGRE low voltage benchmark system in [44] and some modification was adopted for making the system as VPP. At bus 7, 9, and 13, MTG, ESS, and REG (PV) were
connected, respectively. The detailed inner control scheme of each DER was adopted as depicted in Fig. 4. All inverters were two-level half bridge converters and were connected to the system with an RL filter \((R = 0.1 \text{ m} \Omega, L = 2 \text{ mH})\). PI gains of the inner-loop inverter controller for MTG, ESS, and REG (PV) were designed to have time constants of \(\tau_{MTG} = 10, \tau_{ESS} = 1, \) and \(\tau_{RES} = 1 \text{ ms}\), respectively. Rated values for the apparent power of MTG, ESS, and REG were 50, 40, and 50 kV A, respectively.

On the other hand, it is assumed that the VPP operator contracted the power as 60 kW + 30 kVar with the main grid and the active power of the REG was predicted as 30 kW. From the contracted power of the VPP with the main grid and the predicted power of the REG, the operator scheduled the active power and reactive power of each DER as shown in Table 1. From the scheduling, the base points and sensitivities were determined as shown in Table 1.

For an accurate comparison between the proposed control method and the conventional control method, the entire verification was carried out using the same methodology under the same conditions; with the unit step response of the system input (the output of REG), the gains for the central controller were optimally designed as conventional gain design methods [33], [34] to obtain the best performance by minimizing the objective function, (8). However, as proposed in Section IV-A, the constraint related to the robust stability in (12) was additionally considered in the design for the proposed case. PSO was adopted for the optimization tool in both methods. Fig. 13 shows the flowchart for the gain design process for the conventional and proposed methods. The population size of particles was chosen to be 10, the boundary of the gains was confined as \((0 100,000)\), and a penalty constant was set to 100,000. From the optimization, the gains for the conventional and the proposed central controllers were designed as \([1.7, 677]\) and \([1, 37]\), respectively, under the same conditions. Fig. 14 shows the results of the PSO searching process in both methods. The values of the objective functions were saturated and minimized within 50 iterations.

On the other hand, the stability of the system was analyzed when the communication speed varied from the nominal value, \(\tau_d = 20 \text{ ms}\). The stability of the system can be verified from the eigenvalues of the system matrix \(A\). The system is stable if and only if real parts of all eigenvalues have negative values. Figs. 15(a) and (b) show the dominant eigenvalues of the conventional and the proposed methods, when \(\tau_d\) varied from 10 ms to 2 s. As shown in Fig. 15(a), if \(\tau_d\) was over 550 ms, the system became unstable in the conventional method. However, as shown in Fig. 15(b), the system was maintained within the stable region regardless of varying \(\tau_d\) in the proposed method.

From the results, we can conclude that the proposed FFC method for the active power of a VPP can improve the control performance and the robustness against the variation in communication speed.

**C. CASE STUDY**

Based on the test system, time-domain simulation was performed with Simulink/MATLAB for case study. The results
for Case I and Case II are presented when the power of REG at MPP was fluctuated from the predicted power \( P_{MPPT} \neq P_{REG,0} = 30kW \) as shown in Fig. 16. The purpose of simulations for Case I and Case II was to verify the proposals of this study, and is summarized as in Table 2.

### TABLE 2. Summarized proposals and the purpose of case study.

| Proposals                                      | Conventional method | Proposed method | Verification in case study |
|-----------------------------------------------|---------------------|-----------------|----------------------------|
| Consideration of DER characteristics         | X                   | O               | Case II                    |
| High-speed communication-free for active power control | X                   | O               |                            |
| Central control unit-free for reactive power control | X                   | O               | Case I                      |

**FIGURE 16.** Active power at MPP and predicted active power of REG for case study.

1) **CASE I**

In Case I, failure of central control units occurred within a load variation scenario. Case I consists of Case I(a) and Case I(b). In Case I(a), allowable voltage range was determined as \( V_{min} = 0.9 \) p.u. and \( V_{max} = 1.1 \) p.u. In this case, the conventional method and entire proposed method were compared; thus, both active and reactive power controls were disabled in the conventional method and active power control was disabled in the proposed method. In Case I(b), the allowable voltage range was set as \( V_{min} = 0.945 \) p.u. and \( V_{max} = 1.065 \) p.u. In this case, to verify the effectiveness of the supplementary SPQ droop constant, \( K_{SPQ}' \), simulation results of the proposed SPQ droop control methods with and without the use of \( K_{SPQ}' \) were compared.

- **Case I(a)**

In Case I(a), as \( P_{MPPT} \) varied, both the active and reactive power of an REG are presented as shown in Figs. 17(a) and (b), respectively. In both cases, the REG made the active power as \( P_{MPPT} \). REG made the reactive power as the scheduled value in the conventional case, however, REG adjusted the reactive power from the scheduled value because of the SPQ droop controller in the proposed case.

Due to the variation in the active power of REG, the output of the VPP also varied as shown in Fig. 18. In both methods, as the variation in the active power of the REG deviated from the predicted value, the VPP was hard to maintain the power at the contracted value without central controllers; MTG and ESS kept their outputs as scheduled value as shown in Figs. 19 and 20. Furthermore, in the conventional case, although the reactive power of all devices was constant as shown in Figs. 17(b), 19(b), and 20(b), the reactive power of the VPP varied because of the variation in the active power of
REG. However, in the proposed case, owing to the proposed SPQ droop controller, the reactive power of the VPP could be maintained at the contracted value without central control units. Fig. 21 shows the bus voltage of the REG. As the voltage could be within the allowable range (0.9 ∼ 1.1 p.u.) with $K_{SPQ}$, supplementary SPQ droop constant was not used (i.e. droop constant was fixed as $K_{SPQ}$); thus, the reactive power of VPP could be maintained in whole time periods.

FIGURE 21. Voltage of REG-connected bus in Case I(a).

Due to the variation in the active power of REG, the voltage deviated away from the allowable range, the voltage control could not be controlled.

However, in the proposed method with the use of $K'_{SPQ}$, the voltage remained within the allowable range as shown in Fig. 22(c). Between 11 to 13 s, as (27) was not satisfied, the SPQ droop constant was changed from $K_{SPQ}$ to $K'_{SPQ}$. Owing to $K'_{SPQ}$, the voltage was returned to the scheduled value between 11 to 13 s, as shown in Fig. 22(c). As the SPQ droop constant was $K'_{SPQ}$ between 11 to 13, the reactive power of VPP could not be maintained as shown in Fig. 23(b). This phenomenon was inevitable because the voltage should be maintained within the allowable range. After 13 s, as the voltage could remain within the allowable range with $K_{SPQ}$ (i.e., (27) is satisfied), the droop constant was changed from $K'_{SPQ}$ to $K_{SPQ}$ and the reactive power of VPP could be maintained as shown in Fig. 23(b).

In summary, with the entire local reactive power control including the proposed and supplementary SPQ droop constants, the reactive power of VPP could be maintained locally and the voltage was not allowed to deviate away from the allowable range simultaneously. Therefore, we can conclude that the proposed controller can reduce dependency on communications and improve system reliability while simultaneously achieving the control objectives.

2) CASE II

In Case II, communication was delayed within a load variation scenario; communication speed was delayed from $\tau_d = 20$ (nominal communication speed) to 300 ms at 5 s and delayed from $\tau_d = 300$ to 600 ms at 10 s. Here, the results from the proposed control method were compared to those from the conventional control method. Additionally, the allowable voltage range was determined as $V_{min} = 0.9$ p.u. and $V_{max} = 1.1$ p.u. and as the voltages were not deviated from the allowable range (i.e., (27) is satisfied), $K'_{SPQ}$ was not used as in Case I(a).

Before 5 s, as shown in Fig. 24, according to the change in $P_{MPPT}$, the active and reactive power of the REG in both methods were similar as in Case I. However, as shown in Fig. 25, despite the variation in the output of the REG, the active and reactive power of the VPP can be tightly

FIGURE 22. (a) Active power, (b) reactive power, and (c) bus voltage of REG in Case I(b).

– Case I(b)

In Case I(b), Figs. 22(a), (b), and (c) show the active power, reactive power, and bus voltage of the REG, respectively. As shown in Fig. 22(a), in both methods with and without the use of $K'_{SPQ}$, REG made the active power as $P_{MPPT}$.

In the method without the use of $K'_{SPQ}$, the reactive power of VPP could be always maintained as the contracted value as shown in Fig. 23(c). However, the voltage deviated from the allowable range between 11 to 13 s as shown in Fig. 22(c). As the SPQ droop constant was fixed as $K_{SPQ}$, even though
maintained at the contracted value in both methods. However, the detailed performance of the VPP output was different. As shown in the enlarged figures in Fig. 25 (a), the responses of the proposed method had less error than those of the conventional method. Those results correspond to the analysis in Fig. 14. Although the gains for both methods were optimally designed, the proposed method had better performance. Furthermore, it is notable that the proposed control method can maintain the reactive power of VPP locally without using central control unit.

After 5 s, still, the VPP output can be controlled in both methods. However, compared with the proposed method, the control performance significantly degrades in the conventional method due to the increasing communication delay. After 10 s, with the further delayed communication speed, the control system rapidly collapsed in the conventional method. This result corresponds to the stability analysis in Fig. 15, which implies that the conventional method is unstable when $\tau_d > 550$ ms. However, in the proposed method, the system did not collapse, as analyzed in Fig. 15 and the VPP output can be controlled.

Simultaneously, Figs. 26 and 27 present the output of MTG and ESS, respectively. In the conventional method, when the active power of the REG is fluctuated, both ESS and MTG participated in the FFC control equally at the steady-state. However, in the proposed method, the active power of the ESS was adjusted only at transient state and returned to the scheduled value at steady state. Meanwhile, the MTG slowly responded and the active power of the MTG was deviated from the scheduled value to maintain the active power of the VPP at the steady-state. In other words, ESS matched the instant power gap before MTG produced enough power. As shown in the enlarged figure of Fig. 26(a), to control the VPP output, MTG took about 100 ms to reach the steady state. While MTG required about 100 ms to increase the output power, ESS matched the power gap rapidly (about 10 ms) as shown in the enlarged figure of Fig. 27(a). Due to its faster response time, ESS covered the power gap instead of MTG. Thus, as shown in the enlarged figure of Fig. 25(a), the output of VPP (red line for the proposed control) could be maintained rapidly (about 10 ms) even when the output of REG was fluctuated. Considering that it took about 30 ms to saturate the output power of VPP in the conventional method as shown in Fig. 25(a), the coordination of DERs in the proposed method was more effective than that of the conventional method.

The results show that the coordination between the ESS and the MTG is performed effectively while considering the different characteristics of both the ESS and the MTG. In addition, the results imply that such coordination is the cause of the improved performance of the active power control for the VPP as presented in Fig. 25 (a).

From the coordination of the MTG and the ESS in the proposed structure of a centralized FFC for active power control of a VPP, the better performance and more efficient use of ESSs and MTGs can be obtained. Furthermore, the proposed
design method for the gains of the central active power controller presents the improved robustness against unexpected communication delay.

VI. CONCLUSION

A new FFC method for the VPP was proposed considering characteristics of various DERs and a reduction of the communication dependency. The active power of the VPP was maintained by the central PI controller using the proposed structure, which presents the method of allocating control signals to DERs and the design method of gains to have improved robustness against unexpected communication delay. Simultaneously, the reactive power of the VPP was managed by the proposed local controller called SPQ droop. Due to the entire proposed FFC for VPP, the control performance is improved and the control objective is achieved without the requirement for high-speed communication and extra central control unit(s), thus reducing communication dependency and system complexity.

The proposed control method will contribute greatly to further help the implementation and deployment of VPPs. However, the proposed control method was based on a VPP system in which the operator of the VPP manages all DERs and power system networks. The different type of VPP system, where the operator manages only DERs, has also appeared recently. Considering that the operator of such a VPP system lacks the relevant information about the power system networks, it is much more complicated to control the VPP output at the contracted value. Therefore, a new control method for the VPP output is required for such a VPP system, and it will be the focus of our future works.

APPENDIX A

STATE SPACE MODEL OF CONVENTIONAL METHOD

\[
\dot{X} = AX + BU, \quad (A1)
\]
\[
Y = CX, \quad (A2)
\]

where,

\[
X = [\Delta P_{\text{VPP}}, \Delta P_{\text{MTGs}}, \Delta \dot{P}_{\text{MTGs}}, \Delta \ddot{P}_{\text{MTGs}}, \Delta P_{\text{ESS}}, \Delta \dot{P}_{\text{ESS}}, \Delta \ddot{P}_{\text{ESS}}]^T
\]

\[
U = [\Delta \dot{P}_{\text{REGS}}], \quad Y = [\Delta P_{\text{VPP}}],
\]

\[
A = \begin{bmatrix}
1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 \\
a_1 & a_2 & a_3 & a_4 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 \\
a_5 & a_6 & 0 & 0 & a_7 & a_8
\end{bmatrix}
\]

\[
B = \begin{bmatrix}
1 \\
0 \\
0 \\
0 \\
0 \\
0
\end{bmatrix}, \quad C = \begin{bmatrix}
0 \\
0 \\
0 \\
0 \\
0 \\
0
\end{bmatrix}^T
\]

\[
a_1 = -0.5k_p\tau_d^{-1}\tau_{\text{MTG}}^{-1}, \quad a_2 = -(1 + 0.5k_p)\tau_d^{-1}\tau_{\text{MTG}}^{-1},
\]

\[
a_3 = -(\tau_d + \tau_{\text{MTG}})\tau_{\text{MTG}}^{-1}, \quad a_4 = -0.5k_p\tau_d^{-1}\tau_{\text{MTG}}^{-1},
\]

\[
a_5 = -0.5k_p\tau_d^{-1}\tau_{\text{ESS}}^{-1}, \quad a_6 = -0.5k_p\tau_d^{-1}\tau_{\text{ESS}}^{-1},
\]

\[
a_7 = -(1 + 0.5k_p)\tau_d^{-1}\tau_{\text{ESS}}^{-1}, \quad a_8 = -(\tau_d + \tau_{\text{ESS}})\tau_{\text{ESS}}^{-1}
\]
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