An Improved Faster R-CNN for Pulmonary Embolism Detection From CTPA Images
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ABSTRACT

Computer-aided detection of pulmonary embolism is an important technology method for diagnosing pulmonary embolism, which can help doctors diagnose quickly and save a lot of manpower. However, due to the small area of pulmonary embolism in the Computed Tomography Pulmonary Angiography (CTPA) slice images, some previous methods for detecting pulmonary embolism have a high number of false detection and missed detection. This study proposes a detection method of pulmonary embolism based on the improved faster region-based convolutional neural network (Faster R-CNN) named More Accurate Faster R-CNN (MA Faster R-CNN). A new feature fusion network named Multi-scale Fusion Feature Pyramid Network (MF-FPN) is proposed by extending and adding two bottom-up paths on the Feature Pyramid Network (FPN). It enhances the feature extraction capability of the entire network by transmitting low-level accurate location information, and makes up for the original information lost after multiple down-sampling, strengthens the use of detailed information, which is more helpful to the detection of small object. In the prediction module, the residual block is added before the fully-connected layer to deepen the network and enhance the classification accuracy, named residual prediction module (RPM). Compared with the original Faster R-CNN, the proposed MA Faster R-CNN which combines MF-FPN and RPM has a higher detection precision and solves the problems of false detection and missed detection of pulmonary embolism effectively. The average precision (AP) reached 85.88% on the CTPA pulmonary embolism dataset used in this article.
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I. INTRODUCTION

Pulmonary embolism exists in the pulmonary artery and is a thrombus caused by an endogenous or exogenous embolus that blocks central, lobar, segmental, or subsegmental pulmonary arteries, causing an obstruction of pulmonary circulation and influencing pulmonary artery pressure and right heart pressure [1]. About a third of cases got sudden death due to pulmonary embolism which is a common disease with high morbidity and mortality [2], [3]. CTPA is a primary technical means for clinical diagnosis of pulmonary embolism and can diagnose pulmonary embolism quickly and noninvasively, which highlights the pulmonary artery and its branches by injecting high density contrast agent into the vein, pulmonary embolism shows a relatively dark area in the brighter pulmonary artery, because the contrast agent dissolves in the blood and the embolism does not absorb the contrast agent, the clinical features of pulmonary embolism include complete filling defect, partial filling defect, “track shape”, and vessel wall defect [1].

As shown in Fig. 1, the left image is the CTPA slice image of the lung, and the right image is the enlarged view of the pulmonary artery area.
area of the pulmonary artery, the two dark areas marked in the highlighted vessels are pulmonary embolism. It can be observed that pulmonary embolism occupies a very small proportion of the CTPA slice image, which causes a challenge for the detection of pulmonary embolism. The clinical diagnosis method is to manually screen CTPA images, which requires the radiologists to check each branch of the pulmonary artery. The accuracy is influenced by many human factors including the radiologists’ professional ability and eye fatigue.

Therefore, it is very necessary to detect pulmonary embolism through computer-aided detection methods. Traditional pulmonary embolism detection methods need to be completed in stages, which is inefficient and inaccurate.

Deep learning has brought great convenience to object detection. Region-based convolutional neural network (R-CNN) is the pioneering work for object detection, which extracts 1k~2k region proposals by using selective search, solves the location problem of convolutional neural network (CNN) through “recognition using regions”. But the proposals need to be transformed to the fixed size to adapt to CNNs, which is very time-consuming [4].

Faster R-CNN optimizes the candidate region selection algorithm and introduces the region proposal network (RPN) so that the detection network and the region proposal generator share the same feature map, and object detection can be achieved more effectively and quickly. For RPN which is a fully convolutional network, it takes images of any size as input and object proposals with object score as output [5]. Christian Eggert et al. tested the performance of Faster R-CNN for objects of various sizes in the generation of proposals and classification stages, and applied Faster R-CNN to detect company logo in the field of small objects [6]. Mask R-CNN adds a branch to predict the mask on the basis of Faster R-CNN and fixes the quantitative misalignment of Region of Interest (RoI) pooling with RoI align, which is used for object detection and extracting masks [7]. Region-based Fully Convolutional Networks (R-FCN) which is one of the state-of-the-art methods proposed position-sensitive score maps to solve the problem of missing translation-invariance after RoI pooling [8].

However, Faster R-CNN adopts only a single-scale feature, the performance of multi-scale detection is still better for small object detection [9]. Liu et al. proposed single shot multi-box detector (SSD) which uses feature maps of different scales for detection and the detection accuracy is higher in a smaller image size compared with other single stage networks [10]. Cai et al. proposed the multi-scale CNN (MS-CNN) to detect multi-scale objects, which consists of the proposal generation network with multi-scale output layers, and its performance reaches 15 fps on small object dataset [11]. Setio et al. detected pulmonary nodules using multi-view convolutional networks which reduced false positive in pulmonary nodules detection effectively [12]. Li et al. applied Faster R-CNN to the detection of the same object, improved the extraction of detail information by merging feature maps, and achieved better performance compared with other methods [13]. FPN adopts ConvNet’s multi-level feature structure from low to high semantics to perform multi-scale feature fusion through the lateral connection and top-down pathway [9]. Although FPN introduces a top-down path, it is still limited by one-way information flow.

An Yang et al. used Faster R-CNN with U-Net to recognize pulmonary tuberculosis in CT images, and introduced residual block to solve the problem of network degradation. Compared with the original model, the sensitivity, specificity and AUC of the improved model were improved by 2.48%, 1.23% and 2.90%, respectively [14]. Deconvolutional single shot detector (DSSD) introduced residual block for each prediction layer to improve the sub-network, the performance of the prediction module with the residual block seems to be significantly better than the original prediction module [15]. Residual block was proposed by He et al. and proved to be helpful for increasing the depth of the network and solving the problem of gradient disappearance and gradient explosion [16].

The proportion of pulmonary embolism in the image is very small, multiple down-sampling reduces the resolution of the object and the location information is blurred, which is not good for the detection of pulmonary embolism. The use of precise location information at the bottom layer is very important for enhancing the feature pyramid and improving the positioning ability of the feature extractor. A deep prediction module is also essential to improve the precision of the model. To solve the above problems, an improved Faster R-CNN is proposed in this study.

The main contributions of this paper are as follows:

1) The combination of different level feature map is discussed. MF-FPN is proposed to detect pulmonary embolism more effectively by utilizing the precise location information extracted from the lower layer of the feature extraction network. Experimental results prove that the application of MF-FPN to Faster R-CNN can solve missed detection of pulmonary embolism effectively compared with the original FPN.

2) By adding the residual structure to the prediction module, the depth of the classification network is increased and the average precision of pulmonary embolism detection is improved. Compared with the original prediction module, the proposed residual prediction module (RPM) has a higher confidence score for object detection.

3) MA Faster R-CNN which combines MF-FPN and RPM is proposed for the detection of pulmonary embolism with small areas, which has a higher AP than the current mainstream object detection algorithm. The problems of missed detection and false detection for pulmonary embolism have been solved effectively.

II. THE PROPOSED METHOD

The architecture of MA Faster R-CNN is shown as Fig. 2. Finetuned SE-ResNet-50 + MF-FPN is selected as the
A. FEATURE EXTRACTOR

1) BACKBONE NETWORK

A deep feature extractor for training the model with a larger capacity is needed to extract the feature information of pulmonary embolism effectively and improve the accuracy of detection. However, the problems of gradient disappearance and network degradation will occur as the increase of network layers.

In this study, finetuned SE-ResNet-50 was selected as the backbone network of the improved Faster R-CNN for extracting feature. The main contribution of this network is to increase the residual blocks and SE blocks.

Residual blocks are used for solving the problem of network degradation, gradient disappearance and gradient explosion caused by the increase of network layers. The structure of the residual block is shown as Fig. 3. Formally, the underlying expected mapping is expressed as \( H(X) \), the stacked residual layer \( F(X) = H(X) - X \), and the original input \( X \) becomes \( F(X) = F(X) + X \) through “shortcut connections” [16].

SE blocks are introduced to improve the representational ability of the model by enabling the network to achieve dynamic channel feature recalibration so that the model can use global information to selectively emphasize informative features and suppress less useful features [17]. The structure of the SE block is shown as Fig. 4. The input \( X \) is mapped to the feature map \( U \) through a convolutional operator \( F_{tr} \).

Global average pooling is selected as the aggregation technique of squeeze operation to generate channel-wise statistics. To make full use of the feature information, the squeeze operation is followed by the excitation operation, which takes the channel descriptor of the global channel-wise characteristic as input and outputs a set of per-channel modulation weights. The gating mechanism of sigmoid activation is selected as the function for capturing the dependency on the channel. Two FC layers are used to
parameterize the gate mechanism and reduce the complexity of the model. The output weights are mapped to the feature maps U to generate the output of the SE block. The network structure of SE-ResNet module is shown as Fig. 5, which embeds SE blocks into ResNet.

Szegedy et al. stated that the computational cost of a 5×5 convolution with n filters over a grid with m filters is 25/9 = 2.78 times that of a 3×3 convolution with the same number of filters. But a 5×5 convolution can be replaced by a multi-layer small convolution kernel with the same input size and output depth, and parameters could be reduced by sharing the weights between adjacent tiles [18]. In this paper, the ideas of Szegedy were used to finetune SE-ResNet-50. Three 3×3 convolutions were used to replace 7×7 convolution in C1 of SE-ResNet-50. By replacing large convolution kernels with multi-layer small convolution kernels, parameters could be reduced. The input image size is 512×512, and the output size after the stem block of finetuned SE-ResNet-50 is 16×16. The output size of C2, C3, C4, C5 is 1/4, 1/8, 1/16 and 1/32, corresponding to the original input size respectively. The finetuned architecture of SE-ResNet-50 is shown as Table 1.

2) MULTI-SCALE FUSION FPN (MF-FPN)

The area of pulmonary embolism extracting from the final feature map is very small after multiple down-sampling operations. Original Faster R-CNN only uses the high-level features from the feature extraction network for prediction, the feature maps extracting from high-level have rich semantic information but the location information from low-level is lost.

FPN performs feature fusion of different layers by the structure of top-down up-sampling and lateral connection [9]. FPN with finetuned SE-ResNet-50 as the backbone is shown in Fig. 6.

Lin et al. demonstrated the importance of reusing low-level features in the application of small object detection [9]. In this paper, FPN is improved by adding two bottom-up paths. The improved architecture named MF-FPN is shown in Fig. 7. The backbone network still adopts finetuned SE-ResNet-50. Part (b) continues to adopt the architecture of lateral connections and top-down up-sampling, and performs down-sampling on C5' to generate C6', mainly to fuse down-sampling elements to generate P6' used for the next stage. \{C2', C3', C4', C5'\} are generated by the combination of the 1×1 convolution on the finetuned SE-ResNet-50 feature layers and up-sampling feature maps, and the combination method is elementwise addition. This process is iterative and the calculation of building block is shown in Fig. 8(a).

Part (c) is the major improvement, adding the bottom-up architecture. First, this work appends 1×1 convolution on the output of C5'. Then, the 3×3 convolution is applied to generate P6, and finally, the feature maps P6 is up-sampled and filtered to generate P5. This process is iterative and the calculation of building block is shown in Fig. 8(a).
FIGURE 7. The architecture of MF-FPN based on finetuned SE-ResNet-50.

FIGURE 8. (a): Lateral connection and top-down up-sampling are merged by adding. (b): Bottom-up path augmentation. The down-sampled elements consist of two parts, one is generated by bottom-up iteration, and the other is generated by the down-sampling of the near original feature layer. {C2', C3', C4', C5', C6'} to get the feature maps, and then the feature maps are merged with the down-sampling elements. The down-sampling elements consist of two parts, one is generated by bottom-up iteration, and the other is generated by the down-sampling of the original input feature layers {C2, C3, C4, C5}, which are the lower layers near the current layers. The down-sampling operation is performed by 3 × 3 convolution with a stride of 2. The detailed process of the algorithm is shown in Fig. 8(b). Part (d) is the output of MF-FPN, which generates the final feature map {P2, P3, P4, P5, P6} by performing 3 × 3 convolution on {P2', P3', P4', P5', P6'}, so that objects of different scales can be detected at different feature levels.

The advantage of adding two bottom-up paths is that the location information extraction capability of the entire network can be enhanced by adding a bottom-up path aggregation network to deliver low-level accurate location information, and the original feature hierarchy without fusion has the most characteristic representation in the current level. Mapping the nearest lower layer of the original input feature layer to the output node can make up for the original feature information lost after multiple down-sampling and further strengthen the location information using lower level. In this way, multiple fusions have increased the use of low-level information. All levels have rich semantic information and location information, and the location ability of the entire network is improved, which is more conducive for detecting small objects.

B. ROI HEAD

1) FUSION MODULE (FM)

The original Faster R-CNN architecture adds RPN and RoI pooling on the top layer of the feature extraction network, and can only extract information through a single-scale feature map [5]. The improved MF-FPN can obtain sufficient information by using multi-scale feature map. In this paper, RPN heads are attached to each output level of the MF-FPN, the proposals of each layer shall be processed by RoI pooling layer and the pooled multi-scale feature maps are fused together by FM.

The purpose of RoI pooling layer is to obtain fixed-size outputs for the RoIs with different size using pooling, so as to compress features, reduce parameters and speed up training and testing time. The RoI pooling layer has two modes: RoI pooling and RoI align. RoI pooling divides the RoI with the height and width (h, w) into a H × W grid, the size of each sub-window is (h/W, w/W), and uses max pooling on each sub-window to the corresponding output unit. The pooled feature map has the fixed-size H × W, H and W are the hyperparameters and independent of the size of RoI [19]. However, each quantization operation in the process of mapping the h × w RoI to the H × W feature map will correspond to slight regional feature misalignment. To enhance the positioning information of objects, RoI pooling is replaced by RoI align.

RoI align was proposed by He et al. and applied to Mask R-CNN [7]. RoI align traverses RoI and divides the RoI into k × k unit. In this process, the quantization operation is cancelled. The four regularly sampled positions of each unit are calculated by bilinear interpolation, which alleviates the error loss caused by quantization operations and is more beneficial to the detection of small objects, and then max pooling is used to aggregate. Results are insensitive to the exact sampling locations without performing quantization [7].

FM selects two effective combination methods, element-wise sum and elementwise product [15]. Elementwise sum makes fusion by converting the pooled feature map of fixed size to the same channel, then adds the corresponding elements, and elementwise product makes fusion by multiplying the corresponding elements of the feature maps. In the following experiments, the two fusion methods are
tested. The results show that elementwise sum is more accurate.

2) RESIDUAL PREDICTION MODULE (RPM)

In the original prediction module (PM) architecture, two fully-connected (FC) layers are directly connected to the pooled feature map, which are shown in Fig. 9(a) and named PM(a). Ren et al. pointed out that deep classifier and deep feature extractor are equally important for object detection, deep classifier has a complementary effect on deep features, and the addition of convolutional layer can enhance classification [20].

Inspired by this, in order to increase the network depth of PM, PM(c) adds RPM before the FC layer, as shown in Fig. 9(c). Residual network solves the problem of gradient disappearance of deep network and has a faster convergence speed [20]. Compared with the addition of conventional convolutional network structure PM(b), as shown in Fig. 9(b), the residual network structure is easier to be optimized through the skip connection, which solves the problem of network degradation. PM(d) shown in Fig. 9(d) changes the size of the convolution kernel of the second convolution operation to $3 \times 3$, and PM(e) shown in Fig. 9(e) adds a residual block structure on the basis of PM(d). Comparative experiments of different prediction modules are shown in Table 4.

III. EXPERIMENTS

A. DATASET

The dataset used in this study is CTPA images of 30 patients from the China-Japan Friendship Hospital marked by professional radiologists, not a public dataset.

The original dataset is a series of DICOM format images corresponding to each patient, and converted to JPG format by preprocessing, which is easy to read. 7771 CTPA slice images containing pulmonary embolism were selected for this experiment, each image has a corresponding pulmonary embolism mask, one group of them is shown as Fig. 10. The dataset is divided into 3736 images for train dataset, 1737 images for validation dataset, and 2298 images for testing dataset.

The experiments referred to PASCAL VOC detection benchmark for training Faster R-CNN [5]. The dataset which is segmentation format marked by the radiologists is converted to the PASCAL VOC format which includes three folders to adapt to the training code [22], the folder of Annotations stores the bounding box position information of embolus in XML format, the folder of ImageSets stores file names of training, validation, and test images in TXT format, the folder of JPEGImages stores all CTPA slice images in JPG format.

B. EXPERIMENTAL SETTING AND TRAINING

The hardware environment for experiments is: Nvidia V100 GPU. Deep learning framework MXNet is adopted in the experiments. MXNet supports the parallel operation of CPU and GPU, which enables deep learning with a huge amount of calculation to be completed in a short time.

In this study, original Faster R-CNN is pretrained through ImageNet and the end-to-end training is adopted for the model. Experiments refer to the parameters trained by Ren et al. on Faster R-CNN [5]. According to the experimental task, the model parameters are optimized through multiple experiments and set as follow:

- Stochastic gradient descent (SGD) was used to optimize with momentum of 0.9 and weight decay of 0.0005. The scale of anchor boxes is set to $(2, 4, 8, 16, 32)$ for small
object and 3 aspect ratios of (1:1, 1:2, 2:1) to adapt to this task. Non-maximum suppression (NMS) is adopted to remove the overlapping proposals according to cls scores; the intersection over union (IoU) threshold for NMS is 0.7 and 2000 top proposals are returned after NMS in the training of RPN. Proposal whose IoU larger than 0.5 is regarded as positive samples. The base learning rate used is 0.004 and the batch size used is 8.

The following experiments evaluate the AP of pulmonary embolism detection mainly, which is the current main metric for object detection. AP depends on precision and recall, where precision is based on true positive TP (i.e., the sample is positive and it is classified as positive) and FP (i.e., the sample is negative and it is classified as positive), defined as follows:

$$\text{Precision} = \frac{TP}{TP + FP} \quad (1)$$

Recall is based on true positive TP and FN (i.e., the sample is positive and it is classified as negative), defined as follows:

$$\text{Recall} = \frac{TP}{TP + FN} \quad (2)$$

AP is defined as follows, where p represents precision and r represents recall:

$$\text{AP} = \int_0^1 p(r)dr \quad (3)$$

For the problem of high sample imbalance in the detection of pulmonary embolism, sensitivity and specificity are suitable metrics to evaluate the classification performance with imbalanced classes [23]. Sensitivity is equal to recall and represents the proportion of positive correctly predicted samples to the total number of positive samples, which evaluates the performance of the model in predicting actual positive samples [23]. Sensitivity is based on true positive TP and false negative FN, defined as follows:

$$\text{Sensitivity} = \frac{TP}{TP + FN} \quad (4)$$

Specificity represents the ratio of negative correctly predicted samples to the total number of negative samples, which evaluates the performance of the model in predicting actual negative samples [23]. Specificity is based on true negative TN (i.e., the sample is negative and it is classified as negative), false positive FP, defined as follows:

$$\text{Specificity} = \frac{TN}{FP + TN} \quad (5)$$

Experiments set the IoU threshold of the proposal box and the ground truth box to exceed 0.5 as TP, otherwise it is FP.

### TABLE 2. The comparison of AP and speed among different feature extractors.

| Backbone                  | AP(%) | Train time (sec/img) |
|---------------------------|-------|----------------------|
| ResNet-50                 | 77.02 | 0.1034               |
| SE-ResNet-50              | 77.68 | 0.1037               |
| Finetuned SE-ResNet-50    | 77.83 | 0.1075               |
| DenseNet-201              | 77.79 | 0.1369               |
| SE-ResNet-50 + FPN       | 83.87 | 0.1160               |
| Finetuned SE-ResNet-50 + FPN | 84.05 | 0.1176               |
| SE-ResNet-50 + MF-FPN    | 84.91 | 0.1172               |
| Finetuned SE-ResNet-50 + MF-FPN | 85.07 | 0.1199               |

### C. PERFORMANCE OF FEATURE EXTRACTORS

This part verifies the effectiveness of feature extractors discussed in Section II-A. Different backbone networks including ResNet-50, SE-ResNet-50, finetuned SE-ResNet-50 and DenseNet-201 [24] were tested. The precision of the model before and after adding FPN and MF-FPN was compared to evaluate the influence of FPN and MF-FPN on accuracy more comprehensively, as shown in Table 2.

As the experimental results show, the accuracy of finetuned SE-ResNet-50 is improved by more than 0.8% compared to ResNet-50, and is similar to that of DenseNet-201. The channel attention mechanism and dense connection are proved to be helpful to improve the detection accuracy of the whole model. But the speed of DenseNet-201 decreases as the complexity of the model increases. Considering the detection speed and accuracy comprehensively, finetuned SE-ResNet-50 was selected as the backbone network of the model for the following experiments.

The AP of the whole model is improved by 6.2% after adding FPN, which proves the importance of multi-level feature fusion. Using the MF-FPN, the AP of the model is improved by more than 1.0% compared with the FPN. It is proved that adding bottom-up path on the basis of adding top-down path and strengthening the transmission of low-level location information can improve the precision.

Four groups of visualization results were selected as shown in Fig. 11. From (a) to (d) are the pulmonary embolism marked by radiologists, the detection results of Faster R-CNN based on finetuned SE-ResNet-50, finetuned SE-ResNet-50 + FPN, finetuned SE-ResNet-50 + MF-FPN. The pixel-level feature of pulmonary embolism is a relatively dark block located in the bright pulmonary artery and the detected pulmonary embolisms are marked by the bounding boxes with confidence score. As the visualization results show, the detection result of Faster R-CNN with finetuned SE-ResNet-50 has many problems such as false detection, high false positive (FP). Some false detection objects are eliminated using the model adding FPN, but only part of the embolisms has been detected, there are still problems of missed detections and high false negative (FN). The test results of Faster R-CNN based on finetuned SE-ResNet-50+MF-FPN have corrected many missed detections and are the same as the actual marked pulmonary embolism even for small embolism, which are more accurate.
D. THE COMBINATION STRATEGY OF MF-FPN

The idea of this experiment is that the original feature layers {C2, C3, C4, C5} retain the most original feature information of the current level without multiple down-sampling and fusion processing, and mapping the original feature layer to the output layer can make up for the information loss caused by multiple up-sampling and down-sampling operations. The hierarchy selection of the original feature layer is a factor affecting the performance of the model. This part discusses the precision of the strategy without combining the original feature layer, combining the original feature layer of the current level and combining the original feature layer of the adjacent lower level. As a comparative experiment, Strategy1 does not combine the original feature layer. Strategy2 and Strategy3 respectively represent mapping the original feature layer of the current level and the original feature layer of the adjacent lower level to generate the {P2, P3, P4, P5, P6} of MF-FPN, in addition
to adding \{P2', P3', P4', P5'\} generated from the bottom-up path and lateral connection \{C2', C3', C4', C5', C6'\}. For example, P3 in Strategy2 is generated by the fusion of C3', P2' and the current layer C3, P3 in Strategy3 is generated by the fusion of C3', P2' and the adjacent lower layer C2, and so on. The accuracy of different combination strategies is shown in Table 3.

As the experimental results show that the strategy of mapping the original feature layer to the output layer can improve the AP of detection. The detection accuracy of the method combining the original feature layer of the adjacent layer is improved by 0.7% compared with the method combining the original feature layer of the current layer. This is due to the low-level features are lack of abundant semantic information but contain obvious location information, for the single kind of small object to be detected in this subject, the positioning information acquisition ability of the whole model is of great importance. The method of mapping the

TABLE 3. The average precision of various combination strategy for generating P2, P3, P4, P5, P6.

| Output layer | Strategy1  | Strategy2  | Strategy3  |
|--------------|------------|------------|------------|
| P2           | C2'        | C2'+C2     | C2'        |
| P3           | C3'+P2'    | C3'+P2'+C3 | C3'+P2'+C2 |
| P4           | C4'+P3'    | C4'+P3'+C4 | C4'+P3'+C3 |
| P5           | C5'+P4'    | C5'+P4'+C5 | C5'+P4'+C4 |
| P6           | C6'+P5'    | C6'+P5'+C6 | C6'+P5'+C5 |

AP(%) 84.26  84.35  85.07
original feature layer of adjacent lower layer to the output layer achieves a balance between semantic information and location information which is suitable for this subject.

E. PERFORMANCE OF DIFFERENT FUSION MODULE (FM) AND PREDICTION MODULE (PM)

In order to understand the influence of the pooling fusion mode and the prediction module discussed in Section II-B more effectively, the comparative experiments on the structure of different settings are performed in this part. Finetuned SE-ResNet-50 + MF-FPN, the backbone network with the best effect in the previous experiment, is selected as the feature extractor. Two pooling fusion methods, elementwise-sum and elementwise-product are combined with the original PM(a) and the improved PM(b), PM(c), PM(d) and PM(e) respectively, and the experimental results are shown in Table 4.

As shown in Table 4, elementwise-sum fusion method shows the better detection accuracy based on PM(a). The comparative experiments of PM(b), PM(c), PM(d) and PM(e) are performed based on the elementwise-sum fusion method. The result shows that improving the prediction module of the model can improve the accuracy, and the residual structure of 3 × 3 convolution kernel in PM(d) is the best, the accuracy does not continue to improve when the residual structure of 3 × 3 convolution kernel is continued to be added. The method of adding residual structure in the prediction module can increase the depth of detection module and avoid the problem of gradient disappearance. Compared with the original prediction module, the residual prediction module of adding the residual structure of 3 × 3 convolution kernel improves the detection accuracy of the whole model by 0.8%.

Fig. 12 shows the pulmonary embolism marked by radiologists, the prediction results of Faster R-CNN based on finetuned SE-ResNet-50 + MF-FPN and the results of MA Faster R-CNN. Although both of Faster R-CNN based on MF-FPN and MA Faster R-CNN which combines MF-FPN and RPM detect pulmonary embolism accurately, the confidence scores of prediction results produced by MA Faster R-CNN are higher than that of Faster R-CNN based on MF-FPN, MA Faster R-CNN has more reliable prediction results.

F. COMPARISON WITH OTHER FRAMEWORK

Table 5 shows the comparison of pulmonary embolism detection results by using other models and the proposed MA Faster R-CNN. The results show that MA Faster R-CNN has the higher AP, which is superior to the current mainstream object detection model. Compared with SSD [10], Mask R-CNN [7], RFCN [8] and original Faster R-CNN [5], the AP of MA Faster R-CNN is increased by 7.65%, 4.85%, 5.98% and 8.79%, MA Faster R-CNN also has a good effect in sensitivity and specificity.

IV. CONCLUSION

In this study, the architecture of Faster R-CNN is systematically studied. In order to improve the performance of detecting small objects, the architecture of FPN was improved and a new MF-FPN was proposed. The bottom-up fusion and nearest layer feature fusion were added to improve the detection precision. And RPM is introduced into the prediction module to increase the depth of the classifier and enhance the confidence scores of prediction results. The proposed MA Faster R-CNN which combines MF-FPN and RPM can not only be used for the detection of pulmonary embolism, but also has reference value for detecting small objects in other fields. It improves the problems of poor detection efficiency, missed detection and false detection of pulmonary embolism effectively, which can save a large part of manpower and assist doctors in diagnosis. In the following research, the location information of pulmonary embolism detected will be used to determine the pulmonary artery branch where pulmonary embolism is located, and the risk assessment of pulmonary embolism will be performed.
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