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Abstract
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## 1 Introduction and Summary

In the past years, insights from quantum information have led to an abundance of results in the context of the AdS/CFT correspondence, also known as holography \[1,2\]. While undoubtedly the main quantity in this story has been the notion of entanglement and its entropy \[3\], the concept of complexity has become increasingly prominent in the field (see e.g. review \[4\]). The importance of complexity in holography was motivated by the observation \[5–8\] that co-dimension-one boundary-anchored maximal volumes and co-dimension-zero boundary-anchored causal developments, which appear to be natural probes of the black hole interior in holography, share similar properties with linearly growing tensor networks describing states dual to these black-hole spacetimes \[9\].

As an information-theoretic quantity, the complexity of an operator or a state can be intuitively defined as the minimum number of quantum gates required to build the operator or to produce the state (see e.g. \[10\]). However, unlike in the case of entanglement entropy, a precise notion of complexity that would be universally applicable to quantum field theories (QFTs) and useful for holography is not obvious and still under very active development (see e.g. review \[11\]). In this work we will focus on a particular approach to state complexity, known as path integral complexity \[12,13\], that was developed purely in the language of Euclidean path integrals in QFT. Its main idea is inspired by tensor networks (TN) \[14,15\] and tensor network renormalisation (TNR) \[16,17\] and regards the geometry on which the Euclidean path integral
prepares a state in QFT as a specific TN.

More precisely, starting from the original metric (continuous TN) on which the path integral is computed (which is usually taken as Euclidean flat) and keeping the boundary conditions fixed, one deforms the metric to an arbitrary curved one. For example in conformal field theories (CFTs), our main focus in this work, the state prepared by the path integral over the new geometry is proportional to the one prepared in the flat geometry. The proportionality factor captures the amount of “unnecessary computation”, and its minimization leads to the optimal geometry (optimal TN), which turns out to be hyperbolic. Physically, this means that instead of performing the path integral over a flat geometry, the “cost” of preparing the state will be minimal if one performs it over hyperbolic space/TN. In 2-dimensions, this cost functional has been identified with the Liouville action and the on-shell value of this action yields the measure of path integral complexity. More operational aspects of the Liouville action and its generalizations were further discussed in [18–23].

One of the main advantages of the path integral optimization procedure as well as path integral complexity is that one can employ standard holographic dictionary to find their gravity dual. Indeed, as it was recently explained in [21,25] (see review below), preparing a state with a Euclidean path integral on a curved geometry in a holographic CFT can be described as computing the Hartle-Hawking wavefunction up to some bulk slice $B$ with an arbitrary induced metric $h$. The maximization of the gravity wavefunction with respect to this metric yields the same geometry as the boundary path integral optimization. Moreover, the Einstein-Hilbert action with appropriate Hayward terms evaluated from the boundary up to surface $B$ can be seen as the “full” path integral complexity action: i.e. the CFT path-integral complexity action (i.e., Liouville action in 2d) with finite cut-off contributions. This new gravity perspective not only allows to derive the Liouville action from the bulk but also gives a prediction for its higher-dimensional as well as Lorentzian generalisations [25,26]. Interestingly, the ultraviolet (UV) limit of the holographic path integral complexity reproduces complexity actions proposed for higher-dimensional CFTs in [12,13] that are all two-derivative i.e., first order in the curvature of the path integral background. Nevertheless, these higher-dimensional complexity actions and their operational interpretation are much less explored and understood than their 2d counterpart.

These holographic results bring new questions to the path integral complexity proposal. Firstly, especially in higher dimensions, one would like to better understand the relation between the “full” optimization actions from gravity and their UV limits. For example, one may wonder how to systematically include finite cut-off (curvature) corrections to the present CFT optimization actions. If one wanted to repeat the arguments of the derivation of complexity action from the CFT wavefunctions, at least in even dimensions, one would be naturally lead to anomaly actions that are higher curvature in the background metric. They can be systematically organised into Q-curvature actions and we will discuss this approach in more details below. On the other hand, one could try to understand the UV limit of the full gravity actions in terms of penalty factors. In the approach of Nielsen [10], penalty factors are arbitrary
functions which are meant to control how much a particular operator contributes to the depth of the circuit, thus providing a way of distinguishing between gates which are “easy” to implement, and gates which are “hard”. An outstanding open question in this regard is the role that such penalty factors play in holography (see also recent discussion [27]), in particular in the path integral optimization as well as its gravitational interpretation. Secondly, from the gravity side, one may wonder whether there is a natural way of modifying the holographic path integral optimization such that one could “tune” the higher derivative terms in the UV limit. This question is closely related to the above-mentioned finite cut-off corrections to the boundary complexity action and their interpretation.

In this work we make a modest progress on these questions. We start by formulating the path integral optimization as a uniformization problem in even dimensions, which resorts to Q-curvature actions [28,29]. The Q-curvature actions can be considered systematically as the higher-dimensional generalizations of the Liouville action and their optimization also provides the hyperbolic geometries as saddles. We explore their properties (such as e.g., co-cycle conditions), differences with two-derivative complexity actions [12,13] and their TN interpretations. In the second part we consider adding higher curvature terms on the surface $B$ in the holographic computation of the Hartle-Hawking wavefunctions and discuss its consistency with the finite cut-off holography and $T^2$-deformations of holographic CFTs.

The paper is structured as follows: we first briefly review the optimization of Euclidean path integrals and its holographic interpretation in section 2, discussing the higher-dimensional complexity action and the need for a better understanding from the perspective of CFTs. We then formulate the path integral optimization as an uniformization problem in terms of the Q-curvature in section 3. We discuss some solutions of the constant Q-curvature constraint as well as the TN interpretation of the uniformization problem providing an interpretation of the penalty factors from this perspective. In section 4, we discuss the effect of adding higher-curvature terms to the brane action in the Hartle–Hawking wavefunction approach and verify the consistency of the optimization with another approach to holographic tensor networks based on the $T\bar{T}$ deformations [30].

2 Path Integral Optimization in CFTs and Holography

We start by briefly reviewing the path integral optimization in CFTs [12,13] and its holographic interpretation [24,25]. Most of this material is described pedagogically in original works so readers should consult them for further details and clarifications.

The goal of the path integral optimization [12,13] is to sharpen the intuitions behind the emergence of co-dimension-one slices of holographic geometries from TN in CFTs [31] (see also [14,30,32,33]). The main object of interest, for a CFT defined in $d$-dimensional flat
Figure 1: Representation of the optimization procedure of Euclidean path integrals. The small pink circles represent lattice sites. On the left side, the computation of the ground state wavefunctional from the Euclidean path integral \( \Psi_0[\tilde{\phi}(\vec{x})] := \lim_{\beta \to \infty} \langle \tilde{\phi}(\vec{x}) | e^{-\beta \hat{H}_{\text{CFT}}} | \Psi_0 \rangle = \int [D\varphi] e^{-I_{\text{CFT}}[\varphi]} \delta (\varphi|\partial(R^d) - \tilde{\phi}) \)

where \( \epsilon \) is a UV cut-off identified with a lattice spacing in a discretized setting, \((z,\vec{x})\) are local coordinates in \( \mathbb{R}^d \), \( \tau := -z \) is the Euclidean time and \( \vec{x} = (x_1, \ldots, x_{d-1}) \) are local coordinates in \((d-1)\)-dimensional Euclidean space \( \mathbb{R}^{d-1} \). \( I_{\text{CFT}} \) is the CFT action given in terms of the fields \( \varphi(z,\vec{x}) \), whose boundary condition at \( z = \epsilon \) is \( \tilde{\phi}(\vec{x}) \).

We then perform an “optimization” of \( \Psi_0[\tilde{\phi}(\vec{x})] \), which can be intuitively visualised in the following way: we first discretize \( \mathbb{R}^d \) into a square, evenly-spaced “unoptimized” lattice, as shown in the left panel of Fig. 1. Next, we optimize this lattice by effectively removing the unnecessary lattice sites on which the path integral is computed. This can be interpreted as a “coarse-graining” procedure where only low-energy modes \( |\vec{k}| < -1/z = 1/\tau \) remain in the path integral for a given time \( \tau \). This implies that a number of lattice sites of order \( \mathcal{O}(\tau/\epsilon) \) can be combined into one without losing much accuracy in the evaluation of \( \Psi_0[\tilde{\phi}(\vec{x})] \). This optimization procedure of the path integral is represented in the middle panel of Fig. 1. The optimized lattice can be interpreted in the continuum as hyperbolic metric (TN) over which the Euclidean path integral computes the CFT ground state \( |\Psi_0\rangle \).

The above intuition can be implemented directly in the continuum. Namely, we start with a metric on the \( d \)-dimensional flat space \( \mathbb{R}^d \) in such a way that there is a single lattice site per
The unoptimized metric can be written in local coordinates \((z, \vec{x})\) as
\[
\text{ds}^2 = \frac{1}{\epsilon^2} \left( dz^2 + d\vec{x}^2 \right) \, .
\] (2.2)

The optimization is then performed at the level of the metric, by replacing it with a general metric of the form
\[
\text{ds}^2 = g_{zz}(z, \vec{x}) dz^2 + \sum_{i=1}^{d-1} g_{ij}(z, \vec{x}) dx^i dx^j + 2 \sum_{j=1}^{d-1} g_{zj}(z, \vec{x}) dz dx^j \, ,
\] (2.3)
subject to the constraint that (2.2) is reproduced at \(z = \epsilon\), so that the UV regularization for the optimized metric agrees with the original one (2.2) at the end of the path-integration. Moreover, the boundary conditions for all the fields are held fixed in this procedure so that the wavefunctions in these two geometries are proportional to each other. For example, in 2-dimensions, all metrics \(g_{ab}\) can be brought to a conformally-flat diagonal form via a coordinate transformation. Therefore, without any loss of generality we can consider a 2-dimensional metric written in local coordinates \((z, x)\) as
\[
\text{ds}^2 = e^{2\phi(z,x)} \left( dz^2 + dx^2 \right) \, ,
\] (2.4)
where the Weyl (or conformal) factor \(\phi(z,x)\), which contains all the information about the metric, is subject to the following boundary condition
\[
e^{2\phi(z=\epsilon, x)} = e^{2\phi_0(x)} \, .
\] (2.5)

Moreover, it is well known that while Weyl rescaling is a symmetry of the CFT action, it leads to anomalous transformation of the path integral measure such that
\[
\Psi[\tilde{\phi}(\vec{x})] \bigg|_{g_{ab}=e^{2\phi}\delta_{ab}} = e^{I_L[\phi]-I_L[0]} \cdot \Psi[\tilde{\phi}(\vec{x})] \bigg|_{g_{ab}=\delta_{ab}} \, ,
\] (2.6)
where \(I_L[\phi]\) is the famous Liouville action
\[
I_L[\phi] = \frac{c}{24\pi} \int_{-\epsilon}^{+\infty} dx \int_{-\epsilon}^{+\infty} dz \left( (\partial_x \phi)^2 + (\partial_z \phi)^2 + \mu e^{2\phi} \right) \, ,
\] (2.7)
where \(c\) is the central charge of the CFT and where \(\mu\) is an \(O(1)\) constant identified with \(1/\epsilon^2\) in a discretized setting. The kinetic term in the Liouville action (2.7) is proportional to the Ricci scalar and describes the conformal anomaly in two dimensions, while the potential term \(\mu e^{2\phi}\) arises from the UV regularization. As such, the potential term should dominate over the kinetic term in the expansion of the action.

\footnote{A crucial observation is that in CFTs it is possible to perform the optimization of (2.1) by only changing the background metric as in (2.3). This is not the case for non-conformal theories or for CFTs in the presence of external fields since in this case said fields, such as the mass or other couplings, must be modified in a position dependent way due to the coupling’s renormalization group (RG) flow.}

\footnote{Here we are following the conventions used in \cite{12, 13}. To be dimensionally accurate, we need to restore \(\epsilon\) in appropriate places. For example, in the case the boundary condition (2.5) would be simply \(e^{2\phi(z=\epsilon, x)} = 1\).}
kinetic term as the UV cut-off $\mu \sim 1/\epsilon^2$ is taken to infinity, which is realized when

$$(\partial_i \phi)^2 \ll e^{2\phi}, \ (i = z, x). \quad (2.8)$$

Given this observation, it was proposed in [12] that the optimization of the path integral should be done by choosing the background metric that minimizes the Liouville action subjected to boundary conditions (2.5). In other words, optimal metrics should solve the \textit{Liouville equation} which is in fact equivalent to the constraint that the Ricci scalar $R$ of the 2-dimensional metric (2.4) is constant

$$(\partial_x^2 + \partial_z^2)\phi = \mu e^{2\phi} \quad \Leftrightarrow \quad R = -2\mu. \quad (2.9)$$

A solution to this equation which satisfies the boundary condition (2.5) is given by the Weyl factor and metric of the hyperbolic plane

$$e^{2\phi} = \frac{1}{\mu z^2}, \quad ds^2 = \frac{1}{\mu z^2}(dz^2 + dx^2). \quad (2.10)$$

This hyperbolic metric with $\mu = 1$ corresponds in fact to the minimum of the Liouville action (2.7) satisfying the boundary condition (2.5) as can be seen by rewriting the former as

$$I_L = \frac{c}{24\pi} \int dx \ dz \left[ (\partial_x \phi)^2 + (\partial_z \phi + e^\phi)^2 \right] - \frac{c}{12\pi} \int dx \left[ e^\phi \right]_{z=\epsilon}^{z=\infty} \geq \frac{c L_x}{12\pi \epsilon}, \quad (2.11)$$

where $L_x = \int dx$ is the infinite volume (length in this case) of the spatial $x$ direction. However, as we will discuss momentarily, one can view the metrics arising from (2.10) as corresponding to different degrees of optimization for different values of $0 < \mu \leq 1$ with $\mu = 1$ corresponding to the maximally optimized geometry.

The appearance of the hyperbolic space from the optimization was interpreted as an explicit realization of the AdS/TN correspondence in which such TN could be thought of as a slice of the holographic AdS$_3$. In [12, 13] it was also shown that the geometries obtained via the optimization of Euclidean path integrals for other states in 2-dimensional CFTs such as excited states (given by primaries) or thermal states lead consistently to time-slices of AdS$_3$ and the proposal for general spacetimes was described in [35].

However, a subtle issue arises when taking a closer look at the hyperbolic solution (2.10). In this case, $(\partial_i \phi)^2$ and $e^{2\phi}$ are found to be of the same order, which is at odds with the expectation (2.8) obtained in the limit where the UV cut-off $\epsilon$ is taken to infinity. This observation suggests that the path integral optimization via the Liouville action is in fact qualitative and therefore there should be finite cut-off corrections to this procedure. For example in the explicit Heat-Kernel derivation of (2.6) for free theories, one neglects higher curvature terms that are suppressed with powers of the UV cut-off. The main open question is how such terms should be included and under what assumptions (e.g. holographic CFTs) this can be done universally.
2.1 Path Integral Complexity

Intuitively, the optimization of the path integral that prepares a wavefunction corresponds to a minimization of the number of operations that need to be performed in the discretized description. This discrete Euclidean path-integration can be then mapped into a TN, whose optimization can be carried out by tensor network renormalization (TNR) [36]. In this sense, the optimization of Euclidean path integrals is a natural counterpart of TNR. This implies an interesting connection between the optimization and a notion of complexity, as measured by the number of tensors that are needed to construct the TN. Indeed, one can intuitively associate a notion of complexity to a state represented by a TN by counting the number of tensors (volume of the optimal TN) that are needed to accurately represent it: the more tensors are needed, the more “complex” the state is.

This naturally led to a notion of path integral complexity as described in [13], where the complexity \( C_\Psi \) of a CFT state \( |\Psi\rangle \) is obtained by minimizing the functional \( I_\Psi[g_{ab}(z, \vec{x})] \) defined by the ratio of the two wavefunctions

\[
I_\Psi[g_{ab}(z, \vec{x})] \equiv \log \left( \frac{\Psi_{g_{ab}}}{\Psi_{\delta_{ab}}} \right),
\]

and the actual complexity of \( |\Psi\rangle \) is given by the on-shell value

\[
C_\Psi := \min_{g_{ab}(z, \vec{x})} [I_\Psi[g_{ab}(z, \vec{x})]].
\]

That is, the functional \( I_\Psi[g_{ab}(z, \vec{x})] \) estimates the complexity of the TN corresponding to the path integral computed for a specific metric \( g_{ab} \) relatively to \( g_{ab} = \delta_{ab} \).

This path integral complexity (2.13) acquires a precise realization in the case of 2-dimensional CFTs given the identification of the functional which determines the path integral optimization with the Liouville action (2.7). In particular, since the hyperbolic geometry (2.10) saturates the bound (2.11), this means that the path integral complexity for the ground state of 2-dimensional CFTs is given by the Liouville action on the hyperbolic geometry and is also proportional to the spatial volume

\[
C_{\Psi_0} = \min_\phi [I_L(\phi)] = \frac{c L_x}{12 \pi \epsilon},
\]

a result which agrees with the expected leading UV behaviour of the ground state of a CFT.

This connection between the Liouville action and a notion of complexity in 2-dimensional CFTs through path integral optimization has been further generalized to various CFTs and QFTs (see e.g. [21, 22, 37–39]), and has also been connected with more direct approaches to circuit complexity [19, 20]. Moreover, in connection with the TN interpretation of complexity, it was proposed in [18] that the terms appearing in the Liouville action (2.7) correspond to tensors in MERA. Qualitatively, the kinetic terms \((\partial_z \phi)^2 + (\partial_{\vec{x}} \phi)^2\) corresponding to isometries and the potential term \(e^{2\phi}\) to unitaries. Similarly, authors in [20] discussed a relation between the path
integral complexity measured by the Liouville action (2.7) and a notion of circuit complexity arising from non-unitary circuits built from components of the stress tensor in 2-dimensional CFTs [19, 40]. In particular, they observed that one way of extending the Liouville action to finite cut-off corrections could be done by considering a complexity functional (cost function) resembling the well known Dirac–Born–Infeld (DBI) action [41] where \( \tilde{T} \) is known as the \textit{brane tension}, which is proportional to \( \mathcal{O}\left(\left(G^{(3)}_N\right)^{-1}\right) \propto c \), and where \( \chi(x,z) = (\chi_1(x,z), \chi_2(x,z)) \) represents a coordinate transformation from the original flat coordinates \((z,x)\) to curvilinear coordinates \((\chi_1, \chi_2)\). Even though this guess was not derived in any systematic way from CFTs in [20], we will see below that complexity actions arising from gravity optimization indeed hint on similar structures.

### 2.2 Holographic Path Integral Optimization

As mentioned above, a recent proposal [24, 25] provides a dual description of the path integral optimization procedure from the gravitational perspective within the AdS/CFT correspondence in terms of the \textit{Hartle–Hawking wavefunctional} [43] taken to evolve from the boundary of AdS up to a certain slice of the bulk. This corresponds to an evaluation of the gravitational action in the blue shaded region in Fig. 2 computed for an Euclidean AdS\(_{d+1}\) geometry written in Poincaré coordinates \((z, \tau, x^i)\)

\[
ds^2 = \frac{1}{z^2} (dz^2 + d\tau^2 + dx^2) .
\] (2.16)

More precisely, the idea is to consider the Hartle–Hawking (HH) wavefunctional \(\Psi_{HH}[g_{ab}]\) in an asymptotically AdS\(_{d+1}\) spacetime which evaluates the path integral of Euclidean gravity from

\[I_{DBI} \propto -\tilde{T} \int d^2\chi(z, x) \sqrt{-\det (g_{ab} + \epsilon^2 \partial_a \chi(z, x) \partial_b \chi(z, x))}, \tag{2.15}\]

where \(\tilde{T}\) is known as the \textit{brane tension}, which is proportional to \( \mathcal{O}\left(\left(G^{(3)}_N\right)^{-1}\right) \propto c \), and where \( \chi(x,z) = (\chi_1(x,z), \chi_2(x,z)) \) represents a coordinate transformation from the original flat coordinates \((z,x)\) to curvilinear coordinates \((\chi_1, \chi_2)\). Even though this guess was not derived in any systematic way from CFTs in [20], we will see below that complexity actions arising from gravity optimization indeed hint on similar structures.

See also [42] for such structure in the holographic counter-term actions.
a cut-off surface $\Sigma$ near the asymptotic boundary given by $z = \epsilon$ and $\tau < 0$ to the surface $B$, given by $z = f(\tau)$, which is located in the bulk and stems from $z = \epsilon$ and $\tau = 0$. See Fig. 2

The HH wavefunctional is defined as

$$\Psi_{\text{HH}}[g_{ab}] := \int [\mathcal{D}g_{ab}] e^{-I_G[g_{ab}]} \delta(g_{ab}|_B - \epsilon^2 \delta_{ab}) ,$$

(2.17)

where the metric on the surface $B$ is assumed to have the translational invariant form

$$ds^2 = e^{2\phi} (dw^2 + d\vec{x}^2) ,$$

(2.18)

where the Weyl factor $\phi(w, \vec{x})$ contains all the relevant information about the metric (2.18). One should note that this procedure contemplates a semiclassical computation of the path integral (2.17). Another remark is that there is an implicit dependence of the coordinate $w$ which characterizes the surface $B$ and the Euclidean time $\tau$ defined on the AdS space: $w = w(\tau)$.

The gravitational action $I_G$ on the $(d+1)$-dimensional AdS spacetime which contains a bulk and Gibbons–Hawking–York (GHY) boundary contributions is given by

$$I_G = -\frac{1}{16\pi G_N^{(d+1)}} \int_M d^{d+1}x \sqrt{g} (R - 2\Lambda) - \frac{1}{8\pi G_N^{(d+1)}} \int_{B \cup \Sigma} d^d x \sqrt{h} K ,$$

(2.19)

where $\Lambda$ is the cosmological constant, $R$ is the Ricci scalar of the $(d+1)$-dimensional AdS spacetime, $g$ is the determinant of the metric (2.16), $h$ is the determinant of the induced metric on $B \cup \Sigma$ and $K$ is the trace of the extrinsic curvature also on $B \cup \Sigma$.

Another crucial ingredient to this interpretation is that the surface $B$ in the bulk should be looked at as a probe brane which extends from the boundary $\Sigma$ and into the bulk, according the AdS/BCFT \[44,45\] prescription. That is, one adds a tension term on $B$ to (2.19) given by

$$I_T = \frac{T}{8\pi G_N^{(d+1)}} \int_B d^d x \sqrt{h} ,$$

(2.20)

which is proportional to the volume of the surface $B$ and whose contribution to the gravitational action (2.19) is controlled by the sign of the tension $T$. In such a way, one obtains a one-parameter family of deformed HH wavefunctionals given by

$$\Psi_{\text{HH}}^{(T)}[\phi] := \int [\mathcal{D}g_{ab}] e^{-I_G[\phi] - I_T[e^{2\phi}]} \delta(g_{ab}|_B - \epsilon^2 \delta_{ab}) ,$$

(2.21)

from which the standard HH wavefunctional (2.17) is obtained by setting $T = 0$. Note that it is also important that the brane $B$ does not back-react on the AdS geometry.

These deformed HH wavefunctionals can be evaluated semi-classically using the saddle-point approximation. In particular, the actions $I_G + I_T$ can be evaluated directly and, for example in 2 dimensions, neglecting finite cut-off corrections and assuming $(\partial_i \phi)^2 \ll e^{2\phi}$ one reproduces

$^7$One can also take more general metric on $B$ but it would require starting from a more complicated solution of Einstein’s equations.
Figure 3: The brane $B$ interpolates between the boundary $\Sigma$ at $T = -(d - 1)$ and the $\tau = 0$ time slice at $T = 0$. The angle $\theta_0$ between $B$ and $\Sigma$ is given by $\theta_0 = \arcsin \left(1 - \frac{T^2}{(d - 1)^2}\right)^{1/2}$.

the Liouville action together with the optimal geometries derived for various universal classes of CFT states. For example, surfaces $B$ for the vacuum state are given by half-planes (see Fig. 3)

$$z = \epsilon + \tau \frac{\sqrt{1 - T^2}}{T}, \quad (2.22)$$

parametrized by $-1 < T < 0$ and their induced metric matches the 2d surface from the Liouville optimization for the vacuum. In particular, the coefficient $\mu$ in the Liouville action translates into the tension parameter

$$\mu = 1 - T^2. \quad (2.23)$$

As we saw previously, the parameter $\mu$ can be thought of as measuring how optimized the background metric (TN) is within the path integral optimization scheme. As a consequence, from the gravitational perspective this corresponds to changing the tension $T$ from $-1$ to 0, where $T = 0$ corresponds to fully-optimized solution. Geometrically, this variation of the tension positions the boundary-anchored brane $B$ moving from the boundary $\Sigma$ at $T = -1$ to a time slice $\tau = 0$, as can be seen in Fig. 3.

In general dimensions $d$, varying the on-shell action $I_G + I_T$ is equivalent to imposing the Neumann boundary condition on $B$, consistent with the AdS/BCFT construction, given by

$$K_{ab} - K h_{ab} = -T h_{ab}, \quad (2.24)$$

where $K_{ab}$, $K$ and $h_{ab}$ are respectively the extrinsic curvature, its trace and the induced metric on $B$. Note that by the Hamiltonian constraint, which is always satisfied for on-shell solutions,
this implies
\[ K^2 - K^{ab}K_{ab} = \frac{d}{d-1}T^2 = R - 2\Lambda , \] (2.25)
where \( R \) is the Ricci scalar on \( B \) and \( \Lambda \) is the cosmological constant of AdS\(_{d+1} \), and where we substituted \( K|_B = T d/(d - 1) \) that is just the trace of (2.24). This is another confirmation of the holographic path integral optimization since, after inserting (2.23), this constraint becomes precisely the CFT optimization (2.9).

While the maximization of the HH wavefunctional can be performed unambiguously for any dimension \( d \), and gives a clear prediction for the CFT path integral complexity action in the UV limit, there are still important questions regarding the precise optimization procedure in higher-dimensional CFTs.

2.3 Higher-Dimensional CFTs

A natural question in the context of path integral optimization is whether an explicit form of the functional \( I[\phi, \hat{g}] \) whose minimization leads to the optimization of the Euclidean path integral \( \Psi[\hat{\phi}(\vec{x})] \) can be found in higher dimensions. This is also necessary to determine the path integral complexity \( C[\Psi] \) in higher-dimensional CFTs. On this matter, there exists a proposal for “effective” path integral complexity action \([12, 13]\) \( I[\phi, \hat{g}] \) constructed in the following way: Starting from a metric \( g_{ab} \) of the form
\[
ds^2 = g_{ab}dx^a dx^b = e^{2\phi(x)}\hat{g}_{ab}dx^a dx^b,
\] (2.26)
the following action should be minimized for a vacuum state of a \( d \)-dimensional CFT (as well as some small excitations around the ground state)
\[
I[\phi, \hat{g}] := \frac{d-1}{16\pi G_N^{(d)}} \int d^d x \sqrt{\hat{g}} \left( e^{(d-2)\phi} \hat{g}^{ab} \partial_a \phi \partial_b \phi + \frac{e^{(d-2)\phi} R_{\hat{g}}}{(d-1)(d-2)} + \mu e^{\phi} \right),
\] (2.27)
where \( \hat{g} \) is the Ricci scalar of the metric \( \hat{g}_{ab} \). Among various other features which led to this identification is the fact that such a functional satisfies the so-called co-cycle conditions \([12, 13]\).

Interestingly, (2.27) can be re-written as the Einstein–Hilbert action in \( d \)-dimensions with negative cosmological constant \( \Lambda^{(d)} = -(d - 1)(d - 2)/2 \). This generalized the optimization equation obtained by variation with respect to \( \phi(x) \) that implies taking the trace of vacuum Einstein’s equations, i.e., the condition that the Ricci scalar of (2.26) should be a negative constant. Last but not the least, the action (2.27) was also reproduced in the UV limit of the holographic path integral complexity action \([25]\) explained in the previous section.

Despite these non-trivial consistency checks and observations, there are still some puzzles when identifying the functional (2.27) as a higher-dimensional generalization of the Liouville action. Firstly, from the perspective of the action itself it is not clear why it should be restricted to having quadratic derivatives of the Weyl field \( \phi \). Generally, it is quite natural in AdS/CFT
that (“sub-leading”) higher-derivative terms will also contribute in higher dimensions. This is similar to the problem of the gravitational action in spacetime dimensions higher than \(d + 1 = 4\) in which one generically views the Einstein–Hilbert action as a low energy effective theory containing only terms that are quadratic in the derivatives of the metric.

This is even more pronounced once we consider even-dimensional CFTs and intend to define the complexity functional from the ratio of wave functions (2.12). This would naturally lead to the so-called anomaly actions of the Riegert type [48] that are also referred to as Q-curvature actions [28, 49, 50]. For example, in 4d holographic CFTs with central charges \(a = c\) the Weyl anomaly reads

\[
\langle T^\mu_\mu \rangle = \frac{c}{2\pi} Q_4,
\]  

(2.28)

and is responsible for the transformation of partition functions (see e.g. [50])

\[
Z_{\text{CFT}}(e^{2\phi \hat{g}}) = e^{c/4\pi} \int \sqrt{\hat{g}} e^{\mathcal{P}_4 \phi + 2Q_4 \phi} Z_{\text{CFT}}(\hat{g}),
\]  

(2.29)

where the Q-curvature \(Q_4\) and \(\mathcal{P}_4\) will be discussed below. Similarly as in 2d, we may expect that the above action will play a similar role to Liouville in the optimization of the holographic (at least those with holographic Weyl anomalies [51]) CFT wavefunctions. In the following sections, we will follow this CFT prediction, and discuss similarities and differences between higher-dimensional path-integral optimization done with the Q-curvature actions as in (2.29) and (2.27) proposed in [12, 13].

Last but not the least, from the gravitational perspective it is an interesting question how other geometrical or physical (e.g. matter) properties of the surface \(B\) could be incorporated in the holographic path integral proposal. In a precise sense, the surface \(B\) can be understood as a time-dependent cut-off [30, 52] and e.g. adding counter-terms-like higher-derivative on \(B\) may be a natural step. Finally, similarly to 2d [18], it would be interesting to give a clear interpretation (e.g. counting gates) of different terms in higher-dimensional complexity action, as well as have a set of purely quantum computation arguments (e.g. penalty factors for certain gates) for discarding some of the possible contributions. We will discuss and propose resolutions to some of these issues in what follows.

### 3 Uniformization and the Q-curvature Action

In this section we discuss a systematic and geometric way of interpreting the path integral optimization and the functional \(I_{g}[\phi, \hat{g}]\) in even-dimensional CFTs using the Q-curvature action\(^9\). We introduce the basic objects used in later discussions with a special focus on the

---

8This is best seen by considering Lovelock’s theorem [46, 47] which is used to construct natural higher-dimensional generalizations of Einstein gravity which include higher-curvature corrections. These so-called Lovelock theories are metric theories of gravity which lead to conserved second order equations of motion that naturally take into account higher-curvature terms in the action which become topological in lower-dimensional theories.

9The reason for restricting to even-dimensional CFTs is due to the fact that in odd-dimensions there is no trace-anomaly. However, one could potentially consider a square-root type (more generally, a DBI type)
Q-curvature, which is the higher-dimensional analogue of the Gauss curvature\textsuperscript{10} We will see that higher-dimensional path integral complexity actions obtained from so-called uniformization problem, which we will also discuss, have a natural interpretation in terms of Q-curvature actions. Furthermore, we verify an essential property, namely the co-cycle condition, that must be satisfied in order for the Q-curvature action to be a valid path-integral complexity action. We also provide an intuitive explanation of the path integral optimization and connect it with the tensor network picture.

### 3.1 Q-curvature

Consider a compact even-dimensional manifold \((M, \hat{g}_{ab})\) and a Weyl transformation of the metric: \(\hat{g}_{ab} \rightarrow g_{ab} = e^{2\phi(x)} \hat{g}_{ab}\), where \(\phi(x)\) is a scalar function capturing the effect of the transformation. Under this transformation the Ricci scalar transforms as

\[
e^{2\phi(x)}R(e^{2\phi(x)} \hat{g}) = R(\hat{g}) - 2(d-1)\Box_{\hat{g}} \phi(x) - (d-1)(d-2)|\nabla_{\hat{g}} \phi(x)|^2,
\]

where the subscript \(\hat{g}\) indicates that the respective operators are evaluated on that metric, \(d\) is the dimension of the manifold \(M\), and where \(\Box_{\hat{g}}\) and \(\nabla_{\hat{g}}\) are respectively the Laplace–Beltrami operator the covariant derivative with respect to \(\hat{g}\). The notation \(R(\hat{g})\) and \(R(g) = R(e^{2\phi(x)} \hat{g})\) means that the Ricci scalar has to be evaluated on the metrics \(\hat{g}\) and \(g = e^{2\phi(x)} \hat{g}\) respectively. We also define a scalar \(J(g)\) by

\[
J(g) = \frac{R(g)}{2(d-1)},
\]

whose interpretation will be clear later on. The introduction of \(J(g)\) allows us to rewrite the transformation (3.1) as

\[
e^{2\phi(x)}J(e^{2\phi(x)} \hat{g}) = J(\hat{g}) - \Box_{\hat{g}} \phi(x) - \left(\frac{d}{2} - 1\right) |\nabla_{\hat{g}} \phi(x)|^2.
\]

Specializing to \(d = 2\), the above transformation simplifies to

\[
e^{2\phi(x)}J(e^{2\phi(x)} \hat{g}) = J(\hat{g}) - \Box_{\hat{g}} \phi(x).
\]

This relation is exactly equivalent to the Gauss-curvature prescription\textsuperscript{54}

\[
e^{2\phi(x)}K(e^{2\phi(x)} \hat{g}) = K(\hat{g}) - \Box_{\hat{g}} \phi(x),
\]

which shows how the Gauss curvature \(K(\hat{g})\) for the metric \(\hat{g}\) changes under a Weyl transformation. Hence, in \(d = 2\), we identify \(J = K\). One immediate question one can ask is whether

\section*{10}For more details, we refer the readers to\textsuperscript{54}.

\section*{11}Here by \(\hat{g}\) or \(g\), we indicate the metric itself, not the determinant of the metric.
there is an analogous generalized version of Eq.\,(3.4) in terms of higher-curvature invariants. To answer this, one defines the Schouten tensor for $d > 2$ as \[ S_{ab}(\hat{g}) = \frac{1}{d-2} \left( R_{ab}(\hat{g}) - J(\hat{g}) \hat{g}_{ab} \right). \] (3.6)

We are now in a position to define the $Q$-curvature. For a given metric $\hat{g}_{ab}$, the Branson $Q$-curvature of order four in general dimensions $d > 4$ is defined as \[ Q_{4,d}(\hat{g}) = -\frac{d}{2} J(\hat{g})^2 + 2 S_{ab}(\hat{g}) S^{ab}(\hat{g}) + \Box_{\hat{g}} J(\hat{g}). \] (3.7)

Note that we have two indices in $Q_{4,d}$. The first index denotes the order of the curvature and the second index represents the dimension. It is easy to see that $\Box_{\hat{g}} J(\hat{g})$ contains fourth-order derivatives of the given metric and hence $Q_{4,d}$ also contains them. From now onwards, we often suppress the dependence of the metric for convenience. Using Eq.\,(3.2) and Eq.\,(3.6), we write the $Q_{4,d}$ in a more convenient form

\[ Q_{4,d} = \frac{1}{2(d-1)} \Box_{\hat{g}} R + \frac{2}{(d-2)^2} R_{ab} R^{ab} - \frac{d^2(d-4) + 16(d-1)}{8(d-1)^2(d-2)^2} R^2. \] (3.8)

Our interest is $Q_4 = Q_{4,4}$, i.e., the $Q_{4,d}$ in 4-dimensions. Hence, from now onwards when we refer to the $Q$-curvature in 4-dimensions, we mean $Q_4 \equiv Q_{4,4}$. Setting $d = 4$ in Eq.\,(3.8), we obtain the expression of $Q_4$ as

\[ Q_4 = \frac{1}{6} \left( \Box_{\hat{g}} R + 3 R_{ab} R^{ab} - R^2 \right). \] (3.9)

Now, we come back to the question whether there is a generalization of Eq.\,(3.4). The answer is affirmative and we can directly generalize the Gauss-curvature prescription to the $Q_4$-curvature prescription by the following theorem [55].

**Theorem 1:** For a four-dimensional manifold equipped with a metric $\hat{g}_{ab}$, the $Q_4$-curvature prescription states that the $Q_4$ curvatures of conformally-related metrics satisfy

\[ e^{4\phi(x)} Q_4(e^{2\phi(x)} \hat{g}) = Q_4(\hat{g}) - \mathcal{P}_4(\hat{g})(\phi(x)), \] (3.10)

where $\mathcal{P}_4(\hat{g})$ is a differential operator given by

\[ \mathcal{P}_4(\hat{g}) = \Box_{\hat{g}} + \nabla_a \left( 2 J \hat{g}^{ab} - 4 S^{ab} \right) \nabla_b. \] (3.11)

Here $J$ and $S_{ab}$ are defined by Eq.\,(3.2) and Eq.\,(3.6) respectively. Note that this is the generalization of Eq.\,(3.4) or Eq.\,(3.5) to 4-dimensions, where the Gauss curvature and the Laplace-Beltrami operator are replaced by the $Q_4$ and $\mathcal{P}_4$ respectively. This result suggests that the

\[ ^{12} \text{In } d\text{-dimensional manifolds (}d > 2\text{) with locally conformally flat metrics (i.e. with vanishing Weyl tensor) the curvature tensor is governed by the Schouten tensor } S_{ab}. \]

\[ ^{13} \text{In [54], the Q-curvature is defined with a negative sign. This is purely a matter of convention.} \]
Q-curvature is the generalization of Gauss curvature in higher dimensions.

Similar to 4-dimensions, for a 2-dimensional manifold equipped with a metric $\hat{g}_{ab}$, the Q-curvature prescription states that

$$e^{2\phi(x)}Q_2(e^{2\phi(x)}\hat{g}) = Q_2(\hat{g}) - P_2(\hat{g})(\phi(x)).$$  \hspace{1cm} (3.12)

This equation is nothing but Eq.(3.4) if one identifies $P_2(\hat{g}) \equiv \Box_{\hat{g}}$ and $Q_{2,d}$ as

$$Q_{2,d}(\hat{g}) = \frac{R(\hat{g})}{2(d - 1)} = \mathcal{J}(\hat{g}).$$  \hspace{1cm} (3.13)

for $d \geq 2$. In particular the second order Q-curvature in 2-dimensions satisfies $Q_2 \equiv Q_{2,2} = R/2$, which immediately leads back to Eq.(3.1) in terms of $R(\hat{g})$. Hence $Q_{2,d} \equiv \mathcal{J}$ for all $d$.

With these operational definitions, we have encountered two differential operators namely $P_2$ and $P_4$, which are conformally covariant. The theorem below gives the transformation law of $P_4$.

**Theorem 2:** Under the Weyl transformation $g_{ab} = e^{2\phi(x)}\hat{g}$, the operator $P_4(\hat{g})$ transforms according to

$$e^{4\phi(x)}P_4(e^{2\phi(x)}\hat{g}) = P_4(\hat{g}),$$  \hspace{1cm} (3.14)

i.e., $P_4(\hat{g})$ is conformally covariant.

**Proof:** Using Theorem 1 (3.10), we write the LHS of the above equation as

$$e^{4\phi}P_4(e^{2\phi}\hat{g})(\psi) = -e^{4(\phi + \psi)}Q_4(e^{2(\phi + \psi)}\hat{g}) + e^{4\phi}Q_4(e^{2\phi}\hat{g}),$$

$$= \left( -Q_4(\hat{g}) + P_4(\hat{g})(\phi + \psi) \right) - \left( -Q_4(\hat{g}) + P_4(\hat{g})(\phi) \right),$$

$$= P_4(\hat{g})(\psi),$$  \hspace{1cm} (3.15)

which is the RHS of (3.14). Here the second line follows from (3.10) and in the third line, we have used the fact that $P_4$ is a linear operator, and hence $P_4(\hat{g})(\phi + \psi) = P_4(\hat{g})(\phi) + P_4(\hat{g})(\psi)$, completing the proof.

By a similar argument, one can prove that $P_2(\hat{g})$ is also conformally covariant. i.e., under the conformal transformation $g = e^{2\phi(x)}\hat{g}$, the operator $P_2(\hat{g})$ transforms according to

$$e^{2\phi(x)}P_2(e^{2\phi(x)}\hat{g}) = P_2(\hat{g}).$$  \hspace{1cm} (3.16)

In general, one could define a general form of the operator $P_{2,d}$ in $d$-dimensions which is known as the Yamabe operator

$$P_{2,d}(\hat{g}) = \Box_{\hat{g}} - \left( \frac{d}{2} - 1 \right) Q_{2,d}(\hat{g}) = \Box_{\hat{g}} - \frac{d - 2}{4(d - 1)}R(\hat{g}).$$  \hspace{1cm} (3.17)

Similar to the Q-curvature, here the first index denotes the order of the curvature while the
second one indicates the dimension. One can define $P_{4,d}$ for $d \geq 2$, known as the Paneitz operator [48, 56, 57]. It is defined as

$$P_{4,d}(\hat{g}) = \square_g + \nabla_a ((d - 2) J g^{ab} - 4 S^{ab}) \nabla_b - \left( \frac{d}{2} - 2 \right) Q_{4,d}(\hat{g}).$$  \hspace{1cm} (3.18)

Note that for $d = 4$ this reduces to Eq.(3.11).

The important aspect of the Yamabe and Paneitz operators is that they are conformally covariant [54] i.e.,

$$e^{(\frac{d}{2} + 1)\phi} P_{2,d}(e^{2\phi} \hat{g})(\psi) = P_{2,d}(\hat{g})(e^{(\frac{d}{2} - 1)\phi} \psi),$$  \hspace{1cm} (3.19)

$$e^{(\frac{d}{2} + 2)\phi} P_{4,d}(e^{2\phi} \hat{g})(\psi) = P_{4,d}(\hat{g})(e^{(\frac{d}{2} - 2)\phi} \psi).$$  \hspace{1cm} (3.20)

Note that the above covariance property reduces to Eq.(3.16) and Eq.(3.14) for $d = 2$ and $d = 4$ respectively.

The generalization of Theorem 1 (3.10) to general dimensions is straightforward (see e.g. [54]). For an even $d$-dimensional manifold equipped with a metric $\hat{g}_{ab}$, the following identity holds

$$e^{d\phi(x)} Q_d(e^{2\phi(x)} \hat{g}) = Q_d(\hat{g}) - P_d(\hat{g})(\phi(x)),$$  \hspace{1cm} (3.21)

where $Q_d \equiv Q_{d,d}$ and $P_d \equiv P_{d,d}$ are higher-dimensional generalizations of the $Q_{2,d}$ and $Q_{4,d}$ Q-curvatures and the Yamabe $P_{2,d}$ and Paneitz $P_{4,d}$ operators and are respectively known as Branson’s Q-curvature and the Graham–Jenne–Mason–Sparling (GJMS) operator. We will return to these objects in the following section. A proof of (3.21) for even-dimensional Riemannian manifolds, known as the fundamental identity theorem, is given in [54]. This identity leads to the following theorem.

**Theorem 3:** For an even $d$-dimensional manifold, the following functional

$$T_d(g) = \int_{M^d} Q_d(\hat{g}) \text{vol}(\hat{g}),$$  \hspace{1cm} (3.22)

is invariant under conformal transformations.

**Proof:** First, we write

$$T_d(e^{2\phi} \hat{g}) = \int_{M^d} Q_d(e^{2\phi} \hat{g}) \text{vol}(e^{2\phi} \hat{g}) = \int_{M^d} e^{d\phi} Q_d(e^{2\phi} \hat{g}) \text{vol}(\hat{g}),$$  \hspace{1cm} (3.23)

where $\text{vol}(\hat{g})$ is a convenient notation for $\sqrt{\hat{g}}$ and where we have neglected the overall multiplicative factor. The second equality follows from the fact that, under rescaling, $\text{vol}(e^{2\phi} \hat{g}) = e^{d\phi} \text{vol}(\hat{g})$ for $d$-dimensions. Now, using Eq.(3.21), we can write this as

$$T_d(e^{2\phi} \hat{g}) = \int_{M^d} \left[ Q_d(\hat{g}) - P_d(\hat{g})(\phi(x)) \right] \text{vol}(\hat{g}).$$  \hspace{1cm} (3.24)
It has been shown in [54] that the integral over $\mathcal{P}_d$ vanishes. This implies

$$T_d(e^{2\phi}\hat{g}) = \int_{\mathcal{M}^d} Q_d(\hat{g}) \text{vol}(\hat{g}) = T_d(\hat{g})$$  \hspace{1cm} (3.25)

completing the proof. Equipped with these definitions, we now state the **Yamabe problem** [58].

**Yamabe problem (in 2d and 4d):** Consider a 2- and 4-dimensional manifold equipped with a metric $\hat{g}_{ab}$, and a Weyl transformation $g = e^{2\phi(x)}\hat{g}$, which defines an equivalence class of conformally-equivalent metrics $[g]$. Can we find a class of metrics which have a constant $Q$-curvature $Q_2$ and $Q_4$ in $d = 2$ and $d = 4$ respectively?

To state this problem more clearly, consider Eqs.(3.12) and (3.10). The Yamabe problem demands that the $Q$-curvatures of the Weyl-rescaled metric should be constant, i.e., $Q_2(e^{2\phi}\hat{g}) = \Lambda_2$ and $Q_4(e^{2\phi}\hat{g}) = \Lambda_4$. Here, we look for constants $\Lambda_2, \Lambda_4$ which are negative i.e., we want to find a class of conformal transformation for which $\Lambda_2, \Lambda_4 < 0$. In these cases, Eqs.(3.12) and (3.10) are simplified to

$$Q_2(\hat{g}) - P_2(\hat{g})(\phi) = \Lambda_2 e^{2\phi},$$  \hspace{1cm} (3.26)

$$Q_4(\hat{g}) - P_4(\hat{g})(\phi) = \Lambda_4 e^{4\phi}.$$  \hspace{1cm} (3.27)

The above equations can be recast as a variational problem, i.e. one can view them as the Euler-Lagrange equations obtained by the variation of the action

$$I_d[\phi, \hat{g}] = k \int_{\mathcal{M}^d} d^d x \left( \phi P_d(\hat{g}) \phi - 2Q_d(\hat{g}) \phi + \frac{2}{d} \Lambda_d e^{d\phi} \right) \text{vol}(\hat{g}),$$  \hspace{1cm} (3.28)

where $Q_d \in \{Q_2, Q_4\}$ and $P_d \in \{P_2, P_4\}$ are the $Q$-curvature and Yamabe/Paneitz operators in $d = 2$ and $d = 4$ respectively\footnote{The negative sign before $Q_d$ is arbitrary. It depends on how we choose the definition of $Q$-curvature, for example in (3.7).} $k$ is a proportionality constant, and $\Lambda_d \in \{\Lambda_2, \Lambda_4\}$ are the (negative) constants $Q$-curvature of the Weyl-rescaled metric.

Note that (3.26) can be re-written in terms of the Weyl-rescaled metric $e^{2\phi}\hat{g}_{ab}$ as

$$R(e^{2\phi}\hat{g}) = 2Q_2(e^{2\phi}\hat{g}) = 2\Lambda_2 < 0,$$  \hspace{1cm} (3.29)

which is nothing else than the Liouville equation discussed previously and cast as in terms of the Ricci scalar as in (2.9). This implies that (3.27), written in terms of the Weyl rescaled metric as $Q_4(e^{2\phi}\hat{g}) = \Lambda_4$, can be regarded as a natural generalization of the Liouville equation in $d = 4$.

It is illustrative to find interesting solutions of Eq.(3.26) and (3.27). For convenience, we choose the reference metric $\hat{g}$ as Euclidean flat $\hat{g}_{ab} = \delta_{ab}$. This implies that $Q_2$ and $Q_4$ vanish identically, and $P_2 = \Box = \partial^2$ and $P_4 = \Box^2 = \partial^4$. Hence in this case the equations (3.26), (3.27)
The above discussion directly leads to the uniformization problem of conformally-equivalent metrics which we will discuss in the following section. 

3.2 Path Integral Optimization as a Uniformization Problem

In conformal geometry, one can formulate the following uniformization problem [49]: given a reference metric $\hat{g}_{ab}$, can one find a metric $g_{ab}$ with a constant (negative) Q-curvature $\Lambda_d < 0$ that is conformally equivalent to $\hat{g}_{ab}$? The answer turns out to be affirmative and the required metric can be found by extremizing the Q-curvature action in $d$ even dimensions, which is given by [28, 49]

$$I_d[\phi, \hat{g}] = \frac{d}{2\Omega_d(d-1)!} \int_{M^d} d^4x \left( \phi \mathcal{P}_d(\hat{g}) \phi - 2Q_d(\hat{g}) \phi + \frac{2}{d} \Lambda_d e^{d\phi} \right) \text{vol}(\hat{g}),$$

(3.33)

where $\Omega_d = 2\pi^{(d+1)/2}/\Gamma[(d+1)/2]$ is the $d$-dimensional volume of sphere $S^d$, the conformally covariant differential operator $\mathcal{P}_d$ is the aforementioned GJMS operator [39] and $Q_d$ is the Q-curvature scalar defined for the reference metric $\hat{g}_{ab}$. These objects are generalizations of the Laplace-Beltrami operator and Gauss curvature respectively from 2-dimensions to higher even-dimensions and transform in a similar way as their 2-dimensional counterparts, as we have seen in previous sections. In particular, $\mathcal{P}_d(\hat{g})$ is the generalization of the Yamabe and Paneitz operators in even $d$-dimensions. The form of their leading structure is given by

$$\mathcal{P}_d = \Box^{d/2} + \text{lower order}, \quad Q_d = \frac{1}{2(d-1)} \Box^{d-1} R + \cdots$$

(3.34)

where $d$ is any even dimension and where the ellipsis denotes higher-curvature invariants constructed from the Ricci scalar and tensor as well as from their derivatives. Their explicit forms in 2- and 4-dimensions are given in the previous section.

For a hyperbolic metric (2.16) in $d = 2$ and $d = 4$, one obtains $Q_2 = -1$ and $Q_4 = -6$ respectively, which we will use later (they will be denoted by $\Lambda$ since they are the Q-curvatures

\[\text{Note that } Q_\hat{g} \text{ is the Q-curvature of the reference metric whereas } \Lambda \text{ is the Q-curvature of the "uniformised" metric.}\]
of the optimized metric). The transformation properties of the GJMS operator $\mathcal{P}_d$ allows us to construct conformal invariant quantities, which we have encountered in the previous section. For example, for an even-dimensional conformally flat manifold $\mathcal{M}$, the integral of the Q-curvature yields

$$\mathcal{T}_d(\hat{g}) = \int_{\mathcal{M}^d} Q_d(\hat{g}) \text{vol}(\hat{g}) = \frac{1}{2}\Omega_d(d - 1)! \chi(\mathcal{M}),$$  \hspace{1cm} (3.35)$$

where $\Omega_d = 2\pi^{(d+1)/2}/\Gamma[(d+1)/2]$ is the $d$-dimensional volume of sphere $S^d$ and $\chi(\mathcal{M})$ is known as the Euler characteristic of $\mathcal{M}$. It is easy to see that in $d = 4$, the invariant is $8\pi^2 \chi(\mathcal{M})$. In general, Eq. (3.35) will be supplemented by an integral over the Weyl tensor \cite{54}, which is conformally invariant for any dimensions $d > 2$, as we showed in (3.22). We will be particularly interested in conformally-flat spacetimes, in which case this expression vanishes identically.

Moreover, one can regard (3.33) as the higher even-dimensional version of the Liouville action (2.7). The equation of motion obtained from the variation of the Q-curvature action (3.33) is given by

$$\mathcal{P}_d(\hat{g}) \phi - Q_d(\hat{g}) = \Theta_d e^{d\phi},$$  \hspace{1cm} (3.36)$$

where $\Theta_d = -\Lambda_d > 0$ is the cosmological constant. This is the higher-dimensional version of Liouville equation (2.9) for even-dimensional manifolds.

For convenience and along the lines of path integral optimization we take our reference metric to be the Euclidean flat metric, as we did at the end of the last section. This gives $Q_d = 0$ and the GJMS operator reduces to $\mathcal{P}_d = \Box^{d/2} = \partial_i$, resulting in the equation of motion

$$\partial^i \phi = \Theta_d e^{d\phi}.$$  \hspace{1cm} (3.37)$$

Along with the boundary condition

$$e^{2\phi(-\tau = \epsilon, x)} = \frac{1}{\epsilon^2},$$  \hspace{1cm} (3.38)$$

where $(-\tau)$ is the Euclidean time, the solution is given by

$$e^{2\phi(\tau, x)} = \left[\left(\frac{(d - 1)!}{\Theta_d}\right)\frac{1}{\tau^2}\right]^{2/d},$$  \hspace{1cm} (3.39)$$

confirming the optimal geometry as hyperbolic \footnote{This hyperbolic solution was shown to be a minimum of the Liouville action in \cite{13}. In higher dimensions we have not been able to prove that this is the lower bound of the Q-curvature action. Still, the Q-curvature action may still be a meaningful measure of complexity since the optimization procedure should be stopped when $e^{\phi} \sim O(1)$ such that we cannot coarse-grain more than the original lattice. We thank Tadashi Takayanagi for comments on this issue.}. This solution can be rewritten in terms of a
parameter $\mu = [\Theta_d/(d - 1)!]^{2/d}$ simply as

$$e^{2\phi(\tau, x)} = \frac{1}{\mu \tau^2}. \quad (3.40)$$

This result can be directly linked to the discussion of path integral optimization and the optimization of the hyperbolic metrics $[2,10]$. As the optimized metric corresponds to $\Theta_d = (d - 1)!$, the optimization condition is given by $\mu = 1$. For example, in 2-dimensions we readily obtain $\Theta_2 = \mu = 1$ for the optimized metric and the optimized geometry is the Poincaré half-plane. Alternatively, this implies $\Lambda_2 = -1$, corresponding to the Gaussian curvature of the Poincaré half-plane. In 4-dimensions, the optimized geometry $\mu = 1$ corresponds to $\Theta_4 = 6$. This again implies $\Lambda_2 = -6$ which is the Q-curvature of the optimized hyperbolic geometry in 4-dimensions.

Note that the value of the cosmological constant $\Theta_d$ is automatically fixed according to the spacetime dimension and physically corresponds to the (negative) Q-curvature of the optimal geometry. This also explains why we need to set $\mu = 1$ for the optimized geometry. This result intuitively suggests that the amount of Q-curvature of the the optimal (hyperbolic) geometry sets the scale of the optimization and the boundary geometry automatically picks up the optimal way of performing the path integration. It is natural to follow the analogy and propose that the corresponding path integral complexity is then given by the on-shell value of the Q-curvature action, which for $d$-dimensions behaves as $\sim V_{d-1}/\epsilon^{d-1}$, where $V_{d-1}$ is the $(d - 1)$-dimensional spatial volume, consistent with the holographic “complexity=volume” proposal.

It is also instructive to verify the optimization constraint $[25]$ in the context of the Q-curvature. In 2-dimensions, the optimization constrain reads $R^{(2)} = -2\mu$. From Eq.(3.2) (note that $J = Q_2$), we obtain $Q_2 = R^{(2)}/2$, which implies that the optimization constraint $\mu = 1$ corresponds to the optimized Q-curvature $Q_2 = -1$, which is the result for the hyperbolic geometry. In higher dimensions the optimization constraint is instead given by (3.36). In 4-dimensions, this optimization corresponds to $R^{(4)} = -12\mu$, and $Q_4 = -6$, which is the optimized Q-curvature for the geometry in 4-dimensions, that was discussed previously. This holds for all even-dimensions. As a consequence, the optimization constraint is naturally incorporated within the uniformization formulation via the Q-curvature action.

### 3.3 Improved Q-curvature Action and the Co-cycle Condition

The Liouville action has a number of interesting properties. For example, an improved version of the Liouville action has been defined in $[13]$ by subtracting the potential term proportional to the volume in $[2.27]$, which satisfies the so-called co-cycle condition $[25]$

$$I_{\Psi}[g_1, g_2] + I_{\Psi}[g_2, g_3] = I_{\Psi}[g_1, g_3], \quad (3.41)$$

where $I_{\Psi}[g_1, g_2]$ computes the complexity between two TNs described by metrics $g_1$ and $g_2$. It has been argued that a legitimate path integral complexity action (in any dimension) should
obey this co-cycle condition. Hence, it is important to verify whether the Q-curvature action defined in Eq. (3.33) also satisfies this condition.

**Claim:** The improved Q-curvature action

$$I_{d}^{\text{im}}[\phi, \hat{g}] = I_{d}[\phi, \hat{g}] - I_{d}[0, \hat{g}].$$

obeys the co-cycle relation (3.41) where $I_{d}[\phi, \hat{g}]$ is given by Eq. (3.33).

**Proof:** First, we separate $I_{d}^{\text{im}}[\phi, \hat{g}]$ into two parts

$$I_{d}^{K}[\phi, \hat{g}] = \int_{M^{d}} (\phi P_{d}(\hat{g}) \phi - 2 Q_{d}(\hat{g}) \phi) \text{vol}(\hat{g}),$$

$$I_{d}^{V}[e^{2\phi} \hat{g}, \hat{g}] = \int_{M^{d}} (e^{\phi} - 1) \text{vol}(\hat{g}),$$

and ignore the overall constant $d/2\Omega_{d}(d-1)!$ that will not play any role in this proof. We then separately show that each of the above terms satisfy the co-cycle condition. For convenience, we show the proof for the first term (3.43) in $d = 4$, but it can be generalized to any even dimensions. We closely follow the method outlined in [54].

Let us then consider the following action

$$I_{4}^{K}[\phi, \hat{g}] = \int_{M^{4}} (\phi P_{4}(\hat{g}) \phi - 2 Q_{4}(\hat{g}) \phi) \text{vol}(\hat{g}).$$

From Theorem 1 (3.10), we obtain

$$e^{4\phi} Q_{4}(e^{2\phi} \hat{g}) = Q_{4}(\hat{g}) - P_{4}(\hat{g})(\phi),$$

where we suppress the coordinate dependence of $\phi$. Adding a term $Q_{4}(\hat{g})$ to both sides and multiplying them by $\phi$ and $\text{vol}(\hat{g})$, the above equation can be written as

$$\phi [2 Q_{4}(\hat{g}) - P_{4}(\hat{g})(\phi)] \text{vol}(\hat{g}) = \phi [Q_{4}(\hat{g}) \text{vol}(\hat{g}) + Q_{4}(e^{2\phi} \hat{g}) \text{vol}(e^{2\phi} \hat{g})],$$

where we have used the fact that $\text{vol}(e^{2\phi} \hat{g}) = e^{4\phi} \text{vol}(\hat{g})$. Hence Eq. (3.45) can be re-written as the integral

$$S[e^{2\phi} \hat{g}, \hat{g}] = \int_{M^{4}} \phi [Q_{4}(\hat{g}) \text{vol}(\hat{g}) + Q_{4}(e^{2\phi} \hat{g}) \text{vol}(e^{2\phi} \hat{g})],$$

and we define its integrand as

$$L[e^{2\phi} \hat{g}, \hat{g}] = \phi [Q_{4}(\hat{g}) \text{vol}(\hat{g}) + Q_{4}(e^{2\phi} \hat{g}) \text{vol}(e^{2\phi} \hat{g})].$$

From the transformation rules of its elements, it can be shown that the integrand satisfies the
following identity

\[ \mathcal{L}[e^{2(\phi + \psi)} \hat{g}, e^{2\phi} \hat{g}] = \psi \left[ \mathcal{Q}_4(e^{2\phi} \hat{g}) \text{vol}(e^{2\phi} \hat{g}) + \mathcal{Q}_4(e^{2(\phi + \psi)} \hat{g}) \text{vol}(e^{2(\phi + \psi)} \hat{g}) \right]. \]

\[ = \psi \left[ 2\mathcal{Q}_4(e^{2\phi} \hat{g}) - \mathcal{P}_4(e^{2\phi} \hat{g})(\psi) \right] \text{vol}(e^{2\phi} \hat{g}), \] (3.50)

where in the second line we have used Eq. (3.47). Now using \( \text{vol}(e^{2\phi} \hat{g}) = e^{4\phi} \text{vol}(\hat{g}) \), we write

\[ \mathcal{L}[e^{2(\phi + \psi)} \hat{g}, e^{2\phi} \hat{g}] = \psi \left[ 2e^{4\phi} \mathcal{Q}_4(e^{2\phi} \hat{g}) - e^{4\phi} \mathcal{P}_4(e^{2\phi} \hat{g})(\psi) \right] \text{vol}(\hat{g}) \]

\[ = \psi \left[ 2\mathcal{Q}_4(\hat{g}) - 2\mathcal{P}_4(\hat{g})(\phi) + \mathcal{P}_4(\hat{g})(\psi) \right] \text{vol}(\hat{g}), \] (3.51)

where in the last line we have used Eq. (3.10) and Eq. (3.14). Similarly one can write

\[ \mathcal{L}[e^{2\phi} \hat{g}, \hat{g}] = \phi \left[ 2\mathcal{Q}_4(\hat{g}) - \mathcal{P}_4(\hat{g})(\phi) \right] \text{vol}(\hat{g}), \] (3.52)

Hence, by adding Eq. (3.51) and Eq. (3.52), we obtain

\[ \mathcal{L}[e^{2(\phi + \psi)} \hat{g}, e^{2\phi} \hat{g}] + \mathcal{L}[e^{2\phi} \hat{g}, \hat{g}] = (\phi + \psi) \left[ 2\mathcal{Q}_4(\hat{g}) - \mathcal{P}_4(\hat{g})(\phi + \psi) \right] \text{vol}(\hat{g}) \]

\[ + \left[ \phi \mathcal{P}_4(\hat{g})\psi - \psi \mathcal{P}_4(\hat{g})\phi \right] \text{vol}(\hat{g}). \] (3.53)

The first term is \( \mathcal{L}[e^{2(\phi + \psi)} \hat{g}, \hat{g}] \), and the second term can be written as a total derivative term, which can be neglected \(^{17}\) Hence, the integral (3.48) yields,

\[ S[e^{2(\phi + \psi)} \hat{g}, e^{2\phi} \hat{g}] + S[e^{2\phi} \hat{g}, \hat{g}] = S[e^{2(\phi + \psi)} \hat{g}, \hat{g}], \] (3.54)

which further implies

\[ I_4^K[e^{2(\phi + \psi)} \hat{g}, e^{2\phi} \hat{g}] + I_4^K[e^{2\phi} \hat{g}, \hat{g}] = I_4^K[e^{2(\phi + \psi)} \hat{g}, \hat{g}], \] (3.55)

Choosing \( g_1 = e^{2(\phi + \psi)} \hat{g}, g_2 = e^{2\phi} \hat{g} \) and \( g_3 = \hat{g} \), this proves our claim.

The proof for the potential term can be done in general even dimensions. From the definition (3.44), we readily verify the identity

\[ I_d^V[e^{2(\phi + \psi)} \hat{g}, e^{2\phi} \hat{g}] + I_d^V[e^{2\phi} \hat{g}, \hat{g}] = I_d^V[e^{2(\phi + \psi)} \hat{g}, \hat{g}], \] (3.56)

i.e., the action \( I_d^V \) obeys the co-cycle condition. Hence, as we argued before, the improved action defined by

\[ I_d^{\text{im}}[\phi, \hat{g}] = \frac{d}{2\Omega_d(d-1)!} (I_d^K + I_d^V) \]

\[ = \frac{d}{2\Omega_d(d-1)!} \int_{M^4} (\phi \mathcal{P}_4(\hat{g})\phi - 2\mathcal{Q}_4(\hat{g})\phi + (e^{d\phi} - 1)) \text{vol}(\hat{g}), \] (3.57)

\(^{17}\)In fact, by analogy with boundary Liouville action, one should be able to derive (or do a deeper search of the math literature) the boundary Q-curvature and we leave this analysis for as an interesting future problem.
will also satisfy the co-cycle condition. Therefore the full improved Q-curvature action $I_d^{im}[\phi, \hat{g}]$ obeys the co-cycle condition and is a legitimate candidate for a path-integral complexity action in even-dimensional spacetimes.

### 3.4 Q-curvature vs Higher-Dimensional Complexity Action

Let us now discuss the difference between the optimization with the Q-curvature action and the action (2.27). As we have described in the previous sections, in $d = 2$ dimensions the Q-curvature $Q_2$ and the Ricci scalar $R^{(2)}$ are directly related to each other, and hence provide the same amount of information about the curvature of the 2-dimensional geometry. This is not surprising since 2-dimensional orientable manifolds can be characterized by a single function corresponding to the conformal (Weyl) factor leading to conformally-equivalent metrics characterized by the Gauss curvature $K$. This statement is not true for higher dimensions and in general the Ricci scalar $R$ and Q-curvature of an even-dimensional orientable manifold will contain different information about its curvature.

It is relevant to note that if a geometry has a constant Ricci scalar curvature $R = \text{const}$, then it will not necessarily have a constant Q-curvature given that the latter also depends generically on other curvature invariants, as can be seen by Eq. (3.34). In this sense, $R = \text{const}$ is a weaker condition on the curvature of a manifold than $Q_d = \text{const}$. At the same time, one can view the condition $Q_d = \text{const}$ as leading to a $d$-th order differential equation on the metric for an even $d$-dimensional manifold (see Eq. (3.37)), whereas $R = \text{const}$ will always lead to a second-order differential equation regardless of the dimension of the manifold. This also implies that solving $Q_d = \text{const}$ in higher number of dimensions rapidly becomes a challenging task.

The first case where the difference between the Ricci scalar and the Q-curvature can be manifestly seen is in 4-dimensions. For simplicity, consider an conformally flat 4-dimensional manifold whose metric $g_{ab}$ written in local coordinates $x \in \{\tau, \vec{x}\}$ is given by

$$\text{ds}^2 = e^{2\phi(x)} (d\tau + d\vec{x}) .$$

(3.58)

Assuming that the conformal factor $\phi(x)$ depends only on one spacetime coordinate, say $\tau$, we find that the Q-curvature and Ricci scalar $R$ of the conformally flat metric (3.58) are respectively given by

$$Q_4 = -e^{-4\phi(\tau)} \partial_\tau^4 \phi(\tau) , \quad R^{(4)} = -6e^{-2\phi(\tau)} \left( \partial_\tau^2 \phi(\tau) + (\partial_\tau \phi(\tau))^2 \right) ,$$

(3.59)

A solution of the $Q_4 = -\Theta = \text{const} < 0$ equation with boundary condition (3.38) is given by

$$\phi(\tau) = \log \left( \frac{6^{1/4}}{\Theta^{1/4} (\tau + \epsilon) + 6^{1/4} \epsilon} \right) .$$

(3.60)

This solution corresponds to a constant Ricci scalar given by $R^{(4)} = -2\sqrt{6\Theta}$, which is consistent
with the observation in the previous section. This hyperbolic metric would hence be the solution to the uniformization problem and therefore also to the path integral optimization problem cast in terms of the Q-curvature, consistent with the expectations from AdS/TN considerations.

If we instead focus on the constraint \( R^{(4)} = -12\mu = \text{const.} \), with \( 0 < \mu \leq 1 \), we can look for a solution of the differential equation

\[
2\mu e^{2\phi(\tau)} = (\partial_\tau \phi(\tau))^2 + \partial_{\vec{x}}^2 \phi(\tau),
\]

of the form

\[
\phi(\tau) = \log \left( \frac{1}{\xi(\tau)} \right),
\]

with \( \xi(\tau) > 0 \) a real and smooth function satisfying the boundary condition \( \xi(-\epsilon)^2 = \epsilon^2 \). Indeed such a solution can be found and is given by

\[
\xi(\tau) = (-1)^{1/4} e^{-\kappa/2} \mu^{1/4} \text{sn} \left( (-1)^{3/4} e^{\kappa/2} \mu^{1/4} \tau + \tau_0, -1 \right),
\]

where

\[
\tau_0 = (-1)^{3/4} e^{\kappa/2} \mu^{1/4} \epsilon + \text{arcsn} \left( \frac{(-1)^{3/4} e^{\kappa/2} \epsilon}{\mu^{1/4}}, -1 \right),
\]

and where sn(\( u \), \( m \)) is a Jacobi elliptic function, arcsn(v, \( m \)) is its inverse function and where \( \kappa \) is a constant of integration that can be determined by imposing a condition on \( \partial_\tau \phi(\tau)|_{\tau=-\epsilon} \). The Jacobi elliptic function sn(\( u \), \( m \)) is a meromorphic function in both arguments which is doubly periodic in \( u \) with periods 4\( K(m) \) and 2\( iK(1-m) \), where \( K \) is the complete elliptic integral of the first kind given by \( K(m) := F(\pi/2|m) \), where \( F(\varphi|m) := \int_0^\varphi d\theta (1 - m \sin^2(\theta))^{-1/2} \) is the (incomplete) elliptic integral of the first kind. To be precise, sn(\( u \), \( m \)) := sin(am(\( u \)|\( m \))), where am(\( u \)|\( m \)) is the amplitude of the Jacobi elliptic functions, defined as the inverse of the incomplete elliptic integral of the first kind: am(\( u \)|\( m \)) \( \equiv F^{-1}(u|m) \). Solution (3.63) leads to a Weyl factor of the form

\[
\phi(\tau) = \log \left[ \frac{e^{\kappa/2}}{(-1)^{1/4} \mu^{1/4} \text{sn} \left( (-1)^{3/4} e^{\kappa/2} \mu^{1/4} \tau + \tau_0, -1 \right)} \right],
\]

As a consequence, this solution to the \( R^{(4)} = -12\mu = \text{const} \) equation leads to a metric of the form

\[
ds^2 = \frac{e^\kappa (d\tau^2 + d\vec{x}^2)}{(-1)^{1/2} \mu^{1/2} \text{sn}^2 \left( (-1)^{3/4} e^{\kappa/2} \mu^{1/4} \tau + \tau_0, -1 \right)},
\]

which indeed satisfies the boundary condition (3.38) at \( \tau = -\epsilon \). This non-hyperbolic metric which should correspond to the solution from path integral optimization according to the higher-dimensional proposal (2.27) has also appeared in the context of the holographic path integral.
optimization as a solution to the Neumann boundary condition for a Euclidean planar black hole in $d = 4$, dubbed a Neumann black hole. In this case, the Q-curvature of the geometry (3.66) is given by

$$Q_4 = 6\mu^2 \left( 1 - \sin^8 \left( \left( -1 \right)^{3/4} \frac{e^{\kappa/2}}{\mu^{1/4}} \tau + \tau_0, -1 \right) \right).$$  

(3.67)

The fact that in this case the Q-curvature is not constant can be traced back to the behaviour of the curvature invariant $R_{ab} R^{ab}$, which for a metric of the form (3.58) is given by

$$R_{ab} R^{ab} = 12 e^{-4\phi(\tau)} \left( (\partial_{\tau}\phi(\tau))^4 + (\partial_{\tau}\phi(\tau))^2 (\partial_{\tau}^2\phi(\tau)) + (\partial_{\tau}^2\phi(\tau))^2 \right),$$  

(3.68)

and depends on $\tau$. This shows that in general solving the condition $R = \text{const}$ in higher-dimensional spacetimes leads to geometries other than the hyperbolic one even after imposing the desired boundary condition at $\tau = -\epsilon$. This result by itself does not contradict the expectations from the higher-dimensional path integral optimization proposal, it does point to the necessity of incorporating more general geometries whose TN interpretation is perhaps less clear.

Furthermore, we can see that imposing $R = \text{const}$ is a weaker condition than $Q_4 = \text{const}$, and even in 4-dimensions, the former can lead to non-hyperbolic metrics consistent with the boundary conditions imposed in the path-integral optimization. On the other hand, the latter condition is seen to lead to hyperbolic metrics for the desired boundary condition and is therefore perhaps more akin to the idea of the emergence of hyperbolic geometries from TN in CFTs.

3.5 Tensor Network Interpretation

It is interesting to visualize the path integral optimization and generation of the negative curvature from the tensor network renormalization (TNR) perspective. Here, we briefly outline how the notion of penalties arise in the path integral optimization. In the TN approach, one discretizes the path integral over the flat geometry and performs the path integral. The main lesson from the path integral optimization is that one can equivalently perform the path integral over a hyperbolic geometry with a lower cost. In this picture, the cost is associated with the number of tensors in the geometry. The TN algorithm starts with the coarse-graining in the TN, where one combines $O(\tau/\epsilon)$ sites over an interval of time $\tau$ and transforms them into a single lattice site, where $\epsilon$ is the lattice spacing. In other words, the high energy modes $k \gg 1/\tau$, called “hard sites”, are omitted. This is equivalent to penalizing them by a large penalty factor, effectively neglecting them from the geometry. In this way, after the path

---

18Interestingly, if one takes the analogy between the two solutions seriously, the constant of integration $\kappa$ should be related to the mass $M$ of the Euclidean planar black hole. The confusing aspect of this analogy is that in the latter case the holographic CFT state should correspond to a TFD state, a fact which did not enter the construction of the $R^{(4)} = \text{const}$ solution explicitly.

19Penalty factors in the context of path integral optimization were previously considered in.

---
integral optimization, only the “easy sites” remain, corresponding to the low energy modes $k \ll 1/\tau$ in the TN.

The following question naturally arises: can we qualitatively estimate the value of the penalty factor for the hard sites in the optimized geometry? To give a rough estimation of this, we follow [61, 62]. Consider the optimized $d = 2$ metric without setting $\mu = 1$, so that we can consider smooth transition between un-optimized geometry and optimized geometry:

$$ds^2 = \frac{1}{\mu \tau^2} (d\tau^2 + dx^2). \quad (3.69)$$

This hyperbolic plane has the curvature length $1/\sqrt{\mu}$ with Gaussian curvature $-\mu < 0$. It is known that the sectional curvature (in $d = 2$ the Gaussian curvature coincides with the sectional curvature) needs to be of order $1/K$ (here $K$ is the number of qubits) to generate the negative curvature as well as to see the switchback effect [61, 62]. A penalty of order $4^K$ will also lead to the sectional curvature of order $4^K$, thereby requiring a moderate, preferably an $O(1)$ penalty factor.

This suggests that, in the path integral optimization picture, one can choose the penalty of

$$p \sim \tilde{\alpha}^{O(1/|\Lambda|)}, \quad (3.70)$$

20 to penalize the hard sites in the flat geometry in order to obtain the optimized geometry where $\tilde{\alpha} > 2$ is some number that depends on $K$. Note that this is a version of a progressive penalty considered in [63]. In other words, in the optimized geometry the hard gates are penalized by a finite amount and there is no need for an infinite penalty to generate the negative curvature. Furthermore, note that the penalty is dependent on the Q-curvature (here the Gaussian curvature) of the optimized geometry. The hard sites in the flat geometry ($|\Lambda| = 0$ i.e., $p \to \infty$) should be highly penalized, which is consistent with the TN interpretation. The path integral optimization automatically selects the required penalty factor in terms of the Q-curvature. This is highly contrasting with Nielsen’s picture, where the penalty factors have to be chosen by hand. This implies, even in the case of complexity geometry [62, 64], that the penalty factor can be chosen according to the underlying geometry [21]. Moreover, we see that combining Eq. (2.23) with Eq. (3.70) gives an interpretation of the penalty factors from the gravity side. Very naively, the penalty of

$$p \sim \tilde{\alpha}^{O(1/(1-T^2))}, \quad (3.71)$$

21 can be interpreted from the gravity side. Thus, we see, on the optimized metric (i.e., $T = 0$), the required amount of penalty is finite.

Note that $0 < \mu \leq 1$, where $\mu = 0$ corresponds to the fully un-optimized metric and $\mu = 1$ corresponds to the optimized metric.

This is analogous to the statement in [62] that the penalty of $\mathcal{I}_3 > 4/3$ make the sectional curvature negative and order $1/K$, we do not need infinite penalty at all. See [65] for recent works on bounds on complexity choosing penalties.
The above analysis strictly holds for \( d = 2 \). One may wonder whether a similar conclusion can be derived for higher dimensions. In principle one can write a similar un-optimized geometry for higher dimensions where in that case, \( \mu \) should be related to the Q-curvature via \( \mu = |\Theta_d/(d − 1)!|^{2/d} \) (see Eq.(3.39)-Eq.(3.40)). In such a case, we can intuitively conjecture a penalty factor of the form

\[ p \sim \tilde{\alpha}^O \left( \frac{1}{1−\frac{T^2}{(d−1)^2}} \right), \tag{3.72} \]

that would penalize the high energy modes of the tensor network. Here we have employed the relation \( \mu = 1 − T^2/(d−1)^2 \) [24]. More quantitative analysis of this proposal would require better understanding of penalty factor in higher-dimensional TN (e.g. extending [65] to higher dim.) and we hope to return to this question in future works.

### 4 Holographic Path Integral Optimization and Higher Curvature on \( B \)

In this section we focus on the second question i.e., of higher curvature in the holographic path integral optimization and discuss yet another way that such corrections may enter or be tuned in the path integral optimization. Namely, we perform the optimization be adding by hand (with arbitrary coefficients) higher curvature terms in the induced metric on \( B \). At first, including such terms may seem arbitrary and it is not clear at which curvature order one should terminate such procedure. On the other hand, finding \( B \) from extremizing an on-shell gravity action with counter-terms computed up to a finite-cutoff region of the bulk is natural in the \( T\bar{T} \) context. We discuss this procedure below and point the main difference with the TN ideas based on \( T\bar{T} \) deformations [30,52].

#### 4.1 Higher Curvature and Hartle-Hawking Wavefunction

We first compute a family of Hartle-Hawking wavefunctions discussed before. However, not only with tension \( T \) but now with a more general counterterm-like action added on the surface \( B \) with arbitrary coefficients. More precisely, we evaluate the classical wavefunction as

\[ \Psi_{HH}[\phi] = e^{-I_{HH}[\phi]}, \quad I_{HH}[\phi] = I_G + I_B, \tag{4.1} \]

where

\[ I_G = -\frac{1}{2\kappa^2} \int_{\mathcal{M}} d^{d+1}x \sqrt{g} \left( R - 2\Lambda \right) - \frac{1}{\kappa^2} \int_{\partial \mathcal{M}} d^d x \sqrt{h} K, \tag{4.2} \]

where \( \mathcal{M} \) is the region bounded by \( B \) and \( \Sigma \), and \( \partial \mathcal{M} = B \cup \Sigma \), as in Fig. 3. \( R \) is the Ricci scalar on region \( \mathcal{M} \) and \( K \) is the extrinsic curvature on \( \partial \mathcal{M} \). Moreover, we take the counterterm-like
action on $B$ written in terms of the higher curvature terms as

$$I_B = \frac{1}{\kappa^2} \int_B d^d x \sqrt{h} \left[ T + \alpha \mathcal{R} + \beta \mathcal{R}_{ab} \mathcal{R}^{ab} + \gamma \mathcal{R}^2 + \cdots \right], \quad (4.3)$$

where $\mathcal{R}_{ab}$ and $\mathcal{R}$ denote the Ricci tensor and Ricci scalar of the induced metric on $B$. Note that this is not the exact counterterm action in AdS/CFT, as the coefficients are arbitrary and should be fixed by the optimization\textsuperscript{22}.

For simplicity, we analyze the vacuum case in Poincaré AdS\(_{d+1}\) coordinates

\[ ds^2 = \frac{dz^2 + dx_i^2 + d\tau^2}{z^2}, \quad (4.4) \]

and consider the region $\mathcal{M}$ contained between the surfaces $z = \epsilon$, denoted as $\Sigma$, and $z = f(\tau)$, denoted as $B$. The induced metric on $B$ is given by

\[ ds^2 = \frac{dx_i^2 + (1 + f'^2)d\tau^2}{f^2} = e^{2\phi(w)} \left( dw^2 + dx_i^2 \right), \quad (4.5) \]

where we introduced a field $\phi(w)$ and coordinate $w$ as

\[ e^{2\phi(w)} = \frac{1}{f^2(w)}, \quad w'(\tau) = \sqrt{1 + f'(\tau)^2}. \quad (4.6) \]

The trace of the extrinsic curvature on $B$ is given by

\[ K_B = -\frac{f'' + d(1 - f'^2)}{\sqrt{1 - f'^2}} = \frac{e^{-2\phi} \left( \ddot{\phi} + (d - 1) \dot{\phi}^2 \right) - d}{\sqrt{1 - e^{-2\phi} \dot{\phi}^2}}, \quad (4.7) \]

in which case the gravity action (4.2) can be directly evaluated yielding \textsuperscript{24,25}

\[ I_G[\phi] = \frac{V_x(d - 1)}{\kappa^2} \int dw e^{d\phi} \left[ \sqrt{1 - \dot{\phi}^2 e^{-2\phi} + \dot{\phi} e^{-\phi} \arcsin(\dot{\phi} e^{-\phi})} \right]
- \frac{(d - 1) V_x L_\tau}{\kappa^2} - \frac{V_x}{\kappa^2} \left[ e^{(d-1)\phi} \arcsin \left( \dot{\phi} e^{-\phi} \right) \right]_{-\infty}^{0}. \quad (4.8) \]

Before we go to a more general case, let us first just consider the example where in addition to the tension, we also add the curvature $\mathcal{R}$ with coefficient $\alpha$. With only these two contributions, the action (4.3) becomes

\[ I_B = \frac{V_x}{\kappa^2} \int dw \left[ T e^{d\phi} - \alpha(d - 1) e^{(d-2)\phi} \left( 2\ddot{\phi} + (d - 2) \dot{\phi}^2 \right) \right], \quad (4.9) \]

\textsuperscript{22}In principle we should label such multi-parameter HH wave functions by all these coefficients but we avoid this to keep our formulas compact.
which can be further integrated by parts
\[ I_B = \frac{V_x}{\kappa^2} \int dw e^{d\phi} \left[ T + \alpha(d-1)(d-2)e^{-2\phi} \phi^2 \right] - \frac{2\alpha(d-1)V_x}{\kappa^2} \left[ e^{(d-1)\phi} \phi^0 \right]_{-\infty}^{0} \]. \quad (4.10)

Interestingly, this new term not only modifies the bulk equations of motion but also the corner (Hayward) term. The equations of motion arising from the extremisation are given by
\[ K_B - \frac{d}{d-1} T = -\alpha(d-2)e^{-2\phi} \left( 2\ddot{\phi} + (d-2)\phi^2 \right), \quad (4.11)\]

which can be written as
\[ K_B = \frac{d}{d-1} T + \alpha \frac{d-2}{d-1} R. \quad (4.12) \]

This is nothing more than the trace of the general Neumann condition
\[ K_{ij} - K h_{ij} = -T h_{ij} + 2\alpha G_{ij}, \quad (4.13) \]

where \( G_{ij} = R_{ij} - \frac{1}{2} \mathcal{R} h_{ij} \) is the Einstein tensor written in terms of the brane curvature and the brane metric. If we again look for the solutions of the form
\[ e^{2\phi(w)} = \frac{1}{\mu(w+b)^2}, \quad (4.14) \]

we obtain the condition between parameters
\[ \frac{T}{d-1} + \sqrt{1-\mu} = \alpha(d-2)\mu. \quad (4.15) \]

It is interesting to note that for \( d = 2 \) the new contribution vanishes and surface \( B \) is independent on \( \alpha \) i.e., the optimized metric always corresponds to \( T = 0 \).

Let us then consider \( d > 2 \). Note that \( T = -(d-1) \) implies \( \mu = 0 \), corresponding to a fully un-optimized geometry. Suppose now that we want to keep the condition \( -(d-1) \leq T \leq 0 \). Then, from Eq. \( (4.15) \) and considering the optimized metric for \( \mu = 1 \) we can solve for the coefficient \( \alpha \)
\[ \alpha = \frac{T}{(d-1)(d-2)}. \quad (4.16) \]

In order to keep the condition \( -(d-1) \leq T \leq 0 \), we further require that
\[ -\frac{1}{d-2} \leq \alpha \leq 0. \quad (4.17) \]

Hence, e.g. the brane action
\[ I_B = \frac{1}{\kappa^2} \int_B d^d x \sqrt{h} \left[ T + \frac{T}{(d-1)(d-2)} \mathcal{R} \right]. \quad (4.18) \]
will lead to an optimized geometry with $\mu = 1$. The lesson from this result is that it is possible to judiciously add a curvature term in the brane action and recover the fully-optimized metric.

Continuing with this procedure, one can add higher curvature terms on the brane according to (4.3). After postulating a solution of the form (4.14), we then get the following constraint by varying the action with respect to $\phi$

$$\frac{T}{d-1} + \sqrt{1-\mu} = (d-2)\alpha \mu - (d-4)(d-1)\mu^2(\beta + d\gamma).$$

(4.19)

Again, the higher-dimensional contributions identically vanish in $d = 4$. If we are interested in $d > 4$, then we can solve this constraint by e.g. taking $\alpha, \beta, \gamma$ as

$$\alpha = \frac{T}{(d-1)(d-2)}, \quad \beta = -d\gamma, \quad \gamma = T,$$

however, there are many other choices that will equivalently lead to the optimized geometry with $\mu = 1$. At the moment we do not have a strong argument to resolve this ambiguity and we hope that better understanding of the role of Q-curvature action in the CFT optimization may help in this task.

More generally, we can think about the above procedure as follows. When we vary the on-shell action with general series of counter-terms with respect to the induced metric on $B$, we compute

$$\delta I_{HH} \sim T_{ij}h^{ij},$$

(4.21)

where $T_{ij}$ (denoted in analogy with the holographic stress-tensor [66]) is generally

$$T_{ij} \sim K_{ij} - Kh_{ij} + t_{ij},$$

(4.22)

and $t_{ij}$ comes from the variation of the additional terms on $B$. If we set this variation to 0, we impose the Neumann boundary condition on $B$, i.e., $T_{ij} = 0$. Moreover, in our gauge $h_{ij} = e^{2\phi} \delta_{ij}$, the condition that variation of $I_{HH}$ with respect to $\phi$ vanishes corresponds to

$$T_i^i = 0 \Leftrightarrow K = \frac{1}{d-1} t_i^i.$$

(4.23)

If we only work in pure gravity (as in [24][25]) and add “geometric” terms on $B$, the Hamiltonian constraint gives the condition

$$\mathcal{R} = 2\Lambda + K^2 - K_{ij}K^{ij} = 2\Lambda + \frac{1}{d-1} (t_i^i)^2 - t_{ij}t^{ij}.$$  

(4.24)

For example, for only the tension term on $B$, we have $t_{ij} = Th_{ij}$ and the Ricci scalar on $B$ is constant negative. Similarly, with higher curvature terms, we can find our solution (4.14) that also has negative curvature $\mathcal{R} = -d(d-1)\mu$ where $\mu$ is expressed in terms of $T$, $\alpha$ and the other parameters via the maximization equation.
4.2 \( T\bar{T} \) and Holographic Path Integral Optimization

Let us now discuss the connection to the so-called \( T\bar{T} \)-deformations. According to the proposal of [67], we could interpret the bulk on-shell action with Dirichlet boundary condition on \( B \) as an effective holographic description of a CFT deformed by the higher-dimensional \( T^2 \) operator [68]. Given the interpretation that the holographic path integral optimization should be thought of as the boundary action plus finite cut-off terms, it is tempting to speculate that, in holographic settings, \( T\bar{T} \) deformations could be used as a tool to introduce such finite cut-off corrections (see [30, 52]). Making this precise is beyond the scope of this work however we discuss below how these two approaches may be mutually consistent.

More precisely, the effective gravity action that describes a \( T^2 \)-deformed holographic CFT is given by

\[
I_{T\bar{T}} = -\frac{1}{2\kappa^2} \int \sqrt{g} (R - 2\Lambda) - \frac{1}{\kappa^2} \int \sqrt{h}K + S_{ct} \tag{4.25}
\]

where the appropriate holographic counter-terms integrated up to the cut-off surface \( B \) are [23]

\[
S_{ct} = \frac{1}{\kappa^2} \int \sqrt{h} \left[ (d - 1) + \frac{\mathcal{R}}{2(d - 2)} + \frac{(\mathcal{R}_{ij}\mathcal{R}^{ij} - \frac{d}{4(d-1)} \mathcal{R}^2)}{2(d-4)(d-2)} \right]. \tag{4.26}
\]

Once we compute the holographic stress tensor from this action, solve it for \( K_{ij} \) and \( K \) (in terms of \( T_{ij} \) and \( T_i^i \)), the Hamiltonian constraint of gravity can be written as the anomaly equation

\[
\langle \hat{T}_i^i \rangle = -\frac{1}{16\pi G_N} \mathcal{R} - 4\pi G_N \left( \hat{T}_{ij}\hat{T}^{ij} - \frac{1}{d-1} (\hat{T}_i^i)^2 \right), \tag{4.27}
\]

where \( \hat{T}_{ij} = T_{ij} + a_d t_{ij} \) is the appropriately renormalised (by the counter-terms) holographic stress tensor. In \( d = 2 \) this relation is simply the anomaly equation together with the \( T\bar{T} \) operator but in higher (even) dimensions one can also separate holographic anomalies (e.g. in \( d = 4 \) with central charges \( a = c \)) and the remaining part define the \( T^2 \) operators on curved background in the holographic large-N regime [68, 69].

If we would naively maximize this action with respect to the choice of the induced metric on \( B \) this would be equivalent to setting \( T_{ij} \) to zero. But this is not what is being done in the \( T\bar{T} \) (or \( T^2 \) in higher-dimensional) TN [30]. There, we would simply consider constant mean curvature slices \( B \) with a non-trivial stress tensor i.e., Dirichlet boundary condition on \( B \). On the other hand, in the path integral optimization, we fix \( B \) by imposing the Neumann boundary condition on these slices. Still the two approaches can be consistent and give rise to the same slices of the bulk (see e.g. [30] that have a constant Ricci scalar \( \mathcal{R} \). A precise understanding of the relation between these two constructions may involve some version of the Legendre transform that has been discussed in the context of the \( T\bar{T} \) deformation in [70] (based on [71]) and we leave this as an exciting future problem.

\footnote{We use the standard holographic counter-term up to \( d = 6 \).}
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