Pharmacogenomics polygenic risk score for drug response prediction using PRS-PGx methods

Polygenic risk scores (PRS) have been successfully developed for the prediction of human diseases and complex traits in the past years. For drug response prediction in randomized clinical trials, a common practice is to apply PRS built from a disease genome-wide association study (GWAS) directly to a corresponding pharmacogenomics (PGx) setting. Here, we show that such an approach relies on stringent assumptions about the prognostic and predictive effects of the selected genetic variants. We propose a shift from disease PRS to PGx PRS approaches by simultaneously modeling both the prognostic and predictive effects and further make this shift possible by developing a series of PRS-PGx methods, including a novel Bayesian regression approach (PRS-PGx-Bayes). Simulation studies show that PRS-PGx methods generally outperform the disease PRS methods and PRS-PGx-Bayes is superior to all other PRS-PGx methods. We further apply the PRS-PGx methods to PGx GWAS data from a large cardiovascular randomized clinical trial (IMPROVE-IT) to predict treatment-related LDL cholesterol reduction. The results demonstrate substantial improvement of PRS-PGx-Bayes in both prediction accuracy and the capability of capturing the treatment-specific predictive effects while compared with the disease PRS approaches.

Pharmacogenomics (PGx), an important tool for precision medicine, studies how pharmacokinetics, pharmacodynamics, efficacy, and safety responses to drugs are associated with genetic information at the molecular level of treated subjects. Efficacy PGx studies have great potential to guide treatment options by integrating routine pharmacogenomic screening into clinical development and proposing novel strategies for identifying genetic markers that impact efficacy for new compounds (and for marketed drugs, if applicable). In the domain of precision medicine, many associations between genetic variation and inter-individual difference in drug response have been discovered to tailor treatments to the genetic makeup of the patient. However, the conventional single variant PGx biomarkers or drug response predictors usually rely on large effect sizes. Genetic variants with small but genuine effects may not reach the significance threshold in a typical PGx analysis of hundreds to a few thousand subjects. Recent developments in disease genetics reveal that the polygenicity, i.e., many small genetic effects, is present in many complex traits. This observation provides evidence to support modeling and predicting disease status by combining the effects of many weak signals.

Polygenic risk score (PRS), defined as the weighted sum of the effect sizes of many polymorphisms, is a rapidly emerging tool in the disease genetics field. PRS reflects the overall genetic risk of a phenotype of interest and can be used as a stratification mechanism for downstream analyses and decision making. In disease genetics, PRSs have been successfully developed for multiple complex diseases including coronary artery disease, cancer, etc. A large variety of methods have been developed for constructing PRS. To name a few, they include (1) the unadjusted method which builds PRS using the unadjusted effect estimates of SNPs across whole genome; (2) the
Clumping and Thresholding (C+T) method\(^\text{a}\) which builds a few PRSs using independent SNPs that pass significant thresholds and the optimal threshold is selected according to their performance in an independent study: (3) the Lassosum method\(^\text{b}\) which uses penalized regression to select informative SNPs by incorporating linkage disequilibrium (LD) information, and (4) the Bayesian regression methods, e.g., LDpred\(^\text{c}\), LDpred2\(^\text{c}\), and PRS-CS\(^\text{d}\), which shrink the marginal effect sizes with respect to LD. Among them, the more sophisticated penalized regression and Bayesian regression methods have been shown to achieve better performance over the C+T method\(^\text{e}\).

Like many complex traits, most drug responses in PGx are extremely polygenic\(^\text{f}\). Despite recent development in PRS methods and their exciting applications in disease genetics, similar analytic methods have largely not yet been successfully adapted to drug responses in PGx. There are emerging examples published so far, which build PRS from disease GWAS using SNPs with treatment unrelated prognostic effects only and then test whether the PRS is predictive of drug responses in one or several PGx studies\(^\text{g}\). However, this current practice of building disease PRS and applying to PGx data (called PRS-Dis approach) has not been fully justified in theory. In fact, we can show (Results section) that the PRS-Dis approach relies on a very stringent assumption that every variant selected for constructing PRS should have a constant ratio between its genotype main effect and genotype-by-treatment interaction effect, which may not be true in real PGx data. On the other hand, to the best of our knowledge, only a few published studies directly build PRS from drug-related data for safety or efficacy PGx prediction. For example, Lanfear et al.\(^\text{h}\) build an efficacy PGx PRS for \(\beta\)-blockers using observational data. Koido et al.\(^\text{i}\) build a PGx PRS for drug-induced liver injury using a method similar to C+T. Lewis et al.\(^\text{j}\) build an efficacy PGx PRS for clopidogrel response in terms of cardiovascular outcomes using single-arm clinical data. However, there is limited methodological development on the adaptation of PRS methods in disease genetics to PGx where data from both treatment and placebo (or control) arms are available.

To tackle the challenges of the complex drug response prediction and the lack of state-of-the-art PGx PRS methods, we propose to shift from the disease PRS approach to the PGx PRS approach by jointly modeling the genetic main effect and the genotype-by-treatment interaction effect (called PRS-PGx approach). We systematically extend the current PRS-Dis methods to construct both prognostic and predictive PRSs for drug response prediction in PGx studies. These methods include PRS-PGx-Nonadj (Unadjusted), PRS-PGx-CT (Clumping + Thresholding), PRS-PGx-L, -GL, -SGL (Lasso, -Group Lasso, -Sparse Group Lasso), and PRS-PGx-Bayes (Bayesian regression) methods. Our proposed methods use only PGx genome-wide association summary statistics and an external LD reference panel except for the penalized regression-based methods, which require access to individual level genetic and phenotypic data. Moreover, by extending the idea of local-global scaling parameters from disease GWAS\(^\text{k}\) to PGx GWAS, the PRS-PGx-Bayes method is able to infer the posterior prognostic and predictive effects simultaneously.

Our simulation studies demonstrate that PRS-PGx methods generally outperform the PRS-Dis methods across a wide range of genetic architectures and PRS-PGx-Bayes is superior to all other PRS-PGx methods. These methods are further applied to the IMPROVE-IT (IMProved Reduction of Outcomes: Vytorin Efficacy International Trial)\(^\text{l}\) PGx GWAS summary statistics data\(^\text{m}\) to predict treatment-related LDL cholesterol reduction. The drug response prediction results demonstrate a substantial improvement of PRS-PGx-Bayes in both prediction accuracy and the capability of capturing the predictive effect over alternative methods.

### Results

#### Conceptual framework of the PRS-PGx methods

We consider a high-dimensional regression model of \(n\) patients and \(m\) SNPs for a drug response:

\[
Y = X_{i} \beta_{i} + \mathbf{T} \mathbf{\beta} + (\mathbf{G} \times \mathbf{T}) \alpha + \epsilon,
\]

where \(Y\) denotes a quantitative trait (drug response), \(\mathbf{T}\) the binary treatment assignment, \(X\) the \(n \times p\) matrix of covariates, and \(\mathbf{G}\) the \(n \times m\) genotype matrix; \(\beta\) is a \(m \times 1\) vector of prognostic effects (i.e., main effects), \(\alpha\) is a \(m \times 1\) vector of predictive effects (i.e., interaction effects), and \(\epsilon\) is the random error. In practice, the phenotype \(Y\) can first be adjusted by the covariates \(X\) and the treatment \(T\), before application to any PRS-PGx algorithms. For simplicity, we will use \(Y\) as the phenotype after such adjustment in the later discussion.

The regression coefficient \(\beta = (\beta_1, \alpha)\) is assumed to be fixed in the PRS-PGx-Unadj, PRS-PGx-CT and PRS-PGx-L, -GL, -SGL methods and random in the PRS-PGx-Bayes method. Specifically, for each \(j = 1, \ldots, m\), we consider the following prior distribution of \(\beta_j = (\beta_j, \alpha_j)\) in the Bayesian approach:

\[
\begin{aligned}
\beta_j &\sim N(\phi_j, \rho_j \psi_j \xi_j), \\
\alpha_j &\sim N(0, \rho_j \psi_j \xi_j),
\end{aligned}
\]

where \(\phi\) is a global scaling parameter that is shared across multiple SNPs and controls the degree of the model sparseness; \(\psi\) and \(\xi\) are local and marker-specific scaling parameters; \(\rho\) is the marker-specific correlation between the two effect sizes \(\beta_j\) and \(\alpha_j\); and \(g\) is a probability density function of a random matrix.

In PRS-PGx methods, SNPs are used for the construction of prognostic PRS and predictive PRS based on their estimated \(\hat{\beta}\) and \(\hat{\alpha}\), where

\[
S_{\text{prog}} = \sum_{j=1}^{m} \hat{\beta}_j \mathbf{G}_j, \quad S_{\text{pred}} = \sum_{j=1}^{m} \hat{\alpha}_j \mathbf{G}_j.
\]

The predictive PRS is useful for patient stratification by aggregating the differential treatment effects. We can define the PGx PRS as

\[
S_{\text{PGx}} = \begin{cases} 
S_{\text{prog}} + S_{\text{pred}}, & T = 1, \\
S_{\text{prog}}, & T = 0,
\end{cases}
\]

for overall drug response prediction. More technical details are provided in the “Methods” section.

#### Assumption of PRS-Dis approach for drug response prediction

Consider the linear model defined in Eq. (1). Assume (i) SNPs \(\mathbf{G}_i, i = 1, \ldots, m\) are standardized: \(E(\mathbf{G}) = 0, \text{var}(\mathbf{G}) = 1\); (ii) \(E(\epsilon) = 0, \text{var}(\epsilon) = \sigma^2\); (iii) \(\mathbf{b}\) is defined in Eq. (2); (iv) \(\mathbf{G}_i, i = 1, \ldots, m, \mathbf{b}\), and \(\epsilon\) are mutually independent. We consider the following three quantities:

\[
Y(T = 1) = \sum_{i=1}^{m} (\beta_i + \alpha_i) \mathbf{G}_i + \epsilon, \\
S_{\text{PGx}}(T = 1) = \sum_{i=1}^{m} (\hat{\beta}_i + \hat{\alpha}_i) \mathbf{G}_i, \\
S_{\text{Dis}} = \sum_{i=1}^{m} \beta_i \mathbf{G}_i.
\]
$Y(T=1)$ is the observed response of a subject in the treatment arm with SNPs $G_i$, $i=1, \ldots, m$; $S_{\text{Dis}}$ and $S_{\text{PGx}}(T=1)$ are the perfect polygenic scores for this treated subject from disease GWAS and PGx, respectively. We will drop the condition notation $\gamma(T=1)$ hereafter when there is no ambiguity. We prove (in Supplementary Method A) that the heritability of a drug response can be calculated as

$$h^2 = \frac{\text{var}(\sum_{i=1}^{m}(\beta_i + \alpha_i G_i))}{\text{var}(\sum_{i=1}^{m}(\beta_i + \alpha_i G_i)) + \sigma^2} = \text{cor}^2(S_{\text{PGx}}, Y). \quad (8)$$

On the other hand, it can be shown (in Supplementary Method B) that the squared correlation coefficient between $S_{\text{Dis}}$ and $Y$ for the treated subjects is:

$$\text{cor}^2(S_{\text{Dis}}, Y) = h^2 \left( 1 - \frac{\sum_{i=1}^{m} \psi_i \sum_{i=1}^{m} \xi_i (1 - \sum_{i=1}^{m} \rho_i \sqrt{\psi_i \xi_i})^2}{\sum_{i=1}^{m} \psi_i + 2 \sum_{i=1}^{m} \psi_i \sum_{i=1}^{m} \rho_i \sqrt{\psi_i \xi_i} + \sum_{i=1}^{m} \psi_i \sum_{i=1}^{m} \xi_i} \right). \quad (9)$$

In the scenario that all interaction effects are independent of main effects, i.e., $\rho_i = 0$, $i=1, \ldots, m$, Eq. (9) is reduced to $h^2 (1 - \frac{1}{\pi m})$, where $R = \sum_{i=1}^{m} \psi_i \sum_{i=1}^{m} \xi_i$ is the ratio between the total main effect and the total interaction effect. If $R \to \infty$, that is no interaction effect at all, then $\text{cor}^2(S_{\text{Dis}}, Y) \to h^2$. If, however, we have strong interaction effect and no main effect, $R \to 0$, then $\text{cor}^2(S_{\text{Dis}}, Y) \to 0$. This observation is consistent with the intuition that disease PRS approach, which ignores the treatment-by-genotype effects, is less ideal if such effects are strongly present.

In fact, by Cauchy-Schwarz inequality, $\text{cor}^2(S_{\text{Dis}}, Y) \leq h^2$ and the equality holds if and only if $\rho_i = 1$ and $\psi_i \propto \xi_i$ for all $i=1, \ldots, m$, which is equivalent to

$$\beta_i = \alpha_i c, \quad i=1, \ldots, m, \text{ for some constant number } c. \quad (11)$$

This explicitly shows that the disease PRS approach $S_{\text{Dis}}$ works only under an extremely stringent assumption that every causal variant must have the same interaction effect proportionate to its main effect. We also consider the situations when the regression coefficients $\beta_i, \alpha_i$, $i=1, \ldots, m$, are fixed constants (in Supplementary Method B). The proof also shows that disease PRS $S_{\text{Dis}}$ cannot recover all heritability as long as the interaction effect is not proportionate to its main effect for all causal variants.

By using the IMPROVE-IT PGx GWAS summary statistics data and 1000 Genomes (IKG) Phase 3 data (http://csg.sph.umich.edu/abecasis/mach/download/1000G.Phase3.v3.5.html) as external reference panel, we can calculate the $\text{cor}^2(S_{\text{Dis}}, Y) = h^2 (1 - 0.54)$, which means the PRS developed from any disease GWAS can at most explain 46% genetic variability of the drug response. In addition, we also calculate the ratio of genetic main effect to interaction effect, $c$, for the SNPs (after clumping with 250 kb window size and LD $r^2 > 0.8$) across whole genome ($m=8,551,930$) and the top SNPs defined by p-values of 2df (joint G and G × T) two-sided test less than three thresholds 1e−06 ($m=16$), 1e−05 ($m=81$), and 1e−04 ($m=472$), respectively. Figure 1 shows that the constant ratio assumption (11) is completely not satisfied. Therefore, it is expected that the performance of PRS-Dis methods will be lower when applied to analyzing real PGx data (i.e., the IMPROVE-IT PGx GWAS data). Our real data analysis results indeed show that the PRS-Dis methods have substantially lower predictive power than the PRS-PGx methods. We considered the scenario where all causal variants were both prognostic and predictive and their effect sizes were positively correlated. The constant ratio assumption (11) was only partially satisfied since the correlation coefficients were assumed to follow uniform distribution. As a sensitivity analysis, we also considered the scenario where all causal variants were either prognostic or predictive but could not be both, i.e., the constant ratio assumption (11) was strongly violated.

The constant ratio assumption of PRS-Dis is partially satisfied. We simulated SNPs’ prognostic and predictive effects from a bivariate normal distribution, as described in Eq. (15). Specifically, we set the heritability $h^2 = 0.3$, the treatment effect $\beta_T = 0$, and the prognostic and predictive effect sizes at the same scale with $\psi_i = 1$. Note that although $\sum_{i=1}^{m} \psi_i \xi_i = 1$ for all $i \in I$, where $I$ is the set of causal variants, the correlation coefficient between the two effects $\rho_i \sim \text{Uniform}(0,1)$ may vary from different LD blocks. The full details of data generation process are provided in the “Methods” section.

Before we compared PRS-PGx and PRS-Dis methods, we first assessed the performance among the three disease PRS methods (PRS-Dis-Unadj, PRS-Dis-CT, and PRS-Dis-LDpred2) and the three machine learning-based PRS-PGx methods (PRS-PGx-L, PRS-PGx-GL, and PRS-PGx-SGL), respectively. As shown in Supplementary Fig. 1, among the three disease PRS methods, PRS-Dis-LDpred2 outperformed the others in terms of both $R^2$ and the statistical significance of its predictive effect. Similarly, among three penalized regression approaches, PRS-PGx-GL was consistently favored in the current simulation setting. Therefore, in the remaining simulations and real data analyses, we focused on only PRS-Dis-LDpred2 among all PRS-Dis methods; and only PRS-PGx-GL among all the PGx penalized regression methods.

Five polygenic prediction methods, PRS-Dis-LDpred2, PRS-PGx-Unadj, PRS-PGx-CT, PRS-PGx-GL, and PRS-PGx-Bayes, were compared across different settings of sample sizes, number of causal variants, heritabilities and effect sizes. The tuning parameters such as the p-value threshold in PRS-PGx-CT, the penalty parameter in PRS-PGx-GL, and some prior distribution parameters in PRS-PGx-Bayes were selected via 5-fold cross-validation (CV). The 1000 Genomes Project European population data was used as an external reference panel for LD. The performance was evaluated in an independent testing set.
In terms of (i) the prediction accuracy quantified by $R^2$ between the observed and predicted phenotypes in two arms; (ii) the predictive effect measured by the $-\log_{10}(p$-value) from the two-sided likelihood ratio test (LRT) of $S_{\text{PGx}} \times T$ interaction; and (iii) $R^2$ of $S_{\text{PGx}}$ under treatment and control arms, respectively. The statistical details about the above analyses are provided in the "Methods" section.

The predictive performance of the five polygenic prediction methods from the simulation studies is summarized in Fig. 2a. The PRS-PGx methods generally outperformed the PRS-Dis method (i.e., PRS-Dis-LDpred2). Among PRS-PGx methods, our proposed Bayesian approach PRS-PGx-Bayes was consistently better than the others. Overall speaking, PRS-PGx-Unadj approach, which aggregated all SNPs, performed poorly when the number of causal variants was small, but became more comparable to other methods when the genetic architectures were highly polygenic. Although it is reasonable to expect that PRS-PGx-GL (which accounts for local LD patterns) likely outperforms PRS-PGx-CT (which does not consider the impact of LD information), we observed an opposite pattern in our simulations. This is likely because Lasso-based methods are sensitive to the noise, and suffer most when the signal-to-noise ratio is small, which was the case in our simulation data. Finally, for all the methods, the prediction accuracy decreased as the number of causal variants increased given a fixed heritability. This is because, as more causal SNPs were in LD (as a result of more causal SNPs being randomly sampled across the genome) and their effect sizes declined, it became increasingly difficult to distinguish real signals from noise. Furthermore, we compared $R^2$ of different methods in the treatment and control arms, respectively (Fig. 2c, d). The performance in the treatment arm held a similar pattern as to the $R^2$ in two arms. However, the results from the control arm showed a different pattern. PRS-Dis-LDpred2 seemed to be superior to PRS-PGx methods. Note that under the control arm, the underlying true model becomes $E[Y] = G\beta$. Therefore, a large-scale disease GWAS is able to perfectly recover $\beta$ with $\beta_s$, which implies that the disease PRS ($\sum_{m=1}^M \beta_m G_i$) is able to capture the prognostic effect under control arm. In such condition, disease PRS may show advantage to PGx PRS since it is constructed from a much larger sample size from disease GWAS. Fortunately, our proposed PRS-PGx-Bayes was still comparable to PRS-Dis-LDpred2 (Fig. 2d).

In addition to prediction accuracy, we summarized the predictive $p$-values (i.e., the significance of $S_{\text{PGx}} \times T$ interaction) across different methods in Fig. 2b. As expected, PRS-PGx methods showed a clear advantage to the PRS-Dis method PRS-Dis-LDpred2. This is not surprising since the disease PRS can fully capture the predictive effect only when the strong assumption (9) is satisfied as we discussed before. Furthermore, our proposed Bayesian approach PRS-PGx-Bayes generally outperformed other methods, which was consistent with our previous observations in terms of $R^2$. $P$-values, obtained by the two-sided LRT of $S_{\text{PGx}}$ from $Y - S_{\text{PGx}}$ under two arms, respectively, were provided in Supplementary Fig. 2.

As shown in Supplementary Fig. 3, we further compared distributions of $(\hat{\beta}, \hat{\alpha})$ estimated from different PRS-PGx methods versus
the LD block approach only decreases when P(causal) = 0.001, compared to using the full genotype matrix, especially between LD blocks and full genotype matrix. For example, such differences across different types of blocks are limited, using the full genotype matrix to using uniform blocks with size 200.

To further assess the impact of different implementation strategies, we also performed additional simulations where PRS-PGx-Bayes function was applied on LD blocks jointly (i.e., full LD matrix across LD blocks was used). The simulation settings remained the same as described in Fig. 2. As a sensitivity analysis, we also applied PRS-PGx-Bayes method to the uniform blocks with number of variants in each block as 200, 500, and 2500, respectively. Supplementary Fig. 4 shows that there is a slightly decreasing trend in R² and −log(p-value) from using the full genotype matrix to using uniform blocks with size 200. However, such differences across different types of blocks are limited, especially between LD blocks and full genotype matrix. For example, when P(causal) = 0.001, compared to using the full genotype matrix, the LD block approach only decreases R² by 0.4%. The relative decreases of LD block approach compared to the full genotype approach was summarized in Supplementary Table 1. The table shows that the relative decreases of the LD block approach in simulation studies are very small (i.e., all ≤1%).

To assess the performance of the proposed methods under different heritabilities, we conducted sensitivity analyses by setting $R^2 = 0.1$ and 0.5 and the results showed a very similar pattern (Supplementary Fig. 5). Supplementary Fig. 6 shows the sensitivity analysis results when the treatment effect $\beta_T$ was set to 1. The methods performed very similar to when $\beta_T$ was set as 0. Furthermore, we assessed the impact of different scales of the prognostic and predictive effect sizes on the methods’ performance. When the two effect sizes were set with different scales ($\psi/\xi = 1$ or 1/16), the sparse group Lasso-based method (PRS-PGx-SGL) performed the best among the three penalized regression methods, while PRS-PGx-Bayes still outperformed all the other methods (Supplementary Fig. 7). In addition, when $\psi/\xi = 16$ (i.e., the heritability is mostly explained by the prognostic effect), it was not surprising that PRS-Dis-LDpred2 was at least comparable to most PRS-PGx methods in terms of the prediction accuracy $R^2$. But still, the performance of the PRS-Dis methods was much worse than PRS-PGx methods in terms of capturing the predictive effect.

The constant ratio assumption of PRS-Dis is strongly violated. We simulated completely separate sets of prognostic and predictive SNPs so that no SNPs were both prognostic and predictive. Under this condition, the ratio of main to interaction effects (i.e., $\beta/\alpha$ for each causal variant was either 0 or $\infty$). The details of data generation are provided in the “Methods” section.

The simulation results are summarized in Fig. 3, which shows that, when the assumption (11) is not satisfied, the PRS-PGx methods uniformly outperformed PRS-Dis methods in terms of the prediction accuracy across different settings of causal variants. Figure 3a shows that the average $R^2$ of the PRS-Dis methods are all below 0.1 while it is larger than 0.13 for the PRS-PGx methods. Such advantage was even more pronounced for capturing the predictive effect, which was measured by the predictive p-value from the two-sided likelihood ratio test of $S_{\text{pred}} \times T$ interaction. Figure 3b shows the PRS-Dis-LDpred2 method generates the geometric mean p-values > 0.1, but the geometric mean p-values of PRS-PGx methods are <1e–8. The detailed results from the three disease PRS methods and the three penalized regression methods are summarized in Supplementary Fig. 8.

Computational time. To assess the computational burden of the proposed method, we applied the PRS-PGx-Bayes function with 1000 MCMC iterations to chromosome 6, LD block 33 (the largest LD block with 11,769 SNPs). As a sensitivity analysis, we also explored scenarios by randomly choosing 1000, 3000, 5000, 7000, 9000 SNPs from that block. The real genetic data was obtained from the IMPROVE-IT trial with a sample size of 5661. The effect sizes and phenotype data were simulated with heritability fixed at 0.3, $\psi/\xi = 1$, and P(causal) = 0.01.

---

**Fig. 3** The drug response prediction performance comparison among five methods based on the simulated data with completely separate prognostic and predictive SNPs and heritability fixed at 0.3. The training sample size for PGx PRS approaches was fixed to be 3000. Numbers of the causal variants for P(causal) = 0.001, 0.01, and 0.1 are 5, 50, and 500, respectively. The performance was assessed in terms of a prediction accuracy $R^2$ of $S_{\text{pred}}$ in two arms, b predictive p-value for the two-sided $S_{\text{pred}} \times T$ interaction test. Data are presented as mean values +/- standard deviations (error bars) with 10,000 replications, where results were calculated from the testing sets.

In a scenario when no causal variants were simulated (i.e., null hypothesis scenario), PRS-PGx-CT misidentified a few SNPs. However, the type I error rate was still well controlled. More specifically, PRS-PGx-CT misidentified 7 SNPs, which is comparable to the expected number of false positives (i.e., 5000 × 0.001 = 5). Both PRS-PGx-GL and PRS-PGx-Bayes shrank prognostic and predictive effect sizes to zero. In this scenario when 5, 50, or 500 causal variants were simulated, PRS-PGx-Bayes more accurately estimated the genetic effects compared with the other methods.

---
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The tuning parameters were selected via cross-validation. The computation was completed on a single core of 2.4 GHz Intel Core i5. We summarized the result in Supplementary Fig. 9, which shows that the computational time increased at the rate of \( m^2 \) to \( n^3 \), where \( m \) denotes the number of variants. The result also shows that it took roughly 5.9 hours for the largest LD block and 1 h for the median-size LD block (Supplementary Fig. 10) to complete the computation. In practice, since the computation in each LD block is independent, we could further shorten the computational time by parallel computing 1725 LD blocks across the whole genome. In the authors' High Performance Computing working environment, the IMPROVE-IT whole genome analysis took about 35 h, where typically 50 jobs were run simultaneously.

### Polygenic prediction of drug responses in the IMPROVE-IT PGx GWAS study

We applied the four proposed PRS-PGx methods (PRS-PGx-Unadj, PRS-PGx-CT, PRS-PGx-GL, PRS-PGx-Bayes) and the other two PRS-Dis methods (PRS-Dis-CT and PRS-Dis-LDpred2) to the IMPROVE-IT PGx GWAS summary statistics data to predict the low-density lipoproteins cholesterol (LDL-C) log-fold change at 1-month from the two treatment arms. The two treatment arms are the treatment arm with the combined therapy (Ezetimibe + Simvastatin: 10 mg + 40 mg) and the active control arm (Simvastatin: 40 mg). We adjusted for the age, gender, prior lipid-lowering (PLL) therapy, early glycoprotein lib/lla inhibition in non-ST-segment elevation acute coronary syndrome (EARLY ACS) trial, high-risk ACS diagnosis, baseline LDL-C level, and five top principal components when generating the IMPROVE-IT summary statistics data for the LDL-C drug response phenotype.

To apply PRS-PGx methods to the IMPROVE-IT data, we used nested cross-validation. More specifically, the IMPROVE-IT data was split into five folds in the outer layer of cross-validation with four for training and one for testing. The training set was used to obtain the PGx GWAS summary statistics. In the inner layer of cross-validation, the training set was further split into four folds, three for training and one for validation, to select the optimal tuning parameters (i.e., \( p \)-value cutoff for PRS-PGx-CT, penalty \( \lambda \) for PRS-PGx-GL, and \( \nu, \phi \) for PRS-PGx-Bayes). We compared performance across different methods with the results summarized from the testing set. The prediction accuracy was measured by \( R^2 \) and summarized in Table 1. The capabilities of the PRS methods in capturing the prognostic and predictive effects were measured by their effect sizes, as well as association \( p \)-values, and shown in this table as well.

Consistent with previous simulation results, the two PRS-Dis methods performed poorly in terms of \( R^2 \) and predictive \( p \)-value. In contrast, the PRS-PGx approaches demonstrated an overall improvement in both metrics. For example, PRS-PGx-Bayes increased the prediction accuracy \( R^2 \) to 0.214 in both arms while compared with 0.174 from the best disease PRS method PRS-Dis-LDpred2. In the treatment arm, PRS-PGx-Bayes improved the \( R^2 \) by 0.112 while compared with PRS-Dis-LDpred2 (0.277 vs. 0.165). On the other hand, the PRS-Dis method PRS-Dis-LDpred2 was superior to PRS-PGx methods in terms of \( R^2 \) under the control arm, which might be partially due to the fact that we used the disease GWAS statistics data with much larger sample size (\( n > 300,000 \)) for constructing the disease PRS in the PRS-Dis analyses. But our proposed method PRS-PGx-Bayes still provided a comparable \( R^2 \) prediction performance (i.e., 0.194 from PRS-PGx-Bayes vs. 0.201 from PRS-Dis-LDpred2). In terms of predictive \( p \)-value, PRS-PGx-Bayes yielded a much more statistically significant predictive (or interaction) \( p \)-value 5.4e-05 while compared to 0.033 from PRS-Dis-LDpred2. In addition, \( p \)-values obtained by the LRT of \( \phi \) showed very similar pattern as the \( R^2 \) in either treatment or control arm. Table 1 also shows that the marginal effect sizes \( \beta_c \) of PGx from the model \( Y - S_{\text{PGx}} \) under treatment arm were all negative across different PRS-Dis and PRS-PGx methods, indicating that a larger \( R^2 \) would result in more LDL reduction after 1-month treatment of Ezetimibe + Simvastatin. In the meantime, PRS-PGx-Bayes method outperformed the others with the largest absolute value of effect size \( \beta_c \). Similarly, the interaction effect sizes \( \beta_{cT} \) of \( S_{\text{PGx}} \) from the model \( Y - S_{\text{PGx}} \times T \) were all negative across all methods, implying that a larger predictive score would result in a larger treatment effect (i.e., Ezetimibe + Simvastatin combination vs. Simvastatin monotherapy). PRS-PGx-Bayes method is also superior to the others with the largest absolute value of effect size \( \beta_{cT} \).

We further compared the patient stratification performance across different methods with the results summarized in Fig. 4. In Fig. 4a, we used four fixed quantiles (0–25%, 25–50%, 50–75%, and 75–100%). The results indicated that although overall the population had a positive treatment effect (i.e., Simva+EZ is better), the treatment effects varied across different patient subgroups when stratified by the predictive score. Furthermore, the predictive score determined by PRS-PGx-Bayes was generally superior to other methods for patient stratification. Specifically, ratios of top 75–100% subgroup to bottom 0–25% subgroup in terms of treatment effects were 1.27, 1.48, 1.65, 3.27, 1.94, and 10.28 for PRS-Dis-CT, PRS-Dis-LDpred2, PRS-PGx-Unadj, PRS-PGx-CT, PRS-PGx-GL, and PRS-PGx-Bayes, respectively. In Fig. 4b, patients were stratified into top 10%, 20%, ..., 90% percentile of the predictive score vs. the rest, respectively. The corresponding between group differential treatment effect was calculated. Among the six methods, PRS-PGx-Bayes had the largest differential treatment effect across different cutoff points followed by PRS-PGx-CT and PRS-PGx-GL and the rest three methods had the lowest differential treatment effects. The optimal cutoff point for PRS-PGx-Bayes occurred between 50% and 60%, with differential treatment effect around 0.52. Instead of using fixed quantiles, we also determined the optimal quantile cutoffs with the largest differential treatment effect estimated from the 5-fold cross-validation (training and testing) procedures. The corresponding ability of PRS-PGx-Bayes to stratify patients with greater clinical benefits was assessed in different validation sets with the results summarized in Supplementary Fig. 11. The differences in treatment effects
between high and low predictive score subgroups were very clear in the overall population as well as in four out of five CVs.

In terms of variant selection, PRS-Dis-CT identified 280 SNPs to construct disease PRS with the optimal p-value cutoff determined as $5 \times 10^{-8}$ and PRS-PGx-CT selected 91 SNPs into the PGx PRS with the optimal p-value cutoff selected as $1 \times 10^{-7}$. The number of SNPs identified by PRS-PGx-CT is much smaller because the sample size of the IMPROVE-IT PGx GWAS data is much smaller than that from the disease GWAS summary statistics data. For PRS-PGx-Bayes, it tends to shrink effect sizes of most SNPs close to zero (but not exactly equivalent to zero), which is consistent with our simulation results. Distributions of the predictive effect sizes of the whole genome SNPs estimated by PRS-PGx-CT, -GL, and -Bayes are shown in Supplementary Fig. 12. The corresponding information of the top 20 SNPs with the largest predictive effect sizes (>0.1) reported by PRS-PGx-Bayes was summarized in Supplementary Table 2, most of which were with the previous association evidence from literature and the Open Targets database (https://genetics.opentargets.org/).

**Discussion**

In this article, we develop a series of PRS-PGx methods to construct PGx-based PRS and predict the polygenic component of drug responses in PGx studies. To our best knowledge, no existing methods can be directly applied to jointly model both prognostic and predictive effects for drug response prediction. The necessity of using PGx PRS approaches instead of disease PRS approaches is validated by the proof of extremely stringent assumptions needed for the disease PRS approach to predict drug response. Our proposed PRS-PGx methods include a simple method using whole genome variants (PRS-PGx-Unadj), a clumping and p-value thresholding method (PRS-PGx-CT), three penalized regression methods (PRS-PGx-L, PRS-PGx-GL, PRS-PGx-SGL), and a novel Bayesian regression method (PRS-PGx-Bayes). Except for the penalized regression-based algorithms, all the other methods can take PGx summary statistics as input without relying on individual-level genotype and phenotype data. Compared with the PRS-Dis methods, the PRS-PGx approaches can shrink variants’ main and interaction effect sizes simultaneously, and construct PGx scores including a prognostic PRS and a predictive PRS. Thus, in our PRS-PGx-Bayes method, we propose to accommodate both effects and their correlation by modeling a variance-covariance matrix. Although the inverse Wishart (IW) prior is widely used, in this paper, we choose to use the hierarchical half-t prior instead due to the limitation of IW (i.e., IW prior imposes a dependency between the correlations and the variances). Moreover, by introducing global-local continuous shrinkage priors on SNP effect sizes, our proposed PRS-PGx-Bayes method is more robust to varying relationships between main and interaction effects compared to other PRS-PGx methods. Our extensive simulation studies and the PRS analyses based on the IMPROVE-IT PGx GWAS data show that the proposed PRS-PGx methods generally outperform the PRS-Dis methods in terms of the prediction accuracy $R^2$ and the significance of their predictive effects. Furthermore, the PGx PRS Bayesian approach (PRS-PGx-Bayes) is superior to all the other methods, under different genetic architectures. Interestingly, we find that the C+T method (PRS-PGx-CT) can outperform the penalized regression-based methods (PRS-PGx-L, PRS-PGx-GL, and PRS-PGx-SGL) in some of the scenarios. This pattern was also observed in Mak et al. Our results suggest that Lasso-based methods are sensitive to the noise, and perform poorly when the signal-to-noise ratio is small (Supplementary Figs. 5 and 7). Further study is needed to examine the difference more comprehensively.

Despite the successful application of polygenic risk score in disease genetic studies for disease prediction and stratification, the PRS analyses in PGx studies from randomized clinical trials are usually more complex. On one hand, although sample sizes from PGx studies are usually smaller than those in disease GWAS, the significantly larger effect sizes from PGx studies can result in decent power to detect variants associated with drug response phenotypes and further enable good drug response prediction performance of PGx PRS. On the other hand, the availability of summary statistics from PGx GWAS is expected to increase quickly (i.e., similar as the case for the availability of...
summary statistics from disease GWAS). Therefore, statistical methods customized for PGx PRS analysis are urgently needed for drug response prediction and patient stratification in PGx GWAS studies, with the ultimate goal of achieving precision medicine. Unfortunately, there are currently very limited efforts of constructing PGx PRS and successfully applying to efficacy-based PGx studies\(^{3,2,23}\). The most popular practice of PRS analysis strategies in literature is to construct PRS from disease GWAS and apply to PGx data. We used rigorous statistical modeling to prove that PRSSs built from disease GWAS lack the prediction potential in reaching the full heritability of drug responses. Qualitatively speaking, the disease PRS approach is only able to fully predict drug responses under an extremely strong assumption that all variants used for constructing PRS have the same relationship between their main effect and interaction effect (i.e., the ratio between the prognostic G and predictive G × T effect sizes is a constant). The violation of such assumption may result in very limited predictive power. For example, we showed in our theoretical analysis that any PRS developed from disease GWAS can explain at most 46% variability of the LDL-C drug response in the IMPROVE-IT PGx GWAS data. In addition, the disease PRS likely lacks the molecular specificity to be directly informative for clinical interventions\(^{30}\) since the PRS is built from variants with only prognostic effects (i.e., without considering the variants with predictive effects related to treatment). This may partially explain why there has been little investigation into PGx PRS and very few successful PGx PRS applications have been published for predicting drug responses in the PGx space so far. One successful example using an analysis strategy most closely resemble our PGx PRS analysis strategy is from Lanfear et al.’s paper\(^{30}\). A direct PGx polygenic response predictor (PRP) was constructed from a genome-wide analysis of β-Blocker (BB) x SNP interaction and successfully predicted all-cause mortality (BB survival benefit) in European ancestry patients with reduced ejection fraction heart failure\(^{30}\). The authors built the PRS with the selected variants (using the simple p-value thresholding method) with only predictive effects (i.e., from 44 SNPs with strong BB x SNP interaction) and then applied to the validation PGx GWAS data for PRS effect evaluation and patient stratification. Compared with the PGx PRS construction in this example, the PGx PRS analysis strategy embedded in our PRS-PGx methods constructs both the prognostic and predictive PRSSs by jointly modeling both effects in the base GWAS data and then tests them on validation data. This provides a systematic way to understand the full picture of PRS’ association with drug response. Furthermore, in addition to the p-value thresholding method, the more advanced (Bayesian regression based) method PRS-PGx-Bayes can also be applied to such application examples, which has been demonstrated to outperform the simple p-value thresholding method in our simulations and real data analyses. In summary, our drug response prediction analysis strategies based on proposed PRS-PGx methods, especially PRS-PGx-Bayes, are highly recommended over the various strategies and existing methods from current literature.

The genetic architectures of responses from a single drug or drug classes determine the proportion of variants across the human genome contributing to their heritability and the proportion of variants with small-, moderate- or large-effects in capturing the heritability. Our research tackles the challenges of PRS methodology in PGx so that PRS can be directly and accurately used for drug response prediction and patient stratification. However, it is usually challenging to find two independent PGx GWAS data or a summary statistics data from a relatively large PGx GWAS study with the trait same or similar as that in an independent testing PGx GWAS study. In addition to discovering the top variants with large effects associated with drug responses (like what most current PGx GWAS do), we call for also carefully examining genetic architectures of drug responses in PGx GWAS and sharing summary statistics data from those studies in the public domain. Furthermore, recording both the prognostic and predictive (the genotype by treatment interaction) effects (β, α) as GWAS summary statistics in future PGx studies from randomized clinical trials and sharing them will enable the wide application of the proposed PRS-PGx methods and accelerate the development and deployment of PRS based on PGx data for precision medicine.

Recent studies\(^{3,21}\) have shown that Genotype-by-Environment Interaction (GEI or G × E) may explain a significant proportion of phenotypes compared with the main genotype (G) test in disease genetics studies. Our proposed PRS-PGx methods can be directly applicable to the scenario of genome-wide GEI test or G + G × E joint test if environmental variables are considered in the PRS development and deployment in disease genetics. In addition, although we mainly demonstrate the PRS-PGx methods in the analysis of continuous drug response phenotypes, all of them can be directly applied to binary (i.e., drug-induced adverse reactions or other drug safety responses) and survival (i.e., time-to-event drug responses) phenotypes except for PRS-PGx-Bayes. It is straightforward to extend the PRS-PGx-Bayes to analyzing binary and survival endpoints by adopting the Bayesian logistic regression\(^{32}\) and Bayesian Cox proportional hazards model\(^{33,34}\) instead of the Bayesian linear regression. How to derive their posterior probabilities remains a question for future research. Moreover, our methods are developed based on single-ethnic population (e.g., European population). A direct application of this score to other ethnic groups may result in considerable loss in prediction accuracy. With the rapid growth of non-European genomic resources in recent years, it is, therefore, of great both research and public interests to extend the proposed PRS-PGx approaches to the trans-ethnic scenario in future. In addition, for the purpose of effect size inference, the currently existing Bayesian methods lack a systematic way to determine the optimal prior. For example, the LDpred method uses the spike-and-slab prior\(^{35}\), the SBayesR method uses the spike-and-slab prior by replacing normal with mixture normal\(^{35}\); the DPR method uses the Dirichlet process prior\(^{35}\), and Griffin and Brown use the Normal-Gamma shrinkage prior\(^{35}\). The PRS-CS method\(^{36}\) and our proposed PRS-PGx-Bayes method use one of the most popular continuous shrinkage priors (global-local scale mixtures of normals, i.e., the Horseshoe prior). One potential drawback of the Horseshoe prior is that there has been no consensus on how to place a prior for \(\phi\) based on the information about the sparsity\(^{37}\), neither by grid searching for the optimal \(\phi\) (as in PRS-PGx-Bayes), nor by applying full Bayesian inference (as in PRS-CS). Thus, another possible future research direction is to systematically study the impact of different priors on PRS-PGx-Bayes performance and then determine the optimal one. Furthermore, if the Horseshoe prior is used, we may further improve the PRS-PGx-Bayes algorithm by automatically updating (\(\nu, \phi\)) based on the sparsity information instead of using grid searching for the tuning parameters. Last, we suggest applying our proposed methods by LD blocks. Expanding the size of blocks (e.g., using the whole chromosome) may slightly improve prediction accuracy but also significantly increase computational costs. On the other hand, further reducing the size of blocks (e.g., using the uniform blocks with smaller size) can reduce run-time but also possibly increase the bias by missing long-range LD. We believe that the by LD block strategy is a right trade-off between decent modeling accuracy and feasible computational time. We also acknowledge that future work is needed to further improve the computational efficiency to incorporate more SNPs for simultaneous analysis.

As next-generation sequencing and other genetic platforms become much cheaper and more routinely embedded within PGx research studies, more rare variants may be evaluated and discovered to associate with drug responses. There will be an increasing need to consider pharmacogenomic variants, both common and rare with either large, moderate, or small effects to predict patients’ drug
responses. The PRS-PGx methods we develop are promising in advancing precision medicine by improving drug response (efficacy and/or safety) prediction in PGx studies. Our efforts of developing the PRS-PGx methods, which identify optimal ways for PRS construction by jointly modeling the prognostic and predictive effects, is an important step for accelerating the translation of PRS to clinical practice.

Methods
The four PRS-PGx methods (PRS-PGx-Bayes, PRS-PGx-Unadj, PRS-PGx-CT, and PRS-PGx-L, -GL, -SGL) we propose are described in this section. We leave the brief description of the PRS-Dis-LDpred2 method to Supplementary Method C and Supplementary Fig. 13 since it is an existing method. The overview of PRS-Dis and PRS-PGx methods is summarized in Supplementary Table 3. The workflow and details of simulation studies and real data analyses are also discussed.

PRS-PGx-Bayes
Recall that the Bayesian regression model has been specified in Eq. (1), and we assume Y and G have been standardized. Furthermore, we assume the residual variance σ2 follows a non-informative scale-invariant Jeffreys prior, that is, \( p(\sigma^2) = \sigma^2 \) as suggested by Ge et al.14 Regarding the priors of effect sizes, we extend the idea of global-local scale mixtures of normals12 to the two-dimensional scenario as indicated in Eq. (2):

\[
\left( \begin{array}{c}
\beta_j \\
\alpha_j
\end{array} \right) \sim \Phi^2, \phi, \psi, \xi, \rho \sim \text{MVB} \left( 0, \frac{\sigma^2}{n} \Phi M \right),
\]

where \( \phi \) is a global scaling parameter that is shared across all effect sizes; \( \phi_j \) and \( \xi \) are local and marker-specific scaling parameters; \( \rho \) is the marker-specific correlation between the two effect sizes \( \beta_j \) and \( \alpha_j \); and \( \Phi \) is an absolutely continuous and two-dimensional mixing density.

We first note that, given the prior information \( \sigma^2, \phi, \psi, \xi, \rho \), and \( M \), the summary statistics (i.e., the effect size estimates) \( b = X \bar{Y}/n \) from PGx GWAS, the posterior mean of \( \mathbf{b} \) is

\[
E[\mathbf{b} | \bar{b}] = (D + \Omega^{-1})^{-1} \bar{b},
\]

where

\[
\Omega = \begin{bmatrix}
\Psi & P \\
P & \Xi
\end{bmatrix}, \quad \Psi = \text{diag}(\phi \psi), \quad \Xi = \text{diag}(\phi \xi), \quad P = \text{diag}(\phi \psi),
\]

and

\[
D = X'X/n = \text{cor} (\{G \quad G \times T\})
\]

can be obtained from LD reference panel as illustrated in Supplementary Method D and Supplementary Fig. 14.

To provide further insights on Eq. (12), we consider several scenarios. First, assume \( \psi_j = 1, \xi_j = 1, \) and \( \rho_j = 0 \). Eq. (12) is equivalent to the Ridge regression and all effect sizes are shrunk towards zero at the same constant rate controlled by the global shrinkage parameter \( \phi \) (i.e., the penalty). Second, assume a one-to-one treatment-placebo allocation ratio \( \mu_j = 0.5 \), unlikely genetic markers \( \rho_j = 0 \) for \( j \neq j \) and \( \rho_j = 0 \) (i.e., within each SNP, the two effect sizes are independent). We can derive the formulas explicitly for \( E[\beta_j | \bar{b}] \) and \( E[\alpha_j | \bar{b}] \) (Supplementary Method E). Under the simplified scenario where all markers’ MAFs are small, \( f_j = f \to 0 \), we can show that:

\[
E[\beta_j | \bar{b}] = \frac{\beta_j}{T_j - c^2 T_j},
\]

\[
E[\alpha_j | \bar{b}] = \frac{\alpha_j}{T_j - c^2 T_j},
\]

where \( T_j = 1 + \phi \psi_j^2, \quad S_j = 1 - f + \phi \xi_j^2, \) and \( c = \sqrt{(1 - f)/2} \). To understand the above equations, we can interpret \( 1/T_j = \frac{1}{1 + \phi \psi_j^2} \) as the shrinkage factors. Therefore, \( \beta_j/T_j \) and \( \alpha_j/S_j \) are the ‘shrink’ effects: \( T_j/S_j = 1 \) indicates no shrinkage while \( T_j/S_j \to \infty \) yields full shrinkage. The correlation \( r \) between \( G_j \) and \( G_j \times T_j \) also contributes to the second part of the numerator because the bias induced by the positive correlation needs to be corrected.

In the PRS-PGx-Bayes method, \( M_j \) denotes the variance-covariance matrix. It is a common practice to use an inverse Wishart (IW) distribution as the conjugate prior for the covariance matrix of a multivariate normal distribution. However, the IW prior has its own limitations. The IW prior imposes a dependency between the correlations and the variances: larger variances automatically imply the absolute value of the correlation near zero40,41. Therefore, in this study, we propose to use the hierarchical half-t prior27, which is more flexible than the IW prior by adding the degrees of freedom parameter to the scale matrix. Specifically, we assume

\[
M_j \sim W^{-1}(B_j, 2v + 1), \quad B_j = 4v \begin{bmatrix}
\delta_j & 0 \\
0 & \lambda_j
\end{bmatrix}, \quad \delta_j \sim G(b_j, 1), \quad \lambda_j \sim G(b_j, 1),
\]

where \( W^{-1}(B, 2v + 1) \) denotes the inverse Wishart distribution with scale matrix \( B \) and \( v \) degrees of freedom and \( G \) is a Gamma distribution. Equation (13) implies marginal distributions of the variances and the correlation as:

\[
\psi_j \sim iG(v, 2v \delta_j), \quad \xi_j \sim iG(v, 2v \lambda_j), \quad p(\rho_j) \propto (1 - \rho_j^2)^{v},
\]

where \( iG \) denotes the inverse Gamma distribution. By using this definition, changing the correlation does not necessarily result in a change in the variances, which are instead determined through \( \delta_j \) and \( \lambda_j \).

In practice, by using LD information from an external reference panel (i.e., 1000 Genomes data), the method can be applied to PGx GWAS summary statistics and does not require individual-level genotype and phenotype data. PRS-PGx-Bayes approach updates \( b = (\beta, \alpha), \quad \sigma^2, \quad \rho \), sequentially based on their posterior distributions (as described in Supplementary Method E), where we set \( b_1 = b_2 = 1/2 \) as suggested by Ge et al.14. Also as proposed by Ge et al.14, to avoid numerical issues caused by collinearity between SNPs, we set \( \phi \psi \leq \rho \) and \( \phi \xi \leq \rho \), where \( \rho = 1 \) is a constant number. In addition, we partition the genome into 1725 largely independent genomic regions11 (https://bitbucket.org/mncsearch/ldetectedata/src/master/) estimated using data from the 1KG European sample, and further conduct multivariate update of the effect sizes within each LD block. The distributions of block sizes in 1KG and IMPROVE-IT data are summarized in Supplementary Fig. 10 a and b, respectively. The largest LD block (chr 6, block 33) after matching IMPROVE-IT PGx data to 1KG contains 11,769 SNPs in total. The same strategy is also applied to the other methods. As shown in Supplementary Fig. 4 and Supplementary Table 1, this strategy is justified by that fact that only a small relative difference (≤1.1%) is observed when the PRS-PGx-Bayes
function is carried out by LD blocks, compared to across multiple LD blocks in simulation studies. The overall PRS-PGx-Bayes algorithm is described in Algorithm 1.

**Algorithm 1. PRS-PGx-Bayes: Performed within each LD block**

- **Result:** Estimated $\hat{b}^{\text{lasso}} = (\hat{a}^{\text{lasso}}, \hat{a}^{\text{bayes}})$ after shrinkage
- **Hyper-parameters:** $\nu, \beta_0 = b_0 = 1/2$
- **Summary statistics:** PGx GWAS $\Sigma = (\tilde{\delta}, \tilde{\rho})$, LD reference panel from 1KG
- **Initialization:** $\psi_l, \lambda, \beta_0$, $\sigma_0^2$, $n_{\text{binned}}$, $n_{\text{gap}}, n_{\text{pat}} = (n_{\text{binned}} - n_{\text{gap}}) / n_{\text{pat}}$

where $t < n_{\text{str}}$
do

\[ b^{\text{lasso}} = (0, 0); \]  
while $n_{\text{binned}} < t < n_{\text{str}}$ and $(t - n_{\text{binned}}) \% n_{\text{gap}} = 0$
do

\[ b^{\text{lasso}} = (b^{\text{lasso}} + b^{\text{bayes}}); \]  
end

**Output:** $b^{\text{lasso}}$

*The list of the full PGx GWAS summary statistics is provided in Supplementary Method F.*

### PRS-PGx-Unadj

**The PRS-PGx-Unadj includes two parts:** prognostic PRS ($S_{\text{pro}}$) and predictive PRS ($S_{\text{pred}}$). The unadjusted PGx PRS is the sum of all genetic markers across the whole genome, weighted by their marginal prognostic and predictive effect size estimates (i.e., $\hat{\beta}$ and $\hat{a}$ from PGx GWAS summary statistics), respectively.

### PRS-PGx-CT

The PRS-PGx-CT method constructs both the prognostic and predictive PRS using the variant LD-clumping and $p$-value thresholding steps, in a similar manner as the disease PRS C+T method. Specifically, in the clumping step, for any pair of SNPs that have a physical distance smaller than 250 kb and an LD $r^2 > 0.01$, the less significant SNP is removed. Furthermore, in the thresholding step, the prognostic and predictive effect size estimates of SNPs whose 2-df two-sided test value ($t$-test) is removed. Furthermore, in the thresholding step, the prognostic and predictive effect size estimates of SNPs whose 2-df two-sided test value ($t$-test) is removed.

### PRS-PGx-L, -GL and -SGL

In the PRS-PGx-L, -GL and -SGL methods, penalized regression is used to solve Eq. (1) with individual-level data. Assuming independence between prognostic and predictive effect sizes within each SNP, a direct solution is to minimize the following equation while using a Lasso framework (PRS-PGx-L based on glmnet R package v4.1.1 https://cran.r-project.org/web/packages/glmnet/index.html):

\[ f(b) = \frac{1}{2} \sum_{j=1}^{m} (Y - \sum_{j=1}^{m} X_j b_j)^2 + \lambda \sum_{j=1}^{m} \sqrt{p_j} ||b||_2, \]

where $p_j = 2$ denotes the group size. Finally, if we assume sparsity at both the group and individual feature levels, we also consider the Sparse Group Lasso (PRS-PGx-SGL based on SGL R package v1.3 https://cran.r-project.org/web/packages/SGL/index.html) whose penalty is a linear combination of penalties from Lasso and Group Lasso:

\[ f(b) = \frac{1}{2} \sum_{j=1}^{m} (Y - \sum_{j=1}^{m} X_j b_j)^2 + \lambda \sum_{j=1}^{m} \sqrt{p_j} ||b||_2. \]

### Simulations

We performed simulation studies using real genetic data from the IMPROVE-IT trial ($n = 5661$ in the PGx subset population) and the IKG European sample ($n = 5033$) as an external LD reference panel. 5000 SNPs were randomly chosen from LD blocks 31 and 32 on chromosome 19, which were matched between the IMPROVE-IT and the IKG datasets. To mimic disease GWAS data, the sample size was increased to $n = 20,000$ via random mating (Supplementary Method G). The SNP prognostic and predictive effect sizes were simulated jointly with the following distribution:

\[ \left( \begin{array}{c} \beta^{(k)}_j \\ \alpha^{(k)}_j \\ \end{array} \right) \sim \text{MVN} \left( \begin{array}{c} 0 \\ \Psi^{\xi} \\ \end{array} \right) \]  
with probability $\pi_k$  
with probability $1 - \pi_k$,  

where $\pi_k = \text{Beta}(\text{P}(\text{causal}), 1 - \text{P}(\text{causal}))$, $j$ denotes the $j$-th SNP, and $k$ the $k$-th LD block. Equation (14) indicates that proportion of causal variants varies from different LD blocks, but the overall proportion of causal variants across the whole genome is controlled by $\text{P}(\text{causal})$.

Furthermore,

\[ \Sigma_k = \begin{bmatrix} \psi & \rho_k \sqrt{\Psi^{\xi}} \\ \rho_k \sqrt{\Psi^{\xi}} & \xi \end{bmatrix}, \]  
where $\rho_k = \text{Uniform}(0, 1)$.  

We explored different scenarios when $\theta/\xi = 1$ (i.e., the prognostic effect was in the same scale as the predictive effect); and when $\theta/\xi = 16$ or $1/16$ (i.e., one effect was dominant to the other effect). It is worth noting that Eq. (14) indicates that each causal variant would carry some degree of prognostic effect, and some degree of predictive effect. In addition, to generate completely separated prognostic and predictive SNPs, we randomly chose half of the causal variants and only kept their prognostic effects (i.e., artificially shrunk $\alpha_j = 0$); for the rest half of the causal variants, only predictive effects were kept (i.e., $\beta_j = 0$).

Five clinical factors (age, gender, prior lipid-lowering (PLL) therapy, EARLY acute coronary syndrome (ACS) trial, and high-risk ACS diagnosis) were considered as covariates. To mimic the disease GWAS data, the phenotype was generated as

\[ Y_{n \times 1} = X_{n \times 5} \beta_{5 \times 1} + G_{n \times m} \beta_{m \times 1} + \epsilon_{n \times 1}, \]

where $n = 20,000$ and $m = 5000$. To mimic the PGx GWAS data, the simulated trait was generated as

\[ Y_{n \times 1} = X_{n \times 5} \beta_{5 \times 1} + G_{n \times m} \beta_{m \times 1} + (G \times T)_{n \times m \alpha_{m \times 1} + \epsilon_{n \times 1}, \]

where $n = 5661$ and $m = 5000$. In the above two equations, $\epsilon_{n \times 1} \sim N(0, \sigma^2 T)$, where $\sigma$ was determined by the heritability, which was set to 0.1, 0.3, and 0.5.

In each replicate, we randomly chose either 1000 or 3000 patients from PGx GWAS data as the PGx training dataset (to build the...
**PGx PRS**: and the other 1000 patients as the independent testing dataset (to evaluate the predictive performance of all the PRS-Ds and PRS-PGx methods). Specifically, the observed phenotype $Y$ in the testing set was first adjusted by the clinical factors $X$ and the treatment $T$, and we obtained the adjusted phenotype $Y_{adj}$. Then the predictive effect was measured by the $p$-value from the two-sided likelihood ratio test of $Spred$, the interaction in the model $Y_{adj} = Spred + T + X$. The prediction accuracies were quantified by $R^2$ between the adjusted phenotype and the predicted ones from $Y_{adj} = \hat{Spred}$ under two arms, the treatment arm, and the control arm, respectively. $p$-values were also obtained by the two-sided LRT of $Spred$ under treatment and control arms, respectively. The entire workflow of the simulation studies is shown in Supplementary Fig. 15.

**IMPROVE-IT PGx GWAS data analysis**

We applied two PRS-Ds methods (PRS-Dis-CT and PRS-Dis-LDpred2) and four PRS-PGx methods (PRS-PGx-Unadj, PRS-PGx-CT, PRS-PGx-GL, and PRS-PGx-Bayes) to the prediction of the drug response (low-density lipoprotein cholesterol log-fold change at 1-month) from the IMPROVE-IT PGx GWAS although LDL-C was measured longitudinally at multiple time points. IMPROVE-IT is a phase 3b, multicenter, double-blind, randomized study to establish the clinical benefit and safety of Vyloric (Ezetimibe/Simvastatin tablet) versus Simvastatin monotherapy in high-risk subjects$^{24}$ (clinical trial registry number: NCT00202878). The ethics committee at each participating center approved the protocol and amendments. All IMPROVE-IT trials were carried out in accordance with the Declaration of Helsinki, current guidelines on Good Clinical Practices and local ethical and legal requirements. All participants provided voluntary written informed consent before trial entry. The details of the endpoint, genotyping, genotype QC, and imputation for this GWAS analyses are introduced elsewhere$^9$. After GWAS QC and SNP imputation, there were 9,407,967 variants and 6502 subjects are available for analyses. The subjects were further filtered down to 5661 subjects for the GWAS analyses by excluding subjects who had a cardiovascular event prior to month 1, since cardiovascular events prior to this time point may affect LDL-C in a manner unrelated to treatment. A total of 5661 European subjects were included for analysis of the LDL-C endpoint.

For the PRS-Ds approaches (PRS-Dis-CT and PRS-Dis-LDpred2), the LDL-C disease GWAS summary statistics, obtained from the Global Lipids Genetics Consortium Results$^8$ (https://csg.sph.umich.edu/willer/public/lipids2017/), were used to construct disease PRS in the IMPROVE-IT data (as the independent testing set). For PRS-PGx methods (PRS-PGx-Unadj, PRS-PGx-CT, PRS-PGx-GL, and PRS-PGx-Bayes), due to the lack of independent PGx data for training, we alternatively proposed to use a 5-fold cross-validation to evaluate their performance. More specifically, we split the IMPROVE-IT data into five folds; in each CV step, we chose four of them as the training set, and used the remaining one as the testing set. The PGx GWAS summary statistics, obtained from the training set, were used to construct PGx PRS in the testing set, and only the prognostic and predictive scores of patients in the testing set were recorded. The above procedures were repeated and the PGx PRS for all the patients in the IMPROVE-IT PGx GWAS data (when they served as the testing set) were obtained. Finally, the predictive performance was evaluated in the same criteria as described in the “Simulations” section, as well as the quantile plot for patient stratification.

It is worth noting that in each cross-validation, the GWAS summary statistics data were generated from the training set by running GWAS analysis with the model: $\log Y_i = -\log Y_0 + \beta_0 + \beta_X \log Y_0 + \beta_T + G \cdot X$, where $Y_i$ is the on-treatment LDL-C response, $Y_0$ is the baseline LDL-C response, $\beta$ is the prognostic effect, $\alpha$ is the predictive effect and the covariate matrix $X$ included age, gender, prior lipid-lowering therapy, early Acute Coronary Syndrome (ACS) trial, high-risk ACS diagnosis, and the top five principal components. As recommended by Zhang et al.$^{25}$, we adjusted for the baseline LDL-C level $Y_0$ (in the log scale) in the model to appropriately control the type I error rate (or genome inflation). The PGx GWAS summary statistics data, including the prognostics and predictive effects ($\beta$ and $\alpha$), the minor allele frequencies (MAF), the two-sided $2df (G \times T \times X)$ test $p$-values, the SNP positions, the standard deviation of response, and the mean of treatment, were further used for the PGx PRS based drug response analyses. Detailed information about the summary statistics is provided in Supplementary Method F.

**Reporting summary**

Further information on research design is available in the Nature Research Reporting Summary linked to this article.

**Data availability**

MSD’s data sharing policy, including restrictions, is available at http://engagezone.msd.com/ds_documentation.php. Requests for access to the PGx GWAS summary statistics results from this IMPROVE-IT clinical study data can be submitted through the EngageZone site or via email to dataaccess@merck.com.

**Code availability**

Our methods are implemented in the PRSPGx R package v0.3.0, freely available at the Comprehensive R Archive Network (CRAN): https://cran.r-project.org/web/packages/PRSPGx/index.html.

**References**

1. Chen, J. J., Lin, W. J. & Chen, H. C. Pharmacogenomic biomarkers for personalized medicine. Pharmacogenomics 14, 969–980 (2013).
2. Roden, D. M. & George Jr, A. L. The genetic basis of variability in drug responses. Nat. Rev. Drug Discov. 1, 37–44 (2002).
3. Roden, D. M. et al Pharmacogenomics. Lancet 394, 521–532 (2019).
4. Nelson, M. R. et al. The genetics of drug efficacy: opportunities and challenges. Nat. Rev. Genet. 17, 197–206 (2016).
5. Bulik-Sullivan, B. K. et al. LD Score regression distinguishes confounding from polygenicity in genome-wide association studies. Nat. Genet. 47, 291–295 (2015).
6. Khera, A. V. et al. Genome-wide polygenic scores for common diseases identify individuals with risk equivalent to monogenic mutations. Nat. Genet. 50, 1219–1224 (2018).
7. Inouye, M. et al. Genomic risk prediction of coronary artery disease in 480,000 adults: implications for primary prevention. J. Am. Coll. Cardiol. 72, 1893–1893 (2018).
8. Navaddat, N. et al. Polygenic risk scores for prediction of breast cancer and breast cancer subtypes. Am. J. Hum. Genet. 104, 21–34 (2019).
9. Fritsche, L. G. et al. Association of polygenic risk scores for multiple diseases identify individuals with risk equivalent to monogenic mutations. Nat. Genet. 50, 1219–1224 (2018).
10. Vesschyns, J., Lewis, C. M. & O'Reilly, P. F. PRSice: polygenic risk score software. Bioinformatics 31, 1466–1468 (2015).
11. Mak, T. S. H. et al. Polygenic scores via penalized regression on summary statistics. Genet. Epidemiol. 41, 469–480 (2017).
12. Vilhjálmsson, B. J. et al. Modeling linkage disequilibrium increases accuracy of polygenic risk scores. Am. J. Hum. Genet. 97, 576–592 (2015).
13. Privé, F., Arbel, J. & Vilhjálmsson, B. J. LDpred2: better, faster, stronger. Bioinformatics 36, 5424–5431 (2020).
14. Ge, T. et al. Polygenic prediction via Bayesian regression and continuous shrinkage priors. Nat. Commun. 10, 1–10 (2019).
15. Crouch, D. J. & Bodmer, W. F. Polygenic inheritance, GWAS, polygenic risk scores, and the search for functional variants. Proc. Natl. Acad. Sci. USA 117, 18924–18933 (2020).

16. Lanfear, D. E. et al. Polygenic score for β-blocker survival benefit in European ancestry patients with reduced ejection fraction heart failure. Circ. Heart Fail. 13, e007012 (2020).

17. Damask, A. & Cordero, D. Patients with high genome-wide polygenic risk scores for coronary artery disease may receive greater clinical benefit from alirocumab treatment in the ODYSSEY OUTCOMES trial. Circulation 141, 624–636 (2020).

18. Marston, N. A. et al. Predicting benefit from evolocumab therapy in patients with atherosclerotic disease using a genetic risk score: results from the FOURIER trial. Circulation 141, 616–623 (2020).

19. Zhang, J. P. et al. Schizophrenia polygenic risk score as a predictor of antipsychotic efficacy in first-episode psychosis. Am. J. Psychiatry 176, 21–28 (2019).

20. Natarajan, P. et al. Polygenic risk score identifies subgroup with higher burden of atherosclerosis and greater relative benefit from statin therapy in the primary prevention setting. Circulation 135, 2091–2101 (2017).

21. Mega, J. L. et al. Genetic risk, coronary heart disease events, and the clinical benefit of statin therapy: an analysis of primary and secondary prevention trials. Lancet 385, 2264–2271 (2015).

22. Koide, M. et al. Polygenic architecture informs potential vulnerability to drug-induced liver injury. Nat. Med. 26, 1541–1548 (2020).

23. Lewis, J. P. et al. Pharmacogenomic polygenic response score predicts ischaemic events and cardiovascular mortality in clopidogrel-treated patients. Eur. Heart J. Cardiovasc. Pharmacother. 6, 203–210 (2020).

24. Cannon, C. P. et al. Ezetimibe added to statin therapy after acute coronary syndromes. N. Engl. J. Med. 372, 2387–2397 (2015).

25. Zhang, H. et al. A statistical perspective on baseline adjustment in pharmacogenomic genome-wide association studies of quantitative change. NPJ Genom. Med. 7, 1–10 (2022).

26. Kraft, P. et al. Exploiting gene-environment interaction to detect genetic associations. Hum. Hered. 63, 111–119 (2007).

27. Huang, A. & Wand, M. P. Simple marginally noninformative prior distributions for covariance matrices. Bayesian Anal. 8, 439–452 (2013).

28. Harper, A. R. & Topol, E. J. Pharmacogenomics in clinical practice and drug development. Nat. Biotechnol. 30, 1117–1124 (2012).

29. Maranville, J. C. & Cox, N. J. Pharmacogenomic variants have larger effect sizes than genetic variants associated with other dichotomous complex traits. Pharmacogenomics J. 16, 388–392 (2016).

30. Reay, W. R. et al. Pharmacological enrichment of polygenic risk for precision medicine in complex disorders. Sci. Rep. 10, 1–12 (2020).

31. Kerin, M. & Marchini, J. Inferring gene-by-environment interactions with a Bayesian whole-genome regression model. Am. J. Hum. Genet. 107, 698–713 (2020).

32. Zens, G., Frühwirth-Schnatter, S. & Wagner, H. Efficient Bayesian modeling of binary and categorical data in R: the UPG Package. Preprint at https://arxiv.org/abs/2101.02506 (2021).

33. Lee, Y. & Nelder, J. A. Hierarchical generalized linear models. J. R. Stat. Soc. Ser. B Methodol. 58, 619–664 (1996).

34. Dey, D. K., Ghosh, S. K. & Mallick, B. K. Generalized Linear Models: A Bayesian Perspective (CRC Press, 2000).

35. Wang, K. S. et al. Bayesian Cox proportional hazards model in survival analysis of HACE1 gene with age at onset of Alzheimer’s disease. Int. J. Clin. Biostat. Biom. 3, https://doi.org/10.23937/2469-5831/1510014 (2017).

36. Lloyd-Jones, L. R. et al. Improved polygenic prediction by Bayesian multiple regression on summary statistics. Nat. Commun. 10, 1–11 (2019).

37. Zeng, P. & Zhou, X. Non-parametric genetic prediction of complex traits with latent Dirichlet process regression models. Nat. Commun. 8, 1–11 (2017).

38. Brown, P. J. & Griffin, J. E. Inference with normal-gamma prior distributions in regression problems. Bayesian Anal. 5, 171–188 (2010).

39. Pironen, J. & Vehtari, A. Sparsity information and regularization in the horseshoe and other shrinkage priors. Electron. J. Stat. 11, 5018–5051 (2017).

40. Tokuda, T. et al. Visualizing Distributions of Covariance Matrices. Columbia Univ., New York, USA, Tech. Rep., 18 (2011).

41. Alvarez, I., Niemi, J. & Simpson, M. Bayesian inference for a covariance matrix. Conf. on Appl. Stat. in Agric., https://doi.org/10.4148/2475-7772.1004 (2014).

42. Berisa, T. & Pickrell, J. K. Approximately independent linkage disequilibrium blocks in human populations. Bioinformatics 32, 283 (2016).

43. Yang, Y. & Zou, H. A fast unified algorithm for solving group-lasso penalize learning problems. Stat. Comput. 25, 1729–1141 (2015).

44. Simon, N. et al. A sparse-group lasso. J. Comput. Graph. Stat. 22, 231–245 (2013).

45. Lu, X. et al. Exome chip meta-analysis identifies novel loci and East Asian–specific coding variants that contribute to lipid levels and coronary artery disease. Nat. Genet. 49, 1722–1730 (2017).

Acknowledgements

The authors would like to thank the study participants in the IMPROVE-IT trials, Peter M. Shaw and Yiwei Zhang for useful discussion about the IMPROVE-IT data.

Author contributions

J.S. and H.Z. oversaw the study. The theory underlying PRS-PGx was conceived of and developed by J.S., H.Z., and S.Z. S.Z. developed PRS-PGx software and performed the simulation studies and real data analyses. J.S. provided the IMPROVE-IT GWAS summary statistics data. J.S., H.Z., and S.Z. conducted result interpretation. J.S., S.Z., and H.Z. wrote the first version of the manuscript. D.V.M. also contributed to the writing. All authors provided input and revisions for the final manuscript.

Competing interests

S.Z., H.Z., D.V.M., and J.S. are employees at Merck Sharp & Dohme Corp., a subsidiary of Merck & Co., Inc., Rahway, NJ, USA.

Additional information

Supplementary information The online version contains supplementary material available at https://doi.org/10.1038/s41467-022-32407-9.

Correspondence and requests for materials should be addressed to Judong Shen.

Peer review information Nature Communications thanks the anonymous reviewers for their contribution to the peer review of this work. Peer reviewer reports are available.

Reprints and permission information is available at http://www.nature.com/reprints

Publisher’s note Springer Nature remains neutral with regard to jurisdictional claims in published maps and institutional affiliations.
