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ABSTRACT. We describe a higher dimensional generalization of Ramanujan’s differential equations satisfied by the Eisenstein series $E_2$, $E_4$, and $E_6$. This will be obtained geometrically as follows. For every integer $g \geq 1$, we construct a moduli stack $B_g$ over $\mathbb{Z}$ classifying principally polarized abelian varieties of dimension $g$ equipped with a suitable additional structure: a symplectic-Hodge basis of its first algebraic de Rham cohomology. We prove that $B_g$ is a smooth Deligne-Mumford stack over $\mathbb{Z}$ of relative dimension $2g^2 + g$ and that $B_g \otimes \mathbb{Z}[1/2]$ is representable by a smooth quasi-projective scheme over $\mathbb{Z}[1/2]$. Our main result is a description of the tangent bundle $T_{B_g/\mathbb{Z}}$ in terms of the cohomology of the universal abelian scheme over the moduli stack of principally polarized abelian varieties $A_g$. We derive from this description a family of $g(g+1)/2$ commuting vector fields $(v_{ij})_{1 \leq i \leq j \leq g}$ on $B_g$; these are the higher Ramanujan vector fields. In the case $g = 1$, we show that $v_{11}$ coincides with the vector field associated to the classical Ramanujan equations.

This geometric framework taking account of integrality issues is mainly motivated by questions in transcendental number theory. In the upcoming second part of this work, we shall relate the values of a particular analytic solution to the differential equations defined by $v_{ij}$ with Grothendieck’s periods conjecture on abelian varieties.
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1. Introduction

Consider the classical normalized Eisenstein series in $\mathbb{Z}[q]$

\[
E_2(q) = 1 - 24 \sum_{n=1}^{\infty} \frac{nq^n}{1-q^n}, \quad E_4(q) = 1 + 240 \sum_{n=1}^{\infty} \frac{n^3q^n}{1-q^n}, \quad E_6(q) = 1 - 504 \sum_{n=1}^{\infty} \frac{n^5q^n}{1-q^n},
\]

and let $\theta := \frac{q}{d\!q}$. In 1916 [30] Ramanujan proved that these formal series satisfy the system of algebraic differential equations

\[
\theta E_2 = E_2^2 - E_4 - \frac{E_2 E_4 - E_6}{3}, \quad \theta E_3 = \frac{E_2 E_4 - E_6}{3}, \quad \theta E_4 = \frac{E_2 E_6 - E_4^2}{2}.
\]

The study of equivalent forms of such differential equations actually predates Ramanujan. To the best of our knowledge, Jacobi was the first to prove in 1848 [12] that his Thetanullwerte satisfy a third order algebraic differential equation. In 1881 [11] Halphen found a simpler description of Jacobi’s equation by considering logarithmic derivatives. Further, in 1911 [4] Chazy considered a third order differential equation\(^1\) satisfied by the Eisenstein series $E_2$: \[
\theta^3 E_2 = E_2 \theta E_2^2 - \frac{3}{2} (\theta E_2)^2.
\]

We refer to [25] for a thorough study of Jacobi’s, Halphen’s, and Chazy’s equations, and the relations between them. We point out that Ramanujan’s and Chazy’s equations concern level 1 (quasi-)modular forms, whereas the equations of Jacobi and Halphen involve level 2 (quasi-)modular forms.

A higher dimensional generalization of Jacobi’s equation concerning Thetanullwerte of complex abelian varieties of dimension 2 was first given by Ohyama [26] in 1996, and for any dimension by Zudilin [33] in 2000 (see also [2]).

This paper, and its sequel, grew out from our attempt to obtain a more conceptual understanding of the Ramanujan equations and their higher dimensional extensions. This could possibly shed some light on their arithmetical and geometric properties. An important motivation for this program is the central role of the original Ramanujan equations (R) and of the integrality properties of the series $E_2$, $E_4$, and $E_6$, in Nesterenko’s celebrated result on the transcendence of their values, when regarded as holomorphic functions on the complex unit disc $D = \{ z \in \mathbb{C} \mid |z| < 1 \}$:

**Theorem 1.1** (Nesterenko [23] 1996). For every $q \in D \setminus \{0\}$,$$
\text{trdeg}_Q Q(q, E_2(q), E_4(q), E_6(q)) \geq 3.
$$

In contrast with the concrete methods of Ohyama and Zudilin based on theta functions, our geometric approach allows us to construct by purely algebraic methods some higher dimensional avatars of the system (R), involving suitable moduli spaces of abelian varieties that enjoy remarkable smoothness properties over $\mathbb{Z}$. Another important difference between our approach and that of Ohyama and Zudilin is that we work in “level 1”, although it should be clear that we can also introduce higher level structures in the picture.

---

\(^1\)In Chazy’s original notation (cf. [4] (4)) the equation he considered is written as $y''' = 2yy'' - 3(y')^2$. If derivatives in this equation are with respect to a variable $t$, equation (C) is obtained from this one by the change of variables $q = e^{2t}$. 

We next explain our main results.

Fix an integer $g \geq 1$. Let $k$ be a field and $(X, \lambda)$ be a principally polarized abelian variety over $k$ of dimension $g$ (here $\lambda$ denotes a suitable isomorphism from $X$ onto the dual abelian variety $X^\dual$). Then the first algebraic de Rham cohomology $H^1_{dR}(X/k)$ is a $k$-vector space of dimension $2g$ endowed with a canonical subspace $F^1(X/k)$ of dimension $g$ (given by the Hodge filtration) and a non-degenerate alternating $k$-bilinear form

$$\langle \cdot, \cdot \rangle : H^1_{dR}(X/k) \times H^1_{dR}(X/k) \rightarrow k$$

induced by the principal polarization $\lambda$. By a \emph{symplectic-Hodge basis} of $(X, \lambda)$, we mean a basis $b = (\omega_1, \ldots, \omega_g, \eta_1, \ldots, \eta_g)$ of the $k$-vector space $H^1_{dR}(X/k)$, such that

1. each $\omega_i$ is in $F^1(X/k)$, and
2. $b$ is symplectic with respect to $\langle \cdot, \cdot \rangle$, that is, $\langle \omega_i, \omega_j \rangle = \langle \eta_i, \eta_j \rangle = 0$ and $\langle \omega_i, \eta_j \rangle = \delta_{ij}$ for every $1 \leq i, j \leq g$.

We may consider the moduli stack $B_g$ classifying principally polarized abelian varieties of dimension $g$ equipped with a symplectic-Hodge basis; we prove that $B_g$ is a smooth Deligne-Mumford stack over $\text{Spec } \mathbb{Z}$ of relative dimension $2g^2 + g$. This stack is not representable by a scheme (or even an algebraic space). However, we prove that $B_g \otimes \mathbb{Z}[1/2]$ is representable by a smooth quasi-projective scheme $B_{g/2}$ over $\mathbb{Z}[1/2]$. This result relies essentially on a theorem of Oda ([24] Corollary 5.11) relating $H^1_{dR}(X/k)$ to the Dieudonné module associated to the $p$-torsion subscheme $X[p]$ when $k$ is a perfect field of characteristic $p$.

The main result in this paper is a description of the tangent bundle $T_{B_g/\mathbb{Z}}$ in terms of the first relative de Rham cohomology of the universal abelian scheme over the moduli stack $A_g$ of principally polarized abelian varieties of dimension $g$ (see Theorem 5.4 for a precise statement). From this description, we construct a family $(v_{ij})_{1 \leq i \leq j \leq g}$ of $g(g+1)/2$ commuting vector fields over $B_g$; these are the \emph{higher Ramanujan vector fields}. Concretely, if $(\omega_1, \ldots, \omega_g, \eta_1, \ldots, \eta_g)$ denotes the universal symplectic-Hodge basis over $B_g$, and $\nabla$ denotes the Gauss-Manin connection on the first relative de Rham cohomology of the universal abelian scheme over $B_g$, then for every $1 \leq i \leq j \leq g$ we have

1. $\nabla_{v_{ij}} \omega_k = \eta_j$, $\nabla_{v_{ij}} \omega_j = \eta_i$, and $\nabla_{v_{ij}} \omega_k = 0$ for every $k \neq \{i, j\}$,
2. $\nabla_{v_{ij}} \eta_k = 0$ for every $1 \leq k \leq g$,

and these equations completely determine $v_{ij}$.

When $g = 1$, we shall recall how $B_1$ may be identified, by means of the classical theory of elliptic curves, with an open subscheme of $A_3^3[1/2] = \text{Spec } \mathbb{Z}[1/2, b_2, b_4, b_6]$. Under this isomorphism, the vector field $v_{11}$ gets identified with

$$2b_4 \frac{\partial}{\partial b_2} + 3b_6 \frac{\partial}{\partial b_4} + (b_2 b_6 - b_4^2) \frac{\partial}{\partial b_6}$$

which is, up to scaling, the vector field associated to Chazy’s equation (C)$^2$. We also show that $B_1 \otimes \mathbb{Z}[1/6]$ may be identified with the open subscheme $\text{Spec } \mathbb{Z}[1/6, e_2, e_4, e_6, 1/(e_3^3 - e_2^3)]$ of $A_3^3[1/6]$, and that, under this isomorphism, the vector field $v_{11}$ gets identified with the \"original\" vector field

$^2$An integral curve of this vector field for the derivation $\theta$ is given by $q \mapsto (E_2(q), \frac{1}{2} \theta E_2(q), \frac{1}{8} \theta^2 E_2(q))$. 
associated to the Ramanujan equations (R):
\[
\frac{e_2^2 - e_4}{12} \frac{\partial}{\partial e_2} + \frac{e_2 e_4 - e_6}{3} \frac{\partial}{\partial e_4} + \frac{e_2 e_6 - e_4^2}{2} \frac{\partial}{\partial e_6}.
\]
A geometric description of the above vector field in terms of the universal elliptic curve and the Gauss-Manin connection on its de Rham cohomology has actually been given by Movasati in [19] (see also [20]), and this has been one of the starting points of our construction. Let us remark that this point of view was already implicitly contained in the concept of “Serre derivative” of modular forms ([32] 1.4) and in its geometric interpretation given by Deligne ([14] A1.4).

In the sequel of this paper, Higher Ramanujan equations II: periods of abelian varieties and transcendence questions, we shall introduce analytic methods in our construction and we shall tackle some transcendence questions. We shall prove, for instance, that every leaf of the holomorphic foliation on the complex manifold \( B_g(C) \) defined by the higher Ramanujan vector fields is Zariski-dense in \( B_g \). We shall also construct a particular solution \( \varphi_g \) to the differential equations defined by the higher Ramanujan vector fields that will constitute a higher dimensional generalization of the solution \( q \mapsto (E_2(q), E_4(q), E_6(q)) \) when \( g = 1 \). Finally, we shall give a precise relation between the transcendence degree over \( \mathbb{Q} \) of values of \( \varphi_g \) and Grothendieck's periods conjecture on abelian varieties.

We expect that the results in this paper, and in its sequel, might interest specialists in transcendental number theory. We have tried to keep prerequisites in abelian schemes and algebraic stacks to a minimum by recalling many notions and constructions that are well known to specialists in algebraic geometry, and by citing precise results in the (rather scarce) literature on these subjects.

1.1. Acknowledgments. This work is part of my PhD thesis under the supervision of Jean-Benoît Bost. I would like to thank him for suggesting me this research theme, and for his careful reading of the manuscript of this paper.

1.2. Terminology and notations.

1.2.1. By a vector bundle over a scheme \( U \) we mean a locally free sheaf \( \mathcal{E} \) over \( U \) of finite rank. A line bundle is a vector bundle of rank 1. A subbundle of \( \mathcal{E} \) is a subsheaf \( \mathcal{F} \) of \( \mathcal{E} \) such that \( \mathcal{F} \) and \( \mathcal{E}/\mathcal{F} \) are also vector bundles, that is, \( \mathcal{F} \) is locally a direct factor of \( \mathcal{E} \). If \( \mathcal{E} \) has constant rank \( r \), by a basis of \( \mathcal{E} \) over \( U \) we mean an ordered family of \( r \) global sections of \( \mathcal{E} \) that generate this sheaf as an \( \mathcal{O}_U \)-module. The dual of a vector bundle \( \mathcal{E} \) is the vector bundle \( \mathcal{E}^{\vee} := \mathcal{H}om_{\mathcal{O}_U}(\mathcal{E}, \mathcal{O}_U) \).

1.2.2. Let \( U \) be a scheme. By an abelian scheme over \( U \), we mean a proper and smooth group scheme \( p : X \longrightarrow U \) over \( U \) with geometrically connected fibers. The group law of \( X \) over \( U \) is commutative (cf. [22] Corollary 6.5) and will be denoted additively. A morphism of abelian schemes over \( U \) is a morphism of \( U \)-group schemes.

When \( p \) is projective, the relative Picard functor \( \text{Pic}_{X/U} \) is representable by a group scheme over \( U \) ([3] Chapter 8). Then, the open group subscheme \( X^t \) of \( \text{Pic}_{X/U} \), whose geometric points correspond to line bundles some power of which are algebraically equivalent to zero, is a projective abelian scheme over \( U \), called the dual abelian scheme; we denote its structural morphism by \( p^t : X^t \longrightarrow U \). There is a canonical biduality isomorphism \( X \cong X^{tt} \) (cf. [3] 8.4 Theorem 5). The formation of both the dual abelian scheme and the biduality isomorphism is compatible with every
base change in $U$. The universal line bundle over $X \times_U X'$, the so-called Poincaré line bundle, will be denoted by $\mathcal{P}_{X/U}$.

A principal polarization on a projective abelian scheme $X$ over $U$ is an isomorphism of $U$-group schemes $\lambda : X \rightarrow X'$ satisfying the equivalent conditions (cf. [22] 6.2 and [6] 1.4)

1. $\lambda$ is symmetric (i.e. $\lambda = \lambda'$ under the biduality isomorphism $X \cong X'^{\vee}$) and $(\mathrm{id}_X, \lambda)^* \mathcal{P}_{X/U}$ is relatively ample over $U$.

2. Étale locally over $U$, $\lambda$ is induced by a line bundle on $X$ (cf. [22] Definition 6.2) relatively ample over $U$.

A principally polarized abelian scheme over $U$ is a couple $(X, \lambda)$, where $X$ is a projective abelian scheme over $U$ and $\lambda$ is a principal polarization on $X$.

1.2.3. If $X \rightarrow S$ is a smooth morphism of schemes, the dual $\mathcal{O}_X$-module of the sheaf of relative differentials $\Omega^1_{X/S}$ (i.e. the sheaf of $\mathcal{O}_S$-derivations of $\mathcal{O}_X$) is denoted by $T_{X/S}$. It is a vector bundle over $X$ whose rank is given by the relative dimension of $X \rightarrow S$. If $S = \text{Spec } R$ is affine, we denote $T_{X/S} = T_{X/R}$.

The Lie bracket $[\cdot, \cdot] : T_{X/S} \times T_{X/S} \rightarrow T_{X/S}$ is defined on derivations by $[\theta_1, \theta_2] = \theta_1 \circ \theta_2 - \theta_2 \circ \theta_1$.

If $S$ is a scheme, and $f : X \rightarrow Y$ is a morphism of smooth $S$-schemes, then there is a canonical morphism of $\mathcal{O}_X$-modules $f^* \Omega^1_{Y/S} \rightarrow \Omega^1_{X/S}$. Further, as $Y \rightarrow S$ is smooth, the canonical morphism of $\mathcal{O}_X$-modules $f^* T_{Y/S} \rightarrow (f^* \Omega^1_{Y/S})^\vee$ is an isomorphism. We denote by $Df : T_{X/S} \rightarrow f^* T_{Y/S}$ the dual $\mathcal{O}_X$-morphism of $f^* \Omega^1_{Y/S} \rightarrow \Omega^1_{X/S}$ after the identification $(f^* \Omega^1_{Y/S})^\vee \cong f^* T_{Y/S}$. If $f$ is smooth, we have an exact sequence of vector bundles over $X$

$$0 \rightarrow T_{X/Y} \rightarrow T_{X/S} \xrightarrow{Df} f^* T_{Y/S} \rightarrow 0.$$ 

1.2.4. If $U$ is any scheme, the category of $U$-schemes (resp. $U$-group schemes) is denoted by $\text{Sch}/U$ (resp. $\text{GpSch}_{/U}$). The category of sets is denoted by $\text{Set}$. If $C$ is any category, its opposite category is denoted by $C^{\text{op}}$.

1.2.5. We shall use the language of categories fibered in groupoids and the elements of the theory of Deligne-Mumford stacks. We follow the same conventions and terminology of [28]. In particular, if $S$ is a scheme, whenever we talk about a stack over the category of $S$-schemes $\text{Sch}^\text{op}/S$ (cf. [28] Definition 4.6.1), or simply a stack over $S$ (or an $S$-stack), we shall always assume that $\text{Sch}^\text{op}/S$ is endowed with the étale topology.

In view of [28] Corollary 8.3.5, by an algebraic space over a scheme $S$ we mean a Deligne-Mumford stack $\mathcal{X}$ over $S$ such that for any $S$-scheme $U$ the fiber category $\mathcal{X}(U)$ is discrete (i.e. any automorphism is the identity).

The étale site of a Deligne-Mumford stack $\mathcal{X}$ is denoted by $\mathbf{Ét}(\mathcal{X})$ (cf. [28] Paragraph 9.1). We recall that the objects of the underlying category of $\mathbf{Ét}(\mathcal{X})$ are étale schemes over $\mathcal{X}$, that is, pairs $(U, u)$ where $U$ is an $S$-scheme and $u : U \rightarrow \mathcal{X}$ is an étale $S$-morphism; morphisms are given by couples $(f, f^b) : (U', u') \rightarrow (U, u)$, where $f$ is an $S$-morphism and $f^b : u' \rightarrow u \circ f$ is an isomorphism of functors $U' \rightarrow \mathcal{X}$. Coverings in $\mathbf{Ét}(\mathcal{X})$ are given by families of morphisms $\{(f_i, f^b_i) : (U_i, u_i) \rightarrow (U, u)\}_{i \in I}$ such that $\{f_i : U_i \rightarrow U\}_{i \in I}$ is an étale covering of $U$. 

The structural sheaf on \( \text{Et}(\mathcal{X}) \), which to any \((U, u)\) associates the ring \( \Gamma(U, \mathcal{O}_U) \), is denoted by \( \mathcal{O}_{\text{X}_{\text{et}}} \). We recall that an \( \mathcal{O}_{\text{X}_{\text{et}}} \)-module \( \mathcal{F} \) is said to be quasi-coherent if \( u^* \mathcal{F} \) is a quasi-coherent \( \mathcal{O}_U \)-module for any object \((U, u)\) of \( \text{Et}(\mathcal{X}) \).

By a vector bundle over a Deligne-Mumford stack \( \mathcal{X} \), we mean a locally free \( \mathcal{O}_{\text{X}_{\text{et}}} \)-module of finite rank. We define subbundles, bases, and duals as in 1.2.1.

1.2.6. Sheaves of differentials and tangent sheaves can also be defined for Deligne-Mumford stacks. If \( \mathcal{X} \) is a Deligne-Mumford stack over \( S \), we define a presheaf of \( \mathcal{O}_{\text{X}_{\text{et}}} \)-modules \( \Omega^1_{\mathcal{X}/S} \) on \( \text{Et}(\mathcal{X}) \) by

\[
\Gamma((U, u), \Omega^1_{\mathcal{X}/S}) := \Gamma(U, \Omega^1_U/S)
\]

for any \( \text{etale} \) scheme \((U, u)\) over \( \mathcal{X} \); restriction maps are defined in the obvious way. Since, for any \( \text{etale} \) morphism of \( S \)-schemes \( f: U' \to U \), the induced morphism \( f^* \Omega^1_U/S \to \Omega^1_{U'/S} \) is an isomorphism of \( \mathcal{O}_{U'} \)-modules, and for any \( S \)-scheme \( U \) the sheaf \( \Omega^1_U/S \) is a quasi-coherent \( \mathcal{O}_{U} \)-module, we see that \( \Omega^1_{\mathcal{X}/S} \) is in fact a quasi-coherent sheaf over \( \mathcal{X} \) (cf. [28] Lemma 4.3.3). Note that \( u^* \Omega^1_{\mathcal{X}/S} = \Omega^1_U/S \) for any \( \text{etale} \) scheme \((U, u)\) over \( \mathcal{X} \).

Let \( \varphi: \mathcal{X} \to \mathcal{Y} \) be a morphism of Deligne-Mumford stacks over \( S \). If \( \varphi \) is representable by schemes, then there exists a unique morphism of \( \mathcal{O}_{\mathcal{Y}} \)-modules \( \Omega^1_{\mathcal{Y}/S} \to \varphi^* \Omega^1_{\mathcal{X}/S} \) inducing, for any \( \text{etale} \) scheme \((V, v)\) over \( \mathcal{Y} \), the canonical morphism \( \Omega^1_{V/S} \to \varphi'_* \Omega^1_{U'/S} \), where \((U, u) \) (resp. \( \varphi' : U \to V \)) denotes the \( \text{etale} \) scheme over \( \mathcal{X} \) (resp. the morphism of \( S \)-schemes) obtained from \((V, v) \) (resp. \( \varphi \)) by base change. If, moreover, \( \varphi \) is quasi-compact and quasi-separated, by adjointness (cf. [28] Proposition 9.3.6), we obtain a morphism of \( \mathcal{O}_{\text{X}_{\text{et}}} \)-modules

\[
\varphi^* \Omega^1_{\mathcal{Y}/S} \to \Omega^1_{\mathcal{X}/S}
\]

We then define a quasi-coherent \( \mathcal{O}_{\text{X}_{\text{et}}} \)-module

\[
\Omega^1_{\mathcal{X}/\mathcal{Y}} := \text{coker}(\varphi^* \Omega^1_{\mathcal{Y}/S} \to \Omega^1_{\mathcal{X}/S}).
\]

If \( \mathcal{X} \) is a smooth Deligne-Mumford stack over \( S \) then \( \Omega^1_{\mathcal{X}/S} \) is a vector bundle over \( \mathcal{X} \). We define \( T_{\mathcal{X}/S} \) as the dual \( \mathcal{O}_{\text{X}_{\text{et}}} \)-module of \( \Omega^1_{\mathcal{X}/S} \). If \( \varphi: \mathcal{X} \to \mathcal{Y} \) is a morphism of smooth Deligne-Mumford stacks over \( S \) representable by smooth schemes, then \( \Omega^1_{\mathcal{X}/\mathcal{Y}} \) is a vector bundle over \( \mathcal{X} \), and its dual is denoted by \( T_{\mathcal{X}/\mathcal{Y}} \). Moreover, in this case, the morphism in (1.1) is injective and induces a surjective morphism of \( \mathcal{O}_{\text{X}_{\text{et}}} \)-modules \( D\varphi: T_{\mathcal{X}/S} \to \varphi^* T_{\mathcal{Y}/S} \). We thus obtain an exact sequence of quasi-coherent \( \mathcal{O}_{\text{X}_{\text{et}}} \)-modules

\[
0 \to T_{\mathcal{X}/\mathcal{Y}} \to T_{\mathcal{X}/S} \xrightarrow{D\varphi} \varphi^* T_{\mathcal{Y}/S} \to 0.
\]

2. Symplectic-Hodge bases

We start this section by recalling the definition of the de Rham cohomology of an abelian scheme and its main properties. We next explain how to associate to a principal polarization on an abelian scheme a symplectic structure on its first de Rham cohomology. This leads us to the definition of symplectic-Hodge bases.
2.1. De Rham cohomology of abelian schemes. Let $p : X \to U$ be an abelian scheme of relative dimension $g$.

We recall that, for any integer $i \geq 0$, the $i$-th de Rham cohomology sheaf of $\mathcal{O}_U$-modules associated to $p$ is defined as the $i$-th left hyperderived functor of $p_*$ applied to the complex of relative differential forms $\Omega_{X/U}$:

$$H^i_{\text{dR}}(X/U) := R^i p_* \Omega^\bullet_{X/U}.$$ 

If $F : X \to Y$ is a morphism of abelian schemes over $U$, we denote by $F^* : H^i_{\text{dR}}(Y/U) \to H^i_{\text{dR}}(X/U)$ the induced $\mathcal{O}_U$-morphism on cohomology.

One can prove that there is a canonical isomorphism given by cup product

$$\bigwedge^i H^1_{\text{dR}}(X/U) \xrightarrow{\sim} H^i_{\text{dR}}(X/U),$$

and that $H^1_{\text{dR}}(X/U)$ is a vector bundle over $U$ of rank $2g$. Moreover, the canonical $\mathcal{O}_U$-morphism $p_* \Omega^1_{X/U} \to H^1_{\text{dR}}(X/U)$ induces an isomorphism of $p_* \Omega^1_{X/U}$ with a rank $g$ subbundle of $H^1_{\text{dR}}(X/U)$, its Hodge subbundle $F^1(X/U)$. It fits into a canonical exact sequence of $\mathcal{O}_U$-modules:

$$0 \to F^1(X/U) \to H^1_{\text{dR}}(X/U) \to R^1 p_* \mathcal{O}_X \to 0. \quad (2.1)$$

The formation of $H^1_{\text{dR}}(X/U)$, $F^1(X/U)$, $R^1 p_* \mathcal{O}_X$, and the above exact sequence is compatible with every base change in $U$.

For a proof of all these facts, the reader may consult [1] 2.5.

2.2. Symplectic form associated to a principal polarization. Let $p : X \to U$ be a projective abelian scheme of relative dimension $g$ and $\lambda : X \to X^t$ be a principal polarization. In this paragraph, we recall how to associate to $\lambda$ a canonical symplectic $\mathcal{O}_U$-bilinear form

$$\langle \cdot, \cdot \rangle_\lambda : H^1_{\text{dR}}(X/U) \times H^1_{\text{dR}}(X/U) \to \mathcal{O}_U.$$

We refer to Appendix A for basic definitions and terminology concerning symplectic forms on vector bundles over schemes.

Recall that to any line bundle $\mathcal{L}$ on $X$ we can associate its first Chern class in de Rham cohomology $c_{1,\text{dR}}(\mathcal{L})$, namely the global section of $H^2_{\text{dR}}(X/U)$ given by the image of the class of the line bundle $\mathcal{L}$ under the morphism of $\mathcal{O}_U$-modules

$$R^1 p_* \Omega^X \to \mathbf{R}^1 p_* \Omega^\bullet_{X/U}[1] \cong H^2_{\text{dR}}(X/U)$$

induced by $\text{dlog} : \mathcal{O}^\times_X \to \Omega^\bullet_{X/U}[1]^3$.

We apply the above construction to the Poincaré line bundle $\mathcal{P}_{X/U}$ on the projective abelian scheme $X \times_U X^t$ over $U$. Let

$$\phi_{X/U} : H^1_{\text{dR}}(X/U) \to H^1_{\text{dR}}(X^t/U)$$

We adopt the same sign conventions of [1] 0.3 for the differentials of the shifted complex $\Omega^\bullet_{X/U}[1]$ and for the isomorphism $\mathbf{R}^1 p_* \Omega^\bullet_{X/U}[1] \cong H^2_{\text{dR}}(X/U)$.
be the morphism of $\mathcal{O}_U$-modules given by the image of $c_{1,\text{dr}}(\mathcal{P}_X/U)$ in the Künneth component $H^{1\text{dr}}_\text{dR}(X/U) \otimes_{\mathcal{O}_U} H^{2\text{dr}}_\text{dR}(X/U)$ of $H^{2\text{dr}}_\text{dR}(X/U)$, and consider the isomorphism of $\mathcal{O}_U$-modules
\[ \lambda^*: H^{1\text{dr}}_\text{dR}(X'/U) \rightarrow H^{1\text{dr}}_\text{dR}(X/U) \]
induced by the principal polarization $\lambda: X \rightarrow X'$. For any sections $\gamma$ and $\delta$ of $H^{1\text{dr}}_\text{dR}(X/U)^{\vee}$, we put
\[ Q_\lambda(\gamma, \delta) := \delta \circ \lambda^* \circ \phi_{X/U}(\gamma). \]

It is clear that $Q_\lambda$ defines an $\mathcal{O}_U$-bilinear form over $H^{1\text{dr}}_\text{dR}(X/U)^{\vee}$. By [1] 5.1.3.1, $\phi_{X/U}$ is in fact an isomorphism; in particular, $Q_\lambda$ is non-degenerate. By duality, we can thus define a non-degenerate bilinear form $\langle \ , \ \rangle_\lambda$ over $H^{1\text{dr}}_\text{dR}(X/U)$ via
\[ \langle Q_\lambda(\gamma, \ ), Q_\lambda(\delta, \ ) \rangle_\lambda := Q_\lambda(\gamma, \delta), \]
where we identified $H^{1\text{dr}}_\text{dR}(X/U)^{\vee}$ with $H^{1\text{dr}}_\text{dR}(X/U)$.

**Lemma 2.1.** The non-degenerate bilinear form $\langle \ , \ \rangle_\lambda$ is alternating, thus symplectic.

**Proof.** It suffices to prove that $Q_\lambda$ is alternating. Since $\lambda$ is a polarization, it is étale locally over $U$ induced by a line bundle $\mathcal{L}$ over $X$ relatively ample over $U$. We consider the first Chern class $c_{1,\text{dr}}(\mathcal{L})$ in $H^{2\text{dr}}_\text{dR}(X/U) \cong \bigwedge^2 H^{1\text{dr}}_\text{dR}(X/U)$. Then, one can verify that $Q_\lambda$ defined above coincides with the alternating form
\[ (\gamma, \delta) \mapsto \gamma \wedge \delta(c_{1,\text{dr}}(\mathcal{L})). \]
We refer to [6], Section 1, for further details.

Thus we obtain a symplectic vector bundle $(H^{1\text{dr}}_\text{dR}(X/U), \langle \ , \ \rangle_\lambda)$ over $U$ in the sense of Definition A.1.

**Lemma 2.2.** $F^1(X/U)$ is a Lagrangian subbundle of $H^{1\text{dr}}_\text{dR}(X/U)$ with respect to the symplectic form $\langle \ , \ \rangle_\lambda$.

**Proof.** Since the rank of $H^{1\text{dr}}_\text{dR}(X/U)$ is $2g$, and $F^1(X/U)$ is a rank $g$ subbundle of $H^{1\text{dr}}_\text{dR}(X/U)$, it suffices to prove that $F^1(X/U)$ is isotropic with respect to $\langle \ , \ \rangle_\lambda$ (cf. Corollary A.4). This follows immediately from the compatibility of $\phi_{X/U}$ with the exact sequence (2.1), that is, from the existence of canonical morphisms $\phi_0^0_{X/U}$ and $\phi_1^0_{X/U}$ making the diagram
\[
\begin{array}{cccccc}
0 & \longrightarrow & (R^1\pi_*\mathcal{O}_X)^{\vee} & \longrightarrow & H^{1\text{dr}}_\text{dR}(X/U)^{\vee} & \longrightarrow & F^1(X/U)^{\vee} & \longrightarrow & 0 \\
\downarrow{\phi_0^0_{X/U}} & & \downarrow{\phi_{X/U}} & & \downarrow{\phi_{X/U}} & & \downarrow{\phi_1^0_{X/U}} & & 0 \\
0 & \longrightarrow & F^1(X^t/U) & \longrightarrow & H^{1\text{dr}}_\text{dR}(X^t/U) & \longrightarrow & R^1\pi_*\mathcal{O}_{X^t} & \longrightarrow & 0
\end{array}
\]
commute ([1] Lemme 5.1.4; the morphisms $\phi_0^0_{X/U}$ and $\phi_1^0_{X/U}$ are uniquely determined by this commutative diagram, and are isomorphisms).

**Remark 2.3.** It is clear from the above construction that the formation of the symplectic form $\langle \ , \ \rangle_\lambda$ is compatible with base change. Namely, if $f: U' \rightarrow U$ is a morphism of schemes, and $(X', \lambda')$ denotes the principally polarized abelian scheme over $U'$ obtained by base change via $f$, then $f^*\langle \ , \ \rangle_\lambda$ coincides with $\langle \ , \ \rangle_{\lambda'}$ under the base change isomorphism $f^*H^{1\text{dr}}_\text{dR}(X/U) \xrightarrow{\sim} H^{1\text{dr}}_\text{dR}(X'/U')$. 

2.3. **Symplectic-Hodge bases of** $H^1_{\text{dR}}(X/U)$. Let $U$ be a scheme and $(X, \lambda)$ be a principally polarized abelian scheme over $U$ of relative dimension $g$.

**Definition 2.4.** A symplectic-Hodge basis of $(X, \lambda)/U$ is a sequence $b = (\omega_1, \ldots, \omega_g, \eta_1, \ldots, \eta_g)$ of $2g$ global sections of $H^1_{\text{dR}}(X/U)$ such that:

1. $\omega_1, \ldots, \omega_g$ are sections of $F^1(X/U)$, and
2. $b$ is a symplectic basis of $(H^1_{\text{dR}}(X/U), \langle \cdot, \cdot \rangle_\lambda)$ (Definition A.6).

Let us note that symplectic-Hodge bases may not exist globally, but such bases always exist locally for the Zariski topology over $U$ by Proposition A.7.

3. **The moduli stack $B_g$**

In this section, we define for every integer $g \geq 1$ a category $B_g$ fibered in groupoids over the category of schemes $\text{Sch}/\mathbb{Z}$ classifying principally polarized abelian schemes of relative dimension $g$ endowed with a symplectic-Hodge basis.

We prove that $B_g \to \text{Spec} \mathbb{Z}$ is a smooth Deligne-Mumford stack over $\text{Spec} \mathbb{Z}$ of relative dimension $2g^2 + g$. The main point in proving this result will be to remark that for any principally polarized abelian scheme $(X, \lambda)$ of relative dimension $g$ over an affine scheme $U = \text{Spec} R$, there is a natural free and transitive right action of the Siegel parabolic subgroup $P_g(R)$ of $\text{Sp}_{2g}(R)$, consisting of upper triangular matrices, on the set of symplectic-Hodge bases of $(X, \lambda)/U$.

3.1. **The moduli stack $A_g$.** Let $g \geq 1$ be an integer. To fix ideas and notations we recall the definition of the moduli stack of principally polarized abelian schemes of relative dimension $g$.

For any scheme $S$, we define a category fibered in groupoids $A_{g,S} \to \text{Sch}/S$ as follows.

(i) An object of $A_{g,S}$ is given by an $S$-scheme $U$ and a principally polarized abelian scheme $(X, \lambda)$ of relative dimension $g$ over $U$; when $U$ is not clear in the context, we shall incorporate it in the notation by writing $(X, \lambda)/U$. A morphism $(X, \lambda)/U \to (Y, \mu)/V$ in $A_{g,S}$, denoted $F/f$, is given by a cartesian diagram of $S$-schemes

$$
\begin{array}{ccc}
X & \xrightarrow{F} & Y \\
\downarrow & & \downarrow \\
U & \xrightarrow{f} & V
\end{array}
$$

preserving the identity sections of the abelian schemes and identifying $\lambda$ with the pullback of $\mu$ by $f : U \to V$. We shall occasionally denote $F/f$ simply by $F$ when there will be no danger of confusion. We may also denote $(X, \lambda) = (Y, \mu) \times_U V$.

(ii) The structural functor $A_{g,S} \to \text{Sch}/S$ is given by sending an object $(X, \lambda)/U$ of $A_{g,S}$ to the $S$-scheme $U$, and a morphism $F/f$ to $f$.

If $S = \text{Spec} R$ is affine (resp. $S = \text{Spec} \mathbb{Z}$), then we denote $A_{g,S} =: A_{g,R}$ (resp. $A_{g,S} =: A_g$).

Recall that the category of $S$-schemes can be seen as a subcategory of the 2-category of categories fibered in groupoids over $\text{Sch}/S$ by sending each $S$-scheme $U$ to the category $\text{Sch}/U$ endowed with its natural functor $\text{Sch}/U \to \text{Sch}/S$. In the sequel, we shall adopt the standard convention of denoting $\text{Sch}/U$ simply by $U$ when working in the context of categories fibered in groupoids. Then $A_{g,S}$ is canonically equivalent to $A_g \times_{\mathbb{Z}} S$ as categories fibered in groupoids over $S$. 


We summarize the main properties of $A_{g,S}$ we are going to use in the form of the next theorem.

**Theorem 3.1.** For any scheme $S$ and any integer $g \geq 1$, $A_{g,S}$ is a smooth Deligne-Mumford stack over $S$ of relative dimension $g(g+1)/2$.

A proof that $A_{g,S}$ is a Deligne-Mumford stack over $S$ is essentially contained in [22] Theorem 7.9 (cf. [27] Theorem 2.1.11). Smoothness and relative dimension are obtained by a theorem of Grothendieck (cf. [29] Proposition 2.4.1).

### 3.2. Definition of $B_g$.

Let $F/f : (X,\lambda)/U \rightarrow (Y,\mu)/V$ be a morphism in $A_g$. By the compatibility with base change of the symplectic forms induced by principal polarizations (Remark 2.3), the pullback $F^*b$ of every symplectic-Hodge basis $b$ of $(Y,\mu)/V$ is a symplectic-Hodge basis of $(X,\lambda)/U$. We can thus define a functor

$$B_g : A_{g}^{\text{op}} \rightarrow \text{Set}$$

that sends every object $(X,\lambda)/U$ of $A_g$ to the set of symplectic-Hodge bases of $(X,\lambda)/U$, and whose action on morphisms is given by pullbacks as above.

From the functor $B_g$, we form a category fibered in groupoids

$$B_g \longrightarrow \text{Spec Z}$$

as follows.

(i) An object of $B_g$ is a “triple” $(X,\lambda,b)/U$ where $(X,\lambda)/U$ is an object of $A_g$ and $b \in B_g(X,\lambda)$. An arrow $(X,\lambda,b)/U \rightarrow (Y,\mu,c)/V$ is given by a morphism $F/f : (X,\lambda)/U \rightarrow (Y,\mu)/V$ such that $b = F^*c$. We denote by

$$\pi_g : B_g \longrightarrow A_g$$

the forgetful functor $(X,\lambda,b)/U \mapsto (X,\lambda)/U$.

(ii) The structural functor $B_g \rightarrow \text{Spec Z}$ is defined as the composition of $\pi_g$ with the structural functor $A_g \rightarrow \text{Spec Z}$.

The rest of this section is devoted to the proof of the next theorem.

**Theorem 3.2.** The category fibered in groupoids $B_g \rightarrow \text{Spec Z}$ is a smooth Deligne-Mumford stack over $\text{Spec Z}$ of relative dimension $2g^2 + g$.

### 3.3. Siegel parabolic subgroup and proof of Theorem 3.2.

Fix a scheme $U$ and an object $(X,\lambda)$ of $A_g$ lying over $U$. Then we can define a functor

$$B_{(X,\lambda)} : \text{Sch}_{/U}^{\text{op}} \rightarrow \text{Set}$$

that sends a $U$-scheme $U'$ to the set $B_g((X,\lambda) \times_U U')$. It is clear that this functor defines a sheaf for the Zariski topology over $\text{Sch}_{/U}$.

Let us now consider the symplectic group $\text{Sp}_{2g}$, namely the smooth affine group scheme over $\text{Spec Z}$ of relative dimension $2g^2 + g$ such that for every affine scheme $V = \text{Spec R}$

$$\text{Sp}_{2g}(V) = \left\{ \begin{pmatrix} A & B \\ C & D \end{pmatrix} \in M_{2g \times 2g}(R) \ \left| \begin{array}{l} A,B,C,D \in M_{g \times g}(R) \text{ satisfy} \\ AB^T = BA^T, \ CD^T = DC^T, \text{ and } AD^T - BC^T = 1_g \end{array} \right. \right\}.$$
The *Siegel parabolic subgroup* $P_g$ of $\text{Sp}_{2g}$ is defined as the subgroup scheme of $\text{Sp}_{2g}$ such that, for every affine scheme $V = \text{Spec} \, R$,

$$P_g(V) = \left\{ \begin{pmatrix} A & B \\ 0 & (A^T)^{-1} \end{pmatrix} \in M_{2g \times 2g}(R) \bigg| A \in \text{GL}_g(R) \text{ and } B \in M_{g \times g}(R) \text{ satisfy } AB^T = BA^T \right\}.$$ 

Note that $P_g$ is a smooth affine group scheme over $\text{Spec} \, \mathbb{Z}$ of relative dimension $g(3g + 1)/2$.

Let $(X, \lambda, b)$ be an object of $\mathcal{B}_g$ lying over $V = \text{Spec} \, R$ and consider $b = (\omega \quad \eta)$ as a row vector of order $2g$ with coefficients in the $R$-module $H^1_{dR}(X/V)$. For any $p = \begin{pmatrix} A & B \\ 0 & (A^T)^{-1} \end{pmatrix} \in P_g(V)$

it easy to check that

$$b \cdot p := (\omega A \quad \omega B + \eta (A^T)^{-1})$$

is a symplectic-Hodge basis of $(X, \lambda)_V$. This defines a right action of $P_g(V)$ on $\mathcal{B}_g(X, \lambda)$:

$$\mathcal{B}_g(X, \lambda) \times P_g(V) \longrightarrow \mathcal{B}_g(X, \lambda).$$

Moreover, it is clear that if $V' \subset V$ is an affine open subscheme of $V$, then the natural diagram

$$\mathcal{B}_g(X, \lambda) \times P_g(V) \longrightarrow \mathcal{B}_g(X, \lambda)$$

$$\downarrow \quad \downarrow$$

$$\mathcal{B}_g(X', \lambda') \times P_g(V') \longrightarrow \mathcal{B}_g(X', \lambda')$$

commutes, where $(X', \lambda') = (X, \lambda) \times_V V'$.

Thus, for any scheme $U$, and any object $(X, \lambda)$ of $\mathcal{A}_g$ lying over $U$, we obtain a right action of the $U$-group scheme $P_{g,U} = P_g \times \text{Spec} \, U$ on $\mathcal{B}_g(X, \lambda)$.

**Lemma 3.3.** The Zariski sheaf $\mathcal{B}_{g}(X, \lambda)$ over $\text{Sch}/U$ is a right Zariski $P_{g,U}$-torsor for the above action.

**Proof.** If $V$ is any affine scheme over $U$ such that $\mathcal{B}_{g}(X, \lambda)(V)$ is non-empty, a routine computation shows that the action of $P_g(V)$ on $\mathcal{B}_{g}(X, \lambda)(V)$ is free and transitive. Moreover, it was already remarked above that symplectic-Hodge bases exist locally for the Zariski topology.  

Since $P_{g,U}$ is affine, smooth, and of relative dimension $g(3g + 1)/2$ over $U$, Lemma 3.3 immediately implies the following corollary.

**Corollary 3.4.** For every scheme $U$, and every object $(X, \lambda)$ of $\mathcal{A}_g$ lying over $U$, the functor $\mathcal{B}_{g}(X, \lambda)$ is representable by a smooth affine $U$-scheme $B(X, \lambda)$ of relative dimension $g(3g + 1)/2$.

**Remark 3.5.** Let us keep the notations of the above corollary. Recall that the principally polarized abelian scheme $(X, \lambda)$ over $U$ corresponds to a morphism $U \longrightarrow \mathcal{A}_g$. Then $B(X, \lambda)$ is a scheme representing $\mathcal{B}_g \times_{\mathcal{A}_g} U$. 
Proof of Theorem 3.2. Recall that for any scheme $U$ and any abelian scheme $X$ over $U$, $H^1_{dR}(X/U)$ is a quasi-coherent sheaf over $U$, and that any quasi-coherent sheaf over $U$ induces a sheaf over $\text{Sch}/U$ endowed with the fppf topology ([28] Lemma 4.3.3). Since the étale topology is coarser than the fppf topology, this shows in particular that $H^1_{dR}(X/U)$ induces a sheaf over $\text{Sch}/U$ endowed with the étale topology; this immediately implies that $B_g \to \text{Spec } \mathbb{Z}$ is a stack over $\text{Spec } \mathbb{Z}$.

It follows in particular from Corollary 3.4 that the morphism $\pi_g : B_g \to A_g$ is representable by smooth schemes (Remark 3.5). Hence, as $A_g \to \text{Spec } \mathbb{Z}$ is a Deligne-Mumford stack over $\text{Spec } \mathbb{Z}$, the same holds for $B_g \to \text{Spec } \mathbb{Z}$ (cf. [28] Proposition 10.2.2). The smoothness of $B_g \to \text{Spec } \mathbb{Z}$ follows by composition from that of $A_g \to \text{Spec } \mathbb{Z}$ and that of $\pi_g$. Finally, we can compute the relative dimension of $B_g \to \text{Spec } \mathbb{Z}$ as the sum of that of $A_g \to \text{Spec } \mathbb{Z}$ and that of $\pi_g$:

$$\frac{g(g+1)}{2} + \frac{g(3g+1)}{2} = 2g^2 + g.$$

\[\blacksquare\]

4. Representability of $B_g$ by a scheme

It is easy to see that if $S$ is a scheme over $\mathbb{F}_2$, then $B_g \times_{\mathbb{Z}} S \to S$ is not representable. Indeed, if $(X, \lambda, b)_U$ is an object of $B_g$ lying over a scheme $U$ over $\mathbb{F}_2$, then the involution $[-1] : P \mapsto -P$ on $X$ defines a non-trivial automorphism $[-1] \circ \text{id}_U : (X, \lambda)_U \to (X, \lambda)_U$ in $A_g(U)$ such that

$$[-1]b = -b = b,$$

thus a non-trivial automorphism of $(X, \lambda, b)_U$ in $B_g(U)$.

For any ring $R$, let us denote $B_{g,R} := B_g \otimes_{\mathbb{Z}} R$. In this section we prove the following theorem.

**Theorem 4.1.** The stack $B_{g,\mathbb{Z}[1/2]} \to \text{Spec } \mathbb{Z}[1/2]$ is representable by a smooth quasi-projective scheme $B_g$ over $\mathbb{Z}[1/2]$ of relative dimension $2g^2 + g$.

Let us briefly summarize our proof of Theorem 4.1.

We shall first prove that $B_{g,\mathbb{Z}[1/2]}$ is an algebraic space over $\mathbb{Z}[1/2]$. This amounts to proving that the functor $B_g$ is rigid over $\mathbb{Z}[1/2]$ (see Definition 4.2 below). By the classical “rigidity lemma” for abelian schemes (Lemma 4.6), we reduce the proof that $B_g$ is rigid over $\mathbb{Z}[1/2]$ to proving that $B_g$ is rigid over any algebraically closed field of characteristic 0 or $p > 2$. In positive characteristic, this will be obtained by a theorem of Oda characterizing the first de Rham cohomology of an abelian variety over a perfect field of characteristic $p$ in terms of its $p$-torsion subgroup scheme.

Finally, we use the existence of a quasi-projective surjective étale scheme over $\pi_{g,\mathbb{Z}[1/2]}$ to conclude, via a simple base-change argument, that $B_{g,\mathbb{Z}[1/2]}$ is actually representable by a quasi-projective $\mathbb{Z}[1/2]$-scheme.

4.1. Rigidity of $B_g$. Let $R$ be a ring. The following terminology has been borrowed from [15] 4.4.

**Definition 4.2.** We say that the functor $B_g$ (cf. paragraph 3.2) is rigid over $R$ if, for every $R$-scheme $U$, and every object $(X, \lambda)$ of $A_g$ lying over $U$, the action of $\text{Aut}_U(X, \lambda)$ on $B_g(X, \lambda)/_U$ is free.
Note that $B_g$ is rigid over $R$ if and only if the fiber categories of $B_{g,R} \to \text{Spec } R$ are discrete. As $B_g$ is a Deligne-Mumford stack over $\text{Spec } \mathbb{Z}$, this amounts to saying that $B_{g,R} \to \text{Spec } R$ is an algebraic space over $\text{Spec } R$ (see our terminology conventions in 1.2.5).

**Lemma 4.3.** Let $k$ be a field of characteristic 0. Then $B_g$ is rigid over $k$.

**Proof.** Let $(X, \lambda, b)$ be an object of $B_g$ lying over $k$ and $\varphi : X \to X$ be a $k$-automorphism of $(X, \lambda)$ such that $\varphi^* b = b$; we must show that $\varphi = \text{id}_X$.

We claim that it is sufficient to treat the case $k = \mathbb{C}$. In fact, as $X$ is of finite type over $k$, by “elimination of noetherian hypothesis” (cf. [8] 8.8, 8.9, 8.10, 12.2.1, and [9] 17.7.9), there exists a subfield $k_0$ of $k$, of finite type over $\mathbb{Q}$, and a principally polarized abelian variety $(X_0, \lambda_0)$ over $k_0$ endowed with a symplectic-Hodge basis $b_0$ and a $k_0$-automorphism $\varphi_0$ of $(X_0, \lambda_0)$ satisfying $\varphi_0^* b_0 = b_0$, such that $(X, \lambda, b)$ (resp. $\varphi$) is obtained from $(X_0, \lambda_0, b_0)$ (resp. $\varphi_0$) by the base change $\text{Spec } k \to \text{Spec } k_0$. After fixing an embedding of $k_0$ in $\mathbb{C}$, we finally remark that if $\varphi_{0,\mathbb{C}}$ is the identity over $X_0 \otimes_{k_0} \mathbb{C}$, then the same holds for $\varphi_0$, and thus also for $\varphi$.

Let then $k = \mathbb{C}$. It is sufficient to prove that the induced automorphism of complex Lie groups $\varphi^a : X^a \to X^a$ is the identity. As $X^a$ is a complex torus, the exponential $\exp : \text{Lie } X \to X^a$ is a surjective morphism of complex Lie groups. Therefore, it follows from the commutative diagram

\[
\begin{array}{ccc}
\text{Lie } X & \xrightarrow{\text{Lie } \varphi} & \text{Lie } X \\
\exp & & \downarrow \exp \\
X^a & \xrightarrow{\varphi^a} & X^a
\end{array}
\]

that it sufficient to prove that $\text{Lie } \varphi = \text{id}_{\text{Lie } X}$. Now, if $\varphi$ preserves symplectic-Hodge basis of $(X, \lambda)$, then in particular the $\mathbb{C}$-linear map $\varphi^* : H^0(X, \Omega^1_{X/\mathbb{C}}) \to H^0(X, \Omega^1_{X/\mathbb{C}})$ is the identity, and thus its dual $\text{Lie } \varphi : \text{Lie } X \to \text{Lie } X$ is also the identity. \hfill \blacksquare

We now treat the case of positive characteristic. Let us briefly recall some notions in Dieudonné theory and its relations with abelian varieties.

Let $k$ be a perfect field of characteristic $p > 0$. We denote by $W$ the ring of Witt vectors over $k$, and by $\sigma$ the unique ring automorphism of $W$ lifting the absolute Frobenius $x \mapsto x^p$ of $k$. We can then define a $W$-algebra $D$ generated by elements $F$ and $V$ subjected to the relations

$FV = VF = p, \quad Fx = \sigma(x)F, \quad xV = V\sigma(x)$

for any $x \in W$.

The theory of Dieudonné (cf. [24] Definition 3.12) provides an additive contravariant functor

(4.1) \[ G \mapsto M(G) \]

from the category of commutative finite $k$-group schemes of $p$-power order to the category of left $D$-modules. This functor is shown to be faithful and its essential image is given by the category of left $D$-modules of finite $W$-length: $M(G)$ is of $W$-length $r$ if and only if $G$ is of order $p^r$ ([24] Corollary 3.16).

Now, let $X$ be an abelian variety over $k$ and consider the $k$-vector space $H^1_{\text{dR}}(X/k)$ as a $W$-module via the canonical map $W \to k$. Then one can endow $H^1_{\text{dR}}(X/k)$ with the structure of a $D$-module, the action of $F$ (resp. $V$) being induced by the relative Frobenius on $X$ (resp. the
Cartier operator in degree 1); we refer to [24] Definition 5.3 and Definition 5.6 for further details. This construction is functorial in the sense that for any morphism \( \varphi : X \to Y \) of abelian varieties over \( k \), if we endow \( H^1_{\text{dR}}(X/k) \) and \( H^1_{\text{dR}}(Y/k) \) with the preceding \( D \)-module structure, then the induced morphism on dR cohomology \( \varphi^*: H^1_{\text{dR}}(Y/k) \to H^1_{\text{dR}}(X/k) \) is \( D \)-linear.

In the next statement, for any abelian variety \( X \) over \( k \), we regard \( H^1_{\text{dR}}(X/k) \) with the above \( D \)-module structure, and we denote its \( p \)-torsion subscheme by \( X[p] \). Note that \( X[p] \) is a commutative finite \( k \)-group scheme of order \( p^{2 \dim X} \).

**Theorem 4.4** (Oda, [24] Corollary 5.11). The contravariant functors \( X \mapsto M(X[p]) \) and \( X \mapsto H^1_{\text{dR}}(X/k) \) from the category of abelian varieties over \( k \) to the category of (\( p \)-torsion) \( D \)-modules of finite \( W \)-length are naturally equivalent.

**Lemma 4.5.** Let \( k \) be a perfect field of characteristic \( p > 2 \). Then \( B_g \) is rigid over \( k \).

**Proof.** Let \((X, \lambda)\) be a principally polarized abelian variety over \( k \) of dimension \( g \) and \( \varphi : X \to X \) be a \( k \)-automorphism of \((X, \lambda)\).

If \( \varphi \) preserves a symplectic-Hodge basis of \((X, \lambda)/k\), then in particular \( \varphi^* : H^1_{\text{dR}}(X/k) \to H^1_{\text{dR}}(X/k) \) is the identity; a fortiori, \( \varphi \) induces the identity on \( H^1_{\text{dR}}(X/k) \) regarded as a \( D \)-module. Then, by Theorem 4.4, \( \varphi \) induces the identity on the \( D \)-module \( M(X[p]) \). As the functor \( G \to M(G) \) in (4.1) is faithful, \( \varphi \) restricts to the identity on the \( p \)-torsion subscheme \( X[p] \) of \( X \). As \( \varphi \) preserves, in addition, the polarization \( \lambda \) on \( X \), and since \( p \geq 3 \), then necessarily \( \varphi = \text{id}_X \) (cf. [21] IV.21, Theorem 5).

Recall the following version of the classical “rigidity lemma” for abelian schemes which follows from the arguments in the proof of Proposition 6.1 in [22].

**Lemma 4.6.** Let \( A \) be a local Artinian ring, and \( X \) be an abelian scheme over \( A \). If \( \varphi : X \to X \) is an endomorphism of \( A \)-group schemes restricting to the identity on the closed fiber of \( X \to \text{Spec} A \), then \( \varphi = \text{id}_X \).

**Proposition 4.7.** The functor \( B_g \) is rigid over \( \mathbb{Z}[1/2] \).

**Proof.** Let \( U \) be a \( \mathbb{Z}[1/2] \)-scheme, \((X, \lambda)\) be an object of \( A_g \) lying over \( U \), and \( \varphi \) be an automorphism of \( (X, \lambda) \) in the fiber category \( A_g(U) \) preserving an element \( b \) of \( B_g(X, \lambda) \). We must show that \( \varphi = \text{id}_X \). This being a local property over \( U \), we can assume that \( U \) is affine.

Suppose that \( U \) is noetherian. By Lemmas 4.3 and 4.5, for every geometric point \( \overline{\pi} \) of \( U \), we have \( \varphi_{\overline{\pi}} = \text{id}_{X_{\overline{\pi}}} \). Let \( Z \) be the closed subscheme of \( U \) where \( \varphi = \text{id} \). Then \( Z \) contains every closed point of \( U \). By Lemma 4.6, and Krull’s intersection theorem, \( Z \) is also an open subscheme of \( U \); hence \( Z = U \), which amounts to saying that \( \varphi = \text{id}_X \).

In general, by “elimination of noetherian hypothesis” (cf. [8], 8.8, 8.9, 8.10, 12.2.1, and [9], 17.7.9), there exists an affine noetherian scheme \( U_0 \) under \( U \), and a principally polarized abelian scheme \((X_0, \lambda_0)\) over \( U_0 \) endowed with a symplectic-Hodge basis \( b_0 \), and with an \( U_0 \)-automorphism \( \varphi_0 \), such that \( \varphi_0^* b_0 = b_0 \), and \( (X, \lambda) \) (resp. \( b \), resp. \( \varphi \)) is deduced from \((X_0, \lambda_0)\) (resp. \( b_0 \), resp. \( \varphi_0 \)) by the base change \( U \to U_0 \). The preceding paragraph shows that \( \varphi_0 = \text{id}_{X_0} \), hence \( \varphi = \text{id}_X \).

### 4.2. Proof of Theorem 4.1.

We briefly recollect some facts on quotients of schemes by actions of finite groups.
Let $S$ be a scheme and $\Gamma$ be a finite constant group scheme over $S$, that is, an $S$-group scheme associated to a finite abstract group $|\Gamma|$.

For any $S$-scheme $X$, an $S$-action of $\Gamma$ on $X$ is equivalent to a morphism of groups $|\Gamma| \rightarrow \text{Aut}_S(X)$. If $X$ is an $S$-scheme, we say that an action of $\Gamma$ on $X$ is free if the action of $\Gamma(U)$ on $X(U)$ is free for any $S$-scheme $U$.

The next lemma easily follows from [10] V and [18] IV.1.

**Lemma 4.8.** Let $S$ be an affine noetherian scheme and $X$ be a quasi-projective $S$-scheme equipped with an $S$-action of a finite constant group scheme $\Gamma$ over $S$. Then

1. There exists a quasi-projective $S$-scheme $Y$ and a $\Gamma$-invariant surjective finite morphism $p : X \rightarrow Y$ such that the natural morphism of sheaves of rings over $Y \quad \mathcal{O}_Y \rightarrow (p_* \mathcal{O}_X)^{|\Gamma|}$

is an isomorphism. We denote $Y =: X/\Gamma$.

2. If moreover the action of $\Gamma$ on $X$ is free, then $p$ is étale and

$$\Gamma \times_S X \rightarrow X \times_Y X$$

$$(\gamma, x) \mapsto (x, \gamma \cdot x)$$

is an isomorphism.

**Remark 4.9.** Part (2) in the above lemma implies that, when the action of $\Gamma$ on $X$ is free, then the stacky quotient $[X/\Gamma]$ (cf. [28] Example 8.1.12) is representable by the scheme $X/\Gamma$.

**Proof of Theorem 4.1.** Recall from [22] Theorem 7.9 (cf. [27] proof of Theorem 2.1.11) that there exists a quasi-projective scheme $A_{g,1,4}$ over $\mathbb{Z}[1/2]$ endowed with an action by the constant finite group scheme $\Gamma = \text{GL}_g((\mathbb{Z}/4\mathbb{Z})_{\mathbb{Z}[1/2]}^2)$ over $\mathbb{Z}[1/2]$, and with a surjective étale morphism $A_{g,1,4} \rightarrow A_{g,\mathbb{Z}[1/2]}$ inducing an isomorphism of the stacky quotient $[A_{g,1,4}/\Gamma]$ with $A_{g,\mathbb{Z}[1/2]}$; namely, $A_{g,1,4}$ is a scheme representing the functor $A_{g,1,4}^{op} \rightarrow \text{Set}$

$$(X, \lambda)/U \mapsto \text{Isom}_{\text{GpSch} \rightarrow U}((\mathbb{Z}/4\mathbb{Z})^2_U, X[4]).$$

As the morphism of Deligne-Mumford stacks over $\text{Spec} \mathbb{Z}$

$$\pi_g : B_g \rightarrow A_g$$

is representable by smooth affine schemes (Remark 3.5), the fiber product

$$\mathcal{F} = A_{g,1,4} \times_{A_g,\mathbb{Z}[1/2]} B_{g,\mathbb{Z}[1/2]}$$

is representable by a smooth affine scheme $B$ over $A_{g,1,4}$ via the first projection $\mathcal{F} \rightarrow A_{g,1,4}$. In particular, $B$ is affine and of finite type over $A_{g,1,4}$. Since $A_{g,1,4}$ is quasi-projective over $\mathbb{Z}[1/2]$, it follows that $B$ is a quasi-projective $\mathbb{Z}[1/2]$-scheme.

The action of $\Gamma$ on $A_{g,1,4}$ naturally induces an action of $\Gamma$ on $\mathcal{F}$, thus on $B$. As $B_{g,\mathbb{Z}[1/2]}$ is an algebraic space by Proposition 4.7 (cf. remark following Definition 4.2), this action is free. Moreover, by the compatibility of quotients of stacks by group actions with base change (cf. [31] Proposition 2.6), the second projection $\mathcal{F} \rightarrow B_{g,\mathbb{Z}[1/2]}$ induces an isomorphism of the stacky
identified with \( B/\Gamma \) with \( B_g,\mathbb{Z}[1/2] \). Finally, by Lemma 4.8 and Remark 4.9, we conclude that \( B_g,\mathbb{Z}[1/2] \) is representable by the quasi-projective \( \mathbb{Z}[1/2] \)-scheme \( B/\Gamma \).

5. The vector bundle \( T_{B_g}/\mathbb{Z} \) and the higher Ramanujan vector fields

Fix an integer \( g \geq 1 \). We define a presheaf \( \mathcal{H}_g \) (resp. \( \mathcal{F}_g \)) of \( \mathcal{O}_{\mathcal{A}_g,\text{ét}} \)-modules on \( \text{Ét}(\mathcal{A}_g) \) as follows. Let \( (U, u) \) be an étale scheme over \( \mathcal{A}_g \), and \((X, \lambda)\) be the principally polarized abelian scheme over \( U \) corresponding to \( u : U \to \mathcal{A}_g \). We put

\[
\Gamma((U, u), \mathcal{H}_g) := \Gamma(U, H^1_{\text{dR}}(X/U)) \quad \text{(resp. } \Gamma((U, u), \mathcal{F}_g) := \Gamma(U, F^1(X/U)))
\]

If \((f, f^0) : (U', u') \to (U, u)\) is a morphism in \( \text{Ét}(\mathcal{A}_g) \), the restriction map is given by the comparison morphism \( f^*H^1_{\text{dR}}(X/U) \to H^1_{\text{dR}}(X'/U') \) (resp. \( f^*F^1(X/U) \to F^1(X'/U') \)), where \((X', \lambda') = (X, \lambda) \times_U U'\). As the comparison morphism is actually an isomorphism (i.e. the formation of \( H^1_{\text{dR}}(X/U) \) (resp. \( F^1(X/U) \)) is compatible with base change), and \( H^1_{\text{dR}}(X/U) \) (resp. \( F^1(X/U) \)) is quasi-coherent, \( \mathcal{H}_g \) (resp. \( \mathcal{F}_g \)) is a quasi-coherent sheaf over \( \mathcal{A}_g \) (cf. [28] Lemma 4.3.3). We finally remark that \( \mathcal{H}_g \) is actually a vector bundle of rank \( 2g \) over \( \mathcal{A}_g \) and that \( \mathcal{F}_g \) is a rank \( g \) subbundle of \( \mathcal{H}_g \).

**Remark 5.1.** The sheaf \( \mathcal{H}_g \) should be thought as the first de Rham cohomology of the universal abelian scheme over \( \mathcal{A}_g \), and \( \mathcal{F}_g \) as its Hodge subbundle. Indeed, if \( X_g \) denotes the universal abelian scheme over \( B_g \) (cf. Theorem 4.1), then, under the isomorphism \( B_g,\mathbb{Z}[1/2] \cong B_g \), the sheaf \( \mathcal{H}_g \) gets identified with \( H^1_{\text{dR}}(X_g/B_g) \), and \( \mathcal{F}_g \) with \( F^1(X_g/B_g) \).

In this section we describe the tangent bundle \( T_{B_g}/\mathbb{Z} \) in terms of \( \mathcal{H}_g \) and \( \mathcal{F}_g \); see Theorem 5.4 for a precise statement. This will be obtained by realizing \( B_g \) as a substack of the stack over \( \mathcal{A}_g \) associated to the vector bundle \( \mathcal{H}^{\geq g}_g \).

Further, Theorem 5.4 will allow us to construct a certain family of \( g(g+1)/2 \) global sections \( v_{ij} \) of \( T_{B_g}/\mathbb{Z} \) that we call higher Ramanujan vector fields.

5.1. The Gauss-Manin connection and the Kodaira-Spencer morphism on \( \mathcal{A}_g/\mathbb{Z} \).

5.1.1. In order to give a precise statement of Theorem 5.4, we need to recall some basic facts concerning Gauss-Manin connections and Kodaira-Spencer morphisms over abelian schemes.

Fix a base scheme \( S \) and let \( p : X \to U \) be a projective abelian scheme, with \( U \) a smooth \( S \)-scheme. Then there is defined an integrable \( S \)-connection over the de Rham cohomology sheaves ([16]; see also [13]), the Gauss-Manin connection

\[
\nabla : H^1_{\text{dR}}(X/U) \to H^1_{\text{dR}}(X/U) \otimes_{\mathcal{O}_U} \Omega^1_{U/S},
\]

whose formation is compatible with every base change \( U' \to U \), where \( U' \) is a smooth \( S \)-scheme.

The Gauss-Manin connection on \( H^1_{\text{dR}}(X/U) \) induces a morphism

\[
T_{U/S} \to \mathcal{H}om_{\mathcal{O}_S}(H^1_{\text{dR}}(X/U), H^1_{\text{dR}}(X/U))
\]

\[
\theta \mapsto \nabla_{\theta}(\cdot).
\]
Restricting to $F^1(X/U)$ and passing to the quotient (cf. exact sequence (2.1)), we obtain an $\mathcal{O}_U$-morphism
\[ T_{U/S} \to \text{Hom}_U(F^1(X/U), R^1 p_* \mathcal{O}_X) \cong F^1(X/U)^\vee \otimes \mathcal{O}_U R^1 p_* \mathcal{O}_X. \]
Applying the inverse of the canonical isomorphism
\[ \phi^1_{X/U} : F^1(X/U)^\vee \xrightarrow{\sim} R^1 p_* \mathcal{O}_X \] (cf. proof of Lemma 2.2, where we identified $X$ with $X^{\text{ht}}$ via the canonical biduality isomorphism), we obtain an $\mathcal{O}_U$-morphism
\[ \delta : T_{U/S} \to F^1(X/U)^\vee \otimes \mathcal{O}_U F^1(X/U)^\vee. \]
This is, possibly up to a sign, the dual of $\rho$ defined in [7] III.9.4

5.1.2. Now, with the same notations and hypothesis as above, let $\lambda : X \to X^t$ be a principal polarization. The Gauss-Manin connection $\nabla$ on $H^3_{\text{dR}}(X/U)$ is compatible with the symplectic form $\langle , \rangle_\lambda$ in the following sense. For every sections $\theta$ of $T_{U/S}$, and $\alpha$ and $\beta$ of $H^1_{\text{dR}}(X/U)$, we have
\[ \theta(\alpha, \beta)_\lambda = \langle \nabla_\theta \alpha, \beta \rangle_\lambda + \langle \alpha, \nabla_\theta \beta \rangle_\lambda. \]
This can be deduced from the fact that the first Chern class in $H^2_{\text{dR}}(X \times_U X^t/U)$ of the Poincaré line bundle $\mathcal{P}_{X/U}$ is horizontal for the Gauss-Manin connection, since it actually comes from a class in $H^2_{\text{dR}}(X \times_U X^t/S)$.

By composing $\delta$ with $((\lambda^*)^\vee)^{-1} : F^1(X^t/U)^\vee \xrightarrow{\sim} F^1(X/U)^\vee$, we obtain a morphism
\[ \kappa : T_{U/S} \to F^1(X/U)^\vee \otimes \mathcal{O}_U F^1(X/U)^\vee. \]
This is the Kodaira-Spencer morphism associated to $(X, \lambda)_{/U}$ over $S$. It follows from the compatibility (5.2) that $\kappa$ factors through the submodule of symmetric tensors in $F^1(X/U)^\vee \otimes \mathcal{O}_U F^1(X/U)^\vee$, denoted $\Gamma^2(F^1(X/U)^\vee)$.

**Remark 5.2.** As $\phi^1_{X/U} = -\phi_{X/U}$ under the canonical biduality isomorphism $X \cong X^{\text{ht}}$ (cf. [1] Lemma 5.1.5), one may verify that the composition
\[ R^1 p_* \mathcal{O}_X \xrightarrow{(\phi^1_{X/U})^{-1}} F^1(X^t/U)^\vee \xrightarrow{((\lambda^*)^\vee)^{-1}} F^1(X/U)^\vee \]
considered above is given by the isomorphism of vector bundles $H^1_{\text{dR}}(X/U)/F^1(X/U) \xrightarrow{\sim} F^1(X/U)^\vee$
induced by (cf. Lemma A.2)
\[ H^1_{\text{dR}}(X/U) \to H^1_{\text{dR}}(X/U)^\vee \]
\[ \alpha \mapsto \langle , \alpha \rangle_\lambda. \]
Thus, if $b = (\omega_1, \ldots, \omega_g, \eta_1, \ldots, \eta_g)$ is a symplectic-Hodge basis of $(X, \lambda)_{/U}$, $\kappa$ admits the following explicit description in terms of $b$:
\[ \kappa(\theta) = \sum_{i=1}^g \langle , \eta_i \rangle_\lambda \otimes \langle , \nabla_\theta \omega_i \rangle_\lambda. \]

4With notations as in the proof of Lemma 2.2, there are two natural ways of identifying $R^1 p_* \mathcal{O}_X$ with $F^1(X^t/U)^\vee$: one by $(\phi^0_{X/U})^\vee$, and another by $\phi^1_{X/U}$. These produce the same isomorphisms up to a sign. In [7] this choice is not specified.
Finally, we remark that the Kodaira-Spencer morphism is natural in the following sense. Let $U'$ be a smooth scheme over $S$ and let $F/f : (X', \lambda')_{/U'} \to (X, \lambda)_{/U}$ be a morphism in $A_{g,S}$. Denote by $\kappa$ (resp. $\kappa'$) the Kodaira-Spencer morphism associated to $(X, \lambda)_{/U}$ (resp. $(X', \lambda')_{/U'}$) over $S$. Then the diagram

$$
\begin{array}{ccc}
T_{U'/S} & \xrightarrow{\partial f} & f^*T_{U/S} \\
\kappa' \downarrow & & \downarrow f^*\kappa \\
\Gamma^2(F^1(X'/U')^\vee) & \xrightarrow{(f^*)^\vee \otimes (f^*)^\vee} & \Gamma^2(f^*F^1(X/U)^\vee)
\end{array}
$$

commutes.

5.1.3. Let $S$ be a scheme, and denote by $H_{g,S}$ (resp. $F_{g,S}$) the vector bundle over $A_{g,S}$ obtained from $H_g$ (resp. $F_g$) by the base change $A_{g,S} \to A_g$. As $A_{g,S} \to S$ is smooth, the naturality of the Gauss-Manin connection permits us to construct a “universal” Gauss-Manin connection

$$\nabla : H_{g,S} \to H_{g,S} \otimes \mathcal{O}_{A_{g,S}, \text{et}} \Omega^1_{A_{g,S}/S}
$$

and the naturality of the Kodaira-Spencer morphism permits us to construct a “universal” Kodaira-Spencer morphism

$$\kappa : T_{A_{g,S}} \to \Gamma^2(F^\vee_{g,S}).$$

These are morphisms of sheaves on the étale site of $A_{g,S}$ given, for any étale scheme $(U, u)$ over $A_{g,S}$ corresponding to the principally polarized abelian scheme $(X, \lambda)$ over the $S$-scheme $U$, respectively by the Gauss-Manin connection (5.1) and the Kodaira-Spencer morphism of $(X, \lambda)_{/U}$ over $S$ (5.3); note that as $u : U \to A_{g,S}$ is étale, then $U$ is smooth over $S$.

We remark that the universal Kodaira-Spencer morphism $\kappa : T_{A_{g,S}} \to \Gamma^2(F^\vee_{g,S})$ is actually an isomorphism of $\mathcal{O}_{A_{g,S}, \text{et}}$-modules (cf. [7] Theorem 5.7.(3)).

Finally, let $U$ be a smooth Deligne-Mumford stack over $S$ and $u : U \to A_{g,S}$ be a quasi-compact and quasi-separated morphism of $S$-stacks representable by schemes. Then, the Gauss-Manin connection over $(U, u)$, or simply over $U$ if $u$ is implicit,

$$\nabla : u^*H_{g,S} \to u^*H_{g,S} \otimes \mathcal{O}_{U, \text{et}} \Omega^1_{U/S}
$$

is defined by pulling back the universal Gauss-Manin connection on $A_{g,S}$. Further, we may define a Kodaira-Spencer morphism over $(U, u)$ as the composition

$$\kappa_u : T_{U/S} \xrightarrow{Du} u^*T_{A_{g,S}/S} \xrightarrow{u^*\kappa} \Gamma^2(u^*F^\vee_{g,S}).$$

5.2. The embedding $i_g : B_g \to \mathcal{V}_g$. We shall employ the following notations in the statement of Theorem 5.4. Consider the morphism of coherent $\mathcal{O}_{B_{g,\text{et}}}$-modules

$$m_g : \pi_g^*\mathcal{H}_{g}^{\oplus g} \to M_g \times g(\mathcal{O}_{B_{g,\text{et}}})$$

defined as follows. Let $(U, u)$ be an étale scheme over $B_g$, and let $(X, \lambda, b)_{/U}, b = (\omega_1, \ldots, \omega_g, \eta_1, \ldots, \eta_g)$, be the corresponding object of the fiber category $B_g(U)$. Then the morphism $m_g$ sends a section $(\alpha_1, \ldots, \alpha_g)$ of $H^1_{\text{dR}}(X/U)^{\oplus g}$ to the section

$$(\langle \alpha_i, \eta_j \rangle)_{1 \leq i, j \leq g}$$

(5.4)
of $M_{g \times g}(\mathcal{O}_U)$. We can thus define a subbundle $S_g$ of $\pi_g^{\ast}H_g^{\oplus g}$ as the inverse image of the subbundle of symmetric matrices $\text{Sym}_g(\mathcal{O}_{B_g,\text{ét}})$ by this morphism. In other words, if $(U, u)$ and $(X, \lambda, b)_U$ are as above, a section $(\alpha_1, \ldots, \alpha_g)$ of $H^{1}_{\text{dR}}(X/U)^{\oplus g}$ is in $S_g$ if and only if the matrix (5.4) is symmetric.

**Remark 5.3.** Note that $m_g$ is surjective: with the above notations, for a given matrix $(a_{ij})_{1 \leq i, j \leq g}$ in $M_{g \times g}(\mathcal{O}_U)$, take $\alpha_i = \sum_{j=1}^{g} a_{ij} \omega_j$. In particular, $S_g$ is a subbundle of $\pi_g^{\ast}H_g^{\oplus g}$ of rank $g^2 + g(g+1)/2 = g(3g+1)/2$.

**Theorem 5.4.** Consider the morphism of quasi-coherent $\mathcal{O}_{B_g,\text{ét}}$-modules $c_g : T_{B_g}/\mathbb{Z} \longrightarrow \Gamma^2(\pi_g^{\ast}F_g^{\vee}) \oplus \pi_g^{\ast}H_g^{\oplus g}$ defined by

$$c_g(\theta) = (\kappa_u(\theta), \nabla_{\theta} \eta_1, \ldots, \nabla_{\theta} \eta_g)$$

for every étale scheme $(U, u)$ over $B_g$ corresponding to the object $(X, \lambda, b)_U$ of $B_g(U)$, where $b = (\omega_1, \ldots, \omega_g, \eta_1, \ldots, \eta_g)$, and $\theta$ a section of $T_{U/\mathbb{Z}}$. Then $c_g$ induces an isomorphism of $T_{B_g}/\mathbb{Z}$ onto the subbundle $\Gamma^2(\pi_g^{\ast}F_g^{\vee}) \oplus S_g$ of $\Gamma^2(\pi_g^{\ast}F_g^{\vee}) \oplus \pi_g^{\ast}H_g^{\oplus g}$.

A proof of this result will be given at the end of this paragraph.

### 5.2.1.

Consider the associated space of the vector bundle $H_g^{\oplus g}$ (cf. [28] 10.2)

$$V_g := \mathcal{V}((H_g^{\oplus g})^{\vee}) = \text{Spec} \mathbb{A}_g(\text{Sym}(H_g^{\oplus g})^{\vee}).$$

This is a Deligne-Mumford stack over $\text{Spec} \mathbb{Z}$ whose objects lying over a scheme $U$ are given by “$(g+2)$-uples”

$$(X, \lambda, \alpha_1, \ldots, \alpha_g)_U,$$

where $(X, \lambda)_U$ is an object of $A_g(U)$, and $\alpha_i$ is a global section of $H^{1}_{\text{dR}}(X/U)$ for every $1 \leq i \leq g$.

Note that the forgetful functor

$$\Phi_g : V_g \longrightarrow A_g$$

defines a morphism of stacks representable by smooth affine schemes.

We define a morphism of stacks

$$i_g : B_g \longrightarrow V_g$$

as follows. Let $(X, \lambda, b)_U$ be an object of $B_g$ and denote $b = (\omega_1, \ldots, \omega_g, \eta_1, \ldots, \eta_g)$. Then $i_g$ sends $(X, \lambda, b)_U$ to the object

$$(X, \lambda, \eta_1, \ldots, \eta_g)_U$$

of $V_g$. The action of $i_g$ on morphisms is evident. Note that the diagram of morphisms of stacks

$$\begin{array}{ccc}
B_g & \xrightarrow{i_g} & V_g \\
\pi_g \searrow & & \swarrow \Phi_g \\
& A_g &
\end{array}$$

is (strictly) commutative.
Lemma 5.5. The morphism $i_g : B_g \rightarrow V_g$ is an immersion of stacks.

Proof. Let $U$ be a scheme and $U \rightarrow V_g$ be a morphism corresponding to the object $(X, \lambda, \alpha_1, \ldots, \alpha_g) / U$ of $V_g(U)$. Then the fiber product $B_g \times_{V_g} U$ can be naturally identified with the locally closed subscheme of $U$ defined by the equations

$$\overline{\alpha}_1 \wedge \cdots \wedge \overline{\alpha}_g \neq 0$$

$$\langle \alpha_i, \alpha_j \rangle_{\lambda} = 0, \quad \forall i, j$$

where $\overline{\alpha}_i$ denotes the image of $\alpha_i$ in $H^1_{dR}(X/U) / F^1(X/U)$ (cf. Proposition A.7 (2)). ■

5.2.2. The proof Theorem 5.4 relies on Ehresmann’s point of view on connections on vector bundles. Let us briefly recall how this goes in our context.

Let $S$ be a scheme, $X$ be a smooth $S$-scheme and $E$ be a vector bundle over $X$. We denote by $E = V(E^\vee)$ the associated space and by $p : E \rightarrow X$ the projection morphism. As $p$ is smooth, we have the exact sequence of vector bundles over $E$

$$0 \rightarrow T_{E/X} \rightarrow T_{E/S} \xrightarrow{Dp} p^* T_{X/S} \rightarrow 0.$$ 

We claim that every $S$-connection $\nabla : E \rightarrow E \otimes O_X \Omega^1_{X/S}$ induces a canonical splitting of the above exact sequence. In fact, this can be obtained by means of the projection $P_\nabla : T_{E/S} \rightarrow T_{E/X}$ defined as follows. The vector bundle $T_{E/X}$ is canonically isomorphic to $p^* E$ ([9] Corollaire 16.4.9); it is thus endowed with a universal global section, say $s$. We put $P_\nabla(\theta) = (p^* \nabla)s$.

It is not difficult to transpose the above considerations to the case of smooth Deligne-Mumford stacks (cf. 1.2.6).

5.2.3. Proof of Theorem 5.4. Let $V_g$ and $\Phi_g : V_g \rightarrow A_g$ be as in 5.2.1. According to the discussion in 5.2.2, the connection on $H^g_{\otimes}$ given by the direct sum of the “universal” Gauss-Manin connection $\nabla : H_g \rightarrow H_g \otimes O_{A_g \otimes} \Omega^1_{A_g / Z}$ at each factor induces a splitting of the exact sequence

$$0 \rightarrow T_{V_g / A_g} \rightarrow T_{V_g / Z} \xrightarrow{D\Phi_g} \Phi^* T_{A_g / Z} \rightarrow 0.$$ 

Thus, after identifying $T_{V_g / A_g}$ with $\Phi^* H^g_{\otimes}$, we obtain an isomorphism

$$\tau'_g : T_{V_g} \sim \Phi^* T_{A_g / Z} \oplus \Phi^* H^g_{\otimes}$$

given explicitly by

$$\tau'_g(\theta) = (D\Phi_g(\theta), \nabla_\theta \alpha_1, \ldots, \nabla_\theta \alpha_g)$$

for every étale scheme $(U, u)$ over $V_g$ corresponding to the object $(X, \lambda, \alpha_1, \ldots, \alpha_g) / U$ of $V_g(U)$, and every section $\theta$ of $T_U / Z$.

By composing $\tau'_g$ with the Kodaira-Spencer isomorphism $\kappa : T_{A_g / Z} \sim \Gamma^2(F^g / g)$ (see 5.1.3), we obtain an isomorphism

$$\tau_g : T_{V_g / Z} \sim \Gamma^2(\Phi^* F^g / g) \oplus \Phi^* H^g_{\otimes}$$
Given explicitly by
\[ \tau_g(\theta) = (\kappa_\theta(\theta), \nabla_\theta \alpha_1, \ldots, \nabla_\theta \alpha_g) \]
with notations as above. Finally, note that the morphism \( c_g \) in the statement is defined by restricting \( \tau_g \) to \( B_g \) via the immersion \( i_g : B_g \to V_g \) (cf. Lemma 5.5). In particular, as \( B_g \) is a smooth substack of \( V_g \), then \( c_g \) induces an isomorphism of \( T_{B_g/\mathbb{Z}} \) onto a subbundle, say \( E_g \), of \( \Gamma^2(\pi^*_g F^\vee_g) \oplus \pi^*_g \mathcal{H}_{g}^{\text{rig}} \).

To finish the proof, it is sufficient to show that \( E_g = \Gamma^2(\pi^*_g F^\vee_g) \oplus \mathcal{S}_g \).

Note that the compatibility (5.2) between Gauss-Manin connections and principal polarizations implies that \( c_g \) factors by the subbundle \( \Gamma^2(\pi^*_g F^\vee_g) \oplus \mathcal{S}_g \). Indeed, let \((U, u)\) be an étale scheme over \( B_g \) corresponding to the object \((X, \lambda, b)\) of \( B_g(U) \), with \( b = (\omega_1, \ldots, \omega_g, \eta_1, \ldots, \eta_g) \), and let \( \theta \) be a section of \( T_U/\mathbb{Z} \). Then, as \( (\eta_i, \eta_j) \lambda = 0 \), we obtain
\[ 0 = \nabla_\theta (\eta_i, \eta_j) \lambda = \langle \nabla_\theta \eta_i, \eta_j \rangle + \langle \eta_i, \nabla_\theta \eta_j \rangle \lambda = \langle \nabla_\theta \eta_i, \eta_j \rangle \lambda - \langle \nabla_\theta \eta_j, \eta_i \rangle \lambda. \]

This proves that \( E_g \) is a subbundle of \( \Gamma^2(\pi^*_g F^\vee_g) \oplus \mathcal{S}_g \). To conclude, we simply remark that the ranks of the subbundles \( E_g \) and \( \Gamma^2(\pi^*_g F^\vee_g) \oplus \mathcal{S}_g \) of \( \Gamma^2(\pi^*_g F^\vee_g) \oplus \pi^*_g \mathcal{H}_{g}^{\text{rig}} \) coincide (cf. Remark 5.3).

### 5.3. The higher Ramanujan vector fields

Let
\[ \langle , \rangle : \pi^*_g \mathcal{H}_g \times \pi^*_g \mathcal{H}_g \to \mathcal{O}_{B_g, \text{ét}} \]
be the symplectic \( \mathcal{O}_{B_g, \text{ét}} \)-bilinear form given, for each étale scheme \((U, u)\) over \( B_g \) corresponding to the object \((X, \lambda, b)\) of \( B_g(U) \), by
\[ u^*(\langle , \rangle) := \langle , \rangle_\lambda : H^\text{dR}(X/U) \times H^\text{dR}(X/U) \to \mathcal{O}_U \]
This is well-defined by Remark 2.3.

We denote by
\[ b_g = (\omega_1, \ldots, \omega_g, \eta_1, \ldots, \eta_g) \]
the “universal” symplectic-Hodge basis over \( B_g \). Namely, \( b_g \) is the basis of the vector bundle \( \pi^*_g \mathcal{H}_g \) such that for every étale scheme \((U, u)\) over \( B_g \) corresponding to the object \((X, \lambda, b)\) of \( B_g(U) \) we have \( u^* b_g = b \).

Note that vector bundle \( \pi^*_g F^\vee_g \) is trivialized over \( B_g \) by the global sections
\[ \langle , \eta_i \rangle : \pi^*_g F^\vee_g \to \mathcal{O}_{B_g, \text{ét}} \]
for \( 1 \leq i \leq g \) (this is the dual basis of \((\omega_1, \ldots, \omega_g)) \). Accordingly, \( \Gamma^2(\pi^*_g F^\vee_g) \) is trivialized by the global sections
\[ \varphi_{ij} := \begin{cases} \langle , \eta_i \rangle \otimes \langle , \eta_i \rangle & i = j \\ \langle , \eta_i \rangle \otimes \langle , \eta_j \rangle + \langle , \eta_j \rangle \otimes \langle , \eta_i \rangle & i < j \end{cases} \]
for \( 1 \leq i \leq j \leq g \).

Let \( c_g : T_{B_g/\mathbb{Z}} \to \Gamma^2(\pi^*_g F^\vee_g) \oplus \mathcal{S}_g \) be the isomorphism of \( \mathcal{O}_{B_g, \text{ét}} \)-modules defined in Theorem 5.4.

**Definition 5.6.** For every \( 1 \leq i \leq j \leq g \), we define the higher Ramanujan vector field \( v_{ij} \) as being the unique global section of \( T_{B_g/\mathbb{Z}} \) such that \( c_g(v_{ij}) = (\varphi_{ij}, 0) \).
Let us denote the \( \text{“universal” Gauss-Manin connection over } B_g \) by (cf. 5.1.3)
\[
\nabla : \pi_g^* \mathcal{H}_g \to \pi_g^* \mathcal{H}_g \otimes_{\mathcal{O}_{B_g,\text{et}}} \Omega_{B_g/\mathbb{Z}}^1.
\]

**Proposition 5.7.** The higher Ramanujan vector fields are the unique global sections \( v_{ij} \) of \( T_{B_g/\mathbb{Z}} \) such that, for every \( 1 \leq i \leq j \leq g \),
\begin{enumerate}
\item \( \nabla_{v_{ij}} \omega_i = \eta_j, \nabla_{v_{ij}} \omega_j = \eta_i, \) and \( \nabla_{v_{ij}} \omega_k = 0 \) for \( k \not\in \{i, j\} \).
\item \( \nabla_{v_{ij}} \eta_k = 0 \), for every \( 1 \leq k \leq g \).
\end{enumerate}

**Proof.** The vector fields \( v_{ij} \) satisfy (2) by definition of \( c_g \) in Theorem 5.4. Moreover, using the explicit expression of the Kodaira-Spencer morphism in Remark 5.2, we see that
\[
\sum_{k=1}^g \langle \eta_k \otimes \nabla_{v_{ij}} \omega_k \rangle = \begin{cases} \langle \eta_i \otimes \eta_i \rangle & i = j \\
\langle \eta_i \otimes \eta_j \rangle & i < j 
\end{cases}
\]
in \( \Gamma^2(\pi_g^* \mathcal{F}_g) \) for every \( 1 \leq i \leq j \leq g \). As \( b_g \) is symplectic with respect to \( \langle \ , \ \rangle \), by evaluating the second factors at \( \eta_i \) for every \( 1 \leq l \leq g \) in the above equation, we see that \( \nabla_{v_{ij}} \omega_k \) lies in the subbundle of \( \pi_g^* \mathcal{H}_g \) generated by \( \eta_1, \ldots, \eta_g \), for every \( 1 \leq i \leq j \leq g \) and \( 1 \leq k \leq g \).

Thus, to prove that the vector fields \( v_{ij} \) satisfy (1), it is sufficient to prove that
\[
\langle \omega_l, \nabla_{v_{ij}} \omega_i \rangle = \delta_{i,l}, \langle \omega_l, \nabla_{v_{ij}} \omega_j \rangle = \delta_{i,l}, \text{ and } \langle \omega_l, \nabla_{v_{ij}} \omega_k \rangle = 0 \text{ for } k \not\in \{i, j\}
\]
for every \( 1 \leq l \leq g \). This in turn follows immediately from (5.5) by evaluating the second factors at \( \omega_l \).

To prove unicity, let \( (w_{ij})_{1 \leq i \leq j \leq g} \) be a family of vector fields on \( B_g \) satisfying (1) and (2). Note that, by the explicit expression of the Kodaira-Spencer morphism in Remark 5.2, equations in (1) imply \( \kappa_{\pi_g}(w_{ij}) = \varphi_{ij} \) in the notation preceding Definition 5.6. Thus, by (1) and (2),
\[
c_g(w_{ij}) = (\varphi_{ij}, 0) = c_g(v_{ij})
\]
for every \( 1 \leq i \leq j \leq g \), that is, \( w_{ij} = v_{ij} \) (cf. Definition 5.6).

Let \( S \) be a scheme. We denote by \( \pi_g, S : B_g, S \to A_g, S \) the base change of \( \pi_g : B_g \to A_g \) by \( A_{g, S} \to A_g \), and by \( \nabla : \pi_g^* \mathcal{H}_g, S \to \pi_g^* \mathcal{H}_g, S \otimes_{\mathcal{O}_{B_g,\text{et}}} \Omega_{B_g/\mathbb{Z}}^1 \) the “universal” Gauss-Manin \( S \)-connection over \( B_{g, S} \).

**Remark 5.8.** Let \( R_{g, S} \) be the \( \mathcal{O}_{B_{g, S}, \text{et}} \)-submodule of \( T_{B_{g, S}/S} \) generated by all the \( v_{ij} \); if \( S = \text{Spec } \mathbb{Z} \), we denote simply \( R_{g, S} =: R_g \). It is clear from Theorem 5.4 that \( R_{g, S} \) is the kernel of the surjective \( \mathcal{O}_{B_{g, S}, \text{et}} \)-morphism
\[
T_{B_{g, S}/S} \to \mathcal{S}_g
\]
\[
\theta \mapsto (\nabla_{\theta \eta_1}, \ldots, \nabla_{\theta \eta_g})
\]
In particular, \( R_{g, S} \) is a subbundle of \( T_{B_{g, S}/S} \) of rank \( g(g + 1)/2 \).

**Lemma 5.9.** Let \( \theta \) be a section of \( T_{B_{g, S}/S} \) such that \( \nabla_{\theta \omega_i} = \nabla_{\theta \eta_i} = 0 \) for every \( 1 \leq i \leq g \). Then \( \theta = 0 \).
Proof. Let \( \theta \) be as in the statement. By Remark 5.8, \( \theta \) is in the subbundle \( \mathcal{R}_{g,S} \) of \( T_{B_{g,S}/S} \), thus there exist sections \((f_{ij})_{1 \leq i \leq j \leq g}\) of \( \mathcal{O}_{B_{g,S,d\text{t}}} \) such that
\[
\theta = \sum_{1 \leq i \leq j \leq g} f_{ij}v_{ij}.
\]
We prove that each \( f_{ij} = 0 \) by induction on \( i \). For \( i = 1 \), we have by Proposition 5.7
\[
0 = \nabla_{\theta} \omega_1 = \sum_{1 \leq i \leq j \leq g} f_{ij} \nabla_{v_{ij}} \omega_1 = \sum_{j=1}^{g} f_{1j} \eta_j,
\]
thus \( f_{1j} = 0 \) for every \( 1 \leq j \leq g \). If \( 2 \leq i_0 \leq g \) and \( f_{ij} = 0 \) for every \( i < i_0 \) and \( i \leq j \leq g \), we have
\[
0 = \nabla_{\theta} \omega_{i_0} = \sum_{i_0 \leq i \leq j \leq g} f_{ij} \nabla_{v_{ij}} \omega_{i_0} = \sum_{j=i_0}^{g} f_{i_0 j} \eta_j,
\]
thus \( f_{i_0 j} = 0 \) for every \( i_0 \leq j \leq g \).
\[\blacksquare\]

Let \( [\cdot, \cdot] \) denote the Lie bracket in \( T_{B_{g,S}/Z} \).

Corollary 5.10. The higher Ramanujan vector fields commute. That is,
\[
[v_{ij}, v_{i'j'}] = 0
\]
for any \( 1 \leq i \leq j \leq g \) and \( 1 \leq i' \leq j' \leq g \).

Proof. Let us first remark that, as the Gauss-Manin connection is integrable, for any sections \( \theta \) and \( \theta' \) of \( T_{B_{g,S}/Z} \), we have
\[
\nabla_{[\theta, \theta']} = \nabla_{\theta} \nabla_{\theta'} - \nabla_{\theta'} \nabla_{\theta}.
\]
This implies that \( \mathcal{R}_g \) is integrable: if \( \theta \) and \( \theta' \) are both sections of \( \mathcal{R}_g \), then \( [\theta, \theta'] \) is a section of \( \mathcal{R}_g \). In particular, \( \theta := [v_{ij}, v_{i'j'}] \) is a section of \( \mathcal{R}_g \). By Lemma 5.9, to prove that \( \theta = 0 \), it is sufficient to prove that \( \nabla_{\theta} \omega_k = 0 \) for every \( 1 \leq k \leq g \).

We have
\[
\nabla_{\theta} \omega_k = \nabla_{v_{ij}} (\nabla_{v_{i'j'}} \omega_k) - \nabla_{v_{i'j'}} (\nabla_{v_{ij}} \omega_k).
\]
It follows from Proposition 5.7 that \( \nabla_{v_{i'j'}} \omega_k \) (resp. \( \nabla_{v_{ij}} \omega_k \)) is an element of \( \{0, \eta_1, \ldots, \eta_g\} \); hence \( \nabla_{v_{ij}} (\nabla_{v_{i'j'}} \omega_k) = 0 \) (resp. \( \nabla_{v_{i'j'}} (\nabla_{v_{ij}} \omega_k) = 0 \)).
\[\blacksquare\]

5.4. The action of Siegel parabolic subgroup \( P_g \) on the higher Ramanujan vector fields.

Geometrically, \( \pi_g : B_g \rightarrow A_g \) may be regarded as a “principal \( P_g \)-bundle” over \( A_g \) (cf. Lemma 3.3). It is therefore natural to ask how the integrable subbundle \( \mathcal{R}_g \) of \( T_{B_{g}/Z} \) (cf. Remark 5.8 and Corollary 5.10) transforms under the action of \( P_g \).

In order to formulate precise statements, fix an affine base scheme \( S = \text{Spec } R \) and let \( p \in P_g(S) \). Then, \( p \) induces an \( S \)-automorphism of \( B_{g,S} \) given by
\[
p : B_{g,S} \rightarrow B_{g,S}
\]
\[(X, \lambda, b)_{/U} \mapsto (X, \lambda, b \cdot p)_{/U}\]
where we have implicitly identified $p$ with its image by the natural map $P_g(S) \longrightarrow P_g(U)$ to compute $b \cdot p$.

**Proposition 5.11.** Let us write

$$p = \begin{pmatrix} A & B \\ 0 & (A^T)^{-1} \end{pmatrix} \in P_g(S),$$

and consider the tangent map

$$Dp : T_{B_g,S/S} \longrightarrow p^*T_{B_g,S/S}.$$ 

Then $Dp(R_{g,S}) \subset p^*R_{g,S}$ if and only if $B = 0$.

Let us introduce some preliminary notation before proving this result. Note that $Dp$ induces an $R$-automorphism

$$p^* : \Gamma(B_g,S_T_{B_g,S/S}) \longrightarrow \Gamma(B_g,S_T_{B_g,S/S})$$

which is compatible with the “universal” Gauss-Manin $S$-connection

$$\nabla : \pi^*_g,S \mathcal{H}_{g,S} \longrightarrow \pi^*_g,S \mathcal{H}_{g,S} \otimes \mathcal{O}_{B_g,S,S} \Omega^1_{B_g,S/S}$$

in the following sense. Denote by

$$p^* : \Gamma(B_g,S,\pi^*_g,S \mathcal{H}_{g,S}) \longrightarrow \Gamma(B_g,S,\pi^*_g,S \mathcal{H}_{g,S})$$

the $R$-automorphism induced by the isomorphism of vector bundles $p^* \pi^*_g,S \mathcal{H}_{g,S} \sim \pi^*_g,S \mathcal{H}_{g,S}$ (observe that $\pi_g,S \circ p = \pi_g,S$). Then, for any $\alpha \in \Gamma(B_g,S,\pi^*_g,S \mathcal{H}_{g,S})$, and any $\theta \in \Gamma(B_g,S,T_{B_g,S/S})$, we have

(5.7) $$p^*(\nabla p^* \theta \alpha) = \nabla_{\theta}(p^* \alpha).$$

**Remark 5.12.** The automorphism $p^*$ introduced above is characterized by

$$\begin{pmatrix} p^*\omega_1 & \cdots & p^*\omega_g & p^*\eta_1 & \cdots & p^*\eta_g \end{pmatrix} = \begin{pmatrix} \omega_1 & \cdots & \omega_g & \eta_1 & \cdots & \eta_g \end{pmatrix} \begin{pmatrix} A & B \\ 0 & (A^T)^{-1} \end{pmatrix}$$

where $b_g = (\omega_1, \ldots, \omega_g, \eta_1, \ldots, \eta_g)$ is the universal symplectic-Hodge basis of $\pi^*_g,S \mathcal{H}_{g,S}$.

**Proof of Proposition 5.11.** Since the vector bundle $R_{g,S}$ is generated by the higher Ramanujan vector fields $v_{ij}$, we have $Dp(R_{g,S}) \subset p^*R_{g,S}$ if and only if

$$p_*v_{ij} \in \Gamma(B_g,S,R_{g,S})$$

for every $1 \leq i \leq j \leq g$. Further, by Remark 5.8, $p_*v_{ij}$ lies in $\Gamma(B_g,S,R_{g,S})$ if and only if

$$\nabla_{p_*v_{ij}} \eta_k = 0$$

for every $1 \leq k \leq g$. Finally, by the compatibility (5.7), we conclude that $Dp(R_{g,S}) \subset p^*R_{g,S}$ if and only if

$$\nabla_{v_{ij}}(p^*\eta_k) = 0$$

for every $1 \leq i \leq j \leq g$ and $1 \leq k \leq g$. 
Now, by Remark 5.12, we have

\[ p^* \eta_k = \sum_{l=1}^{g} \omega_l B_{lk} + \eta_l (A^{-1})_{kl}. \]

Using Proposition 5.7, we obtain

\[ \nabla_{v_{ij}} (p^* \eta_k) = \sum_{l=1}^{g} \left( \nabla_{v_{ij}} \omega_l \right) B_{lk} = \begin{cases} \eta_l B_{ik} & i = j \\ \eta_l B_{ik} + \eta_i B_{jk} & i < j \end{cases} \]

The assertion follows. \[ \square \]

Let \( L_g \) be the subgroup scheme of \( P_g \) given by

\[ L_g(V) = \left\{ \begin{pmatrix} A & 0 \\ 0 & (A^T)^{-1} \end{pmatrix} \in M_{2g \times 2g}(R_0) \mid A \in \text{GL}_g(R_0) \right\} \]

for any affine scheme \( V = \text{Spec} R_0 \). The above proposition shows in particular that the action of \( L_g \) on \( B_g \) preserves the integrable subbundle \( R_g \). The next proposition gives a precise transformation law for the higher Ramanujan vector fields \( v_{ij} \) under the action of \( L_g \).

**Proposition 5.13.** Let \( v = (v_{ij})_{1 \leq i,j \leq g} \) be the unique symmetric matrix of global sections of \( T_{B_{g,S}/S} \) where \( v_{ij} \) are the higher Ramanujan vector fields for \( 1 \leq i \leq j \leq g \). For every \( p = \begin{pmatrix} A & 0 \\ 0 & (A^T)^{-1} \end{pmatrix} \in L_g(S) \) if we denote \( p_* v = (p_* v_{ij})_{1 \leq i,j \leq g} \), then we have the equality of matrices of sections \( T_{B_{g,S}/S} \) over \( S \)

\[ p_* v = A v A^T, \]

**Proof.** For each \( 1 \leq i \leq j \leq g \), put

\[ w_{ij} := \sum_{m,n=1}^{g} A_{im} v_{mn} A_{jn}. \]

Then we must prove that \( p_* v_{ij} = w_{ij} \) for every \( 1 \leq i \leq j \leq g \), which, by Lemma 5.9, is equivalent to proving that

\[ \nabla_{p_* v_{ij}} \omega_k = \nabla_{w_{ij}} \omega_k, \quad \nabla_{p_* v_{ij}} \eta_k = \nabla_{w_{ij}} \eta_k \]

for every \( 1 \leq k \leq g \). By compatibility (5.7), equations (5.8) are equivalent to

\[ \nabla_{v_{ij}} (p^* \omega_k) = p^* (\nabla_{w_{ij}} \omega_k), \quad \nabla_{v_{ij}} (p^* \eta_k) = p^* (\nabla_{w_{ij}} \eta_k). \]

As each \( \eta_k \) is horizontal for the Gauss-Manin connection, we have \( \nabla_{w_{ij}} \eta_k = 0 \). Further, as \( p \in L_g(S) \), each \( p^* \eta_k \) is an \( R \)-linear combination of \( \eta_1, \ldots, \eta_g \); thus \( p^* \eta_k \) is horizontal for the Gauss-Manin connection.

We are thus reduced to proving that

\[ \nabla_{v_{ij}} (p^* \omega_k) = p^* (\nabla_{w_{ij}} \omega_k) \]
for every $1 \leq i \leq j \leq g$ and $1 \leq k \leq g$. On the one hand, we have

$$p^*\omega_k = \sum_{l=1}^{g} \omega_l A_{lk},$$

so that, by Proposition 5.7,

$$\nabla_{v_{ij}}(p^*\omega_k) = \sum_{l=1}^{g} (\nabla_{v_{ij}}\omega_l) A_{lk} = \eta_j A_{ik} + \eta_i A_{jk}.$$  

On the other hand,

$$\nabla_{w_{ij}}\omega_k = \sum_{m,n=1}^{g} A_{im}(\nabla_{v_{mn}}\omega_k) A_{jn}$$

$$= \sum_{n=1}^{g} A_{ik} \eta_n A_{jn} + \sum_{m=1}^{g} A_{im} \eta_m A_{jk}$$

$$= A_{ik} \left( \sum_{n=1}^{g} \eta_n A_{jn} \right) + \left( \sum_{m=1}^{g} A_{im} \eta_m \right) A_{jk},$$

hence, by Remark 5.12,

$$p^*(\nabla_{w_{ij}}\omega_k) = A_{ik} \left( \sum_{n=1}^{g} p^* \eta_n (A^T)_{nj} \right) + \left( \sum_{m=1}^{g} A_{im} p^* \eta_m \right) A_{jk} = A_{ik} \eta_j + \eta_i A_{jk}. $$

\[\square\]

6. THE CASE $g = 1$: EXPLICIT EQUATIONS

When $g = 1$, we can compute explicit equations for $B_g$ and for the Ramanujan vector field.

6.1. Explicit equation for the universal elliptic curve $X_1$ over $B_1$ and its universal symplectic-Hodge basis. Fix a scheme $U$. Let us recall that every elliptic curve $E$ over $U$ (namely, an abelian scheme of relative dimension 1) has a canonical unique principal polarization $\lambda_E : E \to E^t$ given, for any $U$-scheme $V$ and any point $P \in E(V)$, by

$$\lambda_E(P) = O_E([P] - [O])$$

where $O \in E(V)$ denotes the identity section and $O_E([P] - [O])$ denotes the class in $E^t(V)$ of the inverse of the ideal sheaf defined by the relative Cartier divisor $[P] - [O]$. Therefore, the functor

$$E \mapsto (E, \lambda_E)$$

defines an equivalence between the category of elliptic curves over $U$ and that of principally polarized elliptic curves over $U$. We can thus “forget” the principal polarization: an elliptic curve $E$ will always be assumed to be endowed with its canonical principal polarization $\lambda_E$. In particular, an object of $B_1$ will be denoted simply by a “couple” $(E, b)/U$. 
Remark 6.1. The symplectic form induced by $\lambda_E$ coincides with the composition of the cup product in de Rham cohomology $H^1_{\text{dR}}(E/U) \times H^1_{\text{dR}}(E/U) \to H^2_{\text{dR}}(E/U)$ with the trace map $H^2_{\text{dR}}(E/U) \to \mathcal{O}_U$.

Theorem 6.2. Let

$$B_1 := \text{Spec } \mathbb{Z}[1/2, b_2, b_4, b_6, \Delta^{-1}]$$

where

$$\Delta := \frac{b_2(b_4^2 - b_2b_6)}{4} - 8b_4^3 - 27b_6^2 + 9b_2b_4b_6 = 16 \text{Disc} \left( x^3 + \frac{b_2}{4}x^2 + \frac{b_4}{2}x + \frac{b_6}{4} \right),$$

and let $X_1$ be the elliptic curve over $B_1$ given by the equation

$$y^2 = x^3 + \frac{b_2}{4}x^2 + \frac{b_4}{2}x + \frac{b_6}{4}.$$ 

Then $b_1 = (\omega_1, \eta_1)$ defined by

$$\omega_1 := \frac{dx}{2y}, \quad \eta_1 := \frac{x}{2y}$$

is a symplectic-Hodge basis of $X_{1/B_1}$, and the morphism $B_1 \to B_1$ corresponding to $(X_1, b_1)_{/B_1}$ induces an isomorphism of $B_1$ with the $\mathbb{Z}[1/2]$-stack $\mathcal{B}_1, \mathbb{Z}[1/2]$.

In other words, if $(X_1, b_1)_{/B_1}$ is defined as above, then for any $\mathbb{Z}[1/2]$-scheme $U$, and any elliptic curve $E$ over $U$ endowed with a symplectic-Hodge basis $b$, there exists a unique morphism $F_E : E/U \to X_{1/B_1}$ in $\mathcal{A}_1, \mathbb{Z}[1/2]$ such that $F^*b_1 = b$.

Proof. It is classical that $\omega_1$ so defined is in $F^1(X_1/B_1)$. To prove that $\langle \omega_1, \eta_1 \rangle_{\lambda_E} = 1$ one can, for instance, use the compatibility with base change to reduce this statement to an analogous statement concerning an elliptic curve over $\mathbb{C}$, and then apply the classical residue formula (cf. [5] pp. 23-25).

Let $U$ be a $\mathbb{Z}[1/2]$-scheme and $(E, b)_{/U}$ be an object of $\mathcal{B}_1(U)$, with $b = (\omega, \eta)$. It is sufficient to prove that, locally for the Zariski topology over $U$, there exists a unique morphism $(E, b)_{/U} \to (X_1, b_1)_{/B_1}$ in $\mathcal{B}_1, \mathbb{Z}[1/2]$.

We follow essentially the same steps in [15] 2.2 to find a Weierstrass equation for an elliptic curve. Let us denote by $O : U \to E$ the identity section of the elliptic curve $E$ over $U$ and by $p : E \to U$ its structural morphism. Locally for the Zariski topology on $U$ we can find a formal parameter $t$ in the neighborhood of $O$ such that $\omega$ has a formal expansion in $t$ of the form

$$\omega = (1 + O(t))dt,$$

where $O(t)$ stands for a formal power series in $t$ of order $\geq 1$. Up to replacing $U$ by an open subscheme, we can and shall assume from now on that $t$ exists globally over $U$.

There exist bases $(1, x)$ of $p_*\mathcal{O}_E(2[O])$, and $(1, x, y)$ of $p_*\mathcal{O}_E(3[O])$, such that

$$(6.1) \quad x = \frac{1}{t^2}(1 + O(t)) \quad \text{and} \quad y = \frac{1}{t^3}(1 + O(t)).$$

Then the rational functions $x$ and $y$ necessarily satisfy an equation of the form

$$y^2 + a_1xy + a_3y = x^3 + a_2x^2 + a_4x + a_6,$$
where $a_i$ are uniquely defined global sections of $\mathcal{O}_U$. Since 2 is invertible in $U$, the above equation is equivalent to
\[
(y + \frac{a_1}{2} x + \frac{a_3}{2})^2 = x^3 + \left(\frac{a_1^2 + 4a_2}{4}\right)x^2 + \left(\frac{a_1a_3 + 2a_4}{2}\right)x + \frac{a_3^2 + 4a_6}{4}.
\]
Therefore, after the change of coordinates $(x, y) \mapsto (x, y + \frac{a_1}{2} x + \frac{a_3}{2})$, we can assume that $x$ and $y$ satisfy
\[
y^2 = x^3 + \frac{b_2}{4}x^2 + \frac{b_4}{2}x + \frac{b_6}{4},
\]
where $b_i$ are global sections of $\mathcal{O}_U$. Put differently, we obtain a morphism $F/f : E/U \to X_1/B_1$ in $\mathcal{A}_{1,\mathbb{Z}[1/2]}$.

By considering formal expansions in $t$, we see that $F^*\omega_1 = \omega$. In particular,
\[(\omega, F^*\eta_1) = F^*b_1
\]
is a symplectic-Hodge basis of $E/U$, and there exists a section $s$ of $\mathcal{O}_U$ such that $\eta = F^*\eta_1 + s\omega$. Thus, after the change of coordinates $(x, y) \mapsto (x + s, y)$, we have $F^*b_1 = b$. Therefore, we have constructed a morphism $F/f : (E, b)/U \to (X_1, b_1)/B_1$ in $\mathcal{B}_{1,\mathbb{Z}[1/2]}$.

We now prove that the morphism $F/f$ is unique. Let $F'/f' : (E, b)/U \to (X_1, b_1)/B_1$ be any morphism in $\mathcal{B}_{1,\mathbb{Z}[1/2]}$. If $f' = (b'_2, b'_4, b'_6)$ are the coordinates of $f'$, then $F'$ is given by a basis $(1, x', y')$ of $p_*\mathcal{O}_E(3[O])$ satisfying
\[(y')^2 = (x')^3 + \frac{b'_2}{4}(x')^2 + \frac{b'_4}{2}x' + \frac{b'_6}{4}.
\]
As both $(1, x, y)$ and $(1, x', y')$ (resp. $(1, x)$ and $(1, x')$) are a basis of $p_*\mathcal{O}_E(3[O])$ (resp. $p_*\mathcal{O}_E(2[O])$), then there exists global sections $c_1, c_2, c_3$ of $\mathcal{O}_U$ (resp. $u, v$ of $\mathcal{O}_U^\times$) such that
\[
\begin{align*}
x' &= u(x + c_1) \\
y' &= v(y + c_2x + c_3).
\end{align*}
\]
Note that equation (*) implies that $u^3 = v^2$.

Now, as $(F')^*\omega_1 = F^*\omega_1$, we obtain
\[
\frac{dx'}{2y'} = \frac{dx}{2y} \iff \frac{dx}{v(2(y + c_2x + c_3))} = \frac{dx}{2y},
\]
thus $c_2x + c_3 = 0$ and $u = v$. Since $u^3 = v^2$, we obtain $u = v = 1$ and $(x', y') = (x + c_1, y)$. Finally, as $(F')^*\eta_1 = F^*\eta_1$, we have
\[
\frac{x\,dx'}{2y'} = \frac{dx}{2y} \iff x\,\frac{dx}{2y} + \frac{c_1\,dx}{2y} = \frac{dx}{2y},
\]
hence $c_1 = 0$. Thus $(x', y') = (x, y)$ and this also implies that $f = f'$.

\begin{remark}
By considering the change of variables
\[
\begin{align*}
b_2 &= e_2 \\
b_4 &= (e_2^2 - e_4)/24 \\
b_6 &= (4e_2^3 - 12e_2e_4 + 8e_6)/1728
\end{align*}
\begin{align*}
e_2 &= b_2 \\
e_4 &= b_2^2 - 24b_4 \\
e_6 &= b_2^3 - 36b_2b_4 + 216b_6
\end{align*}
\end{remark}
we see that $B_1 \otimes_{\mathbb{Z}[1/2]} \mathbb{Z}[1/6]$ is isomorphic to

$$\text{Spec } \mathbb{Z}[1/6, e_2, e_4, e_6, (e_4^2 - e_6^2)^{-1}]$$

Under this identification, the universal elliptic curve $X_1$ is given by the equation

$$y^2 = 4 \left( x + \frac{e_2}{12} \right)^3 - \frac{e_4}{12} \left( x + \frac{e_2}{12} \right) + \frac{e_6}{216},$$

and the universal symplectic-Hodge basis $b_1$ by $(dx/y, xdx/y)$.

6.2. Explicit formula for the Ramanujan vector field. It is also possible to give an explicit formula for the Ramanujan vector field $v_{11}$ over $B_1$. Indeed, consider the global section of $T_{B_1/\mathbb{Z}[1/2]}$ given by

$$v := 2b_4 \frac{\partial}{\partial b_2} + 3b_6 \frac{\partial}{\partial b_4} + (b_2b_6 - b_3^2) \frac{\partial}{\partial b_6}.$$ 

One may easily verify using the expression for the Gauss-Manin connection on $H^1_{dR}(X_1/B_1)$ given in B.3 that

$$\nabla_v (\omega_1 \eta_1) = (\omega_1 \eta_1) \begin{pmatrix} 0 & 0 \\ 1 & 0 \end{pmatrix}$$

By Proposition 5.7, $v$ is the Ramanujan vector field $v_{11}$ over $B_1$.

Remark 6.4. Under the isomorphism $B_1 \otimes_{\mathbb{Z}[1/2]} \mathbb{Z}[1/6] \cong \mathbb{Z}[1/6, e_2, e_4, e_6, (e_4^2 - e_6^2)^{-1}]$ of Remark 6.3, $v$ gets identified with the vector field associated to the classical Ramanujan equations:

$$v = \frac{e_2^2 - e_4}{12} \frac{\partial}{\partial e_2} + \frac{e_2e_4 - e_6}{3} \frac{\partial}{\partial e_4} + \frac{e_2e_6 - e_4^2}{2} \frac{\partial}{\partial e_6}.$$ 

A. Symplectic vector bundles

A.1. Symplectic vector bundles. Let $\mathcal{E}$ a vector bundle over $U$. An $O_U$-bilinear map

$$\langle \ , \ \rangle : \mathcal{E} \times \mathcal{E} \longrightarrow O_U$$

is said to be

(1) non-degenerate if the $O_U$-morphism $e \mapsto \langle \ , e \rangle$ from $\mathcal{E}$ to $\mathcal{E}^*$ is an isomorphism,

(2) alternating if $\langle e, e \rangle = 0$ for every section $e$ of $\mathcal{E}$.

Definition A.1. A symplectic form over $\mathcal{E}$ is a non-degenerate and alternating $O_U$-bilinear form over $\mathcal{E}$. A symplectic vector bundle over $U$ is a couple $(\mathcal{E}, \langle \ , \ \rangle)$, where $\mathcal{E}$ is a vector bundle over $U$ and $\langle \ , \ \rangle$ is a symplectic form over $\mathcal{E}$. 
A.2. Lagrangian subbundles. Let $(\mathcal{E},\langle \cdot , \cdot \rangle)$ be a symplectic vector bundle over $U$ and $\mathcal{F}$ be a subbundle of $\mathcal{E}$. We denote by $\mathcal{F}^{\langle \cdot , \cdot \rangle}$ the subsheaf of $\mathcal{E}$ consisting of those sections $e$ of $\mathcal{E}$ such that $\langle f, e \rangle = 0$ for every section $f$ of $\mathcal{F}$.

**Lemma A.2.** We have an exact sequence of $\mathcal{O}_U$-modules

$$0 \rightarrow \mathcal{F}^{\langle \cdot , \cdot \rangle} \rightarrow \mathcal{E} \rightarrow \mathcal{F}^\vee \rightarrow 0$$

where $e \mapsto \langle \cdot , e \rangle|_\mathcal{F}$.

In particular, $\mathcal{F}^{\langle \cdot , \cdot \rangle}$ is a subbundle of $\mathcal{E}$ of rank $\text{rank}(\mathcal{E}) - \text{rank}(\mathcal{F})$.

**Proof.** The sequence $0 \rightarrow \mathcal{F}^{\langle \cdot , \cdot \rangle} \rightarrow \mathcal{E} \rightarrow \mathcal{F}^\vee$ is exact by definition. To see that $\mathcal{E} \rightarrow \mathcal{F}^\vee$ defined above is surjective, one may work locally and remark that in this case $\mathcal{F}$ is a direct factor of $\mathcal{E}$, and thus any $\mathcal{O}_U$-linear functional on $\mathcal{F}$ can be extended to $\mathcal{E}$; then one applies the non-degeneracy of the bilinear form $\langle \cdot , \cdot \rangle$. $lacksquare$

**Definition A.3.** A subbundle $\mathcal{F}$ of $\mathcal{E}$ is said to be isotropic with respect to $\langle \cdot , \cdot \rangle$ if $\mathcal{F} \subset \mathcal{F}^{\langle \cdot , \cdot \rangle}$. An isotropic subbundle of $\mathcal{E}$ such that $\mathcal{F} = \mathcal{F}^{\langle \cdot , \cdot \rangle}$ is said to be a Lagrangian subbundle.

The next result easily follows from Lemma A.2.

**Corollary A.4.** Let $\mathcal{F}$ be an isotropic subbundle of $\mathcal{E}$. Then $2 \text{rank}(\mathcal{F}) \leq \text{rank}(\mathcal{E})$. Moreover, $\mathcal{F}$ is Lagrangian if and only if $2 \text{rank}(\mathcal{F}) = \text{rank}(\mathcal{E})$.

The next lemma shows that Lagrangian subbundles exist locally for the Zariski topology over $U$. This implies in particular that the rank of every symplectic vector bundle is even.

**Lemma A.5.** Let $(\mathcal{E},\langle \cdot , \cdot \rangle)$ be a symplectic vector bundle over $U$ and assume that $U = \text{Spec} \, R$, where $R$ is a local ring. Then there exists a Lagrangian subbundle of $\mathcal{E}$.

**Proof.** Let $S$ be the set of isotropic subbundles of $\mathcal{E}$ ordered by inclusion. It is sufficient to prove that every maximal element in $S$ is a Lagrangian (maximal elements always exist; consider the rank, for instance).

We proceed by contraposition. Let $\mathcal{F}$ be an element of $S$ that is not a Lagrangian. As $R$ is local and both $\mathcal{F}$ and $\mathcal{F}^{\langle \cdot , \cdot \rangle}$ are subbundles $\mathcal{E}$ (cf. Lemma A.2), there exists an integer $k \geq 1$ and global sections $e_1, \ldots, e_k$ of $\mathcal{F}^{\langle \cdot , \cdot \rangle}$ such that

$$\mathcal{F}^{\langle \cdot , \cdot \rangle} = \mathcal{F} \oplus \mathcal{O}_U e_1 \oplus \cdots \oplus \mathcal{O}_U e_k.$$ 

In particular, $\mathcal{F} \oplus \mathcal{O}_U e_1$ is an element of $S$ strictly containing $\mathcal{F}$; thus, $\mathcal{F}$ is not maximal. $lacksquare$

A.3. Symplectic bases. Let $(\mathcal{E},\langle \cdot , \cdot \rangle)$ be a symplectic vector bundle of constant rank $2n$ over $U$.

**Definition A.6.** A symplectic basis of $(\mathcal{E},\langle \cdot , \cdot \rangle)$ over $U$ is a basis of $\mathcal{E}$ over $U$ of the form $(e_1, \ldots, e_n, f_1, \ldots, f_n)$ with $\langle e_i, f_j \rangle = \delta_{ij}$ and $\langle e_i, f_j \rangle = 0$ for all $1 \leq i, j \leq n$.

As Lagrangian subbundles exist locally by Lemma A.5, the next proposition implies in particular that symplectic bases also exist locally.

**Proposition A.7.** Let $U$ be an affine scheme, $(\mathcal{E},\langle \cdot , \cdot \rangle)$ be a symplectic vector bundle over $U$, and $\mathcal{L}$ be a Lagrangian subbundle of $\mathcal{E}$. Then
(1) Every basis \((e_1, \ldots, e_n)\) of \(L\) over \(U\) can be completed to a symplectic basis \((e_1, \ldots, e_n, f_1, \ldots, f_n)\) of \(E\) over \(U\).

(2) If \(F\) is a Lagrangian subbundle of \(E\) such that \(L \oplus F = E\), and \((f_1, \ldots, f_n)\) is a basis of \(F\) over \(U\), then there exists a unique basis \((e_1, \ldots, e_n)\) of \(L\) over \(U\) such that \((e_1, \ldots, e_n, f_1, \ldots, f_n)\) is a symplectic basis of \(E\) over \(U\).

**Proof.** Consider the surjective morphism of \(O_U\)-modules (cf. Lemma A.2)

\[
E \rightarrow L^\vee, \\
e \mapsto \langle \cdot, e \rangle|_L.
\]

Since \(U\) is affine, there exists a sequence \((f'_1, \ldots, f'_n)\) of global sections of \(E\) lifting the dual basis of \((e_1, \ldots, e_n)\) in \(L^\vee\), so that \(\langle e_i, f'_j \rangle = \delta_{ij}\) for every \(1 \leq i, j \leq n\). As \(L\) is an isotropic subbundle of \(E\), to prove (1) it is sufficient to show the existence of global sections \(\ell_j\) of \(L\) such that

\[
f_j := f'_j + \ell_j
\]

satisfy \(\langle f_i, f_j \rangle = 0\) for every \(1 \leq i, j \leq n\).

Since the bilinear form \(\langle \cdot, \cdot \rangle\) is alternating, \(A := ((\langle f'_i, f'_j \rangle))_{1 \leq i, j \leq n}\) is an antisymmetric matrix in \(M_{n \times n}(O_U(U))\). Thus, there exists a matrix \(B = (b_{ij})_{1 \leq i, j \leq g}\) in \(M_{n \times n}(O_U(U))\) such that \(A = B - B^T\). We put

\[
\ell_i := \sum_{j=1}^n b_{ij} e_j,
\]

hence

\[
\langle f_i, f_j \rangle = \langle f'_i, f'_j \rangle + \langle \ell_i, f'_j \rangle - \langle \ell_j, f'_i \rangle = \langle f'_i, f'_j \rangle + b_{ij} - b_{ji} = 0.
\]

We now proceed to the proof of (2). As \(F\) is an isotropic subbundle of \(E\) satisfying \(L \oplus F = E\), the morphism of \(O_U\)-modules

\[
F \rightarrow L^\vee, \\
f \mapsto \langle \cdot, f \rangle|_L
\]

is injective by non-degeneracy of \(\langle \cdot, \cdot \rangle\), thus an isomorphism since \(F\) and \(L^\vee\) have equal rank. The existence and unicity of \((e_1, \ldots, e_n)\) follows from remarking that \((e_1, \ldots, e_n, f_1, \ldots, f_n)\) is a symplectic basis of \(E\) over \(U\) if and only if \((e_1, \ldots, e_n)\) is the basis of \(L\) over \(U\) dual to the basis \(((\langle \cdot, f_1 \rangle|_L, \ldots, \langle \cdot, f_n \rangle|_L))\) of \(L^\vee\). \(\blacksquare\)

**B. Gauss-Manin connection on some elliptic curves**

**B.1. The Weierstrass elliptic curve.** Let

\[
W := \text{Spec}\ C[g_2, g_3, \Delta^{-1}]\]

where

\[
\Delta := g_2^3 - 27g_3^2.
\]
Then we can define an elliptic curve $E$ over $W$ by the classical Weierstrass equation
\[ y^2 = 4x^3 - g_2x - g_3. \]

Further, we define a symplectic-Hodge basis $(\omega, \eta)$ of $E/W$ by the formulas
\[ \omega := \frac{dx}{y}, \quad \eta := x \frac{dx}{y}. \]

**Lemma B.1.** With the above notations, the Gauss-Manin connection $\nabla$ on $H^1_{\text{dR}}(E/W)$ is given by
\[ \nabla (\omega \eta) = (\omega \eta) \otimes \frac{1}{\Delta} \begin{pmatrix} \Omega_{11} & \Omega_{12} \\ \Omega_{21} & \Omega_{22} \end{pmatrix} \]
where
\[
\begin{align*}
\Omega_{11} &= -\frac{1}{4} g_2^2 dg_2 + \frac{9}{2} g_3 dg_3 \\
\Omega_{12} &= \frac{3}{8} g_2 g_3 dg_2 - \frac{1}{4} g_2^2 dg_3 \\
\Omega_{21} &= -\frac{9}{2} g_3 dg_2 + 3g_2 dg_3 \\
\Omega_{22} &= -\Omega_{11}.
\end{align*}
\]

Let us briefly explain how these expressions follow from the description given in [14] A1.3 of the Gauss-Manin connection on the relative first de Rham cohomology of the universal elliptic curve $E$ over the Poincaré half-plane $\mathbb{H}$ (whose fiber at each $\tau \in \mathbb{H}$ is given by the complex torus $E_\tau = \mathbb{C}/(\mathbb{Z} + \mathbb{Z}\tau)$).\(^5\)

We first remark that for any $u \in \mathbb{C}^\times$ we can define an automorphism $M_{u/\mu_u} : E/W \to E/W$ in the category $\mathcal{A}_{1,C}$ by
\[ \mu_u(g_2, g_3) = (u^{-4} g_2, u^{-6} g_3), \quad M_u(x, y) = (u^{-2} x, u^{-3} y). \]

Using that the Gauss-Manin connection commutes with base change and admits regular singularities, we deduce by homogeneity that there exists constants $c_1, \ldots, c_8$ in $\mathbb{C}$ such that
\[
\begin{align*}
\Omega_{11} &= c_1 g_2^2 dg_2 + c_2 g_3 dg_3, \quad \Omega_{12} = c_3 g_2 g_3 dg_2 + c_4 g_2^2 dg_3, \\
\Omega_{21} &= c_5 g_3 dg_2 + c_6 g_2 dg_3, \quad \Omega_{22} = c_7 g_2^2 dg_2 + c_8 g_3 dg_3.
\end{align*}
\]

To determine these constants, we consider the cartesian diagram in the category of complex analytic spaces
\[
\begin{array}{ccc}
\mathbb{E} & \xrightarrow{\Psi} & E(\mathbb{C}) \\
\downarrow & & \downarrow \\
\mathbb{H} & \xrightarrow{\Psi} & W(\mathbb{C})
\end{array}
\]
given by the classical Weierstrass theory:
\[ \Psi(\tau) = (g_2(\tau), g_3(\tau)), \quad \Psi_{\tau}(z) = (\varphi_{\tau}(z), \varphi_{\tau}'(z)). \]

\(^5\)A direct algebraic approach is also possible. See for instance [16] 3 and [17] 3.4.
Finally, we apply once again that that the formation of the Gauss-Manin connection (now in the complex analytic category) commutes with base change, and we use the formulas in [14] A1.3:

\[
\nabla \left( dz \varphi_r(z)dz \right) = \left( dz \varphi_r(z)dz \right) \otimes \frac{1}{2\pi i} \begin{pmatrix}
-\frac{(2\pi i)^2 E_2(\tau)}{12} & -\frac{(2\pi i)^4 E_4(\tau)}{144} \\
(2\pi i)^2 E_2(\tau)/12 & 1
\end{pmatrix} \, d\tau
\]

B.2. The elliptic curve \( X/B \) over \( \mathbb{Z}[1/6] \). Let

\[ B := \text{Spec} \mathbb{Z}[1/6, e_2, e_4, e_6, \Delta^{-1}] \]

where

\[ \Delta := e_4^3 - e_6^2. \]

We define an elliptic curve \( X \) over \( B \) by

\[ y^2 = 4 \left( x + \frac{e_2}{12} \right)^3 - e_4 \left( x + \frac{e_2}{12} \right) + \frac{e_6}{216}. \]

We define a symplectic-Hodge basis \((\omega, \eta)\) of \( X/B \) by the formulas

\[ \omega := \frac{dx}{y}, \quad \eta := \frac{dx}{y}. \]

Note that there is a morphism \( F_{/f} : (X_c)/B_c \to E/W \) in \( \mathcal{A}_{1, c} \) given by

\[ f(e_2, e_4, e_6) = \left( \frac{e_4}{12}, -\frac{e_6}{216} \right), \quad F(x, y) = \left( x + \frac{e_2}{12}, y \right). \]

By pulling back the Gauss-Manin connection on \( H^1_{\text{dR}}(E/W) \) described in Lemma B.1 by the morphism \( F_{/f} \), we obtain that the Gauss-Manin connection \( \nabla \) on \( H^1_{\text{dR}}(X/B) \) over \( \mathbb{Z}[1/6] \) is given by

\[
\nabla \left( \begin{array}{c}
\omega \\
\eta
\end{array} \right) = \left( \begin{array}{c}
\omega \\
\eta
\end{array} \right) \otimes \frac{1}{\Delta} \begin{pmatrix}
\Omega_{11} & \Omega_{12} \\
\Omega_{21} & \Omega_{22}
\end{pmatrix}
\]

where

\[
\Omega_{11} = \left( \frac{e_2 e_6 - e_4^2}{4} \right) de_4 + \left( \frac{e_6 - e_2 e_4}{6} \right) de_6 \\
\Omega_{12} = -\frac{\Delta}{12} de_2 - \left( \frac{e_4^2 e_6 - 2e_2^2 e_4^2 + e_4^4 e_6}{48} \right) de_4 + \left( \frac{e_4^2 - 2e_2 e_6 + e_4^2 e_6}{72} \right) de_6 \\
\Omega_{21} = 3e_6 de_4 - 2e_4 de_6 \\
\Omega_{22} = -\Omega_{11}.
\]

B.3. The universal elliptic curve \( X_{1/B_1} \) over \( \mathbb{Z}[1/2] \). Consider the elliptic curve \( X_1 \) over \( B_1 \) defined in Theorem 6.2 and let \( \Phi_{/\varphi} : (X_1, \mathbb{Z}[1/6])/B_1, \mathbb{Z}[1/6] \to X/B \) be the isomorphism in \( \mathcal{A}_{1, \mathbb{Z}[1/6]} \) given by

\[ \varphi(b_2, b_4, b_6) = (b_2, b_2^2 - 24b_4, b_2^4 - 36b_2 b_4 + 216b_6), \quad \Phi(x, y) = (x, 2y). \]

If \((\omega_1, \eta_1)\) denotes de symplectic-Hodge basis of \( X_{1/B_1} \) defined in Theorem 6.2, then by pulling back the Gauss-Manin connection on \( H^1_{\text{dR}}(X_1/B_1) \) described in B.2 by the isomorphism \( \Phi_{/\varphi} \), we obtain that the Gauss-Manin connection \( \nabla \) on \( H^1_{\text{dR}}(X_1/B_1) \) over \( \mathbb{Z}[1/2] \) is given by
\[ \nabla \begin{pmatrix} \omega_1 \\ \eta_1 \end{pmatrix} = \begin{pmatrix} \omega_1 \\ \eta_1 \end{pmatrix} \otimes \frac{1}{\Delta} \begin{pmatrix} \Omega_{11} & \Omega_{12} \\ \Omega_{21} & \Omega_{22} \end{pmatrix} \]

where

\[ \Omega_{11} = \frac{b_2^2 b_6 - 6 b_2 b_4 - 2 b_2^2}{8} d_{b_2} + \frac{4 b_4^2 - 3 b_2 b_6}{2} d_{b_6} + \frac{18 b_6 - b_2^2}{4} d_{b_6} \]
\[ \Omega_{12} = \frac{2b_4^3 + 9 b_2^2 - 2 b_2 b_4 d_{b_2}}{4} + \frac{b_2^2 b_6 - b_2 b_2^2 - 6 b_4 d_{b_6}}{4} + \frac{4 b_4^2 - 3 b_2 b_6}{4} d_{b_6} \]
\[ \Omega_{21} = \frac{3 b_2 b_6 - 4 b_2^2}{4} d_{b_2} + \frac{b_2^2 b_4 - 18 b_6}{2} d_{b_4} + \frac{24 b_4 - b_2^2}{4} d_{b_6} \]
\[ \Omega_{22} = -\Omega_{11}. \]
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