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Abstract—Over-the-air computation (AirComp)-based federated learning (FL) enables low-latency uploads and the aggregation of machine learning models by exploiting simultaneous co-channel transmission and the resultant waveform superposition. This study aims at realizing secure AirComp-based FL against various privacy attacks where malicious central servers infer clients’ private data from aggregated global models. To this end, a differentially private AirComp-based FL is designed in this study, where the key idea is to harness receiver noise perturbation injected to aggregated global models inherently, thereby preventing the inference of clients’ private data. However, the variance of the inherent receiver noise is often uncontrollable, which renders the process of injecting an appropriate noise perturbation to achieve a desired privacy level quite challenging. Hence, this study designs transmit power control across clients, wherein the received signal level is adjusted intentionally to control the noise perturbation levels effectively, thereby achieving the desired privacy level. It is observed that a higher privacy level requires lower transmit power, which indicates the tradeoff between the privacy level and signal-to-noise ratio (SNR). To understand this tradeoff more fully, the closed-form expressions of SNR (with respect to the privacy level) are derived, and the tradeoff is analytically demonstrated. The analytical results also demonstrate that among the configurable parameters, the number of participating clients is a key parameter that enhances the received SNR under the aforementioned tradeoff. The analytical results are validated through numerical evaluations.

I. INTRODUCTION

To perform intelligent big-data analysis driven using client-generated data from mobile devices while preserving the privacy of the clients, federated learning (FL) [1], [2] has attracted considerable attention. FL is a distributed machine-learning (ML) technique that enables clients to learn a shared ML model collaboratively while keeping their local data on their devices. Specifically, each client trains an ML model locally and uploads the model parameters instead of uploading their local data to a central server. The central server aggregates the model parameters and forms a global model. In FL, clients are not required to expose their private data to the central servers, which is beneficial in terms of client privacy. This is unlike conventional MLs that acquire and store the training data in central servers, wherein clients’ private data can be exposed to the central servers.

However, despite these promising benefits, FL involves the following two challenges: First, uploading model parameters requires connectivity of many clients via wireless multiple-access channel with limited radio resources, resulting in considerable upload latencies [1], [2]. Second, despite preventing the exposure of clients’ private data, FL still faces the risk of privacy leakage. This happens because the model parameters uploaded by clients may still be informative [3]–[5], and the clients’ private data may be inferred by malicious central servers from the aggregated global model parameters [3]. These challenges call for the design of low-latency multiple-access schemes that also preserve privacy of clients in the sense that client private data cannot be inferred by such inference attacks.

Regarding the first issue of upload latency over wireless multiple-access channels, over-the-air computation (AirComp) has emerged as a promising approach [6]–[10]. AirComp typically computes the desired functions by exploiting the wireless superposition nature yielded from the simultaneous transmission of analog-modulated signals. This simultaneous transmission leads to dramatic latency reduction when compared to the conventional orthogonal access techniques. In the FL context, the aggregation of model parameters transmitted by clients can be performed using AirComp. Typically, these existing studies aim at minimizing the noise perturbation injected to the computation results of global model parameters. For example, this goal can be achieved by enhancing the received signal-to-noise ratio (SNR) using user scheduling [6] or by minimizing the mean squared error (MSE) between the desired computation results and received symbols through transmit power control [8], analog beamforming [7], multiple-input–multiple-output (MIMO) beamforming [9], or phase shifting by reflecting surfaces [10]. However, the minimization of noise perturbation and the consequent accurate estimation of the desired computation results still include risks from the aforementioned inference attacks performed by malicious central servers in base stations (BSs) or access points in the AirComp-based FL.

To tackle these two challenges jointly, we aim to design an AirComp-based FL that is secure against the aforementioned inference attacks. This goal is achieved by harnessing the perturbation from the inherent receiver noises, instead of minimizing the noise perturbations, thereby preserving differential privacy [11]. In a nutshell, differential privacy is a privacy notion quantified by the difference in possible outcomes of data aggregations (e.g., calculating an arithmetic mean) performed with or without each individual’s data. The smaller difference indicates that each individual’s contribution is smaller, which makes it harder for adversaries to infer data of each individual. Hence, the smaller difference is interpreted as a higher privacy level. In the FL context, designing a differentially private model aggregation with a higher privacy level makes it harder for malicious model aggregators to infer clients local models, resulting in the privacy protection from the aforementioned inference attacks [12]–[15]. Recent studies designed a differentially private FL in non-AirComp by injecting artificial noises to aggregated global model parameters. However, unlike these studies, our objective is to design an AirComp-based FL that preserves differential privacy by using the inherent receiver noises. Therein, the differential privacy level depends on the configurable wireless parameters, e.g., transmit powers, and hence, designing such parameters is
necessary, which is an essential difference from designing differential private FL in non-AirComp.

The main contributions of this paper are as follows:

- We design AirComp-based FL that achieves data security against the aforementioned privacy inference attacks, based on the following two ideas. The first idea is preserving a higher level of differential privacy [11] by harnessing the perturbation from receiver noises inherently injected into aggregated global models. However, utilizing receiver noises poses the challenge of injecting an appropriate noise perturbation level to achieve a desired privacy level, because the variance of receiver noises is often uncontrollable. Motivated by this, the second idea is to intentionally adjust the received signal level by controlling the transmit powers, thereby controlling the perturbation levels effectively so that the desired privacy level is achieved. Through numerical evaluations, we demonstrate that the designed transmit power control achieves a higher privacy level compared to a conventional power control [6] while exhibiting comparable training performance.

- To obtain a fuller understanding of the performance of the designed AirComp-based FL, we derive a closed-form expression that presents the relationship between the essential performance metrics: received SNR and differential privacy level. The analytical results demonstrate the following two facts: (i) there is a challenging tradeoff between the received SNR and differential privacy level; (ii) under a constraint wherein a higher privacy level is desired, the number of participating clients will be a major configurable parameter that can enhance the received SNR. The analytical results are verified through numerical evaluations.

The remainder of this paper is organized as follows: In Section II, we provide a system model. In Section III, we design a transmit power control scheme to preserve the differential privacy with a target privacy level in the AirComp-based FL model aggregation. In Section IV, we analytically derive the received SNR and investigate the tradeoffs between the received SNR and privacy level. In Section V, we present a numerical evaluation to verify our analytical results. In Section VI, we present our concluding remarks.

II. SYSTEM MODEL

A. Federated Learning

We consider an FL system comprising $I$ clients and one BS. A shared model represented by parameters $\theta$ is trained cooperatively across all clients with their own local datasets, each of which is denoted by $D_i$, where $i \in I := \{1, \ldots, I\}$ denotes the index of clients $I$. The objective of this learning is to train the parameters $\theta$ to minimize the model error, termed loss function, thereby, obtaining a good approximation for the target labels:

$$
\theta^* = \arg \min_{\theta} \frac{1}{|D|} \sum_{(x_j, y_j) \in D} f(x_j, y_j; \theta),
$$  

where $D := \bigcup_{i} D_i$. In $f$, $f(x_j, y_j; \theta)$ denotes the loss function with respect to the samples $(x_j, y_j) \in D$ quantifying the error between the model output and the target label $y_j$ with respect to the input sample $x_j$. The straightforward approach to learn $\theta^*$ is to gather the local datasets in the BS and minimize

$$
\sum_{i} w_i \Delta_i + \text{noise} \sum_{i} w_i \Delta_i
$$

Fig. 1. AirComp-based FL [6], [7]. The weighted average of model updates $\Delta_i$ for $i = 1, 2, \ldots, I$ is computed by exploiting the superposition of analog-modulated wireless signals. Prior to transmitting amplitude-modulated model updates, wireless channel inversion is performed at the client side. The detailed procedure is as follows: First, the BS distributes the shared parameters $\theta_{\text{global}}$ across all clients. Subsequently, each client computes the parameter updates $\Delta_i$ to minimize the local loss function. Finally, the BS integrates the parameter updates uploaded by the clients by, for example, taking a weighted average of the parameters updates $\Delta_i$. The detailed procedure is termed \textit{round} and is iterated until the terminate conditions are satisfied, e.g., model performance converges or a predefined number of rounds has been reached.

B. AirComp for FL Model Aggregation

In AirComp-based FL, the BS performs model aggregation by exploiting the superposition nature of the wireless signals transmitted by all clients, as illustrated in Fig. 1. Let the local update computed by client $i$ in a typical round be denoted as $\Delta_i = \{\Delta_{i(1)}, \ldots, \Delta_{i(|D_i|)}\}^T$. We consider that transmission time is slotted as in time division multiple access (TDMA) channel in a cellular network, and that each element of the local update is transmitted in each time slot. The clients modulate the
symbol $s_i^{(d)} := w_i \Delta_i^{(d)} / \sum_{i \in I} w_i$ for $d \in \{1, 2, \ldots, D\}$ with analog-amplitude modulation, wherein modulated symbols are constant over a time slot. We also consider that all clients perform a slot-level synchronization through a synchronization channel as in timing advance in LTE systems \[16\]. Therein, all clients transmit the modulated signals simultaneously to exploit the superposition nature of the wireless signals. The modulated signal in the client $i$ is given by

$$y_i^{(d)} = \sqrt{\rho} b_i^{(d)} \cos(2\pi ft),$$ (3)

where $f$ denotes the central frequency of the modulated signal and $b_i^{(d)}$ denotes the power control policies to prohibit the transmit power from exceeding the predefined maximum value of $P_0$. Hereinafter, we consider the computation for one time slot and skip the notation indicating the time slot $(d)$, for ease of notation.

We consider that the modulated signal is transmitted via a Rayleigh fading and additive white Gaussian noise channel, and that it is detected by a matched-filter procedure \[17\] for the transmitted signal in \[3\]. Given the distance between the client $i$ and BS, $r_i$, the product of the transmit and receive antenna gains, $G$, and the path loss exponent $\alpha$, the received symbol is given by

$$r = \sum_{i \in I} \sqrt{\beta} r_i^{-\alpha/2} \sqrt{G} h_i b_i s_i + n,$$ (4)

where $\beta$ is the path loss for a reference unit distance, $n \sim \mathcal{CN}(0, \sigma_n^2)$ is the receiver noise, and $h_i \sim \mathcal{CN}(0, 1)$ is the fading channel gain.

The client-side transmission power strategy $b_i$ is given such that we obtain the desired computation $\sum_{i \in I} s_i$ from the received symbol. The solution is the channel inversion pre-processing with the maximum power constraint $|b_i s_i|^2 \leq P_0$ \[6\]. In the channel inversion, $b_i$ is set as $\sqrt{\rho}/(r_i^{-\alpha/2} h_i)$, where $\rho$ is constant for all clients and is termed the power-scaling factor. Considering that the maximum transmit power constraint should be satisfied across all clients, the power-scaling factor $\rho$ should be \[6\]

$$\rho \leq \min_{i \in I} \frac{r_i^{-\alpha}|h_i|^2}{|s_i|^2} P_0.$$ (5)

Given the channel inversion, the received symbol at the BS results in

$$r = \sqrt{G\beta \rho} \sum_{i \in I} s_i + n_0.$$ (6)

We take the real part of the received symbol and multiply the inversion of $\sqrt{G\beta \rho}$ to obtain the desired model update aggregation $\sum_{i \in I} s_i$. The computation results are as follows:

$$\sum_{i \in I} s_i + \frac{1}{\sqrt{G\beta \rho}} n_1,$$ (7)

where $n_1 \sim \mathcal{N}(0, \sigma_n^2/2)$ is the real part of the receiver noise.

III. TRANSMIT POWER CONTROL IN AIRCOMP FL FOR DIFFERENTIAL PRIVACY

We design the transmit power control for an AirComp-based FL to achieve differential privacy. Prior to providing details, we note the definition of differential privacy. Differential privacy is defined to characterize randomized mechanisms that output a desired value computed over a dataset perturbed with a random noise. The definition of differential privacy is as follows:

**Definition 1.** (Differential Privacy \[11\]) A randomized mechanism $\mathcal{M}$ is $(\epsilon, \delta)$-differentially private if for any pair of adjacent dataset $\mathcal{D}$ and $\mathcal{D}'$ and any sort of possible outcome $S \subseteq \text{Range}(\mathcal{M})$, we obtain

$$\mathbb{P} (\mathcal{M}(\mathcal{D}) \in S) \leq e^\epsilon \mathbb{P} (\mathcal{M}(\mathcal{D}') \in S) + \delta.$$ (8)

In the above definition, $\text{Range}(\mathcal{M})$ is the set of all possible outcomes of $\mathcal{M}$. Note that the values $\epsilon$ and $\delta$ represent the similarity in the distribution of the outcomes of the randomized mechanisms performed over the datasets $\mathcal{D}$ and $\mathcal{D}'$, and are interpreted as a privacy level \[11\]. Lower $\epsilon$ and $\delta$ account for a higher privacy level.

The computation in \[2\] is also a randomized mechanism, and the noise perturbation can be controlled by the power-scaling factor $\rho$. Hence, an appropriate design of the power-scaling factor realizes the $(\epsilon, \delta)$-differential privacy. We set the power-scaling factor so that differential privacy with the privacy level $\epsilon$ and $\delta$ can be preserved in the following discussion. Note that as the power-scaling factor and transmit power are proportional to each other, we use “setting the power scaling factor” and “transmit power control” interchangeably hereinafter.

A. Update Clipping

In the computation discussed above, there is no limit to the query sensitivity, which is crucial to preserve the differential privacy \[11\]. The sensitivity is generally referred to as the maximum effect of the attendance of one entity holding data on the desired computation results. In the case of the computation in \[7\], the query sensitivity is given by \[12\]

$$\max_{k \in I} \left| \sum_{i \in I} s_i - \sum_{i \in I \setminus \{k\}} s_i \right|.$$ (9)

A solution to this issue is the application of update clipping, which was proposed in \[12\] for non-AirComp FL. In update clipping, the weighted local update in each client $w_i \Delta_i / \sum_{i \in I} w_i$ is bounded by a threshold $S > 0$, as follows:

$$s_i = \frac{w_i \Delta_i}{\sum_{i \in I} w_i} \min \left\{ 1, \frac{\sum_{i \in I} w_i}{w_i |\Delta_i|} S \right\}.$$ (10)

In update clipping, the query sensitivity is also bounded by $S$, as follows: The sensitivity in \[9\] is equivalent to $\max_k |s_k|$, which is obviously less or equal to $S$ in the clipping in \[10\].

B. Power-Scaling Factor Constraint for Differential Privacy

Based on the aforementioned update clipping, we adaptively choose the power-scaling factor $\rho$ with the objective of the computation in \[7\] being $(\epsilon, \delta)$-differentially private with the target privacy level of $\epsilon$ and $\delta$. First, we provide the condition that the computation in \[7\] is $(\epsilon, \delta)$-differentially private, as follows:

1 In the FL context, the notion of “adjacent” means that one dataset can be formed by adding or removing all examples associated with a single client from the other dataset \[12\].
Lemma 1. (Power-scaling factor constraint for differential privacy) Given the target privacy level $\epsilon$ and $\delta$, the computation in (7) is $(\epsilon, \delta)$-differentially private if
\[
\rho \leq \frac{\sigma_n^2}{4G\beta P_0 S^2} \frac{\epsilon^2}{\ln(1.25/\delta)}.
\] (11)

Proof. From the reproducibility of the Gaussian distribution, the second term in (7) is also a random variable following a Gaussian distribution with standard deviation of $\sigma_n/\sqrt{2G\beta \rho}$. Given the sensitivity of the query bounded by $S$, the computation in (7) is $(\epsilon, \delta)$-differentially private if (11):
\[
\frac{\sigma_n}{\sqrt{2G\beta \rho}} \geq S\sqrt{2\ln(1.25/\delta)} \epsilon.
\]
By solving for $\rho$, we obtain (11). \qed

By setting the power-scaling factor $\rho$ to satisfy both (3) and (11), we can achieve $(\epsilon, \delta)$-differential privacy in the computation in (7). Note that the scaling factor is set to be the maximum value that satisfies these two constraints, to enhance the received SNR.

Proposition 1. (Transmit power control preserving differential privacy) If we set the power-scaling factor $\rho$ as $\rho^*$ given by:
\[
\rho^* = P_0 \min \left\{ \min_{i \in I} \frac{r_i^{-\alpha}|h_i|^2}{|s_i|^2} \frac{\sigma_n^2}{4G\beta P_0 S^2} \epsilon^2 \right\},
\] (12)
then, the computation in (7) is $(\epsilon, \delta)$-differentially private.

Proof. The power-scaling factor $\rho^*$ satisfies the constraint for differential privacy (11); therefore, the computation in (7) with the strategy $\rho^*$ will be $(\epsilon, \delta)$-differentially private. \qed

IV. ANALYSIS OF TRADEOFF BETWEEN SNR AND PRIVACY LEVEL

In the designed transmit power control, there is a tradeoff between the received SNR and privacy level $(\epsilon, \delta)$, and we derive this tradeoff analytically. As a higher received SNR generally leads to a better performance of FL models [6], this analytical result provides an insight into the difficulty of enhancing the model performance learned in the designed AirComp while preserving the differential privacy with a higher privacy level.

The tradeoff between the received SNR and privacy level can be obtained by deriving the SNR bound in the designed transmit power control, as follows:

Proposition 2. (SNR-privacy-level tradeoff) The received SNR in the designed transmit power control is bounded by:
\[
\text{SNR} \leq \frac{G\beta I^2 P_0}{\sum_{i \in I} r_i^\alpha \sigma_n^2} \left[ 1 - \exp \left( \frac{-\sum_{i \in I} r_i^\alpha \sigma_n^2}{4G\beta P_0 S^2} \frac{\epsilon^2}{\ln(1.25/\delta)} \right) \right].
\] (15)

Proof. See Appendix. \qed

Remark 1. The SNR bound in (15) decreases monotonously as the target privacy level increases (i.e., $\epsilon$ and $\delta$ decrease). This indicates the tradeoff between the received SNR and privacy level exactly.

It is also remarkable that the number of clients $I$ is the most important factor for enhancing the received SNR while preserving a higher privacy level, i.e., smaller values of $\epsilon$ and $\delta$. This fact can be expressed using the first-order Taylor approximation of the upper bound for the received SNR in (15). Let the upper bound of the received SNR be denoted by $\text{SNR}_b$. For $\frac{\epsilon^2}{\ln(1.25/\delta)} \ll 4G\beta P_0/\sum_{i \in I} r_i^\alpha \sigma_n^2$, the upper bound of the received SNR can be approximated by:
\[
\text{SNR}_b \approx \frac{G\beta I^2 P_0}{\sum_{i \in I} r_i^\alpha \sigma_n^2} \left[ 1 - \exp \left( \frac{-\sum_{i \in I} r_i^\alpha \sigma_n^2}{4G\beta P_0 S^2} \frac{\epsilon^2}{\ln(1.25/\delta)} \right) \right]
\approx \frac{G\beta I^2 P_0}{\sum_{i \in I} r_i^\alpha \sigma_n^2} \frac{\epsilon^2}{4G\beta P_0 S^2} \ln(1.25/\delta)
\approx \frac{I^2}{4} \frac{\epsilon^2}{\ln(1.25/\delta)}.
\] (16)

Clearly, the received SNR depends only on the number of clients. Hence, the number of clients is a key factor for realizing a higher SNR while preserving a higher privacy level.

V. NUMERICAL EVALUATION

A. Settings

Clients and BS setting: The evaluation is performed under the condition that the clients are placed depart from a BS, at a distance of 100 m, i.e., $r_i = 100$ m for $i \in \{1, \ldots, I\}$. Both the clients and BS are equipped with omni-antennas, and hence, $G = 0$ dBi. The central frequency is considered to be 5.0 GHz. The variance of the receiver noise is $\sigma_n^2 = -60$ dBm. The path loss exponent is $\alpha = 2$. The path loss for a reference unit distance $\beta$ is $-46$ dB.
Analytical bound in (16) provides the received SNR for the two maximum transmit powers \( P_0 \), i.e., 10 dBm and 30 dBm. We can see that, as the number of clients increases, the received SNR increases, along with the analytical SNR bound in (16). When compared to the increase in the number of clients, the increase in the maximum transmit power does not have an impact on the received SNR.

These facts validate our statement: for a higher target privacy level, the number of clients is a key factor that enhances the received SNR.

### B. Results

#### Validity of analytical result for received SNR bound:

We validate the analytical results of the upper bound of the received SNR. Fig. 2 shows the SNR bound in (15) for the number of clients equal to five and 100 and received SNR measured in the simulation for \( \epsilon = 0.01, 0.1, 0.5, 0.95 \). The maximum transmit power is set as \( P_0 = 10 \text{ dBm} \). Fig. 2 validates the analysis in the sense that the derived bound for the received SNR is indeed an upper bound of the received SNR measured in the simulation. Moreover, Fig. 2 demonstrates that a lower \( \epsilon \) results in a lower received SNR, and this trend coincides with the analytical upper bound of the received SNR. This result also validates our statement: there is a tradeoff between the received SNR and differential privacy level.

We validate the analytical results in (15), i.e., for a higher target privacy level, the number of clients participating in the computation has a significant impact on the received SNR, relative to other wireless factors. Fig. 3 shows the received SNR in the simulations, along with the analytical results in (16), under the condition of \( \epsilon = 0.01 \). As an example, Fig. 3 provides the received SNR for the two maximum transmit powers \( P_0 \), i.e., 10 dBm and 30 dBm. We can see that, as the number of clients increases, the received SNR increases, along with the analytical SNR bound in (16). When compared to the increase in the number of clients, the increase in the maximum transmit power does not have an impact on the received SNR. These facts validate our statement: for a higher target privacy level, the number of clients is a key factor that enhances the received SNR.

#### Training performance:

We demonstrate that our designed power control can achieve a higher differential privacy level while exhibiting comparable training performance relative to a conventional power control that sets the transmit power to be maximum in the constraint (5), i.e., setting the power scaling factor \( \rho \) as \( \rho_{\text{conv}} := \min_{i \in I} P_i \) [20]. Fig. 4 shows the training performance and differential privacy level of our designed power control and conventional power control for number of clients equal to 5 and 100 in the maximum transmit power \( P_0 = 10 \text{ dBm} \). Note that in the designed power control, the target privacy level is set as \( \epsilon = 0.01 \). The conventional power control does not achieve the target privacy level in the designed power control, i.e., \( \epsilon = 0.01 \), which shows the superiority of the designed power control to conventional one in terms of differential privacy levels. Regarding the training performance, the designed power control exhibits much poorer performance than the conventional one, owing to the abovementioned tradeoff, i.e., a lower received SNR for achieving the privacy level of \( \epsilon = 0.01 \) when the number of clients is equal to 5. Meanwhile, when the number of clients is equal to 100, the training performance in the designed power control is closer to that in the conventional one, owing to the enhanced received SNR.

The privacy level in the conventional power control is calculated with Lemma 1 by substituting the average power scaling factor \( E[\rho_{\text{conv}}] \) into (13) and then by solving for the privacy level \( \epsilon \).
VI. CONCLUSION

We designed AirComp-based FL preserving differential privacy with a desired privacy level to protect local data of clients against privacy inference attacks. To this end, we considered the use of inherent receiver noises and designed transmit power control to control the level of noise perturbation to the aggregated global model, ensuring a desired privacy level could be achieved. To gain insight into the challenges to achieve a higher privacy level, we derived a closed-form expression of SNR w.r.t. the privacy level and quantified the tradeoff between these two metrics. Moreover, the analytical results demonstrate that the number of participating clients is the major factor to enhance the SNR under the tradeoff in particular when a higher privacy level is desired. These analytical results were verified through numerical evaluations. The evaluation results also demonstrated the feasibility of the designed power control achieving a performance comparable to that of a conventional power control while achieving a higher differential privacy level.

APPENDIX

PROOF OF PROPOSITION 2

From (6), the received SNR is given by

$$SNR = \frac{E_{h,s} \left[ \sqrt{G} \sqrt{\beta} \sum_{i \in I} \sqrt{\rho^*} s_i \right]^2}{E_{n_0} \left[ n_0 \right]^2} = \frac{G \beta^{-2} E_{h,s} \left[ \rho^* \right] \sum_{i \in I} s_i^2 \leq \frac{G \beta^2 \sum_{i \in I} s_i^2}{\sigma_n^2} \leq \frac{G \beta I^2 S^2 E_{h,s} \left[ \rho^* \right]}{\sigma_n^2}, \quad (17)$$

where $h \equiv (h_1, \ldots, h_I)$ and $s \equiv (s_1, \ldots, s_I)$. The inequality $(a)$ stems from the fact that, in the update clipping in (10), $\sum_{i \in I} s_i \leq IS$.

In what follows, we derive $E_{h,s} \left[ \rho^* \right]$. To this end, we first prove the following fact: given that $|h_i|^2$ follows an exponential distribution with unit mean, $\min_i |h_i|^2 r_i^{-\alpha}$ follows an exponential distribution with a mean of $1/\sum_{i \in I} r_i^\alpha$. The proof is obtained by deriving the complementary cumulative distribution function (CCDF) of $\min_i |h_i|^2 r_i^{-\alpha}$. Given $x \in \mathbb{R}$, we have

$$P \left( \min_{i \in I} |h_i|^2 r_i^{-\alpha} \geq x \right) = P \left( \bigcap_{i \in I} |h_i|^2 r_i^{-\alpha} \geq x \right) = P \left( \bigcap_{i \in I} |h_i|^2 \geq x r_i^\alpha \right) = \prod_{i \in I} P \left( |h_i|^2 \geq x r_i^\alpha \right) = \exp \left( -\sum_{i \in I} r_i^\alpha x \right),$$

which is exactly the CCDF of an exponential distribution with mean $1/\sum_{i \in I} r_i^\alpha$. Let $\sigma_n^2 = 4G I \max_{x \in \mathbb{R}^+} \min_{x \in \mathbb{R}^+} |h_i|^2 r_i^{-\alpha}$ be denoted as $g_{th}$. From the fact that $g \equiv \min_{i \in I} r_i^{-\alpha} |h_i|^2$ follows the exponential distribution with mean $1/\sum_{i \in I} r_i^\alpha$, we obtain $E_{h,s} \left[ \rho^* \right]$ as follows:

$$E_{h,s} \left[ \rho^* \right] = \int_0^{g_{th}} \rho^* p(g) dg + \int_{g_{th}}^{\infty} \rho^* p(g) dg = \int_0^{g_{th}} g P_0 \frac{S^2}{g} \rho^* \exp \left( -g \sum_{i \in I} r_i^\alpha \right) dg + \int_{g_{th}}^{\infty} \rho^* P_0 \frac{S^2}{g} \rho^* \exp \left( -g \sum_{i \in I} r_i^\alpha \right) dg = \frac{P_0}{S^2} \sum_{i \in I} r_i^\alpha \left( 1 - \exp \left( -g_{th} \sum_{i \in I} r_i^\alpha \right) \right). \quad (18)$$

Substituting (18) into (17), we obtain (15).
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