End-to-end Music-mixed Speech Recognition
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Abstract—Automatic speech recognition (ASR) in multimedia content is one of the promising applications, but speech data in this kind of content are frequently mixed with background music, which is harmful for the performance of ASR. In this study, we propose a method for improving ASR with background music based on time-domain source separation. We utilize Conv-TasNet as a separation network, which has achieved state-of-the-art performance for multi-speaker source separation, to extract the speech signal from a speech-music mixture in the waveform domain. We also propose joint fine-tuning of a pre-trained Conv-TasNet front-end with an attention-based ASR back-end using both separation and ASR objectives. We evaluated our method through ASR experiments using speech data mixed with background music from a wide variety of Japanese animations. We show that time-domain speech-music separation drastically improves ASR performance of the back-end model trained with mixture data, and the joint optimization yielded a further significant WER reduction. The time-domain separation method outperformed a frequency-domain separation method, which reuses the phase information of the input mixture signal, both in simple cascading and joint training settings. We also demonstrate that our method works robustly for music interference from classical, jazz and popular genres.

I. INTRODUCTION

Automatic speech recognition (ASR) for multimedia content such as movies, dramas, broadcast news and other online videos is useful for automatic subtitle generation. Speech signals in these kinds of real-world multimedia content are frequently mixed with background music in order to make listeners immerse in. However, the music in speech signal causes significant performance degradation in ASR [1][2].

Despite its importance, there is limited research on music-mixed ASR compared to noisy and reverberant ASR. In a small number of existing approaches, it was tackled by removing music interference with unsupervised separation methods such as NMF [3] and robust PCA [4] or denoising autoencoders [5][6]. In [3], NMF was employed for extracting speech signal from a speech-music mixture and ASR was performed with a GMM-HMM acoustic model trained on clean data. Zhao et al. [5] trained a denoising autoencoder using mixture data as input and clean speech as target. They used a hybrid DNN-HMM acoustic model for ASR. In general, music-mixed ASR is very challenging, since the music interference is highly non-stationary and at low signal-to-noise ratios.

Recently a fully-convolutional neural network called a convolutional time-domain audio separation network (Conv-TasNet) [7], which operates in the waveform domain, has shown to achieve an excellent performance for multi-speaker source separation. Due to its high performance and flexibility, it was also adopted for many other tasks. Kinoshita et al. [8] used a Conv-TasNet for speech denoising and dereverberation and achieved better ASR performance than a frequency-domain counterpart method. Défossez et al. [9] used a Conv-TasNet and its variant for singing voice separation.

In this paper, motivated by the recent progress in the time-domain source separation mentioned above, we investigate the use of a Conv-TasNet for the purpose of improving speech recognition with background music interference. Thus, we adopt a Conv-TasNet for the speech-music separation task and utilize an attention-based [10] ASR model for the speech recognition task, whereas the previous studies utilized an HMM-based ASR model.

This allows us to combine the Conv-TasNet front-end with the attention-based ASR back-end to form an end-to-end music-mixed ASR system that directly operates on raw waveform features. A similar network for the multi-speaker source separation task has been used in [11]. We retrain the pre-trained front-end and the back-end models jointly and evaluate our method through ASR experiments using speech data mixed with background music from a wide variety of Japanese animations.

The rest of the paper is organized as follows. We introduce speech-music separation with Conv-TasNet in Section II, describe joint training of Conv-TasNet and ASR model in Section III, describe the experimental details in Section IV, show the results of the experiments and discussions in Section V, and conclude the paper in Section VI.

II. SPEECH-MUSIC SEPARATION AND ASR

A. Time-domain speech-music separation with Conv-TasNet

Conv-TasNet [7] is a single-channel source separation model which generates waveforms for a fixed number of speakers from a mixture waveform. For speech-music separation, it outputs an estimated speech audio stream and an estimated music audio stream in the time domain, given an input mixture signal $x$:

$$[x^{enh}_s, x^{enh}_m] = \text{ConvTasNet}(x)$$

The model works directly on raw waveforms using an encoder and a decoder that can be learned in place of STFT and ISTFT. This makes it possible to obtain the phase information to reconstruct a waveform and to propagate the gradients from feature extraction to the waveform reconstruction part. In the training stage, the scale-invariant-source-to-distortion ratio (SI-SDR) [12] loss is optimized directly on the time domain. We refer to the loss for the Conv-TasNet as $L^{(SEP)}$,

$$L^{(SEP)} = -\frac{\text{SI-SDR}_s + \text{SI-SDR}_m}{2}$$

The source separation task has been used in [11]. We retrain the pre-trained front-end and the back-end models jointly and evaluate our method through ASR experiments using speech data mixed with background music from a wide variety of Japanese animations.

The rest of the paper is organized as follows. We introduce speech-music separation with Conv-TasNet in Section II, describe joint training of Conv-TasNet and ASR model in Section III, describe the experimental details in Section IV, show the results of the experiments and discussions in Section V, and conclude the paper in Section VI.
where SI-SDR$_s$ and SI-SDR$_m$ are the SI-SDR loss of estimated speech and music, respectively.

Note that Conv-TasNet was originally proposed for multi-speaker source separation, and usually requires permutation invariant training (PIT) \cite{13} to solve permutation ambiguity of the output speech sources. Since the front-end outputs are speech and music in this work, we can fix the output order of the network and do not need permutation invariant training.

**B. Attention-based ASR model**

For ASR, we use an attention-based model. We adopt an encoder-decoder architecture similar to \cite{10}. This architecture consists of two distinct networks of encoder and decoder. The encoder transforms a sequence of acoustic features to a sequential representation, and the decoder predicts a label sequence from the encoded sequential representation using the attention mechanism. We refer to the loss for the ASR component as $L^{(ASR)}$ which is the cross-entropy loss function with label smoothing.

### III. Joint training of Conv-TasNet and ASR

We propose to combine the Conv-TasNet speech-music separation front-end with the attention-based ASR back-end, as shown in Fig. 1. The input mixture $x$ is separated by the front-end and the output speech audio stream is processed by the ASR back-end.

Though music-mixed ASR can be performed by simply cascading the independently pre-trained front-end and back-end models, the speech-music separator produces unknown artifacts that degrade the performance of ASR. According to \cite{11}, such mismatches can be mitigated by joint fine-tuning the entire model.

To propagate gradients from the ASR back-end to the front-end, we extract acoustic features for ASR directly from the speech waveform estimated by the front-end. Specifically, log Mel-scale filterbank (lmfb) features obtained by applying an lmfb to an amplitude spectrogram generated from the speech waveform using STFT are used as acoustic features for the ASR model. Since these processes are all differentiable, gradients can be propagated from the ASR back-end to the front-end. In this end-to-end model, however, the acoustic features for ASR cannot be normalized beforehand. Thus, we insert the layer normalization \cite{14} behind the encoder of the ASR back-end. The losses for the front-end and the back-end are combined as

$$L = L^{(SEP)} + \alpha L^{(ASR)}$$

where $\alpha$ is an empirically chosen weight for the ASR loss.

### IV. Experimental Details

This section presents the experimental details. We describe the dataset and the ASR and separation models used for experiments. We also explain the detail of the joint training. We implemented our models in PyTorch.

**A. Dataset**

Experimental mixture data were generated by mixing utterances from speech database with background music. Both speech and music are sampled at 16 kHz. As the speech database, we used the Corpus of Spontaneous Japanese Academic Presentation Speech (CSJ-APS). The CSJ-APS has a duration of around 260 hours and consists of live recordings of academic presentations in nine different academic societies. The societies range from engineering, humanities, and social and behavioral sciences. For background music, we used around 30 hours of background music used in Japanese animations.

For the training dataset, we added background music to the speech with randomly sampled source-to-noise ratio (SNR) levels from a normal distribution with a mean of 0 dB and a standard deviation of 5 dB. For the test dataset, we added background music from animations not used for the training dataset to the speech of official CSJ-APS testset 1 with various SNR levels such as 5 dB, 0 dB and -5 dB. This test dataset is referred as the CSJ-anime.

We also evaluated on the dataset mixed with music of particular genres from the Real World Computing Music Database (RWC-MDB) such as classical, jazz and popular. Among them, the popular music has lyrics. Music signal was added to the CSJ-APS testset speech with SNR levels of 5 dB, 0 dB and -5 dB. This test dataset is referred as the CSJ-genre.

**B. Baseline model**

We trained two types of baseline ASR models without the separation front-end, which differ in training data; One referred to as clean ASR is trained on clean speech data. The
other referred to as mixture ASR is trained on speech-music mixture data.

C. Speech-music separation front-end

In this experiment, we compare the following two different speech-music separation networks, which operate in the time-domain and in the frequency-domain, respectively.

1) Conv-TasNet network: We investigated the performance of Conv-TasNet for speech-music separation that uses a similar configuration to the original Conv-TasNet [7]. In particular, following the hyper-parameter notations in the original paper [7], we set the hyper-parameters N=256, L=20, B=256, H=512, P=3, X=8, R=4. We used the Adam optimizer to train the network with a learning rate of 1e-3. This network is referred to as the time-domain separation model.

2) Frequency-domain BiLSTM network: We compare the time-domain separation model with a frequency-domain BiLSTM network, which uses a mask estimation network consisting of five BiLSTM layers with 320 units followed by a linear layer with sigmoid activation. The input of the mask estimation network consists of an amplitude spectrogram computed with the STFT with a hanning window of 25 ms and a shift of 10 ms. We reconstructed the waveform of the predicted speech signal by applying the ISTFT to the masked spectrogram of the input mixture. We used the phase information of the waveform output of the front-end to a sequence of 40-channel lmfb features before feeding it to the back-end. We use the STFT implemented in PyTorch through which we can propagate gradients. The STFT is set with a hanning window of 25 ms and a shift of 10 ms which is consistent with feature extraction for pre-training the ASR model.

V. RESULTS AND DISCUSSION

A. Result of joint fine-tuning

We evaluated the joint model with combinations of two kinds of front-ends of time-domain separation and frequency-domain separation model, and two kinds of back-ends of clean ASR and mixture ASR. Moreover, fine-tuning was conducted in three cases: the separation front-end only, the ASR back-end only, and both. We evaluate the performance in terms of source-to-distortion ratio (SDR) [16] and word error rate (WER). The results of these variants are listed for comparison in Table I. The comparison among the models is primarily based on the average WER over all SNR levels.

Without any front-end processing, the average WER of clean ASR was 72.97% and that of mixture ASR was 22.15%. It is notable that cascading the independently trained front-end and back-end models already give a better performance than the baseline models whether in the time-domain or in the frequency-domain. In this case, the back-end models based on

|                | fine-tune | ASR | WER(%) | SDR(dB) |
|----------------|-----------|-----|--------|---------|
|                | SEP | ASR | Clean  | 5 dB | 0 dB | -5 dB | avg |      | 5 dB | 0 dB | -5 dB |
| Clean          | –   | –   | 11.25  | 46.62 | 78.96 | 93.33 | 72.97 | –     | –    | –     | –     |
| Mixture        | –   | –   | 12.29  | 15.26 | 19.63 | 31.57 | 22.15 | –     | –    | –     | –     |
| Frequency Domain separation Model | ✓ | –   | 11.73  | 14.91 | 18.85 | 30.15 | 21.30 | 11.07 | 8.76 | 6.21 |
| Clean ASR Model | ✓ | ✓   | 11.70  | 13.85 | 17.14 | 26.48 | 19.16 | 11.95 | 9.69 | 7.23 |
| Frequency Domain separation Model | ✓ | –   | 12.28  | 15.16 | 19.66 | 31.20 | 22.01 | 11.95 | 9.69 | 7.23 |
| +              | ✓   | ✓   | 12.49  | 15.17 | 19.56 | 30.66 | 21.80 | 7.01  | 2.69 | -1.99 |
| Mixture ASR Model | ✓ | ✓   | 12.22  | 13.96 | 16.92 | 25.91 | 18.93 | 11.95 | 9.69 | 7.23 |
| Frequency Domain separation Model | ✓ | –   | 12.28  | 15.16 | 19.66 | 31.20 | 22.01 | 11.95 | 9.69 | 7.23 |
| +              | ✓   | ✓   | 12.49  | 15.17 | 19.56 | 30.66 | 21.80 | 7.01  | 2.69 | -1.99 |
| Mixture ASR Model | ✓ | ✓   | 12.41  | 14.77 | 18.83 | 28.99 | 20.86 | 7.93  | 3.88 | -0.75 |
| Clean ASR Model | ✓   | ✓   | 11.40  | 14.35 | 18.23 | 28.59 | 20.39 | 20.74 | 18.17 | 15.40 |
| Time Domain separation Model | ✓ | –   | 11.26  | 12.90 | 15.80 | 23.13 | 17.28 | 20.65 | 17.94 | 15.07 |
| +              | ✓   | ✓   | 12.88  | 14.23 | 15.86 | 21.30 | 17.13 | 20.74 | 18.17 | 15.40 |
| Mixture ASR Model | ✓ | ✓   | 12.81  | 13.62 | 15.05 | 19.30 | 15.99 | 20.65 | 18.03 | 15.20 |

As explained in Section III, we design the entire end-to-end model in order that the gradients of the top-level ASR loss can be propagated down to the front-end. We convert the waveform output of the front-end to a sequence of 40-channel lmfb features before feeding it to the back-end. We used the STFT implemented in PyTorch through which we can propagate gradients. The STFT is set with a hanning window of 25ms and a shift of 10ms which is consistent with feature extraction for pre-training the ASR model.

We compare three different variants of joint fine-tuning: fine-tuning the front-end by propagating gradients through the ASR back-end but only updating the front-end parameters, fine-tuning only the ASR back-end on the enhanced signals, and jointly fine-tuning both components. For all variants of joint fine-tuning, the weight for the ASR loss $\alpha$ is set to 2 and a learning rate of Adam is set to 1e-4.
mixture ASR achieve a relative WER reduction of at least 11% in both domains. Fine-tuning the ASR back-end while freezing the front-end can further reduce the WER for all combinations of cascading models. Joint fine-tuning of the frequency-domain separation with clean ASR model achieves the average WER of 17.98%, which is the best among the frequency-domain methods. Joint fine-tuning of the frequency-domain separation with mixture ASR model did not improve from fine-tuning only the ASR back-end and significantly degrades the speech-music separation performance. In this case, fine-tuning of the front-end makes it unable to separate speech and music because the mixture ASR back-end can already deal with music-mixed speech input. On the other hand, joint fine-tuning of the time-domain separation with clean ASR and mixture ASR models were both effective, and achieved the average WER of 15.99% and 15.54% respectively. The time-domain separation performance was not degraded so much by combination with mixture ASR in terms of SDR. The joint fine-tuning with the mixture ASR back-end achieved a relative WER reduction of 29.8% from the baseline mixture ASR model alone. This joint model resulted in the best performance (average WER of 15.54%) among all settings.

Fine-tuning only the separation front-end is not so effective as fine-tuning the ASR back-end for all combinations of the joint models. It may be because ASR can adapt to the artifacts produced by the front-end.

B. Result of particular music genres

Table II shows the results of the baseline mixture ASR and the time-domain joint model for unseen genres in the training data. For all cases of the music genres and SNR levels, our best model improved the WER from the baseline. The results on the classical and jazz music datasets show the similar performance to that of the CSJ-anime. The popular music has lyrics which degrade the performance, but this result still shows that the proposed joint approach is also effective on the data with vocal music. In general, the results in Table II demonstrate the generalization capability of the proposed method for unseen interferences.

VI. CONCLUSIONS

We have proposed to combine a time-domain speech-music separation model Conv-TasNet with an attention-based ASR model to form an end-to-end music-mixed speech recognizer.

We show that time-domain separation is better than frequency-domain separation, and pre-training the ASR model on the mixture data is effective. Joint fine-tuning further significantly improved the performance. The effectiveness was confirmed with a variety of music genres.
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