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Abstract. Crowdsourcing has been a successful paradigm in organising a large number of actors to work on specific tasks and contribute to knowledge collectively. However, the openness of such systems allows destructive patterns to form through actors’ dynamics. As a result, the collective effort of actors may not achieve the targeted objective due to lower engagement and lower quality contributions. There are varying forms of actor dynamics that can lead to suboptimal outcomes and this paper provides a systematic analysis of these in the form of a collection of patterns, derived from both the literature and from our own experiences with crowdsourcing systems. This collection of so-called co-destruction patterns allows for an-depth analysis of crowdsourcing systems which can benefit a comparative analysis and also assist with improvements of existing systems or the set-up of new ones. A survey reveals that these patterns have been observed in practice and are perceived as worthwhile addressing.
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1 Introduction

Crowdsourcing systems have become an integral medium for outsourcing tasks to a community of actors [23]. Crowdsourcing refers to the coordination of actors via online collaborative technologies to elicit their knowledge and achieve business goals [47]. The tasks involved typically include problem solving, co-creation of content, evaluating or rating ideas or products [23], and micro-tasking [9]. The integration of actors’ contributions in these activities leads to improvement of innovation processes in an organisation [19] on the one hand, and provides job opportunities [32], or intrinsic and extrinsic motivation [19] on the other hand. For example, in the Figure Eight platform, actors provide solutions and receive money in exchange. However, in open source projects such as GitHub, actors contribute code and receive intrinsic rewards in return. In this paper, we focus on content creation and task-oriented crowdsourcing regardless of the type of incentives actors achieve from their contribution.
From an economic viewpoint, the total crowdsourcing market is predicted to reach $15–$25 billion in 2020 from $4.8 billion in 2016, increasing the number of people who generate income from crowdsourcing activities [29]. Despite the success of crowdsourcing systems, very little is known about the dark side and failures of crowdsourcing. Malicious workers [32], their low quality contributions, and their dishonesty [48] are examples of challenges that may cause a crowdsourcing task to fail. Collaboration among actors does not necessarily elicit valuable ideas and it is possible that actors behave counterproductively in crowdsourcing initiatives, for example through mockery or by pushing their own agenda [55]. The negative impacts on a crowdsourcing initiative, and their roots in actor behaviour, are referred to as co-destruction and form the focus of this paper.

In this paper, a systematic analysis of various forms of co-destruction in the context of crowdsourcing systems is conducted. As co-destruction in this context is still ill-understood, we have chosen a patterns-based approach [2], to be able to identify core recurring phenomena, their affect, their manifestation, and their detection. A patterns-based approach has the advantage of being technology-independent, sufficiently precise though not overly formalised (which would limit the range of interpretations at too early a stage), multi-faceted (allowing one to focus on different aspects of the issue), and extensible. A collection of patterns form a repository of knowledge that can be added to over time, and, in this case, form the foundation of understanding and mitigating co-destruction phenomena in a variety of crowdsourcing systems.

In the rest of the paper, relevant work related to co-destruction and crowdsourcing is discussed in Sect. 2. In Sect. 3 a set of six co-destruction patterns is proposed, each described in some depth. Section 4 analyses the potential manifestation of the co-destruction patterns across a number of crowdsourcing platforms, and Sect. 5 outlines an evaluation where occurrence and perceived importance of the patterns was assessed by users of and contributors to crowdsourcing initiatives. Section 6 discusses the findings and further work.

2 Related Work

The notion of co-destruction has been introduced in the Service Dominant Logic literature as a negative outcome of interactions within a service system [22] and diminished well-being of at least one of the parties involved in the collaboration [41]. Different disciplines have started to explore the dark side of participation in social media [4], and the sharing economy [38]. In a crowdsourcing context, the dark side of crowdsourcing initiatives is an emerging research area (e.g. [55]). These studies identified that technological innovation tools create adverse consequences on society that are worthy of research attention [4]. However, co-destruction resulting from actor collaboration in crowdsourcing systems is a topic that has been overlooked in the literature. It is noteworthy observing that although actors’ contributions to crowdsourcing help organisations by
providing diversity in ideas, knowledge, skill, and experience [14], mitigating negative consequences will make the integration of these contributions more effective and limit negative outcomes [55].

The focus of existing studies on co-destruction has mostly been on the reasons why it happens through collaboration and what its consequences are. The distinct forms of co-destruction have been ignored. Vafeas, Hughes, and Hilton [52] found inadequate communication, the absence of trust, power imbalance, inadequate coordination, and inadequate human capital to be the main reasons for failure of contribution integration. Smith [49] found co-destruction to be a failure of the integration of processes which results in unexpected resource loss (i.e., material, social, or energy), perceived misuse, and decline in actor well-being. Gatzweiler et al. [18] found violations of terms and conditions, and questioning of contributions/platform/actor-provided content as forms of deviant behaviour that occurs in crowdsourced ideation contests. Our purpose, however, is to pinpoint patterns that can emerge from actor collaboration and which may result in destructive outcomes whereas the literature has typically emphasised positive outcomes of such collaboration.

3 Co-destruction Patterns

We use a patterns-based approach to characterise various forms of co-destruction in crowdsourcing systems. The use of a pattern-based approach has been suggested as a systematic approach to “identifying, classifying, and documenting the available knowledge”, and presenting best practices as solutions to recurring challenges [37]. More specifically, a pattern-based approach is suitable when we are dealing with understanding and characterising a reoccurring problem in a complex domain [16]. For the identification of the various co-destruction patterns we draw upon relevant literature as well as our own knowledge and experience.

Patterns collections may sometimes draw the criticism that they are not “complete”. In this regard it should be pointed out that this requires a framework in which completeness can be assessed, which in turn means that we already have a solid understanding of the domain, thus obviating the need for patterns in the first place. Hence pattern collections are more appropriately referred to as comprehensive. Even here though one may argue that patterns need to be able to stand on their own and a pattern collection of valuable patterns is a worthwhile contribution to the field, which can be extended over time.

In this section we present six patterns, each of which we believe encapsulates an important fundamental problem contributing to co-destruction in crowdsourcing systems. For each of these patterns, a description and one or more real-life examples are provided as well as how the occurrence of the pattern may have a negative effect on crowdsourcing outcomes (e.g. quality, timeliness) and participants (e.g. engagement), how it manifests itself, and how it can be detected. The pattern collection provides a repository of knowledge in relation to mitigating or even preventing occurrences of co-destruction in crowdsourcing systems.
3.1 Collusion

**Description.** Collusion happens when groups of actors make joint decisions contrary to social rules and may result in the colluding actors having an unfair advantage over other interested actors [28]. An alternative definition refers to collusion as a situation where participants violate protocol rules by engaging in activities to gain self-benefit [57]. Collusion in crowdsourcing can result from (i) any form of vote manipulation such as intentionally biasing a rating [28], (ii) endorsing or sinking a product/service/task [3], and (iii) copying information or other people’s work [28].

**Real-Life Example.** In Amazon Mechanical Turk (AMT), a task based on product reviews can be degraded by a malicious group of workers which can result in misleading feedback on or a negative review of the task [26]. Researchers found that Amazon’s rating system is subject to collusion and unfair rating [20]. They also found that 35% of Amazon groups (7 out of 20 in the sample log collected by Leskovec et al. [35]) are collusive groups [3]. Collusion in the case of Amazon manifests itself as a “war of reviewers” in which a group of members are regularly corralled to write glowing reviews for themselves to increase their income or to write a negative review about competitors to increase their own reputation [20].

**Affect.** The occurrence of this pattern may result in strong biases in task outcomes (e.g. final aggregated ratings) which may mislead other actors’ perceptions [28] and the “quality of future peer behaviour” [31]. Collusive behaviour results in tricking the system [11] in order to accumulate trust and achieve promotion in the system [10]. Overall, the damaging effect of such behaviour is to negatively influence the quality of outcomes (e.g. the final rating scores of products) and expected behaviour of the system [3].

**Manifestation.** This pattern manifests itself through different forms of abnormality in crowdsourcing systems such as suspicious reputation system ratings and noise caused by collusive groups. For example, one indicator of a suspicious rate is when a collusive actor gives extreme low or extreme high ratings for the target products they intend to boost or sink [28].

**Detection.** Collusion indicators have been defined for the detection of collusion for online rating tasks: (i) **Group Rating Value Similarity** helps identify groups of users posting similar ratings for similar products, (ii) **Group Rating Time Similarity** accounts for users promoting or demoting a product in a short time frame, (iii) **Group Rating Spamicity** indicates a high number of ratings posted by a single user on the same product, and (iv) **Group Members Suspiciousness** computes a metric reporting suspicious users based on their ratings as compared to computed credible ratings [3]. Collusion in crowdsourcing platforms such as AMT can be detected by computing and identifying strong inter-rater dependence across tasks especially when they diverge from the mean [28]. Another approach to detecting collusion resulting from actors using collective intelligence
or indulging in group plagiarism considers the actor’s ability and label repetitions. The primary assumption is that colluding actors are of lower quality or expertise and produce repeat labels or plagiarised labels [8].

3.2 Bias

Description. Humans have an inclination towards one opinion over another because of previous experiences and perceptions [5]. When this inclination is based on a contributor’s subjective judgement, it may create a bias which may lead to unfair decisions toward others [13]. Personal preference can cause bias [54]. For example, bias can result in higher ranked contributors in a crowdsourcing system getting positive rates and feedback because of their reputation and not solely because of their effort and skill in completing a task.

Real-Life Example. In GitHub, a high correlation between reputation (technical and social), geographical location, and pull request acceptance is an example of how bias may manifest itself. Reputation positively influences a developer’s decision to accept a pull request [43]. Also, the likelihood of pull-request acceptance rate is found to be 19% higher when the actors (submitter and integrator) are from the same geographical location [43].

Affect. Bias influences an actor’s performance and decision making [5,30] and may shift the opinion of actors to an incorrect answer/solution [25]. An example of influence of bias on decision making in Kaggle is that solutions with high public scores are more likely to be selected as final solutions than solutions with high private scores during the submission phase [30]. Thus, the presence of the Bias pattern can be destructive to the functioning of the crowdsourcing platform [30].

Manifestation. The most common forms of the Bias pattern identified by Baeza [5] in the context of crowdsourcing systems are: i) activity bias (or wisdom of a few) “many people do only a little while few people do a lot”, and ii) data bias where the content is limited to a few topics. Bias in Wikipedia can be explicit where an article supports a specific point of view. It can also be implicit where the article focuses on one aspect of the topic but omits another equally important aspect [24]. The Bias pattern can manifest itself through properties of tasks in crowdsourcing systems such as AMT, e.g. visual presentation [25].

Detection. Kamar et al. [25] introduced a learning model for automatic detection and correction of task-dependent biases using probabilistic modeling of crowdsourced tasks and actors. The authors address scenarios where actors (or workers) work on consensus tasks. A consensus task is a type of task where the correct answer is unknown to the task owner and the answer is derived via the aggregation of answers provided by actors. Probabilistic graphical models are used to learn and infer the relationships among actors’ biases, their answers (or annotations), ground truth task answers (called the labels), and task features. In certain crowdsourcing tasks, actor biases can be detected by ‘seeding’ a few control questions for which the answers are known into the main task without
letting the workers know which are the control questions. The number of control questions required to detect bias has been another area of research [36]. As goal of the detection mechanism is to provide quality control mechanisms, it does not distinguish biases due to lack of knowledge, actor background, or actor behavior.

3.3 Incompetence

Description. Incompetence refers to an actor’s lack of sufficient capability, knowledge, experience, or skill [15, 27] and reflects the quality of an actor’s work on a task [27, 44]. A mismatch between an actor’s competence and task requirements leads to poor outcomes. For example, incompetent actors can produce low quality results because of inadequate understanding of task descriptions [17].

Real-Life Example. An example of incompetence concerns a labelling task in AMT, where actors were asked to label pages of digitised books. Although incompetent actors spent considerable time on task, they only provided low accuracy outcomes with low credibility due to their lack of skills, competencies, and their poor understanding of the task. Interestingly, most of the incompetent actors did not return after a not so successful first experience [27].

Affect. Possible consequences of incompetence are lower accuracy in task delivery [27], poor results and unsuccessful completion of the project [15], and reduced overall effectiveness of the crowdsourcing system [17]. In some cases, to maintain their reputation actors participate in tasks which are beyond their skill level, which affects the effectiveness of crowdsourcing systems [17]. The performance of an actor is an indicator of their competency [17].

Manifestation. Incompetence manifests as poor quality of the task being performed [17]. Actors may spend considerable amounts of time on tasks and yet yield poor results.

Detection. Detection mechanisms include identifying actor bias, expertise, and relationship with the task. A Bayesian Classifier Combination model is used to model the relationship of an actors’ bias or competence, the output labels provided by them, and the true labels of the tasks [25]. To avoid this pattern, correctly evaluating an actors’ actual competence levels is one of several methods to perform quality control in crowdsourcing systems [44].

To reduce the occurrence of this pattern in crowdsourcing systems, using a prototypical task as a pre-test and self-assessments within the pre-selection process is suggested to increase the probability of having more competent actors in task contribution. This method has been evaluated on a real-world sentiment analysis task and an image validation task [17]. The results for the sentiment analysis task revealed over 15% improvement in accuracy and 12% improvement in agreement among actors compared to the traditional performance-based method [17]. The detection of actor incompetence can lead to a competence-weighted approach with more weight given to replies from individuals with higher capabilities than from others in the crowd [44]. However, the difference between the estimated and actual competence of actors is highly related to the success or failure of competence-weighted approaches in crowdsourcing systems [44].
3.4 Vandalism

Description. Vandalism refers to “ill-intentioned contributions” to crowdsourcing tasks which are destructive in terms of the quality of “collective intelligence” [21]. Vandalism is characterised by modifications made by individual actors with bad intentions, initiating spam and producing inappropriate content [1]. For example, malicious edits in wikis are a common form of vandalism [53]. In open-source projects such as OpenStreetMap (OSM), actors can make changes to the dataset which cause damage to the project [40].

Real-Life Examples. One of the most common examples of vandalism can be seen in Wikipedia. Any deletion, addition, or change of content made “in a deliberate attempt to compromise the integrity of Wikipedia” [39] is a form of vandalism. For instance, among 200,000 edits per day being conducted on average in Wikipedia, 7% are found to be vandalism [1,53]. Vandalism in OSM occurs in the form of active data corruptions. Applicability and reliability of crowd-sourced geodata, as well as the success of the whole project, are heavily affected by such cases of vandalism. During the testing phase in August 2012, the prototype marked around seven million edits as potential vandalism [40].

Affect. The presence of this pattern causes problems such as spending more effort on vandalism mitigation than on task contributions [1,42]. Mitigating vandalism requires time and effort of many people [42]. Furthermore, vandalism causes a crowdsourcing system to be unreliable and makes it hard to produce high-quality content [1]. Additionally, it has been found that first-time contributors have a higher potential to be affected by vandalism [53].

Manifestation. Depending on the nature of the crowdsourcing platform, the way this pattern manifests itself is different. In Wikipedia, vandalism manifests itself as actors participating in malicious blanking/deleting (e.g., removing significant parts of pages or even whole pages), malevolent editing, and the provision of spam links (e.g., use of disruptive, irrelevant, or inappropriate links) [39]. In OSM, this pattern manifests itself in different ways such as randomly deleting existing objects, generating fictional objects, use of automated edits (bots) in the database, and copyright infringements (e.g., use of data from Google Maps) [40].

Detection. The most common approach for detecting vandalism is the use of automated anti-vandalism bots [39] which utilise heuristics based on the number of edits, the size of the edit, whether the editor is anonymous or not, and many other criteria. In Wikipedia, for example, bots have been used to check every edit in real time, to spot vandalism, and revert them if necessary [39]. A similar rule-based vandalism detection method has been applied to detect common types of vandalism in the OSM database [40]. Adler et al. [1] introduced two types of vandalism detection problem: immediate vandalism (i.e., occurring in the most recent revision of an article), and historical vandalism (i.e., occurring in any revision including past ones). A machine learning classifier is used. Features include metadata elements such as the time since the article was last edited, textual features such as the use of uppercase and digit ratio, language features such as the use of biased or bad words, and reputation of the user.
3.5 Domination

Description. Domination refers to uneven power dynamics among actors in crowdsourcing systems. Through domination, a contributor who holds formal decision-making power may deliberately violate privileges and ethical rules of the platform in order to suppress, influence, or modify the contributions of others. For example, domination may present itself through a phenomenon referred to as “wisdom of few” where higher ranked or more popular actors generate most of the content [5].

Real-Life Examples. This pattern occurs in crowdsourcing platforms where there is some organisational structure such as Wikipedia or GitHub. In Wikipedia, dyadic dominance can occur when one user undoes edits of another user or redoes them their own way. Third-party dominance can arise when a third user restores the edits of a user which was undone by another user [33].

In crowdsourcing systems such as OpenStreetMap and Wikipedia, a small group of actors contribute very significantly, while a very large group of actors participate only occasionally [6]. In English Wikipedia for instance, the first version of half the entries was posted by only 0.04% of editors, which means only a relatively small number of actors on Wikipedia are actively contributing [5].

Affect. The affect of domination of small groups over others is that it creates a high risk of “elite capture” or strong demographic bias [6]. Since the dominant actor decides which other actors to hire or reward, the bargaining power balance is in favor of the dominant actor [12]. Therefore, Domination can thrive when a dominant actor possesses a superior position and other actors have limited power [12].

Manifestation. In privilege-based crowdsourcing systems the dynamic power of actors can be characterised as soft power or hard power. An example of soft power is actors receiving a particular label or badge (social or task-oriented) such as Guru, Expert, Deputy, based on their level of contribution to the system. Therefore, other actors rely on their opinion more because of their status. On the other hand, an editor deciding whether a contribution is accepted or not provides an example of hard power. In hard power, a dominant actor has more authority to govern contributions and this may be guided by their preferences. Hierarchies derived from edits in Wikipedia typically had anonymous users occupying the lowest positions in the hierarchy and registered users in the highest positions, confirming the intuition that registering is necessary for acquiring credibility [34].

Detection. A Wikipedia edit network captures three types of interactions: dyadic undo, dyadic redo, and third-party edits. From such a network a pairwise dominance ordering can be derived. The pairwise dominance ordering can be used to derive the actors’ hierarchical position as a function of their editing activity [34]. In GitHub, a statistical model is used based on data from the pull requests of projects. The model shows a positive association between pull request acceptance and submitters with a higher number of followers or having a higher status (such as collaborator) [51], thus detecting manifestations of dominance based on actors’ social connections.
3.6 Stasis

**Description.** Stasis refers to the lack of progress in a contributed task due to inaction or adversarial action by contributors. Different forms of the stasis pattern in crowdsourcing are: (i) a situation in which actions are done and undone over a period of time without reaching a resolution; (ii) a situation in which there is a lack of response to an actor’s contribution to a task. For instance, a contribution remains in the submitted status because of approval not being granted by another contributor.

**Real-Life Example.** An example of the stasis pattern in Wikipedia is an “edit war” among editors of articles. In such a conflict, actors express their disagreement toward the opinion of other actors by modifying content that has been authored by them [34] and this process repeats itself ad infinitum.

**Affect.** There is a relation between the occurrence of stasis and an actor’s reputation [33] and stasis may lead to vandalism. For example, actors with a higher reputation initiate most undo-redo cycles, and they are less likely the recipients of such destructive cycles [33]. Such cycles can be a manifestation of domination [34] where actors violate their privileged status to control other actors, either by not responding to their contributions or by refusing them. This behaviour is significant as actor contributions may be lost and this may negatively influence quality [7].

**Manifestation.** This pattern can manifest itself through lengthy and protracted undo-redo cycles, whose root causes are points of disagreement [34] between actors. These cycles can be found in the logs of crowdsourcing systems and are sometimes also visible to other participants (as in the case of Wikipedia). Another manifestation of stasis is the lack of contribution by actors. In GitHub, examples of lack of contributions are an owner not maintaining a project or abandoning it altogether. A study [45] found that in GitHub only 10% of users can be considered active. Hence, a lot of open source projects die from lack of contribution.

**Detection.** A controversy measure is computed for each article to detect an edit war in Wikipedia. The controversy measure considers mutual reverts made by the editors (two editors reverting each others’ edits). The measure also accounts for the rank or reputation of the editors [50]. In GitHub, a linear regression model is used to identify statistically significant factors that influence the latency of a pull request. Factors such as first response time of reviewers, pull request complexity, and integrator workload are taken into consideration, and predictors among these are identified [56].

4 Comparative Insights

In this section, we analyse each pattern across different crowdsourcing systems to represent their existence and identify mechanisms provided by the system that impede the occurrence of the pattern. Table 1 summaries our analysis.
The ratings can take the form ‘+’ which indicates the existence of a co-destruction pattern in the crowdsourcing system, ‘+/-’ which suggests that some mechanisms exist that prevent the pattern’s occurrence, and ‘-’ which indicates that it is unlikely for the pattern to occur in the system.

**Wikipedia:** Collusion can manifest in Wikipedia when a group of editors can update and edit articles that can overemphasize their point of view. The process of reviewing prevents some forms of collusion (+/-). Bias can occur in the form of ‘language bias’ and ‘reputation bias’, though the core policy of Wikipedia is to provide a neutral point of view. By having many editors and reviewers the widespread presence of bias can be mitigated (+/-). Incompetence occurs when uninformed users edit articles. The review mechanism allows for correction of incompetence (+/−). Domination and deference can exist through the linear hierarchy of reviewers (+). The effects of Vandalism are not likely to be long-lasting as there are vandalism detection bots and reviewers who can block such updates (−). Stasis occurs due to constant edit wars on Wikipedia (+).

**GitHub:** Collusion in GitHub does not exist as a group of contributors define the project, different types of tasks and the task owners (−). Studies show the existence of geographical bias and reputation bias leading to a higher chance of pull request acceptance [43] (+). Incompetence occurs in GitHub as users not familiar with the source code of a project can contribute to that project. The mechanisms of review adopted by users of the system reduce this form of incompetence (+/−). Vandalism does not occur as user edits go through a review process (−). Domination can exist through the linear hierarchy controls that exist for the acceptance of source code pull-request (+). Stasis occurs due to changes made by a developer not being accepted (+).

**Waze:** Collusion in Waze can occur where a group of actors can simulate non-existent traffic jams [46]. However, the reputation ratings in Waze prevents actors from continually misreporting (+/-). Bias exists with drivers choosing specific roads and routes for reporting (+). Incompetence occurs with new users providing false or incomplete reports, but new users are initially limited with respect to the scope of the updates that they can make and some updates (e.g. road closures) have to be confirmed by other users (+/-). Very few functions require reputation thresholds, thus mitigating the occurrence of domination (−). Vandalism can occur with simulated attacks, but the actors’ reputations would be impacted (−). The occurrence of Stasis is difficult as multiple users in the same location need to provide contradictory reports (−).

**OSM:** Collusion in OSM is low as the system does not provide an unfair advantage in updating the geodata. The correction by local community addresses any updates that are made [40] (+/-). Bias can occur based on the representation of a community of actors in specific geographic locations (+). Incompetence is high as mapping would require the use of the global positioning system or use of aerial imagery picture. In a study on OSM data, 76.3% of the edits by new actors were incorrect. However, in the same study, 63% of the errors were reverted within 24 h and 76.5% within 48 h [40] (+). Domination is low, with actors primarily
updating local information, as there is no hierarchy (−). Vandalism can exist but is corrected by the community and with the help of automated bots (+/−). Stasis does not exist, as all updates are immediately available (−).

**AMT:** In AMT, collusion can occur when a group of actors copy their responses with minor changes, without doing actual work [26]. Reputation mechanisms in AMT prevent actors from colluding continually (+/−). Bias can occur due to actors’ perceptions and inclinations. Bias can be detected by considering responses from multiple workers (+/−). Incompetence occurs when actors choose to work on tasks that are not optimally suited to them [17]. The system allows the task creator to specify the skills and competencies required for the task (+/−). Domination does not exist as an actor can choose to work on a task (−). Vandalism is rare as it could impact reputation (−). Stasis does not occur as the task has to be accepted or rejected (−).

The comparative study provides us with insights into mechanisms that prevent or enable specific patterns. For example, the existence of reputation ratings of actors reduces or mitigates occurrences of collusion and vandalism. Incompetence can be high in systems that require specialized skills (e.g. OSM). Domination and Stasis occur when a small group of users claim to have superior positions in the system (reviewers or administrators). Over time, it is hoped that knowledge gained through patterns-based platform analyses can inform the configuration or construction of new platforms.

| Patterns    | Wikipedia | GitHub | Waze | OSM | AMT |
|-------------|-----------|--------|------|-----|-----|
| Collusion   | +/−       | −      | +/−  | +/− | +/− |
| Bias        | +/−       | +      | +    | +   | +/− |
| Incompetence| +/−       | +/−    | +/−  | +   | +/− |
| Domination  | +         | +      | −    | −   | −   |
| Vandalism   | −         | −      | −    | +/− | −   |
| Stasis      | +         | +      | −    | −   | −   |

5 Evaluation

In order to empirically assess the co-destruction patterns, we focused on two aspects: their *pervasiveness* and their *perceived importance*. To this end, we collected insights from participants that have experience with crowdsourcing initiatives and/or activities, specifically people that have contributed to or initiated crowdsourcing activities. A questionnaire was distributed through social media channels such as LinkedIn Groups and Twitter as well as by email to known contacts. The questionnaire gauged participants’ experience with crowdsourcing
and asked for each of the six patterns to what degree they had encountered these patterns and how important they perceived recognition and prevention of these patterns to be (both on a 1–5 Likert scale).

Of the 25 participants who started to answer the questionnaire, a total of 21 participants completed it. 14% of respondents have not contributed to a crowdsourcing platform, but have regularly used GitHub, Wikipedia or StackOverflow. Furthermore, 33% of respondents have edited an article in Wikipedia, 43% contributed source code on GitHub, 48% were owners of a project in GitHub, 38% claimed to have contributed to StackOverflow and 10% to Figure Eight (formerly CrowdFlower). Six out of 21 respondents were involved in initiating a crowdsourcing activity on GitHub, Figure Eight, or a company-specific crowdsourcing platform.

For each of the six patterns there were at least 12 respondents that have encountered that pattern. The most frequently observed patterns were Incompetence, Bias and Stasis (seen by 100%, 90% and 81% of respondents respectively). The Collusion, Vandalism and Domination patterns were least frequently observed (seen by 67%, 67% and 57% of respondents respectively). One respondent believed that the reason behind the lower frequency of some patterns such as Collusion may be that “Community is very much reactive to such events when it happens and terminates its effect quickly”. Figure 1 represents the pervasiveness of the co-destruction patterns as observed by the respondents. The recognition and prevention of each of the patterns was perceived as ‘Important’ or ‘Very Important’ by at least 55% of the participants (see Fig. 2). Of particular perceived importance were the Incompetence pattern (77% found this ‘Important’ or ‘Very Important’), the Vandalism pattern (77%) and the Stasis pattern (67%). While the sample size of 21 is small, the results are of interest as they provide an indication that these patterns have really been observed across different platforms and that their mitigation is perceived as important by many of the respondents.

![Fig. 1. Pervasiveness of co-destruction patterns](image)
6 Conclusion

There are different actor characteristics and forms of dynamics in crowdsourcing systems which can lead to suboptimal outcomes and are thus ideally mitigated. In this paper, we provided a systematic analysis of destructive actor behaviour in the form of a collection of patterns, derived from both the literature and from our own experiences with crowdsourcing systems. A survey revealed that these patterns have been observed in practice and are perceived to be of significant importance to be addressed. It was also shown that a patterns-based analysis of some crowdsourcing systems provides a meaningful (comparative) insight. The patterns can be used for benchmarking purposes, for the purpose of selecting, configuring or even developing a crowdsourcing system, and for the development of new detection and mitigation methods (a potential topic for future work). Naturally, the collection of patterns can be extended and refined over time.
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