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Abstract

We consider two-dimensional Schrödinger equations with honeycomb potentials and slow time-periodic forcing of the form:

\[ i\psi_t + p_t \psi = H_\varepsilon \psi, \quad H_\varepsilon = H_0 + \varepsilon A(t) \cdot \nabla \psi. \]

The unforced Hamiltonian, \( H_0 \), is known to generically have Dirac (conical) points in its band spectrum. The evolution under \( H_\varepsilon(t) \) of band limited Dirac wave-packets (spectrally localized near the Dirac point) is well-approximated on large time scales \( (t \gg \varepsilon^{-2}) \) by an effective time-periodic Dirac equation with a gap in its quasi-energy spectrum. This quasi-energy gap is typical of many reduced models of time-periodic (Floquet) materials and plays a role in conclusions drawn about the full system: conduction vs. insulation, topological vs. non-topological bands. Much is unknown about nature of the quasi-energy spectrum of the original time-periodic Schrödinger equation, and it is believed that no such quasi-energy gap occurs. In this paper, we explain how to transfer quasi-energy gap information about the effective Dirac dynamics to conclusions about the full Schrödinger dynamics. We introduce the notion of an effective quasi-energy gap, and establish its existence in the Schrödinger model. In the current setting, an effective quasi-energy gap is an interval of quasi-energies which does not support modes with large spectral projection onto band-limited Dirac wave-packets. The notion of effective quasi-energy gap is a physically relevant relaxation of the strict notion of quasi-energy spectral gap; if a system is tuned to drive or measure at momenta and energies near the Dirac point of \( H_0 \), then the resulting modes in the effective quasi-energy gap will only be weakly excited and detected.

1 Introduction

In this paper we study time-dependent Schrödinger equations of the form:

\[ i\psi_t + p_t \psi = (H_0 + W(t, x, \varepsilon^{-1} \nabla)) \psi, \quad H_0 = -\Delta + V(x). \]  

(1.1)

Here, the potential, \( V(x) \), models a two-dimensional medium with the symmetries of a honeycomb tiling of the plane. Such honeycomb lattice potentials, \( V \), are real-valued, so that \( H_0 \) is self-adjoint and periodic with respect to the equilateral triangular lattice in \( \mathbb{R}^2 \); see Section 2 for a detailed discussion. We assume that the operator \( W(T, x, \varepsilon^{-1} \nabla) \) is \( T \)-periodic with respect to \( T \), \( \Lambda \)-periodic with respect to \( x \), and self-adjoint with domain which is a subset of the domain of \( H_0 \) for each \( T \). Naturally occurring and engineered material systems governed by models such as (1.1) are referred to as Floquet materials [34, 48, 51]. See Section 1.1, where we discuss two physical settings, in condensed matter physics and in photonics, where the class of models (1.1) arises.

Many of the important properties of graphene and related 2D materials are intimately related to Dirac points (conical band degeneracies) in the band structure of \( H_0 \). The goal of this paper is to explore, in the context of (1.1), the effects of time-periodic driving on the dynamics of wave packets which are spectrally concentrated near Dirac points.
1.1 2D materials, honeycomb structures and Dirac points

Two-dimensional materials are of great current interest in fundamental and applied science. The paradigm is graphene, a macroscopic single atomic layer of carbon atoms, centered on the vertices of a honeycomb lattice [49]. Single electron models of graphene, both the tight-binding (discrete) [64] and the continuum Schrödinger operator with a continuum honeycomb lattice potential $H^0 = -\Delta + V$ [21], have conical degeneracies at distinguished quasi-momentum in the band structure. These Dirac points arise due to the symmetries of the honeycomb Schrödinger operator. The envelope of a wave-packet, which is spectrally concentrated near a Dirac point, evolves according to a two-dimensional Dirac equation on large time scales [22]. Due to the zero density of states at the Dirac energy, graphene is referred to as a semi-metal.

For time-independent Hamiltonians, opening a gap in the spectrum by breaking spatial symmetries can be leveraged to induce states with desired localization properties and energies in the gap. Spatially localized defect perturbations of such “gapped Hamiltonians” give rise to defect modes which are pinned to the location of the defect [24, 25, 33, 37], while line-defects in the direction of periodic lattice vector of the bulk vector give rise to edge states, which are plane-wave like in the direction of the line-defect and which decay transverse to it; see e.g., [11, 18, 27, 45, 38]. For line defects in systems which break $\mathcal{C}$ (Hamiltonians that do not commute with complex conjugation) the induced bulk energy gap is filled with energy spectrum; see e.g., [12, 13, 14, 44], a phenomena which can be explained by non-trivial topological indices; see, for example, [39, 62].

Time-periodic driving is another mechanism for breaking symmetries of the bulk and opening spectral gaps, and the corresponding topological indices are typically defined in systems with gapped quasi-energy spectrum [3, 48, 57, 56].  

The class of time-periodically driven PDEs (1.1) arises in physical settings, such as:

(a) the modeling of a graphene sheet, excited by a time-varying electric field [53, 65]. Here, $H^0 = -\Delta + V$ is a single-electron Hamiltonian for graphene and time-dependence in $H^\epsilon(t)$ models the excitation of the graphene sheet by an external electro-magnetic field. In this work, we consider a vector potential which is space-independent, and which by Maxwell’s equations, induces a homogeneous time-periodic electric field; see [40].

(b) the propagation of light in a hexagonal array of helically coiled optical fiber waveguides [51, 54]. Here, the Schrödinger equation describes the propagation in the time-like longitudinal direction of a continuous-wave (CW) laser beam propagating through a hexagonal or triangular transverse array of optical fiber waveguides. Beginning with Maxwell’s equations, under the nearly monochromatic and paraxial approximations, one obtains (1.1) for the longitudinal evolution of the slowly varying envelope of the classical electric field. Suppose the fibers are longitudinally coiled. Then, in a rotating coordinate frame, we obtain (1.1), where $V$ models the uncoiled fiber-array, and the time-periodic perturbation, $W$, captures effect of periodic coiling.

Other fields in which time-periodic modulations are applied to spatially periodic materials include acoustics, plasmonics, and mechanical metamaterials; see, e.g., [26, 47, 66] and references therein. In both settings (a) and (b) the operator $W(T, x, -i\nabla)$, while self-adjoint, does not commute with $\mathcal{C}$ and hence (1.1) does not have time-reversal symmetry. As in the case of time-independent (autonomous) Hamiltonians, this is a source of topological phenomena. Such physical systems are therefore called Floquet topological insulators. Time-periodic Hamiltonians modeling Floquet materials have many interesting phenomena, even more varied than their time-invariant analogues.

1.2 Hamiltonians for Floquet materials and the monodromy operator

Consider a general non-autonomous Hamiltonian system $i\hat{c}_t Z = H(t) Z$, where for each $t$: $H(t + t_{per}) = H(t)$ and $H(t)$ is a self-adjoint operator acting in the Hilbert space, $\mathcal{H}$.

\footnote{An exception is the case of mobility gaps in strongly disordered discrete systems [58].}
Denote by \( U(t) \) the unitary evolution operator which maps the data \( Z(t = 0) = Z_0 \in \mathcal{H} \) to the solution \( Z(t) = U(t)Z_0 \in \mathcal{H} \) for some \( t \geq 0 \). The dynamics are characterized by operator, \( M = U(t_{\text{per}}) \), since \( Z(n t_{\text{per}}) = M^n Z_0 \), for all \( n \geq 0 \). \( M \) is called the monodromy operator, and since \( U(t) \) is unitary, its spectrum is constrained to the unit circle in \( \mathbb{C} \). For \( \lambda \in \text{spec}(M) \) we write \( \lambda = e^{i \mu} \) and call \( i \mu \) (modulo \( 2 \pi i \)) the associated Floquet exponent. If \( M Z_\mu = e^{i \mu} Z_\mu \), then \( p_\mu(t) = e^{-i \mu t / t_{\text{per}}} U(t) Z_\mu \) is \( t_{\text{per}} \)-periodic and satisfies the eigenvalue problem for the Floquet Hamiltonian
\[
\mathcal{K}(t)p(t) = (i\partial_t - H(t))p(t) = \frac{\mu}{t_{\text{per}}}p(t).
\]

Thus, \( e^{i \mu} \in \text{spec}(M) \) if and only if \( \frac{\mu}{t_{\text{per}}} \) is in the spectrum of \( \mathcal{K} \) acting in \( L^2(S^1; \mathcal{H}) \). The quantity \( \frac{\mu}{t_{\text{per}}} \) is called a quasi-energy. For autonomous Schrödinger operators \((H(t)\) independent of \( t)\) the quasi-energies coincide with the eigenvalues of \( H_0 \), modulo \( 2\pi i / t_{\text{per}} \).

### 1.3 What this article is about

We focus on the evolution of wave-packets of the special case of (1.1) with
\[
W(t, x, -i \nabla) = 2i\varepsilon A(\varepsilon t) \cdot \nabla, \quad 0 < \varepsilon \ll 1
\]
where \( A(T) : [0, T_{\text{per}}] \rightarrow \mathbb{R}^2 \) is continuous, \( x \)-independent, and \( T_{\text{per}} \)-periodic. Hence, (1.1) becomes
\[
i\partial_t \psi(t, x) = H^\varepsilon(t) \psi, \quad H^\varepsilon(t) \equiv -\Delta + V(x) + 2i\varepsilon A(\varepsilon t) \cdot \nabla.
\]

where \( V \) is taken to be a honeycomb lattice potential; see Section 2. For \( \varepsilon \neq 0 \), the operator \( H^\varepsilon(t) \) is self-adjoint but does not commute with \( \mathcal{C} \). Since \( 0 < \varepsilon \ll 1 \), we are focusing on the regime of a slowly varying time-periodic perturbation. To the best of our knowledge, the only previous analytical study of the slow time-periodic regime for (1.4) is in [2]. This study focuses on the tight-binding regime for the bulk potential, and provides asymptotic analyses of linear and nonlinear edge modes in the regime where interactions with “higher bands” can be neglected. Our analysis makes no restrictive assumptions on the asymptotic regime of the bulk Hamiltonian and our study focuses on consequences of time-forcing induced interactions of the “Dirac bands” with bands which are distant from the Dirac point. The case of rapidly varying time-forcing is studied, for example, in [4, 30, 52].

Denote the solution of the initial value problem for (1.4) with data \( \psi(0, \cdot) = \psi_0 \in H^s(\mathbb{R}^2) \), \( s \geq 0 \), by
\[
\psi^\varepsilon(t) = U^\varepsilon(t) \psi_0 \quad \text{or} \quad \psi^\varepsilon(x, t) = U^\varepsilon[\psi_0](x, t).
\]

For generic honeycomb lattice potentials, \( V \), there exist bands (of the unperturbed \( \varepsilon = 0 \) Hamiltonian \( H_0 \)) which touch at Dirac points: quasi-momentum / energy pairs \((k_D, E_D)\) at which exactly two dispersion surfaces touch conically; see the discussion in Section 2.

By exploiting the multi-scale character of (1.4), we derive a homogenized, time-periodically forced effective Dirac Hamiltonian, \( \mathcal{D}(T) \), which governs the evolution of Dirac wave-packets envelopes. On a closed and invariant subspace of the Hilbert space, the monodromy (unitary) operator \( M_{D, \text{do}} \) associated with \( \mathcal{D}(T) \) has a gap, i.e., an arc on \( S^1 \) with no spectrum. This closed and invariant subspace corresponds, in the \( H^s(t) \) (un-approximated) dynamics, to the physically interesting situation of band-limited Dirac wave-packets, i.e., those built from Floquet-Bloch modes of \( H^0 \), whose energies and quasi-momentum components are near a Dirac point.

We prove (Theorem 5.1) that any \( L^2(\mathbb{R}^2) \) wave-packet comprised of modes within the Floquet multiplier (quasi-energy) gap of the effective Hamiltonian, \( \mathcal{D}(T) \), is dominated by spectral components with corresponding energies and quasi-momenta bounded away from the Dirac energy, \( E_D \). Such wave-packets therefore spatially oscillate on different length-scales from the Dirac modes. We call the arc in \( S^1 \) of such Floquet exponents, and the corresponding quasi-energy interval, an effective spectral gap. This is a relaxation of the usual notion of spectral gap. The nature
of the spectrum in the effective gap, and of $M^{\varepsilon}$ in general, is a difficult open problem; see the discussion in Section 1.4. We conjecture that the spectrum of the monodromy operator of $H^{\varepsilon}(t)$ covers the entire unit circle in $C$. Without relying on detailed information of the spectral measure, Theorem 5.1 provides information on the modes associated with the effective gap.

From a physical perspective, there are two main implications of Theorem 5.1, which justify the term “effective gap”. We discuss this in terms of the static band structure ($H^{0} = -\Delta + V$), assumed to have well-separated bands. One may think in terms of the system’s inputs and outputs at some finite time. Consider a measuring device with sensitivity tuned to a neighborhood of the Dirac energy, $E_D$. If the parametrically forced system generates a mode with quasi-energy inside the effective gap, since it consists mainly of energies (with respect to $H^{0}$) far from the Dirac energy (Theorem 5.1), this mode will only be very weakly detected. On the other hand, in terms of input excitations to the system, suppose the initial excitation is a Dirac wave-packet, whose energy-spectrum is localized near a Dirac point. Therefore, modes with quasi-energy in the effective gap, which are dominated by components from distant energies (Theorem 5.1), can only be very weakly excited. Summarizing: if the system is energetically tuned to the Dirac point, either on the input or output side, then it will effectively behave as an insulator, with only weak excitations inside the effective gap. Theorem 5.1 goes further than that; it provides quantitative information on the size of these excitations.

There are several steps along the way to proving Theorem 5.1.

1. Theorem 3.2: The time-evolution (1.4) for wave packet initial data, which are spectrally concentrated about a Dirac point, so-called Dirac wave packets (see (3.1) and Section 4), is governed by a time-dependent effective Dirac equation, for time scales of order $O(\varepsilon^{-2})$; Proposition 4.3.

2. Corollary 3.3: The time scale of validity of the effective Dirac equation is much larger than the period of temporal forcing, $T_{\text{per}}\varepsilon^{-1}$. Hence, we can approximate the monodromy operator for (1.4), $M^{\varepsilon}$, which acts in $L^2(\mathbb{R}^2)$ in terms of an effective monodromy operator $M_{\text{Dir}}$, acting on $L^2(\mathbb{R}^2; C^2)$.

3. Proposition 3.5: We prove that when acting on an invariant subspace of band-limited initial data, $M_{\text{Dir}}$ has a quasi-energy gap. See Figure 3.

4. The separation of scales in the dynamical system (1.4) allows application of a homogenization / averaging lemma (Lemma 4.5) to “carry back” the spectral gap of the effective Dirac monodromy operator, $M_{\text{Dir}}$, to an effective gap of $M^{\varepsilon}$.

1.4 Previous works and remarks

Spectral theory of parametrically forced Hamiltonians. Since $H^{\varepsilon}(t)$ is invariant under translations in $\Lambda$, Floquet-Bloch theory [41] reduces the spectral properties of the Floquet Hamiltonian $\mathcal{K}$ (see (1.2)) in the space $L^2(S^1; L^2(\mathbb{R}^2))$ to its action on the family of subspaces $L^2(S^1; L^2_k)$, where $L^2_k$ denotes the space of $k$-pseudo-periodic functions on $\mathbb{R}^2$ and $k \in B$, the Brillouin zone associated with $\Lambda$:

$$L^2(S^1; L^2(\mathbb{R}^2)) \text{ spectrum of } \mathcal{K} = \text{ Union over } k \in B \text{ of the } L^2(S^1; L^2_k) \text{ spectra of } \mathcal{K}$$

Spectral problems of this latter type, which correspond to time-periodically forced wave equations on the spatial torus, have been explored in the deep technical works [6, 5, 16, 23, 35, 46]. These results focus on establishing the existence of point spectra of $\mathcal{K}(t)$ under strong growth assumptions on the eigenvalue spectrum of the unforced wave equation. The nature of the $L^2(S^1; L^2_k)$ spectrum of $\mathcal{K}$ when these growth conditions are violated is an open problem [46].

The nature of the $L^2(S^1; L^2(\mathbb{R}^2))$ spectrum of $\mathcal{K}$ and the corresponding $L^2(S^1; L^2(\mathbb{R}^2))$ spectrum (a subset of $S^1$) of the monodromy operator are also open problems. That we can expect the
latter to cover the unit circle can be understood, heuristically, via the mechanism physicists refer to as band folding. This intuition is based on high-energy asymptotics of the unforced problem; for any fixed $\mathbf{k} \in B$, the high quasi-energy bands (via Weyl asymptotics) are approximated by the eigenvalues of $-\Delta$ on $L^2(\mathbb{R}^2/\Lambda)$, modulo $2\pi\mathbb{Z}/T_{\text{per}}$, which for typical $T_{\text{per}}$ are dense in $S^1$; see Figure 1. Certainly the union over all $\mathbf{k} \in B$ would be expected to be dense as well. We justify this argument in the context of our parametrically forced effective Dirac operator, $\hat{D}(T)$, in Remark 3.6 and Section 10.

**Spectral gaps in other reduced models.** Effective (approximate) models are often used to provide analytically or computationally tractable precise descriptions in specified asymptotic regimes. One class consists of homogenized operators, such as our effective Dirac operator, is at the center of this work; see Section 8 and [22]. Another class consists of spatially discrete and periodic in time tight-binding effective models of crystalline Floquet materials, derived for example, via Magnus (high-frequency) expansion [7, 8], governing low-lying mode-amplitudes of the unforced problem. Here, $K$ acts in $L^2(S^1_{T_{\text{per}}}; \mathcal{H})$, where $\mathcal{H} = L^2(G; \mathbb{C}^N)$ with $G$ being a translation invariant spatial lattice and $N$ the number of degrees of freedom per unit cell. The system has $N$ Floquet-exponents bands defined over the Brillouin zone (graphs of the map from $\mathbf{k}$ to the eigenvalues of the monodromy over $L^2_{\mathbb{R}}$). For the case of graphene $\mathcal{H} = L^2(\mathbb{H}; \mathbb{C}^2)$, where $\mathbb{H}$ denotes the set of honeycomb vertices in $\mathbb{R}^2$ and $N = 2$ is the number of carbon atoms per unit cell. Such models can exhibit a spectral gap on the unit circle in the spectrum of their monodromy operator [1, 49, 54].

**The significance of gaps.** As in the case of time-independent Hamiltonians, continuous spectra of quasi-energies are associated with energy propagation (“conduction”) and spectral gaps with non-propagation (“insulation”). In the Floquet systems which arise in condensed-matter physics, Kubo-type formulae, analogous to the autonomous case, are used to quantify conductance [10, 50, 63, 4]. For Floquet systems, topological indices, closely related to the Kubo formula, have been rigorously defined if there is a spectral gap; see, for example, [28] and [57].

### 1.5 Structure of the paper

The remainder of the paper is organized as follows: In Section 2 we review relevant preliminaries and in Floquet-Bloch and the spectral theory of honeycomb potentials. In Section 3 we present the results on the approximation of the dynamics governed by the Schrödinger Hamiltonian, $H^*(t)$, in terms of the effective Dirac Hamiltonian, $\hat{D}(T)$. We also discuss the quasi-energy gap property of the Dirac dynamics on the space of band-limited functions. In Section 4 we discuss the properties of Dirac wavepackets. In Section 5 we present the effective gap result (Theorem 5.1), the main result of this paper. We present the proofs of the main results in the subsequent sections; the proof of the main result in Section 6, of the homogenization / averaging lemma (Lemma 4.5) in Section 7, the derivation and proof of validity of the effective Dirac dynamics (Theorem 3.2) in Section 8, and of the spectral characterization of Dirac wave-packets (Proposition 4.3) in Section 9. Finally, in Section 10 we use a WKB expansion to justify Remark 3.6, which states that the effective Dirac Hamiltonian, $\hat{D}(T)$, has no quasi-energy gap.

### 1.6 Notation and conventions

- Triangular lattice: $\Lambda = \mathbb{Z}\mathbf{v}_1 \oplus \mathbb{Z}\mathbf{v}_2$, where
  \[ \mathbf{v}_1 = \left( \frac{\sqrt{3}}{2}, \frac{1}{2} \right), \quad \mathbf{v}_2 = \left( \frac{\sqrt{3}}{2}, -\frac{1}{2} \right). \tag{1.5} \]
  Here, $\Omega \subset \mathbb{R}^2$ denotes the fundamental cell; see left panel of Fig. 2.

- $\Lambda^\ast = \mathbb{Z}\mathbf{k}_1 \oplus \mathbb{Z}\mathbf{k}_2$ is the dual lattice, where
  \[ \mathbf{k}_1 = \frac{4\pi}{\sqrt{3}} \left( \frac{1}{2}, \frac{\sqrt{3}}{2} \right), \quad \mathbf{k}_2 = \frac{4\pi}{\sqrt{3}} \left( \frac{1}{2}, -\frac{\sqrt{3}}{2} \right). \tag{1.6} \]
Figure 1: Band folding heuristics. Top left: Schematic of the band spectrum of $H^0$. Lowest two bands touch conically at a Dirac point. Top right: Quasi-energy spectrum of $H^0$, viewed as $T_{\text{per}}$ time-periodic. The dispersion curve $E_b(k) > 2\pi/T_{\text{per}}$. Modulo $(2\pi/T_{\text{per}})$ the $k \rightarrow E_b(k)$ is translated to the quasi-energy range $[0, 2\pi/T_{\text{per}}]$, and the spectrum fills in. Middle: For a fixed $\tilde{k} \in B$, we mark $E_1(\tilde{k}), \ldots, E_{20}(\tilde{k})$. Bottom: The points $\{E_b(\tilde{k}) \mod (2\pi/T_{\text{per}})\}_{b \geq 1}$ are expected to be dense in the quasi-energy range $[0, 2\pi/T_{\text{per}}]$.

The Brillouin zone, $B \subset (\mathbb{R}_x)^* = \mathbb{R}^2_k$, is the dual fundamental cell.

- $k_D = K, K'$ are the vertices of the Brillouin zone $K = (1/3)(k_1 - k_2)$ and $K' = -K$; see right panel of Figure 2.

- The Pauli matrices are

$$
\sigma_1 = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}, \quad \sigma_2 = \begin{pmatrix} 0 & -i \\ i & 0 \end{pmatrix}, \quad \sigma_3 = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}
$$

- $V(x)$ is a honeycomb lattice potential; see Section 2.2.

- $C(S^1_{T_{\text{per}}}; \mathbb{R}^2)$, with $S^1_{T_{\text{per}}} = \mathbb{R}/(T_{\text{per}}\mathbb{Z})$ is the space of $\mathbb{R}^2$–vector-valued continuous functions, which are $T_{\text{per}}$ periodic.

- $\chi(|s| < a)$ is the indicator function of the set $\{s : |s| < a\}$. 
• For \( f \in L^2(\mathbb{R}^2) \), the Fourier transform is denoted by
\[
\hat{f}(\xi) = \mathcal{F}[f](\xi) = \int_{\mathbb{R}^2} e^{-i\xi \cdot X} f(X) dX,
\]
\[
\chi(|\nabla| < a) f = \frac{1}{(2\pi)^2} \int_{\mathbb{R}^2} e^{i\xi \cdot X} \chi(|\xi| < a) \hat{f}(\xi) d\xi,
\]
\[
\chi(|\nabla| < a) L^2(\mathbb{R}^2) = \{ \chi(|\nabla| < a) f : f \in L^2(\mathbb{R}^2) \} = \{ f \in L^2(\mathbb{R}^2) : \text{supp}(\hat{f}) \subset B_a(0) \}.
\]

• The spectrum of an operator, \( \sigma \), is denoted \( \text{spec}(\sigma) \).

• Let \( H(t) \) be a self-adjoint time-dependent Hamiltonian. For the Schrödinger equation \( i\psi_t = H(t)\psi, \psi(0) = \psi_0 \), we denote the unitary flow map by \( U(t) \), i.e. \( \psi(t) = U(t)\psi_0 \). If \( t \mapsto H(t) \) is \( T_{\text{per}} \) periodic, then we denote the monodromy operator by \( M = U(T_{\text{per}}) \). For the right hand side of (1.4), we denote the flow by \( U^t \) and the monodromy by \( M^t \).

• For a unitary operator \( U \) on a Hilbert space \( \mathcal{H} \), the spectral projection-valued measure \( \Pi \) on the Borel \( \sigma \)-algebra of the unit circle \( S^1 \) satisfies
\[
U = \int_{S^1} z d\Pi(z).
\]

• The Sobolev norm \( \| \cdot \|_{H^s(\mathbb{R}^2)} \) for \( s \in \mathbb{N} \) is defined as \( \| f \|^2_{H^s(\mathbb{R}^2)} \equiv \sum_{|\alpha| \leq s} \| \partial^\alpha f \|^2_{L^2(\mathbb{R}^2)} \).
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2 Honeycomb potentials and Dirac points

We give a brief review of spectral theory of periodic elliptic operators, and Dirac points for honeycomb Schrödinger operators [15, 42, 55, 21].

2.1 Review of Floquet-Bloch theory

Consistent with the notation of (1.4), we set:
\[
H^0 = -\Delta + V(x), \quad \text{acting on } L^2(\mathbb{R}^2),
\]
where \( V \) is real-valued and periodic with respect a lattice \( \Lambda = \mathbb{Z}v_1 \oplus \mathbb{Z}v_2 \subset \mathbb{R}^2 \). The associated dual lattice is \( \Lambda^* = \mathbb{Z}k_1 \oplus \mathbb{Z}k_2 \) and \( k_m \cdot v_n = 2\pi \delta_{mn} \); see (1.5), (1.6).

Let \( \Omega \subset \mathbb{R}^2 \) denote a fundamental cell for \( \mathbb{R}^2 / \Lambda \) and \( \mathcal{B} \), the Brillouin zone, denote the fundamental cell for \( \mathbb{R}^2 / \Lambda \). For each quasi-momentum (crystal momentum) \( k \in \mathcal{B} \), denote by \( L^2_k \) the space of \( k \)-pseudoperiodic functions
\[
L^2_k \equiv \{ u \in L^2_{\text{loc}}(\mathbb{R}^2) \mid u(x + v) = e^{i k \cdot v} u(x), \quad v \in \Lambda \}.
\]
The space \( L^2(\mathbb{R}^2) \) admits the fiber decomposition \( L^2(\mathbb{R}^2) = \bigoplus_{k \in \mathcal{B}} L^2_k dk \). Since \( H^0 \) is translation invariant with respect to \( \Lambda \), it has the fiber decomposition: \( H^0 = \bigoplus_{k \in \mathcal{B}} H^0_k dk \), where \( H^0_k = H^0|_{L^2_k} \), the self-adjoint operator \( H^0 \) acting in \( L^2_k \), has compact resolvent and therefore has an infinite sequence of finite multiplicity real eigenvalues, tending to infinity,
\[
E_1(k) \leq E_2(k) \leq \ldots E_n(k) \leq \ldots,
\]
listed with multiplicity, with corresponding eigenmodes $\Phi_b(x; k) \in L^2_k$, known as Bloch modes, which satisfy

$$H^0 \Phi_b(x; k) = E_b(k) \Phi_b(x; k), \quad \Phi_b(\cdot; k) \in L^2_k.$$  

The maps $k \in \mathcal{B} \rightarrow E_b(k)$ are Lipschitz continuous. The two-dimensional surfaces $E_b(k)$ are called the dispersion surfaces $H^0$. We refer to the collection of all pairs $(E_b(k), \Phi_b(x, k))$, where $b \geq 1$ and $k \in \mathcal{B}$, as the band structure of $H^0$.

### 2.2 Honeycomb lattice potentials and Dirac points

Here and henceforth, $\Lambda$ denotes the equilateral triangular lattice in $\mathbb{R}^2$; see (1.5). A sufficiently regular function $V$ is a honeycomb potential if $V$ is real-valued, $\Lambda$-periodic, even and $2\pi/3$-rotationally invariant; see [21, Definition 2.1]:

$$[C, V(x)] = 0, \quad [P, V(x)] = 0, \quad [R, V(x)] = 0,$$

where

$$[C, f(x)] = f(\overline{x}), \quad [P, f(x)] = f(-x), \quad [R, f(x)] = f(R^*x).$$

An example of a honeycomb potential is a two dimensional infinite array of “atomic potential wells” centered on the vertices of a triangular or honeycomb lattice; see [21, Section 2.3]. The honeycomb case corresponds to the single electron model of graphene; see Figure 2.

A Dirac point of $H^0$ is a quasi-momentum / energy pair, $(k_D, E_D)$, where two consecutive dispersion surfaces touch in a right circular cone; there exists $v_D > 0$ such that, as $|k - k_D| \rightarrow 0$,

$$E_{\pm}(k) = E_D \pm v_D|k - k_D| \cdot (1 + o|k - k_D|).$$

Associated with a Dirac point, $(k_D, E_D)$, is an eigenvalue of multiplicity two of $H^0$ acting in $L^2_{k_D}$.

In [21] (see also [19, 20, 44]) it is proved that for generic honeycomb potentials, the band structure of $H^0$ contains Dirac points, $(k_D, E_D)$, where $k_D$ varies over the six vertices of the Brillouin zone $\mathcal{B}$, the so-called high symmetry quasi-momenta. There are exactly two independent high symmetry quasi-momenta, designated $\mathbf{K}$ and $\mathbf{K}'$; a choice with $\mathbf{K}' = -\mathbf{K}$ is shown in Figure 2.
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Figure 2: Left: Part of the honeycomb lattice in $\mathbb{R}^2$. Indicated are basis vectors $\mathbf{v}_1$ and $\mathbf{v}_2$ of the equilateral triangular lattice, $\Lambda$. An example of a honeycomb potential (Section 2.2) is one consisting of radially symmetric wells centered at vertices of the honeycomb [21]. Right: Brillouin zone $\mathcal{B}$, high-symmetry points $\mathbf{K}$ and $\mathbf{K}'$ and basis vectors, $\mathbf{k}_1$ and $\mathbf{k}_2$, of dual lattice $\Lambda^*$.

**N.B.** Throughout this paper we will focus on a Dirac point at $(k_D, E_D) = (\mathbf{K}, E_D)$. The results for the Dirac point $(\mathbf{K}', E_D)$ can be derived using symmetries.
Corresponding to a Dirac point at \((K, E_D) = (K, E_D)\), is a two-dimensional eigenspace \(L^2_K\) –

eigenspace of \(H^0\):

\[
\text{nullspace}_{L^2_K} (H^0 - E_D I) = \{ \Phi_1(x), \Phi_2(x) \}.
\]

Using honeycomb symmetries, a basis can be chosen such that

\[
\mathcal{R}[\Phi_1] = \tau \Phi_1, \quad \mathcal{R}[\Phi_2] = \bar{\tau} \Phi_2 \quad \text{and} \quad \Phi_2(x) = \overline{\Phi_1(-x)}.
\] (2.3)

Here, \(1, \tau\) and \(\bar{\tau}\) denote the cubic roots of unity. We next record inner product relations, consequences of (2.3), which play an important role in the derivation of effective Dirac dynamics; see Section 8 and [22].

**Proposition 2.1.** [21, Prop. 4.1]

\[
\langle \Phi_1, \nabla \Phi_1 \rangle_{L^2_K} = \langle \Phi_2, \nabla \Phi_2 \rangle_{L^2_K} = \begin{pmatrix} 0 \\ 0 \end{pmatrix}, \quad a = 1, 2
\] (2.4)

and

\[
\langle \Phi_1, -2i \nabla \Phi_2 \rangle_{L^2_K} = v_D \begin{pmatrix} 1 \\ i \end{pmatrix}.
\] (2.5)

The constant, \(v_D = \frac{1}{2}(1, -i)\langle \Phi_1, -2i \nabla \Phi_2 \rangle_{L^2_K}\), is known as the Dirac velocity or Fermi velocity. By an appropriate choice of phase for \(\Phi_1\), \(v_D\) can be chosen to be non-negative and has been proved to be generically nonzero [19, 21].

Dirac points are robust in the following sense [21, 44]: the conical intersection of dispersion surfaces persists under sufficiently small perturbations of \(H^0\) which are \(\Lambda\) – periodic and invariant under \(P \circ C\). Under such perturbations, a Dirac cone may deform to an elliptical cone and the cone vertex may perturb away from a vertex of \(B\). On the other hand, a small perturbation which breaks either \(P\) or \(C\) symmetry leads to a local gap opening, about \((K, E_D)\), i.e. for \(k\) sufficiently near the vertices of \(B\).

## 3 Effective dynamics for Dirac wave-packets

A natural class of initial conditions for (1.1) are those whose Floquet-Bloch decomposition is concentrated in a small neighborhood of a Dirac point. Indeed, this is the class of excitations for which the remarkable properties of graphene and its engineered analogues have been widely explored, theoretically and experimentally [49]. A way to construct such data is through a slow and spatially decaying modulation of the degenerate subspace, associated with a Dirac point. The spectrally concentration of such functions about the Dirac point is discussed in Section 4.

We define a Dirac wave-packet, associated with the Dirac point \((K, E_D)\) to be a two-scale function of the form:

\[
\psi_{wp}(x) = \varepsilon \sum_{j=1,2} \alpha_{j,0}(\varepsilon x) \Phi_j(x) = \varepsilon \alpha_0(\varepsilon x)^\top \Phi(x; K), \quad \text{where} \quad (3.1)
\]

\[
\alpha_0(X) = \begin{pmatrix} \alpha_{1,0}(X) \\ \alpha_{2,0}(X) \end{pmatrix}, \quad \Phi(x; K) = \begin{pmatrix} \Phi_1(x) \\ \Phi_2(x) \end{pmatrix}.
\] (3.2)

Here, \(\{\Phi_1(x), \Phi_2(x)\}\) denotes the distinguished basis associated with the Dirac point, introduced in Section 2.2 and \(\alpha_0 \in H^s(\mathbb{R}^2; \mathbb{C}^2)\) for \(s \geq 0\). The parameter \(\varepsilon > 0\) is taken to be small and the prefactor of \(\varepsilon\) in (3.1) ensures that \(\|\psi_{wp}\|_2 \sim \|\alpha_0\|_2\) is of order 1.

A key part of our analysis is the observation that the evolution of Dirac wave packet initial data (3.1), under the Schrödinger equation (1.4) is well-approximated, on very long time scales, by the two-scale function \(\varepsilon \alpha(\varepsilon x, \varepsilon t)^\top \Phi(x, K_D)\), where the envelope functions \(\alpha(X, T) = (\alpha_1, \alpha_2)^\top\)
evolve according to an effective (homogenized) magnetic Dirac Hamiltonian $\mathcal{D}_A(T)$ with magnetic potential $A(T)$:

$$\mathcal{D}_A(T) \equiv v_D \left[ \left( \frac{1}{i} \partial_\xi + A_1(T) \right) \sigma_1 - \left( \frac{1}{i} \partial_\eta + A_2(T) \right) \sigma_2 \right].$$

(3.3)

Here, $\sigma_1$ and $\sigma_2$ denote standard Pauli matrices; see (1.7).

**Remark 3.1.** Effective magnetic Dirac operators have been derived to explain phenomena in other settings; see, for example, the recent work on strained photonic crystals and Landau levels, [31], and references cited therein.

We shall write

$$\alpha(T) = U_{\text{Dir}}(T)\alpha_0 \quad \text{or} \quad \alpha(T, X) = U_{\text{Dir}}[\alpha_0](X, T)$$

for the solution of the initial value problem (IVP)

$$i\partial_T \alpha(T, X) = \mathcal{D}_A(T)\alpha(T, X), \quad \alpha(0, X) = \alpha_0(X) \in H^s(\mathbb{R}^2; \mathbb{C}^2), \quad s \geq 0. \quad (3.4)$$

Since $\mathcal{D}_A(T)$ is self-adjoint, the Dirac evolution (3.4) is unitary in $L^2(\mathbb{R}^2; \mathbb{C}^2)$. Furthermore, since $\mathcal{D}_A(T)$ commutes with spatial translations we have, for any $s \geq 0$ it is also unitary in $H^2(\mathbb{R}^2; \mathbb{C}^2)$:

$$\|\alpha(T)\|_{H^s(\mathbb{R}^2; \mathbb{C}^2)} = \|\alpha_0\|_{H^s(\mathbb{R}^2; \mathbb{C}^2)}, \quad \text{for all } T. \quad (3.5)$$

**Theorem 3.2** (Effective magnetic Dirac dynamics). There exists $\varepsilon_0 > 0$ such that for all $0 < \varepsilon < \varepsilon_0$, the following holds: Consider (1.4), the Schrödinger equation with time periodic Hamiltonian $H^\varepsilon(t)$, and initial data, $\psi_{wp}^\varepsilon$ of Dirac wave packet type (3.1) with $\alpha_0 \in H^4(\mathbb{R}^2; \mathbb{C}^2)$. Fix constants $T_0 > 0$ and $0 < \rho < 1$.

Then, there exists a constant $C$, which depends on $\rho$, $T_0$, and $\|\alpha_0\|_{H^s(\mathbb{R}^2; \mathbb{C}^2)}$, such that

$$\left\|U^{\varepsilon}[\psi_{wp}^\varepsilon](t, x) - \varepsilon U_{\text{Dir}}[\alpha_0](\varepsilon x, \varepsilon t)^\top \Phi(x; k_D) e^{-\varepsilon i E_D t}\right\|_{L^2(\mathbb{R}^2)} \leq C \varepsilon^\rho, \quad 0 \leq t \leq T_0 \varepsilon^{-(2-\rho)} \quad (3.6)$$

where $\psi_0 \mapsto U^{\varepsilon}(t)\psi_0$ denotes the solution of Schrödinger equation (1.4) with $\psi(0, x) = \psi_0$.

To prove Theorem 3.2 we first derive an effective (homogenized) Dirac equation, via a formal multiple scale expansion, which we expect captures the dynamics on the desired long time-scale, and we then estimate the error in this approximation. The details are presented in Section 8.

Since the effective dynamics given in Theorem 3.2 are valid, with small error, on a time scale much larger than the period of temporal forcing $\sim \varepsilon^{-1}$, we can approximate the monodromy operator, $M^\varepsilon = U^{\varepsilon}(\varepsilon^{-1}T_{\text{per}})$ for the Schrödinger evolution (1.4) applied to Dirac wave packets using the monodromy operator, $M_{\text{Dir}} = U_{\text{Dir}}(T_{\text{per}})$ of the effective Dirac dynamics.

**Corollary 3.3** ($M_{\text{Dir}}$ as an approximation of $M^\varepsilon$). Assume $\alpha_0 \in H^4(\mathbb{R}^2; \mathbb{C}^2)$. Then for $0 < \varepsilon < \varepsilon_0$ sufficiently small and wave-packet data $\psi_{wp}^\varepsilon$:

$$\left\|(M^\varepsilon \psi_{wp}^\varepsilon)(x) - \left(\tilde{M}^\varepsilon \psi_{wp}^\varepsilon\right)(x)\right\|_{L^2(\mathbb{R}^2)} \leq C \varepsilon,$$

where

$$\left(\tilde{M}^\varepsilon \psi_{wp}^\varepsilon\right)(x) = \varepsilon (M_{\text{Dir}}\alpha_0)(\varepsilon x)^\top \Phi(x) e^{-\varepsilon i E_D(T_{\text{per}}/\varepsilon)}. \quad (3.7)$$

The constant, $C$, depends on the $H^4(\mathbb{R}^2; \mathbb{C}^2)$ norm of $\alpha_0$ and is independent of $\varepsilon$.

**Remark 3.4.** In both Theorem 3.2 and Corollary 3.3, it is possible to relax the assumption $\alpha_0 \in H^4$. We do not pursue this here.
3.1 Floquet-multiplier / quasi-energy gap for effective Dirac dynamics

In this section we show that on a subspace of band-limited $L^2(\mathbb{R}^2; \mathbb{C}^2)$ functions, the monodromy operator for the effective dynamics, $M_{\text{Dir}}$, has a Floquet-multiplier gap on the unit circle $S^1$. Our main result, Theorem 5.1, shows that this property extends to an effective gap for the monodromy operator $M^\epsilon$ associated with the Schrödinger evolution (1.4).

To facilitate explicit computations, we work with the specific periodic forcing [1, 54]

$$A(T) = R(\cos(\omega T), \sin(\omega T)).$$

(3.8)

First note that $U_{\text{Dir}}(t)$, the Dirac flow of (3.4), is unitary on $L^2(\mathbb{R}^2)$. Therefore the spectrum of $M_{\text{Dir}}$ lies on the unit circle $S^1$. Furthermore, $\hat{D}_{\alpha}(T)$ is invariant under arbitrary spatial translations, so we can solve (3.4) via the Fourier transform. Let $\hat{\alpha}(T, \xi)$ denote the Fourier transform on $\mathbb{R}^2$ of $\alpha(T, X)$. Then, for each $\xi = (\xi_1, \xi_2) \in \mathbb{R}^2$, $\hat{\alpha}(T, \xi)$ satisfies the system of periodic ODEs:

$$i\partial_T \hat{\alpha}(T, \xi) = \hat{D}(T; \xi) \hat{\alpha}(T, \xi),$$

where

$$\hat{D}(T; \xi) = v_D ((\xi_1 + A_1(T)) \sigma_1 - (\xi_2 + A_2(T)) \sigma_2)
= v_D \begin{pmatrix} 0 & \xi_1 - i \xi_2 + Re^{i\omega T} \\ \xi_1 - i \xi_2 + Re^{-i\omega T} & 0 \end{pmatrix}$$

(3.9)

Let $\hat{U}_{\text{Dir}}(T, \xi) : \mathbb{C}^2 \to \mathbb{C}^2$ denote the fundamental matrix for (3.9) with $\hat{U}_{\text{Dir}}(0, \xi) = I_{2 \times 2}$. Then,

$$(U_{\text{Dir}}\alpha_0)(X, T) = \frac{1}{(2\pi)^2} \int_{\mathbb{R}^2} e^{ix \cdot X} \hat{U}_{\text{Dir}}(T, \xi) \hat{\alpha}_0(\xi) d\xi$$

(3.10)

and hence the monodromy operator

$$(M_{\text{Dir}}\alpha_0)(X) = \frac{1}{(2\pi)^2} \int_{\mathbb{R}^2} e^{ix \cdot X} \hat{U}_{\text{Dir}}(T_{\text{per}}, \xi) \hat{\alpha}_0(\xi) d\xi$$

(3.11)

Since trace($\hat{D}(T; \xi)$) = 0, then $\hat{U}_{\text{Dir}}(T_{\text{per}}, \xi)$ has two eigenvalues (Floquet multipliers), $\lambda_{+}(\xi)$ and $\lambda_{-}(\xi)$, which satisfy $\lambda_{+}(\xi) \lambda_{-}(\xi) = 1$ [9]. By unitarity of $U_{\text{Dir}}(T, \xi)$, they lie on the unit circle and satisfy: $\lambda_{-}(\xi) = \bar{\lambda}_{+}(\xi)$. We set

$$\lambda_{+}(\xi) = \exp(i\mu(\xi)T_{\text{per}}) \quad \text{and} \quad \lambda_{-}(\xi) = \exp(-i\mu(\xi)T_{\text{per}}).$$

(3.12)

Since $\mu(\xi)T_{\text{per}}$ is defined modulo $2\pi$ we take $\mu(\xi)T_{\text{per}} \in [0, 2\pi)$. Choose an orthonormal set of eigenvectors $\{v_{+}(\xi), v_{-}(\xi)\}$ of $\hat{U}_{\text{Dir}}(T_{\text{per}}, \xi)$:

$$\hat{U}_{\text{Dir}}(T_{\text{per}}, \xi) v_{\pm}(\xi) = \exp(\pm i\mu(\xi)T_{\text{per}}) v_{\pm}(\xi).$$

(3.13)

It follows that

$$\hat{U}_{\text{Dir}}(T_{\text{per}}, \xi) \hat{\alpha}_0(\xi) = \sum_{r = \pm} \langle v_r(\xi), \hat{\alpha}_0(\xi) \rangle_{\mathbb{C}^2} e^{ir\mu(\xi)T_{\text{per}}} v_r(\xi).$$

(3.14)

Since the effective Dirac equation (3.4) is spatially translation invariant, the unitary evolution $U_{\text{Dir}}(T)$ acts invariantly on subspaces of compact Fourier support. For

$$M_{D, d_0} = M_{\text{Dir}},$$

(3.15)

defined by (3.4), acting in the invariant subspace $\chi(|\nabla| \leq d_0)L^2(\mathbb{R}^2)$,

the Hilbert space of $L^2$ functions whose Fourier transform vanishes for $|\xi| > d_0$; see Section 4. We next prove the following spectral gap result for $M_{D, d_0}$; See upper panel in Figure 3.

**Proposition 3.5.** There exist constants $d_0 > 0$ and $\tilde{g} = \tilde{g}(d_0)$, both depending on the forcing $A(T)$, such that $M_{D, d_0}$ has a spectral gap on the unit circle:

$$\text{spec}(M_{D, d_0}) \cap \{e^{iy} : |y| \leq \tilde{g}T_{\text{per}}\} = \emptyset.$$
Remark 3.6. The band-limiting condition, $d_0 > 0$, of Proposition 3.5 is necessary to ensure a gap in the spectrum of $M_{\text{Dir}}$. Indeed, in Section 10 we prove, using WKB asymptotics, that the monodromy operator of $\hat{D}(T; \xi)$ is well-approximated by exp$(i (v_D \sigma_1 \xi_1 - \sigma_2 \xi_2) T_{\text{per}})$, an effective operator, whose eigenvalues exp$(\pm iv_D \xi |T_{\text{per}}|)$ and that

$$\bigcup_{|\xi| < d_0} \{\exp(\pm i\mu(\xi)|T_{\text{per}}|)\} \xrightarrow{d_0 \to \infty} S^1. \quad (3.16)$$

It follows that $\text{spec}(M_{\text{Dir}}) = S^1$; there are no gaps in $\text{spec}(M_{\text{Dir}})$. That (3.16) occurs, has previously noted in numerical simulations, see e.g., [29, 36, 43].

From a modeling perspective, the regime of arbitrarily high momenta $\xi$ in $\alpha_0$ is outside the regime of validity of the effective Dirac equation (3.4), which models the dynamics of slowly-varying envelope modulations of Bloch modes; see (3.1).

Remark 3.7. Our main result, Theorem 5.1, applies to all periodic forcing functions, $A(T)$, for which $M_{\text{Dir}, d_0}$ has a spectral gap for some $d_0 > 0$. The particular choice (3.8) enables very explicit calculations. By continuity arguments, small (time-periodic) perturbations of (3.8) will also have such a spectral gap.

Proof of Proposition 3.5. The proof has two steps. We first show that for $\xi = 0$, we have $\mu(0) \neq 0$ and therefore the Floquet exponents are distinct. Then, by continuity, for small $|\xi|$, $|\mu(\xi)|$ is bounded away from zero.

Consider first $\xi = 0$. Then (3.9) reduces to

$$i\dot{\alpha}(0, T) = \begin{pmatrix} 0 & v_D R e^{i\omega T} \\ v_D R e^{-i\omega T} & 0 \end{pmatrix} \dot{\alpha}(0, T) = \hat{D}(0, T)\hat{\alpha}(0, T). \quad (3.17)$$

Defining

$$a_1(T) \equiv \hat{\alpha}_1(T; 0)e^{-\frac{\omega}{2} T}, \quad a_2(T) \equiv \hat{\alpha}_2(T; 0)e^{\frac{\omega}{2} T},$$

we obtain the constant coefficient system

$$i\dot{a} = \left( \begin{array}{cc} \frac{\omega}{R} & \frac{v_D}{2} \\ -\frac{v_D}{2} & \frac{\omega}{R} \end{array} \right) a(T) \equiv L a(T). \quad (3.19)$$

Denote by $z_{\pm}(0)$ and $v_{\pm}(0)$ the eigenvalues and corresponding eigenvectors of $L$. One verifies:

$$z_{\pm}(0) = \pm \frac{1}{2}\sqrt{\omega^2 + 4R^2 v_D^2}.$$

Let $V$ denote the matrix whose columns are $v_+(0)$ and $v_-(0)$. Then,

$$\hat{U}_{\text{Dir}}(T, 0) = \begin{pmatrix} e^{\frac{\omega}{2} T} & 0 \\ 0 & e^{-\frac{\omega}{2} T} \end{pmatrix} e^{-iLT}, \quad \text{where} \quad e^{-iLT} = V \begin{pmatrix} e^{-iz_{\pm}(0) T} & 0 \\ 0 & e^{-iz_{\pm}(0) T} \end{pmatrix} V^{-1}.$$

For $\xi = 0$, we then have Floquet solutions

$$v_{+}(0) e^{-iz_{+}(0) T} e^{\frac{\omega}{2} T} = v_{+}(0) e^{-i(z_{+}(0) - \frac{\omega}{2}) T} \times e^{i\omega T},$$

$$v_{-}(0) e^{-iz_{-}(0) T} e^{-\frac{\omega}{2} T} = v_{-}(0) e^{i(z_{-}(0) - \frac{\omega}{2}) T} \times e^{-i\omega T},$$

where we used the relation $z_{+}(0) = -z_{-}(0)$. Therefore, we have $\hat{U}_{\text{Dir}}(T_{\text{per}}, 0)v_{\pm}(0) = \lambda_{\pm}(0)v_{\pm}$ where $\lambda_{\pm}(0) \equiv e^{\pm i\mu(0)}$ are the distinct (complex conjugate) Floquet multipliers, with corresponding Floquet exponents

$$\mu_{\pm}(0) = \pm \left( z_{\pm}(0) - \frac{\omega}{2} \right) = \pm \frac{1}{2} \left( \sqrt{\omega^2 + 4R^2 v_D^2} - \omega \right). \quad (3.20)$$
By continuity, for \(|\xi| \leq d_0\), where \(d_0\) is chosen sufficiently small, \(|\mu_{\pm}(\xi)| \geq c_0\), where \(c_0 > 0\) depends on \(d_0\). It follows that there exists \(C_1 > 0\), depending on \(c_0\) and \(d_0\), such that

\[
\sup_{|\xi| \leq d_0} \left\| \left( \hat{U}_{\text{Dir}}(T_{\text{per}}, \xi) - \lambda I_{2 \times 2} \right)^{-1} \right\|_{C^2 \times C^2} \leq C_1
\]

for all \(\lambda\) varying in an open arc on the unit circle, which contains 1. Finally, since

\[
(M_{\text{Dir},d_0} - \lambda I_{2 \times 2})^{-1} \alpha_0 = \frac{1}{(2\pi)^2} \int_{|\xi| \leq d_0} e^{i \xi \cdot x} \left( \hat{U}_{\text{Dir}}(T_{\text{per}}, \xi) - \lambda I_{2 \times 2} \right)^{-1} \alpha_0(\xi) d\xi,
\]

it follows that this open arc is in the resolvent set of \(M_{\text{Dir},d_0}\).

\[\square\]

4 Band-limited Dirac wave-packets

In Theorem 3.2 we proved that the evolution of Dirac wave-packets, \(\psi = \varepsilon \alpha_0(\varepsilon x) ^T \Phi(x)\) under the Schrödinger equation, (1.4), is given by an effective magnetic Dirac equation. In Proposition 3.5 we showed that the effective Dirac dynamics, when restricted to a suitable invariant subspace of band-limited functions, \(\chi(|\nabla| \leq d_0) L^2(\mathbb{R}^2)\), has a Floquet-multiplier (and therefore) quasi-energy gap. This motivates the following:

**Definition 4.1 (Band-limited Dirac wave-packets).** Fix \(\varepsilon, d_0 > 0\) and let \(k_D \in \{K, K'\}\). We say that \(\psi \in \mathcal{B}(d_0, \varepsilon) = \mathcal{B}(d_0, \varepsilon; k_D) \subset L^2(\mathbb{R}^2)\), the subspace of band-limited Dirac wave packets with parameters \(d_0\) and \(\varepsilon\), if there exists \(\alpha_\varepsilon \in L^2(\mathbb{R})\) with \(\text{supp} (\alpha_\varepsilon) \subseteq \{\xi : |\xi| \leq d_0\}\) such that

\[
\psi(x) = \alpha_\varepsilon(\varepsilon x)^T \Phi(x; k_D).
\]

Here, \(\hat{\alpha} = \mathcal{F}(\alpha)\) is the Fourier transform of \(\alpha\). 2

Band-limited wave-packets are a good physical model of the types of excitations considered by physicists, when exploring phenomena related to Dirac points of the unperturbed structure. A mathematically more intrinsic notion would be states in physical or mathematical models of the types of excitations considered by physicists, when exploring phenomena related to Dirac points of the unperturbed structure. A mathematically more intrinsic notion would be states in mathematical models of the types of excitations considered by physicists, when exploring phenomena related to Dirac points of the unperturbed structure.

**Definition 4.2 (No-fold condition).** We say that the Hamiltonian \(H^0\) satisfies the no-fold condition if there exist constants \(\delta_0, \delta_1 > 0\), such that for all \(0 < \delta < \delta_1\) the following holds: if \(k \in \mathcal{B}\) is such \(|k - k_D| > \delta\) for both \(k_D \in \{K, K'\}\), then \(\mathcal{P}_{k_D}(H^0 - E_D) < \delta_0 = 0\).

The no-fold condition asserts that the bands which touch concially at a \((E_D, k_D)\) (and therefore all other high symmetry quasi-momenta at energy \(E_D\)) do not attain the energy \(E_D\), outside a sufficiently small neighborhood of the high-symmetry quasi-momenta. Physically, this means that the bulk structure is semi-metallic at \((E_D, k_D)\). Although, in general, the no-fold condition may not hold, it has been proved to hold for graphene-like potentials in the strong binding regime; see [20]. Furthermore, in applications bulk structures can be engineered to satisfy this condition. For an example, see [31].

**Proposition 4.3.** Suppose the bulk Hamiltonian, \(H^0\), satisfies the no-fold condition. 3 There exists \(\varepsilon_0 > 0\) such that for all \(0 < \varepsilon < \varepsilon_0\), the following holds: for every \(f \in L^2(\mathbb{R}^2)\) there are band-limited Dirac wave-packets, \(u^K_\varepsilon[f] \in \mathcal{B}(d_0, \varepsilon; K)\) and \(v^K_\varepsilon[f] \in \mathcal{B}(d_0, \varepsilon; K')\), such that

\[
\mathcal{P}_{L^2(\mathbb{R}^2)}(H^0 - E_D) < \varepsilon f = u^K_\varepsilon[f] + v^K_\varepsilon[f] + \mathcal{O}(\varepsilon^3\|f\|_{L^2(\mathbb{R}^2)}).
\]

---

2Elsewhere in this article we use the scaling \(\psi(x) = \varepsilon \alpha(\varepsilon x)^T \Phi(x; k_D)\) to guarantee that \(|\psi|_2 \approx |\alpha|_2\). Such \(\psi\) satisfy the requirements of \(\mathcal{B}(d_0, \varepsilon)\), with \(\alpha\) replaced by \(\varepsilon \alpha\).

3If \(H^0\) does not satisfy the no-fold condition, then the conclusion of Proposition 4.3 holds with \(\mathcal{P}_{L^2(\mathbb{R}^2)}(H^0 - E_D) < \varepsilon\) replaced by \(\mathcal{P}_{L^2(\mathbb{R}^2)}(H^0 - E_D) < \varepsilon\) with \(\delta\) sufficiently small.
Conversely, let $u \in \text{BL}(d_0, \varepsilon; k_D)$, where $k_D \in \{K, K'\}$. Then,
\[
\left\| \text{Proj}_{L^2(\mathbb{R}^2)}(\|H^0 - E_D\| > \varepsilon) u \right\|_{L^2(\mathbb{R}^2)} \leq C \varepsilon^2 \|u\|_{L^2(\mathbb{R}^2)}.
\]
\[(4.2)\]

In order to transfer the spectral gap information for the effective evolution (Section 3.1) to the Schrödinger evolution, (1.4), for which $\text{BL}(d_0, \varepsilon)$ is not invariant, we introduce a decomposition of $L^2(\mathbb{R}^2)$ into a direct sum of $\text{BL}(d_0, \varepsilon)$ and its orthogonal complement.

**Proposition 4.4.** For any fixed $\varepsilon > 0$ which is sufficiently small, $L^2(\mathbb{R}^2)$ has the orthogonal decomposition
\[
L^2(\mathbb{R}^2) = \text{BL}(d_0, \varepsilon) \oplus \text{BL}(d_0, \varepsilon)^\perp.
\]

**Proof of Proposition 4.4.** It suffices to prove that $\text{BL}(d_0, \varepsilon)$ is a closed subspace of $L^2(\mathbb{R}^2)$. Let $\alpha_n^\perp(\varepsilon) \Phi \to u$ in $L^2(\mathbb{R}^2)$. We prove that $\{\alpha_n\}$ is a Cauchy sequence in $L^2(\mathbb{R}^2; \mathbb{C}^2)$. This is a consequence of the following averaging lemma, which we prove in Section 7.

**Lemma 4.5** (Averaging Lemma). Let $q \in L^2(\mathbb{R}^2)$ such that $\text{supp} \tilde{q}(\xi) \subseteq \{\xi : |\xi| \leq d\}$ for some $d > 0$, and let $p \in L^2(\Omega)$ be $\Lambda$-periodic. Then, there exists $\varepsilon_0$ which depends $d$, such that for any $\varepsilon$ fixed $0 < \varepsilon < \varepsilon_0$,
\[
|\int_{\mathbb{R}^2} p(x)q(\varepsilon x) \, dx| = \varepsilon^{-2} \left( \int_{\Omega} p(x) \, dx \right) \cdot \left( \int_{\mathbb{R}^2} q(X) \, dX \right).
\]
\[(4.3)\]

Now apply Lemma 4.5 with
\[
q_{j,l}(X) = (\alpha_{j,n} - \alpha_{j,m})(X)(\alpha_{l,n} - \alpha_{l,m})(X) \quad \text{and} \quad p_{j,l}(x) = \overline{\Phi_j(x)}\Phi_l(x), \quad j, l = 1, 2.
\]

Since the set $\{\Phi_1, \Phi_2\}$ is orthonormal in $L^2(\Omega)$, for all $\varepsilon > 0$ sufficiently small:
\[
\int_{\mathbb{R}^2} |(\alpha_n(\varepsilon x) - \alpha_m(\varepsilon x))^T \Phi(x)|^2 \, dx = \varepsilon^{-2} \sum_{j, l = 1, 2} \left( \int_{\Omega} p_{j,l}(x) \, dx \right) \cdot \left( \int_{\mathbb{R}^2} q_{j,l}(X) \, dX \right) = \varepsilon^{-2} \sum_{j, l = 1, 2} \delta_{j,l} \cdot \left( \int_{\mathbb{R}^2} q_{j,l}(X) \, dX \right) = \varepsilon^{-2} \|\alpha_n - \alpha_m\|^2_{L^2}.
\]

Since the left hand side tends to zero as $n$ and $m$ tend to infinity, so does the right hand side. Therefore, $\{\alpha_n\}$ is Cauchy and converges in $L^2(\mathbb{R}^2; \mathbb{C}^2)$ to some $\alpha_*$, and therefore the sequence $\{\varepsilon \alpha_n^\perp(\varepsilon) \Phi\}$ converges to $\varepsilon \alpha_*^\perp(\varepsilon) \Phi$. Finally, we claim that $\text{supp} \tilde{\alpha}_n \subseteq \{\xi : |\xi| \leq d_0\}$. Indeed, since $\{\alpha_n\}$ converges in $L^2$, by the Plancherel identity, so does $\tilde{\alpha}_n$ and hence $\tilde{\alpha}_n(\xi)$ converges almost everywhere, up to a subsequence. Furthermore, for all $n$ we have $\tilde{\alpha}_n(\xi) \equiv 0$ for $|\xi| > d_0$, so we conclude $\tilde{\alpha}_n(\xi) \equiv 0$ for $|\xi| > d_0$. This concludes the proof of Proposition 4.4.

5 Main result; effective gap

By Proposition 3.5 the monodromy operator, $M_{\text{Dir}, d_0}$, associated with the effective Dirac evolution acting in $\chi(|\nabla| \leq d_0)L^2$, has a spectral gap on the unit circle, the arc $\{e^{iy} : |y| < \tilde{g}T_{\text{per}}\}$. For any $g$ such that $0 < g < \tilde{g}$ consider, via Proposition 3.3 for approximating $M^\varepsilon$, the closed arc on the unit circle:
\[
\{e^{-i\nu} \mid \nu \in \mathcal{I}\}, \quad \mathcal{I} = \mathcal{I}(g) \equiv \left[ (\varepsilon^{-1}E_D - g)T_{\text{per}}, (\varepsilon^{-1}E_D + g)T_{\text{per}} \right].
\]
\[(5.1)\]

We expect this arc to be filled with spectrum of $M^\varepsilon$; see Remark 3.6. Let $\Pi^\varepsilon$ denote the spectral measure associated with the unitary operator $M^\varepsilon$
\[
M^\varepsilon = \int_{\text{z \in \text{spec}(M^\varepsilon) \subseteq S}} z \, d\Pi^\varepsilon(z);
\]
\[(5.2)\]
see Appendix A and, for example, [32, 61]. The nature of \( \Pi^\varepsilon \) is largely an open problem but it is expected that the arc (5.1) is contained in its support. Our main result concerns the nature of any \( L^2 \) states formed via superposition of modes with quasi-energies in \( I^g \). No assumptions are made on the projection valued measure \( z \mapsto \Pi^\varepsilon(z) \).

Let \( I(g) \) denote the quasi-energy gap of \( M_{\text{Dir},d_0}^\varepsilon \):

\[
I(g) = (E_D \varepsilon^{-1} + [-\tilde{g}, \tilde{g}]) T_{\text{per}}; \quad \text{see (5.1).}
\]

**Theorem 5.1.** Consider the parametrically forced Schrödinger equation (1.4) with periodic forcing \( A(T) \) given by (3.8). Fix \( 0 < g < \tilde{g} \), so that \( I(g) \subset I(\tilde{g}) \). There exist constants \( \varepsilon_0, C_1, \) and \( C_2 \), such that if \( |\varepsilon| < \varepsilon_0 \) and \( I' \subset I(g) \) is an interval such that \( |I'| \leq C_1(\tilde{g} - g) \), and if \( u \in L^2(\mathbb{R}^2) \) is such that

\[
\Pi^\varepsilon(\{e^{-i\nu} \mid \nu \in I'\})u = u, \quad u \neq 0,
\]

then

\[
\|(I - \text{Proj}_{BL(d_0,\varepsilon)})u\|_{L^2(\mathbb{R}^2)} \geq C_2(\tilde{g} - g)\|u\|_{L^2(\mathbb{R}^2)}.
\]

**Remark 5.2.** The case of a proper spectral gap, i.e., where the range of \( \Pi^\varepsilon(\{e^{-i\nu} \mid \nu \in I\}) \) is \( \{0\} \), is certainly covered by Theorem 5.1. Indeed, if there is an arc in \( S^1 \) with no spectrum, then by our definitions it is also an “effective gap”.

---

**Figure 3:** Main results: Floquet spectra and gaps for the operators \( M_{D,d_0} \) (top, see (3.15)), \( M_D^\varepsilon \) (middle, see (3.7)), compared to the effective gap of the monodromy \( M^\varepsilon \) of the Schrödinger dynamics (1.4) (bottom), see more details in Fig. 4.

**Figure 4:** Effective gap result, Theorem 5.1, in terms of Floquet exponents.
\textbf{Remark 5.3.} As conjectured earlier, we expect the spectrum of the monodromy operator to be all of $S^1$. Concerning the spectral measure, we do not expect it to have a pure point component. Indeed, if $z \in S^1$ is an $L^2(\mathbb{R}^2)$ eigenvalue of $M^\varepsilon$ if and only if $z$ is an $L^2_k$ eigenvalue of $M^\varepsilon$ for a set of quasi-momentum $k \in B$ with positive Lebesgue measure \cite[Theorem XIII.85]{55}. This is possible, for example, if the Hamiltonian or Floquet Hamiltonian (1.2) to have “flat quasi-energy bands”, which is considered highly unlikely for (1.4). An alternative, more physical argument, is to observe that if indeed $\text{spec}(M^\varepsilon) = S^1$, then point spectrum would correspond to embedded eigenvalues in the continuous spectrum. For generic potentials $V$ and forcings $A$ one would expect such states to couple to the continuum be, at best, long lived (metastable) scattering resonance modes of finite lifetime \cite{67}.

Theorem 5.1 gives quantitative information on the effective gap; any state supported in the spectral subspace of $M^\varepsilon$ associated with interval $I$ (see (5.1)) cannot be arbitrarily concentrated in $\text{BL}(d_0, \varepsilon)$. In particular, such a state must contain a non-negligible projection onto $\text{BL}(d_0, \varepsilon)^\perp$. While the $\text{BL}(d_0, \varepsilon)$ condition may seem highly restrictive, the fact that Theorem 5.1 applies even for modes with \textit{some} $\text{BL}(d_0, \varepsilon)^\perp$ parts mean that the mode in question can contain:

1. Modulations of higher-order Bloch modes at $k_D$, i.e., $\Phi_3, \Phi_4$ etc.
2. Components of quasi-momentum $k$ far away from $k_D$.
3. Modulations $\tilde{\beta}(x) \Phi(x)$ with $\tilde{\beta} \in L^2(\mathbb{R}^2; \mathbb{C}^2)$ such that $\beta$ contains high Fourier-frequencies, i.e., $\tilde{\beta} \in \chi(|\nabla| > d_0)L^2(\mathbb{R}^2; \mathbb{C}^2)$.

\section{Proof of Theorem 5.1}

Fix $0 < g < \hat{g}$, $I(g) \subset I(\hat{g})$. Let $\varepsilon_0, C_1,$ and $C_2$ be constants to be determined. Let $|\varepsilon| < \varepsilon_0$ and $I' \subset I(g)$ be such that $|I'| \leq C_1(\hat{g} - g)$. Finally, let $u \in L^2(\mathbb{R}^2)$, $u \neq 0$ and such that $\Pi^\perp(\{e^{-i\nu} | \nu \in I'\})u = u$.

By the orthogonal decomposition of $L^2(\mathbb{R}^2)$ in Proposition 4.4, we may decompose $u$ as:

\begin{align}
  u(x) &= u_{wp}^\varepsilon(x) + r(x), \quad \text{where} \\
  u_{wp}^\varepsilon \in \text{BL}(d_0, \varepsilon), \quad r \in \text{BL}(d_0, \varepsilon)^\perp.
\end{align}

\textit{To prove Theorem 5.1, we need to bound }$\|r\|_{L^2(\mathbb{R}^2)}$ \textit{from below}. The monodromy operator of the effective Dirac equation, $\tilde{M}_{\text{Dir}, d_0}$, gives rise to an approximation to the monodromy operator for the Schrödinger equations (1.4), $\tilde{M}_{D}$ (defined in (3.7)). As defined, $\tilde{M}_{D}$ only acts on the space $\text{BL}(d_0, \varepsilon)$. However we may extend it to all $L^2(\mathbb{R}^2)$:

\textbf{Lemma 6.1.} \textit{$\tilde{M}_{D}$ extends to all }$L^2(\mathbb{R}^2) = \text{BL}(d_0, \varepsilon) \oplus \text{BL}(d_0, \varepsilon)^\perp$ \textit{as a unitary operator.}

\textit{Proof.} Recall that we have defined $\tilde{M}_{D}$ on the closed subspace $\text{BL}(d_0, \varepsilon)$. For $r \in \text{BL}(d_0, \varepsilon)^\perp$ we define $\tilde{M}_{D}r = r$. By the orthogonal decomposition of $L^2(\mathbb{R}^2)$ (Proposition 4.4) and linearity, the extended operator $\tilde{M}_{D}$ is unitary on all $L^2(\mathbb{R}^2)$. 

By the effective dynamics approximation result, Corollary 3.3, we have

\begin{equation}
  \|(M^\varepsilon - \tilde{M}_{D})u_{wp}^\varepsilon\|_{L^2(\mathbb{R}^2)} \leq C\varepsilon, \tag{6.3}
\end{equation}

where $C$ is independent of $\varepsilon$.

\textsuperscript{4}The upper bound in Corollary 3.3 generally depends on $\|\alpha_0\|_{H^4(\mathbb{R}^2)}$. However, for any $u \in \chi(|\nabla| < d_0)L^2(\mathbb{R}^2)$ with $\|u\|_{L^2(\mathbb{R}^2)} = 1$, then $\|u\|_{H^4(\mathbb{R}^2)}$ are uniformly bounded from above, and therefore we omit the explicit dependence on this norm.

\begin{equation}
  \|(M^\varepsilon - \tilde{M}_{D})u\|_{L^2(\mathbb{R}^2)} \leq \|(M^\varepsilon - \tilde{M}_{D})u_{wp}^\varepsilon\|_{L^2(\mathbb{R}^2)} + \|(M^\varepsilon - \tilde{M}_{D})r\|_{L^2(\mathbb{R}^2)} \leq C\varepsilon + 2\|r\|_{L^2(\mathbb{R}^2)} \tag{6.4}
\end{equation}
We next obtain, for \( \varepsilon \) sufficiently small, a lower bound on \( \| (M^\varepsilon - \tilde{M}_D^\varepsilon) u \|_{L^2(\mathbb{R}^2)} \). Two key steps are required for this lower bound:

1. **Proposition 6.2:** Using that \( u \) is spectrally concentrated on \( \mathcal{I}' \), with respect the measure \( \Pi^\varepsilon \), we prove that for \( \nu_0 \in \mathcal{I}' \)

\[
M^\varepsilon u = e^{-i\nu_0} u + \rho, \quad \text{where} \quad \| \rho \| \leq |\mathcal{I}'| \cdot \| u \|_{L^2(\mathbb{R}^2)}.
\]

2. **Lower bound on** \( \| (e^{-i\nu_0} - \tilde{M}_D^\varepsilon) u_{wp} \|_{L^2(\mathbb{R}^2)} \): This is proved using scale separation, the spectral measure of \( M_{\text{Dir}} \), and a multiscale averaging lemma (Lemma 4.5).

Since \( u \) is an approximate eigenvector of \( M \) (step 1.), the latter lower bound and (6.4) together provide a lower bound on \( r \in \text{BL}(d_0, \varepsilon)^{-1} \), defined in (6.2), which will imply Theorem 5.1.

**Proposition 6.2.** Let \( \mathcal{I}' \subset \mathcal{I}(g) \subset \mathcal{I}(\hat{g}) \) as above. Choose \( \nu_0 \) to be the midpoint of \( \mathcal{I}' \). Then,

\[
M^\varepsilon u = e^{-i\nu_0} u + \rho, \quad \text{where} \quad \| \rho \|_{L^2(\mathbb{R}^2)} \leq |\mathcal{I}'| \cdot \| u \|_{L^2(\mathbb{R}^2)}.
\]

**Proof.** Since \( \Pi^\varepsilon (\{ e^{-i\nu} | \nu \in \mathcal{I}' \}) u = u \), we have using the spectral representation of the unitary operator \( M^\varepsilon \) (Appendix A):

\[
M^\varepsilon u = \int_{\{ z = e^{-i\nu}, \nu \in \mathcal{I}' \}} M^\varepsilon d\Pi^\varepsilon (z) u = \int_{\mathcal{I}'} e^{-i\nu} d\Pi^\varepsilon (e^{-i\nu}) u
\]

\[
= \int_{\mathcal{I}'} e^{-i\nu_0} d\Pi^\varepsilon (e^{-i\nu}) u + \int_{\mathcal{I}'} (e^{-i\nu} - e^{-i\nu_0}) d\Pi^\varepsilon (e^{-i\nu}) u
\]

\[
= e^{-i\nu_0} u + \rho, \quad \text{where} \quad \rho \equiv \int_{\mathcal{I}'} (e^{-i\nu} - e^{-i\nu_0}) d\Pi^\varepsilon (e^{-i\nu}) u.
\]

Therefore,

\[
\| \rho \|^2_{L^2(\mathbb{R}^2)} = \int_{\mathcal{I}'} (e^{-i\nu} - e^{-i\nu_0}) d\Pi^\varepsilon (e^{-i\nu}) u^2_{L^2(\mathbb{R}^2)}
\]

\[
= \int_{\mathcal{I}'} (e^{-i\nu} - e^{-i\nu_0})^2 \langle d\Pi^\varepsilon (e^{-i\nu}) u, u \rangle \leq |\mathcal{I}'|^2 \cdot \| u \|_{L^2(\mathbb{R}^2)}^2.
\]

This completes the proof of Proposition 6.2. \( \square \)

Proposition 6.2 implies

\[\| (M^\varepsilon - \tilde{M}_D^\varepsilon) u \|_{L^2(\mathbb{R}^2)} \geq \| (e^{-i\nu_0} - \tilde{M}_D^\varepsilon) u \|_{L^2(\mathbb{R}^2)} - |\mathcal{I}'| \cdot \| u \|_{L^2(\mathbb{R}^2)}, \quad (6.5)\]

The upper bound (6.4) and the lower bound (6.5) gives:

\[\| (e^{-i\nu_0} - \tilde{M}_D^\varepsilon) u \|_{L^2(\mathbb{R}^2)} - |\mathcal{I}'| \cdot \| u \|_{L^2(\mathbb{R}^2)} \leq C \varepsilon + 2 \| r \|_{L^2(\mathbb{R}^2)} \quad (6.6)\]

We now require a lower bound on \( \| (e^{-i\nu_0} I - \tilde{M}_D^\varepsilon) u \|_{L^2(\mathbb{R}^2)} \) for all \( \varepsilon \) sufficiently small. Since \( u = u_{wp}^\varepsilon + r \) and since \( \tilde{M}_D^\varepsilon \) is the identity on \( \text{BL}(d_0, \varepsilon)^{-1} \) (Lemma 6.1) we have, by the triangle inequality,

\[\| (e^{-i\nu_0} I - \tilde{M}_D^\varepsilon) u \|_{L^2(\mathbb{R}^2)} \geq \| (e^{-i\nu_0} I - \tilde{M}_D^\varepsilon) u_{wp}^\varepsilon \|_{L^2(\mathbb{R}^2)} - \| r \|_{L^2(\mathbb{R}^2)}, \quad (6.7)\]

which together with (6.6) yields:

\[\| (e^{-i\nu_0} I - \tilde{M}_D^\varepsilon) u_{wp}^\varepsilon \|_{L^2(\mathbb{R}^2)} \leq C \varepsilon + 3 \| r \|_{L^2(\mathbb{R}^2)} + |\mathcal{I}'| \cdot \| u \|_{L^2(\mathbb{R}^2)}. \quad (6.8)\]

Thus we now seek a lower bound for \( \| (e^{-i\nu_0} I - \tilde{M}_D^\varepsilon) u_{wp}^\varepsilon \|_{L^2(\mathbb{R}^2)} \).
Proposition 6.3. For all $\varepsilon > 0$ sufficiently small,

$$
\left\| (e^{-i\varepsilon \cdot} - \hat{M}_D^\varepsilon) u_{wp} \right\|_{L^2(\mathbb{R}^2)} \geq \left( \frac{1}{2} |I'| + (\hat{g} - g)T_{per} \right) \| \alpha_0 \|_{L^2(\mathbb{R}^2; \mathbb{C}^2)}.
$$

Before proving Proposition 6.3 we use it to conclude the proof of Theorem 5.1. By (6.9) and (6.8) we have

$$
\left( \frac{1}{2} |I'| + (\hat{g} - g)T_{per} \right) \| \alpha_0 \|_{L^2(\mathbb{R}^2; \mathbb{C}^2)} \leq C\varepsilon + 3\|r\|_{L^2(\mathbb{R}^2)} + |I'| \cdot \| u \|_{L^2(\mathbb{R}^2)}
$$

and hence

$$
= C\varepsilon + 3\|r\|_{L^2(\mathbb{R}^2)} + |I'| \cdot \left( \| u_{wp} \| + \| r \| \right),
$$

where the latter equality holds since $\| u_{wp} \|_{L^2(\mathbb{R}^2)} = \| \alpha_0 \|_{L^2(\mathbb{R}^2; \mathbb{C}^2)}$, for $\varepsilon$ sufficiently small, by averaging Lemma 4.5. Therefore,

$$
\left( -\frac{1}{2} |I'| + (\hat{g} - g)T_{per} \right) \| \alpha_0 \|_{L^2(\mathbb{R}^2; \mathbb{C}^2)} \leq C\varepsilon + (3 + |I'|)\| r \|_{L^2(\mathbb{R}^2)}
$$

Finally, take $|I'| < (\hat{g} - g)T_{per}$. By taking $\varepsilon$ sufficiently small we have

$$
C(\hat{g} - g) \leq \| r \|_{L^2(\mathbb{R}^2)} = \| (I - \text{Proj}_{BL(d_0, \varepsilon)}^\varepsilon) u \|_{L^2(\mathbb{R}^2)}.
$$

This completes the proof of Theorem 5.1, with the exception of Proposition 6.3, which we now establish.

Proof of Proposition 6.3. $u_{wp}^\varepsilon \in BL(d_0, \varepsilon)$ we have (Definition 4.1)

$$
u_{wp}^\varepsilon(x) = \varepsilon \alpha_0(\varepsilon\cdot) \Phi(x; k_D)^\top \text{ with supp}(\hat{a}_0) \subset \{ \xi \mid \| \xi \| \leq d_0 \}.
$$

In terms of the Fourier transform of $\alpha_0$ and the eigenbasis $\{ v_+(\xi), v_-(\xi) \}$ for $\mathbb{C}^2$, see (3.13), we have

$$
\alpha_0(X) = \frac{1}{(2\pi)^2} \sum_{r = \pm} \int_{\| \xi \| \leq d_0} e^{i\xi \cdot X} \langle v_r(\xi), \hat{\alpha}_0(\xi) \rangle_{\mathbb{C}^2} v_r(\xi) d\xi,
$$

and hence

$$
e^{-i\varepsilon \cdot} u_{wp}^\varepsilon(x) = e^{-i\varepsilon \cdot \left( \frac{\varepsilon}{(2\pi)^2} \sum_{r = \pm} \int_{\| \xi \| \leq d_0} e^{i\xi \cdot (x)} \langle v_r(\xi), \hat{\alpha}_0(\xi) \rangle_{\mathbb{C}^2} v_r(\xi) d\xi \right)^\top \Phi(x).
$$

By (3.10) and (3.14)

$$
M_{Dir, d_0} \alpha_0 = U_{Dir}(T_{per}, X) [\alpha_0] (X) = \frac{1}{(2\pi)^2} \sum_{r = \pm} \int_{\| \xi \| \leq d_0} e^{i\xi \cdot X} \langle v_r(\xi), \hat{\alpha}_0(\xi) \rangle_{\mathbb{C}^2} e^{ir\mu(\xi)T_{per}} v_r(\xi) d\xi,
$$

and therefore

$$
\left( \hat{M}_D^\varepsilon u_{wp}^\varepsilon \right) (x) = \left[ \varepsilon M_{Dir, d_0} [\alpha_0](\varepsilon x) \right]^\top e^{-iE_D \varepsilon^{-1}T_{per}} \Phi(x)
$$

$$
= \left[ \frac{\varepsilon}{(2\pi)^2} \sum_{r = \pm} \int_{\| \xi \| \leq d_0} e^{i\xi \cdot (x)} \langle v_r(\xi), \hat{\alpha}_0(\xi) \rangle_{\mathbb{C}^2} e^{ir\mu(\xi)T_{per}} v_r(\xi) d\xi \right] e^{-iE_D \varepsilon^{-1}T_{per}} \Phi(x).
$$

Subtracting (6.12) and (6.10) yields the two-scale expression

$$
(e^{-i\varepsilon \cdot} - \hat{M}_D^\varepsilon) u_{wp}^\varepsilon(x) = \gamma^\varepsilon(\varepsilon x)^\top \Phi(x),
$$
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where
\[
\gamma^\varepsilon(X) = \frac{\varepsilon}{(2\pi)^2} \int_{|\xi| \leq d_0} e^{i\xi X} \left[ \sum_{r=\pm} \langle v_r(\xi), \hat{\alpha}_0(\xi) \rangle_{C^2} \left( e^{-i\nu_0} - e^{-i(E_D \varepsilon^{-1} - r\mu(\xi)) T_{\text{per}}} \right) v_r(\xi) \right] d\xi.
\]

We next claim that for all \(\varepsilon\) sufficiently small:
\[
\left\| (e^{-i\nu_0} - \widetilde{M}_D) u_{wp}^\varepsilon \right\|_{L^2(\mathbb{R}^2)}^2 = \left\| \gamma^\varepsilon \right\|_{L^2(\mathbb{R}^2;C^2)}^2,
\]
and therefore the desired lower bound on the norm of \((e^{-i\nu_0} - \widetilde{M}_D) u_{wp}^\varepsilon\) boils down to a lower bound on the norm of \(\gamma^\varepsilon(X)\). To prove (6.13) we apply averaging Lemma 4.5 and use the orthonormality of \(\Phi_1, \Phi_2 \in L^2_\varepsilon\). Specifically, we have
\[
\left\| (e^{-i\nu_0} - \widetilde{M}_D) u_{wp}^\varepsilon \right\|_{L^2(\mathbb{R}^2)}^2 = \left\| \varepsilon \gamma^\varepsilon(\varepsilon x)^T \Phi(x) \right\|_{L^2(\mathbb{R}^2)}^2 = \int_{\mathbb{R}^2} \left[ \sum_{j=1}^{2} \gamma_j^\varepsilon(\varepsilon x) \Phi_j(x) \right]^2 dx
\]
\[
= \sum_{i,j=1}^{2} \int_{\mathbb{R}^2} \varepsilon^2 \gamma_j^\varepsilon(\varepsilon x) \Phi_j(x) \gamma_i^\varepsilon(\varepsilon x) \Phi_i(x) dx
\]
\[
= \sum_{i,j=1}^{2} \langle \gamma_i^\varepsilon, \gamma_j^\varepsilon \rangle_{L^2(\mathbb{R}^2)} \langle \Phi_i, \Phi_j \rangle_{L^2(\Omega)} = \sum_{i,j=1}^{2} \langle \gamma_i^\varepsilon, \gamma_j^\varepsilon \rangle_{L^2(\mathbb{R}^2)} \delta_{i,j}
\]
\[
= \sum_{j=1}^{2} \left\| \gamma_j^\varepsilon \right\|_{L^2(\mathbb{R}^2)}^2 = \left\| \gamma^\varepsilon \right\|_{L^2(\mathbb{R}^2;C^2)}^2.
\]

This completes the proof of (6.13), and thus the desired lower bound reduces to a lower bound on the norm of \(\gamma^\varepsilon(X)\).

By the (vector) Plancherel Theorem and using the orthonormality of \(\{v_+(\xi), v_-(\xi)\}:
\[
\left\| \gamma^\varepsilon \right\|_{L^2(\mathbb{R}^2;C^2)} = \int_{\mathbb{R}^2} \left[ \sum_{r=\pm} \langle v_r(\xi), \hat{\alpha}_0(\xi) \rangle_{C^2} \left( e^{-i\nu_0} - e^{-i(E_D \varepsilon^{-1} - r\mu(\xi)) T_{\text{per}}} \right) v_r(\xi) \right]^2 d\xi
\]
\[
= \int_{|\xi| \leq d_0} \left[ \sum_{r=\pm} \langle v_r(\xi), \hat{\alpha}_0(\xi) \rangle_{C^2} \left( e^{-i\nu_0} - e^{-i(E_D \varepsilon^{-1} - r\mu(\xi)) T_{\text{per}}} \right) \right]^2 d\xi
\]
\[
\geq \min_{r=\pm} \min_{|\xi| \leq d_0} \left\| e^{-i\nu_0} - e^{-i(E_D \varepsilon^{-1} - r\mu(\xi)) T_{\text{per}}} \right\|_{L^2(\mathbb{R}^2;C^2)}^2 \left\| \alpha_0 \right\|_{L^2(\mathbb{R}^2;C^2)}^2.
\]

By Lemma 4.5, for \(\varepsilon\) sufficiently small: \(\| u_{wp}^\varepsilon \|_{L^2(\mathbb{R}^2)} = \| \alpha_0 \|_{L^2(\mathbb{R}^2;C^2)}\), and so
\[
\left\| (e^{-i\nu_0} - \widetilde{M}_D) u_{wp}^\varepsilon \right\|_{L^2(\mathbb{R}^2)} \geq \min_{r=\pm} \min_{|\xi| \leq d_0} \left\| e^{-i\nu_0} - e^{-i(E_D \varepsilon^{-1} - r\mu(\xi)) T_{\text{per}}} \right\|_{L^2(\mathbb{R}^2;C^2)} \| \alpha_0 \|_{L^2(\mathbb{R}^2;C^2)}.
\]

Now \(\nu_0\) is centered in \(T' \subset \mathcal{I}(g) \subset \mathcal{I}(\hat{g})\), see Fig. 4. Hence,
\[
\left| e^{-i\nu_0} - e^{-i(E_D \varepsilon^{-1} - r\mu(\xi)) T_{\text{per}}} \right| \geq \frac{1}{2} |T'| + |\hat{g} - g| T_{\text{per}},
\]
and therefore, for \(\varepsilon > 0\) sufficiently small we obtain the lower bound (6.9). This completes the proof of Proposition 6.3. \(\square\)
7 Proof of the Homogenization Lemma 4.5

Since the fundamental cell of the lattice $\Omega$ tiles the plane, we partition $\mathbb{R}^2$ with respect to the lattice, i.e., $\mathbb{R}^2 = \bigcup_{m \in \Lambda} (\Omega + m)$. Therefore

$$\int_{\mathbb{R}^2} p(x)q(\varepsilon x) \, dx = \sum_{m \in \Lambda} \int_{\Omega + m} p(x)q(\varepsilon x) \, dx$$

(change of variables $x = y + m$)

$$= \sum_{m \in \Lambda} \int_{\Omega} p(y)q(\varepsilon y) \, dy$$

$$= \int_{\Omega} p(y) \left[ \sum_{m \in \Lambda} q(\varepsilon (y + m)) \right] \, dy. \quad (7.1)$$

Using a generalization of Poisson summation formula for general lattices [59], then

$$\sum_{m \in \Lambda} q(y + m) = \sum_{n \in \Lambda} \hat{q}(n) e^{2\pi i y \cdot n},$$

where $\hat{q}$ is the Fourier transform of $q$. Since in two space dimensions we have that $q_{\varepsilon} = \varepsilon^{-2} \hat{q}(\varepsilon^{-1} \xi)$, then

$$\sum_{m \in \Lambda} q(\varepsilon (y + m)) = \sum_{n \in \Lambda} \varepsilon^{-2} \hat{q} \left( \frac{n}{\varepsilon} \right) e^{2\pi i y \cdot n}.$$

Now, since $q$ is band-limited, then for sufficiently small $\varepsilon$ all of the terms in the last sum vanish but $n = (0,0)$. Therefore,

$$\sum_{m \in \Lambda} q(\varepsilon (y + m)) = \varepsilon^{-2} \hat{q}(0) = \varepsilon^{-2} \int_{\mathbb{R}^2} q(x) \, dx,$$

which when substituted into (7.1), yields

$$\int_{\mathbb{R}^2} p(x)q(\varepsilon x) \, dx = \ldots = \int_{\Omega} p(y) \left[ \varepsilon^{-2} \int_{\mathbb{R}^2} q(x) \, dx \right] \, dy$$

$$= \varepsilon^{-2} \left( \int_{\Omega} p(y) \, dy \right) \cdot \left( \int_{\mathbb{R}^2} q(x) \, dx \right).$$

8 Derivation and time-scale of validity of effective Dirac dynamics: Proof of Theorem 3.2

8.1 Multiple-scales expansion

We first derive the Dirac equation (3.4) using formal multiple scales expansion, and in Section 8.2 we prove Prop. 3.2. We introduce slow temporal and spatial scales: $T = \varepsilon t$ and $X = \varepsilon x$, and formally view $\psi$ as a function of independent fast and slow variables: $\psi = \Psi(x, X, t, T)$. Hence, $\partial_t \rightarrow \partial_t + \varepsilon \partial_T$, $\nabla_x \rightarrow \nabla_x + \varepsilon \nabla_X$ and (1.4) may be rewritten as:

$$i \left( \partial_t - H^0 \right) \Psi = \varepsilon H_1 \Psi + \varepsilon^2 H_2 \Psi, \quad (8.1)$$

where

$$H_1 = -\left( i \partial_T + 2 \nabla_X \cdot \nabla_X + 2i A(T) \cdot \nabla_X \right) \quad \text{and} \quad H_2 = -\left( \Delta_X + 2i A(T) \cdot \nabla_X \right). \quad (8.2)$$
The procedure we describe will yield \( \Psi(x, X, t, T) \) such that

\[
\Psi(t, T, x, X) \bigg|_{T=\varepsilon t, X=\varepsilon x} \text{ is an approximate solution of (1.4).}
\]

We seek a formal expansion for a solution to (8.1), \( \Psi(t, T, x, X) \), consisting of a leading multiscale part plus a correction:

\[
\Psi = \Psi_0(x, X, t, T) + \varepsilon \Psi_1(x, X, t, T) + \varepsilon^2 \Psi_2(x, X, t, T) + \eta^\varepsilon(t, x). \tag{8.3}
\]

Substitution of (8.3) into (8.1) yields the hierarchy of equations:

\[
\mathcal{O}(\varepsilon^0): (i\partial_t - H^0)\Psi_0 = 0; \quad \Psi(0, x, 0, X) = \alpha_{0,1}(X)\Phi_1 + \alpha_{0,2}(X)\Phi_2 \tag{8.4}
\]

\[
\mathcal{O}(\varepsilon^1): (i\partial_t - H^0)\Psi_1 = H_1\Psi_0; \quad \Psi_1(0, x, 0, X) = 0 \tag{8.5}
\]

\[
\mathcal{O}(\varepsilon^2): (i\partial_t - H^0)\Psi_2 = H_1\Psi_1 + H_2\Psi_0; \quad \Psi_2(0, x, 0, X) = 0 \tag{8.6}
\]

\[
\text{corrector: } (i\partial_t - H^0 - 2i\varepsilon A(\varepsilon t) \cdot \nabla_x) \eta^\varepsilon(t, x) = \varepsilon^3 \mathcal{F}^\varepsilon(t, x); \quad \eta(0, x) = 0, \tag{8.7}
\]

where

\[
\mathcal{F}^\varepsilon(t, x) = (H_1\Psi_2 + H_2\Psi_1) (t, T, x, X) \bigg|_{T=\varepsilon t, X=\varepsilon x} + \varepsilon (H_2\Psi_2)(t, T, x, X) \bigg|_{T=\varepsilon t, X=\varepsilon x}. \tag{8.8}
\]

Since we are looking to construct solutions of wave-packet type which are spectrally localized at \( k_0 = K \) we shall seek an expansion where, for \( j = 0, 1, 2, \)

\[
x \mapsto \Psi_j(t, x, X, T) \text{ is } K-\text{pseudo-periodic with respect to } x \text{ and decaying to zero as } |X| \to \infty.
\]

We view equations (8.4)-(8.6) as equations in the space \( L^2_K \), depending on parameters \( T \) and \( X \). The variations with respect to \( T \) and \( X \) are determined via the solvability conditions of this hierarchy of equations.

We first consider (8.4). Since the \( L^2_K \) nullspace of \( E_D I - H^0 \) is given by \( \text{span}\{\Phi_1, \Phi_2\} \), we have:

\[
\Psi_0 = \varepsilon e^{-i E_D t} \sum_{j=1}^2 \alpha_j(X, T) \Phi_j(x), \tag{8.9}
\]

where \( \alpha_1(X, T) \) and \( \alpha_2(X, T) \) are decaying functions of \( X \) to be determined. The pre-factor of \( \varepsilon \) in (8.9) is inserted so that the \( L^2(\mathbb{R}^2) \) norm is \( \mathcal{O}(1) \).

Turning to first order in \( \varepsilon \), equation (8.5), since \( \Psi_0 \) oscillates with frequency \( E_D \), it is convenient to define:

\[
\Psi_1(t, T, x, X) = e^{-i E_D t} \tilde{\Psi}_1(t, x, X).
\]

Substitution into (8.5) yields

\[
\left( E_D I - H^0 \right) \tilde{\Psi}_1 = -\sum_{j=1}^2 i \partial_T \alpha_j(X, T) \Phi_j - i \sum_{j=1}^2 \nabla_x \alpha_j(X, T) \cdot (-2i) \nabla_x \Phi_j + \sum_{j=1}^2 \alpha_j(X, T) A(T) \cdot (-2i) \nabla_x \Phi_j. \tag{8.10}
\]

A necessary condition for the solvability of (8.10) for \( \tilde{\Psi}_1 \in L^2_K \) is that the right hand side of (8.10) be \( L^2_K \) orthogonal to \( \Phi_1 \) and \( \Phi_2 \). These two solvability conditions read:

\[
i\partial_T \alpha_1 = -i \langle \Phi_1, -2i \nabla_x \Phi_2 \rangle \cdot \nabla_x \alpha_2 + \langle \Phi_1, -2i \nabla_x \Phi_2 \rangle \cdot A(T) \alpha_2
\]

\[
i\partial_T \alpha_2 = -i \langle \Phi_2, -2i \nabla_x \Phi_1 \rangle \cdot \nabla_x \alpha_1 + \langle \Phi_2, -2i \nabla_x \Phi_1 \rangle \cdot A(T) \alpha_1.
\]
By Proposition 2.1

\[
\begin{align*}
  i \partial_T \alpha_1 &= v_D \left( \frac{1}{i} \partial_{X_1} + \partial_{X_2} \right) \alpha_2 + v_D \left( A_1(T) + iA_2(T) \right) \alpha_2, \\
  i \partial_T \alpha_2 &= v_D \left( \frac{1}{i} \partial_{X_1} - \partial_{X_2} \right) \alpha_1 + v_D \left( A_1(T) - iA_2(T) \right) \alpha_1, \\
\end{align*}
\]

(8.11)

which, after rearranging terms, is seen to be the Dirac equation

\[
  i \partial_T \alpha(T, X) = \mathcal{D}_A(T) \alpha(T, X);
\]

(8.12)

see (3.3)-(3.4).

Let \( \pi^\perp \) denote the projection onto the orthogonal complement of \( \text{span}\{\Phi_1, \Phi_2\} \) in \( L^2_K \):

\[
\pi^\perp = I - \sum_{j=1}^2 \langle \Phi_j, \cdot \rangle \Phi_j = \sum_{j=3}^\infty \langle \Phi_j, \cdot \rangle \Phi_j;
\]

for convenience we indexed the \( L^2_K \) eigenpairs of \( H^0 \) such that \( \text{span}\{\Phi_1, \Phi_2\}^\perp = \text{span}\{\Phi_j : j \geq 3\} \).

If \((\alpha_1, \alpha_2)\) is constrained to satisfy (8.11), then \( \pi^\perp (H_1 \Psi_0) = H_1 \Psi_0 \) and hence:

\[
\tilde{\Psi}_1(t, x, T, X) = (E_D I - H^0)^{-1} H_1 \Psi_0 + \varepsilon \sum_{j=1, 2} \beta_j(T, X) \Phi_j(x),
\]

(8.13)

where \( \varepsilon \beta_j \) are decaying functions of \( X \) which are to be determined at the next order equation (8.6), and finally \( \Psi_1 = \tilde{\Psi}_1 \mathrm{e}^{-iE_D t} \). Turning next to second order in \( \varepsilon \), (8.6), we write \( \Psi_2(t, x, T, X) = \tilde{\Psi}_2(x, T, X) \mathrm{e}^{-iE_D t} \). In analogy with our first order analysis, the condition for solvability condition of (8.6) in \( L^2_K \) is that \( H_1(\Psi_1 + \sum_j \beta_j \Phi_j) \) is orthogonal to \( \Phi_1 \) and \( \Phi_2 \). In a manner analogous to the derivation of (3.4), we obtain a system of forced Dirac equations for \( \beta \equiv (\beta_1, \beta_2)^T \):

\[
  i \partial_T \beta(T, X) - \mathcal{D}_A(T) \beta(T, X) = F_2(T, X),
\]

(8.14)

where \( F_2 = (F_{2,1}, F_{2,2})^T \), and for \( j = 1, 2 \):

\[
F_{2,j} = \langle \Phi_j, H_1(E_D - H^0)^{-1} H_1 \Psi_0 \rangle_{L^2(\Omega)}.
\]

(8.15)

We note that \( F_2 \) is independent of \( \beta \), and is therefore a forcing term in (8.14). Corresponding to any solution of the initial value problem for (8.14) in \( C(\mathbb{R}; H^s(\mathbb{R})) \), we have that

\[
\Psi_2(t, x, T, X) = \mathrm{e}^{-iE_D t}(E_D - H^0)^{-1} \pi^\perp \tilde{\Psi}_1.
\]

(8.16)

8.2 Bounding the corrector, \( \eta^\varepsilon(t, x) \)

Finally we turn to estimating the corrector, \( \eta^\varepsilon \), which (8.7), (8.8). By self-adjointness of \( H^0 + iA(\varepsilon t) \cdot \nabla \), we have \( \partial_t \| \eta^\varepsilon(t) \|_2^2 = 2\varepsilon^3 \text{Re} \langle \eta^\varepsilon, \mathcal{F}^\varepsilon(t, \cdot) \rangle \). This implies, by the Cauchy-Schwarz inequality, that \( \partial_t \| \eta^\varepsilon(t) \| \leq \varepsilon^3 \| \mathcal{F}^\varepsilon(t, \cdot) \| \). Therefore, for all \( t \geq 0 \):

\[
\| \eta^\varepsilon(t, \cdot) \|_{L^2(\mathbb{R}^2)} \leq t \varepsilon^3 \sup_{s \in [0, t]} \| \mathcal{F}^\varepsilon(s, \cdot) \|_{L^2(\mathbb{R}^2)},
\]

(8.17)

where \( \mathcal{F}^\varepsilon \) is given by (8.8). To prove Theorem 3.2 we next bound \( \| \mathcal{F}^\varepsilon(t, \cdot) \|_2 \) for \( t \leq \varepsilon^{-2} \).

Proposition 8.1. For all \( t > 0 \), we have the following \( L^2(\mathbb{R}^2) \) bounds

\[
\| \eta^\varepsilon(t, \cdot) \|_{L^2(\mathbb{R}^2)} \leq t \varepsilon^3 \sup_{s \in [0, t]} \left( \| \alpha(s, \cdot) \|_{H^3(\mathbb{R}^2)} + \| \beta(s, \cdot) \|_{H^2(\mathbb{R}^2)} \right).
\]

(8.18)

Here, \( \alpha = (\alpha_1, \alpha_2)^T \) and \( \beta = (\beta_1, \beta_2)^T \) are solutions of the homogeneous and inhomogeneous Dirac equations (8.12) and (8.14), respectively. The implicit constant in (8.18) depends only on the honeycomb potential \( V \).
Proof. We shall use the following convention. If \( G(t, T, x, X) \) is a multi-scale function, then we write \( G^*(t, x) \equiv G(t, T, x, X) \vert_{T=ct, X=ex} \). The proof of Proposition 8.1 makes use of the following bounds:

\[
\begin{align*}
\| \Psi_1^*(t, \cdot) \|_2 & \leq \| \alpha(\varepsilon t, \cdot) \|_{H^1} + \| \beta(\varepsilon t, \cdot) \|_2, \\
\| \Psi_2^*(t, \cdot) \|_2 & \leq \| \alpha(\varepsilon t, \cdot) \|_{H^1} + \| \beta(\varepsilon t, \cdot) \|_2, \\
\| H_1 \Psi_2^*(t, \cdot) \|_2 & \leq \| \alpha(\varepsilon t, \cdot) \|_{H^2} + \| \beta(\varepsilon t, \cdot) \|_{H^1}, \\
\| H_2 \Psi_1^*(t, \cdot) \|_2 & \leq \| \alpha(\varepsilon t, \cdot) \|_{H^2} + \| \beta(\varepsilon t, \cdot) \|_{H^1}, \\
\| H_2 \Psi_2^*(t, \cdot) \|_2 & \leq \| \alpha(\varepsilon t, \cdot) \|_{H^3} + \| \beta(\varepsilon t, \cdot) \|_{H^2}, \\
\| \mathcal{F}^*(\varepsilon t, \cdot) \|_2 & \leq \| \alpha(\varepsilon t, \cdot) \|_{H^3} + \| \beta(\varepsilon t, \cdot) \|_{H^2}.
\end{align*}
\]

It will be useful to decompose \( \tilde{\Psi}_1 \) into two separate terms and bound each of these elements separately

\[
\tilde{\Psi}_{11} = (E_D - H)^{-1} \Pi_{\alpha} H_1 \Psi_0, \quad \tilde{\Psi}_{12} = \sum_j \beta_j \Phi_j.
\]

We start with bounding \( \| \tilde{\Psi}_{1,1} \|_2 \). By definition

\[
- H_1 \Psi_0 = \varepsilon \sum_{j=1,2} i \partial_T \alpha_j(T, X) \Phi_j + 2 \nabla_x \Psi_j \cdot \nabla X \alpha_j(T, X) - 2 i \alpha_j(T, X) A(T) \cdot \nabla \Phi_j
\]

where \( \Phi = (\Phi_1, \Phi_2)^T \). Since \( (E_D I - H)^{-1} \) operates on \( L^2(\Omega) \), represent \( (E_D I - H)^{-1} \Pi_{\alpha} H_1 \Psi_0 \) in the basis of the Bloch modes \( \{ \Phi_b \}_{b \geq 3} \). Using that, by the derivation of (8.12), the constraint \( i \partial_T \alpha(T, X) = \mathcal{D}(T) \alpha(T, X) \) enforces \( \Pi_{\alpha} H_1 \Psi_0 = H_1 \Psi_0 \), we have

\[
\tilde{\Psi}_{1,1}(t, x) = \tilde{\Psi}_{1,1}(t, \varepsilon t, x, \varepsilon x)
\]

\[
= (E_D - H)^{-1} H_1 \Psi_0 \bigg|_{T=ct, X=ex}
\]

\[
= \varepsilon \sum_{b \geq 3} \sum_{j=1,2} \frac{\Phi_b}{E_b - E_D} \langle \Phi_b, i \partial_T \alpha_j(T, X) \Phi_j + 2 \nabla_x \Psi_j \cdot \nabla X \alpha_j(T, X) - i \alpha_j(T, X) A(T) \cdot \nabla \Phi_j \rangle_{L^2(\Omega)}
\]

\[
= \varepsilon \sum_{b \geq 3} \frac{\Phi_b}{E_b - E_D} \left[ \langle \Phi_b, \Phi_j \rangle_{L^2(\Omega)} \cdot \mathcal{D}(T) \alpha(T, X) + \sum_{j} \langle \Phi_b, \nabla X \alpha_j(T, X) \rangle_{L^2(\Omega)} \cdot (2 \nabla_x \alpha(T, X) - 2 i A(T) \alpha_j(T, X)) \right].
\]

We estimate \( \tilde{\Psi}_{1,1} \) in \( L^2 = L^2(\mathbb{R}^2) \) using that

1. Since \( \Phi_b \in L^\infty \), then \( \| \Phi_b(\cdot) f(\cdot) \|_2 \leq \| f \|_2 \) for any \( f \in L^2 \).

2. \( \| f(\varepsilon) \|_{H^s} \leq \varepsilon^{-1} \| f \|_{H^s} \) for every \( s \geq 0 \).

Hence,

\[
\begin{align*}
\| \tilde{\Psi}_{1,1}^*(t, \cdot) \|_{L^2(\mathbb{R}^2)} & \leq \varepsilon \sum_{b \geq 3} \sum_{j=1,2} \frac{\| \Phi_b \|_{L^\infty}}{E_b - E_D} \| \langle \Phi_b, \Phi_j \rangle_{L^2(\Omega)} \|_{L^2_X} \| \nabla X \alpha_j(\varepsilon t, \cdot) \|_{L^2_X} \\
& \quad + \varepsilon \sum_{b \geq 3} \frac{\| \Phi_b \|_{L^\infty}}{E_b - E_D} \| \langle \Phi_b, \nabla \Phi_j \rangle_{L^2(\Omega)} \|_{L^2_X} \| \alpha_j(\varepsilon t, \cdot) \|_{H^2_X},
\end{align*}
\]

\[
\leq \| \alpha(\varepsilon t, \cdot) \|_{H^2_X} \sum_{j=1,2} \sum_{b \geq 3} \frac{\| \Phi_b \|_{L^\infty}}{E_b - E_D} \left( \| \langle \Phi_b, \Phi_j \rangle_{L^2(\Omega)} \| + \| \langle \Phi_b, \nabla \Phi_j \rangle_{L^2(\Omega)} \| \right). \tag{8.25}
\]
By the Sobolev inequality \cite{17} for \( \Omega \subset \mathbb{R}^2 \), and the relation \( \Delta \Phi_b = (V - E_b)\Phi_b \), we have for any \( b \geq 1 \):

\[
\|\Phi_b\|_{L^2(\Omega)} \lesssim \|\Phi_b\|_{H^2(\Omega)} \lesssim \|\Phi_b\|_{L^2(\Omega)} + \|\Delta \Phi_b\|_{L^2(\Omega)} = \|\Phi_b\|_{L^2(\Omega)} + \|(V - E_b)\Phi_b\|_{L^2(\Omega)}.
\]

Furthermore, since \( V \) is bounded \( \|\Phi_b\|_{L^2(\Omega)} \lesssim E_b \|\Phi_b\|_{L^2(\Omega)} \lesssim |b| \), we have used that \( \|\Phi_b\| = 1 \), and that \( E_b \sim b \) as \( b \to \infty \), by Weyl asymptotics in two dimensions. Hence, the factor \( |E_b - E_D| \) in (8.25) is uniformly bounded for all \( b \). Therefore, bounding \( \|	ilde{\Psi}_{1,1}\|_{L^2(\mathbb{R}^2)} \) reduces to showing, for \( j, l = 1, 2 \):

\[
\sum_{b \geq 3} |\langle \Phi_b, \Phi_j \rangle_{L^2(\Omega)}| + |\langle \Phi_b, \partial_x \Phi_j \rangle_{L^2(\Omega)}| < \infty
\]

We claim that both summands decay rapidly with \( b \). Indeed, by the self-adjointedness of \( H^0 \), for \( r = 0, 1 \):

\[
\langle \Phi_b, \partial_x \Phi_j \rangle = E_b^{-2} \langle (H^0)^2 \Phi_b, \partial_x \Phi_j \rangle = E_b^{-2} \langle \Phi_b, (H^0)^2 \partial_x \Phi_j \rangle
\]

and therefore

\[
|\langle \Phi_b, \partial_x \Phi_j \rangle| \lesssim b^{-2} \| (H^0)^2 \partial_x \Phi_j \| \lesssim b^{-2} \| \Phi_j \|_{H^{4+r}}, \quad r = 0, 1,
\]

which is sufficient to ensure summability. It follows that

\[
\|\tilde{\Psi}_{1,1}(t, \cdot)\|_{L^2(\mathbb{R}^2)} \lesssim \|\alpha(t, \cdot)\|_{H^{1}(\mathbb{R}^2)}.
\]

Together with the bound \( \|\tilde{\Psi}_{1,2}(t, \cdot)\| \lesssim \|\beta(t, \cdot)\|_{L^2(\mathbb{R}^2)} \lesssim \|\beta(t, \cdot)\|_{L^2(\mathbb{R}^\mathbb{C})} \), we obtain (8.19).

The upper bounds (8.20)–(8.23) proceed in a similar fashion. The upper bound (8.24) follows directly from the triangle inequality and \( \mathcal{F} = H_1 \Psi_2 + H_2 \Psi_1 + \varepsilon H_2 \Psi_2 \). Finally, we prove (8.18) by combining (8.8), (8.17), and (8.24).

\[ \square \]

Proposition 8.1 provides upper bounds for \( \eta^\varepsilon \), the expansion corrector, in terms of the Sobolev norms of \( \alpha(T, X) \) and \( \beta(T, X) \), which satisfy the Dirac equations (3.4) and (8.14). We now turn to estimating these norms.

**Lemma 8.2.** Let \( \alpha \) satisfy and \( \beta \) denote solutions of homogeneous and non-homogeneous Dirac equations (3.4) and (8.14). As initial data we take \( \alpha(0, \cdot) = \alpha_0 \in H^4(\mathbb{R}^2; \mathbb{C}^2) \) and \( \beta(0, x) = 0 \). Then, for all \( T > 0 \) and \( s \in \mathbb{N} \),

\[
\|\alpha(T, \cdot)\|_{H^s} = \|\alpha(0, \cdot)\|_{H^s},
\]

\[
\|\beta(T, \cdot)\|_{H^s} \lesssim T \|\alpha(0, \cdot)\|_{H^{s+2}}.
\]

**Proof.** The conservation law (8.27) follows from unitarity and translation invariance; see (3.5). To obtain (8.28), we have from (8.14), in \( L^2(\mathbb{R}^2) \), that

\[
i \partial_T \|\partial_X \beta(T, \cdot)\|^2 = 2 \text{ Im}(\beta(T, \cdot), \partial_X^2 F_2) = (-1)^s \cdot 2 \text{ Im}(\langle \partial_X \beta(T, \cdot), \partial_X F_2 \rangle).
\]

Therefore, by the Cauchy-Schwarz inequality, \( \|\partial_T \|\partial_X \beta(T, \cdot)\|_{L^2(\mathbb{R}^2)} \leq \| F_2(T, \cdot) \|_{H^{s+2}(\mathbb{R}^2)} \). Finally, we bound the \( H^s(\mathbb{R}^2) \) norm of \( F_2 \). Since, by definition

\[
F_{2,j} = \langle \Phi_j, H_1(E_D - H^0)^{-1} H_1 \Psi_0 \rangle_{L^2(\Omega)},
\]

we, as in Lemma 8.1, using (8.27) that \( \| F_2(T, \cdot) \|_{H^s} \lesssim \|\alpha(T, \cdot)\|_{H^{s+2}} = \|\alpha_0\|_{H^{s+2}} \). Thus,

\[
\|\partial_X \beta\|_{L^2(\mathbb{R}^2)} \lesssim \int_0^T \| F_2(T', \cdot) \|_{H^{s+2}} dT' \lesssim T \|\alpha_0\|_{H^{s+2}},
\]

which proves (8.28). \[ \square \]
We next expand the terms in (9.1) for $k$ above and (8.3) our solution of (1.4) is:

$$\psi^\varepsilon(t, x) = \Psi_0^\varepsilon(t, x) + \varepsilon \Psi_1^\varepsilon(t, x) + \varepsilon^2 \Psi_2^\varepsilon(t, x) + \eta^\varepsilon(t, x).$$

We shall estimate the size of the corrector to the leading order (effective Dirac) approximation:

$$\psi(t, x) - \Psi_0^\varepsilon(t, x) = \varepsilon \Psi_1^\varepsilon(t, x) + \varepsilon^2 \Psi_2^\varepsilon(t, x) + \eta^\varepsilon(t, x).$$

Using Lemmas 8.1 and 8.2 we have that

$$\frac{\eta_0}{\Psi_2^\varepsilon} \|\eta(t, \cdot)\|_2 \lesssim \varepsilon (\|\alpha(\varepsilon t, \cdot)\|_{H^1} + \|\beta(\varepsilon t, \cdot)\|_2) + \varepsilon^2 (\|\alpha(\varepsilon t, \cdot)\|_{H^1} + \|\beta(\varepsilon t, \cdot)\|_2) + \varepsilon^3 (\|\alpha(\varepsilon t, \cdot)\|_{H^3} + \|\beta(\varepsilon t, \cdot)\|_{H^2})$$

$$\lesssim \varepsilon (\|\alpha_0\|_{H^1} + \|\beta(\varepsilon t, \cdot)\|_2) + \varepsilon^2 (\|\alpha_0\|_{H^1} + \|\beta(\varepsilon t, \cdot)\|_2) + \varepsilon^3 (\|\alpha_0\|_{H^1} + \|\beta(\varepsilon t, \cdot)\|_2) + \varepsilon^4 (\|\alpha_0\|_{H^3} + \|\beta(\varepsilon t, \cdot)\|_{H^2})$$

Therefore, for any $\rho > 0$ and $\varepsilon$ sufficiently small, $\sup_{0 \leq t \leq \varepsilon^{-(2-\rho)}} \|\psi^\varepsilon(t, x) - \Psi_0(t, \cdot)\|_2 \lesssim \varepsilon^\rho$. This completes the proof of Theorem 3.2.

**9 Proof of Proposition 4.3**

**From projections to wave-packets; proof of (4.1)**

Let $\varepsilon > 0$ be taken sufficiently small, and let $f \in L^2(\mathbb{R}^2)$. Express $H$ acting in $L^2(\mathbb{R}^2)$ as a direct integral $H = \int_{\mathbb{R}^2} H_k d\mathbf{k}$, where $H_k$ denotes the operator $H = -\Delta + V$ acting in $L^2(\mathbb{R}^2)$. Then under the no-fold condition (Definition 4.2) there exists a constant $a > 0$, which depends on $v_D$, such that

$$\text{Proj}_{L^2(\mathbb{R}^2)}(|H - E_D| < \varepsilon) f = \sum_{\mathbf{k}_D = \mathbf{K}^\varepsilon} \int_{B} d\mathbf{k} \chi \left( \frac{|\mathbf{k} - \mathbf{k}_D|}{\varepsilon} < a \right) \text{Proj}_{L^2_k}(|H_k - E_D| < 2\varepsilon) f$$

$$= \sum_{\mathbf{k}_D = \mathbf{K}^\varepsilon} \int_{B} d\mathbf{k} \chi \left( \frac{|\mathbf{k} - \mathbf{k}_D|}{\varepsilon} < a \right) \left[ \frac{1}{2\pi i} \oint_{|\zeta - E_D| = 2\varepsilon} (\zeta I - H_k)^{-1} d\zeta \right] f.$$  

We next expand the terms in (9.1) for $\mathbf{k}$ near $\mathbf{k}_D$, focusing on the $\mathbf{k}_D = \mathbf{K}$ term; the $\mathbf{k}_D = \mathbf{K}^\varepsilon$ term is treated analogously. In order to expand for $\mathbf{k}$ near $\mathbf{K}$, we next express the operators $H_k$ in terms of operators which act in the fixed space $L^2_{k_D}$. Note that $H_k = e^{i\mathbf{k} \cdot \mathbf{x}} H(k) e^{-i\mathbf{k} \cdot \mathbf{x}}$, where $H(k) \equiv -(\nabla + ik)^2 + V$ acts in $L^2(\mathbb{R}^2)$. Furthermore, $(\zeta I - H(k))^{-1} = e^{i\mathbf{k} \cdot \mathbf{x}} (\zeta I - H(k))^{-1} e^{-i\mathbf{k} \cdot \mathbf{x}}$.

Substitution into (9.1) yields

$$\cdots = \int_{B} d\mathbf{k} e^{i\mathbf{k} \cdot \mathbf{x}} \chi \left( \frac{|\mathbf{k} - \mathbf{K}|}{\varepsilon} < a \right) \left[ \frac{1}{2\pi i} \oint_{|\zeta - E_D| = 2\varepsilon} (\zeta I - H(k))^{-1} d\zeta \right] e^{-i\mathbf{k} \cdot \mathbf{x}} f$$

$$= \int_{B} d\mathbf{k} e^{i(\mathbf{K} + \kappa) \cdot \mathbf{x}} \chi \left( \frac{\kappa}{\varepsilon} < a \right) \left[ \frac{1}{2\pi i} \oint_{|\zeta - E_D| = 2\varepsilon} (\zeta I - H(\mathbf{K} + \kappa))^{-1} d\zeta \right] e^{-i(\mathbf{K} + \kappa) \cdot \mathbf{x}} f.$$
The contour integral inside the square brackets is smooth $L^2(\mathbb{R}^2/\Lambda)$-valued function of $\kappa$, and so by Taylor expansion:

$$
\cdots = \int_B d\kappa \, e^{i(\mathbf{K} + \kappa) \cdot \mathbf{x}} \, \chi \left( \frac{|\kappa|}{\epsilon} < a \right) \left[ \frac{1}{2\pi i} \oint_{|\zeta - H(\mathbf{K})| = 2\epsilon} (\zeta I - H(\mathbf{K}))^{-1} d\zeta \right] e^{-i(\mathbf{K} + \kappa) \cdot \mathbf{x}} \, f \\
+ \int_B \chi \left( \frac{|\kappa|}{\epsilon} < a \right) \kappa \, \text{Error}[f; \kappa] \, d\kappa.
$$

(9.2)

The last term in (9.2) is linear in $f$ and easily seen to be bounded in $L^2(\mathbb{R}^2)$ by $\epsilon^3 ||f||_{L^2}$ since the domain of integration is over a disc of radius $\epsilon$.

The dominant term in (9.2) may be re-expressed as

$$
\int_B d\kappa \, \chi \left( \frac{|\kappa|}{\epsilon} < a \right) e^{i\kappa \cdot \mathbf{x}} \left[ \frac{1}{2\pi i} \oint_{|\zeta - H(\mathbf{K})| = 2\epsilon} e^{i\mathbf{K} \cdot \mathbf{x}} (\zeta I - H(\mathbf{K}))^{-1} e^{-i\mathbf{K} \cdot \mathbf{x}} d\zeta \right] e^{-i\kappa \cdot \mathbf{x}} f(\mathbf{x})
$$

$$
= \int_B d\kappa \, \chi \left( \frac{|\kappa|}{\epsilon} < a \right) e^{i\kappa \cdot \mathbf{x}} \Phi^\top(\mathbf{x}; \mathbf{K}) \left[ \int_{\mathbb{R}^2} dy \, \Phi(y; \mathbf{K}) f(y) e^{-i\kappa \cdot y} \right]
$$

$$
= \Phi^\top(\mathbf{x}; \mathbf{K}) \int_{\mathbb{R}^2} dy \, \Phi(y; \mathbf{K}) f(y) \left[ \int_B d\kappa \, \chi \left( \frac{|\kappa|}{\epsilon} < a \right) e^{i\kappa \cdot (\mathbf{x} - y)} \right]
$$

$$
= \Phi^\top(\mathbf{x}; \mathbf{K}) \int_{\mathbb{R}^2} dy \, \Phi(y; \mathbf{K}) f(y) \left[ \int_B d\kappa \, \chi \left( \frac{|\kappa|}{\epsilon} < a \right) e^{i\kappa \cdot (\mathbf{x} - y)} \right]
$$

Adding the analogous $\mathbf{K}'$ term from (9.1), we have that

$$
\text{Proj}_{L^2(\mathbb{R}^2)}(|H - E_D| < \epsilon) f = \sum_{\mathbf{k}_D = \mathbf{K}, \mathbf{K}'} u_{\epsilon; \mathbf{k}_D}^{\mathbf{k}_D}[f] + \mathcal{O}_{L^2(\mathbb{R}^2)} (\epsilon^3 ||f||_{L^2}), \quad \text{where} \quad (9.3)
$$

$$
u_{\epsilon; \mathbf{k}_D}^{\mathbf{k}_D}[f](\mathbf{x}) \equiv \Phi^\top(\mathbf{x}; \mathbf{k}_D) \beta_{\epsilon; \mathbf{k}_D}^{\mathbf{k}_D}[f](\mathbf{x}), \quad \text{and} \quad (9.4)
$$

where $\mathcal{F}^{-1}[g](\mathbf{\xi})$ denotes the inverse Fourier transform, $\mathbf{k}_D = \mathbf{K}, \mathbf{K}'$, and $*$ denotes convolution. We next show that $u_{\epsilon; \mathbf{k}_D}^{\mathbf{k}_D}[f] \in \mathcal{B}(a, \epsilon; \mathbf{k}_D)$ by showing that $\mathcal{F}[\beta_{\epsilon; \mathbf{k}_D}^{\mathbf{k}_D}[f]] \in \chi(|\mathbf{\xi}| < a\epsilon) L^2_{\mathbf{\xi}}$. Indeed,

$$
\mathcal{F}[\beta_{\epsilon; \mathbf{k}_D}^{\mathbf{k}_D}](\mathbf{\xi}) = \mathcal{F} \left( \Phi^\top(\mathbf{x}; \mathbf{k}_D) f \right) \ast \mathcal{F}^{-1} \left[ \chi \left( \frac{|\mathbf{\xi}|}{\epsilon} < a \right) \right]
$$

which is supported in $\{|\mathbf{\xi}| < a\epsilon\}$. This completes the proof of (4.1).
From wave-packets to projections; proof of (4.2)

Assume, without loss of generality, that \( u(x) \in \text{BL}(d_0, \varepsilon; \mathbf{K}) \) for some \( d_0, \varepsilon > 0 \), i.e., that

\[
u(x) = \Phi^*(x; \mathbf{K})\alpha_\varepsilon(x), \quad \text{where} \quad \hat{\alpha}_\varepsilon(\xi) = \chi \left( \frac{|\xi|}{\varepsilon} < a \right) \hat{\alpha}_\varepsilon(\xi).
\]

Then by (9.3), there exists \( a > 0 \) and such that for \( \varepsilon > 0 \) sufficiently small we have that

\[
\text{Proj}_{L^2(\mathbb{R}^2)}(|H^0 - E_D| \leq \varepsilon) u = \sum_{kD=K,K'} \Phi^*(x, kD)\gamma_{\varepsilon,kD}(x) + O(\varepsilon^3 \| u \|_{L^2(\mathbb{R}^2)}) \tag{9.5}
\]

To prove (4.2) it suffices to show that \( \gamma_{\varepsilon,K}(x) = \alpha_\varepsilon(x) \) and \( \gamma_{\varepsilon,K'}(x) = 0 \). Substitution of \( u = \Phi^*(x; \mathbf{K})\alpha_\varepsilon(x) \) into (9.4) yields

\[
\gamma_{\varepsilon,kD} = \left( \Phi(\cdot; kD)\Phi^*(\cdot; \mathbf{K})\alpha_\varepsilon \right) \ast \mathcal{F}^{-1} \left[ \chi \left( \frac{|\xi|}{\varepsilon} < a \right) \right], \quad kD = K, K'.
\]

We next compute the Fourier transform of \( \gamma_{\varepsilon,kD} \). For \( j = 1, 2 \), and \( kD = K, K' \)

\[
\mathcal{F}[\gamma_{\varepsilon,kD}]_j = \mathcal{F}[\Phi(x; kD)\Phi^*(x; \mathbf{K})\alpha_\varepsilon]_j \cdot \chi \left( \frac{|\xi|}{\varepsilon} < a \right)
\]

\[
= \sum_{\ell=1,2} \mathcal{F}[\Phi_j(x; kD)\Phi_\ell(x; \mathbf{K})\alpha_{\varepsilon,\ell}(x)] \cdot \chi \left( \frac{|\xi|}{\varepsilon} < a \right) \tag{9.6}
\]

Consider the expression being summed in (9.6). Since \( \Phi_j(x; kD) = e^{ikD \cdot x} \phi_j(x; kD) \) with \( \phi_j(x; kD) \in L^2(\mathbb{R}^2/\mathbf{K}) \) periodic, we have

\[
\Phi_j(x; kD)\Phi_\ell(x; \mathbf{K})\alpha_{\varepsilon,\ell}(x) = p_{j,\ell}(x)q_{\varepsilon,\ell}(x),
\]

where \( p_{j,\ell}(x) = \overline{\phi_j(x; kD)}\phi_\ell(x; \mathbf{K}) \in L^2(\mathbb{R}^2/\mathbf{K}) \) and \( q_{\varepsilon,\ell}(x, \xi) = \alpha_{\varepsilon,\ell}(x)e^{i\xi \cdot (K - kD)} \). Expanding \( p_{j,\ell}(x) \) in a Fourier series \( p_{j,\ell}(x) = \sum_{n \in \mathbf{K}^*} \hat{p}_{j,\ell}(n)e^{i\mathbf{n} \cdot \mathbf{x}} \) and substituting in (9.6) yields

\[
\mathcal{F}[\gamma_{\varepsilon,kD}]_j = \sum_{\ell=1,2} \mathcal{F} \left[ \sum_{n \in \mathbf{K}^*} \hat{p}_{j,\ell}(n)e^{i\mathbf{n} \cdot \mathbf{x}} q_{\varepsilon,\ell}(x) \right] \cdot \chi \left( \frac{|\xi|}{\varepsilon} < a \right)
\]

\[
= \sum_{\ell=1,2} \sum_{n \in \mathbf{K}^*} \hat{p}_{j,\ell}(n) \mathcal{F} \left[ e^{i\mathbf{n} \cdot \mathbf{x}} q_{\varepsilon,\ell}(x) \right] \cdot \chi \left( \frac{|\xi|}{\varepsilon} < a \right)
\]

\[
= \sum_{\ell=1,2} \sum_{n \in \mathbf{K}^*} \hat{p}_{j,\ell}(n) \hat{\alpha}_{\varepsilon,\ell}(\xi - (K - kD + n)) \cdot \chi \left( \frac{|\xi|}{\varepsilon} < a \right) \tag{9.7}
\]

Note that by definition, \( \alpha_\varepsilon \) has compact support in the disc of radius \( \varepsilon a \) around the origin. In the expansion above in (9.7), consider first the case where \( kD = K' \). Note that \( K - kD = K - K' = 2K \) is not in the dual lattice \( \Lambda^* \). A term in the expression (9.7) is non-vanishing only if (i) \( |\xi - 2K + n| < \varepsilon a \) (with \( n \in \Lambda^* \)) and (ii) \( |\xi| < \varepsilon a \). For any \( n \in \Lambda^* \) such that (i) and (ii) hold, we have \( |n - 2K| - \varepsilon a \leq |\xi - 2K + n| < \varepsilon a \). For \( \varepsilon \) positive and sufficiently small, this implies that there are no such \( n \in \Lambda^* \) because \( \text{dist}(2K, \Lambda^*) > 0 \). Hence, \( \hat{\gamma}_{\varepsilon,K'}(\xi) \equiv 0 \) and therefore \( \hat{\gamma}_{\varepsilon,K}(\xi) \equiv 0 \).

Next, consider the case \( kD = K \). By similar reasoning, the only non-zero term in (9.7) arises from the lattice point \( n = (0,0) \). Hence,

\[
\mathcal{F}[\gamma_{\varepsilon,K}]_j = \sum_{\ell=1,2} \hat{p}_{j,\ell}(0)\hat{\alpha}_{\varepsilon,\ell}(\xi) \cdot \chi \left( \frac{|\xi|}{\varepsilon} < a \right) = \sum_{\ell=1,2} \int_{\Omega} \overline{\Phi_j(y; K)}\Phi_\ell(y; K)dy \hat{\alpha}_{\varepsilon,\ell}(\xi) \cdot \chi \left( \frac{|\xi|}{\varepsilon} < a \right)
\]

\[
= \hat{\alpha}_{\varepsilon,j}(\xi) \cdot \chi \left( \frac{|\xi|}{\varepsilon} < a \right)
\]
Summarizing, we have \( \gamma_{e,K}(x) \equiv \alpha_e(x) \) and \( \gamma_{e,K'}(x) \equiv 0 \). Substitution into (9.5) and recalling that \( u(x) = \Phi(x;K)^\top \alpha_e(x) \) yields

\[
\text{Proj}_{L^2(\mathbb{R}^2)}( |H^0 - E_D| \leq \varepsilon ) u = u(x) + \mathcal{O}(\varepsilon^3 ||u||_{L^2(\mathbb{R}^2)}).
\]

(9.8)

This is equivalent to (4.2). The proof of Proposition 4.3 is now complete.

10 Spectrum of the effective Dirac monodromy operator, \( \text{spec}(M_{\text{Dir}}) = S^1 \); Remark 3.6

Since the Dirac Hamiltonian \( \hat{D}(T) \), see (3.4), defines a flow which is unitary in \( L^2(\mathbb{R}^2; \mathbb{C}^2) \), the Floquet multipliers (eigenvalues of the monodromy operator) must all lie on the unit circle, \( S^1 \).

In this section we justify the discussion in Remark 3.6 and prove that the spectrum of the monodromy operator associated with \( \hat{D}(T) \) is equal to \( S^1 \). To prove this, it suffices to show that the Floquet multipliers associated with \( \hat{D}(T); \xi \), see (3.9), cover the unit circle as \( |\xi| \) varies outside of a sufficiently large circle in \( \mathbb{R}^2_\xi \). Specifically, we shall demonstrate this for \( \xi = (\xi_0, 0) \) and \( \xi \gg 1 \).

As opposed to the analysis in Section 8, here we do not restrict \( A(T) \) to the form (3.8), but rather to any periodic and differentiable \( A(T) \) with \( T_0 \sum_j A_j(T) \, dt = 0 \) for \( j = 1, 2 \). Consider the one-parameter family of periodically forced systems:

\[
i^T \hat{\alpha}(T; \xi) = \hat{D}(T; \xi) \hat{\alpha}(T; \xi) = [\xi \sigma_1 + \sigma \cdot A(T)] \hat{\alpha}(T; \xi),
\]

(10.1)

where \( \sigma \cdot A = A_1 \sigma_1 - A_2 \sigma_2 \). In order to construct the monodromy matrix, we first construct, for \( |\xi| \gg 1 \) a basis of solutions via a WKB-type expansion. Set

\[
\hat{\alpha}(T, \xi) = e^{-i \xi S_0(T)} B(T, \xi),
\]

(10.2)

where \( S_0(T) \) and \( B(T, \xi) \) are to be determined. Substitution into (10.1) yields

\[
\xi S_0'(T) B(T, \xi) + i \hat{\sigma}_T B(T, \xi) = [\xi \sigma_1 + \sigma \cdot A] B(T, \xi).
\]

(10.3)

We expand \( B(T, \xi) \) in powers of the small parameter \( \xi^{-1} \):

\[
B(T, \xi) = B_0(T) + \xi^{-1} B_1(T) + \xi^{-2} B_2(T, \xi),
\]

(10.4)

We next formally obtain equations for \( B_0(T), B_1(T) \) by equating terms of order \( \xi \) and order 1, and an equation for the corrector, \( B_2(T, \xi) \), by balancing the remaining terms. This yields:

\[
\mathcal{O}(\xi^1): \quad (S_0'(T) I - \sigma_1) B_0(T) = 0,
\]

(10.5)

\[
\mathcal{O}(\xi^0): \quad (S_0'(T) I - \sigma_1) B_1(T) = \sigma \cdot A(T) B_0(T) - i \hat{\sigma}_T B_0(T),
\]

(10.6)

and the equation for the corrector, \( B_2(T, \xi) \):

\[
i \hat{\sigma}_T B_2 + \xi (S_0'(T) - \sigma_1) B_2 - \sigma \cdot A(T) B_2 = \xi (-i \hat{\sigma}_T + \sigma \cdot A(T)) B_1.
\]

(10.7)

We next solve (10.5)-(10.7). Equation (10.5) has a non-trivial solution \( S_0'(T) \) is an eigenvalue of \( \sigma_1 \). Hence, we have the two linearly independent solutions

\[
S_{0+}'(T) = +1, \quad B_0(T) = c(T) w_+, \quad w_+ = \frac{1}{\sqrt{2}} \begin{pmatrix} 1 \\ 1 \end{pmatrix},
\]

(10.8)

\[
S_{0-}'(T) = -1, \quad B_0(T) = c(T) w_-, \quad w_- = \frac{1}{\sqrt{2}} \begin{pmatrix} 1 \\ -1 \end{pmatrix}.
\]

(10.9)
We let $S_0'(T) = \lambda$ denote either of these eigenvalues and $w_\lambda$ denote the corresponding normalized eigenvector. For this choice of eigenpair, (10.6) becomes:

$$
(\lambda I - \sigma_1) B_1(T) = (\varphi \cdot A(T)c(T) - i\hat{\varphi} c(T)) w_\lambda
$$

Equation (10.10) is solvable if and only if

$$
\langle w_\lambda, (\varphi \cdot A(T)c(T) - i\hat{\varphi} c(T)) w_\lambda \rangle = 0
$$

or equivalently

$$
i\hat{\varphi} c(T) = \langle w_\lambda, \varphi \cdot A(T)w_\lambda \rangle c(T).
$$

Equation (10.11) can be further simplified. We take $c(0) = 1$ and assume $A_j(T)$ has zero mean on $[0, T_{\text{per}}]$ for $j = 1, 2$. Note that $\varphi \cdot A w_\lambda = A_1 \sigma_1 w_\lambda - A_2 \sigma_2 w_\lambda$ and since $\sigma_2 w_\lambda$ is orthogonal to $w_\lambda$, we obtain

$$
i\hat{\varphi} c(T) = \langle w_\lambda, \sigma_1 w_\lambda \rangle A_1(T)c(T), \quad c(T) = \exp \left( -i \langle w_\lambda, \sigma_1 w_\lambda \rangle \int_0^T A_1(s) ds \right),
$$

where $\langle w_\lambda, \sigma_1 w_\lambda \rangle = \lambda$, where $\lambda = +1$ or $-1$.

Next, using $B_0(T) = c(T)w_\lambda$ and (10.11), (8.4) becomes

$$
(\lambda I - \sigma_1) B_1(T) = [\varphi \cdot A(T)w_\lambda - \langle w_\lambda, \varphi \cdot A(T)w_\lambda \rangle w_\lambda] c(T) = \sigma_1^{\perp} [\varphi \cdot A(T)w_\lambda] c(T),
$$

where $\sigma_1^{\perp} \mathbf{u}$ projects $\mathbf{u} \in \mathbb{C}^2$ onto the subspace orthogonal to span$\{w_\lambda\}$, e.g., in the case of $\lambda = 1$, it projects onto the span of $w_{-1}$. Hence, we have:

$$
B_1(T) = (\lambda I - \sigma_1)^{-1} \sigma_1^{\perp} [\varphi \cdot A(T)w_\lambda] c(T),
$$

up to an element in the kernel of $\lambda I - \sigma_1$ which we set equal to zero, and where $c(T)$ is given by (10.12).

Summarizing, for each of the two eigenvalues $\lambda = S_0'(T)$ of $\sigma_1$ ($\lambda = \pm 1$) with corresponding normalized eigenvectors, $w_\lambda$, we have constructed the first terms of an expansion of $\hat{\alpha}(T, \xi) = e^{-i\lambda T} B(T, \xi)$ by determining $B_0(T)$ (equations (10.8),(10.9),(10.11)) and $B_1(T)$ (equation (10.13)). Our expansion reads:

$$
\hat{\alpha}(T, \xi) = e^{i\lambda T} \left[ c(T)w_\lambda + \frac{c(T)}{\xi} (\lambda I - \sigma_1)^{-1} \sigma_1^{\perp} [\varphi \cdot A(T)w_\lambda] + \frac{1}{\xi^2} B_2(T, \xi) \right]
$$

Next we bound $B_2(T, \xi)$ from the ODE (10.7). For any $T_0$ fixed we obtain:

$$
|B_2(T, \xi)| \leq |\xi| T_0 \sup_{0 \leq s \leq T_0} (|A(s)| + |A'(s)|).
$$

By (10.14) and (10.15) we have, corresponding to $\lambda = \pm 1$, the pair of linearly independent solutions of (10.1) given by:

$$
\hat{\alpha}_\pm(T, \xi) = e^{i\lambda T} \left( c_\pm(T)w_\pm + \mathcal{O}(\xi^{-1}) \right).
$$

Introduce the $2 \times 2$ matrix solution of (10.1), whose columns are $\hat{\alpha}_+(T, \xi)$ and $\hat{\alpha}_-(T, \xi)$:

$$
V(T, \xi) = \begin{bmatrix} \hat{\alpha}_+ \mid \hat{\alpha}_- \end{bmatrix}(T, \xi) = \left[ e^{-i\xi T} c_+(T)w_+ + \mathcal{O}(\xi^{-1}) \right] \left[ e^{i\xi T} c_-(T)w_- + \mathcal{O}(\xi^{-1}) \right].
$$

Note $V(T + T_{\text{per}}, \xi) = V(T, \xi)V^{-1}(0, \xi)V(T_{\text{per}}, \xi)$. Hence the monodromy matrix for (10.1) is given by:

$$
M_{\text{Dir}}(\xi) = V^{-1}(0, \xi)V(T_{\text{per}}, \xi),
$$

with the compressed notation $M_{\text{Dir}}((\xi, 0)) = M_{\text{Dir}}(\xi)$. Since, by assumption, $c_\pm(0) = 1$ and $A_1$ has zero mean, we have $c_\pm(T_{\text{per}}) = 1$. Using (10.17) we obtain:

$$
M_0(\xi) = V_0^{-1}(0, \xi)V_0(T_{\text{per}}, \xi) + \mathcal{O}_{2 \times 2}(\xi^{-1}), \quad \text{where} \quad V_0(T_{\text{per}}, \xi) = \left[ e^{-i\xi T_{\text{per}}^0}w_+ \mid e^{i\xi T_{\text{per}}^0}w_- \right].
$$
The $\mathcal{O}_{2 \times 2}(|\xi|^{-1})$ correction is with respect to any norm on complex $2 \times 2$ matrices. Since
\[(e^{-i\xi T_{\text{per}}}|w_+|e^{i\xi T_{\text{per}}}|w_-) = (w_+|w_-)^{-1}(e^{-i\xi T_{\text{per}}}|w_+|e^{i\xi T_{\text{per}}}|w_-) = \left(\begin{array}{cc} e^{-i\xi T_{\text{per}}} & 0 \\ 0 & e^{i\xi T_{\text{per}}} \end{array}\right),\]
therefore,
\[M_D(\xi) = \left(\begin{array}{cc} e^{-i\xi T_{\text{per}}} & 0 \\ 0 & e^{i\xi T_{\text{per}}} \end{array}\right) + \mathcal{O}_{2 \times 2}(|\xi|^{-1}),\]
whose eigenvalues, $e^{\pm i\nu(\xi)} \in S^1$, can be computed and expressed as: $e^{\pm i\nu(\xi)} \equiv e^{\mp i\xi T_{\text{per}}} + \nu_{\pm}(\xi)$, where $|\nu_{\pm}(\xi)| \leq C|\xi|^{-1}$, with a constant $C$ which depends on bounds on $A(T)$ and $A'(T)$\footnote{This is a particular case of the general statement in standard matrix perturbation theory, see e.g., [60, Chapter IV, Theorem 1.1]}. The mapping $\xi \mapsto e^{i\nu(\xi)}$ covers $S^1$. Indeed, for $\eta_0 > 0$ there exists $N_0$ large such that the image of the closed interval $[-\eta_0, 2\pi + \eta_0] + 2\pi N_0/T_{\text{per}}$ under $e^{i\nu(\xi)}$ is dense in $S^1$. Furthermore, by continuity, the image of this interval is closed and hence equal to $S^1$. It follows that
\[S^1 = \cup_{|\xi| \geq \eta_0} \text{spec}(M_{\text{Dir}}(\xi)) \subseteq \text{spec}(M_{\text{Dir}}) \subseteq S^1.\]
Hence $\text{spec}(M_{\text{Dir}}) = S^1$. This completes the justification of (3.16) in Remark 3.6.

A The Spectral Theorem for Unitary Operators

We review here in short the basic elements and formulations of the spectral theory of unitary operators on Hilbert spaces, see details in e.g., [32, 61].

**Definition A.1** (projection-valued measure). Let $\mathcal{H}$ be a Hilbert space, let $X$ be a set, and $\Sigma$ a $\sigma$-algebra in $X$. A map $\Pi : \Sigma \to B(\mathcal{H})$, the Banach space of bounded linear operators on $\mathcal{H}$, is called a projection-valued measure if the following properties hold:

1. $\Pi(I)$ is an orthogonal projection for every $I \in \Sigma$.
2. $\Pi(\emptyset) = 0$ and $\Pi(X) = \text{Id}$.
3. If $\{I_j\}_{j \geq 1} \subset \Sigma$ are disjoint then
   \[\Pi\left(\bigcup_{j \geq 1} I_j\right)v = \sum_{j \geq 1} \Pi(I_j)v, \quad v \in \mathcal{H}.\]
4. $\Pi(I_1 \cap I_2) = \Pi(I_1)\Pi(I_2)$ for all $I_1, I_2 \in \Sigma$.

**Theorem A.2.** Let $U$ be a unitary operator on $\mathcal{H}$. There exists a unique projection-valued measure $\Pi = \Pi(\cdot; U)$ on the Borel $\sigma$-algebra of $S^1$ such that
\[\int_{S^1} z \, d\Pi(z) = U.\]
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