ON FINITE CONFIGURATIONS IN THE SPECTRA OF SINGULAR MEASURES

R. AYOUSH

Abstract. We establish various forms of the following certainty principle: a set \( S \subset \mathbb{R}^n \) contains a given finite linear pattern, provided that \( S \) is a support of the Fourier transform of a sufficiently singular probability measure on \( \mathbb{R}^n \). As its main corollary, we provide new dimensional estimates for PDE- and Fourier-constrained vector measures. Those results, in certain cases of restrictions given by homogeneous operators, improve known bounds related to the notion of the \( k \)-wave cone.

1. Introduction

In this article we study the problem of the Hausdorff dimension estimates from the point of view of elementary additive combinatorics. We show that in order to obtain lower bounds for the dimension of a probability measure, a good strategy may be to examine structural properties of its Fourier spectrum, i.e. the support of its Fourier-Stieltjes transform. In our case, this leads to estimates of the density of the so-called finite configurations (see [CLP16]) in the spectrum. Let us begin with a precise formulation of this dependence.

Definition 1.1. Let \( \mu \in M(\mathbb{R}^n) \) be a finite, Borel-regular measure. We call the Fourier spectrum of \( \mu \) the set
\[
\text{spec}(\mu) := \{ \xi \in \mathbb{R}^n : \hat{\mu}(\xi) \neq 0 \},
\]
i.e. the support of the Fourier-Stieltjes transform of \( \mu \).

Definition 1.2. The local lower and local upper Hausdorff dimension of a measure \( \mu \in M^+(\mathbb{R}^n) \) at a point \( x \in \text{supp} \mu \) are defined (respectively) by
\[
D_\mu(x) := \liminf_{r \to 0} \frac{\log(\mu(B(x, r)))}{\log r}
\]
and
\[
\overline{D}_\mu(x) := \limsup_{r \to 0} \frac{\log(\mu(B(x, r)))}{\log r},
\]
where \( B(x, r) \) denotes the closed ball of radius \( r \) centered at \( x \). If the above quantities are equal, then the common limit is denoted by \( D_\mu(x) \).
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Definition 1.3. Let $k \geq 1$ and let $B_1, \ldots, B_k \in \text{Mat}_{n \times n}(\mathbb{R})$ be a sequence of $n \times n$ matrices with real entries. We denote by $B$ the $kn \times n$ matrix given by

$$B = \begin{bmatrix} B_1 \\ B_2 \\ \vdots \\ B_k \end{bmatrix}.$$  

For $x \in \mathbb{R}^n$, a finite set of points

$$\{x\} \cup \{B_1x\} \cup \cdots \cup \{B_kx\}$$

is called a $B$-configuration generated by $x$. We say that a $B$-configuration is non-trivial if it is generated by a non-zero $x$.

Our first main result is the following.

Theorem 1.4. Let $k \geq 1$ and let $B_1, \ldots, B_k \in \text{Mat}_{n \times n}(\mathbb{R})$ be a sequence of $n \times n$ matrices. Suppose that $\mu \in \mathcal{M}^+(\mathbb{R}^n)$ is a finite, non-negative measure such that at some $x \in \mathbb{R}^n$ we have

$$(1.1) \quad 0 \leq D\mu(x) < \frac{n}{k + 1}.$$ 

Then $\text{spec}(\mu)$ contains a non-trivial $B$-configuration. Moreover, the set of such $B$-configurations is large in the sense of the Lebesgue measure $\mathcal{L}^n$, i.e.

$$\mathcal{L}^n(\{\xi \in \text{spec}(\mu): \xi \text{ generates a } B\text{-configuration}\}) = +\infty.$$ 

In the theorem above one can replace $D\mu(x)$ with (non-local) lower Hausdorff dimension of a measure, i.e.

$$(1.2) \quad \dim_{\mathcal{H}}(\mu) := \inf\{\dim_{\mathcal{H}}(F): |\mu|(F) \neq 0\}.$$ 

Indeed, in view of a well-known characterization of the lower Hausdorff dimension of a measure (see Proposition 10.2. in [Fal97], and [Fan94]), one has:

$$(1.3) \quad \dim_{\mathcal{H}}(\mu) = \sup\{s : D\mu(x) \geq s \text{ for } \mu\text{-almost every } x\}.$$ 

Theorem 1.4 allows to improve several dimensional bounds for certain classes of vector measures. Let us briefly discuss known results in this direction.

In the paper [RW06] the problem of dimensional estimates for vector measures was considered under restrictions on the phase of the Fourier transform. More precisely, let $\phi : S^{d-1} \to \mathcal{G}_d(E)$ be a continuous function, called henceforth a bundle\footnote{This definition slightly differs from the one in [CLP16].}, taking values in the Grassmannian of $d$-dimensional (complex) subspaces of some finite dimensional complex vector space $E$. The class of measures $\mathcal{M}_\phi(\mathbb{R}^n, E)$, subordinated to $\phi$, is defined as follows.

Formally, it is $\{(\xi, \phi(\xi)) : \xi \in S^{d-1}\}$ who is a vector bundle over $S^{d-1}$ in the common meaning.
**Definition 1.5** ([RW06]). Let $\phi : S^{n-1} \to G_C(d, E)$ be a continuous bundle. The set $M_\phi(\mathbb{R}^n, E)$ consists of finite vector measures $\mu \in M(\mathbb{R}^n, E)$ such that

$$\forall \xi \in \mathbb{R}^n \setminus \{0\} \quad \hat{\mu}(\xi) \in \phi \left( \frac{\xi}{|\xi|} \right).$$

The definition of the class $M_\phi(\mathbb{R}^n, E)$ was inspired by measures arising as a result of action of homogeneous vector-valued differential operators on a scalar function, i.e.

$$\mu = (P_1 f, P_2 f, \ldots, P_n f) \quad \text{for} \quad f \in L^1(\mathbb{R}^n).$$

A particular example of such a measure is the gradient of $f \in BV(\mathbb{R}^n)$.

Results concerning dimensional and singular properties of gradients of functions with bounded variation belong to the classics of Geometric Measure Theory and are well understood (see Chapter 3 in [AFP00]). In particular, it is known that any such measure has lower Hausdorff dimension at least $n - 1$ (see Lemma 3.76 in [AFP00]).

One of the results proved in [RW06] (Theorem 3 therein) is a theorem which delivers a criterion when the dimension of such vector measure is at least one.

**Theorem 1.6** (Theorem 3 in [RW06]). Suppose that:

1. $\phi$ is a $\gamma$-Hölder continuous map with the exponent $\gamma > \frac{1}{2},$
2. the bundle $\phi$ satisfies the structural assumption

$$\bigcap_{\xi \in S^{n-1}} \phi(\xi) = \{0\}.$$

Then, each finite vector measure $\mu \in M_\phi(\mathbb{R}^n, E)$ satisfies the dimensional bound

$$\dim_H(\mu) \geq 1.$$  

In the theorem above, the complex Grassmannian $G_C(d, E)$ is equipped with the standard metric, equivalent to the angle between subspaces:

$$\text{dist}_{G_C(d,E)}(V, W) = \sup_{z \in V \cap S^{N-1}} \text{dist}_E(z, W),$$

where $N = \dim E$.

Recent years yielded a growth of interest in properties of measures constrained by differential operators in various ways (cf. [Arr20], [ADHR19], [DR16], [Sto], [SW14]). One of the objects of those studies are $\mathcal{A}$-free measures which are defined as follows.

Let $\mathcal{A}$ be an $m$-th order linear partial differential operator on $\mathbb{R}^n$ with constant coefficients, i.e.

$$Af = \sum_{|\alpha| \leq m} A_\alpha \partial^\alpha f$$
for any $\mathbb{R}^l$-valued distribution $f \in \mathcal{D}'(\mathbb{R}^n; \mathbb{R}^l)$. Here, $A_\alpha \in \text{Mat}_{s \times l}(\mathbb{R})$ are constant $s \times l$ matrices with real entries. A vector-valued Radon measure $\mu \in M(\mathbb{R}^n; \mathbb{R}^l)$ is called an $\mathcal{A}$-free measure, if it solves the equation

$$(1.7) \quad \mathcal{A}\mu = 0$$

in the sense of distributions. Our main goal is to prove non-sharpness of known dimension bounds relating the (lower) Hausdorff dimension of $\mathcal{A}$-free measures to the hierarchy of $k$-wave cones of $\mathcal{A}$ in the case when $\mathcal{A}$ is a homogeneous operator, and to provide new estimates which are better for some operators. The $k$-wave cone of $\mathcal{A}$ (see [ADHR19]), here denoted by $\Lambda^k(\mathcal{A})$, is a set described by the following relation:

$$(1.8) \quad \Lambda^k(\mathcal{A}) := \bigcap_{V \in \mathbb{G}(k, \mathbb{R}^m)} \bigcup_{\xi \in V \setminus \{0\}} \ker \Lambda^m[\xi],$$

where

$$(3.8) \quad \Lambda^m[\xi] = \sum_{|\alpha| = m} A_\alpha \xi^\alpha$$

and $\mathbb{G}(k, \mathbb{R}^m)$ stands for the Grassmannian of (real) $k$-dimensional subspaces of $\mathbb{R}^m$.

**Theorem 1.7** (Theorem 1.3., Corollary 1.4. in [ADHR19]). Let $\mathcal{A}$ be a linear partial differential operator as above with an empty $k$-wave cone, i.e.

$$(3.10) \quad \Lambda^k(\mathcal{A}) = \{0\}.$$  

Then, for any $\mathcal{A}$-free measure $\mu \in M(\mathbb{R}^n; \mathbb{R}^l)$ we have

$$\dim_H(\mu) \geq k.$$  

One can observe that if $\mathcal{A}$ is a constant rank homogeneous operator and we take $\phi(\xi) = \ker \Lambda^k[\xi]$ then (1.4) is equivalent to the condition that the 1-wave cone of $\mathcal{A}$-free measures is empty. This fact justifies the plan of extending estimates known for differential operators, related to the hierarchy of wave cones, to the already described general Fourier setting. This goal, for smooth bundles, was achieved in [Sto] (see also [AW20] for results corresponding to the modified 2-wave cones and Lipschitz-regular bundles) by relating certain multifractal properties of tangent measures from $\text{Tan}(\mu, x)$ (in the sense of Preiss, [Pre87]) to the Hausdorff dimension of $\mu$ via Harnack inequalities.

On the other hand, it is also natural to ask whether such bounds are sharp in any of those settings. In the general case of non-homogeneous differential operators, a negative answer is delivered by results from [SW14]. Indeed, it is shown there that for the case when $\mu$ is given by differential operator consisting of pure derivatives, i.e.

$$(3.14) \quad \mu = (\partial_{x_1}^{\alpha_1} f, \partial_{x_2}^{\alpha_2} f, \ldots, \partial_{x_n}^{\alpha_n} f) \quad \text{for } f \in L^1(\mathbb{R}^n),$$

then we have $\dim_H(\mu) \geq n - 1$. On the other hand, if indices $\alpha_j$ are non-equal, then each $k$-wave cone is usually non-empty. It turns out that in
the case of homogeneous operators, the dependence of dimension and the 
optimal order of empty $k$-wave cone is also non-sharp, which is confirmed 
by our next result.

**Theorem 1.8.** There exists $\mathcal{A}$, a constant coefficient homogeneous differential operator on $\mathbb{R}^3$ such that $\Lambda^2(\mathcal{A}) \neq \{0\}$ and

$$\dim_{H}(\mu) \geq \frac{3}{2}$$

for each $\mathcal{A}$-free measure $\mu$.

The above is a consequence of a new dimensional bound, which is proved 
by counting finite configurations inside level sets of bundles, i.e. sets of the form

$$\phi^{-1}(v) = \{\xi \in S^{n-1} : v \in \phi(\xi)\},$$

for $v \in E$. In its proof we rely on the strategy and ideas from [Sto]. The 
criterion is obtained by replacement of Harnack inequalities with Theorem 
1.4 in the reasoning from [Sto], and it reads as follows.

**Theorem 1.9.** Let $\phi : S^{n-1} \to \mathbb{G}_{C}(d, E)$ be a smooth bundle. Suppose that 
for each $v \in E$ there exists an orthogonal map $B_v \in O(n)$ such that

$$\phi^{-1}(v) \cap B_v(\phi^{-1}(v)) = \emptyset.$$

Then

$$\dim_{H}(\mu) \geq \frac{n}{2}$$

for each $\mu \in M_{\phi}(\mathbb{R}^n, E)$.

Let us briefly describe the structure of the paper. Section 2 contains the 
proof of Theorem 1.4 and a discussion of its alternative forms. For example, 
we provide criteria for existence of non-trivial arithmetic sequences in the 
Fourier spectrum. We also describe there connections of those theorems 
with results of Laba and Pramanik ([LP09]) and the theorem of Chan, Laba 
and Pramanik ([CLP16]). In Section 3 we prove Theorem 1.9 (in a slightly 
more general form) in a way that we describe necessary modifications of 
the method from [Sto] leading to the proof of this theorem. In the last 
section, we prove Theorem 1.8 by constructing an explicit example of the 
claimed differential operator which defines a bundle satisfying assumptions 
of Theorem 1.9.

1.1. **Notation.** For $X = \mathbb{T}$ or $X = \mathbb{R}^n$ we denote by $M(X)$ the space of 
finite, Borel-regular measures on $X$ and by $M^{+}(X)$ the cone of finite, non-
negative measures on $X$.

By $\| \cdot \|$ we understand the usual Euclidean norm on $\mathbb{R}^n$. The symbol 
$B(x, r)$ stands for the closed Euclidean ball of radius $r$ centered at $x$.

The $\alpha$-dimensional Hausdorff measure is denoted by $\mathcal{H}^\alpha$ and $\mathcal{H}^\alpha_{|S}$ is its 
restriction to a given set $S$. 
We denote by $G_{p}$ the Grassmanian of $d$-dimensional real subspaces of a vector space $E$ and by $G_{c_{p}}$ the analogous Grassmanian of complex vector spaces (in the case when $E$ is a complex space).

For a matrix $A$ we denote by $A^{T}$ its transpose. By $O(n)$ we understand the set of orthogonal transformations on $\mathbb{R}^{n}$.

For two real numbers $A, B$ the relation $A \lesssim B$ means that there exists a positive constant $C$ such that $A \leq C \cdot B$.

The Fourier-Stieltjes coefficients are computed accordingly to the below formula:

$$\hat{\mu}(n) = \frac{1}{2\pi} \int_{0}^{2\pi} e^{-int} d\mu(t).$$

The Fourier-Stieltjes transform on $\mathbb{R}^{n}$ is normalized as follows:

$$\hat{\mu}(\xi) = \int_{\mathbb{R}^{n}} e^{-2\pi i(x, \xi)} d\mu(x).$$

2. Applications of multilinear forms counting finite configurations

2.1. Proof of Theorem 1.4. We rely on elementary properties of multilinear forms that count $B$-configurations (cf. Section 2 in [CLPT16]):

$$\Lambda_{*}(g; f_{1}, f_{2}, \ldots, f_{k}) = \int_{\mathbb{R}^{n}} \hat{g}(\xi) \prod_{j=1}^{k} \hat{f}_{j}(B_{j}\xi) d\xi.$$

Lemma 2.1. If $g, f_{1}, \ldots, f_{k} \in S(\mathbb{R}^{n})$ then

$$\Lambda_{*}(g; f_{1}, f_{2}, \ldots, f_{k}) = \int_{(\mathbb{R}^{n})^{k}} g(-B^{T}\vec{x}) \prod_{j=1}^{k} f_{j}(x_{j}) dx_{1} \ldots dx_{k},$$

where $\vec{x} = (x_{1}, \ldots, x_{k})^{T} \in \mathbb{R}^{nk}$ is a column vector obtained by concatenation of $x_{1}, \ldots, x_{k}$.

Proof. By using the definition of the Fourier transform and the Fubini theorem, we obtain

$$\Lambda_{*}(g; f_{1}, f_{2}, \ldots, f_{k}) = \int_{\mathbb{R}^{n}} \hat{g}(\xi) \prod_{j=1}^{k} \left( \int_{\mathbb{R}^{n}} e^{-2\pi i(x, B_{j}\xi)} f_{j}(x_{j}) dx_{j} \right) d\xi$$

$$= \int_{\mathbb{R}^{n}} \hat{g}(\xi) \prod_{j=1}^{k} \left( \int_{\mathbb{R}^{n}} e^{-2\pi i(x, B_{j}\xi)} f_{j}(x_{j}) dx_{j} \right) d\xi$$

$$= \int_{(\mathbb{R}^{n})^{k}} \left( \prod_{j=1}^{k} f_{j}(x_{j}) \right) \int_{\mathbb{R}^{n}} e^{-2\pi i(x, \vec{x}, \xi)} \hat{g}(\xi) d\xi dx_{1} dx_{2} \ldots dx_{k}$$

$$= \int_{(\mathbb{R}^{n})^{k}} \left( \prod_{j=1}^{k} f_{j}(x_{j}) \right) g(-B^{T}\vec{x}) dx_{1} dx_{2} \ldots dx_{k},$$
which proves the lemma.

**Proof of Theorem 1.4.** By the translation invariance, we may assume that (1.1) holds at \(x = 0\) and without loss of generality it can be replaced with the assumption that for any \(\alpha\) such that \(D\mu(0) < \alpha < \frac{n}{k+1}\) there exists a sequence \(r_j \downarrow 0\) such that
\[
\mu(B(0, r_j)) \geq r_j^\alpha.
\]
Let us denote the standard Gaussian kernel by
\[
g_t(x) = \frac{1}{(2\pi t^n)^{\frac{n}{2}}} \exp \left( -\frac{\|x\|^2}{2t^2} \right) \text{ for } x \in \mathbb{R}^n.
\]
We have
\[
\hat{g}_t(\xi) = e^{-2\pi^2 t^2 \|\xi\|^2} \text{ for } \xi \in \mathbb{R}^n.
\]
Moreover, if we pick
\[
G_t(x) = g_t \ast \mu(x) = \int_{\mathbb{R}^n} g_t(x - y) d\mu(y),
\]
then
\[
|\hat{G}_t(\xi)| \leq \|g_t \ast \mu\|_1 \lesssim 1.
\]
From the defining identity (2.1) and the inequality above, for any \(t \in (0, +\infty)\) we obtain
\[
\Lambda^\circ(G_t; G_t, \ldots, G_t) \lesssim \mathcal{L}^n(\{\xi \in \text{spec(\mu)} : B_i \xi \in \text{spec(\mu)} \forall i = 1, \ldots, k\}).
\]
Moreover, for \(x \in B(0, r_j)\) we have
\[
G_{r_j}(x) = \int_{\mathbb{R}^n} g_{r_j}(x - y) d\mu(y) \geq \int_{B(0, r_j)} g_{r_j}(x - y) d\mu(y) \gtrsim \frac{1}{r_j^n} \mu(B(0, r_j)) \gtrsim r_j^{\alpha-n}.
\]
Let \(c = \|B_1^T\| + \cdots + \|B_k^T\|\) be the sum of operator norms of matrices \(B_i^T, i = 1, \ldots, k\). By Lemma 2.1 and (2.5) we have
\[
\Lambda^\circ(G_{r_j}; G_{r_j}, \ldots, G_{r_j}) \gtrsim \mathcal{L}^n \left( B(0, r_j/c) \right)^k (r_j^{\alpha-n})^{k+1} \gtrsim r_j^{\alpha(k+1)-n}.
\]
Finally, by the above and (2.4)
\[
r_j^{\alpha(k+1)-n} \lesssim \mathcal{L}^n(\{\xi \in \text{spec(\mu)} : B_i \xi \in \text{spec(\mu)} \forall i = 1, \ldots, k\}).
\]
Thus, if \(\alpha < \frac{n}{k+1}\), then
\[
\mathcal{L}^n(\{\xi \in \text{spec(\mu)} : B_i \xi \in \text{spec(\mu)} \forall i = 1, \ldots, k\}) = +\infty,
\]
which proves the theorem. \(\square\)
2.2. **Other certainty principles and their connections with the Laba-Pramanik theorem.** Let us begin the discussion of connections of our (rather simple) approach with classical (and much more difficult) results from the case of counting 3-term arithmetic progressions (called further 3AP’s). Because of the symmetry of Fourier coefficients of non-negative measures, to make our result meaningful, in their formulations by trivial 3AP’s we understand not only constant sequences, but also those which are symmetric with respect to zero (i.e. those, whose second term is zero).

A classical result by Roth (see [Rot53]) says that any set \( S \subset \mathbb{Z} \) with positive upper density must contain a non-trivial arithmetic progression. It is also commonly known, that the existence of 3AP’s can be also proved for more sparse sets, in presence of some additional assumptions about concentration and/or randomness. A prominent example of such a result is the theorem of Laba and Pramanik (Theorem 1.2 in [LP09]). It says, loosely speaking, that if a subset of the circle group \( E \subset \mathbb{T} \) supports a probability measure \( \nu \) such that Fourier coefficients of \( \nu \) decay rapidly, and \( \nu \) satisfies the \( \alpha \)-Frostman condition with \( \alpha \) sufficiently close to one, then \( E \) must contain a 3AP. In other words, it expresses a tradeoff between structural properties of sets and quantities which favourize random and evenly distributed measures. In our case, which may be thougt of a simple 'dual' analog of the Laba-Pramanik theorem (see [Pot11] for another analog for the group \( \mathbb{Z} \)), we assume \( S \) to be the spectrum of a singular measure. Our criterion is the following.

**Theorem 2.2.** Suppose that \( \mu \in M^+(\mathbb{T}) \) is a finite, non-negative measure such that at some \( x \in \mathbb{T} \) we have

\[
0 \leq D\mu(x) < \frac{1}{3}.
\]

Then \( \text{spec}(\mu) \) contains a non-trivial 3AP.

The hidden assumption about randomness appears here as an instance of the Uncertainty Principle (see [HJ94] for many other examples). Indeed, one can read (2.7) as a condition which may witness about both strong concentration and deterministic nature of a measure on \( \mathbb{T} \). This condition, by the UP, in a sense gets opposite meaning on the frequency side.

From the technical point of view, proofs of the above results rely on the fact that suitable trilinear forms which are used for counting 3AP’s (and finite configurations in the multidimensional case) have convenient representations both in time and frequency domain.

Theorem 1.4 is a multidimensional analog of Theorem 2.2. Its relation to results by Chan, Laba and Pramanik from [CLP16] is similar to the relation between Theorem 2.2 and [LP09].

Theorem 2.2 can be strengthened to a more quantitative form which takes into account the (upper) fractional density of arithmetic progressions in the Fourier spectrum.
Definition 2.3. For any $A \subset \mathbb{Z}$ let $t_n(A)$ be the function given by
\[(2.8)\quad t_n(A) = \# \{(m,r) \in \mathbb{Z} \times \mathbb{Z} : m, m + r, m + 2r \in A \cap [-n,n]\}.

Theorem 2.4. Suppose that $\mu \in M^+(\mathbb{T})$ is a finite, non-negative measure such that at some $x \in \mathbb{T}$ we have
\[(2.9)\quad 0 \leq D\mu(x) < \gamma.
Then
\[(2.10)\quad \limsup_{n \to \infty} \frac{t_n(\text{spec}(\mu))}{n^\beta} = +\infty
\]
for $0 \leq \beta < 2 - 3\gamma$.

Corollary 2.5. Let $\mu \in M^+(\mathbb{T})$ and suppose that
\[(2.11)\quad t_n(\text{spec}(\mu)) \leq Cn^\beta
\]
for some $0 \leq \beta \leq 2$. Then
\[(2.12)\quad \dim_H(\mu) \geq \frac{2 - \beta}{3}.

Remark 2.6. Other dimensional estimates, taking into account arithmetical properties of elements of spectrum were proved in [ASW21a]:
Let $q \geq 3$ be a fixed integer and suppose that $B$ is a proper subset of $\{1, \ldots, q-1\}$. Then, if $\mu \in M^+(\mathbb{T})$ is a measure such that $\widehat{\mu}$ is supported on integers of the form $q^N m$, where the residue of $m$ modulo $q$ belongs to $B$, then
\[\dim_H(\mu) \geq c(B) > 0,
\]
where $c(B)$ is a constant depending on $B$ only. This result was derived from a theorem proved in [ASW21b], concerning dimensional estimates for measures satisfying martingale analogs of constraints given by bundles.

2.3. Sketches of proofs of Theorem 2.2 and Theorem 2.4. In this section we give hints to the proofs of the announced theorems. The general approach is similar to the proof of Theorem 1.4 and it concerns estimating a suitable multilinear form. In this case, we use some modification of a well-known object, which is frequently used tool to attack problems involving 3AP’s, the so-called trilinear form. Our modification is the following:
\[(2.13)\quad \Lambda_*(f, g, h) := \sum_{n,r \in \mathbb{Z}} \hat{f}(n) \hat{g}(n+r) \hat{h}(n+2r)
\]

Lemma 2.7. Let $f, g, h$ be trigonometric polynomials on $\mathbb{T}$. The following identity holds:
\[(2.14)\quad \Lambda_*(f, g, h) = \frac{1}{2\pi} \int_0^{2\pi} f(t)g(-2t)h(t)dt.
\]
Proof. This lemma follows from a simple argument concerning comparison of the Fourier coefficients and the Parseval’s theorem. \qed
Proof of Theorem 2.4. We use Lemma 2.7 and proceed similarly as in the proof of Theorem 1.4, replacing the Gaussian kernel with the Fejér kernel. □

Proof of Theorem 2.2. Since in the set from the definition of $t_n$ (see Definition 2.3) there are $4n + 1$ pairs which correspond to trivial 3AP’s, it suffices to show that for some $n$ we have

$$t_n(\text{spec}(\mu)) > 4n + 1$$

which is implied by

$$\Lambda_*(f_n, f_n, f_n) > 4n + 1.$$ 

This, in turns, follows from Theorem 2.4. □

Proof of Corollary 2.5. This, as we have already mentioned, follows from the fact that (see Proposition 10.2. in [Fal97], and [Fan94])

$$\dim_H(\mu) = \sup\{s : \mathcal{D}_0(x) \geq s \text{ for } \mu\text{-almost every } x\},$$

and Theorem 2.4 which gives that for all $x \in \mathbb{T}$ we have $\mathcal{D}_1(x) \geq 2^{-\beta_3}$. □

3. PROOF OF THEOREM 1.9

In this section we apply Theorem 1.4 to obtain new dimension bounds for vector-valued measures subordinated to bundles. Our criterion takes into account incidence properties of level sets of $\phi$, i.e.

$$\phi^{-1}(v) = \{\xi \in S^{n-1} : v \in \phi(\xi)\} \text{ for } v \in E.$$ 

As we have already mentioned, we will prove it in a slightly more general form than the one announced in the Introduction.

Theorem 3.1. Let $\phi : S^{n-1} \to G_C(d, E)$ be a smooth bundle and let $k \geq 1$ be a fixed integer. Suppose that for each $v \in E$ there exists orthogonal maps $B_v(1), \ldots, B_v(k) \in O(n)$ such that

$$\phi^{-1}(v) \cap B_v(1)(\phi^{-1}(v)) \cap \ldots \cap B_v(k)(\phi^{-1}(v)) = \emptyset.$$ 

Then

$$\dim_H(\mu) \geq \frac{n}{k + 1}$$

for each $\mu \in M_\phi(\mathbb{R}^n, E)$.

This theorem obviously implies Theorem 1.9. We derive this result by a modification of the strategy from [Sto]. Its main points are the following three steps:

(1) For any $\mu \in M_\phi(\mathbb{R}^n, E)$ and any $\epsilon > 0$ the author constructs a scalar, positive Radon measure $\nu$ which is a tempered distribution and such that:

$$\mathcal{D}_0(0) \leq \dim_H(\mu) + \epsilon$$
(Theorem 1.2. in \[Sto\]) and the spectrum (in the sense of distributions) of $\nu$ is contained inside a set

$$\{ \lambda \xi : \lambda \geq 0, \xi \in \phi^{-1}(v) \} \cup \{0\}$$

for some $v \in E$ (see formula (1.15) in \[Sto\]).

(2) The measure $\nu$ is then replaced with a finite, non-negative measure $\theta$, $d\theta = fd\nu$, where $f \in \mathcal{S}(\mathbb{R}^n)$. This measure, for a suitable $\phi$ still satisfies (3.1) and its spectrum lies inside a $\delta$-neighbourhood of

$$\{ \lambda \xi : \lambda \geq 0, \xi \in \phi^{-1}(v) \} \cup \{0\},$$

where $\delta = \text{diam}(\text{spec}(\phi))$.

(3) Harnack-type inequality is used to give a lower bound of $D\theta(0)$ in terms of parameters depending on $\phi$ (the maximal empty $k$-wave cone).

Next we show that one can replace the use of the Harnack inequalities by an argument involving bounding a measure of suitable $\mathbb{B}$-configurations.

**Proof of Theorem 3.1 assuming points (1) and (2) above.** Let us denote

$$F = \phi^{-1}(v)$$

and let $v$ be as in (1) and (2).

Take orthogonal maps $B_v^{(1)}, B_v^{(2)}, \ldots, B_v^{(k)} \in O(n)$ such that

$$F \cap B_v^{(1)}(F) \cap \cdots \cap B_v^{(k)}(F) = \emptyset.$$ 

Now let $\theta$ be a measure given by (2) such that $\delta$ is so small that

$$\delta(F) \cap B_v^{(1)}\delta(F) \cap \cdots \cap B_v^{(k)}\delta(F) = \emptyset,$$

where $\delta(F)$ stands for the $\delta$-neighbourhood of $F$. It suffices to bound $D\theta(0)$. By the above, the set

$$\{ \xi \in \text{spec}(\theta) : \xi \text{ generates a } \mathbb{B}\text{-configuration} \},$$

for $\mathbb{B}$ given by $\{B_v^{(1)}, \ldots, B_v^{(k)}\}$, must lie inside the unit ball, and in particular it has finite Lebesgue measure. By Theorem 1.4, we get $D\mu(0) \geq \frac{n}{k+1}$ which proves the result.

**Remark 3.2.** The method from \[Sto\] applies also to measures from $\mathcal{D}'(\mathbb{R}^n)$ satisfying PDE constraints (see Remark 1.2. therein). This means that one can apply Theorem 3.1 (for bundles given by differential operators) also for this class.

4. **Proof of Theorem 1.8**

We will construct a suitable operator on $\mathbb{R}^3$. Firstly, let us reformulate our goal in the language of bundles (see the Introduction). We need to construct $\phi : S^2 \to \mathbb{G}_C(1, \mathbb{C}^3)$ such that:
\[(A) \quad \phi(x, y, z) = \text{span}\{(P_1(x, y, z), P_2(x, y, z), P_3(x, y, z))\} \text{ and } P_i \text{ are real homogeneous polynomials of the same degree and}
\]
\[P(x, y, z) := (P_1(x, y, z), P_2(x, y, z), P_3(x, y, z)) \neq \vec{0} \quad \text{for } (x, y, z) \neq \vec{0}.\]

\[(B) \quad \text{There exists } w \in \mathbb{R}^3 \setminus \{0\} \text{ such that}
\]
\[\phi^{-1}(w) \cap V \neq \emptyset \quad \text{for any } V \in G(2, \mathbb{R}^3).\]

\[(C) \quad \text{For each } v \in \mathbb{R}^3 \setminus \{0\} \text{ there exists an orthogonal map } B_v \in O(3) \text{ such that}
\]
\[B_v(\phi^{-1}(v)) \cap \phi^{-1}(v) = \emptyset.\]

Firstly, let us observe that a measure subordinated to a bundle given by the polynomial \(P\) is \(\mathcal{A}\)-free for some differential operator \(\mathcal{A}\). Indeed, if we choose \(\mathcal{A}\) to be an operator with (principal) symbol
\[\mathcal{A}(x, y, z) = \begin{bmatrix}
P(x, y, z) \times (1, 0, 0) \\
(P(x, y, z) \times (1, 0, 0)) \times (1, 0, 0) \\
P(x, y, z) \times (0, 1, 0) \\
(P(x, y, z) \times (0, 1, 0)) \times (0, 1, 0)
\end{bmatrix},\]
then \(\ker \mathcal{A}(x, y, z) = \text{span}\{(P_1(x, y, z), P_2(x, y, z), P_3(x, y, z))\}\). (Here, the symbol \(\times\) denotes the cross-product of vectors.) This identity holds, because either first two or second two rows of the matrix are non-zero, linearly independent vectors, and \(P(x, y, z)\) is orthogonal to all of them. Moreover, (B) implies that \(\Lambda_2(\mathcal{A}) \neq \{0\}\), while (C) is needed to apply Theorem 3.1 and Remark 3.2 which gives the desired dimensional bound.

To fulfill (B) and (C), we will construct our polynomial \(P = (P_1, P_2, P_3)\) so that it will have a level set similar to the set \(\Gamma\) from the lemma below, and so that it will be locally injective outside a small \(\delta\)-neighbourhood of \(\Gamma\).

**Lemma 4.1.** There exists a centrally symmetric 1-dimensional set \(\Gamma \subset S^2\) such that
\[V \cap \Gamma \neq \emptyset \quad \text{for each } V \in G(2, \mathbb{R}^3)\]
and there exists a rotation \(R \in O(3)\) such that
\[R(\Gamma) \cap \Gamma = \emptyset.\]

**Proof.** One can choose \(\Gamma\) whose construction is suggested by the descriptions (and figures) below.
The set $\Gamma$ is simply derived from the equator $S^2 \cap \text{span}\{(1, 0, 0), (0, 1, 0)\}$ by performing four surgeries. Two of them leave 'holes' near the points $(0, 1, 0)$ and $(0, -1, 0)$ so that $\Gamma$ hits any $V \in \mathbb{G}(2, \mathbb{R}^3)$. Remaining two modify this circle near the points $(1, 0, 0)$ and $(-1, 0, 0)$ so that after application of $R$, being a composition of a rotation by $90^\circ$ around $(1, 0, 0)$ and a rotation by $90^\circ$ around $(0, 0, 1)$, the modified part lies inside the 'hole', c.f. the figure below.

For our applications we need $P_1, P_2, P_3$ to be homogeneous polynomials of the same degree. In further steps, it will be more convenient for us to
neglect the assumption about homogenity and to represent $P_i$ as arbitrary even polynomials. This can be done in view of the lemma below.

**Lemma 4.2.** Let $F \in \mathbb{R}[x, y, z]$ be an even polynomial in three variables. Then $F|_{S^2} = \tilde{F}|_{S^2}$ for some homogeneous polynomial $\tilde{F}$.

**Proof.** We have

$$F(x, y, z) = \frac{F(x, y, z) + F(-x, -y, -z)}{2} = \sum_{j=0}^{M} F_{2j}(x, y, z)$$

for some homogeneous polynomials $F_{2j}(x, y, z)$ of degree $2j$. On the other hand,

$$F(x, y, z)|_{S^2} = \sum_{j=0}^{M} F_{2j}(x, y, z)(x^2 + y^2 + z^2)^{M-j}.$$

\[\square\]

Let $C = \{a_j\}_{j=1}^{N}$ be a finite set of points from the unit sphere $S^2$, which is centrally symmetric in the sense that if $a_j \in C$, then $-a_j \in C$. For this set and some fixed $r > 0$ we consider a family of balls $B = \{B_j\}_{j=1}^{N}$,

$$B_j = \{p \in \mathbb{R}^3 : \|p - a_j\| \leq r\}$$

and define

$$T_j = S^2 \cap \partial B_j.$$

Let us introduce a sequence of polynomials $Q_j$:

$Q_j(x, y, z) = [(x-a_j^{(1)})^2 + (y-a_j^{(2)})^2 + (z-a_j^{(3)})^2 - r^2]^2, \quad a_j = (a_j^{(1)}, a_j^{(2)}, a_j^{(3)})$,

and denote

$$Q(x, y, z) = \prod_{j=1}^{N} Q_j(x, y, z).$$

The desired polynomials $P_i$ will be of the form

(4.1) $P_1(x, y, z) = K x^2 Q(x, y, z),$

(4.2) $P_2(x, y, z) = K y^2 Q(x, y, z),$

(4.3) $P_1(x, y, z) = 1 + K z^2 Q(x, y, z),$

for some family of balls $B$ and a large constant $K > 0$ that will be chosen in the next steps.

Firstly, let us choose the constants $K$ and $r$.

**Lemma 4.3.** Suppose that $P = (P_1, P_2, P_3)$ is as above and

$$\psi(x, y, z) = \text{span}\{(x^2, y^2, z^2)\},$$

$$\phi(x, y, z) = \text{span}\{P(x, y, z)\}.$$
Then, for any sufficiently small $\delta > 0$ there exists $r > 0$ and $K > 0$ such that
\[ \| \phi - \psi \|_{G_{C}(1, C^{3})} \lesssim \delta \]
outside a $\delta$-neighbourhood of $\bigcup T_{i}$.

**Proof.** Let us choose $r = \frac{\delta}{2}$ and let us restrict our polynomials to the unit sphere. Outside $\bigcup T_{i}$ we have
\[ P(x, y, z) = KQ(x, y, z)\tilde{P}(x, y, z) \]
for
\[ \tilde{P}(x, y, z) = (x^{2}, y^{2}, z^{2}) + \frac{1}{KQ(x, y, z)} \].

Since the metric on $G_{C}(1, C^{3})$ (see formula (1.5)) is equivalent to the angle between vectors, it suffices to prove that
\[ \left| \frac{(x^{2}, y^{2}, z^{2})}{\| (x^{2}, y^{2}, z^{2}) \|} - \frac{\tilde{P}(x, y, z)}{\| P(x, y, z) \|} \right| \leq \delta. \]

One can check, that by the triangle inequality
\[ \left| \frac{(x^{2}, y^{2}, z^{2})}{\| (x^{2}, y^{2}, z^{2}) \|} - \frac{\tilde{P}(x, y, z)}{\| P(x, y, z) \|} \right| \leq \frac{1}{K|Q(x, y, z)|} \].

Since outside $\delta$-neighbourhood of $\bigcup T_{i}$
\[ |Q(x, y, z)| > (\delta - r)^{4N} = \left( \frac{\delta}{2} \right)^{4N} \],
it amounts to take $K \geq \frac{1}{\delta^{4N+4}}$. \hfill $\square$

**Proof of Theorem 1.8.** The kernel of the desired operator will be a polynomial bundle given by $\phi = \text{span}(P_{1}, P_{2}, P_{3})$ described earlier in the beginning of this section (see formula (4.1), (4.2) and (4.3)) which will satisfy conditions (A), (B) and (C). Let us apply the choice of parameters from the previous lemma governed by $\delta$ from this lemma. This $\delta$ will be a variable that we will fix at the end of the proof.

The condition (A) is clearly satisfied.

Now let us chose a suitable family of balls $B$. We see, that if we take $B$ to be a centrally symmetric family of balls with centers at $\Gamma$ (the set from Lemma 4.1), each of radius $r = \delta/2$ such that $\Gamma \subset \bigcup B(a_{i}, \delta/2)$, then (B) is guaranteed by the construction of $\Gamma$. Indeed, we see that
\[ \phi^{-1}((0, 0, 1)) \supset \bigcup T_{i} \cup \{(0, 0, 1)\} \cup \{(0, 0, -1)\}, \]

Moreover, by the previous lemma, for each $v = (v_{1}, v_{2}, v_{3}) \in S^{2}$, $\phi^{-1}(v)$ is contained in the sum of $\delta$-neighbourhood of $\bigcup T_{i} \cup \{(0, 0, 1), (0, 0, -1)\}$ and at most eight balls of radii $\delta$, centered at points $p_{1}, \ldots, p_{8}$ of the form
\[ \frac{1}{\sqrt{|v_{1}| + |v_{2}| + |v_{3}|}} (\pm \sqrt{|v_{1}|}, \pm \sqrt{|v_{2}|}, \pm \sqrt{|v_{3}|}). \]
Thus it suffices to prove (C). Let us fix $v$ and define
\[\Gamma_{\delta}(v) = \bigcup_{i=1}^{N} B(a_i, 4\delta) \cup \bigcup_{i=1}^{8} B(p_i, \delta) \cup B((0,0,1),\delta) \cup B((0,0,-1),\delta).\]

It remains to prove that we can perturb $R$ from Lemma 4.1 a little bit so that
\[\Gamma_{\delta}(v) \cap \tilde{R}(\Gamma_{\delta}(v)) = \emptyset,\]
for some $\tilde{R}$ close to $R$. Indeed, put
\[S_1 = \bigcup_{i=1}^{N} B(a_i, 4\delta), \quad S_2 = B((0,0,1),\delta) \cup B((0,0,-1),\delta) \cup \bigcup_{i=1}^{8} B(p_i, \delta).\]

For $e \in S^2$, $e \neq (0,1,0)$ let $R_e$ be a rotation around $(0,1,0) \times e$, sending $(0,1,0)$ to $e$. It is easy to see that
\[\mathcal{H}^2_{|S^2}(e \in S^2 : S_1 \cap R_e R(S_1) = \emptyset) \geq c_0 > 0,\]
where $c_0$ depends on $\Gamma$ and supremum of $\delta$’s only, because $\Gamma$ can be chosen in a way that
\[S_1 \cap R_e R(S_1) = \emptyset\]
holds for $e$ belonging to a small neighbourhood of $(0,1,0)$. Moreover,
\[(4.4) \quad \mathcal{H}^2_{|S^2}(e \in S^2 : S_i \cap R_e R(S_j) \neq \emptyset) \leq \delta\]
for $(i,j) \neq (1,1)$. Indeed, the set
\[(4.5) \quad \{e \in S^2 : S_i \cap R_e R(S_j) \neq \emptyset\}\]
is contained either in a $10\delta$-neighbourhood of some finite set of points (if $(i,j) = (2,2)$) or in a $10\delta$-neighbourhood of a one-dimensional set whose length depends on $\Gamma$ (if $(i,j) = (1,2)$ or $(i,j) = (2,1)$). By taking sufficiently small $\delta$, we obtain (C) (we choose $B_v = R_e R$ for some $e$). Clearly, our choice of $\delta$ is independent of $v$.

\[\square\]
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