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ABSTRACT
Data-intensive applications are poised to benefit directly from processing-in-memory platforms, such as memristive Memory Processing Units, which allow leveraging data locality and performing stateful logic operations. Developing design automation flows for such platforms is a challenging and highly relevant research problem. In this work, we investigate the problem of minimizing delay under arbitrary area constraint for MAGIC-based in-memory computing platforms. We propose an end-to-end area constrained technology mapping framework, CONTRA. CONTRA uses Look-Up Table (LUT) based mapping of the input function on the crossbar array to maximize parallel operations and uses a novel search technique to move data optimally inside the array. CONTRA supports benchmarks in a variety of formats, along with crossbar dimensions as input to generate MAGIC instructions. CONTRA scales for large benchmarks, as demonstrated by our experiments. CONTRA allows mapping benchmarks to smaller crossbar dimensions than achieved by any other technique before, while allowing a wide variety of area-delay trade-offs. CONTRA improves the composite metric of area-delay product by 2.1× to 13.1× compared to seven existing technology mapping approaches.

CCS CONCEPTS
• Hardware → Memory and dense storage; • Software and its engineering → Source code generation.
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1 INTRODUCTION
The separation between the processing units and memory unit requires data transfer over energy-hungry buses. This data transfer bottleneck is popularly known as the memory wall. The overhead in terms of energy and delay associated with this transfer of data is considerably higher than the cost of the computation itself [20]. Extensive research has been conducted to overcome the memory wall, ranging from the classic memory hierarchy to the close integration of processing units within the memory [1, 22]. However, these methods still require transfer of data between the processing blocks and the memory, thus falling into the category of von Neumann architectures.

Processing data within the memory has emerged as a promising alternative to the von Neumann architecture. This is generally referred to as Logic-in-Memory (LiM). The primary approach to perform LiM is to store input variables or/and logic output in a memory cell. This is enabled when the physical capabilities of the memory can be used for data storage (as memory) and computation (as logic). Various memory technologies, including Resistive RAM (RRAM), Phase Change Memory (PCM), Spin-transfer torque magnetic random-access memory (STT-MRAM) and others have been used to realize LiM computation [2, 8, 9, 12, 15, 16, 18].

RRAM is one of the contending technologies for logic-in-memory computation. RRAMs permit stateful logic; where the logical states are represented as resistive state of the devices and at the same time, are capable of computation. Multiple functionally complete logic families have been successfully demonstrated using RRAM devices [21]. In the following, three prominent logic families are presented.

Material Implication Logic [18]: Consider two RRAM devices p and q with internal states S_p and S_q respectively, as shown in Fig. 1a. By applying voltages to the terminal, material implication can be computed, with the next state (NS) of device p set to the result of computation.

\[ NS_p = S_p \rightarrow S_q \]  \hspace{1cm} (1)

Majority Logic [9]: In this approach as shown in Fig. 1b, the wordline voltage (V_{wl}) and bitline voltages (V_{bl}) act as logic inputs, while the internal resistive state S_x of the device x acts a third input. The next state of device x in this case is a function of three inputs as
Memristor-Aided Logic (MAGIC) [16]. MAGIC allows in-memory compute operation by using the internal resistive state of single or multiple RRAM devices as input. The exact number of inputs \( k \) depends on the specific device used for computation. The result of computation is written to a new device \( r \), as shown in Fig. 1c. The internal resistive state of the input devices remain unchanged. Using MAGIC operations, multi-input NOR and NOT can be realized.

\[
\begin{align*}
NS_x &= M_3(S_x, V_{wl}, V_{BL}) \\
NS_r &= NOR(S_1, S_2, \ldots, S_k) \\
NS_r &= NOT(S_i)
\end{align*}
\]

General purpose architectures have been proposed based on these primitives. A bit-serial Programmable Logic in Memory (PLiM) architecture was proposed by Gaillardon et al. [9] that uses majority as the logic primitive. PLiM relied on using the same crossbar for storage of instructions as well for computation. RRAM-based Very long instruction word (VLIW) Architecture for in-Memory computing (ReVAMP) was proposed by Bhattacharjee et al. [5], that used Instruction Memory for the instruction storage and a separate RRAM crossbar as data storage and computation memory. Haj Ali et al. proposed memristive Memory Processing Unit (mMPU) [11]. The mMPU consists of memristive memory arrays, along with Complementary Metal Oxide Semiconductor (CMOS) periphery and control circuits to allow support for computations as well as conventional data read and write operations. To perform a computation within the mMPU, a compute command is sent to the mMPU controller. The controller generates the corresponding control signals and applies the signals to the crossbar array to perform the actual MAGIC operations. The mMPU allows MAGIC NOR and NOT gates to be executed within any part of the crossbar array, which allows storage of data as well as computation to happen in the same array. Compared to the architectures based on Material Implication, and Majority logic, MAGIC provides an inherent advantage. For MAGIC, control signals are not dependent on the output of a compute operation.

Wider acceptance of these architectures and technologies critically rely on efficient design automation flows, including logic synthesis and technology mapping. In this paper, we focus on the technology mapping challenge for architectures supporting MAGIC operations. Intuitively, a Boolean function (represented using logic level intermediate form) is processed by the technology mapping flow to generate a sequence of MAGIC operations which are executed on the limited area available on a crossbar. The number of devices available for computation using MAGIC operations on the mMPU is limited [17, 29], which makes the problem of technology mapping even more challenging. This particular variant is known as area-constrained technology mapping problem (ACTMaP) for mMPU. Multiple technology mapping solutions for mMPU have been proposed in the literature [3, 14, 26–28, 30]. Almost all of these works focus delay reduction, only one [3] accepts a limited form of area constraints (limited row-size only) and considers device reuse to improve area efficiency.

In this paper, we propose CONTRA - the first scalable area-constrained technology mapping flow for the LiM computing using MAGIC operations. CONTRA not only allows specifying overall area constraint (in terms of number of devices) but also the exact crossbar dimensions. This enables CONTRA to map the same function into say a 64 × 64 or 128 × 128 crossbar with different delays, whereas the existing methods cannot offer this flexibility. Specifically, our paper makes the following contributions:

- We propose a scalable 2-dimensional area-constrained technology mapping flow for the LiM computing using MAGIC operations. 
- We present novel algorithms, using NOR-of-NORs representations (NoN) to place the LUTs on the crossbar to maximize parallelism, while maintaining the area constraints. We use an optimal A* search technique for moving inputs to the required position in the crossbar and propose an input alignment optimization to reduce the number of copy operations.
- We extensively evaluate our technique using various benchmarks. The overall flow achieves improvement in area-delay product from 2.1x to 13.1x in terms of geometric mean compared to seven existing technology mapping approaches for MAGIC. Our method can map arbitrary Boolean function using MAGIC operations to a smaller crossbar dimensions than achieved by any other technique before.

CONTRA takes an input benchmark, processes it using the novel technology mapping flow to generate MAGIC instructions. We developed an in-house simulator for MAGIC to execute the instructions and formally verify the functional equivalence of the generated instructions and the input benchmark.

2 BACKGROUND AND RELATED WORKS

2.1 MAGIC operations

We present the basics of computing using MAGIC operations to begin with. As shown in Fig. 2a, a 2-input MAGIC NOR gate consists of 2-input memristors \( IN_1 \) and \( IN_2 \) and one output memristor \( OUT \). The memristive state of the output memristor changes in accordance with the resistive states of the input memristors. Low resistive state is interpreted as logical ‘1’ while high resistive state is interpreted as logical ‘0’. The NOR gate operation is realized by applying \( V_{G} \) to the input memristors while the output memristor is grounded. Note that the output memristor has to be initialized to low resistive state before the NOR operation is carried out. After applying the voltage, the resistance of the output memristor is set based on the ratio between the resistances of the input and the output memristors and results in a NOR operation. The MAGIC NOR operation can be performed with the devices arranged in a crossbar configuration, as shown in the right hand side of Fig. 2a.

\[\text{Source code available: https://github.com/debjyoti0891/arche}\]
(a) MAGIC operations using memristors, which can be performed in a crossbar configuration.

(b) Memristors arranged in a crossbar configuration.

(c) Horizontal NOR

(d) Vertical NOR

Figure 2: Basic MAGIC operations on a crossbar array.

By extending this approach, it is feasible to perform logical n-input NOR and NOT operations.

Multiple MAGIC operations can be performed in parallel. The parallel execution of multiple NOR gates is achieved whenever inputs and outputs of the n-input NOR gates are aligned in the same rows or columns in a crossbar, as shown in Fig. 2b. For example, Fig. 2c, two 3-input NOR operations are performed in parallel.

\[ M_{14} = \text{NOR}(M_{1,1}, M_{1,2}, M_{1,3}) \]

Also, vertical operations are allowed as shown in Fig. 2d.

\[ M_{3,4} = \text{NOR}(M_{1,4}, M_{2,4}) \]

A single-input NOR operation is a NOT gate, as shown in Fig. 2e.

\[ M_{3,5} = \text{NOT}(M_{4,3}) \]

Thus, both n-input NOR and NOT gates can be executed by MAGIC operations. It is also possible to reset the devices in parallel in the crossbar to ‘1’, either row-wise or column-wise.

2.2 Logic Synthesis and Technology Mapping

For logic synthesis and technology mapping approaches, a classification of different Intermediate Representations (IRs) has been proposed in [24]. First, there are Functional approaches, where the IR is used to explicitly express the logic function. Examples for IRs are Boolean truth tables, Look-Up Tables (LUTs) or Binary Decision Diagrams (BDDs). Second, there are Structural approaches, where the IR is used to represent the structure of the circuit, e.g., using And-Inverter Graphs (AIGs). For technology mapping on memristive crossbar, both types of approaches have been adopted, as it fits more closely the device-level operations. Among the design automation flows developed for memristive technologies, Majority-Inverter Graphs (MIGs) are predominantly used due to their native mapping on to devices supporting Majority Boolean functions [4, 23]. MAGIC devices realize multi-input NOR operations, which do not allow a direct mapping from MIGs. Hence, in this work, we use LUT graph and NOR-of-NOR representations for solving ACTMaP for mMPU. The rationale for using LUT graph is that it allows mapping to all forms of Boolean functions [27].

LUT graph: Any arbitrary Boolean function can be represented as a directed acyclic graph (DAG) \( G = (V, E) \), with each vertex having at most \( k \)-predecessors [25]. Each vertex \( v, u \in V \), with \( k \)-predecessors represents a \( k \)-input Boolean function or simply a \( k \)-input LUT. Each edge, \( u \rightarrow v \) represents a data dependency from the output of node \( u \) to an input of node \( v \).

Example 2.1. Fig. 3 shows the cn151a benchmark from LGSynth91 as a DAG with \( k = 4 \). The benchmark has 12 primary inputs \( a \rightarrow l \) and two primary outputs \( m \) and \( n \). LUT16 has a dependency on LUTs 17 and 18 and on primary input \( j \). We use this benchmark as a running example to explain the proposed method.

NOR-of-NOR representation: A Boolean function \( F : \mathcal{B}^n \rightarrow \mathcal{B} \), expressed in sum-of-products (SoP) form can be converted to the NOR-of-NORS (NoN) representation by the following simple transformations.

1. Replace \( \vee \) and \( \wedge \) operations with \( \nabla \)
2. Flip the polarity of each primary input
3. Negate the result

For example, we can express \( F \) in NoN representation as follows.

\[ F = (a \wedge \overline{b}) \vee (a \wedge b \wedge c) = (a \vee \overline{b}) \vee (a \vee \overline{b} \vee c) \]

Alternatively, we can express this NoN as:

| Variables | a | b | c |
|-----------|---|---|---|
| 1st product term | 0 | 1 | - |
| 2nd product term | 1 | 0 | 0 |

2.3 Related Works

Multiple works address the issue of design automation for computation with bound on the number of memristive devices. Lehtonen et al. presented a methodology for computing arbitrary Boolean functions using devices that realize material implication [18]. For any Boolean function with \( n \) inputs and \( m \) outputs, \( m + 2 \) working memristors are required for computing the function. For \( n \)-input Boolean function with a single output, three working memristors are sufficient for computation. This bound was further reduced to two working memristors by Poikonen et al. [19]. Optimal and heuristic solutions for ACTMaP for devices realizing majority with single input inverted have been proposed in [6]. Crossbar-constrained ACTMaP solution has been proposed for devices realizing majority with single input inverted in [7].
As mentioned before, several technology mapping methods for mMPU have been proposed in literature [3, 14, 26–28, 30]. These methods primarily work towards reducing latency for mapping an arbitrary function and output the dimensions of the crossbar required to map the function. While trying to maximize parallelism, these methods often map to highly skewed crossbar dimensions (where number of rows is much higher than number of columns or vice versa). Furthermore, this methods are highly area inefficient since they do not reuse devices, leading to very low device utilization. To our knowledge, SIMPLER [3] is currently the only method for mMPU that is optimized for area. SIMPLER relies on mapping functions to a single row, with the objective of achieving high throughput by simultaneously executing multiple data streams in different rows. As SIMPLER allows device reuse, it has high area utilization. However, the utility of this method is limited as all the used devices must still be allocated in a single memory row and it cannot use 2-dimensional crossbar for mapping in order to fit a function into a small crossbar. We address the challenge of 2-dimensional constrained mapping.

3 AREA-CONSTRAINED TECHNOLOGY MAPPING FLOW

In this section, we describe CONTRA, a 2-dimensional area-Constrained Technology mapping RAMework for memristive memory processing unit, which is shown in Fig. 4.

3.1 LUT Placement on Crossbar

The goal of this phase is to map the individual nodes (LUTs) of the input DAG on the crossbar, so as to minimize the delay of computing. LUTs in the same topological level of the DAG do not have any dependencies between themselves and therefore, could be scheduled in parallel. In order to permit computation of multiple LUTs in parallel, we utilize the NOR-of-NOR representation of the LUT function.

Since the NoN representation consists of only NOR and NOT operations, it can be computed by MAGIC operations directly in 3 cycles, ignoring the initialization cycle(s). All the variables in appropriate polarity (inverted or regular) in a product term are aligned in rows. For the variables which are not present in a product term, the corresponding memristor is set to ‘1’, which is the state of the memristor after reset. This is followed by computing NOR of all the product terms horizontally in a single cycle. In the next cycle, a vertical NOR of the above results produces the negated output. In the last cycle, we negate this result to get output of the computed function.

Example 3.1. The computation of $F$ in equation (5) using MAGIC operations is shown Fig. 5. Row 1 and row 2 have the inputs for the 1st and 2nd product terms respectively. These inputs are NORRed in parallel to compute $H_1$ and $H_2$ (H2). The product terms are vertically NORRed to compute $F$ in $M_{3,4}$. In the final step, $F$ is inverted using a NOT operation to compute $\overline{F}$ (in $M_{3,2}$).

The LUTs are topologically ordered and grouped by the number of inputs. The LUTs are placed one below another with inputs aligned till we are limited by the height of the crossbar. Consider $n$-LUTs each with $k$-inputs. Once the LUTs are aligned one below another, we can compute the horizontal NOR of all LUTs in one cycle. This is because the inputs and outputs of all the LUTs are aligned and the voltage of the columns applies to all LUTs. In the next $n$-cycles, we can perform the vertical NOR operations to compute the inverted output of the $n$ stacked LUTs. Thus, $(n + 1)$ cycles are required to compute the $n$ stacked LUTs. Let us consider that each $k$-input LUT $L_i$ has $p_i$ product terms, $1 \leq i \leq n$. Then, the area $A_{area}$ required to compute the $n$ LUTs in parallel is:

$$A_{area} = \sum_{i=1}^{n} (p_i + 1) \times (k + 1)$$

The LUT placement strategy is from top to bottom and from left to right. The spacing parameter is used to specify the number of rows that are left empty between two LUTs stacked vertically. If we do not have enough free devices to place a new LUT, the crossbar is scanned row-wise and column-wise to check in which rows or columns, the intermediate results are present. These are considered blocked and the rest of the crossbar is reset either row-wise or column-wise, which results in lesser number of devices being blocked. The process is repeated till all the LUTs are placed. The overall flow is presented in Algorithm 1.

Example 3.2. For cm151a, we stack the LUTs 17 and 18 in the crossbar, as shown in Fig. 6. Since enough space in not available vertically, we stack LUTs 20 and 21 on the right. We reset the crossbar, without resetting column 4 and 8, as these columns contain the intermediate results. We continue placing the other LUTs in similar manner.
The cost of a location M 
LUT 16 uses the output of LUT 17 as input, with the NoN copied to different rows as required for the other product terms in mixed polarity, we can choose the path with shorter length, the choice the copy path to be even or odd accordingly. If the inputs are a NoN has only positive or negative terms, but not both, we need to choose the copy path to be even or odd accordingly. If the inputs are limited by both vertical and horizontal space then Reset the cells keeping the intermediate outputs intact. Place L_set stacked together vertically with spacing rows empty between subsequent LUTs. Schedule all the LUTs in L_set in the same time slot of the schedule. While there is a LUT not yet placed do For each set of LUTs stacked together do Place the inputs for these LUTs, using A\^\* search and vertical copies; Compute intermediate results in parallel using Horizontal NORs; Compute inverted output of LUTs in sequence using Vertical NORs; end end for Each inverted output of G do Invert using NOT operation to compute outputs of G. end

### 3.2 LUT Input Placement Technique

For some of the LUTs, we require the intermediate outputs from previous computations as inputs. We use A\^\* search to get the shortest path to copy an intermediate value from source (R_S, C_S) to destination (R_D, C_D) with a minimum number of NOT operations. The cost of a location cost(r, c) \(= f(r, c) + g(r, c)\), \(f(r, c)\) is equal to the number of copy operations used to reach from \((r, c)\) till \((r, c)\).

\[
g(r, c) = \begin{cases} 
0, & \text{if } (r, c) \text{ is the destination} \\
1, & \text{if } r = R_D \text{ or } c = R_C \\
2, & \text{otherwise}
\end{cases}
\]

All empty cells in the row and column of the current location are considered its neighbours. The search starts at the source, updates the cost of the neighbouring location and picks the location with the least cost. The process is repeated till the goal state is reached. If the path length is odd, the polarity of the input is reversed while for an even length path, the polarity is preserved. This is due to an odd or even number of NOT operations respectively. If the inputs of a NoN has only positive or negative terms, but not both, we need to choose the copy path to be even or odd accordingly. If the inputs are of mixed polarity, we can choose the path with shorter length, the polarity does not matter. Thereafter, the input variable is vertically copied to different rows as required for the other product terms in the LUT, according to the NoN representation.

**Example 3.3.** LUT 16 uses the output of LUT 17 as input, with the NoN representation shown in Fig. 7. We copy the value from \(M_{3,4}\) to \(M_{3,1}\) using a sequence of NOT operations, obtained using A\^\* search.

![Crossbar state after input placement](image)

**Figure 7:** Placement of the inputs for LUTs 16 and 17 and the corresponding literals for NOR-of-NOR computation.

\(\text{NOR}(M_{3,4} \rightarrow M_{3,6}), \text{NOR}(M_{3,6} \rightarrow M_{3,1}), \text{NOR}(M_{3,1} \rightarrow M_{3,1})\)

The state of the crossbar after placing all the inputs (LUTs 17, 18, 20 and 21, primary inputs 1 and 2) for LUT 16 and 19 is shown in the last sub-figure of Fig. 7.

### 3.3 Input Alignment for multiple LUTs

Multiple LUTs scheduled together for execution, often share common inputs. If the common inputs are assigned to the same column, then only a single A^\* search would be required to bring the input to the column, and followed by vertically copying to the appropriate rows. This would lead to reduction in delay as well as reduction in the number of devices involved in copying. The goal is to have an assignment of the inputs of the individual LUTs to columns such that it maximizes the number of aligned inputs in a set of stacked LUTs.

We encode the constraints of this problem to optimally solve the problem using an Satisfiability Modulo Theories (SMT) solver. The state of the crossbar after placing all the inputs (LUTs 17, 18, 20 and 21, primary inputs 1 and 2) for LUT 16 and 19 is shown in the last sub-figure of Fig. 7.

**Example 3.4.** Consider the three 4-input LUTs with their input variables arranged as an unaligned matrix, as shown below. The variables are ordered in descending order by frequency. \(L = \{a, b, c, d, a, b, c, d, c, g, f, e, f, g, h\}\). We start the alignment by placing ‘a’ in the first column. In the next step, we place ‘b’. As row 1 and 2 of column 1 are already occupied by ‘a’, we place ‘b’ in column 2. Similarly, we continue the process until all the variables are placed.

**Example 3.5.** For the LUTs 16 and 19, the result of alignment is shown in first sub-figure of Fig. 7, specified by variables in pink. The variables 17, 18 and 19 are assigned columns 1, 2 and 3 for LUT 17 while the variables 20, 21 and 19 are assigned columns 1, 2 and 3 for LUT 18, thereby aligning input variable l.
This completes the description of the technique for area-constrained mapping. The output of mapping cm151a benchmark to 8 x 8 crossbar with k = 4 and spacing = 0 is shown in Fig. 8. The benchmark was mapped in 71 cycles. Each line signifies one or more operations with the corresponding input and gate names (pi, old_n_18, etc.) that are executed in the same cycle. In the next section, we present the results of benchmarking the proposed method.

4 EXPERIMENTAL RESULTS

This section presents the experimental results of the CONTRA, the proposed area-Constrained Technology mapping RAmework for for computing arbitrary functions using MAGIC operations. We have implemented the proposed CONTRA framework using Python. CONTRA supports a variety of input formats for the benchmarks, including blif, structural verilog, aig. We have used ABC [25] for all generating the LUT graph and the SOP representation of LUT functions, which we converted to NoN representation for mapping. For each benchmark, CONTRA generates cycle accurate MAGIC instructions. A representative output of mapping is shown in Fig. 8. We developed an in-house mMPU simulator for executing MAGIC instructions. We used the simulator to generate execution traces which were converted into Verilog. The generated Verilog and the input benchmarks were formally checked for functional equivalence using the cec command of ABC.

We benchmark our tool using the ISCAS85 benchmarks [13], which have been used extensively for evaluation of automation flows for MAGIC. The experiments were run on a shared cluster with 16 Intel(R) Xeon(R) CPU E5-2667 v4 @ 3.20GHz, with Red Hat Enterprise Linux 7. Table 1 shows the results of mapping the benchmarks for three crossbar dimensions. We report the execution time in seconds for 128 x 128 for the ISCAS85 benchmarks. We report the results for the best delay (in cycles) by varying k from 2 to 4. As expected, the increase in crossbar dimensions results in lower delay of execution. We also report the results of mapping for the EPFL benchmarks². We report the results for EPFL MIG benchmarks in Table 2 for three crossbar dimensions. For the larger EPFL arithmetic and random control benchmarks, we report the results for crossbar with 256 x 256 dimensions in Table 3 and 4 respectively.

We observe that for most of the results, the best delay was obtained for k = 4. This is because setting a higher value of k, leads to fewer LUTs in the LUT graph. Since multiple LUTs can be scheduled in parallel (based on constraints mentioned in Algorithm 1), this leads to reduction in the number of cycles to compute the benchmark by exploiting higher degree of parallelism. For large benchmark such as voter in Table 2 and very small crossbar dimensions (64, 64), the mapping flow fails. This happens because during the placement phase of the flow, multiple columns are blocked with

---

²https://github.com/lsils/benchmarks
intermediate results which does not leave enough number of free devices to map the rest of the LUTs.

### 4.1 Impact of spacing parameter

Spacing is the number of rows that is left free between two LUTs stacked vertically, as described in Algorithm 1. We analyze the impact of spacing on three large benchmarks for ISCAS85, $k = 4$ and two crossbar dimensions $64 \times 64$ and $128 \times 128$. The results of analysis are summarily shown in Fig. 10. For most of the benchmarks, the delay decreases considerably by increasing spacing from 0 to 4 or 6 (depending on the benchmark). However, increasing spacing further leads to increase in delay. This is due to the fact that leaving empty row helps in finding shorter paths between source and destination locations on the crossbar while using A* search, that leads to reduction in delay. However, setting a large value (such as 8 or higher) for the spacing parameter leads to lesser space available in the crossbar for actual placement of the LUTs, which leads to reduction in number of parallel operations and higher delay.

### 4.2 Impact of crossbar dimensions

Fig. 11 shows the impact of crossbar dimensions on delay of mapping, while keeping the number of devices ($R \times C$) constant. We considered $k = \{2, 3, 4\}$, spacing = $\{0, 2, 4, 6\}$ and three large benchmarks for ISCAS85 benchmarks. The best delay for all the benchmarks were obtained for $k = 4$ and spacing=6. We can observe that increasing the number of rows and decreasing the number of columns, the delay of mapping decreases. As discussed in Section 3, LUTs are stacked in vertical orientation and can be executed in parallel as long as there are no data dependencies and the number of inputs are same. Increasing the number of rows allows greater number of parallel operations to be executed. When a small number of columns are available, the mapping delay increases (as observed by changing crossbar dimensions from $1024 \times 64$ to $2048 \times 32$). This is because lower number of devices are available when columns are blocked during for preserving intermediate results and the alignment overhead increases as well.

### 4.3 Copy overhead

Fig. 12 shows the overhead of copy operations as a percentage. As evident from the Fig. 12, copy operations constitute a large overhead in the computation of a benchmark. As we use A* search algorithm to align the inputs, the exact number of copy operations used in alignment is optimal. However in order to limit run time, we do not try and scheduling multiple copy operations in parallel, considering multiple source and destination locations simultaneously. This could be investigated in future, at the cost of higher execution time of the search algorithm.

### 4.4 Comparison with existing works

The existing technology mapping approaches for MAGIC do not consider area constraints in mapping and focus only on minimizing the delay. Given a benchmark, the existing methods report the crossbar dimensions required to map the benchmark, along with the delay of mapping. These works therefore cannot map benchmarks to arbitrary sized crossbar arrays. For comparison, we determine the smallest crossbar dimension for which the mapping was feasible using CONTRA. In the absence of area constraints, our method can achieve delay identical to SAID (E7) [27], since both CONTRA and SAID use LUT based mapping. CONTRA requires significant lower area to map in comparison to existing methods, while having relatively higher delay. As none of the methods support area constraints, we use Area-Delay Product (ADP) as a composite metric for direct comparison.

\[
ADP = R \times C \times \text{Cycles}
\]  
(8)

Improvement in \(ADP\) = \[\frac{ADPE_i}{ADPCONTRA}\]  
(9)

The list of existing works we compare CONTRA to follows:

- **E1 [10]**: A NOR/INV netlist is mapped using MAGIC operations by replicating specific logic levels or gates in order to achieve the maximum parallelism while guaranteeing a square shape allocation of memristors.
- **E2 [31]**: A staircase structure is utilized to reach a almost square-like layout with focusing on minimizing the number of time steps and utilized memristors.
- **E3, E4 [28]**: These methods correspond to the delay optimization and crossbar orientation optimization methods using a simulated annealing approach.
- **E5, E6 [30]**: These methods correspond to the Look Ahead with Parallel Mapping and Look Ahead Heuristic and Parallel Mapping methods presented by Yadav et al. The look-ahead heuristics attempts to minimize the number of copy operations. The parallel mapping approach of the gates tries to maximize the evaluation of gates in parallel.
- **E7 [27]**: This method presents a library-free supergate-aided (SAID) logic synthesis approach with a dedicated mapping strategy tailored on MAGIC crossbars relying on LUT-based synthesis. Two main differences exist between this work and the proposed work. Firstly, our proposed approach takes area-constraints as input, where as SAID does not support area constraint. Secondly, our approach does not enforce placement patterns of LUTs which SAID does. Our approach will work with a variety of placement patterns for the LUTs,
We present the comparison results in Table 5. The main observations are (1) CONTRA requires less crossbar area compared to all other methods. (2) Not only the total area is smaller, but the size of each dimension is smaller which makes mapping of logic into memory significantly more feasible. (3) Unfortunately, these benefits come with a slightly higher delay. None of the previous works on technology mapping for MAGIC consider the overhead of placing the primary inputs on the crossbar [10, 27, 28, 30, 31]. However, we considered the cost of placing the primary inputs in all our mapping results. From Fig. 12, we can observe that the overhead of input in terms of number of cycles could be as high as 49% for smaller benchmarks. This strongly suggests that the overhead of input placement must be considered during mapping. Therefore, comparing our proposed method directly in terms of delay with existing works is unfair.

In Fig. 13, we plot the improvement in ADP for individual test cases from the ISCAS85 benchmarks. Barring two cases (c432 for E2 and c880 for E6), there is a considerable improvement in ADP for the proposed algorithm for all the benchmarks against all the existing implementations. We present the geometric mean of improvement in ADP of CONTRA over the existing methods. CONTRA achieves the best geometric mean improvement of 13.1× over E4. From the Fig. 13, we can also rank existing methods on the basis of their ADP. After CONTRA, E6 has the next best ADP, followed closely by E1 and E2, followed by E7, whereas E3, E4 and E5 are significantly worse.

4.5 Discussion about Majority based in-memory computing

Unlike MAGIC operations where all the inputs are represented as state of memristors, Majority operations also use the bitline and wordline inputs as inputs, alongside the internal resistive state of the ReRAM which acts as third input and the stored bit. Using majority operations, ReVAMP architecture was proposed by Bhattacharjee et al. [5]. ReVAMP supports two type of instructions. Apply instructions compute on the cells of a wordline. Read instruction reads the internal state of a word onto a data-memory register by using sense amplifiers, that can be used as input to subsequent Apply instructions. In case of MAGIC, read operations are not used during in-memory operations.

For the sake of completeness, we compare CONTRA against a recently proposed area-constrained mapping approach ArC for ReVAMP [7]. The results of comparison are shown in Table 6. CONTRA achieves better delay compared to ArC, whereas requiring larger number of memristors to map the benchmarks. It should
be noted that the delay for ARc is equal to the number of cycles required for computers and reads. Also, ReVAMP uses an external interconnect network for alignment of inputs, which does not contribute to the number of cycles but in practice would imply higher controller energy. In case of MAGIC, alignment operations are done inside the crossbar itself, which leads to higher delay and more number of memristors being used for the COPI operations.

5 CONCLUSION

In this work, we presented the first area-constrained technology mapping flow for LiM using MAGIC operation on a crossbar array. We provide a scalable approach to solve the problem that tries to maximize parallelism. We introduce an optimal search algorithm for alignment of variables between two locations in a crossbar. We unlock the possibility of mapping Boolean functions to a wide variety of crossbar dimensions using MAGIC operations. The proposed algorithm outperforms state-of-the-art technology approaches for MAGIC in terms of ADP. Evidently from our comparative studies, existing design automation flows for in-memory computing platforms are far from capturing the nuances of practical constraints. To alleviate this problem, we will apply our approach on actual design prototypes and come up with more rigorous benchmarks with detailed characterization.
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