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ABSTRACT
In this paper, a new framework for designing the radar transmit waveform is established through shaping the radar Ambiguity Function (AF). Specifically, the AF of the phase coded waveforms are analyzed and it is shown that a continuous/discrete phase sequence with the desired AF can be obtained by solving an optimization problem promoting equality between the AF of the transmit sequence and the desired AF. An iterative algorithm based on Coordinate Descent (CD) method is introduced to deal with the resulting non-convex optimization problem. Numerical results illustrate the proposed algorithm make it possible to design sequences with remarkably high tolerance towards Doppler frequency shifts, which is of interest to the future generations of automotive radar sensors.

Index Terms— Ambiguity Function, Coordinate Descent, Radar, Waveform Design.

1. INTRODUCTION
Emerging automotive radar sensors, operating at 79GHz frequency and occupying 4GHz bandwidth, aim to enhance safety for occupants and pedestrians alike [1–6]. The higher bandwidth while providing higher range resolution, also leads to lower Signal to Noise Ratio (SNR) as additional noise components are incorporated in the received signal. This, coupled with limited transmit power and conservative link budgets necessitates enhancement of SNR using appropriate matched filtering of the received signal [7, 8].

Ideally, for a pulse compression radar system, the matched filter achieves to the highest possible SNR when there is no Doppler frequency offset in the target reflected signal [7–9] or when the Doppler shift is compensated in the processing unit using the mismatched filter [10]. If neither is the case, a Doppler mismatch loss is usually experienced [7, 8]. Consequently, radar engineers usually keep an eye on the AF of the waveforms to assess the loss incurred due to the different Doppler shifts or delays of the targets [11–14].

In classical automotive radar sensors, Frequency Modulated Continuous Wave (FMCW) waveform is employed due to the advantages of large time-bandwidth product (high range resolution) and high Doppler tolerance [3, 7, 12]. However, as the number of vehicles with radar systems increases, the probability of radar signal interference and the accompanying ghost target problems become serious. In classical FMCW waveforms this has been solved in using multiple chirp signals with different slope [3]. But in this case, a long measurement time is needed which is a contradiction to a high update rate. An alternative solution is to use Code Division Multiplexing (CDM) [15, 16] to efficiently make the orthogonality between different transmit sequences, provided that unknown Doppler shift of the targets does not degrade the SNR [12, 17]. SNR robustness to Doppler can be enhanced through code design and Frank, Golomb, P1, P2, P3, P4, etc., are some examples, which are unfortunately constrained to the specific lengths [9, 11]. In this paper, we consider the problem of shaping AF, typically such that we can design a continuous/discrete phase sequence with high Doppler tolerance properties. The works most similar to this paper are [11–14], where L-phase unimodular sequences [11], Linear-FM Synthesized (LFM-Syn) waveform [12], slow-time constant modulus sequences [13], and phase-only modulated waveforms [14] are proposed to shape the AF. However, none of these algorithms tackle the non-convex optimization problem of shaping AF with discrete alphabet constraint at the design stage. The relevant gap is filled in this paper, by proposing a unified framework to design continuous/discrete phase sequences with desired AF. Note that the pulse compression radar systems can only transmit unimodular sequences since radio frequency power amplifiers have nonlinear relationships between their input and output and they cannot have maximum
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1In [11], the L-phase sequence is obtained by choosing the value in the phase set, which is closest to the arbitrary value obtained in the solution of unimodular optimization problem. However, quantizing an optimized sequence does not guarantee to achieve an optimal discrete phase sequence, specifically when the alphabet size is small [18].
power efficiency at all power levels. Also, they typically generate phase sequences in discrete form due to the ease of generation and implementation [7, 8].

The remainder of this paper is organized as follows. Section 2, defines the cost function for shaping the AF. Section 3 provides the solution of the non-convex constrained optimization problem. Simulation results are provided in Section 4 and Section 5 concludes the paper.

2. PROBLEM FORMULATION

Let $\mathbf{x} = [x_1, x_2, \ldots, x_N]^T \in \mathbb{C}^N$ be the transmitted unimodular\(^2\) sequence where $N$ is the intra-pulse code length. The discrete radar AF is expressed by [11, 12]:

$$
|\chi(m, \nu)| = \frac{1}{N-m} \left| \sum_{n=0}^{N-m} x_n x_{n+m} e^{-j \frac{2\pi}{N}(n+m)} \right|,
$$

where $m, \nu \in \{1, \ldots, N-1\}$ denote the time and Doppler-shift indices, respectively. Indeed, $m$ and $\nu$ are normally associated with target range, and Doppler shift, respectively. In addition, let $c(\mathbf{x}, \mathbf{y})$ denote the aperiodic cross-correlation of sequences $\mathbf{x}$ and $\mathbf{y} = [y_1, y_2, \ldots, y_N]^T \in \mathbb{C}^N$, with

$$
c(\mathbf{x}, \mathbf{y}) = \left[ c_0N(\mathbf{x}, \mathbf{y}), \ldots, c_{N-1}(\mathbf{x}, \mathbf{y}) \right]^T,
$$

$$
c_m(\mathbf{x}, \mathbf{y}) = \sum_{n=0}^{N-m} x_n y_{n+m},
$$

defining $\mathbf{y}' = \left[ x_1 e^{-j \frac{2\pi}{N}}, x_2 e^{-j \frac{2\pi}{N}}, \ldots, x_N e^{-j \frac{2\pi}{N}} \right]^T \in \mathbb{C}^N$,

$$
|\chi(m, \nu)| = |c_m(\mathbf{x}, \mathbf{y}')|.
$$

Equation (2) indicates the AF can be interpreted as the matched filter output for stationary targets if $\nu = 0$ (matched-Doppler, range cut of the AF).

Let the modulus of a desired AF (non-negative) be given by $|\chi_D(m, \nu)|$. A design objective would be to minimize the following squared error between the desired and generated AF

$$
J(\mathbf{x}) = \sum_{m=1-N}^{N-1} \sum_{\nu=1-N}^{N-1} \left| |\chi(m, \nu)| - |\chi_D(m, \nu)| \right|^2.
$$

The optimization can then be cast as,

$$
P^\infty = \begin{cases}
\min \limits_{\mathbf{x}} J(\mathbf{x}) \\
\text{s.t.} \quad \mathbf{x} \in \Omega_\infty
\end{cases}, \quad P^L = \begin{cases}
\min \limits_{\mathbf{x}} J(\mathbf{x}) \\
\text{s.t.} \quad \mathbf{x} \in \Omega_L
\end{cases}
$$

where the constraints $\mathbf{x} \in \Omega_\infty$, and $\mathbf{x} \in \Omega_L$ identify continuous alphabet\(^3\), and finite alphabet codes, respectively. Precisely, $\Omega_\infty = \{ \mathbf{x} \in \mathbb{C}^N \mid |x_n| = 1, n = 1, \ldots, N \}$ and $\Omega_L = \{ \mathbf{x} \mid x_n \in \Psi_L, n = 1, \ldots, N \}$, where $\Psi_L = \{1, \omega, \ldots, \omega^{L-1}\}, \omega = e^{j\frac{2\pi}{L}}$ and $L$ is the size of discrete constellation alphabet.

3. AF OPTIMIZED WAVEFORMS

In order to tackle the non-convex constrained problems $P^\infty$ and $P^L$, we use the CD framework, i.e., sequentially optimizing the objective with respect to one variable, keeping the others fixed [16, 18]. With reference to (4), the optimization problem at step $k+1$ is,

$$
\begin{cases}
\min \limits_{\mathbf{x}_d} J(x_d; \mathbf{x}_{-d}^{(k)}) \\
\text{s.t.} \quad |x_d| = 1
\end{cases}, \quad \text{subject to} \quad x_d \in \Omega_L
$$

$$
\begin{cases}
\min \limits_{\mathbf{x}_d} J(x_d; \mathbf{x}_{-d}^{(k)}) \\
\text{s.t.} \quad x_d \in \Omega_L
\end{cases}
$$

where $x_d$ is the variable of optimization, and

$$
\mathbf{x}_{-d}^{(k)} = [x_1^{(k)}, \ldots, x_{d-1}^{(k)}, \bar{x}_d^{(k)}, \ldots, x_N^{(k)}]^T \in \mathbb{C}^{N-1}
$$

refers to the remaining code entries which are assumed known from previous iteration. To proceed further, let $\mathbf{I}_A(t)$ and $\mathbf{I}_B(t)$ denote the indicator functions of sets $A = \{1, 2, \ldots, N\}$ and $B = \{-1, -2, \ldots, -N + 1\}$ respectively, i.e., $\mathbf{I}_A(t) = 1$ if $t \in A$, otherwise $\mathbf{I}_A(t) = 0$.

The cross-correlation function $c_m(\mathbf{x}, \mathbf{y}')$ with explicit dependence on $x_d$ is,

$$
c_m^{(k)}(\mathbf{x}, \mathbf{y}') = a_{m\nu} x_d + b_{m\nu}^{(k)} \quad \text{with} \quad a_{m\nu} \leq y_{d+m} I_A(d+m), \quad \text{and} \quad b_{m\nu}^{(k)} \leq \frac{1}{N-m} \sum_{n=1-n\neq d}^{N-m} x_n y_{n+m} I_A(m+1) + \sum_{n=m+1-n\neq d}^{N} x_n y_{n+m} I_B(m).
$$

With reference to (2), the optimization problems in (5) can be recast as

$$
P^{\infty}_{d, \mathbf{x}^{(k)}} = \begin{cases}
\min \limits_{\mathbf{x}_d} \sum_{m=1-N}^{N-1} \sum_{\nu=1-N}^{N-1} \left| (a_{m\nu} x_d + b_{m\nu}^{(k)}) - |\chi_D(m, \nu)| \right|^2 \\
\text{s.t.} \quad |x_d| = 1
\end{cases}
$$

$$
P^{L}_{d, \mathbf{x}^{(k)}} = \begin{cases}
\min \limits_{\mathbf{x}_d} \sum_{m=1-N}^{N-1} \sum_{\nu=1-N}^{N-1} \left| (a_{m\nu} x_d + b_{m\nu}^{(k)}) - |\chi_D(m, \nu)| \right|^2 \\
\text{s.t.} \quad x_d \in \Omega_L
\end{cases}
$$

which are non-convex, constrained optimization problems with the objectives as a function of a complex variable. Denoting by $x_d^*$ the optimal solution to $P^{\infty}_{d, \mathbf{x}^{(k)}}$ ($P^{L}_{d, \mathbf{x}^{(k)}}$), the optimized radar code at step $k + 1$ is

$$
\mathbf{x}^{(k+1)} = [x_1^{(k)}, \ldots, x_{d-1}^{(k)}, x_d^*, x_{d+1}^{(k)}, \ldots, x_N^{(k)}]^T.
$$

3.1. Code Entry Design; Continuous Phase

This subsection is focused on the solution of $P^{\infty}_{d, \mathbf{x}^{(k)}}$. As first step toward this goal, we provide the following Lemma that shows the objective function, as a function of $x_d = e^{j\phi_d}, \phi_d \in [0, 2\pi)$, can be expressed as a ratio of quartic polynomials in a real variable.

\(^2\)Unimodular sequences are those for which the sequence elements may be of any phase, not constrained to the two states (0 and $\pi$) of binary sequences.

\(^3\)Continuous phase means the phase values can get any arbitrary value within $[0, 2\pi]$. For the discrete phase, the feasible set is restricted to a finite number of equi-spaced points on the unit circle.

\(^4\)The dependence on the variable $\nu$ in $y_{d+m}^{(k)}$ is implicit for ease of notation.
Lemma 3.1. Performing the change of variable \( \zeta_d = \tan\left(\frac{\psi_d}{2}\right) \), \( P_{d,2}^{\infty}(k) \) can be rewritten as
\[
\bar{P}_{d,2}^{\infty} = \left\{ \min_{\zeta_d} \frac{a_d(k)\zeta_d^3 + b_d(k)\zeta_d^2 + \zeta_d + \bar{\mu}(k)}{(\zeta_d^2 + 1)^2} \right\}
\]
where \( a_d(k), b_d(k), \zeta_d, \bar{\mu}(k) \) are real-valued coefficients specified in Appendix A.

Proof. See Appendix A.

Inspired with the above lemma, due to the special form of the polynomials in \( \bar{P}_{d,2}^{\infty} \), the optimal solution can be obtained by finding the real roots of the first order derivative of the objective function, and evaluating the objective function in these points as well as at \( \infty \) (see [18] for more details). Finding the optimal value \( \zeta_d^* \), we set
\[ \phi_d^* = 2 \tan^{-1}(\zeta_d^*), \text{ and } x_d^* = e^{\phi_d^*}. \]

3.2. Code Entry Design; Discrete Phase

Let us now consider Problem \( P_{d,2}^{L}(k) \) and develop an efficient procedure to find its optimal solution exploiting Discrete Fourier Transform (DFT). In terms of \( \phi_d = \arg(x_d) \in [0, 2\pi) \), the optimization problem at step \( k \) can be recast as,
\[
\bar{P}_{d,2,\phi_d}^{L} \left\{ \min_{\phi_d} \sum_{m=1-N}^{N-1} \sum_{\nu=1-N}^{N-1} \left| \alpha_{mv}^{(k)} e^{j\phi_d} + b_{mv}^{(k)} \right|^2 - |\chi_D(m, \nu)|^2 \right\}
\]
\[
s.t. \quad \phi_d \in \left\{ 0, \frac{2\pi}{L}, \frac{4\pi}{L}, \ldots, \frac{2\pi(L-1)}{L} \right\}
\]
the following lemma provides a key result to tackle Problem \( \bar{P}_{d,2,\phi_d}^{L} \).

Lemma 3.2. Let
\[
\rho_{mv}^{(k)}(\theta) = \left[ a_{mv}^{(k)} e^{j\theta_1} + b_{mv}^{(k)} \right]^2, \ldots, \left[ a_{mv}^{(k)} e^{j\theta_L} + b_{mv}^{(k)} \right]^2
\]
with \( \theta_i = \frac{2\pi(i-1)}{L}, i = 1, \ldots, L \), and \( \rho_{mv}^{(k)}(\theta) \in R^L \), then
\[
\rho_{mv}^{(k)}(\theta) = \left| DFT\left[ a_{mv}^{(k)}, b_{mv}^{(k)}, \theta_i, (L-2) \right] T \right|^2, \quad (6)
\]
where the square modulus is element wise.

Proof. Proof is straightforward and can be obtained with the insight of Appendix C in [18].

Inspired from Lemma 3.2, the discrete phase optimization problem is
\[
\bar{P}_{d,\theta}^{L} = \left\{ \min_\theta \sum_{m=1-N}^{N-1} \sum_{\nu=1-N}^{N-1} \left| \rho_{mv}^{(k)}(\theta) - |\chi_D(m, \nu)|^2 \right|^2 \right\}
\]
and the optimal solution to \( \bar{P}_{d,\theta}^{L} \) is given by \( \phi_d^* = \frac{2\pi(i^*-1)}{L} \), where
\[ i^* = \arg \min_{i=1,2,\ldots,L} \sum_{m=1-N}^{N-1} \sum_{\nu=1-N}^{N-1} \left| \rho_{mv}^{(k)}(\theta) - |\chi_D(m, \nu)|^2 \right|^2. \]

Hence, the optimal phase code entry can be efficiently computed as \( x_d^* = e^{j\phi_d^*} \) using DFT.

4. PERFORMANCE ANALYSIS

In this section, the ability of the proposed algorithms to shape radar AF is assessed. In Figure 1, the convergence behavior of the proposed continuous/discrete phase algorithms is analyzed when code length \( N = 64 \). The desired AF in this figure is obtained from Golomb sequence, whereas the results follows similar behavior for any arbitrary AF. Notice that, since \( \sum_{m=1-N}^{N-1} \sum_{\nu=0}^{N-1} |\chi(m, \nu)|^2 = N^3 \) [11], the definition \( J(dB) = 10 \log_{10} \frac{J}{N} \) is used to normalize the results. As illustrated in Figure 1, the objective values decrease monotonically and converge to a stationary point, when the iteration increases. Notice that, the monotonic property of the CD technique along with the fact that the objective function is bounded are sufficient to prove the convergence of the proposed algorithms. It can be observed from the figure that the objective value for the discrete phase when \( L = 8 \) is neighboring to continuous phase method. We numerically perceived that, increasing the alphabet size leads to some lower objective values, bounded with the continuous phase method. To observe the effectiveness of the proposed algorithm in shaping an AF we pick AF of the Frank sequence as the desired, and tackle \( P_{2}^{\infty} \left( P_{L}^{x} \right) \). The AF of Frank with length \( N = 64 \) is depicted in Figure 2. On the other hand, Figure 3 illustrates optimized AFs obtained via the proposed continuous and discrete phase algorithms. Noticing to the Figure 3a and Figure 3b, it can be observed that both continuous and discrete phase
methods could effectively design sequences with the AFs similar to the desired one. Next example is depicted in Figure 4, when the designed AF is obtained with $L = 8$ whereas the desired AF is taken from the chirp AF. The above two examples clearly show the powerfulness of the proposed algorithm in designing different sequences with arbitrary and Doppler tolerance AF, even with the small alphabet sizes.

5. CONCLUSION

In this paper, a unified framework for designing continuous/discrete phase sequences with high Doppler tolerance AF is proposed. The probing signal is obtained by synthesizing a desired AF through sequence design minimizing the squared errors between the desired and realizable AF. Such sequences require simple hardware transmission modules enabling faster integration of 79GHz radar modules in automotive scenarios. In a future work, we will try to tackle the problem with additional constraint on the auto-correlation function of the transmitted sequences to control the range sidelobe levels.

A. PROOF OF LEMMA 2.1

Let us use the change of variable, $\phi_d = \arg(x_d)$, and define

$$A_{m\nu} = |a_{m\nu}|^2 + |b_{m\nu}|^2, \quad B_{m\nu} = a_{m\nu}^*b_{m\nu}^* + a_{m\nu}^*b_{m\nu},$$

$$C_{m\nu} = a_{m\nu}^*b_{m\nu}^* - a_{m\nu}^*b_{m\nu},$$

$$D_{m\nu} = |\chi_D(m,\nu)|^2 - 2|\chi_D(m,\nu)|^2A_{m\nu}. \quad (7)$$

where $(.)^r = \Re\{(.)\}$ and $(.)^i = \Im\{(.)\}$ indicate real and image parts, respectively. Hence, making use of the variable change $\zeta_d = \tan(\frac{\phi_d}{2})$ and the relations $\sin(\phi_d) = \frac{2\tan(\frac{\phi_d}{2})}{1+\tan^2(\frac{\phi_d}{2})}$, $\cos(\phi_d) = \frac{1-\tan^2(\frac{\phi_d}{2})}{1+\tan^2(\frac{\phi_d}{2})}$ [19], the optimization Problem $P_{d,\mathbf{x}(k)}$ can be expressed as

$$\min_{\zeta_d} \sum_{m=1-N}^{N-1} \sum_{\nu=1-N}^{N-1} D_{m\nu} \quad (8)$$

$$+ \left(\left(A_{m\nu} - 2B_{m\nu}\right)^2 + 4|\chi_D(m,\nu)|^2B_{m\nu}\right)\zeta_d^4$$

$$+ 8C_{m\nu}(A_{m\nu} - 2B_{m\nu} - |\chi_D(m,\nu)|^2)\zeta_d^2$$

$$+ 2(D_{m\nu} + 8C_{m\nu}^2 + 4B_{m\nu}^2)\zeta_d$$

$$+ 8C_{m\nu}(A_{m\nu} + 2B_{m\nu} - |\chi_D(m,\nu)|^2)\zeta_d$$

$$+ D_{m\nu} + (A_{m\nu} + 2B_{m\nu})^2 - 4|\chi_D(m,\nu)|^2B_{m\nu}. \quad (9)$$

Let us define the real coefficients

$$\alpha = (D_{m\nu} + (A_{m\nu} - 2B_{m\nu})^2 + 4|\chi_D(m,\nu)|^2B_{m\nu}),$$

$$\beta = 8C_{m\nu}(A_{m\nu} - 2B_{m\nu} - |\chi_D(m,\nu)|^2),$$

$$\gamma = 2(D_{m\nu} + 8C_{m\nu}^2 + 4B_{m\nu}^2),$$

$$\mu = 8C_{m\nu}(A_{m\nu} + 2B_{m\nu} - |\chi_D(m,\nu)|^2),$$

$$\eta = D_{m\nu} + (A_{m\nu} + 2B_{m\nu})^2 - 4|\chi_D(m,\nu)|^2B_{m\nu}.$$
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