Fine-Tuning Pre-Trained Convolutional Neural Networks for Women Common Cancer Classification using RNA-Seq Gene Expression
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Abstract—Most of the recent cancer classification methods use gene expression profile as features because it can provide very important information regarding tumor characteristics. Motivated by their success in the computer vision area now deep learning has been successfully applied to medical data because it can read non-linear patterns in a complex feature and can allow the leverage of information from unlabeled data of problems that do not belong to the problem being handled. In this paper, we implement transfer learning, which refers to the use of a model trained on one task to perform classification on another task to classify five cancer types that most commonly affect women. We used VGG16, Xception, DenseNet, and ResNet50 as base models and then added a dense layer to reflect our five-class classification problem. To avoid training over-fitting that can result in a very high training accuracy and a low cross-validation accuracy we used L2-regularization. We retrained (fine-tuned) these models using a five-fold cross-validation approach on RNA-Seq gene expression data after transforming it into 2D-image like data. We used the softmax activation function with the prediction expression data after transforming it into 2D-image like data. We used L2-regularization. We retrained (fine-tuned) these models using a five-fold cross-validation approach on RNA-Seq gene expression data after transforming it into 2D-image like data. We used the softmax activation function with the prediction expression data after transforming it into 2D-image like data. We used L2-regularization. We retrained (fine-tuned) these models using a five-fold cross-validation approach on RNA-Seq gene expression data after transforming it into 2D-image like data. We used the softmax activation function with the prediction expression data after transforming it into 2D-image like data. We used L2-regularization. We retrained (fine-tuned) these models using a five-fold cross-validation approach on RNA-Seq gene expression data after transforming it into 2D-image like data. We used the softmax activation function with the prediction. The highest performance is obtained when fine-tuning Xception architecture, which achieved classification accuracy = 98.6%, precision = 98.6%, recall = 97.8%, and F1-score = 98% on five-fold cross-validation training and testing approach.
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I. INTRODUCTION

Every cell in multicellular organisms has the same genes and every gene is not transcriptionally active in every cell, therefore the patterns of gene expression differ from cell to cell. These variations may play a major role in the difference between disease and health [1]. Therefore, different types of tissues or cells’ transcriptomes comparison can reveal an understanding of what constitutes different cells and how changes in transcriptional activity may contribute to diseases. In humans, a small percentage of genetic code i.e. less than 5% of the genome is transcribed from the genome’s DNA code into RNA molecules or just a messenger RNA molecule [2], [3]. RNA-Seq or DNA microarray can be used to measure the transcriptome of an organism [4]. The transcription of specific genes is measured by RNA-Seq, which converts long RNAs into a library of complementary DNA (cDNA) fragments, which generate the expression profile. The expression profile can provide very important information regarding tumor characteristics, which offer deep insight into cancer detection problem [5]–[8]. Finding the highly expressed genes in tumor cells but not in normal ones based on gene expression data is considered a problem that needs to be solved using computational techniques. The high dimensionality of the gene expression data that is associated with a small number of samples revealed other challenges to the use of computational techniques. The used computational techniques include the deep learning methods which are popularly used in computer vision problems [9], [10].

Recently deep learning has emerged and succeeded in machine learning applications because it can read non-linear patterns in a complex feature and can allow the leverage of information from unlabeled data of problems that do not belong to the problem being handled. Motivated by their success, now deep learning has been successfully applied to medical data [11], [12]. Transfer learning, which refers to the use of a model trained on one task to perform classification on another task has been successfully implemented in medical data classification and analysis after the introduction of the state-of-the-art deeper learning neural network models that improve the ability of deep learning substantially [13]. There are many state-of-the-art and on-the-shelf pre-trained models that can be used as a transfer learning approach. These state-of-the-art methods include VGG16 [13], Xception [14], DenseNet [15], and ResNets [16], which are convolutional neural networks (CNN) architectures that are trained on a...
very large images dataset. Fine-tuning these architectures when applied to medical data is found to be one of the successful approaches because the characteristics of the medical data are not the same as the data in which these pre-trained models are trained on. In this paper, we compared the classification performances of VGG16, Xception, DenseNet, and ResNets after fine-tuning them to classify the common women cancer using RNA-Seq gene expression data. We first converted the gene expression data into 2D-image like data and then we fed the input convolutional layer of these architectures with these 2D-images like data. The results show that the proposed approach achieved high performance as measure by the accuracy, precision, recall, and F1-score using five-fold cross-validation training and testing approach.

II. RELATED WORK

The methods that used deep learning approach for cancer classification based on gene expression data include the work of Rasool et al [17], Chen et al [18], Liao et al [19], Kong and Yu [20], Lyu and Haque [21], Sevakula et al [22], Danaee et al. [23]. Rasool et al. used deep learning and unsupervised features learning to detect cancer and analyses cancer types based on gene expression data. They learned a concise feature representation from unlabeled data using a sparse autoencoder. Chen et al presented a method based on deep learning known as D-GEX, which uses a multi-task multi-layer feedforward neural network to infer the expression of target genes from the expression of landmark genes. In their work, the performances of the deep learning method, Linear regression (LR), and k-nearest neighbor (KNN) regression are evaluated on microarray expression and RNA-Seq profile where they found that their deep learning methods outperform the other methods in terms of accuracy. Liao et al proposed a multi-task deep learning method to solve the few data problem of gene expression by leveraging the gene expression data of multi cancer and learn more representation for cancer that has a small number of cases. This way they enhanced the performance of diagnosing all types of cancer. Kong and Yu integrated external relational features information extracted from RNA-seq gene expression of the breast cancer into a deep neural network architecture using Graph-Embedded Deep Feedforward Networks, which enables the network layers to achieve spares connection and avoid over-fitting. They tuned their model's parameters using a grid search approach. Lyu and Haque converted the rows of the RNA-Seq gene expression data into 2D-images like data and then they trained a convolutional neural network using the obtained images like data for classifying multiple cancer types. Sevakula et al. used sparse autoencoders in combination with feature selection and normalization techniques on gene expression data and then they used a transfer learning procedure on their obtained features. They used the data of some tumor types to improve the features representation when classifying other tumor types. Danaee et al. extracted functional features from the gene expression profile using Stacked Denoising Autoencoder (SDAE) and then they used supervised classification to evaluate the performance of the obtained features to be used for cancer detection and identification. Also, they analyzed the SDAE connectivity matrices to identify a set of highly interactive genes.

III. MATERIAL AND METHODS

A. Dataset

Five RNASeq gene expression profile for different types of women cancers were downloaded from the genomic data commons (GDC) data portal. These types of cancers include breast (BRCA), ovarian (OV), colon adenocarcinoma (COAD), lung adenocarcinoma (LUAD), and thyroid (THCA) cancer. We used TCGAbiolinks package in R to download these RNASeq gene expressions profile [24]. TCGAbiolinks has GDCquery function which uses GDC API to search and download the data and it has many arguments such as project, legacy, data.category, platform, data.type, experimental.strategy, sample.type, and workflow.type. These arguments are normally passed to the GDCquery to filter and determine the type of data that should be downloaded. The project argument determines a valid TCGA project data list that should be downloaded. Five project codes corresponding to our five types of cancer, which are TCGA-BRCA, TCGA-OV, TCGA-COAD, TCGA-LUAD, and TCGA-THCA were used as project argument. The legacy parameter is adjusted to “true”, to get the unmodified data in the GDC data portal that is stored in the legacy repository. Consequently, to quantifying the gene expression data and to filter the data to be downloaded we adjusted data.type variable to “Gene expression quantification” and data.category has been set to “Gene expression”. We used the data produced using the “Illumina HiSeq” platform. The file.type argument is set to “results” to filtering the legacy database, and since we are looking for counts data “RNA-Seq” protocol that was used to perform the laboratory analysis was chosen as experimental.strategy parameter to obtain the expression profiles. In this work, we are interested in the tumor samples only thus, “Primary solid Tumor” adjusted as sample.type argument to filter out the normal samples. The downloaded data is in a form of a matrix, where the columns represent the samples and the rows contain the genes, i.e. features (equivalently covariates). The five types of cancers have 2166 samples, along with 19947 common genes. To reduce the number of the genes, we constructed a symmetric square matrix of Spearman correlation known as Array-Array Intensity Correlation (AAIC) between samples to determine the highly correlated genes. The visualization of this matrix is shown in Fig. 1, where high correlated genes are depicted in dark color. A correlation cut off equal to 0.6 is used to remove the highly correlated genes. To ensure that we can infer the level of expression correctly without biases, we applied a normalization process on the obtained gene expression profile using TCGAanalyze_Normalization function [25]–[28]. Finally, the gene expression profile is filtered by selecting mean values higher than 0.25 across all samples. The final obtained gene expression profile after applying these preprocessing steps has 2166 samples with 14899 genes. The number of samples in each cancer type is as follows BRCA (1082), COAD (135), LUAD(275), OV (304), and THCA (370). These samples are transformed into 2D-images like data to be suitable for the convolutional layer of CNN architecture. The motivation to convert the data into 2D-images comes from many researches works e.g [3], [29].

To capture the linear and non-linear dependencies, we visualized our final obtained data in two-dimensional space using Principal Component Analysis (PCA) and t-Distributed Stochastic Neighbor Entities (t-SNE). PCA and t-SNE are
linear and nonlinear projection methods, respectively. These two methods are used to capture the linear and non-linear dependencies. The obtained projection is depicted in Fig. 2 and Fig. 3. From the two figures, it is clear that the cancers types are overlapped in both the linear and non-linear projection.

B. Problem Formulation

In this paper, we cast common women cancers classification based on gene expression data as a multiclass classification problem. The gene expressions for all the cases are transformed into 2D-images \( X = (x_1, x_2, \ldots, x_N) \) that are associated with a ground truth class label \( Y = (y_1, y_2, \ldots, y_N) \). We are intending to develop a classification function \( X \rightarrow Y \). The developed classification function should minimize a loss function using \( n \) training samples. We encoded the labels as a vector \( y \in \{0, 1\}^M \), where \( M = 5 \) (the number of the woman common cancer types). We did an investigation using different loss functions and come up with a conclusion that the loss function that gives the highest performance is the categorical crossentropy, which can be formulated mathematically as given in equation 1.

\[
\text{Loss} = -\sum_{i=1}^{\text{output size}} y_i \log \hat{y}_i
\]  

Where \( \hat{y}_i \), \( y_i \), and \( \text{output size} \) represent \( i^{th} \) scaler value, the corresponding target value, and the number of scalar values in the model output, respectively.

Since our data is not large enough to train a CNN model from scratch, we used transfer learning because of its outstanding performance in the computer vision domain in general and in the medical data domain in specific [30]–[35]. We fine-tuned different models as a base model and then added a dense layer to reflect our five-class classification problem. To avoid training over-fitting that can result in a very high training accuracy and a low cross-validation accuracy we used L2-regularization. We compared the classification performance of the following models: ResNet50, DenseNet, Xception, and VGG16.

C. Obtaining the 2D-Images from the Gene Expression Data

We transformed our gene expression data into 2D-images by reshaping them into a square matrix of (123 By 123) to fit the convolutional layer of the used CNN methods. Transforming the gene expression data into 2D-images inspired by the work in [3], [29]. The number of the columns or features in the dataset (14899 genes) is not sufficient to be transformed into 123 by 123 matrix, therefore we appended columns of zeroes to the gene expression data. This kind of modification is normally applied to make the size of the data adjustable to the requirement.

D. Convolutional Neural Network (CNN)

Convolutional Neural Networks (CNN) are deep learning models mostly used for image classification. The connectivity of the neurons in the CNN is similar to that of the animal visual cortex and they have special filters to capture the temporal dependencies in an image features and reduce them into an easier arrangement that can be processed without dropping important features to obtain high classification performance.
A sequence of layers makes the architecture of CNN and each layer can transform one volume of activation to another using a differentiable function. Normally, convolutional, pooling and fully-connected layers are stacked to build a CNN model. CNN takes an image that has n rows, m columns, and 3 color channels (R, G, and B) as input while considering the special structure of an image into account. CNN uses a convolutional layer with three features map to represent the color channels and f × f local receptors or filter size. The features will be read using a stride. If a stride of 1 is used, the result will be a layer of 3× (m-f+1) × (n-f+1) hidden feature neurons. The convolutional operation, which multiplies the elements of the filter by the element of the image matrix element-wise is used to generate the features map. Sliding the filters across the input image matrix will generate the rest of the features. The mathematical formula of the convolutional operation is given in equation 2.

\[ O(i, j) = \sum_{k=1}^{f} \sum_{l=1}^{f} \text{input}(i+k-1, j+l-1) \text{kernel}(k, l) \]  

Where \(i\) runs from 1 to \(m - f + 1\) and \(j\) runs from 1 to \(n - f + 1\).

E. Transfer Learning

It is very challenging and expensive to acquire medical data and for gene expression datasets the small number of cases and a large number of dimensions can hamper the performance of deep learning significantly. On the other hand, deep learning models require a very large number of data for training to give good classification performance. To overcome this problem, we can use transfer learning to leverage information from other data to understand the distribution of our gene expression data. There are many state-of-the-art and on-the-shelf pre-trained models that can be used as a transfer learning approach. These state-of-the-art methods include VGG16 [13], Xception [14], DenseNet [15], and ResNets [16], which are convolutional neural networks (CNN) architectures that are trained on a very large images dataset. Fine-tuning these architectures, which means re-training them when applied to medical data is found to be one of the successful approaches because the characteristics of the medical data are not the same as the data in which these pre-trained model are trained on.

F. Experimental Setup

After trying many state-of-the-art CNN pre-trained architectures we selected the following models: ResNet50, VGG16, DenseNet, and Xception. These models are considered to be a breakthrough for CNN’s progress as they have applied unique deep learning architecture. ResNet50 has 50 layers and is the first to introduce a residue model in CNNs architectures to ease the deeper architectures training and solve the degradation problem, which means that not all architectures are similarly easy to optimize [16]. In ResNet50, instead of learning unreferenced functions, the layers are formulated as learning residual functions with reference to the input layer. VGG16 uses a very small convolutional filter with a very deep architecture. DenseNet is one of the new on-the-shelf pre-trained CNNs for visual object recognition that has a similar architecture to ResNet with some essential differences. In DenseNet, each layer is connected to every other layer in a feed-forward fashion. With its structure, DenseNet reduced the problem of vanishing-gradient, make the feature propagation strong and promote its reuse, and uses a small number of features map, which makes it parameters efficient [36]. Xception is inspired by inception [37], where it replaces inception modules with separable convolutions. In all the architectures, We used softmax activation with the prediction dense layer and adam as optimizer when fitting the models. Also, we used L2 kernel and bias regularization for all the architectures. The categorical cross-entropy error function is used to perform the training where we used a five-fold cross-validation approach. We used 100 epochs for training in each architecture. To randomize the whole learning producers and ovoid over-fitting, we shuffled the training data in each epoch.

G. Performance Measures

Four measures are used to evaluate the different transfer learning architectures. These measures are the classification accuracy, precision, recall, and F1-score. They are considered among the most frequent measures that are used to evaluate the performance of computational methods on medical data. The accuracy and F1-score are used to evaluate the comprehensive classification performance while precision and recall are used to evaluate the rate of recognition and sensitivity respectively. The mathematical formulas for these measures are as follows:

\[ \text{accuracy} = \frac{\sum_i m_{ii}}{\sum_{i,j} m_{ij}} \]  
\[ \text{recall}_j = \frac{m_{jj}}{\sum_i m_{ji}} \]  
\[ \text{precision}_j = \frac{m_{jj}}{\sum_j m_{jj}} \]  
\[ F1 - \text{score}_j = \frac{2 \times \text{recall}_j \times \text{precision}_j}{\text{recall}_j + \text{precision}_j} \]

\(i\) and \(j\) stand for the different classes.

IV. RESULTS AND DISCUSSION

In this study, experiments are conducted to classify the five common women cancers: breast, ovarian, colon adenocarcinoma, lung adenocarcinoma, and thyroid cancer. As stated in the methodology, we used five-fold cross-validation, which is a very useful and rigorous validation method for estimating the performance of the classification model, especially with a small dataset. In the five-fold cross-validation approach, the training dataset is divided into five equal sets, four of these sets are used as training and the fifth one is used as a testing set. This process is repeated five times by removing one set to represent the testing set. We used a fine-tunned transfer learning approach in which we tried different architectures as a base model. We tried different activation functions in the prediction dense layer and different optimizer when fitting the model. From the results, we found that the softmax activation
function with the adam optimizer obtained the best results in all the used architectures. The architectures that obtained the best results are ResNet50, DenseNet, Xception, and VGG16. The performances of ResNet50, DenseNet, Xception, and VGG16 have been evaluated for each fold. The final classification performance is calculated as the average of the results of the five testing sets. Table I shows that Xception model has the highest performance in terms of precision, recall, F1-Score, and accuracy compared to DenseNet, ResNet50, and VGG16 models. The three architectures are trained for 100 epochs. Fig. 4, Fig. 5, and Fig. 6 show the validation accuracy, the validation Loss, and the F-measure graphs respectively for the first fold of the Xception architecture.

![Fig. 4. Training Accuracy Curve of Xception Architecture.](image)

![Fig. 5. Training Loss Curve of Xception Architecture.](image)

Schematic Xception architecture diagram for cancer multi-class classification using transfer learning is shown in Fig. 7, where an overview of the layers that comprise the architecture of the base Xception architecture and the layers that we added are depicted. Different colors are used to depict the different layers.

Table I shows that fine-tuned Xception architecture achieved classification accuracy = 98.6%, precision = 98.6%, recall = 97.8%, and F1-score = 98% on five-fold cross validation training and testing approach. The table shows that Xception achieved the highest performance in all the performance measures. DenseNet architecture follows Xception in terms of performance. It achieved classification accuracy = 98%, precision = 97.8%, recall = 97.2%, and F1-score = 97.6% on a test set. ResNet50 achieved classification accuracy = 97.4%, precision = 96.8%, recall = 96.4%, and F1-score = 96.8% on a test set. The lowest performance is achieved when using VGG16, which obtained classification accuracy = 94.8%, precision = 94.2%, recall = 92.2%, and F1-score = 92.8%.

The confusion matrices for the five folds of Xception are shown in Figure 8. Figure 8 also shows the overlapped confusion matrix, which is calculated as the summation of the five folds convolution matrices to reflect the general performance of the Xception model. The overlapped confusion matrix shows that Xception model classified THCA, OV, BRCA, and COAD better than LUAD cancer type in the multi-class classification.
task. This is because the dataset is imbalanced and the classifier does not have an equal number of instances for all the classes during training time.

V. CONCLUSIONS

In this paper, we used the fine-tuning transfer learning approach on RNA-Seq gene expression data to classify five cancer types that mostly affect women. These five types are breast (BRCA), ovarian (OV), colon adenocarcinoma (COAD), lung adenocarcinoma (LUAD), and thyroid cancer (THCA). The RNA-Seq gene expression data for the five cancer types is downloaded from genomic data commons (GDC) data portal using TCGAbiolinks package in R. The downloaded data is in a form of a matrix, where the columns represent the samples and the rows contain the genes. The five types of cancers have 2166 samples, along with 19947 common genes. We used Spearman correlation to reduce the number of the genes by removing the highly correlated genes using correlation cut off equal to 0.6. To ensure that we can infer the level of expression correctly without biases, we applied a normalization process on the obtained gene expression profile using TCGAanalyze Normalization function. Finally, the gene expression profile is filtered by selecting mean values higher than 0.25 across all samples. The final obtained gene expression profile has 2166 samples with 14899 genes. These samples are transformed into 2D-images like data to be suitable for the convolutional layer of CNN architecture.

We fine-tuned four pre-trained models on the RNA-Seq gene expressing data, namely, ResNet50, DenseNet, Xception, and VGG16. Xception architecture shows the highest performance where it achieved classification accuracy = 98.6%, precision = 98.6%, recall = 97.8%, and F1-score = 98% on five-fold cross-validation training and testing approach.
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