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Semi-Markov processes generalize Markov processes by adding temporal memory effects as expressed by a semi-Markov kernel. We recall the path weight for a semi-Markov trajectory and the fact that thermodynamic consistency in equilibrium imposes a crucial condition called direction-time independence for which we present an alternative derivation. We prove a thermodynamic uncertainty relation that formally resembles the one for a discrete-time Markov process. The result relates the entropy production of the semi-Markov process to mean and variance of steady-state currents. We prove a further thermodynamic uncertainty relation valid for semi-Markov descriptions of coarse-grained Markov processes that emerge by grouping states together. A violation of this inequality can be used as an inference tool to conclude that a given semi-Markov process cannot result from coarse-graining an underlying Markov one. We illustrate these results with representative examples.

I. INTRODUCTION

Semi-Markov processes are a class of stochastic processes with various applications in physics. They serve as a mathematical description for continuous-time random walks [1–6] and can also be used to describe particular cases of coarse-grained Markov processes [7–9]. Continuous-time random walks can model different physical processes, especially anomalous diffusion [10–13]. Related statistics are observed in miscellaneous experiments, including electronic transport in nanocrystalline electrodes [14] and diffusion processes in porous media [15–17] and biophysical systems [18–20]. The theory of semi-Markov processes is also used in other fields aside from physics. Semi-Markov processes are discussed in queuing and renewal theory and can be applied to describe processes in finance and economy [21–24].

For Markov processes that describe physical or (bio)chemical processes in contact with one or several heat baths, a comprehensive framework called stochastic thermodynamics has been developed [25]. Some of its concept and results have been extended to semi-Markov processes, in particular the crucial role time-reversibility of trajectories plays in equilibrium [7, 26], the identification of entropy production [27], the derivation of a corresponding fluctuation theorem [28, 29] and the application of large deviation results [30].

A prominent result for Markov processes is the thermodynamic uncertainty relation (TUR), a bound on current fluctuations in terms of the entropy production [31, 32]. Recent work includes numerous applications and refinements of this result as reviewed in [33, 34]. A somewhat technical generalization to semi-Markov process has been achieved in [35]. However, this TUR includes a memory term that is not operationally accessible by observing currents and their fluctuations.

This work aims at complementing the description of semi-Markov processes from the perspective of stochastic thermodynamics. We formulate an operationally accessible TUR valid for a general semi-Markov process. For semi-Markov processes that emerge by grouping states of an underlying Markov process, we derive an even stronger bound dubbed here the Markov-based TUR. Since this bound makes use of the underlying Markov network, it can be violated for a general semi-Markov process. Operationally, observing a violation of this bound then excludes the existence of an underlying Markov network.

This paper starts with a review of the fundamental concepts of semi-Markov processes from a thermodynamic perspective in section II. A TUR valid for general semi-Markov processes is formulated in section III. Semi-Markov processes emerging from coarse-graining a Markov network are discussed from the perspective of the Markov-based TUR in section IV. Examples illustrating the results are presented in section V. Section VI contains a concluding perspective. Technical aspects are relegated to the appendix.

II. FUNDAMENTALS OF SEMI-MARKOV PROCESSES

A. From Markov to semi-Markov

The dynamics of many discrete physical systems, for example molecular motors or chemical reaction networks, can be described as Markov processes. Within this description, transitions from state $I$ to state $J$ are described by transition rates $k_{I,J}$ and a Poisson-type waiting time distribution $\psi_I(t) = \Gamma_I \exp(-\Gamma_I t)$ with an escape rate $\Gamma_I = \sum_J k_{I,J}$ for each state $I$ of the network. A transition from $I$ to $J$ occurs with probability $p_{I \rightarrow J} = k_{I,J} / \Gamma_I$. Combining the distributions of waiting time $t$ and jump destination $J$ results in a kernel of the form

$$\psi_{I \rightarrow J}(t) = k_{I,J} \exp\left(-\Gamma_I t\right),$$

i.e., the probability density of observing a jump from $I$ to $J$ after waiting in $I$ for a time period $t$. Based on Eq. (1), a path weight description and thermodynamic quantities defined on single trajectories can be identified [25, 36].
In many physical systems, however, the waiting time distribution $\psi_I(t)$ of observable states $I$ is not given by a Poisson distribution and the resulting dynamics is therefore not Markovian. An exemplary class of systems exhibiting this behavior are biophysical processes at the level of single cells with typically many degrees of freedom (see, e.g., [18, 37, 38]). Thus, a correct description of these systems calls for a generalization of Markov processes to arbitrary waiting time distributions $\psi_I(t)$ or even to waiting processes $\psi_{I \rightarrow J}(t)$ that depend on the next destination $I \rightarrow J$. One possible class of generalized stochastic processes fulfilling this condition are semi-Markov processes.

**B. Definition**

Given a discrete set of states, a Markov process is fully characterized by the current state $I$ of the system. In a semi-Markov process, a full description has to include the waiting time $t$ that has passed since the last transition to the current state $I$ additionally.

The characteristic quantity of a state $I$ is its semi-Markov kernel $\psi_{I\rightarrow J}(t)$. Formally, the kernel is defined as the joint distribution of waiting time $t$ and jump destination $J$ if the actual state is $I$ with age zero, i.e.,

$$\psi_{I\rightarrow J}(t) = p(\{I_{n+1} = J; t_{n+1} - t_n = t\}|I_n = I),$$

where $t_i$ denotes the time at which the $i$-th jump takes place from $I_i$ to $I_{i+1}$. Markov processes are semi-Markov processes with an exponential semi-Markov kernel as defined in Eq. (1).

Semi-Markov processes possess temporal memory because the waiting times in each state are needed for the full characterization of the process. The probability for surviving in state $I$ up to $t$ given the system has already survived up to $t_0$ generally depends on $t_0$ unless the system is Markovian. Markov processes do not possess temporal memory because the associated waiting time distribution is a Poisson distribution, which implies $\psi_{I\rightarrow J}(t_0 + t)/\psi_{I\rightarrow J}(t_0) = \psi_{I\rightarrow J}(t)$.

**C. Construction of the path weight**

Semi-Markov processes can be described with a path weight quantifying the probability of a specific trajectory $\Gamma$. A general semi-Markov trajectory $\Gamma$, shown in Fig. 1 in dark color, starts in $I_0$ at time 0 and ends up in $I_L$ at time $T$ with $L$ jumps at times $t_i$ in-between. Step $i$ includes waiting in state $I_i$ for the duration $t_{i+1} - t_i$ and jumping to state $I_{i+1}$ afterwards. The probability for this single step of waiting and jumping is $\psi_{I_i \rightarrow I_{i+1}}(t_{i+1} - t_i)$. Up to boundary terms, this observation leads to the path weight

$$\mathcal{P}[\Gamma] = p_{I_0}(0) \Psi_{I_0 \rightarrow I_1}(t_1) \times \prod_{i=1}^{L-1} \psi_{I_i \rightarrow I_{i+1}}(t_{i+1} - t_i) \Phi_{I_L}(T - t_L)$$

for $\Gamma$, as the repeating pattern is identical for all intermediary states in the trajectory. This product corresponds to the probability for observing $L-1$ steps along the trajectory with the wait-and-jump pattern described above.

The last factor in Eq. (3) is the survival probability in state $I_L$, which is given by

$$\Phi_{I_L}(T - t_L) = \sum_{J} \int_{T-t_L}^{\infty} \psi_{I_L \rightarrow J}(t) \, dt.$$  

The system does not jump out of $I_L$ for at least $T - t_L$, which happens with the probability given by Eq. (4). The sum over all possible destinations of the jump $J$ is needed because the true destination of the jump is not known.

The first step has to be treated differently. The trajectory starts in $I_0$ at $t = 0$ with probability $p_{I_0}(0) \Psi_{I_0 \rightarrow I_1}(t_1)$ given by the initial conditions of the process. The kernel for the first jump, $\Psi_{I_0 \rightarrow I_1}(t_1)$, has to be distinguished from the other kernels because of the temporal memory of semi-Markov processes. As shown in Fig. 1, $\Gamma$ enters state $I_0$ at $t_P < 0$ in the past. Because $t_P$ is not known in general, an appropriate average is needed.

**D. Past average**

The past average $\Psi_{I \rightarrow J}(t')$ is equal to the probability for observing the partial waiting time $t'$ in state $I$ with jump destination $J$ given that the full, true waiting time $t_i$ is not known but was drawn from the semi-Markov kernel $\psi_{I \rightarrow J}(t)$. The observed waiting time is always smaller than the full waiting time in the state. As the jump to $J$ is not relevant for the following derivation,
the state indices can be dropped for simplicity and will be reinserted at the end.

We approximate a continuous waiting time distribution \( \psi(t) \) to arbitrary precision with a sum of delta functions with weights \( w_i \) at different times \( t_i \) in the form

\[
\psi(t) = \sum_i w_i \delta(t - t_i). \tag{5}
\]

By using the law of total probability, the past average becomes

\[
\Psi(t') = \sum_i p(t'|t_i) p(t_i). \tag{6}
\]

Here, \( p(t'|t_i) \) denotes the probability for observing the partial waiting time \( t' \) given that the full waiting time \( t_i \) is drawn from \( \psi(t) \), whereas \( p(t_i) \) is the probability that the full waiting time is \( t_i \).

The conditioned probability term can be expressed as

\[
p(t'|t_i) = \frac{1}{t_i} \int_0^{t_i} \delta(t' - t) \, dt = \frac{1}{t_i} \Theta(t_i - t'), \tag{7}
\]

where \( \Theta(t_i - t') \) is the Heaviside step function, as \( t' \) is uniformly distributed between 0 and \( t_i \).

Understanding the term \( p(t_i) \) is somewhat subtle. Starting the observation of a given trajectory at a random time instant, say \( t = 0 \), is a typical instance of the inspection paradox [39]. Since realizations of a larger waiting time have a higher probability to be observed, the probability that the actual waiting time of the observed step is \( t_i \) is proportional to both the corresponding weight \( w_i \) and the waiting time \( t_i \) itself. This leads to

\[
p(t_i) = \frac{w_it_i}{\sum_i w_it_i} = \frac{w_it_i}{\langle t \rangle}, \tag{8}
\]

where \( \langle t \rangle \) is the mean waiting time in the actual state.

Substituting Eq. (7) and Eq. (8) into Eq. (6) and taking the limit of infinitely many delta functions representing \( \psi(t) \) leads to

\[
\Psi_{I \rightarrow J}(t') = \frac{\int_{t'}^{\infty} \psi_{I \rightarrow J}(t) \, dt}{\langle t \rangle} \tag{9}
\]

after reinserting the state indices of the jump process.

If the initial waiting time \( t_i \) was known, taking the past average would not be necessary. However, this would require knowledge about the process for \( t < 0 \) in the past. As this knowledge is inaccessible for a trajectory defined on \( 0 \leq t \leq T \) by definition, the past average is crucial for the introduced path weight.

The expression in Eq. (9) for the past average is identical to the commonly used expression derived from the stationary solution of the dynamics \([7, 30]\) and can also be derived from a true, unweighted average over all possible uncertain pasts \([28]\).

The past average is redundant for Markov processes because of their missing temporal memory. This property can be verified after substituting Eq. (1) with corresponding first moment \( \langle t_i \rangle = 1/\Gamma_i \) into Eq. (9) to obtain \( \Psi_{I \rightarrow J}(t') = \psi_{I \rightarrow J}(t') \).

E. Thermodynamic consistency in equilibrium and direction-time independence

Not all semi-Markov processes are thermodynamically consistent in equilibrium. Demanding time-reversibility of the path weight in equilibrium results in a mathematical condition on \( \psi_{I \rightarrow J}(t) \) emerging from the boundary terms of the path weight. The probability of drawing a forward trajectory \( \Gamma \) or its corresponding backward trajectory \( \tilde{\Gamma} \) should be the same in equilibrium, which means that the path weights for both trajectories have to be identical.

The backward trajectory \( \tilde{\Gamma} \) is constructed by time-reversal of \( \Gamma \) leading to \( \tilde{\Gamma}(t) = \Gamma(T - t) \). The time-reversed trajectory for the generic case is shown in Fig. 1 in bright color. The path weight \( \mathcal{P}[^{\tilde{\Gamma}}] \) can be constructed in the same way as for the forward trajectory, leading to

\[
\mathcal{P}[\tilde{\Gamma}] = p_{I_L}(T) \Psi_{I_L \rightarrow I_{L-1}}(T - t_L) \prod_{i=1}^{L-1} \psi_{I_{i-1} \rightarrow I_i}(t_{i+1} - t_i) \Phi_{I_i}(t_1). \tag{10}
\]

The path weights \( \mathcal{P}[\Gamma] \) and \( \mathcal{P}[\tilde{\Gamma}] \) are equal in equilibrium only for semi-Markov kernels \( \psi_{I \rightarrow J}(t) \) which factorize into a product of two terms

\[
\psi_{I \rightarrow J}(t) = p_{I \rightarrow J} \cdot \psi_I(t). \tag{11}
\]

The probability for a jump from \( I \) to \( J \) is given by \( p_{I \rightarrow J} = \int_0^\infty \psi_{I \rightarrow J}(t) \, dt \), which, in particular, does not depend on the waiting time \( t \) in \( I \). Similarly, \( \psi_I(t) = \sum_J \psi_{I \rightarrow J}(t) \) is the distribution of waiting times in state \( I \) regardless of the destination of the following jump. If the semi-Markov kernel \( \psi_{I \rightarrow J}(t) \) is separable in the sense of Eq. (11), the waiting time in \( I \) will not depend on the destination \( J \) of the following jump.

Equation (11), also called direction-time independence (DTI) condition, is a necessary condition for time-reversal symmetry of semi-Markov processes in equilibrium \([7, 26]\). An intuitive derivation is given in Appendix A, whereas a rigorous treatment under slightly more general conditions is found in the original proof \([26]\). Following \([28–30]\), we demand that the DTI condition is satisfied for processes both in and out of equilibrium.

F. Entropy production and semi-Markov currents

The total entropy production along a trajectory is a natural measure of irreversibility in the underlying stochastic process. The total entropy production along a semi-Markov trajectory is given by

\[
\Delta S_{\text{tot}}[\Gamma] = \ln \frac{\mathcal{P}[\tilde{\Gamma}]}{\mathcal{P}[\Gamma]} = \ln \frac{p_{I_0}(0)}{p_{I_L}(T)} + \sum_i \ln \frac{p_{i-1 \rightarrow i}}{p_{i \rightarrow i+1}} \tag{12}
\]
The path weights from Eq. (3) and Eq. (10) are used together with DTI from Eq. (11) for the second line; the third line follows by extension of the fraction inside the sum.

This entropy production was introduced in [27] and used for example in [28, 30]. Equation (12) generalizes the entropy production along a Markov trajectory [36], which can be verified by substituting Eq. (1) for the semi-Markov kernel, fixing transition probabilities and first moments as \( p_{I \rightarrow J} = k_{IJ}/\Gamma_I \) and \( \langle t_I \rangle = 1/\Gamma_I \), respectively.

The final sum in Eq. (12) can be interpreted in terms of a stochastic current along a semi-Markov trajectory. The generalized stochastic current \( \mathcal{J} \) along a trajectory \( \Gamma \) of length \( T \) is given by

\[
\mathcal{J}[\Gamma] = \frac{1}{T} \sum_{I<J} n_{IJ} q_{IJ},
\]

with \( n_{IJ} \) the total number of jumps from state \( I \) to \( J \) along the trajectory and \( q_{IJ} \) an antisymmetric matrix of increments. We denote the mean and variance of the random variable \( \mathcal{J} \) by \( \langle \mathcal{J} \rangle \) and \( \text{Var} \mathcal{J} \), respectively.

A mean probability current can be defined in terms of the stochastic description without referring to the particular trajectory \( \Gamma \) [7]. The dynamics of a semi-Markov process can be described by a generalized master equation from which the steady state \( \pi \) can be calculated. In this steady-state, the probability current \( j_{IJ} \) between state \( I \) and \( J \) is naively given by the difference of forward and backward flow

\[
j_{IJ} = \frac{\pi_I \cdot p_I \rightarrow J}{\langle t_I \rangle} - \frac{\pi_J \cdot p_J \rightarrow I}{\langle t_J \rangle},
\]
as in the Markov case. The sum of all currents leaving state \( I \) vanishes in the steady state \( \pi \) of a semi-Markov process,

\[
\sum_J j_{IJ} = 0,
\]

which is known as Kirchhoff’s law. The formulation of the steady-state current, Eq. (14), allows the identification of the mean entropy production in the steady state \( \langle \Delta S_{\text{tot}} \rangle \) as

\[
\langle \Delta S_{\text{tot}} \rangle = T \sum_{I<J} j_{IJ} \ln \frac{\pi_I \cdot p_I \rightarrow J}{\pi_J \cdot p_J \rightarrow I} / \langle t_I \rangle \langle t_J \rangle.
\]

In equilibrium, the entropy production and all currents vanish. Using \( j_{IJ} \) in Eq. (14) leads to

\[
\frac{\pi_I \cdot p_I \rightarrow J}{\langle t_I \rangle} = \frac{\pi_J \cdot p_J \rightarrow I}{\langle t_J \rangle},
\]

the generalized detailed balance condition for semi-Markov processes. As shown in Appendix A, the arguments in the proof of direction-time independence can be used to derive the detailed-balance condition in Eq. (17).

For Markov processes, the transition probability and the first moment are given by \( p_{I \rightarrow J} = k_{IJ}/\Gamma_I \) and \( \langle t_I \rangle = 1/\Gamma_I \), respectively. Thus, Eq. (14), Eq. (16) and Eq. (17) reduce to the known relations for the Markov case.

### III. SEMI-MARKOV TUR

The DTI condition for semi-Markov kernels, Eq. (11), allows us to derive a thermodynamic uncertainty relation for semi-Markov processes initialized in the steady state \( p_{I_0}(0) = \pi_{I_0} \). This TUR can be formulated as

\[
Q' = \frac{\langle J \rangle^2}{T \text{Var} \mathcal{J}} \exp \left( \frac{2\tau}{T} \right) - 1 \leq 1
\]

The inverse time scale \( 1/\tau \equiv \sum_j \pi_j / \langle t_j \rangle \) measures the frequency of transitions in the steady state.

The proof follows an information inequality approach to TURs [40–42] centered around the Cramér-Rao inequality

\[
\frac{\langle \partial_\theta (f) \theta = 0 \rangle^2}{\text{Var } f} \leq \mathcal{I},
\]

which is valid for general random variables \( f \) defined on a family of probability densities \( P^\theta \). The expectation value with respect to \( P^\theta \) is denoted by \( \langle \cdot \rangle^\theta \). The Fisher information \( \mathcal{I} \), defined as

\[
\mathcal{I} = \lim_{\theta \to 0} \frac{2}{\theta^2} \left[ \ln \frac{P^\theta [\Gamma]}{P[\Gamma]} \right]^\theta,
\]

measures the infinitesimal Kullback-Leibler distance of a perturbed path weight \( P^\theta [\Gamma] \) to the original path weight \( P[\Gamma] \) at \( \theta = 0 \). The perturbed path weight is not connected to a real physical process but rather an auxiliary tool to deduce Eq. (18) from Eq. (19). It is tailor-made to scale stochastic currents as

\[
\partial_\theta \langle \mathcal{J} \rangle^\theta_{\theta=0} = \langle \mathcal{J} \rangle,
\]

which can be substituted into Eq. (19) by choosing \( f = TJ \). The resulting uncertainty bound can be written in terms of the entropy production by bounding it against the Fisher information \( \mathcal{I} \) in the form

\[
\frac{\langle \mathcal{J} \rangle^2}{T \text{Var} \mathcal{J}} \leq \frac{1}{T} \mathcal{I} \leq \frac{1}{2\tau} \left( \exp \left( \langle \Delta S_{\text{tot}} \rangle \tau / T \right) - 1 \right).
\]

The full proof of Eq. (18), which includes the details of the perturbed path weight \( P^\theta [\Gamma] \), is given in Appendix B. The idea of the proof is contained in the concept of the embedded Markov chain. Every semi-Markov process contains a discrete-time Markov chain by forgetting about the time spent in each state. By virtue of the defining Eq. (12) for semi-Markov processes with DTI, the entropy productions of the semi-Markov process and its corresponding discrete-time Markov chain coincide, as the time spent in a state is symmetric under time reversal.

By designing a virtual perturbation \( P^\theta [\Gamma] \) based on the discrete-time result by Proesmans and van den Broeck [43], the modifications to the discrete-time path weight
of the embedded Markov chain can be transferred to the semi-Markov path weight without affecting the time-
symmetric waiting time distributions $\psi_I(t)$. This virtual perturbation can then be used in Eq. (19).

For a singular waiting time distribution of the form
$$\psi_I(t) = \delta(t - \tau),$$
the derived bound (18) becomes the discrete-time result for a Markov chain from [43]. Our result complements an extant TUR for semi-Markov processes [35], which relies on a different virtual perturbation $P^{\theta}[\Gamma]$. Compared to the result in [35], Eq. (18) is exponential rather than linear in the entropy production rate and remains valid for arbitrary waiting time distributions without becoming singular for a delta-like waiting time distribution. Moreover and in contrast to the memory term in the result derived in [35], all quantities in Eq. (18) can, in principle, be evaluated directly by evaluating currents in systems with a semi-Markov description. Thus, the TUR in Eq. (18) is accessible from an operational point of view.

IV. MARKOV-BASED TUR

A semi-Markov process can originate from coarse-graining an underlying Markov process. However, typically, coarse-graining such a process does not lead to a description satisfying the semi-Markov property. In this section, we consider coarse-graining which lumps multiple Markov states together into a compound semi-Markov state, which satisfies the DTI condition by construction. This type of coarse-graining has been used in [7] and [8], for example.

A. Notation and set-up

We distinguish semi-Markov states and the more fundamental Markov states by using uppercase and lowercase letters, respectively. Moreover, we consider a connected network and assume that for all Markov states $i,j$, $k_{ij} > 0$ implies $k_{ji} > 0$, which is necessary to ensure that the backward trajectory is well defined. A group of states $I$ can be regarded as a semi-Markov state if the semi-Markov kernel defined in Eq. (2), $\psi_{I\rightarrow J}(t)$, is well defined, i.e., the history before the system enters $I$ does not affect the joint distribution of its waiting time $t$ and its next destination $J$.

For example, a group of states $I$ in which only a single state $i \in I$ is connected to states in the remaining network can be treated as a single semi-Markov state because it satisfies the condition of well-definedness readily. This situation is depicted in Fig. 2, which also illustrates the possibility of cycles hidden within a semi-Markov state.

Even if several states in a group are connected to states outside, this group can still possibly be described as a semi-Markov state. Before formulating the condition ensuring the well-definedness of the corresponding semi-Markov kernel $\psi_{I\rightarrow J}(t)$, some notation is introduced. Let $\partial_{in}I$ denote the set of boundary states of $I$ that have a link to a state $j \notin I$. States in $\partial_{in}I$ are the possible states of the system immediately after the coarse-grained description registered a jump into $I$. Similarly, the set of states outside $I$ which can be reached from a state $i \in I$ is denoted $\partial_{out}I$. The network in Fig. 3 illustrates these definitions.

The kernel $\psi_{I\rightarrow J}(t)$ encodes the distribution of the waiting time in the semi-Markov state $I$ until the system reaches the next state $J$. On the Markov level, the

![FIG. 2: Section of a Markov network consisting of states (circles) and links (arrows). The diamond indicates a subset in which a single state is connected to the remaining network. In the coarse-grained network the four states in the diamond are treated as a single compound state $I$ with semi-Markovian dynamics.](image)

![FIG. 3: A coarse-grained compound state $I$ (box). Its outer and inner boundary, $\partial_{out}I = \{j_1, j_2\}$ and $\partial_{in}I = \{i_1, i_2\}$ are highlighted by a dashed and dotted box, respectively. $I$ is semi-Markov if the waiting time distribution $\psi_{I\rightarrow J}(t)$ of reaching $j = j_1, j_2$ after time $t$ is the same for the starting points $i = i_1$ and $i = i_2$.](image)
waiting time in $I$ is given by the time spent between visiting a state $i \in \partial_{in} I$ and reaching an outside state $j \in \partial_{out} I$. The associated waiting time distribution, denoted $\psi_{i \rightarrow j}(t)$, is obtained by solving an appropriate escape problem [7]. We consider the network consisting of all states and links within $I$ to which $\partial_{out} I$ and the unidirectional links from states in $I$ to states in $\partial_{out} I$ are added. An example is depicted in Fig. 3. The waiting time distributions $\psi_{i \rightarrow j}(t)$ are calculated as

$$\psi_{i \rightarrow j}(t) = \frac{d}{dt} p_{j}(t)$$

(23)

after solving the associated absorbing master equation inside $I$ for the initial condition $p_{k}(0) = \delta_{ki}$.

The waiting time distribution $\psi_{i \rightarrow j}(t)$ is precisely the kernel $\psi_{i \rightarrow j}(t)$. Thus, the semi-Markov property and also the DTI condition are ensured if $\psi_{i \rightarrow j}(t)$ does not depend on the starting point $i \in \partial_{in} I$ [7]. This condition ensures that the previous state from which $I$ is entered does not influence the semi-Markov kernel $\psi_{i \rightarrow j}(t)$.

**B. Markov-based TUR**

Solely from the existence of an underlying Markovian description, deductions can be made about the nature of the coarse-grained semi-Markov process. This proposition will be discussed from the perspective of TURs.

Markov networks satisfy the ordinary TUR for stochastic currents $J$ in the form

$$Q^{0} \equiv \frac{\langle J \rangle^{2}}{\text{Var} J} \frac{2}{\langle \Delta S_{\text{tot}}^{0} \rangle} \leq 1$$

(24)

in the steady state [31, 32], where $\langle \Delta S_{\text{tot}}^{0} \rangle$ is the entropy production of the Markov network. This TUR holds for the underlying Markov network in any coarse-grained process.

For stochastic currents $J$ that are well-defined within the coarse-grained semi-Markov process, we will prove the Markov-based TUR

$$Q^{I} \equiv \frac{\langle J \rangle^{2}}{\text{Var} J} \frac{2}{\langle \Delta S_{\text{tot}}^{I} \rangle} \leq 1,$$

(25)

with the mean semi-Markov entropy production $\langle \Delta S_{\text{tot}}^{I} \rangle$ as defined in Eq. (16). The result is valid in the non-equilibrium steady state (NESS) for semi-Markov processes obtained by coarse-graining as described above. The proof is given in Appendix C.

This bound is stronger than Eq. (24) since with

$$\langle \Delta S_{\text{tot}}^{I} \rangle \leq \langle \Delta S_{\text{tot}}^{0} \rangle$$

(26)

the full entropy production of a Markov network is bounded from below by the entropy production of the coarse-grained description [33]. This bound is also stronger than the semi-Markov TUR (18), as

$$Q^{I} \leq Q^{II}$$

(27)

follows from Eq. (18) and the inequality $\exp(x) - 1 \geq x$.

The bound (25) is only valid for currents $J$ that are well defined within the semi-Markov dynamics. In the example of Fig. 2, jumps along the links on the lower three-state cycle can be included in $J$, whereas jumps within $I$ cannot. In particular, contributions from hidden cycles as in Fig. 2 contribute to $\langle \Delta S_{\text{tot}}^{0} \rangle$ but not to $\langle \Delta S_{\text{tot}}^{I} \rangle$.

A further consequence of the bound (25), when contrasted to the semi-Markov TUR in Eq. (18), is that not all semi-Markov processes can be the result of coarse-graining a Markov process. As an illustration, consider the concrete example of a singular kernel $\psi_{I \rightarrow j}(t) = \delta(t - \Delta T)p_{I \rightarrow j}$. This waiting time distribution imitates a discrete time step $\Delta T$. It is known that a TUR of the form (24) does not hold for discrete-time Markov processes in general [42, 44]. Consequently, these processes violate the bound (25) and thus cannot arise from coarse-graining a continuous-time Markov network. This holds true notwithstanding the fact that mathematically, i.e. without imposing thermodynamic consistency, it is known how to approximate singular waiting time distributions with Markov states [45].

**C. Thermodynamic inference scheme for identifying underlying Markov networks**

The range of validity of the Markov-based TUR (25) can be used to infer whether a semi-Markov process possesses an underlying Markov network or not. As discussed above, the Markov-based TUR is established for semi-Markov processes emerging from coarse-grained Markov networks. If the Markov-based TUR is violated for a semi-Markov process, this process cannot have an underlying Markov network. Operationally, the following inference scheme can be used to identify underlying Markov networks. The direction-time independence of the process has to be verified in the first step. For this purpose, all semi-Markov kernels $\psi_{i \rightarrow j}(t)$ for all states $I$ are needed. If the ratio

$$\frac{\psi_{I \rightarrow j}(t)}{\psi_{I \rightarrow K}(t)}$$

(28)

is independent of $t$ for all possible destinations $K$ and all $J$, the process is direction-time independent. If this condition is not satisfied, the process cannot emerge from coarse graining as presented above [7].

The quality factor $Q^{II}$ of the Markov-based TUR can be calculated for semi-Markov processes with direction-time independence. A violation of this TUR implies that the investigated semi-Markov process cannot result from coarse graining an underlying Markov network, although it may be thermodynamically consistent.

It is important to note that the converse of the described criterion does not hold. If $Q^{II} \leq 1$, the investigated process does not need to have an underlying Markov network.
V. ILLUSTRATION AND NUMERICAL EVIDENCE

We illustrate our results with two concrete examples. For both TURs, we consider the quality factors $Q^I$ and $Q^{II}$ as defined by the semi-Markov TUR, Eq. (18), and the Markov-based TUR, Eq. (25), respectively.

A. Asymmetric random walk

First, we consider an asymmetric random walk between three semi-Markov states as shown in Fig. 4 (a). We assume that the waiting time distribution for all states is a gamma distribution of the form

$$\psi(t,\kappa) = \frac{(\kappa t)^{\kappa-1}e^{-\kappa t}}{\Gamma(\kappa)},$$

(29)

with shape parameter $\kappa$, scale parameter $1/\kappa$ and the gamma function $\Gamma(\kappa)$. For all $\kappa$, the first moment of the distribution is fixed to one, thus the time scale $\tau$ in Eq. (18) is equal to one as well.

The waiting time distribution in Eq. (29) interpolates between two different classes of systems. For $\kappa = 1$, the system becomes a Markov random walk. For $\kappa \to \infty$, the waiting time distribution $\psi(t,\kappa)$ becomes a delta function, hence the system becomes a discrete-time Markov chain. For values of $\kappa$ in-between, the system is a semi-Markov random walk.

If we choose the net number of clockwise jumps between the states as the current $J$, both quality factors will only depend on $p$ and $\kappa$. As calculated in [30], the mean and variance of this current are given by

$$\langle J \rangle = 2p - 1$$

(30)

and

$$T \text{Var} J = (1/\kappa - 1)(2p - 1)^2 + 1,$$

(31)

respectively. Using Eq. (16), the mean entropy production rate can be calculated as

$$\langle \Delta S_{\text{tot}} \rangle / T = (2p - 1) \ln \frac{p}{1-p}. $$

(32)

The quality factors $Q^I$ and $Q^{II}$ are shown as a function of $p$ and $\kappa$ in Fig. 4 (b) and Fig. 4 (c) respectively, with the other parameter kept fixed. Both quality factors approach 1 near equilibrium, i.e., for $p = 0.5$. While $Q^I \leq 1$ is always satisfied by virtue of the semi-Markov TUR, Eq. (18), $Q^{II}$ becomes larger than 1 for $\kappa > \kappa_c(p)$ with some threshold value $\kappa_c(p)$, which implies a violation of the Markov-based TUR. Therefore, the observed semi-Markov process cannot emerge from an underlying Markov-process by lumping states together. Note that reversing the argument is not true, i.e., the system potentially does not have an underlying Markov network even for $\kappa$ small enough to ensure $Q^{II} \leq 1$.

B. Multi-ring model

As a second illustration, we consider the multi-ring network shown in Fig. 5 (a), which is investigated numerically. This system with three semi-Markov states emerges from coarse-graining an underlying Markov network. All states have identical semi-Markov kernels with DTI included by construction.

The quality factors $Q^I$ and $Q^{II}$ can be calculated by simulating the underlying Markov network with the Gillespie algorithm [46], since the quantities for both TURs are accessible in the statistics. The transition probabilities and the first moment suffice to calculate the mean entropy production. These quantities can be determined from counting jumps along the main ring and averaging the residence times in the sub-rings. The chosen current is the net number of jumps along the main ring, which is obtained by counting. By symmetry, the
time constant $\tau$ in the semi-Markov TUR is equal to the first moment of the waiting time distribution.

Both quality factors $Q^I$ and $Q^{II}$ are shown in Fig. 5 (b) as a function of the mean entropy production rate $\langle \Delta S_{\text{tot}} \rangle / T$ for randomly drawn $L$ and $k = K_+ = k_-$. In accordance with the TUR bounds, both quality factors are smaller than one. Moreover, the Markov-based TUR, which makes use of the underlying Markov description, is tighter than the semi-Markov TUR.

VI. CONCLUSION

In this paper, we have discussed the thermodynamically consistent description of semi-Markov processes. We have introduced a more intuitive approach to the past average based on a discrete approximation of the semi-Markov kernel. In addition, an alternative derivation of the direction-time independence criterion from [26] for semi-Markov kernels has been presented.

As one main result, we have proven a thermodynamic uncertainty relation valid for semi-Markov processes with direction-time independence. This uncertainty relation generalizes the discrete-time result from [43] to semi-Markov processes satisfying DTI. As a second main result, we have shown that a naive generalization of the steady state TUR in Markov networks is valid for semi-Markov processes with underlying Markov structure. For a general semi-Markov process, observing a violation of the Markov-based TUR will exclude the possibility of an underlying Markovian description.

The hierarchy of the considered processes and inequalities can be summarized in a Venn-type diagram shown in Fig. 6. The semi-Markov TUR, Eq. (18), is valid for the subset of semi-Markov processes fulfilling the DTI criterion. If grouping states together in a Markov network leads to a semi-Markov process, the Markov-based TUR, Eq. (25), holds true. This bound is tighter than both the semi-Markov TUR and the ordinary TUR, Eq. (24), for the underlying Markov process.

Further work could address the following issues. For Markov processes, the TUR has been generalized to time-dependent driving [47]. This generalization could also be possible for the semi-Markov TUR. The formulation of this generalized TUR requires a suitable framework, which has not been introduced yet. Affinity-dependent bounds [48] comprise another possibility for generalizations.

Different coarse-graining strategies not used in this work, especially coarse graining with kinetic hysteresis [49], can potentially lead to further TURs with different ranges of validity when paired with appropriately modified techniques. Coarse graining leaves another open question. Semi-Markov processes typically emerge from coarse graining of particularly symmetric systems for which the corresponding escape problem is independent of the starting point to circumvent state memory effects [7]. Including state memory in a thermodynamically consistent way, based on a semi-Markov model or a different setting, remains an ambitious challenge.

Lastly, a more detailed analysis or generalization of the proposed inference scheme for underlying Markov networks may yield an understanding of the relation between thermodynamically consistent models of the same system based on different degrees of available information.
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FIG. 6: Venn-type diagram for the hierarchy of the considered stochastic processes and TURs. The blue and orange box illustrate the range of validity of the semi-Markov TUR ($Q^I \leq 1$) and the Markov-based TUR ($Q^{II} \leq 1$), respectively. The arrows show different possibilities for coarse-graining: If coarse-graining leads to a semi-Markov process with DTI, the Markov-based TUR is a stronger bound than both the semi-Markov TUR ($Q^I \leq Q^{II}$) and the ordinary TUR ($Q^0 \leq Q^{II}$) of the underlying Markov process. Coarse-graining may also leave the realm of semi-Markov processes.
Appendix A: Proof of direction-time independence

The direction-time independence criterion for thermodynamic consistency of semi-Markov processes in equilibrium was proven in [26]. An alternative, more intuitive proof based on essentially the same argument is presented here. Suppose a generic trajectory $\Gamma$ initialized in the steady state jumps from state $I_0$ to state $I_1$ at time $t_1$ and survives in state $I_1$ for at least time $T - t_1$.

The path weight for this trajectory is (cf. equation (2) in the main text)

$$\mathcal{P}[\Gamma] = \pi_{I_0} \int_{t_1}^{\infty} \frac{\psi_{I_0 \rightarrow I_1}(\tau)}{(t_{I_0})} \sum_j \int_{T-t_1}^{\infty} \psi_{I_1 \rightarrow J}(t) \, dt,$$

(A1)

where $\pi_{I_0}$ is the equilibrium probability for state $I_0$. The path weight for the backward trajectory $\tilde{\Gamma}$ is given by

$$\mathcal{P}[\tilde{\Gamma}] = \pi_{I_1} \int_{T-t_1}^{\infty} \frac{\psi_{I_1 \rightarrow I_0}(\tau)}{(t_{I_1})} \sum_j \int_t^{\infty} \psi_{I_0 \rightarrow J}(t) \, dt,$$

(A2)

using equation (9) in the main text for the construction. A thermodynamically consistent process satisfies time-reversal symmetry in equilibrium. If $\Gamma$ is symmetric under time-reversal, the path weights for the forward process $\Gamma$ and the backward process $\tilde{\Gamma}$ are equal. Setting Eq. (A1) equal to Eq. (A2) leads to

$$\pi_{I_0} \int_{t_1}^{\infty} \frac{\psi_{I_0 \rightarrow I_1}(\tau)}{(t_{I_0})} \sum_j \int_{T-t_1}^{\infty} \psi_{I_1 \rightarrow J}(t) \, dt = \pi_{I_1} \int_{T-t_1}^{\infty} \frac{\psi_{I_1 \rightarrow I_0}(\tau)}{(t_{I_1})} \sum_j \int_t^{\infty} \psi_{I_0 \rightarrow J}(t) \, dt,$$

(A3)

which should be valid for all times $t_1$ and $T$. As a consequence, the integrals should be equal for any time domain expressed in terms of $t_1$ and $T$. Therefore, the integrals on the left and on the right side of Eq. (A3) can be replaced by their integrands evaluated at their lower boundary. This results in

$$\frac{\pi_{I_0}}{(t_{I_0})} \psi_{I_0 \rightarrow I_1}(t_1) \psi_{I_1}(T - t_1) = \frac{\pi_{I_1}}{(t_{I_1})} \psi_{I_1 \rightarrow I_0}(T - t_1) \psi_{I_0}(t_1),$$

(A4)

with the waiting time distribution $\psi_I(t) = \sum_J \psi_{I \rightarrow J}(t)$ defined as in the main text. As Eq. (A4) is satisfied for all $t_1$ and $T$, the ratio of semi-Markov kernel and waiting time for the states $I_0$ and $I_1$ has to be independent of both $t_1$ and $T$. Since the trajectory $\Gamma$ is generic, this criterion holds for any semi-Markov state $I$. From

$$\frac{\psi_{I \rightarrow J}(t)}{\psi_I(t)} = \sum_J \frac{\psi_{I \rightarrow J}(t)}{\psi_I(t)} \alpha_{I \rightarrow J},$$

(A5)

with some function $\alpha_{I \rightarrow J}$ independent of $t$, the separability of the semi-Markov kernel

$$\psi_{I \rightarrow J}(t) = \alpha_{I \rightarrow J} \psi_I(t)$$

(A6)

can be deduced. By imposing normalization conditions for semi-Markov kernel and waiting time distribution as in the main text, $\alpha_{I \rightarrow J}$ can be identified as the transition probability $p_{I \rightarrow J}$. This leads to

$$\psi_{I \rightarrow J}(t) = p_{I \rightarrow J} \psi_I(t),$$

(A7)

the direction-time independence criterion for semi-Markov process in equilibrium as established in [26]. As shown there, the generalized detailed balance condition for semi-Markov processes is also included in this argument. Since Eq. (A3) is valid for all times, specifying $t_1 = T - t_1 = 0$ in Eq. (A3) results in

$$\frac{\pi_{I_0} p_{I_0 \rightarrow I_1}}{(t_{I_0})} = \frac{\pi_{I_1} p_{I_1 \rightarrow I_0}}{(t_{I_1})},$$

(A8)

the generalized detailed balance condition for semi-Markov processes as in [7, 30]. This is not surprising given that the path weight for a one-jump trajectory without waiting times in fact describes a jump of a semi-Markov process.

Appendix B: Proof of the semi-Markov TUR

In this appendix, we prove the uncertainty relation referred to as semi-Markov TUR in the main text.
1. Preliminaries

The proof follows the idea of a virtual perturbation to the path weight $\mathcal{P}[\Gamma] \rightarrow \mathcal{P}^\theta[\Gamma]$, where the modified path weight $\mathcal{P}^\theta[\Gamma]$ takes the role of a comparison dynamics to the original process. The notation follows the main text, i.e., the original path weight (at $\theta = 0$) is given by

$$
\mathcal{P}[\Gamma] = p_{I_0}(0) \Psi_{I_0 \rightarrow I_1}(t_1) \prod_{i=1}^{L-1} (\psi_{I_i}(t_{i+1} - t_i) p_{I_i \rightarrow I_{i+1}}) \Phi_{I_L}(T - t_L),
$$

(B1)

following the definition of the semi-Markov path weight by imposing the DTI condition, Eq. (A7). As argued in the main text, we allow the jump probabilities to depend on $\theta$, which is written as $p_{I_i \rightarrow I_{i+1}}^\theta$. The waiting time distributions $\psi_{I_i}(t_{i+1} - t_i)$ and the steady state $p_{I_0} = \pi_{I_0}$ remain unchanged. Note that the past average term $\Psi_{I_0 \rightarrow I_1}(t_1)$ becomes $\theta$-dependent as well, as it depends on $p_{I_0 \rightarrow I_1}$ via $\psi_{I_0 \rightarrow I_1}(t)$. The difference in the path weights can be highlighted by using (B1) for the log-ratio of $\mathcal{P}^\theta[\Gamma]$ to $\mathcal{P}[\Gamma]$,

$$
\ln \frac{\mathcal{P}^\theta[\Gamma]}{\mathcal{P}[\Gamma]} = \sum_{i=0}^{L-1} \ln \frac{p_{I_i \rightarrow I_{i+1}}^\theta}{p_{I_i \rightarrow I_{i+1}}^0} = \sum_{IJ} n_{IJ} \ln \frac{p_{I \rightarrow J}^\theta}{p_{I \rightarrow J}^0},
$$

(B2)

where the $i = 0$ term stems from the past average term $\Psi_{I_0 \rightarrow I_1}(t_1)$. As in the main text, $n_{IJ}$ is the number of jumps in the direction $I \rightarrow J$ along the trajectory.

2. Conditions on the comparison dynamics

The comparison dynamics is supposed to satisfy the following three properties. These design principles impose conditions on the jump probabilities $p_{I \rightarrow J}^\theta$ of the modified process.

1. Semi-Markov currents $\mathcal{J}$ are scaled in the form $\partial_\theta |_{\theta=0} \langle \mathcal{J} \rangle^\theta = \langle \mathcal{J} \rangle^0$. This condition is ensured by scaling the NESS probability current between two states $I$ and $J$.

$$
J^\theta_{IJ} = \frac{1}{T} \left( \langle n_{IJ} \rangle^\theta - \langle n_{JI} \rangle^\theta \right) = \frac{\pi_I}{\langle t_I \rangle} p^\theta_{I \rightarrow J} - \frac{\pi_J}{\langle t_J \rangle} p^\theta_{J \rightarrow I}
$$

(B3)

according to

$$
\partial_\theta J^\theta_{IJ} = j_{IJ}.
$$

(B4)

For Markov processes, $p_{I \rightarrow J} = k_{IJ}/\Gamma_I$ and $\langle t_I \rangle = 1/\Gamma_I$ restore the known formula for the steady state probability current from Eq. (B3).

2. The comparison dynamics respects the stationary state, i.e., $\pi^\theta_I = \pi_I$. This condition is met because scaling all currents by a factor is consistent with keeping the stationary state: From the defining property of the stationary state, $0 = -\partial_\theta \pi^\theta_I = \sum J J^\theta_{IJ}$, we can expand to first order in $\theta$ using Eq. (B4). The resulting equations, $0 = -\partial_\theta \pi^\theta_I = (1 + \theta) \sum J J^\theta_{IJ}$ are satisfied for $\pi^\theta_I = \pi_I$ because $0 = -\partial_\theta \pi_I = \sum J J^\theta_{IJ}$.

3. The comparison dynamics does not change the waiting times, i.e., $\langle t_I \rangle^\theta = \langle t_I \rangle$. This condition is satisfied since the waiting time distribution $\psi_I(t)$ is not affected by $\theta$.

3. The proof

By substituting $f = T \mathcal{J}$ into the Cramér-Rao inequality,

$$
\left( \frac{\partial_\theta \langle \mathcal{J} \rangle^\theta}{\theta=0} \right)^2 \leq \frac{\left( \frac{\partial_\theta \langle f \rangle^\theta}{\theta=0} \right)^2}{\text{Var } f}, \quad \text{Var } f \leq \mathcal{T}, \quad \text{Var } \mathcal{J}
$$

(B5)
we see that the tightest TUR bound is obtained for the smallest Fisher information $I$ that is consistent with the conditions of the previous section. We can calculate the Fisher information from its definition

$$I \equiv \lim_{\theta \to 0} 2 N \frac{D_{KL}(\theta||0)}{\theta^2} = \lim_{\theta \to 0} 2 \theta^2 \left( \frac{\ln p\theta | \Gamma}{p | \Gamma} \right)^\theta = \lim_{\theta \to 0} 2 \theta^2 \sum_{I,J} \langle n_{IJ} \rangle^\theta \ln \frac{p_{IJ}^\theta}{p_{I-J}}$$

(B6)

by using Eq. (B2) for the last equality. In the steady state, the expected number of jumps along $I \to J$ (not counting the reverse) is

$$\langle n_{IJ} \rangle^\theta = \frac{\pi_I}{\langle t_I \rangle} \theta p_{IJ}^\theta \quad (B7)$$

for trajectories of length $T$, since $\langle t_I \rangle^\theta = \langle t_I \rangle$ by construction. After substituting Eq. (B7) into Eq. (B6), we can expand the logarithm in orders of $\theta$,

$$I = \lim_{\theta \to 0} 2 \theta^2 \sum_{I,J} \frac{\pi_I}{\langle t_I \rangle} T \left( p_{IJ} + \theta \partial_{\theta | 0} p_{IJ}^\theta + O(\theta^2) \right) \left[ \theta \frac{\partial_{\theta | 0} p_{IJ}^\theta}{p_{IJ}} + \theta^2 \left( \frac{\partial_{\theta | 0}^2 p_{IJ}^\theta}{p_{IJ}} - \frac{1}{2} \left( \frac{\partial_{\theta | 0} p_{IJ}^\theta}{p_{IJ}} \right)^2 \right) + O(\theta^3) \right]$$

$$= T \sum_{I,J} \frac{\pi_I}{\langle t_I \rangle} \left( \frac{\partial_{\theta | 0} p_{IJ}^\theta}{p_{IJ}} \right)^2 p_{IJ}.$$

(B8)

Note that, as typical for calculating the Fisher information as a limit from the Kullback-Leibler divergence, normalization arguments have been used. Here, $\partial_{\theta} \sum_j p_{IJ}^\theta = 0$ implies that contributions proportional to $\theta$ or terms involving the second derivative in the form $\partial_{\theta | 0}^2 p_{IJ}$ vanish.

We now perform a change in notation which effectively shifts attention from the semi-Markov process to its embedded discrete-time Markov chain [7]. By introducing the inverse time scale $1/\tau \equiv \sum_j \pi_j / \langle t_I \rangle$, we can abbreviate

$$p_I \equiv \frac{\pi_I}{\langle t_I \rangle} \tau, \quad p_{IJ} \equiv p_{IJ}^\theta, \quad p_{IJ}^\theta \equiv \frac{p_{IJ}^\theta}{p_{IJ}} \quad \text{and} \quad q_{IJ}^\theta = \frac{1}{\tau} \left( p_{IJ}^\theta - p_{IJ}^\theta \right).$$

The last equation follows from equation (B3). The new notation keeps the algebra more transparent by stressing the similarity to the discrete-time result. We see from Eq. (B8) that only the linear dependence on $\theta$ is relevant, thus a simple linear ansatz of the form

$$p_{IJ}^\theta = p_{IJ} + \theta (p_{IJ} - q_{IJ})$$

(B9)

with $\theta$-independent parameters $q_{IJ}$ is sufficiently general. As mentioned in the main text, the comparison dynamics operates on the embedded discrete-time Markov chain, which can be characterized by the probabilities $p_{IJ}$. Thus, we can use the comparison dynamics by Proesmans and van den Broeck [43], which transferred into this formalism reads as

$$q_{IJ} = \frac{1}{\mathcal{N}} \frac{p_{IJ} p_{JJ}}{p_{IJ} + p_{JJ}}, \quad \mathcal{N} := \sum_I \frac{p_{IJ} p_{JJ}}{p_{IJ} + p_{JJ}}.$$

(B10)

A simple motivation for the ansatz (B10) is given after completing the proof. Note that the symmetry $q_{IJ} = q_{JI}$ ensures the correct scaling of the probability currents according to (B4). In particular, both the stationary state of the embedded discrete-time process, $p_I$, and the stationary state $\pi_I$ of the semi-Markov process remain stationary. Thus, conditions 1 and 2 of Appendix B2 are satisfied, while condition 3 is met by construction.

To conclude the calculation, we rewrite the Fisher information (B8) as

$$I = T \sum_{I,J} \frac{\pi_I}{\langle t_I \rangle} \left( 1 - \frac{q_{IJ}}{p_{IJ}} \right)^2 \frac{p_{IJ}}{p_I} = T \sum_{I,J} \left( 1 - \frac{1}{\mathcal{N}} \frac{p_{IJ}}{p_{IJ} + p_{JJ}} \right)^2 \frac{p_{IJ}}{p_I}$$

(B11)

in the newly introduced notation. In the first equality, we use the general ansatz (B9), whereas we specify to (B10) in the second equality. We are then able to confirm

$$I = \frac{T}{\tau} \left( \frac{1}{2\mathcal{N}} - 1 \right)$$

(B12)
by direct calculation, which allows us to deduce
\[
\langle J \rangle^2 = \left( \partial_{\theta|_0} \langle J \rangle^\theta \right)^2 \leq \frac{1}{\tau} \left( \frac{1}{2N} - 1 \right) \text{Var } J
\] (B13)
from the Cramér-Rao inequality (B5). The proposed TUR follows by comparing the Fisher information (B12) to the steady state semi-Markov entropy production
\[
\langle \Delta S_{\text{tot}} \rangle = \frac{T}{\tau} \sum_{<JJ} \frac{p_{IJ} - p_{JI}}{\tau} \ln \frac{p_{IJ}}{p_{JI}}
\] (B14)
here rewritten in our notation. Note that, up to time constants, the semi-Markov entropy production is precisely the entropy production of the embedded Markov chain as a process in discrete time. The desired bound follows from Eq. (B12) after bounding \( N \) appropriately from below. By introducing \( x_{IJ} = \ln \left( \frac{p_{IJ}}{p_{JI}} \right) \), we can write
\[
\frac{1}{1 + \exp \left( \langle \Delta S_{\text{tot}} \rangle / \tau \right)} \leq \frac{1}{1 + \sum_{<JJ} p_{IJ} x_{IJ}} \leq \frac{1}{1 + \exp (x_{IJ})} = \mathcal{N}
\] (B15)
as the functions \( f(x) = e^x \) and \( g(y) = 1/(1 + y) \) are convex in the appropriate domain, i.e., for \( x \in \mathbb{R} \) and \( y \geq 0 \), respectively. Rearranging terms yields
\[
\mathcal{I} = \frac{T}{\tau} \left( \frac{1}{2N} - 1 \right) \leq \frac{T}{2\tau} \left( e^{\langle \Delta S_{\text{tot}} \rangle / \tau} - 1 \right),
\] (B16)
which together with (B13) gives the semi-Markov TUR
\[
\frac{\langle J \rangle^2}{\text{Var } J} \leq \frac{1}{2\tau} \left( e^{\langle \Delta S_{\text{tot}} \rangle / \tau} - 1 \right),
\] (B17)
as presented in the main text in inequality (22).

4. Alternative motivation for (B10)

Starting from an ansatz of the form (B9), one can use a simple heuristic argument to motivate (B10). We return to the first equality of equation (B11), but incorporate the symmetry condition \( q_{IJ} = q_{JI} \), which is needed to scale the currents correctly (cf. equation (B3)).

By minimizing the resulting Fisher information
\[
\mathcal{I} = \frac{T}{\tau} \sum_{<JJ} \left( 1 - \frac{q_{IJ}}{p_{IJ}} \right)^2 p_{IJ} + \left( 1 - \frac{q_{IJ}}{p_{JI}} \right)^2 p_{JI}
\] (B18)
with respect to the \( q_{IJ} \), we arrive at
\[
q_{IJ} = \frac{p_{IJ} p_{JI}}{p_{IJ} + p_{JI}},
\] (B19)
which, however, is unnormalized. After working a normalization constant \( \mathcal{N} \) in, we arrive at the ansatz (B10).

Appendix C: Proof of the Markov-based TUR

1. Methods and sketch of proof

The second main result assumes that the semi-Markov process emerges from a lumping of states on an underlying Markovian structure. We will prove that this class of processes satisfies a TUR of the form
\[
\frac{\langle J \rangle^2}{\text{Var } J} \leq \frac{\langle \Delta S_{\text{tot}} \rangle}{2}
\] (C1)
for semi-Markov currents $\mathcal{J}$ in the steady state. As in the proof of the semi-Markov TUR, the Markov-based TUR is derived from the Cramér-Rao inequality (B5) by designing an appropriate virtual comparison dynamics. In contrast to the semi-Markov TUR, however, the perturbation affects the Markov path weight of the fundamental process prior to coarse-graining. Therefore, this section starts with a preliminary discussion of properties of continuous-time Markov jump processes.

The actual proof proceeds in two steps. First, we will assume that in any given semi-Markov state only one of underlying Markov states is connected to the remaining network. This bottleneck structure allows us to design a comparison dynamics which scales visible currents without affecting the interior of a coarse-grained state. In the second step, we will present a decimation scheme that reduces generic coarse-grained semi-Markov states to those where our argument of the first step applies.

2. Preliminaries I: Fisher information

For Markov processes, the Fisher information of the corresponding path weight is known (see, e.g., [40] for the general case of time-dependent jump rates). For our steady-state setting, the special case of time-independent rates suffices. We assume that the modified processes for $\theta \neq 0$ relates to the original process at $\theta = 0$ by modifying the jump rates $k_{ij}$ and the initial state $p_i(0)$ according to

$$k_{ij}^\theta = k_{ij} e^{\theta a_{ij}},$$
$$p_i^\theta(0) = p_i(0) + \theta \tilde{p}_i.$$  \hspace{1cm} (C2)

Then, the Fisher information evaluated at the physical process at $\theta = 0$ becomes

$$I \equiv \lim_{\theta \to 0} \frac{2}{\theta^2} D_{KL}(\theta||0) = \sum_{ij} \int_0^T dt p_i(t) a_{ij}^2 + \sum_i \frac{\tilde{p}_i^2}{p_i(0)}.$$ \hspace{1cm} (C3)

Note that initializing the physical system in the NESS results in $p_i(t) = p_i(0)$ and hence a trivial time integral. Usually, the derivation of a TUR proceeds by designing a comparison dynamics which scales all steady-state currents with the same factor, i.e., $\partial_{\theta=0} \langle \mathcal{J} \rangle^{\theta} = \langle \mathcal{J} \rangle$ or, equivalently, $\partial_{\theta=0} j_{ij}^{\theta} = j_{ij}$. However, we proceed differently by allowing different scaling of currents at different links $i \leftrightarrow j$, written as

$$j_{ij}^{\theta} = j_{ij} + \theta \tilde{j}_{ij},$$ \hspace{1cm} (C4)

in an infinitesimal region around $\theta = 0$ with parameters $\tilde{j}_{ij}$ yet to be specified. A choice of perturbed rates $k_{ij}^{\theta}$ which fulfills (C4) is obtained by substituting

$$a_{ij} = \frac{\tilde{j}_{ij} - \tilde{p}_i k_{ij} + \tilde{p}_j k_{ji}}{p_i(t) k_{ij} + p_j(t) k_{ji}}$$ \hspace{1cm} (C5)

into the ansatz (C2). Moreover, this choice of rates is optimal in the sense that any other choice consistent with (C4) results in a higher Fisher information (i.e., ultimately a looser TUR bound) than

$$I = T \sum_{i<j} \left( \frac{\tilde{j}_{ij} - \tilde{p}_i k_{ij} + \tilde{p}_j k_{ji}}{p_i(t) k_{ij} + p_j(t) k_{ji}} \right)^2 + \sum_i \frac{\tilde{p}_i^2}{p_i(0)},$$ \hspace{1cm} (C6)

the Fisher information associated with the choice (C5), which is calculated from equation (C3). One can understand the choice (C5) as the result of an optimization over the activity at each link, as this quantity remains unspecified. This optimality is also discussed in [50].

3. Preliminaries II: Cycles and cycle currents

If the physical system is in a NESS, a sensible comparison dynamics for $\theta \neq 0$ can be chosen as time-independent, preferably with the same stationary distribution $p_i$. For $N$ states, this imposes $N - 1$ constraints on the possible scaling parameters $j_{ij}$ in equation (C4). Consequently, there can be at most $E - N + 1$ independent choices if $E$ specifies the number of edges. By Euler’s formula, this number equals the number of fundamental cycles present in
the system. By scaling these fundamental cycles individually, we can formulate cycle-specific TUR-like relations as in [51] by using jargon from network theory [52–54].

We make use of a decomposition into fundamental cycles. Informally, these cycles can be understood as a basis for all possible cycles in the network. The construction of fundamental cycles requires the identification of a spanning tree as a subset of the graph underlying a Markov state network. This spanning tree is obtained by connecting all \( N \) states with \( N - 1 \) edges from the original graph such that a simply connected substructure is obtained. An example of a spanning tree is depicted in black in Fig. 7.

![Fig. 7: A graph which contains five states and three fundamental cycles. A possible spanning tree is indicated with solid, black lines. Any of the three fundamental cycles contains one chord, i.e., one edge which is not contained in the spanning tree. The dashed green arrow indicates an orientation of the chord and its corresponding fundamental cycle.](image)

The remaining \( E - N + 1 \) edges which are not included in the spanning tree are commonly referred to as chords. Any of these chords give rise to a single fundamental cycle, the only closed cycle in the subgraph consisting of the spanning tree and a single chord. By construction, any cycle can be decomposed into a sum of fundamental cycles. Moreover, a chosen orientation for the chord induces one on the corresponding fundamental cycle. In the example in Fig. 7 the chords and their respective fundamental cycles are depicted as green arrows.

Given a cycle \( C_\alpha \), we define its directed adjacency matrix as

\[
\chi_{ij}^\alpha = \begin{cases} 
1, & i \rightarrow j \text{ contained in } C_\alpha \\
-1, & j \rightarrow i \text{ contained in } C_\alpha \\
0, & \text{otherwise}
\end{cases}
\]  

(C7)

If the link \( i \rightarrow j \) is the chord of a fundamental cycle \( C_\beta \), then

\[
\chi_{ij}^\alpha = \delta_{\alpha\beta},
\]

as \( \alpha \) runs through the set of fundamental cycles \( \{C_\alpha\} \). This gives rise to the definition of a trajectory-dependent stochastic current \( \mathcal{J}_\alpha \) by counting jumps along the chord, i.e.,

\[
\mathcal{J}_\alpha = \frac{1}{T} (n_{i \rightarrow j} - n_{j \rightarrow i}).
\]

(C9)

As a consequence,

\[
\bar{j}_\alpha \equiv \langle \mathcal{J}_\alpha \rangle = j_{ij}
\]

(C10)

holds true for the expectation values. The decomposition into fundamental cycles can be transferred to steady state currents and entropy production as well. First, we define the cycle affinity

\[
\mathcal{A}_\alpha = \ln \left( \prod_{i \rightarrow j \text{ in } C_\alpha} \frac{k_{ij}}{k_{ji}} \right) = \sum_{i < j} \chi_{ij}^\alpha \ln \frac{k_{ij}}{k_{ji}} = \sum_{i < j} \chi_{ij}^\alpha \ln \frac{p_i k_{ij}}{p_j k_{ji}},
\]

(C11)
which is the entropy produced by completing the cycle once. We can then decompose transition currents and entropy production rate as

\[ j_{ij} = \sum_\alpha \chi_{ij}^\alpha j_\alpha \]
\[ \sigma = \sum_\alpha j_\alpha A_\alpha, \quad (C12) \]

where \( j_\alpha \) and \( A_\alpha \) are the steady-state currents and affinities of fundamental cycles \( C_\alpha \), respectively. This is a consequence of Kirchhoff’s current law, since 0 = \(-\hat{\rho}_i = \sum_j j_{ij} \) in the steady state.

Now, we return to the design of a comparison dynamics with a parameter \( \theta \). On the level of averaged currents, we are free to scale all cycle currents \( j_\alpha \) of a set of fundamental cycles \( \{C_\alpha\} \) individually, e.g. written as

\[ j_\alpha = (1 + c_\alpha \theta) j_\alpha. \quad (C13) \]

For any choice of parameters \( c_\alpha \), the comparison dynamics still respects Kirchhoff’s law at each vertex. Using the decomposition (C12), the current at link \( i \rightarrow j \) is scaled according to

\[ j^\theta_{ij} = \sum_\alpha \chi_{ij}^\alpha (1 + c_\alpha \theta) j_\alpha. \quad (C14) \]

Comparing this equation to the generic scheme (C4) for comparison dynamics, we can use equation (C6) to calculate the Fisher information term

\[ I = T \sum_{i<j} \left( \sum_\alpha \chi_{ij}^\alpha c_\alpha j_\alpha \right)^2 p_i k_{ij} + p_j k_{ji}. \quad (C15) \]

Note that we have set \( \tilde{\rho}_i = 0 \), because the stationary state remains unchanged. In the next step of the proof, we will specify the parameters \( c_\alpha \).

4. Step 1: Systems with one entry/exit state

We use capitals \( I, J, \ldots \) for semi-Markov states, which consist of Markov states \( i, j, \ldots \) on a fundamental level. We assume that every Markov-state is mapped to a unique semi-Markov state, but semi-Markov states containing a single Markov state are allowed. In addition, we make use of the notation for the inner and outer boundary of a semi-Markov state \( I \) (when viewed as a set of Markov states) which was adopted in the main paper and in [7]:

- We write \( j \in \partial_{\text{out}} I \) if \( j \notin I \) and there is a state \( i \in I \) with \( k_{ij} > 0 \)
- We write \( i \in \partial_{\text{in}} I \) if \( i \in I \) and there is a state \( j \notin I \) with \( k_{ji} > 0 \)
- The set of all inner boundaries is denoted \( D_{\text{in}} \): \( D_{\text{in}} \equiv \cup_I \partial_{\text{in}} I \).

Assuming that \( k_{ij} > 0 \) implies \( k_{ji} > 0 \), a state in \( \partial_{\text{out}} I \) can be reached from a state within \( I \) only by passing through a state \( i \in \partial_{\text{in}} I \) at some point. For now, we assume that for all semi-Markov states \( I \), exactly one Markov state is contained in the set \( \partial_{\text{in}} I \) (see figure 2 in the main text for an example). We also assume that the Markov process is in the steady state and that the underlying Markov network is connected.

Comparison dynamics and correspondence of Markov and semi-Markov current

Let us denote the unique boundary states of \( I \) and \( J \) by corresponding lowercase letters, i.e., \( i(I) \in \partial_{\text{in}} I \) or simply \( i \in \partial_{\text{in}} I \) and \( j \in \partial_{\text{in}} J \), respectively. Since cycles are self-avoiding paths, they can visit any state at most once. In particular, a cycle which visits a state \( k \in I \setminus \partial_{\text{in}} I \) cannot leave \( I \), because it would pass through \( i(I) \) more than once. Therefore, any fundamental cycle \( C_\alpha \) is either completely hidden within a semi-Markov state, or connects only states in \( D_{\text{in}} \) and therefore remains completely visible in the semi-Markov description. We construct a comparison dynamics which scales these visible cycles from ansatz (C14) with parameters \( c_\alpha \) in the form

\[ c_\alpha = \begin{cases} 
0, & \text{if there is a semi-Markov state } I \text{ with } C_\alpha \subseteq I \\
1, & \text{otherwise}
\end{cases} \quad (C16) \]
This construction ensures
\[
\theta_{ij} = \begin{cases} 
    j_{ij} & \text{i and } j \text{ are from the same semi-Markov state} \\
    (1 + \theta)j_{ij} & \text{i and } j \text{ are from different semi-Markov states}
\end{cases}
\]  
for the steady state currents. Note that the link corresponding to a semi-Markov transition \( I \rightarrow J \) on the Markovian level, namely \( i(I) \rightarrow j(J) \), is unique. In particular, we have
\[
j_{ij} = j_{i(i)j(j)} = j_{IJ} \text{ for } i \in \partial n I, j \in \partial n J.
\]  
This argument applies to stochastic semi-Markov currents as well, as jumps of the form \( I \rightarrow J \) can be traced back to \( i(I) \rightarrow j(J) \) without ambiguities. Thus, an empirical current \( J \) described by antisymmetric increments \( q_{IJ} \) has a unique equivalent on the Markov level given by
\[
\mathcal{J} = \frac{1}{T} \sum_{I<J} n_{IJ} q_{IJ} = \frac{1}{T} \sum_{I<J} n_{i(I)\rightarrow j(J)} q_{i(I),j(J)}.
\]
In view of a scaling condition to prove the TUR, we note that combining the equations (C17), (C18) and (C19) implies
\[
\partial \theta |_0 \langle \mathcal{J} \rangle^\theta = \langle \mathcal{J} \rangle (C20)
\]
for all semi-Markov currents \( \mathcal{J} \).

Relation between semi-Markov and Markov steady state entropy production rate

To utilize a TUR argument on the underlying Markovian level, we have to reformulate the semi-Markov entropy production [right-hand side of equation (C1)]. Based on the defining equation of a semi-Markov steady state, \( \sum_{J} j_{IJ} \ln f(I) = \sum_{J} j_{IJ} \ln f(I) = \sum_{J} \left( \sum_{i} j_{iJ} \right) \ln f(I) = 0 \) for arbitrary state functions \( f(I) \). Setting \( f(I) = \pi_I / \langle t_I \rangle \sum_{k \notin I} k_{i(I)k} \), we can split this term off the semi-Markov entropy to obtain
\[
\langle \Delta S_{\text{tot}} \rangle = T \sum_{i<j} j_{ij} \ln \frac{\pi_I \cdot p_{I \rightarrow J}}{\pi_J \cdot p_{J \rightarrow I}} / \langle t_I \rangle = T \sum_{i<j} j_{ij} \ln \frac{p_{I \rightarrow J}(\sum_{k \notin I} k_{ik})}{p_{J \rightarrow I}(\sum_{k \notin J} k_{jk})} = T \sum_{i(I)<j(J)} j_{ij} \ln k_{ij} / k_{ji}.
\]
In the last line, we have used (C18) and
\[
p_{I \rightarrow J} = p(\text{jump } i \rightarrow j | \text{jump } i \text{ to state } k \in \partial_{\text{out}} I) = k_{ij} / \sum_{k \notin I} k_{ik},
\]
because the system must jump along one of the links \( i \rightarrow k \notin I \) if we observe a jump out of \( I \). In other words, the semi-Markov steady state entropy production rate is precisely the Markov entropy production along the visible links,
\[
\frac{\langle \Delta S_{\text{tot}} \rangle}{T} = \sum_{i<j, i,j \in D_{\text{in}}} j_{ij} \ln \frac{p_{i} k_{ij}}{p_{j} k_{ji}}
\]
where the steady state probabilities \( p_i \) of the Markov process can be included by essentially the same argument as equation (C21).
Bounding Fisher information against entropy

Our comparison dynamics follows the ansatz (C14) with the parameters $c_{\alpha}$ specified in (C16). Thus, the corresponding Fisher information term, equation (C15), can be recast as

$$I = T \sum_{i<j} \left( \frac{\chi_{ij}^{2} c_{\alpha} \beta_{ij}}{p_{ik} k_{ij} + p_{jk} k_{ji}} \right)^{2} = T \sum_{i<j} \frac{j_{ij}^{2}}{p_{ik} k_{ij} + p_{jk} k_{ji}},$$

(C25)

because for any "hidden" link $i \to j$ within a semi-Markov state $I$, all fundamental cycles $C_{\alpha}$ satisfy either $\chi_{ij}^{2} = 0$ or $c_{\alpha} = 0$, i.e., they do not pass through $i \to j$ or are not scaled. Similarly, cycles through a visible link $i \to j$ with $i, j \in D_{in}$ satisfy $c_{\alpha} = 1$ and therefore recover the full current $j_{ij}$ [cf. equations (C16) and (C17)]. The last step,

$$I = T \sum_{i<j} j_{ij} \frac{p_{ik} k_{ij} - p_{jk} k_{ji}}{p_{ik} k_{ij} + p_{jk} k_{ji}} \leq T \frac{2}{2} \sum_{i<j} j_{ij} \ln \frac{p_{ik} k_{ij}}{p_{jk} k_{ji}} = \frac{1}{2} \left( \Delta S_{\text{tot}} \right),$$

(C26)

follows from $[\exp(x) - 1]/[\exp(x) + 1] = \tanh(x/2) \leq x/2$ for $x = p_{ik} k_{ij}/(p_{jk} k_{ji}) \geq 0$ (or its reverse for $x < 0$). The final result is evident after plugging the equations (C20) and (C24) into the Cramér-Rao inequality, resulting in

$$\langle J \rangle^{2} = \left( \partial_{\beta_{0}} \langle J \rangle^{\beta} \right)^{2} \leq I \text{ Var } J \leq \frac{\left( \Delta S_{\text{tot}} \right)}{2} \text{ Var } J,$$

(C27)

the result referred to as the Markov-based TUR in the main text.

5. Step 2: Systems with more than one entry/exit state

So far, the result (C27) has been established for systems with only one state in $\partial_{in} I$. To reduce general Markov networks to the case considered in the previous section, we will present a decimation scheme which alters the underlying Markov network, but not the semi-Markov process itself. In other words, the semi-Markov kernel $\psi_{I \to j}(t)$, which characterizes a semi-Markov process, is kept invariant.

In our description of the semi-Markov process as a coarse-grained Markov network obtained by grouping states, $\psi_{I \to j}(t)$ is the probability to spend the time $t$ in states $i \in I$ before leaving to a state $j \in \partial_{out} I$. Since $I$ is entered at states $i \in \partial_{in} I$, calculating $\psi_{I \to j}(t)$ amounts to solving the problem of escaping to (absorbing) states $j \in \partial_{out} I$ from a starting point in $i \in \partial_{in} I$, as discussed in the main text and [7]. As in the main text, let

$$\tilde{\psi}_{i \to j}(t) = p(\text{arrive in } j \in \partial_{out} I \text{ at } t | \text{start in } i \in \partial_{in} I \text{ at } t = 0)$$

(C28)

denote joint probability distribution of ending in state $j$ at time $t$ given $i$. The compound state $I$ can be considered a semi-Markov state if $\tilde{\psi}_{i \to j}(t)$ is independent of $i \in \partial_{in} I$ (cf. [7], Sec. III C). Note that the converse is not true in general. By choosing sufficiently symmetric incoming rates, e.g., $k_{ji} = k_{ij}$ for all $j \in \partial_{out} I$ in the left network in Fig. 8, knowing the past does not yield new information about $\psi_{I \to j}(t)$. Thus, even if $\tilde{\psi}_{1 \to j}(t) \neq \tilde{\psi}_{2 \to j}(t)$, the compound state $I$ can be semi-Markov "by accident".

If $\tilde{\psi}_{i \to j}(t)$ is independent of $i$, it was proven that [7]:

- Direction-time independence is granted
- Every $i \in \partial_{in} I$ is connected to every state $j \in \partial_{out} I$ on the outer boundary. Moreover, the jump rate $k_{ij}$ is independent of $i$.

We can now describe the decimation scheme of altering the structure of a semi-Markov compound state $I$ so that $I$ has a single state $i_{0} \in \partial_{in} I$ on the inner boundary.

1. Fix an arbitrary $i_{0} \in \partial_{in} I$.

2. Redirect all incoming links of the form $k_{ji}$ with $j \in \partial_{out} I, i \in \partial_{in} I$: Redirect $j \to i$ to $j \to i_{0}$, i.e., there is now a single incoming link from $j$ into the semi-Markov state $I$ with rate $k_{j0}^{\text{new}} \equiv \sum_{i \in \partial_{in} I} k_{ji}$.

3. Redirect all internal links $k \to i$ from any $k \in I \setminus \partial_{in} I$ to some $i \in \partial_{in} I$ to $i_{0}$ instead of $i$. Remove all links of the form $k_{i_{1}i_{2}}$ with $i_{1}, i_{2} \in \partial_{in} I$. 

FIG. 8: Left: The escape problem associated with $\psi_{I \rightarrow J}(t)$ treats states in $\partial_{\text{out}} I$ as absorbing states. On the Markov level, the escape problem corresponding to $\psi_{I \rightarrow J}(t)$ is given by $\tilde{\psi}_{i \rightarrow j}(t)$ with $i \in \partial_{\text{in}} I$ and $j \in \partial_{\text{out}} I$. Right: The decimation scheme for Markov states redirects links into $\partial_{\text{in}} I$ to a single boundary state $i_1, \in \partial_{\text{in}} I$ in step 3. In step 4, the state $i_2$ is removed.

4. Since there are no incoming rates into states $i \in \partial_{\text{in}} I$ other than $i_0$, all these states can be removed from the network without changing the semi-Markov path weight. These probability of being in one of these states is zero in the steady state.

5. $i_0$ is now the only state left in $\partial_{\text{in}} I$.

It is crucial that $\tilde{\psi}_{i \rightarrow j}(t)$ is independent of $i \in \partial_{\text{in}} I$, thus the steps 2 and 3 do not affect $\psi_{I \rightarrow J}(t)$. Intuitively, the escape problem is effectively reset upon (re)visiting $\partial_{\text{in}} I$, which allows us to choose which state $i \in \partial_{\text{in}} I$ is actually visited. After repeating the decimation scheme for all semi-Markov states $I$, the semi-Markov process is of the type considered in Appendix C 4. In particular, Eq. (C27),

$$\langle J \rangle^2 \leq \frac{\langle \Delta S_{\text{tot}} \rangle^2}{2} \text{Var} J \quad (C29)$$

remains valid. Note that subtle issues regarding the steady state of the underlying Markov process are circumvented by the fundamental assumption that the coarse-grained dynamics is described by a semi-Markov process. The semi-Markov steady state is a function of the semi-Markov path weight, which remains unchanged. Therefore both the steady state of the original and modified underlying Markov process reproduce the semi-Markov steady state.
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