Density functional theory versus quantum Monte Carlo simulations of Fermi gases in the optical-lattice arena
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Abstract. We benchmark the ground state energies and the density profiles of atomic repulsive Fermi gases in optical lattices computed via Density Functional Theory (DFT) against the results of diffusion Monte Carlo (DMC) simulations. The main focus is on a half-filled one-dimensional optical lattices, for which the DMC simulations performed within the fixed-node approach provide unbiased results. This allows us to demonstrate that the local spin-density approximation (LSDA) to the exchange-correlation functional of DFT is very accurate in the weak and intermediate interactions regime, and also to underline its limitations close to the strongly-interacting Tonks-Girardeau limit and in very deep optical lattices. We also consider a three dimensional optical lattice at quarter filling, showing also in this case the high accuracy of the LSDA in the moderate interaction regime. The one-dimensional data provided in this study may represent a useful benchmark to further develop DFT methods beyond the LSDA and they will hopefully motivate experimental studies to accurately measure the equation of state of Fermi gases in higher-dimensional geometries.

1 Introduction

Kohn-Sham density functional theory (DFT) is the most widely used theoretical tool in material science and in quantum chemistry [1]. Its main ingredient is an accurate approximation for the exchange-correlation energy-density functional for the electron system. The basic approach consists in approximating this functional within the Local Density Approximation (LDA) or, in the case of spin-polarized systems, the Local Spin-Density Approximation (LSDA), using as an input accurate results of \textit{ab initio} calculations of the equation of state of the uniform electron system. The LSDA allowed researchers to make quite accurate predictions for the ground state properties of a huge variety of materials [2,3]. Known limitations of the LSDA approach to the study of condensed matter systems are a less accurate representation of excited-state properties (because the DFT is a ground state theory), and the partial neglect of strong electron-electron correlation effects in which electron-electron repulsion plays a prominent role, like those arising, e.g., between core electrons in transition-metals and transition-metal compounds. While numerous, more sophisticated approximations than LSDA exist, including, e.g., generalized gradient approximations (GGA), meta-GGA, hyper-GGA, hybrid and generalized random-phase approximations [4,5,6] or the LDA+$U$ methods [7] including an effective Hubbard interaction term $U$, there is at present no systematic procedure to improve the accuracy of existing approximations to the DFT of electron systems, and to systematically converge to the exact density functional.

In recent years, ultracold atoms trapped in optical lattices (OLs) have proven to be an ideal platform to perform quantum simulations of phenomena in the presence of strong inter-particle correlations [8]. Most of the early theoretical works are focussed on single-band discrete-lattice Hamiltonians — the most relevant being the Hubbard model — which properly describe the experimental realization of such systems if the OL is very deep and the interactions are sufficiently weak [9]. These models capture the phenomenology of strongly correlated systems, but they do not allow to make quantitative predictions of real materials’ properties, as opposed to DFT methods. More recently, researchers addressed also shallow OLs employing continuous-space models, studying phenomena such as itinerant ferromagnetism [10], bosonic superfluid-Mott insulator transitions [11], and pinning localization transitions [12,13,14]. It has also been proposed to use OL experiments as a testbed to develop more accurate approximations for the exchange-correlation functional of DFT [15]. In this respect, cold-atom systems offer crucial advantages with respect to solid-state systems, since ex-
perimentalists are able to independently control the density inhomogeneity and the interaction strength by tuning, respectively, the OL intensity and a magnetic field close to a Feshbach resonance.

DFT methods have already been employed to study ultracold fermionic gases, allowing to investigate phenomena such as ferromagnetism and antiferromagnetism in repulsive Fermi gases in shallow OLs [15], vortex dynamics in superfluid Fermi gases [16][17], superfluidity and density modulations in dipolar Fermi gases [18], vortices in rotating dipolar Fermi gases [19], and the formation of ferromagnetic domains in trapped clouds [20]. These studies employed exchange-correlation functionals based on the LSDA. A systematic comparison between DFT calculations and QMC simulations, respectively, the OL intensity and a magnetic field close to a Feshbach resonance.

The main goals of this article are (i) to assess the accuracy of the LSDA for repulsive Fermi gases in OLs and (ii) to provide an accurate benchmark for future studies aiming at developing beyond-LSDA approximations. To this aim, we mostly focus on the one-dimensional geometry, for which quantum Monte Carlo (QMC) simulations based on the fixed-node method to circumvent the sign problem provide exact results [21], within statistical uncertainties. Quantum fluctuations are known to play a more relevant role in one-dimension than in higher dimensional geometries, implying that the case we consider is a challenging testbed for the LSDA. A systematic comparison between DFT calculations of ground state energies and density profiles for a half-filled OL against the (exact) outcomes of the QMC simulations is presented. This allows us to map the regime of OL intensities and interaction strengths where the LSDA is accurate. Furthermore, we consider a three-dimensional repulsive Fermi gas in a simple-cubic OL at quarter filling, making also in this case a comparison between DFT calculations and QMC simulations for the ground state energies.

The rest of the article is organized as follows: Secs. 2 and 3 provide the main details of the DFT calculations and of the QMC simulations, respectively. In Sec 4 the results for the ground state energy and the density profiles of a half-filled one-dimensional OL are discussed. Section 5 reports predictions for the ground state energy of the three-dimensional Fermi gas at quarter filling. Our conclusions and the outlook are reported in Sec. 6.

2 Density functional theory for atomic Fermi gases in optical lattices

In this Section, we consider a generic continuous-space Hamiltonian describing a two-component Fermi gas in D dimensions:

\[
H = \sum_{\sigma = \uparrow, \downarrow} \sum_{i_{\sigma} = 1}^{N_{\sigma}} \left(-\hbar^2 \nabla_{i_{\sigma}}^2 + V(x_{i_{\sigma}})\right) + \sum_{j_{\uparrow}, j_{\downarrow}} v(x_{i_{\uparrow}i_{\downarrow}}),
\]

where \( \Lambda = \hbar^2 / 2m \), with \( m \) the atomic mass and \( \hbar \) the reduced Planck constant. The indices \( i_{\uparrow} \) and \( i_{\downarrow} \) label atoms of the two components, which we refer to as spin-up and spin-down fermions, respectively. The total number of fermions is \( N = N_{\uparrow} + N_{\downarrow} \), and \( x_{i_{\uparrow}i_{\downarrow}} = |x_{i_{\uparrow}} - x_{i_{\downarrow}}| \) is the relative distance between opposite-spin fermion pairs. \( V(x) = V_0 \sum_{i=1}^{D} \sin^2 \left( x_i \pi / d \right) \) is a simple-cubic optical lattice potential with periodicity \( d \) and intensity \( V_0 \), conventionally expressed in units of recoil energy \( E_r = \hbar^2 \pi^2 / (2md^2) \). Empty symbols represent DFT results, full symbols the QMC ones. Here and in the other figures for the one-dimensional OL the system size is \( L = 26d \).

**Fig. 1.** (Color online). Ground state interaction energy \( E_{\text{int}} = E - E_0 \) of a one-dimensional repulsive Fermi gas \( E \) in a half filled OL, as a function of the interaction parameter \( a_{1D} / d \), where \( a_{1D} \) is the one-dimensional scattering length and \( d \) is the OL periodicity. \( E, E_0 \), and \( E_{\text{int}} \) are the energies of the interacting, the noninteracting, and the fully-polarized (Tonks-Girardeau) gas, respectively. The three datasets correspond to three OL intensities \( V_0 \), expressed in unit of the recoil energy \( E_r = \hbar^2 \pi^2 / (2md^2) \).

**Fig. 2.** Relative error of the DFT ground state energy \( E_{\text{DFT}} \) with respect to the exact QMC result \( E_{\text{QMC}} \) as a function of the interaction parameter \( a_{1D} / d \). The density is fixed at half filling \( n = 1 / d \), and the three datasets correspond to three OL intensities \( V_0 / E_r \).
model repulsive potential, defined in Sections 4 and 5 for the one-dimensional and the three-dimensional cases, respectively. Its intensity can be tuned in experiments using Feshbach resonances \[22\]. Off-resonant intraspecies interactions in dilute atomic clouds are negligible at low temperature; hence they are not included in the Hamiltonian.

The Hohenberg-Kohn (HK) theorem \[23\] states that the ground state energy \( E \) of the many-body system described by the Hamiltonian \( H \) is a functional of the one-particle densities \( \langle \rho_\uparrow, \rho_\downarrow \rangle \):

\[
E[\rho_\uparrow, \rho_\downarrow] = \int d\mathbf{x} V(\mathbf{x}) [\rho_\uparrow(\mathbf{x}) + \rho_\downarrow(\mathbf{x})] + F[\rho_\uparrow, \rho_\downarrow].
\]

The first term is the potential energy due to the external potential \( V(\mathbf{x}) \). The second term is an unknown but universal functional which includes the kinetic energy and interaction functionals, \( F[\rho_\uparrow, \rho_\downarrow] \equiv T[\rho_\uparrow, \rho_\downarrow] + V_{\text{int}}[\rho_\uparrow, \rho_\downarrow] \), but does not explicitly depend on the external potential \( V(\mathbf{x}) \).

In the Kohn-Sham formulation of the HK theorem \[24\] one writes the universal functional \( F \) in the form

\[
F[\rho_\uparrow, \rho_\downarrow] = T_0[\rho_\uparrow, \rho_\downarrow] + V_H[\rho_\uparrow, \rho_\downarrow] + E_{\text{XC}}[\rho_\uparrow, \rho_\downarrow],
\]

where \( T_0 \) is the kinetic energy of a fictitious system of non-interacting fermions, with the same densities of the original one, described by single-particle orbitals \( \{ \phi_\sigma^i(\mathbf{x}), i = 1, N_i \}, \{ \phi_\sigma^\uparrow(\mathbf{x}), i = 1, N_\uparrow \}, \{ \phi_\sigma^\downarrow(\mathbf{x}), i = 1, N_\downarrow \} \), (such that the total density is simply \( \rho(\mathbf{x}) = \rho_\uparrow + \rho_\downarrow = \sum_i N_i \rho_\sigma^i(\mathbf{x})^2 + \sum_i N_\uparrow \rho_\sigma^\uparrow(\mathbf{x})^2 \)).

The association of diagrams in the text.
From the eigenstates of the Kohn-Sham equations one can compute the density profiles and the ground state energy.

The LSDA exchange-correlation functional for one dimensional two-component Fermi gases with contact interaction was derived in Ref. [25] from the exact Bethe-Anstatz solution for the ground state energy. The functional for three-dimensional Fermi gases with short-range repulsive interactions has been obtained in Ref. [15] using fixed-node diffusion Monte Carlo simulations, similarly to the seminal work by Ceperley and Alder [26] who determined the equation of state of the uniform electron gas, upon which the parametrizations for $E_{XC}$ commonly employed in electronic-structure calculations have been built (see, e.g., [27]).

3 Fixed-node Diffusion Monte Carlo simulations

The ground state properties of the Hamiltonian (1) can be determined also via quantum Monte Carlo simulations based on the diffusion Monte Carlo (DMC) algorithm [28]. The DMC algorithm allows one to sample the ground state wave function by stochastically evolving the Schrödinger equation in imaginary time. In order to circumvent the sign problem, which would otherwise hinder fermionic Monte Carlo simulations, one introduces the fixed-node constraint, which forces the nodal surface of the many-body wave function to coincide with that of a trial wave function $\psi_T$. If the nodal surface of $\psi_T$ is exact, this method provides unbiased estimates of the ground state energy. In the general case, one obtains a rigorous upper bound for the exact ground state energy, which is very close to the exact result if the nodes of $\psi_T$ are good approximations of the ground state nodal surface (see, e.g., [29]). In this study, we employ Jastrow-Slater trial wave functions defined as:

$$\psi_T(X) = D_+(N_U)D_-(N_D) \prod_{i_t,i_d} f(x_{i_t,i_d}) ,$$

(6)

where $X = (x_{1_t},...,x_{N})$ is the spatial configuration vector and $D_{+(-)}$ denotes the Slater determinant of single-particle orbitals of the particles with up (down) spin, and $x_{i_t,i_d} = |x_{i_t} - x_{i_d}|$ indicates the relative distance between any opposite-spin fermion pair. The Jastrow correlation term $f(x)$ is taken to be the solution of the s-wave radial Schrödinger equation describing the scattering of two particles in free space, as described in details in Refs. [30][10]. Since $f(x) > 0$, the nodal surface is determined by the Slater determinants, and therefore by the choice for the single-particle orbitals. We use the $N_U$ ($N_D$) lowest-energy single-particle eigenstates $\phi_j(x)$ (with $j = 0,\ldots,N_{+(-)} - 1$), which satisfy the single-particle Schrödinger equation in the external potential: $[-i\nabla^2 + V(x)]\phi_j(x) = E_j\phi_j(x)$, with the eigenvalues $E_j$. We determine these orbitals via exact diagonalization of the finite matrix obtained within a discrete-variable representation based on high-order finite-difference formulas for the Laplacian. The discretization...
error can be reduced at the point to be negligible compared to the statistical uncertainty of the Monte Carlo simulation.

While the fixed-node constraint might introduce a systematic bias, the predictions made with this approach have often been found to be extremely accurate. For example, the recent measurements performed at LENS with a strongly-repulsive Fermi gas in the upper branch of a Feshbach resonance\textsuperscript{31} — which have been analyzed within the spin-fluctuation theory of Ref.\textsuperscript{32} — have been found to agree with previous predictions for the equation of state and the Stoner ferromagnetic instability obtained via fixed-node DMC simulations in Ref.\textsuperscript{30}. Interestingly, it was shown in Ref.\textsuperscript{21} that in the one-dimensional case the fixed-node approach is, in fact, exact since the nodal surface consists only of the many-particle configurations where two identical fermions occupy the same point. This implies that any Slater-determinant wave function, as the trial wave function we use in this article, has the same nodes as the exact ground state\textsuperscript{33,34,35}. Therefore, the data we provide for the one-dimensional Fermi gas in the OL represent an exact benchmark, useful to measure the accuracy of the DFT calculations based on the LSDA or of any other computational tool. Furthermore, in order to compute unbiased expectation values also for the density profiles, we employ the standard forward walking technique\textsuperscript{36}.

4 One-dimensional atomic Fermi gas in an optical lattice

Let’s consider a one-dimensional Fermi gas with a zero-range repulsive interaction defined as $v(x_i-x_j) = g\delta(x_i-x_j)$, where the coupling constant $g$ is related to the one-dimensional scattering length $a_{1D}$ by the relation: $g = -2\hbar^2/(ma_{1D})$. We address the case of repulsive interaction, where $g \geq 0$ and, correspondingly $a_{1D} \leq 0$. The $a_{1D} \to -\infty$ limit corresponds to the noninteracting Fermi gas, while the $a_{1D} \to 0^-$ corresponds to the strongly-interacting limit where distinguishable fermions fermionize\textsuperscript{37,38,39}, i.e. their energy and density profiles correspond to those of indistinguishable (i.e. spin polarized) fermions\textsuperscript{40}. For consistency with the more familiar case of infinitely repulsive bosons, we refer to this limit as Tonks-Girardeau limit\textsuperscript{41}. In the following, we parametrize the interaction strength with the adimensional ratio $a_{1D}/d$, where $d$ is the OL periodicity.

This one-dimensional model is relevant to describe the experimental setup of an ultracold atomic gas confined in a tight cigar-shaped waveguide, sufficiently strong to prevent thermal excitations to higher radial modes. In this regime, the values of the one-dimensional scattering length can be determined from the experimental parameters, specifically from the three-dimensional s-wave scattering length $a$ and the radial harmonic confining frequency\textsuperscript{42}. The one-dimensional scattering length can be tuned from the noninteracting to the Tonks-Girardeau limit — and also beyond — by approaching a confinement induced resonance. This can be performed by exploiting a Feshbach resonance to modify the three-dimensional scattering length and/or by tuning the strength of the radial confinement.

We focus on a half-filled OL at the density $n = 1/d$, so that on average there is one fermion per well. In this configuration the correlation effects are enhanced and strong quasi long-range antiferromagnetic order arises as one increases the OL intensity $V_0$ and/or the interaction strength $E_{int}$\textsuperscript{43}. Therefore this regime represents a challenging testbed for the DFT calculations performed within the LSDA. It is worth pointing out that as a consequence of the Mermin-Wagner theorem in one dimension proper long-range antiferromagnetic order is not possible and the ground state is paramagnetic.

In Fig.\textsuperscript{1} the ground state interaction energy of the half-filled OL is reported as a function of the interaction parameter $a_{1D}/d$, for three OL intensities. The numerical values corresponding to (a selection of) these datasets are reported in Table I of the supplemental material\textsuperscript{44}. In the noninteracting $a_{1D}/d \to -\infty$ limit the ground state energy $E$ converges to the noninteracting gas results $E_{int}$, so that the interaction energy defined as $E_{int} = E - E_{int}$ vanishes. In the strongly-interacting $a_{1D}/d \to 0$ limit, $E$ approaches the energy of a fully polarized (i.e., with $N_\uparrow = N$ and $N_\downarrow = 0$) gas $E_{int}$, analogously to the case of bosons with infinitely repulsive delta-function interaction described by the Tonks-Girardeau theory\textsuperscript{37}. The discrepancies between the DFT prediction and the exact QMC results are surprisingly small, in particular for the shallow lattice of intensity $V_0/E_r = 1$. In order to better visualize these discrepancies, we display in Fig.\textsuperscript{2} the relative error of the DFT prediction $E_{DFT}$ with respect to the
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corresponding QMC result $E_{\text{QMC}}$. One observes that this relative error is smaller than 1% in a broad range of interaction strengths, up to $a_1/d < -0.2$. Only very close to the Tonks-Girardeau limit one has quite large (negative) relative errors. It is also worth noticing that the relative error is non-monotonic, being positive for weak and intermediate interaction strengths and negative close to the Tonks-Girardeau limit.

In order to shed light on the origin of the inaccuracy of the DFT prediction for the ground state energy, it is useful to inspect also the predictions for the density profiles, which are one of the main ingredients of the DFT formalism. Figure 5 shows the total density $\rho(x) = \rho_\uparrow(x) + \rho_\downarrow(x)$ as a function of the spatial coordinate $x$ at the intermediate interaction strength $a_1/d = -1$. The corresponding numerical values are reported in Table II of the supplemental on-line material. One notices again a remarkable level of accuracy, at all three OL intensities considered. In order to highlight the (small) discrepancies, we show in Fig. 6 the difference between the density profiles predicted by DFT and by QMC simulations. In shallow OLs with intensities $V_0/E_R \lesssim 2$ the DFT predictions exceed the QMC results at the peaks of the OL, meaning that DFT underestimates the density inhomogeneity. Instead, in relatively deep OLs $V_0/E_R \gtrsim 2$, the DFT result is higher than the QMC one at the minima of the OL potential, meaning that in this case DFT overestimates the density inhomogeneity.

Next, in Fig. 7 we show three density profiles for three values of the interaction parameter $a_1/d$, for a relatively deep OL with intensity $V_0/E_R = 3$. While for weak and moderately strong interactions the agreement between DFT and QMC simulations is, again, remarkably accurate, at the strongest interaction strength $a_1/d = -0.2$ the discrepancy becomes sizable. In order to better visualize this discrepancy, we plot in Fig. 8 the difference between the DFT and the QMC results. Consistently with the results discussed above, in this relatively deep OL the DFT prediction is higher than the exact QMC data at the minima of the OL potential, while it is lower than that at the maxima. Note that DFT applied to strongly localized electron systems also tends to favor, within the LSDA, electron densities that are more inhomogeneous than the true ones, leading to overbinding of atoms in molecules, and overestimating the calculated cohesive energies in solids. This well known deficiency of the LSDA for electrons is alleviated to a large extent by the use of the GGA approach, where functionals depend on the local density as well as on the spatial variation of the density, $\nabla \rho$. Computationally such corrections are as simple to use as the LSDA itself. This suggests that a possible improvement over LSDA for fermionic gases could be the addition of gradient corrections $\alpha \nabla \rho$, with adjustable phenomenological parameters $\alpha$, to the LSDA functional.

5 Three-dimensional atomic Fermi gas in a simple-cubic optical lattice

We now address a three-dimensional atomic Fermi gas in a simple-cubic OL. Since the zero-range (Fermi-Huang) pseudopotential supports two-body bound states in three-dimensions, we model the inter-species interactions using a purely repulsive potential with short but finite range, namely the hard-sphere model defined as: $v(r) = +\infty$ if $r < R_0$ and zero otherwise. This allows us to employ ground state computational methods, such as the DFT and the QMC methods considered in this article, while with the zero-range model the repulsive atomic state would be a highly excited (metastable) state, being the zero-temperature state a gas of bosonic molecules. At zero temperature, the properties of a sufficiently dilute atomic gas are universal, meaning that they depend only on the two-body scattering length $a$. For the hard-sphere model, one has $a = R_0$. As the gas parameter $na^3$ increases, other details of the potential might become relevant, the most important being the effective range and the $p$-wave scattering length. The regime where these nonuniversal effects become sizable has been carefully analyzed both in homogeneous gases and in OL systems. In this article, we consider a range of gas parameter where these effects are negligible.

We perform DFT calculations within the LSDA, using the exchange-correlation functional for the two-component Fermi gas with short-range interspecies interactions that has been reported in Ref. This functional was obtained from fixed-node DMC simulations of the equation of state of the homogeneous Fermi gas, and an accurate parametrization based on the Fermi liquid and the polaron
We consider an OL at quarter filling, i.e., \( nd^3 = 0.5 \). Figure 7 displays the comparison between the DFT and the QMC results for the ground state energy as a function of the OL intensity \( \lambda \). In order to better visualize the discrepancies, the quantity plotted is the interaction energy \( E_{\text{int}} = E - E_{\text{eq}} \). Two interaction strengths are considered, corresponding to two values of the ratio \( a/d \). At the moderate interaction strength \( a/d = 0.04 \), the discrepancy is remarkably small even is relatively deep OLs. The relative error on the total energy \( E \) reaches 0.2% at \( V_0/E_r = 4 \), which is the deepest lattice we consider. For very strong interactions \( a/d = 0.1 \), the DFT results agree with the QMC data only in shallow lattices \( V_0/E_r \lesssim 1 \), while significant discrepancies develop in deeper OLs. For example, at \( V_0/E_r = 4 \) the relative error on the total energy \( E \) is 1%. This analysis shows how the interplay between the correlations induced by strong interatomic interactions and the pronounced inhomogeneity due to deep external potential causes the breakdown of the LSDA, meaning that more accurate approximations for the exchange-correlation functional are needed.

We emphasize that, in contrast with the one-dimensional case where the fixed-node DMC simulations provide unbiased data, in three-dimensions the fixed-node DMC results represent an upper-bound for the exact ground state energy. This upper-bound is believed to be extremely close to the exact results, as demonstrated, for example, by the agreement between fixed-node DMC simulations (in deep OLs) with state-of-the-art constraint-path simulations of the Hubbard model \(^{37,10}\), and also with the recent experiments performed at LENS for strongly-repulsive homogeneous Fermi gases mentioned in Sec. 3. Still, accurate experimental measurements of the zero-temperature equation of state in three-dimensional OLs would represent an extremely valuable benchmark for the fixed-node approach and for the DFT calculations.

6 Conclusions and outlook

We performed a detailed benchmark of DFT calculations based on the LSDA for the exchange-correlation functional against QMC simulations. We considered a one-dimensional Fermi gas in a half-filled OL and a three-dimensional Fermi gas in a simple-cubic OL at quarter filling. The one-dimensional case is special since the QMC results obtained with the fixed-node approach are unbiased, being affected only by statistical uncertainties. This allowed us to demonstrate that the LSDA is extremely accurate in a broad range of interaction strengths and of OL intensities. Still, important inaccuracies of the LSDA emerge in the close vicinity of the strongly-interacting Tonks-Girardeau limit and in very deep OLs (if interactions are not weak). We argue that the data we provide (see the supplemental material \(^{14}\)) represent an ideal testbed to further develop the Kohn-Sham DFT formalism beyond the LSDA. This might include the use of gradient-dependent correction terms in the total energy density functional. Also in the case of the three-dimensional Fermi gas the agreement between DFT and QMC data is remarkable, at least in shallow OLs, and we hope that our study will motivate further experiments aiming at accurately measuring the equation of state and the density profiles of repulsive Fermi gas in OLs, in particular close to half-filling, a regime which is particularly challenging for any computational technique, including the QMC and the DFT methods we considered in this article. These measurements could be used as a testbed to develop more accurate exchange-correlation functional in higher dimensions.

The Kohn-Sham DFT formalism provides theoreticians with a useful computational tool to predict the properties of ultracold atomic gases in complex experimental configurations. Albeit approximate in its practical implementations, this method allows one to address much larger system sizes than those amenable to other computational methods such as, e.g., QMC algorithms, at the point to consider models of trapped clouds with realistic system sizes.\(^{20}\) Furthermore, it can be easily extended to simulate dynamical properties. The analysis we provide in this article is valuable since it maps out the regime where the most commonly adopted approximation for the exchange-correlation functional, namely the LSDA, is reliable, thus providing a useful guide for future studies.
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Supplemental material for “Density functional theory versus quantum Monte Carlo simulations of Fermi gases in the optical-lattice arena”

In Table 1 we report the ground-state energy per particle $E/N$ (in units of $\hbar^2/(2md^2)$) of a one-dimensional Fermi gas in an optical lattice (OL) computed via fixed-node diffusion Monte Carlo simulations, as a function of the interaction parameter $a_{1D}/d$, where $a_{1D}$ is the one-dimensional scattering length and $d$ is the optical-lattice periodicity. Two OL intensities $V_0/E_r$ are considered, where $E_r = \hbar^2\pi^2/(2md^2)$ is the recoil energy, with $\h$ the reduced Planck constant and $m$ the particle mass. The system size is $L = 26d$, and the particle number is $N = N_l + N_r = 26$, with $N_l = 13$ spin-up and $N_r = 13$ spin-down fermions. Periodic boundary conditions are assumed. The first and the last rows correspond, respectively, to the energies of the noninteracting gas $a_{1D}/d = -\infty$ and of the fully polarized gas (i.e., with $N_l = 26$ and $N_r = 0$), which is reached in the Tonks-Girardeau limit $a_{1D}/d \rightarrow 0$. These energies have been computed via exact numerical diagonalization. In the thermodynamic limit, the ideal-gas energy per particle at $V_0/E_r = 1$ is $E/N \cong 5.42151\hbar^2/(2md^2)$, meaning that finite size effects are below 0.1%. By performing diffusion Monte Carlo simulations with systems sizes up to $L = 54d$ we verified that in the interacting case the finite size effect is of the same order of magnitude.

In Table 2 we report the local density $\rho(x)$ (in units of $1/d$) as a function of the spatial coordinate $x$ (in units of $d$), for three combinations of OL intensity $V_0/E_r$ and interaction parameter $a_{1D}/d$. The total system size and the particle numbers are as in Table 1. Since within statistical uncertainties the density profile has periodicity $d$, we report only data corresponding to the first well of the optical lattice $x \in [0 : d]$.

| $x$ | $E/N$ for $V_0/E_r = 1$ | $E/N$ for $V_0/E_r = 4$ |
|-----|-----------------|-----------------|
| $-\infty$ | 5.41691 | 15.751888 |
| -16 | 5.48029(2) | 15.83557(3) |
| -12 | 5.50076(3) | 15.86193(4) |
| -6 | 5.57983(3) | 15.95982(7) |
| -4 | 5.65446(7) | 16.04662(8) |
| -2 | 5.8548(1) | 16.2419(4) |
| -1 | 6.1700(2) | 16.4417(5) |
| -0.6 | 6.4656(2) | 16.5568(6) |
| -0.4 | 6.7087(2) | 16.6254(5) |
| -0.2 | 7.0689(4) | 16.7070(7) |
| -0.1 | 7.3126(5) | 16.7563(7) |
| 0 | 7.6146225 | 16.825781 |

Table 1. Energy per particle $E/N$ for a one-dimensional Fermi gas in a half filled optical lattice as a function of the interaction parameter $a_{1D}/d$. Two optical lattice intensities $V_0/E_r$ are considered.