Plume Tracking Strategy in Turbulent Environment Using Odor Sensor with Time Constant
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The problem of tracking a dynamic odor plume using a realistic odor sensor model was investigated in a computer simulation. A chemical sensor typically has a significant time response delay that can disturb its practical application. This characteristic presents a challenge in tracking a dynamic plume toward the source. A reliable plume tracking strategy in a dynamic turbulent environment was designed through this simulation, which exploits the transient response of the chemical sensor. In this simulation, a mathematical model derived from a semiconductor gas sensor for sensing ethanol gas was used to model the sensor response. The sensor model was embedded into a chemotaxis–anemotaxis-based plume tracking strategy using a single sensor node to localize the source. In essence, the localization strategy is to search for the plume centerline and then move upwind along the centerline. The plume edges are estimated by evaluating the gradient of the fitting model of the frame size of the latest data points of sensor response during tracking. The strategy was tested on a turbulent environment simulated using a computational fluid dynamics (CFD) software. Although the odor distribution was complicated owing to the turbulent airflow and the obstacles, evaluation of the plume tracking strategy to localize the source starting from 404 initial positions achieved a success rate of approximately 70%.

1. Introduction

Odor source localization has remained an interesting research topic in recent years owing to its potential contribution when such technology is successfully realized into application. This technology enables autonomous sensing systems to search for the origin of gas leakages under harmful or difficult situations and human victims in the event of disasters, for example.

There are several points to be solved in order to realize localization in a practical application. One of the issues is the fact that some commercially available chemical sensors typically have a significant response time delay especially in a real-time application task. Some works were carried out to model the response delay and considered it in the design of a source localization strategy. For example, Eu and Yap developed a sensing method to overcome the long recovery time of a metal-oxide gas sensor using evidential theory. Shigaki et al. developed
a sensing method to estimate the input timing using an auto-regressive with exogeneous input (ARX) model. Ishida et al.\cite{ishida2010} proposed a control mechanism of a plume tracking robot on the basis of the transient response of a gas sensor. There has been an increasing interest in using the computational fluid dynamics (CFD) framework in the simulation of the odor source localization strategy. The CFD framework was used to build a realistic environment for evaluating source localization using a single robot or multiple robots.\cite{fukuda2011, fukuda2012, fukuda2013, fukuda2014}

In this study, an odor plume tracking strategy using a gas and an anemometric sensor embedded in a mobile node is extended from the previous work\cite{fukuda2011} by taking the gas sensor response delay into account. In this strategy, a new method of plume edge determination in a dynamic turbulent airflow based on the change in the transient sensor response over time is introduced. The strategy utilizes the transient sensor response, which corresponds to odor concentration, and flow direction to track the plume. The odor sensor has a response model derived from an actual semiconductor gas sensor. In this simulation experiment, a complicated circumstance is presented in which the search area is the floor of a closed room model with obstacles. Moreover, the tracking is started when an odor such as ethanol gas has been approximately distributed over the entire floor. The ethanol accumulation inside the room makes plume edge determination increasingly difficult with time.

The novelty of this work is the plume edge detection method, which uses a gradient sign computed from the sensor response function over time. This method detects the start edge of the plume by the negative gradient and the end of the plume by the positive one. There is no requirement of a threshold here, which potentially allows the application of this method for plume detection in any environment with any baseline concentration level.

Ultimately, this work contributes as follows. First, we built a testing environment using the CFD simulation to enable a thorough and repetitive evaluation of an odor source localization strategy under near-real-world circumstances. Second, the tracking strategy is designed to utilize a sensor with a response delay, demonstrating the feasibility of such sensor in practical application. Finally, the development of a localization strategy using a single sensor node equipped with an odor sensor and an anemometric sensor promotes further research for autonomous source localization using actual mobile robots.

2. System Modeling

2.1 Simulation framework

In this simulation experiment, the objective is to develop a two-dimensional (2D) odor plume tracking strategy for a turbulent environment, using an odor sensor with a time constant. The odor source is located on the floor. The turbulent environment is modeled using a CFD software, Fluent 17.2 (ANSYS, Inc.). The data of the modeled environment is then integrated into the plume tracking simulation in MATLAB (MathWorks, Inc.).
2.2 Odor distribution

In the real-world environment, the odor source localization task generally encounters odor distribution in a turbulent environment. Assuming that odor is passive and neutrally buoyant, its distribution in such an environment is determined by the airflow dynamics. Among the various turbulent flow models available, we selected the standard $k-\varepsilon$ model based on Reynolds-averaged Navier–Stokes (RANS) models. This model is defined by two transport equations that describe the behaviors of the kinetic energy $k$ and its dissipation rate $\varepsilon$.\(^{(10)}\) In this model, it is assumed that the turbulent viscosity is isotropic in all directions. This turbulent model is established as simulation parameter in a CFD modeling of the environment.

2.3 Testing environment

A turbulent environment was simulated in the transient mode using the CFD software. It is a modification of the closed room model with one screen that we used in a previously reported work.\(^{(4)}\) It has now three screens 180 cm high and 50 cm wide as obstacles and the odor source is an outlet with a surface area of 25 cm\(^2\) emitting ethanol vapor continuously at 50 ml/min as shown in Fig. 1. This change presents higher complexity for source localization as more eddy areas are created downwind of the screens and the plume width is narrower than before. The physical parameters of the environment are shown in Table 1.

![Fig. 1. Closed room model. The floor of the room is the searching area.](image)

### Table 1

| Parameter      | Setting                                    |
|----------------|--------------------------------------------|
| Odor source    | Ethanol gas (C\(_2\)H\(_5\)OH)             |
|                | Emission rate: 50 ml/min                   |
| Material       | Room boundaries: aluminum                 |
|                | Fluid: mixture of ethanol gas and air      |
| Temperature    | Window: 10 °C                              |
|                | Others: 15 °C                              |
| Flow model     | Standard $k-\varepsilon$ model             |
| Time step      | 0.1 s                                      |
| Output         | Coordinate, ethanol mass fraction, flow velocity |
This modeling was executed in two phases: First, the simulation was conducted without odor release for 600 s. During this time, natural convective airflow was gradually developed due to the difference between the temperature at the window (10 °C) and that at another part of the room (15 °C). Second, it was continued with odor (ethanol) release from the gas outlet for 600 s. These two phases resulted in time series of 3D data for 1200-s-long simulation consisting of odor concentration (ethanol mass fraction) and flow velocity irregularly distributed in space. Figure 2(a) shows airflow and ethanol distribution profile in ANSYS at 700 s and Fig. 2(b) shows the evolution of the ethanol mass fraction over time at point A in Fig. 2(a). The natural convective airflow in an enclosure is also known as internal natural convection.\textsuperscript{(11)} This airflow in general has laminar characteristics. However, the geometry and surface of the enclosure can disturb the flow and change its characteristics to become turbulent.\textsuperscript{(12)} As shown in Fig. 2, the obstacles disturb the flow and create turbulence at the downwind side of them.

In MATLAB, the data are processed with grid interpolation, resulting in uniformly distributed data. The interpolation grid size is 5 cm. The source localization strategy searches for an odor source on the floor of the room model using 2D data throughout a horizontal plane 5 cm above the floor. Therefore, time-series 2D data at 5 cm above the floor was extracted from the 3D data. Moreover, only the data when odor had been released was used for the simulation.

2.4 Sensor node model

In this simulation, the sensor node (robot) is modeled as a mass point and it can move in any direction on the floor. Thus, it is assumed that the airflow is not disturbed by the sensor node’s movement.

The sensor node measures odor concentration and flow direction, and checks for the existence of obstacles every 1 s interval while moving. During this process, necessary data are collected:

Fig. 2. (Color online) (a) 2D airflow profile and odor distribution at 5 cm above the floor at 700 s (ANSYS). (b) Ethanol mass fraction over time at point A in (a) at 5 cm above the floor.
• observed sensor response \( \{r(x_i, y_i, t_i)\}_{i=1}^k \) and

• flow velocity \( \{u_x(x_i, y_i, t_i), u_y(x_i, y_i, t_i)\}_{i=1}^k \),

where \((x_i, y_i, t_i)\) is the \(i\)th location and time when the data are collected, and \(u_x\) and \(u_y\) are the airflow velocities in the \(x\) and \(y\) directions, respectively. To perform the sensing task, the node is assumed to be equipped with an odor sensor, an anemometric sensor, an ultrasonic sensor, a GPS system, and a timer.

The odor sensor has a response model derived from an actual semiconductor gas sensor (TGS822, Figaro Engineering) for a remote-sensing source localization system\(^{13}\). To simplify the model, the sensor response can be expressed as a function of time. The steady-state model of sensor response calibration over ethanol concentration is

\[
r_0(k) = \left[ 1 + 0.2309C_0(k) \right]^{-0.6705},
\]

where \(r_0(k)\) is the ideal sensor response (ratio of \(R_{\text{gas}}\) to \(R_{\text{air}}\)) at time \(k\) and \(C_0\) is the ethanol concentration in ppm. From this equation, the maximum \(r_0\) is equal to unity for zero concentration \(C_0\). For sensor subsequent measurement at time \(k\) and \(k+1\), there is a time delay for the sensor response to change from \(r_0\) to \(r_0(k+1)\). If the delay is described by the first-order discrete-time system, the dynamic sensor response is obtained as

\[
r(k+1) = 0.95r(k) + 0.05r_0(k),
\]

where \(r(k)\) and \(r(k+1)\) are the observed sensor responses at time \(k\) and \(k+1\), respectively.

The sensing method by Eu and Yap\(^2\) requires some input parameters including the transient response and the threshold values for determining a certainty factor of odor detection. This method has complication in selecting the appropriate certainty factors and the threshold values, which should be different for different environmental conditions. This could discourage practical application. The auto-regressive model used in the sensing method by Shigaki et al.\(^3\) is capable of modeling a wide range of nonlinear systems. However, the model function could contain an excessive number of terms and another method is required to determine the significant terms of this model. In order to comply with the real-time requirement, the challenge for using this method is to obtain a concise model of the sensor response.

In this study, the response dynamics is modeled on the basis of the sensor response characteristic to the target chemical and is independent of environmental conditions. Therefore, the model is computed only once for a particular sensor and is applicable for different kinds of environment. This simplicity allows the application of the method for any environment with different baseline concentration levels and increases the robustness against fluctuations.

An ultrasonic sensor is used to detect an obstacle so that the node can avoid it. It detects the obstacle within a 5 cm proximity in the direction 180° ahead. In general, the obstacle is avoided by turning the tracking direction 90° away from the direction to the obstacle.
3. Plume Tracking Strategy

The main focus of our tracking strategy is source searching by tracking the plume. The tracking strategy here is an extension of the strategy that we reported previously. In previous work, the sensor was assumed to be ideal. It is capable of sensing any odor concentration and recovers from the response immediately. On the other hand, here, a realistic sensor model, whose sensor response shows delay, is used. Therefore, the new strategy is designed to exploit the transient sensor response and flow direction information to localize the source. The basic strategy is to look for the plume centerline and move upwind along the centerline toward the source.

3.1 Tracking phase

In this paper, a new simpler strategy than the previous one is proposed. As described in Fig. 3, the strategy has 3 phases.

- Upwind tracking: Tracking is started in phase. In this phase, the node moves in the upwind direction. It continues until it is declared that the node is out of the plume and then switches to ‘crosswind scanning’.

- Crosswind scanning: Upon beginning ‘crosswind scanning’, the tracking node turns to the direction 90° clockwise or counterclockwise from the upwind direction and then moves straight to search for the plume. The direction of the first turn, either clockwise or counterclockwise, is predetermined because there is no prior information of the plume location. However, the second turn onward is determined from the previously obtained plume location. In this phase, the search strategy is similar to the zigzag flying motion of a moth searching for a plume, i.e., the node moves in a crosswind direction for a certain distance to look for a plume edge. When the edge is not found within that distance, it moves in the opposite direction and searches for triple the previous distance and so on. This expanding zigzag search ends when a plume is found. Upon finding the plume, the plume centerline is determined from the minimum response found or the central point between the start and ending edges and then the phase switches to ‘move to the centerline’.

![Fig. 3. Phases of plume tracking strategy.](image-url)
● Move to the centerline: In this phase, the node simply moves to the estimated centerline. Information on odor concentration and flow velocity is ignored during this phase. When the node has reached the estimated centerline, the phase switches to ‘upwind tracking’. The determination of the plume edges and centerline is explained in Sect. 3.3.

### 3.2 Tracking speed and obstacle avoidance

As the sensor has a response delay, the faster the node moves, the less accurate the sensor response data it obtains. To compromise between the demand of fast tracking and appropriately accurate sensor response, we devised the sensor node (robot) with two speeds: high speed and low speed. The high speed is used during ‘upwind tracking’ and ‘move to the centerline’, whereas the low speed is used during ‘crosswind scanning’ as a more accurate response is considered necessary in this phase to estimate the centerline.

For selecting reasonable speeds, we took reference from a real experiment using a search robot with the same type of gas sensor as we used here. In that experiment, the robot moves at a speed of 10–20 cm/s to localize an odor source in indoor space without an obstacle. In this study, more complication is provided by the turbulence created by the obstacles and the sensor response delay. Therefore, we selected the high speed to be 5 cm/s and the low speed to be 2.5 cm/s. The speed values are indeed subject to optimization. However, the investigation for optimum speeds will be left as a future work.

The obstacle avoidance is prioritized over odor search. When detecting an obstacle, the robot stops searching/tracking for odor and turns 90° and then moves, even if the odor information leads the robot toward the obstacle. This design is reasonable especially when it is known that the sensor response contains delay.

### 3.3 Determination of plume edge and centerline

A real-time method of detecting and tracking a dynamic plume is desirable. However, that is not possible owing to the sensor response delay. The plume is reliably indicated by the ideal sensor response \( r_0 \), but it is not accessible during plume tracking. However, the \( r_0 \) model can be derived through a calibration experiment. An investigation was performed in MATLAB to understand the correlation between the ideal response \( r_0(k) \) and the observed response \( r(k) \) by measuring the odor while moving the sensor node through a plume at a low speed. In this investigation, the real odor concentration is assumed to be available through the measurement and is used to calculate \( r_0 \). An example of the measurement track and the obtained responses are shown in Figs. 4(a) and 4(b), respectively. In Fig. 4(b), \( r_0 \) and \( r \) are shown as the red and blue lines, respectively.

A transient sensor response function over time is obtained by applying curve fitting to the latest frame of \( n \) data points of observed response \( \{r(t_i)\}_{i=k-n+1}^{k} \) every time a new response value is obtained. The curve fitting is performed by the third-order polynomial regression technique. The fitting response function over time for time interval \([t_{k-n+1}, t_{k}]\) is
where $\hat{r}(t)$ is the expected observed response at time $t$ and $w_3$, $w_2$, $w_1$, and $w_0$ are coefficients for minimizing the residual. The first derivative of $\hat{r}(t)$ is the gradient function of the observed response for time interval $[t_{k-n+1}, t_k]$, i.e.,

$$\{r'(t) = d\hat{r}(t)/dt\}^{t_k}_{t_{k-n+1}}.$$  

This gradient describes the rate of response change over time. The successive plot of $r'(t)$ for $[t_{k-n+1}, t_k]$ is shown as a black curve in Fig. 4(b). This curve shows that a positive $r'$ correlates with an increase in $r_0$ and a negative $r'$ correlates with a decrease in $r_0$. From Eq. (1), we know that a high $r_0$ corresponds to low concentration and a low $r_0$ corresponds to high concentration. As the gradient function is derived every time a new value is obtained at $t_k$, each data point obtained at time $t_i \geq t_0$ is included in the gradient calculation $n$ times in sequence, resulting in $n$ gradient values corresponding to each value. This repetitive calculation is handled by summing the overlapping gradient values for each data point. The sign of the summed gradient is shown as the green line in Fig. 4(b). The plume start and end are determined at the start and end of a gradient change to negative and positive, respectively, as marked by black markers in the green line.

The determination of the plume edge is a crucial problem in this strategy because it influences all the switching conditions of the phases. Since the gradient is calculated using $n$ data points, at the beginning of tracking, the first calculation is started when the obtained data
is equal to \( n \) data points. This causes a delay in judging the plume edge by \((n - 1)\) data points. Apart from the sensor response delay, another issue in determining the edges is that turbulent airflow can create a pocket of highly concentrated odor separated from the main plume. Odor measurement through this pocket can present a gradient sign change that leads to the incorrect determination of the plume edge. This issue can be solved by the redundant checking of the gradient sign before declaring the plume edge. The declaration of edge detection is made when the gradient sign is consistent every time new sensor data is obtained for several detections. This method adds more delay in edge detection but can improve its accuracy.

The plume centerline is searched during ‘crosswind scanning’. We investigate two methods of estimating the centerline. The first is a search for the minimum sensor response that corresponds to the maximum odor concentration within the plume. The second is to calculate the central point between the start and end of the plume.

In this simulation, it is assumed that a GPS system provides an absolute position. The position information is used to pinpoint the estimated centerline location in the end of crosswind scanning (see Fig. 3). Although the exact requirement for accuracy was not investigated, the acceptable error for the centerline coordinate in the crosswind direction should be smaller than half of the crosswind width of the plume so that the estimated location is still inside the plume.

4. Plume Tracking Simulation

4.1 Methodology

The environment changes every 0.1 s as defined in the ANSYS parameters. The tracking is started when odor has been continuously released for 100 s, by which time, a relatively steady odor plume has developed. The time duration to localize the source is 500 s. The tracking node is assumed to have found the odor source successfully if it arrives within 20 cm from the source location before the time limit. The frame size \( n \) for the curve fitting of sensor responses is 5 data points. The redundant check of the gradient sign change is performed 5 times. In order to increase the robustness of upwind tracking against eddies and turbulent flow, the upwind direction during ‘upwind tracking’ is determined by averaging the flow direction of the last 5 data points.

In this simulation, the performances of tracking were compared between the two methods of centerline determination. The overall performance is evaluated by running the tracking simulation starting from 404 initial positions. The performance parameters are the average time required to localize the source, the standard deviation, and success rate, i.e., the ratio of the number of tracking cases in which the odor source was successfully found before the time limit to the total number of tracking cases.
4.2 Result and discussion

A case of tracking simulation starting from the initial position (2.2,1.2) is shown in Fig. 5(a) and the sensor response is shown in Fig. 5(b). In Fig. 5(a), the directions and sequence of the tracking phases are indicated by black arrows with numbers. The tracking starts with ‘upwind tracking’ (1), then ‘crosswind scanning’ (2), then ‘move to the centerline’ (3), and finally ‘upwind tracking’ (4) until the node arrives within 20 cm of the source location (indicated by the red circle around the source location).

In Fig. 5(b), the red line is the ideal sensor response ($r_0$), the blue line is the observed sensor response ($r$), the black line is the framewise gradient of sensor response ($r'$), and the green line is the gradient sign multiplied by 0.1 to aid in easy observation. From the green line, the state of the node when the corresponding sensor response is obtained either inside or outside a plume can be observed. The node is assumed to be inside the plume when the line is negative and outside when it is positive. The marker shape on the green line indicates the phase state, i.e., ● for ‘upwind tracking’, ■ for ‘crosswind scanning’, and * for ‘move to the centerline’. As shown in the green line, the tracking phase is not switched at the first plume edge detection, rather after 9 data points owing to the 4-data-points delay in judging the edge ($n - 1$) and the 5-data-points delay for the redundant check.

The overall tracking performances are evaluated and compared for the two centerline determination methods, i.e., phase based on (a) minimum response and (b) central point between the start and ending edges, as shown in Fig. 6. In the figures, the time performance of tracking starting from an initial position is represented by colored cells at the coordinates of the initial position. In this context, failure, that is, the odor source has not yet been localized by the maximum allowed time, is represented by yellow. The figure shows that the successful cases, regardless of the centerline determination method, have initial positions with high odor concentration or near the plume centerline. However, the determination method using the central point showed better performance for initial positions far from the source at

![Fig. 5. (Color online) (a) Plume tracking starting from initial position (2.2,1.2). The contour lines indicate locations with the same concentration. (b) Sensor response recorded during tracking.](image)
The performance with initial positions far from the centerline is generally long, typically owing to failure in finding the plume. This failure might correlate with the design selection of the strategy in which tracking starts with ‘upwind tracking’. The performance when initial positions are at the upwind side of the source is also generally long as this tracking strategy is basically designed only to move crosswind to search for the plume centerline and move upwind along the centerline and does not have a suitable method of searching for the plume in the downwind direction.

The performance statistics of the strategy with and without time delay consideration are shown in Table 2. The tracking strategies with response delay consideration perform better as they show significantly higher success rates and lower average times to localize the source than does strategy without delay consideration. Among the strategies considering response delay, the one using centerline determination based on a central point is statistically better. This finding suggests that centerline determination based on the central point is more accurate. Centerline determination using the minimum response is less accurate owing to the sensor response delay. Further investigation indicates that the inaccurate determination of the centerline can lead to missing the plume completely for the narrow plume.
5. Conclusions

The strategy plume for tracking in a turbulent environment using an odor sensor with a time constant was developed and evaluated in a simulation framework using computational fluid dynamics. The sensor response delay makes the observed response value unreliable in representing odor concentration dynamics. Therefore, the transient characteristic of sensor response data was investigated to identify a plume. The transient characteristic was observed by calculating the gradient of the data. From this observation, it was found that the gradient sign of a curve-fitted time series response is sufficiently reliable to detect a plume edge. The problem of inaccurate plume identification owing to plume dynamics was addressed by incorporating a redundant check of the gradient sign. This plume detection was used as the input parameter for all switching conditions of the tracking phases and the centerline determination. The evaluation of the tracking strategy in a realistic turbulent environment shows promise with a success rate of around 70%. The success rate is quite high considering the complexity of the environment and that many initial positions of the evaluation are near walls and at the upwind side of the source, which are significant disadvantages for source localization.

The failures were frequent when tracking began at initial positions far from the centerline and at the upwind side of the source. Therefore, further improvement should be made by including a strategy for tracking from these areas. The performance of a plume tracking strategy without response delay consideration was also presented here for comparison. The statistical difference between the performance of the strategy with response delay consideration and without it may not be wide but it is significant and helpful since any actual chemical sensor has response delay. Considering that the statistical result is obtained from a sufficient number of tests covering the entire search area, the proposed delay consideration strategy is likely to consistently provide a clear advantage for different environmental conditions. The difference is expected to be enhanced the faster the sensor node moves. Although actual sensors are not used in our work, the strategy described here is applicable to a sensing system to search for an odor source.

Table 2
Performance of tracking for different centerline determination method. The search was carried out from 404 initial positions and the time limit for each duration is 500 s.

| Tracking strategy                     | Centerline determination by | Time performance (s) | Success rate (%) |
|---------------------------------------|-----------------------------|----------------------|------------------|
|                                       | Minimum response between two plume edges | Mean 287.85  | Std. deviation 174.00  | 69.55            |
|                                       | Central point between two plume edges     | Mean 269.02  | Std. deviation 169.36  | 71.53            |
| Without response delay consideration  | Minimum response              | Mean 331.8   | Std. deviation 161.25  | 63.61            |
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