Multi-scale biomedical knowledge networks are expanding with emerging experimental technologies that generate multi-scale biomedical big data. Link prediction is increasingly used especially in bipartite biomedical networks to identify hidden biological interactions and relationships between key entities such as compounds, targets, gene and diseases. We propose a Graph Neural Networks (GNN) method, namely Graph Pair based Link Prediction model (GPLP), for predicting biomedical network links simply based on their topological interaction information. In GPLP, 1-hop subgraphs extracted from known network interaction matrix is learnt to predict missing links. To evaluate our method, three heterogeneous biomedical networks were used, i.e. Drug-Target Interaction network (DTI), Compound-Protein Interaction network (CPI) from NIH Tox21, and Compound-Virus Inhibition network (CVI). Our proposed GPLP method significantly outperforms over the state-of-the-art baselines. In addition, different network incompleteness is analysed with our devised protocol, and we also design an effective approach to improve the model robustness towards incomplete networks. Our method demonstrates the potential applications in other biomedical networks.
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1 Introduction

Network science is well applied in both medicine [1] and pharmacology [2] areas to better understand the disease interactome and system-level drug response. In the past decade, increasing multi-scale biomedicine networks [9,10,11] have been constructed, connecting multi-level entities such like drugs, targets, activities, diseases, side-effects and omics. In these biomedicine networks, link prediction [3,4] is one of the important network-based computing and modelling approaches for studying biomedicine relationships, which has great potency in drug repurposing [5], target identification [6] and biomarker discovery [7]. To our knowledge, researchers usually refer to recommendation algorithms [8] to fulfill such link prediction tasks. There exist two main branches of recommendation algorithms: content-based recommendation methods [12] and collaborative filtering models [13]. Content-based recommendation methods take account of attacker (user) and target (item) side information as their attributes, find optimal projections between attackers and targets, and to predict future behavior of attackers or probable ratings of targets, i.e., interactions between attackers and targets. Collaborative filtering models utilize collective attacker-target links to predict missing/future interactions in the bipartite attacker-target network.

In this work, we convert collective attacker-target links from biomedical network into partially observed matrix, and treat the Matrix Completion (MC) task as link prediction on graphs. Attacker-target interactions, such as Drug-Target Interaction (DTI), Compound-Virus Inhibition (CVI), etc., can be represented as bipartite attacker-target network in which edges denote observed links. In our proposed Graph Pair based Link Prediction (GPLP) method, we extract 1-hop subgraph around each node (attacker or target) on the bipartite network. Such 1-hop subgraphs contain local graph pattern which is deterministic for inferring missing links, and independent on attacker and target side information as well [14]. Exhaustively around each attacker and target node pair, we construct their 1-hop subgraphs for GNN model to extract subgraphs latent features as representations of each attacker and target node. Such representations
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Figure 1: Illustration of Graph Pair based Link Prediction (GPLP) framework. (a) Heterogeneous biomedical network is firstly converted into (b) observed interaction matrix between attackers and targets. Then, extracted 1-hop subgraphs \( G^M_{a→t} \) and \( G^N_{t→a} \) around each attacker and target are paired as (c) one input graph \( \hat{G}^{M×N}_{a,t} \) for training (d) GNN with MLP model. From all the training graphs \( \hat{G}^{M×N}_{a,t} \), GNN with MLP can learn the local graph patterns to predict (e) link probabilities between new input attacker and target pairs.

are used to infer the potential links via Multi-Layer Perceptron (MLP) classifier (or regressor). Figure 1 illustrates the framework of our method.

The main contributions of our work are:

• We explored a novel end-to-end GNN method for predicting potential/missing links in biomedical network.
• Our method is independent on side information of attacker and target, simply based on their observed connections in the network.
• We curated an antiviral compound-phenotype network for researchers to fight against the COVID-19 pandemic.
• We invented a protocol to analyse the robustness of network based models towards real biomedical scenarios.

This paper is organized as follows: Section 2 introduces the related methods used in complex systems. Section 3 gives specific description of our GPLP framework. Methods comparison results on different biomedical networks are shown in Section 4. Robustness analysis of GPLP and future work are discussed in Section 5.

2 Related work

In this section, we briefly introduce theories of graph neural networks (GNN) and matrix completion (MC) methods used in complex systems, such as recommendation systems and biomedical networks. Also, we give a discussion on motivations of using GNN methods to fulfil MC tasks.

2.1 Matrix Completion

Matrix Completion (MC) is a kind of task formulation [15] commonly used in recommender systems, which converts heterogeneous network datasets into observed matrix \( \mathcal{M} \), and aims to fill the missing entries of \( \mathcal{M} \). In the matrix \( \mathcal{M} \), the rows and columns represent users (attackers) and items (targets) respectively, each element in \( \mathcal{M} \) denotes the interaction between corresponding (attacker, target) pair coordinate. To fulfil the MC tasks, well-known Matrix Factorization (MF) methods decompose the low-rank \( \mathcal{M} \) into the product of two lower dimensionality of rectangular matrices \([16, 17]\). Later on, Singular Value Decomposition (SVD) is adopted in MF families \([18, 19, 20]\), which decompose \( \mathcal{M} \) into the inner product of three matrices \( X, Y \) and \( P \) (i.e., \( \mathcal{M} = XPY^T \)), where \( X \) and \( Y \) contain the latent features of attackers and targets respectively, \( P \) is the association matrix. The idea is to find the projections from \( X \) to \( Y \) by determining the optimal \( P \) from \( \mathcal{M} \). SVD based MF methods can integrate latent features of attackers and targets, and therefore partially solve the cold-start problem [18].

Also, SVD based MF methods successfully solved many biomedical problems, such as Drug-Target Interaction (DTI) prediction [8], Gene-Disease Association prediction [21], etc. In the work [8], the low-dimensional latent features of drug (attacker) and target is obtained by integrating heterogeneous data, such like drug-drug interaction, drug-side-effect, drug-disease association, drug similarities for attacker, and protein-protein interaction, protein-disease association, protein similarities for target. The integrated features describe topological properties for each attacker.
and target respectively. Similarly, for predicting Gene-Disease Association [21], microarray measurements of gene expression, gene-phenotype associations of other species and HumanHet [22] features (incorporating mRNA expression, protein-protein interactions, protein complex data, and comparative genomics) serve as latent gene (attacker) features, while disease similarities from MimMiner [23] and features collected from OMIM diseases [24] are used as latent disease (target) features. As we can see, the performance of MF methods is highly dependent upon the integrated latent features as representations of attackers and targets. Usually, the feature construction procedure are manually designed, and separate from the optimization of association matrix $P$ in MF procedure as well.

## 2.2 Spatial based Graph Neural Networks

Recently, GNN based methods have demonstrated breakthroughs in many tasks regrading to network datasets [25], such like protein structure, knowledge graph, physical systems [26][27], etc. There are mainly two reasons to use GNN methods in network datasets: (1) most of the complex systems datasets are in the form of graph structure. (2) GNN methods are featured at processing topological connections among nodes, and learning graph representations [25].

Existing GNN methods can be categorized into two types: spectral based methods and spatial based methods [25]. For spectral based GNNs, graphs are projected into Fourier domain where the convolution operation is conducted by computing Laplacian eigendecomposition [28][29]. Due to the high computational complexity of Laplacian eigendecomposition, the Chebyshev polynomials are adopted as an approximation [28][29]. Spatial based GNN methods imitate convolutional neural networks (CNN) by aggregating and updating neighborhood message from central node $G$, and construct the whole graph representation through read-out function. General operations of spatial based GNN can be expressed as below:

$$h^k_u = C^k(h^{k-1}_u, A^k(\{h^{k-1}_u, e_{uv}, u \in \mathcal{N}(v)\}))$$

(1)

where $h^k_u$ is the node feature of center node $v$ at $k$th layer, $e_{uv}$ is the edge feature between $v$ and its neighbor node $u$. $\mathcal{N}(v)$ denotes the neighborhood of node $v$, usually 1-hop neighbors. Aggregating function $A(\cdot)$ aggregates node features over neighborhood of $v$, while updating function $C(\cdot)$ integrates features both from center node $v$ and its neighboring features aggregated by $A(\cdot)$. Various mathematical operations have been adopted as $A(\cdot)$ and $C(\cdot)$. For instances, in work [30], mean-pooling and attention mechanisms are used as $A(\cdot)$, whereas GRU [30], concatenation [30] and summation are usually applied as $C(\cdot)$.

For obtaining whole graph representation, a pooling function, namely read-out, is used at the last $K$th layer:

$$h_G = R(\{h^K_u \mid u \in G\})$$

(2)

$h_G$ means the whole representation of input graph $G$. $R(\cdot)$ represents the read-out function.

Spectral based GNN methods require Fourier transform on graph, meaning that all the input graph samples should be static (i.e., fixed topological structure) [29]. In contrast, spatial based GNN methods have no such restriction, and are able to extract features on graphs with varied structures. Hence, spatial based GNNs are suitable for the 1-hop subgraph pairs from bipartite networks in our work.

## 3 Graph Pair based Link Prediction (GPLP)

In this part, we introduce our end-to-end Graph Pair based Link Prediction (GPLP) framework for predicting the potential links in biomedical networks. For a given bipartite biomedical network $G$, we constructed the observed interaction matrix $M \subseteq \mathbb{R}^{M \times N}$, where $M$ is the attacker number and $N$ is the target number, each row index ($a \in \mathbb{Z}^M$) and column index ($t \in \mathbb{Z}^N$) denote the sequential identical numbers of attackers ($A^M$) and targets ($T^N$) respectively, and each entry $m_{a,t}$ in $M$ represents whole possible interaction of $(a, t)$ pair. In our case, $m_{a,t} \in [0, 1, x]$, 1 denotes observed positive label meaning active interaction between $a$ and $t$, whereas 0 is the observed negative label meaning the inactive interaction. Here $x$ means the unobserved (unknown) interaction waiting for prediction.

### 3.1 1-hop Subgraphs Pair Construction

For each attacker $a$ and target $t$ in the bipartite network $G$, we respectively exact their 1-hop subgraphs $G^{M}_{a \rightarrow t}$ and $G^{N}_{t \rightarrow a}$, in which the edges $E^{M}_{a \rightarrow t}$ and $E^{N}_{t \rightarrow a}$ mean the links (active interactions) of neighbouring target nodes ($t \in G^{M}_{a \rightarrow t}$) around center node $a$, and neighbouring attacker nodes ($a \in G^{N}_{t \rightarrow a}$) around center node $t$ respectively. Then for each $(a, t)$, we pair $G^{M}_{a \rightarrow t}$ and $G^{N}_{t \rightarrow a}$ as a regrouped graph $G^{M \times N}_{a \rightarrow t}$, and label $G^{M \times N}_{a \rightarrow t}$ with $(a, t)$ corresponding $m_{a,t}$ in $M$. We feed the paired subgraph dataset to the GNN model for training or prediction. Note that after pairing the subgraphs, if $m_{a,t}$ is positive, the $(a, t)$ edge and corresponding nodes should be removed from both $G^{M}_{a \rightarrow t}$ and $G^{N}_{t \rightarrow a}$. It is to make sure that GNN model cannot see any link for prediction in the training subgraphs pair. In Figure 4 steps (a), (b) and (c) show GPLP procedures that convert the bipartite network into GNN training dataset.
3.2 Graph Neural Networks Architecture

The GNN backbone we selected is the HAG-Net [35] developed by Global Health Drug Discovery Institute (GHDDI). HAG-Net is a variant of spatial based graph neural networks, which aggregates features by taking both summation and maxima of neighbouring features, and thus enhances the message propagation from shallow layers to deep layers. Specifically, for each node $v$ in graph $G_{a,t}^{M \times N}$, its features $h_v^k$ out of HAG-Net $k$th layer is obtained by:

$$h_v^k = \phi(\text{concat}(h_{v}^{k-1}, (\sum_{u \in \mathcal{N}(v)} h_u^{k-1} + \max_{u \in \mathcal{N}(v)} h_u^{k-1})))$$

(3)

where $\phi(\cdot)$ is the MLP function, and $\text{concat}(\cdot)$ concatenates features of node $v$ from $(k-1)$th layer and $k$th layer, $u$ denotes a neighbouring node in node $v$’s neighbourhood $\mathcal{N}(v)$. Then we use a mean pooling read-out function to obtain final representation $h_{G_{a,t}}$ of graph $G_{a,t}^{M \times N}$. As mentioned in 3.1, $G_{a,t}^{M \times N}$ consists of $G_{a \rightarrow t}$ and $G_{t \rightarrow a}$ pairs. Hence, it implies that $h_{G_{a,t}}$ contains the final representations of both $G_{a \rightarrow t}$ and $G_{t \rightarrow a}$.

After getting the final representation $h_{G_{a,t}}$ of graph $G_{a,t}^{M \times N}$, we apply a 3-layer MLP $\Phi(\cdot)$ as functional head to predict interaction (link) probability $\hat{m}_{a,t}$:

$$\hat{m}_{a,t} = \Phi(h_{G_{a,t}})$$

(4)

3.3 Loss Function and Optimization

Since the link prediction in our case is a binary classification task, i.e. predicting active or inactive interaction, we adopt cross-entropy [37] as our loss function, which can be described as:

$$\mathcal{L}_{a,t} = -(m_{a,t} \log \hat{m}_{a,t} + (1 - m_{a,t}) \log (1 - \hat{m}_{a,t}))$$

(5)

where $m_{a,t}$ is the observed interaction, and $\hat{m}_{a,t}$ is the predicted link probability. For optimization on model parameters, we tried SGD [38], Adam [39] and Adabelief [40] as optimizers, and find that Adabelief gives the best optimized model with highest evaluation performance and most stable convergence during training and testing.

4 Dataset and Experiments

We conducted experiments on three heterogeneous biomedical networks: Drug-Target Interaction (DTI) dataset from DTINet [8], National Toxicology Program (NIH) Tox21 challenge dataset [41], and GHDDI constructed Compound-Virus Inhibition (CVI39) Dataset. We trained our GPLP models on each dataset respectively, and tuned each model’s parameters with different protocols. In details, we took a 80-20 split on datasets of DTI and CVI39 respectively, where 80% of dataset was used for training and the remaining 20% was used for testing. For model training on NIH Tox21 dataset, we followed the 5-cross validation protocol from the baseline work [42]. We took a random shuffle on each dataset for ensuring each input data sample give an independent change on the model in each training batch. Also, we resampled the training positive and negative data samples, balancing their number ratio to 1:1, it avoids the class skewness towards the class with majority number during training. For the hyperparameters configuration, we followed the default settings of HAG-Net and selected Adabelief optimizer with learning rate $\eta = 0.001$, $\xi = 10^{-16}$, $(\beta_0, \beta_1) = (0.9, 0.999)$ and weight decay $\lambda = 0.0001$. The training batch size and epoch number were fixed to 256 and 1,000 for all datasets. This work is publicly available at our website COVID-19: GHDDI Info Sharing Portal: https://ghddi-ailab.github.io/Targeting2019-nCoV

4.1 DTI Dataset from DTINet

We selected the heterogeneous network constructed in the work [8]. The network includes 12,015 nodes and 1,895,445 edges in total, for predicting missing drug-target interactions. It incorporates 4 types of nodes (i.e., drugs, proteins, diseases and side-effects) and 6 types of edges (i.e., drug-protein interactions, drug-drug interactions, drug-disease associations, drug-side-effect associations, protein-disease associations and protein-protein interactions). Since our GPLP framework is independent on node’s side information, only the topological information of the network is used for our method. Comparison with other counterparts, our GPLP model constantly outperforms in terms of AUROC and AUPR, reaching up to 95% and 93% respectively. The AUROC and AUPR we computed are the harmonic average between positive and negative performances. Our GPLP model performs nearly 5% higher than DTINet in terms of AUROC, and achieves an approximate AUPR. GPLP also beats other Random Walk based methods (e.g., HNM[11]), see details in Table[11]
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Table 1: Different methods comparison on DTI dataset. Our GPLP outperforms other state-of-the-art methods for DTI prediction.

| Methods   | BLMNII [43] | NetLapRLS [44] | HNM | CMF [45] | DTINet | GPLP (ours) |
|-----------|-------------|---------------|-----|---------|--------|-------------|
| AUROC     | 0.67        | 0.83          | 0.86| 0.87    | 0.91   | **0.96**    |
| AUPR      | 0.74        | 0.88          | 0.88| 0.86    | 0.93   | **0.93**    |

Figure 2: Different methods comparison on NIH Tox21 dataset. Our GPLP outperforms other state-of-the-art methods for toxicity prediction in terms of AUROC.

4.2 NIH Tox21 Challenge Dataset

For NIH Tox21 Challenge Dataset [41], a dataset with 12,707 chemical compounds, which consisted of a training dataset of 11,764, a leaderboard set of 296, and a test set of 647 compounds. For the training dataset, the chemical structures and assay measurements for 12 different toxic effects were fully available at the beginning of the challenge, so were the chemical structures of the leaderboard set. To fulfill the challenge, the common methods, no matter what kind: descriptor based [46, 47, 48] or deep learning methods [41, 42], focus on extracting effective representations of chemical compounds under certain toxicity task. In contrast, our prospective takes an insight into the interactions (toxic or non-toxic) between compound (attacker) and toxicity task (target), regardless of compound chemical structures and task properties. In the experimental results, we find that our network based GPLP model significantly outperforms against the chemical structure based deep models (e.g., DeepTox [41], PotentialNet [42]), achieving AUROC of 94.2% and AUPR of 89.6%. In addition, GHDDI also designed a chemical structure based GNN model for multi-task prediction, namely STID-Net [49], which can compete with other chemical structure based deep methods. Hence, we added performance of STID-Net into comparison (see Figure 2).

4.3 CVI39 Dataset

During COVID-19 pandemic broke-out in the year 2020, GHDDI constructed an antiviral compound-phenotype network, which collected 9,193 drugs (attacker), 39 virus families (target) and their observed interactions of 24,135. The training dataset contains 7,737 active (IC50<=1uM) and 16,398 inactive (IC50>1uM) interactions. For this newly constructed dataset, we conducted the experiments with our GPLP model and STID-Net as benchmarks. GPLP model achieved 95.1% in AUROC, while STID-Net got 94.2% in AUROC.

5 Discussion and Future Work

5.1 Robustness Analysis and Improvement

As in practical biomedical problems, usually the observed links in the network are rather limited and incomplete, and thus it causes a sparse observed matrix [8]. It implies that the observed links only cover a very small portion of real biomedical network (i.e., the observed matrix is of very low-rank). This fact results in a problem that local
heterogeneous graph based deep learning for biomedical network link prediction

Figure 3: Different extents of knocking out links in the network to simulate the partially observed networks in the real world scenarios.

Graph pattern learnt from training data cannot fully reveal the reality. Unfortunately, the network that covers the whole connections can never be obtained in real world as our experimental dataset. To analyse our GPLP model’s robustness towards real scenarios, we assume that each network we have covers the whole connections, and we randomly knock-out connections in the network to simulate the partially observed network in reality (see Figure 3). Then, we trained GPLP model on these partial network datasets.

To implement the knocking-out protocol, we firstly convert the whole network into subgraph pairs $G^{M}_{a \rightarrow t}$ and $G^{N}_{t \rightarrow a}$, and then randomly knock-out the edges of $G^{M}_{a \rightarrow t}$ and $G^{N}_{t \rightarrow a}$ respectively, obtaining $G'_{a \rightarrow t}$ and $G'_{t \rightarrow a}$. However, in the biomedical dataset, the degree distribution of all the $G^{M}_{a \rightarrow t}$ (or $G^{N}_{t \rightarrow a}$) usually appears as long-tail. For instance, Figure 4 shows $G^{M}_{a \rightarrow t}$ degree distribution of DTI dataset, where horizontal axis denotes the attacker (drug) ID and vertical axis means the degree of $G^{M}_{a \rightarrow t}$. As we can see, most of attackers have 1 or even 0 interaction with any target. In order to equally knock each subgraph, we invented a knocking-out method by random sampling a knocking-out portion according to the mixture distributions of $G^{M}_{a \rightarrow t}$ edges, which is conducted as:

$$E'_{a \rightarrow t}^{M} = \rho_{\omega} \odot E_{a \rightarrow t}^{M}$$
$$\rho_{\omega} = \frac{C_{\Omega}^{\omega}}{2^{\Omega} - 1}, \ \omega \in \Omega$$

(6)

where $E'_{a \rightarrow t}^{M}$ denotes the edges after knocking-out on original edges $E_{a \rightarrow t}^{M}$ of $G^{M}_{a \rightarrow t}$. $\rho_{\omega}$ is a probabilistic function which determines the knocking-out portion of $E_{a \rightarrow t}^{M}$, sign $\odot$ means the random edge removal according to $\rho_{\omega}$. $\Omega$ is the degree of $G^{M}_{a \rightarrow t}$, while $C_{\Omega}^{\omega}$ means the $\omega$-combinations over $\Omega$. The knocking-out operation on $G^{N}_{t \rightarrow a}$ follows the same way as $G^{M}_{a \rightarrow t}$.

As was expected, the performances of GPLP models trained on knocked-out datasets declined w.r.t. AUROC and AUPR, since the topological information was constantly lost with varying degrees during training. Specifically, with this protocol, GPLP achieved AUPR of 82% (10% decreased) and AUROC 96% (approximate the same) on DTI dataset. We find that the precision of positive samples was constantly low (nearly 45%) while their recall maintained a high level (about 80%), it is probably because the knocking-out operates on the links that are actually positive interactions. Whereas, on NIH Tox21 dataset, the GPLP model got AUROC of 88% (6% decreased) and AUPR of 82% (dropping 8%). The low precision (nearly 60%) and decreasing recall (convergent to 40%) of positive samples appeared during training on NIH Tox21 dataset. Even though the performance of GPLP models modestly dropped on partially knocked-out networks, our method still gives promising results, and demonstrates the robustness in different real world scenarios.

5.2 Conclusions and Future Work

In this work, we have introduced our Graph Pair based Link Prediction (GPLP) framework for predicting potential/unobserved links in heterogeneous biomedical networks. GPLP model infers the linking probability between attacker and target based on the local graph patterns learnt from connectivity information of the network. The model does not rely on the side information (chemical structures, gene sequences, etc.) of attacker or target. Our method has demonstrated an out-performance compared to state-of-the-art baselines.
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Figure 4: Attacker-target subgraph $G_{a\rightarrow t}$ degree distribution on DTI dataset. A long-tail distribution.

However, it is well-known that such network based methods suffer from cold-start problem [18], especially when a totally new attacker or target (e.g., SARS-CoV-2) emerges, meaning that no links between the new node and known nodes in the observed network. Hence, effective and efficient integration of side information into our framework become the key work in future. Nevertheless, GPLP method shows a novel perspective for revealing the underlying interaction mechanisms of complex biomedical systems.

References

[1] Albert-László Barabási, Natali Gulbahce, and Joseph Loscalzo. Network medicine: a network-based approach to human disease. *Nature reviews genetics*, 12(1):56–68, 2011.

[2] Andrew L Hopkins. Network pharmacology: the next paradigm in drug discovery. *Nature chemical biology*, 4(11):682–690, 2008.

[3] Xiang Yue, Zhen Wang, Jingong Huang, Srinivasan Parthasarathy, Soheil Moosavinasab, Yungui Huang, Simon M Lin, Wen Zhang, Ping Zhang, and Huan Sun. Graph embedding on biomedical networks: methods, applications and evaluations. *Bioinformatics*, 36(4):1241–1251, 2020.

[4] Ali Ezzat, Min Wu, Xiao-Li Li, and Chee-Keong Kwoh. Computational prediction of drug–target interactions using chemogenomic approaches: an empirical survey. *Briefings in bioinformatics*, 20(4):1337–1357, 2019.

[5] Yadi Zhou, Fei Wang, Jian Tang, Ruth Nussinov, and Feixiong Cheng. Artificial intelligence in covid-19 drug repurposing. *The Lancet Digital Health*, 2020.

[6] Edward L Huttlin, Raphael J Bruckner, Joao A Paulo, Joe R Cannon, Lily Ting, Kurt Baltier, Greg Colby, Fana Gebreab, Melanie P Gygi, Hannah Parzen, et al. Architecture of the human interactome defines protein communities and disease networks. *Nature*, 545(7655):505–509, 2017.

[7] Jie Li, Kecheng Lei, Zengrui Wu, Weihua Li, Guixia Liu, Jianwen Liu, Feixiong Cheng, and Yun Tang. Network-based identification of miRNAs as potential pharmacogenomic biomarkers for anticancer drugs. *Oncotarget*, 7(29):45584, 2016.

[8] Yunan Luo, Xinbin Zhao, Jingtian Zhou, Jinglin Yang, Yanqing Zhang, Wenhua Kuang, Jian Peng, Ligong Chen, and Jianyang Zeng. A network integration approach for drug-target interaction prediction and computational drug repositioning from heterogeneous information. *Nature communications*, 8(1):1–13, 2017.

[9] Monica Campillos, Michael Kuhn, Anne-Claude Gavin, Lars Juhl Jensen, and Peer Bork. Drug target identification using side-effect similarity. *Science*, 321(5886):263–266, 2008.

[10] Garrett M Morris, Ruth Huey, William Lindstrom, Michel F Sanner, Richard K Belew, David S Goodsell, and Arthur J Olson. Autodock4 and autodocktools4: Automated docking with selective receptor flexibility. *Journal of computational chemistry*, 30(16):2785–2791, 2009.

[11] Wenhui Wang, Sen Yang, Xiang Zhang, and Jing Li. Drug repositioning by integrating target information through a heterogeneous network model. *Bioinformatics*, 30(20):2923–2930, 2014.

[12] Michael J Pazzani and Daniel Billsus. Content-based recommendation systems. In *The adaptive web*, pages 325–341. Springer, 2007.

7
heterogeneous graph based deep learning for biomedical network link prediction

[13] David Goldberg, David Nichols, Brian M Oki, and Douglas Terry. Using collaborative filtering to weave an information tapestry. *Communications of the ACM*, 35(12):61–70, 1992.

[14] Muhan Zhang and Yixin Chen. Inductive matrix completion based on graph neural networks. *arXiv preprint arXiv:1904.12058*, 2019.

[15] Emmanuel J Candès and Benjamin Recht. Exact matrix completion via convex optimization. *Foundations of Computational mathematics*, 9(6):717–772, 2009.

[16] Deepak Agarwal and Bee-Chung Chen. Regression-based latent factor models. In *Proceedings of the 15th ACM SIGKDD international conference on Knowledge discovery and data mining*, pages 19–28, 2009.

[17] Dietmar Jannach, Lukas Lerche, Fatih Gedikli, and Geoffray Bonnin. What recommenders recommend—an analysis of accuracy, popularity, and sales diversity effects. In *International conference on user modeling, adaptation, and personalization*, pages 25–37. Springer, 2013.

[18] Daniel Kluver and Joseph A Konstan. Evaluating recommender behavior for new users. In *Proceedings of the 8th ACM Conference on Recommender Systems*, pages 121–128, 2014.

[19] Xuan Bi, Annie Qu, Junhui Wang, and Xiaotong Shen. A group-specific recommender system. *Journal of the American Statistical Association*, 112(519):1344–1353, 2017.

[20] Li Pu and Boi Faltings. Understanding and improving relational matrix factorization in recommender systems. In *Proceedings of the 7th ACM Conference on Recommender Systems*, pages 41–48, 2013.

[21] Nagarajan Natarajan and Inderjit S Dhillon. Inductive matrix completion for predicting gene–disease associations. *Bioinformatics*, 30(12):i60–i68, 2014.

[22] Insuk Lee, U Martin Blom, Peggy I Wang, Jung Eun Shim, and Edward M Marcotte. Prioritizing candidate disease genes by network-based boosting of genome-wide association data. *Genome research*, 21(7):1109–1121, 2011.

[23] Marc A Van Driel, Jorn Bruggeman, Gert Vriend, Han G Brunner, and Jack AM Leunissen. A text-mining analysis of the human phenotype. *European journal of human genetics*, 14(5):535–542, 2006.

[24] Ada Hamosh, Alan F Scott, Joanna S Amberger, Carol A Bocchini, and Victor A McKusick. Online mendelian inheritance in man (omim), a knowledgebase of human genes and genetic disorders. *Nucleic acids research*, 33(suppl_1):D514–D517, 2005.

[25] Shiwen Wu, Wentao Zhang, Fei Sun, and Bin Cui. Graph neural networks in recommender systems: A survey. *arXiv preprint arXiv:2011.02260*, 2020.

[26] Peter W Battaglia, Razvan Pascanu, Matthew Lai, Danilo Rezende, and Koray Kavukcuoglu. Interaction networks for learning about objects, relations and physics. *arXiv preprint arXiv:1612.00222*, 2016.

[27] Alvaro Sanchez-Gonzalez, Nicolas Heess, Jost Tobias Springenberg, Josh Merel, Martin Riedmiller, Raia Hadsell, and Peter Battaglia. Graph networks as learnable physics engines for inference and control. In *International Conference on Machine Learning*, pages 4470–4479. PMLR, 2018.

[28] Michaël Defferrard, Xavier Bresson, and Pierre Vandergheynst. Convolutional neural networks on graphs with fast localized spectral filtering. *arXiv preprint arXiv:1606.09375*, 2016.

[29] Thomas N Kipf and Max Welling. Semi-supervised classification with graph convolutional networks. *arXiv preprint arXiv:1609.02907*, 2016.

[30] William L Hamilton, Rex Ying, and Jure Leskovec. Inductive representation learning on large graphs. *arXiv preprint arXiv:1706.02216*, 2017.

[31] Keyulu Xu, Weihuai Hu, Jure Leskovec, and Stefanie Jegelka. How powerful are graph neural networks? *arXiv preprint arXiv:1810.00826*, 2018.

[32] Weihsia Hu, Bowen Liu, Joseph Gomes, Marinka Zitnik, Percy Liang, Vijay Pande, and Jure Leskovec. Strategies for pre-training graph neural networks. *arXiv preprint arXiv:1905.12265*, 2019.

[33] Christopher Morris, Martin Ritzert, Matthias Fey, William L Hamilton, Jan Eric Lenssen, Gaurav Rattan, and Martin Grohe. Weisfeiler and leman go neural: Higher-order graph neural networks. In *Proceedings of the AAAI Conference on Artificial Intelligence*, volume 33, pages 4602–4609, 2019.

[34] Ekagra Ranjan, Soumya Sanyal, and Partha Talukdar. Asap: Adaptive structure aware pooling for learning hierarchical graph representations. In *Proceedings of the AAAI Conference on Artificial Intelligence*, volume 34, pages 5470–5477, 2020.

[35] Dawei Leng, Jinjiang Guo, Luorong Pan, Jie Li, and Xinyu Wang. Enhance information propagation for graph neural network by heterogeneous aggregations. *arXiv preprint arXiv:2102.04064*, 2021.
[36] Yujia Li, Daniel Tarlow, Marc Brockschmidt, and Richard Zemel. Gated graph sequence neural networks. arXiv preprint arXiv:1511.05493, 2015.

[37] Kevin P Murphy. Machine learning: a probabilistic perspective. MIT press, 2012.

[38] Krzysztof C Kiwiel. Convergence and efficiency of subgradient methods for quasiconvex minimization. Mathematical programming, 90(1):1–25, 2001.

[39] Diederik P Kingma and Jimmy Ba. Adam: A method for stochastic optimization. arXiv preprint arXiv:1412.6980, 2014.

[40] Juntang Zhuang, Tommy Tang, Sekhar Tatikonda, Nicha Dvornek, Yifan Ding, Xenophon Papademetris, and James S Duncan. Adabelief optimizer: Adapting stepsizes by the belief in observed gradients. arXiv preprint arXiv:2010.07468, 2020.

[41] Andreas Mayr, Günter Klambauer, Thomas Unterthiner, and Sepp Hochreiter. Deeptox: toxicity prediction using deep learning. Frontiers in Environmental Science, 3:80, 2016.

[42] Evan N Feinberg, Debnil Sur, Zhenqin Wu, Brooke E Husic, Huanghao Mai, Yang Li, Saisai Sun, Jianyi Yang, Bharath Ramsundar, and Vijay S Pande. Potentialnet for molecular property prediction. ACS central science, 4(11):1520–1530, 2018.

[43] Jian-Ping Mei, Chee-Keong Kwoh, Peng Yang, Xiao-Li Li, and Jie Zheng. Drug–target interaction prediction by learning from local information and neighbors. Bioinformatics, 29(2):238–245, 2013.

[44] Zheng Xia, Ling-Yun Wu, Xiaoobo Zhou, and Stephen TC Wong. Semi-supervised drug-protein interaction prediction from heterogeneous biological spaces. In BMC systems biology, volume 4, pages 1–16. BioMed Central, 2010.

[45] Xiaodong Zheng, Hao Ding, Hiroshi Mamitsuka, and Shanfeng Zhu. Collaborative matrix factorization with multiple similarities for predicting drug-target interactions. In Proceedings of the 19th ACM SIGKDD international conference on Knowledge discovery and data mining, pages 1025–1033, 2013.

[46] Dong-Sheng Cao, Jian-Hua Huang, Jun Yan, Liang-Xiao Zhang, Qian-Nan Hu, Qing-Song Xu, and Yi-Zeng Liang. Kernel k-nearest neighbor algorithm as a flexible sar modeling tool. Chemometrics and Intelligent Laboratory Systems, 114:19–23, 2012.

[47] Rachid Darnag, EL Mostapha Mazouz, Andreea Schmitzer, Didier Villemin, Abdellah Jarid, and Driss Cherqaoui. Support vector machines: development of qsar models for predicting anti-hiv-1 activity of tibo derivatives. European journal of medicinal chemistry, 45(4):1590–1597, 2010.

[48] Iban Sagardia, Rubén H Roa-Ureta, and Carlos Bald. A new qsar model, for angiotensin i-converting enzyme inhibitory oligopeptides. Food chemistry, 136(3-4):1370–1376, 2013.

[49] Guo Jinjiang, Leng Dawei, and Pan Lurong. A deep learning method incorporating ligand structure and task id for multi-task prediction. preprint, 2021.