Assessing the risk of re-identification arising from an attack on anonymised data
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**Objective:** The use of routinely-acquired medical data for research purposes requires the protection of patient confidentiality via data anonymisation. The objective of this work is to calculate the risk of re-identification arising from a malicious attack to an anonymised dataset, as described below. **Methods:** We first present an analytical means of estimating the probability of re-identification of a single patient in a $k$-anonymised dataset of Electronic Health Record (EHR) data. Second, we generalize this solution to obtain the probability of multiple patients being re-identified. We provide synthetic validation via Monte Carlo simulations to illustrate the accuracy of the estimates obtained. **Results:** The proposed analytical framework for risk estimation provides re-identification probabilities that are in agreement with those provided by simulation in a number of scenarios. Our work is limited by conservative assumptions which inflate the re-identification probability. **Discussion:** Our estimates show that the re-identification probability increases with the proportion of the dataset maliciously obtained and that it has an inverse relationship with the *equivalence* class size. Our recursive approach extends the applicability domain to the general case of a multi-patient re-identification attack in an arbitrary $k$-anonymisation scheme. **Conclusion:** We prescribe a systematic way to parametrize the $k$-anonymisation process based on a pre-determined re-identification probability. We observed that the benefits of a reduced re-identification risk that come with increasing $k$-size may not be worth the reduction in data granularity when one is considering benchmarking the re-identification probability on the size of the portion of the dataset maliciously obtained by the adversary.
1. INTRODUCTION

Aimed at improving the healthcare quality, Electronic Health Record (EHR) systems have been widely adopted to collect and store patient data, such as patient demographics, diagnosis codes, lab results and prescriptions, during normal clinical care [1-2]. However, due to their potential for knowledge discovery [3-4], such datasets are increasingly used for biomedical research [5-8]. Harnessing the knowledge-discovery potential of EHR databases legally and ethically requires the strict protection of patient confidentiality and data security. This is one of the main challenges facing EHR custodians as it requires close collaboration between policy makers, industry, and hospitals in order to ensure high-quality data collection under strict rules governing the preservation of patient confidentiality [9]. The ethical use of data is a topic of societal concern, illustrated by the recent media discussion regarding the sharing of UK NHS data with Google DeepMind [10] and the alleged use of Facebook data by Cambridge Analytica [11].

Such datasets need to be anonymised using state-of-the art algorithms that rely on minimising the probability of re-identification [12-13]. Modern laws such as the “European General Data Protection Regulation” of 2016 (GDPR) [14] and the “Health Insurance Portability and Accountability Act” of 1996 (HIPAA) [15] are concerned with the protection of the privacy of the individual. In the US and Canada, medical data released to a highly trusted recipient has a maximum threshold for re-identification of a single individual to 0.33 [16]. The rules are more stringent when the dataset is publicly released, confining the probability between 0.09 and 0.05 [16]. Given the operational guidelines established for
the anonymisation of health data [17-18], it is critical to put in place anonymisation techniques for which the probability of re-identification is accurately estimated.

K-anonymisation is a privacy-preserving algorithm that has been used to anonymise EHR databases prior to release [19-21]. It relies on grouping data from similar patients into “equivalence classes” composed of k members such that the records associated with individual patients are indistinguishable. The resulting probability of re-identification of a single patient, provided the hypothesised intruder has prior information such as publicly available data that can be used to identify the patient, and access to the entire anonymised dataset, is at worst 1/k [22].

Here we derive an analytical solution to quantify an estimate of re-identification probability of a single patient in a k-anonymised dataset and extend that to obtain the probability of multiple patients being re-identified in an attack. Taken as a whole, our work provides a systematic way to parametrise k-anonymisation based on the target re-identification probability that can be tolerated for a specific dataset.

1.1. Introduction to k-anonymity

Re-identification attacks involve three kinds of data attributes: (i) direct identifiers, (ii) quasi-identifiers and (iii) sensitive attributes. Any information that directly identifies individuals via a one-to-one mapping (such as a national health insurance number) is a direct identifier (Table 1). Attributes not directly identifying an individual but which can do so when used in combination with other data are quasi-identifiers (e.g., sex, age, postcode,
ethnicity [34]). *Sensitive attributes* include all “sensitive” information, such as medical diagnoses [35].

| Patient NHS number | Sex | Age | Postcode | Ethnicity | Length of stay (days) | Primary diagnosis |
|--------------------|-----|-----|----------|-----------|-----------------------|------------------|
| 123 456 7890       | M   | 50  | OX12 6HU | White     | 2                     | Cancer           |
| 123 456 7890       | M   | 50  | OX12 6HU | White     | 6                     | Pneumonia        |
| 111 342 9807       | M   | 53  | OX12 9HU | White     | 3                     | Cancer           |
| 111 342 9807       | M   | 53  | OX12 9HU | White     | 11                    | Stroke           |
| 878 452 0908       | M   | 55  | OX12 8JU | White     | 4                     | Pneumonia        |
| 878 452 0908       | M   | 55  | OX12 8JU | White     | 7                     | Influenza        |
| 878 452 0908       | M   | 55  | OX12 8JU | White     | 16                    | Pneumonia        |
| 673 542 8745       | F   | 64  | OX14 6GU | Mixed     | 22                    | Cancer           |
| 879 543 8132       | F   | 65  | OX14 7GU | Mixed     | 24                    | Cancer           |
| 763 356 4625       | F   | 65  | OX14 8GU | Mixed     | 27                    | Cancer           |
| 989 323 3221       | F   | 58  | OX13 6AB | Mixed     | 4                     | Influenza        |
| 837 473 7584       | F   | 62  | OX13 6AF | Mixed     | 2                     | Influenza        |
| 878 462 9834       | F   | 60  | OX13 6BX | Mixed     | 3                     | Ulcer            |
| 878 663 2210       | F   | 56  | OX13 6FW | White     | 4                     | Stroke           |

*Table 1: Simplistic example of a dataset to be anonymised. This artificial dataset is based on an extremely basic Patient Admission System and it is useful for illustrative purposes. Exposition to follow does not assume such a simple data structure. All patient attributes are fictitious.*
In an anonymisation process, all direct identifiers are replaced by a unique and randomized number. During a re-identification attack, we assume that an adversary has access to some commonly-available public data (Table 2) and that they will operate upon the anonymised dataset (Table 1) in an attempt to re-identify patients. For example, even though the name “John Doe” does not appear in the target dataset (Table 1), if the adversary knows that this individual was hospitalised, they can derive the reasons of hospitalisation carrying out a successful identity attack.

| Name     | Sex | Age | Postcode    | Ethnicity |
|----------|-----|-----|-------------|-----------|
| John Doe | M   | 50  | OX12 6HU    | White     |

Table 2: Item of assumedly-public information available to an adversary in our exemplar

K-anonymisation is based on generalisations and suppressions of quasi-identifiers. Given a positive integer $k$, the algorithm will generalize the quasi-identifiers (e.g., by removing the last three digits from the postcode) and group patients into sets of $k$ members or more sharing the same quasi-identifiers such that they are indistinguishable [20,34]. These groups are said to form equivalence classes. In our example by setting $k = 3$, we anonymise our simplistic example (Table 2), resulting in three distinct equivalence classes (C1, C2, and C3) seen in Table 3. Equivalence classes C1 and C2 contain three patients, satisfying the minimum requirement for k-anonymisation, whereas the third equivalent class C3 exceeds that criterion. Note that this is one of many possible groupings resulting in equivalent classes (e.g., a higher degree of quasi-identifier generalisation can result in bigger equivalence class sizes at a cost of higher information loss). This procedure limits the re-identification probability to $1/3$ at most.
| Patient ID | Sex | Age | Postcode | Ethnicity | Length of stay (days) | Diagnosis | Equivalence group label |
|------------|-----|-----|----------|-----------|------------------------|-----------|------------------------|
| 2887       | M   | 50-55 | OX12     | White     | 0-5                   | Cancer    |                        |
| 2887       | M   | 50-55 | OX12     | White     | 6-15                  | Pneumonia |                        |
| 3679       | M   | 50-55 | OX12     | White     | 0-5                   | Cancer    |                        |
| 3679       | M   | 50-55 | OX12     | White     | 6-15                  | Stroke    | C1                     |
| 1208       | M   | 50-55 | OX12     | White     | 0-5                   | Pneumonia |                        |
| 1208       | M   | 50-55 | OX12     | White     | 6-15                  | Influenza |                        |
| 2257       | F   | 60-65 | OX14     | Mixed     | 20-25                 | Cancer    | C2                     |
| 9006       | F   | 60-65 | OX14     | Mixed     | 20-25                 | Cancer    |                        |
| 8773       | F   | 60-65 | OX14     | Mixed     | 20-25                 | Cancer    |                        |
| 4653       | F   | 55-65 | OX13     | Mixed     | 0-5                   | Influenza | C3                     |
| 7363       | F   | 55-65 | OX13     | Mixed     | 0-5                   | Influenza |                        |
| 5392       | F   | 55-65 | OX13     | Mixed     | 0-5                   | Ulcer     |                        |
| 6453       | F   | 55-65 | OX13     | Mixed     | 0-5                   | Stroke    |                        |

Table 3: k-anonymised data. Each equivalence class contains at least three patients with any number of records each.
2. METHODS

2.1. Predicting the risk of re-identification of a single patient

In this section we derive a probabilistic model to estimate the risk of re-identification of a single individual. We note that the applicability of this method extends beyond healthcare data to any domain in which records from individuals have been anonymised using $k$-anonymisation. First, we establish assumptions that delimit the range of applicability of our model.

2.1.1. Assumptions and notations

We define our dataset $\mathcal{D}$ to be an $n \times m$ matrix consisting of information from $D$ individuals having been $k$-anonymised. This creates a set of equivalence classes $\{b^\mathcal{D}_i : i \in \mathbb{N}\}$ such that $\mathcal{D} = \bigcup_i b^\mathcal{D}_i$. Next, we define $X$ to be an arbitrary patient who is the target of a re-identification attack whose records exists within the anonymised dataset $\mathcal{D}$. The medical history of patient $X$ consists of a series of records each corresponding to a hospital admission.

We assume that the adversary knows $X$ is in $\mathcal{D}$ and knows the value of each quasi-identifier of every admission record of $X$ but does not know any of the sensitive information. For example, if the adversary seeks to re-identify John Doe (Table 2), they know the sex, ethnicity, postcode and length of stay for any one or all of his hospital admissions but does not know that the patient has been diagnosed with cancer and pneumonia. As such, we can assume that the adversary has access to a public dataset containing all the relevant quasi-
identifiers that will be used for a record linkage attack; each patient in the anonymised dataset is assumed to exist and is unique in the external dataset held by the adversary.

We further define a maliciously obtained leaked dataset $\mathcal{L} \subseteq \mathcal{D}$ consisting of $L$ patients and a set of equivalence classes $\{b^L_i : i \in \mathbb{N}\}$ such that $\mathcal{L} = \bigcup_i b^L_i$. Note that $b^L_i \subseteq b^D_i$ and therefore $b^L_i$ might be partially full or empty, as not all patients will be leaked. $\mathcal{L}$ contains only entire patient histories, not a selection of records from a patient (e.g., all of John Doe’s records are present in their entirety, or none at all). Lastly, for a given attack, every leaked subset arising from any combination of $L$ whole patient histories is assumed to be equiprobable, as every patient has an equal probability of being part of the leaked dataset.

For instance, if $\mathcal{D}$ occurs as in Table 3 then a possible leaked dataset $\mathcal{L}$ is seen in Table 4. Here $D = 10$ and $L = 3$. Note that $\mathcal{L}$ contains two patients from C1, and one patient from C3.

| Patient id | sex | Age   | Postcode | Ethnicity | LOS | Diagnosis |
|------------|-----|-------|----------|-----------|-----|-----------|
| 3679       | M   | 50-55 | OX12     | White     | 0-5 | Cancer    |
| 3679       | M   | 50-55 | OX12     | White     | 6-15| Stroke    |
| 1208       | M   | 50-55 | OX12     | White     | 0-5 | Pneumonia |
| 1208       | M   | 50-55 | OX12     | White     | 6-15| Influenza |
| 4653       | F   | 55-65 | OX13     | Mixed     | 0-5 | Influenza |

Table 4: Example of a leaked dataset based on Table 3
2.1.2. Estimating the probability of re-identification

Here, in order to estimate the upper bound of the re-identification probability and for ease of calculation, we further assume each equivalence class in $\mathcal{D}$ has exactly $k$ patients, i.e., $|b_i^D| = k \forall i$.

A re-identification attack, as described here, can be characterised by $D$, $L$ and $k$. We are then led to consider the following list of events within our sample space:

- $\mathcal{E}_i^D$: $X \in b_i^D$.
- $\mathcal{E}_i^L$: $X \in b_i^L$.
- $\mathcal{E}_{i,h}^L$: $|b_i^L| = h$, where $|A|$ denotes the cardinality of set $A$.
- $\mathcal{E}_i$: patient $X$ is re-identified by the adversary.

Our goal is to find $P(\mathcal{E}_i)$ for a single patient. By definition $x \in \mathcal{E}_i^L \Rightarrow x \in \mathcal{E}_i^D$ and therefore $P(\mathcal{E}_i^L) = P(\mathcal{E}_i^L \cap \mathcal{E}_i^D) = P(\mathcal{E}_i^L | \mathcal{E}_i^D)P(\mathcal{E}_i^D)$. We further partition event $\mathcal{E}_i^L$ to events $\mathcal{E}_{i,h}^L$. Thus, $\mathcal{E}_i^D \cap \mathcal{E}_i^L \cap \mathcal{E}_{i,h}^L$ and $\mathcal{E}_j^D \cap \mathcal{E}_j^L \cap \mathcal{E}_{j,h}^L$ are mutually exclusive whenever $i \neq j$ and partition the set of all outcomes where a person is re-identified. Additionally, the pairs of events $\mathcal{E}_i^L$, $\mathcal{E}_j^L$ and $\mathcal{E}_i^D$, $\mathcal{E}_j^D$ respectively are mutually exclusive whenever $i \neq j$. Finally, we have that $\mathcal{E}_{i,h}^L$ and $\mathcal{E}_{i,h'}^L$ are mutually exclusive whenever $h \neq h'$ since, given a leak, the size of the $i^{th}$ equivalence class in the leaked dataset can only have one value. We can then write $P(\mathcal{E}_i)$ as a sum of probabilities, as follows:
\[ P(\mathcal{E}_i) = \sum_{l=1}^{D/k} \sum_{h=1}^{k} P(\mathcal{E}_i \cap \mathcal{E}_i^L \cap \mathcal{E}_i^D \cap \mathcal{E}_{i,h}^L). \]  

(1)

where the inner and outer summations span the varying equivalence class sizes in \( \mathcal{L} \) and the equivalence class sizes in \( \mathcal{D} \) respectively. Since all equivalence classes in \( \mathcal{D} \) have the same size \(|b_i^D| = k\), all the summands in the double sum above do not depend on \( i \) and thus:

\[ P(\mathcal{E}_i) = \frac{D}{k} \sum_{h=1}^{k} P(\mathcal{E}_i \cap \mathcal{E}_i^L \cap \mathcal{E}_i^D \cap \mathcal{E}_{i,h}^L) \]  

(2)

where \( \mathcal{E}_i = \mathcal{E}_i^L \), \( \mathcal{E}_i^D = \mathcal{E}_i^D \), \( \mathcal{E}_{i,h}^L = \mathcal{E}_{i,h}^L \) with \( i = 1 \). By applying the Bayesian chain rule to Equation (2) we obtain:

\[ P(\mathcal{E}_i) = \frac{D}{k} \sum_{h=1}^{k} P(\mathcal{E}_i \mid \mathcal{E}_i^L \cap \mathcal{E}_i^D \cap \mathcal{E}_{i,h}^L) \times P(\mathcal{E}_i^L \mid \mathcal{E}_i^D \cap \mathcal{E}_{i,h}^L) \times P(\mathcal{E}_i^D) \times P(\mathcal{E}_{i,h}^L). \]  

(3)

It is now straightforward to assign a value to each of the factors in Equation (3):

- \( P(\mathcal{E}_i \mid \mathcal{E}_i^L \cap \mathcal{E}_i^D \cap \mathcal{E}_{i,h}^L) \) is the probability of identifying \( X \), knowing that belongs to the equivalence class \( b^L \subseteq b^D \) of size \( h \) in the leaked dataset. This is given by \( \frac{1}{h} \).

- \( P(\mathcal{E}_i^L \mid \mathcal{E}_i^D \cap \mathcal{E}_{i,h}^L) \) is the probability of \( X \) being in the equivalence class \( b^L \), knowing that that equivalence class is of size \( h \), and is given by \( \frac{h}{k} \).

- \( P(\mathcal{E}_i^D) \) is the probability of \( X \) being in the equivalence class \( b^D \), and is given by \( \frac{k}{D} \).

- \( P(\mathcal{E}_{i,h}^L) \) is the probability that the equivalence class \( b^L \) is of size \( h \). To find this probability we reason as follows: the number of all possible leaks of size \( L \) is given by
the combinatorial number \( \binom{D}{L} \). Next, we count how many of these leaks correspond to a size \( h \) for equivalence class \( b^L \). The number of ways to select a subset of \( b^D \) of size \( h \) is \( \binom{k}{h} \), and for each of these we have \( \binom{D-k}{L-h} \) many ways of arranging the remaining leaked patients outside of \( b^D \). This gives:

\[
P(E^L_h) = \binom{k}{h} \binom{D-k}{L-h} \binom{D}{L}.
\] (4)

Combining the above, we obtain:

\[
P(E_I) = \frac{D}{k} \sum_{h=1}^{k} \left( \frac{1}{h} \times \frac{h}{k} \times \frac{k}{D} \times \frac{\binom{k}{h} \binom{D-k}{L-h}}{\binom{D}{L}} \right)
= \frac{1}{k} \sum_{h=1}^{k} \frac{\binom{k}{h} \binom{D-k}{L-h}}{\binom{D}{L}}.
\] (5)

Eq. (5) is the final theoretical solution for the probability of re-identifying \( X \) given all of the above assumptions.

### 2.2 Simulating a re-identification attack

We then evaluate the probabilities of patient re-identification for varying leak \( L \) and equivalence class size \( k \) by simulating an identity attack, following the steps below:

1. Construct a leak set \( L \) by randomly sampling from the anonymised dataset \( D \).
2. Assign a risk value \( r \) to each patient representing the probability of identification such that:

\[
r := \begin{cases} 
0 & X \notin \mathcal{L} \\
\frac{1}{|b^L_i|} & X \in \mathcal{L} \text{ and } X \in b^L_i
\end{cases}
\] (6)
3. The average risk is computed over all patients in the leaked set.

4. Repeat steps 1-3 several times to obtain the distribution of the mean risk value over all patients and the 95% confidence interval. The probability of re-identification is taken as the expected value of the average risk for the specific leak and equivalence class size.

2.3 Recursive solution to the probability of multiple patient re-identifications

We next extend our solution to a more complex problem: the re-identification of multiple individuals in one attack, by providing a recursive algorithm which further allows a more general scenario in which there is a distribution of equivalence classes, as it is the case in standard anonymisation procedures.

2.3.1. Recursive re-identification example

We assume a scenario in which we wish to estimate the probability of the event that three patients \((A, B, C)\) are re-identified \(E_{\mathcal{A},\mathcal{C}}\) from a \(k\)-anonymised dataset where \(k \leq |b_D^i| \leq K\). The initial state of the system can be described by:

- \(n\): the number of patients to be re-identified
- \(D\): the size of the dataset
- \(L\): the size of the leaked dataset
- \(a\): array where the \(i^{th}\) element is defined as \(a_i := |\{\ell: |b_D^j| = i\}|\) where \(0 \leq i \leq K\)
The probability of re-identifying the first patient $A$ depends on the size of the equivalence class they come from and on the number of other patients $j \in \{0, ..., k - 1\}$ from the same equivalence class that are also part of the leaked dataset, such that:

$$P(E_{IA}) = \sum_{k=\min|\mathcal{b}_i^D|}^{K} \sum_{j=0}^{k-1} P(E^j_k)$$  \hspace{1cm} (7)$$

where $E^j_k$ is the event that $A$ is re-identified from $b_i^C$ with $|\mathcal{b}_i^D| = k$ and $|\mathcal{b}_i^C| = j + 1$, i.e., $j$ other patients are leaked from the same equivalence class as $A$. Equivalently, as seen in Section 2.1:

$$P(E^j_k) = P(E_{IA} \cap (A \in \mathcal{L}) \cap (A \in \mathcal{b}_i^D: |\mathcal{b}_i^D| = k) \cap (A \in \mathcal{b}_i^C: |\mathcal{b}_i^C| = j + 1)$$

$$= P(E_{IA}|(A \in \mathcal{L}) \cap (A \in \mathcal{b}_i^D: |\mathcal{b}_i^D| = k) \cap (A \in \mathcal{b}_i^C: |\mathcal{b}_i^C| = j + 1)$$

$$\times P((A \in \mathcal{b}_i^C: |\mathcal{b}_i^C| = j + 1)|(A \in \mathcal{b}_i^D: |\mathcal{b}_i^D| = k))$$

$$\times P(A \in \mathcal{b}_i^D: |\mathcal{b}_i^D| = k)$$

$$\times P(A \in \mathcal{L})$$  \hspace{1cm} (8)$$

For the general case of re-identifying patient $A$ where the equivalence class sizes $k$ in $\mathcal{D}$ are $k = \{1, ..., K\}$, the sample space consists of the following events:

$$k = 1: \hspace{0.5cm} E^0_1$$

$$k = 2: \hspace{0.5cm} E^0_2, \hspace{0.5cm} E^1_2$$

$$k = 3: \hspace{0.5cm} E^0_3, \hspace{0.5cm} E^1_3, \hspace{0.5cm} E^2_3$$

$$\vdots \hspace{0.5cm} \vdots \hspace{0.5cm} \vdots \hspace{0.5cm} \vdots$$

$$k = K: \hspace{0.5cm} E^0_K, \hspace{0.5cm} E^1_K, \hspace{0.5cm} E^2_K, \hspace{0.5cm} \ldots \hspace{0.5cm} E^{K-1}_K.$$  \hspace{1cm} (9)$$
We assume that the equivalence class size $k = 2$. Then our initial state is:

$$L, D, n = 3 \text{ and } a = [a_0, a_1, a_2] \text{ where } a_0 = a_1 = 0,$$

and the re-identification probability for our first patient $A$ is:

$$P(E_{IA}) = P(E^0_I) + P(E^1_I)$$

$$= 1 \times \frac{L}{D} \times \frac{(D-2)}{(D-1)} \times \frac{a_2}{a_1+a_2}$$

$$+ \frac{1}{2} \times \frac{L}{D} \times \frac{(D-2)}{(D-1)} \times \frac{a_2}{a_1+a_2} \quad (10)$$

If we let the probability of re-identification of patient $X \in b^D_i$ be $X_j$ where $j = |b^D_i|$, then we can follow a recursive tree to find the probability of re-identifying a second patient $B$.

Figure 1 denotes such a tree; the root node denotes the probability $A_2$ of re-identifying the first patient $A$ where the initial state contains only equivalent classes of size 2.

$$P(t_{A,B}) = A_2(B_{21} + B_{22})$$

$$P(t_{A,C}) = A_2(B_{21}(C_{211} + C_{212}) + B_{22}(C_{221} + C_{222}))$$

**Figure 1:** Recursive tree for re-identifying patients $A$, $B$ and $C$. The root node denotes the probability $A_2$ of re-identification of a single patient where the initial state contains only equivalent classes of size 2. To obtain the probability of re-identification, sibling nodes are added, and their summand is multiplied up with their parent node.
Now, because $A$ has already been re-identified, the remaining leaked dataset will contain one equivalence class of size 1, and one less equivalence class of size 2 and the new updated state is:

$$L - 1, D - 1, n = 2, \text{ and } a = [a_0, a_1 + 1, a_2 - 1] \text{ where } a_0 = 0 \text{ and } a_1 = 0.$$  

$B$ could now belong in $k = 1$ or in one of the $k = 2$ equivalence classes. We carry out the same calculations as above but with the new system state. $B_{2_1}$ is the probability of re-identification of the second patient $B$ given they come from $k = 1$ and the previously re-identified patient $A$ originated from $k = 2$. The subscripts denote the history of a patient: the first subscript denotes the equivalence class size of the previously re-identified patient and the second is the equivalence class size that the patient is in. $B_{2_1}$ and $B_{2_2}$ are additive and their sum represents the probability of identifying $B$ given $A$ has been re-identified:

$$P(\mathcal{E}_B | \mathcal{E}_A) = B_{2_1} + B_{2_2} \quad (11)$$

The probability of identifying both $A$ and $B$ is obtained by multiplying $B_{2_2} + B_{2_1}$ with its parent node $A_2$ such that:

$$P(\mathcal{E}_B \cap \mathcal{E}_A) = P(\mathcal{E}_A) \times P(\mathcal{E}_B | \mathcal{E}_A)$$
$$= A_2 \times (B_{2_1} + B_{2_2}) \quad (12)$$

The same logic is followed for identifying the third patient $C$. In pseudo code, the probability of re-identifying $n$ patients $P(\mathcal{E}_{1\ldots n})$ is:
We also simulate multiple patient re-identification iteratively, as showed by the following pseudo code for a single $L$:

```
1: $P = 1$
2: create random $\mathcal{L}$
3: for $i \leftarrow 1, n$ do:
   4: randomly choose a patient $X$ from $\mathcal{L}$
   5: read corresponding risk value $r$ according to Equation (6)
   6: $P = P \times r$
   7: remove patient $X$ from $\mathcal{L}$ such that $\mathcal{L} = \mathcal{L}\{X\}$
   8: update the risk value for patients in the same equivalence class as $X$
9: return $P$
```

We also simulate multiple patient re-identification iteratively, as showed by the following pseudo code for a single $L$:

```
1: function Probability($a, L, D, n$):
2: $P = 0$
3: for each element $i$ of array $a$ do:
   4: compute $P(\mathcal{E}_{i,k})$ for patient $X$ in $a[i]$
   5: update $a$ as $a'$ with $a'_i = a_{i-1} + 1$ and $a'_i = a_i + 1$
   6: $P = P + P(\mathcal{E}_{i,k}) \times \text{Probability}(a', L - 1, D - 1, n - 1)$
7: end for
8: return $P$
9: end function
```
3. RESULTS

3.1 Single patient re-identification

Using Equation (5) in Figure 2 we compare the analytical (solid line) and simulated (solid dots with 95% CI) probability of re-identification with $D = 10000$ and $L$ in the range $1000 \leq L \leq 4000$ for varying values of $k$. The two approaches agree. As expected, the probability of re-identification decreases for increasing equivalence class size. Additionally, as the leak size approaches the total dataset size $D$, the probability of identification quickly tends to $\frac{1}{k}$ (horizontal dotted line). This could be attributed to the very conservative nature of our assumptions, specifically that the entire history of a patient is leaked rather than only a part of it. Observe that the impact of increasing $L$ on the re-identification probability is amplified for smaller equivalence class sizes, as seen by the increasing re-identification probability range for decreasing equivalence class size.

To characterise the simulated re-identification probability distribution (rather than the expected value), we plot the entire distribution obtained from the simulations for different values of $k$ and $L$. In Figure 3a we observe the simulated probability of re-identification (left) and the simulated risk distribution (right) for $D = 10000, L = 4000$ and varying $k$. The relative frequency of the simulated risk is shown for $k = 1, 10$ and 20. The reduction in the risk with increasing $k$-size plateaus for $k > 10$, while the risk shifts from a binary outcome with peaks at 0 (patient $\in L$) and 1 (patient $\notin L$) for $k = 1$ to a distribution of values that are closer to zero. Figure 3b illustrates the probability of re-identification (left) and the simulated risk distribution (right) for $D = 10000, k = 5$ and varying $L$. Similar shifts in the
risk distribution are observed for increasing $L$; the shift away from zero signifies more patients falling into $L$. As seen in both Figures 3a and 3b, the density shows a prominent increase in the range (0,1) as more patients fall into the same $b^L_I$ for increasing $k$ and $L$ respectively.

![Figure 2: Probability (log-scale) of re-identification with increasing $L$ and varying $k$.](image)
Figure 3: Monte Carlo simulations of re-identification probabilities agree with analytical solution. (a) The simulated probability of re-identification (left) and the simulated risk distribution (right) for $D = 10000$ patients, leak size $L = 4000$ and varying $k$. The relative frequency of the simulated risk is shown for $k = 1, 10$ and $20$. (b) The probability of re-identification (left) and the simulated risk distribution (right) for $D = 10000$ patients, $k = 5$ and varying leak size $L = 1000, 2000, 3000, 4000$. 
3.2 Multiple patient re-identification results: recursive solution and simulation

The recursive solution (smooth line) agrees with the analytical solution (solid dots) for the case of re-identification of a single individual for homogeneous $k$ and varying $L$ (see Supplementary Material). The same can be said for the case of multi-patient re-identifications using both the recursive algorithm and Monte Carlo simulation where the entire dataset has been leaked. Figure 4a illustrates the agreement of the recursive algorithm (solid line) with the simulation (solid dots) along with the decreasing trend of the re-identification probability with increasing $n$ for each equivalence class size. Figure 4b shows the re-identification probability as a function of $L$. We see an increase in the re-identification probability for increasing $L$ regardless of $n$, and similar to Figure 3a we observe that the re-identification probability decreases with increasing $n$.

In addition, we observe that the re-identification probabilities for multi-patient attacks using a fixed $k$-size forms the upper bound of the more general case of a heterogeneous equivalence class size distribution. Figure 5 illustrates the re-identification probabilities for such an attack using both a homogeneous and multiple instances of a heterogeneous array $a$. The latter are randomly drawn from a lower-tail truncated normal with both a mean and minimum of 5. The re-identification probability given a fixed $k$ seems to form an upper bound of the more general case of a heterogeneous state.
Figure 4: Multiple patient re-identification probabilities. (a) Probability (log-scale) of re-identification for multiple patients for the special case $L = D = 10000$, $k = 5, 10, 15, 20$. The recursive solution agrees with the Monte Carlo simulation. (b) Recursive solution to the probability of re-identification for multiple patients ($5, 10, 15$) for varying leak size ($L = 1000, \ldots, D$) and an initial homogeneous equivalence class size ($k = 5$).
4. DISCUSSION

As expected, the probability of re-identification increases with the size of the leak and has an inverse relationship with the $k$-class size. In addition, by quantifying the relationship between $k$ and the re-identification probability, we observed that the loss of granularity and subsequent increase in information loss arising from increasing $k$ provides diminishing returns to privacy for a fixed leak size; the benefits of a reduced re-identification risk that comes with increasing $k$-size may not be worth the reduction in
granularity of the data when one is considering benchmarking the re-identification probability of a $k$-anonymised dataset on a specific leak size.

Moreover, our recursive approach provides a way of calculating the probability given any state of the system, parameterised by the $k$-size distribution, leak-size and total size. We have the ability to choose parameters of anonymisation to satisfy any re-identification probability threshold, and as our assumptions are conservative, the re-identification probability will always form an upper bound. Furthermore, the $k$-size distribution of an anonymised dataset might not be uniform. As seen here, the uniform $k$-size case results in a re-identification probability that is greater than any solution obtained using a distribution of equivalence class sizes with a minimum class size equivalent to the uniform case.

5. Limitations and further work

Our work is limited by conservative assumptions that may overestimate the reidentification probability in a $k$-anonymised dataset, namely that (1) a leak includes the entire set of information of a patient held in the dataset, and (2) the adversary holds the full set of quasi-identifiers of the patient they set out to re-identify.

In addition, our analysis does not address the potential damage caused by a homogeneity attack, that occurs when all the sensitive information in an equivalence class are identical—the main criticism of $k$-anonymity.

Future work could address leaks of partial patient records and take into account partial knowledge of patient sensitive information by the adversary. In addition, we will
investigate the effects of $k$-anonymisation parameters on the true and false positive re-identification rates.

6. CONCLUSION

Our work provides a robust framework to quantify the effect of the $k$-anonymisation parameters and number of leaked records on multi-patient re-identification probability under the light of a re-identification attack due to a malicious data leak. This framework can guide regulators to setting appropriate bounds on the equivalence class size given an acceptable re-identification probability. By assessing the re-identification risks associated with data anonymisation, we hope this work will guide the adoption of safer anonymisation measures and thus safeguard privacy by allowing for a realistic evaluation of risk. Furthermore, more secure data protection measures will encourage the use of more datasets for research.
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