Optical dynamic measurement of welding deformation
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Abstract. This paper presents an optical measurement method of welding deformation. Through the use of target detection, camera calibration, 3D metric reconstruction, we obtain the precision 3D location of targets, which are deformed in welding processing. With the data, the deformation of the workpiece in welding processing can be performed, and the manufacture and design level of welding can be improved.

1. Introduction
Welding is widely used in shipbuilding, aerospace and automotive industries to assemble various products. However, the welding process relies on an intensely localized heat input, which tends to generate undesired residual stresses and deformations in welded structures, especially in thin plates. The welding distortions typically lead to uncertainty in design and manufacture and high rectification costs[1]. Therefore, measuring the magnitude of welding deformations and characterizing the effects of the welding conditions are deemed necessary.

The conventional measurement as displacement sensor measurement would be influenced by electromagnetic interference or thermal disturbance and can only measure one-dimensional deformation. However, compared with traditional measurement, optical measurement can obtain precise 3D deformation without affected by interference. This paper presents one dynamic visual size using two cameras with camera calibration[2], image processing, and 3D metric reconstruction to realize dynamic deformation measurement in the welding process.

2. Optical dynamic measurement
Optical dynamic measurement presented in this paper include target detection to obtain the location of deformation in each image; camera calibration to eliminate the distortion and get the relationship of cameras; 3D reconstruction to calculate 3D metric of targets by each pair of doubles.

Figure 1. Circle target pattern.
This paper uses the circle targets[3] to perform the deformation of welding, as Figure 1 shows. First, use the canny algorithm to detect the edge[4], extract sub-pixel edge using mean gradient algorithm, finally fit ellipse centre to obtain ellipse parameters (the centre location, long axis a, short-axis b, angle contained by long axis and short axis). This paper, using a gradient-based sub-block detection algorithm to increase efficiency. The result is shown in Figure 2.

Figure 2. Result of targets centre location and code.

For digital camera photography, camera lens distortion and imaging plane distortion are the main factors to interfere with imaging[5]. Moreover, the error of inner orientation elements will disturb the establishment of the collinearity equation. Taking into account the mistakes of imaging, establish a collinearity equation:

\[
\begin{align*}
\Delta x' &= -f \frac{a_1(x_w - x_0) + b_1(y_w - y_0) + c_1(z_w - z_0)}{a_2(x_w - x_0) + b_2(y_w - y_0) + c_2(z_w - z_0)} \\
\Delta y' &= -f \frac{a_3(x_w - x_0) + b_3(y_w - y_0) + c_3(z_w - z_0)}{a_4(x_w - x_0) + b_4(y_w - y_0) + c_4(z_w - z_0)}
\end{align*}
\] (1)

Using ten parameters distortion model, make equation (1) linear, obtain:

\[
V = AX_1 + BX_2 + CX_3 - L
\] (2)

Where \(V\) is the residuals of image point; \(X_1\) is inner orientation elements (including distortions); \(X_2\) is extrinsic parameters; \(X_3\) is the correction of object-point coordinates. \(A\), \(B\) and \(C\) are their corresponding partial derivative matrix. \(L\) is the observed value.

Figure 3. Camera calibration board.
As Figure 3 shows, a camera calibration board is utilized to record the several pairs of images recording by both cameras. Calculate the center pixel position of targets. Equation (2) is utilized to obtain the inner orientation elements and extrinsic parameters.

3D metric reconstruction includes two parts, target-matching and 3D metric calculation. For coded targets, targets are matched by their code. For uncoded targets, targets are matched by epipolar constraint in this paper. After target-matching, using two cameras' inner orientation elements and extrinsic parameters and matched points to calculate the 3D metric[6]. Set the projection matrix of two cameras as 

\[
\begin{bmatrix}
L L \\
R R \\
L L \\
R R
\end{bmatrix} = A_L [R_L | t_L] \quad \text{and} \quad \begin{bmatrix}
L L \\
R R \\
L L \\
R R
\end{bmatrix} = A_R [R_R | t_R], \quad \text{location in images is} \ (u_L, v_L) \quad \text{and} \quad (u_R, v_R).
\]

The 3D metric of point can be calculated by least-squares algorithm, as equation (3) show:

\[
W = (AA^T * AA)^{-1} * AA^T * BB \tag{3}
\]

Figure 4. Result of 3D metric reconstruction.

As Figure 4 shows, the bottom is the Left and Right Camera; the above is the 3D Metric of targets. After the 3D Metric of targets calculated, match the points between each stage. For coded targets, match by their code. For uncoded targets, search the nearest and less than given threshold point to match each point. Then calculate the location deviation of each matched point.
3. Welding deformation experiment

Use optical dynamic measurement presented by this paper to measure the deformation of stainless steel welding. As Figure 6 shows, the hardware of the measurement system includes two cameras, two LED lights and Fixtures. Figure 7 and Figure 8 shows the process of measurement. For comparison, set three displacement Sensors at Point 1, 2 and 3 as Figure 7 shows.

![Figure 5. The flowchart of the data processing.](image)

![Figure 6. Hardware and software of measurement system.](image)
Figure 7. Welding experiment of stainless steel.

Figure 8. Welding process.

Figure 9. Comparison of displacement sensor 1st.
Figure 9, Figure 10 and Figure 11 show that the results of optical dynamic measurement and displacement sensors are similar. The result of the displacement sensor is smaller because that first, the location of displacement sensors cannot be diametrically perpendicular to the stainless steel, especially when the steel deformed; the second result of displacement sensors performed only one dimension of deformation, an optical dynamic measurement performed deformation in 3D metric.
Comparison with conventional means of measurements, optical dynamic measurement can be placed in any location, not be interference by an electromagnetic, much more comprehensive range of size and obtain the 3D metric deformation precisely in a reasonable time. As Figure 12 shows, the deformation around the weld seam can be performed by optical dynamic measurement; conventional measurement as displacement sensor cannot be placed in this area. As Figure 13 shows, using appropriate methods, the displacement field can be obtained.

Figure 13. Displacement field of welding deformation, (a) is the stage just after the welded; (b) is stage 4mins after the welded.

4. Conclusion
According to results obtained in the present work, the conclusions can be summarized as follows:

1) Optical dynamic measurement can obtain real-time 3D metric deformation of welding without interference by electromagnetic.

2) Optical dynamic measurement is a non-contact measurement method that can be used in many fields such as welding manufacture, monitor, estimate and experiment.

3) Optical dynamic measurement can improve the efficiency and precision of welding deformation measurement and the manufacture and design level of welding.
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