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Abstract
This paper addresses the problem of corpus-level entity typing, i.e., inferring from a large corpus that an entity is a member of a class such as “food” or “artist”. The application of entity typing we are interested in is knowledge base completion, specifically, to learn which classes an entity is a member of. We propose FIGMENT to tackle this problem. FIGMENT is embedding-based and combines (i) a global model that scores based on aggregated contextual information of an entity and (ii) a context model that first scores the individual occurrences of an entity and then aggregates the scores. In our evaluation, FIGMENT strongly outperforms an approach to entity typing that relies on relations obtained by an open information extraction system.

1 Introduction
Natural language understanding (NLU) is not possible without knowledge about the world – partly so because world knowledge is needed for many NLP tasks that must be addressed as part of NLU; e.g., many coreference ambiguities can only be resolved based on world knowledge. It is also true because most NLU applications combine a variety of information sources that include both text sources and knowledge bases; e.g., question answering systems need access to knowledge bases like gazetteers. Thus, high-quality knowledge bases are critical for successful NLU.

Unfortunately, most knowledge bases are incomplete. The effort required to create knowledge bases is considerable and since the world changes, it will always continue. Knowledge bases are therefore always in need of updates and corrections. To address this problem, we present an information extraction method that can be used for knowledge base completion. In contrast to most other work on knowledge base completion, we focus on fine-grained classification of entities as opposed to relations between entities.

The goal of knowledge base completion is to acquire knowledge in general as opposed to detailed analysis of an individual context or sentence. Therefore, our approach is corpus-level: We infer the types of an entity by considering the set of all of its mentions in the corpus. In contrast, named entity recognition (NER) is context-level or sentence-level: NER infers the type of an entity in a particular context. As will be discussed in more detail in the following sections, the problems of corpus-level entity typing vs. context/sentence-level entity typing are quite different. This is partly because the objectives of optimizing accuracy on the context-level vs. optimizing accuracy on the corpus-level are different and partly because evaluation measures for corpus-level and context-level entity typing are different.

We define our problem as follows. Let $K$ be a knowledge base that models a set $E$ of entities, a set $T$ of fine-grained classes or types and a membership function $m : E \times T \mapsto \{0, 1\}$ such that $m(e, t) = 1$ iff entity $e$ has type $t$. Let $C$ be a large corpus of text. Then, the problem we address in this paper is corpus-level entity typing: For a given pair of entity $e$ and type $t$ determine – based on the evidence available in $C$ – whether $e$ is a member of type $t$ (i.e., $m(e, t) = 1$) or not (i.e., $m(e, t) = 0$) and update the membership relation $m$ of $K$ with this information.

We investigate two approaches to entity typing: a global model and a context model.

The global model aggregates all contextual information about an entity $e$ from the corpus and then based on that, makes a classification decision on a particular type $t$ – i.e., $m(e, t) = 0$ vs. $m(e, t) = 1$.

The context model first scores each individual
context of $e$ as expressing type $t$ or not. A final decision on the value of $m(e, t)$ is then made based on the distribution of context scores. One difficulty in knowledge base completion based on text corpora is that it is too expensive to label large amounts of text for supervised approaches. For our context model, we address this problem using distant supervision: we treat all contexts of an entity that can have type $t$ as contexts of type $t$ even though this assumption will in general be only true for a subset of these contexts. Thus, as is typical for distant supervision, the labels are incorrect in some contexts, but we will show that the labeling is good enough to learn a high-quality context model.

The global model is potentially more robust since it looks at all the available information at once. In contrast, the context model has the advantage that it can correctly predict types for which there are only a small number of reliable contexts. For example, in a large corpus we are likely to find a few reliable contexts indicating that “Barack Obama” is a bestselling author even though this evidence may be obscured in the global distribution because the vast majority of mentions of “Obama” do not occur in author contexts.

We implement the global model and the context model as well as a simple combination of the two and call the resulting system FIGMENT: FIne-Grained eMbedding-based Entity Typing. A key feature of FIGMENT is that it makes extensive use of distributed vector representations or embeddings. We compute embeddings for words as is standard in a large body of NLP literature, but we also compute embeddings for entities and for types. The motivation for using embeddings in these cases is (i) better generalization and (ii) more robustness against noise for text types like web pages. We compare the performance of FIGMENT with an approach based on Open Information Extraction (OpenIE).

The main contributions of this paper can be summarized as follows.

- We address the problem of corpus-level entity typing in a knowledge base completion setting. In contrast to other work that has focused on learning relations between entities, we learn types of entities.
- We show that context and global models for entity typing provide complementary information and combining them gives the best results.
- We use embeddings for words, entities and types to improve generalization and deal with noisy input.
- We show that our approach outperforms a system based on OpenIE relations when the input corpus consists of noisy web pages.

In the following, we first discuss related work. Then we motivate our approach and define the problem setting we adopt. We then introduce our models in detail and report and analyze experimental results. Finally, we discuss remaining challenges and possible future work and present our conclusions.

2 Related work

Named entity recognition (NER) is the task of detecting and classifying named entities in text. While most NER systems (e.g., Finkel et al. (2005)) only consider a small number of entity classes, recent work has addressed fine-grained NER (Yosef et al., 2012; Ling and Weld, 2012). These methods use a variety of lexical and syntactic features to segment and classify entity mentions. Some more recent work assumes the segmentation is known and only classifies entity mentions. Dong et al. (2015) use distributed representations of words in a hybrid classifier to classify mentions to 20 types. Yogatama et al. (2015) classify mentions to more fine-grained types by using different features for mentions and embedding labels in the same space. These methods as well as standard NER systems try to maximize correct classification of mentions in individual contexts whereas we aggregate individual contexts and evaluate on accuracy of entity-type assignments inferred from the entire corpus. In other words, their evaluation is sentence-level whereas ours is corpus-level.

Entity set expansion (ESE) is the problem of finding entities in a class (e.g., medications) given a seed set (e.g., {“Ibuprofen”, “Maalox”, “Prozac”}). The standard solution is pattern-based bootstrapping (Thelen and Riloff, 2002; Gupta and Manning, 2014). ESE is different from the problem we address because ESE starts with a small seed set whereas we assume that a large number of examples from a knowledge base (KB) is available. Initial experiments with the system of Gupta...
and Manning (2014) showed that it was not performing well for our task – this is not surprising given that it is designed for a task with properties quite different from entity typing.

More closely related to our work are the OpenIE systems NNPLB (Lin et al., 2012) and PEARL (Nakashole et al., 2013) for fine-grained typing of unlinkable and emerging entities. Both systems first extract relation tuples from a corpus and then type entities based on the tuples they occur in (where NNPLB only uses the subject position for typing). To perform typing, NNPLB propagates activation from known members of a class to other entities whereas PEARL assigns types to the argument slots of relations. The main difference to FIGMENT is that we do not rely on relation extraction. In principle, we can make use of any context, not just subject and object positions. FIGMENT also has advantages for noisy text for which relation extraction can be challenging. This will be demonstrated in our evaluation on web text. Finally, our emphasis is on making yes-no decisions about possible types (as opposed to just ranking possibilities) for all entities (as opposed to just emerging or unlinkable entities). Our premise is that even existing entities in KBs are often not completely modeled and have entries that require enhancement. We choose NNPLB as our baseline.

The fine-grained typing of entities performed by FIGMENT can be used for knowledge base completion (KBC). Most KBC systems focus on relations between entities, not on types as we do. Some generalize the patterns of relationships within the KB (Nickel et al., 2012; Bordes et al., 2013) while others use a combination of within-KB generalization and information extraction from text (Weston et al., 2013; Socher et al., 2013; Jiang et al., 2012; Riedel et al., 2013; Wang et al., 2014). Neelakantan and Chang (2015) address entity typing in a way that is similar to FIGMENT. Their method is based on KB information, more specifically entity descriptions in Wikipedia and Freebase. Thus, in contrast to our approach, their system is not able to type entities that are not covered by existing KBs. We infer classes for entities from a large corpus and do not assume that these entities occur in the KB.

Learning embeddings for words is standard in a large body of NLP literature (see Baroni et al. (2014) for an overview). In addition to words, we also learn embeddings for entities and types. Most prior work on entity embeddings (e.g., Weston et al. (2013), Bordes et al. (2013)) and entity and type embeddings (Zhao et al., 2015) has mainly used KB information as opposed to text corpora. Wang et al. (2014) learn embeddings of words and entities in the same space by replacing Wikipedia anchors with their corresponding entities. For our global model, we learn entity embedding in a similar way, but on a corpus with automatically annotated entities. For our context model, we learn and use type embeddings jointly with corpus words to improve generalization, a novel contribution of this paper to the best of our knowledge. We learn all our embeddings using word2vec (Mikolov et al., 2013).

Our problem can be formulated as multi-instance multi-label (MIML) learning (Zhou and Zhang, 2006), similar to the formulation for relation extraction by Surdeanu et al. (2012). In our problem, each example (entity) can have several instances (contexts) and each instance can have several labels (types). Similar to Zhou and Zhang (2006)’s work on scene classification, we also transform MIML into easier tasks. The global model transforms MIML into a multi-label problem by merging all instances of an example. The context model solves the problem by combining the instance-label scores to example-label scores.

3 Motivation and problem definition

3.1 Freebase

Large scale KBs like Freebase (Bollacker et al., 2008), YAGO (Suchanek et al., 2007) and Google knowledge graph are important NLP resources. Their structure is roughly equivalent to a graph in which entities are nodes and edges are relations between entities. Each node is also associated with one or more semantic classes, called types. These types are the focus of this paper.

We use Freebase, the largest available KB, in this paper. In Freebase, an entity can belong to several classes, e.g., “Barack Obama” is a member of 37 types including “US president” and “author”. One notable type is also defined for each entity, e.g., “US-president” for “Obama” since it is regarded as his most prominent characteristic and the one that would be used to disambiguate references to him, e.g., to distinguish him from somebody else with the same name.

There are about 1500 types in Freebase, or-
organized by domain; e.g., the domain “food” has types like “food”, “ingredient” and “restaurant”. Some types like “location” are very general, some are very fine-grained, e.g., “Vietnamese urban district”. There are types that have a large number of instances like “citytown” and types that have very few like “camera_sensor”. Entities are defined as instances of types. They can have several types based on the semantic classes that the entity they are referring to is a member of – as in the above example of Barack Obama.

The types are not organized in a strict taxonomy even though there exists an included type relationship between types in Freebase. The reason is that for a user-generated KB it is difficult to maintain taxonomic consistency. For example, almost all instances of “author” are also instances of “person”, but sometimes organizations author and publish documents. We follow the philosophy of Freebase and assume that the types do not have a hierarchical organization.

### 3.2 Incompleteness of knowledge base

Even though Freebase is the largest publicly available KB of its kind, it still has significant coverage problems; e.g., 78.5% of persons in Freebase do not have nationality (Min et al., 2013).

This is unavoidable, partly because Freebase is user-generated, partly because the world changes and Freebase has to be updated to reflect those changes. All existing KBs that attempt to model a large part of the world suffer from this incompleteness problem. Incompleteness is likely to become an even bigger problem in the future as the number of types covered by KBs like Freebase increases. As more and more fine-grained types are added, achieving good coverage for these new types using only human editors will become impossible.

The approach we adopt in this paper to address incompleteness of KBs is extraction of information from large text corpora. Text can be argued to be the main repository of the type of knowledge represented in KBs, so it is reasonable to attempt completing them based on text. There is in fact a significant body of work on corpus-based methods for extracting knowledge from text; however, most of it has addressed relation extraction, not the acquisition of type information – roughly corresponding to unary relations (see Section 2). In this paper, we focus on typing entities.

### 3.3 Entity linking

The first step in extracting information about entities from text is to reliably identify mentions of these entities. This problem of entity linking has some mutual dependencies with entity typing. Indeed, some recent work shows large improvements when entity typing and linking are jointly modeled (Ling et al., 2015; Durrett and Klein, 2014). However, there are constraints that are important for high-performance entity linking, but that are of little relevance to entity typing. For example, there is a large literature on entity linking that deals with coreference resolution and inter-entity constraints – e.g., “Naples” is more likely to refer to a US (resp. an Italian) city in a context mentioning “Fort Myers” (resp. “Sicily”).

Therefore, we will only address entity typing in this paper and consider entity linking as an independent module that provides contexts of entities for FIGMENT. More specifically, we build FIGMENT on top of the output of an existing entity linking system and use FACC1, an automatic Freebase annotation of ClueWeb (Gabrilovich et al., 2013). According to the FACC1 distributors, precision of annotated entities is around 80-85% and recall is around 70-85%.

### 3.4 FIGER types

Our goal is fine-grained typing of entities, but types like “Vietnamese urban district” are too fine-grained. To create a reliable setup for evaluation and to make sure that all types have a reasonable number of instances, we adopt the FIGER type set (Ling and Weld, 2012) that was created with the same goals in mind. FIGER consists of 112 tags and was created in an attempt to preserve the diversity of Freebase types while consolidating infrequent and unusual types through filtering and merging. For example, the Freebase types “dish”, “ingredient”, “food” and “cheese” are mapped to one type “food”. See (Ling and Weld, 2012) for a complete list of FIGER types. We use “type” to refer to FIGER types in the rest of the paper.

### 4 Global, context and joint models

We address a problem setting in which the followings are given: a KB with a set of entities $E$, a set of types $T$ and a membership function $m : E \times T \mapsto \{0, 1\}$ such that $m(e, t) = 1$ iff entity $e$ has type $t$; and a large annotated corpus $C$.
in which mentions of \( E \) are linked. As mentioned before, we use FACC1 as our corpus.

In this problem setting, we address the task of corpus-level fine-grained entity typing: we want to infer from the corpus for each pair of entity \( e \) and type \( t \) whether \( m(e, t) = 1 \) holds, i.e., whether entity \( e \) is a member of type \( t \).

We use three scoring models in FIGMENT: global model, context model and joint model. The models return a score \( S(e, t) \) for an entity-type pair \((e, t)\). \( S(e, t) \) is an assessment of the extent to which it is true that the semantic class \( t \) contains \( e \) and we learn it by training on a subset of \( E \). The trained models can be applied to large corpora and the resulting scores can be used for learning new types of entities covered in the KB as well as for typing new or unknown entities – i.e., entities not covered by the KB. To work for new or unknown entities, we would need an entity linking system such as the ones participating in TAC KBP (McNamee and Dang, 2009) that identifies and clusters mentions of them.

4.1 Global model

The global model (GM) scores possible types of entity \( e \) based on a distributed vector representation or embedding \( \vec{v}(e) \in \mathbb{R}^d \) of \( e \). \( \vec{v}(e) \) can be learned from the entity-annotated corpus \( C \).

Embeddings of words have been widely used in different NLP applications. The embedding of a word is usually derived from the distribution of its context words. The hypothesis is that words with similar meanings tend to occur in similar contexts (Harris, 1954) and therefore cooccur with similar context words. By extension, the assumption of our model is that entities with similar types tend to cooccur with similar context words.

To learn a score function \( S_{GM}(e, t) \), we use a multilayer perceptron (MLP) with one shared hidden layer and an output layer that contains, for each type \( t \) in \( T \), a logistic regression classifier that predicts the probability of \( t \):

\[
S_{GM}(e, t) = G_t\left(\tanh\left(W_{\text{input}}\vec{v}(e)\right)\right)
\]

where \( W_{\text{input}} \in \mathbb{R}^{h \times d} \) is the weight matrix from \( \vec{v}(e) \in \mathbb{R}^d \) to the hidden layer with size \( h \). \( G_t \) is the logistic regression classifier for type \( t \) that is applied on the hidden layer. The shared hidden layer is designed to exploit the dependencies among labels. Stochastic gradient descent (SGD) with AdaGrad (Duchi et al., 2011) and minibatches are used to learn the parameters.

4.2 Context model

For the context model (CM), we first learn a scoring function \( S_{c2}(c, t) \) for individual contexts \( c \) in the corpus. \( S_{c2}(c, t) \) is an assessment of how likely it is that an entity occurring in context \( c \) has type \( t \). For example, consider the contexts \( c_1 = \text{“he served SLOT cooked in wine”} \) and \( c_2 = \text{“she loves SLOT more than anything”} \). SLOT marks the occurrence of an entity and it also shows that we do not care about the entity mention itself but only its context. For the type \( t = \text{“food”} \), \( S_{c2}(c_1, t) \) is high whereas \( S_{c2}(c_2, t) \) is low. This example demonstrates that some contexts of an entity like “beef” allow specific inferences about its type whereas others do not. We aim to learn a scoring function \( S_{c2} \) that can distinguish these cases.

Based on the context scoring function \( S_{c2} \), we then compute the corpus-level CM scoring function \( S_{CM} \) that takes the scores \( S_{c2}(c_1, t), \ldots, S_{c2}(c_n, t) \) for all contexts of entity \( e \) in the corpus as input and returns a score \( S_{CM}(e, t) \) that assesses the appropriateness of \( t \) for \( e \). In other words, \( S_{CM} \) is:

\[
S_{CM}(e, t) = g(U_{e,t}) \tag{1}
\]

where \( U_{e,t} = \{S_{c2}(c_1, t), \ldots, S_{c2}(c_n, t)\} \) is the set of scores for \( t \) based on the \( n \) contexts \( c_1, \ldots, c_n \) of \( e \) in the corpus. The function \( g \) is a summary function of the distribution of scores, e.g., the mean, median or maximum. We use the mean in this paper.

We now describe how we learn \( S_{c2} \). For training, we need contexts that are labeled with types. We do not have such a dataset in our problem setting, but we can use the contexts of linked entities as distantly supervised data. Specifically, assume that entity \( e \) has \( n \) types. For each mention of \( e \) in the corpus, we generate a training example with \( n \) labels, one for each of the \( n \) types of \( e \).

For training \( S_{c2} \), a context \( c \) of a mention is represented as the concatenation of two vectors. One vector is the average of the embeddings of the \( 2l \) words to the left and right of the mention. The other vector is the concatenation of the embeddings of the \( 2k \) words to the left and right of the mention. E.g., for \( k = 2 \) and \( l = 1 \) the context \( c \) is represented as the vector: \( \Phi(c) = [x_{-2}, x_{-1}, x_{+1}, x_{+2}, \text{avg}(x_{-1}, x_{+1})] \) where \( x_i \in \mathbb{R}^d \) is the embedding of the context word at position \( i \) relative to the entity in position \( 0 \).
We train \( S_{c2t} \) on context representations that consist of embeddings because our goal is a robust model that works well on a wide variety of genres, including noisy web pages. If there are other entities in the contexts, we first replace them with their notable type to improve generalization. We learn word and type embeddings from the corpus \( C \) by replacing train entities with their notable type.

The next step is to score these examples. We use an MLP similar to the global model to learn \( S_{c2t} \), which predicts the probability of type \( t \) occurring in context \( c \):

\[
S_{c2t}(c, t) = G_t\left(\tanh(W_{\text{input}} \Phi(c))\right)
\]

where \( \Phi(c) \in \mathbb{R}^n \) is the feature vector of the context \( c \) as described above, \( n = (2k + 1) \times d \) and \( W_{\text{input}} \in \mathbb{R}^{h \times n} \) is the weight matrix from input to hidden layer with \( h \) units. Again, we use SGD with AdaGrad and minibatch training.

### 4.3 Joint model

Global model and context model have complementary strengths and weaknesses.

The strength of CM is that it is a direct model of the only source of reliable evidence we have: the context in which the entity occurs. This is also the way a human would ordinarily do entity typing: she would determine if a specific context in which the entity occurs implies that the entity is, say, an author or a musician and type it accordingly. The order of words is of critical importance for the accurate assessment of a context and CM takes it into account. A well-trained CM will also work for cases for which GM is not applicable. In particular, if the KB contains only a small number of entities of a particular type, but the corpus contains a large number of contexts of these entities, then CM is more likely to generalize well.

The main weakness of CM is that a large proportion of contexts does not contain sufficient information to infer all types of the entity; e.g., based on our distant supervised training data, we label every context of “Obama” with “author”, “politician” and Obama’s other types in the KB. Thus, CM is trained on a noisy training set that contains only a relatively small number of informative contexts.

The main strength of GM is that it bases its decisions on the entire evidence available in the corpus. This makes it more robust. It is also more efficient to train since its training set is by a factor of \( |M| \) smaller than the training set of CM where \( |M| \) is the average number of contexts per entity.

The disadvantage of GM is that it does not work well for rare entities since the aggregated representation of an entity may not be reliable if it is based on few contexts. It is also less likely to work well for non-dominant types of an entity which might be swamped by dominant types; e.g., the author contexts of “Obama” may be swamped by the politician contexts and the overall context signature of the entity “Obama” may not contain enough signal to infer that he is an author. Finally, methods for learning embeddings like word2vec are bag-of-word approaches. Therefore, word order information – critical for many typing decisions – is lost.

Since GM and CM models are complementary, a combination model should work better. We test this hypothesis for the simplest possible joint model (JM), which adds the scores of the two individual models:

\[
S_{JM}(e, t) = S_{GM}(e, t) + S_{CM}(e, t)
\]

### 5 Experimental setup and results

#### 5.1 Setup

**Baseline:** Our baseline system is the OpenIE system no-noun-phrase-left-behind (NNPBL) by Lin et al. (2012) (see Section 2). Our reimplementation performs on a par with published results.\(^2\) We use NNPBL as an alternative way of computing scores \( S(e, t) \). Scores of the four systems we compare – NNPBL, GM, CM, JM – are processed the same way to perform entity typing (see below).

**Corpus:** We select a subset of about 7.5 million web pages, taken from the first segment of ClueWeb12,\(^3\) from different crawl types: 1 million Twitter links, 120,000 WikiTravel pages and 6.5 million web pages. This corpus is preprocessed by eliminating HTML tags, replacing all numbers with “7” and all web links and email addresses with “HTTP”, filtering out sentences with length less than 40 characters, and finally doing a simple tokenization. We merge the text with the FACC1 annotations. The resulting corpus has 4 billion tokens and 950,000 distinct entities. We use the 2014-03-09 Freebase data dump as our KB.

\(^2\)The precision of our implementation on the dataset of three million relation triples distributed by (Lin et al., 2012) is 60.7% compared to 59.8% and 61% for tail and head entities reported by Lin et al. (2012).

\(^3\)http://lemurproject.org/clueweb12
**Entity datasets:** We consider all entities in the corpus whose notable types can be mapped to one of the 112 FIGER types, based on the mapping provided by FIGER. 750,000 such entities form our set of entities. 10 out of 112 FIGER types have no entities in this set.4

We run the OpenIE system Reverb (Fader et al., 2011) to extract relation triples of the form \(<\text{subject}, \text{relation}, \text{object}>\). Since NNPLB only considers entities in the subject position, we filter out triples whose subject is not an entity. The size of the remaining set of triples is 4,000,000. For a direct comparison with NNPLB, we divide the 750,000 entities into those that occur in subject position in one of the extracted triples (about 250,000 subject entities or SE) and those that do not (about 500,000 non-subject entities or NSE). We split SE 50:20:30 into train, dev and test sets. The average and median number of FIGER types of the training entities are 1.8 and 2, respectively. We use NSE to evaluate performance of FIGMENT on entities that do not occur in subject position.5

**Context sampling:** For \(S_\text{c2t}\), we create train’, dev’ and test’ sets of contexts that correspond to train, dev and test sets of entities. Because the number of contexts is unbalanced for both entities and types and because we want to accelerate training and testing, we downsample contexts. For the set train’, we use the notable type feature of Freebase: For each type \(t\), we take contexts from the mentions of those entities whose notable type is \(t\). Recall, however, that each context is labeled with all types of its entity – see Section 4.2.

Then if the number of contexts for \(t\) is larger than a minimum, we sample the contexts based on the number of training entities of \(t\). We set the minimum to 10,000 and constrain the number of samples for each \(t\) to 20,000. Also, to reduce the effect of distant supervision, entities with fewer distinct types are preferred in sampling to provide discriminative contexts for their notable types. For test’ and dev’ sets, we sample 300 and 200 random contexts, respectively, for each entity.

**System setup:** As the baseline, we apply NNPLB to the 4 million extracted triples. To learn entity embeddings for GM, we run word2vec (skipgram, 200 dimensions, window size 5) on a version of the corpus in which entities have been replaced by their Freebase IDs, based on the FACC1 annotation. We then train MLP with number of hidden units \(h = 200\) on the embeddings of training entities until the error on dev entities stops decreasing.

Our reasoning for the unsupervised training setup is that we do not use any information about the types of entities (e.g., no entities annotated by humans with types) when we run an unsupervised algorithm like word2vec. In a real-world application of FIGMENT to a new corpus, we would first run word2vec on the merger of our corpus and the new corpus, retrain GM on training entities and finally apply it to entities in the new corpus. This scenario is simulated by our setup.

Recall that the input to CM consists of \(2k\) unit embeddings and the average of \(2l\) unit embeddings where we use the term unit to refer to both words and types. We set \(k\) to 4 and \(l\) to 5. To learn embeddings for units, we first exclude lines containing test entities, and then replace each entity with its notable type. Then, we run word2vec (skipgram, 100 dimensions, window size 5) on this new corpus and learn embeddings for words and types.

Using the embeddings as input representations, we train \(S_\text{c2t}\) on train’ until error on dev’ stops decreasing. We set the number of hidden units to 300. We then apply the trained scoring function \(S_\text{c2t}\) to test’ and get the scores \(S_\text{c2t}(c, t)\) for test’ contexts. As explained in Section 4.2, we compute the corpus-level scores \(S_\text{cm}(e, t)\) for each entity by averaging its context-level scores (see Equation 1).

**Ranking evaluation:** This evaluation shows how well the models rank types for entities. The ranking is based on the scores \(S(e, t)\) produced by the different models and baselines. Similar to the evaluation performed by Lin et al. (2012), we use precision at 1 (P@1) and breakeven point (BEP, Boldrin and Levine (2008)). BEP is \(F_1\) at the point in the ranked list at which precision and recall have the same value.

**Classification evaluation:** This evaluation demonstrates the quality of the thresholded assignment decisions produced by the models. These measures more directly express how well FIGMENT would succeed in enhancing the KB with new information since for each pair \((e, t)\), we have to make a binary decision about whether to put it in the KB or not. We compare our decisions with the gold KB information.

---

4The reason is that the FIGER mapping uses Freebase user-created classes. The 10 missing types are not the notable type of any entity in Freebase.
5The entity datasets are available at [http://cistern.cis.lmu.de/figment](http://cistern.cis.lmu.de/figment)
Our evaluation measures are (i) accuracy: an entity is correct if all its types and no incorrect types are assigned to it; (ii) micro average: $F_1$ of all type-entity assignment decisions; (iii) entity macro average $F_1$: $F_1$ of types assigned to an entity, averaged over entities; (iv) type macro average $F_1$: $F_1$ of entities assigned to a type, averaged over types.

The assignment decision is made based on thresholds, one per type, for each $S(e, t)$. We select the threshold that maximizes $F_1$ of entities assigned to the type on dev.

### 5.2 Results

Table 1 presents results for the ranking evaluation as well as for the first three measures of the classification evaluation. MFT is the most frequent type baseline that ranks types according to their frequency in train. We also show the results for head entities (frequency higher than 100) and tail entities (frequency less than 5). The performance of the systems is in this order: JM $>$ GM $>$ CM $>$ NNPLB $>$ MFT.

Table 2 shows the results of the fourth classification measure, type macro average $F_1$, for all, head (more than 3000 train entities, 11 types), and tail (less than 200 train entities, 36 types) types. The ordering of models for Table 2 is in line with Table 1: JM $>$ GM $>$ CM $>$ NNPLB $>$ MFT.

We can easily run FIGMENT for non-subject entities (NSE) exactly the same way we have run it for subject entities. We test our JM on the 67,000 NSE entities with a frequency of more than 10. The top ranked type returned for 73.5% of entities was correct. Thus, due to our ability to deal with NSE, we can type an additional 50,000 entities correctly.

### 6 Analysis

#### Effect of window size in CM

Table 3 explores the effect of using different context sizes. Recall that CM was trained with $2k = 8$ for the concatenation and $2l = 10$ for the average window size. We change $2k$ from 0 to 14 while keeping $2l = 10$. The number of hidden units used in each model is also reported. The table shows that CM can leverage larger context sizes well.

**Poor results of NNPLB:** NNPLB is mostly hampered by Reverb, which did not work well on the noisy web corpus. As a result, the quality of the extracted relations – which NNPLB entity typing is based on – is too low for reliable typing decisions. The good results of NNPLB on their non-noisy published relation triples confirm that. On the three million relation triples, when mapping Freebase types to FIGER, P@1 of NNPLB is .684; when limiting entities to those with more than 10 relations, the results improve to .776.

**GM performs better than CM and JM performs best:** The fact that GM outperforms CM shows that decisions based on one global vector of an entity work better than aggregating multiple weak decisions on their contexts. That is clearest for tail entities – where one bad context can highly influence the final decision – and for tail types, which CM was not able to distinguish from other similar types. However, the good results of the simple JM confirm that the score distributions in CM do help. As an example, consider one of the test entities that is an “author”. GM and CM wrongly predict “written_work” and “artist”, respectively, but JM correctly outputs “author”.

**Errors of CM:** Many CM errors are caused by its simple input representation: it has to learn all linguistic abstractions that it wants to rely on from the training set. One manifestation of this problem is that CM confuses the types “food” and “restaurant”. There are only few linguistic contexts in which entities of these types can be exchanged for each other. On the other hand, the context words they cooccur with in a bag-of-words (BOW) sense are very similar. Thus, this indicates that CM pays too much attention to BOW information and that its representation of contexts is limited in terms of generalization.
Assumptions that result in errors: The performance of all models suffers from a number of assumptions we made in our training / evaluation setup that are only approximately true.

The first assumption is that FACC1 is correct. But it has a precision of only 80-85% and this caused many errors. An example is the lunar crater “Buffon” in Freebase, a “location”. Its predicted type is “athlete” because some FACC1 annotations of the crater link it to the Italian goalkeeper.

The second assumption of our evaluation setup is the completeness of Freebase. There are about 2,600 entities with the single type “person” in SE test. For 62% of the errors on this subset, the top predicted type is a subtype of person: “author”, “artist” etc. We manually typed a random subset of 50 and found that the predicted type is actually correct for 44 of these entities.

The last assumption is the mapping from Freebase to FIGER. Some common Freebase types like “award-winner” are not mapped. This negatively affects evaluation measures for many entities. On the other hand, the resulting types do not have a balanced number of instances. Based on our training entities, 11 types (e.g., “law”) have less than 50 instances while 26 types (e.g., “software”) have more than 1000 instances. Even sampling the contexts could not resolve this problem and this led to low performance on tail types.

7 Future work

The performance of FIGMENT is poor for tail types and entities. We plan to address this in the future (i) by running FIGMENT on larger corpora, (ii) by refining the FIGER type set to cover more Freebase entities, (iii) by exploiting a hierarchy over types and (iv) by exploring more complex input representations of the context for the CM.

FIGMENT’s context model can in principle be based on any system that provides entity-type assessment scores for individual contexts. Thus, as an alternative to our scoring model $s_{c2t}(c, t)$, we could use sentence-level entity classification systems such as FIGER (Ling and Weld, 2012) and (Yogatama et al., 2015)’s system. These systems are based on linguistic features different from the input representation we use, so a comparison with our embedding-based approach is interesting. Our assumption is that FIGMENT is more robust against noise, but investigation is needed.

The components of the version of FIGMENT we presented, in particular, context model and global model, do not use features derived from the mention of an entity. Our assumption was that such features are less useful for fine-grained entity typing. However, there are clearly some types for which mention-based features are useful (e.g., medications or organizations referred to by abbreviations), so we will investigate the usefulness of such features in the future.

8 Conclusion

We presented FIGMENT, a corpus-level system that uses contextual information for entity typing. We designed two scoring models for pairs of entities and types: a global model that scores based on aggregated context information and a context model that aggregates the scores of individual contexts. We used embeddings of words, entities and types to represent contextual information. Our experimental results show that global model and context model provide complementary information for entity typing. We demonstrated that, comparing with an OpenIE-based system, FIGMENT performs well on noisy web pages.
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