Pseudoparticle vertex solver for quantum impurity models
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We present a quantum impurity solver based on a pseudo-particle framework, which combines diagrammatic resummations for a three-point vertex with diagrammatic Monte Carlo sampling of a four-point vertex. This recently proposed approach [A. J. Kim et al., arXiv:2112.15549] is generalized here to fermionic impurity problems and we discuss the technical details of the implementation, including the time-stepping approach, the Monte Carlo updates, and the routines for checking the two-particle irreducibility of the four-point vertex. We also explain how the vertex information can be efficiently stored using a Dubiner basis representation. The convergence properties of the algorithm are demonstrated with applications to exactly solvable impurity models and dynamical mean field theory simulations of the single-orbital Hubbard model. It is furthermore shown that the algorithm can handle a two-orbital problem with off-diagonal hybridizations, which would cause a severe sign problem in standard hybridization-expansion Monte Carlo simulations. Since the vertex-based algorithm successfully handles sign oscillating integrals in equilibrium and samples only connected diagrams, it may be a promising approach for real-time simulations.

I. INTRODUCTION

Quantum impurity models play an important role as representations of correlated atoms in metallic hosts or quantum dots, and as auxiliary systems within dynamical mean field theory (DMFT) for interacting lattice models. The models consist of an interacting impurity subsystem with a finite-dimensional Hilbert space embedded in a large uncorrelated particle bath, which generically prevents an exact solution. A broad range of numerical techniques has been developed to treat quantum impurity problems, including exact diagonalization (ED), 2 tensor network approaches, 3, 4 numerical renormalization group (NRG), 5 and quantum Monte Carlo (QMC) 6-7 methods. Because of the relatively low computational cost, perturbative expansions have also been widely adopted in model calculations, including the iterated perturbation theory, 8 slave-particle schemes 9-11 and self-consistent strong-coupling expansions. 12, 13 For many equilibrium problems, state-of-the-art QMC methods such as the continuous-time interaction expansion (CT-INT) 14 and continuous-time hybridization expansion (CT-HYB) 15 enable efficient simulations of relevant multi-orbital or cluster-impurity problems at not too low temperatures. Recent progress in the development of NRG-based solvers allows to solve these models at arbitrarily low temperatures. 16-18

The development of quantum impurity solvers for nonequilibrium applications, such as quantum dots with an applied voltage bias, or the impurity problems which need to be solved within the nonequilibrium extension of DMFT, 19 remains an active and challenging research frontier. Adaptations of the NRG, 20, 21 MPS, 22, 23 and QMC 24-26 methods have enabled the study of specific problems, but the existing implementations of numerically exact methods are restricted to models with small local Hilbert spaces or to short-time simulations. In particular, methods like CT-INT and CT-HYB suffer from a dynamical sign problem, which grows exponentially with the length of the simulated real-time interval. 25 Hence, both for nonequilibrium DMFT applications and for the calculation of real-frequency spectra approximate impurity solvers such as the non-crossing approximation (NCA) have been frequently employed. NCA is based on a pseudo-particle formalism 9, 27 and may be regarded as the first-order approximation of the pseudo-particle self-energy in the hybridization function. If this self-energy is inserted into the pseudo-particle Dyson equation, it generates the subset of CT-HYB diagrams without crossing hybridization lines. NCA preserves the energy and particle conservation laws, but the results are qualitatively correct only in the strongly correlated regime. By extending the approach to higher-order expansions, e.g., the one-crossing approximation 13 and third-order schemes, 28 one can systematically improve its numerical accuracy. However, the computational cost significantly increases with increasing expansion order, again limiting the applicability to small clusters and short simulation times.

To overcome the above-mentioned difficulties, two different routes have been explored to improve the accuracy of pseudo-particle based impurity solvers. One strategy is to introduce a three-point vertex in the diagrammatic expression of the pseudo-particle self-energy. The self-consistent calculation of this vertex in the "symmetrized finite-U NCA" (SUNCA) approach 29 allows to sum up additional classes of hybridization-expansion diagrams, for example vertex corrections with an alternating sequence of local states. The second route which has been successfully explored is to combine the time-stepping scheme for the pseudo-particle propagators 28 with a Monte Carlo sampling of the pseudo-particle self-energies. This so-called inchworm algorithm 30 overcomes the serious dynamical sign problem of CT-INT and CT-HYB by sampling the self-energy instead of the partition function, and in principle enables numerically exact solutions of real-time quantum impurity problems. The high
numerical cost, however, has so far limited the application of this approach within DMFT to relatively short times.\(^3\)

In the present work, we combine key aspects of the latter two pseudo-particle methods by developing an impurity solver which supplements a diagrammatic calculation of a three-point vertex with a diagrammatic Monte Carlo (diagMC)\(^{32-34}\) sampling of a four-point vertex.\(^3\) Upon convergence of this self-consistent scheme, and of the diagMC simulation in powers of the hybridization function, a numerically exact solution of the impurity model is obtained. We discuss the technical details of the implementation of this vertex-based solver and demonstrate its properties with applications to the equilibrium Anderson impurity model (AIM). We find that the diagMC sampling of the four-point vertex yields accurate results despite the oscillating signs in the integrals. In particular, the vertex-based algorithm remains numerically stable in the presence of off-diagonal hybridization functions, which can create a severe sign problem in CT-HYB.\(^3\) This makes the method promising for equilibrium applications with sign problems, such as DMFT solutions of spin-orbit coupled systems.\(^1\) Moreover, because the diagrams for the four-point vertex are connected, the algorithm is also likely to tackle the dynamical sign problem on the real-time axis, in a way similar to the inchworm algorithm.\(^3\)

The remainder of the paper is organized as follows: In Sec. II, we define a general impurity model and describe the strong-coupling-expansion formalism based on pseudo-particles. Section III presents our specific way to construct the diagrammatics via self-consistent vertex equations and summarizes the hierarchy of the approximate schemes and the relation to established approaches. In Sec. IV, we provide a detailed description of the diagrammatic Monte Carlo algorithm that is used to sample the four-point vertex function. In Sec. V, we address the current challenge of the algorithm in storing the four-point vertex function and suggest using a Dubiner basis to compress the data. Benchmark results for various types of impurity models are shown in Sec. VI. In Appendix A, we present a possible variant of the self-consistent vertex scheme.

II. MODEL AND PSEUDO-PARTICLES

We consider a general impurity model whose Hamiltonian can be expressed as

\[
\mathcal{H} = \mathcal{H}_{\text{loc}} + \mathcal{H}_{\text{hyb}} + \mathcal{H}_{\text{bath}} ,
\]

\[
\mathcal{H}_{\text{loc}} = \sum_{ab} E_{ab} d^\dagger_{a} d_{b} + \sum_{abcd} U_{ab,cd} d^\dagger_{a} d^\dagger_{b} d_{c} d_{d} ,
\]

\[
\mathcal{H}_{\text{hyb}} = \sum_{k\alpha} (V_{\alpha}^k F_{\alpha}^k c_{ka} + \text{h.c.}) ,
\]

\[
\mathcal{H}_{\text{bath}} = \sum_{k,ab} \epsilon_{k,ab} c_{ka}^\dagger c_{kb} ,
\]

(1)

where \(d_{a} (d^\dagger_{a})\) is the annihilation (creation) operator of the impurity fermion with flavor \(a\), and \(c_{ka} (c_{ka}^\dagger)\) is the annihilation (creation) operator of the bath degree of freedom with index \(k\) and flavor \(a\). \(F_{\alpha}^k\) denotes an operator composed of \(d^\dagger_{a}\) and \(d_{a}\) which depends on the specific model, and \(V_{\alpha}^k\) the hybridization amplitude. For example, this general form of the impurity model includes the (multi-orbital) Anderson model with fermionic bath degrees of freedom and, with a truncation to two states (or in the \(U \to \infty\) limit) also the spin-boson model with a bosonic bath. For the Anderson impurity model, the operator \(F_{\alpha}^{\text{imp}}\) is the single fermion operator \(d^\dagger_{a}\) and the bath degrees of freedom are fermions, while in the case of the spin-boson model, \(F_{\alpha}^{\text{imp}}\) represents one component of the Pauli spin operator, e.g. \(\sum_{ab} d^\dagger_{a} \sigma_{ab}^x d^\dagger_{b}\), and the bath degrees of freedom are bosons.

We next introduce a pseudo-particle (PP) representation for the diagrammatic treatment of the impurity problem. For the (many-particle) state \(|m\rangle\) in the impurity Hilbert space, we introduce the pseudo-particle operator \(a^\dagger_{m}\) which connects the pseudo-particle vacuum state \(|0\rangle\) to \(|m\rangle\). Conventionally, depending on the number of impurity fermions in the state \(|m\rangle\), the corresponding pseudo-particle is defined as a boson (even number of fermions) or a fermion (odd number of fermions). In the pseudo-particle representation, the physical local Hilbert space becomes a subspace of the full Fock space generated by the PP operators, satisfying the constraint

\[
Q = \sum_{m} a^\dagger_{m} a_{m} = 1 ,
\]

(2)

where \(Q\) is the total pseudo-particle number. Within the \(Q = 1\) subspace, all operators acting on impurity states can be represented via their matrix elements as quadratic operators in the pseudo-particles. For example a general impurity operator can now be expressed as

\[
F_{\alpha} = \sum_{mn} v_{mn}^\alpha a^\dagger_{m} a_{n} ,
\]

(3)

with \(v_{mn}^\alpha = \langle m| F_{\alpha} |n\rangle\).

After integrating out the bath degrees of freedom, the impurity effective action can be written as

\[
S_{\text{imp}} = S_{\text{loc}} + S_{\text{hyb}} ,
\]

(4)

with the pseudo-particle representations

\[
S_{\text{loc}} = \sum_{mn} \int_{0}^{\beta} d\tau v_{mn}(\tau) a_{m}(\tau) ,
\]

(5)

\[
S_{\text{hyb}} = \sum_{\alpha \gamma mn, m' n'} \int_{0}^{\beta} d\tau \int_{0}^{\beta} d\tau' v_{mn, \alpha, m' n'}(\tau) a_{m}(\tau) a_{m'}(\tau') v_{m' n'}(\tau - \tau' \gamma) a_{n}(\tau')
\]

\[
= \sum_{mn, m' n'} \int_{0}^{\beta} d\tau \int_{0}^{\beta} d\tau' a_{m}(\tau) a_{n}(\tau) v_{m' n'}(\tau - \tau') a_{m'}(\tau') ,
\]

(6)
This results in a single, time-ordered Dyson equation $G$ where $\xi$ grams, illustrated in Fig. 1. The restriction of $G$ to the particle statistics, the PP propagators with negative expansion of the partition function and observables with respect to $\Omega_{\text{phys}}$ in terms of ordered expectation values (resolvent operators). In the following we will summarize these equations (the derivation has been given in the literature), and then explain in more detail how to resum them in terms of the three-point and four-point vertex.

The constrained pseudo-particle propagator associated with the action (4) is defined for $0 \leq \tau \leq \beta$ as
\[ G_{mn}(\tau) = \langle a_m(\tau)a_n^\dagger(0) \rangle_{S_{\text{sup}}} = 1, \]
and the corresponding pseudo-particle self-energy via the time-ordered Dyson equation
\[ G_{mn}^{\prime}(\tau) = G_{0,mn}(\tau) + \sum_{m_1,m_2} \int_0^\tau d\tau_1 \int_\tau^{\tau_1} d\tau_2 \times G_{m_1,n}(\tau - \tau_2)G_{m_2,m}(\tau_2 - \tau_1)G_{0,m_2,m}(\tau_1). \]

Here $G_{0,mn}(\tau) = \langle a_m(\tau)a_n^\dagger(0) \rangle_{S_{\text{imp}}} = 1$, and we have the time ordering $0 \leq \tau_1 \leq \tau_2 \leq \tau \leq \beta$. Depending on the particle statistics, the PP propagators with negative time argument are defined as $G_{mn}(\tau) = \xi_m G_{m,n}(\beta - \tau)$, where $\xi_m = 1$ for bosonic PP and $-1$ for fermionic PP, respectively.

By definition, we have the boundary condition $G(0+) = G_0(0+) = \mathcal{I}$, with $\mathcal{I}$ the identity matrix in PP space. The restriction of $G$ to the subspace $\mathcal{Q}$ is 1 implies $\sum_{m} G_{mn}(\beta-) = \sum_{m} \xi_m G_{mn}(0-) = 1$. To satisfy this constraint, we introduce an auxiliary pseudo-particle chemical potential shift $\lambda$, as described below.

III. SELF-CONSISTENCY EQUATIONS

In this study, we use skeleton diagrams to compute the PP self-energy. The building blocks of the PP diagrams, illustrated in Fig. 1, are the renormalized propagator $G_{mn}(\tau - \tau')$, the retarded interaction $V_{\alpha\alpha'}(\tau - \tau')$ (directed interaction lines), and the interaction vertices $v_{mn}$ and $(v_{mn})^\ast$. The $n$th-order PP self-energy $\Sigma_{mn}(\tau)$ consists of a sequence of $2n - 1$ renormalized propagator
\[ \tau', n \rightarrow \tau, m = G_{mn}(\tau - \tau') \]
\[ \tau', \gamma \rightarrow \tau, \alpha = -V_{\alpha\gamma}(\tau - \tau') \]
\[ n \rightarrow \tau, m = v_{mn}, \quad n \rightarrow \tau, m = (v_{mn})^\ast \]

FIG. 1. Building blocks of the PP diagrams. From top to bottom, the (black) solid line, (red) dashed line, and the (black) solid circle represent the PP propagator, the retarded interaction, and the (bare) vertex. The bottommost row shows the undirected retarded interaction introduced to simplify the diagrams. The minus (plus) sign in the parentheses is for fermionic (bosonic) bath degrees of freedom.

In addition to the self-consistent calculation of the renormalized PP propagator, we also self-consistently determine the triangular vertex. All possible skeleton diagrams of the PP self-energy can be expressed in a compact form using the triangular vertex
\[ T_{m_2,n_2}(\tau_2, \tau_1): \]
\[ \Sigma_{mn}(\tau) = \sum_{m' n'} G_{m'n'}(\tau)T_{m' n'}^{mn}(\tau) + \sum_{m_1, n_1} \int_0^\tau \int_{\tau_1}^{\tau} d\tau_1 \int_{\tau_1}^{\tau} d\tau_2 \times G_{m_2 n_2}(\tau - \tau_2)T_{m_1 n_1}^{m_2 n_2}(\tau_2, \tau_1). \]

Figure 2(b) shows the diagrammatic representation of Eq. (9). The triangular vertex $T^\alpha$ defines a vertex $T^{\alpha \alpha}$ with specified operator index $\alpha$ through
\[ T_{mn}^{\alpha \alpha} = \sum_{m_1, n_1} v_{m_1 n_1} T_{mn}^{m_1 n_1}. \]

As illustrated in Fig. 2(c), $T^\alpha$ can be determined by a self-consistency equation, which involves a four-point vertex (orange box). This equation will be discussed in detail in Sec. IIIA. Finally, using the
self-consistent PP propagators and the triangular vertex $T^\alpha$, one can compute the impurity Green’s function $G_{\alpha\gamma}(\tau)$ via

$$G_{\alpha\gamma}(\tau) = -\langle T_\tau F_\alpha(\tau) F_\gamma^\dagger(0) \rangle$$

$$= - \text{tr} \left[ G(\beta - \tau) e^{\alpha G(\tau) (\nu^\gamma)} \right] - \int_0^\tau d\tau_1 \int_\tau^{\beta_N} d\tau_2 \times \text{tr} \left[ G(\beta - \tau_2) T^\alpha(\tau_2 - \tau_1, \tau - \tau_1) G(\tau_1) (\nu^\gamma) \right],$$

(10)

see illustration in Fig. 2(d).

### A. Vertex self-consistency equation

Figure 2(c) shows the diagrammatic representation of the vertex self-consistency equation. The triangular vertex $T^\alpha$ in Fig. 2(c) can be written as a sum of diagrams which involve the renormalized PP Green’s function, the retarded (bare) interaction $V$, $T^\alpha$ itself, and in addition the PP four-point vertex $Q$. $Q_{m_2 n_2}(\tau_2, \tau_1)$ is a diagrammatic object with two separate renormalized propagator sequences (two backbones) connected by retarded interactions. Figure 3 illustrates the twelve lowest-order $Q$ diagrams (up to order 3). Note that we exclude diagrams with a single transverse interaction line between the two backbones, and two-particle reducible diagrams in the propagator line, to avoid a double counting with the first eight diagrams in Fig. 2(c).

In Fig. 2(c), due to the different time-ordering rule depending on the particle statistics, the overall sign on the right-hand side differs for fermions (−) and for bosons (+). This rule ensures that for a given self-energy diagram in Fig. 2(b) which is obtained by expanding the vertex into bare PP Green’s functions and undirected interaction lines, the sign is ±1 for an even (odd) number of crossings of interaction lines for fermions. Note that an overall (−1)^n expansion factor for diagram order $n$ and the signs associated with the time orderings between the creation and annihilation operators attached to the hybridization lines are absorbed into the dashed lines.

Due to the lack of bubbles in the triangular vertex diagram, the self-consistency equation is causal in imaginary time, and the integro-differential equation represented by Figs. 2(a) and (c) can be efficiently solved by a time-stepping procedure. In practice we transform Eq. (8), corresponding to Fig. 2(a), into an integral-differential form suitable for time stepping,

$$[-\partial_\tau - h + \lambda] G(\tau) + \int_0^\tau d\tau' \Sigma(\tau - \tau') G(\tau') = 0,$$

(11)

with $0 \leq \tau \leq \beta$. Here, we omit the pseudoparticle indices.

The time-stepping solution for the vertex self-consistency in Fig. 2(c) can be performed as follows: For the numerical solution, the imaginary-time interval $[0, \beta]$ is discretized into $N$ time slices of length $\Delta \tau = \beta/N$, which defines the $N + 1$ imaginary-time points $\tau_i = i \Delta \tau$ ($i = 0, 1, \ldots, N$). The time arguments of the vertex $T^\alpha(\tau_i, \tau_j)$ satisfy $\beta \geq \tau_i \geq \tau_j \geq 0$, and after $k$ steps, the vertex is known for all $\tau_k \geq \tau_i \geq \tau_j \geq 0$. In the next step of the procedure, $T^\alpha(\tau_{k+1}, \tau_j)$ is calculated using the previously computed $T^\alpha(\tau_i, \tau_j)$ values up to $\tau_k \geq \tau_i \geq \tau_j \geq 0$. Starting from $T^\alpha(0,0)$, one may thus extend the solution time-step by time-step up to the maximum time $\tau_N = \beta$. Such a procedure can be considered as a two-dimensional generalization of the inchworm algorithm, see the illustration in Fig. 4. Inspired by the two-dimensional propagation of the slime mold creature (*physarum polycephalum*), we may thus refer to the vertex-based algorithm as a slime mold algorithm.

For a given maximum time index $k$ and $i \geq j \geq 0$, the triangular vertex self-consistency equation can either be solved via matrix inversion or in an iterative manner.

---

**Fig. 3.** Expansion of the $Q$ vertex up to the third order. There is a single second-order diagram, and there are eleven third-order contributions. The upper (lower) sign on the right-hand side corresponds to fermions (bosons).
For the bulk case, \( k > j > 0 \),
\[
T_{mn}^\alpha(\tau_k, \tau_j) = B_{mn}^\alpha(\tau_k, \tau_j) + \sum_{m'n'} M_{mn'm'}^{\alpha} (\tau_k, \tau_j) T_{n'm'}^\alpha(\tau_k, \tau_j),
\]
while for the boundary case, \( j = 0 \) or \( j = k \),
\[
T_{mn}^\alpha(\tau_k, \tau_j) = \overline{B}_{mn}^\alpha(\tau_k, \tau_j) \\
+ \sum_{\gamma, m'n'} \overline{T}_{mn'm'}^{\gamma} (\tau_k, \tau_j) T_{n'm'}^{\gamma}(\tau_k, \tau_j) \\
+ \sum_{\gamma, m'n'} \overline{T}_{mn'm'}^{\gamma} (\tau_k, \tau_j) T_{n'm'}^{\gamma}(\tau_k, \tau_j),
\]
in which \( \overline{\tau}_j = 0 \) (\( \tau_k \)) when \( \tau_j = \tau_k (0) \). Here, \( B \) and \( \overline{B} \) represent the terms that do not include \( T(\tau_i, \tau_j) \) contributions with \( i = k \) and \( M, \overline{M} \), and \( \overline{T} \) are the coefficients of \( T \)-linear contributions with the bigger time index \( i = k \). Since the zero-range time integral vanishes, only \( T_3 \) and \( T_\infty (T_2 \text{ and } T_3) \) contribute to \( M (\overline{M} \text{ and } \overline{T}) \).

Alternatively, one can also start from an initial guess for \( T \) (e.g., \( T = T_1 \)) and continue to update \( T \) by substituting the current guess into the right-hand side of the self-consistency equation until convergence. In practice, we apply this iterative scheme to obtain the boundary values within the time-stepping procedure (instead of solving Eq. (13)), while for the bulk values we perform the time stepping, as indicated by the vertical red arrows in Fig. 4(b). It turns out that in this way the convergence of the iterative method is fast and typically requires only of the order of 10 iterations for the presented parameters.

### IV. MONTE CARLO SAMPLING OF THE FOUR-POINT VERTEX

#### A. diagMC formalism

We sample the Feynman diagrams of the four-point vertex \( Q_{m_1n_1}^{m_2n_2}(\tau_1; \tau_2, \tau_3) \) using a bold-line diagrammatic Monte Carlo (diagMC) method based on the strong-coupling expansion. The series representation of \( Q_{m_1n_1}^{m_2n_2}(\tau_1; \tau_2, \tau_3) \) is
\[
\sum_n \langle Q^{(n)} \rangle_{m_1n_1}^{m_2n_2}(\tau_1; \tau_2, \tau_3) \]
with
where $\delta(\tau)$ is the Dirac delta function. In Eqs. (14) and (15), we introduced the combined coordinate for the upper ($u$) or lower ($d$) backbone, $r^{u/d} = (\alpha, t, \tau)$, where $\alpha$ is the $F$ operator index, $t = \pm$ refers to the type of operator (creation/annihilation), and $\tau$ is the imaginary time. For example, the vertex $v(r = (\alpha, +, \tau)) = \nu^\alpha$, while $v(r = (\alpha, -, \tau)) = [\nu^\alpha]^\dagger$, both of them representing matrices in pseudo-particle space. The sum over combined coordinates in Eq. (14) represents the sum over the types and flavors, and the time-ordered integrals:

$$
\Pi\chi\{\{r^u_i\}, \{r^d_i\}\} = \sum_{\{\tau^u_i\}, \{\tau^d_i\}} \delta(\tau^u_0)\delta(\tau^u_{k_u+1} - \tau_1)\delta(\tau^d_0)\delta(\tau^d_{k_d+1} - \tau) \omega_{m_1n_1}^{m_2n_2}\{\{X, \{r^u_i\}, \{r^d_i\}\}\}.
$$

(15)

$\Pi\chi\{\{r^u_i\}, \{r^d_i\}\}$ in Eq. (15) represents the product of the interaction lines for a given topology of connections $X$ and the vertex configuration $\{r^u_i\}, \{r^d_i\}$.

The configuration space of the MC sampling, $\{x\} = \{X, \{r^u_i\}, \{r^d_i\}\}$, is composed of the topological structure of the interaction lines $X$ and the set of vertices on the upper and lower backbone. The weight of these configurations, which are illustrated in Fig. 5, is given by Eq. (15). Note that only configurations with $X$ corresponding to 2-particle irreducible (2PI) diagrams along the PP propagators and 1PI diagrams along the interaction lines are included. Here, the 2PI condition is examined with the external vertices being connected by auxiliary backbone lines, as shown by the gray lines in Fig. 6. Both this 2PI condition and the 1PI condition for the interaction lines are needed to prevent the double-counting of T diagrams in Fig. 2.

In practice we use a combined MC weight for the configurations with different external subspace indices, defined via the $L^1$ norm $|\omega(x)| = \sum_{m_1,n_1,m_2,n_2} |\omega_{m_1n_1}^{m_2n_2}(x)|$, and measure the $[Q^{(n)}]_{m_1n_1}^{m_2n_2}$ component by accumulating $\omega_{m_2n_2}/|\omega_k|$.

**B. Monte Carlo updates**

In order to ensure the ergodicity of the Monte Carlo sampling, we use four different updates: (1) insertion, (2) removal, (3) swap, and (4) shift line-cut. These updates will be briefly explained in the following.

1. **Insertion and removal update**

In an insertion update, we randomly select two distinct PP propagators and place the two end points of the new interaction line $V$ on those lines. For this step, we close the diagram in Fig. 5 into a circle by inserting fictitious PP lines that connect the end points $(0, \tau)$ and $(\tau_1, \tau_2)$ of the $Q$ diagram; see gray lines in Fig. 6. When an operator is inserted on a fictitious line, it defines a new corner of the $Q$ diagram, and we have a choice as to which of the two backbone branches will be extended to the new operator. Two possible choices are illustrated in Fig. 6. The proposal probability of the insertion update has to take into account this degree of freedom. If the move is accepted, either one of the external time points $(\tau, \tau_2, \tau_1)$...
is shifted, or, if the first operator on the upper branch is modified, it defines the new \( \tau = 0 \) point and all the other time points in the diagram are shifted accordingly.

Depending on the nonzero components of the retarded interaction, the inserted vertices \( v \), which are understood here as matrices in pseudo-particle space, are chosen differently. During the MC insertion update, we only propose combinations of vertices with nonzero retarded interaction. For a general \( V_{\alpha\gamma} \) with off-diagonal components, there are \( 2N_F^2 \) \((N_F \) is the number of \( F \) operator indices\) possible combinations of operators. Here, the factor 2 comes from the direction of the \( V \) line, which determines the location of the creation and annihilation operator.

If the diagram before the insertion was 2PI, the updated diagram automatically satisfies the 2PI condition. Hence, a topology check is not required for the insertion update.

In the removal update, we randomly remove one of the \( V \) lines. Since the topology checking is the most expensive routine, the 2PI condition is examined only in the case of acceptance in the Metropolis step.

The proposal probabilities of the insertion \( (W_i) \) and removal \( (W_r) \) updates between \( k \)th-order and \( (k+1) \)th-order diagrams are

\[
W_i = \left( \frac{1}{2} \right)^{N_{\text{fictitious}}} \frac{2}{(2k)(2k-1)} \frac{1}{2N_F^2} \Delta \tau \Delta \tau', \quad \text{and} \\
W_r = \frac{1}{k+1},
\]

where \( N_{\text{fictitious}} \in \{0, 1, 2\} \) denotes the number of selected fictitious lines, and \( \Delta \tau, \Delta \tau' \) represent the lengths of the two PP propagator lines on the imaginary-time axis. The resulting acceptance probability for an insertion update from configuration \( x \) to \( y \) is

\[
R_i(x \rightarrow y) = \min(1, R_i(x \rightarrow y)) = \left( \frac{1}{2} \right)^{N_{\text{fictitious}}} \frac{2}{(2k)(2k-1)} \frac{1}{2N_F^2} \Delta \tau \Delta \tau' \frac{\omega(y)}{\omega(x)}. \quad \text{(18)}
\]

2. **Swap update**

In a swap update, we randomly choose two \( V \) lines and swap the end-points of the lines with the corresponding fermionic operators, see illustration in Fig. 7. This update is essential to ensure an ergodic sampling of the third-order diagrams. When the outgoing external vertex of the upper backbone and the incoming one of the lower backbone are the same, for example, one cannot access the right diagram of Fig. 7 through an insertion update, since none of the possible second-order diagrams are 2PI.

We also check the 2PI condition after the swap update.

3. **Shift line-cut**

In this update, we swap the fictitious line connecting \( \tau_1 \) and \( \tau_2 \) with an existing PP propagator line, thereby relocating the edges \( \tau_1 \) and \( \tau_2 \) of the \( Q \) vertex. The 2PI condition has to be checked after this update as well.

C. **Measurements**

At every MC step, we accumulate \( \omega_{m_1n_2}^{\tau_1\tau_2\tau_3}(\tau_1, \tau_2, \tau_3; x) \) for all non-zero \((m_1n_1, m_2n_2)\) combinations.

D. **Normalization**

In addition to the vertex function \( Q \) we also measure observables proportional to the absolute value integral

\[
\mathcal{N}^{(n)} = \sum_{m_1n_1, m_2n_2} \int_0^\beta \int_0^\tau d\tau_2 \int_0^\tau d\tau_1 \\
\times \sum_{x \in (\text{order } n)} |\omega_{m_1n_2}^{\tau_1\tau_2\tau_3}(\tau_1, \tau_2, \tau_3; x)| \quad \text{(19)}
\]
during the Monte Carlo sampling. Using the analytically computed \( \mathcal{N}^{(2)} \), or the previously sampled \( \mathcal{N}^{(n-1)} \), we normalize the accumulated \( Q^{(n)} \) to obtain the final result. As an illustration, Fig. 8 shows the simulation results for the absolute value integral defined in Eq. (19) for a single-orbital impurity model with \( T = U/10, \mu = U/2 \), constant hybridization \( V = U/2 \), and \( \varepsilon = 0 \) (see sec. VI A).
FIG. 8. Absolute value integral of the $Q$ vertex [Eq. (19)] for the single-orbital impurity model (Sec. VI A) with $T = 0.1$, $U = 1$, $\mu = 0.5$, $V = 0.5$ and $\varepsilon = 0$. The inset presents the same data on a semilog scale, which shows a linear decay for $n \gtrsim 15$.

The integral has a clear peak around order 6 and exponentially decreases as we further increase the diagram order. In the case of a small average sign, the Monte Carlo error is directly proportional to the absolute-value integral.

E. 2-particle irreducibility

A general Feynman diagram can be represented by a graph structure consisting of edges and vertices. If the original $v$ vertices connected by $V$ lines are encapsulated into supervertices, the $Q$ diagrams which are 2PI in the $G$ channel correspond to so-called three-edge-connected graphs. Figure 9(a) shows an example of a $Q$ diagram with 12 $v$ vertices, and Fig. 9(b) the corresponding graph with supervertices. To check for three-edge-connectivity, there exist several algorithms whose computational complexity scales as $O(|E|)$, where $|E|$ is the number of edges in the graph. We use the algorithm introduced in Ref. 45, which is based on a depth-first search of the graph.

In this algorithm, a given two-edge-connected graph (1PI Feynman diagram in the $G$ channel) is successively transformed into a set of three-edge-connected components via absorption and ejection operations. Whenever the depth-first search backtracks, the cardinality (the number of neighboring vertices) of the descendant (the last supervertex on the line) is investigated. If it is 2, the descendant is ejected as an isolated three-edge-connected component. Otherwise the graph is transformed using absorption and ejection operations which allow to identify the separate three-edge-connected components.

FIG. 9. Algorithm for checking the 2PI property of the $Q$ vertex. First, the original $Q$ vertex diagram shown in panel (a) is transformed into the graph structure of panel (b) by combining the two vertices connected by red dashed lines into supervertices (circles). Here, the black lines represent PP propagators. Note that in panel (a) we introduced auxiliary propagator lines (gray) connecting the vertices 1 and 12, as well as 6 and 7 in order to make the lowest-order diagram 2PI without affecting the 2PI property of higher-order diagrams. Panel (c) shows the tree representation of diagram (b) produced by the depth-first-search algorithm. Panels (d-h) illustrate the absorption and ejection operations which allow to identify the separate three-edge-connected components.

After the depth-first search is finished and the tree (vertical line) has been formed. Next, we backtrack the tree while investigating the cardinality. At the node 5, the cardinality of 6 is investigated. It is 4 and hence larger than 2. Thus, the node 5 is absorbed into 6, forming the supernode 5, 6, as illustrated in panel (d). The absorption continues in the next step, since also the cardinality of node 5, 6 is larger than 2, and we end up with the graph shown in panel (e). At the next step, we check the cardinality of the supernode 4, 5, 6, which is 2. Now the ejection operation is applied and results in the disconnected graph shown in panel (f). Such absorption and ejection operations are successively applied until the end (panels (g) and (h)). In the actual Monte Carlo sampling, we would stop the 2PI irreducibility checking at Fig. 9(f), since the existence of a disconnected part implies that the original graph was not 2PI.
FIG. 10. (a) The Monte Carlo sampled \( [Q^{(4)}_{11}]^{\downarrow\downarrow}(\tau = \beta/2, \tau_2, \tau_1) \) of the single-bath Anderson impurity model (Sec. VI.A) for \( T = 0.1, U = 1, \mu = 0.5, V = 0.5, \varepsilon = 0 \) and a time grid with \( N_r = 80 \). (b) The reproduced \( [Q^{(4)}_{11}]^{\uparrow\uparrow}(\tau = \beta/2, \tau_2, \tau_1) \) after projection onto the Dubiner basis and truncation of the coefficients at basis order 5. (c) The difference between the sampled and reproduced \( [Q^{(4)}_{11}]^{\downarrow\downarrow}(\tau = \beta/2, \tau_2, \tau_1) \).

V. DUBINER BASIS REPRESENTATION

Storing the Q vertex is a challenging task because of the large number of data points generated by three different time indices and four different PP indices. With a uniform time grid with \( N_r \) time points and the size of the impurity Hilbert space \( N_H \), the total number of data points required to store the Q vertex scales as \( N_H \times N_r (N_r + 1)(N_r + 2)/6 \). As we increase \( N_r \), the required memory quickly exceeds practical limits, for example, it is already \( \sim 2.8 \) GB for \( N_H = 4 \) and \( N_r = 200 \). In this section, we introduce a polynomial basis that can significantly reduce the memory cost for storing the Q vertex.

As one can see in Fig. 10(a), for fixed \( \tau = \beta/2 \) in the figure, \( Q(\tau, \tau_2, \tau_1) \) is a smooth function of \( (\tau_2, \tau_1) \). Furthermore, because of the time ordering of \( \tau_2 \) and \( \tau_1 \) the domain of the function has a triangular shape. For a more efficient representation of this function, we thus use a polynomial basis adapted to this triangular time domain, the so-called Dubiner basis.\(^{46,47}\)

The Dubiner basis is composed of a product of two Jacobi polynomials,

\[
g_{lm}(r, s) = \frac{(2l + 1)(m + l + 1)}{2^{l+1}} p_{l}^{r,0} \left( \frac{1 + r}{1 - s} - 1 \right) \times (1 - s)^l p_{m+1,0}^{l+1,0}(s),
\]

where \(-1 \leq r, s; r + s \leq 0\). Note that \( g_{lm} \) constitutes a polynomial function whose maximum order is \( l + m \). Using the orthogonality relation

\[
\int g_{lm}(r, s) g_{pq}(r, s) dr ds = \delta_{lp} \delta_{mq},
\]

one can directly accumulate the coefficients of the Dubiner basis during the MC sampling. Figure 11 shows the low-order basis functions up to polynomial order 3.

For the purpose of illustration, we project the \( [Q^{(4)}_{11}]^{\downarrow\downarrow}(\tau = \beta/2, \tau_2, \tau_1) \) data of an Anderson impurity model obtained by the Monte Carlo sampling (Fig. 10(a)) onto the Dubiner basis:

\[
[Q^{(4)}_{11}]^{\uparrow\uparrow}(\tau = \beta/2, \tau_2, \tau_1) = \sum_{lm} q_{lm} g_{lm} \left( \frac{\tau_1}{\tau}, \frac{\tau_2 - \tau_1}{\tau}, -1 \right).
\]

The coefficients \( q_{lm} \) of the basis functions \( g_{lm} \), shown in Fig. 12, decay exponentially as a function polynomial order, which means that only a small number of coefficients is needed to represent the function. (The small upturns, for example in \( q_{lm} \), are due to finite imaginary-time grids. See Appendix B.) After truncating the coefficients beyond a cutoff value determined by the desired accuracy, we can reproduce the original data with the Monte Carlo noise filtered out. Figure 10(b) presents the reproduced \( [Q^{(4)}_{11}]^{\uparrow\uparrow}(\tau = \beta/2, \tau_2, \tau_1) \) and Fig. 10(c) shows the difference between the sampled data and the reproduced data for a truncation at polynomial order 5 (with \( q_{lm} \) set to zero for \( l + m > 5 \)). With this truncation the error produced by the projection onto the Dubiner basis is of the order of \( 10^{-3} \), and thus smaller than the Monte Carlo noise.

The Dubiner basis introduced above for the triangular time domain can be generalized to a tetrahedral domain. In this case, the basis function is composed of the product of three Jacobi polynomials,

\[
g_{lmn}(r, s, t) = p_{l}^{0,0} \left( \frac{1 + r}{2 - s - t} - 1 \right) \left( \frac{-s - t}{2} \right)^l \times p_{m+1,0}^{2l+1,0} \left( \frac{1 + s}{2 - l} - 1 \right) \left( \frac{1 - t}{2} \right)^m \times p_{n+2m+2,0}^{2l+2m+2,0}(t).
\]

Among several possibilities, one choice of \( r, s, \) and \( t \) is \( r = 2\tau_1/\beta - 1, s = 2(\tau_2 - \tau_1)/\beta - 1, \) and \( t = 2(\tau - \tau_2)/\beta - 1, \) respectively.
VI. RESULTS

A. Single-orbital Anderson impurity model

In this section, we benchmark the results of the PP vertex solver against exactly solvable models and investigate its convergence properties. First, we study the single-bath AIM [Eq. (1)], for which $F_{\alpha=a}^\dagger = d_{\alpha}^\dagger$. It has a single bath degree of freedom with index $k = 1$, while the flavor index $\alpha$ represents the spin degrees of freedom $\uparrow$ and $\downarrow$. The corresponding model parameters are $E_{ab} = -\mu \delta_{ab}$, $U_{ab,cd} = (U/2) \delta_{ac} \delta_{bd}$, $V_{ab} = V \delta_{ab}$ and $\varepsilon_{k=1,ab} = \varepsilon \delta_{ab}$.

Figure 13 illustrates the systematic convergence of the PP vertex solver as a function of the $Q$ vertex diagram order. As a relevant observable, we consider the impurity Green’s function $G(\tau) = G_{\uparrow\uparrow}(\tau) = G_{\downarrow\downarrow}(\tau)$. Figure 13(a) presents the difference between the impurity Green’s functions from several approximation schemes and the exact result, $\Delta G(\tau) = G_{\text{approx}}(\tau) - G_{\text{exact}}(\tau)$. The perturbative approximations (NCA, OCA, and TOA) exhibit sizable deviations from the exact Green’s function with positive or negative signs, depending on $\tau$. While the self-consistent TVA is not obviously better, as we increase the maximum diagram order of the $Q$ vertex from 2 to 6, the Green’s function clearly converges to the exact result.

When we achieve convergence in the set of self-consistent solutions, the partial sums of the terms contributing to the $Q$ vertex for a given PP propagator and PP interaction also converge as a function of diagram order. This is a stringent criterion for a convergent bold-diagrammatic series. Figure 13(b) shows the partial sum of the series coefficients for the integrated $Q$ vertex for a given PP propagator:

$$P^{(n)} = \sum_{k=0}^{n} \int_{0}^{\beta} \int_{0}^{\tau_{1}} \int_{0}^{\tau_{2}} d\tau_{3} G^{(k)}(\tau_{1}; \tau_{2}, \tau_{3}) \, .$$

Here, out of multiple channels for the external vertices, we only show those which are nonzero even for the lowest (second) order. The figure demonstrates an almost simultaneous convergence of each component around diagram order 6.

An interesting question is how the particle statistics of the bath degrees of freedom and the complexity of the local impurity problem affect the convergence of the PP vertex solver. As shown in Fig. 14(b), in the case of the spin-boson model with bosonic bath degrees of freedom and a two-dimensional local Hilbert space, the accuracy of the PP vertex solver monotonically improves as we sum up more diagrams. In particular, the triangular vertex self-consistency [Fig. 2(c)], i.e., the step from TCA to TVA, considerably improves the accuracy of the scheme.

In the fermionic AIM, however, there is no simple monotonic convergence. This is already clear by comparing the results for OCA and TCA. Furthermore, for all parameter sets investigated, the TVA is less accurate than the TCA. The main difference between the
two schemes is the vertex self-consistency. Figure 15(a) shows the average value of $|\Delta G(\tau)|$ for various approximate schemes. Despite the eventual convergence of the self-consistent vertex scheme, the TVA and low-order $Q$ vertex schemes suffer from slow convergence, even compared to the bare vertex schemes such as OCA and TOA.

The initially slow convergence of the self-consistent vertex scheme becomes even more evident when we introduce two fermionic bath degrees of freedom, $\varepsilon_{k=1,ab} = +\bar{\varepsilon}_{ab}$ and $\varepsilon_{k=2,ab} = -\bar{\varepsilon}_{ab}$, which allows to produce a more realistic shape of the hybridization function, as shown in the inset of Fig. 15(b). In the main panel, we observe that the bare vertex schemes approach the exact results more rapidly than the vertex self-consistent schemes as we increase the $\varepsilon$ values. In particular for weakly hybridized systems (rapidly decaying $V(\tau)$), the bare vertex scheme converges fast and seems to out-perform the vertex self-consistent schemes, which sum up many more diagrams, including rainbow-type vertex corrections. As in the case of weak-coupling diagrammatic schemes, the strategy of summing up certain sub-classes of diagrams to infinite order is not always optimal for the AIM.

The obvious difference between the bosonic and fermionic models could be an indication that the convergence properties are influenced by the sign structure (periodic/anti-periodic) of the hybridization function; while the hybridization function of the bosonic bath is $\beta$-periodic and has a definite sign independent of the time argument, the hybridization function of the fermionic bath is $\beta$-antiperiodic, and thus its sign depends on the time arguments. On the other hand, compared to the spin-boson model, the size of the local Hilbert space is twice as large in the AIM and the physics is more complex. To really judge whether the sign structure of the hybridization function has an important effect on the convergence, one would have to compare the spin-boson model to the spinless Anderson impurity model.

One might suspect that the possible over-dressing of the triangular vertex in the vertex self-consistency equation is the origin of the slow convergence observed for the AIM. Note that the $T_\Delta$ terms in Fig. 2(c) include a dressed triangular vertex in the 2PI part, which is typically absorbed into the four-point vertex. In order to identify the effect of the dressed triangular vertex in the 2PI part, we compare the convergence of two different self-consistent schemes: with and without (QwoT) the dressed triangular vertex, as detailed in Appendix A. It turns out that the scheme without the dressed triangular vertex in the 2PI part produces a qualitatively very similar convergence behavior to the one with the fully dressed triangular vertex; see Fig. 16. This implies a different origin of the slow convergence, and in particular of the poor performance of the TVA and $Q_2$ approximations. Although the double-occupancy result of the QwoT scheme converges slightly faster, the difference is not significant.

One relevant observation is that for $n \geq 3$ the $Q_n$ approximation actually does converge rapidly. This suggests that the poor performance of the TVA and $Q_2$ approximations is not due to the double-occupancy effect.
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tions of the same order contribute equally to the PP self-energy. Our results for the TVA and $Q_2$ schemes suggest that these issues also affect the present strong-coupling diagrammatic framework. We need the $Q_n$ diagrams with $n \geq 3$ to capture the relevant cancellations between different ladder topologies.

B. DMFT results for the Hubbard model

The PP vertex solver can be used as an impurity solver in the DMFT self-consistent equations. We thus also benchmark the PP vertex solver with paramagnetic DMFT solutions. As a testbed, we consider the single-orbital Hubbard model on the infinite-dimensional Bethe lattice with semicircular density of states, $ho(\varepsilon) = (2/\pi D)\sqrt{1-(\varepsilon/D)^2}$, where $D$ is the half-bandwidth. Within DMFT, this Hubbard model is mapped onto the AIM subject to the self-consistency condition $v_{\text{DMFT}}(\tau) = (D^2/4)G(\tau)$. To test the accuracy of the PP vertex solver, we first determine the hybridization function of the exact DMFT solution, $v_{\text{DMFT}}(\tau)$, using CT-HYB, and then use this and the corresponding exact $G(\tau)$ in the benchmark calculations.

Figure 17(a) shows the obtained paramagnetic impurity Green’s functions for three different parameter regimes: metal, Mott insulator, and doped Mott insulator. For all those solutions, we achieve convergence as a function of $Q$ vertex diagram order. As one can expect a priori, the convergence is faster for a more localized system. While in the Mott insulator, the low-order approximations such as OCA, TCA, and TOA already provide very good approximations of the CT-HYB solution, high-order $Q$ vertex contributions are essential for achieving the same accuracy in the metallic phase. The doped Mott insulator shows a convergence that is faster than in the metal but slower than in the case of the Mott insulator.

Overall, the convergence behavior as a function of the $Q$ vertex diagram order is similar to the single- or two-bath AIM discussed in Sec. VIA. The bare vertex schemes, such as TCA and TOA, behave better than the corresponding schemes with vertex self-consistency, TVA and $Q_2$, in all three phases; see Fig. 17(b). For $Q_n$ with $n \geq 3$, the self-consistent vertex scheme also becomes accurate.

Finally, we consider the Mott transition of the single-band Hubbard model and compare the results from the various approximate schemes. Figure 18 presents the double occupancy and an estimate for the spectral func-
This overestimation of the correlation function in the intermediate and low-correlation regime. A main motivation for the development of higher-order vertex corrections is the strong underestimation of the critical interaction strength $U_c$ and the finite-temperature end point of the Mott transition line $T_c$ in the NCA. The observed $U_{\text{NCA}} \sim 1.65$ is around 30% smaller than the known exact value $\sim 2.33$ at the end point $T_{c,\text{NCA}} \sim 0.0225$, which is significantly lower than the exact $T_c \sim 0.027^{10}$. This overestimation of the correlation effects can be attributed to the missing exchange processes between the impurity and bath, which has been a main motivation for the development of higher-order corrections like OCA and the TOA. While the OCA and the TOA estimate the critical interaction strength and temperature with rather high precision, local quantities such as the double occupancy and low-energy observables such as $A(\omega = 0)$ are still far from converged. As one can see in Fig. 18(b), for example, the OCA and the TOA considerably overestimate the low-energy spectral function in the intermediate and low-correlation regime. Particularly, the TOA shows an unphysical increase of $A(\omega = 0)$ with increasing $U$ in the small-$U$ regime. This overestimation becomes even worse in the low-order vertex schemes, e.g., Q2 at $U = 1.5D$, while the high-order vertex corrections systematically improve the results toward the exact reference value obtained by the CT-HYB algorithm.

C. Off-diagonal hybridizations

It is interesting to see how the PP vertex solver performs in the simulation of a model with a potential sign problem. For this benchmark we consider the AIM with an arbitrarily oriented magnetic field acting on the impurity spin, which can produce off-diagonal hybridization functions and a serious sign problem in the CT-HYB algorithm. To the AIM described in Sec. VIA, we add a Zeeman term $\mathbf{h} \cdot \sigma$, so that $\epsilon_{k=1,ab} = \delta_{ab} + (\mathbf{h} \cdot \sigma)_{ab}$. Such a term may appear in the DMFT impurity model of a lattice problem with external magnetic field, and it is known to generate a serious sign problem in CT-HYB in a representation with non-zero off-diagonal hybridization functions $\Delta_{11}$ (or $\Delta_{1\uparrow}$) and PP Green’s functions $\hat{G}_{11}$ (or $\hat{G}_{\uparrow\uparrow}$). Although one could diagonalize the hybridization function via a simple basis transformation in this case, we use here a representation with off-diagonal components in order to investigate the convergence properties of the vertex solver in a situation which is challenging for other Monte Carlo solvers.

Figure 19 presents the benchmark results for the impurity Green’s function in the presence of the magnetic field $h$ along the $zx$-direction. In Fig. 19(a), we confirm that by including high-order $Q$ vertex contributions (up to order 10) the PP vertex solver reproduces the exact results. The diagram orders where convergence is achieved are approximately the same as in the model without magnetic field. In panels (b) and (c), which plot the differences to the exact solution, one can see that the $Q_6$ approximation already reproduces the exact results within an error of order $10^{-4}$ for both the diagonal and off-diagonal components of the Green’s function. The fact that there is no indication of performance degradation shows that the vertex solver does not suffer from a conventional fermionic sign problem. Together with the fact that the vertex scheme works with connected diagrams, this suggests that it should be promising for tackling the sign (phase) problem which appears on the real-time axis, and which is very severe in CT-HYB. Hence, the vertex solver developed here could be potentially useful for applications to nonequilibrium systems.

VII. CONCLUSIONS

In this paper, we described in detail the pseudoparticle vertex solver for quantum impurity models, which has recently been used in Ref. 35 to study a two-level system in a waveguide (spin-boson problem). We formulated the method for generic impurity models and tested it on the spin-boson model and various types of Anderson impurity models.
In the pseudo-particle vertex solver, we sample the four-point vertex function using a diagrammatic Monte Carlo method and plug it into a self-consistent equation for the triangular vertex. Since the algorithm is based on a time-stepping procedure which successively extends the vertex $T(\tau, \tau')$ in a two-dimensional time domain, an appropriate nickname may be the slime mold algorithm. The triangular vertex in turn defines the pseudo-particle self-energy and the pseudo-particle Green’s function. With these updated Green’s functions, a new four-point vertex is calculated and the procedure is repeated until a converged solution is found. With the converged triangular vertex and the pseudo-particle Green’s functions, the slime mold algorithm gives direct access to two-time observables such as the impurity Green’s function, in contrast to the inch-worm algorithm which requires an additional costly simulation for the vertex components.

In the specific implementation of the diagMC sampling, we adopt an efficient graph algorithm that filters out non-2PI diagrams with a computational effort that scales linearly with the diagram order. This algorithm can be used more broadly to construct diagrams composed of the dressed interaction or Green’s function lines, e.g., in the bold-line diagrammatic Monte Carlo method. We also showed that a polynomial basis for the tetrahedral time domain, the so-called Dubiner basis, can store the four-point vertex function with three imaginary-time arguments in a compact fashion. For nonequilibrium applications, it will be interesting to explore if the Dubiner basis can efficiently store the vertex functions and Green’s functions of nonequilibrium systems measured on the real-time axis.

We benchmarked the pseudo-particle vertex solver by considering various exactly solvable models, and confirmed that it converges to the exact results as we increase the maximum diagram order of the four-point vertex. We also confirmed that it can be used as an impurity solver for dynamical mean-field theory calculations. Importantly, we demonstrated that the vertex solver handles impurity models with off-diagonal hybridizations without a loss of performance, even though this situation leads to a serious sign problem in standard continuous-time quantum Monte Carlo methods which are based on a partition function expansion.

For very large pseudoparticle interactions (larger than the interactions considered in this paper), we observed indications of a multivaluedness problem in a pseudo-particle diagrammatic formalism. Figuring out under which conditions such a multivaluedness problem is encountered will be an interesting topic for a future investigation.
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Appendix A: QwoT scheme

In this appendix, we describe an alternative vertex self-consistency equation, which does not include any dressing by a triangular vertex of the single vertical interaction line that connects the upper and lower backbone propagator. Instead, such vertex corrections are included explicitly (at each given order) in the modified four-point vertex $\tilde{Q}$, as illustrated in Fig. 20. In particular,
the resulting delta function between the external time arguments.

Appendix B: Imaginary-time grid dependence of the Dubiner coefficients

Although the coefficients $g_{lm}$ from the projection of the $Q$ vertex onto the Dubiner basis functions $g_{lm}$ exponentially decrease as a function of $m$ for large $m$ and fixed $l$, we observe some spurious effects related to the finite imaginary-time grid. For example, the upturn in $|g_{l=6,m}|$ coefficients in Fig. 12(b) can be attributed to this finite time-grid effect. In order to investigate the grid-size dependence without Monte Carlo error, we projected the exact $Q_2$ vertex onto the Dubiner basis. Figure 21 presents the Dubiner coefficients for different imaginary-time grids. As we increase the number of grid points, the increasing $|g_{lm}|$ coefficients as a function of $m$ exhibit a strong grid-size dependence, while the converged coefficients show a clear exponential decay. We note, however, that these projection errors, for realistic time grids, are smaller than the stochastic Monte Carlo errors.

Fig. 20(b) presents all the additional four-point vertex diagrams up to the third order. The diagMC solver has been modified to sample the $Q$ vertex directly. The 1PI condition for the interaction lines is released and we separately sample the $Q$ diagrams with a single vertex on the upper or lower segment in order to take into account the third order.

Fig. 20. (a) Triangular vertex self-consistency equation of the QwoT scheme. (b) Low-order $Q$ vertex diagrams up to the third order.
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While the current PP formulation naturally involves fermionic and bosonic operators, an alternative purely fermionic formulation has been suggested. In this case, the impurity many-body state is represented by a spinless fermion and a spin.\textsuperscript{54, 55} By introducing the Popov-Fedotov fermionization,\textsuperscript{56} for the spin, one can obtain a purely fermionic action with imaginary chemical potential. However, in this fermionic formulation, the diagrams are composed of unconstrained fermionic propagators with 6-fermion interactions,\textsuperscript{57} and are completely different from the present work.