GRAVER DEGREES ARE NOT POLYNOMIALLY BOUNDED BY TRUE CIRCUIT DEGREES

CHRISTOS TATAKIS AND APOSTOLOS THOMA

Abstract. Let IA be a toric ideal. We prove that the degrees of the elements of the Graver basis of IA are not polynomially bounded by the true degrees of the circuits of IA.

1. Introduction

Let A = {a1, . . . , am} ⊆ Nn be a vector configuration in Qn and NA := \{l1a1 + · · · + lma m | li ∈ N\} the corresponding affine semigroup. We grade the polynomial ring K[x1, . . . , xm] over an arbitrary field K by the semigroup NA setting degA(x i) = ai for i = 1, . . . , m. For u = (u1, . . . , um) ∈ Nm, we define the A-degree of the monomial xu := x u1 1 · · · x um m to be

u1a1 + · · · + umam ∈ NA.

We denoted by degA(xu), while the usual degree u1 + · · · + um of xu we denoted by deg(xu). The toric ideal IA associated to A is the prime ideal generated by all the binomials xu − xv such that degA(xu) = degA(xv), see [5]. For such binomials, we set degA(xu − xv) := degA(xu). A nonzero binomial xu − xv in IA is called primitive if there exists no other binomial xw − xz in IA such that xw divides xu and xz divides xv. The set of the primitive binomials forms the Graver basis of IA and is denoted by GrA. An irreducible binomial is called a circuit if it has minimal support. The set of the circuits is denoted by CA and it is a subset of the Graver basis, see [5]. One of the fundamental problems in toric algebra is to give good upper bounds on the degrees of the elements of the Graver basis, see [1, 5, 6].

It was conjectured that the degree of any element in the Graver basis GrA of a toric ideal IA is bounded above by the maximal true degree of any circuit in CA, see [5, Conjecture 4.8], [1, Conjecture 2.2.10]. Following [6] we define the true degree of a circuit C ∈ CA as follows: Consider any circuit C ∈ CA and regard its support supp(C) as a subset of A. The lattice \( \mathbb{Z}(\text{supp}(C)) \) has finite index in the lattice \( \mathbb{R}(\text{supp}(C)) \cap \mathbb{Z}A \), which is called the index of the circuit C and denoted by index(C). The true degree of the circuit C is the product deg(C)·index(C). The crucial role of the true circuit degrees was first highlighted in Hosten’s dissertation [1].

Let us call tA the maximal true degree of any circuit in CA. The true circuit conjecture says that

\[ \text{deg}(B) \leq t_A, \]

for every B ∈ GrA. There are several examples of families of toric ideals where the true circuit conjecture is true, see for example [5]. The true circuit conjecture is also true for some families of toric ideals of graphs, see [7, Section 4]. However

\[ \text{deg}(B) \leq t_A, \]

for every B ∈ GrA. There are several examples of families of toric ideals where the true circuit conjecture is true, see for example [5]. The true circuit conjecture is also true for some families of toric ideals of graphs, see [7, Section 4]. However
the true circuit conjecture is not true in the general case. In [7] we gave an infinite family of counterexamples to the true circuit conjecture by providing toric ideals and elements of the Graver basis for which their degrees are not bounded above by $t_A$. We note that in the counterexamples of [2] the degrees of the elements of the Graver basis were bounded by $t_A^2$. In this article we consider the following question:

**Question:** Does the degree of any element in the Graver basis $\text{Gr}_A$ of a toric ideal $I_A$ is bounded above by a constant times $(t_A)^2$ or a constant times $(t_A)^{2014}$?

To disprove such a statement, one needs to compute the Graver basis and the set of circuits for toric ideals $I_A$ in a polynomial ring with a huge number of variables. In order to produce examples of toric ideals such that there exist elements in their Graver basis of very high degree and at the same time the true degrees of their circuits have to be relatively low. This procedure is computationally demanding, if not impossible. An alternative approach is given by the class of the toric ideals of graphs where we explicitly know the form of the elements of their Graver basis, see [4], and of their circuits, see [8].

The main result of the article is Theorem 4.5 which says that there is no polynomial in $t_A$ that bounds the degree of any element in the Graver basis $\text{Gr}_A$ of a toric ideal $I_A$.

To prove the theorem we are going to construct a family of examples of graphs $G^n_r$. For the toric ideals of these graphs and for a fixed $n$ we are going to prove that there are elements in the Graver basis whose degrees are exponential on $r$, see Proposition 4.1, while the true degrees of their circuits are linear on $r$, see Theorem 4.3 and Proposition 4.3.

2. Toric ideals of graphs

Let $G$ be a finite simple connected graph with vertices $V(G) = \{v_1, \ldots, v_n\}$ and edges $E(G) = \{e_1, \ldots, e_m\}$. Let $K[e_1, \ldots, e_m]$ be the polynomial ring in the $m$ variables $e_1, \ldots, e_m$ over a field $K$. We will associate each edge $e = \{v_i, v_j\} \in E(G)$ with the element $a_e = v_i + v_j$ in the free abelian group $\mathbb{Z}^n$ with basis the set of vertices of $G$. Each vertex $v_j \in V(G)$ is associated with the vector $(0, \ldots, 0, 1, 0, \ldots, 0)$, where the non zero component is in the $j$ position. We denote by $I_G$ the toric ideal $I_{A_G}$ in $K[e_1, \ldots, e_m]$, where $A_G = \{a_e \mid e \in E(G)\} \subset \mathbb{Z}^n$.

A walk connecting $v_{i_1} \in V(G)$ and $v_{i_{s+1}} \in V(G)$ is a finite sequence of the form

$$w = (\{v_{i_1}, v_{i_2}\}, \{v_{i_2}, v_{i_3}\}, \ldots, \{v_{i_s}, v_{i_{s+1}}\})$$

with each $e_{ij} = \{v_{i_j}, v_{i_{j+1}}\} \in E(G)$. A trail is a walk in which all edges are distinct. The length of the walk $w$ is the number $s$ of its edges. An even (respectively odd) walk is a walk of even (respectively odd) length. A walk $w = (\{v_{i_1}, v_{i_2}\}, \{v_{i_2}, v_{i_3}\}, \ldots, \{v_{i_s}, v_{i_{s+1}}\})$ is called closed if $v_{i_{s+1}} = v_{i_1}$. A cycle is a closed walk

$$\text{(}\{v_{i_1}, v_{i_2}\}, \{v_{i_2}, v_{i_3}\}, \ldots, \{v_{i_k}, v_{i_1}\}\text{)}$$

with $v_{i_k} \neq v_{i_1}$, for every $1 \leq k < j \leq s$.

Given an even closed walk $w$ of the graph $G$; where

$$w = (e_{i_1}, e_{i_2}, \ldots, e_{i_{2q}}),$$

we define

$$E^+(w) = \prod_{k=1}^{q} e_{i_{2k-1}}, \quad E^-(w) = \prod_{k=1}^{q} e_{i_{2k}}$$
and we denote by $B_w$, the binomial

$$B_w = \prod_{k=1}^{q} e_{2k-1} - \prod_{k=1}^{q} e_{2k}. $$

It is easy to see that $B_w \in I_G$. Moreover, it is known that the toric ideal $I_G$ is generated by binomials of this form, see [8]. Note that the binomials $B_w$ are homogeneous and the degree of $B_w$ is $q$, the half of the number of edges of the walk. For convenience, we denote by $w$ the subgraph of $G$ with vertices the vertices of the walk and edges the edges of the walk $w$. We call a walk $w' = (e_{j_1}, \ldots, e_{j_t})$ a subwalk of $w$ if $e_{j_1} \cdots e_{j_t}$ is a closed walk. An even closed walk $w$ is said to be primitive if there exists no even closed subwalk $\xi$ of $w$ of smaller length such that $E^+(\xi)|E^+(w)$ and $E^-(\xi)|E^-(w)$. The walk $w$ is primitive if and only if the binomial $B_w$ is primitive.

A cut edge (respectively cut vertex) is an edge (respectively vertex) of the graph whose removal increases the number of connected components of the remaining subgraph. A graph is called biconnected if it is connected and does not contain a cut vertex. A block is a maximal biconnected subgraph of a given graph $G$.

The following theorems determine the form of the circuits and the primitive binomials of a toric ideal of a graph $G$. R. Villarreal in [8, Proposition 4.2] gave a necessary and sufficient characterization of circuits:

**Theorem 2.1.** Let $G$ be a graph and let $W$ be a connected subgraph of $G$. The subgraph $W$ is the graph $w$ of a walk $w$ such that $B_w$ is a circuit if and only if

1. $W$ is an even cycle or
2. $W$ consists of two odd cycles intersecting in exactly one vertex or
3. $W$ consists of two vertex-disjoint odd cycles joined by a path.

**Theorem 2.2.** Let $G$ be a graph and let $W$ be a connected subgraph of $G$. The subgraph $W$ is the graph $w$ of a primitive walk $w$ if and only if

1. $W$ is an even cycle or
2. $W$ is not biconnected and
   a. every block of $W$ is a cycle or a cut edge and
   b. every cut vertex of $W$ belongs to exactly two blocks and separates the graph in two parts, the total number of edges of the cyclic blocks in each part is odd.

Observe that if $W'$ is the graph taken from $W$ by replacing every cut edge with two edges, then $W'$ is an Eulerian graph since it is connected, every cut vertex has degree four and the others have degree two. An Eulerian trail is a trail in a graph which visits every edge of the graph exactly once. Any closed Eulerian trail $w'$ of $W'$ gives rise to an even closed walk $w$ of $W$ for which every single edge of the graph $W'$ is a single edge of the walk $w$ and every multiple edge of the graph $W'$ is a double edge of the walk $w$ and a cut edge of $W = w$. Different closed Eulerian trails may give different walks, but all the corresponding binomials $B_w$ are equal or opposite.
3. ON THE TRUE CIRCUIT DEGREE OF TORIC IDEALS OF GRAPHS

In the next Theorem we prove that the index of any circuit $C$ in the toric ideal of a graph $G$ is equal to 1 and therefore the true degree of a circuit $C$ is equal to its degree.

**Theorem 3.1.** Let $G$ be a graph and let $C$ be a circuit in $\mathcal{C}_G$. Then

$$\text{true deg}(C) = \deg(C).$$

**Proof.** By definition $\text{true deg}(C) = \deg(C) \cdot \text{index}(C)$. We will prove that the index $(C)$ is equal to one for every circuit $C$ in a toric ideal of a graph $G$. It is enough to prove that $\mathbb{Z}^{\text{supp}(C)} = \mathbb{R}^{\text{supp}(C)} \cap \mathbb{Z} A_G$. Obviously $\mathbb{Z}^{\text{supp}(C)} \subseteq \mathbb{R}^{\text{supp}(C)} \cap \mathbb{Z} A_G$. For the converse consider a circuit $C$ in $\mathcal{C}_G$. By Theorem 2.1 there are two cases.

First case: $C = B_w$ where $w$ is an even cycle and let it be

$$C = (e_1 = \{v_{2k}, v_1\}, e_2 = \{v_1, v_2\}, \ldots , e_{2k} = \{v_{2k-1}, v_{2k}\}).$$

Therefore $\text{supp}(C) = \{a_{e_1}, a_{e_2}, a_{e_3}, \ldots , a_{e_{2k}}\}$. Since $C$ is a cycle we know that

$$a_{e_1} - a_{e_2} - a_{e_3} - \ldots - a_{e_{2k}} = 0.$$

Let $x \in \mathbb{R}^{\text{supp}(C)} \cap \mathbb{Z} A_G$, where $A_G = \{a_e| e \in E(G)\}$. Therefore $x = r_1a_{e_1} + \ldots + r_{2k}a_{e_{2k}}$, where $r_1, \ldots , r_{2k} \in \mathbb{R}$, and also $x \in \mathbb{Z} A_G \subset \mathbb{Z}^n$. By $x$, we denote the $v$ coordinate of $x$ in $\mathbb{Z}^n$ with the canonical basis denoted by the vertices of $G$. Then $x_{v_1} = r_1 + r_2 \in \mathbb{Z}$, $x_{v_2} = r_2 + r_3 \in \mathbb{Z}$, $\ldots , x_{v_{2k}} = r_{2k} + r_1 \in \mathbb{Z}$. It follows that

$$r_{2l} \equiv -r_1 \mod \mathbb{Z}, \quad r_{2l-1} \equiv r_1 \mod \mathbb{Z},$$

for $1 \leq l \leq k$. Therefore there exist integers $z_1 = 0, z_2, \ldots , z_{2k}$ such that $r_{2l} = z_{2l} - r_1$ and $r_{2l-1} = z_{2l-1} + r_1$. Then $x = r_1a_{e_1} + \ldots + r_{2k}a_{e_{2k}} = r_1a_{e_1} + (z_2a_{e_2} - r_1a_{e_1}) + (z_3a_{e_3} + r_1a_{e_1}) + \ldots + (z_{2k}a_{e_{2k}} - r_1a_{e_{2k}}) = z_2a_{e_2} + \ldots + z_{2k}a_{e_{2k}} \in \mathbb{Z}^{\text{supp}(C)}$.

Second case: $C = B_w$ where $w$ consists of two vertex disjoint odd cycles joined by a path or two odd cycles intersecting in exactly one vertex, see Theorem 2.1. Let $(e_1 = \{v_1, v_2\}, e_2 = \{v_2, v_3\}, \ldots , e_{2l+1} = \{v_{2l+1}, v_1\})$ be the one odd cycle, let $(\xi_1 = \{v_1, w_1\}, \xi_2 = \{w_1, v_2\}, \ldots , \xi_l = \{w_{l-1}, v_1\})$ be the path of length $t$ and $(e_1 = \{v_1, v_2\}, e_2 = \{v_2, v_3\}, \ldots , e_{2l+1} = \{v_{2l+1}, v_1\})$ the second odd cycle. In the case that the length of the path is zero, $v_1 = u_1$. Therefore $\text{supp}(C) = \{a_{e_1}, a_{e_2}, \ldots , a_{e_{2l+1}}, a_{\xi_1}, \ldots , a_{\xi_l}, a_{e_2}, \ldots , a_{e_{2l+1}}\}$. Since $C$ is a circuit we have that

$$a_{e_1} - a_{e_2} - \ldots - a_{e_{2l+1}} - 2a_{\xi_1} + \ldots + 2(-1)^ta_{\xi_t} + (-1)^{t+1}(a_{e_1} - a_{e_2} + \ldots + a_{e_{2l+1}}) = 0.$$ 

Let $x \in \mathbb{R}^{\text{supp}(C)} \cap \mathbb{Z} A_G$ then $x = r_1a_{e_1} + \ldots + r_{2l+1}a_{e_{2l+1}} + q_1a_{\xi_1} + \ldots + q_la_{\xi_l} + g_1a_{e_1} + g_2a_{e_2} + \ldots + g_{2l+1}a_{e_{2l+1}}$, where $r_1, \ldots , r_{2l+1}, q_1, \ldots , q_l, g_1, \ldots , g_{2l+1} \in \mathbb{R}$, and also $x \in \mathbb{Z} A_G \subset \mathbb{Z}^n$. By looking at the coordinates of $x$ it follows that

$$r_{2i} \equiv -r_1 \mod \mathbb{Z}, \quad r_{2i+1} \equiv r_1 \mod \mathbb{Z}, \quad q_{im} \equiv (-1)^m2r_1 \mod \mathbb{Z}, \quad g_{2j} \equiv (-1)^jr_1 \mod \mathbb{Z}, \quad g_{2j+1} \equiv (-1)^{j+1}r_1 \mod \mathbb{Z},$$

for $1 \leq i \leq l$, $1 \leq m \leq t$ and $1 \leq j \leq s$. Therefore there exist integers $x_2, \ldots , x_{2l+1}, z_1, \ldots , z_t, w_1, \ldots , w_{2t+1}$ such that $r_j = x_j + (-1)^jz_j + 2(-1)^jz_j$ and $q_j = w_j + (-1)^jz_j$. Then $x = r_1a_{e_1} + \ldots + r_{2l+1}a_{e_{2l+1}} + q_1a_{\xi_1} + \ldots + q_la_{\xi_l} + g_1a_{e_1} + g_2a_{e_2} + \ldots + g_{2l+1}a_{e_{2l+1}} = x_2a_{e_2} + \ldots + x_{2l+1}a_{e_{2l+1}} + z_1a_{\xi_1} + \ldots + z_la_{\xi_l} + w_1a_{e_2} + \ldots + w_{2t+1}a_{e_{2l+1}} \in \mathbb{Z}^{\text{supp}(C)}$. 


Figure 1. The graph $G_3^3$.

Therefore in all cases $\mathbb{R}(\text{supp}(C)) \cap \mathbb{Z}A_G \subset \mathbb{Z}(\text{supp}(C))$ and thus $\text{index}(C) = 1$ for all circuits $C$ in $I_A$.

4. Bounds of Graver and True Circuit degrees

The aim of this section is to provide examples of toric ideals such that there are elements in their Graver bases that have very high degree while the true degrees of their circuits remain relatively low. We will do this for toric ideals of certain graphs, since the full power of Theorem 3.1 will come to use, and true degrees are equal to usual degrees.

Let $G_1, G_2$ be two vertex disjoint graphs, on the vertices sets $V(G_1) = \{v_1, \ldots, v_s\}$, $V(G_2) = \{u_1, \ldots, u_k\}$ and on the edges sets $E(G_1), E(G_2)$ correspondingly. We define the sum of the graphs $G_1, G_2$ on the vertices $v, u_j$ as a new graph $G$ formed from their union by identifying the pair of vertices $v_i, u_j$ to form a single vertex $u$. The new vertex $u$ is a cut vertex in the new graph $G$ if both $G_1, G_2$ are not trivial.

We say that we add to a vertex $v$ of a graph $G_1$ a cycle $S$, to get a graph $G$ if $G$ is the sum of $G_1, S$ on the vertices $v \in V(G_1)$ and any vertex $u \in S$.

Let $n$ be an odd integer greater than or equal to three. Let $G_0^n$ be a cycle of length $n$. For $r \geq 0$ we define the graph $G^n_r$ inductively on $r$. $G^n_r$ is the graph taken from $G^n_{r-1}$ by adding to each vertex of degree two of the graph $G^n_{r-1}$ a cycle of length $n$. Figure 1 shows the graph $G_3^3$. 
We consider the graphs $G^n_0$ up to $G^n_{r-1}$ as subgraphs of $G^n_r$. We note that the graph $G^n_r$ is Eulerian since by construction it is connected and every vertex has even degree, four if it is also a vertex of $G^n_{r-1}$ and two if it is not.

In the next Proposition we prove that the binomial $B_{w^n_r}$ belongs to the Graver basis of $I_{G^n_r}$ and compute its degree.

**Proposition 4.1.** Let $w^n_r$ be any closed Eulerian trail of the graph $G^n_r$. The binomial $B_{w^n_r}$ is an element of the Graver basis of $I_{G^n_r}$ and

$$\deg(B_{w^n_r}) = \frac{1}{2}(n + n^2 \left(\frac{(n-1)^r - 1}{n-2}\right)).$$

**Proof.** We will prove the theorem by induction. We claim that the binomial $B_{w^n_r}$ belongs to the Graver basis of $I_{G^n_r}$ has degree $\frac{n+n^2((n-1)^r-1)}{2}$ and the graph $G^n_s = w^n_s$ has $n(n-1)^s$ vertices of degree two, for $1 \leq s \leq r$.

For $s = 1$ we consider the subgraph $G^n_1 = w^n_1$ of $G^n_r$. The graph is not biconnected, every block of the graph is a cycle and there are no cut edges. Also every cut vertex of $G^n_1$ belongs to exactly two blocks and separates the graph in two parts. One of them is a cycle of length $n$ and the other consists of $n$ cyclic blocks of $n^2$ total number of edges. Thus the total number of edges of the cyclic blocks in each of the two parts is odd. Theorem 2.2 implies that $B_{w^n_1}$ is primitive. The total number of edges of $G^n_1$ is $n^2 + n$, therefore the degree of the binomial $B_{w^n_1}$ is $\frac{n+n^2}{2}$ and the graph $G^n_1 = w^n_1$ has $n(n-1)$ vertices of degree two.

Suppose that $B_{w^n_s}$ is primitive, $\deg(B_{w^n_s}) = \frac{n+n^2((n-1)^{s-1}-1)}{2}$ and the graph $G^n_s = w^n_s$ has $n(n-1)^s$ vertices of degree two. By the construction of the graph $G^n_{s+1}$, in every vertex of degree two of the graph $G^n_s$ we add an odd cycle of length $n$. Since there are $n(n-1)^s$ vertices of degree two in $G^n_s$, the graph $G^n_{s+1}$ has $n(n-1)^s$ new cycles, $n(n-1)^{s+1}$ vertices of degree two and $n \cdot n(n-1)^s$ new edges. Therefore the binomial $B_{w^n_{s+1}}$ has degree

$$\deg(B_{w^n_{s+1}}) = \frac{n+n^2((n-1)^{s-1}-1)}{2} + \frac{n^2(n-1)^s}{2}$$

$$= \frac{n+n^2((n-1)^{s+1}-1)}{2}.$$

The graph $G^n_{s+1} = w^n_{s+1}$ is not biconnected and every block of the graph is a cycle, since the graph $G^n_{s+1}$ is constructed by adding cycles on the vertices of degree two of the graph $G^n_s$. Let $v$ be a cut vertex of the graph $G^n_{s+1}$. The vertex $v$ is also a vertex of the subgraph $G^n_s$. There are two cases. Either the vertex $v$ is a cut vertex of the subgraph $G^n_s$ or it has degree two in $G^n_s$.

First case, the vertex $v$ is a cut vertex in the graph $G^n_s$. By the hypothesis $B_{w^n_s}$ is primitive, therefore the vertex $v$ separates the graph $G^n_s = w^n_s$ in two parts. The total number of edges of the cyclic blocks in each of the two parts is odd by Theorem 2.2. The graph $G^n_{s+1}$ is taken from the graph $G^n_s$ by adding in every vertex of degree two of $G^n_s$ a cycle of length $n$. Thus in each cycle of the graph $G^n_s$ that has $n-1$ vertices of degree two we add $(n-1)n$ new edges, i.e. even number of edges and therefore the vertex $v$ separates also the graph $G^n_{s+1}$ in two parts, the total number of edges of the cyclic blocks in each part is odd.

In the second case, the vertex $v$ has degree two in the graph $G^n_s$. The vertex $v$ separates the graph $G^n_{s+1}$ in two parts. One of them is a cycle of length $n$ and the
other one has $2 \deg(B_{w_{i+1}}) - n$ edges. Thus the total number of edges of the cyclic blocks in each part is odd. From Theorem 2.4, we conclude that the binomial $B_{w_{n+1}}$ is primitive. \hfill \Box

Let $B(G^n_r)$ be the block tree of $G^n_r$, the bipartite graph with bipartition $(\mathbb{B}, \mathbb{S})$ where $\mathbb{B}$ is the set of blocks of $G^n_r$ and $\mathbb{S}$ is the set of cut vertices of $G^n_r$, $\{B, v\}$ is an edge if and only if $v \in \mathbb{B}$. The leaves of the block tree are the vertices of the block tree which have degree one. Let $B_k, B_s, B_l$ be blocks of a graph $G^n_r$. We call the block $B_s$ internal block of $B_k, B_l$, if $B_s$ is an internal vertex in the unique path defined by $B_k, B_l$ in the block tree $B(G^n_r)$. Every path of the graph $G^n_r$ from the block $B_k$ to the block $B_l$ passes from every internal block of $B_k, B_l$. The path has vertices at least the cut vertices which are vertices in the path $(B_k, \ldots, B_l)$ in $B(G^n_r)$ and from one to at most $n - 1$ common edges with the cycle that forms an internal block.

We denote by $(B_1, B_2)$ the block distance between two vertices $B_1, B_2 \in \mathbb{B}$ of the block tree $B(G^n_r)$, which we define as the number of the internal vertices belonging to $\mathbb{B}$ in the unique path defined by the blocks $B_1, B_2$ in the block tree $B(G^n_r)$.

The next lemma will be used to prove Proposition 4.3:

**Lemma 4.2.** Let $B_1, B_2$ be two blocks of the graph $G^n_r$. Then $(B_1, B_2) \leq 2r - 1$.

**Proof.** We will prove it by induction. We claim that for any two blocks $B_1, B_2$ of the graph $G^n_r$ holds $(B_1, B_2) \leq 2s - 1$, for $1 \leq s \leq r$.

We consider the block tree $B(G^n_r)$. Let $B_1, B_2$ be two blocks of the graph $G^n_r$. If both of them are leaves of the block tree $B(G^n_r)$ then $(B_1, B_2) = 1$ since there is exactly one internal block, which corresponds to the graph $G^n_r$.

Suppose that the claim is true for $G^n_r$. We consider the graph $G^n_{s+1}$ and let $B_1, B_2$ be two of its blocks. Each of the blocks $B_1, B_2$ is either block of the graph $G^n_r$ or has a common cut vertex with a block of the graph $G^n_r$. It follows from the induction hypothesis that $(B_1, B_2) \leq (2r - 1) + 2 = 2(r + 1) - 1$. \hfill \Box

We denote by $t_{AG^n_r}$ the maximum degree of a circuit in the graph $G^n_r$. In the following proposition we are providing a bound for the $t_{AG^n_r}$.

**Proposition 4.3.** Let $t_{AG^n_r}$ the maximum degree of a circuit in the graph $G^n_r$. Then $t_{AG^n_r} \leq n + (2r - 1)(n - 1)$.

**Proof.** The graph $G^n_r$ has no even cycles and therefore the subgraph corresponding to a circuit consists by two different odd cycles joined by a path, see Theorem 2.1. We remark that every cycle of the graph has length $n$ and it is a block. Therefore it is enough to prove that a path between two blocks $B_1, B_2$ of $G^n_r$ has length at most $(2r - 1)(n - 1)$. Each such path passes from all internal blocks of $B_1, B_2$ and no other and has at most $n - 1$ common edges with every one of them. Therefore the path has at most length $(B_1, B_2) \cdot (n - 1) \leq (2r - 1)(n - 1)$. Thus the corresponding circuit has degree at most $n + (2r - 1)(n - 1)$. \hfill \Box

**Remark 4.4.** It is not difficult to see that the bound given at Proposition 4.3 is sharp. In fact, there are several appropriate choices for the two blocks $B_1, B_2$ of $G^n_r$ and a unique choice of the path between them such that the $t_{AG^n_r} = n + (2r - 1)(n - 1)$. 
There are several bounds on the degrees of the elements of the Graver basis of a toric ideal, see for example [1, 5, 7]. The following theorem is the main result of the paper. It shows that for a general toric ideal $I_A$ a bound given by a polynomial in $t_A$ for the degrees of the elements of the Graver basis does not exist. Recall that $t_A$ is the maximal true degree of a circuit in $I_A$.

**Theorem 4.5.** The degrees of the elements in the Graver basis of a toric ideal $I_A$ cannot be bounded polynomially above by the maximal true degree of a circuit.

**Proof.** Let $G$ be the graph $G^n_{r}$. It follows from Theorem 3.1 and Proposition 4.3 that the maximal true degree of a circuit is linear on $r$, while from Proposition 4.1 there exists an element in the Graver basis whose degree is exponential in $r$. Therefore the degree of an element in the Graver basis $Gr_{AG}$ of a toric ideal $I_{AG}$ cannot be bounded polynomially above by the maximal true degree of a circuit in $C_{AG}$. The proof of the theorem follows. 

□
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