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Abstract

Natural language often contains ambiguities that can lead to misinterpretation and miscommunication. While humans can handle ambiguities effectively by asking clarifying questions and/or relying on contextual cues and commonsense knowledge, resolving ambiguities can be notoriously hard for machines. In this work, we study ambiguities that arise in text-to-image generative models. We curate the Text-to-image Ambiguity Benchmark (TAB) dataset to study different types of ambiguities in text-to-image generative models. We then propose the Text-to-ImagE Disambiguation (TIED) framework to disambiguate the prompts given to the text-to-image generative models by soliciting clarifications from the end user. Through automatic and human evaluations, we show the effectiveness of our framework in generating more faithful images aligned with end user intention in the presence of ambiguities.

1 Introduction

Natural conversations contain inherent ambiguities due to potentially multiple interpretations of the same utterance. Different types of ambiguities can be attributed to syntax (e.g., “the girl looks at the boy holding a green bag” — is the girl holding the green bag?), semantics (e.g., “a picture of cricket” — is cricket referring to an insect or a game?), and underspecification (e.g., “doctor talking to a nurse” — is the doctor/nurse male or female?). Ambiguities pose an important challenge for many natural language understanding tasks and have been studied extensively in the context of machine translation (Stahlberg and Kumar, 2022), conversational question answering (Guo et al., 2021), and task-oriented dialogue systems (Qian et al., 2022), among others.

In this paper, we study the effect of ambiguity in text-to-image generative models (Ramesh et al., 2021, 2022; Saharia et al., 2022; Yu et al., 2022) and demonstrate that ambiguous prompts provided to such models might result in undesired outcomes and poor user experience. In particular, ambiguities due to underspecification can lead to biased outcomes with possible implications on fairness of the underlying models (e.g., when prompted with “doctor talking to a nurse”, the model might generate images with disproportionate number of male doctors and female nurses). We also propose a framework for mitigating ambiguities existing in prompts. We choose this setting to study ambiguity as visual scenes provide readily human-interpretable alternative understandings of text, thus helping in evaluating ambiguities as well as mitigation strategies. Figure 1 illustrates a few ambiguous prompts and corresponding outputs from the state-of-the-art text-to-image model, DALL-E (Ramesh et al., 2022; Dayma et al., 2021). We observe that ambi-

Figure 1: Examples of ambiguous prompts and corresponding generated images. The icon between the images depicts alternative interpretations. The images corresponding to first two prompts are generated by OpenAI’s DALL-E (Ramesh et al., 2022), and images corresponding to last two prompts are generated by DALL-E Mega (Dayma et al., 2021) models.
Figure 2: Our proposed Text-to-ImagE Disambiguation (TIED) framework. The initial ambiguous prompt is disambiguated by either (1) the language model generating clarifying question which will be resolved through end user provided answers (QA-TIED shown on the left), or (2) the language model generating different possible visual setups and end user choosing the desired setup (VS-TIED shown on the right). We define visual setups as textual descriptions of different possible visual scenarios/interpretations. The final disambiguated prompt will later be provided to the downstream text-to-image generative model.

Humans tend to resolve ambiguities by asking clarifying questions, relying on other forms of modalities (such as vision), using contextual signals, and leveraging common-sense and/or an external source of knowledge (Achimova et al., 2022). Inspired by this observation, we propose a new framework (Figure 2) in which we incorporate a language model-based prompt disambiguation filter to process the prompts fed to text-to-image generative models. This filter is capable of either asking clarifying questions or generating different possible textual descriptions of visual setups which would later be resolved through end user interactions (in this work, we define end user as a human-agent who interacts with the system and might interchangeably use human to refer to the end user). Ultimately, the disambiguation filter helps the text-to-image model to identify a single visual setup for image generation. In this work, we define visual setups as textual descriptions of different possible visual interpretations of a given ambiguous prompt.

To better understand the weaknesses of current text-to-image generative models, and to evaluate the effectiveness of our proposed mitigation framework, we curate a benchmark dataset containing different types of ambiguous prompts along with different visual setups (Section 2).

2 Text-to-image Ambiguity Benchmark (TAB)

Our Text-to-image Ambiguity Benchmark (TAB) is a modified version of the LAVA corpus (Berzak et al., 2015). The original LAVA corpus contains various types of ambiguous sentences that can only be resolved through visual signals from their corresponding images/videos. We use the ambiguous
Table 1: Breakdown of our benchmark dataset (TAB) by ambiguity types. TAB consists of six types of ambiguities, including linguistic and fairness. We cover syntactic as well as discourse type ambiguities for linguistic type ambiguities. TAB also contains complex version for subset of the samples from the main type ambiguities with structurally more complex sentences, combination cases that combine fairness and linguistic type ambiguities, and some miscellaneous cases.

Prompts (templates) from LAVA and not the images — as images in our case would be generated by text-to-image generative models.

We make various modifications to the LAVA corpus to create TAB. These modifications include: (i) adding new ambiguous sentences to TAB to cover more diverse objects, scenes, and scenarios compared to existing ambiguous sentences in LAVA, (ii) removing examples relevant to video domain from LAVA and only keeping examples relevant to static images in LAVA, (iii) including fairness prompts in TAB that cover different activities (Zhao et al., 2017) and occupations (Nadeem et al., 2021) in which the identities of the individuals are ambiguous, (iv) adding more structurally complex sentences, and (v) curating additional labels for TAB (e.g., whether the visual setup or interpretation of an ambiguous sentence is commonsensical or not). As a result of some of the modifications mentioned above, TAB ends up covering 963 more ambiguous sentences (prompts) and 4,192 more visual setups (textual descriptions of possible visual interpretations for each ambiguous sentence) compared to LAVA. LAVA covers 237 ambiguous sentences and 498 visual setups, while TAB covers 1,200 ambiguous sentences and 4,690 visual setups.

On a high level, TAB covers six main types of prompt ambiguities, including fairness and linguistic type ambiguities. We add some additional complex cases on top of the six main types of prompt ambiguities. In these complex cases, we take a sample of prompts from TAB and manually make structurally more complex version of each sentence. This process is done in a way such that the ambiguities and meaning of the constituent sentences are kept intact, but the structure of a sentence is made more complex through addition of more information, extra words, adverbs, and adjectives. For instance, “The girl waves at the old man and woman” representing an example for syntax conjunction type ambiguity can be turned into “The girl gracefully waves at the old man and woman to show respect and gratitude.” with a more complex sentence structure. We also add some additional miscellaneous cases, which are not covered by six main types of ambiguities. In addition, we add combination cases where we combine fairness and linguistic type ambiguities and make new variations from our existing prompts.

Each of the 1,200 ambiguous prompts in TAB are accompanied with possible visual setups. We also curate questions that can be surfaced to the end user to clarify the visual setup they have in mind amongst the set of visual setups available for a given ambiguous prompt. The objective of TIED framework is to either generate different visual setups or clarifying questions to the end user to disambiguate the prompts through end user interaction. Therefore, we use these questions and visual setups in TAB as ground truth to evaluate the TIED framework (details in Section 4). Each of the elements (e.g., visual setups) in TAB are generated by an expert annotator and are cross-checked by two additional annotators to ensure that they are sensible. Additional detailed statistics about TAB can be found in Table 1. Appendix A has definitions, additional examples for each of the ambiguities covered in TAB, details of modifications made to LAVA, and the dataset schema.

3 Text-to-ImagE Disambiguation (TIED) Framework

Given an ambiguous prompt, our Text-to-ImagE Disambiguation (TIED) framework uses a Language Model (LM) to obtain disambiguation feedback from the end user through an interactive system. Our goal in TIED is to use in-context learning to seek user feedback that can help us disambiguate the prompts. After obtaining the disambiguation feedback, TIED concatenates the obtained signals to the original ambiguous prompts and creates final disambiguated prompts as shown in Figure 2. TIED then uses the final disambiguated prompts to generate images using text-to-image models.

We test two resolution approaches in TIED: 1) Question Answering-TIED (“QA-TIED”) which resolves ambiguities by language models gener-
ating questions and seeking answers to disambiguate prompts; 2) Visual Setup-TIED (“VS-TIED”) which resolves ambiguities by language models directly generating different possible visual setups (textual descriptions of different visual scenarios/interpretations) given an ambiguous prompt and seeking signals in the form of a visual setup being chosen. The overall TIED framework along with QA-TIED and VS-TIED ambiguity resolution approaches are shown in Figure 2.

3.1 QA-TIED

In QA-TIED, we perform in-context learning on the language model with few-shot examples containing ambiguous prompts as well as related clarifying questions that can result in visual resolution. Then, given an ambiguous prompt at inference time, we ask the model to generate clarifying questions. The question generated by the language model is presented to an end user, who is expected to provide a disambiguating response (assuming the question is useful to the end user and they can express their intention as a response). If the question is irrelevant, we expect the question to be left unanswered. The end user response is then concatenated to the original ambiguous prompt and a final disambiguated prompt is obtained as shown in Figure 2 (left). After obtaining the final disambiguated prompt, the prompt is provided to the text-to-image model and the corresponding image is generated.

3.2 VS-TIED

In VS-TIED, we perform in-context learning on the language model with few-shot examples containing ambiguous prompts as well as textual descriptions of possible visual scenarios that can result in visual resolution. Then, given an ambiguous prompt at inference time, we ask the model to generate possible textual descriptions of visual scenarios. Similar to the QA-TIED setup, the end user interacts with the language model and, this time instead of providing answers to clarifying questions, they pick the textual description of visual scenario that they have in mind out of all the possible ones generated by the language model. The chosen textual description of the visual scenario is then concatenated to the original ambiguous prompt and a final disambiguated prompt is obtained as shown in Figure 2 (right). If the generated visual scenarios are irrelevant or may not result in visual resolution, we expect the end user to not pick any generated scenario. Lastly, after obtaining the final disambiguated prompt, the prompt is provided to the text-to-image model and the corresponding image is generated.

4 Experiments

We evaluate TIED on two complementary aspects: (i) whether language models incorporated in TIED generate appropriate clarifying questions (in the case of QA-TIED) or textual descriptions of visual setups (in the case of VS-TIED), resulting in visual resolution; (ii) whether modified prompts generated through TIED result in faithful image generation aligned with end-user intention. We discuss respective experiments for both of these evaluations below. In our experiments, we use three language models: GPT-2 (Radford et al., 2019), GPT-neo (Black et al., 2021), and OPT (Zhang et al., 2022). In addition, we use OpenAI’s DALL-E (Ramesh et al., 2022) and DALL-E Mega (Dayma et al., 2021) models as our text-to-image models to generate images in our experiments.

4.1 Language Model-based Disambiguation

To evaluate the ability of language models in generating disambiguation questions and/or textual descriptions of visual scenarios, we provide each of the three language models one example from each of the main six types of ambiguities as few-shot examples that are externally sourced and not present in TAB (note that we only need a handful of few-shot examples which are tabulated in Appendix B). We then perform automatic and human evaluations on the results generated by the language models given the ambiguous prompts in TAB as test instances as described below.

**Automatic Evaluations.** In automatic evaluations, we report the alignment of generations by language models to ground truths provided in the TAB dataset. We remind the reader that in TAB, for each ambiguous prompt (e.g., “The girl looks at the bird and the butterfly; it is green”) different possible textual descriptions of visual interpretations that can be associated to a prompt are present (e.g., (1) “The bird is green”, (2) “The butterfly is green”). These visual interpretations serve as our ground truth in our automatic evaluations for the VS-TIED approach. In addition to visual interpretations, TAB contains the question format of each of those interpretations (e.g., (1) “Is the bird green?”, (2) “Is the butterfly green?”) that serve as our ground truth in our automatic evaluations for the QA-TIED approach. In automatic evaluations,
we report the BLEU (Papineni et al., 2002) and ROUGE (Lin, 2004) scores by comparing the generations to the ground truth visual setups/clarifying questions in the TAB dataset.

**Human Evaluations.** It is possible that the automatic metrics might not capture different variations of the ground truth labels. It is also possible that the automatic metrics might give high scores even if the generated prompts are not useful for disambiguation. Therefore, we perform human evaluations to ensure that the generations are relevant and that the automatic metrics are reliable metrics for this use-case. In human evaluations, we report the fraction of generations by language models for which an end user provides an answer or a selection in the TIED framework indicating the fraction of successful generations. Due to human evaluation task being labor intensive, we report the human evaluation results only on the GPT-neo model as we obtained best automatic results for this model.

### 4.2 Faithful Image Generation in TIED

To evaluate the effectiveness of TIED in faithful image generation through prompt disambiguation, we compare generated images using disambiguated prompts obtained through TIED vs the original ambiguous prompts coming from TAB. For each prompt, four images are generated through the text-to-image models used in our experiments. Overall, we generate and study over 15k images for different experimental setups and models (Appendix C has more details and statistics on prompts and images).

**Automatic Evaluations.** In our automatic evaluations, we use a Visual Question Answering (VQA) model to check whether end user’s intention is satisfied in the generated image. TAB provides each prompt associated with an image with an end user intention in the question format. We use both image and its corresponding question as inputs to the VQA model as shown in Figure 3. Ideally, if the image aligns to end user intention, we would expect the VQA model to output a “Yes” as an answer to the question. Thus, we report the fraction of times the VQA model outputs a “Yes” as an answer as the fraction of faithful generations aligned with end user intention amongst all the generations. For our automatic evaluation, we use the VILT VQA model (Kim et al., 2021).

**Human Evaluations.** In addition to the proposed evaluation framework, we perform human evaluation in which we replace the VQA model with a human evaluator which checks whether the image satisfies the end user intention. Human evaluations would give us an unbiased understanding of TIED’s effectiveness in faithful image generation by text-to-image models and would identify if human and VQA approaches agree. The human evaluation experiments are performed on Amazon’s mechanical turk (mturk) platform. Overall, 400 images are annotated by mturk workers. Each image is annotated by three workers; thus, we obtain 1200 annotations in total (Appendix C has more details on the mturk experiments along with our survey).

**Paraphrasing Evaluations.** To disambiguate the prompts in TIED, we concatenate the disambiguation signals with the original ambiguous prompts. This can give us complex and unnatural looking sentences. It might be beneficial to restate the sentences to obtain better results. Thus, we explore the effect that paraphrasing the disambiguated prompts can have on creating prompts more aligned with end user intention and hence more faithful image generation. Here, we take all the disambiguated prompts obtained through TIED, which are concatenation of disambiguated signals provided by the end user to the ambiguous prompts, and apply sentence paraphrasing model fine-tuned on BART (Lewis et al., 2020) over them. We then compare the results from providing the text-to-image model the ambiguous prompt vs the disambiguated prompt which is obtained from simple concatenation of end user provided signal to the original prompt vs a paraphrased version of
Table 2: BLEU and ROUGE scores obtained by different LMs on generating a clarifying question (QA-TIED) in 6-shot setup given an ambiguous prompt. ↑ indicates higher values are desired. Scores are reported on a 0-1 scale.

| Ambiguity Type                        | BLEU ↑ | ROUGE ↑ | BLEU ↑ | ROUGE ↑ | BLEU ↑ | ROUGE ↑ |
|---------------------------------------|--------|---------|--------|---------|--------|---------|
| Total Benchmark                       | 0.39   | 0.58    | 0.46   | 0.60    | 0.42   | 0.59    |
| Syntax Prepositional Phrase (PP)      | 0.21   | 0.64    | 0.06   | 0.63    | 0.22   | 0.65    |
| Syntax Verb Phrase (VP)               | 0.60   | 0.81    | 0.75   | 0.84    | 0.67   | 0.83    |
| Syntax Conjunction                    | 0.17   | 0.63    | 0.23   | 0.65    | 0.06   | 0.56    |
| Discourse Anaphora                    | 0.30   | 0.69    | 0.19   | 0.60    | 0.74   | 0.83    |
| Discourse Ellipsis                    | 0.48   | 0.69    | 0.22   | 0.47    | 0.55   | 0.75    |
| Fairness                              | 0.36   | 0.55    | 0.60   | 0.59    | 0.50   | 0.58    |

Figure 4: Fraction of successful generations by GPT-neo according to human evaluations in QA-TIED.

Table 3: Pearson correlation between human evaluations and automatic metrics.

| ROUGE and Human | BLEU and Human |
|-----------------|----------------|
| Pearson         | 0.863          |
|                 | 0.546          |

The disambiguated prompt from the previous step. We report whether paraphrasing helps the model to generate more faithful images to end user intention.

4.3 Ablation Studies

In our first ablation study, we demonstrate the effect of the number of few-shot examples provided to a language model on its performance. In this study, for a given ambiguity type we vary the amount of few-shot examples provided to the model. We then report model’s performance on resolving the specific type of ambiguity for which the few-shot examples are given and its generalization ability in resolving other ambiguity types. In our second ablation study, we test model’s ability to resolve ambiguities for complex vs simple sentence structures existing in TAB. In this study, we compare the performance disparities between language models’ ability in resolving existing ambiguities in simple sentences vs similar sentences with more complex sentence structures that we curate in TAB.

5 Results

5.1 Language Model-based Disambiguation

**Automatic Evaluations.** From results in Table 2, we observe that language models perform reasonably well to generate good quality clarifying questions when given an ambiguous prompt as an input according to BLEU (∼0.40) and ROUGE (∼0.60) metrics in the few-shot QA-TIED setup. Here, we report the results for the QA-TIED approach in which language models generate one clarifying question per given prompt. Additional results for VS-TIED and the case in which we generate multiple clarifying questions per prompt in QA-TIED are in Appendix B.1. Similarly, we observe reasonable BLEU and ROUGE scores for the VS-TIED setup. However, we note that better scores are obtained in QA-TIED setup compared to VS-TIED. This suggests that the task of directly generating multiple scenarios given few-shot examples is harder for these models than generating clarifying questions given an ambiguous prompt. We believe that better scores are obtained for QA-TIED compared to VS-TIED since writing a disambiguation question has less diversity and is less complicated while there might be different ways that one would describe a disambiguated scenario. Thus, providing one way of generating a disambiguation scenario for some in-context examples would not be enough for the model to generalize and learn the task efficiently.

In addition to reporting overall results on our overall TAB benchmark dataset, fine-grained results for the six different ambiguity types (as reported in Table 2) suggest that there exists disparity in how different ambiguities are handled by each of these language models. For instance, language models obtain higher BLEU and ROUGE scores on generating clarifying question in QA-TIED for ambiguity type Syntax Verb Phrase (VP) than ambiguity type Syntax Propositional Phrase (PP). This
suggests that some types of ambiguities are easier for the language models to resolve compared to others, although they see similar number of examples provided per ambiguity type as few-shot examples using the in-context inference strategy. These results also demonstrate that the sentence structure has more room for variation in some ambiguity types making it harder to be resolved in the in-context learning setup.

**Human Evaluations.** Figure 4 shows results from our human evaluation studies which shows similar trend as automatic evaluations discussed above. We report the fraction of generations that are successful according to end user (results for VS-TIED in Appendix B.1). From our human evaluation results as demonstrated in Table 3, we report the Pearson correlation across ambiguity types between human and ROUGE score of 0.863 and between human and BLEU score of 0.546. These results further show the agreement between our performed automatic and human evaluations.

### 5.2 Faithful Image Generation in TIED

**Human Evaluations.** First, we demonstrate the effectiveness of QA-TIED in generating faithful images aligned with end user intention according to human evaluations. As per Fleiss Kappa (Fleiss, 1971), we observe an inter-annotator agreement of 0.86, denoting significant agreement. Figure 5 shows the fraction of times the models generate faithful images. We observe that overall, disambiguation helps with faithful generations by improving the results from the baseline that uses the original ambiguous prompts. Despite the overall positive impact of disambiguation, the fine-grained results in Figure 5 demonstrate that disambiguation has an adverse effect for some ambiguity types (e.g., PP type ambiguity due to the inherent struggle of text-to-image models with prepositions). In addition, we observe that it is harder to generate faithful images with correct interpretations for some ambiguity types (e.g., Ellipsis) due to the complexity of the prompts in this ambiguity category for text-to-image models.

**Automatic Evaluations.** Second, we show similar results for our proposed automatic evaluation method to those of humans in Figure 6. We report Pearson correlation between human results vs automatic to be 0.83 and 0.75 for DALL-E Mega and OpenAI’s DALL-E, respectively. This shows that
Figure 7: Fairness qualitative examples from OpenAI’s DALL-E (top row) and DALL-E Mega (bottom row).

the proposed fairness automatic metric is in agreement with human annotators and can be used as a proxy to human evaluation, saving time and cost. For additional results on other setups (e.g., VS-TIED) and more evaluated images refer to Appendix C.1.

**Fairness Evaluations.** Figure 7 demonstrates the effect that disambiguation via TIED has on generating more diverse images with fairness implications. By specifying identities associated with an individual, more diverse images can be generated. The LM based system (TIED) provides the user an opportunity to specify their intention more clearly. This can improve user satisfaction and encourage these models to generate diverse images.

**Paraphrasing Evaluations.** Lastly, we report the effect paraphrasing the disambiguated prompts has over simply concatenating the disambiguation signal to the end of the ambiguous prompts. Figures 5 and 6 demonstrate that paraphrasing disambiguated prompts can overall have very slight and not significant improvement over simply concatenating the disambiguation signal to the end of the ambiguous prompts. 2

5.3 Ablation Studies

We report our main findings here (see Appendix B for details). From the results, we observe that although increasing the number of few-shot examples can in some cases have positive impact on performance both in domain and out of domain generalization ability, the nature of the prompt (prompt format and ordering) also plays an important role. Our results also match the previous findings in (Zhao et al., 2021) in which authors study the effect of few-shot examples provided to language models to perform various tasks. In addition, we demonstrate that language models obtain lower performance for complex sentence structures compared to their simple sentence counterparts which is expected.

6 Related Work

Resolving ambiguities in different NLP applications has been a prominent research direction due to its importance. For instance, word sense disambiguation is one of the areas in NLP that has gained significant attention (Wang and Wang, 2021). Resolving ambiguities in question answering (Min et al., 2020), conversational question answering (Guo et al., 2021), and task-oriented dialogue systems (Qian et al., 2022) has also been previously studied. Ambiguity resolution has also been studied in multi-modal applications, such as multi-modal machine translation (Li et al., 2022) or matching images or videos to disambiguated interpretation of a sentence (Berzak et al., 2015). Despite those recent efforts, not much attention has been paid to ambiguities in text-to-image generative models. On the other hand, the growing popularity of those models, both in academic and non-academic circles, make it imperatives to better understand potential issues with those systems due to language ambiguity (Hutchinson et al., 2022).

7 Conclusion

In this work, we study the role of prompt ambiguity in text-to-image generative models and propose a disambiguation framework to generate more faithful images better aligned with user intention. We curate a benchmark dataset consisting of different types of ambiguities. We measure the ability of various language models in obtaining disambigua-
tion signals through end user interaction by either generating clarifying questions or visual setups. After obtaining the signals and performing different automatic and human evaluations, we measure the faithfulness of image generations by text-to-image generative models given ambiguous, disambiguated, and paraphrased disambiguated prompts. In addition, we frame and analyze fairness in these systems from a new and different perspective. Although we demonstrate our framework’s ability in distinguishing the existence of different interpretations given ambiguous prompts and their resolution, future work can investigate these two intertwined issues separately. In this work, our focus was on ambiguity resolution. Future work can focus on ambiguity detection in this domain.

**Limitations**

We acknowledge that our benchmark dataset does not cover all the existing ambiguities and that ambiguities related to fairness do not cover all the possibilities. It is also challenging to address all the existing ambiguities considering all the dimensions at once. If we want to consider all the existing ambiguities at once, we would need to deal with a combinatorial explosion of potential ambiguities. We acknowledge that our framework is not designed for combinatorial cases; however, our benchmark and framework is designed to showcase some of the existing problems related to more prominent ambiguities in text-to-image generative models. We encourage future work to expand on this work to consider all the existing possibilities. In addition, although our framework is able to result in more faithful image generations on overall cases, a few ambiguity types in our fine-grained results are shown to be harder to result in faithful image generations. We encourage future work to investigate this issue further to improve the results for these specific ambiguity types.

**Ethical Considerations**

In this work, we study and propose solutions to resolve existing ambiguities in prompts given to text-to-image generative models. In addition to resolving ambiguities in prompts, this work not only frames and analyzes fairness from a new and different perspective, but it also results in more faithful image generations aligned with end user intention. These aspects can contribute to numerous positive impacts to the research community. Not only one can generate more diverse images through disambiguating fairness type ambiguities, but our framework can also improve user satisfaction by generating aligned images to end user’s intention despite existing ambiguities in the provided prompts. Resolving ambiguities can also avoid spread of misinformation and development of fallacies. Despite the aforementioned positive impacts, we also acknowledge the limitations associated with this work. We acknowledge that our benchmark dataset is just a very small sample of different types of ambiguous prompts that can be provided to a system. In addition, for the fairness type ambiguities, we only consider gender (male vs female), skin color (dark vs light), and age (young vs old). We acknowledge that these are only a limited number of characteristics that can represent identity of an individual and that we do not cover all the cases possible. We agree that we do not cover all the cases possible; however, our intent is to showcase a few examples through our benchmark (TAB) and highlight existing flaws associated with these systems encountering ambiguous prompts.

In our experiments, we also utilize human annotators. We ensure to provide appropriate guidelines with a proper compensation to our workers (around 12$ per hour). We also utilize master workers based in the United States with proper expertise (completion of more than 1000 HITs with an acceptance rate above 85%). In addition, we provide the workers the opportunity to raise any concerns about our task. Based on the feedback, we believe that the task and the pay was satisfactory to the workers.

We hope that our study can provide valuable insights to the research community with the positive implications out-weighting its limitations. We also open-source our benchmark dataset for the community to benefit from our work. As future work, researchers can investigate and propose better alternatives than our proposed framework for resolving ambiguities in text-to-image generative models along with extension of our work to semantic ambiguities in addition to the ones studied in this paper. Our benchmark dataset can also serve as a valuable resource for research in commonsense reasoning studies in text-to-image generative models which is less explored in our current work. We provide information in our benchmark dataset (whether an interpretation is commonsensical or not) which can be accessible to interested researchers in this area.
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Appendix

In this appendix, we will include details that were left out from the main text of the paper due to space limitations including experimental setup details as well as additional results and discussions. We ran all the experiments on an AWS p3.2xlarge EC2 instance.

A Details About Benchmark Dataset

Here, we will first define each of the different types of ambiguities existing in our benchmark dataset (TAB) with a corresponding example. We will then list the details of the modifications along with the extensions made to the original LAVA (Berzak et al., 2015) corpus to make TAB.

A.1 Definitions

Syntax Prepositional Phrase (PP): For this type of syntactic ambiguity, we borrowed the following template \( NNP_V DT [JJ] NN_1 IN DT [JJ] NN_2 \) from the LAVA corpus (Berzak et al., 2015) to construct most of the cases in TAB. An example for this type of ambiguity can be: The girl approaches the shelf with a green plate. It is possible that 1. the green plate is with the girl or 2. is on the shelf.

Syntax Verb Phrase (VP): For this type of syntactic ambiguity, we borrowed the following template \( NNP_1 V [IN] NNP_2 V [JJ] NN \) from LAVA to construct most of the cases in TAB. An example for this type of ambiguity can be: The girl hits the boy holding a birthday cake. It is possible that 1. the girl is holding the birthday cake or 2. the boy is holding the birthday cake.

Syntax Conjunction: For this type of syntactic ambiguity, we borrowed the following templates \( NNP_1 [and NNP_2] V DT JJ NN_1 and NN_2 \) and \( NNP V DT NN_1 or DT NN_2 and DT NN_3 \) from the LAVA corpus (Berzak et al., 2015) to construct most of the cases in TAB. An example for this type of ambiguity can be: The girl looks at the red butterfly and bird. It is possible that 1. the bird is red or 2. the bird is not red.

Discourse Anaphora: For this type of discourse ambiguity, we borrowed the following template \( NNP V DT NN_1 and DT NN_2 \). It is \( JJ \) from the LAVA corpus (Berzak et al., 2015) to construct most of the cases in TAB. An example for this type of ambiguity can be: The girl looks at the bird and the butterfly; it is red. It is possible that 1. the bird is red or 2. the butterfly is red.

Discourse Ellipsis: For this type of discourse ambiguity, we borrowed the following template \( NNP_1 V NNP_2. Also NNP_3 \) from the LAVA corpus (Berzak et al., 2015) to construct most of the cases in TAB. An example for this type of ambiguity can be: The wolf eats the rabbit. Also the cat. It is possible that 1. the wolf eats both the rabbit and the cat or 2. the wolf and the cat eat the rabbit.

Fairness: For this type of ambiguity, we borrowed list of activities that are possible to visually represent previously curated by (Zhao et al., 2017) (e.g. eating) and formed the following template: A person eating in which eating will be replaced by other activities existing in our activity list. In this case, there exists ambiguity since there is no enough information about the identity of the person doing the activity (whether the person is a female or male, their racial category, etc.). For the second type of fairness ambiguity, we borrowed list of different occupations (e.g. doctor) previously curated by (Nadeem et al., 2021) for fairness studies and formed the following template: An image of a doctor in which doctor will be replaced by other occupations existing in our occupation list. In this case, again there exists ambiguity since there is no enough information about the identity of the person involved in the occupation (whether the doctor is a female or male, what racial category, etc.). We only consider gender, age, and skin color of the individual as different possible interpretations and realize that this might be a limitation of our work since we do not cover all the possible cases as well as intersectional fairness; however, exhausting all the cases in our benchmark would have been challenging and we leave it to future work.

Complex: In this case, we sampled some of the existing prompts created in our benchmark dataset following templates that were discussed above and manually made the structurally more complex version of them such that the meaning and ambiguity was kept the same but the structure was made more complex by addition of more information, words, adjectives, and adverbs. For instance, we converted the following simple ambiguous prompt: The girl waved at the old man and woman to the more complex version The girl waved at the old man and woman gracefully to show respect.

Combination: In this case, we combined fairness type ambiguities with linguistic type ambiguities existing in our benchmark dataset. For instance, The police threatened the doctor with a gun combines the existing linguistic type ambiguity in our
Table 4: Dataset schema of our benchmark (TAB) along with one provided example. The example contains the ambiguous prompt. The visual setup contains a list of different possible interpretations given an ambiguous example prompt. UCS represents that the interpretation is uncommonsensical and CS represents that the interpretation is commonsensical. We also include question format of each interpretation that is used in our automatic evaluations as inputs to VQA model.

| Example | Visual Setups                  | Commonsensical or Uncommonsensical | Question Format of Visual Setup |
|---------|--------------------------------|-----------------------------------|--------------------------------|
| An elephant and a bird flying | [the elephant is flying, the elephant is not flying] | [UCS, CS] | [is the elephant flying?, is the elephant not flying?] |

benchmark dataset since it is not clear whether the police is with the gun or the doctor. The same example also covers the fairness type ambiguity from our benchmark dataset since the identities of police and doctor are not specified.

**miscellaneous:** In this case, we added some additional examples that were not covered in any of the previous types discussed above (e.g., porcelain egg container in which it is not clear whether the egg is porcelain or the container).

Our benchmark schema is shown in Table 4. Each row of the dataset contains an example that represents the ambiguous prompt. The visual setup contains a list of different possible interpretations given an ambiguous example prompt. UCS represents that the interpretation is uncommonsensical and CS represents that the interpretation is commonsensical. We also include question format of each interpretation that is used in our automatic evaluations as inputs to VQA model.

A.2 Modifications and Extensions

**Additions:** From the original LAVA corpus (Berzak et al., 2015), we borrowed 112 examples (prompts) that were suitable for our usecase (e.g., there were applicable to static images) and added 1088 additional examples to our benchmark dataset. The original 112 examples, covered only 236 visual scenes (interpretations per ambiguous prompt); however, our extended cases added 4454 additional visual scenes to our benchmark dataset. Thus, in total our benchmark dataset covers 1200 ambiguous prompts (112 coming from LAVA and 1088 additional examples we curated) with 4690 total visual scenes (236 coming from LAVA and 4454 from our crafted examples). Our extensions included addition of different objects, scenes, and scenarios as well as addition of new types of ambiguities, such as the fairness.

**Modifications:** In addition to expanding the LAVA corpus, we made various modifications to this dataset: 1. Our benchmark only contains ambiguous prompts and unlike LAVA we did not need videos/images to be part of our dataset as those will be generated by the text-to-image generative models. We would then evaluate faithfulness of generations using our benchmark dataset. 2. LAVA originally covered only few objects (3), we expanded the corpus to many different objects in diverse settings. 3. Added the fairness component. 4. Added the complex component. 5. Added the combination component in which we combined fairness ambiguity with linguistic ambiguity. 6. Added commonsensical vs uncommonsensical label which represents whether each of the interpretations associated to a scene is commonsensical or not. E.g., for the ambiguous prompt *An elephant and a bird flying*, the first interpretation in which the elephant is not flying is commonsensical and the second interpretation in which the elephant is flying is uncommonsensical. Although we did not directly use this label in our work, we believe that this would be a valuable resource for future work in commonsense reasoning and its relation to ambiguity in such generative models. 7. Lava used proper names to address people in the images/videos. For our usecase, this would not be applicable, so we replaced proper names with girl vs boy to make the distinction possible. 8. Removed cases that were specific to video domain and not applicable to static images.

B Details for LM Experiments

For this set of experiments we utilized three different language models: GPT-2, GPT-neo, and OPT. For the GPT-2 model, we utilized the 117M parameter pretrained model from huggingface\(^3\). For the GPT-neo model, we utilized the 2.7B parameter model from huggingface\(^4\). Lastly, for the OPT model, we utilized the 350M parameter pretrained model from huggingface\(^5\).

For the few-shot prompts provided to these lan-
guage models refer to Table 5. We used the same set of prompts for the ablation study in which we compared simple vs complex sentence structures. For the ablation study in which we changed the number of few-shot examples provided to these models for each type of ambiguity specifically refer to Tables 6 and 7. Notice that for this set of experiments, we only considered the setup where the language model would generate one clarifying question per given ambiguous prompt (QA-TIED); thus, the prompts are provided as such. In addition, we used these prompts in order (meaning for one-shot setting, we used the first example. For two-shot setting, we used the first and second examples and so on.).

For the automatic evaluation metrics, we used BLEU-4 \(^6\) and ROUGE-1 \(^7\) scores and their implementations from huggingface. In the main text, we refer to ROUGE-1 score as ROUGE and BLEU-4 as BLEU for simplicity.

### B.1 Results

Automatic evaluation results from generating multiple clarifying questions as well as generating different possible visual setups (VS-TIED) can be found in Tables 8 and 9 respectively. Human evaluation results for generating different possible visual setups (VS-TIED) is demonstrated in Figure 8.

The Pearson correlation between ROUGE and human scores are 0.829 and 0.424 between BLEU and human scores. For the first ablation study in which we vary the number of few-shot examples provided to the GPT-2 language model refer to Tables 11 through 16 for each of the ambiguity type separately. Results from the second ablation study in which we compared complex vs simple structures and the differences between language models’ ability in generating one clarifying question, generating multiple clarifying questions, and generating multiple visual setups directly can be found in Table 10. In addition, we noticed some interesting patterns that we show the result qualitatively in Table 17. We noticed that even for the

---

6https://huggingface.co/spaces/evaluate-metric/bleu
7https://huggingface.co/spaces/evaluate-metric/rouge
same sentence, usage of different words caused the model to generate different outcomes. For instance, as shown in Table 17, for the linguistic type ambiguity, replacement of the word ladybug with giraffe results the model into generating a useful clarifying question that can actually be helpful in resolving the ambiguity vs just repeating the sentence in a question format. Similar pattern holds for fairness type ambiguity in which for the programmer the model generates a useful clarifying question that resolves ambiguities associated to the identity of the individual as given in the few-shot prompt, while for biologist the question is irrelevant, or for other cases the question is not helpful in resolving ambiguities attached to identity of the depicted individuals. These results demonstrate that even for the same sentences, words used in them play a significant role.
Table 8: Automatic results from language models generating multiple clarifying questions.

| Ambiguity Type                      | GPT-2 BLEU | GPT-2 ROUGE | GPT-neo BLEU | GPT-neo ROUGE | OPT BLEU | OPT ROUGE |
|-------------------------------------|------------|------------|--------------|---------------|---------|-----------|
| Total Benchmark                     | 0.31       | 0.56       | 0.43         | 0.57          | 0.41    | 0.58      |
| Syntax Prepositional Phrase (PP)    | 0.12       | 0.66       | 0.08         | 0.61          | 0.16    | 0.65      |
| Syntax Verb Phrase (VP)             | 0.50       | 0.77       | 0.60         | 0.79          | 0.64    | 0.82      |
| Syntax Conjunction                  | 0.18       | 0.65       | 0.25         | 0.68          | 0.09    | 0.57      |
| Discourse Anaphora                 | 0.12       | 0.53       | 0.13         | 0.54          | 0.69    | 0.82      |
| Discourse Ellipsis                 | 0.42       | 0.70       | 0.41         | 0.62          | 0.62    | 0.79      |
| Fairness                            | 0.25       | 0.53       | 0.54         | 0.56          | 0.48    | 0.57      |

Table 9: Automatic results from language models directly generating multiple visual setups (VS-TIED).

| Ambiguity Type                      | GPT-2 BLEU | GPT-2 ROUGE | GPT-neo BLEU | GPT-neo ROUGE | OPT BLEU | OPT ROUGE |
|-------------------------------------|------------|------------|--------------|---------------|---------|-----------|
| Total Benchmark                     | 0.23       | 0.52       | 0.20         | 0.44          | 0.31    | 0.60      |
| Syntax Prepositional Phrase (PP)    | 0.07       | 0.61       | 0.06         | 0.58          | 0.07    | 0.60      |
| Syntax Verb Phrase (VP)             | 0.39       | 0.80       | 0.30         | 0.69          | 0.39    | 0.81      |
| Syntax Conjunction                  | 0.15       | 0.64       | 0.14         | 0.56          | 0.12    | 0.67      |
| Discourse Anaphora                 | 0.0        | 0.57       | 0.06         | 0.47          | 0.0     | 0.76      |
| Discourse Ellipsis                 | 0.0        | 0.58       | 0.14         | 0.60          | 0.20    | 0.76      |
| Fairness                            | 0.29       | 0.50       | 0.19         | 0.41          | 0.40    | 0.60      |

Table 10: Comparing sub-sample of structurally simple cases that had corresponding complex sentence structures.

| Ambiguity Type                      | 1-shot BLEU | 1-shot ROUGE | 2-shot BLEU | 2-shot ROUGE | 3-shot BLEU | 3-shot ROUGE | 4-shot BLEU | 4-shot ROUGE | 5-shot BLEU | 5-shot ROUGE | 6-shot BLEU  | 6-shot ROUGE |
|-------------------------------------|------------|-------------|------------|-------------|------------|------------|------------|------------|------------|------------|-------------|-------------|
| Total Benchmark                     | 0.13       | 0.38        | 0.20       | 0.46        | 0.27       | 0.48        | 0.21       | 0.47        | 0.28       | 0.47        | 0.32        | 0.50        |
| Syntax Prepositional Phrase (PP)    | 0.12       | 0.42        | 0.19       | 0.54        | 0.29       | 0.60        | 0.23       | 0.58        | 0.28       | 0.61        | 0.32        | 0.61        |
| Syntax Verb Phrase (VP)             | 0.29       | 0.48        | 0.27       | 0.42        | 0.42       | 0.64        | 0.43       | 0.62        | 0.47       | 0.67        | 0.56        | 0.69        |
| Syntax Conjunction                  | 0.0        | 0.38        | 0.09       | 0.46        | 0.15       | 0.55        | 0.04       | 0.51        | 0.0        | 0.53        | 0.0         | 0.51        |
| Discourse Anaphora                 | 0.0        | 0.40        | 0.0        | 0.33        | 0.0        | 0.48        | 0.0        | 0.42        | 0.0        | 0.45        | 0.0         | 0.47        |
| Discourse Ellipsis                 | 0.04       | 0.26        | 0.0        | 0.46        | 0.25       | 0.55        | 0.13       | 0.47        | 0.26       | 0.57        | 0.15        | 0.50        |
| Fairness                            | 0.0        | 0.36        | 0.18       | 0.50        | 0.12       | 0.44        | 0.10       | 0.46        | 0.13       | 0.43        | 0.15        | 0.48        |

Table 11: The effect of number of few-shot examples provided to GPT-2 model of type Syntax Prepositional Phrase (PP) on generating one clarifying question (QA-TIED) for different types of ambiguities.

| Ambiguity Type                      | 1-shot BLEU | 1-shot ROUGE | 2-shot BLEU | 2-shot ROUGE | 3-shot BLEU | 3-shot ROUGE | 4-shot BLEU | 4-shot ROUGE | 5-shot BLEU | 5-shot ROUGE | 6-shot BLEU  | 6-shot ROUGE |
|-------------------------------------|------------|-------------|------------|-------------|------------|------------|------------|------------|------------|------------|-------------|-------------|
| Total Benchmark                     | 0.05       | 0.36        | 0.30       | 0.58        | 0.33       | 0.54        | 0.36       | 0.56        | 0.34       | 0.57        | 0.33        | 0.55        |
| Syntax Prepositional Phrase (PP)    | 0.0        | 0.34        | 0.0        | 0.62        | 0.0        | 0.53        | 0.0        | 0.53        | 0.0        | 0.58        | 0.10        | 0.59        |
| Syntax Verb Phrase (VP)             | 0.22       | 0.46        | 0.52       | 0.77        | 0.55       | 0.75        | 0.63       | 0.81        | 0.56       | 0.79        | 0.57        | 0.79        |
| Syntax Conjunction                  | 0.0        | 0.42        | 0.21       | 0.66        | 0.21       | 0.60        | 0.16       | 0.64        | 0.23       | 0.67        | 0.21        | 0.64        |
| Discourse Anaphora                 | 0.0        | 0.11        | 0.08       | 0.50        | 0.13       | 0.52        | 0.26       | 0.66        | 0.10       | 0.51        | 0.0         | 0.66        |
| Discourse Ellipsis                 | 0.0        | 0.24        | 0.43       | 0.70        | 0.44       | 0.70        | 0.42       | 0.69        | 0.42       | 0.70        | 0.41        | 0.70        |
| Fairness                            | 0.0        | 0.33        | 0.29       | 0.58        | 0.20       | 0.54        | 0.22       | 0.55        | 0.24       | 0.57        | 0.19        | 0.53        |

Table 12: The effect of number of few-shot examples provided to GPT-2 model of type Syntax Verb Phrase (VP) on generating one clarifying question (QA-TIED) for different types of ambiguities.
Table 13: The effect of number of few-shot examples provided to GPT-2 model of type Syntax Conjunction on generating one clarifying question (QA-TIED) for different types of ambiguities.

| Ambiguity Type | 1-shot | 2-shot | 3-shot | 4-shot | 5-shot | 6-shot |
|----------------|--------|--------|--------|--------|--------|--------|
| Total Benchmark | 0.16   | 0.42   | 0.19   | 0.43   | 0.25   | 0.48   |
| Syntax Prepositional Phrase (PP) | 0.04   | 0.37   | 0.60   | 0.83   | 0.06   | 0.59   |
| Syntax Verb Phrase (VP) | 0.07   | 0.52   | 0.07   | 0.38   | 0.17   | 0.61   |
| Syntax Conjunction | 0.18   | 0.42   | 0.07   | 0.38   | 0.17   | 0.61   |
| Discourse Anaphora | 0.00   | 0.34   | 0.04   | 0.36   | 0.11   | 0.41   |
| Discourse Ellipsis | 0.00   | 0.34   | 0.04   | 0.36   | 0.11   | 0.41   |
| Fairness | 0.05   | 0.39   | 0.11   | 0.38   | 0.12   | 0.43   |

Table 14: The effect of number of few-shot examples provided to GPT-2 model of type Discourse Anaphora on generating one clarifying question (QA-TIED) for different types of ambiguities.

| Ambiguity Type | 1-shot | 2-shot | 3-shot | 4-shot | 5-shot | 6-shot |
|----------------|--------|--------|--------|--------|--------|--------|
| Total Benchmark | 0.14   | 0.34   | 0.24   | 0.51   | 0.23   | 0.51   |
| Syntax Prepositional Phrase (PP) | 0.00   | 0.47   | 0.00   | 0.64   | 0.00   | 0.66   |
| Syntax Verb Phrase (VP) | 0.37   | 0.60   | 0.48   | 0.73   | 0.44   | 0.69   |
| Syntax Conjunction | 0.37   | 0.60   | 0.48   | 0.73   | 0.44   | 0.69   |
| Discourse Anaphora | 0.00   | 0.38   | 0.00   | 0.45   | 0.00   | 0.44   |
| Discourse Ellipsis | 0.00   | 0.33   | 0.50   | 0.73   | 0.42   | 0.70   |
| Fairness | 0.01   | 0.25   | 0.15   | 0.48   | 0.10   | 0.48   |

Table 15: The effect of number of few-shot examples provided to GPT-2 model of type Discourse Ellipsis on generating one clarifying question (QA-TIED) for different types of ambiguities.

| Ambiguity Type | 1-shot | 2-shot | 3-shot | 4-shot | 5-shot | 6-shot |
|----------------|--------|--------|--------|--------|--------|--------|
| Total Benchmark | 0.35   | 0.48   | 0.35   | 0.50   | 0.24   | 0.44   |
| Syntax Prepositional Phrase (PP) | 0.00   | 0.39   | 0.00   | 0.45   | 0.00   | 0.38   |
| Syntax Verb Phrase (VP) | 0.13   | 0.47   | 0.17   | 0.54   | 0.14   | 0.48   |
| Syntax Conjunction | 0.00   | 0.40   | 0.00   | 0.42   | 0.00   | 0.39   |
| Discourse Anaphora | 0.00   | 0.44   | 0.00   | 0.45   | 0.00   | 0.43   |
| Discourse Ellipsis | 0.00   | 0.20   | 0.00   | 0.23   | 0.00   | 0.20   |
| Fairness | 0.74   | 0.55   | 0.59   | 0.56   | 0.41   | 0.48   |

Table 16: The effect of number of few-shot examples provided to GPT-2 model of type Fairness on generating one clarifying question (QA-TIED) for different types of ambiguities.

| Prompt | Generation |
|--------|------------|
| Ling | |
| The ladybug sits next to the girl eating vegetable. | is the ladybug eating vegetable? |
| The giraffe sits next to the girl eating vegetable. | is the giraffe sitting next to the girl eating vegetable? |
| Fairness | |
| An image of a biologist. | is the animal a mammal? |
| An image of a dancer. | is the dancer dancing? |
| An image of a programmer. | is the programmer a female? |
| An image of a travel guide. | is the travel guide a woman? |
| An image of a cook. | is the cook in the kitchen? |

Table 17: Qualitative examples from both linguistic as well as fairness type ambiguities showing that even for the same sentence replacement of the words (e.g., ladybug with giraffe) can result in different generations (helpful clarifying questions vs repeating the sentence in question format or a non-useful generation).
Details for Text-to-Image Experiments

Through end user vs GPT-neo interactions in the setup where GPT-neo would generate one clarifying question (QA-TIED), we obtained 812 visual setups disambiguated by the end user (3248 images for 4 images per prompt and 4872 for six images per prompt) that represented our prompts for this setup. For the setup in which GPT-neo would generate multiple visual setups (VS-TIED) 805 scenarios were disambiguated by the end user (3220 images for 4 images per prompt and 4830 for 6 images per prompt). For DALL-E Mega, we generated 4 images per each of these prompts in each setup. We also have additional results reported in the Appendix for six images generated per prompt. We also did this generation for the disambiguated prompts, original ambiguous ones (for the sake of comparison between disambiguated vs ambiguous), as well as paraphrased prompts. For OpenAI’s DALL-E due to their policies, restrictions, and limitations we were able to obtain images for 744 of these prompts in the setup where GPT-neo would generate one clarifying question (QA-TIED) and generated 4 images per prompt for each of the initial ambiguous prompts and final disambiguated ones by humans. For some portion of the prompts we have six images per prompt. This is due to the fact that OpenAI changed their policy in generating less images (4 instead of 6) after a period of time. However, we report the results on 4 images per prompt since this is the most amount of images that we have for all the prompts available.

For the mturk experiments, Amazon mechanical turk workers annotated 150 DALL-E Mega images for the case where GPT-neo would generate one clarifying question (QA-TIED) and end user would provide clarifying answer. 150 DALL-E Mega images for the setup in which GPT-neo would generate multiple visual setups (VS-TIED) and end user would pick the intended one, and 100 OpenAI’s DALL-E images for the setup where GPT-neo would generate one clarifying question and end user would provide an answer (QA-TIED). Overall, this gave us 400 images. Each image was annotated by 3 mturk workers; thus, overall we ended up with 1200 annotations. The mturk survey provided to mturk workers is included in Figure 16. We recruited master workers from the platform with specific qualifications (completion of more than 1000 HITs with an acceptance rate above 85%). We provided the workers the opportunity to comment on our task and compensated them for approximately 12$ per hour.

C.1 Results

Automatic as well as human evaluation results reporting the percentage of faithful image generations in DALL-E Mega for the setup in which different possible visual setups are generated (VS-TIED) by the language model and end user picking the best option and generated images from this signal attached to the initial ambiguous prompt is demonstrated in Figures 9 and 10 respectively. In addition, we report the same set of automatic results both for the case of language model generating clarifying question (QA-TIED) and the end user providing clarifying signals through answering the question as well as language model generating different possible visual setups (VS-TIED) and end user picking the best option for more generated images per prompt (six images per prompt) in Figures 11 and 12. In the previous sets of results we generated four images per prompt; however, in this set of results, we generated six images per prompt. Notice that we report these sets of results only for the DALL-E Mega model as we had quota limitations accessing OpenAI’s DALL-E. However, since results are similar to those with fewer images per prompt, we believe that the same would hold for OpenAI’s DALL-E. These results are additional sets of results covering more images and serve as a sanity check. In addition, we performed experiments in which instead of providing the VQA model with the ground truth questions coming from our benchmark dataset, we provided the VQA model with questions generated by GPT-neo in the setup where GPT-neo would generate one clarifying question (QA-TIED). This is done to show whether DALL-E Mega generates faithful images with regards to GPT-neo’s generated questions regardless of our overall framework. The results for the case where we generated four images per prompt is demonstrated in Figure 13 and six images per prompt in Figure 14. In this case, instead of reporting the percentage of “Yes”s outputed by the VQA model, we reported the percentage of answers that matched end user provided answers to generated questions by GPT-neo (to report the faithfulness to end user intention). We demonstrate qualitative results comparing the generated images between ambiguous prompts provided to the system vs the disambiguated ones in Figure 15.
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| 0.0 | 0.1 | 0.2 | 0.3 | 0.4 | 0.5 | 0.6 | 0.7 | 0.8 |

DALL-E Mega

Figure 9: Fraction of faithful image generations by DALL-E Mega according to automatic evaluation using VQA model for the setup in which GPT-neo generates multiple visual setups (VS-TIED).

Figure 12: Fraction of faithful image generations by DALL-E Mega according to automatic evaluation using VQA model for the setup in which GPT-neo generates multiple visual setups for six images per prompt.

Figure 10: Fraction of faithful generations by DALL-E Mega from human evaluations for the setup in which GPT-neo generates multiple visual setups (VS-TIED).

Figure 13: Fraction of faithful generations with four images per prompt when questions given to the VQA model were questions generated by GPT-neo instead of the ground truth questions from the benchmark dataset.

Figure 11: Fraction of faithful image generations by DALL-E Mega according to automatic evaluation using VQA model for the setup in which GPT-neo generates one clarifying question for six images per prompt (QA-TIED).

Figure 14: Fraction of faithful generations with six images per prompt when questions given to the VQA model were questions generated by GPT-neo instead of the ground truth questions from the benchmark dataset.
Figure 15: Qualitative examples generated by DALL-E Mega (top row) and OpenAI’s DALL-E (bottom row).

Figure 16: Mturk survey.
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