Future Warming Patterns Linked to Today’s Climate Variability
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The reliability of model projections of greenhouse gas (GHG)-induced future climate change is often assessed based on models’ ability to simulate the current climate, but there has been little evidence that connects the two. In fact, this practice has been questioned because the GHG-induced future climate change may involve additional physical processes that are not important for the current climate. Here I show that the spatial patterns of the GHG-induced future warming in the 21st century is highly correlated with the patterns of the year-to-year variations of surface air temperature for today’s climate, with areas of larger variations during 1950–1979 having more GHG-induced warming in the 21st century in all climate models. Such a relationship also exists in other climate fields such as atmospheric water vapor, and it is evident in observed temperatures from 1950–2010. The results suggest that many physical processes may work similarly in producing the year-to-year climate variations in the current climate and the GHG-induced long-term changes in the 21st century in models and in the real world. They support the notion that models that simulate present-day climate variability better are likely to make more reliable predictions of future climate change.

Our confidence in climate model predictions of future climate change under a given emissions scenario is largely based on models’ ability to simulate the current mean climate and its variability1–5. The implicit assumption behind this and most modeling studies1–4 is that the more realistically a climate model simulates the current climate, the more reliable its future predictions may be. The reasoning is that if a model can simulate the present-day processes correctly, it may simulate the climate response to GHG forcing more realistically. However, there has been no direct evidence to support this assumption6. To the contrary, it is often assumed that many physical processes underlying the GHG-induced long-term global warming and the year-to-year variability of today’s climate are likely to be different, as the former may involve slower processes, such as the snow/ice albedo feedback and oceanic processes, that work on decadal to centennial time scales and also because of the different nature of the forcings involved6,7. Although climate models use the same formulations to calculate both the year-to-year variations and GHG-induced long-term changes in surface air temperature and other fields, increases in atmospheric GHGs provide an external long-term forcing to which the climate may respond differently compared with its short-term natural variations resulting mainly from random perturbations such as those generated by midlatitude fronts and tropical cyclones, or short-term external forcing such as volcanic eruptions. Because of this, physical relationships found at the inter-annual time scales may not be relevant for GHG-induced global warming. This has major implications in climate research since our instrumental records and satellite observations of the climate are often too short for examining relationships on decadal to centennial time scales.

Here I provide evidence that suggests a) similar physical processes are likely responsible for a large portion of both the short-term variations in today’s climate and the GHG-induced long-term climate changes in the 21st century and b) models that simulate current climate variability better may indeed produce more realistic projections of future climate change patterns. Thus, the results provide much-needed evidence for the widely-held assumption and help resolve the above-mentioned contradiction, besides other important implications for climate modeling, evaluation, and prediction.

Results
To separate the GHG-induced warming signal from other variations, I performed an empirical orthogonal function (EOF) analysis9 of the monthly anomalies of surface air temperature (SAT) and total water vapor content or precipitable water (PW) in an air column for 1950–2099 simulated by and averaged over all the climate models participated in the IPCC Fourth Assessment (AR4)5,10 under the IPCC A1B scenario for future emissions (a
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similar analysis was also done using the CMIP5 model data\(^1\). The first EOF (Fig. 1a–c,e–f) clearly represents the global warming signal with the familiar temporal and spatial characteristics that resemble the global-mean GHG forcing series and long-term change patterns\(^6,7\). Surprisingly, the EOF and long-term change patterns Fig. 1c,g for both the SAT and PW broadly resemble the spatial patterns of the standard deviation (SD) of the monthly anomalies of surface air temperature and PW, respectively, from the models during 1950–1979 when the warming trend is relatively small (thus detrending had little effect; Fig. 1). This is especially true for PW, whose future change patterns strongly correlate with the SD patterns \((r = 0.86–0.93)\). Besides the obvious land-ocean contrasts seen in both the future change patterns and the current SD maps, the pattern correlation over land or ocean only is also strong, although not perfect. For example, the correlation coefficient between the future PW EOF change patterns and its current SD patterns is 0.87 and 0.93 over land and ocean, respectively; while these numbers are lower but

![Figure 1](https://www.nature.com/scientificreports/images/f1.png)

**Figure 1.** Left column: The principal component (PC, (a) left ordinate) and empirical orthogonal function (EOF, (b) of the leading mode of the monthly anomalies (relative to the 1950–1979 mean annual cycle, all months combined) of surface air temperature from 22 CMIP3 models from their 20th and 21st (under the A1B scenario) century simulations. The EOF 1 pattern is compared with the patterns in (c) 2080–2099 minus 1980–1999 surface air temperature differences (dT, multiplied by 0.9) and (d) the standard deviation (S.D., multiplied by 8 and in °C) of the monthly temperature anomalies (all months combined) during 1950–1979, with the pattern correlation coefficient \((r)\) between the dT and SD (EOF1 and SD) is shown on top of panel (c,d) for, from left to right, all areas, land and ocean only. In (a), the global-mean temperature anomalies (°C) associated with this EOF is shown on the right-side ordinate, and % variance explained by the mode is given on top of the panel. Right column: same as the left column but for precipitable water (PW) from 20 CMIP3 models and the unit is millimeters. To use the same color scale, values in (f,h) were multiplied by 0.4 and 4.0, respectively. The product of the PC and EOF coefficients yields the anomalies in one tenth of the given unit associated with the mode for a given time and location. Detrending the 1950–1979 data had little effect on the S.D., which includes variations on time scales from a month to 30 years (but with the mean annual cycle excluded). All maps in this paper were created using NCAR Graphics library by the author.
still statistically significant at 0.64 and 0.41 for the SAT case. Although the pattern correlation for the SAT case is not very strong, especially over ocean, the similarities between the future change patterns and current variability patterns are remarkable considering that they are caused by totally different forcing and they result from very different physical processes (e.g., ENSO or volcano induced variations vs. GHG-induced changes).

The EOF represents the mean patterns averaged over the entire data period. To check whether the EOF patterns change over time, I performed the EOF analysis for three different periods from 1950–1999, 2000–2049 and 2050–2099. The results (Fig. S1) show only small changes in the EOF patterns that may be partly due to sampling errors for the relatively short periods, and they are similar to the EOF patterns for the whole period from 1950–2099 (Fig. 1). The pattern correlation with the SD of 1950–1979 is still significant, ranging from 0.85–0.93 for PW and 0.30–0.71 for SAT. The correlation between the SD patterns and future change patterns also exist for each of the seasons (Fig. S2). These results show that change patterns for PW in the 21st century largely resemble the spatial patterns of their variability during 1950–1979, and this is also true for SAT to a lesser degree.

The multi-model ensemble averaging used in Fig. 1 and S1 reduces natural variations and enhances the GHG-induced warming signal, increasing the percentage variance explained by the first EOF from around 35–50% in individual models (not shown) to around 92% (Fig. 1) for 1950–2099. Without the ensemble averaging, the warming signal (EOF1) in the individual models is not separated from other modes of variability as well as for the multi-model ensemble mean case. Nevertheless, the warming patterns, as represented by the leading EOF of the SAT and PW in the individual models (from one single run) for 1950–2099 are still strongly correlated with the spatial patterns of the SD of the SAT and PW monthly anomalies from the same model during 1950–1979, with most of the models showing a correlation around or above 0.8 for PW and 0.5–0.7 for SAT (Fig. 2). Thus, there exists a significant correlation between the future change patterns of SAT and PW and the patterns of their present-day variations in all the IPCC AR4 models, and this correlation is very strong (~0.8 or higher) for PW in most of the models. I also found significant correlations between the patterns of 1950–1979 SD and the 2080–2099 minus 1980–1999 difference maps for SAT and PW for individual models, although this correlation is slightly lower than those shown in Fig. 2 due to contamination of other modes of internal variability in the simple difference maps, i.e., the 20-year difference maps from individual model runs contain varying
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**Figure 2.** The correlation coefficient between the spatial patterns of the standard deviation of the monthly anomalies during 1950–1979 and the leading EOF of the monthly anomalies during 1950–2099 under the A1B scenario simulated by individual CMIP3 coupled models and the multi-model averaged correlation (red bar) for (a) surface air temperature and (b) precipitable water. Also shown in (a) (black bar) is the case for observed surface monthly temperatures during 1950–2010.
contributions from internal decadal variability, which may not be a major contributor for the SD pattern during 1950–1979 in many models.

I also analyzed the CMIP5 model output and found similar pattern correlations (slightly higher for SAT) between future changes and current variability (Fig. S3).

To check whether the above relationship found in models exists in the real world, I performed a similar EOF analysis of observed surface air temperature over land and sea surface temperature over ocean using the Climate Research Unit data set (HadCRUT3). I focused on the 1950–2010 period as observations for earlier years are sparse over oceans and many land areas. Data for the polar regions are sparse and thus these regions were excluded from the analysis. Compared with the EOFs from the models, the leading EOF from this data set (Fig. 3a,b) exhibits more short-term variations and more spatial noise. Nevertheless, it still represents a warming trend over most of the globe, especially over land and the Indian and Atlantic Ocean. Although the noisy EOF patterns (Fig. 3b) do not match the SD of the 1950–1979 from the same data set over the North Pacific and several other regions, they are still significantly correlated \( r = 0.62 \) for all areas within 45oS–75oN, which is comparable to those shown in Fig. 2a.

**Discussion**

The reason for the similarity between the current variability patterns and future climate change patterns likely lies in the similarity in their underlying physical processes. For both temperature and water vapor content, it is known that they are less variable (or more stable) under solar heating or other forcing over ocean than over land due to many basic processes such as:

- **a)** higher heat capacity or inertia for water than for land surface,
- **b)** mixing within the ocean, and
- **c)** evaporative cooling over water surface. Over land, spatial variations in the variability could arise from heterogeneity in land surface (e.g., surface albedo, soil moisture content, vegetation cover, etc.), while spatial differences in air-sea interactions and oceanic processes can lead to the SD variations over ocean. These basic processes likely also are at work for the GHG-induced climate change case, thus contributing to the similar change patterns. Other physical processes behind the land-ocean warming contrast, the Arctic warming amplification, and ocean warming patterns may also be at work in producing the variability in today’s climate, as there is no reason to expect them not to work in today’s climate. Our results suggest that these processes may work similarly on inter-annual to centennial time scales and respond similarly to short-term perturbations and long-term GHG forcing, and that any additional processes for the GHG-induced climate change do not play a dominant role in determining the global surface warming patterns and other change patterns by the end of the 21st century. This is especially true for PW, which is known to be controlled primarily by atmospheric thermodynamics that links it to air temperature. This finding implies that models need to be able to realistically simulate the current variability patterns and the underlying processes (e.g., those associated with ENSO) in order for them to realistically simulate future climate change patterns. My results provide a scientific basis for ranking future model projections based on their ability in simulating the current climate, a common practice used in climate research that has been based on...
common sense rather than scientific evidence. My findings can also be taken as a cautionary message, and they support the notion that models with large errors in simulating the spatial patterns associated with ENSO and other variability are likely to perform poorly in predicting future climate change patterns. The above analysis compares the spatial patterns only; it does not address the magnitude of change. Figure S4 shows that the future temperature change is positively correlated with the current SD among the CMIP3 models over the Southern Ocean and a few other regions, but the correlation is weak at low-latitudes and other areas. This inter-model correlation depends on how the inter-model spreads were generated and it differs from the pattern correlation discussed above. One cannot always expect a positive inter-model correlation between the sizes of the current SD and future response.

Subtracting the ensemble mean patterns from the SD and future change maps from individual models reduces the spatial correlation (Figs S5 and S6), especially for the PW case. This is because the ensemble mean patterns capture most of the important distributions such as the land-sea contrast and the low-high latitude gradients. A model that happens to have its SD and future change patterns very close to the ensemble mean should contain small and noisy variations in its residual maps and thus likely shows low spatial correlations after the ensemble mean being subtracted. Clearly, this has little implication regarding the model’s performance. Likewise, a model with high pattern correlation in Fig. 2 does not imply it is a better model, since its SD patterns may or may not be realistic. Our results only suggest that models with more realistic patterns of variability for today’s climate are likely to predict more reliable change patterns for future climate.
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