INVERSE SCATTERING FOR THE 1-D HELMHOLTZ EQUATION
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ABSTRACT. We prove a uniqueness result for Nevanlinna functions, and this result is then used to give an elementary proof of the uniqueness in the inverse scattering problem for the equation $u'' + \frac{k^2}{c^2} u = 0$ on $\mathbb{R}$. Here $c$ is a real positive measurable function that is bounded from below by a positive constant, and is close to 1 at $\pm \infty$.

1. Introduction

The uniqueness for the inverse scattering problem for the equation

\begin{equation}
-u'' + qu = k^2 w u,
\end{equation}

where $q \geq 0$ and $w$ is real, and not required to have fixed sign, was proved in [BBW]. Our motivation is to give a more elementary proof for a simplified problem, where from all the features that make (1.1) difficult, only the non-regularity of $w$ is retained.

In fact, we consider the inverse scattering problem for the equation

\begin{equation}
-u'' - \frac{k^2}{c^2} u = 0
\end{equation}

where $c$ is a real measurable function that satisfies

[H1] There exist $c_0 > 0$, $c_M > 0$ such that $c_0 < c(x) \leq c_M$, a.e. $x \in \mathbb{R}$;

[H2] The function $c^{-1}$ belongs to $L^1(\mathbb{R})$.

Then for each $k \in \mathbb{R} \setminus \{0\}$ there exist unique solutions $u_1(x, k)$, $u_2(x, k)$ to the Helmholtz equation (1.2) such that $u_1(x, k) \sim e^{ikx}$ when $x \to \infty$ and $u_2(x, k) \sim e^{-ikx}$ when $x \to -\infty$. Then $u_1(\cdot, k)$ and $u_1(\cdot, k)$ (respectively $u_2(\cdot, k)$ and $u_2(\cdot, k)$) are linearly independent solutions of (1.2), therefore

\begin{align*}
u_1(x, k) &\sim \frac{1}{T_2(k)} e^{ikx} + \frac{R_2(k)}{T_2(k)} e^{-ikx} \quad \text{when} \quad x \to -\infty, \\
u_2(x, k) &\sim \frac{1}{T_1(k)} e^{-ikx} + \frac{R_1(k)}{T_1(k)} e^{ikx} \quad \text{when} \quad x \to \infty,
\end{align*}

where $R_1(k)$, $R_2(k)$, $T_1(k)$ and $T_2(k)$ are complex constants determined by $c$ and $k$. The matrix

\begin{equation*}
S(k) = \begin{pmatrix} T_1(k) & R_2(k) \\ R_1(k) & T_2(k) \end{pmatrix}
\end{equation*}

is the scattering matrix determined by $c$; $R_1(k)$ and $R_2(k)$ are the reflection coefficients, whereas $T_1(k)$ and $T_2(k)$ are the transmission coefficients.

We shall assume that $R_2(k) = R_2(k; c)$ is known. Our aim here is to prove the uniqueness part of the inverse scattering problem, that is, to prove the next theorem.
Theorem 1.1. The mapping

\[ R: \{ c: \mathbb{R} \to \mathbb{R}, \text{measurable} \mid c \text{ satisfies } [H1] \text{ and } [H2]\} \to L^\infty(\mathbb{R}); \]

\[ R(c) = R_2(k; c) \]

is injective.

Even in the simple case of (1.2), the methods used in the Schrödinger case are not available in this case, since the behaviour in \( k, |k| \) large, of the solutions \( u_1(x, k), u_2(x, k) \) is no longer easy to control, at least when \( c \) is not assumed to be smooth enough. (See [F], [DT], [M], [AKM], and the references therein for the methods used in the Schrödinger case, and also [B01] for the same problem in higher dimensions, where the extra dimensions and extra decay allow the reduction to a Schrödinger type case.)

We however adapt the idea in [DT, Sect. 5, Lemma 1] for the proof of Levinson’s theorem, using properties of Nevanlinna functions instead of Hardy classes. The main tool in our proof is the uniqueness result contained in Proposition 2.7, which says that under certain conditions, a Poisson type representation holds for Nevanlinna functions on the upper-half space. Namely, it is well known ([AD]) that when \( F \) is holomorphic in the upper half-plane and has non-negative real part, then \( F \) can be written as

\[ F(z) = az + \beta + \frac{1}{\pi i} \int_\mathbb{R} \left( \frac{1}{t-z} - \frac{t}{t^2 + 1} \right) d\mu(t), \quad \text{Im} z \geq 0, \]

where \( a, \beta \in \mathbb{C} \), and \( \mu \) is a positive measure on \( \mathbb{R} \). We show that a representation of the type of (1.3) holds for certain Nevanlinna functions as well, without necessarily knowing \textit{a priori} that they have nonnegative real part.

The paper is organized as follows: Section 2 recalls the necessary notions and notations concerning Nevanlinna functions, and gives the Poisson-type representation for certain classes of functions. Section 3 recalls the construction of the Jost solutions \( u_1(x, k), u_2(x, k) \) briefly presents the scattering matrix, and gives some of their properties. Section 4 deals with properties of the function \( r(x, k) \) (see [SyWG]), which is \( e^{-2ikx} \) times the reflection coefficient for the problem (1.2) with \( c \) replaced by the function \( c_x(y) = c(y) \) when \( y > x \) and \( c_x(y) = 1 \) otherwise. The fact that \( T_1(k) \) is uniquely determined by \( R_2(k) \) is proved in Section 5. Some further analysis of the behaviour in \( k \) of \( u_1(x, k) \) is given in Section 6. The main result (Theorem 1.1) is proved in Section 7 using the Poisson-type representation obtained in Section 2.

\textbf{Notation.} We denote \( [f, g]_x = f'(x)g(x) - f(x)g'(x) \). Note that \( -[f, g]_x \) is the Wronskian of \( f \) and \( g \). If this quantity is constant on \( x \in \mathbb{R} \), as it happens when \( f, g \) are solutions to the equation (1.2), it will be denoted by \( [f, g] \).

Throughout the paper we use the notation \( \Pi \) for the upper half-plane in \( \mathbb{C} \),

\[ \Pi = \{ z \in \mathbb{C} \mid \text{Im} z > 0 \}. \]

We refer to [RR] for notation and results on Hardy and Nevanlinna classes. Also, we use the shorthand notation \( \langle x \rangle = (1 + |x|^2)^{1/2} \), \( x \in \mathbb{R} \).
2. NEVANLINNA FUNCTIONS AND A UNIQUENESS LEMMA

Definition 2.1.  
(a) The Nevanlinna class $N(\Pi)$ is the class of those holomorphic functions $F$ defined on $\Pi$ such that $\log^+ |F|$ has a harmonic majorant on $\Pi$.
(b) Recall that $F \in N^+(\Pi)$ if and only if $F = AG$ where $A \in N(\Pi)$ is inner and $G \in N(\Pi)$ is outer.

Remark 2.2. We recall the following properties of the Nevanlinna functions.
(i) If $F, G \in N(\Pi)$ then $F + G, FG \in N(\Pi)$. Moreover if $G \not\equiv 0$ and $F/G$ is holomorphic on $\Pi$, then $F/G \in N(\Pi)$.
(ii) If $F, G \in N^+(\Pi)$ then $F + G, FG \in N^+(\Pi)$.
(iii) It can be shown (see [RR, Thm. 3.20]) that $N(\Pi)$ is the set of quotients $F = G/H$, where $G$ and $H$ are holomorphic and bounded on $\Pi$, and $H$ is not vanishing on $\Pi$.
(iv) $N^+(\Pi)$ is the set of quotients $F = H/V$, where $H$ and $V$ are holomorphic and bounded by 1 on $\Pi$, and $V$ is outer.
(v) $N^+(\Pi)$ is the smallest algebra of functions containing all inner and outer functions in $N(\Pi)$.

Remark 2.3. If $F \not\equiv 0$ is holomorphic on $\Pi$ and $\text{Im } F \geq 0$ on $\Pi$, then $F \in N(\Pi)$ and it is outer.

Every function $F \not\equiv 0$ in $N(\Pi)$ has a factorization
\[(2.1) \quad F(z) = e^{-i\tau z} B(z) G(z) \frac{S_+(z)}{S_-(z)} \quad \text{Im } z > 0,\]
where $\tau$ is a real number, $B$ is a Blaschke product, $G$ is an outer function and $S_+$ and $S_-$ are singular inner functions. The factorization is essentially unique: $e^{-i\tau z}$, $S_+$ and $S_-$ are uniquely determined, while $B$ and $G$ are determined up to multiplicative constants of modulus 1.

Definition 2.4.  
(a) The real number $\tau$ in (2.1) is called the mean type of $F$.
(b) An entire function $F$ is of exponential type if
\[\tau_F = \limsup_{|z| \to \infty} \frac{\log |F(z)|}{|z|} < \infty.\]
The number $\tau_F$ is called the exact type of $F$.

Remark 2.5. We collect here important properties of the mean type and Nevanlinna functions (see [RR, Thm. 6.15–6.17]).
(i) Let $0 \not\equiv F \in N(\Pi)$. Then its mean type $\tau$ is given by
\[\tau = \limsup_{y \to \infty} \frac{1}{y} \log |F(iy)|.\]
(ii) Let $F$ be an entire function. The following assertions are equivalent.
(a) $F$ is of exponential type and
\[\int_{-\infty}^{\infty} \frac{\log^+ |F(t)|}{1 + t^2} \, dt < \infty.\]
(b) The restrictions of $F(z)$ and $\tilde{F}(z) := \overline{F(\overline{z})}$ to the upper half-plane belong to $N(\Pi)$.

(iii) Let $F \not\equiv 0$ be a function that satisfies the equivalent conditions (a) and (b) in (ii). Let $\tau_F$ be the exact type of $F$, and let $\tau_+$ and $\tau_-$ be the mean types of the restrictions of $F$ and $\tilde{F}$ to $\Pi$, respectively. Then $\tau_+ + \tau_- \geq 0$, and

$$\tau_F = \max(\tau_+, \tau_-).$$

2.1. A Poisson-type representation.

Lemma 2.6. Let $h \in L^1(\mathbb{R}, dt/(1 + t^2))$ be a real function. Define

$$f(z) = \frac{1}{\pi i} \int h(t) \left( \frac{1}{t} - \frac{t}{t^2 + 1} \right) dt, \quad z \in \Pi.$$ 

Then $f \in N(\Pi)$.

Proof. It is clear that $f$ is analytic on $\Pi$. Set

$$f_+(z) = \frac{1}{\pi i} \int |h(t)| \left( \frac{1}{t} - \frac{t}{t^2 + 1} \right) dt, \quad z \in \Pi.$$ 

Then $f_+$ is analytic on $\Pi$, and $\text{Re} f_+ \geq 0$ on $\Pi$, hence $f \in N(\Pi)$. Also $f_+ - f$ is analytic on $\Pi$ and it is easily seen that, when $z = \lambda + i\kappa \in \Pi$,

$$\text{Re} (f_+ - f)(z) = \frac{\kappa}{\pi} \int \frac{|h(t)| - h(t)}{(t - \lambda)^2 + \kappa^2} dt \geq 0,$$

hence $f_+ - f \in N(\Pi)$. Thus $f = f_+ - (f_+ - f) \in N(\Pi)$. \hfill $\Box$

The next proposition is a Poisson-type representation for a particular class of Nevanlinna function.

Proposition 2.7. Let $h$ be a function in $N(\Pi)$, continuous on $\mathbb{R}$. Assume that $\text{Re} h/(1 + t^2) \in L^1(\mathbb{R})$, $\text{Re} h$ is even on $\mathbb{R}$ and $h$ is bounded on $i\mathbb{R}$. Then there exist $\alpha, \beta \in \mathbb{C}$ such that

$$h(z) = \alpha z + \beta + \frac{1}{\pi i} \int \text{Re} h(t) \left( \frac{1}{t} - \frac{t}{t^2 + 1} \right) dt$$

when $z \in \Pi$.

Proof. First note that the boundedness of $h$ on $i\mathbb{R}$ implies that $h$ has nonpositive mean type. Consider the function defined by

$$g(z) = \frac{1}{\pi i} \int \text{Re} h(t) \left( \frac{1}{t} - \frac{t}{t^2 + 1} \right) dt, \quad z \in \Pi.$$ 

Then it is enough to show that $h - g$ is a polynomial of degree 1.

It follows by the previous lemma that $g \in N(\Pi)$. Its real part $\text{Re} g$ extends continuously to $\overline{\Pi}$. Note that

$$\text{Im} g(i\kappa) = \frac{1}{\pi} \int \text{Re} h(t) \left( \frac{t}{t^2 + \kappa^2} + \frac{\kappa}{t^2 + 1} \right) dt = 0, \quad \kappa > 0,$$

since $\text{Re} h$ is even. It follows that $g(i\kappa)/\kappa \to 0$ when $\kappa \to \infty$. In particular, $g$ has nonpositive mean type.
Let us set \( f(z) = i[h(z) - g(z)] \). Then \( f \) belongs to \( N(\Pi) \), and it has nonpositive mean type. Also, \( \text{Im} f(z) \) tends to 0 when \( \Pi \ni z \to x \in \mathbb{R} \). Hence, by the reflection principle (see [Ru, Thm. 11.11 and Thm. 11.17]), the function
\[
F(z) = \begin{cases} 
  f(z), & z \in \Pi \\
  \overline{f(z)}, & \text{Im} z < 0,
\end{cases}
\]
extends analytically on \( \mathbb{C} \). It is clear that \( F|_{\Pi} \in N(\Pi) \), and it has nonpositive mean type. Also, \( \text{Im} F(z) \) tends to 0 when \( \Pi \ni z \to x \in \mathbb{R} \). Hence, by the reflection principle (see [Ru, Thm. 11.11 and Thm. 11.17]), the function
\[
F(z) = \begin{cases} 
  f(z), & z \in \Pi \\
  \overline{f(z)}, & \text{Im} z < 0,
\end{cases}
\]
extends analytically on \( \mathbb{C} \). It is clear that \( F|_{\Pi} \in N(\Pi) \), and \( \overline{F}(z) = F(\overline{z}) = f(z) \), hence \( \overline{F} \in N(\Pi) \). It follows by Remark 2.5 that \( F \) is of exponential type 0. Since \( F/(i\kappa + 1) \) is bounded on \( i\mathbb{R} \), it follows that \( F \) is a polynomial of degree 1. \( \Box \)

The next corollary to Proposition 2.7 will be used in proving the uniqueness in our scattering problem, in Section 7.

\textbf{Corollary 2.8.} Let \( h \) be a function in \( N(\Pi) \), continuous on \( \Pi \). Assume that
\begin{enumerate}
  \item \( h(0) = 0 \), \( \overline{h(z)} = h(-\overline{z}) \) when \( z \in \overline{\Pi} \),
  \item \( h \) is bounded on \( i\mathbb{R} \),
  \item \( \text{Re} h/(t(1 + |t|)) \in L^1(\mathbb{R}) \).
\end{enumerate}
Then
\[
(2.2) \quad h(z) = \frac{1}{\pi i} \int \text{Re} h(t) \left( \frac{1}{t - z} - \frac{t}{t^2 + 1} \right) \, dt, \quad z \in \Pi.
\]
for all \( z \in \Pi \).

\textbf{Proof.} By Proposition 2.7 there are \( \alpha, \beta \in \mathbb{C} \) such that
\[
(2.3) \quad h(z) = \alpha z + \beta + \frac{1}{\pi i} \int \text{Re} h(t) \left( \frac{1}{t - z} - \frac{t}{t^2 + 1} \right) \, dt
\]
when \( z \in \Pi \). Since \( \text{Re} h \) is even on \( \mathbb{R} \) we get that
\[
(2.4) \quad h(i\kappa) = i\alpha \kappa + \beta + \frac{\kappa}{\pi} \int \frac{\text{Re} h(t)}{t^2 + \kappa^2} \, dt, \quad \kappa > 0.
\]
The hypothesis (iii) ensures that
\[
\int \frac{\text{Re} h(t)}{t^2 + \kappa^2} \, dt \to 0 \quad \text{when} \quad \kappa \to \infty.
\]
Hence we see from (2.4) that \( \alpha = 0 \).

On the other hand \( h(i\kappa) \to 0 \) when \( \kappa \to 0 \), and
\[
\kappa \int \frac{\text{Re} h(t)}{t^2 + \kappa^2} \, dt \to 0 \quad \text{when} \quad \kappa \to 0.
\]
Taking reals parts in (2.3) when \( k = i\kappa, \kappa > 0 \), and then letting \( \kappa \) tend to 0, we obtain that \( \beta = 0 \). \( \Box \)

3. \textbf{Jost solutions and the scattering matrix}

We start here the study of the scattering problem for (1.2), under the conditions [H1] and [H2]. First we recall well-known properties of the Jost solutions and scattering matrix for (1.2), and prove some extra simple properties.
3.1. Jost solutions. The scattering matrix can be given in terms of Jost solutions, that is, solutions \((u_j(\cdot, k))_{j=1,2}, k \in \Pi\), of the equation (1.2), that satisfy \(u_1(x, k) \sim e^{ikx}\) when \(x \to \infty\), and \(u_2(x, k) \sim e^{-ikx}\) when \(x \to -\infty\).

The results of this subsection are quite standard and can be proved as in the Schrödinger case (see [DT]) for the potential \(k^2q\), where

\[
q = 1 - \frac{1}{e^2},
\]

which satisfies (from [H1], [H2])

\[
q \in L^1(\mathbb{R}) \cap L^\infty(\mathbb{R}).
\]

**Theorem 3.1.** For every \(k \in \Pi\) there exist unique solutions \(u_1(x, k), u_2(x, k)\) to the equation (1.2) such that

\[
e^{-ikx}u_1(x, k) \to 1, \quad e^{ikx}u_2(x, k) \to 1,
\]

when \(x \to \infty\) and \(x \to -\infty\), respectively. The following estimates hold:

\[
|u_1(x, k) - e^{ikx}| \leq |k|\gamma(x)e^{k|\gamma(x)|-xImk},
\]

\[
|u_2(x, k) - e^{-ikx}| \leq |k|\eta(x)e^{k|\eta(x)|+xImk},
\]

\[
|u_1'(x, k) - iku_1(x, k)| \leq |k|^2\gamma(x)
\left(1 + |k|qL^1e^{k\|q\|L^1_1}\right)e^{-xImk},
\]

\[
|u_2'(x, k) + iku_2(x, k)| \leq |k|^2\eta(x)
\left(1 + |k|qL^1e^{k\|q\|L^1_1}\right)e^{xImk},
\]

\[
u_1(x, k) = u_1(x, -k), \quad u_2(x, k) = u_2(x, -k),
\]

where \(\gamma(x) = \int_{\infty}^{\infty} |q(y)| dy\) and \(\eta(x) = \int_{-\infty}^{\infty} |q(y)| dy\).

When \(x \in \mathbb{R}\) is fixed, the functions

\[
\Pi \ni k \mapsto u_j(x, k) \in \mathbb{C}, \quad \Pi \ni k \mapsto u'_j(x, k) \in \mathbb{C},
\]

are holomorphic and extend continuously at \(Imk = 0\).

We denote

\[
m_1(x, k) = e^{-ikx}u_1(x, k), \quad m_2(x, k) = e^{ikx}u_2(x, k).
\]

**Remark 3.2.** The functions \(m_1(x, k)\) and \(m_2(x, k)\) solve the equations

\[
m_1''(x, k) + 2ikm_1'(x, k) = k^2q(x)m_1(x, k),
\]

\[
m_2''(x, k) - 2ikm_2'(x, k) = k^2q(x)m_2(x, k),
\]

respectively. Theorem 3.1 gives

\[
|m_1(x, k) - 1| \leq |k|\gamma(x)e^{k|\gamma(x)|}, \quad |m_1'(x, k)| \leq |k|^2\gamma(x)
\left(1 + |k|qL^1e^{k\|q\|L^1_1}\right),
\]

\[
|m_2(x, k) - 1| \leq |k|\eta(x)e^{k|\eta(x)|}, \quad |m_2'(x, k)| \leq |k|^2\eta(x)
\left(1 + |k|qL^1e^{k\|q\|L^1_1}\right)
\]

when \(k \in \Pi\) and \(x \in \mathbb{R}\). Note that

\[
m_1(x, k) = 1 + \sum_{n=1}^{\infty} g_n(x, k)
\]

with

\[
g_n(x, k) = \left(\frac{k}{2n}\right)^n \int_{x \leq x_1} \cdots \int_{x \leq x_n} D_k(x_1 - x) \cdots D_k(x_n - x_{n-1}) q(x_1) \cdots q(x_n) \, dx_1 \cdots dx_n,
\]
where \( D_k(x) = e^{2ikx} - 1 \).

### 3.2. The scattering matrix

Let \( u_1(\cdot, k), u_2(\cdot, k) \) be the solutions introduced in the previous subsection. Consider \( k \in \mathbb{R} \setminus \{0\} \). It follows from (3.3), (3.4) that

\[
[u_1(\cdot, k), u_1(\cdot, -k)] = 2ik \neq 0,
\]

and similarly,

\[
[u_2(\cdot, k), u_2(\cdot, -k)] = -2ik \neq 0,
\]

when \( k \in \mathbb{R} \setminus \{0\} \).

We deduce from (3.5), that \( u_1, \pi_1 (u_2, \pi_2) \) are linearly independent solutions of (1.2). Also, it follows that \( u_1(\cdot, k) \) and \( u_2(\cdot, k) \) are linearly independent solutions of (1.2) when \( k \neq 0 \), due again to (3.5), (3.12) and (3.13). Hence there are constants \( T_1(k), T_2(k), R_1(k), R_2(k) \) such that \( 1/T_j(k) \neq 0, j = 1, 2 \), and

\[
T_2(k)|u_2(x,k)|^2 + |R_2(k)|^2 = |T(k)|^2 + |R_1(k)|^2 = 1
\]

when \( k \neq 0 \) is real. Here \( R_1(k), R_2(k), T_1(k), T_2(k) \) are the scattering coefficients of \( e \) at energy \( k^2 \). The first two quantities are the reflection coefficients, while the others are the transmission coefficients, and the matrix

\[
S(k) = \begin{pmatrix} T_1(k) & R_2(k) \\ R_1(k) & T_2(k) \end{pmatrix}
\]

is the scattering matrix. We see from (3.12), (3.13), (3.14) and (3.15) that

\[
[u_1(\cdot, k), u_2(\cdot, k)] = \frac{2ik}{T_1(k)} = \frac{2ik}{T_2(k)},
\]

\[
[u_2(\cdot, k), u_1(\cdot, -k)] = 2ik \frac{R_1(k)}{T_1(k)},
\]

\[
[u_2(\cdot, -k), u_1(\cdot, k)] = 2ik \frac{R_2(k)}{T_2(k)}.
\]

It follows that

\[
T_1(k) = T_2(k) \quad \text{not} \quad T(k) \quad \text{and} \quad \overline{T(k)} = T(-k),
\]

\[
R_1(k)T(-k) + R_2(-k)T(k) = 0,
\]

\[
R_1(k) = R_1(-k), \quad R_2(k) = R_2(-k),
\]

\[
|T(k)|^2 + |R_2(k)|^2 = |T(k)|^2 + |R_1(k)|^2 = 1
\]

when \( k \in \mathbb{R} \).

As a consequence, the matrix \( S(k) \) is unitary and

\[
|T(k)| \leq 1, \quad |R_1(k)| \leq 1, \quad |R_2(k)| \leq 1, \quad k \in \mathbb{R} \setminus \{0\}.
\]

The function \( 2ik/T(k) \) can be analytically extended to \( \mathbb{R} \), taking (3.10) as definition. It extends continuously to \( \mathbb{R} \setminus \{0\} \), and can not vanish at any point in \( \mathbb{R} \setminus \{0\} \). Indeed, on \( \mathbb{R} \setminus \{0\} \) this follows from the discussion above, while for \( k \in \mathbb{R} \) this is a consequence of the fact that there are no negative eigenvalues for the operator \( u \to -c(\partial u)^2 \) considered as a self-adjoint operator in \( L^2(\mathbb{R}) \) with domain
\{u \in L^2 \mid (cu)'' \in L^2 \}. We thus see that \( T(k) \) can be extended to \( \Pi \) as a holomorphic function, continuous on \( \mathbb{R}^+ \setminus \{0\} \). In addition \( T(k) = T(-\overline{k}) \) when \( k \in \overline{\Pi} \setminus 0 \).

We have (see \([\text{DT}])\)

\[
R_2(k) = \frac{k}{2i} \int_{-\infty}^{\infty} e^{2ikt} q(t) m_1(t, k) dt,
\]

\[
\frac{1}{T(k)} = 1 - \frac{k}{2i} \int_{-\infty}^{\infty} q(t) m_1(t, k) dt
\]

when \( k \in \mathbb{R} \setminus \{0\} \).

We need an estimate for \( R_2(k) \) when \( k \) is in a neighbourhood of 0. We have the following lemma.

**Lemma 3.3.** (i) The function \( \mathbb{R} \setminus \{0\} \ni k \mapsto T(k) \in \mathbb{C} \) extends continuously to \( \overline{\Pi} \) with \( T(0) = 1 \).

(ii) The function \( \mathbb{R} \setminus \{0\} \ni k \mapsto R_2(k) \in \mathbb{C} \) extends continuously to \( \mathbb{R} \) with \( R_2(0) = 0 \). Moreover

\[
|R_2(k)| \leq C|k| \quad \text{when} \quad k \in \mathbb{R},
\]

\[
\lim_{k \to 0} \frac{R_2(k)}{k} = \frac{1}{2i} \int_{-\infty}^{\infty} q(t) dt,
\]

where \( C \) is a constant independent on \( k \).

**Proof.** The first part of the proof follows from the discussion before the present lemma, relation (3.24), and Theorem 3.1.

It follows from (3.24) that \( k \to R_2(k)/T(k) \) extends continuously on \( \mathbb{R} \), and since \( k \to T(k) \) extends continuously on \( \mathbb{R} \) we get that \( k \to R_2(k) \) has the same property. The remaining assertions of the statement are direct consequences of (3.24) and (3.25), taking into account that \(|T(k)| \leq 1\) and (3.3) holds.

The following simple lemma will be essentially used in the paper.

**Lemma 3.4.** Let \( h_1, h_2, g_1, g_2 \in \mathbb{C} \), \( a, b \in \mathbb{C} \) with \(|a|^2 + |b|^2 = 1\). Assume that

\[
ah_1 = bh_2 + \bar{h}_2,
\]

\[
ag_1 = bg_2 + \bar{g}_2
\]

Then \( 2\text{Re} \left( ah_1 g_2 \right) = |a|^2 h_1 \bar{g}_1 + |a|^2 h_2 \bar{g}_2 \).

**Proof.** We may assume \( g_2 \neq 0 \) since otherwise the equality to prove obviously holds. Multiplying (3.28) by \( g_2 \) and taking real parts, we get

\[
2\text{Re} \left( ah_1 g_2 \right) = 2\text{Re} \left( bh_2 g_2 \right) + \bar{h}_2 g_2 + h_2 \bar{g}_2.
\]

On the other hand by multiplying (3.28) and the conjugate of (3.29) it follows that

\[
|a|^2 h_1 \bar{g}_1 = (bh_2 + \bar{h}_2)(\bar{b}g_2 + g_2)
\]

\[
= |b|^2 h_2 \bar{g}_2 + 2\text{Re} \left( bh_2 g_2 \right) + \bar{h}_2 g_2
\]

\[
= (1 - |a|^2) h_2 \bar{g}_2 + 2\text{Re} \left( bh_2 g_2 \right) + \bar{h}_2 g_2
\]

\[
= -|a|^2 h_2 \bar{g}_2 + 2\text{Re} \left( ah_1 g_2 \right),
\]
where we have used the equality $|a|^2 + |b|^2 = 1$ and (3.30) to express $2\Re(b h_2 g_2)$. \hfill $\Box$

We use Lemma 3.4 for $a = T(k)$, $b = R_2(k) e^{-2ikx}$, $h_1 = g_1 = m_1(x,k)$ and $h_2 = g_2 = m_2(x,k)$ to get the next corollary.

**Corollary 3.5.** The equality
\[
2\Re(T(k)m_1(x,k)m_2(x,k)) = |T(k)m_1(x,k)|^2 + |T(k)m_2(x,k)|^2.
\]
holds for every $x \in \mathbb{R}$ and $k \in \mathbb{R}$.

4. **The functions $w$ and $r$**

We consider the functions defined by
\[
w(x,k) = \begin{cases} 
w'(x,k) & \text{when } k \in \overline{\Pi} \setminus \{0\}, \\
1 & \text{when } k = 0 \end{cases}, \quad x \in \mathbb{R},
\]
and
\[
r(x,k) = \frac{1 - w(x,k)}{1 + w(x,k)}, \quad x \in \mathbb{R}, \ k \in \overline{\Pi},
\]
Note that $w(x,k)$ is a version of a Titchmarsh-Weyl function for the problem (1.2) on $[x, \infty)$ with $c$ replaced by $c_+(y) = c(y)$, $y \geq x$, and we shall see that $r(x,k)$ is in fact $e^{-ikx}$ times the reflection coefficient for the same problem. We prove here some results for these function, that will be used later on.

We first need to show that the definitions above make sense.

**Lemma 4.1.** Let $k \in \overline{\Pi}$ be fixed. Then $u_1(x,k) \neq 0$ when $x \in \mathbb{R}$.

**Proof.** Assume $u_1(x_0,k) = 0$ for an $x_0 \in \mathbb{R}$ ($x_0$ may depend on $k$). Due to (3.12) and (5.7), this cannot happen when $k \in \mathbb{R} \setminus \{0\}$. If $\Im k \neq 0$, then $\frac{1}{i}u_1(\cdot,k)$ is an eigenfunction corresponding to the eigenvalue $k^2$ for the operator $H_D f = -c(x) f''$ when $f \in D(H_D) = \{ u \in L^2(x_0,\infty) \mid -c(x) f'' \in L^2(x_0,\infty), f(x_0) = 0 \}$. Thus $k^2 \in \sigma(H_D)$, which contradicts the fact that $H_D \geq 0$. In view of (3.3), $u_1(x,0) = 1$ for any $x$ real, and this concludes the proof of the lemma. \hfill $\Box$

Lemma 4.1 shows that definition (4.1) is correct. The function $w(\cdot,k)$ is locally of class $W^{1,\infty}(\mathbb{R})$ (that is, it is continuous and has a locally $L^\infty$ derivative) and satisfies
\[
w'(x,k) = \frac{ik}{c^2(x)} - iku^2(x,k), \quad x \in \mathbb{R}, \ k \in \overline{\Pi} \setminus \{0\}.
\]
We note that (by (3.3), (5.3)),
\[
\lim_{k \to 0} \frac{u_1'(x,k)}{iku_1(x,k)} = \lim_{k \to 0} \frac{u_1'(x,k) - iku_1(x,k)}{iku_1(x,k)} + 1 = 1.
\]
It follows that the function $\Pi \ni k \mapsto w(x,k) \in \mathbb{C}$ is analytic and continuous on $\Pi$ when $x \in \mathbb{R}$ is fixed (see Thm. 3.1 and Lemma 4.1).

We can also define
\[
w_-(x,k) = -\frac{u_2'(x,k)}{iku_2(x,k)} \quad \text{when } x \in \mathbb{R}, \ k \in \Pi \setminus \{0\},
\]
and show that it has properties similar to those of $w$. 


Lemma 4.2. The real part of \( w(x, k) \), \( x \in \mathbb{R}, k \in \Pi \) is positive. Specifically,

\[
\text{Re} \ w(x, k) = \begin{cases} \frac{1}{|u_1(x,k)^2|} & k \in \mathbb{R}, \\ \frac{\text{Im} k}{|k|^2 |u_1(x,k)^2|} \int_{x}^{\infty} \left( \frac{|k|^2 |u_1(y,k)^2|}{c^2(y)} + |u_1'(y,k)|^2 \right) \, dy, & k \in \Pi, \end{cases}
\]

for every \( x \in \mathbb{R} \).

Proof. If \( k \in \mathbb{R} \setminus \{0\} \), the equality (4.5) is a consequence of (3.17) and (3.12). When \( k = 0 \) both sides in (4.5) are equal to 1.

Assume now that \( \text{Im} \ k > 0 \). We have

\[
\text{Re} \ w = \frac{1}{2|k|^2} (u_1' u_1 - u_1 u_1 k).
\]

On the other hand, since \( u_1 \) solves (1.2) and \( u_1 \) and \( u_1' \) decay exponentially when \( x \to \infty \), we may write

\[
(u_1 u_1')(x, k) = -\int_{x}^{\infty} u_1''(y, k) \, dy - \int_{x}^{\infty} |u_1'(y, k)|^2 \, dy
\]

\[
= \int_{x}^{\infty} \left( \frac{k^2 |u_1(y, k)|^2}{c^2(y)} - |u_1'(y, k)|^2 \right) \, dy.
\]

Using this equality in (4.6) we get (4.5) in this case. □

Remark 4.3. Similarly one may prove that \( \text{Re} \ w_-(x,k) > 0 \) when \( \text{Im} \ k \geq 0 \).

Corollary 4.4. Let \( x \in \mathbb{R} \) be arbitrarily fixed. Then the function

\[
k \mapsto \frac{1}{k^2 + 1} \left( |T(k)m_1(x, k)|^2 + |T(k)m_2(x, k)|^2 \right)
\]

is integrable on \( \mathbb{R} \).

Proof. Note that by (3.16) we have

\[
\frac{2}{T(k)m_1(x, k)m_2(x, k)} = \frac{2}{T(k)u_1(x, k)u_2(x, k)} = w(x, k) + w_-(x, k), \quad k \in \Pi.
\]

Then by (3.31) it follows that that the function in (4.7) is \( (1 + k^2)^{-1} \) times the real part of

\[
\mathbb{R} \ni k \mapsto \frac{1}{w(x, k) + w_-(x, k)} \in \mathbb{C}.
\]

The statement follows from the fact that this function, which is holomorphic on \( \Pi \), has positive real part and extends continuously to \( \text{Im} \ k = 0 \). (See [AD].) □

In the next proposition we use the notation \( \gamma_0 = \text{esssup}_{x \in \mathbb{R}} |q(x)| \).

Proposition 4.5. When \( x \in \mathbb{R} \) and \( \kappa > 0 \) one has

\[
\frac{2}{2 + c_M^2 \gamma_0} \leq w(x, i\kappa) \leq 1 + \frac{1}{2} \gamma_0.
\]

Remark 4.6. Note that \( w(x, i\kappa) \) is real when \( x \in \mathbb{R} \) and \( \kappa \geq 0 \), since \( u_1(x, i\kappa) = u_1(x, \kappa) \).
Proof. We set \( v = v(\cdot, i\kappa) = w(\cdot, i\kappa) - 1 \). We get then from (3.3) and (3.3) that
\[
v(x, i\kappa) \to 0 \quad \text{when} \quad x \to +\infty,
\]
\[
v' = \kappa q + \kappa v^2 + 2\kappa v \geq \kappa q + 2\kappa v.
\]
It follows that
\[
v(x, i\kappa) \leq - \int_x^\infty \kappa q(y) e^{-2\kappa(y-x)} \, dy \leq \frac{1}{2} \sup_{t \in \{x, \infty\}} |q(t)| \leq \frac{1}{2} \gamma_0,
\]
hence the second inequality in (4.8) holds.

On the other hand \( \tilde{w} = \tilde{w}(x, i\kappa) = (w(x, i\kappa))^{-1} (w(x, i\kappa) > 0) \) satisfies
\[
\tilde{w}' = \frac{\kappa}{c^2} \tilde{w}^2 - \kappa,
\]
and \( \tilde{w}(x, i\kappa) \to 1 \) when \( x \to \infty \). We set \( \tilde{v} = \tilde{w} - 1 \) and get
\[
\tilde{v}' = \frac{\kappa}{c^2} \tilde{v}^2 + \frac{2\kappa}{c^2} \tilde{v} - \kappa q \geq \frac{2\kappa}{c^2} \tilde{v} - \kappa q.
\]
Hence
\[
\tilde{v}(x, i\kappa) \leq \int_x^\infty \kappa q(y) e^{-2\kappa(y-x)} \, dy \leq \int_x^\infty \kappa |q(y)| e^{-2\kappa(y-x)/c^2} \, dy \leq \frac{1}{2} \gamma_0^2.
\]
Thus we have obtained
\[
\frac{1}{\tilde{w}} \leq 1 + \frac{1}{2} \gamma_0^2,
\]
which proves the first inequality in (4.8). \( \square \)

**Lemma 4.7.** Let \( c_1 \) and \( c_2 \) be two real measurable functions satisfying \([H1]\) and \([H2]\), and let \( q_1, q_2 \) and \( w_1, w_2 \) be the functions defined by (3.1), (4.1), corresponding to \( c_1, c_2 \), respectively. Then
\[
\| (w_1 - w_2)(\cdot, i\kappa) \|_{L^1(\mathbb{R})} \leq \frac{1}{\alpha} \| q_1 - q_2 \|_{L^1(\mathbb{R})} \quad \text{when} \quad \kappa \geq 0,
\]
where
\[
\alpha = \frac{2}{2 + c_{M,1} \gamma_{0,1}} + \frac{2}{2 + c_{M,2} \gamma_{0,2}}.
\]
Here, for \( j = 1, 2, c_{M,j} \) is the constant in \([H1]\) corresponding to \( c_j \), while \( \gamma_{0,j} = \sup_t |q_j(t)| \).

Proof. We see that \( w_1(\cdot, i\kappa) - w_2(\cdot, i\kappa) \) satisfies
\[
(w_1(\cdot, i\kappa) - w_2(\cdot, i\kappa))' = \kappa (q_1 - q_2) + \kappa (w_1(\cdot, i\kappa) - w_2(\cdot, i\kappa))(w_1(\cdot, i\kappa) + w_2(\cdot, i\kappa)),
\]
\( w_1(x, i\kappa) - w_2(x, i\kappa) \to 0 \) when \( x \to \infty \).

Hence we get
\[
(w_1 - w_2)(x, i\kappa) = \kappa \int_x^\infty (q_2 - q_1)(y) e^{-\kappa \int_x^y (w_1 + w_2)(s, i\kappa) \, ds} \, dy.
\]
Proposition [4.5] ensures that \( (w_1 + w_2)(s, i\kappa) \geq \alpha \), hence
\[
|(w_1 - w_2)(x, i\kappa)| \leq \kappa \int_x^\infty |(q_1 - q_2)(y)| e^{-\alpha \kappa(y-x)} \, dy = \kappa \int_0^\infty |(q_1 - q_2)(x + y)| e^{-\alpha \kappa y} \, dy.
\]
The lemma follows by integrating this inequality with respect to $x$. \hfill \Box

Lemma 4.2 shows that $\text{Re}(1 + w(x, k)) > 1$, therefore $r(x, k)$ may be defined by (4.2). It is easily seen that when $x \in \mathbb{R}$ is arbitrarily fixed, the function $\Pi \ni k \mapsto r(x, k) \in \mathbb{C}$ is analytic and extends continuously at $\text{Im} k = 0$.

The basic properties of $r$ are contained in the next lemma.

**Lemma 4.8.** The function $r(\cdot, k)$ defined by (4.2) satisfies:

(i) $|r(x, k)| < 1$ when $x \in \mathbb{R}, k \in \overline{\Pi}$.

(ii) When $k \in \mathbb{R} \setminus \{0\}$ is fixed

\begin{equation}
(4.11) \quad r'(\cdot, k) = -2 i k r(\cdot, k) + \frac{ikq}{2} (1 + r(\cdot, k))^2,
\end{equation}

\begin{equation}
(4.12) \quad \lim_{x \to \infty} r(x, k) = 0 \quad \text{when} \quad k \in \Pi,
\end{equation}

In addition,

\begin{equation}
(4.13) \quad \lim_{x \to -\infty} e^{2ikx} r(x, k) = R_2(k) \quad \text{when} \quad k \in \mathbb{R}.
\end{equation}

(iii) If $x \in \mathbb{R}$ is arbitrarily fixed, the function $\overline{\Pi} \setminus \{0\} \ni k \mapsto r(x, k)/k \in \mathbb{C}$ extends continuously to $\overline{\Pi}$.

**Proof.** The inequality in (i) is straightforward since $r = (1 - w)/(1 + w)$ and $\text{Re} w > 0$ (Lemma 4.2).

We have

\begin{equation}
(4.14) \quad r' = \frac{2}{(1 + w)^2} w',
\end{equation}

$w'$ is locally bounded, $|1 + w| > 1$, hence $r'(\cdot, k)$ is locally bounded. The equation (4.11) follows from (4.14) and (4.3), while (4.12) is a consequence of (3.5) and (3.3).

Let $k \in \mathbb{R} \setminus \{0\}$ be fixed. Then by (3.14) we have

\begin{equation}
(4.13) \quad e^{2ikx} r(x, k) = \frac{2ikR_2(k)m_2(x, k) - R_2(k)m'_2(x, k) - m'_2(x, k)e^{2ikx}}{2ikm_2(x, k) + R_2(k)m'_2(x, k)e^{-2ikx} + m'_2(x, k)}.
\end{equation}

This gives (4.13), since $m_2(x, k) \to 1$ and $m'_2(x, k) \to 0$ when $x \to -\infty$ (see Theorem 3.1). The equality (4.13) is obvious for $k = 0$, since $r(x, 0) = R_2(0) = 0$ for every $x$.

From (4.11) and (4.12) we see that

\begin{equation}
\frac{r(x, k)}{k} = \frac{i}{2} \int_x^\infty e^{2ik(y-x)} q(y)(1 + r(y, k))^2 \, dy
\end{equation}

when $\text{Im} k \geq 0, k \neq 0$. Then (iii) follows. \hfill \Box

**Remark 4.9.** Let $x \in \mathbb{R}$ be fixed. Then $e^{2ikx} r(x, k)$ is the reflexion coefficient $R_2(k; c_x)$ for $c_x(y) = c(y) \text{ when } y \geq x$ and $c_x(y) = 1 \text{ when } y < x$.

**Lemma 4.10.** We have

\begin{equation}
(4.15) \quad \lim_{k \to \infty} qr(\cdot, ik) = Q^2
\end{equation}

in $L^1(\mathbb{R})$. 

Proof. (i) Assume first that \( c \in C^\infty(\mathbb{R}) \) and obeys \([H1]\) and \([H2]\). We change coordinates

\[
x(y) = \int_0^y \frac{1}{c(s)} \, ds
\]

and write \( v(x(y), k) = u_1(y, k) \), with \( u_1 \) as in Section 3. Then

\[
r(y, k) = \left( 1 - \frac{1}{c(y)} \frac{v'(x(y), ik)}{vk} \right) \left( 1 + \frac{1}{c(y)} \frac{v'(x(y), ik)}{vk} \right)^{-1}.
\]

Since \( c \in C^\infty \), we have that \( v'(x(y), ik)/(ik v(x(y), ik)) \) converges uniformly to 1 when \( \kappa \to \infty \). (See [DT].) We get that, for \( y \) fixed,

\[
\lim_{\kappa \to \infty} r(y, ik) = \frac{c(y) - 1}{c(y) + 1}
\]

It follows that \( q(x)r(x, ik) \to Q^2(x) \) for every \( x \), and (4.15) is a consequence of Lebesgue’s convergence theorem.

(ii) Assume now that \( c \) is a real measurable function that satisfies \([H1]\) and \([H2]\). We set \( c_\epsilon = c * \varphi_\epsilon = 1 + (c - 1) * \varphi_\epsilon \) and \( q_\epsilon = 1 - c_\epsilon^{-2} \), where \( \varphi \) is a nonnegative smooth compactly supported function with \( \int \varphi \, dx = 1 \) and \( \varphi_\epsilon(x) = \frac{1}{\epsilon} \varphi(\frac{x}{\epsilon}) \). Then

\[
c_\epsilon(x) \geq c_0 \int \varphi_\epsilon(y) \, dy = c_0,
\]

\[
c_c(x) = \int \varphi_\epsilon(y) \, dy = c_M,
\]

(4.16) \[
|q_\epsilon(x)| \leq \frac{c_\epsilon(x) + 1}{c_\epsilon^2(x)} \int |c(x - \epsilon y) - 1| \varphi(y) \, dy \leq \frac{(c_M + 1)^2}{c_0} =: \gamma_1
\]

and

\[
\|q_\epsilon - q\|_{L^1} \leq \frac{1}{c_0^3} \|c_\epsilon - c\|_{L^1} \to 0 \quad \text{when} \quad \epsilon \to 0.
\]

We denote by \( w_\epsilon \) and \( r_\epsilon \) the functions defined as in (4.11) and (4.12) corresponding to \( c_\epsilon \), and \( Q^2 = 1 - c_\epsilon^{-2} \). Then, since \( w_\epsilon(x, ik) > 0 \), \( w(x, ik) > 0 \) and by lemma 4.7 it follows that there exists \( C \) independent of \( \epsilon \) and \( \kappa \) (\( C \) may depend on \( c_0, c_M, \gamma_0 \) and \( \gamma_1 \)) such that

\[
\int |r_\epsilon(x, ik) - r(x, ik)| \, dx \leq \int |w_\epsilon(x, ik) - w(x, ik)| \, dx \leq C\|q_\epsilon - q\|_{L^1}.
\]

We obtain

\[
\int |q(x)r(x, ik) - Q^2(x)| \, dx \leq \int |q(x)r(x, ik) - q_\epsilon(x)r_\epsilon(x, ik)| \, dx
\]

\[
+ \int |Q^2_\epsilon(x) - Q^2(x)| \, dx + \int |Q^2_\epsilon(x) - q_\epsilon(x)r_\epsilon(x, ik)| \, dx
\]

\[
\leq C\|c - c_\epsilon\|_{L^1} + \int |Q^2_\epsilon(x) - q_\epsilon(x)r_\epsilon(x, ik)| \, dx,
\]

where \( C \) is a constant independent of \( \kappa \). Let \( \delta > 0 \) be fixed. There exists \( \epsilon_0 = \epsilon_0(\delta) \) with \( C\|c - c_\epsilon\|_{L^1} \leq \delta/2 \). On the other hand, the discussion in (i) shows that there exists \( \kappa_0 = \kappa_0(\delta) \) such that if \( \kappa \geq \kappa_0 \) then

\[
\int |Q^2_\epsilon(x) - q_\epsilon(x)r_\epsilon(x, ik)| \, dx \leq \delta/2.
\]
Hence, if \( \kappa \geq \kappa_0 = \kappa_0(\delta) \), we have
\[
\int |q(x)r(x, ik) - Q^2(x)| \, dx \leq \delta.
\]
Since \( \delta \) has been arbitrarily chosen, this completes the proof of the lemma. \( \square \)

**Theorem 4.11.** We have
\[
\int_{\mathbb{R}} \frac{-\log(1 - |r(x, k)|^2)}{k^2} \, dk = \pi \int_{x}^{\infty} Q^2(y) \, dy, \quad x \in \mathbb{R},
\]
(4.17)
\[
\int_{\mathbb{R}} \frac{-\log(1 - |R_2(k)|^2)}{k^2} \, dk = \pi \int_{-\infty}^{\infty} Q^2(y) \, dy.
\]
(4.18)
In particular, the quantity \( \int_{\mathbb{R}} Q(x) \, dx \) is uniquely determined by the reflection coefficient.

**Proof.** Let first \( k \in \mathbb{R} \setminus \{0\} \) be fixed. We multiply the equation
\[
r' = -2ikr + \frac{ikq}{2} (1 + r^2),
\]
by \( \tau \), and take the real parts. We obtain
\[
(1 - |r|^2)' = \frac{ikq}{2} (1 - |r|^2)(r - \tau).
\]
Since \( \lim_{x \to \infty} |r(x, k)|^2 = 0 \) this yields
\[
\int_{\mathbb{R}} \frac{-\log(1 - |r(x, k)|^2)}{k^2} \, dk = -\frac{1}{2} \int_{x}^{\infty} \frac{q(y)(r(y, k) - \overline{r(y, k)})}{ik} \, dy.
\]
(4.19)
Denote
\[
h(x, k) = -\int_{x}^{\infty} \frac{q(y)r(y, k)}{ik} \, dy.
\]
For \( x \) fixed this is an \( H^2(\Pi) \) function with respect to the variable \( k \), with
\[
\overline{h(x, k)} = h(x, -k) \quad \text{when} \quad k \in \mathbb{R}.
\]
When \( x \in \mathbb{R}, r(x, k)e^{-2ikx} \) is the reflection coefficient for \( c_x(t) = c(t), \quad t \geq x, \quad c_x(t) = 1, \quad t < x \). Hence Proposition [5.1] and [3.22] show that \( -\log(1 - |r(x, k)|^2)/(1 + k^2) \) is \( L^1(\mathbb{R}) \). Since \( r(x, k)/k \) is bounded, we deduce from (4.19) that \( \Re h(x, \cdot) \) is \( L^1(\mathbb{R}) \).
When \( \tau > 0 \), we have
\[
\begin{align*}
\tau h(x, i\tau) &= \frac{1}{\pi} \int_{\mathbb{R}} \frac{h(x, k)}{k^2 + \tau^2} \, dk = \frac{1}{\pi} \int_{\mathbb{R}} \frac{\Re h(x, k)}{k^2 + \tau^2} \, dk, \\
\end{align*}
\]
where we have used (4.20) to get the second equality. Hence
\[
\tau h(x, i\tau) = \frac{1}{\pi} \int_{\mathbb{R}} \frac{\tau^2 \Re h(x, k)}{k^2 + \tau^2} \, dk \to \frac{1}{\pi} \int_{\mathbb{R}} \Re h(x, k) \, dk \quad \text{when} \quad \tau \to \infty
\]
We have thus obtained that
\[\int_{\mathbb{R}} \frac{-\log(1 - |r(x, k)|^2)}{k^2} \, dk = \int_{\mathbb{R}} \text{Re} \, h(x, k) \, dk = \pi \lim_{\tau \to \infty} \tau h(x, i\tau) = \lim_{\tau \to \infty} \pi \int_{x}^{\infty} q(y) r(y, i\tau) \, dy = \pi \int_{x}^{\infty} Q^2(y) \, dy.\]

This proves (4.17).

We let \( x \to -\infty \) in (4.19) and use (4.13). It follows that
\[\int_{\mathbb{R}} \frac{-\log(1 - |R_2(k)|^2)}{k^2} \, dk = -\frac{1}{2} \int_{-\infty}^{\infty} q(y)(r(y, k) - \overline{r(y, k)}) \, \frac{dy}{ik}.\]

The equality (4.13) follows then by the same argument as before, with \( h(x, k) \) replaced by \( h(k) = -\int q(x) r(x, k) \, dx \).

We see from (4.18) that \( \int_{\mathbb{R}} Q^2(y) \, dy \) is uniquely determined by \( R_2(k) \). Then the last statement in the theorem is a consequence of the equality \( 2Q = Q^2 + q \), and of the fact that \( \int q(x) \, dx \) is uniquely given by the limit of \( 2iR(k)/k \) when \( k \to 0 \) (see Lemma 5.2).

5. The transmission coefficient

The main result of this section shows that \( R_2(k), k \in \mathbb{R}, \) uniquely determines the transmission coefficient \( T(k), k \in \mathbb{R} \).

We have seen in Section 3 that \( T(\cdot) \) extends analytically to \( \Pi \), continuously on \( \text{Im} \, k \geq 0 \), and that \( |T(k)| \leq 1 \) when \( k \in \mathbb{R} \). We first obtain estimates for \( T(k) \) when \( k \in \overline{\Pi} \). The main result in this direction is contained in the next proposition.

**Proposition 5.1.** Set \( Q = 1 - c^{-1} \) and denote
\[
\overline{T}(k) = T(k)e^{\frac{ik}{2} \int_{\mathbb{R}} Q \, dx}.
\]
Then \( |\overline{T}(k)| \leq 1 \) when \( k \in \overline{\Pi} \).

To prove this proposition we need some lemmas. We first establish some formulas for \( \overline{T}(k) \).

**Lemma 5.2.** We have
\[\overline{T}(k) = \lim_{x \to -\infty} \frac{2ik}{m'_{1}(x, k) + 2ikm_{1}(x, k)} = \exp \left( \frac{ik}{2} \int_{\mathbb{R}} (Q^2(y) - q(y)r(y, k)) \, dy \right)\]
for every \( k \in \overline{\Pi} \).

**Proof.** From (3.2) and (3.9) we have that
\[
\frac{1}{T(k)} = \frac{1}{2ik} \left[ 2ik - k^2 \int_{-\infty}^{\infty} q(t)m_{1}(t, k) \, dt \right] = \lim_{x \to -\infty} (m'_{1}(x, k) + 2ikm_{1}(x, k))^{-1}.
\]
Thus, if \( f(x, k) := 2ik((m'_{1} + 2ikm_{1})(x, k))^{-1} \), we have proved that
\[
\overline{T}(k) = \lim_{x \to -\infty} f(x, k)e^{\frac{ik}{2} \int_{\mathbb{R}} Q \, dx} = \lim_{x \to -\infty} \frac{2ik}{m'_{1}(x, k) + 2ikm_{1}(x, k)}.
\]
This proves the first equality in the statement. Equation (3.9) yields

\[ f' = \frac{2ik(m_1'' + 2ikm_1')}{(m_1 + 2ikm_1)^2} = \frac{ik}{2}(r + 1)f, \]

where we have used the equality \( r + 1 = \frac{2ikm_1}{m'' + 2ikm_1} \). We also have \( f(x, k) \to 1 \) when \( x \to \infty \), so we conclude that

\[ f(x, k) = e^{-\frac{ik}{m_1} \int_x^{\infty} \frac{1}{2(r + 1)}}. \]

Thus, since \( q = 2Q - Q^2 \), we obtain the second equality in the statement. \( \square \)

Lemma 5.3. One has

\[ (2\kappa m_1(x, ik) - m_1'(x, ik))e^{\frac{\kappa}{2} f(Q)} \geq 2\kappa \]

when \( x \in \mathbb{R} \) and \( \kappa \geq 0 \).

Proof. The estimate (5.5) is obvious for \( \kappa = 0 \), both sides being equal to zero.

Fix \( \kappa > 0 \). Then since \( w(x, ik) \) is real and

\[ w(x, ik) = \frac{(u_1'u_1)(x, ik)}{-\kappa u_1^2(x, ik)} > 0, \]

we get \( (u_1'u_1)(x, ik) < 0 \). The function \( x \to u_1(x, ik) \) does not vanish at any point of \( \mathbb{R} \) and is continuous, therefore it has constant sign on \( \mathbb{R} \). Since \( m_1(x, ik) = e^{\kappa x} u_1(x, ik) \to 1 \) when \( x \to \infty \), \( u_1(x, ik) \) must be positive. Thus \( u_1'(x, ik) < 0 \), and it follows that

\[ m_1'(x, ik) < \kappa m_1(x, ik). \]

We have that

\[ u_1''(x, ik) - \frac{\kappa^2}{c^2(x)} u_1(x, ik) = 0. \]

Therefore if we set \( v(x) = u_1'(x, ik) u_1(x, ik) \), \( v \) satisfies

\[ v' = \frac{\kappa^2}{c^2} u_1^2(\cdot, ik) + (u_1')^2(\cdot, ik) \geq -2\frac{\kappa}{c} v. \]

Hence

\[ v(x)e^{2\kappa(x + \frac{f(Q)}{x})} \leq \lim_{x \to \infty} (u_1'u_1)(x, ik)e^{2\kappa(x + \frac{f(Q)}{x})} = -\kappa, \]

that is,

\[ m_1(x, ik)[km_1(x, ik) - m_1'(x, ik)]e^{2\kappa(x + \frac{f(Q)}{x})} \geq \kappa. \]

Since \( m_1(x, ik) > 0 \), \( km_1(x, ik) - m_1'(x, ik) > 0 \), and by using (5.6), we obtain

\[ \frac{2\kappa - m_1'(x, ik)}{2\kappa} \geq \left[ \frac{m_1(x, ik)(km_1 - m_1'(x, ik))}{\kappa} \right]^{1/2} \geq e^{-\frac{\kappa}{2} f(Q)}. \]

This completes the proof. \( \square \)
Proof of Proposition 5.1. From (5.2) and the fact that $|r(x,k)| < 1$ we see that there is an $a \geq 0$ such that $|\overline{T}(k)| \leq e^{a|k|}$ when $\text{Im} \ k \geq 0$. Thus $\overline{T}$ is of angular order 1 on $\{z \mid \text{Im} \ z > 0, \text{Re} \ z > 0\}$. We also have that $|\overline{T}(k)| \leq 1$ when $k \in \mathbb{R}$ (from (3.23)) and $k \in i\mathbb{R}$, from the first equality in (5.2) and Lemma 5.3. The inequality in the statement is then a consequence of the Phragmén-Lindelöf principle. □

The next theorem is the main result of this section.

Theorem 5.4. If $c$ satisfies $[H1]$ and $[H2]$, the transmission coefficient $(T(k))_{k \in \mathbb{R}}$ is uniquely determined by the reflection coefficient $(R_2(k))_{k \in \mathbb{R}}$.

Proof. Recall that the function

$$\overline{T}(k) = T(k)e^{ikf} Q, \quad k \in \mathbb{R}$$

belongs to $H^\infty(\Pi)$ (Proposition 5.1), is continuous on $\{\text{Im} \ k = 0\}$ and has no zeros. Note that $|\overline{T}(k)|^2 = |T(k)|^2 = 1 - |R_2(k)|^2$ when $k$ is real, hence $|\overline{T}(k)|, k \in \mathbb{R}$, is uniquely determined by $R_2(k)$. Moreover, it follows from (5.2) that

$$\overline{T}(k) = \exp \left( -ik \int_\mathbb{R} q(y) \frac{r(y,k)}{2} \, dy + ik \int_\mathbb{R} \frac{Q(y)^2}{2} \, dy \right).$$

Lemma 5.10 shows that

$$\lim_{k \to \infty} \frac{\log |\overline{T}(ik)|}{k} = 0.$$ 

It follows moreover that the mapping $k \to \log |\overline{T}(k)|$ is harmonic, therefore $\overline{T}$ is outer. Then the factorization theorem of $H^\infty(\mathbb{C})$ functions gives that

$$(5.7) \quad \overline{T}(z) = \gamma \Theta_F(z), \quad z \in \Pi,$$

where $\gamma \in \mathbb{C}, |\gamma| = 1$, and

$$\Theta(z) = \exp \left( -\frac{i}{2\pi} \int_\mathbb{R} \left( \frac{1}{k - z} - \frac{k}{k^2 + 1} \right) \log |\overline{T}(k)|^2 \, dk \right).$$

Note that $\Theta$ is uniquely determined by the values of $\overline{T}$ on the real axis, hence by $R_2$. It remains to determine $\gamma$.

From Lemma 5.2 we see that $\log |\overline{T}(k)|^2/k$ is locally $L^1$ and bounded. Then when $\tau \to 0$,

$$\int_\mathbb{R} \left( \frac{1}{k - i\tau} - \frac{k}{k^2 + 1} \right) \log |\overline{T}(k)|^2 \, dk \to \int_\mathbb{R} \frac{1}{k(k^2 + 1)} \log |\overline{T}(k)|^2 \, dk = 0$$

where in the last equality we have used that the integrand is an odd function. (Recall that $\overline{T}(k) = T(-k)$ when $k$ is real.) Hence $\Theta(\tau) \to 1$ when $\tau \to 0$. On the other hand $\overline{T}(0) = T(0) = 1$. Hence $\gamma = 1$, and this proves the theorem. □

6. Further properties of $m_1(x,k)$

Recall that when $f$ is in the Nevanlinna class $N^+(\Pi)$ then the boundary values

$$f(\lambda) = \lim_{z \to \lambda} f(z)$$
exist non-tangentially almost everywhere \( \lambda \in \mathbb{R} \), and \( f \) can be recovered from these boundary values. Therefore one can identify \( f \) with its boundary values at \( \text{Im} \, z = 0 \).

From the maximum principle we also have that
\[
L^2(\mathbb{R}) \cap N^+(\Pi) = H^2(\Pi).
\]
(See \[RR\] Lemma 5.21.)

Recall that we have set
\[
(6.1) \quad \tilde{T}(k) = T(k)e^{ik \int Q}, \quad k \in \Pi.
\]
Then \( \tilde{T} \) is an \( H^\infty(\Pi) \) outer function (see the proof of theorem 5.4). Denote
\[
(6.2) \quad \tilde{m}_1(x,k) = m_1(x,k)e^{-ik \int Q}, \quad \tilde{m}_2(x,k) = m_2(x,k)e^{-ik \int Q} \quad x \in \mathbb{R}, \ k \in \Pi.
\]

**Lemma 6.1.** Assume \( x \in \mathbb{R} \) is fixed.

a) The function \( \Pi \ni k \to \tilde{m}_1(x,k) \in \mathbb{C} \)

belongs to \( N^+(\Pi) \).

b) The function \( \Pi \ni k \to \frac{\tilde{T}(k)(\tilde{m}_1(x,k) - 1)}{k} \in \mathbb{C} \)

belongs to the Hardy space \( H^2(\Pi) \).

**Proof.** Let \( x \) be fixed. We first show that \( k \to \tilde{m}_1(x,k) \) belongs to the Nevanlinna class \( N^+(\Pi) \).

For that, we note that if \( T_x(k) \) is the transmission coefficient associated to
\[
c_x(y) = \begin{cases} 
  c(y), & y \geq x \\
  1, & y < x
\end{cases}
\]

then from (5.10) we get
\[
\frac{2ik}{T_x(k)} = u'_1(x,k)e^{-ikx} + ike^{-ikx}u_1(x,k), \quad k \in \Pi,
\]
hence
\[
2(T_x(k)u_1(x,k)e^{-ikx})^{-1} = w(x,k) + 1.
\]

It follows that
\[
T_x(k)m_1(x,k) = r(x,k) + 1 \quad \text{when } k \in \Pi,
\]
and thus
\[
\tilde{m}_1(x,k) = m_1(x,k)e^{-ik \int Q} = (1 + r(x,k))(T_x(k)e^{ik \int Q})^{-1}
\]
belongs to \( N^+(\Pi) \) since \( 1 + r(x, \cdot) \) is an \( H^\infty(\Pi) \) function, while \( T_x(k)e^{-ik \int Q} \) is an \( H^\infty(\Pi) \) outer function.

Since \( T(k)e^{-ik \int Q} \) is \( H^\infty(\Pi) \) and outer we get that \( f(k) = \tilde{T}(k)m_1(x,k)e^{-ik \int Q} \)
begins \( N^+(\Pi) \).

By using the maximum principle and (3.3) it suffices to show that \( f/(i + k) \) is \( L^2 \) on \( \mathbb{R} \). We note that lemma 3.5 leads to
\[
|f(k)/(i + k)|^2 \leq 2 \text{Re}(T(k)m_1(x,k)m_2(x,k))/(1 + k^2).
\]
On the other hand it follows from (3.16) that
\[
\Re (T(k)m_1(x,k)m_2(x,k)) = \Re \left( \frac{1}{w(x,k) + w_-(x,k)} \right),
\]
and this, along with Corollary 4.4, shows that the function
\[
k \rightarrow \Re \left( \frac{T(k)m_1(x,k)m_2(x,k)}{1 + k^2} \right)
\]
belongs to $L^1$. We have obtained that $f/(i+k)$ belongs to $L^2(\mathbb{R})$, which completes the proof. $\square$

Lemma 6.2. Assume $x \in \mathbb{R}$ is fixed. Then the functions
\[
\mathbb{R} \ni k \mapsto \left| \tilde{T}(k)\tilde{m}_j(x,k) \right|^2 \in \mathbb{R}, \quad j = 1, 2,
\]
are in $L^1(\mathbb{R})$.

Proof. We prove the lemma for $\tilde{m}_1$. The proof is completely similar for $\tilde{m}_2$. We use the notation in Lemma 6.1. By Lemma 3.5 and the definition of $\tilde{T}$ and $\tilde{m}_1$ we have that
\[
\left| \tilde{T}(k)\tilde{m}_1(x,k) \right|^2 \leq 2\Re (\tilde{T}(k)\tilde{m}_1(x,k)\tilde{m}_2(x,k)) = \Re \left( \frac{1}{w(x,k) + w_-(x,k)} \right).
\]
Now the lemma follows from the fact that $w$ and $w_-$ have positive real parts on $\Pi$ and are bounded on $i\mathbb{R}$. $\square$

Lemma 6.3. For every $x$ and every $\epsilon > 0$ there is a constant $C_\epsilon > 0$ such that
\[
|\tilde{m}_j(x,ik)| \leq C_\epsilon e^{\kappa} \text{ for all } \kappa > 0,
\]
j = 1, 2. The constant $C_\epsilon$ may be chosen independently on $x$.

Proof. We prove the lemma for $\tilde{m}_1$. The proof for $\tilde{m}_2$ is completely similar. Note first that $\tilde{m}_j(x,ik)$ is positive when $\kappa > 0$. We use the notation in the proof of Lemma 6.1. Recall that
\[
\tilde{m}_1(x,k) = (1 + r(x,k))(T_x(k)e^{i\int Q})^{-1}.
\]
Hence
\[
\frac{\log(\tilde{m}_1(x,ik))}{\kappa} = \frac{\log(1 + r(x,ik))}{\kappa} - \frac{\log(T_x(k)e^{i\int Q})}{\kappa}
\]
\[
= \frac{\log(1 + r(x,ik))}{\kappa} + \frac{1}{2} \int_{x}^{\infty} (Q^2(y) - q(y)r(y,k)) \, dy.
\]
We have used here (5.2) written for $T_x$. Then the lemma follows from the fact that $|r(x,k)| \leq 1$ on $\Pi$ and by Lemma 4.10. $\square$
7. The uniqueness

In this section we prove the main result, Theorem 1.1.

Proof of theorem 1.1 First set \( R_2(k) := R_2(k, c_1) = R_2(k, c_2) \), and note that by Theorem 3.3 and Lemma 4.11 one also has that
\[
T(k; c_1) = T(k; c_2) =: T(k) \quad \text{and} \quad \int_{\mathbb{R}} Q_1 \, ds = \int_{\mathbb{R}} Q_2 \, ds.
\]

We denote by \( u_{1,1}(x, k) \) and \( u_{1,2}(x, k) \) the Jost solutions corresponding to \( c_1 \), and by \( u_{2,1}(x, k) \) and \( u_{2,2}(x, k) \) those corresponding to \( c_2 \). We write
\[
u_{1,j}(x, k) = e^{ikx} m_{1,j}(x, k), \quad \nu_{2,j}(x, k) = e^{-ikx} m_{2,j}(x, k), \quad j = 1, 2.
\]
With this notation (3.15) becomes
\[
(7.1) \quad T(k)m_{1,j}(x, k) = R_2(k)e^{-2ikx} m_{2,j}(x, k) + \overline{m_{2,j}(x, k)}, \quad j = 1, 2
\]
when \( k \) is real. For \( k \in \mathbb{P} \) we define
\[
\tilde{T}(k) = e^{ik} \int_{-\infty}^{+\infty} \chi \, T(k) = e^{ik} \int_{-\infty}^{+\infty} Q_i T(k),
\]
\[
\tilde{m}_{1,j}(x, k) = e^{-ik} \int_{-\infty}^{+\infty} Q_j m_{1,j}(x, k), \quad \tilde{m}_{2,j}(x, k) = e^{-ik} \int_{-\infty}^{+\infty} Q_j m_{2,j}(x, k).
\]
Note that from Lemma 6.3 we have that for fixed \( x \) and for every \( \varepsilon > 0 \) there is a constant \( C_\varepsilon \) independent of \( x \), such that
\[
(7.2) \quad |\tilde{m}_{1,j}(x, i\kappa)| \leq C_\varepsilon e^{c\varepsilon}, \quad |\tilde{m}_{2,j}(x, i\kappa)| \leq C_\varepsilon e^{c\varepsilon},
\]
when \( \kappa > 0 \).

Then by (7.1) we get
\[
(7.3) \quad \tilde{T}(k)\tilde{m}_{1,j}(x, k) = R_2(k)e^{-2ikx} \tilde{m}_{2,j}(x, k) + \overline{\tilde{m}_{2,j}(x, k)}, \quad j = 1, 2.
\]

We now change variables
\[
y := \chi_j(x) = x - \int_{-\infty}^{x} Q_j,
\]
and note that \( \chi_j'(x) = 1/c_j(x) > 0 \). In the new variables, (7.3) becomes
\[
(7.4) \quad \tilde{T}(k)\tilde{m}_{1,j}(x_j^{-1}(y), k) = R_2(k)e^{-2iky} \tilde{m}_{2,j}(x_j^{-1}(y), k) + \overline{\tilde{m}_{2,j}(x_j^{-1}(y), k)},
\]
whenever \( k \in \mathbb{R} \) and for \( j = 1, 2 \). Set now
\[
v_1(y, k) = e^{iky}(\tilde{m}_{1,1}(x_1^{-1}(y), k) - \tilde{m}_{1,2}(x_2^{-1}(y), k)),
\]
\[
v_2(y, k) = e^{-iky}(\tilde{m}_{2,1}(x_1^{-1}(y), k) - \tilde{m}_{2,2}(x_2^{-1}(y), k)),
\]
for all \( k \in \mathbb{P} \) and \( y \in \mathbb{R} \). Thus (7.4) becomes
\[
(7.6) \quad \tilde{T}(k)v_1(y, k) = R_2(k)v_2(y, k) + \overline{v_2(y, k)},
\]
for all \( k \in \mathbb{R} \) and \( y \in \mathbb{R} \).
Let now $x > y$ be fixed. Denote $g(x, y, k) = \tilde{T}(k)v_1(x, k)v_2(y, k)$. Then by Lemma 6.4 and (7.6) it follows that
\begin{equation}
2\text{Re} 
  g(x, y, k) = |\tilde{T}(k)|^2 v_1(x, k)v_1(y, k) + |\tilde{T}(k)|^2 v_2(x, k)v_2(y, k),
\end{equation}
\[ = \text{Re} (|\tilde{T}(k)|^2 v_1(x, k)v_1(y, k) + |\tilde{T}(k)|^2 v_2(x, k)v_2(y, k)), \quad k \in \mathbb{R}.
\]
Then $k \to \text{Re} g(x, y, k)/k^2$ is a continuous, even, $L^1(\mathbb{R})$ function in variable $k$. Also, $\Pi \ni k \to g(x, y, k)$ belongs to the Nevanlinna class, since
\begin{equation}
(7.7)
  g(x, y, k) = e^{ik(x-y)} h(x, y, k),
\end{equation}
where
\[ h(x, y, k) = \tilde{T}(k)(\bar{\rho}_{1,1}(\chi_1^{-1}(x), k) - \tilde{\rho}_{1,2}(\chi_2^{-1}(x), k)) \times \bar{\chi}_{2,1}(\chi_1^{-1}(y), k) - \tilde{\rho}_{2,2}(\chi_2^{-1}(y), k))
\]
and all factors in the right hand-side of (7.8) are Nevanlinna (Lemma 6.1, Prop. 5.1). The function $g(x, y, \cdot)$ satisfies the conditions of Corollary 2.8. Indeed $g(x, y, \cdot)$ is bounded on $i\mathbb{R}$, by Lemma 6.3. Moreover $\overline{g(x, y, k)} = g(x, y, -k)$ when $k \in \Pi$, $g(x, y, 0) = 0$ and $k \to \text{Re} g(x, y, k)/k^2$ is $L^1(\mathbb{R})$. Also (7.7) and Lemma 6.2 ensures that the condition in Corollary 2.8 is satisfied. Then it follows that
\begin{equation}
(7.9)
  g(x, y, k) = \frac{1}{\pi} \int \text{Re} g(x, y, t) \left( \frac{1}{t - k} - \frac{t}{t^2 + 1} \right) dt, \quad k \in \Pi.
\end{equation}
We denote by $g(x, k) = g(x, y, k)$. Then in (7.9) we can let $x \to y$ and obtain that
\begin{equation}
(7.10)
  g(x, k) = \frac{1}{\pi} \int \text{Re} g(x, t) \left( \frac{1}{t - k} - \frac{t}{t^2 + 1} \right) dt, \quad k \in \Pi.
\end{equation}
Note that
\begin{equation}
(7.11)
  \text{Re} g(x, k) = |\tilde{T}(k)|^2 (|v_1(x, k)|^2 + |v_2(x, k)|^2) \geq 0, \quad k \in \mathbb{R}.
\end{equation}
Take now $k = i\kappa$ in (7.10), and obtain
\begin{equation}
(7.12)
  \frac{g(x, i\kappa)}{\kappa} = \frac{1}{\pi} \int \text{Re} g(x, t) \frac{1}{t^2 + \kappa^2} dt, \quad \kappa > 0.
\end{equation}
Now if we let $\kappa \to 0$ in the left-hand side of (7.12), since $g(x, i\kappa)/\kappa$ converges to 0, and $t \to g(x, t)/t^2$ is $L^1$, we get that
\[ \frac{1}{\pi} \int \text{Re} g(x, t) \frac{1}{t^2} dt = 0.
\]
This equality, the above (7.11) and the definition (7.5) show that
\[ m_{1,1}(\chi_1^{-1}(y), k) = m_{1,2}(\chi_2^{-1}(y), k), \]
\[ m_{2,1}(\chi_1^{-1}(y), k) = m_{2,2}(\chi_2^{-1}(y), k) \]
for all $k \in \mathbb{R}$. Then from the limits of $m_{1,j}(\chi_j^{-1}(y), k)$ when $k \to 0$ we get that
\[ \int_{-\infty}^{\infty} Q_1(s) \chi_1^{-1}(y) ds = \int_{-\infty}^{\infty} Q_2(s) \chi_2^{-1}(y) ds,
\]
that is,
\[ \chi_1^{-1}(y) - \chi_1(\chi_1^{-1}(y)) = \chi_2^{-1}(y) - \chi_2(\chi_2^{-1}(y)). \]
This shows that $\chi_1^{-1}(y) = \chi_2^{-1}(y)$ for every $y$, which in turn implies that $c_1 = c_2$ a.e. This finishes the proof.
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