Abstract—During Stereoscopic 3D (S3D) video transmission, one or both views can be affected by bit errors and packet losses caused by adverse channel conditions, delay or jitter. Typically, the Human Visual System (HVS) is incapable of aligning and fusing stereoscopic content if one view is affected by artefacts caused by compression, transmission and rendering with distorted patterns being perceived as alterations of the original which presents a shimmering effect known as binocular rivalry and is detrimental to a user’s Quality of Experience (QoE). This study attempts to quantify the effects of binocular rivalry for stereoscopic videos. Existing approaches, in which one or more frames are lost in one or both views undergo error concealment, are implemented. Then, subjective testing is carried out on the error concealed 3D video sequences. The evaluations provided by these subjects were then combined and analysed using a standard Student t-test thus quantifying the impact of binocular rivalry and allowing the impact to be compared with that of monocular viewing. The main focus is implementing error-resilient video communication, avoiding the detrimental effects of binocular rivalry and improving the overall QoE of viewers.

Index Terms—Binocular rivalry, error concealment, human visual system, error-resilient, video coding, statistical analysis.

I. INTRODUCTION

3D videos are becoming common in not only commercial cinemas but also home entertainment systems. The demand for high-definition 3D videos is growing rapidly in the mass consumer market and influenced by the investigation of 3D video Quality of Experience (QoE) [1], [2]. Different artefacts can occur at each stage of the processing chain as shown in Fig.1, especially in the coding, transmission and display stages. Apart from the artefacts in different video processing steps, the transmission network itself often introduces errors due to delay or packet loss. The impacts of network errors and their concealment in 2D videos ensured that error-resilient video transmission was widely discussed in the past [3], [4].

However, the scenario is different for 3D videos as distortions in one or both views are perceived quite differently [5], [6] and create detrimental effects which lead to binocular rivalry [2], [8]. This strongly degrades the user QoE as it produces visual discomfort which can cause visual fatigue, eye strain, headaches and nausea [9]. Subjective analysis [10] has also shown that a similar packet loss rate can have a significantly different impact on a user’s perception of quality for 3D compared to 2D video. Since the Human Visual System (HVS) is more sensitive to 3D perception, the impact of transmission errors after appropriate error concealment need to be carefully analysed.

According to the suppression theory of binocular vision, there is only one form of binocular interaction, called rivalry [11], which operates for both similar and dissimilar images. It is a visual phenomenon that occurs when dissimilar monocular stimuli are presented to corresponding retinal locations on the two eyes as shown in Fig. 2. The binocular suppression theory [12] suggests that, in these situations, the overall perception is usually driven by the quality of the better view (i.e., left or right) providing that the quality of the poorer view is above a threshold value. However, this capability is limited and studies have shown that additional cognitive load [11] is necessary to fuse these views and that this can lead to visual fatigue and eye strain, and prevent users from watching 3D content for long periods of time. This issue has resulted in many 3D TV channels, such as ESPN 3D, Foxtel 3D, N3D and 3NET ceasing to broadcast [13] as well as broadcasting services, such as MSG 3D and Sky 3D channels, being limited.

Other than the quantitative quality measures, very few studies have been conducted to subjectively analyze error concealed stereoscopic videos [1], [5], [6]. Our recent research findings [14] showed that not only transmission losses but also applying conventional 2D error concealment techniques in a 3D video decoder triggers such artefacts and presents a perceptual challenge that requires extensive analysis to determine the psycho-visual impacts.

In this paper, we focus on these issues, i.e., we analyse an error concealment strategy for erroneous transmission of stereoscopic video with an appropriate subjective testing scenario. Based on the subject’s Mean Opinion Score (MOS) on original video content, Least Square Regression Line (LSRL) analysis is performed to determine their non-deterministic
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Fig. 2. Binocular Rivalry: perceptual ambiguity caused by transmission loss

behaviour and weaker correlation in scores while watching 3D video comparing to 2D that highlights the binocularity of the HVS. Through correlation between error concealment approaches, the sensitivity of this binocularity is analyzed and then the Student t-test [15] is used to compare 3D and 2D videos in order to define the statistical significance of binocular rivalry in the former when error concealment is applied independently to each view.

II. EXISTING ERROR CONCEALMENT APPROACHES

Most error concealment techniques found in the literature can handle macroblock (MB) or slice losses using neighbouring MB information, such as motion vectors (MVs) and pixel values [16]. However, in low bit-rate video coding, packet losses can result in the loss of a whole frame and may also lead to further frame losses before the decoder can re-synchronize to the bit-stream. In the case of frame loss, temporal and spatial interpolation or motion extrapolation within a frame do not work effectively. Also, due to limited time constraints in real-time applications frame-loss concealment is the most convenient way to conceal the lost frames.

H.264 Concealment [16] is a computationally intensive algorithm as it involves the sophisticated error concealment method implemented in the H.264 reference software and uses spatial or temporal interpolation depending on the frame type. However, in 3D video error concealment, because of distortions in either one or both views, binocular rivalry occurs as the error concealment artefacts are visible only in one view or are visible in both views but in different locations.

Switching to 2D [1, 6] is another approach in which a video is switched from a 3D to 2D representation when an error occurs in only one view. As the other view is undistorted, it is displayed to both eyes which leads to a 2D impression. As a result of their higher levels of disparity, 3D videos achieve more quality in terms of depth perception. However, switching from 3D to 2D and then from 2D to 3D creates high transitional distortions which diminish the overall video quality and the comfort level experienced by users, especially in high definition videos with significant depths which, in turn, lead to visual fatigue and discomfort. Therefore, there needs to be a trade-off between disparity and depth perception.

Frame Freeze [1, 5, 6] is a widely used frame-loss concealment method for real-time video transmission and broadcasting and uses the last frame that was correctly received to replace all incorrect and missing frames. Fig. 3 shows a frame freeze error concealment approach in which the video decoder substitutes frame 2 for frames 3 and 4 when the latter are not received before their playout deadlines. Frame freezing mechanisms employed to tackle missing frames caused by transmission errors or delay in a single view can lead to temporal de-synchronization, whereby one eye sees delayed content compared with that seen by the other eye, thus creating binocular rivalry.

In Double Freeze [5, 10] the last frame correctly received for both views is displayed after any transmission errors affecting either or both views. Frame freeze on single or double views produces good performance in low motion videos. For long duration videos, reduced playback speed is annoying and creates transitional distortions in high motion videos.

Finally, in Reduced Playback Speed [6] instead of completely stopping the video, it is assumed that there is a buffer of video frames that contains half a second (roughly 12 frames) of decoded content. As these frames are played back during the decoder’s recovery time, a user observes that the playback slows down, skips and then continues at normal speed.

Errors in transmission over unreliable communication channels are greater for Stereoscopic 3D (S3D) than for 2D video as the former has two independent channels, each of which can suffer uncorrelated impairments. For instance, a delay in one view could cause temporal desynchronization, which can lead to a reduction in 3D viewing comfort. Also, the methods employed to mitigate these artefacts (e.g., error concealment) do not work as effectively for 3D as 2D videos [1]. Ideally, the two 3D channels need to be carefully synchronized to generate proper 3D depth perception and avoid binocular rivalry. Human vision research on the impact and modelling of the binocular rivalry of stereoscopic images or videos is still in an early stage, with the following two issues worth considering:

1) how binocular rivalry affects the perception of 3D video quality and visual comfort; and
2) which kinds of inter-view image differences can cause binocular rivalry.
III. PROPOSED METHOD

A. Video Processing Chain & Testing Conditions

Subjective assessment is the most effective way of judging the perceived quality of a received video distorted by network impairments which are subsequently concealed. The video sequences for the subjective experiments were prepared in a simulated transmission chain, as shown in Fig. 4. Several different scenarios, called Hypothetical Reference Circuits (HRC) according to the terminology of the VQEG [17], were used to create these sequences which were encoded according to the standards used in the H.264 JM 18.6 [18] [19] reference software platform. The network simulation assumed that the loss of a single Round Transport Protocol (RTP) packet created a single frame loss which was then concealed by the widely used Frame Freeze error concealment technique at the decoder. The user experience was measured through both a subjective evaluation and analysis of the psychovisual impact.

For subjective testing, a 32 inch Samsung 3D TV was used to display each 3D video and an ACTIVE shutter glass made by Nvidia 3D vision used to watch it. According to ITU-R BT.500.13 [20] and the VQEG HDTV test plan, the viewing distance was 3 times the height (3H) of the display which was positioned 1 meter from the wall to avoid conflict and flickering, with the room illumination adjusted to ensure that background light of no more than 15% of the display’s illumination was allowed. The wall behind the monitor was placed in such a way that the light did not fall on the viewers and did not exceed 5% of the monitor’s peak luminance (when functioning as a stereo monitor), with the light source 6500K and ambient illumination provided only by that on the wall behind the monitor.

B. Subjective Method & Experimental Datasets

According to ITU-R BT.2021 [21], there is a range of human perceptual characteristics for subjectively testing stereoscopic videos, such as video quality and visual comfort. The assessment sessions were conducted using the Double Stimulus Continuous Quality Scale (DSCQS) method with distorted and undistorted videos were played in a random order in each trial and viewers asked to record their results using different continuous scales from 0 to 5 for video quality and visual comfort. Scores close to zero indicated the worst quality or extremely uncomfortable condition whereas scores close to 5 indicated excellent video quality or a very comfortable situation.

For our experiments, we used two different stereoscopic video sequences from RMIT3DV [22], each with a 10-second duration, HD resolution of 1920 x 1080 and 25 frames/s consisting of different types of pictorial content, such as camera and object motions, and texture as described in Table I. As shown in Fig. 5, the first sequence, RMIT Statue, comprised a static close-up shot of RMIT University’s statue, fluctuating flag movements and a moderate 3D effect. The second sequence, entitled Bicycle Stand consisted of a static wide shot with moving trams, different textures, and a moderate 3D effect.

C. Error Concealment & Experimental Stimulus

For simple error concealment, each pixel in a concealed frame is replaced by a corresponding pixel from a previously decoded reference frame. When a reference frame is concealed, it is both used for display and placed in the reference picture buffer for decoding subsequent pictures whereas, when a non-reference frame is concealed, the frame is used only for display. This whole procedure, which is known as the Frame Freeze approach, is still widely used in video transmission applications and, for 2D video error concealment, is termed Frame Freeze 2D. Left Frame (L.F.) Freeze defines error concealment based on the left frame.
concealment in the left view of a 3D video while the right contains unaffected content and error concealment in both views is called Double Frame (D. F.) Freeze.

The Absolute Category Rating with the Hidden Reference (ACR-HR) method was used for the training session which was conducted before the formal evaluation so that observers would be familiar with the rating scales. Following the training session and briefing of the subjects, a question and answer session was conducted and then the video sequences evaluated and scored as shown in Fig. 6.

![Fig. 6. Timelines of total evaluation session and single trial](image)

The test consisted of a series of judgment trials, each involving two repetitions of two different versions of the same video material, with the first and second presentations referred to as A and B respectively, which were repeated to complete a single trial. In this study, we randomly chose either A or B as the original video sequence for comparing the performances of the different 2D and 3D video concealment methods, with two video sequences used to produce the 36 trials for our evaluation which is explained in detail at section IV.

### D. Analysis of Subjective Scores

The scores given by observers are averaged to produce the Mean Opinion Score (MOS) and as shown in Equation (1)

\[ \hat{U}_{jkr} = \frac{1}{N} \sum_{i=1}^{N} U_{ijkr} \]

Here \( \hat{U}_{jkr} \) is the score of observer \( i \) for the degradation \( j \) in video sequence \( k \) and repetition \( r \), and \( N \) is the number of observers. To better assess the accuracy of the results, as it is desirable to combine a CI with each MOS, we used a 95% one in

\[ CI_{\text{mean}} = \begin{cases} CI_{\text{lower}} = \hat{U}_{jkr} - \delta_{jkr} \\ CI_{\text{upper}} = \hat{U}_{jkr} + \delta_{jkr} \end{cases} \]

\[ \delta_{jkr} = (T_{\text{val}} \times SE_{\text{mean}}) \]

where \( \delta_{jkr} \) is the standards deviation of mean \( \hat{U}_{jkr} \), depend on the critical t-value \( (T_{\text{val}}) \) & standard error of the mean \( SE_{\text{mean}} \). Standard deviation measures the amount of variability for a set of data from the mean, while the standard error of the mean measures how far the sample mean of the data is likely to be from the true population mean. For sample size \( N = 20 \) (there were 20 viewers), the standard deviation \( S_{jkr} \) is formulated as Equation (4)

\[ S_{jkr} = \sqrt{\sum_{i=1}^{N} \frac{(U_{ijkr} - \hat{U}_{jkr})^2}{(N-1)}} \]

\[ SE_{\text{mean}} = \frac{S_{jkr}}{\sqrt{N}} \]

As number of sample \( (N) \) is 20, for 95% CI and the degree of freedom of \( df = N - 1 = 19 \) the critical \( T_{\text{val}} \) is 1.729 which is explained in details in binocular sensitivity analysis at section IV (D).

### IV. Experimental Results & Analyses

For our experiments, we assumed that each packet was capable of carrying a complete frame and so a lost packet would lead to a full-frame loss. Since the objective of our study was to investigate the psychovisual impact on the perceived quality, the standard Frame Freeze approach was used for a 2D video. For a 3D video in which only one view was affected, the right and left views were assumed to be correctly and erroneously received respectively, with the error concealment known as the Left Frame Freeze (L. F. Freeze) and, for video in which both views were impacted; the Double Frame Freeze (D. F. Freeze) was applied. The original sequence was not revealed to the user and the order of the original and error concealed sequences varied from test to test. In this subsection, the experimental results and analysis are discussed to quantify the psychovisual impacts and enable a comparison of the 2D and 3D video error concealment methods.

Firstly, MOSs and CIs were calculated from the scores given by the subjects and then the study extended to include more analyses to investigate the psychovisual challenges of binocular sensitivity [23] [24] [25] and binocular rivalry between the error-concealed videos. The analyses will follow some steps to make the conclusive statements. At first, the analysis includes linear regression, to describe about 3D depth perception in brain, which enables HVS to perceive 3D videos differently than 2D. In addition, the correlation analysis will be performed between 3D and 2D to describe the sensitivity of the binocular vision and its deterioration even after same error occurrences. Finally, through the student’s t-test analysis and its probability distribution we are going to determine that binocular rivalry is the main cause and significant reason of binocular vision for creating visual discomfort and lower 3D video quality even after error concealment.

#### A. Mean Opinion Score and Confidence Interval

For the subjective tests, 20 naive observers were asked to assess the overall quality and sensation of visual comfort associated with several pairs of video materials according to ITU-R BT.2021, with visual discomfort related to feelings of nausea, eye strain, double vision and headaches. Scoring was on continuous scales of 0 to 5 for video quality and visual comfort which ranged from worse to excellent and extremely uncomfortable to very comfortable respectively.

The widely used Frame Freeze error concealment is used for our experimental analysis. In each of the 10-second video, a single loss event is occurred and Frame Freeze error concealment is applied. The loss event can be any full frame losses...
of 1 to 5 frames as shown in Table II in which the L. F. Freeze and D. F. Freeze applied for error event in left view and both views respectively. Whereas random error occurrences of left view and both views are called L. F. R. Freeze and D. F. R. Freeze respectively. Each random loss was designed in such a way that there were five single-frame error occurrences with at least a 12-frame (half of the decoder content) interval between them so that viewers could properly observe every impact of the Frame Freeze approach five times. For each trial, one loss event is compared with the original version of the video. Whereas error concealment of 2D video is compared with its original 2D and error concealment of one or both views are compared with its original 3D video. As a result, each loss event consist of three trials and therefore six loss events contains total eighteen trials. For two different video datasets a subject has to attend 36 trials as shown in Table II.

When the impact of frame loss was introduced, users gave the highest scores in all cases because of the binocular sensitivity of 3D, with the HVS affected mainly by distortions caused by transmission losses. Users rated a D. F. Freeze better than a L. F. Freeze for all error events and both sequences. When only one view was frozen, binocular sensitivity was ruined and binocular rivalry occurred. This severe artefact influenced the scores for the L. F. Freeze approaches.

Fig. 7[Left] shows the MOSs for the different test scenarios for both quality (solid lines) and comfort (dashed lines), where 1R to 5R indicate concealments of 1 to 5 frames respectively and 5RR concealment of random occurrences of five single frames in a 10-second sequence. Again, it can be seen that the subjects preferred the original 3D to original 2D video. However, when transmission errors occurred and error concealment was applied, both the visual comfort and video quality scores for the 3D video decreased more quickly than those for the 2D video. The standard deviations and 95% CIs of the MOSs is then calculated and plotted as in Fig. 7 [Right] in which the CIs shown as error bars with maximum value ±0.15 indicate the consistency of the MOSs acquired from the viewers.

### B. Binocular Vision in 3D

A linear regression analysis [26] is performed to model the relationship between two variables by fitting a linear equation to the observed data, with one variable considered an explanatory one and the other a dependent one. It finds the straight line, called the Least Squares Regression Line (LSRL), that best represents observations in a bivariate dataset and has an equation of the form

\[
Y = a + bX
\]

where X is the explanatory variable, Y is the dependent variable, a is a constant and b is the regression coefficient. The slope of the line is b and a is the intercept (the value of y when x = 0).

The coefficient of determination (denoted by \( R^2 \)) is a key output of regression analysis [27]. It is interpreted as the proportion of the variance in the dependent variable that is predictable from the independent variable. An \( R^2 \) of 0.10 means that 10 percent of the variance in Y is predictable from X. The formula for computing the coefficient of determination for a linear regression model with one independent variable is shown in Equation 7.

\[
R^2 = \left[ \frac{1}{N} \times \sum \frac{[(x_i - \bar{x})(y_i - \bar{y})]}{(\sigma_x \times \sigma_y)} \right]^2
\]

where \( N \) is the number of observations used to fit the model, the summation symbol, \( x_i \) is the x value for observation i, \( \bar{x} \) is the mean x value, \( y_i \) is the y value for observation i, \( \bar{y} \) is the mean y value, \( \sigma_x \) is the standard deviation of x, and \( \sigma_y \) is the standard deviation of y.

We analyzed the linear regression between the MOSs obtained from both the original 2D and 3D videos that were associated with the same video dataset and the paired scores obtained for the same error concealment condition, as shown in Fig. 8. Each overlapping cross-point shows the subjective scores of the original 2D and 3D videos for a certain test case. 240 and 480 scores were obtained for the original 2D and 3D videos respectively, with 240 of the 480 3D scores used for comparison with the 120 for the monoscopic videos in order to calculate \( R^2 \).

The calculated LSLR (\( Y = \dot{5}.068 + 0.7934X \)) shows the relationship between the monoscopic and stereoscopic videos based on the subjects’ observations. Also the coefficient of determination (\( R^2 \)) is calculated as 0.6662 using Equation 7 indicates the relatively low predictability of, and clear distinction
between them. The decision criteria were determined based on various studies of regression which indicated that a $R^2$ value between 0.75 and 1 shows a positive to accurate correlation, 0.5 to 0.75 a weaker one and < 0.5 a poor association to no association ($R^2 = 0$) [28]. The $R^2 = 0.6662$ score obtained from the analysis demonstrated the non-deterministic behaviours and weaker correlations of the 2D and 3D scores, and verified that the subjects could distinguish between the same 2D and 3D videos despite the information not being disclosed to them. The regression graph confirms that, due to binocularity or the depth perception of binocular vision, the HVS perceives 2D and 3D videos differently, as indicated by variations in the MOSs of the subjects.

C. Impact of Binocular Sensitivity and Rivalry

The next analysis was performed to calculate the correlations between the 2D and 3D error concealment approaches to determine the effect of binocular sensitivity. Then, those between the single-view and double-view error concealment strategies were analyzed to measure the impact of binocular rivalry. A mathematical relationship between two datasets can be represented using the correlation coefficient, as shown in Equation 8 which gives an output range from +1 to -1 to indicate a positive correlation (close to +1) through no correlation (close to zero) to a negative one (close to -1) [29].

$$\text{Correl}(X, Y) = \frac{\sum (x - \overline{x})(y - \overline{y})}{\sqrt{\sum (x - \overline{x})^2 \sum (y - \overline{y})^2}}$$  \hspace{1cm} (8)

In Table III we can see that the binocular impact increases when distortions raise from one to five frames after error concealment, as reflected in the MOSs. Also, using Equation 12 to determine the correlation coefficient values, it is clear that the correlation between the 2D and 3D videos decreased with increasing numbers of error events. Initially, the cor-
relation between the original 2D (Org_2D) and original 3D (Org_3D) was high and, after error concealment for frame losses, began to decrease rapidly. It can be observed that the correlation between 1F_2D and 1F_3D was 0.801 and whereas between 2F_2D and 2F_3D it is 0.772. However, it might be expected, it should have been the same in all cases as the same error frames and therefore the same distortions happened in both 2D and 3D videos for any particular error event. This strongly indicated that 3D binocular vision was very sensitive and significantly affected as the number of frozen frames increased.

A second correlation analysis of single- and double-view error concealments was performed to estimate only the effect of binocular rivalry without that of binocular sensitivity. The results in Table [IV] show that the correlations between the methods decreased and those between their binocular rivalry artefacts increased as the lengths of the numbers of error events increased. From the comparisons in Tables [III] and [IV] it is clear that, as the number of error events in the 2D and 3D videos increased, the correlations between them decreased. If the deterioration is increased from 1F_2D to 2F_2D, the same drop also happened in 2F_3D from 1F_3D. Although, ideally, the correlations between 2D and 3D should be the same in a particular event, the experimental results showed that they decreased in proportion to the number of error events. The reasons for these outcomes were the disruption of binocular sensitivity and increase in the impact of binocular rivalry between the error concealments in the single (L. F.) and both (D. F.) views.

Through the above sensitivity analysis it is observed that 3D binocular vision (depth perception) is affecting the correlation between 2D and 3D video. In addition, lower opinion scores in Table [II] shows that single view 3D error concealment is the main cause of this effect. In the next section we further analyze the subject results using a student t-test to determine the statistical significance of our results.

D. Binocular Sensitivity in 3D Error Concealment

In our approach, we used the paired-samples t-test [30] to compare the means of two variables for a single group by computing the differences between the values of these variables for each case and testing whether the average difference was significantly different from zero. This sample was then used to compare the mean of a single sample of scores with a known or hypothetical population mean ($H_{\text{mean}}$) as shown in Fig. 9.

Based on the null hypothesis, we computed whether one group of samples was better than the other through a t-probability distribution, where $N$ was the equal number of samples in each distribution and $S_1, S_2$ were the two sample groups. The student t-test, $T_{\text{test}}$ was used to express the CIs for a set of data and compare the results obtained in different experiments. The aim was to state the possible range of true mean $U_{\text{true}}$, from the measured mean $U_{\text{kjr}}$ with probability.

$$U_{\text{true}} = U_{\text{kjr}} \pm T_{\text{test}} \frac{S_{\text{kjr}}}{\sqrt{N}}$$

(9)

$$T_{\text{test}} = \frac{X_{\text{mean}} - H_{\text{mean}}}{\sqrt{\sum_{i=1}^{N}(X_i - X_{\text{mean}})^2}}$$

(10)

where $X_i$ represents the differences between sample groups $S_1$ and $S_2$, and $X_{\text{mean}}$ the mean of these differences ($X_{\text{mean}} = \frac{X_i}{N} = \frac{\sum_{i=1}^{N}(S_{1i} - S_{2i})}{N}$). The calculated student’s t-test value $T_{\text{test}}$ was compared with the critical (threshold) value $T_{\text{th}}$ corresponding to the degree of freedom ($df$) calculated as $df = N - 1$ and then the confidence level, i.e.,
The obtained function defined by the integral \[30\] was degree of freedom to be calculated, \(b\) distribution required the value of the following integral where the two distributions was significant. Statistically, the P-value is the smallest observed significance level for which the null hypothesis is rejected. That is, the smaller it was, the more equal to the hypothetical population mean \((90\% \text{ or } 95\% \text{ was chosen})\). If \(\theta = 0\) was accepted, the critical threshold \(0\) was needed to determine the statistical significance of the 2D error concealment to 3D by comparing 2D Frame Freeze approaches with 3D L. F. Freeze and D. F. Freeze ones. The P-value scores from Equations 8 and 9 were analyzed with the same level of impairment (Figure 9), results we then analyzed statistically. We calculated the student’s t-test scores \(T_{test}\) to determine the statistical significance of binocular sensitivity to 3D by comparing 2D Frame Freeze approaches with 3D L. F. Freeze and D. F. Freeze ones. The P-value scores from Equations 8 and 9 were analyzed to determine the statistical significance of 2D error concealment methods compared with those of the single-view (L. F. Freeze) and double-view (Double Freeze) 3D error concealment methods, as shown in Table [V].

As the HVS is more sensitive to binocular than monocular vision, it is also more sensitive to error concealment in 3D than 2D video. If there is any mismatch between the contrast, color, disparity, shape, etc., perceived by each eye, this creates both significant visual discomfort and a lower perceived video quality. Through the MOSs, it was found that 3D than 2D video. If there is any mismatch between the contrast, color, disparity, shape, etc., perceived by each eye, this creates both significant visual discomfort and a lower perceived video quality. Through the MOSs, it was found that 3D than 2D video. If there is any mismatch between the contrast, color, disparity, shape, etc., perceived by each eye, this creates both significant visual discomfort and a lower perceived video quality. Through the MOSs, it was found that 3D than 2D video. If there is any mismatch between the contrast, color, disparity, shape, etc., perceived by each eye, this creates both significant visual discomfort and a lower perceived video quality. Through the MOSs, it was found that 3D than 2D video. If there is any mismatch between the contrast, color, disparity, shape, etc., perceived by each eye, this creates both significant visual discomfort and a lower perceived video quality. Through the MOSs, it was found that 3D than 2D video. If there is any mismatch between the contrast, color, disparity, shape, etc., perceived by each eye, this creates both significant visual discomfort and a lower perceived video quality. Through the MOSs, it was found that 3D than 2D video. If there is any mismatch between the contrast, color, disparity, shape, etc., perceived by each eye, this creates both significant visual discomfort and a lower perceived video quality. Through the MOSs, it was found that 3D than 2D video. If there is any mismatch between the contrast, color, disparity, shape, etc., perceived by each eye, this creates both significant visual discomfort and a lower perceived video quality. Through the MOSs, it was found that 3D than 2D video. If there is any mismatch between the contrast, color, disparity, shape, etc., perceived by each eye, this creates both significant visual discomfort and a lower perceived video quality. Through the MOSs, it was found that 3D than 2D video. If there is any mismatch between the contrast, color, disparity, shape, etc., perceived by each eye, this creates both significant visual discomfort and a lower perceived video quality. Through the MOSs, it was found that 3D than 2D video. If there is any mismatch between the contrast, color, disparity, shape, etc., perceived by each eye, this creates both significant visual discomfort and a lower perceived video quality. Through the MOSs, it was found that 3D than 2D video. If there is any mismatch between the contrast, color, disparity, shape, etc., perceived by each eye, this creates both significant visual discomfort and a lower perceived video quality. Through the MOSs, it was found that 3D than 2D video. If there is any mismatch between the contrast, color, disparity, shape, etc., perceived by each eye, this creates both significant visual discomfort and a lower perceived video quality. Through the MOSs, it was found that 3D than 2D video. If there is any mismatch between the contrast, color, disparity, shape, etc., perceived by each eye, this creates both significant visual discomfort and a lower perceived video quality. Through the MOSs, it was found that...
TABLE VI
STATISTICAL SIGNIFICANCE OF VIDEO QUALITY AND VISUAL COMFORT FOR FRAME FREEZE ERROR CONCEALMENTS

| Perception ⇒ | Video Quality | Visual Comfort |
|--------------|---------------|----------------|
| Video Dataset | with 2D        |               |
| RMIT Statue  | 1 Frame       | 5.444 .00001  |
|              | 2 Frames      | 7.193 < .00001|
| Bicy Stand   | 1 Frame       | 4.013 .00104  |
|              | 2 Frames      | 4.893 .00007  |

H₀: 2D error concealment is worse than stereoscopic error concealment in one or both views.

For a 95% CI, the P-value should be at least ≤ 0.05 and the degree of freedom (df) (N − 1) = 19, with the T-test needing to be ≤ 1.729 to accept the null hypothesis. Otherwise, H₀ must be rejected and the alternative hypothesis accepted. The statistical significance categories were ranked as in Table VI.

The results from the statistical significance analysis of error concealments in one and both views are shown in VII with their calculated t-test and P-value scores and different significance conditions allocated based on the threshold levels defined in VI. From the statistical significance levels, we can observe the psychovisual differences in the MOSs caused by the binocular rivalry in 3D depth perception. It is clear that, for the RMIT Statue and Bicycle Stand datasets, at least statistically significant (SS) differences were obtained in 18 of the 20 cases (all in visual comfort), of which 14 were extremely statistically significant (ExSS), These SS or ExSS implied that the null hypothesis can be rejected indicating that error concealments in both views were far better than those in one view. By definition, this meant that binocular rivalry was a significant psychovisual impact affecting error concealment in a single view. Also, for video quality, statistical significance was achieved for 8 of 10 cases in this test and, even in the other two, a D. F. Freeze was still better than a single one, as indicated by the MOSs in Table VI, an effect which became stronger as the number of frame freezes increased.

E. Effect of Binocular Rivalry in 3D Error Concealment

It might be expected that the impact of error concealment in both views would be worse than for error concealment of a single view. However, the lower MOSs for L. F. Freeze than D. F. Freeze revealed the influence of another aspect of binocular vision which, according to vision research [11], [12], [33], [34], is called binocular rivalry - a visual phenomenon that occurs when dissimilar monocular stimuli are presented to both eyes, as discussed earlier. The best way of proving this effect was to perform a statistical comparison of error concealments in one and two views of a stereoscopic video, a Student t-test procedure was conducted followed by the same one-tailed paired t-test approach with the null hypothesis that:

H₀: For stereoscopic video, error concealment in both views is worse than that in one view.

The results from the statistical significance analysis of error concealments in one and both views are shown in VII with their calculated t-test and P-value scores and different significance conditions allocated based on the threshold levels defined in VI. From the statistical significance levels, we can observe the psychovisual differences in the MOSs caused by the binocular rivalry in 3D depth perception. It is clear that, for the RMIT Statue and Bicycle Stand datasets, at least statistically significant (SS) differences were obtained in 18 of the 20 cases (all in visual comfort), of which 14 were extremely statistically significant (ExSS), These SS or ExSS implied that the null hypothesis can be rejected indicating that error concealments in both views were far better than those in one view. By definition, this meant that binocular rivalry was a significant psychovisual impact affecting error concealment in a single view. Also, for video quality, statistical significance was achieved for 8 of 10 cases in this test and, even in the other two, a D. F. Freeze was still better than a single one, as indicated by the MOSs in Table VI, an effect which became stronger as the number of frame freezes increased.

V. Conclusion

3D technology and its display will depend crucially on how realistically natural viewing can be achieved after error concealment. A great deal of research has led to a good understanding of the performance of the HVS when presented with 2D video material. The purpose of this study was to identify the binocular sensitivity and binocular rivalry effects
of applying error concealment and demonstrate that the simple approaches used for 2D videos are not suitable for 3D ones without appropriate modifications. All of our experiments verified that binocular rivalry had an enormous impact on the perceived video quality and visual comfort of a viewer while watching stereoscopic videos and the stepwise breakdown of experimental analyses led to the following conclusive statements that need to be considered carefully before designing 3D error concealment approaches.

1) Binocular vision in 3D: the HVS can clearly perceive 2D and 3D videos separately due to depth perception.

2) Impact of binocular vision: there is a correlation that exists between 2D and 3D approaches. However, this correlation decreases when error concealment is introduced which affects the sensitive binocular vision.

3) Binocular sensitivity: 3D error concealment is more sensitive to the HVS than the same error concealment in 2D due to its greater binocular impact.

4) Binocular rivalry is a significant psychovisual challenge for asynchronous and distorted views in stereoscopic video. Experimental results and comparative analyses between single-view and double-view 3D error concealment techniques showed binocular rivalry is the cause of visual discomfort for 3D binocular vision.

Several statistical analyses of the severity of binocular impacts (sensitivity and rivalry) in 3D videos using an existing error concealment technique for video transmission were performed. However, using this simple method, it was found that, due to binocular rivalry, 3D videos were more distorted than 2D ones from a viewers’ perspective and this could affect the HVS and cause eye strain, headaches, nausea, fatigue, etc. These findings will help us to design a new stereoscopic video transmission and decoding system and establish appropriate standard subjective evaluation criteria for measuring the quality and visual comfort of 3D videos. An important step towards achieving this is to develop a real-time error concealment strategy widely applicable for all types of 3D videos, which does not negatively affect a user’s view and ensure visual comfort. This is a topic for our future work.
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