Disentangling fission fragment evaporation models using TALYS
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Abstract Several computer codes based on phenomenological models are being developed with the aim of obtaining fission observables, such as neutron and gamma multiplicities and product yields. Key points in these calculations, which are handled differently by the various codes, are the sharing of the total excitation energy between the fragments and the generation of angular momenta. After the initial states of the fragments is set, the de-excitation through the emission of neutrons and photons can be model. However, many models also include tunable parameters that are used to make the calculations conform with literature data. As a result, it could be possible to obtain good agreement with experimental results even with questionable assumptions on the initial conditions. To test the assumptions made by different fission models the code \textsc{DEFiN} has been developed. \textsc{DEFiN} starts with the fission fragments as generated by the models and calculates the average neutron emission as a function of mass in a transparent and coherent way using the nuclear reaction code TALYS. Hence, the probabilities of neutron emission in competition with $\gamma$ de-excitation comes from parameters of the TALYS code that have not been optimised. The results are then compared looking at general trends and at the difference to what is obtained with the stand-alone versions of the codes. In this study, the output of \textsc{DEFiN} for five of the most commonly used fission codes is compared to the results of the stand-alone versions, and to experimental data, for the reactions $^{235}$U(n$_{th}$,f), $^{239}$Pu(n$_{th}$,f) and $^{252}$Cf(sf).

PACS. 21.60.-n Nuclear structure models and methods – 24.75.+i General properties of fission – 25.85.Ca Spontaneous fission – 25.85.Ec Neutron-induced fission

1 Introduction

Almost 80 years after its discovery, a complete theory for the fission process is still missing. In the past years, extensive efforts have been made to improve the description of fission and several models are under development.

The ambitious endeavour of \textit{ab initio} models is still far from the needs of, for example, nuclear data applications, both in terms of precision and computing time. Phenomenological models on the other hand, though less rigorous, often use existing nuclear data as input or as a way to constrain the values of model parameters. As a consequence, they are generally able to reproduce experimental data, but their power to extrapolate to fissioning systems where data are scarce may be limited.

Over the years, many codes have been developed to utilize such phenomenological models. The very first attempt, the Madland-Nix Los Alamos Model [1], later extended and included into Vladuca and Tudora’s PbP model [2], was able to describe integral fission properties. More recently, Monte Carlo codes such as GEF [3], FREYA [4], CGMF [5] and FIFRELIN [6,7] have been developed. These codes simulate the de-excitation of fission fragments on an event-by-event basis and can therefore account for fluctuations of different observables as well as correlations between, e.g., neutron and gamma multiplicities.

Regardless of whether it is based on the Monte Carlo method or on deterministic calculations, the main components of the studied fission models are essentially the same. As a starting point the available energy must be estimated, based on the $Q$ value for a given mass split of the Fission Fragment (FF) pair. This can be done relying directly on experimental data (e.g., using the total kinetic energy as a function of FF, $TKE(A,Z)$, as most of the models listed above do) or, as in the GEF code, using a phenomenological description of the fission event to calculate the total excitation energy $TXE$ [12].

From the $TKE$ the $TXE$ can be obtained (or the other way around), using the relation:

$$E_{tot} = TXE + TKE = E_n + S_{CN}^n + Q,$$

where $E_n$ is the kinetic energy of the incoming neutron, $S_{CN}^n$ the neutron separation energy of the compound nucleus (both of which are zero in the case of spontaneous fission), and $Q$ the energy released in the reaction.
The available excitation energy is subsequently shared between the two FFs. This step is possibly the most debated upon [13–15] and models often introduce various corrections to the underlying physical assumptions in order to reproduce experimental data.

The main focus of the models is the definition of the properties of the FFs after scission. However, once the physical parameters of the fission event are fixed, fission observables, such as the prompt neutron multiplicity or the total gamma energy, have to be derived. To do so the authors include some treatment of the de-excitation of the FFs. Fission quantities extracted from these codes thus appear as the convolution of these two steps.

The aim of this work is to compare the basic assumptions made by different fission fragment evaporation models by eliminating any variability in the way the final observables are extracted. This can be achieved using the quantities defined right after scission by the models and introducing a transparent and coherent way of handling the fragment de-excitation.

2 Method

To carry out the de-excitation of the FF, and to extract the desired observables, the TALYS reaction code [16] was used. TALYS was chosen not only for the wide applicability of its models, but also for the fact that it is available, well documented and open source. Furthermore, TALYS allows the user to have full control on the reaction parameters.

The preparation of the TALYS inputs from the distributions of FF excitation energies and, if available, the angular momentum, as well as the subsequent extraction of the final observables, have been bundled in a single code: DE/FIN (De-Excitation of Fission fragmeNts) [17]. The excitation energies can either be either averaged over Z for each mass (E∗(A)), or on a nuclide basis (E∗(A,Z)). In this study the de-excitation is performed using TALYS-1.8 and the observable chosen for the comparison is the average prompt neutron multiplicity as a function of fragment mass (〈ν(A)〉).

The principle followed in the development of DE/FIN is transparency; as far as possible, no arbitrary assumptions are made on the quantities needed for the calculations. The process is completely reproducible and the default values of the physical parameters in the TALYS code were not modified for this study. If a value needed for the calculation is not provided by the models themselves (e.g., FF yields, Z(A) distributions, etc.) we turn to well-known systematics [18].

Not all codes for the simulation of fission observables provide the same information on the FFs. Deterministic codes often only give quantities averaged over mass-chains, but even most Monte Carlo codes do not provide an output where the event-by-event information is readily available. Hence, it was necessary to investigate to what extent the input could be simplified (i.e., how little information would be required from the model) before the results would start to deviate considerably from the full calculation. The evaluation of the method was made using the GEF code, as it provides extensive information on the FFs on an event-by-event basis. This evaluation showed that the use of the average excitation energy for the isobaric chains (E∗(A)) gives results that are in very good agreement with those obtained using the full distribution of excitation energies (E∗(A,Z)), provided that several FFs in the mass chain, to which is assigned the average excitation energy, are included in the calculation [17–19].

The results presented here concern five of the most commonly used models for the description of fission observables: GEF, FIFRELIN, FREYA, PbP and CGMF. The codes were tested using three well studied fission reactions, 235U(n,f), 239Pu(n,f) and 252Cf(sf), and the calculations were made using the average excitation energies as extracted from the respective code, see figure 1.

Figure 1: Fission fragment excitation energy as a function of fragment mass before neutron emission, as obtained from each model code, for the three reactions studied.
Neither FREYA nor FIFRELIN nor PbP provide FF yields. Therefore, these calculations had to be performed using mass averaged yield distributions \((Y(A))\) extracted from the Wahl systematics \[18\]. The GEF code, on the other hand, does provide information on the independent fragments yields \((Y(A,Z))\). However, for consistency, the Wahl systematics was used also for the GEF calculations. This choice does not affect the final result \[17\].

The Wahl systematics was used also for the GEF calculations \[18\]. The GEF code, on the other hand, does provide information on the independent fragments yields \((Y(A,Z))\). However, for consistency, the Wahl systematics was used also for the GEF calculations. This choice does not affect the final result \[17\].

It should be pointed out that since the DE/FIN code detaches the fission models from the FF de-excitation, and processes this through TALYS, the probabilities of neutron emission in competition with \(\gamma\) de-excitation come from parameters in the TALYS code. These parameters have not been optimized and it is not in the scope of this work to try to reproduce experimental data. Hence, the results should be compared looking at general trends and at the difference to what is obtained with the stand-alone versions of the codes, rather than at specific deviations from experimental data.

3 Results

In each case the result obtained using DE/FIN was compared with the results from the stand-alone codes, as well as with well established experimental or compiled data. A summary of the results can be found in table \[1\] where the total neutron multiplicity averaged overall masses of the FF mass distribution, \(\bar{\nu}\), as well as the \(\bar{\nu}\) of the light and heavy fragments, are tabulated for all codes and reactions studied. The \(\bar{\nu}\) of the respective sides are derived by folding the calculated \(\bar{\nu}(A)\) with well-known mass distributions \[20,21\]. As reference, the total neutron multiplicities from the ENDF/B-VII.1 database \[22\] are also listed.

3.1 \(^{235}\text{U}(n_{th},f)\)

The thermal neutron-induced fission of \(^{235}\text{U}\) was studied using DE/FIN with FREYA, PbP, FIFRELIN and GEF and the results are shown in figure \[2\]. The \(\bar{\nu}(A)\) distributions from DE/FIN are compared with the Wahl systematics \[18\] and with the \(\bar{\nu}(A)\) from the stand-alone codes.

Mass yields reported by Geltenbort et al. \[20\] are plotted behind the \(\bar{\nu}(A)\) curves in figure \[3\] and were used to calculate the \(\bar{\nu}\) values in table \[1\].

3.3 \(^{252}\text{Cf}(sf)\)

The \(\bar{\nu}(A)\) for spontaneous fission of \(^{252}\text{Cf}\) is shown in figure \[3\] for DE/FIN with input from GEF, FIFRELIN and CGMF. The results are compared to the stand-alone codes and to experimental data from Göök et al. \[21\].

The mass yields from Göök et al. \[21\] are shaded behind the \(\bar{\nu}(A)\) curves and were used to calculate the \(\bar{\nu}\) values in table \[1\].

4 Discussion

A general observation can be made, comparing \(\bar{\nu}(A)\) of the three different reactions (figs. \[2\] - \[4\]). Over all, the differences between the model predictions are smaller for the \(^{252}\text{Cf}\) reaction compared to the two others. The \(^{252}\text{Cf}(sf)\) reaction is also the most studied and the one with the lowest uncertainties of the experimental data. Also notable is that within the same reaction, regions of low yield, where the uncertainties of the measurements are larger, show larger disagreements. This demonstrates the close relationship between the development of the model codes and experimental data, which not only advocates for new and more precise measurements but also should be seen as a warning that it is risky to rely on models whenever data are scarce.

The region around double-magicity, \(A=140\), seems to be difficult to model. Most often it is here that the calculated \(\bar{\nu}(A)\) distributions show their minimum, a few mass numbers above what is observed in the experimental data. Discrepancies between the standalone calculations and the DE/FIN results, as well as the literature data, are in some cases also found around the mass of the complementary fragment \((A=\Lambda_{CN}−132)\).

4.1 GEF

The bump observed in the GEF stand-alone \(\bar{\nu}(A)\) of \(^{235}\text{U}\) (fig. \[2\]), \(^{239}\text{Pu}\) (fig. \[3\]) and \(^{252}\text{Cf}\) (fig. \[4\]) around mass \(A=140\) is not found in experimental data, neither is it reproduced when the same excitation energy distributions are processed in DE/FIN. This points towards an origin either from the de-excitation process of GEF or some mass dependent tuning parameter, rather than a consequence of the partition of the excitation energy \((E^*)\) at scission.

The same is not true for the double-humped structure around mass 110 to 125 for \(^{235}\text{U}\) and \(^{239}\text{Pu}\), that appears to be a direct consequence of the \(E^*\) distribution. This shape, present in most of the models but at different positions, is not visible in experimental data \[23\]. However, the experimental uncertainties in this region are high due to the low yields.
Table 1: Total average prompt neutron multiplicity of the different reactions under study obtained using the respective codes as stand-alone (s.a) and with DE/FIN. The values are reported as $\bar{\nu}_{HF}$, where $\bar{\nu}_{HF}$ is the prompt neutron multiplicity averaged over the light mass region and $\bar{\nu}_{HF}$ is the prompt neutron multiplicity averaged over the heavy mass region.

| Reaction | ENDF B-VII.1 | GEF | FREYA | PbP | FIFRELIN | DE/FIN $(E_\gamma/E_{rot})$ | CGMF | DE/FIN (FY CGMF) |
|----------|--------------|------|--------|------|-----------|-----------------------------|-------|------------------|
| $^{235}$U(n,f) | 2.44 | 2.48 $\pm$ 0.05 | 2.52 $\pm$ 0.05 | 2.54 $\pm$ 0.05 | 2.45 $\pm$ 0.05 | 2.80 $\pm$ 0.12 | 2.39 $\pm$ 0.05 | 2.93 $\pm$ 0.16 | 2.47 $\pm$ 0.06 | — — — |
| $^{239}$Pu(n,f) | 2.87 | 2.84 $\pm$ 0.05 | 2.90 $\pm$ 0.05 | 2.94 $\pm$ 0.05 | 3.02 $\pm$ 0.12 | — — | 2.83 $\pm$ 0.05 | 3.27 $\pm$ 0.16 | 2.83 $\pm$ 0.16 | — — — |
| $^{252}$Cf(SF) | 3.76 | 3.75 $\pm$ 0.05 | 3.91 $\pm$ 0.12 | — — | 3.69 $\pm$ 0.05 | 4.36 $\pm$ 0.15 | 1.94 $\pm$ 0.15 | 3.75 $\pm$ 0.15 | 4.08 $\pm$ 0.15 | 4.09 $\pm$ 0.15 |

Figure 2: $\bar{\nu}(A)$ distributions from the $^{252}$U(n$_{th}$,f) reaction, as obtained by DE/FIN and the stand-alone codes using input from GEF, PbP, FIFRELIN and FREYA. The mass yields reported by Geltenbort et. al. [20], that were used to calculate the values of $\bar{\nu}$, are plotted in the background.

In general, except for these two regions that are worth exploring further, the agreement between DE/FIN and the stand-alone version of GEF is good. For some of the reactions one can notice a slight over-estimation of the $\bar{\nu}(A)$ from DE/FIN around $A = 100$ and for $A > 155$. This could partly be due to the energy sorting mechanism built into GEF [21]. However, it could also be the result of the choice of parameters in TALYS, and cannot undoubtedly be attributed to features of the GEF model.

The agreement between DE/FIN and GEF shows that the Weisskopf evaporation model used by GEF is sufficient to reproduce the result of the more sophisticated Hauser-Feshbach model used in TALYS, at least for the reactions in this study. It is also worth noting that the rotational energy ($E_{rot}$) of the fragments has been subtracted from the excitation energy provided by GEF [17]. This suggests that GEF is able to derive a good estimate of the rotational energy which should provide a solid basis for the estimate of the $\gamma$ de-excitation with non-statistical photons, responsible for most of the angular momentum loss.

4.2 CGMF

The study of CGMF with DE/FIN was limited to $^{252}$Cf (fig. 4). Given the close affinity between the de-excitation model implemented in CGMF and the one used in TALYS (both based on the Hauser-Feshbach model), large
discrepancies were not expected. CGMF is one of few codes that provides Z(A) distributions. The DE\textsc{fin} calculations were therefore performed twice, with the distribution taken from Wahl and CGMF, respectively.

Compared with the stand-alone code, DE\textsc{fin} consistently, though only slightly, overestimates $\bar{\nu}(A)$. This is enough, however, to cause the total $\bar{\nu}$ to differ by about 0.3 neutrons (table 1) from the tabulated value. Around the peak, at $A=122$, there is a significant difference between DE\textsc{fin}, stand-alone CGMF and data, and above mass 150 the DE\textsc{fin} result diverges from the stand-alone result in a similar manner as for GEF and FIFRELIN.

Angular momentum ($J$) distributions from FIFRELIN were not available for this study, making it impossible to perform an exact subtraction of the rotational energy contribution, as done for GEF [17]. However, following a de-

### 4.3 FIFRELIN

FIFRELIN, like TALYS and CGMF, also treats de-excitation with the Hauser-Feshbach model. However, the excitation energy reported for each FF is the sum of both intrinsic and rotational energy [25]. As DE\textsc{fin} uses the whole $E^*$ as energy available for de-excitation through neutron emission this leads to a general over-estimation of $\bar{\nu}(A)$ over the whole mass range. The only exception being in proximity of mass $A=132$, where the nuclei approach a spherical shape which reduces the available rotational energy.
description given by the developers [11], it was possible to
reconstruct how \( J \) is calculated and estimate the contribution from the rotational energy using

\[
E_{\text{rot}} = \frac{\hbar^2 J (J + 1)}{2I}.
\]

(2)

Here \( J \) is the total angular momentum and \( \hbar \) the
moment of inertia. The latter was determined as 50 % of the
moment of inertia of a rigid spheroid [11].

The result of this study is shown in figure 2-4. Once
the rotational energy is subtracted using our simplified
treatment, the agreement between the \( \bar{\nu}(A) \) obtained with
DE/FIN and the one from FIFRELIN stand-alone improves
significantly. FIFRELIN typically estimates a minimum of the
sawtooth and consequently put it at a too high mass \( A \approx 132 \),
compared to what is observed experimentally. Interestingly,
this effect is enhanced when using DE/FIN for the de-excitation process. The same, but opposite, effect is also noted for the complementary fragments
\((A > A_{\text{CN}} - 132)\) and for \( A > 150 \).

4.4 FREYA

FREYA is a Monte Carlo code that, like GEF, uses a sim-
plified description of the de-excitation of the FFs and the
behaviour of \( \bar{\nu}(A) \) obtained by the two models also show
many similarities. Using DE/FIN with FREYA, an interesting
observation is that, for the case of \( ^{235}\text{U}(n_{th},f) \), the
relative number of neutrons emitted from the heavy frag-
ments is larger than from the light side. This is in con-
tradiction to what is obtained by the stand-alone FREYA
and all the other codes, as well as experimental data (see Table 1). The behaviour is less evident for the \( ^{239}\text{Pu}(n_{th},f) \)
reaction although the relative neutron emission from the heavy
side increases when the de-excitation is handled
by DE/FIN. This substantial difference between DE/FIN
and FREYA can be explained by the introduction of an ad-
justable parameter \( x \) in the FREYA code. This parameter
is used to redistribute the \( E^* \) of the fragments to tune the
results into agreement with experimental data on \( \bar{\nu}(A) \) [6].

Another trend observed in the case of \( ^{239}\text{Pu}(n_{th},f) \),
from both the stand-alone version of FREYA and DE/FIN,
is the steep decrease in \( \bar{\nu}(A) \) above mass \( A > 150 \). This
behaviour is neither found in experimental data, nor in
the data from any of the other codes.

It should be pointed out that the results presented here
use distributions of \( E^* \) and \( \bar{\nu}(A) \) from an earlier version
of the code [5]. It would be interesting to repeat the same
calculation with \( E^* \) distributions obtained from the
more recent version, FREYA 2.0 [26].

4.5 PbP

The results using DE/FIN with the PbP model for \( ^{235}\text{U}(n_{th},f) \)
shows a striking difference in the height of the sawtooth
with respect to the stand-alone code, as well as to the
other models, especially for the light FFs and the total
\( \bar{\nu} \) (see table 1). This is most likely due to the fact that
the \( E^*(A) \) at full acceleration includes rotational energy,
that should not be available for neutron emission. Since
this model, unlike FIFRELIN, does not provide a detailed
description for the estimation of \( E_{\text{rot}} \), it was not possible
to subtract this contribution (A. Tudora, in private com-
munication). It is interesting to note that PbP does not
explicitly calculate \( E_{\text{rot}} \), as it is a very important contri-
bution to the non-statistical \( \gamma \) emission.

5 Summary and Outlook

The computer code DE/FIN has been developed to handle
de-excitation of fission fragments in TALYS, using excitation
energies obtained from fission codes as input. Specif-
cally, the code produces \( \bar{\nu}(A) \) distributions which can
be compared with the results obtained with the stand-
alone versions of the respective code and with experi-
mental data. This makes it possible to test the assump-
tions going into the fission modelling, without the tuning
to experimental data.

After validation of the methodology using the output
from the GEF code, the code has been tested on five of the
most commonly used models for the extraction of fission
observables: FREYA, PbP, GEF, FIFRELIN and CGMF.

Codes based on the Hauser-Feshbach formalism (CGMF
and FIFRELIN) seem to behave more consistently than
the others. However, the fact that TALYS uses the same
model makes the comparison unfair. Nevertheless, this is a
verification that three implementations of the same model
generally produce consistent results. By not treating \( E_{\text{rot}} \)
explicitly (like the PbP model), or by using a simplified
model for the emission of neutrons in competition with
\( \gamma \) de-excitation (like FREYA and GEF), codes are disre-
garding phenomena that can be important for a correct
reproduction of experimental data.

Future developments of the DE/FIN code will involve
the extraction of other quantities besides \( \bar{\nu}(A) \). For ex-
ample, the possibility to look at \( \gamma \) emission as well as
prompt fission neutron spectra will be investigated.
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