Estimation of the marginal expected shortfall under asymptotic independence
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Abstract
We study the asymptotic behavior of the marginal expected shortfall when the two random variables are asymptotic independent but positively associated, which is modeled by the so-called tail dependent coefficient. We construct an estimator of the marginal expected shortfall, which is shown to be asymptotically normal. The finite sample performance of the estimator is investigated in a small simulation study. The method is also applied to estimate the expected amount of rainfall at a weather station given that there is a once every 100 years rainfall at another weather station nearby.
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1 | INTRODUCTION

Let $X$ and $Y$ denote two risk factors. The marginal expected shortfall (MES) is defined as $\mathbb{E}[X \mid Y > Q_Y(1 - p)]$, where $Q_Y$ is the quantile function of $Y$ and $p$ is a small probability. The name MES originates from its application in finance as an important ingredient for constructing a systemic risk measure; see for instance Acharya, Pedersen, Philippon, and Richardson (2017) and Caporin and Santucci de Magistris (2012). In actuarial science, this quantity is known as the multivariate extensions of tail conditional expectation (or conditional tail expectation); see for instance Cai and Li (2005) and Cousin and Di Bernardino (2014).

Under the assumption that $X$ is in the Fréchet domain of attraction, Cai, Einmahl, de Haan, and Zhou (2015) have established the following asymptotic limit (see Proposition 1 in that paper). With $Q_X$, the quantile function of $X$,

$$
\lim_{p \to 0} \frac{\mathbb{E}[X \mid Y > Q_Y(1 - p)]}{Q_X(1 - p)} = a \in [0, \infty),
$$

(1)
where \( a > 0 \) if \( X \) and \( Y \) are asymptotically dependent and \( a = 0 \) if they are asymptotically independent. Based on this result, an estimator for MES is established in Cai et al. (2015), which is not applicable for asymptotically independent data. It is the goal of this paper to study the asymptotic behavior of MES and to develop an estimation of MES for asymptotically independent data.

Under the framework of multivariate extreme value theory, there are various ways to describe asymptotic dependence, for instance, by means of exponent measure, spectral measure, or Pickands dependence functions (cf. de Haan & Ferreira, 2006, Chapter 6; Beirlant, Goegebeur, Segers, & Teugels, 2004, Chapter 8). However, these measures do not distinguish the relative strength of the extremal dependence for an asymptotically independent pair. The so-called coefficient of tail dependence introduced by Ledford and Tawn (1996) is mostly used to measure the strength of the extremal dependence for an asymptotically independent pair. In this paper, we make use of the coefficient of tail dependence, denoted as \( \eta \) to model asymptotic independence. Namely, we assume that there exists an \( \eta \in (0, 1] \) such that the following limit exists and is positive:

\[
\lim_{p \to 0} p^{-\frac{1}{2}} \mathbb{P}(X > Q_X(1-p) \text{ and } Y > Q_Y(1-p)) > 0.
\]

We are interested in the scenario that \( \eta \in (1/2, 1) \), which corresponds to asymptotic independence but positive association of \( X \) and \( Y \). For this type of distributions, for \( p \) close to zero, one has

\[
\mathbb{P}(X > Q_X(1-p) \text{ and } Y > Q_Y(1-p)) \gg \mathbb{P}(X > Q_X(1-p)) \mathbb{P}(Y > Q_Y(1-p)),
\]

that is, the joint extremes of \((X, Y)\) happen much more often than those of a distribution with independent components of \( X \) and \( Y \). This gives an intuitive explanation that, even if the pair are asymptotically independent, the extremal dependence can still be strong and thus needs to be accounted for. We also assume that \( X \) is in the Fréchet domain of attraction, so it has a heavy right tail. As our result shall reveal, the risk represented by MES can also be very big under the combination of positive association and \( X \) being heavy tailed (cf. Proposition 1). Thus, from the application point of view, it is very important to consider MES for such a model assumption.

The study on MES for an asymptotically independent pair has attracted increasing attention in recent literature. Various approaches have been used to model asymptotic independence and none of them is superior to the others. Das and Fasen-Hartmann (2018) have constructed an estimator of MES and have shown the consistency of the estimator, assuming that the distribution of the pair \((X, Y)\) possesses hidden regular variation, which is a similar setting with ours. However, from the modeling point of view, Das and Fasen-Hartmann (2018) also assume a heavy right tail for the distribution of the conditioning variable, that is, \( Y \) in our notation, which also results in a different estimator of MES than ours. Apart from the continuity, we do not impose any condition on the marginal distribution of \( Y \). Kulik and Soulier (2015) have provided the asymptotic property of MES for regularly varying time series \( \{X_h\} \) with extremal independence (meaning that \( X_0 \) and \( X_h \) are asymptotically independent for \( h > 0 \)), using conditional extreme value approach, which is an alternative way to model asymptotic independence, introduced in Heffernan and Resnick (2007) and Heffernan and Tawn (2004). No estimators are yet proposed. In view of these existing papers, our contribution is that, first, the asymptotic property of MES is obtained by using only the coefficient of tail dependence to model the asymptotic independence; in this way, only the strength of the extremal dependence between \( X \) and \( Y \) matters and the marginal distribution of \( Y \) does not play a role in the modeling part and, thus, in the estimation part as well, and second, we prove the asymptotic normality for the constructed estimator of MES.

This paper is organized as follows. Section 2 contains the main theoretical results on the limit behavior of MES and the asymptotic normality of the proposed estimator of MES. The
performance of the estimation method is illustrated by a simulation study in Section 3 and by an application to precipitation data in Section 4. The proofs of the main theorems are provided in Section 5.

2 | MAIN RESULTS

We first derive the asymptotic limit for MES as \( p \to 0 \), based on which we shall then construct an estimator for MES. Let \( F_1 \) and \( F_2 \) denote the marginal distribution functions of \( X \) and \( Y \), respectively. Assume that the marginal distributions are continuous. As usual in extreme value analysis, it is more convenient to work with, instead of the quantile function, the tail quantile defined as \( U_j = \left( \frac{1}{1-F_j} \right)^{-1}, j = 1, 2 \), where \( \leftarrow \) denotes the left continuous inverse. Then, MES can be written as

\[
\mathbb{E} [X \mid Y > U_2(1/p)] =: \theta_p.
\]

We now present our model, namely, assumptions on the tail distribution of \( X \) and the extremal dependence of \( X \) and \( Y \). First, we assume that \( X \) has a heavy right tail, that is, there exists a \( \gamma_1 > 0 \) such that

\[
\lim_{t \to \infty} \frac{U_1(tx)}{U_1(t)} = x^{\gamma_1}, \quad x > 0.
\]  

(2)

\( \gamma_1 \) is the so-called extreme value index of the distribution of \( X \). In this paper, we only consider the case that \( \gamma_1 < 1 \) to guarantee that \( \mathbb{E}[X] \) is finite.

Second, we assume the positive association of \( X \) and \( Y \). Precisely, there exists an \( \eta \in (1/2, 1] \) such that, for all \((x, y) \in (0, \infty)^2\), the following limit exists:

\[
\lim_{t \to \infty} t^{\frac{1}{\eta}} \mathbb{P}(X > U_1(t/t), Y > U_2(t/y)) =: c(x, y) \in (0, \infty).
\]  

(3)

As a consequence, \( c \) is a homogeneous function of order \( \frac{1}{\eta} \). The condition of (3) is also assumed in Draisma, Drees, Ferreira, and de Haan (2004) for estimating \( \eta \), and several examples of models satisfying (3) are given in Ledford and Tawn (1997). Note that if \( \eta = 1 \), it corresponds to \( X \) and \( Y \) being asymptotically dependent. For \( \eta < 1 \), this condition is linked to the so-called hidden regular variation (cf. Resnick, 2002) in the following way, provided that the tails of \( X \) and \( Y \) are equivalent:

\[
\nu^{*}((x, \infty] \times (y, \infty]) = c(x^{-1/\gamma_1}, y^{-1/\gamma_1}),
\]

where \( \nu^{*} \) is defined in (3) of Resnick (2002).

In order to obtain the limiting result on \( \theta_p \) for \( p \to 0 \), we need a second-order strengthening condition of (2).

A(1) There exists \( d \in (0, \infty) \) such that

\[
\lim_{t \to \infty} \frac{U_1(t)}{t^{\gamma_1}} = d.
\]

We also need some technical conditions on the extremal dependence of \( X \) and \( Y \). For \( t > 0 \), define

\[
c_t(x, y) = t^{\frac{1}{\eta}} \mathbb{P}(X > U_1(t/t), Y > U_2(t/y)), \quad 0 < x, y < t.
\]  

(4)

A(2) There exists \( \beta_1 > \gamma_1 \) such that \( \lim_{t \to \infty} \sup_{x \leq 1} |c_t(x, 1) - c(x, 1)| x^{-\beta_1} = 0 \).

A(3) There exists \( 0 < \beta_2 < \gamma_1 \) such that \( \lim_{t \to \infty} \sup_{1 < x < t} |c_t(x, 1) - c(x, 1)| x^{-\beta_2} = 0 \).
Proposition 1. Assume that $X$ takes values in $(0, \infty)$, $\gamma_1 \in (0, 1)$ and conditions A(1)–A(3) hold. If $-\frac{1}{\eta} + 1 + \gamma_1 > 0$, $\int_0^{\infty} c \left( x^{-\frac{1}{\eta}}, 1 \right) \, dx < \infty$ and $x \mapsto c(x, 1)$ is a continuous function, then we have
\[ \lim_{t \to \infty} \frac{\theta_{1/t}}{t^{-\frac{1}{\eta} + \gamma_1} U_1(t)} = \int_0^{\infty} c \left( x^{-\frac{1}{\eta}}, 1 \right) \, dx. \] (5)

Remark 1. If $\eta = 1$, then the result of (5) coincides with the result of Proposition 1 in Cai et al. (2015). The condition of $-\frac{1}{\eta} + 1 + \gamma_1 > 0$ implies that $t^{-\frac{1}{\gamma_1} + 1} U_1(t) \to \infty$; thus, $\theta_{1/t} \to \infty$ as $t \to \infty$.

Below, we discuss the main challenge of obtaining the limiting result in Proposition 1 and the technical assumptions A(1)–A(3).

Remark 2. As a conditional expectation, the MES can be written as a scaled integral as follows (cf. (13)):
\[ \theta_{1/t} = t^{-\frac{1}{\gamma_1} + 1} U_1(t) \int_0^{\infty} t^\frac{1}{\gamma_1} P(X > x U_1(t), Y > U_2(t)) \, dx. \]

In the current setting ($\eta < 1$), the main challenge is to validate the generalized dominated convergence condition for obtaining the integrability. For this purpose, we impose conditions A(1)–A(3). In Das and Fasen-Hartmann (2018), Assumption B was assumed to guarantee the integrability, and the conditions in Lemma 2.3 in Kulik and Soulier (2015) played a similar role. Note that if $\eta = 1$, the integrand is a conditional probability and it is thus easier to show the integrability (cf. Cai et al, 2015).

Given a random sample $(X_1, Y_1), \ldots, (X_n, Y_n)$, we now construct an estimation of $\theta_p$, where $p = p(n) \to 0$, as $n \to \infty$. Proposition 1 suggests the following approximation. With $t$ sufficiently large,
\[ \theta_p \sim \left( \frac{1}{pt} \right)^{-\frac{1}{\eta} + 1} U_1(1/p) \theta_{\frac{1}{\gamma_1}} \sim \left( \frac{1}{pt} \right)^{-\frac{1}{\eta} + 1 + \gamma_1} \theta_{\frac{1}{\gamma_1}}. \]

We choose $t = \frac{n}{k}$, where $k = k(n)$ is a sequence of integers such that $k \to \infty$ and $k/n \to 0$, as $n \to \infty$. Then,
\[ \theta_p \sim \left( \frac{k}{pn} \right)^{-\frac{1}{\eta} + 1 + \gamma_1} \theta_{\frac{k}{n}}. \]

From this extrapolation relation, the remaining task is to estimate $\eta$, $\gamma_1$, and $\theta_{\frac{k}{n}}$. There are well-known existing methods for estimating $\gamma_1$ and $\eta$; see Chapters 3 and 7 of de Haan and Ferreira (2006). For $\theta_{\frac{k}{n}}$, we propose a nonparametric estimator given by
\[ \hat{\theta}_{k/n} = \frac{1}{k} \sum_{i=1}^{n} X_i I_{\{Y_i > Y_{n-k,n}\}}. \] (6)

Let $\hat{\gamma}_1$ and $\hat{\eta}$ denote estimators of $\gamma_1$ and $\eta$, respectively. We construct the following estimator for $\theta_p$:
\[ \hat{\theta}_p = \hat{\theta}_{k/n} \left( \frac{k}{np} \right)^{-\frac{1}{\eta} + 1 + \hat{\gamma}_1}. \] (7)

Next, we prove the asymptotic normality of $\hat{\theta}_p$. The following conditions will be needed.
B(1) $\frac{1}{\eta} + 1 + \gamma_1 > 0$ and there exists $\delta > 0$ such that
\[
\left| \int_0^1 c(x, 2) \, dx \right|^{-(2+\delta)\gamma_1} < \infty, \quad \text{and} \quad \int_1^\infty c(x, 2) \, dx \, x^{-\gamma_1} < \infty.
\]

B(2) There exists $\beta_1 > (2 + \delta)\gamma_1$ and $\tau < 0$ such that
\[
\sup_{x \leq 1 \leq y \leq 2} |c_t(x, y) - c(x, y)| \, x^{-\beta_1} = O(t^\tau).
\]

B(3) There exists $\beta_2 < \min \{ -\tau / (1 - \gamma_1), \gamma_1 \}$ such that
\[
\sup_{1 < x < y < t \leq 2} |c_t(x, y) - c(x, y)| \, x^{-\beta_2} = O(t^\tau)
\]
with the same $\tau$ as in B(2).

B(4) There exists $\rho_1 < \frac{1}{2} - \frac{1}{2\eta}$ and a regularly varying function $A_1$ with index $\rho_1$ such that
\[
\sup_{x \geq 1} \left| x^{-\gamma_1} U_1(tx) / U_1(t) - 1 \right| = O \{ A_1(t) \}.
\]

B(5) As $n \to \infty$, $k = O(n^\alpha)$ for some $\alpha$ that satisfies the following condition:
\[
1 - \eta < \alpha < \min \left( 1 - \frac{\eta}{1 + \eta \gamma_1 \lambda^2}, 1 + \frac{\eta}{1 - 2\eta - 2\eta \gamma_1 \lambda^2}, \frac{-1}{\eta} + 2 + 2\tau + 2\beta_2(1 - \gamma_1), \frac{-1}{\eta} + 2\tau + 2\beta_2(1 - \gamma_1), 1 + \frac{1}{2\rho_1 - 1} \right)
\]
with some $\max \left( \beta_2, \frac{1-\eta}{1+\eta \gamma_1 \lambda^2} \right) < \lambda < 1$.

B(6) $\hat{\gamma}_1$ is such that $\sqrt{k}(\hat{\gamma}_1 - \gamma_1) = O_p(1)$, and $\hat{\eta}$ is such that $\sqrt{k}(\hat{\eta} - \eta) = O_p(1)$.

**Theorem 1.** Suppose that $X$ takes values in $(0, \infty)$, $F_1$ is strictly increasing, $\gamma_1 \in (0, 1)$, and Conditions B(1)–B(6) hold. Assume that $d_n = k/(np) \geq 1$ and $\lim_{n \to \infty} (n/k)^{1/2 - 1/(2\eta)} \log(d_n) = 0$. Then, as $n \to \infty$,
\[
\left( \frac{n}{k} \right)^{\frac{1}{2} + \frac{1}{2\eta}} \sqrt{k} \left( \frac{\hat{\theta}_p}{\theta_p} - 1 \right) \to N(0, \sigma^2),
\]

where
\[
\sigma^2 = -\int_0^\infty c(x, 1) \, dx \left( \int_0^\infty c(x^{-\gamma_1}, 1) \, dx \right)^{-2}.
\]

**Remark 3.** Note that the condition $\lim_{n \to \infty} (n/k)^{1/2 - 1/(2\eta)} \log(d_n) = 0$ implies that $\eta < 1$. Moreover, from $\gamma_1 < 1$ and $-\frac{1}{\eta} + 1 + \gamma_1 > 0$ (see B(1)), it follows that $\eta > 1/2$.

In the remarks below, we discuss the limitation of the model and the choice of $k$.

**Remark 4.** From Assumption B(1) and the monotonicity property of $c(x, y)$, for $\rho \in \{1, 2, 2 + \delta\}$, we have
\[
\sup_{y \in [1/2, 2]} \left| \int_0^\infty c(x, y) \, dx^{-\rho y_1} \right| < \infty.
\]
We will deal with such integral throughout the proof. This condition rules out models for $c$, which contain a power term of $x$, such as $c(x, y) = (xy)^{1/\eta}$. Assumptions B(2)–B(4) are technical conditions to obtain the rate for the convergence in Proposition 1, that is, to control the bias of the estimation. Assumption B(4), which by Theorem B.2.2 in de Haan and Ferreira (2006) implies Assumption A(1), is an ordinary second-order condition for $F_1$. 

...
Remark 5. In order to obtain a nondegenerate limiting distribution in Theorem 1, a slower convergence rate is needed, compared to the usual rate of $\sqrt{k}$. Note that if $\eta = 1$, then the rate becomes $\sqrt{k}$. Consider $k = O(n^\alpha)$ for $\alpha \in (0, 1)$. Assumption B(5) imposes both lower and upper bounds for $\alpha$. The upper bound of $\alpha$ is a typical constraint in extreme value theory literature to ensure that the observations used in the estimation are from the tail. The lower bound is used to guarantee a proper convergence rate: $(n/k)^{1/2-1/(2\eta)} \sqrt{k} \to \infty$ is implied by $\alpha > 1 - \eta$.

3 | SIMULATION STUDY

In this section, we study the finite sample performance of our method. We apply our estimator given by (7) to data of $(X, Y)$ generated from the following two type of distributions. All the distributions of $(X, Y)$ depend on two parameters: $\alpha_1, \alpha_2 \in (0, 1)$.

Model 1. Let $Z_1$, $Z_2$, and $Z_3$ be independent Pareto random variables with parameters $\alpha_1$, $\alpha_2$, and $\alpha_1$, respectively. Here, a Pareto distribution with parameter $\alpha$ means that the probability density function is given by $f(x) = \frac{1}{\alpha} x^{-1/\alpha-1}$. Define

$$(X, Y) = B(Z_1, Z_3) + (1 - B)(Z_2, Z_2),$$

where $B$ is a Bernoulli $(1/2)$ random variable independent of $Z_i$'s. For this model, we have $\gamma_1 = \alpha_1$, $\rho_1 = 1 - \alpha_1/\alpha_2$, $\eta = \frac{\alpha_1}{\alpha_2}$, and $\phi(x, y) = 2^{\alpha_1/\alpha_2-2}(x \land y)^{\alpha_2/\alpha_2}$. We consider four distributions from this model with parameters specified in Table 1.

Model 2. Define $(X, Y) = (1 - \Phi(\tilde{X}))^{-\alpha}, \tilde{Y})$, where $\tilde{X}$ and $\tilde{Y}$ are two standard normal random variables with covariance $\alpha_2$ and $\Phi$ is the distribution function of $\tilde{X}$. Thus, $X$ follows from a Pareto distribution with parameter $\alpha_1$, and $(X, Y)$ has a Gaussian copula. For this model, $\gamma_1 = \alpha_1$, $\rho_1 = 0$, $\eta = (1 + \alpha_2)/2$, and $\phi(x, y) = d(xy)^{2/(1+\alpha_2)}$. As noted in Remark 4, distributions from this model do not satisfy our assumptions.

In terms of computing the theoretical value of $\theta_p$, basic calculation leads to the following closed form for distributions from Model 1:

$$\theta_p = \frac{1}{2p} \left( u_p^{-1/\alpha_1}(1 - \alpha_1)^{-1} + u_p^{(\alpha_2-1)/\alpha_2}(1 - \alpha_2)^{-1} \right),$$

where $u_p$ is such that $(u_p^{-1/\alpha_1} + u_p^{-1/\alpha_2})/2 = p$, that is, the tail quantile of $Y$. For Model 2, there is no explicit form and $\theta_p$ is obtained via numerical integral. Table 1 shows the parameters for five distributions and the values of $\theta_p$. Note that (5) does not hold for the last two distributions because $\frac{1}{\eta} + 1 + \gamma_1 < 0$ for Model 1(d) and $\int_0^\infty c \left( x^{-\frac{1}{\eta}}, 1 \right) dx = \infty$ for Model 2(a). For Model 1(d), $\theta_p \to 2$ as $p \to 0$ by (8) and $\theta_p \to \infty$ as $p \to 0$ for Model 2(a).

| Distribution | $(\alpha_1, \alpha_2)$ | $\gamma_1$ | $\eta$ | $-\frac{1}{\eta} + 1 + \gamma_1$ | $\theta_p$ | $\theta_{p_2}$ | $\theta_{p_3}$ |
|--------------|--------------------------|------------|--------|----------------------------------|-------------|-------------|-------------|
| Model 1(a)   | (0.4, 0.3)               | 0.4        | 0.75   | 0.067                            | 3.26        | 3.81        | 4.33        |
| Model 1(b)   | (0.4, 0.35)              | 0.4        | 0.75   | 0.257                            | 6.04        | 10.66       | 19.20       |
| Model 1(c)   | (0.6, 0.4)               | 0.6        | $\frac{2}{3}$ | 0.1                              | 5.10        | 6.03        | 7.05        |
| Model 1(d)   | (0.5, 0.3)               | 0.5        | 0.6    | $-0.166$                         | 2.50        | 2.37        | 2.26        |
| Model 2(a)   | (0.4, 0.5)               | 0.4        | 0.75   | 0.067                            | 4.23        | 6.54        | 9.78        |
As for the three “good” distributions, we have checked that Model 1(b) satisfies all the Conditions A(1)–A(3) and B(1)–B(5), whereas Model 1(a) and Model 1(c) satisfy all the conditions except B(5). Note that B(5) is a technical condition about the convergence speed of the asymptotic normality. From the simulation results presented below, one can see that Model 1(a) and Model 1(b) lead to very similar results, which are slightly better than Model 1(c). This suggests that the combination of all the technical conditions is rather restrictive; however, the estimation works for a wider range of models.

We consider sample size \( n = 5000 \), and \( p_i = 10^{-i/n} \), for \( i = 1, 2, 3 \). To complete our estimator given by (7), we use the Hill estimator for \( \gamma_1 \) and an estimator for \( \eta \) proposed in Draisma et al. (2004). Let \( k_1 \) and \( k_2 \) be two intermediate sequences. Define

\[
\hat{\gamma}_1 = \frac{1}{k_1} \sum_{i=1}^{k_1} \log(X_{n-i+1,n}) - \log(X_{n-k_1,n}),
\]

and

\[
\hat{\eta} = \frac{1}{k_2} \sum_{i=1}^{k_2} \log \frac{T_{n, n-i+1}^{(n)}}{T_{n, n-k_2}^{(n)}}, \tag{9}
\]

where \( T_i^{(n)} = \frac{n+1}{n+1-R_1^{X}} \wedge \frac{n+1}{n+1-R_1^{Y}} \) with \( R_1^{X} \) and \( R_1^{Y} \) denoting the ranks of \( X_i \) and \( Y_i \) in their respective samples. These proposed estimators \( \hat{\gamma}_1 \) and \( \hat{\eta} \) satisfy Condition B(6).

For \( p = 10/n \), we compare our estimator with the nonparametric estimator, namely,

\[
\hat{\theta}_{\text{emp}} = \frac{1}{10} \sum_{i=1}^{n} X_i \mathbb{I}_{\{Y_i > Y_{n-10, n}\}},
\]

which is obtained by letting \( k/n = p \) in (6).

For each estimator, we compute the relative error defined as bias \( p = \frac{1}{m} \sum_{i=1}^{m} \frac{\hat{\theta}_{p,i} - 1}{\hat{\theta}_p} \), where \( \hat{\theta}_{p,i} \) is an estimate based on the \( i \)th sample. A relative error for \( \hat{\theta}_{\text{emp}} \) is computed in the same way, denoted as bias\( \text{emp} \). For each scenario, the relative error is obtained by generating \( m = 500 \) samples and choosing \( k = k_1 = k_2 = 200 \). Figure 1 shows the results for the first three distributions in Table 1. From the box plots, for the situation where the empirical estimator is applicable, that is, \( p = 10/n \), our estimator has a smaller variance and similar or even smaller bias. As \( p \) becomes smaller, the empirical estimator is not applicable, yet our estimator still has decent performance with growing variance. Figure 2 shows the results for the last two distributions in Table 1, which do not satisfy our model assumptions. Our method underestimates the MES \( \theta_p \) for all the cases, which suggests that two conditions, namely, \( -\frac{1}{n} + 1 + \gamma_1 > 0 \) and \( \int_0^\infty c \left( x^{-\frac{1}{n}}, 1 \right) \, dx < \infty \), are necessary for the estimation to work.

The proper choice of \( k \)'s, that is, the number of tail observations used in the estimation is always a delicate problem in the extreme value theory. To investigate how sensitive our result is with respect to the choice of the \( k \)'s and to see the range of suitable \( k \)'s, we compute for Model 1(a) and Model 1(b), the scaled mean squared errors:

\[
s\text{MSE}(k_1, k_2) = \frac{1}{m} \sum_{i=1}^{m} \left( \frac{\hat{\theta}_{p,i}(k_1, k_2)}{\theta_p} - 1 \right). \tag{10}
\]

Figure 3 shows the results with three curves. For each curve, we fix the values of two \( k \)'s to be 200 and let the remaining \( k \) vary. This plot suggests that the scaled mean squared error (sMSE) is
FIGURE 1 The relative errors of the estimators with \( n = 5000, p_i = 10^{z_i} / n \), for \( i = 1, 2, 3 \), and \( k = k_1 = k_2 = 200 \), for Model 1(a), Model 1(b), and Model 1(c) listed in Table 1.

FIGURE 2 The relative errors of the estimators with \( n = 5000, p_i = 10^{z_i} / n \), for \( i = 1, 2, 3 \), and \( k = k_1 = k_2 = 200 \), for Model 1(d) and Model 2(a) in Table 1.

rather stable for a wide range of \( k \) and \( k_1 \), and for this model, an “optimal” \( k_2 \) is typically larger than \( k \) and \( k_1 \). For Model 1(c), we obtained a similar result (not presented here) with larger \( sMSE \).

Theorem 1 states the asymptotic normality result for the estimated error \( \hat{\theta}_p / \theta_p - 1 \), which suggests the following 100(1 - \( \alpha \))% confidence interval for \( \theta_p \):

\[
\left[ \frac{\hat{\theta}_p}{1 - \sigma \left( \frac{n}{k} \right)^{\frac{1}{2}} Z_{\alpha/2}}, \frac{\hat{\theta}_p}{1 + \sigma \left( \frac{n}{k} \right)^{\frac{1}{2}} Z_{\alpha/2}} \right],
\]

(11)

where \( Z_{\alpha/2} \) is the \( \alpha/2 \)-quantile of a standard normal random variable and \( \sigma \) is defined in Theorem 1 with \( c(x, y) = 2^{x_1/z_2 - 1}(x \land y)^{x_1/z_2} \). This is a pseudo confidence interval as it is based on the asymptotic normality, and the standard deviation, which depends on \( c(x, 1) \), is typically unknown in practice. In addition, note that the standard deviation of the limit distribution does not depend on the value of \( p \). Table 2 reports the coverage fraction for this confidence interval.
FIGURE 3 The scaled mean squared error (sMSE) defined by (10) for (left panel) Model 1(a) and (right panel) Model 1(b) [Colour figure can be viewed at wileyonlinelibrary.com]

TABLE 2 Coverage fraction for 95% confidence intervals of $\theta_p$ given by (11), where $p_i = 2 \cdot 10^{-i-2}$, for $i = 1, 2, 3$

| Distribution | $(\alpha_1, \alpha_2)$ | $n = 5000$ | $n = 10^4$ | $n = 10^5$ |
|--------------|-------------------------|-----------|------------|------------|
| Model 1(a)   | (0.4, 0.3)              | 0.42      | 0.21       | 0.74       | 0.51       | 0.51       | 0.40       | 0.95       | 0.46       |
| Model 1(b)   | (0.4, 0.35)             | 0.53      | 0.24       | 0.61       | 0.38       | 0.38       | 0.27       | 0.94       | 0.62       | 0.46       |
| Model 1(c)   | (0.6, 0.4)              | 0.51      | 0.23       | 0.54       | 0.35       | 0.35       | 0.23       | 0.77       | 0.61       | 0.42       |

based on 500 simulations. We consider three sample sizes $n = 5000$, $10^4$, and $10^5$. Based on the observation from sensitivity analysis, we choose $k = k_1 = 200$ for all three sample sizes, but for $k_2$, we choose 200, 600, 700, respectively, for $n = 5000$, $10^4$, and $10^5$. Yet, this is far from an optimal choice, which obviously depends on the distribution of the data and the sample size. Nevertheless, the message from Table 2 is rather clear; in order to have the asymptotic limit to hold exactly, it requires a very large sample size. The problem becomes more difficult in the sense that more data are needed if one extrapolates more (smaller $p$).

4 | APPLICATION

We apply our estimation to daily precipitation data from two weather stations in the Netherlands, namely, Cabauw and Rotterdam. The distance between these two stations is about 32 km. The station Cabauw is close to the Lek river, whereas the station Rotterdam is close to the river Nieuwe Maas, which is the continuation of Lek. Heavy rainfall at both stations might lead to a severe flood in this region. Thus, the expected amount of rainfall in Cabauw given a heavy rainfall in Rotterdam is an important risk measure for the hydrology safety control. We estimate this quantity based on the data from August 1, 1990, to December 31, 2016. After removing the missing values, there are in total 9605 observations. There is open access to the data at http://projects.knmi.nl/klimatologie/uurgegevens/selectie.cgi.
Let $X$ be the daily rainfall at Cabauw and $Y$ be the daily rainfall at Rotterdam. Before applying our estimation, we first obtain the estimate of extremal index using block method (cf. Smith & Weissman, 1994) and the result (not presented here) is very close to one for both stations, which indicates no clustering of extremes. Next, we look at the sign of the extreme value index of $X$ and the extremal dependence of $X$ and $Y$. From the Hill estimates of $\gamma$ as shown in right panel of Figure 4, we conclude that $\gamma > 0$, which is in line with the existing literature. For instance, Buishand, de Haan, and Zhou (2008) obtain 0.1082 as the estimate of $\gamma$ for the daily rainfall in the Netherlands, and Coles and Tawn (1996) report 0.066 as the estimate of $\gamma$ for the daily rainfall in the southwest of England.
Next, we compute the Hill estimator of $\eta$ given by (9). The estimates are above 0.5 as shown in the right panel of Figure 4.

Finally, we apply our estimator to answer the following question. Provided that the amount of rainfall in Rotterdam exceeds the $M$-year return level, what is the expected amount of rainfall in Cabauw, respectively, for $M = 50$ and 100? Let $R_M$ denote the $M$-year return level. Coles (2001) gives the definition of $R_M$ as the level expected to be exceeded once every $M$ years. As we consider the daily precipitation, $R_M = U_2(365M)$.

Choosing $k_1 = k_2 = 200$, we obtain the following estimates of $\gamma$ and $\eta$: $\hat{\gamma}_1 = 0.326$ and $\hat{\eta} = 0.835$. Figure 5 plots the estimates of $\hat{\theta}_p$ against $k$, from which we conclude $k = 50$ lying in the interval where the estimates are stable. We thus report the following estimates of $\hat{\theta}_p$: 41.6 mm for $M = 50$ and 45.5 mm for $M = 100$.

5 | PROOFS

Proof of Proposition 1. We recall that, for any positive random variable $Z$, the expectation can be written as

$$\mathbb{E}[Z] = \int_0^\infty \mathbb{P}(Z > x) \, dx. \quad (12)$$

Then, by definition of $\theta_p$ and a change of variable, we have

$$\theta_{1/t} = \int_0^\infty t \mathbb{P}(X > x, Y > U_2(t)) \, dx$$

$$= t^{-\frac{1}{\gamma} + 1} U_1(t) \int_0^\infty t^{\frac{1}{\gamma}} \mathbb{P}(X > xU_1(t), Y > U_2(t)) \, dx. \quad (13)$$

Define $f_t(x) := t^{\frac{1}{\gamma}} \mathbb{P}(X > xU_1(t), Y > U_2(t)), x > 0$. Then,

$$\frac{\theta_{1/t}}{t^{-\frac{1}{\gamma} + 1} U_1(t)} = \int_0^\infty f_t(x) \, dx.$$ 

For any fixed $x$, by (3) and the continuity of the function $x \mapsto c(x, 1)$, we have

$$\lim_{t \to \infty} f_t(x) = c \left( x^{-\frac{1}{\gamma}}, 1 \right).$$

We shall apply the generalized dominated convergence theorem to validate that

$$\lim_{t \to \infty} \int_0^\infty f_t(x) \, dx = \int_0^\infty c(x^{-\frac{1}{\gamma}}, 1) \, dx.$$ 

By Assumption A(1), for any $\epsilon > 0$, there exists $t_0$ such that

$$\left| \frac{U_1(t)}{t^{\gamma_1}} - d \right| < \epsilon, \quad \text{for all } t > t_0.$$ 

Hence, for $c_1 = (d + \epsilon)/(d - \epsilon)$ and $x > c_1(t_0/t)^{\gamma_1}$, we get

$$\frac{U_1(t) x}{U_1 \left( t(x/c_1)^{-\frac{1}{\gamma}} \right)} = \frac{U_1(t)/t^{\gamma_1}}{U_1 \left( (t(x/c_1)^{-\frac{1}{\gamma}}) / (t^{\gamma_1} x/c_1) \right)} c_1 > \frac{d - \epsilon}{d + \epsilon} c_1 = 1.$$ 

Consequently, for $x > c_1(t_0/t)^{\gamma_1}$,

$$f_t(x) \leq t^{\frac{1}{\gamma}} \mathbb{P} \left( X > U_1 \left( t(x/c_1)^{-\frac{1}{\gamma}} \right), Y > U_2(t) \right) = c_1 \left( x / c_1, 1 \right).$$
On the other hand, for $0 < x \leq c_1(t_0/t)^{\gamma_1}$, $f_1(x) \leq t^{\frac{1}{2}-1}$. Define

$$g_t(x) := \begin{cases} c_t \left( \frac{x}{c_1} \right)^{-\frac{1}{n}}, & \text{if } x > c_1(t_0/t)^{\gamma_1}; \\ t^{\frac{1}{2}-1}, & \text{otherwise}. \end{cases}$$

Then, $f_1(x) \leq g_t(x)$. By generalized dominated convergence theorem, it is then sufficient to prove that

$$\lim_{t \to \infty} \int_0^\infty g_t(x) \, dx = \int_0^\infty \lim_{t \to \infty} g_t(x) \, dx = \int_0^\infty c \left( \frac{x}{c_1} \right)^{-\frac{1}{n}}, 1 \, dx.$$

Observe that

$$\int_0^\infty g_t(x) \, dx = \int_0^{c_1(t_0/t)^{\gamma_1}} t^{\frac{1}{2}-1} \, dx + c_1 \int_{c_1(t_0/t)^{\gamma_1}}^\infty c_t \left( \frac{x}{c_1}, 1 \right) \, dx$$

$$= c_1 t_0^{\gamma_1} t^{\frac{1}{2}-1} + c_1 \int_{c_1(t_0/t)^{\gamma_1}}^\infty c_t \left( \frac{x}{c_1}, 1 \right) \, dx$$

$$\to 0 + c_1 \int_0^\infty c \left( \frac{x}{c_1}, 1 \right) \, dx,$$

as $t \to \infty$. The last convergence follows from $\frac{1}{q} - 1 - \gamma_1 < 0$, $\int_0^{(t_0/t)^{\gamma_1}} c \left( \frac{x}{c_1}, 1 \right) \, dx \to 0$, and the fact that

$$\left| \int_{c_1(t_0/t)^{\gamma_1}}^\infty c_t \left( \frac{x}{c_1}, 1 \right) \, dx - \int_{c_1(t_0/t)^{\gamma_1}}^\infty c \left( \frac{x}{c_1}, 1 \right) \, dx \right|$$

$$\leq \int_1^{c_1(t_0/t)^{\gamma_1}} \left| c_t \left( \frac{x}{c_1}, 1 \right) - c \left( \frac{x}{c_1}, 1 \right) \right| \, dx + \int_1^{\infty} \left| c_t \left( \frac{x}{c_1}, 1 \right) - c \left( \frac{x}{c_1}, 1 \right) \right| \, dx$$

$$= o(1) \int_1^{c_1(t_0/t)^{\gamma_1}} x^{-\hat{\theta}_x/n} \, dx + o(1) \int_1^{\infty} x^{-\hat{\theta}_x/n} \, dx \to 0,$$

by Assumptions A(2) and A(3). □

Throughout the proof section, we denote the speed of the convergence in Theorem 1 by

$$T_n = \sqrt{k \left( \frac{n}{k} \right)^{-\frac{1}{2} + \frac{1}{2}}}.$$ (14)

From Assumption B(5), $T_n \to \infty$, as $n \to \infty$. By construction, the asymptotic normality of $\hat{\theta}_p$ depends on the asymptotic behavior of $\hat{\theta}_k/n$, which is given in Proposition 2.

**Proposition 2.** Under the assumptions of Theorem 1, it holds

$$T_n \left( \frac{n}{k} \right)^{\frac{1}{2}-1} \frac{\hat{\theta}_k - \theta_k}{U_1(n/k)} \overset{d}{\to} N \left( 0, \sigma_1^2 \right),$$

where $\sigma_1^2 = \int_0^\infty c(x, 1) \, dx^{-2\gamma}$. The proof of Proposition 2 is postponed to the Appendix.
Proof of Theorem 1. Recall that $d_n = \frac{k}{np}$. By the definition of $\hat{\theta}_p$, we make the following decomposition:

$$\frac{\hat{\theta}_p}{\theta_p} = \frac{d_n^{\frac{1}{2} + \gamma_1} \hat{\theta}_{k/n}}{\theta_p} = d_n^{\gamma_1} \frac{d_n^{\frac{1}{2} - \gamma_1} \hat{\theta}_{k/n} d_n^{\frac{1}{2} + \gamma_1} \theta_{k/n}}{\theta_p}$$

$$=: I_1 \cdot I_2 \cdot I_3 \cdot I_4.$$

We shall show that these four terms all converge to unity at certain rates. First, from the assumption that $\sqrt{k}(\hat{\gamma}_1 - \gamma_1) = O_p(1)$, it follows that

$$I_1 - 1 = e^{(\hat{\gamma}_1 - \gamma_1) \log d_n} - 1 = (\hat{\gamma}_1 - \gamma_1) \log d_n + O_p((\hat{\gamma}_1 - \gamma_1) \log d_n) = O_p \left( \frac{\log d_n}{\sqrt{k}} \right) = O_p \left( \frac{1}{\sqrt{k}} \right).$$

In the last equality, we used the assumption that $\lim_{n \to \infty} (n/k)^{1/2 - 1/(2\eta)} \log d_n = 0$. Recall that $T_n$ is defined in (14).

In the same way, we get $I_2 - 1 = o_p \left( \frac{1}{T_n} \right)$.

Combining Propositions 1 and 2, we derive that

$$T_n(I_3 - 1) = \frac{T_n}{\theta_{k/n}} (\hat{\theta}_{k/n} - \theta_{k/n}) = \frac{T_n \left( \frac{n}{k} \right)^{\frac{1}{2} - 1}}{U_1(n/k)} \left( \hat{\theta}_{k/n} - \theta_{k/n} \right) \cdot \frac{U_1(n/k) \left( \frac{n}{k} \right)^{-\frac{1}{2} + 1}}{\theta_{k/n}}$$

$$\to \left( \int_0^\infty c \left( x^{-\frac{1}{n}}, 1 \right) dx \right)^{-1} N \left( 0, \sigma_1^2 \right).$$

That is, $T_n(I_3 - 1) \xrightarrow{p} \Gamma_1$, where $\Gamma_1$ is a normal distribution with mean zero and variance, $\sigma^2 = -\int_0^\infty c(x, 1) dx^{-2\gamma_1} \int_0^\infty c \left( x^{-\frac{1}{n}}, 1 \right) dx \left[ \int_0^\infty c \left( x^{-\frac{1}{n}}, 1 \right) dx \right]^{-2}$, which is the limit distribution in Theorem 1.

Then, we deal with the last term, $I_4$. Here we need a rate for the convergence in Proposition 1. Continuing with (13) and using that $F_1$ is strictly increasing, we get

$$\frac{\theta_{k/n}}{U_1(n/k)(n/k)^{-\frac{1}{2} + 1}} = \int_0^\infty \left( \frac{n}{k} \right)^{\frac{1}{2}} \mathbb{P}(X > xU_1(n/k), Y > U_2(n/k)) dx$$

$$= -\int_0^\infty c_k(x, 1) dx^{-\gamma_1},$$

with

$$s_n(x) = \frac{n}{k} \left[ 1 - F_1 \left( U_1(n/k)x^{-\gamma_1} \right) \right].$$

By the regular variation of $1 - F_1$, we have $\lim_{n \to \infty} s_n(x) = x$, for any $x > 0$. By (iii) and (v) in Lemma 1 in the Appendix, we have that

$$\int_0^\infty c_k(x, 1) dx^{-\gamma_1} = \int_0^\infty c(x, 1) dx^{-\gamma_1} + o \left( \frac{1}{T_n} \right).$$

It follows from Assumptions B(4) and B(5) that

$$\frac{U_1(1/p)}{U_1(n/k)d_n^{\gamma_1}} - 1 = O(A(n/k)) = o \left( \frac{1}{\sqrt{k}} \right).$$
Combining this result with (15) and (17) leads to

\[
I_4 = \frac{\theta_{k/n}}{U_1(n/k)(n/k)^{-1+\gamma_1}} \frac{U_1(1/p)(1/p)^{-1+\gamma_1}}{U_1(1/p)\left(\frac{k}{np}\right)^{\gamma_1}}
\]

\[
= \left(\int_0^\infty c(x, 1)dx\right) \left(\int_0^\infty c(x, 1)dx\right) + o\left(\frac{1}{T_n}\right) \left(1 + o\left(\frac{1}{\sqrt{k}}\right)\right)
\]

Thus, we obtain

\[
\frac{\hat{\theta}_p}{\theta_p} - 1 = I_1I_2I_3I_4 - 1
\]

\[
= \left[1 + o_p\left(\frac{1}{T_n}\right)\right]^2 \left[1 + \frac{\Gamma_1}{T_n} + o_p\left(\frac{1}{T_n}\right)\right] - 1
\]

\[
= \frac{\Gamma_1}{T_n} + o_p\left(\frac{1}{T_n}\right).
\]

The proof is completed. 
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**APPENDIX**

**Proof of Proposition 2**

In this section, all the limit processes involved are defined in the same probability space via the Skorohod construction, that is, they are only equal in distribution to the original processes. If we define

\[ e_n = \frac{n}{k} \left( 1 - F_2(Y_{n-k,n}) \right), \]

we have

\[ \hat{\theta}_{k/n} = \frac{1}{k} \sum_{i=1}^{n} X_i \mathbb{1}\{ Y_i > U_2 \left( \frac{n}{k} \right) \}. \]

Note that \( e_n \xrightarrow{P} 1 \) because \( 1 - F_2(Y_{n-k,n}) \) is the \((k + 1)\)th order statistics of a random sample from the standard uniform distribution.

We first investigate the asymptotic behavior of

\[ \bar{\theta}_{k/n} = \frac{1}{ky} \sum_{i=1}^{n} X_i \mathbb{1}\{ Y_i > U_2 \left( \frac{n}{k} \right) \} \]

as a random process for \( y \in [1/2, 2] \).
Let $W(y)$ denote a mean zero Gaussian process on $[1/2, 2]$ with covariance structure

$$E[W(y_1)W(y_2)] = -\frac{1}{y_1y_2} \int_{0}^{\infty} c(x, y_1 \land y_2) \, dx^{-2\gamma_1}, \quad y_1, y_2 \in [1/2, 2].$$

**Proposition 3.** Suppose conditions B(1)–B(5) hold. Let $S_n = \left( \frac{n}{k} \right)^{\frac{1}{2\gamma_1}} \sqrt{\kappa}$. Then, as $n \to \infty$,

$$\left\{ \frac{S_n}{U_1(n/k)} \left( \frac{\theta_{y_1}}{\pi} - \frac{\theta_{y_2}}{\pi} \right) \right\}_{y \in [1/2, 2]} \overset{d}{\to} \{ W(y) \}_{y \in [1/2, 2]}.$$  \hspace{1cm} (A1)

The convergence of the process holds in distribution in $l^\infty (1/2, 2)$.

Before proving Proposition 3, we first show two lemmas. The first lemma states some properties of the functions $c(x, y)$ and $c(x, y)$, which will be used frequently in the proof. The second lemma is established to compute the covariance of the limit process in Proposition 3.

**Lemma 1.**

(i) If $\int_{0}^{\infty} c(x, y) \, dx^{-2\gamma_1} < \infty$, then

$$\int_{0}^{\infty} \int_{0}^{\infty} c(x_1 \land x_2, y) \, dx_1^{-\gamma_1} \, dx_2^{-\gamma_1} = \int_{0}^{\infty} c(x, y) \, dx^{-2\gamma_1}.$$

(ii) The function $y \mapsto \int_{0}^{\infty} c(x, y) \, dx^{-\gamma_1}$ is Lipschitz, that is, there exists $C > 0$ such that, for each $y_1, y_2 \in [1/2, 2]$,

$$\left| \int_{0}^{\infty} c(x, y_1) \, dx^{-\gamma_1} - \int_{0}^{\infty} c(x, y_2) \, dx^{-\gamma_1} \right| \leq C |y_1 - y_2|.$$

(iii) Assumptions B(1) and B(3)–B(5) imply that

$$\sup_{y \in [1/2, 2]} T_n \left| \int_{0}^{\infty} c(x, y) \, dx^{-\gamma_1} - \int_{0}^{\infty} c(s_n(x), y) \, dx^{-\gamma_1} \right| \to 0.$$

(iv) If Assumptions B(2)–B(3) hold, then, for $\rho = 1, 2, 2 + \tilde{\delta}$,

$$\left| \int_{0}^{\infty} c_{\tilde{\nu}} \left( \frac{n}{k}, y \right) \, dx^{-\rho \gamma_1} - \int_{0}^{\infty} c(x, y) \, dx^{-\rho \gamma_1} \right| \to 0. \hspace{1cm} (A2)$$

(v) If Assumptions B(2), B(3), and B(5) hold, then

$$\sup_{y \in [1/2, 2]} T_n \left| \int_{0}^{\infty} c_{\tilde{\nu}} \left( \frac{n}{k}, y \right) \, dx^{-\gamma_1} - \int_{0}^{\infty} c(s_n(x), y) \, dx^{-\gamma_1} \right| \to 0. \hspace{1cm} (A3)$$

and

$$\sup_{y \in [1/2, 2]} T_n \left| \int_{0}^{\infty} c_{\tilde{\nu}} (s_n(x), y) \, dx^{-\gamma_1} - \int_{0}^{\infty} c(s_n(x), y) \, dx^{-\gamma_1} \right| \to 0. \hspace{1cm} (A4)$$
Proof. The first statement follows from simple transformations of the integral. Indeed, we have

\[
\int_0^\infty \int_0^\infty c(x_1 \wedge x_2, y) \, dx_1^{-\gamma_1} \, dx_2^{-\gamma_1} = \int_0^\infty \int_0^{x_1} c(x_1, y) \, dx_2^{-\gamma_1} \, dx_1^{-\gamma_1} + \int_0^\infty \int_0^{x_2} c(x_2, y) \, dx_1^{-\gamma_1} \, dx_2^{-\gamma_1} = 2 \int_0^\infty x_1^{-\gamma_1} c(x_1, y) \, dx_1^{-\gamma_1} = \int_0^\infty c(x, y) \, dx^{-2\gamma_1}.
\]

By the homogeneity property of \(c(x, y)\): \(c(kx, ky) = k^{1/\eta} c(x, y)\), we have

\[
\left| \int_0^\infty c(x, y_1) \, dx^{-\gamma_1} - \int_0^\infty c(x, y_2) \, dx^{-\gamma_1} \right| = \left| \int_0^\infty y_1^{1/\eta} c \left( \frac{x}{y_1}, 1 \right) \, dx^{-\gamma_1} - \int_0^\infty y_2^{1/\eta} c \left( \frac{x}{y_2}, 1 \right) \, dx^{-\gamma_1} \right| = \left| y_1^{1/\eta} \int_0^\infty c(x, 1) \, dx^{-\gamma_1} - y_2^{1/\eta} \int_0^\infty c(x, 1) \, dx^{-\gamma_1} \right| \leq K |y_1 - y_2|.
\]

(iii) Let \(l_n = \left( \frac{n}{k} \right)^{\lambda} \) with \(\lambda\) as in Assumption B(5). We start by writing

\[
\sup_{y \in [1/2, 2]} T_n \left| \int_0^\infty c(x, y) \, dx^{-\gamma_1} - \int_0^\infty c(s_n(x), y) \, dx^{-\gamma_1} \right| \leq \sup_{y \in [1/2, 2]} T_n \left| \int_0^{l_n} [c(x, y) - c(s_n(x), y)] \, dx^{-\gamma_1} \right| + \sup_{y \in [1/2, 2]} T_n \left\{ \left| \int_0^{l_n} c(x, y) \, dx^{-\gamma_1} \right| - \left| \int_0^{l_n} c(s_n(x), y) \, dx^{-\gamma_1} \right| \right\}.
\]

First, we deal with the first term in the right-hand side of (A5). By the homogeneity and monotonicity property of \(c(x, y)\), we have

\[
|c(x_1, y) - c(x_2, y)| \leq \left| \left( \frac{x_2}{x_1} \right)^{1/\eta} - 1 \right| c(x_1, y).
\]

It follows that

\[
\sup_{y \in [1/2, 2]} T_n \left| \int_0^{l_n} [c(x, y) - c(s_n(x), y)] \, dx^{-\gamma_1} \right| \leq \sup_{y \in [1/2, 2]} T_n \left| \int_0^{l_n} \left( \frac{s_n(x)}{x} \right)^{1/\eta} - 1 \right| c(x, y) \, dx^{-\gamma_1}.
\]

Note that, for any \(\epsilon_0 > 0\), for sufficiently large \(n\) and \(x < l_n\) (see Cai, 2012, p. 85),

\[
\left| \frac{s_n(x)}{x} - 1 \right| - \frac{x^{-\rho_1} - 1}{\gamma_1 \rho_1} \leq x^{-\rho_1} \max(x^{\epsilon_0}, x^{-\epsilon_0}).
\]

This implies that

\[
\left| \frac{s_n(x)}{x} - 1 \right| \leq |A_1(n/k)| \left\{ \frac{x^{-\rho_1} - 1}{\gamma_1 \rho_1} + x^{-\rho_1} \max(x^{\epsilon_0}, x^{-\epsilon_0}) \right\}.
\]
Because, for \( \epsilon_0 < -\rho_1 (1 - \lambdai) / \lambdai \) and \( x < l_n \),

\[
|A_1(n/k)| \left\{ \left| \frac{x^{-\rho_1} - 1}{\gamma_1 \rho_1} \right| + x^{-\rho_1} \max(x^{\epsilon_0}, x^{-\epsilon_0}) \right\} = o(1)
\]

by a Taylor expansion, we obtain

\[
\left| \left( \frac{s_n(x)}{x} \right)^{1/\etai} - 1 \right| = |A_1(n/k)| \left\{ \left| \frac{x^{-\rho_1} - 1}{\gamma_1 \rho_1} \right| + x^{-\rho_1} \max(x^{\epsilon_0}, x^{-\epsilon_0}) \right\}
+ O \left( A_1(n/k) \left\{ \left| \frac{x^{-\rho_1} - 1}{\gamma_1 \rho_1} \right| + x^{-\rho_1} \max(x^{\epsilon_0}, x^{-\epsilon_0}) \right\} \right).
\]

Consequently,

\[
\sup_{y \in [1/2, 2]} T_n \left| \int_0^{l_n} \left( \frac{s_n(x)}{x} \right)^{1/\etai} - 1 \right| c(x, y) \, dx^{\gamma_1} \leq C \sup_{y \in [1/2, 2]} T_n |A_1(n/k)| \left| \int_0^{l_n} x^{-\rho_1} \max(x^{\epsilon_0}, x^{-\epsilon_0}) c(x, y) \, dx^{\gamma_1} \right|.
\]

Furthermore, using the triangular inequality and Cauchy–Schwarz, we get

\[
\left| \int_0^{l_n} x^{-\rho_1} \max(x^{\epsilon_0}, x^{-\epsilon_0}) c(x, y) \, dx^{\gamma_1} \right|
\leq \int_0^1 x^{-\rho_1 - \epsilon_0} c(x, y) \, dx^{\gamma_1} + \left[ \int_1^\infty c(x, y)^2 \, dx^{\gamma_1} \right]^{1/2} \left| \int_1^{l_n} x^{-\rho_1 \etai + 2\epsilon_0} \, dx^{\gamma_1} \right|^{1/2}
= O \left( l_n^{-\rho_1 + \epsilon_0 - \frac{\gamma_1}{2}} \right).
\]

Going back to (A6), we obtain

\[
\sup_{y \in [1/2, 2]} T_n \left| \int_0^{l_n} \left( \frac{s_n(x)}{x} \right)^{1/\etai} - 1 \right| c(x, y) \, dx^{\gamma_1} = O \left( \sqrt{\kappa \left( \frac{n}{k} \right)^{-\frac{1}{2} + \frac{1}{\etai} - \frac{\gamma_1}{2}} \right) \to 0
\]

because of Assumption \( B(5) \).

Next, we deal with the second term in the right-hand side of (A5). By Cauchy–Schwarz and Assumption \( B(1) \), we obtain

\[
\left| \int_{l_n}^\infty c(x, y) \, dx^{\gamma_1} \right| \leq \gamma_1 \left( \int_{l_n}^\infty x^{-\gamma_1 - 1} \, dx \right)^{1/2} \left( \int_1^\infty c(x, y)^2 x^{-\gamma_1 - 1} \, dx \right)^{1/2}
\leq CI_n^{-\gamma_1/2}
\]

for some constant \( C > 0 \). Moreover, because

\[
T_n^{\gamma_1/2} = \sqrt{\kappa \left( \frac{n}{k} \right)^{-\frac{1}{2} + \frac{1}{\etai} - \frac{\gamma_1}{2}}}
\]

by Assumption \( B(5) \), it follows that

\[
\sup_{y} T_n \left| \int_{l_n}^\infty c(x, y) \, dx^{\gamma_1} \right| \to 0.
\]
Furthermore, the triangular inequality and B(3) yield
\[
\left| \int_{l_n}^{\infty} c_s(x, y) \, dx^{-\gamma_1} \right| \\
\leq \left| \int_{l_n}^{\infty} c_k (s_n(x), y) \, dx^{-\gamma_1} \right| + \left| \int_{l_n}^{\infty} [c(s_n(x), y) - c_k (s_n(x), y)] \, dx^{-\gamma_1} \right| \\
\leq \int_{l_n}^{\infty} c_k (s_n(x), y) \, dx^{-\gamma_1} + \sup_{0 < x < n/k \atop y \in [1/2, 2]} \left| \frac{c_k (x, y) - c(x, y)}{x^{\beta_2}} \right| \int_{l_n}^{\infty} s_n(x)^{\beta_2} \, dx^{-\gamma_1}.
\]

Note that, by Assumption B(3),
\[
\sup_{0 < x < n/k \atop y \in [1/2, 2]} \left| \frac{c_k (x, y) - c(x, y)}{x^{\beta_2}} \right| = O_P \left( \left( \frac{n}{k} \right)^{\tau} \right).
\]

Then, using the definition of \( s_n \), a change of variable, and Jensen inequality, we obtain
\[
\int_{l_n}^{\infty} s_n(x)^{\beta_2} \, dx^{-\gamma_1} = \left( \frac{n}{k} \right)^{\beta_2} \int_{l_n}^{\infty} \left\{ \frac{1}{\beta_2} \int_{l_n}^{\infty} \mathbb{P} (X > U_1(n/k)x^{-\gamma_1}) \right\}^{\beta_2} \, dx \\
= \left( \frac{n}{k} \right)^{\beta_2} \int_{l_n}^{\infty} \left\{ \frac{1}{\beta_2} \int_{l_n}^{\infty} \mathbb{P} (X > U_1(n/k)x) \right\}^{\beta_2} \, dx \\
\leq \left( \frac{n}{k} \right)^{\beta_2} \int_{l_n}^{\infty} \left\{ \frac{1}{\beta_2} \int_{l_n}^{\infty} \mathbb{P} (X > U_1(n/k)x^{-\gamma_1}) \frac{U_1(n/k)x^{-\gamma_1}}{\beta_1} \, dx \right\}^{\beta_2} \\
\leq \left( \frac{n}{k} \right)^{\beta_2 - \gamma_1} \left( \frac{n}{k} \right)^{\beta_1} \left( \mathbb{E}[X] \right)^{\beta_2} \\
= o \left( \left( \frac{n}{k} \right)^{\beta_2 - \gamma_1} \right).
\]

Hence, Assumption B(5) implies
\[
\sup_y T_n \left| \int_{l_n}^{\infty} [c(s_n(x), y) - c_k (s_n(x), y)] \, dx^{-\gamma_1} \right| = O_P \left( \sqrt{k} \left( \frac{n}{k} \right)^{-\frac{1}{2} + \frac{1}{\tau} + \beta_2 - \gamma_1} \right) \rightarrow 0.
\]

On the other hand, using the definition of \( s_n \), we get
\[
\int_{l_n}^{\infty} c_k (s_n(x), y) \, dx^{-\gamma_1} \\
= \int_{l_n}^{\infty} \left( \frac{n}{k} \right)^{1/\gamma_1} \mathbb{P} [X > U_1 \left( \frac{n}{ks_n(x)} \right), Y > U_2 \left( \frac{n}{ky} \right)] \, dx^{-\gamma_1} \\
\leq l_1 (\frac{ky}{n})^{1/\gamma_1} \left( \frac{n}{k} \right)^{1/\gamma_1}.
\]
and as a result,

$$\sup_{y} T_n \left| \int_{0}^{\infty} c_{\frac{k}{n}} (s_n(x), y) \, dx^{\gamma_1} \right| \leq C \sqrt{k} \left( \frac{n}{k} \right)^{\frac{1}{2} - 1 - \lambda \gamma_1} \to 0,$$

(A9)

because of Assumption B(5).

(iv) We write

$$\sup_{y \in \left[ \frac{1}{2}, 2 \right]} \left| \int_{0}^{\infty} c_{\frac{k}{n}} (x \wedge \frac{n}{k}, y) \, dx^{\gamma_1} - \int_{0}^{\infty} c(x, y) \, dx^{\gamma_1} \right| \leq \sup_{y \in \left[ \frac{1}{2}, 2 \right]} \left\{ \left| \int_{0}^{\frac{n}{k}} c_{\frac{k}{n}} (x, y) \, dx^{\gamma_1} \right| + \left| \int_{\frac{n}{k}}^{\infty} c(x, y) \, dx^{\gamma_1} \right| \right\} (A10)$$

$$\sup_{0 < x < \frac{n}{k}} \left| c_{\frac{k}{n}} (x, y) - c(x, y) \right| \left| \int_{0}^{\infty} x^{\beta_1} \wedge x^{\beta_2} \, dx^{\gamma_1} \right| + \left( \frac{n}{k} \right)^{-\rho \gamma_1} c_{\frac{k}{n}} (n/k, 2) + o(1).$$

The first term on the right-hand side of the inequality converges to zero by Assumptions B(2)–B(3). Moreover, by definition (4) and Assumption B(1), we have

$$\left( \frac{n}{k} \right)^{-\rho \gamma_1} c_{\frac{k}{n}} (n/k, 2) \leq \left( \frac{n}{k} \right)^{\frac{1}{2} - 1 - \lambda \gamma_1} \to 0.$$

(v) We first give the proof for (A4). By Assumptions B(2) and B(3), we have

$$\sup_{y \in \left[ \frac{1}{2}, 2 \right]} T_n \left| \int_{0}^{\infty} c_{\frac{k}{n}} (s_n(x), y) - c(s_n(x), y) \, dx^{\gamma_1} \right| \leq T_n \sup_{0 < x < \frac{n}{k}} \left| c_{\frac{k}{n}} (x, y) - c(x, y) \right| \int_{0}^{\infty} s_n(x)^{\beta_1} \wedge s_n(x)^{\beta_2} \, dx^{\gamma_1}$$

$$= O \left( T_n \left( \frac{n}{k} \right)^{\gamma_1} \right) \int_{0}^{\infty} s_n(x)^{\beta_1} \wedge s_n(x)^{\beta_2} \, dx^{\gamma_1}.$$

Next, we obtain an upper bound for the integral in the last equality. Because $s_n(x)$ is monotone and $s_n(1) = 1$, we get the following bound for the integral from zero to one:

$$\int_{0}^{1} s_n(x)^{\beta_1} \, dx^{\gamma_1} < \int_{\mathbb{R}} s_n(x)^{\beta_1} \wedge 1 \, dx^{\gamma_1}.$$
which is shown to be $O(1)$ in Cai et al. (2015, p. 438). Moreover, using the definition of $s_n$, a change of variable, and Jensen inequality, we obtain

\[
\int_1^\infty s_n(x)^\beta_2 \, dx^{-\gamma_1} = \int_1^\infty \left\{ \frac{n}{k} \mathbb{P}(X > U_1(n/k)x^{-\gamma_1}) \right\}^\beta_2 \, dx^{-\gamma_1}
\]

\[
= \left( \frac{n}{k} \right)^{\beta_2} \int_0^1 \left\{ \mathbb{P}(X > U_1(n/k)x) \right\}^\beta_2 \, dx
\]

\[
\leq \left( \frac{n}{k} \right)^{\beta_2} \left\{ \int_0^1 \mathbb{P}(X > U_1(n/k)x) \, dx \right\}^{\beta_2}
\]

\[
= \left( \frac{n}{k} \right)^{\beta_2} \frac{1}{U_1(n/k)} \int_0^{U_1(n/k)} \mathbb{P}(X > x) \, dx \right\}^{\beta_2}
\]

\[
\approx \left( \frac{n}{k} \right)^{\beta_2 - \gamma_1} (\mathbb{E}[X])^{\beta_2}.
\]

By Assumption B(5),

\[
O \left( T_n \left( \frac{n}{k} \right)^{\gamma_1 + \beta_2 - \gamma_1} \right) = \sqrt{k} \left( \frac{n}{k} \right)^{-\frac{1}{2n} + \frac{1}{2} + \gamma_1 + \beta_2 (1 - \gamma_1)} \to 0,
\]

(A11)

Thus, (A4) is proved.

The proof for (A3) can be obtained in a similar way. We use the triangular inequality as in (A10) to get

\[
\sup_{y \in [1/2, 2]} T_n \left| \int_0^\infty c_{\frac{k}{x}}(x \wedge \frac{n}{k}) - \int_0^\infty c(x, y) \, dx \right|^{-\gamma_1} - \int_0^\infty c(x, y) \, dx
\]

\[
\leq T_n \sup_{0 < x < n/k \atop y \in [1/2, 2]} \frac{|c_{\frac{k}{x}}(x, y) - c(x, y)|}{x^{\beta_1} + y^{\beta_2}} \left| \int_0^\infty x^{\beta_1} \wedge y^{\beta_2} \, dx^{-\rho_1} \right|
\]

\[
+ T_n \left( \frac{n}{k} \right)^{-\gamma_1} c_{\frac{k}{x}}(n/k, 2) + T_n \left| \int_0^\infty c(x, 2) \, dx^{-\rho_1} \right|
\]

\[
= A_1 + A_2 + A_3.
\]

$A_1$ converges to zero by (A11). Moreover, as in (A7),

\[
A_3 = O \left( T_n \left( \frac{n}{k} \right)^{-\gamma_1} \right) \to 0
\]

by Assumption B(5). Finally,

\[
A_2 = O_P \left( T_n \left( \frac{n}{k} \right)^{-\gamma_1} \right) = O_P \left( \sqrt{k} \left( \frac{n}{k} \right)^{-\frac{1}{2n} - \gamma_1} \right) \to 0
\]

(see (A9)).

**Lemma 2.** Assume B(1)–B(3). For $y \in [1/2, 2]$ and $\rho \in \{ 1, 2, 2 + \delta \}$, define

\[
A_n(y, \rho) = \left( \frac{n}{k} \right)^{1/n} \left( - \int_0^\infty \mathbb{1}_{\{ 1 - F_1(x) < \frac{\delta}{n}, x > \frac{k}{y} \}} \, dx^{-\gamma_1} \right)^\rho.
\]

Then,

\[
\mathbb{E}[A_n(y, \rho)] \to - \int_0^\infty c(x, y) \, dx^{-\rho_1}.
\]
**Proof.** Denote $W_1 = 1 - F_1(X_1)$ and $V_1 = 1 - F_2(Y_1)$. Then, we can write the integral as

$$
\int_0^\infty \mathbb{I}\{w_i < \frac{k}{n} x, v_i < \frac{k}{n} y\} \, dx^{-\gamma_1} = -\mathbb{I}\{v_i < \frac{k}{n}\} \left(\frac{n}{k} W_1\right)^{-\gamma_1}.
$$

As a result, by (12) and a change of variable, we obtain

$$
\mathbb{E}[A_n(y, \rho)] = \left(\frac{n}{k}\right)^{1/\eta} \mathbb{E}\left[\mathbb{I}\{v_i < \frac{k}{n}\} \left(\frac{n}{k} W_1\right)^{-\rho\gamma_1}\right]
$$

$$
= \left(\frac{n}{k}\right)^{1/\eta} \int_0^\infty \mathbb{P}\left[W_1 < \frac{k}{n} x, V_1 < \frac{k}{n} y\right] \, dx
$$

$$
= -\left(\frac{n}{k}\right)^{1/\eta} \int_0^\infty \mathbb{P}\left[W_1 < \frac{k}{n} x, V_1 < \frac{k}{n} y\right] \, dx^{-\rho\gamma_1}
$$

$$
= -\int_0^\infty c_\gamma \left(x \wedge \frac{n}{k}, y\right) \, dx^{-\rho\gamma_1}.
$$

The statement follows from (A2). \qed

**Proof of Proposition.** For $i = 1, \ldots, n$, let $W_i = 1 - F_1(X_i)$ and $V_i = 1 - F_2(Y_i)$. We write

$$
\tilde{\theta}_n = \frac{1}{k y} \sum_{i=1}^n \int_0^\infty \mathbb{I}\{x_i > x, y_i > u_i\} \, dx
$$

$$
= -\frac{U_1(n/k)}{k y} \sum_{i=1}^n \int_0^\infty \mathbb{I}\{w_i < \frac{k}{n} s_n(x), v_i < \frac{k}{n} y\} \, dx^{-\gamma_1},
$$

where $s_n(x)$ is defined in (16).

Similarly, we have

$$
\frac{S_n}{U_1(n/k)} \left(\tilde{\theta}_n - \tilde{\theta}_n\right) = \sum_{i=1}^n \left(Z^*_n(y) - \mathbb{E}\left[Z^*_n(y)\right]\right),
$$

where

$$
Z^*_n(y) = -\frac{S_n}{k y} \int_0^\infty \mathbb{I}\{w_i < \frac{k}{n} s_n(x), v_i < \frac{k}{n} y\} \, dx^{-\gamma_1}.
$$

Recall that we have $\lim_{n \to \infty} s_n(x) = x$ by the regular variation of $1 - F_1$. We shall study a simpler process obtained by replacing $s_n(x)$ with $x$ in (A14):

$$
Z_{n,i}(y) = -\frac{S_n}{k y} \int_0^\infty \mathbb{I}\{w_i < \frac{k}{n} x, v_i < \frac{k}{n} y\} \, dx^{-\gamma_1}.
$$

To prove (A1), it suffices to show that

$$
\sup_{y \in [1/2, 2]} n \mathbb{E}\left[Z^*_n(y) - Z_{n,1}(y)\right] \to 0,
$$

and

$$
\left\{\sum_{i=1}^n (Z_{n,i}(y) - \mathbb{E}[Z_{n,i}(y)])\right\}_{y \in [1/2, 2]} \overset{d}{\to} \{W(y)\}_{y \in [1/2, 2]}.
$$
Note that (A15) implies that
\[ \sup_{y \in [1/2, 2]} \sum_{i=1}^{n} (Z_{n,i}^*(y) - Z_{n,i}(y)) \xrightarrow{p} 0 \]
and
\[ \sup_{y \in [1/2, 2]} \sum_{i=1}^{n} (E[Z_{n,i}^*(y)] - E[Z_{n,i}(y)]) \xrightarrow{p} 0. \]

**Step 1: Proof of (A15)**

Using the definitions and the triangular inequality, we write
\[
\begin{align*}
    nE \left[ \left| Z_{n,1}^* - Z_{n,1} \right| \right] &= - \left( \frac{n}{k} \right)^{\frac{1}{n} - \frac{1}{2}} \int_{0}^{\infty} \left( \frac{k}{n} (x \wedge s_n(x)) < W_1 < \frac{k}{n} (x \vee s_n(x)), V_1 < \frac{k}{n} y \right) dx^{-\gamma_i} \\
    &= \frac{T_n}{y} \int_{0}^{\infty} \left[ c_n \left( \left( x \wedge \frac{n}{k} \right) \vee s_n(x), y \right) - c_n (x \wedge s_n(x), y) \right] dx^{-\gamma_i} \\
    &\leq \frac{T_n}{y} \int_{0}^{\infty} |c(x, y) - c(s_n(x), y)| dx^{-\gamma_i} \\
    &- \frac{T_n}{y} \int_{0}^{\infty} \left| c_n \left( x \wedge \frac{n}{k}, y \right) - c(x, y) \right| dx^{-\gamma_i} \\
    &- \frac{T_n}{y} \int_{0}^{\infty} \left| c_n (s_n(x), y) - c(s_n(x), y) \right| dx^{-\gamma_i}.
\end{align*}
\]

All three terms in the left-hand side converge to zero by (iii) and (v) in Lemma 1.

**Step 2: Proof of (A16)**

We aim to apply Theorem 2.11.9 in van der Vaart and Wellner (1996). We will prove that the four conditions of this theorem are satisfied. Here, \((\mathcal{F}, \rho) = \{ [1/2, 2], \rho(y_1, y_2) = |y_1 - y_2| \} \), and \( ||Z||_{\mathcal{F}} = \sup_{y \in \mathcal{F}} |Z(y)| \).

(a) Fix \( \epsilon > 0 \). Using that \( ||Z_{n,1}||_{\mathcal{F}} \leq 4Z_{n,1}(2) \), we get the following, with \( \delta \) as defined in Assumption B(1),
\[
\begin{align*}
    nE \left[ ||Z_{n,1}||_{\mathcal{F}} \mathbb{1}_{||Z_{n,1}||_{\mathcal{F}} > \epsilon} \right] &\leq 4nE \left[ Z_{n,1}(2) \mathbb{1}_{Z_{n,1}(2) > \epsilon} \right] \\
    &\leq \frac{4n}{\epsilon^{1+\delta}} E \left[ Z_{n,1}^{2+\delta}(2) \right] \\
    &= \frac{n}{\epsilon^{1+\delta} 2^{2+\delta}} \sum_{i=1}^{2+\delta} \mathbb{E} \left[ \left( - \int_{0}^{\infty} \mathbb{1}_{\left\{ W_i < \frac{\epsilon}{n}, V_i < \frac{2n}{\epsilon} \right\}} dx^{-\gamma_i} \right)^{2+\delta} \right] \\
    &= \frac{1}{\epsilon^{1+\delta} 2^{\delta}} T_n^{-\delta} \mathbb{E} \left[ \left( \frac{n}{k} \right)^{1/\eta} \left( - \int_{0}^{\infty} \mathbb{1}_{\left\{ W_i < \frac{\epsilon}{n}, V_i < \frac{2n}{\epsilon} \right\}} dx^{-\gamma_i} \right)^{2+\delta} \right] \\
    &\to 0. \quad (A17)
\end{align*}
\]

The last convergence follows from \( T_n \to \infty \) and Lemma 2.
(b) Take a sequence \( \delta_n \to 0 \). Then, by the triangular inequality and that \( y_1, y_2 \geq 1/2 \), it follows that

\[
\sup_{|y_1 - y_2| < \delta_n} \sum_{i=1}^{n} \mathbb{E} \left[ (Z_{n,i}(y_1) - Z_{n,i}(y_2))^2 \right] \\
\leq 4 \sup_{|y_1 - y_2| < \delta_n} \sum_{i=1}^{n} \left( \frac{n}{k} \right)^{\frac{1}{2} - 1} \frac{1}{k} \left[ \left( \int_{0}^{\infty} \mathbb{I} \left\{ W_i < \frac{k}{n}, \gamma_1 < \frac{k}{n} \right\} \, dx \right)^2 \right] \\
+ \sup_{|y_1 - y_2| < \delta_n} \left( \frac{n}{k} \right)^{\frac{1}{2}} \left[ \int_{0}^{\infty} \mathbb{I} \left\{ W_i < \frac{k}{n}, \gamma_1 < \frac{k}{n} \right\} \, dx \right)^2 \right] \\
= 4 \sup_{|y_1 - y_2| < \delta_n} \left( \frac{n}{k} \right)^{\frac{1}{2}} \mathbb{E} \left[ \mathbb{I} \left\{ \frac{k}{n} < \gamma_1 < \frac{k}{n} \right\} \left( \frac{n}{k} W_1 \right)^{-2\gamma_1} \right] \\
+ \sup_{|y_1 - y_2| < \delta_n} \left( \frac{n}{k} \right)^{\frac{1}{2}} \mathbb{E} \left[ \mathbb{I} \left\{ \frac{k}{n} < \gamma_1 < \frac{k}{n} \right\} \left( \frac{n}{k} W_1 \right)^{-2\gamma_1} \right] \\
=: A_n(y_1, y_2),
\]

where \( A_n(y_1, y_2) \) is defined as in Lemma 2. Thus, the second summand converges to zero because \( \lim_{n \to \infty} \mathbb{E}[A_n(y_1, y_2)] < \infty \), \( \delta_n \to 0 \), and \( y_1, y_2 \geq 1/2 \). Moreover, by the triangular inequality and by (ii) and (iv) in Lemma 1,

\[
\left( \frac{n}{k} \right)^{\frac{1}{2}} \mathbb{E} \left[ \mathbb{I} \left\{ \frac{k}{n} < \gamma_1 < \frac{k}{n} \right\} \left( \frac{n}{k} W_1 \right)^{-2\gamma_1} \right] \\
= -\left( \frac{n}{k} \right)^{\frac{1}{2}} \int_{0}^{\infty} \mathbb{P} \left( \frac{k}{n} < \gamma_1 < \frac{k}{n} + \delta_n, W_1 < \frac{k}{n} \gamma_1 < \frac{k}{n} \gamma_1 \right) \, dx \right)^2
\]

(c) Let \( N_{c}(\epsilon, \mathcal{F}, L_2^n) \) be the minimal number of sets \( N_{c} \) in a partition \( [1/2, 2] = \bigcup_{j=1}^{N_{c}} I_{n,j}^c \) such that

\[
\sum_{i=1}^{n} \mathbb{E} \left[ \sup_{y_1, y_2 \in I_{n,j}^c} |Z_{n,i}(y_1) - Z_{n,i}(y_2)|^2 \right] \leq \epsilon^2, \quad \forall j = 1, \ldots, N_{c}.
\]

Consider the partition given by \( I_{n,j}^c = [1/2 + (j - 1)\Delta_n, 1/2 + j\Delta_n] \). Then, \( N_{c} = 3/2\Delta_n \). We aim at finding \( \Delta_n \) such that, for every sequence \( \delta_n \to 0 \), it holds

\[
\int_{0}^{\delta_n} \sqrt{\log N_{c}(\epsilon, \mathcal{F}, L_2^n)} \, d\epsilon \to 0.
\]

By the same reasoning for (A18), we obtain

\[
n \mathbb{E} \left[ \sup_{y_1, y_2 \in I_{n,j}^c} |Z_{n,1}(y_1) - Z_{n,1}(y_2)|^2 \right] \\
\leq \sup_{y_1, y_2 \in I_{n,j}^c} \left[ \frac{1}{y_1^2} - \frac{1}{y_2^2} \right] \mathbb{E} A_n(y_1, y_2) + 4 \sup_{y_1, y_2 \in I_{n,j}^c} \left( \frac{n}{k} \right)^{\frac{1}{2}} \mathbb{E} \left[ \mathbb{I} \left\{ \frac{k}{n} \gamma_1 < \frac{k}{n} \gamma_1 \right\} \left( \frac{n}{k} W_1 \right)^{-2\gamma_1} \right] \\
=: B_n + C_n.
\]

For the first term, we have \( B_n \leq K_1 \Delta_n \) for some constant \( K_1 > 0 \) by Lemma 2. Let \( \bar{y}_1 = 1/2 + (j - 1)\Delta_n \) and \( \bar{y}_2 = 1/2 + j\Delta_n \). Next, we derive two different upper bounds for \( C_n \). First,
by Holder inequality, we obtain

\[
C_n \leq 4 \left( \frac{n}{k} \right)^{\frac{1}{q}} \mathrm{E} \left[ \mathbb{1}_{\left\{ \frac{\tilde{E}}{n} < V_1 < \frac{\tilde{E}}{n} \right\}} \left( W_1 \frac{n}{k} \right)^{-2\rho_1} \right] \\
\leq 4 \left( \frac{n}{k} \right)^{\frac{1}{q}} \mathrm{E} \left[ \mathbb{1}_{\left\{ \frac{\tilde{E}}{n} < V_1 < \frac{\tilde{E}}{n} \right\}} \left( W_1 \frac{n}{k} \right)^{-2\rho_1} \right]^{1/p} \mathrm{E} \left[ \mathbb{1}_{\left\{ V_1 < \frac{\tilde{E}}{n} \right\}} \left( W_1 \frac{n}{k} \right)^{-2\rho_1} \right]^{1/q} \\
\leq 4 \left( \frac{n}{k} \right)^{\frac{1}{q} - 1 - \frac{1}{p} - \frac{1}{q}} |\tilde{y}_1 - \tilde{y}_2|^{\frac{1}{p}} \mathrm{E} \left[ A_n(\tilde{y}_2, 2q) \right] \\
= K_2 \left( \frac{n}{k} \right)^{\frac{1}{q} - 1 - \frac{1}{p} - \frac{1}{q}} \Delta_n^{\frac{1}{p}},
\]

for some constant \( K_2 \). The last equality is obtained by applying Lemma 2 and choosing \( q = (2 + \delta)/2 \) and \( 1/p + 1/q = 1 \).

Second, by the same reasoning for (A19), the triangular inequality, and (ii) and (iv) in Lemma 1, we get a second bound on \( C_n \):

\[
C_n \leq -8 \int_{0}^{\infty} \left[ c_\tilde{E} (x \wedge \frac{n}{k}, \tilde{y}_2) - c_\tilde{E} (x \wedge \frac{n}{k}, \tilde{y}_1) \right] \mathrm{d}x^{2\rho_1} \\
= -8 \int_{0}^{\infty} [c(x, \tilde{y}_2) - c(x, \tilde{y}_1)] \mathrm{d}x^{2\rho_1} \\
- 8 \int_{0}^{\infty} \left[ c_\tilde{E} (x \wedge \frac{n}{k}, \tilde{y}_2) - c(x, \tilde{y}_2) \right] \mathrm{d}x^{2\rho_1} \\
- 8 \int_{0}^{\infty} \left[ c(x, \tilde{y}_1) - c_\tilde{E} (x \wedge \frac{n}{k}, \tilde{y}_1) \right] \mathrm{d}x^{2\rho_1} \\
\leq K_3 \Delta_n + K_4 \left( \frac{n}{k} \right)^{r}
\]

for some constants \( K_3 \) and \( K_4 \).

If \( \epsilon^2 < \left( \frac{n}{k} \right)^{r^*} \) for some \( r^* \in (\tau, 0) \), we use the first bound on \( C_n \), that is,

\[
B_n + C_n \leq 2K_2 \left( \frac{n}{k} \right)^{\frac{1}{q} - 1 - \frac{1}{p} - \frac{1}{q}} \Delta_n^{\frac{1}{p}},
\]

and by choosing

\[
\Delta_n = (2K_2)^{-p} \left( \frac{n}{k} \right)^{-\frac{1}{q} + \frac{p}{q^2} \epsilon^2},
\]

we get \( B_n + C_n \leq \epsilon^2 \). Hence,

\[
N_{\epsilon} \leq \frac{3(2K_2)^p}{\epsilon^{2p}} \left( \frac{n}{k} \right)^{\frac{p}{q^2} - \frac{1}{q} - \frac{p}{q^2} \epsilon^2}.
\]

Otherwise, if \( \epsilon^2 > \left( \frac{n}{k} \right)^{r^*} \), for sufficiently large \( n \),

\[
K_4 \left( \frac{n}{k} \right)^{r^*} < \frac{1}{2} \left( \frac{n}{k} \right)^{r^*} < \frac{1}{2} \epsilon^2,
\]

and we use the second bound on \( C_n \) with

\[
\Delta_n = \frac{\epsilon^2}{2(K_1 + K_3)},
\]

that is, we get

\[
B_n + C_n \leq (K_1 + K_3) \Delta_n + K_4 \left( \frac{n}{k} \right)^{r} \leq \epsilon^2.
\]
Hence, in this case,

\[ N_e \leq \frac{3(K_1 + K_3)}{e^2}. \]

Now, we distinguish between two cases. If \( \delta_n \sqrt{\log(n/k)} \to 0 \), using \( \sqrt{a+b} \leq \sqrt{a} + \sqrt{b} \) and \( \log(x) \leq x \) for large \( x \), we get

\[
\int_0^{\delta_n} \sqrt{\log N_1(\epsilon, F, L_2^1)} \, d\epsilon \leq \int_0^{\delta_n} \sqrt{\left( \frac{p}{n} - 1 - \frac{p}{n\eta} \right) \log(n/k) + 2p \log e^{-1} + \log(2K_2 \epsilon^2)} \, d\epsilon \\
\leq K \left( \int_0^{\delta_n} \sqrt{\log(n/k)} \, d\epsilon + \int_0^{\delta_n} \sqrt{e^{-1}} \, d\epsilon \right),
\]

and the left-hand side converges to zero as \( \delta_n \to 0 \).

On the other hand, if \( \delta_n \sqrt{\log(n/k)} \not\to 0 \), take \( \delta_n^* = (n/k)^{\gamma^*} \). Note that \( \delta_n^* \sqrt{\log(n/k)} \to 0 \).

Hence, we write

\[
\int_0^{\delta_n} \sqrt{\log N_1(\epsilon, F, L_2^1)} \, d\epsilon = \int_0^{\delta_n} \sqrt{\log N_1(\epsilon, F, L_2^1)} \, d\epsilon + \int_0^{\delta_n^*} \sqrt{\log N_1(\epsilon, F, L_2^1)} \, d\epsilon \\
\leq o(1) + \int_0^{\delta_n^*} \sqrt{\log(3(K_1 + K_3) / e^2)} \, d\epsilon \\
\leq o(1) + \sqrt{2} \int_0^{\delta_n^*} \sqrt{e^{-1}} \, d\epsilon \to 0.
\]

(d) We have to show that the marginals converge, that is, for each \( M \in \mathbb{N} \) and for each \( y_1, \ldots, y_M \in [1/2, 2] \), the random vector

\[
\left( \sum_{i=1}^n (Z_{n,i}(y_1) - \mathbb{E}[Z_{n,i}(y_1)]) \right, \ldots, \sum_{i=1}^n (Z_{n,i}(y_M) - \mathbb{E}[Z_{n,i}(y_M)]) \right)
\]

converges to a multivariate normal distribution. It suffices to show that, for each \( a_1, \ldots, a_M \in \mathbb{R} \), we have

\[
\sum_{j=1}^M a_j \left[ \sum_{i=1}^n (Z_{n,i}(y_j) - \mathbb{E}[Z_{n,i}(y_j)]) \right] = \sum_{i=1}^n (N_{n,i} - \mathbb{E}[N_{n,i}])
\]

converging to a normal distribution, where \( N_{n,i} = \sum_{j=1}^M a_j Z_{n,i}(y_j) \). This will follow from the Lindeberg–Feller central limit theorem (see, e.g., van der Vaart, 1998), once we show that, for each \( \epsilon > 0 \),

\[
\sum_{i=1}^n \mathbb{E} \left[ |N_{n,i}|^2 \mathbb{I}_{|N_{n,i}| > \epsilon} \right] \to 0 \tag{A20}
\]

and

\[
\sum_{i=1}^n \text{Var} \left( N_{n,i} \right) \to \sigma_N^2. \tag{A21}
\]

We proceed with (A20). First,

\[
\sum_{i=1}^n \mathbb{E} \left[ |N_{n,i}|^2 \mathbb{I}_{|N_{n,i}| > \epsilon} \right] = n \mathbb{E} \left[ |N_{n,1}|^2 \mathbb{I}_{|N_{n,1}| > \epsilon} \right] \\
\leq \frac{n \mathbb{E} \left[ |N_{n,1}|^{2+\delta} \right]}{e^{\delta}} \leq Kn \sum_{j=1}^M |a_j|^{2+\delta} \mathbb{E} \left[ |Z_{n,1}(2)|^{2+\delta} \right] e^{-\delta},
\]

\[
\sum_{i=1}^n \text{Var} \left( N_{n,i} \right) \to \sigma_N^2.
\]

We proceed with (A20). First,
which converges to zero by (A17). For (A21), we write
\[ \sum_{i=1}^{n} \text{Var}(N_{n,i}) = n \left\{ \mathbb{E} \left[ \left( \sum_{j=1}^{M} a_j Z_{n,1}(y_j) \right)^2 \right] - \left( \mathbb{E} \left[ \sum_{j=1}^{M} a_j Z_{n,1}(y_j) \right] \right)^2 \right\} \]
\[ = n \mathbb{E} \left[ \sum_{j,k=1}^{M} a_j a_k Z_{n,1}(y_j) Z_{n,1}(y_k) \right] - \left( \sqrt{n} \sum_{j=1}^{M} a_j \mathbb{E} \left[ Z_{n,1}(y_j) \right] \right)^2 \]
\[ = n \sum_{j,k=1}^{M} a_j a_k \mathbb{E} \left[ Z_{n,1}(y_j) Z_{n,1}(y_k) \right] + o(1) \]
because it is easy to check that \( \sqrt{n} \mathbb{E} \left[ Z_{n,1}(y_j) \right] \to 0 \), for \( j = 1, \ldots, M \). Moreover, observe that
\[ n \mathbb{E} \left[ Z_{n,1}(y_j) Z_{n,1}(y_k) \right] = \frac{n}{k} \frac{1}{y_j y_k} \mathbb{E} \left[ \left( \int_{0}^{\infty} \mathbb{I}_{\left\{ U_1 < \frac{x}{n} \right\}} \mathbb{I}_{\left\{ V_1 < \frac{k}{n} \right\}} \right)^2 \right] \]
\[ = \frac{1}{y_j y_k} \mathbb{E} \left[ A_n(y_j \wedge y_k, 2) \right]. \]
Thus, by Lemma 2, it follows that (A21) holds with
\[ \sigma_N^2 = - \sum_{j,k=1}^{M} a_j a_k \int_{0}^{\infty} c(x, y_j \wedge y_k) \, dx \quad (A22) \]
We have now verified the four conditions required by Theorem 2.11.9 in van der Vaart and Wellner (1996), which leads to the conclusion that \( \sum_{i=1}^{n} (Z_{n,1} - \mathbb{E}[Z_{n,1}]) \) converges in distribution to a Gaussian process. Finally, we compute the covariance structure of the limit process. For each \( y_1, y_2 \in [1/2, 2] \), by independence, we have
\[ \mathbb{E}[W(y_1)W(y_2)] = \lim_{n \to \infty} \text{Cov} \left( \sum_{i=1}^{n} Z_{n,i}(y_1), \sum_{i=1}^{n} Z_{n,i}(y_2) \right) \]
\[ = \lim_{n \to \infty} n \ \text{Cov}(Z_{n,1}(y_1), Z_{n,1}(y_2)) \]
\[ = \lim_{n \to \infty} \left( n \mathbb{E} \left[ Z_{n,1}(y_1) Z_{n,1}(y_2) \right] - n \mathbb{E} \left[ Z_{n,1}(y_1) \right] \mathbb{E} \left[ Z_{n,1}(y_2) \right] \right) \]
\[ = - \frac{1}{y_1 y_2} \int_{0}^{\infty} c(x, y_1 \wedge y_2) \, dx \quad (A23) \]
The fourth equality follows the same reasoning as that for (A22). 

\[ \square \]

**Proof of Proposition 2.** Note that the convergence speed in this proposition is \( \frac{S_n}{U_1(n/k)} \), which is the same as that in Proposition 3. By definition,
\[ \hat{\theta}_n = e_n \hat{\theta}_{kn} \]
Hence,
\[ \frac{S_n}{U_1(n/k)} \left( \hat{\theta}_n - \theta_n \right) = \frac{S_n}{U_1(n/k)} e_n \left( \hat{\theta}_{kn} - \theta_{kn} \right) + \frac{S_n}{U_1(n/k)} \left( e_n \theta_{kn} - \theta_n \right) \]
\[ =: T_1 + T_2. \]
First, we show that \( T_1 \overset{d}{\to} W(1) \). We start by writing

\[
T_1 = e_n \left[ \frac{S_n}{U_1(n/k)} (\bar{\theta}_{kn} - \theta_{kn}) - W(e_n) \right] + e_n W(e_n).
\]

Because \( e_n \overset{p}{\to} 1 \), the first term of the right-hand side, with probability tending to one, is bounded by

\[
2 \sup_{y \in [1/2, 2]} \left| \frac{S_n}{U_1(n/k)} (\bar{\theta}_{kn} - \theta_{kn}) - W(y) \right|,
\]

which is \( o_p(1) \) by Proposition 3 and the continuous mapping theorem. Moreover, by Corollary 1.11 in Adler (1990) and \( e_n \overset{p}{\to} 1 \), \( W(e_n) \overset{d}{\to} W(1) \). Thus, \( T_1 \overset{d}{\to} W(1) \).

Using (A12), we can write

\[
\frac{S_n}{U_1(n/k)} \frac{\theta_{kn}}{n} = -\frac{T_n}{y} \int_0^\infty c_{\frac{n}{k}} (s_n(x), y) dx^{-\gamma_1}.
\]

Thus, \( T_2 \) can be rewritten as follows:

\[
T_2 = T_n \int_0^\infty \left\{ c_{\frac{n}{k}} (s_n(x), e_n) - c_{\frac{n}{k}} (s_n(x), 1) \right\} dx^{-\gamma_1}
= T_n \int_0^\infty \left\{ c_{\frac{n}{k}} (s_n(x), e_n) - c(s_n(x), e_n) \right\} dx^{-\gamma_1}
+ T_n \int_0^\infty \left\{ c(s_n(x), e_n) - c(s_n(x), 1) \right\} dx^{-\gamma_1}
+ T_n \int_0^\infty \left\{ c(s_n(x), 1) - c_{\frac{n}{k}} (s_n(x), 1) \right\} dx^{-\gamma_1}
= o_p(1) + T_{21} + o(1).
\]

The last equality follows from the fact that \( e_n \overset{p}{\to} 1 \) and (A4). Furthermore, we can decompose \( T_{21} \) into three terms as follows:

\[
T_{21} = T_n \int_0^\infty \{ c(s_n(x), e_n) - c(x, e_n) \} dx^{-\gamma_1} + T_n \int_0^\infty \{ c(x, 1) - c(s_n(x), 1) \} dx^{-\gamma_1}
+ T_n \int_0^\infty \{ c(x, e_n) - c(x, 1) \} dx^{-\gamma_1}
= o_p(1) + o(1) + O_p(T_n |e_n - 1|),
\]

by (ii) and (iii) in Lemma 1. Finally,

\[
T_n |e_n - 1| = \left( \frac{n}{k} \right)^{-1 - \frac{1}{2}} \sqrt{k} |e_n - 1| \to 0
\]

because \( \sqrt{k} |e_n - 1| = O_P(1) \); see (26) in Cai et al. (2015). Consequently, \( T_2 = o_p(1) \) and it has no contribution in the limit distribution.