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Abstract

This paper considers the problem of system identification (ID) of linear and nonlinear non-autonomous systems from noisy and sparse data. We propose and analyze an objective function derived from a Bayesian formulation for learning a hidden Markov model with stochastic dynamics. We then analyze this objective function in the context of several state-of-the-art approaches for both linear and nonlinear system ID. In the former, we analyze least squares approaches for Markov parameter estimation, and in the latter, we analyze the multiple shooting approach. We demonstrate the limitations of the optimization problems posed by these existing methods by showing that they can be seen as special cases of the proposed optimization objective under certain simplifying assumptions: conditional independence of data and zero model error. Furthermore, we observe that our proposed approach has improved smoothness and inherent regularization that make it well-suited for system ID and provide mathematical explanations for these characteristics’ origins. Finally, numerical simulations demonstrate a mean squared error over 8.7 times lower compared to multiple shooting when data are noisy and/or sparse. Moreover, the proposed approach can identify accurate and generalizable models even when there are more parameters than data or when the underlying system exhibits chaotic behavior.
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1 Introduction

Learning accurate and generalizable models of dynamical systems is of interest in a wide variety of research areas. Examples include, but are not limited to, predicting blood glucose levels in diabetes patients [55,22,42], weather forecasting [26,1,37], model predictive control [5,72], and load forecasting of smart grids [38,19,32]. In a previous work [23], we analyzed a Bayesian system identification (ID) algorithm that uses a hidden Markov model (HMM) with stochastic dynamics to model the underlying system. Oftentimes, the process noise in a stochastic model represents external disturbances to the system’s nominal dynamics, but we showed that it can also be used to account for the uncertainty in an estimated model to yield improved performance.

All of the examples and analysis considered in [23], however, were of autonomous systems. In this paper, we consider non-autonomous systems and provide new theory and comparisons to prevalent system ID approaches within this different class of systems. Identification of such systems is useful in a variety of controls-based applications, but non-autonomous systems also appear in a much broader range of applications beyond control. Examples include modeling the dynamics of lake temperatures with time-varying atmospheric conditions [33] and modeling the transmission dynamics of COVID-19 that depend on time-varying government interventions [20].

There are a number of challenges within system ID [43], but this work focuses only on a subset that pertains to the formulation of the learning objective function. Specifically, we address (1) dealing with error accumulation in the objective that leads to optimization difficulties, (2) finding generalizable models with few data, and (3) deriving a measure of model fit that is robust to model, measurement, and parameter uncertainty.

This work considers the objective functions related to two existing system ID approaches that are widely used on autonomous and non-autonomous systems alike. The two approaches are the eigensystem realization algorithm (ERA) [35], originally known as the Ho-Kalman algorithm [31], and the multiple shooting (MS) objective [9]. The ERA is used within various algorithms for linear system ID, and the MS objective is commonly used...
to enable nonlinear system ID. One challenge with using the ERA is that it requires the Markov parameters of the system, and these are typically unknown and must be estimated. Since the performance of the ERA strongly depends on the quality of the Markov parameter estimates, we narrow our focus to consider algorithms used for estimating these Markov parameters. We then analyze the objective functions of the Markov parameter estimation and MS approaches and show that their objectives are special cases of the posterior distribution of the HMM formulation. This analysis leads to our three main contributions:

(1) establish that many Markov parameter estimation methods implicitly assume that the data are conditionally independent given the initial condition, inputs, and Markov parameters (Proposition 2),
(2) illustrate how the variance parameters in the Bayesian posterior affect the smoothness of the optimization surface similarly to the time horizon parameter in MS (Section 3.2.4),
(3) empirically demonstrate that significant performance gains in system ID can be achieved over these two approaches by using the Bayesian posterior (Section 4).

In addition to these main contributions, we also highlight a number of supporting contributions:

- extend the Bayesian algorithm used in [23] to nonlinear, non-autonomous systems, including chaotic systems and partial differential equations,
- identify how regularization arises in the marginal likelihood (Eq. 5) and empirically demonstrate that the Bayesian posterior consequently resists overfitting,
- establish that least squares-based metrics can assign unfavorable rankings to strong model estimates identified by the Bayesian posterior (Section 4.3).

1.1 Related work

This section provides a brief literature review on works that have sought to address the challenges of error accumulation and generalizability, with a focus on approaches similar to those of the Bayesian algorithm. The third challenge of handling model, measurement, and parameter uncertainty was discussed in depth in a previous work [23].

First, we review the existing work that attempts to address error accumulation in the objective function. The formation of local extrema due to error accumulation is a well-known problem in system ID [54] and there are various heuristic approaches to solving it that revolve around discounting the data in one form or another. One example is simulated annealing [39], which smooths the posterior by scaling down the influence of the likelihood by a discount factor. As optimization progresses, the likelihood is gradually scaled up to its full weight by increasing the discount factor according to a “cooling schedule.” This algorithm can be difficult to use in practice since its effectiveness strongly depends on the cooling schedule, which must be chosen by the user, and, although there are certain schedules that are commonly used, choosing a good schedule is largely problem-dependent. Furthermore, the algorithm does not address the issue of error accumulation, so the posterior is still filled with local minima that make finding a good schedule especially difficult. A variation of simulated annealing known as data annealing [27] starts with a small subset of training data and gradually introduces more data. This has a similar “cooling” effect of incrementally increasing the influence of the likelihood on the posterior. In this algorithm, using data from a shorter training period at the early iterations can prevent the large error accumulation associated with long simulation times, but it still lacks a mechanism for handling error accumulation once the full dataset has been introduced into the posterior. As will be shown later in the paper, objectives that do not account for model error/uncertainty can sometimes assign low rankings to model estimates whose dynamical characteristics closely match those of the underlying system.

Other algorithms [74] directly address error accumulation by simulating the system output at many different initial times and using only the data within a specified time horizon of the initial time to evaluate the fit of each trajectory. An example of an extreme case of this is standard and exact DMD [67]. In these algorithms, the Koopman operator is estimated by finding the best linear mapping of the data forward only one step in time, leading to a convex optimization problem. Algorithms that use a time horizon greater than one fall generally under the category of MS. In such algorithms, the selected time horizon usually depends on the approximate time scale of the system. The main issue with these algorithms is that they do not allow for flexibility in the case that the state components have different time scales. In contrast, the Bayesian algorithm studied in this paper can account for error accumulated at different rates within the state by estimating a process noise covariance matrix. The covariance matrix has the additional advantages of being continuous to allow for greater precision compared to discrete-time horizons and being able to be tuned automatically during optimization.

Second, we review observations in the literature on how randomized/probabilistic approaches affect estimation. Specifically, we note that algorithms that account for uncertainty within the model estimation process tend to inherently yield regularizing effects without requiring user-specified regularizing terms/assumptions. For example, in Bayesian model selection, the form of the model is treated as uncertain. As a result, a term that penalizes extracting more information from the data...
than is needed to reasonably fit the model arises in the log marginal likelihood [28,48]. The effect of this term is that simpler models that provide good fitting of the data are favored over extremely expressive models that could fit a wider range of output behavior. Thus, the preference for low complexity models is encoded automatically into the method. Other algorithms introduce randomness/uncertainty into the model estimation process by training with random subsets of the training dataset. Examples include stochastic gradient descent and sketch-and-solve algorithms, and both these methods have also observed implicit regularization benefits [71,64,17]. Analogous to these other probabilistic algorithms, the proposed Bayesian algorithm will be shown to naturally introduce regularization into the realm of system ID.

1.2 Paper outline

The rest of the paper is organized as follows. Section 2 details the probabilistic formulation of the dynamics model and provides the algorithm for computing the unnormalized log posterior. This section also provides an example of the proposed marginal likelihood in closed form for a linear-Gaussian system. In Section 3, background is provided on existing system ID approaches for evaluating model fit. Then, Section 4 presents the results of numerical experiments with comparisons to the existing approaches described in the previous section. Lastly, conclusions are given in Section 5.

2 Background

In this section, we provide the HMM framework, the recursive algorithm for efficiently solving for the posterior, and a representative example from a linear system.

The notation used throughout this paper is as follows: matrices are represented with uppercase and bold font $A$, and vectors are represented with lowercase and bold font $x$. Matrices and vectors are indexed with square brackets, e.g., the $(i,j)$th element of a matrix $A$ is denoted $A[i,j]$. The norm of a vector $x$ weighted by a positive definite matrix $W$ is defined as $\|x\|_W := x^T W^{-1} x$, where $^T$ denotes the transpose. The $L_2$ norm of a vector and the induced $L_2$ matrix norm, also known as the spectral norm, are denoted as $\|\cdot\|_2$. The norm $\|\cdot\|$ represents the element-wise absolute value. The notation $\mathcal{N}(m,P)$ denotes a normal distribution with mean $m$ and covariance $P$. If $y = |x|$ and $x$ follows the normal distribution $\mathcal{N}(0,P)$, then $y$ is said to follow a half-normal distribution denoted as half-$\mathcal{N}(0,P)$.

2.1 Hidden Markov model

Consider a dynamical system modeled as an HMM [18]

$$x_{k+1} = \Psi(x_k, u_k, \theta_p) + \xi_k, \quad \xi_k \sim \mathcal{N}(0, \Sigma(\theta_p)), \quad (1a)$$

$$y_k = h(x_k, u_k, \theta_h) + \eta_k, \quad \eta_k \sim \mathcal{N}(0, \Gamma(\theta_h)), \quad (1b)$$

with uncertain initial condition $x_0(\theta_{\text{init}})$. The states are denoted by $x_k \in \mathbb{R}^{d_x}$, the measurements are $y_k \in \mathbb{R}^{d_y}$, and the inputs are $u_k \in \mathbb{R}^{d_u}$. The subscript $k \in \mathbb{Z_+} \cup \{0\}$ is an index corresponding to time $t_k \in [0,\infty)$. The function $\Psi : \mathbb{R}^{d_x} \times \mathbb{R}^{d_u} \times \mathbb{R}^{d_p} \mapsto \mathbb{R}^{d_x}$ models the dynamics of the hidden state, and $h : \mathbb{R}^{d_x} \times \mathbb{R}^{d_u} \times \mathbb{R}^{d_p} \mapsto \mathbb{R}^{d_y}$ is an observation function that maps the hidden state to the observable space. The additive, zero-mean Gaussian noise in the dynamics $\xi_k \in \mathbb{R}^{d_x}$ and in the observations $\eta_k \in \mathbb{R}^{d_y}$ represent the process and measurement uncertainty, respectively. The uncertain parameters $\theta = [\theta_{x_0} \theta_p \theta_h \theta_\Sigma \theta_\Gamma]^T \in \mathbb{R}^{d_\theta}$ correspond to the initial condition, dynamics, observation function, process noise covariance $\Sigma \in \mathbb{R}^{d_x \times d_x}$, and measurement noise covariance $\Gamma \in \mathbb{R}^{d_y \times d_y}$, respectively.

2.2 Bayesian learning

The goal of Bayesian system ID is to characterize the posterior probability distributions of the parameters $\theta$ after collecting $n+1$ data points $y_0, \ldots, y_n$. This posterior distribution is denoted by $p(\theta|Y_n)$, where $p$ is a probability density function, and $Y_n := \{y_0, \ldots, y_n\}$ is the collection of data points. Bayes’ rule represents this posterior distribution in a computable form

$$p(\theta|Y_n) = \frac{\mathcal{L}(\theta; Y_n)p(\theta)}{p(Y_n)} \quad (2)$$

where $\mathcal{L}(\theta; Y_n) := p(Y_n|\theta)$ is the likelihood, $p(\theta)$ is the prior, and $p(Y_n)$ is the evidence. The main computational challenge in evaluating the posterior is computing the likelihood. In this case, the uncertainty in the states further increases the computational difficulty by inducing the joint likelihood $p(\theta, X_n|Y_n)$, where $X_n := (x_0, \ldots, x_n)$, rather than the target marginal likelihood $\mathcal{L}(\theta; Y_n)$. This marginal likelihood is obtained through high-dimensional integration over all the uncertain states $\mathcal{L}(\theta; Y_n) = \int \mathcal{L}(\theta, X_n; Y_n) \text{d}X_n$. Specifically, this is an integral over the $d_x$-dimensional state at each of the $n+1$ time instances. Typically high-dimensional integration is intractable, but this integral can be computed efficiently though recursion. The recursive procedure begins by observing that the marginal likelihood can be factored according to:

$$\mathcal{L}(\theta; Y_n) = p(y_0 \mid \theta) \prod_{k=1}^{n} p(y_k \mid Y_{k-1}, \theta). \quad (3)$$
Then, Algorithm 1 provides a recursive approach [60] to evaluate each of the terms in the product. In linear-Gaussian systems, the marginal likelihood \( L(\theta; \mathcal{Y}_k) \) prediction distribution \( p(x_{k+1}|\mathcal{Y}_k, \theta) \), and update distribution \( p(x_k|\mathcal{Y}_k, \theta) \) are all Gaussian, and, as a result, can be found in closed-form using the Kalman filter. If the system is not linear-Gaussian, other Bayesian filters must be used. For example, in this and past works [23], the unscented Kalman filter [36] is used to find an approximation of the marginal likelihood when the system is nonlinear.

**Algorithm 1** Recursive marginal likelihood evaluation [60]

 Require: \( p(x_0|\theta), \mathcal{Y}_n \)
 Ensure: \( L(\theta; \mathcal{Y}_n) \)
 1: Initialize \( p(x_0|\theta), \mathcal{Y}_n \) := \( p(x_0|\theta) \) and \( L(\theta; \mathcal{Y}_n) := 1 \)
 2: for \( k = 0, \ldots, n \) do
 3:    
 4:      
 5:    
 6:     Predict: \( p(x_{k+1}|\mathcal{Y}_k, \theta) := \int p(x_{k+1}|x_k, \theta)p(x_k|\mathcal{Y}_k, \theta)dx_k \)
 7: end if
 8: end for

Once the marginal likelihood is evaluated with Algorithm 1, it can be plugged into Bayes’ rule (2). The resulting posterior is generally non-Gaussian and not analytically tractable. As a result, we use a Markov chain Monte Carlo (MCMC) algorithm to generate samples from the posterior. These samples can then be used for subsequent predictions. For improved convergence, we use a DRAM within Gibbs procedure to sequentially sample the parameter groups \( \{\theta_x\} \), \( \{\theta_y\} \), and \( \{\theta_S, \theta_t\} \). The observation parameters \( \theta_h \) are fixed in order to restrict the coordinate frame and thereby mitigate the sampling challenges that arise due to non-uniqueness of the parameters. A detailed description of the implementation of this MCMC algorithm on our examples is given in Section 4.

### 2.3 Linear time-invariant systems

For certain systems, the marginal likelihood is analytically tractable. Here we show the approach in the context of linear time-invariant (LTI) models defined as

\[
\begin{align*}
x_{k+1} &= A(\theta)x_k + B(\theta)u_k + \xi_k, \\
y_k &= H(\theta)x_k + D(\theta)u_k + \eta_k,
\end{align*}
\]

(4)

In this system, if \( x_0 \) is either given or Gaussian-distributed, then the equations in Algorithm 1 have closed-form solutions. Next, we consider two different, but technically equivalent, approaches for evaluating the closed-form marginal likelihood.

#### 2.3.1 State-space approach

The first approach uses the state-space models with a Kalman filter to evaluate the marginal likelihood. Following [60], let \( m_k(\theta) \) and \( P_k(\theta) \) denote the mean and covariance of the Gaussian distribution \( p(x_k|\mathcal{Y}_{k-1}, \theta) \), i.e., \( p(x_k|\mathcal{Y}_{k-1}, \theta) = \mathcal{N}(m_k(\theta), P_k(\theta)) \), at time \( k \). The value of the mean \( m_k \) and covariance \( P_k \) can be found via a Kalman filter. Then, each term in Eq. (3) becomes \( p(y_k|\mathcal{Y}_{k-1}, \theta) = \mathcal{N}(\mu_k(\theta), S_k(\theta)) \), where \( \mu_k(\theta) = H(\theta)m_k(\theta) + D(\theta)u_k \) and \( S_k(\theta) = H(\theta)P_k(\theta)H(\theta)^* + \Gamma(\theta) \).

Finally, the log marginal likelihood from line 3 of Algorithm 1 becomes

\[
\log L(\theta; \mathcal{Y}_n) = - \frac{1}{2} \sum_{k=0}^{n} \left\| y_k - \mu_k(\theta) \right\|^2_{S_k(\theta)} + \log \det (S_k(\theta)) + d_y \log (2\pi)
\]

(5)

where \( \det(\cdot) \) is the determinant [60, Th. 12.3].

The form of the marginal likelihood (5) resembles a least squares metric plus a regularization term \( \log \det (S_k(\theta)) \). The inclusion of this term differs from the typical approach in which regularization is introduced through a prior distribution or some sort of heuristic penalty placed on the parameters (e.g., the \( L_2 \) norm used in ridge regression). Here, the regularization term has arisen in the likelihood directly from the probabilistic model of the dynamical system and does not require any assumptions on the parameters. The effect of this additional term is a penalty on systems where the estimated output has a large covariance, which is oftentimes a sign of overfitting. For example, consider two sets of parameters that produce the exact same output on the training data, but one set of parameters is much more sensitive to the model inputs such that the variance of its output is much greater. Intuitively, one would prefer the less sensitive model because it is more likely to be generalizable to unseen data. The regularization term \( \log \det (S_k(\theta)) \) encodes this preference automatically in the likelihood.

#### 2.3.2 Input-output Markov parameter approach

The other common approach to LTI system ID is to first estimate the Markov parameters and then use the eigen-system realization algorithm (ERA) [35] to extract a realization of the system matrices \( (A, B, H, D) \). The ERA is one of the most popular algorithms for identification of LTI state-space models due to its speed, scalability, approximation error guarantees, and ease of use. The algorithm essentially consists of a singular value decomposition (SVD) followed by a linear least squares solve. The only requirements for its use are the system Markov
parameters and the state-space dimension \(d_x\). In general, the ERA is considered to be a foundational system ID method [68,69] with a number of variations [40,41], and its use can be found in system ID applications ranging from subspace identification [52] to model reduction [47,4]. Details on the ERA procedure itself are provided in Appendix A. Here we discuss how the Markov parameters can be obtained from data.

The Markov parameters are directly obtained by rewriting the linear system (4) in a form that removes the states through recursive substitution into the observation equations to yield

\[
y_k = HA^k x_0 + \sum_{i=1}^{k} HA^{i-1} (Bu_{k-i} + \xi_{k-i}) + Du_k + \eta_k,
\]

\[(6a)\]

\[
y_k = HA^k x_0 + \sum_{i=0}^{k} G_k u_{k-i} + \sum_{i=1}^{k} HA^{i-1} \xi_{k-i} + \eta_k,
\]

\[(6b)\]

where the Markov parameters are \(G_0 = D\) and \(G_k = HA^{k-1}B\) for \(k = 1, 2, \ldots\). Defining a new random variable \(\nu_k = \sum_{i=1}^{k} HA^{i-1} \xi_{k-i}\), we obtain the compact form

\[
y_k = HA^k x_0 + \sum_{i=0}^{k} G_i u_{k-i} + \nu_k, \nu_k \sim \mathcal{N}(0, \Lambda_k),
\]

\[(7)\]

where \(\Lambda_k = \sum_{i=1}^{k} HA^{i-1} \Sigma (HA^{i-1})^* + \Gamma\) if \(k > 0\), and \(\Lambda_k = \Gamma\) if \(k = 0\). Note that the \(\nu_k\) are not independent due to their sharing of the process noise \(\xi_k\). The covariance \(\Lambda_{j,k} := \text{Cov}[\nu_j, \nu_k]\) is

\[
\Lambda_{j,k} = \sum_{i=1}^{j} HA^{i-1} \Sigma (HA^{k-j+i-1})^*,
\]

\[(8)\]

for \(0 < j < k\). If \(j = 0\) and \(j \neq k\), then \(\Lambda_{j,k} = 0\). Lastly, if \(k < j\), then \(\Lambda_{j,k} = \Lambda_{k,j}\).

The task then is to learn the Markov parameters for use within the ERA. One can use Bayesian inference again to learn a posterior over the Markov parameters. Assuming \(x_0 = 0\), the likelihood model implied by Eq. (7) is

\[
p(Y_n | G_{0:n}, U_{0:n}) = \mathcal{N}(G_{0:n} U_{0:n}, \Lambda),
\]

\[(9)\]

where \(G_{0:n} = \begin{bmatrix} G_0 & G_1 & \cdots & G_n \end{bmatrix}\)

\[
\Lambda = \begin{bmatrix}
\Lambda_0 & \Lambda_{0,1} & \cdots & \Lambda_{0,n} \\
\Lambda_{1,0} & \cdots & \cdots & \\
\vdots & \ddots & \ddots & \\
\text{Sym} & \cdots & \cdots & \Lambda_n
\end{bmatrix}
\]

The log of this likelihood (9) is equivalent to the state-space log likelihood (5) in the following sense: if we evaluate (9) with matrices \(G_{0:n}\) and \(\Lambda\) determined by a set of state-space matrices, the result equals the evaluation of (5) using that same set of state-space matrices.

For comparison with current state-of-the-art methods in Section 3.1, it will be useful to also consider a maximum likelihood estimate (MLE). The likelihood (9) is maximized by solving

\[
G_{0:n} = \arg \min_{G_{0:n}} \| \text{vec}(Y_{0:n} - G_{0:n} U_{0:n}) \|^2_{\Lambda},
\]

\[(10)\]

where \(\text{vec}(\cdot)\) denotes the vectorization of a matrix, and \(Y_{0:n} = \begin{bmatrix} y_0 & y_1 & \cdots & y_n \end{bmatrix}\). The solution for this generalized least squares problem can be computed as \(\text{vec}(G_{0:n}) = (V^* \Lambda^{-1} V)^{-1} V^* \Lambda^{-1} \text{vec}(Y_{0:n})\), where \(\dagger\) denotes the pseudo-inverse, and \(V^* := U_{0:n} \otimes I_{d_y}\), where \(\otimes\) is the Kronecker product.

There are two main issues with the MLE approach. The first is that the covariance matrix \(\Lambda\) depends on the unknown state-space matrices and is therefore itself unknown. To address this issue, the usual solutions are to remove the weighting entirely and simply use the \(L_2\) norm [13] or to estimate a realization of the state-space matrices directly [6].

The second main issue is that the Markov parameters are dramatically overparameterized since they are direct functions of the system matrices \((A, B, H, D)\). Specifically, overparameterization happens when \(nd_u d_y > d_x^2 + d_x d_u + d_y d_y + d_y d_u\), as is usually the case. As a result, the number of data points \((nd_u)\) is typically smaller than the number of unknowns \((nd_u d_y)\), except in the case where \(d_u = 1\) — and the optimum is not unique. Moreover, any optimum found with this approach, including when \(d_u = 1\), will necessarily overfit the data when there is noise. This issue motivates multiple approaches in the literature: some approaches use multiple trajectories/rollouts with differing inputs to increase the number of data points [73,65], and other approaches break a single trajectory into multiple ones to decrease the effective number of Markov parameters [51,59]. We will show that these existing works use implicit simplifying assumptions and are still at risk of underdetermination for certain input signals. The state-space approach used by the proposed Bayesian algorithm, on the other hand, makes all assumptions explicit and is viable regardless of the type of control inputs. These approaches and relationships are further described in Section 3.1.

\[\text{The inputs must differ by more than a scalar multiplier to avoid underdetermination.}\]
3 Theoretical foundations and analysis

In this section, an analysis of how optimization objectives for Markov parameter estimation in LTI systems and multiple shooting in nonlinear systems arise from simplifications of Algorithm 1.

3.1 Estimation of stochastic LTI systems with conditionally independent data

To begin our analysis, we consider learning state-space realizations of stochastic LTI systems. First, we analyze how existing algorithms approach the problem of unknown covariance \( \Lambda \). Second, we describe how single and multiple rollout resolve the issue of overparameterized Markov parameters that leads to the aforementioned underdetermined system. Finally, we demonstrate how learning the system matrices rather than the Markov parameters leads to faster convergence.

3.1.1 Markov parameter estimation

All the approaches previously referenced avoid knowledge of \( \Lambda \) by minimizing some sort of least squares objective with an unweighted \( L_2 \) norm. Here, we describe the implicit assumptions that these approaches make, in light of the setup provided in Section 2.3.2.

The main assumption these approaches make is that observations are conditionally independent given the system parameters, inputs, and initial condition. This assumption fixes the off-diagonal blocks of the covariance matrix according to \( \Lambda_{j,k} = 0 \). Under this assumption, the optimal estimator for such a system is given in Proposition 1.

**Proposition 1** Assume that \( x_0 = 0 \), the inputs \( u_k \) are known, and the outputs \( y_k \) are conditionally independent given \( G_{0:n} \) and \( U_{0:n} \). Then, the MLE of an LTI system’s Markov parameters is

\[
\hat{G}_{0:n} = \arg \min_{\{G_i\}_{i=0}^n} \sum_{k=0}^n \left\| y_k - \sum_{i=0}^k G_i u_{k-i} \right\|^2_{\Lambda_k}. \tag{11}
\]

**PROOF.** The likelihood distribution (9) can be factored as follows:

\[
p(y_0|G_{0:n}, U_{0:n}) = p(y_0|G_{0:n}, U_{0:n}) \times \prod_{k=1}^n p(y_k|y_{0:k-1}, G_{0:n}, U_{0:n}). \tag{12}
\]

The conditional independence assumption yields

\[
p(y_n|G_{0:n}, U_{0:n}) = \prod_{k=0}^n p(y_k|G_{0:n}, U_{0:n}). \quad \text{With } x_0 = 0, \text{ the marginal distributions follow straightforwardly from the input-output relation in Eq. (7) as}
\]

\[
p(y_k|G_{0:n}, U_{0:n}) = \mathcal{N}(\sum_{i=0}^k G_i u_{k-i}, \Lambda_k). \quad \text{Then, taking the negative log yields the MLE of the Markov parameters (11).} \quad \square
\]

The independence assumption, however, is not sufficient to convert Eq. (10) to the least squares objectives commonly used in the literature. The additional assumption that \( \Lambda_k \propto I \) is needed to convert the weighted norm to a scalar multiple of the \( L_2 \) norm. This assumption holds trivially when \( d_y = 1 \). However, if the outputs are multi-dimensional, there is no reasonable assumption to enable \( \Lambda_k \) to be proportional to the identity. Nevertheless, if one considers an approximate objective where this is assumed to be so, one obtains

\[
\hat{G}_{0:n} = \arg \min_{\{G_i\}_{i=0}^n} \sum_{k=0}^n \left\| y_k - \sum_{i=0}^k G_i u_{k-i} \right\|_2^2. \tag{13}
\]

This approximate objective no longer requires knowledge of the system matrices and is used as the basis for a large number of approaches [66,59,73]. These approaches differ based on how they resolve the underdetermination issue depending on if the data are collected from a multiple or single rollout procedure. This work considers learning from single trajectories, so methods based on multiple rollout are not applicable.

For the single rollout procedure, the data are divided into \( K \) overlapping subtrajectories of length \( \bar{n} \) such that \( n = \bar{n} + K - 2 \). To address underdetermination, one must also require \( \bar{n} < \frac{d_y + 1}{d_u} \).

After dividing the single trajectory into multiple trajectories, the final output of each trajectory follows the same form as Eq. (7),

\[
y_k = HA^{\bar{n} - 1}x_{k-\bar{n}+1} + \sum_{i=0}^{\bar{n}-1} G_i u_{k-i} + \nu_k, \tag{14}
\]

for \( k = \bar{n}, \ldots, n \). Assuming that the inputs are zero-mean, then the expected value of each \( x_{k-\bar{n}+1} \) is zero with respect to the inputs and noise variables. This is sometimes used as justification to eliminate \( x_{k-\bar{n}+1} \) from the estimation problem [51], and we therefore also adopt this ansatz. Adding the approximation that the noise covariance be proportional to the identity yields the following optimization problem

\[
\hat{G}_{0:\bar{n}-1} = \arg \min_{\{G_i\}_{i=0}^\bar{n}} \sum_{k=0}^n \left\| y_k - \sum_{i=0}^{\bar{n}-1} G_i u_{k-i} \right\|_2^2. \quad \text{\tag{15}}
\]

This optimization problem now only has \( \bar{n} \) unknown Markov parameters rather than \( n + 1 \), mitigating the
problem of undetermination. The least squares solution is given by \( \hat{G}_{0:n-1} = Y_{n:n} U_{n:n}^\dagger \), where
\[
\hat{U}_{n:n} = \begin{bmatrix} u_n & u_{n+1} & \cdots & u_{n} \\ u_{n-1} & u_n & \cdots & u_{n-1} \\ \vdots & \vdots & \ddots & \vdots \\ u_1 & u_2 & \cdots & u_K \end{bmatrix}.
\]
This equation is equivalent to the slightly different form provided by [51].

Although the system of equations now has more equations than unknowns for proper choice of \( \bar{n} \), the system can still suffer from undetermination for certain input signals. For example, sinusoidal inputs generate a \( U_{n:n} \) with rank of only 2. Additionally, each estimated data point requires exactly \( \bar{n} \) inputs. Consequently, the outer sum skips the first \( \bar{n} \) data points since the inputs \( u_0, u_1, \ldots \) are typically assumed unknown.

This \( L_2 \) optimization problem (15) is equivalent to the weighted \( L_2 \) optimization problem (11) under additional assumptions stated in Proposition 2.

**Proposition 2** Assume the assumptions of Proposition 1 are met and additionally that \( \sum_{i=0}^{k} G_i u_{k-i} = 0 \), \( A^k \Sigma (A^k)^* = 0 \) for \( k \geq \bar{n} \), and \( \Lambda_{\bar{n}} \propto I \). If the first \( \bar{n} \) outputs are discarded, then the MLE in Eq. (11) is equivalent to the estimator in Eq. (15).

**Proof.** If \( \sum_{i=0}^{k} G_i u_{k-i} = 0 \), then the sum inside the norm of Eq. (11) is simplified as \( \sum_{i=0}^{k} G_i u_{k-i} = \sum_{i=0}^{\bar{n}-1} G_i u_{k-i} \). Lastly if \( A^k \Sigma (A^k)^* = 0 \) for \( k \geq \bar{n} \), then \( \Lambda_k = \sum_{i=1}^{\bar{n}} HA^{i-1} \Sigma (HA^{i-1})^* \Sigma = \Lambda_{\bar{n}} \), for \( k \geq \bar{n} \). By assumption, \( \Lambda_{\bar{n}} \propto I \), so the weighted norm is equivalent to the standard \( L_2 \) norm. \( \square \)

The assumptions \( \sum_{i=0}^{k} G_i u_{k-i} = 0 \) and \( A^k \Sigma (A^k)^* = 0 \) for \( k \geq \bar{n} \) can be satisfied if the system has finite impulse response. Alternatively, these two assumptions can be achieved asymptotically under the much weaker assumption that \( \rho(A) < 1 \), where \( \rho(\cdot) \) denotes the spectral radius of a matrix. Such a result is given in Proposition 3.

**Proposition 3** Let \( \rho(A) < 1 \), the inputs \( u_k \) be independent realizations of a real-valued random variable, and \( \Lambda_n \propto I \). As \( n \to \infty \), the negative log likelihood of Eq. (11) approaches the subtrajectory LS objective of Eq. (15) with probability 1. Moreover, it converges at least linearly.

---

2 The unlabeled equation following Eq. 5 in [51].

**Proof.** The proof is in Appendix B.

For systems where the assumption \( \Lambda_k \propto I \) approximately holds for \( k > \bar{n} \), this result implies that even if \( \Lambda_k \) varies, a good approximation can still be achieved for reasonably small \( \bar{n} \) values, especially when \( \rho(\Sigma) \) is smaller. However, there are a number of systems of interest where \( \rho(A) \geq 1 \) such that the conditions of this proposition no longer hold, e.g., periodic systems have \( \rho(A) = 1 \).

### 3.1.2 Numerical comparison

We now perform a comparison between three approaches using the same numerical experiment from [51]. The first approach is the least squares (LS) approach used in single rollout in [51]. The second approach is one where we assume that the \( \Lambda_k \) is given, e.g., by an oracle, so we minimize the same objective as [51], but with a different weighted norm
\[
G_{0:n-1} = \arg \min_{(G_i)_{i=0}^{n-1}} \sum_{k=\bar{n}}^{n} \left\| y_k - \sum_{i=0}^{n-1} G_i u_{k-i} \right\|^2_{\Lambda_k} \tag{16}
\]
This objective is henceforth referred to as the generalized least squares (GLS). Finally, we compare with the maximum a-posteriori (MAP) estimate of the Bayesian approach described in Section 2.3. The state-space approach is used numerically, though it is theoretically equivalent to the input-output approach.

This experiment begins as follows. A random state-space system was generated by independently sampling the entries of \( H \) and \( D \) from \( \mathcal{N}(0, 1/d_u) \) and of \( B \) from \( \mathcal{N}(0, 1/d_x) \). The dimensions of the system were \( d_u = 2, d_x = 5 \), and \( d_u = 3 \), and the noise covariances were \( \Sigma = \sigma^2_{\xi} I \) and \( \Gamma = \sigma^2_{\eta} I \). To highlight the difference between the standard LS and GLS, \( A \) was set as the identity matrix to ensure that \( \rho(A) = 1 \) and consequently that the covariance \( \Lambda_k \) would vary significantly over time. To avoid having priors give the Bayesian algorithm an edge, improper uniform priors were placed on the state-space matrices, and only weakly informative priors of half-\( \mathcal{N}(0, 1) \) were placed on the parameters \( \sigma_\xi \) and \( \sigma_\eta \) to enforce positivity and improve convergence. Then, data were generated by simulating the system with inputs sampled from a standard normal, i.e., \( u_k \sim \mathcal{N}(0, I) \). For this experiment, a subtrajectory length of \( \bar{n} = 18 \) was considered for a total of \( d_u d_u \bar{n} = 108 \) parameters. The Markov parameters were estimated using the first \( K \) subtrajectories of the simulated trajectory where \( K = d_u \bar{n}, \ldots, 2000 \). Optimizing over the posterior is significantly more expensive than solving a linear least squares problem, so for computational feasibility, this optimization was only performed at \( K = d_u \bar{n}, d_u \bar{n} + 100, \ldots, 2000 \). Since the least squares
In nonlinear system ID, there are certain behaviors that the models and/or underlying system can exhibit that make many LS objectives unsuitable for estimation. For example, many nonlinear models have the potential for their states to go to infinite values in finite time depending on the model parameters. Therefore, if the objective function requires the model to be simulated over a relatively long period of time, the optimizer will likely run into this diverging behavior for many parameter values. When the states diverge, the objective function value and gradients are undefined, which makes optimization especially difficult.

Another example of nonlinear behavior that makes system ID challenging is chaos. In a chaotic system, arbitrarily small perturbations to the state grow exponentially over time. Thus, even small errors in the model’s simulated state can quickly lead to large errors, making it difficult for the objective function to discern good models. Mechanically, these issues lead to objective functions that are multi-modal and difficult to optimize. To address these issues, an MS objective [8] has been developed. MS introduces simulation length as a design parameter as a means to avoid the excessive error growth common in nonlinear systems. The MS objective has been used in system ID [70, 21], state estimation [3], and control [25, 14] contexts.

### 3.2.1 Discussion on the common least squares objective

Before introducing the MS objective, we first provide a discussion on two fundamental objectives that will motivate the design of the MS objective. An objective function \( J \) in system ID is typically defined as the mean squared difference between the observed output \( y \) and an estimated output \( \hat{y} \)

\[
J(\theta) = \sum_{k=0}^{n} \| y_k - \hat{y}_k(\theta) \|^2_2, \tag{17}
\]

possibly paired with a regularization/physics-enforcing term \([53, 57]\). Regularization aside, the differences among objective functions typically come from how the estimated output \( \hat{y} \) is evaluated. For expository purposes, let us define a function \( f(x_i, u_{ij}, t_j; \theta) \) parameterized by \( \theta \) that maps an initial state \( x_i \) to the output at time \( t_j \) with inputs from time \( t_i \) to time \( t_j \) denoted as \( u_{ij} \), where \( i \leq j \). One fundamental objective uses a single initial condition \( x_0 \) and evaluates \( \hat{y} \) as

\[
\hat{y}_k = f(x_0, u_{0k}, t_k; \theta), \tag{18}
\]

for all \( k \geq 0 \). Since the system is simulated without any corrections to the trajectory, we refer to this objective as the deterministic LS. This objective is used to train popular machine learning models such as ODE-nets [12], PDE-nets [46], and universal differential equa-
conditions (UDE) [56]. The other fundamental objective estimates the output as

\[ \hat{y}_k = f(y_{k-1}, u_{k-1:k}, t_k; \theta), \]  

using the most recent data point as the initial condition and simulating the system only until the time at which the next data point is available. We refer to this objective as the propagator LS since in this case, \( f \) propagates one data point to the next. The propagator objective is used within algorithms such as dynamic mode decomposition (DMD) [61] and sparse identification of nonlinear dynamics (SINDy) [10] and for training certain neural networks such as Hamiltonian neural networks [29]. We reinforce the difference between Eq. (18) and (19) is that Eq. (18) uses \( x_0 \) as the initial condition and returns the output after \( k \) timesteps whereas Eq. (19) uses \( y_{k-1} \) as the initial condition and returns the output after only one timestep. Models learned by the deterministic and propagator LS objectives are sometimes known as simulation and prediction models, respectively [63].

There have been several comparisons between the deterministic and propagator LS objectives [15,2,23,58] that have shown that the deterministic LS yields better estimates when measurement noise is included and process noise is omitted, and the propagator LS yields better estimates when process noise is included and measurement noise is omitted. In addition, the deterministic LS is much more difficult and computationally intensive to optimize since it involves compositions of the dynamics propagator, which allows errors to accumulate and leads to complicated, non-convex surfaces. The differences in the performance of these objectives are primarily caused by the length of un-interrupted simulation, i.e., the value \( j - i \). Longer simulation lengths lead to greater error accumulation, but shorter simulation lengths can introduce bias when the data are noisy. Deterministic and propagator LS objectives use the extremal values of possible simulation lengths. The idea of MS is to use an intermediate simulation length, \( 1 < j - i < n \), to mitigate the issues experienced by these other two objectives.

### 3.2.2 Multiple shooting objective

Here, the MS objective is introduced. We then show that the deterministic (18) and propagator LS (19) objectives can be seen as special cases of MS. In MS, the output trajectory is divided into \( L \) disjoint subtrajectories with initial times \( \{\ell_i\}_{i=1}^{L+1} \) such that the \( i \)th subtrajectory has length \( \Delta \ell_i := \ell_{i+1} - \ell_i \). Then the output at time \( t_k \) contained within the \( i \)th subtrajectory is estimated as \( \hat{y}_k = f(x_{\ell_i}, u_{\ell_i:k}, t_k; \theta) \). Such an objective function requires the estimation of the set of subtrajectory initial conditions \( \mathcal{Z}_L := \{x_0\}_{i=1}^L \), which can be done by adding the initial conditions as parameters [58], training an encoder [49], or, if the system is fully observed, simply using the data \( x_{\ell_i} = y_{\ell_i} \) [74]. In effect, this method introduces additional parameters (the initial conditions) as the cost for an improved estimate.

The MS objective function is defined as

\[ J(\theta) = \sum_{i=1}^{L} \sum_{k=\ell_i}^{\ell_{i+1} - 1} \|y_k - \hat{y}_k\|^2, \]  

where \( \ell_{L+1} := n + 1 \). Oftentimes, a constant length of \( T = \Delta \ell \) for all \( i = 1, \ldots, L \) is used for simplicity. A model learned with such an objective is sometimes called a \( T \)-step-ahead predictor [63]. In the case \( T = n \), the objective is equivalent to the deterministic LS, and if \( T = 1 \), the objective is equivalent to the propagator LS. Therefore, when \( 1 < T < n \), MS can be seen as a type of combination of these two objectives. In the original paper [9], the objective additionally had the constraint that \( x_{\ell_{i+1}} = \Psi^{\Delta \ell_i}(x_i, \theta_k) \), where \( \Psi^{\Delta \ell} \) denotes \( \Delta \ell \) compositions of the \( \Psi \) operator, but this constraint is sometimes removed to simplify optimization. We will distinguish between the objectives with and without the constraints by referring to them as the constrained and unconstrained MS objectives, respectively.

#### 3.2.3 Relation to probabilistic approach

From a probabilistic perspective, the MS objective amounts to a joint parameter-state estimation problem. Rather than estimating the state at every timestep, however, only the subset of subtrajectory initial conditions \( \mathcal{Z}_L \subseteq \mathcal{X}_n \) are estimated. The posterior of such a problem can be factorized with Bayes’ rule as

\[ p(\mathcal{Z}_L, \theta | \mathcal{Y}_n) \propto \mathcal{L}(\theta, \mathcal{Z}_L; \mathcal{Y}_n)p(\mathcal{Z}_L, \theta). \]  

The likelihood and prior are defined as

\[ \mathcal{L}(\theta, \mathcal{Z}_L; \mathcal{Y}_n) = \prod_{k=\ell_i}^{\ell_{i+1} - 1} p(y_k | x_{\ell_i}, \theta), \]  

\[ p(\mathcal{Z}_L, \theta) = p(\theta) \prod_{i=1}^L p(x_{\ell_i} | x_{\ell_i-1}, \theta), \]  

where \( p(x_{\ell_i} | x_{\ell_i-1}, \theta) := p(x_{\ell_i} | \theta) \). Each term in the likelihood \( p(y_k | x_{\ell_i}, \theta) \) can still be evaluated with Algorithm 1 using data from only a single trajectory. The most significant difference is that the prior has the added terms \( p(x_{\ell_i} | x_{\ell_i-1}, \theta) \), which can be evaluated as

\[ p(x_{\ell_i} | x_{\ell_i-1}, \theta) = \int_{x_{\ell_{i-1}+1}}^{x_{\ell_i}} \prod_{k=\ell_{i-1}+1}^{\ell_i} p(x_k | x_{k-1}) \]  

\[ \times dx_{\ell_{i-1}} dx_{\ell_{i-2}} \cdots dx_{\ell_{i-1}+1}. \]

From Eq. (23), it can be seen that \( p(x_{\ell_i} | x_{\ell_i-1}, \theta) \) represents the probability of \( x_{\ell_i} \) averaged over all trajectories.
that start at $x_{t-1}$ with dynamics determined by $\theta$. Another interpretation of this term is as a soft constraint enforcing the estimated initial conditions to be connected by a trajectory determined by the proposed dynamics with initial condition $x_t$. Under certain conditions, this constraint is equivalent to the MS constraints. Furthermore, estimators based off of the posterior (21) are equivalent to estimators using the constrained/unconstrained MS objectives (20) under certain assumptions. This result is stated in Proposition 4.

**Proposition 4.** Assume an improper uniform prior distribution on the parameters $\theta$ and that the process noise $\Sigma$ is zero. Then, the negative log marginal likelihood of the joint parameter-state estimation problem of Eq. (21) is equivalent to the unconstrained MS objective (20). Moreover, the negative log posterior is equivalent to the constrained MS objective.

**Proof.** According to Theorem 2 in [23], each term in the marginal likelihood $\prod_{k=1}^{t-1} p(y_k|x_{t-k}, \theta)$ is equivalent to a deterministic LS objective when there is no process noise. Then, taking the negative log of this product gives the unconstrained MS objective. When the prior over the states is added, each term $p(x_t|x_{t-1}, \theta)$ approaches the Dirac delta function $\delta_{\theta^*}(x_t|x_{t-1}, \theta)$ as the process noise goes to zero. These Dirac delta functions are equivalent to the constraints in the constrained MS objective. The prior over the parameters is constant, so taking the negative log of the posterior yields the constrained MS objective, completing the proof. □

Depending on the proposed dynamics, the prior term $p(x_t|x_{t-1}, \theta)$ can either substantially improve the optimization landscape or hardly affect the posterior at all. As an example, consider an LTI system where the distribution $p(x_t|x_{t-1}, \theta)$ is Gaussian with mean $\mu = \sum_{j=1}^{\Delta t} \Gamma^{-1} \Delta_{j-1} x_{t-j} + \Gamma \Delta_{t-1} x_{t-1}$ and covariance $P = \sum_{j=1}^{\Delta t} A^{j-1} \Sigma (A^{j-1})^t$. If the system has an attractor, i.e., $p(A) < 1$, then the variance term will shrink over time, and the probability density will be concentrated closely around the mean. When probability density is more concentrated, the optimization landscape is steeper, theoretically speeding up optimization.

If $p(A) \geq 1$, then the variance will grow over time and the probability density will be more spread out, adding little effect to the optimization landscape.

### 3.2.4 Comparison of smoothing effects

Now that it is understood that the MS objective is equivalent to an objective of a joint parameter-state estimation problem, we demonstrate empirically that the additional expense of inferring the subtrajectory initial conditions is not computationally necessary. More specifically, we demonstrate that the proposed marginal likelihood improves the optimization surface in a similar fashion to the MS objective, and we provide a brief discussion on the advantages of the proposed approach.

First, let us relate the proposed approach to recent theoretical findings. In [58], it was proven that the more often the state of the dynamics is readjusted to prevent divergence of the trajectory, the smoother the LS objective function becomes. Within MS, this readjustment comes from the estimation of the state at different times along the trajectory. In the marginal likelihood, state adjustment comes in the form of the update step of a Bayesian filter. Previous work [23] found that the update step is a sufficient readjustment to induce improved smoothness of the posterior. Now, we provide a comparison to MS.

To show the similarity of the smoothing effects in MS and the marginal likelihood, the logistic map example from [58] is considered. The logistic map is a difference equation defined as

$$y_k+1 = \theta y_k (1 - y_k). \quad (24)$$

This system exhibits chaotic behavior when the parameter $\theta$ is within the range $[3.57, 4]$. For this example, $\theta$ was set to 3.78, an initial condition of $y_0 = 0.5$ was used, and 200 noisefree data points were collected. To show how the objective surfaces vary with $\theta$, all other parameters must be fixed. For the MS objective, the initial conditions were all set to the true values, and for the marginal likelihood, the measurement noise variance was set to a small value of $\Gamma = 10^{-16}$ to maintain positive definiteness. Then, the objectives were compared at different time horizons $T$ and process noise to measurement noise variance ratios $\Sigma/\Gamma$. A ratio is used for the variance values because in this problem, the shape of the objective did not appear to change for a fixed ratio, regardless of the $\Sigma$ and $\Gamma$ values. Note that the validity of using this ratio is only possible since the observation function is the identity, meaning that $\Sigma$ and $\Gamma$ are represented in the same coordinate frame.

Both surfaces were normalized to equal 1.0 at $\theta = 2$, and the results are shown in Fig. 2. There is no exact mapping between the time horizons and the variance ratio, so the values of $\Sigma/\Gamma$ were chosen such that the smoothness of the marginal likelihood roughly matched that of the MS objective by visual comparison. Fig. 2a shows values of $T$ and $\Sigma/\Gamma$ where MS is equivalent to and the marginal likelihood approximates the deterministic LS. Due to the chaotic nature of this system, the deterministic LS objective is filled with local minima that make optimization extremely difficult. As $T$ is decreased and $\Sigma$ is increased, both surfaces show increasing smoothness, demonstrating the similar effect these variables have on their respective objectives. An important difference to note between $T$ and $\Sigma$ is that $T$ is a discrete scalar variable, whereas $\Sigma$ is a positive definite matrix of continu
To make predictions with the posterior, we require measurement noise and the expressiveness of the model. The Bayesian approach can account for both the measurement noise and the expressiveness of the model. Despite how well it captures the system’s phase space behavior, the true system, but is ranked poorly by the LS metric. The Bayesian approach learns a model with an attractor very similar to the true system, but is ranked poorly by the LS metric. Moreover, the mixing of the chain in the DRAM within Gibbs approach appears much better.

The rationale behind this approach is to constrain the coordinate frame as a means to mitigate one of these sources of non-identifiability. Fixing parameters runs the risk of neglecting uncertainty, but we are primarily concerned with the uncertainty in the output behavior, not in the parameters. This constraint should theoretically not restrict the behavior of the model dynamics nor the uncertainty in the output, so we consider this an acceptable tradeoff.

To perform sampling, we use an MCMC within Gibbs sampling scheme. In the Gibbs sampler, the parameters are separated into groups \( \{ \theta_h \} \), \( \{ \theta_o \} \), and \( \{ \theta_\Psi, \Omega \} \) and sampled sequentially from the corresponding conditional distribution of each parameter group using the delayed rejection adaptive Metropolis (DRAM) algorithm [30]. To show how fixing \( \theta_h \) and using the DRAM within Gibbs approach improves sampling compared to basic DRAM, Fig. 3 shows samples drawn from the matrix of the linear system in Section 4.1 using both approaches. Figs. 3a and 3b show the samples drawn when using DRAM without Gibbs and without fixing any parameters at the MAP. With this approach, \( 10^7 \) samples were drawn, the first \( 10^6 \) discarded as burn-in, and every 1,000th remaining sample was plotted. Figs. 3c and 3d show samples drawn with the DRAM within Gibbs approach with matrices \( B \) and \( H \) fixed at the MAP. For this method, \( 10^6 \) samples were drawn, \( 10^5 \) were discarded as burn-in, and every 1,000th remaining sample was plotted. Despite the former approach drawing 10 times as many samples, we observe that the latter approach covers more of the posterior. Moreover, the mixing of the chain in the DRAM within Gibbs approach appears much better.

For each experiment, we compare the proposed approach to the others by looking at forecasted predictions. In the Bayesian case, the forecast sometimes uses the full stochastic model (1a), where the Bayesian filter is used to update the estimate during periods where data are available. When data are not available, the forecast evolves according to Eq. (1a) with random realizations of the process noise. Other times, a deterministic simulation is used to show the forecast ability without state updates to better compare to the other methods.

The following experiments were run on MATLAB R2020a, and the code for these experiments can be found at [github.com/ngalioto/BayesID](https://github.com/ngalioto/BayesID). In all experiments, optimization was performed using MATLAB’s...
The performance of the Bayesian method decays at a slower rate than the LS+ERA method from Section 3.1. This example builds upon that presented in [24] by comparing to the sub-trajectory LS objective (15) rather than the exactly determined objective (11). In addition, posterior predictive sampling is added to make probabilistic forecasts that quantify uncertainty.

For this example, a pendulum with unit length and mass with damping and random inputs is considered. The dynamics of such a system are given:

\[
x_{k+1} = \expm \begin{bmatrix} 0 & 1 \\ -9.81 & -1 \end{bmatrix} \Delta t \] \begin{bmatrix} x_k \\ u_k \end{bmatrix},
\]

\[
y_k = \begin{bmatrix} 1 \\ 0 \end{bmatrix} x_k + \eta_k; \quad x_0 = 0.
\]

where \( \expm \) is the matrix exponential and the inputs are Gaussian-distributed as \( u_k \sim \mathcal{N}(0, \Delta t) \). The damping term is included to ensure that the \( A \) matrix is asymptotically stable at all \( \Delta t \) considered. This damping term ensures \( \rho(A) < 1 \), and since \( d_y = 1 \), the conditions of Proposition 3 are satisfied. Therefore, LS+ERA should be able to give a decent estimate for finite \( \bar{n} \).

Data were collected from this system over a 20s training period at various timesteps and noise levels. For this experiment, timesteps of \( \Delta t = 0.10, 0.15, \ldots, 0.50 \) and noise ratios of \( \sigma = 0.00, 0.025, \ldots, 0.200 \) were considered. Here, the noise ratio is defined as \( \sigma := \frac{\sigma_\eta}{\max(x_t)} \), where \( \sigma_\eta \) is the standard deviation of the measurement noise. For each noise-timestep pair, 100 realizations of data were generated, and every realization was trained on separately such that each method estimated a set of 100 models per pair. Note that since the inputs are random, the system behavior is also random and the noise ratio of each dataset will therefore vary, even within a given noise-timestep pair.

The model parameterization is

\[
x_0 = \begin{bmatrix} \theta_1 \\ \theta_2 \end{bmatrix}; \quad x_{k+1} = \begin{bmatrix} \theta_3 & \theta_5 \\ \theta_4 & \theta_6 \end{bmatrix} x_k + \begin{bmatrix} \theta_7 \\ \theta_8 \end{bmatrix} u_k + \xi_k,
\]

\[
y_k = \begin{bmatrix} \theta_9 & \theta_{10} \end{bmatrix} x_k + \eta_k,
\]

\[
\xi_k \sim \mathcal{N}(0, [\theta_{11} 0] \begin{bmatrix} \theta_{12} \\ 0 \end{bmatrix}), \quad \eta_k \sim \mathcal{N}(0, \theta_{13}).
\]

Half-normal priors of \( \mathcal{N}(0, 10^{-6}) \) and \( \mathcal{N}(0, 1) \) were placed on the process and measurement noise variance parameters, respectively, and an improper uniform prior was placed on the remaining 10 parameters. The MAP was estimated by optimizing the negative log posterior with a random initial point. The LS+ERA and MAP estimates were compared with respect to the log\(10\) of the average mean squared error (MSE) at each noise-timestep pair. For a given value of the noise ratio and timestep, let \( i = 1, \ldots, 100 \) index the data realizations. Then, the MSE on the \( i \)th dataset is defined as \( \frac{1}{n} \sum_{k=1}^{n} (x_k - \hat{y}_k(\theta_i))^2 \), where \( \theta_i \) represents the parameter estimate on the given dataset. In addition to the MSE during the training period, the MSE on a testing period of 20s beyond the training data was also calculated over time indices \( k = n + 1, \ldots, 2n \). There were a handful of outliers in the LS+ERA MSE that significantly skewed the average value, so only the lowest 99 MSE values were used to compute the average MSE of the LS+ERA estimate. The average MSE of the MAP estimate retains all 100 MSE values.

Contour plots of the log\(10\) average MSE of the LS+ERA and MAP estimates are given in Fig. 4. We observe that the LS+ERA performance degrades most significantly as the timestep increases as a consequence of having fewer data available for estimation. The MAP estimate, on the other hand, appears to degrade more as the noise ratio is decreased, but its degradation due to increasing timestep is of similar magnitude. The slower degradation along the timestep axis suggests that the Bayesian approach has low data requirements, especially when the data are low-noise. Based on the colorbars of each set of plots, the MAP estimate gives at least an order of magnitude of improvement over the LS+ERA estimate.
Fig. 4. Contour plots of the $\log_{10}(\text{MSE})$ of the LS+ERA and MAP estimates on System 25. Fig. 4a and 4c are the training MSE and Figs. 4b and 4d are the testing MSE.

To get a better understanding of how each method performs when the data are noisy/sparse, two points were selected from the contour plots in Fig. 4, a data realization was chosen from each point, and the estimated output from each method was examined. The selected (noise, timestep) pairs are the high noise, low sparsity case (0.20, 0.1), and the low noise, high sparsity case (0.00, 0.5). These two points were chosen so that the effect of high noise and high sparsity could be studied separately. Within each point, the data realization chosen was the dataset for which the LS+ERA method had the lowest training MSE so that its performance was fairly represented. The estimated outputs of the two estimates are shown in Figs. 5a and 5b for the high noise and high sparsity cases, respectively.

Furthermore, the impulse response is examined since it can completely describe the response of an LTI system. Due to model over-parameterization, it is possible the estimated model only learned how to produce sinusoids at a given frequency. The impulse response will reveal if the estimated system actually approximates a realization of the state-space matrices as desired. The impulse response for the models in the high noise and high sparsity cases are shown in Figs. 5c and 5d, respectively.

To represent the posterior predictive distribution, $10^6$ samples were drawn from the posterior using the MCMC procedure described earlier in Section 4, the first $10^5$ were discarded as burn-in, and 100 samples selected at regular intervals were simulated and plotted. The blue ‘mean’ line indicates the mean of these posterior predictive samples.

In the high noise, low sparsity case (Figs. 5a and 5c), the mean estimate and LS+ERA estimate both appear to fit the truth fairly well, despite the noisiness of the data. The MSE of the LS+ERA estimate over the full 40s is $2.86 \times 10^{-4}$ and the MSE of the mean estimate is $4.74 \times 10^{-4}$. This was the only dataset on which the LS+ERA MSE was less than that of the MAP estimate. In fact, the next lowest LS+ERA training MSE was $4.68 \times 10^{-4}$, which is larger than the average MAP training MSE of $4.47 \times 10^{-4}$. Furthermore, the standard deviations of the LS+ERA training and testing MSE over all 100 datasets are $1.72 \times 10^{-4}$ and $2.58 \times 10^{-2}$, respectively, while the training and testing standard deviations of the MAP are $3.65 \times 10^{-4}$ and $5.56 \times 10^{-4}$, respectively. The fact that the standard deviation of the LS+ERA MSE is about 100 times greater than that of the MAP MSE indicates that there are far worse LS+ERA estimates than the one presented here, but the MAP estimates likely all resemble the one shown in the figure. In the impulse response, the LS+ERA estimate is also closer to the truth than the mean estimate, but the posterior is wide and encompasses the truth. Therefore, the Bayesian method is ‘aware’ of the error and gives a reasonable quantification of the estimate uncertainty. In the low noise, high sparsity case (Figs. 5b and 5d), the posterior is so narrow that it visually appears as a single line, indicating low uncertainty. In both the output and impulse response plots, the mean is directly on top of the truth, and the LS+ERA estimate has large discrepancies between its output and the truth. In contrast to the Bayesian estimate, the LS+ERA method has no way to identify this larger error/uncertainty.
4.2 Wiener-Hammerstein benchmark

Next, experimental data collected from a nonlinear system is considered. For this example, the proposed Bayesian method is tested on the Wiener-Hammerstein benchmark [62], which is a standard dataset that has been used to compare the performances of different nonlinear system ID methods. The underlying system consists of electronic components combined into a Wiener-Hammerstein structure. For more details on how the system was built, see [62]. The benchmark dataset is composed of 188,000 low-noise input-output data points, with a suggested training/testing split of 100,000/88,000. The best performance to date on this benchmark to the authors’ knowledge comes from [7], which achieved an RMSE value of 0.241 mV on the testing data using the MS objective. In this experiment, the method of [7] will be compared to the Bayesian method.

Because the dataset has such a high number of data points with low measurement noise, the identification problem has relatively low uncertainty, and the advantages of the Bayesian approach are not nearly as evident in cases with large and not noisy data. It will be shown, however, that methods that work well with a large amount of low-noise data are not necessarily best-suited for estimation when the data are few and noisy. To this end, only the first 1,000 data points of the original 100,000 point training set were used for training. Furthermore, zero-mean Gaussian noise with standard deviation \( \sigma = 0.0178 \) was added to these training data. This standard deviation is equal to 1% of \((y_{\text{max}} - y_{\text{min}})\).

The nonlinear model follows the form of Eq. (1) with latent space dimension \( d_x = 6 \), where the dynamics operator \( \Psi \) and observation operator \( h \) are now parameterized as neural networks. Following the approach of [7], each neural network has a single hidden layer with 15 nodes and tanh activation functions. Additionally, a linear transformation from the input of the network directly to the output is included such that the network is of the form:

\[
\mathbf{z}_{\text{out}} = \mathbf{A}_1(\theta) \tanh(\mathbf{A}_2(\theta)\mathbf{z}_{\text{in}} + \mathbf{b}_2(\theta)) + \mathbf{A}_3(\theta)\mathbf{z}_{\text{in}} + \mathbf{b}_3(\theta),
\]

(27)

where \( \mathbf{z}_{\text{in}} = \begin{bmatrix} x_k^T & u_k \end{bmatrix}^T \). For the dynamics network \( \Psi \), \( \mathbf{z}_{\text{out}} = \mathbf{x}_{k+1} \), and for the observation network \( h \), \( \mathbf{z}_{\text{out}} = y_k \). The combined number of parameters in \( \Psi \) and \( h \) is 401. The one difference between our model and that of [7] is that rather than learning an encoder function to estimate the current state, the initial condition is estimated directly. The priors used for this model were half-\( \mathcal{N}(0,10) \) on the process noise variance parameters, half-\( \mathcal{N}(0,0.01) \) on the measurement noise variance parameters, and \( \mathcal{N}(0,0.2) \) on the remaining parameters.

Before training, the input and output data were both normalized to have zero means and standard deviations of one. The comparison method was trained with Adam batch optimization using the available code in the repository linked by [7]: https://github.com/GerbenBeintema/SS-encoder-WH-Silver. The batch size was reduced from 1,024 to 256 to handle the smaller dataset, but the number of epochs was kept at 100,000. The time horizon was also kept at \( T = 80 \) since it was chosen according to the time scale of the system, which does not change. The Bayesian method was trained for 10,000 iterations. Then, \( 10^5 \) samples were drawn from the posterior, and \( 2 \times 10^4 \) were discarded as burn-in.

The results are shown in Fig. 6. Figs. 6a and 6b show the estimated output of the Bayesian and MS estimates in the time domain during the training period and during the last 1,000 iterations of the testing period, respectively. The posterior predictive distribution is represented by 100 samples drawn at regular intervals from the collected samples and simulated deterministically. ‘Mean’ refers to the mean of these 100 posterior predictive samples. In Fig. 6a, the estimates look nearly identical, but in Fig. 6b, some noisiness has appeared in the MS estimate indicative of overfitting while the Bayesian estimate remains smooth due to its inherent regularization. Figs. 6c and 6d show the errors during the testing period in the time and frequency domain, respectively. The MSE values of the MS and mean estimates on the testing data are \( 1.0948 \times 10^{-3} \) and \( 1.2546 \times 10^{-4} \), respectively. The posterior predictive mean MSE is over 8.7 times lower than that of MS.
4.3 Forced Duffing oscillator

Next, the utility of the proposed Bayesian method for learning chaotic behavior will be demonstrated. For this example, the Duffing oscillator is considered. This system was also considered in one of the author’s previous works [24], but the solution was periodic and a linear model was used for estimation. This work, on the other hand, considers a chaotic solution and therefore uses a nonlinear model parameterization.

The Duffing oscillator takes the form of a damped harmonic oscillator where the linear restoring force is now replaced by negative linear and positive cubic restoring terms. The governing equation is given as

\[
\begin{bmatrix}
\dot{x} \\
\ddot{x}
\end{bmatrix} = \begin{bmatrix}
0 & 1 \\
\alpha & \delta
\end{bmatrix} \begin{bmatrix}
x \\
\dot{x}
\end{bmatrix} + \begin{bmatrix}
0 \\
\beta
\end{bmatrix} \begin{bmatrix}
x^3 \\
1
\end{bmatrix} + \begin{bmatrix}
0 \\
\gamma \cos(\omega t)
\end{bmatrix}.
\]

(28)

Depending on the value of the parameters, the solution of this system can be periodic or chaotic, and there has been substantial study of the system’s period-doubling cascade as it transitions to a chaotic regime. In this example, the parameter values are set as \(\alpha = 1, \delta = -0.3, \beta = -1, \omega = 1.2, \) and \(\gamma = 0.65\) following an example in [34] that yields chaotic behavior. To generate the data for this problem, an initial condition of \((x, \dot{x}) = (0, 0)\) is used, and the system is simulated for 600 seconds before beginning data collection to eliminate any initial transient behavior. After this initial period, the position \(x\) of the system is measured every \(\Delta t = 0.25s\) for 300s for a total of 1200 data points, each with additive Gaussian noise with standard deviation \(\sigma = 10^{-3}\). The observation operator \(h\) and measurement noise covariance \(\Gamma\) are assumed to be known, and the dynamics model is the neural network architecture from the previous example defined in Eq. (27) with latent space dimension \(d_x = 2\). The priors are half-Normal \((0, 10^{-4})\) on the process noise variance parameters, and \(N(0, 0.2)\) on the remaining parameters. For sampling, \(10^6\) samples are drawn starting at the estimated MAP point, and half are discarded as a conservative burn-in.

The Bayesian algorithm is compared to the deterministic LS and MS objectives, and the results are shown in Fig. 7. For the MS objective, a time horizon of \(T = 200\) was used. Smaller values of \(T\) in the range \([30, 80]\) were tried but were found to give worse estimates. Fig. 7a shows 25 posterior samples and the estimated MAP point simulated stochastically and plotted alongside the deterministic LS estimate and the data. In Fig. 7b, the same samples and MAP point are simulated deterministically and plotted next to the LS estimate, the MS estimate, and the truth for a direct comparison. The LS estimate clearly looks much worse in these two figures, but the MSE of the LS estimate is actually lower than that of the MAP estimate. The LS estimate has an MSE of 0.7419, and the MAP estimate has an MSE of 1.2791. This shows that for certain system ID problems, especially ones including chaotic behavior, the squared error metric induces a nonsensical ranking within the model space.

Although it is difficult to identify any sort of structure in the behavior of chaotic systems in the time domain, the Duffing oscillator possesses an invariant set known as an attractor in phase space. Therefore, one way to assess how similar a model is to the underlying system is by comparing the phase space of the two systems. Figs. 7d, 7e, and 7f show the phase space of the MAP model, the MS model, and the truth system, respectively, over 600 seconds. The MS and MAP models have similar shapes compared to both its \(+(1,1)\) focus and the truth attractor. The structure of the MAP model, on the other hand, visibly appears consistent with the truth attractor, suggesting that it is a more accurate representation of the truth despite its high MSE.

4.4 Allen-Cahn equation with forcing

In certain applications involving PDEs, one is not interested in the full-field solution, but only in certain statistics of the full field [50,11]. In this experiment, the goal is to learn a dynamical model of a PDE quantity of interest (QoI) that can be used for forecasting. Continuing with a focus on non-autonomous systems, we consider an example of the Allen-Cahn equation with forcing that was used in [16]. The system uses Neumann boundary
conditions, and its dynamics are given as
\[
\frac{\partial}{\partial t} w(\xi,t) = \sigma \frac{\partial^2 w}{\partial \xi^2} + w(1-w^2) + \chi_\delta(\xi) u(t), \tag{29}
\]
where \(w\) is the flow, \(\xi \in [-1,1]\) is the spatial coordinate, \(t \in [0,\infty)\) is the time coordinate, \(u\) is the control input, and \(\chi\) is an indicator function that takes the value one when \(\xi \in \delta = [-0.5,0.2]\) and zero otherwise. The control inputs are sampled as \(u(t_k) \sim \mathcal{N}(0,10^{-2})\) for \(k = 0, \ldots, n\), and a zero-order hold is assumed for intermediate time values. To generate the data for this system, a spatial mesh with 256 cells and a time discretization with \(\Delta t = 0.1\) are used. Then at each timestep \(t_k\), Eq. (29) is solved for \(w(\xi_i,t_k)\) at each vertex \(\xi_i\) using the solve function in FEniCS [45,44]. The output of this system is chosen to be the second moment of the flow, which is approximated as
\[
y_k = \frac{1}{256} \sum_{i=0}^{256} w^2(\xi_i,t_k) + \eta_k, \tag{30}
\]
where \(\eta_k \sim \mathcal{N}(0,0.2^2)\) represents sensor noise. The system is simulated using an initial condition of \(w(\xi,0) = 0\) \(\forall i = 0, \ldots, 256\), and training data collection begins at \(t = 20\) since the first 20 seconds contain a transient period where the system moves toward a stable equilibrium at \(\pm 1\). After this initial period, data are collected for 10s at \(\Delta t = 0.1\) intervals for a total 101 data points.

The posterior predictive distribution found with the Bayesian algorithm is compared to a model trained using the deterministic LS objective in Fig. 8. The dynamics model used by both algorithms is the neural network used in previous examples and defined in Eq. (27) with \(d_z = 8\). The neural network has 350 parameters and there are only 101 data points, which puts many system ID algorithms at risk of overfitting. The observation operator is fixed as \(H = \begin{bmatrix} 1 & 0 \end{bmatrix}_{1 \times 7}\). The priors are half-\(\mathcal{N}(0,10^{-6})\) on the process noise variance parameters, half-\(\mathcal{N}(0,1)\) on the measurement noise variance parameters, and \(\mathcal{N}(0,4)\) on the remaining parameters. The data were normalized before training to have zero mean and standard deviation of one. In this experiment, \(10^5\) samples were drawn from the posterior, and half were discarded as burn-in.

|        | Training data | Training QoI | Testing QoI |
|--------|---------------|--------------|-------------|
| RMSE   | 7.10 \times 10^{-4} | 3.74 \times 10^{-4} | 3.77 \times 10^{-4} |
| LS     | 3.43 \times 10^{-6} | 8.18 \times 10^{-4} | 1.46 \times 10^{-3} |

Table 1: RMSE values of the posterior predictive mean (Bayes) and deterministic LS estimate (LS) on the training data, the noisless QoI values during the training period, and the noiseless QoI values during the testing period.

Fig. 8a shows 100 samples simulated using stochastic simulation, and Fig. 8b shows the samples simulated deterministically. In both figures, the mean represents the mean of these sample trajectories. The LS estimate matches the data closely during the training period, but performs poorly beyond this period due to overfitting. The posterior predictive mean, on the other hand, provides a good estimate of the truth throughout the 20s time period.

The RMSE values of the posterior predictive mean and LS estimate on the training data and on the noiseless QoI values during the training and testing periods are given in Table 1. The LS estimate has a training data RMSE two orders of magnitude smaller than that of the mean estimate, but the noiseless training QoI RMSE of the LS estimate is actually worse than that of the mean estimate. Moreover, the noiseless testing QoI RMSE of the LS estimate is an order of magnitude worse than the mean estimate. Also note that the RMSE of the mean estimate on the noiseless training and testing QoIs are very similar, indicating good generalizability of the estimate. Recall that the prior used on the dynamics parameters was only weakly informative, so the improved generalizability of the mean estimate over the LS estimate comes nearly entirely from the inclusion of process noise in the likelihood. The LS objective, on the other hand, does not account for model uncertainty and implicitly assumes that the model that most closely fits the data is the best, making it prone to overfit when the model form is very expressive, as is the case here.

5 Conclusion

Theoretical and experimental comparisons were made between the Bayesian system ID method of [23] and two other system ID algorithms: the LS+ERA method of [51] and the multiple shooting method. Proposition 1 showed that many Markov parameter estimation methods that rely on a least squares objective implicitly assume conditional independence of the data. We considered one such method that breaks single rollout data into multiple subtrajectories and proved in Proposition 3 that this method is asymptotically equivalent to the MLE estimator as the subtrajectory length gets arbitrarily large for conditionally independent data. With regards to multiple shooting, Proposition 4 showed that the uncon-
strained and constrained objectives are equivalent to the MLE and MAP estimators, respectively, of the Bayesian posterior if zero model error is assumed.

Experimental results showed that the Bayesian method can produce more accurate and generalizable results than the comparison methods when the data are noisy and/or sparse, when the number of data is low, and/or when the underlying system exhibits chaotic behavior. In separate experiments, these results showed orders of magnitude improvement in terms of MSE of the MAP over the LS+ERA estimate, 8.7 times lower MSE of the posterior predictive mean compared to multiple shooting, and 3.9 times lower MSE of the MAP compared to deterministic least squares. Additionally, it was shown that the deterministic least squares objective is not fit to identify good models of chaotic systems, and the Bayesian method is viable even when there are more parameters than data due to the inherent regularization in the likelihood. Future work will look toward applying the Bayesian method to higher dimensional systems.
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A Eigensystem realization algorithm

The ERA is a subspace identification algorithm that is commonly paired with Markov parameter estimation methods, such as those described in Section 3.1, to procure an estimated realization of the state-space matrices. The implementation of this algorithm is detailed here.

Assume that a subset of the Markov parameters \( \{G_i\}_{i=0}^n \) are available and the state dimension \( d_x \) is known. The first step of the ERA is to form these \( n+1 \) Markov parameters into a Hankel matrix as shown

\[
E = \begin{bmatrix} G_0 & G_1 & \cdots & G_{d_1} \\ G_1 & G_2 & \cdots & G_{d_2+1} \\ \vdots & \vdots & \ddots & \vdots \\ G_{d_1-1} & G_{d_1} & \cdots & G_{d_1+d_2} \end{bmatrix},
\]

where \( d_1, d_2 \in \mathbb{N} \) determine the shape of the Hankel matrix and must satisfy the inequalities \( d_1 + d_2 \leq n \) and \( \min\{d_yd_1, d_yd_2\} \geq d_x \). Choosing balanced dimensions \( d_yd_1 \approx d_yd_2 \) can possibly improve noise robustness.

The ERA uses this Hankel matrix to construct an estimate of the system’s observability and controllability matrices from which a realization of the state-space matrices can be extracted. Define the observability and controllability matrices

\[
O = \begin{bmatrix} H^* & (HA)^* & \cdots & (HA^{d_2})^* \end{bmatrix}^T
\]

and

\[
C = \begin{bmatrix} B \ AB \ \cdots \ \ A^{d_1-1}B \end{bmatrix},
\]

respectively. Define the Hankel submatrices \( E^- = E[1:1:d_2d_y] \) and \( E^+ = E[1:d_yd_1 + 1:(d_2+1)d_y] \). Taking the SVD of the Hankel submatrix \( E^- \) yields the decomposition \( E^- = USV^* \).

The rank-\( d_x \) approximation of \( E^- \) can be decomposed as \( USV^* \), where \( U = U[1:d_x,1:d_x], S = S[1:d_x,1:d_x], \) and \( V = V[1:d_x,1:d_x] \). Next, \( O \) and \( C \) can be estimated as \( \hat{O} = US\hat{z} \) and \( \hat{C} = \hat{z}^T V^* \). The ERA estimate of the state-space matrices are then \( B = C[1:d_y], H = O[1:d_y,1], \) and \( A = \hat{O}^{1/2} E^+ C \).

B Proof of Proposition 3

Our goal is to show that the assumptions introduced in Proposition 2 that lead to equivalency hold asymptotically. That is, we want to show \( \lim_{\bar{n} \to \infty} \sum_{i=\bar{n}}^{\bar{n}+k} G_iu_{-i} = 0 \) and \( \lim_{\bar{n} \to \infty} A^k \Sigma(A^k)^* = 0 \) for \( k \geq \bar{n} \). Let \( N = k - \bar{n} + 1 \) be the number of terms in the sum. For this proof, we assume \( N \) is bounded such that it cannot grow arbitrarily large.

To show \( \lim_{\bar{n} \to \infty} \sum_{i=\bar{n}}^{\bar{n}+k} G_iu_{-i} = 0 \), it suffices to show \( \lim_{\bar{n} \to \infty} \sum_{i=\bar{n}}^{\bar{n}+k} [G_i(j)]u_{-i} = 0 \) for any \( j \in \{1,\ldots, d_y\} \). By assumption, the inputs \( u_{j} \in \mathbb{R} \) are independent.
realizations of the random variable \( u \) for \( i = 0, 1, \ldots \) and \( j = 1, \ldots, d_u \). Recall that for any real-valued random variable \( z \), \( \lim_{n \to \infty} \int_0^a f(z) \, dz = 1 \), where the integral represents the probability that \( |z| < a \). This implies that for any \( 0 < \varepsilon \leq 1 \), \( \exists a \in \mathbb{R}^d \) such that \( |u[j]| < a[j] \) for \( j = 1, \ldots, d_u \) with probability (w.p.) \( 1 - \varepsilon \). Then, upper and lower bounds can be established as

\[
0 \leq \sum_{i=n}^{k} |G_i[j, i]| u_{k-i} < \sum_{i=n}^{k} |G_i[j, i]| a, \quad (B.1)
\]

w.p. at least \((1 - \varepsilon)^N\). Next we prove that the upper bound goes to zero as \( n \to \infty \) regardless of \( a \) by showing that \( \lim_{n \to \infty} \sum_{i=n}^{k} G_i[j, i] = 0 \). Recall that when \( \rho(A) < 1 \), the LTI system is exponentially stable. Specifically, there exist constants \( c > 0 \) and \( \lambda \in (0, 1) \) such that \( \|A^k x_0\|_2 \leq c \lambda^k \|x_0\|_2 \) for any initial condition \( x_0 \). We can therefore place the following bounds on the norm of the columns of \( G_i \):

\[
\|G_i[j, i]\|_2 = \|H A_i^{-1} B[j, i]\|_2 \\
\leq \|H\|_2 \|A_i^{-1} B[j, i]\|_2 \quad (B.2)
\]

Noting that the quantity \( c \|H\|_2 \|B[j, i]\|_2 \) is constant, we see that \( \|G_i[j, i]\|_2 \) is bounded above by an exponentially decaying function of timestep \( i \). This leads us to the following bound on the norm of the sum:

\[
\left\| \sum_{i=n}^{k} G_i[j, i] \right\|_2 \leq \sum_{i=n}^{k} |G_i[j, i]| \leq c \lambda^{i-1} \|H\|_2 \|B[j, i]\|_2 \leq N c \lambda^{n-1} \|H\|_2 \|B[j, i]\|_2 \quad (B.3)
\]

Since \( 0 \leq \lambda < 1 \), \( \lim_{n \to \infty} \|\sum_{i=n}^{k} G_i[j, i]\|_2 = 0 \), and consequently \( \lim_{n \to \infty} \sum_{i=n}^{k} G_i[j, i] = 0 \) as well, each w.p. at least \((1 - \varepsilon)^N\). The variable \( \varepsilon \) can be made arbitrarily small, so the sum \( \sum_{i=n}^{k} G_i u_{k-i} \) converges to 0 w.p. 1 as \( \tilde{n} \to \infty \). Moreover, the rate of convergence of the upper bound can be found as follows:

\[
\lim_{\tilde{n} \to \infty} \frac{N c \lambda^{\tilde{n}} \|H\|_2 \|B[j, i]\|_2}{N c \lambda^{\tilde{n}-1} \|H\|_2 \|B[j, i]\|_2} = \lim_{\tilde{n} \to \infty} \frac{\lambda^{\tilde{n}}}{\lambda^{\tilde{n}-1}} = \lambda. \quad (B.4)
\]

Therefore, the upper bound converges to zero linearly with rate \( \lambda \), and the sum \( \sum_{i=n}^{k} G_i u_{k-i} \) must converge at least as fast. When \( A \) is diagonalizable, \( \lambda \) can be chosen to be \( \rho(A) \) such that the convergence rate is bounded above by the maximum eigenvalue of \( A \).

The proof for the covariance term is similar. To show \( \lim_{n \to \infty} A^n \Sigma(A^n)^* = 0 \), we begin by decomposing the covariance matrix \( \Sigma = \Sigma^{\frac{1}{2}} \left( \Sigma^{\frac{1}{2}} \right)^* \). Then, the norm \( A^n \Sigma(A^n)^* \) is bounded above as follows:

\[
\|A^n \Sigma(A^n)^*\|_2 \leq \|A^n \Sigma^{\frac{1}{2}}\|_2 \left\| \left( A^n \Sigma^{\frac{1}{2}} \right)^* \right\|_2 = \|A^n \Sigma^{\frac{1}{2}}\|_2. \quad (B.5)
\]

It then suffices to show \( \lim_{n \to \infty} A^n \Sigma^{\frac{1}{2}}[j, j] = 0 \) for any column \( j \in \{1, \ldots, d_r\} \). We start by deriving the following upper bound

\[
\left\| \left( A^n \Sigma^{\frac{1}{2}} \right)[j, j] \right\|_2 \leq \left( c \lambda^{n} \left\| \Sigma^{\frac{1}{2}} \right\|_2 \right)^2. \quad (B.6)
\]

Then, the fact that \( \lim_{n \to \infty} c^2 \lambda^{2n} \left\| \Sigma^{\frac{1}{2}} \right\|_2 = 0 \) implies that \( \lim_{n \to \infty} A^n \Sigma^{\frac{1}{2}}[j, j] = 0 \). Lastly, the rate of convergence of the upper bound is as follows

\[
\lim_{n \to \infty} c^2 \lambda^{2n} \left\| \Sigma^{\frac{1}{2}} \right\|_2 = \lim_{n \to \infty} \frac{\lambda^{2n}}{\lambda^{2(n-1)}} = \lambda^2. \quad (B.7)
\]

Then \( \left\| A^n \Sigma^{\frac{1}{2}} \right\|_2 \), and consequently \( \|A^n \Sigma(A^n)^*\|_2 \), converges at least as fast. Therefore, we have shown that \( \sum_{i=n}^{k} G_i u_{k-i} \) and \( A^n \Sigma(A^n)^* \) both converge to zero as \( n \to \infty \) with rate no greater than \( \lambda \).