Abnormal target tracking and localization algorithm for UAV PV inspection scenarios
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Abstract: In order to adapt to the development of UAV inspection technology and achieve accurate positioning of abnormal targets of photovoltaic panels, this paper applies deep learning to abnormal target location, and proposes abnormal target tracking and localization algorithm for UAV PV inspection scenarios. The advantage of deep learning lies in the ability to learn the general expression of the target. In order to obtain an efficient deep network, this paper uses a large amount of data to train the deep network, so that the features extracted by the network can achieve accurate representation of the tracking target. By testing in the abnormal target location test database, it is proved that the proposed algorithm can accurately locate the abnormal target.

1. Introduction

With the development of the economy, the demand for electricity is also becoming more and more intense. As the most important application method of clean energy, photovoltaic power plants have greatly alleviated the problem of electric energy. However, due to the wide distribution of photovoltaic power stations, many types of applications, low efficiency of operation modes, high error rate, long inspection cycle, and even unable to achieve effective operation and maintenance, the healthy development of photovoltaic power plants has been severely restricted [1].

The emergence and rapid development of drones has become one of the effective means to solve the operation and maintenance of photovoltaic power plants. The intelligent drone [2] has the characteristics of high maneuverability, freedom of movement without terrain restrictions, and a variety of portable mission equipment. Used in power system inspection, it can feedback the results in time, automatically identify defects, and effectively predict the failure phenomenon of the power station, which can significantly improve the inspection frequency and inspection efficiency and accuracy, and avoid the inspection process.

![Fig.1 Photovoltaic panel](image_url)
In order to better realize the accurate identification and positioning of abnormal targets in photovoltaic panels shown in Fig.1, this paper proposes an abnormal target tracking and localization algorithm for UAV PV inspection scenarios. In this paper, deep learning is applied to anomaly recognition. The network parameters are trained offline by a large amount of data to learn the general characteristics of abnormal targets. In the process of identification, the depth discriminant features of abnormal targets are extracted to perform real-time target location.

2. Related work

A. UAV inspection

Many domestic enterprises have begun to intervene in the PV inspection market [3], from emerging UAV companies to traditional PV inspection companies and power companies. For UAV enterprises, the advantage is that they can quickly integrate UAV platform, image transmission and PV camera mounting. The professionalism of UAVs is strong. The disadvantages are that they are mostly oriented to multiple industries and do not penetrate into the PV segment. The solution is usually the initial stage, that is, the drone + infrared spot, and there is no room for improvement in efficiency. For traditional photovoltaic testing enterprises and power companies, the advantage is that they have stable market channels, and can directly introduce products and services for drone inspections to customers. The disadvantage is that the new industry of drones is relatively shallow.

In foreign countries, there are also drone infrared inspections and photovoltaics, and the entire market segment is still very new. Some domestic and foreign companies represented by Workswell have proposed the concept of identification + positioning, which can greatly reduce the labor cost, and the implementation methods are different.

B. Neural network and deep learning

The birth of neural networks comes from the study of the human brain. It is well known that there are more than 100 billion neurons in the adult brain, and they bear the signal transmission inside the brain [4]. Biologists revealed the structure of neurons in 1904, and then McCulloch and Pitts referenced the structure of neurons to design the famous MP model [5], artificial neural network was born. After decades of continuous development, the technology of artificial neural networks has matured and the network structure has been diversified, but it has never changed its roots. Fig.2 shows the basic structure of neural networks.

![Fig.2 The basic structure of neural networks.](image_url)

3. Abnormal target location model

A. Convolution feature extraction

Convolution feature extraction is an effective method for processing large images. This method is
based on the inherent characteristics of the statistical properties of any part of the natural image and other parts. The feature learning is performed by CNN[6], since CNN has weights. Sharing the characteristics of the network structure, therefore, compared to the whole image as training data, convolution feature extraction can greatly reduce the scale of the neural network, and at the same time obtain a certain translation, scale and rotation invariance.

The basic process of convolution feature extraction is to first acquire a plurality of smaller partial images by taking the original image, and then use these partial images as training data to form a training set, and perform training operations such as whitening and other processing operations. The neural network uses the back propagation error algorithm to train the network parameters. Finally, the learned network is used as a filter to convolution filter the whole original image to obtain the corresponding convolution characteristics.

B. Network model

In order to obtain the depth discriminant feature, this paper applies deep learning to the algorithm. The deep network used in this paper is the AlexNet network. The AlexNet network [7] is a type of convolutional neural network model. In 2012 Alex Krizhevsky took the AlexNet model he designed and participated in the ImageNet competition and won the championship [8]. Since then, AlexNet has made a name for himself. It also proves the effectiveness of convolutional neural networks in complex models, and the effectiveness of big data + complex network + GPU training in solving problems, which has a milestone significance. Fig.3 is a structural diagram of the target positioning network model.

C. Loss function construction

The strength of the deep network is that it can express the characteristics of the target through a large number of data, and then promote it, extract features in the non-training library, and accurately determine the target. The feature representation ability of the deep network is closely related to its loss function. The loss function represents the task of the deep network. The feature expressions of the depth features extracted by the depth network trained by different loss functions are different.

In this paper, the UAV PV inspection is used as the background, and the deep network conforming to the PV inspection is obtained for training. The logistic function is used as the loss function of this paper.

\[
I(y, x, z) = \log(1 + \exp(-yu(x, z)))
\]

(1)

In the middle, \(x\) is the target template, and \(y\) is the target to be tracked, \(z\) is the search area, and its size is several times the size of the target template, \(u()\) is a function for calculating the degree of
similarity between the target template and the search area. This paper selects n sets of image pairs from the anomalous images and brings them into the deep network to train the network parameters.

$$\text{Loss} = \sum_{i=1}^{n} l(y_i, x_i, z_i)$$

(2)

The training of the network parameters is realized by the loss function to meet the requirements of the task. Through the loss function training, the network can extract the discriminative features of the target.

**D. Optimization solution**

Under the premise of a given tracking target, the abnormal target positioning task realizes continuous and effective tracking of the target in subsequent frames. How to train the network and make the features extracted by the network accurately express the characteristics of the tracking target is the problem that needs to be solved in this paper. According to the characteristics of UAV inspection, this paper establishes the loss function of abnormal target location, and achieves the purpose of training network by deriving the loss function gradient. The input of this paper is a set of sample pairs: the target template $x_i$ and the search area $z_i$. By convolving the target template with the search area, the scores of all candidate samples in the search area are obtained.

$$u(x_i, y_i) = \phi(x_i) * \phi(z_i)$$

(3)

In the middle, $\phi(.)$ is the deep network used in this paper. The depth discriminative features of the target template and the search area are extracted through the deep network, and convolved to obtain the degree of similarity between the target template and the search area. The similarity score is compared with the label to optimize the network parameters.

$$\arg \min_{\phi} \sum_{i=1}^{n} \log(1 + \exp(-y_i u(x_i, z_i)))$$

(4)

By minimizing the loss function, the similarity score of the target template and the search area is consistent with the label, thereby achieving the goal of meeting the task.

4. **Experiment**

**A. Algorithm verification**

In order to better obtain the deep discriminative features that can express the target, before the test, the network is trained with the abnormal target video. In order to prove the effectiveness of pre-training, two sets of experiments were carried out on pre-training respectively. Among them, OURS_YP is the result obtained by the pre-training algorithm, and OURS_NP is the result obtained by the algorithm without pre-training. The result is as follows:

As shown in the Fig.4, the pre-training algorithm has an accuracy of 0.728 and a success rate of 0.542, both of which are unpre-trained. The anomaly target location of this paper is different from the mission goal of the usual target tracking. The pre-training process is to enable the network to locate this special task according to the abnormal target, and to correct the network parameters, so that the features extracted by the network can express abnormal targets more. Through experiments, it is proved that pre-training is effective.
B. Overall performance assessment

In order to prove the advanced nature of the algorithm, this paper compares the algorithm with the latest target tracking algorithm. The comparison algorithms are HCF\[9\], DSST\[10\], SINT\[11\], KCF\[12\] and SAMF\[13\]. In this paper, the compared tracking algorithm is tested in the abnormal target test database, and the test results are obtained. Then the test results of this paper are compared with the test results of the comparison algorithm. The results are shown below.

It can be seen from the Fig. 5 that compared with the comparison algorithm, the accuracy of the proposed algorithm is 0.728, and the success rate is 0.542, which is higher than the HCF algorithm in the second place, and the best tracking and positioning performance is obtained. Through experiments, the algorithm is effective and can accurately track abnormal targets.

C. Algorithm speed comparison

For the task specificity of this paper, the speed of the algorithm plays an important role in the completion of the task. In this paper, the real-time performance of the algorithm is used as the basis for discriminating the performance of the algorithm. Compared with the current tracking algorithm, the comparison algorithms are HCF, DSST, SINT, KCF and SAMF. The algorithm speed table is shown in Table 1:

![Fig.5 Overall performance comparison chart](image)

| Algorithm  | OURS | HCF | KCF | DSST | SINT | SAMF |
|------------|------|-----|-----|------|------|------|
| FPS        | 30   | 11  | 245 | 24   | 1    | 20   |

It can be seen from the table that the speed of the algorithm is 30fps, which meets the requirements of real-time. Although the algorithm is slower than KCF, it still meets the requirements of the task, and the accuracy of the algorithm is better than KCF. Overall, the performance of the algorithm reaches the top level.

5. Conclusion

In order to cooperate with the target UAV inspection technology, and better enable the UAV to accurately identify and locate the abnormal targets in the PV panel, this paper proposes an abnormal target tracking and localization algorithm for UAV PV inspection scenarios. In this paper, the deep discriminative features of the tracking target are extracted through the deep network to achieve accurate positioning of the abnormal target. At the same time, the experiment is carried out in the abnormal target test database, which proves the effectiveness of the proposed algorithm.
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