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Abstract—Identification of abnormal source hidden in distributed parameter systems (DPSs) belongs to the category of inverse source problems. It is important in industrial applications but seldom studied. In this paper, we make the first attempt to investigate the abnormal spatio-temporal (S-T) source identification for a class of DPSs. An inverse S-T model for abnormal source identification is developed for the first time. It consists of an adaptive state observer for source identification and an adaptive source estimation algorithm. One major advantage of the proposed inverse S-T model is that only the system output is utilized, without any state measurement. Theoretic analysis is conducted to guarantee the convergence of the estimation error. Finally, the performance of the proposed method is evaluated on a heat transfer rod with an abnormal S-T source.

Index Terms—Distributed parameter systems, Inverse source problems, Adaptive observer

I. INTRODUCTION

Industrial processes such as thermal processes and transport-reaction processes can all be modeled by DPSs, whose system input, output, and parameters can change in both time and space domain, which can be concluded as the S-T dynamics [11], [2], [3], [4], [5], [6], [7], [8]. Abnormal behaviors or events in DPSs may cause the failure of controller or undesired system response, both are harmful to the safe and reliable operation of the system. Without loss of generality, these abnormal behaviors or events can be considered as the result of an unknown abnormal S-T source \( f(z,t) \) in the system dynamics, which can also be treated equivalently as S-T fault in the process. The abnormal source term \( f(z,t) \) is a set of unknown terms which may cause undesirable system behaviors, including faults (actuator fault or sensor fault) occurring to the system, disturbance or noise coupling in the system dynamics, etc. Identification of the abnormal source term has potential applications in chemical processes monitoring [9], [10], fault diagnosis of lithium-ion batteries [11], control of vibrating single-link flexible manipulator system [12]. On one hand, detection and identification of the abnormal source of DPSs are important for industrial applications but have not been fully investigated; On the other hand, the disturbance observer-based control (DOBC) of nonlinear parabolic PDE systems was studied in [13], [14], [15], where the disturbance was governed by a known ordinary differential equation (ODE) [13], [14] or partial differential equation (PDE) [15] exosystem with unknown initial conditions.

The abnormal S-T source is similar to the source term in the inverse source estimating problems for the wave equation, where the authors introduced the modulating functions-based method [16] to address it. However, this approach requires full state measurement, as well as the computation of the measurement’s derivative with respect to time, which are difficult to realize for industrial applications [17].

Over the past few decades, the actuator/sensor fault detection and diagnosis of DPSs have attracted more and more attention and some research efforts have been made, see [18], [19], [20], [21]. However, the fault detection and diagnosis of DPSs are inherently less complex than the abnormal S-T source detection and identification, due to the fact that the spatial distribution characteristic of the actuator/sensor fault was not considered:

- In the actuator fault case, the spatial distribution function of the fault was assumed to be the same as that of the actuator and was known a priori;
- In the sensor fault case, the spatial distribution characteristic of the fault was not considered for the most commonly used point-wise measurement sensors.

Hence the actuator/sensor fault detection and diagnosis of DPSs are conducted only on the time domain, while the abnormal S-T source detection and identification are conducted on both the time and space domain. Existing approaches for fault detection and diagnosis of DPSs can be roughly classified into two categories: one was using a finite-dimensional ODE representation of DPSs; the other was based on the original PDE system. For example, the authors proposed a finite-dimensional residual generators for the purpose of fault detection of linear DPSs in [22]. A novel model-based fault detection approach is developed in [23], where the state observer was based on the original PDE system. By using the modulating functions-based approach [24] on the original PDE system, the actuator or sensor fault identification was derived by an algebraic expression in [25], [26], [27]. Despite these innovative results, the studies on abnormal S-T source detection and identification of DPSs are relatively insufficient, which are of great significance from the application viewpoint.
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Recently, the abnormal S-T source detection of DPSs was investigated using data-driven approaches for engineering applications [28], [29]. However, the abnormal S-T source identification problem, i.e. estimating the unknown source term \( f(z,t) \), was not considered, which is significant in abnormal source removing and process restoring. Moreover, compared to abnormal S-T source detection, the abnormal S-T source identification is more involved since it requires the dynamic tracking of the abnormal S-T source rather than determining detection thresholds for the generated residuals [28], [29].

Adaptive observers [30], [31], [32], [33] are efficient tools for the identification of unknown terms in dynamical systems modeled using ODEs. However, owing to the infinite-dimensional characteristic of DPSs, the adaptive observers’ design methodologies for ODE systems cannot be applied to DPSs directly whose dynamical behaviors are modeled using PDEs. As one of the most representative classes of DPSs, a parabolic DPS’s spatial differential operator can be divided into a finite-dimensional slow subsystem and an infinite-dimensional fast subsystem [34]. This characteristic of parabolic DPSs provides a potential path of applying the adaptive observers for the abnormal S-T source identification problem.

The advantage of using adaptive observers for the abnormal S-T source identification problem over modulating-functions approaches [10] include:

- First, no state measurement is needed, so fewer sensors are required in industrial applications;
- Second, neither the time or space derivative of the measurement is required, which will improve the identification performance.

Motivated by the above-mentioned considerations, we make the first attempt to investigate the abnormal S-T source identification problem for a class of linear parabolic DPSs in this paper. An inverse S-T model for abnormal source identification is developed based on the theorem of separation of variables. The inverse S-T model consists of an adaptive state observer for source identification and an adaptive source estimation algorithm. Both theoretical analysis and numerical simulations are provided to validate the feasibility and effectiveness of the proposed method.

The rest of this paper can be summarized as follows: The problem descriptions are provided in Section II. In Section III, the inverse S-T model design for abnormal S-T source identification is presented. Theoretical analysis and numerical simulations are provided in Section IV and Section V, respectively. Finally, this paper is concluded in Section VI.

II. PRELIMINARIES AND PROBLEM STATEMENT

A. System description

Consider a class of linear DPSs modeled by the following parabolic PDE:

\[
\begin{align*}
\frac{\partial x(z,t)}{\partial t} &= a_1 \frac{\partial x(z,t)}{\partial z} + a_2 \frac{\partial^2 x(z,t)}{\partial z^2} + a_3 x(z,t) \\
&\quad + k_u b_u(z) u(t) + f(z,t),
\end{align*}
\]

\[
y(t) = \int_{\alpha_2}^{\alpha_1} c(z) k_y x(z,t) dz,
\]

subject to the following boundary conditions:

\[
\begin{align*}
&c_1 x(\alpha_1, t) + d_1 \frac{\partial x}{\partial z}(\alpha_1, t) = r_1, \\
&c_2 x(\alpha_2, t) + d_2 \frac{\partial x}{\partial z}(\alpha_2, t) = r_2,
\end{align*}
\]

and with the following initial condition:

\[
x(z,0) = x_0(z),
\]

where \( x(z,t) \) denotes the state variable; \([\alpha_1, \alpha_2] \subset \mathbb{R} \) is the spatial domain of the system; \( z \in [\alpha_1, \alpha_2] \) is the spatial coordinate; \( t \in [0, \infty) \) denotes the time; \( u(t) \in \mathbb{R}^{n_u} \) denotes the vector of manipulated input; \( f(z,t) \in \mathbb{R} \) denotes the unknown abnormal S-T source in the DPS, which is the root of abnormal behaviors or events. The definition “abnormal source” is proposed to distinguish from the manipulated input \( u(t) \), which can be considered as a “normal source”. The abnormal S-T source \( f(z,t) \) is irrelevant to the state variable \( x(z,t) \) and can’t be measured; \( y(t) \in \mathbb{R}^{n_y} \) denotes the system output; \( \partial x/\partial z \) and \( \partial^2 x/\partial z^2 \) denote the first and second-order spatial derivatives of \( x \), respectively; \( a_1, a_2, a_3, k_u, k_y, c_1, c_2, d_1, d_2, r_1 \) and \( r_2 \) are constant coefficients; The \( i \)th element of known smooth function \( b_u(z) \in \mathbb{R}^{n_u} \) describes how the \( i \)th element of control action \( u(t) \) is distributed in \([\alpha_1, \alpha_2]\); The \( i \)th element of known smooth function \( c(z) \in \mathbb{R}^{n_y} \) is determined by the shape (point or distributed) of the \( i \)th measurement sensor; And \( x_0(z) \) is the initial condition. A schematic graph of the system description is shown in Fig. 1.

The following Hilbert Space is defined throughout this paper:

\[
\mathcal{H} \triangleq L_2([\alpha_1, \alpha_2]; \mathbb{R}).
\]

Also, in this Hilbert Space, we have the following inner product and norm:

\[
\langle x_1(\cdot), x_2(\cdot) \rangle \triangleq \int_{\alpha_1}^{\alpha_2} x_1(z) x_2(z) dz,
\]

\[
\|x_1(\cdot)\|_2 \triangleq \langle x_1(\cdot), x_1(\cdot) \rangle^{1/2},
\]

where \( x_1(\cdot) \) and \( x_2(\cdot) \) are two elements of \( \mathcal{H} \).

B. Problem statement

The problem investigated in this paper can be summarized as follows:

Utilize the system output \( y(t) \) to design an inverse S-T model to identify the abnormal S-T source \( f(z,t) \) of systems, which subject to the system model in (1) with the boundary conditions in (2) and the initial condition in (3).
III. INVERSE S-T MODEL DESIGN FOR ABNORMAL S-T SOURCE IDENTIFICATION

In this section, an inverse S-T model is developed to infer the unknown source term \( f(z, t) \) from the system output \( y(t) \), without any state measurement.

\[
\begin{align*}
  f(z, t) & = \phi^T(z) f(t) = \phi_x^T(z) \bar{f}_x(t) + \phi_f^T(z) \bar{f}_f(t).
\end{align*}
\]

In this manner, the unknown abnormal S-T source can be described by the products of the basis functions \( \phi(z) \) and the temporal coefficients \( f(t) \). Hence the abnormal S-T source identification is transformed into the identification of the temporal coefficients \( f(t) \).

Motivated by the adaptive fault diagnosis observer introduced in [30], [31], [32], [33], an adaptive state observer for (4) is constructed as follows:

\[
\begin{align*}
  \dot{x}_a(t) & = A_x \bar{x}_a(t) + B_{u,a} u(t) + \bar{f}_x(t) - L(y(a)_a(t) - y(t)), \\
  \dot{y}_a(t) & = C_x \bar{x}_a(t),
\end{align*}
\]

where \( \bar{x}_a(t) \in \mathbb{R}^m \), \( \dot{y}_a(t) \in \mathbb{R}^m \), and \( \bar{f}_x(t) \in \mathbb{R}^m \) are the estimates of \( x(s \to t) \), \( y(s \to t) \), and \( f(s \to t) \), respectively. \( L \in \mathbb{R}^{m \times n_y} \) is the observer gain matrix.

Define \( e_x(t) = \bar{x}_a(t) - x(s \to t) \), \( e_y(t) = \dot{y}_a(t) - y(t) \), and \( e_f(t) = \bar{f}_x(t) - f(s \to t) \), then the error dynamics are obtained by combining (4) and (5):

\[
\begin{align*}
  \dot{e}_x(t) & = (A_x - LC_x) e_x(t) + e_f(t) + Ly_f(t), \\
  e_y(t) & = C_x e_x(t) - y_f(t). \tag{6}
\end{align*}
\]

Remark 2: To be noticed, the output error \( e_y(t) \) which can be used for the adaptive state observer design is defined as:

\[
  e_y(t) = \dot{y}_a(t) - y(t)
\]

rather than the error between the slow-system output estimation \( \dot{y}_a(t) \) and the slow system output \( y(s \to t) \). The reason is that the slow-system output \( y(s \to t) \) (in (4)) can not be directly obtained while the original PDE system output \( y(t) \) (in (1)) can be obtained by the measurement sensors. The problem comes with it is that \( e_y(t) \neq C_x e_x(t) \), which is equal in [30], [31], [32], [33]. Therefore, as shown in (6), the output of fast subsystem \( y_f(t) \) should be considered in the adaptive state observer design, which will introduce extra errors for the source identification. One make-up solution in practice is to select a sufficient high order \( m \) for the slow subsystem.

Then the following adaptive source estimation algorithm is proposed:

\[
  \hat{f}_x(t) = -\Gamma F(e_y(t) + \sigma e_y(t)), \tag{7}
\]

where \( F \in \mathbb{R}^{m \times n_y} \) and the symmetric positive definite matrix \( \Gamma \in \mathbb{R}^{m \times m} \) is the learning rate.

Remark 3: It can be found that the adaptive source estimation algorithm (7) consists of a proportional term and an integral one of \( e_y(t) \), it can be rewritten as:

\[
  \hat{f}_x(t) = -\Gamma F(e_y(t) + \sigma \int_0^t e_y(\tau)d\tau).
\]

The proportional term is introduced to improve the rapidity of abnormal source estimation.
Remark 4: To be noticed, a general assumption of the abnormal S-T source \( f(z,t) \) is that it can be formulated in the following basis expansion form:
\[
  f(z,t) = \sum_{i=1}^{n} f_i(t)v_i(z), \quad 1 \leq n < \infty
\]
with an finite number of the basis functions \( \{v_i(z)\}_{i=1}^{n} \), where \( n \) is unknown for the abnormal S-T source identification. Unlike the polynomial-type basis functions used in [16], the eigenfunctions \( \{\phi_i(z)\}_{i=1}^{n} \) are used as the basis functions instead, i.e. \( v_i(z) = \phi_i(z), i = 1, \ldots, n \). When the order of the slow subsystem \( m \geq n \), one can obtain that \( f_j(t) = 0 \).

Since the inverse S-T model is based on an approximate finite-dimensional model, \( f_j(t) \) is neglected in the abnormal S-T source identification. However, to further enhance the abnormal source identification performance, one can select a sufficient large \( m \) under this assumption, which can also reduce the influence caused by the neglecting of the fast subsystem.

A schematic graph of the proposed inverse S-T model-based method for abnormal S-T source identification is summarized in Fig. 3, it can be found that the inverse S-T model consists of the adaptive state observer for source identification in [3] and the adaptive source estimation algorithm in [7]. To be noticed, in the proposed inverse S-T model, no state measurement is used.

IV. THEORETICAL ANALYSIS

The following assumptions and lemma are needed for the proposed inverse S-T model design.

Assumption 1: The output of the \( x_f \)-subsystem \( y_f(t) \) and its derivative with respect to time \( \dot{y}_f(t) \) satisfy that:
\[
  \|y_f(t)\|_{\text{peak}} \triangleq \sup_{t \geq 0} \|y_f(t)\| < \infty, \\
  \|\dot{y}_f(t)\|_{\text{peak}} \triangleq \sup_{t \geq 0} \|\dot{y}_f(t)\| < \infty, \quad \forall t \geq 0
\]
where \( \|\cdot\|_{\text{peak}} \) and \( \|\cdot\| \) denote the so-called peak-norm and Euclidean norm, respectively.

Assumption 2: The derivative of \( f_s(t) \) with respect to time is norm bounded, i.e.
\[
  \|\dot{f}_s(t)\|^2 \leq f_1, \quad \forall t \geq 0
\]
where \( f_1 \in [0, \infty) \) is a constant.

Assumption 3: The abnormal S-T source \( f(z,t) \) satisfies that:
\[
  \|f(z,t)\|_2^2 = \|f_s(t)\|^2 + \|f_f(t)\|^2 \leq f_2, \quad \forall t \geq 0
\]
where \( f_2 \in [0, \infty) \) is a constant.

Assumption 4: \( (A_s, C_s) \) is observable and \( C_s \) is of full column rank.

Remark 5: In Assumption 4, the requirement of \( C_s \) being full column rank is common set in fault isolation, it is also known as the output separability condition [30], [37]. This can be done by selecting appropriate measurement sensors and dominant modes.

Lemma 1: [31] For a given positive scalar \( \mu > 0 \) and a symmetric positive definite matrix \( P \), the following inequality holds:
\[
  2x^T y \leq \frac{1}{\mu} x^T P x + \mu y^T P^{-1} y, \quad x, y \in \mathbb{R}^n.
\]

Lemma 2: [38] Let \( V(t) \) and \( g(t) \) be real functions. Then
\[
  \dot{V}(t) \leq -\alpha V(t) + g(t), \quad \forall t \geq 0
\]
implies that
\[
  V(t) \leq e^{-\alpha t} V(0) + \int_0^t e^{-\alpha(t-\tau)} g(\tau) d\tau, \quad \forall t \geq 0
\]
for any finite constant \( \alpha \).

Theorem 1: Under Assumptions 1, 2, 4, and 5, given scalars \( \mu_1, \mu_2, \sigma > 0 \), if there exist symmetric positive definite matrices \( P \in \mathbb{R}^{m \times m}, G_1 \in \mathbb{R}^{m \times m}, G_2 \in \mathbb{R}^{m \times m} \), matrices \( X \in \mathbb{R}^{m \times n_s}, F \in \mathbb{R}^{m \times n_s} \) and a positive constant \( \varepsilon_1 \) such that the following linear matrix inequality (LMI) is satisfied:
\[
  \Xi \triangleq \begin{bmatrix}
    \Xi_{11} & * & * \\
    X^T & -\frac{1}{\sigma} X^T & -\varepsilon_1 I
  \end{bmatrix} < 0,
\]
where
\[
  \Xi_{11} \triangleq PA_s + A_s^T P - XC_s - C_s^T X^T, \\
  \Xi_{22} \triangleq -\frac{2}{\sigma} P + \frac{1}{\sigma \mu_1} G_1 + \frac{1}{\sigma \mu_2} G_2,
\]
and the following condition holds:
\[
  P = FC_s,
\]
then the adaptive source estimation algorithm in [7] can realize \( e_s(t) \) and \( e_f(t) \) uniformly ultimately bounded (UUB) where the symmetric positive definite matrix \( \Gamma \in \mathbb{R}^{m \times m} \) denotes the learning rate.

Proof. Choose the Lyapunov candidate as follows:
\[
  V(t) = e_s^T(t) Pe_s(t) + \frac{1}{\sigma} e_f^T(t) \Gamma^{-1} e_f(t).
\]
Combining (6), (7), (10), and (11), its derivative with respect to time is:
\[
  \dot{V}(t) = e_s^T(t)(PA_s + A_s^T P - XC_s - C_s^T X^T)e_s(t) + \frac{2}{\sigma} e_f^T(t)(X^T - \frac{1}{\sigma} X^T)e_s(t) + 2y_f(t)^T \dot{y}_f(t) + 2y_f(t)^T \Gamma^{-1} \dot{f}_s(t)
\]
and the following condition holds:
\[
  P = FC_s.
\]
Combining Lemma 1, Assumption 1, and Assumption 2, it can be obtained that:
\[
  -\frac{2}{\sigma} e_f^T(t) \Gamma^{-1} \dot{f}_s(t) \leq \frac{1}{\sigma \mu_1} e_f^T(t) G_1 e_f(t) + \mu_1 \frac{1}{\sigma} \dot{f}_s(t)
\]
(14)
\[
\frac{2}{\sigma} e_T^T(t) F \dot{y}_f(t) \leq \frac{1}{\sigma \mu_2} e_T^T(t) G_2 e_f(t) + \frac{\mu_2}{\sigma} \dot{y}_f^T(t) F^T G_2^{-1} F \dot{y}_f(t) \\
\leq \frac{1}{\sigma \mu_2} e_T^T(t) G_2 e_f(t) + \frac{\mu_2}{\sigma} \max(F^T G_2^{-1} F) \| \dot{y}_f(t) \|^2_{\text{peak}}.
\]

By Lemma 2, it can be obtained that:
\[
V(t) \leq e^{-\alpha t} V(0) + (\beta + \epsilon_1 \| y_f(t) \|^2_{\text{peak}} + \epsilon_2 \| \dot{y}_f(t) \|^2_{\text{peak}})
\int_0^t e^{-\alpha(t-r)} \, dr
\leq e^{-\alpha t} V(0) + (\beta + \epsilon_1 \| y_f(t) \|^2_{\text{peak}} + \epsilon_2 \| \dot{y}_f(t) \|^2_{\text{peak}})
\frac{1}{\alpha} (1 - e^{-\alpha t})
\leq e^{-\alpha t} V(0) + (\beta + \epsilon_1 \| y_f(t) \|^2_{\text{peak}} + \epsilon_2 \| \dot{y}_f(t) \|^2_{\text{peak}})
\sup_{t \in [0, \infty)} \{ 1 - e^{-\alpha t} \}
\leq e^{-\alpha t} V(0) + (\beta + \epsilon_1 \| y_f(t) \|^2_{\text{peak}} + \epsilon_2 \| \dot{y}_f(t) \|^2_{\text{peak}})
\leq e^{-\alpha t} V(0) + (\sqrt{\beta} + \sqrt{\epsilon_1} \| y_f(t) \|_{\text{peak}}
+ \sqrt{\epsilon_2} \| \dot{y}_f(t) \|_{\text{peak}})^2.
\]

Meanwhile, considering (12), it can be derived that:
\[
V(t) \geq \lambda_{\min}(\mathbf{P}) \| e_x(t) \|^2 + \frac{1}{\sigma} \lambda_{\min}(\Gamma^{-1}) \| e_f(t) \|^2
\geq \min\{ \lambda_{\min}(\mathbf{P}), \frac{1}{\sigma} \lambda_{\min}(\Gamma^{-1}) \}(\| e_x(t) \|^2 + \| e_f(t) \|^2).
\]

Combining (20) with (21), it can be derived that:
\[
\| e_x(t) \|^2 + \| e_f(t) \|^2 \leq \frac{e^{-\alpha t} V(0)}{\min\{ \lambda_{\min}(\mathbf{P}), \frac{1}{\sigma} \lambda_{\min}(\Gamma^{-1}) \}} + \rho^2
\leq \left( \sqrt{\frac{e^{-\alpha t} V(0)}{\min\{ \lambda_{\min}(\mathbf{P}), \frac{1}{\sigma} \lambda_{\min}(\Gamma^{-1}) \}}} + \rho \right)^2.
\]

where
\[
\rho = \sqrt{\frac{1}{\min\{ \lambda_{\min}(\mathbf{P}), \frac{1}{\sigma} \lambda_{\min}(\Gamma^{-1}) \}}(\sqrt{\beta} + \sqrt{\epsilon_1} \| y_f(t) \|_{\text{peak}}
+ \sqrt{\epsilon_2} \| \dot{y}_f(t) \|_{\text{peak}})}.
\]

Hence it can be further derived that:
\[
\| e_x(t) \| \leq \sqrt{\frac{e^{-\alpha t} V(0)}{\min\{ \lambda_{\min}(\mathbf{P}), \frac{1}{\sigma} \lambda_{\min}(\Gamma^{-1}) \}}} + \rho,
\]

\[
\| e_f(t) \| \leq \sqrt{\frac{e^{-\alpha t} V(0)}{\min\{ \lambda_{\min}(\mathbf{P}), \frac{1}{\sigma} \lambda_{\min}(\Gamma^{-1}) \}}} + \rho.
\]

Recall Assumption 1, it can be obtained that 0 \leq \rho < \infty. Hence (24) implies that there exists a T \to \infty such that \| e_x(t) \| \leq \rho, \| e_f(t) \| \leq \rho, for all t > T. That is to say, e_x(t) and e_f(t) are UUB with ultimate bound \rho. This completes the proof. 

\textbf{Corollary 1:} The abnormal S-T source estimation error of the original PDE system in (7)-(9) can be obtained as
\[
e_f(z,t) = \hat{f}(z,t) - f(z,t),
\]
where \( \hat{f}(z, t) = \phi^T(z) \hat{f}(t) \), as shown in (8). Hence the square of the norm for the abnormal S-T source estimation error in \( H \) can be obtained as

\[
\| e_f(z, t) \|_2^2 = \| \hat{f}(z, t) - f(z, t) \|_2^2 \\
= \| \phi^T(z) \hat{f}(t) - \phi^T(z)f(t) - \phi^T(z)f(t) \|_2^2 \\
= \| \phi^T(z) e_f(t) - \phi^T(z)f(t) \|_2^2.
\]

Combining with Theorem 1 and Assumption 3, it can be concluded that the abnormal S-T source estimation error \( e_f(z, t) \) is UUB if the conditions in Theorem 1 are satisfied, with ultimate bound \( \rho + \sqrt{T_s} \).

Remark 6: The inequality (9) can be solved by the MATLAB LMI toolbox. However, the equality condition in (17) makes the problem difficult to solve. Therefore, this condition is transformed into the following problem: Minimize \( \eta \) subject to (9), (10) and

\[
\begin{bmatrix}
\eta I \\
(P - FC_s)^T \\
\eta I
\end{bmatrix} > 0.
\] (25)

V. Numerical Simulation

Consider a thin rod whose temperature distribution can be modeled by the following parabolic PDE:

\[
\begin{align*}
\frac{\partial x(z, t)}{\partial t} &= \frac{\partial^2 x(z, t)}{\partial z^2} + \beta_U(b_u(z)u(t) - x(z, t)) + f(z, t), \\
y(t) &= \int_0^\pi \delta(z - \frac{\pi}{4}) x(z, t) dz = \begin{bmatrix} x(\frac{\pi}{4}, t) \\ x(\frac{3\pi}{4}, t) \end{bmatrix},
\end{align*}
\] (26)

subject to the Dirichlet boundary conditions:

\[
x(0, t) = 0, \quad x(\pi, t) = 0,
\] (28)

where \( x(z, t) \) denotes the dimensionless temperature of the rod; \( \beta_U \) denotes a dimensionless heat transfer coefficient; \( u(t) \) is the manipulated input (temperature of the cooling medium); \( y(t) \) are the thermocouple measurements at point \( z = \pi/4 \) and \( z = 3\pi/4 \). The typical value of \( \beta_U \) is given as 2. The actuator distribution function is set as:

\[
b_u(z) = \sqrt{\frac{2}{\pi}} \sin(z).
\]

And the control input is selected as:

\[
u(t) = 1.
\]

The eigenvalue problem for the spatial differential operator:

\[
Ax = \frac{\partial^2 x}{\partial z^2} - \beta_U x,
\]

\( x \in S(A) = \{ x \in L_2([0, \pi]; \mathbb{R}) \}; x(0, t) = 0, x(\pi, t) = 0 \}

can be directly solved as:

\[
\lambda_j = -j^2 - 2, \quad \phi_j(z) = \sqrt{\frac{2}{\pi}} \sin(jz), \quad j = 1, \cdots, \infty.
\]

Details of solving procedures for this kind of eigenvalue problem can be referred to Cheaper 4 of [39]. The first two eigenvalues are considered as the dominant ones, thus \( \varepsilon = |\lambda_1|/|\lambda_2| \approx 0.273. \) Using the procedures discussed in Section III the following 2-dimensional slow subsystem is derived:

\[
\begin{align*}
\dot{x}_s(t) &= A_s x_s(t) + B_{u,s} u(t) + f_s(t), \\
y_s(t) &= C_s x_s(t),
\end{align*}
\] (29)

where

\[
x_s(t) = \begin{bmatrix} x_1(t) \\ x_2(t) \end{bmatrix}, \quad A_s = \begin{bmatrix} -3 & 0 \\ 0 & -6 \end{bmatrix}, \quad B_{u,s} = \begin{bmatrix} 2 \\ 0 \end{bmatrix},
\]

and

\[
C_s = \int_0^\pi \left[ \delta(z - \frac{\pi}{4}) \sin(z) \right] \phi_1(z) \phi_2(z) dz = \begin{bmatrix} \sqrt{\frac{1}{\pi}} & \sqrt{\frac{2}{\pi}} \\ \sqrt{\frac{1}{\pi}} & -\sqrt{\frac{2}{\pi}} \end{bmatrix}.
\]

It can be found that Assumption 4 is satisfied. In this numerical simulation, consider the following abnormal S-T source according to Remark 4:

\[
\begin{align*}
f(z, t) &= [\phi_1(z) \phi_2(z)] \begin{bmatrix} f_1(t) \\ f_2(t) \end{bmatrix}. \end{align*}
\]

Abnormal source \( f_1(t) \) can be considered as the actuator fault due to the fact that \( b_u(z) = \phi_1(z) \) is set.

To evaluate the performance of the proposed abnormal S-T source identification method, the following kinds of abnormal sources are considered:

\[
f_1(t) = \begin{cases} 0, & 0 \leq t < 10(\text{sec}) \\
2, & 10 \leq t \leq 80(\text{sec}) \\
\end{cases}, \quad f_2(t) = \begin{cases} 0, & 0 \leq t < 40(\text{sec}) \\
3, & 40 \leq t \leq 80(\text{sec}) \end{cases}
\]

and

\[
f_1(t) = \begin{cases} 0, & 0 \leq t < 10(\text{sec}) \\
2 - e^{-0.01(t-10)}, & 10 \leq t \leq 80(\text{sec}) \\
\end{cases}, \quad f_2(t) = \begin{cases} 0, & 0 \leq t < 40(\text{sec}) \\
3 - e^{-0.02(t-40)}, & 40 \leq t \leq 80(\text{sec}) \end{cases}
\]

The first kind of abnormal source can be considered as an abrupt source while the second is an incipient one. Based on the definition of \( f_s(t) \) in (30), it can be obtained that:

\[
f_s(t) = \begin{bmatrix} f_1(t) \\ f_2(t) \end{bmatrix}.
\]

According to Theorem 1, choosing \( \mu_1 = 1, \mu_2 = 1, \sigma = 1 \), and solving (9), (10) and (25), one can obtain that:

\[
\eta = 9.4277 \times 10^{-12},
\]

\[
P = \begin{bmatrix} 0.1774 & 0 \\ 0 & 0.0609 \end{bmatrix}, \quad G_1 = \begin{bmatrix} 0.0193 & 0 \\ 0 & 0.0102 \end{bmatrix},
\]

\[
G_2 = \begin{bmatrix} 0.0193 & 0 \\ 0 & 0.0102 \end{bmatrix}, \quad X = \begin{bmatrix} -0.1106 & -0.1106 \\ -0.1588 & 0.1588 \end{bmatrix},
\]

\[
F = \begin{bmatrix} 0.1572 & 0.1572 \\ 0.0382 & -0.0382 \end{bmatrix}, \quad L = \begin{bmatrix} -0.6231 & -0.6231 \\ -2.6069 & 2.6069 \end{bmatrix}.
\]
by the MATLAB LMI toolbox.

Moreover, the learning rate is chosen as $\Gamma = diag(100, 100)$. The original PDE system in (26) is solved numerically by the finite difference method (FDM) [40] with the sampling time $\Delta t = 0.01$ sec. By using the adaptive state observer (5) and the adaptive source estimation algorithm [7], the source estimation of the slow subsystem $\hat{f}_s(t) = \hat{f}_{s1}(t) \hat{f}_{s2}(t))^T$ can be gained and the abnormal S-T source estimation for the original PDE system in (26) can be obtained by:

$$\hat{f}(z, t) = [\phi_1(z) \phi_2(z)] \begin{bmatrix} \hat{f}_{s1}(t) \\ \hat{f}_{s2}(t) \end{bmatrix},$$

as shown in [8].

From Fig. 4(a), Fig. 4(b), Fig. 6(a), and Fig. 6(b), it can be presented in Fig. 4(a)-Fig. 5 and Fig. 6(a)-Fig. 7, respectively. 

$$e_f(z, t) = f(z, t) - \hat{f}(z, t) = \sum_{i=1}^{2} e_{fi}(z, t) = \sum_{i=1}^{2} e_{f_1}(z, t) = \sum_{i=1}^{2} e_{f_2}(z, t)$$

Fig. 5. $e_f(z, t)$ of abnormal source 1. (Abrupt source).

Fig. 6. Estimation results of abnormal source 2. (Incipient source)

$$\text{RMSE} = (\int \int e_f(z, t)^2 dz/dt / \int \int dz \Delta t)^{1/2}.$$ 

The calculated value of RMSE for abrupt and incipient abnormal source estimation in Fig. 5 and Fig. 7 are 0.2007 output $y_s(t)$ in (29) and the output of the original PDE system $y(t)$ in (27), which are caused by the neglect of the fast subsystem. Meanwhile, the output estimation $\hat{y}_s(t)$ in [5] tracks the original PDE system output $y(t)$ rapidly under both abnormal sources. In addition, there exist minor errors between $f_s(t)$ and its estimation $\hat{f}_s(t)$, which are also caused by the truncation error introduced by the neglecting of the fast subsystem. Moreover, the abnormal S-T source estimation $\hat{f}(z, t)$ can track $f(z, t)$ with minor errors, as shown in Fig. 5 and Fig. 7 the abnormal source occurring time ($t = 10$ (sec) and 40 (sec)) can be detected for both kinds of sources. To better illustrate the performance of the proposed abnormal S-T source identification approach, the performance index “RMSE (root of mean squared error)” is defined as:

$$\text{RMSE} = (\int \int e_f(z, t)^2 dz/dt / \int \int dz \Delta t)^{1/2}.$$
and 0.1919, respectively. The main reason for the existence of the estimation error $e_f(z, t)$ is the neglecting of the fast subsystem, as discussed in Remark 2.

For simple illustration, the above S-T source is generated using the eigenfunctions of the spatial operator $A$ as the basis functions. To further study the effectivity of the proposed method, consider a general S-T source $f(z, t)$ as follows:

$$f(z, t) = f(t)b_f(z),$$

where

$$b_f(z) = H(z) - H(z - \pi/4),$$

$$f(t) = \begin{cases} 
0, & 0 \leq t < 10(\text{sec}) \\
2, & 10 \leq t \leq 80(\text{sec}) 
\end{cases}$$

$H(.)$ denotes the standard Heaviside function.

To study the effectivity of the proposed method, $n_y$ point-wise measurements are uniformly distributed in the spatial domain $[0, \pi]$. Moreover, the first $m$ eigenvalues were selected as the dominant modes. The abnormal source estimation results are provided below using the performance index RMSE.

| $(m, n_y)$ | $\Gamma$ | RMSE | Ideal RMSE |
|-----------|----------|------|------------|
| (2, 2)    | $100 + I_2$ | 0.7709 | 0.7497 |
| (2, 3)    | $100 + I_1$ | 0.7517 | 0.7497 |
| (3, 3)    | $100 + I_1$ | 0.6377 | 0.5901 |
| (2, 4)    | $100 + I_2$ | 0.7518 | 0.7497 |
| (3, 4)    | $100 + I_1$ | 0.6454 | 0.5901 |
| (4, 4)    | $100 + I_2$ | 0.5102 | 0.4286 |

As shown in Table I, the performance of the proposed method on this S-T source is not as well as that on S-T source generated by the same basis functions. The reason is evident since for this kind of source, the truncation error is relatively large and it requires a larger number of basis functions for accurate approximation. It can also be found in this table that RMSE decreases with the increasing of the number of the dominant modes $m$, which is reasonable. To better illustrate the performance of the proposed method, another performance index named “Ideal RMSE” is introduced as:

$$e_{\text{ideal}}(z, t) = \phi_s^T(z)f_s(t) - f(z, t),$$

$$f_s(t) = \langle \phi_s^T(z), b_f(z) \rangle > f(t),$$

$$\text{Ideal RMSE} = \left( \int \sum e_{\text{ideal}}(z, t)^2 dz / \int dz \sum \Delta t \right)^{1/2},$$

which determines a lower bound of RMSE. Comparing RMSE with Ideal RMSE, it can be found that the proposed method attains acceptable results on this S-T source. For those S-T sources generated by the same basis functions, the Ideal RMSE=$0$ apparently.

In fact, for a given number of sensors, how to place them as well as choosing the learning rate $\Gamma$ to obtain better estimation performance is one interesting multi-objective optimization problem. In this manuscript, the focus is on providing a general framework for solving such an inverse source estimation problem rather than achieving the best estimation performance, which is very challenging itself. We will discuss such problems in subsequent researches.

Remark 7: As the requirements of the modulating functions-based method are too restrictive, it is not fair nor meaningful to compare these two methods’ performance on the same problem. To be more specific, on one hand, if these requirements of the modulating functions-based method cannot be met, it will not work definitely; On the other hand, since we aim to release these restrictions for industrial applications in this paper, the significance of the proposed method would be largely decreased if these requirements can be met, regardless of the comparison results.

VI. CONCLUSION

In this paper, the abnormal S-T source identification for a class of linear parabolic DPSs is first investigated. An inverse S-T model for abnormal source identification is developed, which consists of an adaptive state observer for source identification and an adaptive source estimation algorithm. Theoretic analysis is provided to guarantee the convergence of the abnormal S-T source estimation error. Finally, numerical simulations on a heat rod with an abnormal S-T source are presented to evaluate the performance of the proposed method. Future researches will be expanded to the abnormal S-T source identification for non-linear DPSs.

APPENDIX

First, define the operator $A$ in $\mathcal{H}$ as:

$$A_{\phi_j}(z) = \lambda_j \phi_j(z), \ j = 1, \cdots, \infty,$$

where $\phi_j$ denotes the eigenfunction and $\lambda_j$ denotes the corresponding eigenvalue. Define $\sigma(A)$ as the set of all eigenvalues of $A$, that is $\sigma(A) = \{\lambda_1, \cdots \}$. The following assumptions state that $\sigma(A)$ can be partitioned into a finite-dimensional part which consists of $m$ slow eigenvalues and a stable infinite-dimensional complement consists of the remaining fast eigenvalues and that the gap between the slow and fast eigenvalues is large.

Assumption 5: 1. Re$\{\lambda_1\} \geq \text{Re}\{\lambda_2\} \geq \cdots \geq \text{Re}\{\lambda_j\} \geq \cdots$, where Re$\{\lambda_j\}$ denotes the real part of $\lambda_j$.

2. $\sigma(A)$ can be partitioned as $\sigma(A) = \sigma_1(A) + \sigma_2(A)$, where $\sigma_1(A)$ consists of the first $m$ (with $m$ finite) eigenvalues, that is $\sigma_1(A) = \{\lambda_1, \cdots, \lambda_m\}$, and $|\text{Re}\{\lambda_1\}|/|\text{Re}\{\lambda_m\}| = O(1)$.

3. $\text{Re}\{\lambda_{m+1}\} < 0$ and $|\text{Re}\{\lambda_m\}|/|\text{Re}\{\lambda_{m+1}\}| = O(\varepsilon)$, where $\varepsilon < 1$ is a small positive number.

Based on the theorem of separation of variables [41] and applying Galerkin’s method [34], the following infinite-dimensional system modeled by ODE is obtained:

$$\dot{x}_s(t) = A_s x_s(t) + B_{u_s} u(t) + f_s(t),$$

$$\dot{x}_f(t) = A_f x_f(t) + B_{u_f} u(t) + f_f(t),$$

$$y(t) = C_s x_s(t) + C_f x_f(t) = y_s(t) + y_f(t),$$

TABLE I

IDENTIFICATION RESULTS OF A GENERAL S-T SOURCE

| $(m, n_y)$ | $\Gamma$ | RMSE | Ideal RMSE |
|-----------|----------|------|------------|
| (2, 2)    | $100 + I_2$ | 0.7709 | 0.7497 |
| (2, 3)    | $100 + I_1$ | 0.7517 | 0.7497 |
| (3, 3)    | $100 + I_1$ | 0.6377 | 0.5901 |
| (2, 4)    | $100 + I_2$ | 0.7518 | 0.7497 |
| (3, 4)    | $100 + I_1$ | 0.6454 | 0.5901 |
| (4, 4)    | $100 + I_2$ | 0.5102 | 0.4286 |
with the initial conditions:

\[ x_s(0) = P_s x_0(z), \quad x_f(0) = P_f x_0(z), \]

where

\[ A_s = P_s A \phi_T(z) = \text{diag}\{\lambda_1, \cdots, \lambda_m\}, \]
\[ A_f = P_f A \phi_T(z) = \text{diag}\{\lambda_{m+1}, \cdots, \lambda_\infty\}, \]
\[ B_{u,s} = P_s k_u b_{u_T}(z), \quad B_{u,f} = P_f k_u b_{u_T}(z), \]
\[ f_s(t) = P_s f(z, t), \quad f_f(t) = P_f f(z, t), \]
\[ C_s = \int_{\alpha_1}^{\alpha_2} c(z) k_y \phi_f^T(z) dz, \quad C_f = \int_{\alpha_1}^{\alpha_2} c(z) k_y \phi_f^T(z) dz. \]

The derivations of this infinite-dimensional ODE systems are neglected since they are trivial, interesting readers may seek for more details in [34], [42]. Using \( \varepsilon \) and multiplying the \( x_f \)-subsystem by \( \varepsilon \) yields the singular perturbation model:

\[ \dot{x}_s(t) = A_s x_s(t) + B_{u,s} u(t) + f_s(t), \]
\[ \dot{x}_f(t) = A_f x_f(t) + \varepsilon B_{u,f} u(t) + \varepsilon f_f(t), \]
(31)

where \( A_{f\varepsilon} = \varepsilon A_f \).

Then the singular perturbation theory [43] can be applied. Using the fast time-scale \( \tau = t / \varepsilon \) and setting \( \varepsilon = 0 \), we can derive the following infinite-dimensional fast subsystem directly from model (31):

\[ \frac{d x_f(\tau)}{d \tau} = A_{f\varepsilon} x_f(\tau). \]
(32)

Since \( \Re\{\lambda_{m+1}\} < 0 \) and referring to the definition of \( \varepsilon \), it can be concluded that \( A_{f\varepsilon} \) is globally exponentially stable. Maintaining \( \varepsilon = 0 \) in (31) and considering the non-singularity of \( A_{f\varepsilon} \), it can be obtained that \( x_f(t) = 0 \). Substituting \( x_f(t) = 0 \) into (31), it can be obtained that:

\[ \dot{x}_s(t) = A_s x_s(t) + B_{u,s} u(t) + f_s(t), \]
\[ y_s(t) = C_s x_s(t). \]
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