Abstract—Due to the subjective crowdsourcing annotations and the inherent inter-class similarity of facial expressions, real-world Facial Expression Recognition (FER) datasets usually exhibit ambiguous annotation. To simplify the learning paradigm, most existing methods convert ambiguous annotation results into precise one-hot annotations and train FER models in an end-to-end supervised manner. In this paper, we rethink the existing training paradigm and propose that it is better to use weakly supervised strategies to train FER models with original ambiguous annotation. Specifically, we model FER as a Partial Label Learning (PLL) problem, which allows each training example to be labeled with an ambiguous candidate set. To better utilize representation learning to boost label disambiguation in PLL, we propose to use the Masked Image Modeling (MIM) strategy to learn the feature representation of facial expressions in a self-supervised manner. Then, these feature representations are used to query the probabilities of ambiguous label candidates, which are used as the ground truth in the PLL label disambiguation process. Extensive experiments on RAF-DB, FERPlus, and AffectNet demonstrate that the PLL learning paradigm substantially outperforms the current fully supervised state-of-the-art approaches in FER.
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I. INTRODUCTION

Aiming at analyzing and understanding human emotions, Facial Expression Recognition (FER) [1]–[5] is an active field of research in computer vision with practical implications in social robotics, automatic driving, etc. FER leverages these multimedia elements (including images, videos, and audio) to interpret and understand human emotions by analyzing facial features, vocal tones, and other behavioral cues.

In recent years, FER has achieved impressive performance on laboratory-controlled datasets, such as CK+ [6], JAFFE [7] and RaFD [8], which are collected under ideal conditions and annotated by experts. Recently, with the demands of real-world applications, large-scale FER datasets in unconstrained environments, such as FERPlus [9], RAF-DB [10] and AffectNet [11], continue to emerge. However, collecting large-scal datasets with fully precise annotations is labor-intensive and challenging. Consequently, the crowdsourcing approach is commonly utilized for annotation. Due to the subjective perception of annotators and the inherent inter-class similarity of facial expressions, real-world FER datasets usually exhibit ambiguous annotation. To make it easier to use the crowdsourcing annotation results, most previous methods convert them into precise one-hot annotations by simply voting [9] or thresholding [10] and train FER models in an end-to-end supervised manner. However, these label conversion strategies do not always yield satisfactory results as shown in fig. [1]. The performance of models supervised with such converted labels is inevitably impeded.

In this paper, we rethink the existing training paradigm and propose that it is better to use weakly supervised strategies to train FER models with original ambiguous annotation. Specifically, we model FER as a Partial Label Learning (PLL) problem, where each training instance is associated with a set of candidate labels among which exactly one is true, reducing the overhead of finding the exact label from ambiguous candidates [12].

The major challenge of PLL lies in the label disambiguation. Existing PLL methods [13]–[16] state that examples close to each other in the feature space will tend to share identical labels in the label space and their label disambiguation is based on this assumption. However, there is a contradiction here: the direct use of ambiguous annotations inevitably affects the quality of representation learning, which in turn hinders label disambiguation. Errors can accumulate severely, especially with the low-quality initial representations [17].

To mitigate the influence of ambiguous labels on feature learning, we propose to use unsupervised learning to obtain
the initial feature representation. Specifically, we propose to use the recently emerged Masked Image Modeling (MIM) to pre-train facial expression representation. MIM is mostly built upon the Vision Transformer (ViT), which suggests that self-supervised visual representations can be done by masking input image parts while requiring the target model to recover the missing contents. Facial expressions are high-level semantic information obtained from the combination of action units in multiple regions of the human face. Vision Transformer can model the relationship between action units with the global self-attention mechanism. MIM pre-training forces the ViT to learn the local facial action units and global facial structures in various expressions [18]. Then the pre-trained ViT is fine-tuned with an ambiguous label set in the PLL paradigm. Moreover, unlike other tasks, facial expression data exhibit high inter-class similarity, which makes label disambiguation more challenging.

In this paper, we propose to treat the label disambiguation process as querying the confidence of the correlation between each category label and features. Specifically, inspired by DETR [19], we propose a decoder-based label disambiguation module. We leverage learnable label embeddings as queries to obtain confidence in the correlation between features and the corresponding label via the cross-attention module in the Transformer decoder. Finally, we integrate the encoder of the ViT backbone, and the Transformer decoder-based label disambiguation module to build a fully transformer-based facial expression recognizer in the partial label learning paradigm. Our contributions are summarized as follows:

- We rethink the existing training paradigm of FER and propose to use weakly supervised strategies to train FER models with original ambiguous annotation. To the best of our knowledge, it is the first work that addresses the annotation ambiguity in FER with the Partial Label Learning (PLL) paradigm.
- We build a fully transformer-based facial expression recognizer, in which we explore the benefits of the facial expression representation based on MIM pre-train and the Transformer decoder-based label confidence queries for label disambiguation.
- Our method is extensively evaluated on large-scale real-world FER datasets. Experimental results show that our method consistently outperforms state-of-the-art FER methods. This convincingly shows the great potential of the Partial Label Learning (PLL) paradigm for real-world FER.

Since then, most studies tried to tackle the in-the-wild FER task. These large-scale datasets are collected in an unconstrained environment and annotated by crowdsourcing. Due to the subjective perception of annotators and the inherent inter-class similarity of facial expressions, real-world FER datasets usually exhibit ambiguous annotation. Previous methods [23–27] convert the annotation results into precise one-hot annotations by simply voting [9] or thresholding [10] and train FER models in an end-to-end supervised manner. However, these label conversion strategies do not always yield satisfactory results as shown in fig. 1. The performance of models supervised with such converted labels is inevitably impeded. In recent years, several attempts try to address the ambiguity problem in FER. SCN [20] and RUL [28] relabel noisy samples automatically by learning clean samples to suppress uncertainty from noise labels. DMUE [29] proposes a method of latent label distribution mining and an inter-sample uncertainty assessment, which aims to solve the problem of label ambiguity. However, they either require the noise rate for better noise filtering or rely on sophisticated architectures, which limit their generalization to in-the-wild situations.

Recently, some researchers move from fully-supervised learning (SL) to semi-supervised learning (SSL). Ada-CM [30] proposes an SSL method by adaptive learning confidence margins to utilize all unlabeled samples during training time, which represents a new idea to solve FER tasks by making use of additional unlabeled data. In this paper, we rethink the existing training paradigm and propose that it is better to use weakly supervised strategies to train FER models with original ambiguous annotation. As fig. 1 shows, in-the-wild facial expressions often include compound emotions or even mixture ones. Thus, for these samples with uncertainty, it is natural to have multiple annotated candidates. Consequently, for the first time, a new Partial Label Learning (PLL) paradigm is proposed to address the annotation ambiguity in FER.

B. Partial Label Learning

Partial Label Learning (PLL) is an important category of weakly supervised learning methods in which each object has multiple candidate labels, but only one of them is the ground-truth label. It is mainly divided into average-based and identification-based methods. The most intuitive solution is average-based methods, which generally consider each label to be equally important during training time, and make predictions by averaging the output of all candidate labels [31], [32]. Others [33], [34] utilize a parametric model to maximize the average scores of candidate labels minus that of non-candidate labels. The identification-based methods normally maximize the output of the most likely candidate labels to disambiguate the ground-truth label. Some typical methods mainly include maximum margin criterion [35], graph-based [36]. With the development of deep learning, more network structures [37], [38] emerge, which rely on the output of the model itself to disambiguate the candidate label sets. Some researchers argue [39–41] that data points closer in feature space are more likely to be classified as the same label, which relies on a good feature representation. PICO [42] reconciles PLL-based label disambiguation and feature representation based

II. RELATED WORK

A. Facial Expression Recognition

Facial Expression Recognition (FER) [11], [20]–[22] aims to help computers understand human behavior and even interact with humans. FER can be mainly divided into traditional-based and deep learning-based methods. For the former, it mainly focuses on hand-designed texture-based feature extraction for in-the-lab FER datasets, on which the recognition accuracy is very high.
on contrastive learning. However, elaborately designed data augmentation is essential due to its sensitivity to positive sample selection. Another drawback of contrastive learning in FER is that the high inter-class similarity of facial expressions makes it hard to obtain robust feature representations.

C. Masked Image Modeling

Inspired by Masked Language Modeling (MLM), Masked Image Modeling (MIM) has become a popular self-supervised method. iGPT [43] predicts unknown pixels by operating on known pixel sequences. ViT [44] predicts masked patch prediction by employing a self-supervised approach. Moreover, iBOT [45] achieves excellent performance through siamese networks. However, these methods have the assumption of image semantic consistency. The ability of BEiT [46] to predict discrete tokens depends on the pre-trained model VQVAE [47] that it relies on. As an extension of the ViT work, the main aim of SimMIM [48] is to predict pixels. Unlike the previously mentioned approaches, MAE [49] proposes an encoder-decoder architecture that uses the decoder for the MIM task. Differently, Maskfeat [50] adopts hog descriptor as a prediction target rather than pixels. Currently, the potential benefits of MIM for enhancing PLL performance have not been well studied.

III. METHOD

In this section, we introduce a fully transformer-based facial expression recognizer with a new partial label learning paradigm, which mainly consists of a process of robust learning representation and label disambiguation. fig. 2 shows an overview of our framework. Generally, given an in-the-wild FER dataset \( D(\mathcal{X}, \mathcal{Y}) \), each sample \( x_i \) is assigned to one of the \( K \) deterministic categories, denoted as \( y_i \in \{y_1, y_2, \ldots, y_k\} \).

### A. Partial Label Learning (PLL)

Partial label learning (PLL) aims to predict a true label of the input using a mapping of the classification function. It can tolerate more uncertainty from the label space, and gradually eliminate it in a weakly supervised way during the training. In PLL, each sample in the partially labeled dataset \( D \) is represented by \( (x_i, Y_i) \), where \( Y_i \) is a set of candidate labels corresponding to \( x_i \).

**Label set construction.** The first step of using PLL is to construct a label set, \( Y_i = \{y_1, y_2, \ldots, y_k\} \), as the input. Given this label set, PLL would then recognize the potential (unseen) true label \( y_i \) of each sample \( x_i \) from \( Y_i \) by training a classifier, which computes the probability of each class in the candidate label set. Here we adopt the method in [51] to determine the potential ambiguous samples. For the ambiguous samples, we consider binary values and assign 1 to the components in \( Y_i \) that correspond to the top-k predictions and assign 0 to the rest. We normalize each label set \( Y_i \) to obtain a confidence vector \( C_i = \{c_1, c_2, \ldots, c_k\} \), with all values summing up to 1.

In the training stage, a classifier \( \zeta : \mathcal{X} \rightarrow \mathcal{C}^k \) is trained to update the confidence vector \( C_i \). We expect the \( c_i \) to concentrate most of the probability density on the true label \( y_i \) of the sample \( x_i \). We use the categorical cross-entropy loss to constrain it as follows:

\[
L_{\text{pll}}(x_i, C_i) = \sum_{j=1}^{k} -C_i \log(\zeta^j(x_i)), \quad \text{s.t.} \quad \sum_{j=1}^{k} c_{i,j} = 1, \tag{1}
\]

where \( j \) denotes the index of confidence vector \( C_i \), \( \zeta^j(\cdot) \) is the softmax layer of the model. In the following, we continue to describe the two key modules in our framework: model pre-training and label disambiguation.

### B. Model Pre-training

An important assumption of PLL is that samples close to each other in the sample space are more likely to share an
identical label in the label space, which indicates that a good feature representation is important. Based on this assumption, we choose to pre-train the model to achieve a better representation. Since the model is easily misled by ambiguous labels, fully-supervised pre-training may not be a good choice. Therefore, we adopt masked image modeling (MIM), a self-supervised model, which avoids the use of potentially ambiguous labels. The structure of MIM is illustrated in Fig. 3. Specifically, in the encoder part, we adopt the encoder of ViT, which only acts on the visible and unmasked patches. For the decoder, we adopt hog descriptors as the prediction target of the decoder rather than pixel values. In this way, we expect MIM to learn the local facial action units and global facial structures in various facial expressions.

In FER, focusing on such unit-level information is more meaningful than focusing on pixel-level information. Indeed, pixel-level information can often be distorted by details such as high-frequency nuances, lighting conditions, and fluctuations in contrast. In the pre-training stage, we only keep the encoder for feature extraction and discard the decoder.

C. Label Disambiguation

The label disambiguation with the transformer decoder includes the label embedding regularization module and the confidence revision module. An input image $x$ is fed into the pre-trained encoder to get visual tokens $F^{HW \times d}$, where $HW$ denotes the number of visual tokens and $d$ denotes the feature dimension of the hidden state. We initialize the query embedding $Q^{k \times d}$, where $k$ denotes the number of classes. In the fine-tuning stage, the transformer decoder updates $Q^{k \times d}$ according to visual tokens, with $Q^{k \times d}$ reflecting the correlation of category-related features. Inspired by [52], [53], we link the category-related features to the learnable query embedding $Q^{k \times d}$ and predict the confidence sector $C_i$ of the sample by their correspondence. Specifically, $C_i$ is obtained by inputting the logits from the last layer of the transformer decoder to the sigmoid function. However, differently by [52], [53], (1) our method is designed for PLL and focuses on disambiguation by query to finally find the unique correct label with the highest confidence for each instance. (2) Besides querying the classification logits, we also query the label confidence. (3) To mitigate the problem of imbalance distribution in the FER dataset, we design a special regularization for label embedding.

1) Label Embedding Regularization.: It is worth noting that in addition to the annotation ambiguity, these FER datasets also commonly exhibit imbalance distribution. In the training stage, it makes the model more biased towards majority classes, resulting in an uneven distribution of the feature space, and degrading model performance by classifying minority classes as head classes. In our work, we draw inspiration from [54] and aim to achieve a uniform distribution of the query embedding over a hypersphere to mitigate the negative effects of class imbalance. Specifically, we compute a uniform loss for query embedding to pull the distance between different classes on the hypersphere. We compute the optimal positions for different classes of query embedding $\{t_i\}_{i=1}^K$ before training and optimize it using the following (eq. (2)):

$$L_{\text{uniform}} \left( \{t_i\}_{i=1}^K \right) = \frac{1}{K} \sum_{i=1}^{K} \log \sum_{j=1}^{K} e^{t_i^T \cdot t_j / \tau},$$ (2)

where $\tau > 0$ is a temperature hyperparameter, and $K$ denotes the number of classes in FER dataset.

2) Revision Confidence.: As previously mentioned, the robust representation in the feature space enhances PLL’s ability to disambiguate in the label space. For samples with ambiguous labels in the dataset, we initially set the candidate label set $Y$ with a uniform distribution, represented by $C_i = \frac{1}{|Y|} Y$. During the update process, we continuously revise the confidence score $C_i$ for each batch using the following (eq. (3)):

$$\begin{bmatrix} \text{id}_1 : v_1 \\
\text{id}_2 : v_2 \end{bmatrix} = \text{Top}_k[\sigma * C_{i-1}], k = 2,$$ (3)

where $\varphi = \text{sigmoid}(\sigma_{\text{logits}})$ is the response of sigmoid layer, and $\sigma_{\text{logits}}$ is the output of the transformer decoder. After that, we compute the top-2 metrics of the $(C_{i-1} * \varphi)$ for updating confidence vector $C_i$ as the following (eq. (4)):

$$C_i = \begin{cases} C_{i-1}, & \Delta v \leq \text{threshold} \\ C_{i-1}[\text{id}] = 1, & \text{else} \end{cases},$$ (4)

where $\Delta v = |v_1 - v_2|$, the threshold $\epsilon \in [0,1)$. When $\Delta v > \text{threshold}$, $C_i$ is a one-hot vector, where only the 1-th entry is 1. We treat it as the level of uncertainty and represent it with the top-2 rank label in the candidate label set. Algorithm [1] is the pseudo-code of our method, which would converge to a stable status along the training iterations. We specifically choose top-2, because we notice that the accuracy of most samples located in top-2 reaches 95%.

IV. EXPERIMENTS

In this section, we describe the FER datasets in section IV-A, implementation details in section IV-B, pre-training, and fine-tuning details in section IV-C, comparison with Fer methods in section IV-D, ablation studies in section IV-E, and visualization results in section IV-F.
Algorithm 1 Pseudo-code of our method

Require: Model $f$: Pre-trained model $f$;
Epoch $T_{\text{max}}$: Number of total epochs;
Iteration $I_{\text{max}}$: Number of total iterations;
query embedding: query $\mathcal{Q}$;
Dataset $\mathcal{D}$: partially labeled training set $\mathcal{D} = \{(x_i, Y_i)\}_{i=1}^n$;

Ensure:
$C_i = \frac{1}{|\mathcal{Y}|} \sum_{Y \in \mathcal{Y}} b_{iY}$, initialize the confidence vector $C_i$;
\begin{enumerate}
    \item for $i = 1, 2, ..., T_{\text{max}}$ do
    \item Shuffle $\mathcal{D} = \{(x_i, Y_i)\}_{i=1}^n$;
    \item for $j = 1, 2, ..., I_{\text{max}}$ do
    \item fetch mini-batch $\mathcal{D}_j$ from $\mathcal{D}$;
    \item calculate Uniform distribution for query by eq. (2);
    \item revise confidence vector $C_i$ by eq. (3) and eq. (4);
    \item calculate PLL loss by eq. (1);
    \item update Network parameter of $f$ by eq. (1);
\end{enumerate}
\end{enumerate}

To evaluate our proposed framework, we compare it with a baseline and other related methods including fully-supervised learning: PSR [25], DDA [26], SCN [20], SCAN [27], DMUE [29], RUL [28], DACL [55], MA-Net [56], MVT [57], VTFF [58], EAC [59], and TransFER [60]; with ResNet50-based methods: SCAN [27]. In addition, we also compare with transformer-based approaches such as MVT [57], VTTF [58], and TransFER [60]. Finally, we also compare with PSR [25] using VGG-16. We list all the comparison results in table I. We achieve the highest performance on all datasets as shown in table I. From the results, our method outperforms all current SOTA methods for FER, including ResNet-based and transformer-based methods. Specifically, we exceed the baseline [44] by 3.69%, 2.93%, 2.5%, 2.78% accuracy on RAF-DB, FERPlus, AffectNet-7, and AffectNet-8.

1) Comparison with SL methods: Considering the latest SL methods, we surpass EAC [59] by 2.06% and 1.79% on RAF-DB and AffectNet-7 respectively, PSR [25] by 1.36% on FERPlus, and DMUE [29] by 1.28% on AffectNet-8. These experimental results show the effectiveness of our proposed method in the FER task and demonstrate that converting ambiguous annotation results into one-hot labels using fully-supervised learning is not ideal. Compared to PLL, these CNN-based SL methods are misled by the ambiguous labels in the label space, which hinders the performance of the model. Furthermore, the transformer-based SL method suffers from the same problems. Although MVT [57] employs ViT as the backbone, it does not utilize unsupervised pre-training. Nevertheless, it remains susceptible to ambiguous labels in the label space, resulting in potential impacts on feature learning quality, which is consistent with the hypothesis proposed in [68]. The same problem exists with PLL, which demonstrates that converting ambiguous annotation results into one-hot labels using fully-supervised learning is not ideal.

2) Comparison with PLL methods: We also compare with several representative PLL methods: RC [62], LW [38], PICO [42], and CRPLL [63]. For a fair comparison, we use their optimal experimental settings. The results in table I are our implementation based on their open-source codes. The general PLL method for label disambiguation, e.g. RC and LW, relies on the robustness of the features, and from the results, for the FER task, RC, LW, and CRPLL are
TABLE I
Comparison with the state-of-the-art results on the RAF-DB, FERPlus, AffectNet7, and AffectNet8 datasets. Accuracy (ACC.%) is reported on the test dataset.

| Method | Backbone | RAF-DB | FERPlus | AffectNet7 | AffectNet8 |
|--------|----------|--------|---------|------------|------------|
| PSR    | VGG-16   | 88.98  | 89.75   | 63.77      | 60.68      |
| DDA    | ResNet-18| 86.90  | -       | 62.34      | -          |
| SCN    | ResNet-18| 87.03  | 88.01   | 63.40      | 60.23      |
| SCAN   | ResNet-50| 89.02  | 89.42   | 65.14      | 61.73      |
| RUL    | ResNet-18| 88.78  | 88.39   | 65.20      | 60.75      |
| MA-Net | ResNet-18| 88.40  | -       | 64.53      | 60.96      |
| MVT    | ResNet-18 | 86.62  | 89.22   | 65.20      | 60.75      |
| VTFF   | ResNet-18+ViT-B/32 | 88.14  | 88.81   | 64.80      | 61.85      |
| EAC    | ResNet-18 | 89.99  | 89.64   | 65.32      | 61.73      |
| TransFER | CNN+ViT | 90.91  | 89.76   | 66.23      | -          |
| RC     | ResNet-18 | 88.92  | 88.53   | 64.87      | 61.63      |
| LW     | ResNet-18 | 87.70  | 88.10   | 64.53      | 61.46      |
| PICO   | ResNet-18 | 88.53  | 87.93   | 64.35      | 61.38      |
| CRPLL  | ResNet-18 | 88.47  | 88.01   | 64.32      | 61.37      |
| MA-Net | ResNet-50 | 91.56  | 67.60   |            |            |
| RC     | ResNet-18 | 88.70  | 88.10   | 64.53      | 61.46      |
| LW     | ResNet-18 | 88.53  | 87.93   | 64.35      | 61.38      |
| PICO   | ResNet-18 | 88.47  | 88.01   | 64.32      | 61.37      |
| CRPLL  | ResNet-18 | 91.56  | 67.60   |            |            |
| Baseline | ViT-B/16 | 92.05  | 91.11   | 67.11      | 64.12      |

TABLE II
Pre-training setting, Part I.

| configs | MAE | MaskFeat |
|---------|-----|----------|
| Base Learning Rate | 1.5e-4 | 2.5e-5 |
| Batch_Size | 1024(4096) | 1024(2048) |
| Warm Up | 40 | 40 |
| Weight_Decay | 0.05 | 0.05 |
| ~Norm_Pix_Loss | True | False |
| Mask-Ratio | 85%(75%) | 85%(40%) |
| Epoch | 600 | 600 |
| Optimizer | AdamW | AdamW |
| Optimizer Momentum | 0.9,0.95 | 0.9,0.99 |
| Mask_Patch | 16 | 16 |

TABLE III
Pre-training setting, Part II.

| configs | MoCo | SimMIM |
|---------|------|--------|
| Base Learning Rate | 0.03 | 1e-4 |
| Batch_Size | 256 | 1024(2048) |
| Warm Up | 0 | 40 |
| Weight_Decay | 1e-4 | 0.05 |
| ~Norm_Pix_Loss | False | False |
| Mask-Ratio | 0 | 75%(60%) |
| Epoch | 200 | 800 |
| Optimizer | SGD | AdamW |
| Optimizer Momentum | 0.9 | 0.9,0.95 |
| Mask_Patch | 16 | 16 |

TABLE IV
Fine-tuning setting of MaskFeat on FER datasets.

| configs | RAF-DB | FERPlus | AffectNet-7/8 |
|---------|--------|---------|---------------|
| Base Learning Rate | 1e-4 | 1e-4 | 1e-4 |
| Batch_Size | 320 | 320 | 320 |
| Weight_Decay | 5e-2 | 5e-2 | 5e-2 |
| Mask-Ratio | 40% | 40% | 40% |
| Epoch | 100 | 100 | 25 |
| Optimizer | AdamW | AdamW | AdamW |
| Optimizer Momentum | 0.9,0.95 | 0.9,0.95 | 0.9,0.95 |

TABLE V
Comparing Softmax and vanilla PLL with different pre-training manners on FER without disambiguation module. “-PR” indicates pre-training.

| Method | RAF-DB | FERPlus | AffectNet-7 |
|--------|--------|---------|-------------|
| ResNet-18 + Softmax | 86.54 | 87.37 | 63.86 |
| ResNet-18 + PLL | 88.67 | 88.40 | 64.49 |
| MaskFeat-PR + Softmax | 87.85 | 87.92 | 64.31 |
| MaskFeat-PR + PLL | 90.35 | 90.24 | 66.12 |

E. Ablation Study

In this part, we conducted extensive ablation experiments, including: the effectiveness of PLL section [IV-E1], the effectiveness of Pre-training section [IV-E2], the feature-level effects of pre-trained SL, SSL section [IV-E3], the confidence-level performance section [IV-E4], the influence of $K$ section [IV-E5], and the ablation for temperature $\tau$ section [IV-E8].
Fig. 4. Test accuracy during fine-tuning on AffectNet-7.

TABLE VI
THE IMPACT OF PRE-TRAINING (PR).

| Method          | RAF      | FER      | Aff-7     | Aff-8     |
|-----------------|----------|----------|-----------|-----------|
| Ours w/o PR     | 90.81    | 89.63    | 65.23     | 62.45     |
| Ours            | 92.05    | 91.11    | 67.11     | 64.12     |

on the FER dataset MS-Celeb-1M [67]. We directly compare the traditional Softmax loss with the vanilla PLL loss, employing only (eq. (1)) without additional modules. The outcomes are reported in table V and fig. 4. (1) PLL loss consistently surpasses the Softmax loss, enhancing recognition accuracy by 2.13% on RAF-DB, 1.03% on FERPlus, and 0.63% on AffectNet-7. Thus, we experimentally verify that a good performance can be attained using ResNet-18 with the vanilla PLL loss. (2) As evident from fig. 4 during the initial training phases, pre-training establishes a solid foundation for feature initialization. However, as training advances, supervised learning gradually adjusts to ambiguous labels, making it sensitive to ambiguities within the label space, thus leading to performance degradation. In contrast, PLL exhibits greater resilience to the disruptive effects of ambiguous labels.

2) Effectiveness of Pre-training: As shown in table VI, we test the entire pipeline without using pre-training. Compared to “w/o PR”, pre-training has a significant performance gain. In this case, the robust features provided by pre-training further enhance the disambiguation ability of the PLL paradigm, even for vanilla PLL.

3) Feature-level Effects of Pre-trained SL, SSL: In contrast to supervised learning (SL), self-supervised learning (SSL) pre-training emerges as the optimal strategy for acquiring these resilient features in the FER task. In addition to employing ResNet-18 for SL pre-training, we also compare various other SSL pre-training methods (MoCo [69], SimMIM [48], MAE [49]) as presented in table VII. As previously highlighted, intuitively, the significance of unit-level information (e.g., eyes, nose, and mouth corners) surpasses that of pixel-level details (high-frequency nuances, lighting, contrast), because the structure of the face consists of multiple facial action units. This demonstrates that combining Maskfeat [50] with PLL forms a more effective self-supervised learning paradigm for FER. Notably, MoCo [69] demonstrates instead diminished effectiveness in FER due to its sensitivity to data augmentation, which has minimal influence on the facial structural components affected by variations in contrast and illumination within expression data.

4) Confidence-level performance: To intuitively observe and analyze the performance of PLL in terms of confidence, we artificially re-label and test 2k samples in the AffectNet-7 (the ratio of ambiguous labels is the highest in the FER dataset), and count the confidence ratio of these samples, as shown in fig. 5 compared to “Random init. + PLL”, the combination of features from “PLL” and “Pretrained” confers a greater capacity to resolve ambiguities. We argue that within this process, “PLL” plays a more pivotal role in terms of label disambiguation, yet its potential is fully harnessed when integrated with “Pretrained”.

5) Evaluation of Decoder and key modules: To evaluate the effectiveness of the transformer decoder and other key modules, we conduct an ablation study on RAF-DB and FERPlus as shown in table VIII. From the results, based on the PLL paradigm, the transformer decoder improves accuracy by 0.94% on RAF-DB and 0.55% on AffectNet-7. The results show that it uses the cross-attention module to obtain the correlation of features and category labels via learnable label embedding, which in turn provides a more adequate foundation for the PLL disambiguation. As for the label uniform embedding module, $\mathcal{L}_{\text{uniform}}$ alleviates the influence of imbalanced FER data classes by distributing
query embedding uniformly over the hypersphere. As for the revision confidence module, the revision confidence strategy can further facilitate the ability of PLL to disambiguate in the label space. This module enhances performance as an auxiliary module of disambiguation.

6) Ablation for Threshold of Revision Confidence: The revision confidence module relies on the output of the transformer decoder. In addition, the disambiguation ability of PLL is determined by setting a threshold for the uncertainty of the candidate set. We aim to find and revise the sample, whose confidence is less than the threshold. To evaluate the influence of different thresholds for disambiguation. We conduct an ablation study as fig. 6 and fig. 7 show.

![Fig. 6. The accuracy (%) with different thresholds on RAF-DB and FERPlus.](image)

![Fig. 7. The accuracy (%) with a different thresholds on AffectNet7 and AffectNet8.](image)

Table VIII

| Decoder | L_uniform | Re-conf | RAF | All-7 |
|---------|-----------|---------|-----|-------|
| X       | X         |         | 90.35 | 66.12 |
| ✓       | ✓         | X       | 91.29 | 66.67 |
| ✓       | ✓         | ✓       | 91.64 | 66.90 |
| ✓       | ✓         | ✓       | 91.89 | 66.93 |
| ✓       | ✓         | ✓       | 92.05 | 67.11 |

To demonstrate the validity of L_uniform more intuitively, we calculated the confusion matrix for each category and calculated overall We show the results for the RAF-DB and FERPlus confusion matrix with respect to L_uniform in fig. 8 and fig. 9 respectively.

From the experimental results, the temperature hyperparameter τ reaches the best performance at equal to 0.001, which demonstrates smaller temperature coefficients lead to a more uniform embedding space for query embedding, specifically in that the different classes of query embeddings on the hypersphere move away from each other.

7) Influence of parameter K: We conducted the influence of K in different settings. It is somewhat sensitive, and we have set k=2 for optimal performance. After conducting additional experiments, we observed that in 95% of cases, a true label is included for k=2, and this increases to 99% for k=3. In terms of performance, on the RAF-DB dataset, the recognition rates are 92.35% for k=2, 91.94% for k=3, and 90.01% for k=4. It is evident that k is a bit sensitive to different settings, which is possibly due to the trade-off between increasing the possibility of including potential ground truth labels and the simultaneous increase in uncertainty and noise. Consequently, as k increases, the performance gradually declines.

8) Ablation for Temperature Hyperparameter τ and Calculation of the Confusion Matrix: To correct the effects of unbalanced data classes, we propose L_uniform, whose aim is to distribute the query embedding uniformly over the hypersphere to help the decoder better find the correlation between features and category labels. Inspired by [70], a small temperature coefficient is beneficial to distinguish the embedding of one category from the embedding of other categories. To verify its validity, we conducted an ablation study, as table IX shows.

Table IX

| τ > 0 | 0.001 | 0.005 | 0.01 |
|-------|-------|-------|------|
| RAF-DB | 92.35 | 91.78 | 91.52 |
| FERPlus | 91.41 | 90.67 | 90.18 |

To illustrate the disambiguation process of PLL more visually, we show the more visualization results of PLL disambiguation on RAF-DB, FERPlus, and AffectNet7 in fig. 10, fig. 11, and fig. 12 respectively.

F. Visualization of PLL disambiguation

To illustrate the disambiguation process of PLL more visually, we show the more visualization results of PLL disambiguation on RAF-DB, FERPlus, and AffectNet7 in fig. 10, fig. 11, and fig. 12 respectively.

G. Time/Memory Consumption of Proposed Method

We trained 600 epochs using 4 32GB Tesla V100s, requiring 3 days for pre-training, which takes longer and relatively
Fig. 8. The confusion matrix of the RAF-DB. Left part without $L_{\text{uniform}}$, right part with $L_{\text{uniform}}$.

Fig. 9. The confusion matrix of the FERPlus. Left part without $L_{\text{uniform}}$, right part with $L_{\text{uniform}}$.

Fig. 10. The grey part of the figure shows the GT labels corresponding to the samples in FERPlus; the blue part shows the candidate set we constructed for the samples, where the strikethroughs mark the results of PLL disambiguation for error removal. The predicted labels are consistent with our intuition.
Fig. 11. The grey part of the figure shows the converted label, equivalent to GT, which is selected by the annotators from the crowdsourcing results in FERPlus. The blue part shows the candidate set we constructed for the samples corresponding to the converted(GT) labels, where the strikethroughs mark the results of PLL disambiguation for error removal. The predicted labels are consistent with our intuition.

Fig. 12. The grey part of the figure shows the converted label, equivalent to GT, which is selected by the annotators from the crowdsourcing results in FERPlus. The blue part shows the candidate set we constructed for the samples corresponding to the converted(GT) labels, where the strikethroughs mark the results of PLL disambiguation for error removal. The predicted labels are consistent with our intuition.

more memory resources. The related pre-trained checkpoint will be released to help with FER downstream tasks. As for fine-tuning, we do an ablation on RAF-DB with batch size=72/128/256 and it takes around 1.43/1.2/1.18 hours and around 11/16/30 GB of memory, which is similar to DMUE [29]/MA-NET [56]/EAC [59]. However, we use similar resources to achieve better performance.

V. CONCLUSION

In this paper, we rethink the existing training paradigm and propose that it is better to use weakly supervised strategies to train FER models with original ambiguous annotation. To solve the subjective crowdsourcing annotation and the inherent inter-class similarity of facial expressions, we model FER as a partial label learning (PLL) problem, which allows each training example to be labeled with an ambiguous candidate set. Specifically, we use the Masked Image Modeling (MIM) strategy to learn the feature representation of facial expressions in a self-supervised manner, even in the presence of ambiguous annotations. To bridge the gap between the enriched feature representation and the partial labels, we introduce an adaptive transformer decoder module. This module is specifically designed to interpret the complex, high-dimensional features extracted by the MIM strategy. It dynamically adjusts its focus on the ambiguous candidate label sets, employing a soft attention mechanism to weigh the probabilities of each candidate being the true label. Extensive experiments show the effectiveness of our method. Our extensive experiments, conducted on several benchmark datasets for FER, underscore the superior performance of our proposed method over existing approaches. These results validate our hypothesis that modeling FER as a PLL problem and addressing it with a combination of MIM and transformer-based decoding is a potent strategy for enhancing the performance of FER systems. In conclusion, our findings suggest that weakly supervised strategies, augmented by self-supervised feature learning and transformer-based decoding, hold great promise for advancing the state-of-the-art in facial expression recognition.
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