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The identification of electromagnetic emission from gravitational-wave sources typically requires multiple follow-up observations due to the limited fields-of-view of follow-up observatories compared to the poorly localized direction of gravitational waves. Gravitational-wave localization regions are typically covered with multiple telescope pointings using a "honeycomb" structure, which is optimal only on an infinite, flat surface. Here we present a machine-learning algorithm which uses genetic algorithms along with BroydenFletcherGoldfarbShanno (BFGS) optimization to find an optimal configuration of tiles to cover the gravitational-wave sky localization area on a spherical surface.

I. INTRODUCTION

The LIGO and Virgo observatories now regularly detect gravitational waves from the mergers of black holes and neutron stars [1–3]. To learn the most about the discovered events, a vast array of electromagnetic and neutrino observatories carry out follow-up observations to identify multi-messenger emission from the gravitational-wave sources [4–11].

Gravitational-wave localization is often limited to tens or even hundreds of square degrees. While all-sky observatories, such as the Fermi gamma-ray burst monitor [12] and the IceCube Neutrino observatory [13] automatically cover such large sky areas and enable historical searches, poor localization makes follow-up with limited field-of-view instruments challenging [14]. Alternative strategies, such as the use of galaxy catalogs, is only effective for the best localized events [15, 16].

Optimizing follow-up strategies can substantially improve the chance of discovery. For example, the first optical discovery of the neutron star merger GW170817 was made by a meter-class telescope, Swope, which followed a galactic mass-weighted tiling optimization [17]. Dedicated follow-up strategies are also particularly important for high-energy gamma-ray follow-up observations, e.g. by the Cherenkov Telescope array, where the source luminosity rapidly changes and the available time window for follow-up is expected to be a few minutes [18–21], or in some cases a few hours [22, 23].

In this paper we present a machine learning-based method to optimize the tiling distribution for follow-up observations. We base our method on the solution for the optimal equal circle covering problem. This problem begins with a given polygon and radius, and asks which configuration of circles, all with radius r, covers the polygon with the least amount of circles. There are many variants of this problem including covering a polygon with triangles and covering a high-dimensional polytope with with hyper-spheres. Several papers have discussed and even proven optimal circle coverings for triangles, circles, and the sphere [24, 25]. While the dual problem of circle covering, circle packing (finding the optimal way to pack n circles into a polygon), has received considerable attention, solutions to the circle covering problem are less frequent. However, in recent years there has been steady progress in equal circle covering as well as other circle covering problems [26–31].

There are numerous applications of the circle covering problem from telecommunications to land satellite orientations. In telecommunications, it is important to cover polygons, which in this case are cities or countries, with towers so that residents can get full coverage of cell signal. The added advantage of using genetic algorithms and other types of machine learning to solve this problem is the existence of a flexible objective function. Usually, circle covering algorithms deal only with optimally covering a region. It is often the case where we want to assign some benefit for adding extra circles or overlapping at specific regions. Examples of this include low visibility in LIGO skymaps or a probability distribution in the polygon which we are trying to cover. Using genetic algorithms allows domain experts to incorporate the features they are interested in alongside circle covering without much hassle.

Below we present 2 algorithms for gravitational-wave follow-up tiling optimization, which are a special case of equal optimal circle covering. One covers polygons in flat Euclidean space and the other covers spherical polygons on the surface of Earth. While there is no rigorous proof that these are in fact the best coverings, this approach results in strong configurations. To demonstrate this we compare our results with the previous “honeycomb” method of computing configurations of circle coverings for LIGO sky localizations. Additionally, we provide a “light” version of the program which runs significantly faster but does not provide the flexibility of genetic algorithms. This is particularly useful for cases where execution time is important. Our code, installation instructions and short documentation can be found at https://github.com/kauii8school/GW-Localization-Tiling.

Section II below presents our tiling method. We present our results in Section III. We conclude in IV.
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II. METHOD

A. Overview of Genetic Algorithms

Genetic algorithms (GAs) are a specific type of algorithm from the much broader family of algorithms known as evolutionary computation. GAs and other evolutionary algorithms are usually optimization algorithms inspired by traditional biological evolution. A useful analogy for understanding GAs is a population of wolves. In the same way a population of arctic wolves evolves to have sharper teeth and thicker fur, a population of circle configurations should evolve to have the least amount of circles if properly bred and mutated.

An “agent” in GAs represents a possible solution to the problem. In the case of the equal circle covering problem an agent can be fully described by the radius of the circles and a tuple \((x_0, y_0), (x_1, y_1), \ldots, (x_n, y_n)\) which consists of the centers of the circles. A population is a collection of agents with each individual agent having a different tuple. Initially, the agents are selected randomly which leads to a large search space but as the program begins to converge, the agents are quite similar leading to a small search space likely near the optimum [32]. The main advantage of a genetic algorithm is having multiple semi-optimal solutions which breed with each other to eventually obtain the strongest traits from each solution. Unlike other optimization techniques, GAs allow jumping from a semi-optimal solution to a completely different yet more optimal solution [33]. This is important for problems like circle covering/packing which have a large (or even continuum) number of optimal solutions [34].

Traditional GAs have 3 steps “Selection”, “Crossover”, and “Mutation”. Selection trims the population to select the strongest individuals for crossover. The “strength” or “fitness” of an individual is determined by a user specified objective function, often called a fitness function. Crossover involves combining traits of 2 or more agents to create a new agent. It is often the case that crossover results in a new agent (child) which has a higher fitness than it’s predecessors (parents). The final step, “Mutation”, involves slightly perturbing a candidate solution. This is done randomly to members of the population and serves to add additional variance. This way, the program does not get stuck at a local minimum and instead is able to search the full solution space.

For the circle covering problem it is necessary to add an additional step to this traditional method. Since a requirement of the problem is that the solution must cover the polygon, this condition must be enforced. One way to do so is to incorporate a penalty for the amount of uncovered area into the fitness function. This way, agents which fail to cover the region will be gradually removed leaving only agents which cover the region. The problem with this approach is that it throws away too many good agents and often times will not converge. For example, a near optimum solution of covering may miss only a small bit of the region and will be thrown out simply because it does not cover the entire region. Many times it is the case that a slight movement of a circle in the agent results in a full cover. Therefore, we follow the clever approach of [33] and introduce a “repair function”. In essence this function fixes agents to cover the region as best as possible. The program finishes when there are no longer enough agents in the population to breed or the number of desired generations is reached. The only difference between the flat algorithm for Euclidean space and the spherical algorithm is the methods for computing geometrical operations (intersection, area, union, convex hull, Voronoi diagrams, etc.). Thus the pseudo-code for the full algorithm is as follows:

\[
\text{Algorithm 1 Genetic Algorithm for Circle Covering}
\]

\[
\text{procedure GA}(a, b) \triangleright \text{Optimal circle layout given region}
\]

\[
\begin{align*}
\text{agent_list} &= \text{initialize_agents}(\text{region}) \\
\text{for } i \text{ in num_generations} \text{ do} \\
& \hspace{0.5cm} \text{repair_agents}(\text{agent_list}) \\
& \hspace{0.5cm} \text{determine_fitness}(\text{agent_list}) \\
& \hspace{0.5cm} \text{select}(\text{agent_list}) \\
& \hspace{0.5cm} \text{crossover}(\text{agent_list}) \\
& \hspace{0.5cm} \text{mutate}(\text{agent_list}) \\
\text{end for} \\
& \text{return best_agent(\text{agent_list})}
\end{align*}
\]

B. Initialization and Repair function

An agent is initialized by randomly generating an initial guess of circle centers within the polygon region. To create the first generation we need to supply an initial guess of how many circles the final solution will have. This guess can be obtained in several ways. The easiest way is to pick a number which is much larger than final count and let the algorithm gradually cut down the number of circles. This has the issue of taking longer than other initial guesses. We can also calculate the area of the region add a small buffer (for intersection) and then calculate how many circles are required to fill that area. This has the benefit of being the fastest but also has the risk of discarding too many agents. Another method is to try an already proposed number of circles from another algorithm (for example the honeycomb algorithm [19]). All of these methods will converge but the speed of convergence depends highly on the initial guess.

Since we are dealing with circle covering and not circle packing we cannot use the same repair functions as Flores et al. Therefore, we adopt the strategy employed in [26] which computationally solved minimal radius circle covering. That is we use the BroydenFletcherGoldfarbShanno (BFGS) algorithm to find layouts of circles which maximize the area of the region covered. BFGS is a quasi-Newtonian method which iteratively finds a stationary point. The main advantage of BFGS over
other optimization algorithms is that the exact Hessian matrix is not needed and instead can be approximated. This is valuable since finding the Hessian for non-linear problems like circle covering is often non-trivial [35]. The required input for BFGS optimization is an initial guess tuple \((x_1, x_2, \ldots, x_n)\) and a function. In this case, the tuple is a flattened version of the centers of the agent \((x_0, y_0, x_1, y_1, \ldots, x_n, y_n)\) and the function returns the area of intersection between the agent and the region. Additionally, methods for calculating the first and second derivatives of the function can be supplied to BFGS for speedup though this is not required.

After BFGS is applied, we test that the agent is indeed covering the region. However, not every agent is repairable. In fact many will not be, for example, if the optimal solution for a cover is 15 circles a layout with 14 circles will never cover the region. Additionally, sometimes, even a layout with 15 circles may not cover the region after BFGS is applied. The agents which are not repairable are discarded. If a sufficient starting population is given this is not an issue. Finally, we remove circles which fully overlap with the agent and are redundant. See figure 1 to see a before and after of BFGS optimization on flat Euclidean space and Earth for an initial agent.

![Unrepaired vs. Repaired](image)

**FIG. 1.** Image of un-repaired agent (left) attempting to cover a square region which is then repaired by BFGS (right). Red is the intersection between the circles and outside the region, purple is the intersection between circles and the inside the region, green is the self-intersection between the circles, and black is the uncovered area. Additionally, the black dots represent the centers of circles. This agent has 17 circles which is not the optimal number of circles for covering this square region. This is intended as BFGS does not find the optimal layout for covering, but rather finds a generic covering. Also note most agents will not require this much repairing, it is only for the first generation that a large repair is needed.

### C. Fitness and Selection

The fitness function in this paper is determined by 3 factors: area of intersection between the circles and the outside of the region, area of self-intersection between the circles, and the number of circles. These factors are normalized to be between 0 and 1 so that it is easier to fine tune the fitness function. For a given agent, let \(\Omega \equiv \frac{\text{area of intersection outside the region}}{\text{total area of all circles}}\), let \(\Gamma \equiv \frac{\text{area of self intersection of circles}}{\text{initial number of circles}}\), and \(N \equiv \frac{\text{number of circles}}{\text{initial number of circles}}\). Then the fitness function is:

\[
\text{fitness(agent)} = (\alpha + \beta + \gamma) - \alpha \Gamma - \beta \Omega - \gamma N
\]

Here \(\alpha, \beta, \gamma\) are constants which determine the importance of each factor. As stated before, there is a degree of freedom when it come to the configurations. These parameters allow the user to reduce this degree of freedom. For example, if the least amount of self-intersection is desired, \(\Gamma\) can be set to a very low number or even 0. The worst possible fitness is 0 and the best is \(\alpha + \beta + \gamma\). In the flat algorithm \(\alpha = 2.1, \beta = .8, \gamma = .5\). In the spherical algorithm \(\alpha = 2.5, \beta = 1.1, \gamma = .7\). Note that this fitness function can be easily edited by others to incorporate the features they are interested in.

As for selection the bottom 20% of agents are deleted from the population. This number can be changed depending on the size of the initial population and the desired rate of convergence. I.e. higher initial populations can have higher deletion rates.

### D. Crossover

In GAs there are multiple ways to construct crossover functions which vary on a problem by problem basis. In this case it is necessary to need to breed agents so that their desirable traits are conserved. Thus it does not make sense to randomly select circles from both of the parents and add them to the child as it will result in a configuration which is not similar to either parent. In particular, if a crossover function is not selected carefully, a consequence could be having all the circles on only half the region. Furthermore, this configuration will likely be irreparable. In essence, the aim is to construct a child which takes circles of parents which are locally close and selects one of them. In practice, this is done via Voronoi diagrams. Given \((p_1, p_2, \ldots, p_n)\) points (sometimes called seeds), a Voronoi diagram on the plane is a partition of the plane into \(n\) sub-regions such that each sub-region \(S_i\) consists of points closer to \(p_i\) than any other point.

The way the breeding works is by first constructing Voronoi diagrams for both parents. Then consider the Voronoi diagram from parent 1. Stack onto it the center points of parent 2. Iterate through the regions of the Voronoi diagram. If the region does not contain a point from parent 2, append to the circle list of child 1, the point which generated the current region. If instead the region contains points from parent 2 randomly select either all the points from parent 2 contained in the region, or the point from parent 1. Append these points to the circle list of child 1. The only difference in the spherical algorithm is the use of a spherical Voronoi function [36]. See figure 2 for a pictorial description.
FIG. 2. Crossover function for the genetic algorithm which utilizes Voronoi diagrams. The top figure describes the creation of child 1 and the bottom describes the creation of child 2. From left to right, first two parents are selected. Then the Voronoi diagrams for each parent are computed. Then the points of the opposing parent (they are in red here) are placed onto the Voronoi diagram. We then iterate through each of the partitions randomly and exclusively select either all the red points in the partition or the black point. Then these points are appended to child 1 and circles are generated. Finally, the child is repaired using BFGS in case crossover caused gaps to form.

In this case we iterate through half the length of the population, randomly select 2 agents and breed them. Each bred pair produces 2 children. After iterating through the entire population the children and parents are added back into population and repaired as indicated in Algorithm 1.

E. Mutation

The final step in the algorithm is to “mutate” random agents in the population. There are 2 types of mutation, removing circles and moving circles. It isn’t effective to just remove random circles from the agent. Rather, it is better to remove the worst circles. There are 2 types of “worst” circles, circles which intersect the region the least and circles which self intersect the most. By self intersect the most, we mean the circle with the highest intersection between the circle list of the agent. The second type of mutation is moving a random circle by a random specified amount. The mutation rate for removal is .1 where as the mutation rate for moving the circle is 0.2. Again, these mutation rates can be changed based on the size of the initial population.

III. RESULTS

The algorithm presented above performs strongly given most polygons on flat space. Presented in figure 3 are a few configurations for 3 different radii for an randomly generated irregular polygon. Additionally, figures 4 and 5 compare the GA to the honeycomb method from [19]. We also computed the tiling for 100 simulated LIGO sky localizations (obtained from [37]) with both the hexagonal method and genetic algorithm method. The genetic algorithm performed at least 1 tile better in 80% of the cases. In the other 20% the genetic algorithm performed equally well.

We briefly comment that this algorithm can be generalized to higher dimensional polytopes. All that is needed is a module/method for computing geometrical operations and constructing Voronoi diagrams in higher dimensions.

IV. CONCLUSION

We developed an optimization strategy for the distribution of tilings in gravitational-wave follow-up observations using a genetic algorithm and a BFGS repair function. Compared to the standard “honeycomb” tiling strategy that is optimal in infinite flat surfaces, our
method is superior in 80% of the cases, and in some cases it performs substantially better (e.g., Figs. 4 & 5).

We made the optimization algorithm available as a python code at https://github.com/kaui88school/GW-Localization-Tiling. This Github page contains three codes, Sphere_Light.py, Flat_GA.py, and Sphere_GA.py which correspond to the light version of the code, the Euclidean genetic algorithm, and the spherical genetic algorithm respectively. The light version of the code is not a genetic algorithm but rather repeatedly uses BFGS optimization to try and cover a region. Specifically, if the user specifies a range of number of circles the program will start at the lower bound and try to cover the region. If it is unable to do so it will add more circles until either the upper bound is reached or the region is covered. If the program is able to cover the region this configuration will be considered as an “optimal covering”.

The optimization strategy developed here is applicable beyond gravitational-wave follow-up. It is a generalized solution for the equal circle covering problem on a spherical surface, and to higher dimensional polytopes. We also note that this algorithm can be easily extended to optimize for a range of circle radii rather than just a uniform radius.

For the optimization of tiling, we focused on a machine learning-based algorithm as they can also naturally incorporate other aspects of follow-up optimization, such as galaxy distributions, the temporal variations of the sources luminosity, and the follow-up observatories direction-dependent sensitivity. These elements are key in determining the best follow-up strategy. Our next step will be to generalize the algorithm presented here to account for these factors.
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FIG. 3. Three different coverings of a randomly generated irregular polygon by genetic algorithms. From left to right, the radii of the circles are 1.5, 2, and 2.5. Red is the intersection between the circles and outside the region, purple is the intersection between circles and the inside the region, green is the self-intersection between the circles, and black is the uncovered area. Additionally, the black dots represent the centers of circles.

FIG. 4. Comparison between genetic algorithm (left) and honeycomb method (right) for covering LIGO sky localizations. The black line around the sky localization is drawn using the find credible regions function from the LIGO module. Observe that the genetic algorithm tiling has 1 less circle than the hexagonal method, implying an improvement in configuration.
FIG. 5. Comparison between genetic algorithm (left) and honeycomb method (right) for covering LIGO sky localizations. The black line around the skymap is drawn using the find credible regions function from the LIGO module. Observe that the genetic algorithm tiling has 3 less circles than the hexagonal method. This is in contrast with the improvement in Figure 4 showing that the quality of improvement is dependent on the size and shape of the skymap.