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Abstract—An essential aspect of texture analysis is the extraction of features that describe the distribution of values in local, spatial regions. We present a localized histogram layer for artificial neural networks. Instead of computing global histograms as done previously, the proposed histogram layer directly computes the local, spatial distribution of features for texture analysis, and parameters for the layer are estimated during backpropagation. We compare our method to state-of-the-art texture encoding methods such as: the Deep Encoding Pooling Network, Deep Texture Encoding Network, Fisher Vector convolutional neural network, and Multi-level Texture Encoding and Representation. We used three material/texture datasets: (1) the Describable Texture Dataset; (2) an extension of the Materials in Context dataset; and (3) a subset of the Materials in Context dataset. Results indicate that the inclusion of the proposed histogram layer improves performance. The source code for the histogram layer is publicly available 1.

Impact Statement—As currently constructed, convolutional neural networks (CNN) cannot directly model texture information in data; and texture serves as a powerful descriptor that can be used in variety of tasks. We propose new histogram layers to characterize the distribution of features in a CNN. Our proposed method fuses aspects of handcrafted texture features and automated feature learning of deep learning. Histogram layers are expected to not only capture texture information to improve performance, but also serve as explainable and interpretable components for deep learning models.

Index Terms—deep learning, histograms, image classification, texture analysis

I. INTRODUCTION

Texture analysis is a crucial component in many applications including autonomous vehicles [1], automated medical diagnosis [2], and explosive hazard detection [3]. The concept of texture is easily discernible for humans, but there is no agreed definition within the computer vision community [4, 5]. Generally, variations in the definition of texture arise because of differences in the application being studied (i.e., texture characteristics that are more informative vary across application areas) [4, 5]. Yet, most agree that one common component of texture analysis relies on characterizing the spatial distribution of intensity and/or feature values as shown in Figure 1.

A number of handcrafted features have been developed with successful application to texture-dependent computer vision problems; however, the process to design these features can be difficult. Feature engineering is an expensive process in terms of labor, computation, and time. It often requires significant domain knowledge and expertise, as well. Additionally, these features often rely on empirically determining the best parameters for each descriptor, resulting in an increase of computation and time. For example, histogram-based features, such as histogram of oriented gradients (HOG) [6] and local binary patterns (LBP) [7], have been extensively studied and used in texture-based applications [8–11]. In both HOG and LBP feature sets, spatial distributions of feature values are used to characterize and distinguish textures. Furthermore, the distributions are summarized using histograms.

In recent work, handcrafted feature extraction has often been substituted with automated feature learning using deep learn-

1https://github.com/GatorSense/Histogram_Layer

Fig. 1: This is an example image of grass from GTOS-mobile [12]. The image contains other textures and not only grass. Local histograms can distinguish portions of the image containing pure grass (top two histograms) or a mixture of other textures (bottom histogram). Integrating a histogram layer in deep neural networks will assist in estimating the data distribution to improve texture analysis. The histograms shown here are the distribution of intensity values from the red, green, and blue channels. Each histogram contains the aggregated intensity values (over the three color channels) in the corresponding image portion.
Fig. 2: Toy 4×4 images showing the disadvantages of a global histogram (2a) and a convolution operation (2b). The local histograms and convolutions use a kernel size of 3×3 to produce 2×2 feature maps. On the left in 2a, the two images are distinct textures. If a global histogram is computed, the distribution of white and black pixels is equivalent, resulting in no discrimination between the two texture types. On the right in 2b, convolution operations are sensitive to image transformations such as rotations. The two textures shown are the same, but applying filters from a convolutional neural network such as ResNet18 in local areas results in different feature maps (FM). However, a local histogram provides some rotational invariance and learns the same local distribution of pixels for each image.

The proposed solution, which is a histogram layer for artificial neural networks (ANNs), automates the feature learning process while simultaneously modelling the distribution of features. The histogram layer is a tool to integrate and utilize the strengths of both handcrafted features and deep learning, in order to maximize texture analysis performance. Histograms are an effective and efficient approach to aggregate information. The selection of the bin centers and widths are crucial for the feature representation. Instead of manually determining these parameters, these parameters are estimated through backpropagation. Radial basis functions (RBFs) are used as the histogram-binning operation to allow for the gradient information to flow through the network [21]. The unique aspects of this work are:

- The first localized histogram layer for texture analysis which maintains spatial context
- Similar to Wang et al.’s histogram layer [22], the bin centers and widths of the histogram are estimated through backpropagation
- As shown with RBFs [21], our approach is robust to ambiguity and outliers through the use of “soft” bin assignments.

II. RELATED WORK

A. Deep Learning for Texture Analysis

Deep learning has been successfully used to achieve state-of-the-art performance for texture applications [5, 19]. Attempts to combine neural and traditional features into deep learning architectures have shown success [23–26], but the traditional features can not be updated through this process. Also, some have tried to emulate handcrafted features via the network design [27–29] but have run into issues including high computational costs and a decrease in texture analysis performance [5]. Another approach for texture analysis is to aggregate the features extracted by pre-trained models through “encoding layers” [12, 30–32]. As noted by Liu et al. [33], these “encoding layers” have primarily focused on transfer learning approaches for CNNs, but convolutional features are sensitive to image transformations [33, 34] such as rotations as shown in Figure 2. There are current efforts to improve the robustness of CNNs through rotation invariant (or equivariant) convolutions [35–37]. However, these approaches possibly may still have issues dealing with intra-class variations of rotated images. Additionally, these approaches may limit the generalization ability of the model due to constraints on the architecture [38]. The proposed histogram layer will be more robust than previous methods’ “encoding layers” due to “soft” binning assignments that are less sensitive to ambiguity and outliers in the feature maps. The proposed histogram layer
also can be jointly trained with the convolutional layers to influence the features learned by the network; thus, there is no need for strong constraints as in the case of some rotation invariant CNN models.

B. Pooling Operations

Common components of deep learning frameworks are pooling layers such as max pooling (i.e., captures the highest feature values) and average pooling (i.e., computes the mean of each descriptor). Generally, pooling layers are used to aggregate feature information over patches of the image. Pooling layers provide several advantages such as generalization, reduced computational costs, and improved performance [39, 40]. However, these pooling layers make assumptions about the data that are not optimal for every dataset [40]. For example, some data types (such as synthetic aperture sonar imagery) are plagued with difficult-to-remove speckle noise [41]. The use of min or max pooling will tend to propagate noise values as opposed to more informative values.

Also, several pooling operations (e.g., max pooling) only backpropagate the error through certain locations resulting in a saturation issue that slows learning [42]. The proposed histogram layer will retain the advantages of standard pooling operations but will learn the bin centers and widths necessary to aggregate the features of the data throughout the data distribution. The proposed histogram layer will also be robust to outliers in the data. If a value is far from each bin center, the contribution of the outlier will be negligible. Additionally, the proposed histogram layer also provides normalization of the features because the contribution of each descriptor for each bin is in the range of $[0, 1]$.

C. Influence of Architecture Design

The selection of certain architecture elements will introduce inductive biases for ANNs [43–46]. Multi-layer perceptrons (MLPs) can be used to theoretically approximate any function [47], but this is not practical due to the curse of dimensionality [46]. Additionally, MLPs do not have a mechanism to account for local relationships in the data [39, 46]. Convolutional layers were introduced to account for this limitation of MLPs, as the convolution operation is translation equivariant [39, 46] and uses shared weights to extract features from neighboring inputs. Another inductive bias that can be introduced is permutation invariance [46]. Examples of permutation invariant models are graph neural networks [46, 48], Deep Sets [49], and Transformers [50]. A graph is used to describe relationships between collection of elements [46, 48]. Images are a special case of graphs that have fixed ordering and structure [46, 51]. A graph, $G$, is defined as a collection of nodes $V$ and edges $E \subseteq V \times V$ between node pairs: $G = (V, E)$. Below is a brief introduction of [46], the concept of permutation invariance through sets, a special type of graphs without edges. Given a set of nodes and $d$ features associated with each of the $n$ nodes, one can stack the rows to generate a $n \times d$ matrix $X = (x_1, ..., x_n)^T$. A permutation matrix, $P \in \mathbb{R}^{n \times n}$, denotes the reordering of the rows of $X$. A function, $f$, is permutation invariant if the constraint of $f(PX) = f(X)$ is satisfied. For finite sets, given suitable mappings $\psi$ and $\phi$, every permutation-invariant function can be decomposed into Equation 1, where $\psi$ is a function applied independently to each node’s feature vector and $\phi$ is function applied to the aggregated sum of the outputs from $f$ [49]:

$$f(X) = \phi \left( \sum_{u \in V} \psi(x_u) \right).$$  

As a result of the constraint, a permutation invariant function will produce the same output regardless of the order of the input nodes. These functions provide a summary or “global” output for an input graph; however, “local” relationships are usually the primary focus of interest [46]. A permutation-invariant function can be applied locally, resulting in a permutation-equivariant operation (i.e., computing a certain permutation of inputs will result in the same output regardless of the order of those nodes) [46].

For the proposed histogram layer, there are several useful properties that are inherited from this architecture selection. First, the standard histogram operator is permutation and rotationally invariant. In reference to Equation 1, a standard histogram operation is computed for a single scalar feature $x$ where $\psi$ is a vector-valued function whose output dimension is given by the number of bins $B$. If $x$ falls in bin $j$, then $\psi_j(x) = 1$ and 0 for all the other bins. To normalize the aggregated bin counts, we select $\phi$ to be a simple average function (i.e., divide by the number of elements). This selection of $\phi$ follows [46], which defines the identity and average functions to create linear-equivariant operators. Following the argument presented above, if the histogram operator is globally permutation and rotationally invariant, then a normalized histogram will result in permutation and rotational-equivariance. To further enhance the utility of the proposed histogram layer, a local sliding window operation will inherit the translational-equivariance property of the convolution operation.

The concept of permutation invariance and equivariance can be generalized from sets to graphs [46]. The permutation, rotational, and translational equivariance easily extends to images. As a result, the proposed histogram layer has desirable properties to successfully describe the notion of texture in local regions. In this work, we primarily focus on the utility of the layer for image data, but the properties of the histogram layer could be easily extended to non-visual modalities such as time signals and graphs.

D. Previous Histogram Layers

The standard histogram operation counts the number of values that fall within certain ranges. The center of these ranges are defined as “bin centers” and the interval or size of each range (or “bin”) is defined by the “bin width.” The standard histogram operation can be formulated as an indicator function. Consequently, this standard histogram operation cannot be easily used in ANNs because the functional form does not have the operation in terms of the histogram parameters (i.e., the bin centers and widths). Additionally, a standard histogram operation is not differentiable and, thus, cannot be
directly updated via backpropagation [22]. In order to overcome the shortcomings of the standard histogram operation, two histogram layers were proposed for applications other than texture analysis. The first histogram layer was developed for semantic segmentation and object detection [22] by Wang et al. The histogram operation was completed using a linear basis function to backpropagate the error to learn bin centers and widths. Wang et al.’s histogram layer has a convenient property in that it is implemented using pre-existing layers. The second histogram layer was developed for steganalysis [21] and the histograms were modeled using RBFs. Sedighi and Fridich did not update the bin centers and widths, but these values were fixed to simulate the submodels of the projection spatial rich model (PSRM) [52].

The histogram layer proposed in this work inherits properties from each of these models, but also incorporates novel aspects for texture analysis. The histogram layer will use RBFs to represent the histogram structure and this will provide smooth functions to update the bin centers and widths of the model. There are three key differences between our histogram layer and its predecessors. 1) Each of the previous approaches constructed global histograms. Spatial relationships are important in applications involving texture [53, 54] as shown in Figure 2 and a localized approach will retain this information. 2) We investigate different bin numbers for the histogram layer as opposed to the previous methods that only used a single bin number as their hyperparameter. 3) The histogram layer can be placed anywhere in a network.

III. PROPOSED HISTOGRAM LAYER

A. Soft Binning Operation

We model our histogram with RBFs as done in Sedighi and Fridich’s histogram layer [21]. Unlike their implementation, we learn multiple bin widths to allow more model flexibility to estimate the distribution of features in the network. RBFs provide smoother approximations for histograms and RBFs have a maximum value of 1 when the feature value is equal to the bin center and the minimum value approaches 0 as the feature value moves further from the bin center. Also, RBFs are more robust to small changes in bin centers and widths than the standard histogram operation because there is some allowance of error due to the soft binning assignments and the smoothness of the RBF. The means of the RBFs \( \mu_{bk} \) serve as the location of each bin (i.e., bin centers), while the bandwidth \( \gamma_{bk} \) controls the spread of each bin (i.e., bin widths), where \( b \) is the number of histogram bins and \( k \) is the feature channel in the input feature tensor. The normalized frequency count, \( Y_{rckb} \), is computed with a sliding window of size \( S \times T \), and the binning operation for a histogram value in the \( k^{th} \) channel of the input \( x \) is defined as:

\[
Y_{rckb} = \frac{1}{ST} \sum_{s=1}^{S} \sum_{t=1}^{T} e^{-\gamma_{bk}^2 (x_{r+s,c+t,k} - \mu_{bk})^2}
\]

(2)

where \( r \) and \( c \) are spatial dimensions of the histogram feature maps. The process of aggregating the feature maps is shown in Figure 3.

![Visualization of localized histogram operation](image)

(b) Example of binning process with 3-channel input (RGB).

Fig. 3: Visualization of localized histogram operation is shown in Figure 3a. For the histogram layer, the input is \( K \) feature maps with spatial dimensions of \( M \times N \). The normalized frequency count, \( Y_{rckb} \), can be computed with a sliding window of size \( S \times T \) resulting in \( B \) histogram feature maps of size \( R \times C \times K \) where \( B \) corresponds to the number of bins, \( R, C, \) and \( K \) are the resulting output dimensions after binning the feature maps. In Figure 3b, an example 3-channel input is passed into a histogram layer with 4 bins. The output of the histogram layer is 12 histogram feature maps, where each feature map is a binned output with a distinct bin center \( (\mu_{bk}) \) and width \( (\gamma_{bk}) \) for each \( k^{th} \) input channel.

B. Backpropagation

The histogram layer supports end-to-end learning through backpropagation to update the bin centers and widths as shown in [22]. Each \( k^{th} \) channel of the input \( x \) is binned by the histogram in local spatial regions and stored in the \( r^{th} \) row and \( c^{th} \) column of the output of the histogram layer, \( Y_{rckb} \). The gradients for the parameters of the histogram layer with a window size of \( S \times T \) are computed by Equations 3 and 4:

\[
\frac{\partial Y_{rckb}}{\partial \mu_{bk}} = \frac{2}{ST} \sum_{s=1}^{S} \sum_{t=1}^{T} e^{-\gamma_{bk}^2 (x_{r+s,c+t,k} - \mu_{bk})^2} \gamma_{bk}^2 (x_{r+s,c+t,k} - \mu_{bk}) \quad (3)
\]

\[
\frac{\partial Y_{rckb}}{\partial \gamma_{bk}} = \frac{-2}{ST} \sum_{s=1}^{S} \sum_{t=1}^{T} e^{-\gamma_{bk}^2 (x_{r+s,c+t,k} - \mu_{bk})^2} \gamma_{bk} (x_{r+s,c+t,k} - \mu_{bk})^2 \quad (4)
\]

where \( \frac{\partial Y_{rckb}}{\partial \mu_{bk}} \) and \( \frac{\partial Y_{rckb}}{\partial \gamma_{bk}} \) are partial derivatives of \( Y_{rckb} \) with respect to the bin centers and widths of the histogram layer. In [21], the tails of the RBFs were set to 1 resulting in the gradient becoming zero if the feature map value is outside of every bin center’s range. In our histogram layer, the gradients are a function of the distance between the feature map value and the bin centers. The gradient contribution from a feature
The histogram layer is implemented using commonly used pre-existing layers as shown in Figure 4. As done in [12, 31], a \(1 \times 1 \times K\) convolution is used to reduce the number of input feature maps, where \(K\) is the new dimensionality of the feature maps. After the dimensionality reduction, the binning process starts by first assigning each feature value to every bin center (subtracting \(\mu_{bk}\)). The centering of the features to each bin is calculated by applying a \(1 \times 1 \times B\) convolution to each feature map. The weights in the convolution kernels are fixed to 1 and each bias serves as the learnable bin center.

After the features are assigned to the bins, the centered features are then multiplied by the bandwidth \((\gamma_{bk})\) to incorporate the spread of the features for each bin. The incorporation of the spread of each bin is also computed by applying a \(1 \times 1 \times B\) convolution to each feature map with the weights serving as the learnable bin widths and fixing the biases to be 0. The contribution to each bin is calculated through RBF activation functions in Equation 2 by squaring, negating, and applying the exponential to the centered and scaled features. The contribution of each feature to every bin is between 0 and 1. The contributions of features in local spatial regions are then counted through average pooling (window size of \(S \times T\)) to produce feature maps of spatial dimensions \(R \times C\) to compute the normalized frequency count of features belonging to each bin.

IV. EXPERIMENTAL PROCEDURE

A. Datasets

For the synthetic dataset experiments, we generate 900 grayscale images of three distinct a) structural and b) statistical textures for a total of 9 classes (100 images per class). The structural textures were 1) cross, 2) checkerboard, and 3) stripes while the statistical labels were generated from a sampling of three distinct distributions (see Figure 5). For the first statistical class, a binomial distribution \((p = .5)\) was used where either an intensity value of 64 or 192 was selected for each pixel. The second statistical class was sampled from a multinomial distribution with the following three intensity value choices which were of equal probability \((p = 1/3)\): 64, 128, and 192. The last statistical class only contained pixels with an intensity values of 128. The distributions were selected so that the mean of the sampled pixels was approximately the same value (i.e., centered around an intensity values of 128). We then set the pixel values that do not overlap with the structure of interest to zero to generate the statistical and structural texture images. Through this experimental design, we require that the full distribution will be needed to learn to classify the different statistical labels of the data.

Three material/texture datasets were investigated: Describable Texture Dataset (DTD) [55], a subset of Materials in Context (MINC-2500) [56], and an extension of the ground terrain in outdoor scenes (GTOS-mobile) [12]. GTOS-mobile contains images for different resolutions (256 \times 256, 384 \times 384, and 512 \times 512) but only single-scale experiments using 256 \times 256 images were performed in this work. The total number of training and testing images for DTD, MINC-2500, and GTOS-mobile were 5,640, 54,625, and 37,381 respectively. The number of classes for DTD, MINC-2500, and GTOS-mobile were 47, 23, and 31 respectively. For DTD and MINC-2500, the published training and testing splits were used in each experiment (five and ten folds for DTD and MINC-2500 respectively). The ResNet50 architecture was used as the baseline model for these DTD and MINC-2500 datasets while ResNet18 was used for GTOS-mobile [12]. GTOS-mobile only has a single training and test split, but five experimental runs of different initialization were performed to investigate the stability of our model.

B. Experimental Setup

In order to provide more insight into the histogram layer, we performed experiments with a synthetic dataset. Unlike standard convolution layers, the histogram layer has a unique property to directly model statistical texture. As noted in recent work [57], convolution layers can capture structural textures as opposed to statistical textures. The ability to model statistical textures is crucial in several texture analysis tasks [33, 58, 59]. In addition to investigating the notion of statistical versus structural textures, we also analyzed the performance of global versus local feature aggregation as well as analyzing the combination of statistical and structural features.

In addition to the synthetic dataset experiments, we performed material/texture classification and compared the proposed histogram layer to other texture encoding approaches. The experiments consisted of two components: 1) configuration of histogram layer and 2) comparison to other texture encoding approaches. For the first component, we investigated the effects of a) normalization, b) sum-to-one constraint across bins, and c) location of histogram layer. Previous works
incorporated batch normalization of their convolutional features before fusing their texture features (i.e., concatenation, weighting) [12, 31, 60]. We wanted to investigate whether or not the impact of batch normalization for our new layer would improve results similar to existing “encoding layers.” In normalized histograms, the heights of the bins (i.e., counts within each bin) are constrained to sum up to one across all bins. We also wanted to compare if including or relaxing this constraint would affect overall performance and/or increase the robustness of the histogram layer. The final part of the configuration of the histogram layer was analysis of the effect of location in the networks. The histogram layer was added at the end of the network for the normalization and sum-to-one constraint experiments, but it may be more advantageous to learn texture information earlier in the network. Previous histogram-based features used lower level features (e.g., edges [9] for edge histogram descriptors); also, and learning histograms of convolutional features earlier in the network may exploit more texture information.

C. Training Details

The synthetic dataset was divided into 70/10/20 split for training, validation, and test sets. The image sizes were set to $3\times3$ and $7\times7$ for the local and global experiments respectively. Each model was trained for 300 epochs and early stopping was used to terminate training if the validation loss did not decrease within 10 epochs. To train the model, we used a batch size of 64, cross entropy loss, Adam optimization with a maximum learning rate of .001, and momentum parameters of $\beta_1 = .9$ and $\beta_2 = .999$.

A similar training procedure from [12, 60] was used for the texture/material classification experiments. For each dataset, all the images were first resized to $256 \times 256$, and a random crop of 80 to 100% of each image was extracted with a random aspect ratio of 3/4 to 4/3. The cropped images were then resized to $224 \times 224$ and normalized by subtracting the per-channel mean and dividing by the per-channel standard deviation. Random horizontal flip ($p = .5$) was also used for data augmentation. The training settings for each network were the following: batch size of 128 (64 for the DTD and MINC-2500 models in the scale experiments), cross-entropy loss function, SGD with momentum ($\alpha = .9$), learning rates decay every 10 epochs by a factor of .1 and training was stopped after 30 epochs. The initial learning rates for the newly added and pre-trained layers were .01 and .001 respectively.

D. Architectures and Evaluation Metrics

A simple model was used for the synthetic dataset experiments. The network consisted of a feature extractor (i.e., histogram or convolutional layer), GAP layer, and fully connected output layer. The filter sizes for the histogram and convolution layer were set to be $3 \times 3$. We evaluated each model as a global and local feature extraction approach by applying the model to two different image sizes ($3\times3$ and $7\times7$). Using three random seeds, we set each model to the same random initialization to fairly compare each approach and evaluate the discriminative power of the different features. We also set the number of output feature maps for each method to be equal to the number of unique intensity values (three). The histogram layer model was initialized to have equally spaced bins and equal widths that covered the range of the input images, $[0, 1]$, as in the case of a standard histogram. In addition to the two separate feature extraction approaches, we also ran a combination of the histogram and convolutional features by concatenating output feature vectors before the output layer. The number of parameters of the convolutional model was 66, while the histogram model had 42 parameters, and the combination models had 99 parameters.

Two pre-trained ResNet models (i.e., ResNet18 and ResNet50) were used as the baseline for the convolutional features for the texture/material classification experiments. The models that incorporated the histogram layer are referred to as HistRes$_B$, where $B$ is the number of bins. The HistRes$_B$ architecture is shown in Figure 6. For the normalization and sum-to-one constraint experiments, the number of bins was also varied, in order to investigate the effects of adding additional histogram feature maps to the network. After the normalization and sum-to-one constraint experiments were completed, we investigated the histogram layer in each model. The kernel size and stride for the histogram was selected to produce local feature maps with $R = 2$ and $C = 2$ for each location; in this manner, the number of histogram features were equal to the number of convolutional features from the global average pooling (GAP) layer (512 and 2048 for ResNet18 and ResNet50 respectively).

For the channel-wise pooling, the value of $K$ was selected so that the number of features from the histogram and
the histogram layer were equal in order to leverage the contribution of texture, spatial, and orderless convolutional features. For ResNet18, the input number of feature maps from each scale was reduced to 32, 16, and 8 for HistRes 4, HistRes 8, and HistRes 16 respectively. For ResNet50, the input number of feature maps from each scale was reduced to 128, 64, and 32 for HistRes 4, HistRes 8, and HistRes 16 respectively. The bin centers and widths were initialized to values sampled uniformly between \( \frac{1}{\sqrt{BK}} \) and \( -\frac{1}{\sqrt{BK}} \). After the best configuration of the HistRes model was determined, we compared the performance using overall accuracy between different “encoding layers” for each version of ResNet: 1) global average pooling (GAP); 2) Deep Texture Encoding Network (DeepTEN) [31]; 3) Deep Encoding Pooling (DEP) [12]; 4) Fisher Vector CNN (FV-CNN) [30]; 5) Multi-level texture encoding and representation (MuLTER) [60]; and 6) our HistRes \_B. We also implemented the proposed model using the piecewise linear basis function to analyze differences between the two binning approximations. Our implementation of the linear basis function differs from the original work because the histogram layer is applied directly to the convolutional feature maps and not to the class likelihood maps [22].

V. RESULTS

A. Synthetic Statistical and Structural Textures

The synthetic dataset experimental results are shown in Table I. We observe that the histogram model performed better overall on the test set in comparison the baseline convolutional model for both global and local experiments. For the global experiments, the convolutional model particularly struggled with the statistical distributions. These results support the hypothesis that convolutional models are biased towards identifying structural textures. The convolution operation is essentially a weighted average operator when the image size is equal to the kernel size (as is the case for the global experiments). Consequently, the discriminative power of the convolutional model cannot successfully distinguish the differences in the statistical textures. The histogram layer is better able than the convolutional layer to model a distribution that captures distinct information and distinguishes the statistical labels as opposed to the convolutional model. Since the histogram layer is used as a global feature extractor, the histogram model struggled with distinguishing the structural textures. The reason for this is due to the checkerboard and cross structures. The spatial arrangement of theses structures is different, but distribution of pixel values will be very similar in some instances. Average pooling is used to aggregate the “binned” feature values and cannot account for the structural changes. This result is intuitive since the standard histogram operation is not sensitive to the ordering of samples.

The local experiments improved both the convolutional and the histogram models which further supports the conjecture that spatial information is important for texture analysis. However, the convolutional model is less able to distinguish the statistical information than is the histogram layer. The addition of spatial information did significantly improve the structural performance for the histogram layer and, not only can the histogram layer better classify the different texture classes, but we also gain insight from the feature maps of the network. In Figure 7, we show an example image of the checkerboard structure and pixels from the first statistical class. We can infer

![Fig. 6: Histogram Layer for ResNet with B bins (HistRes \_B) based on ResNet18 and ResNet50 [13]. Each block is comprised of convolutional, max pooling, and batch normalization layers. The convolutional features from the model are passed into the global average pooling (GAP) and the histogram layer to capture texture, spatial, and orderless convolutional features. The features are then concatenated together before being fed into a fully connected layer for classification. The location of the histogram layer was varied from 1 to 5. In this figure, the feature maps from the last convolution layer (location 5) are passed into the histogram layer.](image)

| Label          | Convolution | Histogram | Combination |
|----------------|-------------|-----------|-------------|
| Both           | 34.4±16.5%  | 52.59±9.95% | 90.67±2.27% |
| Statistical    | 41.8±6.10%  | 90.22±1.26% | 90.67±2.27% |
| Structural     | 77.8±31.4%  | 58.81±4.92% | 100.0±0.00% |

(a) Global

| Label          | Convolution | Histogram | Combination |
|----------------|-------------|-----------|-------------|
| Both           | 67.5±11.3%  | 80.14±6.34% | 97.04±1.47% |
| Statistical    | 68.59±9.87% | 92.30±4.54% | 97.78±1.09% |
| Structural     | 96.00±4.09% | 85.18±11.3% | 99.26±0.76% |

(b) Local

TABLE I: Test accuracy for each model (a) globally and (b) locally for convolutional and histogram layer features. The result with the best average across the local and global experiments is bolded.
Fig. 7: Example outputs of convolutional and histogram features maps for an input image. The input image size was 7×7 and the kernel size for both models was 3×3. The convolutional model uses the standard ReLU activation function. As seen in this example, one feature map does not provide any information since all the negative values are set to 0 after the activation function. The histogram layer provides informative information based on the location of each pixel to the learned bin center and width. The bin centers of the histogram covered the low, mid, and high intensity values (feature maps 1 through 3). For feature map 1 in Figure 7c, the bin responses are higher for neighborhoods of lower intensity pixel values. With the histogram layer, we can infer explainable information as opposed to information from the convolutional feature maps.

| Dataset       | HistRes_4 | HistRes_8 | HistRes_16 |
|---------------|-----------|-----------|------------|
| DTD           | 71.98±1.23 | 71.62±0.80 | 71.69±1.09 |
| MINC-2500     | 82.14±0.31 | 81.97±0.47 | 82.14±0.51 |
| GTOS-mobile   | 78.18±0.33 | 78.55±0.88 | 78.56±0.71 |

TABLE II: Test accuracy for each HistRes model IIa) with and IIb) without normalization for convolutional and histogram layer features. The result with the best average is bolded.

TABLE III: Test accuracy for each HistRes model IIIa) with and IIIb) without sum-to-one constraint across bins. The result with the best average is bolded.

| Dataset       | HistRes_4 | HistRes_8 | HistRes_16 |
|---------------|-----------|-----------|------------|
| DTD           | 71.62±1.05 | 71.53±1.21 | 71.75±1.11 |
| MINC-2500     | 82.23±0.41 | 82.31±0.44 | 82.42±0.53 |
| GTOS-mobile   | 78.64±0.76 | 78.77±0.81 | 79.75±0.84 |

| Dataset       | HistRes_4 | HistRes_8 | HistRes_16 |
|---------------|-----------|-----------|------------|
| DTD           | 71.98±1.23 | 71.62±0.80 | 71.69±1.09 |
| MINC-2500     | 82.14±0.31 | 81.97±0.47 | 82.14±0.51 |
| GTOS-mobile   | 78.18±0.33 | 78.55±0.88 | 78.56±0.71 |

B. Configuration of histogram layer

1) Normalization: The first step of determining the best configuration of the histogram models was to investigate the effects of normalization. For the convolutional and histogram features, batch normalization and normalizing the count (averaging feature sum by window size) is used respectively. From Table II, normalization of the features improved performance for each dataset, with the largest improvements occurring for the DTD dataset. The images in DTD are collected “in-the-wild” (i.e., collected in a non-controlled environment); therefore, normalization plays an important role in assisting the model to account for large intra- and inter-class variations. For MINC-2500 and GTOS-mobile, the improvement did occur but only to a lesser extent. Both datasets are also collected “in-the-wild,” but each dataset is significantly larger than DTD and each also has a smaller number of classes, so normalization may not have led to comparably large improvements such as those shown by the models trained with DTD. Another finding was that the number of bins did not affect performance for either the normalized or unnormalized models. This shows that, unlike results from the conventional histogram-based feature approaches, the histogram layer performance does not rely heavily on the number of bins selected.

2) Sum-to-one: In addition to normalization, typical histogram bin votes are constrained to sum to one since a histogram estimates a probability density function (PDF) and a PDF integrates to one. In the normalization experiments, this constraint was relaxed. Ideally, relaxing this constraint will provide increased robustness to outliers. On the other hand, such action may also prevent learning if all the features initially start outside the range of the histogram (i.e., vanishing gradient will occur if features are in the tails of the RBFs). As shown in Table III, the enforcement of the constraint improved performance slightly for each dataset except for DTD. The model still retains robustness due to the soft binning assignments, but enforcing this constraint will assist in overcoming poor initialization by promoting each feature value to have some contribution to each bin.

3) Location of histogram layer: For texture analysis, the location/scale at which features are extracted are important.
Most texture “encoding layers” are placed at the end of the network. Intuitively, this makes sense because CNNs learn simple features such as edges and corners early in the network and then progress towards domain-specific information. The features extracted at the end of the network represent larger areas of the image (i.e., larger scales). Since pre-trained models are used, “encoding layers” are placed at the end to tailor these features towards the application of interest. We wanted to verify this hypothesis by placing the best histogram model for each dataset at various locations in the network. For DTD, we used HistRes$_4$ with no sum-to-one constraint, while for both GTOS-mobile and MINC-2500 we used HistRes$_16$ with the sum-to-one constraint enforced.

From Table IV, it is apparent that performance did not vary much with the location of the histogram layer. This shows that the histogram layer can use both simple- and domain-specific features to perform texture classification. As a result, this new layer can be placed anywhere in the network and achieve the same level of performance by learning the distribution of low-to high-level features. The number of features for each location of the histogram was constrained to be the same (512 and 2048 for ResNet18 and ResNet50 respectively). An interesting future work would be to remove this constraint and use the same window size for each location in the network to further investigate the impact of the location of the histogram layer for performance.

### C. Comparison to other texture encoding approaches

The histogram models for each dataset were compared to other state-of-the-art texture coding methods as well as the baseline ResNet models that only use GAP. The histogram models performed best for GTOS-mobile, but did not achieve the best performance for the other two datasets as shown in Table V. As a result, the histogram layer may perform better in some applications than others (particularly for natural-looking texture datasets such as GTOS-mobile). Investigating a better initialization approach for the histogram that is similar to the synthetic dataset experiments (i.e., initialize equally spaced bins with equal width to cover feature value range) may also be beneficial to improve performance. We do not know the initial feature range of the images in the deep network. As a result, we randomly initialized the histogram parameters as described in Section IV-D but future work would analyze alternative initialization approaches to optimize texture features extracted by the histogram layer.

The binning functions used for each histogram model did not produce significant differences between one another, as far as for the overall accuracy. Since we are learning the bin centers and widths for the linear basis function and RBF, this shows that our model is fairly robust with regards to the selection of our approximation for the standard histogram operation. Similarly, each DTD model performed comparably, specifically when observing the performance for GAP* and the HistRes$_B$ models. One reason for this is that a majority of the DTD dataset contains images with homogeneous textures and local information retained by the histogram layer; thus the model may not provide significant additional information. However, we found that, when compared to DeepTEN, a method that focuses on orderless texture information, the addition of spatial information provided by the proposed histogram layer provides improved performance.

For MINC-2500, most images have the texture of interest in local regions of the image. When looking at the results of the HistRest$_B$ and GAP*, we observed that the addition of the histogram layer led to slightly worse performance. A possible reason for this is that the MINC-2500 dataset had several images that contained both background and the texture class. The context (i.e., region of image with texture of interest) varied throughout the dataset. As noted in [12, 31, 60], training the proposed models with 1) multiple images of different sizes and 2) varying scales in network would ideally lead to even more improved performance for our histogram layer in future work. The histogram model performed comparably to the
TABLE VI: The log of the Fisher’s Discriminant Ratio (FDR) [61] was computed on the features extracted from the 10,000 randomly sampled training images from the GTOS-mobile dataset (the same random images were used for each model). The FDR measures the ratio of the inter- (i.e., between class) and intra- (i.e., within class) class variance. Larger FDRs indicated that the samples within a class were closer to each other and well-separated from other samples in different classes. The FDR scores for the features of our model were better. For 19 of the 31 classes, the log of the FDR was larger for the HistRes_16 model. Though the FDRs for the training data were better for HistRes_16 than GAP, our proposed model still generalized well to the test set in comparison to the baseline model (as indicated in Figure 8). The best average for the log of the FDR for each class is bolded.

| Class Name     | GAP       | LinearHist_16 | HistRes_16   |
|----------------|-----------|---------------|--------------|
| Painting       | 37.42±1.44| 38.40±1.13    | 38.08±1.08   |
| aluminum       | 39.77±2.51| 39.62±1.53    | 39.90±1.85   |
| asphalt        | 7.37±0.13 | 33.74±1.35    | 27.66±0.57   |
| brick          | 36.09±1.03| 37.68±1.03    | 37.76±0.50   |
| cement         | 7.54±0.13 | 32.07±1.12    | 25.21±2.44   |
| cloth          | 39.95±0.94| 37.75±0.96    | 36.28±1.28   |
| dry_leaf       | 40.19±3.09| 39.13±2.15    | 38.60±1.80   |
| glass          | 37.05±2.10| 38.75±1.27    | 38.34±1.26   |
| grass          | 39.02±1.42| 38.85±2.67    | 39.92±1.38   |
| large_limestone| 38.78±1.95| 37.95±1.84    | 39.14±1.15   |
| leaf           | 39.66±1.56| 38.75±0.63    | 38.77±1.77   |
| metal_cover    | 37.64±1.79| 36.68±1.12    | 37.88±1.59   |
| moss           | 38.99±1.78| 39.76±0.99    | 38.97±2.15   |
| paint_cover    | 41.43±0.41| 40.36±1.11    | 40.39±1.28   |
| paint_turf     | 38.57±0.79| 38.35±1.15    | 39.17±1.39   |
| paper          | 41.20±1.14| 38.49±1.24    | 40.18±1.35   |

(a) FDR Scores for first 16 classes

| Class Name     | GAP       | LinearHist_16 | HistRes_16   |
|----------------|-----------|---------------|--------------|
| pebble         | 41.78±1.71| 39.70±0.85    | 42.57±1.50   |
| plastic        | 41.54±1.34| 37.42±1.27    | 41.91±1.00   |
| plastic_cover  | 39.30±1.27| 38.85±1.30    | 38.87±1.68   |
| root           | 37.58±1.07| 37.81±1.28    | 37.60±1.67   |
| sand           | 37.96±17.90| 39.43±1.01    | 35.73±16.64  |
| sandPaper      | 42.84±1.81| 39.76±0.53    | 41.79±2.22   |
| shale          | 41.11±2.20| 39.41±0.64    | 41.25±0.99   |
| small_limestone| 39.17±1.06| 36.72±0.81    | 39.19±1.07   |
| soil           | 39.09±0.83| 36.25±2.08    | 38.92±0.74   |
| steel          | 39.71±1.61| 42.55±2.01    | 40.30±1.03   |
| stone_asphalt  | 42.91±0.90| 39.36±1.14    | 43.38±0.51   |
| stone_brick    | 38.78±0.66| 38.87±1.35    | 38.76±1.11   |
| stone_cement   | 42.32±1.26| 39.19±1.18    | 41.47±1.20   |
| turf           | 17.24±2.0.9| 41.17±0.62    | 36.71±16.88  |
| wood_chips     | 39.99±1.19| 38.76±1.12    | 39.64±1.66   |
| All Classes    | 39.95±3.83| 38.40±2.35    | 40.25±4.45   |

(b) FDR Scores for remaining classes and overall

other encoding approaches but again outperformed DeepTEN, further demonstrating the effectiveness of retaining spatial and texture information in the histogram layer. The DEP network also retained both spatial and texture information, but each HistRes_B achieved slightly better accuracy than the DEP model. MuLTER [60] incorporates texture at multiple levels, but our method also achieved slightly better average accuracy as well and there was no significant difference between the results obtained.

For GTOS-mobile, as shown in Table V, our proposed method with the linear basis function or RBF binning operations achieves better performance in comparison to all other texture encoding methods as shown in Table V. GTOS-mobile contains the most natural, textured images such as grass and sand. Histogram-based features, as shown throughout the literature [4, 5], effectively represent texture features within natural imagery. The textures are also located in various spatial regions throughout the imagery. As a result, our localized histogram models are able to capture this information to improve performance.

In Figure 8, the t-SNE visualization [62] and confusion matrices are shown for the GAP and best histogram models for GTOS-mobile LinearHist_16 and HistRes_16. For the GAP model in Figure 8a, the t-SNE visual shows that, while most classes in the training data are clustered well but some samples are not near their same class and there is some overlap between neighboring classes. In Figure 8c, there is more separation between the classes. Also, samples that belong to the same class appear to be closer to one another. For the t-SNE visualizations of the linear basis function in Figure 6b, the classes appear to be more compact than the baseline model was. However, there are some samples that overlap in the projected space. Our RBF model retains compact and separated features for each class. A reason for this is that the linear basis function is a “sharper” approximation of the standard histogram operation. The linear basis function will work well for some textures, but it will not be able to properly account for small intra-class variations of images. The RBF is a smoother approximation and will be better able to model small changes between samples of the same class. A future work would be to investigate heavier-tailed distributions (e.g., t-distribution) to analyze whether or not the model can account for larger intra-class variations.

To further validate our qualitative observations, we computed the log of Fisher’s Discriminant Ratio (FDR) [61] to measure the ratio of separation and compactness for each class. For this, we used features from the 1) GAP, 2) LinearHist_16, and 3) HistRes_16. The quantitative values from the log of FDR matched our qualitative observation from the t-SNE visualization. The histogram features can be thought of as a similarity measure because a value between 0 (dissimilar) and 1 (similar) will be assigned to each bin based on centers and widths estimated by the model. If samples have similar textures, the distributions captured by the histogram layer should also be similar. Also, in the confusion matrices, both histogram models identified the “sand” images, while the GAP model did not. The RBF model also classified some classes such as “grass” and “sand” slightly better than the linear basis function model. This also supports our previous hypothesis that the RBF is more robust to small intra-class variations since these two classes can appear visually different depending on the spatial arrangement of the texture. Overall, HistRes_16 improved performance for most classes and reduced the number of misclassified textures.
(a) GAP (76.09±0.91%)  (b) LinearHist_16 (78.70±0.57%)
(c) HistRes_16 (ours, 79.75±0.84%)

Fig. 8: t-SNE [62] 2-D visualization of features extracted before the fully connected layer from 10,000 randomly sampled training images from the GTOS-mobile dataset (the same random images were used for each model and random state for t-SNE) and the average test confusion matrices across the five runs of each model. The HistRes_16 retains the compact clusters but also adds some separation between classes. The LinearHist_16 achieves similar results but some classes appear to overlap more than our proposed model. The confusion matrices are colored based on class percentages. Overall, the histogram model improves the number of correctly classified textures, and it also reduces the number of misclassifications.

VI. Conclusion

In this work, we presented a new layer for deep neural networks: a histogram layer. Previous deep learning approaches using CNNs are unable to effectively represent texture without adding more layers. Through the histogram layer, we directly captured statistical texture information within images by characterizing the distribution of feature maps extracted from CNN models. This meant that we could jointly fine-tune both the histogram layer and CNNs together. Experiments on synthetic textures provided more insight into the functionality and utility of the proposed approach. We conducted an in-depth analysis of the configuration of the histogram layer, which provided more insight into the effects of normalization, sum-to-one constraints on the bins, and location of the histogram layer. When the HistRes_B models were compared to other state-of-the-art texture encoding approaches, they achieved improvements in performance, particularly for the most natural texture dataset, GTOS-mobile. The histogram layer can easily be integrated into other ANNs and used in such other texture analysis tasks besides classification such as segmentation, texture synthesis, and shape from texture [5].
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