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ABSTRACT. Given a finitely generated module $M$ over a commutative local ring (or a standard graded $k$-algebra) $(R, m, k)$ we detect its complexity in terms of numerical invariants coming from suitable $m$-stable filtrations $\mathcal{M}$ on $M$. We study the Castelnuovo-Mumford regularity of $\text{gr}_\mathcal{M}(M)$ and the linearity defect of $M$, denoted $\text{ld}_R(M)$, through a deep investigation based on the theory of standard bases. If $M$ is a graded $R$-module, then $\text{reg}_R(\text{gr}_\mathcal{M}(M)) < \infty$ implies $\text{reg}_R(M) < \infty$ and the converse holds provided $M$ is of homogenous type. An analogous result can be proved in the local case in terms of the linearity defect. Motivated by a positive answer in the graded case, we present for local rings a partial answer to a question raised by Herzog and Iyengar of whether $\text{ld}_R(k) < \infty$ implies $R$ is Koszul.

INTRODUCTION AND NOTATION

Throughout this paper $(R, m, k)$ is a commutative Noetherian local ring (or a standard graded $k$-algebra) with maximal ideal (or homogeneous maximal ideal) $m$ and residue field $k$. All the modules we consider are finitely generated over $R$. Let $M$ be an $R$-module, according to [12], we say that a descending filtration of submodules $M = \{F_pM\}_{p \geq 0}$ of $M = \mathfrak{m}M$ is an $m$-filtration if $m F_pM \subseteq F_{p+1}M$ for every $p \geq 0$, and $M$ is an $m$-stable (or good) filtration if $m F_pM = F_{p+1}M$ for all sufficiently large $p$. In the following a filtered module $M$ will be always an $R$-module equipped with an $m$-stable filtration $\mathcal{M}$. Define

$$
\text{gr}_\mathcal{M}(M) = \bigoplus_{p \geq 0} (\mathfrak{m}^pM / \mathfrak{m}^{p+1}M)
$$

the associated graded module to $M$ with respect to the filtration $\mathcal{M}$. If $\mathcal{M} = \{m^pM\}$ is the $m$-adic filtration on $M$, we denote $\text{gr}_\mathcal{M}(M)$ simply by $M^\mathfrak{m}$. Then $\text{gr}_\mathcal{M}(M)$ is a graded $R^\mathfrak{m}$-module. When $R$ is a standard graded $k$-algebra, then $R^\mathfrak{m}$ is naturally isomorphic to $R$.

The main goal of this paper is to study properties of the module $\mathcal{M}$, such as the linearity defect, the Koszulness and the regularity by means of the graded structure of $\text{gr}_\mathcal{M}(M)$ for a given $m$-stable filtration $\mathcal{M}$. The strength of our approach...
comes from a deep investigation of the interplay between a minimal free resolution of $gr_M(M)$ as $R$-module and a free resolution of $M$ as $R$-module coming from the theory of the standard bases.

To avoid triviality, we assume that $gr_M(M)$ is not zero or equivalently $M \neq 0$. We consider a minimal free resolution of $M$ as finitely generated $R$-module, that is, a complex of free $R$-modules

$$F : \cdots \rightarrow F_{i+1} \xrightarrow{\phi_{i+1}} F_i \xrightarrow{\phi_i} F_{i-1} \rightarrow \cdots \rightarrow F_1 \xrightarrow{\phi_1} F_0 \rightarrow 0$$

such that $H_i(F) = 0$ for $i > 0$ and $H_0(F) = M$, $\phi_{i+1}(F_{i+1}) \subseteq mF_i$ for every $i$. Such a resolution exists and it is unique up to an isomorphism of complexes. By definition, the $i$-th Betti number $\beta_i^R(M)$ of $M$ is the rank of $F_i$, that is $\beta_i^R(M) = \dim_k \Tor_i^R(M, k)$. It is well known that, given a minimal graded free resolution $G$ of $gr_M(M)$ as $R^2$-module, one can build up a free resolution $F$ of $M$ (not necessarily minimal) equipped with a special filtration $\mathcal{F}$ on $F$ such that $gr_\mathcal{F}(F) = G$ (see [14, 2.4]). In some cases the process for obtaining a minimal free resolution of $M$ starting from $gr_M(M)$ is under control via special cancellations (see [10, 3.1]). As a consequence of this construction

$$\beta_i^R(M) \leq \beta_i^{gr}(gr_M(M))$$

and $M$ is said of homogeneous type with respect to $\mathcal{M}$ if the equality holds for every $i \geq 0$. This is equivalent to say that the resolution $F$ in the above construction is minimal. Interesting examples of modules of homogeneous type are given in literature, see for example [7] or [10, 1.10, 1.12]. It is well known that if $gr_M(M)$ has a linear resolution, then $M$ is of homogeneous type.

If $R$ is a standard graded $k$-algebra and $M$ is a finitely generated graded $R$-module, then $\Tor_i^R(M, k)$ inherits the graded structure and the $(i, j)$-th graded Betti number $\beta_{i,j}^R(M) = \dim_k \Tor_i^R(M, k)_j$ of $M$ is the number of copies of $R(-j)$ that appear in $F_i$ (recall $R(-j)_i := R_{i-j}$). We set

$$t_i^R(M) = \sup\{j : \beta_{i,j}^R(M) \neq 0\}$$

where, by convention, $t_i^R(M) = -\infty$ if $F_i = 0$. By definition, $t_0^R(M)$ is the largest degree of a minimal generator of $M$. An important invariant associated to a minimal free resolution of $M$ as $R$-module is the Castelnuovo-Mumford regularity

$$\reg_R(M) = \sup\{j - i : \beta_{i,j}^R(M) \neq 0\} = \sup\{t_i^R(M) - i : i \in \mathbb{N}\}.$$

It is clear that $\reg_R(M)$ can be infinite. In the graded case we have a double opportunity: we can take advantage both of the graded $R$-structure of $M$ and of the graded $R$-structure of $gr_M(M)$. We present explicit bounds on the graded Betti numbers of $M$ in terms of the degrees of a minimal system of generators of $M$ and of the Betti numbers of $gr_M(M)$. In particular we prove that if there exists a filtration $\mathcal{M}$ of $M$ such that $\reg_R(gr_M(M)) < \infty$, then $\reg_R(M) < \infty$. If $M$ is of homogeneous type with respect to $\mathcal{M}$, then also the converse holds, see Corollary 2.6. Example 2.7 shows that the assumption is necessary.
If \( R \) is graded, the residue field \( k \) has a special behaviour. Avramov and Peeva in [4] proved that either \( k \) admits a linear resolution, that is \( \text{reg}_R(k) = 0 \), or \( \text{reg}_R(k) \) is infinite. Following the classical definition given by Priddy, if \( k \) admits a linear resolution, we say that \( R \) is Koszul.

For local rings we say that \( R \) is Koszul if and only if \( R^g \) is Koszul. One can reformulate the analogous of the statement proved by Avramov and Peeva for local rings replacing the concept of regularity with a new invariant that can be defined for any finitely generated module \( M \) over a local ring. This invariant is the linearity defect, denoted \( \text{ld}_R(M) \). This notion was introduced by Herzog and Iyengar in [6] and studied further by Iyengar and Roemer in [8], see also Section 3. The linearity defect measures how far \( M \) is from having a linear resolution. Notice that if \( \text{ld}_R(M) < \infty \), then the Poincaré series \( P_M(t) = \sum_{i \geq 0} \beta_i(M)t^i \) of \( M \) is rational sharing all modules a common denominator depending only on \( R^g \), see [6, 1.8].

In [6, 1.14] the following challenging question has been stated.

**Question 1.** If \( \text{ld}_R(k) < \infty \) does it follow that \( \text{ld}_R(k) = 0 \)?

In the graded case \( \text{ld}_R(k) < \infty \) implies \( \text{reg}_R(k) < \infty \), then \( R \) is Koszul as before mentioned by the result of Avramov and Peeva. In the local case the problem is still open and it is one of the aims of our investigation. Interesting answers are given in a recent paper of Sęga for certain classes of local rings, see [13].

The above question is equivalent to prove that \( \text{ld}_R(k) < \infty \) implies \( \text{ld}_R^g(k) < \infty \). In analogy, since \( k = k^g \), a more general question arises:

**Question 2.** Let \( M \) be a finitely generated \( R \)-module. If \( \text{ld}_R(M) < \infty \) does it follow that \( \text{ld}_R^g(M^g) < \infty \)?

In general the answer to Question 2 is negative, nevertheless this does not disprove Question 1. For instance, Example 2.7 presents a graded module of finite projective dimension, hence of finite linearity defect, but the regularity of \( M^g \) is infinite, hence the linearity defect of \( M^g \) is infinite by [6, 1.2]. In view of giving an answer to Question 1 since \( k \) is a cyclic \( R \)-module, could be interesting to analyze also Example 4.1 which provides a cyclic module with same features.

In Proposition 5.5 we prove that if \( \text{ld}_R(M) = d < \infty \), then

\[
\text{reg}_R(M) = \max\{t_i(M) - i : 0 \leq i \leq d\}
\]

as expected specification of [6, 1.9] where it is proved that if \( \text{ld}_R(M) < \infty \), then \( \text{reg}_R(M) < \infty \). In particular, if \( M \) is a Koszul \( R \)-module, then \( \text{reg}_R(M) = t_0(M) \). Theorem 4.4 presents the analogous result in the local case. We prove that if \( M \) is a module of homogeneous type with respect to the filtration \( \mathbb{M} \), then \( \text{ld}_R(M) = d < \infty \) implies \( \text{reg}_{\mathbb{M}^g}(\text{gr}_{\mathbb{M}^g}(M)) = \max\{t_i(\text{gr}_{\mathbb{M}^g}(M)) - i : 0 \leq i \leq d\} \). This allow us to present a positive answer to Question 1 when \( k \) is of homogeneous type with respect to a stable filtration \( \mathbb{M} \), see Proposition 4.5.
1. Preliminaries on filtered modules

We refer to [10] and [12] for more facts concerning filtered modules and filtered complexes. We include in this section the results and we fix the definitions that will be used in the present paper.

If $N$ is a submodule of an $R$-module $M$, by Artin-Rees lemma, the collection $\{N \cap \mathfrak{F}_p M \mid p \geq 0\}$ is an $m$-filtration of $N$ and we denote $gr_M(N)$ the associated graded module induced by $M$ on $N$. Since

\[(N \cap \mathfrak{F}_p M)/(N \cap \mathfrak{F}_{p+1} M) \cong (N \cap \mathfrak{F}_p M + \mathfrak{F}_{p+1} M)/\mathfrak{F}_{p+1} M,\]

$gr_M(N)$ is a graded submodule of $gr_M(M)$. If $x \in M \setminus 0$, we denote by $v_\mathfrak{M}(x)$ the largest integer $p$ such that $x \in \mathfrak{F}_p M$ (the so-called valuation of $x$ with respect to $\mathfrak{M}$) and we denote by $x^+$ or $gr_M(x)$ the residue class of $x$ in $\mathfrak{F}_p M/\mathfrak{F}_{p+1} M$ where $p = v_\mathfrak{M}(x)$. If $x = 0$, we set $v_\mathfrak{M}(x) = +\infty$.

Using [11], it is clear that

\[gr_\mathfrak{M}(N) = \langle gr_\mathfrak{M}(x) : x \in N \rangle.\]

**Definition 1.1.** Let $M$ be a filtered $R$-module. A subset $S = \{f_1, \cdots, f_s\}$ of $M$ is called a **standard basis** of $M$ with respect to $\mathfrak{M}$ if

\[gr_\mathfrak{M}(M) = \langle gr_\mathfrak{M}(f_1), \cdots, gr_\mathfrak{M}(f_s) \rangle.\]

If any proper subset of $S$ is not a standard basis of $M$, we call $S$ a **minimal standard basis**.

We remark that the number of generators and the corresponding valuations of a minimal standard basis depend only on $M$ and $\mathfrak{M}$.

**Definition 1.2.** Let $M$ and $N$ be filtered $R$-modules and $f : M \rightarrow N$ be a homomorphism of $R$-modules. Then $f$ is said to be a homomorphism of filtered modules if $f(\mathfrak{F}_p M) \subseteq \mathfrak{F}_p N$ for every $p \geq 0$ and $f$ is said to be **strict** if $f(\mathfrak{F}_p M) = f(M) \cap \mathfrak{F}_p N$ for every $p \geq 0$.

Let $F = \bigoplus_{i=1}^s Re_i$ be a free $R$-module of rank $s$ and $v_1, \cdots, v_s$ be integers. We define the filtration $\mathcal{F} = \{\mathfrak{F}_p F : p \in \mathbb{Z}\}$ on $F$ as follows

\[(2)\]

\[\mathfrak{F}_p F := \bigoplus_{i=1}^s m^{p-v_i} e_i = \{(a_1, \cdots, a_s) : a_i \in m^{p-v_i}\}.\]

If $i \leq 0$ we set $m^i = R$. We denote the filtered free $R$-module $F$ by $\bigoplus_{i=1}^s Rv_i$ and we call it special filtration on $F$. It is clear that the filtration $\mathcal{F}$ defined above is an $m$-stable filtration.

If $(F, d_i)$ is a complex of finitely generated free $R$-modules $(d_i : F_i \rightarrow F_{i-1}$ denotes the $i$-th differential map), a **special filtration** on $F$ is a special filtration on each $F_i$ that makes $(F, d_i)$ a filtered complex.

Let $M$ be a $R$-module equipped with the filtration $\mathfrak{M}$ and let $S = \{f_1, \cdots, f_s\}$ be a system of elements of $M$ with $v_\mathfrak{M}(f_i)$ the corresponding valuations. Let $F = \bigoplus_{i=1}^s Re_i$ be a free $R$-module of rank $s$ equipped with the filtration $\mathcal{F}$ where
$v_i = v_M(f_i)$. Then we denote the filtered free $R$-module $F$ by $\bigoplus_{i=1}^s R v_M(f_i)$ and hence $v_M(e_i) = v_M(f_i)$.

Let $d : F \to M$ be a morphism of filtered $R$-modules defined by

$$(3) \quad d(e_j) = f_j.$$  

It is clear that $d$ is a morphism of filtered $R$-modules and $gr_M(F)$ is isomorphic to the graded free $R^s$-module $\bigoplus_{i=1}^s R^s(-v_M(f_i))$ with a basis $(e_1, \cdots, e_s)$ where $\deg(e_i) = v_M(f_i)$. In particular $d$ induces a natural graded morphism (of degree zero) $gr(d) : gr_M(F) \to gr_M(M)$ sending $e_j$ to $gr_M(f_j)$.

In particular $gr(\cdot)$ is a functor from the category of the filtered $R$-modules into the category of the graded $R^g$-modules.

Let $c = (c_1, \cdots, c_s)$ be an element of $F$ and $^t(\ )$ denotes the transposed vector. By the definition of the filtration $F$ on $F$, we have

$$(4) \quad c_i' = \begin{cases} \text{gr}_m(c_i) & \text{if } v_R(c_i) + v_M(f_i) = v \\ 0 & \text{if } v_R(c_i) + v_M(f_i) > v \end{cases}$$

We have a canonical embedding $gr_M(ker(d)) \to ker(gr(d))$. If $gr(d)$ is surjective, then $d$ is a strict surjective homomorphism, equivalently $gr_M(ker(d)) = ker(gr(d))$.

With the previous notation, extending a result of Robbiano and Valla in [9], Shibuta characterized the standard bases of a filtered module (see [15]).

**Theorem 1.3.** Let $M$ be a filtered $R$-module and $\{f_1, \cdots, f_s\}$ elements of $M$. The following facts are equivalent:

1. $\{f_1, \cdots, f_s\}$ is a standard basis of $M$ with respect to $M$.
2. $\{f_1, \cdots, f_s\}$ generates $M$ and $d$ is strict.
3. $\{f_1, \cdots, f_s\}$ generates $M$ and $gr_M(ker(d)) = ker(gr(d))$.

2. **Regularity of filtered graded modules**

Let $R$ be a standard graded algebra over a field $k$ with homogeneous maximal ideal $m$ and let $M$ be a filtered graded $R$-module, that is a graded module $M = \oplus_{i \geq 0} M_i$ equipped with a $m$-stable filtration $M$. In this section we will present a comparison between the regularity of $M$ and the regularity of $gr_M(M)$. The approach is elementary and our investigation is mainly based on the theory of standard bases.
In the graded module $M$ we say that an element $x$ is homogeneous if $x \in M_i$ for some $i$.

**Definition 2.1.** Let $M$ be a filtered graded $R$-module and let $S = \{f_1, \cdots, f_s\}$ be a standard basis of $M$. $S$ is a **homogeneous standard basis** of $M$ if $f_i$ is a homogeneous element of $M$ for every $1 \leq i \leq s$.

The filtration $\mathbb{M} = \{\mathfrak{F}_pM\}_{p \geq 0}$ is a **graded filtration** if $\mathfrak{F}_pM$ is a graded submodule of $M$ for each $p \geq 0$.

For example the $m$-adic filtration $\{m^pM\}_{p \geq 0}$ is a graded filtration. When $\mathbb{M}$ is a graded filtration on $M$, then $M$ admits a homogeneous standard basis. In general a filtered graded module has not necessarily a homogeneous standard basis. For instance, let $k$ be a field, set $R = k[X,Y]/(X^3, Y^4)$, we write $x$ and $y$ for the residue class of $X$ and $Y$ in $R$. Set $m = (x, y)$ and $I = \mathfrak{F}_0I = (x^2, y^3)$, $\mathfrak{F}_1I = (y^3 + x^2)$, $\mathfrak{F}_pI = mF_{p-1}I$ for $p \geq 2$. Note that $m\mathfrak{F}_0I = (xy^3, x^2y)$ and we have $m\mathfrak{F}_0I \subset \mathfrak{F}_1I$.

So $\mathbb{I} = \{\mathfrak{F}_pI\}_{p \geq 0}$ is an $m$-stable filtration on $I$. In this case $I$ has no a homogeneous standard basis with respect to $\mathbb{I}$.

From now on if $M$ is a graded module, a filtration on $M$ will be always a graded filtration.

Let $N$ be a graded $R$-module equipped with the filtration $\mathbb{N} = \{\mathfrak{F}_pN\}_{p \geq 0}$. For every non-zero homogeneous element $x \in N$ we have two integers attached to $x$. We say that $x$ has degree $i$ and we write $\deg(x) = i$ if $x \in N_i$ and we say that $x$ has valuation $p = v_\mathbb{N}(x)$ if $x \in \mathfrak{F}_pN \setminus \mathfrak{F}_{p+1}N$.

If $\{x_1, \cdots, x_n\}$ is a minimal homogeneous generating set of $N$, we denote by $D(N)$ the set $\{\deg(x_i) : 0 \leq i \leq n\}$. This set is uniquely determined by $N$. If $N = (0)$, we set $D(N) = \emptyset$. Let $\{f_1, \cdots, f_s\}$ be a minimal homogeneous standard basis of $N$ with respect to $\mathbb{N}$. We set

$$\Delta_\mathbb{N}(N) = \{\deg(f_j) - v_\mathbb{N}(f_j) : 1 \leq j \leq s\}$$

and

$$v_\mathbb{N}(N) = \max \Delta_\mathbb{N}(N)$$

$$u_\mathbb{N}(N) = \min \Delta_\mathbb{N}(N)$$

When $\mathbb{N}$ is the $m$-adic filtration then $\{f_1, \cdots, f_s\}$ is also a minimal homogeneous generating set of $N$ and we have $v_\mathbb{N}(f_j) = 0$. Hence one has

$$\Delta_\mathbb{N}(N) = D(N)$$

and

$$v_\mathbb{N}(N) = t_0(N), \quad u_\mathbb{N}(N) = \text{indeg}(N).$$

The following result completes a well known comparison between the numerical invariants of a graded free resolution of $gr_M(M)$ as $R^3$-module and a free resolution of $M$ as $R$-module. The local version of the first part of the proposition holds for any commutative ring $R$ (see [14, 2.4]), we insert here a refinement in the case of graded modules.
Proposition 2.2. Let $R$ be a standard graded $k$-algebra and let $M$ be a filtered graded $R$-module equipped with an $m$-stable graded filtration $\mathbb{M}$. Then there exists a graded free resolution $F$ of $M$ with a special filtration $\mathbb{F}$ on it such that $G := gr_{\mathbb{F}}(F)$ is a minimal graded free resolution of $gr_{\mathbb{M}}(M)$ as $R$-module.

Denote by $d_i : F_i \to F_{i-1}$ (resp. $\delta_i : G_i \to G_{i-1}$) the differential maps of $F$ (resp. $G$) and by $\mathbb{F}_i$ the special filtration on $F_i$. Then for all $i \geq 0$ we have:

(i) $gr_{\mathbb{F}_i}(d_i) = \delta_i$

(ii) $\ker(d_i)$ admits a homogeneous standard basis with respect to $\mathbb{F}_i$

(iii) $\ker(\delta_i) = gr_{\mathbb{F}_i}(\ker(d_i))$

(iv) $\Delta_{\mathbb{F}_i}(\ker(d_i)) \subseteq \Delta_{\mathbb{M}}(M)$

Proof. Let $f_1, \ldots, f_{\beta_0}$ be a minimal homogeneous standard basis of $M$ with respect to the filtration $\mathbb{M}$. Set $a_{0j} := \deg(f_j)$ and $a_{0j} := v_{\mathbb{M}}(f_j)$. Then $\Delta_{\mathbb{M}}(M) = \{a_{0j}' - a_{0j} : j = 1, \ldots, \beta_0\}$.

Define $F_0 = \bigoplus_{j=1}^{\beta_0} R(-a_{0j})$ the graded $R$-free module of rank $\beta_0$ equipped with the special filtration $\mathbb{F}_0$ with respect to the integers $v_{\mathbb{M}}(f_1), \ldots, v_{\mathbb{M}}(f_{\beta_0})$ (as defined in $\mathbb{2}$), hence $v_{\mathbb{F}}(e_{0j}) = v_{\mathbb{M}}(f_j)$. We define

$$d_0 : F_0 \to M$$

to be the homogeneous homomorphism such that $d_0(e_{0j}) = f_j$. We remark that $R^g = R$ and we define

$$\delta_0 : G_0 = \bigoplus_{j=1}^{\beta_0} R(-a_{0j}) \to gr_{\mathbb{M}}(M)$$

with $\delta_0(e_{0j}) = gr_{\mathbb{M}}(f_j)$. We have the following diagram:

(5) \[
\begin{array}{cccccc}
0 & \longrightarrow & L = \ker(d_0) & \longrightarrow & \bigoplus_{j=1}^{\beta_0} R(-a_{0j}) & \longrightarrow & M \\
& & \bigg|_{gr_{\mathbb{F}}} & & \bigg|_{gr_{\mathbb{M}}} & & \\
0 & \longrightarrow & K = \ker(gr(d_0)) & \longrightarrow & \bigoplus_{j=1}^{\beta_0} R(-v_{\mathbb{M}}(f_j)) & \longrightarrow & gr_{\mathbb{M}}(M) \\
\end{array}
\]

Since $\{f_1, \ldots, f_{\beta_0}\}$ is a standard basis of $M$, it generates $M$. Hence $d_0$ is surjective and strict. In particular, by Theorem $\mathbb{1.3}$ $gr_{\mathbb{F}_0}(\ker(d_0)) = \ker(\delta_0)$.

The special filtration $\mathbb{F}_0$ is a graded filtration on the graded free $R$-module $F_0$. Since $d_0$ is homogeneous, then $L = \ker(d_0)$ is a graded submodule of $F_0$ and the induced filtration on $L$, that is $\mathbb{F}_0 \cap L$ is a graded filtration. Therefore $L = \ker(d_0)$ admits a homogeneous standard basis with respect to the induced filtration. Note that $gr_{\mathbb{F}_0}(e_{0j}) = e_{0j}$ and we may write

$$\deg(f_j) = a'_{0j} = a_{0j} + c$$

with $c = \deg(f_j) - v_{\mathbb{M}}(f_j) \in \Delta_{\mathbb{M}}(M)$. Hence (i), (ii), (iii) are satisfied for $i = 0$. To
prove \((iv)\), let \(\{h_1, \ldots, h_\beta\}\) be a minimal homogeneous standard basis of \(\ker(d_0)\). Assume that \(\text{gr}_{R_0}(h_i) = (x_{i1}, \ldots, x_{i\beta_0})\). There exists \(j\) such that \(x_{ij} \neq 0\), so
\[
\deg(\text{gr}_{R_0}(h_i)) = \deg(x_{ij}) + a_{0j}.
\]
Let \(h_i = (y_{i1}, \ldots, y_{i\beta_0})\). Since \(h_i\) is a homogeneous element of \(\ker(d_0)\) by \((iv)\), \(x_{ij} = y_{ij}\) and then we have
\[
\deg(h_i) = \deg(y_{ij}) + a_{0j} = \deg(\text{gr}_{R_0}(h_i)) + c,
\]
for some \(c \in \Delta_M(M)\). Hence \(\Delta_M(\ker(d_0)) \subseteq \Delta_M(M)\).

We prove the result by inductive steps on \(n > 0\). Assume we have defined filtered graded free modules \(F_0, \ldots, F_{n-1}\) with special filtration \(F_0, \ldots, F_{n-1}\) such that
\[
F_{n-1} \xrightarrow{d_{n-1}} F_{n-2} \rightarrow \cdots \rightarrow F_0 \xrightarrow{d_0} M \rightarrow 0
\]
is a part of a graded free resolution of \(M\) and for every \(i < n\) we assume:

\(i)\) \(\text{gr}_{F_i}(F_i) = G_i, \quad \text{gr}_{F_i}(d_i) = \delta_i\)

\(ii)\) \(\ker(d_i)\) has a homogeneous standard basis with respect to \(F_i\),

\(iii)\) \(\ker(\delta_i) = \text{gr}_{F_i}(\ker(d_i))\)

\(iv)\) \(\Delta_{F_i-1}(\ker(d_{i-1})) \subseteq \Delta_M(M)\).

Let \(\{g_1, \ldots, g_\beta\}\) be a minimal homogeneous standard basis of \(\ker(d_{n-1})\). We know that \(\ker(\delta_{n-1}) = \text{gr}_{F_{n-1}}(\ker(d_{n-1})) = \langle \text{gr}_{F_{n-1}}(g_1), \ldots, \text{gr}_{F_{n-1}}(g_\beta) \rangle\). Set \(a'_{ni} := \deg(g_i)\) and \(a_{ni} := v_{F_{n-1}}(g_i)\). Define now the graded free \(R\)-module
\[
F_n = \bigoplus_{i=1}^{\beta_n} R(-a'_{ni})
\]
equipped with the special filtration \(F_n\) defined by the integers \(v_{F_{n-1}}(g_i)\) for \(i = 1, \ldots, \beta_n\), and let
\[
d_n : F_n \rightarrow F_{n-1}
\]
defined by \(d_n(\epsilon_{ni}) = g_i\). Consider the graded free \(R\)-module
\[
G_n = \bigoplus_{i=1}^{\beta_n} R(-a_{ni}), \quad \delta_n : G_n \rightarrow G_{n-1}
\]
such that \(\delta_n(\epsilon_{ni}) = \text{gr}_{F_{n-1}}(g_i)\). Then
\[
F_n \xrightarrow{d_n} F_{n-1} \xrightarrow{d_{n-1}} F_{n-2} \quad \text{and} \quad G_n \xrightarrow{\delta_n} G_{n-1} \xrightarrow{\delta_{n-1}} G_{n-2}
\]
are exact complexes and we have \(\text{gr}_{F_n}(d_n) = \delta_n\). Since \(\{g_1, \ldots, g_\beta\}\) is a minimal homogeneous standard basis of \(\ker(d_{n-1})\), again by Theorem \(1.3\) we get \(\ker(\delta_n) = \text{gr}_{F_n}(\ker(d_n))\) and \(\ker(d_n)\) admits a homogeneous standard basis with respect to \(F_n\).

Let \(\text{gr}_{F_{n-1}}(g_i) = (c_{i1}, \ldots, c_{i\beta_{n-1}})\), there exists \(j\) such that \(c_{ij} \neq 0\) and
\[
a_{ni} = \deg(c_{ij}) + a_{n-1j}
\]
Let \( g_i = (u_{i1}, \cdots, u_{i\beta_{n-1}}) \). Since \( g_i \) is a homogeneous element of \( \ker(d_{n-1}) \) by 11, \( u_{ij} = c_{ij} \) and
\[
a_{ni}' = \deg(c_{ij}) + a_{n-1j}'.
\]

By inductive assumption there exists \( c \in \Delta_M(M) \) such that \( a_{n-1j}' = a_{n-1j} + c \), thus we get
\[
a_{ni}' = a_{ni} + c.
\]
and hence \( \Delta_{\mathfrak{g}_s}(\ker(d_n)) \subseteq \Delta_M(M) \) as required. We can repeat the inductive process on \( \ker(d_n) \).

**Remark 2.3.** We remark that if for some integers \( i, j \) we have \( \text{Tor}_j^R(M, k)_j \neq 0 \), then \( \text{Tor}_j^R(\gr_M(M), k)_{j-c} \neq 0 \) for some \( c \in \Delta_M(M) \).

In fact denote by \( \mathbf{F}^\text{min} \) a minimal graded free resolution of \( M \), since \( \mathbf{F}^\text{min} \) is a direct summand of \( \mathbf{F} \), we get
\[
D(\mathbf{F}^\text{min}_i) \subseteq D(F_i) \text{ for all } i \geq 0.
\]
For more details see also [11, 3.1]. Hence the remark follows from Proposition 2.2 (iv). Always from Proposition 2.2 it will useful to highlight that for all \( i \geq 0 \) and each \( b \in D(G_i) \) there exist \( a \in D(F_i) \) and \( c \in \Delta_M(M) \) such that \( a = b + c \).

**Theorem 2.4.** Let \( R \) be a standard graded algebra and let \( M \) be a graded \( R \)-module equipped with the filtration \( \mathbb{M} \). Then for all \( i \geq 0 \)
\[
t_i(M) \leq t_i(\gr_M(M)) + v_M(M).
\]
Furthermore if \( M \) is of homogeneous type with respect to \( \mathbb{M} \), then
\[
t_i(\gr_M(M)) + u_M(M) \leq t_i(M) \leq t_i(\gr_M(M)) + v_M(M).
\]

**Proof.** By Proposition 2.2 there exists a filtered graded free resolution \( \mathbf{F} \) of \( M \) such that \( \gr_{\mathbf{F}}(\mathbf{F}) = \mathbf{G} \) is a graded minimal free resolution of \( \gr_M(M) \). Let \( i \geq 0 \), we have \( t_i(M) \in D(F_i) \). Hence by Proposition 2.2 (iv) and Remark 2.3, there exist \( b \in D(G_i) \) and \( c \in \Delta_M(M) \) such that
\[
t_i(M) = b + c.
\]
Since \( b \leq t_i(\gr_M(M)) \) and \( c \leq v_M(M) \), we get \( t_i(M) \leq t_i(\gr_M(M)) + v_M(M) \). If \( M \) is of homogeneous type, then \( \mathbf{F} \) is minimal. Now again by Remark 2.3 for every \( i \geq 0 \) there exists \( a' \in D(F_i^\text{min}) \) and \( c' \in \Delta_M(M) \) such that
\[
t_i(\gr_M(M)) = a' - c'.
\]
Considering the fact that \( u_M(M) \leq c' \), we obtain
\[
t_i(\gr_M(M)) + u_M(M) \leq t_i(\gr_M(M)) + c' = a' \leq t_i(M).
\]
Corollary 2.5. With the above notation and assumptions, we have
\[ \operatorname{reg}_R(M) \leq \operatorname{reg}_R(\operatorname{gr}_M(M)) + v_M(M). \]
Moreover if \( M \) is of homogeneous type with respect to \( \mathfrak{M} \), then
\[ \operatorname{reg}_R(\operatorname{gr}_M(M)) + u_M(M) \leq \operatorname{reg}_R(M) \leq \operatorname{reg}_R(\operatorname{gr}_M(M)) + v_M(M). \]

Proof. It is a direct consequence of Proposition 2.4. \( \square \)

Corollary 2.6. If \( \operatorname{reg}_R(\operatorname{gr}_M(M)) < \infty \), then \( \operatorname{reg}_R(M) < \infty \). Furthermore the converse holds, provided \( M \) is of homogeneous type with respect to \( \mathfrak{M} \).

The assumption of being of homogeneous type cannot be deleted as the following example shows.

Example 2.7. Let \( k \) be a field and \( R = k[X,Y]/(X^3) \). Let \( x, y \) be the residue class of \( X, Y \) in \( R \) and set \( m = (x, y) \). Consider the module \( M \) whose minimal graded free resolution is
\[
0 \rightarrow R(-3) \xrightarrow{(x^2, y)} R(-1) \bigoplus R(0) \rightarrow 0
\]
We have \( M = R(-1) \bigoplus R(0)/N \) where \( N = (x^2, y^3)R \) then \( M^9 \cong R \bigoplus R/N^* \)
where \( N^* \) is the submodule of \( R \bigoplus R \) generated by the initial forms of elements of \( N \) with respect to the \( m \)-adic filtration. One can see that \( N^* = \langle (x^2, 0), (0, xy^3) \rangle \).
The minimal graded free resolution of \( M^9 \) is
\[
\cdots \rightarrow R^2 \xrightarrow{f_{k+1}} R^2 \xrightarrow{f_k} \cdots \rightarrow R^2 \xrightarrow{f_1} R^2 \rightarrow 0
\]
where
\[
f_1 = \begin{pmatrix} x^2 & 0 \\ 0 & xy^3 \end{pmatrix} \quad f_2k = \begin{pmatrix} x & 0 \\ 0 & x^2 \end{pmatrix} \quad f_2k+1 = \begin{pmatrix} x^2 & 0 \\ 0 & x \end{pmatrix} \quad \text{for } k \geq 1.
\]
Therefore \( M \) is not of homogeneous type and \( \operatorname{reg}_R(M) < \infty \), but
\[ \operatorname{reg}_R(M^9) = +\infty. \]

3. Linearity defect of a graded module

In this section we establish notation, provide the definitions of linearity defect and of Koszul modules. We suggest \[5\], [6] and [14] for more details concerning the previous concepts. Even if this section mainly concerns with graded standard \( k \)-algebras, we present the notions in the more general case of modules over local rings in view of next section.

Let \( (R, \mathfrak{m}, k) \) be a local ring. A complex of \( R \)-modules
\[ C = \cdots \rightarrow C_{n+1} \rightarrow C_n \xrightarrow{\partial_n} C_{n-1} \rightarrow \cdots \]
is said to be minimal if \( \partial_n(C_n) \subseteq \mathfrak{m}C_{n-1} \). The standard filtration \( \mathfrak{F} \) of a minimal complex \( C \) is defined by subcomplexes \( \{ \mathfrak{F}_iC \} \), where \( (\mathfrak{F}_iC)_n = \mathfrak{m}^{i-n}C_n \) for all \( n \in \mathbb{Z} \), with \( \mathfrak{m}^j = 0 \) for \( j \leq 0 \). The associated graded complex with respect to this
filtration is denoted by \( \text{lin}^R(C) \), and called the linear part of \( C \). By construction, \( \text{lin}^R(C) \) is a minimal complex of graded modules over the graded ring \( R^g \) and it has the property that \( \text{lin}^R(C)_n = C^g_n(-n) \).

**Definition 3.1.** An \( R \)-module \( M \) is said to be Koszul if \( \text{lin}^R(F) \) is acyclic, where \( F \) is a minimal free resolution of \( M \).

Herzog and Iyengar [6, 1.7] introduced an invariant which is a measure of how far is \( M \) from being Koszul.

**Definition 3.2.** Let \( M \) be an \( R \)-module and \( F \) its minimal free resolution. Define

\[
\text{ld}_R(M) := \sup \{ i \in \mathbb{Z} | H_i(\text{lin}^R(F)) \neq 0 \}
\]

and we say that \( \text{ld}_R(M) \) is the linearity defect of \( M \).

By the uniqueness of a minimal free resolution up to isomorphism of complexes, one has that \( \text{ld}_R(M) \) does not depend on \( F \), but only on the module \( M \). It follows by the definitions that \( M \) is a Koszul \( R \)-module if and only if \( \text{ld}_R(M) = 0 \). Note that, for any integer \( d \), one has \( \text{ld}_R(M) \leq d \) if and only if the \( d \)th syzygy module \( \Omega^d(M) \) of \( M \) is Koszul.

Next result provides a characterization of Koszul modules, see [6, 1.5].

**Proposition 3.3.** The following facts are equivalent:

1. \( M \) is Koszul,
2. \( \text{ld}_R(M) = 0 \),
3. \( \text{lin}(F) \) is a minimal free resolution of \( M^g \) as a \( R^g \)-module,
4. \( M^g \) has a linear resolution as a \( R^g \)-module.

Note that if \( M \) is Koszul, then \( M^g \) has a linear resolution, hence \( M \) is of homogeneous type, that is \( \beta^R_j(M) = \beta^R_j(M^g) \) for every \( j \).

Let \( R \) be a graded standard \( k \)-algebra. If \( M \) is a finitely generated graded \( R \)-module, one can define in the same manner the linearity defect \( \text{ld}_R(M) \), by using a minimal graded free resolution \( F \) of \( M \) over \( R \). Notice that the complex \( \text{lin}^R(F) \) is obtained from \( F \) by replacing with 0 all entries of degree > 1 in the matrices representing the homomorphisms. If a graded \( R \)-module \( M \) has a linear resolution, then it is Koszul, but the converse fails in general; see [6, 1.9].

Accordingly with the classical definition given by Priddy, \( R \) is a Koszul graded \( k \)-algebra if \( k \) has linear resolution as \( R \)-module. Because \( k^g = k \), then by the previous proposition, \( R \) is a Koszul graded \( k \)-algebra if and only if \( k \) is a Koszul \( R \)-module. If \( R \) is a Koszul graded algebra, it was proved by Iyengar and Römer that a graded \( R \)-module \( M \) is Koszul if and only if \( M \) is componentwise linear.

Koszul modules have a special graded free resolution. The following proposition describes the graded resolutions of Koszul modules extending to any graded standard algebra the result proved by Rossi and Sharifan in [10, 2.2].
**Proposition 3.4.** Let $R$ be a standard graded algebra and let $M$ be a finitely generated graded $R$-module with $D(M) = \{i_1, \ldots, i_s\}$. Assume that $M$ is Koszul. Then for each $n \geq 1$ we have

$$\text{Tor}_n^R(M, k)_j = 0 \quad \text{for } j \neq i_1 + n, \ldots, i_s + n.$$  

Furthermore if for some $n \geq 1$ and $1 \leq r \leq s$, we have $\text{Tor}_n^R(M, k)_{i_r + n} = 0$, then $\text{Tor}_n^R(M, k)_{i_r + m} = 0$, for all $m \geq n$.

**Proof.** Since $M$ is Koszul, then $M$ is of homogeneous type. We obtain the result as a consequence of Proposition 2.2. In fact let $F$ and $G$ be respectively minimal graded free resolutions of $M$ and $M^g$ as $R$-modules. Observe that $\text{Tor}_i^R(M, k)_j = 0$ if and only if $j \notin D(F_i)$. By the assumption $G$ is linear, then by Remark 2.3 we get

$$D(F_n) \subseteq \{n + i_1, \ldots, n + i_s\} \quad \text{for all } n \geq 1.$$  

Let $n \geq 1$ and assume $i_r + n + 1 \in D(F_{n+1})$. Again since $G$ is linear, we conclude that there exists $a \in D(F_n)$ such that $i_r + n + 1 = 1 + a$. Hence we get $i_r + n \in D(F_n)$ and the conclusion follows inductively. \hfill \Box

It is shown in [6] that if $\text{ld}_R(M)$ is finite, then $\text{reg}_R(M)$ is finite as well. We can refine this result giving a different proof and a more precise information on the regularity.

**Proposition 3.5.** Let $R$ be a standard graded algebra and let $M$ be a finitely generated graded $R$-module. If $\text{ld}_R(M) = d < \infty$ then

$$\text{reg}_R(M) = \max\{t_i(M) - i : 0 \leq i \leq d\}.$$  

In particular, if $M$ is Koszul then $\text{reg}_R(M) = t_0(M)$.

**Proof.** If $\text{ld}_R(M) = 0$, that is $M$ is Koszul, we have $\text{reg}_R(\text{gr}_m(M)) = 0$. Hence, by Corollary 2.2 we conclude that $\text{reg}_R(M) \leq t_0(M)$. By the fact that $t_0(M) \leq \text{reg}_R(M)$, we get $\text{reg}_R(M) = t_0(M)$. Now let $\text{ld}_R(M) = d$, then the $d$th syzygy module $\Omega^d(M)$ is Koszul and by the above $\text{reg}_R(\Omega^d(M)) = t_d(M)$. This follows

$$t_i(M) - i \leq t_d(M) - d \quad \text{for all } i \geq d$$  

and then

$$\text{reg}_R(M) = \max\{t_i(M) - i : 0 \leq i \leq d\}$$  

\hfill \Box

4. **LINEARITY DEFECT OF A MODULE OVER A LOCAL RING**

Let $(R, m)$ be a local ring and let $M$ be a finitely generated $R$-module equipped with the filtration $M$. Motivated by the questions raised in the introduction our aim is to investigate the interplay between $\text{ld}_R(M)$ and $\text{ld}_{R^q}(\text{gr}_M(M))$.

Recall that if $R$ is a regular local ring, Rossi and Sharifan in [10, 3.6.] proved that $\text{ld}_{R^q}(\text{gr}_M(M)) = 0$ implies $\text{ld}_R(M) = 0$, provided $M$ is minimally generated by a standard basis with respect to $M$. Notice that Proposition 3.4 allows us to.
extend this result to any local ring by repeating verbatim the same proof in [10]. All the details can be found in PhD thesis of the second author, see [1].

Observe that, by Proposition 3.3, $\text{ld}_R(M) = 0$ implies $\text{ld}_{R^g}(M^g) = 0$, hence $M$ is Koszul if and only if $M^g$ is Koszul.

Unfortunately this statement cannot be extend to $\text{ld}_R(M) = d$. Example 2.7 shows that $\text{ld}_R(M) < \infty$ does not imply $\text{ld}_{R^g}(M^g) < \infty$. In fact there exists a module such that $\text{ld}_R(M) < \infty$ having finite homological dimension, but $\text{ld}_{R^g}(M^g)$ is infinite since the regularity is infinite, see Proposition 3.5.

Because our aim would be to give an answer to Question 1 based on $k$ as $R$-module, one can ask Question 2 for cyclic modules. Next example disproves the assertion.

**Example 4.1.** Consider $R = k[[x, y, z, u]]/(x^3)$ and let $J = (x^3, y^2 + x^2, z^2y + u^4)/(x^3)$. The ideal $J$ is generated by a complete intersection, hence the homological dimension of $R/J$ as $R$-module is finite and so the linearity defect is finite. Note that $R^g$ is a hypersurface, and since $\text{depth}(R^g) - \text{depth}((R/J)^g) = 3$ by [2], Theorem 5.1.1] the minimal graded $R^g$-free resolution of $(R/J)^g$ becomes periodic of period 2 and $\beta_1((R/J)^g) = \beta_{i+1}((R/J)^g)$ for $i \geq 3$. By computing the 3th and 4th syzygies of $(R/J)^g$ we deduce that $\text{reg}_{R^g}((R/J)^g)$ is infinite, therefore $\text{ld}((R/J)^g)$ is infinite.

We will prove that, if $M$ is of homogeneous type, the finiteness of $\text{ld}_R(M)$ controls the regularity of $\text{gr}_M(M)$. Notice that the finiteness of the regularity of a graded module does not imply the finiteness of the linearity defect.

We need a technical lemma. With the notation fixed in Proposition 2.2 let $(G, \delta_r)$ be the minimal graded $R^g$-free resolution of $\text{gr}_M(M)$. We build up an $R$-free resolution $(F, d_r)$ of $M$ and denote by $M_n = (m_{rs})$ the corresponding matrix associated to the differential map $d_n : F_n \rightarrow F_{n-1}$.

**Lemma 4.2.** With the above notations, if for all $n \geq 1$ the matrix $M_n$ has an entry of $m$-adic valuation $\leq 1$ in each column, then
\[
\text{reg}_{R^g}(\text{gr}_M(M)) = t_0(\text{gr}_M(M)).
\]

**Proof.** Let
\[
G = \cdots \longrightarrow \bigoplus_{j=1}^{\beta_1} R^g(-a_{1j}) \xrightarrow{\delta_1} \bigoplus_{j=1}^{\beta_0} R^g(-a_{0j}) \xrightarrow{\delta_0} \text{gr}_M(M) \longrightarrow 0
\]
be the minimal graded free resolution of $\text{gr}_M(M)$ and $U_j = (u_{rs})$ be the $j$-th degree matrix of $\text{gr}_M(M)$, where
\[
u_{rs} = a_{js} - a_{j-1r}.
\]
We denote by $M^*_j = (n_{rs})$ the corresponding matrix associated to $\delta_j$. By Proposition 2.2 (ii) and (iii), the columns of $M^*_j$ are the initial forms of the corresponding columns of $M_j$ with respect to the special filtration which has been defined on $F_{j-1}$. In particular the degree matrix $U_j$ controls the valuations of entries of $M_j$ with respect to the $m$-adic filtration. We have
We prove by induction on \( j \geq 0 \) that for every \( j \) and \( 1 \leq s \leq \beta_j \) there exists \( i, 1 \leq i \leq \beta_0 \) such that \( a_{js} \leq j + a_{oi} \). The case \( j = 0 \) is obvious. Let \( j > 0 \) and suppose that the result has been proved for every \( 0 \leq i < j \). Let \( 1 \leq s \leq \beta_j \), by the assumption there exists \( r \) with \( 1 \leq r \leq \beta_{j-1} \) such that for the entry \( m_{rs} \) of \( M_{j-1} \) we have \( v_R(m_{rs}) \leq 1 \). If \( v_R(m_{rs}) = 0 \), then \( n_{rs} = 0 \), since \( G \) is minimal. Then from (9) we get \( a_{js} < a_{j-1r} \). By inductive assumption there exists \( i, 1 \leq i \leq \beta_0 \) such that \( a_{j-1r} \leq j - 1 + a_{0i} \). Thus we conclude \( a_{js} \leq j + a_{0i} \). If \( v_R(m_{rs}) = 1 \), by (9) we may have two cases

\[
\begin{align*}
    a_{js} &= a_{n-1r} + 1 \\
    a_{j-1r} + 1 &> a_{js}
\end{align*}
\]

By inductive assumption in each case we get

\[ a_{js} \leq j + a_{0i} \quad \text{for some} \quad 1 \leq i \leq \beta_0. \]

Therefore we conclude that for each \( j > 0 \) there exists \( i, 1 \leq i \leq \beta_0 \) such that \( t_j(gr_M(M)) \leq j + a_{0i} \). This holds that

\[ t_j(gr_M(M)) \leq j + t_0(gr_M(M)) \]

and hence

\[ \text{reg}_{R^s}(gr_M(M)) = t_0(gr_M(M)). \]

\[ \square \]

**Theorem 4.3.** Let \((R, m)\) be a local ring and let \( M \) be a Koszul module equipped with the filtration \( \mathbb{M} \). If \( M \) is of homogeneous type with respect to \( \mathbb{M} \), then

\[ \text{reg}_{R^s}(gr_M(M)) = t_0(gr_M(M)). \]

**Proof.** Let \( G \) be the minimal graded \( R^s \)-free resolution of \( gr_M(M) \). Since \( M \) is of homogeneous type, then the resolution \( F \) is minimal. By the assumption \( \text{lin}(F) \) is acyclic, therefore each column of the matrices associated to the differential maps of \( \text{lin}(F) \) has a non-zero linear form. This follows that each column of the corresponding matrices of \( F \) has an entry of valuation one with respect to the \( m \)-adic filtration. Now the conclusion follows from Lemma 4.2. \( \square \)

**Corollary 4.4.** Let \((R, m)\) be a local ring and let \( M \) be a finitely generated \( R \)-module equipped with the filtration \( \mathbb{M} \). Let \( \text{ld}_R(M) = d < \infty \) and assume that \( M \) is of homogeneous type with respect to \( \mathbb{M} \), then

\[ \text{reg}_{R^s}(gr_M(M)) = \max\{t_i(gr_M(M)) - i; 0 \leq i \leq d\}. \]

**Proof.** Since \( \text{ld}_R(M) = d \), then the \( d \)th syzygy \( \Omega^d(M) \) of \( M \) is Koszul. Hence we may apply Theorem 4.3 and we conclude that \( \text{reg}_{R^s}(gr_F(\Omega^d(M))) = t_0(gr_F(\Omega^d(M))). \)

We proceed now as in the proof of Proposition 4.3. \( \square \)
We are ready now to give a partial answer to Question 1.

**Proposition 4.5.** Let \((R, \mathfrak{m}, k)\) be a local ring. If \(\text{ld}_R(k) < \infty\) and \(k\) is of homogeneous type, then \(\text{ld}_R(k) = 0\).

**Proof.** By Corollary 4.4 we get \(\text{reg}_R(k) < \infty\), then according to Avramov and Peeva [4, Theorem 2] we obtain \(\text{ld}_R(k) = 0\). \(\square\)
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