Spatial Sound Rendering – A Survey
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ABSTRACT

Simulating propagation of sound and audio rendering can improve the sense of realism and the immersion both in complex acoustic environments and dynamic virtual scenes. In studies of sound auralization, the focus has always been on room acoustics modeling, but most of the same methods are also applicable in the construction of virtual environments such as those developed to facilitate computer gaming, cognitive research, and simulated training scenarios. This paper is a review of state-of-the-art techniques that are based on acoustic principles that apply not only to real rooms but also in 3D virtual environments. The paper also highlights the need to expand the field of immersive sound in a web based browsing environment, because, despite the interest and many benefits, few developments seem to have taken place within this context. Moreover, the paper includes a list of the most effective algorithms used for modelling spatial sound propagation and reports their advantages and disadvantages. Finally, the paper emphasizes in the evaluation of these proposed works.

THE last few years a growing interest in virtual environment technologies have been witnessed and their inclusion have been seen in a wide variety of different applications, including distance learning (e.g. serious gaming), the entertainment industry (e.g. online games, live events), architectural design, the production of art, various training scenarios, along with scientific and engineering research [1] [2]. As a result, work documented in the relevant recent literature has focused on improving the realism and the sense of the immersivity within a Three Dimensional (3D) Virtual Environment (VE), taking into account not only the realistic visual rendering but also the spatial sound propagation. The fact that sound rendering constitutes an integral part of the production of realistic VE, is not a coincidence, because it can offer additional details and visceral sense to a 3D immersive world.

Specifically, spatial auditory allows the user of VE to recognise the location of a sound source(s) [3], deduce information of the environment around the sound source(s) and, in general, to conceive the immersive environment in the same way as the listener recognizes the sound in the real world. Additionally, from the physical/algorithical point of view, sound propagation techniques are used to simulate the sound waves as they travel from each source to the listener by taking into account the interactions with various objects in the scene [4]. In other words, spatial sound rendering in a VE goes far beyond traditional stereo and surround sound techniques, through the estimation of physical attributes, which are involved in sound propagation. Thus, characteristics such as surface reflection, diffusion, reverberation, and wave phenomena (interference, diffraction) can be included for the formation of spatial impressions of a virtual 3D scene (more details in Section 1.1).

To summarise, for several years great effort has been devoted to achieve high quality visual rendering for the development of interactive virtual worlds [5]. Moreover, considerable attention has been paid to engage multiple senses in 3D interactive applications, for the reason that it constitutes a vital factor in order to improve the immersion and realism for the user experience [6]. In other words, the 3D VE can be described as a mosaic of technologies that includes visual and auditory rendering in order to simulate the real physical world. Accordingly, the question which arises is whether researchers take into account the attribute of spatial sound propagation for the design of 3D VE and what method is used to accomplish the desired result. Additionally, another issue is whether there are similar efforts in web 3D applications, in order to accomplish more sophisticated web virtual environments, with the contribution of the immersive audio.

The objective of this paper is to review empirical research studies and thus facilitate an understanding of the methods which are used in the (web) 3D virtual applications and in room acoustics, in order to render the spatial sound.

The remainder of the paper is organized into the follow sections: Section 1.A describes the sound propagation phenomena; Section II analyses the most effective algorithms for the spatial sound propagation and they have been divided into categories; our conclusions are drawn in the final III section.

A. Sound Propagation Phenomena

This section gives a brief overview of the physical models of sound propagation and other acoustic effects. For the purpose of simulating sound in virtual environments the comprehension of these issues is fundamental. Hence, an explanation of physical phenomena is
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described, in order that the methods and algorithms for realistic sound rendering can be understood.

1) Reflection

During the propagation of a sound wave in an enclosed space, the wave hits objects or room boundaries and its free propagation is disturbed. Moreover, during this process at least a portion of the incident wave will be thrown back, a phenomenon known as reflection. If the wavelength of the sound wave is small enough in respect to the dimensions of the reflecting object and large compared with possible irregularities of the reflecting surface, a specular reflection occurs. This phenomenon is illustrated in the Fig. 1a, in which the angle of reflection is equal to the angle of incidence. In contrast, if the sound wavelength is comparable with the corrugation dimensions of an irregular reflection surface, the incident sound wave will be scattered in all directions. In this case, the phenomenon is called diffuse reflection (Fig. 1b).

2) Diffraction

Another easily experienced characteristic of a sound wave is the diffraction which occurs when, for example, listening to without seeing another person from behind a door. Diffraction is the spread of waves around corners (Fig. 2b), behind obstacles or around the edges of an opening (Fig. 2a). The amount of diffraction increases with wavelength, meaning that sound waves with lower frequencies, and thus with greater wavelengths than obstacles or openings dimensions, will be spread over larger regions behind the openings or around the obstacles [7].

3) Refraction

Refraction is the change in the propagation direction of waves when they cross obliquely the boundary between two mediums where their speed is different. This phenomenon should be considered for a realistic sound simulation. The path of a refracted wave can be found using Fermat’s principle, which states that sound waves take the path with the least travel time (Fig. 3). For transmission of a plane sound wave from air into another medium, the refraction index in (1) is used, for calculating the geometric conditions [8].

\[ n = \frac{c'}{c} = \frac{\sin \theta'}{\sin \theta}, \]  

where \( c' \) and \( c \) the sound speed in the two media, \( \theta \) the angle of incidence and \( \theta' \) the angle of refraction.

II. Background

The spatial sound rendering has been utilized in many approaches to simulate a realistic aural environment. As a result, a significant number of algorithms have been proposed to develop an innovative solution for this issue [9]. In our research, we used the below classification of these methods in order to survey the sound propagation technique:

Spatial Sound
- Sound propagation/Audio rendering
  - Acoustic Wave Equation Methods
    - Finite Element Method
    - Boundary element method
    - Finite-difference time-domain
    - Digital Waveguide Mesh
  - Geometric Methods
    - Enumerating Propagation Paths
      - Image Sources
      - Ray Tracing
      - Beam Tracing
    - Radiosity
  - Hybrid Methods
    - Web Spatial Sound

This paper focuses on the most effective auralization techniques and reports both the positives and negatives of each of them. With this in mind, an evaluation of each proposed algorithms/methods is presented. Finally, the fact that despite the significant amount of work that has been carried out with regard to the potential for sound synthesis and sound propagation, there is still a lack of studies regarding the critical issue of spatial sound in web environments is highlighted.

A. Sound Propagation/Audio Rendering

1) Acoustic Wave Equation Methods

The most precise propagation algorithms that are intended to simulate several sound effects are based on numerically solving the acoustic wave equation [10]. Specifically, the acoustic wave equation, which describes the physics of sound propagation, is presented by the mathematical equation (2):

\[ \theta^2 p/\partial t^2 - c^2 \nabla^2 p = f(x,t) \]  

where \( p(x,t) \) is the acoustic pressure, \( c \) is the speed of sound and \( f(x,t) \) a source term describing one or more external sound sources.

Apart from this, the sound propagation has been expressed by the frequency-domain equalization of Helmholtz (3). As it is discussed
below, there are several methods which use it, in order to estimate the spatial sound in a virtual environment [11].

\[ \nabla^2 P + \omega^2/c^2 P = 0 \text{ in } \mathbb{A}^+ \tag{3} \]

where \( P(x, \omega) \) is the (complex-valued) pressure field, \( \omega \) is the angular frequency, and \( \mathbb{A}^+ \) is the acoustic domain.

Taking into account all the above, the ultimate goal of this section is to give an overview of one of the most well-known numerical techniques, by defining them; listing their advantages and disadvantages; providing examples of studies in which they have been applied. More details on the theoretical basis of the most popular state-of-the-art numerical structural-acoustic methods were presented in "Review of numerical solutions for low-frequency structural-acoustic problems", by Atalla and Bernhard [12].

a) Finite Element Method (FEM)

Finite element methods (FEM) [13] (volumetric techniques) have as major aim to solve numerically the wave (Helmholtz) equation in boundary conditions. In others words, FEMs try to solve the wave equation through the division of the space into a finite number of small elements (voxels) [14], [15].

Much research on sound propagation using FEM has been done. One of the first studies was developed in 1979 by Dennis W. Quinn [16]. In his work, the FEM was used to compute the sound propagation in non-uniform ducts which contain flow. To verify this approach, it was compared with other solutions or limiting cases and the sample calculations gave satisfactory results, in the case of two dimensional flows within no uniform ducts.

Moreover, a variety of approaches are demonstrated in the review paper examining the use of FEM in acoustic modeling, by Thompson [17]. The review was concluded with the prediction of the continued research on solutions to the challenging problem of developing efficient techniques for acoustic simulation, using finite-element methods, on the ground that it gives satisfactory results when compared to its simplicity.

Additionally, the group of Chou [18] used the FEM to assess the sound field distribution based on the indoor space and chamber volume, taking into account the effects of shape, absorption property, and room boundary, on sound delivery, in order to determine the improvement of interior sound. They reached the conclusion that their proposal can be applicable to the predesign analysis of interior architecture in order to improve the interior noise and reduce the construction costs.

To sum up for this method, it is one of the initial techniques that have been applied for the sound propagation. Additionally, the technique has also been extended in subsequent studies and has been used in hybrid approaches – namely in combination with other methods, in order to overcome some difficulties, as outlined in the literature review. Examples of hybrid methods will be presented in detailed in the corresponding paragraph.

Finally, FEM is not appropriate for open scenes, for the reason that these environments are characterised by sparse scattering geometry and uniform wave propagation speed. For this case, another acoustic wave equation method has been proposed as more suitable technique [19]. It has the similar philosophy as FEM and will be analysed in the next section.

b) Boundary Element Method (BEM)

The boundary element method (BEM) is a traditional technique which can provide numerical solutions and be applied to a range of engineering and scientific issues.

Particularly, it can be described by the simplicity for the reason that it demands only a mesh of the boundary of the domain. As a result, this technique is more effortless to be used than other classical finite element methods. Hence, the BEM is an integral part in the field of linear acoustics and it has reached a level of maturity in these areas because it can be overcome many of difficulties with low cost and offers adequate solution.

In comparison with the better-known FEM, the BEM differs in the element structure [20]. Specifically, the algorithm can be divided in the follow steps: (1) the Helmholtz equation is transformed into the boundary integral equation; (2) pressure and velocity are solved on the boundary, as a result of that the pressure is calculated at any point in the domain [21].

Overall, it constitutes one of the most accurate propagation algorithms for simulating various acoustic effects, evidenced by the fact that it has attracted much attention from research teams. Indeed it is no coincidence that the first audio representation approaches have been proposed using the BEM. Specifically, the first systematic study on the sound propagation in underwater was carried out by Chen and Schweikert [22], using a boundary element fluid model in combination with a boundary element structural model. The proposed method had the advantage of the readily used in practice, because the theoretical analysis was used in order to a mathematical model be constructed which can be an evaluated tool available for the next studies. Furthermore, Cunefare et al. [23] developed a boundary element method in order to solve the exterior acoustic radiation problem which was produced for the phenomenon of wavenumbers. The strong point of their work was the effectiveness of their method and the overcoming of the major drawbacks using boundary integral methods in acoustic problems (uniqueness of solution, singular integral kernels). Afterwards in 1996, the group of Zhenlin [24] provided a study using BEM to predicting the acoustic performance of expansion chamber mufflers with mean flow and compared it with the corresponding methodologies in the literature with satisfactory results. Moreover, Katz [25] proposed a solution to calculate a portion of the head-related transfer function (HRTF) of an individual based on precise geometrical data based on the BEM. They had found a cutting-edge solution to alter the geometry of the individual through the model in ways which were not possible with real objects. Lastly, Bapat et al. [26] presented a technique in which BEM was adapted in order to model 3-D half-space acoustic wave problems. They concluded with the presentation of results in which they highlighted the decrease of the requirements in the CPU time and memory storage of their algorithm in contrast with previous methods.

c) Finite-Difference Time-Domain (FDTD)

FDTD has become a commonly used algorithm in room acoustic modeling, for the reason that it is characterized by computational power that is becoming more readily available. It has as its major principle the fact that derivatives in the wave equation are replaced by corresponding finite differences. Furthermore, FDTD has higher precedence, because it produces better suited impulse responses to auralization than FEM and BEM, which typically calculate frequency domain responses.

Due to the above benefits of FDTD, several researchers have proposed interesting approaches for sound propagation using this technique. One of the first examples was presented by Blumricha and Heimann [27], in which they investigated a simulation of sound propagation in an inhomogeneous atmosphere, avoiding many of the necessary approximations. The contribution of their study was the determination of single atmospheric influences to the whole effect on sound waves. An additional work has been described in the same year (2002) by Salomons group [28]. An interesting approach was analysed for sound propagation in systems with inhomogeneous moving media and finite-impedance surfaces using the FDTD model. Their results have been verified and have been in accordance with the solutions of the
Helmholtz equation. Furthermore, Heutschi et al. [29] based on FDTD in order to capture the typical ground impedances in the low-frequency range for outdoor soils adding small computational cost. Extensive results carried out showed that this method had good agreement in comparison with analytical solutions. Lastly, in [30] an adapted FDTD model was presented to be applied to a terrain-following coordinate system taking to account the orography of the ground surface. The results demonstrated in this study match state of the art methods.

However, the complexity of numerical methods increases linearly function according to the surface area of the primitives or the volume of the acoustic space, and as at least a cubic function of the maximum simulated frequency. Recently, many wave-based pre-computation techniques have been proposed for interactive applications. The reason being is to take advantage of numerical methods but not use it in real time, which increases the computational cost.

d) Digital Waveguide Mesh (DWM)

DWM approaches are numerical simulation techniques which use discrete waveguide elements; each of this element carries waves along its length in single dimension. One of the first systematic analysis was described by Duyne and Smith [31] in which an adequate technique was developed extending the DWM to model the propagation of the wave in a membrane. Additionally, Savioja group [32] presented a detailed analysis of DWM and proposed some methods in order to overcome its major drawback which is the direction dependent dispersion. Also, Murphy [33] developed an innovative environment which offered for research into the application of DWM-based models for virtual acoustic spaces.

However, DWM methods suffer from directional dispersion of sound, that is, sound does not travel with the same speed in different directions on the spatial grid [34]. Due to the fact that DWM also had significant drawbacks, the following research should use more sophisticated techniques to overcome the limitations in numerical methods and produce a realistic sound simulation.

2) Geometric Methods

The main benefit of the acoustic wave equation methods is to yield accurate results for the physical propagation of sound, by solving numerically the wave equation. However, they also exhibit a number of drawbacks. Specifically, their complexity depends both on the simulation frequency and on the surface areas of the objects or the volume of the acoustic space [35]. So, these methods are sensitive to the complexity of the virtual environment, which means that they are mainly limited to realistic scenes. To put it differently, these techniques are computationally too expensive for dealing with the whole audible frequency range and they are inadequate for high frequency auralization. As a result, these techniques are not appropriate for interactive sound propagation in complex environments. [19], [36-42].

For this reason, geometric methods were used in order to overcome some of the above disadvantages of wave methods, so that the 3D sound can be embedded into more sophisticated and complicated applications.

Firstly, from a theoretical point of view, sound and light are both waves; as a result, they share many common properties and similar techniques can be used in order to be rendered in a virtual scene. With this in mind, many algorithms which have been used for light rendering, they were adapted to solve the sound rendering in a 3D scene.

However, the extensive analysis of these two phenomena identifies some significant differences between them. Firstly, from the physical point of view, sound waves cover a much broader range of different wavelengths (the wavelengths of audible sound fall between 0.02 and 17 meters and their correspondent frequencies are 20kHz to 20Hz), more than three orders of magnitude larger than visible light. Moreover, as a result of the long sound wavelengths in comparison with the dimensions of most common objects in a room, the sound modeling requires less detail of room geometry. In general, the most common behavior of sound waves reflection in large objects (such as walls) is the specular. On the other hand, significant diffraction is occurred in the around edges of objects. Small objects have meaningful effect on the sound propagation only in the case that frequencies are over 4 kHz, so they can usually be excluded from auralization algorithms, especially in the presence of other sources with considerable reflection and diffraction phenomena. Secondly, sound travels through air roughly 106 times slower than light. As a result, the acoustic signal is perceived as a combination of direct and reflected sound, because its speed causes obviously different arrival times for sound propagating in different paths. Lastly, since sound is a coherent wave phenomenon, the computation of the reflected and scattered sound waves should incorporate the phase (complex amplitude) of the incident and reflected waves. In contrast, the incoherent light demands only the sum of the power [43].

Despite the above differences between sound and light, the algorithms of sound propagation borrow the most of the light rendering algorithms and techniques.

a) Enumerating Propagation Paths

Image Sources

The main principle of the image method is to enumerate specular reflection paths, by taking into account virtual sources. The virtual sources are constructed like mirroring location of the initial source, with respect to all polygonal surfaces of the environment. In other words, a sound source is reflected against all surfaces in a model; as a result, a set of image sources is produced. These are again reflected against all the surfaces by an iterative process, until a termination condition is satisfied. Response length or reflection order could be examples of these conditions in order to finish the algorithm and return the result [44].

Additionally, a hierarchical image-source tree can be used in order to depict the result of the image-source computation. In this structure, the root is the sound source and each branch represents an image-source. Consequently, an impulse response for acoustic scene can be calculated as the sum of all image-sources, which are included in the environment and they are the branches of that tree. Also, from the computational point of view, this method is used for the computation of the first reflections to avoid the significant increase of cost which depends directly on the number of image sources. [45].

A growing body of literature has examined and analyzed the image-source algorithm in the field of sound propagation. The interest in this area is demonstrated by the increasing number of reviews and the systematic study on this topic by other researchers [3], [9], [7], [44].

In an early study, Gibbs and Jones [46] used the image source method in order to measure the variation of sound pressure using a constructed rectangular model which possess a significant number of absorption configurations. Later, Santon [47] presented an approach for the estimation of speech intelligibility in rooms, using the image-source technique. His proposal takes into account the directional distribution of the echoes and is based on the concept of received energy being partitioned into useful and disturbing energies. This method was evaluated and was characterised as a clear improvement over the other techniques for predicting speech intelligibilities. Another study by Allen and Berkley [48] developed the impulse response between two points in a small rectangular room. This work was characterized by simplicity and was implemented for a room with rigid walls with only specular reflections and no diffractions. In 1984, Borish [49] improved the image-source method described by Santon [47], in order to extend for arbitrary polyhedra with any
number of sides. Later, Heewon Lee and Byung-Ho Lee [50] presented an algorithm for the simulation of sound ray paths in an arbitrary polyhedral room, which is based on the image model algorithm. After evaluations, they concluded that their method improved the efficiency of the image model technique by compensating for the drawbacks of corresponding methods. Furthermore, Vorlander [51] proposed a new method which combined both image-source model and the ray tracing. In 1992, Renate Heinz [52] developed an innovative approach in which they extended the image source method with a diffuse background signal to its result. In this study, only the specular parts of the reflections were considered and analysed. The following decade, Lehmans and Johansson [53] introduced a new method which provided an approximation of the acoustic energy decay (energy–time curve) in room impulse responses generated using the image-source technique. This study gave the advantage to researchers to undertake a preliminary analysis of a simulated reverberant scene without the need for time-consuming image method simulations. One year later, McGovern [54] addressed two major disadvantages of the image source method (redundant or unnecessary mathematical operations). In the first case (redundant mathematical operations), the use of look-up tables was proposed and in the second case (unnecessary mathematical operations), he used a sorting method. The evaluation implied that this method resulted in a substantially reduced computation time, and thus had potential applications for real-time auralization in interactive scenes. In addition, in 2013, André’s group [55] analyzed the issue of auralisation which was based on geometric acoustic models. Specifically, the direct sound and reflections from each source were computed dynamically by the image-source method with the combination with HRTFs. Subsequently, trying to improve image methods for real-time approaches, Charalampous and Michael [56] implemented an image source method variant in which they compared three different tree traversal approaches, depth-first, breadth-first and best-first.

As reported in the above studies, the fundamental benefit of these methods is their robustness. Specifically, they offer the security that all specular paths up to a given order or reverberation time will be found. On the other hand, the computational complexity of these methods grows exponentially, despite the fact that they compute only specular reflection. A solution to this problem has been achieved through the introduction of a ray tracing algorithm, which is analyzed in the next section.

**Ray Tracing**

The concept of this method is to compute propagation paths of sound that arrive to a receiver by generating rays emanating from the source and following them through the environment until an adequate number of rays has been found that reach a receiver position. [9], [7]. To put it another way, during the first phase the sound rays are produced in all directions. These rays are reflected at surfaces and the aim of this step is to find which of them hit any listener because this means that the specific ray is audible. It is obvious that the sound propagation has a number of similarities with the problem of solving global illumination by ray tracing, which is used in light rendering, and a similar method can be applied in the sound field.

According to the way sound sources emit rays and depending on how these rays interact with objects of the environment, different versions of the ray tracing algorithm have been developed. This means that these methods take into account the directions of rays (fixed/random) or the absorption of the incoming wave by the surfaces. Specifically, the size of the absorption of any surface should be identified from a coefficient which depends on the wavelength of the incoming sound. Finally, there are many ray tracing methods, which can also handle diffuse reflections and take into account the percentage of diffusion or scattering, but in these cases the computation time significantly increases [57].

There is a considerable amount of literature on the issue of sound propagation using the ray tracing technique, a fact that demonstrates the significance of the specific algorithm.

The first systematic study on the distribution of early reflected sound over the audience areas in concert halls was carried out in 1968 by Kroksstad using a ray tracing technique [58]. Afterwards, Kulowski in 1982 [59] indicated a method of determining a quantitative measure of the ray tracing technique error. The importance of this study lies in the fact that it offered the option to enumerate sound decay curves of comparative credibilities, which is especially useful when curves are being modeled in different observation regions or even in different rooms. Two years later, the same author presented an algorithm which was based on the ray tracing method. This proposal gave the opportunity to model the acoustic field in rooms using small computers, because the calculation time was decreased sufficiently, a fact which has been confirmed using several examples [60]. Furthermore, in 1993, Lehner [61] not only analyzed the two main kinds of inherent systematic errors of this method (errors due to a detection problem and errors due to limited spatial resolution), but also proposed an algorithm for this purpose which was validated perceptually. In the same year (1993), van Maercke and Martin [62] designed an approach to artificial reverberation in acoustics, without taking into account the diffuse in the environment of simulation. It contained a ray tracing algorithm for the calculation of echograms and implement a beam method to predict short time impulse responses and criteria maps. Additionally, Li, Taherzadeh and Attenborough [63] used and extended the previous ray tracing scheme, in order to predict the sound field near a flat impedance ground in a refracting atmosphere that includes the effect of vector wind and turbulence explicitly. Before that, Mueller and Ullmann [64] described an approach to enhance sound by high quality 3D audio information through acoustic ray tracing. The main objective of this work was to compute a fixed sound source for a constant listener, with the prospect of an extension of the method in which 3D audio for moving listeners could be generated in interactive environments. Furthermore, Alpkocak and Sis [65] presented an approach to calculate the impulse response of a room using the ray tracing algorithm. This is based on assumptions that the environment was linear time-invariant system and the impulse response was calculated by sending Dirac impulses into the system as input and then the output gave the response. Moreover, ray tracing was attractive for further study. For example, the group of Dreher [66] tried to study the 3D ray tracing algorithm in the environmental noise context. The major goal of this approach was to reduce the computation time using different acceleration structures. Other work from the group of Okada [67] was presented in which novel ray tracing method was developed in order to solve sound diffraction problems using the ray tracing due to calculate sample values of the integrand. Besides, the evidence from this study intimated that this method offered applicability, after its evaluation with a prototype system of interactive ray tracing.

Furthermore, in the last few years, considerable attention has been paid to sound propagation for more sophisticated and realistic implementations. Specifically, Taylor et al. [68] introduced an attractive method for tuning geometric acoustic simulations based on ray tracing. They demonstrated that their technique achieved a significant performance improvement over prior geometric acoustic methods for the same number of contributions. As a result, the system had the ability to render acoustic spaces composed of thousands of triangles interactively. Also, Mo et al. [69] developed an efficient algorithm which is based on ray tracing, in order to simulate sound propagation in large outdoor scenes. The peculiarity of these environments was the variety of objects and the complexity of objects’ boundaries. After that, the same group presented a paper in which the ray tracing was
used in order to improve the efficiency of outdoor sound propagation, without significant limitations of the scene, by the utilizing of analytic ray curves as tracing primitives [70]. In the same way, in one of the most recent publications [71], Schissler and Manocha computed the propagation paths from each source to the listener in large, dynamic scenes using ray tracing. Through this approach, they succeeded in accelerating the computation of impulse responses for interactive sound rendering in a 3D virtual environment.

As mentioned in the literature review, one of the essential advantages of this method is the simplicity. Furthermore, the speed and the efficiency on GPU hardware are additional strong points of the ray tracing algorithm. Finally, it offered the possibility to consider both higher order reflections, without significant computation cost increase and diffuse reflections. On the other hand, ray tracing is a stochastic method and one of its drawbacks are sampling artifacts as well as possibly lost important sound paths due to the limited sampling steps. There is no one guarantee that all significant paths will be considered. In addition, diffusion is theoretically possible but cannot be solved efficiently. This appears because the more distant a ray has traveled, the more sampling artifacts will occur. As a result, many rays are computed that will never reach the listener [7], [72].

The evidence from two algorithms analysis (image source-ray tracing) for sound propagation intimates that they have both advantages and disadvantages. Therefore it is worthwhile developing a combination of both in order to obtain fine temporal resolution in sampling rate quality, taking to account the phenomenon of scattering and faster audibility check of image sources [8]. This combination is called a “hybrid method” with key advantage of this approach being that a number of weak points in one algorithm can be ameliorated using strengths of the other. More details on this are given below.

**Beam Tracing**

This methodology was firstly developed in computer graphics in order to utilize the spatial coherence in generating realistic images and after that it was adapted for the sound rendering. In the sound propagation case, it classifies the propagation paths from a sound source, using the recursive method to trace the pyramidal beams (i.e., sets of rays) through the acoustic scene. Particularly, for each beam, polygons in the scene are considered for intersection with the beam in front-to-back visibility order. During the algorithm firstly, polygons are detected, secondly, the original beam is clipped to delete the shadow region, thirdly, a transmission beam is constructed to match the shadow region, fourthly, a reflection beam is produced by mirroring the transmission beam over the polygon’s plane, and finally conceivably other beams are created in order to model other types of scattering (see Fig. 4) [9], [72].

![Fig. 4. Beam Tracing Method.](image)

To review, there is a considerable amount of literature on this algorithm and especially if it is combined with another method of sound propagation. Preliminary work was carried out in the early 1990s, by Lewers [73] in which he proposed a beam tracing model in order to predict the behavior of sound in a room. Then, Funkhouser’s group [74] developed new beam tracing algorithms that greatly accelerate computation of reverberation paths in a distributed virtual environment by taking advantage of the fact that sounds can only be generated or heard at the positions of listeners, which were represented by avatars. In this work, they succeeded in developing a faster beam tracing sound propagation technique which could support real-time computing.

Additionally, Funkhouser et al. [75] describe a beam tracing method based on precomputed spatial subdivision and “beam tree” data structures that enables real-time simulation of sound for static sound sources in interactive virtual environments. The offered advantages of this technique, in contradiction with earlier literature, were the scale, the accuracy, and the interactivity.

Moreover, others have analyzed a new theory which extended geometrical acoustics with diffraction phenomena [76]. The strength of their contribution lies in the fact that it is a new beam tracing method for enumerating sequences of diffracting edges efficiently and without aliasing in densely occluded polyhedral environments; it resulted in a practical approximation to the simulated sound field in which diffraction was considered only in shadow regions; additionally, it resulted in a real-time auralization system demonstrating that diffraction dramatically improved the quality of spatialized sound in virtual environments.

Further important research was proposed by Funkhouser’s group [77]. Specifically, in this work, a beam tracing method was developed in order to enable interactive updates of propagation paths from a static source to a moving listener in large indoor area. Firstly, the major advantage of this approach is the ability to support auralization in large building environments. Secondly, it simulates sound propagation due to edge diffraction. Third, it finds all propagation paths up to a given termination criterion without exhaustive search or risk of undersampling and finally it updates propagation paths at interactive rates.

Furthermore, Ajaj, Savioja and Jacquemin [78] developed an innovative environment for the purpose of the sound propagation in an interactive virtual scene. In their development, they based their approach on the beam tracing algorithm in order to implement the one part of this application for a real-time acoustic simulation. Also, the group of Laine [79] proposed an advanced solution which improved the previous method of beam tracing, in order to accomplish an optimized algorithm for finding and efficiently updating specular reflection paths for a moving listener. They demonstrate that the proposed algorithm performs well both with complex, lightly occluded room models and with moving sound source at interactive rates with moderate model complexity.

Furthermore, Antonacci, Sarti and Tubaro, in 2008, proposed a novel technique that could enable the fast tracing of a large amount of acoustic beams through the iterative lookup of a special data structure that could represent the global visibility between reflectors. After two years, this group analyzed an extension of the previous work in which diffraction and diffusion were simulated in the model to succeed more realistic results, without considerably increasing of the computational efficiency. This expanded approach demonstrated that not just the construction of the beam-tree but also the whole path-tracing process can be performed entirely on the visibility maps [80], [81].

As others have highlighted, beam tracing is currently considered to be the fastest commonly used geometric room acoustics modeling technique [72], [79], [82], [83]. This algorithm has advantages over both image source and ray tracing. Comparing with the image source method, the beam tracing advances in the fact that fewer virtual sources must be considered for the sound propagation algorithms, which is an important factor of effectiveness in geometrical complex scenes. Since each beam represents the region of space for which a corresponding
virtual source (at the apex of the beam) is visible, higher-order virtual sources must be considered only for reflections of polygons intersecting the beam [9]. On the other hand, in contrast to ray tracing, beam tracing works with object-precision polyhedral volumes that support well-defined intersections with diffracting edges. As a result, beam tracing is not affected by aliasing phenomena [76], [84], [85]. Additionally, it advances in the geometric coherence, because the algorithm calculates for each beam an infinite number of potential ray paths from the source to the listener. As a result, beam tracing is independent of the sampling artifacts, such as the ray tracing. [77].

Finally, Charalampous and Michael in their review paper [72], underline that beam tracing transcends as a deterministic method, in comparison to ray tracing. At this point, it should be noted that deterministic method will produce the same results when run multiple times. For example, a deterministic algorithm for detecting sound reflections, in a specific model, will detect the exact same reflection paths up to a given order of termination each time executed.

In contradiction with the above analysis of beam tracing benefits, this method is characterized from drawbacks too. For example, the geometric operations required to trace beams through a 3D model, such as intersection and clipping, are relatively complex for the reason that there is the possibility for each beam to be reflected and/or obstructed by several surfaces [77], [9]. Likewise, the group of Funkhouser [74] at the Bell Laboratories point out another disadvantage of the beam tracing, in that they notice the fact that the particular algorithm is difficult in environments with curved surfaces and non-linear refracting objects. They propose, as suitable solutions in these cases, the conservative beam tracing methods combined with validation of constructed paths.

b) Radiosity

Some preliminary work for the radiosity method was carried out in the 1950s, in the field of thermodynamics. Although, the basic equations of this technique have been presented in an optics paper by the Yamauti [86] and have been attractive for computer graphics since 1980s. Without delay, this technique was suggested and developed in acoustics, for the reason that both light and sound share many similar properties. On the other hand, there are some principal differences between radiosity in acoustics and radiosity in computer graphics, such as time-dependence. Particularly, sound is in contradiction with light, because it travels so slowly through the air. This fact causes a significant time delay which cannot be disregarded by any model of sound propagation. As mentioned below, it is one of the limiting aspects of acoustical radiosity because of the high computational cost [87].

There is a considerable amount of literature on acoustic radiosity. Some preliminary work was carried out several years ago. In 1993, the group of Shi [88] proposed a modified radiosity algorithm in order to implement both visual and room auditory rendering. After a few years, Tsingos and Gascuel [89], [90] presented new approaches for the simulation of room acoustics based on hierarchical radiosity. These are novel approaches because complex phenomena, such as sound global specular and diffuse reflections, were taken into account for the first time, in order to make their methods promising for virtual acoustics applications. Afterwards, at the beginning of the next decade, Nosal and co-workers [91], [92] developed a radiosity algorithm for rectangular rooms while they focused on addressing the problem of the applicability of the method in the light of the inherent assumption of diffuse reflection. Furthermore, in 2004, a mini review of radiosity method in simulating sound fields with diffusely reflecting boundaries was presented by Kang [93]. Additionally, Nosal et al. extended their work [91], [92] documented in another paper in which they investigated how acoustical radiosity performs in predicting real room sound fields (a squash court, a classroom, and an office). Moreover, Siltanen et al. [94] proposed a new extended acoustic radiosity method to solve the room acoustic rendering equation in order to handle both diffuse and non-diffuse reflections. Finally, different from all the previous literature, Muehleisen [95] suggested the radiosity for the prediction of sound pressure levels in six sided rectangular rooms.

As reported previously (in Section 2.1.2.2), the sound radiosity is limited by the fact that it is time dependent, in comparison with the corresponding method in light. Nevertheless, this feature can be an advantage on the ground that this computational cost is incurred only in the initial sound rendering. Specifically, the estimation for the sound rendering in an area will need to be done once at the beginning for a given source. After that, the remaining computational costs are adequate low to enable real-time sound simulation for moving listeners. In addition to this, several approaches have been proposed to accelerate the initial rendering, in order to improve this issue [92].

3) Hybrid Method

As outlined in the above literature review, classical methods for sound propagation are typically limited for realistic results for a number of practical interactive applications. Particularly, wave-based methods are adapted to the lower frequencies and relatively small domains but are not sensitive to the complexity of the domain. On the other hand, geometric methods are dependent on the number of successive reflections in the domain, and thus to their complexity [96]. For this reason, a number of hybrid methods have been developed and suggested by combining the classical sound propagation methods. This model was chosen because it is one of the most rapid ways to take the advantages of the above methods, in order to generate realistic sound effects, including reflections, reverberations and succeed significantly reduced calculation times.

The significance of the hybrid method is confirmed by the more recent literature. One of the first studies in this field, Tsingos et al. [76] extended the beam tracing algorithm to construct propagation paths with diffraction, and they introduced a practical approximation to the diffracted field in shadow regions. Their evaluation clearly established that (1) beam tracing algorithm is an efficient and unaffected from aliasing phenomena to compute diffraction sequences in densely occluded acoustic scenes, (2) it is an effectively technique to produce early diffractions and auralization in real-time and (3) diffraction greatly improves the quality of spatialized sounds in immersive virtual environments. After that, Sikora [97] reported a hybrid algorithm using beam tracing method, which was intended to solve the problem of the refraction, without sacrificing the accuracy and efficiency of beam tracing method. Furthermore, Tsingos et al. [15] presented an auralization framework which gave the opportunity to render scattering effects interactively thus providing a more compelling experience, based on the programmable graphics hardware for all geometric computations. Also, after validation examples, their results showed for the first time that the Kirchhoff approximation can be successfully used for off-line sound propagation in very complex scenes. Also, Lauterbach, Chandak and Manocha [5] combined two different methods in order to produce an innovative algorithm for real-time auralization in complex, dynamic virtual environments. Particularly, they used the ray tracing which gives realistic acoustic simulation in interactive environments and the frustum tracing for the volumetric representation.

Moreover, Stavrakis, Tsingos and Calamia [98] presented a novel graph-based topological sound propagation algorithm that can compute interactive reverberation effects in complex coupled environments, in which they used auditory masking and scalable Fourier domain processing to render a large number of reverberated components. Their work clearly had some limitations, but it was a springboard for
the development of interesting real-time sound propagation methods and it could find applications both for acoustical design and virtual environments. In the same token, the group of Taylor [99] presented an interactive algorithm which combines both geometric propagation techniques to compute the propagation paths and a ray-based underlying representation that is used to compute specular/diffuse reflections and edge diffraction. Similarly, Pohl and Stephenson [100] described a new idea of combining ray tracing with the radiosity method to a very efficient geometric simulation method including diffraction and scattering. After the evaluation of the proposed hybrid algorithm, they reached the conclusion that the computation time was reduced from exponential to linear growth with split-up of sound particles, but the method became ineffective in case of no split-up.

Additionally, Yeh et al. [4] presented a novel hybrid approach that combines both geometric and numerical acoustic techniques for interactive sound propagation in complex environments. Specifically, they used wave-based techniques to pre-compute the pressure field in the near-object regions and geometric propagation techniques in the far-field regions to simulate the sound propagation in a scene. They demonstrated that their system was able to simulate high-fidelity acoustic effects such as diffraction, scattering, low-pass filtering behind obstruction, reverberation, and high-order reflections in large, complex indoor and outdoor environments with a satisfactory realistic result. Also, the pressure computation requires orders of magnitude lower memory than standard wave-based numerical techniques. Moreover, Pelzer et al. [101] proposed a hybrid reproduction approach, in order to succeed a realistic and natural sounding high quality auralization of sound sources in enclosures, by using binaural technology including near-field effects for close sources and employment of individual head-related transfer functions. In the same year, 2014, the group of Schissle [10] developed a hybrid algorithm with the merger of radiosity and ray tracing techniques. They managed to address the problem of interactive sound propagation and rendering in large-scale virtual environments which are composed of multiple moving sources and objects. They demonstrated an order of magnitude performance improvement over previous methods, through the performance of their method in complex indoor and outdoor environments.

Furthermore, in [102] a novel algorithm was recommended to accurately solve the wave equation for dynamic sources and listeners using a combination of pre-computation techniques and GPU-based runtime evaluation. It was proved a significant improvement in runtime memory comparing with prior wave-based techniques which were applied to large scenes with moving sources. Likewise, Charalampos and Michael [103] introduced a hybrid sound propagation algorithm in which image source method was used to calculate sound reflections from specular surfaces and a prioritized ray tracing algorithm for fast detection and evaluation of valid image sources from the tree of candidate image sources. After the comparison with other algorithms, such as ray tracing algorithm and best first image source algorithms, they demonstrated that acoustical results were improved in most cases. A further important publication is from Podkosova group [104] which developed a hybrid sound model based on the image source method and the secondary sound sources for late reflections and reverberation. The motivation of this approach is that a complex real-time hybrid model enhances task performance in 3D audio games when compared to a basic model. In addition to the previous work, Rungra et al. [105] developed a coupled sound synthesis-propagation algorithm that can generate realistic sound effects for computer games and virtual reality, by combining modal sound synthesis, sound radiation, and sound propagation. In order to perform the sound propagation, they used the fast ray tracing technique to compute the impulse responses using perceptual Hankel approximation. Add to this, with the use of 3D virtual complex indoor and outdoor scenes, they confirmed that the proposed method can handle a high degree of dynamism in terms of source radiation and propagation in complex scenes.

Finally, Schissler and Manocha [35] from the University of North Carolina at Chapel Hill presented an interactive algorithm for sound propagation and rendering in complex, dynamic scenes with a large number of sources, which combined fast backward ray tracing from the listener with sound source clustering to compute propagation paths. They demonstrate their algorithm’s performance on complex indoor and outdoor scenes with high acoustic complexity and observe significant speedups over prior algorithms.

B. Web 3D Spatial Sound

Many approaches for Web 3D applications aimed at realistic visualization of the scene. As in the above desktop embodiments so in web applications, spatial sound can offer further details to a 3D graphic world.

As a result, the first attempt took place with the use of the <bgsound> tag, in which only background music could be contained in a web page and was not being supported from all browsers. After that, flash was the first cross-browser way of audio on the Web, but a key limitation of this research was the requirement of the plugins installation. Moreover, the focus of following research was concentrated on the element <audio> in HTML5, which could avoid the plugins, but was not designed for sophisticated and complex applications [106], [107]. Particularly, the element <audio> is inferior to apply filters to the sound signal and access the raw PCM data. Furthermore, the orientation both of listener and sound source is not available; as a result the proposed method cannot be readily used in practice. Lastly, it does not afford low-latency precise-timing model, which is very important in order to develop interactive applications, with fast auditory response to user actions [108]. Thus, it is not adequate for a 3D interactive web scene with demanding sound design.

Under these circumstances, several alternatives have been proposed, in order to establish an effective API, which attends to overcome the most of these limitations. One of the most interesting approaches to this issue is Web Audio API, which has been proposed by Mozilla Foundation.

Indeed, it was not a coincidence that Web Audio API has gained much attention from researchers in the last years. In particular, the literature demonstrates a variety of studies which utilize Web Audio API, in order to accomplish the sound in browser. For instance, Choi et al. [109] developed a JavaScript library which is based on the Web Audio API in order to facilitate music in the web environment, bypassing underlying tasks and augmenting useful features. Additionally [110], an innovator framework was described which used the Web Audio API to render object-based 3D audio in a web browser without requiring plugins. Similarly, Rawlinson et al. [111] have also presented an audio feature extractor library using Web Audio API. Their study was a lightweight implementation which was characterized by flexibility and adaptability to introduce audio in a web system. Furthermore, a similar work was introduced by Kleimola and Larkin [112], which included audio effects for web browsers and built on top of Web Audio API. The strong point of this work was the directly loading from the open web without manual installations. Moreover, Pendharkar et al. [113] proposed a new engine which was ported from Adobe’s Flash platform to Web Audio API. The main objective of this study was to overcome the differences of the architecture between Adobe’s Flash and Web Audio API (the most well-known techniques for web auralization in literature). As a result, many applications had not to be redesigned to work both of them. Another approach, which based on the Web Audio API, was analyzed by Schnell group [114]. This module analyzed a novel solution for the synchronization, schedule and aligning of the
This fact seems to be justified because Web Audio API is open source and be supported from the most browsers. Except that, it offers multi-channel audio and high-level sound abilities as filters, delay lines, amplifiers, spatial effects (such as panning). Also, audio channels can have 3D distribution according to the position, speed or direction of the viewer and the sound source.

Different from the above publications, the first systematic study for the implementation of spatial sound in web presented from the group of Stamoulis [116] in which they enriched the X3DOM framework (an open source JavaScript framework, used to create declarative 3D scenes in Web pages) with spatial sound features, using both the X3D (a royalty-free ISO standard XML-based file format for representing 3D computer graphics in web) sound nodes and the structure of Web Audio API.

On the other hand, due to the continuous interest of high degree of realistic in web 3D environments, neither the Web Audio API nor any other approach enrich them with immersive sound characteristics. Particularly, characteristics such as surface reflection, reverberation, physical phenomena including interference and diffraction have not yet been included in web 3D scenes, even though they play a major role in the representation of a realistic 3D sound. Consequently, it is understandable that there has been little discussion on interactive web 3D immersive environment with the addition of spatial sound effects by taking into account the geometry of the scene.

### III. SUMMARY AND OUTLOOK

This review has provided a summary of the most significant research taking place in the field of the spatial sound propagation. Specifically, we tried to present the techniques and the algorithms which have been designed in order to provide spatial sound for dynamic and interactive environments, both for the sound propagation and the audio rendering.

After this study, we observed that there is a vast amount of literature on the auralization area [117]. However, this is not particularly surprising given the fact that audio technology has reached a point where algorithms, hardware, and auditory display technology are becoming standard components and be applicable in many fields (video games development, virtual reality, acoustics engineering and other disciplines).

A further conclusion that emerges from this research is that most of the researchers proposed geometric sound propagation algorithms in order to succeed realistic auralization in large scenes with a high number of objects. This fact is justified on the grounds that geometric techniques can be used for fast computation of propagation paths from a source to a listener and takes into account the most of the physical sound characteristics such as specular reflections, diffuse reflections and edge diffraction. In practice, this approach can give a realistic impression of a dynamic sound environment in real time.

Except the geometric proposed algorithms, a growing body of literature has proposed hybrid methods for the sound propagation, as effective techniques. A satisfactory explanation for this outcome can be the fact that this method combines different algorithms and thus takes the advantages of all of them. For the same reason, hybrid method can overcome the most of the major drawbacks that should be addressed during the spatial sound synthesis.

To give an illustration of the results which are generated by this research, we summarize the principal advantages and features of each sound propagation algorithm, in Table I. The strong point of this table lies in the fact we recommend the method that best suits in any case of acoustic approaches, taking to account a significant body of literature.

Namely, Table I compares the main categories of sound propagation methods and indicates the advantages/disadvantages each of them. Initially, it presents the Acoustic Wave Equation Methods - FEM, BEM, FDTD - which are the most prominent numerical techniques for solving the wave equation. In general these methods are widely used for the reason that they can accurately simulate all acoustic effects with low computational complexity. Specifically, FEM and BEM have traditionally been employed mainly for the steady-state frequency domain response, as opposed to a full time domain solution of the wave equation. As a result, FEM is suitable for the interior and BEM for the exterior scattering problems. The FDTD algorithm, on the other hand, produces better suited impulse responses to auralization than the above methods and it has become a commonly used algorithm in room acoustic modeling. However, the requirements of Acoustic Wave Equation Methods increase significantly for complex scenes, so under those circumstances, they are not recommended to model the sound in interactive virtual environments and are perceived as too slow for real time sound rendering.

Furthermore, the next group of sound rendering algorithms, which is described in Table I, is the category of Geometric Methods. Particularly, the first mentioned method - Image Sources - is a technique that provides accurate results, as it detects all the possible sound reflections in a dynamic scene, as a result it is suitable for sound propagation in indoor and outdoor spaces with geometrically reflecting boundaries and without aliasing issues. Additionally, Ray Tracing is the second geometric method. This algorithm is of widespread interest due to the fact that it handles dynamic scenes, taking to account demanding physical characteristics (such as diffuse reflection) with simplicity and generality. In the same fashion, beam tracing method belongs in the same sound propagation category. It benefits from the fact that it is the fastest commonly used geometric room acoustics modeling technique and can handle moving listener. Also, in comparison with other methods, like ray tracing, beam tracing clearly has an advantage as a deterministic method. Finally, the radiosity is suitable for the simulation of sound propagation in urban auditory environments and predicts room sound fields with some accuracy. Despite the fact that the Geometric Methods have many advantages over Acoustic Wave Equation Methods, they have failed to be applicable to interactive reverberation effects and not to be susceptible to aliasing errors. So, taken together, Geometric Methods are distinguished by the benefits of effectiveness, speed and the efficiency for the computation of complex physical sound phenomena, such as reflections and diffractions. Despite the fact that they have many advantages over Acoustic Wave Equation Methods, they have failed to be applicable to interactive reverberation effects and not to be susceptible to aliasing errors.

The last sound propagation category which is highlighted in Table I, the Hybrid Methods, has been suggested in order to overcome the limitations of the previous methods. In particular, these algorithms can be readily used in practice for realistic sound effects, including reflections, reverberations and succeed significantly reduced calculation times; also, they solved the problem of the refraction in dispersive environment. As a result, they can be used in computer games and virtual reality to generate realistic sound effects.

As was mentioned, more details on this issue are given in Table I.

In conclusion, it is evident from this study that the field of the spatial sound propagation is still required research and development. There has also been much progress in the auralization during the past decade, but the real challenge is the sound modeling in dynamic environments in which we can interactively change everything by including the geometry and materials in real time.
Further work needs to be done in the development of sound propagation algorithms which are based on geometric acoustics and take into account physical phenomena in a web 3D virtual scene. Previous research can only be considered a first step to include not only spatial information, but also physical characteristics of the sound propagation in a browser. To fill this literature gap, the focus of recent research should be on synthesizing and processing high quality audio in web environments. In other words, many acoustic effects including surface reflection, reverberation, physical phenomena such as interference and diffraction, the absorption, coefficient of materials should be taken into account, in order to increase the realism of the sound in a web 3D environment. This may be considered a promising aspect of the auralization to expand the field of immersive sound beyond the limits of the current web 3D technology.
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