Failed disc winds: a physical origin for the soft X-ray excess?
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ABSTRACT

The origin of the soft X-ray excess emission observed in many type-1 active galactic nuclei (AGN) has been an unresolved problem in X-ray astronomy for over two decades. We develop the model proposed by Gierliński & Done, which models the soft excess with heavily smeared, ionized, absorption, by including the emission that must be associated with this absorption. We show that, rather than hindering the ionized absorption model, the addition of the emission actually helps this model reproduce the soft excess. The emission fills in some of the absorption trough, while preserving the sharp rise at ~1 keV, allowing the total model to reproduce the soft excess curvature from a considerably wider range of model parameters. We demonstrate that this model is capable of reproducing even the strongest soft X-ray excesses by fitting it to the XMM–Newton EPIC PN spectrum of PG1211+143, with good results. The addition of the emission reduces the column density required to fit these data by a factor of ~2 and reduces the smearing velocity from ~0.28c to ~0.2c. Gierliński & Done suggested a tentative origin for the absorption in the innermost, accelerating, region of an accretion disc wind, and we highlight the advantages of this interpretation in comparison to accretion disc reflection models of the soft excess. Associating this material with a wind off the accretion disc results in several separate problems however, namely, the radial nature, and the massive implied mass-loss rate, of the wind. We propose an origin in a ‘failed wind’, where the central X-ray source is strong enough to overionize the wind, removing the acceleration through line absorption before the material reaches escape velocity, allowing the material to fall back to the disc at larger radii.
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1 INTRODUCTION

The origin of the soft X-ray (⩽2 keV) excess emission observed in many type-1 active galactic nuclei (AGN) has remained a long standing problem in X-ray astronomy despite considerable attention over the past two decades (e.g. Arnaud et al. 1985; Saxton et al. 1993; Mineshige et al. 2000). Several different ideas have been proposed for its origin including the thermal tail from the accretion disc (e.g. Pounds et al. 1986) and a separate cool Comptonizing region (e.g. Zdziarski et al. 1996) in either an optically thick transition region between the disc and a hot inner flow (Magdziarz et al. 1998) or an ionized skin on the accretion disc (Janiuk, Czerny & Madejski 2001). These models encounter considerable problems; specifically, that the best-fitting temperature for such thermal components is remarkably constant across a wide range of objects that exhibit a considerable range of black hole masses, luminosities and accretion rates (e.g. Czerny et al. 2003; Gierliński & Done 2004, hereafter GD04; Crummy et al. 2006).

Detailed modelling of the XMM–Newton European Photon Imaging Camera (EPIC) PN spectrum of the narrow-line Seyfert 1 galaxy 1H 0707−495 suggested that Compton reflection from a partially ionized skin on the accretion disc can reproduce the strong soft excess (Fabian et al. 2002). This model provides a natural explanation for the ‘constant temperature’ of the soft excess emission since the ‘excess’ is now primarily associated with the abrupt change in opacity at ~0.7 keV. Partially ionized material is much more reflective below this energy, and the rising reflected continuum is enhanced by associated carbon, nitrogen and oxygen (CNO) lines and radiative recombination (RRC) emission features. Together, these can produce the soft excess, with the advantage that the characteristic energy of the emission is fixed by atomic physics, so is largely independent of the properties of the AGN (Zycki & Czerny 1994). The narrow atomic features associated with ionized reflection are not evident in the spectra of the soft excess suggesting that large (relativistic) velocity smearing is present in this material (Fabian et al. 2002). In addition, the largest soft excesses need a reflected fraction
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considerably greater than unity, arguing for an unusual geometry such as (i) a highly clumpy/corrugated disc surface so that the observed spectrum is dominated by multiple reflections of the mostly hidden intrinsic hard X-ray source (Ross, Fabian & Ballantyne 2002; Fabian et al. 2004), or (ii) a model in which strong light-bending towards the black hole increases the X-ray flux incident on the disc (e.g. Fabian et al. 2005). The first of these models implies a complex physical configuration, perhaps as the result of disc instabilities that may be produced in high mass accretion rate sources such as narrow-line Seyfert 1s (NLS1s), while the latter naturally produces the required large velocity smearing from the inner regions of the accretion disc.

GD04 proposed an alternative origin for the soft excess originating from similar atomic processes in partially ionized material, but with a different geometry. They suggested that the partially ionized material is seen in absorption, rather than in reflection. Again, a large velocity dispersion is required to hide the atomic line and edge features, and results in a broad, smooth absorption trough that adds considerable curvature to the X-ray spectrum between ~0.3 and 5 keV. The advantage of this model overall is that a larger range soft excess sizes can be produced without invoking geometric changes. However, while the reflection models include the self-consistent emission from the partially ionized material, the absorption model presented in GD04 does not. This is equivalent to assuming that the material subtends a small solid angle, in contrast with the large fraction of type-1 AGN that show soft excess emission. Chevallier et al. (2006) include this emission as well as reflection and suggest that all three components work together to produce the soft X-ray excess.

GD04 suggest a tentative origin for the absorbing material in an ultraviolet (UV) line-driven accretion disc wind; that is material launched from the disc that is subsequently accelerated to high velocities by the radiation pressure on UV absorption lines, in similar fashion to the winds from hot stars (e.g. Lamers & Cassinelli 1999), reasoning that a large velocity dispersion is implicit to material launched from the inner disc and hence strong velocity smearing is to be expected. The physical properties of such line-driven accretion disc winds have been investigated in considerable detail in other work (e.g. Arav, Li & Begelman 1994; Murray & Chiang 1995, 1997, 1998; Murray et al. 1995; Proga, Stone & Kallman 2000, hereafter PSK00, Proga & Kallman 2004, hereafter PK04, etc.). The general properties implied for accretion disc winds match well to the blueshifted (<10^3 km s^-1) optical-UV-X-ray absorption lines seen in the Broad Absorption Line (BAL) quasars (PK04), and may also be responsible for the broad emission lines seen in all quasars (Murray & Chiang 1997; Elvis 2000). Furthermore, such a wind provides an attractive and simple way of dynamically linking the otherwise distinct regions within the standard AGN unification scheme.

In this paper, we extend the absorption model proposed in GD04 to include the emission that must be associated with this absorption. In Section 2, we briefly present the details of the photoionization modelling and the velocity smearing. In Section 3, we examine the properties of the absorption and emission in more detail, focusing on the impact of the emission on the resulting spectral shape, and demonstrate that the combination of emission and absorption removes many of the fine-tuning issues present in the pure absorption model of GD04.

We test the impact of the addition of the emission on fits to real data by fitting the XMM–Newton spectrum of the bright, strong soft excess quasar PG1211+143 with our models of the absorption and emission from a disc wind, together with ionized reflection and the narrow absorption systems known to be present in this source (Section 4). Sections 5 and 6 discuss the physical origin of the absorbing material and its properties.

2 MODELLING THE WIND

2.1 Photoionized material

We calculate the absorption and emission from photoionized material using the atomic code XSTAR1 v2.1kn3 (Bautista & Kallman 2001). Given that we associate the smeared, blurred, ionized absorption with emission and absorption in the inner, accelerating, regions of a line-driven wind from the accretion disc, we chose gas conditions for the XSTAR model based in part on the values the data require and part on the simulations of AGN accretion disc winds presented in PSK00 and PK04. Specifically, the data require a column density range of \( N_{\text{H}} \approx 10^{23} \text{ cm}^{-2} \) (GD04) while the simulations suggest a range of ionization states and a density of \( \log_{10}(\xi) = 1.5-3.5 \) and \( n = 10^3 \text{ cm}^{-3} \), respectively, for the inner regions of the wind. We specify that XSTAR self-consistently calculates the temperature of the material through the wind, that the material has solar metal abundances and we include the effects of mild turbulence in the gas (with a velocity dispersion of 100 km s^-1). The parameters defining the ionizing continuum were chosen to best approximate the properties of the emission from the inner regions of a NLS1 quasar. Specifically, the energy spectrum of ionizing X-rays is described by a power law (i.e. \( N(E) = K_E E^{-\Gamma} \)) with a slope of \( \Gamma = 2.4 \) (an energy spectral index of \(-1.4 \)) in XSTAR and an intrinsic luminosity of \( L_{\text{ion}} = 10^{46} \text{ erg s}^{-1} \) between 1 and 1000 Rydbergs.

Absorption seen along a line-of-sight (l.o.s) is (to the first order) independent of the covering fraction of the absorbing material; however the relative strength of the emission associated with this absorbing material is sensitive to the covering fraction. We account for this fact later in this analysis and, initially, calculate both the absorption and the emission spectra for a covering fraction corresponding to material covering the entire sky from the point of view of the continuum source. A more detailed description of the treatment of covering fraction is given in Section 3.3.

There is considerable discussion in the community concerning the physical conditions under which photoionization calculations such as these should be calculated. Specifically, one can assume either constant density or constant pressure throughout the material. There is no clear consensus on which assumption best represents the real physical conditions. Chevallier et al. (2006) argue for constant pressure conditions and highlight one of the more serious problems with the constant density model presented in GD04, namely that this model is extremely sensitive to the free parameters, particularly the ionization state, and that considerable fine-tuning of these parameters is required in order to match the observations of the soft X-ray excess. The constant pressure equilibrium models of Chevallier et al. avoid much of the fine-tuning problem because the illuminating X-rays naturally induce a thermal instability within the material (e.g. Kroll, McKee & Tarter 1981). Beyond this, the material may fragment into small, cold, dense clumps with low covering factor (Różańska et al. 2002, 2006; Chevallier et al. 2006). Thus, the instability effectively leads to disruption of the lower ionization portion of the cloud, generating absorbed spectra with a similar overall shape and, crucially, a similar absorption trough depth for a wide range of ionization states and column density.

1http://heasarc.gsfc.nasa.gov/docs/software/xstar/xstar.html
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Despite this advantage, we choose to perform the photoionization calculations under the assumption of constant density primarily because the physical parameters are somewhat simpler and more intuitive. In Section 3, we show that the addition of the emission component removes some of the required fine-tuning in the constant density models, as the emission fills in part of the absorption trough. This effect becomes increasingly significant as the absorption trough gets deeper. This prevents a small change in the ionization state or the column density resulting in a large change in the absorption profile.

The calculated spectra are dominated by O viii and iron L-shell features seen in both emission (rest energies \(\sim 0.74, 0.87\) and \(0.73–1.5\) keV, respectively) and absorption (rest energies \(\sim 0.73–0.8\) keV; Behar, Sako & Kahn 2001). Fig. 1 (upper panel) shows an example emission and absorption spectrum from the grids of spectra calculated by xSTAR.

### 2.2 Velocity structure

Simulations of line-driven disc winds show a complex velocity structure (PK04), which is beyond the scope of this work to duplicate. Simulations of line-driven disc winds show a complex velocity structure (PK04), which is beyond the scope of this work to duplicate. The effect becomes increasingly significant as the absorption trough gets deeper. This prevents a small change in the ionization state or the column density resulting in a large change in the absorption profile.

The calculated spectra are dominated by O viii and iron L-shell features seen in both emission (rest energies \(\sim 0.74, 0.87\) and \(0.73–1.5\) keV, respectively) and absorption (rest energies \(\sim 0.73–0.8\) keV; Behar, Sako & Kahn 2001). Fig. 1 (upper panel) shows an example emission and absorption spectrum from the grids of spectra calculated by xSTAR.

![Figure 1](image_url)

**Figure 1.** Upper panel: an example of the emission (blue) and absorption (red) X-ray spectra from gas photoionized by the X-ray continuum of a quasar. The intrinsic input spectrum (black, dotted) is a power law with \(\Gamma = 2.4\) and \(K_{pl} = 10^{-3}\) photons keV\(^{-1}\) cm\(^{-2}\) s\(^{-1}\). The photoionized material has \(N_{H} = 10^{23}\) cm\(^{-2}\) and \(\log_{10}(\xi) = 2.6\), in addition to the details given in Section 2.1. Lower panel: the photoionized emission (blue) and absorption (red) spectra from the upper panel, smeared with a Gaussian velocity distribution with a typical \(v/c = 0.2\). The intrinsic input spectrum (black, dotted) is the same as in the upper panel.

### 3 A DETAILED EXAMINATION OF THE WIND PROPERTIES

Before applying the disc wind model, it is instructive to understand how the model varies with the free parameters, in particular, how the column density \((N_{H})\), the ionization parameter \((\xi)\) and the global covering fraction of the material \((C_{f}; \text{see Section 3.3})\) affect the emission spectrum, and how significant this component is to the resulting total spectrum.

The total emitted luminosity is given by

\[
L_{\text{emn}} = C_{f}(L_{\text{RRC}} + L_{\text{lines}} + L_{\text{ff}}),
\]

where \(L_{\text{lines}}\) is the luminosity of the emission (bound–bound transitions), \(L_{\text{RRC}}\) is the luminosity of the RRC continua (free–bound transitions) and \(L_{\text{ff}}\) is the luminosity of the free–free continuum (free–free transitions). All the three emission mechanisms have the same dependence on the electron density of the emitting material \((n_{e})\) and the volume of the emitting material \((V)\), which we can relate directly to the free parameters in our wind model. Specifically,

\[
L_{\text{RRC}} = n_{e}^{2} V F_{\text{RRC}}(\xi, h\nu, \alpha_{\text{RRC}})
\]

\[
L_{\text{lines}} = n_{e}^{2} V F_{\text{lines}}(\xi, h\nu, \alpha_{\text{lines}})
\]

\[
L_{\text{ff}} = n_{e}^{2} V F_{\text{ff}}(\xi, h\nu, \alpha_{\text{ff}}),
\]

\(2\)
where $F_{\text{RRC}}$, $F_{\text{lines}}$ and $F_{\text{II}}$ are functions of the ionization state of the material, $\xi$, the energy released by the interactions involved, $h\nu$, and a coefficient appropriate to each type of interaction, $\alpha_\nu$ (see Appendix A).

For the XSTAR models used here, the volume of the emitting material is $V = 4\pi r^2 \Delta R$, where $r$ is the radius from the central source to the inner edge of the wind material and $\Delta R$ is the radial depth of the shell. In addition, $\Delta R$ can be defined in terms of the density and the column density of the material such that $\Delta R = N_{\text{H}}/n$. Combining these with equations (1) and (2), we have

$$L_{\text{em}} = C_\xi n_2 4\pi r^2 N_{\text{H}} (F_{\text{RRC}} + F_{\text{lines}} + F_{\text{II}}).$$

(3)

Furthermore, the ionization state of the material is given by $\xi = L_{\text{int}}/n_2 r^2$, where $L_{\text{int}}$ is the intrinsic luminosity of the ionizing continuum. Combining this with equation (3) gives

$$\frac{L_{\text{em}}}{L_{\text{int}}} = \frac{C_\xi N_{\text{H}}}{\xi} 4\pi (F_{\text{RRC}} + F_{\text{lines}} + F_{\text{II}}),$$

(4)

showing that, to zeroth order, the luminosity in the emission, as a fraction of the intrinsic ionizing luminosity, is proportional to the column density and the covering fraction and inversely proportional to the ionization state. We emphasize that the dependence on ionization state is more complex than the simple inverse relation implied by the initial part of equation (4), in that the possible atomic transitions are different for different ionization states of the gas, giving very different values for each of the $F_\xi$-functions as we vary $\xi$. Building on the simple relationships in equation (4), we examine the impact of, and the interplay between, the emission and absorption on the shape of the total X-ray spectrum, as we vary the $N_{\text{H}}$, $\xi$ and $C_\xi$.

### 3.1 Column density

Fig. 2 shows the spectral shape changes associated with changing the column density. The upper panel shows the effect of changing $N_{\text{H}}$ on the absorption and emission spectra, while the lower panel shows the effect on the total spectrum. Below, $N_{\text{H}} \sim 5 \times 10^{22}$ cm$^{-2}$, even with a covering fraction of one, the smeared emission is not a significant correction to the shape of the absorbed spectrum. Above this, however, the emission becomes increasingly important, eventually becoming the dominant spectral component between 0.2 and 3 keV at column densities of $\sim 10^{24}$ cm$^{-2}$.

The absorption increases dramatically with increasing column, as expected, but there is also a more subtle effect, namely that the trough of the absorption component shifts to lower energies with increasing column, indicating the presence of lower ionization material. This is a natural consequence of the increase in absorption in the front layers of the cloud reducing the flux transmitted deeper within the cloud. (The reduction in flux due to the increasing distance is negligible since the cloud has $\Delta R \ll R$.) Thus, increasing the column leads to more shielding and so to progressively lower ionization material at the back of the cloud.

The emission also follows this pattern, with the emitted flux increasing strongly with column, but also showing a subtle shift to slightly lower ionization states, as revealed by the slightly lower peak energy (due to the strong O vii/O viii lines). Interestingly, the emission is always characterized by a sharp rise below $\sim 1$ keV, precisely the point where we observe the sharp rise of the soft X-ray excess. This suggests that the emission component may, in fact, assist us in accounting for the soft X-ray excess. Intriguingly, similar models of emission (though not absorption) from photoionized material were used to fit the soft excess seen in the X-ray spectra of many accreting pulsars (Hickox, Narayan & Kallman 2004).

### Figure 2. The effects of varying $N_{\text{H}}$ on the smeared wind model. Upper panel: the dotted line represents the intrinsic input continuum (power law, $\Gamma = 2.4$, $K_\nu = 10^{-7}$ photons keV$^{-1}$ cm$^{-2}$ s$^{-1}$). The solid lines show the smeared absorption and emission spectra [log$_{10}(\xi) = 2.6$, $\sigma_{\text{wind}} = 0.2$, $C_\xi = 1.0$] for column densities of 1, 3.3 and $6.6 \times 10^{22}$ photons (black, red and green), 1, 3.3 and $6.6 \times 10^{23}$ (dark blue, light blue and purple) and $1 \times 10^{24}$ (brown) cm$^{-2}$. Lower panel: the solid lines show the total spectrum (absorption + intrinsic spectrum + emission) for the same set of parameters.

The co-added emission plus absorption spectra shown in the lower panel of Fig. 2 support this, showing that the infill from the emission offsets the effect of lower ionization material at high columns, leading to an apparent rise in the spectrum which is always close to $\sim 1$ keV. Significantly, however, the peak in the emission is quite obvious in these model spectra, leading to a pronounced dip below $\sim 0.6$ keV. This should be an observable consequence of a large contribution from the emission of the material. While such a dip is not commonly reported in the shape of the soft X-ray excess in AGN, this could be masked by the presence of a Compton reflection continuum, narrow ionized absorption intrinsic to the AGN, neutral absorption intrinsic to the AGN and/or galactic absorption (typically $10^{20}$–$10^{23}$ cm$^{-2}$).

### 3.2 Ionization state

Fig. 3 shows the spectral shape changes associated with changing the ionization state. The upper panel shows the effect of changing $\xi$ on the absorption and emission spectra, while the lower panel shows the effect on the total spectrum. The effects of increasing $\xi$ are broadly opposite to the effects of decreasing the column density (as we would expect from equation 4), in that the absorption trough becomes less pronounced and shifts to higher energies. Physically, the opacity of ionized material falls with increasing ionization state...
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Figure 3. The effects of varying $\xi$ on the smeared wind model. Upper panel: the dotted line represents the same intrinsic input continuum detailed in Fig. 2. The solid lines show the smeared absorption and emission spectra ($N_H = 10^{21}$ cm$^{-2}$, $\theta_{\text{wind}} = 0.2$, $C_l = 1.0$) with ionization states of $\log_{10} \xi = 1.5, 1.83, 2.1, 2.5, 2.83, 3.16$ and $3.5$ (black, red, green, dark blue, light blue, purple and brown). Lower panel: the solid lines show the total spectrum for the same set of parameters.

and the material becomes dominated by higher ionization species of each ion, giving rise to less pronounced, higher energy, absorption troughs at higher ionization states.

While increasing the column led to some lower ionization material present at the back of the cloud, this is a very small effect compared to lowering the ionization parameter at the front of the cloud. Fig. 3 shows that the low energy absorption increases substantially below $\log_{10} \xi \sim 2.1$, mainly due to the presence of L-shell opacity from Oxygen VI and Nitrogen V as well as Fe M-shell features.

The effect of varying $\xi$ on the emission is considerably more ‘messy’ than varying $N_H$. Specifically, the contribution of N VII, O VII and O VIII, relative to highly ionized species of sodium, magnesium and silicon, drops dramatically above ionization states of $\log_{10} (\xi) \sim 2.8$. This removes the peak in the emission at $\sim 0.6$ keV due to O VII line emission, so the spectrum is much flatter at these ionization states.

The total spectrum (seen in the lower panel of Fig. 3) shows again that including the emission counteracts some of the sensitivity to the parameters predicted from absorption alone. There is a soft excess which rises at $\sim 1$ keV for $\log_{10} (\xi) = 1.8$–3. Again, a key characteristic of the emission from ionization states below $\log_{10} (\xi) \sim 2.6$ is that it peaks at $\sim 0.6$ keV, and these models predict a dip at lower energies if the emission is important.

Including the self-consistent emission from the partially ionized material results in a stable soft excess for a wider range of $\log_{10} (\xi)$ than expected from pure absorption alone. We note that the slope of the smeared emission spectrum between 0.7 and 2 keV is relatively sensitive to changes in ionization state which may explain the distribution of soft excess shapes observed in AGN (Crummy et al. 2006).

3.3 Covering fraction

As discussed in Section 2.1, the properties of the absorption seen along the l.o.s are, to the first order, independent of the covering fraction of the material; however the relative strength of the emission is sensitive to the covering fraction. In fact, the absorption spectrum does depend weakly on the local covering fraction (i.e. whether the material in the immediate environment of the l.o.s is clumpy or uniformly smooth) due to some subtleties in the way xstar propagates radiation from one layer in the material to the next (Kallman, private communication). By contrast, the emission is sensitive to both the global covering fraction (i.e. whether the global distribution of the material is in a uniform shell, a non-uniform shell, a conical geometry, etc.) and the local covering fraction. The covering fraction variable available in xstar (cfrac) strictly refers to the local covering fraction. The global covering fraction is, by default, unity for a single xstar run, since xstar simulates a spherical shell of material; however the grid of calculated emission and absorption spectra is stored as separate table model and is treated individually by xspec. In this case, the global covering fraction is folded into the normalization of the emission additive model.

3.3.1 The normalization of the emission

It is instructive to understand what the normalization of the emission component actually means before we use it in xspec. The normalization of the emission ($K_{\text{emm}}$) is given by

$$K_{\text{emm}} = \frac{C_l L_{\text{int}}}{10^{38}} \frac{1}{D_{\text{kpc}}^2},$$

(5)

where $C_l$ is the global covering fraction and $D_{\text{kpc}}$ is the distance to the source in kpc. (This expression is derived in detail in the xstar 2.1k3 Manual, section 7.2.32). For a power-law continuum of the form $N(E) = K_\rho(E/1 \text{ keV})^{-\Gamma}$, where $E$ is energy in keV and $K_\rho$ is the power-law normalization at 1 keV in photons keV$^{-1}$ cm$^{-2}$ s$^{-1}$; $L_{\text{int}}$ is given by

$$L_{\text{int}} = 4\pi X D_{\text{kpc}}^2 K_\rho \frac{E_2^{-\Gamma+2} - E_1^{-\Gamma+2}}{(-\Gamma + 2)},$$

(6)

where the constant $X$ contains the conversion from cm$^2$ to kpc$^2$ and from keV to erg (i.e. $1.53 \times 10^{34}$), $E_2$ and $E_1$ are the upper and lower limits of the energy range, respectively (1–1000 Rydbergs in xstar). Combining equations (5) and (6), the distance dependence of the emission normalization can be removed, and we obtain an equation that depends solely on the details of the input power-law continuum (specifically its normalization and its slope) and the global covering fraction of the ionized material.

$$K_{\text{lines}} = \frac{4\pi X}{10^{38}} C_l K_\rho \frac{E_2^{-\Gamma+2} - E_1^{-\Gamma+2}}{(-\Gamma + 2)}.$$  

(7)

Clearly, allowing the normalization of the emission to be independent of the normalization of the underlying continuum in any actual fit to real data gives us a measure of the global covering fraction
4 PG1211+143: A CASE STUDY

The objects which will provide us with the tightest constraints on the wind parameters are the bright quasars with particularly large column densities. On this basis, we choose PG1211+143 on which to test this model.

PG1211+143 is a bright ($V_{mag} = 14.38$), nearby ($z = 0.089$) quasar that has been identified as a narrow-line Seyfert 1. The X-ray spectrum of PG1211+143 is known to be complex. RXTE observations suggest a significant Compton reflection component (Janiuk et al. 2001). ASCA observations revealed a strong soft X-ray excess and evidence that the iron Kα emission line was broad (Reeves et al. 1997). XMM–Newton observations revealed the presence of several complex absorption systems that can be interpreted as either high velocity ($\sim 24,000$ km s$^{-1}$), highly ionized absorption systems (Pounds et al. 2003), or lower velocity ($\sim 3000–6000$ km s$^{-1}$) systems with a somewhat lower ionization state (Kaspi & Behar 2006).

Most importantly, PG1211+143 has one of the strongest soft X-ray excesses observed, with the X-ray flux below 0.6 keV being up to four times greater than the flux predicted by continuum fits to the 1–10 keV spectrum (Pounds et al. 2003). Such a large soft excess makes it the ideal test of models for the origin of this component and as such it was used by GD04 as a test of their absorption-only model. Here, we extend their fits to include the smeared emission as well as absorption, testing the ability of the full model to fit the soft excess seen in this object.

4.1 Data reduction

XMM–Newton observed PG1211+143 in 2001 for 55 ks (Obs. ID 0112610101). During the observation, the EPIC PN was operated in Large Window Mode with the medium filter. The EPIC PN data were reduced and processed with the Science Analysis System (SAS v6.5.0) using the standard processing chain and the most up-to-date calibration data available as in 2005 November. Periods of high background were excluded from the analysis, and the spectrum was extracted from a 45-arcsec extraction region resulting in a net exposure time of $\sim 49.5$ ks. The spectrum was background subtracted and binned to have a minimum of 20 counts per bin to allow the use of chi-squared fitting statistics.

4.2 Fitting the X-ray spectrum

We begin by defining a model which accounts for all the complexity known to be present in the 0.3–12.0 keV spectrum of PG1211+143. We use a power-law continuum modified by Compton reflection, two unsmeared, partially ionized absorption systems, together with Galactic absorption ($2.85 \times 10^{20}$ cm$^{-2}$; Murphy et al. 1996).

It is unclear from either Pounds et al. (2003) or Kaspi & Behar (2006) which of their interpretations for the nature absorption complexities best represents the data. However, given that our aim is to test whether the accretion disc wind model can represent the broad shape of the X-ray spectrum, the details of the complex absorption systems are not particularly relevant to the work presented here, provided that they are sufficiently well modelled and that they do not damage the quality of the overall fit. To this end, we adopt the interpretation of Pounds et al. on the basis of simplicity (since this method does not require ion-by-ion fitting). We construct two sets of XSTAR table models covering the parameter ranges detailed in Pounds et al. ($N_{H,1} = 5 \times 10^{23}$ cm$^{-2}$, $\xi_1 \sim 3.4$, $N_{H,2} = 6 \times 10^{21}$ cm$^{-2}$, $\xi_2 \sim 1.7$). We include the emission associated with each of these narrow
absorption systems and allow the normalization of each of the emission components (equivalent to the covering factor of the material) to be a free parameter in the model.

The impact of Compton reflection is strongly dependant on the viewing angle. In the standard unified AGN picture, the accretion disc is seen almost face on in type-1 AGN such as PG1211+143, while the region of the (putative) torus exposed to the X-ray continuum emission is almost edge-on to our l.o.s. Thus, we expect the total reflection signature to be dominated by the component associated with the accretion disc, which may be ionized (Janiuk et al. 2001), and should be relativistically smeared by the large orbital velocities. We use the xion ionized reflection model (Nayakshin & Kallman 2001) to represent this component. This is an extremely flexible and sophisticated model, incorporating several different geometries for the accretion disc and the X-ray source(s), variable iron abundance and a wide range of accretion rates. We choose a set of fixed values for the majority of the model parameters that are appropriate for the properties of this source. Specifically, we choose a magnetic flare based geometry for the X-ray source (which forces $\Omega/(2\pi) = 1$); we fix the outer edge of the accretion disc at 1000 $R_s$, the height of the flares above the accretion disc at 5 $R_s$, the accretion rate to be 0.78$M_\odot$/yr (based on an estimate of $L_{bol}/L_{edd}$), the Fe abundance to be solar and the viewing angle of the disc to be almost face-on [$\cos (i) = 0.85$]. The remaining free parameters in the fit are the radius of the innermost edge of the accretion disc (This governs the amount of relativistic broadening observed.) and the ratio of the X-ray source luminosity to the luminosity of the disc ($L_x/L_{bol}$).

On top of this base model, we add the absorption and, crucially, the emission from the disc wind model discussed in Section 2. The ionization state, column density, the velocity smearing width and the normalization of the emission are free parameters in the model.

Fig. 5 shows the best-fitting model continuum components (top panel), the total best-fitting model (middle panel), the model fit to the EPIC PN data (bottom panel, upper section) and the data/model ratio residuals (bottom panel, lower section). Table 1 details the best-fitting parameters of the model. The model provides a good fit to the XMM–Newton EPIC PN data ($\chi^2_{red} = 1.08$). The curvature introduced into the spectrum from the smeared absorption/emission model does an excellent job of reproducing the apparent soft X-ray excess. The only remaining residuals are narrow features around 2.2 keV (a known calibration issue around the gold edge in the EPIC PN response, and $\sim$7 keV, which is probably due to the very highly ionized absorption system (Pounds et al. 2003) not being completely described by our model. We speculate that this is due to the incomplete Fe K-shell physics in the version of XSTAR used to perform the photoionization calculations here (v2.1kn3 as opposed to the newest version available, v2.1I, which includes more detail for Fe K-shell transitions; Kallman et al. 2004).

We note that our spectra decomposition attributes the majority of the soft excess to smeared absorption and emission rather than with the reflection component. Signatures of the reflection are clearly present in the spectrum (see Section 4.4); however, the best-fitting parameters of the reflection continuum are such that this component does not rise strongly below 0.7 keV. A note of caution is required here, however, because both reflection- and absorption-dominated models are both capable of providing a good fit to these data. This implies that either the models (in particular the details of the ionization and velocity structure of the wind and/or the accretion disc) or the data are of insufficient quality to distinguish these two physics scenarios unambiguously (Sobolewska & Done 2006).

### 4.3 The smeared absorption/emission system

Fig. 5 shows that the apparent soft excess is well modelled by the combination of the smeared absorption and emission from a column with $N_H \sim 1.5 \times 10^{21}$ cm$^{-2}$ and velocity smearing of $\sim 0.2 c$. The solid angle implied by the amount of emission is $\sim 0.4$, so a
Table 1. Best-fitting spectral parameters.

| Parameter | Value       | Parameter | Value       |
|-----------|-------------|-----------|-------------|
| $\Gamma$  | 2.370$^{+0.103}_{-0.009}$ | $L_\alpha/L_{\text{disc}}$ | 0.83$^{+0.45}_{-0.27}$ |
| $K_{\text{rel}}$ | 1.43$^{+0.17}_{-0.06}$ | $T_\text{inventor}$ | 27$^{+12}_{-1}$ |
| $N_{\text{H}}$ | 1.0$^{+0.1}_{-0.0}$ | $N_{\text{H}}/\xi$ | 1.0$^{+0.06}_{-0.04}$ |
| $\xi$ | 1.98$^{+0.002}_{-0.006}$ | $\xi$ | 3.27$^{+0.01}_{-0.01}$ |
| $v_{\text{out}}$ | 13.7$^{+1.5}_{-0.5}$ | $v_{\text{out}}/\xi$ | 44.9$^{+0.0}_{-0.5}$ |
| $C_{\text{L,wind}}$ | 0.003$^{+0.05}_{-0.00}$ | $C_{\text{L,wind}}$ | 0.4$^{+0.02}_{-0.02}$ |
| $\sigma_{\text{wind}}$ | 2.07$^{+0.05}_{-0.04}$ | $\chi^2$ | 1023.2 |
| dof | 949 |

*10^{-3}$ photon keV$^{-1}$ cm$^{-2}$ s$^{-1}$.

n Schwarzschild radii.

-1 erg cm s$^{-1}$.

10$^{15}$ km s$^{-1}$.

$\Gamma$ onset upper limit.

substantial fraction of the central source is covered by this material, as required by the observed ubiquity of the soft excess. The pronounced dip below ~0.6 keV predicted for a smeared absorption/emission system with this covering fraction is not obvious in the data; however, the model provides a good fit, demonstrating that this feature is masked in the observed spectrum by the reflection component and the impact of galactic absorption.

Comparing these best-fitting parameters with those for the absorption-only model presented in GD04 highlights the important effect that the emission has on the implied physical properties of the wind. The required column is reduced by a factor of 2 by including the emission (from $3.3 \times 10^{23}$ cm$^{-2}$ in GD04), though its ionization state is not significantly affected (560 here cf. 460 erg cm s$^{-1}$ in GD04). More importantly, the velocity smearing is reduced by a factor of 30 per cent (from 0.28c in GD04). This is primarily the result of the emission component helping to fill-in the strong absorption regions around 0.9 keV, reducing the level of smearing required to blend the two strongest absorption regions together. Thus, including the emission makes the wind significantly less extreme in column and velocity than inferred from using the absorption alone.

4.4 Compton reflection

In line with what we expect from narrow-line Seyfert 1 objects, the underlying continuum emission is steep, with $\Gamma \sim 2.4$, and the spectrum displays clear signatures attributable to Compton reflection from the accretion disc. The iron Kα line is broader than the instrument response, but not to the level expected from emission from the last stable orbit even from a Schwarzschild black hole. The lower bound on the disc radius for the line is 26$R_g$, so does not require extreme spin, and the model itself by construction has $\Omega/2\pi = 1$. Both these results are, however, model dependent. These data can be equally well fit without smeared absorption/emission using a continuum which is reflection dominated and requires extreme spin (Sobolewska & Done 2006). Plainly, the origin of the soft excess has profound implications for decoding the geometry of the space–time in the vicinity of a supermassive black hole, as well as for the details of hard X-ray source(s) and the accretion disc.

4.5 The narrow absorption systems

The origin of the soft excess also has implications for the narrow absorption systems. Both the smeared absorption/emission model and the smeared ionized reflection model contain an intrinsically steep continuum spectrum (typically modelled with a power law with $\Gamma \sim 2.2–2.4$), while interpreting the soft excess as a separate continuum component (as the tail of the multicolour blackbody emission from the accretion disc, for example) suggests a much flatter spectrum ($\Gamma \sim 1.8–1.9$). The ion populations of the narrow absorption systems depend strongly on the spectral index of the ionizing continuum and will yield subtly different narrow absorption systems in each case. Both Pounds et al. (2003) and Kaspi & Behar (2006) interpret the soft excess as a separate continuum component and, as a result, the properties of the narrow absorption systems fit here are different to those that Pounds et al. and Kaspi et al. derive from the same data.

In particular, while the ionization states and column densities found here are rather similar to those of Pounds et al. [log ($\xi$) $\sim 3.27$ and 1.99 cf. ~3.4 and 1.7 and $N_{\text{H}} \sim 1 \times 10^{23}$ and $1 \times 10^{23}$ cf. $\sim 5 \times 10^{22}$ and 0.6 $\times 10^{22}$ cm$^{-2}$], the inferred outflow velocities are different (45 000 and 13 000 km s$^{-1}$ cf. 24 000 and 24 000 km s$^{-1}$, respectively). The steeper continuum in our model prevents a strong Fe XXVI Ly$\alpha$ (6.96 keV) transition being present in the spectrum at log$\xi$ $\sim 3.3$. Instead, the spectral feature at $\sim$7 keV (observed frame) is modelled with the wealth of Fe absorption lines present in our model at a rest frame energy of $\sim$6.6 keV, resulting in a considerably higher apparent outflow velocity for the most ionized narrow absorption system. Again, we note that the outflow velocity could change using the newest K-shell calculations (Kallman et al. 2004).

None of the narrow absorption systems has significant emission detected from it. At CCD resolution, the individual lines cannot be resolved, but we can place fairly stringent upper limits on the covering fraction of this material at less than ~6 per cent of the sky. Examining the emission spectra in detail reveals that the covering fraction of the more strongly ionized gas is constrained primarily by the lack of strong ionized iron K features around $\sim$7 keV, whereas the covering fraction of the more weakly ionized material is constrained by the lack of strong soft X-ray features, particularly those related to O viii ($\sim$0.7 keV) and O viii ($\sim$0.9 keV).

We note that the turbulent velocity used in the photoionization modelling of the narrow absorption systems does affect the observability of the emission spectrum; however, the effect is weak with velocities up to $\sim$10 000 km s$^{-1}$ resulting in a factor of <2 change in the upper limit.

5 CONCERNING DISC WIND PROPERTIES

Given our best-fitting wind properties, we can make a crude estimate of the inferred mass-loss rate, $M_{\text{out}}$. Assuming that our velocity smearing represents a geometrically thick (i.e. $R_{\text{out}} \gg R_{\text{in}}$) outflowing wind, the mass-loss rate approximates to

$$M_{\text{out}} = C_1 4\pi R_{\text{in}}^2 \frac{\rho e m_p n_{\text{c}}} v,$$

where $C_1$ is the global covering fraction of the wind, $R_{\text{in}}$ is the wind launch radius, $n_e$ is the electron density, $m_p$ is the mass of the proton and $v$ is the average velocity of the wind material. Using the parameters for our photoionized material ($R_{\text{in}} = 5 \times 10^{14}$ cm and $n \sim 10^{17}$ cm$^{-3}$), $M_{\text{out}} = 190 M_{\odot}$ yr$^{-1}$. By contrast, the mass accretion rate which corresponds to accretion at the Eddington limit for PG1211+143 (assuming an accretion efficiency of ~6 per cent) is $\sim$1.3 $M_{\odot}$ yr$^{-1}$, presenting us with the uncomfortable situation...
that the disc is losing over 100 times more mass through the wind than is being accreted.

Another way to see the same conflict is via the column density, \( N_{\text{H}} \), through the wind,

\[
N_{\text{H}} = \int_{R_{\text{in}}}^{R_{\text{out}}} n_e \, dR = \int_{R_{\text{in}}}^{R_{\text{out}}} \frac{\dot{M}_{\text{out}}}{4\pi R^2 C_i m_p u} \, dR. \tag{9}
\]

For a constant velocity outflow extending to \( \infty \) then \( N_{\text{H}} = 1.2 \times 10^{27} \text{ cm}^{-2} \), dramatically larger than the measured column needed to produce the soft excess (\( \sim 10^{20} \text{ cm}^{-2} \)).

Clearly, the main problems lie in the assumption of a uniform density of the material and that the wind extends to \( \infty \) with a single, large velocity. Clearly, a more detailed description of the density structure is required in order to evaluate the mass-loss rate from such a wind more accurately [e.g. the description given by Murray & Chiang (1995); see Section 5.1]; however, if the wind slows down, as we might expect given that it has to escape from a large gravitational potential well, then the predicted \( \dot{M} \) and \( N_{\text{H}} \) increase even further!

Chevalier et al. (2006) perform a similar set of calculations for their pure-absorption, constant pressure, models (using a standard set of parameter values) and again they calculate a mass-loss rate of \( \dot{M}_{\text{out}} \sim 10^3 \dot{M}_{\text{Edd}} \) unless they incorporate an extremely low volume-filling factor. Considering that we derive our wind parameters from detailed spectral fitting, and our model includes emission as well as absorption, we consider the agreement between our results and the Chevalier et al. calculations to be rather good. This presents a major problem for the validity of interpreting and origin for the smeared absorption/emission as arising in a disc wind.

Examining the model in detail, a possible method of circumventing much of this problem suggests itself. As noted in Section 2.2, the amount of turbulent velocity present in the material strongly affects the opacity of heavily saturated absorption lines and analysing such a spectrum with a model that only incorporates a small turbulent velocity will result in a considerable overestimate of the column density of the material. Simulated XSTAR spectra with turbulent velocities of \( \sim 3 \times 10^4 \text{ km s}^{-1} \) (the maximum allowed in the code) show that this effect can result in up to approximately three to four times more absorption in the 0.3–3 keV band, for gas with similar properties to the gas we use in our simulations, than for gas with small turbulent velocities.

Fortuitously, whilst the velocity dispersion and accretion disc wind will differ considerably from that imposed by turbulent velocity, the extremely simple Gaussian smearing used in this work is actually rather similar to the velocity dispersion from turbulent velocity (although, obviously, it does not incorporate the increase in opacity for heavily saturated lines). The required velocity shear we apply (\( \sim 6 \times 10^3 \text{ km s}^{-1} \)), if interpreted as a turbulent velocity instead of a wind outflow velocity, might well be causing us to overestimate the column density of our material, and hence out mass-loss rate, by up to a factor of \( \sim 10 \). Clearly, this correction is not capable of producing the three orders of magnitude required to solve the mass-loss rate problem.

### 5.1 Comparison with simulations

Detailed hydrodynamic simulations are a relatively new addition to the study of accretion disc winds; however, a comparison between the spatial simulations presented in PSK00 and PK04, and spectral simulations presented here, is instructive. The basic properties of the spatial simulations are relatively well matched to PG1211+143, with only the ratio \( L_\text{X}/L_\text{disc} \) and the spectral index of the ionizing X-ray radiation being significantly different (see Table 2).

The spatial disc wind simulations show a wind with and extremely complex density and velocity structure, clearly showing that the constant density, thin shell, treatment assumed in our photoionization calculations is far too simplistic. Not only is the density structure complex, but the typical density of the simulated wind is also much lower than the value assumed during our modelling (\( 10^9 \text{ cm}^{-3} \), cf. \( 10^{22} \text{ cm}^{-3} \)), except in the very innermost regions. We note, however, that the harder spectral index of the spatial simulations will result in a more strongly ionized wind, driving down the density of the wind in comparison with the values expected from a considerably softer X-ray source. The spatial simulations also show that the global wind velocity structure is extremely complex and strongly time dependent, in strong contrast with the simplistic velocity treatments discussed in Section 2.2.

The region of the spatial simulations that best matches our ionization and column density conditions \( \log_{10}(\xi) \sim 2–4 \) and/or a column of \( N_{\text{H}} \sim 10^{23} \text{ cm}^{-2} \) is the fast, relatively geometrically thin, high-density ‘stream’ which, in addition to having approximately the correct ionization state and column density, also displays the required large velocity dispersion and peaks at speeds of \( \sim 30,000 \text{ km s}^{-1} \) (this is, in fact, a lower limit on the wind velocity since there is a numerical ceiling on the velocities allowed in the simulations). We note that despite this apparent match, for the particular simulation shown in PK04, there is no specific l.o.s through the fast stream which has both the observed column and the correct ionization state simultaneously. While the global wind velocity structure in the spatial simulations is extremely complex and strongly time dependent, making the correct velocity smearing for the emission difficult to calculate, absorption in the material in the fast stream is a simpler case.

Murray et al. (1995) and Murray & Chiang (1995) describe the velocity and density structure of an accretion disc wind along a single streamline. The fast stream in the spatial simulations is extremely similar to this case, allowing us to combine the Murray & Chiang descriptions of the density and velocity distribution along a streamline into a single density-weighted radial velocity smearing function (which turns out to be proportional to \( R^{-2} \)) for the fast stream. Applying this smearing function in future work will be a considerable improvement in the treatment of absorption by accretion disc winds in AGN and, provided that the emission from this fast stream dominates the emission from the wind material as a whole, may also be appropriate for the absorption. A more fundamental problem here is that many of the PG quasars show soft X-ray excesses that are very similar to that of PG1211+143. In the interpretation as a disc wind, this implies that all these sources see through a similar region of the wind, exhibiting a similar amount of absorption in material with a similar ionization state. While the covering fraction of the fast stream is of the order of \( \sim 0.2 \) (PSK00; PK04), the section which
closely matches our ionization and column density conditions is much smaller. Unfortunately, while the fast stream of a line-driven disc wind may have some of the properties required to reproduce the soft X-ray excess in PG1211+143, it is unlikely that the l.o.s to so many PG quasars would fall within the tightly constrained range of solid angle covered by the fast stream of such a wind. The situation becomes even more problematic when we consider that all these objects are type-1 AGN, implying that the l.o.s is close to the normal to the plane of the disc. In contrast, the fast stream in the disc wind simulations is generally quite equatorial, rising no more than 25° from the disc plane. The simulations of line-driven winds seem to bear a striking resemblance to the outflows required in BAL quasars (PSK00; PK04), but not to the rather faster, denser and larger scaleheight material required here.

In addition, the total mass-loss rate in the spatial simulations is only 0.5 M⊙ yr−1, in stark contrast to the 190 M⊙ yr−1 predicted by our spectral model. At the first glance, it seems that the huge mass outflow rates implied by our spectral modelling can be simply reduced by dropping the density used in the photoionization calculations to a density more typical of that seen in the wind simulations. Reducing the density used in the spectral simulations to ∼108 cm−3 would result in a reduction of the mass-loss rate to Moutflow ∼ 0.1–1 M⊙ yr−1. We then require, however, that the material is distributed in a thick shell, with ∆R ≫ R in order to obtain the required column density of ∼1023 cm−2. Unfortunately, relaxing the ‘thin shell’ condition generates its own obstacles, namely (i) a considerable increase in the computational time required to calculate the grid models, and (ii) photon loss, and hence energy loss, through the upper/lower ‘surface’ of the wind [see Appendix B and King & Pounds (2003) for a brief description of this problem].

Once again, however, we note that the more strongly ionized wind that results from the harder spectral index of the spatial simulations, not only drives down the density of the wind, but also leads to less material reaching escape velocity before becoming overionized. As the material becomes increasingly more ionized, it becomes transparent to the UV line emission (as there are few ion stages left with substantial line opacity), reducing the mass-loss rate from such a wind in comparison with a wind exposed to a softer X-ray continuum.

In fact, a sufficiently powerful hard X-ray flux causes the wind to become so overionized that the fast stream produced by disc-dominated spectra gives way to a ‘failed wind’ structure (Proga 2005). In this case, the material rises above the disc due to UV absorption and starts to accelerate, but as it is exposed to the X-ray source it becomes overionized, thus preventing continued acceleration, and the material eventually falls back down to the disc rather than escaping as a wind. This situation can result in quite high densities at large scaleheights above the disc, complete with a complex, circulating velocity field and, crucially, very little mass loss (Proga 2005). Since this occurs directly above the inner disc, the velocity dispersion is expected to be large, and it is possible that magnetic fields may help to stir the material up to even greater scaleheights, increasing the covering fraction of this material.

6 CONCLUSION

GD04 proposed a model for the soft excess, observed in the X-ray spectra of many type-1 AGN, based on heavily smeared, ionized, absorption. They suggested a tentative origin for this absorption in the innermost, accelerating, region of an accretion disc wind. We expand on this model by including the emission that must be associated with this absorption, focusing on the impact that the emission has on the total spectrum. Initially, we examine the properties of the emission, the absorption and the total spectrum as we vary the free parameters in the model, before testing the model against data for PG1211+143, a bright nearby quasar known to have one of the strongest soft X-ray excesses.

The main conclusion from this work is that the emission associated with heavily smeared, ionized, absorption actually helps this model reproduce the soft excess by filling-in some of the absorption trough. This removes some of the fine-tuning inherent in the original pure absorption model and, rather than reducing the curvature imposed on the spectrum by the model, the emission instead allows the model to reproduce the soft excess curvature between 0.6 and 1.5 keV from a wider range of column densities and ionization states, with lower velocity smearing.

We show this specifically by fitting the total smeared absorption/emission to the XMM–Newton EPIC PN spectrum of PG1211+143, as part of a more complex model that accounts for complex narrow absorption systems and Compton reflection from an ionized accretion disc. This model results in a good fit to the data (χ2 = 1.08) demonstrating that it is capable of reproducing even the strongest soft X-ray excesses observed. Furthermore, in comparison with the details discussed in GD04, the addition of the emission reduces the column density required to fit these data by a factor of ∼2 and reduces the smearing velocity from ∼0.28c to ∼0.2c. The accretion disc reflection component does contribute to the spectrum, but it does not produce a strong contribution to the soft excess. The reflection is smeared, but not dramatically so. This is in sharp contrast to the reflection-dominated models for the soft excesses, which require extreme spin of the black hole.

However, there are significant problems with interpreting the absorbing material as an accretion disc wind. The interpretation as a UV line-driven disc wind, suggested in GD04, is especially problematic because such winds tend to be produced within ∼25° of the equatorial plane (PK04). Thus, most type-1 AGN are expected to have l.o.s which would not intercept much of this material. This directly conflicts with the observations that most PG quasars (type-1 AGN) show a soft excess. There is also a more generic problem in identifying this material as a wind. The required large velocity smearing implies a mass-loss rate of Moutflow ∼ 190 M⊙ yr−1, much larger than the accretion rate required to power the observed luminosity of ∼1–2 M⊙ yr−1 (see also Chevallier et al. 2006).

We suggest an origin for this material as a ‘failed wind’, i.e. that the central X-ray source is strong enough to overionize the wind, removing the acceleration through line absorption before the material reaches escape velocity. Thus, the material is initially accelerated, but it cannot escape the system and eventually falls back to the disc. The unreasonably large mass-loss rate is then easily circumvented, since most of the material simply circulates, falling back and rejoining the disc at somewhat larger radii. Modelling such material is undoubtedly much more complex than described by our very simplistic assumptions on the density and velocity structure, but despite this we get a very good fit to the shape of the soft excess in PG1211+143 from a combination of absorption and emission in this material. Better models fit to a wide range of type-1 AGN will allow future studies to determine if this interpretation is physically plausible.
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APPENDIX A: DETAILS OF THE EMITTED LUMINOSITY

The equations used for photoionization codes (e.g. CLOUDY, XSTAR, TITAN, etc.) are complex and are presented in detail elsewhere (most notably in the manuals for the specific codes). However, it is instructive to understand some of the dependencies of bound–bound (lines), bound–free (RRC) and free–free (ff) interactions in a photoionized gas.

Equations (A1), (A2) and (A4) are expanded versions of equations (2) (Section 2), showing some of the complexities of the $F_i$-functions. We note that even these equations have been considerably simplified, for example, we ignore collisional ionization and three-body interactions. Each of these equations basically contains a sum of the energy released from the probable interactions for each ion species, $i$, in the gas, weighted by the fraction of the gas made up by this ion, $f_i$ (Rybicki & Lightman 1979; Osterbrock 1989).

A1 Radiative recombination

The luminosity emitted by RRC transitions is given by

$$L_{RRC} = n_e^2 V \sum_i f_i \left\{ \sum_x \alpha_{RRC,x} \int_{\nu_{min}}^{\infty} h_{\nu,i} (x) d\nu \right\} .$$  \hspace{1cm} (A1)

Again, $n_e$ is the electron density of the material and $f_i$ is the fraction of the gas in the specific ion species, $i$. $\alpha_{RRC,x}$ is the RRC coefficient for the recombination of a free electron to a specific energy level, $x$, in the ion species, $i$. The integral is the total energy released by recombinations into energy level, $x$, for ion, $i$, by the total distribution of free electrons, where $\nu_{min}$ is the minimum frequency of a photon released by the recombination of a barely free electron to energy level, $x$.

A2 Line emission

Since line emission in a photoionized gas relies (to the first order) on a previous RRC in order for a line-emitting cascade to occur, the luminosity emitted in line transitions is given by

$$L_{lines} = n_e^2 V \sum_i f_i \sum_t \alpha_{RRC,t} \left( \sum_i P_{i,t} h_{\nu,i} \right) .$$  \hspace{1cm} (A2)

where $n_e$ is the electron density of the material, $f_i$ is the fraction of the gas in the specific ion species, $i$, and $\alpha_{RRC,t}$ is the RRC coefficient for ion species, $i$. $P_{i,t}$ is the probability of a particular set of atomic energy level transitions, $t$, occurring for the specific ion species, $i$, and $h_{\nu,i}$ is the total energy of the photons released by that particular set of atomic level transitions. Here, $\alpha_{RRC,t}$ is given by

$$\alpha_{RRC,t} = \sum_x \alpha_{RRC,t,x} .$$  \hspace{1cm} (A3)

We note that the $n_e^2$ dependence of this component is forced on it by the requirement that a two-body (electron–ion) recombination event occurs prior to the line emission.
A3 Free–free emission

The luminosity emitted by free–free integrations is given by

\[
L_{ff} = n_e^2 V \sum_i f_i \alpha_{ff,i} \left( \int h\nu_i d\nu_i \right),
\]

where \( n_e \) is the electron density of the material and \( f_i \) is the fraction of the gas in the specific ion species, \( i \). \( \alpha_{ff,i} \) is the free–free coefficient for ion species \( i \) and the integral is the total energy released by the free–free integrations of ion, \( i \), with the total distribution of free electrons.

APPENDIX B: PHOTON LOSS THROUGH THE SURFACES OF A THICK WIND

Consider a simple ‘toy’ model of an accretion disc wind as uniform outflowing gas in a conic section torus with an opening angle, \( \phi \), and a well-defined upper, lower and outer boundary. Photons entering the material are reprocessed through absorption, re-emission and scattering and, to the first order, reprocessed photons are distributed isotropically with each interaction. Photons produced by interactions near the upper/lower surface of the wind are capable of escaping from the wind through these surfaces, significantly changing the amount of energy available for following interactions in the remaining material (King & Pounds 2003).

If the wind is radially thin, this effect is negligible, given the small surface area available for photons to be lost through, and so a thin shell (no upper/lower surfaces) is a reasonable approximation of a thin wind. This is the case presented in the model here. This is not the case for a thick wind which, with its considerably larger surface area, will not be well approximated by a thick shell of gas. A thick wind can be crudely approximated with XSTAR by allowing the local covering fraction to be, \( cfrac < 1 \). This allows photons to escape within each calculational sublayer in the material; however, this condition then applies throughout the shell of material, not just to the surface layers.
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