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Abstract—Video compression is indispensable to most video analysis systems. Despite saving the transportation bandwidth, it also deteriorates downstream video understanding tasks, especially at low-bitrate settings. To systematically investigate this problem, we first thoroughly review the previous methods, revealing that three principles, i.e., task-decoupled, label-free, and data-emerged semantic prior, are critical to a machine-friendly coding framework but are not fully satisfied so far. In this paper, we propose a traditional-neutral mixed coding framework that simultaneously fulfills all these principles, by taking advantage of both traditional codecs and neural networks (NNs). On one hand, the traditional codecs can efficiently encode the pixel signal of videos but may distort the semantic information. On the other hand, highly non-linear NNs are proficient in condensing video semantics into a compact representation. The framework is optimized by ensuring that a transportation-efficient semantic representation of the video is preserved w.r.t. the coding procedure, which is spontaneously learned from unlabeled data in a self-supervised manner. The videos collaboratively decoded from two streams (codec and NN) are of rich semantics, as well as visually photo-realistic, empirically boosting several mainstream downstream video analysis task performances without any post-adaptation procedure. Furthermore, by introducing the attention mechanism and adaptive modeling scheme, the video semantic modeling ability of our approach is further enhanced. Finally, we build a low-bitrate video understanding benchmark with three downstream tasks on eight datasets, demonstrating the notable superiority of our approach. All codes, data, and models will be available at https://github.com/tianyuan168326/VCS-Pytorch.

Index Terms—Video compression, action recognition, multiple object tracking, video object segmentation, contrastive learning.

1 INTRODUCTION

Video understanding has gained increasing attention in the computer vision community over the past few years. With continuous efforts, impressive results [1] [2] [3] [4] [5] [6] have been achieved on benchmark datasets. Nevertheless, few works [7] [8] [9] have systematically investigated how these models perform on compressed videos, especially at low bitrate settings, which are common in real-world video analysis systems to save transmission bandwidth or fit weak network connections.

As shown in Fig. 1, the well-trained video understanding models are degraded severely by the high video compression ratio. For example, the recognition accuracy of the SlowFast model [5] on Kinetics dataset [10] is dramatically decreased by 27% at 0.02bpp, even when the advanced VVC codec [11] is adopted. Despite the unsatisfactory results when faced with semantics-related tasks, probably due to the design goal of preserving low-level pixel signals, the traditional codecs have been widely deployed in the industry and enjoy hardware-efficient implementations. On the other hand, neural networks (NNs) are well known to be proficient in extracting semantic information as a compact representation. Therefore, a natural question is whether we can take advantage of both traditional codecs and NN-based ones to build a unified video coding framework, that preserves general semantic contents required by machine intelligent tasks during the compression.

To investigate this question, we first review the previous works on Video Coding for Machine (VCM), as shown in Tab. 1. Early works [12] [13] [14] additionally transport the local descriptors such as SIFT [15] and SURF [16] to better serve the image indexing/retrieval tasks. Meanwhile, these also emerge the MPEG standards (CDVS/CDVA) [17] [18] [19] for visual searching and analysis. The transported information in above methods is specified for the target downstream task. There are also some methods [20] [21] [22] [23] [24] [25] [26] focus on improving the rate-distortion optimization (RDO) target of the traditional codec to better support machine intelligence tasks, namely, the task-guided RDO scheme. But, they rely on heuristically [20] [21] [25] or empirically [23] [26] designed task-specific distortion...
Due to the inner designs are coupled with the specific tasks, the maps of the AI models, instead of the images, are compressed and metrics. Besides, many other studies are conducted towards feature models, which brings difficulty to shifting between different mod-
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learnable codecs to encode the input image and exploit the cross-
schemes of different video tasks are heterogeneous [32].

Furthermore, scalable coding-based methods [33] [34] [35] [36] [37] recently gained much attention, which mostly leverage learnable codecs to encode the input image and exploit the cross-
task dependencies in the feature space. Nevertheless, the architec-
ture of their encoding networks is partially shared with the task models, which brings difficulty to shifting between different models. So, they still cannot completely fulfill the requirement task-decoupled. More seriously, the annotation of the data labels used to train these methods is laborious. Therefore, label-free learning scheme, i.e., self-supervised learning from unlabeled video data, is also required for a fast-to-deploy coding system. Besides, task-decoupled principle is more important for video applications, since the modeling schemes of different video tasks are heterogeneous [32].

We propose VCS, Video Coding for Semantics framework, which introduces a neural stream with data-emerged semantic prior beyond the traditional codecs, enjoying their advantages. VCS can be readily deployed for various downstream video analysis tasks without any task/data-specific adaptation procedure.

Furthermore, an attention-based cross-bitstream feature fusion scheme is introduced to reduce the redundancy between the video (from the traditional codec) and the semantic (from the neural codec) streams. Additionally, the input-adaptive feature learning scheme is incorporated to enable extracting more accurate semantic information. All these designs substantially improve the compression efficiency of our framework.

To summarize, our main contributions are:
1. We propose VCS, Video Coding for Semantics framework, which introduces a neural stream with data-emerged semantic prior beyond the traditional codecs, enjoying their advantages. VCS can be readily deployed for various downstream video analysis tasks without any task/data-specific adaptation procedure.
2. VCS is optimized in a self-supervised manner with a bottleneck-based contrastive learning objective, which facilitates preserving the video semantics and encourages discarding trivial semantic-less information.
3. Network architecture of VCS is sophisticatedly designed with adaptive and dynamic schemes, aiming to enhance its semantic modeling capability.
4. Our approach demonstrates strong performances on a wide range of tasks/datasets. To facilitate future research, we build a systematical coding benchmark for three popular video tasks on eight large-scale datasets by re-implementing and evaluating three traditional codecs, two learnable codecs, and four VCM methods.

This paper is organized as follows. In the second section, we conduct a comprehensive review of the previously related works. In the third section, we present the proposed framework. The experimental results are provided in the fourth and fifth sections, and the conclusions are drawn in the sixth section.

2 Related Works

Video Coding for Machine (VCM). Previous video codecs, including traditional ones [49] [50] [11], the neural-enhanced traditional methods [51] [52], and recent emerging learnable ones [53] [54] are designed to achieve better pixel-wise signal quality metrics, e.g., PSNR and MS-SSIM [55], which mainly serve the human visual experience. The discrepancy between these metrics and the downstream tasks causes the codecs above

| Scheme | Method | Domain | Task decoupled | Label free | Semantic prior |
|--------|--------|--------|----------------|------------|----------------|
| Traditional descriptor | [12] [13] [14] | Image | ✗ | ✓ | Hand-crafted |
| Task-guided RDO | [17] [18] [19] | Video | ✗ | ✓ | Hand-crafted |
| Feature compression | [2] [58] [29] | Image | ✗ | ✓ | Hand-crafted |
| Scalable coding | [30] [31] [35] | Video | ✗ | ✓ | Model-driven |
| Learnable codec | [36] [45] | Video | ✗ | ✓ | Hand-crafted |
| Task-friendly loss | [38] [39] | Image | ✗ | ✓ | Model-driven |
| Ours | Video | ✓ | ✓ | Data-emerged |

TABLE 1: Comparison of recent VCM methods.
to be not optimal for machine intelligence, especially at low bitrate levels. Therefore, recent works on VCM [17] [45] [44] have emerged to build an efficient joint compression and machine analytics framework.

Early standards such as CDVA [19] and CDVS [18] [17] propose to analyze the image keypoints (e.g., SIFT and SURF) in the edge device and transport this information to the server side, supporting image indexing or retrieval tasks. Later works are devoted to compressing the intermediate feature maps by using hand-crafted compression tools such as HEVC [27] [28] [29] or the learnable entropy model [30] [31]. Considering the videos are usually transported as well, some works [12] [13] [14] explore the correlation between the feature stream and the video stream to improve the compression efficiency of the whole system. Besides explicitly encoding the features, some other works [20] [21] [22] [23] [24] [25] [26] [56] propose to improve the bit-allocation strategy of traditional codecs by using downstream task-guided rate-distortion optimization (RDO) strategy. For example, Choi et al. [22] proposes to estimate the object importance map from the features of the YOLO9000 network, achieving a better bit-allocation strategy for the object detection task. There are also some methods [38] [39] [42] optimizing the learnable codecs by directly incorporating the downstream task during the training procedure. However, they are usually designed for one task at one time. More recently, a amount of works [40] [33] [34] [35] [36] [24] [57] [45] [44] [34] [43] are built on the scalable coding paradigm, aiming to support multiple AI tasks. As one of the representative works, Hu et al. [40] proposes to separately transport the edge structure (base layer) and some sampled reference pixels (enhanced layer) of the face image. Liu et al. [34] present scalable image compression that supports coarse-to-fine classification tasks, where input reconstruction is adopted as the enhancement task. Choi et al. [43] proposes a unified image coding framework for both humans and machines, which takes advantage of latent-space scalability and achieves obviously superior compression efficiency to previous methods. Nevertheless, most of them rely on supervised learning, where the data label annotation is laborious. There are also very few works that extend the traditional codec to better support downstream tasks by introducing a feature encoding stream. For example, [48] uses a task-specific feature extractor (e.g., backbone of a face recognition network) to calculate the features of the original video and the compressed video, and then transports the residual part as the feature stream. This hand-crafted feature residual strategy may be unable to achieve the optimal rate-performance trade-off.

Recently, some methods also exploit vectorized edges [40] and semantics segmentation maps [41] as the highly condensed intermediaries for video semantics, which is intuitively derived from the human prior that these representations are usually recognizable and sparse (easy to be compressed). The hand-crafted designs still hinder the system from achieving optimal compression efficiency. Very recently, Feng et al. [31] propose to constrain the intermediate-layer features to be semantics-complete with the self-supervised learning scheme. But, the downstream task models are still required to be fine-tuned on labeled image data for adapting to the above-learned features.

Therefore, a task-decoupled framework for VCM that does not rely on task-specific labels or human-intuitive semantic priors is still left blank. Besides, the above methods are mainly evaluated on image tasks, but their effectiveness on video tasks, especially on recent large-scale video datasets, remains unknown.

**Video analysis in the compressed domain.** The early works [58] [59] [60] [61] [62] mainly exploit the MV field to perform global motion estimation and moving object segmentation. [63] extracts meaningful foreground spatio-temporal objects from the MPEG-2 compressed stream, assembling the object descriptors to a vocabulary for video indexing and retrieval. [64] presents a compressed-domain object tracking method that uses MVs and block coding mode information to perform fast tracking. In [65], an efficient video object tracking framework is proposed, where a heavy CNN is utilized for object detection on keyframes, and a lightweight CNN is applied to the MV and residual information of non-key frames for propagating the detected objects by heavy CNN. Besides, there are some works [66] [67] [68] exploiting the MV and residual information to perform video object detection and generic event boundary detection tasks. As for high-level action recognition task, the pioneering work [69] uses the MV field to replace the computationally expensive optical flow modality in two-stream networks [70]. Later works further improve this work by exploiting the residual frames [71] or refined MV [72].

These methods focus on proposing better or more efficient video understanding models in the moderately compressed domain, whereas our work aims to propose a semantic coding framework, in which the decoded video at low bitrate levels enables superior downstream analysis performance.

**Deep Video understanding.** *Action recognition* is the most basic task for video semantics understanding. Early, two-stream CNNs [73] [70] leverage the optical flow input as the motion representation. Later, the works mainly model the temporal cues in feature space for efficiency. For example, TSN [74] adopts a simple averaging function to aggregate features of each frame. The subsequent works (TRN [75], TSM [76], TEA [77], TDN [78], EAN [79]) improves TSN by introducing more sophisticated temporal modeling modules. To simultaneously learn the temporal evolution along with the spatial information, 3D networks [3] [80] [10] [5] [81] as well as their computationally-efficient variants such as X3D networks [82] are continuously proposed. Very recently, Gedas et al. [83] proposed the pure-Transformer architecture TimeSformer for video understanding, which involves self-attention designs over space-time dimensions. Please refer to [84] for the review of other recent methods. We adopt TSN, TSM, SlowFast, and TimeSformer as the downstream models, which range from 2D CNN to Transformer. *Multiple object tracking (MOT)* includes two subtasks, i.e., object detection and object association, which are fundamental techniques of various video analysis applications. We adopt the state-of-the-art ByteTrack [85] as the baseline method. *Video object segmentation (VOS)* predicts the pixel-level labels for the objects in videos, which is used to validate our method can also preserve the fine-grained semantic information of the videos. We adopt the state-of-the-art XMem [86] as the baseline method. We also mention that, in addition to the above video understanding tasks, there are also many famous computer vision tasks, such as object detection [87] [88], adversarial machine learning [89] [90], image/video quality assessment [91] [92] [93] [94], image enhancement [95], medical image analysis [96] [97] [98], etc. These tasks are also worth re-evaluating in low-bitrate settings.

### 3 Approach

We propose the Video Coding for Semantics framework VCS, as shown in Fig. 2, which exploits the superior content-coding...
capabilities of traditional codecs and the remarkable semantic coding capabilities of neural networks. The goal of VCS is to ensure that the ultimate decoded video preserves semantics and can be directly consumed by various video understanding models. We first give a brief introduction to the framework.

**Video stream.** The original video $X$ is first compressed to a lossy video $\hat{X}$ by a traditional video codec such as H.265.

**Semantic stream.** A semantic stream $S$ is introduced to efficiently transport the semantic part of $X$, which is produced by a learnable NN-based encoder Sem-Enc. The encoding procedure is conditioned on the video stream to reduce the overall bit cost. Moreover, adaptive and dynamic modeling schemes are introduced for extracting accurate semantic representation.

**Recipient side.** After the video and semantic streams are received, a latent fusion network (LFN) is employed to fuse the information of two streams in a deep latent space and produce the decoded video $\hat{X} := \text{LFN}(\hat{X}, S)$, which will be consumed by machine models. The decoded result $\hat{X}$ comprises RGB video frames that adhere to the natural image prior, rather than free-form features, forming a task-decoupled input applicable to a wide range of video tasks and models. This task-decoupled philosophy also reduces the effort required in designing task-specific adapters between the coding procedure and downstream model.

### 3.1 Semantic Stream Encoder (Sem-Enc)

The goal of Sem-Enc is to extract semantics from the input video and encode it into a compact bitstream. Specifically, we first adaptively extract the semantic feature from each single frame by conditioning the video stream, and then utilize temporal fusion operations to aggregate these frame-level features into a video-level feature, which are then encoded into the semantic stream. As shown in Fig. 3 (a), the network architecture follows a dual-pathway scheme, i.e., a feature encoding pathway, and a difference encoding pathway. Both two pathways include four stages. After each stage, the 

$$x_{t+1}, d_{t+1} = \text{DGFM}(\text{Down}(x_t), \text{Down}(d_t)),$$

where $i$ indicates the frame index, $l \in [0,3]$ denotes the stage index, and $\text{Down}$ represents the three-layer CNNs with spatially downsampling ratio two. The difference pathway is four times lightweight than the feature pathway in terms of the channel number of convolutions, due to the sparsity of difference signal. The parameters of the two pathways are not shared.

**Temporal fusion.** The ultimate-stage features $x_4$ (of all frames) are further processed by a lightweight 3D CNN to remove the inter-frame redundancy, producing the video-level semantic feature $S \in \mathbb{R}^{T \times 256 \times H \times W}$, where $T$ and $H \times W$ are the temporal length and the spatial scale of the input video. The 3D CNN consists of two stacking 3D group convolutions with spatial-
temporal kernel size five. We use causal convolution [99] for the temporal axis, so that information from future frames does not leak into the processing of the current frame, which is necessary for uni-directional compression modes such as low-delay mode with P frames (LDP). The temporally causal convolution-based aggregation network operates as an auto-regressive model, so that the semantic feature \( S^i = S[i] \) of the \( i \)-th frame is aggregated from the information of all preceding frames.

**Entropy coding.** First, a fully factorized parametric density model [100] is adopted to fit the real distribution of \( S \). Then, adaptive arithmetic coding algorithm [101] is applied to encode \( S \) into the semantic stream.

**Difference-guided fusion module (DGFM).** As shown in Fig. 3 (b), DGFM inter-fuses the features from the two pathways of Sem-Enc by leveraging the attention mechanism. Additionally, we incorporate the region-adaptive dynamic convolution to extract the region-specific semantic representation with high flexibility. DGFM consists of three sub-modules:

1. **Feature enhancement.** Given the feature frame \( x'_i \) with channel number \( C \) and the difference feature \( d'_i \), we adopt two sequential convolutions denoted as \( \text{Conv} \) to produce the attention map \( M \), which reflects the poor-quality compressed regions and selectively enhances \( x'_i \) by the element-wise multiplication operation, producing the enhanced feature \( ˜x_i \). Since we mainly emphasize spatial quality statistics rather than inter-channel dependencies, \( \text{Conv} \) is instantiated as a group-wise convolution of group number eight to achieve a balanced trade-off between spatial modeling capability and computational cost.

Besides, the difference feature is also modulated by the enhanced frame feature, \( d_{i+1} = d'_i + \text{Conv}1(˜x_i) \), aiming to provide more precise guidance information for the next stage. \( \text{Conv}1 \) is a two-layer convolution network with ReLU non-linearity, aligning the channel number of the features between the two pathways. The kernel size of the convolution operators in \( \text{Conv}1 \) is set to one for simplicity, and we empirically find that using larger kernel size does not improve the performance.

2. **Adaptive kernel table generation.** Then, we leverage the global statistics of \( ˜x_i \) to estimate an adaptive kernel table \( \text{AdaKT} \in \mathbb{R}^{N \cdot C \times 5 \times 5} \), which can be viewed as \( N \) depth-wise convolutions with kernel size five and channel number \( C \). \( N \) is set to 10 for achieving a good trade-off between the modeling capability and the computational consumption. Compared to the plain static CNN architectures, the kernels within \( \text{AdaKT} \) are specified for the current frame \( X^i \), thus of better representative capability. The global statistics are computed by an average pooling operation followed by a two-layer multi-layer perceptron (MLP) [102].

3. **Region-adaptive feature extraction.** The kernels in \( \text{AdaKT} \) are further allocated to the appropriated regions by considering the local contexts, which upgrades the instance-level adaptiveness to region-level adaptiveness. For simplicity, we adopt a convolution \( \text{Conv}2 \) with kernel size three to dynamically generate a region-adaptive kernel index map \( \text{AdaKM} \in \mathbb{R}^{W \times H} \), which is then inflated into a spatial-adaptive kernel \( \text{AdaK} \in \mathbb{R}^{C \times W \times H \times 5 \times 5} \) by replacing each index with the kernel from \( \text{AdaKT} \) using look-up-table (LUT) operation. Given \( \text{AdaK} \) and \( ˜x_i \), the frame feature \( x_{i+1} \) is extracted by the depth-wise pixel-adaptive convolution operation [103], and then fed to the next stage. The LUT operation can be approximated by a differential soft-argmax during training.

**3.2 Latent Fusion Network (LFN)**

We adopt a UNet-style [104] neural network to fuse the raw decoded video \( \hat{X}^i \) (from the video stream) and the semantic feature \( S \) (from the semantic stream) in the latent space.

**Architecture.** As shown in Fig. 4, a pixel unshuffle operator [105] first losslessly downscales the input video frame \( X^i \) by a factor of four. Then, an encoder CNN is leveraged to further downscale the spatial resolution of the feature by a factor of four. The transformed features are then processed by a temporal modeling-enhanced dense block (TDense), producing the latent feature \( f_i \). In this deep latent space (with \( \frac{1}{16} \) smaller spatial resolution than the original input image), we exploit the received feature \( S \) to compensate the video semantics. Typically, we adopt the affine transformation to fuse the information in \( S \) and \( f_i \), producing \( \hat{f}^i = f^i \odot \alpha^i + \beta^i \), where \( \alpha^i \) and \( \beta^i \) are the first and second half parts of the tensor transformed from the frame-wise semantic information \( S^i \) by a TDense block, \( \alpha^i \odot \beta^i = \text{TDense}(S^i) \) and \( S^i = S[i] \). Then, \( \hat{f}^i \) is decoded into the video frame \( \hat{X}^i \) by eight TDense blocks, which are followed by a lightweight decoder network and the pixel shuffle operation [106].

**Down-up pathway fusion (F).** Instead of utilizing the simple channel-wise concatenation operation for fusing the features of down and up pathways, we introduce the attention mechanism to adaptively preserve the information beneficial to downstream tasks. The motivation is that the original features may contain compression artifacts, and should be masked by an attention map. The attention maps are produced by a lightweight CNN \( \text{Conv} \), which is a convolution of group size eight and kernel size three followed by a pointwise convolution [107].

**TDense block.** The TDense block is modified from the vanilla Dense2D block [108] [109] by replacing the last spatial convolution layer with the multi-scale temporal convolutions, in which the first and the second half number channels are fed into the temporal causal convolutions [99] of kernel sizes three and five, respectively. As TDense blocks need to access the features of previous frames for temporally causal modeling, we incorporate a feature buffer memory within each block to store historical information.

**3.3 Optimization of Framework**

The overall learning target of the proposed framework is to enforce the ultimately fused video \( \hat{X} \) of both rich semantics and good
visual quality, while minimizing the bitrate of the semantic stream, which can be formulated as follows,

\[ L = \alpha L_{sem} + L_{lpips} + L_{GAN} + R(S), \]

where \( L_{sem} \) denotes the proposed bottleneck-based semantic consistency loss, which will be elaborated in the next, \( \alpha \) is the balancing weight. Following VQGAN [110], we introduce the combined \( L_{lpips} + L_{GAN} \) item to keep good video visual quality at high compression rate, where \( L_{lpips} \) denotes the learned image perceptual loss [111], and \( L_{GAN} \) denotes the GAN loss. \( R(S) \) represents the estimated bitcost of the semantic stream. In our loss function, neither task-specific designs nor video labels are involved, ensuring the optimization procedure of our framework is task-decoupled and label-free.

**Bitcost estimation.** The semantic feature \( S \) will be quantized and transformed into the bitstream for transmission by performing entropy coding. The bitcost of the semantic stream is estimated as \( R(S) = -\log_2 p([S]) \), where \( p \) is the fully factorized probability model proposed in [112], and \( \cdot \) denotes the rounding function. During the training procedure, we approximate the rounding operation by adding the uniform noise to \( S \), which follows [100].

**Details of GAN.** The discriminator network architecture is same as that of PatchGAN [113]. LSGAN loss [114] is adopted as the training loss for its better stability than vanilla GAN [115].

### 3.4 BottleNeck-based Semantic Consistency Loss

We employ the contrastive learning objective [46] [116] to regularize the semantics of the decoded \( \hat{X} \), which has been widely verified to be effective in previous unsupervised semantic learning methods. During the learning procedure, the feature of \( \hat{X} \) is pulled close to the original video, and pushed far away from other videos in the semantic space, so that the most distinguishable and meaningful information is preserved in \( \hat{X} \). Moreover, we adopt a one-bit map as the intermediate bottleneck representation, which suppresses the leakage of low-level texture information into the feature, and focuses on encoding the high-level semantic information such as object shapes.

**Contrastive learning scheme.** The learning objective is to enforce the distance \( d \) between the decoded video \( \hat{X} \) and the original video \( X \) is much smaller than that between \( \hat{X} \) and any other video instance in the feature space, as shown in Fig 5. This objective can be formulated as follows,

\[ L_{sem} = \log \frac{\exp(d(F(\hat{X}), F(X))/\tau)}{\sum_{i=1}^{N} \exp(d(F(\hat{X}), F(X_i))/\tau)}, \]

\[ F = A \circ \text{BM-Net}, \]

\[ d(a, b) = \cos(\phi(a), \rho(b)), \]

where \( \phi \) and \( \rho \) denote two-layer MLPs with hidden number 512, \( \cos \) denotes the cosine similarity, and \( \tau \) is a temperature hyper-parameter adjusting the scale of cosine similarities. \( X^- \) denotes the set of videos randomly sampled from the training dataset, serving as the negative samples for contrastive learning. \( N \) denotes the negative sample number, which is enlarged to a large value such as 65536 by using the MoCo-style feature queue [46]. Different from previous contrastive learning methods that reduces the feature dimension in the last stage, \( e.g., \) the last averaging pooling layer in ResNet, our method leverage the BM-Net to eliminate the redundant information in the very early stage, and then perform feature extraction with the spatial-temporal (ST) aggregation network \( A \). Compared to the semantic information extracted by a pre-trained classification [42] or segmentation [41] network in previous works, our semantic representation extracted by the composite function \( F \) is purely emerged from unlabeled videos, jointly optimized with other components of the framework.

**Bottleneck representation with BM-Net.** We propose to use an information bottleneck map (BM) as an intermediate representation to enforce the discarding of hard-to-compress texture-related information. This not only saves the bit cost, but also suppresses the semantics-unrelated information being encoded, which may be noise to the downstream tasks.

Specifically, we adopt a shallow network BM-Net to condense the original 24-bit RGB video into a one-bit bottleneck map. The architecture of BM-Net follows an encoder-decoder scheme, where the encoder is implemented as two stacking residual blocks with a downsampling ratio of four, and the decoder part is symmetrical to that of the encoder. The tail of the BM-Net is a Sigmoid activation function, followed by a gumble-softmax [117] layer, so that the generated map is strictly 0/1 binarized.

**Spatial-Temporal (ST) aggregation network \( A \).** Given the bottleneck map \( M_i \) of the frame \( X_i \), we adopt a two-layer MLP to compress each \( 16 \times 16 \) patch of \( M_i \) as a 128-dimensional vector. These vectors form a feature map of size \( \mathbb{R}^{128 \times \frac{H}{16} \times \frac{W}{16}} \). Then, a frame-wise CNN containing two residual blocks followed by an average pooling operation produces the frame-level feature. Finally, the frame-level descriptors are aggregated into a video-level representation by a lightweight temporal convolution network.

### 4 Experiments

#### 4.1 Video Datasets

For the action recognition task, we evaluate it on 5 large-scale video datasets, UCF101 [118], HMDB51 [119], Kinetics [10], Something [120], and Diving48 [121]. For the multiple object tracking (MOT) task, we use the MOT17 [122] and SFU-HW-Tracks-v1 [123] datasets. For the video object segmentation (VOS) task, we use the DAVIS2017 [124] dataset.

Kinetics400. Kinetics400 [10] is a very large-scale human action recognition dataset, which contains about 23K videos of 400 human action classes. 60K high-resolution videos (720p or 1080p) of the training set is used for the training of the framework.
Note that we do not use any annotation of these videos. The validation set is adopted for the evaluation of our framework.

- **UCF101.** UCF101 [118] dataset contains 13,320 video clips that are divided into 101 action classes. The first split of the official testing protocol is adopted for evaluation.

- **HMDB51.** HMDB51 [119] dataset is a large collection of videos from various sources, which is composed of 6,766 video clips from 51 action categories. The first split of the official testing protocol is adopted for evaluation.

- **Something.** SomethingV1 dataset [120] contains about 110K videos covering 174 fine-grained action categories. This dataset is different from Kinetics/UCF101/HMDB51 in that it is motion-biased rather than scene-biased, which is suitable for evaluating the motion fidelity of the videos from our framework. The validation set is adopted for evaluation.

- **Diving48.** Diving48 [121] is with more than 18K video clips for 48 unambiguous diving classes. The videos in this dataset are discriminated by the long-term temporal dynamics. The validation set is adopted for evaluation.

- **MOT17.** MOT17 contains video sequences in unconstrained environments filmed with both static and moving cameras. There are 42 sequences (21 training, 21 test) with 33,705 frames. We adopt the first half of each video in the training set of MOT17 for training the MOT tracker and the last half for validation.

- **SFU-HW-Tracks-v1.** SFU-HW-Tracks-v1 [123] is an object tracking dataset extended from SFU-HW-Objects-v1 dataset [125]. The raw frames available in this dataset allow more rigorous comparison of different video coding methods on MOT.

- **DAVIS2017.** The validation split of DAVIS 2017 [124] consists of 30 videos with 59 objects, and the training split contains 60 videos with 138 objects. The validation set is adopted for the evaluation of our framework on VOS task.

- **HEVC Test Sequences.** We also evaluate the video coding performance of our framework on HEVC Test Sequences [50], using the traditional visual quality metrics, i.e., Peak Signal-to-Noise Ratio (PSNR) and MS-SSIM [55]. We adopt the videos in HEVC Class B, C, D and E with diverse resolutions from 416 × 224 to 1920 × 1080.

**Dataset processing.** During the training procedure, we downsample the shortest side of the 60K training videos from Kinetics dataset to 256px for removing compression artifacts introduced by prior codecs on YouTube, which follows [126]. For the evaluations of videos of action recognition datasets, we also pre-downsample the shortest side of them to 256px and crop the video to the size 224 × 224 before the coding procedure. For the evaluation on MOT task, we adopt the original MOT17 dataset of resolution 1920 × 1080 because many tracking methods require high-resolution inputs. Since the videos in MOT17 are already compressed and may have slight impact on the evaluation, we also evaluate the MOT task on the SFU-HW-Tracks dataset, which contains uncompressed raw videos. For VOS task, we download the high-resolution version of DAVIS2017, which contains videos from 720p to 1080p, and then downsample them to 480p (854 × 480), which is the input resolution of most VOS methods.

### 4.2 Downstream Task Models

For the action recognition task, we adopt the following popular models as our baselines, i.e., TSM [76], TSN [74], SlowFast [5], and TimeSformer [83], including 2D CNN, 3D CNN and the recent Transformer architectures. Both the pre-trained models and the sampling strategies are adopted from the MMAction2 framework [127], except that we always use the simple-clip&center-crop setting during evaluation. The reason is that the “multiscale evaluation+online compression” scheme costs in-affordable evaluation time. For the MOT task, we adopt BYTETrack [85], of which the pre-trained model is provided by the MTTracking framework [128]. For the VOS task, we adopt XMem [86], of which the pre-trained model is officially released by the authors.

### 4.3 Evaluation Metrics

We use bpp (bit per pixel) to measure the average number of bits used for one pixel in each frame. For the action recognition task, we adopt the Top1 accuracy as the performance indicator. For the MOT task, the metrics are more complicated, since the task should be evaluated from multiple aspects. MOTA (multiple object tracking accuracy) [129] combines three metrics including FP, FN, and IDs, which respectively mean the higher/lower the better. For the VOS task, the standard metrics Jaccard index J, contour accuracy F and the average of J and F are adopted. We also report the contour recall J-Rec. We use Bjøntegaard Delta (BD) [131] algorithm to calculate the averagely improved performance or the saved bit cost percentage for all tasks.

### 4.4 Implementation Details

The Constant Rate Factor (CRF) of the video codec is randomly selected from \{51,47,43,39,35\}. The encoder is set to low-delay mode with P frames (LDP). \( \alpha \) and \( \lambda \) are set to 0.1 and 1, respectively. For the contrastive learning loss item, the temperature \( \tau \) is set to 0.2, the momentum update from one encoder to another is set to 0.999 and the negative feature queue size is set to 65536. We use the Adam optimizer [132] by setting the learning rate as 0.0001, \( \beta_1 \) as 0.9 and \( \beta_2 \) as 0.999, respectively. The resolution of training videos is 256 × 256 and the video clip length is 16. The trained model can be applied to videos of any spatial resolution and temporal length, due to its fully convolutional characteristic. The training iteration number is 500k. When using PSNR and MS-SSIM for performance evaluation, we further fine-tune the model by 100k iterations with the rate-distortion loss, which is widely adopted by the recent learnable codecs [54] [133] [134]. The mini-batch size is 24. The whole system is implemented with Pytorch [135] and takes about five days to train the model using eight Nvidia 2080Ti GPUs. Since video standard reference software (such as VTM [136]) is extremely slow, taking approximately 1000 seconds (for VTM) to encode a single 1080p frame, using them to encode large-scale video understanding datasets is quite time-consuming. Therefore, we employ the fast VVC implementation, VVenC 1.5.0 [137], as the traditional codec layer within our framework for AI task evaluation. When our framework is evaluated using the PSNR and MS-SSIM metrics on the HEVC Class B/C/D/E datasets, which comprise about twenty videos, we utilize the video coding standard reference software, namely VTM 20.0 [136] (for VVC) and HM 16.25 [138] (for H.265), as the traditional codec layer to compare with the performance of recent state-of-the-art learnable codecs.
The details of these methods are provided below. Therefore, we primarily assess trained models to the significant time consumption of the dataset/task/backbone-specific training procedures. Since our benchmark encompasses eight large-scale video datasets, three video analysis tasks, and several network backbones, evaluating supervised video coding for machine (VCM) methods [43] for this benchmark is quite challenging due to the significant time consumption of the dataset/task/backbone-specific training procedures. Therefore, we primarily assess traditional codecs, including H.264, H.265, and VVC, as well as learnable codecs such as FVC [54] and PLVC [139], along with video-adapted unsupervised VCM methods, namely feature compression (Feat Comp) [29], region-of-interest-based video compression (ROI Comp) [25], Duan et al. [45], and JPD-SE [41]. The details of these methods are provided below.

**H.264** [140]/**H.265** [50]. We utilize the FFmpeg software [141] along with the x264 [142]/x265 [143] library, where the preset is set to veryfast, the tune is zerolatency, and GOP is configured to 10, following the approach in [53] [54]. The CRF value is chosen from the set {47, veryfast, the tune is zerolatency, and GOP is configured to 10, following the approach in [53] [54]. The CRF value is chosen from the set {47, 49, 51, 53} to maintain a compressed video bitrate below 0.1b./p.

**VVC** [11]. We utilize the VVenC 1.5.0 software [137] due to its rapid coding speed. We use the low-delay P frame mode (LDP) with the same GOP size and CRF value as H.264/H.265 to ensure a fair comparison. The settings for the VVC codec in our benchmark encompass eight large-scale video datasets, three video analysis tasks, and several network backbones, evaluating supervised video coding for machine (VCM) methods [43] [44] for this benchmark is quite challenging due to the significant time consumption of the dataset/task/backbone-specific training procedures. Therefore, we primarily assess traditional codecs, including H.264, H.265, and VVC, as well as learnable codecs such as FVC [54] and PLVC [139], along with video-adapted unsupervised VCM methods, namely feature compression (Feat Comp) [29], region-of-interest-based video compression (ROI Comp) [25], Duan et al. [45], and JPD-SE [41]. The details of these methods are provided below.

**4.5 Benchmark Video Coding Methods**

Since our benchmark encompasses eight large-scale video datasets, three video analysis tasks, and several network backbones, evaluating supervised video coding for machine (VCM) methods [43] [44] for this benchmark is quite challenging due to the significant time consumption of the dataset/task/backbone-specific training procedures. Therefore, we primarily assess traditional codecs, including H.264, H.265, and VVC, as well as learnable codecs such as FVC [54] and PLVC [139], along with video-adapted unsupervised VCM methods, namely feature compression (Feat Comp) [29], region-of-interest-based video compression (ROI Comp) [25], Duan et al. [45], and JPD-SE [41]. The details of these methods are provided below.

**H.264** [140]/**H.265** [50]. We utilize the FFmpeg software [141] along with the x264 [142]/x265 [143] library, where the preset is set to veryfast, the tune is zerolatency, and GOP is configured to 10, following the approach in [53] [54]. The CRF value is chosen from the set {47, 49, 51, 53} to maintain a compressed video bitrate below 0.1b/.

**VVC** [11]. We utilize the VVenC 1.5.0 software [137] due to its rapid coding speed. We use the low-delay P frame mode (LDP) with the same GOP size and CRF value as H.264/H.265 to ensure a fair comparison. The settings for the VVC codec in our benchmark encompass eight large-scale video datasets, three video analysis tasks, and several network backbones, evaluating supervised video coding for machine (VCM) methods [43] [44] for this benchmark is quite challenging due to the significant time consumption of the dataset/task/backbone-specific training procedures. Therefore, we primarily assess traditional codecs, including H.264, H.265, and VVC, as well as learnable codecs such as FVC [54] and PLVC [139], along with video-adapted unsupervised VCM methods, namely feature compression (Feat Comp) [29], region-of-interest-based video compression (ROI Comp) [25], Duan et al. [45], and JPD-SE [41]. The details of these methods are provided below.

**FVC** [54]. This is an exemplar deep video compression method that performs motion compensation and residual coding in the feature space. We train the low-bitrate FVC models using the officially released training codes [144].

**PLVC** [139]. This learnable deep video compression method is focused on perceptual quality. It is a GAN-based approach that...
emphasizes object structure and video temporal smoothness. We train the low-bitrate PLVC models using the officially released training codes [145].

- **Feat Comp** [29]. This is a feature-based compression baseline method adapted from Chen et al. [29]. We encode the video features extracted by the task-specific backbone network and then utilize the VVC codec to compress these features. To ensure a fair comparison, we employ the same settings for the VVC codec as in the VVC baseline. The feature layers for compression are meticulously tuned for various backbone network architectures to achieve optimal performance.

- **ROI Comp** [25]. This is a region-of-interest (ROI)-based video coding baseline method adapted from Cai et al. [25]. We employ an object detection model [146] to predict object regions and guide the VVC codec to allocate more bits to these regions. The settings for the VVC codec are also the same as in the VVC baseline for a fair comparison.

- **Duan et al.** [45]. This method, introduced by Duan et al., enhances video compression through keypoints. It utilizes sparse motion patterns [147] to model motion between consecutive frames and employs a traditional HEVC codec to encode residual details. In our re-implementation, we substitute the HEVC codec with the more advanced VVC codec, for a fair comparison with our approach.

- **JPD-SE** [41]. This method, known as Joint Pixel-Domain Semantic Enhancement, enhances Image Coding for Machine (ICM) using segmentation maps. It involves extracting the segmentation map of the image on the encoder side, transmitting the map after compressing it with hand-crafted methods, and leveraging the map to enhance image structure on the decoder side. In our re-implementation, we adapt this method to the video domain by introducing temporal modeling. Specifically, we employ a small video compression model to compress the frame-wise segmentation maps, effectively eliminating inter-frame redundancies.

### 4.6 Results

**Action recognition.** As shown in Tab. 2, our framework substantially outperforms other benchmarks by a large margin. For example, our framework saves the bit cost of the advanced traditional VVC codec by over 50% (ΔBit%) in Tab. 2 on UCF101, HDMB51, and Kinetics400 datasets, when using the TSM network to perform recognition. The improvements with SlowFast and TimeSformer models are smaller than TSM, because 3D CNN and Transformer are more robust to compression artifacts than 2D CNNs, i.e., less performance degradation when inputting compressed videos by traditional codes. Taking the HMDB51 dataset compressed by VVC as an example, the Top1 accuracy of SlowFast, TimeSformer, and TSM is decreased by 13%, 32%, and 40% at 0.02bpp level, respectively. We further give detailed analysis to the performance of other coding methods.

As for learnable deep video compression methods, the performance of FVC is superior or comparable to the H.265 codec for most action model-dataset pair settings. For instance, at the 0.04bpp bitrate level, FVC achieves 52.15% and H.265 achieves 47.78% in terms of Top1 accuracy on the HMDB51-SlowFast setting. Furthermore, PLVC consistently outperforms FVC across all settings due to its additional constraint on the spatial-temporal structure of video, i.e., its discriminator is conditioned on the temporal and spatial features of the compressed video.

Regarding the unsupervised VCM methods, we observe that the feature coding method Feat Comp exhibits poor performance. Despite the advanced VVC codec used for compressing the features, its performance is notably worse than that of the older H.264 codec. For instance, at the 0.075bpp bitrate level, it only achieves a Top1 accuracy of 16.12% on the HMDB51-TimeSformer setting, while H.264 achieves 47.38%. The performance degradation phenomenon is also observed in the keypoint-based VCM method Duan et al., which might be attributed to the fact that the simple sparse motion modeling cannot effectively handle the complex motions present in action videos from diverse environments. Furthermore, the ROI coding paradigm (ROI Comp) consistently enhances the performance of the baseline VVC codec across most settings. For example, it results in performance improvements of 1.66%, 1.29%, and 0.38% on UCF101-TSM@0.04bpp, Kinetics400-SlowFast@0.03bpp, and HMDB51-TimeSformer@0.04bpp, respectively. This demonstrates that semantic priors such as object distribution can be advantageous for video analysis.

Furthermore, we notice that JPD-SE achieves comparable performance to ROI Comp on most settings. However, it demonstrates notably stronger performance on the Diving48 dataset, achieving a Top1 accuracy of 51.52% compared to 44.89% at the 0.05bpp bitrate level. This performance difference can be attributed to the segmentation map enhancement strategy employed by JPD-SE, which refines human body shapes. This enhancement is particularly effective for fine-grained diving sport actions in the Diving48 videos, where these actions are accurately discerned through dynamic changes in the human body. In summary, incorporating semantic priors like object location and shape into the video coding process effectively enhances action recognition performance. Nonetheless, these hand-crafted or supervised semantic priors yield only marginal improvements. Furthermore, they exhibit unstable performance across various target datasets. In contrast, our approach’s data-emerged semantic prior, learned from large-scale unlabeled videos through self-supervised learning, excels in terms of generalization. This results in our method consistently achieving remarkable performance across all datasets.

We also illustrate the rate-performance (RP) curves in Fig. 6, in which Top1 accuracy and bit per pixel (bpp) are adopted as the performance and bit cost metrics. The performance of our framework is consistently superior to all other benchmark datasets on different action recognition models and datasets.

Although our framework has achieved impressive performance by being optimized with task-agnostic self-supervised learning objective, we expect better results after jointly fine-tuning it with downstream models and video labels. As shown in Tab. 3, the recognition accuracy is further improved by 2.10% and 1.33% at the 0.02bpp level on UCF101 and HMDB51, respectively. Furthermore, to demonstrate that our method is orthogonal to the adopted traditional codec, we apply it to the two widely-used commercial codecs, H.264 and H.265. It is also worthwhile to mention that we directly deploy the VCS model trained for VVC codec to these two codecs without any codec-specific adaption procedure. We calculate the averagely improved recognition ac-

| Method       | Top1(%) on UCF101@0.02bpp | Top1(%) on HMDB51@0.02bpp |
|--------------|---------------------------|---------------------------|
| VCS          | 85.04                     | 63.62                     |
| VCS+Label    | 87.14(+2.10)              | 64.35(+1.33)              |

**TABLE 3:** Improving the VCS framework by fine-tuning it with the downstream task dataset labels. The action model is SlowFast.
Table 4: Effectiveness of VCS framework on H.264 and H.265 codecs in terms of action recognition task.

| Model     | Dataset         | VCS H.264 △Top1(%) | VCS H.265 △Top1(%) | VCS H.264 △Bit(%) | VCS H.265 △Bit(%) |
|-----------|-----------------|---------------------|---------------------|---------------------|---------------------|
| TSM       | UCF101          | 13.61               | 13.68               | -3.92              | -34.21             |
|           | HMDB51          | 20.08               | 20.15               | -5.40              | -31.67             |
|           | Kinetics400     | 21.15               | 21.45               | -4.60              | -40.76             |
|           | Something       | 6.34                | 6.42                | -0.64              | -15.62             |
|           | Diving48        | 6.02                | 6.14                | -0.12              | -22.35             |
| TSN       | UCF101          | 9.05                | 8.90                | -1.71              | -34.16             |
|           | HMDB51          | 11.85               | 11.73               | -0.12              | -20.09             |
| SlowFast  | UCF101          | 7.24                | 7.00                | -1.21              | -16.32             |
|           | HMDB51          | 4.72                | 4.75                | -0.13              | -8.61              |
|           | Kinetics400     | 8.52                | 8.73                | -2.19              | -15.78             |
| TimeSformer| HMBD51         | 2.13                | 2.00                | -1.23              | -36.59             |

Table 5: Performance comparison of different coding methods on MOT17. "Original" denotes the performance with original videos, which can be viewed as the upper bound on the low-bitrate settings.

| Method   | Performance@0.01bpp | Performance@0.02bpp |
|----------|---------------------|---------------------|
|          | △MOTA                  | △MOTP                | △IDF1                   | △FN                    |
| H.265    | 61.80                  | 19.88                | 64.32                  | 13737                |
|          | 71.90                  | 17.07                | 72.18                  | 11005                |
| H.265    | 67.87                  | 18.44                | 68.95                  | 13299                |
|          | 73.31                  | 17.09                | 73.09                  | 10042                |
| H.265    | 67.87                  | 18.44                | 68.95                  | 13299                |
|          | 73.31                  | 17.09                | 73.09                  | 10042                |
| H.265    | 67.87                  | 18.44                | 68.95                  | 13299                |
|          | 73.31                  | 17.09                | 73.09                  | 10042                |

Table 8: Effectiveness of VCS for H.264 and H.265 on VOS task.

| Method   | Performance@0.01bpp | Performance@0.02bpp |
|----------|---------------------|---------------------|
|          | △Performance(MOTA)  | △Performance(MOTP)  | △Performance(IDF1)  | △Performance(FN)  |
| VOS H.264| 4.02                | 3.95                | 5.08                  | 5.40                  |
|          | -36.51               | -31.03               | -41.64               | -45.27               |
| VOS H.265| 4.35                | 3.08                | 5.62                  | 2.91                  |
|          | -35.50              | -29.33               | -42.23               | -39.30               |

Multiple object tracking (MOT). Apart from evaluating the coding methods on the action recognition task, which is intricately linked to global semantic cues, we also assess these methods on a dense prediction task, namely MOT. This task entails not only object location detection but also entails capturing semantic connections among objects across different frames. As shown in Table 4, our framework also substantially improves H.264 and H.265 on all settings.

Then, we illustrate the RP curves on MOT task in the first row of Fig. 8, where our framework consistently outperforms all other video compression methods. In the top row of Fig. 7, we present the tracking results. Notably, our method successfully detects the fifth person, who is wearing clothing similar in color to the background, whereas VVC fails to do so. Finally, we report the qualitative gains of our framework when applying it to two widely-deployed industrial codecs (H.264/H.265). As shown in Table 6, our framework surpasses the popular H.264 codec by 3.05% in terms of MOTA, but also saves the bit cost by 22.75%.

We further employ the SFU-HW-Tracks dataset to validate if our framework is still effective on raw videos. As shown in the red curves of Fig. 9, our method also consistently improves the tracking results of the VVC codec on raw videos in this dataset. For example, the performance gain of our framework over the vanilla VVC is 4.9% at the 0.01bpp level in terms of MOTA. We further explore the impact of the pre-coding (preC) procedure, where the videos are already compressed for one time before our evaluation procedure. We set the CRF of the pre-coding codec to 32, i.e., the default value in VTM configuration file.

As shown in the green curves of Fig. 9, the relative improvements of our framework to the baseline VVC codec are consistent no matter the pre-coding procedure is introduced or not. We think the reason is that the medium CRF values (23 and 32 in default) in VTM configuration file perform consistently no matter the pre-coding procedure is introduced or not. Notably, our method successfully detects the fifth person, who is wearing clothing similar in color to the background, whereas VVC fails to do so. Finally, we report the quantitative gains of our framework to the baseline VVC codec are 26.06% at the 0.01bpp level in terms of MOTA, and 22.75% at the 0.02bpp level. We further employ the SFU-HW-Tracks dataset to validate if our framework is still effective on raw videos. As shown in the red curves of Fig. 9, our method also consistently improves the tracking results of the VVC codec on raw videos in this dataset. For example, the performance gain of our framework over the vanilla VVC is 4.9% at the 0.01bpp level in terms of MOTA. We further explore the impact of the pre-coding (preC) procedure, where the videos are already compressed for one time before our evaluation procedure. We set the CRF of the pre-coding codec to 32, i.e., the default value in VTM configuration file.

As shown in the green curves of Fig. 9, the relative improvements of our framework to the baseline VVC codec are consistent no matter the pre-coding procedure is introduced or not. We think the reason is that the medium CRF values (23 and 32 in default) in VTM configuration file perform consistently no matter the pre-coding procedure is introduced or not. Notably, our method successfully detects the fifth person, who is wearing clothing similar in color to the background, whereas VVC fails to do so. Finally, we report the quantitative gains of our framework to the baseline VVC codec are 26.06% at the 0.01bpp level in terms of MOTA, and 22.75% at the 0.02bpp level.
Fig. 7: Visualization of the MOT and VOS task results. The MOT17-09 and DAVIS2017-libby frames are illustrated.

Fig. 8: RP curves of different video coding methods on MOT (first row) and VOS (second row) tasks.

Fig. 9: MOT results on SFU-HW-Tracks. “preC” denotes the source videos are already compressed before the evaluation.

traditional, learnable, and VCM methods. Notably, our method significantly surpasses the VVC codec by 4.97% (72.44% vs. 67.47%) in terms of $J&F$ at the 0.01bpp bitrate level. The performance trends for learnable codecs and VCM methods align with those observed in the MOT task. We have omitted reporting the feature compression method for this task due to challenges in harmonizing the feature compression process with intricate feature buffering and reusing strategies present in state-of-the-art VOS models like XMEM. This observation underscores that task-coupled methods, such as feature compression, which necessitates integrating the compression process into the task model, face difficulties in being adopted for intricate downstream tasks and models, such as video object segmentation. In contrast, our task-decoupled scheme is free from this.

We illustrate the RP curves on VOS task in the bottom row of Fig. 8, which clearly illustrate the advantages of our method over others. Also, we demonstrate the segmentation results by adopting VVC and our framework, as shown in the bottom row of Fig. 7. Our decoded frame demonstrates clearer object structures and sharper edges, which contributes to better segmentation results. Finally, we evaluate the quantitative gains of the VCS framework when deploying it to H.264 and H.265 codecs. As shown in Tab. 8, our framework largely improves the H.264 codec by 6.02% in terms of $J&F$, while saving the bitcost by 36.51%.

Video compression. We further explore that if the learned semantics by our self-supervised learning objective can benefit the video compression task, where conventional image signal fidelity metrics such as PSNR and MS-SSIM are adopted for evaluation. Following other recent neural network-based video compression methods [54] [134], we adopt the high-performance VVC reference software VTM as the baseline codec and fine-tune our framework with the rate-distortion (RD) loss, producing the VCS* model, for a fair comparison with other learnable deep video codecs [54] [134]. As shown in Fig. 10, our approach outperforms all traditional codecs including the strong VVC standard reference software VTM and recent learnable codecs such as DCVC [133], FVC [54] and C2F [134] by a large margin in.
terms of PSNR. When measured by the MS-SSIM metric, our method also performs favorably against VTM and comparable to the state-of-the-art learnable codec C2F on most datasets. To prove that our method is still effective for enhancing other traditional codecs on video compression task, we further apply it to the H.265 standard reference software HM. As compared by green curves of Fig. 10, our method also substantially improves the performance of HM software. When our framework is applied to an older H.264 reference software JM [149], the compression performance of JM is largely improved by 0.42dB, 0.79dB, 0.46dB and 0.31dB on HEVC Class B, C, D and E datasets, respectively.

To investigate the source of the performance improvement, we additionally trained various variant models and reported their compression performance. (1) VCS-TuneDec, which shares the same encoder (as well as the semantic branch) as the vanilla VCS model, but its decoder part is tuned with ℓ1 loss. (2) LFN-Only, where the semantic encoder is removed and the semantic stream \( S \) is replaced with an all-zero tensor. Since no extra bits are transported, LFN-Only is a video enhancement model. This baseline is for rigorously analyzing the performance gain between our codec+semantic stream and codec+post enhancement schemes without being confused by the network architecture gap. (3) The state-of-the-art video compression enhancement method BasicVSR++ [150], where the bi-directional feature propagation is replaced with the forward-only propagation scheme, to adhere to the frame-dependency rule of the P frame coding mode. All variant models above are equipped with the VTM software as the traditional video codec for fair comparison.

As shown in Tab. 9, our vanilla VCS model is inferior to the original VTM software. This is reasonable from the rate-perceptual-distortion theory [151], i.e., optimizing the coding system with GAN loss, will degrade the PSNR performance. Furthermore, when using a PSNR-oriented decoder to decode the bitstreams of the vanilla VCS model, the resulted VCS-TuneDec model substantially outperforms VTM, especially in the low bitrate levels. For example, the performance gain is 0.37db at the 0.1bpp bitrate level. When optimizing both the encoder and the decoder of VCS, the resulted VCS* model achieves further better video compression performance.

The video enhancement model LFN-Only indeed improves the performance, but is noticeably inferior to VCS* model. The performance disparities, e.g., 0.25dB at the 0.10bpp bitrate level, arise from the introduction of additional semantic information by our method, which can considerably improve video construction quality. Employing a more advanced video enhancement method BasicVSR++ leads to a moderate improvement in video quality, but still falls notably short of our codec+semantic stream scheme, e.g., 0.21dB performance gap at the 0.10bpp bitrate level.

Additionally, we compare our approach with the previous perceptual coding method PLVC in terms of two perceptual image quality metrics, i.e., LPIPS [111] and FID [152]. As shown in Tab. 10, our method consistently performs better.

**Traditional interest point quality.** In addition to AI models, there are also many applications relying on traditional interest points detection algorithms such as SIFT [15] and SURF [16]. As shown in Tab. 11, our framework consistently improves the VVC codec in terms of the quality of the detected interest points. The quality is measured by the point matching distance between the compressed frames and the raw frames. The raw RaceHorse sequence in HEVC test sequences is adopted for evaluation.
5 FRAMEWORK ANALYSIS

5.1 Comparison of Different Paradigms

Since we aim to build a unified and practical coding framework that can smoothly transition from currently widely used traditional codecs and be readily deployed to various downstream tasks and applications, we choose the “traditional codec + unsupervised semantic stream” paradigm. However, without considering the constraints above, there are also several potential solutions, including the following two task-unspecific methods. (1) BasicVSR++, where a recent state-of-the-art (SOTA) video restoration method BasicVSR++ [150] is adopted to enhance the lossy video by codec and then fed into the downstream task. (2) H.265+FVC, where a recent learnable codec FVC [54] is delicately trained as the texture detail enhancement layer to encode the residue part between the original video and the lossy video compressed by the traditional codec. Additionally, we also propose two following task-specific methods. (3) Supervised fine-tuning, where the downstream action model is fine-tuned on the compressed version of the dataset with the standard cross-entropy loss. (4) Supervised CL, where the downstream action model is fine-tuned with the supervised contrastive learning (CL) loss [153]. Compared to the previous supervised fine-tuning paradigm, supervised CL also enforces the features of the compressed videos similar to the original video, learning better compression-agnostic video representations.

As shown in Fig. 11 (a), our framework with semantic stream outperforms the traditional codec+post restoration method BasicVSR++ by a large margin. For example, our method outperforms BasicVSR++ model by 8% at the 0.06bpp bitrate level. Then, we introduce a textual detail enhancement layer implemented with FVC to the base codec. The resulting approach, referred to as traditional codec+learnable detail stream method H.265+FVC, demonstrates improved performance compared to BasicVSR++. However, it remains significantly inferior to our approach traditional codec+semantic stream, exhibiting a performance drop of over 5% at the 0.06bpp level. This observation emphasizes the necessity of an additional stream to transport and compensate for the distorted information in videos compressed by traditional codecs. Furthermore, it highlights that our learned semantic stream is notably more effective than the conventional residual stream for downstream AI tasks. To summarize, enhancing continuously evolving traditional codecs with a data-emerged semantic prior is a promising way to achieve a high-performance low-bitrate video understanding systems.

Further, one may wonder that although the human-aware structure information in the video is distorted by the codecs, the left part is still possible to be recognized by machine models. Therefore, we explore how the dataset annotation can improve the performance. As shown in Fig. 11 (a), simply fine-tuning the downstream model on the compressed training dataset, largely outperforms BasicVSR++ and H.265+FVC. After introducing the contrastive learning objective, the performance of the resulting Supervised CL model is further improved, but there is still a noticeable gap compared to our method. This indeed proves that, even with the guidance of downstream task dataset annotations, machine models struggle to uncover more hidden semantic cues using a simple fine-tuning strategy without the additionally transported semantic information. In contrast, our semantic stream can effectively address this limitation without requiring any data annotations. Additionally, the task-specific fine-tuning procedures mentioned above introduce significant time costs prior to deployment. Taking the lightweight action recognition model TSM as an example, fine-tuning TSM on compressed mainstream video datasets like UCF101, Kinetics400, and Something takes over four days, even with eight Nvidia 2080Ti GPUs. In comparison, our framework is task-decoupled, directly deployable across various datasets, and incurs zero time costs. This showcases the practicality of the task-decoupling and label-free principles for video analysis-oriented video coding methods.

Finally, we investigate the impact of different video enhancement methods to the downstream task performance. Concretely, we evaluate different video restoration methods, i.e., (1) LFN in our method by masking the semantic stream with zero values, (2) a recent state-of-the-art (SOTA) video restoration method BasicVSR++ [150] and (3) a video restoration method STDF [154] that is specified for removing compression artifacts. To enable a fair comparison, we train the BasicVSR++ and STDF on our training dataset after initializing them with the officially pre-trained weights. The baseline codec is H.265, as most video restoration methods are designed for it.

| Method     | Top1 Accuracy(%) on UCF101-TSM @0.04bpp | Top1 Accuracy(%) on UCF101-TSM @0.05bpp | Top1 Accuracy(%) on UCF101-TSM @0.06bpp | Top1 Accuracy(%) on UCF101-TSM @0.08bpp | Top1 Accuracy(%) on UCF101-TSM @0.10bpp |
|------------|----------------------------------------|----------------------------------------|----------------------------------------|----------------------------------------|----------------------------------------|
| H.265      | 52.70                                  | 69.16                                  | 75.64                                  | 83.95                                  | 87.99                                  |
| LFN(Ours)  | 71.13                                  | 78.15                                  | 81.45                                  | 86.30                                  | 89.55                                  |
| BasicVSR++ | 58.44                                  | 69.93                                  | 77.09                                  | 84.65                                  | 88.38                                  |
| STDF       | 58.91                                  | 71.67                                  | 77.52                                  | 85.02                                  | 88.50                                  |
| BasicVSR++*| 68.40                                  | 77.01                                  | 81.86                                  | 86.15                                  | 89.20                                  |

TABLE 12: Comparison of different post video enhancement methods in terms of the action recognition task performance. The BasicVSR++ model is fine-tuned from the vanilla BasicVSR++ model by incorporating a combination of semantic and visual quality loss terms, similar to our loss function.

As shown in Tab. 12, our framework with semantic stream outperforms all video enhancement methods by a large margin. Even after we retrain the BasicVSR++ model with our GAN+Semantics loss function, which is much more beneficial to semantic-related tasks than the original ℓ1 loss, the produced BasicVSR++* model still lefts behind our method by about 5%@0.06bpp. The reason is that the semantic information in the video is already discarded by the traditional codecs at low bitrate levels and is impossible to be restored by even a SOTA video restoration network.

Furthermore, we observe that the performance of STDF is much inferior to BasicVSR++, due to its much fewer parameter number (0.47M v.s. 6.88M). Moreover, our LFN achieves similar (sometimes even higher) performance to BasicVSR++*, but consumes 16× fewer computational cost (5.85 v.s. 93.20 GFLOPs). This proves that performing restoration in the deep latent space is more effective for the structure distortions at
low-bitrate compression levels, compared to the explicit motion compensation scheme adopted by BasicVSR++.

Then, we demonstrate the decoded videos from different coding schemes, as shown in Fig. 12. The video restoration methods such as BasicVSR++ and STDF cannot repair the compression distortion of the human hand and guitar string, and the frames are also blurry. Even trained with our GAN+Semantics loss, the BasicVSR++ model just introduces some meaningless textures, e.g., some unordered guitar string. In contrast, the videos decoded from our method are much similar to the original video in terms of object structure, and also demonstrate better visual comfort.

We also investigate if the hand-crafted semantic preservation strategy is effective for the low-bitrate video understanding task. Downsampling is well known to be effective in preserving the low-frequency structure information of images/videos, which is closely related to semantics. Therefore, we also compare our method with the downsampling→traditional codec→upsampling scheme. As shown in Fig. 11 (b), this simple semantic preservation strategy can bring marginal performance gains at very low bitrate levels (0.035∼0.05bpp), but introduces large drops at other bitrate levels (0.05∼0.12bpp). Even when we adopt the SOTA compressed video super-resolution (SR) method COMISR [155] to upsample the videos, the performance on the downstream task is still behind the original H.265 codec and much inferior to our method, at bitrate levels larger than 0.08bpp. This proves that the hand-crafted semantic preservation strategy is inadequate for building a stable low-bitrate video understanding system. Our data-emerged semantic preservation strategy is superior and performs steadily.

5.2 Comparison of Different Semantic Priors

One key component of our method is employing a contrastive learning objective to learn data-emerged semantic priors from the web-scale unlabeled video data. To verify the superiority of our data-emerged semantic prior, we train several variant models by leveraging different common semantic representations to regularize the semantic consistency, i.e., (1) features output from the pre-trained VGG16 network [156], (2) perceptual edge maps output the HED model [157], and (3) semantic segmentation map output from the DeepLabV3 model [158].
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When we remove the hard binarized bottleneck map (BM) design and directly perform contrastive learning on the full-color videos, the performance is dropped obviously (2%@0.05bpp). This proves that our early bottleneck-based contrastive learning scheme is effective and necessary for a transportation-efficient semantic coding system. We also try to remove the $\mathcal{L}_{lpips}$ loss, but the model can not converge, as it is the only item for constraining the video color space. Finally, we analyze the impact of the weight $\alpha$ for $\mathcal{L}_{sem}$, as shown in Tab. 13. The performance increases consistently with the larger $\alpha$. When $\alpha$ is set to a very large value, $\alpha = 1$, the performance is decreased due to the training instability.

Furthermore, we investigate whether the proposed bottleneck map-based contrastive learning objective $\mathcal{L}_{sem}$ can enhance the performance of other video coding methods. Specifically, we integrate $\mathcal{L}_{sem}$ into the training objective of JPD-SE, resulting in the JPD-SE* model. As illustrated in Fig. 14, $\mathcal{L}_{sem}$ remarkably enhances the performance of JPD-SE on both action recognition and VOS tasks. For example, about 4% improvement is observed for the action recognition task on the UCF101-TSM@0.04bpp setting.

5.4 Ablation Study on the Architecture of Sem-Enc

Effectiveness of the dynamic convolution designs. As mentioned in Section 3.1, Sem-Enc is adaptive to the current input videos by introducing the dynamic convolution (DyConv) design, i.e., composing the instance-adaptive kernel table (AdaKT) and region-adaptive kernel allocation map (AdaKM). To verify the effectiveness of these designs, we change its network architecture and train several variant models. The results are shown in Tab. 14. When removing the difference map pathway, the bit cost of the analytic stream is substantially increased by +68%. In this situation, the information already encoded by the video stream may be also encoded into the semantic stream. We also investigate the impact of the adaptive convolution design adopted by the feature fusion module DFGM. Remember that we synthesize the dynamic convolution kernels by indexing $AdaKT$ with $AdaKM$. When replacing the video instance-adaptive $AdaKT$ with the fixed kernel table $FixKT$ that is shared by all videos, the performances are degraded obviously, i.e., 17% bit cost increase and 1.10% accuracy drop. Finally, we use plain convolutions to replace the dynamic convolution comprising both $AdaKT$ and $AdaKM$, the architecture of Sem-Enc degenerates into a completely static one. The performance is further substantially deteriorated in terms of the bit cost (+49%) and action recognition accuracy (-3.02%).

To quantitatively verify the effectiveness of our approach in eliminating redundancy within the semantic stream, we trained several variant models and reported their performances in Tab. 15. First, we replaced the difference map $D = X - \hat{X}$ with the lossy video $\hat{X}$ compressed by traditional codec (the video stream in Fig. 2). The resulting model #2 consumed 22% more bitcost, indicating that the RGB difference signal better indicates the compression quality of the traditional video stream. Furthermore, we replaced the attention blocks in model #2 with simple residual blocks (ResBlks) as the guidance connection in the DFGM module. The performance of the produced model #1 was dramatically reduced by 3.02% in terms of Top1 accuracy.

One might argue that the attention mechanism and dynamic convolution design could introduce significant additional inference time. To investigate this, we conducted a comparison of model complexity and inference time on real hardware across different models. We passed an eight-frame clip of spatial scale $256 \times 256$ through the encoder 20 times and calculated the average inference time cost. As shown in Tab. 16, the model implemented with only ResBlks is more hardware-friendly and slightly faster than our approach, with an inference time of 1.22ms compared to 1.31ms for our method. However, this gain in speed comes at the cost of noticeable performance degradation, specifically a 1.92% Top1 accuracy drop. Therefore, our method achieves a much better speed-performance trade-off.

5.5 Ablation Study on the Architecture of LFN

Effectiveness of difference map-based attention mechanism. We first mention that the entropy of the semantic stream can be reduced by being conditioned on the available information [159], i.e., the lossy video $\hat{X}$ decoded from the VVC video stream. In our method, we leverage the difference map $D = X - \hat{X}$ instead of $\hat{X}$ as the condition variable due to the off-the-shelf guidance information embodied in $D$ for adaptive bit-allocation, e.g., patches corresponding to larger difference magnitude should be allocated with more bits. The attention modules (masking the feature with the attention map produced from $D$) further explicitly apply the bit allocation strategy to the feature encoding procedure. The enhanced feature focuses on encoding the corrupted regions, which avoids duplicated coding of the well compressed regions by the traditional codec.

To quantitatively verify the effectiveness of our approach in eliminating redundant information within the semantic stream, we trained several variant models and reported their performances in Tab. 17. As shown in Tab. 17, our light-down-heavy-up scheme outperforms both the heavy-down-light-up scheme and the symmetric architecture by a large margin. Moreover, we replace the TDense block with the vanilla Dense block, the resulted model is much superior to the baseline TDense block.
inferior to our method due to the loss of the temporal modeling capability, as shown in the last row of Tab. 17.

Analysis of attention-based feature fusion scheme. LFN employs an attention-based fusion module instead of the simple concatenation plus convolution operation used in Unet [104]. This choice arises from their fundamentally distinct motivations. In Unet, the features are generally clean, so that concatenation plus convolution operations are sufficient for multi-scale modeling and for detecting object segmentation boundary cues from both local and global contexts. In contrast, LFN capitalizes on a content-adaptive attention map to leverage the high-quality regions of the lossy video while concurrently sidestepping interference from distorted regions. This is exemplified in Fig. 15, where the attention map effectively detects and suppresses distorted areas, such as the ringing artifact surrounding the human finger and the structural distortions within the grassy region.

Additionally, we perform a quantitative comparison of the two schemes. As shown in Tab. 18, our explicit attention-based feature fusion scheme largely outperforms the variant model equipped with residual blocks (ResBlks), i.e., 2.23% improvement in terms of Top1 accuracy.

5.6 Model Complexity

We calculate the per-frame computational complexity of our framework with an input video clip of spatial scale 256 × 256, as shown in Tab. 19. As for the encoder side, the computational cost of our method is about 30× fewer than DVC due to not using the optical flow estimation network. Our method is even 3× efficient than a simple image compression network Ballé et al. [100]. Note that DVC and Ballé et al. [100] are not able to achieve the performance of H.265 codec, but our method can further improve and surpass the performance of the recent VVC codec. As for the decoder side, LFN in our method is about 16× efficient than the state-of-the-art video restoration method BasicVSR++.

6 Conclusion and Limitations

In this paper, we have proposed a semantic coding framework VCS for low-bitrate compressed video understanding. Our framework inherits the advantages of both the strong content-coding capability of traditional video codecs and the superior semantic coding capability of neural networks. Experimental results show that our approach improves the current traditional codecs by a large margin on three downstream video understanding tasks, i.e., action recognition, multiple object tracking and video object segmentation. Moreover, we have thoroughly built a benchmark for this novel problem over several large-scale video datasets. In our follow-up works, we have proposed more advanced semantic compression methods [160] [161] [162] by adapting the masked image modeling strategies and absorbing the semantics from large visual foundation models.

One limitation is that our method processes the foreground and background objects equally, which may cause the learned semantic representations to be background-biased compared to human perception. We plan to address this problem by introducing the 3D geometry and physics priors to model the 3D object structure, which can better reason about video semantics.
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