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Abstract: In distributed model predictive control (MPC), the control input at each sampling time is computed by solving a large-scale optimal control problem (OCP) over a finite horizon using distributed algorithms. Typically, such algorithms require several (virtually, infinite) communication rounds between the subsystems to converge, which is a major drawback both computationally and from an energetic perspective (for wireless systems). Motivated by these challenges, we propose a suboptimal distributed MPC scheme in which the total communication burden is distributed also in time, by maintaining a running solution estimate for the large-scale OCP and updating it at each sampling time. We demonstrate that, under some regularity conditions, the resulting suboptimal MPC control law recovers the qualitative robust stability properties of optimal MPC, if the communication budget at each sampling time is large enough.
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1. INTRODUCTION
There is growing interest in controlling networks of interacting dynamical systems, controlled by local decision makers (agents) connected by communication links. This interest is driven by a variety of applications including multi-vehicle platooning (Zheng et al., 2016), robotic formations (Luis et al., 2020), automatic generation control (Venkat et al., 2008), and road traffic control (Frejo and Camacho, 2012). These systems are typically large-scale and can be challenging to control; they often possess pronounced dynamics, have limited communication capabilities, and are subject to system-wide constraints.

Model predictive control (MPC) is a powerful control paradigm that computes actions by solving an optimal control problem (OCP) over a receding prediction horizon. MPC is an attractive control methodology for dynamic networked systems due to its unique ability to systematically optimize system performance and enforce state constraints. However, MPC can be challenging to implement in practice as it requires solving the underlying OCP online and in real-time. This challenge is exacerbated in a networked control setting where the OCPs are usually large-scale and information is distributed across many subsystems. This network setting necessitates the development of distributed MPC (DMPC) schemes tailored to the underlying system and communication network structure.

Distributed MPC (DMPC) schemes can be broadly categorized into simultaneous approaches, where subsystems cooperatively compute control actions using an iterative distributed optimization algorithm, sequential approaches, where subsystems compute their actions sequentially, and decentralized approaches, which eschew communication and treat other subsystems as disturbances (Müller and Allgöwer, 2017; Christofides et al., 2013). Sequential approaches typically have the strongest stability and constraint satisfaction guarantees but scale poorly (imagine 1000 agents taking turns to act) while simultaneous methods scale well but can require extensive communication.

In this paper, we focus on simultaneous DMPC approaches and study the impact of communication limits on closed-loop stability and robustness. Specifically, we consider the case where subsystems compute suboptimal control actions using distributed algorithms which would require several (virtually, infinite) communication rounds between subsystems to converge, and investigate the properties of the closed-loop if only a fixed number of communication rounds are performed during each sampling period, e.g., due to the energy or time cost of communication, or due to bandwidth restrictions. Our main contribution is to prove that, under some regularity conditions, the resulting suboptimal DMPC control law recovers the qualitative robust stability properties of optimal MPC (which requires an infinite number of communication among the subsystems) if enough communication resources are available.

We consider a collection of linear time invariant (LTI) systems subject to coupling input and output inequality constraints and solve the underlying OCP with a semi-decentralized accelerated dual ascent (ADA) algorithm (Beck and Teboulle, 2009). We approach the problem through the framework of Time-Distributed Optimization (TDO), where the plant and optimization algorithm are
treated as a feedback interconnection of dynamical systems (Liao-McPherson et al., 2020). Giselsson and Rantzer (2013) derive an online stopping criterion for distributed dual ascent that guarantees closed-loop stability, in contrast we prove the existence of an a-priori bound on the number of iterations needed. To the best of our knowledge, this is the first work studying TDO using distributed dual algorithms, centralized TDO has been investigated for primal (Liao-McPherson et al., 2021; Leung et al., 2021) and primal-dual (Skibik and Nicotra, 2022) algorithms for LTI systems and sequential quadratic programming methods for nonlinear systems (Liao-McPherson et al., 2020; Zanelli et al., 2021). Distributed TDO of decoupled LTI systems with coupled cost functions using a quantized primal gradient method is studied in (Yang et al., 2022) in absence of coupling constraints. A detailed discussion of suboptimal MPC approaches can be found in (Liao-McPherson et al., 2020), most methods for linear systems focus on primal gradient methods which are not well-suited for distributed problems with coupling constraints.

**Notation:** $\mathbb{R}_{\geq 0}$ and $\mathbb{N}_{\geq 0}$ denote the sets of (nonnegative) real and (nonnegative) natural numbers, respectively. Given two matrices $A \in \mathbb{R}^{m \times n}$ and $B \in \mathbb{R}^{p \times q}$, $A \otimes B \in \mathbb{R}^{pq \times mn}$ denotes their Kronecker product. $S^n_{++}$ (or $S^n_{+}$) denotes the set of positive (semi-)definite matrices. Given $x \in \mathbb{R}^n$ and $W \in S^n_{++}$, the $W$-weighted norm of $x$ is $\|x\|_W = \sqrt{x^T W x}$. A function $\gamma : \mathbb{R}_{\geq 0} \to \mathbb{R}_{\geq 0}$ is of class $\mathcal{K}$ if it is continuous, strictly increasing, and satisfies $\gamma(0) = 0$. If it is also unbounded, then $\gamma \in \mathcal{K}_\infty$. Similarly, a function $\sigma : \mathbb{R}_{\geq 0} \to \mathbb{R}_{\geq 0}$ is said to be of class $\mathcal{L}$ if it is continuous, strictly decreasing, and satisfies $\sigma(s) \to 0$ as $s \to \infty$. A function $\beta : \mathbb{R}_{\geq 0} \times \mathbb{R}_{\geq 0} \to \mathbb{R}_{\geq 0}$ is of class $\mathcal{KL}$ if $\beta(s, s_\nu)$ is $\nu$-strongly monotone for fixed $s_\nu \geq 0$ and $\beta(0, \nu) \in \mathcal{L}$ for fixed $\nu$. Given a closed convex set $\Omega \subseteq \mathbb{R}^n$, $\partial \Omega : \mathbb{R}^n \to \{0, \infty\}$ denotes its indicator function, $\mathcal{N}_\Omega : \mathbb{R}^n \to \mathbb{R}^n$ is its normal cone operator, and $\Pi_\Omega : \mathbb{R}^n \to \Omega$ is the Euclidean projection onto $\Omega$. Id denotes the identity mapping. A set-valued mapping $F : \mathbb{R}^n \rightrightarrows \mathbb{R}^n$ is $\mu$-strongly monotone, if $(u - v)^T (x - y) \geq \mu \|x - y\|^2$ for all $x \neq y \in \mathbb{R}^n$, $u \in F(x)$, $v \in F(y)$, and monotone if $\mu = 0$; for a convex function $f : \mathbb{R}^n \to \mathbb{R}$, $\partial f : \mathbb{R}^n \rightrightarrows \mathbb{R}^n$ denotes the subdifferential mapping in the sense of convex analysis; and $f^*$ denotes the Fenchel conjugate of $f$.

2. PROBLEM SETTING

We consider a networked multi-agent system with $M$ agents, labeled by $i \in \mathcal{M} := \{1, \ldots, M\}$, each with decoupled dynamics of the form

$$x_{t+1}^i = A^i x_t^i + B^i u_t^i + d_t^i, \quad \forall i \in \mathcal{M} \quad (1)$$

where $x_t^i \in \mathbb{R}^{n_i}$ and $u_t^i \in \mathbb{R}^{m_i}$ are the state and control input at time $t \in \mathbb{N}$, respectively, and $d_t^i \in \mathcal{D}^i$ is a time-dependent disturbance within the compact set $\mathcal{D}^i$.

We aim at stabilizing the LTI systems (1) at their origins while enforcing the following constraints for all $t \geq 0$:

(i) Local state and control input constraints of the form

$$u_t^i \in \mathcal{U}^i := \{v \in \mathbb{R}^{m_i} \mid C^i v \leq d_t^i\}, \quad \forall i \in \mathcal{M}, \quad (2a)$$

$$x_t^i \in \mathcal{X}^i := \{\xi \in \mathbb{R}^{n_i} \mid C^i \xi \leq d_t^i\}, \quad \forall i \in \mathcal{M}. \quad (2b)$$

(ii) Coupling inequality constraints of the form

$$\sum_{i \in \mathcal{M}} E^i_t u_t^i + E^2_t x_t^i \leq \bar{b}. \quad (2c)$$

To approach this problem using MPC, we use the following parametric optimal control problem (POCP)

$$\min_{\nu \in \mathcal{N}} \sum_{i \in \mathcal{M}} \frac{1}{2} \left( \|v_t^i\|_{Q^i}^2 + \sum_{k=0}^{N-1} \|v_k^i\|_{Q^i}^2 + \|v_k^i\|_{R^i}^2 \right) \quad (3a)$$

s.t. $\sum_{i \in \mathcal{M}} A^i v_t^i + B^i v_t^i, \quad \forall k \in \mathcal{H}, \quad \forall i \in \mathcal{M} \quad (3b)$

$\xi_0^i = x_t^i, \quad \forall k \in \mathcal{H}, \quad \forall i \in \mathcal{M} \quad (3c)$

$\nu_k^i \in \mathcal{U}^i, \quad \forall k \in \mathcal{H}, \quad \forall i \in \mathcal{M} \quad (3d)$

$$\sum_{i \in \mathcal{M}} E^i_t v_t^i + E^2_t \xi_t^i \leq \bar{b}, \quad \forall k \in \mathcal{H}, \quad \forall i \in \mathcal{H}, \quad (3e)$$

where $\mathcal{H} := \{0, \ldots, N-1\}$ is the time horizon of length $N, \xi = (\xi^1, \ldots, \xi^M)$ and $\nu = (\nu^1, \ldots, \nu^M)$ are the stacked vectors of decision variables (states and control inputs), $(t^i, \nu^i)$ and $v^i = (v^i_0, \ldots, v^i_{N-1})$, $Q^i \in \mathbb{R}^{n_i \times n_i}, \quad R^i \in \mathbb{R}^{m_i \times m_i}, \quad P^i \in \mathbb{R}^{n_i \times n_i}$ are weighting matrices, $x^i_t$ is the local parameter/measured state, and

$$\mathcal{X}_t^i = \{\xi \in \mathbb{R}^{n_i} \mid C^i \xi \leq d_t^i\} \quad (4)$$

is the terminal set. Note that the global cost function $3(a)$ is the sum of the local stage and terminal costs.

The following assumption ensures that the POCP in (3) can be used to construct a stabilizing feedback law for (1).

**Assumption 1.** For all $i \in \mathcal{M}$, the following hold:

(i) the pair $(A^i, B^i)$ is stabilizable;

(ii) the sets $\mathcal{A}^i$ and $\mathcal{U}^i$ contain the origin in their interior;

(iii) the weights satisfy $Q^i \in S^n_{++}, R^i \in S^{m_i}_{++};$

(iv) there exists $K^i \in \mathbb{R}^{n_i \times m_i}$ such that $X^i$ is invariant and constraint admissible, and $P^i \in S^{n_i}_{++}$ satisfies

$$\|A^i - B^i K^i x^i\|_{P^i} \leq \|x^i\|_{Q^i} + (K^i)^T R^i K^i$$

for all $x^i \in \mathbb{R}^{n_i}$. \hfill ($\square$)

The MPC feedback law is then the mapping

$$u^i = k^i(x^i) = \Xi^i S^i p^i(x^i), \quad \forall i \in \mathcal{M}, \quad (5)$$

where $S^i : \mathcal{N} \rightarrow \mathbb{R}^{N_{nm}+m}$ denotes the (primal) solution mapping of (3), with $n = \sum_{i \in \mathcal{M}} n^i$ and $m = \sum_{i \in \mathcal{M}} m^i$, which is a function of the parameters $x = (x^1, \ldots, x^M)$. The resulting closed-loop system is

$$x_{t+1}^i = A^i x_t^i + B^i k^i(x_t^i) + d_t^i, \quad \forall i \in \mathcal{M} \quad (7)$$

which can be written compactly in the following form:

$$x_{t+1} = Ax_t + B k(x_t) + d_t, \quad (8)$$

where $x_t = (x_{t,1}^1, \ldots, x_{t,M}^M)$. It can be shown that, under Assumption 1, the system (8) is locally exponentially stable (Goodwin et al., 2006, §5.6.3).

---

1. It follows by Assumption 1 that $S^i$ is a single-valued mapping.
In practice, implementing the MPC feedback law (5) requires solving the POCP in (3) at each sampling period. Centralized solution approaches are often not feasible due to insufficient computational resources (e.g., for large-scale networks) or privacy limitations. In these cases, the alternative is to use distributed optimization algorithms where agents share the total computational burden and must communicate to find a solution. Often, obtaining a precise solution of (3) requires many rounds of communication which rapidly becomes the performance bottleneck.

Instead, we propose to maintain a running estimate \( \hat{\lambda}_t \) of the solution of (3) and improve it during each sampling period using a finite number of communication rounds. This leads to the coupled plant-optimizer interconnection

\[
\lambda_t = T^\ell(\lambda_{t-1}, x_t),
\]

\[
x_{t+1} = Ax_t + Bq(\lambda_t, x_t) + d_t,
\]

where \( \lambda_t \) is an estimate of the dual solution of (3), \( S^d(x_t) \) represents the operator associated with \( \ell \) iterations of a distributed optimization algorithm \( T \), and \( q(\cdot, x) \) is the map between optimizer iterates \( \lambda_t \) and the control input such that \( \kappa(x) = q(\cdot, x) \circ S^d(x) \). In the next section, we give concrete definitions of \( T \), \( \lambda_t \), \( S^d \), and \( q \) based on the dual ascent algorithm in (Giselsson and Boyd, 2015).

3. DISTRIBUTED OPTIMIZATION STRATEGY

The OCP in (3) can be recast in a condensed form by using (3b) to eliminate the state-associated variables \( \xi \), yielding

\[
\begin{align*}
\min_{u} & \quad \sum_{i \in M} f^i(u^i, x^i) \\
\text{s.t.} & \quad D^i x^i + C^i u^i \leq c^i, \quad \forall i \in M \\
& \quad \sum_{i \in M} F^i x^i + E^i u^i \leq b,
\end{align*}
\]

where \( x^i \) is the measured state, \( f^i \) is a quadratic function

\[
f^i(u^i, x^i) = \frac{1}{2} \|(u^i, x^i)\|_{M^i}^2, \quad M^i = \begin{bmatrix} H^i & G^i \end{bmatrix}^{\top},
\]

with \( H^i \in \mathbb{S}_{n+1} \), \( W^i \in \mathbb{S}_{n+1} \), \( G^i \in \mathbb{R}^{n \times n} \) depending on the matrices of the local dynamics and cost in (3a) and (3b); \( F^i \in \mathbb{R}^{n \times n} \), \( E^i \in \mathbb{R}^{n \times N_m} \) and \( b \in \mathbb{R}^N \) model in compact form the coupling constraints (3e); and \( D^i \in \mathbb{R}^{m \times (m+n)} \), \( C^i \in \mathbb{R}^{m \times (m+n)} \) and \( c^i \in \mathbb{R}^{m+n} \) depend on the local matrices of the dynamics and state and input constraints (3b)-(3d). All the matrices in (10) are formally defined in Appendix A.

To solve (10) in a scalable manner, we use a regularized and semi-decentralized version of the accelerated dual ascent (ADA) in (Giselsson and Boyd, 2015), which is summarized in Algorithm 1. At each iteration \( j \), the agents update their local estimate of the optimal control input trajectory \( (u^i) \) by solving a quadratic program depending on the local stage cost, local input and output constraints, and the dual variable \( \lambda \) of the common resource constraints (10c). Then, a coordinator gathers the aggregate quantity \( \sum_{i \in M} F^i x^i + E^i u^i \) in (10c), and updates and broadcasts the dual variable \( \lambda \) to all agents.

The algorithm is scalable in the sense that the computational complexity of the local and central updates do not depend on the total number of agents. However, it requires several communication rounds between agents and central coordinator to achieve convergence. In the next section, we discuss the algorithm derivation and its convergence rate.

3.1 Algorithm Derivation and Convergence Analysis

First, we reformulate (10) as the composite problem

\[
\min_{u, y} \quad \sum_{i \in M} h^i(u^i, x^i) + \mathcal{I}_{\mathcal{E}}(y) \left( \sum_{i \in M} E^i u^i \right)
\]

where the functions \( h^i(u^i, x^i) := f^i(u^i, x^i) + \mathcal{I}_{\mathcal{Z}^i(x^i)}(u^i) \) collect the local stage cost \( f^i \) and the indicator function \( \mathcal{I}_{\mathcal{Z}^i(x^i)} \) of the set of local input and state constraints (10b)

\[
\mathcal{Z}^i(x^i) = \left\{ v \in \mathbb{R}^{m_i} \mid D^i x^i + C^i v \leq c^i \right\};
\]

and \( \mathcal{I}_{\mathcal{E}}(y) \) is the indicator function of the parametric set

\[
\mathcal{E}(x) = \left\{ y \mid \sum_{i \in M} F^i x^i + y \leq b \right\}.
\]

Solving (12) in a distributed way is problematic due to the second coupling term of the cost function. Therefore, we introduce the dual variables \( \lambda \) and define the correspondent dual problem (Bauschke et al., 2011, § 15.3)

\[
\min_{\lambda} \quad \sum_{i \in \mathcal{N}} (h^i(\cdot, x^i))^* + (-E^i)^\top \lambda + \mathcal{I}^*_\mathcal{E}(\lambda),
\]

where \( (h^i(\mu, x^i))^* = \sup_{\xi} \{ \langle \mu, \xi \rangle - h^i(\xi, x^i) \} \) is the Fenchel conjugate of \( h^i(\cdot, x^i) \) and \( \mathcal{I}^*_\mathcal{E}(\mu) = \sup_{\xi \in \mathcal{E}(x)} \{ \langle \mu, \xi \rangle \} \) is the Fenchel conjugate of \( \mathcal{I}_{\mathcal{E}}(x) \) (known as support function).

The dual formulation (15) is more amenable to decentralized solutions, however, it is not strongly convex, which is
necessary to prove robust convergence of iterative solution schemes. Thus, to improve conditioning, we introduce a regularization term, yielding

\[
\min_{\lambda} \sum_{i \in \mathbb{N}} (h_i(\cdot, x_i)^\top \circ (-E^\top \lambda) + \epsilon \|\lambda\|^2 + \mathcal{I}_{E}(\lambda), \tag{16}
\]

where \( \epsilon > 0 \) is the regularization parameter and \( \varphi_i(\cdot, x) \) is a short notation for the first two terms of the dual cost.

The regularization ensures that the dual solution mapping \( S^d_\epsilon : \Gamma_N \rightarrow \mathbb{R}^p \) of (16) is single-valued and Lipschitz continuous with respect to \( x \).

The next lemma proves that the regularized cost (16), is Lipschitz continuous and strongly convex, uniformly in \( x \).

**Lemma 1.** Let \( \psi_i(\cdot, x) = \varphi_i(\cdot, x) + \mathcal{I}_{E}(\cdot) \) be the dual cost function in (16). For all \( \epsilon > 0 \) and \( x \in \Gamma_N \),

1. \( \psi_i(\cdot, x) \) is \( \epsilon \)-strongly convex;
2. \( \nabla \varphi_i(\cdot, x) \) is Lipschitz continuous, with constant

\[
L_{\varphi_i} = \epsilon + \sqrt{\sum_{i \in \mathbb{N}} \|E_i(H_i^\top)^{\top}E_i\|^2}. \tag{17}
\]

**Proof:** (i) The first term in (16), \( h_i(\cdot, x)^\top \circ (-E^\top \lambda) \), is convex since it is the composition of a convex term \( h_i(\cdot, x)^\top \) with a linear term \( -E^\top \lambda \). Convexity of \( h_i(\cdot, x)^\top \) follows from (Bauschke et al., 2011, Cor. 13.38) since \( h_i(\cdot, x) = f_i(\cdot, x) + \mathcal{I}_{E}(\cdot) \) is convex for all \( x \) such that \( Z(x) \) is nonempty. Similarly, the second term in (16), \( \mathcal{I}_{E}(\cdot) \), is convex since \( \mathcal{I}_{E}(\cdot) \) is the indicator function of a convex set, thus convex. Finally, the regularization term \( \epsilon \| \lambda \|^2 \) is \( \epsilon \)-strongly convex for \( \epsilon > 0 \). The sum of the three terms remains \( \epsilon \)-strongly convex. (ii) This Lipschitz continuity is a specialization of the bound in (Giselsson and Boyd, 2015, Eqn. (9)) to our setup. \( \square \)

Finally, Algorithm 1 is obtained by solving the regularized dual problem (16) via the accelerated forward-backward algorithm proposed in (Beck and Teboulle, 2009), yielding

\[
\mu_{j+1} = \left( I + \alpha \mathcal{I}_{E}(x) \right)^{-1} (\lambda_j - \alpha \nabla \varphi_i(\lambda_j, x)), \quad \lambda_{j+1} = \lambda_j + \mu_j + 1 (\mu_j - \mu_j), \tag{18a}
\]

where \( \alpha \) is a constant step size and \( \{ \mu_j \} \) is an acceleration sequence. See (Giselsson and Boyd, 2015) for a complete derivation of Algorithm 1 from (18).

A single iteration of Algorithm 1 is represented by

\[
\lambda_{j+1} = \mathcal{T}(\lambda_j, x), \tag{19}
\]

where \( \mathcal{T} : \mathbb{R}^N \times \mathbb{R}^p \rightarrow \mathbb{R}^N \) is the algorithm update rule. When running the algorithm for multiple (\( \ell \)) iterations, we have the following recursive definition for \( \mathcal{T}^{\ell} \)

\[
\mathcal{T}^{\ell}(\lambda, x) = \mathcal{T}(\mathcal{T}^{\ell-1}(\lambda, x), x), \tag{20}
\]

where \( \lambda \in \mathbb{R}^p \) is the dual solution estimate, \( x \) is the input parameter, and \( \mathcal{T}(\lambda, x) = \lambda \) is the initialization. A bound on the convergence rate of Algorithm 1 is given next.

**Theorem 1.** (Beck and Teboulle, 2009, Theorem 4.4). Let Assumption 1 hold. Then, for any \( x \in \Gamma_N, \lambda \in \mathbb{R}^N \), and \( \alpha \in (0, 1/L_{\varphi_i}) \), it holds that

\[
\psi_i(\mathcal{T}^{\ell}(\lambda, x), x) - \psi_i(S_{\ell}^d(x), x) \leq \frac{2\|\lambda - S_{\ell}^d(x)\|^2}{\alpha(\ell + 1)^2}, \tag{21}
\]

where \( \psi_i(\cdot, x) \) is the dual cost function in (16). \( \square \)

We recover the control input from the following mapping:

\[
u_i = q'(\lambda, x_i) = \Xi^\top \partial(h_i(\cdot, x_i)^\top) ((-E^\top \lambda), \tag{22}
\]

where \( \partial(h_i(\cdot, x_i)^\top)(\mu) = \arg \min_{\xi \in \Xi(x_i)} f(\xi, x_i) - \mu \top \xi \), and \( \Xi \) is a selection matrix that extracts the first time-horizon component from the control input trajectory.

4. STABILITY AND ROBUSTNESS ANALYSIS

In this section we show that the closed-loop system is locally input-to-state stable (LISS) if we perform enough communications and if the regularization is small enough. In our analysis, we make extensive use of the optimization problem (10) expressed in the following compact form:

\[
\min_u f(u, x) \quad \text{s.t.} \quad Dx + Cu \leq c \tag{23a}
\]

\[
Eu + Fx \leq b \tag{23b}
\]

where \( f(u, x) = 1/2\|u(x)\|_2^2 \) and \( M, E, D, C, b \) and \( c \) are stacked versions of the matrices in (10) and Appendix A.

We begin by expressing the closed-loop system in error coordinates, namely,

\[
\begin{align*}
\Sigma_1 : \quad & \dot{x}_{t+1} = Ax_t + B(k_e(x_t) + \delta u_t) + d_t, \tag{24a} \\
\Sigma_2 : \quad & \dot{e}_t = G^e(\epsilon_t, x_t, \Delta x_t), \tag{24b} \\
& \delta u_t = h_2(e_t, x_t)
\end{align*}
\]

where \( e_t = x_t - S_{d}^e(x_t), h_1(x_t, \delta u_t, d_t) = (A - I)x_t + B(k_e(x_t) + \delta u_t) + d_t, h_2(e_t, x_t) = q(e_t + S_{d}^e(x_t) - q(S_{d}^d(x_t)), G^e(\epsilon_t, x_t, \Delta x_t) = T^e(\epsilon_t + S_{d}^e(x_t), x_t + \Delta x_t - S_{d}^d(x_t), x_t, \Delta x_t), \text{and } k_e(x_t) = q(S_{d}^d(x_t), x_t, x_t).

Next, we will show that both subsystems in (24) are input-to-state stable (ISS) and derive a sufficient condition for ISS of their feedback interconnection using the small-gain theorem (Jiang et al., 2004). We begin with the plant.

**Theorem 2.** (LISS of the Plant Subsystem (24a)) There exists \( \epsilon, \gamma_1, \gamma_2 > 0 \) and \( \beta_i \in \mathcal{K} \) such that if \( \epsilon \leq \frac{1}{\gamma_1} \) then

\[
\|x\| \leq \beta_1(\|x_0\| + \gamma_1 \|d\| \mathcal{S}(x, x), (25)
\]

and \( \{x_0 \} \subseteq \Gamma_N \) for \( \|x_0\|, \|d\| \mathcal{S}(x, x), \text{and } \|d\| \mathcal{S}(x, x) \text{ sufficiently small.}

**Proof:** See Appendix B. \( \square \)

This theorem shows that the plant is ISS with respect to the exogenous disturbance \( d \) as well as the suboptimality error \( \delta u \) caused by incomplete optimization if the regularization is small enough. This is expected as a large regularization may warp the MPC feedback law \( k_e \) enough to destabilize the closed-loop system. Of note is that the regularization does not cause an offset in the equilibrium point, this is because the regularization term drives \( \lambda \) toward 0 which matches the unrealized dual solution at \( x = 0 \) since the constraints must all be inactive at the origin by Assumption 1.

Next, we show that the algorithm, viewed as a dynamical system, is ISS with respect to the state increment \( \Delta x \).

**Theorem 3.** (ISS of Algorithm subsystem (24b)) Let \( \epsilon > 0 \) and let \( \alpha \in (0, 1/L_{\varphi_i}) \) where \( L_{\varphi_i} \) is the Lipschitz constant of the dual gradient \( \nabla \varphi_i \). If \( \ell > \frac{2}{\sqrt{\alpha}} - 1 \), then

\[
\|\nu_\ell\| \leq \eta(\ell)^\top \|\nu_\ell\| + \eta(\ell) \|\Delta x\|, \tag{26}
\]

where \( \eta(\ell) = \frac{2}{\sqrt{\alpha}} (\frac{1}{\ell + 1}) < 1 \) and \( \gamma_2 = \eta(\ell) - \eta(\ell) = \frac{\eta(\ell)}{1 - \eta(\ell)} \).
Proof: See Appendix C.

This result is intuitive in the sense that by Theorem 1, Algorithm 1 converges for any constant $x \in \Gamma_N$, the state increment then acts as a disturbance. Regularization is crucial for this result, as it ensures that the dual solution mapping $S^*$ is well-behaved (single-valued and Lipschitz) and can be readily tracked.

Finally, we show that the interconnection of the two systems is ISS provided that enough algorithm iterations (communication rounds) are performed.

**Theorem 4.** (ISS of the plant-algorithm interconnection)

Suppose that $\ell$ and $\epsilon$ are chosen to satisfy the conditions of Theorems 2 and 3. Then, there exists a finite $\ell^* > 0$ such that if $\ell \geq \ell^*$ then $\{x_t\} \subseteq \Gamma_N$ and the closed-loop system (24) is LISS with respect to the disturbance $d$.

**Proof:** See Appendix D. □

This theorem shows that if the communication budget at each sampling period is sufficiently large (enough iteration of the algorithm are performed) then the closed loop system is robustly stable despite the inexact optimization, in fact it recovers the qualitative properties of optimal MPC. The stability result is necessarily local since the optimal control law is only stabilizing for $\Gamma_N$, the set of states for which the optimization problem has a solution.

5. ILLUSTRATIVE EXAMPLE

We consider $M$ robotic agents moving on the 2D plane. Each agent has a state $x^i = (p^i, v^i) \in \mathbb{R}^4$ that encodes position and velocity in the plane $\mathbb{R}^2$, and double-integrator dynamics (with control $u^i \in \mathbb{R}^2$) of the form

$$x^i_{t+1} = \left( I_2 \otimes \begin{bmatrix} 1 & 1 \\ 0 & 1 \end{bmatrix} \right) x^i_t + \left( I_2 \otimes \begin{bmatrix} 0 \\ 1 \end{bmatrix} \right) u^i_t. \quad (27)$$

We consider the task of driving the agents to a configuration encoded in the target $\bar{x}^i = (\bar{p}^i, 0)$ while satisfying input constraints $u^i \in [\underline{u}^i, \overline{u}^i]$ for all $i \in \mathcal{M}$, and subject to the coupling constraints

$$|p^i_t - \bar{p}^j_t| \leq b_{ij}, \quad i \neq j, \quad \forall t \in \mathbb{N}_{\geq 0}, \quad (28)$$

where the absolute value is taken element-wise, and $b_{ij} \in \mathbb{R}_{\geq 0}$ are parameters, that ensure that the agents remain within communication distance of each other at all times. This leads to an MPC optimal control problem

$$\min_{u^i} \sum_{i \in \mathcal{M}} \sum_{k \in \mathcal{H}} \|x^i_k - \bar{x}^i\|^2_{Q^i} + \|u^i_k\|^2_{R^i}, \quad (29a)$$

subject to

$$x^i_0 = 0, \quad u^i_k \in U^i, \quad \forall i \in \mathcal{M}, \quad \forall k \in \mathcal{H}, \quad (29b)$$

$$|p^i_k - \bar{p}^j_k| \leq b_{ij}, \quad \forall i, j \neq \bar{j}, \quad \forall i \in \mathcal{M}, \quad \forall k \in \mathcal{H} \setminus \{i\}, \quad (29c)$$

which is of the form (3) and uses a terminal state constraint (and thus $P^i = 0$ is a valid choice).

We simulate 3 agents throughout a maneuver taking them from an initial formation to a target formation, as depicted in Fig. 1. The communication graph of the agents is the complete graph on 3 nodes. We set $Q^i = I_4$ and $R^i = I_2$ for each $i \in \{1, 2, 3\}$, and each $b_{ij} = I_2$. Problem (29) is solved with Algorithm 1 for varying rounds of communication per timestep $\ell$. As depicted visually in Fig. 1, the closed-loop dynamics are stable and the agents converge to the target points with even a single round of communication per timestep.

As more rounds of communication per sampling period are performed, the trajectory converges to the optimal one given by the MPC problem. In Fig. 2, one can see that increasing the number of rounds of communication per timestep substantially decreases the coupling constraint violations (29d) throughout the maneuver.

![Fig. 1. The closed-loop dynamics become stable with a single communication iteration per timestep and converges to the optimal MPC feedback law as more communication resources become available.](image1)

![Fig. 2. Performing more rounds of communication reduces the constraint violation.](image2)

6. CONCLUSION

We proposed an MPC scheme for multi-agent systems in which at each sampling instant the computation for the next control inputs are distributed both in space, across the subsystems, and in time, by maintaining a running solution estimate of the underlying optimal control problem. We proved robust stability of the proposed suboptimal MPC scheme if enough communication between the subsystems are performed at each sampling period. Future research directions include designing a fully-distributed scheme, handling coupling terms in the local cost functions, and precisely quantifying the stability bounds.
Appendix A. CONDENSED POCP MATRICES

The matrices in (11) are $H^i = H^i + (I_N \otimes R^i)$, $\hat{H}^i = (\hat{B}^i)^\top \hat{H}^i \hat{B}^i$, $G^i = (\hat{A}^i)^\top \hat{H}^i \hat{A}^i$, $W^i = Q^i + (A^i)^\top \hat{H}^i \hat{A}^i$, $\hat{H}^i = \text{blkdiag}(I_N \otimes Q^i, P^i)$.

$\hat{B}^i = \begin{bmatrix} 0 & 0 & 0 \\ B^i & 0 & 0 \\ \vdots & \ddots & \ddots \\ (A^i)^N - B^i & \cdots & B^i \end{bmatrix}$, and $\hat{A}^i = \begin{bmatrix} I \\ A^i \\ \vdots \\ (A^i)^N \end{bmatrix}$.

Let $\hat{L}^i = \text{blkdiag}(I_N \otimes C_u^i, C_N^i)$, the matrices in (10b) are

$D^i = \begin{bmatrix} 0 \\ \hat{L}^i \hat{A}^i \\ C^i \end{bmatrix}$, $C^i = \begin{bmatrix} I_N \otimes C_u^i \\ \hat{L}^i \hat{B}^i \end{bmatrix}$, $c^i = \begin{bmatrix} I_N \otimes c_u^i \\ C^i \end{bmatrix}$.

Finally, the matrices in (10c) are $b = I_N \otimes \hat{b}^i$, $F^i = (I_N \otimes E^i) \hat{A}_{\text{blk}[i:1:N]}$, and $E^i = (I_N \otimes E^i) \hat{B}_{\text{blk}[i:1:N]} + (I_N \otimes E_u^i)$, where $\hat{A}_{\text{blk}[i:1:N]}$ denotes the first $N$ row blocks of $\hat{A}^i$, and similarly for $\hat{B}_{\text{blk}[i:1:N]}$.

Appendix B. PROOF OF THEOREM 2

We will show that the root of the value function

$$\phi(x) = \frac{1}{\sqrt{2}} \left\| \begin{bmatrix} S^p(x) \\ x \end{bmatrix} \right\|_M, \quad M = \begin{bmatrix} H & G^T \\ G & W \end{bmatrix}$$

(B.1)

where $S^p(x) = \arg\min \{0.5\|u(x)\|_M^2 \mid Eu + Fx \leq b, Dx + Cu \leq c\}$ is the primal solution mapping, is an ISS Lyapunov function for (24a).

Lemma 5. Given Assumption 1, there exist $L_\beta, a_1, a_2 > 0$ and $\beta \in (0, 1)$ such that the primal mapping $S^p : \Gamma_N \rightarrow \mathbb{R}^{N \times m}$ and the value function $\phi : \Gamma_N \rightarrow \mathbb{R}_{\geq 0}$ have the following properties:

(i) $\|S^p(x) - S^p(y)\| \leq L_\beta \|x - y\|$  
(ii) $a_1 \|x\| \leq \phi(x) \leq a_2 \|x\|$  
(iii) $|\phi(x) - \phi(y)| \leq a_2 \|x - y\|$  
(iv) $\phi(\lambda x + (1 - \lambda)y) \leq \beta \phi(x)$

Proof: Point (i) follows from (Bemporad et al., 2002, Theorem 4) since (23) is a multi-parametric QP. The lower bound in (ii) follows directly from Assumption 1 since $\phi(x) \geq \sqrt{0.5 \|x\|^2_Q + \|c(x)\|^2_{R}} \geq \sqrt{0.5 \|x\|^2}$.  

Next we establish Lipschitz continuity, for any $x, y \in \Gamma_N$ we have that $|\phi(x) - \phi(y)|^2 = 1/2(\|S^p(x)\|_M - \|S^p(y)\|_M)^2 \leq 1/2(\|S^p(x) - S^p(y)\|_M^2 + \|x - y\|^2_M) \leq 1/2(\|M\| \|S^p(x) - S^p(y)\|^2 + \|x - y\|^2)$  

$\leq 1/2(\|M\| \|1 + M^2\| \|x - y\|^2)$  

where $L_\beta$ is the Lipschitz constant of $S^p$ and we used the reverse triangle inequality to go from the first to the second line. Thus (iii) holds with $a_2 = \sqrt{0.5 \|M\| \|1 + M^2\}}$; the upper bound in (ii) is an immediate corollary.

Since $P$ is chosen as the solution of the discrete-time algebraic Riccati equation, point (iv) follows from (Goodwin et al., 2006, §5.6.3).

Next, we need to characterize the error $w(x) = \kappa(x) - \kappa(x)$ in the control input caused by the regularization.

Lemma 6. Given Assumption 1, there exists $L_\kappa > 0$ such that for all $\epsilon > 0$ and $x \in \Gamma_N$

$$\|w(x)\| = \|\kappa(x) - \kappa(x)\| \leq \sqrt{L_\kappa} \|x\|.$$  

(B.2)

Proof: Applying (Koshal et al., 2011, Prop 3.1) to the regularized dual problem for each $x \in \Gamma_N$ yields the bound

$$\mu \|S^p(x) - S^p(x)\|^2 + \frac{\epsilon}{2} \|d(t)\|^2 \leq \frac{\epsilon}{2} \|\lambda\|^2 \forall \lambda \in S^d(x)$$  

(B.3)

where $S^d : \Gamma_N \equiv \mathbb{R}^n_{\geq 0}$ is the dual solution map for the unregularized problem (15), which may be multi-valued, $S^p$ is the primal solution mapping associated with the regularized problem (16) such that $\kappa(x) = \Xi S^p(x)$, and $\mu > 0$ is the strong convexity constant of $f$ in (23) with respect to $u$. We proceed by finding a Lipschitz like bound for $S^d(x)$. All elements $\langle u, \lambda \rangle \in (S^p(x), S^d(x))$ satisfy the KKT conditions

$$\begin{bmatrix} H & E^T & C^T \\ E & 0 & 0 \\ C & 0 & 0 \end{bmatrix} \begin{bmatrix} u \\ \lambda \\ \nu \end{bmatrix} = \begin{bmatrix} Gx + Fx - b \\ Dx - c \\ \lambda \end{bmatrix}$$

(B.4)

of the fully dualized problem where $\nu$ are dual variables associated with the local constraints (23b), where $N_u$ denotes the normal cone of the nonnegative orthant with appropriate dimension. This is an affine variational inequality of the form $Qz + \check{R}x + \hat{b} + \mathbb{N}_u(N_u(z)) \geq 0$ for matrices $Q, \check{R}, b$ and a polyhedral set $C = \mathbb{R}^{N_u} \times \mathbb{R}^n_{\geq 0}$ and thus the solution mapping $\hat{S}(x) = (Q + \mathbb{N}_u(N_u))^{-1}(-b - \check{R})$ is necessarily complete and therefore outer Lipschitz continuous, i.e., there exists $L_1 > 0$ such that for $x \in \Gamma_N$

$$\hat{S}(x) \subseteq \hat{S}(x) + L_1\|x - \tilde{x}\|B$$

(B.5)

where $B$ is the unit ball. By Assumption 1, we know that at the equilibrium point $x = 0$, $\kappa(x) = 0$ and the state and input pair $(x, \kappa(x))$ must lie in the interior of the constraints. Thus all constraints are inactive at 0, $S(0) = \{0\}$ and $S(x) \subseteq L_1\|x\|B$. This implies that $\|z\| \leq L_1\|x\| \forall z \in \hat{S}(x)$ and, in particular, that $\|z\| \leq L_1\|x\| \forall z \in S^d(x)$. Combining this with (B.3) we obtain

$$\|S^p(x) - S^p(x)\|^2 \leq \frac{\epsilon}{2} \|\lambda\|^2 \leq \frac{\epsilon}{2\mu} \|S^d(x)\|^2 \forall \lambda \in S^d(x)$$

$\leq \frac{L_1^2}{2\mu} \|x\|^2$.

Since $\kappa$ is $\Xi S^p$, taking the square root of both sides and letting $L_\kappa = \|\Xi L_1/\sqrt{2\mu}\}$ completes the proof.

Finally, we can show $\phi$ is a LISS Lyapunov function. Define $f_w(x, \tilde{d}) = Ax + B\kappa(x) + Bu(x) + \tilde{d}$ where $\tilde{d} = d + B\kappa$ is the combined physical and suboptimality disturbance. Then, using Lemma 5 and the triangle inequality we have that for all $x \in \Gamma_N$

$$\phi(f_w(x, \tilde{d})) \leq \phi(f_w(x, 0)) + |\phi(f_w(x, 0))| - \phi(f_0(x, 0))$$

$\leq \beta \phi(x) + a_2 \|f_w(x, \tilde{d}) - f_0(x, 0)\|$

$= \beta \phi(x) + a_2 \|w(x)\| + \check{d} \|B\kappa\| + \|d\|$

$\leq \left\{ \beta + L_\kappa \frac{a_2}{d_1} \right\} \phi(x) + a_2 \|B\kappa\| + a_2 \|d\|$, and thus since $x_{t+1} = f_w(x_t, \tilde{d}_t)$

$$\phi(x_{t+1}) \leq \beta(x) \phi(x_t) + a_2 \|B\| \|\kappa u\| + a_2 \|d\|.$$  

(B.6)
Note that since $\beta \in (0, 1)$, $\tilde{\beta}(\epsilon) \in (0, 1)$ for $\epsilon < \tilde{\epsilon} = \left(\frac{1 - \beta}{L_0 - \frac{\rho}{3}}\right)^2$ and thus for small enough $\epsilon$ we obtain that, following (Jiang and Wang, 2001, Example 3.4),

$$\phi(\epsilon) = \frac{a_2|B|}{1 - \tilde{\beta}(\epsilon)} \|\delta u\|_\infty + \frac{a_2}{1 - \tilde{\beta}(\epsilon)} \|d\|_\infty$$

provided $x_t \in \Gamma_N$. Combined with Lemma 5.(ii) yields

$$\|x_t\| \leq \beta_1(\|x_0\|, t) + \gamma_1 \|\delta u\|_\infty + \sigma_1 t \|d\|_\infty \quad (B.7)$$

with $\beta_1(s, t) = s\tilde{\beta}(\epsilon) a_2/a_1$, $\sigma_1 = \frac{a_1}{a_2} 1 - 1/\tilde{\beta}(\epsilon)$, and $\gamma_1 = \|B\| \sigma_1$.

The bound (B.7) requires that $x_t \in \Gamma_N$ for all time, we next demonstrate that if $\|x_0\| \leq \rho/\beta_1$, $\|\delta u\|_\infty \leq \rho/(3\gamma_1)$ and $\|d\|_\infty \leq \rho/(3\sigma_1)$ then $x_t \in \Gamma_N$ for all $t$. Note that by Assumption 1, $0 \in$ interior $\Gamma_N$ and thus by Lemma 5.(ii) there exists $\rho > 0$ such that $D = \{x \mid \|x\| \leq \rho\} \subset \Gamma_N$. Then we proceed by induction. Clearly $\|x_0\| \leq \rho/2 \leq \rho$; assuming (B.7) holds up to $t - 1$ we have

$$\|x_t\| \leq \beta_1(\|x_0\|, t) + \gamma_1 \|\delta u\|_\infty + \sigma_1 t \|d\|_\infty$$

$$\leq \max(3\|x_0\|, 3\gamma_1 \|\delta u\|_\infty + 3\sigma_1 \|d\|_\infty)$$

$$\leq \max(3\rho, 3\gamma_1/(3\gamma_1), 3\sigma_1/(3\sigma_1)) = \rho,$$

where we have used the identity $a + b + c \leq \max\{3a, 3b, 3c\}$ for all $a, b, c \geq 0$, and thus $x_t \in D \subset \Gamma_N$ as claimed. Note that constraints may be active during transients. □

Appendix C. PROOF OF THEOREM 3

We begin by establishing Lipschitz continuity of the regularized primal and dual solution mappings

Lemma 7. The primal and dual solution maps $S^p$ and $S^d$ of the regularized problem (16) are $L_p$ and $L_d$ Lipschitz continuous on $\Gamma_N$.

Proof: The primal-dual solution map $(S^p, S^d)$ solves the following strongly monotone variational inequality

$$\left[ \begin{array}{cc} H & F \\ E & c \end{array} \right] \left[ \begin{array}{c} u \\ \lambda \end{array} \right] + \left[ \begin{array}{c} Gx \\ Fx - b \end{array} \right] + \left[ \begin{array}{c} N_Z(u, x) \\ N_+(\lambda) \end{array} \right] \geq 0, \quad (C.1)$$

where $Z = \bigcup_{\ell \in M} Z^\ell$ are the collected local constraints. The variational inequality (C.1) is necessary and sufficient for optimality of the following multi-parametric QP

$$\min_{u, y} \frac{1}{2} \left[ \begin{array}{cc} u \\ y \end{array} \right]^T \left[ \begin{array}{cc} H & G \\ G & W \end{array} \right] \left[ \begin{array}{c} u \\ y \end{array} \right] + \left[ \begin{array}{c} Gx \\ Fx - b \end{array} \right] + \left[ \begin{array}{c} N_Z(u, x) \\ N_+(\lambda) \end{array} \right] \geq 0$$

s.t. $Cu + Dx \leq c$ \quad (C.2a)

$Eu + Fx \leq b + y$ \quad (C.2b)

as the KKT necessary conditions of (C.2) reduce to (C.1), and thus $(S^p, S^d)$ is Lipschitz continuous by (Bemporad et al., 2002, Theorem 4). □

By using Theorem 1, we have that

$$\psi(S^d(\ell)(x), \lambda) - \psi(S^d(\ell)(x), \lambda) \leq \frac{2\alpha^{-1}}{\ell \epsilon^2 \bar{\lambda}} \|\lambda - S^d(\ell)(x)\|^2,$$

while strong concavity of the dual (Lemma 1) yields

$$\frac{\epsilon}{2} \|\lambda - S^d(\ell)(x)\|^2 \leq \psi(S^d(\ell)(x), \lambda) - \psi(S^d(\ell)(x), \lambda).$$

Combining these two inequalities, we obtain

$$\|T^d(\ell)(x) - S^d(\ell)(x)\| \leq \eta(\ell) \|\lambda - S^d(\ell)(x)\|,$$

where $\eta(\ell)^2 = \frac{\alpha}{\ell \epsilon^2 \bar{\lambda}} \left(\frac{1}{\ell + 1}\right)^2$. Then we have that

$$\|e_{t+1}\| = \|\lambda_{t+1} - S^d(\ell)(x_{t+1})\| \leq \eta(\ell) \|\lambda_t - S^d(\ell)(x_{t+1})\|$$

$$\leq \eta(\ell) \|\lambda_t - S^d(\ell)(x_t)\| + \eta(\ell) \|S^d(\ell)(x_t) - S^d(\ell)(x_{t+1})\|$$

$$\leq \eta(\ell) \|e_t\| + \eta(\ell) \|\lambda\| \|\Delta x\|.$$
Frejo, J.R.D. and Camacho, E.F. (2012). Global versus local MPC algorithms in freeway traffic control with ramp metering and variable speed limits. *IEEE Transactions on intelligent transportation systems*, 13(4), 1556–1565.

Giselsson, P. and Boyd, S. (2015). Metric selection in fast dual forward–backward splitting. *Automatica*, 62, 1–10.

Giselsson, P. and Rantzer, A. (2013). On feasibility, stability and performance in distributed model predictive control. *IEEE Transactions on Automatic Control*, 59(4), 1031–1036.

Goodwin, G., Seron, M.M., and De Doná, J.A. (2006). *Constrained control and estimation: an optimisation approach*. Springer Science & Business Media.

Jiang, Z.P., Lin, Y., and Wang, Y. (2004). Nonlinear small-gain theorems for discrete-time feedback systems and applications. *Automatica*, 40(12), 2129–2136. doi: 10.1016/j.automatica.2004.08.002.

Jiang, Z.P. and Wang, Y. (2001). Input-to-state stability for discrete-time nonlinear systems. *Automatica*, 37(6), 857–869. doi:10.1016/S0005-1098(01)00028-0.

Koshal, J., Nedić, A., and Shanbhag, U.V. (2011). Multiuser optimization: Distributed algorithms and error analysis. *SIAM Journal on Optimization*, 21(3), 1046–1081.

Leung, J., Liao-McPherson, D., and Kolmanovsky, I.V. (2021). A Computable Plant-Optimizer Region of Attraction Estimate for Time-distributed Linear Model Predictive Control. In *Proceedings of the American Control Conference*, volume 2021-May, 3384–3391. Institute of Electrical and Electronics Engineers Inc. doi: 10.23919/ACC50511.2021.9482879.

Liao-McPherson, D., Skibik, T., Leung, J., Kolmanovsky, I., and Nicota, M.M. (2021). An analysis of closed-loop stability for linear model predictive control based on time-distributed optimization. *IEEE Transactions on Automatic Control*, 67(5), 2618–2625.

Luiz, C.E., Vukosavljev, M., and Schoellig, A.P. (2020). Online trajectory generation with distributed model predictive control for multi-robot motion planning. *IEEE Robotics and Automation Letters*, 5(2), 604–611.

Müller, M.A. and Allgöwer, F. (2017). Economic and distributed model predictive control: Recent developments in optimization-based control. *SICE Journal of Control, Measurement, and System Integration*, 10(2), 39–52.

Skibik, T. and Nicota, M.M. (2022). Analysis of time-distributed model predictive control when using a regularized primal–dual gradient optimizer. *IEEE Control Systems Letters*, 7, 235–240.

Venkat, A.N., Hiskens, I.A., Rawlings, J.B., and Wright, S.J. (2008). Distributed MPC strategies with application to power system automatic generation control. *IEEE Transactions on Control Systems Technology*, 16(6), 1192–1206.

Yang, Y., Wang, Y., Manzie, C., and Pu, Y. (2022). Real-time distributed model predictive control with limited communication data rates. *arXiv preprint arXiv:2208.12531*.

Zanelli, A., Tran-Dinh, Q., and Diehl, M. (2021). A Lyapunov function for the combined system-optimizer dynamics in inexact model predictive control. *Automatica*, 134, 109901.

Zheng, Y., Li, S.E., Li, K., Borrelli, F., and Hedrick, J.K. (2016). Distributed model predictive control for heterogeneous vehicle platoons under unidirectional topologies. *IEEE Transactions on Control Systems Technology*, 25(3), 899–910.