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1. Introduction

We consider the problem of sampling from a probability distribution with positive density $\Pi$ with respect to Lebesgue’s measure on $\mathbb{R}^d$. We define $\Pi$ through a potential function $\Phi : \mathbb{R}^d \rightarrow \mathbb{R}$ satisfying $\int_{\mathbb{R}^d} \exp\{-\Phi(y)\} \, dy < \infty$, as follows

$$\Pi(x) \propto \exp\{-\Phi(x)\}, \quad x \in \mathbb{R}^d.$$ 

Exact sampling methods (e.g. rejection sampler) can tackle this problem, but their complexities increase exponentially fast with $d$. In this work we focus on approximate sampling methods known
as Markov Chain Monte Carlo (MCMC) algorithms, for which polynomial complexities with $d$ can be obtained under suitable assumptions. These methods rely on sampling from a tractable Markov chain which converges in distribution to the target $\Pi$.

MCMC algorithms are powerful tools to estimate statistical models involving intractable integrals. They are widely used in Bayesian statistics, to approximate moments of high-dimensional posterior distributions. Efficient sampling algorithms for large $d$ often rely on discretized Markov processes guided by the gradient of the potential $\Phi$. These algorithms are commonly referred to as gradient-based samplers. In this work, we make the following smoothness assumption on $\Phi$. We note $|x| \triangleq (x^T x)^{1/2}$ the Euclidean norm of $x \in \mathbb{R}^d$.

**Assumption 1.** The potential $\Phi \in C^1(\mathbb{R}^d)$ has a Lipschitz gradient

$$\exists M > 0, \quad |\nabla \Phi(x) - \nabla \Phi(y)| \leq M|x - y|, \quad x, y \in \mathbb{R}^d.$$ 

The discretization of a Markov process induces a bias in its stationary distribution. Accurate sampling can be ensured by choosing a small enough step-size to reduce the bias while running a long enough chain to get close to stationarity. Solving this trade-off has received a lot of attention lately, and polynomial complexities with $d$ were obtained for log-concave targets satisfying Assumption 1; see [18, 19, 25, 26, 24, 36] for the overdamped Langevin diffusion, [16, 21, 20, 42, 51, 65] for the (kinetic) Langevin diffusion, and [6, 10, 7, 15, 43, 44, 45] for Hamiltonian dynamics. A common practice is to adjust the long-term bias of the chain by facing each update with an accept reject test known as Metropolis correction; see [33, 47]. Among the samplers using this correction are the Metropolis Adjusted Langevin Algorithm (MALA) and Hamiltonian Monte Carlo (HMC); see [4, 23, 64]. Measuring the complexity of Metropolis adjusted samplers was initiated by the study of scaling limits for product form targets; see [5, 58, 62, 61]. These studies show that accurate integration at stationarity requires a number of gradient queries that scales asymptotically as $d^{1/3}$ for MALA and $d^{1/4}$ for HMC. Non-asymptotic guarantees for Metropolis adjusted samplers have also been obtained; see [14, 17, 28, 38]. While the complexity of gradient-based samplers is actively studied, their sensitivity to tuning often remains a major issue for their practical implementations. Developing samplers that combine efficiency and robustness is a key challenge, which receives a growing interest; see [9, 34, 41, 70]. Our work is motivated by this objective.

We focus in particular on samplers built upon Hamiltonian dynamics, which describe the motion of a position $X_t \in \mathbb{R}^d$ and a velocity $V_t \in \mathbb{R}^d$ (a.k.a momentum). These are defined as the solution of the following system of Ordinary Differential Equations (ODE).

$$d \begin{bmatrix} X_t \\ V_t \end{bmatrix} = \begin{bmatrix} V_t \\ -\nabla \Phi(X_t) \end{bmatrix} dt.$$

Hamiltonian dynamics preserve the density

$$\Pi_\pi(x, v) \propto \exp\{-\Phi(x) - |v|^2/2\}, \quad (x, v) \in \mathbb{R}^{2d}.$$ 

This density is invariant in the sense that $(X_0, V_0) \sim \Pi_\pi \Rightarrow (X_t, V_t) \sim \Pi_\pi$ for any $t \geq 0$. Yet Hamiltonian trajectories follow the contours of $\Pi_\pi$ so they cannot be ergodic without introducing random refreshments; see below. The density $\Pi_\pi$ is a product between $\Pi$ and a standard Gaussian velocity. Thus sampling from $\Pi_\pi$ yields marginal samples from $\Pi$ by keeping only the positions. In general, (1) has no closed form solutions, and needs to be discretized. One of the most well known discretizations is the Störmer-Verlet integrator (a.k.a leapfrog), defined as follows. For a step-size $h > 0$, let $\theta_h : (x_0, v_0) \mapsto (x_1, v_1)$ such that

$$v_{1/2} = v_0 - (h/2)\nabla \Phi(x_0)$$
$$x_1 = x_0 + hv_{1/2}$$
$$v_1 = v_{1/2} - (h/2)\nabla \Phi(x_1).$$
A numerical trajectory of length $T \geq h$ is composed by $L = \lceil T/h \rceil$ Störmer–Verlet updates, noted $\theta_h^L \triangleq \theta_h \circ \cdots \circ \theta_h$. This map is volume preserving: the Jacobian of $(x, v) \mapsto \theta_h^L(x, v)$ equals one; and time-reversible: the map $\varphi \circ \theta_h^L$ is an involution for $\varphi(x, v) \triangleq (x, -v)$.

The HMC algorithm introduced in [23], proposes numerical Hamiltonian trajectories faced with a Metropolis correction. The momentum is refreshed by a Gaussian draw at the start of each trajectory, inducing the randomness needed to ensure ergodicity; see [27]. An extension of this algorithm, called Generalized Hamiltonian Monte Carlo (GHMC), was then suggested in [35] to allow for partial momentum refreshments with a persistence parameter $\alpha \in [0, 1)$. GHMC is defined explicitly in Algorithm 1. It reduces to standard HMC when $\alpha = 0$.

Algorithm 1: Generalized Hamiltonian Monte Carlo

\begin{algorithm}
\begin{algorithmic}[1]
\State \textbf{Input :} Starting point $(X^0, V^0) \in \mathbb{R}^{2d}$, number of MCMC samples $N \geq 1$, step-size $h > 0$, integration time $T \geq h$, and persistence $\alpha \in [0, 1)$.
\State Set $L \leftarrow \lceil T/h \rceil$
\For{$n \leftarrow 1$ to $N$ do}
\State draw $\xi \sim N_d(0_d, I_d)$ and refresh the momentum $V' \leftarrow \alpha V^{n-1} + \sqrt{1-\alpha^2} \xi$
\State propose a Hamiltonian trajectory $(X^n, V^n) \leftarrow \theta_h^L(X^{n-1}, V')$
\State compute the energy difference $\Delta \leftarrow \Phi(X^n) - \Phi(X^{n-1}) + (|V^n|^2 - |V'|^2)/2$
\State draw a uniform random variable $U$ on $(0, 1)$
\If{$U > \exp(-\Delta)$}
\State reject and flip the momentum $(X^n, V^n) \leftarrow (X^{n-1}, -V')$
\EndIf
\EndFor
\State return $(X^1, V^1), \ldots, (X^N, V^N)$.
\end{algorithmic}
\end{algorithm}

Algorithm 1 defines a skew-reversible Markov kernel; see [3, Lemma 2]. It satisfies detailed balance up to a momentum flip, noted $\varphi(x, v) = (x, -v)$. One way to deconstruct Algorithm 1 is to split the proposed trajectory as $\theta_h^L = \varphi \circ \varphi \circ \theta_h^L$ so that the involution $\varphi \circ \theta_h^L$ is faced with an accept-reject test. Overall, a momentum flip occurs whenever a move is rejected. This is of little importance when $\alpha = 0$, i.e. for HMC, as momentum flips are erased by full refreshments; the Markov kernel is reversible, see [2, Remark 13]. However, momentum flips are only partially erased when $\alpha \in (0, 1)$; the Markov kernel is non-reversible. Momentum flips typically slow down the mixing of the sampler, by causing backtracking which limits the exploration of the space. This is supported by Peskun-ordering results for skew-reversible kernels; see [3, Corollary 2]. It illustrates an important distinction between efficiency of the exploration, and non-reversibility of the Markov kernel.

The Langevin diffusion (a.k.a kinetic, geometric, underdamped, or second order Langevin) combines (1) with a continuous momentum refreshment with damping $\gamma \geq 0$ (a.k.a friction), from a Brownian motion $(W_t)_{t \geq 0}$ on $\mathbb{R}^d$. Under Assumption 1, the Langevin diffusion is the strong solution of the following Stochastic Differential Equation (SDE).

$$
\frac{d X_t}{V_t} = \left[ \begin{array}{c} V_t \\ -\nabla \Phi(X_t) \end{array} \right] dt + \left[ \begin{array}{c} 0_d \\ -\gamma V_t dt + \sqrt{2\gamma} dW_t \end{array} \right].
\tag{2}
$$

The Langevin diffusion preserves $\Pi_\alpha$ as well. It coincides with Hamiltonian dynamics for $\gamma = 0$, but a positive damping is required for the process to be ergodic. Quantitative rates of convergence were established for various damping regimes; see [21, 29]. The overdamped Langevin diffusion is obtained as $\gamma \to \infty$ while rescaling the time as $X_t = X_{\gamma t}$; see [53].

One tuning strategy for GHMC, advocated in [35], is to approximate the Langevin diffusion as $h \to 0$ by choosing $\alpha \sim \exp(-\gamma h)$ and $T = h$ in Algorithm 1. A Metropolis correction is then
applied to each single leapfrog step. Refreshments become more and more partial as $\gamma \to 0$, while momentum flips get erased more and more partially. This emphasizes backtracking upon rejection, which severely impacts the sampling performance of GHMC; see [35, 37]. Several variants of GHMC were proposed; see [11, 55, 59, 66], but these analyses always consider small enough step-sizes to maintain a negligible amount of rejections. This strong constraint on the step-size motivated several methodological variations of GHMC aiming at mitigating the impact of momentum flips; see [13, 67, 71]. Some of these are related to delayed rejection methods, introduced in [32, 50, 68]; see [56] for recent developments. Reducing flips/rejections in these samplers always comes at the price of a higher number of proposals, inducing another trade-off to solve in terms of computational cost.

The article is organised as follows.

- In **Section 2**, we present the Metropolis Adjusted Langevin Trajectories (MALT) sampler. Compared to previous samplers built upon the kinetic Langevin diffusion, like GHMC and its variations (see [11, 35, 55, 59, 66]), MALT applies a Metropolis adjustment on entire Langevin trajectories, which arguably defines a neater extension of HMC. In particular, MALT avoids the momentum flip problem of GHMC, and yields a reversible and ergodic Markov kernel for any positive damping.

- In **Section 3**, we derive optimal scaling limits of MALT for product-form targets. Our study extends the result of [5] for HMC to any choice of damping. We show that the $d^{1/4}$ scaling and the 65% acceptance rate are optimal without further assumptions. Our result ensures that on isotropic targets, MALT preserves the rate of convergence of HMC. It also yields a simple guideline for tuning the step-size, which gives MALT another edge over GHMC.

- In **Section 4**, we show that MALT greatly improves the robustness of HMC on anisotropic targets. We first highlight this property with explicit calculations on a toy Gaussian model. When the target has heterogeneous scales, HMC suffers from a loss of efficiency and a greater sensitivity to the choice of trajectory length, while MALT solves both issues for an explicit damping. We extend our study to strongly log-concave targets, and relate the Langevin diffusion to another robust approach known as Randomized HMC (see [9]). Our analysis refines the mixing rate of [22] for RHMC, and shows that the Langevin diffusion is a limit of RHMC that achieves the fastest mixing rate. To our knowledge, this connection is new and motivates the use of partial momentum refreshment.

- In **Section 5**, we compare the accuracies of MALT, HMC, GHMC and RHMC when doing numerical integration. This study aims at approximating the moments of various target distributions, including toy examples as well as a real data Bayesian model with log-concave posterior distribution. We measure the worst effective sample size across the components for various test functions. Our results show that MALT outperforms both HMC and GHMC, while it offers competitive results compared to RHMC.

A table of notations is presented in Appendix A.

### 2. Metropolis Adjusted Langevin Trajectories

We introduce MALT: a new Metropolis adjustment of a standard time discretization of the (kinetic) Langevin diffusion. We explain its foundations and establish connections with previous Metropolis adjusted samplers built upon the Langevin diffusion such as GHMC; see [11, 12, 35, 55, 59, 66]. Compared to these approaches, the Metropolis correction is applied to a whole Langevin trajectory of length $T > 0$. This mechanism allows us to get rid of GHMC’s perturbations induced by momentum flips, by performing full refreshments of the velocity at the start of each trajectory. We describe MALT as an extension of HMC, which uses an arguably neater adjustment than GHMC. We support this claim by presenting several comparative advantages of MALT, both in terms of tuning and sampling performance.
For any distribution \( \nu \), we refer to the synchronized processes (for \( t > s \) formally ensured in the OBABO update by considering (3), starting from \( Z_0 \))

\[
\begin{align*}
\nu'_0 &= \eta v_0 + \sqrt{1 - \eta^2} \xi \\
\nu_{1/2} &= v_0' - (h/2)\nabla \Phi(x_0) \\
x_1 &= x_0 + h v_{1/2} \\
v'_1 &= v_{1/2} - (h/2)\nabla \Phi(x_1) \\
v_1 &= \eta v'_1 + \sqrt{1 - \eta^2} \xi' \\
\end{align*}
\]

(0)

(B)

(A)

(B)

(O)

The updates denoted by the letters O, B and A correspond to exact solutions of a splitting of (2) into three parts. These are respectively referred in the literature as momentum refreshment, acceleration and free transport parts of the Langevin dynamics; see [39]. The BAB composition reduces to the Störmer-Verlet update introduced in Section 1. Combined with an infinitesimal momentum refreshment as \( h \to 0 \), the OBABO composition yields a natural time discretization of the Langevin diffusion, built as an extension of the Leapfrog integrator for Hamiltonian dynamics. For this reason, this splitting scheme has received a significant interest; see [11, 12, 21, 59, 66]. Several other splittings of the Langevin diffusion have been proposed and studied; see [1, 65]. This work focuses on the OBABO update in order to preserve several properties of the Störmer-Verlet update, useful for constructing a Metropolis correction. On the principle, our construction could rely on other integrators, as long as these are time-reversible and volume preserving; see [11].

For any \( \gamma > 0 \), the distribution of \( z_1 = (x_1, v_1) \) given \( z_0 = (x_0, v_0) \) admits a positive density \( q_h, \gamma (z_0, z_1) \) with respect to Lebesgue’s measure on \( \mathbb{R}^d \). This density is formally defined as the product of the two conditional densities corresponding to the Gaussian distributions of \( z_1 \) given \( (x_0, v_0) \) and \( v_1 \) given \( (x_0, v_0, x_1) \). The case \( \gamma = 0 \) reduces to considering the deterministic Störmer-Verlet update \( \theta_h \). The OBABO update characterizes a Markov kernel defined for any Borel set \( A \) of \( \mathbb{R}^d \)

\[
Q_{h, \gamma}(z_0, A) \triangleq \begin{cases} 
\int_A q_{h, \gamma}(z_0, z_1) \text{d}z_1 & \text{if } \gamma > 0 \\
\delta_{\theta_h(z_0)}(A) & \text{if } \gamma = 0.
\end{cases}
\]

For any distribution \( \nu_0 \) on \( \mathbb{R}^d \), starting from \( z_0 \sim \nu_0 \) we define the numerical Langevin trajectory for \( i \geq 1 \)

\[
z_i \sim Q_{h, \gamma}(z_{i-1}, \cdot)
\]

(3)

We refer to the synchronized processes \( (Z_t)_{t \geq 0} \) and \( (z_i)_{i \geq 0} \) for the respective solutions of (2) and (3), starting from \( Z_0 = z_0 \sim \nu_0 \) with identical momentum refreshments. This synchronization is formally ensured in the OBABO update by considering \( \xi = \xi_{0, h/2} \) and \( \xi' = \xi_{h/2, h} \) such that for \( t > s \geq 0 \)

\[
\xi_{s,t} \triangleq \sqrt{\frac{2 \gamma}{1 - e^{-\gamma(t-s)}}} \int_s^t e^{-\gamma(t-u)} \text{d}W_u.
\]

(4)

In Proposition 1, we show that numerical Langevin trajectories built upon recursive OBABO updates are strongly accurate. Similar results have been proposed and discussed in [8, 11].

**Proposition 1.** Suppose that Assumption 1 holds. Let \( (Z_t)_{t \geq 0} \) and \( (z_i)_{i \geq 0} \) be the respective solutions of (2) and (3), synchronized with respect to (4). For any fixed \( d \geq 1 \), \( T > 0 \) and \( \gamma \geq 0 \), there exists \( C > 0 \) such that for any square integrable random variable \( Z_0 \sim \nu_0 \) on \( \mathbb{R}^d \) and any \( t, h \in (0, T] \)

\[
\left( \mathbb{E}[|Z_{t/h}|^2] - |z_{t/h}|^2 \right)^{1/2} \leq C \left( 1 + \mathbb{E}[|Z_0|^2] \right)^{1/2} h.
\]

Proposition 1 ensures that, measured by the \( L_2 \)-norm, the numerical error of approximating Langevin trajectories with the OBABO update scales at worst linearly with the time-step \( h > 0 \). Beyond its natural interpretation, this claim is used to establish several results in Section 3. A detailed proof is therefore derived in Appendix B.1.
We introduce a Metropolis correction applied to numerical Langevin trajectories of length $T > 0$. This correction involves a local numerical error, defined for $h > 0$ and $x, y \in \mathbb{R}^d$ by
\[
\mathcal{E}_h(x, y) \triangleq \Phi(y) - \Phi(x) - \frac{1}{2} (y - x)^\top (\nabla \Phi(y) + \nabla \Phi(x)) + \frac{h^2}{8} \left( |\nabla \Phi(y)|^2 - |\nabla \Phi(x)|^2 \right).
\] (5)
Composed by $L = \lceil T/h \rceil$ steps, a Langevin trajectory $(x_0, v_0), \ldots, (x_L, v_L) \in \mathbb{R}^{2d}$ is drawn from (3). The trajectory is faced with an accept-reject test to compensate for the total error
\[
\Delta(x_0, \ldots, x_L) \triangleq \sum_{i=1}^{L} \mathcal{E}_h(x_{i-1}, x_i).
\] (6)
Applied to the positions in the OBABO discretization, the local error $\mathcal{E}_h$ reduces to the energy difference induced by the Störmer Verlet update. Indeed the BAB composition yields
\[
\mathcal{E}_h(x_0, x_1) = \Phi(x_1) - \Phi(x_0) + \frac{1}{2} (|v_1|^2 - |v_0|^2) = - \log \left( \frac{\Pi_s(x_1, v_1)}{\Pi_s(x_0, v_0)} \right).
\] (7)
The total error $\Delta$ corresponds to the sum of energy differences incurred by the Leapfrog integrator (disregarding the partial velocity refreshments). Therefore, it can be interpreted as the error of approximating the Hamiltonian part of Langevin dynamics. Each numerical Langevin trajectory is finally accepted with probability $1 \wedge \exp(-\Delta)$. The resulting algorithm, named Metropolis Adjusted Langevin Trajectories (MALT), is presented hereafter; see Algorithm 2.

**Algorithm 2**: Metropolis Adjusted Langevin Trajectories

**Input**: Starting point $(X^0, V^0) \in \mathbb{R}^{2d}$, number of MCMC samples $N \geq 1$, step-size $h > 0$, integration time $T \geq h$, and friction $\gamma \geq 0$.

1. Set $L \leftarrow \lceil T/h \rceil$
2. for $n \leftarrow 1$ to $N$
do
3. \hspace{1em} draw a full refresh of the momentum $V' \sim N_d(0_d, I_d)$
4. \hspace{1em} set $(x_0, v_0) \leftarrow (X^{n-1}, V')$ and $\Delta \leftarrow 0$
5. \hspace{1em} for $i \leftarrow 1$ to $L$ do
end
6. \hspace{2em} draw an OBABO step $(x_i, v_i) \sim Q_{h, \gamma}((x_{i-1}, v_{i-1}), \ldots)$
7. \hspace{2em} update the energy difference $\Delta \leftarrow \Delta + \mathcal{E}_h(x_{i-1}, x_i)$
\hspace{1em} Propose a Langevin trajectory.
8. \hspace{1em} set $(X^n, V^n) \leftarrow (x_L, v_L)$
9. \hspace{1em} draw a uniform random variable $U$ on $(0, 1)$
10. \hspace{1em} if $U > \exp(-\Delta)$ then
11. \hspace{2em} reject and flip the momentum $(X^n, V^n) \leftarrow (X^{n-1}, -V')$
12. \hspace{1em} end
end
15. return $(X^1, V^1), \ldots, (X^N, V^N)$.

From (6) and (7), we see that the total energy error $\Delta$ in Algorithm 1 and Algorithm 2 coincide when $\gamma = \alpha = 0$. In other words, MALT is an extension of HMC to any choice of friction $\gamma \geq 0$. We also observe that computing $\Delta$ involves the gradients of $x_0, \ldots, x_L$ which are already computed when proposing the Langevin trajectory. In that sense, running MALT does not require more gradient evaluations than running HMC. In Proposition 2, we show that MALT defines a reversible Markov kernel with respect to $\Pi$. We recall that a kernel $P$ is reversible with respect to $\Pi$ if for any Borel sets $A, B$ of $\mathbb{R}^d$
\[
\int_B \Pi(dx)P(x, A) = \int_A \Pi(dx)P(x, B).
\]
Proposition 2. For any $\gamma \geq 0$ and $T \geq h > 0$, the sequence $(X_i)_{i \geq 0}$ in Algorithm 2 defines a Markov chain characterized by a kernel $P$ reversible with respect to $\Pi$. A proof is derived in Appendix B.2. The claim is known for HMC; see [2, Remark 13]. For $\gamma > 0$, the result follows from remarking that the acceptance ratio $\exp\{-\Delta\}$ in Algorithm 2 is the product of the single step acceptance ratios obtained in [11, Eq 5.13]. Our analysis is more generally built upon a Markov kernel on the space of trajectories $z_{0:L} \equiv (z_0, \cdots, z_L)$. In particular, the kernel is shown to be reversible with respect to the extended measure

$$
\mu(dz_{0:L}) \equiv \Pi_x(dz_0) \prod_{i=1}^{L} Q_{h, \gamma}(z_{i-1}, dz_i).
$$

We highlight that reversibility is ensured only when full momentum refreshment are performed at the start of each trajectory. In particular, momentum flips are completely erased in Algorithm 2 whereas this is not the case in Algorithm 1 if $\alpha > 0$. In Proposition 3, we show that MALT is ergodic in total variation for any $T \geq h > 0$ if a positive friction $\gamma > 0$ is chosen. The total variation between two measures $\nu, \nu'$ on $\mathbb{R}^d$ is denoted as $\|\nu - \nu'\|_{TV} \equiv \sup\{|\nu(A) - \nu'(A)|, A \text{ Borel set of } \mathbb{R}^d\}$.

Proposition 3. Let $P$ be the Markov kernel of the chain $(X_i)_{i \geq 0}$ in Algorithm 2, and suppose that $\gamma > 0$. Then for any $T \geq h > 0$ and for $\Pi$-almost every $x \in \mathbb{R}^d$ we have

$$
\lim_{n \to \infty} \|\delta_x P^n - \Pi\|_{TV} = 0.
$$

A proof is derived in Appendix B.3. For any $\gamma > 0$, the measure $\mu$ defined in (8) admits a positive density with respect to Lebesgue’s measure, ensuring II-irreducibility and aperiodicity of the Markov kernel. Beyond their convergence in total variation, ergodic chains satisfy a strong law of large numbers; see [63, Eq 6]. We remark that a positive damping simplifies considerably the study of MALT’s ergodicity, compared to standard HMC. Indeed, ergodicity in total variation for HMC obtained in [27, Theorem 2] makes the additional assumption that

$$
\left(1 + hM^{1/2} \omega(hM^{1/2})\right)^{\lfloor T/h \rfloor} < 2, \quad \omega(s) = (1 + s/2 + s^2/4),
$$

where $M > 0$ is the Lipschitz constant of $\nabla \Phi$; see Assumption 1. In particular, the integration time of HMC is required to be small: of the order $M^{-1/2}$. A positive choice of friction in Algorithm 2 avoids this restrictive condition, enabling the use of longer trajectories for anisotropic targets. We refer to [40] for ergodicity results on Randomized HMC. The geometric ergodicity for Algorithm 2 is beyond the scope of our study.

3. Optimal scaling limits for isotropic targets

In this section, we consider the problem of tuning the time step $h > 0$ in MALT for any choice of friction $\gamma \geq 0$ and integration time $T > 0$. Our study connects to several results known as optimal scaling: see [61] and [62] for initial results on Random Walk Metropolis and MALA and [5] for HMC. One goal of these works is to derive scaling limits of Metropolis adjusted algorithms as the dimension $d$ goes to infinity. The obtained results rely on assuming that the target distribution has a product form; i.e. that the components are IID. This simplified framework enables the study of the accept-reject mechanism for high-dimensional targets. This study provides simple tuning guidelines of the time step to obtain a non-trivial acceptance rate. This result is convenient for assessing the number of gradient evaluations to reach a certain integration time, as a scaling of the dimension. We consider here the following assumption:

Assumption 2. The potential satisfies $\Phi(x) = \sum_{i=1}^d \phi(x(i))$ for some $\phi \in C^4(\mathbb{R})$, with uniformly bounded derivatives $\phi^{(k)}$ for $k = 2, 3, 4$, and $\int_{\mathbb{R}} x^k \exp(-\phi(x))dx < \infty$. 


We highlight that the smoothness and integrability conditions above are similar, although slightly weaker, than those suggested in [5, Proposition 5.5] for HMC. Under Assumption 2, the asymptotic dynamics of MALT can be described in terms of independent components of the Langevin diffusion defined in (2). Throughout this section, we denote \((X_t, V_t) \in \mathbb{R}^2\) for the solution of a single component of (2) initiated at stationarity: \((X_0, V_0) \sim e^{-\phi} \otimes \mathcal{N}(0, 1)\). The \(d\)-dimensional chain generated by MALT has a potential satisfying Assumption 2, corresponding to a marginal potential \(\phi\) (independent of the dimension). The product form of the target together with the proposal density enforces a product structure also on the proposal. In other words, the components of the numerical Langevin trajectories proposed are also independent and identically distributed. We denote \(\mu_x(A) \triangleq \mu(\{x_0, L \in A\})\) the marginal measure of \(x_{0, L} \triangleq (x_0, \cdots, x_L)\) characterized by (8). For any fixed choice of physical time \(T\) and friction \(\gamma\) we establish asymptotic normality of the total energy difference.

**Theorem 1.** Suppose that Assumption 2 holds. Choose \(h = \ell d^{-1/4}\) for some constant \(\ell > 0\). For any \(T > 0\) and \(\gamma \geq 0\), let \(L = \lfloor T/h \rfloor\) and \(x_{0, L} \sim \mu_x\). Then as \(d \to \infty\)

\[
\Delta(x_{0, L}) \Rightarrow \mathcal{N}\left(\frac{1}{2} \ell^4 \Sigma, \ell^4 \Sigma\right),
\]

such that for \(S(x, v) \triangleq \frac{1}{\ell^2} v^\phi(3)(x) + \frac{1}{\ell^4} v^\phi''(x) v'(x)\) we have

\[
\Sigma = \mathbb{E}\left[\left(\int_0^T S(X_t, V_t)dt\right)^2\right].
\]

The proof is given in Appendix C.1. It relies on extending the optimal scaling framework for Metropolis-Hastings methods recently introduced in Section 3 of [69] to also include algorithms based on trajectories, such as HMC and MALT. This is achieved through the study of the asymptotic properties of the total energy difference \(\Delta\), or equivalently the log Metropolis-Hastings rates \(-\Delta\), as they are called in [69]. Establishing strong accuracy of the trajectories for the function \(S\) is crucial. Our analysis relies on approximating \(S\) by a sum of Lipschitz functions for which strong accuracy follows by Proposition 1. Next, we use Theorem 1 to deliver guidelines for the tuning of MALT. We generalize the results discussed in Sections 3 and 4 of [5] so that they also hold for non-negative friction \(\gamma\). In the special case of \(\gamma = 0\) we recover the results on HMC.

**Proposition 4.** Under the assumptions of Theorem 1 the following statements hold:

(i) The acceptance rate satisfies, with \(\Psi\) denoting the CDF of a standard Gaussian

\[
\mathbb{E}\left[1 \wedge e^{-\Delta(x_{0, L})}\right] \xrightarrow{d \to \infty} a(\ell) \triangleq 2\Psi\left(-\frac{\ell^2 \sqrt{\Sigma}}{2}\right).
\]

(ii) Let \(f: \mathbb{R} \to \mathbb{R}\) be locally Lipschitz such that \(|f(x) - f(y)| \leq C(|y| + |x|)|x - y|\) for some \(C > 0\). Denote \(\Upsilon_f \triangleq \mathbb{E}\left[(f(X_T) - f(X_0))^2\right]\). Then

\[
\mathbb{E}\left[(f(X^{n+1}(1)) - f(X^n(1)))^2\right] \xrightarrow{d \to \infty} \Upsilon_f a(\ell).
\]

(iii) Set \(X'_T = X_T 1_{[0,a(\ell)]}(U) + X_0 1_{(a(\ell), 1]}(U)\) for a uniform random variable \(U\). Then

\[
(X^n(1), X^{n+1}(1)) \Rightarrow (X_0, X'_T).
\]

Point (i) identifies the asymptotic average acceptance rate under the \(h = \ell d^{-1/4}\) scaling. Note that \(h = \ell d^{-1/4}\) is the only decay rate of the time-step that will lead to a non-trivial distributional limit in Theorem 1 and to a non-trivial limiting average acceptance rate. Any other decay rate will lead to a limiting acceptance rate of either zero or one (to see this formally check proof of
Proposition 5. This result for general friction $\gamma$ is exactly the same as for the HMC case $\gamma = 0$ studied in Section 3.3 of [5].

Apart from extending the results from the HMC case to any choice of friction, point (ii) generalizes Section 3.4 of [5] where only the mean function is considered. The result describes the asymptotic lag-one autocorrelation of different functions which can be used as heuristic indicators of the performance of MALT. For the mean function, it corresponds to the asymptotic expected squared jump distance, a performance criterion often used for adaptive tuning of MCMC methods (see [57]). Under Assumption 2 we can guarantee this for functions growing as fast as quadratic but with a stronger moment condition we could extend this further for functions that grow more rapidly.

Point (iii) is again an extension of the results in HMC case, studied in Section 3.5 of [5]. It describes the limiting behavior of each marginal coordinate of the chain generated by MALT (with other coordinates integrated out with respect to the stationary measure). If MALT is initiated in stationarity and only a single coordinate is observed, then its behavior can be described in terms of a Langevin trajectory and an independent coin. [5, Section 4] considers two measures of efficiency for HMC, the number of successful transitions per gradient evaluation and the expected squared jump distance per gradient evaluation. maximizing the first one is equivalent to minimizing the computational cost of a single accepted transition, while maximizing the second will also prioritizes schemes which move further.

Number of successful transitions per gradient evaluation is proportional to the acceptance rate and inversely proportional to the number of steps $L = \lceil T/h \rceil$. For a fixed $T$ this corresponds to maximizing $hE \left[ 1 \wedge e^{-\Delta(x_0,t)} \right]$. Similar reasoning holds for other measures of efficiency. We will consider the following measures of efficiency. For $f$ as in Proposition 4(ii) we define expected squared $f$-distance per gradient evaluation as

$$\frac{1}{L} E \left[ \left( f(X_{n+1}^1) - f(X_n^1) \right)^2 \right],$$

If we set $f$ to be linear we recover the expected squared jump distance per gradient evaluation as in [5]. This efficiency measure is proportional to the Dirichlet form of MALT evaluated at $f$ divided by the length of the trajectory. For fixed $T$ and $\gamma$ the efficiency measures corresponding to different functions $f$ asymptotically differ from each other only by a factor that is independent of the time-step. Hence, optimizing any of them is asymptotically equivalent. We are now in position to show that the step-size decay rate $d^{-1/4}$ is optimal according to any of these asymptotic measures.

Proposition 5. Let the Assumption 2 be satisfied and let $f$ be as in Proposition 4(ii). Let $T, \ell > 0$ and $\gamma \geq 0$ be constants. Let $h \to 0$ be a sequence of time-steps and $L = \lceil T/h \rceil$. If either $d^{1/4} h \to 0$ or $d^{1/4} h \to \infty$, then

$$d^{1/4} \times \frac{1}{L} E \left[ \left( f(X_{n+1}^1) - f(X_n^1) \right)^2 \right] \to 0.$$

If $d^{1/4} h \to \ell$ for some $\ell \in (0, \infty)$, then for $\text{eff}(\ell) \equiv \ell a(\ell)$ we have

$$d^{1/4} \times \frac{1}{L} E \left[ \left( f(X_{n+1}^1) - f(X_n^1) \right)^2 \right] \to \Upsilon_f \times \text{eff}(\ell).$$

There exists a unique optimal $\ell^*$ maximizing $\text{eff}(\ell^*)$, for which the corresponding optimal acceptance rate equals

$$a(\ell^*) \approx 0.651.$$

This extends the optimal scaling results in Section 4 of [5] to MALT. The guidelines for tuning MALT are the same as for HMC:

Scale the step $h \propto d^{-1/4}$ and tune it to accept 65.1% of proposals.
It is remarkable that the optimal choice of $\ell$ does not depend on the function $f$ considered, nor the distribution $\Pi$. The same is however, not true for the choices of $T$ and $\gamma$. Using Proposition 5 we can deduce that for an appropriate constant $C \approx 0.619$ we have $\text{eff}(\ell^*, T) = C\Sigma^{-1/4}$. This implies that the smaller the $\Sigma$ the larger time-steps optimized sampler takes. However, the constants $\Upsilon$ also depend on $T$ and $\gamma$ and as a consequence the choice of $T$ and $\gamma$ such that the corresponding $\ell^*(T, \gamma)$ maximizes an efficiency measure depends greatly on the choice of that efficiency measure (in terms of $f$). The findings are not consistent (and are even contradictory) across a simple selection of functions $f$ even in the case of the standard Gaussian potential.

For a standard Gaussian marginal potential $\phi(x) = \frac{x^2}{2}$ we have $\phi'(x) = x$, $\phi''(x) = 1$ and $\phi^{(3)} = 0$. The identity $d(X_t^2) = 2X_t dX_t = 2X_t V_t$, the stationarity of $(X_t, V_t)$ and Isserlis’ theorem imply

$$\Sigma_{\gamma, T} = \frac{1}{16} E \left[ \left( \int_0^T V_t X_t dt \right)^2 \right] = \frac{1}{64} E \left[ (X_T^2 - X_0^2)^2 \right] = \frac{1}{32} (E[X_0^4] - E[X_0^2 X_T^2])$$

$$= \frac{1}{16} (E[X_0^2]^2 - E[X_0 X_T]^2) = \frac{1}{16} (1 - \rho_T^2(T)),$$

where $\rho_T(t) = \text{Corr}(X_0, X_T)$ follows formula (11) with $\sigma_i = 1$.

The rescaled optimal time-step $\ell^*(T)$ is proportional to $(1 - \rho_T^2(T))^{-1/4}$. We remark that the map $T \mapsto \ell^*(T)$ fluctuates a lot for small friction especially for high correlated samples: for $\gamma = 0$ it even diverges for any $T = k\pi$, $k \in \mathbb{N}$. At the contrary, the map $T \mapsto \ell^*_T(T)$ fluctuates less as $\gamma$ increases, and becomes monotonically decreasing as soon as $\gamma \geq 2$. This suggests that the joint tuning of $\ell$ and $T$ is more stable when choosing a positive friction.

4. Robustness to anisotropic targets

In this section, we explain how MALA can improve the robustness of HMC for anisotropic targets. We first highlight a phenomenon of resonances of the Auto-Correlation Functions (ACFs) on a toy Gaussian model with heterogeneous scales. The worst ACF of HMC is highly sensitive to the choice of trajectory length, whereas the Langevin diffusion enables a uniform control of the ACFs for an explicit damping. This phenomenon is known to limit the efficiency and complicate the tuning of HMC for anisotropic targets; see [9, 34, 52]. We then extend our study to strongly log-concave targets, and relate the Langevin diffusion to another robust approach known as Randomized HMC (see [9]). Our analysis refines the mixing rate of [22] for RHMC, and shows that the Langevin diffusion is a limit of RHMC that achieves the fastest mixing rate. To our knowledge, this connection is new and motivates the use of partial momentum refreshment.

4.1. Anisotropic Gaussian target

We assume that $\Phi(x) = \sum_{i=1}^d x(i)^2/(2\sigma_i^2)$, for various scales $\sigma_1, \ldots, \sigma_d > 0$. The Langevin diffusion reduces to an Ornstein-Uhlenbeck process, defined through independent SDEs for $1 \leq i \leq d$ by

$$d \begin{bmatrix} X_t(i) \\ V_t(i) \end{bmatrix} = -A_{i, \gamma} \begin{bmatrix} X_t(i) \\ V_t(i) \end{bmatrix} dt + \begin{bmatrix} 0 \\ \sqrt{2\gamma} dW_t(i) \end{bmatrix}, \quad A_{i, \gamma} \triangleq \begin{pmatrix} 0 & -1 \\ \sigma_i^{-2} & 0 \end{pmatrix}.$$

We note $e^A \triangleq \sum_{k=0}^\infty A^k/k!$ the matrix exponential of any square matrix $A$. The solution of the $i^{th}$ component of the Langevin diffusion at time $T > 0$ unfolds as follows (see [31]).

$$\begin{bmatrix} X_T(i) \\ V_T(i) \end{bmatrix} = e^{-TA_{i, \gamma}} \begin{bmatrix} X_0(i) \\ V_0(i) \end{bmatrix} + \int_0^T e^{-(T-t)A_{i, \gamma}} \begin{bmatrix} 0 \\ \sqrt{2\gamma} dW_t(i) \end{bmatrix}.$$

We note $A(i,j)$ the $(i,j)^{th}$ element of $A$. The ACF of the $i^{th}$ component writes as

$$\rho_{i, \gamma}(T) \triangleq \text{Corr}(X_T(i), X_0(i)) = E[XX_T(i)X_0(i)]/\sigma_i^2 = e^{-T A_{i, \gamma}}(1, 1).$$
We compute this matrix exponential explicitly using an eigen-value decomposition of $A_{i,\gamma}$. Noting $\omega_{i,\gamma} \triangleq |(\gamma/2)^2 - (1/\sigma_i)^2|^{1/2}$, we get

$$\rho_{i,\gamma}(T) = \begin{cases} \exp(-\gamma T/2) \left( \cos(T \omega_{i,\gamma}) + (\gamma/(2 \omega_{i,\gamma})) \sin(T \omega_{i,\gamma}) \right) & \text{if } 0 \leq \gamma < 2/\sigma_i \\ \exp(-T/\sigma_i) \left( 1 + T/\sigma_i \right) & \text{if } \gamma = 2/\sigma_i \\ \exp(-\gamma T/2) \left( \cosh(T \omega_{i,\gamma}) + (\gamma/(2 \omega_{i,\gamma})) \sinh(T \omega_{i,\gamma}) \right) & \text{if } \gamma > 2/\sigma_i. \end{cases} \quad (11)$$

Choosing $\gamma = 0$ yields Hamiltonian dynamics, with periodic ACFs: $\rho_{i,0}(T) = \cos(T/\sigma_i)$. When $\gamma > 0$, the Langevin diffusion becomes ergodic and $\rho_{i,\gamma}(T) \to 0$ as $T \to +\infty$. The exponential rate of convergence is optimized for the critical damping $\gamma = 2/\sigma_i$. In Figure 1, we plot the ACFs: $T \mapsto \rho_{i,\gamma}(T)$, for Hamiltonian dynamics ($\gamma = 0$) and for the Langevin diffusion ($\gamma = 2$). The different curves correspond to various scales $\sigma_i > 0$.

For Hamiltonian dynamics, Figure 1 shows that controlling the ACF of a particular scale can result in arbitrarily high correlations for other scales. The maximum of these ACFs is an erratic function, arbitrarily close to one. The presence of heterogeneous scales limits the efficiency and complicates the tuning of $T$. For the Langevin diffusion, Figure 1 illustrates the ACFs of the critical damping $\gamma = 2/\sigma_{\text{ref}}$ for a reference scale $\sigma_{\text{ref}} = 1$. We see that the ACF of any smaller scale $\sigma_i < \sigma_{\text{ref}}$ is controlled by the ACF of the reference scale. This observation suggests a simple tuning rule: first choose $\gamma = 2/\sigma_{\text{max}}$ where $\sigma_{\text{max}} \triangleq \max_i \sigma_i$, then select $T$ to optimize the sampling efficiency of the (principal) component corresponding to $\sigma_{\text{max}}$. Adaptive tuning heuristics and algorithmic recommendations are further addressed in [60].

### 4.2. Strongly log-concave targets: connection with Randomized HMC

The previous resonance phenomenon illustrates how a naive implementation of HMC with fixed integration time breaks down on an anisotropic Gaussian target. We highlight that robustness to anisotropic targets can be obtained by drawing $T$ randomly at each iteration to smooth the ACFs. The resulting process is often referred to as Randomized HMC (see [9, 22]). In this subsection, we connect the continuous time RHMC process with the Langevin diffusion and compare their exponential mixing rates for strongly log-concave targets. RHMC is a piecewise deterministic Markov process following Hamiltonian dynamics, with discrete momentum refreshments driven by a homogeneous Poisson process $(N_t)_{t \geq 0}$ with rate $\lambda \geq 0$. We allow for partial refreshments with persistence $\alpha \in [0, 1)$, induced by independent standard Gaussian momentums $(\xi_k)_{k \in \mathbb{N}}$. Under
Assumption 1, it can be formally defined as the strong solution of the following SDE.

\[
d\begin{bmatrix} X_t \\ V_t \end{bmatrix} = \left[ -\nabla \Phi (X_t) \right] dt + \left[ \frac{\partial g}{\partial x} V_t + \frac{\partial g}{\partial v} V_t \right] dN_t.
\]

Conditions ensuring the geometric ergodicity of the RHMC process in total variation have been established in [9, Theorem 3.9]. These are similar to the ones ensuring geometric ergodicity of the Langevin diffusion in [46]. Beyond this qualitative connection, to our knowledge, no quantitative comparison of the mixing rates of the two processes have been made prior to this work. Yet, explicit rates have been obtained in [21] for the Langevin diffusion, and in [22] for RHMC, for strongly log-concave targets satisfying Assumption 3.

**Assumption 3.** The potential \( \Phi \in C^2(\mathbb{R}^d) \), such that for some constants \( M \geq m > 0 \)

\[ mI_d \leq \nabla^2 \Phi(x) \leq M I_d, \quad x \in \mathbb{R}^d. \]

We note the 2-Wasserstein distance between two measures \( \nu \) and \( \nu' \) on \( \mathbb{R}^d \) as

\[ W_2(\nu, \nu') \equiv \inf \{ \mathbb{E}[\|X - X'\|^2]^{1/2}, X \sim \nu, X' \sim \nu' \}. \]

For any measure \( \nu \) on \( \mathbb{R}^d \), we note \( \nu_x \) its marginal measure defined on Borel sets \( A \) of \( \mathbb{R}^d \) by \( \nu_x (A) \equiv \nu (A \times \mathbb{R}^d) \). We note \( L_2(\Pi) \equiv \{ f : \mathbb{R}^{2d} \to \mathbb{R}, \int f^2 d\Pi < \infty \} \) the set of square integrable functions with respect to \( \Pi \). For any such \( f \) and \( g \), the scalar product and the norm on \( L_2(\Pi) \) are noted respectively \( \langle f, g \rangle \equiv \int fg d\Pi \), \( ||f|| \equiv (\int f^2 d\Pi )^{1/2} \). We also note \( L^0_2(\Pi) \equiv \{ f \in L_2(\Pi), \int f d\Pi = 0 \} \) the set of centered functions in \( L_2(\Pi) \), and \( L^0_2(\Pi) \) the set of functions in \( L^0_2(\Pi) \) that depend only on the position. For any Markov process \( (X_t, V_t) \) on \( \mathbb{R}^{2d} \), we note \( P_t \) the transition kernel defined on Borel sets \( A \) of \( \mathbb{R}^{2d} \) by

\[ P_t((x, v), A) \equiv \mathbb{P}( (X_t, V_t) \in A \mid (X_0, V_0) = (x, v)), \quad (x, v) \in \mathbb{R}^{2d}. \]

We note \( \nu P_t \) the law of \( (X_t, V_t) \) starting from \( (X_0, V_0) \sim \nu \). For any \( f \in L_2(\Pi) \), we note

\[ P_t f(x, v) \equiv \mathbb{E}[f(X_t, V_t) \mid (X_0, V_0) = (x, v)], \quad (x, v) \in \mathbb{R}^{2d}. \]

Mixing rates for the 2-Wasserstein distance, and the \( L_2(\Pi) \)-norm, have been obtained for the RHMC process in [22, Theorem 3]. In Theorem 2, we establish sharper rates for every persistence \( \alpha \in (0, 1) \) by refining their analysis.

**Theorem 2.** Let \( P_t \) be the transition kernel of the RHMC process, solution of (12), with persistence \( \alpha \in (0, 1) \) and refreshment intensity \( \lambda = \frac{2\sqrt{M+m}}{1-\alpha}. \) Suppose that Assumption 3 holds. Then there exist explicit constants \( C, C' \leq 1.56 \) such that for any \( t > 0 \)

\[ W_2(\nu P_t, \Pi) \leq Ce^{-rt} W_2(\nu_x, \Pi), \quad \nu = \nu_x \otimes N_d(0_d, I_d) \]

\[ \| P_t f \| \leq C' e^{-rt} ||f||, \quad f \in L^0_2(\Pi) \]

where

\[ r = \frac{(1+\alpha)m}{2\sqrt{M+m}}. \]

A proof of Theorem 2 is derived in Appendix D.1. Compared to [22, Theorem 3], we strictly improve the rate \( r \) obtained for any \( \alpha \in (0, 1) \), although the two rates get relatively close when the condition number \( M/m \to \infty \). Our improvement comes from the fact that the refreshment intensity \( \lambda \) is chosen in order to saturate a sharper constraint; see (54). Restricting our attention to the actual target \( \Pi \) rather than \( \Pi' \) is useful for obtaining small explicit constants \( C, C' \) defined in Appendix D.1; see (40) and (48). Similarly to [21, 22], our analysis is based on a synchronous coupling construction. The main novelty of our result does not lie in the proof technique, but in the following interpretation. The mixing rate increases as \( \alpha \to 1 \), while \( \lambda = 2\sqrt{M+m}/(1-\alpha^2) \to \infty. \)
In other words, the RHMC process mixes faster when refreshments become more partial and frequent. In Proposition 6, we show that the Langevin diffusion is obtained as a limit when \( \alpha \to 1 \). We establish convergence of the generator of the RHMC process towards the generator of the Langevin diffusion with respect to the supremum norm \( \| f \|_\infty \equiv \sup |f| \), for test functions in the set \( C^\infty_c(\mathbb{R}^d) \) of infinitely differentiable functions with compact support on \( \mathbb{R}^d \).

**Proposition 6.** Let \( L_{\lambda,\alpha}^{\text{RH}} \) be the generator of the RHMC process, solution of \( (12) \), with persistence \( \alpha \in [0,1) \) and refreshment intensity \( \lambda \geq 0 \). Let \( L_{\gamma}^{\text{LD}} \) be the generator of the Langevin diffusion, solution of \( (2) \), with damping \( \gamma \geq 0 \). Suppose that \( \lambda = \frac{2\gamma}{1 - \alpha^2} \). Then for any \( f \in C^\infty_c \) we have \( \| L_{\lambda,\alpha}^{\text{RH}} f - L_{\gamma}^{\text{LD}} f \|_\infty \to 0 \) as \( \alpha \to 1 \).

A proof of Proposition 6 is derived in Appendix D.3. Convergence of the generators is obtained as \( \alpha \to 1 \) while \( \lambda = 2\gamma/(1 - \alpha^2) \to \infty \). The convergence of infinitesimal generators is particularly useful to establish weak convergence of Markov processes; see [30]. A formal proof of weak convergence is beyond the scope of this work. Nevertheless, Proposition 6 and Theorem 2 describe the Langevin diffusion as a limit of the RHMC process that achieves the fastest mixing rate for targets satisfying Assumption 3. Remarkably, the refreshment intensities coincide when \( \gamma = \sqrt{M + m} \), which is known to yield the 2-Wasserstein mixing rate \( r = m/\sqrt{M + m} \) for the Langevin diffusion; see [21, Theorem 1]. For completeness, we extend this mixing rate to the \( L_2(\Pi)-\)norm in Proposition 7.

**Proposition 7.** Let \( P^t \) be the transition kernel of the Langevin diffusion, solution of \( (2) \), with friction \( \gamma > \sqrt{M} \). Suppose that Assumption 3 holds. Then there exist an explicit constant \( C' \leq 1.56 \) such that for any \( t > 0 \)

\[
\| P^t f \| \leq C' e^{-rt} \| f \|, \quad f \in L^2_2(\Pi)
\]

where

\[
r = \frac{m \wedge (\gamma^2 - M)}{\gamma}.
\]

A sketch of proof is presented in Appendix D.4, using similar arguments to Appendix D.1. The mixing rate in Proposition 7 is a continuous function of \( \gamma^2 \) that increases on \( (M, M + m) \) and decreases on \( [M + m, \infty) \). The optimum is achieved for \( \gamma = \sqrt{M + m} \) and yields \( r = m/\sqrt{M + m} \). This rate matches the limit of Theorem 2 as \( \alpha \to 1 \). Combined together, our results describe the Langevin diffusion as a limit of Randomized HMC achieving the fastest exponential mixing rate, for strongly log-concave targets with smooth enough densities. This observation motivates the construction of samplers based on the Langevin diffusion. Our study also enables a uniform control of the ACFs beyond the Gaussian framework, i.e. to any target \( \Pi \) satisfying Assumption 3. Indeed for any \( f : \mathbb{R}^d \to \mathbb{R} \) such that \( \int f^2 d\Pi \in (0, \infty) \), the map \( g(\mathbf{x}, \mathbf{v}) \equiv (f(\mathbf{x}) - \int f d\Pi)/(\int f^2 d\Pi)^{1/2} \) defined for \( (\mathbf{x}, \mathbf{v}) \in \mathbb{R}^{2d} \) is such that \( g \in L^2_2(\Pi) \) and \( \| g \| = 1 \), therefore Proposition 7 yields

\[
\text{Corr}(f(X_t), f(X_0)) = \langle g, P^t g \rangle \leq \| g \| \| P^t g \| \leq C' e^{-rt}.
\]

**5. Numerical experiments**

In this section, we investigate the sampling performance of MALT when compared to several variations of HMC, when performing numerical integration. The sampling efficiency is measured by the effective sample size, either at stationarity of after a warm-up phase. We consider the problem of estimating moments of the marginal distributions of \( \Pi \), such as the means and the variances. As discussed in Section 4, when using HMC on anisotropic targets, good mixing for one component can yield arbitrary poor mixing for other components. We use therefore the minimum Effective Sample Size (ESS) among the \( d \) components as a measure of efficiency.

Let \( X_n \) be a real random sequence such that \( \mathbb{E}[X_n] \) and \( \mathbb{E}[X_n X_{n+k}] \) do not depend on \( n \). Let \( f \) be a square integrable function, and define the estimator of \( \mathbb{E}[f(X_0)] \) as

\[
\hat{f}_N = \frac{1}{N} \sum_{n=1}^{N} f(X_n).
\]
We assume that the following IAC series converges absolutely

$$\text{IAC}_f = 1 + 2 \sum_{n=1}^{\infty} \text{Corr}(f(X_n), f(X_0)).$$

The variance of $\hat{f}_N$ is equivalent to $(\text{IAC}_f/N) \times \mathbb{V}(f(X_0))$ as $N \to \infty$. In our framework, $(X_n)_{n \geq 1}$ are one-dimensional functionals of successive trajectories with integration time $T > 0$ (or mean integration time $T > 0$ for Randomized HMC). The unit cost of generating each variable is considered proportional to the number of gradient evaluations, therefore proportional to the integration time. To reduce the variance of $\hat{f}_N$, one can either increase $N$ or increase $T$ to reduce $\text{IAC}_f(T)/N$. Both solutions having linear costs, increasing $T$ is only profitable if it allows for decreasing $\text{IAC}_f(T)$ at least linearly. This motivates the optimization of a rescaled ESS per integration time

$$\text{ESS}_f(T) \propto (T \times \text{IAC}_f(T))^{-1}.$$  

In the sequel, we compare MALT, GHMC, standard HMC, and Randomized HMC in terms of worst ESS per integration time for various functions. We first provide a detailed explicit study of the anisotropic Gaussian model, before presenting the sampling performance of each algorithms on a Bayesian logistic regression model with real data. Experiments on a unimodal Gaussian mixture, and a multivariate Student’s distribution are also included in Appendix E.

5.1. Gaussian distribution

Assume that $\Phi(x) = \sum_{i=1}^{d} x(i)^2/(2\sigma_i^2)$, similarly to Section 4.1. We first derive the explicit trajectories of MAL, RHMC and HMC, and consider the problem of estimating the means and variances of $\Pi$. The chains built upon these successive trajectories are obtained by letting $h \to 0$ in Algorithm 2 for MALT and HMC. For RHMC we consider the sequence of positions evaluated at the jumping times of the continuous time process (12) with full refreshments.

From (10), there exist $c_i, \gamma(T) > 0$ and IID vectors $(\xi^a)_{n \geq 1} \sim \mathcal{N}(0_d, I_d)$ such that successive Langevin trajectories are defined as follows, starting from $X^0 \sim \Pi$

$$X^n(i) = \rho_{i, \gamma}(T) X^{n-1}(i) + c_i, \gamma(T) \xi^a(i) \quad (14)$$

The sequence $(X^n(i))_{n \geq 0}$ is an autoregressive process with root $\rho_{i, \gamma}(T)$. By Isserlis’ theorem, any Gaussian vector $(X_1, X_2) \in \mathbb{R}^2$ is such that $\text{Corr}(X_1^2, X_2^2) = (\text{Corr}(X_1, X_2))^2$ therefore

$$\text{Corr}(X^n(i), X^0(i)) = (\rho_{i, \gamma}(T))^n$$

$$\text{Corr}((X^n(i))^2, (X^0(i))^2) = (\rho_{i, \gamma}(T))^{2n} \quad (15)$$

When $\gamma = 2/\sigma_{\max}$ for MAL, the worst ACFs are achieved for the largest scale $\sigma_{\max} \triangleq \max_{1 \leq i \leq d} \sigma_i$. These ACFs for the mean and variance correspond to $\rho_{\max}(T)$ and $\rho_{\max}^2(T)$ where

$$\rho_{\max}(T) \triangleq e^{-T/\sigma_{\max}}(1 + T/\sigma_{\max}).$$

For HMC ($\gamma = 0$), the worst ACFs for the mean and variance are respectively

$$u_{\max}(T) \triangleq \max_{1 \leq i \leq d} \cos(T/\sigma_i), \quad w_{\max}(T) \triangleq \max_{1 \leq i \leq d} \cos^2(T/\sigma_i).$$

We define the RHMC sequence as follows. Let $(\tau_n)_{n \geq 1}$ be random integration times, drawn IID from the exponential distribution with rate $\lambda > 0$. We denote $T = \mathbb{E}[\tau_1] = \lambda^{-1}$ the average duration of each Hamiltonian trajectory. Starting from $Y^0 \sim \Pi$, the solution is

$$Y^n(i) = \cos\left(\frac{\tau_n}{\sigma_i}\right) Y^{n-1}(i) + \sigma_i \sin\left(\frac{\tau_n}{\sigma_i}\right) \xi^a(i). \quad (16)$$
Proposition 8. The sequence $(Y^n(i))_{n \geq 0}$ defined by (16) is not jointly Gaussian. Moreover

\[ \text{Corr}(Y^n(i), Y^0(i)) = \mathbb{E}[\cos(\tau_i/s_i)]^n = (r_i(T))^n, \quad r_i(T) \triangleq \frac{\sigma_i^2}{\sigma_i^2 + T^2}, \]
\[ \text{Corr}((Y^n(i))^2, (Y^0(i))^2) = \mathbb{E}[\cos^2(\tau_i/s_i)]^n = (s_i(T))^n, \quad s_i(T) \triangleq \frac{\sigma_i^2 + 2T^2}{\sigma_i^2 + 4T^2}, \]

Proposition 8 is proven in Appendix E.1. It shows that RHMC’s worst ACFs are respectively

\[ r_{\max}(T) \triangleq \frac{1}{1 + (T/\sigma_{\max})^2}, \quad s_{\max}(T) \triangleq \frac{1 + 2(T/\sigma_{\max})^2}{1 + 4(T/\sigma_{\max})^2}. \]

Proposition 8 also highlights some similarities and discrepancies between RHMC and MALT. In both cases, the worst ACFs are controlled by the largest scale. Yet, we observe that $r_{\max}$ has a quadratic decay to 0 while $s_{\max} \to 1/2$ as $T \to \infty$. This lack of convergence for the square function has been noticed in \[34\] for uniformly drawn integration times as well. In particular, both $r_{\max}$ and $s_{\max}$ decay slower than $\rho_{\max}$ and $\rho_{\max}^2$ as $T \to \infty$. This ordering is reversed for small values of $T$ however. Numerically, we obtain that $\rho_{\max} < r_{\max}$ for $T > 5.1$ while $\rho_{\max}^2 < s_{\max}$ for $T > 0.8$.

We now consider the problem of optimizing the worst ESS per time over $d = 50$ components with heterogeneous variances $\sigma_i^2 = i/d$. In Figure 2, we compare MALT, RHMC, and HMC for estimating the mean with $g_f \in \{\rho_{\max}, r_{\max}, u_{\max}\}$, and the variance with $g_f \in \{\rho_{\max}^2, s_{\max}, w_{\max}\}$. We normalize the worst ESS per time as a proportion of the efficiency achieved for an isotropic target (independent of $d$).

Figure 2 shows that MALT’s and RHMC’s worst efficiencies are smooth with respect to $T$. This observed smoothness does not depend on $d$ whereas the efficiency of HMC becomes more and more erratic as $d$ increases. This phenomenon is illustrated for $d = 50$ components, as opposed to the ideal efficiency obtained for an isotropic target (independent of $d$). On $(\pi/2, 3\pi/2)$, ideal HMC produces negatively correlated samples yielding super-efficient estimators of the mean, but sub-optimal estimators of the variance. We observe that RHMC achieves a better efficiency than MALT for estimating the mean whereas this ordering is reversed when estimating the variance. Proposition 8 indicates that the dashed pink lines of RHMC can be interpreted as smoothed.
versions of the dotted grey lines of ideal HMC, which explains intuitively the differences observed between \( f(x) = x \) and \( f(x) = x^2 \). This discrepancy is illustrated more generally between odd and even functions in the sequel.

The damping of MALT is tuned by grid search, although we observe that any \( \gamma \in [1/\sigma_{\text{max}}, 2/\sigma_{\text{max}}] \) achieves a similar efficiency, roughly optimized for \( \gamma \approx 1.5/\sigma_{\text{max}} \). Intuitively the worst ESS per time is optimized in a slightly underdamped regime to adapt to the finite length of the trajectories. We focus on the discrete approximation and consider the problem of choosing a (mean) number of steps \( L \) to ensure a relatively good efficiency for every function. The time step \( h = 0.20 \) is chosen to obtain acceptance rates slightly above 65% for MALT for a friction \( \gamma = 1.5/\sigma_{\text{max}} \). The same measure of efficiency is interpreted as ESS per gradient evaluation by setting \( T = Lh \). In the sequel, \( L \) is chosen to optimize the worst efficiency between \( f(x) = x \) and \( f(x) = x^2 \). Figure 2 indicates that the efficiency of HMC is quite sensitive to small variations of \( T \) whereas these have little impact on the efficiency of MALT and RHMC. This problem is emphasized by the time discretization: in our example, the worst ESS for \( f(x) = x^2 \) is negligible for every value of \( L > 1 \) with HMC.

In Table 1, worst ESS per gradient evaluation are compared numerically between MALT, RHMC, and HMC for various choices of functions. The choice \( L = 1 \) is optimal for HMC, which reduces to MALA. We also illustrate the efficiency of HMC for \( L = 3 \). Monte Carlo estimates are computed on a sample of size \( N = 10^6 \).

Table 1 shows that MALT and RHMC achieve a better performance than standard HMC or MALA. Neither MALT nor RHMC dominates the other for every function: MALT achieves slightly higher ESS for even functions while the ordering is reversed for odd functions.

### 5.2. Bayesian logistic regression

This subsection presents a numerical comparison between MALT, GHMC, standard HMC, and Randomized HMC, on a Bayesian logistic regression model with real data. The posterior distribution is both log-concave and anisotropic. We first compare the numerical accuracies of MALT and GHMC, and show that MALT allows for choosing a larger step-size than GHMC. We then show that MALT outperforms GHMC, and standard HMC in terms of sampling performance, while it is proven competitive with Randomized HMC. The sampling performance is measured empirically by the minimum ESS across dimensions when estimating the posterior mean and marginal variances.

The dataset is chosen from the Framingham Heart Study\(^1\). After removing the missing data, the resulting dataframe is composed of \( n = 3656 \) observations, a binary response variable indicating the presence of a Coronary Heart Disease, and \( d = 15 \) explanatory variables, composed of several risk factors; see hyperlink. The explanatory variables are centered and scaled before performing the logistic regression, in order to reduce the conditioning of the Hessian of the log-likelihood. This data pre-processing allows the condition number at the MLE to go from \( \kappa = 2.3 \times 10^7 \) to \( \kappa = 657 \). This residual condition number is enough to impact severely the sampling performance of standard HMC, which is optimized for 1 leapfrog step. We ran MALT, GHMC, standard HMC and Randomized HMC, starting from a draw of the Laplace approximation of the posterior distribution.

\(^1\)see: https://github.com/GauravPadawe/Framingham-Heart-Study/tree/master; file=framingham.csv
We let the chain warm for 100 iterations, after which we collect $N = 100,000$ samples for each method. The number of leapfrog steps of each method optimizes its minimum ESS per gradient evaluation. We choose to thin the chains in order to normalize the amount of storage required between algorithms. Both standard HMC and GHMC use 1 leapfrog step per iteration, so we thin these chains by $L$, the number of MALT steps. Randomized HMC is optimized for a number of steps roughly equal to $L/2$, so we thin the RHMC chain by a factor 2. As a result, independently of the method, each of the samples collected has been obtained with $L$ gradient computations.

We first compare the accuracies of MALT and GHMC as a function of $h$, when approximating the Langevin diffusion. Based on the Gaussian heuristic of last subsection: we tune $\gamma$ as the inverse square root of the maximum eigen value of the covariance matrix of $\Pi$; see also [60]. On Figure 3, we plot the acceptance rate and the minimum ESS among the components when estimating the mean, as a function of the step-size, for both MALT and GHMC.

![Figure 3. Bayesian logistic regression. Acceptance rates and minimum ESS per gradient evaluation (when estimating the posterior means) as a function of the step-size for MALT and GHMC.](image)

We observe that MALT dominates GHMC for both metrics. We see that MALT allows for choosing a larger step-size than GHMC to reach the same acceptance rate. Moreover, the minimum ESS of MALT is optimized when the acceptance rate is close to 80%, while for GHMC, the minimum ESS is optimized when the acceptance rate is much closer to one, which yields an even smaller step size and complicates its tuning. Both of these observations support MALT’s construction, which avoids momentum flips, but also puts less constraint on the energy error. An additional interpretation of this fact can be deduced from Section 2: the overall numerical error of MALT unfolds as $\Delta = \sum_{i=1}^{L} \mathcal{E}_i$, where

$$\mathcal{E}_i = \Phi(x_i) - \Phi(x_{i-1}) + \left(|v'_i|^2 - |v'_{i-1}|^2\right)/2$$

is the energy difference incurred by the $i^{th}$ leapfrog step. As a consequence, the probability of accepting an entire trajectory for MALT is higher than the probability of accepting $L$ consecutive leapfrog steps for GHMC. Indeed:

$$P_{\text{accept}}^{\text{GHMC}} = e^{-\sum_{i=1}^{L} \max(0, \mathcal{E}_i)} \leq e^{-\max(0, \sum_{i=1}^{L} \mathcal{E}_i)} = P_{\text{accept}}^{\text{MALT}}.$$ 

In Table 2, we compare the optimal sampling performances of MALT, GHMC, standard HMC and Randomized HMC. We compute both the minimum ESS when estimating the mean and the minimum ESS when estimating the marginal variances. Both metrics are normalized by the number of gradient computations. We also precise the tuning values for the step-sizes, acceptance rates, number of leapfrog steps per iteration and damping.

We observe that MALT outperforms standard HMC, whose sampling performance is severely impacted by the heterogeneity of scales of the target distribution. We observe that the performance of MALT and Randomized HMC are competitive: none of the two algorithms dominates the other for estimating both functions. Akin to the last subsection, we see that MALT is preferable...
Bayesian Logistic Regression. Minimum ESS per gradient evaluation when estimating the posterior means and the marginal variances, for MALT, GHMC, HMC and RHMC, and their corresponding tuning parameters.

| Algorithm           | Min ESS per grad | Tuning parameters |  |
|---------------------|------------------|-------------------|---|
|                     | means            | variances         | h | % accept | L | γ |
| MALT                | 1023             | 1413              | 0.025 | 79% | 36 | 2 |
| GHMC                | 457              | 576               | 0.01  | 99% | 1  | 2 |
| Standard HMC        | 54               | 118               | 0.025 | 81% | 1  | NA|
| Randomized HMC      | 1237             | 989               | 0.025 | 85% | 18 | NA|

when estimating the variances while Randomized HMC is preferable when estimating the means. Numerical comparisons between MALT and variations of HMC are further discussed in [60]. In particular, the question of adaptive tuning is addressed, and multiple experiments are conducted on a benchmark of real data Bayesian models.

6. Discussion

Our work introduces MALT: a new Metropolis Adjusted sampler to approximate the kinetic Langevin diffusion. We have shown both theoretically and empirically that MALT preserves several useful properties of HMC whereas GHMC does not, which allows MALT to use a larger step-size than GHMC and improves its sampling performance. We have shown that MALT is significantly more robust, and offers a better sampling performance than standard HMC on anisotropic targets. We have compared MALT to another method praised for its robustness to anisotropic targets known as Randomized HMC. We have shown theoretically that the Langevin diffusion achieves a faster mixing rate for strongly log-concave measure, while we have demonstrated that both algorithms are competitive when performing numerical integration, on explicit toy models as well as on a Bayesian model with real data. Our work opens many prospects, among which the question of MALT’s adaptive tuning is addressed in [60], with further numerical comparisons on multiple Bayesian models. Our work also provides a more efficient way to construct Metropolis adjusted samplers for skew-reversible Markov processes. This path will be investigated in future works.
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Appendix A: Table of notations

| Notation | Section | Definition |
|----------|---------|-----------|
| \( \Pi \) | 1 | Target density with respect to Lebesgue's measure on \( \mathbb{R}^d \) |
| \( \Pi_t \) | 1 | Extended target density with respect to Lebesgue’s measure on \( \mathbb{R}^{2d} \) |
| \( \Phi \) | 1 | Potential function \( \Phi : \mathbb{R}^d \to \mathbb{R} \) such that \( \Phi(x) \propto \exp\{-\Phi(x)\} \) |
| \( |x| \) | 1 | Euclidean norm of \( x \in \mathbb{R}^d \) |
| \( M \) | 1 | Lipschitz constant of \( \nabla \Phi \) |
| \( h \) | 1 | Step-size, \( h > 0 \) |
| \( T \) | 1 | Integration time, \( T > 0 \) |
| \( \theta_h \) | 1 | Störmer-Verlet update with step-size \( h > 0 \), \( \theta_h : \mathbb{R}^{2d} \to \mathbb{R}^{2d} \) |
| \( L \) | 1 | Number of leapfrog steps, \( L = \lfloor T/h \rfloor \) |
| \( \gamma \) | 1 | Damping (a.k.a. friction) of the Langevin diffusion |
| \( \varphi \) | 1 | Momentum flip function, \( \varphi(x, v) = (x, -v) \) |
| \( N \) | 1 | Sample size |
| \( W_t \) | 1 | Standard Brownian Motion on \( \mathbb{R}^d \) at time \( t > 0 \) |
| \( \xi \) | 2 | Standard Gaussian random vector on \( \mathbb{R}^d \) |
| \( \eta \) | | Shorthand notation for \( e^{-\gamma h/2} \) |
| \( Q_{h,\gamma}(z, \cdot) \) | 2 | Markov kernel corresponding to the ORABO update from \( z = (x, v) \in \mathbb{R}^{2d} \) |
| \( q_{h,\gamma}(z, \cdot) \) | 2 | Corresponding density with respect to Lebesgue’s measure (when \( \gamma > 0 \)) |
| \( \delta_x \) | 2 | Energy error incurred by one leapfrog step |
| \( \Delta \) | 2 | Total energy error (of an entire trajectory) |
| \( \mu \) | 2 | Extended invariant distribution on the space of trajectories: \( \mathbb{R}^{2d(L+1)} \) |
| \( \|\nu - \nu'\|_{TV} \) | 2 | Total Variation distance between \( \nu \) and \( \nu' \) |
| \( x_{0:L} \) | 3 | Discrete trajectory of the positions \( x_{0:L} = (x_0, \ldots, x_L) \), on \( \mathbb{R}^{d(L+1)} \) |
| \( \mu_x \) | 3 | Marginal distribution of \( \mu \) with respect to the positions |
| \( \phi \) | 3 | Univariate potential function when \( \Pi \) has product form |
| \( \Rightarrow \) | 3 | Weak convergence (of measure) |
| \( \ell \) | 3 | Re-scaled step-size, \( h = \ell \times d^{-1/4} \) |
| \( a(\ell) \) | 3 | Asymptotic acceptance rate of MALT, as \( d \to \infty \) |
| \( \ell^* \) | 3 | Asymptotically optimal (re-scaled) step-size, such that \( a(\ell^*) = 0.651 \) |
| \( \sigma_i \) | 4 | Scale of the \( i^{th} \) component of \( \Pi \) |
| \( \sigma_{\max} \) | 4 | Maximum scale among the components of \( \Pi \) |
| \( \rho_i \) | 4 | Autocorrelation function (wrt \( T > 0 \)) of the \( i^{th} \) component of \( \Pi \) |
| \( N_t \) | 4 | Homogeneous Poisson Process with intensity \( \lambda > 0 \) at time \( t > 0 \) |
| \( m \) | 4 | Strong convexity constant of \( \Phi \) |
| \( W_2(\nu, \nu') \) | 4 | 2-Wasserstein distance between \( \nu \) and \( \nu' \) wrt the Euclidean norm |
| \( L_2(\mathbb{H}_1) \) | 4 | Set of square integrable functions with respect to \( \Pi_\ast \) |
| \( (f, g) \) | 4 | Scalar-product between \( f \) and \( g \) on \( L_2(\Pi_\ast) \) |
| \( \|f\| \) | 4 | Norm of \( f \) on \( L_2(\Pi_\ast) \), defined as \( \|f\| = (\langle f, f \rangle)^{1/2} \) |
| \( L_2^0(\mathbb{H}_1) \) | 4 | Set of centered functions in \( L_2(\Pi_\ast) \) |
| \( L_2^0(\Pi_\ast) \) | 4 | Set of functions in \( L_2^0(\Pi_\ast) \) that depend only on the position |
| \( \mathbf{P}_t \) | 4 | Markov transition kernel wrt \( t > 0 \), either of RHMC or the Langevin diffusion |
| \( \|f\|_{\infty} \) | 4 | Supremum norm of functions \( \|f\|_{\infty} = \sup |f| \) |
| \( C^\infty_c(\mathbb{R}^{2d}) \) | 4 | Set of infinitely differentiable functions with compact support on \( \mathbb{R}^{2d} \) |
| \( \mathcal{L}_R^{\alpha} \) | 4 | Generator of RHMC, with persistence \( \alpha \in [0, 1) \) and refreshment rate \( \lambda > 0 \) |
| \( \mathcal{L}_R^{\gamma} \) | 4 | Generator of the Langevin diffusion, with damping \( \gamma > 0 \) |
| \( IAC_f \) | 5 | Integrated Auto-Correlation relative to the test function \( f \) |
| \( ESS_f \) | 5 | Effective Sample Size relative to the test function \( f \) |
| \( \pi \) | 5 | Condition number of the Hessian of the log-likelihood at the MLE |
| \( \kappa \) | 5 | Condition number of the Hessian of the log-likelihood at the MLE |

---
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Appendix B: Proofs of Section 2

B.1. Proof of Proposition 1

We refer to a generic theorem established in [49, Theorem 1.1]. The claim of the proposition follows from checking that sufficient conditions to invoke this theorem are satisfied. This task reduces to establishing local accuracy for the numerical Langevin trajectories. We introduce a few notations before stating these conditions, established in Lemma 1.

For any \( t \geq 0, i \geq 0 \) and any function \( f \) such that \( f(Z_t, z_i) \) is integrable, we denote the conditional expectation starting from \( z_0 \) by \( \mathbb{E}^z_0[f(Z_t, z)] \) and \( \mathbb{E}[f(Z_t, z_i) | Z_0 = z_0] \). Whenever \( f(Z_t, z_i) \) is square integrable, we denote the L2-norm from \( z_0 \) by \( \| f(Z_t, z_i) \|_{L^2}^2 \) and \( \mathbb{E}^z_0[f(Z_t, z)^2] \).

Lemma 1. (Local accuracy) Suppose that Assumption 1 holds. For any fixed \( d \geq 1, T > 0 \) and \( \gamma \geq 0 \), there exists \( C > 0 \) such that for any \( h \in (0, T] \) and \( z_0 = (x_0, v_0) \in \mathbb{R}^{2d} \):

\[
\mathbb{E}^z_0[|Z_h - z_1|] \leq C(1 + |z_0|^2)^{1/2}h^2
\]

\[
\mathbb{E}^z_0[|Z_h - z_1|^2]^{1/2} \leq C(1 + |z_0|^2)^{1/2}h^{3/2}
\]

Combined with [49, Theorem 1.1], this result yields the claim of the proposition. The proof of Lemma 1 is derived hereafter. The density \( \Pi \propto e^{-\Phi} \) is integrable, therefore the potential \( \Phi \) has a minimum, which is also a zero of \( \nabla \Phi \). In other words there exists \( x^* \in \arg \min \Phi \) such that \( \nabla \Phi(x^*) = 0 \), and we denote \( D \triangleq |x^*| \). Assumption 1 ensures that for any \( x \in \mathbb{R}^d \), we have \( |\nabla \Phi(x)| \leq M(|x| + D) \). We make repeated use of this bound in the sequel. We recall that \( L^D \) stands for the generator of the Langevin diffusion; see Section 4.2.
We set $d \geq 1$, $T > 0$ and $\gamma \geq 0$ to be fixed for the rest of the proof. We first show that the constant $A \triangleq (1 + 2T(d\gamma + M^2D^2))e^{(2M^2 + 2)T}$ is such that for any $z_0 = (x_0, v_0) \in \mathbb{R}^d$ and $t \in (0, T]$ 

$$
\mathbb{E}^z_0[|Z_t|^2] \leq A(1 + |z_0|^2). \tag{17}
$$

For $f(x, v) = |x|^2 + |v|^2$, Young’s inequality applied to the generator $L^D_\gamma$ yields 

$$
L^D_\gamma f(x, v) = -2(\gamma v + \nabla \Phi(x), v) + 2(v, x) + 2d\gamma 
\leq -2\gamma |v|^2 + (|\nabla \Phi(x)|^2 + |v|^2) + (|x|^2 + |v|^2) + 2d\gamma 
\leq (2M^2 + 2)\gamma (x, v) + 2(d\gamma + M^2D^2)
$$

Dynkin’s formula applies to the norm-like function $f$; see [48, Theorem 1.1] for a justification. For $a = 2M^2 + 2$ and $b = 2(d\gamma + M^2D^2)$ this bound yields 

$$
\mathbb{E}^z_0[f(Z_t)] = f(z_0) + \int_0^t \mathbb{E}^z_0[\mathbb{L}^D_\gamma f(Z_s)]ds \leq (bt + f(z_0)) + a \int_0^t \mathbb{E}^z_0[f(Z_s)]ds.
$$

Grönwall’s inequality in its integral form yields $\mathbb{E}^z_0[f(Z_t)] \leq (bt + f(z_0))e^{at}$, and (17) follows for $A = (1 + bT)e^{aT}$.

We apply the inequality (17) in the sequel to bound the local errors between $Z_h$ and $z_1$. To this end, we write down their respective explicit solutions. Integrating the Langevin SDE defined in (2) yields the following solution; see [8, Lemma 7.1, eqs 43, 44].

$$
V_h = e^{-\gamma h}v_0 - \int_0^h ((h - s)\nabla^2 \Phi(X_s)V_s - 2|\nabla \Phi(X_s)|V_s)ds + G_h
$$

$$
X_h = x_0 + hv_0 - \int_0^h (h - s)(\nabla \Phi(X_s) + \gamma V_s)ds + \sqrt{2\gamma} \int_0^h (h - s)dW_s
$$

where 

$$
G_h \triangleq \sqrt{2\gamma} \int_0^h e^{-(h-s)}dW_s.
$$

Define $\xi = \xi_{x/h,2}$ and $\xi' = \xi_{h/2,h}$ with respect to (4). The OBABO update unfolds as 

$$
\begin{align*}
\eta v_1 &= \eta v_0 + \sqrt{1 - \eta^2} - h\nabla \Phi(x_0) - (h/2)(\nabla \Phi(x_1) - \nabla \Phi(x_0)) + \sqrt{1 - \eta^2} \xi', \\
x_1 &= x_0 + h(\eta v_0 + \sqrt{1 - \eta^2} \xi) - (h^2/2)\nabla \Phi(x_0)
\end{align*} \tag{18}
$$

From (4) we obtain that $G_h = \sqrt{1 - \eta^2}(\eta \xi + \xi')$. As a result, the difference between the Langevin solution and the OBABO update yields 

$$
\begin{align*}
V_h - v_1 &= -h(1-\eta)\nabla \Phi(x_0) + \frac{h}{2}(\nabla \Phi(x_1) - \nabla \Phi(x_0)) - \int_0^h (h - s)\nabla^2 \Phi(X_s)V_sds \\
&\quad + \int_0^h (1 - e^{-(h-s)})\nabla \Phi(X_s)ds \\
X_h - x_1 &= h(1-\eta)v_0 + \int_0^h (h - s)[\nabla \Phi(x_0) - \nabla \Phi(X_s) - \gamma V_s]ds + G'_h
\end{align*}
$$

where 

$$
G'_h \triangleq \sqrt{2\gamma} \int_0^h (h - s)dW_s - h \sqrt{1 - \eta^2} \xi.
$$

Young’s inequality yields 

$$
\mathbb{E}[|G'_h|^2] \leq 2d(2\gamma h^3/3 + \gamma h^3) \leq 4d\gamma h^3.
$$
The vector $G'_h$ is centered. Applying Jensen’s and Young’s inequalities yields the decompositions
\begin{align}
\|E^0[Z_h - z_1]\| & \leq \|V_h - v_1\|_{L^2} + \|X_h - x_1 - G'_h\|_{L^2} \tag{19} \\
\left(E^0\|Z_h - z_1^2\|^{1/2}\right) & \leq \sqrt{2} \left(\|V_h - v_1\|_{L^2} + \|X_h - x_1 - G'_h\|_{L^2} + h^{3/2}/\sqrt{4d7}\right) \tag{20}
\end{align}

The claim of Lemma 1 follows from bounding the two norms on the right hand sides. For any $s \in (0, h]$, we have $\|Z_s\|_{L^2} \leq \sqrt{A}(1 + |z_0|^2)^{1/2}$ by (17). Minkowski’s inequality yields
\begin{align*}
\|V_h - v_1\|_{L^2} & \leq (\frac{\gamma h M/2}{|x_0| + D}) + (\frac{h^2 M/2}{|v_0| + \|\xi\|_{L^2} + (h/2)(|x_0| + D)}) \\
& \quad + \int_0^h (h-s)M\|V_s\|_{L^2} + \gamma\int_0^h (h-s)M\|X_s\|_{L^2} + D)ds \\
& \leq (h^2/2) \left[\gamma|v_0| + M|v_0| + M + (1 + \gamma) \sup_{0 \leq s \leq h} \|Z_s\|_{L^2}\right] \\
& \leq (1/2) \left[(\gamma + M)(1 + A^{1/2})\right] (1 + |z_0|^2)^{1/2} h^2
\end{align*}

As a result, for $B \triangleq 2M(\gamma + \sqrt{T/2})(1 + D) + 2M(1 + \sqrt{d}) + (\gamma + M + M)A^{1/2}$ we obtain
\begin{align*}
\|V_h - v_1\|_{L^2} + \|X_h - x_1 - G'_h\|_{L^2} & \leq B(1 + |z_0|^2)^{1/2}h^2.
\end{align*}

Plugging this bound into the decompositions (19) and (20), we get for any $h \in (0, T]$
\begin{align*}
\|E^0[Z_h - z_1]\| & \leq B(1 + |z_0|^2)^{1/2} h^2 \\
\left(E^0\|Z_h - z_1^2\|^{1/2}\right) & \leq (\sqrt{2TB} + \sqrt{8d7})(1 + |z_0|^2)^{1/2} (1 + |z_0|^2)^{1/2} h^{3/2}
\end{align*}

This yields the claim of Lemma 1 for $B = C \lor (\sqrt{2TB} + \sqrt{8d7})$.

**B.2. Proof of Proposition 2**

We introduce $\Gamma(B) \triangleq P(\xi \in B)$, where $\xi \sim N_\xi(0, L)$, defined for any Borel set $B$ of $\mathbb{R}^d$. We also define the Gibbs update, corresponding to the conditional distribution of $\mu$ given $x_0$.
\begin{equation}
G(z_0, dz_0, d\nu_0) \triangleq \delta_{x_0}(d\nu_0)\Gamma(d\nu_0) L \prod_{i=1}^L Q_{h, \gamma}(z_{i-1}, dz_i) \tag{21}
\end{equation}

The Gibbs kernel $G$ is reversible with respect to $\mu$ by construction. Built upon a deterministic proposal of the backward trajectory $\beta(z_{0:L}) \triangleq (\varphi(z_L), \varphi(z_{L-1}), \ldots, \varphi(z_0))$, we introduce a Metropolis update defined for any Borel set $A$ of $\mathbb{R}^{2d(L+1)}$
\begin{equation}
M(z_{0:L}, A) \triangleq (1 - e^{-\Delta(z_{0:L})})\delta_{\beta(z_{0:L})}(A) + (1 - 1 - e^{-\Delta(z_{0:L})})\delta_{x_{0:L}}(A). \tag{22}
\end{equation}

The Metropolis kernel $M$ is also reversible with respect to $\mu$. For $\gamma > 0$, this follows from (6), (7) and [2, Theorem 3]. For $\gamma > 0$ the distribution $\mu$ admits a density with respect to Lebesgue’s measure. From (6) and [11, Eq 5.13] we obtain that the corresponding density $\mu$ is such that
\begin{equation}
-\Delta(z_{0:L}) = \sum_{i=1}^L \log \left( \frac{P_\nu(z_i)q_{h, \gamma}(\varphi(z_i), \gamma(z_{i-1}))}{P_\nu(z_{i-1})q_{h, \gamma}(\gamma(z_{i-1}, z_i))} \right) = \log \left( \frac{\mu(\beta(z_{0:L}))}{\mu(z_{0:L})} \right). \tag{22}
\end{equation}
Finally, we consider the cycle $K = GMG$ defined on Borel sets $A$ of $\mathbb{R}^{d(L+1)}$

$$K(z_{0:L}, A) \triangleq \int G(z_{0:L}, dz_{0:L}^') M(z_{0:L}^', dz_{0:L}^'') G(z_{0:L}^'', A).$$

The palindromic structure of $K = GMG$ ensures reversibility with respect to $\mu$. Since the transition $G(z_{0:L},.)$ only depends on the starting position $x_0 \in \mathbb{R}^d$ and $\Pi$ is the marginal of $\mu$, we obtain that $P(x_0, A) \triangleq K(z_{0:L}, A \times \mathbb{R}^{d(L+1)})$ defines marginally a Markov kernel on $\mathbb{R}^d$, reversible with respect to $\Pi$. In particular, the distribution of $(X_n)_{n \geq 0}$ in Algorithm 2 coincides with the distribution of a Markov chain generated by $P$.

### B.3. Proof of Proposition 3

The claim of the proposition follows from establishing that $P$ is both II-irreducible and aperiodic; see [63, Theorem 4]. We prove these two results here. For any $\gamma > 0$ and any position $x_0 \in \mathbb{R}^d$, the kernel $G$ in (21) defines a density with respect to Lebesgue’s measure on $\mathbb{R}^{d(L+1)}$

$$g(x_0, (v_0, z_{1:L})) \triangleq \psi(v_0) \prod_{i=1}^L q_{h,\gamma}(z_{i-1}, z_i).$$

By definition, this conditional density is positive everywhere, and $\Delta(x_{0:L}) < \infty$ for any $x_{0:L} \in \mathbb{R}^{d(L+1)}$. Subsequently, for any Borel set $A$ of $\mathbb{R}^d$ such that $\Pi(A) > 0$, we have

$$P(x_0, A) \geq \int g(x_0, (v_0, z_{1:L}))(1 \wedge e^{-\Delta(x_{0:L})})d(v_0, z_{1:L}) > 0 \quad (23)$$

Since $P(x_0, A) > 0$ for any $x_0 \in \mathbb{R}^d$ and any $A$ such that $\Pi(A) > 0$, we conclude that $P$ is II-irreducible. Suppose now that $P$ is periodic. Then there exist two disjoint sets $A_1, A_2$ with $\Pi(A_1) > 0$ and $\Pi(A_2) > 0$ such that $P(x_0, A_2) = 1$ for any $x_0 \in A_1$. However (23) implies that $P(x_0, A_1) > 0$ for any such $x_0 \in A_1$, yielding a contradiction. We conclude that $P$ is aperiodic.

### Appendix C: Proofs of Section 3

#### C.1. Proof of Theorem 1

Analogously to (5) and (6) denote for $x,y \in \mathbb{R}$

$$\varepsilon_h(x,y) = \phi(y) - \phi(x) - \frac{y-x}{2} (\phi'(y) + \phi'(x)) - \frac{h^2}{8} (\phi'(y)^2 - \phi'(x)^2) \quad (24)$$

and for $x_{0:L} \in \mathbb{R}^{L+1}$

$$\Delta_h(x_{0:L}) = \sum_{i=1}^L \varepsilon_h(x_{i-1}, x_i). \quad (25)$$

The product structure of the potential assumed in Assumption 2 enforces a product structure also on the associated total energy differences in the following sense

$$\Delta(x_{0:L}) = \sum_{j=1}^d \Delta_{h,j}(x_{0:L}(j)) \quad (26)$$

where $\Delta_{h,j}(x_{0:L}(j))$ are IID copies of a random variable $\Delta_h(x_{0:L})$ given by a single component of the Langevin trajectory $x_{0:L}$, with respect to the one-dimensional potential $\phi$ (initiated in stationarity).

To prove that total energy difference random variables $\Delta(x_{0:L})$ satisfy a form of CLT, we use an extension of the framework introduced in [69, Section 3]. More precisely, Theorem 1 is as a direct
characterized by the density $\Pi^\ast_\gamma$ without the absolute values yields the desired identity. Now, when $E$ This ensures that the quantity $\sum \left( \int_0^T S(X_t, V_t) dt \right)^2$ ensures the change of variable $z$ with respect to Lebesgue measure on $\mathbb{R}$.

Combining this equality to the change of variable $x$ has a positive density with respect to Lebesgue measure on $\mathbb{R}^{2d(L+1)}$ such that $\mu(x_0) e^{-\Delta(x_0)} = \mu(\beta(x_0))$.

Proposition 9. Let $T > 0$, $\gamma \geq 0$ and $\ell > 0$ and take a sequence of time-steps $h \to 0$ and $L = [T/h]$. Assume the one-dimensional potential $\phi$ satisfies Assumption 2 and let $x_0 \sim \Pi$. Then

\begin{align*}
(i) \quad & \frac{1}{h^4} \mathbb{E} \left[ \Delta_h^2(x_{0:L}) \right] \xrightarrow{h \to 0} \Sigma = \mathbb{E} \left[ \left( \int_0^T S(X_t, V_t) dt \right)^2 \right], \\
(ii) \quad & \frac{1}{h^4} \mathbb{E} \left[ \Delta_h^2(x_{0:L}) \mathbb{I}_{\Delta_h > h} \right] \xrightarrow{h \to 0} 0.
\end{align*}

A proof is given in Appendix C.2.

Some care is required to justify that the results of [69, Section 3] do actually carry over from the classical Metropolis-Hastings setting to MALT. The results of [69, Section 3] concern objects called log Metropolis-Hastings random variables that are related to the Kullback-Leibler divergence between the forward $\Pi(dx)q(x, dy)$ and reverse $\Pi(dy)q(y, dx)$ transition kernels. The total energy difference random variables defined here are a generalisation, they can also be related to the Kullback-Leibler divergence between the forward distribution $\mu(x_0)$ and the skew-backward distribution $\mu(\beta(x_0))$.

The proofs of [69, Section 3] depend entirely on the symmetry property of log-MH random variables featured in the following proposition. They do not rely on the exact definition of log-MH random variables, only on their symmetric property. Therefore, the only thing we need to do in order to extend the results to the trajectory setting is to verify this symmetry is still satisfied, the proofs from that point on remain literally the same.

Proposition 10. Let $\Delta(x_{0:L})$ be a total energy difference function of MALT and abbreviate $x_{L,0} = (x_L, \ldots, x_0)$. Then

(i) $\Delta(x_{0:L}) = - \Delta(x_{L,0})$.

(ii) Let $f : \mathbb{R} \to \mathbb{R}$ be a measurable functions such that $f \circ \Delta$ is integrable with respect to $\mu$. Then $\mathbb{E}_\mu[f(-\Delta)e^{-\Delta}] = \mathbb{E}_\mu[f(\Delta)]$.

Proof. Part (i) of the proposition is immediate from (5) and (6). To establish Part (ii) we split the cases $\gamma > 0$ and $\gamma = 0$. In the positive friction case, by (22) the measure $\mu$ has a positive density with respect to Lebesgue measure on $\mathbb{R}^{2d(L+1)}$ such that $\mu(x_0)e^{-\Delta(x_0)} = \mu(\beta(x_0))$.

Combining this equality to the change of variable $x'_{0:L} = \beta(x_0)$ with unit Jacobian, we obtain $\mathbb{E}_\mu[f(-\Delta(x_0))e^{-\Delta(x_0)}] = \int_{\mathbb{R}^{2d(L+1)}} f(-\Delta(x_0))e^{-\Delta(x_0)}\mu(x_0)dz_0 L.

This ensures that the quantity $\mathbb{E}[f(-\Delta(x_0))e^{-\Delta(x_0)}]$ is integrable. Repeating the calculation without the absolute values yields the desired identity. Now, when $\gamma = 0$ the measure $\mu$ is characterized by the density $\Pi_0$ on $\mathbb{R}^{2d}$. Each trajectory is a deterministic function of its starting point.
\( z_{0:L} = (z_0, \ldots, \theta_0^L(z_0)) \). We apply the change of variable \( z'_0 = \varphi \circ \theta_0^L(z_0) \) with unit Jacobian. Denote \( z'_{0:L} = (z'_0, \ldots, \theta_0^L(z'_0)) \) and remark that time-reversibility of the Leapfrog update yields \( z'_0 = (\varphi \circ \theta_0^L(z_0), \ldots, \varphi(z_0)) \). Since \( \varphi \) leaves \( \Pi_0 \) invariant, we obtain

\[
E_\mu[|f(-\Delta(x_{0:L}))|e^{-\Delta(x_{0:L})}] = \int_{\mathbb{R}^{2d}} |f(-\Delta(x_{0:L}))| e^{-\Delta(x_{0:L})} \Pi_0(z_0) dz_0 \\
= \int_{\mathbb{R}^{2d}} |f(\Delta(x_{0:L}))| \Pi_0(\theta_0^L(z_0)) dz_0 \\
= \int_{\mathbb{R}^{2d}} |f(\Delta(x'_{0:L}))| \Pi_0(z'_0) dz'_0 < \infty.
\]

Again, the same calculation without absolute values establishes the desired identity. \( \square \)

**C.2. Proof of Proposition 9**

The center of the proof for both (i) and (ii) is showing that

\[
\frac{1}{R^2} \Delta_h(x_{0:L}) = \int_0^T S(X_t, V_t) dt + R_h,
\]

where the reminder \( R_h \) satisfies \( \mathbb{E}[R_h^2] \to 0 \) as \( h \to \infty \). This is done by approximating the leading terms of a Taylor’s expansion of \( \Delta_h(x_{0:L}) \) over the entire Langevin trajectory and controlling the square expectations of the error terms. For this task we need to extend strong accuracy results (see Proposition 1) beyond Lipschitz functions. This is enabled by the following lemma proven in Appendix C.3.

**Lemma 2.** Let \( T > 0 \), \( \gamma \geq 0 \) and \( h \in (0,1] \) and take \( L \) so that \( hL \leq T \). Assume the one-dimensional potential \( \phi \) satisfies Assumption 2 and let \( x_0 \sim \Pi_0 \). There exists constants \( A_1, A_2, A_3, A_4 > 0 \) independent of the choices of \( h \) and \( L \) such that following statements hold:

(i) \[ \max_{0 \leq i \leq L} \max \mathbb{E}[x_i^8], \mathbb{E}[v_i^8] \leq A_1, \]

(ii) \[ \mathbb{E} \left[ (\phi'(x_L)^2 - \phi'(X_{hL})^2)^2 \right] \leq A_2 h, \]

(iii) \[ \sup_{1 \leq i \leq L} \mathbb{E} \left[ \left( \frac{x_i - x_{i-1}}{h} - \frac{V_i^3}{h^2} \right)^3 \right] \leq A_3 h, \]

(iv) \[ \sup_{1 \leq i \leq L} \mathbb{E} \left[ \left( V_{(i-1)h}^3 - V_{i-1}^3 \right)^2 \right] \leq A_4 h^{2/3}. \]

To show (27) we transform the expression in (25) into the desired form. The sum of third terms of (24) terms appearing in (25) can be dealt with using Itô’s lemma

\[
\int_0^T V_t \phi''(X_t) \phi'(X_t) dt = \int_0^T \frac{\partial}{\partial x} \left( \frac{1}{2} \phi'(X_t)^2 \right) dX_t = \frac{1}{2} \left( \phi'(X_T)^2 - \phi'(X_0)^2 \right). \]
Since \( x_0 = X_0 \), this implies that

\[
\mathbb{E} \left[ \sum_{i=1}^{L} (\phi'(x_i)^2 - \phi'(x_{i-1})^2) - 2 \int_0^T V_i \phi''(X_t) \phi'(X_t) \, dt \right] = 0.
\]

The first term vanishes by Lemma 2 (ii). The second vanishes because \( hL \leq \) of calculus. For each \( 1 \leq i \leq L \), we take advantage of [69, Lemma A.2.] and the fundamental theorem of calculus. For the first two term we use boundedness of \( \phi'(x) \) is \( M \)-Lipschitz (grows at most linearly) and \( X_t \) is a stationary process with continuous paths and finite fourth moments.

To control the rest of (25) we take advantage of [69, Lemma A.2.] and the fundamental theorem of calculus. For each \( 1 \leq i \leq L \) we rewrite using \( \int_0^1 (1 - 2u) \, du = 0 \)

\[
\phi(x_i) - \phi(x_{i-1}) - \frac{1}{2} (x_i - x_{i-1}) (\phi'(x_i) + \phi'(x_{i-1})) = \frac{1}{2} (x_i - x_{i-1})^2 \int_0^1 (1 - 2u) \phi''(x_{i-1} + u(x_i - x_{i-1})) \, du = \frac{1}{2} (x_i - x_{i-1})^3 \int_0^1 (1 - 2u)u \int_0^1 \phi^{(3)}(x_{i-1} + su(x_i - x_{i-1))) \, ds \, du.
\]

Noting that \( \int_0^1 (1 - 2u) \, du = -\frac{1}{2} \), we can relate this to a term expressed with Langevin dynamics:

\[
\phi(x_i) - \phi(x_{i-1}) - \frac{1}{2} (x_i - x_{i-1}) (\phi'(x_i) + \phi'(x_{i-1})) + \frac{1}{12} h^3 V^{3}_{(i-1)h} \phi^{(3)} (X_{(i-1)h}) = R_{i,1} + R_{i,2} + R_{i,3},
\]

where

\[
R_{i,1} = \frac{1}{2} (x_i - x_{i-1})^3 (h^3 V^{3}_{i-1}) \int_0^1 (1 - 2u)u \int_0^1 \phi^{(3)}(x_{i-1} + su(x_i - x_{i-1))) \, ds \, du,
\]

\[
R_{i,2} = \frac{1}{2} h^3 (V^{3}_{i-1} - V^{3}_{(i-1)h}) \int_0^1 (1 - 2u)u \int_0^1 \phi^{(3)}(x_{i-1} + su(x_i - x_{i-1))) \, ds \, du,
\]

\[
R_{i,3} = \frac{1}{2} h^3 V^{3}_{(i-1)h} \int_0^1 (1 - 2u)u \int_0^1 \phi^{(3)}(x_{i-1} + su(x_i - x_{i-1))) \, ds \, du.
\]

We will show that of the \( k = 1, 2, 3 \) we have

\[
\frac{1}{h^6} \sup_{1 \leq i \leq L} \mathbb{E}[R_{i,k}^2] \xrightarrow{h \to 0} 0.
\]

For the first two term \( R_{i,1} \) and \( R_{i,2} \) we use boundedness of \( \phi^{(3)} \) together with respectively points (iii) and (iv) of Lemma 2. For the last term \( R_{i,3} \) we first use Cauchy’s inequality (recall \( \mathbb{E}[V_{(i-1)h}^{12}] \) is finite since \( V_t \) is a stationary standard Gaussian process) together with Jensen’s inequality, Fubini’s theorem, and the fact that both \( \phi^{(3)} \) and \( \phi^{(4)} \) are bounded.

\[
\mathbb{E} \left[ \phi^{(3)}(x_{i-1} + su(x_i - x_{i-1})) - \phi^{(3)}(X_{(i-1)h}) \right] \leq 8 \| \phi^{(4)} \|_\infty \| \phi^{(3)} \|_\infty^3 \left( \mathbb{E} [ |x_{i-1} - X_{(i-1)h}| ] + \mathbb{E} [ |x_i - x_{i-1}| ] \right).
\]
Then use Proposition 1 and Lemma 2 (iii) and (iv) to control this bound as follows:

\[
E[|x_i - x_{i-1}|] \leq E \left[ (x_i - x_{i-1})^6 \right]^{1/6}
\]

\[
= E \left[ (x_i - x_{i-1})^3 - h^3 v_i^3 - h^3 (v_{i-1}^3 - V_{i-1}^3) + h^3 V_{i-1}^3 \right]^{1/6}
\]

\[
\leq 3h \left( E \left[ \left( (x_i - x_{i-1})/h \right)^3 - v_i^3 \right] + E \left[ (v_{i-1}^3 - V_{i-1}^3)^2 \right] + E \left[ V_{i-1}^3 \right] \right)^{1/6}
\]

Finally, paths of \((X_t, V_t)\) are almost surely continuous and therefore Riemann integrable. Hence almost surely

\[
h \sum_{i=1}^L V_{i-1}^3 \phi^{(3)}(X_{i-1}) \xrightarrow{h \rightarrow 0} \int_0^T V_t^3 \phi^{(3)}(X_t) dt.
\]

Since \(hL \rightarrow T\), \(\phi^{(3)}\) is bounded and \(V_t\) is standard Gaussian for all \(t\), the convergence also holds in \(\mathbb{L}_2\)-sense

\[
E \left[ \left( h \sum_{i=1}^L V_{i-1}^3 \phi^{(3)}(X_{i-1}) - \int_0^T V_t^3 \phi^{(3)}(X_t) dt \right)^2 \right] \xrightarrow{h \rightarrow 0} 0.
\]

Combining this convergence with (29) and (30), we obtain as \(h \rightarrow 0\)

\[
\frac{1}{h^4} E \left[ \left( \sum_{i=1}^L (\phi(x_i) - \phi(x_{i-1}) - \frac{1}{2} (x_i - x_{i-1})(\phi'(x_i) + \phi'(x_{i-1}))) - \int_0^T V_t^3 \phi^{(3)}(X_t) dt \right)^2 \right] \rightarrow 0
\]

which, combined with (28), yields (27). Point (i) follows by integrating

\[
\frac{1}{h^4} E \left[ \Delta^2_h(x_{0:L}) \right] = E \left[ \left( \int_0^T S(X_t, V_t) dt \right)^2 \right] - 2E \left[ R_h \int_0^T S(X_t, V_t) dt \right] + E \left[ R_h^2 \right]
\]

where the last two terms vanish as \(h \rightarrow 0\) (use Cauchy’s inequality for the middle term).

Proof of point Proposition 9(ii) uses similar arguments. Recall that \(V_t\) is a stationary Gaussian and that by Assumption 2 there exists constants \(M, D\) such that \(||\phi''|| \leq M\) and \(||\phi'(x)|| \leq M(||x|+D)\).

Note that by Assumption 2, Jensen’s inequality and Fubini’s theorem

\[
E \left[ \left( \int_0^T S(X_t, V_t) dt \right)^4 \right] \leq \int_0^T E \left[ S(X_t, V_t)^4 \right] dt
\]

\[
= 4 \int_0^T E \left[ \frac{1}{124} V_t^{12} \phi^{(3)}(X_t)^4 + \frac{1}{44} V_t^2 \phi''(X_t)^4 \phi'(X_t)^4 \right] dt
\]

\[
\leq \frac{T}{3^{1/4} 2^{1/2} 3^{1/2} 124} \|\phi^{(3)}\|_{\infty}^4 E[V_t^{12}] + \frac{T}{4^{1/2} 2^{1/2} 44} M^4 E[V_t^8]^{1/2} E \left[ (M(||X_t|+D))^8 \right]^{1/2}
\]

\(< \infty.
\]

This and (27) show

\[
\frac{1}{h^4} E \left[ \Delta^2_h(x_{0:L} \mathbf{1}_{\Delta_h(x_{0:L})>h} \right] = E \left[ \left( \int_0^T S(X_t, V_t) dt \right)^2 \mathbf{1}_{\Delta_h(x_{0:L})>h} \right] + E \left[ R_h^2 \mathbf{1}_{\Delta_h(x_{0:L})>h} \right]
\]

\[+ 2E \left[ R_h \left( \int_0^T S(X_t, V_t) dt \right) \mathbf{1}_{\Delta_h(x_{0:L})>h} \right].
\]
The last two terms vanish since $E[R^2_h] \to 0$. The first term vanishes by a combination of Cauchy and Markov inequalities together with part (i)

$$E \left[ \left( \int_0^T S(X_t, V_t)dt \right)^2 \mathbb{1}_{\Delta_h(x_{0:L}) \geq h} \right] \leq \left( E \left[ \left( \int_0^T S(X_t, V_t)dt \right)^4 \right] \right)^{1/2} \mathbb{P} \left( \Delta_h^2(x_{0:L}) > h^2 \right)^{1/2} \leq h E \left[ \left( \int_0^T S(X_t, V_t)dt \right)^4 \right]^{1/2} \left( \frac{1}{h^2} E \left[ \Delta_h^2(x_{0:L}) \right] \right)^{1/2} \xrightarrow{h \to 0} 0.$$ 

C.3. Proof of Lemma 2

A uniform control of the distance between the numerical Langevin trajectory and the Langevin diffusion is given by Proposition 1, which extends trivially to functional values along the trajectories for all Lipschitz functions. Point (i) allows us to extend these findings for functions that are not globally Lipschitz but do not grow to rapidly. This is then done for specific functions required for the analysis of MALT in points (ii), (iii) and (iv).

The proof of (i) we use a ”discrete Grönwall’s inequality”. We will show that for $0 \leq i \leq L - 1$ and some constants $A, B > 0$

$$\text{max} \ (E[x^8_i+1], E[v^8_i+1], B) \leq (1 + Ah) \times \text{max} \ (E[x^8_i], E[v^8_i], B).$$

Iterating this inequality and using $h \leq T/L$ and the inequality $(1 + t) \leq e^t$ gives us the following uniform bound, valid for all $0 \leq i \leq L$:

$$\text{max} \ (E[x^8], E[v^8], B) \leq (1 + Ah)^i \times \text{max} \ (E[x^8_0], E[v^8_0], B) \leq (1 + AT/L)^i \times \text{max} \ (E[x^8_0], E[v^8_0], B) \leq e^{AT} \times \text{max} \ (E[x^8_0], E[v^8_0], B).$$

This establishes (i) with $A_1 = e^{AT} \times \text{max} \ (E[x^8_0], E[v^8_0], B)$, which is finite by Assumption 2, as the Langevin trajectory is initiated in stationarity.

Assumption 2 implies that $\phi'$ is $M$-Lipschitz and grows at most linearly: $|\phi'(x)| \leq M(|x| + D)$ for appropriate constants $M, D$, so that $(\phi'(x))^8 \leq 8M^8(|x|^8 + D^8)$.

First, we deal with the bound on the eighth moment of the position. We use the Multinomial theorem to expand the expression of $x^8_i+1$ in the OBABO update (18). Then separate the zero-order term with respect to $h$ from the rest and use the Hölder’s inequality to bound them. Note that the number of terms is fixed and finite and recall that we are assuming $h < 1$. Using the fact that $\phi'$ grows at most linearly, we get for appropriate constants $A', B' > 0$

$$E[x^8_i+1] = E \left[ \left( x_i + he^{-\gamma h/2}v_i + h\sqrt{1 - e^{-\gamma h}}\xi_i - \frac{h^2}{2} \phi'(x_i) \right)^8 \right] \leq E[x^8_i] + \sum_{j_1+j_2+j_3+j_4=8} h^{j_2+j_3+j_4} E \left[ x_i |^{j_1} v_i |^{j_2} | \xi_i |^{j_3} | \phi'(x_i) |^{j_4} \right] \leq E[x^8_i] + (8)h \sum_{j_1+j_2+j_3+j_4=8} \left( E[x^8_i] \right)^{j_1} E[v^8_i]^{j_2} E[\xi_i]^{j_3} E[\phi'(x_i)^8]^{j_4} \right)^{1/8} \leq E[x^8_i] + A'h \times \text{max} \ (E[x^8_i], E[v^8_i], B').$$

We derive a similar identity for the update of the velocities where we use Multinomial theorem to expand the expression of $v^8_i+1$ in the OBABO update (18). Note that since $\xi_i, \xi_{i+1}$ are standard Gaussian and independent of each other and of $v_i$, there exists a standard Gaussian $\xi_i'$ that is
independent of \( v_i \) and satisfies 
\[
e^{-\gamma h/2} \sqrt{1 - e^{-\gamma h} \xi_i} + \sqrt{1 - e^{-\gamma h} \xi_{i+1}} = \sqrt{1 - e^{-2\gamma h} \xi_i}.
\]
Also note that the inequality \( 1 - e^{-t} \leq t \) implies that \( \sqrt{1 - e^{-2\gamma h}} < \sqrt{2\gamma h} \). We separate the zero-order and half-order terms with respect to \( h \) and bound the remaining terms using the Lipschitz property of \( \phi' \) and (32). The half-order term vanishes since \( \mathbb{E}[\xi_i^6] = 0 \). For appropriate constants \( A, A', B > 0 \) we get
\[
\mathbb{E}[v_{i+1}^8] = \mathbb{E} \left[ e^{-\gamma h} v_i - h \phi'(x_i) + \frac{h}{2} \left( \phi' (x_{i+1}) - \phi'(x_i) \right) + \sqrt{1 - e^{-2\gamma h} \xi_i} \right]^8
\]
\[
\leq \mathbb{E}[v_i^8] + 8e^{-\gamma h} \sqrt{1 - e^{-2\gamma h}} \mathbb{E} \left[ v_i^7 \right] \mathbb{E} \left[ \xi_i \right] + A' \sum_{j_1 + j_2 + j_3 + i = 8 \atop j_2 + j_3 + \frac{3}{2} j_1 \geq 1} h^{j_2 + j_3 + \frac{3}{2} j_1} \mathbb{E} \left[ |v_i||\phi'(x_i)|^{j_2} |\phi'(x_{i+1}) - \phi'(x_i)|^{j_3} |\xi_i|^{j_1} \right] (33)
\]
Together, (32) and (33) imply (31) and establish (i).

We obtain (ii) from combining: (i), the Lipschitz property of \( \phi' \) and Cauchy’s inequality.
\[
\mathbb{E} \left[ (\phi'(x_L) - \phi'(X_{hL}))^2 \right] = \mathbb{E} \left[ (\phi'(x_L) - \phi'(X_{hL}))^2 (\phi'(x_L) + \phi'(X_{hL})) \right] \\
\leq \mathbb{E} \left[ |\phi'(x_L) - \phi'(X_{hL})| (|\phi'(x_L)| + |\phi'(X_{hL})|) \right] \\
\leq M^4 \times \mathbb{E} \left[ |x_L - X_{hL}| (|x_L| + |X_{hL}| + 2D) \right] \\
\leq M^4 \times \mathbb{E} \left[ |x_L - X_{hL}|^2 \right] \frac{7}{2} \times \mathbb{E} \left[ (|x_L| + |X_{hL}| + 2D)^6 \right]^{\frac{2}{7}} \\
\leq A'h.
\]
The final bound follows for an appropriate constant by Proposition 1 and (i).

To show (iii) consider the following bound for \( a, b \in \mathbb{R} \)
\[
(a^3 - b^3)^2 = (a - b)^2 (a^2 + ab + b^2)^2 \\
= (a - b)^2 ((a - b)^2 + 3(a - b)b + 3b^2)^2 \\
\leq 3(a - b)^6 + 27(a - b)^4b^2 + 27(a - b)^2b^4.
\]
Fix \( 1 \leq i \leq L \). Insert \( a = h^{-1}(x_i - x_{i-1}) \) and \( b = v_{i-1} \) in the above bound together with Hölder’s inequality gives us
\[
\mathbb{E} \left[ (h^{-3}(x_i - x_{i-1})^3 - v_{i-1}^3)^2 \right] \leq 27 \mathbb{E} \left[ (h^{-1}(x_i - x_{i-1}) - v_{i-1})^6 \right]^{1/3} \mathbb{E} \left[ v_{i-1}^6 \right]^{2/3} \\
+ 27 \mathbb{E} \left[ (h^{-1}(x_i - x_{i-1}) - v_{i-1})^6 \right]^{2/3} \mathbb{E} \left[ v_{i-1}^6 \right]^{1/3} + 3 \mathbb{E} \left[ (h^{-1}(x_i - x_{i-1}) - v_{i-1})^6 \right].
\]
Hence, it is sufficient to show that for an appropriate constant \( A'_3 > 0 \)
\[
\mathbb{E} \left[ (h^{-1}(x_i - x_{i-1}) - v_{i-1})^6 \right] \leq A'_3 h^3.
\]
Using the linear growth of \( \phi' \) and the inequality \( 1 - e^{-t} \leq t \)
\[
\mathbb{E} \left[ (h^{-1}(x_i - x_{i-1}) - v_{i-1})^6 \right] \leq \mathbb{E} \left[ \left( e^{-\gamma h/2} - 1 \right) v_{i-1} + \sqrt{1 - e^{-\gamma h} \xi_0 - \frac{h}{2} \phi'(x_{i-1})} \right]^6 \\
\leq 6(\gamma h/2)^6 \mathbb{E} \left[ v_{i-1}^6 \right] + 6(\gamma h)^3 \mathbb{E} \left[ \xi_0^6 \right] + \frac{3h^6}{32} \left[ \phi'(x_{i-1})^6 \right] \\
\leq A'_3 h^3.
\]
To prove (iv) consider the following bound for $a, b \in \mathbb{R}$

$$(a^3 - b^3)^2 = (a-b)^2(a^2 + ab + b^2)^2 \leq (a-b)^2(|a| + |b|)^4 \leq (a-b)^2/3(|a| + |b|)^{16/3}.$$ 

Fix $1 \leq i \leq L$. Inserting $a = V_{(i-1)h}$ and $b = v_{i-1}$ in the above bound together with Hölder’s inequality gives us

$$\mathbb{E}\left[(V_{(i-1)h}^3 - v_{i-1}^3)^2\right] \leq \mathbb{E}\left[(V_{(i-1)h} - v_{i-1})^2\right]^{1/3} \mathbb{E}\left[(|V_{(i-1)h}| + |v_{i-1}|)^8\right]^{2/3}.$$ 

Proposition 1 implies that $\mathbb{E}\left[(V_{(i-1)h} - v_{i-1})^2\right] \leq \alpha_i^2 h^2$ for an appropriate constant. Point (i) together with the stationarity of process $V_t$ ensure the right factor is bounded.

**C.4. Proofs of miscellaneous results**

**Proof of Proposition 4.** (i) This is a direct consequence of weak convergence in Theorem 1 applied to the Lipschitz function $t \mapsto 1 \wedge e^t$. We use Proposition 2.4 in [61] to evaluate $\mathbb{E}[1 \wedge e^Y]$ for a normal random variable $Y$ on $\mathbb{R}$.

(ii) By independence of the coordinates and the product structure (26)

$$\mathbb{E}\left[(f(X_n^{n+1}(1)) - f(X_n^{1}(1)))^2\right] = \mathbb{E}\left[(f(x_{L}(1)) - f(x_0(1)))^2 1 \wedge e^{-\sum_{j=1}^d \Delta_{h,j}}\right]$$

$$= \mathbb{E}\left[(f(x_{L}(1)) - f(x_0(1)))^2 \left(1 \wedge e^{-\sum_{j=1}^d \Delta_{h,j}} - 1 \wedge e^{-\sum_{j=2}^d \Delta_{h,j}}\right)\right] + \mathbb{E}\left[(f(x_{L}(1)) - f(x_0(1)))^2\right] \mathbb{E}\left[1 \wedge e^{-\sum_{j=2}^d \Delta_{h,j}}\right].$$

We first show that the second term vanishes with increasing $d$. Using Cauchy’s inequality and the fact that $t \mapsto 1 \wedge e^t$ is 1-Lipschitz we argue

$$\mathbb{E}\left[(f(x_{L}(1)) - f(x_0(1)))^2 \left(1 \wedge e^{-\sum_{j=1}^d \Delta_{h,j}} - 1 \wedge e^{-\sum_{j=2}^d \Delta_{h,j}}\right)\right]$$

$$\leq \mathbb{E}\left[(f(x_{L}(1)) - f(x_0(1)))^4\right]^{1/2} \mathbb{E}\left[\Delta_{h,j}\right]^{1/2}$$

$$\leq C^2 \mathbb{E}\left[(x_{L}(1) - x_0(1))^8\right]^{1/4} \mathbb{E}\left[(|x_{L}(1)| + |x_0(1)|)^8\right]^{1/4} \mathbb{E}\left[\Delta_{h,j}\right]^{1/2}.$$ 

The first two factors are finite by Lemma 2(i) and the third converges to zero by Proposition 9.

Hence, as $\mathbb{E}\left[1 \wedge e^{-\sum_{j=2}^d \Delta_{h,j}}\right] \to a(\ell)$ by (i), we only need to show

$$\mathbb{E}\left[(f(x_{L}(1)) - f(x_0(1)))^2\right] \xrightarrow{d \to \infty} \mathbb{E}\left[(f(X_T) - f(X_0))^2\right].$$

Note that for every dimension $d$ there exists a Langevin diffusion $Z_t$ linked to the numerical Langevin trajectory $z_{0:L}$ via (4). This ensures $x_0 = X_0$ and implies that

$$\mathbb{E}\left[(f(x_{L}(1)) - f(x_0(1)))^2\right] = \mathbb{E}\left[(f(x_{L}(1)) - f(X_T(1)) + f(X_T(1)) - f(x_0(1)))^2\right]$$

$$= 2 \mathbb{E}\left[(f(X_T) - f(X_0))(f(x_{L}(1)) - f(X_T(1)))\right] + \mathbb{E}\left[(f(X_T) - f(X_0))^2\right] + \mathbb{E}\left[(f(x_{L}(1)) - f(X_T(1)))^2\right].$$
We will show that the last term vanishes. By Cauchy’s inequality that means, that the mixed term vanishes as well. By another Cauchy inequality and the bound $|A - B| \leq |A| + |B|$

$$
E \left[ (f(x_L(1)) - f(X_T(1)))^2 \right] \leq C^2 E \left[ (x_L(1) - X_T(1))^2 (|x_L(1)| + |X_T(1)|)^2 \right]
$$

$$
\leq C^2 E \left[ |x_L(1) - X_T(1)| (|x_L(1)| + |X_T(1)|)^3 \right]
$$

$$
\leq C^2 \left( E \left[ (x_L(1) - X_T(1))^2 \right] E \left[ (|x_L(1)| + |X_T(1)|)^6 \right] \right)^{1/2}
$$

The first factor vanishes by Proposition 1 and the second is bounded by Lemma 2.

(iii) Again we synchronise the Langevin diffusion with the numerical Langevin trajectory via (4), hence $X^n(1) = x_0(1) = X_0$. We will prove that

$$
E \left[ f(X^{n+1}(1)) \right] \xrightarrow{d \to \infty} E \left[ f(X_T) \right]
$$

for an arbitrary bounded Lipschitz function $f$. By Portmanteau theorem this implies the result.

Note that since the function $t \mapsto 1 \wedge e^t$ is 1-Lipschitz, Proposition 9 guarantees

$$
P \left( U \text{ is between } 1 \wedge e^{-\sum_{d=1}^d \Delta h, i} \text{ and } 1 \wedge e^{-\sum_{d=2}^d \Delta h, j} \right)
\leq E \left[ \left| 1 \wedge e^{-\sum_{d=1}^d \Delta h, i} - 1 \wedge e^{-\sum_{d=2}^d \Delta h, j} \right| \right] \leq E \left[ \Delta h \right] \xrightarrow{d \to \infty} 0.
$$

Since $f$ is bounded this implies that

$$
\left| E \left[ f(x_L(1)) 1_{U \leq 1 \wedge e^{-\sum_{d=1}^d \Delta h, j}} \right] - E \left[ f(x_L(1)) 1_{U \leq 1 \wedge e^{-\sum_{d=2}^d \Delta h, j}} \right] \right| \xrightarrow{d \to \infty} 0,
$$

and

$$
\left| E \left[ f(x_0(1)) 1_{U \leq 1 \wedge e^{-\sum_{d=1}^d \Delta h, j}} \right] - E \left[ f(x_0(1)) 1_{U \leq 1 \wedge e^{-\sum_{d=2}^d \Delta h, j}} \right] \right| \xrightarrow{d \to \infty} 0.
$$

Finally, this gives us

$$
\lim_{d \to \infty} E \left[ f(X^{n+1}(1)) \right] = \lim_{d \to \infty} \left( E \left[ f(x_L(1)) 1_{U \leq 1 \wedge e^{-\sum_{d=1}^d \Delta h, j}} \right] + E \left[ f(x_0(1)) 1_{U > 1 \wedge e^{-\sum_{d=2}^d \Delta h, j}} \right] \right)
$$

$$
= \lim_{d \to \infty} \left( E \left[ f(x_L(1)) 1_{U \leq 1 \wedge e^{-\sum_{d=1}^d \Delta h, j}} \right] + E \left[ f(x_0(1)) 1_{U > 1 \wedge e^{-\sum_{d=2}^d \Delta h, j}} \right] \right)
$$

$$
= \lim_{d \to \infty} \left( E \left[ f(x_L(1)) \mathbb{P} \left( U \leq 1 \wedge e^{-\sum_{d=2}^d \Delta h, j} \right) + E \left[ f(x_0(1)) \right] \mathbb{P} \left( U > 1 \wedge e^{-\sum_{d=2}^d \Delta h, j} \right) \right] \right)
$$

$$
= E \left[ f(X_T) \right] a(t) + E \left[ f(X_0) \right] \left( 1 - a(t) \right) = E \left[ f(X_T) \right].
$$

The first equality holds by construction of the accept-reject test, the third by the product form assumption and the fourth by Proposition 1 and point (i).

Proof of Proposition 5. The proof relies on a similar argument as in the proof of [70, Theorem 3]. We first establish that

$$
E \left[ (f(X^{n+1}(1)) - f(X^n(1)))^2 \right] = E \left[ (f(x_L(1)) - f(x_0(1)))^2 1 \wedge e^{-\sum_{d=1}^d \Delta h, j} \right]
\leq 2E \left[ (f(x_L(1)) - f(x_0(1)))^2 \right] E \left[ 1 \wedge e^{-\sum_{d=2}^d \Delta h, j} \right].
$$

(34)

The statement without the factor of two is apparent if $\Delta h, 1$ is positive. If it is negative we use Proposition 10 and it is crucial that the expression $(f(x_L(1)) - f(x_0(1)))^2$ is symmetric with respect
As the function $f(x_L(1))$ is strictly increasing. Hence, $\text{eff}(x_L(1)) = \text{eff}(x_0(1))$ point of the trajectory:

$$
\text{E}\left[(f(x_L(1)) - f(x_0(1)))^2 \right] \leq E\left[(f(x_L(1)) - f(x_0(1)))^2 \right] \leq E\left[(f(x_0(1)) - f(x_L(1)))^2 \right].
$$

As $h \to 0$ we have $E[(f(x_L(1)) - f(x_0(1)))^2] \to T_f$; see proof of Proposition 4(ii). Moreover, if $d^4 h \to 0$, then $d^4 h E[1 \wedge \exp(-\sum_{j=2}^{d} \Delta_{h,j})] \to 0$ as $d$ increases, since the acceptance rate is bounded by one. Assume now $d^4 h \to \infty$. By [69, Theorem 7], Proposition 9 implies that

$$
\limsup_{d \to \infty} \frac{E[\Delta_h]}{E[\Delta^2_h]} \to 0.
$$

We split the probability space with respect to the event $A_d = \{\sum_{j=2}^{d} \Delta_{h,j} \geq 2d^{-1} E[\Delta_h]\}$. Using the convergence above and Proposition 9 with $dh^4 \to \infty$ we obtain:

$$
\limsup_{d \to \infty} \sup_{d^4 h} d^{1/4} h E[1 \wedge e^{-\sum_{j=2}^{d} \Delta_{h,j}} | A_d] \leq \limsup_{d \to \infty} \sup_{d^4 h} d^{1/4} h e^{-\frac{d-1}{2} E[\Delta_h]} \leq \limsup_{d \to \infty} \sup_{d^4 h} d^{1/4} h e^{-\frac{d-1}{2} E[\Delta^2_h]} = 0.
$$

On the complement $A_d^c$ we use Chebyshev’s inequality in addition

$$
\limsup_{d \to \infty} \sup_{d^4 h} d^{1/4} h E[1 \wedge e^{-\sum_{j=2}^{d} \Delta_{h,j}} | A_d^c] \leq \limsup_{d \to \infty} \sup_{d^4 h} d^{1/4} h P(A_d^c) \leq \limsup_{d \to \infty} \sup_{d^4 h} d^{1/4} h P \left( \sum_{j=1}^{d} \frac{1}{2} \frac{\text{Var}[\Delta_h]}{E[\Delta_h]} \right) \leq \limsup_{d \to \infty} \sup_{d^4 h} d^{1/4} h \frac{17}{d E[\Delta^2_h]} \leq \limsup_{d \to \infty} \sup_{d^4 h} \frac{18}{d E[\Delta^2_h]} = 0.
$$

The last two conclusions together with (34) show the sub-optimality of scaling of time-step $h$ different to $d^{-1/4}$. We conclude that $d^{-1/4}$ scaling is optimal by noting that the claimed non-zero limit is achieved in the case when $d^{1/4} h \to \ell$ by Proposition 4(ii).

Finally, to optimize over the choice of $\ell$ note that the function $\ell \mapsto 2\ell \Psi \left( - \sqrt{\frac{2}{3}} \right)$ is smooth and converges to zero both as $\ell \to 0$ and $\ell \to \infty$. Since it is positive, its maximum must be attained at a stationary point. Substituting $s = \ell^2 \sqrt{\Sigma}/2$ we can find stationary points of $s \mapsto 2^{3/2} \Sigma^{-1/4} \sqrt{s} \Psi(-s)$ which is equivalent to finding solutions of $\frac{1}{2} s \sqrt{\frac{2}{3}} = s \sqrt{\frac{2}{3}} \Psi(-s)$, where $\Psi$ is the density of the standard Gaussian. There exists a unique solution $s^*$ since the function $s \mapsto s \sqrt{\frac{2}{3}} \Psi(-s)$ is strictly increasing. Hence, $\text{eff}(\ell)$ attains its greatest value at a specific value $\ell^* = \sqrt{2s^* \Sigma^{-1/4}}$ that corresponds to an average acceptance rate $2\Psi(-s^*)$, which turns out to numerically equal 0.651 to three decimal places. It also implies that

$$
\text{eff}(\ell^*) = 2^{3/2} \sqrt{s^*} \Psi(-s^*) \times \Sigma^{-1/4} \approx 0.619219 \times \Sigma^{-1/4}.
$$
Appendix D: Proofs of Section 4

D.1. Proof of Theorem 2

The proof relies on establishing a contraction rate for a twisted Wasserstein distance between two copies of Randomized HMC. The coupling is synchronized with the same homogeneous Poisson process \((N_t)_{t \geq 0}\) with rate \(\lambda\), and the same independent standard Gaussian refreshments \((\xi_k)_{k \in \mathbb{N}}\).

Let us denote for any \(t \geq 0\) the two processes \(Z_t = (X_t, V_t)\) and \(Z'_t = (X'_t, V'_t)\), defined through the following system of SDEs:

\[
\begin{align*}
\frac{dX_t}{dt} &= -\sqrt{1 - \alpha^2} \xi_{N_t} - (1 - \alpha) V_t, \\
\frac{dV_t}{dt} &= \sqrt{1 - \alpha^2} \xi_{N_t} - (1 - \alpha) V_t, \\
\frac{dX'_t}{dt} &= -\sqrt{1 - \alpha^2} \xi_{N_t} - (1 - \alpha) V'_t, \\
\frac{dV'_t}{dt} &= \sqrt{1 - \alpha^2} \xi_{N_t} - (1 - \alpha) V'_t.
\end{align*}
\]  

Let \(\nu\) and \(\nu'\) be any two probability measures on \(\mathbb{R}^{2d}\). We initialize the two processes form an arbitrary coupling \((Z_0, Z'_0) \sim \zeta\) such that \(Z_0 \sim \nu, Z'_0 \sim \nu'\). Both copies are Randomized HMC processes, yet we remark that the joint process \((Z_t, Z'_t)\) is also a Markov process. We denote \(\mathcal{L}_{\lambda, \alpha}^{\text{Couple}}\) its joint infinitesimal generator, characterized by the system of SDEs (35) for \(j \in \{1, 2\}\).

The main arguments of this proof rely on a uniform bound on the generator \(\mathcal{L}_{\lambda, \alpha}^{\text{Couple}}\) applied to a twisted distance between the coupled processes, established in Lemma 3. This bound is proven in Appendix D.2. The twist of the metric is determined by three real numbers \(a, b, c\) such that

\[
\begin{align*}
\mathbf{A} \triangleq \begin{pmatrix}
a I_d & b I_d \\
b I_d & c I_d
\end{pmatrix} > 0_{d \times d}.
\end{align*}
\]  

For any such positive definite matrix \(\mathbf{A}\) and any vector \(z \in \mathbb{R}^{2d}\), we denote \(|z|_A \triangleq (z^\top A z)^{1/2}\) its \(\mathbf{A}\)-norm. For any \(q \geq 1\), we define the \((q, \mathbf{A})\)-Wasserstein metric between any two probability measures \(\nu\) and \(\nu'\) on \(\mathbb{R}^{2d}\) by

\[
W_{q, \mathbf{A}}(\nu, \nu') \triangleq \inf\{E[|X - X'|^q_\mathbf{A}^{1/q}, X \sim \nu, X' \sim \nu']\}.
\]

**Lemma 3.** The values \(a = 2(M + m)/(1 + \alpha), b = \sqrt{M + m}\) and \(c = 2\) are such that the matrix \(\mathbf{A}\) defined in (36) is positive definite. Moreover almost surely for \(t \geq 0\), we have

\[
\mathcal{L}_{\lambda, \alpha}^{\text{Couple}}|Z_t - Z'_t|_\mathbf{A} \leq -2r|Z_t - Z'_t|_\mathbf{A}, \quad r = \frac{(1 + \alpha)m}{2\sqrt{M + m}}.
\]  

An application of Grönwall’s inequality to Lemma 3 yields contraction for the twisted \(\mathbb{L}_2\)-norm. We obtain for any \(t \geq 0\)

\[
E[|Z_t - Z'_t|_\mathbf{A}] \leq e^{-2rt}E[|Z_0 - Z'_0|_\mathbf{A}].
\]

Taking square roots and considering the infimum over the couplings \((Z_0, Z'_0) \sim \zeta\) such that \(Z_0 \sim \nu, Z'_0 \sim \nu'\) yields

\[
W_{2, \mathbf{A}}(\nu P^t, \nu' P^t) \leq e^{-rt} W_{2, \mathbf{A}}(\nu, \nu')
\]

Establishing the 2-Wasserstein convergence for the Euclidean distance follows from unfolding the twist of the metric. We consider the inequality (38) for a particular coupling \((Z_0, Z'_0) \sim \zeta\) with marginals \(\nu = \nu_0 \otimes N(0, \mathbf{I}_d, \mathbf{I}_d)\) and \(\nu' = \Pi = \Pi \otimes N(0, \mathbf{I}_d, \mathbf{I}_d)\) defined as follows. We start from \(V_0 = V'_0 \sim N(0, \mathbf{I}_d, \mathbf{I}_d)\), independently drawn from an arbitrary coupling of the positions \((X_0, X'_0) \sim \zeta_x\) such that \(X_0 \sim \nu_x\) and \(X'_0 \sim \Pi\). We remark that for any \(x, v \in \mathbb{R}^d\) we have

\[
c(x|x|^2 + 2b \sqrt{\nu + c|v|^2}) = (ac - b^2)|x|^2 + |bx + cv|^2 \geq (ac - b^2)|x|^2.
\]

Combining this inequality with (38) yields

\[
E\left[|X_t - X'_t|_\mathbf{A}^2\right] \leq \frac{c}{ac - b^2} E\left[|Z_t - Z'_t|_\mathbf{A}^2\right] \leq \frac{ce^{-2rt}}{ac - b^2} E\left[|Z_0 - Z'_0|_\mathbf{A}^2\right].
\]
Using that \( V_0 - V'_0 = 0 \) the last term can be substituted by
\[
\mathbb{E} \left[ Z_0 - Z'_0 \right]^2_A = a \mathbb{E} \left[ X_0 - X'_0 \right]^2.
\]
Taking square roots and considering the infimum over the couplings \( (X_0, X'_0) \sim \zeta_x \) such that \( X_0 \sim \nu_x \) and \( X'_0 \sim \Pi \) yields
\[
W_2((\nu P^t)_x, \Pi) \leq C e^{-rt} W_2(\nu_x, \Pi), \quad C \triangleq \sqrt{\frac{ac}{ac - b^2}}.
\]
In particular, \( (\Pi, P^t)_x = \Pi \) for any \( t > 0 \) because \( \Pi_x \) is invariant. A direct computation of the constant \( C \) yields
\[
C = \sqrt{4/(3 - \alpha)} \leq \sqrt{2}. \quad (40)
\]
We now extend the convergence to the \( L_2(\Pi_x) \)-norm using a similar sketch of proof as for [22, Theorem 3]. We introduce \( (P^t)^* \) and \( (L_{\lambda, \alpha}^{\text{Coupl}})^* \) the respective adjoints of \( P^t \) and \( L_{\lambda, \alpha}^{\text{Coupl}} \). These adjoints are characterized by the distribution of Randomized HMC ran backwards in time. In a weak sense, the backward dynamics are similar to the forward dynamics up to a flip of the drift term. In Lemma 4 we present a uniform bound on the adjoint generator, similar to the one obtained in Lemma 3 for the forward process. The twist of the metric differs to take into account the change of sign in the velocities. It is determined by
\[
A' \triangleq \begin{pmatrix} aI_d & -bI_d \\ -bI_d & cI_d \end{pmatrix} > 0_{d \times d}. \quad (41)
\]
**Lemma 4.** The values \( a = 2(M + m)/(1 + \alpha), \) \( b = \sqrt{M + m} \) and \( c = 2 \) are such that the matrix \( A' \) defined in (41) is positive definite. Moreover almost surely for \( t \geq 0 \), we have
\[
(L_{\lambda, \alpha}^{\text{Coupl}})^* |Z_t - Z'_t|_{A'}^2 \leq -2r |Z_t - Z'_t|_{A'}^2, \quad r \neq (1 + \alpha)m/2\sqrt{M + m}. \quad (42)
\]
The result of Lemma 4 can be derived following the same arguments used for [22, Theorem 3], its proof is therefore omitted. Similarly to (38) and (39), this result yields a \( (2, A') \)-Wasserstein contraction for the adjoint \( (P^t)^* \). For any \( \nu, \nu' \) two probability measures of \( \mathbb{R}^{2d} \)
\[
W_{2, A'}(\nu(P^t)^*, \nu'(P^t)^*) \leq e^{-rt} W_{2, A'}(\nu, \nu'). \quad (43)
\]
For \( f : \mathbb{R}^{2d} \rightarrow \mathbb{R} \) we introduce the Lipschitz norm with respect to \( A \) as
\[
\| f \|_{\text{Lip}, A} \triangleq \sup_{z_1 \neq z_2} \frac{|f(z_1) - f(z_2)|}{|z_1 - z_2|_A}. \]
Using the dual formulation of the \( (1, A) \)-Wasserstein distance, for any measures \( \nu, \nu' \) on \( \mathbb{R}^{2d} \)
\[
W_{2, A}(\nu, \nu') \geq W_{1, A}(\nu, \nu') = \sup_{\| f \|_{\text{Lip}, A} \leq 1} \int f(\nu - \nu').
\]
Let \( z_1, z_2 \in \mathbb{R}^{2d} \). We combine this dual formulation with (39) and (43) for \( \nu = \delta_{z_1} \) and \( \nu' = \delta_{z_2} \). In particular for any \( f, g \) such that \( \| f \|_{\text{Lip}, A} \leq 1 \) and \( \| g \|_{\text{Lip}, A'} \leq 1 \) we obtain
\[
|P^t f(z_1) - P^t f(z_2)| \leq e^{-rt} |z_1 - z_2|_A \quad (44)
\]
\[
|P^t g(z_1) - P^t g(z_2)| \leq e^{-rt} |z_1 - z_2|_{A'}. \quad (44)
\]
We also note that [22, Equation (4.12)] yields
\[
|z_1 - z_2|_{A'} \leq (C')^2 |z_1 - z_2|_A, \quad C' \triangleq \left( \frac{ac + b^2 + 2\sqrt{ac}b^2}{ac - b^2} \right)^{1/4}. \quad (45)
\]
Let \( f \in L^2_0(\Pi) \). By definition, \( f \) depends only on the position therefore \( \|f\|_{\text{Lip},A} = \|f\|_{\text{Lip},A'} \). Applying successively (44) with \( g = P_t f \) and (45) yields
\[
\|P_t f\|_{\text{Lip},A'} \leq C e^{-rt} \|P_t f\|_{\text{Lip},A'} \leq \left(C'\right)^2 e^{-rt} \|P_t f\|_{\text{Lip},A'} \leq \left(C'\right)^2 e^{-2rt} \|f\|_{\text{Lip},A'}.
\]

We refer to the proof of [54, Proposition 30] with \( \kappa = 1 - \left(C'\right)^2 e^{-2rt} \) for any \( t > \log(C')/r \). We argue that \( \left(P_t\right)^*P_t \) is a reversible kernel with spectral radius at most \( \left(C'\right)^2 e^{-2rt} \) on the Lipschitz functions of \( L^2_0(\Pi) \). This subset being dense, the spectral radius extends to every function of \( L^2_0(\Pi) \).

The second claim of the Theorem follows from taking square roots. A direct computation of \( C' \) yields
\[
C' = \left(\frac{5 + \alpha + 4\sqrt{1 + \alpha}}{3 - \alpha}\right) \leq (3 + 2\sqrt{2})^{1/4} \leq 1.56.
\]

### D.2. Proof of Lemma 3

In the sequel, we denote \( H_t \) the \( d \times d \) matrix defined by
\[
H_t \triangleq \int_0^1 \nabla^2 \Phi(sX_t + (1-s)X'_t) \, ds.
\]

Taylor’s theorem yields \( \nabla \Phi(X_t) - \nabla \Phi(X'_t) = H_t \dot{X}_t \), and \( mL_d \leq H_t \leq ML_d \) by Assumption 3. For the purpose of computations, we make repeated use of the shorthand notations \( \dot{X}_t \triangleq X_t - X'_t \), and \( V_t \triangleq V_t - V'_t \) in the following. From (35) we rewrite \( (\dot{X}_t, V_t)_{t \geq 0} \) as a stochastic jump process driven by the following SDE
\[
\begin{align*}
d\dot{V}_t &= -H_t \dot{X}_t dt - (1 - \alpha) \dot{V}_t dN_t, \\
d\dot{X}_t &= \dot{V}_t dt.
\end{align*}
\]

Applying the product rule to this SDE yields
\[
\begin{align*}
d|\dot{X}_t|^2 &= 2 \dot{X}_t^\top V_t dt, \\
d\dot{X}_t^\top V_t &= -\dot{X}_t^\top H_t \dot{X}_t + |\dot{V}_t|^2 dt - (1 - \alpha) \dot{X}_t^\top \dot{V}_t dN_t, \\
d|\dot{V}_t|^2 &= -2 \dot{X}_t^\top H_t \dot{V}_t dt - (1 - \alpha^2) |\dot{V}_t|^2 dN_t.
\end{align*}
\]

Letting \( a, c > 0 \) and \( b \in \mathbb{R} \) such that \( ac - b^2 > 0 \), we consider the positive definite matrix
\[
A \triangleq \begin{pmatrix} aI_d & bI_d \\ bI_d & cI_d \end{pmatrix}.
\]

Applying the generator \( L_{\lambda,\alpha}^{\text{Couple}} \) on \( |Z_t - Z'_t|^2_{\mathbf{A}} = a|\dot{X}_t|^2 + 2b \dot{X}_t^\top V_t + c|\dot{V}_t|^2 \) yields
\[
L_{\lambda,\alpha}^{\text{Couple}} |Z_t - Z'_t|^2_{\mathbf{A}} = 2a \dot{X}_t^\top V_t - 2b \dot{X}_t^\top H_t \dot{X}_t + 2b(1 - \alpha) \dot{X}_t^\top \dot{V}_t + 2b|\dot{V}_t|^2 - 2c \dot{X}_t^\top H_t \dot{V}_t - c(1 - \alpha^2) |\dot{V}_t|^2 = - (Z_t - Z'_t)^\top S_t (Z_t - Z'_t)
\]

where
\[
S_t \triangleq \begin{pmatrix} 2bH_t & (b(1 - \alpha) \lambda - b)I_d + cH_t \\ b(1 - \alpha) \lambda - b & (c(1 - \alpha^2) \lambda - 2b)I_d \end{pmatrix}.
\]
The inequality $L_{\alpha\lambda}^{\text{Coupled}} |\mathbf{Z}_t - \mathbf{Z}'_t|_{\lambda}^2 \leq -2r|\mathbf{Z}_t - \mathbf{Z}'_t|_{\lambda}^2$ is therefore satisfied whenever $\mathbf{S}_t - 2r\mathbf{A}$ is a positive semi-definite matrix. By diagonalizing each block of this last matrix in the same basis, we obtain necessary and sufficient conditions for ensuring that its 2d eigen-values are simultaneously non-negative: $\mathbf{S}_t - 2r\mathbf{A} \succeq 0$ iff for each eigen-value $\sigma$ of $\mathbf{H}_t$, we have

$$-2ra + 2b\sigma \geq 0$$

(49)

$$-2rc + c(1 - \alpha^2)\lambda - 2b \geq 0$$

(50)

$$[-2rb + b(1 - \alpha)\lambda - a + ch]^2 \leq [-2ra + 2b\sigma][-2rc + c(1 - \alpha^2)\lambda - 2b]$$

(51)

The inequalities (49), (50) and (51) ensure that the two diagonal elements and the determinant of the $2 \times 2$ submatrix corresponding to a given eigen-value $\sigma$ (composed by the corresponding diagonal elements of each block), are non-negative. To solve these inequalities, we first choose $a, b, c$ such that the constraints (49) and (51) are satisfied for the less favorable choice of eigen-value $\sigma$, then we check that (50) holds for the resulting values of $a, b, c$.

Without loss of generality we fix $c = 2$, and then choose $a$ such that (49) is an equality when $\sigma = m$. Consequently, $b$ is also fixed since both sides of (51) must be zero when $\sigma = m$, we get

$$\begin{cases}
2ra = 2bm \\
2rb = b(1 - \alpha)\lambda - a + 2m
\end{cases} \iff \begin{cases}
a = 2m/s \\
b = 2r/s
\end{cases}, \quad s \equiv 1 - \frac{r}{m}(1 - \alpha)\lambda - 2r.$$  

(52)

For any real numbers $x, y, z, w$ such that $xz > 0$ and $w/z = y/x = m$ the map $\sigma \mapsto (x\sigma - y)^2/(z\sigma - w)$ is increasing when $\sigma > m$. As a consequence, (51) holds for any $\sigma \in [m, M]$ iff it holds for $\sigma = M$. This condition is satisfied whenever

$$[2(M - m)]^2 \leq [2b(M - m)][2((1 - \alpha^2)\lambda - 2r) - 2b]$$

$\iff$ $M - m \leq b((1 - \alpha^2)\lambda - 2r - b)$

$\iff$ $M + m \leq a + a(1 - \alpha)\lambda b - b^2$

where the last equivalence follows from substituting $b((1 - \alpha)\lambda - 2r)$ by $a - 2m$, in line with (52).

By multiplying both sides by $s^2$, we conclude that (51) holds for any $h \in [m, M]$ iff

$$(M + m)s^2 - (2m + 2a(1 - \alpha)\lambda r)s + 4r^2 \leq 0.$$  

(53)

Moreover, the set of solutions $s \in \mathbb{R}$ to (53) is non-empty only when

$$16r^2(M + m) - (2m + 2a(1 - \alpha)\lambda r)^2 \leq 0.$$  

(54)

For the purpose of computations, we parametrize the refreshment angle, intensity, and the exponential convergence rate with respect to $x, y \geq 0$ such that

$$\alpha(1 - \alpha)\lambda = x\sqrt{M + m}, \quad r = y\left(\frac{m}{\sqrt{M + m}}\right).$$

Plugging this parametrization into (54) simplifies to

$$16y^2m^2 - (2m + 2yxm)^2 \leq 0 \iff 16y^2 - (2 + 2y)\lambda^2 \leq 0 \iff (4y^2 - 2 - 2y)(2x + 2 + 2yx) \leq 0 \iff y(2 - x) \leq 1.$$  

We remark that the largest exponential convergence rate is obtained by choosing $y = 1/(2 - x)$ for $0 \leq x < 2$. This choice saturates (54), therefore (53) now has a unique positive solution that fixes the choice of $\delta$, indeed

$$s = \frac{m + \alpha(1 - \alpha)\lambda r}{M + m} \iff 1 - \frac{r}{m}(1 - \alpha)\lambda - 2r = 1 - \frac{(M - \alpha(1 - \alpha)\lambda r)}{(M + m)}$$

$$\iff yx(M + m) - 2\alpha ym = \alpha M - \alpha yxm$$

$$\iff x(M + m) - (2 - x)\alpha M + xam = 2\alpha m$$

$$\iff x(M + m + \alpha M + am) = 2\alpha m + 2\alpha M$$

$$\iff x = 2a/(1 + \alpha).$$
We remark therefore that \( x \in [0,1] \) because \( \alpha \in [0,1] \). Since the constraint (53) is also saturated, we know (50) holds for any \( x \in [0,1] \) because \((1 - \alpha^2)\lambda - 2r - b = (M - m)/b\) is non-negative. Moreover, direct computations of \( s \) and \( r \) in (52) yields explicit values for \( a, b, c \) as follows:

\[
a = 2(M + m)/(1 + \alpha), \quad b = \sqrt{M + m}, \quad c = 2.
\]

Both \( a \) and \( c \) are positive, therefore \( \Lambda \) is positive definite for any \( \alpha \in [0,1] \) since

\[
ac - b^2 = (M + m)(3 - \alpha)/(1 + \alpha) > 0.
\]

### D.3. Proof of Proposition 6

We note \( \mathcal{L}^H \) the infinitesimal generator of Hamiltonian dynamics (a.k.a Liouville operator), defined on test functions \( f \in C_0^\infty(\mathbb{R}^{2d}) \) by

\[
\mathcal{L}^H f(x, v) \triangleq v^\top \nabla_x f(x, v) - \nabla \Phi(x)^\top \nabla_v f(x, v), \quad (x, v) \in \mathbb{R}^{2d}.
\]

In addition, we note \( \mathcal{L}_{\lambda, \alpha}^{RH} \) the generator of Randomized HMC with refreshment rate \( \lambda \geq 0 \) and persistence \( \alpha \in [0,1] \), and we note \( \mathcal{L}_\gamma^{LD} \) the generator of the Langevin diffusion with damping \( \gamma \geq 0 \). These are built upon two types of momentum refreshments. The generator \( \mathcal{R}_\alpha^{PP} \) refers to discrete refreshments with persistence \( \alpha \in [0,1] \) driven by a standard Poisson Process. The generator \( \mathcal{R}_{BM}^{BM} \) refers to continuous refreshments induced by a Brownian motion on \( \mathbb{R}^d \). These generators are formally defined for \( \xi \sim N_d(0_d, I_d) \) by

\[
\mathcal{L}_{\lambda, \alpha}^{RH} \triangleq \mathcal{L}^H + \lambda \mathcal{R}_\alpha^{PP}, \quad \mathcal{R}_\alpha^{PP} f(x, v) \triangleq \mathbb{E} \left[ f(x, \alpha v + \sqrt{1 - \alpha^2} \xi) \right] - f(x, v),
\]

\[
\mathcal{L}_\gamma^{LD} \triangleq \mathcal{L}^H + \gamma \mathcal{R}_{BM}^{BM}, \quad \mathcal{R}_{BM}^{BM} f(x, v) \triangleq - v^\top \nabla_v f(x, v) + \mathbb{E} \left[ \nabla_v f(x, v) \right].
\]

Since \( \mathcal{L}^H \) is a common element of these two generators, their proximity depends only on the proximity of the refreshments. Indeed

\[
||\mathcal{L}_{\lambda, \alpha}^{RH} f - \mathcal{L}_\gamma^{LD} f||_\infty = ||\lambda \mathcal{R}_\alpha^{PP} f - \gamma \mathcal{R}_{BM}^{BM} f||_\infty.
\]

Therefore the proof does not rely on any assumption with respect to the potential function. Let \( f \in C_0^\infty \). By assumption there is a constant \( B > 0 \) such that: \( f \) and its derivatives are zero on the complement of the compact set \( S(B) \triangleq \{(x, v) \in \mathbb{R}^{2d} : |x| \vee |v| \leq B\} \), and for any \( (x, v) \in S(B) \) we have \( |\nabla_v f(x, v)| \leq B \) and \( \nabla_v^2 f(x, v) \leq B I_d \). We denote \( \beta = \sqrt{1 - \alpha^2} \) and assume that \( \beta \in (0,1/2) \). Let \( \xi \sim N_d(0_d, I_d) \), and define

\[
g_\xi(\beta) \triangleq f \left(x, \sqrt{1 - \beta^2} v + \beta \xi\right) - f(x, v).
\]

We remark that for any \( (x, v) \notin S(2B + |\xi|) \) we have \( g_\xi(\beta) = 0 \) for any \( \beta \in (0,1/2] \). Taylor’s theorem ensures that there is a function \( \beta \mapsto R_\xi(\beta) \) such that

\[
g_\xi(\beta) = g_\xi(0) + \beta g_\xi'(0) + (\beta^2/2) g_\xi''(0) + (\beta^2/2) R_\xi(\beta).
\]

We have \( R_\xi(\beta) \to 0 \) almost surely as \( \beta \to 0 \) and for any \( \beta \in (0,1/2] \) there exists a random variable \( \delta_\xi \in (0, \beta] \) such that \( R_\xi(\beta) = g_\xi'(\delta_\xi) - g_\xi'(0) \). Direct computations yields

\[
g_\xi'(\beta) = \left(\frac{\beta}{(1 - \beta^2)^{1/2}} v + \xi\right)^\top \nabla_v f \left(x, \sqrt{1 - \beta^2} v + \beta \xi\right)
\]

\[
g_\xi''(\beta) = \left(-\frac{\beta}{(1 - \beta^2)^{1/2}} v + \xi\right)^\top \nabla_v^2 f \left(x, \sqrt{1 - \beta^2} v + \beta \xi\right)
\]

\[
+ \left(\frac{\beta}{(1 - \beta^2)^{1/2}} v + \xi\right)^\top \nabla_v f \left(x, \sqrt{1 - \beta^2} v + \beta \xi\right) \left(\frac{\beta}{(1 - \beta^2)^{1/2}} v + \xi\right).
\]
Furthermore for $\lambda = \frac{2\pi}{\sqrt{a^2 - 1}}$, we have

$$\|\mathcal{L}^\text{RH}_\lambda f - \mathcal{L}^\text{LD}_\gamma f\|_\infty = \gamma \|(2/(1 - \alpha^2))R^\text{PP}_\alpha f - R^\text{BM}_f\|_\infty.$$  

For any deterministic square matrix $A$ we have $E[\xi^T A \xi] = \text{tr}(A)$. This yields

$$(2/(1 - \alpha^2))R^\text{PP}_\alpha f(x, v) = (2/\beta)E[g^2(\xi(0))] + E[R(\xi)]$$

$$= -v^T \nabla f(x, v) + E[\xi^T \nabla^2 f(x, v)\xi] + E[R(\beta)]$$

$$= R^\text{BM}_f f(x, v) + E[R(\beta)].$$

We see that $\|\mathcal{L}^\text{RH}_\lambda f - \mathcal{L}^\text{LD}_\gamma f\|_\infty \rightarrow 0$ as soon as $E[R(\beta)]$ converges to zero uniformly over $(x, v) \in \mathbb{R}^{2d}$. This condition is satisfied because $R(\beta)$ can be uniformly dominated by an integrable random variable, i.e.

$$|R(\beta)| \leq |g^2(\beta)| + |g^2(0)|$$

$$\leq 2 \left(8|v|B + (|\xi| + |\xi|)^2 B) 1_{(x, v) \in S(2B + \xi)}\right)$$

$$\leq 2 \left(16B^2 + 8B|\xi| + (2B + 2|\xi|)^2 B\right).$$

By Taylor’s theorem $R(\beta) \rightarrow 0$ almost surely as $\beta \rightarrow 0$. The claim of the Proposition follows from applying the dominated convergence theorem.

### D.4. Proof of Proposition 7

For $a = \gamma^2$, $b = \gamma$ and $c = 2$, consider the matrices

$$A \triangleq \begin{pmatrix} \alpha I_d & bI_d \\ bI_d & cI_d \end{pmatrix}, \quad A' \triangleq \begin{pmatrix} \alpha I_d & -bI_d \\ -bI_d & cI_d \end{pmatrix}.$$

Denote the forward Langevin processes $(Z_t)_{t \geq 0}$ and $(Z_t)_{t \geq 0}$, solutions of (2) coupled with the same Brownian motion. We refer to the proof of [21, Proposition 1] (for $v = 0$), which obtains

$$\frac{d}{dt}|Z_t - Z_t|^2 \leq -2r|Z_t - Z_t|^2 A.$$

We remark that a similar inequality can be proven for the backward processes, with respect to the $A'$-norm. Applying Gronwall’s inequality then yields both

$$W_{2, A}(\nu, \nu') \leq e^{-rt}W_{2, A}(\nu, \nu')$$

$$W_{2, A'}(\nu, \nu' (P^t)^*') \leq e^{-rt}W_{2, A'}(\nu, \nu')$$

The claim of the proposition follows from using the exact same arguments as in the proof of Theorem 2 starting from (43); see Appendix D.1. The same constant $C' = (3 + 2\sqrt{2})^1/4 \leq 1.56$ is obtained for any choice of friction.

### Appendix E: Additional proofs and experiments

#### E.1. Proof of Proposition 8

Direct computations are derived for $\sigma_i = 1$. Denote $Y_n = Y^n(i)$ and $\xi_n = \xi^n(i)$.

$$\text{Corr}(Y_n, Y_0) = E[\cos(\tau_n)Y_{n-1}Y_0] = E[\cos(\tau_1)]\text{Corr}(Y_{n-1}, Y_0) = E[\cos(\tau_1)]^n$$

$$a_n \triangleq \text{Corr}(Y_n^2, Y_0^2) = \text{Corr} \left(\cos^2(\tau_n)Y_{n-1}^2 + \sin^2(\tau_n)\xi_n^2 + 2\cos(\tau_n)\sin(\tau_n)Y_{n-1}\xi_n, Y_0^2\right)$$

$$= (1/2) \left(E[\cos^2(\tau_1)]E[Y_{n-1}^2]\xi_n^2 + E[\sin^2(\tau_1)]E[\xi_n^2] - 1\right)$$

$$= (1/2) \left(E[\cos^2(\tau_1)](2a_{n-1} + 1) + E[\sin^2(\tau_1)] - 1\right)$$

$$= a_{n-1}E[\cos^2(\tau_1)] = E[\cos^2(\tau_1)]^n$$
Computing the moments of the exponential distribution yields $\mathbb{E}[\cos^2(\tau_1)] = 1/(1 + \lambda^{-2})$ while

$$\mathbb{E}[\cos^2(\tau_1)] = (1/2)\mathbb{E}[\cos(2\tau_1) + 1] = \frac{1}{2} \left( \frac{1}{1 + 4\lambda^{-2}} + 1 \right) = \frac{1 + 2\lambda^{-2}}{1 + 4\lambda^{-2}}$$

In particular $(r_1(T))^2 \neq s_1(T)$, therefore $(Y^n(i))_{n \geq 0}$ cannot be jointly Gaussian, otherwise Isserlis’ theorem would yield a contradiction.

\section*{E.2. Gaussian mixture}

For $a \in \mathbb{R}^d$ and a positive definite matrix $\Sigma \in \mathbb{R}^{d \times d}$, we consider the mixture of $N_0(a, \Sigma)$ and $N_0(-a, \Sigma)$ with equal weights. Noting $b = \Sigma^{-1}a$, we define $\Phi$ and its derivatives at $x \in \mathbb{R}^d$ as

$$\Phi(x) = \frac{1}{2} |x - a|^2_{\Sigma^{-1}} - \log(1 + \exp(-2x^\top b))$$
$$\nabla \Phi(x) = \Sigma^{-1}x - b + 2b (1 + \exp(-2x^\top b))^{-1}$$
$$\nabla^2 \Phi(x) = \Sigma^{-1} - 4bb^\top \exp(-2x^\top b) (1 + \exp(-2x^\top b))^{-2}$$

The target is strongly log-concave if $|a|_{\Sigma^{-1}} < 1$. In that case, the bound $0 \leq e^u/(1 + e^u)^2 \leq 1/4$ shows that Assumption 3 holds with constants $m = (1 - |a|_{\Sigma^{-1}})/\sigma_{\text{max}}(\Sigma)$ and $M = 1/\sigma_{\text{min}}(\Sigma)$, where $\sigma_{\text{min}}(\Sigma)$ and $\sigma_{\text{max}}(\Sigma)$ denote the smallest and largest eigen-values of $\Sigma$. The target has $d = 50$ components such that $\Sigma = \text{diag}(i \leq d(\sigma_i^2))$ where $\sigma_i^2 = i/d$. We set $a(i) = \sqrt{i/(2d)}$ so that $|a|_{\Sigma^{-1}} = 1/2$. In Figure 4 and Table 3, we compare the minimum ESS per gradient evaluation for MALT, RHMC and HMC for a time step $h = 0.20$ on samples of size $N = 10^6$. The friction in MALT is chosen as $\gamma = 1/\sigma_{\text{max}}$, while the number of steps in Table 3 is chosen in order to optimize the worst efficiency between $f(x) = x$ and $f(x) = x^2$. The optimal number of steps for HMC is $L = 1$ (i.e. MALA). We compute the efficiency of HMC for $L = 3$ as well.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{gaussian_mixture.png}
\caption{Gaussian mixture. Minimum ESS per gradient evaluation for estimating the mean and variance (resp. left and right). The dotted grey lines correspond to an ideally preconditioned HMC sampler (isotropic: $\Sigma = I_d$). The dot-dashed blue lines correspond to MALT for $\gamma = 1/\sigma_{\text{max}}$. The dashed pink lines correspond to Randomized HMC with full refreshments. The solid green lines correspond to HMC.}
\end{figure}

\begin{table}[h]
\centering
\caption{Gaussian mixture. Minimum ESS per gradient evaluation for various odd/even functions.}
\begin{tabular}{|c|c|c|c|c|c|c|c|c|c|c|}
\hline
& \multicolumn{3}{c|}{odd} & \multicolumn{3}{c|}{even} \\
\hline
& $f(x)$ & $x$ & $x^3$ & $\mathbb{E}[\cos(x)]$ & $\mathbb{E}[\cos(x)]$ & $\mathbb{E}[\cos(x)]$ & $\mathbb{E}[\cos(x)]$ \\
\hline
MALA: $L = 8$ & 0.27 & 0.32 & 0.31 & 0.27 & 0.36 & 0.37 & 0.38 & 0.36 \\
RHMC: $L = 4$ & 0.35 & 0.38 & 0.41 & 0.36 & 0.29 & 0.29 & 0.33 & 0.29 \\
HMC: $L = 3$ & 0.17 & 0.23 & 0.24 & 0.19 & 0.00 & 0.00 & 0.00 & 0.00 \\
MALA (L = 1) & 0.06 & 0.08 & 0.09 & 0.07 & 0.11 & 0.13 & 0.16 & 0.12 \\
\hline
\end{tabular}
\end{table}
Figure 4 and Table 3 show that MALT and RHMC both achieve higher efficiency than HMC and MALA, on a unimodal Gaussian mixture. This observation confirms the better performance of MALT and RHMC on the Gaussian mixture model. A similar discrepancy between odd and even functions is observed when comparing MALT and RHMC.

E.3. Student’s distribution

For a pos. def. matrix $\Sigma \in \mathbb{R}^{d \times d}$, we consider the Student’s distribution with $k \geq 1$ degrees of freedom. The potential and its gradient at $x \in \mathbb{R}^d$ are

$$
\Phi(x) = \frac{(k + d)}{2} \log \left( k + |x|^2 \Sigma^{-1} \right)
$$

$$
\nabla \Phi(x) = \Sigma^{-1} x (k + d) \left( k + |x|^2 \Sigma^{-1} \right)^{-1}
$$

The target has $k - 1$ moments. Here, Assumption 3 does not hold while Assumption 1 does. For any $k > 2$, the covariance matrix is proportional to $\Sigma$. Heterogeneity of scales is introduced among $d = 50$ components by setting $\Sigma = \text{diag}_{1 \leq i \leq d}(\sigma_i^2)$ where $\sigma_i^2 = i/d$. In Figure 5 and Table 4, we compare numerically the minimum ESS per gradient evaluation for MALT, RHMC and HMC on a Student with $k = 20$ degrees of freedom for a time step $h = 0.20$. The friction in MALT is chosen empirically as $\gamma = 1/\sigma_{\text{max}}$, while the number of steps in Table 4 is chosen in order to optimize the worst efficiency between $f(x) = x$ and $f(x) = x^2$. HMC’s optimal number of steps is $L = 3$.

![Graph of f(x) = x and f(x) = x^2](image)

**Fig 5.** Student’s distribution. Minimum ESS per gradient evaluation for estimating the mean and variance (resp. left and right). The dotted grey lines correspond to an ideally preconditioned HMC sampler (isotropic: $\Sigma = I_d$). The dot-dashed blue lines correspond to MALT for $\gamma = 1/\sigma_{\text{max}}$. The dashed pink lines correspond to Randomized HMC with full refreshments. The solid green lines correspond to HMC.

**Table 4**

| $f(x)$ | odd | even |
|--------|-----|------|
| $x$ | $x^3$ | $\text{sgn}(x)$ | $\sin(x)$ | $x^4$ | $x^4$ | $e^{-|x|}$ | $\cos(x)$ |
| **MALT: $L = 8$** | 0.25 | 0.30 | 0.29 | 0.28 | **0.33** | **0.37** | 0.26 | 0.33 |
| **RHMC: $L = 5$** | **0.35** | **0.37** | **0.40** | **0.37** | 0.24 | 0.26 | **0.28** | 0.25 |
| **HMC: $L = 3$** | 0.17 | 0.19 | 0.24 | 0.20 | 0.18 | 0.19 | 0.17 | 0.18 |
| **MALA ($L = 1$)** | 0.05 | 0.07 | 0.08 | 0.07 | 0.09 | 0.08 | 0.14 | 0.11 |

Figure 5 and Table 4 give an illustration of the sampling performances on a distribution with polynomial tails. We observe that heterogeneity of scales in the covariance matrix have slightly less impact on the worst ESS of HMC, although its performance still breaks down in higher dimension. When comparing MALT and RHMC: apart from one example, a similar discrepancy between odd and even functions is observed.
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