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**ABSTRACT**

Deploying deep neural networks (DNNs) on edge devices provides efficient and effective solutions for the real-world tasks. Edge devices have been used for collecting a large volume of data efficiently in different domains. DNNs have been an effective tool for data processing and analysis. However, designing DNNs on edge devices is challenging due to the limited computational resources and memory. To tackle this challenge, we demonstrate object detection system for Edge Devices (BED) on the MAX78000 DNN accelerator. It integrates on-device DNN inference with a camera and an LCD display for image acquisition and detection exhibition, respectively. BED is a concise, effective and detailed solution, including model training, quantization, synthesis and deployment. The entire repository is open-sourced on GitHub1, including a Graphical User Interface (GUI) for on-chip debugging. Experiment results indicate that BED can produce accurate detection with a 300-KB tiny DNN model, which takes only 91.9 ms of inference time and 1.845 mJ of energy. The real-time detection is available at YouTube2.
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**CCS CONCEPTS**

- Computing methodologies → Machine learning algorithms;
- Information systems → Mobile information processing systems.
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1 INTRODUCTION

With the explosive growth of internet of thing technologies, billions of image data have been collected from the edge devices in different real-world scenarios [11]. For example, a single surveillance camera can collect nearly 60 GB traffic video per day [16]. This enables us to leverage powerful deep neural networks (DNNs) to process and analyze the data, which has various applications, such as action recognition, and object detection. However, DNN training/inference requires extensive computational resources, especially under the big data discipline. How can we efficiently deploy DNNs for image analysis on edge devices is an open challenge.

Traditional solutions embrace cloud-based services to transmit the collected data to the cloud for computation. Specifically, all the image data will be first uploaded to a cloud. Then a DNN will perform inference using powerful hardwares (e.g., GPUs) on the cloud. Finally, the inference results will be downloaded to the edge devices. However, such strategy suffers from high transmission delay [2]. To address this issue, edge computing has been proposed to transfer the major computations to devices [17]. It brings the computation closer to the source of the data for fast and efficient data processing. Moreover, it enjoys several benefits, such as low power consumption or risk of privacy invasion [15].

It is quite challenging to deploy DNNs to the edge devices due to the very limited hardware constraints, such as the memory capacity, computational resources or power consumption [18]. First,
the common convolution operations usually needs high precision, e.g., 32-bit floating points, which consumes massive computational resources [1, 3, 14]. Edge devices support 16-bit floating points, 8-bit integer operations or less to simplify the hardware complexity [7]. Second, DNNs require large memory to store the network weights and feature maps of intermediate layers during the feed-forward process [5]. The memory capacity of edge devices is not big enough for a large DNN model. Even though network pruning or distillation has been proposed to compress DNNs for the deployment [6], it is difficult to maintain the performance of DNNs. Therefore, deploying DNNs to edge devices requires non-trivial research and engineering efforts.

In this paper, we demonstrate the deployment of DNN models on edge devices for real-time object detection, which has broad real-world applications, such as surveillance, human computer interaction, and robotics [12]. In particular, we present object detection system for Edge Devices (BED), an end-to-end system which integrates a DNN practiced on MAX78000 with I/O devices. The system configuration is illustrated in Figure 1. Specifically, the DNN model for the detection is deployed on MAX78000, an efficient and low-power DNN accelerator; the I/O devices includes a camera and a screen for image acquisition and output exhibition, respectively. The DNN model is pre-trained and evaluated on the VOC2007 dataset [4]. Experiment results demonstrate BED can provide accurate object detection with a 300 KB tiny DNN model, and spend only 91.9 ms time and 1.845 mJ energy on the inference of each sample. We also develop a Graphical User Interface (GUI) in BED for users not familiar with the coding of MAX78000. In the live and interactive part of our demo, we will showcase BED for real-time object detection.

2 OBJECT DETECTION SYSTEM FOR EDGE DEVICES

Figure 2 shows the BED pipeline, which includes four stages: (i) model training stage that employs Quantization Aware Training to train a model, (ii) quantization stage that performs an 8-bit quantization, (iii) synthesis stage that converts the model to executable C code, and (iv) deployment stage that compiles the C code and loads the executable model to the edge device. We will first provide a background of MAX78000, and then elaborate on each of the stages.

Figure 1: BED implements a real-time and end-to-end object detection system from the camera to the screen.

Figure 2: BED pipeline.

2.1 MAX78000 DNN Accelerator

MAX78000 DNN Accelerator is a powerful AI microprocessor for efficient and low-power inference on edge devices. Figure 3 compares the inference time and the power consumption of MAX78000 with two non-AI microprocessors MAX32650 and STM32F7 on two representative DNN tasks KWS20 and FaceID [9]. MAX78000 enjoys significant advantages in both inference time and power consumption. Thus, we deploy object detection models on MAX78000.

Despite its clear advantages, MAX78000 has several hard constraints on the model, making it challenging to design DNNs. First, to speed up the inference, it only supports very few operators: 3×3 convolutional kernel, 1×1 convolutional kernel, average pooling, maximum pooling, Relu activation function, etc. Second, MAX78000 has only 432 KB flash for storing model parameters. It is challenging to achieve a good performance under such operator and memory constraints.

2.2 Model Training

This subsection introduces the neural architecture of BED and the training details. We focus on standard object detection tasks, which aim to learn a DNN to detect the coordinate and the class of the existing objects from an image.

To maximally utilize the limited memory for model parameters, BED adopts a fully convolutional networks [10] for the detection. Note that MAX78000 supports very limited operators. The DNN model is constructed fully based on 3×3 convolutional layer, Relu activation, Batch normalization, 2×2 max-pooling without other operators, as shown in Figure 4. In this way, BED spends only 300KB on the storage of model parameters. An input image is in the RGB format with a size of 224×224×3, and is divided into a 7×7 grid, where each cell has a 32×32 area. The model outputs a 7×7×15 tensor for each image, where each of the 7×7 cells corresponds to a 15 dimensional output vector consisting of class probabilities, two bounding boxes and their confidence scores. In such a manner, the model outputs the detection result which contains both the coordinates and the class.

The model is trained on a subset of VOC2007 dataset which contains the images of five classes with their annotations. To minimize the performance degradation after the post-quantization, we adopt Quantization Aware Training [8]. Specifically, in the training,
the model has the feed-forward process given by

\[ H_{l+1} = Q(f(W_l H_l + b_l)) \]  \hspace{1cm} (1)

where \(H_l, W_l\) and \(b_l\) denote the feature map, weights and bias of layer \(l\), respectively; \(Q(\bullet)\) denotes a simulative 8-bit quantization adopting FLOAT32 to simulate the INT8 inference. We follow the training strategy of Yolo-V1 [13] to update the model. Specifically, we adopt cross entropy and mean square error loss functions for the classification and the bounding box coordinates, respectively. Furthermore, we employ the SGD optimizer with \(3 \times 10^{-3}\) learning rate, and adopt the mini-batch updating with batch-size 16 to update the parameters of model for 400 epochs; we back up the snapshot of model at the end of each training epoch; and select the optimal model to maximize the mean average precision on the validating dataset. More training details are provided in our repository\(^9\).

2.3 Quantization and Synthesis

The trained model will be processed by quantization and synthesis such that it can be deployed on MAX78000.

The quantization stage reads a checkpoint file of the float pre-trained model and outputs the corresponding quantized model. During this process, the pre-trained model is processed by a 32-bit quantization for the last layer and an 8-bit quantization for the remaining layers, which involves the quantization of weight, bias and activation function for each layer of the model. The code of quantization is available in our repository\(^10\).

The synthesis stage converts the quantized pre-trained model into C program. Specifically, it reads the checkpoint of the pre-trained model after the quantization and automatically generate header files to store its weights, bias and hyper-parameters. It also wraps up other requirements including the configuration files for the deployment.

3 DEPLOYMENT

After the synthesis, the C program is compiled into executable code using the ARM embedding compiler\(^11\). The executable model is loaded to MAX78000 through serial protocol. The source code of the deployment is given here\(^12\).

As an integrated system, BED adopts a camera\(^13\) to capture the images and an LCD screen\(^14\) to display the detection results. The image captured by the camera is represented as a three-dimensional matrix with three channels of red, green and blue. The images are loaded to MAX78000 block by block, where the blocks are temporarily stored to a flash memory with 896KB capacity inside MAX78000 until all of the blocks have been loaded. After this, the model takes as input the image and outputs a \(7 \times 7 \times 15\) tensor via Non-maximum Suppression [13], where the non-maximum suppression will be stored to a flash memory. The result of classification and bounding box will be displayed on the LCD screen.

4 EVALUATION AND DEMONSTRATION

4.1 Offline Evaluation

The offline experiment focuses on evaluating the performance of the pre-trained model (after quantization) before loading it to the edge device. We visualize the detection results of some randomly selected images and an LCD screen to demonstrate the deployment.
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\(^9\)https://github.com/datamllab/BED_main

\(^10\)https://github.com/MaximIntegratedAI/ai8x-synthesis/blob/develop/quantize.py

\(^11\)https://developer.arm.com/tools-and-software/open-source-software/developer-tools/gnu-toolchain/gnu-rm/downloads

\(^12\)https://github.com/datamllab/BED_GUI

\(^13\)https://github.com/datamllab/BED_camera

\(^14\)https://developer.arm.com/tools-and-software/open-source-software/developer-tools/gnu-toolchain/gnu-rm/downloads

\(^15\)https://www.crystalfontz.com/products/document/3032/CFAF320240F-035T-TS_Data_Sheet_2012-04-11.pdf
chosen images from the testing set of VOC2007 in Figure 6 (b). It is observed BED can accurately detect the objects in the input images.

4.2 Real-time Demonstration

We conduct two real-time experiments to demonstrate the on-device object detection. The first experiment focuses on on-device inference. Specifically, a computer will transmit images to MAX78000, which then sends the detection results back to the computer. In the computer-side, we implement a Graphical User Interface (GUI) to send the image, receive and show the detection results, as shown in Figure 5. For more results, please refer to our demo video\footnote{https://youtu.be/0tY31_cECCA}.

The second experiment demonstrates the whole pipeline of BED based on the testing bed in Figure 6 (b), where an image is shown on a source screen; BED captures the image by the camera and shows the detection results on the screen. We randomly select some images from the testing set of VOC2007, and give the real-time detection results in Figure 6 (c). BED can correctly detect the object in the image captured by the camera and show the results on the screen.

4.3 Latency of Real-time Detection

The latency of BED is measured by averaging 100 times of on-chip inference, which starts from an image loading to the output of detection results. The average inference time and energy of BED are given in Table 1, which are 91.9 ms and 1.845 mJ, respectively. Moreover, BED merely requires 299.52 KB memory to store the network weights of the deep object detection model. Generally, the latency of BED satisfies the demands of real-world scenarios in terms of the constraints of latency, energy and memory.

| Processing Step | Power (mW) | Inference Time (ms) | Energy (mJ) |
|----------------|------------|---------------------|-------------|
| Image loading and DNN inference | 20.08 | 91.9 | 1.845 |

5 LIVE AND INTERACTIVE PARTS

In the demo session, we will present a live demo of real-time object detection based on MAX7800 using our developed GUI. Moreover, we will give a tutorial of BED, including platform setup, model deployment and application of our developed GUI.

6 CONCLUSION AND FUTURE WORK

In this work, we build an integrated system, called BED, for real-time object detection on edge devices. We design a compact deep learning model under very limited memory, energy and computational resources. BED captures images with a camera, computes on-chip inference of the DNN, and displays the detection results on an LCD screen. In the future, we will explore neural architecture search to optimize network architectures under the constraints of memory, latency and power.
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