Weakly-supervised High-fidelity Ultrasound Video Synthesis with Feature Decoupling

Jiamin Liang$^{1,2,3,*}$, Xin Yang$^{1,2,3,*}$, Yuhao Huang$^{1,2,3}$, Kai Liu$^{1,2,3}$, Xinrui Zhou$^{1,2,3}$, Xindi Hu$^4$, Zehui Lin$^4$, Huanjia Luo$^5$, Yuanji Zhang$^6$, Yi Xiong$^6$, and Dong Ni$^{1,2,3}(e)$

$^1$National-Regional Key Technology Engineering Laboratory for Medical Ultrasound, School of Biomedical Engineering, Health Science Center, Shenzhen University, China
$^2$Medical Ultrasound Image Computing (MUSIC) Lab, Shenzhen University, China
$^3$Marshall Laboratory of Biomedical Engineering, Shenzhen University, China
$^4$Shenzhen RayShape Medical Technology Co., Ltd, China
$^5$Huizhou Central People’s Hospital, Huizhou, Guangdong, China
$^6$Department of Ultrasound, Luohu People’s Hospital, Shenzhen, China

Abstract. Ultrasound (US) is widely used for its advantages of real-time imaging, radiation-free and portability. In clinical practice, analysis and diagnosis often rely on US sequences rather than a single image to obtain dynamic anatomical information. This is challenging for novices to learn because practicing with adequate videos from patients is clinically unpractical. In this paper, we propose a novel framework to synthesize high-fidelity US videos. Specifically, the synthesis videos are generated by animating source content images based on the motion of given driving videos. Our highlights are three-fold. First, leveraging the advantages of self- and fully-supervised learning, our proposed system is trained in weakly-supervised manner for keypoint detection. These keypoints then provide vital information for handling complex high dynamic motions in US videos. Second, we decouple content and texture learning using the dual decoders to effectively reduce the model learning difficulty. Last, we adopt the adversarial training strategy with GAN losses for further improving the sharpness of the generated videos, narrowing the gap between real and synthesis videos. We validate our method on a large in-house pelvic dataset with high dynamic motion. Extensive evaluation metrics and user study prove the effectiveness of our proposed method.

1 Introduction

Ultrasound (US) videos can provide more diagnostic information flow compared to static images, thus being popular in various clinical scenarios. Sonographers require to learn through abundant US video scans for gaining experiences and improving diagnostic ability. However, acquisition of plenty of US sequences with
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teaching and diagnostic significance is unpractical in clinic. Specifically, scanning high-quality US videos including numerous frames is time-consuming, also, operator- and device-dependent. Besides, some positive cases and rare diseases have a limited amount in clinical practice, which results in their collecting difficulties. Hence, synthesizing US videos with high fidelity and dynamic motion is highly desirable to assist in clinical training.

In the related studies, lots of generative adversarial network (GAN) [1] based approaches have been explored to synthesize medical images [3, 13, 7]. Though synthesizing realistic images, these methods focus on image-level static information, without considering information flow between frames, and thus cannot be directly used in video synthesis task. To date, several video-based synthesis methods have been proposed, and they can be roughly classified into two types.

**Unconditional Video Synthesis (UVS).** Most UVS methods took random noise as input and learned both content and motion information with high complexity. The most common UVS approaches set different vectors for learning image content and motion, respectively [16, 10, 14]. However, due to the lack of informative driving signals, a large degree of distortion may occur as generated frames increase or motions get complex. Thus, these methods cannot handle the long-time or large-movement-range video generations.

**Conditional Video Synthesis (CVS).** Compared to UVS, CVS took additional content or motion as input, thus improving the synthesis quality. Realistic face video simulation based on 3D face model is one focus of CVS research [21]. Then, inspired by the image-to-image translation framework, a video-to-video system using large-scale data and paired segmentation maps was proposed to synthesize high-resolution and temporally consistent videos [17]. These methods depend on strong priors or annotations, which limits their applicability in medical, especially US, video synthesis tasks. Most recently, some annotation-free methods were proposed to transfer motions among images by taking static source images and driving videos as the condition. Specifically, source image and driving video were used as appearance and action information, respectively. X2Face [19] decomposed identity and pose to synthesize new face by warping static images according to the driving video. Monkey-Net [11] employed unsupervised learning to detect sparse motion-specific keypoints. Following [11], Siarohin
et al. [12] proposed first order motion model (FOMM) to predict keypoint local affine transformations, further improving the generated video quality.

Though the above-mentioned methods have been validated on human pose and face datasets, they are still challenging to synthesize US videos with high fidelity and high dynamic motion. First, speckle noise in video may make unsupervised models fail in perceiving anatomical areas, thus causing severe image distortion. Moreover, US videos usually contain structures of varying size or intensity representation, and patient movements cannot be strictly controlled during US scanning. This will result in very complex and uncertain motion trajectories, making model learning difficult.

In this paper, we propose a novel framework for high-fidelity US video synthesis. The proposed framework animates static source images for video generation by extracting motion information from given driving videos (see Fig. 1). We believe the proposed framework is the first US video synthesis system. Our contributions are three-fold. First, we leverage weakly-supervised learning to predict the keypoints, thus capturing the complex high dynamic motions in US videos. Note that we only need few keypoint annotations during training, and the rest can be learned by the model automatically. Second, we carefully design a two-branch architecture to learn content and texture separately, thus simplifying model optimization. Last, we adopt adversarial learning and GAN losses to further enhance the sharpness of generated frames. Validation experiments and user study demonstrate the efficacy of the proposed framework.

2 Methodology

Fig. 2 shows our proposed framework for high-fidelity US video synthesis. Our task is to animate the static source image (S) via the motion information provided by the driving video (D). In our proposed system, we first train a keypoint detector to predict the points and their affine transformations in weakly-supervised manner. Second, a motion prediction network is equipped for estimating the deformation and occlusion maps. Last, a generator with dual-branch decoder and a discriminator are introduced for high-frequency information learning, thus ensuring high-quality video generation.

2.1 Weakly-supervised Training for Motion Estimation

The locations of keypoints reflect the relative motion relationship between frames, and thus detecting them can help the model learn the motion transformation. In this study, based on the pure self-supervised keypoint detection [12], we further add several supervised keypoints for providing vital anatomical information to benefit the model learning. Hence, the training of keypoint detection is considered as weakly-supervised learning. Specifically, as shown in Fig. 2, the keypoint detector uses source and driving frames as input, and locates the keypoints in two ways. The one way is to learn the keypoints in an self-supervised way through the Thin Plate Splines (TPS) deformations (refer to [12]). Another way
is to detect the anatomical points with manual annotation in a fully-supervised manner. Besides, the affine transformations are also predicted by the detector to provide first-order motion information ($\frac{d}{du}$ in Fig. 2) of each detected keypoint. Similar to FOMM [12], giving the transformations ($\frac{d}{du}$ in Fig. 2) considering the assumed reference frame $R_k$, the Jacobian matrix ($J_k$) can be obtained to help predict motions between $S$ and $D$. $u_k$ is the coordinates of $k_{th}$ keypoint.

For self-supervised keypoints learning, the equivariance losses $L_{eq}$ in terms of displacements and affine transformations are calculated as Eq. 1 and Eq. 2.

$$L_{eq1} = \|T_X\rightarrow R(p_k) - T_X\rightarrow Y \circ T_Y\rightarrow R(p_k)\|_1,$$

$$L_{eq2} = \left\|1 - \left(T_X\rightarrow R(p)|_{p=p_k}\right)^{-1}\left(T_X\rightarrow Y(p)|_{p=T_Y\rightarrow R(p_k)}\right)\left(T_Y\rightarrow R(p)|_{p=p_k}\right)\right\|_1,$$

$$L_{eq} = L_{eq1} + L_{eq2},$$

where $X$ and $Y$ denote the driving/source frames, and the frames after TPS transformation of $X$. $p_k$ denotes the $k_{th}$ coordinates of the self-supervised points.

For supervised part, we use the L2 loss to constrain the differences between true and predicted heatmaps, which can be calculated by:

$$L_{key} = \|T_X\rightarrow R(s_k) - Heatmap(s_k)\|_2,$$

where $s_k$ denotes the $k_{th}$ coordinates of the supervised keypoint. Then, taking the source image and output of keypoint detector as input, we use the dense motion network in [12] to learn the dense deformation fields and occlusion maps. These maps provide vital indication to tell the model where to focus.
2.2 Dual-Decoder Generator for Content and Texture Decoupling

Content and texture are the two vital elements that may influence the visual quality of frame/video. Most previous studies, taking deformation and occlusion maps as input, adopted a unified path for simultaneously learning content and high-frequency texture. This architecture design requires the model to decode the highly-coupled features, which may easily cause high-frequency information (i.e., texture) loss, and thus resulting blurry videos. Besides, the lower-size maps may further aggravate this problem in the upsampling stage. In this study, we propose a dual-decoder architecture to decouple the content and texture learning, thus reducing the learning difficulty of the network effectively.

Fig. 3 presents the structure of generator. The inputs are the source image, and deformation&occlusion maps predicted by the dense motion network. The intermediate features are then fed to each upsampling layer of the decoder to strengthen the learning of the deformation information, i.e., the two maps. The final prediction image is obtained by adding the pixel values of the content and texture images. The learning mode is driven by the carefully-designed loss functions. For content learning, we use L1 reconstruction loss to restrict pixel-level consistency between the driving image and predicted content. For texture part, due to unavailability of its ground truth, we adopt feature reconstruction VGG loss [5] to constrain the similarity of driving frame and the final prediction with texture information. The two losses are calculated on multiple resolutions obtained by downsample operations, including 256×256, 128×128, 64×64 and 32×32, which can be written as follows:

$$L_{recL1} = \sum_{i=0}^{I} \| Down_i(D) - Down_i(G_c(S)) \|_1,$$  \hspace{1cm} (5)

$$L_{recVGG} = \sum_{i=0}^{I} \sum_{j=1}^{J} \| VGG_j(Down_i(D)) - VGG_j(Down_i(G_f(S))) \|_1,$$  \hspace{1cm} (6)
where $\text{Down}_i$ denotes $i_{th}$ downsample, $VGG_j$ is the $j_{th}$ activation layer of VGG network. $G_c$ and $G_f$ are the content image and final prediction, respectively.

### 2.3 Adversarial Learning and GAN Loss for Sharpness Improvement

Though the above designs have provided the informative estimation of motion, content and texture, the synthesis videos still cannot meet the clinical training requirements due to finer details loss when compared to ground truth. Thus, the adversarial training strategy is further introduced to improve the sharpness of the generated videos. Specifically, we add a discriminator to judge the differences between reconstructed and real frames, that is, forcing the generator to learn and synthesize more realistic frames to ‘cheat’ the discriminator. The input of the discriminator is generated or real frame and the output is a probability map, predicting the trueness of the frame. We train the generator and discriminator ($\text{Dis}$) using LSGAN loss [8] for learning stability (see Eq. 7 and 8).

$$L^{\text{LSGAN}}_G = E \left[ (\text{Dis}(G_f(S)) - 1)^2 \right]$$  \hspace{1cm} (7)

$$L^{\text{LSGAN}}_{\text{Dis}} = E \left[ (\text{Dis}(D) - 1)^2 \right] + E \left[ \text{Dis}(G_f(S))^2 \right]$$  \hspace{1cm} (8)

Further, the feature matching loss [18] is adopted to encourage the similar intermediate representation of the discriminator, which can be written as Eq. 9:

$$L_{\text{feat}} = \sum_{i=0}^{I} \| \text{Dis}_i(D) - \text{Dis}_i(G_{\text{final}}(S)) \|_1,$$  \hspace{1cm} (9)

where $\text{Dis}_i$ denotes for the $i_{th}$ intermediate outputs of the discriminator.

### 3 Experiments and results

#### Materials and Implementation Details

We evaluate on pelvic video dataset using endosonography. Two keypoints (the lower edge of the symphysis and bladder neck) were manually annotated on each frame by experts using the Pair annotation software package [6] (see Fig. 2). Totally 169 videos were collected, with 134 for training and 35 for testing. Each video contains 37 to 88 frames, which

| Methods   | Reconstruction | Prediction |
|-----------|----------------|------------|
|           | L1 Loss | FID$_1$ | LPIPS | PSNR | FVD$_1$ | FID$_2$ | FVD$_2$ |
| M-Net [11] | 0.0416  | 17.78  | 0.0120 | 33.05 | 619.50  | 20.32  | 737.44  |
| FOMM [12]  | 0.0249  | 15.96  | 0.0065 | 33.51 | 405.63  | 18.90  | 658.12  |
| Ours-P     | **0.0222** | **15.66** | **0.0059** | **33.66** | **415.77** | **18.66** | **575.90** |
| Ours-PT    | 0.0224  | 15.39  | 0.0056 | 33.66 | 372.52  | 18.41  | 571.26  |
| Ours-PTG   | 0.0225  | **14.53** | **0.0044** | **33.68** | **324.95** | **17.82** | **552.80** |
Fig. 4. Visualization results of two typical cases for reconstruction task.

are resized and padded to 256×256. We implemented our method in Pytorch and trained the system by Adam optimizer for 50 epochs, using a standard PC with four NVIDIA TITAN 2080 GPU. The batch size is 20 and the learning rate is set as 0.0002. The number of self-supervised keypoints is set to 10. The keypoint detection network and dense motion network employ U-Net [9] structure with five downsampling and upsampling blocks. The bottleneck contains the structure of 6 residual blocks with two convolution layers, while the discriminator adopts the structure of PatchGAN [4] with four convolution layers. The weights of losses \( L_{eq}, L_{key}, L_{rec}, L_{recVGG}, L_{LSGAN}, L_{LSGAN}, L_{feat} \) are 10, 100, 10, 10, 1, 1, 10, respectively.

**Quantitative and Qualitative Analysis.** We evaluated the performance on two tasks, including reconstruction and prediction. For the reconstruction task, we considered the test videos as driving videos and their intermediate frames as source images. For the prediction task, we randomly choose a video from test set as driving video and an intermediate frame from another test video as source image. It is noted that the ground truth (GT) in the reconstruction task is the test video itself, while in the prediction task, GT is unavailable. In this study, five metrics were adopted to evaluate the reconstruction task, including 1) \( L_1 \) Loss for pixel-level absolute distance calculation, 2) *Frechet Inception Distance* (FID) [2] for image quality assessment in feature level, 3) *Learned Perceptual Image Patch Similarity* (LPIPS) [20] for statistics of feature similarity, 4) *Peak Signal to Noise Ratio* (PSNR) for image quality assessment in image level, 5) *Frechet Video Distance* (FVD) [15] for temporal coherence evaluation in video level. For the prediction task, only FID and FVD were leveraged, since other metrics required pair GT and synthesis videos. Fig. 4 and Fig. 5 shows our qualitative results on reconstruction and prediction task, respectively. Ours-P, ours-PT and ours-PTG denote our ablation studies, including gradually adding keypoint supervision (-P), texture decoder (-T) and GAN loss (-G) to the plain FOMM. To use the same source image and driving video, ours-PTG achieve the comparable results with GT frames on reconstruction task. Compared to other FOMM on prediction task, ours-P performs better on the area near the annotated keypoints. Further, with texture enhanced and GAN loss enforced, ours-PTG realizes sharper synthesized frames with high fidelity and consistency between frames. The quantitative results in Table. 1 are in accordance with
the visualization results. Our proposed method with keypoint supervision, dual decoder and GAN loss achieves the best performance.

**User Study.** To further investigate the quality of synthesis videos, we conducted a user study. Four experienced doctors were asked to rate each giving video in 5 levels. Level 5 means the video looks the most realistic. Three types of videos (GT, FOMM, ours-PTG) were giving, with each selecting 10 videos. Finally, the average level of the each type was calculated, which was 4.60, 4.15 and 4.65 for videos of GT, FOMM, ours-PTG. The details are presented in Tab. 2. With the similar average level of the GT and ours-PTG, we can conclude that the videos synthesized by our method are realistic enough.

**Table 2. The Quantitative Results of User Study**

| Settings | Doctor 1 | Doctor 2 | Doctor 3 | Doctor 4 | Average |
|----------|----------|----------|----------|----------|---------|
| GT       | 4.70     | 4.10     | 4.60     | 5.00     | 4.60    |
| FOMM     | 4.60     | 2.40     | 4.60     | 5.00     | 4.15    |
| Ours-PTG | 5.00     | 3.90     | 4.80     | 4.90     | 4.65    |

Fig. 5. Result visualization for prediction task. D: driving frames; S: source frame.
4 Conclusions

In this paper, we propose a novel framework for synthesizing high-fidelity US videos to address the challenge of lacking adequate US sequences for training junior doctors. The videos are synthesized by animating the content in any source images according to the motion of given driving videos. Extensive experiments on one large pelvic dataset validate the effectiveness of each of our key designs. Besides, user study indicates that videos generated by our framework scored close to the real ones, showing the clinical availability of our proposed method. In the future, we will explore the framework in more challenging datasets to further validate its generality.
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