Observing Topological Phase Transitions with High Harmonic Generation
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Topological materials are of interest to both fundamental sciences and advanced technologies, because topological states are robust with respect to perturbations and dissipation. Experimental detection of topological invariants is thus in great demand, but is extremely challenging. Ultrafast laser-matter interactions, and in particular high-harmonic generation (HHG), were proposed several years ago as tools to explore the structural and dynamical properties of various matter targets. Here, we show that the high-harmonic generation signal produced by circularly-polarized lasers contains distinct signatures of the topological phase transition in the paradigmatic Haldane model. In addition to clear shifts of the overall intensity emissivity and harmonic cutoff, the HHG shows an unique circular dichroism which exhibits clear changes in behaviour at the topological phase boundary. Our findings pave the way to understand fundamental questions about the ultrafast electron-hole pair dynamics in topological materials via HHG.

The history of topological order goes back to the discoveries of the Berezinsky-Kosterlitz-Thouless transition in 2D as well as the integer and fractional quantum Hall effects [1–3]. These materials constitute a new paradigm, since they are characterized by a global order parameter: this goes beyond the standard Landau theory of phase transitions, which uses local order parameters to describe materials. Topological order, due to its robustness and resistance to perturbations, has already found applications in standards and metrology (most notably, via the integer quantum Hall effect, a key ingredient of the recent revision to the SI system of units [4]), and promises numerous applications from quantum spintronics, valleytronics, to quantum computing. Particularly interesting are possible applications of topological insulators (TI) and superconductors [5]. These systems are insulating in their bulk but have conducting surface states protected by the topological invariant of the bulk. A considerable number of solid-state systems with these properties have been proposed in the recent years, both in the context of real topological materials [6], and synthetic ones, employing ultracold atoms [7], photonic systems [8] and mechanical systems [9], among others. Nevertheless, new methods for the creation and physical characterization of topological phases are still being sought for real materials. We here focus on the detection of topological phase transitions and different topological phases by the highly nonlinear optical responses of the medium, in contrast to recent proposals which employ its linear-optical properties [10, 11].

HHG was first proposed for the detection of molecular structure and orbitals in the seminal work of Itatani et al. [12]. In HHG an ultrashort (5-50 fs) intense mid-infrared (MIR) laser pulse causes partial ionization of an electron in an atom/molecule. The resulting electronic wave packet is accelerated in the laser field, returns to the parent ion and recombines there, producing high-order harmonics [13, 14]. The efficiency of this process depends directly on the atomic or molecular orbital that the electron leaves and recombines with, and the electronic and molecular structure of the target can similarly be probed by the re-scattered electron via laser-induced electron diffraction [15, 16].

In the last few years, the subject of HHG from solid-state targets has attracted considerable attention [17–19]. In particular, Vampa and coworkers have studied experimentally the role of intra-band and inter-band currents in ZnO, and use HHG to characterize structural information such as the energy dispersions [20–22] from their nontrivial coupling [23] where inter-band governed the emission. However, depending on material structure Golde et al. [23] also showed the intra-band mechanism might govern over inter-band. Additionally, some recent work has also developed real-space approaches that discard the band-structure picture, at least in some regimes [24]. The later shows inter- and intra-band mechanisms can not trivially be disentangled and are of intense discussion for ultrafast sciences. Generally, existing studies have dealt with standard materials, where the topology does not play a role. However, Berry-phase effects have been explored in topologically-trivial materials, through experimental studies of HHG in atomically-thin semiconductors [25] and in quasi-2D models [26], where the sensitivity of harmonic emission to symmetry breaking (specifically, the breaking of inversion symmetry in monolayer MoS2 and α-quartz) is shown via the appearance of even harmonics.

On more theoretical grounds, the effects of gap closing on the cutoff energy have been discussed by Zurrón et al. [27] in graphene, where the first step in the HHG process is initiated by the non-adiabatic crossing of the valence band elec-
tron trajectories through the Dirac points, instead of tunneling. Silva et al. [28] showed that HHG can be used to detect a dynamical Mott-insulator transition in strongly-correlated 1D solids, with more recent work by Takayoshi et al. [29] probing strongly-correlated spin systems. Bauer and Hansen [30] were the first to show that HHG is sensitive to topological order, by probing the contribution of edge states in a 1D chain analogous to the Su-Schrieffer-Heeger model [31, 32], which they solved using time-dependent density functional theory.

In this work, we push this idea to a natural culmination and show that the circular dichroism of the HHG can be used as a signature of the topological phase transition in 2D materials, such as the paradigmatic Haldane model (HM) [33]—illustrated in Fig. 1. We derive, verify and apply the theory of HHG driven by both linearly and circularly polarized light in a two-band model, fully including the effects of the Berry curvature and its associated connection. We characterize and analyze the HHG spectrum: the intra- and inter-band contributions. Furthermore, our theoretical conclusions are invariant with respect to both the electromagnetic and the Bloch wavefunction gauges (see the Supplementary Material (SM)) and we use separate Bloch-gauge charts of the Brillouin zone (BZ), as required in topological phases [34], where no continuous single-gauge charts exist, to deal with the discontinuity/singularity of dipole and Berry connection for the numerical calculations of HHG (see section 4 in SM). We perform a saddle-point analysis, in which the semi-classical electron-hole pair trajectories include the phases of transition dipole moments to assure the full gauge invariance and the Berry curvatures (in contrast to Ref. [35]).

Our theoretical approach predicts the following: (i) A complete model, which captures the reported features of experiments for both linearly- and circularly-polarized driving lasers [25, 26, 36], and predicts novel behaviours for topologically non-trivial systems; (ii) HHG is extremely sensitive to inversion symmetry (IS) and, in addition, to breaking time-reversal symmetry (TRS); and (iii) the HHG spectrum intensity depends on the topological phases, and the circular dichroism of high harmonic orders is sensitive to crossing a topological phase transition boundary.

1 · The Haldane model

The Haldane model [33], originally introduced as a toy model, represents the first example of an anomalous quantum Hall effect [37], and it captures the essential features of a number of materials [38, 39]—in particular, the quantized transverse (spin) conductivities of the quantum spin Hall effect [40], where the transport happens along protected edge states. Moreover, this model remains solvable and implementable in quantum simulators [41], which makes it a flexible tool for understanding a wide range of phenomena. Specifically, the HM describes a tight-binding Hamiltonian of spinless fermions on a 2D hexagonal lattice with a real nearest-neighbour hopping $t_1$, an onsite staggering potential $M_0$, and a complex next-to-nearest-neighbour hopping $t_2 e^{i\phi_0}$. The HM belongs to the class of Chern insulators [42], characterized by a topological invariant: an integer, called the Chern number, given by the integral $C := \frac{1}{\hbar} \int_{\text{BZ}} \mathbf{\Omega}(\mathbf{k}) \cdot d\mathbf{k}$ of the Berry curvature $\mathbf{\Omega}(\mathbf{k})$ over the Brillouin zone (see the SM for further details). Figure 1(a) depicts the phase diagram in terms of $\phi_0$ and $M_0$, showing three distinct phases: a trivial phase with Chern number $C = 0$ and two different topological phases, with Chern numbers $C = \pm 1$. At the boundary between the phases, the bandgap closes, as shown for the point (Q). In terms of symmetries, the HM has broken inversion symmetry (IS) when the staggering potential $M_0$ is non-zero, and it breaks time-reversal symmetry (TRS) when the next-nearest-neighbour coupling $t_2$ has a non-zero complex phase $\phi_0$. In this work, we probe the topological-physics properties of the Haldane model by examining its non-perturbative nonlinear response to a strong laser field. A recent parallel work, complementary to this paper, also examines HHG focusing on the emission of linear driven fields from HM [43].

2 · Inter- and intra-band currents

In a semiconductor or insulator driven by mid-infrared lasers or THz sources, the harmonic emission is governed by the coherent sum of the intra-band $\mathbf{J}_{\text{ra}}(t)$ and inter-band $\mathbf{J}_{\text{rc}}(t)$ current oscillations $\mathbf{J}(t) = \mathbf{J}_{\text{ra}}(t) + \mathbf{J}_{\text{rc}}(t)$ [17, 18]. Those are defined according to,

$$\mathbf{J}_{\text{ra}}(t) = e \sum_m \int_{\text{BZ}} \mathbf{v}_m(\mathbf{K} + \mathbf{A}(t)) n_m(\mathbf{K}, t) \cdot d^3 \mathbf{K},$$

$$\mathbf{J}_{\text{rc}}(t) = e \frac{d}{dt} \int_{\text{BZ}} \mathbf{v}_c(\mathbf{K} + \mathbf{A}(t)) \pi(\mathbf{K}, t) \cdot d^3 \mathbf{K} + \text{c.c.},$$

where $n_m(\mathbf{K}, t)$ is the $m^{th}$-band occupation (with the index $m = v$ and $c$, respectively) and $\pi(\mathbf{K}, t)$ is the inter-band coherence; for simplicity, we restrict our study to a two-band model. Here, moreover, $\mathbf{v}_m(\mathbf{k}) = \mathbf{v}_{gr,m}(\mathbf{k}) + \mathbf{v}_{a,m}(\mathbf{k})$ is the $m^{th}$ band classical velocity, $\mathbf{v}_{gr,m}(\mathbf{k}) = \nabla_k \varepsilon_m(\mathbf{k})$ is the particle (i.e. electron or hole) group velocity, and $\mathbf{v}_{a,m}(\mathbf{k}) = -\mathbf{E}(t) \times \mathbf{\Omega}_m(\mathbf{k})$ is the anomalous velocity, with $\varepsilon_m(\mathbf{k})$ the bands’ energy dispersion and $\mathbf{K}$ the canonical momentum defined in terms of the particle crystal momentum $\mathbf{k}$ and the vector potential $\mathbf{A}(t)$ of the laser’s electric field $\mathbf{E}(t) = -\partial_t \mathbf{A}(t)$. (For the derivation of Eqs. (1-2), see the SM.) $\mathbf{d}_{cv}(\mathbf{k})$ is the valence-conduction band dipole transition matrix element. We stress additionally, that the inter-band current contains explicitly information about the Berry curvature through the cross product of the dipole moments (see sections 3.3, 3.5 and 3.6 of the SM). This is an important finding, since in 2D materials the integral of the Berry curvature over the BZ is the topological invariant, i.e. the Chern Number. In Fig. 1(Y) we depict a cartoon of the HHG physical process which takes place in topological materials, mainly for linear driven laser.

Via our semiclassical saddle-point analysis we find the following: (1) The electron-hole pair is likely excited around the $K'$ point and less probably around the $\Gamma$ or $K$ points since the energy gap is larger at those points compared to $K'$, for this Haldane model. (2) The electron-hole pair is propagated by the driving laser field along the path indicated with black dashed line of the BZ emitting intra-band harmonics in the process. This propagation follows the laser vector potential in the momentum plane, with the real-space motion (and thus the intra-band current) governed by the group velocity produced by the energy-band dispersion as well as an anomalous velocity caused by the Berry curvature. (3) Finally, the electron can recombine with its hole and release its energy as a photon. This inter-band emission carries traces of the material’s
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Figure 1 | Phase diagram and band structures of the Haldane model. (a) Phase diagram in the plane \((\phi_0, M_0/t_2)\), with the different phases labelled by their Chern number \(C\); the green line shows the boundary of the topological phase transition. The band-structure diagrams correspond to the points X, Y, Z and Q as marked in (a), with the point Q at the phase transition showing the gapless Dirac cone at the \(K\) point. (Y) and (Z) depict the band structure when the conduction-band topological invariants are \(C = \pm 1\) at the phase points \(\phi_0 = \pm \pi/2\) and \(M_0 = 2.54t_2\). (Y) shows how the mid-infrared, MIR or laser-source oscillations (red-solid line) drive the topological material; this can be with both linear and circular polarizations. We also depict a physical cartoon of the electron-hole pair dynamics driven by a linear polarized laser, i.e. creation, propagation and annihilation or recombination by the black-dashed lines with arrows, and finally the subsequent harmonic emission (violet oscillations). The dashed lines in (a) indicate the cuts used for the parameter scans below. Panels (b) and (c) show the Brillouin zone and the real-space lattice of the Haldane model with the couplings in use.

topological features via both Berry-curvature contributions to the action accrued in the continuum traversal as well as in the dipole matrix elements that mediate the transition, for more details see SM.

We start by analyzing the recent HHG experiment of Luu and Wörner [26] on \(\alpha\)-quartz (SiO\(_2\)). Since a cut along the \(z\)-direction of this crystal has an approximate honeycomb lattice structure, we use the trivial limit of the HM to validate our theory (see SM). Due to the breaking of IS in \(\alpha\)-quartz, the HHG spectrum contains even harmonic orders (HOs), shown in Fig. 2(a), mainly along the perpendicular emission configuration. Our theory shows that the inter-band contribution has a larger magnitude than the intra-band current (see SM). Generally, the experimental features of Ref. 26 are qualitatively reproduced by our theory (see Fig. 2(b)). Moreover, this approach qualitatively agrees with Liu et al.’s experiment reported for MoS\(_2\) [25] and manage to reproduce linear cutoff law too [21]. Finally, as further validation, we present in the SM a scaling analysis of the harmonic cutoff with respect to the driving-field amplitude, which exhibits a linear scaling in good agreement with previous literature [17,21].

3. Signatures of topological phases in HHG
We now address the question of whether HHG is an observable sensitive to (i) different topological phases and (ii) topological transitions. To this end, in Fig. 2 we show the full calculated HHG radiation spectrum, \(I_{\text{HHG}}(\omega) = \omega^2 (|J_x(\omega)|^2 + |J_y(\omega)|^2)\) produced by linearly-polarized (Fig. 2(c)) and circularly-polarized (Fig. 2(d)) driving lasers, comparing instances from the trivial and the topologically-nontrivial phase at equal bandgaps. For a linearly-polarized driving laser, the harmonic emission exhibits relatively small differences between the two phases at the level of the total spectrum (though the vector character of this emission does show stronger differences [43]). In our results, we observe an enhancement of about one order of magnitude for even-order harmonics in the low spectral region, i.e. the 2\(^{nd}\), 4\(^{th}\) and 6\(^{th}\) harmonics.

For a circularly-polarized driver, on the other hand, shown in Fig. 2(d), the spectra produced by the different topological phases exhibit far greater differences, including in particular: (1) a considerable enhancement about four orders of magnitude in plateau harmonics on the topological phase as compared with the trivial phase, (2) a shorter cut-off for the topological emissions in comparison to the trivial, and (3) an asymmetry yield between the co-rotating \((3n + 1)\) and contra-rotating \((3n + 2)\) harmonic orders in plateau harmonics. As such, it is clear that circularly-polarized drivers have significant potential in bringing out the signatures of the topological phase in the harmonic spectrum, and we will focus on them
for the rest of this work.

The circularly-driven spectra of Fig. 2(d) are also noticeably different from the HHG driven by linearly-polarized pulses, in that they exhibit a clear selection rule, with harmonics of order \(3n (3n \pm 1)\) forbidden (allowed) for integer \(n\). This selection rule is identical to that observed in the well-known ‘bircircular’ field configuration – two counter-rotating circularly-polarized drivers at frequencies \(\omega_0\) and \(2\omega_0\) [44] – and it stems from the same origin, a dynamical symmetry of the system, which combines a rotation by 120° with a time delay [45], and which has also been applied to molecules [46–48] as well as solids [36, 49–52] and even plasmonic metamaterials [53]. In our case, however, the generating medium – the Haldane Model on a hexagonal lattice – is symmetric under 120° rotations, but it lacks reflection symmetry, which allows it to respond nontrivially to the different helicities of circularly-polarized driving lasers, much like \(p\) states in noble-gas atoms [54, 55] and chiral molecules [56, 57], which points to the circular dichroism of the optical response (i.e. the difference in response to left- and right-handed circularly-polarized drivers) as a natural place to look for signatures of the topological phase of the material.

4 - Dichroism of the topological harmonic spectra

As an initial test of this idea, we show in Figs. 3(a) and 3(b) the total harmonic spectra produced in topologically trivial and nontrivial phases, respectively, when driven by a right- and left-circularly polarized (RCP and LCP, shown in blue and red, resp.) laser pulse. Here the topologically-nontrivial phase shows a distinct increase in harmonic order responses of the form \(k = 3n + 1\), which co-rotate with the driving laser due to the usual selection rules, when driven by an RCP laser as compared with an LCP driver, while the topologically-trivial phase shows a small decrease in the emission of those harmonics. (In absolute terms, this combination of laser helicities matches that of the next-nearest-neighbour coupling \(t_2 \epsilon i \phi_0\), as shown in Fig. 1(c); if a negative \(\phi_0\) is chosen instead, the effect reverses direction.)

This observation indicates that, indeed, the circular dichroism (CD) of the harmonic emission carries clear information about the topological phase performing the emission (the CD is invariant under the electromagnetic minimum-coupling gauge, as discussed in section 7.1 of SM), and we focus on it for the rest of this work. We define, in particular,

\[
CD_k = \frac{I_{k,RCP}^{(+)} - I_{k,LCP}^{(-)}}{I_{k,RCP}^{(+)} + I_{k,LCP}^{(-)}}
\]

that is, the normalized difference in harmonic response driven by left- and right-handed circularly-polarized drivers, for harmonic orders \(k = 3n + 1\). (For the counter-rotating harmonics \(k = 3n + 2\), the signs in the superscripts should be re-
Our main result is shown in Figs. 3(c,d), which plot the circular dichroism for the co-rotating plateau harmonics over the two different phase-space cuts of Fig. 1(a) – one scanning over \( \phi_0 \) with \( M_0 \) constant, and the other at \( \phi_0 = \pi / 2 \) and scanning over \( M_0/t_2 \). In both cuts we observe a clear plateau in the circular dichroism in the topological phase with Chern number \( C = +1 \), at CD \( \approx 1 \), which only deviates from this behaviour as the topological phase boundary is approached. In the trivial phase, on the other hand, the circular dichroism exhibits a more irregular behaviour, with largely negative values on the \( \phi_0 \) scan, which clearly differentiate it from the topological phase. On the other hand, in the \( M_0/t_2 \) scan, once the topological phase boundary is crossed, the circular dichroism disappears relatively quickly as \( M_0/t_2 \) increases. This effect can be understood rather simply, since in the \( M_0 \gg t_2 \) limit, the material’s Hamiltonian is dominated by the staggering potential \( M_0 \), which is reflection-symmetric, and does not support a circularly-dichroic response. However, the most notable aspect of the CD spectra is that, even for instances of the Haldane model which – at the level of the Hamiltonian – are ‘equally chiral’, in the sense of having identical \( M_0/t_2 \) ratios, the circular dichroism still exhibits clear variations depending on the topological phase the system is in. In other words, then, the high-harmonic circular dichroism response forms a clear signature of the topological phase of the system.

There is also a clear transition regime between the two topological phases, shown shaded pink in Figs. 3(c,d), where the circular dichroism (particularly in the \( M_0/t_2 \) scan) takes on irregular values. At the topological phase boundary, the bandgap closes, as it must do whenever the Chern number changes value, at these points the material becomes a semimetal with exact graphene-like Dirac cones; in the critical region around them (see panel (Q) in Fig. 1), the material is a semiconductor with a negligible gap which is similarly permissive to nonadiabatic transitions. Within this critical region, as in graphene [51], the lowered bandgap produces a much higher electron-hole population, which naturally raises the harmonic emission, as we show in Fig. 4, which displays the total emission for both of the phase-space scans of Fig. 3 for each of the driving helicities. This raised emission acts naturally as a marker that the topological phase boundary itself has been reached, to complement the circular dichroism as a signature of which topological phase the material is in. Moreover, the total-emission scans of Fig. 4 confirm that the features observed previously also hold more broadly over the phase diagram: for one, the topologically-nontrivial phase shows a higher emissivity than the trivial material, at similar bandgaps (shown in Fig. 4(c,f)), and, similarly, there are noticeable changes in the harmonic cutoff as well.

These features in the harmonic intensity and the circular...
Figure 4 | Variation of the harmonic spectrum for circularly-polarized drivers. (a,b) Harmonic spectrum for the magnetic-flux parameter scan indicated with the red dashed line in Fig. (1a), driven by LCP and RCP light, respectively, with $\phi_0$ ranging over a 60-point scan of the interval $[0, \pi]$ and the staggering potential held fixed at $M_0 = 2.5a_t$. At the critical region, where the bandgap closes between the two phases (as indicated in (c), which charts the bandgap), the harmonic emission increases, as carrier creation is much easier. The signature of the topological phase is in the circular dichroism (the difference between the RCP-driven signal in (b) and the LCP-driven signal in (a), which we plot in Fig. 3 for the harmonics in the green box. (d,e,f) Identical plots, for the staggering-potential scan marked by the blue dashed line in Fig. (1a), varying $M_0/t_2$ at fixed magnetic flux of $\phi_0 = \frac{\pi}{2}$.

dichroism, we should point out, depend (sometimes sensitively) on the dephasing time $T_2$ in our calculation, which we describe in more detail in the SM. Since the electron-hole trajectory mechanism is modified by the dephasing time, particularly for long trajectories, the harmonic intensity, and from it the circular dichroism, inherit this effect, as expected [18, 21, 58]. On the other hand, and somewhat surprisingly, in the topological phase the circular dichroism is more robust against dephasing than in the trivial phase, particularly for the $k = 3n + 1$ co-rotating harmonics, which again points to a clear role of the material’s topology in its harmonic response, and cements the interaction between the two as a clear target for future investigation. In summary, our theory suggests that the HHG spectrum is able to: (1) probe topological-phase transitions, (2) test topological invariants by using the circular dichroism of the co-rotating harmonics, and (3) be extremely sensitive to symmetry breaking of time-reversal and inversion. Those are important results, since (i) our theory can be applied to a larger range of topological materials with similar band-gap properties described in this manuscript and extended to THz sources [59]. Another possible application could be $\text{Bi}_2\text{Se}_3$, which is a good candidate for topological insulator; possible layer-thick modifications could be created in this material in order to control the topological transition as in Ref. [60]; (ii) THz sources also open a path to access HHG in topological materials by pushing the driving photon energy well below the band-gap in two different topological orders; (iii) this opens also new questions about exploring the dynamics in strongly-correlated systems with spin-orbit couplings and degeneracies.

5 · Methods

The derivation of the inter-band, intra-band currents and semiconductor Bloch equations that describe the laser-crystal interactions in a topological solid material is presented in the SM. There we also discuss the details of the derivation of gauge-invariant saddle point equations describing quasi-classical electron-hole trajectories, as well as the relationship between the Berry curvature and dipole matrix elements for both the inter- and intra-band contributions to the spectrum. We additionally show in the SM the fundamentals of the HM, and we provide additional evidence of the influence of the topological phase transition on the HHG emission.
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**Supplementary Material**

In this Supplementary Material (SM), we further clarify how, and under what conditions, high harmonic generation (HHG) and its circular dichroism are sensitive observables to probe topological phases and transitions in topological materials. The organization of this SM is as follows:

- In section S1, we briefly review the paradigmatic Haldane model (HM) [33], and introduce its topological invariant, the Chern Number, C.
- In section S2, we derive the time-dependent inter-band $J_{\sigma}$ and intra-band $J_{0\sigma}$ currents, fully considering geometrical features such as the Berry curvature $\Omega(k)$ and the Berry connection $\xi(k)$ of the system. We extend the semiconductor Bloch equations (SBEs) within the single-active electron approximation (SAE) to include geometric features in the time-evolution of the quantum-mechanical occupations and coherence.
- In section S3, we analyze the currents using the Keldysh approximation and show that this approach is gauge independent under the Bloch wavefunction calibration. We apply the saddle-point analysis to the inter-band current and discuss how the electron-hole trajectories are modified by the Berry curvature, connection and dipole moment phase.
- In section S4, we discuss the dipole instabilities arising from the gauge fixing and the unphysical consequences on the harmonic spectrum. We then propose a method to avoid such discontinuities.
- In section S5, we study the linear cut-off behaviour of the HHG spectra and the relative intensities of the intra-band and inter-band contributions.
- In section S6, we expand the discussion of recent experimental measurements [26] addressed in the main text.
- In section S7, we discuss the influence of the dephasing time $T_2$ on the HHG spectrum, the circular dichroism and its minimum-coupling gauge independence.
- In section S8, we discuss the sensitivity of the HHG spectrum of the HM is to: (i) symmetries, i.e. time-reversal symmetry (TRS) and spatial inversion symmetry (IS), (ii) trivial and non-trivial topological phases and (iii) topological phase transitions. We also analyze, two topological phases by mean of the quasi-classical electron-hole pair trajectories to show how the topology modifies this recombination mechanism.

### S1 · Haldane model

The Haldane model (HM) [33] is a prominent example of a Chern insulator with no net magnetic-flux $\phi_0$ through the unit cell, as illustrated in Fig. (1) of the main text. In this section, we introduce the Hamiltonian, re-derive the eigenvalues and eigenvectors. We then introduce the Berry curvature and connection as well as the Chern number $C$, which is a topologically invariant quantity. Finally, we derive the relation between the Berry curvature and the dipole moment.

#### S1.1 · Hamiltonian

The HM is described by a tight-binding Hamiltonian of spinless fermions with a real nearest-neighbour (NN) hopping $t_1$, a complex next-nearest-neighbour hopping (NNN) $t_2 e^{i\phi_0}$, and an on-site staggering potential $M_0$. The Hamiltonian in momentum space reads

$$H_0(k) = B_{0\sigma} \sigma_0 + B_k \cdot \sigma,$$

(S1)

where the set of $B_{0\sigma}$ and $B_k = \{B_{1,k}, B_{2,k}, B_{3,k}\}$ are known as a “pseudomagnetic field” describing the tight-binding components of the Hamiltonian in momentum space, which read

$$B_{1,k} = t_1 \sum_{i=1}^{3} \cos(k \cdot a_i),$$

$$B_{2,k} = t_1 \sum_{i=1}^{3} \sin(k \cdot a_i),$$

(S2)

$$B_{3,k} = M_0 - 2t_2 \sin \phi_0 \sum_{i=1}^{3} \sin(k \cdot b_i),$$

$$B_{0\sigma} = 2t_2 \cos \phi_0 \sum_{i=1}^{3} \cos(k \cdot b_i).$$

Here $a_i$ are the NN vectors (from atom A to B, see Fig. 1 of the main text), $a_1 = (0, a_0), a_2 = (-\frac{\sqrt{3}}{2}, \frac{1}{2}) a_0, a_3 = (\frac{\sqrt{3}}{2}, -\frac{1}{2}) a_0$ and $b_i$ are the NNN vectors (from atom A to A, or B to B) given by $b_1 = (\sqrt{3}, 0) a_0, b_2 = (-\frac{\sqrt{3}}{2}, \frac{1}{2}) a_0, b_3 = (-\frac{\sqrt{3}}{2}, -\frac{1}{2}) a_0$, with $a_0$ denoting the distance between the atoms A and B. In (S1), moreover, $\sigma_0$ is the identity matrix, and $\sigma = \{\sigma_1, \sigma_2, \sigma_3\}$ is the vector of Pauli matrices, which is taken on a reference frame such that the eigenstates of $\sigma_3$ are Bloch waves that are localized to sites A and B, respectively, within each unit cell. The symmetries of the model are obtained as follows: (i) a non-zero magnetic flux $\phi_0$ breaks the time-reversal symmetry (TRS) and (ii) a non-zero staggering potential $M_0$ breaks the inversion symmetry (IS).
S1.2 · Eigenvalues and eigenvectors

As the Hamiltonian is described by a $2 \times 2$ matrix in the Bloch basis, the eigenvalues and the eigenvectors of the Hamiltonian can be found analytically, using standard tools: the Hamiltonian is essentially a Pauli matrix along the $\hat{B}(k) := \frac{B_k}{|B_k|}$ direction in the same space as the $\sigma$ Pauli vector, and its eigenvectors are the corresponding spin states as usual.

The energy spectrum thus reads

$$e_{c/v}(k) = B_{0,k} \pm |B_k|,$$  \hspace{1cm} (S3)

with the upper (lower) sign corresponding to the conduction (valence) band. We define also, for future use, the polar coordinates $\phi_k$ and $\theta_k$ of $\hat{B}(k)$, as $\tan \phi_k := \frac{B_{0,k}}{B_{1,k}}$ and $\cos \theta_k := \frac{B_{1,k}}{B_{3,k}}$. The eigenvectors of $H_0$ at crystal momentum $k$ are, in this language, by

$$|u_{+,k}\rangle = \frac{1}{N_{+,k}} \left( B_{3,k} + |B_k| \right) = \left( e^{-i\phi_k/2} \cos \frac{\theta_k}{2}, e^{+i\phi_k/2} \sin \frac{\theta_k}{2} \right),$$  \hspace{1cm} (S4)

$$|u_{-,k}\rangle = \frac{1}{N_{-,k}} \left( iB_{2,k} - B_{1,k} \right) = \left( e^{-i\phi_k/2} \sin \frac{\theta_k}{2}, -e^{+i\phi_k/2} \cos \frac{\theta_k}{2} \right),$$  \hspace{1cm} (S5)

with $N_{+,k}$ a suitable normalization constant. As usual, these eigenstates are only defined up to a (possibly $k$-dependent) phase, changes to which are the Bloch gauge transformations that we will examine in depth in section S4. A gauge transformation of the wavefunction (S5) can be performed by an unitary transformation and would lead to a new vector $B_k' = \{ B'_{1,k}, B'_{2,k}, B'_{3,k} \}$ (for example $B' = \{ B_2, B_3, B_1 \}$). Such transformation keeps invariant the energy dispersions and Berry curvatures but modifies $\xi_m$ and $d_{m,m'}$. This gauge control will be implemented numerically to manipulate the discontinuities and singularities of the dipole matrix element and Berry connections in the BZ of topological phases.

S1.3 · Berry Connection, Curvature and Chern number

We now turn to the relation between the the dipole matrix element and the Berry connection. To this end, we explicitly compute the Berry connection introduced in Eq. (S15) and fix the gauge as in the right-hand side of Eq. (S5); in these terms, the Berry connection reads

$$\xi_{c/v}(k) = \mp \frac{1}{2} (\cos \theta_k)(\nabla_k \phi_k).$$  \hspace{1cm} (S6)

The Berry curvature can therefore be written as

$$\Omega_{c/v}(k) = \nabla_k \times \xi_{c/v}(k) = \mp \frac{1}{2} (\nabla_k \cos \theta_k) \times (\nabla_k \phi_k),$$  \hspace{1cm} (S7)

and the topological invariant, the Chern number, can be calculated as the integral over the BZ of the Berry curvature

$$C_{c/v} = \mp \frac{1}{4\pi} \int_{\text{BZ}} d^2k \cdot \left[ \sin \theta_k (\nabla_k \phi_k) \times (\nabla_k \phi_k) \right].$$  \hspace{1cm} (S8)

In the HM, the Chern number of the conduction band $C_c = C$ can take the values of $-1$, 0 and $+1$ depending on $M_0$ and $\phi_0$, see Fig. (1) of main text. The trivial phase has a zero Chern number and the two topological phases are characterized by Chern numbers $C = \pm 1$.

S1.4 · Dipole moment and the Berry curvature in the Haldane model

We now turn to the dipole matrix element, as initially defined in Eq. (S14), and which is here given by

$$d_{c,v}(k) = \frac{1}{2} \left[ (\sin \theta_k)(\nabla_k \phi_k) + i\nabla_k \theta_k \right].$$  \hspace{1cm} (S9)

On the one hand, we find that the cross product of the HM dipole Eq. (S9) yields

$$\text{Im}(d_{c,v}^* d_{c,v}) = \frac{1}{4} \sin \theta_k \left[ \partial_k \phi_k \partial_k \phi_k - \partial_k \theta_k \partial_k \phi_k \right].$$  \hspace{1cm} (S10)

And expanding the Berry curvature in the HM given by Eq. (S7), one obtains

$$\Omega_{c/v}(k) = \mp \frac{1}{2} \sin \theta_k (\nabla_k \phi_k \times \nabla_k \phi_k)$$

$$= \mp \frac{1}{2} \sin \theta_k \left[ \partial_k \phi_k \partial_k \phi_k - \partial_k \theta_k \partial_k \phi_k \right].$$  \hspace{1cm} (S11)

We conclude, thus, that $\Omega_{c/v} = \mp 2 \text{Im}(d_{c,v}^* d_{c,v})$, which demonstrates the close relationship between dipole matrix elements and the Berry curvature in the HM. This confirmation of the relation of the dipole product with the Berry curvature is extremely important, since this leads to a direct connection of the inter-band transition current of Eq. (S24) and the topological invariant for this model.
S2 · Semiconductor Bloch equations, the geometry and topology of the energy bands

S2.1 · Microscopic currents

We here derive the total microscopic current $\mathbf{J}(t) = \mathbf{J}_{\text{in}}(t) + \mathbf{J}_{\text{ex}}(t)$, by focusing on its two components: the intra-band $\mathbf{J}_{\text{in}}(t)$ and the inter-band $\mathbf{J}_{\text{ex}}(t)$ currents [17, 18]. To this end, we study the dynamics of the time-dependent wavefunction $|\Psi(t)\rangle = \sum_m \int_{\mathbf{BZ}} d\mathbf{k} \, a_m(\mathbf{k}, t) |\Phi_m(\mathbf{k})\rangle$, written as a linear combination of Bloch states $|\Phi_m(\mathbf{k})\rangle$ where $m = v, c$ denotes the valence and conduction bands respectively (for simplicity, we restrict ourselves to a two-band model) and where $a_m(\mathbf{k}, t)$ is defined as the probability amplitude of the valence or conduction band.

S2.1.1 · Inter-band current

We first write the inter-band current $\mathbf{J}_{\text{ex}}(t) = \frac{d}{dt} \mathbf{P}_{\text{ex}}(t)$ in terms of the polarization

$$\mathbf{P}_{\text{ex}}(t) \equiv e \langle \Psi(t) | \mathbf{x} | \Psi(t) \rangle = e \int_{\mathbf{BZ}} d\mathbf{k}' \int_{\mathbf{BZ}} d\mathbf{k} \, a_c(\mathbf{k}', t) \dot{a}_v(\mathbf{k}, t) \langle \Phi_{v,k} | \mathbf{x} | \Phi_{c,k} \rangle + \text{c.c.} , \quad \text{(S12)}$$

where $e = -1$ a.u. is the electron’s charge. We follow Blount [61] to evaluate the polarization with the help of the identity

$$\langle \Phi_{m',k} | \mathbf{x} | \Phi_{m,k} \rangle = -i \nabla_k (\delta_{m,m'} (\mathbf{k} - \mathbf{k}') + \delta(\mathbf{k} - \mathbf{k}') d_{m'm}(\mathbf{k}), \quad \text{(S13)}$$

where the indices $m, m'$ stand for valence and conduction bands, $\delta_{m,m'}$ and $\delta(\mathbf{k} - \mathbf{k}')$ are the Kronecker and Dirac deltas, respectively, $\mathbf{x}$ is the position operator in the crystal,

$$d_{m'm}(\mathbf{k}) = i \langle \mu_{m',\mathbf{k}} | \nabla_{\mathbf{k}} | \mu_{m,\mathbf{k}} \rangle , \quad \text{(S14)}$$

is the dipole matrix element for $m \neq m'$, which is defined in terms of the periodic part of the $m^{\text{th}}$ Bloch state $|\mu_{m,\mathbf{k}}\rangle$ and

$$\xi_m(\mathbf{k}) = d_{mm}(\mathbf{k}) = i \langle \mu_{m,\mathbf{k}} | \nabla_{\mathbf{k}} | \mu_{m,\mathbf{k}} \rangle , \quad \text{(S15)}$$

is the Berry connection [61]. We therefore find

$$\mathbf{J}_{\text{ex}}(t) = e \frac{d}{dt} \int_{\mathbf{BZ}} d^3 \mathbf{k} \, (\mathbf{K} + \mathbf{A}(t)) \pi(\mathbf{k}, t) d^3 \mathbf{K} + \text{c.c.} , \quad \text{(S16)}$$

where $\pi(\mathbf{k}, t) = a_v^*(\mathbf{k}, t) a_c(\mathbf{k}, t)$ is the population coherence (see Sec. S2.2 for details) and the momentum integral is performed over the Brillouin zone $\mathbf{BZ} = \mathbf{BZ} - \mathbf{A}(t)$ shifted by the laser-field vector potential $\mathbf{A}(t)$. Here $\mathbf{K} = \mathbf{k} - \mathbf{A}(t)$ is the quasi-canonical momentum defined in terms of the electron crystal momentum $\mathbf{k}$ and the vector potential $\mathbf{A}(t)$ of the electric laser field $\mathbf{E}(t) = -\partial_t \mathbf{A}(t)$. This result coincides with the ones found by Vampa et al. in Ref. [58].

S2.1.2 · Intra-band current

We write the intra-band current $\mathbf{J}_{\text{in}}(t) = e \sum_m \langle \Psi(t) | \mathbf{v}_m | \Psi(t) \rangle$ in terms of the intra-band velocity operator $\mathbf{v}_m = -i \left[ \mathbf{H}_0, \hat{\mathbf{x}}_m \right] - i \left[ \mathbf{x}_m, \hat{\mathbf{x}}_m, \mathbf{E}(t) \right]$. We use the electromagnetic length gage with the single-active-electron Hamiltonian and the dipole approximation of the laser-crystal system, i.e. $\mathbf{H}(t) = \mathbf{H}_0 + \mathbf{x}_m \cdot \mathbf{E}(t)$. For simplicity, our derivation is focused on the conduction band $m = c$ of the intra-band current, which reads

$$\mathbf{J}_{\text{in}}(t) = e \int d\mathbf{k}' \int d\mathbf{k} \, a_{c,k}^*(t) a_c(\mathbf{k}, t) \langle \Phi_{c,k} | \mathbf{x}_c | \Phi_{c,k} \rangle + (c \rightarrow v)$$

$$= e \int d\mathbf{k}' \left[ n_c(\mathbf{k}', t) \mathbf{v}_c(\mathbf{k}') + n_v(\mathbf{k}', t) \mathbf{v}_v(\mathbf{k}') \right] , \quad \text{(S17)}$$

Here, $n_c(\mathbf{k}, t) = a_{c,k}^*(t) a_c(\mathbf{k}, t)$ is the population and $\mathbf{v}_c(\mathbf{k}) = \mathbf{v}_{gr,c}(\mathbf{k}) + \mathbf{v}_{an,c}(\mathbf{k})$ is written in terms of the group velocity $\mathbf{v}_{gr,c}(\mathbf{k}) = \nabla_k \mathbf{v}_c(\mathbf{k})$, and the anomalous velocity $\mathbf{v}_{an,c}(\mathbf{k}) = -\mathbf{E}(t) \times \mathbf{\Omega}_m(\mathbf{k})$, where $\mathbf{\Omega}_m(\mathbf{k}) = \nabla_k \times \xi_m(\mathbf{k})$ is the Berry curvature. The anomalous-velocity term comes from considering that the intra-band component $x^{(j)}_m$ of the position operator does not commute with $x^{(j)}_m$ component (see Ref. 61). The indices $i$ and $j$ stand for the $x$, $y$ and $z$ components of the operator $\mathbf{x}$. This intra-band current also can be expressed on the shifted Brillouin zone $\mathbf{BZ}$, as

$$\mathbf{J}_{\text{in}}(t) = e \sum_m \int_{\mathbf{BZ}} \mathbf{v}_m(\mathbf{K} + \mathbf{A}(t)) n_m(\mathbf{K}, t) d^3 \mathbf{K} , \quad \text{(S18)}$$
In order to calculate the HHG spectrum from a crystal, we have to evaluate Eqs. (S16) and (S18). Hence, our main task in the following will be to compute the coherence \( \pi(k, t) \) and the occupations \( n_m(k, t) \), which are related to the transition amplitude \( a_m(k, t) \).

In our numerical calculations we compute the radiated power on each harmonic frequency by coherently superposing the time derivatives of the intra- and inter-band currents, and then taking the squared modulus of its Fourier transform, i.e. 
\[
I_{\text{HHG}}(\omega) = \omega^2 | \text{FT} \left[ J_\alpha(t) + J_\alpha(t) \right] |^2.
\]

**S2.2 · Semiconductor Bloch equations**

The time evolution of the probability amplitudes \( a_m(k, t) \) can be computed with the help of the Schrödinger equation which results in [61]
\[
\dot{a}_m(k', t) = i \varepsilon_m(k') a_m(k', t) + \text{E}(t) \cdot \sum_{m'} \int_{\mathbb{BZ}} \langle \Phi_{m,k} | \Phi_{m',k} \rangle a_{m'}(k', t).
\]
Here \( \varepsilon_m(k) \) denotes the energy dispersion for the valence/conduction band \( ν/c \ (ν = ν') \), and \( m' \) also ranges over both bands. We then compute the second and third terms on the right-hand side of above equation by using Eq. (S13), and we find
\[
\dot{a}_m(k, t) = -i \left[ \varepsilon_m(k) + \text{E}(t) \cdot \xi_m(k) + i \text{E}(t) \cdot \nabla_k \right] a_m(k, t) - i \text{E}(t) \cdot \sum_{m'+m} d_{mm'}(k) a_{m'}(k, t).
\]

We now work with the shifted Brillouin zone \( \mathbb{BZ} \), which will allow us to remove the gradient \( \nabla_k \) from Eq. (S19) (see Ref. 58 for more details). This is done by the substitution \( a_m(k, t) = e^{\text{i}A(t) \cdot K} b_m(k, t) \) and one finds
\[
\dot{b}_m(K, t) = -i \left[ \varepsilon_m(K + A(t)) + \text{E}(t) \cdot \xi_m(K + A(t)) \right] b_m(K, t) - i \text{E}(t) \cdot \sum_{m'+m} d_{mm'}(K + A(t)) b_{mm'}(K, t),
\]
where \( K = k - A(t) \) is the quasi-crystal canonical momentum. We transform the transition amplitude \( b_m \) to the density matrix operator \( \hat{\rho} \), i.e. the population \( n_m = \rho_{mm} \) and coherence \( \pi = \rho_{mm'} - \rho_{m'm} \). \( n_m(k, t) = b_m^*(k, t)b_m(k, t) \), and \( \pi(K, t) = b_1(K, t)b_1^*(K, t) \). Thus, this leads to the so-called semiconductor Bloch equations (SBEs, in the moving frame \( K \)), which describe the laser-electron interaction in the lattice [23], and in particular the electron-hole dynamics of the crystal target. We obtain the next couple of equations of motion for the population and coherence:
\[
\dot{n}_m(K, t) = i (-1)^m \text{E}(t) \cdot \text{d}_{c,v}^*(K + A(t)) \pi(K, t) + \text{c.c.},
\]
\[
\dot{\pi}(K, t) = -i \left[ \varepsilon_g(K + A(t)) + \text{E}(t) \cdot \xi_g(K + A(t)) - \frac{1}{T_2} \right] \pi(K, t) - i \text{E}(t) \cdot \text{d}_{c,v}(K + A(t)) w(K, t).
\]
Here \( \varepsilon_g(k) = \varepsilon_v(k) - \varepsilon_c(k) \) is the energy gap between the conduction and valence bands, as a function of the crystal momentum \( k \). \( \xi_g(k) = \xi_v(k) - \xi_c(k) \) is the difference in the Berry connection between the conduction and valence bands, and the sign \((-1)^m\) takes the values \((-1)^c = 1 \) and \((-1)^v = -1 \). We also introduce a phenomenological dephasing term written in terms of the dephasing time \( T_2 \) [18]. Finally, \( w(k, t) = n_r(k, t) - n_l(k, t) \) denotes the momentum-time dependent of the population difference between the valence- and conduction-band or inversion population. In our calculations, we describe the driving laser using the vector potential
\[
A(t) = \frac{E_0}{\omega_0} f(t) \left( \frac{1}{\sqrt{1 + \epsilon^2}} \cos(\omega_0(t - t_0) - \varphi_{\text{CEP}}) \mathbf{e}_x + \frac{\epsilon}{\sqrt{1 + \epsilon^2}} \sin(\omega_0(t - t_0) - \varphi_{\text{CEP}}) \mathbf{e}_y \right),
\]
where \( E_0 \) is the laser field strength, \( \omega_0 \) the central photon frequency, \( \varphi_{\text{CEP}} = 0 \) is the carrier-envelope phase, and \( f(t) \) is the laser-pulse envelope, given by \( f(t) = \exp((t - t_0)^2/(2\sigma^2)) \), where \( \sigma \) is the pulse width. Here, \( \mathbf{e}_x \) denotes the unitary vector along the \( x \) direction and \( \epsilon \) denotes the ellipticity of the laser, given by \( \epsilon = -1 (+1) \) for right-handed (left-handed) circularly polarized (RCP, LCP, resp.) laser fields, and by \( \epsilon = 0 \) for linearly-polarized laser drivers. The electric field is given by the negative of the time-derivative of (S23), i.e. \( \text{E}(t) = -\partial_t A(t) \). We numerically solve the SBEs described in Eqs. (S21) and (S22) with a 5th-order Runge–Kutta scheme, implemented in C++ using the Message Passing Interface (MPI) to parallelize the computations. Additionally, we validate our numerical findings in C++ comparing our numerical outcomes with the numerical solution by the built-in solvers on Wolfram Mathematica. We find very good agreement between the C++ and Mathematica results.

**S3 · Inter-band and intra-band mechanisms in topological materials**

We focus our attention on the Keldysh approximation, in analogy to that introduced by Vampa et al. [58], and analyze the inter-band contribution to the HHG emission. This approximation in a crystal solid reads as \( w(k, t) = n_r(k, t) - n_l(k, t) \approx 1 \). Basically, this means that the population transferred to the conduction band is very small compared to the remaining one in the valence band. In the following we will call it the Strong Field Approximation (SFA) for the laser-topological material model.
S3.1 - Inter-band current

We decouple Eq. (S21) from Eq. (S22) by considering the Kedysy approach and obtain for \(i\)th vectorial-component \(i = x, y, z\), of inter-band current contribution,

\[
J^{(i)}_m(t) = -\frac{1}{2} \sum \frac{d}{dt} \int \frac{d^3K}{(2\pi)^3} \left| \frac{dE_i^{(i)}(K + A(t))}{dE_i^{(i)}(K + A(t'))} \right| E^{(i)}(t') \times \left| \frac{dE_i^{(i)}(K + A(t'))}{dE_i^{(i)}(K + A(t))} \right| E^{(i)}(t')
\]

where \(S(K, t, t')\) is the so-called quasi-classical action for the electron-hole, which is defined as

\[
S(K, t, t') = \int_{t'}^t \left[ -\frac{e}{m} (K + A(t'')) + E(t'') \cdot \nabla_{t''} - \frac{d}{dt} \phi^{(i)}_{CV}(K + A(t'')) \right] dt''.
\]

Here \(j\) determines the components of the electric field and dipole phase. This index stands for the laser field components, \(x\), \(y\) or \(z\), depending on the polarization state of the driving laser. Note that the dipole phase in the action has the same index as the electric field \(j\) and the additional term \(\phi^{(i)}_{CV}(t) - \phi^{(i)}_{CV}(t')\) only contributes in the perpendicular-emission configuration \(i \neq j\), if one assumes the laser field is linearly polarized along the \(x\) direction.

This integral form of the inter-band current has a nice physical interpretation: (i) at time \(t'\) the electron-hole is excited by the driving laser from the valence band to the conduction band through the dipolar interaction \(d_{m'd'}(K + A(t')) \cdot E(t')\) at the quasi-canonical crystal momentum \(K\); (ii) the electron (hole) propagates in the conduction (valence) band between \(t'\) and \(t\), and modify their trajectories and energies according to Eq. (S25); and (iii) at time \(t\) the electron has a probability to recombine (or annihilate) with the hole, at which point it emits its excess energy as a high energy-photon.

S3.2 - Gauge transformation of the dipole and Berry connection

The formula for the inter-band current, Eq. (S24) is gauge invariant including the semi-classical action in Eq. (S25). In order to show this, in the following we will address the behaviour of the dipole and the Berry connection under a gauge transformation. Under the gauge transformation \(|u_{m,k}\rangle \rightarrow e^{-i\phi_m(k)}|u_{m,k}\rangle\) [see Eq. (2.5) of Ref. 61], the dipole matrix element \(d_{CV}(k)\) transforms as

\[
\tilde{d}_{CV}(k) = e^{i\phi_c(k)}d_{CV}(k)e^{-i\phi_c(k)}.
\]

The vector components of the dipole \(d_{CV}(k)\) can be written in terms of their complex amplitude and phase, \(d_{CV}(k) = |d_{CV}(k)|e^{-i\phi_{CV}(k)}\). Here, the index \(i\) stands for the \(x\), \(y\) and \(z\) components of the dipole \(d_{CV}(k)\). In that case, we obtain

\[
\tilde{d}_{CV}(k) = |d_{CV}(k)|e^{-i(\phi_{CV}(k) - \phi_c(k))}.
\]

If the same argument of dipole amplitude and phase is applied to the new dipole \(\tilde{d}_{CV}(k)\) = \(|d_{CV}(k)|e^{-i\phi_{CV}(k)}\), then the gauge transformation for new dipole transition moment’s phase reads

\[
\tilde{\phi}_{CV}(k) = \phi_{CV}(k) - \phi_c(k),
\]

where \(\phi_c = \phi_c - \phi_c\) is the wavefunction gauge calibration difference. Note, here, that the amplitude of the dipole matrix element \(|\tilde{d}_{CV}(k)|\) = \(|d_{CV}(k)|\) is unaffected. Therefore, we would expect the dipole matrix transition amplitude to be a gauge-invariant quantity, but its phase is gauge dependent and transforms according to Eq. (S26).

The Berry connection, on the other hand, transforms as

\[
\tilde{\xi}_m(k) = \xi_m(k) + \nabla_k \phi_m(k),
\]

under that same gauge transformation [61], with \(\phi_m\) the wave function phase of the \(m\)th band in the new gauge. Once we define the gauge transformation rules for the connection and the phases of the dipole matrix elements, we proceed to find a general invariant phase for the inter-band current and its associated semi-classical action.

S3.3 - Relationship between the Berry curvature and the dipole matrix elements

In this section, we demonstrate the general relation between the Berry curvature and the dipole matrix element. As it is introduced in Section 1.1, the Berry curvature is defined as the curl of the Berry connection, which can be expanded as

\[
\Omega_m(k) = i \langle \nabla_k u_{m,k} | \times | \nabla_k u_{m,k} \rangle.
\]

By using the identity operator \(\sum_{m'}|u_{m',k}\rangle\langle u_{m',k}| = 1\), we can write explicitly the Berry curvature as (see Ref. [61]),

\[
\Omega_m(k) = i \sum_{m \neq m'} d_{m,m'}(k) \times d_{m',m}(k).
\]
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For 2D materials, an straightforward relationship between the Berry curvature and the transition dipole matrix element can easily be found:

\[ \mathbf{z} \cdot \Omega_m(k) = 2 \text{Im} \left[ \sum_{m'\neq m} d_{m,m'}^{(x)}(k)d_{m',m}^{(y)}(k) \right]. \]  

(S29)

This analytical finding is extremely important. Since the inter-band current along the orthogonal emission to the driving field will contain a cross product between dipole matrix elements along the x and y directions (and, of course, the integral of the inter-band current is performed over the whole BZ), this means that the topological invariant – the Chern number – should be encoded in this transverse harmonic-emission component. This property will play an important role in the relationship between the harmonic emission and the topological invariant, in particular for interband current, see Sec. 3.5.

S3.3.1 · Quasi-classical action

Then, let us try in order to demonstrate whether the action phase (S25) is gauge invariant or not. The action phase \( \tilde{S} \) can be written as

\[ \tilde{S}(k, t, t') = \int_{t'}^{t} \left[ \tilde{E}_g(k + A(t'')) + E(t'') \cdot \tilde{E}_g(k + A(t'')) - \frac{d}{dt''} \phi^{(j)}_{cv}(k + A(t'')) \right] dt''. \]  

(S30)

where \( \tilde{E}_g = e_g \) is gauge invariant, but \( \tilde{E}_g \) and \( \phi^{(j)}_{cv} \) are not. However, we can use the transformation rules (S26) and (S27), for the dipole phase and the Berry connection:

\[ \tilde{S}(k, t, t') = \int_{t'}^{t} \left[ e_g + E(t'') \cdot (\xi_g + \nabla_k \varphi_g) - \frac{d}{dt''} (\phi^{(j)}_{cv} - \varphi_g) \right] dt''. \]

(For simplicity, we drop the dependence on the variable \( k + A(t) \)). Moreover, by using the fact that \( -E(t) \cdot \nabla_k = \frac{d}{dt} \) and in addition \( \nabla_k = \nabla_k [5] \), we have \( \left( E(t'') \cdot \nabla_k + \frac{d}{dt''} \right) \varphi_g = 0 \), which leads finally to the relation

\[ \tilde{S}(k, t, t') = \int_{t'}^{t} \left[ e_g + E(t'') \cdot \xi_g - \frac{d}{dt''} \phi^{(j)}_{cv} \right] dt''. \]

Since the latter expression is equal to Eq. (S25), we find that \( S(k, t, t') \) is gauge invariant. Furthermore, as the HHG spectrum is an experimental observable, the currents should be gauge-invariant quantities. Our analysis here shows that this is still the case for our theoretical model. Here, we show a gauge-invariant action even in the presence of a nontrivial Berry connection. In addition, we can also rewrite the semiclassical action as

\[ S(k, t, t') = \int_{t'}^{t} \left[ e_g(k + A(t'')) + E(t'') \cdot (\xi_g(k + A(t'')) + \nabla_k \phi^{(j)}_{cv}(k + A(t'')) \right] dt'', \]  

(S31)

by explicitly calculating the time derivative of the dipole phase, \( \frac{d}{dt''} \phi^{(j)}_{cv} \), to bring to the for the explicit factor of the electric field, \( E(t'') \). Here the action phase includes geometric and topological properties, such as the Berry connection and the dipole phase \( \phi^{(j)}_{cv}(k) \). Given this form, it is probable that the electron-hole pair trajectories will be modified by these geometric properties, thereby affecting the non-linear HHG process. The total phase of Eq. (S24) has an extra dipole-phase contribution, \( \phi^{(j)}_{cv} - \phi^{(j)}_{cv} \) regarding the “perpendicular” inter-band current to the electric field. From the phase transformation given by Eq. (S26), this phase difference term is also gauge invariant.

S3.4 · Quasi-classical approach and electron-hole pair trajectories

Assuming that the exponentiated quasi-classical action \( e^{-\mathcal{S}} \) oscillates rapidly as a function of the crystal momentum \( k \), one can apply the saddle point approximation to find the points \( K_s \) where the integrand’s contributions to the inter-band current (S24) concentrate. These are solutions of the saddle-point equation \( \nabla_k S(k, t, t') \vert_{K_s} = 0 \), which can be rephrased as

\[ \Delta x_s(K_s, t, t') - \Delta x_s(K_s, t, t') = 0. \]  

(S32)

From the last equation two different trajectories are identified, the first one related to the excited electron \( \Delta x_e(K_s, t, t') \) in the conduction band, and the second one regarding the trajectory \( \Delta x_h(K_s, t, t') \) followed by the hole in the valence band. We then obtain a general \( m^{th} \) trajectory for the electron (\( m = e \)) and hole (\( m = v \), which reads

\[ \Delta x_m(K_s, t, t') = \int_{t'}^{t} \left[ \nabla_{ge,m} + (E(t'') \cdot \nabla_k) \left( \xi_m + (-1)^m \frac{1}{2} \nabla_k \phi^{(j)}_{cv} \right) + E(t'') \times \Omega_m \right] dt''. \]  

(S33)
where \((-1)^m\) is the alternating sign \((-1)^v = +1\) and \((-1)^v = -1\), and the \(m\)th band’s group velocity is \(v_{gr,m} = \nabla_K \varepsilon_{m}\). Here we recognize the Berry curvature \(\Omega_m\) as well as the anomalous velocity \(v_{a,m}\), which are given by \(\Omega_m = \nabla_K \xi_m\) and \(v_{a,m} = E(t) \times \Omega_m\), respectively, for the electron-hole trajectories of Eq. (S33). We can rewrite the previous expression as

\[
\Delta x_m(K, t, t') = \int_{t'}^{t} \left[ v_{gr,m} - \frac{d}{dt^n} \left( \xi_m + \frac{(-1)^m}{2} \nabla_K \phi_s^{(j)} + v_{a,m} \right) \right] dt'.
\]

These electron-hole pair trajectories, together with the saddle-point condition of Eq. (S32), should produce complex-valued solutions for \(K_r\), as in HHG from gases. However, finding the solutions \(K_r\) is not a trivial task, since it depends explicitly on the geometrical features, i.e. Berry curvature, connection, and the phase of the dipole matrix elements. Nevertheless, these saddle points \(K_r\) should have a component perpendicular to driving laser field \(E(t)\) in the case of linear drivers; this appears as a consequence of anomalous-velocity features, and in particular of the Berry curvature \(\Omega_m(k)\).

**S3.4.1 · Electron-hole creation**

To investigate the corresponding electron-hole pair birth time \(t'_s\) and determine its “nature” (real or complex), we apply the saddle-point approximation to look for the excitation/creation time \(t'_s\), as \(\partial_t S(K, t, t') = 0\), to the inter-band current Eq. (S24), which reads

\[
\varepsilon_s(K + A(t')) - E(t') - \left( \xi_s(K + A(t')) + \nabla_K \phi_s^{(j)}(K + A(t')) \right) = 0.
\]

The electron-hole energy difference \(\varepsilon_s\) should then be the same as the negative of the coupling energy between the Berry connection (or, more specifically, a difference in \(\xi_s\) between the bands) and the driving laser field at time \(t'\). In addition, we note that there exists the possibility to find a real (or, more generally, complex) solution for \(t'_s\) that satisfies the latter formula for the electron-hole creation. Hence, the saddle-point birth time \(t'_s\) should be a complex quantity in general, according to this saddle point approximation. We might conclude that the electron-hole creation process is a tunneling excitation one, which takes place at the same momentum \(K\).

**S3.4.2 · Electron-hole annihilation**

Considering the Fourier transform of the inter-band current of Eq. (S24), we can easily obtain

\[
J_{ct}^{(j)}(\omega) = \omega \sum_j \int_{-\infty}^{\infty} dt \int_{0}^{t} dt' \int_{BZ} d^2K \left| d_{ct}^{(j)}(K + A(t)) \right| |d_{ct}^{(j)}(K + A(t'))| E^{(j)}(t')
\times e^{-i[S(K, t, t') - \omega t]} - (t - t')/T_z \right| \xi_s^{(j)}(K, t) - \phi_s^{(j)}(K, t) + c.c.
\]

If one is interested in knowing what would be the photon-energy emission \(\omega\), a good approximation is also given by a saddle-point at the so called recombination or annihilation time \(t\), \(\partial_t [S(K, t, t') - \omega t] = 0\), which reads,

\[
\omega = \varepsilon_s(K + A(t)) + E(t) \cdot \left( \xi_s(K + A(t)) + \nabla_K \phi_s^{(j)}(K + A(t)) \right).
\]

Here we recognize that the electron-hole is annihilated at the time \(t\), with the emission of its accumulated energy into a photon of energy \(\hbar \omega_0\).

**S3.5 · Topology and inter-band current**

In the limit of a 2D material, the description of a Chern insulator driven by a linearly- (or circularly-)polarized laser field, the inter-band current for the orthogonal component to this driving laser reads

\[
J_{ct}^{(3)}(t) = -i \frac{d}{dt} \int_{0}^{t} dt' \int_{BZ} d^2K D^{(x,y)}(K, t, t') E^{(x)}(t') G(K, t, t') + c.c.,
\]

where \(D^{(x,y)}(K, t, t') = |d_{ct}^{(y)}(K + A(t)) d_{ct}^{(x)}(K + A(t'))|\) and the integral becomes oscillatory by the phase kernel \(G(K, t, t') = e^{-i[S(K, t, t') - (t - t')/T_z \xi_s^{(j)}(K, t) - \phi_s^{(j)}(K, t)]}\). By taking the time derivative via the Leibnitz’s rule, we can separate the contributions proportional to the topological invariant, i.e. the Chern number:

\[
J_{ct}^{(y)}(t) = -i \int_{BZ} d^2K \left\{ E^{(x)}(t) d_{ct}^{(y)}(K + A(t)) d_{ct}^{(x)}(K + A(t)) + \int_{0}^{t} dt' \left[ \partial_t D^{(x,y)}(K, t, t') \right] E^{(x)}(t') G(K, t, t') \right. \\
+ \left. \int_{0}^{t} dt' D^{(x,y)}(K, t, t') E^{(y)}(t') \partial_t G(K, t, t') \right\} + c.c.
\]
Here we used the fact that \( D^{(x,y)}(k) e^{i(\phi_{cv}^{(x)}(k) - \phi_{cv}^{(y)}(k))} = d_{cv}^{(x)}(k) d_{cv}^{(y)}(k) \) and with the help of Eq. (S29), we find

\[
J_{er,1}^{(y)}(t) = E^{(x)}(t) \int_{\mathbb{BZ}} d^2K \cdot \Omega_{x}(K + A(t)).
\]  

(S40)

Thus, the first harmonic has a contribution which is directly proportional to the Chern number. The second term does not show an explicit contribution to the Chern number, though that does not mean necessarily speaking that it is not related to topology. The third term leads to topological features for the harmonic emission around each cycle, i.e. in the limit that \( A(t') \rightarrow A(t) \), noting that \( D^{(x,y)} \) is the Berry curvature. This implies immediately that those harmonics emitted around a cycle with respect to the excitation time \( t' \), should contain structural information about the Berry curvature; since this term includes a momentum integral over the whole BZ, it should also extend to the topological invariant.

**S3.6 · Intra-band current and topology**

By solving for the time-dependent populations \( n_m \) of Eq. (S21) and via (1), we find that the intra-band current is

\[
J_{ra}^{(i)}(t) = \sum_{m} \int_{\mathbb{BZ}} d^2K v_{m}^{(i)}(K + A(t)) \ n_{m}(K, t),
\]

(S41)

with the \( m \)-th occupation, \( n_{m}(K, t) \), given by

\[
n_{m}(K, t) = (\text{e}^{-i\Omega(K, t)\cdot r_{1}})^{m} \sum_{j,k} \int_{t_{0}}^{t_{1}} dt' E^{(k)}(t') \ e^{i\phi_{cv}^{(j)}(k, t') - \phi_{cv}^{(j)}(k, t)} \ e^{-i\Omega(K, t')\cdot r_{1} - \text{E}(t')^{(j)}(t') - \text{E}(t'')^{(j)}(t'')} \ e^{i\phi_{cv}^{(j)}(k, t'')} \ e^{i\phi_{cv}^{(j)}(k, t')} + \text{c.c.}.
\]

(S42)

where the indices \( i, j, k \) stand for the \( x \) and \( y \) components, and \( S(K, t', t'') \) is the semiclassical action defined by formula (S25).

The electron (hole) is excited at time \( t' \) via the laser’s electric field and the dipole matrix element. At time \( t' \) the electron and hole are de-excited, again via the driving laser field as well as the dipole. Within this time period, from \( t' \) to \( t \), the electron and hole are accelerated in the conduction and valence bands by the driving laser field through the semi-classical velocity \( v_{m}(k) \). This process leads to the harmonic emission at time \( t \). As one can demonstrate, similarly to the inter-band current Eq. (S24), the intra-band contribution (S41) is also Bloch wavefunction gauge invariant.

Finally, our HHG spectrum is computed via the absolute square of the time-dependent Fourier transform (FT), of the inter-band \( J_{e}(t) \) and intra-band \( J_{a}(t) \) currents.

**S3.6.1 · Intra-band topology**

In the limit of a 2D material, such as a Chern insulator, the intra-band current of Eq. (1) along the perpendicular emission depends explicitly on the anomalous velocity:

\[
J_{ra}^{(y)}(t) = \sum_{m} \int_{\mathbb{BZ}} d^2K \left[ v_{x,m}^{(y)}(K, t) - E^{(x)}(t) \Omega_{x}(K, t) \right] \ n_{m}(K, t).
\]

(S43)

Considering the limit of a two-band model, with \( n_{v} + n_{c} = 1 \) for every \( K \), and in the particular case of a 2D material described by the HM, where the Berry curvature of the conduction band is the negative of the valence-band curvature, \( \Omega_{c} = -\Omega_{v} \), and taking into account the anomalous velocity component, one can prove that the intra-band current associated to the Berry curvature reads

\[
J_{ra, \text{Curva}}^{(y)}(t) = E^{(x)}(t) \int_{\mathbb{BZ}} d^2K \Omega_{x}^{(y)}(K, t) \left[ 1 - 2n_{c}(K, t) \right].
\]

(S44)

The first term is the integral of the Berry curvature over the BZ, i.e. the Chern number. The second leads as well to nonlinear effects directly associated or proportional to the topological invariant too. This term is given by \( 2E^{(x)}(t) \int_{\mathbb{BZ}} d^2K \Omega_{x}^{(y)}(K, t) n_{c}(K, t) \), also includes the nonlinear responses, since \( n_{c} \) scales quadratically with the time integral of the laser field at first order of approximation, according to Eq. (S21)-(S22).

**S4 · Controlling dipole discontinuities in topological phases**

It is desirable the phase in front of the eigenstates in Eq. (S5), together with the Berry connections and the dipole matrix elements that derive from it, to be continuous over the entire Brillouin zone (BZ). However, this is not always possible [34]. Indeed, this is one of the core distinctions between the topologically trivial and nontrivial phases: in the nontrivial phase, it is impossible to find a gauge that will work smoothly for all momenta in the BZ.

In the trivial phase, in contrast, globally-smooth gauges are possible – but they are not guaranteed [62], either, so that one must always be prepared to handle discontinuities and singularities in these quantities. Moreover, as the SBEs directly
incorporate these two quantities (see Eqs. (S21) and (S22)), the numerical calculations of the currents can inherit that artificial singularities, leading to unstable harmonic plateau or cut-off. Here we show an example of how this numerical instability arises, and the method we use to solve it. This method relies on the control of the localization of the dipole discontinuity in the BZ by choosing different gauges for different subsets (in the language of differential geometry, for different charts [63]) of the BZ.

Figures S1(a) and S1(b) show the real part of the $x$ component of the dipole matrix element, $d_x^{(1)}(k)$, of a trivial topological phase, taken in two different gauges: A, where $B_{kA} = (B_{2k}, B_{3k}, B_{1k})$, and B, where $B_{kB} = (B_{3k}, B_{1k}, B_{2k})$. As can be seen there, both gauges exhibit substantially different dipoles, but their corresponding harmonic emissions – shown in Fig. S1(c) – are absolutely the same, i.e. the emission is gauge invariant, as expected. This is a simple and obvious test, but a powerful mathematical property which will help us to avoid misleading interpretations of the HHG numerical outcomes from topological phases, where singularities are unavoidable. Figure S2 shows similar results for a topologically-nontrivial phase. Most prominently, in the dipole maps of Fig. S2(a) and S2(b), we notice pronounced discontinuities in the dipole, which are highlighted by the turquoise circles and shown in detail in the inset plots, and which appear in both gauges. Secondly, the HHG calculations for gauges A and B, shown in Fig. S2(c), show numerical noise around the plateau at which singularities are unavoidable. Figure S2 shows similar results for a topologically-nontrivial phase.
In order to validate our theoretical model and numerical variable-gauge methods, we investigate how the HHG emission cut-offs for the total, intra-band and inter-band contributions behave as a function of the laser field strengths, for both trivial and topological phases.
Figures S3(a,b) show the results for the total harmonic emission
\[ I_{\text{HHG}}(\omega) = \omega^2 \left[ |J_x(\omega)|^2 + |J_y(\omega)|^2 \right] \]
of the trivial and nontrivial topological phases. First, we see a clear linear cut-off in terms of the laser strength for the topological trivial case. This tendency is in very good agreement with the pioneering experimental observation of Ref. 17 and the theoretical confirmation by Vampa et al. in Refs. 21, 58. In the case of the topological phase, we observe a linear cut-off scaling as a function of the laser field strength, similar to the trivial one.

We also depict, in Figs. S3(c,d), the corresponding intra-band harmonic emissions for trivial and non trivial phases, via the group and anomalous velocity emissions. We find the intra-band for the topological emission seems to exhibit a much larger intensity yield than the trivial phase (though the coupling between the two also needs to be considered in more detail [23]). This is expected since the topology will show up clearly in the intra-band currents via the anomalous velocity, as demonstrated by the analytical considerations from Eqs. (S41-S44).

In contrast, Figs. S3(e,f) show that, for our excitation conditions, the inter-band contributions for the trivial and topological phases dominate around the plateau and cut-off in comparison to intra-band emissions. One therefore needs to carefully consider and analyze the inter-band mechanism for high nonlinear emission, i.e. \( \text{HO} > 5^{\text{th}} \), and not uniquely the intra-band mechanism. Figs. S4(a,b) show the relative asymmetry between the inter-band and intra-band currents for trivial and topological phases. The latter show clearly that the inter-band mechanism is largely dominant for the plateau and the cut-off of the HHG spectrum. This is an important observation since, for instance, retrieving the Berry curvature from a measurement scheme, will require the ability to distinguish between intra-band and inter-band emission mechanisms.

S6 - Harmonic emission in \( \alpha \)-quartz

In order to extract a better physical insight behind our theoretical validation via \( \alpha \)-quartz, we will show different calculations of inter- and intra-band currents. As explained in the above section, the HM allows us to break both IS and TRS [33]. Once IS is broken and TRS is protected, the topological invariant is zero, \( C = 0 \), but the Berry curvature is not.

For IS breaking, we choose a simplest set of HM parameters to reproduce the band-gap \( E_g \sim 9 \text{ eV} \) of SiO\(_2\) [26]. Fig. 2 of the main text shows this experimental and theoretical comparison. We have described two observations about this comparison in...
the main text: first, even and odd harmonics appear in the polarization integration measurement; and, secondly, even harmonics show smaller harmonic yields. Hence, we find a relatively good qualitative agreement for low-order harmonics between our model and the experiment by Luu & Wörner. That said, it is important to note that the calculations overestimate the intensity yield for the high-order harmonics (HOs) of the plateau.

That discrepancy between theory and experiment is related to the limitation of this toy model under the tight-binding approach, which will not recreate the whole experimental complexity for the following reasons: (i) the lattice crystal is not a monolayer (the crystal thickness is 20 \( \mu m \) [26]), (ii) the crystalline structure of the hexagonal 3D lattice of SiO\(_2\) is much more complex that our simplified 2D lattice, (iii) the possibility of higher conduction bands and lower valence bands playing a role is not considered in our approximations [64], (iv) the propagation effects in the 20 \( \mu m \)-thick crystal can play a fundamental role [65], and (v) finally, this is a simple proof-of-concept test, and not the ultimate potentiality of the HHG approach presented in the this paper. However, despite this discrepancy, we believe that physical insight can be extracted in terms of identifying dominant mechanisms for the harmonic emission – (intra-band) nonlinear Bloch oscillations of charge carriers [23], and (inter-band) electron-hole recombination processes [18], and their relative importance.

We now turn to the parallel and perpendicular components of the harmonic emission when driven by a linearly-polarized laser, with respect to the driver’s polarization, which we show in Fig. S5 broken out into the intra- and inter-band components. Firstly, our calculations show the same qualitative features of the experiments [25, 26]: odd and even harmonics are emitted along the parallel and perpendicular emission directions, respectively. Secondly, the inter-band current dominates over the intra-band one for both parallel and perpendicular configurations, at least for these excitation conditions, and with the usual caveats regarding the nontrivial coupling between the two components [23]. This implies that a recollision mechanism is likely to be at play in a system where the IS is broken. We also note that along the perpendicular emission HHG shows only even harmonics for the intra-band analysis exhibiting dominant behavior for largest harmonic orders (HOs). We believe that the appearance of even harmonics along the perpendicular direction is not only a matter of intra-band or Berry curvature effect: it is produced by the inter-band process: a combination of dipole phases, Berry curvature and Berry connection features, as our
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**Figure S4** | Inter-to-intra-band asymmetry emission for trivial (a) and topological (b) phases driven by a linearly-polarized laser pulse. Asymmetry of the inter-band and intra-band emission defined by \( I_{\text{ex-in}} = \frac{I_{\text{ex}}(\omega_{ex}) - I_{\text{in}}(\omega_{in})}{I_{\text{ex}}(\omega_{ex}) + I_{\text{in}}(\omega_{in})} \) calculated for the parameters and spectra shown in Fig. (S3).

![Figure S5](image)

**Figure S5** | Parallel (a) and perpendicular (b) harmonic emission from our \( \alpha \)-quartz toy model. Inter-band, intra-band and total (inter + intra) harmonic spectra are depicted in blue, red and green lines, respectively. The laser-field parameters used are similar to those in the experiment, i.e. laser wavelength \( \lambda_0 = 800 \text{ nm} \) giving a central frequency \( \omega_0 = 0.056 \text{ a.u.} = 1.53 \text{ eV} \), FWHM duration of 10 cycles under a Gaussian envelope, and peak intensity of \( I_0 = 3.2 \times 10^{12} \text{ W/cm}^2 \). Our driving laser is linearly polarized along the \( K' - \Gamma - K \) direction of the hexagonal crystalline direction in the BZ. In these calculations a dephasing time of \( T_2 = 220 \text{ a.u.} \) (5.3 fs) was used. We use a honeycomb lattice with lattice constant \( a_0 \sim 4.8 \text{ Å} \), NN hopping \( t_1 = 2.1 \text{ eV} \), NNN hopping amplitude \( t_2 = 0.36 \text{ eV} \) with magnetic flux \( \phi_0 = 0 \), and staggering potential \( M = 4.5 \text{ eV} \), with a band gap \( E_g \sim 9 \text{ eV} \).
saddle-point arguments for the inter-band mechanism and the numerical calculations here have suggested. The HHG emission is not only the product of a single effective intra-band contribution – both inter-band and intra-band mechanisms are present in the rich physics of this non-linear harmonic emission process.

**S7 · Dephasing time in the harmonic emission for topological phases**

We now study the role of the dephasing time $T_2$ on the circular dichroism (CD, see Eq. 3 in the main text) for the trivial and topological phases. Figures S6(a,b) show the HHG spectra as a function of $T_2$ for trivial and nontrivial topological phases, respectively. The emitted harmonic intensity is sensitive to the dephasing time, as shown also in literature for linearly polarized lasers [58]. Here we also observe sensitivity of the HHG emission yields with respect to $T_2$ for both trivial and topological phases. $T_2$ usually reduces the coherence of the occupations and therefore also the electron-hole recombination mechanisms, more strongly for long trajectories [58].

We believe the same effects take place in topological phases under this simple two-band approximation, which would lead to a potential dependence of the dichroism for the different harmonic orders. Additionally, we computed also HHG for the case $T_2 \to \infty$ (not shown, for simplicity), in which case the harmonic plateau becomes extremely noisy. The later makes impossible to extract any reliable physical quantity from the simulations. This can be also noticed in the numerical background noise of Fig. S6(b) as the dephasing time increases.

**Trivial Circular Dichroism:**

For the trivial phase, Figs. S6(c,e) show the dichroism as a function of $T_2$ for $3n+1$ (co-rotating HO) and $3n+2$ (contra-rotating HO) HOs, respectively; we find a strong dependence of the CD on the dephasing time for each individual order. Nevertheless, when averaging the CD for co-rotating orders over $T_2$, it remains negative, providing a systematic tendency around the plateau and, likely, the cut-off. In contrast, for the contra-rotating orders, CD oscillates between positive and negative values depending on lowest or highest region of the spectrum. We believe this behaviour is a natural consequence of the complex relationship

![HHG spectra and circular dichroism](image)

**Figure S6 | Role of the dephasing time in the high-harmonic emission and in its circular dichroism.** (a,b) HHG spectra for various dephasing times $T_2$, for trivial and topological phases, respectively, driven by a right-circularly polarized laser. (c-f) Circular dichroisms for $3n+1$ (co-rotating) and $3n+2$ (contra-rotating) harmonic orders ((c,d) and (e,f), resp.), for trivial (c,e) and topological (d,f) phases. The parameters for the material and the driving laser are the same as in Fig. S1 with a slightly altered peak field strength, $E_0 = 0.005$ a.u., and pulse duration, $N_c = 16$.  
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around +1, most noticeably when laser-matter Hamiltonian calculate the HHG using the minimum-coupling gauge or velocity gauge (VG) formalism described in Ref. [62] under the topological phases of matter, in this section we show its electromagnetic laser-field gauge invariant features. To this end, we S7.1 · harmonic orders; this is our main reason for focusing on the CD of the former in the main text.

In contrast, the co-rotating CD shown in Fig. S6(d) is much more robust against $T_2$ for the topological phase; exhibiting values around +1, most noticeably when $\text{HHG} > 4^{\text{th}}$. For contra-rotating orders (see Fig. S6(f)), the CD describes ‘similar features’ across the whole spectrum as in the trivial phase. In that sense the CD depends on the harmonic region, low, plateau or cut-off regions. These observations show that the CD is a more robust quantity for the co-rotating than for the contra-rotating harmonic orders; this is our main reason for focusing on the CD of the former in the main text.

S7.1 · Circular dichroism in the minimum-coupling gauge

In order to stress that the circular dichroism (CD) of the high nonlinear optical responses is an excellent quantity to distinguish topological phases of matter, in this section we show its electromagnetic laser-field gauge invariant features. To this end, we calculate the HHG using the minimum-coupling gauge or velocity gauge (VG) formalism described in Ref. [62] under the laser-matter Hamiltonian $H(t) = H_0 + \mathbf{p} \cdot \mathbf{A}(t) + A^2(t)/2$, where $\mathbf{p}$ is the quantum mechanic momentum operator. This VG (more precisely VG in the SBEs) picture is adapted to the topological Haldane model for the same conditions of Fig. (3a) and (3b) described in the main text (the electromagnetic length gauge (LG or more precisely LG in the SBEs) is used across the main text).

The results for trivial and topological phases are shown in Fig. (S7a) and (S7b). We find qualitatively good agreement between the harmonic responses produced by VG and LG (see Fig. 3 of the main text), as expected. This is simply understood in terms of two facts: (1) since the approximated Haldane Hamiltonian $H_0$ is by construction truncated to two bands, the Thomas-Reiche-Kuhn sum rule [66] is obviously broken – to guarantee fully quantitative agreement, either corrections or a large number of bands are required [66, 67], which by definition is impossible for Haldane model. Thus, these two-band VG and LG models are expected to agree at the qualitative level that is in perfect analogy to the gas phase, as shown by Pérez-Hernández et al. for S-Matrix approach of HHG [68]. (2) The dephasing time might play a different role in VG.

Note, however, we find that VG circular dichroisms for co-rotating harmonic orders are in very good agreement with those produced by the LG (see Fig. (3a) and (3b) of the main text), besides other characteristics such as the asymmetric pattern of the relative intensity weight between the co-rotating and contra-rotating orders; particularly, across the plateau of the spectrum, i.e. HOs $10^{\text{th}} - 22^{\text{th}}$. From Fig. (S7) clearly, the CD is negative for the trivial phase, while positive (CD $\approx +1$) for the topological phase across the $3n + 1$ HOs of the plateau.

To summarize, the latter observations about the circular dichroisms of the co-rotating orders are impressive evidences to support that this quantity is fully invariant under the electromagnetic gauge, hence, free of any mathematical or un-physical artifact for the conclusions presented in our paper. This adds then an extra argument to propose the CD of the HHG to distinguish topological phases of matters and transitions.

S8 · Quasi-classical trajectory analysis

Here, we apply saddle-point approximation (SPA) to extract better physical insight of the electron-hole emission within the two different topological phases of the HM, i.e. trivial and non-trivial topological materials. The energy of the emitted photon, Eq. (S37), and the displacement between the electron and hole trajectory, Eq. (S32), are reproduced here, as

$$\omega(k,t,t') = \varepsilon_g(k(t)) + \omega_e(k,t,t'),$$  (S45)

$$\Delta x_e(k,t,t') - \Delta x_e(k,t',t') = \int_t^{t'} \tilde{v}(k(t''),t'')dt''.$$  (S46)

Here $\tilde{v} = \tilde{v}_g + \tilde{v}_c + \tilde{v}_a$ is electron-hole velocity difference of the SPA inter-band current, $\tilde{v}_g = v_{gr,c} - v_{gr,v}$ the group velocity, which separates naturally into connection $\tilde{v}_c = (E \cdot \nabla_k) \left( \xi^{(i)}_a + \nabla_k \phi^{(i)}_a \right)$ and anomalous $\tilde{v}_a = v_{a,c} - v_{a,v}$ components (where
on the other hand, has a non-zero helicity—indicated by the dominance of one of the circular components over the other—and phase. We assume these are due to quantum mechanical effects described by complex-valued

we note that the HHG emission for the trivial phase driven by linearly-polarized fields is linearly polarized throughout the emission coming from around the intersection. The intersections of

as

where the terms

is the vector potential amplitude

compared to the size of the BZ, then the emission energy will be approximately determined by the excitation momentum,

occurs only when the momentum

changes sign, we depict in Fig. S9 the zeros of

which is small. For a linearly polarized electric field in the

direction, \( \tilde{v}_a \) is bounded by \( k_\alpha \pm 2 A_0 \), depending on when in time and in the BZ the electron-hole pair are created or annihilated. (Here \( A_0 \) is the vector potential amplitude \( A_0 = E_0/2c \)). We first note that a recombination saddle-point condition occurs only when the momentum \( \mathbf{k}(t''') \) covers a line within the BZ in which \( \tilde{v}(k) \) changes its sign. Secondly, if \( A_0 \) is small compared to the size of the BZ, then the emission energy will be approximately determined by the excitation momentum, as \( \omega \approx \omega(k_0) \). To determine when \( \tilde{v}(k) \) changes sign, we depict in Fig. S9 the zeros of \( \tilde{v}_x(k) \) and \( \tilde{v}_y(k) \), and identify their intersection. The intersections of \( x \)- and \( y \)-direction velocities are at the BZ points \( K', K, M, M' \) and \( \Gamma \). Hence, close to these intersections, one would expect that an electron-hole excited with \( k_0 \) will recombine. This is shown in Fig. S9 and also suggests, we should expect harmonics around 10, 15 and 30th associated with the points \( K, M \) and \( \Gamma \). In addition, we search all creation momenta \( k_0 \) and times \( t' \) for trajectories which satisfy SPA and compute the fraction of recombination trajectories with emission energy; this is depicted in Fig. S8. Here, we confirm the above approximation, with the bulk of the emission coming from around the K, M and \( \Gamma \) points. This is further confirmed, in this trivial phase, by Fig. S8(a,b) and by our numerical fully quantum-mechanical calculations of HHG shown in Figs. S8(c,d). However, the classical trajectories corresponding to real \( k_0 \) and times \( t' \) are thus not capable of producing the harmonic orders 20-30th for the trivial topological phase. We assume these are due to quantum mechanical effects described by complex-valued \( \tilde{v}_0 \) and \( t' \) saddle points, similar to the complex-trajectory effects that are known to have important roles in atomic strong-field phenomena [69]. Furthermore, we note that the HHG emission for the trivial phase driven by linearly-polarized fields is linearly polarized throughout the spectrum, at least for the \( \phi_0 = 0 \) case shown here. The emission by the linearly-driven topological phase shown in Fig. S8(d), on the other hand, has a non-zero helicity—indicated by the dominance of one of the circular components over the other—and this varies over the spectrum, as described in more detail by Silva et al. [43].

For the nontrivial phase, \( \tilde{v}_x \) and \( \tilde{v}_y \) are not small, and therefore the intersection of the zeros of \( \tilde{v}_x \) and \( \tilde{v}_y \) will have an explicit

\[
\mathbf{v}_{a,m}(\mathbf{k}) = -\mathbf{E}(t) \times \mathbf{\Omega}_m(\mathbf{k}) \quad \text{(the anomalous velocity)}
\]

one can identify as a "connection energy" (which also includes a contribution from the phase of the dipole moment, \( \phi_{ij}(\mathbf{r}) \), to keep it gauge-invariant). Both the emitted photon energy \( \omega \) and the electron-hole trajectory evolution \( \Delta x_m(t) \) depend on time through the evolution of the lattice momentum \( \mathbf{k}(t) \) and the electric field \( \mathbf{E}(t) \). We will first study the trivial phase, i.e. \( C = 0 \), where the terms \( \omega \), \( \mathbf{v}_a \) and \( \mathbf{v}_d \) have an explicit dependence on \( \mathbf{E}(t') \) which is small. For a linearly polarized electric field in the \( x \) direction, \( \tilde{v}_a \) is bounded by \( \tilde{v}_a \pm 2 A_0 \), depending on when in time and in the BZ the electron-hole pair are created or annihilated. (Here \( A_0 \) is the vector potential amplitude \( A_0 = E_0/2c \).) We first note that a recombination saddle-point condition occurs only when the momentum \( \mathbf{k}(t''') \) covers a line within the BZ in which \( \tilde{v}(k) \) changes its sign. Secondly, if \( A_0 \) is small compared to the size of the BZ, then the emission energy will be approximately determined by the excitation momentum, as \( \omega \approx \omega(k_0) \). To determine when \( \tilde{v}(k) \) changes sign, we depict in Fig. S9 the zeros of \( \tilde{v}_x(k) \) and \( \tilde{v}_y(k) \), and identify their intersection. The intersections of \( x \)- and \( y \)-direction velocities are at the BZ points \( K', K, M, M' \) and \( \Gamma \). Hence, close to these intersections, one would expect that an electron-hole excited with \( k_0 \) will recombine. This is shown in Fig. S9 and also suggests, we should expect harmonics around 10, 15 and 30th associated with the points \( K, M \) and \( \Gamma \). In addition, we search all creation momenta \( k_0 \) and times \( t' \) for trajectories which satisfy SPA and compute the fraction of recombination trajectories with emission energy; this is depicted in Fig. S8. Here, we confirm the above approximation, with the bulk of the emission coming from around the K, M and \( \Gamma \) points. This is further confirmed, in this trivial phase, by Fig. S8(a,b) and by our numerical fully quantum-mechanical calculations of HHG shown in Figs. S8(c,d). However, the classical trajectories corresponding to real \( k_0 \) and times \( t' \) are thus not capable of producing the harmonic orders 20-30th for the trivial topological phase. We assume these are due to quantum mechanical effects described by complex-valued \( \tilde{v}_0 \) and \( t' \) saddle points, similar to the complex-trajectory effects that are known to have important roles in atomic strong-field phenomena [69]. Furthermore, we note that the HHG emission for the trivial phase driven by linearly-polarized fields is linearly polarized throughout the spectrum, at least for the \( \phi_0 = 0 \) case shown here. The emission by the linearly-driven topological phase shown in Fig. S8(d), on the other hand, has a non-zero helicity—indicated by the dominance of one of the circular components over the other—and this varies over the spectrum, as described in more detail by Silva et al. [43].

For the nontrivial phase, \( \tilde{v}_x \) and \( \tilde{v}_y \) are not small, and therefore the intersection of the zeros of \( \tilde{v}_x \) and \( \tilde{v}_y \) will have an explicit
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Figure S9 | Trivial topological phase, $C = 0$. Here, in color-scale, we depict the recombination energy at $M_0/t_z = 2.54$, $\phi_0 = 0$ as a function of the crystal momentum $k$. We have also marked the zeros of the $x$ and $y$ components of the total velocity $\tilde{v}$ in red and black dots. White crosses denote the intersection between $x$ and $y$ velocity components. The points $K$, $K'$, $\Gamma$ and $M$ are marked with white crosses.

Figure S10 | Non-trivial topological phase, $C = +1$. We depict the recombination energy (harmonic order) for $M_0/t_z = 2.54$, $\phi = \pi/2$ and $E_x(t_0) = 0$ (left) and $E_x(t_{\text{max}}) = 0.003$ a.u.. We mark the zeros of the $x$ and $y$ components of $\tilde{v}$ in red and black dots. For $t_{\text{max}}$, the connection velocity $\tilde{v}_c$ depends on the dipole phase $\phi_c$, and dramatically modifies the intersections near the $K$ point. The modification of the velocity near the $\Gamma$ point is unphysical – it is a numerical artifact caused by the dipole magnitude going to zero (resulting in an undefined dipole phase).

dependence on $t'$. To adapt the above analysis for the non-trivial topological phase, i.e. Chern number $C = +1$, we show the zeros and intersections at two excitation times: $t'' = t' = t_{\text{max}}$ when $E_x(t_{\text{max}}) = E_0$, and $t'' = t' = t_0$ when $E_x(t_0) = 0$. Excitations for the latter case $E_x(t_0) = 0$ are less probable. First, we note that for the excitation time $t_0$, the band structure has dramatically changed (see Fig. S10) from the trivial case we examined above. The intersection at the $M$ point has shifted closer to the $K$ point and the intersection at the $M'$ point has split and shifted toward both of the $K$ points. We again have three sets of intersections around similar energy. Those bunched around the $K$, $K'$ and $\Gamma$ points. The most dramatic difference is that the energy around the $K'$ point has moved up to the 20th–30th harmonic and we thus expect to see closed trajectories with emission energies of this order, while we will not longer see them for the 15th–20th harmonics. Secondly, at the excitation time $t_{\text{max}}$ most intersections are unchanged from $t_0$, and thus we have similar expectations for the closed trajectories. The main difference is the intersection that was on the $K'$ point has split into two, and will thus be changing as time evolves. We can thus expect that the integrand changes sign for a greater range of $k_0$ and that these trajectories will be more complicated.