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**ABSTRACT**

We present the implementation of general-relativistic resistive magnetohydrodynamics solvers and three divergence-free handling approaches adopted in the \texttt{Gmunu} code. In particular, implicit-explicit Runge-Kutta schemes are used to deal with the stiff terms in the evolution equations for small resistivity. The three divergence-free handling methods are (i) hyperbolic divergence cleaning (also known as the generalised Lagrange multiplier); (ii) staggered-meshed constrained transport schemes and (iii) elliptic cleaning through a multigrid solver which is applicable in both cell-centred and face-centred (stagger grid) magnetic fields. The implementation has been tested with a number of numerical benchmarks from special-relativistic to general-relativistic cases. We demonstrate that our code can robustly recover from ideal magnetohydrodynamics limit to a highly resistive limit. We also illustrate the applications in modelling magnetised neutron stars, and compare how different divergence-free handling affects the evolution of the stars. Furthermore, we show that the preservation of the divergence-free condition of the magnetic field when using staggered-meshed constrained transport schemes can be significantly improved by applying elliptic cleaning.

1. INTRODUCTION

Accurate and realistic modelling of the dynamics of relativistic plasmas is extremely important for understanding high energy astrophysical phenomena. Examples of these relativistic astrophysical systems are pulsars, magnetars, gamma-ray bursts and active galactic nuclei. Typically, since the Ohmic diffusion timescale of the magnetised plasma in most of the astrophysical scenarios is much longer then the characteristic dynamical timescale the large-scale dynamics of these plasmas can be well described by neglecting the dissipative processes, namely, in the ideal magnetohydrodynamics (MHD) limit. Progress on the development of robust and accurate numerical codes for solving ideal relativistic MHD systems have been achieved over the last decade, e.g., Komissarov (1999); Balsara (2001); Del Zanna & Bucciantini (2002); Gammie et al. (2003); Mignone & Bodo (2006); Giacomazzo & Rezzolla (2006); Del Zanna et al. (2007); Mignone et al. (2009); Porth et al. (2017); Olivares et al. (2019); Ripperda et al. (2019); Liska et al. (2019); Mewes et al. (2020); Cipolletta et al. (2020). In addition, these relativistic MHD codes have been successfully applied in studies of gamma-ray bursts and relativistic jets McKinney & Blandford (2009); Mimica et al. (2009); Mignone et al. (2010); Mizuno et al. (2015); Bodo et al. (2016); Rossi et al. (2017); Bromberg et al. (2018); Nathanail et al. (2019), accretion flows McKinney et al. (2012); Mukherjee et al. (2013); Mizuno et al. (2018) and magnetised relativistic stars Sur et al. (2021); Zink et al. (2007); Lasky et al. (2012); Lasky & Melatos (2013).

Although the ideal MHD approximation has been extensively used to model astrophysical systems, going beyond this approach is required for more accurate and realistic modelling of plasmas. In particular, assuming vanishing electrical resistivity prevents some important physical processes such as dissipation and magnetic reconnection. Magnetic reconnection can change the magnetic field's topology, and convert magnetic energy into other forms of energy such as heat and kinetic energy. These processes, although usually occurring at very small length-scales, could significantly affect the large scale dynamics of the plasmas.
One natural approach to overcome these limitations is to consider the resistive MHD framework. In this framework, the full Maxwell and hydrodynamic equations are solved. The coupling between electromagnetic fields and fluid are determined by the electric current, typically provided by Ohm’s law. A suitable choice of current enables us to describe physical dissipation and reconnection at different region by resolving plasmas at both the ideal MHD limit (the resistivity $\eta \to 0$) and the finite resistive regime.

Numerically solving resistive MHD is more challenging than ideal MHD due to the appearance of the relaxation term. Unlike in the ideal MHD approximation, where the electric field $E^i$ is purely dependent variable (i.e., $E^i = -\epsilon^{ijk}v_jB_k$), the electric field $E^i$ is an independent variable in resistive MHD framework. When the resistivity is realistically small but finite, the dynamical time-scales of the electric field is much shorter than the MHD evolution, resulting in a stiff relaxation term in Ampere’s law. Applying explicit time integration would be inefficient due to the extremely strict constraints on the time steps due to the stiff relaxation terms. Implicit-explicit (IMEX) Runge-Kutta schemes (see, e.g., Pareschi & Russo (2005)) offer an effective approach to overcome this problem. These schemes have been applied and tested in several codes Palenzuela et al. (2018); Mignone et al. (2019); Ripperda et al. (2013); Qian et al. (2017); Miranda-Aranguren (2009); Bucciantini & Del Zanna (2013); Dionysopoulou et al. (2013; Qian et al. (2017); Miranda-Aranguren et al. (2018); Mignone et al. (2019); Ripperda et al. (2019).

In this work, we extend $\text{Imunu}$ by implementing the IMEX based general relativistic resistive MHD framework. In addition to elliptical divergence cleaning for magnetic field, which removes the magnetic monopoles by solving Poisson’s equation, established in our previous work Cheong et al. (2021), we included two more approaches to handle the solenoidal condition, namely, (i) hyperbolic divergence cleaning through a generalised Lagrange multiplier (GLM) (see a Newtonian example in Dedner et al. (2002)); (ii) constrained transport (CT) scheme which updates the magnetic fields while controlling the divergence-free constraint to numerical round-off accuracy Evans & Hawley (1988). Finally, our code is validated through some benchmarking tests.

The paper is organised as follows. In section 2 we outline the formalism we used in this work, including the details of the numerical settings, and the methodology, and implementation of our resistive magnetohydrodynamics solver. The implementation of three divergence-free handling approaches are presented in section 3. The code tests and results are presented in section 5. This paper ends with a discussion in section 6.

Unless explicitly stated, we work in geometrized Heaviside-Lorentz units, for which the speed of light $c$, gravitational constant $G$, solar mass $M_\odot$, vacuum permittivity $\epsilon_0$ and vacuum permeability $\mu_0$ are all equal to one ($c = G = M_\odot = \epsilon_0 = \mu_0 = 1$). Greek indices, running from 0 to 3, are used for 4-quantities while the Roman indices, running from 1 to 3, are used for 3-quantities.

2. FORMULATION AND NUMERICAL METHODS

2.1. Resistive GRMHD in the reference-metric formalism

We use the standard Arnowitt-Deser-Misner (ADM) 3+1 formalism Gourgoulhon (2007); Alcubierre (2008). The metric can be written as

$$ds^2 = g_{\mu\nu}dx^\mu dx^\nu = -\alpha^2 dt^2 + \gamma_{ij}(dx^i + \beta^i dt)(dx^j + \beta^j dt)$$

(1)

where $\alpha$ is the lapse function, $\beta^i$ is the spacelike shift vector and $\gamma_{ij}$ is the spatial metric. We adopt a conformal decomposition of the spatial metric $\gamma_{ij}$ with the conformal factor $\psi$:

$$\gamma_{ij} = \psi^4 \tilde{\gamma}_{ij},$$

(2)

where $\tilde{\gamma}_{ij}$ is the conformally related metric.

The evolution equations for matter are derived from the local conservation of the rest-mass and energy-momentum, and the Maxwell equations:

$$\nabla_\mu (\rho u^\mu) = 0,$$

(3)

$$\nabla_\mu T^\mu_\nu = 0,$$

(4)

$$\nabla_\mu F^{\mu\nu} = -J^\nu,$$

(5)

$$\nabla_\mu * F^{\mu\nu} = 0,$$

(6)

where $\rho$ is the rest-mass density of the fluid, $u^\mu$ is the fluid four-velocity, $F^{\mu\nu}$ is the Maxwell tensor, $* F^{\mu\nu}$ is the Faraday tensor. $T^{\mu\nu}$ is the total energy-momentum tensor, which is the sum of the energy-momentum tensor of fluid and electromagnetic field:

$$T^{\mu\nu} = T^{\mu\nu}_{\text{fluid}} + T^{\mu\nu}_{EM}.$$  

(7)

Here, the energy-momentum tensor of fluid is

$$T^{\mu\nu}_{\text{fluid}} = \rho h u^\mu u^\nu + pg^{\mu\nu},$$

(8)

where $h \equiv 1 + e + p/\rho$ is the specific enthalpy, $p$ is pressure and $e$ is the specific energy, while the energy-momentum tensor of the electric and magnetic field $T_{EM}$ is

$$T_{EM}^{\mu\nu} = F^{\mu\alpha} F_\alpha^\nu - \frac{1}{4} g^{\mu\nu} F_{\alpha\beta} F^{\alpha\beta}.$$  

(9)
The electric and magnetic fields are defined as:

\[ E^{\mu} := F^{\mu\nu}n_{\nu}, \quad B^{\mu} := * F^{\mu\nu}n_{\nu}, \quad (10) \]

where \( n^{\mu} \) is the 4-velocities of an Eulerian observer. Note that both electric and magnetic field are purely spatial, i.e., \( E^{\mu}n_{\mu} = 0 \) and \( B^{\mu}n_{\mu} = 0 \). It is useful to introduce the electric and magnetic field in fluid-frame (comoving-frame)

\[ e^{\mu} := F^{\mu\nu}u_{\nu} = Wn^{\mu} (E^{i}v_{i}) + W (E^{\mu} + e^{\mu\nu}\lambda v_{\nu})B_{\lambda}, \quad (11) \]
\[ b^{\mu} := * F^{\mu\nu}u_{\nu} = Wn^{\mu} (B^{i}v_{i}) + W (B^{\mu} - e^{\mu\nu}\lambda v_{\nu})E_{\lambda}, \quad (12) \]

the energy-momentum tensor \( T_{EM}^{\mu\nu} \) can then be written as

\[ T_{EM}^{\mu\nu} = (b^{2} + e^{2}) \left( u^{\mu}u^{\nu} + \frac{1}{2}g^{\mu\nu} \right) - b^{\mu}b^{\nu} - e^{\mu}e^{\nu} - \alpha u_{\lambda}e_{\beta}b_{\kappa} (w^{\mu}e^{\nu\lambda\beta\kappa} + w^{\nu}e^{\mu\lambda\beta\kappa}), \quad (13) \]

where \( e^{2} := e^{\mu}e_{\mu} \) and \( b^{2} := b^{\mu}b_{\mu} \).

Under 3 + 1 decomposition, the electric 4-current \( J^{\mu} \) can be expressed as

\[ J^{\mu} = n^{\mu}q + J^{\mu}, \quad (14) \]

where \( \rho_{e} = -J^{\mu}n_{\mu} \) is the charge density, \( J^{\mu} \) is the purely spatial (i.e., \( J^{\mu}n_{\mu} = 0 \)) current density observed by an Eulerian observer moving with 4-velocities \( n^{\mu} \).

As in Cheong et al. (2021), under the reference-metric formalism, the evolution equations can be expressed as:

\[ \partial_{t}q + \frac{1}{\sqrt{\gamma}} \partial_{j} \left[ \sqrt{\gamma} f^{j} \right] = s + s_{\text{geom}}, \quad (15) \]

where \( s_{\text{geom}} \) are so-called geometrical source terms which contain the 3-Christoffel symbols \( \tilde{\Gamma}^{i}_{jk} \) associated with the reference metric \( \tilde{\gamma}_{ij} \), and

\[ q = \begin{bmatrix} q_{D} \\ q_{S_{j}} \end{bmatrix}, \quad f^{i} = \begin{bmatrix} (f_{D})^{i} \\ (f_{S_{j}})^{i} \end{bmatrix}, \quad s = \begin{bmatrix} s_{D} \\ s_{S_{j}} \end{bmatrix}, \quad (16) \]

Here, \( q \) are the conserved quantities:

\[ q_{D} := \psi^{6} \sqrt{\gamma/\tilde{\gamma}} D = \psi^{6} \sqrt{\gamma/\tilde{\gamma}} \left[ \rho W \right], \quad (17) \]
\[ q_{S_{j}} := \psi^{6} \sqrt{\gamma/\tilde{\gamma}} S_{j} = \psi^{6} \sqrt{\gamma/\tilde{\gamma}} \left[ \rho h W^{2} v_{j} + \sqrt{\gamma} \eta_{ijk} E^{k} B^{j} \right], \quad (18) \]
\[ q_{\tau} := \psi^{6} \sqrt{\gamma/\tilde{\gamma}} \tau = \psi^{6} \sqrt{\gamma/\tilde{\gamma}} \left[ \rho h W^{2} - p + \frac{1}{2} \left( E^{2} + B^{2} \right) - D \right], \quad (19) \]
\[ q_{B^{j}} := \psi^{6} \sqrt{\gamma/\tilde{\gamma}} B^{j}, \quad (20) \]
\[ q_{E^{i}} := \psi^{6} \sqrt{\gamma/\tilde{\gamma}} E^{i}, \quad (21) \]

where \( \eta^{jik} = \eta_{ijk} \) is the 3-dimensional Levi-Civita symbol. The corresponding fluxes \( f^{i} \) are given by:

\[ (f_{D})^{i} := \psi^{6} \sqrt{\gamma/\tilde{\gamma}} \left[ D \tilde{v}^{i} \right], \quad (22) \]
\[ (f_{S_{j}})^{i} := \psi^{6} \sqrt{\gamma/\tilde{\gamma}} \left[ -S_{j} \tilde{\beta}^{i} + \alpha S_{j}^{i} \right] = \psi^{6} \sqrt{\gamma/\tilde{\gamma}} \left[ -S_{j} \tilde{\beta}^{i} + \alpha \left( p + \frac{1}{2} \left( E^{2} + B^{2} \right) \right) \delta_{j}^{i} + \rho h W^{2} v_{j} - E^{i} E_{j} - B^{i} B_{j} \right], \quad (23) \]
\[ (f_{\tau})^{i} := \psi^{6} \sqrt{\gamma/\tilde{\gamma}} \left[ -\tilde{\tau} \beta^{i} + \alpha \left( S_{i} - v^{i} D \right) \right], \quad (24) \]
\[ (f_{B^{j}})^{i} := \psi^{6} \sqrt{\gamma/\tilde{\gamma}} \left( \tilde{\epsilon}^{ijk} \tilde{B}_{k} \right) = \psi^{6} \sqrt{\gamma/\tilde{\gamma}} \left[ \beta^{j} B^{i} - (\eta^{ijk} \alpha E_{k}) \right], \quad (25) \]
\[ (f_{E^{i}})^{i} := \psi^{6} \sqrt{\gamma/\tilde{\gamma}} \left[ -\tilde{\epsilon}^{ijk} \tilde{E}_{k} \right] = \psi^{6} \sqrt{\gamma/\tilde{\gamma}} \left[ \beta^{i} E^{j} - \beta^{j} E^{i} + \frac{1}{\sqrt{\gamma}} \eta^{ijk} \alpha B_{k} \right], \quad (26) \]

where we have defined

\[ \tilde{E}_{i} := \alpha E_{i} + \epsilon_{ijk} \beta^{j} B^{k}, \quad (27) \]
\[ \tilde{B}_{i} := \alpha B_{i} - \epsilon_{ijk} \beta^{j} E^{k}, \quad (28) \]

and \( \tilde{\epsilon}^{ijk} \) is the spacial Levi-Civita pseudo-tensor, which can be expressed with the 3-dimensional Levi-Civita symbol \( \eta^{ijk} \) by

\[ \epsilon^{ijk} = \frac{1}{\sqrt{\gamma}} \eta^{ijk}, \quad \epsilon_{ijk} = \sqrt{\gamma} \eta_{ijk}. \quad (29) \]
Finally, the corresponding source terms \( s \) are given by:

\[ s_D = 0, \]

\[
s_{S_i} = \alpha \psi^6 \sqrt{\gamma/\gamma} \left\{ -T^{00} \partial_i \alpha + T^0_i \nabla_i \beta^k + \frac{1}{2} \left( T^{00} \beta_i \beta^k + 2T^{0j} \beta^k + T^{jk} \nabla_j \gamma \right) \nabla_i \gamma \right\}, \tag{31}
\]

\[
s_r = \alpha \psi^6 \sqrt{\gamma/\gamma} \left\{ T^{00} \left( K_{ij} \beta^i \beta^j - \beta^k \partial_k \alpha \right) + T^{0j} \left( 2K_{jk} \beta^k - \partial_j \alpha \right) + T^{ij} K_{ij} \right\}, \tag{32}
\]

\[
s_{B^i} = 0, \tag{33}
\]

\[
s_{E^i} = \psi^6 \sqrt{\gamma/\gamma} \left\{ \rho_e \beta^i - \alpha J^i \right\}, \tag{34}
\]

where \( K_{ij} \) is the extrinsic curvature, \( \rho_e \) is the electric charge density, \( J^i \) is the 3-current.

In addition to the evolution equations, the Maxwell equations (5) and (6) give two constrain equations, namely, Gauss’s law and the solenoidal constraint equation

\[
\nabla_\mu q_{E^\mu} = \frac{1}{\sqrt{\gamma}} \partial_i \left( \sqrt{\gamma} q_{E^i} \right) = \psi^6 \sqrt{\gamma/\gamma} \rho_e, \tag{35}
\]

\[
\nabla_\mu q_{B^\mu} = \frac{1}{\sqrt{\gamma}} \partial_i \left( \sqrt{\gamma} q_{B^i} \right) = 0. \tag{36}
\]

Note that, to completely close Maxwell’s equations, we need to determine the electric charge density \( \rho_e \) and the 3-current \( J^i \) which describes the coupling between the electromagnetic fields and the fluid. In practice, the charge density \( \rho_e \) is determined by solving the continuity equation of the charge (i.e., \( \nabla_\mu J^\mu = 0 \)) or by Gauss’s law (35). In the current implementation, we use the later approach, namely, substituting equation (35) into the source term of the Ampère’s law (equation (34)). On the other hand, the 3-current \( J^i \) is determined by Ohm’s law, which is discussed in section 2.2.

2.2. Generalised covariant Ohm’s law

Usually, Ohm’s law for isotropic resistive general-relativistic magneto-hydrodynamics can be expressed as a linear relation between the comoving electric field \( \epsilon^\mu \) and current density \( J^\mu \)

\[
\epsilon^\mu = \eta j^\mu, \tag{37}
\]

where \( \eta \) the electrical resistivity. It is also useful to define the electrical conductivity of the medium \( \sigma_e \) as the inverse of the resistivity, i.e., \( \sigma_e := \eta^{-1} \). For an ideal plasma with infinite conductivity \( \eta = 0 \), the comoving electric field vanishes (i.e., \( \epsilon^\mu = 0 \)) which is the ideal general-relativistic magneto-hydrodynamics. Additionally, a mean-field \( \alpha \)-dynamo effect can be included by generalizing this Ohm’s law by Bucciantini & Del Zanna (2013)

\[
\epsilon^\mu = \xi b^\mu + \eta j^\mu, \tag{38}
\]

where \( \xi \) is the \( \alpha \)-dynamo parameter, here we follow the notation in Bucciantini & Del Zanna (2013) to avoid the conflict with the lapse function \( \alpha \). Ohm’s law (38) can be written in 3+1 form as

\[
J^i = \rho_e v^i + \frac{W}{\eta} \left\{ E^i + \epsilon^{ijk} v_j B_k - (E^j v_j) v^i \right\} - \xi \left[ B^i - \epsilon^{ijk} v_j E_k - (B^j v_j) v^i \right]. \tag{39}
\]

Ampère’s law for the electric field evolution can now be closed by substituting Ohm’s law (39) into the source term of it (equation (34)).

2.3. Time stepping: Implicit-explicit Runge-Kutta schemes

The relativistic resistive magnetohydrodynamics system is a stiff system, i.e., hyperbolic systems with relaxation terms. In particular, the source term of the modified Ampère’s law mentioned here becomes stiff when the conductivity \( \sigma_e \) is very large yet finite (or when the resistivity \( \eta \) is very small but finite, see equation 39 in section 2.2). If an explicit time integration method is applied (which is widely used in ideal general relativistic magnetohydrodynamics), the time-steps would be extremely small because it scales with the resistivity, thus it requires high computational costs. One possible method to tackle this is to solve the stiff part implicitly without further limiting the time-step sizes. The implicit-explicit Runge-Kutta (IMEX) methods, which are shown to be effective and robust for relativistic systems with stiff terms contained, will be outlined below by following Pareschi & Russo (2005).

Consider a stiff system with the form

\[
\partial_t Q = \mathcal{L}(Q) + \frac{1}{\epsilon} \mathcal{R}(Q), \tag{40}
\]

where \( \mathcal{L}(Q) \) is representing the non-stiff part of the conservation equations, including the advection terms and the non-stiff source terms, while \( \mathcal{R}(Q)/\epsilon \) is the stiff term with a relaxation parameter \( \epsilon \). An IMEX Runge-Kutta
scheme can be expressed as

\[
\langle \dot{q} \rangle^{(i)} = \langle q \rangle^n - \Delta t \sum_{j=0}^{i-1} \tilde{a}_{ij} \mathcal{L} \left( \langle q \rangle^{(j)} \right) + \Delta t \sum_{j=0}^{N_{\text{IMEX}}} \tilde{a}_{ij} \frac{1}{\epsilon} \mathcal{R} \left( \langle q \rangle^{(j)} \right),
\]

(41)

\[
\langle q \rangle^{n+1} = \langle q \rangle^n - \Delta t \sum_{j=0}^{N_{\text{IMEX}}} \tilde{w}_{ij} \mathcal{L} \left( \langle q \rangle^{(i)} \right) + \Delta t \sum_{j=0}^{N_{\text{IMEX}}} \tilde{w}_{ij} \frac{1}{\epsilon} \mathcal{R} \left( \langle q \rangle^{(i)} \right),
\]

(42)

with matrices \( \tilde{A} = (\tilde{a}_{ij}) \) where \( \tilde{a}_{ij} = 0 \) for \( j \leq i \) and \( A = (a_{ij}) \) are \( N_{\text{IMEX}} \times N_{\text{IMEX}} \) matrices such that the whole scheme is explicit in \( \mathcal{L} \) and implicit in \( \mathcal{R} \). In addition, \( \tilde{w}_i \) and \( w_i \) are some constant coefficients. Alternatively, the IMEX Runge-Kutta schemes can be represented in terms of Butcher notation,

\[
\begin{array}{c|c}
\text{Explicit} & \text{Implicit} \\
\hline
\tilde{c}_i & c_i \\
\tilde{a}_{ij} & a_{ij} \\
\end{array}
\]

where \( w_i^T \) denote the transposition of \( w_i \); \( \tilde{c}_i := \sum_{j=1}^{i-1} \tilde{a}_{ij} \) and \( c_i := \sum_{j=1}^{i-1} a_{ij} \), which are not used in the actual implementation. Obviously, the matrices \( \tilde{A} \) and \( A \) (and so as \( \tilde{c}_i \) and \( c_i \) ) together with \( \tilde{w}_i \) and \( w_i \) need to be chosen to satisfy the order conditions.

The explicit part of the IMEX Runge-Kutta schemes can be constructed to be strongly stability preserving (SSP). We shall use the notation SSP\( k (s, \sigma, p) \) to denote different schemes, where \( k \) represent the order of the SSP scheme, \( s \) denote the number of stages of the implicit scheme, \( \sigma \) denotes the stages of the explicit scheme and finally \( p \) denote the order of the IMEX scheme. For example, tables 1 show the IMEX-SSP2(2,2,2) scheme Pareschi & Russo (2005).

![Table 1. Tableau for the IMEX-SSP2(2,2,2) L-Stable Scheme Pareschi & Russo (2005).](image)

| Explicit | Implicit |
|----------|----------|
| 0 1/2 1/2 | 0 1/2 1/2 |
| 0 1/2 1/2 | γ (1 - γ) 1/2 |
| 1 0 1 | 0 1 - 2γ 1/2 |
| γ 0 | γ (1 - γ) 1/2 |

where \( γ = 1 - 1/\sqrt{2} \).
here, six newly defined coefficients are

\[ A_0(W) = W + \tilde{\eta} + \xi^2 \frac{W^2 - 1}{W + \tilde{\eta}}, \]

\[ A_1(W) = \frac{\tilde{\eta}}{1 + \tilde{\eta}W} + \xi^2 \tilde{\eta}W (W + \tilde{\eta}) (1 + W\tilde{\eta}), \]

\[ A_2(W) = -\xi \frac{\tilde{\eta}}{W + \tilde{\eta}}, \]

\[ A_3(W) = \frac{\xi \tilde{\eta}W}{1 + \tilde{\eta}W}, \]

\[ A_4(W) = \frac{1 - \tilde{\eta}^2 + \xi^2}{(W + \tilde{\eta}) (1 + W\tilde{\eta})}, \]

\[ A_5(W) = -1 - \xi^2 \frac{W}{W + \tilde{\eta}}, \]

and their corresponding derivatives are

\[ \dot{A}_0(W) = 1 + \xi^2 \frac{1 + W^2 + 2W\tilde{\eta}}{(W + \tilde{\eta})^2}, \]

\[ \dot{A}_1(W) = -\frac{\tilde{\eta}^2}{(1 + \tilde{\eta}W)} - \xi^2 \frac{\tilde{\eta}^2 (W^2 - 1)}{(W + \tilde{\eta})^2}, \]

\[ \dot{A}_2(W) = \frac{\xi \tilde{\eta}}{(W + \tilde{\eta})^2}, \]

\[ \dot{A}_3(W) = \frac{\xi \tilde{\eta}^2 - 1}{(W + \tilde{\eta})^2}, \]

\[ \dot{A}_4(W) = -\xi \frac{(1 - \tilde{\eta}^2 + \xi^2)(1 + \tilde{\eta}^2 + 2W\tilde{\eta})}{(W + \tilde{\eta})^2}, \]

\[ \dot{A}_5(W) = -\xi^2 \frac{\tilde{\eta}}{(W + \tilde{\eta})^2}. \]

The normalised velocity \( \tilde{u}_i \) can be obtained by solving

\[ f_i(\tilde{u}_i) = \tilde{w}\gamma_{ij}\tilde{u}_j - (S_i - \epsilon_{ilm}E^i B^m), \]

where the electric field \( E^i \) is obtained by evaluating equation (46). The modified enthalpy \( \tilde{w} \) is

\[ \tilde{w} := \rho \tilde{w}W = \frac{W(\tau + D - U_{EM}) - D/\Gamma_1}{W^2 - 1/\Gamma_1}, \]

and

\[ U_{EM} \text{ is the energy density of the electromagnetic fields } U_{EM} := \frac{1}{2} (E^2 + B^2). \] The Jacobian of \( f_i(\tilde{u}_i) \) can be evaluated analytically as

\[ J_{ij} = \frac{\partial f_i}{\partial \tilde{u}_j} = \tilde{w}\gamma_{ij} + \tilde{u}_i \frac{\partial \tilde{w}}{\partial \tilde{u}_j} + \epsilon_{ilm} \frac{\partial E^i}{\partial \tilde{u}_j} B^m, \]

where, with the fact that \( \partial W/\partial \tilde{u}_j = \tilde{u}_j/W \), one can write

\[ \frac{\partial \tilde{w}}{\partial \tilde{u}_j} = \frac{(\tau + D - U_{EM}) \tilde{u}_j/W - 2\tilde{w}\tilde{u}_j - W \frac{\partial E^i}{\partial \tilde{w}}}{W^2 - 1/\Gamma_1}. \]

and

\[ A_0W \frac{\partial E^i}{\partial \tilde{u}_j} = -\dot{A}_0E^i u_j + A_1W u_i E^j + \dot{A}_3B^i u_j + A_4W u_i B_j + E_k u^k \]

\[ + \epsilon_{ilm} \left( \dot{A}_2W \gamma_{ij} + \dot{A}_2 u_i u_j \right) E^m \]

\[ + \epsilon_{ilm} \left( \dot{A}_4W \gamma_{ij} + \dot{A}_4 u_i u_j \right) (B_k u^k) \]

\[ + \epsilon_{ilm} \left( \dot{A}_5W \gamma_{ij} + \dot{A}_5 u_i u_j \right) B_m. \]

The 3D system on \( \tilde{u}_i \) (equation (59)) can be solved by multi-dimensional Newton-Raphson method. For instance, at any iteration \( (k) \), the normalised velocity \( \tilde{u}_i^{(k+1)} \) can be obtained by

\[ \tilde{u}_i^{(k+1)} = \tilde{u}_i^{(k)} - \left[ f_{ij}^{(k)} \right]^{-1} f_{i}^{(k)}, \]

and repeat the iterations until the desired tolerance is reached. Note that Newton-Raphson method occasionally fail to converge if the initial guess is too far away from a root. To increase its robustness, by following Press et al. (1996), the globally convergent multi-dimensional Newton method is implemented in gmunu.

2.5. Characteristic speed

The characteristic velocities can be expressed by the following form

\[ \lambda^i = \alpha \lambda^i - \beta^i, \]

with the characteristic velocity in the \( i \)-th direction in the locally flat frame \( \alpha \to 1, \beta^i \to 0 \) Anile (1990); Del Zanna et al. (2007). For simplicity, we assume that the fastest waves locally propagate with speed of light, thus the characteristic to be in the limit of maximum diffusivity Del Zanna et al. (2007); Bucciantini & Del Zanna (2013),

\[ \lambda^i = \pm \sqrt{\gamma^i}. \]

2.6. Conserved to primitive variables conversion

If the electric field \( E^i \) and the magnetic field \( B^i \) are given, the conserved variables \( q \) can then be transformed into primitive variables \( (\rho, Wv^i, p) \) with the same method for GRHD described in Cheong et al. (2020, 2021) by removing the electromagnetic part.

3. DIVERGENCE-FREE HANDLING FOR MAGNETIC FIELDS

The time-component of equation (6) implies that the divergence of the magnetic field is zero, namely, the
soloidal constraint (36):

\[ \nabla \cdot \hat{B} := \frac{1}{\sqrt{\gamma}} \partial_i (\sqrt{\gamma} B^i) = 0 \]

(36)

\[ \Rightarrow \hat{\nabla} q_{B^i} = \frac{1}{\sqrt{\gamma}} \partial_i (\sqrt{\gamma} q_{B^i}) = 0. \]

In practice, this condition is not held if we evolve the induction equation directly without any treatment due to the accumulating numerical error. As a result, the non-vanishing monopoles are introduced and thus return non-physical results. Various treatments are introduced to enforce this constraint in (general-relativistic) magnetohydrodynamics calculations. Currently, three approaches are implemented, namely, (i) hyperbolic divergence cleaning (also known as generalised Lagrange multiplier (GLM)); (ii) (upwind) constrained transport schemes; and (iii) elliptic cleaning on cell-centred or face-centred meshes.

3.1. Generalised Lagrange multiplier

The generalised Lagrange multiplier (GLM) method, also known as hyperbolic divergence cleaning, is widely used in the community, e.g. Dedner et al. (2002); Penalzuela et al. (2009); Dionysopoulou et al. (2013); Shibata et al. (2021). This method can also be applied to preserve charge conservation during the numerical evolution of electric fields \( E^i \), which is also included in this work, will be discussed here. In GLM method, the Maxwell and Faraday tensors are extended by scalar fields \( \Psi \) and \( \Phi \) to control the \( \nabla \cdot \hat{B} = 0 \) and charge conservation. Maxwell equations (5) and (6) can then be extended as

\[ \nabla \nu (\mathcal{F}^{\mu
u} - \Psi g^{\mu\nu}) = \mathcal{J}^{\mu} - \kappa_E n^{\mu} \Psi, \]

\[ \nabla \nu (\mathcal{F}^{\mu
u} - \Phi g^{\mu\nu}) = -\kappa_B n^{\mu} \Phi, \]

where \( \kappa_E \) and \( \kappa_B \) are parameters. Equations (67) and (68) reduces to usual Maxwell equations if \( \Psi = 0 = \Phi \). The scalar fields \( \Psi \) and \( \Phi \) are being damped exponentially if \( \kappa > 0 \). In other words, the standard Maxwell equations are reduced from the augmented Maxwell equations (67) and (68) over a timescale \( \sim 1/\kappa_E \) and \( \sim 1/\kappa_B \).

To solve the augmented Maxwell equation, we need to include the evolution of the newly introduced scalar field \( \Phi \). This can be obtained by projecting equation (67) and (68) to \(-n_{\mu}\):

\[ \frac{1}{\alpha \sqrt{\gamma}} \left\{ \partial_i (\sqrt{\gamma} \Psi) - \partial_i \left( \sqrt{\gamma} (\alpha E^i - \Psi \beta^i) \right) \right\} \]

\[ = -\kappa_E \Psi E^i \partial_i \alpha/\alpha + \Psi \gamma^{ij} K_{ij} + \rho_e, \]

\[ \frac{1}{\alpha \sqrt{\gamma}} \left\{ \partial_i (\sqrt{\gamma} \Phi) - \partial_i \left( \sqrt{\gamma} (\alpha B^i - \Phi \beta^i) \right) \right\} \]

\[ = -\kappa_B \Phi B^i \partial_i \alpha/\alpha + \Phi \gamma^{ij} K_{ij}, \]

To be adopted in the reference metric form, we define:

\[ q_{\Psi} := \psi^6 \sqrt{\gamma} \Psi, \]

\[ (f_{\Psi})^i := \psi^6 \sqrt{\gamma} \gamma (\alpha E^i - \Psi \beta^i) = \alpha q_{E^i} - q_{\Psi} \beta^i, \]

\[ s_{\Psi} := \psi^6 \sqrt{\gamma} \gamma \left[ \alpha \rho_e + \alpha \Psi \left( \gamma^{ij} K_{ij} - \kappa_E E^i \partial_i \alpha \right) \right], \]

and

\[ q_{\Phi} := \psi^6 \sqrt{\gamma} \gamma \Phi, \]

\[ (f_{\Phi})^i := \psi^6 \sqrt{\gamma} \gamma (\alpha B^i - \Phi \beta^i) = \alpha q_{B^i} - q_{\Phi} \beta^i, \]

\[ s_{\Phi} := \psi^6 \sqrt{\gamma} \gamma \left[ \alpha \Phi \left( \gamma^{ij} K_{ij} - \kappa_B B^i \partial_i \alpha \right) \right]. \]

In addition, due to the existence of scalar fields \( \Psi \) and \( \Phi \), the evolution equation of the electric and magnetic fields \( E^i \) and \( B^i \) need to be modified as well. The source terms of the evolution equations for electric and magnetic fields are modified as

\[ s_{E^i} := \psi^6 \sqrt{\gamma} \gamma \left( \rho_e \beta^i - \alpha \gamma^{ij} \partial_j \Psi \right), \]

\[ s_{B^i} := \psi^6 \sqrt{\gamma} \gamma \left( -\alpha \gamma^{ij} \partial_j \Phi \right). \]

Note that the modified Faraday equations are not hyperbolic since the existence of \( \partial_i \Psi \) and \( \partial_i \Phi \).

3.2. Constrained transport

Constrained transport (CT) scheme, proposed by Evans and Hawley Evans & Hawley (1988), is a robust divergence-control approach, in which the solenoidal constraint is kept in the machine precision level. In this approach, the magnetic field \( B^i \) are defined at the cell interface. By integrating the induction equation for each surface of the cell, together with Stokes’ theorem, we have, for example

\[ \frac{\partial}{\partial t} \int_{\partial V(x_{1/2,j,k})} \sqrt{\gamma} B_{1\pm1/2,j,k} d^2 x \]

\[ = \int_{\partial A(x_{1/2,j,k})} \hat{E}_k dx^k, \]

which can be written as

\[ \frac{d}{dt} \Phi_{1\pm1/2,j,k} = \mathcal{E}_{1\pm1/2,j,k}. \]

Here, we have defined the magnetic fluxes

\[ \Phi_{1\pm1/2,j,k} = \int_{\partial V(x_{1\pm1/2,j,k})} \sqrt{\gamma} B_{1\pm1/2,j,k} d^2 x \approx (q_{B^i} \Delta A^i) \biggr|_{1\pm1/2,j,k}. \]
while the electromotive forces (EMFs) \( E \) are, for example,

\[
\mathcal{E}_{1\pm1/2,j,k} \approx \left[ \left( \hat{E}_3 \Delta x^3 \right)_{1\pm1/2,j\pm1/2,k} - \left( \hat{E}_3 \Delta x^3 \right)_{1\pm1/2,j,k} \right] + \left[ \left( \hat{E}_2 \Delta x^2 \right)_{1\pm1/2,j,k\pm1/2} - \left( \hat{E}_2 \Delta x^2 \right)_{1\pm1/2,j,k} \right],
\]

where \( \Delta A \) is the surface area while \( \Delta x \) is the grid size of the cell (see Cheong et al. (2021)).

As long as the “electric field” \( \hat{E} \) at cell edges are found, the magnetic field \( B \) can be updated correspondingly by evaluating equation (80). Note that, in this case, all the primitive variables are defined at cell centre expect that the magnetic field are defined at cell interface, some interpolation or reconstruction are needed to obtain \( \hat{E} \) at cell edges. The electromagnetic fields arise in the advection terms in evolution equations, the reconstruction adopted here must also be upwind-type. In Gmunu, the reconstruction based on HLL Riemann solver of \( \hat{E} \) has been implemented, which will be discussed in the following.

### 3.2.1. Upwind constrained transport based on HLL Riemann solver

The first upwind constrained transport method was proposed in Londrillo & del Zanna (2004) in which limited reconstructions (such as WENO, MP5, etc.) is used. Unlike arithmetic averaging method, upwind constrained transport method reduces to the correct one-dimensional limit when another two directions are symmetric. The implementation of upwind constrained transport follows Londrillo & del Zanna (2004). The steps are the following:

(i) Store the characteristic speeds \( c_i^- \) and \( c_i^+ \) form the Riemann solver when calculating the fluxes at the interfaces, note that here \( i = 1, 2, 3 \) represent the direction.

(ii) Reconstruct the left and right states of the electric field \( E_3^L \) and \( E_3^R \) from cell-centred to cell-interfaces.

(iii) Reconstruct the left and right states of the electric field together with the lapse function \( E_3^{LL}, E_3^{LR}, E_3^{RL} \) and \( E_3^{RR} \) from cell-interfaces to cell-edges.

(iv) Reconstruct the conformally rescaled magnetic fields to the cell edge. This returns \( q_{B_{1,2}}^{L,R} \).

(v) Calculate the electric field \( \hat{E}_3 \) at the cell edge by

\[
\begin{align*}
\hat{E}_3^{LL} &= \alpha E_3^{LL} + \sqrt{\gamma} \left( \beta^1 q_{B_{2}}^{L} - \beta^2 q_{B_{1}}^{L} \right), \\
\hat{E}_3^{LR} &= \alpha E_3^{LR} + \sqrt{\gamma} \left( \beta^1 q_{B_{2}}^{R} - \beta^2 q_{B_{1}}^{R} \right), \\
\hat{E}_3^{RL} &= \alpha E_3^{RL} + \sqrt{\gamma} \left( \beta^1 q_{B_{2}}^{R} - \beta^2 q_{B_{1}}^{L} \right), \\
\hat{E}_3^{RR} &= \alpha E_3^{RR} + \sqrt{\gamma} \left( \beta^1 q_{B_{2}}^{L} - \beta^2 q_{B_{1}}^{R} \right),
\end{align*}
\]

where \( \sqrt{\gamma} \) can be determined analytically while the metric variables such as \( \alpha \) and \( \beta \) are obtained via interpolation instead of reconstruction.

(vi) Take the maximum characteristic speeds in each direction from the four states

\[
\begin{align*}
c_1^- &= \max \left( c_{1,L,R}^-, c_{1,L,R}^- \right), \\
c_1^+ &= \max \left( c_{1,L,R}^+, c_{1,L,R}^+ \right), \\
c_2^- &= \max \left( c_{2,L,R}^- \right), \\
c_2^+ &= \max \left( c_{2,L,R}^+, c_{2,L,R}^+ \right),
\end{align*}
\]

where \( c_{i,L/R} \) are the non-negative characteristic speeds in the \( -i+i \) direction.

(vii) Estimate the electric field \( \hat{E}_3 \) at the cell edge by the formula proposed in Londrillo & del Zanna (2004):

\[
\hat{E}_3 = \left[ \frac{c_1^+ c_2^+ \hat{E}_3^{LL} + c_1^- c_2^- \hat{E}_3^{LR} + c_1^- c_2^+ \hat{E}_3^{RL} + c_1^+ c_2^- \hat{E}_3^{RR}}{(c_1^+ + c_1^-) (c_2^+ + c_2^-)} \right] + \frac{c_1^- c_1^+}{c_1^- + c_1^+} \left( q_{B_{2}}^{R} - q_{B_{1}}^{L} \right) - \frac{c_2^- c_2^+}{c_2^- + c_2^+} \left( q_{B_{1}}^{R} - q_{B_{2}}^{L} \right).
\]

Note that as discussed in Del Zanna et al. (2007), this HLL based upwind constrained transport scheme in ideal-magnetohydrodynamics can be simplified. The details of the implementation in this case can be found in appendix A

### 3.3. Elliptic cleaning

The so-called elliptic divergence cleaning, works by solving Poisson’s equation and enforcing a divergence-free magnetic field:

\[
\nabla^2 \Phi = \nabla \cdot q_{B_{1,2}}^{old},
\]

\[
q_{B_{1,2}}^{new} = q_{B_{1,2}}^{old} - \left( \nabla \Phi \right)^i.
\]

Whenever the conserved magnetic field \( q_{B_{1,2}} \) is updated at each timestep, we first solve Poisson’s equation (86)
through the multigrid solver, then we update the magnetic field with the solution $\Phi$ as shown in equation (87).

In previous work Cheong et al. (2021), we present the first GRMHD code which adopts elliptic divergence cleaning as the divergence-free treatment during the evolution in the literature. This scheme was developed only for the magnetic field is defined at cell centres. Although elliptic was shown working properly in various tests, this scheme is technically acausal in relativistic setting. Using this scheme to control divergence-free constraint only could be problematic in some extreme cases where the magnetic monopole gains rapidly at each timestep. Indeed, this scheme can be applied in stagger meshes naturally, which can be used together with constrained transport schemes to further suppress the amplitude of magnetic monopoles in a causal manner.

4. MAGNETIC FIELDS INITIALISATION

To satisfy the solenoidal constraint (36) initially, we compute the magnetic fields $B^i$ from the vector potential $A_i$. In particular, the magnetic fields can be obtained from the vector potential by

$$B^i = \varepsilon^{ijk} \partial_j A_k \Rightarrow \eta_{B^i} = \frac{1}{\sqrt{\gamma}} \varepsilon^{ijk} \partial_j A_k. \quad (88)$$

Second order finite differencing are used to compute the curl of the vector potential (defined at cell centres) when the magnetic fields are defined at cell-centres. On the other hand, when stagger-grid magnetic fields are being used, we compute the magnetic fields in a way that similar with constraint transport method (see section 3.2) by defining the vector potential $A_i$ at the cell-edges.

Additionally, on top of obtaining the magnetic fields from the vector potential $A_i$, we further suppress the violation of the solenoidal constraint by applying the elliptic cleaning (see section 3.3) at the beginning of the simulations.

5. NUMERICAL TESTS

In the remainder of this paper, we present a selection of representative test problems with our code. The tests range from special relativistic magnetohydrodynamics to general relativistic magnetohydrodynamics, from one to multiple dimensions. In practice, we do not observed any strong violation of charge conservation among the simulations we have. Therefore, the charge conservation is not handled by default. Unless otherwise specified, all simulations in flat spacetime reported in this paper were performed with Harten, Lax and van Leer (HLL) Riemann solver Harten et al. (1983), 2-nd order Montonized central (MC) limiter van Leer (1974) with IMEX-SSP2(2,2,2) time integrator Pareschi & Russo (2005).

For the simulations of neutron stars, we used the same refinement setting as in our previous work Cheong et al. (2021). In particular, we defined a relativistic gravitational potential $\Phi := 1 - \alpha$. For any $\Phi$ larger than the maximum potential $\Phi_{\text{max}}$ (which is set as 0.2 in this work), the block is set to be finest. While for the second-finest level, the same check is performed with a new maximum potential which is half of the previous one, so on and so forth. The grid is updated every 500 timesteps. In these neutron star tests, IMEXCB3a time stepper Cavagliere & Bewley (2015) and PPM reconstruction are used.

5.1. Magnetic monopole test for hyperbolic cleaning

One way to assess the hyperbolic cleaning scheme is to evolve a system which magnetic monopoles are included artificially. To add the Gaussian monopoles, by following Mösta et al. (2014), consider

$$B^z(r) = \begin{cases} \exp\left[-r^2/R_G^2\right] - \exp(-1) & \text{if } r < R_G, \\ 0 & \text{otherwise}, \end{cases} \quad (89)$$

where $R_G$ is the radius of the Gaussian monopoles, which is set as 0.2 in this work. In this test, we assume the matter is uniformly distributed in the entire computational domain, with the resistivity $\eta = 10^{-16}$. In particular, we set $\rho = 1$, $\epsilon = 0.1$, $\nu^i = 0$ in this test. We consider an ideal-gas equation of state $p = (\Gamma - 1) \rho e$ with $\Gamma = 5/3$. The computational domain covers $[-2, 2]$ for both $x$, $y$ and $z$ directions with the resolution $64 \times 64 \times 64$. To see how the hyperbolic cleaning parameter $\kappa$ affects the evolution, we choose $\kappa = 1$, 5 and 10.

Figure 1 compares of the magnetic monopole $\nabla \cdot \vec{B}$ with different $\kappa$ at different time steps. As expected, the damping rate increase as $\kappa$ increases.

5.2. Relativistic Shock Tubes

Standard tests for assessing the capacity to capture shocks are shock tube tests. In particular, a test for ideal relativistic MHD is presented in Balsara (2001). Here we follow the same setup, but with non-vanishing resistivity. In particular, we perform the simulation with Cartesian coordinates on a flat spacetime. The initial condition is given as

$$(\rho, p, B^x, B^y) = \begin{cases} (1, 1, 0.5, 1) & \text{if } x < 0, \\ (0.125, 0.1, 0.5, -1) & \text{if } x > 0. \end{cases} \quad (90)$$
We consider an ideal-gas equation of state $p = (\Gamma - 1)\rho e$ with $\Gamma = 2$. In this test, we vary the resistivity $\eta$ from $10^{-6}$ to $10^3$.

Figure 2 compares the numerical results obtained by Gmunu with the reference solutions (black solid lines) Balsara (2001) of the $y$-component of the magnetic field $B^y$ at $t = 0.4$.

5.3. Self-similar current sheet

The self-similar current sheet test describes the self-similar evolution of a thin current sheet, was first considered in Komissarov (2007). The analytic expression of the $y$ component of the magnetic field $B^y$ and the $z$ component of the electric field $E^z$ is given by

$$B^y(x, t) = \text{erf} \left( \frac{x}{2\sqrt{\eta t}} \right), \quad (91)$$

$$E^z(x, t) = \sqrt{\frac{4\eta}{\pi t}} \exp \left( -\frac{x}{4\eta t} \right). \quad (92)$$

This test is preformed by setting $t = 1$ as initial condition, and we set the resistivity $\eta = 0.01$. The restmass density and pressure are uniformly distributed with $\rho = 1$ and $p = 5000$ respectively. The computational domain covers $[-1.5, 1.5]$ for $x$.

Figure 3 compares the analytic solutions and the simulated results of the $y$ component of the magnetic field $B^y$ and the $z$ component of the electric field $E^z$ at $t = 10$ with resolution $N = 256$. The numerical results obtained by Gmunu agree with the analytic solutions.

While the analytical solution is available in this smooth test, additional care is needed if we want to use it to assess the convergence rate. As discussed in Bucciantini & Del Zanna (2013), the exact solution valid only in the case of infinite pressure $p \to \infty$. Hence, instead of comparing with the exact solution, we follow the approach presented in Bucciantini & Del Zanna (2013) by using a high-resolution run as our reference solution. The relative error of the $y$ component of the magnetic
field $\delta_N (B^y)$ is defined as

$$
\delta_N (B^y(t = T_{\text{final}})) := 
\frac{1}{N} \sum_{i=1}^{N} \left| \frac{B^y(t = T_{\text{final}}) - B^y_{\text{ref}}(t = T_{\text{final}})}{\max (B^y(t = T_{\text{final}}))} \right|,
$$

(93)

and the convergence rate $R_N$ can be obtained by

$$
R_N = \log_2 \left( \frac{\delta N/2}{\delta N} \right).
$$

(94)

In our study, the reference solution of $B^y$ is provided by a simulation with the resolution $N = 8192$. Figure 4 shows the numerical errors of $B^y$ versus resolution $N$ (blue line) for this problem. Second-order ideal scaling is given by the dashed black line while third-order ideal scaling is given by the dashed orange line. The convergence rate is between second-order and third-order in this test.

### 5.4. Cylindrical blast wave

The cylindrical blast wave is a well-known challenging multi-dimensional SRMHD test problem, which describes an expanding blast wave in a plasma with an initially uniform magnetic field. The initial condition of this test problem is determined with radial parameters $r_{\text{in}}$ and $r_{\text{out}}$. The density (and also the pressure, in the same form) profile is given by:

$$
\rho(r) = \begin{cases} 
\rho_{\text{in}} \exp \left( \frac{(r_{\text{out}}-r) \ln \rho_{\text{in}} + (r-r_{\text{in}}) \ln \rho_{\text{out}}}{r_{\text{out}}-r_{\text{in}}} \right), & \text{if } r \leq r_{\text{in}}, \\
\rho_{\text{out}}, & \text{if } r_{\text{in}} \leq r \leq r_{\text{out}}, \\
\rho_{\text{out}} \exp \left( \frac{(r-r_{\text{out}}) \ln \rho_{\text{in}} + (r_{\text{out}}-r_{\text{in}}) \ln \rho_{\text{out}}}{r_{\text{out}}-r_{\text{in}}} \right), & \text{if } r \geq r_{\text{out}},
\end{cases}
$$

(95)

where the parameters are:

$$
\begin{align*}
& r_{\text{in}} = 0.8, \quad r_{\text{out}} = 1.0; \\
& \rho_{\text{in}} = 10^{-2}, \quad \rho_{\text{out}} = 10^{-4}; \\
& p_{\text{in}} = 1.0, \quad p_{\text{out}} = 5 \times 10^{-4}; \\
& B^i = (0.1, 0, 0), \quad v^i = (0, 0, 0).
\end{align*}
$$

Here we consider the ideal-gas equation of state with $\Gamma = 4/3$. In this test, upwind constrained transport together with elliptical cleaning is used. To recover to ideal MHD limit, the resistivity is set as $\eta = 10^{-16}$ in this test. The computational domain covers $[-6,6]$ for both $x$ and $y$ directions with the resolution $256 \times 256$.

Figure 5 shows the two-dimensional profile of the magnetic field strength $B^i B^j$, $B^y$, $B^y$ and the divergence of the magnetic field $\nabla \cdot \vec{B}$ at $t = 4.0$. To compare the results with ideal MHD cases, we also plot one-dimensional slices along the $x-$ and $y-$ axes for the rest mass density $\rho$, pressure $p$, $B^2$ and the Lorentz factor $W$ at $t = 4$, in figure 6. The numerical results obtained by resistive MHD agree with the ideal MHD approximation.

### 5.5. Telegraph equation

The propagation of the electromagnetic waves in a material with finite conductivity $\sigma_c$ can be described by Maxwell’s equations in the fluid rest frame,

$$
\frac{\partial \vec{B}}{\partial t} + \nabla \times \vec{E} = 0
$$

(100)

$$
\frac{\partial \vec{E}}{\partial t} - \nabla \times \vec{B} = -\sigma_c \vec{E},
$$

(101)

the solution of which also satisfies the telegraph equation

$$
\frac{\partial^2 \vec{B}}{\partial t^2} + \sigma_c \frac{\partial \vec{B}}{\partial t} = \nabla^2 \vec{B}
$$

(102)

$$
\frac{\partial^2 \vec{E}}{\partial t^2} + \sigma_c \frac{\partial \vec{E}}{\partial t} = \nabla^2 \vec{E} - \nabla \rho_c.
$$

(103)

The dispersion relation of the plane wave solutions with wavenumber $k$ and frequency $\omega$ of equation (100) and the telegraph equation (101) is given by

$$
\omega = -i \frac{\sigma_c}{2} \pm \mu, \quad \text{where} \quad \mu = \sqrt{k^2 - \frac{\sigma_c^2}{4}}.
$$

(104)

The exact solution of equation (100) can be expressed as

$$
B^z_{\text{exact}} = B_1 \exp \left( -\frac{\sigma_c}{2} t \right) \cos \left( \frac{k}{\sqrt{\mu}} \cdot \vec{x} - \mu t \right)
$$

(105)

$$
E^y_{\text{exact}} = B_1 \exp \left( -\frac{\sigma_c}{2} t \right) \times
$$

$$
\left[ \frac{\mu}{k} \cos \left( \frac{k}{\sqrt{\mu}} \cdot \vec{x} - \mu t \right) + \frac{\sigma_c}{2k} \sin \left( \frac{k}{\sqrt{\mu}} \cdot \vec{x} - \mu t \right) \right],
$$

(106)

where $B_1$ is the initial perturbation amplitude.

To make this as a two-dimensional test, we follow the setting suggested in Mignone et al. (2019). In particular, the computational domain is set as $L_x \times L_y = 1 \times 0.5$ with the resolution $N_x \times N_y = N_x \times N_x/2$ with periodic boundary condition. The solution (103) is rotated along $z$-axis with an angle $\alpha$,

$$
\begin{cases}
\vec{E}, \vec{B} = \\
\begin{bmatrix}
\cos \alpha & -\sin \alpha & 0 \\
\sin \alpha & \cos \alpha & 0 \\
0 & 0 & 1
\end{bmatrix}
\end{cases}
\begin{bmatrix}
E_{\text{exact}}, B_{\text{exact}}
\end{bmatrix},
$$

(107)

where $\tan \alpha = L_x/L_y = 2$, conductivity is $\sigma_c = 1$ and the initial perturbation amplitude $B_1 = 1$. The wavevector is set as $\vec{k} = k_x (1, \tan \alpha, 0)$, where $k_x = 2\pi/L_x$. The rest-mass density and pressure are uniformly distributed with $\rho = 10^{12}$ and $p = 0$ respectively, with zero fluid velocities.
The two-dimensional profile for the cylindrical blast wave of the magnetic field strength $B'$, (upper left), $\nabla \cdot \vec{B}$ (upper right), $B_{y}$ (lower left), $B_{y}$ (lower right) at $t = 4.0$.

To quantify the convergence rate at $t = T = 2\pi/\mu \approx 0.44749706611091833$, we compute the $L_1$-norm of the difference of the difference between the numerical and exact values of the $z$-component of the magnetic field $\|B^z(T) - B^z_{exact}(T)\|_1$ and the convergence rate $R_N$ (see equation 94). The left panel of figure 7 shows the $L_1$-norm of the difference of the difference between the initial and final values of the $z$-component of the magnetic field $\|B^z(T) - B^z_{exact}(T)\|_1$ and convergence rates of this problem at $t = T$ at different resolution $N$. The convergence rate can be virtually present with a numerical-errors-versus-resolution plot, as shown in the right panel of figure 7. As expected, the second-order convergence is achieved with this setting.

5.6. Stationary charged vortex

The first exact two-dimensional test for resistive magneto-hydrodynamics was introduced recently.
| N, | ||B^z(T) - B_z^{exact}(T)||_1 | R_N |
|---|---|---|
| 16 | 1.928E-1 | - |
| 32 | 3.891E-2 | 2.31 |
| 64 | 1.162E-2 | 1.74 |
| 128 | 2.922E-3 | 1.99 |
| 256 | 5.969E-4 | 2.29 |
| 512 | 1.474E-4 | 2.02 |
| 1024 | 3.696E-5 | 2.01 |
| 2048 | 9.084E-6 | 2.01 |
| 4096 | 2.221E-6 | 2.03 |

Figure 7. Numerical errors versus resolution for the two-dimensional relativistic-resistive-magnetohydrodynamics telegraph equation test. In this test, 2-nd order accurate strong-stability preserving IMEX-SSP(2.2.2) time integrator Pareschi & Russo (2005), Harten, Lax and van Leer (HLL) Riemann solver Harten et al. (1983) with 2-nd order Montonized central (MC) limiter van Leer (1974) are used. Left panel: Table of the $L_1$-norm of the difference of the difference between the initial and final values of the $z$-component of the magnetic field $||B^z(T) - B_{z\text{exact}}(T)||_1$ and convergence rates of this problem at $t = T$ at different resolution $N$. Right panel: The $L_1$-norm-versus-resolution plot. Second-order ideal scaling is given by the dashed black line. As expected, the second-order convergence is achieved with this setting.

Mignone et al. (2019), which describes a rotating flow with uniform density in a vertical magnetic field and a radial electric field. This solution can be expressed in cylindrical coordinates $(R, z, \varphi)$ by

$$E_R = q_0 \frac{R}{2(R^2 + 1)},$$

$$B_z = \frac{\sqrt{(R^2 + 1)^2 - q_0^2/4}}{R^2 + 1},$$

$$\nu = -\frac{q_0}{2} \frac{R}{2\sqrt{(R^2 + 1)^2 - q_0^2/4}},$$

$$p = \frac{\Gamma - 1}{\Gamma} \left( p_0 + \rho \frac{q_0}{(R^2 + 1)^2} \right) \left( \frac{4R^2 + 4 - q_0^2}{(R^2 + 1)(4 - q_0^2)} \right)^{\Gamma - 1},$$

where we choose the charge density $q_0 = 0.7$, pressure $p_0 = 0.1$ and the density $\rho = 1$ in the whole domain.

We consider an ideal-gas equation of state $p = (\Gamma - 1)\rho$ with the adiabatic index $\Gamma = 4/3$ and the resistivity is $\eta = 10^{-3}$ in this case. Note that the charge density is

$$\rho_e = \frac{q_0}{(R^2 + 1)^2},$$

which can be computed from the gradient of the electric field. The computational domain covers $[-10, 10]$ for both $x$ and $y$ directions with the resolution $N \times N$. All values at the outer boundaries are kept fixed to maintain this stationary configuration.

Figure 8 shows the one-dimensional slices along the $x$- and $y$-axes for the charge density $\rho_e$ at $t = 5$. The result shows that Gmunu is able to maintain the charge density $\rho_e$ well up to $t = 5$.

5.7. One-dimensional steady dynamo test

Here we consider the case when the dynamo effect is taken into account by following Bucciantini & Del Zanna (2013). This test describes the growth of the magnetic field in a stationary medium. The medium is filled with uniform density $\rho = 10^{-14}$ with zero veloci-
Cheong et al.

Figure 9. The $L_1$-norm of the difference of the difference between the initial and final values of the $z$-component of the magnetic field $||B_z(t=10) - B_z(t=0)||_1$ of the charged vortex problem at different resolution $N$. Second-order ideal scaling is given by the dashed black line. The convergence rate is between second-order and third-order in this test.

| $N$  | $L_1$-norm $R_N$ |
|------|------|------|
| 32   | 3.990E-4 – | |
| 64   | 1.161E-4 1.78 |
| 128  | 2.597E-5 2.16 |
| 256  | 5.122E-6 2.34 |
| 512  | 1.087E-6 2.24 |
| 1024 | 2.417E-7 2.17 |
| 2048 | 5.716E-8 2.08 |

Table 2. Table of the $L_1$-norm of the difference of the difference between the initial and final values of the $z$-component of the magnetic field $||B_z(t=10) - B_z(t=0)||_1$ and convergence rates of the charged vortex problem at different resolution $N$. Numerical errors of $B^z$ and convergence rates for the self-similar current sheet test problem at $t=10$. In this test, HLL Riemann solver for the flux, MC reconstruction and IMEX-SSP2(2,2,2) for the time integration Pareschi & Russo (2005) are used. As expected, the second-order convergence is achieved with this setting.

This test, we freeze the evolution of the matter, only the evolution equations of electromagnetic fields are solved. The initial condition of the electromagnetic fields are the following:

$$B^x = 0, \quad B^y = 0.1 \sin (kx), \quad B^z = -0.1 \cos (kx),$$

and $E^i = 0$, where $k$ is the wavenumber, which is set as 1 or 5 in our tests. The resistivity $\eta = 0.01$ and the dynamo parameter $\xi = 0.5$ are kept fixed. The computational domain covers $[-\pi, \pi]$ for $x$ resolution $N_x = 256$ with periodic boundary condition. Analytic solution of this test is available (see appendix A in Bucciantini & Del Zanna (2013)), where the exponential growth rate of the magnetic field is 0.385 and 0.59 when $k = 1$ and 5, respectively.

Figure 10 shows the evolution of the $y$-component of the magnetic field $B^y$. The blue dots represent the exponential growth of $B^y$ when $k = 1$, which is consistent with the analytical solution with the growth rate 0.385 (green dashed line). In addition, the effects of resistivity and dynamo are cancelled by each other when $k = 5$, the magnetic field is expected to remain unchanged in this case. However, due to numerical errors, the $y$-component of the magnetic field $B^y$ with $k = 5$ (orange dots) is remained at the same order of magnitude up to $t \sim 20$ and eventually grows with the fastest growing mode with the rate 0.59 (red dashed line).

5.8. Loop advection

The advection of a weakly magnetised loop is a well known test to examine divergence-control technique in a magnetohydrodynamics code. To focus on how the divergence-control affects the advection of this weakly magnetised loop, we simulate the problem in ideal MHD limit (by setting the resistivity is set as $\eta = 10^{-6}$). The computational domain is set to be periodic at all boundaries and covers the region $-1 \leq x \leq 1$ and $-0.5 \leq y \leq 0.5$. The grid resolution is $N_x = 16384$ in each direction.
0.5 with the base grid points \( n_x \times n_y = 32 \times 16 \) and allowing 5 AMR levels (i.e., an effective resolution of 512 \( \times \) 256). Note that in this test, the refinement is determined based on the strength of the magnetic field. In particular, the grid is refined if the square of the magnetic field \( B^2 \) is larger than \( 10^{-10} \) while it is coarsened otherwise. This test is performed on a uniform background with \( \rho = 1 , \, \nu^x = 0.2 \) and \( \nu^y = 0.1 \). The initial condition of the magnetic field \( B^i \) is given by the vector potential \( A^i \)

\[
A^i = \begin{cases} 
A_0 (R - r) & \text{if } r < R, \\
0 & \text{if } r > R, 
\end{cases}
\]  

(111)

where \( R = 3 \) is the radius of the advecting magnetic loop, \( r = \sqrt{x^2 + y^2} \) and \( A_0 \) is chosen to be \( 10^{-3} \). We consider an ideal-gas equation of state \( p = (\Gamma - 1) \rho \epsilon \) with \( \Gamma = 4/3 \). With this setting, the period of this problem is \( T = 10 \), the simulations are preformed till \( t_{\text{final}} = 100 = 10T \).

Figure 11 compares the square of the magnetic fields \( B^2 \) and the absolute value of the divergence of the magnetic field \( |\nabla \cdot \vec{B}| \) at the final time \( (t = 100 = 10T) \) for the loop advection test with different divergence-control methods. As shown in figure 11, if no divergence-control is activated, the magnetic pressure is worse maintained and “magnetic monopole” arises everywhere in the computational domain at the order of \( 10^{-3} \), which is totally non-physical. The evolution of the \( L_2 \)-norm of \( \nabla \cdot \vec{B} \) with different divergence-control methods is shown in figure 12. Although there is no significant difference among the results with divergence handling, such huge difference of the divergence of magnetic field could affect the evolution in long term simulations. Note that the advection test is based on a weakly magnetised loop, the difference between divergence-control methods is expected to be large when the system is strongly magnetised.

5.10. Magnetised neutron star with purely toroidal field

To see the effects due to resistive dissipation, in this section, we present a test similar in the appendix B in Shibata et al. (2021). In particular, the equilibrium model with a polytropic equation of state with \( \Gamma = 2 \) and \( K = 110 \) with central rest-mass density \( \rho_c = 1.387 \times 10^{-3} \). The neutron star is non-rotating and is magnetised with magnetic polytropic index \( m = 1 \) and magnetic coefficient \( K_m = 1.25 \times 10^{-4} \). We simulate this initial model in two-dimensional cylindrical coordinate \( (R, z, \varphi) \), where the computational domain covers \( 0 \leq R \leq 120 \) and \( -120 \leq z \leq 120 \), with the resolution \( N_R \times N_z = 64 \times 128 \) and allowing 5 AMR levels (i.e., an effective resolution of 1024 \( \times \) 2048). This test problem is simulated with the ideal-gas equation of state with \( \Gamma = 2 \) and \( K = 100 \).

The conductivity \( \sigma_c \) ranges from \( 10^4 \) to \( 10^7 \) everywhere in the computational domain. Since the Ohmic decay timescale scales linearly with \( 1/\sigma_c \), the magnetic energy decreases exponentially with time, which is approximately proportional to \( \exp(-2t/\sigma_c) \). Note that, as pointed out in Shibata et al. (2021), this evolution process is valid only when axial symmetry is assumed. In general, non-axisymmetric instabilities could occur and significantly affect the evolution of the system.

Figure 15 shows the evolution normalised energy of toroidal field \( \mathcal{E}_\text{tor}(t)/\mathcal{E}_\text{tor}(t = 0) \). The magnetic energy decreases exponentially with time (solid lines), the decay rate matches with the expected decay rate \( \exp(-2t/\sigma_c) \) (dashed lines).
Figure 11. Comparison of the square of the magnetic fields $B^2$ (left column) and divergence of the magnetic field $|\nabla \cdot \vec{B}|$ (right column) for the loop advection test with different divergence-control methods at $t = 100 = 10T$. To compare directly, the range of the corresponding colour bars are set with the ranges $[10^{-7}, 10^{-12}]$ and $[10^{-4}, 10^{-18}]$, for the left and right columns, respectively. On the right column, the place where $\nabla \cdot \vec{B}$ is identically equal to zero is marked as white.

5.11. Magnetised neutron star with poloidal field

Finally, we present a test of a stable neutron star with extended magnetic field. The equilibrium model with a polytropic equation of state with $\Gamma = 2$ and $K = 100$ with central rest-mass density $\rho_c = 1.28 \times 10^{-3}$. This neutron star is non-rotating and carry a purely poloidal magnetic field (with $K_{\text{pol}} = 0.437 \times 10^{-4}$ in XNS) where the maximum magnetic field is roughly $6.5 \times 10^{13}$G. We simulate this initial model in two-dimensional cylindrical coordinate $(R, z, \varphi)$, where the computational domain covers $0 \leq R \leq 120$ and $-120 \leq z \leq 120$, with the resolution $N_R \times N_z = 64 \times 128$ and allowing 4 AMR levels (i.e., an effective resolution of $512 \times 1024$). This test problem is simulated with the ideal-gas equation of state with $\Gamma = 2$ and $K = 100$.

Here, we assume that the conductivity inside the star is extremely high (close to the ideal MHD limit) while the conductivity at the low density regions are expected to be negligibly small. To model both exterior and interior of the neutron star, the conductivity in different regions needed to be chosen properly. In this test, we follow the empirical functional form of the conductivity proposed in Dionysopoulou et al. (2013):

$$\sigma_c = \sigma_0 \left( \max \left( \left( 1 - \frac{D_{\text{atmo}}}{D} \right), 0 \right) \right)^2,$$

(112)
where $D$ here is the conserved density, and the conductivity at the centre of the star is set as $\sigma_0 = 10^8$, which is roughly $2.03 \times 10^{13}$ s$^{-1}$ in cgs unit. Note that the Ohmic decay timescale scales linearly with $1/\sigma$, as long as the simulation time is much shorter than the decay timescale, this limit is really closed to ideal-magnetohydrodynamics limit. Figure 16 shows the conductivity $\sigma$ as a function of density. Studies of different forms of conductivity function will be explored in the future. The simulations are carried till $t = 10$ ms with different divergence-free handling approaches, namely, the hyperbolic cleaning, cell centred elliptic cleaning, upwind constrained transport with and without elliptic cleaning. Since this neutron star is not strongly magnetised, where the Alfvén timescale is roughly $26$ s (i.e., $\tau_A \sim 2R\sqrt{2\pi\langle \rho \rangle}/|B| \sim 26$s), which is much longer than our final simulation time $t = 10$ ms, no significant changes are expected within this short timescale.

Figure 12. The $L_2$-norm of $\nabla \cdot \vec{B}$ versus time for the advected field loop test with different divergence-control approaches. With the constrained transport scheme, the overall $L_2$-norm of $\nabla \cdot \vec{B}$ is significantly low at the order of $O(10^{-15})$ during the entire simulation. Furthermore, combining constrained transport scheme with elliptic cleaning, the magnetic monopoles are further suppressed at the order of $O(10^{-17})$.

Figure 13. Comparison of the initial and final ($t = 200$ [code unit] $\approx 1$ms) magnetic field. The red dotted line shows the surface of the star. Initially, only toroidal component of magnetic field $B_{tor}$ exist and no poloidal parts. However, the toroidal magnetic field is strongly distorted and grows even in the atmosphere. In addition, poloidal magnetic develops (the streamlines), and its energy grows significantly during the evolution. These effects are due to the non-physical choice that requires a non-vanishing resistivity and dynamo terms everywhere.

Figure 14. The poloidal magnetic develops, and its energy grows significantly during the evolution. These effects are due to the non-physical choice that requires a non-vanishing resistivity and dynamo terms everywhere.

Figure 15. The evolution normalised energy of the toroidal field $E_{tor}(t)/E_{tor}(t = 0)$ of a magnetised neutron star with a purely toroidal initial field with different conductivity $\sigma_c$. Since the Ohmic decay timescale of magnetic fields scales linearly with $1/\sigma_c$, the magnetic energy decreases exponentially with time, which is approximately proportional to $\exp(-2t/\sigma_c)$. The magnetic energy decreases exponentially with time (solid lines), the decay rates agree with the expected decay rates (dashed lines). Note that this evolution process is valid only when axial symmetry is assumed.
Figure 16. An empirical functional form of the conductivity proposed in Dionysopoulou et al. (2013): \( \sigma_c = \sigma_0 \left( 1 - \frac{D_{\text{atmo}}}{D_{\text{max}}} \right)^2 \), where \( D \) here is the conserved density, and the conductivity at the centre of the star is set as \( \sigma_0 = 10^8 \), which is roughly \( 2.03 \times 10^{13} \text{s}^{-1} \) in cgs units.

Figure 17. Upper panel: The relative variation of the rest mass \( M_t \) in time. Middle panel: The relative variation of the maximum density \( \rho_{\text{max}} \) in time. Lower panel: The relative variation of the minimum lapse function \( \alpha_{\text{min}} \) in time. All the evolution of the fluid are almost identical with all divergence-free handling methods.

Figure 17 shows the evolution of the total rest mass, maximum density and minimum lapse function in time while figure 18 shows the evolution of magnetic energy, magnitude of the volume averaged magnetic field. As shown in figure 17, the dynamics of the fluid are almost identical with all divergence-free handling methods. In addition, as shown in figure 18, upwind constrained transport perform slightly better at preserving the magnetic energy and fields. Overall, these quantities are preserved well. Figure 19 compares the magnitude and the field lines of the initial and final (\( t = 10 \text{ ms} \)) magnetic fields. The field is well maintained in all cases except that there are some distortions at the vicinity of the star surface. Figure 20 compares the evolution of the magnetic monopoles among all divergence-free handling methods we have explored. As shown in figure 20, the \( L_1 \)-norms of the magnetic monopoles for GLM is of the order \( O \left( 10^{-12} \right) \), which is roughly one order of magnitude larger than then purely elliptic cleaning case. When upwind constrained transport is employed, the \( L_1 \)-norms of the magnetic monopoles are well controlled below \( 10^{-22} \), which can be significantly suppressed to \( O \left( 10^{-25} \right) \) (three order of magnitude smaller) if elliptic cleaning is activated on top of upwind constrained transport scheme. Although there is no visible difference in the magnetic field with or without elliptic cleaning when upwind constrained transport scheme is used, such huge difference of the magnitude of magnetic monopoles is expected to make difference in long-term simulations.

6. CONCLUSIONS

We present the implementation of implicit-explicit based general-relativistic resistive magnetohydrodynamics solvers and three divergence-free handling methods available in our code `Gmunu`. Three divergence-free handling methods are (i) hyperbolic divergence cleaning through a generalised Lagrange multiplier (GLM); (ii) staggered-meshed constrained transport (CT) schemes and (iii) elliptic cleaning though multigrid (MG) solver which is applicable in both cell-centred and face-centred (stagger grid) magnetic field.

Our implementation has been tested with several benchmarking tests, from special-relativistic to general-relativistic magnetohydrodynamics. These tests include a magnetic monopole test, a relativistic shock-tube test, the self-similar current sheet, the cylindrical blast wave,
Figure 19. Comparison of the initial and final ($t = 10$ ms) magnetic field with different divergence-free handling approaches, namely, the hyperbolic cleaning, cell centred elliptic cleaning, upwind constrained transport with and without elliptic cleaning. The red dotted line shows the surface of the star. The field is well maintained in all cases except that there are some distortions at the vicinity of the star surface.
Figure 20. Comparison of the evolution of the magnetic monopoles among all divergence-free handling methods we have explored. The \( L_1 \)-norms of the magnetic monopoles for GLM is of the order \( \mathcal{O} \left( 10^{-12} \right) \), which is roughly one order of magnitude larger than then purely elliptic cleaning case. When upwind constrained transport is employed, the \( L_1 \)-norms of the magnetic monopoles are well controlled below \( 10^{-22} \), which can be significantly suppressed to \( \mathcal{O} \left( 10^{-25} \right) \) (three order of magnitude smaller) if elliptic cleaning is activated on top of upwind constrained transport scheme. Although there is no visible difference in the magnetic field with or without elliptic cleaning when upwind constrained transport scheme is used (see figure 19), such huge difference of the magnitude of magnetic monopoles is expected to make difference in long-term simulations.

APPENDIX

A. THE HLL UPWIND CONSTRAINED TRANSPORT IN THE IDEAL-MHD CASES

As discussed in Del Zanna et al. (2007), this HLL based upwind constrained transport scheme in ideal-magnetohydrodynamics can be simplified, where only one reconstruction is needed at each time step. This can be done due to the fact that in the ideal-magnetohydrodynamics cases, the electric field \( \hat{E}_i \) can be expressed as

\[
\hat{E}_i = -\epsilon_{ijk} \hat{v}^j B^k = -\eta_{ijk} \sqrt{\gamma} \hat{v}^j q_{B^k}.
\]  

(A1)

In the ideal magnetohydrodynamics module \texttt{grmhd} in \texttt{Gmunu}, we followed the implementation proposed in Del Zanna et al. (2007). The steps are the following:

(i) Calculate and store the transverse transport velocities at the left and right states (e.g., \( \hat{v}_L^i \), \( \hat{v}_R^i \), \( \hat{v}_L^3 \) and \( \hat{v}_R^3 \) for the \( x^1 \)-interface), and the characteristic speeds \( c_i^L \) and \( c_i^R \), note that here \( i \) represent the direction (\( i = 1, 2, 3 \)).

(ii) Evaluate a weighted transverse transport velocity, for instance, for the \( x^1 \)-interface,

\[
\overline{v}^i = \frac{c_i^L \hat{v}_R^i + c_i^R \hat{v}_L^i}{c_i^L + c_i^R}, \quad \text{where } i = 1 \text{ and } j = 2, 3.
\]  

(A2)

(iii) Reconstruct the conformally rescaled magnetic fields and weighted transport velocities to the cell edge. This returns \( q_{B^1}^{L,R} \) and \( \overline{v}_{L,R}^{1,2} \).
(iv) Estimate the electric field $\hat{E}_3$ at the cell edge by the formula proposed in Del Zanna et al. (2007):

$$\hat{E}_3 = \sqrt{\gamma} \left[ -\frac{c_1^2 v_R^1 q_R^2 + c_1^2 v_L^1 q_L^2 - c_1^2 (q_R^2 - q_L^2)}{c_1 + c_1^2} + \frac{c_2^2 v_R^2 q_R^1 + c_2^2 v_L^2 q_L^1 - c_2^2 (q_R^1 - q_L^1)}{c_2 + c_2^2} \right].$$

(A3)
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