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ABSTRACT

Convolution and pooling are the key operations to learn hierarchical representation for graph classification, where more expressive \(k\)-order\((k > 1)\) method requires more computation cost, limiting the further applications. In this paper, we investigate the strategy of selecting \(k\) via neighborhood information gain and propose light \(k\)-order convolution and pooling requiring fewer parameters while improving the performance. Comprehensive and fair experiments through six graph classification benchmarks show: 1) the performance improvement is consistent to the \(k\)-order information gain. 2) the proposed convolution requires fewer parameters while providing competitive results. 3) the proposed pooling outperforms SOTA algorithms in terms of efficiency and performance.

1 Introduction

Stacked convolution and pooling layers enable Convolutional Neural Networks (CNNs) to learn hierarchical representation of grid-like data[1], where the convolution extracts local patterns of the data and the pooling layers reduce the computation cost by compressing the data shape. Because both of the two operations are defined on planar grids in Euclidean domains, they cannot be directly employed in graph data, which is a more general case and widely used in fields of chemical molecules, drug design and social networks. Learning the hierarchical representation of graph is a challenging problem and one of the solutions is to extend the convolution and pooling to graph.

Graph convolution includes spatial and spectral methods[2, 3], both of which can be seen as a message passing process on multi-hop graphs. For implementation on graphs of massive number of nodes, 1-order convolution, represented by GCN and GAT[4, 5], become increasingly popular, but abandon part of ability to capturing complex graph pattern. For example, recent works have shown the limitation of 1-order convolution on the task of classifying non-isomorphism graphs[6]. Thus, efficient yet expressive \(k\)-order convolution should be considered for graph classification.

Graph pooling aims to solve the problem that GNNs are difficult to learn graph-level features in a hierarchical way instead of simply extracting flat node-level features, as well as to reduce the computation costs on large graphs. Generally speaking, node dropping and structure learning are the two modules of pooling, widely used in TopkPool[7], HGPSL[8], SAGPool[9], iPool[10], ASAP[11] and EdgePool[12], where learnable scores are used to drop nodes(or edges). SAGPool and ASAP demonstrate that node scores learned from multi-order information improve the performance, but require too much computation. Besides, few works jointly consider structure learning together with pooling.

In this work, we explore the problem of designing efficient and effective \(k\)-order\((k > 1)\) graph convolution and pooling. For reducing the computation, we also provide the strategy of selecting smaller \(k\) with comparably extensive view of information. Evaluated results on six graph classification benchmarks show that the proposed methods can provide competitive results to the state-of-the-art algorithms, while requiring much fewer parameters. Our contributions include:

1. Propose a criterion of selecting \(k\) for \(k\)-order graph convolution and empirically prove the validity.

∗These authors contribute equally.
†Corresponding author.
2. Propose a light \( k \)-order convolution to provide competitive performance with fewer parameters.

3. Propose a \( k \)-order pooling, outperforming the state-of-the-art algorithms both in efficiency and performance.

2 Related Work

Graph convolution Graph convolution performs message passing on the graph structure, which can be classified as spectral \[13\] and spatial \[3, 14, 15\] based methods. The SpectralCNN \[13\] requires expensive computation due to the eigen-decomposition of graph Laplacian. ChebyConv \[2\] solved the issue by using Chebyshev polynomials of Laplacian to approximate graph signals. Then, Kipf \[4\] further simplified the \( k \)-order ChebyConv to 1-order GCN for scaling to large graph. Due to the limited ability to handling directed graph and generalizing to different structure, spatial GNNs are further recommended. For example, DCNN \[3\] uses diffusion process modeling graph convolution, GraphSAGE \[16\] learns the neighborhood aggregating function for extending to various graph structure and GAT \[5\] can handle directed graph by aggregating neighborhood information through the attention mechanism.

Graph pooling Graph pooling \[17\] contains both node dropping and structure learning functions, aiming to extract hierarchical graph-level features and reduce the computation costs by compressing the size of the input data. Two types of scoring methods, based on edge or node, can be used for dropping nodes. EdgePool \[12\] extracts the graph topology by merging endpoint of the high-scoring edge into a new node. However, this method is inefficient when applied to large graphs. Instead, NodePool only preserves high-scoring nodes and drops others in the next layer, which we focus on in this paper. The classical NodePool method named as TopkPool \[7\] learns the node score by projecting node features to a learnable vector, ignoring the graph structure and neighborhood information, leading to poor performance. Later on, some methods are proposed using multi-order information outperforms TopkPool, such as SAGPool \[9\] and ASAP \[11\] and iPool \[10\], in which node scores are learned in consideration of the graph structure.

\( k \)-order convolution kernel We call graph convolution using wider receptive fields (greater than 1) as \( k \)-order methods. The convolution between signal \( X \) and the \( k \)-order filter \( g_k \) on graph \( G \) is \( X \ast g_k = T_k X \). Here we introduce two types of \( k \)-order convolution kernel, which will be used latter. The first one is Chebyconv kernels, defined as

\[
\begin{cases}
T_k = 2LT_{k-1} - T_{k-2}(L); \\
T_1 = L; \\
T_0 = I,
\end{cases}
\]

where \( L \) is the normalized graph Laplacian \[2\]. Another efficient \( k \)-order convolution kernel is presented in Mixhop \[18\]:

\[
T_k = (D^{\frac{1}{2}}(A + I)D^{\frac{1}{2}})^k,
\]

where \( A, D, I \) are adjacency matrix, degree matrix and identity matrix, respectively. It is noted that the self-loop terms \( I \) is added in the normalized graph Laplacian, allowing the \( k \)-order graph convolution to contain \((k - 1)\)-order message passing process.

3 Methods

Now we introduce the efficient yet expressive graph convolution and pooling for graph classification based on \( k \)-hops neighborhood information. In section 3.1, we illustrate the model architecture and common symbols. In section 3.2, we introduce the measure of \( k \)-hops information and provide the guidance of selecting \( k \). In section 3.3, the light version of \( k \)-order graph convolution and pooling are separately described. In this paper, ‘\( k \)-order’ equals to ‘\( k \)-hop’, where the former describes convolution & pooling and the latter is used for neighborhood information on graph.

3.1 Model Architecture

Denote the graph signal as \( G(V, E, X) \), where \( V = \{v_i | i = 1, 2, \ldots, n\} \), \( E, X \in \mathbb{R}^{n \times d} \), \( n, d \) are vertexes set, edge set, node features, number of nodes and the feature channels, with a corresponding adjacency matrix \( A \in \mathbb{R}^{n \times n} \). As shown in Fig.1, the graph classifier containing feature extractor and classifier mapping \( G(V, E, X) \) to \( Y \in \{0, 1, \ldots, C\} \), where \( C \) is the number of classes. The extractor learns hierarchical graph features through light \( k \)-order convolution and pooling
along with readout function, and the classifier generate the predicted label using extracted features. Symbolically, the \(k\)-order convolution and pooling in layer \(l\) is \(\text{Pool}^l \circ \text{Conv}^l : G^l(V^l, E^l, X^l) \mapsto G^{l+1}(V^{l+1}, E^{l+1}, X^{l+1})\). For simplicity, we ignore the layer index \(l\) and re-write \(G^l(V^l, E^l, X^l) \mapsto G^{l+1}(V^{l+1}, E^{l+1}, X^{l+1})\) as \(\mathcal{G}(V, E, X), \mathcal{G}'(V', E', X')\) in later sections. The function \(\text{Readout} : \mathcal{G}(V, E, X) \mapsto \mathbb{R}^d\) indicates the global graph pooling, such as max pooling and mean pooling. The \(\text{Classifier} : \mathbb{R}^{n,d'} \mapsto \{0, 1, \ldots, C\}\) can be chosen as MLP, where \(d'\) is the output feature channels.

**Figure 1:** Overall framework. The feature extractor is used to learn hierarchical graph features via stacked \(k\)-order convolution and pooling. Different levels graph signals are projected to a the same shape through the \(\text{Readout}\) function and then added together. Finally, a classifier such as MLP generate the predicted label.

### 3.2 Multi-hops Information

When \(k\)-order conv&pool is applied on graph \(\mathcal{G}(V, E, X)\), a dilemma occurs, that is a small \(k\) imposes restrictions on models’ learning ability to aggregate message from farther nodes, while a large \(k\) requires large number of parameters and high cost of computation. To balance the performance and efficiency, we propose a criterion to measure the information gains as \(k\) increases and the strategy for selecting a smaller yet informative \(k\).

**kInfo** For the graph signal \(X \in \mathbb{R}^{n,d}\), the global and local feature density of the \(c\)-th channel are

\[
\begin{align*}
G_c(x) &= \hat{G}(x; X_{:,c}); \\
L^{(k)}_{i,c}(x) &= \frac{G_c(x)}{\sum_{x \in \mathcal{F}^k_{i,c}} G_c(x)}.
\end{align*}
\]

(3)

where \(G_c\) is the global density over the \(c\)-th dimension (channel) of the input space, \(\hat{G}\) is a density function estimated by \(X_{:,c}\), and \(\mathcal{F}^k_{i,c}\) is the set of the \(c\)-th dimension of node features in \(k\)-hops graph centered on \(i\), in which we define the local normalized density \(L^{(k)}_{i,c}\). Gaussian KDE is used as the density estimation function in this paper. The entropy of \(L^{(k)}_{i,c}\) is used to estimate the \(k\)-hops neighborhood information, so called kInfo of the \(c\)-th channel:

\[
H^{(k)}_{i,c} = - \sum_{x \in \mathcal{F}^k_{i,c}} L^{(k)}_{i,c}(x) \log L^{(k)}_{i,c}(x).
\]

(4)

**Information Gains on \(k\)-hop graph** The probability density of kInfo estimated by \(\{H^{(k)}_{i,c}|1 \leq i \leq n\}\) via the estimating function \(\hat{P}\) is:

\[
P^{(k)}_c(H) = \hat{P}(H; \{H^{(k)}_{i,c}|1 \leq i \leq n\}),
\]

(5)
The Information Gains\((IG(k))\) between the \((k - 1)\)-hop and \(k\)-hop can be measured by the average KL-divergence:

\[
IG(k) = \frac{1}{|d|} \sum_{c=1}^{d} KL(P_c^{(k)} || P_c^{(k-1)}), k > 0
\]  

(6)

For completeness, we set \(IG(0) = 0\). Intuitively, larger \(IG(k)\) indicates more difference between \(P_c^{(k)}\) and \(P_c^{(k-1)}\), and there are more information brought from the \((k - 1)\)-hop.

Selecting \(k\) The total information gain from \(k = 1\) to \(k = \hat{k}\) is

\[
\sum_{k=1}^{\hat{k}} IG(k),
\]

where the information loss is

\[
\sum_{k=0}^{\infty} IG(k) - \sum_{k=1}^{\hat{k}} IG(k) = \sum_{k=\hat{k}+1}^{\infty} IG(k).
\]

By introducing a small positive \(\epsilon\) as the percent of information loss and assuming that \(\sum_{k=0}^{\infty} IG(k)\) converges, \(\hat{k}\) can be chosen as:

\[
\min \hat{k}; \quad \text{s.t.} \quad \frac{\sum_{k=\hat{k}+1}^{\infty} IG(k)}{\sum_{k=0}^{\infty} IG(k)} \leq \epsilon.
\]  

(7)

3.3 Light Multi-order Convolution & Pooling

Figure 2: The proposed convolution and pooling layer. In the lower left corner, \(x_i\) colored with yellow is the center node. \(N^k_i\) means the \(k\)-hops neighborhood of \(v_i\) and neighbors in different hops are colored in different colors. The input feature vectors, such as \(x_i, x_j \in \mathbb{R}^d\), are firstly projected to \(\mathbb{R}^{d'}\). Then the projected features of \(\{0, 1, \ldots, k\}\) hops are aggregated as anchor vector \(z^k_i\), who can express the \(k\)-hops information. By using the convolution operation of decoupling sum for different channels of anchor vectors, we can get the convolution output \(z'_i\). The importance score of node \(v_i\) and edge \(e_{ij}\) are \(w_i\) and \(w_{ij}\), where \(w_i\) is learned from anchor vectors via attention mechanism and \(w_{ij}\) is calculated from the difference of the two endpoints of \(e_{ij}\). Finally, the pooling layer output the feature vectors \(x'_i = z'_i/\text{norm}(z'_i) \times w_i\) and only preserving nodes and edges with higher scores.

\(k\)-order conv The mapping path of graph convolution from \(X\) to \(X'\) is \(\mathbb{R}^{n,d} \xrightarrow{\text{Aggregate}} \mathbb{R}^{n,k+1,d'} \xrightarrow{\text{Merge}} \mathbb{R}^{n,d'}\). The \(\text{Aggregate} : X \in \mathbb{R}^{n,d} \rightarrow Z \in \mathbb{R}^{n,k+1,d'}\) uses convolution kernels mentioned in Eq.1 or Eq.2 to aggregate \(k\)-hops graph features as \(Z = [Z^0 || Z^1 || \ldots || Z^k], Z^k = T_k X W\), where \(T_k \in \mathbb{R}^{n,n}, W \in \mathbb{R}^{d,d'}\) are convolution kernel and learnable feature transformation matrix, and || indicates concatenation. The \(i\)-th row in \(Z^k \in \mathbb{R}^{n,d'}\) is called a \(k\)-hop anchor vector \(z^k_i\) of \(i\). For each vertex \(i\), its anchor vectors \(z^0_i, z^1_i, \ldots, z^k_i \in \mathbb{R}^{d'}\) can be merged together by applying separate fully-connected in each channel:

\[
z'_i = \sum_k z^k_i \odot w^k + b,
\]

(8)
where \( w^k, b \in \mathbb{R}^d \) are the learnable weight and bias and \( \odot \) is element-wise product. Compared to Chebyconv : \( \mathbb{R}^{n,(k+1)d} \rightarrow \mathbb{R}^{n,d} \), the Merge \( \circ \) Aggregate : \( \mathbb{R}^{n,d} \rightarrow \mathbb{R}^{n,k+1,d} \rightarrow \mathbb{R}^{n,d} \) decouples the dimension of \( k \) and \( d \), and thus reduce the total trainable parameters for each convolution layer from \((k+1) \times d \times d'\) to \((d + k + 1) \times d'\). The Merge operation can be applied to Chebyconv\[^2\]\ in Eq.1 or MixhopConv\[^18\]\ in Eq.2, leading to their light version called LiCheb or LiMixhop.

**k-order pool** Under the node scoring pooling framework, nodes with higher scores will be retained, otherwise they will be dropped. Previous works have shown that the wider neighborhood information is beneficial to learn node \([9, 11]\), while their computation complexities are greatly increased. Here we use the \( k \) anchor vectors to learn node scores more efficiently:

\[
\begin{align*}
\left \{ \begin{array}{l}
    w_i = \text{Relu} \left( \sum (\theta \odot [z_i^0 || z_i^1 || \ldots || z_i^k]) \right) \\
    x'_i = w_i z_i^k / \langle z_i^k \rangle,
\end{array} \right. \\
(9)
\end{align*}
\]

where \( w_i \) is the node score of vertex \( i \), \( x'_i \) is the output feature of the pooling layer and \( \theta \in \mathbb{R}^{k \cdot d} \) is attention weight for concatenated anchor vectors \([z_i^0 || z_i^1 || \ldots || z_i^k] \in \mathbb{R}^{k \cdot d} \). Empirically, we find that the normalization of \( z'_i \) can improve the performance. For structure learning, we also consider the edge score \( w_{ij} \) as feature difference of endpoints of \( e_{i,j} \), i.e. \( x_i \) and \( x_j \). The more different the endpoints are, the more information they can get from each other, and the more important the edge is.

\[
w_{ij} = e^{||x_i - x_j||}.
\]

The nodes and edges with higher score, as well as the resulting subgraphs will be preserved on the next layer, written as

\[
\begin{align*}
\left \{ \begin{array}{l}
    V' = \text{Top}_{\rho_v}(V) = \{ v_i | w_i \geq w(\rho_v), v_i \in V \}; \\
    E' = \text{Top}_{\rho_e}(E) = \{ e_{ij} | w_{ij} \geq w(\rho_e), v_i, v_j \in V', e_{i,j} \in E \},
\end{array} \right. \\
(11)
\end{align*}
\]

where \( \rho_v, \rho_e \in (0, 1) \) are the ratio for nodes and edges, \( w(\rho_v) \) and \( w(\rho_e) \) are the corresponding threshold values. For example, if \( \rho_v = 0.6, 60\% \) nodes will be dropped.

### 4 Experiments

In section 4.1, we study the neighborhood information gain of 6 datasets and provide the guidance of selecting \( k \). In section 4.2 and 4.3, we demonstrate the superiority of the proposed \( k \)-order convolution and pooling in terms of performance and complexity.

**Basic setting** As shown Table[1], six benchmark datasets for graph classification including PROTEINS, D&D\[^{19}\], NCI1, NCI109, Multigenicity and FRANKENSTEIN are considered. Our code is based on PyTorch 1.7, running on the Tesla V100(32G). Because some results of previous works are highly rely on the choice of random seeds and their experiment protocols are different, we re-test all the baseline modules under the same code architecture to ensure the fairness. We separate each dataset 10 times into training set(80%), validation set(10%) and testing set(10%), using ten different random seeds, and the average accuracy is reported in this paper. We train each model at most 500 epochs, and the early stop patient is 30 epochs.

#### 4.1 Convolution Order Selection

**Experiment setting** The experiment aims to study the information gains (IG) between the \( k \) and \( (k - 1) \) order and discuss the strategy of selecting \( k \). Firstly, We use all the samples to calculate \( \{ IG(k) | 2 \leq k \leq 10 \} \) for each dataset according to Eq[6]. Curve fitting is performed to get the approximated mathematical expression of \( IG(k) \). Besides, we further analyze the property of \( IG(k) \) and propose the guidance of selecting \( k \).

**Results and discussion** In Fig[3] and Table[4], we present \( IG(k) \) and its curve fitting results. The average accuracy of LiCheb convolution across different \( k \) is shown in Fig[5].
Table 1: The description of real-world datasets for evaluation. The columns indicate graph number($|G|$), vertex number($|V|$), edge number($|E|$), average vertex(Avg.$|V|$) or average edge(Avg.$|E|$) number per graph, feature channels and class number($|C|$).

| Datasets   | $|G|$ | $|V|$ | $|E|$ | Avg.$|V|$ | Avg.$|E|$ | features | $|C|$ |
|------------|------|------|------|--------|--------|----------|------|
| PROTEINS   | 1,113| 43,471| 81,044| 39.0575| 1.8643 | 4        | 2    |
| DD         | 1,178| 334,925| 843,046| 284.3166| 2.5171 | 89       | 2    |
| NCI1       | 4,110| 122,747| 132,753| 29.8655| 1.0815 | 37       | 2    |
| NCI109     | 4,127| 122,494| 132,604| 29.6811| 1.0825 | 38       | 2    |
| Multigenic | 4,337| 131,488| 133,447| 30.3177| 1.0149 | 14       | 2    |
| FRANKENSTEIN| 4,337| 73,283| 77,534| 16.8972| 1.0580 | 780      | 2    |

Figure 3: $IG(k)$ over different datasets, where the first axis indicates the number $k$ and the second axis is $IG(k)$. $IG(k)$ is consistently to be a decreasing function over different datasets, converging to 0 with exponential speed.

![Figure 3: IG(k) over different datasets](image)

Figure 4: Curve fitting results of $IG(k) = ae^{-bk}$, which are pretty good in terms of $R^2$ score and MSE. Because $b > 1$, $\sum_{k=0}^{\infty} IG(k)$ converges, thus the assumption on Eq.7 is valid.

![Figure 4: Curve fitting results of IG(k)](image)

• The fitting results of $IG(k) = ae^{-bk}$, $a, b > 0$ are pretty good in terms of $R^2$ score and MSE, seeing Table 4, demonstrating empirically that the information difference converges to 0 with a negative exponential speed with respect to $k$.

• It indicates $k$ can be limited to a smaller range, avoiding the expensive computation complexity of larger $k$ for practical scenarios. With $IG(k) = ae^{-bk}$, the information loss percent defined in Eq.7 can be simplified as $\epsilon = \frac{\sum_{k=0}^{\infty} ae^{-bk}}{\sum_{k=1}^{\infty} ae^{-bk}} = e^{-bk}$, and thus choosing $\hat{k}$ for convolution indicates that the information loss equals to $e^{-bk} \times 100\%$. For example, when choosing the suitable $\hat{k}$ for multi-order convolution on PRO dataset, $\hat{k} = 3$ is corresponding to only $e^{-3 \times 1.25} = 0.0235 = 2.35\%$ information loss percent, and thus $k$ can be selected within 3 in our experiments.

• The average accuracy in Fig.5 is highly related to kInfo, as the accuracy improves dramatically when a small $\hat{k}$ increases, while performance will fluctuate steadily when $\hat{k}$ reaches to certain value.

4.2 Multi-order Convolution

**Experiment setting** We evaluate LiCheb and LiMixhop on 6 public benchmarks of graph classification together with baseline models under the same condition, i.e., code&network architecture, random seeds, batch size, optimizer. For ensuring the reproducibility, important hyper-parameters can be found in Table 2. The convolution methods include GCN, GAT, Chebconv and Mixhop, the first two of which are 1-order methods, and the last two are $k$-order methods.

**Results and discussion** The average accuracy over 10 different random seeds along with the model parameters and runtime are reported in Table 3. The first group shows results of 1-order convolution, and the second and third group show the results of $k$-order convolution compared with the proposed method.
Figure 5: The average accuracy of LiCheb convolution (without pooling) under different $k$ across 10 random seeds. Limited to the computation cost, $k$ is no more than 5. As we can see $k$-order ($k > 1$) convolution can always surpass 1-order, while the performance gain vanished fast, similar to the information gain.

Table 2: Hyper parameters of six datasets. Use ‘;’ to separate different values of the parameter on various datasets.

| Param name | $k$ | network layer | batch size | lr  | $\rho_v$ (node pooling) | $\rho_e$ (edge pooling) |
|------------|-----|---------------|------------|-----|-------------------------|------------------------|
| Search space | 2   | 5             | 256        | 0.001 | \{0.6; 0.8; 0.9; 0.9; 0.9; 0.9\} | \{0.8; 0.7; 0.9; 0.4; 0.7; 0.6\} |

- By comparing groups, we conclude that $k$-order graph convolution strongly outperform 1-order methods except for the Protein dataset.
- Through group 2, we can see LiMixhop achieves higher performance under the similar parameters, compared to origin Mixhop.
- From group 3, we observe that LiCheb can reduce the parameter more than half under the similar performance, thus eabling more efficient computation.

**Expressive ability** Here we state that 1 layer $k$-order convolution is more expressive than $k$ layer stacked 1-order convolutions. According to the result of Wu[20], $k$ layer GCN can be simplified as $Y = softmax(A^kX\Theta)$, without negatively impact on accuracy. Thus $k$-hops graph signal $F = \sum_k \alpha_k A^kX, \alpha_k \neq 0$ cannot totally be represented by GCN. When approximating the target signal, the lower order information $\sum_{k-1} \alpha_k A^kX$ cannot be ignored in approximation theory.

### 4.3 Multi-order Pooling

**Experiment setting** We compare the proposed pooling layer with baseline modules in terms of performance and efficiency. The latest pooling baselines such as TopkPool[7], SAGPool[9], ASAP[11] and EdgePool[12] are chosen as baseline modules, where the first three are the NodePool methods and the fourth is EdgePool method. We further do ablation study for the normalized feature(NF), node pooling(pN) and edge pooling(pE) to show whether these operation can obtain the performance gain. For fair comparison, all the experiments use LiCheb as the convolution module, and the only difference among different experiments is the pooling method. Other experiment&data setting keep the same as Sec.4.2. Hyper-parameters can still be found in Table 2.

**Results and discussion** In Table 4, we report the average accuracy of different pooling methods under 10 different random seeds, with baseline results shown in group 1 and the results of the proposed method and ablation study shown in group 2.

- Comparing group 1 and the proposed(NF+pN+pE), conclusion are reached that the proposed pooling can achieve the state-of-the-art performance on most of these datasets while smaller number of parameters with less computational cost are used.
Table 3: Results of k-order convolution. The number of model parameters and the run time over 50 epoch are counted in experiments of NCI1.

| Categories | GCN | GAT | Mixhop | LiMixhop | Chebconv | LiCheb |
|------------|-----|-----|--------|----------|----------|--------|
| Pro        | 74.8 ± 2.5 | 73.9 ± 4.1 | 75.8 ± 2.3 | 74.5 ± 1.8 | 79.6 ± 3.2 | 63.8 ± 2.5 |
| D&D        | 74.3 ± 3.5 | 73.6 ± 4.1 | 76.4 ± 4.4 | 75.6 ± 1.7 | 79.9 ± 1.6 | 59.9 ± 1.7 |
| NCI1       | 73.9 ± 3.7 | 76.1 ± 6.0 | 78.4 ± 2.2 | 77.3 ± 2.3 | 82.3 ± 2.0 | 63.9 ± 1.8 |
| NCI109     | 74.6 ± 4.5 | 76.2 ± 4.9 | 78.6 ± 1.6 | 76.6 ± 3.0 | 81.4 ± 1.8 | 65.9 ± 2.2 |
| Mut        | 112.2k ± 58.5s | 113.5k ± 79.3s | 120.5k ± 66.1s | 120.8k ± 64.9s | 120.8k ± 387.9s |
| Far        | 120.6k | 64.4s | 120.5k | 68.9s | 120.5k | 74.6s |
| params     | 112.2k ± 58.5s | 113.5k ± 79.3s | 120.5k ± 66.1s | 120.8k ± 64.9s | 120.8k ± 387.9s |
| time       | 120.6k | 64.4s | 120.5k | 68.9s | 120.5k | 74.6s |

Table 4: Pooling results. The results of APAP on D&D is missing because it requires too many GPU memory, even we have reduced the batch size. The parameter numbers and run time over 50 epoch are counted in experiments of NCI1.

| Categories  | TopkPool | SAGPool | EdgePool | ASAP | Our(noNF+pN) | Our(NF+pN) | Our(NF+pN+pE) |
|------------|---------|---------|----------|------|--------------|------------|---------------|
| Pro        | 73.1 ± 3.1 | 74.6 ± 7.1 | 74.7 ± 5.2 | 75.1 ± 3.8 | 72.8 ± 5.0 | 76.3 ± 4.6 | 76.3 ± 4.5 |
| D&D        | 68.1 ± 4.7 | 74.8 ± 4.0 | 76.4 ± 4.8 | 75.9 ± 3.8 | 76.7 ± 4.6 | 76.2 ± 4.9 | 76.4 ± 4.1 |
| NCI1       | 76.1 ± 2.3 | 75.0 ± 1.5 | 76.4 ± 2.5 | 76.9 ± 1.8 | 76.3 ± 1.8 | 77.4 ± 2.4 | 78.2 ± 2.5 |
| NCI109     | 75.3 ± 2.4 | 76.0 ± 2.3 | 76.4 ± 2.5 | 75.9 ± 1.9 | 75.4 ± 3.0 | 77.1 ± 2.4 | 78.2 ± 2.5 |
| Mut        | 79.6 ± 2.7 | 78.1 ± 1.9 | 80.3 ± 2.5 | 80.7 ± 1.9 | 78.8 ± 2.3 | 78.7 ± 1.7 | 76.5 ± 2.0 |
| Far        | 61.5 ± 2.8 | 64.0 ± 2.8 | 64.6 ± 3.0 | 64.2 ± 2.8 | 63.1 ± 2.1 | 64.5 ± 1.2 | 80.3 ± 2.8 |
| params     | 120.6k | 64.4s | 120.8k | 64.9s | 116.7k | 116.7k | 116.7k |
| time       | 120.5k | 68.9s | 120.8k | 387.9s | 116.7k | 201.0s | 196.3s |

- From (noNF+pN) and (NF+pN) in group 2, we can see that the normalized feature (NF), who projecting the output of convolution to the hyper-sphere, can increase the accuracy on these datasets except for D&D and Multagenicity. Because it replaces vector norm as the node importance score, pooling methods based on the node score can work better.
- From (NF+pN) and (NF+pN+pE), it can be proved that the structure learning(edge dropping) can further improve the performance, which indicates there are redundant edges in the original dataset, and edges with large endpoint difference can bring more information gain. All in all, the proposed pooling method can achieve SOTA performance in a more efficient way.

Rethink pooling Under the strict testing protocol, we also found that GNNs with graph pooling could not exceed GNNs using convolution only in all these benchmarks, which is consistent to Mesquita[21]. One of the reasons is that the graph structure is broken after pooling. However, additional complex structure learning module requires much more computation cost. Nevertheless, we believe that pooling is necessary for the concern of efficiency when the graph scales to thousands of nodes. When and how we shall use graph pooling? This is a question worth revisiting, left for future research.

5 Conclusion

In this paper, we investigate how to design efficient k-order convolution and pooling module for graph classification tasks. We first propose a criterion of k-hop neighborhood information(kInfo) to guide the selection of k. Then we propose efficient k-order convolution and pooling requiring few additional parameters while significantly improving the performance. Comprehensive and fair experiments on six widely used graph classification benchmarks show our superior compared to a other SOTA algorithms in terms of performance and efficiency.
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