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Abstract. In this article we study two classical problems in convex geometry associated to $\mathcal{A}$-harmonic PDEs, quasi-linear elliptic PDEs whose structure is modeled on the $p$-Laplace equation. Let $p$ be fixed with $2 \leq n \leq p < \infty$. For a convex compact set $E$ in $\mathbb{R}^n$, we define and then prove the existence and uniqueness of the so called $\mathcal{A}$-harmonic Green’s function for the complement of $E$ with pole at infinity. We then define a quantity $C_\mathcal{A}(E)$ which can be seen as the behavior of this function near infinity.

In the first part of this article, we prove that $C_\mathcal{A}(\cdot)$ satisfies the following Brunn-Minkowski type inequality

$$[C_\mathcal{A}(\lambda E_1 + (1 - \lambda) E_2)]^{\frac{1}{p-n}} \geq \lambda [C_\mathcal{A}(E_1)]^{\frac{1}{p-n}} + (1 - \lambda) [C_\mathcal{A}(E_2)]^{\frac{1}{p-n}},$$

when $n < p < \infty$, $0 \leq \lambda \leq 1$, and $E_1, E_2$ are nonempty convex compact sets in $\mathbb{R}^n$. While $p = n$ then

$$C_\mathcal{A}(\lambda E_1 + (1 - \lambda) E_2) \geq \lambda C_\mathcal{A}(E_1) + (1 - \lambda) C_\mathcal{A}(E_2),$$

where $0 \leq \lambda \leq 1$ and $E_1, E_2$ are convex compact sets in $\mathbb{R}^n$ containing at least two points.

Moreover, if equality holds in the either of the above inequalities for some $E_1$ and $E_2$, then under certain regularity and structural assumptions on $\mathcal{A}$ we show that these two sets are homothetic.

The classical Minkowski problem asks for necessary and sufficient conditions on a non-negative Borel measure on the unit sphere $\mathbb{S}^{n-1}$ to be the surface area measure of a convex compact set in $\mathbb{R}^n$ under the Gauss mapping for the boundary of this convex set. In the second part of this article we study a Minkowski type problem for a measure associated to the $\mathcal{A}$-harmonic Green’s function for the complement of a convex compact set $E$ when $n \leq p < \infty$. If $\mu_E$ denotes this measure, then we show that necessary and sufficient conditions for existence under this setting are exactly the same conditions as in the classical Minkowski problem. Using the Brunn-Minkowski inequality result from the first part, we also show that this problem has a unique solution up to translation.
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1
Part 1. The Brunn-Minkowski inequality for $\mathcal{A}$-harmonic Green’s function

1. Introduction

The classical Brunn-Minkowski inequality states that

\[(\text{Vol}(\lambda E_1 + (1-\lambda)E_2))^\frac{1}{n} \geq \lambda \left[\text{Vol}(E_1)\right]^\frac{1}{n} + (1-\lambda) \left[\text{Vol}(E_2)\right]^\frac{1}{n}\]

whenever $E_1, E_2$ are compact convex sets with nonempty interiors in $\mathbb{R}^n$ and $\lambda \in [0,1]$. Here $\text{Vol}(\cdot)$ denotes the usual volume in $\mathbb{R}^n$ and the summation $(\lambda E_1 + (1-\lambda)E_2)$ should be understood as a vector sum (called Minkowski addition). Moreover, equality in (1.1) holds precisely when $E_1$ and $E_2$ are equal up to translation and dilatation (i.e. $E_1$ is homothetic to $E_2$). In fact, this inequality holds for bounded measurable sets as well and it is one of the most important and deepest results in the theory of
convex bodies. The inequality (1.1) essentially says that $[\text{Vol}(\cdot)]^{1/n}$ is a concave function with respect to Minkowski addition. The Brunn-Minkowski inequality has connections with many other inequalities including the isoperimetric inequality, Sobolev inequalities, Gagliardo-Nirenberg inequalities. Inequalities of Brunn-Minkowski type have been obtained for various other homogeneous functionals including; torsional rigidity, the first eigenvalue of the Laplacian, Newtonian capacity (for more details see the survey paper of Gardner [Ga] and the book of Schneider [Sc]). Combining results from [CS, B1, CJL], the following $p$-capacitary version of the Brunn-Minkowski inequality has been shown for $1 < p < n$

\begin{equation}
\left[\text{Cap}_p(\lambda E_1 + (1 - \lambda) E_2)\right]^{\frac{1}{n-p}} \geq \lambda \left[\text{Cap}_p(E_1)\right]^{\frac{1}{n-p}} + (1 - \lambda) \left[\text{Cap}_p(E_2)\right]^{\frac{1}{n-p}}
\end{equation}

whenever $E_1, E_2$ are compact convex sets with nonempty interiors in $\mathbb{R}^n$. Here $\text{Cap}_p(\cdot)$ denotes the $p$-capacity of a set defined by

$$\text{Cap}_p(E) = \inf \left\{ \int_{\mathbb{R}^n} |\nabla v|^p dx : v \in C_c^\infty(\mathbb{R}^n), v(x) \geq 1 \text{ for } x \in E \right\}.$$ 

Moreover, equality in (1.2) holds precisely when $E_1$ is homothetic to $E_2$. In [AGHLV], the first, second, and fourth authors of this article along with Jason Gong and Jay Hineman studied a generalized notion of $p$-capacity for $1 < p < n$ associated with “$\mathcal{A}$-harmonic PDEs” (see Definition 2.1) and denoted by $\text{Cap}_A(\cdot)$. It was shown in that article that the Brunn-Minkowski type inequality holds:

$$\left[\text{Cap}_A(\lambda E_1 + (1 - \lambda) E_2)\right]^{\frac{1}{n-p}} \geq \lambda \left[\text{Cap}_A(E_1)\right]^{\frac{1}{n-p}} + (1 - \lambda) \left[\text{Cap}_A(E_2)\right]^{\frac{1}{n-p}}$$

when $1 < p < n$, $0 \leq \lambda \leq 1$, and $E_1, E_2$ are convex compact sets with positive $\mathcal{A}$-capacity (so $E_1$ or $E_2$ can have an empty interior). Moreover, if equality holds in the above inequality for some $E_1$ and $E_2$, then under certain regularity and structural assumptions on $\mathcal{A}$, it was concluded that these two sets are homothetic.

We note that when $p \geq n$, $\text{Cap}_p(B(x, r)) = 0$ (see [HKM, Example 2.12]) for any $r > 0$. Borell in [B2] and Colesanti and Cuoghi in [CC] considered an analogous problem when $p = n$. To describe their work, consider a convex compact $E$ with non-empty interior. It can be shown that there exists a unique $u$ which is $n$-harmonic in $\mathbb{R}^n \setminus E$ with continuous boundary values 0 on $\partial E$ and $u(x) = \log |x| + a + o(1)$ as $|x| \to \infty$. Now $u$ and $a \in \mathbb{R}$ are uniquely determined by $E$. If we let $\mathcal{C}_n(E) := e^{-a}$ then Borell in [B2] when $n = 2$ and Colesanti and Cuoghi in [CC] for $p = n > 2$ showed that $\mathcal{C}_n(\cdot)$ satisfies the Brunn-Minkowski inequality (1.2) with power $1/(n-p)$ replaced by 1 for $n \geq 2$. In these articles, it was also shown that if equality holds for some convex compact sets $E_1$ and $E_2$ with non-empty interiors then they are homothetic. When $n = 2$, $\mathcal{C}_2(\cdot)$ is often called logarithmic capacity so the authors of [CC] called $\mathcal{C}_n(\cdot)$ an $n$-dimensional logarithmic capacity. In the first part of this article, using a similar approach, we study a Brunn-Minkowski inequality associated with an $\mathcal{A}$-harmonic Green’s function when $n \leq p < \infty$. To our knowledge this study is the first of its kind when $n < p < \infty$. 
2. Notation and statement of results

Let \( n \geq 2 \) and denote points in Euclidean \( n \)-space \( \mathbb{R}^n \) by \( y = (y_1, \ldots, y_n) \). Let \( S^{n-1} \) denote the unit sphere in \( \mathbb{R}^n \). We write \( e_m, 1 \leq m \leq n, \) for the point in \( \mathbb{R}^n \) with 1 in the \( m \)-th coordinate and 0 elsewhere. Let \( E, \partial E, \) and \( \text{diam}(E) \) be the closure, boundary, and diameter of the set \( E \subset \mathbb{R}^n \) respectively. We define \( d(y, E) \) to be the distance from \( y \in \mathbb{R}^n \) to \( E \). Given two sets \( E \) and \( F \) in \( \mathbb{R}^n \), let

\[
    d_H(E, F) := \max(\sup\{d(y, E) : y \in F\}, \sup\{d(y, F) : y \in E\})
\]

be the Hausdorff distance between the sets \( E \) and \( F \). Also

\[
    E + F := \{x + y : x \in E, y \in F\}
\]

is the Minkowski sum of \( E \) and \( F \). We write \( E + x \) for \( E + \{x\} \) and if \( \rho \) is a non-negative real number set \( \rho E = \{\rho y : y \in E\} \). Let \( \langle \cdot, \cdot \rangle \) denote the standard inner product on \( \mathbb{R}^n \) and let \( |y| = \langle y, y \rangle^{1/2} \) be the Euclidean norm of \( y \). Put

\[
    B(z, r) = \{y \in \mathbb{R}^n : |z - y| < r\}
\]

whenever \( z \in \mathbb{R}^n \) and \( r > 0 \).

Let \( dy \) denote the \( n \)-dimensional Lebesgue measure on \( \mathbb{R}^n \). Let \( \mathcal{H}^\lambda, 0 < \lambda \leq n, \) denote the \( \lambda \)-dimensional Hausdorff measure on \( \mathbb{R}^n \) defined by

\[
    \mathcal{H}^\lambda(E) = \lim_{\delta \to 0} \inf \left\{ \sum_j r_j^\lambda ; E \subset \bigcup_j B(x_j, r_j), r_j \leq \delta \right\}
\]

where the infimum is taken over all possible \( \delta \)-covering \( \{B(x_j, r_j)\} \) of \( E \). If \( O \subset \mathbb{R}^n \) is open and \( 0 \leq q < \infty \), then by \( W^{1,q}(O) \) we denote the space of equivalence classes of functions \( h \) with distributional gradient \( \nabla h = (h_{y_1}, \ldots, h_{y_n}) \), both of which are \( q \)-th power integrable on \( O \). Let

\[
    \|h\|_{1,q} = \|h\|_q + \|\nabla h\|_q
\]

be the norm in \( W^{1,q}(O) \) where \( \|\cdot\|_q \) is the usual Lebesgue \( q \) norm of functions in the Lebesgue space \( L^q(O) \). Next let \( C_0^\infty(O) \) be the set of infinitely differentiable functions with compact support in \( O \) and let \( W^{1,q}_0(O) \) be the closure of \( C_0^\infty(O) \) in the norm of \( W^{1,q}(O) \). By \( \nabla \), we denote the divergence operator.

**Definition 2.1.** Let \( p, \alpha \in (1, \infty) \) and

\[
    \mathcal{A} = (\mathcal{A}_1, \ldots, \mathcal{A}_n) : \mathbb{R}^n \setminus \{0\} \to \mathbb{R}^n
\]

be such that \( \mathcal{A} = \mathcal{A}(\eta) \) has continuous partial derivatives in \( \eta_k \) for \( k = 1, 2, \ldots, n \) on \( \mathbb{R}^n \setminus \{0\} \). We say that the function \( \mathcal{A} \) belongs to the class \( M_p(\alpha) \) if the following conditions are satisfied whenever \( \xi \in \mathbb{R}^n \) and \( \eta \in \mathbb{R}^n \setminus \{0\} \):

(i) **Ellipticity:** \( \alpha^{-1}|\eta|^{p-2}|\xi|^2 \leq \sum_{i,j=1}^n \frac{\partial A_i}{\partial \eta_j}(\eta) \xi_i \xi_j \) and \( \sum_{i=1}^n |\nabla \mathcal{A}_i(\eta)| \leq \alpha |\eta|^{p-2} \),

(ii) **Homogeneity:** \( \mathcal{A}(\eta) = |\eta|^{p-1} \mathcal{A}(\eta/|\eta|) \).
We put $A(0) = 0$ and note that Definition 2.1 (i) and (ii) implies
\begin{equation}
(\lvert \eta \rvert + \lvert \eta' \rvert)^{p-2} \lvert \eta - \eta' \rvert^2 \approx (A(\eta) - A(\eta'), \eta - \eta')
\end{equation}
whenever $\eta, \eta' \in \mathbb{R}^n \setminus \{0\}$ and the proportionality constants depend only on $p, n,$ and $\alpha$.

**Definition 2.2.** Let $p \in (1, \infty)$ and let $A \in M_p(\alpha)$ for some $\alpha \in (1, \infty)$. Given an open set $O$ we say that $u$ is $A$-harmonic in $O$ provided $u \in W^{1,p}(G)$ for each open $G$ with $G \subset O$ and
\begin{equation}
\int \langle A(\nabla u(y)), \nabla \theta(y) \rangle \, dy = 0 \quad \text{whenever} \quad \theta \in W^{1,p}_0(G).
\end{equation}

We say that $u$ is an $A$-subsolution ($A$-supersolution) in $O$ if $u \in W^{1,p}(G)$ whenever $G$ is as above and (2.2) holds with $\leq$ replaced by $\geq$ whenever $\theta \in W^{1,p}_0(G)$ with $\theta \geq 0$. As a short notation for (2.2) we write $\nabla \cdot A(\nabla u) = 0$ in $O$.

**Remark 2.3.** We remark for $O, A, p, u,$ as in Definition 2.2 that if $F : \mathbb{R}^n \to \mathbb{R}^n$ is the composition of a translation and a dilation then
\[ \tilde{u}(z) = u(F(z)) \text{ is } A\text{-harmonic in } F^{-1}(O). \]
Moreover, if $\tilde{F} : \mathbb{R}^n \to \mathbb{R}^n$ is the composition of a translation, a dilation, and a rotation then
\[ \tilde{u}(z) = u(\tilde{F}(z)) \text{ is } \tilde{A}\text{-harmonic in } \tilde{F}^{-1}(O) \text{ for some } \tilde{A} \in M_p(\alpha). \]

We note that $A$-harmonic PDEs have been studied in [HKM]. Also dimensional properties of the Radon measure associated with a positive $A$-harmonic function $u$, vanishing on a portion of the boundary of $O$, have been studied in [A, ALV12, ALV, LN, AGHLV], see also [LLN, LN4].

In this article, we often assume that $E \subset \mathbb{R}^n$ is a convex compact set usually containing at least two points or equivalently having positive $H^1$ measure. Note that when $p = 2$ and $A(\eta) = (\eta_1, \ldots, \eta_n)$, $\eta \in \mathbb{R}^n \setminus \{0\}$, then one gets Laplace’s equation in $\mathbb{R}^n$. If we additionally let $n = 2$ and $\Omega = \mathbb{R}^2 \setminus E$, then the logarithmic capacity of $E$ can be defined through the behavior of the Green’s function near $\infty$. That is, the Green’s function $u(\cdot, \infty)$ with pole at $\infty$ has continuous boundary values zero on $\partial E$, and has a representation $u(z, \infty) = \log \lvert z \rvert + H(z, \infty)$ in $\Omega$ where $H(z, \infty)$ is harmonic, bounded, and continuous at $\infty$. The quantity $H(\infty, \infty) = a$ is known as the Robin’s constant for $E$. Thus $u(z, \infty) = \log \lvert z \rvert + a + o(1)$ as $\lvert z \rvert \to \infty$. Classically the logarithmic capacity of $E$ in the plane is defined by $\text{Cap}_2(E) = e^{-a}$. More about logarithmic capacity in the plane can be found in [GM, Chapter III] and in [La, Page 167].

When $A(\eta) = |\eta|^{p-2} \eta$ for $\eta \in \mathbb{R}^n \setminus \{0\}$ and $1 < p < \infty$ then one gets the $p$-Laplace equation $\nabla \cdot (|\nabla u|^{p-2} \nabla u) = 0$ and solutions are called $p$-harmonic functions. In $\mathbb{R}^n$, $n \geq 2$, $\log |x|$ is an $n$-harmonic function and $|x|^{\frac{n}{p-n}}$ is a $p$-harmonic function in $\mathbb{R}^n \setminus \{0\}$ when $1 < p \neq n < \infty$. As in the planar case, given a convex compact set $E \subset \mathbb{R}^n$ with non-empty interior, there exists a unique $p$-harmonic function $u$.
such that \( \nabla \cdot (|\nabla u|^{p-2} \nabla u) = 0 \) in \( \mathbb{R}^n \setminus E \) with continuous boundary values 0 on \( \partial E \) satisfying

\[
\begin{aligned}
u(x) &= \begin{cases}
\log |x| + a + o(1) & \text{when } p = n, \\
|x|^{\frac{p-n}{p-1}} + a + o(1) & \text{when } n < p < \infty,
\end{cases}
\text{as } |x| \to \infty.
\end{aligned}
\]

Here \( a \in \mathbb{R} \) when \( p = n \) and \( a < 0 \) when \( n < p < \infty \). So based on the classical function theory, \( p = 2, n = 2 \), case, a natural definition of \( \mathcal{C}_p(E) \) is given by

\[
\mathcal{C}_p(E) = \begin{cases}
e^{-a/\gamma} & \text{when } p = n, \\
(-a)^{p-1} & \text{when } n < p < \infty.
\end{cases}
\]

Here \( \gamma \) is a non-negative constant (see Lemma 4.4). With this notation we prove that \( \mathcal{C}_A(\cdot) \) satisfies the following Brunn-Minkowski type inequality when \( n \leq p < \infty \). In particular, our first main result is

**Theorem A.** Let \( E_1 \) and \( E_2 \) be compact convex sets in \( \mathbb{R}^n, n \geq 2 \). Assume that both sets contain at least two points when \( p = n \) and that both sets are nonempty when \( p > n \). If \( \lambda \in [0, 1] \) and if \( p = n \) then

\[
\mathcal{C}_A(\lambda E_1 + (1 - \lambda) E_2) \geq \lambda \mathcal{C}_A(E_1) + (1 - \lambda) \mathcal{C}_A(E_2).
\]

While if \( n < p < \infty \) then

\[
[C_A(\lambda E_1 + (1 - \lambda) E_2)]^{\frac{1}{p-n}} \geq \lambda [C_A(E_1)]^{\frac{1}{p-n}} + (1 - \lambda) [C_A(E_2)]^{\frac{1}{p-n}}.
\]
If equality holds in (2.4) or in (2.5) and $\mathcal{A}$ satisfies

\[(2.6)\]

(i) There exists $1 \leq \Lambda < \infty$ such that

\[
\left| \frac{\partial \mathcal{A}_i}{\partial \eta_j}(\eta) - \frac{\partial \mathcal{A}_i}{\partial \eta'_j}(\eta') \right| \leq \Lambda |\eta - \eta'||\eta|^{p-3}
\]

whenever $0 < \frac{1}{2} |\eta| \leq |\eta'| \leq 2|\eta|$ and $1 \leq i \leq n,$

(ii) $\mathcal{A}_i(\eta) = \frac{\partial f}{\partial \eta_i}$ for $1 \leq i \leq n$ where $f(\eta) = t^p f(\eta)$ when $t > 0$ and $\eta \in \mathbb{R}^n \setminus \{0\},$

then $E_2$ is a translation and dilation of $E_1$ provided that both sets contain at least two points.

We first remark that the work in [CC, B2] corresponds to the case $p = n$ and $\mathcal{A}(\eta) = |\eta|^{n-2}\eta,$ whereas in Theorem A we consider all possible values of $p, n \leq p < \infty$ and general $\mathcal{A} \in M_p(\alpha)$ for $\alpha \in (1, \infty).$ Second, in [CC, B2], the convex compact sets $E_1$ and $E_2$ are required to have interiors, unlike our “bare bones” assumption on $E_1$ and $E_2.$ We consider it a very interesting question as to whether (2.6) is needed in Theorem A. Finally, Theorem A will be used to prove uniqueness in the Minkowski type problem associated with an $\mathcal{A}$-harmonic Green's function for the complement of a compact convex set when $p \geq n$ (see §7).

3. Basic estimates for $\mathcal{A}$-harmonic functions

In this section we state some fundamental estimates for $\mathcal{A}$-harmonic functions. Concerning constants, unless otherwise stated, in this section, and throughout the paper, $c$ will denote a positive constant $\geq 1,$ not necessarily the same at each occurrence, depending at most on $p, n, \alpha,$ $\Lambda$ which sometimes we refer to as depending on the data. In general, $c(a_1, \ldots, a_m)$ denotes a positive constant $\geq 1,$ which may depend at most on the data and $a_1, \ldots, a_m,$ not necessarily the same at each occurrence. If $B \approx C$ then $B/C$ is bounded from above and below by constants which, unless otherwise stated, depend at most on the data. Moreover, we let $\max F, \min F$ be the essential supremum and infimum of $\tilde{u}$ on $F$ whenever $F \subset \mathbb{R}^n$ and $\tilde{u}$ is defined on $F.$ Finally in this section, unless otherwise stated, we assume that $1 < p < \infty.$ We shall start with a definition of thickness and fatness of a closed set

**Definition 3.1 (Thickness).** Given $\lambda > 0$ and $r_0 > 0,$ a closed set $E$ is called $(r_0, \lambda)$-thick if there exists $c > 0$ such that

$$\mathcal{H}^\lambda_\infty(E \cap \overline{B}(w, r)) \geq cr^\lambda \quad \text{for all} \quad 0 < r \leq r_0 \quad \text{and} \quad w \in E.$$  

Here $\mathcal{H}^\lambda_\infty$ denotes the Hausdorff content of a set (take the infimum in the definition of $\mathcal{H}^\lambda$ over all possible covering of the set). The classical definition of the $p$-capacity of a compact set $E$ inside a bounded domain $D$ is defined by

$$\text{Cap}_p(E, D) = \inf \left\{ \int_D |\nabla v|^p dx : v \in C^\infty_0(D), v(x) \geq 1 \text{ for } x \in E \right\}.$$  

Note that when $D = \mathbb{R}^n$ one has $\text{Cap}_p(E, \mathbb{R}^n) = \text{Cap}_p(E)$ as defined earlier.
Definition 3.2 (Fatness). A closed set $E \subset \mathbb{R}^n$ is called uniformly $(r_0, p)$-fat if
\[
\frac{\text{Cap}_p(E \cap \bar{B}(w, r), B(w, 2r))}{\text{Cap}_p(B(w, r), B(w, 2r))} \geq c
\]
for $0 < r \leq r_0$ and all $w \in E$.

We note from [HKM, Example 2.12] that for $n < p < \infty$,
\[
\text{Cap}_p(\{x_0\}, B(x_0, 2r)) \approx \text{Cap}_p(\bar{B}(x_0, r), B(x_0, 2r)) \approx r^{n-p}.
\]
Thus if $p > n$ and $0 < r_0 < \infty$ then any nonempty closed set is uniformly $(r_0, p)$-fat. On the other hand, if $1 < p \leq n$, it follows essentially from Frostman’s lemma that if a closed set $E$ is $(r_0, \lambda)$-thick for some $r_0$ and $\lambda > n - p$ then $E$ is uniformly $(r_0, p)$-fat (see [AH, Corollary 5.1.14]). Thus a compact convex set containing at least two points is uniformly $(r_0, n)$-fat with capacitary ratio (i.e, $c$ in Definition 3.2) depending only on $n$ when $r_0 = \text{diam}(E)$. Finally, uniform $(r_0, p)$-fatness for some $r_0 > 0$, is a sufficient condition for solvability of the Dirichlet problem for $\mathcal{A}$-harmonic PDEs in a bounded domain $\Omega$ in the sense that if every point $w \in \mathbb{R}^n \setminus \Omega$ is uniformly $(r_0, p)$-fat, then
\[
\int_0^{r_0} \left[ \frac{\text{Cap}_p((\mathbb{R}^n \setminus \Omega) \cap \bar{B}(w, r), B(w, 2r))}{\text{Cap}_p(B(w, r), B(w, 2r))} \right]^{\frac{1}{p-1}} \frac{dr}{r} = \infty.
\]
That is, uniform $(r_0, p)$-fatness implies Wiener regularity (see [HKM, Theorem 6.33]).

Next we state some basic estimates for $\mathcal{A}$-harmonic functions.

Lemma 3.3. Given $p$, $1 < p < \infty$, assume that $\mathcal{A} \in M_p(\alpha)$ for some $\alpha \in (1, \infty)$ in $\mathbb{R}^n$, $n \geq 2$. Let $\tilde{u}$ be a $\mathcal{A}$-harmonic function in $B(w, 4r)$ for some $r > 0$. Then
\[
(i) \quad r^{p-n} \int_{B(w, r/2)} |\nabla \tilde{u}|^p \, dy \leq c \left( \max_{B(w, r)} |\tilde{u}| \right)^p \leq c^2 r^{-n} \int_{B(w, 2r)} |\tilde{u}|^p \, dx,
\]
\[
(ii) \quad \text{If } \tilde{u} \geq 0 \text{ in } B(w, 2r) \text{ then } \max_{B(w, r)} \tilde{u} \leq c \min_{B(w, r)} \tilde{u}.
\]
Furthermore, there exists $\tilde{\sigma} = \tilde{\sigma}(p, n, \alpha) \in (0, 1)$ such that
\[
(iii) \quad |\tilde{u}(x) - \tilde{u}(y)| \leq c \left( \frac{|x - y|}{r} \right)^{\tilde{\sigma}} \max_{B(w, 2r)} |\tilde{u}|
\]
whenever $x, y \in B(w, r)$.

Proof. A proof of this lemma can be found in [S].

Lemma 3.4. Let $p, n, \tilde{\mathcal{A}}, \alpha, w, r, \tilde{u}$ be as in Lemma 3.3. Then $\tilde{u}$ has a representative locally in $W^{1,p}(B(w, 4r))$, with Hölder continuous partial derivatives in $B(w, 4r)$ (also denoted $\tilde{u}$). Moreover, there exist $\tilde{\beta} \in (0, 1]$ and $c \geq 1$, depending only on $p$, $n$, and
α, such that if \( x, y \in B(w, r) \), then
\[
(\hat{a}) \quad c^{-1} |\nabla \tilde{u}(x) - \nabla \tilde{u}(y)| \leq (|x - y|/r)^{\hat{\beta}} \max_{B(w,r)} |\nabla \tilde{u}| \leq cr^{-1} (|x - y|/r)^{\hat{\beta}} \tilde{u}(w),
\]
\[\text{(3.2)}\]
\[
(\hat{b}) \quad \int_{B(w,r)} \sum_{i,j=1}^n |\nabla \tilde{u}|^{p-2} |\tilde{u}_{x_i x_j}|^2 dy \leq cr^{(n-p-2)} \tilde{u}(w).
\]

If
\[
\gamma r^{-1} \tilde{u} \leq |\nabla \tilde{u}| \leq \gamma^{-1} r^{-1} \tilde{u} \quad \text{on} \quad B(w, 2r)
\]
for some \( \gamma \in (0, 1) \) and (2.6) (i) holds then \( \tilde{u} \) has Hölder continuous second partial derivatives in \( B(w, r) \) and there exist \( \theta \in (0, 1) \) and \( \bar{c} \geq 1 \), depending only on the data and \( \gamma \), such that
\[
(\text{3.3}) \quad \left[ \sum_{i,j=1}^n (\tilde{u}_{x_i x_j}(x) - \tilde{u}_{y_i y_j}(y))^2 \right]^{1/2} \leq \bar{c} (|x - y|/r)^{\theta} \max_{B(w,r)} \left( \sum_{i,j=1}^n |\tilde{u}_{x_i x_j}| \right)
\[
\leq \bar{c}^2 r^{-n/2} (|x - y|/r)^{\theta} \left( \sum_{i,j=1}^n \int_{B(w,2r)} \tilde{u}_{x_i x_j}^2 \, dx \right)^{1/2}
\[
\leq \bar{c}^3 r^{-2} (|x - y|/r)^{\theta} \tilde{u}(w)
\]
whenever \( x, y \in B(w, r/2) \).

Proof. A proof of (3.2) can be found in [T]. Also, (3.3) follows from (3.2), the added assumptions, and Schauder type estimates (see [GT]). \( \square \)

**Lemma 3.5.** Fix \( p \) with \( 1 < p < \infty \) and assume that \( \Lambda \in M_p(\alpha) \) for some \( \alpha \in (1, \infty) \). Let \( \tilde{E} \subset B(0, R) \), for some \( R > 0 \), be a uniformly \((r_0, p)\)-fat compact convex set where \( r_0 = \text{diam}(\tilde{E}) \). Let \( \zeta \in C_0^{\infty}(B(0, 2R)) \) with \( \zeta \equiv 1 \) on \( B(0, R) \). If \( 0 \leq \tilde{u} \) is \( \Lambda \)-harmonic in \( B(0, 4R) \setminus \tilde{E} \), and \( \tilde{u} \zeta \in W_0^1(B(0, 4R) \setminus \tilde{E}) \), then \( \tilde{u} \) has a continuous extension to \( B(0, 4R) \) obtained by putting \( \tilde{u} \equiv 0 \) on \( \tilde{E} \). Moreover, if \( 0 < r < R \) and \( w \in \tilde{E} \) then
\[
(\text{3.4}) \quad (i) \quad r^{p-n} \int_{B(w,r)} |\nabla \tilde{u}|^p \, dy \leq c \left( \max_{B(w,2r)} \tilde{u} \right)^p.
\]
Furthermore, there exists \( \hat{\sigma} \in (0, 1) \), depending on \( p, n, \alpha \), and the uniform \((r_0, p)\)-fatness constant for \( \tilde{E} \), such that
\[
(\text{ii}) \quad |\tilde{u}(x) - \tilde{u}(y)| \leq c \left( \frac{|x - y|}{r} \right)^{\hat{\sigma}} \max_{B(w,2r)} \tilde{u}
\]
whenever \( x, y \in B(w, r) \) and \( 0 < r < \text{diam}(\tilde{E}) \).

Proof. Here (i) is a standard Caccioppoli inequality and (ii) for \( y \in \tilde{E} \) follows from uniform \((r_0, p)\)-fatness of \( \tilde{E} \) and essentially Theorem 6.18 in [HKM]. Combining this fact with (3.1) (iii) we obtain (ii). \( \square \)
Remark 3.6. As an application of Lemma 3.5 observe from the remarks following Definitions 3.1 and 3.2 that if \( p > n \) then Lemma 3.5 is valid for any compact set \( E \subset B(0, R) \) with \( \text{diam}(E) \) in (3.4) (ii) replaced by \( R \). If \( p = n \) and \( E \) is convex, containing at least two points, then \( E \) contains a line segment so is \((r_0, 1)\)-thick and thus uniformly \((r_0, n)\)-fat. Hence Lemma 3.5 applies in this situation as well.

Lemma 3.7. Let \( \tilde{A}, p, n, \alpha, \tilde{E}, r_0, R, \tilde{u} \) be as in Lemma 3.5. Then there exists a unique finite positive Borel measure \( \tilde{\mu} \) with support contained in \( \tilde{E} \) such that

\[
(3.5) \quad (i) \quad \int \langle \tilde{A}(\nabla \tilde{u}(y)), \nabla \phi(y) \rangle \, dy = -\int \phi \, d\tilde{\mu} \quad \text{whenever } \phi \in C^\infty_0(B(0, 2R)).
\]

Moreover, there exists \( c \geq 1 \), with the same dependence as in Lemma 3.5 such that

\[
(ii) \quad c^{-1}r^{p-n}\tilde{u}(w, r) \leq \max_{B(w, 2r)} \tilde{u} - \tilde{\mu}(B(w, 4r)) \leq c r^{p-n} \tilde{\mu}(B(w, 4r))
\]

whenever \( 0 < r \leq r_0 \) and \( w \in \tilde{E} \).

Proof. For the proof of \((i)\) see [HKM, Theorem 21.2] or [KZ]. The left-hand inequality in \((ii)\), follows from \((i)\) in (2.1) with \( \eta' = (0, \ldots, 0) \), and H"older's inequality, using a test function, \( \phi \), with \( \phi \equiv 1 \) on \( \tilde{B}(w, r) \). The proof of the right-hand inequality in (3.5) \((ii)\) follows from [EL] or [KZ]. \( \square \)

4. Existence and uniqueness of a fundamental solution

Let \( p \) and \( \alpha \) be fixed with \( 2 \leq n \leq p < \infty \) and \( \alpha \in (1, \infty) \). In this section, for \( \mathcal{A} \in M_p(\alpha) \), we will show existence and uniqueness of a fundamental solution to \( \mathcal{A} \)-harmonic PDE. The cases \( p > n \) and \( p = n \) require different proofs and slightly different definitions. We begin with the more difficult case \( p = n \).

4.1. Existence and uniqueness for \( p = n \).

Definition 4.1. If \( p = n \) we say that \( F \) is a fundamental solution to \( \nabla \cdot \mathcal{A}(\nabla F) = 0 \) in \( \mathbb{R}^n \) with pole at 0 if

\[
(i) \quad F \text{ is } \mathcal{A}\text{-harmonic in } \mathbb{R}^n \setminus \{0\}, \quad F \in W^{1,l}_{\text{loc}}(\mathbb{R}^n) \text{ for } 1 < l < n,
\]

and \( |F(x)| = O(\log |x|) \) in a neighborhood of \( \infty \).

\[
(4.1) \quad \int \langle \mathcal{A}(\nabla F(z)), \nabla \theta(z) \rangle \, dz = -\theta(0) \quad \text{whenever } \theta \in C^\infty(\mathbb{R}^n).
\]

In order to show existence and uniqueness of \( F \) we require several preliminary lemmas. Fix \( R \) with \( 2 < R < \infty \), and let \( v = v(\cdot, R) \) be the \( \mathcal{A} \)-harmonic function in \( B(0, R) \setminus \tilde{B}(0, 1) \) with continuous boundary values 0 on \( \partial B(0, 1) \) and \( \log R \) on \( \partial B(0, R) \). Extend \( v \) to \( B(0, 1) \) by putting \( v \equiv 0 \) on \( B(0, 1) \). Let \( v \) be the positive Borel measure as in Lemma 3.7 with support contained on \( \partial B(0, 1) \) associated to \( v \). We claim that
Lemma 4.2. For \( v \) and \( \nu \) as above we have

(a) \( \nu(\mathcal{B}(0, 1)) \approx 1 \),

(b) \( c^{-1} \leq \langle \nabla v(x), x \rangle \leq |x| |\nabla v| \leq c \) whenever \( x \in B(0, R) \setminus B(0, 1) \),

(c) \( v(x) \approx \log |x| \) whenever \( x \in B(0, R) \setminus B(0, 1) \)

where ratio constants depend only on \( n \) and \( \alpha \).

Proof. To prove this inequality let \( w(x) = \log |x| \), when \( x \in B(0, R) \), and note that \( w \) is \( n \)-harmonic in \( B(0, R) \setminus B(0, 1) \) with continuous boundary values and \( v \equiv w \) on \( \partial[B(0, R) \setminus B(0, 1)] \). Then

(4.3) \[
\nu(B(0, 1)) \log R = \int_{B(0,R)\setminus B(0,1)} \langle A(\nabla v), \nabla v \rangle dx \approx \int_{B(0,R)\setminus B(0,1)} |\nabla w|^n dx \approx \log R.
\]

where all ratio constants depend only on \( n \) and \( \alpha \). The left-hand inequality in (4.3) follows from the definition of \( \nu \), using \( \max(\log R - v, 0) \) as a test function. That is, as in Lemma 3.7, we first have

\[
- \int \langle A(\nabla v), \nabla v \rangle dx = \int \langle A(\nabla v), \nabla (\log R - v) \rangle dx
\]

\[
= - \int_{\partial B(0,1)} \log R d\nu = - \log R \nu(\mathcal{B}(0, 1)).
\]

The middle inequality in (4.3) follows from Hölder’s inequality after using \( v - w \) as a test function in the definition of \( A \) and \( n \)-harmonic functions using \( v, w \). Indeed, since \( v \) is \( A \)-harmonic in \( B(0, R) \setminus B(0, 1) \)

\[
0 = \int \langle A(\nabla v), \nabla (v - w) \rangle dx = \int \langle A(\nabla v), \nabla v \rangle dx - \int \langle A(\nabla v), \nabla w \rangle dx.
\]

Using the structural assumptions on \( A \) and Hölder’s inequality with \( \epsilon \)'s to estimate the second integral on the right in the above equality, it follows that

\[
\int |\nabla v|^n dx \leq \alpha \int \langle A(\nabla v), \nabla v \rangle dx = \alpha \int \langle A(\nabla v), \nabla w \rangle dx \leq c \int |\nabla w|^n dx
\]

where \( c \) depends only on \( n \) and \( \alpha \). A similar argument using \( n \)-harmonicity of \( w \) and \( v - w \) as a test function gives the reverse inequality. Thus (4.2) (a) is valid. To prove (4.2) (b) we note that \( \partial B(0, 1) \) is uniformly \( (1, n) \)-fat in the sense of \( n \)-capacity defined relative to \( B(0, 4) \). It follows from Lemma 3.7 (ii) and Harnack’s inequality for \( A \)-harmonic functions that

(4.4) \[
1 \approx \nu(\mathcal{B}(0, 1))^{1/(n-1)} \approx \max_{\partial B(0, 2)} v.
\]

Similarly, if \( \tau \) is the measure with support contained on \( \partial B(0, R) \) associated with \( \log R - v \) as in Lemma 3.7 and \( \mathcal{A}(\eta) = -A(-\eta) \) then

(4.5) \[
1 \approx \nu(\mathcal{B}(0, 1))^{1/(n-1)} = \tau(\mathcal{B}(0, R))^{1/(n-1)} \approx \max_{\partial B(0, R/2)} (\log R - v).
\]
We now argue as in the proof of Lemma 4.3 in [AGHLV]. For fixed $1 < \lambda < 101/100$, we claim that
\begin{equation}
(4.6) \quad k(x) := \frac{v(\lambda x) - v(x)}{\lambda - 1} \geq c^{-1} \quad \text{whenever } x \in B(0, R/\lambda) \setminus B(0, 1)
\end{equation}
where $c$ depends only on $n$ and the structure constants for $\mathcal{A}$. To prove (4.6) let
\begin{equation}
(4.7) \quad \phi_1(x) = \frac{e^{N|x|^2} - e^N}{e^{64N} - e^N} \quad \text{and} \quad \phi_2(x) = \frac{e^{-N|x|^2} - e^{-64N}}{e^{-N} - e^{-64N}}.
\end{equation}
Notice that $\phi_1 = 0$ on $\partial B(0, 1)$ and $\phi_1 = 1$ on $\partial B(0, 8)$. Similarly, $\phi_2 = 1$ on $\partial B(0, 1)$ and $\phi_2 = 0$ on $\partial B(0, 8)$. Note also that at points in $B(0, 8) \setminus \tilde{B}(0, 1)$ where $\nabla v \neq 0$, these functions are subsolutions to the second order non-divergence form PDE for $v$ corresponding to $\mathcal{A}$-harmonicity when $N \geq 1$ is sufficiently large depending only on the data (see [AGHLV, Section 7.1]). Using these notes and arguing as in [AGHLV, Section 7.1] we see there exists $N, c_1 \geq 1$, depending only on the structure constants for $\mathcal{A}$, $\alpha$, and $n$ such that
\begin{equation}
(4.8) \quad c_3^2(|y| - 1) \geq c_4^2 [1 - \phi_2(y)] \geq c_1 v(y) \geq \phi_1(y) \geq c_1^{-1}(|y| - 1)
\end{equation}
when $y \in B(0, 8) \setminus \tilde{B}(0, 1)$. From the lower bound for $v$ in (4.8) we find that (4.6) is valid when $x \in \partial B(0, 1)$ for $c$ suitably large. Similarly
\begin{equation}
(4.9) \quad c_3(1 - |y|/R) \geq c_4^2 [1 - \phi_1(8y/R)] \geq c_1 (\log R - v(y)) \geq \phi_2(8y/R) \geq c_1^{-1}(1 - |y|/R)
\end{equation}
when $y \in B(0, R) \setminus B(0, R/8)$. From the lower bound for $\log R - v$ in (4.9) we deduce that (4.6) holds for $x \in \partial B(0, R/\lambda)$. From the boundary maximum principle for $\mathcal{A}$-harmonic functions it follows that (4.6) is true. Letting $\lambda \to 1$ and using the chain rule we obtain the left-hand inequality in (4.2) (b). The right-hand inequality in (4.2) (b) for $y \in B(0, 8) \setminus B(0, 1)$ follows from (3.5) (ii), (4.5), Lemma 3.4 (a) with $v = u$ and the estimate for $v$ from above in (4.8). Likewise using $\log R - v = u$ in these displays and the estimate from above for $\log R - v$ in (4.9) we arrive at the right-hand inequality in (4.2) (b) for $y \in B(0, R) \setminus B(0, R/8)$. To handle other values of $y$ we need some notation. Given a real valued continuous function $q$ defined on $\partial B(0, s)$, set
\[ m(s, q) = \min_{x \in \partial B(0, s)} q(x) \quad \text{and} \quad M(s, q) = \max_{x \in \partial B(0, s)} q(x). \]
If $2 < t < R/4$ we note that
\[ E = \{ x; v(x) \leq m(t, v) \} \subset \tilde{B}(0, t) \]
is connected and has diameter at least $t$. Also $\max(v(x) - m(t, v), 0) \geq 0$ is $\mathcal{A}$-harmonic in $B(0, R) \setminus E$ and $\equiv 0$ on $E$. Let $\beta = \beta_t$ be the positive Borel measure with support contained in $E$ corresponding to $\max(v(x) - m(t, v), 0)$ as in Lemma 3.7. As in Lemma 4.2 of [AGHLV] we see that $\beta(E) = \nu(\tilde{B}(0, 1))$. So once again from
Lemma 3.7 we have
\[ 1 \approx \nu(B(0,1))^{1/(n-1)} = \beta(E)^{1/(n-1)} \approx \max_{\partial B(0,2)} \max \left( \nu(x) - m(t,v), 0 \right) \]
\[ = M(2t,v) - m(t,v) \]
(4.10)
for \(2 < t < R/4\). Now from Lemmas 3.3-3.5 with \(u\) replaced by \(v - m(t,v)\) and (4.10) we see that
\[ M(3t/2, |\nabla v|) \leq ct^{-1}. \]
(4.11)
All constants in (4.10)-(4.11) depend only on the data. Combining (4.10)-(4.11) we get the right-hand inequality in (4.2) (b) when \(4 \leq |y| \leq R/4\). Thus (4.2)(b) is valid. Now (4.2)(c) follows from (4.2)(b) and integration. \(\square\)

To avoid confusion we temporarily write \(v(\cdot, R)\) and \(\nu(\cdot, R)\), for \(v\) and \(\nu\) in Lemma 4.2. Using Ascoli’s theorem and Lemmas 3.3-3.5 for \(A\)-harmonic functions we see as \(m \to \infty\) that a sub-sequence of \(\{v(\cdot, m)\}_{m=\infty}^{\infty}\) converges uniformly on compact subsets of \(\mathbb{R}^n\) to a locally Hölder continuous function \(\hat{V} \geq 0\) which is \(A\)-harmonic in \(\mathbb{R}^n \setminus B(0,1)\) and \(\hat{V} \equiv 0\) on \(B(0,1)\). Let \(\Theta\) be the measure corresponding to \(\hat{V}\) as in Lemma 3.7 and put
\[ \Theta(\cdot) = \frac{\hat{\Theta}(\cdot)}{\Theta(B(0,1))} \quad \text{and} \quad V(\cdot) = \frac{\hat{V}(\cdot)}{[\Theta(B(0,1))]^{1/(n-1)}}. \]
Then Lemma 4.2 is valid with \(v\) and \(\nu\) replaced by \(V\) and \(\Theta\) in \(\mathbb{R}^n \setminus B(0,1)\), and \(\Theta(B(0,1)) = 1\). Next we prove

**Lemma 4.3.** For \(V\) and \(\Theta\) as above there exist \(R_0 \geq 4\), \(b \in C^{1,\sigma}(B(0,2) \setminus \bar{B}(0,1/2))\), \(\tilde{\alpha} \in (0,1), c_+ \geq 1\), and \(0 < \gamma \leq c_+\) where \(\tilde{\alpha}, \sigma, c_+\), depend only on the data, satisfying
\[ |V(x) - \gamma \log |x| - b(x/|x|)| \leq c_+(R_0/|x|)^{\tilde{\alpha}} \]
whenever \(|x| = R \geq R_0 \geq 4\).

**Proof.** We first note that \(h(x) := \langle x, \nabla V(x) \rangle\) is a weak solution to
\[ Lh = \sum_{i,j=1}^{n} \frac{\partial}{\partial x_i} (b_{ij}(x) h_{x_j}) = 0 \]
whenever \(x \in \mathbb{R}^n \setminus \bar{B}(0,1)\) where
\[ b_{ij}(x) = \frac{\partial A_i(\nabla V(x))}{\partial \eta_j} \]
for almost every \(x \in \mathbb{R}^n \setminus \bar{B}(0,1)\). From (4.14) and the structural assumptions on \(A\) in Definition 2.1 it follows that
\[ \sum_{i,j=1}^{n} b_{ij}(x) \xi_i \xi_j \approx |\nabla V(x)|^{n-2} |\xi|^2 \quad \text{whenever} \quad \xi \in \mathbb{R}^n \setminus \{0\} \]
where ratio constants depend only on the data. From (4.13)-(4.15) and (4.2) (b) we see for $r \geq 8$ that $h$ is a bounded positive weak solution to a uniformly elliptic PDE in $B(0,2r) \setminus B(0,r/2)$ with bounded measurable coefficients.

We observe that $m(r,h)$ as a function of $r$ is either non-decreasing on $(1,\infty)$ or ultimately non-increasing in the sense that there exists $t_1 > 1$ with $m(\cdot,h)$ non-increasing on $[t_1,\infty)$. Also either $M(r,h)$ is non-increasing on $(1,\infty)$ or ultimately non-decreasing on $(1,\infty)$ in the sense that there exists $t_1 > 1$ with $M(\cdot,h)$ non-decreasing on $[t_1,\infty)$. Both statements follow from the maximum-minimum principles for $A$-harmonic functions. Thus there exist constants $\beta$ and $\gamma$ such that

$$0 < \beta := \lim_{r \to \infty} m(r,h) \leq \lim_{r \to \infty} M(r,h) =: \gamma < \infty$$

thanks to Lemma 4.2. Then $h - \min(m(r/2,h),m(2r,h))$ is non-negative in $B(0,2r) \setminus B(0,r/2)$ so by Harnack’s inequality for uniformly elliptic PDE in (4.13) we have,

$$(4.16) \quad M(r,h) - \min(m(r/2,h),m(2r,h)) \leq c[m(r,h) - \min(m(r/2,h),m(2r,h))],$$

$c$ depending only on the data. Letting $r \to \infty$ in (4.16) we obtain that

$$(4.17) \quad \gamma = \beta < \infty.$$  

To get the estimate in (4.12) first assume that $M(\cdot,h)$ is non-decreasing on $[t_1,\infty)$ for some $t_1 \geq 1$. Then from (4.17) it follows that $m(\cdot,h)$ is also non-decreasing on $[t_1,\infty)$. In this case we show the existence of $t_2 \geq t_1$ with

$$(4.18) \quad h \equiv \gamma \quad \text{on } \mathbb{R}^n \setminus B(0,t_2).$$

From (4.17) and Harnack’s inequality for $L$ in (4.13) applied to $h - m(t,h)$ it follows that either $m(t,h) = \gamma$ for some $t > t_1$ in which case we put $t_2 = t$ and observe that (4.18) is valid or there exists $t_2 > t_1$ with

$$(4.19) \quad \gamma > m(t,h) > M(t_1,h) \quad \text{for } t \geq t_2.$$  

Assuming (4.19) we claim that for $\mathcal{H}^1$-almost every $\tau \in [m(t_2,h),\gamma]$,

$$(4.20) \quad I(\tau) := \int_{\{x \in \mathbb{R}^n \setminus B(0,t_1): h(x) = \tau, \nabla h(x) \neq 0\}} \sum_{i,j=1}^n |\nabla h|^{-1} b_{ij}(x) h_{x_i} h_{x_j} d\mathcal{H}^{n-1} = \tilde{a}$$

where $\tilde{a}$ is a constant independent of $\tau \in [m(t_2,h),\gamma]$. To prove this claim, let $\tau_1, \tau_2, \epsilon$ be so that $m(t_2,h) < \tau_1 < \tau_2 < \gamma$ and

$$0 < \epsilon < \frac{1}{8} \min\{\tau_1 - m(t_2,h), \gamma - \tau_2, \tau_2 - \tau_1\}.$$  

Let $l$ be infinitely differentiable on $\mathbb{R}$ with $l \equiv 1$ on $[\tau_1, \tau_2], l \equiv 0$ on $\mathbb{R} \setminus [\tau_1 - \epsilon, \tau_2 + \epsilon]$, and $|\nabla l| \leq c/\epsilon$ where $c$ is an absolute constant. Using $l \circ h$ as a test function in the weak formulation of (4.13) and using (4.14) and (4.15) we see that

$$(4.21) \quad 0 = \int_{\mathbb{R}^n} \sum_{i,j=1}^n b_{ij}(x) h_{x_i} h_{x_j} (l' \circ h) dy = \int_{\tau_1-\epsilon}^{\tau_1} I(s) l'(s) ds + \int_{\tau_2}^{\tau_2+\epsilon} I(s) l'(s) ds.$$  

where we have used the version of the coarea theorem in [MSZ] which is permissible since $h \in W^{1,2}_{\text{loc}}(\mathbb{R}^n \setminus B(0,1))$. From Lemma 4.2 applied to $V$, (4.14), (4.15), and
once again the coarea theorem, we deduce that $I$ is integrable on any compact subset of $(m(t_2, h), \gamma)$. This observation, (4.21), and the Lebesgue differentiation theorem imply
\begin{equation}
I(\tau_2) - I(\tau_1) = \int_{\tau_1 - \epsilon}^{\tau_1} [I(s) - I(\tau_1)]l'(s)ds + \int_{\tau_2}^{\tau_2 + \epsilon} [I(s) - I(\tau_2)]l'(s)ds \to 0 \quad \text{as} \quad \epsilon \to 0
\end{equation}
for $\mathcal{H}^1$-almost every $\tau_1, \tau_2 \in [m(t_2, h), \gamma]$. This proves claim (4.20).

Assuming $\tilde{a} \neq 0$ and that $t_0 > t_2$ we let
\[ \tilde{h}(x) := \begin{cases} \max(h(x) - m(t_0, h), 0) & \text{whenever } x \in \mathbb{R}^n \setminus \bar{B}(0, t_1), \\ 0 & \text{whenever } x \in \bar{B}(0, t_1). \end{cases} \]

Then from (4.19) we observe that
\[ \lim_{x \to y} \tilde{h}(x) = 0 \quad \text{whenever} \quad y \in \partial B(0, t_1). \]

Let $0 \leq \phi \in C_0^\infty(B(0, 4t_0))$ with $\phi \equiv 1$ on $\bar{B}(0, 2t_0)$ and $|\nabla \phi| \leq c t_0^{-1}$ where $c = c(n)$. Then from the above observation, (4.19) and Lemma 4.2 we see that $\tilde{h} \phi^2$ can be used as a test function in the weak formulation of (4.13). Doing this and using Hölder’s inequality we get the Caccioppoli inequality,
\begin{equation}
I_1 := \int \sum_{i,j=1}^n b_{ij}(x)\tilde{h}_x, \tilde{h}_{x_j}\phi^2dx \leq c \int |\nabla \phi|^{n-2}\tilde{h}^2|\nabla \phi|^2dx =: I_2.
\end{equation}

Using (4.23), the coarea theorem from [MSZ], and (4.20) once again we arrive at
\begin{equation}
I_1 \geq \int_{\{x : 0 < \tilde{h}(x) < m(2t_0, h) - m(t_0, h)\}} \sum_{i,j=1}^n b_{ij}(x)\tilde{h}_x, \tilde{h}_{x_j}\phi^2dx \\
= \int_0^{m(2t_0, h) - m(t_0, h)} \left( \int_{\{h=t\}} |\nabla \tilde{h}|^{-1} \sum_{i,j=1}^n b_{ij}(x)\tilde{h}_x, \tilde{h}_{x_j} d\mathcal{H}^{n-1} \right) dt \\
= \tilde{a} [m(2t_0, h) - m(t_0, h)]
\end{equation}

Also from Lemma 4.2 (b) for $V$ and the definition of $\tilde{h}$ we find
\begin{equation}
I_2 \leq c[M(4t_0, h) - m(t_0, h)]^2 \leq c^2[m(2t_0, h) - m(t_0, h)]^2 \neq 0
\end{equation}
where to get the last two inequalities we have used (4.19) and Harnack’s inequality for $\tilde{h} - m(t_0, h)$ in $\mathbb{R}^n \setminus \bar{B}(0, t_0)$. Using (4.24) and (4.25) we conclude for some $\tilde{c} \geq 1$ that
\begin{equation}
\tilde{a} \leq \tilde{c}[m(2t_0, h) - m(t_0, h)].
\end{equation}

We now repeat this argument with $t_0$ replaced by $2^k t_0$ for $k = 1, 2, \ldots$ in (4.26). Summing the resulting inequalities we eventually get a contradiction to (4.17) unless $\tilde{a} = 0$. If $\tilde{a} = 0$ we observe that
\[ B(0, 4t_0) \setminus \bar{B}(0, t_0) \subset \{ x : m(t_0, h) < h(x) < M(4t_0, h) \}. \]
Using this observation, the coarea theorem from [MSZ] (4.20), and arguing as in (4.24) we get $I_1 = 0$. It then follows from (4.15) that $\nabla h \equiv 0$ in $B(0,2t_0) \setminus B(0,t_0)$ and thereupon from Harnack’s inequality that $h \equiv \gamma$ in $\mathbb{R}^n \setminus B(0,t_0)$, a contradiction to (4.19). Since $t_0 > t_2$ is arbitrary we conclude from all these contradictions that (4.18) holds when $M(\cdot, h)$ and $m(\cdot, h)$ are both non-decreasing on $[t_1, \infty)$.

If $M(\cdot, h)$ and $m(\cdot, h)$ are both non-increasing on $[t_1, \infty)$ then either $M(t, h) = \gamma$ for some $t \geq t_1$ in which case we put $t_2 = t$ and observe that (4.18) holds or there exists $t_2 > t_1$ so that

$$
\gamma < M(t, h) < m(t_1, h) \quad \text{for } t \geq t_2.
$$

In this case let $t_0 > t_2$ and define

$$
\hat{h}(x) = \begin{cases} 
\max(M(t_0, h) - h(x), 0) & \text{whenever } x \in \mathbb{R}^n \setminus \bar{B}(0, t_1), \\
0 & \text{whenever } x \in \bar{B}(0, t_1).
\end{cases}
$$

Repeating the argument from (4.23)-(4.26) with $\hat{h}$ replaced by $\hat{h}$ and using arbitrariness of $t_0$ we eventually arrive at a contradiction so (4.18) is valid. The only other possible case in view of (4.17) is that there exist $t_1 > 1$, such that $M(\cdot, h)$ is non-increasing on $[t_1, \infty)$ and $m(\cdot, h)$ is non-decreasing on $[t_1, \infty)$. In this case we see that either (4.18) is valid for some $t_2 \geq t_1$ or

$$
m(t_0, h) < \gamma < M(t_0, h) \quad \text{for all } t_0 \in [t_1, \infty).
$$

In this case we can apply Harnack’s inequality to $M(t_0, h) - h$ and $h - m(t_0, h)$ in $\mathbb{R}^n \setminus \bar{B}(0, t_0)$ whenever $t_0 > t_1$ to get

$$
M(t_0, h) - m(2t_0, h) \leq c_1[M(t_0, h) - M(2t_0, h)]
$$

and

$$
M(2t_0, h) - m(t_0, h) \leq c_1[m(2t_0, h) - m(t_0, h)].
$$

Adding these two inequalities and doing some arithmetic we obtain

$$
M(2t_0, h) - m(2t_0, h) \leq \kappa(M(t_0, h) - m(t_0, h))
$$

where $\kappa = \frac{c_1-1}{c_1+1} \in (0, 1)$. Iterating this inequality with $t_0$ replaced by $2^k t_0$, $k = 1, 2, \ldots$, it follows that if $s \geq 2t_0$, then

$$
M(s, h) - m(s, h) \leq c(t_0/s)^\tilde{\alpha}[M(t_0, h) - m(t_0, h)] \leq c^2(t_1/s)^\tilde{\alpha}
$$

for some $c \geq 1$, depending only on the data.

Finally, we are in a position to prove (4.12) in Lemma 4.3. First if (4.18) is valid, then using $r^{-1} h(r \omega) = \frac{\partial V(r\omega)}{\partial r}$ when $|x| = r$ and $\omega = x/|x| \in S^{n-1}$ we find upon integrating (4.18) from $r = R \geq t_2$ to $\tau > 2R$ that

$$
V(\tau \omega) - V(R \omega) = \gamma \log(\tau/R).
$$

Otherwise, (i.e. (4.28) holds and therefore (4.30) holds) we find from (4.30) that if $\omega \in S^{n-1}$ then

$$
|h(s \omega) - \gamma| \leq c_{++}(t_1/s)^{\tilde{\alpha}} \quad \text{for } s \geq 2R \geq 4t_1
$$
where \( c_{++} \) depends only on the data. Integrating this inequality with respect to \( s \) from \( R \) to \( \tau > R \) we get as in (4.31) that
\[
|V(\tau \omega) - V(R \omega) - \gamma \log(\tau/R)| \leq c_+(t_1/R)^{\tilde{a}}
\]
whenever \( \omega \in S^{n-1} \) and \( \tau \geq 2R \geq 4t_1 \). If either (4.31) or (4.32) holds we let
\[
\psi_m(y) = V(my/|y|) - \gamma \log m \quad \text{whenever } y \in \mathbb{R}^n \setminus \{0\} \quad \text{for } m = 2, 3, \ldots.
\]
Note that \( \psi_m \) is a homogeneous of degree zero function for \( m = 2, 3, \ldots \). From Lemma 4.2 (b) for \( V \) in \( \mathbb{R}^n \setminus \{0\} \) and Lemmas 3.3-3.5, we see that \( \nabla \psi_m \in C^0(\sigma)(B(0,4) \setminus B(0,1/4)) \) for some \( \sigma \in (0,1) \) with norm \( \leq c \), while from (4.31) or (4.32) we deduce for \( m \geq 2R \) that \( \{\psi_m\} \) is uniformly bounded by a constant depending on \( R \). Using Ascoli’s theorem we conclude that a sub-sequence of \( \{\psi_m\} \) converges uniformly in the \( C^1(\sigma)(B(0,2) \setminus B(0,1/2)) \) norm to \( b \), a homogeneous degree 0 function on \( \mathbb{R}^n \setminus \{0\} \). Letting \( \tau = m t, \omega = x/|x| \) in (4.31) or (4.32), and \( l \to \infty \) we conclude (4.12) for a fixed \( x \) with \( |x| = R \geq R_0 \) where \( R_0 = 2t_2 \) if (4.31) holds and \( R_0 = 2t_1 \) if (4.32) holds. Now letting \( R \) vary we get Lemma 4.3.

Finally, we prove

**Lemma 4.4.** Let \( A \in M_n(\alpha) \). Then there exists a unique (up to an additive constant) fundamental solution \( F \) to the equation \( \nabla \cdot A(\nabla F) = 0 \) in \( \mathbb{R}^n \), with pole at \( 0 \), in the sense of (4.1). Furthermore, there exist \( b \in C^{1,\sigma}(B(0,2) \setminus B(0,1/2)) \), \( \gamma > 0 \), and \( \tilde{c} \geq 1 \) such that
\[
(+) \quad F(z) = \gamma \log |z| + (b(z/|z|)) \quad \text{whenever } z \in \mathbb{R}^n \setminus \{0\},
\]
\[
(++) \quad \frac{1}{\tilde{c}} \leq \langle z, \nabla F(z) \rangle \leq |z| \nabla F(z) | \leq \tilde{c} \quad \text{whenever } z \in \mathbb{R}^n \setminus \{0\}.
\]

**Proof.** Let \( x = my, |y| \geq 1/m, \) for \( m \geq 4R_0^2 \) where \( R_0 \) is as above, and put
\[
F_m(y) = V(x) - \gamma \log m \quad \text{for } y \in \mathbb{R}^n \setminus \overline{B}(0,1/m).
\]
Then from Lemma 4.3 with \( R = |x| \) we get for \( |y| \geq m^{-1/2} \) that
\[
|F_m(y) - \gamma \log |y| - b(y/|y|)| = |V(x) - \gamma \log |y| - \gamma \log m - b(y/|y|)|
\]
\[
= |V(my) - \gamma \log m| y| - b(my/(m|y|)|
\]
\[
\leq c(R_0/|y|)^{\alpha} \leq c(R_0^2/m)^{\alpha/2}.
\]
Also from the chain rule and Lemma 4.3 for \( V \) we have if \( |y| > 1/m \) that
\[
c^{-1} \leq \langle \nabla F_m(y), y \rangle \leq |y| \nabla F_m(y) | \leq c
\]
where \( c \geq 1 \) depends only on the data. From Lemma 4.2, (4.34), (4.35), as well as Lemmas 3.3-3.5, we observe that the \( C^{1,\sigma} \) norms of \( \{F_m\}_{m \geq 16} \) are uniformly bounded on a given compact subset of \( \mathbb{R}^n \setminus \{0\} \) for \( m \) large enough. From this observation and (4.34) we conclude that
\[
\lim_{m \to \infty} F_m(y) = \gamma \log |y| + b(y/|y|) = F(y) \quad \text{whenever } y \in \mathbb{R}^n \setminus \{0\}.
\]
Thus, (4.33) \((+)\) is proved. Also (4.33) \((++)\) follows from (4.35) and uniform convergence of \( \nabla F_m \to \nabla F \) on compact subsets of \( \mathbb{R}^n \setminus \{0\} \). Moreover, \( F \) is \( A \)-harmonic in
\(\mathbb{R}^n \setminus \{0\}\). Extend \(F_m + \gamma \log m\) to a continuous function on \(\mathbb{R}^n\) by putting this function \(\equiv 0\) on \(\bar{B}(0, 1/m)\). Let \(\mu_m\) denote the measure as in Lemma 3.7 (i) corresponding to \(F_m + \gamma \log m\), with support contained in \(\partial B(0, 1/m)\). Once again using invariance of \(\mathcal{A}\)-harmonic functions under dilation and translation we deduce that
\[
\mu_m(B(0, 1/m)) = \Theta(B(0, 1)) = 1.
\]
Using uniform convergence of \(\nabla F_m \to \nabla F\) on compact subsets of \(\mathbb{R}^n \setminus \{0\}\) and (4.35) we conclude for \(\theta \in C_0^\infty(\mathbb{R}^n)\) that
\[
(4.36) \quad \int \langle \mathcal{A}(\nabla F), \nabla \theta \rangle dx = \lim_{m \to \infty} \int \langle \mathcal{A}(\nabla F_m), \nabla \theta \rangle dx = - \lim_{m \to \infty} \int \theta d\mu_m = -\theta(0).
\]
Thus (4.1) (i) and (ii) are valid so \(F\) is a fundamental solution in the sense of Definition 4.1.

To prove uniqueness of \(F\) up to a constant, suppose \(F_1\) also satisfies (4.1) (i) and (ii). We assume, as we may, that \(F_1(e_1) = 1\) where \(e_1 = (1, 0, \ldots, 0)\). Then
\[
A = \lim_{t \to 0} m(t, F_1) \quad \text{and} \quad B = \lim_{t \to \infty} m(t, F_1)
\]
in the extended sense thanks to the minimum principle for \(\mathcal{A}\)-harmonic functions. We note that if \(A\) is finite then \(F_1 \to A\) as \(x \to 0\) while if \(B\) is finite then \(F_1 \to B\) as \(x \to \infty\). This note is proved using Harnack’s inequality as in (4.16). We first show that
\[
(4.37) \quad A = -\infty.
\]
Indeed, if \(A \neq -\infty\), then from the above note and the maximum-minimum principles for \(\mathcal{A}\)-harmonic functions we see that \(A = \lim_{t \to 0} M(t, F_1)\) and \(B \neq A\). In this case if \(A > B\), let \(s, t\) satisfy \(A > s > t > B\) and set
\[
\hat{\theta}(x) = \max(\min(F_1, s), t) - t.
\]
Approximating \(\hat{\theta}\) by \(C_0^\infty(\mathbb{R}^n)\) functions we see that \(\hat{\theta}\) can be used as a test function in (4.1) (ii). Doing this it follows that
\[
(4.38) \quad -\hat{\theta}(0) = -s + t = \int_{\{x: t < F_1(x) < s\}} \langle \mathcal{A}(\nabla F_1), \nabla F_1 \rangle dx.
\]
which is a contradiction since the right-hand integral is always non-negative as we see from the structural assumptions on \(\mathcal{A}\). If \(A < B\) we suppose \(A < s < t < B\) and use
\[
\hat{\theta}(x) = \min(\max(F_1, s), t) - t
\]
as a test function in (4.1) (ii) in order to obtain (4.38). Since \(A \neq -\infty\) we can let \(s \to A\) and take \(t \geq M(1, F_1)\) in order to conclude from (4.38) that \(F_1 \in W^{1,n}(B(0, 1) \setminus \{0\})\). Using this conclusion and the fact that a point has zero \(n\)-capacity one can now show that \(F_1\) extends to a \(\mathcal{A}\)-harmonic function in \(B(0, 1)\) which easily leads to a contradiction. To see this contradiction, given \(\theta \in C_0^\infty(B(0, 1))\) with \(\theta(0) \neq 0\) and \(\epsilon > 0\), we let \(\theta_\epsilon = \eta_\epsilon \theta\) where
\[
(4.39) \quad \eta_\epsilon(x) = \frac{\max(\log(|x|/\epsilon), 0)}{\log(1/\epsilon)} \quad \text{whenever } x \in B(0, 1).
\]
It is easily shown that

\[(4.40)\quad 0 \leq \eta_\epsilon \leq 1, \quad \int_{B(0,1)} |\nabla \eta_\epsilon|^n \, dx \to 0, \quad \text{and} \quad \eta_\epsilon \to 1 \ \text{a.e in} \ B(0,1) \ \text{as} \ \epsilon \to 0.\]

Using \(\theta_\epsilon\) as a test function in (4.1) \((ii)\) and letting \(\epsilon \to 0\) it follows from (2.1), \(F_1 \in W^{1,n}(B(0,1) \setminus \{0\})\), (4.40), Hölder’s inequality, and (4.1) \((ii)\) for \(\theta\) that

\[(4.41)\]

\[
0 = \int_{B(0,1)} \langle A(\nabla F_1), \nabla \theta_\epsilon \rangle \, dx
\]

\[
= \int_{B(0,1)} \theta \langle A(\nabla F_1), \nabla \eta_\epsilon \rangle \, dx + \int_{B(0,1)} \eta_\epsilon \langle A(\nabla F_1), \nabla \theta \rangle \, dx
\]

\[
\leq \int_{B(0,1)} \theta |\nabla F_1|^{n-1} |\nabla \eta_\epsilon| \, dx + \int_{B(0,1)} \eta_\epsilon \langle A(\nabla F_1), \nabla \theta \rangle \, dx
\]

\[
\leq c \left( \int_{B(0,1)} |\nabla F_1|^n \, dx \right)^{(n-1)/n} \left( \int_{B(0,1)} |\nabla \eta_\epsilon|^n \, dx \right)^{1/n} + \int_{B(0,1)} \eta_\epsilon \langle A(\nabla F_1), \nabla \theta \rangle \, dx
\]

\[
\to 0 + \int_{B(0,1)} \langle A(\nabla F_1), \nabla \theta \rangle \, dx = -\theta(0) \neq 0 \quad \text{as} \ \epsilon \to 0.
\]

From this contradiction in (4.41) we conclude that (4.37) holds. Next we use (4.37) and (4.1) \((i)\) to show that

\[(4.42)\]

\[d = \lim_{t \to 0} M(t, F_1) = -\infty.\]

The proof is by contradiction. If \(d \neq \pm \infty\), then from Harnack’s inequality we find that \(d = \lim_{t \to 0} m(t, F_1)\), a contradiction to (4.37). If \(d = \infty\) then from the maximum-minimum principles for \(A\)-harmonic functions we deduce the existence of \(t_1 > 0\) with \(M(\cdot, F_1)\) non-increasing and \(m(\cdot, F_1)\) non-decreasing on \((0, t_1)\). So arguing as in (4.30) we get for some \(\tilde{\alpha} \in (0, 1)\) and \(0 < 2t < s < t_1\) that

\[(4.43)\]

\[M(s, F_1) - m(s, F_1) \leq c(t/s)^{\tilde{\alpha}} \big( M(t, F_1) - m(t, F_1) \big).\]

Fix \(s < t_1\) so that \(m(s, F_1) < 0\) and \(M(s, F_1) > 0\), and choose \(x\) so that \(|x| = t\) and \(F_1(x) = \max(M(t, F_1), -m(t, F_1))\). Then from (3.1) we have for some \(\hat{c} \geq 1,\)

\[(4.44)\]

\[|F_1(x)|^n \leq \hat{c} t^{-n} \int_{B(x,t/8)} |F_1(y)|^n \, dy.\]

From (4.43), (4.44), and Hölder’s inequality it follows that if \(\lambda = 2/\tilde{\alpha}\), then

\[(4.45)\]

\[\left[ M(s, F_1) - m(s, F_1) \right]^{n\lambda} (s/t)^{2n} \leq (\hat{c} |F_1(x)|)^{n\lambda} \leq \hat{c}^{2\lambda n} t^{-n} \int_{B(x,t/8)} |F_1(y)|^{n\lambda} \, dy\]

where \(\hat{c} \geq 1\) depends only on the data. Multiplying both sides of (4.45) by \(t^n\) it follows that

\[
\int_{B(x,t/8)} |F_1(y)|^{n\lambda} \, dy \to \infty \quad \text{as} \ \epsilon \to 0.
\]
We have reached a contradiction since by (4.1) (i) and Sobolev’s inequality we have $|F_1|^n$ integrable on $B(0, 1)$. Thus (4.42) is valid. We put $F_1(0) = -\infty$ and observe from (4.42) that $F_1$ is continuous in the extended sense on $\mathbb{R}^n$.

The next step in our proof of Lemma 4.4 is to show using (4.42) that for $0 < t < \infty$,

(a) $\{ x : F_1(x) < m(t, F_1) \}$ is open, bounded, connected, and contains 0,

(b) $m(t, F_1)$ and $M(t, F_1)$ are strictly increasing on $(0, \infty)$.

To prove (4.46) (b) observe from (4.42) and the maximum principle for $A$-harmonic functions that $M(\cdot, F_1)$ is at least non-decreasing on $(0, \infty)$. Also if $M(\cdot, F_1)$ is not strictly increasing then from Harnack’s inequality for $A$-harmonic functions it follows that $F_1 \equiv$ constant in $B(0, t_2) \setminus \bar{B}(0, t_1)$ for some $0 < t_1 < t_2 < \infty$. To get a contradiction choose $\theta \in C^\infty_0(B(0, t_2))$ with $\theta \equiv 1$ in $\bar{B}(0, t_1)$. Using $\theta$ as a test function in (4.1) (ii) we obtain a contradiction, since then the integral in this display is zero.

To prove (4.46) (b) for $m(\cdot, F_1)$ by way of contradiction, observe by the same reasoning as above, that if (b) is false for this function, then there exists $t_1 \in (0, \infty)$ with $m(\cdot, F_1)$ strictly increasing on $(0, t_1)$ and strictly decreasing on $[t_1, \infty)$. In this case we can apply the same argument as in (4.43) to find for some $\tilde{\alpha} \in (0, \infty)$ that

$$
M(s, F_1) - m(s, F_1) \geq c^{-1}(s/t_1)^{\tilde{\alpha}} (M(t_1, F_1) - m(t_1, F_1)).
$$

whenever $s > t_1$. Letting $s \to \infty$ in (4.47) we obtain a contradiction to our assumption that $|F_1(x)| = O(\log |x|)$ in a neighborhood of $\infty$.

From (4.46) (b) and the discussion above (4.37) it follows that

$$
\lim_{t \to \infty} M(t, F_1) = \lim_{t \to \infty} m(t, F_1)
$$

in possibly the extended sense. (4.46) (a) follows from this display, continuity of $F_1$ in the extended sense in $\mathbb{R}^n$, and the maximum principle for $A$-harmonic functions.

Using (4.46) we show for given $r > 0$ that $k = k(\cdot, r) = \max(F_1 - m(r, F_1), 0)$ is an $A$-subsolution on $\mathbb{R}^n$ with corresponding measure $\mu = \mu(\cdot, r)$ satisfying

$$
supp(\mu) \subset \{ x : F_1(x) = m(r, F_1) \} \quad \text{and} \quad \mu(\{ x : F_1(x) = m(r, F_1) \}) = 1.
$$

To prove (4.48) we first note from (4.46) that $k \in W^{1,n}_{loc}(\mathbb{R}^n)$. Let $\psi = (k + \epsilon_1)^{\epsilon_2} - \epsilon_1^{\epsilon_2}$ where $\epsilon_1, \epsilon_2 > 0$ and suppose $0 \leq \theta \in C^\infty(\mathbb{R}^n)$. Using $\psi \theta$ as a test function in (4.1) (ii) for $\epsilon_1 > 0$ small, we obtain

$$
0 = \int \langle A(\nabla F_1), \nabla k \rangle \epsilon_2 (k + \epsilon_1)^{(\epsilon_2 - 1)} \theta dx + \int \langle A(\nabla F_1), \nabla \theta \rangle \psi dx
$$

$$
\geq \int \langle A(\nabla k), \nabla \theta \rangle \psi dx.
$$

To get (4.49) we have used

$$
\int_{\{ x : F_1(x) - m(r, F_1) > 0 \}} \langle A(\nabla F_1), \nabla F_1 \rangle \epsilon_2 (k + \epsilon_1)^{(\epsilon_2 - 1)} \theta dx > 0
$$
and also that
\[
0 \geq \int \langle A(\nabla F_1), \nabla \theta \rangle \psi \, dx
= \int_{\{x : F_1(x) - m(r, F_1) > 0\}} \langle A(\nabla k), \nabla \theta \rangle \psi \, dx
= \int \langle A(\nabla k), \nabla \theta \rangle \psi \, dx.
\]

Letting \( \epsilon_1 \to 0 \) first and then \( \epsilon_2 \to 0 \) in (4.49), we conclude from the Lebesgue dominated convergence theorem and arbitrariness of \( \theta \) that \( k \) is an \( A \)-subsolution on \( \mathbb{R}^n \), so there exists \( \mu \) as defined above (4.48). Let \( K = \{ x : F_1(x) \leq m(r, F_1) \} \). Then from (4.46) we see that \( K \) is compact so there exists \( 0 \leq \theta \in C^\infty_0(\mathbb{R}^n) \) with \( \theta \equiv 1 \) on an open set containing \( K \). Then from (4.1) (ii) and the integral inequality involving \( k, \mu \) we obtain that
\[
\mu(K) = \mu(\mathbb{R}^n) = \int \theta \, d\mu = -\int \langle A(\nabla k), \nabla \theta \rangle \, dx
= -\int \langle A(\nabla F_1), \nabla \theta \rangle \, dx = \theta(0) = 1.
\]

Also \( \mu(\{ x : F_1(x) < m(r, F_1) \}) = 0 \) since this set is open, bounded, and \( \nabla k = 0 \) on it. Using arbitrariness of \( \theta \) and regularity of \( \mu \) we see that (4.48) is valid.

Next from (4.46) (a) and facts about \( n \)-capacity we deduce that \( \{ x : F_1(x) \leq m(r, F_1) \} \) is uniformly \((4r, n)\)-fat. Using this fact and (4.48) we see as in (4.2) (a) that
\[
M(4r, k) = M(4r, F_1) - m(r, F_1) \approx m(2r, F_1) - m(r, F_1) \approx 1
\]
whenever \( 0 < r < \infty \). From (4.51) and Lemmas 3.3-3.5, it follows that
\[
M(2r, |\nabla F_1|) \leq cr^{-1}.
\]

Now (4.51), (4.52), and \( F_1(e_1) = 1 \) also imply that
\[
-F_1(x) \approx -\log |x| \quad \text{whenever } |x| \leq 1/2 \quad \text{and} \quad F_1(x) \approx \log |x| \quad \text{whenever } |x| \geq 2
\]
where all constants in (4.51)-(4.53) depend only on the data. Indeed, if \( |x| \geq 2 \), choose \( k \) so that \( 2^k \leq |x| \leq 2^{k+1} \). Putting \( r = 2^l \) in (4.51) and summing the resulting inequality from 0 to \( k \) we obtain (4.53) after simple estimates. A similar argument gives (4.53) if \( |x| \leq 1/2 \). To get a better inequality we note that if \( F_2 = \zeta F, \zeta \) a real number, then
\[
\hat{L}(F_1 - F_2) = \sum_{i,j=1}^n \frac{\partial}{\partial x_i} (\hat{b}_{ij}(x)(F_1 - F_2)_{x_j}) = 0
\]
weakly in \( \mathbb{R}^n \setminus \{0\} \) where
\[
\hat{b}_{ij}(x) = \int_0^1 \frac{\partial A_i(t\nabla F_1(x) + (1-t)\nabla F_2(x))}{\partial \eta_j} \, dt
\]
for almost every $x \in \mathbb{R}^n \setminus \{0\}$. From (4.55) and the structural assumptions on $A$ it follows that for fixed $x \in \mathbb{R}^n \setminus \{0\}$,

\begin{equation}
\sum_{i,j=1}^{n} b_{ij}(x)\xi_i\xi_j \approx (|\nabla F_1(x)| + |\nabla F_2(x)|)^{n-2}|\xi|^2 \approx [(1 + |\xi|)|x|]^{2-n}|\xi|^2
\end{equation}

whenever $\xi \in \mathbb{R}^n \setminus \{0\}$. Here to get the last inequality we have used (4.52) and (4.33) (++) . Ratio constants depend only on the data. Using this fact and Harnack’s inequality it follows

\begin{equation}
\frac{a_j}{c} \leq \frac{1}{c}\max_{\partial B(0,r_j) \setminus B(0,r_{j0})} [F_1 - F - (a_1 - \epsilon)F] \leq \frac{c^2\epsilon}{\min_{\partial B(0,r_j)} F} \leq \frac{c^2\epsilon}{\min_{\partial B(0,r_j)} F}
\end{equation}

To outline the proof of (4.57) observe from the definition of $a_1$ that there exists an increasing sequence $\{r_j\}$ with $r_j \to \infty$ as $j \to \infty$ such that $m(r_j, F_1 - F)/F) \to a_1$ as $j \to \infty$. Then for $j$ large enough, say $j \geq j_0$, and fixed $\epsilon > 0$, small we have $F_1 - F - (a_1 - \epsilon)F \geq 0$ on $\partial B(0,r_j)$. Using the maximum principle for $A$-harmonic functions in $B(0,r_j) \setminus B(0,r_{j0})$ and letting $j \to \infty$ it follows that $F_1 - F - (a_1 - \epsilon)F \geq 0$ on $\mathbb{R}^n \setminus B(0,r_{j0})$. Next we choose $j_1$ so that $r_{j_1} \geq 2r_{j_0}$ and $F_1 - F \leq (a_1 + \epsilon)F$ at some point on $\partial B(0,r_{j_1})$ for $j \geq j_1$. Using this choice and the previous facts, as well as (4.54)-(4.56) with $F_2 = (1 + a_1 - \epsilon)F$, we see that Harnack’s inequality can be applied on $\partial B(0,r_{j_1})$ for $j \geq j_1$. Thus

\begin{equation}
\max_{\partial B(0,r_j)} [F_1 - F - (a_1 - \epsilon)F] \leq c \min_{\partial B(0,r_j)} [F_1 - F - (a_1 - \epsilon)F] \leq c^2\epsilon \min_{\partial B(0,r_j)} F
\end{equation}

Using once again the maximum principle for $A$-harmonic functions in $B(0,r_j) \setminus B(0,r_{j_1})$ and letting $j \to \infty$ we conclude for some $c' \geq 0$, depending only on the data and $F_1(e_1)$ that

\begin{equation}
F_1 - F - a_1F \leq c'\epsilon F \quad \text{in} \quad \mathbb{R}^n \setminus B(0,r_{j_1}).
\end{equation}

Dividing both sides by $F$ and letting $\epsilon \to 0$ we get (4.57).

Next we put $F_2 = (1 + a_1)F$ and observe as in the display above (4.16) that

\begin{equation}
a_2 = \lim_{r \to 0} m(r, F_1 - F_2) \quad \text{and} \quad a_3 = \lim_{r \to 0} M(r, F_1 - F_2) \quad \text{both exist}.
\end{equation}

if $\tilde{a} \in \{a_3, a_2\}$ is finite, then from (4.54)-(4.56) we see that Harnack’s inequality can be used in a now well-known way to deduce $\tilde{a} = a_3 = a_2$. Also, the case $a_2 = -\infty, a_3 = \infty$ cannot occur in view of (4.52)-(4.56), our knowledge of $F, F_1$, and the same argument as in (4.43). In order to rule out other cases choose $t_1 > 0$ so that $F(x) \geq 0$ in
\[ \mathbb{R}^n \setminus B(0, t_1). \] Then given \( \epsilon > 0, t > t_1, \) it follows from (4.33) and our choice of \( a_1 \) that there exists \( s_0 = s_0(\epsilon, t) \gg t \) so that
\[
m(t, F_1 - F_2) - \epsilon F \leq F_1 - F_2 \leq M(t, F_1 - F_2) + \epsilon F \quad \text{on } \partial [B(0, s) - B(0, t)] \quad \text{for } s \geq s_0.
\]
Thus from the maximum - minimum principles for \( \mathcal{A} \)-harmonic functions, this inequality also holds in \( B(0, s) - B(0, t) \). Letting \( \epsilon \to 0 \) we conclude that
\[
(4.60)
\]
\[
m(\cdot, F_1 - F_2) \text{ is non-decreasing, and } M(\cdot, F_1 - F_2) \text{ is non-increasing on } (t_1, \infty).
\]
From the above discussion of cases we see that if \( a_2 = -\infty \), then \( a_3 = -\infty \). However from (4.60) and the maximum principle for \( \mathcal{A} \)-harmonic functions it then follows that \( F_1 - F_2 \equiv \) constant, an obvious contradiction. If \( a_2 = \infty = a_3 \) we can apply the same argument to get that \( F_1 - F_2 \) has an absolute minimum so is constant, another contradiction. Also if \( a_2 = a_3 \neq \pm \infty \), then (4.60) and the above maximum - minimum principles imply that
\[
m(\cdot, F_1 - F_2) \geq a_2 \geq M(\cdot, F_1 - F_2) \text{ on } (0, \infty)
\]
so \( F_1 - F_2 \equiv \) constant. Finally \( a_1 = 0 \) since if \( \theta \in C_0^\infty(\mathbb{R}^n) \) with \( \theta(0) = 1 \), then from (4.1) (ii) for \( F, F_1 \), we have
\[
0 = \int_{\mathbb{R}^n} \langle \mathcal{A}(\nabla F_1) - \mathcal{A}(\nabla F_2), \nabla \theta \rangle \, dx = (1 + a_1)^{n-1} - 1.
\]
The proof of Lemma 4.4 is now complete. \( \square \)

4.2. Existence and uniqueness for \( p > n \).

**Definition 4.5.** If \( p > n \geq 2 \) we say that \( F \) is a fundamental solution to \( \nabla \cdot \mathcal{A}(\nabla F) = 0 \) in \( \mathbb{R}^n \) with pole at \( 0 \) if
\[
(i) \quad F \text{ is } \mathcal{A} \text{-harmonic in } \mathbb{R}^n \setminus \{0\},
\]
\[
(ii) \quad F \in W^{1, p}_{\text{loc}}(\mathbb{R}^n), \quad F \text{ is continuous in } \mathbb{R}^n, \quad F(0) = 0, \quad F > 0 \text{ in } \mathbb{R}^n \setminus \{0\},
\]
\[
(iii) \quad \int_{\mathbb{R}^n} \langle \mathcal{A}(\nabla F(z)), \nabla \theta(z) \rangle \, dz = -\theta(0) \quad \text{whenever } \theta \in C_0^\infty(\mathbb{R}^n).
\]

As in Lemma 4.4 we prove

**Lemma 4.6.** Let \( 2 \leq n \) be an integer and let \( p \) be fixed with \( n < p < \infty \). Let \( \xi = (p - n)/(p - 1) \) and assume that \( \mathcal{A} \in M_p(\alpha) \) for some \( \alpha \in (1, \infty) \). Then there exists a unique fundamental solution \( F \) to the equation \( \nabla \cdot \mathcal{A}(\nabla F) = 0 \) in \( \mathbb{R}^n \) with pole at \( 0 \) in the sense of Definition 4.5. Furthermore, there exist \( \sigma = \sigma(p, n, \alpha) \in (0, 1) \), \( c \geq 1 \), depending only on the data, and \( \psi \in C^{1, \sigma}(\mathbb{S}^{n-1}) \) such that
\[
(4.62)
\]
\[
(i) \quad F(z) = |z|^\xi \psi(|z|) \quad \text{whenever } z \in \mathbb{R}^n \setminus \{0\},
\]
\[
(ii) \quad c^{-1} F(z) = \langle z, \nabla F(z) \rangle \leq |z| |\nabla F(z)| \leq c F(z) \quad \text{whenever } z \in \mathbb{R}^n \setminus \{0\}.
\]

**Proof.** A proof of Lemma 4.6 is given in Lemmas 5.1 and 5.2 of [LN4] and somewhat simpler than the case \( p = n \) so we only sketch the details. Fix \( R, 2 < R < \infty \), and let \( v = v(\cdot, R) \) be the \( \mathcal{A} \)-harmonic function in \( B(0, R) \setminus \{0\} \) with continuous boundary
value 0 at 0 and $R^\xi$ on $\partial B(0, R)$. Existence of $v \in W^{1,p}(B(0, R))$, follows from the fact that a point set has positive $\mathcal{A}$-capacity when $p > n$ (see [HKM, Chapter 2]). Extend $v$ to a continuous function in $B(0, R)$ by setting $v(0) = 0$. Let $\nu$ denote the positive Borel measure with support at $\{0\}$ associated with $v$. As in Lemma 4.2 we prove

**Lemma 4.7.** Let $\nu$, $v$, $R$, and $\xi$ be as above. Then

(a) $\nu(\bar{B}(0, R)) \approx 1,$

(b) $c^{-1} v(x) \leq \langle \nabla v(x), x \rangle \leq |x| |\nabla v| \leq cv(x)$ whenever $x \in B(0, R) \setminus \{0\},$

(c) $v(x) \approx |x|^\xi$ whenever $x \in B(0, R) \setminus B(0, 1)$

where ratio constants depend only on $p$, $n$, and $\alpha$.

**Proof.** To prove (4.63) let $w(x) = |x|^\xi$, when $x \in B(0, R)$, and note that $w$ is $p$-harmonic in $B(0, R) \setminus \{0\}$ with $v \equiv w$, continuously on $\partial B(0, R) \cup \{0\}$. Then as in (4.3) we also have

(4.64) $\nu(\bar{B}(0, 1)) R^\xi = \int_{B(0,R) \setminus \bar{B}(0,1)} \langle \mathcal{A}(\nabla v), \nabla v \rangle dx \approx \int_{B(0,R)} |\nabla w|^\xi dx \approx R^\xi.$

Thus (a) in (4.63) is valid. To prove (b) in (4.63), we show (compare with (4.6)) that if $1 < \lambda \leq 101/100$ and $x \in B(0, R/\lambda) \setminus \{0\}$, then for some $c \geq 1$, depending only on the data

(4.65) $cv(x) \leq \frac{v(\lambda x) - v(x)}{\lambda - 1}

Indeed this estimate is clearly valid at $x = 0$. To show this inequality also holds when $x \in \partial B(0, R/\lambda)$ we first observe from Lemma 3.7 applied to $R^\xi - v$ and the same argument as in (4.5) that

(4.66) $R^\xi - v(x) \approx R^\xi$ when $|x| = R/8.$

Let $\phi_2$ be as in (4.7). Then $\phi_2 \equiv 1$ on $\partial B(0, 1)$, $\equiv 0$ on $\partial B(0, 8)$, and $\phi(8x/R)$ is a subsolution at points in $B(0, R) \setminus B(0, R/8)$ where $\nabla v \neq 0$, to the second order non-divergence form PDE for $v$ corresponding to $\mathcal{A}$-harmonicity when $N$ is sufficiently large (depending only on the data). Using these facts and (4.66) it follows as in (4.9) that

$R^\xi - v(x) \geq c^{-1} R^\xi \phi_2(8x/R) \geq c^{-2} R^{\xi - 1}(R - |x|)$

whenever $x \in B(0, R) \setminus B(0, R/8)$. This inequality is easily seen to imply (4.65) whenever $x \in \partial B(0, R/\lambda), 1 < \lambda \leq 101/100$. Letting $\lambda \to 1$ we get the left-hand inequality in (4.65). The far right inequality follows from (3.2) for $|x| \leq R/2$ and from a barrier type argument using $R^\xi [1 - \phi_1(8x/R)], \phi_1$ as in (4.7), when $R/2 \leq |x| < R$. Thus (4.65) is true. Letting $\lambda \to 1$ in this inequality we obtain the left-hand inequality in (4.63) (b). The right-hand inequality in this display follows from (3.2) (ii) for $x \in B(0, R/2) \setminus B(0, 2)$ and from the above barrier estimates if $1 < |x| < 2$ or $R/2 < |x| < R$. Finally, (4.63) (c) follows from uniform $(|x|/2, p)$ fatness of $\{0\}$ and (3.5) (ii).
We now return to the proof of lemma 4.6. To avoid confusion we again temporarily write \(v(\cdot, R), u(\cdot, R)\), for \(v\) in Lemma 4.7. Using Ascoli’s theorem and Lemmas 3.3-3.5 for \(\mathcal{A}\)-harmonic functions we see as \(m \to \infty\) that a sub-sequence of \(\{v(\cdot, m)\}\) converges uniformly on compact subsets of \(\mathbb{R}^n\) to a \(W^{1,p}_{\text{loc}}(\mathbb{R}^n)\) function \(\check{V} \geq 0\) which is \(\mathcal{A}\)-harmonic in \(\mathbb{R}^n \setminus \{0\}\) with \(\check{V}(0) = 0\). Let \(\check{\Theta}\) be the measure with support at \(\{0\}\) corresponding to \(\check{V}\). We put
\[
F(\cdot) := \frac{\check{V}(\cdot)}{|\check{\Theta}(0)|^{1/(p-1)}}.
\]
Then (i) and (ii) of (4.61) are true for \(F\). (iii) of (4.61) follows from (3.5) (i) with \(\check{u} = F\) since the point measure corresponding to \(F\) has total mass 1 at \(\{0\}\). Moreover (4.62) (ii) is true as we see from Lemma 4.7.

To prove uniqueness suppose that \(F_1\) also satisfies (4.61) (i) – (iii). Then from (4.61) (iii) we see that the measure associated to \(F_1\) has a point mass of total mass 1 at \(\{0\}\) and since \(\{0\}\) is uniformly \((R, p)\)-fat for any \(R > 0\), it follows from (3.5) (ii) of Lemma 3.7 (as in (4.48)-(4.51)) that
\[
(4.67) \quad M(t, F_1) - m(t, F_1) \approx t^\xi \quad \text{whenever } t > 0.
\]
From (4.67) and (3.2) (\(\check{a}\)) we have
\[
(4.68) \quad M(t, |\nabla F_1|) \leq ct^{(1-n)/(p-1)} \quad \text{whenever } t > 0.
\]
Again constants depend only on the data. Using (4.67), (4.68), and (4.62) (ii) for \(F\) we can now use the same argument as after (4.54) to deduce first that if \(F_2 = \zeta F\) then \(F_1 - F_2\) is a solution to an elliptic PDE as in (4.54), (4.55), whose ellipticity is given by (4.56) with \(n\) replaced by \(p\). Using these facts it then follows as in (4.57) that \(\lim_{x \to \infty}(F_1 - F)/F = a_1\), where \(-1 < a_1 < \infty\). Next given \(\epsilon > 0\) small we find that \(|F_1 - (1 + a_1)F| \leq \epsilon F| on \partial B(0, s)\) for \(s > 0\) large enough so from the maximum principle for \(\mathcal{A}\)-harmonic functions and \(F(0) = 0 = F_1(0)\), this inequality also holds in \(B(0, s)\). Letting \(\epsilon \to 0\) we get \(F_1 = (1 + a_1)F\). Now \(a_1 = 0\) is proved in the same way as earlier (see the display before (4.61)). Thus \(F\) is the unique function satisfying (4.61)(i) – (iii). Finally, since \(\mathcal{A}\)-harmonic functions are dilation invariant, it is easily checked that given \(t > 0\), the function \(x \to t^{-\xi}F(tx)\), whenever \(x \in \mathbb{R}^n\), also satisfies (4.61) (i) – (iii) so by uniqueness equals \(F\). The proof of Lemma 4.6 is now complete. \(\square\)

5. \(\mathcal{A}\)-harmonic Green’s function

Fix \(p \geq n\), and let \(F\) be the fundamental solution constructed in Lemma 4.4 when \(p = n\) and in Lemma 4.6 when \(n < p < \infty\). If \(p = n\) we assume that \(F(e_1) = 1\). In this section we use \(F\) to define, show the existence of, develop some properties of, and prove uniqueness for the \(\mathcal{A}\)-harmonic Green’s function for \(\mathbb{R}^n \setminus E\) with pole at \(\infty\) when \(p \geq n\) whenever \(E\) is a certain compact convex set.

**Definition 5.1 (\(\mathcal{A}\)-harmonic Green’s function).** Given a compact, convex set \(E \subset \mathbb{R}^n\) we say that \(G\) is the \(\mathcal{A}\)-harmonic Green’s function for \(\mathbb{R}^n \setminus E\) with pole at \(\infty\),
if \( G : \mathbb{R}^n \setminus E \to (0, \infty) \) has continuous boundary value 0 on \( \partial E \), \( G \) is \( \mathcal{A} \)-harmonic in \( \mathbb{R}^n \setminus E \), and \( G(x) = F(x) + k(x) \) where \( k(x) \) is a bounded function in a neighborhood of \( \infty \).

The statements and proof of uniqueness as well as some other properties of \( G \) and \( k \) are slightly different when \( p > n \) and \( p = n \), so we consider each range of \( p \) separately. We start with the case when \( p = n \).

**Lemma 5.2.** Let \( p = n \). Given a compact convex set \( E \) consisting of at least two points, there exists a unique \( \mathcal{A} \)-harmonic Green’s function \( G \) for \( \mathbb{R}^n \setminus E \) with pole at \( \infty \) in the sense of Definition 5.1. Moreover,

\[
(a) |\nabla G(x)| \leq c|x - \hat{x}|^{-1} \text{ whenever } x \in \mathbb{R}^n \setminus E \text{ and } \hat{x} \in E
\]
with \( |x - \hat{x}| \geq 8 \text{diam}(E) \) where \( c \) depends only on the data.

\[
(b) \lim_{x \to \infty} k(x) = k(\infty) \text{ exists finitely.}
\]

\[
(5.1)
\]

\[
(c) \text{ There exist } \beta \in (0, 1), \text{ depending only on the data, and } \hat{r}_0 = \hat{r}_0(E) \geq 100
\]
such that \( |k(x) - k(\infty)| \leq \hat{r}_0|x|^{-\beta} \text{ whenever } |x| \geq \hat{r}_0 \).

\[
(d) \text{ If } \mu \text{ denotes the positive Borel measure associated to } G \text{ then } \mu(E) = 1.
\]

**Proof.** To prove existence in Lemma 5.2 for \( G \), let \( E \) be a convex set consisting of at least two points and let \( \hat{x} \) be as in Lemma 5.2. We first suppose \( \hat{r} := \text{diam}(E) = 1 \) and \( \hat{x} = 0 \). Then after proving Lemma 5.2 for these values, we shall use translation and dilation invariance of \( \mathcal{A} \)-harmonic functions to get this lemma for general \( \hat{x} \) and \( \hat{r} \). Let \( R > 4 \) and \( v = v(\cdot, R) \) be the \( \mathcal{A} \)-harmonic function in \( B(0, R) \setminus E \) with \( v(x) \equiv \gamma \log R \) on \( \partial B(0, R) \) and \( v \equiv 0 \) on \( \partial E \) in the sense of continuous boundary values. Here \( \gamma \) is as in (4.33). Existence of \( v \) and in fact local Hölder continuity of \( v \) in \( B(0, R) \) follows from the note after Definition 3.2. Extend \( v \) to a continuous function in \( B(0, R) \) by putting \( v \equiv 0 \) on \( E \). Let \( \nu \) be the measure corresponding to \( v \) with support contained in \( E \) as in Lemma 3.7 and let \( \zeta(x) \) be the \( n \)-capacitary function for \( E \) relative to \( B(0, R) \). Since the \( n \)-capacity of a line segment of length 1 with center at the origin in \( B(0, R) \) is \( \approx (\log R)^{1-n} \), we see from Lemma 3.7, and the same argument as in (4.3) with \( w(x) = (\log R)(1 - \zeta(x)) \), as well as (4.4) and (4.10) that

\[
(5.2) \quad 1 \approx \nu(\bar{B}(0, 1))^{1/(n-1)} \approx M(2t, v) - m(t, v) \approx M(2, v)
\]
whenever \( 2 \leq t \leq R/2 \). Using (5.2) and arguing as in (4.11) we get

\[
(5.3) \quad M(t, |\nabla v|) \leq ct^{-1} \quad \text{whenever } 4 \leq t \leq R/4.
\]

Moreover, from (5.2), Harnack’s inequality for \( v \), the boundary maximum principle for \( \mathcal{A} \)-harmonic functions, and Lemma 4.4 we have

\[
(5.4) \quad |v(x) - F(x)| \leq c \quad \text{whenever } 2 \leq |x| \leq R,
\]
where constants in (5.2)-(5.4) depend only on the data. From (5.2)-(5.4), Lemmas 3.3-3.5, and Ascoli’s theorem we deduce that a subsequence, say \( \{v(\cdot, R_l)\} \), converges uniformly on compact subsets of \( \mathbb{R}^n \) as \( R_l \to \infty \) to a Hölder continuous function, \( G \), that is \( \mathcal{A} \)-harmonic in \( \mathbb{R}^n \setminus E \) with \( G \equiv 0 \) on \( E \). Moreover, \( \{\nabla v(\cdot, R_l)\} \) converges
uniformly on compact subsets of $\mathbb{R}^n \setminus E$ to $\nabla G$, and $\{\nu(\cdot, R_t)\}$ converges weakly as measures to $\mu$, the positive Borel measure corresponding to $G$. From this convergence, \((5.2)\) and \((5.3)\), we deduce that \((5.1)\) \((a)\) is true when $\hat{x} = 0$ and $\hat{r} = 1$. Also \((5.4)\) holds with $v$ replaced by $G$, so $G$ as in Definition 5.1 exists.

We next prove uniqueness. To this end, suppose $G_1$ is another $\mathcal{A}$-harmonic function in $\mathbb{R}^n \setminus E$ with continuous boundary value $0$ on $\partial E$ and $G_1 - F$ is bounded in a neighborhood of $\infty$. Then from the boundary maximum principle we see that $|G - G_1| \leq a < \infty$ on $\mathbb{R}^n \setminus E$. From this inequality, the fact that $|G - F| \leq c$, and our knowledge of $F$, we deduce that for given $\epsilon > 0$ there is an $s > 0$ large such that $|G - G_1| \leq \epsilon G$ on $\partial B(0,s)$. Using the boundary maximum principle once again for $\mathcal{A}$-harmonic functions we conclude that this inequality also holds in $B(0,s) \setminus E$. Letting $\epsilon \to 0$ we obtain $G \equiv G_1$. Thus $G$ is unique.

It remains to prove \((b), (c)\) and \((d)\) of Lemma 5.2. To prove these inequalities, we note from \((5.3)\) and Lemma 4.4 that $k = G - F$ satisfies the elliptic PDE in \((4.54)-(4.56)\) with $F_1 = G$, $F_2 = F$, and $\zeta = 1$. Thus, $k$ is a solution to a uniformly elliptic PDE in divergence form in $B(0,2r) \setminus B(0,r/2)$ when $r \geq 16$. Using this fact and boundedness of $k$ in $\mathbb{R}^n \setminus B(0,4)$ we can now essentially repeat the argument given for $h$ in the proof of Lemma 4.3. Thus, we first obtain as in \((4.17)\) that

\[
(5.5) \quad \lim_{x \to \infty} k(x) = k(\infty) < \infty,
\]

which proves \((b)\) of Lemma 5.2. Then, using \((5.5)\), we argue as in \((4.18)-(4.27)\) to show that if $M(t,k)$ and $m(t,k)$ are both either ultimately non-decreasing or both ultimately non-increasing then $k \equiv$ a constant in a neighborhood of $\infty$. Thus in these cases, \((c)\) of Lemma 5.2 is trivially true. Otherwise, there exists $R_0$ with $M(\cdot,k)$ strictly decreasing and $m(\cdot,k)$ strictly increasing on $(R_0, \infty)$. Using this fact and Harnack’s inequality we find as in \((4.30)\) that \((c)\) of Lemma 5.1 is true in this case (when $\hat{x} = 0$ and $\hat{r} = 1$) with $\tilde{r}_0 = cR_0$.

To prove \((d)\) assuming \((c)\) when $\hat{x} = 0$ and $\hat{r} = 1$, let $R \geq 10\tilde{r}_0 \geq 1000$ and $0 \leq \theta \in C_0^\infty(B(0,2R))$ with $\theta \equiv 1$ on $B(0,R)$ and $|\nabla \theta| \leq c/R$. Using $\theta$ as a test function in \((4.1)\) for $G$ we see that

\[
(5.6) \quad \mu(E) = -\int_{B(0,2R) \setminus B(0,R)} \langle \mathcal{A}(\nabla G), \nabla \theta \rangle dx.
\]

Now from $C^1$ regularity of $\mathcal{A}$, the structural assumptions on $\mathcal{A}$ in Definition 2.1, Lemma 4.4, \((5.1)\), we have

\[
(5.7) \quad |\mathcal{A}(\nabla F) - \mathcal{A}(\nabla G)||\nabla \theta| \leq cR^{1-\beta} |\nabla k| \quad \text{whenever} \quad R \leq |x| \leq 2R
\]

where $c > 0$ is a constant that depends only on the data. Also since $k$ is a solution to a uniformly elliptic PDE in $B(0,4R) \setminus B(0,R/2)$ it follows from a Caccioppoli type inequality for $k$ and \((c)\) of \((5.1)\) that

\[
(5.8) \quad \int_{B(0,2R) \setminus B(0,R)} |\nabla k|^2 dx \leq cR^{n/2} \left( \int_{B(0,2R) \setminus B(0,R)} |\nabla k|^2 dx \right)^{1/2} \leq c^2 \tilde{r}_0 R^{n-1-\beta}
\]
From (5.6)-(5.8) and (4.1) (ii), we obtain
\[ |\mu(E) - 1| = \left| \int_{B(0,2R) \setminus B(0,R)} \langle A(\nabla G) - A(\nabla F), \nabla \theta \rangle \, dx \right| \]
\[ \leq cR^{1-n} \int_{B(0,2R) \setminus B(0,R)} |\nabla k| \, dx \]
\[ \leq c^3 \hat{r}_0 R^{-\beta} \to 0 \quad \text{as} \quad R \to \infty. \] (5.9)

From (5.9) we conclude (d) of (5.1) and so also Lemma 5.2 when \( \hat{\mu} = 0 \) and \( \hat{r} = 1 \).

Now suppose that \( \hat{x} \in E \) and \( \text{diam}(E) = \hat{r} \).

Let \( \hat{E} = \left\{ \frac{1}{\hat{r}} (E - \hat{x}) \right\} \).

Then \( 0 \in \hat{E} \) and \( \text{diam}(\hat{E}) = 1 \), so from our previous work, we see that \( \hat{G} = F + \hat{k} \) where \( \hat{G} \) is the \( A \)-harmonic Green’s function for \( \mathbb{R}^n \setminus \hat{E} \) with pole at \( \infty \). Let
\[ G(x) = \hat{G} \left( \frac{x - \hat{x}}{\hat{r}} \right) \quad \text{whenever} \quad x \in \mathbb{R}^n \setminus E. \]

Using Lemma 5.2 for \( \hat{E} \) and translation and dilation invariance of \( A \)-harmonic functions we see that \( G \) is \( A \)-harmonic in \( \mathbb{R}^n \setminus E \) with \( G \equiv 0 \) on \( \partial E \). Also from Lemma 4.4 and Lemma 5.2 we can write for \( x \in \mathbb{R}^n \setminus E \), that
\[ G(x) = \gamma \log \left( \frac{|x - \hat{x}|}{\hat{r}} \right) + b \left( \frac{x - \hat{x}}{|x - \hat{x}|} \right) + \hat{k} \left( \frac{x - \hat{x}}{\hat{r}} \right) = F(x) + k(x) \] (5.10)

where
\[ k(x) = -\gamma \log \hat{r} + \gamma \log \left( \frac{|x - \hat{x}|}{|x|} \right) + b \left( \frac{x - \hat{x}}{|x - \hat{x}|} \right) - b \left( \frac{x}{|x|} \right) + \hat{k} \left( \frac{x - \hat{x}}{\hat{r}} \right). \]

Using Lemma 5.1 for \( \hat{k} \) and smoothness of \( b \) we see first from (5.10) that
\[ k(\infty) = \lim_{x \to \infty} k(x) = \hat{k}(\infty) - \gamma \log(\hat{r}) \]
and second that there exists \( \hat{r}_0 = \hat{r}_0(E) \) with
\[ |k(x) - k(\infty)| \leq \hat{r}_0 |x|^{-\beta} \quad \text{whenever} \quad |x| \geq \hat{r}_0. \]

Also if \( \hat{\mu} \) and \( \mu \) denote the measures corresponding to \( \hat{G} \) and \( G \) respectively, then \( \mu(E) = \mu(\hat{E}) = 1 \), as follows easily from changing variables in the integral identity for \( \hat{\mu} \). The proof of Lemma 5.2 is now complete. \( \square \)

Next we state

**Lemma 5.3.** Let \( n < p < \infty \) be fixed and \( \xi = (p - n)/(p - 1) \). Given a nonempty convex compact set \( E \), there exists a unique \( A \)-harmonic Green’s function \( G \) for \( \mathbb{R}^n \setminus E \)
with pole at $\infty$ in the sense of Definition 5.1. Moreover

\begin{equation}
(a) \left| \nabla G(x) \right| \leq c|x - \hat{x}|^{\xi - 1} \approx \frac{G(x)}{|x - \hat{x}|} \text{ whenever } x \in \mathbb{R}^n \setminus E \text{ and } \hat{x} \in E
\end{equation}

with $|x - \hat{x}| \geq 8 \text{ diam}(E)$ where $c$ depends only on the data.

\begin{equation}
(b) \lim_{x \to \infty} k(x) = k(\infty) \text{ exists finitely and } k \leq 0 \text{ in } \mathbb{R}^n \setminus E.
\end{equation}

(c) There exist $\beta \in (0,1)$, depending only on the data, and

\[ \hat{r}_0 = \hat{r}_0(E) \geq 100 \text{ such that } |k(x) - k(\infty)| \leq \hat{r}_0|x|^{-\beta} \text{ whenever } |x| \geq \hat{r}_0. \]

(d) If $\mu$ denotes the positive Borel measure associated to $G$ then $\mu(E) = 1$.

\textbf{Proof.} Once again we first assume that $\hat{x} = 0$ and $\hat{r} := \text{diam}(E) = 1$. For fixed $p > n$, let $v = v(\cdot, R)$ be the $\mathcal{A}$-harmonic function in $B(0, R) \setminus E$ with boundary values $v \equiv 0$ on $E$ and $v \equiv R^\xi$ on $\partial B(0, R)$ in the continuous sense. Extend $v$ to a Hölder continuous function in $B(0, R)$ by setting $v \equiv 0$ on $E$. Let $\nu$ be the positive Borel measure associated to $v$ with support contained in $E$ as in Lemma 3.7. Using uniform $(R,p)$-fatness of $E$ and arguing as in (4.64), (4.67), we see that

\begin{equation}
1 \approx \nu(B(0, 2))^{1/(p-1)} \approx t^{-\xi}[M(2t, v) - m(t, v)] \approx M(2, v)
\end{equation}

whenever $4 \leq t \leq R/4$. Using (5.13) and arguing as in (4.68) we get

\begin{equation}
M(t, |\nabla v|) \leq ct^{(1-n)/(p-1)} \text{ whenever } 8 \leq t \leq R/8.
\end{equation}

where constants in (5.13)-(5.14) depend only on the data. From (5.13)-(5.14), Lemmas 3.3-3.5, and Ascoli’s theorem we deduce that a subsequence, say $\{v(\cdot, R_t)\}$, converges uniformly on compact subsets of $\mathbb{R}^n$ as $R_t \to \infty$ to a Hölder continuous function, $\tilde{G}$ that is $\mathcal{A}$-harmonic in $\mathbb{R}^n \setminus E \\equiv 0$ on $E$. Moreover, $\{\nabla v(\cdot, R_t)\}$ converges uniformly on compact subsets of $\mathbb{R}^n \setminus E$ to $\nabla \tilde{G}$ and $\{\nu(\cdot, R_t)\}$ converges weakly as measures to $\tilde{\mu}$, the positive Borel measure corresponding to $\tilde{G}$. Let

\[ G(\cdot) = \frac{\tilde{G}(\cdot)}{\tilde{\mu}(B(0, 2))^{1/(p-1)}} \text{ and } \mu(\cdot) = \frac{\tilde{\mu}(\cdot)}{\tilde{\mu}(B(0, 2))}. \]

Then $\mu$ is the measure corresponding to $G$ and $\mu(B(0, 2)) = 1$.

Moreover from (5.13) and (5.14) we deduce that

\begin{equation}
|\nabla G(x)| \leq c|x|^{(1-n)/(p-1)} \approx G(x)/|x| \approx F(x)/|x| \text{ whenever } |x| \geq 8.
\end{equation}

Using these facts and the maximum principle for $\mathcal{A}$-harmonic functions we see that $F - G$ is a non-negative weak solution in $\mathbb{R}^n \setminus E$ to the elliptic equation in (4.54)-(4.55) with $F = F_1$, $G = F_2$, $\zeta = 1$, and $n$ replaced by $p$. Also (4.56) is valid with $n$ replaced by $p$. Using this version of (4.54)-(4.56) we deduce as in (4.57) that

\begin{equation}
\lim_{x \to \infty} \frac{(F - G)(x)}{G(x)} = a_1 > -1.
\end{equation}

Then from the maximum principle for $\mathcal{A}$-harmonic functions we see for given small $\epsilon > 0$
\[-\epsilon F - M(2, F) \leq (1 + a_1)G - F \leq \epsilon F \quad \text{on } \partial(B(0, s) \setminus E)\]

provided \(s\) is large enough, so this inequality also holds in \(B(0, s) \setminus E\). Letting \(\epsilon \to 0\) we get

\[(5.17) \quad 0 \leq F - (1 + a_1)G \leq M(2, F) \quad \text{in } \mathbb{R}^n \setminus E.\]

Using (5.17) and the new version of (4.54)-(4.56) we can now once again essentially repeat the argument given in the proof of Lemma 4.3 with \(h = F - (1 + a_1)G\).

Thus if \(k = (1 + a_1)G - F\) we first obtain (5.5). Next using (5.5) we argue as in (4.17)-(4.26) to eventually conclude that (c) of Lemma 5.3 is true for this \(k\). It remains to show that \(a_1 = 0\) in order to prove (b), (c), of Lemma 5.3. To do this let \(R > 16, 0 \leq \theta \in C_0^\infty(B(0, 2R))\) with \(\theta \equiv 1\) on \(B(0, R)\) and \(|\nabla \theta| \leq c/R\). Using \(\theta\) as a test function in (4.1) for \(G\) we see that

\[(5.18) \quad (1 + a_1)^{p-1} \mu(E) = (1 + a_1)^{p-1} = -\int_{\mathbb{R}^n \setminus B(0, R)} \langle A((1 + a_1)\nabla G), \nabla \theta \rangle dx.\]

Then as in (5.7) we get from (5.15), (4.62) (ii), and the structure assumptions on \(A\) for \(k\) as defined above,

\[(5.19) \quad |A(\nabla F) - A((1 + a_1)\nabla G)||\nabla \theta| \leq c(1 + |a_1|)^{p-2} R^{\frac{n(2-p)-1}{p-1}} |\nabla k| \quad \text{whenever } R \leq |x| \leq 2R.\]

Also (5.8) remains valid for our \(k\). Using these inequalities we obtain as in (5.9)

\[(5.20) \quad |(1 + a_1)^{p-1} - 1| = \left| \int_{\mathbb{R}^n \setminus B(0, R)} \langle A((1 + a_1)\nabla G) - A(\nabla F), \nabla \theta \rangle dx \right| \leq c(1 + |a_1|)^{p-2} R^{\frac{n(2-p)-1}{p-1}} \int_{B(0, 2R) \setminus B(0, R)} |\nabla k| dx \leq c^2(1 + |a_1|)^{p-2} \tilde{r}_0 R^{\frac{(n-1) - (p-1)(1+\beta)}{p-1}} \to 0 \quad \text{as } R \to \infty.\]

From (5.20) we conclude \(a_1 = 0\). Thus (b) and (c) of Lemma 5.3 are true when \(\hat{r} = 1\) and \(\hat{x} = 0\).

To prove uniqueness in this case suppose \(G_1\) is also a \(A\)-harmonic Green’s function for \(\mathbb{R}^n \setminus E\) with pole at \(\infty\). Then from the boundary maximum principle for \(A\)-harmonic functions we have \(|G - G_1|\) bounded in \(\mathbb{R}^n \setminus E\) so given \(\epsilon > 0\) it follows from Lemma 5.3 (b) that if \(s > 0\) is large enough, then

\[|G - G_1| \leq \epsilon G \quad \text{on } \partial(B(0, s) \setminus E).\]

Once again from the maximum principle this inequality holds in \(B(0, s) \setminus E\). Letting \(\epsilon \to 0\) we conclude \(G_1 = G\).

To remove the assumption that \(0 \in E\) and \(\text{diam}(E) = 1\), we suppose that \(\hat{x} \in E\) and \(\text{diam}(E) = \hat{r}\) for some \(\hat{x}\) and \(\hat{r} > 0\). Let \(E = (1/\hat{r})(\hat{E} - \hat{x})\). Then \(0 \in \hat{E}\) and
diam(\(\hat{E}\)) = 1, so from our previous work, we see that \(\hat{G} = F + \hat{k}\) where \(\hat{G}\) is the \(A\)-harmonic Green’s function for \(\mathbb{R}^n \setminus \hat{E}\) with pole at \(\infty\) and \(p > n\) fixed. Let

\[
G(x) = (\hat{r})^\xi \hat{G} \left( \frac{x - \hat{x}}{\hat{r}} \right)
\]

whenever \(x \in \mathbb{R}^n \setminus \hat{E}\).

Using Lemma 5.2 for \(\hat{E}\) and translation and dilation invariance of \(A\)-harmonic functions we see that \(G\) is \(A\)-harmonic in \(\mathbb{R}^n \setminus \hat{E}\) with \(G \equiv 0\) on \(\partial \hat{E}\). Also from Lemma 4.4 and Lemma 5.2 we can write for \(x \in \mathbb{R}^n \setminus \hat{E}\), that

\[
G(x) = F(x - \hat{x}) + \hat{r}^\xi \hat{k} \left( \frac{x - \hat{x}}{\hat{r}} \right) = F(x) + k(x)
\]

where

\[
k(x) = F(x - \hat{x}) - F(x) + \hat{r}^\xi \hat{k} \left( \frac{x - \hat{x}}{\hat{r}} \right).
\]

From this display and Lemma 5.3 in the previous special case we conclude first that

\[
\lim_{x \to \infty} k(x) = k(\infty) = \hat{r}^\xi \hat{k}(\infty)
\]

so (b) of Lemma 5.3 is valid. Second we deduce the validity of (c) of Lemma 5.3. Finally if \(\hat{\mu}\) and \(\mu\) denote the measures corresponding to \(\hat{G}\) and \(G\) respectively then \(\mu(E) = \mu(\hat{E}) = 1\), as follows easily from changing variables in the integral identity involving \(\hat{\mu}\). The proof of Lemma 5.3 is now complete.

We are now able to define \(C_A(E)\) alluded to in the introduction.

**Definition 5.4.** If \(E\) is a nonempty convex compact set when \(p > n\) or \(E\) contains at least two points when \(p = n\) we put

\[
C_A(E) := \begin{cases} 
e^{-k(\infty)/\gamma} & \text{when } p = n, \\
n^{-k(\infty)} & \text{when } p > n. \end{cases}
\]

Here \(\gamma\) is the constant as in Lemma 4.4.

**Remark 5.5.** From the definition of \(C_A(E)\) and translation and dilation invariance of \(A\)-harmonic functions we note that if \(y \in \mathbb{R}^n\), \(r > 0\), and \(E\) is a convex compact set containing at least two points with \(\hat{E} = r(E + y)\), then

\[
C_A(\hat{E}) = \begin{cases} rC_A(E) & \text{when } p = n, \\
r^{p-n}C_A(E) & \text{when } p > n. \end{cases}
\]

6. **Proof of Theorem A**

Let \(A \in M_p(\alpha)\) and \(p \geq n\) be fixed. Let \(G\) be the \(A\)-harmonic Green’s function for the complement of a nonempty compact convex set, \(E\), containing at least two points when \(p = n\) (see Lemma 5.2 for \(p = n\) and Lemma 5.3 when \(p > n\)). In this section, we first study the levels of \(G\) and then we prove that \(C_A(\cdot)\) satisfies the Brunn-Minkowski inequality and also obtain the conclusion of Theorem A when equality occurs. We begin with
Lemma 6.1. Let \( p, A, E, \) and \( G \) be as above and put \( G \equiv 0 \) in \( E \). Then \( \{ x : G(x) < t \} \) is convex for every \( t \in (0, \infty) \). Moreover, \( \nabla G \neq 0 \) in \( \mathbb{R}^n \setminus E \) and if \( B(0, r_0) \subset E \) for some \( r_0 > 0 \) and \( \text{diam}(E) = 1 \) then

(a) \( |\nabla G(x)| \approx |\nabla G, x/|x|| \approx |x|^{(1-n)/(p-1)} \) whenever \( |x| \geq 4 \),

(b) \( \exists \theta > 0 \) and \( c \geq 1 \) depending only on \( r_0 \) and the data with

\[ |k(x) - k(\infty)| \leq c|x|^{-\theta} \] whenever \( |x| \geq 4 \).

Here proportional constants depend only on \( r_0 \) and the data.

Proof. Our proof of Lemma 6.1 is similar to the proof of Lemma 4.4 in [AGHLV]. Thus we shall often refer to this lemma for details. We first assume that

\[ \text{diam}(E) = 1, \quad 0 \in E, \quad B(0, r_0) \subset E, \quad \text{and (2.6)(i) holds for } A. \]

Given \( R \geq 4 \), let \( v(\cdot) = v(\cdot, R) \) be the \( A \)-harmonic function, defined as in the proof of Lemmas 5.2 and 5.3, by

\[
\begin{align*}
\nabla \cdot A(\nabla v) &= 0 \quad \text{in } B(0, R) \setminus E, \\
v &= 0 \quad \text{on } \partial E, \\
v &= \begin{cases} 
\gamma \log R & \text{when } p = n \\
R^\xi & \text{when } n < p < \infty 
\end{cases} \quad \text{on } \partial B(0, R).
\end{align*}
\]

Here \( \gamma \) is as in Definition 5.4. We claim there exists \( c_+ \geq 1 \) such that if \( x \in B(0, R) \setminus E \) then

\[ \begin{align*}
(a) & \quad c_+^{-1} \leq \langle x, \nabla v(x) \rangle \quad \text{when } p = n, \\
(b) & \quad c_+^{-1} v(x) \leq \langle x, \nabla v(x) \rangle \quad \text{when } p > n
\end{align*} \]

where \( c_+ \) depends only on the data and \( r_0 \). To prove (6.4) we show for \( 1 < \lambda \leq 101/100 \) that if \( x \in B(0, R/\lambda) \setminus E \) then

\[ \begin{align*}
(a) & \quad \frac{v(\lambda x) - v(x)}{\lambda - 1} \geq c_+^{-1} v(x) \quad \text{when } p = n, \\
(b) & \quad \frac{v(\lambda x) - v(x)}{\lambda - 1} \geq c_+^{-1} v(x) \quad \text{when } p > n
\end{align*} \]

where \( c_+ \) depends only on the data and \( r_0 \). To prove (6.5) suppose \( x, z \in \partial E \) with \( |z - \lambda x| = d(\lambda x, E) \). Observe from convexity of \( E \) and (6.2) that \( d(\lambda x, E) \approx \lambda - 1 \), where constants depend only on \( r_0 \) and the data. Let \( w = \frac{z - \lambda x}{|x|} \) and let \( \phi_1 \) and \( \phi_2 \) be as in (4.7). Then as in (4.8) we have for \( N \) large enough that

\[ v(\lambda x) \geq c^{-1} v(w) \phi_2(\lambda x - w) \geq \tilde{c}^{-1}(\lambda - 1), \]

where \( \tilde{c} \) has the same dependence as \( c_+ \). Thus (6.5) holds when \( x \in \partial E \). The proof of (6.5) for \( x \in \partial B(0, R/\lambda) \) is the same as in the right hand inequality in (4.9) and below (4.66). Using the boundary maximum principle for \( A \)-harmonic functions we conclude the validity of (6.5) and letting \( \lambda \to 1 \) we obtain (6.4).

Extend \( v \) to a Hölder continuous function in \( \mathbb{R}^n \) by setting \( v \equiv 0 \) on \( E \) while \( v = \gamma \log R \) when \( p = n \) and \( v = R^\xi \) when \( p > n \) on \( \mathbb{R}^n \setminus B(0, R) \). Next we show that \( \{ x : v(x) < t \} \) is convex for every \( t \in (0, \gamma \log R) \) when \( p = n \) and \( t \in (0, R^\xi) \) when
In order to make easy reference to the proof of Lemma 4.4 in [AGHLV] we define $u(\cdot) = u(\cdot, R)$ by

$$u(x) := \begin{cases} 
1 - \frac{v(x)}{R^2} & \text{when } n < p < \infty, \\
1 - \frac{v(x)}{\gamma \log R} & \text{when } p = n.
\end{cases}$$

(6.7)

Then it can be easily seen that $0 \leq u \leq 1$ in $\mathbb{R}^n$, $u \equiv 1$ in $E$, $u \equiv 0$ on $\mathbb{R}^n \setminus B(0, R)$ continuously, and $u$ is $\tilde{A}$-harmonic in $B(0, R) \setminus E$ where $\tilde{A}(\eta) = -A(-\eta)$ for $n \leq p < \infty$. Note as in Remark 2.3 that $\tilde{A}$ also satisfies the same structural properties as $A$ (i.e., $\tilde{A} \in M_p(\alpha)$ whenever $A \in M_p(\alpha)$). From this observation, it can be easily seen that convexity of $\{x \in \mathbb{R}^n; v(x) < t\}$ for $t$ in the range stated above is equivalent to convexity of $\{x \in \mathbb{R}^n; u(x) > t\}$ for $0 < t < 1$. Moreover, it is shown in Lemma 4.4 of [AGHLV] that $\{x \in \mathbb{R}^n; u(x) > t\}$ is convex for every $t \in (0, 1)$. We remark that the range of $p$ considered in [AGHLV] is $1 < p < n$ and $u$ is the $A$-capacitary function for $E$, so defined in $\mathbb{R}^n \setminus E$. However, the contradiction type argument in [AGHLV] uses only the maximum principle for $A$-harmonic functions, assumption (6.2), and Lemmas 3.3-3.5 all of which hold in our situation. Thus $\{x : v(x) < t\}$ is convex for $t$ in the intervals stated above when (6.2) holds. Now we saw, in the proof of Lemmas 5.2 and 5.3, that a subsequence of $v(\cdot) = v(\cdot, R)$ converges uniformly on compact subsets of $\mathbb{R}^n$ to $G$ as $R \rightarrow \infty$ when $p = n$ and to $bG, b = \text{constant}$ when $p > n$. Moreover, the corresponding sequence of gradients converges uniformly on compact subsets of $\mathbb{R}^n \setminus E$ to $\nabla G$ for $p = n$ and to $b\nabla G$ when $p > n$. Thus $\{x : G(x) < t\}$ is convex for $t \in (0, \infty)$ and (6.4) holds with $v$ replaced by $G$ whenever $x \in \mathbb{R}^n \setminus E$. To remove the assumption on $A$ in (6.2) we approximate $A$ by a sequence of smooth $\{A^{(l)}\}$ where $A^{(l)} \in M_p(\alpha)$ for $l = 1, 2, \ldots$ and take limits of the corresponding sequence $\{G^{(l)}\}$ (see the paragraph following (4.35) of Lemma 4.4 in [AGHLV] for more details). Thus (6.4) is valid for $A \in M_p(\alpha)$ whenever $B(0, r_0) \subset \hat{E}$ and $\text{diam}(E) = 1$. Now (6.4) and (5.1) (a) imply (6.1) (a) when $p = n$ while (6.4), (5.12) (a), (d), and (3.5) (ii) give (6.1) (a) when $p > n$. To prove (6.1) (b) observe that $m(t, k)$ is non-decreasing and $M(t, k)$ non-increasing on $(2, \infty)$ as follows from the maximum principle for $A$-harmonic functions, boundedness of $k$, and our knowledge of $F$. Using this fact and arguing as in (4.30) we now get (6.1) (b).

Next if $E$ has nonempty interior, we can translate and dilate $E$ to get a convex set $\hat{E}$ with diameter 1 and $B(0, r_0) \subset \hat{E}$ for some $r_0 > 0$. Using (6.4) for the $A$-harmonic Green’s function for $\mathbb{R}^n \setminus \hat{E}$ with pole at infinity and then using a homothetic transformation to get back to $E$ we conclude from Remark 2.3 that Lemma 6.1 is valid whenever $E$ has nonempty interior.

If $E$ has empty interior choose $\hat{x} \in E$ and $\rho > 0$ with $E \subset B(\hat{x}, \rho)$. Let $G^{(l)}$ denote the $A$-harmonic Green’s function for $\mathbb{R}^n \setminus \{x : d(x, E) < 1/l\}$ for $l = 1, 2, \ldots$ with pole at infinity and $\hat{G}$ the $A$-harmonic Green’s function for $\mathbb{R}^n \setminus B(\hat{x}, \rho)$ with pole at infinity. Then for $l$ large enough it follows from the same argument used for proving uniqueness of $G$ that $\hat{G} \leq G^{(l)} \leq G$. Using this fact, Lemmas 3.3-3.5, and Ascoli’s theorem we find that a subsequence of $\{G^{(l)}\}$ converges uniformly to $G$ on compact
subsets of \( \mathbb{R}^n \) so \( \{ x : G(x) < t \} \) is convex for \( t \in (0, \infty) \). Finally, we note that \( G - t \) is the \( \mathcal{A} \)-harmonic Green’s function for \( \mathbb{R}^n \setminus \{ x : G(x) \leq t \} \) with a pole at infinity. Since this set is convex with nonempty interior we have \( \nabla G(x) \neq 0 \) whenever \( G(x) > t \) and \( t > 0 \). The proof of Lemma 6.1 is now complete. \( \square \)

**Remark 6.2.** We note that if \( \mathcal{A} \in M_p(\alpha) \) for fixed \( \alpha \in (1, \infty) \) and \( F \) is the fundamental solution with pole at \( \{0\} \) when \( p = n \) defined in Definition 4.1 then \( \{ x : F(x) < t \} \) is convex when \( t \in (0, \infty) \) as follows from our construction of \( F \) and essentially the same proof we gave for \( G \). Also observe that this remark is not needed when \( p > n \) since the \( \mathcal{A} \)-harmonic Green’s function \( G \) with pole at infinity for \( \mathbb{R}^n \setminus \{0\} \) and fundamental solution \( F \) with pole at \( \{0\} \) defined in Definition 4.5 are the same.

### 6.1. Proof of the Brunn-Minkowski inequality.

**Proof of (2.4) and (2.5) in Theorem A.** Let \( E_1 \) and \( E_2 \) be compact convex sets. Note from (5.23) that if \( p > n \) and either \( E_1 \) or \( E_2 \) is a single point, then equality holds in (2.5) and Theorem A is trivially true. Thus we assume \( E_1 \) and \( E_2 \) each contain at least two points when \( p \geq n \). For \( i = 1, 2 \), let \( G_i \) be the \( \mathcal{A} \)-harmonic Green’s function for \( \mathbb{R}^n \setminus E_i \) with pole at \( \infty \) obtained in Lemmas 5.2 and 5.3 for \( n \leq p < \infty \). Let \( \mathcal{C}_A(\cdot) \) be defined as in Definition 5.4. For fixed \( \lambda \in (0, 1) \), let \( G \) be the \( \mathcal{A} \)-harmonic Green’s function for \( \mathbb{R}^n \setminus [\lambda E_1 + (1 - \lambda) E_2] \) with pole at \( \infty \). As observed in [B1, CS, AGHLV], it is enough to prove for arbitrary convex compact sets \( E_i' \) containing at least two points when \( p \geq n \) for \( i = 1, 2 \) that

\[
\mathcal{C}_A(E_1' + E_2') \geq \mathcal{C}_A(E_1')^{\frac{1}{p-n}} + \mathcal{C}_A(E_2')^{\frac{1}{p-n}} \quad \text{when } n < p < \infty
\]

and

\[
\mathcal{C}_A(E_1' + E_2') \geq \mathcal{C}_A(E_1') + \mathcal{C}_A(E_2') \quad \text{when } p = n.
\]

To get (2.5) from (6.8) when \( n < p < \infty \) (and (2.4) from (6.9) when \( p = n \)) put

\[
E_1' = \lambda E_1 \quad \text{and} \quad E_2' = (1 - \lambda) E_2
\]

and use \((p - n)\)-homogeneity of \( \mathcal{C}_A(\cdot) \) (and 1-homogeneity of \( \mathcal{C}_A(\cdot) \) when \( p = n \)). To get (6.8) from (2.5) (and to get (6.9) from (2.4)) one can take \( \lambda = 1/2 \) and use \((p - n)\)-homogeneity of \( \mathcal{C}_A(\cdot) \) when \( n < p < \infty \) (and 1-homogeneity of \( \mathcal{C}_A(\cdot) \) when \( p = n \)) once again. On the other hand, to prove (6.8) when \( n < p < \infty \) and (6.9) when \( p = n \) it suffices to show, for all \( \lambda \in (0, 1) \), that

\[
\mathcal{C}_A(\lambda E_1'' + (1 - \lambda) E_2'') \geq \min \{ \mathcal{C}_A(E_1''), \mathcal{C}_A(E_2'') \}
\]

whenever \( E_i'' \) for \( i = 1, 2 \) are compact convex sets containing at least two points when \( p \geq n \) and for fixed \( p \) with \( n \leq p < \infty \). To get (6.8) from (6.10) when \( n < p < \infty \) let

\[
E_i'' = \frac{E_i'}{\mathcal{C}_A(E_i')^{\frac{1}{p-n}}} \quad \text{for } i = 1, 2 \quad \text{and} \quad \lambda = \frac{\mathcal{C}_A(E_1')^{\frac{1}{p-n}}}{\mathcal{C}_A(E_1')^{\frac{1}{p-n}} + \mathcal{C}_A(E_2')^{\frac{1}{p-n}}}.
\]
then use \((p - n)\) - homogeneity of \(C_A(\cdot)\) and do some algebra. Similarly, to get (6.9) from (6.10) when \(p = n\) we let
\[
E''_i = \frac{E'_i}{C_A(E'_i)} \quad \text{for } i = 1, 2 \quad \text{and} \quad \lambda = \frac{C_A(E'_1)}{C_A(E'_1) + C_A(E'_2)}.
\]
Finally, one can easily get (6.10) from (2.5) when \(n < p < \infty\) (from (2.4) when \(p = n\)). Hence we conclude that (2.5), (6.8), and (6.10) are all equivalent when \(n < p < \infty\). Similarly, (2.4), (6.9), and (6.10) are all equivalent when \(p = n\). Therefore, we focus on proving (6.10) for \(n \leq p < \infty\) and also for ease of notation we shall just use \(E_i\) instead of \(E''_i\) in (6.10). For fixed \(\lambda \in (0, 1)\), we claim that
\[
(6.11) \quad G(x) \leq G^*(x) := \inf \left\{ \max\{G_1(y), G_2(z)\} : x = \lambda y + (1 - \lambda)z, \lambda \in [0, 1], y, z \in \mathbb{R}^n \right\}
\]
whenever \(x \in \mathbb{R}^n\). Assume that (6.11) holds for the moment and we show how to get (6.10) from (6.11). It follows from (6.11) and definition of the \(\mathcal{A}\)-harmonic Green’s function that
\[
-k(x) = F(x) - G(x) \geq F(x) - G^*(x)
\]
\[
\geq \min\{F(x) - G_1(x), F(x) - G_2(x)\} = \min\{-k_1(x), -k_2(x)\}
\]
where \(F\) is as in Lemma 4.4 when \(p = n\) and as in Lemma 4.6 when \(n < p < \infty\). Here \(k_1, k_2, k\) are the functions appearing in Lemma 5.2 when \(p = n\) and in Lemma 5.3 when \(n < p < \infty\) associated to \(E_1, E_2, \lambda E_1 + (1 - \lambda)E_2\) respectively. Using the definition of \(C_A(\cdot)\) and this inequality when \(n < p < \infty\) we have
\[
C_A(\lambda E_1 + (1 - \lambda)E_2) = (-k(\infty))^{p-1} = \lim_{|x| \to \infty} [F(x) - G(x)]^{p-1}
\]
\[
\geq \min \left\{ \lim_{|x| \to \infty} [F(x) - G_1(x)]^{p-1}, \lim_{|x| \to \infty} [F(x) - G_2(x)]^{p-1} \right\}
\]
\[
= \min\{(-k_1(\infty))^{p-1}, (-k_2(\infty))^{p-1}\} = \min\{C_A(E_1), C_A(E_2)\}.
\]
While when \(p = n\), the inequality above gives us (where \(\gamma\) is as in Remark 5.5)
\[
C_A(\lambda E_1 + (1 - \lambda)E_2) = e^{-k(\infty)/\gamma} = \lim_{|x| \to \infty} e^{\frac{F(x) - G(x)}{\gamma}}
\]
\[
\geq \min \left\{ \lim_{|x| \to \infty} e^{\frac{F(x) - G_1(x)}{\gamma}}, \lim_{|x| \to \infty} e^{\frac{F(x) - G_2(x)}{\gamma}} \right\}
\]
\[
= \min\{e^{-k_1(\infty)/\gamma}, e^{-k_2(\infty)/\gamma}\} = \min\{C_A(E_1), C_A(E_2)\}.
\]
Hence (6.10) is true for all \(p\) with \(n \leq p < \infty\) and in view of our earlier remarks we conclude that the proof of (2.5) when \(n < p < \infty\) and (2.4) when \(p = n\) in Theorem A are complete assuming (6.11).

We now return to the proof of (6.11). As in the proof of Lemma 6.1, for \(R >> 1\) we consider \(\tilde{v}(\cdot) = \tilde{v}(\cdot, R)\) which is the solution to the Dirichlet problem as in (6.3) where \(v\) is replaced by \(\tilde{v}\) whenever \(\tilde{v} \in \{v_1, v_2, v\}\) corresponding to \(\tilde{E} \in \{E_1, E_2, \lambda E_1 + (1 - \lambda)E_2\}\). Extend \(\tilde{v}\) to \(\mathbb{R}^n\) by putting \(\tilde{v} \equiv 0\) on \(\tilde{E}\). Also if \(p = n\), set \(\tilde{v} = \gamma \log R\) and if \(p > n\), set \(\tilde{v} = R^2\) on \(\mathbb{R}^n \setminus B(0, R)\). (where \(\xi = (p - n)/(p - 1)\) and \(\gamma\) is as
in Definition 5.4) when $n < p < \infty$. We know from the proof of Lemmas 5.2 and 5.3 that a subsequence of $\tilde{v}(\cdot) = \tilde{v}(\cdot, R) \in \{v_1, v_2, v\}$ converges uniformly on compact subsets of $\mathbb{R}^n$ to $\tilde{G} \in \{G_1, G_2, G\}$. From this observation, we see that in order to prove (6.11), it is enough to show that

\begin{equation}
(6.12) \quad v(x) \leq v^*(x) := \inf \left\{ \max\{v_1(y), v_2(z)\} : x = \lambda y + (1 - \lambda)z, \lambda \in [0, 1], y, z \in \mathbb{R}^n \right\}
\end{equation}

whenever $x \in \mathbb{R}^n$. Once again as in Lemma 6.1, we consider $\tilde{u}(\cdot) = \tilde{u}(\cdot, R) \in \{u_1, u_2, u\}$ which is defined as in (6.7) with $u$ is replaced by $\tilde{u}$ whenever $\tilde{v} \in \{v_1, v_2, v\}$. From this, we observe that $0 \leq \tilde{u} \leq 1$ in $\mathbb{R}^n$, $\tilde{u} \equiv 1$ in $\tilde{E}$, $\tilde{u} \equiv 0$ on $\mathbb{R}^n \setminus B(0, R)$ continuously, and $\tilde{u}$ is $\tilde{A}$-harmonic in $B(0, R) \setminus \tilde{E}$ where $\tilde{A}(\eta) = -A(-\eta)$ for $n \leq p < \infty$. As observed earlier $\tilde{A}$ also satisfies the same structural properties as $A$. We see that (6.12) is equivalent to

\begin{equation}
(6.13) \quad u(x) \geq u^*(x) := \sup \left\{ \min\{u_1(y), u_2(z)\} : x = \lambda y + (1 - \lambda)z, \lambda \in [0, 1], y, z \in \mathbb{R}^n \right\}
\end{equation}

whenever $x \in \mathbb{R}^n$. A proof of (6.13) can be found in [AGHLV] at (5.13). Once again the range of $p$ in that article is for $1 < p < n$ and $A$-capacitary functions but uses only Lemmas 3.3-3.5 and the maximum principle for $A$-harmonic functions so is valid in our situation. This finishes the proof of (6.13) and in view of our earlier observations proof of (2.5) when $n < p < \infty$ as well as (2.4) when $p = n$ in Theorem A. \(\square\)

6.2. Final proof of Theorem A. In this subsection our aim is to prove that if equality occurs in (2.5) when $n < p < \infty$ or in (2.4) when $p = n$ in Theorem A and if $A$ satisfies the additional structural assumptions in (2.6) then $E_2$ is a translation and dilation of $E_1$. To do this, using the additional structural assumptions on $A$, we first construct the corresponding fundamental solution explicitly.

6.2.1. Construction of the fundamental solution. In this subsection we begin with some observations when $A \in M_p(\alpha)$ and additionally satisfies (2.6) (ii):

\begin{equation}
(6.14) \quad A_i = \frac{\partial f}{\partial \eta_i}(\eta), \quad 1 \leq i \leq n, \text{ where } f(t\eta) = t^p f(\eta) \text{ when } t > 0, \ \eta \in \mathbb{R}^n \setminus \{0\}
\end{equation}

so $f$ has continuous second partials on $\mathbb{R}^n \setminus \{0\}$. Using some ideas from [CSI], the fundamental solution was constructed in [AGHLV, section 7.2] when $1 < p < n$ associated to $A$-harmonic PDEs. In this part we extend this construction to include $n \leq p < \infty$.

We can write $f(\eta) = (k(\eta))^p$ and from (6.14) we see that $k(\eta)$ for $\eta \in \mathbb{R}^n \setminus \{0\}$ is homogeneous of degree 1 and has continuous second partials on $\mathbb{R}^n \setminus \{0\}$. Also in (7.4) of [AGHLV] it is shown that

\begin{equation}
(6.15) \quad k^2 \text{ is strictly convex on } \mathbb{R}^n.
\end{equation}

From (6.15) and well-known properties of the support function for a convex set we see that if $X \in \mathbb{R}^n \setminus \{0\}$, then

\[ h(X) = \sup\{\langle \eta, X \rangle : \eta \in \{k \leq 1\}\} \]
has continuous second partials and $h$ is homogeneous of degree 1. Moreover,

\begin{equation}
\nabla h(X) = \eta(X) \quad \text{where } \eta \text{ is the point in } \{k = 1\} \text{ with } \frac{X}{|X|} = \frac{\nabla k(\eta)}{|\nabla k(\eta)|}.
\end{equation}

From calculus and Euler’s formula for 1-homogeneous functions it now follows that if $X \in \mathbb{S}^{n-1}$ then

$$h(X) = \langle \eta(X), X \rangle = |X| \langle \eta(X), \frac{\nabla k(\eta)}{|\nabla k(\eta)|} \rangle = \frac{|X|}{|\nabla k(\eta)|}.$$ 

Using this equality we obtain first

$$\nabla k(\nabla h(X)) = \frac{|\nabla k(\eta)|}{|X|} = \frac{X}{h(X)}$$

and second using 1-homogeneity of $k, h$ as well as 0-homogeneity of $\nabla k, \nabla h$, that

\begin{equation}
k[h(X) \nabla h(X)] \nabla k[h(X) \nabla h(X)] = h(X) k[\nabla h(X)][X/h(X)] = X.
\end{equation}

Thus $k \nabla k$ and $h \nabla h$ are inverses of each other on $\mathbb{R}^n \setminus \{0\}$.

For fixed $p, n < p < \infty, \xi = (p - n)/(p - 1)$, and for $X \in \mathbb{R}^n \setminus \{0\}$ we define

$$\hat{F}(X) = \begin{cases} 
    \langle h(X) \rangle^\xi & \text{when } n < p < \infty, \\
    \log h(X) & \text{when } p = n.
\end{cases}$$

We claim that $\hat{F}$ is a constant multiple of the fundamental solution for $A$ in (6.14) in the sense of Definition 4.1. Indeed, if $X \in \mathbb{R}^n \setminus \{0\}$, it follows from (6.16)-(6.17) that

\begin{equation}
(\nabla f)(\nabla \hat{F}(X)) = p k^{p-1}(\nabla \hat{F}(X)) (\nabla k(\nabla \hat{F}(X)))
\end{equation}

\begin{align*}
&= p \frac{X}{h(X)} k^{p-1}(\nabla \hat{F}(X)) \\
&= p X \xi^{p-1} h^{(\xi-1)(p-1)-1}(X) k^{p-1}(\nabla h(X)) \\
&= p X \xi^{p-1} h^{-n}(X)
\end{align*}

when $n < p < \infty$. If $p = n$, then using (6.16)-(6.17), we also have

\begin{equation}
(\nabla f)(\nabla \hat{F}(X)) = nk^{n-1}(\nabla \hat{F}(X)) (\nabla k(\nabla \hat{F}(X)))
\end{equation}

\begin{align*}
&= n \frac{X}{h(X)} k^{n-1}(\nabla \hat{F}(x)) \\
&= n \frac{X}{h(X)} h^{1-n}(X) k^{n-1}(\nabla h(X)) \\
&= n X h^{-n}(X).
\end{align*}

In both cases when $n < p < \infty$ and $p = n$ we have that the right hand side in (6.18) and (6.19) are a constant times $X h^{-n}(X)$. Now $X \mapsto h^{-n}(X/|X|)$ is homogeneous of degree 0 so

$$\langle X, \nabla [h^{-n}(X/|X|)] \rangle = 0$$
by Euler’s formula. From this observation and (6.18) when \( n < p < \infty \) and (6.19) when \( p = n \) we deduce
\[
\nabla \cdot \left( (\nabla f)(\nabla \hat{F}(X)) \right) = h^{-n}(X/|X|) \nabla \cdot (X|X|^{-n}) + |X|^{-n} \langle X, \nabla[h^{-n}(X/|X|)] \rangle
\]
whenever \( X \in \mathbb{R}^n \setminus \{0\} \) and for fixed \( p, n \leq p < \infty \). Hence \( \hat{F} \) is \( A = \nabla f \)-harmonic in \( \mathbb{R}^n \setminus \{0\} \). Also from (6.18) when \( n < p < \infty \) and (6.19) when \( p = n \) we note that
\[
|\nabla f(\nabla \hat{F}(X))| \approx |X|^{1-n} \quad \text{on} \quad \mathbb{R}^n \setminus \{0\}.
\]
If \( \theta \in C^\infty_0(\mathbb{R}^n) \) then from the above display we deduce that the function \( X \mapsto \langle \nabla f(\nabla \hat{F}(X)), \nabla \theta(X) \rangle \) is integrable on \( \mathbb{R}^n \). Using this fact, smoothness of \( f, h, \) and an integration by parts, we get
\[
(6.20) \quad \int_{\mathbb{R}^n} \langle \nabla f(\nabla \hat{F}(X)), \nabla \theta(X) \rangle \, dx = -\lim_{r \to 0} \int_{\partial B(0,r)} \theta(X) \langle \nabla f(\nabla \hat{F}(X)), X/|X| \rangle \, d\mathcal{H}^{n-1}
\]
\[
= C\theta(0).
\]
Using (6.18) once again when \( n < p < \infty \) it follows that
\[
(6.21) \quad C = -\lim_{r \to 0} \int_{\partial B(0,r)} \langle \nabla f(\nabla \hat{F}(X)), X/|X| \rangle \, d\mathcal{H}^{n-1} = p\xi^{p-1} \int_{\partial B(0,1)} h^{-n}(X/|X|) \, d\mathcal{H}^{n-1}
\]
\[
= p\xi^{p-1} \int_{S^{n-1}} h^{-n}(\omega) \, d\omega.
\]
While when \( p = n \) we use (6.19) to get
\[
(6.22) \quad C = -\lim_{r \to 0} \int_{\partial B(0,r)} \langle \nabla f(\nabla \hat{F}(X)), X/|X| \rangle \, d\mathcal{H}^{n-1} = n \int_{\partial B(0,1)} h^{-n}(X/|X|) \, d\mathcal{H}^{n-1}
\]
\[
= n \int_{S^{n-1}} h^{-n}(\omega) \, d\omega.
\]

**Remark 6.3.** In view of (6.20) and (6.18) when \( n < p < \infty \) and (6.19) when \( p = n \)
\[
(6.23) \quad \hat{F}(x) = C^{-\frac{1}{p-1}} \hat{F}(x) = \begin{cases} 
C^{-\frac{1}{p-1}} h(x)^{\xi} & \text{when } n < p < \infty, \\
C^{-\frac{1}{n-1}} \log h(x) & \text{when } p = n
\end{cases}
\]
where \( \xi = (p-n)/(p-1) \) and \( C \) is as in (6.21) when \( n < p < \infty \) and as in (6.22) when \( p = n \).

Finally using the fact that \( h \nabla k \) and \( h \nabla h \) are inverses it follows, as in the argument from (7.10) in the proof of Lemma 6.2 of [AGHLV], that for some \( \tau > 0 \), depending only on the data,
\[
(6.24) \quad \frac{\hat{F}_\omega(X)}{|\nabla \hat{F}(X)|} \geq \tau > 0 \quad \text{whenever } \omega, X \in S^{n-1} \text{ with } \langle \nabla \hat{F}(X), \omega \rangle = 0.
\]
To set the stage for our next lemma we now assume that in addition to $\mathcal{A} = \nabla f$ (as in (6.14)) that (2.6) (i) holds. Let $E_1$ and $E_2$ be convex compact sets containing at least two points and let $\lambda \in (0, 1)$ be fixed. Let $\tilde{G} \in \{G_1, G_2, G\}$ be the $\mathcal{A} = \nabla f$-harmonic Green’s function for $\mathbb{R}^n \setminus \tilde{E}$ with pole at infinity whenever $\tilde{E} \in \{E_1, E_2, \lambda E_1 + (1 - \lambda)E_2\}$. Let $\mathcal{F}$ be the corresponding fundamental solution as in (6.23). Using (6.24) we next show

**Lemma 6.4.** There exists $R_1 = R_1(\tilde{G}, \alpha, \Lambda, p, n)$, such that if $\tilde{G} \in \{G_1, G_2, G\}$, then

$$\frac{\tilde{G}_{\bar{\omega}\bar{x}}(x)}{|\nabla \tilde{G}(x)|} \geq \frac{\tau}{2|x|} > 0$$

whenever $\bar{\omega} \in \mathbb{S}^{n-1}$ and $|x| > R_1$ with $\langle \nabla \tilde{G}(x), \bar{\omega} \rangle = 0$.

**Proof.** The statement and proof of Lemma 6.4 is essentially the same as in Lemma 6.1 of [AGHLV]. It should be noted though that in Lemma 6.1, $G$ is the $\mathcal{A}$-harmonic fundamental solution with pole at 0 while $\tilde{u}$ plays the role of the $\mathcal{A}$-harmonic Green’s function. Also since the fundamental solution tends to zero at $\infty$ the curvatures on levels of this function are necessarily negative.

To give a brief outline of the proof of Lemma 6.4, let $\tilde{G} = \mathcal{F} + \tilde{k}$. From Lemmas 4.4 and 5.2 when $p = n$ and Lemmas 4.6 and 5.3 when $p > n$ we see as in (4.54)-(4.56) that $\tilde{k}$ is a weak solution to

(6.25) \[ \mathcal{L} \tilde{k} := \sum_{i,j=1}^{n} \frac{\partial}{\partial y_i} \left( \tilde{a}_{ij}(y) \frac{\partial \tilde{k}}{\partial y_j} \right) = 0 \]

on $B(x, |x|/2)$ with $|x| \geq R_0$ when $\tilde{E} \subset B(0, R_0/2)$. Here

$$\tilde{a}_{ij}(y) = \int_{0}^{1} \frac{\partial^2 f}{\partial \eta_i \partial \eta_j} \left( t\nabla \tilde{G}(y) + (1 - t)\nabla \mathcal{F}(y) \right) dt.$$ 

Moreover, for some $c \geq 1$, independent of $x$, we also have

(6.26) \[ c^{-1} \bar{\sigma}(y) |\xi|^2 \leq \sum_{i,j=1}^{n} \tilde{a}_{ij}(y) \xi_i \xi_j \leq c \bar{\sigma}(y) |\xi|^2 \]

whenever $\xi \in \mathbb{R}^n \setminus \{0\}$ where $\bar{\sigma}$ satisfies

(6.27) \[ \bar{\sigma}(y) \approx (|\nabla \tilde{G}(y)| + |\nabla \mathcal{F}(y)|)^{p-2} \approx |y|^{\frac{(1-n)(p-2)}{p}} \]

for $|y| \geq R_0$. Also from (5.1) (c) when $p = n$ and (5.12) (c) when $n < p < \infty$ we see there exists $\hat{r}_0 > R_0$ and $\beta > 0$ such that

(6.28) \[ |\hat{k}(y) - \hat{k}(\infty)| \leq \hat{r}_0 |y|^{-\beta} \]

when $|y| \geq \hat{r}_0$. Constants depend on various quantities but are independent of $y$ provided $|y| \geq \hat{r}_0$. From well-known results for uniformly elliptic PDE (see [GT]) we deduce from (6.26)-(6.28) that

(6.29) \[ |x|^{-n/2} \left( \int_{B(x,|x|/4)} |\nabla \tilde{k}|^2 dy \right)^{1/2} \leq c |x|^{-1} \max_{B(x,|x|/2)} |\tilde{k} - \hat{k}(\infty)| \]

$$= O \left( |x|^{-1-\beta} \right) \text{ as } x \to \infty$$
where \( c \) as above depends on various quantities but is independent of \( x \). Using (6.29), Lemma 6.1, as well as Lemma 3.4 for \( F, \tilde{G} \), and arguing as in (6.8)-(6.15) of [AGHLV], we eventually obtain

\[
|\nabla \tilde{k}| = o \left( |x|^{\frac{2-n}{2}} \right) \quad \text{and} \quad \sum_{i,j=1}^{n} \left| \frac{\partial^{2} \tilde{k}}{\partial x_{i} \partial x_{j}} \right| = o \left( |x|^{\frac{2-n}{p+1}} \right) \text{ as } x \to \infty.
\]

Now (6.30) and (6.24) imply Lemma 6.4 as in the paragraph following (6.15) of [AGHLV].

We next consider \( G^{*} \) defined as earlier in (6.11). If equality holds in either (2.4) when \( p = n \) or (2.5) when \( p > n \), then using convexity of the domains bounded by the levels of \( G, G_{1}, G_{2} \), and repeating the argument above with \( u_{1}, u_{2}, u \) replaced by \( G_{1}, G_{2}, G \), we see that \( G^{*} = G \) and so

\[
\{ G(x) \leq t \} = \lambda \{ G_{1}(y) \leq t \} + (1 - \lambda) \{ G_{2}(z) \leq t \}
\]

whenever \( n \leq p < \infty \) and \( t \in (0, \infty) \).

We now use (6.31) and Lemma 6.1 to study the support functions of the convex domains bounded by the levels of \( G_{1}, G_{2}, G \). Let \( t > 0 \) be fixed and let \( h_{i}(\cdot, t) \) be the support function of \( \{ G_{i} \leq t \} \) for \( i = 1, 2 \) while \( h(\cdot, t) \) is the support function of \( \{ G \leq t \} \) defined for \( X \in \mathbb{R}^{n} \) and \( 0 < t < \infty \) by

\[
h_{i}(X, t) := \sup_{x \in \{ G_{i} \leq t \}} \langle X, x \rangle, \text{ for } i = 1, 2, \text{ and } h(X, t) := \sup_{x \in \{ G \leq t \}} \langle X, x \rangle.
\]

From the properties of a support function and (6.31) we have

\[
h(X, t) = \lambda h_{1}(X, t) + (1 - \lambda) h_{2}(X, t)
\]

whenever \( X \in \mathbb{R}^{n} \) and \( t > 0 \).

We note from Lemma 6.1 and Lemma 3.4 that \( \nabla \tilde{G} \neq 0 \) and \( \tilde{G} \) has locally Hölder continuous second partials in \( \{ \tilde{G} > 0 \} \) whenever \( \tilde{G} \in \{ G_{1}, G_{2}, G \} \). From Lemma 6.4 we see there exists \( t_{0} \) large and \( \tau_{0} > 0 \) small and \( R_{0} \) large such that if \( \tilde{G} \in \{ G_{1}, G_{2}, G \} \) then

\[
\{ \tilde{G} \geq t \} \subset \mathbb{R}^{n} \setminus \hat{B}(0, R_{0}) \quad \text{for } 0 < t_{0} < t,
\]

\[
\frac{\tilde{G} \omega}{|\nabla \tilde{G}(x)|} \geq \frac{\tau_{0}}{|x|} \quad \text{whenever } \omega \in S^{n-1} \text{ and } |x| \geq R_{0} \text{ with } \langle \nabla \tilde{G}(x), \omega \rangle = 0.
\]

Hence we conclude from (6.33) that the curvatures at points on \( \{ \tilde{G} = t \} \) are bounded away from 0 when \( t \geq t_{0} \) and \( \tilde{G} \in \{ G_{1}, G_{2}, G \} \). This yields

\[
\frac{\nabla \tilde{G}}{|\nabla \tilde{G}|} \text{ is a 1-1 mapping from } \{ \tilde{G} = t \} \text{ onto } S^{n-1}
\]

and

\[
\left( \frac{\nabla \tilde{G}}{|\nabla \tilde{G}|}, \tilde{G} \right) \text{ is a 1-1 mapping from } \{ \tilde{G} > t_{0} \} \text{ onto } S^{n-1} \times (t_{0}, \infty).
\]
It follows from (6.33) and the inverse function theorem that if $\tilde{h}$ is the support function corresponding to $\tilde{G} \in \{G_1, G_2, G\}$ and $t_0 < t < \infty$, then $\tilde{h}$ has Hölder continuous second partials in $X$ and

\begin{equation}
\nabla_X \tilde{h}(X, t) = \tilde{x}(X, t) \in \{x_1(X, t), x_2(X, t), x(X, t)\}
\end{equation}

where $\tilde{x}$ is the point in $\{\tilde{G} = t\}$ with

\[ \frac{X}{|X|} = \frac{\nabla \tilde{G}(\tilde{x})}{|\nabla \tilde{G}(\tilde{x})|} \]

We now repeat the argument from (6.22) to (6.42) in [AGHLV] to eventually conclude for fixed $t > t_0$ and all $X \in S^{n-1}$ that

\begin{equation}
\frac{\partial}{\partial X_i} \left( \frac{|\nabla G_2|(x_1)}{|\nabla G_1|(x_2)} \right) = 0 \quad \text{and} \quad \frac{\partial}{\partial X_1} \left( x_1 - x_2 \frac{|\nabla G_2|(x_1)}{|\nabla G_1|(x_2)} \right) = 0.
\end{equation}

Since $x_1, x_2$ are smooth for every fixed $t$, there exists $a = a(t), b = b(t) \in \mathbb{R}$ with

\[ x_2(X, t) = a x_1(X, t) + b \quad \text{whenever} \quad X \in S^{n-1}. \]

It now follows from uniqueness of the $\mathcal{A}$-harmonic Green’s function in Lemmas 5.2, 5.3, and Remark 2.3 for $\mathcal{A}$-harmonic functions that

\[ G_2(x) = G_1(ax + b) \quad \text{whenever} \quad G_2(x) > t \quad \text{and} \quad t > t_0. \]

Next from Lemma 6.1, (3.3), homothetic invariance of $\mathcal{A}$-harmonic functions, and the same argument as in (4.54)-(4.56) or (6.25)-(6.27) we see that $G_2(x) - G_1(ax + b)$ is a solution to a locally uniform elliptic divergence form PDE with Lipschitz coefficients. This fact and a unique continuation theorem in [GL] imply as after (6.44) in [AGHLV] that the above equality holds whenever $x \in \mathbb{R}^n \setminus E_2$ or equivalently that $E_1 = aE_2 + b$. The proof of Theorem A is now complete. 

\[ \square \]

**Part 2. A Minkowski problem for $\mathcal{A}$-harmonic Green’s function**

7. **Introduction and statement of results**

In this section we study the Minkowski problem associated with an $\mathcal{A} = \nabla f$-harmonic Green’s function with pole at $\infty$ when $f$ is as in Theorem A. To be more specific, suppose $E \subset \mathbb{R}^n$ is a compact convex set with nonempty interior. Then for $\mathcal{H}^{n-1}$ almost every $x \in \partial E$, there is a well defined outer unit normal, $g(x, E)$ to $\partial E$. The function $g(\cdot, E) : \partial E \mapsto S^{n-1}$ (whenever defined) is called the Gauss map for $\partial E$. Let $\mu$ be a finite positive Borel measure on $S^{n-1}$ satisfying

\begin{enumerate}[(i)]
\item $\int_{S^{n-1}} |\langle \theta, \zeta \rangle| \, d\mu(\zeta) > 0 \quad \text{for all} \quad \theta \in S^{n-1},$
\item $\int_{S^{n-1}} \zeta \, d\mu(\zeta) = 0.$
\end{enumerate}

We prove
**Theorem B.** Let \( \mu \) be as in (7.1) and \( p \) be fixed, \( n \leq p < \infty \). Let \( \mathcal{A} = \nabla f \) be as in (2.6) and Definition 2.1. Then there exists a compact convex set \( \tilde{E} \) with nonempty interior and \( \mathcal{A} \)-harmonic Green’s function \( u \) for \( \mathbb{R}^n \setminus \tilde{E} \) with a pole at infinity satisfying (7.2)

\[
\lim_{y \to x} \nabla u(y) = \nabla u(x) \text{ exists for } \mathcal{H}^{n-1} \text{-almost every } x \in \partial E \text{ as } y \in \mathbb{R}^n \setminus E \text{ approaches } x \text{ non-tangentially.}
\]

\[
\int_{\partial E} f(\nabla u(x)) \, d\mathcal{H}^{n-1} < \infty.
\]

\[
\int_{g^{-1}(K,E)} f(\nabla u(x)) \, d\mathcal{H}^{n-1} = \mu(K) \text{ whenever } K \subset \mathbb{S}^{n-1} \text{ is a Borel set.}
\]

\[
E \text{ is the unique set up to translation for which (c) holds.}
\]

We remark that Minkowski originally considered a similar problem for surface area measure (in Theorem B omit (a), (b), and replace \( f(\nabla u(x)) \) in (c) by 1). We also mention that Jerison in [J] proved a Minkowski type theorem similar to the above when \( u \) is the Newtonian capacitary function of a compact convex set. His result was generalized in [CNSXYZ] to \( p \)-harmonic functions when \( 1 < p < 2 \). In [AGHLV], the first, second, and fourth authors of this article, along with Jasun Gong and Jay Hineman, obtained an analogue of Theorem B when \( 1 < p < n \) for the \( \mathcal{A} = \nabla f \)-capacitary function of a compact convex set \( E \) with nonempty interior. For more historical details see [AGHLV, section 8].

As a broad outline of our proof of Theorem B, we follow [AGHLV] who in turn used ideas from [J] and [CNSXYZ]. Part of the preliminary work for the analogue of Theorem B in [AGHLV] involved generalizing work from [LN, LN1, LN2, LN3] for positive \( p \)-harmonic functions vanishing on a portion of the boundary of a Lipschitz domain to positive \( \mathcal{A} = \nabla f \)-harmonic functions vanishing on a portion of the boundary of a Lipschitz domain when \( 1 < p < n \). Much of this work extends without change to the \( p \geq n \) and \( \mathcal{A} = \nabla f \) situation so we shall often refer to Lemmas in [AGHLV] for proofs. This generalization is done in §8. From our work in §8 it follows that if \( \tilde{E} \) is a compact convex set with non empty interior and if \( \tilde{u} \) is the \( \mathcal{A} \)-harmonic Green’s function for \( \tilde{E} \) with pole at \( \infty \), then (7.2) (a), (b) hold with \( u, E \) replaced by \( \tilde{u}, \tilde{E} \). The Gauss map and corresponding measure \( \tilde{\mu} \) can then be defined relative to \( \tilde{u}, \tilde{E} \) as in (7.2) (c)

In §9 we consider a sequence of compact convex sets, say \( \{\tilde{E}_m\}_{m \geq 1} \) with nonempty interiors which converge in the sense of Hausdorff distance to \( \tilde{E} \), a compact convex set with 0 in the interior of \( \tilde{E} \). For a fixed \( \mathcal{A} = \nabla f \) as in Theorem B, let \( \tilde{u}_m \) for \( m = 1, 2, \ldots \), and \( u \) be the \( \mathcal{A} \)-harmonic Green’s functions with pole at \( \infty \) for \( \mathbb{R}^n \setminus \tilde{E}_m \) and \( \mathbb{R}^n \setminus \tilde{E} \) respectively. If \( \tilde{\mu}_m \) for \( m = 1, 2, \ldots \), and \( \tilde{\mu} \) denote the Borel measures corresponding to \( \tilde{u}, \tilde{u}_m \) as in the above discussion, we show that \( \{\tilde{\mu}_m\} \) converges weakly to \( \tilde{\mu} \) on \( \mathbb{S}^{n-1} \). In §10 we use this result to derive the Hadamard variational formula for the derivative of \( t \to C_\mathcal{A}(t \tilde{E}_1 + (1-t)\tilde{E}_2) \) whenever \( t \in [0, 1) \).
and $E_1, E_2$ are compact convex sets with nonempty interiors. Proofs for $p \geq n$ are more delicate than in the case $1 < p < n$ considered in [AGHLV], primarily because our $A$-harmonic Green’s function blows up at $\infty$ when $p \geq n$, whereas $A$-harmonic capacitary functions have limit $0$ at $\infty$ when $1 < p < n$. In §11, we give the proof of Theorem B. As in [AGHLV] the proof essentially consists in showing that a certain minimum problem has a solution, say $\tilde{E}$, in the class of compact convex sets with nonempty interior. To rule out the possibility that $\tilde{E}$ has Hausdorff dimension $k \leq n - 1$, we argue as in [AGHLV] when $k < n - 1$. However if $k = n - 1$ we are not able to use the same argument as in the case $1 < p < n$. Instead we study positive $A$-harmonic solutions vanishing on a ray in $\mathbb{R}^2$ when $p \geq n$ and use our results from this study to show that $\tilde{E}$ cannot be $n - 1$ dimensional. Finally, uniqueness in Theorem B is proved in the last part of section 11 using Theorem A.

8. Boundary behavior of $A$-harmonic functions in Lipschitz domains

Throughout this and later sections, the data continues to be $p, n, \alpha, \Lambda$. We begin this section with several definitions and lemmas copied from [AGHLV]. Recall that $\phi : K \to \mathbb{R}$ is said to be Lipschitz on $K$ provided there exists $b, 0 < b < \infty$, such that

$$|\phi(z) - \phi(w)| \leq b |z - w| \quad \text{whenever } z, w \in K.$$ (8.1)

The infimum of all $b$ such that (8.1) holds is called the Lipschitz norm of $\phi$ on $K$, denoted $\|\phi\|_K$. It is well-known that if $K \subset \mathbb{R}^{n-1}$ is compact, then $\phi$ has an extension to $\mathbb{R}^n$ (also denoted $\phi$) which is differentiable almost everywhere in $\mathbb{R}^n$, and

$$\|\phi\|_{\mathbb{R}^{n-1}} = \|\nabla \phi\|_\infty \leq c\|\phi\|_K.$$ 

Now suppose that $D$ is an open set, $w \in \partial D$, and

$$\partial D \cap B(w, 4\hat{r}) = \{y = (y', y_n) \in \mathbb{R}^n : y_n = \phi(y')\} \cap B(w, 4\hat{r}),$$

$$D \cap B(w, 4\hat{r}) = \{y = (y', y_n) \in \mathbb{R}^n : y_n > \phi(y')\} \cap B(w, 4\hat{r})$$

in an appropriate coordinate system for some Lipschitz function $\phi$ on $\mathbb{R}^{n-1}$. Note from elementary geometry that if $\zeta \in \partial D \cap B(w, 2\hat{r})$ and $0 < s < \hat{r}$, we can find points

$$a_s(\zeta) \in D \cap B(\zeta, s) \quad \text{with} \quad d(a_s(\zeta), \partial D) \geq c^{-1}s$$

for a constant $c$ depending on $\|\nabla \phi\|$. In the following, we let $a_s(\zeta)$ denote one such point. Also if $\zeta \in \partial D \cap B(w, 2\hat{r})$, and $t > 1$ let

$$\Gamma(\zeta) = \Gamma(\zeta, t) = \{y \in D \cap B(w, 4\hat{r}) : |y - \zeta| < t d(y, \partial D)\}.$$ 

Unless otherwise stated we always assume $t$ is fixed and so large that $\Gamma(\zeta)$ contains the inside of a truncated cone with vertex at $\zeta$, height $\hat{r}$, axis along the positive $e_n$ axis, and of angle opening $\theta = \theta(t) > 0$. Given a measurable function $g$ on $D \cap B(w, 4\hat{r})$, where $0 < r < \hat{r}$, put $\Delta(w, r) = \partial D \cap B(w, r)$ and define the non-tangential maximal function

$$\mathcal{N}_r(g) : \Delta(w, r) \to \mathbb{R}.$$
of $g$ relative to $D \cap B(w, 4r)$ by
\[
N_r(g)(x) = \sup_{y \in \Gamma(x) \cap B(w, 4r)} |g(y)| \quad \text{whenever } x \in \Delta(w, r).
\]

Next we note as in Lemmas 3.5 and 3.7:

**Lemma 8.1.** Let $D, w, \hat{r}, \phi$ be as in (8.2) and $1 < p < \infty$. Suppose $w \in \partial D$, $0 < 4r < \hat{r}$, and $v$ is a positive $A$-harmonic function in $D \cap B(w, 4r)$ with $v \equiv 0$ on $\partial D \cap B(w, 4r)$ in the $W^{1,p}$ Sobolev sense. Then $v$ has a representative in $W^{1,p}(D \cap B(w, s)), s < 4r$ which extends to a Hölder continuous function on $B(w, s)$ (denoted also by $v$) with $v \equiv 0$ on $B(w, s) \setminus D$. Also, there exists $\bar{c} \geq 1$, depending only on the data and $\|\phi\|$, such that if $\bar{r} = r/\bar{c}$, then
\[
(8.3) \quad \bar{r}^{p-n} \int_{B(w, \bar{r})} |\nabla v|^p dx \leq \bar{c}(v(a_2(\bar{w})))^p.
\]

Moreover, there exists $\hat{\sigma} \in (0, 1)$, depending only on the data and $\|\phi\|$, such that
\[
(8.4) \quad |v(x) - v(y)| \leq \bar{c} \left(\frac{|x - y|}{\bar{r}}\right)^{\hat{\sigma}} v(a_2(w)) \quad \text{whenever } x, y \in B(w, \bar{r}).
\]

Finally there exists a unique finite positive Borel measure $\tau$ on $\mathbb{R}^n$, with support contained in $\Delta(w, r)$, such that
\[
(8.5) \quad \begin{align*}
(a) & \quad \int \langle \nabla f(\nabla v), \nabla \psi \rangle dx = -\int \psi d\tau \quad \text{whenever } \psi \in C_0^\infty(B(w, r)), \\
(b) & \quad \bar{c}^{-1} \bar{r}^{p-n} \tau(\Delta(w, \bar{r})) \leq (v(a_2(\bar{w})))^{p-1} \leq \bar{c} \bar{r}^{p-n} \tau(\Delta(w, \bar{r})).
\end{align*}
\]

Next we state as lemmas some results given for starlike Lipschitz domains in Lemma 9.5, Proposition 9.7, Lemma 10.9, and Corollary 10.10 of [AGHLV] when $1 < p < n$. For the definition of a starlike Lipschitz domain and justification for using these results in the present setting, see Definition 8.4 and the discussion following this definition.

**Lemma 8.2.** Let $D, w, \hat{r}, r, \phi, p, v, \tau$ be as in Lemma 8.1. There exists $c_* \geq 1$, depending only on the data and $\|\phi\|$ such that if $4\bar{r} = r/c_*$ and $x \in B(w, \bar{r}) \cap D$, then
\[
(8.6) \quad \begin{align*}
(a) & \quad c_*^{-1} \frac{v(x)}{d(x, \partial D)} \leq \langle \nabla v(x), e_n \rangle \leq |\nabla v(x)| \leq c_* \frac{v(x)}{d(x, \partial D)}, \\
(b) & \quad \lim_{x \to y} \nabla v(x) \overset{\text{def}}{=} \nabla v(y) \text{ exists for } \mathcal{H}^{n-1}\text{-almost every } y \in \Delta(w, \bar{r}).
\end{align*}
\]

Moreover, $\Delta(w, \bar{r})$ has a tangent plane for $\mathcal{H}^{n-1}$-almost every $y \in \Delta(w, \bar{r})$. If $n(y)$ denotes the unit normal to this tangent plane pointing into $D \cap B(w, 2\bar{r})$, then
\[
(8.7) \quad \nabla v(y) = |\nabla v(y)| n(y) \quad \text{for } \mathcal{H}^{n-1}\text{-almost every } y \in \Delta(w, 2\bar{r})
\]
and
\[
(8.8) \quad \frac{d\tau}{d\mathcal{H}^{n-1}(y)} = p \frac{f(\nabla v(y))}{|\nabla v(y)|} \quad \text{for } \mathcal{H}^{n-1}\text{-almost every } y \in \Delta(w, 2\bar{r}).
\]
Finally, there exists \( q > p/(p-1) \) and \( c_{**} \) with the same dependence as \( c_* \) such that

\[
(8.9) \quad \int_{\Delta(w,\tilde r)} \left( \frac{f(\nabla v)}{|\nabla v|} \right)^q \, d\text{H}^{n-1} \leq c_{**} r^{(n-1)(1-q)} \left( \int_{\Delta(w,\tilde r)} \frac{f(\nabla v)}{|\nabla v|} \, d\text{H}^{n-1} \right)^q.
\]

\[
(8.10) \quad \left| \frac{v_1(x)}{v_2(x)} - \frac{v_1(y)}{v_2(y)} \right| \leq c_+ \left( \frac{|x-y|}{r^+} \right)^{\alpha+} \frac{v_1(a_{r+}(w))}{v_2(a_{r+}(w))}
\]

whenever \( x, y \in D \cap B(w, 2r^+) \).

To outline the proof of these lemmas we need a definition.

**Definition 8.4 (Starlike Lipschitz domain).** A bounded domain \( D \subset \mathbb{R}^n \) is said to be starlike Lipschitz with respect to \( z \in D \) provided

\[
\partial D = \{ z + \mathcal{R}(\omega) \omega : \omega \in \partial B(0,1) \}
\]

where \( \log \mathcal{R} : \partial B(0,1) \rightarrow \mathbb{R} \) is Lipschitz on \( \partial B(0,1) \).

Under the above scenario we say that \( z \) is the center of \( D \) and \( \| \log \mathcal{R} \|_{\mathbb{S}^{n-1}} \) is the starlike Lipschitz constant for \( D \). We note that if \( D, w, \phi, \) and \( \tilde{r} \) are as in (8.2), \( 0 < 4r < \tilde{r} \) and \( w' = w + re_n/2 \), then there exists \( c' \geq 100 \), depending only on \( \| \phi \| \), such that the following is true: Let \( r' = r/c' \) and let \( D' \) denote the interior of the set obtained from the union of all line segments connecting points in \( \partial D \cap B(w, r') \) to points in \( B(w', r') \). Then \( D' \) is starlike Lipschitz with respect to \( w' \). Moreover, if \( \mathcal{R}' \) is the graph function for \( D' \), then

\[
(8.11) \quad \| \log \mathcal{R}' \|_{\mathbb{S}^{n-1}} \leq c'( \| \phi \| + 1).
\]

Also if \( D' \) is a starlike Lipschitz domain with center at \( w' \), graph function \( \mathcal{R}', w \in \partial D', \)

\[
\frac{w'-w}{|w'-w|} = e_n, \quad \text{and} \quad 10^{-2}d(w', \partial D') < s < 10^{-1}d(w', \partial D'),
\]

then there exists \( c'' \geq 1 \), depending only on \( \| \log \mathcal{R}' \|_{\mathbb{S}^{n-1}} \), such that if \( s' = s/c'' \) then

\[
\partial D' \cap B(w, s') = \partial D' \cap \{ (y', \phi'(y')) \} \quad \text{and} \quad D' \cap B(w, s') = D' \cap \{ y : y_n > \phi'(y') \}
\]

where \( \phi' \) is Lipschitz on \( \mathbb{R}^{n-1} \) and

\[
(8.12) \quad \| \phi' \| \leq c''( \| \log \mathcal{R}' \|_{\mathbb{S}^{n-1}} + 1).
\]

In [AGHLV] results analogous to Lemmas 8.2, 8.3 were first proved for \( 1 < p < n \) when \( D \) is a starlike Lipschitz domain. The results obtained were later used as in (8.11), to prove similar results in the Lipschitz graph setting (see Lemma 10.11 in [AGHLV]). To briefly outline the proofs given in [AGHLV] for \( 1 < p < n \) and starlike Lipschitz domains, we note that (8.6)(b), (8.7), (8.8), (8.9), were proved in [AGHLV]
under the assumption that an analogue of (8.6) (a) holds for \( v \). This was done in Lemmas 9.5, 9.6, and Proposition 9.7. In section 10 of [AGHLV] the authors used the results in Proposition 9.7 to state and prove some rather difficult estimates for a certain elliptic measure in Lemmas 10.1-10.3. In Lemmas 10.4, 10.5, the authors define and study the \( \mathcal{A} \)-harmonic Green’s function, say \( G' \) for a starlike Lipschitz domain \( D' \), with pole at the center, \( w' \), of this domain. They obtain an analogue of (8.6) (a) for \( v = G' \) when \( 1 < p < n \). These results are then used in Lemma 10.7 to show that the ratio of \( v_1/v_2 \), in the analogue of Lemma 8.3 for starlike Lipschitz domains, is at least bounded. Finally using a perturbation type argument in Lemma 10.9 and Corollary 10.10 they eventually get their version of Lemma 8.3 for \( 1 < p < n \) and essentially simultaneously (8.6) (a) for \( v_1, v_2 \). This result is then restated for Lipschitz domains in Lemma 10.11 of [AGHLV] for \( 1 < p < n \).

The proof of Lemmas 10.4, 10.5, in [AGHLV] required a somewhat lengthy study of the Green’s function, which however was also used (see Lemma 13.7 in [AGHLV]) to prove the important Proposition 13.6 of that paper. If \( p > n \) this approach can no longer be used to get an analogue of Proposition 13.6 in [AGHLV]. There are also certain questions which we do not want to consider when \( p > n \), such as should \( G' \) have a positive point mass (in which case \( G' \leq 0 \)), or a negative point mass at \( w' \). To avoid these deliberations, one can replace \( G' \) in the above proof scheme for fixed \( p \geq n \), by the \( \mathcal{A} \)-harmonic function \( v' \) in \( D' \setminus \bar{B}(w', s') \) with continuous boundary values: \( v' \equiv 1 \) on \( \partial B(w', s') \) and \( v' \equiv 0 \) on \( \partial D' \). Here \( D' \) is a starlike Lipschitz domain with center at \( w' \) and graph function \( \mathcal{R}' \). Also \( s' = d(w', \partial D')/c' \) where \( c' \geq 100 \) is fixed. We prove

**Lemma 8.5.** Let \( p, D', v', w', s' \) be as above. There exists \( c \geq 1 \) depending only on the data, \( c' \), and \( \| \log \mathcal{R}' \|_{\mathbb{S}^{n-1}} \) such that

\[
\begin{align*}
(a) \quad 0 &< |\nabla v'(x)| \leq \frac{c' w' x}{|w'|} \cdot \nabla v'(x) \quad \text{whenever } x \in D' \setminus \bar{B}(w', s'). \\
(b) \quad c^{-1} \frac{v'(x)}{d(x, \partial D')} &\leq |\nabla v'(x)| \leq c \frac{v'(x)}{d(x, \partial D')} \quad \text{whenever } x \in D' \setminus \bar{B}(w', 2s').
\end{align*}
\]

**Proof.** The proof of this lemma is essentially the same as Lemma 10.5 in [AGHLV] however since we are using a different function we give some details. To start the proof we assume, as we may, (since \( \mathcal{A} \)-harmonic functions are invariant under translation and dilation and (8.13) is also invariant under translation and dilation) that

\[ w' = 0 \quad \text{and} \quad \text{diam}(D') = 1. \]

Using Lipschitz starlikeness of \( \partial D' \), the maximum principle for \( \mathcal{A} \)-harmonic functions, and arguing as in the proof of (4.6) we find for some \( \tilde{c} \geq 1 \) and \( \lambda > 1 \) near 1, that

\[
\frac{v'(x) - v'((\lambda x))}{\lambda - 1} \geq \frac{v'(x)}{\tilde{c}} \quad \text{whenever } x \in D' \setminus \bar{B}(0, s')
\]

where \( \tilde{c} \) depends only on the data, \( c' \) and \( \| \log \mathcal{R}' \|_{\mathbb{S}^{n-1}} \). Letting \( \lambda \to 1 \) we obtain

\[
(8.14) \quad -\tilde{c} \langle \nabla v'(x), x \rangle \geq v'(x) \quad \text{whenever } x \in D' \setminus \bar{B}(0, s').
\]
To get estimates near $\partial D'$, let
\[ P(x) = -(\nabla v'(x), x) \quad \text{whenever } x \in D' \setminus \overline{B}(0, s'). \]
As in (4.13) we note that $\psi = v'_{x_i}$ for $1 \leq i \leq n$, $\psi = v'$, and $\psi = P$ are all weak solutions in $D' \setminus B(0, s')$ to
\[ \sum_{i,j=1}^{n} \frac{\partial}{\partial x_i} (\hat{b}_{ij} \psi_{x_j}) = 0 \]
where
\[ \hat{b}_{ij}(x) = f_{i,n_j}(\nabla v'(x)) \quad \text{whenever } x \in D' \setminus \overline{B}(0, s'). \]

We temporarily assume that $R'$ has an extension to $\mathbb{R}^n$ (also denoted $R'$) with
\[ R' \in C^\infty(\mathbb{R}^n). \]
Then from a theorem of Lieberman in [Li] we deduce that $P$ and $v'_{x_i}$ for $1 \leq i \leq n$ have continuous extensions to the closure of $D' \setminus B(0, s')$. Using Lipschitz starlikeness of $D'$, and (8.14) we find for some $\tilde{c} \geq 1$ depending only on the data, $c'$, and $\| \log R' \|_{g_{\alpha-1}}$ that
\[ \tilde{c} P(x) \geq \pm v'_{x_i}(x) \quad \text{on } \partial D' \cup \partial B(0, s'). \]
when $1 \leq i \leq n$. From this inequality and the boundary maximum principle for the PDE in (8.15), we conclude that (8.13) (a) is valid when (8.17) holds with constants depending only on the data, $c'$, and $\| \log R' \|_{g_{\alpha-1}}$. As for (8.13) (b) the right-hand inequality in this display follows from (3.2) (a). Thus we prove only the left-hand inequality in (8.13) (b). To accomplish this if $x \in D' \setminus \overline{B}(0, 2s')$, we draw a ray $l$ from 0 through $x$ to a point in $\partial D'$. Let $y$ be the first point on $l$ (starting from $x$) with $v'(y) = v'(x)/2$. Then from elementary calculus there exists $\hat{w}$ on the part of $l$ between $x, y$ with
\[ v'(x)/2 = v'(x) - v'(y) \leq |\nabla v'(|y - x|. \]
From (8.4) we deduce the existence of $c \geq 1$ depending only on the data, $c'$, and $\| \log R' \|_{g_{\alpha-1}}$ with
\[ y, \hat{w} \in B[x, (1 - c^{-1})d(x, \partial D')]. \]
Using (8.19), Harnack’s inequality for $P$, and (8.13)(a), it follows for some $c$, depending only on the data, $c'$, and $\| \log R' \|_{g_{\alpha-1}}$, that
\[ |\nabla v'(\hat{w})| \leq c |\nabla v'(x)|. \]
This inequality, (8.18), and (8.19) imply that
\[ v'(x) \leq c |\nabla v'(x)| d(x, \partial D'). \]
We conclude that the left-hand inequality in (8.13) (b) is valid for $x \in D' \setminus \overline{B}(0, 2s')$ when $c$ is suitably large and (8.17) holds. To remove this assumption choose $R_m \in C^\infty(\mathbb{R}^n)$ for $m = 1, 2, \ldots$, with
\[ \| \log R_m \|_{g_{\alpha-1}} \leq c \| \log R' \|_{g_{\alpha-1}}. \]
and $R_m \to R'$ as $m \to \infty$ uniformly on $S^{n-1}$. Here $c$ depends only on $n$. Let $(D_m)$ be the corresponding sequence of starlike Lipschitz domains and for large $m$, let $v_m$ be the $A$-harmonic function in $D_m \setminus \overline{B}(0,s')$ with $v_m \equiv 1$ on $\partial B(0,s')$ and $v_m \equiv 0$ on $\partial D_m$. Using Lemmas 3.4 and 8.1, we see that 

$$\{v_m, \nabla v_m\} \text{ converge to } \{v', \nabla v'\}$$

uniformly on compact subsets of $D' \setminus \overline{B}(0,s')$.

Applying Lemma 8.5 to $v_m$, and using the fact that the constants in this lemma are independent of $m$ we conclude upon taking limits that Lemma 8.5 holds for $v'$ without hypothesis (8.17). \hfill \Box

Other than substituting Lemma 8.5 for Lemmas 10.4, 10.5 in [AGHLV], the proof in [AGHLV], outlined above, can also be used if $p \geq n$ to prove Lemmas 8.2, 8.3. Thus we omit further details in the proofs of these lemmas.

For use in later sections we make the following definition:

**Definition 8.6 (Lipschitz domain).** A domain $D \subset \mathbb{R}^n$ is called a bounded Lipschitz domain provided there exists a finite set of balls $\{B(x_i,r_i)\}$ covering an open neighborhood of $\partial D$, such that (8.2) holds with $r_i = \hat{r}$ and $\phi_i = \phi$. The Lipschitz constant of $D$ is defined to be $M = \max_i ||\nabla \phi_i||_{\infty}$.

9. Weak convergence of certain measures on $S^{n-1}$

Let $E$ be a compact convex set with 0 in the interior of $E$, $p \geq n$, and let $u$ be the $A$-harmonic Green’s function for $\mathbb{R}^n \setminus E$ with pole at infinity. We note that $\mathbb{R}^n \setminus E$ is a Lipschitz domain so Lemma 8.2 holds with $v = u, D = \mathbb{R}^n \setminus E$ provided $\hat{r} > 0$ is small enough. From Lemma 8.2 we see that if $g(x,E) = g : \partial E \to S^{n-1}$ is defined by

$$g(x,E) = -\frac{\nabla u(x)}{||\nabla u(x)||}$$

then this equality is well-defined on a set $\Theta \subset \partial E$ with $H^{n-1}(\partial E \setminus \Theta) = 0$. Also from Lemma 8.2 we see that if $F \subset S^{n-1}$ is a Borel set, then $g^{-1}(F, E)$ is $H^{n-1}$ measurable. Define a measure $\mu(\cdot) = \mu_{E,f}(\cdot)$ on $S^{n-1}$ by

$$\mu(F) := \int_{\Theta \cap g^{-1}(F,E)} f(\nabla u) \, dH^{n-1} \quad \text{whenever } F \subset S^{n-1} \text{ is a Borel set.} \tag{9.1}$$

Next suppose that $\{E_m\}_{m \geq 1}$ is a sequence of compact convex sets with nonempty interiors which converge to $E$ in the sense of Hausdorff distance. That is, $d_H(E_m,E) \to 0$ as $m \to \infty$ where $d_H$ was defined at the beginning of section 2. Let $u_m$ be the corresponding $A = \nabla f$-harmonic Green’s function for $\mathbb{R}^n \setminus E_m$ when $m = 1, 2, \ldots$, with pole at infinity. Then for $m$ large enough say $m \geq m_0$ we see that Lemma 8.2 is valid with $D_m = \mathbb{R}^n \setminus E_m$, $u_m = v$, and $w \in \partial D_m$. Here $\hat{r} > 0$ can be chosen independent of $m$ and constants depend only on the data as well as the Lipschitz constant for $E$. For fixed $m$, let $\mu_m$ be the measure on $S^{n-1}$ defined as in (9.1) relative to $f$, $u_m$, and $g(\cdot, E_m)$. We prove
**Proposition 9.1.** Fix $p \geq n$ and define $\mu_m$ and $\mu$ relative to $E_m$ and $E$ respectively as above. Then

$$\mu_m \rightharpoonup \mu \text{ weakly as } m \to \infty.$$ 

*Proof.* The proof of this proposition is given in [AGHLV, Proposition 11.1] for $1 < p < n$. The proof just uses Lemmas 8.1-8.3, although in one place (see the proof of claim 11.9 in [AGHLV]) the authors use $\mathcal{A}$-capacitary functions to construct an $\mathcal{A}$-harmonic function $v$ in $K = K(\theta) = \{x : x_n > |x| \cos(\theta)\}$. Here $v$ is continuous in $\mathbb{R}^n$ with $v \equiv 0$ on $\mathbb{R}^n \setminus K$ for $\theta > \pi/2$, but near $\pi/2$ satisfying $v(e_n) = 1$. To get $v$ in our situation let $v_m$ be $\mathcal{A}$-harmonic function in $B(0, 2m) \setminus \bar{B}(0, m) \setminus K$ and continuous on $\bar{B}(0, 2m)$ with $v \equiv 0$ on $\bar{B}(0, m) \setminus K$ and $v \equiv a_m$ on $\partial B(0, 2m)$ where $a_m$ is chosen so that $v_m(e_n) = 1$. Existence of Harnack’s inequality, Lemmas 8.1 and 3.4, and Ascoli’s theorem we see that a subsequence of $\{v_m\}$ converges to $v$ with the desired properties as $m \to \infty$. For the rest of the proof of Proposition 9.1 see [AGHLV, section 11].

10. The Hadamard variational formula for $\mathcal{A}$-harmonic PDEs

Let $E_1$ and $E_2$ be compact convex sets and suppose $0$ is in the interior of $E_1 \cap E_2$. Fix $p \geq n$ and let $u(\cdot, t)$ be the $\mathcal{A} = \nabla f$-harmonic Green’s function for $\mathbb{R}^n \setminus (E_1 + tE_2)$ with pole at infinity when $t \geq 0$. Also let $\mu_{E_1 + tE_2}$ be the measure defined on $\mathbb{S}^{n-1}$ in (9.1) relative to $u(\cdot, t)$. In this section we prove

**Proposition 10.1.** With the above notation let $h_1$ and $h_2$ be the support functions for $E_1$ and $E_2$, respectively and let $g(\cdot, E_1 + tE_2)$ be the Gauss map for $\partial(E_1 + tE_2)$. Then for $t > 0$ and $p = n$ (as in Definition 5.4) we have

$$\frac{d \mathcal{C}_A(E_1 + tE_2)}{dt} = n \gamma^{-1} \mathcal{C}_A(E_1 + tE_2) \int_{\partial(E_1 + tE_2)} h_2(g(x, E_1 + tE_2)) f(\nabla u(x, t)) d\mathcal{H}^{n-1}.$$

While for $n < p$ we have

$$\frac{d \mathcal{C}_A(E_1 + tE_2)}{dt} = p(p - 1) \frac{\gamma}{p - 1} \int_{\partial(E_1 + tE_2)} h_2(g(x, E_1 + tE_2)) f(\nabla u(x, t)) d\mathcal{H}^{n-1}.$$

*Proof.* To lay the groundwork for the proof of Proposition 10.1 we first argue as in (12.2)-(12.15) of [AGHLV]. We begin by assuming for $i = 1, 2$ that

$$\partial E_i \text{ is locally the graph of an infinitely differentiable}$$

$$\text{and strictly convex function on } \mathbb{R}^{n-1}.$$ 

We note from Lemma 3.4 that $u(\cdot, t_i)$, for $i = 1, 2$, has Hölder continuous second partials in $\mathbb{R}^n \setminus (E_1 + t_2E_2)$. Let

$$\zeta(x, t_1) = \frac{u(x, t_1) - u(x, t_2)}{t_2 - t_1}$$

whenever $x \in \mathbb{R}^n$ and $0 < t_1 < t_2$. 

Then from Lemmas 5.2, 5.3, and the maximum principle for $A$-harmonic functions we see that $\zeta \geq 0$. Moreover, from Lemma 6.1 we find as in (4.54)-(4.56) that $\zeta$ is a weak solution to

$$
\sum_{i,j=1}^{n} \frac{\partial}{\partial x_i}(\bar{d}_{ij}\zeta_{x_j}) = 0
$$

in $\mathbb{R}^n \setminus (E_1 + t_2 E_2)$ where

$$
\bar{d}_{ij}(x) = \int_{0}^{1} f_{n,n_j}(s\nabla u(x,t_1) + (1-s)\nabla u(x,t_2))ds.
$$

Also,

$$
c^{-1}\bar{\sigma}(x)|\xi|^2 \leq \sum_{i,j=1}^{n} \bar{d}_{ij}(x)\xi_i\xi_j \leq c\bar{\sigma}(x)|\xi|^2
$$

whenever $\xi \in \mathbb{R}^n \setminus \{0\}$ and $x \in \mathbb{R}^n \setminus (E_1 + t_2 E_2)$ with

$$
\bar{\sigma}(x) \approx (|\nabla u(x,t_2)| + |\nabla u(x,t_1)|)^{b-2}.
$$

The constants in (10.5) and (10.6) may depend on $t_2$ and the radius of the largest ball contained in $E_2$ but are independent of $x$ as above and $t_1$ whenever $t_1 \in [t_2/2, t_2]$. Also from Lemma 3.4, (8.6), Lemma 6.1 and the theorem in [Li, Theorem 1] mentioned earlier, we see that $\nabla u(\cdot,t_i)$ for $i = 1, 2$, extend to Hölder continuous functions in the closure of $\mathbb{R}^n \setminus (E_1 + t_i E_2)$. More specifically, if

$$
t_2/2 \leq t_1 < t_2 \quad \text{and} \quad \rho = 4(t_2 + 1)(\text{diam}(E_1) + \text{diam}(E_2))
$$

then there exist $\beta \in (0, 1)$ and $C^* \geq 1$, independent of $t_1$, such that for $i = 1, 2$,

$$
\begin{align}
(a) \quad |\nabla u(x,t_i) - \nabla u(y,t_i)| & \leq C^*|x - y|^\beta, \\
(b) \quad (C^*)^{-1} \leq |\nabla u(x,t_i)| & \leq C^*
\end{align}
$$

whenever $x, y$ are in the closure of $B(0, \rho) \setminus (E_1 + t_i E_2)$. We point out that the lower bound in (10.7) (b) follows from a contradiction type argument using Ascoli’s theorem and Lemma 6.1. From (10.7) (b) and the mean value theorem from calculus we see that there exists $C^{**}$ independent of $t_1 \in [t_2/2, t_2]$ and $x$ such that

$$
0 \leq \zeta \leq C^{**}
$$

on $\partial(E_1 + t_2 E_2)$. From (10.8), Lemmas 5.2, 5.3, and the maximum principle for $A$-harmonic functions, we deduce for given $\epsilon > 0$ that there exists $s = s(\epsilon) > \rho$ such that

$$
\zeta \leq C^{**} + \epsilon u(\cdot,t_1) \quad \text{in} \quad B(0, s(\epsilon)) \setminus (E_1 + t_2 E_2).
$$

Letting $\epsilon \to 0$ it follows that (10.8) is valid in the closure of $\mathbb{R}^n \setminus (E_1 + t_2 E_2)$. In a similar way we get that $M(\cdot, \zeta)$ is decreasing and $m(\cdot, \zeta)$ is increasing on $(\rho, \infty)$. Using
this fact and arguing as in (6.1) (b), we find that if $u(\cdot, t_i) = F + k_i$, for $i = 1, 2$, then there exists $\hat{\theta} > 0$ such that

\begin{equation}
|\zeta(x) - \zeta(\infty)| = \left| \zeta(x) - \frac{k_1(\infty) - k_2(\infty)}{t_2 - t_1} \right| \leq 2C^* \left( \frac{\rho}{|x|} \right)^{\hat{\theta}} \text{ for } |x| \geq \rho.
\end{equation}

In this discussion, $F$ is the Fundamental solution as in Lemma 4.4 when $p = n$ and as in Lemma 4.6 when $n < p < \infty$. Also, $k_i$ is the function associated to $E_1 + t_i E_2$ for $i = 1, 2$ as in Lemma 5.2 when $p = n$ and as in Lemma 5.3 when $n < p < \infty$. Moreover, the constant $\hat{\theta}$ is independent of $t_1 \in [t_2/2, t_2)$ and $x$ as above.

From (3.3) and Lemmas 6.1 we see that $d_{ij}(x)$ in (10.4) are Lipschitz continuous in $\mathbb{R}^n \setminus B(0, \rho)$ with Lipschitz norm independent of $t_1 \in [t_2/2, t_2)$. Using this fact, elliptic PDE theory (see [GT]) and (10.9) we see that $\nabla \zeta$ is locally Hölder continuous in $\mathbb{R}^n \setminus B(0, \rho)$ and

\begin{equation}
|\nabla \zeta(x)| \leq \tilde{C}|x|^{-1-\hat{\theta}} \text{ whenever } |x| \geq \rho
\end{equation}

where $\tilde{C}$ has the same dependence as $C^*$. From (10.7) (a), Lemma 6.1, and uniqueness of $u(\cdot, t_i)$ for $i = 1, 2$, we deduce that

\begin{equation}
\nabla u(\cdot, t_1) \to \nabla u(\cdot, t_2) \text{ uniformly on the closure of } \mathbb{R}^n \setminus (E_1 + t_2 E_2) \text{ as } t_1 \to t_2.
\end{equation}

From (10.8)-(10.11), Lemma 6.1, (10.4)-(10.6), and Caccioppoli type estimates for locally uniformly elliptic PDE, we deduce that if $t_1 \to t_2$ through an increasing sequence, say $\{s_m\}$, then a subsequence of $\{\zeta = \zeta(\cdot, s_m)\}$, also denoted by $\{\zeta(\cdot, s_m)\}$, converges uniformly on compact subsets of $(\mathbb{R}^n \cup \{\infty\}) \setminus (E_1 + t_2 E_2)$ to a locally Hölder $\hat{\beta}$ continuous function, say $\tilde{\zeta}$. Moreover, this subsequence also converges to $\tilde{\zeta}$ locally weakly in $W^{1,2}$ of $\mathbb{R}^n \setminus (E_1 + t_2 E_2)$. Finally,

\begin{equation}
\sum_{i,j=1}^n \frac{\partial}{\partial x_i} (f_{y_j} \nabla u(x, t_2)) \tilde{\zeta}_{x_j}(x) = 0
\end{equation}

locally in the weak sense in $\mathbb{R}^n \setminus (E_1 + t_2 E_2)$ and (10.9), (10.10) are valid with $\zeta$ replaced by $\tilde{\zeta}$.

Next we show that $\tilde{\zeta}$ has boundary values that are independent of the choice of sequence. To do this, for $k = 1, 2$ we let $x_k(Z) = \nabla h_k(Z)$ whenever $Z \in S^{n-1}$ and recall that $x_k(Z) \in \partial E_k$ with $Z = g(x_k(Z), E_k)$ for $k = 1, 2$ . We fix $X, Y \in S^{n-1}$, write $x, y$ for $x_1(X) + t_2 x_2(X), x_1(Y) + t_2 x_2(Y)$ respectively and note that $x = g^{-1}(X, E_1 + t_2 E_2) \in \partial(E_1 + t_2 E_2)$ and $y = g^{-1}(Y, E_1 + t_2 E_2) \in \partial(E_1 + t_2 E_2)$. We consider two cases. First if

$$|x - y| \leq d(x, E_1 + t_1 E_2)/2$$

then from (10.7) (a) and the mean value theorem of calculus we have

\begin{equation}
|\zeta(x) - \zeta(y) - \langle \nabla \zeta(x), x - y \rangle| \leq \tilde{C}|x - y|^{\hat{\beta}}
\end{equation}
where $\dot{C}$ is independent of $t_1$. Second, if
\[ |x - y| > d(x, E_1 + t_1E_2)/2 \]
then using $u(\cdot, t_1) \equiv 0$ on $\partial(E_1 + t_1E_2)$ and the same strategy as above we see that
\[
\begin{align*}
|\zeta(x) - &\langle \nabla u(x_1(X) + t_1x_2(X), t_1), x_2(X) \rangle| \\
+ |\zeta(y) - &\langle \nabla u(x_1(Y) + t_1x_2(Y), t_1), y_2(Y) \rangle| \\
\leq &\dot{C}|x-y|^\beta.
\end{align*}
\]
(10.14)

Now $h_1 + t_1h_2$ is the support function for $E_1 + t_1E_2$ and so
\[
\begin{align*}
(\nabla u(x_1(X) + &t_1x_2(X), t_1), x_2(X)) = |\nabla u(x_1(X) + t_1(x_2(X), t_1))|\langle X, x_2(X) \rangle \\
= &|\nabla u(x, t_1)|h_2(g(x, E_1 + t_2E_2)) + \lambda(x) \\
= &III_1 + \lambda(x)
\end{align*}
\]
(10.15)
where $|\lambda(x)| \leq \bar{C}|x-y|^\beta$ and $\bar{C}$ is independent of $t_1$. Similarly,
\[
\begin{align*}
(\nabla u(x_1(Y) + &t_1x_2(Y), t_1), x_2(Y)) = |\nabla u(y, t_1)|h_2(g(y, E_1 + t_2E_2)) + \bar{\lambda}(y) \\
= &III_2 + \bar{\lambda}(y)
\end{align*}
\]
(10.16)
where $\bar{\lambda}(y)$ satisfies the same inequality as $\lambda(x)$. From (10.14)-(10.16) and the triangle inequality we find that
\[
|\zeta(x) - \zeta(y)| \leq |III_1 - III_2| + |\lambda(x)| + |\bar{\lambda}(y)| \leq \bar{C}|x-y|^\beta
\]
(10.17)
where $\bar{C}$ is independent of $t_1 \in [t_2/2, t_2]$. Here we have also used Lipschitzness of $h_2$ and (10.7) (a) to estimate $|III_1 - III_2|$. From (10.17), we deduce that $\zeta = \zeta(\cdot, t_1)$ is H"older $\beta$-continuous on $\partial(E_1 + t_2E_2)$ with H"older norm bounded by a constant independent of $t_1 \in [t_2/2, t_2]$. From well-known theorems for divergence form uniformly elliptic PDE with bounded measurable coefficients it now follows that $\zeta$ is H"older $\tau$ continuous on the closure of $B(0, \rho) \setminus (E_1 + t_2E_2)$ for some $\tau > 0$ with H"older norm independent of $t_1 \in [t_2/2, t_2]$.

This fact and the same reasoning as in (10.10) yield
\[
|\nabla \zeta(x)| \leq C d(x, \partial(E_1 + t_2E_2))^{-1+\tau}.
\]
(10.18)
Taking limits we conclude from Ascoli’s theorem that $\dot{\zeta}$ is the uniform limit of $(\zeta(\cdot, s_m))$ in the closure of $B(0, \rho) \setminus (E_1 + t_2E_2)$. Thus $\dot{\zeta}$ is also H"older $\tau$-continuous in the closure of $B(0, \rho) \setminus (E_1 + t_2E_2)$ and (10.18) holds for $\dot{\zeta}$. Finally, using (10.7) and arguing as in (10.15) we see that
\[
|\zeta(x, t_1) - |\nabla u(x, t_2)|h_2(g(x, E_1 + t_2E_2))| \leq c|t_1 - t_2|^\beta.
\]
From this estimate we conclude that
\[
\zeta(x, t_1) \to |\nabla u(x, t_2)|h_2(g(x, E_1 + t_2E_2)) \quad \text{as} \quad t_1 \to t_2
\]
(10.19)
whenever \( x \in \partial(E_1 + t_2E_2) \). From (10.19) we see that every convergent subsequence of \( \{\zeta(\cdot, t_1)\} \) converges to a weak solution of (10.12) satisfying (10.18) with continuous boundary values

\[
|\nabla u(\cdot, t_2)| h_2(g(\cdot, E_1 + t_2E_2)) \quad \text{on} \quad \partial(E_1 + t_2E_2).
\]

To begin the proof of Proposition 10.1 in the smooth case and when \( t_2/2 \leq t_1 < t_2 \) recall from the display above (10.7), that \( E_1 + t_2E_2 \subset B(0, \rho) \). If \( R > 4\rho \) we apply the divergence theorem to \( u(\cdot, t_i)(\nabla f)(\nabla u(\cdot, t_i)) \) for \( i = 1, 2 \) and use \( A \)-harmonicity of \( u(\cdot, t_i) \), \( p \)-homogeneity of \( f \), and smoothness of \( u(\cdot, t_i) \) on \( \partial(E_1 + t_iE_2) \), \( i = 1, 2 \) to get

\[
I_i(R) = p \int_{B(0,R)\setminus(E_1+t_iE_2)} f(\nabla u(x, t_i))dx
\]

\[
= \int_{\partial B(0,R)} u(x, t_i)((\nabla f)(\nabla u(x, t_i)), x/|x|) d\mathcal{H}^{n-1}.
\]

For brevity we write for fixed \( t_2 \)

\[
\frac{I_1(R) - I_2(R)}{t_2 - t_1} = \int_{\partial B(0,R)} J(\cdot, t_1)d\mathcal{H}^{n-1}.
\]

To make calculations first observe that

\[
\frac{\langle(\nabla f)(\nabla u(x, t_1)) - (\nabla f)(\nabla u(x, t_2)), x/|x|\rangle}{t_2 - t_1} = \sum_{l,j=1}^n \tilde{d}_{lj}(x)\zeta_{x_j}(x)(x_l/|x|)
\]

where \( (\tilde{d}_{lj}), 1 \leq l, j \leq n \), is as in (10.4). Letting \( t_1 \to t_2 \) in \( (s_m) \) we see that

\[
\frac{\langle(\nabla f)(\nabla u(x, t_1)) - (\nabla f)(\nabla u(x, t_2)), x/|x|\rangle}{t_2 - t_1} \to \sum_{l,j=1}^n \bar{a}_{lj}(x)\zeta_{x_j}(x)(x_l/|x|)
\]

where \( \bar{a}_{lj}(x) = \frac{\partial^2 f}{\partial x_j \partial x_l} \left( \nabla u(x, t_2) \right) \). Next we use the same algebra as in the calculus argument for finding the derivative of a product. After that we note from (10.21) and (10.10) that

\[
J(x, t_1) \to J_1(x) = \zeta(x)\langle(\nabla f)(\nabla u(x, t_2)), x/|x|\rangle + u(x, t_2) \sum_{l,j=1}^n \bar{a}_{lj}(x)\zeta_{x_j}(x)x_l/|x|
\]

as \( t_1 \to t_2 \) in \( (s_m) \).

Using (6.1) (a) and (b) with \( k_2 = k \) and arguing in a now well known way we deduce that \( k_2 \) is a solution in \( B(x, |x|/2) \) to a uniformly elliptic PDE in divergence form with Lipschitz continuous coefficients when \( |x| > 4R_0 \). From (6.1)(b) and elliptic PDE theory it follows that

\[
|\nabla k_2(x)| \leq C|x|^{-1-\hat{\theta}} \quad \text{for} \quad |x| = R
\]
where once again $C$ is independent of $x$. Using (10.23), (2.6) (i), and our knowledge of $F$ it follows that

\[ u(x, t_2)\tilde{a}_{lj}(x) = F(x)\frac{\partial^2 f}{\partial \eta \partial \eta_j} (\nabla F(x)) + o \left( R \left( \frac{\delta(R) R^{(1-n)(p-2) + (p-n)}}{p-1} \right) \right) \quad \text{as } R \to \infty \]

where the $o$ term is independent of $t_1 \in [t_2/2, t_2)$. Here $\delta(R) = 1$ if $p > n$ and $\delta(R) = \log R$, for $p = n$. Likewise, as $R \to \infty$,

\[ \langle (\nabla f)(\nabla u(x, t_2)), x/|x| \rangle = \langle (\nabla f)(\nabla F(x)), x/|x| \rangle + o(R^{1-n}) \]

Using (10.10), (10.24), (10.25), and $\tilde{\zeta}(x) = \tilde{\zeta}(\infty) + o(1)$ as $R \to \infty$ in (10.22) we conclude first that

\[ J_1(x) = \tilde{\zeta}(\infty) \langle (\nabla f)(\nabla F(x)), x/|x| \rangle + o(R^{1-n}) \]

and second since $F$ is a fundamental solution that

\[ \lim_{m \to \infty} \frac{I_1(R) - I_2(R)}{t_2 - t_1} = \tilde{\zeta}(\infty) \int_{\partial B(0,R)} \langle (\nabla f)(\nabla F(x)), x/|x| \rangle d\mathcal{H}^{n-1} + o(1) \]

Next we write

\[ \frac{I_1(R) - I_2(R)}{t_2 - t_1} = T_1(R) + T_2(R) \]

where

\[ T_1(R) := p(t_2 - t_1)^{-1} \int_{B(0,R)\setminus (E_1 + t_2 E_2)} (f(\nabla u(x, t_1)) - f(\nabla u(x, t_2))) dx \]

and

\[ T_2(R) := p(t_2 - t_1)^{-1} \int_{(E_1 + t_2 E_2)\setminus (E_1 + t_1 E_2)} (f(\nabla u(x, t_1)) dx. \]

From (10.11) and (10.19) we have

\[ T_2(R) = (t_2 - t_1)^{-1} \int_{(E_1 + t_2 E_2)\setminus (E_1 + t_1 E_2)} \nabla \cdot (u(x, t_1)) \nabla f(\nabla u(x, t_1)) dx \]

\[ = \int_{\partial (E_1 + t_2 E_2)} \zeta(x)|\nabla u(x, t_2)|^{-1}\langle \nabla f(\nabla u(x, t_1)), \nabla u(x, t_2) \rangle d\mathcal{H}^{n-1} \]

\[ \to \hat{T}_2 := p \int_{\partial (E_1 + t_2 E_2)} h_2(g(x, E_1 + t_2 E_2)) f(\nabla u(x, t_2)) d\mathcal{H}^{n-1} \quad \text{as } t_1 \to t_2 \text{ in } (s_m). \]

To handle $T_1(R)$ observe as in (10.21) that

\[ \frac{p f(\nabla u(x, t_1)) - f(\nabla u(x, t_2))}{t_2 - t_1} = \sum_{j=1}^{n} q_j(x) x_j(x) \]
where
\[ q_j(x) = p \int_0^1 \frac{\partial f}{\partial \eta_j} (s \nabla u(x, t_1) + (1 - s) \nabla u(x, t_2)) \, ds. \]

Using (10.30) in the definition of \( T_1(R) \) and letting \( t_1 \to t_2 \) in \((s_m)\) we obtain from (10.18) and the Lebesgue dominated convergence theorem that

\[ T_1(R) \to \hat{T}_1(R) = \frac{p}{p - 1} \sum_{j=1}^n \int_{B(0,R) \setminus (E_1 + t_2 E_2)} \frac{\partial f}{\partial \eta_j} (\nabla u(x, t_2)) \bar{\zeta}_{x_j}(x) \, dx \]

where \( \bar{a}_{ij}(x) = \frac{\partial^2 f}{\partial \eta_i \partial \eta_j} (\nabla u(x, t_2)) \) as earlier and we have used the \((p - 1)\)-homogeneity of \( \nabla f \). From (10.18) we see that the above integral can be integrated by parts to obtain,

\[ \hat{T}_1(R) = \frac{p}{p - 1} \sum_{l,j=1}^n \int_{\partial B(0,R)} u(x, t_2) \bar{a}_{ij}(x) \bar{\zeta}_{x_j}(x) x_l |x| \, d\mathcal{H}^{n-1} \]

where we have also used (10.12). Letting \( R \to \infty \) we deduce as in the derivation of (10.27) that \( \lim_{R \to \infty} \hat{T}_1(R) = 0 \). Combining this equality, (10.29) and letting \( R \to \infty \) in (10.27) we arrive at

\[ \bar{\zeta}(\infty) = p \int_{\partial(E_1 + t_2 E_2)} h_2(g(x, E_1 + t_2 E_2)) f(\nabla u(x, t_2)) \, d\mathcal{H}^{n-1}. \]

We note that (10.31), the remark after (10.19), and the usual maximum principle argument imply that \( \bar{\zeta} \) is independent of the choice of \((s_m)\). Thus we put

\[ \bar{\zeta}(\infty) = \lim_{t_1 \to t_2} \zeta(\infty, t_1) = - \frac{dk}{dt_2}(\infty) \]

where \(-k(\cdot, t) = F(\cdot) - u(\cdot, t) \) for \( t \in [0, \infty) \). Now from Theorem A we see that \( t \mapsto \mathcal{C}_A(E_1 + t E_2) \) is concave on \([0, \infty)\) when \( p = n \) and \( t \mapsto \mathcal{C}_A^{-1}(E_1 + t E_2) \) is concave on \([0, \infty)\) when \( p > n \). Thus \( t \mapsto \mathcal{C}_A(E_1 + t E_2) \) is Lipschitz and differentiable off a countable set when \( n \leq p < \infty \). From this observation, (10.31), and the chain rule we have when \( p = n \)

\[ \frac{d\mathcal{C}_A(E_1 + t E_2)}{dt} = -\gamma^{-1} \mathcal{C}_A(E_1 + t E_2) \frac{dk}{dt}(\infty) \]

\[ = n \gamma^{-1} \mathcal{C}_A(E_1 + t E_2) \int_{\partial(E_1 + t E_2)} h_2(g(x, E_1 + t E_2)) f(\nabla u(x, t)) \, d\mathcal{H}^{n-1} \]
and for $p > n$

$$
\frac{d}{dt} C_A(E_1 + tE_2) = -(p - 1) C_A(E_1 + tE_2) \frac{d}{dt} k(\infty)
$$

$$
= p(p - 1) C_A(E_1 + tE_2) \frac{\rho_{E_2}}{\rho(E_1 + tE_2)} \int_{\partial(E_1 + tE_2)} h_2(g(x, E_1 + tE_2)) f(\nabla u(x, t)) d\mathcal{H}^{n-1}
$$

except for at most $t$ in a countable set. Now from properties of support functions and

(10.11) we see that the right-hand side in both equalities is continuous as a function of $t$
so from the usual calculus argument

$$
\frac{d}{dt} C_A(E_1 + tE_2)
$$

exists on $(0, \infty)$ and has a left-hand derivative at $t = 0$. Thus Proposition 10.1 is valid under assumption (10.3).

To show this assumption can be removed, choose sequences of uniformly bounded
convex domains \( \{E_i^{(l)}\}_{l \geq 1} \) and \( \{E_2^{(l)}\}_{l \geq 1} \) with \( E_i \subset E_i^{(l)} \) for \( i = 1, 2 \) and \( l = 1, 2, \ldots \),
satisfying (10.3) with \( \partial E_i \) replaced by \( \partial E_i^{(l)} \), \( i = 1, 2 \) and \( l = 1, 2, \ldots \). We also choose
these sequences so that \( E_i^{(l)} \) converges to \( E_i \) in the sense of Hausdorff distance as \( l \to \infty \).
Let \( u^{(l)}(\cdot, t) \) be the \( A \)-harmonic Green’s function for the complement of
\( E_1^{(l)} + tE_2^{(l)} \) with pole at \( \infty \). We set \( -k^{(l)}(\cdot, t) = F(\cdot) - u^{(l)}(\cdot, t) \) while as earlier \( u(\cdot, t) \) and \( k(\cdot, t) \) have the same meaning relative to \( E_1 + tE_2 \). We claim that

$$
\lim_{l \to \infty} k^{(l)}(\infty, t) = k(\infty, t) \quad \text{for} \quad t \in [0, \infty).
$$

This claim will be proved in more generality in (11.1) so we reserve its proof until the
next section. Let

$$
\Phi(t) = \int_{\partial(E_1 + tE_2)} h_2(g(x, E_1 + tE_2)) f(\nabla u(x, t)) d\mathcal{H}^{n-1}
$$

and let \( \Phi_l(t) \) denote the function in this display with \( E_i \), replaced by \( E_i^{(l)} \), \( i = 1, 2 \), \( l = 1, 2, \ldots \). Given \( 0 < a < \infty \) we claim there exist \( m = m(a) \) and \( M = M(a) \) such that
for \( l \geq m \), we have

$$
0 < \Phi_l(t) \leq M \quad \text{for} \quad t \in [0, a].
$$

To verify this assertion fix \( l, t \), let

$$
E_0 = E_1^{(l)} + tE_2^{(l)}
$$

and let \( h_0 \) be the support function for \( E_0 \) and let \( g(\cdot, E_0) \) be the Gauss map for \( \partial E_0 \)
while \( u_0 \) is the \( A = \nabla f \)-harmonic Green’s function for \( \mathbb{R}^n \setminus E_0 \) with pole at infinity.
Applying Proposition 10.1 in this case with \( E_1, E_2, t \), replaced by \( E_0, E_0, 0 \), and using the fact that

$$
C_A((1 + t)E_0) = \begin{cases} 
(1 + t)C_A(E_0) & \text{when} \ p = n, \\
(1 + t)^{p-n}C_A(E_0) & \text{when} \ n < p < \infty
\end{cases}
$$

we obtain when \( p = n \)

$$
\gamma = n \int_{\partial E_0} h_0(g(x, E_0)) f(\nabla u_0(x)) \, d\mathcal{H}^{n-1}.
$$
While when \( p > n \) we have

\[
\frac{p-n}{p-1} C_A(E_0)^{1/(p-1)} = p \int_{E_0} h_0(\mathbf{g}(x, E_0)) f(\nabla u_0(x)) \, d\mathcal{H}^{n-1}.
\]

(10.37)

Since \( E_0 \) is uniformly bounded and \( h_0 \geq \min_{\mathcal{H}^{n-1}} h_1 > 0 \), where \( h_1 \) is the support function for \( E_1 \), it follows from (10.36), (10.37), and properties of \( C_A(\cdot) \) that (10.35) is true. From (10.34), (10.35), Proposition 9.1, Proposition 10.1 in the smooth case, and Lipschitzness of support functions, as well as the Lebesgue dominated convergence theorem, we find that

\[
k(\infty, t) - k(\infty, 0) = \lim_{l \to \infty} [k(l)(\infty, t) - k(l)(\infty, 0)]
\]

(10.38)

\[= - \lim_{l \to \infty} p \int_0^t \Phi_l(s) \, ds = - p \int_0^t \Phi(s) \, ds.
\]

Also \( \Phi \) is continuous on \([0, \infty)\) by Proposition 9.1. Now (10.38), the definition of \( C_A(\cdot) \), and the Lebesgue differentiation theorem yield Proposition 10.1 without assumption (10.3).

\[\square\]

**Remark 10.2.** We note that Proposition 10.1 remains valid for \( t > 0 \) if we assume only that \( 0 \in E_1 \), rather than \( 0 \) is in the interior of \( E_1 \) (so \( \mathcal{H}^n(E_1) = 0 \) is possible but from the definition of \( E_2 \) we still have \( 0 \) in the interior of \( E_2 \)). To handle this case we put \( E_1' = E_1 + tE_2 \) and \( E_2' = E_2 \). Then \( E_1', E_2' \) are compact convex sets and \( 0 \) is in the interior of \( E_1' \cap E_2' \). Applying Proposition 10.1 with \( E_1, E_2 \) replaced by \( E_1', E_2' \) respectively and at \( t = 0 \) we obtain the above generalization of Proposition 10.1.

11. Proof of Theorem B

Finally we are in a position to prove existence of the measure in Theorem B in the discrete case. Once again our argument is similar to the one in [AGHLV, section 13] for \( 1 < p < n \). However, in our opinion not all of this argument is so well known and involves different calculations for \( p \geq n \), so we will give mostly full details. To begin we note that if \( p \geq n \) is fixed, \( E' \) is a compact convex set and \( (E'_l) \) is a sequence of convex compact sets converging to \( E' \) in the sense of Hausdorff distance, then either \( E' \) is a single point in which case \( \lim_{l \to \infty} C_A(E'_l) = 0 \) or

\[
\lim_{l \to \infty} C_A(E'_l) = C_A(E') > 0.
\]

(11.1)

Note that (11.1) and the definition of \( C_A(\cdot) \) give claim (10.34). If \( E' \) is a single point it follows from (5.23) that the above limit is zero. Otherwise, let \( G'_l, l = 1, 2, \ldots, \) be the corresponding sequence of \( \mathcal{A} \)-harmonic Green’s functions for \( \mathbb{R}^n \setminus E'_l \) for \( l = 1, 2, \ldots, \) and let \( G' \) be the \( \mathcal{A} \)-harmonic Green’s functions for \( \mathbb{R}^n \setminus E' \) with pole at infinity. Then from Lemma 3.5 and uniqueness of \( G' \) we see that \( (G'_l) \) converges uniformly on compact subsets of \( \mathbb{R}^n \) to \( G' \). From Lemma 6.1 we see that \( \Theta = \{ x \mid G'(x) \leq 1 \} \) is convex and has nonempty interior. Also \( G' - 1 \) is the \( \mathcal{A} \)-harmonic Green’s function for \( \mathbb{R}^n \setminus \Theta \) with pole at infinity. Translating and dilating \( \Theta \) if necessary we may assume
that $0 \in \Theta$ and $\text{diam}(\Theta) = 1$ thanks to (5.23). Applying (6.1) (a) to $G' - 1$ it follows as in the proof of (6.1) (b), that there exists $R > 0$ independent of $l$ so that

$$|G'_l - G'| (x) \leq M(R, |G'_l - G'|) \quad \text{and} \quad 0 < \min_{\partial B(0,R)} (F - G') \leq (F - G')(x)$$

where $x \in \mathbb{R}^n \setminus B(0, R)$. Using these inequalities and the definition of $C_A(\cdot)$ in Definition 5.4 we obtain (11.1).

11.1. **Proof of existence in Theorem B in the discrete case.** Let $c_1, c_2, \ldots, c_m$ be positive numbers and $\xi_i \in \mathbb{S}^{n-1}$ for $1 \leq i \leq m$. Assume that $\xi_i \neq \xi_j$ for $i \neq j$ and let $\delta_{\xi_i}$ denote the measure with a point mass at $\xi_i$. Let $\mu$ be a measure on $\mathbb{S}^{n-1}$ with $\mu(K) = \sum_{i=1}^{m} c_i \delta_{\xi_i}(K)$ whenever $K \subset \mathbb{S}^{n-1}$ is a Borel set.

We also assume that $\mu$ satisfies (7.1) (i) and (ii). That is,

$$\sum_{i=1}^{m} c_i |\langle \theta, \xi_i \rangle| > 0 \quad \text{for all} \quad \theta \in \mathbb{S}^{n-1}$$

and

$$\sum_{i=1}^{m} c_i \xi_i = 0.$$  

(11.3)

For technical reasons we also first assume that

$$\text{either } \mu(\{\xi\}) \text{ or } \mu(\{-\xi\}) = 0 \quad \text{whenever} \quad \xi \in \mathbb{S}^{n-1}.$$  

(11.4)

This assumption will be removed in the general proof of existence. For $\mu$ as above and fixed $p \geq n$, we show that there is a compact convex polyhedron $E$ with 0 in the interior of $E$ and

$$\mu(K) = \int_{g^{-1}(K,E)} f(\nabla U) \, d\mathcal{H}^{n-1} \quad \text{whenever} \quad K \subset \mathbb{S}^{n-1} \text{ is a Borel set}$$

where $g(\cdot, E)$ is the Gauss map for $\partial E$ and $U$ is the $A$-harmonic Green’s function for $\mathbb{R}^n \setminus E$ with pole at infinity. Moreover, if $F_i$ denotes the face of $\partial E$ with outer normal $\xi_i$ for $1 \leq i \leq m$ then $g(F_i, E) = \xi_i$ and

$$\mu(\{\xi_i\}) = c_i = \int_{F_i} f(\nabla U) \, d\mathcal{H}^{n-1} \quad \text{for} \ 1 \leq i \leq m.$$  

(11.5)

Existence in (11.5) follows from a variational type argument apparently due to Minkowski (see [G, Section 8.2]). Using this method one needs to show that a certain minimum problem has a solution within the given class of compact convex sets with nonempty interior. To be more specific let $q = (q_1, \ldots, q_m) \in \mathbb{R}^m$ with $q_i \geq 0$ for $1 \leq i \leq m$. Let

$$E(q) := \bigcap_{i=1}^{m} \{ x : \langle x, \xi_i \rangle \leq q_i \} \quad \text{and} \quad \Phi := \{ E(q) : C_A(E(q)) \geq 1 \}.$$
We also set
\[ \theta(q) = \sum_{i=1}^{m} c_i q_i \quad \text{and} \quad \lambda = \inf \{ \theta(q) : E(q) \in \Phi \}. \]

We want to show there exists
\[ (11.6) \quad \hat{q} = (\hat{q}_1, \ldots, \hat{q}_m), \quad \hat{q}_i > 0 \quad \text{for} \ 1 \leq i \leq m, \quad \text{with} \ \theta(\hat{q}) = \lambda \quad \text{and} \ C_A(E(\hat{q})) \geq 1. \]

Using (11.6) and a variational type argument, it follows easily from Proposition 10.1 that \( \mu \) is a constant multiple of the measure defined in (7.2) (c) relative to the \( \mathcal{A} \)-harmonic Green’s function for \( \mathbb{R}^n \setminus E(\hat{q}) \) with a pole at infinity.

To begin the proof of (11.6) we first note that if \( E(q) \in \Phi \) then \( E(q) \) is a closed convex set. Also we note from (11.3) that
\[ \int_{S^{n-1}} \langle \tau, \xi \rangle^+ d\mu(\xi) = \int_{S^{n-1}} \langle \tau, \xi \rangle^- d\mu(\xi) \quad \text{whenever} \quad \tau \in S^{n-1} \]
where \( a^+ = \max(a,0) \) and \( a^- = \max(-a,0) \). From this note and (11.2) we see that for some \( \phi > 0 \),
\[ (11.7) \quad \phi < \int_{S^{n-1}} \langle \tau, \xi \rangle^+ d\mu(\xi) \quad \text{for all} \quad \tau \in S^{n-1}. \]

If \( h = h(\cdot, E(q)) \) is the support function for \( E(q) \) and \( r \tau \in E(q) \) for some \( r > 0 \) and \( \tau \in S^{n-1} \) then it follows from (11.7) and the definition of \( h \) that
\[ (11.8) \quad 0 < \phi r \leq \int_{S^{n-1}} \langle r \tau, \xi \rangle^+ d\mu(\xi) \leq \int_{S^{n-1}} h(\xi) d\mu(\xi) \leq \theta(q). \]

From (11.8) we first see that \( E(q) \subset \{ x : |x| \leq \theta(q)/\phi \} \). We then conclude the existence of \( q^l = (q^l_1, \ldots, q^l_m), q^l_i \geq 0 \) for \( 1 \leq i \leq m \) such that \( E_l = E(q^l) \), \( l = 3, 4, \ldots, \) is a sequence of uniformly bounded compact convex sets in the class \( \Phi \) with
\[ \hat{q} = \lim_{l \to \infty} q^l \quad \text{and} \quad \lim_{l \to \infty} \theta(q^l) = \lambda = \theta(\hat{q}). \]

From finiteness of \( \lambda \) we also may assume that \( E_l \to E(\hat{q}) = E_1 \), a compact convex set containing 0, where convergence is uniform in the Hausdorff distance sense. From (11.1) we see that
\[ (11.9) \quad \lim_{l \to \infty} C_A(E_l) = C_A(E_1). \]

Thus \( C_A(E_1) \geq 1 \) and in fact \( C_A(E_1) = 1 \). Otherwise, we would have \( \theta(\hat{q}) < \theta(\hat{q}) \) for \( \hat{E} = \hat{E}(\hat{q}) \in \Phi \) where for \( j \in \{ 1, 2, \ldots, m \}, \)
\[ \tilde{q}_j = \begin{cases} \frac{q_j}{C_A(E_1)} & \text{when} \ p = n, \\ \frac{q_j}{C_A(E_1)^{1/(p-n)}} & \text{when} \ p > n. \end{cases} \]

If \( E_1 \) has nonempty interior, say \( z \) is an interior point of \( E_1 \), then \( \hat{E} = E_1 - z \in \Phi \) and \( C_A(\hat{E}) = 1 \) as we deduce from translation invariance of \( C_A(\cdot) \). Moreover, if \( \hat{E} = E(\hat{q}) \) then from (11.3) and \( \theta(\hat{q}) = \lambda \) we see that \( \theta(\hat{q}) = \lambda \). Thus, (11.6) is valid if \( E_1 \) has nonempty interior.
If $E_1$ has empty interior, then from convexity of $E_1$ and (11.4) we find that $E_1$ is contained in an $l$-dimensional plane with $l < n - 1$ and $0 < \mathcal{H}^l(E_1) < \infty$. Also $E_1$ must contain at least two points since $\mathcal{C}_A(E_1) = 1$ so $l \geq 1$. We assume, as we may, that 0 is an interior point of $E_1$ relative to the $l$-dimensional plane containing $E_1$ since otherwise we consider $E_1 - z$ for some $z$ having this property and argue as above. From the definition of $\Phi$ we see that there exists a subset, say $\Lambda$ of $\{1, \ldots, m\}$, with $\hat{q}_i = 0$ when $i \in \Lambda$. Since $\hat{q}$ gives a minimum for $\theta$ we observe that if $s \notin \Lambda$, then $\hat{q}_s \neq 0$ and

$$\{x : \langle x, \xi_s \rangle = \hat{q}_s \} \cap E_1 \neq \emptyset.$$ 

Let $a = \frac{1}{4} \min\{\hat{q}_i : i \notin \Lambda\}$ and for small $t > 0$ let

$$\tilde{E}(t) = \bigcap_{i=1}^{m} \{x : \langle x, \xi_i \rangle \leq \hat{q}_i + at\} \quad \text{and} \quad E_2 = \bigcap_{i=1}^{m} \{x : \langle x, \xi_i \rangle \leq a\}. \quad (11.10)$$

Put

$$E_t = \frac{\tilde{E}(t)}{\mathcal{C}_A(\tilde{E}(t))} \quad \text{when} \quad p = n \quad \text{and} \quad E_t = \frac{\tilde{E}(t)}{\mathcal{C}_A(\tilde{E}(t))^{1/(p-n)}} \quad \text{when} \quad p > n. \quad (11.11)$$

We note that, in view of (11.11), $E_t = E(q(t))$ where $q(t) = (q_1(t), \ldots, q_m(t))$ and for $j = 1, 2, \ldots, m$

$$q_j(t) = \frac{\hat{q}_j + at}{\mathcal{C}_A(\tilde{E}(t))} \quad \text{when} \quad p = n \quad \text{and} \quad q_j(t) = \frac{\hat{q}_j + at}{\mathcal{C}_A(\tilde{E}(t))^{1/(p-n)}} \quad \text{when} \quad p > n. \quad (11.12)$$

From (5.23) we have $\mathcal{C}_A(E_t) = 1$ so $E_t \in \Phi$. To get a contradiction to our assumption that $E_1$ has empty interior we show that

$$\theta(q(t)) < \lambda \quad \text{for some small} \quad t > 0. \quad (11.13)$$

To prove (11.13), we first note that $E_1 + tE_2 \subset \tilde{E}(t)$ for $t \in (0, 1)$ so

$$\mathcal{C}_A(E_1 + tE_2) \leq \mathcal{C}_A(\tilde{E}(t)).$$

From this inequality and (11.11) and (11.12), we conclude that to prove (11.13) it suffices to show if

$$\chi(t) = \begin{cases} [\mathcal{C}_A(E_1 + tE_2)]^{-1} \sum_{i=1}^{m} c_i(\hat{q}_i + at) & \text{when} \quad p = n, \\ [\mathcal{C}_A(E_1 + tE_2)]^{-1/(p-n)} \sum_{i=1}^{m} c_i(\hat{q}_i + at) & \text{when} \quad p > n \end{cases} \quad (11.14)$$

then

$$\chi(t) < \lambda \quad \text{for} \quad t > 0 \quad \text{near} \quad 0. \quad (11.15)$$

To prove (11.15), we let, as in section 10, $u(\cdot, t)$ be the $\mathcal{A} = \nabla f$-harmonic Green’s function for $\mathbb{R}^n \setminus (E_1 + tE_2)$ with pole at infinity. We also let $g(\cdot, E_1 + tE_2)$ be the
Gauss map for $\partial(E_1 + tE_2)$ while $h_1$ and $h_2$ are the support functions for $E_1$ and $E_2$, respectively. Then from Remark 10.2 and Proposition 10.1 we have for $t \in (0, 1)$,

(11.16) \[
\frac{d}{dt} C_A(E_1 + tE_2) = \begin{cases} 
  n\gamma^{-1} C_A(E_1 + tE_2) \int_{\partial(E_1 + tE_2)} h_2(g(x, E_1 + tE_2)) f(\nabla u(x, t)) d\mathcal{H}^{n-1} & \text{when } p = n, \\
  p(p - 1) C_A(E_1 + tE_2)^{\frac{p-2}{p-1}} \int_{\partial(E_1 + tE_2)} h_2(g(x, E_1 + tE_2)) f(\nabla u(x, t)) d\mathcal{H}^{n-1} & \text{when } p > n.
\end{cases}
\]

We shall prove

**Proposition 11.1.**

(11.17) \[
\lim_{\tau \to 0} \int_{\partial(E_1 + \tau E_2)} h_2(g(x, E_1 + \tau E_2)) f(\nabla u(x, \tau)) d\mathcal{H}^{n-1} = \infty.
\]

Assuming Proposition 11.1 we get (11.15) and so a contradiction to our assumption that $E_1$ has empty interior as follows. First observe from (11.16) and (11.14) that for $p = n$,

(11.18) \[
C_A(E_1 + tE_2) \frac{d}{dt} \chi(t) \bigg|_{t=\tau} = \sum_{i=1}^{m} c_i a - n\gamma^{-1} \left( \sum_{i=1}^{m} c_i (\hat{q}_i + a\tau) \right) \int_{\partial(E_1 + \tau E_2)} h_2(g(x, E_1 + \tau E_2)) f(\nabla u(x, \tau)) d\mathcal{H}^{n-1}
\]

and if $p > n$,

(11.19) \[
\left[ C_A(E_1 + tE_2) \right]^{\frac{2p-(n+1)}{p(n-m)}} \frac{d}{dt} \chi(t) \bigg|_{t=\tau} = C_A(E_1 + \tau E_2)^{1/(p-1)} \sum_{i=1}^{m} c_i a - \frac{p(p-1)}{(p-n)} \left[ \sum_{i=1}^{m} c_i (\hat{q}_i + a\tau) \right] \int_{\partial(E_1 + \tau E_2)} h_2(g(x, E_1 + \tau E_2)) f(\nabla u(x, \tau)) d\mathcal{H}^{n-1}.
\]

Now $E_1 + \tau E_2 \to E_1$ as $\tau \to 0$ in the sense of Hausdorff distance so by (11.1), we have (for all $n \leq p < \infty$)

(11.20) \[
\lim_{\tau \to 0} C_A(E_1 + \tau E_2) = C_A(E_1) = 1.
\]

Clearly, (11.17)-(11.20) imply for some $t_0 > 0$ small that

(11.21) \[
\frac{d}{dt} \chi(t) \bigg|_{t=\tau} < 0 \quad \text{for } \tau \in (0, t_0].
\]

On the other hand, from (11.14) and (11.20) we see that \[
\lim_{\tau \to 0} \chi(\tau) = \lambda.
\]
From this observation, the mean value theorem from calculus, and (11.21) we conclude that (11.15) holds so \( E_1 \) has interior points. Now (11.6) follows from our earlier remarks.

**Proof of Proposition 11.1.** Recall that \( E_1 \) is contained in a \( 1 \leq l < n - 1 \) dimensional plane. We assume as we may that

\[
E_1 \subset \{ x = (x', x'') : x' = (x_1, \ldots, x_l) \text{ and } x'' = (x_{l+1}, \ldots x_n) = (0, \ldots, 0) \} = \mathbb{R}^l.
\]

Indeed, otherwise we can rotate our coordinate system to get (11.22) and corresponding \( \mathcal{A} \)-harmonic Green’s functions, say \( \tilde{u}(\cdot, t) \) for \( \mathbb{R}^n \setminus E_1 \) with a pole at infinity. Proving Proposition 11.1 for \( \tilde{u}(\cdot, t) \) and transferring back we obtain Proposition 11.1.

We also note that

\[
\nabla \tilde{u}(x, t) \approx |x''|^\psi \text{ whenever } x = (x', x'') \in \mathbb{R}^l \times \mathbb{R}^{n-l} \text{ where } \psi = \frac{p - n + l}{p - 1}.
\]

Ratio constants depend only on \( p, n, l \) and the structure constants for \( \mathcal{A} \). Using (11.24) we prove

**Lemma 11.2.** Fix \( p \geq n \). Then there exists \( C_1 \geq 10^{10} \), depending on \( p, n, l, \) and \( \rho \) but independent of \( t \in (0, 1] \), such that if \( \psi = (p - n + l)/(p - 1) \) and \( x = (x', x'') \in B(0, \rho) \) then

\[
|x''|^\psi \leq C_1 u(x, t) \text{ whenever } C_1 t \leq |x''|.
\]

**Proof of Lemma 11.2.** For fixed \( t \in (0, 1) \), let \( v = \max (\tilde{V} - C_2 t, 0) \) for \( C_2 > 0 \) which will be fixed soon. Then \( v \) is \( \mathcal{A} \)-harmonic in \( \mathbb{R}^n \setminus W \) and continuous on \( \mathbb{R}^n \) with \( v \equiv 0 \) on \( W = \{ x : \tilde{V}(x) \leq C_2 t \} \). From the definition of \( E_1 + tE_2 \) and \( v \) we see for \( C_2 \) large enough, depending on \( p, n, l, \) the structure constants for \( \mathcal{A} \), and \( \rho \), that \( v = 0 \) on \( E_1 + tE_2 \). Also \( C_3 u(\cdot, t) \geq v \) on \( \partial B(0, 2\rho) \) for \( t \in [0, 1] \) as we deduce from Harnack’s inequality and \( E_1 + E_2 \subset B(0, \rho) \). Here \( C_3 \) has the same dependence as \( C_2 \). Using the maximum principle for \( \mathcal{A} \)-harmonic functions it now follows that \( v \leq C_4 u(\cdot, t) \) in \( B(0, 2\rho) \). From this fact and our knowledge of \( \tilde{V} \) we get Lemma 11.2. \( \square \)

To begin the proof of Proposition 11.1 we assume \( 0 < t \leq \tilde{t}_0 \), where \( \tilde{t}_0 << a \). We also observe that \( E_1 + tE_2 \) is a compact convex set with nonempty interior. From (8.6) (b) we find that for \( \mathcal{H}^{n-1} \)-almost every \( \hat{x} \in \partial(E_1 + tE_2) \)

\[
\nabla u(y, t) \to \nabla u(\hat{x}, t) \text{ as } y \to \hat{x}.
\]
non-tangentially in \( \mathbb{R}^n \setminus (E_1 + tE_2) \). Moreover, there exists \( \tilde{c} \) such that \( B(\hat{x}, 4t/\tilde{c}) \cap \partial(E_1 + tE_2) \) is the graph of a Lipschitz function whenever
\[
\hat{x} \in B(0, 2a) \cap \partial(E_1 + tE_2) \quad \text{and} \quad 0 < t \leq \tilde{t}_0
\]
with Lipschitz constant independent of \( \hat{x}, t \). It then follows from (8.5), (8.3), (8.8), and (8.9) \((a)\) with \( q = p \) that
\[
(11.26) \quad c \int_{B(\hat{x}, t/\tilde{c}) \cap \partial(E_1 + tE_2)} f(\nabla u(\cdot, t)) d\mathcal{H}^{n-1} \geq (u(w, t))^{p} t^{n-1-p} \geq c^{-1} \int_{B(\hat{x}, t/\tilde{c}) \cap \partial(E_1 + tE_2)} f(\nabla u(\cdot, t)) d\mathcal{H}^{n-1}
\]
where \( c \) has the same dependence as in Lemma 8.2. Also \( w = w(\hat{x}, t) \) denotes a point in \( B(\hat{x}, t/\tilde{c}) \cap (\mathbb{R}^n \setminus (E_1 + tE_2)) \) whose distance from \( \partial(E_1 + tE_2) \) is \( \geq t/c^2 \).

Using Harnack’s inequality in a chain of balls of radius \( \approx t \) connecting \( w \) to a point \( x \in B(0, a) \) with \( 2C_1 t = |x''| \) we deduce from (11.25) of Lemma 11.2 that
\[
(11.27) \quad u(w, t) \geq C^{-1} t^\psi
\]
where \( C \) is independent of \( t \in (0, 1) \). Using (11.27) in (11.26) we obtain for some \( C' > 1 \), independent of \( t \), \( 0 < t \leq \tilde{t}_0 \), that
\[
(11.28) \quad C' \int_{B(\hat{x}, t/\tilde{c}) \cap \partial(E_1 + tE_2)} f(\nabla u(\cdot, t)) d\mathcal{H}^{n-1} \geq t^{p(\psi-1)+n-1}.
\]
Now since \( \partial(E_1 + tE_2) \cap B(0, 2a) \) projects onto a set containing \( B(0, 2a) \cap \mathbb{R}^l \) for \( 0 < t \leq \tilde{t}_0 \), we see there is a disjoint collection of balls \( B(\hat{x}, t/\tilde{c}) \) for \( \hat{x} \in \partial(E_1 + tE_2) \) of cardinality approximately \( t^{-l} \) for which (11.28) holds. Since
\[
p(\psi-1) + (n-1) - l = (l+1-n)/(p-1) < 0
\]
we conclude from (11.28) that for some \( C^* \) independent of small positive \( t \)
\[
(11.29) \quad C^* \int_{\partial(E_1 + tE_2) \cap B(0, 2a)} f(\nabla u(\cdot, t)) d\mathcal{H}^{n-1} \geq t^{(l+1-n)/(p-1)} \to \infty \quad \text{as} \quad t \to 0.
\]
Finally, note that for \( 0 < t \leq \tilde{t}_0 \),
\[
\mathbf{g}(x, E_1 + tE_2) \in \{ \xi_i : i \in \Lambda \}
\]
for \( \mathcal{H}^{n-1} \)-almost every \( x \in \partial(E_1 + tE_2) \cap B(0, 2a) \) and \( h_2(\xi_i) \equiv a \) whenever \( \xi_i \in \Lambda \). From this note and (11.29), we obtain first the validity of (11.15) in Proposition 11.1 and thereupon that (11.6) is true. \( \square \)

Armed with (11.6), we can use the well-known variational argument mentioned after this display to complete the proof of existence in Theorem B in the discrete case. To do so we first observe that if \( E_1 \) and \( E_2 \) are compact convex sets with
nonempty interiors and if $h_1$ and $h_2$ are the support functions for these sets with the corresponding $\mathcal{A}$-harmonic Green’s functions $u_1$ and $u_2$ then

\begin{equation}
\frac{d}{ds} \mathcal{C}_\mathcal{A}((1-s)E_1 + sE_2)|_{s=0}
= \begin{cases} 
  n\gamma^{-1} \mathcal{C}_\mathcal{A}(E_1) \int_{\partial E_1} (h_2 - h_1)(g(x, E_1)) f(\nabla u_1(x)) d\mathcal{H}^{n-1} & \text{when } p = n, \\
  p(p - 1) \mathcal{C}_\mathcal{A}(E_1)^{p-2} \int_{\partial E_1} (h_2 - h_1)(g(x, E_1)) f(\nabla u_1(x)) d\mathcal{H}^{n-1} & \text{when } p > n.
\end{cases}
\end{equation}

Here (11.30) follows from Proposition 10.1, (10.36), (10.37), and the chain rule using $t = s/(1-s)$ and

\[ \mathcal{C}_\mathcal{A}((1-s)E_1 + sE_2) = \begin{cases} (1-s)\mathcal{C}_\mathcal{A}(E_1 + tE_2) & \text{when } p = n, \\
(1-s)^{p-n}\mathcal{C}_\mathcal{A}(E_1 + tE_2) & \text{when } p > n.
\end{cases} \]

Let $q^* = (q_1^*, \ldots, q_m^*) \in \mathbb{R}^m$ with $q_i^* > 0$ for $1 \leq i \leq m$ and $\bar{q}$ as in (11.6). From the note after (11.13) and (11.6) we deduce for $\bar{t}_0 > 0$ sufficiently small, that $E(q^*(t)) \in \Phi$ when $0 < t \leq \bar{t}_0$, where

\[ q^*(t) = \begin{cases} (1-t)\bar{q} + tq^* & \text{when } p = n, \\
\mathcal{C}_\mathcal{A}((1-t)\bar{E}(\bar{q}) + tE(q^*))^{1/(p-n)} & \text{when } p > n.
\end{cases} \]

Also, $\theta(q^*(t)) \geq \lambda$ for $0 \leq t \leq \bar{t}_0$ thanks to (11.6). Differentiating $\theta(q^*(t))$ with respect to $t$ and evaluating at 0 we obtain from (11.30) with $E_1 = E(\bar{q})$, $E_2 = E(q^*)$, and $u_1$ the $\mathcal{A}$-harmonic Green’s function for $\mathbb{R}^n \setminus E(\bar{q})$, as well as (11.6) and the fact that $\mathcal{C}_\mathcal{A}(E_1) = 1$ by (11.20) that when $p = n$,

\begin{equation}
0 \leq \left. \frac{d\theta(q^*(\tau))}{d\tau} \right|_{\tau=0}
= \sum_{i=1}^{m} c_i(q_i^* - \bar{q}_i) - n\lambda\gamma^{-1} \int_{E(\bar{q})} (h_2 - h_1)(g(x, E(\bar{q}))) f(\nabla u_1(x)) d\mathcal{H}^{n-1}
= \sum_{i=1}^{m} c_i(q_i^* - \bar{q}_i) - n\lambda\gamma^{-1} \sum_{i=1}^{m} (q_i^* - \bar{q}_i) \int_{g^{-1}(\xi_i, E(\bar{q}))} f(\nabla u_1(x)) d\mathcal{H}^{n-1}.
\end{equation}
provided \( q^* \) is near enough \( \hat{q} \). Similarly, if \( p > n \),
\[
0 \leq \frac{d\theta(q^*(\tau))}{d\tau} \bigg|_{\tau=0}
\]
\[(11.32) \quad = \sum_{i=1}^{m} c_i(q_i^* - \hat{q}_i) - p\lambda^{\frac{p-1}{p-n}} \int_{\partial E(\hat{q})} (h_2 - h_1)(g(x, E(\hat{q}))) f(\nabla u_1(x)) d\mathcal{H}^{n-1}
\]
\[
= \sum_{i=1}^{m} c_i(q_i^* - \hat{q}_i) - p\lambda^{\frac{p-1}{p-n}} \sum_{i=1}^{m} (q_i^* - \hat{q}_i) \int_{g^{-1}(\hat{q}, E(\hat{q}))} f(\nabla u_1(x)) d\mathcal{H}^{n-1}
\]

From arbitrariness of \( \hat{q}_i - q_i^* \) we conclude that
\[(11.33) \quad c_i = b \int_{g^{-1}(\xi, E(\hat{q}))} f(\nabla u_1(x)) d\mathcal{H}^{n-1} \quad \text{for} \quad 1 \leq i \leq m.
\]
where
\[
b = \begin{cases} 
  n\lambda/\gamma & \text{when } p = n \\
  p\lambda^{\frac{p-1}{p-n}} & \text{when } p > n.
\end{cases}
\]

Observe that \( \lambda > 0 \) since otherwise \( E(\hat{q}) = \{0\} \) a contradiction to \( C_A(E(\hat{q})) = 1 \).
From \((11.33)\) and \( p \)-homogeneity of \( f \) we find that if \( p \geq n \) and \( E = \delta E(\hat{q}) \) where \( \delta^{-1} = n\lambda/\gamma \) when \( p = n \) while \( \delta^{n-p-1} = p(\frac{p-1}{p-n}) \lambda \) for \( p > n \), then \((11.5)\) holds. This completes the proof of existence in the discrete case when \((11.2)-(11.4)\) are valid.

**Remark 11.3.** For later use we note from \((10.36)\) and \((10.37)\) with \( E_0 = E \), that if \( h \) is the support function for \( E \) as in \((7.2)\) when \( p \geq n \), then
\[(11.34) \quad p \int_{S^{n-1}} h(\xi) d\mu(\xi) = \begin{cases} 
  \frac{\gamma}{p-n} C_A(E)^{1/(p-1)} & \text{when } p = n, \\
  c(diam(E))^{\frac{p-n}{p-1}} & \text{when } p > n.
\end{cases}
\]

11.2. **Existence in Theorem B in the continuous case.** Armed with existence in Theorem B in the discrete case when \( p \geq n \), we now consider existence when \( \mu \) is a finite positive Borel measure on \( \mathbb{S}^{n-1} \) satisfying \((7.1)\). We choose a sequence of discrete measures \( \{\mu_j\}_{j \geq 1} \) satisfying \((11.2)-(11.4)\) when \( p \geq n \) is fixed with
\[
\mu_j \rightharpoonup \mu \quad \text{weakly as } \quad j \to \infty.
\]

Let \( E_j, j = 1, 2, \ldots \), be a corresponding sequence of compact convex sets with 0 in the interior of \( E_j \) and corresponding \( A \)-harmonic Green’s functions \( U_j \) for \( \mathbb{R}^n \setminus E_j \) with pole at infinity for which \((11.5)\) holds at support points of \( \mu_j \). From the definition of weak convergence we may assume for some \( C \geq 1 \) that
\[(11.35) \quad C^{-1} \leq \mu_j(\mathbb{S}^{n-1}) \leq C \quad \text{for} \quad j = 1, 2, \ldots
\]

We claim that we may also assume
\[(11.36) \quad E_j \subset B(0, \rho) \quad \text{for} \quad j = 1, 2, \ldots, \text{and some } \rho < \infty.
\]
To prove (11.36) we observe from weak convergence of \((\mu_j)\) to \(\mu\) and (11.2), (11.3), that for some \(\tilde{C} \geq 1\), independent of \(j = 1, 2, \ldots\),
\begin{equation}
\tilde{C}^{-1} \leq \int_{S^{n-1}} \langle \tau, \xi \rangle^+ d\mu_j(\xi) \quad \text{for all } \tau \in S^{n-1}.
\end{equation}
Using (11.37), (11.34), and arguing as in (11.8) we deduce that if \(\hat{x}_j \in S^{n-1}\) so that \(\hat{s}_j, \hat{x}_j \in E_j\) with \(\hat{s}_j \geq \frac{1}{10} \text{diam}(E_j)\) and \(h_j\) is the support function for \(E_j\) then
\begin{equation}
\tilde{C}^{-1} \hat{s}_j \leq \int_{S^{n-1}} \langle \hat{s}_j \hat{x}_j, \xi \rangle^+ d\mu_j(\xi) \leq \int_{S^{n-1}} h_j(\xi) d\mu_j(\xi) \leq \tilde{C} \hat{s}_j^{\frac{n-1}{p-1}}
\end{equation}
where all constants are positive and independent of \(j\). Thus, claim (11.36) is true.

From (11.36) we see that a subsequence of \(\{E_j\}_{j \geq 1}\) (also denoted \(\{E_j\}\)) converges to a compact convex set \(E \subset B(0, \rho)\) in the sense of Hausdorff distance. Choosing another subsequence if necessary we may assume from the same argument used in proving (11.1) that either \(E = \{0\}\) or \(U_j \to U\) uniformly in \(\mathbb{R}^n\) where \(U\) is the \(\mathcal{A}\)-harmonic Green’s function for \(\mathbb{R}^n \setminus E\) with pole at infinity. If \(E\) has nonempty interior then from Proposition 9.1 we conclude that (7.2) (b) and (c) hold for \(U, E, \) and \(\mu\).

If \(E\) has empty interior we consider the following three cases:

**Case A:** \(E\) has dimension \(l, 1 \leq l < n - 1\). In this case we once again use the argument in [AGHLV, section 13.2, Case B1] to get a contradiction. Translating \(E\) if necessary we may assume that 0 is an interior point of the \(l\) dimensional plane \(P\) containing \(E\). So as in the discrete case we assume that
\begin{equation}
B(0, 4a) \cap P \subset E \subset B(0, \rho) \cap E
\end{equation}
and
\[t_j = d_H(E_j, E) \quad \text{for } j = 1, 2, \ldots.\]
Then for \(j\) large enough we can argue as in Lemma 11.2 with \(t\) replaced by \(t_j\), and \(u(\cdot, t), E_1 + tE_2\) by \(U_j, E_j\). We obtain from the analogue of (11.25) for \(j \geq j_0\), that
\begin{equation}
U_j(x) \geq C_{1}^{-1} |x''|^\psi \quad \text{for } x = (x', x'') \in B(0, \rho) \text{ and } C_1 t_j \leq |x''|
\end{equation}
where \(x' \in \mathbb{R}^l\) and \(\psi = (p - n + l)/(p - 1)\). Fix \(j \geq j_0\), and given \(y \in \partial E_j \cap B(0, a),\) let \(T_j(y),\) be a supporting hyperplane to \(\partial E_j\) at \(y\). Let \(\hat{H}_j\) be the open half space with \(\hat{H}_j \cap E_j = \emptyset\) and \(\partial \hat{H}_j = T_j(y)\). Let \(y^*\) denote the point in \(\hat{H}_j\) which lies on the normal line through \(y\) with \(|y - y^*| = 2C_1 t_j\) where \(C_1\) is as in (11.40). Note that for \(j_0\) sufficiently large and \(j \geq j_0\) that \(d(y^*, P) > C_1 t_j,\) since otherwise it would follow from the triangle inequality that there exists \(z \in B(0, 2a) \cap E\) with \(d(z, E_j) > t_j.\) Thus (11.40) holds with \(x = y^*.\) Let \(\phi\) be the \(\mathcal{A}\)-harmonic function in \(\hat{H}_j \cap B(y, 8C_1 t_j) \setminus \hat{B}(y^*, C_1 t_j)\) with continuous boundary values
\[
\phi \equiv \begin{cases} U_j & \text{on } \partial B(y^*, C_1 t_j), \\ 0 & \text{on } \partial (\hat{H}_j \cap B(y, 8C_1 t_j)). \end{cases}
\]
Then from the maximum principle for \(\mathcal{A}\)-harmonic functions we have \(\phi \leq U_j\) on \(\hat{H}_j \cap B(y, 8C_1 t_j) \setminus B(y^*, C_1 t_j).\) Comparing \(\phi\) to a linear function and using a boundary
Harnack inequality from [LLN] in $\hat{H}_j \cap B(y, 8C_1 t_j)$ we deduce for some $c^*$ depending only on the data and $\rho$ that

$$U_j(y^*)/t_j \leq c^* U_j(\hat{z})/d(\hat{z}, T_j(y))$$

when $j \geq j_0$ and $\hat{z} \in \hat{H}_j \cap B(y, C_1 t_j)$. Letting $\hat{z} \to y$ non-tangentially, we conclude from this inequality and (11.40) with $x = y^*$ that

$$t_j^{\psi-1} \leq C^{**} |\nabla U_j(y)| \quad \text{for } \mathcal{H}^{n-1}\text{-almost every } y \in \partial E_j \cap B(0, a)$$

and $j \geq j_0$. Here $C^{**}$ has the same dependence as $C_1$.

Let $\nu_j$ be the positive Borel measure corresponding to $U_j$ with support contained in $E_j$ as in Lemmas 5.2, 5.3. Then from (8.8) we deduce for $j = 1, 2, \ldots$ that

$$\frac{d\nu_j}{d\mathcal{H}^{n-1}}(y) = p f(\nabla U_j(y)) |\nabla U_j(y)| \quad \text{for } \mathcal{H}^{n-1}\text{-almost every } y \in \partial E_j.$$ 

From (11.42), the definition of $\mu_j$, the structure assumptions on $f$, and (11.41) we conclude for some $\tilde{C} \geq 1$, independent of $j \geq j_0$, that for fixed $p \geq n$

$$t_j^{\psi-1} \nu_j(\partial E_j \cap B(0, a)) \leq C' \mu_j(g(\partial E_j \cap B(0, a), E_j)).$$

Here $g(\cdot, E_j)$ is the Gauss map for $\partial E_j$. Now $\psi - 1 = (1 - n + k)/(p - 1) < 0$ and from weak convergence of $(\nu_j)$ to $\nu$ we have

$$\liminf_{j \to \infty} \nu_j(\partial E_j \cap B(0, a)) \geq \nu(\partial E \cap B(0, a/2)) > 0$$

where the right-hand inequality follows from the fact that $E \cap B(0, a/2)$ is uniformly $(a/2, p)$-fat. Putting this inequality in (11.43) we see that $\mu_j(\mathbb{S}^{n-1}) \to \infty$ in contradiction to (11.35). Thus $E$ does not have dimension $l, 1 \leq l < n - 1$.

**Case B:** $E = \{0\}$. In this case we put $t_j = \text{diam}(E_j)$ and let $\nu_j$ be the positive Borel measure, as above, relative to $U_j$ with support contained in $E_j$ as in Lemma 3.7. Then from (d) of Lemmas 5.2 and 5.3 we have $\nu_j(E_j) = 1$ for $j = 1, 2, \ldots$. From this fact and (3.5) (ii) we see that

$$U_j \approx t_j^{\psi-1} \quad \text{on } \partial B(0, 2t_j) \quad \text{for } j = 1, 2, \ldots$$

where ratio constants depend only on the data. Using (11.44) and the same argument as in the derivation of (11.41) it follows that for some $c \geq 1$ depending only on the data,

$$|\nabla U_j(y)| \geq c^{-1} t_j^{\frac{1-n}{p-1}} \quad \text{for } \mathcal{H}^{n-1}\text{-almost every } y \in \partial E_j.$$ 

Since $\nu_j(E_j) = 1$ for $j = 1, 2, \ldots$, we again obtain as in **Case A** that

$$c \mu_j(\partial E_j) \geq t_j^{\frac{1-n}{p-1}} \to \infty \quad \text{as } j \to \infty$$

in contradiction to (11.35). So $E \neq \{0\}$.

**Case C:** $E$ has dimension $n - 1$. In this case, we essentially copy the proof from [AGHLV] through the statement of Proposition 11.5. However to prove Proposition
11.5 we state and prove Lemma 11.6 which in [AGHLV] was only available when $f(\eta) = p^{-1}|\eta|^p$, i.e., for the $p$-Laplace equation. Using Lemma 11.6 we can then copy the so called simple proof given in [AGHLV] of (11.52) for the $p$-Laplace equation when $2 < p < n$.

To begin the proof we assume, as we may, that $P = \{x : x_n = 0\}$ and
\begin{equation}
(11.45) \quad B(0, 4a) \cap P \subset E \subset B(0, \rho) \cap P.
\end{equation}
Also translating $E_j$ slightly upward if necessary we may assume that
\[ \lim_{j \to \infty} d_H(E_j, E) = 0 \quad \text{and} \quad E_j \subset \{x : x_n > 0\}. \]
Let $\nabla U_+(x)$ denote the limit (whenever it exists) as $y \to x \in E$ non-tangentially through values with $y_n > 0$. We prove

**Proposition 11.4.** There exists $C \geq 1$ such that
\begin{equation}
(11.46) \quad C \liminf_{j \to \infty} \int_{\partial E_j} f(\nabla U_j) d\mathcal{H}^{n-1} \geq \int_E f(\nabla U_+) d\mathcal{H}^{n-1} - C^2 \mathcal{H}^{n-1}(E).
\end{equation}

**Proof.** Given $\epsilon > 0$ choose $j_1$ so large that $d_H(E_j, E) \leq \epsilon$ for $j \geq j_1$. Using uniform convergence of $(U_j)$ to $U$ on $\mathbb{R}^n$ and comparing boundary values of $U$ and $U_j$ in $B(0, 2\rho) \setminus E_j$, we deduce from Lemma 3.5 that there exist $0 < \tilde{\sigma} \leq 1/2$ and $\tilde{C} \geq 1$ such that
\begin{equation}
(11.47) \quad U \leq \tilde{C}(U_j + \epsilon^{\tilde{\sigma}})
\end{equation}
for $j \geq j_1$. Next we divide the interior of $E$ into $(n-1)$-dimensional closed Whitney cubes $\{Q_k\}$. Let $\partial' E$ denote the boundary of $E$ considered as a set in $P$ and let $d'(\cdot, \cdot)$ denote the distance between sets considered in $P$. Then the cubes in $\{Q_k\}$ have disjoint interiors with side length $s(Q_k)$ and the property that considered as sets in $P$, the distance say $d'(Q_k, \partial' E)$ from $Q_k$ to the boundary of $E$ satisfies
\begin{equation}
(11.48) \quad 10^{-n} s(Q_k) \leq d'(Q_k, \partial' E) \leq 10^n s(Q_k).
\end{equation}
Let $Q \in \{Q_k\}$ with $s(Q) \geq \epsilon^{\tilde{\sigma}}$ and put $Q_+ = Q \times (0, s(Q))$. Suppose $y_Q = (y_1, \ldots, y_n)$ is a point in $Q_+ \setminus E_j$ with $d(y_Q, \partial' E) \geq y_n/2 \geq s(Q)/4$.

We consider two possibilities. If $U(y_Q) \geq 2\tilde{C}\epsilon^{\tilde{\sigma}}$ ($\tilde{C}$ as in (11.47)), then from (11.47) we have $U(y_Q) \leq 2\tilde{C}U_j(y_Q)$ and using (8.5) (b), (8.8), (8.9) (a), for $U_j, U$ we get
\begin{equation}
(11.49) \quad \tilde{C}^3 \int_{\partial E_j \cap Q_+} f(\nabla U_j) d\mathcal{H}^{n-1} \geq \tilde{C}^2 (U_j)^p(y_Q) s(Q)^{n-1-p}
\end{equation}
If $U(y_Q) < 2\tilde{C}\epsilon^{\tilde{\sigma}}$, then since $s(Q) \geq \epsilon^{\tilde{\sigma}}$, an argument similar to the above gives
\begin{equation}
(11.50) \quad \int_Q f(\nabla U_+) d\mathcal{H}^{n-1} \leq C_+ s(Q)^{n-1}
\end{equation}
where $C_+$ is independent of $j \geq j_2 \geq j_1$ provided $j_2$ is large enough. Combining (11.49), (11.50), and using (11.48) we find after summing over $Q \in \{Q_k\}$ that for some $\hat{C} \geq 1$, independent of $j \geq j_2$,

$$\hat{C} \int_{\partial E_j} f(\nabla U_j) d\mathcal{H}^{n-1} \geq \int_{\{x \in E : d'(x,\partial E) \geq \hat{C}^\epsilon\}} f(\nabla U_+ +) d\mathcal{H}^{n-1} - \hat{C}^2 \mathcal{H}^{n-1}(E).$$

Letting first $j \to \infty$ and after that $\epsilon \to 0$ we obtain from (11.51) and the monotone convergence theorem or Fatou’s Lemma that (11.46) is true. This finishes the proof of Proposition 11.4. \hfill \Box

Next we prove

**Proposition 11.5.**

$$\int_E f(\nabla U_+) d\mathcal{H}^{n-1} = \infty.$$  

We note that Propositions 11.4 and 11.5 give a contradiction to (11.35). From our previous work it now follows that $E$ does not have dimension $n - 1$. From this contradiction we conclude first that $E$ does not have dimension $n - 1$. From our previous work it now follows that $E$ is a compact convex set with nonempty interior and (7.2) (a) – (c) are valid with $u = U$. This finishes the proof of existence in Theorem B up to proving Proposition 11.5. To prove Proposition 11.5 we shall need

**Lemma 11.6.** Given $\hat{\eta} = (\hat{\eta}_1, \hat{\eta}_2) \in \mathbb{R}^2 \setminus \{0\}$, put $\tilde{f}(\hat{\eta}) = f(\hat{\eta}_1, \hat{\eta}_2, 0, \ldots, 0)$. Then there exists a continuous function $v$ on $\mathbb{R}^2$ that is $\tilde{A} := \nabla \tilde{f}$-harmonic in $\mathbb{R}^2 \setminus \{x = (x_1, 0) \in \mathbb{R}^2 : x_1 \leq 0\}$ with $v \equiv 0$ on $\{(x_1, 0) \in \mathbb{R}^2 : x_1 \leq 0\}$. Moreover, $v(1, 0) = 1$ and

$$v(tx) = t^{1-\rho} v(x) \quad \text{whenever } t > 0 \text{ and } x \in \mathbb{R}^2.$$  

**Proof.** We point out that Krol in [Kr] proved Lemma 11.6 when $\tilde{f}(\hat{\eta}) = p^{-1} |\hat{\eta}|^p$, so that $v$ in this case is a solution to the $p$-Laplace equation. We introduce polar coordinates, $r = |x|, x_1 = r \cos \theta, x_2 = r \sin \theta$, and put

$$D(\tau) = \{x : r > 0, |\theta| < \tau\} \quad \text{for } \pi/2 \leq \tau \leq \pi.$$  

We claim for $\pi/2 \leq \tau < \pi$ that there exists a unique positive $\tilde{A} = \nabla \tilde{f}$-harmonic function $w = w(\cdot, \tau)$ in $D(\tau)$ which is continuous in $\mathbb{R}^2$ with $w \equiv 0$ on $\mathbb{R}^2 \setminus D(\tau)$ and $w(1, 0) = 1$. Moreover,

$$w(tx) = t^\lambda w(x) \quad \text{whenever } x \in \mathbb{R}^2$$  

for some $\lambda = \lambda(\tau) > 0$. To construct $w$ for fixed $\tau$ with $\pi/2 \leq \tau < \pi$, let $w_t$ be the continuous function in $B(0,2l)$ with $w_l$ an $\tilde{A} = \nabla \tilde{f}$-harmonic function in $B(0,2l) \setminus ([\mathbb{R}^2 \setminus D(\tau)) \cap B(0,l)]$ and $w_1 \equiv 0$ on $(\mathbb{R}^2 \setminus D(\tau)) \cap B(0,l)$ while $w_l = M_l$ on $\partial B(0,2l)$ where $M_l$ is chosen so that $w_l(1,0) = 1$. Using Lemmas 3.3-3.5 and taking limits of a certain subsequence of $\{w_t\}_{t \geq 1}$, we see there exists $w \geq 0$, a Hölder continuous function on $\mathbb{R}^2$ which is $\tilde{A} = \nabla \tilde{f}$-harmonic in $D(\tau)$ for fixed $p \geq 2$ with $w \equiv 0$ on $\mathbb{R}^2 \setminus D(\tau)$ and $w(1,0) = 1$. Uniqueness of $w$ follows from (8.10) applied in $D(\tau) \cap B(0,2r^\tau)$ to $w$ and $w'$ where $w'$ has the same properties as $w$ (and $r^\tau$.
is as in Lemma 8.3). Letting $r^+ \to \infty$, we conclude first that $w/w'$ is bounded in $D(\tau)$ and after that from Hölder continuity of the ratio that $w' = w$. To prove (11.54) observe that $w(tx)$ for $x \in \mathbb{R}^2$ is also $\tilde{A} = \nabla f$-harmonic in $D(\tau)$ and $\equiv 0$ on $\mathbb{R}^2 \setminus D(\tau)$ as follows from $p$-homogeneiety of $f$. From uniqueness of $w$ we conclude that $w(tx) = w(t,0)w(x)$. Differentiating this expression with respect to $t$ and evaluating at $t = 1$ we arrive at

$$\langle x, \nabla w(x) \rangle = \frac{\partial w}{\partial x_1}(1,0)w(x) \quad \text{whenever} \quad x \in D(\tau).$$

Thus in polar coordinates,

$$rw_r(r, \theta) = w_r(1,0)w(r, \theta).$$

Dividing this equality by $rw(r, \theta)$ and integrating with respect to $r$, we find after exponentiating that (11.54) holds with $\lambda = w_r(1,0)$. To avoid confusion we now write $\lambda(\tau)$ for $\lambda$ in (11.54). Next we show that

$$\lambda \text{ is non-increasing on } [\pi/2, \pi) \text{ with } \lambda(\pi/2) = 1 \text{ and } \lambda(\pi) = \lim_{\tau \to \pi} \lambda(\tau) \geq 1 - 1/p. \tag{11.55}$$

To prove (11.55) let $K(\tau)$ be the compact convex set $(\mathbb{R}^2 \setminus D(\tau)) \cap \{(x_1, x_2) \in \mathbb{R}^2 : x_1 \geq -1\}$ and let $\zeta = \zeta(\cdot, \tau)$ be the $\tilde{A} = \nabla f$-harmonic Green’s function for $\mathbb{R}^2 \setminus K(\tau)$ with pole at $\infty$.

Let $z$ be a point on $\partial K(\tau)$ with polar coordinates $r = 1/2, \theta = \tau$. Define $w^+$ and $\zeta^+$ in $B(z,1/4)$ by $w^+ = w$ and $\zeta^+ = \zeta$ at points $x$ in $D(\tau) \cap B(z,1/4)$ with $x_2 > 0$ while $w^+ = \zeta^+ \equiv 0$ in the rest of $B(z,1/4)$. Using Lemma 8.3 in $D(\tau) \cap B(z,1/4)$ to compare $w^+/\zeta^+$ and then Harnack’s inequality we see that $w(1/2, \theta) \approx \zeta(1/2, \theta)$ for $0 \leq \theta < \tau$ where ratio constants depend only on the data so are independent of $\tau \in [\pi/2, \pi)$. Applying the same argument below the $x_2$ axis we get the above ratio for $r = 1/2$ and $0 \leq |\theta| < \tau$. So by the maximum principle for $\tilde{A}$-harmonic functions we have

$$w(x) \approx \zeta(x) \quad \text{for } x \in D(\tau) \cap \bar{B}(0,1/2) \tag{11.56}$$

where ratio constants depend only on the data. From (11.56) and the maximum principle for $\tilde{A}$-harmonic functions, we have with $x_1 = r, x_2 = 0, 0 \leq r \leq 1/2$, and $\pi/2 \leq \tau_1 \leq \tau_2 \leq \pi$,

$$w(r, 0, \tau_1) \approx \zeta(r, 0, \tau_1) < \zeta(r, 0, \tau_2) \approx w(r, 0, \tau_2). \tag{11.57}$$

Letting $r \to 0$ it follows that necessarily $\lambda(\tau_2) \leq \lambda(\tau_1)$. Also $w(\cdot, \pi/2) = x_1$ is $\tilde{A}$-harmonic in $\{(x_1, x_2) \in \mathbb{R}^2 : x_1 > 0\}$ with continuous zero boundary value on $\{x_1 = 0\}$ and has value 1 at $(1,0)$. From the uniqueness of $w$, we conclude that $\lambda(\pi/2) = 1$ To prove the right hand inequality in (11.55) we first observe from comparison of $w^+$ to a linear function that vanishes at points with polar coordinate $\theta = \tau$ and also to one that vanishes at points with coordinate $\theta = -\tau$, as well as the argument used in the derivation of (11.41) that

$$c^{-1} \leq |\nabla w(1/2, \pm \tau)| \leq c \tag{11.58}$$
where $c$ depends only on the structure assumptions for $f$ and $p$ so is independent of $\tau$. Using this fact, (8.9)(a), and the homogeneity of $w$ we see that

$$ (11.59) \quad \infty > \int_{\partial D(\tau) \cap B(0,1/2)} \tilde{f}(\nabla w(\cdot, \tau))dH^1 \approx \int_0^1 r^{(\lambda(\tau)-1)p}dr $$

where ratio constants are independent of $\tau \in (3\pi/4, \pi)$. Clearly, (11.59) implies the exponent in the integral is larger than $-1$ so $\lambda(\tau) > 1 - 1/p$. Letting $\tau \to \pi$ we get the right hand inequality in (11.55). Next using (3.1)-(3.4), (11.54), and Ascoli’s theorem we see that a subsequence of $\{w(\cdot, \pi - 1/m)\}$ converges to $v$ which is continuous on $\mathbb{R}^2$ with $v \equiv 0$ on $\{(x_1, 0) \in \mathbb{R}^2 : x_1 \leq 0\}$, $v(1,0) = 1$, and $\bar{A}$-harmonic in $\mathbb{R}^2 \setminus \{(x_1, 0) \in \mathbb{R}^2 : x_1 \leq 0\}$ satisfying

$$ (11.60) \quad v(tx) = t^{\lambda(\pi)}v(x) \quad \text{where } \lambda(\pi) \geq 1 - 1/p. $$

To show $\lambda(\pi) = 1 - 1/p$ we let $0 < \delta < 10^{-10}$ be a small but fixed positive number. Also $\epsilon > 0$, $0 < \epsilon << \delta^{100}$ is allowed to vary. We put $\tau = \pi - \epsilon$ and write $\zeta$ and $w$ for $\zeta(\cdot, \tau)$ and $w(\cdot, \tau)$. If $p = 2$ we note from (10.36) and existence for discrete measures in Theorem B as well as (11.3) that

$$ (11.61) \quad \gamma = 2 \int_{\partial K(\tau)} \langle y, \nabla \zeta(y) \rangle \tilde{f}(\nabla \zeta(y)) |\nabla \zeta(y)|^{-1}dH^1 $$

$$ = 2 \int_{\partial K(\tau)} \langle y + (1,0), \nabla \zeta(y) \rangle \tilde{f}(\nabla \zeta(y)) |\nabla \zeta(y)|^{-1}dH^1. $$

While if $p > 2$ we get from the same reasoning and (10.37) that

$$ (11.62) \quad 1 \approx \frac{p-2}{p-1} C_A(K(\tau))^{1/(p-1)} $$

$$ = p \int_{\partial K(\tau)} \langle y + (1,0), \nabla \zeta(y) \rangle \tilde{f}(\nabla \zeta(y)) |\nabla \zeta(y)|^{-1}dH^1 $$

Let $J(\tau) = K(\tau) \cap \{y : y_1 \geq -1 + \delta\}$ and let $q(\cdot)$ be the $\bar{A}$-harmonic Green’s function for the complement of $I(\tau) = K(\tau) \cap \{x : x_1 \leq -1 + 3\delta\}$ with a pole at infinity. We note that $q(\cdot) \geq \zeta(\cdot)$ in $\mathbb{R}^2$. If $p > 2$ then from the Hopf boundary maximum principle we deduce

$$ \int_{\partial K(\tau) \setminus J(\tau)} \langle y + (1,0), \nabla \zeta(y) \rangle \tilde{f}(\nabla \zeta(y)) |\nabla \zeta(y)|^{-1}dH^1 $$

$$ \leq \int_{\partial I(\tau)} \langle y + (1,0), \nabla q(y) \rangle \tilde{f}(\nabla q(y)) |\nabla q(y)|^{-1}dH^1 $$

$$ \leq c\delta^{\nu^2/p-2} $$

where $c$ depends only on the data. Here we once again used the existence for discrete measures in Theorem B, (11.3), and Remark 11.3. If $p = 2$ let $z_0$ be the point with polar coordinate $r = 1+\delta$ and $\theta = \pi$. Applying the same argument as in the derivation
of (11.56) we obtain
\[(11.64) \quad \zeta(x)/q(x) \approx \zeta(z_0)/q(z_0) \quad \text{when } x \in D(\tau) \text{ and } |x + (1,0)| < 2\delta.\]

From (3.5) (ii) we observe that \(q(z_0) \approx 1\). Also since \(\partial K(\tau)\) is uniformly \((1,2)\)-fat we conclude from (3.1) (iii) that there exists \(\tilde{\sigma}\) with \(\zeta(z_0) \leq \tilde{\sigma}^2\). Using these inequalities, (11.64), (11.61) with \(\zeta\) replaced by \(q\), and the Hopf boundary maximum principle (as in (11.63)) it follows that if \(p = 2\),
\[(11.65) \quad \int_{\partial K(\tau) \setminus J(\tau)} \langle y + (1,0), \nabla \zeta(y) \rangle \tilde{f}(\nabla \zeta(y))|\nabla \zeta(y)|^{-1}d\mathcal{H}^1 \leq c\tilde{\sigma}^2\]
where \(c\) and \(\tilde{\sigma}\) depend only on the data. To finish the proof of Lemma 11.6 we use (11.63), (11.65), (11.61), (11.62), and the fact that \(\langle x + (1,0), \nabla \zeta \rangle = \sin(\epsilon)|\nabla \zeta|\) on \(\partial J(\tau)\) to first get for \(\delta\) sufficiently small that
\[(11.66) \quad c^{-1} \leq \epsilon \int_{\partial J(\tau) \cap \partial K(\tau)} \tilde{f}(\nabla \zeta(y))d\mathcal{H}^1.\]

Second as in (11.56) we see that \(\zeta \leq c(\delta)w\) in \(D(\tau) \cap B(0,1 - \delta/2)\). Using this inequality and the Hopf boundary maximum principle a final time we find in view of (11.58) and (11.66) that
\[(11.67) \quad c^{-1} \leq c(\delta)\epsilon \int_{\partial J(\tau) \cap \partial K(\tau)} \tilde{f}(\nabla w(y))d\mathcal{H}^1 \leq c c(\delta)\epsilon \int_0^{1} r^{(\lambda(\tau) - 1)p} dr = \frac{c c(\delta)\epsilon}{(\lambda(\tau) - 1)p + 1}.
\]
Letting \(\epsilon \to 0\) we conclude that \((\lambda(\tau) - 1)p + 1 \to 0\) as \(\tau \to \pi\) so \(\lambda(\pi) = 1 - 1/p\). \(\square\)

Armed with Lemma 11.6 we now can prove (11.52) and so finish the proof of Proposition 11.5. We use the same notation as in Proposition 11.4 except we assume \(E \subset P = \{x : x_2 = 0\}\). Let \(\{Q_k\}\) be a Whitney decomposition of the interior of \(E\) considered as a subset of \(P\). Let \(Q \in \{Q_k\}\), and let \(z = (z_1,0,z_3,\ldots,z_n)\) be a point in \(\partial E\) with \(d'(z,Q) \approx s(Q)\). From convexity of \(E\) we see that there is a \((n-2)\)-dimensional plane, say \(P_1\) containing \(z\) with the property that \(E\) is contained in the closure of one of the components of \(P \setminus P_1\). Rotating \(P_1\) if necessary we may assume that
\[P_1 = \{x \in \mathbb{R}^n : x_1 = z_1, x_2 = 0\}\quad \text{and} \quad E \subset \Omega = \{x \in \mathbb{R}^n : x_1 - z_1 \leq 0 \quad \text{and} \quad x_2 = 0\}.\]

Let \(v\) be as in Lemma 11.6. We extend \(v\) continuously to \(\mathbb{R}^n\) (also denoted \(v\)) by defining this function to be constant in the other \((n-2)\) coordinate directions. Then \(\hat{v}(x) = v(x - z)\) for \(x \in \mathbb{R}^n\) is \(\mathcal{A}\)-harmonic in \(\mathbb{R}^n \setminus \Omega\). Comparing boundary values and using the maximum principle, as well as Lemmas 5.2 and 5.3 we deduce that
\[(11.68) \quad CU(x) \geq \hat{v}(x) \quad \text{whenever} \ x \in B(0,2\rho),\]
where $C$ depends only on the data and $C(E)$. As in Proposition 11.4 we see that

$$c' \int_Q f(\nabla U_+) \, d\mathcal{H}^{n-1} \geq U(y_Q)) \, s(Q)^{n-1-p}.$$  
(11.69)

Now from Lemma 11.6 we also deduce that

$$c'' \hat{v}(y_Q) \geq s(Q)^{1-1/p}.$$  
(11.70)

Combining (11.68)-(11.70) we conclude that for some $\tilde{c}$ with the same dependence as the above constants,

$$\tilde{c} \int_Q f(\nabla U_+) \, d\mathcal{H}^{n-1} \geq s(Q)^{n-2}.$$  
(11.71)

Now since $B(0, 4a) \cap P \subset E$ we see for $l$ large from Lipschitz starlikeness of $E$ that there are at least $\approx 2^{(n-2)}$ members of $\{Q_k\}$ whose side length lies between $2^{-l-1}a$ and $2^{-l}a$. Using this fact and summing (11.71) we get Proposition 11.5.

11.3. Uniqueness in Theorem B. Uniqueness in Theorem B follows from Theorem A as in [CNSXYZ] (see also [AGHLV]). To give the reader the gist of the argument we consider the simplest $p = n$ case. Suppose $\mu$ is a positive finite Borel measure on $\mathbb{S}^{n-1}$ satisfying (7.1) and let $E_0$ and $E_1$ be two compact convex sets with nonempty interiors for which the corresponding $A$-harmonic Green’s functions satisfy (7.2) (a) – (c) in Theorem B relative to $\mu$. Let $h_0$ and $h_1$ be the support functions of $E_0$ and $E_1$ respectively. For $t \in [0, 1]$ we let $E_t = (1 - t)E_0 + tE_1$ and put $m(t) = C(A(E_t))$ for $t \in [0, 1]$. Using (11.30) and (10.36), we deduce that

$$\frac{d}{dt} m(t) \bigg|_{t=0} = n\gamma^{-1} C(A(E_0)) \int_{\mathbb{S}^{n-1}} (h_1(\xi) - h_0(\xi)) \, d\mu(\xi) = 0.$$  
(11.72)

From Theorem A we see that $m$ is concave on $[0, 1]$. Using this fact (11.72) we find that

$$m'(0) = 0 \geq m(1) - m(0).$$  
(11.73)

with equality only if $m$ is constant on $[0, 1]$. From (11.73) we first get $C(E_0) = m(0) \geq m(1) = C(A(E_1))$ and second by reversing the roles of $E_0$ and $E_1$, we get $C(A(E_1)) = m(1) = m(0) = C(A(E_0))$. We conclude that $m$ is constant and therefore equality holds in (2.4) of Theorem A and so $E_0$ is a translation and dilation of $E_1$. Using Remark 5.5 and the fact that $C(A(E_0)) = C(A(E_1))$ we see that honest dilations are not possible when $p = n$. For $p > n$, by considering $m(t) = C(A(E_t))^{1/(p-n)}$, a similar argument can be used to prove uniqueness of $E$ up to translation. This finishes our outline of the proof of uniqueness in Theorem B for $n \geq p$.
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