On the Mass Dependence of the Modular Operator for a Double Cone

Henning Bostelmann, Daniela Cadamuro and Christoph Minz

Abstract. We present a numerical approximation scheme for the Tomita–Takesaki modular operator of local subalgebras in linear quantum fields, working at one-particle level. This is applied to the local subspaces for double cones in the vacuum sector of a massive scalar free field in (1+1)- and (3+1)-dimensional Minkowski spacetime, using a discretization of time-0 data in position space. In the case of a wedge region, one component of the modular generator is well known to be a mass-independent multiplication operator; our results strongly suggest that for the double cone, the corresponding component is still at least close to a multiplication operator, but that it is dependent on mass and angular momentum.

1. Introduction

Since its inception, Tomita–Takesaki modular theory [21] has found important applications in the mathematical formulation of quantum physics. This applies both to quantum thermodynamics [5,15], where the modular group is linked to time evolution, and to quantum field theory, where the modular group of local algebras associated with spacelike wedges can be identified with the symmetry group of boosts [2]; this has led to many more structural insights into quantum field theory [3]. More recently, interest has arisen because of the importance of the modular generator in relativistic quantum information theory (see, e.g. [8–10,17]).

However, beyond the wedge case, the concrete form of the modular operator for local algebras A(O) in quantum field theory often remains elusive. More concrete information is available in conformal theories [6,13], though. The situation also simplifies in linear quantum field theories in (pure) quasifree states, where the Tomita operator is of “second quantized” form; that is, finding
the modular objects for a Weyl subalgebra $\mathcal{A}(\mathcal{O})$ reduces to finding corresponding “one-particle” modular objects for a symplectic subspace $\mathcal{L}(\mathcal{O})$. For concreteness, consider a real scalar free field of mass $m \geq 0$ in $d$-dimensional Minkowski spacetime $\mathbb{M}^d$ in its time-0 formulation, and the region $\mathcal{O} \subset \mathbb{M}^d$ being the causal closure of a “base” region $\mathcal{B} \subset \mathbb{R}^{d-1}$ in the time-0 plane; thus, vectors in $\mathcal{L}(\mathcal{O})$ are pairs $(f, g)$, with $f, g \in C_0^\infty(\mathcal{B}, \mathbb{R})$ the initial data of the wave equation. In this context, the one-particle modular generator acts as a block matrix

$$-i \log \Delta = \begin{pmatrix} 0 & M_- \\ -M_+ & 0 \end{pmatrix}$$

(1)

with the operators

$$M_\pm = 2A^{\pm \frac{1}{4}} \text{arcoth} \left( A^{\frac{1}{4}} \chi A^{-\frac{1}{4}} + A^{-\frac{1}{4}} \chi A^{\frac{1}{4}} - 1 \right) A^{\pm \frac{1}{4}},$$

(2)

where $A$ is the Helmholtz operator $-\Delta + m^2$ and $\chi$ multiplies with the characteristic function of $\mathcal{B}$. (We will justify this formula in Proposition 2.3, including some details on the domain of the factors $\chi$.)

Equation (2), or similar formulas [10,12], determines $\log \Delta$ algorithmically from $A$ and $\chi$. However, evaluating it in examples would require explicit knowledge of the spectral decomposition of the operator in the argument of $\text{arcoth}(\cdot)$ and thus is usually not feasible in practice.

In special situations, as mentioned, $M_\pm$ can be described more explicitly: If $\mathcal{O}$ is a spacelike wedge in $x_1$-direction, then $M_-$ is multiplication with the function $M_- (x) = 2\pi x_1$, independent of $m$. In the massless case ($m = 0$), if $\mathcal{B}$ is the ball of radius $r$ (thus $\mathcal{O}$ a double cone), one has $M_- (x) = \pi \left( r^2 - \|x\|^2 \right)$ [16]. The case of $m = 0$ and $\mathcal{O}$ being the forward lightcone can also be treated [7].

For a double cone in the massive case ($m > 0$), an explicit description of $M_\pm$ has been the subject of much investigation, but without conclusive results. Recently, it has been proposed [19,20] that also for double cones, $M_-$ is actually a multiplication operator independent of $m$, and thus the result for $m = 0$ can be employed. However, since the proof there has a gap, we consider the problem still open.

In this paper, rather than attempting to make explicit guesses for $M_-$, we approach the problem of the massive modular generator for double cones with numerical methods. That is, we evaluate formula (2) numerically, discretizing the integral kernels of the operators $\chi$ and $A$ in a suitable basis and thus replacing the problem with one in matrix algebra. In this way, we find an approximation to the (integral kernels of the) operators $M_\pm$ for various parameters; in particular, we investigate the mass dependence of $M_-$. To that end, we will first recall the formal framework of modular operators for one-particle structures in Sect. 2. We then explain our numerical approach to evaluating the expression (2) in Sect. 3; we compare the approximation to existing results for $(1+1)$-dimensional wedge regions as our test case (Sect. 4).

---

1 The claim in [19] that the operator in Eq. (93) there is anti-Hermitian with respect to the relevant complex scalar product has turned out to be false.
As our main result, we apply the same methods to the modular generator of a double cone in 1 + 1 dimensions (Sect. 5) and in 3 + 1 dimensions (Sect. 6). We end with a discussion and outlook in Sect. 7. The computer code used for producing the results is provided as supplemental material to this paper.

2. Modular Operators for One-Particle Structures

In this paper, we study the modular operator of local algebras for linear quantum field theories in a ground state (vacuum) representation; these can be described on the “one-particle level” via second quantization. The one-particle space, denoted \( H \) below, is the solution space of a second-order wave equation, here taken to be of the form \((\partial_t^2 + A)\phi = 0\); it can be parameterized by two pieces of time-0 initial data and is equipped with a suitable Hilbert space scalar product. We briefly repeat the mathematical background.

Definition 2.1. A one-particle structure \((H_r, L_r, A)\) is given by a separable real Hilbert space \(H_r\), a closed subspace \(L_r \subset H_r\), and a positive (possibly unbounded, but densely defined) operator \(A\) on \(H_r\) with dense range, with the following property:

For any \(s \in \mathbb{R}\), denote by \(-s\) the closure in the norm \(\|\cdot\|_s := \|A^s \cdot\|_{H_r}\), and set

\[
H^s_r := \text{dom } A^{-s}, \quad L^s_r := L_r \cap \text{dom } A^{-s} \subset H^s_r, \quad L_{r}^{\perp,-s} := L_{r}^{\perp} \cap \text{dom } A^{-s} \subset H^s_r,
\]

(3)

where \(L_{r}^{\perp}\) is the orthogonal complement of \(L_r\). Further, denote by \(<\cdot, \cdot>_s\) the dual pairing between \(H^s_r\) and \(H^{-s}_r\) arising from the scalar product \(<\cdot, \cdot>\) in \(H_r\), and by \(^\circ\) the polars for this dual pairing. Then, we demand for \(s = \pm \frac{1}{4}\) that

\[
L^s_r \cap L_{r}^{\perp,-s} = \{0\}; \quad (L^s_r)^\circ = L_{r}^{\perp,-s}; \quad A^s L^s_r \cap A^{-s} L^{-s}_r = \{0\} = A^s L_{r}^{\perp,s} \cap A^{-s} L_{r}^{\perp,-s}.
\]

(4a) (4b) (4c)

(Note here that \(A^t, t \in \mathbb{R}\), naturally extends to a bounded operator from \(H^s_r\) to \(H^{s-t}_r\).)

The canonical example is the real scalar free field in time-0 formulation, where \(H_r := L^2_{\mathbb{R}}(\mathbb{R}^{d-1})\) with \(d \geq 2\) (with the usual real inner product), \(A := -\Delta + m^2\) with some \(m > 0\) (or \(m \geq 0\) if \(d \geq 3\)), and \(L_r := L^2_{\mathbb{R}}(B)\) for a suitable region \(B \subset \mathbb{R}^{d-1}\). For the properties (4) in the case \(d = 4\), see [12, Sec. 2]; the case \(d = 2\) is analogous.

Given a one-particle structure, we define the space \(\mathcal{H} = H_r^{1/4} \oplus H_r^{-1/4}\) equipped with the complex structure

\[
i_A := \begin{pmatrix} 0 & A^{-\frac{1}{2}} \\ -A^{\frac{1}{2}} & 0 \end{pmatrix}.
\]

(5)
The complex-linear scalar product \( (f, g) \in \mathcal{H} \)
\[
\langle f, g \rangle_{\mathcal{H}} := \left\langle f, \left( A^{\frac{1}{4}} \oplus A^{-\frac{1}{4}} \right) g \right\rangle_{\frac{1}{4}\oplus-\frac{1}{4}} + i \langle f, \sigma g \rangle_{\frac{1}{4}\oplus-\frac{1}{4}}, \quad \sigma = \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix},
\]
(6)
makes \( \mathcal{H} \) into a complex Hilbert space.

In \( \mathcal{H} \), consider the subspace
\[
L := L_{\frac{1}{4}} \oplus L_{-\frac{1}{4}}
\]
and its symplectic complement \( L' \) w.r.t. the symplectic form \( \Im \langle \cdot, \cdot \rangle_{\mathcal{H}} \). Straightforward computations using (4) yield (cf. [12, Prop. 2.7]):

**Lemma 2.2.** One has
\[
L' = L_{\frac{1}{4}} \perp L_{-\frac{1}{4}}.
\]
Thus, we can define the (one-particle) Tomita operator \( T \) with respect to \( L \) as the closure of
\[
f + ig \mapsto f - ig
\]
for \( f, g \in L \).

The polar decomposition of \( T \), written as \( T = J \Delta^{1/2} \), is the object of interest in this paper.

In quantum field theory, one is then interested in the Weyl algebra \( \mathfrak{M}(\mathcal{H}) \) in its Fock representation arising from \( \Re \langle \cdot, \cdot \rangle_{\mathcal{H}} \) and in the subalgebra \( \mathfrak{M}(L) \subset \mathfrak{M}(\mathcal{H}) \). The Tomita–Takesaki modular operator of \( \mathfrak{M}(L) \) with respect to the Fock vacuum is the second quantization \( \Gamma(\Delta) \) of the one-particle modular operator \( \Delta \) from above, for example, see [12]. For the purposes of this article, the Fock representation will play no role, and we focus our attention on the one-particle structure.

Our aim is to find an explicit form of the modular operator \( \Delta \) in terms of \( A \) and \( L \). This is in fact possible in terms of spectral calculus, as first shown in [12] for the real scalar field. To that end, certain projectors onto \( L \) and \( L_{\frac{1}{4}} \) play an important role. Denote by \( P \) the projector in \( \mathcal{H} \) with image \( L \) and kernel \( L' \); on \( \text{dom} \ P = L + L' \), it is closed but in general unbounded. Also, denote by \( \chi \) the orthogonal projector onto \( L_{\frac{1}{4}} \subset \mathcal{H} \). Thanks to (4a), for \( s = \pm \frac{1}{4} \), we can likewise define the closed projectors \( \chi_s \) in \( \mathcal{H} \) with image \( L_s \) and kernel \( L_{\frac{1}{4}} \perp L_{s} \), with \( \text{dom} \chi_s = L_s + L_{\frac{1}{4}} \perp s \). We now state:

**Proposition 2.3.** For a one-particle structure \((\mathcal{H}_r, L_r, A)\), let \( B \) be the operator on \( \mathcal{H}_r \) given as
\[
B = A^{\frac{1}{4}} \chi_{\frac{1}{4}} A^{-\frac{1}{4}} + A^{-\frac{1}{4}} \chi_{-\frac{1}{4}} A^{\frac{1}{4}} - 1,
\]
(8a)

\[
\text{dom} \ B = \left( A^{\frac{1}{4}} \left( L_{\frac{1}{4}} + L_{\frac{1}{4}} \right) \right) \cap \left( A^{-\frac{1}{4}} \left( L_{-\frac{1}{4}} + L_{-\frac{1}{4}} \right) \right).
\]
(8b)

\( B \) is essentially self-adjoint, and denoting its closure by the same symbol, one has
\[
\log \Delta = i_A \begin{pmatrix} 0 & M_- \\ -M_+ & 0 \end{pmatrix}, \quad \text{where} \quad M_\pm = 2A^{\pm\frac{1}{4}} \operatorname{arcoth}(B)A^{\pm\frac{1}{4}}.
\]
(9)
Proof. It has been shown in [10, Theorem 2.2] that for the projector $P$,

$$P|D_0 = (1 + T)\frac{1}{1 - \Delta}|D_0,$$

(10)

where the domain $D_0$ contains all vectors of compact spectral support (w.r.t. $\Delta$) not containing 0 and 1; and $D_0$ is a core for $P$. Now defining the complex-linear operator $Q := P - i_A P i_A - 1$, first on $D_0$, we have

$$Q|D_0 = \frac{1 + \Delta}{1 - \Delta}|D_0.$$

(11)

Now clearly the r.h.s. is essentially self-adjoint, and therefore $Q$ is. The domain of its self-adjoint closure contains at least

$$D_1 = \text{dom}(P) \cap \text{dom}(i_A P i_A) = (\mathcal{L} + \mathcal{L}') \cap (i_A \mathcal{L} + i_A \mathcal{L}') \supset D_0.$$

(12)

Since relation (11) holds analogously for the closure of $Q$, denoted by the same symbol, we find by spectral calculus

$$\log \Delta = -2 \arcoth Q.$$

(13)

To simplify this, we consider the complex Hilbert space $\hat{\mathcal{H}} = \mathcal{H}_r \oplus \mathcal{H}_t$ equipped with the complex structure given by $\sigma$ above, and the standard complex scalar product arising from $\mathcal{H}_r$ and $\sigma$. The map $U = A^{1/4} \oplus A^{-1/4} : \mathcal{H} \rightarrow \hat{\mathcal{H}}$ is complex-linear and unitary. Due to Lemma 2.2, we have $P = \chi_{1/4} \oplus \chi_{-1/4}$; thus,

$$U P U^{-1} = A^{1/4} \chi_{1/4} A^{-1/4} \oplus A^{-1/4} \chi_{-1/4} A^{1/4}.$$

(14)

From there, one obtains

$$U D_1 = \text{dom} B \oplus \text{dom} B, \quad U Q U^{-1} |U D_1 = B \oplus B.$$

(15)

Thus, $B$ is essentially self-adjoint (since $Q$ is); and inverting $U$ and inserting into (13) gives the proposed result. \hfill \square

3. Numerical Approach

Our overall approach to find a concrete form of the modular generator $\log \Delta$ is to approximate an infinite-dimensional one-particle structure $(\mathcal{H}_r, \mathcal{L}_r, A)$, as arising in quantum field theory, with a sequence of finite-dimensional ones $(\mathcal{H}^{(n)}_r, \mathcal{L}^{(n)}_r, A^{(n)})$, in such a way that the corresponding operators $\log \Delta^{(n)}$, or $M^{(n)}_{\pm}$, approximate $\log \Delta$ and $M_{\pm}$. Roughly speaking, we would choose suitable finite-dimensional orthogonal projectors $P^{(n)}$ in $\mathcal{H}_r$, and define our “discretized” objects as

$$\mathcal{H}^{(n)}_r := P^{(n)} \mathcal{H}_r, \quad \mathcal{L}^{(n)}_r := P^{(n)} \mathcal{L}_r, \quad A^{(n)} := \left( P^{(n)} A^{-s} P^{(n)} \right)^s$$

(16)

for some $s > 0$; the reason for discretizing inverse powers of $A$ will become clear below. In the finite-dimensional setting, the topological closures in Definition 2.1 do not play a role, and the $\chi^{(n)}_s$ all equal the orthogonal projector
Choosing an orthonormal basis \( \{ e_j^{(n)} \} \) of \( \mathcal{H}_r^{(n)} = \mathcal{L}_r^{(n)} + \mathcal{L}_r^{(n)} \), the problem of evaluating \( B^{(n)} \) and \( M^{(n)}_\pm \) according to (9) then reduces to a problem in matrix computation, which we treat with the usual methods of numerical linear algebra, including a numerical eigendecomposition of \( B^{(n)} \) by Householder transformations and the QR algorithm (see, e.g. [14, Ch. 8]).

In the present article, we make no attempt at rigorously establishing the convergence of \( \log \Delta^{(n)} \) to \( \log \Delta \); rather we show (in Sect. 4) that the numerical approximation scheme gives reasonable results in a well-known example. However, let us add some heuristic remarks.

In our applications, \( \mathcal{H}_r \) will normally be a real-valued \( L^2 \)-space with some measure \( d\mu \). Our task is therefore to approximate the integral kernel \( M^{(n)}_\pm(x, y) \) of the operator \( M^{(n)}_\pm \). In certain examples, \( M^- \) is a multiplication operator, while \( M^+ \) is a second-order differential operator. As the kernel of \( M^- \) is hence expected to be less singular in general, we focus our attention on this case; since \( M^- \) determines \( M^+ \) via \( M^+ = A^{1/2} M^+ A^{1/2} \), this operator still contains all required information.

However, even for this example of \( M^- \), its kernel is not a smooth function, but a distribution concentrated on the diagonal. Hence, we cannot expect that

\[
M^{(n)}_-(x, y) := \sum_{j,k} e_j^{(n)}(x) \langle e_j^{(n)}, M^{(n)}_- e_k^{(n)} \rangle e_k^{(n)}(y) \xrightarrow{n \to \infty} M^-(x, y) \quad (17)
\]

in the sense of pointwise convergence. Rather, we can expect this relation to be true in the weak sense: For sufficiently regular test functions \( h, h' \), we should have

\[
\sum_{j,k} \langle h, e_j^{(n)} \rangle \langle e_j^{(n)}, M^{(n)}_- e_k^{(n)} \rangle \langle e_k^{(n)}, h' \rangle \xrightarrow{n \to \infty} \iint h(x) M^-(x, y) h'(y) \, d\mu(x) \, d\mu(y). \quad (18)
\]

This point does show up in the numerical results and will become important in our quantitative comparisons later on.

Another, somewhat technical remark is in order: For the numerical evaluation of the arcoth function in (8), it is of course required that the spectrum of the discretized operator \( B^{(n)} \) falls into \((-\infty, -1) \cup (1, \infty)\). As long as the finite-dimensional structure still fulfils all conditions of Definition 2.1, this is indeed the case, as, for example, our computation in Sect. 2 shows. However, in practice it turns out that the eigenvalues of \( B^{(n)} \) are extremely close to \( \pm 1 \), to the extent that round-off errors in the usual floating point precision lead to eigenvalues outside the allowed range. A similar problem has been observed in the numerical studies of entanglement Hamiltonians in [18, Sec. 3]. For our results, we circumvent this problem by using an increased floating point precision of 450 decimal digits in two spacetime dimensions and 640 digits in four dimensions.

We now need to choose suitable basis vectors \( e_j^{(n)} \) in concrete examples of the one-particle structure \( (\mathcal{H}_r, \mathcal{L}_r, A) \) such that \( \text{both} \ \mathcal{L}_r^{(n)} \ \text{and} \ A^{(n)} \ \text{are good approximations of their infinite-dimensional counterparts.} \) We will first explain this choice, and the numerical results, in the well-known example of a wedge.
region for a massive scalar field in $1+1$ dimensions (Sect. 4). We then make suitable modifications to find the modular generator for double cone regions in $1+1$ and $3+1$ dimensions (Sects. 5 and 6).

4. Test Case: The Wedge

In this section, we apply our numerical approach to a scalar field on $(1+1)$-dimensional Minkowski space with respect to the right wedge region, $\mathcal{O} = \{(t, x) \in \mathbb{R}^2 \mid x > |t|\}$. That is, in the language of Sect. 2, we take $\mathcal{H}_r := L^2_{\mathbb{R}}(\mathbb{R})$ and its subspace

$$L_r := \{f \in \mathcal{H}_r \mid \text{supp } f \subset [0, \infty)\},$$

and the Helmholtz operator, $A := -\partial^2_t + m^2$ for some $m > 0$. In this situation, as mentioned, an explicit form of $\log \Delta$ is known [2, 10]; namely, $M_-$ multiplies with the function $2\pi x$, or in terms of integral kernels,

$$M_-(x, y) = 2\pi x \delta(x - y).$$

This allows for a consistency check of our numerical results.

4.1. Discretization of the Hilbert Space

For discretizing the Hilbert space $\mathcal{H}_r$, we use a basis of normalized rectangular functions, also called box functions. To that end, let $i$ run over an integer interval $\{0, \ldots, n-1\}$ for some discretization size $n \in \mathbb{N}$, and choose points $a_0 < \ldots < a_n$, $b_i := a_{i+1}$. We then choose the orthogonal basis functions $e_{i}^{(n)}$ to be supported in $[a_i, b_i] \subset \mathbb{R}$, namely,

$$e_{i}^{(n)}(x) = n_i \Theta(x - a_i) \Theta(b_i - x).$$

where the normalization factor $n_i > 0$ is chosen so that $\left\langle e_{i}^{(n)}, e_{i}^{(n)} \right\rangle = 1$. In the present case, we actually choose linearly spaced grid points $a_i = -b + \frac{2i}{n}b$ with some fixed cut-off $b > 0$, see Fig. 1 for an example; we will label this basis as $e_{i}^{(n,b)}$. In later sections, we will also consider nonlinearly spaced grids.

Choosing $n$ even, these functions $e_i$ are either contained in $L_r$ or $L_r^\perp$, hence the projector $\chi$ is simple to discretize in this basis; moreover, we have achieved $\dim L_{i}^{(n,b)} = \dim L_{i}^{\perp(n,b)}$.

It is perhaps less obvious whether this basis is chosen suitably to accommodate the discretization of $A$ and its positive and negative powers. In fact, one may notice that the functions $e_{i}^{(n,b)}$ are contained in the form domain, but not in the operator domain of the (undiscretized) operator $A^{1/4}$. In order to investigate possible problems at this point, we alternatively used an orthonormal basis of continuous, piecewise linear functions; these are smoother and hence more adapted to the operators $A^{\pm 1/4}$, but the discretization of $L_r$ yields further complications in this case. Since this approach did not lead to qualitatively different numerical results compared with the box basis above, we do not report details here. The discretization of $A^{\pm 1/4}$ in the box basis will be described in more detail in the next subsection.
4.2. Discretization of the Helmholtz Operator

In the present situation, we prefer to discretize $A^{-1/4}$ rather than $A$ in the sense of (16), since $A^{-1/4}$ has an integral kernel of local class $L^1$. In fact, in terms of the modified Bessel function of the second kind $K_{-1/4}$ (and the Gamma function $\Gamma$) one has

$$A^{-\frac{1}{4}}(x, y) = \left(\sqrt{\pi} \Gamma\left(\frac{1}{4}\right)\right)^{-1} \left(\frac{2m}{|x - y|}\right)^{\frac{1}{4}} K_{-\frac{1}{4}}(m|x - y|)$$

as the Fourier transform of $(p^2 + m^2)^{-\frac{1}{4}}$, see [1, Table 1.3, Formula (7)]. This is a convolution kernel of the form $A^{-1/4}(x, y) = f(|x - y|)$, with $f$ integrable on $[0, \infty)$ and smooth on $(0, \infty)$. Its matrix elements in the box basis are hence computed as

$$\left(A^{-\frac{1}{4}}\right)_{ij}^{(n,b)} := \langle e_i^{(n,b)}, A^{-\frac{1}{4}}e_i^{(n,b)} \rangle = n_in_j \int \int_{[a_i, b_i] \times [a_j, b_j]} f(|x - y|) \, dx \, dy.$$

Using the substitution $(x', y') = (y + x - a_i - a_j, y - x)$, and splitting the integration region into parts $x \geq y$ and $x \leq y$ where necessary, one finds for $i < j$,

$$\left(A^{-\frac{1}{4}}\right)_{ii}^{(n,b)} = 2n_i^2 F(b_i - a_i),$$

$$\left(A^{-\frac{1}{4}}\right)_{ij}^{(n,b)} = \left(A^{-\frac{1}{4}}\right)_{ji}^{(n,b)} = n_in_j (F(b_j - a_i) - F(b_j - b_i) - F(a_j - a_i) + F(a_j - b_i)),$$

as the Fourier transform of $(p^2 + m^2)^{-\frac{1}{4}}$, see [1, Table 1.3, Formula (7)]. This is a convolution kernel of the form $A^{-1/4}(x, y) = f(|x - y|)$, with $f$ integrable on $[0, \infty)$ and smooth on $(0, \infty)$. Its matrix elements in the box basis are hence computed as

$$\left(A^{-\frac{1}{4}}\right)_{ij}^{(n,b)} := \langle e_i^{(n,b)}, A^{-\frac{1}{4}}e_i^{(n,b)} \rangle = n_in_j \int \int_{[a_i, b_i] \times [a_j, b_j]} f(|x - y|) \, dx \, dy.$$

Using the substitution $(x', y') = (y + x - a_i - a_j, y - x)$, and splitting the integration region into parts $x \geq y$ and $x \leq y$ where necessary, one finds for $i < j$,

$$\left(A^{-\frac{1}{4}}\right)_{ii}^{(n,b)} = 2n_i^2 F(b_i - a_i),$$

$$\left(A^{-\frac{1}{4}}\right)_{ij}^{(n,b)} = \left(A^{-\frac{1}{4}}\right)_{ji}^{(n,b)} = n_in_j (F(b_j - a_i) - F(b_j - b_i) - F(a_j - a_i) + F(a_j - b_i)),$$
Figure 2. Example of the operator kernel $M^{(n,b)}_{-}(x,y)$ discretized by $n = 256$ box functions over an equally spaced grid for the range $[-4,4]$ and a mass parameter $m = 1.0$. The matrix is almost diagonal (see matrix plot on the left) with values falling off very rapidly away from the diagonal (see surface plot on the right). Both plots share the same colour scale from dark red for large negative values, through cyan for small negative values, very light grey at 0, yellow for small positive values, to dark blue for large positive values (color figures online).

with

$$F(x) := x \int_0^x f(y') \, dy' - \int_0^x y' f(y') \, dy'.$$

(25)

Using (22), the expression for $F(x)$ can be written explicitly in terms of generalized hypergeometric functions.

As matrix representation of $A_{1/4}^1$, we use the numerically computed matrix inverse of $A^{-1/4}$; due to the peculiar nature of the spectrum of $B^{(n,b)}$ as mentioned in Sect. 3, it is important that these two matrices are, as close as possible within floating point precision, inverses of each other.

All further steps in the calculation are performed with the respective matrices and their eigenvalue decomposition, obtained by standard algorithms.

4.3. Numerical Results

Now proceeding to the results of our numerical scheme, let us compare the matrix log $A^{(n,b)}$ or rather $M^{(n,b)}_{-}$ to the kernel of the “exact solution” $M_{-}$ in (20), in dependence of the discretization parameters $n$ and $b$. We first set the model parameter $m = 1$, but will come back to more general values of $m$ later.

First, we show the result for $M^{(n,b)}_{-}$ with parameters $n = 256, b = 4$ in Fig. 2. As expected, the matrix entries are very small except near the diagonal $i = j$. However, while decaying fast with $|i - j|$, the entries certainly still have
Figure 3. Main diagonal of $M^{(n,b)}$ for the right wedge with a mass parameter $m = 1.0$, smeared against test functions (26) at different positions $\mu_i$. Note that in some cases, not the full discretization interval $[-b, b]$ is shown

a noticeable magnitude, e.g. for $|i - j| = 1$, even if the “exact solution” is proportional to a Dirac delta. This is no less than expected in a numerical approximation, but emphasizes our point that convergence to the undiscretized operator needs to be read in the weak sense, see (18); for a quantitative comparison, we need to “smear” the result with suitable test functions.

To that end, we choose a set of Gaussian functions with a fixed width (standard deviation) $\sigma$ and a varying position parameter $\mu_i$,

$$h_i(x) = \frac{1}{\sqrt{\pi} \sigma} \exp \left( - \frac{(x - \mu_i)^2}{2 \sigma^2} \right).$$  \hspace{1cm} (26)

These are normalized with respect to the inner product of $\mathcal{H}_l$. For the smearing to be effective, the width $\sigma$ has to be chosen somewhat larger than the grid spacing (even for the lowest resolutions $n$ in the comparison). On the other hand, substantially larger $\sigma$, while valid, would obscure detail in the comparisons below.

Focussing on values near the diagonal, we now evaluate both sides of (18) for $h = h' = h_i$. For the expectation values of the multiplication operator (20), we find

$$\langle h_i, M_- h_i \rangle = 2\pi \mu_i.$$  \hspace{1cm} (27)

Also, let $h_{ik} = \langle h_i, e_k^{(n,b)} \rangle$; these can be computed in terms of Gaussian error functions or by numerical integration. Then, our numerical approximation to (27) is

$$\langle h_i, M_- h_i \rangle \approx \sum_{k,l=0}^{n-1} h_{ik} \left( M^{(n,b)} \right)_{kl} h_{il}.$$

For the plots, we let $0 \leq i \leq 40$, $\sigma = \frac{6}{32}$, and $\mu_i$ range over $[-2, 2]$ equally spaced. Figure 3 shows the results for different discretization sizes $n$
and different discretization intervals $[-b, b]$ such that the width of the box functions remains constant, $\frac{2b}{n} = \frac{1}{32}$. The numeric results (dashed lines with crosses, varying colour) are calculated with 450 decimal places of precision, and they approximate the expected linear expression increasingly better on the fixed interval $[-1, 1]$, in the sense that errors caused by “boundary effects” are less noticeable in this interval as $b$ is increased. To demonstrate this further, consider the relative error

$$\text{err}_i \left( M_{-}^{(n,b)} \right) := \left| 1 - \frac{\sum_{k,l} h_{ik}(M_{-}^{(n,b)})_{kl} h_{il}}{\langle h_i, M_{-} h_i \rangle} \right|.$$ (29)

These values are shown, for different discretization sizes $n$ and a fixed boundary parameter $b = 4$, in Fig. 4. The relative error is approximately reduced by a constant factor each time the resolution is doubled.

It is evident from the graphs that the cut-off at $\pm b$ does introduce a noticeable error in the result — in fact, the contribution of matrix elements “near the boundary” in $B^{(n,b)}$ and $M_{-}^{(n,b)}$ is by no means small — but that nevertheless, we obtain a good approximation of the integral kernel of $M_{-}$ in the region sufficiently far away from the boundary.

Since the numerical results for $n = 256$ over the discretization range $[-4, 4]$ are sufficiently close, let us now take a look at mass independence. We vary the mass parameter $m$ to obtain the results shown in Fig. 5. As expected from the exact result, there is no noticeable mass dependence, up to numerical errors due to the finite discretization and effects closer to the boundary of the discretization interval.

5. The Double Cone in 1 + 1 Dimensions

Now that we have tested our numerical approach against the analytic solution for the right wedge in two-dimensional Minkowski spacetime, let us consider
Our first example is, again in the (1 + 1)-dimensional scalar field, the subspace for the double cone, namely the causal closure of the interval $[-1, 1]$ in the time-0 plane. That is, we set as in the wedge case
\begin{equation}
H_r = L^2_{\mathbb{R}}(\mathbb{R}), A = -\partial_x^2 + m^2, \tag{30}
\end{equation}
buthow
\begin{equation}
\mathcal{L}_r = \{ f \in H_r \mid \text{supp } f \subset [-1, 1] \}. \tag{31}
\end{equation}
(Since the subspaces for double cones with other centres or radii can be unitarily mapped to the above situation with an appropriate change in $m$, there is no loss in generality in choosing the interval $[-1, 1]$.)

The discretization of the Hilbert space $H_r$ and the operator $A$, as well as the following computation, are handled essentially as in Sect. 4. However, in choosing the box basis $\{ \epsilon_j^{(n,b)} \}$, we make the following change: in order to keep $\dim \mathcal{L}_r = \dim \mathcal{L}_r^\perp$, we choose the grid points $a_i$ equally spaced only in the interval $[-1, 1]$, and consider three different grid spacings outside the interval. For $b = 2$, the outside is also equally spaced, while for $b = 4$ and $b = 6$, we choose a spacing that increases linearly towards the cut-offs at $\pm b$ starting from the fixed value of the inner spacing such that a quarter of the basis functions is supported to the left, half of them supported inside, and another quarter supported to the right of the interval. The discretization size is set to $n = 256$; the results for $n = 128$ are coarser but very similar, hence we do not include them here.
Figure 6. Example of the discretization of the operator kernel $M_\{(n,b)\}^{(256,4)}(x,y)$ (at $m = 1.0$) in $1 + 1$ dimensions. The discretization uses $n = 256$ box functions over the range $[-4,4]$ with half of the functions supported on $[-1,1]$ (equally spaced grid), and increasingly larger grid steps away from the interval $[-1,1]$ (not visible in the plots). Similar to Fig. 2, the kernel is concentrated near the diagonal (see matrix plot on the left) and falls off strongly away from the diagonal (see surface plot on the right). Both plots share the same colour scale from very light grey at 0, through yellow for small positive values, to dark blue for large positive values (color figures online).

An example result for the matrix $M_\{(n,b)\}$ with a basis of 256 box functions over the interval $[-4,4]$, and with $m = 1$, is shown in Fig. 6; we focus here on the interior of the interval. The matrix is supported along the diagonal (first plot) and the values away from the diagonal fall off rapidly (second plot). By these results, $M_\{-$ still appears to be at least close to a multiplication operator.

A comparison of $M_\{(n,b)\}$ for a fixed mass $m = 0.1$ but a varying discretization parameter $b \in \{2, 4, 6\}$ is shown in Fig. 7. Even though all discretizations have the same grid and hence the same number of basis functions supported within the interval, the difference choices of an outer grid affect the results in the interior, with the largest difference between $b = 2$ and $b = 4$. Since the cut-off effects become very small when increasing the discretization range further from $b = 4$ to $b = 6$, in the following we report the results for $b = 4$ only. Notice that the non-equal grid spacing yields twice the resolution over the interval region when compared to the case of the right wedge. Hence, we decrease the width of the Gaussian test functions to $\sigma = \frac{6}{64}$, but otherwise use the same set of functions as in Sect. 4.

Let us now quantitatively investigate the behaviour of the values near the diagonal when changing the mass parameter. We consider two reference values: The first is the quadratic result (short: $qd$) for $m = 0$ that is expected
for higher dimensions [16],

$$M_{\text{ref,qd}}(x, y) := \pi(1 - x^2)\delta(x - y).$$

(32)

For the second, note that our double cone is the intersection of a left wedge with tip at $x = 1$ and a right wedge with tip at $x = -1$. Denoting by $\Delta_L$, $\Delta_R$ their associated modular operators, we have $-\log \Delta \leq -\log \Delta_{L,R}$ (cf. [3, Sec. 2.1], with operator monotonicity of the logarithm). Thus, $\langle h, M_- h \rangle \leq \min_{D \in \{L, R\}} \langle h, M_{-, D} h \rangle$ from Prop. 2.3, where $M_{-, D}$ are known explicitly, analogous to (20). Assuming that $M_-$ for the double cone is still a multiplication operator, it must therefore be bounded above by the piecewise linear (short: pl) kernel

$$M_{\text{ref,pl}}(x, y) := 2\pi\min(- (x - 1), x + 1)\delta(x - y).$$

(33)

In expectation values for the Gaussian test functions (26), we obtain

$$\langle h_i, M_{\text{ref,qd}} h_i \rangle = \pi\left(1 - \frac{\sigma^2}{2} - \mu_i^2\right),$$

(34a)

$$\langle h_i, M_{\text{ref,pl}} h_i \rangle = 2\pi\left(1 - \mu_i \text{erf}\left(\frac{\mu_i}{\sigma}\right) - 2\sigma\sqrt{\pi}\exp\left(-\frac{\mu_i^2}{\sigma^2}\right)\right).$$

(34b)

Figure 8 shows the diagonal of the smeared operator kernel for various values of $m$. It is clearly visible that the numerical results depend on $m$, and that they differ from the quadratic reference (the exact result suggested for all masses in [19,20]). All curves fall between the two reference lines, and they seem to approximate the quadratic reference (“massless case”) for small $m$ and the piecewise linear reference (“double wedge”) for large $m$.

Another perspective on the mass dependence is shown in Fig. 9, where the diagonal of $\langle h_i, M_{(n,b)} h_i \rangle$ is plotted against the mass parameter for various positions $\mu_i = x$ within the interval region. Note, however, that the data points for inverse masses of the order of the discretization resolution, and large
Figure 8. Comparison of the smeared operator kernel $M^{(n,b)}_{\mu_i}$ for the $(1+1)$-dimensional interval with different mass parameters $m$ and a fixed discretization over the range $[-4,4]$ with resolution $n = 256$.

Figure 9. Comparison of the mass dependence of the smeared operator kernel $M^{(n,b)}_{\mu_i}$ at different positions $\mu_i = x$ within the right half of the interval in $1+1$ dimensions. The discretization is kept fixed over the range $[-4,4]$ with $n = 256$ box functions.

Inverse masses of the order of the discretization range should be considered less robust, because a detailed analysis of their behaviour would require larger discretization parameters $n$ and $b$, respectively.
6. The Double Cone in $3 + 1$ Dimensions

We now investigate the analogous case of a double cone in physical spacetime dimension; that is, we set

$$
\mathcal{H}_r = L^2_0(\mathbb{R}^3), \quad \mathcal{L}_r = \{ f \in \mathcal{H}_r \mid \text{supp } f \subset B_1 \}, \quad A = -\Delta + m^2,
$$

where $B_1$ is the ball of radius 1 around the origin. However, since discretization with three-dimensional box functions is not numerically feasible with our current methods (the required matrix dimensions would be far too large), we first use rotational symmetry to simplify the problem.

To that end, let us express the Helmholtz operator $A$ in spherical coordinates,

$$
A = -\frac{1}{r^2} \frac{\partial}{\partial r} r^2 \frac{\partial}{\partial r} + \frac{L^2}{r^2} + m^2,
$$

$$
L^2 := -\frac{1}{\sin \vartheta} \frac{\partial}{\partial \vartheta} \sin \vartheta \frac{\partial}{\partial \vartheta} - \frac{1}{\sin^2 \vartheta} \frac{\partial^2}{\partial \varphi^2}.
$$

Decomposing the square of the angular momentum operator $L^2$ into its known eigenbasis, i.e. spherical harmonics $Y^k_\ell$ ($\ell \in \mathbb{N}_0$, $k \in \mathbb{Z}$, $-\ell \leq k \leq \ell$) with eigenvalues $\ell(\ell + 1)$, we can identify by a unitary transformation,

$$
\mathcal{H}_r = \bigoplus_{\ell,k} L^2_0((0, \infty), r^2 dr), \quad \mathcal{L}_r = \bigoplus_{\ell,k} \{ f \mid \text{supp } f \subset (0, 1) \}, \quad A = \bigoplus_{\ell,k} A_\ell,
$$

where $A_\ell$ is the modified spherical Bessel operator

$$
A_\ell = -\frac{1}{r^2} \left( r^2 \frac{\partial^2}{\partial r^2} + 2r \frac{\partial}{\partial r} - m^2 r^2 - \ell(\ell + 1) \right).
$$

In this “direct sum of one-particle structures”, it is clear that the conditions of Definition 2.1 hold for the sum if and only if they hold for every summand, and the operators $B, M_\pm$ etc. split accordingly. For the following, we will focus on the summands for $\ell = 0$ and $\ell = 1$.

We proceed similarly as before to choose a discretization basis along the radial dimension, but now for the discretization range $[0, b]$ with $b \in \{2, 4, 6\}$. Since the measure for the inner products of the Hilbert spaces takes the form $r^2 dr$, the normalization factor of the box functions changes accordingly. The discretization grid is defined in the same way as for the interval case in two dimensions — equally spaced within the ball, $r \in [0, 1]$. Again, we present our results for $n = 256$ only, with $n = 128$ yielding coarser but very similar values. For $b = 2$, the outside spacing equals the inside, while for $b = 4$ and $b = 6$, the spacing increases linearly from $r = 1$ to $r = b$ as in Sect. 5. Thus, $\dim \mathcal{L}_r = \dim \mathcal{L}_r^\perp$ holds summand by summand.

Instead of a discretization of $A_\ell^{-1/4}$, we first consider the inverse $A_\ell^{-1}$, since the latter has a known expression for its kernel. Namely, it is the Green’s function that solves

$$
(A_\ell A_\ell^{-1})(r, s) = \frac{1}{r^2} \delta(r - s).
$$
Expressed in terms of modified Bessel functions of the first and second kind, \( I_{\ell+1/2} \) and \( K_{\ell+1/2} \), respectively, we have

\[
A_{-1}^{-1}(r, s) = \sqrt{\frac{1}{rs}} \left( \Theta(r-s)K_{\ell+\frac{1}{2}}(mr)I_{\ell+\frac{1}{2}}(ms) + \Theta(s-r)I_{\ell+\frac{1}{2}}(mr)K_{\ell+\frac{1}{2}}(ms) \right).
\]  

(40)

The integrals for the matrix components \((A_{-1}^{-1})_{ij}^{(n,b)}\) are computed using standard anti-derivatives of the modified Bessel functions. Notice that the operator kernel is a sum of products such that a coordinate transformation, as in Sect. 4, is not necessary. Afterwards, the required discretization of \(A_{-1}^{-1/4}\) is obtained by computing the fractional power of the matrix \((A_{-1}^{-1})_{ij}^{(n,b)}\) numerically. Finally, \(A_{-1}^{1/4}\) is computed as the matrix inverse of \((A_{-1}^{-1/4})_{ij}^{(n,b)}\) to make sure that these two matrices are inverses of each other with a sufficient numerical precision.

Applying our algorithm, we obtain discretized approximations for \(M_{(n,b)}\) as shown in Fig. 10 for \(m = 1.0\) and \(\ell \in \{0, 1\}\). For both \(\ell = 0\) and \(\ell = 1\), these results look very similar to the two-dimensional interval, with a rapid falloff away from the diagonal \(r = s\).

For a quantitative comparison along the diagonal, we swap the Gaussian test functions (26) for log-Gaussian test functions (with parameters \(\sigma\) and \(\mu_i\) in natural scale),

\[
h_i(r) = \frac{1}{\sqrt{\pi \log \alpha_i}} \sqrt{\frac{1}{r^3}} \exp \left( -\frac{\log^2 \left( \frac{\alpha_i r}{\mu_i} \right)}{4 \log \alpha_i} \right), \quad \text{where} \quad \alpha_i := \sqrt{1 + \frac{\sigma^2}{\mu_i^2}}.
\]  

(41)

The position parameter \(\mu_i\) takes values in \(\{0.05, 0.1, 0.15, 0.2, \ldots, 1.15, 1.2\}\), and we set \(\sigma = \frac{6}{128}\).

When varying the discretization parameter \(b \in \{2, 4, 6\}\) (while having the resolution parameter fixed to \(n = 256\)), see Fig. 11, we see that the results are nearly identical for cut-offs at 4 and 6, while there is a noticeable change when going from \(b = 2\) to 4. Also notice that we now have a discretization boundary at \(r = 0\) that might cause slightly imprecise results for very small radii. To take a closer look at the mass dependence, we choose \(b = 4\).

As analytic reference, we take again the quadratic expression from the massless solution, where here it takes the form

\[
M_{\text{ref}}(r, s) := \pi \left( 1 - r^2 \right) \frac{1}{r^2} \delta(r - s).
\]  

(42)

This reference as well as the numerical results are smeared against the log-Gaussian test functions (41).

Though the mass dependence is not as pronounced as in the two-dimensional case, a variation with the parameter \(m\) is clearly present and shown in Fig. 12 for two different values \(\ell = 0\) (Fig. 12a) and \(\ell = 1\) (Fig. 12b). Once again, the curves seem to approach the massless reference when \(m\) becomes small, but diverge from it when the mass is increased. In Fig. 13, we
Figure 10. Example of the discretization of the radial operator kernel $M_{-}(r, s)$ for $\ell = 0$ (10a) and $\ell = 1$ (10b). The discretization uses 256 box functions over the range $[0, 4]$ with half of the functions supported on $r \in [0, 1]$ (equally spaced grid), and linearly increasing grid steps away from the interval (not shown in the plots). Similar to Fig. 2 and Fig. 6, the kernel is mostly diagonal (see matrix plot on the left) and falls off rapidly for $r \neq s$ (see surface plot on the right). Each pair of plots shares the same colour scale from cyan for small negative values, through very light grey at 0 and yellow for small positive values, to dark blue for positive values. Notice that the scales are almost (but not quite) identical for $\ell = 0$ and $\ell = 1$ (color figures online).
present the same dependence from the perspective of various masses at fixed locations \( \mu_i = r \) within the interval. Especially for small radii, a mass dependence emerges, while the nearly horizontal lines for \( r > 0.7 \) shows that the modular operator becomes mass-independent when approaching the interval boundary \( r = 1 \). At that boundary, the behaviour is very similar to the case of a left wedge placed at \( r = 1 \).

Comparing the plots for \( \ell = 0 \) and \( \ell = 1 \) at equal masses, notice that there is also a minor dependence on the angular eigenvalue \( \ell \), though this effect is less distinct.

7. Conclusions

In this article, we have computed a numerical approximation to the modular generator for a double cone in the massive free field on (1 + 1)- and (3 + 1)-dimensional Minkowski space. Specifically, we approximated the component \( M_- \) as in (9). Using a finite-dimensional approximation of the one-particle structure, we discretized the kernel of \( M_- \) in a basis of box functions in position space, reducing the problem to functional calculus of matrices.

Our results in the (1 + 1)-dimensional case indicate that the leading contribution of \( M_- \) is a multiplication operator, at least on the subspace corresponding to the interior of the double cone. However, if so, this multiplication operator must be mass-dependent, unlike expected in [19, 20]. Similarly in 3 + 1 dimensions, \( M_- \) seems to act at leading order as a mass-dependent multiplication operator on every subspace of fixed angular momentum \( \ell \); if, however, the multiplier function also depends on \( \ell \), as our results indicate, then \( M_- \) is not a multiplication operator in the usual sense. Irrespective of that, the difference of the multiplication parts for different masses would have continuous spectrum, making it unlikely that compact perturbation methods [19] are applicable.
We also mention an application to relativistic quantum information theory: In our situation, the relative entropy between the Fock vacuum $\omega$ and a coherent excitation $\omega_f(\cdot) := \omega(W(f)^* \cdot W(f))$, $f \in \mathcal{H}$, with respect to the
Figure 13. Different perspective on the mass dependence as shown in Fig. 12, here at different positions $\mu_i = r$

Weyl subalgebra $\mathcal{W}(\mathcal{L}) \subset \mathcal{W}(\mathcal{H})$, is given by [10]

$$S_{\mathcal{W}(\mathcal{L})}(\omega_f \parallel \omega) = - \langle f, P^* \log \Delta f \rangle_{\mathcal{H}}$$

$$= \left\langle f, \left(\chi_{-\frac{1}{4}} M_+ \oplus \chi_{\frac{1}{4}} M_- \right) f \right\rangle_{\frac{1}{4} \oplus -\frac{1}{4}}; \quad (43)$$

thus, our methods provide a numerical approximation of this quantity.

Similar numerical studies of the entanglement Hamiltonian and entanglement entropy [11,18] start from a lattice approach to the quantum system, while we set out from the quantum field theory in the continuum. Besides this conceptual difference, we note that those authors obtain the entanglement Hamiltonian as an operator on the subspace $\mathcal{L}$, while our technique yields the modular operator for $\mathcal{L}$ acting on the full Hilbert space $\mathcal{H}$. An in-depth comparison of these two numerical approaches would be worthwhile, but requires further work.
While we verified the quality of our approximation in the test case of a (1 + 1)-dimensional wedge, where the analytical result is well known, we did not present any rigorous convergence proof. Certainly, it would be of interest to establish precise conditions under which the modular objects of a finite-dimensional one-particle structure converge to those of an infinite-dimensional one; we hope to return to this point elsewhere.

We restricted our attention to double cones in the scalar field, but the same numerical methods should apply to other spacetime regions, other wave operators, and by purification methods (cf. [4]) also to thermal states and to quasifree states of linear quantum fields in a gravitational background, yielding relevant results for relative entropies in these cases. However, in particular for non-symmetric regions in higher dimensions, this would require a performance optimization of the numerical algorithm, which we have not focussed on here. In particular, it would be worthwhile to find an alternative approach to the eigenvalue problem of the matrices $B^{(n)}$ that eliminates the need for high-precision floating point arithmetic.
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