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The no-programming theorem prohibits the existence of a Universal Programmable Quantum Processor. This statement has several implications in relation to quantum computation, but also to other tasks of quantum information processing, making this construction a central notion in this context. Nonetheless, it is well known that even when the strict model is not implementable, it is possible to conceive of it in an approximate sense. Unfortunately, the minimal resources necessary for this aim are still not completely understood. Here, we investigate quantitative statements of the theorem, improving exponentially previous bounds on the resources required by such a hypothetical machine. The proofs exploit a new connection between quantum channels and embeddings between Banach spaces which allows us to use classical tools from geometric Banach space theory in a clean and simple way.

Since the early days of Quantum Information Theory, no-go theorems have served as guideline in the search of a deeper understanding of quantum theory as well as for the development of applications of quantum mechanics to cryptography and computation. They shed light on those aspects of quantum information which make it so different from its classical counterpart. Some renowned examples are the no-cloning 1, no-deleting 2 and no-programming 3 theorems.

The no-programming theorem concerns with the so-called Universal Programmable Quantum Processor, UPQP 4. A UPQP is a universal machine able to perform any quantum operation on an arbitrary input state of fixed size, programming the desired action in a quantum register inside the machine (a quantum memory). It can be understood as the quantum version of a stored-program computer. For the sake of simplicity, we will consider programmability of unitary operations, although this is not really a restrictive assumption 3.

With this figure of merit, the no-programming theorem is stated as the non-existence of a UPQP using finite dimensional resources. The key observation made in 3 is that in order to program two different unitaries we need two orthogonal program states. Then, the infinite cardinality of the set of unitary operators, even in the case of a qubit, leads immediately to the requirement of an infinite dimensional memory. Similar consequences follow for the related concept of Universal Programmable Quantum Measurements 6–8, which are machines with the capability to be programmed to implement arbitrary quantum measurements.

From a conceptual point of view, the no-programming theorem points out severe limitations in how universal quantum computation can be conceived. However, these limitations can be surpassed by relaxing the requirements on the model of UPQP. In particular, one can consider programmable devices working noisily or probabilistically. Indeed, in the last two decades, several proposals of such approximate UPQPs have appeared in the literature 3, 9, 10. Thus, it is interesting to look for more quantitative statements about quantum programmability. To put it in explicit words, we worry here about the relation between the memory size of an approximate UPQP, m, and both, the accuracy of the scheme, ε, and the size of the input register in which we want to implement the program, d. Despite their relevance, these relations are still poorly understood. Existing results are summarized in table 1.

In this Letter we provide new upper and lower bounds which substantially clarify the ultimate resources required by approximate UPQPs. Indeed, the results in this work entail exponential improvements over previously known results. Our bounds show the optimal dependence of m with ε and d separately. In fact, the lower bound of Theorem 3 is nearly saturated for fixed ε by the performance of Port Based Teleportation, which was originally conceived as a UPQP 10. On the other hand, we deduce an upper bound, 2, saturating almost optimally the scaling with ε of the bound from 11.

The proofs presented in this manuscript are based on a connection with geometric functional analysis that we uncover. The use of techniques from this branch of functional analysis, in particular, from Banach space theory and operator spaces - as it is the case in this work - have proven to be very fruitful in the study of different topics of quantum information theory such as entanglement theory, quantum non-locality and quantum channel theory (see [15, 16] and references therein). We find the path to put forward this mathematical technology to the framework studied here. More precisely, we characterize UPQPs as isometric embeddings between concrete Banach spaces which are in addition complete contractions (considering some operator space structure). Once this characterization is
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established, the results about UPQPs are deduced by using classical tools from local Banach space theory in a simple and clean way. We think that the general ideas presented here and potential generalizations of them can provide further insights in other contexts related with quantum computation and cryptography.

In this main text, we limit ourselves to explain the results stressing the ideas behind them [17].

**Preliminaries.**– Given a finite dimensional Hilbert space \( \mathcal{H} \), we denote by \( \mathcal{B}(\mathcal{H}) \) or \( \mathcal{S}(\mathcal{H}) \) the space of (bounded) operators on \( \mathcal{H} \) with the operator or the trace norm, respectively. We will also denote by \( \mathcal{U}(\mathcal{H}) \) and \( \mathcal{D}(\mathcal{H}) \) the subset of unitary and density operators. The set of quantum channels (that is, completely positive and trace preserving maps \( \mathcal{B}(\mathcal{H}) \to \mathcal{B}(\mathcal{H}) \)) will be denoted by \( \text{CPTP}(\mathcal{H}) \). We will usually consider a \( d \)-dimensional complex Hilbert space \( \mathcal{H}_d \) as the input state space and an ancillary \( m \)-dimensional complex Hilbert space \( \mathcal{H}_m \), as the memory of the programmable device under consideration. When logarithms are used, they are generically considered in base 2.

**Definition 1.** A quantum operation \( \mathcal{P} \in \text{CPTP}(\mathcal{H}_d \otimes \mathcal{H}_m) \) is a \( d \)-dimensional Universal Programmable Quantum Processor, UPQP\(_d \), if for every \( U \in \mathcal{U}(\mathcal{H}_d) \) there exists a unit vector \( | \phi_U \rangle \in \mathcal{H}_m \) such that:

\[
\text{Tr}_{\mathcal{H}_m} [\mathcal{P} (\rho \otimes | \phi_U \rangle \langle \phi_U |)] = U \rho U^\dagger, \quad \text{for every} \quad \rho \in \mathcal{D}(\mathcal{H}_d).
\]

Essentially, this is the concept of Universal Quantum Gate Array introduced in [2], and whose impossibility is the content of the no-programming theorem discovered also there. As we said in the previous section, the no-programming theorem does not apply if one considers a relaxation of the previous definition; that is, in the case of approximate UPQPs. Two notions of approximate UPQPs have been considered in the literature: probabilistic settings [2, 22], which implement exactly the desired unitary with some probability of failure, obtaining information about the success or failure of the procedure; and deterministic UPQPs [22], which always implement an operation which is close to the desired one. Notice that both notions are related, since probabilistic UPQPs can be also understood as deterministic ones just ignoring the information about the success or failure of the computation. A natural way to express these notions of approximation is through the distance induced by the diamond norm [24].

**Definition 2.** We say that \( \mathcal{P} \in \text{CPTP}(\mathcal{H}_d \otimes \mathcal{H}_m) \) is a \( d \)-dimensional \( \varepsilon \)-Universal Programmable Quantum processor, \( \varepsilon \)-UPQP\(_d \), if for every \( U \in \mathcal{U}(\mathcal{H}_d) \) there exists a unit vector \( | \phi_U \rangle \in \mathcal{H}_m \) such that:

\[
\frac{1}{2} \| \text{Tr}_{\mathcal{H}_m} [\mathcal{P} (\cdot \otimes | \phi_U \rangle \langle \phi_U |) - U (\cdot) U^\dagger] \|_\diamond \leq \varepsilon,
\]

where \( \| \cdot \|_\diamond \) denotes the diamond norm.

Two relevant examples of approximate UPQPs are,

- the one built based on standard quantum Teleportation [3], which can be understood as a probabilistic \( \varepsilon \)-UPQP\(_d \) with \( \varepsilon = 1 - \frac{1}{d^2} \) and memory dimension \( m = d^2 \);
- the protocol of Port Based Teleportation itself [11], which can be arranged as a probabilistic or deterministic \( \varepsilon \)-UPQP\(_d \) with memory dimension, \( m \), scaling as \( \sim 2 \frac{4d^2 \log d}{\varepsilon^2} \) [13, 14].

Notice that in the first case, the resources used are remarkably efficient. The counterpart is that the success probability (accuracy of the setting) is rather low. In contrast, in the second example the accuracy can be arbitrarily improved at the prize of increasing the dimension of the resource state. These examples show the rich landscape of behaviours displayed by UPQPs, which turns the understanding of these objects challenging. The results presented here shed new light on them.

**The connection.**– In this section we explain, omitting proofs, the key connection between \( \varepsilon \)-UPQP\(_d \) and isometric embeddings between Banach spaces at the heart of the proofs of our main results.

The crucial ingredient is the characterization of UPQP\(_d \) as isometric embeddings \( \Phi : \mathcal{S}_1(\mathcal{H}_d) \to \mathcal{B}(\mathcal{H}_m) \) with completely bounded norm \( \| \Phi \|_{cb} \leq 1 \), i.e., complete contractions. For \( \varepsilon \)-UPQP\(_d \) the characterization holds distorting the isometric property of the embedding with
some disturbance $\delta(\varepsilon)$. Turning to the completely bounded norm of $\Phi$, it can be understood in this particular case as follows. Let us put each $V \in B(H_d \otimes H_m)$ in one-to-one correspondence with the linear map

$$
\Phi_V : S_1(H_d) \rightarrow B(H_m),
\sigma \rightarrow \Phi_V(\sigma) := Tr_{H_d}V(\sigma^T \otimes I_M). \quad (1)
$$

Given this correspondence, the completely bounded norm of $\Phi_V$ can be simply regarded as $\|\Phi_V\|_{cb} = \|V\|_{B(H_d \otimes H_m)}$. More generally, within the theory of operator spaces, $S_1(H_d)$ and $B(H_m)$ are endowed naturally with a sequence of norms when tensorized with the set of $k \times k$ complex matrices $M_k$. Then, $\|\Phi\|_{cb}$ is nothing but $\sup_k \|\Phi\|$. The equivalence between this more profound definition of the completely bounded norm and the one given before is provided by a well known result in operator space theory [23, Proposition 8.1.2]. We emplace the interested reader to [17].

We are now in position to state formally the results of this section:

**Theorem 1.** Every unitary $\varepsilon - UPQP_d$, given by $P(\cdot) = V(\cdot)\dagger$ in CPTP($H_d \otimes H_m$), defines a completely contractive map $\Phi_V : S_1(H_d) \rightarrow B(H_m)$ such that

$$
\|\sigma\|_{S_1(H_d)} \geq \|\Phi_V(\sigma)\|_{B(H_m)} \geq (1 - \varepsilon)^{1/2}\|\sigma\|_{S_1(H_d)}
$$

for every $\sigma \in S_1(H_d)$. Such a map is called a completely contractive $\varepsilon$-embedding.

We also found true a converse of this statement:

**Theorem 2.** Every completely contractive map $\Phi : S_1(H_d) \rightarrow B(H_m)$ such that

$$
\|\Phi(\sigma)\|_{B(H_m)} \geq (1 - \delta)\|\sigma\|_{S_1(H_d)}
$$

for every $\sigma \in S_1(H_d)$, defines a $\varepsilon - UPQP_d$ with $\varepsilon = \sqrt{2\delta}$ and memory dimension at most $dm^3 = \dim(H_d \otimes H_m^3)$.

This establishes a characterization, rather than a simple relation between the objects considered. Even when the proofs of these theorems were left outside the main text, let us finish this section noting that the starting point to establish this characterization is precisely the correspondence considered above, [11].

**Results about UPQPs.** The characterization given in the preceding section leads to a better understanding of UPQPs, which is summarized in the last column of Table [11]. This results, presented in the remaining of the Letter, reduce drastically the existing gaps between previous lower an upper bounds in the study of UPQPs. We now sketch the proof of them.

Let us begin with the upper bound,

$$
m \leq \left(\frac{C}{\varepsilon}\right)^2, \quad (2)
$$

where $C$ is a constant. Although this bound follows easily from a $\varepsilon$-net argument, we find instructive to follow the lines of the proof of Theorem [2] in this simplified case.

Firstly, we think at the level of embeddings between Banach spaces and consider the following mapping:

$$
\Phi : S_1(H_d) \rightarrow \ell_\infty(\text{ball}(B(H_d)))
\sigma \rightarrow (\text{Tr}[A\sigma^T])_{A \in \text{ball}(B(H_d))}, \quad (3)
$$

where $\text{ball}(X)$ denotes the unit ball of a Banach space $X$ and, for a given set $X$, $\ell_\infty(X)$ denotes the space of bounded functions from $X$ to $\mathbb{C}$ endowed with the supremum norm. Then, it is straightforward to see that this embedding is isometric. Indeed, noting that $B(H_d)$ is the Banach dual of $S_1(H_d)$, the embedding considered is usually recognized as a standard consequence of the Hahn-Banach theorem [23].

In addition, the fact that $\ell_\infty(X)$ can be understood as a commutative $C^*$-algebra guarantees that the bounded and completely bounded norms of any map $\Phi : E \rightarrow \ell_\infty(X)$ coincide [23, Proposition 2.2.6]. This also allows us to drop out the awkward transposition in [5].

In order to obtain a finite dimensional version of the embedding [3], we discretize the image by means of a $\varepsilon$-net on $U(H_d)$. That is, we consider a finite sequence $\{U_i\}_{i=1}^{|I|} \subset U(H_d)$ such that for every $U \in U(H_d)$ there exists an index $i \in I$ verifying $\|U - U_i\|_{B(H_d)} \leq \varepsilon$. Then, we define the embedding

$$
\tilde{\Phi} : S_1(H_d) \rightarrow \ell_\infty(I)
\sigma \rightarrow (\text{Tr}[U_i\sigma])_{i=1}^{|I|} \rightarrow \sum_{i \in I} \text{Tr}[U_i\sigma]|i\rangle\langle i|,
$$

being $H_I$ a complex Hilbert space of dimension $|I|$. Now, it is an easy exercise to see that

$$
\|\sigma\|_{S_1(H_d)} \geq \|\tilde{\Phi}(\sigma)\|_{B(H_I)} \geq \left(1 - \frac{\varepsilon^2}{2}\right)\|\sigma\|_{S_1(H_d)},
$$

for every $\sigma \in S_1(H_d)$. Then, $\tilde{\Phi}$ is a particular instance of a map in the conditions of Theorem [2] but its very simple structure allows to get to the conclusion of the theorem very easily in this case, as we show now.

The embedding $\tilde{\Phi}$ suggests considering the channel $P(\cdot) = V(\cdot)\dagger$, with $V \in U(H_d \otimes H_I)$ being the controlled unitary:

$$
V = \sum_i U_i \otimes |i\rangle\langle i|,
$$

where the register $H_I$ plays the role of a memory. Then, according to Definition [2] let us compute the diamond distance of this channel (with a suitable memory state) with any unitary $U \in U(H_d)$. Since the action of the considered channel on the input state is unitary, the problem reduces in this case to compute the usual trace distance

$$
\min_{i \in I} \max_{|\psi\rangle \in \text{ball}(H_d)} \frac{1}{2} ||U_i|\psi\rangle\langle U_i| - U|\psi\rangle\langle U| ||_1
= \min_{i \in I} \max_{|\psi\rangle \in \text{ball}(H_d)} \sqrt{1 - |\langle \psi|U_i^\dagger U|\psi\rangle|^2}
\leq \max_{|\psi\rangle \in \text{ball}(H_d)} \sqrt{1 - \left(1 - \frac{\varepsilon^2}{2}\right)^2} \leq \varepsilon.
$$
Therefore, the considered channel, $\mathcal{P}$, is a $\varepsilon$–UPQP$_d$ with memory dimension $|\mathcal{I}|$, the cardinality of the $\varepsilon$-net considered. This cardinal can be further refined than $|\mathcal{I}|$ for some constant $\tilde{C}$ [15, Theorem 5.11], which is the announced bound.

Due to the particular structure of the constructed $\varepsilon$–UPQP$_d$, we notice that the program states encoding different unitaries of the $\varepsilon$-net $\{U_i\}_{i=1}^{\mathcal{I}}$ are indeed orthogonal. This is in consonance with the fact discovered by Nielsen and Chuang that for a UPQP$_d$ ($\varepsilon = 0$) any two program states encoding different unitaries must be orthogonal [3]. Then, given a $\varepsilon$–UPQP$_d$, it is tempting to try to reverse the previous $\varepsilon$-net argument to find $|\mathcal{I}|$ mutually orthogonal program states, lower bounding in this way the dimension $m$ with the cardinality $|\mathcal{I}|$. However, in general ($\varepsilon > 0$) the orthogonality between program states is no longer true (one can consider, for example, the case of Port Based Teleportation [10]). Moreover, previous lower bounds in [11] and [12] (see Table I) were based precisely on direct $\varepsilon$-net arguments which, in the end, essentially reduce to rough volume estimations. It turns out that the type constants (defined below) of the Banach spaces involved in Theorem I give a more refined information of their geometry. This, together with the key property that type constants are preserved by subspaces, allows to conclude from Theorem I the following exponential improvement over previous lower bounds on $m$:

**Theorem 3.** Let $\mathcal{P} \in \text{CPTP}(\mathcal{H}_d \otimes \mathcal{H}_m)$ be a $\varepsilon$–UPQP$_d$, then

$$\dim \mathcal{H}_m \equiv m \geq 2^{\frac{(1-\varepsilon)\log d}{(\varepsilon/4)^d}}$$

for some constant $C$. Furthermore, if $\mathcal{P}$ is a unitary channel one has $m \geq 2^{\frac{(1-\varepsilon)\log d}{(\varepsilon/4)^d}}$.

Let us sketch how Theorem 3 can be obtained from Theorem I. For simplicity, we restrict to the case where the considered UPQP is a unitary channel. The general case can be handled by means of a Stinespring’s dilation of the channel under consideration.

The basic idea consists in studying $\varepsilon$-embeddings between $\mathcal{S}_1(\mathcal{H}_d)$ and $\mathcal{B}(\mathcal{H}_m)$. These two spaces are extremely far apart from each other as Banach spaces and it is this intuition which leads us to Theorem 4. A quick argument to study necessary conditions on the dimensions of the spaces involved is provided considering their type-2 constants. Given a Banach space $X$, its type-2 constant, $T_2(X)$, is the infimum of the constants $T$ satisfying the inequality

$$\left( \mathbb{E} \left[ \left\| \sum_{i} \varepsilon_i x_i \right\|_X^2 \right] \right)^{1/2} \leq T \left( \sum_{i=1}^{n} \left\| x_i \right\|_X^2 \right)^{1/2},$$

for every sequence $\{x_i\}_{i=1}^{n} \subseteq X$. There, $\mathbb{E}[\cdot]$ is the expected value over any combination of signs $\{\varepsilon_i\}_{i=1}^{n} \in \{-1, 1\}^n$ with uniform weight $1/2^n$, that is, independent identically distributed Rademacher random variables [17]. Let us point out that despite the great impact of the notion of type/cotype on Banach space theory in the last decades, in the context of quantum information it only appeared very recently in [27].

Since $\Phi_V$ in Theorem I maps $\mathcal{S}_1(\mathcal{H}_d)$ into a subspace of $\mathcal{B}(\mathcal{H}_m)$—with distortion $(1 - \varepsilon)^{1/2}$—the following relation between type constants of these spaces is enforced:

$$T_2(\mathcal{S}_1(\mathcal{H}_d)) \leq \frac{1}{(1 - \varepsilon)^{1/2}} T_2(\Phi_V(\mathcal{S}_1(\mathcal{H}_d))) \leq \frac{1}{(1 - \varepsilon)^{1/2}} T_2(\mathcal{B}(\mathcal{H}_m)).$$

The first inequality follows from $\Phi_V$ being a $\varepsilon$-embedding (in the sense of Theorem I), while the second inequality follows from the property of type constants being preserved by subspaces. Introducing in those inequalities the following known estimates for type constants of the spaces involved:

$$\sqrt{d} \leq T_2(\mathcal{S}_1(\mathcal{H}_d)), \quad T_2(\mathcal{B}(\mathcal{H}_m)) \leq \sqrt{C \log m},$$

we obtain the desired bound:

$$d \leq \frac{C}{(1 - \varepsilon)} \log m \Rightarrow m \geq 2^{\frac{(1-\varepsilon)\log d}{(\varepsilon/4)^d}}.$$

The constant here, as well as in the general case of nonunitary channels, can be taken equal to 4.

To finish, let us mention that the type-argument sketched above can be made more explicit, obtaining bounds for the memory size necessary to program specific families of unitaries [15].

**Discussion.**– In this work we have studied the minimal conditions, in terms of resources, that have to be satisfied by approximate UPQPs. The bounds presented here have clarified several questions about optimality of this conceptual construction. In fact, we have almost closed the gaps in the optimal scaling of the memory size of UPQPs with the accuracy $\varepsilon$ and input dimension $d$, when considered separately.

Firstly, we have deduced the upper bound (2) giving a construction based on a $\varepsilon$-net on $\mathcal{U}(\mathcal{H}_d)$. In this sense, this construction can be seen as a generalization to the case of UPQPs of the programmable measurement introduced in [8]. As in that case, our proposal improves exponentially the memory resources consumed by other known constructions (see Table I). In fact, the bound (2) exponentially improves the scaling with the accuracy $\varepsilon$ of Port Based Teleportation and nearly saturates the lower bound deduced in [11] in the context of Universal Programmable Measurements. This shows that, indeed, this is the optimal dependence on that parameter also in the case of UPQPs. More generally, it also outperforms Port Based Teleportation whenever $\tilde{C}/\varepsilon \leq d^{1/2}$. Obviously, the drawback is that the optimal $\varepsilon$–UPQP$_d$ constructed here cannot be used to achieve any kind of teleportation.

On the other hand, the main result obtained is the lower bound expressed by Theorem 3. The first and most obvious consequence of this result is that for any
fixed value of $\varepsilon$, the dimension of the memory of a $\varepsilon - \text{UPQP}_d$ must scale exponentially in $d$. Indeed, in this case the dependence with $d$ in the stated lower bound is exponentially stronger than all known previous results. Furthermore, this bound is saturated in this sense by the performance of Port Based Teleportation, referred in table 1 as the best upper bound for $m$.

Notwithstanding, more difficult relations $\varepsilon - d$ can be considered, being the general scaling in this case still an open question. However, we also contribute to this point giving an upper bound for the achievable accuracy by UPQPs with memory of size $\text{poly}(d)$. As a straightforward consequence of Theorem 3 we obtain the next:

**Corollary 1.** For any $\varepsilon - \text{UPQP}_d$ with memory size $m \leq kd^s$ for some constants $k$, $s$, the following inequality is satisfied:

$$\varepsilon \geq 1 - C_{k,s}' \frac{\log d}{d},$$

where $C_{k,s}' = 3C(s + \log k + 2/3)$.

This severely restricts the accuracy achievable by $\varepsilon - \text{UPQP}_d$ with polynomially sized memories.

Moreover, due to the relation between UPQPs and other tasks as quantum teleportation [3], [10], state discrimination [6], [28], parameter estimation [29], secret and blind computation [30], homomorphic encryption [31], quantum learning of unitary transformations [32], etc., we believe that the knowledge about them could also be relevant in a wide variety of topics. For example, as a direct application of the results presented here, we also obtain a lower bound for the dimension of the resource space necessary to implement deterministic Port Based Teleportation. There exist more accurate bounds for this particular case, see [13], but notice that we did not use in any way the many symmetries presented in that protocol, and our bound is generic for any protocol implementing, in some sense, a UPQP. Furthermore, it is deduced from our results that the unavoidable exponential scaling with $\varepsilon^{-1}$ in the case of Port Based Teleportation, comes entirely from the signalling restrictions imposed in this protocol, and cannot be deduced from the programming properties of it.

Finally, some interesting questions related with the work presented here arise. The most direct one is whether it is possible to deduce a lower bound on $m$ unifying the bound from [11] and the bound from Theorem 3. This could give more information about optimality of UPQPs in cases beyond the scope of this work. In relation with that, it would be desirable to improve the exponents in the bounds to match exactly lower and upper bounds, though this will not affect qualitatively the consequences presented here. Further on, it would be also very interesting to look for relations between memory requirements on UPQPs and circuit complexity problems. A way to explore this line could consist on looking for correspondences between circuits and memory states in UPQPs.
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Supplemental Material

We concentrate the technical part of the paper here, where we provide detailed proofs of the statements made in the main text. For the reader’s convenience, we recall here the main results in the Letter:

**Theorem 1.** Every unitary $\varepsilon$–UPQP$_d$, given by $P(\cdot) = V(\cdot) V_d^\dagger \in$ CPTP$(H \otimes H_m)$, defines a completely contractive map $\Phi_V : S_1(H_d) \to B(H_m)$ such that

$$\|\sigma\|_{S_1(H_d)} \geq \|\Phi_V(\sigma)\|_{B(H_m)} \geq (1 - \varepsilon)^{1/2} \|\sigma\|_{S_1(H_d)}$$

for every $\sigma \in S_1(H_d)$.

**Theorem 2.** Every completely contractive map $\Phi : S_1(H_d) \to B(H_m)$ such that

$$\|\sigma\|_{S_1(H_d)} \geq \|\Phi(\sigma)\|_{B(H_m)} \geq (1 - \delta) \|\sigma\|_{S_1(H_d)}$$

for every $\sigma \in S_1(H_d)$, defines an $\varepsilon$–UPQP$_d$ with $\varepsilon = \sqrt{2\delta}$ and memory dimension at most $dm^3 = \dim(H_d \otimes H_m^{\otimes 3})$.

**Theorem 3.** Let $P \in$ CPTP$(H \otimes H_M)$ be an $\varepsilon$–UPQP$_d$, then

$$\dim H_m \equiv m \geq 2^{\frac{(1 - \varepsilon)^3}{C} - \frac{1}{2} \log d}$$

for some constant $C$. Moreover, if $P$ is a unitary channel one has $m \geq 2^{\frac{(1 - \varepsilon)^3}{C} d}$.

In order to present complete and self-contained proofs of the statements above, we first need some additional definitions.

I. MORE DEFINITIONS

A. The diamond norm

We begin reviewing the diamond norm [1], which is the norm providing the distance notion in this work:

**Definition 1.** For any linear map $P : B(H_d) \to B(H_d)$ we define its diamond norm as:

$$\|P\|_o = \sup_{k \geq 1} \|P \otimes \text{Id}_k(\sigma)\|_1, \quad \sigma \in \text{ball}(S_1(H_d \otimes \mathbb{C}^k))$$

where $\| \cdot \|_1$ denotes the trace norm and $\mathbb{C}^k$ is the complex $k$-dimensional Hilbert space.

The relevance of the distance induced by this norm in quantum information theory can be explained by its operational interpretation (see [2, Ch. 3, Theorem 3.52]):

**Theorem 4.** Let $P_0, P_1 \in$ CPTP$(H)$. Then,

$$p^*_\text{dist} = \frac{1}{2} + \frac{1}{4} \|P_0 - P_1\|_o, \quad (4)$$

where $p^*_\text{dist}$ is the optimal probability of distinguishing between the channels $P_0$ and $P_1$ when a single instance of one of them is provided with probability $\frac{1}{2}$ each.

This optimal probability $p^*_\text{dist}$ can be written explicitly as:

$$p^*_\text{dist} = \sup \left[ \frac{1}{2} \text{Tr} \left[ Q (P_0 \otimes \text{Id}_Z(\rho)) \right] + \frac{1}{2} \text{Tr} \left[ (\text{Id}_{H_d \otimes Z} - Q)(P_1 \otimes \text{Id}_Z(\rho)) \right] \right], \quad (5)$$

where the supremum is taken over all finite dimensional Hilbert spaces $\mathcal{C}^k$, density operators $\rho \in \mathcal{D}(H_d \otimes \mathcal{C}^k)$ and binary POVMs $\{Q, \text{Id} - Q\}$. Moreover, the supremum is achieved for $\mathcal{C}^k \approx H_d$ and $\rho$ pure.

Another important notion in the characterization we give of UPQPs as $\varepsilon$-embedding is the completely bounded norm of a map $\Phi : S_1(H_d) \to B(H_m)$. The most natural way to introduce this notion is by understanding the completely bounded maps (maps with finite completely bounded norm) as the natural morphisms in the category of Operator Spaces. Then, let us briefly recall the key notions about these objects.
B. The completely bounded norm and operator spaces

An operator space is a complex Banach space $E$ together with a sequence of “reasonable” norms in the spaces $M_k \otimes E = M_k(E)$, where $M_k(E)$ is the space of square matrices of order $k$ with entries in $E$. This turns out to be equivalent to consider $E$ as a closed subspace of some $B(H)$ via a chosen embedding, defining the norm in $M_k(E)$ as the norm inherited from the embedding, $M_k(E) \subset M_k(B(H)) \simeq B(C^k \otimes H)$. As pointed out before, the natural morphisms compatible with this additional structure are the completely bounded (c.b.) maps. Given a linear map between operator spaces $\Phi : E \to F$, we define its completely bounded norm as $\|\Phi\|_{cb} := \sup_k \|\text{Id}_{M_k} \otimes \Phi : M_k(E) \to M_k(F)\|$. Thus, the c.b. maps are those for which $\|\Phi\|_{cb} < \infty$, and we denote them by $\text{CB}(E, F)$. Additionally, we say that a map is completely contractive (c.c.) if $\|\Phi\|_{cb} \leq 1$. Finally, c.b. maps provide us also with the notion of duality of an operator space $E$, $E^*$. For any $k \in \mathbb{N}$ we just define $M_k(E^*) = \text{CB}(E, M_k)$.

Now, $S_1(H)$ and $B(H)$ can be endowed with an operator space structure as follows. As depicted in the previous paragraph, there is a natural operator space structure on $B(H)$ given by the identification $M_k(B(H)) = B(C^k \otimes H)$. Then, $S_1(H)$ inherits its operator space structure from the former by the duality explained in the previous paragraph.

C. Type and cotype of a Banach space

Next, we introduce the notion of type and cotype of a Banach space. In order to make this work completely accessible for non-experts we will only introduce the basic concepts we need to develop our results. A complete study about the theory of type/cotype of Banach spaces can be found in classical texts as [3].

For us, it will be enough to consider the Rademacher notion of type and cotype, built on Rademacher random variables, that is, random variables which takes values $-1$ and $1$ with probability $1/2$. Let us denote in this section by $\{\varepsilon_i\}_{i=1}^n$ a set of $n$ i.i.d. such random variables. Then, $E[f(\{\varepsilon_i\}_{i=1}^n)]$ will be the expected value of the function $f$ over any combination of signs $\{\varepsilon_i\}_{i=1}^n \in \{-1,1\}^n$ with uniform weight $1/2^n$.

**Definition 2.** Let $X$ be a Banach space and let $1 \leq p \leq 2$. We say $X$ is of (Rademacher) type $p$ if there exists a positive constant $T_p(X)$ such that for every natural number $n$ and every sequence $\{x_i\}_{i=1}^n \subset X$ we have

$$\left( \mathbb{E} \left[ \left\| \sum_{i=1}^n \varepsilon_i x_i \right\|_X^2 \right] \right)^{1/2} \leq T_p(X) \left( \sum_{i=1}^n \|x_i\|_X^p \right)^{1/p},$$

Moreover, we define the Rademacher type $p$ constant $T_p(X)$ as the infimum of the constants $T_p$ fulfilling the previous inequality.

Although we will not use it in this work, for the sake of completeness we will also introduce, for a given Banach space $X$ and $2 \leq q < \infty$, the Rademacher cotype $q$ constant $C_q(X)$ as the infimum of the constant $C$ (in case they exist) such that the following inequality holds for every natural number $n$ and every sequence $\{x_i\}_{i=1}^n \subset X$,

$$C_q^{-1} \left( \sum_{i=1}^n \|x_i\|_X^q \right)^{1/q} \leq \left( \mathbb{E} \left[ \left\| \sum_{i=1}^n \varepsilon_i x_i \right\|_X^2 \right] \right)^{1/2}.$$

These are central concepts in the theory of Banach spaces, context in which the systematic use of these notions is traced back to the work of J. Hoffmann-Jørgensen, S. Kwapień, B. Maurey and G. Pisier in the 1970’s.

The following proposition is straightforward from the definition of $T_p(X)$.

**Proposition 1.** $T_p(X)$ is preserved by subspaces. That is, if $S$ is a subspace of $X$ (as Banach spaces), then $T_p(S) \leq T_p(X)$.

Although the proof of the following result is also very easy, we include it here for the sake of completeness.

**Proposition 2.** Given a linear isomorphism between two Banach spaces $X$ and $Y$, $\Phi : X \to Y$, the following relation between type constants holds:

$$T_p(X) \leq \|\Phi\| \|\Phi^{-1}\| T_p(Y).$$
Proof. Let us assume that $Y$ has type $p$ constant $T_p(Y)$. Then, for any $n$ and any family $\{x_i\}_{i=1}^n \subset X$ we note that, since $\Phi$ is an isomorphism, for any $i$: $x_i = \Phi^{-1}(y_i)$ for some $y_i \in Y$. Then,

$$
\left( \mathbb{E} \left[ \| \sum_{i=1}^n \varepsilon_i x_i \|_X^2 \right] \right)^{1/2} = \left( \mathbb{E} \left[ \| \sum_{i=1}^n \varepsilon_i \Phi^{-1}(y_i) \|_X^2 \right] \right)^{1/2} \leq \| \Phi^{-1} \| \left( \mathbb{E} \left[ \| \sum_{i=1}^n \varepsilon_i y_i \|_X^2 \right] \right)^{1/2}
$$

$$
\leq \| \Phi^{-1} \| T_p(Y) \left( \sum_{i=1}^n \| y_i \|_Y^p \right)^{1/p} = \| \Phi^{-1} \| T_p(Y) \left( \sum_{i=1}^n \| \Phi(x_i) \|_Y^p \right)^{1/p} \leq \| \Phi \| \| \Phi^{-1} \| T_p(Y) \left( \sum_{i=1}^n \| x_i \|_X^p \right)^{1/p}.
$$

Since $T_p(X)$ is by definition the smallest constant satisfying the inequality above, the stated inequality must hold and we conclude our proof.

Finally, we will show how the estimates used in the main text:

$$
(\dim \mathcal{H})^{1/2} \leq T_2(S_1(\mathcal{H})), \quad T_2(\mathcal{B}(\mathcal{H})) \leq (C \log(\dim \mathcal{H}))^{1/2}, \quad \text{where } C \text{ is a constant,}
$$

(7)
can be obtained.

Proof. In order to show the first estimate, let us consider the elements (diagonal matrices) $x_i = |i\rangle \langle i|$ in $S_1(\mathcal{H})$ for every $i = 1, \ldots, \dim \mathcal{H}$. Then, the bound can be easily obtained by considering the family $\{x_i\}_{i=1}^{\dim \mathcal{H}}$ in Definition [2].

For the second estimate we begin recalling that for any $p \geq 2$, the Banach-Mazur distance between the $p$-th Schatten class of operators on $\mathcal{H}$, $S_p(\mathcal{H})$, and $S_{\infty}(\mathcal{H}) \simeq B(\mathcal{H})$ is equal to $(\dim \mathcal{H})^{1/p}$ [3, Theorem 45.2]. In particular, there exists a linear isomorphism $\Phi : B(\mathcal{H}) \to S_p(\mathcal{H})$ such that $\| \Phi \| \| \Phi^{-1} \| = (\dim \mathcal{H})^{1/p}$. In addition, it is also known that for $2 \leq p < \infty$, $T_2(S_p(\mathcal{H})) \leq \sqrt{p}$. Therefore, according to Proposition [2] for every $2 \leq p < \infty$ we obtain that

$$
T_2(\mathcal{B}(\mathcal{H})) \leq (\dim \mathcal{H})^{1/p} T_2(S_p(\mathcal{H})) \leq (\dim \mathcal{H})^{1/p} \sqrt{p}.
$$

Considering $p = \log(\sqrt{2}(\dim \mathcal{H})$ we obtain the second relation in (7), with $C = 4$. \hfill \Box

II. PROOFS

A. Theorem [1]

In this section we will show that a unitary quantum channel $P(\cdot) = \mathcal{V}(\cdot) \mathcal{V}^\dagger \in \text{CPTP}(\mathcal{H}_d \otimes \mathcal{H}_m)$ implementing a $\varepsilon - \text{UPQ}_{d}$ induces a complete contraction $\Phi_P : S_1(\mathcal{H}_d) \to B(\mathcal{H}_m)$ such that

$$
\| \sigma \|_{S_1(\mathcal{H}_d)} \geq \| \Phi_P(\sigma) \|_{B(\mathcal{H}_m)} \geq (1 - \varepsilon)^{1/2} \| \sigma \|_{S_1(\mathcal{H}_d)}
$$

for every $\sigma \in S_1(\mathcal{H}_d)$.

Proof. Given a unitary channel $P(\cdot) = \mathcal{V}(\cdot) \mathcal{V}^\dagger$, we consider the map $\Phi_P : S_1(\mathcal{H}_d) \to B(\mathcal{H}_m)$ defined as

$$
\Phi_P(\cdot) := \text{Tr}_{\mathcal{H}_d} \mathcal{V}(\cdot^T \otimes \text{Id}_{\mathcal{H}_m}),
$$

where $\mathcal{V} \in B(\mathcal{H}_d \otimes \mathcal{H}_m)$ is the unitary corresponding to $P$. As commented in the main text, in this case the completely bounded norm of $\Phi_P : S_1(\mathcal{H}_d) \to B(\mathcal{H}_m)$ coincides with $\| \mathcal{V} \|_{B(\mathcal{H}_d \otimes \mathcal{H}_m)} = 1$. Thus, $\Phi_P$ is completely contractive. In addition, since

$$
\| \Phi_P : S_1(\mathcal{H}_d) \to B(\mathcal{H}_m) \| \leq \| \Phi_P : S_1(\mathcal{H}_d) \to B(\mathcal{H}_m) \|_{\text{cb}} = 1,
$$

we immediately deduce that $\| \Phi_P(\sigma) \|_{B(\mathcal{H}_m)} \leq \| \sigma \|_{S_1(\mathcal{H}_d)}$ for every $\sigma \in S_1(\mathcal{H}_d)$.

For the second inequality in [10], we elaborate on the norm:

$$
\| \Phi_P(\sigma) \|_{B(\mathcal{H}_m)} = \sup \| \text{Tr}_{\mathcal{H}_d} \left[ \mathcal{V}(\sigma^T \otimes \text{Id}_{\mathcal{H}_m}) \right] \|_{\mathcal{H}_m},
$$

where the supremum is taken over unit vectors $|\xi\rangle \in \mathcal{H}_m$. Now, we consider the singular value decomposition of $\sigma^T = \sum_i \mu_i |\psi_i\rangle \langle \gamma_i|$ with $|\langle \psi_i|\rangle_{i=1}^d, |\langle \gamma_i|\rangle_{i=1}^d$ orthonormal bases of $\mathcal{H}_d$. Therefore $|\gamma_i\rangle = U|\psi_i\rangle$ for some unitary $U$. 


Furthermore, we can take $\mu_i \geq 0$ and then $\sum_i \mu_i = \|\sigma^T\|S_1(\mathcal{H}_d) = \|\sigma\|S_1(\mathcal{H}_d)$, which can be restricted to one and the general case will follow by homogeneity. Besides, it is convenient to express $\sigma^T$ as

$$\sigma^T = \sum_i \mu_i |\psi_i\rangle\langle\psi_i| U^\dagger = \text{Tr}_Z \left( \sum_i \sqrt{\mu^i} |i\rangle_Z |\psi_i\rangle \left( \sum_j \sqrt{\mu^j} |j\rangle_Z |\psi_j\rangle U^\dagger \right) \equiv \text{Tr}_Z |\psi\rangle\langle\gamma|,$$

where we have considered a new auxiliary Hilbert space $Z$ and $|\gamma\rangle := (U \otimes \text{Id}_Z) |\psi\rangle$. Now, we are easily rewrite

$$\|\Phi_V(\sigma)\|_{\mathcal{B}(\mathcal{H}_m)} = \sup_{|\xi\rangle \in \text{ball}(\mathcal{H}_m)} \left\| \text{Tr}_{\mathcal{H}_d \otimes Z} \left( (V \otimes \text{Id}_Z)(|\psi\rangle \langle\gamma| \otimes \text{Id}_{\mathcal{H}_m}) |\xi\rangle \right) \right\|_{\mathcal{H}_m}$$

$$= \sup_{|\xi\rangle \in \text{ball}(\mathcal{H}_m)} \left[ \text{Tr} \left( \langle\gamma| \langle\xi| |\psi\rangle \langle\gamma| \otimes \text{Id}_{\mathcal{H}_m} \right) \right]^{1/2}$$

$$\geq \left[ \text{Tr} \left( \langle\gamma| \langle\xi| |\psi\rangle \langle\gamma| \otimes |\xi_U\rangle\langle\xi_U| \right) \right]^{1/2},$$

(8)

where $|\xi_U\rangle$ is the state associated to $U$ in the definition of $\varepsilon - \text{UPQP}_d$ (Definition 2 in the main text).

At this point, we appeal to the operational interpretation of the distance induced by the diamond norm given by Theorem 4. In fact, it turns out that (8) can be understood in terms of the optimal probability of distinguishing the channel $\text{Tr}_{\mathcal{H}_m} V(\cdot \otimes |\xi_U\rangle\langle\xi_U|) V^\dagger$ and the ideal channel $U(\cdot)U^\dagger$, $p_{\text{dist}}$. We claim that

$$\|\Phi_V(\sigma)\|_{\mathcal{B}(\mathcal{H}_m)} \geq \sqrt{2(1 - p_{\text{dist}})^{1/2}}.$$  

With this estimate at hand, we can easily finish our proof since, according to Theorem 4, we obtain

$$\|\Phi_V(\sigma)\|_{\mathcal{B}(\mathcal{H}_m)} \geq \left( 1 - \frac{1}{2} \right) \|\text{Tr}_{\mathcal{H}_m} V(\cdot \otimes |\xi_U\rangle\langle\xi_U|) V^\dagger - U(\cdot)U^\dagger \|_{\text{op}} \right)^{1/2} \geq (1 - \varepsilon)^{1/2}. \quad (9)$$

To finish our proof, let us show our claim. To this end, according to (5) applied to the channels $\text{Tr}_{\mathcal{H}_m} V(\cdot \otimes |\xi_U\rangle\langle\xi_U|) V^\dagger$ and $U \cdot U^\dagger$, we can write

$$2(1 - p_{\text{dist}}) = 2 - 2 \sup_{\rho, Q} \left[ \frac{1}{2} \text{Tr} \left( Q (P \otimes \text{Id}_Z) (\rho) \right) + \frac{1}{2} \text{Tr} \left( (\text{Id}_{\mathcal{H}_d \otimes Z} - Q) ((U \otimes \text{Id}_Z) (\rho) U^\dagger \otimes \text{Id}_Z) \right) \right]$$

$$\leq 2 - \text{Tr} \left[ \langle\gamma| \langle\xi| (U \otimes \text{Id}_Z) |\psi\rangle U^\dagger \otimes \text{Id}_Z \right] - \text{Tr} \left[ (\text{Id}_{\mathcal{H}_d \otimes Z} - |\gamma\rangle \langle\gamma|) (P_{\xi_U} \otimes \text{Id}_Z (\psi) \langle\psi|) \right]$$

$$= 2 - 2 + \text{Tr} \left[ \langle\gamma| \langle\xi| (P_{\xi_U} \otimes \text{Id}_Z (\psi) \langle\psi|) \right] = \text{Tr} \left[ \langle\gamma| \langle\xi| (P_{\xi_U} \otimes \text{Id}_Z (\psi) \langle\psi|) \right],$$

where we can recognize (5) in the last expression when $P_{\xi_U} (\cdot) = \text{Tr}_{\mathcal{H}_m} [V(\cdot \otimes |\xi_U\rangle\langle\xi_U|) V^\dagger]$.

**B. Theorem 2**

Theorem 1 identifies any $\varepsilon - \text{UPQP}_d$, $\mathcal{P}(\cdot) = V(\cdot) V^\dagger$, $V \in \mathcal{U}(\mathcal{H}_d \otimes \mathcal{H}_m)$, with a $\varepsilon$-embedding which is completely contractive. That is, the previous unitary channel $\mathcal{P}$ defines a map

$$\Phi_V : S_1(\mathcal{H}_d) \rightarrow \mathcal{B}(\mathcal{H}_m), \quad \sigma \mapsto \Phi_V(\sigma) := \text{Tr}_{\mathcal{H}_d} V(\sigma^T \otimes \text{Id}_{\mathcal{H}_m}), \quad (10)$$

which is completely contractive and also a $\varepsilon$-embedding.

Now we show the converse of this correspondence, which is the content of Theorem 2.

**Proof.** As we have already explained, the isometric identification $\mathcal{B}(\mathcal{H}_d \otimes \mathcal{H}_m) \simeq \mathcal{C}B(S_1(\mathcal{H}_d), \mathcal{B}(\mathcal{H}_m))$, guaranties that a completely contractive map $\Phi := S_1(\mathcal{H}_d) \rightarrow \mathcal{B}(\mathcal{H}_m)$ must be of the form

$$\Phi(\cdot) = \text{Tr}_{\mathcal{H}_d} \left[ T(\cdot)^T \otimes \text{Id}_{\mathcal{H}_m} \right], \quad \text{with } \|T\|_{\mathcal{B}(\mathcal{H}_d \otimes \mathcal{H}_m)} = \|\Phi\|_{\mathcal{C}B(S_1(\mathcal{H}_d), \mathcal{B}(\mathcal{H}_m))} = 1. \quad (11)$$

Hence, by the Russo-Dye Theorem, $T$ can be written as a convex combination of at most $dm$ unitaries: $T = \sum_i \lambda_i T_i$, where $T_i \in \mathcal{U}(\mathcal{H}_d \otimes \mathcal{H}_m)$ and $\lambda_i \geq 0$ for every $i$, and $\sum_i \lambda_i = 1$. Hence, the mapping $\Phi$ can be written as:

$$\Phi(\cdot) = \text{Tr}_{\mathcal{H}_d} \left[ \sum_i \lambda_i T_i(\cdot)^T \otimes \text{Id}_{\mathcal{H}_m} \right],$$
where \( \{ T_i \}_{i=1}^{dm} \subset U(H_d \otimes H_m) \), \( \lambda_i \geq 0 \) for every \( i \) and \( \sum_i \lambda_i = 1 \).

Let us define a new unitary quantum channel \( \mathcal{P}(\cdot) = \mathcal{V} \cdot \mathcal{V}^\dagger \) where

\[
\mathcal{V} = \sum_i T_i \otimes |i\rangle \langle i| \in U(H_d^\otimes 2 \otimes H_m^\otimes 2) \quad \text{(recall that } T_i \in U(H_d \otimes H_m) \text{)}.
\]

Now, given an element \( \sigma^T = \text{Tr}_Z |\psi\rangle \langle \gamma| \in S_1(H_d) \), where \( Z \) is an arbitrary finite dimensional Hilbert space, we relate the norm of the image of this element by \( \Phi \) with the fidelity between \( |\gamma\rangle \langle \gamma| \) and the state resulting from the action of \( \mathcal{P} \otimes \text{Id}_Z \) on \( |\psi\rangle \langle \psi| \). We shorten the notation for this fidelity as:

\[
\mathcal{F}_\mathcal{P}[|\gamma\rangle; |\psi\rangle \otimes |\xi\rangle] = \mathcal{F}\left[\text{Tr}_{H_d \otimes H_m^\otimes 2} \left( \mathcal{P} \otimes \text{Id}_Z \right) \left( |\psi\rangle \langle \psi| \otimes |\xi\rangle \otimes \sum_{i,j=1}^{dm} \sqrt{\lambda_i \lambda_j} |i\rangle \langle j| \right), |\gamma\rangle \langle \gamma| \right],
\]

for any \( |\xi\rangle \in \text{ball}(H_m) \).

Using the well known fact \( \mathcal{F}(\rho, |\gamma\rangle \langle \gamma|) = (\text{Tr}[|\gamma\rangle \langle \gamma| \rho])^{\frac{1}{2}} \), we can write:

\[
\mathcal{F}_\mathcal{P}[|\gamma\rangle; |\psi\rangle \otimes |\xi\rangle] = \left( \text{Tr} \left[ \left( |\gamma\rangle \langle \gamma| \otimes \text{Id}_{H_d \otimes H_m^\otimes 2} \right) \left( \mathcal{P} \otimes \text{Id}_Z \right) \left( |\psi\rangle \langle \psi| \otimes |\xi\rangle \otimes \sum_{i,j=1}^{dm} \sqrt{\lambda_i \lambda_j} |i\rangle \langle j| \right) \right] \right)^{\frac{1}{2}}.
\]

Then, we can replace the second identity on \( H_m \) by the projector \( \sum_{k,l} \lambda_{k,l} |k\rangle \langle l| \) to conclude that the previous quantity is greater than or equal to

\[
\geq \left( \text{Tr} \left[ \left( |\gamma\rangle \langle \gamma| \otimes \text{Id}_{H_m} \otimes \sum_{k,l} \sqrt{\lambda_{k,l}} |k\rangle \langle l| \right) \left( \mathcal{P} \otimes \text{Id}_Z \right) \left( |\psi\rangle \langle \psi| \otimes |\xi\rangle \otimes \sum_{i,j=1}^{dm} \sqrt{\lambda_i \lambda_j} |i\rangle \langle j| \right) \right] \right)^{\frac{1}{2}}
\]

\[
= \left( \sum_{i,j} \lambda_i \lambda_j \left( |\gamma\rangle \langle \gamma| \otimes \text{Id}_{H_m} \right) \left( \mathcal{T}_i \otimes \text{Id}_Z \right) \left( |\psi\rangle \langle \psi| \otimes |\xi\rangle \otimes (\mathcal{T}^\dagger \otimes \text{Id}_Z) \right) \right)^{\frac{1}{2}}
\]

\[
= \left\| \sum_i \lambda_i |\gamma\rangle \langle \gamma| \otimes |i\rangle \otimes |\xi\rangle \right\|_{H_m} = \left\| \Phi(\sigma^T) |\xi\rangle \right\|_{H_m}.
\]

Hence, we have shown that

\[
\mathcal{F}_\mathcal{P}[|\gamma\rangle; |\psi\rangle \otimes |\xi\rangle] \geq \left\| \Phi(\sigma^T) |\xi\rangle \right\|_{H_m} \quad \text{(12)}
\]

At this point, the relation proven in \([12]\) allows us to connect the previous calculations with the diamond norm, by means of the Fuchs-van de Graaf inequalities \([3, \text{Theorem } 1]\):

\[
\frac{1}{2} \left\| \text{Tr}_{H_d \otimes H_m^\otimes 2} \left[ \mathcal{P} (\cdot) \otimes |\xi\rangle \langle \xi| \otimes \sum_{i,j} \sqrt{\lambda_i \lambda_j} |i\rangle \langle j| \right] - U (\cdot) U^\dagger \right\|_\diamond \leq \sup_{|\psi\rangle \in \text{ball}(H_d \otimes Z)} \sqrt{\mathcal{F}_\mathcal{P} \left[ |\psi\rangle \langle \psi| \otimes |\xi\rangle \otimes U U^\dagger \right] - \mathcal{F}_\mathcal{P} \left[ (\text{Tr}_Z (|\psi\rangle \langle \psi|) U U^\dagger) \right] |\xi\rangle \|_{H_m}^2
\]

\[
\leq \sup_{|\psi\rangle \in \text{ball}(H_d \otimes Z)} \sqrt{1 - \left\| \Phi \left( (\text{Tr}_Z (|\psi\rangle \langle \psi|) U U^\dagger) \right) \right\|_{H_m}^2}.
\]

In order to finish the proof, we need to show that we can choose a unit vector \( |\xi_U\rangle \in H_d \) such that \( \left\| \Phi(\sigma^T) |\xi_U\rangle \right\|_{H_m} \geq (1 - \delta) \) and, in addition, \( |\xi_U\rangle \) does not depend on the positive part of \( \sigma^T \). Let us be more precise:

**Fact 1.** For every unitary \( U \in B(H_d) \) there exists a unit element \( \Phi_U \in S_1(H_m \otimes H_d) \) such that for every positive element \( \rho \in S_1(H_d) \) we have

\[
\text{Tr} [ \Phi_U (\rho U^\dagger)] \geq (1 - \delta) \| \rho U^\dagger \|_{S_1(H_d)} = (1 - \delta) \| \rho \|_{S_1(H_d)},
\]

where \( \delta \) is the one in the statement of Theorem \([2]\).
**Proof.** (Of Fact 1)
Indeed, given a unitary $U \in \mathcal{B}(\mathcal{H}_d)$, the duality $\mathcal{S}_1(\mathcal{H}_d)^* = \mathcal{B}(\mathcal{H}_d)$ allows us to identify $U$ with a linear map $\mathcal{S}_1(\mathcal{H}_d)^* \simeq \mathcal{B}(\mathcal{H}_d)$,

$$
u : \mathcal{S}_1(\mathcal{H}_d) \rightarrow \mathbb{C}, \quad \sigma \mapsto u(\sigma) := \langle U^T, \sigma \rangle = \text{Tr}[U \sigma]$$

with norm one. Moreover, by looking at the isomorphism $\Phi = \mathcal{S}_1(\mathcal{H}_d) \rightarrow \Phi(\mathcal{S}_1(\mathcal{H}_d)) \subset \mathcal{B}(\mathcal{H}_m)$, we can also define the linear map $a_U := u \circ \Phi^{-1} : \Phi(\mathcal{S}_1(\mathcal{H}_d)) \rightarrow \mathbb{C}$. According to the properties of $\Phi^{-1}$ it is easy to deduce that

$$\|a_U\| \leq \|u\| \|\Phi^{-1}\| \leq \frac{1}{1 - \delta}.$$ 

Then, we can invoke Hahn-Banach theorem to conclude the existence of a linear map $\widetilde{a}_U : \mathcal{B}(\mathcal{H}_m) \rightarrow \mathbb{C}$ with $\|\widetilde{a}_U\| = \|a_U\|$ and such that the map $\widetilde{a}_U$ is an extension of $a_U$. This can be summarized in the following diagram:

![Diagram](image)

Invoking again the duality $\mathcal{S}_1(\mathcal{H}_d)^* = \mathcal{B}(\mathcal{H}_d)$ we know that the linear map $\widetilde{a}_U$ can be identified with an element $B_U \in \mathcal{S}_1(\mathcal{H}_m)$ with norm

$$\|B_U\|_{\mathcal{S}_1(\mathcal{H}_m)} = \|\widetilde{a}_U : \mathcal{B}(\mathcal{H}_m) \rightarrow \mathbb{C}\| \leq \frac{1}{1 - \delta}.$$ 

By defining $A_U := B_U^T/\|B_U\|_{\mathcal{S}_1(\mathcal{H}_m)}$ we obtain a unit element in $\mathcal{S}_1(\mathcal{H}_m)$ such that

$$\text{Tr}[A_U \Phi(\rho U^\dagger)] = \frac{1}{\|B_U\|_{\mathcal{S}_1(\mathcal{H}_m)}} \text{Tr}[B_U^T \Phi(\rho U^\dagger)] = \frac{1}{\|B_U\|_{\mathcal{S}_1(\mathcal{H}_m)}} \langle B_U, \Phi(\rho U^\dagger) \rangle$$

$$= \frac{1}{\|B_U\|_{\mathcal{S}_1(\mathcal{H}_m)}} \widetilde{a}_U(\Phi(\rho U^\dagger)) = \frac{1}{\|B_U\|_{\mathcal{S}_1(\mathcal{H}_m)}} a_U(\Phi(\rho U^\dagger)) = \frac{1}{\|B_U\|_{\mathcal{S}_1(\mathcal{H}_m)}} u(\rho U^\dagger)$$

$$= \frac{1}{\|B_U\|_{\mathcal{S}_1(\mathcal{H}_m)}} (U^T, \rho U^\dagger) \preceq (1 - \delta) \text{Tr}[U \rho U^\dagger] = (1 - \delta) \text{Tr}(\rho) = (1 - \delta) \rho.$$ 

So we have proven Fact 1. 

The last obstruction to conclude the proof of Theorem 2 is that $A$ is not a pure state (it is not even positive). Then, we must purify it to obtain a unit vector $|\xi_U\rangle$ with the desired properties. This can be done by modifying the mapping $\Phi$ and considering the new one:

$$\widetilde{\Phi} : \mathcal{S}_1(\mathcal{H}_d) \rightarrow \mathcal{B}(\mathcal{H}_m^\otimes 2), \quad \sigma \mapsto \Phi(\sigma) \otimes \text{Id}_{\mathcal{H}_m}.$$ 

Indeed, let us assume that $A_U = \sum \mu_i |\alpha_i\rangle \langle \beta_i| \in \mathcal{S}_1(\mathcal{H}_m)$ and consider the unit vectors $|\xi_U\rangle = \sum_i \sqrt{\mu_i} |\alpha_i\rangle |i\rangle$ and $|\chi_U\rangle = \sum_i \sqrt{\mu_i} |\beta_i\rangle |i\rangle$ in $\mathcal{H}_m^\otimes 2$ so that $\text{Tr}_{\mathcal{H}_m^\otimes 2} |\xi_U\rangle \langle \chi_U| = A_U$. Using Fact 1 we obtain that

$$\|\rho U^\dagger\|_{\mathcal{S}_1(\mathcal{H}_d)} \leq \frac{1}{1 - \delta} \text{Tr}[A_U \Phi(\rho U^\dagger)] = \frac{1}{1 - \delta} \text{Tr}[|\xi_U\rangle \langle \chi_U| \Phi(\rho U^\dagger)] \leq \frac{1}{1 - \delta} \|\Phi(\rho U^\dagger)\|_{\mathcal{H}_m^\otimes 2}.$$ 

Summing up, we have the following

**Fact 2.** For each $U \in \mathcal{U}(\mathcal{H}_d)$, there exists a unit vector $|\xi_U\rangle \in \mathcal{H}_m^\otimes 2$ such that

$$\|\Phi(\rho U^\dagger)\|_{\mathcal{H}_m^\otimes 2} \geq (1 - \delta) \|\rho U^\dagger\|_{\mathcal{S}_1(\mathcal{H}_d)}, \quad \text{for every positive element } \rho \in \mathcal{S}_1(\mathcal{H}_d).$$
In view of the last point, we have to modify the quantum channel considered at the beginning of the proof to be:
\[ \overline{P}(\cdot) = \overline{V}(\cdot)\overline{V}^\dagger, \quad \text{where} \quad \overline{V} = V \otimes \text{Id}_{\mathcal{H}_m} \in \mathcal{U}(\mathcal{H}_d^{\otimes 2} \otimes \mathcal{H}_m^{\otimes 3}). \]

Redefining everything accordingly to this, we have
\[ \mathcal{F}_P [\gamma; |\psi\rangle \otimes |\xi\rangle] = \mathcal{F} \left[ \text{Tr}_{\mathcal{H}_d \otimes \mathcal{H}_m} \left( (\overline{P} \otimes \text{Id}_{\mathcal{Z}}) \left( |\psi\rangle \langle \psi| \otimes |\xi\rangle \otimes \sum_{i,j} \sqrt{\lambda_i \lambda_j} |i\rangle \langle j| \right) \right), |\gamma\rangle \langle \gamma| \right], \]
and, following the lines of (12), we obtain:
\[ \mathcal{F}_P [\gamma; |\psi\rangle \otimes |\xi\rangle] \geq \| \overline{\Phi} (\text{Tr}_{\mathcal{Z}} |\psi\rangle \langle \psi|) |\xi\rangle \|_{\mathcal{H}_m}. \quad (13) \]

From Fact 2 we also know that for \( \sigma^T = \text{Tr}_Z |\psi\rangle \langle \gamma| \), with \( |\gamma\rangle = (U \otimes \text{Id}_Z) |\psi\rangle \), there exists a vector \( |\xi_U\rangle \in \text{ball}(\mathcal{H}_m^{\otimes 2}) \) such that
\[ \mathcal{F}_P [U \otimes \text{Id}_Z |\psi\rangle \otimes |\xi_U\rangle] \geq \| \overline{\Phi} (\text{Tr}_{\mathcal{Z}} [|\psi\rangle \langle \psi|] U^\dagger) |\xi_U\rangle \|_{\mathcal{H}_m^{\otimes 2}} \geq (1 - \delta) \| \text{Tr}_Z [|\psi\rangle \langle \psi|] U^\dagger \|_{\mathcal{S}_1(\mathcal{H}_d)}, \]
for every \( |\psi\rangle \in \text{ball}(\mathcal{H}_d \otimes \mathcal{Z}) \), and for every finite dimensional Hilbert space \( \mathcal{Z} \).

Then, we finally bound
\[ \frac{1}{2} \left\| \text{Tr}_{\mathcal{H}_d \otimes \mathcal{H}_m} \left[ \overline{P} \left( \cdot \otimes |\xi_U\rangle \langle \xi_U| \otimes \sum_{i,j} \sqrt{\lambda_i \lambda_j} |i\rangle \langle j| \right) \right] - U(\cdot) U^\dagger \right\|_\infty \]
\[ \leq \sup_{|\psi\rangle \in \text{ball}(\mathcal{H}_d \otimes \mathcal{Z})} \sqrt{1 - \mathcal{F}_P [U \otimes \text{Id}_Z |\psi\rangle \otimes |\xi_U\rangle]^2} \]
\[ \leq \sqrt{2\delta}, \]
concluding the proof.

\[ \square \]

C. Theorem 3

In this section, we prove that any \( \varepsilon - \text{UPQP}_d, \mathcal{P} \), not necessarily unitary, satisfies the restrictions given by Theorem 3.

\[ \textbf{Proof.} \] First, we consider a Stinespring’s dilation for \( \mathcal{P} \):
\[ \mathcal{V} \in \mathcal{U}(\mathcal{H}_d \otimes \mathcal{H}_m'), \quad \text{such that} \quad \mathcal{P}(\cdot) = \text{Tr}_{\mathcal{H}_{m'}} \mathcal{V}(\cdot) \mathcal{V}^\dagger, \]
where \( \mathcal{H}_{m'} = \mathcal{H}_m \otimes \mathcal{H}_{\text{anc}} \) and \( \mathcal{H}_{\text{anc}} \) is an ancillary Hilbert space of dimension equal to the Krauss rank of \( \mathcal{P} \), \( \text{rank}(\mathcal{P}) \leq (\dim(\mathcal{H}_d \otimes \mathcal{H}_m))^2 \equiv (dm)^2 \). Fixing the dimension of \( \mathcal{H}_{\text{anc}} \), \( \mathcal{V} \) is uniquely determined up to unitaries on \( \mathcal{H}_{\text{anc}} \).

Now, we construct \( \overline{\Phi}_\mathcal{P} \) as in the unitary case (10):
\[ \overline{\Phi}_\mathcal{P} : S_1(\mathcal{H}_d) \quad \sigma \quad \overrightarrow{\Phi}_\mathcal{P}(\sigma) := \text{Tr}_{\mathcal{H}_d} \mathcal{V}(\sigma^T \otimes \text{Id}_{\mathcal{H}_m'}), \quad (15) \]
and from Theorem 1 we obtain that:
\[ \| \sigma \|_{S_1(\mathcal{H}_d)} \geq \| \overline{\Phi}_\mathcal{P}(\sigma) \|_{\mathcal{B}(\mathcal{H}_{m'})} \geq (1 - \varepsilon)^{1/2} \| \sigma \|_{S_1(\mathcal{H}_d)}, \quad \text{for every} \quad \sigma \in S_1(\mathcal{H}_d). \]

Using in the first place Proposition 2 and then Proposition 1 the last inequalities imply that:
\[ T_2(S_1(\mathcal{H}_d)) \leq \frac{1}{(1 - \varepsilon)^2} T_2(\overline{\Phi}_\mathcal{P}(S_1(\mathcal{H}_d))) \leq \frac{1}{(1 - \varepsilon)^2} T_2(\mathcal{B}(\mathcal{H}_{m'})). \quad (16) \]

Taking into account the estimates (17) we finally arrive to:
\[ d \leq \frac{C}{(1 - \varepsilon)} \log(\dim \mathcal{H}_{m'}) \quad \Rightarrow \quad \dim \mathcal{H}_{m'} \geq 2 \frac{(1 - \varepsilon)d}{C}, \]
where $C$ can be taken equal to 4 or maybe better. Recalling that $\mathcal{H}_m' = \mathcal{H}_m \otimes \mathcal{H}_{\text{anc}}$ with $\dim \mathcal{H}_{\text{anc}} \leq (dm)^2$ we get the stated bound:

$$m \geq \frac{1}{d^{2/3}} 2^{(1-\varepsilon)d} = 2^{\frac{1-\varepsilon}{2}d - \frac{3}{2} \log d}.$$

**Observation 1.** We notice that the proof remains unchanged if we restrict to the family of elements $\{\text{diag}(\epsilon_1, \ldots, \epsilon_d) : \epsilon_i \in \{\pm 1\}\} \subset S_1(\mathcal{H}_d)$ instead of considering the action of $\Phi_P$ on the whole $S_1(\mathcal{H}_d)$. That is true since these elements are enough to estimate $T_2(\mathcal{H}_d) \geq \sqrt{d}$, just following the lines of the proof of the first part of (7). This means that a programmable processor implementing the family of unitaries $\{\text{diag}(\epsilon_1, \ldots, \epsilon_d) : \epsilon_i \in \{\pm 1\}\}$ up to accuracy $\varepsilon^{-1}$ also has to satisfy the bound of Theorem 3. Explicitly, it means that to program the $2^d$ elements in $\{\text{diag}(\epsilon_1, \ldots, \epsilon_d) : \epsilon_i \in \{\pm 1\}\} \subset S_1(\mathcal{H}_d)$ a memory of dimension at least $2^{\frac{(1-\varepsilon)}{2}d - \frac{3}{2} \log d}$ is needed, while a classical memory of dimension $2^d$ is enough to store them with no error.
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