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Abstract
Internet of Things (IoT) is a technology that connects devices of different types and characteristics through a network. The massive quantity of the heterogeneous generated data by the sensors imposes many challenges in making these data available to IoT applications. Data reduction and preprocessing are promising concepts that help to handle these data efficiently before storing them. Applying data reduction methods at the edge has emerged as an efficient solution. In such context, this systematic mapping is intended to investigate the data reduction solutions performed exclusively at the edge through a set of research questions. To reach this objective, we performed a Systematic Literature Mapping (SLM) in which 35 papers were strictly analyzed among a total of 853 articles. Finally, we present the results of these analyses answering questions that relate to the researcher’s used techniques, hardware technologies, used data type, and contributed objects to perform the data reduction techniques on the edge of the IoT systems.
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1 Introduction

Internet of Things (IoT) is a structural technology that connects plenty of devices from different types and characteristics using interconnected networks. It was initially described by [1] in 1999 when introducing device-to-device communication at Procter & Gamble. According to [2], IoT has a combination of three elements: things, internet, and semantic. It allows several sensors to communicate in the most varied possible domains, thus presenting a considerable potential to generate insights over the data that travels through the network. Thus, receiving much attention in the last decade from the academy and industry. Moreover, the idea of connecting things through a network domain contributed to the data growth. With numerous sensors and scattered data sources worldwide, the amount of generated, processed, and stored data has increased considerably. However, this ever-increasing data generation imposes some challenges in the process of providing and consuming these data. In this case, data preprocessing and reduction are promising concepts that help to manage this data efficiently, increasing resource consumption and saving money.

To support such activities, the concept of edge computing, which handles data closer to the generated point before being sent to the cloud, has emerged as an efficient solution. Although edge computing principles can be observed in the 60s, in the 1990s the authors [3] presented their network solution due to the web congestion problem. They spread 12,000 servers around 1,000 networks to solve such an issue. This topology improves data effectiveness, reducing bottlenecks on the cloud by dealing with raw data closer to the generation point. In addition, it avoids unnecessary data being transmitted along the network, releasing it up for cleaning and consistent data. Usually, this component is placed between the raw data and the cloud servers through intelligent hardware technologies. Gateways, servers, routers, switches are some of these hardware technologies used as edge hardware mediators. However, it is possible to use any hardware with minimal processing and storage to perform this task. These gateways that connect devices with a wide variety of protocols to the cloud fulfill their data management by increasing the computation and reducing their storage.

The concept of applying data reduction at the edge may bring many advantages when dealing with IoT sensor data. Bandwidth network latency can be reduced in a gateway, thus preventing I/O bottlenecks on the overall network connectivity. Many data reduction techniques can be used in the three-phase stages. Examples of these techniques can be found in Sect. 4. In [4] the authors presented the three major on-the-fly data reduction stages. The first one is pattern detection and removal. The second stage is the inline deduplication, and the third one is the inline compression function, both implemented in the system node. These stages occur following the logic flow presented in Fig. 1. After the user writes the command, the generation of a computed hash to this write is performed. Next, the pattern matching detection and removal stage begins. If the founded pattern is known, the process generates a hash ID to this data and proceeds to the next user’s writing ID. If this pattern is not known, a hash search deduplication should be created. The process of finding a match is then started. When the match occurs, the relationship is established, and metadata is written. When it does not occur, the hash is introduced to the database, the data is then compressed, and the data is written. Figure 1 summarizes these steps. Data reduction at the edge has the
potential to reduce bottlenecks of an IoT system through four different perspectives [5]. They are network bandwidth, network energy, I/O throughput, cloud storage, and traffic costs.

The increase in data production by different classes of heterogeneous IoT sensors is imposing many challenges regarding data management. Distinct classes of technologies and domains that incorporate the IoT paradigm (e.g., smart home, smart cities, smart grids, mobile applications, smart devices, machine-generated data, wearable devices, and applications, etc.) collaborate to this data deluge producing data in a variety of ways. In such a context, the problem of forwarding yottabytes of heterogeneous IoT sensor data directly to the cloud without any data reduction technique is addressed in this study. Applying data reduction treatments avoids network and systems bottlenecks, feeding the up-layered applications with relevant and useful data. This process transforms fuzzy data by many approaches and techniques into a corrected, ordered, and simplified form, reducing invalid data and preparing it for different types of applications. The objective of this research is to present the principal and actual solutions regarding data reduction at the edge of IoT systems through a systematic mapping of the literature. We highlight the used data reduction techniques, the different data formats, the main researcher’s proposals, the architectural implementation choice, and finally, the hardware technologies they used to perform data reduction.

In this article, we presented a systematic mapping of the literature in which we investigated how the data reduction methods are being applied at the edge of IoT systems. Our main contributions are: (i) A data reduction surveys comparison table, in addition, the reviewing of existing literature works that proposes solutions regarding data reduction in different contexts, (ii) the answering of six research questions that address pertinent information on how these data reduction methods were introduced. Some of these issues deal with elements such as (a) the growth development of this area, (b) the used techniques that authors were applying to reduce the data volume at the edge, (c) the used data type for experimentation, (d) the proposed contributions by the authors, (e) analyses about the number of components of the author’s proposed solutions, (f) the used technologies to perform authors data reduction solutions. (iii) the discussion of elemental open issues regarding data reduction.

The remainder of this paper is structured as follows: Section 2 presents some related works concerning the importance of data reduction in different contexts, in addition,
to a data reduction surveys comparison table. Section 3 highlights the research method used in this work. Section 3.1 presents the mapping planning used to perform the SLM here presented. The PICOC guideline is presented in Sect. 3.2. Further, the research questions and the search strategy are presented in Sects. 3.3 and 3.4 respectively. Section 3.5 presents the data extraction process. Moreover, the systematic mapping report in which we present our results and interesting discussions is presented in Sect. 4. Threats to the validity of this research followed by interesting open issues are presented in Sects. 5 and 6 respectively. Finally, Section 7 conclude this study.

2 The importance of the data reduction

Although we are looking for improvement solutions that directly attack the data reduction technique performed at the edge layer of the IoT technology, it is important to present the state-of-the-art and development trends of it. First, in this section, we present an interesting survey comparison in Table 1 highlighting some observations of the researches when dealing with the data reduction approach. Next, we present and discuss research studies that employ data reduction in specific contexts as part of its solution. In such a case, these studies are not focused directly on improving the data reduction technique field, instead, they focus on different contextualized research fields areas (e.g., data analysis, data management, network traffic reduction, power consumption, etc). However, the importance of presenting such studies enforces the need to keep improving data reduction techniques, which are used as a preprocessing tool in a wide variety of domains.

Our systematic mapping of the literature is needed because it condenses the researchers that implement the data reduction solutions at the edge layer of IoT systems as the first goal of the study. To the best of our knowledge, there is no research in this specific area that evaluates data reduction methods in IoT systems considering the edge layer. We present now the majority of observations about interesting research survey studies found in the literature, which consider perspectives regarding the data reduction technique. These published surveys are presented in Table 1. An interesting observation regarding all studies, except ours, is that they do not were built considering an auditable and consolidated systematic guideline. The usage of this approach contributes to the quality of the study, proposing to the readers the possibility to verify and check the presented results.

On one hand, some authors discussed the usage of data reduction in the context of Big data paradigm. Researchers in [6] reviewed the complexity of big data and the need to implement data reduction methods in such context. They also presented a taxonomy of the big data reduction methods including dimension reduction, data compression, Machine Learning (ML), and data mining. Authors in [7] discussed the preprocessing data workflow also in the context of big data. They presented discussions regarding the four phases of data preprocessing (e.g., cleansing, integration, reduction, and transformation).

On the other hand, some surveys focus on the Wireless Sensor Networks (WSN) technology. The work [12] reviewed the specific data aggregation technique in IoT sensor networks. More specifically, they presented many data aggregation techniques.
Table 1  Data reduction surveys comparison

| Work  | Year | Systematic Search | General Techniques Review | Focused on the Edge | IoT Context |
|-------|------|-------------------|---------------------------|--------------------|------------|
| [6]   | 2016 | ✗                 | ✓                         | ✗                  | ✗          |
| [7]   | 2017 | ✗                 | ✓                         | ✗                  | ✗          |
| [8]   | 2018 | ✗                 | ✓                         | ✓                  | ✓          |
| [9]   | 2019 | ✗                 | ✗                         | ✓                  | ✓          |
| [10]  | 2019 | ✗                 | ✗                         | ✓                  | ✓          |
| [11]  | 2020 | ✗                 | ✗                         | ✓                  | ✓          |
| [12]  | 2020 | ✗                 | ✗                         | ✓                  | ✓          |
| [13]  | 2021 | ✗                 | ✗                         | ✓                  | ✓          |
| [14]  | 2021 | ✓                 | ✓                         | ✓                  | ✓          |
| Our   | 2021 | ✓                 | ✓                         | ✓                  | ✓          |

and protocols of the WSN IoT category. Authors in [13] discussed the different data aggregation methods and protocols implemented in WSN in a non-systematic survey methodology.

Finally, all the other authors considered the IoT technology to present their survey. In [9] the specific technique of anomaly detection in the IoT context is discussed. They discussed the challenges when applying such a technique to IoT stream data. Authors in [8] refer to the Industrial Internet of Things (IIoT). This category has different and distinct properties and requirements compared to the traditional IoT. In such context, it is focused on be beneficiaries of the IoT to improve productivity, efficiency, safety, and industrial intelligence. Researchers in [10] discussed the data fusion techniques in the IoT context without using a systematic methodology to discuss the studies, though. The focus was on the different IoT application domains, presenting special attention to security and privacy. The authors [11] focused on the usage of edge computing to support smart city development. They review the state-of-the-art literature of the edge computing application in smart cities, proposing a taxonomy to classify such context. The study [14] focused on IoT data preprocessing, discussing the four data preprocessing techniques, which includes data reduction. In our case, a SLM focused on data reduction solutions where the reduction concept is the first goal of the studies and is applied specifically at the edge layer of IoT systems.

Different studies areas tackle the data reduction technique. WSN and Artificial Intelligence (AI) are two of them that received our attention due to their interesting growing projection.

On one hand, authors proposed solutions to reduce the generated data in the context of WSN from different perspectives [15,16], and [17]. In [16] a data reduction algorithm at the sensor-node level that adapts the frame rate and reduces the number of images sent from the sensor node to the coordinator was proposed. The study [15] presented a two-tier data reduction framework that implements a gradient-based model. In the framework, a dual prediction (DP) scheme is implemented at both the
sensor nodes and the cluster head (CH). In such a case, the data compression (DC) scheme is applied between the CHs and the sink node.

In the context of AI there are some interesting studies that make use of the data reduction technique to improve the data quality [18–20], and [21]. The study [19] presented a solution that merges cloud and edge computing, aiming to solve the architectural problem of data analytics. They presented a deep learning-based approach to perform data reduction on the edge before performing the machine learning techniques on the cloud. As mentioned by the authors, the data reduction functionality is located on the edge to implement the data reduction and then sent to the cloud where the data are deeply explored using the decoder part of the autoencoder. Researchers in [21] proposed a framework that uses autoencoders model at the edge to apply data compression on the raw data, reducing then the high-dimensional data into compact representation. The majority of the presented works might fall into one of the architectural schema presented in Fig. 2.

Implementing data reduction in different edge-cloud architectural layers to further perform data analytic techniques in the cloud has proved to be a consolidated approach. However, there are also other possibilities when distributing these techniques on the architectural layer.

Sending the generated sensor data directly to the cloud (Schema 1) seems to be the usual idea when the objective is data processing and analytic. It happens due to the computational processing power difference of cloud servers and edge nodes. However, depending on the quantity of transmitted data, the latency might increase when sending the data directly from the sensor layer to the cloud. Therefore, an additional processing layer (i.e., edge layer) is needed.
Preprocessing the raw data at the edge before reaching the cloud, transforming high-dimensional data into compact data (Schema 2) is an interesting solution. After reduce the data on the edge layer, they could be directly used by AI solutions in the cloud. In some cases, for ML approaches, the encoder part of the network maps input is performed at the edge layer and the decoder part is performed in the cloud. This schema reduces the network I/O bottleneck, network energy consumption, and cloud storage usage for instance.

There are also cases where the used buffer at the edge is fully used. When it happens, the raw unreduced data should be forwarded to the cloud to avoid data loss. In the cloud, it is also possible to apply a data reduction method on the data or even forward it to the ML module. This solution is called the Edge+Cloud hybrid approach and is represented by (Schema 3).

Depending on the architectural implementation and context, it is also possible to decompress the data in the cloud to get the identical generated sensor data (Schema 4). It probably would be used to decrease the network bottleneck at the edge-cloud interconnection, being an interesting solution when a massive data volume is produced and a possible bottleneck is expected in the network.

There are also solutions, [22,23] and [24] that implement data reduction directly in the sensor layer. Although these studies do not implement AI techniques in their architectures, we understand that introducing an AI layer in these solutions is possible and promissory. This architectural approach is represented by (Schema 5).

### 3 Systematic literature mapping (SLM) methodology

SLM is a type of secondary study that aims to aggregate empirical evidence through a methodological approach. It targets to answer questions related to a research field following a systematic methodology that can be reproduced. Intending to discover unknown results, this systematic approach tries to identify and interpret all primary researches under the studied scope. The author [25] discuss the importance of mapping studies in software engineering. This research was based on the presented SLM definition and the Fig. 3 reflects the used methodology process.
3.1 Mapping planning

Several activities should be considered before performing a review. The first activity of the planning stage relates to identifying the need for performing a systematic mapping. The science development of a specific area is improved continually by researchers, and they are constantly remodeling such fields. Due to this, the understanding area might be requested by new researchers or non-experts. Aggregating this information is a common researcher requirement because it allows analysis so that the preliminary results individually do not present such information.

Specifying the research question is another critical activity. Every research aims at solving or improving some specific problem. Essentially, the research development must be clear and concise, which helps avoid research bias introduction. In [26] researchers argue that the most crucial part of systematic mapping conduction is the research question specification process. The main objectives in the research question specification process are to identify the primary studies that will be analyzed and the extracted data that will be used to answer these questions requirements. Finally, the development of the mapping protocol, which can be understood as the act of putting the protocol into practice, was presented.

3.2 PICOC

Research questions should bounder the research scope. The researchers in [27] suggested considering an extended medical guideline, PICOC (Population, Intervention, Comparison, Outcome, Context), to construct the research questions. In this guideline, Population refers to the group of elements that are being investigated; Intervention refers to the element that addresses the study; the Comparison is used to compare the previously specified intervention; the Outcome describes the expected results; and finally, the Context element delimits the domain of the study in which the intervention is delivered and investigated. For our study, the definitions of the PICOC terms are presented.

- Population (P): Fog OR Edge Computing OR Gateway.
- Intervention (I): Data reduction.
- Comparison (C): Null
- Result (O): Solution OR Method OR Approach OR Framework OR Schema.
- Context (C): - Internet of Things.

We are particularly interested in investigating data reduction solutions that are employed at the edge of IoT systems. As we are not considering any other interventions to compare, thus, the comparison is null. As a result, we are interested in getting all the possible outcomes. Solutions, methods, approaches, frameworks, and schema are some expected results that were specified. We are considering the Fog & Edge computing context, which is where the intervention is being delivered. It is essential to mention here that we are not focusing on cloud solutions unless it has essential elements that were constructed at the edge.
3.3 Research questions

The previous PICOC guideline is a component that ought to be built according to the interest of the referred research. In such a case, we are interested in analyzing how data reduction, which is the intervention of our guideline, is being addressed regarding at the edge of the internet of things domain. There, we are looking for outcomes such as solutions, methods, approaches, frameworks, or schema that aim to reduce the data quantity specified at the edge context. The previously selected keywords (defined for the PICOC construction) allow us to create and specify the research question we are interested in solving. It enables us to explore the bounded questions here presented. After defining the research questions, we can identify the primary studies selected to be analyzed. The authors in [28] advocate that research questions might be clear and narrow. Below, we present the set of Mapping Questions (MQ) that delimit the scope of this mapping research.

- MQ1: How many studies have been published over the years, and how this distribution was constructed?
- MQ2: Which techniques researchers are applying to perform data reduction at the edge?
- MQ3: Which data type researchers are using for experimentation?
- MQ4: Which was the contributed object proposed by the researchers?
- MQ5: Where are the authors implementing the data reduction solutions?
- MQ6: Which hardware technologies were used by authors to perform their data reduction solutions?

3.3.1 Inclusion/Exclusion criteria

The objective of the inclusion and exclusion criteria is to select the research studies that fit the investigated questions. We present the inclusion criteria used to find the primary studies. The exclusion criteria are the negative form of the defined inclusion criteria, and because of that, they were omitted.

**Inclusion Criteria:**

- IC1: Articles that propose a data reduction solution at the edge layer considering the IoT technology AND
- IC2: Articles that necessarily have a title and abstract AND
- IC3: Articles published in English AND
- IC4: Articles published at peer-review events, such as workshops OR conferences OR journals AND
- IC5: Articles published after 2015.

3.4 Search strategy

In this section, we defined the search strategy elements used in this research. The presented libraries and the PICOC guideline methodology shown in Sect. 3.2 were used in this process.
3.4.1 Sources

We specify the source libraries used to perform the search after defining the PICOC elements, the research questions, and the inclusion/exclusion criteria. ACM Digital Library, EI Compendex, IEEExplore, ScienceDirect, Scopus, and Springer were the six selected libraries that were defined using the following criteria: (i) the ability to perform searching using logical characters (e.g., “AND” and “OR”); (ii) to allow searching in the body of the document and metadata fields (e.g., title, keyword, and abstract); and (iii) to be repositories having computer science and engineering contents.

3.4.2 String search

Aiming to find the articles that propose the data reduction solutions applied in the context of the internet of things technology, the used string search is now explored in Table 2. The first set of elements of the string search was directly related to the population presented on PICOC, which is composed of three elements. Edge computing and Fog computing are architectural models usually used to reduce data quantity through data reduction techniques in IoT technology. For this reason, we selected these terms in addition to the synonym “Gateway” that compose the population of our defined PICOC guideline. The second line refers to the element that addresses the study and refers to the intervention presented in Sect. 3.2. As in this paper, we are investigating “Data Reduction” solutions applied in IoT systems and architectures, the second line of the table presents this single term. Moreover, the third line refers to the possible outcomes in which the intervention can be delivered. We specified similar synonyms for the outcome, advocating that these terms cover more of the different described solutions. Finally, the last line of the string refers to the defined context we are investigating. A similar synonym (e.g., “IoT”) has also been added to the original “Internet of Things” term, thus aiming at greater effectiveness in returning primary searches. It increases the quality of the returned studies, thus reducing the quantity of the outer-bound paper.
3.5 Data extraction process

The data extraction process defined in this survey is composed of six main steps and shows that 35 primary studies were accepted for detailed analysis. The main steps are presented in Fig. 4. We summarized all these studies in a table available on this link ¹.

First, stage one represents the number of returned primary studies after executing the string in the libraries presented in Sect. 3.4.1. Although we configured all the libraries to perform the search string considering only the metadata fields (i.e. title, keywords, and abstract), the ACM library has allowed us to perform the search string only on the abstract field. Next, in the second stage, we have selected the papers published after 2015 constituting a full five-year publishing time range. Five years of time range provide us the most recent results while removing the papers that are not part of the scope. Then, in stage three, we removed 197 files due to the EC5 criteria, which removes non-peer-reviewed channels papers (e.g., Books Chapters, Book Reviews, Editorials, Mini review, Info, Other, etc.). After that, in stage four, we have removed all the 123 duplicated articles because simultaneous libraries can index them. Then, in stage five, we have read all the papers’ metadata (i.e., keywords, titles, and abstracts) of the overall quantity of selected papers. Finally, in stage six, we take a more rigorous reading, finding 35 papers that covered the scope of our study.

4 Systematic literature mapping report

After selecting the bounded papers, the detailed results of the SLM can be presented. The 35 primary studies were deeply analyzed and classified to answer the mapping questions presented in Sect. 3.3.

¹ https://docs.google.com/spreadsheets/d/1A2lKEeS9_SEmERRJ6aKOr6mC-khA7v1e0ARbyTnyYg/edit?usp=sharing.
4.1 Studies distribution

Figure 5 addresses the question *(MQ1: How many studies have been published over the years, and how this distribution was constructed?)*, plotting the number of papers published in each year.

It is possible to see in Fig. 5 a slight growth in solutions that propose a data reduction at the edge environments since 2015. The growing demand for big data solutions contributes to the usage and generation of data reduction approaches in systems architecture. The data preprocessing performed on the edge layer is fundamental to reducing systems bottleneck, improving the overall applications’ performance. Analyzing the graph, we note that 2015 was the year with the lowest number of published studies, thus forming a lower limit for publications. After 2015, the graph trend has increased for all years, excepting 2020. More specifically, in 2017 we find 3 studies, in 2018 we find 4 studies, followed by 9 in 2019. However, in 2020 we faced a considerable decrease in the proposed solutions. We suggest that this decrease in 2020 is a reflection of the COVID-19 pandemic disease the entire world faced at the end of 2019. The authors, [29], presented a study discussing how the global COVID-19 pandemic has affected the world, including the IoT technology. At the end of 2021, 12 more studies were published. This indicates an increase in the research area, justifying the need for this study that can help solve emerging problems.

4.2 Data reduction techniques

Figure 6 addresses the question *(MQ2: Which techniques researchers are applying to perform data reduction at the edge?)*. Throughout this research question, we can understand, in general, which are the most used techniques to perform a data reduction at the edge. These results bring us interesting information once the hardware used at the edge has less processing power than the used in the cloud. For instance, data filtering 18.8% and data compression 16.7% were the most used techniques to reduce data volume at the edge.

The data filtering technique that was the first most used data reduction technique is proposed in [30]. The authors presented a filtering solution employing an SSN ontology and its instances. The data reduction is performed in the gateway through a structure to “prune” the non-contextual data. received sensor data are then filtered.
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and sent to the cloud. Some solutions employ algorithms to filter data. The work [31] presented a concept and an algorithm to use redundant IoT-gateway hardware at the edge layer to increase availability and fault tolerance of data reduction by a factor of two. The proposed filtering algorithm implemented a cooperative approach to adapt to this concept, using PIP to perform data reduction. Authors in [32] proposed a multi-tier data reduction solution. In the gateway tier, the authors implemented a data filtering algorithm based on the PIP technique and included additional features, namely, interval restriction, dynamic caching, and weighted selection. At the edge, they implemented a data fusion algorithm that is based on the optimal set. In this step, the authors used the mean squared error (MSE) and recovery accuracy as the evaluation index. The work [33] proposed a data filtering and fusion in-networking approach to reduce the IoT sensor data. The data filtering solution is based on data change detection and deviation and compose the first step of the solution. After filtering, in the second layer, it occurs the data fusion is based on a minimum square error.

The data compression technique was used from different perspectives. Solutions that involve compression algorithms were also presented. The authors [34] proposed the implementation of some algorithms to reduce data transmission time among the network. They used the RAKE data compression algorithm to reduce memory when the new data value is different from the one in the gateway stored. In [24] the researchers presented a two-tier data reduction approach with different algorithms solutions. At the first sensor nodes tier, the authors apply data compression algorithms, and in the second tier network gateways, these gateways performed a clustering algorithm on the sensor nodes data sets. The authors [35] presented a parallel implementation of a History Principal Component Analysis (PCA) algorithm aiming at data compression. They evaluated their solution on a real-life Structural Health Monitoring (SHM) system to provide information about building conditions.

Architectural and framework solution that involves compression methods was also noticed. The researchers [36] proposed an architecture for transmitting fewer data and using low storage. The authors’ solutions distributed multiple industrial computers in different factory areas as edge devices for data collection and compression. In
[37] a multi-layered data compression framework that performs an initial reduction phase in the fog layer and then ends the reduction in the cloud was proposed. Their solution begins reducing the fog layer through an initial compression of the collected data from the edge nodes. Then, they send the data to the cloud, where it performs a second compression process. The work [38] proposed a data collection approach performed at the edge layer that reduces the quantity of transmitted IoT data. They begin applying a data compression algorithm to the collected data before transmitting it to the cloud. After that, they rebuild these transmitted data on an edge node applying a ML technique.

4.3 Experiment data type

Figure 7 addresses the question \textit{(MQ3: Which data type researchers are using for experimentation?)}. We verify that more than half studies used the temperature data stream in their experiments. Some studies that use this data type are: [22–24, 39–42]. Temperature, humidity, pressure, and light were the most used data stream by the researchers in their experiments. We suggest that the usage is inherently related to some data characteristics. The first one is the context of the study that might some inferences to be introduced. IoT domain deals with a considerable variety of stream data due to the diversity of the sensors applications. Smart cities and smart homes, for instance, employ a wide variety of applications to monitor the weather and structural health. Because of that, the most used weather sensor (e.g., temperature, pressure, humidity, and light) are essential and widely used in such context. In [22] the authors advocate, for instance, that there is a correlation between pressure and temperature data. Therefore, the authors affirm that it is possible to infer the temperature data...
from pressure and vice-versa. The second characteristic is the usage of the datasets made available by [43] where 54 sensors are deployed in the Intel Berkeley Research lab. They have used Mica2Dot sensors together with weatherboards that collect time-stamped data information along with humidity, temperature, light, and voltage values. Many authors in this study used this dataset [22–24,32,33,40,42], and [44]. There are also cases where the used data is inherent to the domain. For instance, the work [45] uses a Kalman filter to minimize the data packet. They evaluated their results using standard intrusion detection datasets (e.g., NSL-KDD, KYOTO 2006+, CICIDS2017, and CICIDS2018) for instance. In such a case, they received a "specific" classification.

4.4 Author’s contribution

Figure 8 addresses the question (MQ4: Which was the contributed object proposed by the researchers?).

The main concepts of the authors’ contributions are presented by trying to reach data reduction at the edge in a diverse range of problems and domains. It is important to note that some researches propose more than one algorithm contribution. Thus, the number of contributions presented can be different from the total of accepted studies. For instance, the authors [24] presented a two-tier data reduction approach with different algorithms solutions. The authors apply data compression algorithms at the first sensor nodes tier (e.g., delta encoding, RLE encoding). After, in the network gateways, a clustering algorithm is performed. In such a case, we count twice the algorithm solutions, and it might be different from the quantity number of accepted results. Moreover, this handling can be slightly confusing due to the interpretation bias that the classification term might present. For instance, which is the difference between a scheme, a method, and an approach? Even though we presented some definitions to classify the researchers’ proposals in this study, our definition would introduce an interpretation bias. As we avoid this kind of issue in reducing interpretation bias, the original author term was used to condense and present the results.

Many of the presented researches propose a solution that is composed of more than one data reduction algorithm. For instance, the authors in [42] proposed a two-
level protocol called “Energy-efficient Data Transmission and Aggregation Protocol (EDaTAP)”. Their solution is based on the fog computing paradigm, which is composed of two levels and performs its tasks both in the sensor device and at the fog gateway. An encoding algorithm is implemented at the sensor level to decrease the gathered sensed data volume and avoid energy wasting. In their solution, a clustering approach based on Dynamic Time Warping (DTW) is implemented at the fog smart gateway. The sensor devices send the measured data to the fog after the sensor algorithm processes it. Another processing algorithm is performed at the fog level to send the resulting data to the cloud for further analysis. In the work, [32] a multi-tier data reduction solution was implemented in the gateway and at the edge was also proposed. In addition, a data filtering algorithm based on the PIP technique was introduced in the gateway tear. On the other hand, at the edge, it was used a data fusion algorithm.

The studies [46] and [5] proposed a framework aiming to implement data reduction at the edge and the gateway of the network, respectively. In the first, the DISMISS framework was presented. It focuses on noise reduction in which imputing missing values and filtering stream data at the edge are reached. In the gateway, they applied the binning method to reduce the noise of raw data. To reach the missing values, they used a Dynamic Time Warping (DTW) similarity technique together with the PIP method to select the critical points. In the second, the authors proposed a data handler framework to reduce the data volume at the edge. Their solution comprises many data reduction methods (e.g., Data Sampling, Piecewise Approximation, Selective Forwarding, Perceptually Important Points, and Change Detection).

### 4.5 Data reduction implementation layer

Figure 9 address the (MQ5: Where are the authors implementing the data reduction solutions?) question. The authors’ contributions can be implemented in different layers. It is worthy to notice that we did not consider a solution when it was proposed to perform data reduction only in the sensor device or in the cloud layer respecting the IC1 presented in Sect. 3.3.1. However, when the proposed solution is composed of many implementation layers, and one of these layers is the edge, we considered it in this work.

For instance, the authors [37] proposed a multi-layered data compression framework that performs an initial reduction phase in the fog layer and then ends the reduction in the cloud. The researchers in [22] presented a solution that uses Bayesian Inference Approach (BIA) both in the sensor device and in the gateway. In [24] the authors presented a two-tier data reduction approach with different algorithms solutions that use the sensor nodes tier and the network gateways to perform a clustering technique.

It is possible to visualize in Figure 9 that 17.1% of the proposed data reduction solutions were deployed in one more layer in addition to the edge. It was referred to as a “Two-level” implemented layer. Data reduction deployed only at the edge (e.g., gateway, edge, fog, etc.) corresponds to the other 82.9% of all the proposed solutions, and it was referred to as a “One-level” implemented layer. These results were expected due to the research’s objective, which is to present the data reduction solutions performed at the edge. An interesting finding here relates to the hybrid
solutions that use more than the edge layer to complement their proposals, even when we are interested in edge solutions.

Also in the Fig. 9, we observe the computational layer place of each data reduction solution. The majority of the methods were introduced at the fog level, followed by edge and gateway nodes. Although we understand that some of these layers might be synonymous, presenting their real place might bring many insights into this study. For instance, the solution [47] proposed a data reduction algorithm considering the industrial Internet of Things (IIoT) context. An IIoT node is introduced on a "Permanent Magnet Synchronous Motor (PMSM)" that reads two kinds of signals (leakage flux and vibration signals) through magnetic sensors and accelerometers without accessing the motor control system. A mechanical system accelerometer reads the motor’s vibration signals and sends them to a constructed algorithm that filters these magnetic signals to reduce data. Although we highlighted the algorithm to extract the magnetic signal, the author also proposed other algorithms to handle signal mixing, separation, and rotation angle calculation.

4.6 Edge technology

Figure 10 addresses the question (MQ6: Which hardware technologies were used by authors’ to perform their data reduction solutions?).

First, we verified that the majority of the authors have used/constructed simulators to perform their experimentation. The works [42] and [24] have used a component-based C++ and modular OMNeT++ [48] network simulator library to perform their experiments. The works [32,41,49] and [33] also used the same approach to evaluate their solution. They have written their simulator using the Python programming language and used the dataset presented by the work [43] to perform their experiments. The authors in [5] have simulated the environment in a Virtual Box Virtual Machine (VM). They simulated the capabilities of a lightweight gateway Raspberry Pi, a M2M Gateway, and a PC all using the VM. On the other hand, the works [40] and [50] simulated using the Java programming language. Finally, the works [23] and [45] used MATLAB to simulate the environment which simulates the edge technology.
Fig. 10  Edge technology

Next, we verified that a generic edge technology was proposed when performing their experimentation. It means that the characteristics of the environment do not have much importance in the study. For instance, many of the proposed data reduction methods can be measured and experimented using only mathematical features. In [51] the authors evaluated the security and the performance of their data collection and computation offloading scheme by numerical results. To analyze their framework, in [31] the author’s employed different test cases to verify its accuracy through similarities between the reduced and original datasets. In other existing works, this information was omitted. The authors [52] proposed an algorithm based on a pattern system that comprises a library and a classifier that handles bridge vibration sensors. The algorithm classifies the time-series data intervals into patterns that learn from set models. The data intervals are predicted and classified by a pattern classifier that returns the pattern of the interval data.

In some cases, the author [53] does not specify the used edge technology. In such a case, the used 10 edges nodes were classified as a “generic” edge technology due to the author’s non-specification. They also used artificial datasets (e.g., Swiss-Roll, S-Curve, and S-Sphere). Other authors, [38] and [22], have used personal computers as an edge technology. Due to the limited quantity of pages, we summarized all selected studies that were used to answer the six research questions through a table available on this link.  

5 Threats to validity

As in any empirical experiment, this manuscript suffers threats to validity. Some of these elements are discussed and considered at this stage. In this section, we investigate and discuss the main risks this work presents.

The basis of this research aims to identify studies that have contributed to implementing data reduction solutions at the edge of IoT systems. It is worthy to notice that

2 https://docs.google.com/spreadsheets/d/1A2IKeEeS95EmERR6aKOr6mC-kHA7v1e0ARbyTnyYg/edit?usp=sharing.
the accepted researches ought necessarily to have the data reduction concept as the first goal of the studies instead of another one. For instance, approaches that have the primary goal of improving data analytic at the edge and applying data reduction to reach the first goal were not accepted in this study. On the other hand, approaches that propose a data reduction method and used it to perform data analytic were considered in this mapping. Another interesting observation we should mention here is the used term by the researcher to refer to some process, which might include some data reduction technique. Some of them used the following terms "data management", "data analytics", "energy saving", "real-time data processing", and "power consumption". To avoid introducing bias into the study, when these terms were identified, the articles were rejected.

6 Open research issues

Analyzing the studies and results we have presented in this mapping, a considerable quantity of insights and outcomes can be delivered considering the employment of the edge in IoT architectures. The use of an intermediate processing layer can be employed by many domains, providing an immense opportunity for new discovering and explorations. However, some specific issues and opportunities arise. Below, we discuss the employment of the processing layer in IoT technologies, considering some topics for research investigations and possible limitations of its usability.

6.1 Latency and scalability

Introducing a preprocessing layer in an IoT infrastructure might bring many advantages concerning data quality. Using an edge layer to filter and reduce transmitted data might improve the network bandwidth, energy, I/O throughput, cloud storage, and traffic costs. However, depending on the selected architectural configuration, the latency can be reduced. In the work [5], the authors discussed the introduced latency of the forwarded data to the cloud. In their solution many data reduction methods were used, although only the PIP data reduction method was considered for latency analyses. Depending on the layer the data reduction solution is introduced, the latency might be bigger or smaller. As far as the data storage is from its generated point, the bigger the latency will be introduced. The authors solutions, [22,23] and [24] implemented data reduction directly in the sensor layer. It is expected that it might reduce the quantity of data sent to the edge to be preprocessed, reducing then the latency in the applications layer. Implementing ML near the data production layer also tends to improve latency, as unnecessary data tends to be ignored, leaving the network free for meaningful data.

6.2 Artificial intelligence

The usage of AI to support data preprocessing seems to be an interesting solution to increase data quality when using the edge architecture model. However, depending on the selected architectural schema to implement the solution, the AI module might
suffer from inaccuracy in data results. Moving the ML closer to the data source might reduce the data transmission. The authors in [18] proposed an architecture that introduces the ML closer to the data source. They discuss the three main techniques (e.g., Device and Edge, Edge and Cloud, and Device and Cloud) to perform ML considering the edge computing paradigm. Researchers in [21] proposed a framework that uses autoencoders model at the edge to apply data compression while in [19] the encoder part of the autoencoder was deployed in the edge while the decoder in the cloud.

6.3 Edge hardware

Employing the data reduction solutions on edge has proved its importance over the years. However, depending on the faced problem and domains, some edge solutions seemed to be more suitable than others. For instance, solutions for the Industrial Internet of Things (IIoT) domain need attention regarding hardware selection. In [47] the authors introduced the "IIoT node on a Permanent Magnet Synchronous Motor (PMSM)". This node was constructed to collect the vibration signals for specific motors conditions verification reading different magnetic sensors signals. In the [5] work, the authors pointed that the cache’s size does not imply better effectiveness of the forwarded data. On the other hand, there are also cases in which all the network components, including the edge hardware, were simulated. The usage of simulators to experiment and find the better hardware to use as an edge device seems to be an interesting solution. In [42] and [24] works, the authors used the OMNeT++ [48] network simulator library, while the works [23] and [45] used MATLAB. The authors [32,41,49] and [33] wrote their simulations using the Python programming language, while the works [40] and [50] simulated using the Java programming language. Finally, the selection of the edge hardware when implementing the data reduction techniques in the edge-based architecture can be explored considering different data workloads classification.

7 Conclusions

Internet of Things technology connects plenty of devices from different types and characteristics through a network, allowing communications between these devices and systems. The large quantity of the generated data sources, processed, and stored has increased considerably, imposing some challenges in the process of making that data available. To solve such an issue, data reduction and preprocessing are promising concepts that help to manage this data efficiently. Applying data reduction, considering the edge computing paradigm, that handles data closer to the generated point before being sent to the cloud, has emerged as an efficient solution. The gateways designs were projected according to the features and requirements of the different applications on services goal to perform this task. This study investigates the data reduction solutions performed exclusively at the edge of IoT systems. To reach this objective, we performed a Systematic Literature Mapping (SLM), which allows us to answer six promissory questions in such context. The main findings of this study relate to the
answer to the investigated questions that justify this mapping. The progressing time of this research field, the used techniques to reduce data at the edge, the used data type in experimentation, the authors proposed solutions of data reduction, the architectural data reduction layer implementation, and the hardware technologies used to perform data reduction at the edge were some investigated questions.
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