EXPECTED CHARACTERISTIC IN TUNNELS & TROLLS
CHARACTER CREATION, WITH GENERALIZATIONS
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ABSTRACT. In the roleplaying game Tunnels & Trolls the characteristics of player characters are determined by rolling dice in the following manner: First, one rolls three dice and calculates their sum. If the three dice all give the same result, another three dice are rolled and added to the total. This is continued until the three dice no longer match. We calculate the average result of the stochastic sum: 10 + 4 / 5.

We also consider a generalized dice rolling scheme where we roll an arbitrary number of dice with arbitrary number of sides. This generalization is motivated by various exotic dice that are used in many roleplaying games. We calculate the expectation, and how much it differs from the situation where we only roll the set of dice once, with no rerolling and adding. As the number of dice increases, or the number of sides the dice have increases, this difference approaches zero, unless there are two dice (with the number of sides increasing), in which case the difference approaches one.

1. Introduction

Tunnels & Trolls [1] is one of the oldest published tabletop roleplaying games [2, footnote 814]. Roleplaying games have become the subject of scholarly studies [4, 5], as the influence and study of video games has increased. Many tabletop roleplaying games use dice to create or represent uncertainty [6, 7]. Some of the schemes for rolling dice are mathematically nontrivial; we investigate one such scheme in the present article. In tabletop roleplaying games, most players take the role of fictional characters. On defining roleplaying games see Arjoranta [3], and for description see Dormans [6].

In Tunnels & Trolls, the player characters are described numerically by characteristics, which define for example how strong, lucky and intelligent the character is. In the 5.5th and further editions of Tunnels & Trolls [2] the characteristics are determined by rolling dice with a process explained below.

The starting characteristics are random, so we can hope to determine their expected value. This value is useful for a player of the game, since it allows quickly judging the worth of a new player character – are its scores above or below average? A designer or game master might also consider various alternative methods of determining characteristics, and information about their average is helpful in the process. The expected values and distributions of various methods of rolling dice are often discussed by game designers and players of tabletop roleplaying games.

Each characteristic is independently determined with the following process.

(1) Roll three dice (ordinary six-sided dice).
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(2) If the result is triples – each of the dice shows the same value – roll three additional dice.
(3) Continue until the newly rolled dice are not a triple.
(4) Sum the results of all the dice rolled thus far.

**Example 1.1.** Suppose we roll \((3, 3, 1)\). This is not a triple, so the value of the characteristic is \(3 + 3 + 1 = 7\).

**Example 1.2.** Suppose we roll \((5, 5, 5)\). This is a triple, so we roll again and get \((1, 1, 1)\). This is also a triple, so we roll yet again and get \((1, 2, 2)\). This is no longer a triple, so we sum everything rolled thus far: \(5 + 5 + 5 + 1 + 1 + 1 + 2 + 2 = 23\).

The same rolling process can be used with an arbitrary number of dice, which may have an arbitrary number of sides. Indeed, the saving roll system in Tunnels & Trolls uses the same process with two six-sided dice; there, doubles add and roll over. It turns out that the expected value of a characteristic is \(\frac{54}{5} = 10.8\), and the expected value of the dice roll in a saving roll is \(\frac{42}{5} = 8.4\). These values can be found as corollary 2.6.

Several roleplaying games use various exotic dice (for example Pathfinder [4] and Dungeon Crawl Classics [5]), which motivates us to ask how the number of sides the dice have influences the expectation.

It is interesting to ask how significant it is to roll all the dice again when they match and add this to the previous result. One way of answering this is checking how much the expected value of the result changes when matches are added and rolled over, when compared to the situation where only one set of dice is rolled and matching dice do not have any special meaning. It turns out that the difference in expectations vanishes in the limit of increasing number of dice or increasing number of sides in the dice, except when we roll precisely two dice, and let the number of sides they have increase to infinity. For the precise result, see theorem 2.7.

### 2. Formalization and calculation

We assume we are rolling \(n \in \mathbb{N}\) dice, each of which has \(s \in \mathbb{Z}_+\) sides. Let both \(n\) and \(s\) be fixed. The cases \(s = 1\) or \(n \in \{0, 1\}\) are trivial, so by default we suppose \(n, s \geq 2\). See remark 2.4 for a precise formulation of the triviality.

Each \(s\)-sided die is represented by a random variable \(Z^j_l\) where the index \(j \in \mathbb{Z}_+\) indicates which set of dice rolls is in question and \(l \in \{1, 2, \ldots, n\}\) indicates which of the dice in a given set of dice rolls is in question; this is made precise in equation (2.2) and the text below it. Each such random variable is a mapping \(Z^j_l: \Omega \to \mathbb{N}\) such that for every \(m \in \{1, \ldots, s\}\) we have \(P\{\omega \in \Omega; Z^j_l(\omega) = m\} = 1/s\), and probability of every other event is zero. We assume the die rolls, i.e. variables \(Z^j_l\), are mutually independent.

Let \(M_0 = \Omega\) and \(M_j\) be the event of the \(j\)th set of rolls being a match; that is, for \(j \geq 1\),

\[
M_j = \{\omega \in \Omega; Z^j_1 = Z^j_2 = \cdots = Z^j_n\}.
\]

Define the random variables \(X_j\) as follows: \(X_0 = 0\) and for \(j \geq 1\)

\[
X_j = \begin{cases} X_{j-1} + \sum_{l=1}^s Z^j_l & \text{when } \omega \in \cap_{k=0}^{j-1} M_k \\ X_{j-1} & \text{otherwise.} \end{cases}
\]

The interpretation of these random variables in terms of dice rolls is that \(X_1\) is the sum of the first set of dice rolls, \(X_2\) allows for the possibility of matches and the corresponding additional dice rolls, \(X_3\) allows for two sets of matches, and so on.
Hence, we define

\[ X^{n,s} = \lim_{j \to \infty} X_j, \]  

which is the final outcome of the entire dice rolling scheme. Note that the fixed constants \( n \) and \( s \) are implicit in the \( X_j \) variables. We sometimes write them explicitly as superindices.

**Remark 2.1.** We have \( X^{0,s} = 0 \) and \( X^{1,s} = X^{n,1} = \infty \), where the free variables satisfy \( n, s \geq 1 \).

**Remark 2.2.** Characteristics in Tunnels & Trolls are rolled with \( X^{3,6} \) and saving rolls with \( X^{2,6} \).

In saving rolls there is an additional rule of automatic failure when the initial roll gives the result of three. If one wanted to assign it a numerical value of 0 (an arbitrary choice which would not necessarily lead to failure in game), then the relevant expectation would have to decreased by

\[ \mathbb{P}(X^{2,6} = 3) \cdot 3 = \frac{2}{36} \cdot 3 = \frac{1}{6}. \]  

This type of adjustment is quite easy to do and generalizing it to all of the situations covered in the paper is far from obvious, so we ignore it from now on. We stress that the choice of zero here is both arbitrary and unsatisfactory; in theory, no finite numerical value leads to guaranteed failure, though large negative numbers such as \(-1000\) would almost certainly guarantee failure in all practical game situations.

We are interested in the expected value \( \mathbb{E}(X^{n,s}) \), and the relation between it and \( \mathbb{E}(X^{n,1}) \). That is, we want the know how much the expected value increases when matches allow rolling an additional set of dice.

The following lemma follows from the linearity of expectation and the definition of the random variables:

**Lemma 2.3** (Expectation without rerolls). For \( n \in \mathbb{N} \) and \( s \in \mathbb{Z}_+ \) we have

\[ \mathbb{E}(X_1^{n,s}) = n(s + 1)/2. \]  

**Corollary 2.4** (Expectations of dice rolls in Tunnels & Trolls without rerolls).

\[ \mathbb{E}(X_1^{3,6}) = 21/2 \text{ and } \mathbb{E}(X_1^{2,6}) = 7. \]  

By monotone convergence, \( \mathbb{E}(X^{n,s}) = \lim_{j \to \infty} \mathbb{E}(X_j) = \mathbb{E}(X_N) \), where

\[ N(\omega) = \sup \left\{ j \in \mathbb{N}; \omega \in \bigcap_{k=0}^{j-1} M_k \right\} \]  

is the first time the dice do not match. Note that \( N \) is finite almost surely.

We now calculate the probability mass function \( f \) of \( N \). The probability of rolling a match is \( p = \left( \frac{1}{4} \right)^{n-1} = s^{1-n} \), so

\[ f(j) = \begin{cases} p^{j-1}(1-p) & \text{for } j \geq 1 \\ 0 & \text{for } j = 0. \end{cases} \]  

On the other hand,

\[ \mathbb{E}(X^{n,s}) = \mathbb{E}(\mathbb{E}[X^{n,s}|N]) = \sum_{j=1}^{\infty} f(j) \mathbb{E}[X_j|N = j]. \]
To calculate this explicitly we need to know the value of the conditional expectation $E[X_j|N = j]$. For all $k < j$ we have $\omega \in M_k$, so $Z_k^1 = \ldots = Z_k^n$. Further, the set of random variables $\{N\} \cup \{Z_l^1; l \in \mathbb{N}\}$ is independent. Thus,

$$
E[X_j|N = j] = E \left[ \sum_{l=1}^n Z_j^l + \sum_{k=1}^{j-1} \sum_{l=1}^n Z_k^l \bigg| N = j \right] 
$$

(2.10)

$$
= E \left[ \sum_{l=1}^n Z_j^l \bigg| N = j \right] + \sum_{k=1}^{j-1} E \left[ n Z_k^1 \bigg| N = j \right]. 
$$

We calculate the first and the second part of the expectation separately, starting from the second sum:

$$
\sum_{k=1}^{j-1} E \left[ n Z_k^1 \bigg| N = j \right] = n j \sum_{k=1}^{j-1} E (Z_k^1) = n (j - 1) (s + 1) / 2.
$$

(2.11)

For the first sum we have

$$
E \left[ \sum_{l=1}^n Z_j^l \bigg| N = j \right] = E \left[ \sum_{l=1}^n Z_j^l \bigg| \omega \in \bigcap_{k=0}^{j-1} M_k \setminus M_j \right].
$$

(2.12)

By the independence of all the $Z$ variables, and in particular the independence of $Z_j$ from $M_k$ when $k < j$ and the independence of $M_k$ from $M_j$, we get

$$
E \left[ \sum_{l=1}^n Z_j^l \bigg| \omega \in \bigcap_{k=0}^{j-1} M_k \setminus M_j \right] = E \left[ \sum_{l=1}^n Z_j^l \bigg| \omega \in \Omega \setminus M_j \right]
$$

$$
= E \left[ \sum_{l=1}^n \sum_{\omega \in \Omega} Z_j^l (\omega) \right] / \mathbb{P} (\Omega \setminus M_j)
$$

$$
= E \left[ \sum_{l=1}^n \sum_{\omega \in \Omega} Z_j^l (\omega) - \sum_{\omega \in M_j} \sum_{l=1}^n Z_j^l (\omega) \right] / (1 - p)
$$

$$
= \left( E \left[ \sum_{l=1}^n Z_j^l \right] - E \left[ \sum_{l=1}^n Z_j^l 1_{M_j} \right] \right) / (1 - p)
$$

$$
= (n (s + 1) / 2 - n E (Z_j^1) \mathbb{P} (M_j)) / (1 - p) = n (s + 1) / 2.
$$

Thus we have

$$
E[X_j|N = j] = j n (s + 1) / 2,
$$

(2.14)

whence

$$
E(X^{n,s}) = \sum_{j=1}^{\infty} p^{j-1} (1 - p) j n (s + 1) / 2.
$$

(2.15)

This is a series of the form $c \sum_{j=1}^{\infty} j a^{j-1}$, which has the value

$$
c \sum_{j=1}^{\infty} j a^{j-1} = c (1 - a)^{-2}.
$$

(2.16)

So, we have

$$
E(X^{n,s}) = E(X_1^{n,s}) / (1 - s^{1-n}).
$$

(2.17)
This proves the following theorem:

**Theorem 2.5** (Expectation of the random sum). Suppose \( n \geq 2 \) and \( s \geq 2 \). Then

\[
E(X^{n,s}) = (1 - s^{1-n})^{-1}n(s + 1)/2.
\]

**Corollary 2.6** (Expectations related to Tunnels & Trolls).

\[
E(X^3,6) = 54/5 \quad \text{and} \quad E(X^2,6) = 42/5.
\]

The identity in the theorem is consistent with the trivial identities \( E(X^0,s) = 0 \), \( E(X^1,s) = \infty \) and \( E(X^{n,1}) = \infty \), and furthermore, as \( n \to \infty \), we have

\[
E(X^{n,s}) - E(X^{1,s}) = \left( \frac{1}{1 - s^{1-n}} - 1 \right) \frac{n(s + 1)}{2} = \left( \frac{ns^{1-n}}{1 - s^{1-n}} \right) \frac{s + 1}{2} \to 0.
\]

On the other hand, as \( s \to \infty \), we have

\[
E(X^{n,s}) - E(X^{1,s}) = \left( \frac{s^{2-n} + s^{1-n}}{1 - s^{1-n}} \right) \frac{n}{2} \to \begin{cases} 0 & \text{when } n \geq 3 \\ 1 & \text{when } n = 2 \end{cases}.
\]

Thus, we get the following theorem:

**Theorem 2.7** (Limits of expectations).

For \( s \in \mathbb{Z}^+ \) : 
\[ E(X^{0,s}) - E(X^{0,1}) = 0. \]

For \( s \in \mathbb{Z}^+ \) : 
\[ E(X^{1,s}) - E(X^{1,1}) = \infty. \]

For \( n \in \mathbb{Z}^+ \) : 
\[ E(X^{n,1}) - E(X^{n,1}) = \infty. \]

For \( s \geq 2 \) : 
\[
\lim_{n \to \infty} \left( E(X^{n,s}) - E(X^{n,1}) \right) = 0.
\]

For \( s \geq 2 \) : 
\[
\lim_{s \to \infty} \left( E(X^{2,s}) - E(X^{2,1}) \right) = 1.
\]

For \( n \geq 3 \) : 
\[
\lim_{s \to \infty} \left( E(X^{n,s}) - E(X^{n,1}) \right) = 0.
\]

3. Conclusions

The effect of rolling again and adding dice is quite small, unless one is rolling two fairly small dice. The probability of very high results does grow from zero to a small but positive number, which might be relevant even in the absence of a large change in the expected value.
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