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ABSTRACT

With the gradual increase in the difficulty of competitive martial arts, athletes must complete fine, stable, high-quality and difficult movements in order to achieve excellent performance. The real-time extraction of martial arts movements is a topic that many martial arts enthusiasts care about. This study mainly discusses the real-time extraction and simulation of VR image target in the difficult movement technology of martial arts routine. Considering the complex characteristics of martial arts movements, this article will analyze the preprocessing content of existing images. This includes image enhancement and image filtering, and uses median filtering methods to enhance the characteristics of the collected images. In this way, the visual effect of the original image can be improved, and the processed image will contribute to the subsequent segmentation. A new image segmentation method is proposed for the color model of the image. According to the H component of the HSV model representing the characteristics of chromaticity, the color image is transformed into the HSV model, and the H component is extracted. The histogram concept applies to H components. Based on the histogram of the H component, the segmentation threshold is determined, and the cropping target in the image is detected. Because the model space is very sensitive to color, VR technology is used to automatically determine the segmentation target. Combined with the above division methods, the automatic extraction of objects in the image is completed. The method of using VR technology for image extraction processing has high precision, and the error value is 3.92% < 5%. The research results show that the method has good segmentation results, and is suitable for image segmentation under complex background and automatic image extraction under complex background.

INDEX TERMS VR image extraction, VR image simulation, martial arts routine difficulty action technology, image segmentation, automatic target extraction.

I. INTRODUCTION

In the increasingly complex competitive martial arts routine competition, athletes must complete fine, stable, high-quality, high-difficulty projects, in order to obtain excellent results. Therefore, it is very important to find a suitable technology for real-time image extraction. VR technology can import multiple images at a time, and quickly carry out intelligent image matching and splicing.

The segmentation process of virtual reality technology is completed automatically, which improves the work efficiency.

In addition, according to the need to modify the mosaic parameters, adjust the accuracy and quality requirements of the mosaic image, adjust the number of feature points extracted, and finally control the image mosaic effect. The process of target detection and recognition in complex background reflects the important practical value of VR technology in tracking and identifying targets to achieve target imaging.

The characteristic image of fault signal is very important in machine fault diagnosis. Yong believes that the harsh working environment causes frequent failures of the planetary gear system. However, the complex structure and variable transmission make the vibration signal strongly nonlinear and unstable, which brings great problems to fault diagnosis [5]. The original vibration signal is decomposed by variational mode decomposition (VMD), and the four components with narrow band and independent center frequency are decomposed. In order to maintain the characteristic spectrum of the original vibration signal as much as possible, the corresponding characteristic band is intercepted from...
the frequency spectrum of the original vibration signal based on the center frequency of each component. Then, the feature image of the fault signal is constructed as the input of the convolutional neural network (CNN), and the parameters of the neural network are optimized through sample training [6]. Finally, the optimized CNN is used to identify fault signals [1]. His research does not have a specific process of feature image construction, and the research method is not rigorous. The accuracy of road area extraction is an important factor affecting the safety and reliability of intelligent driving systems. Tong believes that because shadows will greatly affect the results of road area extraction in practical applications, it is meaningful to reduce the shadow effect on a single image through optical principles and theories. In order to reduce the shadow effect, he extracts the inherent image of the road scene based on logarithmic domain projection. The inherent image has the advantage of eliminating shadow effects. Therefore, he proposed an effective projection angle calculation method based on simple statistics in the log domain, which can eliminate the influence of the camera’s feature direction [7]. In addition, in order to quickly acquire the feature image, the best practical full-time projection angle can be obtained. In the experiment, the method he proposed can reduce the shadow effect of the road scene image. In order to evaluate the internal image extracted by the proposed method, the same road detection method is used to extract the road area [8]. He did not study the size of the best projection angle. L2,1-norm regularized 2D neighborhood preservation projection (2DNPP) method can be used to extract representative 2D image features. Zhang believes that 2DNPP extracts the neighborhood retention feature by minimizing the reconstruction error based on the Frobenius norm, which is very sensitive to noise and outliers in the given data [9]. In order to make the distance metric more reliable and encode the neighborhood reconstruction error more accurately, he minimized the reconstruction error based on the kernel and based on the L2,1-norm, and measured it on each image [10]. His research lacked analysis of experimental errors, and the research process was not rigorous.

This study uses VR technology to extract the image, which increases the image segmentation effect, which is also very beneficial to the study of martial arts routine difficulty action technology. In this way, the visual effect of the original image can be improved, and the processed image will contribute to the subsequent segmentation [11]. A new image segmentation method is proposed for the color model of the image. According to the H component of the HSV model representing the characteristics of chromaticity, the color image is transformed into the HSV model, and the H component is extracted.

II. VR IMAGE TARGET EXTRACTION

A. IMAGE TARGET EXTRACTION IN MACHINE VISION

VR technology includes computer graphics, computer simulation, sensors, human-machine interfaces, displays, artificial intelligence, human action research and other main technologies [12]– [14]. In the form of simulation, create a three-dimensional graphical environment that truly reflects the changes and interactions of things. In the VR system, the virtual environment plays a very important role, and its quality directly affects the performance of the VR system. Through the computer and ACTS, interactive visual simulations of vision, hearing, touch, and immersion are generated by other means. The so-called virtual environment is an indispensable core component of the VR system [15], [16]. The geometric model of the object is the premise and foundation for constructing the object, and plays an important role in describing the appearance characteristics of the object[17]. Geometric modeling technology is the foundation of the entire VR system. With the rapid development of VR technology and the continuous development of VR application systems, the market for 3D geometric models is expanding. Government departments, urban planning, architecture, design research institutes, major engineering construction, military simulation, medical equipment, etc. have all quickly penetrated into it [18]. Background field virtual reality technology, image processing, and camera calibration provides a 3D visualization technology for calibration [19]. The three-dimensional position of the target object is displayed virtually, and the target is determined by changes in the position of the object. The three combinations have very practical applications [20], [21].

Object extraction is used to identify and interpret meaningful operations in images [22]. Refers to the segmentation of objects of interest and background from a single image or a series of images to extract the characteristics of different images [23]. In other words, the target is extracted from the scene [24], [25]. That is to say, the original image is represented by words, numbers, geometric figures, symbols or some combination [26]. The characteristics of an image usually refer to grayscale, shape, etc. Image segmentation will segment feature images continuously. Each field has the same characteristics, and the object extracted after differentiation is the primary goal of this study [27], [28]. Therefore, the effective extraction target has a great relationship with the image blur. As the core technology of machine vision, object extraction will be widely used. For example, in a machine vision system, fingerprints and facial features are detected, feature points and lines are extracted, and used for image matching and 3D modeling of camera measurement and suppression technology [29]. Effective target extraction is very important for advanced tasks in the intelligent analysis process, such as target classification, target tracking, and identification. Therefore, target extraction determines the quality of subsequent processing, and is also the foundation and key of the entire process [30].

B. IMAGE SEGMENTATION

When the eyes are recognizing objects, they will pay too much attention and cannot feel the things around them [31], [32]. This is to separate and extract what the
human visual system is concerned about. When people use mathematical methods to identify targets based on the biometric process, they will try to separate the target from the surrounding environment [33]. That is to decompose the image into a set of non-overlapping areas, this is an image processing. In the process of image segmentation, information that has nothing to do with the extraction target must be deleted. Therefore, it is necessary to study the method of reasonable image segmentation. Image segmentation can improve the characteristics of the image. In image segmentation, different image segmentation methods are different according to the data structure of the recognized image, the characteristics of the target, and the purpose of the recognition [34].

With the development of computer technology, the visual effects that images bring to people are gradually paid attention to. The original monotonous images are gradually eliminated. Color images are more and more frequently used in people’s daily lives [35]. The processing of color images has become the focus of today. This is because grayscale images in color images contain more information such as brightness, hue, and chroma [36]. Moreover, people are sensitive to colors, and low-quality color images are more attractive than complete grayscale images. Therefore, the use of color images is becoming more and more widespread, and color image segmentation has also become a hot topic [37].

**C. FEATURE MATCHING**

Due to the locality of image features, in order to solve the problem of SLAM data association, special matching in the same space is required. The exact match between images and images or the description subset between images and maps is calculated by matching feature points, and the relative motion matrix is calculated by matching points. Brute force matching is the simplest feature point matching method. When the feature points extracted from the image A are 1, 2...M, the feature points extracted from the image B are 2+1, n-2,-3.... For each feature point M, the distance from all M measurement descriptors is sorted, and the closest feature point is adopted as the same point. The closer the corresponding subset, the closer the similarity. For the brief descriptor of the ORB function extraction algorithm, the binary USES characteristic as the measured value and the characteristic between the two binary descriptors represent the number of different bits [38]. The corresponding characteristic value \( T \) is expressed as follows.

\[
T = T[x, y, p(x, y), f(x, y)]
\]  

Random sampling matching (RANSAC) algorithm by adopting iterative method. Using the RANSAC algorithm, we found the optimal matrix \( H \) of size 4 × 4. In general, to normalize the matrix, set \( H = 1 \). Since the coaxial matrix has 6 unknown parameters, at least 6 linear equations must be solved. Two equations can be listed for the point position information and the corresponding number of groups, including at least four matching point pairs [39].

\[
E(R, t) = \frac{1}{2} \sum_{i=1}^{n} [p_i - p - R(p_i - p)]^2 + |p - Rp - t|^2
\]  

Among them, \( E(R, t) \) represents the corresponding data set, \( p \) is the change value of each parameter, and \( t \) is the corresponding coefficient.

**D. OPTIMIZATION METHOD**

For the MRF segmentation of digital images, the prior model uses the GRF model [24]. The concept of neighborhood system introduced in the GRF distribution model can impose spatial smoothing constraints during the MAP segmentation process. When the split field is designed as a Gibbs random field with discrete values, the spatial connectivity restriction is imposed on the split field. Then the prior pdf\( p(z) \) of the segmentation marker field can be represented by a Gibbs-weighted burst.

In the MAP standard, the result \( U \) of the image segmentation must be the minimum value after the operation. To obtain \( \min\{U\} \) under multiple variables, a global optimization algorithm is needed. For functions with multiple variables, simulated (random) annealing algorithms can be used, such as the Metropolis method field and Gibbs sampler. In addition, deterministic algorithms such as conditional iterative model (ICM) algorithm and mean field induction annealing algorithm can also be used. The maximum reliability (HCF) algorithm can also be used. The simulated annealing algorithm is a random mitigation method called Monte Carlo method, which is essentially some rules of random exploration in the solution space. The global extremum can be found in the process of simulating stitches, but due to the large number of random solutions searched in the solution space, the solution speed of the algorithm is very slow and cannot be applied to the field of high-speed processing. The ICM algorithm cannot guarantee to find the global extreme value, but it can find the optimal value, and the convergence speed is fast, so it is the best among the general optimization algorithms. The ICM algorithm is a deterministic process algorithm. In each iteration of the coordinates in the vicinity other than. After the algorithm, maximizing the local probability is the solution. The ICM algorithm only searches for perturbations of a single trend, so it may fall into a very small value state like the gradient descent algorithm, and the ICM algorithm needs to have an appropriate initial estimate [25]. The ICM algorithm for obtaining the minimum potential energy of the MAP segmentation valve in image segmentation is shown below.

In the MRF segmentation of digital images, the previous model used the GRF model. The concept of neighborhood system introduced in the GRF distribution model may impose spatial smoothing restrictions on MAP segmentation. If the partition fields are designed to be randomly distributed with discrete values, the partition fields will be limited by spatial connectivity [40]. Next, the field \( p(z) \) before the separation mark field may be represented by a Gibbs-weighted pulse.
sequence.

\[ p(z) = \frac{1}{Q} \sum_{\omega \in Q} \exp \left\{ -\frac{U(z)}{T} \right\} \delta(z - \omega) + \sum_{c \in C} V_c(z) \]  

(3)

where \( U(z) \) is the numerical area of the numerical variable \( z \), and \( Q \) is a standardized coefficient.

During the edge filling process, the position of the new vertex must be calculated first. Various methods for determining new vertices directly lead to different edge fault tolerances, so the order of edge fault tolerance will be affected in the process of simplifying the model, and ultimately the accuracy of the simplified model will be affected. The principle of choosing a new vertex position is to make the simplified model as close as possible to the original model. The quadratic error \( \Delta \tilde{v} \) measurement is used to measure the edge folding cost.

\[ \Delta(\Delta \tilde{v}) = \Delta \left( [x, y, z]^{-1} \right) = \sum_{p \in \text{planes}(i,j)} (p \tilde{v} - v)^{-1} \]  

\[ = v^{-1} \left( \sum_{p \in \text{planes}(i,j)} K_p \right) \tilde{v} = v^{-1} Q \tilde{v} \]  

(4)

\( K_p \) is called a symmetric matrix of 3 rows and 3 columns of triangular error matrix. The neighbor average method is a local smoothing method that evaluates directly in the spatial region. The image extraction process may be statistically independent. Then, replace the average gray value of the nearby pixels with the original gray value of the pixels to smooth the image. On this basis, the neighborhood average method is used to remove picture noise [26].

\( f(x, y) \) is the actual grayscale value of the point \( (x, y) \), which is taken as the window of \( M \times M \) \( (M=2,4,6,...) \) as the center. After filtering by the neighborhood average method, the smooth image is \( g(i,j) \). The formula is as follows.

\[ g(i,j) = \frac{1}{N} \sum_{(x,y) \in A} f(x,y) + \sum_{i=0}^{k} p(s_i) k=0,1,...,L-1 \]  

(5)

In the formula, \( (x,y) = 2,1,0,...,N \) is a group of pixel coordinates in the vicinity other than \( (x,y) \). After the above smooth calculation, the dispersion ratio of signal and noise can be increased to \( M \) times.

E. MARTIAL ARTS ROUTINE DIFFICULTY MOVEMENT TECHNIQUE

Between increasingly complex competitive martial arts sports, athletes must complete fine, stable, high-quality, and difficult sports in order to achieve outstanding performance. These difficult movements include not only the high-speed rotation of the body during the jump, but also the stable balance of the joint after the difficult jump is completed quickly. In the convention of fighting skills, the balance of elegant postures and the difficulty of stable support from fast movements to sudden stops add fun to the rules of fighting techniques. On the other hand, with the continuous advance-ment of sports technology and the continuous improvement of training quality, the gap between athletes’ physical strength and competitive level tends to narrow [41]. Especially when the levels are the same and the forces are equal, all exercise processes will have a very important effect on the overall quality and final score of the exercise. In a fighting game, the error rate of the athlete’s balance movement is very high. Athletes of any level have some defects. The completion time and quality of the balance movement determine the final score.

III. MARTIAL ARTS IMAGE EXTRACTION EXPERIMENT

A. SOFTWARE ENVIRONMENT

Microsoft VC ++ 7.0 is a comprehensive development environment, providing C, C ++ editing and C ++ / cli programming languages. Mfc6.0 integration is still widely used in project development.

OpenCV is an open source visual library, which consists of a series of C functions and some C ++ clusters. MATLAB and other language interfaces are provided to realize many common algorithms in image processing and computer vision system. In this study, it is used in image processing and some mathematical operations. Create a programming interface for real-time 3D graphics. Matlab software is used for simulation research.

B. DETERMINATION OF MARTIAL ARTS ACTION COORDINATES

By using the calculated feature vector of the current frame and the feature vector of the reference key frame, a quick function comparison is performed. The motion coordinates of the current reference key frame are known. According to the consistent relationship between the current reference key frame and the current frame, the EPnP method is used to quickly calculate the motion coordinates of the current frame. After calculating the motion coordinates, select several very consistent points and calculate the coordinates of the corresponding three-dimensional points. If the similar three-dimensional coordinates are different within a certain range, the current frame motion estimation is considered stable. Otherwise, the characteristic value must be recalculated.

C. FEATURE POINT COARSE MATCHING

Due to various influences and calculation errors, the feature points may have multiple consistent points. In order to solve the matching error, the distance ratio between the nearest feature point and the next feature point is adjusted to reduce the probability of occurrence of false matching. Set a specific threshold \( T \). Try to satisfy the ratio of \( T \) greater than two adjacent thresholds [43]. Choosing an appropriate threshold can not only ensure the number and accuracy of matching point pairs, but also maintain the stability of the point pairs during the matching process.
D. EXPERIMENTAL PROCESS

(1) Image acquisition. The shooting site adopts the fixed-point camera measurement method and uses the official competition venue. Two high-speed cameras are set up to shoot the balancing action at a fixed point. The angle between the main optical axes of the two cameras is almost ninety degrees. During the shooting process, the athlete performs the same action 5 times in sequence, and the technician determines the standardization of the action.

(2) Calibration of internal reference. Use the ICP algorithm and VR algorithm to calculate the coordinate conversion values in the view. In the process of internal reference correction, in order to improve the correction accuracy, 30 different positions are arranged in the figure. The more locations, the higher the accuracy. In addition, the two images cannot be set in parallel. Otherwise, the second aligned picture will be disabled. When configuring photos, in order to be able to correctly identify the photos taken, the entire board area must be kept at more than half of the photos as a whole. After the corner points are extracted, the correspondence relationship between the image coordinate points and the coordinate points is used to calculate the coaxial graphics matrix corresponding to each image, and the constraint equations obtained from these coaxial graphics matrices are solved to calculate the internal parameters [44]. For the points that suddenly appear during the tracking process, you can give the epipolar lines corresponding to the points on the image to determine their ID and determine whether to allow the sudden points to pass.

(3) Target image extraction. First, use the detection method of extracting the visually important fields in the martial arts action image to determine the suspicious target in the image and extract the target slice. Then, using the improved model combination model of the target model, feature matching is performed on the large-scale contour of the target in the executable image extraction; finally, the simulated image tool based on VR technology is used to realize automatic identification and classification of the target. The initial contour is obtained by minimizing the energy function of external binding force and image force and moving towards the target boundary. Compared with the previous target segmentation methods, this is more in line with the definition of image segmentation and improves the accuracy of target extraction.

IV. VR IMAGE TARGET EXTRACTION ANALYSIS

A. ANALYSIS OF TARGET EXTRACTION RESULTS

The data extracted from the target image is shown in Table 1. After 3 calibrations, the baseline mean average error between cameras camera2, camera3 and camera1 is 0.308cm at maximum and 0.171cm at minimum. Although there is a certain gap between the baseline and the actual value between the three cameras and Cameral, the ratio The results obtained by the OpenCV method are more accurate. When calculating the external parameters between adjacent cameras, OpenCV’s method only selects the R and T corresponding to each chessboard picture, and uses the median of these R and T as the initial value for later optimization. In this article, the ICP algorithm and the VR technology are used to calculate the coordinate transformation of view registration. The initial values of R and T are more accurate and stable than the Open CV method, thereby improving the accuracy of the overall external parameters.

| Camera serial number | True value (cm) | Algorithm | Error (cm) | OpenCV method | Error (cm) |
|----------------------|----------------|-----------|------------|---------------|------------|
| Camera1              | 250.000        | 250.000   | 250.000    | 250.000       | 250.000    |
| Camera2              | 249.781        | 249.781   | 249.781    | 249.781       | 249.781    |
| Camera3              | 0.218          | 0.218     | 0.218      | 0.218         | 0.218      |

The segmentation effect of RSF, LGDF, LGIF and MLGF models on martial arts action images is shown in Figure 1. It can be seen from the figure that the RSF model and the LGIF model can detect the boundary of the target, but from their corresponding segmentation renderings, it can be seen that these two models actually only detect a relatively uniform part of the annular background area outside the target (because the white part should be the segmented target area), and the boundary of the target image is only regarded as the inner boundary of the segmented area, so strictly speaking, neither model can be directly used for SAR image segmentation. Both the LGDF model and the MLGF model can segment the target area, but the MLGF model is significantly more robust than the LGDF model: because the MLGF model not only can better locate the target boundary, but it is not affected by local minima like the LGDF model. Many relatively uniform isolated small areas.

B. DATA EXTRACTED FROM TARGET IMAGES

| Model     | Number of iterations | Reached the maximum number of iterations | Running time (seconds) |
|-----------|----------------------|-----------------------------------------|------------------------|
| RSF       | 500                  | Yes                                     | 97.35                  |
| LGDF      | 500                  | Yes                                     | 109.19                 |
| LGIF      | 500                  | Yes                                     | 96.35                  |
| MLGF      | 101                  | no                                      | 16.39                  |

Only the NSHD of the MLGF model can converge to the specified threshold T=0.001. See Table 2 for the final value of NSHD convergence of each model. And it
only needs 101 iterations, and its running time is only 16.39 seconds. Other models failed to converge within the limit of 500 iterations, and the running time was longer than the MGIF model. It can be seen from the experiment that the MLGF model has more advantages in segmentation effect and running time. This is mainly due to the transformation of the CV model, which makes it more resistant to multiplicative coherent speckle noise. When the contour is far from the target boundary, it can provide the correct GIF force; when the contour is near the non-target boundary, other models are generally easy to fall into the local minimum. At this time, the improved MCV model can guide the contour out of the misunderstanding and evolve toward the target boundary.

![FIGURE 2. Simulation record results.](image)

**B. VR IMAGE SIMULATION**

The simulation record results are shown in Figure 2. The edge distribution of background noise obtained by Sobel operation can be used in image noise estimation. In common image acquisition applications, the background is mostly unevenly distributed. In this case, it is unreasonable to use the brightness information to directly calculate the noise distribution parameters of the acquisition system. When the histogram obtained by Sobel operation is used for estimation, the slowly changing background and the image with transitional background have little effect on the parameter estimation. In order to test the performance of the algorithm, the same set of regional data query is performed on the same software and hardware platform for R-tree and precision LODR-tree proposed in this article by two methods. The simulation data uses the uniform distribution model to simulate the building distribution of the scene, and the normal distribution model to simulate the distribution of the scene data. The simulation data area is 1200×800, and the generated random numbers are 1500 and 2000. The simulation data uses randomly generated triangle query areas with the same area ratio to simulate the viewing area in 3D simulation, and sets three LOD levels in precision LODR-tree simulation, respectively, the distance from the center point is 200, 600, 1000. Record the average number of tree node visits each time. Through experiments, it is concluded that the improved method improves the node access efficiency by about 40% compared with the ordinary R-tree under the even distribution of data, and has better extraction efficiency.

![FIGURE 3. Image extraction in real-time mode.](image)

**C. PERFORMANCE ANALYSIS**

The image extraction in real-time mode is shown in Figure 3. In real-time mode, the image is refreshed in about 0.2 seconds, and in clear imaging mode, it is refreshed in about 2 seconds. The difference between the two modes is that the image formed in the real-time mode is blurry and the quality is poorer than in the clear imaging mode. In order to ensure the real-time performance of the system, the design adopts real-time mode imaging and preprocesses the images. The preprocessing of the image is to improve the quality of the obtained image and make the subsequent action information extraction more accurate. It can be seen from the analysis of the image that the real-time image has the characteristics of large noise, concentrated gray value, and indistinguishability between the target and the background. Through the analysis and experiment of the actual image, the gray value, linear stretching and other methods are used to improve the image. The technology used in this grid index divides the geospatial grid first and cuts the model across the blocks, so that there is no problem of repeated storage and repeated indexing. But in the process of model cutting, it will inevitably lead to an increase in the number of grids, thereby increasing the data storage space overhead. Before designing this algorithm, the structural characteristics of the mixed layer model are considered. The mixed layer model is mainly distributed in a single layer on the horizontal plane, which makes the model and the vertical cutting plane cross less, so that the number of new triangular meshes is much less than the model of the distribution characteristics of the building layer. In the process of querying the default area of the VR platform, the indexing method has the same time complexity as the searching, which achieves the optimization of indexing efficiency. However, due to the logical integrity of the object, the double index mode increases the complexity of index and storage, especially when the number of models increases, the number of Hilbert orders increases, and the model is distributed on a single level on the horizontal plane, the index logical complexity and spatial complexity will increase exponentially, which limits the universality of the method. Considering the data distribution characteristics of the mixed layer model, the experimental results show that the index method can be applied to the data organization of the mixed layer model. The experimental results show that the
target extraction method using VR and image processing has high accuracy, and the error is 3.92% < 5%, which is within the acceptable error range. It can accurately measure the position relationship between the moving object and CCD.

According to the input key frame information and loopback information, global BA optimization is performed. Since it is not limited by time, we choose a more robust SIFT method to extract features and calculate descriptions, brute force matching as the feature matching method, and random sampling consistency (RANSAC) method as the basic matching screening method. After the basic method is screened, the best match is selected based on the relationship between the feature descriptions, the epipolar geometric relationship between the two frames, and the RGB information relationship between the feature points, etc., because accurate matching is the guarantee of the correctness of the action target.

![FIGURE 4. Results after performance testing.](image)

The results of the performance test are shown in Figure 4. The performance of GPU based billboard group rendering algorithm and ordinary billboard rendering algorithm is compared through experimental test. Experimental results show that when the number of rendering increases, the advantage of the algorithm is more obvious.

When there are 20000 billboard models, the rendering efficiency is improved by 4 times. The hardware platform is: Intel Core (TM) 22.4ghz CPU, 2gbram, video card is NVIDIA force 8600gt; software platform: Windows XP. In the experimental scene, different types of billboard groups were tested many times. From small to large sequential set, the data clustering division of the set is also arranged in the same order, finding the corresponding arrangement, the location of a group of corresponding points, and then the echo and region histogram, and the data point set of the histogram threshold at both ends of the action point echo slot. The image of difficult movements in martial arts routine is basically divided.

V. CONCLUSION
The increased difficulty of martial arts routines further increases the difficulty of martial arts training. It is very important for the image extraction of martial arts movement technology. VR technology simplifies the martial arts image extraction process, making martial arts action training simple. The high-quality image segmentation provided by VR technology makes the martial arts routine action technology images more specific.

While it is easy for the human eye to see moving objects against a complex background, it is difficult for a computer to effectively track moving objects in a video stream. As an extension of human vision, camera plays a very important role. Intelligent visual monitoring refers to the realization of target positioning, recognition, tracking, analysis and judgment in monitoring scenes through the automatic analysis of video images by cameras and the use of computer vision system.

In this study, martial arts action images are obtained, and martial arts action images are segmented, real-time mode images are designed, and the images are preprocessed. The model images of the mixed layer are mainly distributed on the plane. Therefore, the model does not intersect with the vertical section, and a new triangle mesh number will be generated. In the default area query process of the VR platform, the index method has the same time complexity as the retrieval, and maximizes the optimization of index efficiency. The preprocessing of the image can improve the quality of the obtained image and make the subsequent action information extraction more accurate.
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