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Abstract—In this work, we investigate the use of three information-theoretic quantities – entropy, mutual information with the class variable, and a class selectivity measure based on Kullback-Leibler divergence – to understand and study the behavior of already trained fully-connected feed-forward neural networks. We analyze the connection between these information-theoretic quantities and classification performance on the test set by cumulatively ablating neurons in networks trained on MNIST, FashionMNIST, and CIFAR-10. Our results parallel those recently published by Morcos et al., indicating that class selectivity is not a good indicator for classification performance. However, looking at individual layers separately, both mutual information and class selectivity are positively correlated with classification performance, at least for networks with ReLU activation functions. We provide explanations for this phenomenon and conclude that it is ill-advised to compare the proposed information-theoretic quantities across layers. Furthermore, we show that cumulative ablation of neurons with ascending or descending information-theoretic quantities can be used to formulate hypotheses regarding the joint behavior of multiple neurons, such as redundancy and synergy, with comparably low computational cost. We also draw connections to the information bottleneck theory for neural networks.

I. INTRODUCTION

Recent years have seen an increased effort in explaining the success of deep neural networks (NNs) along the lines of several, sometimes controversial, hypotheses. One of these hypotheses suggests that NNs with good generalization performance do not rely on single directions, i.e., the removal of individual neurons has little effect on classification error, and that highly class-selective neurons (especially in shallow layers) may even harm generalization performance [1].

The claim that class-selectivity is a poor indicator for classification performance has been questioned since its introduction (see Section [1]). For example, [2] grants that the effect of class-selective neurons on overall classification performance is minor, but shows that it can be very large for individual classes. The authors of [3] showed that some neuron outputs represent features relevant for multiple classes while others represent class-specific features, indicated that ablating both types of neurons can lead to drops in overall classification performance, that certain layers appear to be particularly important for certain classes, and that some layers exhibit redundancy. Finally, [4] considered feature- rather than class-selectivity and showed that ablating highly orientation-selective neurons from shallow layers harms classification performance.

As our first main contribution, our work complements [2]–[4] and provides yet another perspective on the results of [1]. We propose information-theoretic quantities to measure the importance of individual neurons for the classification task. Specifically, we investigate how the variability, class selectivity, and class information of a neuron output (Section IV) connect with classification performance when said neuron is ablated (Section V). Our experiments rely on fully-connected feed-forward NNs trained on the MNIST, FashionMNIST, and CIFAR-10 datasets, as these datasets have evolved into benchmarks for which the results are easy to understand intuitively. In Section V-B, we show that neither class selectivity nor class information are good performance indicators when ablating neurons across layers, thus confirming the results in [1]. However, we observe 1) that class information and class selectivity values differ greatly from layer to layer (Section V-A) and 2) that for NNs with ReLU activation functions, class information and class selectivity are positively correlated with classification performance when cumulative ablation is performed separately for each layer (Sections V-C to V-E). Our results are not in contrast with those in [1], but complement them and can be reconciled with them with reference to Simpson’s paradox. In Section VI, we briefly discuss the implications of these findings on NN understanding, the design of objective functions for NN training, and neuron pruning, a recent trend for reducing the complexity of NNs [5–9].
As our second main contribution, we show that information-ordered cumulative ablation – where we rank a set of neurons in terms of a specific information-theoretic quantity and then set to zero the activations of a fixed number of neurons based on this ranking – can suggest hypotheses regarding the behavior of an entire layer. More specifically, we believe that such analyses can help in estimating the degree of synergy of a layer and the number of active and/or redundant neurons; such insights are required to consolidate this work and [1], which look at individual neurons separately, with the works [3], [4], which analyze the entire layer. As such, information-ordered cumulative ablation hints at results that can be obtained using partial information decomposition [13], [14], a decomposition of the mutual information between the class variable and an entire hidden layer into unique, redundant, and synergistic contributions. While partial information decomposition (PID) requires computing information quantities for exponentially many (in the number of neurons per layer) subsets of neurons (thus suffering from the curse of dimensionality and prohibitive computational complexity), information-ordered ablation only requires computing these quantities for all individual neuron outputs in the considered layer. Therefore, our analyses in Sections II-C to II-E provide relevant insights into the behavior of NNs at a comparably low computational costs.

II. RELATED WORK

Morcos et al. [1] studied the dependence of NN classification performance on the output of individual neurons (“single direction”) via ablation analyses. Computing the class selectivity of each neuron, they showed that there is little correlation between this quantity and the performance drop of the NN when said neuron is ablated. They therefore concluded that class selectivity (and the mutual information between the neuron output and the class variable) is a poor indicator of NN performance.

The authors of [2] provided a different perspective on the results in [1] by showing that, although the effect of abating individual neurons on overall classification performance is small, the effect on the classification of individual classes can be large. For example, ablating the ten most informative neurons from the fifth convolutional layer of AlexNet for a given class of the Places dataset makes its detection probability drop by more than 40%, on average. In a similar experiment, the authors of [15] showed that by ablating as little as four neurons from the fifth convolutional layer of VGG-16 can cause the detection probability of the “ski resort” class drop by more than 40%, on average. In a similar experiment, the authors of [15] showed that by ablating as little as four neurons from the fifth convolutional layer of VGG-16 can cause the detection probability of the “ski resort” class drop by more than 40%, on average.

That class-selectivity increases towards deeper layers was observed in [1], [17]. More specifically, the authors of [17] claim that deeper layers in a CNN are specific for a single class. This allows distilling so-called critical paths by retaining only these class-specific neurons in the deeper layers to obtain a CNN trained in a one-vs-all classification task. In contrast to class-selectivity, orientation-selectivity, a special kind of feature-selectivity in convolutional NNs, appears to occur in layers at different depths [4]. Ablating these orientation-selective filters in shallow layers harms classification performance more than ablating unselective filters, and ablating filters in deeper layers has little overall effect [4, Fig. 5].

III. SETUP AND PRELIMINARIES

We consider classification via fully-connected feed-forward NNs, i.e., the task of assigning data sample \( x \) to a class in \( \mathcal{C} \). \( |\mathcal{C}| = C \). We assume that the parameters of the NN had been learned from the labeled training set \( \mathcal{D}_t \). We moreover assume that we have access to a labeled validation set that was left out during training. We denote this dataset by \( \mathcal{D} := \{ (x_i, y_i), \ldots, (x_N, y_N) \} \), in which \( x_i \) is the \( i \)-th data sample and \( y_i \) the corresponding class label. We assume that \( N \gg C \).

Let \( t_j^{(i)}(x_t) \) denote the output of the \( j \)-th neuron in the \( i \)-th layer of the NN if \( x_t \) is the data sample at the input. With \( w_{p,j}^{(i-1)} \) denoting the weight connecting the \( p \)-th neuron in the \( (i-1) \)-th layer to the \( j \)-th neuron in the \( i \)-th layer, \( b_j^{(i)} \) denoting the bias term of the \( j \)-th neuron in the \( i \)-th layer, and \( \sigma : \mathbb{R} \to \mathbb{R} \) denoting an activation function, we obtain \( t_j^{(i)}(x_t) \) by setting

\[
t_j^{(i)}(x_t) = \sigma \left( b_j^{(i)} + \sum_p w_{p,j}^{(i-1)} t_p^{(i-1)}(x_t) \right)
\]

and by setting \( t_j^{(0)}(x_t) \) to the \( j \)-th coordinate of \( x_t \). The output of the network is a softmax layer with \( C \) neurons, each corresponding to one of the \( C \) classes.

We assume that the readers are familiar with information-theoretic quantities such as entropy, mutual information and Kullback-Leibler (KL) divergence, cf. [18, Ch. 2]. To be able to use such quantities to measure the importance of individual neurons of an entire layer into unique, redundant, and synergistic contributions.
neurons in the NN, we treat class labels, NN input, and neuron outputs as random variables (RVs). To this end, let $Q: \mathbb{R} \rightarrow T$ be a quantizer that maps neuron outputs to a finite set $T$. Now let $Y$ be a RV over the set $C$ of classes and $T^{(i)}_j$ a RV over $T$, corresponding to the quantized output of the $j$-th neuron in the $i$-th layer. We define the joint distribution of $Y$ and $T^{(i)}_j$ via the joint frequencies of $\{(y_t, Q(t^{(i)}_j(x_t)))\}$ in the validation set, i.e., $\forall c \in C, t \in T$,

$$P_{Y,T^{(i)}_j}(c,t) = \frac{\sum_{i=1}^{T} \mathbb{1}[y_t = c, Q(t^{(i)}_j(x_t)) = t]}{N} \tag{2}$$

where $\mathbb{1}[.]$ is the indicator function. The assumptions that $N \gg C$ and that $|T|$ is small obviate the need for more sophisticated estimators for the distribution $P_{Y,T^{(i)}_j}$, such as Laplacian smoothing.

IV. INFORMATION-THEORETIC QUANTITIES FOR MEASURING INDIVIDUAL NEURON IMPORTANCE

In this section, we propose information-theoretic quantities as candidate importance measures for neurons in a NN; each of these measures can be computed from the validation set $\mathcal{D}$ with a complexity of $O(N)$ [19, Appendix F.7].

**Entropy.** Entropy quantifies the uncertainty of a RV. In the context of a NN, the entropy

$$H(T^{(i)}_j) = -\sum_{t \in T} P_{T^{(i)}_j}(t) \log P_{T^{(i)}_j}(t) \tag{3}$$

indicates if the neuron output varies enough to fall into different quantization bins for different data samples. It has been proposed as an importance function for pruning in [3].

**Mutual Information.** While zero entropy of a neuron output suggests that it has little influence on classification performance (see also Example [1] below), the converse is not true, i.e., high entropy does not imply that the neuron is important for classification. Indeed, the neuron may capture a highly varying subset of the input samples have highest entropy. Ablating neurons with zero entropy $H(T^{(i)}_j)$ thus ablates neurons that are either inactive ("dead") or active for all inputs, irrespective of the fact that the latter may play an important role in classification. Note further that neurons with small but non-zero $H(T^{(i)}_j)$ may also be important for classification if they are active for only one of many possible classes.

**Kullback-Leibler Selectivity.** It has been observed that, especially at deeper layers, the activity of individual neurons may distinguish one class from all others. Mathematically, for such a neuron there exists a class $y$ such that the class-conditional distribution $P_{T^{(i)}_j|Y=y}$ differs significantly from the marginal distribution $P_{T^{(i)}_j}$, i.e., the specific information (cf. [13]) $D_{KL}(P_{T^{(i)}_j|Y=y}||P_{T^{(i)}_j})$ is large. Neurons with large specific information for at least one class may be useful for classification, but may nevertheless be characterized by low entropy $H(T^{(i)}_j)$ and low mutual information $I(T^{(i)}_j;Y)$, especially if the number $C$ of classes is large. We therefore propose the maximum specific information over all classes as a measure of neuron importance:

$$\max_{y \in C} D_{KL}(P_{T^{(i)}_j|Y=y}||P_{T^{(i)}_j}) \tag{5}$$

This quantity is high for neurons that activate differently for exactly one class and can thus be seen as an information-theoretic counterpart of the selectivity measure used in [1]. We therefore call the quantity defined in (5) Kullback-Leibler (KL) selectivity. Specifically, KL selectivity is maximized if all data samples of a specific class label are mapped to one value of $T^{(i)}_j$ and all the other data samples (corresponding to other class labels) are mapped to other values of $T^{(i)}_j$. In this case, $T^{(i)}_j$ can be used to distinguish this class label from the rest. KL selectivity is an upper bound on mutual information and is zero if and only if the mutual information $I(T^{(i)}_j;Y)$ is zero [19, Appendix F.6].

Information-theoretic quantities derived from individual neuron outputs are not sufficient to characterize the behavior of a NN. Consider the following four examples:

**Example 1.** Suppose that the NN has ReLU activation functions and that the quantizer $Q$ has two quantization bins, separated by a threshold at zero. Thus, $T^{(i)}_j$ indicates whether the neuron is active or not. Neurons that are active for half of the input samples have highest entropy. Ablating neurons with zero entropy $H(T^{(i)}_j)$ thus ablates neurons that are either inactive ("dead") or active for all inputs, irrespective of the fact that the latter may play an important role in classification. Note further that neurons with small but non-zero $H(T^{(i)}_j)$ may also be important for classification if they are active for only one of many possible classes.

**Example 2.** Suppose that $C > 2$ and that class $y \in C$ is particularly easy to predict from the neuron outputs in the $i$-th layer. Suppose further that we use KL selectivity to measure neuron importance. It may happen that $y$ is the maximizer of (5) for all neurons in the layer. Thus, neuron importance is evaluated only based on the ability to distinguish class $y$ from the rest, which ignores separating the remaining classes. Ablating neurons based on KL selectivity may thus result in a NN unable to correctly classify classes other than $y$.

**Example 3.** Suppose that the $j$-th and $k$-th neuron in the $i$-th layer have the same output for every input $x$, i.e., $t^{(i)}_j = t^{(i)}_k$, and that $I(T^{(i)}_j;Y)$ is large. If we use mutual information for ablation, then both neurons will be given high importance. Still, the neurons are redundant since one can always replace the other by adjusting the outgoing weights accordingly.

**Example 4.** Suppose that $C = 2$ and that we use mutual information to measure neuron importance. Suppose further that the $j$-th and $k$-th neuron in the $i$-th layer are binary. It may happen that both $T^{(i)}_j$ and $T^{(i)}_k$ are independent of $Y$, but that $Y$ equals the exclusive or of $T^{(i)}_j$ and $T^{(i)}_k$. Thus, $I(T^{(i)}_j;Y) = I(T^{(i)}_j;Y) = 0$, although both neuron jointly determine the class, i.e., $I(T^{(i)}_j;Y) = H(Y)$. 


In the first example, coarse quantization makes entropy an inadequate measure for the importance of a neuron for the classification task. In the second example, the neurons are individually informative, but KL selectivity may declare a set of neurons as important that is redundant (in the sense of determining class \( y \)) but insufficient (for determining other classes). Redundancy is also the phenomenon underlying the third example. In the fourth example, the neurons are individually uninformative, but jointly so – the synergistic information of this pair of neurons is high. While parts of these issues can be accounted for by finer quantization, PID, or the introduction of additional information-theoretic quantities (see Section \( \text{VI} \)), we show in the next section that cumulative neuron ablation based on even simple information quantities allows us to partially counteract some of the shortcomings mentioned in these examples. Namely, the effects in Examples \( 1 \) through \( 4 \) become apparent in the classification results for information-ordered ablation, which allows us to formulate hypotheses about the activity, redundancy, and synergy of an entire layer.

V. UNDERSTANDING NEURAL NETWORKS AND INDIVIDUAL NEURON IMPORTANCE VIA CUMULATIVE ABLATION

To connect the proposed information-theoretic measures to the classification performance of trained NNs, we performed cumulative information-ordered ablation: Using the computed measures, we rank the neurons of each layer or of the NN as a whole. We subsequently cumulatively ablate the lowest- or the highest-ranking neurons and compute the classification error on the test dataset. If cumulatively ablaters neurons with low (high) values leads to small (large) drops in classification performance, then the information-theoretic measure on which the ranking is based can be assumed to indicate that the ablated neurons are important for good classification performance. In addition to that, the shape of the error curves thus obtained allows us to draw conclusions regarding the behavior of an entire layer, or of the network as a whole.

We chose cumulative ablation over the ablation of single neurons because most NNs used in practice are highly overparameterized and hence often exhibit high levels of redundancy. Ablating single neurons therefore has only negligible effect on classification performance and hence fails to yield insights about the relation between the importance of the neuron for classification and its properties such as class selectivity. Cumulative ablation often has a greater impact on classification performance than the summed impact of single neuron ablation, as was also observed in \( 3 \) for pairs of neurons.

We performed experiments with five different fully-connected NNs trained on three different datasets:

- A \( 784 \rightarrow 100 \rightarrow 10 \) NN trained on MNIST,
- a \( 784 \rightarrow 100 \rightarrow 10 \) NN trained on FashionMNIST,
- a \( 784 \rightarrow 20 \rightarrow 20 \rightarrow 10 \) NN trained on FashionMNIST (dubbed “small FashionMNIST”),
- a \( 3072 \rightarrow 250 \rightarrow 250 \rightarrow 250 \rightarrow 250 \rightarrow 10 \) NN trained on CIFAR-10, and
- a \( 3072 \rightarrow 1000 \rightarrow 750 \rightarrow 750 \rightarrow 250 \rightarrow 250 \rightarrow 10 \) NN trained on CIFAR-10 (dubbed “Funnel CIFAR-10”).

For each network architecture, we performed experiments with both ReLU and sigmoid activation functions. The NNs were trained in order to minimize cross-entropy without regularization, with \( L_2 \)-regularization (weight decay \( 10^{-4} \)), with Dropout in hidden layers (Dropout probabilities: \( 0.3, 0.4 \)) for MNIST and FashionMNIST, \( 0.2, 0.4, 0.2, 0.4 \) for CIFAR-10, and with Dropout and batch normalization in the hidden layers. NNs were trained on 80% of the designated training set, the remaining 20% of the designated training set was used as validation set \( D \). Training was performed using the RMSProp optimizer with a learning rate of 0.001, momentum of 0.01 (0.1 for CIFAR-10) and a batch size of 32. The number of training epochs was chosen individually for each dataset and regularizer setting, ranging between 8 and 30 epochs, to achieve good classification performance while avoiding overfitting.

Note that our goal for training was not to achieve state-of-the-art performance for fully-connected NNs for the considered datasets. Rather, our aim was to avoid factors such as overfitting, data augmentation, or linear bottleneck layers, that may confound our findings, while still achieving decent classification performance indicating that training was successful. During initial exploratory experiments, we observed that our qualitative results continue to hold for NNs for which the classification performance varies within a reasonable range. Moreover, the effects discussed below appear to be independent of the choice of optimizer and the optimizer parameters as long as the training converges without overfitting.

We computed the information-theoretic measures \( 3, 4, \) and \( 5 \) for each neuron in each trained NN using the validation set \( D \). Designing the quantizers for estimating information-theoretic quantities is challenging in general (cf. recent discussions in \( 10, 11 \)) but appears to be unproblematic in our case. We observed in our experiments that using more than two quantization bins did not yield significantly different results; we therefore discuss results for one-bit quantization, i.e., \( |T| = 2 \).

Specifically, we selected the quantizer thresholds to lie at 0.5 and 0 for sigmoid and ReLU activation functions, respectively. Note that, with these settings and for ReLU activation functions, the activation value 0 is identified with one quantization bin, while every positive activation is assigned to the second quantization bin. The variable \( T_i^{(j)} \) thus indicates whether the output of a ReLU neuron is active or not (cf. Example \( 1 \)). Following \( 1 \), we perform ablation to zero, i.e., we replace the output of each ablated neuron by zero, in order to make our results and conclusions comparable. In a few cases, we observed that ablation to the mean, i.e., replacing the output of each ablated neuron by its mean value on the training set, led to slightly increased robustness against cumulative ablation.

All of the results shown in this paper are obtained by training 50 NNs using the same settings but with different random initializations for MNIST and FashionMNIST, and 35 NNs for CIFAR-10, respectively. The ablation curves show the means and standard deviations of these experiments. To compare different ablation curves, we performed statistical tests. More specifically, when comparing information-ordered with random ablation, we report the mean gap (MG) at a given number of ablated neurons together with its \( p \)-value obtained using a Wilcoxon signed-rank test. When comparing random ablation curves for two different experimental scenarios, we follow the same procedure, but use a two-sample Kolmogorov-Smirnov test.
test instead. For example, for a mean gap of 5 percentage points after pruning 80 neurons resulting in a $p$-value of 0.1, we write MG@80 = 5, $p = 0.1$. We call the behavior of ablation curves similar if either the mean gap is small or if $p > 0.05$. The models are implemented\(^1\) in Python using Pytorch.

A. Neurons Become more Variable, Informative, and Selective Towards Deeper Layers

Fig. 1 shows the empirical distribution of the proposed information-theoretic quantities for different layers of the trained NNs. It can be observed that, in general, all quantities increase towards deeper layers. This is in agreement with observations in [1] Figs. A2 & A4.a], [5] Fig. 1E], and [17] suggesting that shallow layers are general, i.e., not related to a specific class, whereas features in deeper layers are more and more specific towards the class variable. For example, that the mutual information terms $I(Y; Y_i)$, corresponding to the individual neuron’s quantized outputs, increase towards deeper layers suggests that neurons become informative about the class variable individually rather than collectively; i.e., while in the shallow layers class information can only be obtained from the joint observation of multiple neurons encoding general features, in deeper layers individual neurons may represent features that are informative about a set of classes.

We have confirmed the same trend for all information-theoretic quantities and all combinations of activation functions and regularization techniques for MNIST, and for entropy and mutual information for FashionMNIST, respectively. The behavior for the NN trained on CIFAR-10 is less obvious, cf. Fig 1(d) however, one still observes a small increase of the relevant quantities from the second to the fourth hidden layer. We believe that the behavior for CIFAR-10 can be explained by many neurons in these layers being inactive or uninformative, respectively. We will touch upon this issue again in Section V.E. Finally, while small FashionMNIST with $L_2$ regularization shows similar qualitative behavior as Fig. 1(b) training with Dropout leads to the second hidden layer having smaller KL selectivity than the first. Since, in contrast, with finer quantization the KL selectivity values of the first and second hidden layer seem to have similar distribution, we believe that this is an artifact of our coarse quantization strategy. With both fine and coarse quantization, we have observed that mutual information values are larger for training with Dropout than with $L_2$ regularization. This indicates that Dropout encourages the information to spread more evenly over the few available neurons, thus making them redundant.

The behavior of mutual information in Fig. 1 appears to be in contrast with the behavior of the mutual information between the class and the complete layer, i.e., with $I(Y_i; Y)$. The data processing inequality (cf. [18] Th. 2.8.1) dictates that $I(Y_i; Y)$ should decrease towards deeper layers; proper training reduces this decrease, as empirically observed in [10]. This is consistent with the behavior of the class and the complete layer, i.e., with $I(Y_i; Y)$ increase towards deeper layers suggests that neurons in deeper layers exhibit a higher degree of redundancy. We will touch up this in Sections V.C and V.D.

B. Whole-Network Cumulative Ablation Analysis

The authors of [1] concluded that neither mutual information nor class selectivity are correlated with classification performance, and that highly selective neurons may actually harm classification. To review this claim, we rank all neurons in the NNs with ReLU activation functions trained on MNIST and FashionMNIST w.r.t. their information-theoretic quantities and ablate to zero those neurons with lowest ranks (i.e., we perform cumulative ablation analysis across both layers simultaneously). The results are shown in Fig. 2. For NNs with ReLU activation functions trained with $L_2$ regularization, ablating neurons with small entropy or mutual information values performs similarly as ablating neurons randomly (Figs. 2[a] and 2[b]). In contrast, in NNs trained with Dropout or in NNs with sigmoid activation functions, ablating neurons with small entropy or mutual information values performs worse (Figs. 2[c] to 2[f]).

\(^1\)The source code of our experiments can be downloaded from https://raa2463@bitbucket.org/raa2463/neuron-importance-via-information.git.
C. Layer-Wise Cumulative Ablation Analysis: MNIST

Since the conclusion that neurons with large mutual information adversely affect classification performance appears counter-intuitive, we next perform ablation analysis in each layer separately. We start with presenting the results for a 784-100-100-10 network trained on the MNIST dataset.

The results are shown in Fig. 3. It can be seen that ablating neurons in the first hidden layer has stronger negative effects than ablating neurons in deeper layers (MG@80 = 28.9, p = 1.98 · 10^{-20} for the random ablation curves in Fig. 3(a)). For example, in Figs. 3(a) and 3(c), ablating the 50 lowest-ranked neurons in the second hidden layer has negligible effect on classification performance. We believe that this is because many neurons in the second layer are redundant; the alternative that many neurons in the second layer are active or irrelevant for classification can be ruled out because of large entropy, mutual information, and KL selectivity values, cf. Fig. 1(a).

Most importantly, one can see in Fig. 3 that ablating neurons with low (high) ranks from the first hidden layer leads to better (worse) classification performance than ablating neurons randomly, and the effect appears to be more pronounced in NNs with ReLU activation functions than in NNs with sigmoid activation functions. Ablating 80 neurons with low or high mutual information in Fig. 3(a) yields a mean gap of 21.9% (p = 7.55 · 10^{-10}) and -14.7% (p = 7.55 · 10^{-10}), respectively, when compared to random ablation. These numbers reduce to MG@80 = 10, p = 1.6 · 10^{-5} and MG@80 = 11, p = 9 · 10^{-7} in Fig. 3(c). This effect appears to be missing altogether if neurons are ablated from the second layer; we believe that this is again linked to the fact that the neurons in the second layer are highly redundant for this simple dataset. If, in NNs with sigmoid activation functions, neurons are ablated to zero, the results are inconclusive: The correlation between the candidate neuron importance measures and classification performance seems generally weak in these cases, and is moreover inconsistent over different regularizers. For example, for the NN trained with Dropout, ablating neurons with low entropy values from the first layer performs worse than ablating neurons randomly (MG@80 = -42.8, p = 7.55 · 10^{10}), and

For example, when ablating neurons with small entropy values rather than randomly, we obtain MG@101 = -0.19, p = 0.93 in Fig. 2(a) but MG@101 = -51.2, p = 7.55 · 10^{-10} in Fig. 2(c). This indicates that entropy and mutual information are at best weakly positive or even negatively correlated with classification performance, respectively. The latter effect was also observed in Fig. A4.a, where the authors claimed that neurons with large mutual information have adverse effects on classification performance. Judging from Fig. 2 also KL selectivity seems to be largely uncorrelated with classification performance: ablating neurons with low KL selectivity performs similarly as ablating neurons randomly (MG@125 = 0.3, p = 0.78 in Fig. 2(d)). The results are thus in line with those of Fig. 1 and suggest that it is not the neurons with largest KL selectivity or mutual information values within the entire NN that are important for classification.

We now provide a new interpretation in the light of the results of Section V-A. With reference to Figs. 1(a) and 1(b), ablating neurons with lowest mutual information mostly ablates neurons in the first hidden layer. These neurons extract general features that are combined in the second layer to features that are specific to the class variable, leading to higher mutual information and KL selectivity in the second layer. By ablation, these generic features are removed, thus deeper layers are not able to extract class-specific features anymore and classification suffers. The effect is most strongly pronounced for Dropout, where most neurons in the first layer have smaller mutual information than any neuron in the second layer (see Fig. 1(a)). Neurons are thus ablated almost exclusively from the first layer, which explains why classification performance drops so quickly in Fig. 2(c) when the number of neurons ablated approaches the size of the first hidden layer. The same effect holds also for entropy and KL selectivity, and more generally, for most experiments with MNIST and FashionMNIST datasets. We thus conclude that, due to large differences between the information-theoretic quantities of different layers, cumulatively ablating neurons from multiple layers simultaneously cannot be used decide whether any of these proposed importance measures is a good indicator for classification performance.
Indeed, ablating 80 neurons from the first hidden layer with the performance of these NNs on the classification task in the networks with batch normalization or without regularization appears to be small when compared to random ablation (see Fig. 3(d)). Similar to results with sigmoid activation functions, our results with NNs trained using a combination of batch normalization and Dropout (referred to as “batchnorm” henceforth) are inconclusive, irrespective of the activation function. While the performance of these NNs on the classification task competes with the performance of NNs trained differently, the robustness against cumulative ablation seems not to be linked to the proposed importance measures, as information-ordered ablation yields similar results as random ablation. Indeed, ablating 80 neurons from the first hidden layer with high KL selectivity in Fig. 3(b) reduces accuracy by only 13 percentage points ($p = 9.63 \cdot 10^{-10}$), while ablating 80 neurons with low KL selectivity performs on par with random ablation (MG@80 = 0.3, $p = 0.82$). We believe that the lack of such a correlation may again be due to our comparably coarse quantization procedure, combined with the fact that batchnorm has an immediate effect on activation values. Since we have observed similar results for different datasets and architectures, for the remainder of this paper we will consider NNs with ReLU activation functions and trained without batch normalization only. For further results for networks with sigmoid activation functions and/or trained with batch normalization, we refer the reader to [19, Appendices C & D].

**D. Layer-Wise Cumulative Ablation Analysis: FashionMNIST**

Fig. 4 summarizes our experiments with the FashionMNIST dataset. It can be seen that, again, the effects of cumulative ablation are more severe in the first hidden layer – this effect is pronounced more strongly in the large architecture, since this architecture allows to create redundancy in the second layer (MG@80 = −23.2, $p = 3.68 \cdot 10^{-18}$ in Fig. 4(a)). Training the networks with $L_2$ regularization or without regularization leads to a positive correlation between the candidate importance measures and classification performance: Ablating neurons with large (small) mutual information, KL selectivity, or entropy affects classification accuracy more (less) negatively than ablating neurons randomly. Specifically, by ablating neurons from the first hidden layer with low or high KL selectivity values in Fig. 4(a) yields MG@80 = 15.2, $p = 3.56 \cdot 10^{-9}$.
and $MG@80 = -30.7$, $p = 7.55 \cdot 10^{-10}$, respectively, compared to random ablation. The effect is again only weak for entropy, which is independent of the class label variable, and strongest for mutual information. The correlation appears to be weaker (but still positive) for the small architecture, for which cumulative ablation has a stronger negative effect, as expected. In this small network architecture, hardly any redundancy is present, which makes almost all neurons important for classification.

Training the small architecture with Dropout increases robustness against cumulative ablation. However, as one can see in Fig. 4(c), ablating neurons with low (high) KL selectivity performs worse (better) than ablating neurons randomly. This suggests that class-specific neurons in the first layer actually harm classification performance: The restricted architecture is too small to benefit from class-specificity, but rather requires multiple classes simultaneously. Neurons with the lowest mutual information seem to be important also in the second hidden layer; comparing Fig. 1(c) with Fig. 1(b), one can see that these neurons contain more class information than most neurons in the second layer of the large architecture trained with $L_2$ regularization. Therefore, we believe that all neurons in the second layer are important for classification, and that this negative correlation between mutual information and classification performance is spurious. This conclusion is also supported by the fact that all other curves in Fig. 4(c) almost overlap.

### E. Layer-Wise Cumulative Ablation Analysis: CIFAR-10

We finally summarize our results for NNs trained on CIFAR-10: As shown in Fig. 5, in general, entropy, mutual information, and KL selectivity appear to be positively correlated with classification performance in the sense that ablating neurons with small (large) such values causes small (large) drops in classification accuracy. We now investigate the connection between the proposed candidate importance measures and classification performance as a function of layer number and training procedure in more detail and formulate hypotheses about the underlying effects.

Specifically, we first consider the ablation of neurons from the first hidden layer of NNs trained with $L_2$ regularization (Fig. 5(a) and 5(b)). There, one can see that ablating neurons from the first hidden layer with low mutual information or KL selectivity values does not perform better than ablating neurons with high such values, and that even random cumulative ablation performs better. Furthermore, it appears as if information-ordered cumulative ablation leads to an almost linear performance degradation. Such a situation can appear if the information is spread evenly over individual neurons, and the interplay between several such neurons is necessary to extract class information; in other words, such a situation could suggest high synergy. Indeed, the mutual information and KL selectivity values in the first layer are much smaller for NNs trained on CIFAR-10 than in those trained on MNIST or FashionMNIST (cf. Fig. 1). Interestingly, entropy appears to be positively correlated with classification performance, at least for NNs trained with $L_2$ regularization. For the Funnel CIFAR-10 NN trained with Dropout (Fig. 5(c)), random ablation outperforms any information-ordered cumulative ablation, which indicates that neurons with intermediate candidate importance values are contributing significantly to classification performance. While we believe that part of this effect is spurious (due to the narrow distributions of the considered values, cf. Fig. 1(d)), we also believe that Dropout is a major contributing factor: A NN trained with Dropout can be assumed to rely less on synergistic and unique information, but rather encourages redundancy. How this fact can help to explain the observed phenomenon will be the subject of future investigation.

Regarding the second hidden layer, the ablation analysis for the CIFAR-10 NN trained with $L_2$ regularization in Fig. 5(a) indicates that there are approximately 250 active neurons that contain all available information. Ablating top-ranked neurons immediately leads to a performance drop, which indicates that the information-theoretic candidate measures are all positively correlated with classification accuracy. For the Funnel CIFAR-10, $L_2$ regularization leads to peculiar results: Ablating the top-ranked 200 neurons almost disables the NN to perform classification. Ablating bottom-ranked neurons, however, also has negative effects on classification performance. Interestingly, a distributional analysis of the entropy values in the second hidden layer (such as the one in Fig. 1(d) for the other CIFAR-10 NN) reveals that more than half of the neurons have an entropy equal to zero (thus, also their mutual information and KL selectivity values are zero). The fact that ablating these neurons has a negative effect indicates that these neurons are not inactive, but active all the time.

This indicates that here the different activation values, rather than the fact whether they are active at all, convey (possibly synergistically) information relevant for classification, which is not captured by our candidate neuron importance measures; at least not with the used coarse quantization. Peculiar is also the fact that ablating the neurons with mutual information or KL selectivity ranks 500 through 600 improves classification performance. We believe that also here synergistic effects could play a role: After initially ablating the 400 top-ranked neurons, the NN may be left with conflicting information that is clarified after continued ablation. While this hypothesis seems far-fetched, it is partly supported by Fig. 5(c), which shows that the same Funnel CIFAR-10 NN trained with Dropout does not show this behavior when ablating neurons from the second hidden layer.

The results for ablating neurons in the third and fourth hidden layer for the CIFAR-10 NN trained with $L_2$ regularization in Fig. 5(a) and 5(b) finally suggest that many neurons in these layers are inactive, which is again confirmed by the distribution of entropy values in Fig. 1(d). In the third hidden layer, there appear to be approximately 70 active neurons, characterized by positive mutual information and/or KL selectivity values. Ablating these 70 neurons completely disables the NN to perform classification; ablating all but these 70 neurons has negligible effect on classification performance. In the fourth layer of the same NN, approx. the 250 (CIFAR-10) or 70 (Funnel CIFAR-10) neurons with the highest information-theoretic quantities have to be ablated to strip the NN of...
its classification capabilities. In contrast, 100 (CIFAR-10) or 30 (Funnel CIFAR-10) of those neurons suffice to achieve full classification performance, indicating a certain degree of redundancy in the last hidden layer. This redundancy is higher in the 250-500-250-500 NN than in the 1000-750-500-250 NN, which is easily explained by the bottleneck structure of the former. The results for the Funnel CIFAR-10 NN trained with Dropout are similar: There, the third hidden layer displays some redundancy (the approx. 50 top-ranked neurons are sufficient for high classification performance, but up to approx. 150 top-ranked neurons need to be removed to reduce classification performance to chance), while the fourth hidden layer contains only approx. 25 active neurons (see Fig. 5(c)).

VI. CONCLUSION, IMPACT, & LIMITATIONS

By considering validation data and neuron outputs as realizations of RVs, we defined and calculated information-theoretic quantities to measure the importance of individual neurons for classification. Using cumulative ablation analyses, we arrived at the following main findings:

- The distribution of the proposed quantities changes from layer to layer, with deeper layers in general having higher values (especially mutual information), cf. [1], [17]. It is therefore ill-advised to compare neurons of different layers w.r.t. these measures (cf. Sections V-A and V-B).
- Cumulative ablation based on ordering individual neurons using information-theoretic candidate measures allows to formulate hypotheses regarding the interplay of neurons of the whole layer; e.g., cumulative ablation reveals redundancy, but may also hint at synergistic effects.
- In deeper layers, random ablation or ablation of low-ranking neurons has small effects on classification performance. This may be due to increased redundancy.
- The correlation between the considered quantities and classification performance depends on the activation function and regularization. For example, the correlation is strongly positive for NNs with ReLU activation functions and with Dropout. In contrast, the correlation is weak for NNs with sigmoid activation functions (Fig 5(c)) and for NNs trained with a combination of Dropout and batch normalization (see [19] Appendices C & D). This may be attributed to our comparably simple and coarse quantization scheme.
- The correlation between the considered quantities and neuron importance depends on the depth and structure of the considered layer, and on the NN architecture as a whole. For example, wide layers may have many inactive neurons (leading to stronger correlation, Fig. 5), while deep layers may have many redundant neurons (leading to weaker correlation, Fig. 3).

We anticipate impact of our results in three different areas:

Fig. 5. Cumulative ablation of neurons in individual layers of NNs trained on CIFAR-10 confirm that entropy, mutual information, and KL selectivity are indicators for good classification performance in the second to forth layers of the NNs.
First and foremost, our analysis provides insight into the inner workings of NNs. Such insights can be used to develop post-hoc model interpretability approaches that are required especially in cases where NNs shall be applied in safety- or privacy-critical applications, or in cases where the suggestions of the NN-based system have ethical implications. As a concrete example, we would like to point at the recent discussion of whether successful NNs are compiled of highly class-selective or informative neurons [1]–[4]. Our general conclusion that mutual information and KL selectivity of a neuron output are correlated with this neuron’s importance in the classification task seems to contradict the opposite claims in [1]. This contradiction is resolved by combining, e.g., the observations from Figs. 1 and 7. The mutual information of neurons in the second layer of the NN trained on MNIST are large compared to those of the first layer; simultaneously, neurons in the second layer seem to be highly redundant and can be removed without affecting classification performance. Thus, ablating neurons with large mutual information values affects classification performance less than ablating neurons with small mutual information values, leading to the negative correlation reported in [1]. We have argued, however, that the correlation between mutual information and impact on classification performance becomes positive if this correlation is evaluated layer-by-layer. Thus, the apparent conflict between our results and those in [1] is an instance of Simpson’s paradox and can be resolved by recognizing that it is ill-advised to compare mutual information and (KL) selectivity values across different layers.

Second, this improved understanding about which properties of a neuron make it an important contributor to NN performance can lead to the design of loss functions and/or regularizers for NN training. For example, once it is understood that deeper layers are characterized by higher mutual information with the class variable, this characteristic can be explicitly rewarded by designing appropriate loss function terms.

Third, we believe that these results can influence post-training optimization of NNs, such as weight compression and pruning [21], weight quantization [22], [23], neuron pruning [5], [8], [9], or merging of neurons that behave similarly [6]. For example, our conclusion from Figs. 2, 3, 4, and 5 is that, if the neurons to be pruned are selected based on information-theoretic quantities, pruning has to be performed layer by layer rather than in the entire NN at once. We believe this observation may be true for other quantities as well; e.g., for $L_2$-based weight pruning, the distribution of weight magnitudes may differ from layer to layer. We further observed that our information-theoretic quantities not only differ greatly between layers (see Fig. 1) but also have different meanings (see Section IV and [19], Appendix F). This suggests that it may be useful to employ different quantities when pruning different layers. Finally, our discussion in Section V-C indicates that deeper layers have more redundancy and hence can be more severely pruned without impacting the performance significantly. To operationalize this, one requires measures of neuron redundancy beyond a simple comparison of in- and outgoing weights, such as in [5].

We finally point at two limitations of our study and how these can be lifted. On the one hand, our experiments are currently restricted to fully-connected NNs. Furthermore, we have observed that results for NNs with sigmoid activation functions or trained using batch normalization are inconclusive, showing at most weak correlation between classification accuracy and the proposed candidate measures. The question whether our qualitative claims hold more generally (e.g., for underparameterized NNs that underfit, NNs with bottleneck layers, particularly wide layers, slim but deep NNs, or for NNs trained with different regularizers, etc.), shall be answered in future work. Specifically, we believe that finer quantization may shed light on the effects of batch normalization that will help understanding the resulting NNs better. The analysis of different NN classes such as convolutional NNs, recurrent NNs, or residual NNs, will require more careful tailoring of our current approach. For example, a naive way to compute the proposed information-theoretic quantities for convolutional layers of convolutional NNs is to consider each ‘pixel’ of a latent activation map separately. However, as the ‘pixels’ in the same output channel of the activation feature map have high correlation, we believe that one should define quantities that represent the information content of each output channel instead. Developing a meaningful approach to calculating information content for such high-dimensional variables (such that the information content is also related to the task in an interesting manner) is, however, an elaborate research problem in its own right (cf. [24]).

On the other hand, our proposed quantities are based on individual neurons, ignoring potential correlations between different neurons of the same layer. Our work is thus at one extreme end: the recently proposed information bottleneck theory of NNs, which computes a single mutual information value for an entire layer [10] lies at the opposite end. Neither is sufficient to characterize NNs: We point at shortcomings of our approach in Examples 1 through 3 and refer the reader to [11], [12], [25] for shortcomings of the information bottleneck theory of NNs. We believe that a full information-theoretic characterization of NNs requires additional mathematical quantities, computed also for subsets of neurons of a given layer. For example, the shortcomings highlighted in Examples 1 and 3 can possibly be accounted for by introducing quantities that take the redundancy of a layer into account, such as those proposed by [6], [24]. For Example 2 another option is to replace the KL selectivity of a neuron by its specific information spectrum, $\{D_{KL}(P_{\hat{T}_i}^{(y)}) \parallel P_{T_i}^{(y)})\}_{y \in C}$. The resulting spectra, evaluated for every neuron in a given layer, allow selecting a subset of neurons such that each class in $C$ is represented. More generally, all examples can be treated by investigating how the mutual information between a complete layer and the class variable splits into redundant, unique, and synergistic parts. Neurons that contain only redundant information shall be assigned little importance; in deeper layers, unique information may be given higher value than synergistic information, whereas the contrary may be true for shallow layers. This line of thinking suggests that PID [13], [14] can shed more light on the behavior of NNs. For example, the authors of [27] discover two distinct phases during training a NN with a single hidden layer, characterized by large amounts of redundant and
unique information, respectively. Computing the PID of a wide layer is prohibitive in terms of computational complexity and suffers from the curse of dimensionality. An approximate PID, based on bounds and approximations, may be a computationally feasible way of validating the claims regarding synergy and redundancy made at the hand of information-ordered cumulative ablation. Future work shall be devoted to this analysis.
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