Texture Synthesis Through Convolutional Neural Networks and Spectrum Constraints
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Abstract—This paper presents a significant improvement for the synthesis of texture images using convolutional neural networks (CNNs), making use of constraints on the Fourier spectrum of the results. More precisely, the texture synthesis is regarded as a constrained optimization problem, with constraints conditioning both the Fourier spectrum and statistical features learned by CNNs. In contrast with existing methods, the presented method inherits from previous CNN approaches the ability to depict local structures and fine scale details, and at the same time yields coherent large scale structures, even in the case of quasi-periodic images. This is done at no extra computational cost. Synthesis experiments on various images show a clear improvement compared to a recent state-of-the art method relying on CNN constraints only.

I. INTRODUCTION

A large body of works has been dedicated over the last 30 years to the task of texture synthesis and more precisely to the task of generating new but perceptually similar images from a given exemplar. Parametric Markov models were among the first to be investigated for such tasks [1]. Then, many methods were developed relying on the idea, inspired by the works of Julesz [2], that realistic textures could be obtained by constraining a well chosen set of image statistics: wavelet marginals [3], joint statistics of wavelet coefficients [4], Fourier spectrum [5], [6] or the distribution of sparse representation coefficients [7]. A completely different approach is provided by patch-based, non-parametric methods that have been largely studied after the initial works of [8] and [9]. Here, the basic idea is to generate a new texture by iteratively sampling patches from the exemplar, see e.g. [10] for a review. These methods enable realistic results even on highly structured textures, at the price of very limited innovation capacity, see e.g. [11]. Recently, the work from [12] renewed this type of methods by promoting the use of parametric distributions for patches.

Recently, several synthesis methods based on convolutional neural networks (CNNs) have been proposed and shown to yield state-of-the art results [13]–[16]. Indeed, these methods are able to generate perceptually satisfying results on complex textures without producing piecewise recopy of the exemplar. The idea, in order to generate new textures, is to constrain some statistics of convolutional networks initially introduced for image classification. In [14], [16], a non-parametric approach is proposed through the correlation matrices of filter responses (named feature maps), as we will see in more details later. In [13], [15], a MRF model is learned from the feature maps. One limitation of these approaches, however, is the difficulty to efficiently account for large scale regularity, see e.g. Fig. 1 for an illustration.

In this work, we propose to incorporate some low frequency constraints into the CNN approach, in order to allow the synthesis of textures having large scale regularity. In particular, this will allow the synthesis of quasi-periodic textures such as brick wall or object alignments. In order to do this, we draw on previous works on texture synthesis [5], [17] that have shown the interest and easiness of using spectrum constraints for synthesizing textures. We therefore combine spectrum and feature maps constraint through the definition of a new loss function, allowing the reproduction of both fine scale details and large scale regular structures. The combination of these two types of constraints is illustrated in Fig. 1.

The remainder of the paper is organized as follows. In Sec.II we briefly recall how to use CNNs to synthesize textures. We then explain how to incorporate frequency control...
into this framework in Sec.III. Eventually, we experimentally show the interest of the approach in Sec.IV.

II. TEXTURE SYNTHESIS BY CNNs

A. Convolution neural network

A convolutional neural network (CNN) is a feed-forward artificial neural network whose neurons process overlapping regions of the input, generally an image. Parameters of such networks are usually learned using a back-propagated algorithm from a large number of annotated inputs. The network VGG-19, proposed in [18], is one of the CNN trained with the ImageNet dataset and has proven to be effective in describing texture images with only convolution layers [19]. Neglecting the latter fully connected layers, the network contains 16 linearly rectified convolution layers and 5 pooling layers. Notice that for the task of texture synthesis, according to [14], the max-pooling strategy may be replaced by average-pooling for improving the gradient flow and obtaining slightly cleaner results.

B. Texture model

In order to use CNNs for texture synthesis, it was first proposed in [14] to constrain the statistics of feature maps. Inspired by Portilla and Simoncelli [4], important statistics are provided by correlations between the feature maps corresponding to different filters.

Given a texture exemplar \( I \in \mathbb{R}^N \), where \( N \) is the number of pixels in the image, we first input \( I \) to the CNN to calculate the feature maps at each convolution layer. Suppose there are \( m_l \) neurons at \( l \)-th convolution layer, the extracted feature map is denoted by \( f_i^l \in \mathbb{R}^{m_l \times N} \), with \( N_l \) as the number of stimuli. Note that at the first convolution layer, \( N_1 = N \).

After obtaining the feature map \( f_i^l \) at the \( l \)-th layer, the correlation matrix \( G^l \in \mathbb{R}^{m_l \times m_l} \) [14] is computed as

\[
G^l_{p,q} = \sum_{i=1}^{N_l} f^l_p(i) \cdot f^l_q(i),
\]

where \( p, q \) denote the index of feature map corresponding to the filter \( p, q \in \{1, \cdots, m_l\} \).

The set of correlation matrices \( \{G^1, G^2, \cdots, G^L\} \) from the different layers are used to model the texture [14] and to constrain the synthesis of new texture images.

C. Texture generation

As proposed in [14], new texture samples are generated by starting from a white noise image and by iteratively imposing the previously defined correlation matrices, using gradient descent. Fig. 2 shows the flowchart of this algorithm.

Given an image \( \hat{I} \) initialized by white noise, its feature maps \( f^l \) are computed at each layer of the CNN, as well as the correlation matrix \( G^l \). A loss function at layer \( l \) is then defined as the difference between the correlation matrices of the generated image and the reference one:

\[
E_l = \frac{1}{4N_l^2m_l^2} \sum_{p=1}^{m_l} \sum_{q=1}^{m_l} \|G^l_{p,q} - \hat{G}^l_{p,q}\|^2.
\]

The derivative of this loss function is computed as

\[
\frac{\partial E_l}{\partial f^l_p(i)} = \frac{1}{N_l^2m_l^2} \sum_{q=1}^{m_l} (G^l_{p,q} - \hat{G}^l_{p,q}) \cdot f^l_q(i).
\]

Note that this equation does not include a positive part as in [14], because the feature maps are always positive after the rectified linear transform. Combining these layers, a total loss function is defined as

\[
\mathcal{L}_{\text{ CNN}}(I, \hat{I}) = \sum_{l=0}^{L} w_l E_l,
\]

where \( w_l \) denotes the weight of loss at layer \( l \). With the derivative given by Eq.(3), a back-propagation (BP) algorithm can be applied to propagate the error from layer \( l \) to layer \( l-1 \), which is illustrated in red line in Fig.2. Then, at each layer, the loss (or error) includes two aspects: the derivative of the current layer by Eq. 3 and the propagated error from the later layer. At any given layer in the network, we can obtain the propagated data error, denoted here by \( \Delta_{\text{CNN}} \). A solution is then computed using the L-BFGS algorithm [20], from the initialized image \( \hat{I} \) and the back-propagated error \( \Delta_{\text{CNN}} \).

III. TEXTURE SYNTHESIS BY CNNS WITH SPECTRUM CONSTRAINT

Even though texture synthesis using CNN yields impressive results in many cases, it still suffers from several shortcomings. One of them is the difficulty to accurately reproduce regularity at large scales, typically low-frequency structures. This is illustrated in Fig.3. In this figure, the left column shows the original images and the right column displays the synthesized images, where large scales are not correctly handled. One possible reason for this is that the size of the convolutional filters in VGG-19 are \( 3 \times 3 \times N_l \), which are too small to depict the large structures. Another possible reason is that the number of layers of this network does not allow the handling of very large scale. Nevertheless in our experiments, neither increasing the filter size (this was tested using VGG-m [21] and \( 7 \times 7 \) filters) or increasing the number of layers did solve this issue. In this contribution, we show that enriching the loss function of the CNN with a term constraining the Fourier spectrum of the image solves this issue in many cases.

A. Spectrum constraint

It was shows in [5, 6, 17] that a large set of textures (the so-called micro-textures) may be reproduced simply by imposing the Fourier spectrum of the outputs and letting their Fourier phases be chosen at random. In a different direction, this constraint was used for enabling low frequency structures in sparsity-based texture synthesis [7], in a variational framework. We here follow a similar path by constraining the loss function in the CNN-based approach. In what follows, we write \( \mathcal{F}(I) \) for the Discrete Fourier Transform (DFT) of an image \( I \) and \( \mathcal{F}^{-1} \) for the inverse DFT.

In order to illustrate the Fourier representation of low frequency, quasi-periodic structures, Fig.4 shows the amplitude of the DFT of two images, from which strong peaks can be observed.

\[
\mathcal{F}(I) = \sum_{x=-\infty}^{\infty} \sum_{y=-\infty}^{\infty} I(x,y)e^{-2\pi i (xu + yv)},
\]

\[
\mathcal{F}^{-1}(I) = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \mathcal{F}(u,v)e^{2\pi i (ux + vy)} du dv.
\]
Fig. 2. The exemplar-based texture synthesis algorithm with CNN model [14]. At each layer of the convolution neural network, the feature maps $f^l, \hat{f}^l$ are extracted for both the reference image and the generated image. Then the errors $E_l$ between the correlation matrix $G_l$ and $\hat{G}_l$ are calculated, where $G_l, \hat{G}_l$ are the correlations of $f^l, \hat{f}^l$ respectively. Through a back propagation algorithm (red line), the errors are propagated and the L-BFGS algorithm is used to compute the final result.

Given an image $I$, we write $E_I$ for the set of images having the same spectrum (modulus of the Fourier transform) as $I$. Simple computations show that the projection of any given image $\hat{I}$ on $E_I$ (that is, the image from $E_I$ being closest to $\hat{I}$) is given by

$$\tilde{I} = \mathcal{F}^{-1} \left( \frac{\mathcal{F}(\hat{I}) \cdot \mathcal{F}(I)^*}{|\mathcal{F}(I) \cdot \mathcal{F}(I)^*|} \cdot \mathcal{F}(I) \right),$$

(5)

where $\mathcal{F}(I)^*$ denotes the conjugate of $\mathcal{F}(I)$. For color images, the phase of the gray level image is first computed, and then imposed to each color channel.

**B. Texture synthesis by CNNs with spectrum constraint**

In order to constrain both the statistics of the feature maps and the spectrum of the results, we add in the loss function of the CNN an additional term, obtained from the distance of the current image $\hat{I}$ to the space $E_I$ corresponding to some reference texture $I$. We write $d(\hat{I}, E_I)$ for this term, then its gradient is simply computed as $\tilde{I} = \hat{I}$, where $\tilde{I}$ is computed following Eq.(5). Therefore, the gradient term of the CNN is written as

$$\Delta_{\text{spec}} = \hat{I} - \tilde{I},$$

(6)

corresponding to the loss function

$$L_{\text{spec}} = \frac{1}{2} d(\hat{I}, E_I)^2,$$

(7)

where as before $I$ is the reference texture.

The final loss function and gradient of the CNN are simply obtained as

$$L = L_{\text{CNN}} + \beta L_{\text{spec}},$$

(8)

$$\Delta = \Delta_{\text{CNN}} + \beta \Delta_{\text{spec}}.$$  

(9)

The L-BFGS algorithm is then applied to synthesize a new texture image.
IV. RESULTS AND ANALYSIS

A. Experimental setup

Following [14], the following layers of the convolution neural network are used: ‘Conv1’, ‘Pooling1’, ‘Pooling2’, ‘Pooling3’, ‘Pooling4’. The corresponding weights are set to be \( w_1 = w_2 = w_3 = w_4 = w_5 = 10^5 \). For the spectrum constraint, we use \( \beta = 10^4 \). For the experiments of this paper, we use CG texture samples\(^1\) as input. All the images are rescaled first, as in [14].

B. Texture synthesis results

We illustrate the proposed approach by comparing it with the original CNN-based approach from [14]. This last approach is one of the state-of-the art approaches among methods that produce truly new images. In particular, and contrarily to most patch-based methods derived from [8] (see e.g. [11]), these methods (the one from [14], as well as the proposed one) do not produce results containing parts that are verbatim copied from the exemplars.

In Fig. 5, 6, 7, the left column displays the given texture exemplars, the middle shows the synthesized results using the CNN-based algorithm [14] and the right illustrates our results by combining the CNN model with a spectrum constraint.

In Fig. 5, from top to bottom are images of a checker board, two brick wall and a building with windows. All these have the particularity to present quasi-periodic structures. In the three first examples, we can see that the algorithm from [14] fail to preserve the large scale organization, which is correctly reconstructed when adding the spectrum constraint. The last example is more difficult. Although not totally satisfying, the proposed method increases the regularity of the result.

Fig. 6 shows synthesis results from Zellige tiles, made of complex decorative patterns. Although some defaults may appear in the global organization of the synthesized images, the combined use of Fourier spectrum constraints and CNN permits the reproduction of both the global patterns and the small scale details. Fig. 7 shows an example of failure, where the global structures are too complex to be reproduced by the proposed approach.

Although we do not illustrate it here, it is also worth mentioning that in the cases where the original approach from [14] is sufficient, results are not degraded by adding the spectrum constraint.

The proposed approach has roughly the same complexity as the one from [14], the computation of the FFT being neglectable compared to CNN computations. Each experiment displayed in this paper took approximately 15 minutes using a 4 kernel CPU.

V. CONCLUSION

This paper presents an effective improvement for the synthesis of textures using convolutional neural networks (CNNs), by incorporating a spectrum constraint in the loss function of the CNN. The generated texture images not only preserve local structures and fine scale details, but also preserve large quasi-periodic structures. The experimental results prove that the spectrum constraint is a necessary complement for texture synthesis, especially for structured textures, at no additional computational cost.

\(^1\)http://www.textures.com
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Fig. 5. **Left**: given texture exemplars; **Middle**: results obtained by using CNNs as in [14]; **Right**: our results, obtained by combining the CNN model with spectrum constraints.
Fig. 6. **Left**: given texture exemplars; **Middle**: results obtained by using CNNs as in [14]; **Right**: our results, obtained by combining the CNN model with spectrum constraints.

Fig. 7. **A failure example.** Same layout as the previous figures. Observe that though our algorithm (right) can not reproduce the small elements in the exemplar, it still generates a relatively structured result.