Model checking via testing for direct effects in Mendelian Randomization and transcriptome-wide association studies
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Abstract

It is of great interest and potential to discover causal relationships between pairs of exposures and outcomes using genetic variants as instrumental variables (IVs) to deal with hidden confounding in observational studies. Two most popular approaches are Mendelian randomization (MR), which usually use independent genetic variants/SNPs across the genome, and transcriptome-wide association studies (TWAS) (or their generalizations) using cis-SNPs local to a gene (or some genome-wide and likely dependent SNPs), as IVs. In spite of their many promising applications, both approaches face a major challenge: the validity of their causal conclusions depends on three critical assumptions on valid IVs, and more generally on other modeling assumptions, which however may not hold in practice. The most likely as well as challenging situation is due to the wide-spread horizontal pleiotropy, leading to two of the three IV assumptions being violated and thus to biased statistical inference. More generally, we’d like to conduct a goodness-of-fit (GOF) test to check the model being used. Although some methods have been proposed as being robust to various degrees to the violation of some modeling assumptions, they often give different and even conflicting results due to their own modeling assumptions and possibly lower statistical efficiency, imposing difficulties to the practitioner in choosing and interpreting varying results across different methods. Hence, it would help to directly test whether any assumption is violated or not. In particular, there is a lack of such tests for TWAS. We propose a new and general GOF test, called TEDE (TESTing Direct Effects), applicable to both correlated and independent SNPs/IVs (as commonly used in TWAS and MR respectively). Through simulation studies and real data examples, we demonstrate high statistical power and advantages of our new method, while confirming the frequent violation of modeling (including valid IV) assumptions in practice and thus the importance of model checking by applying such a test in MR/TWAS analysis.
data (Willer et al. 2013) are also publicly available at http://csg.sph.umich.edu/abecasis/public/lipids2010 and http://csg.sph.umich.edu/abecasis/public/lipids2013/, respectively. The GWAS results using imputed UK Biobank data (Sudlow et al. 2015; Neale Lab 2017) are provided at http://biobank.ctsu.ox.ac.uk/crystal/. The FUSION weight data (Gusev et al. 2016) is available at http://gusevlab.org/projects/fusion/#reference-functional-data. An R package implementing our new methods is publicly available at https://github.com/yangq001/TEDE.
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### Author summary

With the increasing availability of large-scale GWAS summary data of various complex traits/diseases and software packages, it has become convenient and popular to apply Mendelian randomization (MR) and transcriptome-wide association studies (TWAS), using genetic variants as instrumental variables (IVs), to address fundamental and significant questions by unraveling causal relationships between complex or molecular traits such as gene expression and other complex traits. However, the validity of such causal conclusions critically depends on the validity of the model being used, including three key IV assumptions. In particular, with the wide-spread horizontal pleiotropy of genetic variants, two of the three IV assumptions may be violated, leading to biased inference from MR and TWAS. This issue may become more severe as more trait-associated genetic variants are used as IVs to increase the power of MR and TWAS. Although there are some methods to check the modeling assumptions for MR with independent genetic variants as IVs, there is barely any powerful one for TWAS (or more generally for MR and similar methods) with correlated SNPs as IVs. We propose such a powerful method applicable to both MR and TWAS with local or genome-wide, possibly correlated/dependent, SNPs as IVs, demonstrating its higher statistical power than several commonly used methods, while confirming the frequent violation of modeling/IV assumptions in TWAS with our example GWAS data of schizophrenia, Alzheimer’s disease and blood lipids. An important conclusion is that in practice it is necessary to conduct model checking in MR and TWAS, and our proposed method is expected to be useful for such a task.

### Introduction

It is of great interest in estimating and testing the causal effect of a risk factor/exposure X on an outcome Y. However, for observational data, due to the presence of unmeasured confounders, say U, it is difficult to tell whether an observed association between X and Y really indicates a causal relationship. Mendelian randomization (MR) has been applied as a popular and powerful approach to addressing this problem for causal inference, using genome-wide significant and (nearly) independent genetic variants, typically single-nucleotide polymorphisms (SNPs), as instrumental variables (IVs). Various versions of MR have been proposed, most of which are convenient to implement since they only require the use of GWAS summary data. Recently, MR has been widely applied to obtain substantial findings, and one example is [1], which found significant evidence for causal relationships between many traits of interest by utilizing the large-scale UK Biobank data [2,3]. A common workflow of MR (or TWAS) analysis is illustrated in Fig A in S1 Text. However, as expected, the validity of any MR analysis critically depends on its modeling assumptions, in particular including three key assumptions on valid IVs; an IV has to satisfy the following three conditions to be valid, as depicted in Fig 1A:

1. The IV is associated with the exposure X.
2. The IV, conditional on X, is not directly associated with the outcome Y.
3. The IV is not associated with the hidden confounder U.

When any of the three assumptions is violated, the conclusion from MR can be incorrect. Among the three assumptions, the first one appears easiest to handle: one can simply ensure that a SNP/IV is indeed associated with the exposure X by using a stringent (genome-wide) significance level; the challenge lies in the other two, especially the third one with unobserved
confounding. It is well known that, the wide-spread horizontal pleiotropy [4–6], i.e. when an SNP is associated with multiple traits (e.g. X and Y here) through different pathways, will likely result in the violation of one or both of the last two IV assumptions, leading to invalid IVs and thus possibly incorrect causal conclusions. For instance, horizontal pleiotropy can occur in the form of having a pathway from the IV directly to Y, which corresponds to uncorrelated pleiotropy violating the second IV assumption. It can also happen when there is an additional pathway from the IV to U then to Y, corresponding to correlated pleiotropy [7] and violating the third IV assumption. In this paper, we use horizontal pleiotropy to refer to both cases; see Fig 1B. We also note that violation of the third IV assumption may not always be due to horizontal (correlated) pleiotropy; for example, the confounding is due to population stratification (i.e. when the effect direction is from U to IVs, instead of from IVs to U). As shown in the S1 Text, this may also imply some “direct effects” of the IV on Y, not mediated through X, for which our proposed methods appear to be applicable, though this is beyond the scope of this paper and needs further investigation.

In order to reduce the negative impact of invalid IVs, some MR methods have been developed to be either robust to or account for horizontal pleiotropy (with GWAS summary data) [6–18]. However, simulation studies have shown that it is unlikely that any method can completely solve the problem in all scenarios while possibly imposing its own other modeling assumptions [18,19]. For example, the constrained instrumental variable (CIV) methods [16] use a framework where each SNP’s effect on the outcome has to either go through the exposure or a pleiotropic phenotype that is observed, while in reality there can be many other unknown pathways. In addition, due to their own modeling assumptions and often much lower estimation efficiency, they may give quite different results, casting doubt on which results are valid.

Hence, it is important to detect whether any modeling assumptions, including the IV assumptions, are violated before accepting MR results that may be problematic. For MR, one can apply Cochran’s Q or Rucker’s Q’ statistic for model checking, and MR-Egger to test for directional pleiotropy using its intercept term [20]. [21] proposed a new method called global and individual tests for direct effects (GLIDE), which has been shown to have higher power than MR-Egger, but it has not been demonstrated to outperform Cochran’s Q or Rucker’s Q’
statistic [20]. Also, GLIDE seems to require individual-level GWAS data for the outcome, which are often unavailable. Most importantly, all of these methods can only be applied to independent IVs, excluding their use with correlated IVs as in transcriptome-wide association studies (TWAS).

TWAS has been proposed recently to examine the relationship between a gene’s (genetically regulated) expression and an outcome [22,23]. As in MR, if the three IV and other modeling assumptions hold, such a detected association implies a causal relationship. TWAS is a two-stage least squares (2SLS) regression approach in the framework of IV regression; some correlated cis-SNPs near a gene are used as IVs to impute or predict the gene’s expression level. As MR, an advantage of TWAS is that it can be conducted with GWAS summary data. Here we refer to TWAS in a general sense as an extension to MR that may take any other trait as the exposure while using some correlated/dependent (cis or whole genome-wide) SNPs as IVs. Some authors have found that TWAS can gain power over MR by more effectively using correlated SNPs, instead of independent ones, as IVs [24]. Nevertheless, cautions have to be taken when interpreting TWAS results because TWAS, as MR, may suffer from using invalid IVs [25–27]. The standard/default TWAS only models the relationship between an outcome trait and a gene’s genetically predicted expression, which means that possible horizontal pleiotropy is not considered and thus can impact the result. To handle pleiotropy, [28] proposed a method called LD-aware (LDA) MR-Egger, which models direct/pleiotropic effects as random effects as in MR-Egger, but differs from the latter by modeling the joint effects, not marginal effects, of the SNPs/IVs. This approach can handle certain situations much better than the standard TWAS, but it may still have problems with invalid IVs, especially when the InSIDE (Instrumental Strength Independent of Direct Effect) assumption is violated; in the presence of correlated pleiotropy violating the third IV assumption, the InSIDE assumption will be violated. This means even when relatively robust methods like MR-Egger are used, it is still important to test for pleiotropic effects, or more generally, for the goodness-of-fit (GOF) of the model being used, which will influence the validity of the results. Like MR-Egger, LDA MR-Egger itself can be used to test whether there is directional (uncorrelated) pleiotropy by testing for a non-zero intercept term, but its power is quite low and it cannot handle correlated pleiotropy as to be demonstrated. Hence, to ensure valid conclusions from TWAS, model checking, including testing for the presence of (uncorrelated and/or correlated) pleiotropic effects for the violation of the second and third valid IV assumptions, is much needed in TWAS.

Several methods, including colocalization tests, have been proposed to test for pleiotropy, but they may not be able to distinguish horizontal pleiotropy from vertical pleiotropy. For instance, SMR (with the HEIDI test) of [29] can integrate summary level GWAS and eQTL data to find genetic variants with pleiotropic effects on both the GWAS trait and gene expression, but it cannot distinguish whether a variant is affecting the GWAS trait and gene expression through two different pathways (i.e., horizontal pleiotropy), or instead, it affects the GWAS trait through the gene as a mediator (i.e., vertical pleiotropy). Since only horizontal pleiotropy is problematic to the IV assumptions, it is important to test on horizontal pleiotropy directly, which is the goal here.

In consideration of the above limitations and challenges, there is a strong need for a LDA (LD-aware) method that can test for horizontal pleiotropy with higher power using possibly correlated IVs, which can be either some local or genome-wide SNPs. [30] proposed a likelihood-based method that aims to test and control for horizontal pleiotropy. Their models are more general than the LDA MR-Egger approach, but their method applies the burden test based on the possibly over-simplifying assumption that the horizontal pleiotropic effects of the IVs/SNPs are all equal, which can be violated, leading to power loss. To address the above
issues, we propose a general GOF test, called TEDE (TEsting Direct Effects), for model checking in MR and TWAS; it can detect violations of modeling assumptions, including the IV assumptions, through testing for the presence of direct effects of the IVs on the outcome, which, as depicted in Fig 1B and Fig B in S1 Text, can be due to the violation of the second or third IV assumption, to population structure, or to other reasons to be discussed later. We propose two versions, TEDE-Sc (TEDE-Score) by applying the score test, and TEDE-aSPU by an adaptive test called the aSPU test that is particularly powerful for a large number of SNPs/IVs [31]. The new tests can be seamlessly applied to both MR and TWAS. We also propose a way to control type I error rates better by taking into consideration of the variance of an estimated SNP-exposure association. Through simulation studies we show that our new methods are able to handle both uncorrelated and correlated IVs (for MR and TWAS respectively), and more importantly, have higher power than Cochran’s Q-statistic (for MR) and LDA MR-Egger (for TWAS) while satisfactorily controlling type I errors. We apply the methods to a large GWAS dataset of schizophrenia (SCZ) [32] and the imputed UK Biobank data of various traits [2,3] to further demonstrate how different methods perform in the context of MR. We also apply the methods to the ADNI data [33], the IGAP stage 1 AD data [34] and the lipid data [35,36] to show the advantages of our new methods in TWAS, while confirming the commonality of the violation of modeling/IV assumptions perhaps due to the wide-spread horizontal pleiotropy in reality.

Methods

Existing model checking methods in MR

In this section, we give a brief review of some representative GOF tests in MR with GWAS summary data. We only include the most popular Cochran’s Q test and MR-Egger, because Rucker’s Q’ test performs similarly to Cochran’s Q while GLIDE requires individual-level data for the outcome [20,21], which is often unavailable in practice. As usual, we only consider linear regression models throughout this paper. Although logistic regression models are often considered for binary outcomes, their use in instrumental variable regression for causal inference is challenging and complicated; on the other hand, due to small effects of SNPs/IVs, linear models can approximate logistic models well [37] and thus have been widely used in MR and TWAS.

Suppose we have p independent SNPs. \( \omega_j \) is the total effect of SNP \( j \) on \( X \), while \( \gamma_j \) is the total effect of SNP \( j \) on \( Y \) based on marginal models (i.e. \( X \sim SNP_j, Y \sim SNP_j \)). Denote \( \gamma_j / \omega_j \) by \( \beta_j \), the true effect of \( X \) to \( Y \) by \( \beta \) and the direct effect of the SNP to \( Y \) by \( \alpha_j \). For instrumental variable analysis, as shown in Fig 1A, valid IV assumptions require that there is no direct effect from the IV (SNP \( j \)) to the confounders or to the outcome. If there is an effect from SNP \( j \) to the outcome not mediated through \( X \), we say that there is horizontal pleiotropy, and its presence leads to the violation of the last two IV assumptions and thus biased MR analysis. Fig 1B shows the notations of different effects in the presence of horizontal pleiotropy. Here \( \alpha_j \) is the total direct effect of the SNP to \( Y \), not mediated through \( X \), which consists of two parts: the direct effect \( \gamma_j \) of the SNP on \( Y \) that does not go through \( U \), and the effect \( \delta_j \) from the path going through \( U \). Hence, we can combine the violation of valid IV assumptions (2) and (3) into one condition, \( \alpha_j \neq 0 \), and we only need to test whether \( \alpha_j = 0 \). Based on Fig 1B, we know that \( \gamma_j = \omega_j \beta + \alpha_j \), and thus \( \beta = (\gamma_j - \alpha_j) / \omega_j \); note that, we use \( \omega_j \) here to represent \( \omega_j^+ + \phi \delta_j \) in Fig 1B. No horizontal pleiotropy means that each \( \alpha_j \) is 0 and each \( \gamma_j / \omega_j \) is equal to \( \beta \), and thus we can test \( H_0 : \gamma_j / \omega_j = \ldots = \gamma_j' / \omega_j' \) or \( H_0 : \beta_j = \ldots = \beta_j' \), which only needs the marginal summary statistics: \( \widehat{\omega}_x = \left( \hat{\omega}_j \right), \hat{\gamma}_x = \left( \hat{\gamma}_j \right), se(\hat{\omega}_j) \) and \( se(\hat{\gamma}_j) \).
It is noted that the problem we consider is more general than horizontal pleiotropy (that is the focus here): the presence of the direct effects $\alpha_j \neq 0$ can arise due to the violation of other modeling assumptions. For example, as shown in Fig B in S1 Text, population stratification can also cause the violation of the IV assumptions manifested as the presence of some direct effects $\alpha_j$.

**Cochran’s Q test.** As a general GOF test, Cochran’s Q test uses the test statistic

$$Q = \sum_{j=1}^{p} w_j (\hat{\beta}_j - \hat{\beta}_{IVW})^2,$$

where $\hat{\beta}_j = \hat{\gamma}_j / \hat{\sigma}_j$, $\hat{\beta}_{IVW} = \sum_{j=1}^{p} w_j \hat{\beta}_j / \sum_{j=1}^{p} w_j$, and $w_j = \{\hat{\gamma}_j / se(\hat{\gamma}_j)\}^2$. If the null hypothesis is true (i.e. if the model fits the data well, including that there is no pleiotropy), $Q$ should follow $\chi^2_{p-1}$ [20].

**MR-Egger.** Another way to test horizontal pleiotropy is to apply the MR-Egger method [8] and examine the intercept term. The model is

$$\gamma_j = l \alpha_{Egger} + \hat{\gamma}_j \beta_{Egger} + \epsilon,$$

where $\epsilon \sim N(0, \Sigma)$ and $l = (1 \ldots 1)^t$, $\alpha_{Egger}$ and $\beta_{Egger}$ are two parameters. Here $\Sigma$ is usually assumed to be a diagonal matrix with diagonal elements being $se(\hat{\gamma}_j)^2$ s. To test (directional) pleiotropy, we simply test whether $\alpha_{Egger} = 0$. Note that $\alpha_{Egger}$ models the average direct effect of the SNPs to $Y$, and thus testing $\alpha_{Egger} = 0$ is actually testing whether there is directional pleiotropy (i.e. whether the mean of the direct effects is nonzero). Also note that for MR-Egger, the coding of some of the SNPs may be flipped before model-fitting to ensure that $\hat{\gamma}_j$’s are all positive.

### Model checking in TWAS

In this section, we introduce some LDA methods for model checking, including testing for horizontal pleiotropy, applicable to both TWAS and MR. TWAS examines the effect of a gene’s expression ($X$) on the outcome ($Y$) using the gene’s cis-SNPs as IVs in two stages. In the first stage, $X$ is regressed on and thus predicted by the SNPs. In the second stage, $Y$ is regressed on the predicted $X$ with the regression coefficient as the key parameter of interest, measuring the causal effect of $X$ on $Y$. This procedure works well when its modeling assumptions hold, including that the valid IV assumptions are not violated. However, if there is horizontal pleiotropy or population structure (as depicted in Fig 1B and Fig B in S1 Text), some of the SNPs may have direct effects on $Y$ that are not mediated through $X$, under which the above standard TWAS (i.e. only regressing $Y$ on the predicted $X$) may lead to biased inference on the causal relationship between $X$ and $Y$. Hence, it is equally important to check the TWAS model via testing for direct effects of the IVs.

Note that, even though both TWAS and MR appear similar as two-stage least squares IV regression in inferring the causal effect of $X$ on $Y$ using some SNPs as IVs, typical MR methods use independent SNPs as IVs while TWAS uses a gene’s local/cis SNPs that are usually correlated (i.e. in linkage disequilibrium, LD), explaining why LDA methods are needed for the latter. Here we use TWAS to also represent MR extensions with correlated SNPs (either locally or across a whole genome) as IVs and with any trait as the exposure. In TWAS we model the joint effects $\omega_j$ (based on the joint model $X \sim$ multiple SNPs), instead of the marginal effects $\omega_j$ (on the marginal models $X \sim$ one SNP). This is crucial because $\omega_j$ is usually quite different from $\omega_j$ when the SNPs are correlated, and $\omega_j$ captures the effect of each SNP on $X$ after adjusting for other SNPs.
Using notations similar to the previous section, suppose we have \( p \) SNPs, which can be correlated in our new settings, and their direct effects on \( Y \) are denoted by \( \alpha_j \)'s. \( \omega_j \) is the effect of SNP \( j \) on \( X \). \( \gamma_j \) is that of SNP \( j \) on \( Y \) based on the joint models (i.e. \( X \sim \text{SNPs}, Y \sim \text{SNPs} \)). We can test \( H_0: \frac{\alpha_1}{\omega_1} = \ldots = \frac{\alpha_p}{\omega_p} \). In practice, we are often provided with only GWAS marginal summary statistics: \( \hat{\omega}^* = (\hat{\omega}_1^*, \ldots, \hat{\omega}_p^*) \), \( \hat{\gamma}^* = (\hat{\gamma}_1^*, \ldots, \hat{\gamma}_p^*) \), \( \hat{\sigma}(\hat{\omega}_j^*) \) and \( \hat{\sigma}(\hat{\gamma}_j^*) \). Using these with a reference panel, we can get estimates \( \hat{\omega} = (\hat{\omega}_j) \) and \( \hat{\gamma} = (\hat{\gamma}_j) \), their standard errors \( \hat{\sigma}(\hat{\omega}_j) \) and \( \hat{\sigma}(\hat{\gamma}_j) \), as well as \( \text{Cov}(\hat{\gamma}) \), \( \text{Cor}(\hat{\gamma}) \) and \( \text{Cov}(\hat{\omega}) \) [38,39].

**LDA MR-Egger**. [28] proposed a method called LDA MR-Egger that applies the idea of Egger regression to TWAS while accounting for the LD structure of the SNPs. The model is

\[
\hat{\gamma} = \beta_{TE} + \epsilon,
\]

where \( \epsilon \sim N(0, \Sigma) \) and \( l = (1 \ldots 1)' \), \( \alpha_{TE} \) and \( \beta_{TE} \) are two parameters. Usually \( \Sigma \) is simply estimated as \( \text{Cov}(\hat{\gamma}) \). For our current problem, since we are interested in testing \( H_0: \frac{\gamma_1}{\omega_1} = \ldots = \frac{\gamma_p}{\omega_p} \), we can also test \( \alpha_{TE} = 0 \). We take a transformation such as the error term follows a standard normal distribution \( N(0, I) \):

\[
\Sigma^{-\frac{1}{2}} \tilde{\gamma} = \left( \begin{array}{c}
\frac{1}{2}l \\
\frac{1}{2}l
\end{array} \right) \left( \begin{array}{c}
\alpha_{TE} \\
\beta_{TE} \end{array} \right) + \Sigma^{-\frac{1}{2}} \epsilon,
\]

where \( \Sigma^{-\frac{1}{2}} \epsilon \sim N(0, I) \). As a result, we can estimate \( \alpha \) and \( \beta \) by

\[
\begin{pmatrix}
\tilde{\alpha}_{TE} \\
\tilde{\beta}_{TE}
\end{pmatrix} = \left( \begin{array}{cc}
\frac{1}{2}l & \frac{1}{2}l \\
\frac{1}{2}l & \frac{1}{2}l
\end{array} \right) \left( \begin{array}{c}
\frac{1}{2}l \\
\frac{1}{2}l
\end{array} \right)^{-1} \left( \begin{array}{c}
\tilde{\Sigma}^{-\frac{1}{2}} \tilde{\alpha}_{TE} \\
\tilde{\Sigma}^{-\frac{1}{2}} \tilde{\beta}_{TE}
\end{array} \right) = \left( \begin{array}{cc}
\tilde{\Sigma}^{-\frac{1}{2}} l & \tilde{\Sigma}^{-\frac{1}{2}} l \\
\tilde{\Sigma}^{-\frac{1}{2}} l & \tilde{\Sigma}^{-\frac{1}{2}} l
\end{array} \right)^{-1} \left( \begin{array}{c}
\tilde{\Sigma}^{-\frac{1}{2}} \tilde{\alpha} \\
\tilde{\Sigma}^{-\frac{1}{2}} \tilde{\beta}
\end{array} \right) \tilde{\gamma}.
\]

This is the same as the LDA MR-Egger estimate in [28]. The covariance matrix is

\[
\text{Cov} \left( \begin{array}{c}
\tilde{\alpha}_{TE} \\
\tilde{\beta}_{TE}
\end{array} \right) = \left( \begin{array}{cc}
\tilde{\Sigma}^{-\frac{1}{2}} l & \tilde{\Sigma}^{-\frac{1}{2}} l \\
\tilde{\Sigma}^{-\frac{1}{2}} l & \tilde{\Sigma}^{-\frac{1}{2}} l
\end{array} \right)^{-1} \left( \begin{array}{cc}
\tilde{\Sigma}^{-\frac{1}{2}} l & \tilde{\Sigma}^{-\frac{1}{2}} l \\
\tilde{\Sigma}^{-\frac{1}{2}} l & \tilde{\Sigma}^{-\frac{1}{2}} l
\end{array} \right) \text{cov}(\tilde{\gamma}) \left( \begin{array}{cc}
\tilde{\Sigma}^{-\frac{1}{2}} l & \tilde{\Sigma}^{-\frac{1}{2}} l \\
\tilde{\Sigma}^{-\frac{1}{2}} l & \tilde{\Sigma}^{-\frac{1}{2}} l
\end{array} \right)^{-1}.
\]

If we assume \( \Sigma = \text{Cov}(\tilde{\gamma}) \), then

\[
\text{Cov} \left( \begin{array}{c}
\tilde{\alpha}_{TE} \\
\tilde{\beta}_{TE}
\end{array} \right) = \left( \begin{array}{cc}
\tilde{\Sigma}^{-\frac{1}{2}} l & \tilde{\Sigma}^{-\frac{1}{2}} l \\
\tilde{\Sigma}^{-\frac{1}{2}} l & \tilde{\Sigma}^{-\frac{1}{2}} l
\end{array} \right)^{-1}.
\]

Thus we can get \( \text{se}(\hat{\alpha}_{TE}) \) and \( \text{se}(\hat{\beta}_{TE}) \). We use \( \hat{\alpha}_{TE}/\text{se}(\hat{\alpha}_{TE}) \) to test (directional) horizontal pleiotropy and \( \hat{\beta}_{TE}/\text{se}(\hat{\beta}_{TE}) \) to test the effect of \( X \) on \( Y \). Note that to be consistent with MR-Egger, we flip the coding of some SNPs to make sure that \( \hat{\omega}_j \)'s are positive before estimating \( \hat{\alpha}_{TE} \) and \( \hat{\beta}_{TE} \).

**New method: Its framework.** Our new method was motivated as a general GOF test for the original/standard TWAS. Suppose \( X_i \) and \( Y_i \) are the exposure and outcome respectively, and \( G_{ij} \) is the \( j \)th SNP/IV for subject \( i \); all have been centered at 0. In Stage 1 of TWAS, we fit a
linear model

\[ X_i = \sum_{j=1}^{p} \omega_j G_{ij} + \epsilon_i, \]

yielding estimates \( \hat{\omega}_j \)'s and imputed/predicted gene expression/exposure \( \hat{X}_i = \sum_{j=1}^{p} \hat{\omega}_j G_{ij} \).

Then in Stage 2 we fit

\[ Y_i = \beta \hat{X}_i + \epsilon_i, \]

and thus estimating the causal effect \( \beta \) of \( X \) on \( Y \), the parameter of interest in TWAS. Note that we do not include an intercept term in either model since the variables have already been centered at 0. This procedure only looks at the part of \( X \) and \( Y \) that is explained by the SNPs, which is able to account for hidden confounding when the valid IV assumptions are met, and thus gives a good estimate of \( \beta \) in the presence of hidden confounding (i.e. \( U \) is present but not explicitly included in the models).

However, as depicted in Fig 1B and Fig B in S1 Text, due to the violation of the second or third IV assumption, or to population structure, there will be non-zero direct effects \( \alpha_j \)'s on \( Y \), leading to a mis-specified model being used in TWAS Stage 2. Accordingly, we propose a general GOF test for TWAS by testing whether the direct effects \( \alpha_j \)'s are all 0 in an expanded model

\[ Y_i = \sum_{j=1}^{p} \alpha_j G_{ij} + \beta \hat{X}_i + \epsilon_i = \sum_{j=1}^{p} \alpha_j G_{ij} + \beta \sum_{j=1}^{p} \hat{\omega}_j G_{ij} + \epsilon_i. \]

(1)

Then we test \( H_0: \alpha_1 = \ldots = \alpha_p = 0 \). If \( H_0 \) is rejected, then the TWAS Stage 2 model is incorrect (in assuming no direct effects), possibly due to the violation of some modeling assumptions, including the presence of some invalid IVs (e.g. due to horizontal pleiotropy) or of population structure. Furthermore, other violations of modeling assumptions can lead to rejecting \( H_0 \), e.g. due to an incorrect model or bad estimation in Stage 1: if \( \hat{\omega}_j \) and \( \omega_j \) are quite different, even if other TWAS modeling/IV assumptions hold, it may still lead to a nonzero “direct effect” \( \alpha_j \), and thus the rejection of \( H_0 \).

It is noted that Model (1) is over-specified for parameter estimation, but testing on \( H_0 \) is possible, including parameter estimation under \( H_0 \). Our proposed testing framework is related to the Sargan test for over-identifying restrictions in IV regression [40,41], and can be regarded as an extension to (2-sample) TWAS with GWAS summary data.

**New method: TEDE.** To test \( H_0: \alpha_1 = \ldots = \alpha_p = 0 \), we can use the score test or another test. We assume that \( \epsilon_i \)'s follow an i.i.d normal with mean 0 and variance \( \sigma^2 \). Note that this model is different from the true model since it uses \( \beta \sum_{j=1}^{p} \hat{\omega}_j G_{ij} \), rather than \( \beta \sum_{j=1}^{p} \omega_j G_{ij} \), which may have potential problems if \( \hat{\omega}_j \)'s are inaccurate and \( \beta \) is nonzero. We will demonstrate this further in our simulation studies. Denote the parameter vector by \( \theta = (\alpha_1, \ldots, \alpha_p, \beta)' \) and the score vector by \( U(\theta) = (U_1(\theta), \ldots, U_{p+1}(\theta)) \). The log-likelihood is

\[ l(\theta) = A - \frac{1}{2\sigma^2_Y} \sum_{i=1}^{n} (Y_i - \mu_j)^2, \]

where \( \mu_j = \sum_{j=1}^{p} \alpha_j G_{ij} + \beta \sum_{j=1}^{p} \hat{\omega}_j G_{ij} \) and \( A \) is a constant that does not involve \( \theta \). For \( j = 1, \ldots, p \), we have

\[ U_j(\theta) = \frac{\partial l(\theta)}{\partial \alpha_j} = \frac{1}{\sigma^2_Y} \sum_{i=1}^{n} (Y_i - \mu_j) \frac{\partial \mu_j}{\partial \alpha_j} = \frac{1}{\sigma^2_Y} \sum_{i=1}^{n} (Y_i - \mu_j) G_{ij}. \]
We also have

\[
U_{p+1}(\theta) = \frac{\partial l(\theta)}{\partial \beta} = \frac{1}{\sigma^2} \sum_{i=1}^{n} (Y_i - \mu_i) \frac{\partial \mu_i}{\partial \beta} = \frac{1}{\sigma^2} \sum_{i=1}^{n} (Y_i - \mu_i) X_i,
\]

where \(X_i = \sum_{j=1}^{p} \omega_j G_{ij}\). To apply the score test, we need to estimate \(\hat{\theta}_0\), which is the MLE of \(\theta\) under \(H_0\): \(\alpha_1 = \ldots = \alpha_p = 0\). With \(\alpha_1 = \ldots = \alpha_p = 0\), we know \(\mu_i = \beta \sum_{j=1}^{p} \omega_j G_{ij}\) and

\[
U_{p+1}(\theta) = \frac{1}{\sigma^2} \sum_{i=1}^{n} (Y_i - \beta X_i) X_i.
\]

By setting \(U_{p+1}(\theta) = 0\), we get \(\hat{\beta} = (\sum_{i=1}^{n} X_i Y_i) / (\sum_{i=1}^{n} X_i X_i) = (X' Y) / (X' X)\), where \(X = (X_1, \ldots, X_n)'\). It is easy to see that \(\hat{\theta}_0 = (0, \ldots, 0, \hat{\beta})\) maximizes \(l(\theta)\) under \(H_0\). As a result, we know \(U_{p+1}(\hat{\theta}_0) = 0\) and

\[
U(j) = \frac{1}{\sigma^2} \sum_{i=1}^{n} (Y_i - \hat{\beta} X_i) G_{ij} (j < p + 1).
\]

To estimate the covariance matrix of \(U(\hat{\theta}_0)\), we need to calculate

\[
\text{Cov}(U(\hat{\theta}_0)|H_0) = I(\hat{\theta}_0) = -E \left( \frac{\partial^2 l(\hat{\theta}_0)}{\partial \theta \partial \theta'} \right),
\]

\[
\frac{\partial^2 l(\theta)}{\partial \beta j \partial \beta k} = -\frac{1}{\sigma^2} \sum_{i=1}^{n} G_{ij} \frac{\partial \mu_i}{\partial \beta} = \frac{1}{\sigma^2} \sum_{i=1}^{n} G_{ij} G_{ik},
\]

\[
\frac{\partial^2 l(\theta)}{\partial \beta j \partial \beta} = -\frac{1}{\sigma^2} \sum_{i=1}^{n} G_{ij} \frac{\partial \mu_i}{\partial \beta} = -\frac{1}{\sigma^2} \sum_{i=1}^{n} G_{ij} X_i,
\]

\[
\frac{\partial^2 l(\theta)}{\partial \beta \partial \beta} = -\frac{1}{\sigma^2} \sum_{i=1}^{n} X_i \frac{\partial \mu_i}{\partial \beta} = -\frac{1}{\sigma^2} \sum_{i=1}^{n} X_i^2.
\]

Hence, by denoting \(G = (G_1, \ldots, G_p), G_i = (G_{1,j}, \ldots, G_{n,j})'\), we can obtain

\[
I(\hat{\theta}_0) = -\text{E} \left( \frac{\partial^2 l(\hat{\theta}_0)}{\partial \theta \partial \theta'} \right) = \frac{1}{\sigma^2} \left( G'G \quad G'X \right).
\]

**TEDE-Sc.** We can test \(H_0\) since we know that \(U(\hat{\theta}_0) I^{-1}(\hat{\theta}_0) U(\hat{\theta}_0)\) asymptotically follows a chi-squared distribution with degrees of freedom equal to the rank of \(I(\hat{\theta}_0)\) under \(H_0\). We call this test TEDE-Sc (TEsting Direct Effects by the Score test). Note that its test statistic requires an estimate of \(\hat{\sigma}_Y^2\). Under \(H_0\), \(\hat{\sigma}_Y^2\) can be easily estimated as the sample variance of \(Y_i - \hat{\beta} X_i\), which means \(\hat{\sigma}_Y^2 = (Y - \hat{\beta} X) / (n - 1)\). We can also calculate \(U(\hat{\theta}_0)\) and \(I(\hat{\theta}_0)\) with GWAS summary statistics and a genotypic reference panel, since they allow us to estimate \(G'G, G'Y, YY, G'X, XX\) and \(XX\) [39].

**TEDE-aSPU.** Denote \(Z = C^{-1/2} U(\hat{\theta}_0)\), where \(C\) is a diagonal matrix with the same diagonal elements as \(I(\hat{\theta}_0)\)'s. \(Z\) can be regarded as \(U\)-scores standardized by their standard errors. Under \(H_0\), \(Z\) should asymptotically follow \(\text{MVN}(0, \Sigma)\) where \(\Sigma = C^{-1/2} I(\hat{\theta}_0) C^{-1/2}\), and thus \(Z \Sigma^{-1} Z = U(\hat{\theta}_0) I^{-1}(\hat{\theta}_0) U(\hat{\theta}_0)\) can be used to test \(H_0\), which is exactly the same as TEDE-Sc.
To test whether all of the scores in $\tilde{Z}$ are 0, which tells whether $H_0$ is true, we can apply the SPU tests and aSPU test [31]. First, we denote $\tilde{Z} = (z^{(1)}, \ldots, z^{(p+1)})'$ and define

$$SPU(\gamma; \tilde{Z}) = T_\gamma = \begin{cases} \sum_j z^{(j)}(0 < \gamma < \infty), \\ \max |z^{(j)}(\gamma = \infty)|, \end{cases}$$

where $\gamma$ is usually chosen from $\{1, 2, \ldots, 8, \infty\}$. We sample $\tilde{Z}_b (b = 1, 2, \ldots, B)$ from the null distribution $MVN(0, \Sigma)$, and the p-value for the SPU test is

$$P_{SPU(\gamma; Z)} = \frac{1}{B} \sum_{b=1}^B I(|SPU(\gamma; \tilde{Z}_b)| > |SPU(\gamma; \tilde{Z})|).$$

The general idea is to simply look at whether the sum of powered scores is too extreme, since under $H_0$, the scores should have mean 0 and their powered sum should not be too large. If we look at a set of different $\gamma$'s, denoted by $\Gamma = \{\gamma_1, \gamma_2, \ldots, \gamma_8\}$, each of them yields a different p-value $P_{SPU(\gamma; Z)}$. To combine these results, we define the aSPU test statistic as

$$aSPU(Z) = \min_{\gamma_1, \ldots, \gamma_8} (P_{SPU(\gamma; Z)}).$$

For each power index $\gamma$, we calculate

$$P_{SPU(\gamma; Z)} = \frac{1}{B} \sum_{b=1}^B I(|SPU(\gamma; \tilde{Z}_b)| > |SPU(\gamma; \tilde{Z})|),$$

$$P_{SPU(\gamma; Z_b)} = \frac{1}{B} - \frac{1}{B} \sum_{b'=1, b' \neq b} I(|SPU(\gamma_{b'}, \tilde{Z}_{b'})| > |SPU(\gamma_{b}, \tilde{Z}_{b})|),$$

$$aSPU(Z_b) = \min_{\gamma} (P_{SPU(\gamma; Z_b)}).$$

The p-value of the aSPU test is calculated as $P_{aSPU(Z)} = \sum_{b=1}^B I(aSPU(\tilde{Z}_b) < aSPU(\tilde{Z}))/B$. We call this approach TEDE-aSPU, which applies the aSPU test to our problem of testing invalid IVs.

The SPU(1) and SPU(2) tests, corresponding to the burden test and a variance component/kernel test respectively, have been shown to have higher power when the signals are dense (i.e. more $\beta_j$'s are nonzero), whereas SPU(8) and SPU(∞) usually works better when the signals are sparse (i.e. few $\beta_j$'s are nonzero) [31]. The aSPU test is able to combine their strengths and thus perform well in various scenarios. Since TEDE-Sc and SPU(2) both look at the second order of the scores (one with $\tilde{Z} \Sigma^{-1} \tilde{Z}$, the other with $\sum z^{(j)^2}$), we expect TEDE-Sc to also perform better when the invalid IVs are relatively dense. When the invalid IVs are sparse or high-dimensional, we expect that TEDE-aSPU to be more powerful.

Our method does not require the InSIDE (Instrument Strength Independent of Direct Effect) assumption to hold; we will demonstrate through simulations that our method performed well even when InSIDE was violated. It is also worth noting that our previous model and results are based on the assumption that $\hat{\omega}_j$'s are fixed values. In reality, what follows i.i.d. normal with mean 0 and $\sigma_j^2$ under the null should be $Y_i - \beta \sum_{j=1}^p \hat{\omega}_j G_{ij}$ instead of $Y_i - \beta \sum_{j=1}^p \hat{\omega}_j G_{ij}$. As a result, by ignoring the estimation error and variability of $\hat{\omega}_j$'s, we may inaccurately estimate $\beta$ and $\alpha_j$'s, which may lead to inflated type I errors (if, as default in this paper, one does not really care about the estimation errors of $\alpha_j$'s but only the functional form of the specified model; otherwise it would be power,
instead of type I error). This may happen for TWAS since usually the sample size in the first stage is not large enough to ensure the accuracy of $\hat{\omega}_j$. To mitigate this issue, we can incorporate the variance of $\hat{\omega}_j$'s by replacing $G'G/\sigma_j^2 + \hat{\beta}_j^2 G'Cov(\hat{\omega})G/\sigma_j^2$ when calculating Cov($U(\hat{\theta}_0)|H_0$), since the first $p$ elements of $U(\hat{\theta}_0)$ under $H_0$ can be written as $(G'Y - \hat{\beta}G\hat{\omega})/\sigma_j^2$. We do not need to worry about the other elements in $S$ because $U_{p+1}(\hat{\theta}_0) = 0$ and those elements will not have any effect on TEDE-Sc or TEDE-aSPU. We call the approach with the modified covariance estimate TEDE-aSPU2, which is expected to better control type I errors. We can also use the modified covariance estimate in TEDE-Sc, and we call this approach TEDE-Sc2. Also note that when the significance threshold is too small (e.g. $<$5e-8), using the original version of aSPU with summary statistics may take too much time. Alternatively, we can apply the aSPU test based on either its asymptotics [42] or on importance sampling [43], which has been shown to perform well when $p$ is large and small respectively.

A connection between TEDE-aSPU and TWAS-aSPU. A more powerful association test in TWAS has been proposed in [44]. Their model is

$$g(E(Y_i)) = \varphi_0 + \sum_{j=1}^{p} \varphi_j G_{ij},$$

where the link function $g()$ is the identity function for quantitative trait $Y_i$. For the linear case with variables already centered at 0, the model becomes $Y_i = \sum_{j=1}^{p} \varphi_j G_{ij} + \epsilon_i$.

To assess possible association between the trait and the SNPs, one applies the aSPU test to the null hypothesis $H_0: \varphi_1 = \ldots = \varphi_p = 0$. Comparing this model to our working model (1), we can decompose each $\varphi_j = \chi_j + \beta_\omega_j$. It is clear why this test was shown to be more powerful than TWAS: it tests not only on the causal effect $\beta$ of $X$ on $Y$ (as does TWAS), but also on direct effects of the SNPs. In other words, the association test consists of two components: one is for causal effect of $X$ on $Y$ as in TWAS, and another on the mis-specified TWAS model (e.g. due to invalid IVs) as aimed by TEDE proposed here.

Applying LDA methods to MR. For MR analysis with independent SNPs, we can directly apply the LDA methods, including TEDE, for model checking or GOF testing because eventually they are all testing $H_0: \alpha_1 = \ldots = \alpha_p = 0$. As long as we know the MAF of each SNP (either from a GWAS summary dataset or a reference panel), we can calculate the variance for each SNP, leading to a diagonal LD covariance matrix. If MAF information is already provided in the GWAS summary data, we do not even need to use a reference panel.

Results

Simulations

Independent SNPs: Testing horizontal pleiotropy in MR. We generate genotype data of independent SNPs $G = (G_{ij})_{n*p}$ using a multivariate binomial distribution, assuming Cov($G_{ij}$, $G_{ik}$) = 0 ($j \neq k$). We also assume each SNP has MAF $f = 0.3$ and simulate two traits $X$ and $Y$.
using models similar to those in [19]:

\[ U_i = \sum_{j=1}^{p} \delta_j G_j + \epsilon_i, \]

\[ X_i = \sum_{j=1}^{p} \omega_j G_j + U_i + \epsilon_i, \]

\[ Y_i = \beta X_i + \sum_{j=1}^{p} \upsilon_j G_j + U_i + \epsilon_i. \]

Here \( \epsilon_i, \epsilon_i \), and \( \epsilon_i \) each follow an i.i.d standard normal distribution, \( U_i \) is a confounder. \( \delta_j, \omega_j, \upsilon_j \) are the direct effects of SNP \( j \) on \( U, X \) and \( Y \) respectively. \( \beta \), the causal effect of \( X \) on \( Y \), is determined so that the proportion of variability in \( Y \) explained by \( X \) is about \( h_{X,Y}^2 \). We generate \( \omega_j \)'s from a normal distribution with mean zero and standard deviation 0.15 first, and subsequently select those with \( \omega_j > 0.08 \) to avoid weak IVs, ensuring that the first valid IV assumption holds (i.e. an IV is associated with \( X \)). Then we shrink \( \omega_j \) by a constant so that the proportion of gene variance explained by SNPs is about 20%. We randomly choose some of the SNPs to be invalid IVs with horizontal pleiotropy, and we denote the proportion as \( \% \) invalid. We set \( \upsilon_j \)'s as zero for valid IVs and as nonzero for invalid IVs. We consider the following different scenarios with a proportion (e.g. 0, 10%, 30%, 50%) of the IVs being invalid:

(S1) For invalid IVs, \( \upsilon_j \sim N(0, 0.075), \delta_j = 0 \) for every IV. This means balanced pleiotropy. Here \( \alpha_j = \upsilon_j \).

(S2) For invalid IVs, \( \upsilon_j \sim N(0.1 \cdot \text{sign}(\omega_j), 0.025), \delta_j = 0 \) for every IV. This suggests directional pleiotropy. The direction of the direct effects is the same as that of \( G \) to \( X \). Here \( \alpha_j = \upsilon_j \).

(S3) For invalid IVs, \( \upsilon_j \sim N(0.1 \cdot \text{sign}(\omega_j), 0.025), \delta_j \sim \text{Unif}(0, 1) \) for invalid IVs. This suggests that, in addition to directional pleiotropy, the InSIDE (Instrument Strength Independent of Direct Effect) assumption is violated. Here \( \alpha_j = \upsilon_j + \delta_j \).

Note that (S1)(S2)(S3) actually become the same scenario when the proportion of invalid IVs is 0. In order to save space in the tables, we do not specify a different scenario for zero invalid IV.

When there are invalid IVs, we also shrink \( \upsilon_j \)'s so that the proportion of \( Y \)'s variance explained by \( \sum_{j=1}^{p} \upsilon_j G_j \) is about 0.3%. Note that choosing a higher proportion (e.g. 1%) will make the power of most tests much higher (e.g. very close to 1). Since we are looking at the two-sample setting, we generate one dataset with \( n_1 \) subjects and another dataset with \( n_2 \) subjects to obtain summary statistics for \( X \) and \( Y \) respectively. Then we apply different methods to the summary statistics and calculate their rejection rates based on 1000 simulations.

As shown in Table 1, when \( p = 30 \), all methods are able to control type I error rates with the default nominal significance level 0.05. All methods except MR-Egger have similar performance in both scenarios 1 and 2. MR-Egger has limited power even in the presence of directional pleiotropy, though its power increases as the proportion of invalid IVs goes up. TEDE-Sc's power is higher than Cochran’s Q’s in all scenarios. TEDE-aSPU has higher power than TEDE-Sc when the proportion of invalid IVs is small, showing its advantage when dealing with sparse invalid IVs. In scenario 3, where the InSIDE assumption is violated in addition to directional pleiotropy, all methods have higher power, and the power goes up significantly as the proportion of invalid IVs increases. This power increase is different from what we have seen for scenarios 1 and 2 because in the first two scenarios, each invalid IV’s direct effect on \( Y \) (that does not go through \( X \)) is \( \alpha_j = \upsilon_j \), but in the third scenario, it is \( \alpha_j = \upsilon_j + \delta_j \). When the
The proportion of invalid IVs goes up, $\psi_j$’s tend to be smaller since we control the proportion of Y’s variance explained by $p_j G_j$, but $\delta_j$’s are not scaled, which means the total direct effect is much stronger with more invalid IVs in scenario 3, but not in scenarios 1 and 2.

https://doi.org/10.1371/journal.pcbi.1009266.t001
Recall that, when there is no invalid IV, scenarios 1–3 all become the same (no invalid IVs; InSIDE not violated). This is why the type I error rates do not depend on different scenarios. MR-Egger depends on the InSIDE assumption and is usually expected to have problems with scenario 3, but that cannot be reflected in the type I errors here, since under the null hypothesis with no invalid IVs, InSIDE is always satisfied.

We further investigate the performance of each method with \( p = 100 \). As Table 2 shows, the power patterns in scenario 2 are similar to what we have in Table 1. We also have similar conclusions for scenario 3, the results of which are included Table A in S1 Text. TEDE-Sc seems to work better than Cochran’s Q; TEDE-aSPU is more powerful than TEDE-Sc when invalid IVs are sparse or the number of IVs is large, and MR-Egger always is low powered. Nevertheless, when \( \beta > 0 \), Cochran’s Q, MR-Egger, TEDE-Sc and TEDE-aSPU have slightly inflated type I errors, and the inflation increases as \( \beta \) increases. This can be explained by looking at model

\[
Y_i = \sum_{j=1}^{p} \alpha_j X_i + \beta \sum_{j=1}^{p} \omega_j G_{ij} + \epsilon_i,
\]

which means we should have \( \alpha_j = \beta (\omega_j - \tilde{\omega}_j) \). If the sample size for estimating \( \tilde{\omega}_j \)’s is not large enough and \( \beta \) is nonzero, our estimate of \( \alpha_j \) can be off, which may lead to inflated type I errors. We need a sufficient sample size to ensure \( \alpha_j - \tilde{\omega}_j \) is small enough, especially when \( p \) is large. Cochran’s Q and MR-Egger may have similar issues even though their models are different. For instance, the direct effect in MR-Egger under the null is actually \( \tilde{\beta}_{\text{Egger}} (\omega_j - \tilde{\omega}_j) \), which means if \( \tilde{\omega}_j \)’s are inaccurate and \( \tilde{\beta}_{\text{Egger}} \) is nonzero, the average of \( \tilde{\beta}_{\text{Egger}} (\omega_j - \tilde{\omega}_j) \)’s may sometimes be nonzero and lead to inflated type I errors. As shown in Table 2, once we increase \( n_1 \) to 50000, all methods are able to control type I errors. While usually the GWAS summary

| Scenario 2 (directional pleiotropy), \( \beta = 0 \) | 0 invalid | 10% invalid | 30% invalid | 50% invalid |
|---------------------------------|-----------|-------------|-------------|-------------|
| Cochran’s Q                     | 0.045     | 0.559       | 0.501       | 0.49        |
| MR-Egger                        | 0.04      | 0.07        | 0.098       | 0.136       |
| TEDE-Sc                         | 0.043     | 0.578       | **0.521**   | **0.532**   |
| TEDE-aSPU                       | 0.046     | 0.672       | 0.45        | 0.425       |
| TEDE-Sc2                        | 0.042     | 0.577       | 0.519       | 0.528       |
| TEDE-aSPU2                      | 0.043     | **0.668**   | 0.448       | 0.425       |

| Scenario 2 (directional pleiotropy), \( \beta > 0 \ (k_{\text{Egger}} = 0.02) \) | 0 invalid | 10% invalid | 30% invalid | 50% invalid |
|---------------------------------|-----------|-------------|-------------|-------------|
| Cochran’s Q                     | 0.06      | 0.518       | 0.458       | 0.452       |
| MR-Egger                        | 0.071     | 0.126       | 0.182       | 0.242       |
| TEDE-Sc                         | 0.053     | 0.565       | **0.512**   | **0.513**   |
| TEDE-aSPU                       | 0.057     | **0.603**   | 0.424       | 0.41        |
| TEDE-Sc2                        | 0.048     | 0.512       | 0.454       | 0.453       |
| TEDE-aSPU2                      | 0.049     | 0.574       | 0.383       | 0.353       |

| Scenario 2 (directional pleiotropy), \( \beta > 0 \ (k_{\text{Egger}} = 0.02) \) | 0 invalid | 10% invalid | 30% invalid | 50% invalid |
|---------------------------------|-----------|-------------|-------------|-------------|
| Cochran’s Q                     | 0.039     | 0.466       | 0.405       | 0.407       |
| MR-Egger                        | 0.055     | 0.067       | 0.109       | 0.118       |
| TEDE-Sc                         | 0.049     | 0.492       | **0.443**   | **0.448**   |
| TEDE-aSPU                       | 0.039     | **0.553**   | 0.383       | 0.347       |
| TEDE-Sc2                        | 0.044     | 0.486       | 0.429       | 0.432       |
| TEDE-aSPU2                      | 0.043     | 0.549       | 0.376       | 0.339       |

Table 2. Rejection rates (type I error when there is 0 invalid IV; power otherwise) for testing horizontal pleiotropy. Independent variants. 1000 iterations. \( p = 100, n_1 = 10000, n_2 = 10000 \).
results used in MR analysis have sufficiently large samples (e.g. more than 100K), if we cannot obtain enough samples, we can use TEDE-Sc2 and TEDE-aSPU2, which are able to control type I errors better without losing much power as shown in Table 2.

**Correlated SNPs: Testing horizontal pleiotropy in TWAS.** Now we generate genotype data of correlated SNPs $G = (G_{ij})_{n \times p}$. Following [28], we assume that the LD structure is $AR(\rho)$ with $\text{Cov}(G_{ij}, G_{ik}) = \rho^{j-k}$. We also assume each SNP has MAF $f = 0.3$. The rest is the same as what we did in the previous subsection for MR. Since we are looking at correlated variants, we only apply the LDA methods and examine their rejection rates based on 1000 simulations. Since $n_1$ is usually relatively small in TWAS, we use $n_1 = 2000$, $n_2 = 4000$. Here we do not consider Cochran’s Q since it requires independent variants, and we replace MR-Egger with LDA MR-Egger. Furthermore, we include the recently developed PMR-Egger approach [30] with its default setting, which can also use summary statistics of correlated SNPs to test horizontal pleiotropy.

As shown in Tables 3 and 4, when $p = 30$, most methods are able to control type I errors, while TEDE-Sc and TEDE-aSPU have much higher power than LDA MR-Egger in all scenarios. As expected, TEDE-Sc2 and TEDE-aSPU2 tend to be slightly more conservative than TEDE-Sc and TEDE-aSPU respectively. PMR-Egger has better performance than LDA MR-Egger when used to test horizontal pleiotropy in most cases, though its power is usually lower than that of TEDE. We also have similar findings for $p = 100$, for which more details are provided in Tables B and C in S1 Text. Besides, we have observed some other interesting phenomena. For example, when the correlation between adjacent SNPs is relatively high, most methods seem to be more conservative in terms of smaller type I errors, and TEDE-aSPU has higher power than TEDE-Sc regardless of the proportion of invalid IVs, supporting its higher power for high-dimensional data. Further discussion on these is included in the S1 Text as well.

**Real data applications**

**Testing direct effects in MR and TWAS for SCZ and other complex traits.** [1] found some strong evidence for causal relationships between genetic liability to SCZ (schizophrenia) and many complex traits by constructing polygenic risk scores (PRS) for association analyses. Further investigations were done with a two-sample MR analysis to back up the conclusions. We apply different methods to test for direct effects in a similar context to see whether there are noticeable invalid IVs that may cast doubts on the conclusions of the MR analysis of SCZ and the complex traits. For SCZ, we use a GWAS summary dataset based on 150K subjects from [32]. As for other complex traits, we choose eight of the traits included in [1]’s MR analysis. For these traits (listed in Table 5), we use the GWAS results based on the imputed UK Biobank data [2,3] with up to 362K subjects. This is a two-sample problem since the subjects do not overlap. We check out the SNPs whose minor allele frequencies are greater than 0.1 and whose $p$-values for marginal associations with SCZ are smaller than $5e^{-8}$. Then we select those that are also present in the 1000 Genomes Project Data (phase 3; 503 subjects with European ancestry) from [45]. We prune the SNPs based on the LD information estimated from the 1000 Genomes data to get independent SNPs ($r^2 < 0.001$), resulting in 39 IVs selected for MR analysis. We apply both the non-LDA tests and the LDA tests to test for direct effects with $Y$ being each of the complex traits of interest.

As shown in Table 5, with 39 independent IVs, most of the tests have highly significant results for most of the analyzed outcomes. MR-Egger does not give any significant $p$-values under level $5e^{-3}$, which is consistent with its low power shown in our simulation studies, especially when the pleiotropy is not directional. TEDE-Sc’s $p$-values are usually smaller than those
of Cochran’s Q, which is also consistent with our previous finding that TEDE-Sc tends to have higher power than Cochran’s Q. TEDE-Sc2 and TEDE-aSPU2 are very close to TEDE-Sc and TEDE-aSPU, probably because $\hat{\omega}_j$’s have very small standard deviations given the large sample size for SCZ.

Table 3. Rejection rates (type I error when there is 0 invalid IV; power otherwise) for testing valid IV assumptions. 1000 iterations. $p = 30$. Low LD ($p = 0.3$).

|                  | 0 invalid | 10% invalid | 30% invalid | 50% invalid |
|------------------|-----------|-------------|-------------|-------------|
| **Scenario 1 (balanced pleiotropy), $\beta = 0$** |           |             |             |             |
| LDA MR-Egger     | 0.05      | 0.103       | 0.093       | 0.1         |
| PMR-Egger        | 0.043     | 0.135       | 0.145       | 0.134       |
| TEDE-Sc          | 0.041     | 0.361       | **0.354**   | **0.334**   |
| TEDE-aSPU        | 0.042     | **0.449**   | 0.348       | 0.307       |
| TEDE-Sc2         | 0.041     | 0.36        | 0.351       | 0.329       |
| TEDE-aSPU2       | 0.046     | 0.447       | 0.346       | 0.297       |
| **Scenario 1 (balanced pleiotropy), $\beta > 0$ ($h^2_{X \rightarrow Y} = 0.01$)** |           |             |             |             |
| LDA MR-Egger     | 0.058     | 0.114       | 0.092       | 0.093       |
| PMR-Egger        | 0.05      | 0.131       | 0.132       | 0.128       |
| TEDE-Sc          | 0.049     | 0.345       | **0.343**   | **0.328**   |
| TEDE-aSPU        | 0.048     | **0.407**   | 0.332       | 0.284       |
| TEDE-Sc2         | 0.044     | 0.32        | 0.323       | 0.305       |
| TEDE-aSPU2       | 0.048     | 0.398       | 0.31        | 0.259       |
| **Scenario 2 (directional pleiotropy), $\beta = 0$** |           |             |             |             |
| LDA MR-Egger     | 0.05      | 0.111       | 0.105       | 0.111       |
| PMR-Egger        | 0.043     | 0.146       | 0.137       | 0.106       |
| TEDE-Sc          | 0.041     | 0.335       | **0.347**   | **0.301**   |
| TEDE-aSPU        | 0.042     | **0.415**   | 0.312       | 0.253       |
| TEDE-Sc2         | 0.041     | 0.328       | 0.338       | 0.294       |
| TEDE-aSPU2       | 0.046     | 0.42        | 0.309       | 0.246       |
| **Scenario 2 (directional pleiotropy), $\beta > 0$ ($h^2_{X \rightarrow Y} = 0.01$)** |           |             |             |             |
| LDA MR-Egger     | 0.058     | 0.141       | 0.145       | 0.154       |
| PMR-Egger        | 0.05      | 0.138       | 0.125       | 0.106       |
| TEDE-Sc          | 0.049     | 0.335       | **0.327**   | **0.313**   |
| TEDE-aSPU        | 0.048     | **0.391**   | 0.301       | 0.245       |
| TEDE-Sc2         | 0.044     | 0.307       | 0.29        | 0.274       |
| TEDE-aSPU2       | 0.048     | 0.377       | 0.281       | 0.212       |
| **Scenario 3 (directional pleiotropy, InSIDE violated), $\beta = 0$** |           |             |             |             |
| LDA MR-Egger     | 0.05      | 0.139       | 0.271       | 0.384       |
| PMR-Egger        | 0.043     | 0.29        | 0.749       | 0.956       |
| TEDE-Sc          | 0.041     | 0.587       | 0.866       | 0.968       |
| TEDE-aSPU        | 0.042     | **0.646**   | **0.885**   | **0.973**   |
| TEDE-Sc2         | 0.041     | 0.586       | 0.86        | 0.963       |
| TEDE-aSPU2       | 0.046     | 0.643       | 0.882       | 0.974       |
| **Scenario 3 (directional pleiotropy, InSIDE violated), $\beta > 0$ ($h^2_{X \rightarrow Y} = 0.01$)** |           |             |             |             |
| LDA MR-Egger     | 0.058     | 0.142       | 0.224       | 0.354       |
| PMR-Egger        | 0.05      | 0.26        | 0.704       | 0.949       |
| TEDE-Sc          | 0.049     | 0.566       | 0.855       | 0.962       |
| TEDE-aSPU        | 0.048     | **0.618**   | **0.867**   | **0.97**    |
| TEDE-Sc2         | 0.044     | 0.549       | 0.827       | 0.948       |
| TEDE-aSPU2       | 0.048     | 0.608       | 0.849       | 0.967       |
For this problem, TWAS with GWAS summary statistics can also be applied to examine the relationship between SCZ and other traits, which may be more powerful by including more and correlated SNPs as IVs. As in MR, we need to test for direct effects as a way to check whether the TWAS model is appropriate. We use the LDA methods to test direct effects for...

Table 4. Rejection rates (type I error when there is 0 invalid IV; power otherwise) for testing valid IV assumptions. 1000 iterations. $p = 30$. High LD ($\rho = 0.7$).

| Scenario 1 (balanced pleiotropy), $\beta = 0$ | 0 invalid | 10% invalid | 30% invalid | 50% invalid |
|---------------------------------------------|-----------|-------------|-------------|-------------|
| LDA MR-Egger                                | 0.046     | 0.164       | 0.135       | 0.149       |
| PMR-Egger                                   | 0.056     | 0.25        | 0.299       | 0.265       |
| TEDE-Sc                                     | 0.042     | 0.326       | 0.344       | 0.339       |
| TEDE-aSPU                                   | 0.036     | 0.474       | 0.428       | 0.408       |
| TEDE-Sc2                                    | 0.041     | 0.325       | 0.341       | 0.335       |
| TEDE-aSPU2                                  | 0.036     | 0.47        | 0.423       | 0.402       |

For Scenario 1 (balanced pleiotropy), $\beta > 0$ ($h_{X,Y}^2 = 0.01$)

| Scenario 1 (balanced pleiotropy), $\beta > 0$ ($h_{X,Y}^2 = 0.01$) | 0 invalid | 10% invalid | 30% invalid | 50% invalid |
|---------------------------------------------------------------|-----------|-------------|-------------|-------------|
| LDA MR-Egger                                                 | 0.054     | 0.159       | 0.15        | 0.144       |
| PMR-Egger                                                    | 0.054     | 0.236       | 0.278       | 0.25        |
| TEDE-Sc                                                      | 0.052     | 0.319       | 0.33        | 0.313       |
| TEDE-aSPU                                                    | 0.04      | 0.449       | 0.404       | 0.385       |
| TEDE-Sc2                                                     | 0.044     | 0.299       | 0.309       | 0.284       |
| TEDE-aSPU2                                                   | 0.042     | 0.43        | 0.38        | 0.37        |

For Scenario 2 (directional pleiotropy), $\beta = 0$

| Scenario 2 (directional pleiotropy), $\beta = 0$ | 0 invalid | 10% invalid | 30% invalid | 50% invalid |
|-----------------------------------------------|-----------|-------------|-------------|-------------|
| LDA MR-Egger                                  | 0.046     | 0.161       | 0.145       | 0.154       |
| PMR-Egger                                     | 0.056     | 0.24        | 0.289       | 0.231       |
| TEDE-Sc                                       | 0.042     | 0.34        | 0.332       | 0.276       |
| TEDE-aSPU                                     | 0.036     | 0.464       | 0.389       | 0.348       |
| TEDE-Sc2                                      | 0.041     | 0.338       | 0.325       | 0.267       |
| TEDE-aSPU2                                    | 0.036     | 0.462       | 0.393       | 0.347       |

For Scenario 2 (directional pleiotropy), $\beta > 0$ ($h_{X,Y}^2 = 0.01$)

| Scenario 2 (directional pleiotropy), $\beta > 0$ ($h_{X,Y}^2 = 0.01$) | 0 invalid | 10% invalid | 30% invalid | 50% invalid |
|---------------------------------------------------------------------|-----------|-------------|-------------|-------------|
| LDA MR-Egger                                                        | 0.054     | 0.173       | 0.17        | 0.166       |
| PMR-Egger                                                           | 0.054     | 0.225       | 0.253       | 0.222       |
| TEDE-Sc                                                             | 0.052     | 0.329       | 0.331       | 0.289       |
| TEDE-aSPU                                                           | 0.04      | 0.439       | 0.382       | 0.332       |
| TEDE-Sc2                                                            | 0.044     | 0.297       | 0.296       | 0.25        |
| TEDE-aSPU2                                                          | 0.042     | 0.424       | 0.364       | 0.317       |

For Scenario 3 (directional pleiotropy, InSIDE violated), $\beta = 0$

| Scenario 3 (directional pleiotropy, InSIDE violated), $\beta = 0$ | 0 invalid | 10% invalid | 30% invalid | 50% invalid |
|-------------------------------------------------------------------|-----------|-------------|-------------|-------------|
| LDA MR-Egger                                                      | 0.046     | 0.23        | 0.438       | 0.625       |
| PMR-Egger                                                         | 0.056     | 0.476       | 0.907       | 0.989       |
| TEDE-Sc                                                           | 0.042     | 0.576       | 0.905       | 0.986       |
| TEDE-aSPU                                                         | 0.036     | 0.656       | 0.939       | 0.99        |
| TEDE-Sc2                                                          | 0.041     | 0.569       | 0.896       | 0.982       |
| TEDE-aSPU2                                                         | 0.036     | 0.649       | 0.94        | 0.987       |

For Scenario 3 (directional pleiotropy, InSIDE violated), $\beta > 0$ ($h_{X,Y}^2 = 0.01$)

| Scenario 3 (directional pleiotropy, InSIDE violated), $\beta > 0$ ($h_{X,Y}^2 = 0.01$) | 0 invalid | 10% invalid | 30% invalid | 50% invalid |
|---------------------------------------------------------------------------------|-----------|-------------|-------------|-------------|
| LDA MR-Egger                                                                     | 0.054     | 0.219       | 0.417       | 0.615       |
| PMR-Egger                                                                        | 0.054     | 0.459       | 0.895       | 0.987       |
| TEDE-Sc                                                                          | 0.052     | 0.559       | 0.895       | 0.985       |
| TEDE-aSPU                                                                        | 0.04      | 0.634       | 0.93        | 0.99        |
| TEDE-Sc2                                                                         | 0.044     | 0.532       | 0.876       | 0.978       |
| TEDE-aSPU2                                                                       | 0.042     | 0.615       | 0.923       | 0.983       |

https://doi.org/10.1371/journal.pcbi.1009266.t004
each exposure-outcome pair using correlated SNPs across different chromosomes. This time we select significant SNPs based on $r^2 < 0.025$ instead of $r^2 < 0.001$, resulting in 140 SNPs. As shown in Table 5, TEDE-aSPU and TEDE-aSPU2 use 1e+4 iterations.

| Exposure: SCZ. Significance threshold: 5e-3. TEDE-aSPU and TEDE-aSPU2 use 1e+4 iterations. |
|-------------------------------------------------|
| 39 independent IVs                             |
| Tense*                                         |
| Cochran’s Q | MR-Egger | TEDE-Sc | TEDE-Sc2 | TEDE-aSPU | TEDE-aSPU2 |
| 0 | 1.4e-1 | 0 | 0 | <1e-4 | <1e-4 |
| Psychiatrist*                                   |
| 3.0e-13 | 8.0e-3 | 1.2e-13 | 1.2e-13 | <1e-4 | <1e-4 |
| Depression*                                     |
| 2.5e-3 | 1.8e-2 | 1.9e-3 | 1.9e-3 | 8.0e-3 | 8.5e-3 |
| Neuroticism*                                    |
| 0 | 2.3e-1 | 0 | 0 | <1e-4 | <1e-4 |
| Fluid Int*                                      |
| 0 | 3.2e-1 | 0 | 0 | <1e-4 | <1e-4 |
| Matches*                                       |
| 0 | 1.1e-1 | 0 | 0 | <1e-4 | <1e-4 |
| Stop-Smoking*                                   |
| 3.7e-11 | 4.4e-2 | 1.6e-11 | 1.6e-11 | <1e-4 | <1e-4 |
| Past Smoking*                                   |
| 0 | 7.0e-1 | 0 | 0 | <1e-4 | <1e-4 |

| 140 correlated IVs                             |
|------------------------------------------------|
| Tense*                                         |
| LDA MR-Egger | TEDE-Sc | TEDE-Sc2 | TEDE-aSPU | TEDE-aSPU2 |
| 6.3e-3 | 0 | 0 | <1e-4 | <1e-4 |
| Psychiatrist*                                   |
| 9.8e-3 | 0 | 0 | <1e-4 | <1e-4 |
| Depression*                                     |
| 1.4e-2 | 0 | 0 | <1e-4 | <1e-4 |
| Neuroticism*                                    |
| 3.6e-2 | 0 | 0 | <1e-4 | <1e-4 |
| Fluid Int*                                      |
| 7.5e-1 | 0 | 0 | <1e-4 | <1e-4 |
| Matches*                                       |
| 2.8e-3 | 0 | 0 | <1e-4 | <1e-4 |
| Stop-Smoking*                                   |
| 1.7e-2 | 0 | 0 | <1e-4 | <1e-4 |
| Past Smoking*                                   |
| 1.7e-1 | 0 | 0 | <1e-4 | <1e-4 |

*Abbreviations for Tense / ‘highly strung’; Seen a psychiatrist for nerves, anxiety, tension or depression; Non-cancer illness code: self-reported: depression; Neuroticism score; Fluid intelligence score; Number of incorrect matches in round; Number of unsuccessful stop-smoking attempts; Past tobacco smoking.

https://doi.org/10.1371/journal.pcbi.1009266.t005

Model checking in MR and TWAS

Each exposure-outcome pair using correlated SNPs across different chromosomes. This time we select significant SNPs based on $r^2 < 0.025$ instead of $r^2 < 0.001$, resulting in 140 SNPs. As shown in Table 5, TEDE-Sc and TEDE-aSPU have highly significant results, while LDA MR-Egger does not. For self-reported depression, the p-value is much more significant than before after including correlated SNPs, which may confirm the potential downside of adding more SNPs as IVs. Including more correlated IVs may yield higher power, but at the same time it will increase the chance of having invalid IVs.

Testing direct effects in TWAS of AD. TWAS can be very useful in identifying genes whose expression contributes to complex traits like Alzheimer’s disease (AD). By making use of correlated SNPs, instead of only independent SNPs, TWAS (as a more general MR approach) can be more powerful than MR as shown in certain scenarios [24]. However, similar to what MR faces, TWAS may give incorrect results due to the violation of the valid IV assumptions, including the assumption of no horizontal pleiotropy. We use the ADNI data [33], the IGAP stage 1 data [34] and the reference gene expression weights from [23], which we call the weight data, to test whether direct effects of IVs exist in TWAS analysis of each gene and AD.

The weight data contains 6007 genes’ expression in the whole blood. For each gene’s expression, the weight data provides the SNPs selected by the elastic net regression and their joint effect sizes on the gene’s expression, which we use as our $\hat{c}_{ij}$’s. These were pre-computed based on 369 samples. The IGAP GWAS summary statistics data (with a sample size of 54162) are...
used along with the ADNI individual-level data (sample size 712) to calculate $g_j$'s and their covariance matrix. We match the SNPs across different datasets and prune them to make sure none of the pairwise correlations is larger than 0.9 (in absolute values). For convenience and to be consistent with the previous sections, we define each locus as the SNPs selected for each gene expression. We exclude those loci with less than 5 SNPs, resulting in 3611 loci and 49225 SNPs remaining. Next, we apply the various tests using GWAS summary statistics to test for direct effects for each locus. Since the number of loci is large and the significance threshold is very small, we choose to use the asymptotics-based TEDE-aSPU to save computation time. TEDE-Sc2, TEDE-aSPU2 and PMR-Egger cannot be applied since the variance of $o_j$ is not provided in the weight data.

As Fig 2A shows, many loci have been detected to have direct effects, suggesting that many SNPs may affect AD through pathways other than the corresponding gene. TEDE-Sc and TEDE-aSPU have found many more significant loci than LDA MR-Egger. TEDE-Sc is able to detect more loci with horizontal pleiotropy than TEDE-aSPU, probably suggesting that the proportion of invalid IVs is usually relatively high. Meanwhile, some loci only appear to be significant according to TEDE-aSPU, showing the complementary role of the two versions of the TEDE test.

Compared to the total number of loci, the proportion of loci with detected direct effects may seem small. However, it makes sense because most of the SNPs and genes cannot be detected to be associated with AD. In such a case, we do expect that direct effects of SNP to AD are not detectable or even do not exist for most loci. However, we still need to be careful when we have significant TWAS results. After applying TWAS and LDA MR-Egger to test the

Fig 2. Numbers of significant loci with direct effects. Significance threshold: 0.05/#loci. A: AD as outcome (3611 loci with 49225 SNPs). B: SCZ as outcome (3611 loci with 49225 SNPs). C: LDL as outcome (2010 lipid data; 4267 loci with 58382 SNPs). D: LDL as outcome (2013 lipid data; 4267 loci with 58382 SNPs).

https://doi.org/10.1371/journal.pcbi.1009266.g002
association between each gene and AD, we list the significant loci in Table 6 along with the p-values of testing direct effects. TEDE-Sc has detected direct effects in three of the seven loci, covering the two found by TEDE-aSPU and the two found by LDA MR-Egger. Also, if we examine the 21 loci with at least one SNP’s marginal p-value smaller than 5e-6 for its association with AD, 9.5%, 43% and 48% of them are found to have direct effects by LDA MR-Egger, TEDE-Sc and TEDE-aSPU respectively under the same significance threshold 1.38e-5. These results demonstrate the power advantage of TEDE-Sc and TEDE-aSPU over LDA MR-Egger, as well as the need to test for direct effects for model checking in TWAS, especially when we obtain significant associations.

Testing direct effects in TWAS of SCZ and LDL

To further examine the existence of horizontal pleiotropy in other scenarios, we apply TWAS for SCZ with the SCZ data used in the previous section and for LDL (low-density lipoprotein cholesterol) with the 2010 and 2013 lipid data [35,36] separately. As shown in Fig 2B–2D, after similar analyses, we are able to detect many significant loci with direct effects, especially for LDL: about 20% of the loci are significant. This is consistent with our previous explanation since more SNPs are associated with LDL than SCZ and AD. We also find that using the 2013 lipid data gives more significant results than using the 2010 lipid data, probably because of the sample size difference (about 189K vs. 100K). These results further demonstrate the possibility of widespread horizontal pleiotropy and the need for model checking in TWAS.

Discussion

We have presented a novel method with two versions (TEDE-Sc and TEDE-aSPU) that can be applied to test for direct effects as a general GOF test for model checking in MR and TWAS. For MR with only independent IVs across different loci, our simulations show that TEDE-Sc is more powerful than the widely used Cochran’s Q statistic in most cases. TEDE-aSPU performs better than TEDE-Sc when the proportion of invalid IVs is small and/or the number of the IVs being used is large. MR-Egger has quite limited power when compared to other methods even in the presence of strong directional pleiotropy. We have noticed that when the number of IVs is large (e.g. ~100) and the sample size for the exposure is not large enough, the tests with higher power may have slightly inflated type I errors (for detecting horizontal pleiotropy). Our alternative versions of the new method, TEDE-Sc2 and TEDE-aSPU2, are able to control type I errors better by taking into account the variability of estimating the effects of the SNPs/IVs on the exposure; however, these two versions require the summary level data to contain the standard errors of the estimated effects of SNPs on the exposure X, (i.e. $se(\hat{\alpha}^i_j)$’s or $se(\hat{\alpha}^e_j)$’s).

Table 6. P-values of testing gene expression to AD effects and other direct effects. 3611 loci (49225 SNPs) were tested in total. Stars indicate achieving statistical significance at Bonferroni adjusted significance threshold 1.38e-5.

| Chr | Gene | Testing gene expression to AD effects | Testing direct effects |
|-----|------|-------------------------------------|------------------------|
|     |      | TWAS | LDA MR-Egger | LDA MR-Egger | TEDE-Sc | TEDE-aSPU |
| 1   | PTGFR | 2.7e-4 | 4.8e-7* | 4.5e-4 | 2.0e-2 | 1.6e-1 |
| 2   | MTG1  | 5.3e-6* | 8.9e-3 | 5.5e-1 | 7.9e-9* | 1.5e-10* |
| 7   | MIS12 | 5.4e-3 | 6.0e-6* | 3.6e-4 | 8.3e-3 | 9.8e-5 |
| 7   | GRAP  | 6.5e-10* | 1.1e-4 | 1.0e-1 | 8.6e-4 | 3.0e-2 |
| 11  | MITD1 | 6.3e-2 | 2.7e-7* | 1.5e-6* | 2.6e-6* | 1.7e-5 |
| 11  | CAPN13 | 2.7e-6* | 5.1e-2 | 6.3e-1 | 7.5e-3 | 8.5e-2 |
| 19  | POMZP3 | 1.3e-1 | 1.2e-24* | 2.1e-57* | 0* | 0* |

https://doi.org/10.1371/journal.pcbi.1009266.t006
After applying different methods to test for direct effects in an MR analysis of SCZ and some complex traits, almost all of the results from Cochran’s Q, TEDE-Sc and TEDE-aSPU turned out to be significant, indicating that the conclusions from the MR analysis may be problematic given the strong evidence of wide-spread direct effects. Meanwhile, MR-Egger did not reject the null hypothesis, presumably due to its low power or the possibility that the pleiotropy is not directional or uncorrelated (i.e. when the InSIDE assumption does not hold), confirming the potential issue of using MR-Egger (or its modification like LDA MR-Egger) for model checking in MR (or TWAS) in spite of its wide use in practice [20].

For TWAS, which usually includes correlated SNPs associated with a gene’s expression level, TEDE-Sc and TEDE-aSPU are able to make use of the LD information and control type I errors like LDA MR-Egger. Nevertheless, similar to MR-Egger, LDA MR-Egger is fairly low powered when used to test for horizontal pleiotropy in our simulations. Again, TEDE-Sc seems to work better when the proportion of invalid IVs is relatively high, while TEDE-aSPU can handle the sparse or high-dimensional situation better. When different LDA methods were applied to test for horizontal pleiotropy in a TWAS analysis of AD, TEDE-Sc identified many significant loci, while TEDE-aSPU found much fewer, which might suggest that in many of these loci there were a relatively high proportion of SNPs with horizontal pleiotropy. On the other hand, TEDE-aSPU managed to find some significant loci that were not detected by TEDE-Sc, showing their complementary roles. In another real data application, our new method found around 20% of the loci with horizontal pleiotropy in TWAS of LDL using a large-scale GWAS lipid dataset, demonstrating substantial power advantages of our new tests over LDA MR-Egger and more importantly, highlighting the need to test for horizontal pleiotropy as a way to check the TWAS modeling assumptions (or apply other robust TWAS methods) in practice.

In practice, if it is reasonable to assume sparse direct effects, especially with a relatively large number of the SNPs/IVs to be tested, we’d recommend TEDE-aSPU2 for its expected higher power; otherwise, we recommend TEDE-Sc2 for its generally better performance as shown in our data examples (Fig 2) often with relatively small numbers of the SNPs/IVs being used. Alternatively, one may apply both TEDE-Sc2 and TEDE-aSPU2 to detect direct effects, given their different power advantages in different scenarios while controlling type I errors well. However, in certain situations where the summary level data of the exposure only have joint SNP-to-exposure effect size estimates (\(\hat{\omega}\)'s) but without their standard errors, the above two cannot be applied and, instead, TEDE-Sc and TEDE-aSPU can be applied. We would also like to point out that our methods run relatively fast with a reasonable number of IVs: Table D in S1 Text contains more information on their computing time.

In the future, we can extend our new method to other MR or TWAS applications, such as MV-TWAS [46], which is a more robust version of TWAS (or MR) by including multiple genes (or other traits) as multiple exposures in the same model. In this scenario, we can test whether there are direct effects of the SNPs on the outcome through pathways other than through any of the multiple exposures included in the model; lack of evidence in such a test would lend support for the goodness-of-fit of the MV-TWAS model, and thus support for its conclusions. Besides, as suggested by a reviewer, identifying then removing invalid IVs in an MR or TWAS analysis may lead to better results [18]. Our current method aims for global testing (on whether there is any direct effect by any IV), rather than identifying which IVs are invalid. The latter task may appear straightforward to implement based on our framework, but it will be more challenging because of the difficulty in accurately estimating each direct effect in the over-specified model (1) (in which the parameters are non-identifiable if all SNPs/IVs used in imputing X are included for their possible direct effects on Y). On the other hand,
because our proposed method is based on the simplified and identifiable model under the null hypothesis, it is possible to conduct the proposed GOF testing. Nevertheless, it is possible to develop a sequential testing procedure to filter out invalid IVs one at a time as shown in a different approach [18], or by other penalized regression and variable selection methods [12,41], under additional relatively mild assumptions on the distribution of invalid IVs such as their sparsity; this is worth further investigation.
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