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Abstract: Autonomous driving systems are set to become a reality in transport systems and, so, maximum acceptance is being sought among users. Currently, the most advanced architectures require driver intervention when functional system failures or critical sensor operations take place, presenting problems related to driver state, distractions, fatigue, and other factors that prevent safe control. Therefore, this work presents a redundant, accurate, robust, and scalable LiDAR odometry system with fail-aware system features that can allow other systems to perform a safe stop manoeuvre without driver mediation. All odometry systems have drift error, making it difficult to use them for localisation tasks over extended periods. For this reason, the paper presents an accurate LiDAR odometry system with a fail-aware indicator. This indicator estimates a time window in which the system manages the localisation tasks appropriately. The odometry error is minimised by applying a dynamic 6-DoF model and fusing measures based on the Iterative Closest Points (ICP), environment feature extraction, and Singular Value Decomposition (SVD) methods. The obtained results are promising for two reasons: First, in the KITTI odometry data set, the ranking achieved by the proposed method is twelfth, considering only LiDAR-based methods, where its translation and rotation errors are 1.00% and 0.0041 deg/m, respectively. Second, the encouraging results of the fail-aware indicator demonstrate the safety of the proposed LiDAR odometry system. The results depict that, in order to achieve an accurate odometry system, complex models and measurement fusion techniques must be used to improve its behaviour. Furthermore, if an odometry system is to be used for redundant localisation features, it must integrate a fail-aware indicator for use in a safe manner.
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1. Introduction

1.1. Motivation

At present, the concept of autonomous driving is becoming more and more popular. Therefore, new techniques are being developed and researched to help consolidate the reality of implementing the concept. As systems become autonomous, their safety must be improved to increase user acceptance. Consequently, it is necessary to integrate intelligent fault detection systems that guarantee the security of passengers and people in the environment. Sensors, perception, localisation, or control systems are essential elements for their development. However, they are also susceptible to failures and it is necessary
to have fail-x systems, which prevent undesired or fatal actions. A fail-x system combines the following features: redundancy in design (fail-operational), ability to plan emergency manoeuvres and undertake safe stops (fail-safe), and monitoring the status of their sensors to detect failures or malfunctions in them (fail-aware). At present, in an urban environment where there are increasingly complex traffic elements such as multiple intersections, complex lane roundabouts, or tunnels, a localisation system based only on GPS may pose problems. Thus, autonomous driving will be a closer reality when LiDAR or Visual odometry systems are integrated to cover fail-operational functions. However, fail-aware behaviour has to be integrated into the global system also.

At present, the Global Positioning System (GPS) performs the main tasks of localisation due to its robustness and accuracy. However, GPS coverage problems derived from structural elements of the road (tunnels), GPS multi-path in urban areas, or failure in its operation, mean that this technology does not meet the necessary localisation requirements in 100% of use-cases, which makes it essential to design redundant systems based on LiDAR odometry [1], Visual odometry [2], Inertial Navigation Systems (INS) [3], Wifi [4], or a combination of the above, including digital maps [5]. However, LiDAR and Visual odometry systems suffer from a non-constant temporal drift, where the characteristics of the environment and the algorithm behaviour are determinants that improve or worsen this drift. Therefore, it is necessary to introduce, for those systems that have a non-constant temporal drift, a fail-aware indicator to discern when these can be used.

1.2. Problem Statement

Safe behaviour in a vehicle’s control and navigation systems depends mostly on the redundancy and failure detections that these present. At the moment, when GPS-based localisation fails, either temporarily or permanently, the LiDAR and Visual odometry systems can start as redundant localisation systems, mitigating the erroneous behaviour of the GPS localisation. Redundant localisation based on 3D mapping techniques can be applied, as well. However, this is currently more widespread in robotic applications, as the 3D map accuracy in open environments is decisive for localisation tasks. However, companies such as Mapillary and Here have presented promising results for 3D map accuracy. Why is it challenging to build an accurate 3D map when relying only on GPS localisation? It is because the GPS angular error feature of market devices is close to $10^{-3}$ rad. This feature can place a 3D object with an error of 0.01 m when the object distance from the sensor is 100 m.

So, in the case of integrating redundancy into the localisation system with an odometry alternative, a fail-aware indicator has to be integrated into the odometry system, as a consequence of the non-constant drift error, in order for it to be used as a redundant system. The fail-aware indicator could be based on an estimated time window that satisfies a localisation error below the minimum requirements to planned emergency manoeuvring and placing the vehicle in a safe spot. Several alternatives can be presented to implement the fail-aware indicator. The first is to set a fixed time window in which the system is used. The second alternative is an adaptive time window, which is evaluated dynamically in the continuous localisation process to find the maximum time in which the redundant system can be used. At present, there have been no recent works focused on fail-aware LIDAR-based odometry for autonomous vehicles.

Therefore, it is necessary to look for an odometry process that maximises the time in exceeding the threshold that leads the system to a failure state and, for that purpose, we propose a robust, scalable, and precise localisation design that minimises the error in each iteration. Multiple measurement fusion techniques from both global positioning systems and odometry systems are used to make the system robust. Bayesian filtering guarantees an optimal fusion between the observation techniques applied in the odometry systems and improves the localisation accuracy by integrating (mostly kinematic) models of the vehicle’s displacement, having either three or six degrees of freedom (DoF). The LiDAR odometry is based
exclusively on the observations of the LiDAR sensor, where the emission of near-infrared pulses and the measurement of the reflection time allows us to represent the scene with a set of 3D points, called a Point Cloud. Thus, given a temporal sequence of measurements, we obtain the homogeneous transformation, rotation, and translation corresponding to two consecutive time instants, by applying iterative registering and optimisation methods. However, this process alone provides incorrect homogeneous transformations if the scene presents moving objects and, so, solutions based on feature detection must be explored in order to mitigate possible errors.

1.3. Contributions

The factors described previously motivated us to develop an accurate LiDAR odometry system with a fail-aware indicator ensuring its proper use as a redundant localisation system for autonomous vehicles, as shown in Figure 1. The accurate LiDAR odometry architecture is based on robust and scalable features. The architecture has a robust measurement topology as it integrates three measurement algorithms, two of which are based on Iterative Closest Point (ICP) variants, and the third one is based on non-mobile scene feature extraction and Singular Value Decomposition (SVD). Furthermore, our work proposes a scalable architecture to integrate a fusing block, which relies on the UKF scheme. Another factor taken into account to enhance the odometry accuracy was to incorporate a 6-DoF motion model based on vehicle dynamics and kinematics within the filter, where the variables of pitch and roll play a crucial impact on the precision. The proposed scalable architecture allows us to fuse any position measurement system or integrate into the LiDAR odometry system new measurement algorithms in a natural way. A fail-aware indicator based on the vehicle heading error is another contribution to the state-of-the-art. The fail-aware indicator introduces, in the system output, an estimated time to reach system malfunction, which enables other systems to take it into consideration.

![Figure 1. General diagram. The developed blocks are represented in yellow. The horizontal blue strips represent the main features of the odometry system. A framework where the LiDAR odometry system can be integrated within the autonomous driving cars topic is depicted with green blocks, such as a secondary localisation system.](image)

The global system is validated by processing KITTI odometry data set sequences and evaluating the error committed in each of the available sequences, allowing for comparison with other state-of-the-art techniques. The variability in the available scenes allows us to validate the fail-aware functionality, by comparing sequences with low operating error with those with higher error, and observing how the temporal estimation factor increases for those sequences with worse results.

The rest of the paper is comprised of the following sections: Section 2 presents the state-of-the-art in the areas of LiDAR odometry and vehicle motion modelling. Section 3 details the integrated 6-DoF
model, while Section 4 explains the global software architecture of the work, as well as the methodology applied to fuse the evaluated measures. Then, Section 5 describes the details of the proposed measurement systems. Section 6 describes the methodology to make the systems fail-aware. Section 7 describes, lists, and compares the results obtained by the developed system. Finally, Section 8 presents our conclusions and proposes a description of future work in the fields of odometry techniques, 3D mapping, and fail-aware systems.

2. Related Works

Many contemporary conceptual systems for autonomous driving require precise localisation systems. The geo-referenced localisation system does not usually satisfy such precision, as there are scenarios (e.g., tunnel or forest scenarios) where the localisation provided by GPS is not correct or has low accuracy, leading to safety issues and non-robust behaviours. For these reasons, GPS-based localisation techniques do not satisfy all the use-cases of driverless vehicles, and it is therefore mandatory to integrate other technologies into the final localisation system. Visual odometry systems could be candidates for such a technology, but scenarios with few characteristics or extreme environmental conditions lead to their non-robust performance, although considerable progress has been made in this area, as described in [6,7]. Nevertheless, LiDAR odometry systems mitigate part of the visual-related problems, but real-time features or accuracy in the algorithm remain issues. In the same way as Visual Odometry, significant advances and results have been obtained, in the last few years, in this topic.

The general challenge in odometry is to evaluate a vehicle’s movement at all times without error, in order to obtain zero global localisation error; however, this issue is not reachable as the odometry measurement commits a small error in each iteration. These systems therefore have the weakness of drift error over time due to the accumulation of iterative errors; which is a typical integral problem. Drift error is a function of path length or elapsed time. However, these techniques have advanced in the last few decades, due to the improvement of sensor accuracies, achieving small errors (as presented in [8]).

LIDAR odometry is based on the procedures of point registration and optimisation between two consecutive frames. Many works have been inspired by these techniques, but they have the disadvantage of not ensuring a global solution, introducing errors in their performances. These techniques are called Iterative Closest Points (ICP), many of which have been described in [9], where modifications affecting all phases of the ICP algorithm were analysed, from the selection and registration of points to the minimisation approach. The most widely used are ICP point-to-point ICP_{p2p} [10,11] and ICP point-to-plane ICP_{p2p} [12,13]. For example, presented a point-to-point ICP algorithm based on two stages [10], in order to improve its exactness. Initially, a coarse registration stage based on KD-tree is applied to solve the alignment problem. Once the first transformation is applied, a second fine-recording stage based on KD-tree ICP is carried out, in order to solve the convergence problem more accurately.

Several optimisation techniques have been proposed for use when the cost function is established. Obtaining a rigid transformation is one of the most commonly used schemes, as has been detailed in the simplest ICP case [14], as well as in more advanced variants such as CPD [15]. This is easily achieved by decoupling the rotation and translation, obtaining the first using algebraic tools such as SVD (Singular Value Decomposition), while the second term is simply the mean/average translation. Other proposals, such as LM-ICP [16] or [11], perform a Levenberg–Marquardt approach to add robustness to the process. Finally, optimisation techniques such as gradient descent have been used in distribution-to-distribution methods like D2D NDT [17].

In order to increase robustness and computational performance, interest point descriptors for point clouds have recently been proposed. General point cloud or 2D depth maps are two general approaches to achieve this. The latter may include curvelet features, as analysed in [18], assuming the range data is
dense and a single viewpoint is used in order to capture the point cloud. However, it may not perform accurately for a moving LiDAR—the objective of this paper. In a general point cloud approach, Fast Point Feature Histograms (FPFH) \cite{19} and Integral Volume Descriptors (IVD) \cite{20} are two feature-based global registration proposals of interest. The first one generates feature histograms, which have demonstrated great results in vision object detection problems, using such techniques as Histogram of Oriented Gradients (HOG), by means of computing some statistics about a point’s neighbours relative positions and estimated surface normals. Feature histograms have shown the best IVD performances and surface curvature estimates. However, neither of these methods offer reliable results in sparse point clouds and are slow to compute.

Once one correspondence has been established, using features instead of proximity, it can be used to initialize ICP techniques in order to improve their results. As described in previous paragraphs, this transformation can also be found by other techniques, such as PCA or SVD, which are both deterministic procedures. In order to obtain a transformation, three point correspondences are enough, as is shown in the proposal we introduce in this document. However, as many outlier points are typically present in a point cloud (such as those of vegetation), a random sample consensus (RANSAC) approach is usually used \cite{19}. Other approaches include techniques tailored to the specific problem, such as the detection of structural elements of the scene \cite{21}.

In the field of observations or measurements, there are a large number of methods for measuring the homogeneous transformation between two moments or two point clouds. For this reason, many filtering and fusion systems have been applied to improve the robustness of systems. The two most widespread techniques to filter measurements are recursive filtering and batch optimisation \cite{22}. Recursive filtering updates the status probabilistically, using only the latest sensor observations for status prediction and process updates. The Kalman filter and its variants mostly represent recursive filtering techniques. However, filtering based on batch optimisation maintains a history of observations to evaluate, on the basis of previous states, the most probable estimate of the current instant. Both techniques may integrate kinematic and dynamic models of the system under analysis to improve the process of estimating observations. In the field of autonomous driving, the authors of \cite{23} justified the importance of applying models in the solution of driving problems, raising the need to work with complex models that correctly filter and fuse observations.

The best odometry system described in the state-of-the-art is VLOAM \cite{8}, which is based on Visual and LiDAR odometry. It is characterised by being a particularly robust method in the face of an aggressive movement and the occasional lack of visual features. The method starts with a stage of visual odometry, in order to obtain a first approximation of the movement. The final stage is executed with LiDAR odometry. The results shown applied to a set of ad-hoc tests and the KITTI odometry data set. The work presented as LIMO \cite{24} also aimed to evaluate the movement of a vehicle accurately. Stereo images with LiDAR were used to provide depth information to the features detected by the cameras. The process includes a semantic segmentation, which is used to reject and weight characteristic points used for odometry. The results given were related to the KITTI data set. On the other hand, the authors of \cite{25} presented a LiDAR odometry technique that models the projection of the point cloud in a 2D ring structure. Over the 2D structure, an unsupervised Convolutional Auto-Encoder (CAE-LO) system detects points of interest in the spherical ring (CAE-2D). It later extracts characteristics from the multi-resolution voxel model using 3D CAE. It was characterised as finding 50% more points of interest in the point cloud, improving the success rate in the cloud comparison process. To conclude, the system described in \cite{26} proposed a real-time laser odometry approach, which presented small drift. The LiDAR system uses inertial data from the vehicle. The point clouds are captured in motion, but are compensated with a novel sweep correction algorithm based on two consecutive laser scans and a local map.
To the best of our knowledge, there have been no recent works focused on fail-aware LiDAR-based odometry for autonomous vehicles.

3. Kinematic and Dynamic Vehicle Model

Filters usually leverage mathematical models to better approximate state transitions. In the field of vehicle modelling, there are two ways to study the movement of a vehicle: with kinematic or dynamic models. In the field of kinematic vehicle modelling, one of the most-used models is the bicycle model, due to its ease of understanding and simplicity. This model requires knowledge of the slide angle ($\beta$) as well as the front wheel angle ($\delta$) parameters. These variables are usually measured by dedicated car systems.

In this work, the variables $\beta$ and $\delta$ are not registered in the data set, so the paper proposes an approach based on a dynamic model to evaluate them. The method proposed can be used as a redundancy system, replacing dedicated car systems. The technique relies on the application of LiDAR odometry and the application of vehicle dynamics models where linear and angular forces are taken into account and the variables $\beta$ and $\delta$ are assessed during the car’s movement. Figure 2 depicts the actuated forces in the x and y car axes, as well as the slip angle and the front-wheel angle. Given these variables, the bicycle model is applied to predict the car’s movement.

![Figure 2. Vehicle representation by bicycle model. Using the vehicle reference system, our LiDAR-based odometry process assesses the vehicle forces between two instants of time, allowing for estimation of the $\beta$ and $\delta$ variables.](image)

From a technical perspective, the variables $\beta$ and $\delta$ are evaluated using Equations (1) and (2). Equation (1) represents Newton’s second law, applied on the car’s transverse axis in a linear form and on the car’s z-axis in an angular form.

\[
\text{Translational: } m(\ddot{y} + \dot{\psi}v_s) = F_{yf} + F_{yr} \\
\text{Angular: } l_s\dot{\psi} = l_f F_{yf} - l_r F_{yr}
\] (1)
where \( m \) is the mass of the vehicle, \( v_x \) is the projection of the speed car vector \( V \) on its longitudinal axis \( x \), \( F_{yf} \) and \( F_{yr} \) are the lateral forces produced on the front and rear wheel, \( I_z \) is the inertia moment of the vehicle concerning to the z-axis, and \( l_f \) and \( l_r \) are the distances from the centre of masses of the front and rear wheels, respectively.

The lateral forces \( F_{yf} \) and \( F_{yr} \) are, in turn, functions of characteristic tyre parameters, cornering stiffnesses \( C_{\alpha f} \) and \( C_{\alpha r} \), the vehicle chassis configuration \( l_f \) and \( l_r \), the linear and angular travel speed to which the vehicle is subjected to \( v_x, \dot{\psi} \), the slip angle \( \beta \), and the turning angle of the front wheel \( \delta \), as shown in Equation (2):

\[
\begin{align*}
F_{yf} &= C_{\alpha f} (\delta - \beta - \frac{l_f}{v_x} \dot{\psi}) \\
F_{yr} &= C_{\alpha r} (-\beta + \frac{l_r}{v_x} \dot{\psi})
\end{align*}
\]

Therefore, knowing the above vehicle parameters and assessing the variables \( \ddot{y}, v_x, \ddot{\psi}, \dot{\psi} \) from the LiDAR odometry displacement, with the method proposed in this work (see Figure 3), the variables \( \beta \) and \( \delta \) can be derived by solving the two-equation system shown in Equation (1):

\[
\begin{align*}
\ddot{y}(t) &= \dot{\psi}(t) - \dot{\psi}(t-1) \\
\ddot{\psi}(t) &= \dot{\psi}(t) - \dot{\psi}(t-1)
\end{align*}
\]

Finally, the variables \( \beta \) and \( \delta \) are used in the kinematic bicycle model defined by Equation (3) to obtain the speeds \( [\dot{X}, \dot{Y}, \dot{\psi}] \) which, in turn, are used to output the predicted vehicle pose at time \( (t+1) \).

\[
\begin{align*}
\dot{X} &= V \cos(\psi + \beta) \\
\dot{Y} &= V \sin(\psi + \beta) \\
\dot{\psi} &= \frac{V \cos(\delta)}{l_f + l_r} (\tan(\delta_f) - \tan(\delta_r))
\end{align*}
\]
However, the model mentioned above evaluates the vehicle’s motion only in 3-DoF, while the LiDAR odometry gives us full 6-DoF displacement. Therefore, to assess the remaining 3-DoF, we propose to use another dynamic model based on the behaviour of the shock absorbers and the position of the vehicle’s mechanical pitch ($\theta$) and roll ($\alpha$) axes; see Figure 4. Applying this second dynamical model, we can predict the car’s movement in terms of its 6-DoF.

![Figure 4. Detail of forces and moments applied to the vehicle. The distance $d$ represented is broken down into $d_{\text{pitch}}$ and $d_{\text{roll}}$, concerning the pitch and roll axes of rotation, respectively. The figure references [27].](image)

From a technical perspective, in order to evaluate these variables, we need to take into consideration the angular movement caused in the pitch and the roll axes.

First, regarding the pitch axis, the movement is due to the longitudinal acceleration suffered in the chassis, producing front and rear torsion on the springs and shock absorbers of the vehicle. Given the parameters $D_{\text{pitch}}$ and $K_{\text{pitch}}$, which represent the distance between the centre of the pitch axis with respect to the centre of mass of the vehicle and the characteristics of the spring together with the shock absorber, respectively, Equation (4) defines the dynamics of the pitch angle, which represents the sum of the moments of forces applied to the pitch axis. The angular acceleration suffered by the vehicle chassis for the pitch axis is obtained by Equation (5), while the variables $\ddot{x}$, $\dot{\theta}$, and $\theta$ are found in the LiDAR odometry process.

\[
(I_y + m d_{\text{pitch}}^2) \ddot{\theta} - m d_{\text{pitch}} \ddot{x} + (K_{\text{pitch}} + m g d_{\text{pitch}}) \theta + D_{\text{pitch}} \dot{\theta} = 0 \tag{4}
\]

\[
\ddot{\theta} = -\frac{m d_{\text{pitch}} \ddot{x} + (K_{\text{pitch}} + m g d_{\text{pitch}}) \theta + D_{\text{pitch}} \dot{\theta}}{I_y + m d_{\text{pitch}}^2} \tag{5}
\]

where

\[
D_{\text{pitch}} = \frac{d_{\text{shock}} f l_f^2 + d_{\text{shock}} r l_r^2}{2} \tag{6}
\]

\[
K_{\text{pitch}} = \frac{K_{\text{spring}} f l_f^2 + K_{\text{spring}} r l_r^2}{2}
\]

With the pitch acceleration and applying Equation (7), representing uniformly accelerated motion, the pitch of the vehicle can be predicted at time $(t + 1)$.

\[
\hat{\theta}(t + 1) = \frac{1}{2} \ddot{\theta}(t) dt^2 + \dot{\theta}(t) dt + \theta(t) \tag{7}
\]

On the other hand, the angular movement caused on the roll axis is due to the lateral acceleration or lateral dynamics suffered in the chassis. The parameter $d_{\text{roll}}$ is the distance between the roll axis centre and...
the centre of mass of the vehicle, and mainly depends on the geometry of the suspension. The lateral forces multiplied by the distance $d_{roll}$ generate an angular momentum, which is compensated for by the springs ($K_{rollf}, K_{rollr}$) and lateral shock absorbers of the vehicle ($D_{rollf}, D_{rollr}$), minimising the roll displacement suffered in the chassis. Equation (8) defines the movement dynamics of the roll angle, which represents the movement compensation effect with the sum of moments of forces applied on the axle.

\[
(I_x + m d_{roll}^2)\ddot{\alpha} - m d_{roll} \dddot{y} + (K_{rollf} + K_{rollr} + m g d_{roll})\dot{\alpha} + (D_{rollf} + D_{rollr})\ddot{\alpha} = 0, \quad (8)
\]

\[
\ddot{\alpha} = -\frac{m d_{roll} \dddot{y} + (K_{rollf} + K_{rollr} + m g d_{roll})\dot{\alpha} + (D_{rollf} + D_{rollr})\ddot{\alpha}}{I_x + m d_{roll}^2}, \quad (9)
\]

where

\[
D_{rollf} = d_{shock f} t_f^2, \quad D_{rollr} = d_{shock r} t_r^2, \quad K_{rollf} = K_{spring f} t_f^2, \quad K_{rollr} = K_{spring r} t_r^2. \quad (10)
\]

Given the roll acceleration and applying the uniformly accelerated motion Equation (11), the roll of the vehicle can be predicted at time $(t+1)$:

\[
\ddot{\alpha}(t+1) = \frac{1}{2}\dddot{\alpha}(t)dt^2 + \dot{\alpha}(t)dt + \alpha(t). \quad (11)
\]

Finally, to complete the 6-DoF model parameterisation, we need to consider the vertical displacement of the vehicle, which is related to the angular movements of pitch and roll. Equation (12) represents the movement of the centre of masses concerning the vehicle z-axis, where $COG_z$ is the height of the vehicle’s centre of gravity at resting state:

\[
\ddot{z}(t+1) = COG_z + d_{pitch}(\cos(\ddot{\theta}(t+1)) - 1) + d_{roll}(\cos(\ddot{\alpha}(t+1)) - 1) \quad (12)
\]

Table 1 lists the parameters and values used in the 6-DoF model. The values correspond to a Volkswagen Passat B6, and were found in the associated technical specs.

| Name                        | Value                        |
|-----------------------------|------------------------------|
| $m$                         | 1750 kg                      |
| $K_{spring f}$              | 30,800 N/m                   |
| $K_{spring r}$              | 28,900 N/m                   |
| $D_{shock f}$               | 4500 Ns/m                    |
| $D_{shock r}$               | 3500 Ns/m                    |
| $d_{roll}$                  | 0.1 m                        |
| $d_{pitch}$                 | 0.25 m                       |
| $l_f$                       | 1.07 m                       |
| $l_r$                       | 1.6 m                        |
| $I_x$                       | 540 kg m$^2$                 |
| $I_y$                       | 2398 kg m$^2$                |
| $I_z$                       | 2875 kg m$^2$                |
| $COG_z$                     | 0.543 m                      |
| $l_{f, front}$              | 1.5 m                        |
| $l_{r, rear}$               | 1.5 m                        |
To deal with the imperfections of the kinematic model, we compared the output of the proposed 6-DoF model with the ground truth available in the KITTI odometry data set. The analysis was applied to all available sequences, in order to measure the uncertainty model in the best way.

By evaluating the pose differences (see Figure 5), the probability density function of the 6-DoF model was calculated, as well as the covariance matrix expressed in Equation (13).

\[
Q = \begin{bmatrix}
\sigma_{xx}^2 & \sigma_{yx}^2 & \sigma_{zx}^2 & \sigma_{x\phi}^2 & \sigma_{x\theta}^2 & \sigma_{x\psi}^2 \\
\sigma_{yx}^2 & \sigma_{yy}^2 & \sigma_{zy}^2 & \sigma_{y\phi}^2 & \sigma_{y\theta}^2 & \sigma_{y\psi}^2 \\
\sigma_{zx}^2 & \sigma_{zy}^2 & \sigma_{zz}^2 & \sigma_{z\phi}^2 & \sigma_{z\theta}^2 & \sigma_{z\psi}^2 \\
\sigma_{x\phi}^2 & \sigma_{y\phi}^2 & \sigma_{z\phi}^2 & \sigma_{\phi\phi}^2 & \sigma_{\phi\theta}^2 & \sigma_{\phi\psi}^2 \\
\sigma_{x\theta}^2 & \sigma_{y\theta}^2 & \sigma_{z\theta}^2 & \sigma_{\theta\phi}^2 & \sigma_{\theta\theta}^2 & \sigma_{\theta\psi}^2 \\
\sigma_{x\psi}^2 & \sigma_{y\psi}^2 & \sigma_{z\psi}^2 & \sigma_{\phi\psi}^2 & \sigma_{\theta\psi}^2 & \sigma_{\psi\psi}^2 \\
\end{bmatrix},
\]

where \( \sigma_{xx} = 0.0485 \) m, \( \sigma_{yy} = 0.0435 \) m, \( \sigma_{zz} = 0.121 \) m, \( \sigma_{\phi\phi} = 0.1456 \) rad, \( \sigma_{\theta\theta} = 0.1456 \) rad, \( \sigma_{\psi\psi} = 0.0044 \) rad, and the error covariance between variables has a zero value.

![Figure 5. Probabilistic error distribution representation for each vehicle output variable.](image)

4. Vehicle Pose Estimation System

This section details the architecture implemented to estimate the vehicle’s attitude, by integrating the dynamic and kinematic model described in Section 3 and fusing the LiDAR-based measurement system described in Section 5. Several works have analysed the response of two of the most well-known filters for non-linear models, the Extended Kalman Filter (EKF) and the Unscented Kalman Filter (UKF), where the results were generally in favour of the UKF. For instance, in [28], the behaviour of both filters was compared to estimate the position and orientation of a mobile robot. Real-life experiments showed that UKF has better results in terms of localisation accuracy and consistency of estimation. The proposed architecture therefore integrates an Unscented Kalman Filter [29], which is divided into two stages: prediction and update (as shown in Figure 6).
Figure 6. Unscented Kalman Filter (UKF) architecture. The prediction phase relies on the 6-DoF motion model detailed in the previous section. The update phase uses three consecutive LiDAR-based measurements to fuse and estimate the vehicle state.

The prediction phase manages the 6-DoF dynamic model described in the previous section to predict the system’s state at time $(t + 1)$. Along with the definition of the model, the model noise covariance matrix $Q$ must be associated, as defined by the standard deviations evaluated above. The model noise covariance matrix is only defined in its main diagonal and is constant over time. Equation (14) represents the prediction phase of the filter.

$$
\tilde{x}(t + 1) = A\hat{x}(t) + Q,
$$

where $x$ is the 6-DoF state vector, as shown in Equation (15), and $A$ matrix represents the developed dynamic model.

$$
x'(t) = \begin{bmatrix}
x(t) 
y(t) 
z(t) 
α(t) 
θ(t) 
ψ(t)
\end{bmatrix}.
$$

In the filter update phase, the LiDAR odometry output is estimated. The estimated state vector, $\hat{x}(t + 1)$, is represented, in terms of the state variables, by Equation (16). The $6 \times 6$ matrix $C$ is defined with the identity matrix, as the vectors $z(t + 1)$ and $\hat{x}(t + 1)$ contain the same measurement units. Finally, the matrix $R$ is the covariance error matrix of the measurement, which is updated every odometry period in the measurement and fusion process, as explained in Section 5. The matrix $R$ is only defined in its main diagonal, representing the uncertainty of each of the magnitudes measured in the process.

$$
z(t + 1) = C\hat{x}(t + 1) + R.
$$

LiDAR Sweep Correction

To use the LiDAR data in the update phase of the UKF, it is recommended to perform a so-called sweep correction of the raw data. The sweep correction phase is due to the nature of most LiDAR devices, which are composed of a series of laser emitters mounted on a spinning head (e.g., the Velodyne HDL-64E). The sweep correction process becomes crucial when the sensor is mounted on a moving vehicle, as the sensor spin requires a time span close to approximately 100 ms, as in the case of the Velodyne HDL-64E.
The sweep correction process consists of assigning two poses for each sensor output and interpolates the poses with constant angular speed for all the LiDAR beams. These poses are commonly associated with the beginning and the end of the sweep. Thus, the initial pose is equal to the last filter estimation $\hat{x}$ and the final pose is equal to the filter prediction $\tilde{x}(t + 1)$ to carry out the interpolation. The whole point cloud is corrected with the interpolated poses evaluated, solving the scene deformation issue when the LiDAR sensor is mounted on a moving platform. Figure 7a shows the key points on the sweep correction process.

Regarding the correction method, the authors in [30,31] proposed a point cloud correction procedure based on GPS data. The process requires synchronisation between each GPS and LiDAR output, a complex task when the GPS introduces small delays in its measurement. For this reason, in our case, the GPS data is replaced with the filter prediction to apply the sweep correction process. Figure 7b shows the same point cloud with and without sweep correction, captured in a roundabout with low angular speed vehicle movement. It can be seen that there is significant distortion concerning reality, as the difference of shapes between clouds is substantial, leading to errors of one meter in many of the scene elements. We can claim that the motion model accuracy is a determinant for the sweep correction process, as it improves the odometry results (as we depict in Section 7).

![Sweep correction process in odometry: (a) the assignment of two poses to the point cloud when the vehicle is moving; and (b) raw (blue) and corrected measurements (red). An important difference between the measurement results of both point clouds is exposed, the correction being decisive for the result of the following stages.](image)

**Figure 7.** Sweep correction process in odometry: (a) the assignment of two poses to the point cloud when the vehicle is moving; and (b) raw (blue) and corrected measurements (red). An important difference between the measurement results of both point clouds is exposed, the correction being decisive for the result of the following stages.

5. Measurements Algorithms and Data Fusion

Three measurement methodologies based on LiDAR raw-data were developed to provide an accurate and robust algorithm. Two of them are based on ICP techniques, and another one relies on feature extraction and SVD. A 6-DoF measure $z(t)$ is the output of this process, after the fusion process is finished.

5.1. Multiplex General ICP

Using the ICP algorithm for the development of LiDAR odometry systems is very common, where the two most used versions are the Point-to-Point and Point-to-Plane schemes. Adaptations of both algorithms have been developed for our approach. For the first measurement system developed, we propose the use of the ICP point-to-point algorithm, which is based on aligning two partially overlapping point clouds to find the homogeneous transformation matrix $(R, t)$ in order to align the two point clouds. The ICP used is based on minimising the cost function defined by the mean square error of the distances between points in
The point cloud registration follows the criterion of the nearest neighbour distance between clouds.

\[
\min_{R,T} \text{error}(R,T) = \min_{R,T} \left( \frac{1}{N_p} \sum_{i=1}^{N_p} \| p_i - (q_i R + T) \| \right),
\]

(17)

where \( p_i \) represents the set of points that defines the cloud captured at a time instant \((t-1)\), \( q_i \) represents the set of points that define the cloud captured at a time instant \( t \), \( N_p \) is the number of points considered in the minimisation process, \( R \) is the resulting rotation matrix, and \( T \) is the resulting translation matrix.

The ICP technique, as with many other gradient descent methods, can become stuck at a local minimum instead of the global minimum, causing measurement errors. The possibility of finding moving objects or a lack of features in the scene are some of the reasons why the ICP algorithm provides local minimum solutions. For this reason, an algorithm that computes the multiplex ICP algorithm for a set of distributed seeds was implemented. The selected seed, such as the ICP starting point, is evaluated with the Merwe Sigma Points method \([32, 33]\). The error covariance matrix predicted by the filter \( \tilde{P}(t+1) \) and the predicted state vector \( \tilde{x}(t+1) \) are the input to assess the eight seeds needed. Figure 8 shows an example of seed distribution in the plane \((x,y)\) for a time instant \((t)\).

![Figure 8. Sharing of Iterative Closest Points (ICP) initial conditions applying the Sigma Point techniques in the limits marked by \( \tilde{P}(t+1) \).](image)

After evaluating the eight measures, the one with the best mean square error in the ICP process is selected. After the evaluation of two sequences of the KITTI data set, a decrease of error close to 9.5% was discerned, this being the determining reason why eight seeds were selected. However, the increase in computation time could be a disadvantage.

5.2. Normal Filtering ICP

For the design of a robust system, it is not enough to integrate only one measurement technique, as it may fail due to multiple factors. Therefore, a second measurement method based on ICP point-to-plane was developed to improve the robustness of the system, as it implies a lower computation time than the one above. In \([34]\), the results with the point-to-plane method were more precise than those with the...
point-to-point method, improving the precision of the measurement. The cost function to be minimised in the point-to-plane process is as follows (18):

$$\min_{R, T} (error(R, T)) = \min_{R, T} \left( \frac{1}{N_p} \sum_{i=1}^{N_p} \left\| (p_i - (q_i R + T)) \cdot n_i^p \right\| \right),$$  

(18)

where $R$ and $T$ are the rotation and translation matrices, respectively, $N_p$ is the number of points used to optimize, $p_i$ represents the source cloud, $q_i$ represents the target cloud, and $n_i^p$ represents the normal unit vector of a point in the target cloud. The point-to-plane technique is based on a weighting to register cloud points in the minimisation process, where $\cos(\theta)$ from the vectorial product is the weight given in the process and $\theta$ is the angle between the unit normal vector $n_i^p$ and the vector resulting from the operation $(p_i - (q_i R + T))$. Therefore, the smaller the angle $\theta$ is, the higher the contribution in the added term of this register point is. So, the normal unit vector $n_i^p$ can be understood as rejecting or decreasing the impact over the added term of its register points when the alignment with the unitary vector is not right. The approach in this paper does not include all the points registered, as a filter process is carried out. The heading of the vehicle is the criteria to implement the filtering process. Thus, only those points that have a normal vector within the range $\tilde{\psi}_v \pm \tilde{\sigma}_{\psi}\text{rad}$ are considered in the added term, where $\tilde{\psi}_v$ represents the heading of the predicted vehicle and $\tilde{\sigma}_{\psi}$ represents the uncertainty predicted from the error covariance matrix. Equation (19) formulates the criteria applied in the minimisation to filter out points:

$$\min J(R, T) = \min_{R, T} \left( \frac{1}{N_p} \sum_{i=1}^{N_p} \left\| (p_i - (q_i R + T)) \cdot n_i^p \right\| \right)$$

s.t.

$$n_i^p > \tilde{\psi}_v \pm \tilde{\sigma}_{\psi}\text{rad}$$

$$n_i^p > \psi_v \pm \sigma_{\psi}\text{rad} + \pi$$

(19)

Points that are not aligned with the longitudinal and transverse directions of the vehicle are eliminated from the process, improving the calculation time of this process as well as the accuracy of the measurement. Figure 9 represents an ICP iteration of the described technique, where the results achieved by RMSE are 20% better than if all the points of the cloud are considered.

**Figure 9.** ICP process based on normals: (a) Graphical representation of the cost function with the normal unit vector $n_i^p$ used to enter constraints in ICP; and (b) ICP output result applying constraints of normals. The figure shows the overlap of two consecutive clouds.
5.3. SVD Cornering Algorithm

The two previous systems of measurement are ICP-based techniques, where there is no known data association between the points of two consecutive point clouds. However, the third proposed algorithm uses synthetic points generated by the algorithm and the data association of the synthetic point between point clouds to evaluate the odometry step. An algorithm for extracting the characteristics within the point clouds is developed to assess the synthetic points. The corners built up with the intersection between planes are the features explored. The SVD algorithm uses the corners detected in consecutive instants to determine the odometry between point clouds. The new odometry complements the two previous measurements. The SVD algorithm is accurate and has low computational load, although the computation time increases in the detection and feature extraction steps.

5.3.1. Synthetic Point Evaluation

Plane Extraction

It is easy for humans to identify flat objects in an urban environment; for instance, building walls. However, identifying vertical planes in a point cloud with an algorithm is more complex. The algorithm identifies points that, at random heights, fit the same projection on the plane \((x, y)\). Therefore, the number of repetitions that each beam of the LiDAR presents on the plane \((x, y)\) is recorded. If the number of repetitions of the project exceeds the threshold of 20 counts, the points belong to a vertical plane. Figure 10 shows detected points that belong to vertical planes, although the planes in many cases are not segmented.

![Figure 10](image1)

**Figure 10.** Intermediate results of sequence 00, frame 482: (a) Input cloud to the plane detection algorithm; and (b) points detected on candidate planes.

Clustering

Clustering techniques are then used to group the previously selected points into sets of intersecting planes. Among those listed in the state-of-the-art, those that do not imply knowing the number of clusters to be segmented were considered valid, as it is not known a priori. Analysing the clustering results provided by the *Sklearn* library, DBSCAN was the one that obtained the best results, as it does not make mistakes when grouping points of the same plane in different clusters. In order to provide satisfactory results, the proposed configuration of the DBSCAN clustering algorithm sets the maximum distance between two neighbouring points (0.7) and the minimum number of samples between neighbours (50). The algorithm identifies solid structure corners, such as building walls, such that clusters associated to non-relevant structures are eliminated. For this purpose, clusters sized smaller than 300 points were filtered, eliminating noise produced by vegetation or pedestrians. Figure 11 represents the cluster segmentation of
the point cloud depicted in Figure 10, where only the walls of buildings, street lights, or traffic signs are segmented as characteristic elements of the scene.

Figure 11. Results of clustering, sequence 00 of the KITTI odometry data set: (a) Frame 0, and (b) Frame 482.

Corner Detection and Parameters Extraction

In addition, to eliminate straight walls, cylindrical points, or a variety of shapes that are not valid for the development of the algorithm, clusters that do not contain two vertical intersected planes are discarded, as shown in Figure 11. Thus, two intersecting planes are searched for in the cluster that satisfies the condition of forming an angle between both higher than 45° and less than 135°. Using the RANSAC algorithm on the complete set of points of the cluster, indicating that it selects a quarter of the total points and fixing the maximum number of iterations as 500 iterations, the algorithm returns the equation of a possible intersected plane in the cluster. Applying RANSAC again to the outlier points resulting from the first process and with the same configuration parameters, a second intersected plane in the cluster is achieved, as shown in Figure 12. If the angle formed between the two intersected planes fulfils the previous conditions, the intersection line of both planes is evaluated to obtain the synthetic points that define the evaluated corner.

Figure 12. Results of extraction of intersected planes: (a) Input data to cluster planes; and (b) detection results of two intersecting planes, represented in red and green.

Synthetic Points Evaluation

At this point, the objective is to generate three points that characterize the corners of the scene; these points are denoted as synthetic points. The synthetic points are obtained from the intersection line
equation derived from the two intersecting planes. Figure 13a shows the criterion followed to evaluate three synthetic points for each of the detected corners. Two of the synthetic points, \((M, J)\), belong to the intersection line and are located at a distance of 0.5 m. The third synthetic point, \(N\), meets the criterion of being at 1 m of point separation from \(M\) with a value of \(z = 0\). The process identifies, as the reference plane, the one that has the lowest longitudinal plane direction evaluated within the global co-ordinate system. Figure 13b shows the points \((M, J, N)\) evaluated in two consecutive instants of time. In this situation, the SVD algorithm can be applied to assess the homogenous transform between two consecutive point clouds when the synthetic points data association is known.

\[\text{Figure 13. Evaluation of synthetic points: (a) Nomenclature and position of calculated synthetic points; and (b) result of synthetic points detection in real clusters of two consecutive time instants.}\]

5.3.2. SVD

Before applying the SVD, the registration of the extracted points of the corners between two consecutive instants need to be done. So, let us suppose that, for an instant \(t\), there is a set of corners \(X = x_1, x_2, x_3, ..., x_n\) where \(x_1 = (M_1, N_1, J_1)\) and, for another instant \(t+1\), there is another set of corners \(Y = y_1, y_2, y_3, ..., y_m\) where \(y_1 = (M_1, N_1, J_1)\). Then, to register both sets, the Euclidean distance of points \(M\) is used. Only those corners that show a minimum distance less than 0.5 m are data associated. The non-data associated corners are removed.

Once the data association of synthetic corners is fulfilled, the objective is to find the homogeneous transformation between two consecutive scenes. Therefore, SVD minimises the distance error between synthetic points, first by eliminating the translation of both sets to exclude the unknown translation and then by solving the Procustes orthogonal problem to obtain the rotation matrix \((R)\). Finally, it undoes the translation to obtain the translation matrix \((T)\). Equation (20), described in more detail in [35], shows the
mathematical expressions applied in the SVD algorithm to obtain the homogeneous transformation matrix between two sets of synthetic corners at consecutive time instants:

\[
\begin{align*}
X' &= x_i' - \mu_x = x_i' \\
Y' &= y_i - \mu_y = y_i' \\
W &= \sum_{i=1}^{N_p} x_i' y_i'T \\
W &= U \sum V^T \\
R &= U V^T \\
t &= \mu_x - R \mu_y
\end{align*}
\] (20)

The SVD odometry measure \( z_{SVD} \) is fused with the other measurements, but the factor related to the uncertainty must be added to the SVD homogeneous transformation \( \Delta \text{Pose}_{SVD} \). Therefore, Equation (21) defines the SVD measure added to the \( \Delta \text{Pose}_{SVD} \), the UKF estimated state vector \( \tilde{x}(t) \), and the uncertainty factor \( R_{SVD} \). The uncertainty represents the noise covariance matrix of the SVD measurement and \( R_{SVD} \) is calculated with the RMSE returned by the RANSAC process applied within the method. The decision taken is a consequence of distinguishing a direct relationship between \( R_{SVD} \) and how well the intersection planes are fitted over the points of the cluster.

\[
z_{SVD} = \tilde{x}(t) + \Delta \text{Pose}_{SVD} + R_{SVD}. \tag{21}
\]

Figures 14 and 15 depict a successful scenario where SVD odometry is evaluated. The colour code used in the figure is: green (M points), blue (J points), and orange (N points).

**Figure 14.** Odometry results with Singular Value Decomposition (SVD): Input cluster to extract synthetic points.
Figure 15. Odometry results with SVD: (a) Representation of the synthetic points extracted from the previous clusters. A translation and rotation between them is shown; and (b) synthetic points are overlapped when applying the rotation and translation calculated by SVD.

5.4. Fusion Algorithm

An essential attribute in the design of a robust system is the redundancy. For the proposed work, three measurement techniques based on LiDAR were developed. Therefore, it is necessary to integrate sensor fusion techniques that allow for selecting and evaluating the optimal measurement from an input set to the solution. Figure 16a shows an architecture where the filter outputs—that is, the estimated state vectors—are fused. The main architecture characteristic is that multiplex filters have to be integrated into the solution. Figure 16b shows an architecture that fuses a set of measurements and then filters the fused measurement. For this architecture design, only blocks have to be designed, improving its simplicity. In this second case, all the measurements must represent the same magnitude to be measured. In [36], a system that merges the data from multiple sensors using the second approach was presented. The proposed fusion system implements this sensor fusion architecture, in which the resulting measurement vector comprises the 6-DoF of the vehicle.

Figure 16. Block diagram for two fusion philosophies: (a) Merging of the estimated state vector, which requires a filtering stage for each measure to be merged; and (b) merging of observations under a given criterion and subsequent filtering.
The proposed sensor fusion consists of assigning a weight to each of the measurements. The weights are evaluated considering the distance \((x, y)\) between the filter prediction and the LiDAR-based measurements. Therefore, Equation (22) defines the weighting function. The assigned weight varies between 0 and 1 when the measurement is within the uncertainty ellipse. The assigned weight is 0 when the measurement is outside the uncertainty ellipse, as shown in Figure 17. The predicted error covariance matrix \(\tilde{P}(t + 1)\) defines the uncertainty ellipse. The weighted mean value is the fused measurement, as detailed in Equation (23). In the same way, the uncertainty associated with the fused measure is weighted with the partial measure weight. Thus, the sensor fusion output is a 6-DoF measure with an associated uncertainty matrix \(R\).

\[
\begin{align*}
\text{If} \quad & \frac{(z_x - \tilde{x}_x(t+1))^2}{\tilde{\sigma}^2_{xx}(t+1)} + \frac{(z_y - \tilde{y}_y(t+1))^2}{\tilde{\sigma}^2_{yy}(t+1)} \leq 1 \quad \Rightarrow \quad w = \left| \sqrt{\frac{(z_x - \tilde{x}_x(t+1))^2}{\tilde{\sigma}^2_{xx}(t+1)}} + \frac{(z_y - \tilde{y}_y(t+1))^2}{\tilde{\sigma}^2_{yy}(t+1)} - 1 \right| \\
\text{If} \quad & \frac{(z_x - \tilde{x}_x(t+1))^2}{\tilde{\sigma}^2_{xx}(t+1)} + \frac{(z_y - \tilde{y}_y(t+1))^2}{\tilde{\sigma}^2_{yy}(t+1)} > 1 \quad \Rightarrow \quad w = 0 \\
\end{align*}
\]  

\( (22) \)

Fusing the set of available measurements provides the system with robustness and scalability. It is robust because, if any of the developed measurements fail, the system can continue to operate normally, and it is scalable as other measurement systems are easy to integrate using the weighting philosophy described above. Furthermore, the integrated measurement systems can be based on any of the available technologies, not only LiDAR. As the number of measurements increases, the result achieved should improve, considering the principles of Bayesian statistics.

\[
\begin{align*}
z = \bar{x} + \frac{(z_1 - \bar{x}(t+1))w_1 + (z_2 - \bar{x}(t+1))w_2 + (z_3 - \bar{x}(t+1))w_3}{w_1 + w_2 + w_3} \\
\end{align*}
\]  

\( (23) \)

Figure 17. Representation of predicted ellipses of uncertainty and weight allocation to each measure to be applied in fusion.

6. Fail-Aware Odometry System

The estimated time window evaluated by the fail-aware indicator is recalculated for each instant of time, allowing the trajectory planner system to manage an emergency manoeuvre in the best way. In practice, most odometry systems do not implement this kind of indicator. Instead, our approach proposes the use of the evaluated heading error, as the heading error magnitude is critical for the
localisation error. Thus, a small heading error at time $t$ produces a huge localisation error at time $t + N$ if the vehicle has moved hundreds of meters away. For example, a heading error equal to $10^{-3}$ rad at $t$ introduces a localisation error of 0.01 cm at $t + N$ if the vehicle moves only 100 m. This behaviour motivates us to use the heading error to develop the fail-aware indicator.

The estimated heading error has a significant dependence on the localisation accuracy. The developed fail-aware algorithm is composed of two parts: a function to evaluate the fail-aware indicator and a failure threshold, which is fixed as 0.001. This threshold value was chosen by using heuristic rules and analysing the system behaviour in sequences 00 and 03 of the KITTI odometry data set. We evaluated the fail-aware indicator ($\eta$) on each odometry execution period, in order to estimate the remaining time to overtake the fixed malfunction threshold. Equation (24) defines the fail-aware indicator, where $\sigma_{\psi\psi}$ is the estimated heading standard deviation and $\sigma_{\psi\psi}$ is identified as the variable most correlated with the localisation error; once again, regarding the error results in sequences 00 and 03.

For this reason, $\sigma_{\psi\psi}$ is useful to evaluate the fail-aware indicator. The second derivative of $\sigma_{\psi\psi}$ is used, representing the heading error acceleration, so how fast or slow this magnitude changes is used as a determinant to find the estimated time of reaching the malfunction threshold. If the acceleration of $\sigma_{\psi\psi}$ is low, the estimated time window is large and the trajectory planner has more time to perform an emergency manoeuvre. On the other hand, if the acceleration of $\sigma_{\psi\psi}$ is high, the estimated time window be decisive with respect to stopping the car safely in a short time.

The acceleration of $\sigma_{\psi\psi}$ can be positive or negative, but the main idea is to accumulate the absolute value for all the odometry interactions, in order to have an indicator that allows us to know the estimated time window. The limit time $t_1$ in the addition term represents when the LiDAR odometry system starts to work as a redundant system for localisation tasks. In this way, the speed $\eta$ is calculated as the difference between two consecutive $\eta$ values, in order to assess the time to reach the malfunction threshold. Figure 18 shows the behaviour of the fail-aware algorithm. In all the use-case studies, the Euclidean error $[x, y]$ is approximated as 0.6 m when the malfunction threshold is exceeded. The Euclidean XY error depicted in the image is calculated by comparing the LiDAR localisation and the available GT. The fail-aware algorithm provides a continuous diagnostic value of the LiDAR system, allowing for the development of more robust and safe autonomous vehicles.

$$\eta = \sum_{t=t1}^{\infty} \left\| \frac{d^2}{dt^2} \sigma_{\psi\psi} \right\|$$

(24)
Figure 18. Fail-aware process. Sequence results 03. (a) Evolution of the signal standard deviation of $\hat{\psi}$ estimated by the filter ($\sigma_{\psi}$). (b) Representation of the failure threshold (red) and fail-aware indicator $\eta$ (blue). The green lines represent the equation to evaluate the time window to reach the failure threshold. (c) Euclidean $[x, y]$ error compared with the ground truth (GT) of the data set.

7. Experimental Analysis

7.1. KITTI Odometry Data Set Evaluation

The presented algorithm was extensively tested. A total of approximately 50,000 point clouds from different environments and with a multitude of situations were processed, representing a total of 19.5 km processed. We defined four categories—urban, country, urban/country, and highway—to label each of the processed sequences. Table 2 lists the translation and rotation errors obtained in each sequence as a result of applying [37] for evaluation. Two use-cases, 6-DoF and 3-DoF, were evaluated to quantify the improvement introduced in the case of 6-DoF. The results show that the odometry system worked for different scenarios, without showing considerable differences in the results. However, sequence 01 (Highway) had considerable translation and rotation errors for the 6-DoF and 3-DoF cases, mainly because the road had a lower number of characteristics in the highway scenario. The average results for 6-DoF were 1.00% and 0.0039 deg/m in translation and rotation, respectively. In the case of 3-DoF, where the state vector $\hat{x}(t)$ was defined by the variables $(x, y, \psi)$, the mean error values were 7.79% and 0.057 deg/m in translation and rotation, respectively. Figure 19 represents the results of processing sequence 00 in both cases.
Table 2. Numerical results when processing the sequences with 6-DoF or 3-DoF.

| Sequence | Scene       | 6-DoF Error       | 3-DoF Error       |
|----------|-------------|-------------------|-------------------|
|          |             | Translational [%] | Angular [deg/m]   | Translational [%] | Angular [deg/m]   |
| 00       | Urban       | 1.28              | 0.0051            | 9.87              | 0.0793            |
| 01       | Highway     | 2.36              | 0.0135            | 12.89             | 0.0462            |
| 02       | Urban/Country | 1.15             | 0.0028            | 4.42              | 0.0252            |
| 03       | Country     | 0.93              | 0.0024            | 12.54             | 0.0864            |
| 04       | Country     | 0.98              | 0.0033            | 1.34              | 0.0037            |
| 05       | Urban       | 0.45              | 0.0018            | 10.01             | 0.0682            |
| 07       | Urban       | 0.44              | 0.0034            | 3.39              | 0.0656            |
| 09       | Urban/Country | 0.64             | 0.0013            | 3.84              | 0.0219            |
| 10       | Urban/Country | 0.83             | 0.0017            | 12.29             | 0.0557            |

Figure 19. Visual results comparison using the 6-DoF and 3-DoF models in sequence 00.

On the other hand, the results analysed were evaluated with the integration of three or two measurements in the fusion system. The three-measurement fusion combined the three techniques described in the article, while the two-measurement fusion only combined the ICP-based techniques. Table 3 shows the translation and rotation errors for each sequence in both cases. In the case of fusing only two measures, the average result was 1.61% and 0.0046 deg/m in translation and rotation, respectively. Therefore, the system with the three-measurement fusion improved the odometry behaviour by 62.3%, as compared to that with two-measurement fusion.
Table 3. Results of processed sequences with and without applying feature detection and SVD in the measurement fusion process.

| Sequence | Scene        | Fusion with 3 Measures | Fusion with 2 Measures |
|----------|--------------|------------------------|------------------------|
|          |              | Translational [%]      | Angular [deg/m]        | Translational [%] | Angular [deg/m] |
| 00       | Urban        | 1.28                   | 0.0051                 | 1.31              | 0.0052          |
| 01       | Highway      | 2.36                   | 0.0135                 | 7.08              | 0.0122          |
| 02       | Urban/Country| 1.15                   | 0.0028                 | 1.21              | 0.0030          |
| 03       | Country      | 0.93                   | 0.0024                 | 0.97              | 0.0022          |
| 04       | Country      | 0.98                   | 0.0033                 | 0.69              | 0.0031          |
| 05       | Urban        | 0.45                   | 0.0018                 | 0.91              | 0.0052          |
| 07       | Urban        | 0.44                   | 0.0034                 | 0.63              | 0.0022          |
| 09       | Urban/Country| 0.64                   | 0.0013                 | 0.93              | 0.0014          |
| 10       | Urban/Country| 0.83                   | 0.0017                 | 0.84              | 0.0017          |

One of the most well-known sequences in the KITTI odometry database is 00, as it has been analysed and referenced in many SLAM and odometry papers, with an approximate length of 3.8 km. Figure 20 shows the results of processing it, where the components \((x, y, z, \psi)\) of the estimated state vector \(\hat{x}\) are represented, as well as the 2D path followed. All plots overlap the ground truth (GT) information with the odometry results. The algorithm behaved properly visually, but ended the sequence with error in all its variables: \(\text{error}_x = 3\) m, \(\text{error}_y = 4\) m, \(\text{error}_z = 0.6\) m, \(\text{error}_\alpha = 0.02\) rad, \(\text{error}_\theta = 0.002\) rad, and \(\text{error}_\psi = 0.007\) rad.

![Sequence 00 results](image)

Figure 20. Sequence 00 results.

Figure 21 shows the behaviour of the pitch and roll angles, where (concerning the previous representations) the similarities with the GT are not as evident, due to the angle normalisation done between \(\pm \pi\), besides putting in question whether the GT information was correct for the whole sequence.
Figure 21. Pitch and roll results for sequence 00.

Figure 22 shows the path of the sequences available in the database. Sequences 06 and 08 were removed from the results, as the GT was not correct in both of these sequences. For all cases, a correct behaviour can be seen, except for sequence 01, which shows significant error concerning the GT. This error comes from the scenario in which the test was carried out, an open road without objects, where characteristics could not be extracted and which lacked relevant points to apply the ICP techniques correctly. Errors were caused when a local minimum was detected, such that the integrated odometry process made the vehicle trajectory drift and increased the error in its evaluation.

Figure 22. Sequence results.
The bad results shown in sequence 01 identify a system malfunction. The fault was detected when processing the first point cloud, and the fail-aware indicator showed a considerable difference from that in a sequence with acceptable results. Figure 23a shows the fail-aware indicator for sequence 01, as compared with the indicator for sequence 03 shown in Figure 23b. The analysis shows that the estimated time to reach the incorrect operation threshold was lower in sequence 01 than in sequence 03, with values of 5 s and 40 s, respectively. Sequence 01 is characterised by a slow indicator change in its first seconds, estimating a failure time of approximately 10 s. However, after three seconds of operation, the indicator change increased considerably, reducing the failure time estimate to 5 s. The times listed were taken with regards to the beginning of the test; although, in a real scenario, these times are relative to the current instant. An estimated failure time of 5 s makes it practically impossible to carry out a safe stop manoeuvre. On the other hand, the speed of the indicator in sequence 03 is slow from the beginning of the test, and continues with a similar speed until reaching the failure threshold. As the indicator speed was slow, the system could operate with an error of less than 0.5 m for approximately 40 s, allowing the planning system to carry out a safe stop manoeuvre.
Figure 23. Dynamics of the fail-aware indicator: (a) Sequence 01 shows an estimated failure time of 5 s, which means that a high error is caused in a short time as a result of incorrect linear and angular localisation; (b) Sequence 03 shows an estimated failure time of 40 s.

On the other hand, Figure 24 shows the estimated height of all processed sequences. The good behaviour presented in the height estimation for six sequences should be noted. However, in sequences 01, 09, and 10, the estimated height was far from the GT. The poor odometry behaviour justifies the error in 01, but the errors in 09 and 10 are mainly due to the urban/country environment in which the sequences are developed, due to limited features to resolve the height estimate.
Finally, Figure 25 shows the estimated heading of each of the processed sequences. It is essential to highlight the excellent behaviour presented by the algorithm in practically all of them. However, the error at the end of 01 was 0.5 rad, much higher than that in the other sequences (i.e., close to 0.001 rad). This circumstance is essential to justify the excessive failure of 01.
7.2. Ranking Evaluation

In the set of listed algorithms in the KITTI odometry data set, there are a total of twenty-five pure LiDAR-based odometry algorithms, which we used to compare the results of the developed algorithm. Table 4 shows the first fifteen entries of the ranking where, between the LOAM and MDT-LO algorithms, the translation error is doubled. The implemented LiDAR odometry algorithm reached an average translation error of 1.00% and an average rotation error of 0.0039 deg/m; these errors were obtained when processing the totality of sequences for which the GT was available. The results achieved were encouraging, as they were within the first fifteen entries in a data set that is well-known at an international level by the scientific community. The ranked position was close to the 30th position, if all entries in the data set are considered. We believe these are quite acceptable results, considering those systems that have the objective of being redundant localisation systems in autonomous driving. In addition, the fail-aware functionality of the system adds a differentiating feature from the state-of-the-art. This feature allows the planning algorithms to compute safe trajectories even when the GPS localisation system fails, simply by using only our odometry method.

Table 4. Comparison of LiDAR-based methods ranked on KITTI data set.

| Method      | KITTI Ranking Position | Translational Error [%] | Angular Error [deg/m] | Fail-Aware |
|-------------|------------------------|-------------------------|-----------------------|------------|
| LOAM [11]   | 2                      | 0.55                    | 0.0013                |            |
| IMLS-SLAM   [38] | 4                      | 0.69                    | 0.0018                |            |
| MC2SLAM     [26]   | 5                      | 0.69                    | 0.0016                |            |
| LIMO2-GP [24] | 11                     | 0.84                    | 0.0022                |            |
| CAE-LO [25]  | 13                     | 0.86                    | 0.0025                |            |
| LIMO2       | 15                     | 0.86                    | 0.0022                |            |
| ICP-LO      | 16                     | 0.87                    | 0.0036                |            |
| CPG [39]    | 17                     | 0.87                    | 0.0025                |            |
| PNDT LO [40] | 22                     | 0.89                    | 0.0030                |            |
| LIMO        | 24                     | 0.93                    | 0.0026                |            |
| S4-SLAM     | 28                     | 0.98                    | 0.0044                |            |
| RIS         | 29                     | 0.98                    | 0.0026                |            |
| Ours        | -                      | 1.00                    | 0.0039                | x          |
| KF-SLAM     | 30                     | 1.00                    | 0.0041                |            |
| S4OM        | 34                     | 1.03                    | 0.0053                |            |
| NDT-LO      | 35                     | 1.05                    | 0.0043                |            |

8. Conclusions and Future Works

Although research and development into autonomous driving in recent decades has helped to achieve high SAE levels of automation, the presently existing control architectures are highly driver-dependent. Indeed, in the case of hardware failure, the driver must take control of the vehicle. However, to improve user acceptance of these systems, the vehicle itself should be able to solve the problem autonomously. This paper presents a LiDAR odometry system with an integrated fail-aware feature, which notifies high-level systems with the actual performance of our proposal. For instance, this allows a trajectory planner to plan a safe stop manoeuvre, guaranteeing the needed security in the environment.

In this paper, we presented a robust and scalable localisation system which, independently of the support or redundancy that it can offer to other systems, allows for fusion with any of the available localisation measures, improving its robustness in the measure. Thus, the fusion architecture presented reduces the undesirable consequences given in urban scenarios where the D-GPS measure may suffer from loss of accuracy due to satellite visibility.

Our proposal is based on a LiDAR-based odometry algorithm. An in-depth study of the topic was presented and it was pointed out that all existing odometry systems suffer from drift error in their
process. To minimize and possibly eliminate this issue, the proposed system fuses different LiDAR-based localisation measurements using a UKF filter. The filter implementation takes into account 6-DoF dynamic models, which improve the correction process of the point cloud sweep, correcting the deformation of the scene when it is captured from a moving platform with high angular velocities. The model also allows us to estimate the vehicle roll and pitch variables, in order to reduce the measurement noise.

ICP techniques have been widely applied in LiDAR odometry systems, but these techniques have the disadvantage of being slow, despite their high precision. Therefore, the presented approach integrates multiple measurement stages to improve the accuracy of the final measurement. The first stage is based on multiple ICPs of lesser precision but with starting seeds distributed to improve its precision in the final measurement. The second stage is based on applying constraints to the ICP minimisation process, improving the accuracy and the computation time. Finally, the third stage is focused on the detection of vertical corner features above the point clouds, in order to apply SVD and estimate the homogenous transform between point clouds. However, the results of the third stage are conditioned to the type of scene, as shown in the highway results of Sequence 01.

The obtained linear and angular errors when processing the KITTI odometry data set were 1.00% and 0.0039 deg/m, respectively. These results are ranked within the first fifteen methods based only on LiDAR odometry. Furthermore, the proposed algorithm introduces a dynamic fail-aware indicator, a function of the standard error deviation associated with the estimation of the yaw vehicle angle.

As this work presents a fail-aware system based on LiDAR odometry, it could assist other systems of the vehicle (which is part of our planned future work) to decrease the linear and angular errors associated with localisation. For this purpose, a new localisation measure based on semantic segmentation and machine learning techniques should be added. On the other hand, building high-definition 3D maps is a booming topic, which may solve many of the problems that autonomous driving is prone to at present. Therefore, integrating a global D-GPS measurement into the developed system may eliminate the drift, allowing us to build high-definition 3D maps.
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