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ABSTRACT. We consider Bayesian inverse problems wherein the unknown state is assumed to be a function with discontinuous structure a priori. A class of prior distributions based on the output of neural networks with heavy-tailed weights is introduced, motivated by existing results concerning the infinite-width limit of such networks. We show theoretically that samples from such priors have desirable discontinuous-like properties even when the network width is finite, making them appropriate for edge-preserving inversion. Numerically we consider deconvolution problems defined on one- and two-dimensional spatial domains to illustrate the effectiveness of these priors; MAP estimation, dimension-robust MCMC sampling and ensemble-based approximations are utilized to probe the posterior distribution. The accuracy of point estimates is shown to exceed those obtained from non-heavy tailed priors, and uncertainty estimates are shown to provide more useful qualitative information.

1. Introduction. Inverse problems aim at inferring information about unknown parameters $u \in U$ from observations $y \in Y$ and a model that relates parameters and observations. Denoting the model by $F: U \rightarrow Y$ and assuming additive observation errors $\varepsilon$, the relation between parameters, model and observations is

$$y = F(u) + \varepsilon. \quad (1)$$

In the Bayesian approach to inverse problems, one considers $u, y$ and $\varepsilon$ as random variables. In particular, one requires a distribution $p(u)$ that reflects prior knowledge about the parameters $u$. The solution to this Bayesian inverse problem is then the posterior distribution $p(u|y)$ of the parameters, defined via Bayes’ rule as

$$p(u|y) \propto p(y|u)p(u), \quad (2)$$

where ‘$\propto$’ means equality up to a normalization constant, and $p(y|u)$ is the likelihood derived from the forward model (1) and the distribution of the errors $\varepsilon$. The Bayesian approach to inverse problems has a long history [16,21]. While many important questions around the characterization of the posterior distribution remain, the main focus of this paper is on the choice of prior distributions for $u \in U$. In particular, we are interested in problems where $U$ is a space of functions defined over a domain $D \subset \mathbb{R}^d$, with $d \in \{1, 2, 3\}$, and we have the prior knowledge that the true
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parameter might be a discontinuous function over $\mathcal{D}$. Samples from the prior distribution $p(u)$ should thus include discontinuous (or approximately discontinuous) functions. This is known to be a challenging problem, and the aim of this paper is to propose a novel method based on Bayesian neural network parameterizations to define $p(u)$.

**Approach.** We study neural network priors with weights drawn from $\alpha$-stable distributions as proposed in [27]. In Figure 1, we compare samples generated with such neural network priors with Cauchy and Gaussian weights, which are $\alpha$-stable random variables with $\alpha = 1, 2$. As can be seen, neural networks with Cauchy weights generate samples that have large jumps, compared to those with Gaussian weights. This behavior is due to the heavy tails of Cauchy distributions, resulting in strongly re-scaled neural network activation functions that visually appear as discontinuities in the network outputs. The prior we propose builds on this observation. To study its properties, we first summarize known theoretical results on the convergence of neural networks with $\alpha$-stable weights in the limit of infinite width. Then, for finite-width networks, we present results on the distribution of pointwise derivatives of the output and use them to explain the behavior shown in Figure 1.

We also discuss practical methods to condition these neural network priors with observations using optimization as well as sampling methods.

**Contributions.** The main contribution of this work are as follows. (1) For finite-width networks, we prove that the distribution of the derivative of the output function at an arbitrary but fixed point is heavy-tailed provided the weights in the network are heavy-tailed. This explains the large jumps in the output function generated by certain neural networks. (2) We discuss practical methods to condition these neural network priors using observations, and present a comprehensive numerical study using image deconvolution problems in one and two space dimensions.
**Paper outline.** The outline of this work is as follows. In Sec. 2, we review existing priors for Bayesian inverse problems and introduce neural network priors with general $\alpha$-stable distributed weights. We provide a systematic discussion of the properties of neural network priors both in the cases of infinite width and finite width. In Sec. 3, we review the Bayesian approach for inverse problems and discuss optimization and sampling methods to explore the posterior distribution. In Sec. 4, we study the numerical performance of different neural network priors using two deblurring examples with discontinuous parameter functions. Finally, we draw conclusions and point out potential research directions in Sec. 5.

2. Prior modeling with neural networks. Here, we review priors for infinite-dimensional Bayesian inverse problems and study properties of neural network priors. We provide an overview of existing priors for Bayesian inverse problems in Sec. 2.1. In Sec. 2.2, we propose functions parameterized using neural networks with random weights as priors. Numerical tests motivate using neural networks with weights drawn from $\alpha$-stable distributions as priors for discontinuous parameter functions. We introduce $\alpha$-stable distributions in Sec. 2.3. In Sec. 2.4, we provide a review of the limiting properties of Bayesian neural networks with Gaussian and $\alpha$-stable ($0 < \alpha < 2$) weights as the width of network layers goes to infinity. We present our main results on neural network priors with finite width in Sec. 2.5.

2.1. Related literature. We consider priors for unknown parameter functions $u$ defined over a domain $\mathcal{D}$. One approach to infinite-dimensional Bayesian problems is to first discretize all functions and use a finite-dimensional perspective [11, 22]. Methods building on this approach may suffer from a dependence on the discretization, i.e., their performance may degrade as the discretization is refined. Alternatively, one can analyze and develop methods for Bayesian inverse problems in function space and then discretize them [33]. This approach typically avoids mesh dependence but is theoretically more challenging. We follow the latter approach, i.e., construct priors in function space.

Priors encode a priori available information about the unknown function $u$. A common choice are Gaussian priors, for which a vast number of theoretical and computational results are available [5, 30, 33]. A sample $u$ from a Gaussian prior can be constructed using, e.g., the Karhunen-Loève expansion [30]. Let $\{\varphi_j, \rho_j^2\}_{j=1}^\infty$ be a set of orthonormal eigenfunctions and eigenvalues of a positive definite, trace-class covariance operator $C_0 : \mathcal{U} \rightarrow \mathcal{U}$, and let $\{\xi_j\}_{j=1}^\infty$ be an i.i.d. sequence $\xi_j \sim \mathcal{N}(0, 1)$. Then

$$u := m_0 + \sum_{j=1}^\infty \rho_j \xi_j \varphi_j$$

is distributed according to $\mathcal{N}(m_0, C_0)$, where $m_0 \in \mathcal{U}$ is the mean. Examples of covariance operators are Matérn covariance operators and fractional inverse powers of elliptic differential operators. One can show that samples from these Gaussian priors are almost surely continuous [33]. However, this might not always be desirable. For example, in many practical problems, the unknown function $u$ might have discontinuities. Thus, a prior that allows for discontinuous samples might be preferable to a Gaussian prior.

Several priors have been proposed to overcome the limitations of Gaussian priors. For example, total variation priors based on the total variation regularization [9, 18, 25] can be defined for a fixed discretization. However, these priors converge to
Gaussian fields as the mesh is refined, which is referred to as lack of discretization invariance in [25]. That is, total variation priors depend on the discretization, which is undesirable from an infinite-dimensional perspective. Non-Gaussian priors can also be based on generalizations of the expansion (3) with non-Gaussian coefficients. For instance, when \( \{ \phi_j \}_{j=1}^\infty \) is a wavelet basis of \( \mathcal{U} \), Besov priors are obtained if \( \{ \xi_j \}_{j=1}^\infty \) are i.i.d. random variables with probability density function \( p_{\xi}(z) \propto \exp \left( -\frac{1}{2} |z|^q \right) \) [13]. This results in a non-Gaussian discretization-invariant prior that is able to produce discontinuous samples. However, choosing a proper wavelet basis for Besov priors is challenging and the location of discontinuities depends on this basis [13, 24].

Due to properties related to their heavy tails, \( \alpha \)-stable processes have recently been proposed as priors [7, 34]. These can be realized by choosing for \( \{ \xi_j \}_{j=1}^\infty \) in (3) i.i.d. \( \alpha \)-stable distributions. The processes are well-defined in function space [34] and due to their heavy tails, they can take on extreme values and thus incorporate large jumps. Variations of \( \alpha \)-stable processes were proposed, e.g., the Cauchy difference prior [26] and the Cauchy Markov random field [8]. Such priors are difficult to sample in high dimensional problems [26].

Priors based on neural networks have been considered [2, 27]. One ongoing research direction in constructing neural network priors are generative methods, which can tailor priors to a specific application and are then used in inference problems [1, 2]. An alternative approach is constructing Bayesian neural networks, i.e., to use neural networks to parameterize functions [27] and assume that the weights in the neural network are random variables. Here, we follow this latter approach and thus introduce Bayesian neural networks next.

### 2.2. Neural network priors.

Motivated by their relation to Gaussian processes under certain conditions [14, 27], neural networks can be used to construct priors in function space. These novel priors are defined as parameterizations given by a neural network with random weights drawn from specific distributions. The network is defined on a spatial domain \( \mathcal{D} \subseteq \mathbb{R}^{D_0} \), where \( D_0 = d \) is the dimension of the input space. Let \( \Psi(w) : \mathcal{D} \rightarrow \mathbb{R} \) denote the neural network, where \( w \) summarizes all weights in the neural network. The network (we only consider general fully connected networks) consists of \( L \) hidden layers and its structure is

\[
\begin{align*}
    h^{(0)}(x) &= x, \\
    h^{(l+1)}(x) &= \phi \left( b^{(l)} + V^{(l)} h^{(l)}(x) \right), \quad l = 0, \ldots, L-1, \tag{4a} \\
    u(x) &= V^{(L)} h^{(L)}(x), \tag{4c}
\end{align*}
\]

where \( h^{(l)}(x) \) is the \( l \)-th hidden layer vector with width \( D_l \). The matrices \( V^{(l)} \in \mathbb{R}^{D_{l+1} \times D_l} \), for \( 0 \leq l < L \), and \( V^{(L)} \in \mathbb{R}^{1 \times D_L} \) are the weights of the \( l \)-th hidden layer and the output layer, respectively, and \( b^{(l)} \in \mathbb{R}^{D_{l+1}} \) is the bias of the \( l \)-th hidden layer. We denote the output of the neural network as \( u(x) \) for input \( x \). Note that, in general, \( u \) can be vector-valued, but for simplicity we consider only scalar-valued \( u \) in this paper. The function \( \phi : \mathbb{R} \rightarrow \mathbb{R} \) denotes a nonlinear activation function in the neural network, which acts on vectors component-wise.

We will mainly use the hyperbolic tangent function \( \tanh(\cdot) \) as activation in this paper. Since this is a smooth function, the input-to-output mapping of the neural network is smooth too. In particular, while samples generated by these networks
appear to be discontinuous, they are continuous but have very sharp jumps that visually appear to be discontinuities.

We consider priors parameterized using (4) with weights \( w \) drawn from certain distributions. Such neural network priors are flexible: one can change the distributions on the weights or the number and widths of the hidden layers to obtain different priors. One choice of weight distribution is Gaussian [27, 35], but non-Gaussian weights have also been studied [15, 27]. In this paper, we consider neural network priors with weights drawn from \( \alpha \)-stable distributions (0 < \( \alpha \) ≤ 2), in particular, Cauchy and Gaussian distributions (i.e., \( \alpha = 1 \) or \( \alpha = 2 \)).

To illustrate the difference between neural network priors with Cauchy and Gaussian weights, we show realizations from both neural networks in one dimension in Figure 2. Here, we use the neural network structure in (4) with three hidden layers of widths [80, 80, 100]. The distributions assigned to the weights are the standard Cauchy and Gaussian distributions. We observe that the realizations of the neural network prior with Cauchy weights have large jumps while realizations with Gaussian weights tend to be smooth. This is the same behavior as observed in two dimensions in Figure 1.

Note that realizations of neural network priors tend to exhibit larger variations closer to the origin, i.e., the resulting processes are non-stationary. To illustrate why this is the case, we consider a simplified neural network with a one-dimensional input, one hidden layer, and \( V^{(0)} \) ∈ \( \mathbb{R}^{D_1} \) is a vector of all ones:

\[
u(x) = \sum_{i=1}^{D_1} V_i^{(1)} H \left( x - b_i^{(0)} \right),
\]

where the activation function \( H \) is taken to be the Heaviside function for illustration purposes. For fixed biases \( b_i^{(0)} \), the network output is a random walk with jumps occurring at each \( b_i^{(0)} \) with magnitude \( V_i^{(1)} \). Thus, if the biases \( b_i^{(0)} \) are concentrated around zero (as in a Cauchy or Gaussian distribution), more jumps occur near the origin. If one wishes to reduce this non-stationarity, \( b_i^{(0)} \) could be taken to be uniformly distributed in some zero-centered interval. However, this will not guarantee stationarity for more general networks.
2.3. α-stable distributions. In the previous section, we reviewed neural networks and how to consider their outputs as priors for Bayesian inverse problems. Before moving to the theoretical discussion of neural network priors with α-stable weights ($0 < \alpha \leq 2$), we review scalar α-stable distributions.

First introduced by Lévy, α-stable distributions are a class of heavy-tailed distributions, which have a large probability of attaining extreme values. Given scalars $\alpha \in (0, 2]$ (the stability parameter) and $\gamma > 0$ (the scaling parameter), the α-stable distribution $\text{St}(\alpha, \gamma)$ may be defined by its characteristic function

$$\Phi(t) = \mathbb{E} \left[ \exp \left( it\text{St}(\alpha, \gamma) \right) \right] = e^{-\gamma \alpha |t|^\alpha}.$$

Additional parameters representing skew and location may also be introduced, though we consider these fixed at zero in this article. The absolute moment of an α-stable random variable $\text{St}(\alpha, \gamma)$, i.e., $\mathbb{E} \left[ |\text{St}(\alpha, \gamma)|^\beta \right]$, is finite when $\beta \in [0, \alpha)$ and infinite when $\beta \in [\alpha, \infty)$. A key property of α-stable distributions is that they are closed under independent linear combinations [4] leading to generalizations of central limit theorems beyond the Gaussian regime [17].

Note that $\text{St}(2, \gamma)$ coincides with $\mathcal{N}(0, 2\gamma^2)$, i.e., a mean-zero Gaussian random variable. Another special case of an α-stable distribution is the Cauchy distribution for $\alpha = 1$. It has the probability density function

$$f(x; \gamma) = \frac{1}{\pi \gamma} \left( \frac{\gamma^2}{x^2 + \gamma^2} \right),$$

where the scaling parameter $\gamma$ specifies the half-width at half-maximum (HWHM). In general, for $\alpha \neq 1, 2$, the density of $\text{St}(\alpha, \gamma)$ may not be expressed analytically.

As discussed above, we construct different neural network priors by using different α-stable distributions ($0 < \alpha \leq 2$) on the weights. Gaussian and Cauchy neural network priors are obtained for $\alpha = 1, 2$, respectively. It is possible to define neural network priors with weights drawn from general α-stable distributions, but in practice this is complicated by the lack of analytic forms. In the following, we study theoretical results for general α-stable distributions but only show numerical experiments from neural network priors with Gaussian and Cauchy weights.

2.4. Output properties of infinite-width neural network priors. We have seen that realizations of neural networks with Cauchy weights have jumps, while realizations of networks with Gaussian weights tend to be smooth; see Figures 1 and 2. In this section, we review the convergence of neural networks with different weight distributions in the limit of infinite width [14, 27]. The results are stated for Gaussian ($\alpha = 2$) and α-stable distributions ($0 < \alpha < 2$).

2.4.1. Gaussian weights. Here we summarize theoretical results for Gaussian neural networks as the widths of the hidden layers approach infinity. We start with the case of one hidden layer, i.e., (4) has the form

$$h_{i}^{(1)}(x) = \phi \left( b_{i}^{(0)} + \sum_{j=1}^{D_{0}} V_{ij}^{(0)} x_j \right),$$

$$u_{D_{1}}(x) = \frac{1}{\sqrt{D_{1}}} \sum_{i=1}^{D_{1}} V_{i}^{(1)} h_{i}^{(1)}(x),$$

where $V_{ij}, b_{i}, h_{i}$ are the components of $V, b, h$, respectively. We denote the $j$-th component of $x$ as $x_j$. The normalization factor $\frac{1}{\sqrt{D_{1}}}$ could also be absorbed into
the variance of the Gaussian distribution. Then, for Gaussian weights, the output converges to a Gaussian distribution when the width of the hidden layer goes to infinity, as summarized in the following theorem from [27].

**Theorem 2.1.** Consider the neural network (5) with all weights following Gaussian distributions, i.e., $V_{ij}^{(0)}$, $V_{ij}^{(1)} \overset{iid}{\sim} \mathcal{N}(0, \sigma_V^2)$, $b_i^{(0)} \overset{iid}{\sim} \mathcal{N}(0, \sigma_b^2)$. Assume that the activation function $\phi(\cdot)$ is bounded and fix the input $x$. Then, as the width $D_1 \to \infty$, the output $u_{D_1}(x)$ converges to a Gaussian distribution $\mathcal{N}(0, \sigma_D^2(x))$, with

$$ \sigma_D^2(x) = \sigma_V^2 \mathbb{E} \left[ (h_1^{(1)}(x))^2 \right]. \quad (6) $$

More generally, one can show that in the limit of infinite width, the process $u_{D_1}$ is distributed as a centered Gaussian process with kernel

$$ K(x, x') = \sigma_V^2 \mathbb{E} \left[ h_1^{(1)}(x) h_1^{(1)}(x') \right]. $$

If we further assume that $\phi(h_1^{(1)}(x))$ has a finite second moment, one can prove a similar result for neural networks with multiple hidden layers by induction [14].

2.4.2. $\alpha$-stable weights ($0 < \alpha < 2$). We now consider the case that all the weights of the neural network are drawn from an $\alpha$-stable distribution with $\alpha \in (0, 2)$. As $D_L$ approaches infinity, we study the convergence of the weighted sum

$$ u_{D_L}(x) = \frac{1}{D_L^{1/\alpha}} \sum_{i=1}^{D_L} V_i^{(L)} h_i^{(L)}(x), \quad (7) $$

where $V_i^{(L)}$ satisfies the $\alpha$-stable distribution and $h_i^{(L)}$ is the $i$-th node of the last hidden layer defined as

$$ h_i^{(L)}(x) = \phi \left( b_i^{(L-1)} + \sum_{j=1}^{D_{L-1}} V_{ij}^{(L-1)} h_j^{(L-1)}(x) \right). \quad (8) $$

Note that for a fixed input $x$, $\{h_j^{(L)}(x), V_j^{(L)}\}_{j=1}^{D_{L-1}}$ are pairwise independent and each $h_i^{(L)}(x)$ follows the same distribution. Thus, we neglect the indices and simply use $h(x) := h_i^{(L)}(x)$. By letting the width of each hidden layer tend to infinity, it is shown in [15] that the final output also converges to an $\alpha$-stable distribution. The precise result is stated next.

**Theorem 2.2.** Assume that all the weights of (7) are i.i.d., and follow an $\alpha$-stable distribution with scale parameter $\gamma$, where $\alpha \in (0, 2)$. Assume also that the activation $\phi(\cdot)$ satisfies that $\mathbb{E} [h(x)]^\alpha < \infty$, where $h_i^{(L)}(x)$ is defined in (8). Then, as $D_L \to \infty$, the output $u_{D_L}(x)$ converges in distribution to an $\alpha$-stable random variable $u(x)$ with characteristic function $\Phi_{u(x)}(t) = \exp (-|t|^\alpha \mathbb{E} [h(x)]^\alpha)$.

We note that the assumption $\mathbb{E} [h(x)]^\alpha < \infty$ in the theorem always holds for bounded activation functions such as $	anh(\cdot)$ and $\text{sgn}(\cdot)$.

2.5. Outputs of neural network priors with finite width. Since infinite-width neural networks are not practical, we next consider neural network priors with finite width. In particular, we study the distribution of the output’s derivative at a fixed point $x$. We distinguish two cases, namely neural networks with heavy-tailed (e.g., Cauchy) weights and with finite moment (e.g., a Gaussian) weights.
We start with the case of a single hidden layer. We first assume that the input is one-dimensional and extend the result to multi-dimensional input later. The network (4) becomes
\[ u(x) = \sum_{i=1}^{D_1} V_i^{(1)} \phi \left( V_i^{(0)} + V_i^{(0)} x \right). \] (9)
Assuming \( \phi \) is differentiable, the gradient of \( u(x) \) with respect to \( x \) is
\[ u'(x) = \sum_{i=1}^{D_1} V_i^{(1)} V_i^{(0)} \phi'(b_i^{(0)}) + V_i^{(0)} x. \] (10)

We now show that the distribution of the derivative (10) is heavy-tailed if the weights from the input to the hidden layer follow a heavy-tailed distribution. A distribution is referred to as heavy-tailed if its tail is heavier than an exponential distribution. The formal definition is given next.

**Definition 2.3.** A random variable \( X \) with cumulative distribution function \( F_X(x) \) is said to be heavy-tailed if
\[ \int_{-\infty}^{\infty} e^{tx} dF_X(x) = \infty \quad \text{for all} \ t > 0. \]

To motivate our interest in (10), consider the Taylor expansion of \( u \) at a point \( x \),
\[ u(x + \delta) - u(x) = u'(x)\delta + o(\delta), \]
where \( |\delta| \) is small. When, for fixed \( x \), \( u'(x) \) follows a heavy-tailed distribution, the difference \( |u(x + \delta) - u(x)| \) is very large with a non-negligible probability, resulting in a large jump in \( u \). To study when (10) is heavy-tailed, we first consider \( V_i^{(0)} \phi'(b_i^{(0)}) + V_i^{(0)} x \). To simplify notation, we neglect indices and introduce the random variable
\[ G := V \phi'(B + V x), \] (11)
which depends on the i.i.d. heavy-tailed and general symmetric random variables \( V \) and \( B \), respectively. We next show that the distribution of \( G \) is heavy-tailed for appropriate activation functions. Recall that for two measurable spaces \( X, Y \) with \( \mu \) being a measure on \( X \) and a measurable function \( f : X \to Y \), the induced measure \( \nu \) on \( Y \) defined by \( \nu(A) = \mu(f^{-1}(A)) \), for any measurable set \( A \), satisfies
\[ \mathbb{E}_{x \sim \mu}(f(x)) = \int_X f(x) \mu(dx) = \int_Y y \nu(dy) = \mathbb{E}_{y \sim \nu} y. \] (12)
The following theorem states the main results.

**Theorem 2.4.** Assume that in (11), \( V \) follows a symmetric heavy-tailed distribution and \( B \) is a symmetric random variable. Furthermore, assume that \( \phi(\cdot) \) is differentiable and its derivative is bounded away from zero, i.e., \( |\phi'(\cdot)| \geq c > 0 \). Then the distribution of \( G \) is heavy-tailed.

**Proof.** We denote the joint cumulative distribution function of \( V \) and \( B \) as \( F_{V,B}(\cdot, \cdot) \), and the cumulative distribution functions of \( V \) and \( B \) as \( F_V(\cdot) \) and \( F_B(\cdot) \), respectively. For \( t > 0 \), using (12), we have
\[ \int_{\mathbb{R}} e^{t |g|} dF_G(g) = \mathbb{E}_{V,B} \left[ e^{t |V \phi'(B + V x)|} \right] = \int_{\mathbb{R}} \int_{\mathbb{R}} e^{t |\nu(\phi'(V + V x))|} dF_{V,B}(v,b) \]
\[ = \int_{\mathbb{R}} \int_{\mathbb{R}} e^{t |\nu(\phi'(V + V x))|} dF_V(v) dF_B(b), \]
since $V$ and $B$ are independent. The boundedness of $\phi$ from below implies
\[
\int_{\mathbb{R}} e^{c|g|} dF_G(g) \geq \int_{\mathbb{R}} \int_{\mathbb{R}} e^{c|v|} dF_V(v) dF_B(b) \geq \int_{\mathbb{R}} e^{c|v|} dF_V(v) = \infty,
\]
where we used $\int_{\mathbb{R}} dF_B(b) = 1$ and that $V$ is heavy-tailed. Thus, $G$ is heavy-tailed.

We note that the assumption of the derivative bounded from below is satisfied for most activation functions including leaky-ReLU and SeLU. Furthermore, we can apply this theorem to more activation functions, e.g., $\tanh(\cdot)$, ReLU, by using $\tilde{\phi}(x) = \phi(x) + \varepsilon x$, with small $\varepsilon > 0$. Having established that each $V_i^{(0)} \phi'(b_i^{(0)} + V_i^{(0)} x)$ in (10) is heavy-tailed, we next show that $u'(x)$ is also heavy-tailed. We first formulate a basic lemma, whose proof can be found in the appendix.

**Lemma 2.5.** If $X$ is a heavy-tailed random variable and $Y$ is an independent symmetric continuous random variable, then we have the following properties:

(i) The product of $XY$, is also a heavy-tailed random variable.

(ii) If we further assume that $Y$ is also heavy-tailed, then the sum of $X + Y$, is also a heavy-tailed random variable.

We now show that all components of the gradient (10) are heavy-tailed under the assumptions in Theorem 2.4. Note that we only require the weights in the last hidden layer to the output to be symmetric continuous random variables. While the result above is for one-dimensional input $x$, the generalization to multi-dimensional input $x$ by considering the partial derivatives is straightforward. A neural network with multi-dimensional input $x$ and one hidden layer is given as

\[
u(x) = \sum_{i=1}^{D_1} V_i^{(1)} \phi \left( b_i^{(0)} + \sum_{j=1}^{D_0} V_{ij}^{(0)} x_j \right). \tag{13}
\]

The next theorem extends Theorem 2.4 to networks of the form (13).

**Theorem 2.6.** Assume $V_{ij}^{(0)}, b_i^{(0)}$ follow i.i.d. heavy-tailed and symmetric distributions, respectively, and $V_i^{(1)}$ are i.i.d. symmetric continuous random variables. Further assume that $\phi(\cdot)$ is differentiable and its derivative is bounded away from zero. Then, for a fixed $x$, the partial derivatives of (13),

\[
\partial_{x_k} \nu(x) = \sum_{i=1}^{D_1} V_i^{(1)} V_{ik}^{(0)} \phi' \left( b_i^{(0)} + \sum_{j=1}^{D_0} V_{ij}^{(0)} x_j \right) \tag{14}
\]

are also heavy-tailed.

The proof follows by using that each component is heavy-tailed. Next, we prove our main theorem for neural networks with multiple hidden layers and weights from heavy-tailed and finite-moments distributions.

**Theorem 2.7.** Assume the neural network (4) and that $b^{(l)}$ are symmetric random variables for $l = 0, \ldots, L - 1$. Furthermore, assume that $\phi(\cdot)$ is differentiable, and its derivative is bounded and bounded away from zero. Then, for a fixed $x$, the distribution of $\partial_{x_k} \nu(x)$ satisfies:

(i) If the weights in $V^{(l)}$ are i.i.d. symmetric heavy-tailed and $V^{(L)}$ are i.i.d. symmetric continuous random variables, then all $\partial_{x_k} \nu(x)$ are heavy-tailed.
(ii) If \( V^{(l)} \) are i.i.d. symmetric random variables of finite \( k \)-th order moment, then all \( \partial_{x_k} u(x) \) have finite moment of \( k \)-th order.

Proof. We use induction for the proof. The partial derivative is

\[
\partial_{x_k} u(x) = \sum_{i=1}^{D_k} V_i^{(L)} \phi'(b_i^{(L-1)} + \sum_{j=1}^{D_{L-1}} V_{ij}^{(L-1)} h_j^{(L-1)}(x)) \left( \sum_{j=1}^{D_{L-1}} V_{ij}^{(L-1)} \partial_{x_k} h_j^{(L-1)}(x) \right),
\]

where \( \partial_{x_k} h_j^{(L-1)}(x) \) is the partial derivative of the \( j \)-th component of the \((L-1)\)-th hidden layer.

We consider first case (i). In Theorem 2.6, for one hidden layer, we have shown that the distribution of the partial derivative is heavy-tailed. We assume that this argument holds for neural networks with \( L - 1 \) hidden layers. It is easy to see that

\[
\sum_{j=1}^{D_{L-1}} V_{ij}^{(L-1)} \partial_{x_k} h_j^{(L-1)}(x)
\]

is also heavy-tailed using Lemma 2.5 and since each component is the partial derivative of the output of a neural network of \( L - 1 \) hidden layers and . Since \( \phi'(\cdot) \) is bounded away from zero, \( V_i^{(L)} \phi'(b_i^{(L-1)} + \sum_{j=1}^{D_{L-1}} V_{ij}^{(L-1)} h_j^{(L-1)}(x)) \) is heavy-tailed following the proof in Theorem 2.4, and thus that (15) is also heavy-tailed by Lemma 2.5.

For case (ii), we start with a one-hidden-layer neural network given by

\[
u(x) = \sum_{i=1}^{D_1} V_i^{(1)} \phi \left( b_i^{(0)} + \sum_{j=1}^{D_0} V_{ij}^{(0)} x_j \right),\]

with corresponding partial derivative

\[
\partial_{x_k} u(x) = \sum_{i=1}^{D_1} V_i^{(1)} V_{ij}^{(0)} \phi' \left( b_i^{(0)} + \sum_{j=1}^{D_0} V_{ij}^{(0)} x_j \right).
\]

Note that \(|\phi'(\cdot)|\) is bounded by the assumption. Therefore, the partial derivative of the output has finite \( k \)-th moment since \( V_i^{(1)} \), \( V_{ij}^{(0)} \) are i.i.d. random variables of finite \( k \)-th moment. We now assume that the result holds for any neural network with \( L - 1 \) hidden layers. Then (16) has finite \( k \)-th moment since both \( V_{ij}^{(L-1)} \) and \( \partial_{x_k} h_j^{(L-1)}(x) \) have finite \( k \)-th moment and are independent of each other. This implies that the partial derivative in (15) also has finite \( k \)-th moment. Thus, the result follows by induction. \( \square \)

Again, note that the results in this section hold for heavy-tailed weights, which includes \( \alpha \)-stable weights. From Theorem 2.7, one can see that the derivative of the neural network output with Gaussian weights has finite moments, which implies smooth outputs in practice. In contrast, the derivative of the neural network output is heavy-tailed if all the weights before the last hidden layer are \( \alpha \)-stable distributed, \( 0 < \alpha < 2 \). This implies that the derivative of the output can have extreme values with non-negligible probability and thus the corresponding neural network outputs can have large jumps, emulating discontinuities even when the activation function is smooth. Furthermore, we only assume the weights before the last hidden layer to be \( \alpha \)-stable. Biases can follow any symmetric random distribution. For the numerical
experiments in Sec. 4, we study one type of such neural network priors, which has Cauchy random variables as the weights except for the last hidden layer, which has Gaussian weights. We refer to this setup as the Cauchy-Gaussian prior.

3. Bayesian inference with neural network priors. In this section, we study Bayesian inverse problems in function space with neural network priors. We first use observation data to define the posterior on the weights. Several approaches to probe the posterior distribution are then discussed, including maximum a posterior (MAP) estimation via optimization, and Markov chain Monte Carlo (MCMC) sampling.

In the Bayesian approach, one treats the inverse problem as statistical inference of the function $u$ in a function space $\mathcal{U}$. This amounts to finding the posterior distribution of $u$ that reflects the prior information and the observations. The forward map is the parameter-to-observable operator $\mathcal{F} : \mathcal{U} \to \mathbb{R}^{N_{\text{obs}}}$ that maps the parameter field $u$ to observations in $\mathbb{R}^{N_{\text{obs}}}$, where $N_{\text{obs}}$ is the dimension of the observables. We assume additive Gaussian errors $\varepsilon \sim \mathcal{N}(0, \eta^2 I_{N_{\text{obs}}})$, so that the observations are

$$y_{\text{obs}} = \mathcal{F}(u) + \varepsilon. \quad (18)$$

Hence, the likelihood for given $u$ is

$$p(y_{\text{obs}} | u) \propto \exp \left( -\frac{1}{2\eta^2} \| \mathcal{F}(u) - y_{\text{obs}} \|^2_2 \right).$$

Given a prior measure $\mu^0$, the posterior measure $\mu^y$ of $u$ is defined via Bayes’ rule

$$\frac{d\mu^y}{d\mu^0} = \frac{1}{Z} p(y_{\text{obs}} | u), \quad (19)$$

where the left-hand side is the Radon–Nikodym derivative of the posterior measure $\mu^y$ with respect to the prior measure $\mu^0$ and $Z = \int_{\mathcal{U}} p(y_{\text{obs}} | u) \, d\mu^0$ is the normalization constant.

Note that in infinite dimensions, Bayes’ formula cannot be written in terms of probability density functions since there is no Lebesgue measure against which to define the densities of the prior and posterior distributions. Thus, finite-dimensional approximations of the prior and posterior distributions are proposed in [5, 11]. In particular, we assume that the prior distribution is approximated by a finite-dimensional measure $\mu^0$, which is absolutely continuous with respect to the Lebesgue measure $\lambda$; the resulting posterior $\mu^{y,h}$ is then also absolutely continuous with respect to $\lambda$. If we define $p_{\text{post}}(u | y_{\text{obs}})$ and $p_{\text{prior}}(u)$ as the Lebesgue densities of $\mu^{0,h}$ and $\mu^{y,h}$, respectively, we have

$$p_{\text{post}}(u | y_{\text{obs}}) = \frac{d\mu^{y,h}}{d\lambda} = \frac{d\mu^{y,h}}{d\mu^{0,h}} \frac{d\mu^{0,h}}{d\lambda} \propto p(y_{\text{obs}} | u)p_{\text{prior}}(u). \quad (20)$$

In this paper, we estimate $u$ defined by the the finite-dimensional network parameterization. The output of the neural network is a function of the weights, which we denote by $u = \Psi(w)$, where $w$ represents the weights inside the neural network. This connects the weights $w$ with the observations $y_{\text{obs}}$ as

$$y_{\text{obs}} = \mathcal{F}(\Psi(w)) + \varepsilon.$$ 

This allows one to infer $u$ by learning the posterior distribution on the weights of the neural network instead. Again, the posterior measure $\mu^y_w$ on the weights can be
computed by Bayes’ rule as
\[
\frac{d\mu_0}{d\mu_w} \propto p(y_{\text{obs}}|w), \tag{21}
\]
where \(p(y_{\text{obs}}|w)\) is the likelihood for given weights \(w\). The finite-dimensional equation (21) can be expressed in terms of densities. For the prior density on \(w\), we use the product of one-dimensional densities on each component.

3.1. **Posterior approximation based on minimizers.** Here, we give an overview of methods that approximate the posterior distribution using optimization. Minimization-based point estimation only provides limited uncertainty information, but it is computationally much cheaper than sampling, which we discuss in Sec. 3.2.

3.1.1. **MAP estimation.** A widely-used estimation of the posterior (21) is maximum a posteriori (MAP) estimation. MAP estimates \(w_{\text{map}}\) are obtained by maximizing the posterior distribution \(p_{\text{post}}(w|y_{\text{obs}})\):
\[
w_{\text{map}} = \arg\max_w p_{\text{post}}(w|y_{\text{obs}}).
\]

This is equivalent to
\[
w_{\text{map}} = \arg\min_w J(w) := \frac{1}{2\eta^2} \|F(\Psi(w)) - y_{\text{obs}}\|_2^2 + R(w), \tag{22}
\]
where \(R(w) := -\log(p_{\text{prior}}(w))\) is the regularization term. We assume that the prior on \(w\) is an \(\alpha\)-stable distribution. Note that (22) is a non-convex optimization problem due to the presence of the neural network and due to a possibly non-linear map \(F\). It is thus not guaranteed (and even unlikely) that we find the global minimum numerically. Instead, we likely find a local minimizer, which we denote by \(w_{\text{loc}}\). Which local minimizer is found may depend on the initialization of the optimization algorithm and the algorithm itself. We will use local minima to construct different approximations to the posterior distribution as discussed next.

3.1.2. **Laplace approximation.** Based on a local minimum \(w_{\text{loc}}\), the Laplace approximation is defined as the Gaussian distribution
\[
\mathcal{N}(w_{\text{loc}}, \nabla^2 J(w_{\text{loc}})^{-1}), \tag{23}
\]
where \(\nabla^2 J(w_{\text{loc}})\) denotes the Hessian of the objective function (22) at the local minimum \(w_{\text{loc}}\), assuming that it is positive definite. That is, the Laplace approximation replaces the true posterior using a Gaussian distribution centered at the \(w_{\text{loc}}\) with ‘local’ covariance information of the posterior distribution [5, 32]. The Laplace approximation coincides with the true posterior if the mapping \(w \mapsto F(\Psi(w))\) is linear and the prior and observation error distributions are Gaussian. The approximation might be insufficient when the posterior distribution is multimodal or heavy-tailed. As reported in [20], we observed numerically that the Laplace approximation can lead to substantial overestimation of the variance, and hence we do not consider it further in this paper.
3.1.3. Ensemble method. A heuristic approach to estimate uncertainty is based on the set of local minima computed with different initializations. This approach is known as the ensemble method or model averaging method [29]. Local minimizers are averaged to approximate the posterior mean and the variation of minimizers is used to estimate uncertainty. Although not well understood theoretically, the ensemble method can provide useful and cheap uncertainty quantification compared to more sophisticated approaches [23, 36]. We will show results obtained with this heuristic approach as part of our numerical results.

3.1.4. Last-layer Gaussian regression. This approach starts with finding a minimizer for networks where the last layer is Gaussian. The output of the neural network (4) can be viewed as a linear combination of the nodes in the last hidden layer. For linear parameter-to-observable maps $F(\cdot)$ and Gaussian weights between the last hidden layer to the output, (4) reduces to a Gaussian regression problem upon fixing the weights in all previous layers. This is related to the majority voting algorithm [23] except that here we use it to quantify uncertainty. The output function can be represented as

$$u(x) = \sum_{j=1}^{D_L} \nu_j f_i(x) = f(x)^T \nu,$$

where $D_L$ denotes the width of the last hidden layer, i.e., the number of base functions, $f(x) = [f_1(x), \ldots, f_{D_L}(x)]^T$ denotes the vector containing the base functions, and $\nu = [\nu_1, \ldots, \nu_{D_L}]^T$ is the weight vector, which follows a multivariate Gaussian prior $N(0, \frac{1}{\eta^2} I_{D_L})$. Thus, the forward model is $y_{\text{obs}} = F f(\cdot)^T \nu + \varepsilon = F^T \nu + \varepsilon$, where $F = [F f_1, \ldots, F f_{D_L}]^T$ and $F(\cdot)$ is the linear parameter-to-observable mapping. By Bayes' formula, the posterior distribution of $\nu$ follows a multivariate Gaussian distribution $N(\nu_n, \Sigma_n)$ with

$$\nu_n = \frac{1}{\eta^2} \Sigma_n F^* y_{\text{obs}}, \quad \Sigma_n^{-1} = \frac{1}{\eta^2} F^* F + I_{D_L},$$

where $F^*$ is the conjugate transpose of $F$.

Note that this Gaussian distribution is $D_L$-dimensional, which is much smaller than the number of weights. The covariance $\Sigma_n$ can thus be computed and factored easily to generate samples. The base functions $f_i$, which are found through optimization, typically contain local structural information such as jumps, and so the $f_i$ essentially provide a basis adapted to the inverse problem [6]. The assumption of a linear parameter-to-observable mapping $F$ is restrictive. However, when $F$ is nonlinear this approach may still provide a form of dimension reduction for use with other sampling/approximation methods.

3.2. Posterior approximation using MCMC sampling. Sampling methods aim at full exploration of the posterior distribution. MCMC explores the posterior distribution $p(\mathbf{w}|y_{\text{obs}})$ by constructing a Markov chain which targets the posterior in stationarity; states of this chain then form a sequence of correlated samples following convergence. One starts with an initial state $\mathbf{w}^{(0)}$ and proposes another state based on a Markov transition kernel. This proposed state is then accepted or rejected based on an acceptance criterion. Iterating this procedure is the basis for generating a sequence of MCMC samples.

Ideally one desires the correlation between states of the chain to be minimal in order to reduce the cost of computing accurate uncertainty estimates: generating
each proposal and/or acceptance probability typically involves evaluation of the likelihood function and possibly its derivatives. Many classical MCMC algorithms suffer from increasing correlations between samples when the dimension of the parameter space is increased, which is an issue in settings such as ours where the number of weights to be inferred is high [19]. A simple MCMC method which does not suffer from this dimensional dependence, in the case of a Gaussian prior, is the preconditioned Crank-Nicolson (pCN) method [12]. In this method the proposed states encode the prior information via a rescaling and random perturbation of the current state, and the acceptance probability requires only evaluation of the likelihood; see [12] for a full statement of the algorithm. In this algorithm one must choose a scalar parameter $\beta$ that controls the size of the perturbation in proposed states: if the perturbations are too large, proposed states will be unlikely to be accepted, but if they are too small the states of the chain will be highly correlated, and so a balance must be achieved. In practice this parameter may be adapted on-the-fly to ensure a certain proportion of proposals are accepted. Variants of pCN are available that use gradient and curvature information of the likelihood in order to generate more feasible proposals with larger perturbations, reducing correlation between samples in exchange for increased computational cost per sample; see [3] for a review. In this paper we will use only the pCN method.

We remark that our prior is in general non-Gaussian, however we may still utilize the above methods via a reparameterization typically known as non-centering [10]: we rewrite our prior as a nonlinear transformation of a Gaussian distribution. Since our prior is assumed to be an independent product of one-dimensional distributions this mapping may be found using the inverse CDF method. For example, in the case of a standard Cauchy prior we define the mapping

$$\Lambda(p) = \tan \left( \pi \left( \psi_G(p) - \frac{1}{2} \right) \right),$$

where $\psi_G$ is the standard Gaussian cumulative density function: if $p \sim N(0, 1)$, $\Lambda(p)$ is then a standard Cauchy sample. We therefore compose our likelihood function with $\Lambda$ acting componentwise, and apply the pCN method assuming independent $N(0, 1)$ priors on each weight. Transforming the resulting MCMC samples with the function $\Lambda$ componentwise then provides samples from our desired posterior.

4. Numerical experiments. In this section, we study the behavior of neural network priors for Bayesian inverse problems. Our goal is to compare inversion results obtained with neural network priors with Cauchy and Gaussian weight distributions. For that purpose, we use deconvolution problems in one and two dimensions. All numerical experiments are implemented using the PyTorch 1.9.0 environment.

4.1. One-dimensional deconvolution.

**Problem 1.** We first consider a deconvolution problem on the interval $D = [-1, 1]$ with forward model

$$y_{obs} = A(u) + \varepsilon, \quad \varepsilon \sim N(0, \eta^2 I_{N_{obs}}),$$

where $u$ is the unknown, potentially discontinuous parameter to be recovered. The forward operator is defined as $A = P \circ B$, where $B : L^\infty(D) \to C^\infty$ denotes the blurring operator defined by the convolution with a mean-zero Gaussian kernel with variance 0.03^2, and $P : C^\infty \to \mathbb{R}^{N_{obs}}$ is the evaluation operator at $N_{obs} = 50$.
uniformly distributed points. The variance of the errors $\varepsilon$ is $\eta^2 = 0.05^2$. We discretize the forward operator using a uniform mesh with 128 points.

The true model and the synthetic observations are shown in Figure 3(a). As a reference, we show the reconstruction obtained with a Gaussian process regression in Figure 3(b). Here, we used a mean-zero Gaussian process prior with the Matérn covariance operator $0.25(I - 10\Delta)^{-2}$ with homogeneous Neumann boundary conditions. Here and in the remainder of this section, we show an uncertainty region corresponding to the 95% credible interval. For Gaussians, this corresponds to $\hat{\mu} \pm 1.96\hat{\sigma}$, where $\hat{\mu}$ and $\hat{\sigma}$ denote the sample mean and sample pointwise standard deviation, respectively. For the following neural network priors, we use a network with 3 hidden layers with widths $[50, 50, 100]$.

4.1.1. Optimization-based methods. For the optimization-based methods, the objective function to be minimized is

$$J(w) = \frac{1}{2\eta^2} \| A(\Psi(w)) - y_{\text{obs}} \|^2_2 + R(w).$$

(24)

For Gaussian weights, the regularization $R(w)$ is $R_G(w)$ and for Cauchy weights it is $R_C(w)$, defined as

$$R_G(w) := \frac{1}{2} \sum_i w_i^2, \quad R_C(w) := \sum_i \log(1 + w_i^2),$$

(25)

where the summation is over all weights $w$. We compare reconstructions for three regularizations, namely:

(i) Fully Gaussian weights,
(ii) Cauchy-Gaussian weights, i.e., all weights except those in the last layer follow a Cauchy distribution. The weights in the last layer are Gaussian,
(iii) Fully Cauchy weights.

For each optimization, we first use 500 iterations of the Adaptive Moment Estimation (Adam) method, which adaptively changes the stepsize. Following that, we use 1500 iterations using the Limited-memory Broyden–Fletcher–Goldfarb–Shannon (L-BFGS) algorithm [28] for a faster convergence to a local minimum. Examples of
reconstructions of the parameter function $u$ for the different regularizations are shown in Figure 4. We observe that while optimizations from different initializations typically result in different weights, the differences in the outputs $u$ are small. Moreover, the reconstructions using Gaussian regularizations are smooth while the reconstructions with Cauchy regularizations capture the discontinuities in the parameter function better, although overall the differences are rather small.

We also study the uncertainty based on these reconstructions obtained with the ensemble method (Sec. 3.1.3) and the last-layer Gaussian regression method (Sec. 3.1.4). The results obtained with both approaches for Cauchy-Gaussian weights are shown in Figure 5. A quantitative summary of these results using the ensemble method is shown in Table 1. Here, we report the quantities $\|\mathbb{E}[u] - u^\dagger\|_{L^1}/\|u^\dagger\|_{L^1}$ and the mean and standard deviation of $\|u - u^\dagger\|_{L^1}/\|u^\dagger\|_{L^1}$, where $u^\dagger$ and $u$ denote the truth and reconstructions, respectively. Based on the numerical reconstructions and the $L^1$ relative error, we observe that the results obtained with Cauchy-Gaussian and fully Cauchy weights better fit the discontinuities of the truth parameter better.

Figure 4. Shown are reconstructions using different initializations obtained through optimization for Problem 1. The results correspond to the Gaussian (a), Cauchy-Gaussian (b), and fully Cauchy (c) weights.

Figure 5. Shown are the means and pointwise standard deviations obtained with the ensemble method (a) and the last-layer Gaussian regression method (b). Both results are for Cauchy-Gaussian priors for Problem 1.
Table 1. Relative $L^1$-error of reconstructions obtained using the ensemble method with Gaussian, Cauchy-Gaussian and Cauchy priors in Problem 1.

| Regularizations | Gaussian | Cauchy-Gaussian | Cauchy |
|-----------------|----------|-----------------|--------|
| $\|E[u] - u^\dagger\|_{L^1}/|u^\dagger|_{L^1}$ | 8.35     | 5.90            | 5.53   |
| $\|u - u^\dagger\|_{L^1}/|u^\dagger|_{L^1}$ | 8.44     | 5.91            | 5.56   |
| Std($|u - u^\dagger|_{L^1}/|u^\dagger|_{L^1}$) | 0.10     | 0.11            | 0.13   |

Figure 6. Shown in (a,b,c) are samples and in (d,e,f) the uncertainty of posterior distributions with different neural network priors for Problem 1. The plots correspond to the Gaussian (a,d), Cauchy-Gaussian (b,e), and Cauchy (c,f) neural network priors.

4.1.2. MCMC sampling. We also aim at exploring the posterior using the MCMC method. We use a local minimum obtained with the optimization method as the starting point to reduce the burn-in phase. The pCN method is used to generate $5 \times 10^6$ samples as discussed in Sec. 3.2. We use an adaptive method to adjust the value of $\beta$ to maintain an acceptance rate of about 30%. Note that we always use Gaussian increments in the pCN method. Numerical results obtained with each neural network prior are shown in Figure 6. We observe that the pCN samples based on Cauchy weights capture the discontinuities better. The sample mean and uncertainty region indicate a better fit to the truth model when we use the Cauchy-Gaussian or the Cauchy neural network prior. We also compare the $L^1$ relative error between the truth $u^\dagger$ and the samples $u$ generated using each prior in Table 2. Note that the landscape of the posterior is multi-modal due to the nonlinearity of the neural network priors. Thus, these results might not fully explore the posterior distribution but only provide a local estimate of the uncertainty around one (or several) local minimizers.

4.2. Two-dimensional deconvolution.
Table 2. Relative $L^1$-error of samples computed by pCN with Gaussian, Cauchy-Gaussian and Cauchy priors in Problem 1.

| Neural network prior | Gaussian | Cauchy-Gaussian | Cauchy |
|----------------------|----------|-----------------|--------|
| $\|\mathbb{E}[u] - u^\dagger\|_{L^1}/\|u^\dagger\|_{L^1}$ | 8.14     | 5.66            | 4.74   |
| $\mathbb{E}[\|u - u^\dagger\|_{L^1}]/\|u^\dagger\|_{L^1}$ | 8.57     | 6.45            | 5.63   |
| Std[$\|u - u^\dagger\|_{L^1}]/\|u^\dagger\|_{L^1}$] | 0.63     | 0.57            | 0.73   |

Problem 2. This is a two-dimensional deblurring problem on $\mathcal{D} = [-1,1]^2$. The forward model involves a PDE-solve, namely the solution of

\begin{align}
(I - \kappa \Delta)y &= u \quad \text{in} \quad \mathcal{D}, \\
\frac{\partial y}{\partial n} &= 0 \quad \text{on} \quad \partial \mathcal{D},
\end{align}

where $y$ and $u$ are PDE solution and the unknown parameter field, respectively. In (26), $\kappa = 0.01$, which controls the amount of blurring. The forward model is denoted as

$y_{\text{obs}} = A(u) + \epsilon, \quad \epsilon \sim \mathcal{N}(0, \eta^2 I_{N_{\text{obs}}})$,

where $\eta = 0.01$ and the forward operator is $A = P \circ B$, Here, $B : L' \text{unfty}(\mathcal{D}) \to C^\infty$ is the PDE operator and $P : C^\infty \to \mathbb{R}^N_{\text{obs}}$ point evaluation on a uniform grid of $14 \times 14$ points. We discretize the forward PDE on a uniform mesh of $100 \times 100$ grid points using the standard 5-point finite difference stencil.

The true parameter function $u^\dagger$ and the blurred model are shown in Figure 7. Similar to Problem 1, we test the optimization and pCN methods on this problem with different neural network priors. For all tests, we use the three-hidden-layer neural network structure with layer widths of $[80, 80, 1000]$. Note that the input dimension of the neural network is 2, and the output dimension is 1. This example is computationally more costly than Problem 1 due to the required PDE solves and the use of a wider network. Since the PDE solve requires most of the computation time, we use an upfront Cholesky decomposition of the discretized blurring operator to accelerate the computation.

4.2.1. Optimization-based methods. The objective to be minimized is formally as in the one-dimensional case. We use the Adam method for the first 200 steps followed by 1500 iterations of L-BFGS. The initial step size is set to be 0.01 for each method. Reconstructions obtained with different regularizations and different initialization in the optimization are shown in Figure 7. We observe that the reconstructions using the Cauchy neural network capture the edges better, especially the middle edge and the right bottom block. In contrast, the fully Gaussian neural network tends to result in smooth reconstructions. We also note that the fully Cauchy neural network results in better reconstructions of the linear ramp in the upper part of the image compared to the Cauchy-Gaussian neural network.

We also study the uncertainty using the ensemble method from Sec. 3.1.3. Results for different regularizations are shown in Figure 8. We observe that the Cauchy-Gaussian neural network outperforms the Gaussian neural network for edge detection.

An alternative uncertainty quantification approximation method is the last-layer Gaussian regression based on the trained neural network (Sec. 3.1.4). The mean and
Figure 7. Shown in the first row are the truth $u^t$ and blurred models used for Problem 2. We show minimizers obtained using the optimization method with different initializations. Results are shown for Gaussian weights (second row), Cauchy-Gaussian weights (third row), and Cauchy weights (forth row).

standard deviation obtained by this approach from a fully Gaussian and a Cauchy-Gaussian neural network are shown in Figure 9. Since the mean of the Gaussian regression is identical to the reconstruction we exploit, we only show the standard deviation of each neural network with different regularizations.

4.2.2. MCMC sampling. We also test the MCMC sampling method on this two-dimensional deconvolution example using $10^6$ samples of the adaptive pCN method. A numerical comparison of the uncertainty with different priors is shown in Figure 10. We observe that the mean of the chain with a Cauchy neural network
Figure 8. Results obtained with ensemble method for Problem 2. Shown are the ensemble means (top row) and standard deviation (bottom row) obtained with Gaussian weights (left), Cauchy-Gaussian weights (middle), and fully Cauchy weights (right).

Figure 9. Results for last-layer Gaussian regression, Problem 2. Shown are the standard deviations with last-layer base functions from a pre-trained network. The figures are for networks with Gaussian (left) and Cauchy-Gaussian (right) weights.

prior recovers the edges of the parameter function better while the Gaussian neural network prior results in smoother reconstructions. From the plots of the standard deviation, we also note that the result obtained with a Cauchy neural network prior
possesses a larger variation around the edges compared to other regions, which implies a better edge detection. We also note that the neural network priors with fully Cauchy weights can learn the linearly-changing block on the top better than the Cauchy-Gaussian network prior.

5. Summary and conclusions. The main target of this work is to study neural network priors for infinite-dimensional Bayesian inverse problems. Samples of these priors are outputs of neural networks with random weights from different distributions. Theoretically, we study finite-width neural networks with $\alpha$-stable weights, and show that the derivative of the output at a fixed point is heavy-tailed for Cauchy weights. We also present a numerical comparison of Cauchy and Gaussian neural networks priors in Bayesian inverse problems. We conclude that: (1) Neural network priors are able to capture discontinuities and they are discretization-independent by design. Conditioning these priors with observations can require many hundreds of evaluations of the network and the forward map to compute point approximations of the posterior. Attempting sampling of the posterior distribution requires tens of thousands of network and forward map evaluations. (2) Not unexpectedly, the optimization landscapes for optimization with Bayesian neural networks have multiple local minima even if the forward map is linear as in the deblurring examples we study. (3) We observe that upon optimization, most weights of Cauchy neural networks are close to zero at (local) minimizers. Optimized Cauchy networks thus have substantial sparsity, which is a consequence of the regularization resulting from the Cauchy density. (4) While we only focused on fully connected networks, one could...
use block-diagonal weight matrices, thus requiring substantially fewer weights. We found in numerical experiments (which are not shown here) that for Cauchy weights, the resulting distributions for the output do not differ much between block diagonal and fully connected networks.

**Appendix A. Proof of Lemma 2.5.** For convenience, we present a compact proof for this lemma, starting with the first part (i). The sequence

\[ a_N(t) := \int_{-N}^{N} e^{t|z|} f_X(x) \, dx, \]

is increasing with respect to \( N \) and \( t \) and converges to infinity as \( N \to \infty \) for any given \( t > 0 \) by definition of heavy-tailed distributions. Since \( Y \) is symmetric, one can find an interval \([a, b] , 0 < a < b\), in which \( f_Y(y) \geq \varepsilon > 0 \). The density function of \( Z = XY \) is given by \([31, p. 141]\)

\[ f_Z(z) = \int_{-\infty}^{\infty} f_X \left( \frac{z}{y} \right) f_Y(y) \frac{1}{|y|} \, dy. \]

Thus for any \( t > 0 \) we have, using a change of variables and Fubini’s theorem,

\[
\int_{-N}^{N} e^{t|z|} f_Z(z) \, dz = \int_{-N}^{N} e^{t|z|} \left( \int_{-\infty}^{\infty} f_X \left( \frac{z}{y} \right) f_Y(y) \frac{1}{|y|} \, dy \right) \, dz \\
= \int_{-\infty}^{\infty} f_Y(y) \left( \int_{-N/y}^{N/y} e^{t|y|} f_X(x) \, dx \right) \, dy \\
= 2 \int_{0}^{\infty} f_Y(y) \left( \int_{-N/y}^{N/y} e^{t|y|} f_X(x) \, dx \right) \, dy \\
= 2 \int_{0}^{\infty} f_Y(y)a_{N/y}(ty) \, dy \geq 2\varepsilon a_{N/b}(ta(b-a)),
\]

which approaches infinity as \( N \to \infty \), which gives the result.

For part (ii) of the lemma, since \( Y \) is heavy-tailed, for any \( t > 0 \) at least one of the integrals \( \int_{0}^{\infty} e^{-ty} f_Y(y) \, dy \) or \( \int_{0}^{\infty} e^{ty} f_Y(y) \, dy \) is infinite. Without loss of generality, we assume \( \int_{0}^{\infty} e^{ty} f_Y(y) \, dy = \infty \). Then for any \( t > 0 \) and \( N > 0 \), by the definition of \( Z = X + Y \), we have

\[
\int_{-N}^{N} e^{t|z|} f_Z(z) \, dz = \int_{-N}^{N} e^{t|z|} \left( \int_{-\infty}^{\infty} f_X(z-y) f_Y(y) \, dy \right) \, dz \\
= \int_{0}^{\infty} e^{ty} f_Y(y) \left( \int_{-\infty}^{\infty} f_X(z-y) \, dy \right) \, dz + \int_{0}^{\infty} e^{ty} \left( \int_{-\infty}^{\infty} f_X(-z-y) \, dy \right) \, dz \\
\geq \int_{-\infty}^{\infty} e^{ty} f_Y(y) \left( \int_{-\infty}^{\infty} \left[ e^{t(z-y)} f_X(z-y) + e^{t(-z-y)} f_X(-z-y) \right] \, dy \right) \, dz \\
\geq \int_{0}^{\infty} e^{ty} f_Y(y) \, dy \int_{-\infty}^{\infty} e^{tx} f_X(x) \, dx,
\]

where we have used Fubini’s theorem and change of variables. Letting \( N \to \infty \), for any \( t > 0 \) the final expression goes to infinity, which implies the claim and thus ends the proof.
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