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Abstract. Recent research in time series shows that the data not only have inter-relations with events in the previous time, but also have inter-location linkages. This type of time series data with elements of time and location dependencies are modeled with the Space-Time model. The Space-Time model with heterogeneous research sites is the Generalized Space Time Autoregressive (GSTAR) model. The data that has a seasonal pattern is modeled with seasonal GSTAR by including seasonal elements in the non-seasonal model. In this case, Jember District has 77 rain stations with various regional topography. Based on various characteristics, K-Means cluster analysis is used to obtain optimal rainfall rain stations clusters. This clustering is expected to give better rainfall forecasting result compared with clustering conducted by the Statistics Central of Jember (BPS). The RMSE value can be minimized by including seasonal elements in the model, both in BPS and K-Means clustering. In addition, the K-Means clustering in this study may also reduce the RMSE value of model, both on non-seasonal and seasonal models. The best model for this case is GSTARK-Seasonal (1;1), ie Seasonal GSTAR model on K-Means clustering.

1. Introduction

Forecasting is a statistical analysis to get an idea of the future development of an event. Forecasting is performed on time series data, which is a sequence of observations taken sequentially based on time with the same interval. Along with its development, research in the field of time series shows that the data encountered not only contain linkages with events in the previous time, but also have inter-location linkages. This conditions are modeled with the Space-Time model. One of the Space-Time models is the STAR [1] model. The STAR model assumes only homogeneous characteristics on its locations. This weakness is then corrected by the Generalized Space Time Autoregressive model (GSTAR) [2].

The GSTAR model is a generalization of the STAR model. Unlike the STAR model, the GSTAR model does not require the same parameter values for all locations, so the GSTAR model is more realistic because in reality more models are found with different parameters for different locations [3] by the form of weighted matrices. The location weights on GSTAR are generally divided into three (uniform location weight, inverse distance and cross-normalization correlation). Similar to the STAR model, the GSTAR model has also been studied in time series modeling, such as rainfall modeling.

In the other side, Jember is one of the districts in Java with a diverse topography of the region. In addition, most of the area is agricultural land and plantation, so that information on rainfall patterns is
very useful for farmers to help planning planting patterns. However, research on rainfall forecasting in Jember District is still limited to time series modeling with non-seasonal data. Whereas in reality, rainfall is a periodic occurrence every year, causing a seasonal pattern. In addition, most of the research related to GSTAR model, parameter estimation method used is OLS (Ordinary Least Square). Parameter estimation using OLS on GSTAR model with residual correlation will result in relatively inefficient estimator. This can be corrected with Generalized Least Square (GLS) which is usually used in the Seemingly Unrelated Regression model [4].

Analysis of rainfall forecasting in Jember District in this study using Seasonal GSTAR model with two kinds of data clustering. The first clustering was done based on location of rain station conducted by Central Bureau of Statistics (BPS) Jember, then second clustering was done using K-Means algorithm. The GSTAR model with seasonal elements as well as the K-Means clustering is expected to provide better forecasting results.

2. Experimental Details

2.1. Research Data
The data used in this research is rainfall data from 77 rain stations in Jember District from January 2005 to December 2016. Data is divided into two kinds, namely in-sample data and out-sample data. In-sample data is data used to form forecasting model, that is rainfall data from January 2005 until December 2015. While the out-sample data is data used to check the model’s prediction, that is rainfall data from January 2016 until December 2016.

2.2. Data Clustering
77 rain stations in Jember District in this research will be grouped using two kinds of clustering, that is clustering done by Central Bureau of Statistics (BPS) Jember, into four groups, based on the location of the rain station. The second clustering is done by using the Non Hierarchy K-Means clustering algorithm, which based on the coordinates of rain stations, the height of the rainfall station area from the sea level and the intensity of rainfall each month at each rain station. The number of groups in this clustering is four, refers to the clustering conducted by BPS Jember.

The K-Means clustering algorithm is as follows [5]:

a. Determine the number of clusters to be formed.

b. Setting the cluster center Cm, which is the average value of all objects in the mth cluster.

c. Determine the closest distance of each object with each cluster center using the Euclidean distance.

2.3. GSTAR Modeling
The GSTAR modeling is based on the average monthly rainfall data for each region of the two groups. Modeling in each clustering is done twice, Non-Seasonal and Seasonal GSTAR Modeling. So that formed four kinds of GSTAR model.

2.4. GSTAR Model
If the known series \{Z(t) : t = 0, ±1, ±2, ..., ±n \} are the multivariate time series of N locations, then the Non-Seasonal GSTAR model \((p; \lambda_1, \lambda_2, ..., \lambda_p)\) in notation matrix as in the following equation [6], so we only added the global model with the seasonal factors.

\[
Z(t) = \sum_{k=1}^p \theta_{k0} Z(t - k) + \sum_{l=1}^s \theta_{l0} W(0)^l Z(t - 1) + \theta^s_{s0} Z(t - s) + \sum_{l=1}^s \phi^s_{l0} W(0)^l Z(t - s) + \epsilon(t) \quad (1)
\]

2.5. Model Order
GSTAR model is a time series forecasting model that depends on the autoregressive order \((p)\) and spatial order \((\lambda_p)\). The spatial order of the GSTAR model is restricted to order 1 because higher order models will be difficult to interpret [3]. The autoregressive order is determined by the smallest value of Akaike Information Criterion (AIC) [7]:

\[ AIC(i) = \ln(\sum_p) + \frac{2k^2}{n} \]  
so the order of the model is \( p \) such that \( AIC(p) = \min_{0 \leq p \leq m} AIC(i) \).

### 2.5.1. Inverse Distance Location Weights

Weighted by inverse distance refers to the distance between four locations. The weight of the inverse distance location is in the form of the matrice below [8].

\[ W_{ij} = \begin{bmatrix}
0 & \frac{d_{13} + d_{14}}{d_{12} + d_{13} + d_{14}} & \frac{d_{13} + d_{14}}{d_{12} + d_{13} + d_{14}} & \frac{d_{13} + d_{14}}{d_{12} + d_{13} + d_{14}} \\
\frac{d_{12} + d_{24}}{d_{23} + d_{24}} & 0 & \frac{d_{12} + d_{13} + d_{14}}{d_{12} + d_{13} + d_{14}} & \frac{d_{12} + d_{13} + d_{14}}{d_{12} + d_{13} + d_{14}} \\
\frac{d_{12} + d_{24}}{d_{23} + d_{24}} & \frac{d_{12} + d_{13} + d_{14}}{d_{12} + d_{13} + d_{14}} & 0 & \frac{d_{12} + d_{23} + d_{24}}{d_{12} + d_{23} + d_{24}} \\
\frac{d_{12} + d_{24}}{d_{23} + d_{24}} & \frac{d_{12} + d_{23} + d_{24}}{d_{12} + d_{23} + d_{24}} & \frac{d_{12} + d_{23} + d_{24}}{d_{12} + d_{23} + d_{24}} & 0 \\
\end{bmatrix} \]

The above \( W_{ij} \) is standardized as \( W_{ij}^* \) to obtain \( \sum_{ij} W_{ij}^{(1)} = 1 \).

Estimation of GSTAR model parameters is done by using GLS (Generalized Least Square) [4] method. Mathematically, the GSTAR model with the order \( p = 1 \) and the order \( \lambda_p = 1 \) is written with GSTAR (11), namely:

\[ Z_i(t) = \varphi_{0i} Z_i(t - 1) + \varphi_{1i} \sum_{j=1}^{N} W_{ij} Z_j(t - 1) + e_i(t) \]  
(3)

With \( \varphi_{ki} = \varphi_{ik}^{(1)} \) for \( k = 0, 1 \) and \( Z_i(t) \) stated observations on \( t = 0, 1, \ldots, T \) for location \( i = 1, 2, \ldots, N \). Equation (3) above is similar to a linear form \( Y_i = X_i \beta + \varepsilon_i \), which the residuals on the GSTAR model are correlated between equations or locations. Estimation of parameters by GLS method is done by minimizing the generalized sum of square \( \varepsilon \Omega^{-1} \varepsilon \), which is \( \hat{\beta} = (X'\Omega^{-1}X)^{-1}X'\Omega^{-1}Y \).

The best model selection is based on the RMSE (Root Mean Square Error) model. The smaller the RMSE value, the better the model, and vice versa. If \( M \) is size of data to be predicted, then the RMSE calculation is formulated with the following equation [9].

\[ RMSE = \sqrt{MSE} = \sqrt{\frac{1}{M} \sum_{t=1}^{M} (Z(t) - \hat{Z}(t))^2} \]

### 3. Results and Discussion

The first clustering is a clustering performed by BPS (Figure 1). JPS BPS grouped 77 rain stations in Jember District into four groups of regions, namely West Jember (\( \{Z\}_B1 \)) in red, South Jember (\( \{Z\}_B2 \)) in green, Central Jember (\( \{Z\}_B3 \)) in blue, and East Jember (\( \{Z\}_B4 \)) in purple. The clustering is based on the location of the rain station so that the adjacent rain stations are located within a group of territories.
The second clustering uses the K-Means algorithm (Figure 2). The number of groups in the K-Means clustering in this study were four, which are region 1 ($Z_{K1}$) in red, region 2 ($Z_{K2}$) in green, region 3 ($Z_{K3}$) in blue, and region 4 ($Z_{K4}$) in purple. This refers to the clustering conducted by BPS Jember. Based on Figure 2, it appears that several adjacent rain stations are not clustered in one area, but spread in other areas. This is because the clustering is not only based on the coordinates of the rain station but also based on the height of the rainfall station area from the sea level and the intensity of rainfall each month at each rain station.

Figure 1. Plot Result of Rain Station Clustering by BPS Jember

Figure 2. Hadi et al.

3.1. GSTAR Modeling
Modeling in the two clusterings is done twice, Non-Seasonal and Seasonal GSTAR. So that formed four kinds of GSTAR model in this research. AIC model values with the tentative order are presented in Table 1. The smallest AIC values of Non Seasonal GSTAR and Seasonal GSTAR models for BPS clusterings and K-Means clustering are AR 1, which is 32,107; 32,038; 31,095 and 30,508. So it can be concluded that the order $p$ to the four models is 1 and the model formed is GSTAR$_B(1; 1)$ and Seasonal − GSTAR$_B(1; 1)$ for BPS clusterings, as well as GSTAR$_K(1; 1)$ and Seasonal − GSTAR$_K(1; 1)$ for K-Means clustering.

| Table 1. Summary Model of AIC Value with Tentative Order |
|---|---|---|
| $p$-th | BPS Clustering | K-Means Clustering |
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The inverse weight distance is the weight of the location based on the distance between locations. The distances between rainfall station group areas are summarized in Table 2.

| Region | Z_B1 | Z_B2 | Z_B3 | Z_B4 |
|--------|------|------|------|------|
| Z_B1   | 0    |      |      |      |
| Z_B2   | r_B1 = 3.31 | 0    |      |      |
| Z_B3   | r_B2 = 1.1 | r_B4 = 2.2 | 0    |      |
| Z_B4   | r_B3 = 19 | r_B5 = 3.48 | r_B6 = 2.78 | 0    |

| Region | Z_K1 | Z_K2 | Z_K3 | Z_K4 |
|--------|------|------|------|------|
| Z_K1   | 0    |      |      |      |
| Z_K2   | r_K1 = 3 | 0    |      |      |
| Z_K3   | r_K2 = 2 | r_K4 = 2 | 0    |      |
| Z_K4   | r_K3 = 1 | r_K5 = 1 | r_K6 = 2 | 0    |

3.2. Parameter Estimation

3.2.1. Parameter Estimation of Non Seasonal GSTAR Model
The results of estimation parameters of Non-Seasonal GSTAR model can be seen in Table 3. There are some non-significant model parameters, it means that these parameters have no effect on the
model. Stating that an insignificant parameter can be used to forecast because there is no guarantee that a model formed of a significant parameter will result in a small prediction error value [10].

Based Table 3 and Eq. 3, then the non-seasonal model on BPS clustering is GSTAR_B(1; 1)
\[
\hat{z}_{B1}(t) = 0.385z_{B1}(t - 1) + 1.373z_{B2}(t - 1) + 1.247z_{B3}(t - 1) + 6.524z_{B4}(t - 1) + e_{B1}(t)
\]
\[
\hat{z}_{B2}(t) = -0.171z_{B1}(t - 1) + 0.059z_{B2}(t - 1) - 0.147z_{B3}(t - 1) + 0.182z_{B4}(t - 1) + e_{B2}(t)
\]
\[
\hat{z}_{B3}(t) = 0.462z_{B1}(t - 1) + 0.592z_{B2}(t - 1) - 0.758z_{B3}(t - 1) + 0.696z_{B4}(t - 1) + e_{B3}(t)
\]
\[
\hat{z}_{B4}(t) = 0.278z_{B1}(t - 1) + 0.080z_{B2}(t - 1) + 0.078z_{B3}(t - 1) + 0.314z_{B4}(t - 1) + e_{B4}(t)
\]
and non-seasonal model on K-Means clustering is GSTAR_K(1; 1)
\[
\hat{z}_{K1}(t) = 0.156z_{K1}(t - 1) + 1.426z_{K2}(t - 1) + 0.970z_{K3}(t - 1) + 0.789z_{K4}(t - 1) + e_{K1}(t)
\]
\[
\hat{z}_{K2}(t) = 0.103z_{K1}(t - 1) + 0.105z_{K2}(t - 1) + 0.074z_{K3}(t - 1) + 0.069z_{K4}(t - 1) + e_{K2}(t)
\]
\[
\hat{z}_{K3}(t) = -0.764z_{K1}(t - 1) - 0.759z_{K2}(t - 1) + 0.990z_{K3}(t - 1) - 0.759z_{K4}(t - 1) + e_{K3}(t)
\]
\[
\hat{z}_{K4}(t) = 0.361z_{K1}(t - 1) + 0.439z_{K2}(t - 1) + 0.496z_{K3}(t - 1) - 0.032z_{K4}(t - 1) + e_{K4}(t)
\]

### Table 3. Parameter Estimation of Non-Seasonal GSTAR Model

| Model       | Parameter | Estimated Parameter | \(p - \sigma\) | S  |
|-------------|-----------|---------------------|-----------------|----|
| GSTAR_B(1; 1) | \(\phi_{B10}\) | 0.385               | 0.072           | .  |
|             | \(\phi_{B20}\) | 0.059               | 0.030           | *  |
|             | \(\phi_{B30}\) | -0.758              | 0.003           | *  |
|             | \(\phi_{B40}\) | 0.314               | 0.000           | *  |
|             | \(\phi_{B11}\) | 1.188               | 0.000           | *  |
|             | \(\phi_{B21}\) | -0.110              | 0.206           |    |
|             | \(\phi_{B31}\) | 0.378               | 0.022           | *  |
|             | \(\phi_{B41}\) | 0.069               | 0.002           | *  |
| GSTAR_K(1; 1) | \(\phi_{K10}\) | 0.156               | 0.552           |    |
|             | \(\phi_{K20}\) | 0.099               | 0.009           | *  |
|             | \(\phi_{K30}\) | 0.105               | 0.000           | *  |
|             | \(\phi_{K40}\) | 0.990               | 0.000           | ** |
|             | \(\phi_{K11}\) | -0.032              | 0.565           |    |
|             | \(\phi_{K21}\) | 0.667               | 0.001           | *  |
|             | \(\phi_{K31}\) | 0.053               | 0.300           |    |
|             | \(\phi_{K41}\) | -0.507              | 0.076           | .  |

3.2.2. Parameter Estimation of Seasonal GSTAR Model

Table 4 gives the result of parameter estimation of seasonal GSTAR model. Based on Table 4, it can be seen that Seasonal – GSTAR_B(1; 1) model, parameter \(\phi_{B20}, \phi_{B40}, \phi_{B31}, \phi_{B10}, \phi_{B20}, \phi_{B30}, \phi_{B40}, \phi_{K10}, \phi_{K10}\) and \(\phi_{K21}\) are insignificant, while almost all of the parameters on Seasonal – GSTAR_K(1; 1) are insignificant, except \(\phi_{K11}, \phi_{K10}, \phi_{K21}\), and \(\phi_{K41}\).

### Table 4. Parameter Estimation of Seasonal GSTAR Model

| Model       | Parameter | Estimated Parameter | \(p - \sigma\) | S  |
|-------------|-----------|---------------------|-----------------|----|
|             | \(\phi_{B20}\) | 0.999               | 0.000           | *  |
|             | \(\phi_{B40}\) | 0.999               | 0.000           | *  |
|             | \(\phi_{B31}\) | 0.999               | 0.000           | *  |
|             | \(\phi_{B10}\) | 0.999               | 0.000           | *  |
|             | \(\phi_{B20}\) | 0.999               | 0.000           | *  |
|             | \(\phi_{B30}\) | 0.999               | 0.000           | *  |
|             | \(\phi_{B40}\) | 0.999               | 0.000           | *  |
|             | \(\phi_{K11}\) | 0.999               | 0.000           | *  |
|             | \(\phi_{K21}\) | 0.999               | 0.000           | *  |
|             | \(\phi_{K31}\) | 0.999               | 0.000           | *  |
|             | \(\phi_{K41}\) | 0.999               | 0.000           | *  |
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Table 4 and Eq. 3 shows that the seasonal model on BPS clustering is Seasonal – GSTAR$_B$ (1; 1)

\[
\hat{Z}_{B1}(t) = 0.428Z_{B1}(t-1) - 0.429Z_{B2}(t-1) - 0.390Z_{B3}(t-1) - 2.038Z_{B4}(t-1) + 0.758Z_{B1}(t-12) + 0.023Z_{B2}(t-12) + 0.021Z_{B3}(t-12) + 0.110Z_{B4}(t-12) + e_{B1}(t)
\]

\[
\hat{Z}_{B2}(t) = 0.247Z_{B1}(t-1) - 0.005Z_{B2}(t-1) + 0.212Z_{B3}(t-1) + 0.263Z_{B4}(t-1) + 0.099Z_{B1}(t-12) - 0.091Z_{B2}(t-12) + 0.085Z_{B3}(t-12) + 0.106Z_{B4}(t-12) + e_{B2}(t)
\]

\[
\hat{Z}_{B3}(t) = -0.219Z_{B1}(t-1) - 0.028Z_{B2}(t-1) + 0.312Z_{B3}(t-1) - 0.330Z_{B4}(t-1) + 0.161Z_{B1}(t-12) + 0.207Z_{B2}(t-12) + 0.222Z_{B3}(t-12) + 0.243Z_{B4}(t-12) + e_{B3}(t)
\]

\[
\hat{Z}_{B4}(t) = 0.529Z_{B1}(t-1) + 0.152Z_{B2}(t-1) + 0.147Z_{B3}(t-1) + 0.031Z_{B4}(t-1) + 0.198Z_{B1}(t-12) + 0.057Z_{B2}(t-12) + 0.055Z_{B3}(t-12) + 0.080Z_{B4}(t-12) + e_{B4}(t)
\]

And the seasonal model on K-means clustering is Seasonal – GSTAR$_K$ (1; 1)
\[ \hat{z}_{K1}(t) = 0.234Z_{K1}(t - 1) + 1.238Z_{K2}(t - 1) + 0.842Z_{K3}(t - 1) + 0.686Z_{K4}(t - 1) \\
+ 0.311Z_{K1}(t - 12) \pm 0.254Z_{K2}(t - 12) - 0.173Z_{K3}(t - 12) \\
- 0.141Z_{K4}(t - 12) + \epsilon_{K1}(t) \]

\[ \hat{z}_{K2}(t) = -0.053Z_{K1}(t - 1) + 0.027Z_{K2}(t - 1) - 0.038Z_{K3}(t - 1) - 0.035Z_{K4}(t - 1) \\
+ 0.222Z_{K1}(t - 12) + 0.047Z_{K2}(t - 12) + 0.159Z_{K3}(t - 12) \\
+ 0.149Z_{K4}(t - 12) + \epsilon_{K2}(t) \]

\[ \hat{z}_{K3}(t) = 0.414Z_{K1}(t - 1) + 0.412Z_{K2}(t - 1) + 0.129Z_{K3}(t - 1) + 0.412Z_{K4}(t - 1) \\
- 0.086Z_{K1}(t - 12) - 0.085Z_{K2}(t - 12) + 0.203Z_{K3}(t - 12) \\
- 0.085Z_{K4}(t - 12) + \epsilon_{K3}(t) \]

\[ \hat{z}_{K4}(t) = 0.070Z_{K1}(t - 1) + 0.085Z_{K2}(t - 1) + 0.096Z_{K3}(t - 1) + 0.060Z_{K4}(t - 1) \\
+ 0.152Z_{K1}(t - 12) + 0.184Z_{K2}(t - 12) \\
+ 0.208Z_{K3}(t - 12) + 0.065Z_{K4}(t - 12) + \epsilon_{K4}(t) \]

3.2.3. Selection of The Best Model

The best model is determined by RMSE of each model. The smaller the value of RMSE model, it can be said the better the model. Table 5 shows that the model with the smallest RMSE is Seasonal – GSTAR\(_K\) (1; 1).

Based on the RMSE value in Table 5, it can be seen that incorporating seasonal elements in the model can minimize the RMSE value in both the BPS and the K-Means clustering. In addition, the K-Means clustering in this study may also reduce the RMSE model values, both on non-seasonal and seasonal models. So it can be concluded that the best model is Seasonal – GSTAR\(_K\) (1; 1), which is seasonal-GSTAR on K-Means clustering.

**Table 5. RMSE of the Models**

| Model          | RMSE | SE  |
|----------------|------|-----|
| GSTAR\(_B\) (1; 1) | 163. | 293 |
| Seasonal – GSTAR\(_B\) (1; 1) | 155. | 107 |
| GSTAR\(_K\) (1; 1) | 147. | 255 |
| Seasonal – GSTAR\(_K\) (1; 1) | 141. | 466 |

3.2.4. Rainfall Forecasting in the Year of 2017

The final step in this research is rainfall forecasting in the year of 2017 using the best model that has been obtained, namely Seasonal – GSTAR\(_K\) (1; 1). Rainfall forecasting in 2017 in four areas of Jember District can be seen in Table 6 and Figure 3. The predicted interval of forecasting results is calculated based on the formula below [11].

\[ P(t) = P(x_{n+h} \pm \frac{z \sigma_n(h)}{\sqrt{n}}) = 1 - \alpha \]

The black colour graph in Figure 3 shows the average intensity of rainfall from 2005 to 2016, while the red colored graph is the result of rainfall forecasting in 2017. Based on Figure 3, it can be seen that in four areas there is no dry month during 2017. This because the autoregressive order model is 1 so that the data used to predict rainfall of 2017 is rainfall year 2016 (Z(t - 1)), where in 2016 there is no dry month. However, based on the predicted confidence interval in Table 6, it can be seen that there is a possibility of dry months at the locations Z\(_K1\), Z\(_K3\), and Z\(_K4\) in July and August.
The intensity of high rainfall occurred around January-April then continued in November and December. While the lowest rainfall intensity occurred in August. The intensity of rainfall began to decline from April to August and then increased again in September.

| Location | $Z_{k1}$ (mm$^3$) | $Z_{k2}$ (mm$^3$) | $Z_{k3}$ (mm$^3$) | $Z_{k4}$ (mm$^3$) |
|----------|------------------|------------------|------------------|------------------|
| Month    | Forecast         | Confidence Interval | Month   | Forecast         | Confidence Interval |
| January  | 162              | 0 ; 351.55       | 284    | 0 ; 574.67       |
| February | 271              | 162.36 , 379.64  | 455    | 362.97 , 547.03  |
| March    | 170              | 0 ; 340.71       | 310    | 95.45 , 524.55   |
| April    | 165              | 44.48 , 285.52   | 291    | 123.00 , 459.00  |
| May      | 98               | 0 ; 213.72       | 175    | 16.93 , 333.07   |
| June     | 62               | 0 ; 132.36       | 148    | 36.62 , 259.38   |
| July     | 29               | 0 ; 89.55        | 81     | 0 ; 182.13       |
| August   | 18               | 2.72 , 33.28     | 56     | 0 ; 117.25       |
| September| 43               | 0 ; 132.02       | 102    | 0 ; 277.41       |
| October  | 96               | 0 ; 203.17       | 160    | 0 ; 331.14       |
| November | 157              | 19.41 , 294.59   | 329    | 142.46 , 515.54  |
| December | 221              | 0 ; 450.38       | 344    | 47.82 , 640.18   |

The intensity of high rainfall occurred around January-April then continued in November and December. While the lowest rainfall intensity occurred in August. The intensity of rainfall began to decline from April to August and then increased again in September.
4. Conclusion

a. The more optimal clustering of rainfall stations for rainfall forecasting in Jember District is clustering by K-Means Algorithm. This clustering is based on the coordinates of the location of the rain station, the height of the rainfall station area from the sea level, and the intensity of monthly rainfall during 2015.

b. The rainfall forecasting model in Jember District is Seasonal $- \text{GSTAR}_B(1; 1)$ for rainfall station clustering conducted by BPS and Seasonal $- \text{GSTAR}_K(1; 1)$ for clustering rain stations using K-Means algorithm. The better model is Seasonal $- \text{GSTAR}_K(1; 1)$.

c. Based on the model of Seasonal $- \text{GSTAR}_K(1; 1)$, rainfall forecasting in Jember District in the year of 2017 in four areas is the highest intensity of rainfall occurred in February, while the lowest
rainfall intensity occurred in August. The intensity of rainfall began to decline from March to August and then increased again in September to December (see Table 6 for details).
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