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ABSTRACT

It is not easy when evaluating 3D mapping performance because existing metrics require ground truth data that can only be collected with special instruments. In this paper, we propose a metric, dense map posterior (DMP), for this evaluation. It can work without any ground truth data. Instead, it calculates a comparable value, reflecting a map posterior probability, from dense point cloud observations. In our experiments, the proposed DMP is benchmarked against ground truth-based metrics. Results show that DMP can provide a similar evaluation capability. The proposed metric makes evaluating different methods more flexible and opens many new possibilities, such as self-supervised methods and more available datasets.

Key contributions. In this work, we propose a metric, dense map posterior (DMP), for 3D reconstruction and mapping performance evaluation that can work without any ground truth data. Instead, it calculates a comparable value, reflecting a map posterior probability, from dense point cloud observations. In our experiments, the proposed metric is benchmarked against ground truth-based metrics. Results show that the proposed DMP can provide a similar evaluation capability.

Significance. The proposed metric makes a broad impact to SLAM and 3D mapping. We list a few major ones here:

1. It makes 3D mapping evaluation more flexible and easily accessible.
2. It provides a supervisory figure-of-merit signal for robust loop closure optimization.
3. It helps build large real-world SLAM datasets with minimal effort.
4. It makes it possible to introduce self-supervised machine learning algorithms to 3D reconstruction methods.

1. INTRODUCTION

Background and motivation. Simultaneous localization and mapping (SLAM) [1, 2] and 3D reconstruction [3, 4, 5] methods have achieved dramatic advancements recently due to the increasing need for autonomous vehicles and consumer robots. But, it is still not an easy task to collect data for performance evaluation. Existing metrics require additional ground truth data, such as ground truth camera trajectories or ground truth 3D models, that need to be collected by special instruments, such as motion capture systems, RTK-GPS, and LiDAR. These instruments are not only expensive. They make it impossible to add ground truth to existing data. As a result, there are only a limited number of datasets with ground truth information available [6].

To address this problem, some researchers turn to generate synthetic data from graphical rendering on virtual scenes [7, 8]. This makes accessing ground truth data easy, but it introduces new challenges to create realistic virtual environments and camera trajectories. Some datasets [9, 10, 11] choose to use pseudo-ground truth data which are generated by estimation algorithms, while some others resort to external markers [12, 13].

2. RELATED WORK

When evaluating 3D mapping results, the common error metrics are the absolute trajectory error (ATE) [2, 14, 15], the relative position error (RPE) [14], and surface distance error [3, 4, 16, 15]. The ATE represents the difference between the ground truth and an estimated trajectory in a common world frame. The RPE calculates the relative relation differences between estimated and ground truth trajectories. The surface distance error specifies the mean and median of distances between a reconstructed surface and a ground-truth surface. All these metrics require ground truth data that is not trivial to collect.

The work closely related to ours is [17]. Olson and Kaess discussed using map posteriors for map evaluation, but they concluded that the posterior subjects to over-fitting during the optimization process. Thus it is not reliable. In their formulation, the map posterior is calculated on a map of sparse landmarks. We agree that, with sparse data only, it is not as reliable as ground truth-based metrics. However, in our method,
we consider the posterior of a dense 3D map given point cloud observations. The over-fitting is no longer a problem.

3. DENSE MAP POSTERIOR (DMP)

The idea that behinds the proposed metric, dense map posterior (DMP), is to calculate a posterior probability of a 3D model $M$ being the correct model: $p(M|Z)$, given all the point cloud related observations $Z$, so that performance can be evaluated by comparing this probability. But there is no direct way to calculate $p(M|Z)$. Instead, the Bayes’ rule can be applied to get

$$p(M|Z) = \frac{p(Z|M)p(M)}{p(Z)}.$$ \hspace{1cm} (1)

Then, for the same set of observations $Z$, if we have two different 3D models $M_1$ and $M_2$, we can get a ratio

$$\frac{p(M_1|Z)}{p(M_2|Z)} = \frac{\frac{p(Z|M_1)p(M_1)}{p(Z)}}{\frac{p(Z|M_2)p(M_2)}{p(Z)}}.$$ \hspace{1cm} (2)

If we assume $p(M_1) = p(M_2)$, we can simplify (2) to be

$$\frac{p(M_1|Z)}{p(M_2|Z)} = \frac{p(Z|M_1)}{p(Z|M_2)},$$ \hspace{1cm} (3)

where

$$p(Z|M) = \prod_{z \in Z} p(z|M),$$ \hspace{1cm} (4)

where $Z$ consists of many observations in a single data batch, such as a depth image or a single LiDAR scan. Then

$$p(Z|M) = \prod_{z \in Z} p(z|M).$$ \hspace{1cm} (5)

Assume that sensor reading $z$ follows a Gaussian distribution:

$$p(z|M) \sim \mathcal{N}(z', \sigma^2)$$ \hspace{1cm} (6)

where $z'$ and $\sigma$ are the mean and covariance of the Gaussian distribution. $z'$ is produced by applying sensor model $S(\cdot)$ on $M$ from the given observing perspective $T_i$ for the data point corresponding to $z$:

$$z' = S_z(M, T_i),$$ \hspace{1cm} (7)

where $S(\cdot)$ is a camera projection model for depth sensors and a range-bearing model for LiDARs. For numerical stability, we take log on both sides of (3). We get a log-likelihood ratio (LLR)

$$LLR = \log p(Z|M_1) - \log p(Z|M_2).$$ \hspace{1cm} (8)

We define

$$r(M) = -\log p(Z|M).$$ \hspace{1cm} (9)

When $LLR > 0$, which equivalents to $r(M_1) < r(M_2)$, $M_1$ is more likely to be better than $M_2$ in terms of dense map posterior probability. This means that we can compare different $r(M)$ directly, the lower the better. To further simplify (9), one can get

$$-\log p(Z|M) = -\log \prod_{z \in Z} \prod_{z' \in Z} \frac{1}{\sigma\sqrt{2\pi}} e^{-(z-z')^2/2\sigma^2}$$

$$= \sum_{z \in Z} \sum_{z' \in Z} \frac{(z-z')^2}{2\sigma^2} + L_0,$$ \hspace{1cm} (10)

where $L_0$ is a constant. Since $L_0$ is the same for the same set of $Z$, then (9) can be simplified to be

$$r(M) \sim \pi(M) = \sum_{z \in Z} \sum_{z' \in Z} (z-z')^2,$$ \hspace{1cm} (11)

where $\pi(M)$ is the proposed metric DMP, the lower the better.

4. EVALUATION OF DMP – THE PROPOSED METRIC

To evaluate the proposed metric DMP, we conduct experiments to compare the results of different metrics on multiple datasets: TUM RGB-D dataset [14] and Augmented ICL-NUIM [4]. In all of our experiments, 3D models are fused using Surfels implemented by ElasticFusion [15].

4.1. TUM RGB-D dataset

The TUM RGB-D dataset [14] is widely used for evaluating SLAM systems. The dataset has RGB-D sequences with ground truth camera trajectories available. We run experiments on a subset of sequences that are commonly used for SLAM evaluation [2]. Following [14], we adapt the absolute trajectory error (ATE) as the baseline metric.

For each data sequence, four estimated camera trajectories, T1, T2, T3, and T4, are used as benchmarking data. The trajectories are from SLAM systems with different characteristics. The results are reported in Fig. 1. For better visualization, T1 to T4 are sorted with the ATE metric.

**Key observation.** In the results, the proposed metric DMP can report the same ascending order as the ATE metric in most cases. This means our metric can provide similar evaluation results as the ATE.

4.2. Augmented ICL-NUIM dataset

The augmented ICL-NUIM (AIN) dataset [4] is a synthetic dataset with ground-truth surface models and camera trajectories. Experiments are performed to quantitatively compare performance of the proposed metric DMP with ground truth-based metrics: trajectory RMSE and surface mean distance (SMD).
Results are reported in Fig. 2. Evaluation trajectories T1-T5 are from SLAM methods and ranked with the SMD metric. **Key observations:** Our metric DMP positively correlates to SMD and Traj. RMSE, which means our metric can provide almost the same ranking results as ground truth-based metrics. To further visualize our metric, we include screen-shots of different 3D models and corresponding DMP values in Fig. 3.

### 4.3. Ineffective cases

Among all the evaluations on the two datasets, there are rare cases where the proposed metric DMP gives different results from ground truth-based metrics: T3 in TUM/fr1/desk, T2 in AIN/office 1, and T2 in AIN/office 2. We believe that it is because these data sequences have most of the space scanned only once without loopy coverage. That is the case where our metric cannot handle perfectly. However, it is simple to avoid this problem by adding overlapping scans.

### 5. AN APPLICATION OF DMP: LOOP EVALUATION

One important use case of the proposed metric DMP is to evaluate and filter loop detections for SLAM and 3D reconstruction systems. Because most loop detection systems do not have a perfect precision performance, which means false positive loop detections are inevitable. Meanwhile, SLAM and 3D reconstruction systems tend to be very sensitive to false-positive loops, which are likely to dramatically decrease the 3D model accuracy, as happened in Fig. 3 (e). With the proposed metric, it becomes possible to rank different loops and filter out the false positive ones.

Again, we run experiments on the Aug ICL-NUIM dataset [4], which also contains a point cloud registration benchmark operating on point cloud scene fragments. [4] also provides a set of point cloud registration results with high recall but low precision. These registration results can be used as a source of loop detections. A subset of the loops that are not connected by ORB-SLAM2 [2] co-visibility graph are selected for our experiments.

In our evaluation, we calculate a DMP value for each of the loops by running the following steps:
Fig. 3. Visualization of estimated 3D models of the livingroom 2 sequence and their corresponding DMP values. In (a), T1 leads to the best 3D mapping quality among the five estimates. There are not any noticeable mismatches. In (b), there are mismatches at the upper right-hand corner. The lamp and sofa are not well reconstructed. In (c), the sofa at the bottom of the image is not perfectly matched between frames. In (d), the coffee table at the center is off. (e) shows a collapsed 3D model optimized with a false positive loop.

1. Perform pose graph optimization from ORB-SALM2 with a single loop added.
2. Fuse a 3D surfels model out of the optimization result.
3. Evaluate DMP.

Finally, the loops are sorted by their DMP values. Precision-Recall curves, shown in Fig. 4, are generated by varying threshold position.

Summary of observations. In the results, we can see the curves all starts from 100% precision. Then the curves keep on high precision values when recall increases. There are a few drop points, which means false positive loops. But the number is limited. The majority of the false-positive loops are at the end of the list reflected by the sharp drops when recall reaches 100%. These mean that the ranking has excellent performance, which proves that the proposed DMP is effective.

Fig. 4. Precision and recall curves for ranking results based on the proposed metric DMP. The curves show a very good ranking performance.

6. COMPUTATIONAL PERFORMANCE

Our metric can be efficiently parallelized using OpenGL and CUDA. In our implementation, on an NVIDIA Titan X Pascal, the average evaluation time is 2.7 s for a TUM model and 4.2 s for an Augmented ICL-NUIM model. The speed can be further improved if only a sampled subset of data frames are used for evaluation.

7. CONCLUSION

In this work, we propose a metric, which can work without any ground truth data, for evaluating 3D reconstruction and mapping performance. In our experiments, the proposed metric DMP is benchmarked against ground truth based metrics. Results show that DMP can provide a similar evaluation capability.

The proposed metric not only makes 3D mapping evaluation simpler, but also opens many new opportunities. Our experiments show that it can evaluate loop detection results and lead to good precision-recall performance. We envision that more can be done with this metric, such as self-supervised methods and more available datasets.
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