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ABSTRACT
Recent generative models show impressive results in photo-realistic image generation. However, artifacts often inevitably appear in the generated results, leading to downgraded user experience and reduced performance in downstream tasks. This work aims to develop a plugin post-processing module for diverse generative models, which can faithfully restore images from diverse generative artifacts. This is challenging because: (1) Unlike traditional degradation patterns, generative artifacts are non-linear and the transformation function is highly complex. (2) There are no readily available artifact-image pairs. (3) Different from model-specific anti-artifact methods, a model-agnostic framework views the generator as a black-box machine and has no access to the architecture details. In this work, we first design a group of mechanisms to simulate generative artifacts of popular generators (i.e., GANs, autoregressive models, and diffusion models), given real images. Second, we implement the model-agnostic anti-artifact framework as an image-to-image diffusion model, due to its advantage in generation quality and capacity. Finally, we design a conditioning scheme for the diffusion model to enable both blind and non-blind image restoration. A guidance parameter is also introduced to allow for a trade-off between restoration accuracy and image quality. Extensive experiments show that our method significantly outperforms previous approaches on the proposed datasets and real-world artifact images.
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1 INTRODUCTION
Generative models such as generative adversarial networks [17], autoregressive models [24], diffusion models [11], variational autoencoders [34], and normalization flows [20], show impressive capability in photo-realistic image synthesis and editing in recent years. However, due to the imperfect learning of the mapping between distributions or the discontinuity in the latent space, artifacts usually inevitably appear in some of the generation results, as shown in the first column of each subgraph in Fig. 3. These artifacts may reduce the generation performance and the performance of downstream tasks.

The generative artifacts can be viewed as a special form of image degradation with respect to the implicit original image. However, different from traditional image degradation modes [18], [36], [37] such as JPEG artifacts, Gaussian blur, Gaussian noise and downsampling artifacts, which can usually be represented as a low-order transformation function (e.g., $y = [(x \otimes k) \downarrow_s + n]_{\text{JPEG}}$), generative artifacts are non-linear, model-specific, and the transformation function is highly complex, which cast challenges in the modeling of the restoration process. As far as we know, only a few works have been proposed to deal with the artifacts of generative models. Two works [14], [33] have been conducted to detect artifacts produced by GAN models. However, these models are model-specific since they are limited to the latent space of GAN. EdiBERT [13] learns a masked token prediction model on discredited images, and it assumes that the artifact regions correspond to lower-probability tokens. It achieves image restoration by replicating those tokens with low probabilities. Although these algorithms can restore images from a specific type of generative artifacts, they are typically model-specific and cannot generalize to different types of generative models.
In this paper, we would like to develop a model-agnostic general framework for the faithful restoration of clean images from various types of generative artifacts. It is worth noting that the causes of various types of artifacts generated by different generative models vary by model structure, and it is difficult to propose a general method to directly avoid the artifacts in the generation process. Therefore, the focus of this work is not to analyze the reasons why the model produces artifacts during generation, but to propose a model-agnostic artifact removal method to improve the quality of image generation. The term model-agnostic denotes that we have no access to the detailed implementation of the generator, but rather consider it as a black-box module. To achieve this, we consider generative artifact removal as an image-to-image translation task, where the only input is the degraded image with generative artifacts, while the output is the restored image.

One challenge is that no groundtruth is available for each degraded image. To generate training data for our restoration model, we design a set of mechanisms to degrade real images that simulate different types of generative artifacts. Specifically, by exploring the components or parameters that may lead to generative artifacts, we synthesize four generative artifacts from clean images, corresponding to three popular generative models, GAN, autoregressive model and diffusion model. Notably, it is inevitable that there is a certain gap between the artifact we build and the real generative artifact produced by generative models. However, we will demonstrate in the experimental part that the model trained on the synthetic artifact dataset also shows great restoration ability to the real-world generative artifacts.

Next, we propose a baseline method based on a conditional diffusion model, called DiffGAR, for this generative artifact removal task. Given an artifact image and a source image, our algorithm can generate a clean image removing artifacts. Traditional degradation restoration tasks aim to estimate the degradation kernel and then produce a clean image through the inversion process [30]. Inspired by the recently proposed conditional image-to-image diffusion model [29], we treat this artifact removal task as a task to learn the conditional distribution of original clean images given input artifacts, using diffusion models can capture the multi-modal distributions in the high-dimensional image spaces. We then train our algorithm on our newly proposed artifact-image pairs dataset. Besides, among the traditional degradation restoration tasks, many works focus on solving blind image restoration tasks [7]. Blind artifacts removal aims to restore the original images suffering from unknown degradation kernels or noise levels. Similarly, we design a conditioning scheme for the diffusion model to enable blind artifact removal with an extra blind class token embedding.

The overall contributions of this work can be summarized as follows:

- We design methods for synthesizing four types of generative artifacts that are as close as possible to real artifacts for restoration model training.
- We propose a baseline algorithm, DiffGAR, based on the conditional diffusion model, which achieves high quality restoration from artifact images and shows better reconstruction accuracy and image fidelity than previous works.
- We conduct thorough experiments on different settings of the modeling of DiffGAR, including both blind and non-blind restoration mechanisms. We also support a flexible trade-off between image quality and consistency of the results.
- The proposed DiffGAR model trained on the synthetic artifact datasets can restore real image artifacts and achieve higher human visual preference than previous works, making it more practical for real-world applications.

2 RELATED WORK

2.1 Image Generation

Deep generative models have made great progress in image synthesis tasks recently [6], [9], [25]. GAN-based methods have shown amazing capabilities in generating high-fidelity samples, but they have poor mode coverage. Autoregressive models cover data manifold faithfully, but they often suffer from low sample quality. Concurrently, the diffusion models have emerged as a promising generative modeling framework, advancing the development of image, audio, and video generation tasks. However, artifacts are often generated due to architectural limitations of the generative model itself and its inability to capture the complete data manifold pattern [38], [14], [32], highlighting the importance of generative artifacts removal for producing more visually appealing images.

2.2 Traditional Degradation Restoration

Many traditional tasks in image restoration can be transformed into linear inverse problems, such as super-resolution, colorization, deblurring, and compressive sensing. GFFGAN [36] incorporate GAN prior to traditional blind facial image restoration. [37] trains a practical Real-ESRGAN for real-world blind super-resolution with pure synthetic training pairs. Besides, diffusion models have recently been introduced into the image restoration tasks. Denoising Diffusion Restoration Models (DDRM) [18] has been proposed as a general linear inverse problem solver based on unconditional diffusion generative models.

2.3 Generative Artifacts Restoration

Recently, there are a few works focusing on exploring the unique artifacts in GAN model architectures. The author [14] removes artifacts through ablating units that are related to artifact generations. The paper [32] propose a novel pixel-instance normalization (PIN) layer to remove the circular artifacts for vanilla StyleGAN. However, these methods are specifically designed for partial GAN artifacts. EdiBERT [13] is a kind of generative model which models the VQGAN latent space in a non-autoregressive manner. EdiBERT replaces the autoregressive GPT model in Taming Transformers with a bi-directional BERT [5] model. When applied to image denoising tasks, EdiBERT will first detect discrete tokens in a given artifact image that do not fit appropriately in the sequence s, and then change these tokens to new tokens so that the likelihood of the new sequence can be higher.

3 SYNTHESIS OF GENERATIVE ARTIFACTS

In this section, we describe our method of synthesizing different kinds of generative artifacts corresponding to three typical types
of generative models, GAN, Autoregressive model and DDIM. Furthermore, we synthesize training pairs using images from FFHQ dataset [16] and AFHQ-Dog dataset [4].

### 3.1 GAN Artifacts

Since it is difficult to directly synthesize high-quality, id-preserving artifacts-image pairs based on StyleGAN2 [17], we use VQGAN [8] instead, which is also a GAN model. Taming Transformers [8] is a two-stage generative model that first learns a latent representation of the data and then, in a second stage, an autoregressive gpt probabilistic model of the latent representation. VQGAN is a vector-quantized image model which can map an image into a sequence of discrete latent variables, serving as the first stage model of Taming Transformers. The vector-quantized image model consists of an encoder E, a decoder D and a codebook Z = {z_k}^K_{k=1} ∈ R^{K×d}, where K is the number of discrete codes in the codebook Z and d is the dimension of codes. The convolutional encoder E downsamples an image x ∈ R^{c×H×W} into a feature map z_e ∈ R^{d×h×w}. Then each spatial feature vector z_ij is substituted via a nearest-neighbour lookup onto a discrete codebook entry zk:

\[ z_q = \text{argmin}_{z_k} \| z_{ij} - z_k \|_2^2 \in \mathbb{R}^{d×h×w} \]  

(1)

where h × w represents the sequence length of the quantized image. Subsequently, the quantized encoding z_q is fed to the decoder D to reconstruct the input \( \hat{x} = D(z_q) \).

For VQGAN artifacts, given an image x, we can obtain the image tokens sequence \( s = (s_1, s_2, \cdots, s_j) \) for a given image. In the second stage of Taming Transformers, for a given discrete token sequence \( s = (s_1, s_2, \cdots, s_j) \), an autoregressive transformer is trained to predict the next sequence token conditioned on the previously predicted image tokens:

\[ p_{\theta}(s) = \prod_{i=1}^{l} p_{\theta}^l(s_i|s_{<i}) \]  

(2)

During inference, the most commonly used sampling strategies of autoregressive models are temperature sampling and top-k sampling. We can implement temperature sampling by dividing the logits outputs of the autoregressive transformer model by the temperature, which is then fed into a softmax layer and outputs the sampling probabilities of tokens in the vocabulary. Higher temperatures make the model increasingly confident in its top choices. The top-k sampling means ordering by probability and zeroing out the probabilities below the kth token. We simulate autoregressive model sampling artifacts via a higher temperature and top-k value.

In the remaining part of the paper, we use GPT sampling artifacts to represent the autoregressive model sampling artifacts for simplicity.

### 3.2 Autoregressive Model Sampling Artifacts

The second stage model of Taming Transformers [8] is a transformer-based autoregressive generative model.

With encoder E and decoder D available, we can obtain discrete tokens \( s = (s_1, s_2, \cdots, s_j) \) for a given image. In the second stage of Taming Transformers, for a given discrete token sequence \( s = (s_1, s_2, \cdots, s_j) \), an autoregressive transformer is trained to predict the next sequence token conditioned on the previously predicted image tokens:

\[ p_{\theta}(s) = \prod_{i=1}^{l} p_{\theta}^l(s_i|s_{<i}) \]  

(2)

During inference, the most commonly used sampling strategies of autoregressive models are temperature sampling and top-k sampling. We can implement temperature sampling by dividing the logits outputs of the autoregressive transformer model by the temperature, which is then fed into a softmax layer and outputs the sampling probabilities of tokens in the vocabulary. Higher temperatures make the model increasingly confident in its top choices. The top-k sampling means ordering by probability and zeroing out the probabilities below the kth token. We simulate autoregressive model sampling artifacts via a higher temperature and top-k value.
we perturb the obtained latent code with additive white Gaussian noise, \( \tilde{x}_t = x + \alpha \cdot n \), \( n \sim N(0, I) \), where \( \alpha \) is a hyperparameter controlling the strength of the added noise. Secondly, we perform scaling and shifting operation using the latent code \( x_{\text{aff}} = y \cdot x + \beta \), where \( y \) and \( \beta \) correspond to the scale and shift coefficients. These two operations sometimes result in streaky artifacts in the image.

4  CONDITIONAL DIFFUSION MODELS

We utilize the diffusion model as the generative artifact removal backbone due to its powerful generative capability. Following Latent Diffusion [27], to reduce the computational cost and fitting difficulty of training a diffusion model, we use a two-stage diffusion model as our method. In the first stage, an autoencoder model compresses the input image into a low-dimensional latent space. We then construct a powerful conditional diffusion model over the compressed latent space to learn the joint distribution. Fig. 1 shows the structure of our model DiffGAR.

Stage One: AutoEncoder Model. Based on [8] which learns a discrete latent space, we learn a continuous compressed latent space which allows training a continuous diffusion model. Given an image \( x \in \mathbb{R}^{3 \times H \times W} \) in RGB space, the encoder \( E \) first encodes the image into a latent representation \( z \in \mathbb{R}^{d \times H \times W} \), then \( z \) can be fed into the decoder \( D \) to reconstruct the input image.

Stage Two: Conditional Diffusion Model. Given the generative artifacts dataset of artifact-image pairs, denoted \( D = \{ X_i, Y_i \}_{i=1}^{N} \), the goal of our method is to learn a parametric approximation to \( p(Y|X) \) that maps a source artifact image \( X \) to the clean target image \( Y \). With the trained first-stage autoencoder, we can obtain the latent representation \( x, y_0 \) of a given artifact image and a clean target image. Compared to the original high-dimensional image space, the compressed low-dimensional pixel space is more efficient to train the conditional diffusion model. Taking the source artifact image \( x \) and the noisy target image \( y_t \) as input, we can train a neural backbone \( E_D \) to progressively denoise \( y_t \) and produce the target image \( y_0 \). During training, we use a shared U-Net [28] architecture for all timesteps \( t \), by injecting the current timestep \( t \) with sinusoidal position embedding [35]. Additionally, since the artifact images in the proposed dataset have different artifact class labels, we can utilize the class labels as additional information to guide the diffusion process. Specifically, we learn a class embedding matrix for the proposed four types of generative artifacts during training and add the class embedding to the timestep embedding for each sample during training. However, similar to the blind image restoration tasks where the degradation model is not provided, when applied to artifact images generated directly from the generative models, we cannot know exactly which of the four artifacts in the dataset the current artifact image belongs to. Therefore, we learn an extra [MASK] class token \( c_{\text{ls}} \) which represents the unknown artifact class then it can be applied to blind image restoration. During training, we randomly set 50% of the input artifact class tokens to the [MASK] class token. The detailed training algorithm is shown in Algorithm 1.

Blind / Non-Blind Generative Artifacts Restoration. In the inference stage, we accelerate the generative process by using fewer discretization steps [31]. Besides, we design three kinds of generative artifacts restoration methods, non-blind restoration, blind restoration and a tradeoff between them. For non-blind image restoration, we set the artifact class token to the true artifact class. For blind image restoration, the [MASK] class token is fed into the noise diffusion model. Besides, inspired by the classifier-free guidance sampling in previous conditional image generation tasks [12], [23] which
We evaluate the effectiveness of our DiffGAR model on the proposed synthetic generative artifact images as well as the real artifact images sampled from the generative models. We compare DiffGAR with two traditional restoration models GFGAN [36] (for FFHQ artifact dataset), Real-ESRGAN [37] (for AFHQ-Dog artifact dataset) and a generative artifacts removal model EdiBERT [13].

Datasets Construction. We generate artifact images on the FFHQ and AFHQ-Dog dataset at 256×256 resolution. For the FFHQ dataset, we use 68k images for training and 2k images for inference. For the AFHQ-Dog dataset, 4735 images are used for training, and 500 images are used for inference. For GPT sampling artifacts, we use the well-trained model from [8] and set different temperatures and top-k values to simulate GPT sampling artifacts. For the FFHQ dataset, we set the number of top-k to 500 and the sampling temperature to 21. For the AFHG-Dog dataset, we set the number of top-k to 600 and the sampling temperature to 22. Notably, in order to keep the identity of the object in the image, we set 90% of image tokens unchanged and only 10% of the tokens will be resampled using the given temperature and top-k. For replace_token artifacts, we randomly sample a 4×4 rectangle and replace the tokens within the selected rectangle with randomly sampled tokens from the codebook. When generating ddim_gaussian artifacts, we set the stopping step of the forwarding process T0 to 840, forward diffusion steps and inversion steps to 48, α to 0.3. Ddim_scale artifacts share the same diffusion steps as ddim_gaussian, and γ, β is set to be 1.015, 0.01 for the FFHQ dataset. For AFHQ-Dog, we set γ to 1.015, β to 0.001.

Evaluation Metrics. We use FID [10] as the generation quality comparison metric. The image reconstruction quality is evaluated by mean squared error (MSE) in image pixel level space. Besides, we adopt pixel-wise metrics PSNR and SSIM. To measure the identity preserving ability, we use iResNet [1] and CLIP [26] to extract image features for images in FFHQ and AFHQ-Dog datasets, respectively, and then calculate the similarity between features.

Training Details. We use the pretrained model of an autoencoder network from Latent-diffusion [27], which maps the input image into a latent representation $z \in \mathbb{R}^{512 \times 64 \times 64}$. We train our DiffGAR model for 390k and 87k training steps on the FFHQ dataset and AFHQ-Dog Dataset dataset with a batch size of 24, respectively. We adopt a U-Net architecture for the diffusion model and consider $T = 1000$ for the diffusion process. During inference, we use 30 DDIM sampling timesteps.

5 EXPERIMENTS

We evaluate the effectiveness of our DiffGAR model on the proposed synthetic generative artifact images as well as the real artifact images sampled from the generative models. We compare DiffGAR with two traditional restoration models GFGAN [36] (for FFHQ artifact dataset), Real-ESRGAN [37] (for AFHG-Dog artifact dataset) and a generative artifacts removal model EdiBERT [13].

Datasets Construction. We generate artifact images on the FFHQ and AFHQ-Dog dataset at 256×256 resolution. For the FFHQ dataset, we use 68k images for training and 2k images for inference. For the AFHQ-Dog dataset, 4735 images are used for training, and 500 images are used for inference. For GPT sampling artifacts, we use the well-trained model from [8] and set different temperatures and top-k values to simulate GPT sampling artifacts. For the FFHQ dataset, we set the number of top-k to 500 and the sampling temperature to 21. For the AFHG-Dog dataset, we set the number of top-k to 600 and the sampling temperature to 22. Notably, in order to keep the identity of the object in the image, we set 90% of image tokens unchanged and only 10% of the tokens will be resampled using the given temperature and top-k. For replace_token artifacts, we randomly sample a 4×4 rectangle and replace the tokens within the selected rectangle with randomly sampled tokens from the codebook. When generating ddim_gaussian artifacts, we set the stopping step of the forwarding process $T_0$ to 840, forward diffusion steps and inversion steps to 48, $\alpha$ to 0.3. Ddim_scale artifacts share the same diffusion steps as ddim_gaussian, and $\gamma, \beta$ is set to be 1.015, 0.01 for the FFHQ dataset. For AFHG-Dog, we set $\gamma$ to 1.015, $\beta$ to 0.001.

Evaluation Metrics. We use FID [10] as the generation quality comparison metric. The image reconstruction quality is evaluated by mean squared error (MSE) in image pixel level space. Besides, we adopt pixel-wise metrics PSNR and SSIM. To measure the identity preserving ability, we use iResNet [1] and CLIP [26] to extract image features for images in FFHQ and AFHQ-Dog datasets, respectively, and then calculate the similarity between features.

Training Details. We use the pretrained model of an autoencoder network from Latent-diffusion [27], which maps the input image into a latent representation $z \in \mathbb{R}^{512 \times 64 \times 64}$. We train our DiffGAR model for 390k and 87k training steps on the FFHQ dataset and AFHQ-Dog Dataset dataset with a batch size of 24, respectively. We adopt a U-Net architecture for the diffusion model and consider $T = 1000$ for the diffusion process. During inference, we use 30 DDIM sampling timesteps.

Algorithm 1: Training a denoising model $\theta$. 

```
1: repeat 
2: \( (X, Y, \text{cls}) \leftarrow \text{sample training artifact-image pair and artifacts class token} \)
3: \( x \leftarrow E(X), y_t \leftarrow E(Y) \)
4: \( t \leftarrow \text{Uniform}([1, \ldots, T]) \)
5: \( \epsilon \sim N(0, I) \)
6: \( L \leftarrow \|\nabla\theta(x, \sqrt{\alpha_t}y_t + \sqrt{1-\alpha_t}\epsilon, t|\text{cls}) - \epsilon\|^2 \)
7: \( \theta \leftarrow \theta - \eta \Delta \theta L \)
8: until \( \text{converged} \)
```

Algorithm 2: Inference of the denoising model, given fast inference. 

```
1: \( T, \theta \leftarrow E(X) \), \text{cls}_t \) is the artifacts class token of \( X \)
2: \( y_t \leftarrow N(0, 1) \)
3: while \( t > 0 \) do 
4: \( \epsilon \leftarrow \hat{\epsilon}_\theta(x, y_t, t|\text{cls}_t) \)
5: \( y_0 = \frac{y_t - \sqrt{1-\alpha_t}\epsilon}{\sqrt{\alpha_t}} \)
6: \( y_t = \sqrt{1-\alpha_t}y_0 + \sqrt{1-\alpha_t}\epsilon \)
7: \( t \leftarrow t - \Delta t \)
8: end while
9: return \( D(y_t) \)
```
Table 1: Quantitative restoration results on synthetic datasets between GFPGAN ([36]), Real-ESRGAN ([37]), EdiBERT ([13]) and Ours. The comparison results show that our method produces higher quality output images.

| Metric   | Method            | Replace Token | GPT Sampling | DDIM Gaussian | DDIM Scale | ALL       |
|----------|-------------------|---------------|--------------|---------------|------------|-----------|
|          |                   | FID ↓         | FID ↑         | MSE ↓         | PSNR ↑     | SSIM ↑    | ID Consistency ↑ |
|          | GFPGAN            | 19.32         | 0.0384       | 0.0701        | 20.585     | 0.6101    | 0.6169    | 0.5852  |
|          | Real-ESRGAN       | 27.43         | 0.0412       | 0.0741        | 20.17      | 0.5189    | 0.5027    | 0.9019  |
|          | EdiBERT           | 15.55         | 0.0336       | 0.0734        | 18.053     | 0.5415    | 0.5628    | 0.9592  |
|          | DiffGAR(Ours)     |               |              |               |            | 0.6182    | 0.5571    | 0.9596  |
|          |                   |               |              |               |            |           |           |        |

Table 2: Comparison with previous work on real-world generative artifacts (human preference).

| Model     | Preference ↓ |
|-----------|--------------|
| GFPGAN    | 27%          |
| EdiBERT   | 18%          |
| DiffGAR(Ours) | 55%        |

Figure 2: Restoration results comparison on proposed FFHQ artifacts dataset (a) and AFHQ-Dog artifacts dataset (b). Each row shows the different types of generative artifacts.

Figure 3: Restoration results of real artifacts generated by GAN [17], GPT [8], DDPM model [3], respectively.

Qualitative Evaluation. Qualitative results are presented in Fig. 2 and Fig. 3. Compared to other methods, DiffGAR produces high quality restoration results, as shown in Fig. 2. The two traditional image restoration models GFPGAN [36] and Real-ESRGAN [37] do not have the ability to restore image regions with semantic errors. While EdiBERT can remove discrete artifacts such as Replace Token artifacts and GPT Sampling artifacts as shown in the first two rows of Fig. 2, the identity of the person changes slightly, while our method DiffGAR can preserve the identity better and successfully remove the artifacts. For the remaining DDIM-related artifacts involving the entire image, only DiffGAR can successfully remove the artifacts. Fig. 3 shows the restoration results of real artifacts generated by GAN [17], GPT [8], DDPM model [3], respectively.
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Figure 3: Comparisons of GFPGAN [36], EdiBERT [13], and our DiffGAR restoration results on real image artifacts generated by different generative models (StyleGAN2 [17], Autoregressive Model [8], DDPM [3]). DiffGAR (the last column) trained with synthetic artifacts dataset can successfully remove the real-world artifacts produced by various generative models.

Figure 4: Ablation study on the classifier-free guidance scale and the number DDIM sampling steps on the FFHQ dataset.

DiffGAR exhibits better image restoration capabilities compared to other models in all three kinds of generative artifacts.

5.2 Ablation Study
We conduct ablation studies on the FFHQ artifact dataset.

Blind / Non Blind Image Restoration. We investigate how different artifacts restoration methods affect the restoration performance. As shown in Tab. 3, blind image restoration performs the worst in terms of reconstruction quality. The non-blind image restoration strategy recovers most of the details of the target image with the
smallest MSE value. We find that the classifier-free guidance clearly improves the image quality in terms of FID, at the cost of reduced reconstruction detail. Fig. 4a shows how the guidance scale s affects the restoration results. We find that when s increases, the FID score and ID consistency become better, while the MSE score decreases. We hypothesize that this may be because the classifier-free guidance pushes the samples toward the true data distribution while ignoring instance details. In this paper, we choose a guide scale of 3.0 to achieve a trade-off between image quality and reconstruction accuracy. However, it is off to the users to choose a proper setting according to their requirements.

DDIM sampling steps. We study the impact of the number of DDIM sampling steps on restoration performance. As shown in Fig. 4b, as the number of sampling steps increases, the FID score and ID consistency get better while the MSE score decreases. When the number of sampling steps increases to 30, the ID consistency score starts to drop. We assume that the more sampling steps, the better the image quality, but at the cost of changing more details of the image to get closer to the real manifold space. We use 30 DDIM sampling steps in our experiment because it provides a good trade-off between various evaluation metrics.

6 CONCLUSION

This paper introduces the generative artifacts restoration task along with two new generative artifact datasets. Furthermore, we design a general generative artifacts restoration framework DiffGAR based on a conditional diffusion model and demonstrate the great potential of restoring clean images from artifact images. We expect this work could attract more researchers from the community to further study the artifacts removal of generated images, including a better method of simulating generative artifacts and the development of new methods to improve the image generation quality.
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Table 3: Ablation Study blind/non-blind image restoration.

|        | FID | MSE | ID consistency |
|--------|-----|-----|----------------|
| blind  | 17.45 | 0.0347 | 0.6295 |
| non-blind | 17.79 | 0.0258 | 0.6843 |
| guidance | 16.89 | 0.0316 | 0.6886 |