Abstract

Spatial reasoning is an important component of human intelligence. We can imagine the shapes of 3D objects and reason about their spatial relations by merely looking at their three-view line drawings in 2D, with different levels of competence. Can deep networks be trained to perform spatial reasoning tasks? How can we measure their “spatial intelligence”? To answer these questions, we present the SPARE3D dataset. Based on cognitive science and psychometrics, SPARE3D contains three types of 2D-3D reasoning tasks on view consistency, camera pose, and shape generation, with increasing difficulty. We then design a method to automatically generate a large number of challenging questions with ground truth answers for each task. They are used to provide supervision for training our baseline models using state-of-the-art architectures like ResNet. Our experiments show that although convolutional networks have achieved superhuman performance in many visual learning tasks, their spatial reasoning performance in SPARE3D is almost equal to random guesses. We hope SPARE3D can stimulate new problem formulations and network designs for spatial reasoning to empower intelligent robots to operate effectively in the 3D world via 2D sensors.

1. Introduction

Spatial reasoning is “the ability to generate, retain, retrieve, and transform well-structured visual images” [29]. It allows an intelligent agent to understand and reason about the relations among objects in three or two dimensions. As a part of general intelligence, spatial reasoning allows people to interpret their surrounding 3D world [30] and affect their spatial task performances in large-scale environments [20]. Moreover, statistics from many psychological and educational studies [26, 31, 45] have empirically proved that good spatial reasoning ability can benefit performance in STEM (science, technology, engineering, and math) areas.

Therefore, when we are actively developing intelligent systems such as self-driving cars and smart service robots, it is natural to ask how good their spatial reasoning abilities are, especially if they are not equipped with expensive 3D sensors. Because deep convolutional networks empower most state-of-the-art visual learning achievements (such as object detection and scene segmentation) in those systems, and they are typically trained and evaluated on a large amount of data, it is then important to design a set of non-trivial tasks and develop a large-scale dataset to facilitate the study of spatial reasoning for intelligent agents.

As an important topic in psychometrics, there exist several spatial reasoning test datasets, including the Mental Rotation Tests [43], Purdue Spatial Visualization Test (PSVT) [4], and Revised Purdue Spatial Visualization Test [50]. However, those human-oriented tests are not directly suitable for our purpose of developing and testing the spatial reasoning capability of an intelligent system, or a deep network. First, the amount of data in these datasets, typically less than a hundred of questions, is not enough for most deep learning methods. Second, the manual way to design and generate questions in these tests are not easily scal-
able. Third, many of them focus mostly on various forms of rotation reasoning tests, ignoring other spatial reasoning aspects that may be deemed either too easy to answer (e.g., to reason about the consistency between different views) or too difficult to evaluate (e.g., imagine and visualize the 3D shape or views mentally from different pose) for human, which are non-trivial for a machine. In addition, some tests use line drawings without hidden lines (not directly visible due to occlusion), which might cause ambiguity and make it unnecessarily difficult for our purpose.

In the vision community, some Visual Question Answering (VQA) datasets that are reviewed in the next section are the closest efforts involving spatial reasoning. However, these datasets are heavily coupled with natural language processing and understanding, instead of purely focusing on spatial reasoning itself. Also, these datasets are mainly designed for visual relationship reasoning instead of spatial reasoning about geometric shapes and poses.

Therefore, we propose the SPARE3D dataset to promote the development and facilitate the evaluation of intelligent systems’ spatial reasoning abilities. We use orthographic line drawings as the primary input modality for our tasks. Line drawings are widely used in engineering, representing 3D mechanical parts in computer-aided design or structures in building information models from several 2D views, with surface outlines and creases orthogonally projected onto the image plane as straight or curved lines. Compared with realistic images, line drawings are not affected by illumination and texture in rendering, providing pure, compact, and most prominent object geometry information. It is even possible to encode depth cues in a single drawing with hidden lines. Moreover, line drawing interpretation has been extensively studied in computer vision and graphics for a few decades, leading to theories such as line labeling and region identification [32, 42, 33, 44], and for single-view reconstruction [37]. Many of these methods were trying to convert 2D line drawings to 3D models based on projective geometry theories and rule-based correspondence discovery, which is arguably different from human’s seemingly instinctive and natural understanding of those drawings. We hope SPARE3D can stimulate new studies in this direction using data-driven approaches.

SPARE3D contains five spatial reasoning tasks in three categories of increasing difficulty, including view consistency reasoning, camera pose reasoning, and shape generation reasoning, as illustrated in Figure 1. The first two categories are discriminative. View consistency reasoning requires an intelligent agent to select a compatible line drawing of the same object observed from a different pose than the given drawings. The more difficult camera pose reasoning requires the agent to establish connections between drawings and their observed poses, which is similar to the aforementioned Mental Rotation Tests and PSVT.

### 2. Related Works

Spatial reasoning has been studied for decades in cognitive science and psychology. With the advancements of artificial intelligence (AI), researchers begin to design AI systems with visual/spatial understanding and reasoning abilities. As mentioned, classical human-centered spatial reasoning tests are not designed for AI and not readily transferable for developing spatial reasoning AI. Thus we only focus on reviewing datasets and methods related to spatial reasoning in the broad context of AI, where the main differences with SPARE3D are summarized in Table 1.

**Visual Reasoning Dataset.** Recently there has been substantial growth in the number of visual reasoning datasets. They facilitate the development and evaluation

| Dataset            | 2D | 3D | pure geometry | line drawing | reasoning |
|--------------------|----|----|---------------|--------------|-----------|
| Visual Reasoning   | ✓  | ✓  | ✓             | ✓            | ✓         |
| Phyre [2]          | ✓  | ✓  | ✓             |              | ✓         |
| ShapeNet [6]       | ✓  | ✓  | ✓             |              | ✓         |
| ScanNet [10]       | ✓  | ✓  | ✓             | ✓            | ✓         |
| Line Drawing [8, 9, 33, 44] | ✓  | ✓  | ✓            |              | ✓         |
| ARC [1]            | ✓  | ✓  | ✓             | ✓            | ✓         |

Table 1. Summary of related public datasets. 2D, 3D and line drawing indicate the types of data in a dataset. Pure geometry means the dataset is only focusing on geometry, without other modalities (language/semantics/physics). Reasoning means whether a dataset is designed directly for reasoning.

The shape generation is the most difficult, where we test for higher-level abilities to directly generate 2D (line drawings from other views) or 3D (point clouds or meshes) representations of an object, based on the given line drawings. If an agent can solve this type of tasks accurately, then the previous two categories can be solved directly. Note that although there are other types of spatial reasoning tasks in the psychometrics literature, we focus on these three because they are some of the most fundamental ones.

In summary, our contributions are the following:

- To the best of our knowledge, SPARE3D is the first dataset with a series of challenging tasks to evaluate purely the spatial reasoning capability of an intelligent system, which could stimulate new data-driven research in this direction.
- We design a scalable method to automatically generate a large number of non-trivial testing questions and ground truth answers for training and evaluation.
- We design baseline deep learning methods for each task and provide a benchmark of their performance on SPARE3D, in comparison with human beings.
- We find that state-of-the-art convolutional networks perform almost the same as random guesses on SPARE3D, which calls for more investigations.
- We release the dataset and source code for data generation, baseline methods, and benchmarking.

2. Related Works
of AI’s visual and verbal reasoning ability by asking common sense questions about an image in the form of natural language [24, 3, 48, 25, 7, 22, 52, 28, 38] (except for [2] that focuses on physics). SPARE3D has two major differences. First, it only involves visual/spatial information of an object; therefore, natural language processing is not required. The tasks in SPARE3D is already very challenging, so decoupling them from other input modalities allows researchers to focus on spatial reasoning. Second, SPARE3D focuses on reasoning about two fundamental geometric properties: the shape of a 3D object, and the pose it was observed from, rather than the relative position, size, or other semantic information comparisons between objects.

**3D Object/Scene Dataset.** Recent years have also seen the booming large-scale 3D datasets designed for representation learning tasks such as classification and segmentation as a way to 3D scene understanding. For example, ShapeNet [6] as a 3D object dataset with rich semantic and part annotations, and ScanNet [10] as an RGB-D video dataset for 3D reconstruction of indoor scenes. Some of those datasets are then utilized in the visual navigation studies [53, 47]. Although visual navigation can be seen as involving spatial reasoning, it focuses more on a scene level goal-achieving than the object level shape and pose reasoning in SPARE3D. In SPARE3D, we take advantage of 3D solid models from the ABC dataset [27], which is proposed for digital geometry processing tasks. We then generate line drawings from these CAD models as our 2D drawing sources. Note that none of these datasets are specifically designed for spatial reasoning, as in our context.

**Line Drawing Dataset.** Interpreting line drawings has been a long-term research topic, as discussed. With the development of deep learning, the recent efforts in this direction are to understand line drawings by analyzing a large number of them. Cole et al. [8, 9] studied on how the drawings created by artists correlate with the mathematical properties of the shapes, and how people interpret hand-drawn or computer-generated drawings. OpenSketch [17] is designed to provide a wealth of information for many computer-aided design tasks. These works, however, mainly focus on 2D line drawing interpretation and lack 3D information paired with 2D drawings. Unlike them, SPARE3D contains paired 2D-3D data, thus can facilitate an AI system to reason about 3D object information from 2D drawings, or vice versa.

**Other Related Methods.** We also briefly discuss some machine learning methods that we believe might help tackle spatial reasoning tasks in SPARE3D in the future. Research about single view depth estimation, e.g., [15, 46], may be used to reason about the 3D object from a 2D isometric drawing (if trained on a large number of such drawings) by predicting 3D structures to rule out some less likely candidates in the questions. Similarly, spatial reasoning ability for an intelligent agent could also be connected with neural scene representation and rendering [13, 19]. For example, Eslami et al. [13] introduced the Generative Query Network (GQN) that learns a scene representation as a neural network from a collection of 2D views and their poses. Indeed, when trying to solve the SPARE3D tasks, people seem to first “render” the shape of a 3D object in our minds and then match that with the correct answer. If such analysis-by-synthesis approaches are how we acquired the spatial reasoning ability, then those methods could lead to better performance on SPARE3D.

### 3. Spatial Reasoning Tasks

SPARE3D contains five tasks in three categories, including view consistency reasoning, camera pose reasoning, and shape generation reasoning. The first two categories contain three discriminative tasks, where all questions are similar to single-answer questions in standardized tests with only one correct and three similar but incorrect answers. The last category contains two generative tasks, where no candidate answers are given, but instead, the answer has to be generated. Next, we discuss first how we design these tasks, and then how to generate non-trivial question instances.

#### 3.1. Task Design

In a SPARE3D task, an intelligent agent is given several views of orthographic line drawings of an object as the basic input for its reasoning. Without loss of generality and following conventions in engineering and psychometrics, in SPARE3D, we only focus on 11 fixed viewing poses surrounding an object: front (F), top (T), right (R), and eight isometric (I) viewing poses, as illustrated in Figure 2. Note that drawings from F, T, and R views are usually termed as three-view drawings. And an isometric view means the pairwise angles between all three projected principal axes are equal. Note that there are more than one possible isometric drawings from the same view point [51]. And without loss of generality, we choose the eight common ways as in Figure 2. Although geometrically equal, the F/T/R views and I views have a significant statistical difference in appearance. Because our 3D objects are mostly hand-designed by humans, many lines are axis-aligned and overlap with each other more frequently when projected to F/T/R views than I views. Therefore, I views can usually keep more information about the 3D object.

Nonetheless, it is well-known that in general, a 3D shape cannot be uniquely determined using only two corresponding views of line drawings unless three different views of line drawings are given with mild assumptions [21]. Moreover, finding the unique solution requires methods to establish correspondences of lines and junctions across different views, which itself is non-trivial. Thus, even at least three views of line drawings are given as input in all SPARE3D tasks, it is still not straightforward to solve them.
Figure 2. Illustration of the eight isometric views in SPARE3D. Imagine a 3D object is placed in the center of a cube (grey). Each vertex of the cube represents the viewpoint of an isometric drawing, correspondingly labeled from 1 to 8. The front/top/right (F/T/R) view’s viewpoint is located on the centers of rectangles 1-5-6-2/1-2-3-4/2-6-7-3 respectively. Note that hidden lines are drawn in red. Best viewed in color.

View Consistency Reasoning. A basic spatial reasoning ability should be grouping different views of the same 3D object together. In other words, an intelligent agent with spatial reasoning ability should be able to tell whether different line drawings could be depicting the same object from different viewing poses. This is the origin of the view consistency reasoning task. It is partly linked to some mental rotation tests in psychometrics, where one is asked to determine whether two views after rotation can be identical. We factor out the rotation portion to the second task category, leaving only the consistency checking part, resulting in the first task below.

3-View to Isometric. Given front, right, and top view line drawings of a 3D object, an intelligent agent is asked to select the correct isometric view drawing of the same object captured from pose 2 defined in Figure 2. We use pose 2 since it is the most common pose in conventional isometric drawings (see an example in Figure 3).

Camera Pose Reasoning. Mental rotation ability is an important spatial reasoning ability that an intelligent agent should have. By thoroughly understanding the shape of a 3D object from several 2D drawings, the agent should be able to establish correspondences between a 2D drawing of the object and its viewing pose. This leads to the following two tasks (see examples in Figure 4 and 5).

Isometric to Pose. Given the front, right, top view and a specific isometric view line drawings, an intelligent agent is asked to determine the camera pose of that isometric drawing. We consider only four poses, 1/2/5/6, for isometric drawings in this task.

Pose to Isometric. As the “inverse” process of the previous task, this task asks an intelligent agent to select the correct isometric drawing from a given viewing pose in addition to the given three-view drawings. To further increase the difficulty, we consider all the eight isometric poses.

Shape Generation Reasoning. Generating the 2D or 3D shape of an object from several 2D drawings is a fundamental aspect of spatial reasoning as suggested by its definition. We believe it is such a top level capability that if possessed can solve most of the spatial reasoning tasks: by extracting spatial information contained in 2D drawings and reconstructing 3D shapes, it could enable the agent to answer
view consistency, or camera pose reasoning questions by searching for possible solutions and eliminate less possible ones. Therefore we design this category of tasks. Different from the previous discriminative tasks, where the solution space is discrete and finite, the following two tasks in this category do not provide any candidate solutions, thus being the most challenging among all.

Isometric View Generation. An intelligent agent is provided with front, right, and top view drawings and asked to generate the corresponding isometric view drawing from pose 2 (without loss of generality).

Point Cloud Generation. Given the same input as in the previous task, the agent is asked to generate a complete 3D model represented as a point cloud.

3.2. Task Generation

3D Object Repositories. To automatically generate different instances of the above designed tasks, we create two 3D object repositories: SPARE3D-ABC, where 10,369 3D CAD objects are sampled from the ABC dataset [27], and SPARE3D-CSG, where 11,149 3D constructive solid geometry (CSG) objects of simple 3D primitives are randomly generated. Given a 3D model repository, we use PythonOCC [36], a Python wrapper for the CAD-Kernel OpenCASCADE, to generate front/top/right/isometric view drawings from the 11 fixed poses. This directly provides us datasets for the shape generation reasoning tasks. We generate all tasks independently on each repository. The baseline results of all tasks run on both the SPARE3D-ABC and SPARE3D-CSG models are shown and discussed in the benchmark result section.

To use 3D objects from the ABC dataset, we remove all duplicates by choose objects with unique hash values of their front view image files. We also skip some objects whose STEP-format file size exceed a certain limit to reduce the computing load. Note that there are many objects in the ABC dataset whose corresponding front, top, or right view drawings contains only a small point. We exclude all these objects to ensure 2D drawings in our dataset cover a reasonably large image area so as to be legible for an intelligent agent even after downsampling.

Avoiding Data Bias. Given a large number of line drawings and corresponding 3D objects, cares must be taken when generating instances of the above spatial reasoning tasks. An important consideration is to avoid data bias, which could be undesirably exploited by deep networks to “solve” a task from irrelevant statistical patterns rather than really possessing the corresponding spatial reasoning ability, leading to trivial solutions. Therefore, we make sure that all images in the dataset have the same size, resolution, and scale. We also ensure that our correct and incorrect answers are uniformly distributed in the solution space, respectively. Besides, we ensure each drawing only appears once across all tasks, either in questions or in answers, to avoid memorization possibilities.

The biggest challenge of avoiding data bias is to automatically generate non-trivial incorrect candidate answers for the view consistency reasoning task. If incorrect answers are just randomly picked from a different object’s line drawings, according to our experiments, a deep network can easily exploit some local appearance similarities between views to achieve high testing performance in this task. Therefore, we further process 3D objects for this task. We first cut a 3D object by some basic primitive shapes like sphere, cube, cone and torus for four times to get four cut objects. Then we randomly choose one of the four objects to generate F, T, R, and I drawings as question and correct answer drawings. And the three I drawings from the remaining three cut objects are used as the wrong candidate answers. We record the index of the correct isometric drawing as the ground truth label for supervised learning. We prepare 5,000 question instances in total for the 3-View to Isometric task. We perform an 8 : 1 : 1 train/validation/test dataset split. We use almost the same settings to generate camera pose reasoning tasks except that no 3D object cutting is needed.

4. Baseline Methods

We try to establish a reasonable benchmark for SPARE3D tasks using the most suitable baseline methods that we could find in the literature. 3-View to Isometric and Pose to Isometric are formulated as either binary classification or metric learning. Isometric to Pose as multi-class classification. Isometric View Generation as conditional image generation, Point Cloud Generation as multi-view image to point cloud translation. For each task, images are encoded by a convolutional neural network (CNN) as fixed dimensional feature vectors, and a camera pose is represented by a one-hot encoding because of the small number of fixed poses in each task. Note that our dataset offers both vector (SVG) and raster (PNG) representations of line drawings. Raster files can be readily consumed by CNN, while vector files offer more possibilities such as point cloud or graph neural networks. Currently, we focus only on raster files because of the relative maturity of CNN. We will benchmark more networks suitable for vector data in the future.

For the backbone network architectures, we select ResNet-50 [18] and VGGNet-16 [39] to model the image feature extraction function, due to their proved performance in various visual learning tasks. We also select BagNet [5], which shows surprisingly high performance on ImageNet [12] even with a limited receptive field. Detailed baseline formulation and network architectures are explained in the supplementary material.

Human Performance. We design a crowd-sourcing website to collect human performance for 3-View to Iso-
metric, Pose to Isometric, and Pose to Isometric reasoning tasks. Two types of human performance are recorded: untrained vs. trained. In the untrained type, we distributed the website on certain NYU engineering classes and social media platforms and had no control of the participants. We collected testing results from more than 100 untrained people, with each of them answering four randomly selected questions in each task. We report their average performance as the first human baseline. The second type comes from five randomly selected engineering master students. Each of them is trained by us for about 30 minutes using questions from the training set, and then answers 100 questions for each task with limited time. We report their max performance as the second human baseline.

5. Benchmark Results

All our baselines were implemented using PyTorch [35], and run on NVIDIA GeForce GTX 1080 Ti GPU. The results for the first three tasks are summarized in Figure 6.

**3-View to Isometric.** In Figure 6 top left, except for the VGG-16 binary classification, all other results on SPARE3D-ABC reveal that these networks failed to obtain enough spatial reasoning ability from the supervision to solve the problems, with their performance on testing dataset close to random selection. An interesting observation is that many baseline methods achieved high training accuracy, indicating severe over-fittings. An unexpected result is that VGG-16 binary classification achieves higher accuracy than ResNet-50 on the testing dataset (although still low), while ResNet has been repeatedly shown to surpass VGG networks in many visual learning tasks. Compare the two images in the first column of Figure 6, the baseline performance on SPARE3D-CSG data is better than SPARE3D-ABC. We believe this is because objects in the SPARE3D-CSG repository are geometrically simpler in terms of the basic primitives of objects.

**Isometric to Pose.** The multi-class classification results on SPARE3D-ABC are shown in Figure 6 top middle. For ResNet-50, the testing accuracy is about 36.2%, which is only slightly higher than the random selection. For BagNet, the testing accuracy is 31.5%, which is lower than the other two baseline methods. VGG-16 again surprisingly and significantly outperforms ResNet and BagNet, with 65.8% testing accuracy even beating the average human performance. As for SPARE3D-CSG, we obtain almost similar results, which are shown in Figure 6 bottom middle.

This is surprising. First, VGG-16 outperforms ResNet again. We tried to match the configurations of the first/last pooling and the fully connected layers between VGG-16 and ResNet, without observing significant performance changes, which suggests the existence of some unknown undesirable features in ResNet for SPARE3D tasks. Sec-

![Figure 6. SPARE3D benchmark results](image-url)
Figure 7. Isometric View Generation testing examples. The fourth column is the generated drawing from the first three columns as input, and the last column is the ground truth. The baseline methods show reasonable results, yet not precise enough for solving the previous discriminative reasoning tasks. A surprisingly good result is the last one, possibly due to its near-planar structure.

**ond. VGG-16 is on par with the average human performance, while before experiments, we hypothesized that none of the baselines could achieve human-level performance. This result gives us more confidence in learning-based methods for addressing these spatial reasoning tasks.**

**Pose to Isometric.** In Figure 6 top row right, all baseline methods perform poorly, with the highest testing accuracy 30.1% on ResNet-50 for metric learning and average accuracy around 27.5% for other baseline methods. Similar results are obtained on SPARE3D-CSG.

Moreover, we notice that the accuracy of BagNet is almost always lower than that of ResNet-50 and VGG-16 in all tasks. It could be due to the smaller receptive field in BagNet than the other two, which constrains BagNet to exploit only local rather than global information. This indicates the SPARE3D tasks are more challenging and require higher-level information processing than ImageNet tasks, which can be solved surprisingly well by BagNet.

**Human performance.** In Figure 6, the untrained or trained human performance is better than most baseline methods for the same task. It reveals that most state-of-the-art networks are far from achieving the same spatial reasoning ability as humans have on SPARE3D.

**Isometric View Generation.** In Figure 7, the generated results are still very coarse, although reasonable and better than our expectation given the poor performance of CNN in previous tasks. Using the generated isometric drawing to select the most similar answers (in terms of the pixel-level L2 distance) in the 3-View to Isometric task leads to a 19.8% testing accuracy. This reveals that using Pix2Pix [23] in a naive way can have reasonable generation performance, but cannot yet generate detailed and correct isometric drawings for solving the reasoning task. Therefore, new architectures for this task are still needed in the future.

**Point Cloud Generation.** In Figure 8, the point cloud generation results are also reasonable yet unsatisfactory: the overall shape is generated correctly, while detailed features are often omitted. One possible reason is that the point cloud decoding network is not powerful enough, or the encoding CNN lacks the ability to extract the spatial information from three-view drawings. Therefore the current network baseline cannot be used to reason about complicated structures by generating them. Also, just concatenating F, R, T drawings as the input of the network is a simple yet naive way, and more effective methods are needed to synthesis these 3D objects more reasonably.

**Why baseline performance is low?** In Figure 6, except for the binary classification in 3-View to Isometric task and multi-class classification in Isometric to Pose task of VGG-16 achieve 47.2% and 65.8% testing accuracy, all other results are close to random selection. Three following challenges in SPARE3D may cause the low performance.

**Non-categorical dataset.** SPARE3D is different from many existing datasets that contain objects from a limited number of semantic classes. Without strong shape similarities among objects in SPARE3D, it becomes significantly more difficult for networks to “trivially” exploit local visual patterns for “memorization”, and forces future solutions to tackle the reasoning challenge instead of resorting to statistical correlation. We believe this unique feature is ignored by the community but necessary for moving forward towards human-level performance: people can solve our tasks without category information.

**Line drawing images.** Unlike many other datasets based
on textured images or rough sketches [41, 11], SPARE3D uses line drawings that are sparse and geometrically concise, making them closer to symbolic representations for reasoning that is difficult for existing CNN.

Reasoning is not retrieval. In some baselines, we use metric learning, which is common for image retrieval [14] that searches for an image in a fixed large database. But it does not fit for SPARE3D, where each question gives only four candidate answers that also vary across questions.

Would self-supervised 2D/3D information help? In the three discriminative tasks, we only use 2D information to train our baselines. One might be wondering whether using more 3D information would significantly improve the performance, as shown in [34, 41, 40]. Although results in the two generation tasks, which is not worse than voxel reconstruction in [11], have indicated that naively generated coarse shape does not help, it is still valid to ask whether we can use 2D/3D shape information implicitly via self-supervision. This leads to the following two experiments.

Pretrained Pix2Pix. As mentioned in Isometric View Generation, we use the trained Pix2Pix model to generate the I drawing from the given F/T/R drawings in 3-View to Isometric questions. Instead of naively using this generated I drawing with L2 distance, which leads to a 19.8% testing accuracy, now we train an additional CNN to select answers in a learned feature space (instead of pixel space). This CNN is similar to the binary classification network for 3-View to Isometric but takes as input the concatenation of the answer and the generated images. The new accuracy raises to 37.6% yet is still very low.

Pretrained FoldingNet. In Point Cloud Generation, we trained a CNN encoder via 2D-3D self-supervision. Now we use this encoder as a warm start to initialize the ResNet-50 models of metric learning for 3-View to Isometric and Pose to Isometric tasks. As shown in Table 2, accuracy has no significant increase and is still close to random selection. So our naive way of using 3D information does not work well, and further design is needed.

### 6. Conclusion

SPARE3D is designed for the development and evaluation of AI’s spatial reasoning abilities. Our baseline results show that some state-of-the-art deep learning methods cannot achieve good performance on SPARE3D. We believe this reveals important research gaps and motivates new problem formulations, architectures, or learning paradigms to improve an intelligent agent’s spatial reasoning ability.
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| Task                  | 3-View to Isometric | Pose to Isometric |
|-----------------------|---------------------|-------------------|
| Without FoldingNet   | 85.5%/28.8%         | 66.3%/30.1%       |
| With FoldingNet      | 81.0%/30.4%         | 87.6%/27.2%       |

Table 2. Effect of self-supervised 3D information in training. The first row is the training/testing accuracy by random CNN initialization. The last row is using CNN initialized from a pretrained 2D-to-3D FoldingNet.
References

[1] Quick! Draw. https://quickdraw.withgoogle.com/. 2
[2] Anton Bakhtin, Laurens van der Maaten, Justin Johnson, Laura Gustafson, and Ross Girshick. Phyre: A new benchmark for physical reasoning. arXiv preprint arXiv:1904.00760, 2019. 2, 3
[3] Yonatan Bisk, Kevin J Shih, Yejin Choi, and Daniel Marcu. Learning interpretable spatial operations in a rich 3d blocks world. In Thirty-Second AAAI Conference on Artificial Intelligence, 2018. 2, 3
[4] George M Bodner and Roland B Guay. The Purdue visual-ization of rotations test. The Chemical Educator, 2(4):1–17, 1997. 1
[5] Wieland Brendel and Matthias Bethge. Approximating cnns with bag-of-local-features models works surprisingly well on imagenet. arXiv preprint arXiv:1904.00760, 2019. 5
[6] Angel X Chang, Thomas Funkhouser, Leonidas Guibas, Pat Hanrahan, Qixing Huang, Zimo Li, Silvio Savarese, Manolis Savva, Shuran Song, Hao Su, et al. ShapeNet: An information-rich 3d model repository. arXiv preprint arXiv:1512.03012, 2015. 2, 3
[7] Howard Chen, Alane Suhr, Dipendra Misra, Noah Snavely, and Yoav Artzi. Touchdown: Natural language navigation and spatial reasoning in visual street environments. In Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition, pages 12538–12547. Ieee, 2019. 2, 3
[8] Forrester Cole, Alexey Golovinskiy, Alex Limpaecher, Heather Stoddart Barros, Adam Finkelstein, Thomas Funkhouser, and Szymon Rusinkiewicz. Where do people draw lines? ACM Transactions on Graphics (ToG), 27(3):88, 2008. 2, 3
[9] Forrester Cole, Kevin Sanik, Doug Decarlo, Adam Finkelstein, Thomas Allen Funkhouser, Szymon M Rusinkiewicz, and Manish Singh. How well do line drawings depict shape? ACM Transactions on Graphics, 28(3):28, 2009. 2, 3
[10] Angela Dai, Angel X Chang, Manolis Savva, Maciej Halber, Thomas Funkhouser, and Matthias Nießner. Scannet: Richly-annotated 3d reconstructions of indoor scenes. In Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition, pages 5828–5839. Ieee, 2017. 2, 3
[11] Johanna Delanyo, Mathieu Aubry, Phillip Isola, Alexei A Efros, and Adrien Bousseau. 3d sketching using multi-view deep volumetric prediction. Proceedings of the ACM on Computer Graphics and Interactive Techniques, 1(1):1–22, 2018. 8
[12] Jia Deng, Wei Dong, Richard Socher, Li-Jia Li, Kai Li, and Li Fei-Fei. Imagenet: A large-scale hierarchical image database. In Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition, pages 248–255. Ieee, 2009. 5
[13] SM Ali Eslami, Danilo Jimenez Rezende, Frederic Besse, Fabio Viola, Ari S Morcos, Marta Garnelo, Avraham Ruberman, Andrei A Rusu, Ivo Danihelka, Karol Gregor, et al. Neural scene representation and rendering. Science, 360(6394):1204–1210, 2018. 3
[14] Thomas Funkhouser, Patrick Min, Michael Kazhdan, Joyce Chen, Alex Haldeman, David Dobkin, and David Jacobs. A search engine for 3d models. ACM Transactions on Graphics (TOG), 22(1):83–105, 2003. 8
[15] Ravi Garg, Vijay Kumar BG, Gustavo Carneiro, and Ian Reid. Unsupervised cnn for single view depth estimation: Geometry to the rescue. In European Conference on Computer Vision, pages 740–756. Springer, 2016. 3
[16] Thibault Groueix, Matthew Fisher, Vladimir G Kim, Bryan C Russell, and Mathieu Aubry. A papier-mâché approach to learning 3d surface generation. In Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition, pages 216–224. Ieee, 2018. 8, 12
[17] Yulia Gryaditskaya, Mark Sypesteyn, Jan Willem Hofijzer, Sylvia Pont, Fredo Durand, and Adrien Bousseau. Opensketch: a richly-annotated dataset of product design sketches. ACM Transactions on Graphics (TOG), 38(6):232, 2019. 2, 3
[18] Kaiming He, Xiangyu Zhang, Shaoqing Ren, and Jian Sun. Deep residual learning for image recognition. In Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition, pages 770–778. Ieee, 2016. 5
[19] Yoshitaka Ushiku Hiroharu Kato and Tatsuya Harada. Neural 3d mesh renderer. In Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition. Ieee, 2018. 3
[20] Sherry Hsi, Marcia C Linn, and John E Bell. The role of spatial reasoning in engineering and the design of spatial instruction. Journal of engineering education, 86(2):151–158, 1997. 1
[21] Thomas S. Huang and Chia-Hoang Lee. Motion and structure from orthographic projections. IEEE Transactions on Pattern Analysis and Machine Intelligence, 11(5):536–540, 1989. 3
[22] Drew A Hudson and Christopher D Manning. Gqa: A new dataset for real-world visual reasoning and compositional question answering. In Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition, pages 6700–6709. Ieee, 2019. 2, 3
[23] Phillip Isola, Jun-Yan Zhu, Tinghui Zhou, and Alexei A Efros. Image-to-image translation with conditional adversarial networks. In Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition, pages 1125–1134. Ieee, 2017. 7, 12
[24] Justin Johnson, Bharath Hariharan, Laurens van der Maaten, Li Fei-Fei, C Lawrence Zitnick, and Ross Girshick. Clevr: A diagnostic dataset for compositional language and elementary visual reasoning. In Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition, pages 2901–2910. Ieee, 2017. 2, 3
[25] Kushal Kafle, Brian Price, Scott Cohen, and Christopher Kanam. Dvqa: Understanding data visualizations via question answering. In Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition, pages 5648–5656. Ieee, 2018. 3
[26] Harrison J Kell, David Lubinski, Camilla P Benbow, and James H Steiger. Creativity and technical innovation: Spatial abilities unique role. Psychological science, 24(9):1831–1836, 2013. 1
Supplementary

A. SPARE3D-CSG

Why CSG models? CSG models are randomly generated from simple primitives, like sphere, cube, cone, and torus, with boolean operations including union, intersection, and difference. Therefore, it allows us to control the complexity of 3D models. In the SPARE3D-CSG dataset, we generate three sets of 4000 3D models, i.e., a total of 12000, from two, three, and four simple random primitives respectively. With more primitives in a model, the complexity of the model increases, and so does the difficulty level of SPARE3D-CSG tasks generated from those models.

When generating tasks for view consistency reasoning and camera pose reasoning, for training and testing dataset, we select the same number of 2D drawings from two, three, and four simple primitive model sets. In this way, we ensure that our baseline methods are trained and tested on tasks with the same difficulty levels.

CSG model generation. Most of the objects in the real world look reasonably regular in shape because they are usually designed and organized in certain rules manually. The SPARE3D-CSG dataset is generated using the following two rules. First, to create a CSG model from simple primitives, rotation angles for these primitives are randomly selected from 0°, 90°, 180°, and 270°. Second, these primitives are only rotated about X, Y, or Z axes. Example models can be seen from Figure 9.

B. Baseline Methods Formulation

We formulate the 3-View to Isometric and Pose to Isometric tasks as either binary classification or metric learning. The Pose to Isometric task is formulated as the multi-class classification. Isometric View Generation is treated as conditional image generation. Point Cloud Generation is expressed as 3D point cloud generation from multi-view image. In this section, we use $I_F$, $I_T$, and $I_R$ to represent line drawings from the front, top, and right view, respectively, each of which is a 3-channel RGB image. The backbone neural networks are represented as feature extraction function $f$ for each task. The detailed formula of each task is shown in the following subsections.

B.1. Three-View to Isometric

Binary Classification. $I_F$, $I_T$, $I_R$, and a query image $I_q$ from the choices are concatenated along the feature dimension, to form a 12-channel composite image $I_c$. Then a CNN-based binary classifier $f_\theta : \mathbb{R}^{12 \times H \times W} \rightarrow [0, 1]^4$ is trained to map $I_c$ to $\hat{p}(\theta)$, which is the probability that $I_q$ is the isometric image. $\theta$ represents the parameters of the neural network. Binary cross-entropy (BCE) loss is applied to train the neural network:

$$L(\theta) = -p \log \hat{p}(\theta) - (1 - p) \log (1 - \hat{p}(\theta)), \quad (1)$$

where $p \in \mathbb{Z}_2$ is the ground truth label of whether $I_q$ is the isometric drawing consistent with the input.

We take four images (three images from the question and one image from answer) as a group. Therefore, each time, we have four groups of data to process. We use VGG and ResNet to encode a group of images to a feature vector in $R^1$ space. Then we concatenate four feature vectors and use softmax to get a 4 × 1 vector of distribution probability.

Metric Learning. $I_F$, $I_T$, and $I_R$ are concatenated to form a 9-channel composite image $I_c$. Then $I_c$ is fed into a CNN-based encoder $f_\theta : \mathbb{R}^{9 \times H \times W} \rightarrow \mathbb{R}^M$. A query image $I_q$ from the choices is fed into another CNN-based encoder $g_\theta : \mathbb{R}^{3 \times H \times W} \rightarrow \mathbb{R}^M$. $\theta$ and $\phi$ represent the parameters of the two neural networks respectively. We use $l_2$ distance $d(\theta, \phi) = ||f_\theta(I_c) - g_\theta(I_q)||$ to measure the correctness of $I_q$. Smaller $d(\theta, \phi)$ indicates higher correctness that $I_q$ is the isometric image among the four choices. We apply margin ranking loss to train the networks:

$$L(\theta) = \sum_{k=1}^{3} \max (0, d_c(\theta, \phi) - d_w^k(\theta, \phi) + m), \quad (2)$$

where $d_c(\theta, \phi)$ is the correctness measurement of the correct $I_q$, and $d_w^k(\theta, \phi)$ is the correctness measurement of the kth wrong $I_q$. $m = 2$ is the margin we use during training. We set $M = 128$ in this task.

B.2. Isometric to Pose

Multi-class Classification. $I_F$, $I_T$, $I_R$ and the isometric image $I_i$ are concatenated to form a 12-channel composite image $I_c$. Then a CNN-based classifier $f_\theta : \mathbb{R}^{12 \times H \times W} \rightarrow [0, 1]^4$ is trained to map $I_c$ to a four-vector $p(\theta) = [\hat{p}_1(\theta), \hat{p}_2(\theta), \hat{p}_3(\theta), \hat{p}_4(\theta)]^T$ that represents the probability of $I_i$ is taken at pose 1, 5, 2 and 6 respectively. Cross-entropy loss is applied to train the neural network:

$$L(\theta) = -\sum_{k=1}^{4} p_k \log \hat{p}_k(\theta), \quad (3)$$

where $p_k = 1$ if $I_i$ is taken at the kth view point. For this task, we encode the concatenated four images in the question into a $R^4$ feature vector using function F. Then we use softmax to get the probability distribution and compute the cross-entropy loss between the feature vector and the encoding of the answer.
B.3. Pose to Isometric

Binary Classification. \(I_F, I_T, I_R\) and a query image \(I_q\) from the choices are concatenated to form a 12-channel composite image \(I_c\). This composite image is fed into a CNN \(f: \mathbb{R}^{12 \times H \times W} \to \mathbb{R}^K\). Then, we concatenate the output with a 8-dimensional one-hot vector \(z \in \mathbb{Z}_8^2\), representing the given camera pose to create a codeword \(c \in \mathbb{R}^{K \times \mathbb{Z}_8^2}\). \(c\) is then fed into a fully-connected network \(g_\phi: \mathbb{R}^{K \times \mathbb{Z}_8^2} \to [0, 1]\). We apply BCE loss as equation (1) to train the neural network. Here we set \(K = 128\).

Metric Learning. Similar to the binary classification formulation, we again obtain \(c \in \mathbb{R}^{K \times \mathbb{Z}_8^2}\) from \(I_F, I_T, I_R\) and \(z\). \(c\) is then fed into a fully-connected network \(g_\theta: \mathbb{R}^{K \times \mathbb{Z}_8^2} \to \mathbb{R}^M\). For each answer image, we obtain a feature vector in \(\mathbb{R}^M\) space using another CNN-based encoder \(h_\omega: \mathbb{R}^{3 \times H \times W} \to \mathbb{R}^M\). Then we can calculate the margin ranking loss similar to equation (2). In our experiment, \(K = 128\) and \(M = 50\).

B.4. Isometric View Generation

For this task, we use Pix2Pix [23], a conditional generative adversarial network, to generate the isometric drawing for each question. The generator network \(G(x)\) needs to learn a mapping from the three-view drawings to the isometric drawing. The input \(x\) is a \(\mathbb{R}^{9 \times H \times W}\) tensor generated by concatenating F, R, T images. When training the pix2pix model on our dataset, we use label flipping and label smoothing to improve the stability of the model.

B.5. Point Cloud Generation

We use a FoldingNet [49]-like and AtlasNet [16]-like decoding architectures to generate a 3D object’s point cloud with 2025 points from a latent code \(c \in \mathbb{R}^{512}\), which is encoded by a ResNet-18 CNN from a 9-channel concatenated F, T, R image tensor.

C. Implementation Details of Baseline Methods

In SPARE3D-ABC, we use ResNet-50, VGG-16, and BagNet as our deep network architectures for 3-View to Isometric, Pose to Isometric, and Isometric to Pose tasks, to extract features from given drawings. The network architecture details are explained below for each baseline method.

All the hyper-parameters in each baseline method for each task, whose drawings are generated from models in ABC dataset, are tuned using a validation set of 500 questions, although we have not searched for the optimal hyper-parameters extensively using methods like grid search.

C.1. 3-View to Isometric

Binary classification. We slightly modify the ResNet-50 base network to adapt to our tasks. The first convolutional layer has 12 input channels, 64 output channels, with kernel size \((3, 3)\), instead of the original \((7, 7)\), stride and padding \((1, 1)\), instead of the original stride(2, 2) and padding \((3, 3)\).
The last fully-connected layer maps the feature vector from \( \mathbb{R}^{2048} \rightarrow \mathbb{R}^{1} \). Other layers are exactly the same as the original ResNet-50 network. And the above modifications are applied to all the remaining baseline methods involving ResNet-50. The learning rate is 0.00005, the batch size is 9, and the network is trained for 50 epochs.

Similarly, for the VGG-16 network, the first convolutional layer is modified in the same way as ResNet-50. The last fully-connected layer maps the feature vector from \( \mathbb{R}^{4096} \rightarrow \mathbb{R}^{1} \). The learning rate is 0.00005, the batch size is 20, and the network is trained for 50 epochs.

For the BagNet-33 base network, the first convolutional layer has 12 input channels, 64 output channels, with kernel size 1, stride 1, padding 0. The last fully-connected layer maps the feature vector from \( \mathbb{R}^{2048} \rightarrow \mathbb{R}^{1} \). The learning rate is 0.0001, the batch size is 8, and the network is trained for 49 epochs.

**Metric learning.** In this formulation, two functions, \( f \) and \( g \), are implemented using two similar base networks for extracting features from drawings in questions and in answers, respectively.

**ResNet-50 as the base network:** For \( f \), the first convolutional layer has 9 input channels, 64 output channels, with kernel size \((3,3)\), stride and padding \((1,1)\). The last fully connected layer maps the feature vector from \( \mathbb{R}^{2048} \rightarrow \mathbb{R}^{128} \). For \( g \), the first convolutional layer has 3 input channels, 64 output channels, with kernel size \((3,3)\), stride and padding \((1,1)\). The last fully connected layer is the same as \( f \). The learning rate is 0.0001, the batch size is 4, and the network is trained for 50 epochs.

**VGG-16 as the base network:** For \( f \), the first convolutional layer is the same as ResNet-50 \( f \) for metric learning in 3-View to Isometric. The last fully-connected layer maps the feature vector from \( \mathbb{R}^{4096} \rightarrow \mathbb{R}^{128} \). For \( g \), the first convolutional layer is the same as ResNet-50 \( g \) for metric learning in 3-View to Isometric. The last fully connected layer is the same as \( f \) in this method. The learning rate is 0.00002, the batch size is 8, and the network is trained for 50 epochs.

**BagNet-33 as the base network:** For \( f \), the first convolutional layer has 9 input channels, 64 output channels, with kernel size 1, stride 1 and padding 0. The last fully-connected layer maps the feature vector from \( \mathbb{R}^{2048} \rightarrow \mathbb{R}^{128} \). For \( g \), the first convolutional layer has 3 input channels, 64 output channels, with kernel size 1, stride 1 and padding 0. The last fully connected layer is the same as \( f \) in this method. The learning rate is 0.00001, the batch size is 4, and the network is trained for 50 epochs.

**C.2. Isometric to Pose**

**Multi-class classification.** For ResNet-50, the first convolutional layer is the same as the ResNet-50 network in binary classification for 3-View to Isometric. The last fully-connected layer maps the feature vector from \( \mathbb{R}^{2048} \rightarrow \mathbb{R}^{4} \). The learning rate is 0.00002, the batch size is 70, and the network is trained for 50 epochs.

For VGG-16, the first convolutional layer is the same as the VGG-16 network in binary classification for 3-View to Isometric. The last fully-connected layer maps the feature vector from \( \mathbb{R}^{4096} \rightarrow \mathbb{R}^{4} \). The learning rate is 0.00002, the batch size is 80, and the network is trained for 50 epochs.

For BagNet, the first convolutional layer is the same as the BagNet network in binary classification for 3-View to Isometric. The last fully-connected layer maps the feature vector from \( \mathbb{R}^{2048} \rightarrow \mathbb{R}^{4} \). The learning rate is 0.00002, the batch size is 30, and the network is trained for 50 epochs.

**C.3. Pose to Isometric**

**Binary classification.** For ResNet-50, the first convolutional layer is the same as the ResNet-50 network in binary classification for 3-View to Isometric. A fully connected layer maps the feature vector from \( \mathbb{R}^{2048} \rightarrow \mathbb{R}^{128} \). After concatenating with a one-hot encoder \( \mathbb{Z}_2 \), a fully connected layer maps the concatenated feature vector from \( \mathbb{R}^{136} \rightarrow \mathbb{R}^{1} \). The learning rate is 0.00002, the batch size is 9, and the network is trained for 50 epochs.

For VGG-16, the first convolutional layer is the same as the VGG-16 network in binary classification for 3-View to Isometric. The last fully-connected layer maps the feature vector from \( \mathbb{R}^{4096} \rightarrow \mathbb{R}^{128} \). The last layer is the same as the ResNet-50 network in binary classification for Pose to Isometric. The learning rate is 0.0001, the batch size is 30, and the network is trained for 50 epochs.

For BagNet, the first convolutional layer is the same as the BagNet network in binary classification for 3-View to Isometric. A fully connected layer maps the feature vector from \( \mathbb{R}^{2048} \rightarrow \mathbb{R}^{128} \). The last layer is the same as the ResNet-50 network in binary classification for Pose to Isometric. The learning rate is 0.00005, the batch size is 8, and the network is trained for 50 epochs.

**Metric learning.** Similar to the metric learning formulation for the task “3-View to Isometric”, there are two functions \( f \) and \( g \) used to extract features from drawings in the question and the answers respectively.

For ResNet-50, the first convolutional layer of \( f \) is the same as ResNet-50 \( f \) for metric learning in 3-View to Isometric. The fully connected layer maps the feature vector from \( \mathbb{R}^{2048} \rightarrow \mathbb{R}^{128} \). After concatenating with a one-hot encoder \( \mathbb{Z}_2 \), a linear layer maps the concatenated feature vector from \( \mathbb{R}^{136} \rightarrow \mathbb{R}^{50} \). For \( g \), the first convolutional layer is the same as ResNet-50 \( g \) for metric learning in 3-View to Isometric. The last fully-connected layer maps the feature vector from \( \mathbb{R}^{2048} \rightarrow \mathbb{R}^{50} \). The learning rate is 0.00001, the batch size is 4, and the network is trained for 47 epochs.
For VGG-16, the first convolutional layer of $f$ is the same as VGG-16 $f$ for metric learning in 3-View to Isometric. The fully connected layer maps the feature vector from $\mathbb{R}^{4096} \rightarrow \mathbb{R}^{128}$. For $g$, the first convolutional layer is the same as VGG-16 $g$ for metric learning in 3-View to Isometric. The last fully-connected layer maps the feature vector from $\mathbb{R}^{4096} \rightarrow \mathbb{R}^{50}$. Other architectures are the same as VGG-16 for metric learning in Pose to Isometric. The learning rate is 0.000005, the batch size is 10, and the network is trained for 42 epochs.

For BagNet-33, the first convolutional layer of $f$ is the same as BagNet $f$ for metric learning in 3-View to Isometric. For $g$, the first convolutional layer is the same as BagNet $g$ for metric learning in 3-View to Isometric. Other architectures are the same as BagNet for metric learning in Pose to Isometric. The learning rate is 0.0001, the batch size is 4, and the network is trained for 41 epochs.

C.4. Isometric View Generation

As mentioned in the baseline method part, we use the Pix2Pix network to generate isometric drawings for each question. The first layer has 9 input channels.

C.5. Point Cloud Generation

For FoldingNet-like and AtlasNet-like architectures, the number of output points for a 3D object is 2025. The latent code is $c \in \mathbb{R}^{512}$. Other architectures are the same as in FoldingNet paper and AtlasNet paper, respectively, except that the original point cloud encoder is replaced with a ResNet-18 with 9 input channels. The network is trained for 1000 epochs.

C.6. Crowd-sourcing Website

Figure 10, 11 and 12 show our crowd-sourcing website for collecting human performance, with example questions for each tasks respectively.
Figure 10. Examples of the “3-View to Isometric” task shown in our crowd-sourcing website. Correct answers are highlighted by green rectangles. Best view in color.
Figure 11. Examples of the “Isometric to Pose” task shown in our crowd-sourcing website. Correct answers are highlighted by green rectangles. Best view in color.
Figure 12. Examples of the “Pose to Isometric” task shown in our crowd-sourcing website. Correct answers are highlighted by green rectangles. The eight poses are explained on the left column of the first row, and also in each question. Best view in color.