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Abstract—Recently, a special class of complex designs called Training-Embedded Complex Orthogonal Designs (TE-CODs) has been introduced to construct single-symbol Maximum Likelihood (ML) decodable (SSD) distributed space-time block codes (DSTBCs) for two-hop wireless relay networks using the amplify and forward protocol. However, to implement DSTBCs from square TE-CODs, the overhead due to the transmission of training symbols becomes prohibitively large as the number of relays increase. In this paper, we propose TE-Coordinate Interleaved Orthogonal Designs (TE-CIODs) to construct SSD DSTBCs. Exploiting the block diagonal structure of TE-CIODs, we show that, the overhead due to the transmission of training symbols to implement DSTBCs from TE-CIODs is smaller than that for TE-CODs. We also show that DSTBCs from TE-CIODs offer higher rate than those from TE-CODs for identical number of relays while maintaining the SSD and full-diversity properties. While TE-CODs offer full-diversity for arbitrary complex constellations, TE-CIODs offer full-diversity for any constellation when appropriately rotated.

I. INTRODUCTION AND PRELIMINARIES

Distributed space-time coding has been a powerful technique for achieving spatial diversity in wireless networks with single antenna terminals in two hop wireless networks [1], [2]. The technique involves a two phase protocol where, in the first phase, the source broadcasts the information to the relays and in the second phase, the relays linearly process the signals received from the source and forward them to the destination such that the signal at the destination appears as a Space-Time Block Code (STBC). Such STBCs, generated distributively by the relay nodes, are called Distributed Space-Time Block Codes (DSTBCs).

In a co-located Multiple-Input Multiple-Output (MIMO) system, an STBC is said to be Single-Symbol Maximum Likelihood (ML) Decodable (SSD) if the ML decoding metric splits as a sum of several terms, with each term being a function of only one of the information symbols [9]. A DSTBC is said to be SSD if the STBC seen by the destination from the set of relays is SSD. Since the work of [1], [2], significant efforts have been made to design SSD DSTBCs. Towards that direction, SSD DSTBCs have been proposed for cooperative networks in [3], [4], [5] and [6].

It is well known that DSTBCs from complex orthogonal designs (CODs) [7], [8], (both square and non-square CODs other than the Alamouti design), coordinate interleaved orthogonal designs (CIODs) [9] and Clifford unitary weight designs (CUWDs) [10] lose their single-symbol ML decodable (SSD) property when used in two-hop wireless relay networks using the amplify and forward protocol. In [11], a new class of high rate, training-embedded (TE) SSD DSTBCs are proposed from TE-CODs. The constructed codes include the training symbols in the structure of the code which has been shown to be the key point to obtain high rate along with the SSD property. The authors of [11] show that non-square TE-CODs provide higher rates (in symbols per channel use) compared to the known SSD DSTBCs [5], [6] for relay networks when the number of relays is less than 10. Note that, the known codes in [5], [6] and [11] (non-square TE-CODs) have exponential decoding delay and hence, in this paper, we focus on constructing SSD DSTBCs with low delay only.

In order to implement a square TE-COD in a network with $2^n$ relays, a total of

$$N_{TE-COD}^n = \left\lceil \frac{2^n - a - 1}{2} \right\rceil + 2^n - a - 1$$

channel uses are required for transmitting the training symbols in [11] ($\left\lceil \frac{2^n - a - 1}{2} \right\rceil$ and $2^n - a - 1$ channel uses are required in the first phase and second phase respectively). However, the number of information symbols embedded in such a design is $a + 1$ and hence, the number of channel uses required for transmitting the training symbols per information symbol is given by

$$\frac{\left\lceil \frac{2^n - a - 1}{2} \right\rceil + 2^n - a - 1}{a + 1}.$$  

(1)

From (1), it is clear that the overhead due to the transmission of training symbols (overhead both in-terms of power and bandwidth) increases as the number of relays increase, which is one of the drawbacks of implementing square TE-CODs as TE-DSTBCs. Also, the number of complex symbols that a TE-COD for $2^n$ relays can accommodate is only $a + 1$ (which is same as that of a COD for $2^n$ antennas), which is a drawback of square TE-CODs. Therefore, the rate of TE-DSTBCs from TE-CODs (in symbols per channel use) when employed as in [11] is given by

$$R_{TE-CODs} = \frac{a + 1}{a + 1 + \left\lceil \frac{2^n - a - 1}{2} \right\rceil + 2^n}.$$  

(2)
wherein \( a + 1 + \left\lceil \frac{2^a - a - 1}{2} \right\rceil \) and \( 2^a \) channel uses are used in first phase and second phase respectively. Note that \( R_{\text{TE-CODs}} \) decreases exponentially with the number of relays, \( 2^a \).

In this paper, we propose training embedded SSD DSTBCs for relay networks with rates higher than that of DSTBCs from TE-CODs (given in (2)). In particular, we employ linear precoding of information symbols at the source [4] and use CIODs of [9] instead of CODs to obtain a class of high-rate SSD DSTBCs. The main contributions of this paper can be summarized as follows:

- We employ precoding of information symbols at the source [4] to construct high rate, low-delay, SSD DSTBCs for two-hop wireless relay networks based on the amplify and forward protocol. On the similar lines of [11], the proposed method has an in-built training scheme for the relays to learn the phase components of their backward channels which is shown to be the key point to obtain the SSD property.
- When all the zero entries of a COD (square or non-square) is replaced by a constant, the resulting design is called a Training-Embedded-CODs (TE-CODs) [11]. Using square TE-CODs as ingredients, we construct TE-CIODs using the coordinate interleaved variables. Unlike TE-CODs, not all the entries of a TE-CIOD are non-zero. In particular, TE-CIODs have a block diagonal structure.
- It is well known that the number of complex variables that a CIOD can accommodate (2a variables for 2a antennas) is more than that of a COD (a + 1 variables for 2a antennas) for the same number of antennas [9]. As a result, TE-CIODs continue to have larger number of information variables than TE-CODs. Exploiting the block diagonal structure of TE-CIODs, we show that the minimum number of training symbols required to implement a TE-CIOD as a SSD TE-DSTBC in a wireless network with \( 2^a \) relays is,

\[
\left\lceil \frac{2^a - a - 1}{2} \right\rceil + 2^{a-1} - a
\]

which is lesser than the number required for implementing TE-CODs for the same number of relays (which is given by \( N_{\text{TE-COD}} \)). Considering (i) the number of channel uses for transmitting the training symbols and (ii) the number of complex symbols in the design, TE-CIOD, we show that the rate of TE-DSTBCs from TE-CIODs is

\[
R_{\text{TE-CIODs}} = \frac{2a}{2a + \left\lceil \frac{2^a - a - 1}{2} \right\rceil + 2^a}
\]

Hence, comparing (3) with (2), TE-DSTBCs from TE-CIODs provide higher rates (in symbols per channel use) compared to TE-DSTBCs from TE-CODs for a specified number of relays in a two-hop network, while retaining the SSD and full-diversity property. We highlight that the above rate advantage comes mainly from the block diagonal structure of TE-CIODs.

**Notations:** Throughout the paper, boldface letters and capital boldface letters are used to represent vectors and matrices respectively. For a complex matrix \( \mathbf{X} \), the matrices \( \mathbf{X}^* \), \( \mathbf{X}^T \), \( \mathbf{X}^H \), \( |\mathbf{X}| \), \( \text{Re} \mathbf{X} \) and \( \text{Im} \mathbf{X} \) denote, respectively, the conjugate, transpose, conjugate transpose, determinant, real part and imaginary part of \( \mathbf{X} \). The element in the \( r_1 \)-th row and the \( r_2 \)-th column of the matrix \( \mathbf{X} \) is denoted by \( [\mathbf{X}]_{r_1,r_2} \). The \( T \times T \) identity matrix and the \( T \times T \) zero matrix are respectively denoted by \( \mathbf{I}_T \) and \( 0_{T \times T} \). The magnitude of a complex number \( x \), is denoted by \( |x| \) and \( E[x] \) is used to denote the expectation of the random variable \( x \). A circularly symmetric complex Gaussian random vector, \( \mathbf{x} \), with mean \( \mu \) and covariance matrix \( \Gamma \) is denoted by \( \mathbf{x} \sim \text{CSCG} (\mu, \Gamma) \). The set of all integers, the real numbers and the complex numbers are respectively, denoted by \( \mathbb{Z} \), \( \mathbb{R} \) and \( \mathbb{C} \) and \( i \) is used to represent \( \sqrt{-1} \).

The remaining content of the paper is organized as follows:
The system model for our training-embedded precoded distributed space-time coding is described in Section II which differs from the model of [11] due to the precoding at the source. Construction of TE-CIODs is presented in Section III. The SSD property, full-diversity property and comparison of rates with TE-CODs are discussed in Section IV. Simulation results are presented in Section V and Section VI constitutes a short summary and possible directions for further research.

**II. SYSTEM MODEL**

The wireless network considered, as shown in Fig. 1, consists of \( K + 2 \) nodes, each having a single antenna. There is one source node and one destination node. All the other \( K \) nodes are relays. We denote the channel from the source node to the \( \lambda \)-th relay as \( h_\lambda \) and the channel from the \( \lambda \)-th relay to the destination node as \( g_\lambda \) for \( \lambda = 1, 2, \ldots, K \). The following assumptions are made in our model:

- All the nodes are half duplex constrained.
- Fading coefficients \( h_\lambda \) and \( g_\lambda \) are i.i.d. \( \text{CSCG} (0, 1) \) with a coherence time interval of at least \( N \) and \( T \) channel uses respectively, where \( N \) is the number of channel uses for the transmission from the source to the relays and \( T \) is the number of channel uses for transmission from the relays to the destination.
All the nodes are synchronized at the symbol level.

Relay nodes have the knowledge of only the phase components of the fade coefficients $h_{\lambda}$.

The destination knows all the fading coefficients $g_{\lambda}$, $h_{\lambda}$ for $\lambda = 1, 2, \cdots, K$, exactly.

The source is equipped with a codebook $S = \{x_1, x_2, x_3, \cdots, x_L\}$ consisting of information vectors $x_i \in C^{N \times 1}$ such that $E[x_i^H x_i] = 1$. For this scenario, in [11] we proposed TE-CODs for arbitrary values of $K$. In this paper, we show that for the values $K = 2^a$, for any positive integer $a$, we can use CIODs of [9] to obtain TE-CIODs which have higher rate than TE-CODs for identical number of relays.

In systems employing CIODs with $2^a$ relays, the number of information symbols transmitted is $2a$, and the information vectors are of the form,

$$x = [\alpha \alpha \cdots \alpha x_1 x_2 \cdots x_{2a}]^T \in C^{N \times 1},$$

where the complex variables $x_1, x_2, \cdots, x_{2a}$ take values from a complex signal set denoted by $\mathcal{M}$, $\alpha \in C$ is a non-zero complex constant chosen as the training symbol and $N = \lceil \frac{2^{a+1}-2}{2} \rceil + 2a$. The value of $\alpha$ is chosen such that the condition $E[x_i^H x_i] = 1$ is satisfied. The value of $\alpha$ is assumed to be known to all the relays and the destination.

The source is also equipped with a pair of $N \times N$ matrices $P$ and $Q$ called precoding matrices. Every transmission from the source to the destination comprises of two phases. When the source needs to transmit an information vector $x \in S$ to the destination, it generates a new vector $\hat{x}$ as,

$$\hat{x} = Px + Qx^* = [\alpha \alpha \cdots \alpha \hat{x}_1 \hat{x}_2 \cdots \hat{x}_{2a}]^T \in C^{N \times 1},$$

where the precoding matrices satisfy the condition $E[\hat{x}^H \hat{x}] = 1$ and broadcasts the vector $\hat{x}$ to all the $2^a$ relays (but not to the destination which is assumed to be located far from the source). The precoding matrices are chosen such that the linear processing is performed only on the information symbols but not on the training symbols. The received vector at the $\lambda$-th relay is given by

$$r_{\lambda} = \sqrt{P_1N}h_{\lambda}\bar{x} + n_{\lambda} \in C^{N \times 1},$$

for $\lambda = 1, 2, \cdots, 2^a$ where $n_{\lambda} \sim CSCG(0_{N \times 1}, I_N)$ is the additive noise at the $\lambda$-th relay and $P_1$ is the total power used at the source node for every channel use. Using the $N = \lceil \frac{2^{a+1}-2}{2} \rceil + 2a$ length vector, $r_{\lambda}$, the $\lambda$-th relay constructs the $2^{a+1} - a$ length new vector $\bar{r}_{\lambda}$ given by (4) shown at the top of this page, where $r_{\lambda}(i)$ denotes the $i$-th component of the vector $r_{\lambda}$. The $\lambda$-th relay is assumed to obtain a perfect estimate of the phase component of $h_{\lambda}$ using the training symbols sent during the first $\lceil \frac{2^{a+1}-2}{2} \rceil$ channel uses in the first phase. This has enabled the phase compensation in (4) which can also be given by

$$\bar{r}_{\lambda} = \sqrt{P_1N|h_{\lambda}x + n_{\lambda}}$$

where $\bar{r}_{\lambda}$ = $[\alpha \alpha \cdots \alpha \bar{x}_1 \bar{x}_2 \cdots \bar{x}_{2a}]^T \in C^{(2^{a+1}+a) \times 1}$.

Note that the concatenating operation in (4) continues to keep the components of $n_{\lambda}$ identically distributed and uncorrelated to each other.

In the second phase, all the relay nodes are scheduled to transmit $T$ length vectors to the destination simultaneously. In [11], we used arbitrary values for $T$, and in this paper since we make the destination see a square design, henceforth, we take $T = 2^a$.

Each relay is equipped with a fixed pair of matrices $A_{\lambda}$, $B_{\lambda} \in C^{2^a \times (2^{a+1}+a)}$ and is allowed to linearly process the vector $r_{\lambda}$. The $\lambda$-th relay is scheduled to transmit

$$t_{\lambda} = \sqrt{\frac{P_2r}{P_r}} \{A_{\lambda}\bar{r}_{\lambda} + B_{\lambda}\bar{r}_{\lambda}^*\} \in C^{2^a \times 1},$$

where $P_2$ is the total power used at each relay for every channel use in the second phase and $P_r$ is the average norm of the vector $r_{\lambda}$. Note that $P = P_1 + KP_2$ becomes the total power transmitted by all the nodes for a single channel use. The vector received at the destination is given by

$$y = \sum_{\lambda=1}^{2^a} g_{\lambda}t_{\lambda} + w \in C^{2^a \times 1},$$

where $w \sim CSCG(0_{2^a \times 1}, I_{2^a \times 2^a})$ is the additive noise at the destination. Substituting for $t_{\lambda}$, $y$ can be written as

$$y = \sqrt{\frac{P_1P_2N2^a}{P_r}Xg + n},$$

where

- $n = \sqrt{\frac{P_2}{P_r}} \sum_{\lambda=1}^{2^a} g_{\lambda} \{A_{\lambda}\bar{n}_{\lambda} + B_{\lambda}\bar{n}_{\lambda}^*\} + w \in C^{2^a \times 1}$.
- The equivalent channel $g$ is given by $[h_1|g_1| h_2|g_2| \cdots |h_{2^a}|g_{2^a}]^T \in C^{2^a \times 1}$.
- Every codeword $X \in C^{2^a \times 2^a}$ which is of the form (shown at the top of this page) is a function of the information vector $x$ through $\bar{x}$.

The covariance matrix $R \in C^{2^a \times 2^a}$ of the noise vector $n$ is given in (6) (top of the next page). Note that $R$ depends on the choice of the relay matrices $A_{\lambda}$ and $B_{\lambda}$. The relay matrices need to be chosen such that the resulting code seen by the destination is SSD.

The Maximum Likelihood (ML) decoder decodes for a vector $\hat{x}$ given in (7) (shown at the top of the next page).

### III. CONSTRUCTION OF TE-CIODS

In this section, we present the construction of the class of TE-CIODs.

**Definition 1:** Let the $2^{a-1} \times 2^{a-1}$ matrix $X_1$ represent a COD in $a$ complex variables [7]. If the zeros in the design $X_1$ are replaced by a non-zero constant say $\alpha \in C$, then we refer $X_1$ as a square TE-COD [11].

The above definition holds both for the classes of square CODs as well as non-square CODs which are discussed in detail in [11]. In this paper, only square TE-CODs are relevant.
\[ \mathbf{r}_\lambda = e^{-j\lambda h_k} \left[ e^{j 2 \lambda (\alpha + \lambda h_k)} \mathbf{r}_\lambda^*(1) e^{j 2 \lambda (\alpha + \lambda h_k)} \mathbf{r}_\lambda^*(2) \cdots e^{j 2 \lambda (\alpha + \lambda h_k)} \mathbf{r}_\lambda^*(2^a-1) - a \right] \mathbf{r}_\lambda^T \in \mathbb{C}^{(2^a-1+a) \times 1} \]  

(4)

\[ \mathbf{X} = \begin{bmatrix} A_1 \hat{x} + B_1 \hat{x}^* & A_2 \hat{x} + B_2 \hat{x}^* & \cdots & A_\alpha \hat{x} + B_\alpha \hat{x}^* \end{bmatrix} \in \mathbb{C}^{2a \times 2a}. \]  

(5)

\[ \mathbf{R} = \frac{P_T}{P_r} \sum_{k=1}^{2^a} \left\{ \mathbf{A}_\lambda \mathbf{A}_\lambda^H + \mathbf{B}_\lambda \mathbf{B}_\lambda^H \right\} + \mathbf{I}_T \in \mathbb{C}^{2a \times 2a}. \]  

(6)

\[ \hat{x} = \arg \min_{\mathbf{x} \in \mathbb{D}} \left[ -2 \text{Re} \left( \sqrt{\frac{P_T P_2 N_{2a}}{P_r}} g^H \mathbf{X}^H \mathbf{R}^{-1} \mathbf{y} \right) + \frac{P_T P_2 N_{2a}}{P_r} g^H \mathbf{X}^H \mathbf{R}^{-1} \mathbf{X} \right] \in \mathbb{C}^{2a \times 1}. \]  

(7)

**Example 1:** For the well known 4 × 4 COD [7], in the variables \( x_1, x_2 \) and \( x_3 \), the corresponding TE-COD is given by,

\[ \mathbf{X}_{\text{TE-COD}} = \begin{bmatrix} x_3 & \alpha & x_2 & x_1 \\ \alpha & x_3 & x_1 & x_2 \\ x_2 & x_1 & x_3 & \alpha \\ x_1 & x_2 & x_3 & \alpha \\ \end{bmatrix}. \]  

(10)

Given a \( 2^{a-1} \times 2^{a-1} \) TE-COD, \( \mathbf{X}_1 \), in \( \alpha \) relations, note that every column of \( \mathbf{X}_1 \) contains exactly \( \alpha \) distinct variables and \( 2^{a-1} - \alpha \) copies of \( \alpha \).

For a given set of \( 2 \alpha \) complex variables \( \{ x_1, x_2, \cdots, x_2 \} \), let the complex variables \( \bar{x}_1, \bar{x}_2, \cdots, \bar{x}_{2\alpha} \) be defined as

\[ \bar{x}_m = x_{m1} + jx_{m2} \quad \text{and} \quad \bar{x}_{m+a} = x_{m+a1} + jx_{m+a2} \]  

for all \( m = 1, \cdots, 2^a \), where \( x_{m \cdot} = x_{m \cdot} + jx_{m \cdot} \). Notice that the new variables are nothing but the so called coordinate interleaved variables extensively used in [9].

If \( \mathbf{X}_1 \) and \( \mathbf{X}_2 \) represents two identical square TE-CODs for \( 2^{a-1} \) antennas (relays) in variables \( \bar{x}_1, \bar{x}_2, \cdots, \bar{x}_{\alpha} \) and \( \bar{x}_{\alpha+1}, \bar{x}_{\alpha+2}, \cdots, \bar{x}_{2\alpha} \) respectively, then a square TE-COD for \( 2^a \) antennas (relays) is constructed as

\[ \mathbf{X}_{\text{TE-COD}} = \begin{bmatrix} \mathbf{X}_1 & \mathbf{0}_{2^{a-1} \times 2^{a-1}} \\ \mathbf{0}_{2^{a-1} \times 2^{a-1}} & \mathbf{X}_2 \end{bmatrix}. \]  

(11)

Note that every column of \( \mathbf{X}_{\text{TE-COD}} \) has \( \alpha \) distinct complex variables, \( 2^{a-1} - \alpha \) copies of \( \alpha \), and \( 2^{a-1} - \alpha \) zeros. Therefore, with a \( (2^{a-1} + \alpha) \) - length vector \( \bar{x} \) given by

\[ \bar{x} = [ \alpha \cdot \alpha \cdot \cdots \cdot \alpha ]^T \]  

the design \( \mathbf{X}_{\text{TE-COD}} \) can be written in its column vector representation [8] as

\[ \mathbf{X}_{\text{TE-COD}} = [\mathbf{C}_\alpha \bar{x} + \mathbf{D}_\alpha \bar{x}^* \quad \mathbf{C}_2 \bar{x} + \mathbf{D}_2 \bar{x}^* \cdots \quad \mathbf{C_{2^\alpha}} \bar{x} + \mathbf{D_{2^\alpha}} \bar{x}^*], \]  

(12)

where \( \mathbf{C}_\alpha, \mathbf{D}_\alpha \in \mathbb{C}^{2^{a} \times (2^{a-1}+\alpha)} \), \( k = 1, 2, \cdots, 2^a \), are the column-vector representation matrices of \( \mathbf{X}_{\text{TE-COD}} \).

The following theorem provides two important relations satisfied by the matrices \( \mathbf{C}_\alpha, \mathbf{D}_\alpha \) of TE-CODs.

**Theorem 1:** The column-vector representation matrices \( \mathbf{C}_\alpha, \mathbf{D}_\alpha \) of a TE-CIOD, \( \mathbf{X}_{\text{TE-CIOD}} \), can be chosen to satisfy the following relations,

\[ \mathbf{C}_\alpha \mathbf{C}_\alpha^H + \mathbf{D}_\alpha \mathbf{D}_\alpha^H = \begin{bmatrix} \mathbf{I}_{2^{a-1}-1} & 0_{2^{a-1}-1 \times 2^{a-1}} \\ 0_{2^{a-1}-1 \times 2^{a-1}} & \mathbf{I}_{2^{a-1}-1} \end{bmatrix} \forall \lambda = 1 \to 2^{a-1}, \]  

and

\[ \mathbf{C}_\alpha \mathbf{C}_\alpha^H + \mathbf{D}_\alpha \mathbf{D}_\alpha^H = \begin{bmatrix} 0 & 0_{2^{a-1}-1 \times 2^{a-1}} \\ 0_{2^{a-1}-1 \times 2^{a-1}} & \mathbf{I}_{2^{a-1}-1} \end{bmatrix} \forall \lambda = 2^{a-1} + 1 \to 2^a. \]  

**Proof:** Since the entries of a \( \mathbf{X}_{\text{TE-CIOD}} \) are of the form \( \alpha \cdot \bar{x}_i \) or \( \pm \bar{x}_i \) \( \forall i = 1 \to 2^a \) and the vector \( \bar{x} \) is given by \( \bar{x} = [ \alpha \cdot \alpha \cdot \cdots \cdot \alpha ]^T \), it is straightforward to verify that the matrices \( \mathbf{C}_\alpha, \mathbf{D}_\alpha \) satisfy the following three properties,

- The entries of the matrices \( \mathbf{C}_\alpha, \mathbf{D}_\alpha \) are 0, ±1.
- The matrices \( \mathbf{C}_\alpha, \mathbf{D}_\alpha \) can have at most one non-zero entry in every row.
- The matrices \( \mathbf{C}_\alpha \) and \( \mathbf{D}_\alpha \) do not contain non-zero entries in the same row.

Note that since TE-CIODs are constructed using TE-CODs (using a block diagonal structure), out of the \( 2 \alpha \) complex variables, only \( a \) number of them appear exactly once (either as \( \pm \bar{x}_i \) or \( \pm \bar{x}_i^* \)) in every column of the design. In particular, the variables \( \bar{x}_1, \bar{x}_2, \cdots, \bar{x}_a \) appear only in the first \( 2^{a-1} \) columns and the first \( 2^{a-1} \) columns of the design where as the variables \( \bar{x}_{a+1}, \bar{x}_{a+2}, \cdots, \bar{x}_{2a} \) appear only in the last \( 2^{a-1} \) columns and the last \( 2^{a-1} \) rows of the design. We only provide a proof for the relation in (13). Since a TE-CIOD is block diagonal, the relation in (13) can be proved on the similar lines of that of (13) without loss of generality, let us assume that \( l \) out of the \( a \) complex variables which appear in the \( \lambda \)-th column (for \( 1 \leq k \leq 2^{a-1} \)) of the design are of the form \( \pm \bar{x}_i \). With such an assumption, the matrix \( \mathbf{C}_\lambda \) must have \( 2^{a-1} - a + l \) non-zero rows (where \( l \) non-zero rows are for the variables and the rest are for the \( \alpha \)'s). Further, as the remaining \( a - l \) variables appear as conjugates (i.e., of the form \( \pm \bar{x}_i^* \)), the matrix \( \mathbf{D}_\lambda \) must have \( a - l \) non-zero rows. Since there are \( 2^{a-1} - a \) copies of \( \alpha \)
the vector $\tilde{x}$, the non-zero entries in the $2^n - 1 - a$ non-zero rows (which are allotted for the $2^n - 1 - a$ copies of $\alpha$ of $C_\lambda$) can be chosen to appear in different columns. Therefore, each of the first $2^n - 1$ columns of $C_\lambda$ and $D_\lambda$ will have exactly one non-zero entry. Since the variables $\tilde{x}_a + 1, \tilde{x}_a + 2 \ldots \tilde{x}_a + a$ do not appear in the first $2^n - 1$ columns of the design, each of the last $2^n - 1$ columns of $C_\lambda$ and $D_\lambda$ are zeros. Hence the relay matrices satisfy the relation in (13).

The formal definition of TE-CIOD is as follows:

**Definition 2:** The collection $C$ of $2^n \times 2^n$ codeword matrices given by (5),

$$C = \{X \mid \forall x \in S\}$$

is called a Training-Embedded Coordinate Interleaved Orthogonal Design (TE-CIOD) which is determined by the sets $\{P, Q, A_\lambda, B_\lambda\}$ and $S$, where the column vector representation matrices $C_\lambda$ and $D_\lambda$ of $X_{TE-CIOD}$ given in (12) are used as the relay matrices, $A_\lambda$ and $B_\lambda$ respectively.

Note that unlike the existing DSTBCs, TE-DSTBCs contain the training symbols in the code structure along with the information symbols justifying their name. Also, note that unlike TE-CODs, not all the entries of TE-CIODs are non-zero. In particular, TE-CIODs, have block diagonal structure. Due to the block diagonal structure, the number of $\alpha$’s transmitted from the source to the relays is much lesser compared to that of TE-CODs for the same number of relays. In the following section, we show that this training-embedding enables SSD property TE-CIODs.

In the following example, we explicitly a TE-CIOD for a network with 8 relays.

**Example 2:** The $8 \times 8$ TE-CIOD is given by,

$$\begin{bmatrix}
\tilde{x}_3 & \alpha & \tilde{x}_2 & \tilde{x}_1 & 0 & 0 & 0 & 0 \\
\tilde{x}_2 & \tilde{x}_3 & \tilde{x}_1 & -\tilde{x}_2 & 0 & 0 & 0 & 0 \\
\tilde{x}_1^* & -\tilde{x}_2 & \alpha & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & \tilde{x}_5 & \tilde{x}_4 & \alpha & \tilde{x}_6 \\
0 & 0 & 0 & 0 & \tilde{x}_6 & \tilde{x}_4^* & -\tilde{x}_5 & \alpha \\
0 & 0 & 0 & 0 & \tilde{x}_5 & -\tilde{x}_6 & -\tilde{x}_5 & \alpha \\
0 & 0 & 0 & 0 & \tilde{x}_4 & -\tilde{x}_5 & -\tilde{x}_6 & \alpha \\
\end{bmatrix}$$

(16)

where $\tilde{x}_m = x_m I + i x_{(m+3)Q}$ and $\tilde{x}_{m+3} = x_{(m+3)I} + i x_m Q$ for $m = 1$ to 3. The set of information vectors equipped at the source is given by

$$S = \{x = [\alpha x_1 x_2 x_3 x_4 x_5 x_6]^T \mid \forall x_i \in M\}.$$  

The precoding matrices are given by

$$P = \frac{1}{2} \begin{bmatrix}
1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 & 1 & 0 \\
0 & 1 & 0 & 0 & 1 & 0 & 0 & 1 \\
0 & 0 & 1 & 0 & 0 & 1 & 0 & 1 \\
0 & 0 & 0 & 1 & 0 & 0 & 1 & 1 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0
\end{bmatrix},$$

$$Q = \frac{1}{2} \begin{bmatrix}
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & -1 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & -1 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 & -1 & 0 \\
0 & -1 & 0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & -1 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & -1 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & -1 & 0 & 0 & 1
\end{bmatrix}.$$
Therefore, where the matrices

The number of channel uses in the first phase and second phase are 7 and 8, respectively. Therefore, the rate of the scheme is \( \frac{6}{17} \) complex symbols per channel use.

IV. SSD, FULL-DIVERSITY AND RATE OF TE-CIODS

In this section, we discuss the SSD and full-diversity properties of TE-CIODs and also present comparison of the rate with TE-CODs.

A. SSD Property of TE-CIODs

From the results of Theorem 1, the covariance matrix \( R \) given in (6) will not be a scaled identity matrix but a diagonal matrix such that \( [R]_{i,i} = [R]_{j,j} \) for \( 1 \leq i,j \leq 2^{a-1} \) and \( [R]_{i,j} = [R]_{j,i} \) for \( 2^{a-1} +1 \leq i,j \leq 2^a \). It can be verified that such a structure on \( R \) along with the block diagonal structure of the design ensures that every complex-symbol can be ML decoded independent of others. We illustrate this below, for the TE-CIOD code of Example 2 for 8 relays. The \( R \) matrix is not a scaled identity matrix, however, the matrix \( X^H R^{-1} X \) can be written as

\[
X^H R^{-1} X = \begin{bmatrix}
X_1^H R_{1,1}^{-1} X_1 & 0_{2^{a-1} \times 2^{a-1}} \\
0_{2^{a-1} \times 2^{a-1}} & X_2^H R_{2,2}^{-1} X_2
\end{bmatrix},
\]

where the matrices \( R_{1,1} \) and \( R_{2,2} \) are scaled identity matrices. Therefore, \( X^H R^{-1} X \) becomes

\[
X^H R^{-1} X = \begin{bmatrix}
R_{1,1}^{-1} X_1^H X_1 & 0_{2^{a-1} \times 2^{a-1}} \\
0_{2^{a-1} \times 2^{a-1}} & R_{2,2}^{-1} X_2^H X_2
\end{bmatrix},
\]

where the matrices \( X_1^H X_1 \) and \( X_2^H X_2 \) are given by (17) and (18) respectively (shown at the top of the next page).

Notice that with \( \alpha = 0 \), these matrices reduce to the one corresponding to the original CIODs reported in [9].

B. Full-Diversity of TE-CIODs

The TE-CIODs provide fully diversity for a special class of two-dimensional signal sets for which the corresponding CIODs [9] are fully diverse. This is because the difference of any two codewords of a TE-CIOD is also a difference of two codewords (those with \( \alpha = 0 \)) of the corresponding CIOD. The conditions on the signal sets for which CIODs provide full diversity has been proved in [9] along with illustrative examples. It turns out that the signal sets for which full-diversity is achieved are precisely those in which no two signal points are on a line parallel to the \( x \)-axis or parallel to the \( y \)-axis. We refer the readers to [9] for more details and proofs on the choice of such signal sets for which TE-CIODs offer full-diversity.

C. Rate of TE-CIODs

To distributively construct an TE-CIOD for a network with \( 2^a \) relays, the number of channel uses in the first phase and the second phase are \( 2a + \lceil \frac{2a-1-a}{2} \rceil \) and \( 2^a \), respectively. Hence the rate of the scheme is

\[
R_{\text{TE-CIODs}} = \frac{2a}{2a + \lceil \frac{2a-1-a}{2} \rceil + 2^a}.
\]

The rate for square TE-CODs with \( 2^a \) number of relays is \( \frac{a+1}{a+1+\lceil \frac{2a-1-a}{2} \rceil+2^a} \) complex symbols per channel use [11]. Comparing with this we see that, for the same number of relays, the rate of TE-CIODs is larger than that of the TE-CODs. This can be easily seen from Table (1).

V. SIMULATIONS RESULTS

In this section, we provide the performance comparison (in terms of the symbol error rate (SER) versus \( P \), the total power used by all the nodes per channel use) between the DSTBC from TE-CIODs and the DSTBC from TE-CIOD for \( K = 4 \). For \( K = 4 \), the rates (in complex symbols per channel use in the second phase) of the DSTBCs from TE-COD and TE-CIOD are respectively \( \frac{4}{7} \) and 1. Hence, for a fair comparison, we make the bits per channel use (bpcu) in the second phase equal for both codes, in particular, we make it equal to 3 bpcu for the simulation purpose. To achieve the common rate of 3 bpcu in the second phase, the TE-COD and the TE-CIOD respectively employs the 16-QAM signal set \{\(-1+i,1+i,-1-i,1-i,-3+i,3+i, 3-i,1,3-i,1-i,1-i,1-i,3+i\) \} and a rotated version of the 8-QAM signal set \{\(-3+i,-1+i,1+i,3+i,-3-i,1,3+i,3+3,3+3,3+3,3+3,3+3\) \} to construct the DSTBCs. The SER performance of both codes are plotted in Fig. 2 which shows that TE-CIOD performs better than TE-COD for \( K = 4 \).
TABLE I
RATE OF THE PROPOSED CODES ARE LISTED FOR CERTAIN NUMBER OF RELAYS. THE SYMBOL L DENOTES THE TOTAL NUMBER OF CHANNEL USES INCLUDING THE TWO PHASES TO CONSTRUCT THE DESIGNS

|               | K = 2 | K = 4 | K = 8 | K = 16 | K = 32 |
|---------------|-------|-------|-------|--------|--------|
| $R_{\text{square}}$ TE-CODs | $\frac{5}{K}$ | $\frac{7}{K}$ | $\frac{7}{K}$ | $\frac{7}{K}$ | $\frac{7}{K}$ |
| $L_{\text{square}}$ TE-CODs | 4 | 8 | 14 | 27 | 51 |
| $R_{\text{TE-CIODs}}$ | $\frac{2}{K}$ | $\frac{4}{K}$ | $\frac{2}{K}$ | $\frac{2}{K}$ | $\frac{2}{K}$ |
| $L_{\text{TE-CIODs}}$ | 4 | 8 | 15 | 26 | 48 |

\[
X_i^H X_1 = \begin{bmatrix}
|\alpha|^2 + \sum_{i=1}^{3} |\tilde{x}_i|^2 & 2\text{Re}(\tilde{x}_3^* \alpha) & 2\text{Re}(\tilde{x}_1^* \alpha^*) & 2\text{Im}(\tilde{x}_2^* \alpha) \\
* & |\alpha|^2 + \sum_{i=1}^{3} |\tilde{x}_i|^2 & 2\text{Re}(\tilde{x}_2^* \alpha^*) & 2\text{Im}(\tilde{x}_1^* \alpha) \\
* & * & |\alpha|^2 + \sum_{i=1}^{3} |\tilde{x}_i|^2 & -2\text{Re}(\tilde{x}_3^* \alpha) \\
* & * & * & |\alpha|^2 + \sum_{i=1}^{3} |\tilde{x}_i|^2
\end{bmatrix}.
\]

\[
X_2^H X_2 = \begin{bmatrix}
|\alpha|^2 + \sum_{i=1}^{3} |\tilde{x}_i|^2 & 2\text{Re}(\tilde{x}_3^* \alpha) & 2\text{Re}(\tilde{x}_1^* \alpha^*) & 2\text{Im}(\tilde{x}_2^* \alpha) \\
* & |\alpha|^2 + \sum_{i=1}^{3} |\tilde{x}_i|^2 & 2\text{Re}(\tilde{x}_2^* \alpha^*) & 2\text{Im}(\tilde{x}_1^* \alpha) \\
* & * & |\alpha|^2 + \sum_{i=1}^{3} |\tilde{x}_i|^2 & -2\text{Re}(\tilde{x}_3^* \alpha) \\
* & * & * & |\alpha|^2 + \sum_{i=1}^{3} |\tilde{x}_i|^2
\end{bmatrix}.
\]

Fig. 2. SER (symbol error rate) versus P comparison between the DSTBC from TE-COD and the DSTBC from TE-CIOD for $K = 4$ with 3 bpcu.

VI. DISCUSSION AND CONCLUSIONS

In this paper, through a training based distributed space-time coding technique, we have shown to construct the variants of the well known class of CIODs in two-hop relay networks using amplify and forward protocol. This idea can be extended to construct all the multi-group decodable codes [12] existing for point co-located MIMO channels in two-hop wireless networks.
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