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Abstract: With the availability of internet technology and the low-cost of digital image sensor, enormous amount of image databases have been created in different kind of applications. These image databases increase the demand to develop efficient image retrieval search methods that meet user requirements. Great attention and efforts have been devoted to improve content-based image retrieval method with a particular focus on reducing the semantic gap between low-level features and human visual perceptions. Due to the increasing research in this field, this paper surveys, analyses and compares the current state-of-the-art methodologies over the last six years in the CBIR field. This paper also provides an overview of CBIR framework, recent low-level feature extraction methods, machine learning algorithms, similarity measures, and a performance evaluation to inspire further research efforts.
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Content-based image retrieval appears to overcome the disadvantages of the text-based image retrieval methods (searching image databases through the use of Keywords). CBIR is used to search in an image database to return similar visual content images to a specified query image. This method is fully automated. However, it suffers from “semantic gap”, which is the gap between the low-level features that describes images and the high-level concepts (perception) contained in the images, leading to irrelevant image retrieval. Over the past three decades, this gap has been the focus of numerous researches. Due to the increasing research in this field, this paper surveys, analyses and compares the current state-of-the-art methodologies over the last six years in the CBIR field. This paper also provides an overview of CBIR framework, recent low-level feature extraction methods, machine learning algorithms, similarity measures, and a performance evaluation to inspire further research efforts.
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1. Introduction
A massive amount of image databases has been generated by educational, industrial, medical, social, and other life facilities. All these image repositories require a powerful image search mechanism. There are two common search methods. The first method is based on keywords used to annotate images, which is known as text-based image retrieval (Y. Liu et al., 2007). This method suffers from many disadvantages: 1) manually annotating large databases is not feasible, 2) the end user must make annotations, which in turns makes this method subject to human perception, and 3) these annotations are applicable for only one language. The second method is “content-based image retrieval” (CBIR), which highly recommended to overcome the disadvantages of the text-based image retrieval methods (Raghunathan & Acton, 1999).

CBIR is used to search in an image database to retrieve similar visual content images to a specified query image (Jenni et al., 2015) (Ali et al., 2020). This method is fully automated. However, it suffers from “semantic gap”, which is the gap between the low-level features that describes images and the high-level concepts (perception) contained in the images (Bai et al., 2018), leading to irrelevant image retrieval. Over the past three decades, this gap has been the focus of numerous studies (Shrivastava & Tyagi, 2017). Many methods have been invented to convert high-level concepts in images to features. These features are the foundation for CBIR. Generally, features are categorized into global features and local features depending on the feature extraction methods. Global features (i.e., color, texture, shape, and spatial information) give a representation for the entire image. They have the advantage of being faster in feature extraction and similarity computations (Datta et al., 2008). On the other hand, they fail to differentiate between the background and the object in the image (different image parts). This makes them unsuitable for retrieval in complex scenes or object recognition (Halawani et al., 2006), but they are appropriate for object classification and detection (Ghrabat et al., 2019). As a comparison to global feature, local features are suitable for image retrieval, matching tasks and recognitions (Halawani et al., 2006). “Object recognition is the task of recognizing the object and labeling the object in an image” (Bansal et al., 2020) while object detection is concerned with the existence of an object that belong to a predefined class in the image and its location (Mittal et al., 2019). Therefore, classification is a sub-task of object detection (Mittal et al., 2019). Local features are defined as the key points or some parts of images for instance, corners, blobs and edges. They are robust to scale, rotation, translation, changes to backgrounds, clutter and partial occlusions (Halawani et al., 2006).

Feature extraction is the first process in CBIR that aims to convert human perception into a numerical description that can be manipulated by machines. The accuracy of the retrieved images is greatly influenced by the features that are extracted (Piras & Giacinto, 2017). However, this selection is based on user requirements. Feeding extracted features to machine learning algorithms (supervised or unsupervised) can improve the CBIR performance (D. Zhang et al., 2012). The trends of recent image retrieval research concentrate on the use of deep learning to improve accuracy at the cost of increasing running time (Markowska-Kaczmar & Kwaśnicka, 2018). Another problem that has a negative effect on CBIR performance (i.e., memory usage, scalability, speed, accuracy) is the high-dimensional features that are usually generated when trying to translate visual image content to a numerical feature form. These high-dimensional feature representations, known as the “curse of dimensionality”, usually have a sparsely distributed nature (Zhuo et al., 2014). “Dimensionality reduction” is a solution to this problem (Zhuo et al., 2014). In the literature, a number of comprehensive studies discussed many proposed methods for dimensionality reduction (Zhuo et al., 2014), (Perronnin et al., 2012). Similarity measure is another vital process that has an impact on CBIR performance. Since this measurement
is determined by the layout of the feature vector, choosing an inappropriate measure would result in less identical images being returned, lowering the CBIR system's accuracy. In other words, with the use of suitable similarity measure, high accuracy can be achieved. Since a number of datasets have been used in CBIR frameworks, certain metrics such as precision, recall, and running time are typically used to determine CBIR effectiveness, which are influenced by the image dataset selection (J. Z. Wang et al., 2000; Jain et al., 2011; Oliva and Torralba, 2001; Srivastava and Khare, 2017; Das and Thepade, 2016; Yang et al., 2018; Fei-Fei et al., 2007; Griffin et al., 2007; Ashraf et al., 2020) (more details in Section 7).

An increasing number of studies are conducted in the CBIR domain, which includes many new directions. Many surveys and studies report major challenges and review the existing state-of-the-art (Alzu‘bi et al., 2015; Tarawneh et al., 2020; Latif et al., 2019; Ghosh et al., 2018; Tian, 2018). This paper aims to answer the following questions:

- How does feature fusing help in reducing the semantic gap and improve retrieval accuracy?
- How does the usage of latest machine learning algorithms positively affect system accuracy and how do these algorithms affect computational cost and memory usage?
- How does the use of robust measurements and right dataset enhance system performance in terms of specificity, memory usage and computational cost?
- What are the possible future research trends?

Section 2 provides a brief description of the CBIR framework. Section 3 reviews the most recent studies on CBIR in the last six years depending on the image retrieval methods. Section 4 explores the most recent machine learning algorithms deployed in this field, while Section 5 provides...
a comparison of different CBIR techniques. Similarity measures are the major topic of section 6. Section 7 presents a detailed review of the image datasets used to evaluate performance. Section 8 is devoted to exploring measures used for performance evaluation. Section 9 addresses the most crucial issues in CBIR along with the most important research directions from our point of view. Finally, Section 10 concludes this paper.

2. CBIR framework
The general CBIR framework consists of some mandatory stages and other optional stages, as shown in Figure 1. The first stage in CBIR is the submission of the query image by the user. All the applied processes to the query image will be applied to all of the images in the database and in the same order (Kokare et al., 2002). Usually, these processes are performed on the query image upon user submission and are called online processes; same processes can be applied to dataset images prior to query submission and are called offline processes. An optional preprocessing stage might be included in the architecture of the framework, which could include resizing, segmentation, denoising, and rescaling, etc. This optional stage is followed by the feature extraction stage, which is the most important stage, in which a visual concept is converted to a numerical form. Extracted features could be in the form of low-level features (i.e., color, shape, texture, and spatial information) or local descriptors. Another optional preprocessing stage after feature extraction is normalization or classification. The final stage is the similarity measurement between the extracted features from the query image and all other images in the dataset to retrieve the most relevant images. Relevance feedback is another possible stage that enhances the results through user intervention by deciding relevant and irrelevant returned images. Many techniques have been proposed to apply relevance feedback to enhance the performance of CBIR (Ciocca & Schettini, 1999; Dacheng et al., 2006; Su et al., 2011; Banerjee et al., 2018; Baig et al., 2020).

3. Low-level features
As mentioned earlier, feature extraction and selection that represent the semantic content of images play the main role in CBIR. These features can be divided into global features (i.e., color, texture, shape, and spatial information), which describe the entire image, and local features, which are usually acquired through dividing the image into segments or through the calculation of some key points, such as corners, blobs and edges. Local features are invariant against scale, translation and rotation changes (Low, 2004). Both types will be explained in this section along with a review of recent studies to demonstrate the significance of the selected features and their impact on system performance.

3.1. Global features
Color, texture, shape, and spatial information are the widely used features in image retrieval tasks. These features will be briefly discussed in this subsection. Figure 2 illustrates the classification of global features along with some feature extraction methods.

3.1.1. Color feature
Since the human eye can distinguish visuals based on their colors, the color feature is considered one of the most significant features that are commonly used by researchers. Color features are calculated according to color spaces. The mostly used color spaces in the CBIR domain are HSV (LSV), YCbCr, RGB, and LAB. These color spaces are characterized using color moments (Duanmu, 2010), color correlogram (Huang et al., 1997), color histogram (Flickner et al., 1995), dominant color descriptor color co-occurrence matrix (Qiu, 2003), and many other descriptors. Color features are considered a robust feature because they are invariant against translation, rotation, and scale change (Shrivastava & Tyagi, 2015). However, they have a spatial information constraints, necessitating the use of other descriptors cope with this drawback (Alzu’bi et al., 2015).

3.1.2. Texture
Textures are noticeable patterns that cannot stand alone as a single intensity or color. Texture is considered a pivotal feature in computer vision (CV) because of its existence in many real images,
which is why it is usually used in image retrieval and pattern recognition. The main drawbacks of texture-based image retrieval are its computation complexity and noise sensitivity (Alzu’bi et al., 2015) (D. P. Tian, 2013). Various algorithms are used for texture analysis, such as Gabor filter (Manjunath et al., 2001), Markov random field (Cross & Jain, 1983), wavelet transform, steerable pyramid decomposition, gray-level co-occurrence matrix (GLCM) (Hawlick, 2017), and edge histogram descriptor (EHD) (Won et al., 2002).

3.1.3. Shape
Shape is one of the low-level features that identify objects. Shape extraction can be performed on the basis of a region or a boundary (contour) (D. P. Tian, 2013)(Zhang & Lu, 2004). In the region-based approach, extraction is performed within the entire region, whereas in the boundary-based approach, extraction is performed on the boundary of the region. Many methods such as Fourier descriptor (Zhang & Lu, 2001) and moment invariants (Marxsen et al., 1993), (Suk & Flusser, 2011) are used to extract shape features. In general, shape descriptors are variant to scale and translation. Therefore, they are usually merged with other descriptors to increase accuracy.

3.1.4. Spatial information
Most of the previously discussed methods of extracting low-level features suffer from the lack of spatial information. Spatial feature is basically related to the objects’ location in a two-dimensional image. For instance, two different regions with two different spatial contents in the same image may have an equal histogram. Spatial information usually suffers from computational complexity. Spatial pyramid matching is one of the best methods that capture the spatial attributes of images (Lazebník et al., 2006; Naeem et al., 2017; Mehmood et al., 2016).

Early studies in the CBIR domain used one feature to retrieve images. However, findings were unsatisfactory because images usually contain several pictorial characteristics (Chun et al., 2008). To achieve better retrieval performance and accuracy, researchers used to fuse two or more features in a process that is usually known as feature fusion or feature combination. Shrivastava et al. (Shrivastava & Tyagi, 2015) proposed a CBIR system that has a feed forward architecture with three stages to retrieve images. In the first step, based on color features, appropriate N images were retrieved from images in the dataset, which included M images. The authors used color histogram to calculate the color features. In the next stage, P relevant images are obtained from the N image subset based on texture feature by using Gabor filter to calculate the texture feature. In the final stage, the Fourier descriptor is calculated as shape features to retrieve K relevant images from P. In this manner, relevance feedback can be applied by varying the values of N, K, and P in order to improve precision. The system was tested against two datasets, namely, Corel and CIFAR, with average precision values of 0.7690 and 0.8590, respectively. However, the proposed system does not include a stage for classifying images based on spatial information.

Younus et al. (2015) constructed a new CBIR system that depends on extracting color and texture features. Four extraction methods color moment, color histogram, wavelet moment, and co-occurrence matrices—were used. The authors in Younus et al., 2015 combined k-mean clustering algorithm with particle swarm optimization (PSO), which is a stochastic technique. Tests were conducted by using WANG datasets, which contain 1,000 images divided into 10 classes. Because of incorrect clustering, precision is improved for all classes except architecture and bus as compared to other state-of-the-art techniques. Moreover, the proposed technique did not consider shape feature when computing similarity distance.

Anandh et al. (Ponomarev et al., 2016) presented a novel CBIR system based on the integration of color, texture, and shape. Color auto correlogram, Gabor transform, and wavelet transform were used to extract color, shape, and texture, respectively. The authors used Manhattan distance as a similarity measure between the query image and the dataset images. The achieved average precision values were 0.8300, 0.8800, and 0.7000 for the Corel, Li, and Caltech 101 datasets, respectively. The main drawback of the system is the increased computational complexity because
of the integration of multiple features. Image analysis at a single resolution level may lose some valuable details. Therefore, Srivastava and Khare (Srivastava & Khare, 2017) developed a novel multi-resolution analysis algorithm that analyzes images at multiple levels, with other levels capturing information that one level skipped. This approach is based on the extraction of texture and shape features by using the local binary pattern (LBP) descriptor to extract texture features and Legendre moments to extract shape features from the texture features at multi-resolution levels. Although LBP is used to extract local features, it also creates an influential feature vector when local features are combined with global features. Their technique was tested against five datasets, achieving improved accuracy and sensitivity but with increased computational cost due to the use of multi-resolution analysis.

Sajjad et al (2018) proposed an invariant CBIR system to texture rotation and color change. The proposed system based on concatenating color and texture features to form a feature vector with a size of 360. To extract color features, images are converted to HSV color space and quantized through color histogram. To be invariant to illumination change, only Hue and Saturation channels are utilized. Rotated local binary pattern (RLBP) are used to extract rotation invariant texture features. The proposed system is evaluated through experiments on Zurich Building (ZB), Corel 1 K and Corel 10 K.

In X. Zheng et al., 2016, authors proposed a CBIR approach based on block processing with overlapping. Firstly, images are transformed to HIS color space then are divided to blocks and the main block is selected. Histogram projection is used to extract color features and Roberts Edge detection is used as texture extraction method. The authors used weighted Euclidean distance as a similarity metric to return similar images and the weights were chosen on experimental basis. The proposed approach has a low accuracy value when compared with other state-of-the-art methods (Tadi Bani & Fekri-Ershad, 2019). A novel CBIR approach is presented by combining color, shape and texture features in Z. Zhao et al., 2016. Color distribution entropy (CDE) was used to extract color features while Hue Moments was used to extract shape features. To extract texture features color level co-occurrence matrix (CLCM) was used. For similarity measurements between query image and dataset images, the authors used weighted normalized similarity measure and the weights were decided upon user's experience. Despite the fact that the proposed system achieves high precision value, the performance of the system is affected when the query image contains more objects (complex). This may be because of using Hue Moments to extract shape features which sometimes does not have the ability to recognize images containing more objects or considers different edges as one edge. The authors in Phadikar et al., 2018 proposed a CBIR system in compressed domain (Discrete Cosine Domain). Color moments, color histogram and edge histogram have been extracted directly from compressed domain and GA is employed to assign dissimilar importance to the extracted features to improve image retrieval. Although using GA had great positive impact on system's accuracy, it increased the consumption time; however, extracting features in the compressed domain balanced the total time needed to retrieve images.

A multistage CBIR technique was introduced by Pavithra and Sharmila (Pavithra & Sharmila, 2018). In the first stage, color feature was extracted by using color moment through the calculation of mean and standard deviation for each channel in RGB color space to reduce the search space, which in turn reduce the computational cost. In the second stage, texture and shape (edge) features are extracted from images in the new sub-dataset constructed from the first stage. LBP was used to extract texture information, while Canny edge detector was used to extract edge information. Manhattan distance was used as a metric for the search. Although the proposed multistage system improved performance by increasing precision and decreasing running time, the required running time depends on the number of images in the dataset. If the system is integrated with some machine learning algorithms, then it can be used to search datasets with different sizes and types.
Pavithra and Sharmila (2019) proposed a novel method for the selection of seed points for dominant color-based image retrieval technique. To assess the proposed dominant color descriptor, four image datasets were used in the experiments and improved results were obtained. Nonetheless, the proposed method needs to be fused with other feature extraction methods (shape, texture, and spatial information) to reduce the semantic gap, which still exists because the same color information could be assigned to images in different semantic classes. To reduce the semantic gap, Ashraf et al. (Ashraf et al., 2018) proposed a CBIR system that merges color and edge features to form a feature descriptor. For color extraction, the authors used color histogram. For edge extraction, canny edge histogram was used in the YCbCr color space. To achieve better enhancement, discrete wavelet was calculated, and to accelerate the calculation of discrete wavelet, the authors used Haar wavelet, which is faster in term of calculations (Jacobs et al., 1995). The proposed scheme used artificial neural network (ANN) to learn the semantic class of the images, which needs more time for training and testing purposes. The system used Manhattan distance as its similarity measurement, and the reported results of mean precision and recall proved its efficiency. However, it also suffers from the lack of spatial information, and no information about its computational cost efficiency is available.

Nazir et al. (2018) presented a content-based image retrieval methodology that depends on color and texture feature extraction methods. In the HSV color space, a color histogram is used to extract color features, whereas for texture, discrete wavelet transform (DWT) and EHD are used to include the local distribution of the edges in the image to include local features in the constructed feature vector because EDH is efficient in finding relevant images when used in MPEG-7 (Won et al., 2002). This retrieval system was tested by using the Corel dataset, which is the most common dataset in the CBIR domain. The method has better efficiency in terms of precision and recall than other state-of-the-art techniques, but the algorithm did not use a machine learning algorithm (e.g., ANN), which is considered a significant limitation (Ghrabat et al., 2019).

A novel CBIR system is presented by Tadi Bani et al. (Tadi Bani & Fekri-Ershad, 2019), which is based on extracting global and local texture features in both frequency and spatial domains and color features in spatial domain. To reduce noise effects, images are first filtered by Gaussian filter, then global texture features are extracted in spatial domain by GLCM. Quantized color histogram in RGB color space is used to extract color features. To enhance the retrieval performance, local texture features are extracted through Gabor filter. The proposed system showed high precision values when evaluated against Simplicity dataset and compared to other state-of-the-art methods. Also, it was reported as invariant to rotation and low sensitive to noise, but it had a high run time due to the use of different features. Rana et al. (Rana et al., 2019) presented a methodology for CBIR on the basis of the integration of nonparametric features (texture) and parametric features (color and shape). To extract parametric features, color moments and moment invariants were used, and ranklet transformation was used to extract nonparametric features. The constructed feature vector has a length of 247, which increases the running time and is considered a major limitation of the presented algorithm. Five datasets were used to evaluate the algorithm. Depending on the fusion of the extracted information from the color moment in the HSV color space with GLCM in eight directions, FIF-IRS was proposed by Bella and Vasyki (Thusnavis Bella & Vasuki, 2019). FIF-IRS performance is assessed with three versions of the Corel dataset. Precision, retrieval time, and error rate were used as assessment metrics. The proposed FIF-IRS produced good results, but if a suitable optimization algorithm is used, the retrieval time can be reduced.

Ashraf et al. (2020) developed a subjective methodology for the CBIR system on the basis of the fusion of low-level features (texture and color). Color moments in the HSV color space were used to extract color features, and DWT and Gabor wavelet were used to extract texture features. For further enhancement, the color and edge directivity descriptor were calculated and included in the feature vector, with dimensions of 1 x250. The larger feature vector dimension gives more accurate retrieval results, but it takes a longer time for searching and comparing. The proposed
Table 1. Summary of the literature on global feature-based methods

| Ref.                        | Features             | Feature extraction method                      | Dataset         | Accuracy | Issues                                                                 | Limitations                                                                 |
|-----------------------------|----------------------|------------------------------------------------|-----------------|----------|------------------------------------------------------------------------|----------------------------------------------------------------------------|
| (Shrivastava & Tyagi, 2015) | Color, Texture, Shape | Color Histogram, Gabor Filter, Fourier Descriptor | Corel, CIFAR    | 0.7690, 0.8590 | - Avoid linear dataset search.                                        - Color histogram does not provide any spatial information (Younus et al., 2015) |
| (Younus et al., 2015)       | Color, Texture       | Color Moment, Color Histogram, Wavelet Moment, Co-occurrence Matrix | WANG            | 0.7352   | - Comparing query image with sub-set of dataset, because of employing clustering in offline stage. | - Miss clustering cause irrelevant image retrieval. - Not including shape features in similarity measurement. |
| (Ponomarev et al., 2016)    | Color, Texture, Shape| Color auto correlogram, Gabor Transform, Wavelet Transform | Corel, Li Caltech101 | 0.8300, 0.8800, 0.7000 | - Considering color, texture and shape features in similarity measurement and acquiring high accuracy. | - High computational cost due to using multiple features. |
| (Srivastava & Khare, 2017)  | Texture, Shape       | Wavelet Transform/LBP, Legendre Moments         | Corel 1k, Corel 5k, Corel 10k, Olivia 2688, GHIM10k | 0.9995(7th level), 0.5676(7th level), 0.3537(7th level), 0.9999(7th level), 0.9172(7th level) | - Combining local and global features. - Analyze images at multiple levels to capture missed details from other levels. | - Increased computational cost. |
| (Sajjad et al., 2018)       | Color, Texture       | Quantized Color Histogram, RGB                | Corel 1k, Corel 10k, ZB building | -0.8777 | - Illumination and rotation invariant.                                  - No clear information about Results of Corel dataset. |
| (X. Zheng et al., 2016)     | Color, Texture       | Projection Histogram, Roberts Edge Detector     | -               | -        | - Using main block to extract color features.                          - No information about acquired results.                                      |

(Continued)
| Ref.                             | Features          | Feature extraction method | Dataset          | Accuracy | Issues                                                                 | Limitations                                      |
|---------------------------------|-------------------|---------------------------|------------------|----------|------------------------------------------------------------------------|--------------------------------------------------|
| (Z. Zhao et al., 2016)          | Color, Texture, Shape | CDE, CLCM, Hue Moments    | Wang             | 0.9050   | - Considering color, texture and shape features in similarity measurement. | - Accuracy depends on the nature of query image. |
| (Phadikar et al., 2018)         | Color, Texture    | Color Histogram, Color Moment, MPEG-7 Edge descriptor | Corel 1k, GHEM 10 K, NUSWIND | 0.9850   | - Considering color and texture features in similarity measurement.   | - Using GA had an impact on computational cost.  |
| (Pavithra & Sharmila, 2018)    | Color, Texture, Shape | Color Moment, LBP, Canny Edge Detector | WANG, Corel 5k, Corel 10k | 0.8325, 0.6860, 0.5998 | - Avoid linear dataset search.                                        | - The required running time depends on the number of images in the new sub-dataset. |
| (Pavithra & Sree Sharmila, 2019)| Color, Texture, Shape | Color Moment, LBP, Canny Edge Detector | WANG, Corel-10 K, OT-scene, OxfordFlower | 0.7534, 0.4136, 0.4352, 0.3186 | - Introduce seed point selection to reduce the drawback of DCD.        | - Do not bridge Semantic gap.                     |
| (Ashraf et al., 2018)           | Color, Shape      | Color Histogram, Canny Edge Histogram | WANG             | 0.7350   | - Using artificial neural network (ANN) to learn the semantic class of the images | - Lack of spatial information, - No information about running time. |
| (Nozir et al., 2018)            | Color, Texture    | Color Histogram, DWT, EDH  | Corel            | 0.7350   | - Combining local and global features.                                | - Did not use any machine learning algorithm.  |
| Ref. | Features | Feature extraction method | Dataset | Accuracy | Issues | Limitations |
|------|----------|---------------------------|---------|----------|--------|-------------|
| (Tadi Bani & Feikri-Ershad, 2019) | Color Texture | Quantized Color Histogram Gabor Filter GLCM | Simplicity | 0.8294 | -Extracting features in spatial and frequency domains. - Invariant to rotation and low sensitive to noise | -High run time. |
| (Rana et al., 2019) | Color Texture Shape | Color Moment Ranklet Transformation Invariant Moment | Simplicity Corel 5k Corel 10k Caltech101 MSR | 0.6760 0.6744 0.6796 0.6450 0.6480 | -Integration of non-parametric and parametric features. | -High computational cost due to high feature vector dimension. |
| (Thusnalis Bella & Vasuki, 2019) | Color Texture Shape | Color Moment GLCM Geometric Shape Feature | Corel 1k Corel 5k Corel 10k | 0.8330 0.6690 0.5660 | -Considering color, texture and shape features in similarity measurement. | -The retrieval time can be reduced if a suitable optimization algorithm is applied. |
| (Ashraf et al., 2020) | Color Texture | Color Moment DWT/Gabor Filter/CEEDD | Corel1k Corel1.5k Corel5k GHLM20k | 0.8750 0.8633 0.7983 0.7650 | -High accuracy values. | -High computational cost due to high feature vector dimension. |
| (Alsmadi, 2020) | Color Texture Shape | GLCM DWT Canny Edge Histogram | Corel | 0.9015 | -Intensive and robust number of features. | -Criticality of cooling process. -Increase in calculation time. |
system was tested against different datasets (Corel 1000, Corel 15,000, Corel 5000, and GHIM-10 K) and achieved high average precision and recall. However, the proposed scheme lacks texture and spatial information, as many other works in the literature.

Alsmadi et al. (2020) introduced a novel content-based image retrieval technique that has an advantage from combining color, shape, and texture. Canny edge histogram and DWT transform in the YCbCr color space were used to extract color features, while GLCM was used to extract texture features. The canny edge method in the RGB color space was used to extract shape features. The proposed technique applied genetic algorithm (GA) with simulated annealing (SA), which increases the fitness number, thus enhancing the solution quality. The proposed CBIR system outperforms other state-of-the-art systems in terms of average precision and recall (0.9015 and 0.1803, respectively). However, SA suffers from the cooling process's criticality and the need for numerous iterations, which slows down the calculation time. Table 1 summarizes the literature on global feature-based methods.

From our point of view, the feature extraction methods used in (Srivastava & Khare, 2017) are preferred when the accuracy is demanded; however, it is considered computationally cost due to the nature of the features extracted. On the other hand, when the computational cost play the major role in system performance, then the methods in (Z. Zhao et al., 2016) can be considered.

### 3.2. Local features

While many researchers in CBIR use global image features and achieve good accuracy, local image features are gaining popularity because they are superior to global features in terms of being invariant to scale and rotation, and they provide reliable matching in a range of conditions (Low, 2004). The most common local detectors and descriptors that are widely used in the CBIR domain are listed, as shown in Figure 3.

#### 3.2.1. Scale-invariant feature transform

Scale-invariant feature transform (SIFT) is one of the most widely used local descriptors introduced by David Lowe (Low, 2004), which contains a detector and a descriptor for key points. SIFT is robust against image rotation and image scaling, but it performs poorly in matching at high dimensions and need a fixed-size vector for encoding to perform image similarity checking. In image retrieval, SIFT has two drawbacks: it uses a large amount of memory and has a high computational cost (Montazer & Giveki, 2015). Soltanshahi et al. proposed (Montazer & Giveki, 2015) a method for CBIR based on the use of SIFT and local derivative pattern (LDP) to construct the feature descriptor. To overcome its limitation of high memory usage and computation cost, the authors proposed two methods to reduce SIFT dimensionality. The proposed system was tested using four datasets and proved its high retrieval performance for images that contain an object. However, it needs to be improved for nature images.

Sharif et al. (2019) proposed a CBIR system that depends on merging the visual words generated from SIFT and binary robust invariant scalable key points (BRISK). The use of BRISK was used to cope with the drawback of SIFT in low illumination and when key points are localized poorly (Leutenegger et al., 2011). The computational cost of the proposed system could be reduced by choosing different image feature percentages. The proposed approach had not
been tested against large-scale unlabeled datasets. Yousuf et al. (Yousuf et al., 2018) conducted a CBIR system based on SIFT and local intensity order pattern (LIOP). LIOP was used to overcome the limitation of SIFT in illumination changes and low-contrast scenes. LIOP suffers from poor performance in change in scale, whereas SIFT is robust in such state. The fusion of the two descriptors will form visual words on the basis of the bag-of-visual-words (BoVW), which is a standard model that represents local features into a fixed length vector (Tsai, 2012). This fusion will reduce the semantic gap between the high-level and low-level features of an image. After this fusion, k-means clustering is applied on the fused visual words followed by the computation for a histogram to the visual word of each image. These histograms are used to train a support vector machine (SVM) to classify the images. The proposed system was tested on three image collections (Caltech 101, Corel A, and Coral B). It is efficient in terms of MAP and average recall and achieved good computational complexity. SIFT is considered a high-dimensional descriptor.

3.2.2. Speeded-up robust features
Herbert et al. (Bay et al., 2008) introduced speeded-up robust features (SURF) for the first time in 2008 as another robust local descriptor that overcomes the high dimensionality limitation of SIFT. Such high dimensionality can be disabled by using a dimensionality reduction technique. This will degrade the system performance in terms of feature computation. The authors in (Bay et al., 2008) were inspired to create SURF from SIFT, but SURF is faster and more robust than SIFT because it requires less time for feature computation and matching by using an indexing scheme based on the Laplacian sign. However, SURF performs poorly in rotation. Jabeen et al. (Jabeen et al., 2018) proposed a new CBIR system based on SURF and fast retina key point (FREAK). FREAK has better classification performance than SURF, yet SURF is more robust during changes in illumination and scale.

The fusion of the two descriptors will form visual words on the bases of BoVW methodology which will reduce the semantic gap between high-level and low-level features of an image. After the fusion process, K-mean clustering is applied to the fused visual words followed by the computation for a histogram to the visual word of each image. These histograms are used to train an SVM to classify the images on the base of its semantic. The proposed system tested upon three image collections (Caltech 256, Corel 1000 and Coral 1500) and proved its efficiency in terms of mean average precision and average recall and achieves a good value in term of computational complexity. FREAK and SURF do not offer any color information.

3.2.3. Local binary pattern
Ojala et al. (Ojala et al., 2002) introduced LBP, which is based on the qualitative level for local patterns. LBP compares the center pixel and its eight surrounding neighbors, with the center pixel considered as a threshold. LBP is robust because it is invariant to any monotonic transformations in the grayscale. Moreover, LBP is computationally simple. Its limitation is that it loses global spatial information.

Guo et al. (Guo et al., 2010) proposed the LBP variance (LBPV), a variation to LBP to overcome its limitation. LBPV executes a global rotation invariant after performing a local variant LBP. To reduce feature size, a method that uses similarity measurement was proposed to speed up the proposed matching. Sarwar et al. (Sarwar et al., 2019) proposed a CBIR system that uses LBPV and LIOP features to improve the CBIR performance by reducing the semantic gap. These two feature descriptors are used to form two small visual dictionaries, which are then concatenated to form one large visual dictionary. To reduce the size, principal component analysis (PCA) was used, and the histogram was calculated, and SVM was trained based on LBPV and LIOP. The proposed system was tested against three image datasets (Holidays, WANG-1 K, and WANK-2 K). It is efficient in terms of precision, recall, and computational cost, but it was not tested against large datasets such as ImageNet or ImageCLEF. It also can’t be used to construct feature vectors from multispectral images directly, resulting in spectral and spatial information loss.
| Ref. | Descriptor | Dataset | Accuracy | Issues | Limitations |
|------|------------|---------|----------|--------|-------------|
| (Montazer & Giveki, 2015) | SIFT, LDP | Wang, OT, FP, LSP | 0.8850, 0.9407, 0.8860, 0.8830 | - High performance for images with objects. | - Length of feature vector is 3000. - Need to be improved for nature images. |
| (Sharif et al., 2019) | SIFT, BRISK | Corel 1k, Corel 1.5k, Corel 5k, Caltech 256 | 0.8439, 0.7814, 0.5737, 0.4752 | - Reduce semantic gap between high-level and low-level features. | - Not tested against large-scale unlabeled datasets. |
| (Yousuf et al., 2018) | SIFT, LIOP | Corel 1k, Corel 1.5k, Caltech 256 | 0.8730, 0.8520, 0.3030 | - Reduce semantic gap between high-level and low-level features. | - High dimensional descriptor. |
| (Jabeen et al., 2018) | SURF, FREAK | Corel 1k, Corel 1.5k, Caltech 256 | 0.8600, 0.8320, 0.3898 | - Reduce semantic gap between high-level and low-level features. | - Did not offer any color information. |
| (Sanwar et al., 2019) | LBPV, LIOP | WANG 1k, WANG 1.5k, Holiday | 0.8958, 0.7602, 0.6923 | - Reduce semantic gap between high-level and low-level features. | - Not tested against large-scale datasets. - Cannot be directly used for multispectral images. |
| (Mehmood et al., 2018) | HOG, SURF | Corel 1k, Corel 1.5k, Corel 5k, Caltech 256 | 0.8061, 0.7628, 0.6060, 0.4630 | - Offering more spatial information. - Performs better in noise and low illumination situations. | - HOG cannot be directly used for multispectral images. |
| (Boig et al., 2020) | CoHOG, SURF | Corel 1k, Corel 1.5k, Sense 15, Caltech 256 | 0.8641, 0.7726, 0.8123, 0.6839 | - Using Relevance feedback to enhance accuracy. | - Not tested against large-scale datasets. |
| (Qin et al., 2019) | Harris, SURF | Corel 1k | - | - Reduce search time. | - For large image dataset, the efficiency is not ideal. |

(Continued)
Table 2. (Continued)

| Ref.                      | Descriptor | Dataset              | Accuracy   | Issues                                           | Limitations                                           |
|---------------------------|------------|-----------------------|------------|-------------------------------------------------|-------------------------------------------------------|
| (Sharmi et al., 2018)     | -FAST      | Medical dataset       | -          | Using watermark-based protocol.                 | FAST performs poorly in high level noise. FAST is dependent on threshold values. |
| (M. Zhao et al., 2016)    | MTSD       | Corel 1k              | 0.7928     | - Dimension of the proposed descriptor is 137   | - Lack in describing the correlation.                 |
|                           |            | Corel 5k              | 0.6298     |                                                 |                                                       |
|                           |            | Corel 10k             | 0.5195     |                                                 |                                                       |
|                           |            | Caltech 50            | 0.4387     |                                                 |                                                       |
| (Raza et al., 2019)       | STH        | Corel 5k              | 0.6028     | Correlating color information with texture orientation. | - Lack of intensity information.                     |
|                           |            | Corel 10k             | 0.4803     |                                                 |                                                       |
| (Raza et al., 2018)       | CPV-THF    | Corel 1k              | 0.8079     | Integrating semantic and content visual information. | The dimension of the proposed feature vector is 242. |
|                           |            | Corel 5k              | 0.6390     |                                                 |                                                       |
|                           |            | Corel 10k             | 0.5228     |                                                 |                                                       |
| (Song et al., 2018)       | DTSD       | Corel 1k              | 0.6119     | Segmenting images to background and foreground. | The dimension of the proposed feature vector is 692.  |
|                           |            | Corel 5k              | 0.2019     |                                                 |                                                       |
|                           |            | UCID                  | 0.1367     |                                                 |                                                       |
| (Agarwal et al., 2019)    | MCLTP      | Corel 1k              | 0.8330     | Better retrieval performance.                   | The dimension of the proposed feature vector is 3072. |
|                           |            | Corel 10k             | 0.5690     |                                                 |                                                       |
|                           |            | CMU PIE               | 0.8630     |                                                 |                                                       |
|                           |            | STex                  | 0.9810     |                                                 |                                                       |
|                           |            | MIT VisTex            | 0.4090     |                                                 |                                                       |
3.2.4. **Histogram of oriented gradient**

Dalal and Triggs (Dalal & Triggs, 2005) proposed histogram of oriented gradient (HOG), a new, locally normalized descriptor that achieves higher performance than other known feature descriptors, including wavelet. Even if no precise information about corresponding gradients or edge positions is available, HOG defines the shape and appearance of the local object based on the directions of the objects’ edge or the distribution of local intensity gradients. HOG splits an entire image into small spatial parts known as “cells” or “regions”, and edge orientations over the cells’ pixels or local 1D histogram of gradient directions are accumulated. The representation of the
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**Figure 4. Machine learning algorithms.**

**Figure 5. SVM classifier.**

**Figure 6. An example of CNN architecture**
image is formed by combining the histogram entries. Moreover, the HOG accumulates energy, which is a measure of the local histogram over larger region “blocks” and normalizes all the block cells by using these results. As a result, HOG is more invariant to illumination and shadowing. For the last decade, HOG has been successfully used in many applications, specifically in object recognition. Mehmood et al. (Mehmood et al., 2018) proposed a CBIR system based on the use of SURF to extract local features and HOG to extract global features. HOG is used because it offers more spatial information, which improves the retrieval performance, while SURF performs better in noisy, low illumination, and clear background images. The two descriptors are used to form two visual vocabularies that are concatenated to form one large vocabulary. The larger vocabulary gives better retrieval results but increases the computational cost. Therefore, the authors took a percentage from the extracted features. K-means++ clustering was applied to the fused feature vector, and the histogram was calculated for each image. SVM was used for classification, and the system was tested against four well-known datasets (Caltech 256, Corel 1 K, Corel 1.5 K, and Corel 5 K). HOG is efficient, but it cannot be directly used for constructing feature vectors from multispectral images, causing loss in spectral and spatial information.

3.2.5. Co-occurrence histogram of oriented gradient
HOG does not offer any spatial information about neighboring pixels. It offers only the orientation of the pixel under study. Co-occurrence histogram of oriented gradient (CoHOG) (Watanabe et al., 2010) overcomes this limitation. Baig et al. (Baig et al., 2020) introduced a CBIR system to reduce the semantic gap based on the merging of the benefits of CoHOG and SURF to cope with each other’s limitation. CoHOG depends on local discriminant analysis to reduce the dimension of each feature vector of CoHOG and SURF to decrease the computational cost. Relevance feedback is used to enhance the specificity (precision) and sensitivity (recall) with the help of the user by indicating the relevant and irrelevant images retrieved from the search of the database. The proposed system’s performance was assessed using Corel 1k, Corel 1.5k, Scene 15, and Caltech 256, and it recorded positive results; however, it has not been tested on large datasets.

3.2.6. Harris corner detector
Harris and Stephens (Harris & Stephens, 1988) introduced Harris detector for the first time in 1988 as a robust corner detector. It is considered a reference technique (Sánchez et al., 2018), which is used for video stabilization, image matching, camera calibration and tracking (Sánchez et al., 2018). Through analyzing the eigenvalues of the autocorrelation matrix (also known as structure tensor) information, points with strong variation in intensity will be located. Harris detector is robust against noise, scale and rotation but it suffers from computational cost. Qin et al. (Qin et al.,
### Table 4. Summary of the performance of machine learning algorithms-based approaches for CBIR

| Ref. | Machine learning algorithm | Dataset | Accuracy | Issues | Limitations |
|------|-----------------------------|---------|----------|--------|-------------|
| (Yousuf et al., 2018) | K-mean SVM | Corel 1k, Corel 1.5k, Caltech 256 | 0.8730, 0.8520, 0.3030 | -Reduce semantic gap between high-level and low-level features. | -High dimensional descriptor. |
| (Sarwar et al., 2019) | SVM | WANG 1k, WANG 1.5k, Holiday | 0.8958, 0.7602, 0.6923 | -Reduce semantic gap between high-level and low-level features. -Invariant to image rotation and monotonic intensity change. -Using PCA to reduce dimensionality. | -Not tested against large-scale datasets. -Cannot be directly used for multispectral images. |
| (Mehmood et al., 2018) | K-mean++ SVM | Corel 1k, Corel 1.5k, Corel 5k, Caltech 256 | 0.8061, 0.7628, 0.6060, 0.4630 | -Offering more spatial information. -Performs better in noise and low illumination situations. | -HOG Cannot be directly used for multispectral images. |
| (Ashraf et al., 2015) | ANN | Corel, Coil, Caltech 101 | 0.8200 | -Retrieval based on the image core (main) object. | -Segmentation slows down the system. |
| (Alzu’bi et al., 2017) | CNN | Oxford 5k, Oxford105k | 0.9570, 0.8860 | -No need for annotations or labels. -Length of feature vector is 16. -Reduce required memory and run time. | -Accuracy decreases when using larger datasets. |
| (Tzelepi & Tefas, 2018) | CNN/Unsupervised CNN/Supervised | Paris 6k, UKBench | 0.9859, 0.8347 | -Reduce the dimension of the feature descriptor. -Retain spatial information. | -More retrieval time. |
| (Q. Zheng et al., 2019) | CNN | Caltech 101, Holiday, Oxford | 0.8850, 0.9410, 0.9620 | -Using VGG-16. -Using similarity score. | -More enhancement is required in terms of speed of the training and testing stages. -More time to construct the gravitational field database. |
| (Sezavar et al., 2019) | CNN | Corel, ALOI, MPEG-7 | 0.9559, 0.9706, 0.7749 | -Reduce the computational cost. | -More retrieval time if not using sparse representation. |
2019) proposed a CBIR method to retrieve encrypted images from cloud based on improved Harris detector (Li et al., 2018) and SURF detector and descriptor. The authors used Local Sensitive Hash function to create searchable indexes for feature vectors to reduce required time for searching and enhance efficiency. However, Xu et al. (Y. Xu et al., 2019) mentioned that for large image dataset, the efficiency is not ideal.

3.2.7. Features from Accelerated Segment Test (FAST)

FAST (Rosten et al., 2010) overcomes the computational cost limitation of Harris. The authors in (Rosten et al., 2010) reported FAST to have an excellent repeatability. Here, repeatability means under different transformation, interest point can be detected. FAST properties corner over edge detection because a corner has an intensity variation in two dimensions which makes it a point of interest. Sharma et al. (Sharma et al., 2018) proposed a CBIR method in cloud computing based on FAST to represent features. These features are encrypted by stream chipper to preserve images' privacy before storing them on the cloud. The Locality Sensitive Hash algorithm is used to provide faster search time. Furthermore, watermark-based protocol is used by cloud server to attach a unique watermark to retrieved images which are in the encrypted form to the query user in an attempt to prevent retrieving images to unauthorized users. The proposed CBIR retrieved similar images with a better efficiency because FAST takes less computation time. But FAST performs poorly in high level noise existence. Another limitation is its dependency on threshold values.

3.2.8. Local structure descriptors developed for CBIR

In CBIR domain, local structure descriptors have been proposed to represent local spatial structure of information which makes these descriptors more semantically. MTSR (M. Zhao et al., 2016) is a novel descriptor for CBIR, which uses local and multi-trend structures. It is based on integrating edge, color and intensity information. It characterizes both local spatial structure information and low-level features (i.e. color, shape and texture) by using multi-trends. The dimension of the proposed descriptor is 137. The proposed descriptor is assessed against Caltech and Corel (1 K, 5 K and 10 K) datasets and obtained results show that the proposed descriptor outperforms many of the state-of-the-art descriptors. The drawback in this descriptor is its lack of describing the correlation between local spatial information, intensity, texture and color (Raza et al., 2018).

Squared Texton Histogram (STH) (Raza et al., 2019) descriptor for CBIR is derived from correlating color information with texture orientation. The performance of the proposed descriptor is tested on Corel datasets (5 K and 10 K). Although the proposed STH depends on texture and color features and achieved good system performance, the absence of intensity information has an effect on the retrieval performance of the system(Raza et al., 2018). Correlated primary visual texton histogram features (CPV-THF) (Raza et al., 2018) is proposed which is based on the correlation between intensity information, edge orientation, color and local spatial structure. The proposed descriptor integrates semantic and content visual information. Corel 1 K, 5 K and 10 K is utilized to evaluate the proposed descriptor. In (Song et al., 2018) a descriptor for CBIR is proposed which is diagonal texture structure descriptor (DTSD). It is based on the segmentation of images to background and foreground according to Otsu algorithm (Otsu, 1979). Texture and color features of these background and foreground are extracted in HSV color space. The dimension of the proposed feature vector is 692, which is considered the drawback of the proposed descriptor (Vimina & Divya, 2020). In Agarwal et al., 2019, a new descriptor called multi-channel local ternary pattern is proposed, which is based on color and texture feature extraction (MCLTP). In this scheme, images are converted from RGB color space to HSV, then local ternary patterns are calculated for two channels simultaneously (i.e. H-S, H-V and V-V). Lower pattern and upper pattern for each channel pair is calculated by considering 3 x 3 and 5 x 5 neighborhoods. The proposed feature vector is constructed by concatenating these upper and lower pattern for the three channel pairs with a size of 3072 (Vimina & Divya, 2020). Although, the proposed feature vector is reported to have better retrieval than many other states-of-the-art feature vectors, its high dimensionality is a major disadvantage. Table 2 shows the summary of the literature for local feature-based methods.
From Table 2, the CBIR algorithm presented in (Sarwar et al., 2019) can be used to obtain high accuracy; however, attention must be paid because they cannot be directly used for multispectral images and did not tested against large-scale datasets.

4. Machine learning

Recently, CBIR systems have been shifted toward using machine learning algorithms to obtain a model that can deal with new input data and give correct prediction, which will improve the image search. The most common machine learning algorithms used in the CBIR domain will be
discussed and analyzed, as illustrated in Figure 4 along with the most recent works. This section will be subdivided into three subsections: unsupervised learning (clustering), supervised learning (classification), and deep learning.

4.1. Unsupervised learning (clustering)
After the feature extraction process and feature vector construction, clustering, which is the process of gathering image descriptors into a single group that semantically differs from other groups, is performed. Clustering is considered as unsupervised learning algorithm because it does not previously know which group the images’ data should belongs to K-means (Hartigan & Wong, 1979) and k-means++ (Arthur & Vassilvitskii, 2007) clustering are the most widely used clustering algorithms in CBIR, especially when systems depend on local feature extraction methods. These methods are usually followed by a clustering process to decide the semantic group which the image belongs to.

In Yousuf et al., 2018, as described before, k-means was applied on the visual vocabulary constructed from the fusion of the SIFT and LIOP visual vocabularies, which will be larger and will enhance the retrieval process. K-means has the limitation of specifying the number of clusters at the beginning. Moreover, the selection of the initial centroid will affect the performance of the clustering algorithm and make it terminate at the local optimum if no proper initial centroid was chosen. Although a large number of clusters will decrease the error, the risk of overfitting still available. K-means has the drawback of failing in handling outliers and noisy data. In (Mehmood et al., 2018) the authors used k-means++ on the visual dictionary constructed from the fusion of the HOG and SURF visual dictionaries. K-means++ overcomes the limitation of k-means by assigning weights to initial centroids. Although the process of selecting the initial centroid is more complicated and time consuming than k-means, the clustering is more accurate and there are less iterations, lowering the computational cost.

4.2. Supervised learning (classification)
Unlike unsupervised learning, the supervised learning algorithm have prior knowledge of the image groups and labels. Therefore, it is considered a classification task; when a new image is entered, the algorithm knows which predefined group it should consider. Below are the mostly used supervised learning algorithms in the CBIR domain.

4.2.1. Support vector machine
SVM (Cortes & Vapnik, 1995) is one of the most common supervised classifiers used in pattern recognition and image classification. When new data are assigned, SVM will decide the class it should be assigned. There are two types of SVM (Garg & Dhiman, 2020), linear and non-linear. In linear SVM, features can be separated into two classes through the use of straight line while in non-linear SVM, dataset cannot be separated by a straight line, SVM uses kernel functions to enable the separation by adding a new dimension; Figure 5 shows an instance for the SVM classifier (Alzu’bi et al., 2015). Kernel function is considered an essential part that affects the performance of SVM. Many researchers used the SVM classifier to predict the class of an input image (Yousuf et al., 2018), (Sarwar et al., 2019), (Mehmood et al., 2018). They all used SVM with Hellinger kernel(Vedaldi & Zisserman, 2012), which is derived from Additive Kernel that has a low computation cost and better performance than other kernels. Other kernel types are Hyperbolic Tanget, Gaussian Radial Baises, Polynomial and Linear (Fowler, 2000).

4.2.2. Artificial neural networks
ANN is widely used to find an elegant solution for most real-world problems, including image retrieval. The development of these networks is like the behavior of the human neuron system. ANN’s excellent information processing characteristics, such as robustness, high parallelism, fault tolerance, noise, and nonlinearity, make it an appealing option for solving a wide range of problems (Basheer & Hajmeer, 2000). In general, ANN consists of neurons and links that interconnect neurons. ANN consists of three layers: input, hidden, and output layers. The input layer consists of n neurons, with every neuron for one independent variable in the network, while the
number of neurons in the hidden layer is experimentally chosen by the user. The output layer has a number of neurons equal to the number of classes, and it is considered a dependent variable. Each connection between the neurons has a weight, which is adjusted in every iteration in the training process of the network. The choice of the network type is associated with the problem that needs a solution. For ANN to act as a classifier, it executes training and testing stages. Ashraf et al. (Ashraf et al., 2015) proposed a CBIR system that retrieves images automatically on the basis of their core (main) object. For feature extraction, the authors applied Bandelet transform on the images’ major object. The authors used a back propagation neural network for texture classification in one of four categories (no contour blocks, vertical, horizontal, right/left diagonal). The ANN consisted of 20 neurons in one hidden layer and 4 neurons in the output layer. The authors used Gabor filter for texture features based on the ANN output. To enhance the system performance, color features were extracted in YCₖC_r and RGB color spaces by using color wavelets and color histogram. Another ANN was used to classify the belonging class that query image should be assigned and then compare it with the whole images in the same class. Their system was built on segmentation concept which gives more precise results, but it is slow.

The architecture of ANN has a great impact on the system performance. This architecture is learned by trial and error (Yoon et al., 2013), and it cannot be easily derived. The training error and uncertainty increase if the input data are noisy, and the perception will be incorrect (Alzu’bi et al., 2015), (Wu & Huang, 2013).

4.3. Deep learning
Deep learning is one of the machine learning techniques that has received a great deal of attention in the last decade for solving real-world problems. Deep learning architecture consists of a family of machine learning algorithms, the design is inspired from human brain. These algorithms organize and manipulate information by passing them through stages of representation and transformation. The success of deep learning algorithms in many fields (e.g., object recognition) has inspired their use in the CBIR domain to bridge the semantic gap. The architecture of deep learning makes it capable of mapping data in the input layer to data in the output layer without depending on features provided by humans (Wan, 2014). Deep learning algorithm includes convolutional neural network (CNN), deep neural network (DNN), deep belief network, and Boltzmann machine, with CNN exhibiting outstanding performance in computer vision applications such as face recognition, object detection and semantic segmentation (Voulodimos et al., 2018) and specifically in the CBIR domain (Latif et al., 2019). CNNs consist of three types of layers, convolutional layer, pooling layer and fully connected layer, Figure 6 shows an example of CNN (Chaudhry & Chandra, 2016). Filters are applied to input images through convolutional layer in order to learn features while the function of the intermediate layers (pooling layer) is down sampling the volume of the incoming inputs. The last layer (fully connected layer) predicts the label or the class of the input image. The difference between ANN and CNN is that the last layer of CNN is only fully connected layer while in ANN all neurons are connected to others (Gogul & Kumar, 2017). CNN is also invariant to translation, scale and rotation which made it valuable for specific CV application (Voulodimos et al., 2018). CNN relays on labeled data (Voulodimos et al., 2018), which is considered one of its limitations. Other difference is that CNNs do not demand hand-craft feature extraction (Patil & Rane, 2021). Table 3 clarifies the main characteristics, limitations and examples for the main machine learning categories.

In Wan, 2014, the behavior of CNN in different settings in the CBIR domain is examined to provide feature representation for images, and to perform similarity measurements. The study concluded that CNN could be used to extract features, which will help improves the retrieval results. However, because of the large visual dictionary that is used, the memory storage and training time results degrade retrieval capacity. Alzu’bi et al. (Alzu’bi et al., 2017) proposed a CBIR system based on the use of a bilinear CNN. To the best of the author’s knowledge, it was the first study that introduced the bilinear CNN in the CBIR domain. They used CNN to extract features from the image content in an unsupervised manner without depending on the bounding boxes or
annotation or any class label. The extracted features were characterized by their reduced dimensions because the authors depend on the use of the pooling scheme during the extraction process, thereby reducing memory usage and computational cost. The proposed scheme was assessed against the retrieval of large-scale images and exhibited good retrieval performance.

To improve the retrieval performance in terms of computational cost and memory usage, Tzelepi et al. (Tzelepi & Tefas, 2018) suggested a method for CBIR that utilized CNN for feature representation by using maximum pooling after the convolutional layers rather than using the fully connected layers because fully connected layers discard the spatial information due to the

| Dataset name        | Number of images | Version     | Number of classes | Number of images in each class |
|---------------------|------------------|-------------|-------------------|-------------------------------|
| Corel (J. Z. Wang et al., 2000) | 1000             | Corel 1k    | 10                | 100                           |
|                     | 1500             | Corel 1.5k  | 15                | 100                           |
|                     | 5000             | Corel 5k    | 50                | 100                           |
|                     | 10,000           | Corel 10k   | 10                | 100                           |
| WANG (J. Z. Wang et al., 2000) | 1000             | SIMPLicity  | 10                | 100                           |
|                     | 10,000           | WBIIS       | 10                | 1000                          |
| Holiday (Jain et al., 2011) | 1491             | Not-applicable | 500            | vary                          |
| Oliva (Oliva & Torralba, 2001)- (Das et al., 2016) | 2688             | QT-Scene    | 8                 | vary                          |
| CIFAR (Yang et al., 2018) | 60,000           | CIFAR-10    | 10                | 6000                          |
| Caltech (Fei-Fei et al., 2007)(Griffin et al., 2007) | More than 9000   | Caltech 101  | 101               | vary                          |
|                     | 30,607           | Caltech 256 | 256               | 80                            |
| GHIM (Srivastava & Khare, 2017) (Ashraf et al., 2020) | 10,000           | Not-applicable | 20               | 500                           |
Table 7. An example of two class confusion matrix

| Actual Classes | Predicted A | Predicted B |
|----------------|-------------|-------------|
| A              | 9           | 1           |
| B              | 2           | 8           |

collection to the entire input neurons. This architecture will reduce the dimension of the feature descriptor while retaining the spatial information, resulting in high retrieval efficiency while requiring minimal memory storage and processing time. The proposed approach consisted of three schemes depending on the existing information: fully unsupervised retraining, which is used when only the dataset exists; relevance information, which is used in the case of an existing dataset with labels; and relevance feedback-based retraining, which is used when users are present and can give their feedback.

Zheng et al. (Q. Zheng et al., 2019) proposed an end-to-end CBIR based on VGGNet (Simonyan & Zisserman, 2014). To train the CNN in feature extraction, they used a gravitational field dataset and similarity score labels instead of the usual labels. Proposed system achieved accuracies of 0.9620, 0.9410, and 0.8850 in retrieving images when tested against three datasets, namely, Oxford Paris, Holidays, and Caltech 101, respectively. However, the system takes long time to construct the gravitational field database and needs more speed enhancements in the training and testing stages.

Sezavar et al. (Sezavar et al., 2019) proposed a content-based image retrieval approach that uses CNN to extract high-level features. The last layer of Alexnet (Krizhevsky et al., 2017) is used to extract features because the last layer has the smallest feature vector. Sparse representation is used to reduce the computational cost, and it is reportedly efficient in compression. The technique is tested by using the ALOI, Corel, and MPEG-7 datasets, and it has good retrieval speed and accuracy. However, sparse representation achieves less accuracy but ensures faster retrieval. Table 4 summarizes the performance of machine learning algorithm-based approaches for CBIR.

To conclude, the retrieval performance in terms of accuracy can be improved by using machine learning algorithms in different stages of CBIR; however, the processing time required for training and testing phases is high.

5. Comparison among the state-of-the-art approaches

In this section, six studies that achieved the highest accuracy in global feature extraction will be discussed (Srivastava & Khare, 2017)(Phadikar et al., 2018), local feature extraction (Sawar et al., 2019)(Yousuf et al., 2018), and machine learning extraction-based approaches (Tzelepi & Tefas, 2016)(Sezavar et al., 2019). All the investigated studies in this section utilize COREL dataset except studies from machines learning approach which utilizes Paris6k and ALOI.

In the global feature approach, Srivastava and Khare (Srivastava & Khare, 2017) achieved the highest accuracy (0.9995) by extracting texture and shape features. This feature integration helps provide details obtained by extraction. To extract texture feature, DWT was used followed by the use of LBP. The use of wavelet transform provides directional information to cope with the limitation of LBP. LBP provides structural information about gray level pixels. The computation of LBP is simple, and LBP is insensitive to gray level scale changes but has sensitivity to noise. Also, LBP does not provide spatial information. Therefore, Legendre moments were used. Legendre moments belong to continuous orthogonal moments. Orthogonal moments are widely used as a shape descriptor because they alleviate information redundancy and can reconstruct signals (Idan et al., 2020). Continuous orthogonal moments are computationally complex, which increases the overall retrieval time. Moreover, using wavelet increases the computation complexity. DWT is
also sensitive to noise, but has a positive effect on accuracy. There is a tradeoff between accuracy and retrieval time because increasing the extracted features will enhance accuracy on the cost of increasing retrieval time. The proposed CBIR approach achieved high precision and recall values for the seventh level of DWT decomposition and there is a noticeable degradation in accuracy as image databases become larger. In other words, the proposed method achieved low accuracy when using large datasets.

The second highest accuracy was achieved by (Phadikar et al., 2018). The authors proposed a CBIR system in compressed domain (Discrete Cosine Domain). Color moments, color histogram and edge histogram have been extracted directly from compressed domain. Color moments and color histogram are widely employed in CBIR domain because of their simplicity in implementation and low computational requirement. However, they do not provide any spatial information. Therefore, the authors used edge histogram to extract texture. The used algorithm describes the local edge distribution which represents the standard semantic of edge histogram in MEPG (Won et al., 2002). These edge distributions may not be satisfactory to describe the edge's global features (Won et al., 2002). To reduce the semantic gap, the authors believed that extracted features had varying importance in similarity measure and should be assigned unequal weights. GA is employed to assign dissimilar importance to the extracted features to improve image retrieval. Although using GA had a great impact on enhancing the accuracy of the system, it increased the consumption time but extracting features in compressed domain made up the total time required to retrieve images.

In the local feature extraction approach, Sarwar et al. (Sarwar et al., 2019) achieved the highest accuracy. The proposed method was based on LBPV and LIOP. LBPV overcomes the limitation of LBP of dropping global spatial information but it is computationally extensive. LIOP is a high discriminating descriptor as for each local patch the global and local intensity order information are encoded. Moreover, this descriptor is invariant to monotonic intensity change, JPEG compression, blur image, image rotation and viewpoint change (Zhenhua Wang et al., 2011). These two feature descriptors (LBPV and LIOP) are used to form two small visual dictionaries, which are then concatenated to form one large visual dictionary. To reduce the size, principal component analysis (PCA) was used, the histogram was calculated. SVM was trained based on LBPV and LIOP. The proposed system was efficient in terms of precision, recall, and computational cost, but it was not tested against large datasets such as ImageNet or ImageCLEF. Moreover, it cannot be directly used for constructing feature vectors from multispectral images, resulting in spectral and spatial information loss. The second highest accuracy in local feature extraction was achieved by Yousuf et al. (Yousuf et al., 2018). The proposed CBIR system was based on SIFT and LIOP. LIOP was used to overcome the limitation of SIFT in illumination changes and low-contrast scenes. LIOP suffers from poor performance in change in scale, whereas SIFT is robust in such state. To reduce the semantic gap between the high-level and low-level features of an image, the two descriptors fused to form visual words based on the bag-of-visual-words (BoVW). After this fusion, k-means clustering is applied on the fused visual words followed by the computation for a histogram to the visual word of each image. These histograms are used to train a support vector machine (SVM) to classify the images. Although, the proposed method was efficient in terms of MAP, SIFT is considered a high-dimensional descriptor.

In the machine learning approach, CNN is efficient at feature representation. The method proposed by Tzelepi et al. (Tzelepi & Tefas, 2018) has the highest accuracy. The strength of their method is the use of CNN for feature representation by using maximum pooling after convolutional layers rather than using fully connected layers because fully connected layers discard the spatial information due to the connection of the entire input neurons. This architecture will reduce the dimension of the feature descriptor while retaining the spatial information, resulting in high retrieval performance and at the same time requiring smaller memory storage. Therefore, the proposed method could be employed in machines such as robots, drones, and smartphones, which have limited computational power and memory.
However, not employing an indexing technique requires more retrieval time. The second most accurate method was proposed in (Sezavar et al., 2019). The proposed CBIR algorithm combine CCN and sparse representation. CNN was used to extract high-level features and as a classifier to specify the class of the query image while the use of sparse representation was to reduce the computational cost. Sparse representation achieves lower accuracy but ensures faster retrieval because computing the Euclidean distance between query image and large databases is computationally intensive. To have an efficient CBIR, accuracy must be high and at same time must have fast retrieval time. AlexNet (Gogul & Kumar, 2017) was used, and features from the last layer were extracted since these features are fed to the softmax (the classifier), and the last layer has the smallest size, reducing computational time. Table 5 shows a comparison of different techniques for CBIR.

6. Similarity/Dissimilarity measures

The performance of image retrieval systems is influenced by the feature extraction process as well as the similarity measurement. The similarity measurement determines which images are considered most relevant to the query image and should be returned from the dataset. Therefore, the similarity measure determines the accuracy of the CBIR indirectly and has an effect on the computational complexity of the system. The selection of the similarity measure is affected by the structure of the constructed feature vector (type and dimensionality of input data). This selection is a major challenging task in the literature. The similarity measure can be divided into distance measure and similarity metric (Sergyan, 2008).

Distance measure usually measures the dissimilarity between two feature vectors. When dissimilarity is measured by using distance measure, the smallest value indicates the most similar images to the query image. Distance measure divided into two main categories: bin-by-bin and cross-bin. Each category has its own advantages, disadvantages and situations where it is recommended to use it. In Bin-by-bin distance metric, the bins from two feature vectors are compared. If \( X = (x_1, x_2, x_3, \ldots, x_n) \) and \( Y = (y_1, y_2, y_3, \ldots, y_n) \) and \( x_i \in X \) and \( y_i \in Y \), then for all the bin-by-bin distance function examines \( x_i \) with only \( y_i \). This category is widely used because of its simplicity in computation and implementation, but it is affected by scaling, quantization, noise, shape deformation and light changes (Tyagi, 2017). On the other hand, cross-bin distance function considers the cross-bin relation between non-corresponding bins in the feature vector. It is better than bin-by-bin distance in being robust and more descriptive, but it has a quite high computational complexity.

Minkowski Family distance is from the bin-by-bin distance function category which is widely used in CBIR as a dissimilarity measure because it is simple in implementation and computation. The mathematical expression is:

\[
L_p(X, Y) = \left( \sum_{i=1}^{N} |x_i - y_i|^p \right)^{\frac{1}{p}}
\]

(1)

Where \( X \) and \( Y \) are two vectors in \( \mathbb{R}^n \) and \( N \) is the total dimensionality of the Euclidean Space. Minkowski distance is also named \( L_p \)-Norm. \( L_1 \) and \( L_2 \) distances are from the most widely used distance metrics in CBIR domain and other image processing fields. \( L_2 \) is known as Euclidean or Pythagoras distance. It is calculated by set the value of \( p \) to \( 2 \) in equation (1). It has a special property of being invariant to orthogonal transformation. While \( L_1 \) is known as Manhattan or City block or Taxi-cab distance. It is calculated by making the value of \( p \) equal to \( 1 \) in equation (1). It is variant to coordinate system rotation but robust against reflection and translation. \( L_{\infty} \) which is also named Chessboard or Chebyshev distance is another member in the Minkowski family.
\begin{equation}
L_\infty(X,Y) = \max(|x_i - y_i|) = \lim_{p \to \infty} \left(\sum_{i=1}^{N} |x_i - y_i|^p\right)^{\frac{1}{p}}
\end{equation}

On a chessboard which represents a 2-D space, \(L_\infty\) is the minimum number of movements that a king needed to move between two squares. The final member in Minkowski family is the fractional distance, which is the result if \(p\) is less than one and \(p \in (0,1)\). This distance did not considered a metric because it does not obey triangle inequality condition (Howarth & Rüger, 2005). It is preferred if the dimensionality of the data is high (Tyagi, 2017), the dimensionality of the data is inversely proportional to the order of \(p\). It is the most robust against noise as compared to other members in the Minkowski family.

Chi-square Statistic is another distance metric which is widely used for computing the difference between histogram functions (Pele & Werman, 2010). It is mathematical expression (Cha, 2007) shown below:

\begin{equation}
\text{Chi - square} = \sum_{i=1}^{N} \frac{(x_i - y_i)^2}{(x_i + y_i)}
\end{equation}

Chi-square (Pele & Werman, 2010) showed a success when used for shape classification (Salve & Jondhale, 2010), (Ling & Jacobs, 2007), local descriptors matching (Forssén & Lowe, 2007), boundary detection (Martin et al., 2004), near duplicate image identification (D. Xu et al., 2010) and finally texture and object categories classification (Cula & Dana, 2004; Varma et al., 2009; Zhang et al., 2007).

Histogram intersection distance is another distance metric which is used in image retrieval and other computer vision algorithms such as segmentation, clustering, classification and codebook creation. It is reported to be robust to distraction in object's background, image resolution variation, occlusion and viewpoint variation (Swain & Ballard, 1991). It is proposed by (Swain & Ballard, 1991) and defined as:

\begin{equation}
\text{HistogramIntersectionDistance} = \sum_{i=1}^{N} \min(M_i, S_i)
\end{equation}

where \(S\) and \(M\) are two histograms with \(N\) bins.

Mahalanobis Distance is used to measure the distance between a distribution and a specific feature vector. P. C. Mahalanobis in 1936 proposed Mahalanobis distance, which is defined as:

\begin{equation}
\text{MahalanobisDistance} = \sqrt{(v - m)^T(C^{-1})(v - m)}
\end{equation}

where \(T\) represents matrix transpose, \(v\) is the feature vector, \(m\) is the mean row vector and \(C\) is the covariance matrix. The calculation of this distance becomes expensive for high dimensional data because of the computation of the covariance matrix.

G.N. Lance and W. T. Williams in 1966 defined Canberra distance for unsigned numbers (Lance & Williams, 1966). The modified version for signed numbers is proposed in (Lance & Williams, 1967), and is defined as:

\begin{equation}
\text{Canberra distance} = \sum_{i=1}^{N} \frac{|x_i - y_i|}{|x_i + y_i|}
\end{equation}
where x and y are vectors with real values. This metric is reported to be sensitive to values near zero while it is appropriate when difference in sign indicates difference in classes (Lance & Williams, 1967).

Squared Chord is another distance metric which is used in image retrieval and it is unsuitable for negative values feature vectors (Rui et al., 2008), it is defined as:

\[
\text{Squared Chord distance} = \sum_{i=1}^{N} (\sqrt{x_i} - \sqrt{y_i})^2 \tag{7}
\]

Unlike the previously described distances, which measure dissimilarity, the cosine distance is used to measure similarity. When measuring the similarity, the larger value indicates the most similar images to the query image. Cosine distance measures the angle between two vectors as defined below (Rui et al., 2008):

\[
\text{Cosine distance} = \frac{\langle X, Y \rangle}{|X||Y|} \tag{8}
\]

Choosing the right similarity measure is a challenging task, many researchers made this decision through experiments such as in (Rana et al., 2019), the authors made a comparison between Canberra, Chi-square, Manhattan and Euclidean distances. They found that using Euclidean distance as a similarity measure achieved higher precision. While authors in (Raza et al., 2018) included L1, L2, weighted L1, Chi Square, Square Chord and Extended Canberra in the experiments. They found that using weighted L1 was the best choice to the proposed descriptor because weighted L1 gave better results in terms of computational complexity and accuracy. Although L1 and L2 have lower complexity than Square Chord, Canberra and Chi Square, the retrieval accuracy was also lower because both are noise sensitive and did not consider the neighbor bins. Other researchers believed that features should not be equally treated when measuring the similarity between query image and dataset images. Authors in (Z. Zhao et al., 2016) assigned weights to color, texture and shape features based on their experience.

Although, similarity measure was the topic for many researchers (e.g., (Arevalillo-Herráez et al., 2008); (Rui et al., 2008)) over the last years, choosing the appropriate similarity is still an open research area which needs more exploring. For a detailed investigation of popularly used distance metrics in CBIR, it is recommended to read (Alzu’bi et al., 2015), more details about mathematical expressions could be found in (Cha, 2007).

7. Image datasets

The appropriate dataset is chosen based on the algorithm, the problem to be solved, and the application. In CBIR domain, a wide range of datasets vary in the number of images they may contain, the type of images, and the way they are collected. In general, image datasets usually comprise multiple categories or classes. Each category (class) contains similar semantics, and this categorization is performed by the authors in accordance with the semantic concept. Usually, images of datasets are manually collected and labeled by authors. When it comes to selecting the right dataset, there are a few drawbacks to consider. First, due to variations in perspective and class, some images can be divided into two groups. Second, labelled images (or tagged images) may not be correctly annotated, compromising the system’s accuracy. Finally, some images are classified under different categories although they have very similar semantic contexts.

As a result of these reasons, choosing the dataset requires careful attention. For instance, CBIR systems based on machine learning algorithms need a sufficient dataset for training and testing. The Corel dataset has more than one version, namely, Corel 1k, Corel 1.5k, Corel 5k, and Corel 10k. Corel 1k contains 1,000 colored images (with either 256 × 384 or 384 × 256 pixels) divided into 10
classes, and each class contains 100 images. Corel 1.5k contains 15 classes with 100 images in each class, and each image is either 256 × 384 or 384 × 256 pixels. Corel 5k contains 50 semantic classes, and each class has 100 images with a size of 126 × 187 or 187 × 126 pixels, and all images are colored images. Corel 10k contains 10 semantic classes with 100 images with the same size as Corel 1k and Corel 5k. All images in the Corel datasets are natural images (P. Liu et al., 2017). Figure 7(a) shows samples of the Corel dataset. The Holidays dataset (Jain et al., 2011) is also considered as a natural dataset (P. Liu et al., 2017), containing 1,491 images divided into 500 classes with varying numbers of images in each class (ranging from two to thirteen images in each class) (Bibi, Mehmood, Yousaf, Saba, Sardaraz, Rehman et al., 2020a); see Figure 7(b). Grayscale datasets are also available, and Brodatz is a textural dataset (P. Liu et al., 2017)(Bibi, Mehmood, Yousaf, Saba, Sardaraz, Rehman et al., 2020b), the samples of which are shown in Figure 7(c). As mentioned before, many datasets have limited use for a specific field, such as the IRMA dataset (Shamna et al., 2019)(Öztürk, 2020), which is a medical dataset that contains 57 categories with a total of 14,410 images. Table 6 shows the most widely used datasets in the CBIR domain.

8. Performance evaluation

CBIR system evaluation should be conducted by considering predefined system formulas without depending on human intervention because it can be mistaken, long lasting, and subjective. Although a set of well-known criteria are available to assess the performance and accuracy of CBIR systems, choosing the most suitable measurement formula depends on several factors: the used method, the algorithm itself, and the domain of the problem. Below are the most widely used metrics.

(1)

Precision (P) is the number of the relevant retrieved images to the total number of the retrieved images (Haji et al., 2019).

\[
P = \frac{\text{No. of relevant images}}{\text{No. of retrieved images}}
\]

(9)

(1)

Recall (R) is the number of the relevant retrieved images to the total number of relevant images in the dataset (number of images in each class if the dataset is labeled) (ElAdel et al., 2016)(Balá & Kaur, 2016).

\[
R = \frac{\text{No. of relevant images}}{\text{No. of all relevant images in dataset}}
\]

(10)

(1)

Average precision (AP) is another globally known performance measure. The AP for one query q is the mean value of the precision values at every relevant image (Latif et al., 2019)

\[
AP_q = \frac{1}{N_{q}} \sum_{q=1}^{N_{q}} P_{q}(R_q)
\]

(11)

\(N_{q}\) is the number of relevant images in the database for the current query image (q). \(R_q\) is a binary pointer that equals to 1 if the q-th retrieved image result is relevant to the present query image and 0 if the q-th retrieved image result is irrelevant to the present query image.

(1)

Mean average precision (MAP) is the mean of AP over all the queries (NQ) (Alzu’bi et al., 2015)
\[
\text{MAP}_q = \frac{1}{N_q} \sum_{q=1}^{N_q} \text{AP}_q
\]  
(12)

(I)

F1-score (F-measure) is a combination of precision and recall in a single measure, which is the harmonic mean that is defined as \(\text{Makhou}_{\text{et al.}, 1999}\)

\[
F = \frac{(1+\beta^2)\text{PR}}{\beta \text{P} + \text{R}}
\]  
(13)

\(\beta\) is a non-negative number\(\text{Alzu'bi}_{\text{et al.}, 2015}\). Generally, \(\beta = 1\), which is why the F1-score, or F1-measure is referred to as such. The equation after substituting \(\beta = 1\) will be \(\text{Baig}_{\text{et al.}, 2020}\)

\[
F1 = 2 \times \left(\frac{\text{P} \times \text{R}}{\text{P} + \text{R}}\right)
\]  
(14)

(II)

Computational cost (running time) is a crucial attribute of CBIR techniques, especially in evaluating real-time applications. Running time can be discussed in terms of feature extraction time only \(\text{Sharif}_{\text{et al.}, 2019}\), in terms of feature extraction and total retrieval time \(\text{Mehmood}_{\text{et al.}, 2018}\)\(\text{Ahmed}_{\text{et al.}, 2019}\), or in terms of total retrieved time only \(\text{Yousuf}_{\text{et al.}, 2018}\), \(\text{ElAdel}_{\text{et al.}, 2016}\). However, it is infrequently discussed by researchers.

(II)

Confusion Matrix: is a 2-D matrix which is usually used to summarize the classifiers’ performance \(\text{Sammut \\ & Webb, 2017}\). One dimension represents the actual class of the object while the other dimension represents the predicted class, \textbf{Table 7} shows an example of two class confusion matrix.

9. Discussion and future research directions

Text-based image retrieval is the basis for a wide range of image search engines. Although it is not satisfactory, it is a common method. The need for efficient content-based image retrieval has motivated many researchers to develop such systems. These developed systems suffer from many limitations and drawbacks, such as the need for a proper feature selection and extraction method, which is the basis for any CBIR technique. Feature extraction is mainly performed by two methods: either by handcrafted feature extraction which depends on global or local feature extraction or by using machine learning algorithms to provide feature representation. Selecting proper features that reflect semantic and visual perceptions contained in images remains an open research challenge. Feature extraction based on discrete orthogonal polynomial can be investigated to increase the accuracy of CBIR. Examples of discrete orthogonal polynomials are Kravchuk polynomials \(\text{Makmmod}_{\text{et al.}, 2020}\), Meixner polynomials \(\text{Abdulhussain \\ & Makmmod, 2021}\), Charlier polynomials \(\text{Abdul-Hadi}_{\text{et al.}, 2020}\), Tchebichef polynomials \(\text{Abdulhussain}_{\text{et al.}, 2017}\), and squared Kravchuk–Tchebichef polynomials \(\text{Abdulhussain, Ramli, Makmmod}_{\text{et al.}, 2019}\), as well as the orthogonal polynomial embedded image kernel \(\text{Abdulhussain, Ramli, Hussain}_{\text{et al.}, 2019}\), which increases accuracy and reduces the computation cost in other computer vision fields \(\text{Abdulhussain}_{\text{et al.}, 2021}\).

Depending on extracting one feature is not enough to achieve high retrieval performance, and fusing more features has a negative effect of increasing the feature vector dimensions. Therefore, dimensionality reduction methods are another research direction that needs to be investigated more carefully. Moreover, research efforts to improve image representation with low to moderate feature vector dimensions are highly recommended.

In general, information retrieval algorithms in recent years obtained the benefits of using different machine learning algorithms such as deep learning, SVM, and k-means. Therefore, they are predicted to receive more attention in the forthcoming years.
To improve user satisfaction and increase accuracy, many CBIR algorithms in the literature contain a relevance feedback stage, which requires user intervention to specify relevant and irrelevant retrieved images. The system updates or reweights the representation and metrics, and then recalculates the revised results. This stage is a challenging task that needs more attention to achieve user satisfaction with minimal iterations.

CBIR systems in special domains have a number of specific characteristics that should be taken into account when designing such systems from the beginning. One of these characteristics is the use of special datasets such as medical core images. CBIR systems are extensively employed in many precise domains. Another challenging task is to create new image datasets that meet the requirements of these specific domains.

10. Conclusion
The need to find an efficient image retrieval mechanism based on image content is motivated by the large amount of image databases and the absence of an efficient text-based image retrieval method. This paper presented a literature review on different studies in the CBIR domain over the last six years. This paper also discussed the general CBIR framework stages and the most recent techniques used to reduce the semantic gap. Finally, this paper highlighted some of the most important issues that affect the performance of CBIR and concentrated on several directions that may help in creating a novel CBIR. However, designing an algorithm that provides high retrieval accuracy with minimized computational cost is a challenging task.

The challenge of any CBIR algorithm is the semantic gap between the high-level meaning of the image and the visual features because the CBIR algorithms start with simple low-level features. To bridge this gap, many efforts have been performed in this field. The CBIR algorithm has been developed by using different and novel features as well as fusion between features. These types of features are experimentally designed and tested. The literature shows that researchers have made great efforts in this field. CBIR algorithms can be divided into two categories—global feature extraction and local feature extraction—based on the feature extraction methods. Both global and local features are considered low-level features. Feature fusion is necessary to reduce the semantic gap and increase the accuracy. Moreover, fusion between local and global features is one trend that shows good retrieval results and needs more attention. As a development, researchers designed CBIR algorithm using machine learning algorithms because of the limitation of the conventional features and good results were obtained when employing machine learning algorithms. Recently, research in the CBIR domain has focused on employing deep neural networks, which provide good results on many image datasets. These types of algorithm have been developed quickly and efficiently in the recent years.

To accomplish an effective CBIR framework, the framework’s components must be chosen in a balanced way; this study helps in investigating these components. Such effective CBIR frameworks will contribute to many real-world applications, such as medical applications, web searches, and social media.

To sum up, an algorithm that elevates the semantic gap is highly demanded. The design of the algorithm should consider the following: first, the algorithm needs to consider the feature extraction as well as similarity measure as they influence the performance of the CBIR. Second, more features can be extracted to enhance the accuracy of the CBIR and maintain the computational cost as it is considered important factor in the real-time applications. Third, merging local and global features will lead to a balanced design because local features are more robust against scale, translation and rotation changes than global features; and global features are faster in feature extraction and similarity measurements. Fourth, machine learning algorithms can be used in different stages of CBIR to increase system accuracy but need more attention to be paid to their computational cost. Finally, there is a tradeoff between system’s accuracy and computational cost.
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