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Quantum simulation can help us study poorly understood topics such as high-temperature superconductivity and drug design. However, existing quantum simulation algorithms for current quantum computers often have drawbacks that impede their application. Here, we provide a novel hybrid quantum-classical algorithm for simulating the dynamics of quantum systems. Our approach takes the Ansatz wavefunction as a linear combination of quantum states. The quantum states are fixed, and the combination parameters are variationally adjusted. Unlike existing variational quantum simulation algorithms, our algorithm does not require any classical-quantum feedback loop and by construction bypasses the barren plateau problem. Moreover, our algorithm does not require any complicated measurements such as the Hadamard test. The entire framework is compatible with existing experimental capabilities and thus can be implemented immediately.

I. INTRODUCTION

The near-term success of the second quantum revolution critically depends on the practical applications of noisy intermediate-scale quantum (NISQ) [1–3] devices. Though experimental demonstration of “quantum supremacy” has induced widespread hope [4], the essential question regarding how to translate such breakthroughs into quantum advantages for practical use-cases remains unsolved. The search for the “killer app” for NISQ devices continues, with potential areas of application being solid-state physics, quantum chemistry and combinatorial optimization. Most of the problems from the aforementioned areas can be mapped are Hamiltonian ground state problem and the simulation of quantum dynamics. Variational classical simulation (VCS) techniques have been suggested to handle static problems in estimating the ground state and ground state energy of a Hamiltonian, as well as dynamical problems in simulating the time evolution (real as well as imaginary) of quantum systems. However, for problems involving exponentially large Hilbert spaces, VCS in general fails to provide the desired solution.

The canonical NISQ era algorithm for approximating the ground state of a Hamiltonian is the variational quantum eigensolver (VQE) [5–12]. The VQE is a hybrid quantum-classical algorithm that employs a classical optimizer to tune the parameters of a parameterized quantum circuit using measurements performed on the quantum device. The classical optimization landscape corresponding to VQE is highly non-convex and in general uncharacterized, rendering any proper theoretical study difficult [13]. Moreover, the recent results on the appearance of the barren plateau as the hardware noise, amount of entanglement or number of qubits increase, has led to genuine concerns regarding the fate of VQE [14–19]. To tackle the existing challenges in VQE, the quantum assisted eigensolver (QAE) [20] and iterative quantum assisted eigensolver (IQAE) [21] have been recently proposed in the literature. The classical optimization program of algorithms is a quadratically constrained quadratic program with single equality constraint, which is a well characterized optimization program. In particular, the IQAE algorithm provides a systematic path to build Ansatz, bypasses the barren plateau problem and can be efficiently implemented on existing hardware.

The broader task of simulating quantum dynamics is challenging as the Hilbert space dimension increases exponentially, which poses a considerable bottleneck to the study and design of new drugs, catalysts, and materials. A universal quantum computer, with millions of qubits with noise levels beneath a critical threshold offers a possibility to simulate the dynamics. Simulation algorithms such as Trotterization usually require many quantum gates, which most likely would require the use of fault tolerant quantum computers to implement [22]. However, most likely fault-tolerant quantum computers will not be available in the near feature. Thus, to harness the potential of NISQ hardware, variational quantum simulation (VQS) algorithms have been suggested in literature [23–25]. The algorithm is hybrid quantum-classical in nature and utilizes dynamical variational principles to update the parameters of a parametric quantum circuit, such that the Ansatz evolution emulates quantum evolution. However, the VQS algorithm shares the issues faced by VQE as it may suffer from the barren plateau problem as well. Moreover, it requires complicated measurements involving controlled unitaries, which may not be viable in the NISQ era. The classic-quantum feedback loop requires extensive waiting times in the queues of cloud based quantum computers which slows down the algorithm on existing quantum hardware. Furthermore, the Ansatz if VQS is often not chosen in a systematic way and typically requires adjustable parameters to be real-valued [25].

In this work, we provide a novel hybrid quantum-classical algorithm for simulating the dynamics of quantum systems. We refer to our algorithm as quantum assisted simulator (QAS) algorithm. The Hamiltonian is assumed to be a linear combination of unitaries, and the Ansatz is a linear combination of quantum states.
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The combination coefficients are complex-valued, in general. Our algorithm can perform both real and imaginary time evolution of Hamiltonians. Unlike existing variational quantum simulation algorithms, our algorithm does not mandate any classical-quantum feedback loop, which speeds up computations on current cloud-based quantum computers. By construction, the algorithm circumvents the barren plateau problem. Our algorithm does not demand any complicated measurement involving controlled unitaries and can be run by simple measurements of Pauli strings. The entire framework is compatible with existing experimental capabilities and thus can be implemented immediately.

**II. QAS ALGORITHM**

The time evolution of a closed system, represented by the time-dependent quantum state $|\psi(t)\rangle$ for Hamiltonian $H$ is given by

$$\frac{d|\psi(t)\rangle}{dt} = -iH|\psi(t)\rangle.$$  

(1)

Let us consider the Hamiltonian $H$ as a linear combination of $r$ unitaries

$$H = \sum_{i=1}^{r} \beta_i U_i,$$

(2)

where the combination coefficients $\beta_i \in \mathbb{C}$ and the $N$-qubit unitaries $U_i \in \text{SU}(2^N \equiv \mathcal{N})$, for $i \in \{1, 2, \ldots, r\}$. Moreover, each unitary acts non-trivially on at most $O(\text{poly}(\log N))$ qubits. If the unitaries in Eq.(2) are tensor Pauli matrices, we do not need the aforementioned $O(\text{poly}(\log N))$ constraint. Let us consider the Ansatz state as time dependent linear combination of $m$ quantum states $\{|\psi_i\rangle\}_i$

$$|\phi(\alpha(t))\rangle = \sum_{i=0}^{m-1} \alpha_i(t)|\psi_i\rangle,$$

(3)

for $\alpha_i(t) \in \mathbb{C}$. Normalization of the Ansatz wavefunction $\langle \phi(\alpha)|\phi(\alpha)\rangle = 1$ is achieved by demanding

$$a^\dagger E a = 1,$$

(4)

where

$$E_{i,j} = \langle \psi_i|\psi_j\rangle.$$

(5)

Using Dirac and Frenkel variational principle [26, 27], we get

$$\langle \delta \phi(\alpha(t))|\left(\frac{d}{dt} + iH\right)|\phi(\alpha)\rangle = 0,$$

(6)

where

$$\langle \delta \phi(\alpha(t))| = \sum_{i} \frac{\partial(\phi(\alpha(t))}{\partial \alpha_i^*} \delta \alpha_i(t)$$

(7)

The evolution of $\alpha(t)$ can be solved to be

$$\sum_{j} E_{i,j} \alpha_j = -iC_i,$$

(8)

where $E$ and $C$ are

$$E_{i,j} = \frac{\partial(\phi(\alpha(t)))}{\partial \alpha_i^*} \frac{\partial(\phi(\alpha(t)))}{\partial \alpha_j},$$

(9)

$$C_i = \sum_{j} \alpha_j(t)\frac{\partial(\phi(\alpha(t)))}{\partial \alpha_i^*}H|\psi_j\rangle.$$ 

(10)

Using Eq.2, we define

$$D_{i,j} = \sum_{k} \beta_k \langle \psi_i|U_k|\psi_j\rangle.$$ 

(11)

Notice that

$$\frac{\partial(\phi(\alpha))}{\partial \alpha_j} = \frac{\partial}{\partial \alpha_j} \sum_{i=0}^{m-1} \alpha_i(t)|\psi_i\rangle$$

(12)

$$\implies \frac{\partial(\phi(\alpha))}{\partial \alpha_j} = |\psi_j\rangle.$$ 

(13)

Thus, we identify $E$ of Eq.(9) and Eq.(5) as being identical and

$$C_i = \sum_{j} D_{i,j} \alpha_j(t).$$ 

(14)
Finally, we have
\[ \mathcal{E} \frac{\partial \alpha(t)}{\partial t} = -i \mathcal{D} \alpha(t). \]  
Equation (15)

Thus, one can solve for \( \dot{\alpha}_j(t) \) and hence update the parameters as
\[ \alpha_j(t + \delta t) = \alpha_j(t) + \dot{\alpha}_j \delta t, \]  
for an evolution corresponding to time \( \delta t \). It is easy to show that the evolution keeps \( \alpha(t) \) normalized according to Eq. (4). Similarly, we can define the QAS algorithm for imaginary time evolution by substituting \( t \) with \(-i\tau\) in Eq. (1) (see Appendix C).

For pedagogical reasons, we use the notion of \( K \)-moment states and cumulative \( K \)-moment states [21].

**Definition 1.** Given a set of unitaries \( \mathcal{U} = \{ U_i \}_{i=1}^r \), a positive integer \( K \) and some quantum state \( |\psi\rangle \), \( K \)-moment states is the set of quantum states of the form \( |U_{i_K} \cdots U_{i_1} \psi\rangle \) for \( U_i \in \mathcal{U} \). We denote the aforementioned set by \( S_K \). The singleton set \( \{ |\psi\rangle \} \) will be referred to as the 0-moment state (denoted by \( S_0 \)).

The cumulative \( K \)-moment states \( \mathcal{C} S_K \) is defined to be
\[ \mathcal{C} S_K \equiv \bigcup_{j=0}^K S_j. \]

For example, the set of 1-moment states is given by \( \{ |U_i \psi\rangle \}_{i=1}^r \), for a given initial state \( |\psi\rangle \) and the unitaries \( \{ U_i \}_{i=1}^r \) which define the Hamiltonian \( H \). The set of cumulative 1-moment states is given by \( \mathcal{C} S_1 = \{ |\psi\rangle \} \cup \{ U_i |\psi\rangle \}_{i=1}^r \), and the set describing cumulative \( K \)-moment states is \( \mathcal{C} S_K = \{ |\psi\rangle \} \cup \{ U_{i_1} |\psi\rangle \}_{i_1=1}^r \cup \cdots \cup \{ U_{i_K} \cdots U_{i_1} |\psi\rangle \}_{i_1=1,...,i_K=1}^r \).

The accuracy of QAS improves with increasing moment \( K \) and number of measured overlaps. The \( K \)-moment states are generated by the action of the product of unitaries on a fixed quantum state. Thus, when the set of unitaries used to generate the \( K \)-moment states attains closure under multiplication, the set of cumulative \( K \)-moment states also closes. In such cases, the cumulative \( K \)-moment states do not increase any further as we increase \( K \). Here, the Lie group structure of the unitaries defining the Hamiltonian plays a crucial role for what \( K \) we see closure.

The QAS algorithm involves three steps (see Fig. 1 for pictorial synopsis):

1. Ansatz selection
2. Calculation of the overlap matrices (\( \mathcal{D} \) and \( \mathcal{E} \)) on a quantum computer
3. Solving the differential equation using equations 15 on a classical computer

The first step of the QAS algorithm is crucial and heavily determines the accuracy of the algorithm. We consider our Ansatz to be a linear combination of cumulative \( K \)-moment states, i.e.,
\[ |\phi(\alpha(t))\rangle = \sum_{|\psi_i\rangle \in \mathcal{C} S_K} \alpha_i(t) |\psi_i\rangle, \]  
where \( \alpha_i(t) \in \mathbb{C} \). For the given selection of the Ansatz in Eq. 17, the second step of the QAS algorithm involves computing the overlap matrices. The matrix elements of \( \mathcal{D} \) and \( \mathcal{E} \) can be estimated efficiently on a quantum computer, using the techniques from Mitala et al., without any complicated measurement such as the Hadamard test [28]. If the Hamiltonian is a linear combination of tensored Pauli operators, the elements can be directly inferred from measurements in the corresponding computational basis as we further discuss later on as well as in Appendix E. Once the overlap matrices have been computed, the job of the quantum computer is over. For the third and final step of the QAS algorithm we solve Eq. 15 on a classical computer. If the desired accuracy has not been attained, one can re-run the whole algorithm for an increased choice of \( K \).

### III. JUSTIFICATION FOR THE ANSATZ

We now proceed to provide a small justification for the choice of the Ansatz in the QAS algorithm. Suppose the initial state (0-moment state) is \( |\psi\rangle \). Starting with \( |\psi\rangle \), if one applies \( -i H t \) for some \( t \geq 0 \), the evolved state is given by
\[ |\gamma\rangle = e^{-i H t} |\psi\rangle. \]  
Equation (18)

Using \( e^{-i H t} = \sum_{p=0}^{\infty} \frac{(-i H t)^p}{p!} \), we get
\[ |\gamma\rangle = \sum_{p=0}^{\infty} \frac{(-i H t)^p}{p!} |\psi\rangle. \]  
Equation (19)

Let us define the operator
\[ \mathcal{O}^K = \sum_{p=0}^K \frac{(-i H t)^p}{p!}, \]  
Equation (20)

for \( K \geq 0 \). Notice that \( \mathcal{O}^K \) corresponds to the sum of first \( K \) terms of \( e^{-i H t} \). Using \( \mathcal{O}^K \), we proceed to define
\[ |\gamma_K\rangle = \frac{\sum_{p=0}^K \frac{(-i H t)^p}{p!} |\psi\rangle}{\sqrt{\langle \psi | \sum_{p=0}^K \frac{(-i H t)^p}{p!} |\psi\rangle}}. \]  
Equation (21)

For \( K \to \infty \), \( |\gamma_K\rangle \to |\gamma\rangle \). Using the expression for Hamiltonian as linear combination of unitary, it is easy to see that \( |\gamma_K\rangle \) can be written as linear combination of cumulative \( K \)-moment states, i.e,
\[ |\gamma_K\rangle = \sum_{|u_i\rangle \in \mathcal{C} S_K} \alpha_i |u_i\rangle \]  
where the combination coefficients \( \alpha_i \in \mathbb{C} \). The aforementioned arguments justify the choice of Ansatz as linear combination of cumulative \( K \)-moment states. Our Ansatz is based on the Krylov subspace idea. For a scalar
\(\tau\), a \(N \times N\) matrix \(A\) and a \(N\)-dimensional vector \(v\), the action of the matrix exponential operator \(\exp(\tau A)\) on \(v\) can be approximated as [29–32]

\[
\exp(\tau A) v \approx p_{K-1}(\tau A) v,
\]

where \(p_{K-1}\) is a \(K - 1\) degree polynomial. The approximation in Eq. (22) is an element of the Krylov subspace,

\[
K_{rK-1} = \text{span} \{ v, Av, \ldots, A^{K-1}v \}.
\]

Thus, the problem of approximating \(\exp(\tau A) v\) can be recast as finding an element from \(K_{rK}\). Note that the approximation in Eq. (22) becomes exact when \(K - 1 = \text{rank}(A)\). In our case, we can identify \(v\) with the initial state, \(\psi\), \(\tau\) with \(-it\) and \(A\) with the Hamiltonian \(H\). Thus, one could implement the Krylov subspace ansatz directly with QAS by using the ansatz space \(\mathcal{C}_{\tau} = \{ |\psi\rangle, H|\psi\rangle, \ldots, H^{K-1}|\psi\rangle \}\). However, here we would have to estimate overlaps involving \(H^{k}\), which is a challenge for NISQ computers. Importance sampling has been proposed to estimate \(H^{k}\) [33], however this may require more measurements than current NISQ computers can handle. Our cumulative \(K\)-moment states as shown in Definition 1 subsumes the Krylov subspace, however in contrast can be measured in a NISQ friendly way as we show below.

QAS requires the measurement of overlaps. For commonly used Hamiltonians, the unitaries \(U_n\) in Eq. (2) are Pauli strings \(P_i = \bigotimes_{j=1}^N \sigma_i \), where \(\sigma_i \in \{1, \sigma_x, \sigma_y, \sigma_z\}\). In this case, the overlaps can be easily measured on NISQ devices. The matrix elements of \(D\) and \(E\) (Eqs. 9, 11) are written as \(\langle \psi | \prod_{q} P_q | \psi \rangle = a(\psi)P(\psi)\), which can be rewritten as a single Pauli string \(P\) with a prefactor \(a \in \{1, -1, i, -i\}\). Thus, the measurement of overlaps simply becomes the measurement of Pauli strings, which is efficient on current NISQ devices via a simple sampling task. We discuss further details on measurements of overlaps in the Appendix E.

IV. EXAMPLES

We now show examples of the QAS algorithm applied to various Hamiltonians and Ansatz states. First, in Fig. 2, we investigate two elementary examples. In Fig. 2a, we show the evolution with QAS of a single qubit for the Hamiltonian \(H_{B} = \sigma_z\). In step 1 of the QAS algorithm, we choose the initial Ansatz state \(|\psi\rangle = |\psi_0\rangle = |+\rangle\) (0-moment state) \(S_0 = \{ |\psi_0\rangle \}\). Then, following Definition 1, we use the set of unitaries that make up the Hamiltonian \(\{\sigma_z\}\) and generate the 1-moment states \(S_1 = \{ |\psi_1\rangle \}\) with \(|\psi_1\rangle = \sigma_z |\psi_0\rangle\). The union of \(S_1\) and \(S_0\) gives us the cumulative 1-moment states \(C_{S1} = \{ |\psi_0\rangle, |\psi_1\rangle \}\). Higher orders \(K\) of the moment expansion can be prepared by repeating this approach. In step 2, we calculate the overlap matrices \(D_{m,n} = \langle \psi_n | H_B | \psi_m \rangle\), \(E_{m,n} = \langle \psi_n | \psi_m \rangle\) (Eq. 9, 11). Then, in step 3, we choose initial state of evolution \(|\phi(t = 0)\rangle = |\psi\rangle\) with \(a_0(0) = 1\) and \(a_1(0) = 0\), and then evolve \(\alpha(t)\) to get the superposition state \(|\phi(t)\rangle = a_0(t)|\psi_0\rangle + a_1(t)|\psi_1\rangle\). We show the evolution of the expectation value of the Pauli operator \(\langle \sigma_z^2(t) \rangle = \langle \phi(t) | \sigma_z^2 | \phi(t) \rangle\). We find that the simulation with QAS and the exact evolution matches for the first moment expansion \((K = 1)\) as the set of \(K\)-moment states closes here already.

Next, in Fig. 2b, our initial state for evolution is a deep quantum circuit \(|\Psi(\theta)\rangle\) as studied in [14] to demonstrate the so-called barren plateau problem of variational quantum algorithms. This Ansatz consists of \(N\) qubits with \(d \gg 1\) layers of unitaries, composed of alternating single-qubit rotations around randomly chosen \(x, y, z\)-axis parameterized with parameter \(\theta\) and control phase gates arranged in a hardware efficient manner. This circuit suffers from the barren plateau problem where the variance of the gradients of the circuit in respect to an underlying cost function \(H\) vanishes exponentially with the number of qubits \(N\), i.e. \(\text{var}(\partial_\theta \langle \Psi(\theta) | H | \Psi(\theta) \rangle) \propto \exp(-N)\). For variational quantum algorithms, evolving these states is difficult as the gradients become exponentially small with increasing \(N\). While optimizing the circuit parameters \(\theta\) is difficult, we show that we can simulate quantum dynamics with the very same state by using our QAS method instead. As QAS does not adjust the parameters \(\theta\), instead only varies the classical parameter \(\alpha(t)\) of the linear combination of states ansatz, we can circumvent the barren plateau problem. We now evolve this deep circuit as initial state with the Hamiltonian \(H_{Bp} = \sigma_x^2 \sigma_y^2\) as chosen by Ref. [14]. We measure the overlaps Eqs. (11), (9) and solve Eq. (15). We find that we can already reproduce the time evolution of this state for the first moment expansion \((K = 1)\).
\[
H = \frac{1}{2} (\sigma^x \otimes \otimes_{i=2}^{N-1} \sigma^z) \sigma^x + \sigma^y \otimes \otimes_{i=2}^{N-1} \sigma^z \sigma^y. \]
After applying the Jordan-Wigner transformation [34], this Hamiltonian corresponds to a system of fermions tunneling from the first to the last site in a lattice system of length \( N \) with \( H = c_i^c c_N + c_N^i c_1 \), where \( c_i^c \) (\( c_i \)) is the fermionic creation (annihilation) operator acting on site \( i \). Evolving this Hamiltonian with naive implementations of Trotter can be difficult as it requires implementing a \( N \)-qubit rotation. We show fidelity of QAS with the exact evolution \( F = |\langle \Psi_{\text{exact}}(t) | \phi(\alpha(t)) \rangle|^2 \). We find optimal fidelity for moment \( K = 2 \). In Fig. 3b we show the evolution of an exemplary many-body Hamiltonian, the Ising model. The Hamiltonian is given by

\[
H_{\text{Ising}} = \frac{J}{2} \sum_{i=1}^{N} \sigma_i^x \sigma_{i+1}^x + \frac{h}{2} \sum_{i=1}^{N} \sigma_i^z, \tag{24}
\]
which describes a \( N \) spin system with nearest-neighbor coupled spins with amplitude \( J \) and an applied transverse magnetic field \( h \). We find increasing fidelity with increasing \( K \). For \( K = 3 \), the \( K \)-moment states cover the full dynamics of the problem and thus we achieve unit fidelity.

FIG. 3. Fidelity \( F = |\langle \Psi_{\text{exact}}(t) | \phi(\alpha(t)) \rangle|^2 \) against evolution time. Initial state is a deep random circuit of \( N = 10 \) qubits and depth \( d = 200 \) using same Ansatz as in Fig. 2b for varying moment expansion \( K \). We evolve with two different Hamiltonians. a) Fermionic Hamiltonian \( H = \frac{1}{2} \{ X \otimes \otimes_{i=2}^{N-1} Z \} X + Y \otimes \otimes_{i=2}^{N-1} Y \} \) with Jordan-Wigner string \( \otimes_{i=2}^{N-1} Z \), which represents tunneling of fermionic particles between first and last site of a chain. b) Ising Hamiltonian Eq. (24) with \( J = 1 \) and \( h = 1 \).

Now, we discuss QAS for dynamical simulation of a chemistry problem. In Fig. 4, we show the evolution of an excited state of a LiH molecule. The LiH molecule Hamiltonian is mapped to 6 qubits using STO-3G basis using methods of [11], resulting in a Hamiltonian with 174 terms. We find that for the \( K = 1 \) moment, the dynamics can be fully reproduced with QAS.

In Fig. 5, we evolve a many-body Hamiltonian \( H = \sum_{j=1}^{r} P_j \) that consists of \( r \) randomly chosen \( N \)-body Pauli strings \( P_j = \otimes_{\sigma_{i,j} = 1}^{N} \sigma_j \), where \( \sigma_j \in \{ I, \sigma^x, \sigma^y, \sigma^z \} \). The cumulative \( K \)-moment states capture order \( K = r \) the full dynamics. We can simulate the dynamics for thousands of qubits \( N \). We show the simulation of the dynamics of an initial product state using a classical computer. For a general entangled initial state, the overlaps required for QAS are intractable for classical computers and one requires a quantum computer to simulate the dynamics.

Finally, we discuss imaginary time evolution with QAS. We defer the details to Appendix C. In Fig. 6, we show the energy \( \langle H(t) \rangle \) of the imaginary time evolution of the Ising model for the deep variational Ansatz introduced above. With longer evolution time, the energy of the quantum state decreases, until it reaches a minimal value. The found minimal energy decreases with increasing \( K \), reaching the exact ground state for \( K = 3 \).

We show further examples for the simulated dynamics for a quenched many-body system in Appendix D.

V. DISCUSSION AND CONCLUSION

In this work, we provided a hybrid quantum-classical algorithm for simulating the dynamical evolution of a quantum system. Without loss of generality, we assume the Hamiltonian to be a linear combination of uni-
Our algorithm proceeds in three steps and does not mandate any classical-quantum feedback loop. For algorithms with feedback loops, the quantum computer has to wait until the classical computer has executed its task. Most of the currently available quantum computers are accessed in a queue fashion and the feedback loop yields the whole process extremely slow, as the waiting time in the queue can be a few hours. The absence of the feedback loop renders our protocol exceptionally faster than its variational alternatives. The first step of the algorithm involves the selection of the Ansatz. We consider our Ansatz to be a linear combination of quantum states, where the quantum states belong to the set of cumulative $K$-moment states, constructed using the unitaries defining the Hamiltonian. The combination coefficients are complex numbers in general. For the choice of the Ansatz in the first step, the second step involves the computation of two overlap matrices on the quantum computer. This step can be performed efficiently on existing quantum computers without the requirement of any complicated measurements by measuring Pauli strings. Once the overlap matrices have been computed, the third (and final) step of the QAS algorithm involves solving the differential equation and updating the parameters corresponding to Eq. (15) and (16) on a classical computer. If the desired accuracy has not been attained, one can re-run the whole algorithm for a different choice of $K$.

It is in general difficult for classical computers to calculate quantum states. Here, the advantage of our algorithm comes into play. With a quantum computer, we can prepare quantum states out of reach for classical computers. Then, we measure overlaps via sampling from the quantum computers, which is in general a difficult task for classical computers, including tensor network methods. Above statement is bolstered by the Quantum Threshold Assumption (QUATH) \cite{aaronson2017quantum} by Aaronson and Chen. It states that there is no polynomial-time classical algorithm which takes as input a random circuit $C$ and can decide with success probability at least $\frac{1}{2} + \Omega \left( \frac{1}{2^n} \right)$ that whether $\langle 0^n | C | 0^n \rangle^2$ is greater than the median of $|\langle 0^n | C | x^n \rangle|^2$ taken over all bitstrings $x^n$. Finally, the task of integrating the time evolution using the overlaps is left to the classical computer, as this task can be efficiently performed there. Our algorithm solves the task of quantum simulation by leaving classically easy tasks to the classical computer, and distributing only the classically difficult tasks to the quantum computer. This way, we use the resources available in the NISQ era prudently.

Apart from Dirac and Frenkel variational principle, there are two other variational principles, which can be used for variational simulation of dynamics: the McLachlan variational principle \cite{mclachlan1965variational} and the time-dependent variational method principle \cite{lieu2018time, matos2019time}. For an Ansatz with complex adjustable parameters, all three variational principles lead to same dynamical evolution \cite{zhong2019towards}. We also discussed the extension of our algorithm to imaginary time evolution (see Appendix C for details). It is noteworthy to stress that the quantum states defining the Ansatz are fixed, and only the variational parameters are (classically) updated. The algorithm does not mandate the computation of gradients using the quantum computer and thus circumvents the barren plateau problem by construction. Our approach of linear combination of quantum states could offer an advantage even at the level of initial state preparation. There exists cases where the initial state is difficult to prepare, but is representable as linear combination of $K$-moment states for some efficiently preparable zero-moment state. Such cases though intractable via variational algorithms such as VQS, are easily simulable with our method. Our algorithm can easily subsume VQS using the following Ansatz

$$|\phi(\alpha(t), \theta)\rangle = \sum_{i=0}^{m-1} \alpha_i(t) |\psi_i(\theta_i)\rangle, \quad (25)$$

where $\alpha_i \in \mathbb{C}$ and $\theta_i \in \mathbb{R}$.

Since we unlock a fresh paradigm, there are many open questions for further investigation. In future, one could study the extension of our algorithm for simulating open system dynamics, in the presence of noise as well as for Gibbs state preparation. Extending our algorithm to simulate generalized time evolution is another exciting direction \cite{zhong2021algorithm}. It would be interesting to provide complexity-theoretic guarantees as well as analyze the error in-depth. A proper study of the Ansatz construction is another exciting direction. We believe that an in-depth study of our algorithm will lead to the design of quantum-inspired classical algorithms for simulating the dynamics of quantum systems.
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Appendix A: Error Analysis

The error accumulated during the time of evolution can be calculated by estimating the distance between the true evolution and the evolution of the Ansatz [25]. This is given by

\[ \epsilon_t = \left\| \left( \frac{d}{dt} + iH \right) |\phi(\alpha(t))| \right\|^2, \]  

(A1)

where \( ||\xi||^2 = \langle \xi | \xi \rangle \). Using Eq. A1, the error term \( \epsilon_t \) is given by

\[ \epsilon_t = \sum_{i,j} \frac{\partial \phi(\alpha(t))}{\partial \alpha_i^*} \frac{\partial \phi(\alpha(t))}{\partial \alpha_j} \alpha_i^* \alpha_j + \]

\[ i \sum_i \frac{\partial \phi(\alpha(t))}{\partial \alpha_i} H |\phi(\alpha(t))| \alpha_i^* \]

\[ -\epsilon \sum_i \langle \phi(\alpha(t)) | H \frac{\partial \phi(\alpha(t))}{\partial \alpha_i} \rangle \alpha_i^* \]

\[ \langle \phi(\alpha(t)) | H^2 \phi(\alpha(t)) \rangle. \]  

(A2)

Appendix B: Realification

Recall that the Ansatz evolution equation is given by

\[ \mathcal{E} \frac{\partial \alpha(t)}{\partial t} = -i D \alpha(t), \]  

(B1)

where \( \alpha_i(t) \in \mathbb{C} \). Moreover, the overlap matrices \( \mathcal{E} \) and \( D \) can be in general complex. We can use realification to solve the above differential equation for \( \alpha(t) \). The idea of realification is to create a mapping from \( \mathbb{C}^n \) to \( \mathbb{R}^{2n} \). The crux of the idea is the following real matrix representation for 1 and \( i \),

\[ 1 \leftrightarrow \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix} = \mathbb{I} \]  

(B2)

and

\[ i \leftrightarrow \begin{bmatrix} 0 & -1 \\ 1 & 0 \end{bmatrix} = \mathbb{I}. \]  

(B3)

It can be seen that \( \mathbb{I}^2 = -\mathbb{I} \), which mimics \( i^2 = -1 \). Let \( \mathcal{E}_R, D_R \) and \( \mathcal{E}_I, D_I \) be the real and imaginary parts of the overlap matrices \( \mathcal{E} \) and \( D \). Let \( \alpha_R(t) \) and \( \alpha_I(t) \) be the real and imaginary parts of \( \alpha(t) \). Using the mappings in B2 and B3, one can obtain the following representation for

\[ \mathcal{E} = \begin{bmatrix} \mathcal{E}_R & -\mathcal{E}_I \\ \mathcal{E}_I & \mathcal{E}_R \end{bmatrix}, \]  

(B4)

and

\[ D = \begin{bmatrix} D_R & -D_I \\ D_I & D_R \end{bmatrix}. \]  

(B5)

and

\[ \alpha(t) = \begin{bmatrix} \hat{\alpha}_R(t) & -\hat{\alpha}_I(t) \\ \hat{\alpha}_I(t) & \hat{\alpha}_R(t) \end{bmatrix}. \]  

(B6)

Using the above representation, one trivially gets the following realified evolution equation.

\[ \begin{bmatrix} \mathcal{E}_R - \mathcal{E}_I \\ \mathcal{E}_I & \mathcal{E}_R \end{bmatrix} \begin{bmatrix} \hat{\alpha}_R(t) \\ \hat{\alpha}_I(t) \end{bmatrix} = \begin{bmatrix} D_R - D_I \\ D_I & D_R \end{bmatrix} \begin{bmatrix} \hat{\alpha}_R(t) \\ \hat{\alpha}_I(t) \end{bmatrix}. \]  

(B7)

Appendix C: Imaginary Time Evolution

Substituting \( t \) with \( -i\tau \) in the Schrödinger equation we get

\[ \frac{d|\psi(\tau)\rangle}{d\tau} = -(H - \langle H \rangle)|\psi(\tau)\rangle, \]  

(C1)

where \( \langle H \rangle = \langle \psi(\tau) | H | \psi(\tau) \rangle \). The presence of \( \langle H \rangle \) preserves the norm of \( |\psi(\tau)\rangle \). Let us consider the Ansatz state as linear combination of \( m \) quantum states \( \{ |\psi_i\rangle \}_i \)

\[ |\phi(\alpha(\tau))\rangle = \sum_{i=0}^{m-1} \alpha_i(\tau)|\psi_i\rangle, \]  

(C2)

for \( \alpha_i(\tau) \in \mathbb{C} \). Using Dirac and Frenkel variational principle, we get

\[ \langle \delta \phi(\alpha(\tau)) | \left( \frac{d}{d\tau} + H - \langle H \rangle \right) |\phi(\alpha(\tau))\rangle = 0, \]  

(C3)

where

\[ \langle \delta \phi(\alpha(\tau)) \rangle = \sum_i \frac{\partial \phi(\alpha(\tau))}{\partial \alpha_i^*} \delta \alpha_i. \]  

(C4)

The evolution of parameters is given by

\[ \sum_j \mathcal{E}_{i,j} \hat{\alpha}_j = -\mathcal{G}_i, \]  

(C5)

where \( \mathcal{E} \) and \( \mathcal{G} \) are

\[ \mathcal{E}_{i,j} = \frac{\partial \langle \phi(\alpha(\tau)) | \partial \phi(\alpha(\tau)) \rangle}{\partial \alpha_i}, \]  

(C6)

and

\[ \mathcal{G}_i = \sum_j \alpha_j(\tau) \frac{\partial \langle \phi(\alpha(\tau)) |}{\partial \alpha_i^*} (H - \langle H \rangle) |\psi_j\rangle. \]  

(C7)

Further simplification leads to

\[ \mathcal{G}_i = \sum_j \alpha_j(\tau) \langle \psi_i | H | \psi_j \rangle - \langle H \rangle \sum_j \mathcal{E}_{i,j} \alpha_j(\tau). \]  

(C8)
Appendix D: Quantum Quench

We now give further numerical examples for QAS. We demonstrate quench dynamics for many-body systems. Here, the system is prepared in the ground state of a Hamiltonian. Then, to generate the dynamics, the parameters of the Hamiltonian are instantaneously changed to another value. We show two examples for such dynamics in Fig. 7. We study the Ising Hamiltonian given by

$$H_{\text{Ising}} = \frac{J}{2} \sum_{i=1}^{N} \sigma_i^x \sigma_{i+1}^x - \frac{h}{2} \sum_{i=1}^{N} \sigma_i^z,$$  \hspace{1cm} (D1)

and the Heisenberg model

$$H_{\text{XXZ}} = \frac{1}{2} \sum_{i=1}^{N} (\sigma_i^x \sigma_{i+1}^x + \sigma_i^y \sigma_{i+1}^y + \Delta \sigma_i^z \sigma_{i+1}^z)$$  \hspace{1cm} (D2)

which describe $N$ spin systems with nearest-neighbor coupled spins with parameters $J$ and $h$. We find that for the Ising Hamiltonian (Fig. 7a), the evolution becomes more accurate with increasing $K$, reaching optimal fidelity for $K = 4$. In Fig. 7b, we study the Heisenberg model. We find that we converge to optimal fidelity for $K \geq 3$.

![FIG. 7. Many-body quench against time with fidelity $F = |\langle \Psi_{\text{exact}}(t)|\psi(0)(t) \rangle|^2$ in respect to exact dynamics for varying moment expansion $K$. a) Ising Hamiltonian. b) Heisenberg model. In both cases, we prepare the initial ground state of Hamiltonian with $J = 1$, $h = 0.5$, and then quench the Hamiltonian parameter instantaneously to $h = 2$. Number of qubits is $N = 8$.](image)

Appendix E: Measurements

We reiterate here the content from reference [21]. For the purposes of this section, a unitary $U$ will be referred $k$-local if it acts non-trivially on at most $k$ qubits. We assume $k = O(\text{poly}(\log(N)))$. The moment-$K$ Ansatz, for some positive integer $K$, in QAS algorithm requires computation of matrix elements of the form $\langle \psi|U|\psi \rangle$, where $U$ is a $k$-local unitary matrix (since $U$ is product of at most $2K + 1$-k-local unitary matrices). By invoking the following result from Mitarai et. al. [28], we guarantee an efficient computation of the overlap matrices on a quantum computer without the use of the Hadamard test.

**Fact 2.** [28] Let $k$ be an integer such that $k = O(\text{poly}(\log(N)))$, where $N$ is the number of qubits and $|\psi \rangle$ be an $N$-qubit quantum state. For any $k$-local quantum gate $U$, it is possible to estimate $\langle \psi|U|\psi \rangle$ up to precision $\epsilon$ in time $O(k^2 \epsilon^{-2} / \epsilon^2)$ without the use of the Hadamard test, with classical preprocessing of time $O(\text{poly}(\log(N)))$.

We proceed to discuss the methodology suggested in [28] to calculate the required matrix elements. For detailed analysis, refer to [28]. Since $U$ is a $k$-local unitary, it can be decomposed as $U = \otimes_{q=1}^{Q} U_q$ such that $U_q$ acts on $k_q$ qubits. Clearly, $U_q$ is a $2^{k_q} \times 2^{k_q}$ matrix. Suppose the eigenvalues of $U_q$ are $\{\exp(i\phi_{q,m})\}_{m=0}^{2^{k_q}-1}$. Using the integers $m_q = 0, \cdots, 2^{k_q} - 1$, let us denote the computational basis of each subsystem by $|m_q\rangle$. We diagonalize each $U_q$ and obtain some unitary matrix $V_q$ such that $U_q = V_q^\dagger T_q V_q$, where $T_q = \sum_{m=0}^{2^{k_q}-1} \exp(i\phi_{q,m})$. Since $k = O(\text{poly}(\log(N)))$, the aforementioned diagonalized can be performed in polynomial time. A simple calculation gives,

$$\langle \psi|U|\psi \rangle = \sum_{m_1=0}^{2^{k_1}-1} \cdots \sum_{m_Q=0}^{2^{k_Q}-1} \left( \prod_{q=1}^{Q} \exp(i\phi_{q,m_q}) \right) \times \left( \sum_{q=1}^{Q} V_q |m_q\rangle \right)^2. \hspace{1cm} (E1)$$

Thus, one can evaluate $\langle \psi|U|\psi \rangle$ by calculating the probability of getting $\otimes_{q=1}^{Q} |m_q\rangle$ from the measurement of $\otimes_{q=1}^{Q} V_q |\psi\rangle$ in the computational basis.

![FIG. 8. The above figure shows a simple Hadamard test circuit for measuring the real and imaginary part of $\langle \psi|U|\psi \rangle$ for any arbitrary $n$ qubit unitary $U$. The Hadamard gate has been represented by $H$ and $S$ represents $e^{-i\pi Z/4}$. When $b = 0$, we get $\langle Z \rangle = \text{Re} \langle \psi|U|\psi \rangle$. For $b = 1$, we get $\langle Z \rangle = \text{Im} \langle \psi|U|\psi \rangle$. Since implementing controlled-unitaries is challenging in the NISQ era, the use of Hadamard test as a subroutine is highly discouraged while designing NISQ-friendly quantum algorithms. Using results from [28], we guarantee an efficient computation of the overlap matrices required in the QAS algorithm on a quantum computer without the use of the Hadamard test.](image)
to provide an estimate of the number of measurements needed to achieve a given desired accuracy.

**Lemma 3.** [15] Let $\epsilon > 0$ and $P_q$ be a Pauli string over $N$ qubits. Let multiple copies of an arbitrary $N$-qubit quantum state $|\psi\rangle$ be given. The expectation value $\langle \psi | P_q | \psi \rangle$ can be determined to additive accuracy $\epsilon$ with failure probability at most $\delta$ using $O\left( \frac{1}{\epsilon^2} \log \left( \frac{1}{\delta} \right) \right)$ copies of $|\psi\rangle$.

We now discuss how to measure the matrix elements of $\mathcal{D}$ and $\mathcal{E}$ for the special case where the components $U_i$ of the Hamiltonian $H = \sum_i \beta_i U_i$ are Pauli strings $P_q = \bigotimes_{j=1}^N \gamma_j$, with $\gamma \in \{1, \sigma^x, \sigma^y, \sigma^z\}$. For a $K$-moment state expansion of Ansatz $|\Psi\rangle$, the elements to calculate are

$$\mathcal{D}_{n,m} = \sum_i \beta_i \langle \Psi | U_{n_1}^\dagger \ldots U_{n_K}^\dagger U_i U_{m_K} \ldots U_{m_1} | \Psi \rangle$$

$$\mathcal{E}_{n,m} = \langle \Psi | U_{n_1}^\dagger \ldots U_{n_K}^\dagger U_{m_K} \ldots U_{m_1} | \Psi \rangle. \quad (E2)$$

Now, each overlap element is a product of a set of some Pauli strings $P_q$ to be measured on state $|\Psi\rangle$, with $\langle \Psi | \prod_q P_q | \Psi \rangle$. The product rule of Pauli operators states that $\sigma^i \sigma^j = \delta_{ij} \mathbb{1} + i \epsilon_{ijk} \sigma^k$, where $\sigma^1 = \sigma^x$, $\sigma^2 = \sigma^y$, $\sigma^3 = \sigma^z$, $\delta_{ij}$ is the Kronecker delta and $\epsilon_{ijk}$ the Levi-Civita symbol. Thus, a product of two Pauli strings $P_q P_p = aP_s$ is again a Pauli string $P_s$, with a prefactor $a \in \{+1, -1, +i, -i\}$. To calculate the matrix elements on the quantum computer, first one has to evaluate which Pauli string corresponds to the product of unitaries in Eq.E2 and the corresponding prefactor. Then, the expectation value of the resulting Pauli string is measured for the Ansatz state $\langle \Psi | P_s | \Psi \rangle$. This observable is a hermitian operator, and can be easily measured by rotating each qubit into the computational basis corresponding to the Pauli operator. Finally, the expectation value of the measurement is multiplied with the prefactor $a$. 