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Abstract

Vehicle routing problems (VRPs) form a class of combinatorial problems with wide practical applications. While previous heuristic or learning-based works achieve decent solutions on small problem instances of up to 100 cities, their performance deteriorates in large problems. This article presents a novel learning-augmented local search framework to solve large-scale VRP. The method iteratively improves the solution by identifying appropriate subproblems and delegating their improvement to a black box subsolver. At each step, we leverage spatial locality to consider only a linear number of subproblems, rather than exponential. We frame subproblem selection as regression and train a Transformer on a generated training set of problem instances. Our method accelerates state-of-the-art VRP solvers by 10x to 100x while achieving competitive solution qualities for VRPs with sizes ranging from 500 to 3000. Learned subproblem selection offers a 1.5x to 2x speedup over heuristic or random selection. Our results generalize to a variety of VRP distributions, variants, and solvers.

1 Introduction

Vehicle routing problems (VRPs) have enjoyed ample applications in logistics and ride-hailing services [23] around the world for decades. While determining the optimal solution to a VRP is NP-hard [25], there have been numerous attempts to solve VRPs both exactly and approximately: provable algorithms have been designed for specific problem instances up to size 130 [28], and powerful heuristic solvers such as LKH-3 [13] and HGS [49, 48] find good solutions in practice for problems of size more than 1000. However, heuristics methods often suffer from inflexibility due to extensive hand-crafting and the heavy computational burden from lengthy iterative procedures, as in the case of LKH-3. For example, LKH-3 takes more than an hour to solve a size 2000 CVRP instance (Table 1), which is impractical for applications such as large-scale courier or municipal services.

More recently, machine learning methods inspired by the Pointer Network [50] provide alternatives to traditional solvers: the learning-based methods greatly reduce computation time while maintaining decent solution quality on small problem instances (less than 100 cities), by training on diverse sets of problem distributions either via supervised [50] or reinforcement learning [29, 20]. However, these methods remain difficult to scale, and few report results on problems of size more than 200.

Our work aims to address scalability by learning to identify smaller subproblems which can be readily solved by existing methods. Our learned subproblem selector guides the problem-solving process to focus local improvement on promising subregions. While there exists a combinatorial number
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of subproblems that can be selected at each step, we leverage spatial locality commonly found in combinatorial optimization problems to restrict the selection space size to be linear in the problem size. Intuitively, objects far away from each other generally have very small influence on each other’s solution and are likely to be in different routes, so they should not be part of the same subproblem. The greatly reduced search space enables us to feasibly train an attention-based subproblem selector.

Our framework combines the advantages of learning and heuristics: our network identifies promising subproblems to improve upon, dramatically speeding up solution times. Using a competitive subsolver on subproblems, we achieve good solution quality without the high computational costs of running the subsolver on large problem instances. In summary, our contributions are:

- **We propose learning-to-delegate**, a learning-based framework for solving large-scale VRPs by iteratively identifying and solving smaller subproblems.
- Despite the high dimensionality and NP-hardness of subproblems, we design a Transformer architecture that effectively predicts the subsolver’s solution quality for a subproblem.
- With extensive validation, we show that learning-to-delegate offers significant speedups and/or objective improvements over both its base subsolver and random (or heuristic) subproblem selection, for a variety of VRP variants, distributions, and solvers.

## 2 Preliminary: Capacitated Vehicle Routing Problems (CVRP)

In CVRP, there is a depot node $0$ and city nodes $\{1, ..., N\}$. Each city node $i$ has demand $d_i$ to fulfill. A vehicle with capacity $C$ starts and ends at the depot and visits a route of city nodes such that the sum of city demands along the route does not exceed $C$, after which the vehicle starts a new route again. The objective is to find a valid solution minimizing the solution cost. We define the following:

- **Route**: a sequence of nodes, where the first and last node are the depot $0$, and the rest are city nodes. In a valid route, the sum of demands of the city nodes does not exceed $C$.
- **Route cost**: the sum of edge costs for the sequence of nodes. For an edge from node $i$ to node $j$, the edge cost is the Euclidean distance between node $i$ and $j$.
- **Solution**: a feasible solution consists of a set of valid routes visiting each city exactly once.
- **Solution cost**: the sum of route costs for all routes in the solution. An optimal solution is a feasible solution with the minimum solution cost.
- **Subproblem**: a CVRP consisting of the depot, a subset of cities, and corresponding demands.

## 3 Related Work

**Classical methods.** Heuristics for solving combinatorial optimization problems have been studied for decades. The most powerful methods, such as local search [1], genetic algorithms [36], and ant colony methods [10], involve iteratively improving the solution in a hand-designed neighborhood. For example, move, swap [52], and 2-opt [9] are well-known heuristics for the traveling salesman and vehicle routing problems. The competitive VRP solver LKH-3 [13] uses the Lin–Kernighan heuristic [26] as a backbone, which involves swapping pairs of sub-routes to create new routes, whereas the CVRP solver HGS [49, 48] uses a hybrid genetic and local search procedure to achieve state-of-the-art solution qualities on problems up to size 1000. While LKH-3 only tackles a variety of VRP variants, the publicly available implementation of HGS only solves CVRP.

For large problems, low-level heuristics are combined with meta-heuristics, including Tabu Search with Adaptive Memory [40], guided local search [51], and Large Neighborhood Search [35]. The inspiration for our work derives from Partial OPtimization Metaheuristic Under Special Intensification Conditions (POPMUSIC), which iteratively optimizes problem subparts and has been used to solve problems as diverse as map labeling [24], berth allocation [22], and $p$-median clustering [39].

Despite the promise of the POPMUSIC framework for large-scale combinatorial optimization, the impact of certain design choices is not well understood, such as the subproblem selection ordering.

---

2We refer to the LKH-3 code at http://webhotel4.ruc.dk/~keld/research/LKH-3/
3We refer to the HGS code at https://github.com/vidalt/HGS-CVRP
Our iterative framework for VRPs. (a) At each time step, we start with a current solution $X$. Circles are city nodes, blue lines are route segments, and the red star is the depot. (b) We aggregate each route by taking the centroid of all city nodes in the route. (c) For each route, we define a corresponding subproblem as the $k$-nearest neighbors of the route. Two such subproblems with $k = 3$ are shown. (d) Our subproblem selector selects a subproblem $S$ (yellow). (e) We feed $S$ into the subsolver to get a new subsolution $X_S'$. The red edges are updated by the subsolver. (f) We update $X$ to new solution $X'$ with $X' = X_S'$, then repeat (b)-(f).

Figure 1: Our iterative framework for VRPs. (a) At each time step, we start with a current solution $X$. Circles are city nodes, blue lines are route segments, and the red star is the depot. (b) We aggregate each route by taking the centroid of all city nodes in the route. (c) For each route, we define a corresponding subproblem as the $k$-nearest neighbors of the route. Two such subproblems with $k = 3$ are shown. (d) Our subproblem selector selects a subproblem $S$ (yellow). (e) We feed $S$ into the subsolver to get a new subsolution $X_S'$. The red edges are updated by the subsolver. (f) We update $X$ to new solution $X'$ with $X' = X_S'$, then repeat (b)-(f).

and size $[43]$. For example, it is not clear how to meaningfully order the subproblems. One early work in this direction demonstrated that a last-in-first-out stack order performs better than random $[5]$. Our work provides a natural approach to order the subproblems based on predicted improvement.

Deep learning methods. Recently, there has been a surge of interest in training deep neural networks (DNN) to solve combinatorial problems. As observed by Kwon et al. $[21]$, most methods fall into one of the following two categories: 1) construction methods $[29, 20]$, where an autoregressive model such as the Pointer Network $[50]$ directly outputs a solution, and 2) improvement methods $[7, 15]$, where the DNN iteratively performs local updates to the solution, resembling local search. These methods are approaching the solution quality of LKH-3 $[13]$ on small problem instances. For example, Kwon et al. $[21]$ extends a construction approach $[20]$ to encourage more diverse output samples on $N \leq 100$ VRPs. Among improvement methods, Lu et al. $[27]$ learn a meta-controller to select among a set of local search heuristics, marking the first learning-based approach to outperform LKH-3 on $N \leq 100$ VRPs. Despite these successes, learning-based approaches for large-scale VRPs are poorly understood. In addition, all of the aforementioned methods are trained using deep reinforcement learning; for large problems, trajectory collection becomes prohibitively expensive.

Scaling up learning methods. A few recent works have begun to investigate scaling of learned networks for NP-hard graph problems. For example, Ahn et al. $[2]$ propose an iterative scheme called learning-what-to-defer for maximum independent set. At each stage, for each node in the graph, the network either outputs the solution for the node or defers the determination to later stages. Song et al. $[38]$ proposes an imitation-learning-based pipeline for Integer Linear Programs (ILP), where at each stage they partition all variables into disjoint subsets, and use the Gurobi $[12]$ ILP solver to solve the partitions. Due to differences in graph structure, our work presents a more natural scheme to handle VRP constraints and structures. A few works attempt to incorporate learning to decompose large-scale VRPs $[6, 47, 31]$. However, the decomposition approaches proposed appear to be experimentally less effective than ours.

4 An Iterative Framework for VRPs

While CVRPs are NP-hard and thus require worst-case exponential time in the problem size to solve optimally, typical CVRPs exhibit structure that practical solvers may exploit. We hypothesize that in
such situations, the larger problem can be efficiently approximately solved as a sequence of smaller subproblems, which can be delegated to efficient subsolvers. To test this hypothesis, we propose a learning-based, iterative framework with two components: 1) a subsolver capable of solving a small problem instance (exactly or approximately), and 2) a learned model for identifying suitable subproblems within a larger problem to delegate to the subsolver.

Algorithm 1: Learning to Delegate

Input: Problem instance \( P \), initialized solution \( X \), subproblem selector \( f_\theta \), subsolver \( \text{Subsolver} \), number of steps \( T \), parameter \( k \) denoting the size of subproblems

1. for Step \( t = 1: T \) do
2. \[ S_\text{k,local} \leftarrow \text{ConstructSubproblems}(P, X, k) \]
3. \( S \leftarrow f_\theta(S_\text{k,local}) \)
4. \( X'_S \leftarrow \text{Subsolver}(S) \)
5. \( X \leftarrow X'_S \cup X_{P \setminus S} \)
6. end for

We illustrate our iterative framework in Figure 1, which takes in a problem instance \( c \). In Algorithm 1, we refer to this restriction as ConstructSubproblems. Our restriction to a local selection \( k \) we only consider subproblems from \( P \). As the number of routes in \( R \) is exponential in the problem size \( N \), it is difficult for learned models to consider. Therefore we further restrict selection to subproblems with spatial locality. As shown in Figure 1(d), we only consider subproblems from \( S_\text{k,local} \), where each subproblem is centered around a particular route \( r \) and contains the \( k \) routes whose centroids have the smallest Euclidean distance to the centroid of \( r \). In this way, we reduce the selection space to \( \left| S_\text{k,local} \right| = R = O(N) \) from \( \left| S \right| = O(2^N) \). In Algorithm 1, we refer to this restriction as ConstructSubproblems. Our restriction to a local selection space is motivated by the fact that many combinatorial optimizations problems have inherent spatial locality, i.e., problem entities are more strongly affected by nearby entities than faraway entities. Earlier heuristical methods such as POPMUSIC \[42\] leverage similar spatial locality.

4.1 The Restricted Subproblem Selection Space

As the number of routes in \( P \) is \( R = O(N) \), the cardinality of the selection space \( S \) is \( O(2^R) \), which is exponential in the problem size \( N \). \( R \) is difficult for learned models to consider. If we restrict each subproblem to cities from exactly \( k \) routes, there are still \( \binom{R}{k} = O(R^k) \) subproblems to consider. Therefore we further restrict selection to subproblems with spatial locality. As shown in Figure 1(d), we only consider subproblems from \( S_\text{k,local} \), where each subproblem is centered around a particular route \( r \) and contains the \( k \) routes whose centroids have the smallest Euclidean distance to the centroid of \( r \). In this way, we reduce the selection space to \( |S_\text{k,local}| = R = O(N) \) from \( |S| = O(2^N) \). In Algorithm 1, we refer to this restriction as ConstructSubproblems. Our restriction to a local selection space is motivated by the fact that many combinatorial optimizations problems have inherent spatial locality, i.e., problem entities are more strongly affected by nearby entities than faraway entities. Earlier heuristical methods such as POPMUSIC \[42\] leverage similar spatial locality.

5 Learning to Delegate

In this section, we discuss criteria for selecting subproblems, and how to train the subproblem selector.

Improvement as the criteria for subproblem selection. Given a selected subproblem \( S \) with a current solution \( X_S \) on the subproblem, we obtain from LKH-3 a new solution \( X'_S \) on the same subproblem (step (d) to (e) in Figure 1). We then define the immediate improvement

\[
\delta(S) = c(X_S) - c(X'_S)
\]

(1)

where \( c(X_S) \) is the total cost of subproblem \( X_S \) and \( \delta(S) \) is the improvement in the solution cost. In this way, the sum of improvements along \( T \) steps is the total improvement in solution quality. As we empirically find that providing the previous subsolution \( X_S \) to the subsolver may trap the subsolver in a local optimum, we withhold \( X_S \) from the solver and thus may see non-positive improvement \( \delta(S) \leq 0 \), especially after many steps of subproblem selection. At test time, to avoid worsening the objective, we adopt a hill-climbing procedure such that when \( \delta(S) \leq 0 \), we keep \( X_S \) instead of \( X'_S \) (Figure 1, step (e)). With proper masking, we avoid selecting the same non-improving subproblem \( S \) again. The hill-climbing and masking procedures are applied to both our subproblem-selection network \( f_\theta \) and the three heuristic selection rules, described in 6.1 to maintain fair comparisons.
Figure 2: Our Transformer architecture. At each step of our framework (Figure 1(c)), we featurize subproblem \( S \in S_{k,\text{local}} \) into a column vector of unordered cities. We apply the Transformer encoder with multiple multi-head attention layers and a final linear layer, before mean-pooling over the cities to generate the predictions \( f_\theta(S) \), which we fit to the subsolution cost \( c(X'_S) \). When possible, we retrieve a previously predicted subproblem from a cache to minimize computation.

Subproblem selection. The goal of our subproblem selector is to select the subproblem leading to the best immediate improvement. While our subproblem selection does not directly optimize for the total improvement, we observe that (1) our subsolver may perform many low-level operations internally, so high-level problem selection may still benefit greatly from maximizing the immediate improvement, and (2) numerous reinforcement learning approaches to VRP \([53, 18]\) choose a small discount factor such as \( \gamma = 0.25 \) when optimizing a multi-step objective \( \sum_{t=1}^{T} \gamma^t \delta_t \), as doing so encourage faster convergence. Moreover, our subproblem selector may instead be trained on multi-step search data to select subproblems offering the best multi-step improvement.

Ground-truth labels. Our restricted selection space allows us to enumerate all possible subproblems at each step. In a typical large scale CVRP instance with \( N = 2000 \) cities, a solution consists of roughly \( R = 200 \) routes, so the size of the selection space is 200. We obtain the immediate improvement \( \delta(S) \) by running the subsolver on each subproblem \( S \in S_{k,\text{local}} \). Although our enumeration strategy is feasible for generating training data, it is much too slow to execute on a test CVRP instance. However, if our subproblem selector can predict the best immediate improvement at test time (that is, without running the subsolver on multiple subproblems), then we can combine the best of both worlds to obtain a fast and accurate selection strategy.

Selection strategies: regression vs classification. Given a labeled dataset, we may treat the task of identifying the best subproblem as either regression or classification. In the context of imitation learning with a greedy expert, the former learns a value function while the latter learns a policy. Due to space limitation, we focus discussion on regression and reserve comparison with classification for Appendix A.5.1. The regression-based subproblem selector uses a trained \( f_\theta \) to predict the subsolution cost \( c(X'_S) \); we then simply compute \( \arg\max_S c(X_S) - f_\theta(S) \) to select the best subproblem.

Network architecture. We define \( f_\theta \) with a Transformer encoder architecture \([45]\). The input representing each subproblem \( S \) is the unordered set of featurized cities in \( S \). The features for each city consist of the demand \( d \) and the location of the city \((x, y)\) relative to the depot. As we do not feed the existing subsolution \( X_S \) to the subsolver, the dense multi-head attention mechanism does not need to be modified to take the routes in \( X_S \) into account. The output of the Transformer encoder is fed into a linear layer then mean-pooled to obtain the scalar prediction \( f_\theta(S) \). In Appendix A.5.5 we perform an ablation study with simpler architectures.

Loss function. We empirically find mean squared error to be less stable than Huber loss \([16]\), which we set as our loss function

\[
L(\theta; S) = \begin{cases} 
\frac{1}{2} (f_\theta(S) - c(X'_S))^2, & \text{if } |f_\theta(S) - c(X'_S)| \leq 1 \\
|f_\theta(S) - c(X'_S)| - \frac{1}{2}, & \text{otherwise}
\end{cases}
\]
6 Experiments and Analysis

We illustrate the CVRP distributions considered in our work in Figure 3. We perform extensive experiments to evaluate our learning framework, aiming to answer the following questions:

1. **Uniform distribution.** How does our method compare with baselines, in terms of solution time and quality, on problems with uniformly distributed cities?
2. **Clustered distributions.** How does our method perform on problems with clustered cities?
3. **Out-of-distribution.** Can our model generalize, such as to larger or real-world instances?
4. **VRP variants.** Can our method address more sophisticated VRPs? E.g., CVRP with Time Windows (CVRPTW) [37] or VRP with Mixed Pickup and Delivery (VRPMPD) [33].
5. **VRP solvers.** Can our method be adapted to leverage other VRP subsolvers?

We reserve additional ablations on subproblem selection as classification, effect of subproblem size $k$ and discussion of asymptotic behavior, subproblem selection with the HGS subsolver, effect of weaker initialization methods, and comparison with simpler architectures for Appendix A.5.

6.1 Setup

We briefly describe experimental setup in the main text and defer full details to Appendix A.1. Given a particular distribution of VRP, we generate separate sets of training, validation, and test problem instances. Unless otherwise stated, our validation and test sets contain 40 instances each. For each problem instance, we generate a rough initial solution by partitioning it into disjoint subsets of cities and briefly running the subsolver on each subset. Due to its compatibility with many VRP variants, we use LKH-3 [13] as the subsolver for all VRP distributions unless otherwise stated.

We generate the training set by running our iterative framework and selecting subproblems by enumerating the subsolver on all $S \in S_{\text{local}}$. As many subproblems remain unchanged from $X$ to $X'$, we use previously cached subsolutions when possible instead of re-running the subsolver. While generation times differ depending on several factors, typically it takes less than 10 hours with 200 Intel Xeon Platinum 8260 CPUs to generate a training set of 2000 instances.

To avoid training multiple models for different problem sizes $N$, we train a single model for each VRP distribution with combined data from multiple $N \in \{500, 1000, 2000\}$. Training takes at most 8 hours on a single NVIDIA V100 GPU. To exploit symmetry in problem instances, we apply rotation and flip augmentation at training time. To evaluate trained selectors on a problem instance, we run the iterative selection framework on a single CPU, with disabled multithreading and no GPU.

We select the best hyperparameters via manual search based on validation set performance. We record final results on the test set as the mean and standard error over 5 runs with different random seeds.

**Baselines.** By default, as we use LKH-3 as the subsolver, we run LKH-3 on the full problem instances with our initialization for 30000 local update steps, which takes 2-3 hours on average for $N = 2000$. If using HGS as the subsolver, we also run HGS on the full problem instances for the same amount of time as our LKH-3 baseline. These baselines allow us to compute the speedup of our framework over the subsolver alone. We also compare against OR Tools [30], another open source
Table 1: Performance and computation time for uniform CVRP. For problem instance sizes \( N \in \{500, 1000, 2000\} \), we report the objective values (lower is better) of our method and baseline methods, averaged across all instances in the test set. Note that the cost is the total distance of routes in the solution. LKH-3 (30k) runs LKH-3 for 30k steps to near convergence, while LKH-3 (95%) is the 95% solution quality. Random, Count-based, Max Min Distance, and Ours (Short) run until matching LKH-3 (95%) in solution quality, with the speedup reported in parentheses, while Ours (long) runs for twice amount time as Ours (Short).

| Method     | \( N = 500 \)  | \( N = 1000 \) | \( N = 2000 \) |
|------------|----------------|----------------|----------------|
| LKH-3 (95%)| 62.00          | 120.02         | 234.89         |
| LKH-3 (30k)| 61.87          | 119.88         | 234.65         |
| OR Tools   | 65.59          | 126.52         | 244.65         |
| AM sampling| 69.08          | 151.01         | 356.69         |
| AM greedy  | 68.58          | 142.84         | 307.86         |
| NeuRewriter| 73.60          | 136.29         | 257.61         |
| Random     | 61.99          | 120.02         | 234.89         |
| Count-based| 61.99          | 120.02         | 234.89         |
| Max Min    | 61.99          | 120.02         | 234.89         |
| Ours (Short)| 61.99         | 119.55         | 233.86         |
| Ours (Long)| 61.70          | 119.55         | 233.86         |

heuristic VRP solver employing iterative search, terminating runs at 15 minutes, as OR Tools stops improving the solution within this time for all instances.

We include results for previous learning methods AM [20] and NeuRewriter [7]. These do not outperform LKH-3 even on small problem sizes, and learning methods have had more difficulty generalizing to larger instances. In fact, these methods are trained on problems of size \( N \leq 100 \), and we find that they yield poor solutions on \( N \geq 500 \) without architecture modifications and extensive re-training. The AM and NeuRewriter results demonstrate the difficulty of scaling up previous learning methods. We do not initialize OR-Tools, AM, and NeuRewriter because we empirically find that these methods have limited solution capability and do not improve our decent initialization.

To validate our subproblem selector’s ability to identify promising subproblems, we design three additional baselines that employ our iterative framework using hand-crafted heuristics to select subproblems. The three heuristics that we use are: (1) Random, selecting subproblem \( S \) from \( S_{k, \text{local}} \) uniformly; (2) Count-based, which avoids repetitive selections by selecting the subproblem centered at the route whose city nodes have been selected cumulatively the least often in previous steps; and (3) Max Min Distance, which encourages coverage of the entire problem instance by selecting subproblems with the maximum distance from the nearest centroid of previously selected subproblems. We run the heuristic baselines with the same setup as our learned subproblem selector.

Metrics. We refer to two metrics to compare our method against baseline methods.

1. **Improvement over method X**: at a specified computation time, the improvement of method Y over method X is the total improvement of method Y minus that of method X.

2. **Speedup over method X**: at a specified solution quality that method X attains, the speedup of method Y over method X is the computation time required for method X to attain the solution quality divided by the time for method Y to attain the solution quality.

We define 95% solution quality of running a method X over a computation time as the solution quality with 95% of the total improvement. We report speedup at 95% solution quality of a method X because X may take a disproportionate amount of time on the last 5% of improvement; reporting speedup at 100% solution quality inflates the speedup.
6.2 Uniform CVRP Distribution

As seen in Table 1, our method achieves the best performance for all problem sizes, matching LKH-3’s solution quality with more than 7x to 15x less computation time and offering even more improvements with longer computation time. Although we need to evaluate all \( R = O(\text{N}) \) subproblems of the initial solution with our subproblem selector, subsequent per-step computation time of our method is mostly independent of the problem size \( \text{N} \) since we only evaluate changed subproblems.

Running LKH-3 for 30k local update steps achieves superior performance to all previous other heuristic and learning-based baselines. Its solution quality scales well to large problem sizes, yet the solution time is significantly longer. Previous learning-based methods, though fast, result in much worse solution qualities. Our heuristic baselines Random, Count-based, and Max Min Distance demonstrate that our iterative framework, even without the learned subproblem selector, may achieve over 5x to 10x speedup over LKH-3. Nevertheless, our results demonstrate that learning the subproblem selector may offer an additional 1.5x speedup over non-learning heuristics.

In Figure 4, we demonstrate the solution quality of our method and baselines compared to LKH-3. We see that, compared to baseline methods, the learned subproblem selector obtains the best solution quality when run for a reasonable amount of time. The improvement of most methods based on our iterative framework converge when run for an excessive amount of time; this is unsurprising, as Random and other baselines are eventually able to select all subproblems offering improvements.

In Figure 5, we demonstrate the speedup of our method over LKH-3, comparing to baseline methods. The speedup is often significant even at low levels of solution quality, and improves with higher solution quality. The speedup is not as meaningful beyond 95% LKH-3 solution quality, as LKH-3 takes a disproportionate amount of time to attain the last 5% of improvement.

6.3 Clustered and Mixed CVRP Distributions

We further examine the framework’s performance on CVRP distributions with clusters of cities, such as studied in [8, 44]. We generate a clustered instance by first sampling \((x, y)\) locations of \( n_c \) cluster centroids then sampling the cities around the centroids. The mixed distribution samples 50% of the cities from a uniform distribution and the rest from around cluster centers. We generate a dataset...
of instances for every \((N, n_c, m) \in \{500, 1000, 2000\} \times \{3, 5, 7\} \times \{\text{Clustered, Mixed}\}\) and train a single model on the entire dataset. We evaluate the model on validation and test sets of 10 instances per \((N, n_c, m)\) combination (i.e. 60 instances per \(N\)). Due to space limitation, we provide more details about the data distribution and full results in Appendix A.2.

Table 2 reports speedups of our method and the Random baseline over LKH-3. Our method sees at least 2x speedup over Random in all settings. We see larger speedups for clustered distributions than for mixed or uniform distributions (Table 1).

### Table 2: Speedup for \(N = 2000\) clustered and mixed CVRPs at 95\% LKH-3 30k solution quality.

| Setting | \(n_c = 3\) | \(n_c = 5\) | \(n_c = 7\) |
|---------|-------------|-------------|-------------|
| Clustered Ours | 26x | 18x | 25x |
| Random | 11x | 7.5x | 9.0x |
| Mixed Ours | 13x | 14x | 14x |
| Random | 6.6x | 6.4x | 7.6x |

### 6.4 Out-of-distribution Generalization

We study how our subproblem selector generalize to a uniform CVRP distribution with larger problem size \(N = 3000\) and to a real-world CVRP distributions, both unseen at training time. The real-world CVRP distribution derives from a CVRP dataset [4] consisting of 10 very-large-scale instances on 5 Belgium regions with \(N\) ranging from 3000 to 30000 and randomly generated demand distribution. To generate an instance, we subsample the cities in a region without replacement to \(N = 2000\), while regenerating the demands to match our training distribution. For each original instance, we generate 5 subsampled instances to form the test set of 50 total instances. We visualize the original and subsampled datasets in Appendix A.3.

We apply subproblem selectors trained on uniform and clustered data without finetuning on the new data distributions and report the speedup comparison with the Random baseline in Figure 6. We see that when transferring to \(N = 3000\), subproblem selectors trained on uniform and clustered data offer similar performance. However, the model trained on the clustered distribution generalizes well to the real-world distribution while the model trained on the uniform distribution fails to generalize, with worse speedup than the Random baseline. These results suggest that the domain variability of the clustered distribution strongly improves generalization performance.

### 6.5 Other VRP Variants

While our previous experiments vary the distribution of city locations in CVRP, here we consider two VRP variants with uniform city distribution but with additional constraints: CVRPTW [37] and VRPMPD [33]. The former specifies a hard time window constraint for visiting each city, while the latter specifies pick up and delivery constraints in addition to capacity constraint. A detailed description of the variants can be found in Appendix A.4.

Similar to CVRP, we observe significant speedup with our iterative framework alone, while learning offers additional speedup. For CVRPTW, our method offers a 8.2x speedup while our Random baseline offers a 5.9x speedup; for VRPMPD, our method offers a 31x speedup while our Random baseline offers a 20x speedup. We suspect that the time window constraint in CVRPTW imposes strict orderings on the order of city visitations, increasing the difficulty for the subproblem selector.
Figure 7: **Speedup in other $N = 2000$ VRP variants**, CVRPTW (left) and VRPMPD (right).

Figure 8: **Speedup with the HGS subsolver on uniform CVRP.** We compare the speedup of our method equipped with LKH-3 or HGS as the subsolver for $N = 2000$ (left) and $N = 3000$ (right).

### 6.6 A State-of-the-Art CVRP Subsolver: HGS

While we focus our analysis on LKH-3 due to its applicability to many variants of VRPs, HGS is a state-of-the-art solver focused on CVRP. Thus, we apply our method to train subproblem selectors for the HGS subsolver. We discuss the full experimental setup and results in Appendix A.5.3.

With HGS as the subsolver, we observe a 103x speedup for our method on $N = 2000$, compared with a 77x speedup for the Random baseline. Similarly, we observe a 198x speedup for our method on $N = 3000$, compared with a 152x speedup for our Random baseline. The large speedup may be due to the fact that HGS is designed and calibrated for medium-scale problems of 500 to 1000 cities, allowing it to function better as a subsolver for large-scale VRPs.

### 7 Conclusion

This paper presents a learning-based framework which learns which subproblems to delegate to a subsolver when solving large VRPs. Spatial locality allows us to learn the subproblem selector over a reduced selection space. The proposed method accelerates competitive VRP solvers on problems of sizes up to 3000, requiring an order of magnitude less computation time. We identify a 1.5x to 2x speedup over non-learning selection strategies. Our results generalize to a variety of VRP distributions, variants, and solvers.

While most previous learning-based combinatorial optimization methods rely on reinforcement learning due to the unavailability of optimal solutions as high-quality labels, our work highlights the counterintuitive effectiveness of supervised learning with only moderate-quality labels to achieve high-quality solutions with iterative subproblem selection. An interesting line of future work may explore other ways to effectively leverage moderate-quality labels for combinatorial optimization tasks. In particular, we discuss in Appendix A.6 the applicability of our method to other combinatorial optimization problems with spatial locality. We believe that our learning framework can serve as a powerful technique for both the learning and operations research communities to scale up combinatorial optimization solvers.

Our code is publicly available at [https://github.com/mit-wu-lab/learning-to-delegate](https://github.com/mit-wu-lab/learning-to-delegate).

**Negative Social Impact.** Enabling more efficient solutions of large-scale VRPs may exhibit negative externalities such as inducing additional traffic from delivery vehicles and centralizing services that pose a stronger competition to brick-and-mortar retail.
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A.1 Experiment Setup

We discuss the full experimental setup for training and evaluating the subproblem selector on the uniform CVRP distribution in this section while reserving any minor modifications for the clustered CVRP distributions, real-world CVRP distribution, VRP variants, and ablation studies for Appendix A.2, A.3, A.4, and A.5, respectively.

Uniform CVRP distribution. We generate CVRP instances of size \( N = 500, 1000, 2000, \) and 3000 following the same distribution of cities locations and demands as previous works \cite{29, 20, 27, 21}: the depot and cities’ \((x, y)\) locations are sampled uniformly from \([0, 1]^2\), each city’s demand \(d\) is sampled uniformly from \([1, 2, \ldots, 9]\), and each vehicle has capacity \(C = 50\). For each \(N\), we sample \(n_{\text{train}} = 2000\), \(n_{\text{val}} = 40\), and \(n_{\text{test}} = 40\) problem instances for the training, validation, and test set.

| Choices of \(N\)          | \{500, 1000, 2000, 3000\} |
|--------------------------|---------------------------|
| Dist. of depot location  | \(\mathcal{U}([0, 1]^2)\) |
| Dist. of city location   | \(\mathcal{U}([0, 1]^2)\) |
| Dist. of city demand     | \(\mathcal{U}([1, \ldots, 9])\) |
| Vehicle capacity         | 50                         |

Table 3: Uniform CVRP parameters.

Initialization solution. Our iterative learning-to-delegate framework (Figure 1) requires a feasible initial solution \(X_0\). To generate \(X_0\) for each problem instance, we employ a fixed initialization scheme in which the space is partitioned into 10 equally-sized angular sectors radiating outward from the depot. We then run the LKH-3 solver for a brief 100 steps on each partition to produce initial routes. Initialization on average takes 6 seconds for \(N = 500\), 18 seconds for \(N = 1000\), 50 seconds for \(N = 2000\), and 94 seconds for \(N = 3000\) on a single CPU. Our initialization scheme is similar to the sweep-based algorithm proposed by Renaud and Boctor \cite{32}, which is a commonly used initialization scheme for iterative VRP solvers. Unless stated otherwise, we use the same initialization

|               | Training  | 2000 instances |
|---------------|-----------|----------------|
|               | Validation| 40 instances   |
|               | Test      | 40 instances   |

Table 4: Data splits.
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In Table 1, we compare our methods with two learning baselines:

Baseline learning methods.

| Hyperparameter | Value |
|----------------|-------|
| Optimizer      | Adam  |
| Learning rate  | 0.001 |
| Learning rate schedule | Cosine |
| Batch size     | 512   |
| Number of gradient steps | 40000 |
| GPU            | NVIDIA V100 |

Table 5: Best architecture hyperparameters.

| Hyperparameter | Value |
|----------------|-------|
| Base model     | Transformer |
| Model dimension \(d_{\text{model}}\) | 128 |
| Number of heads \(n_{\text{heads}}\) | 8 |
| Number of layers \(n_{\text{layers}}\) | 6 |
| Feed-forward dimension \(d_{\text{ff}}\) | 512 |
| Activation     | ReLU |
| Layer Normalization | Yes |
| Dropout        | 0 |

Table 6: Best training hyperparameters.

| Hyperparameter | Value |
|----------------|-------|
| Optimizer      | Adam  |
| Learning rate  | 0.001 |
| Learning rate schedule | Cosine |
| Batch size     | 32 |
| Number of gradient steps | 80000 |
| GPU            | NVIDIA V100 |

scheme in all methods to fairly compare each method’s ability to improve from a rough initialization. We additionally explore the effect of initialization quality on our method in Appendix A.5.4.

Training data generation. We generate the training set by running our iterative framework and selecting subproblems as follows: for each instance \(P\) with initial solution \(X\) in the training set, we run the subsolver on each \(S \in S_{k,\text{local}}\) to compute the subsolution \(X_S\) and improvement \(\delta(S)\). We update the solution from \(X\) to \(X'\) with arg max \(S \delta(S)\) then repeat the process on \(X'\) for a fixed number of steps \(D_{\text{train}} = 30\) of our iterative framework. For the uniform CVRP distribution, for each route \(r\) in the current solution \(X\), we construct \(S_{k,\text{local}}\) with \(k = 10\) nearest routes. We compute the subsolution by running the LKH-3 subsolver for 500 steps, which takes around 6.7 seconds on a single CPU for a \(k = 10\) subproblem composed of around 100 cities. We concatenate training data from multiple \(N\)’s to train the subproblem regression model. As mentioned in the main text, most subproblems remain unchanged from \(X\) to \(X'\), so we do not repeat unchanged subproblems in our generated training set; therefore, the number of unique subproblems in our training set may be around 3-8 times smaller than the total number of non-unique subproblems \(n_{\text{train}}D_{\text{train}}\mathbb{E}[R] \approx n_{\text{train}}D_{\text{train}}\frac{N}{|d|}\) in the training set, where \(\mathbb{E}[R]\) is the average number of routes in a solution.

As we find that the performance of the subproblem regression model trained on the concatenated \(N = 500\) and 1000 data offers satisfactory performance, even when transferred to \(N = 2000\) and 3000, we do not collect training data for the latter two cases. Collecting training data is the most computationally intensive component of our work, and the computation time increases with larger \(N\), larger \(k\), and larger \(D_{\text{train}}\). By restricting training data collection to \(N = 500\) and 1000, \(k = 10\), and \(D_{\text{train}} = 30\), the total time taken is around 10 hours on 200 CPUs.

Input features. To convert each subproblem \(S\) into the input to our Transformer subproblem selector, we create a 3-dim input feature vector for each city consisting of the city’s \((x, y)\) locations (centered around the depot’s \((x, y)\) location) and the demand \(d\) (rescaled by the capacity).

Architecture and training hyperparameters. Our best Transformer model uses model dimension \(d_{\text{model}} = 128\), \(n_{\text{heads}} = 8\) heads, \(n_{\text{layers}} = 6\) layers, feed-forward dimension of \(d_{\text{ff}} = 512\), ReLU activation, layer normalization, and no dropout. We train with Adam optimizer with a learning rate of 0.001, cosine learning rate decay, and a batch size of 2048 for 40000 gradient steps. All hyperparameters are selected on the validation set and frozen before evaluating on the test set.

Baseline learning methods. In Table 1, we compare our methods with two learning baselines: Attention Model (AM) [20] and NeuRewriter [7]. We use the pre-trained AM model provided by the author: https://github.com/wouterkool/attention-learn-to-route. The model is trained on problems of size 100 following the same distribution as ours. The model has two modes of prediction: greedy and sampling. We perform 1280 samples per instance, yet find the sampling performance worse than the greedy result. While the original paper reports better sampling performance than greedy when \(N \leq 100\), we believe that AM sampling suffers from the fact that the solution space is exponentially larger with our large problem instance sizes. Therefore, any small stochasticity and imperfections from AM sampling may autoregressively compound much more in our setting than in previous AM settings. We use a single NVIDIA V100 GPU with 20 CPUs for evaluation.
For NeuRewriter, we re-train the network on problems of size 100 using the code provided by the author: https://github.com/facebookresearch/neural-rewriter as no pre-trained model is available. Similarly to AM, we choose size 100 since it is the largest training problem size from the paper. We run into memory and fitting issue when trying to rerun their code on larger problem sizes, so we do not report the numbers here. We use a single NVIDIA V100 GPU with 20 CPUs to perform the evaluation.

A.2 Clustered and Mixed CVRP

Clustered CVRP distribution. We generate clustered CVRP distribution by modifying the distribution of city locations within the uniform CVRP distribution specified in Appendix A.1. Given the number of clusters \( n_c \), we first generate \( n_c \) cluster centroids by sampling from \( U([0.2, 0.8]^2) \) as the \((x, y)\) locations. Then, we generate the city nodes by first sampling a centroid uniformly at random, and then sampling the \((x, y)\) location normally distributed with the mean at the centroid and standard deviation 0.07. The \((x, y)\) locations are clipped within the \([0, 1]^2\) box.

Mixed CVRP distribution. For the mixed distributions, we sample half of the city nodes according to the uniform distribution, and the other half according to a clustered distribution with \( n_c \) centers. This is the common practice used in standard CVRP benchmark datasets [44]. Note that we generate our new dataset instead of using the benchmark datasets because the CVRP benchmark datasets include mostly small scale \( N \leq 500 \) instances and have very few instances with \( N \geq 100 \).

Dataset composition. As we experiment over all combinations of \( N \in \{500, 1000, 2000\} \), \( n_c \in \{3, 5, 7\} \), and \( m \in \{\text{Clustered}, \text{Mixed}\} \), we generate smaller training, validation, and test set sizes with 500, 10, and 10 instances respectively for each combination. We visualize one clustered and one mixed instance in Figure 3.

Training and evaluation. Like in uniform CVRP, we do not collect the training set for the \( N = 2000 \) instances and concatenate the training set for all remaining combinations to create a single training set of \( 2 \times 3 \times 2 \times 500 = 6000 \) problem instances. We use identical architecture and training hyperparameters as listed in Appendix A.1 as we find that these hyperparameters perform reasonably well. We report results on the test set of 10 instances for each of the \( 3 \times 3 \times 2 = 18 \) settings separately.

Additional results. We include the full evaluation results on the test set for all clustered and mixed distributions. Figure 18 contains results for \( N = 500 \), Figure 19 contains results for \( N = 1000 \), and Figure 20 contains results for \( N = 2000 \). As mentioned in the above paragraph, a single trained model for our method is evaluated on all combinations of \((N, n_c, m)\), which demonstrates superior speedup and improvement (when run for a reasonable time period) over the Random baseline. To save space, we also include results with the HGS subsolver in the same set of plots.

A.3 Out-of-distribution CVRPs

Here we describe the CVRP distributions and full results supporting the out-of-distribution generalization performance of our trained uniform CVRP and clustered CVRP models, with full training specifications in Appendix A.1 and Appendix A.2 respectively.

A.3.1 Uniform CVRP with \( N = 3000 \)

We do not describe the setup here as it was previously described with the uniform CVRP distribution in Appendix A.1. In Figure 9, we see that the model trained on the clustered CVRP demonstrates slightly better improvement than the model trained on the uniform CVRP; otherwise the model performances are similar.

A.3.2 Real-world CVRP

Excitingly, we see robust generalization performance of our previously trained models to problem instances from an unseen real-world CVRP distribution derived from the large-scale real-world CVRP dataset generated by Arnold et al. [4], which is open source at https://antor.uantwerpen.be/xxlrouting/.
Figure 9: **Uniform CVRP distributions**, \( N = 3000 \). Graphs of speedup (left, higher is better), improvement (middle, higher is better), and total cost (right, lower is better). The left graph is the same as the left graph in Figure 6. The right vertical axis in the improvement graph (middle) indicates the improvement over LKH-3 as a percentage of the total improvement that LKH-3 attains over 30k steps. The horizontal dotted black line in the total cost graph (right) indicates the initial solution quality for all methods. The vertical dashed black line in the speedup graph (left) and the horizontal LKH-3-colored line in the total cost graph (right) indicate the 95% LKH-3 solution quality. The overlapping colored vertical lines in the improvement graph (middle) and the total cost graph (right) indicate computation times required for the corresponding learning-based methods to reach the aforementioned solution quality.

Table 7: **Instance sizes** \( N \) of original real-world instances from Arnold et al. [4]. Instances are subsampled without replacement to \( N = 2000 \) before feeding into our model.

| Region      | Centralized Depot | Eccentric Depot |
|-------------|-------------------|-----------------|
| Leuven      | 3000              | 4000            |
| Antwerp     | 6000              | 7000            |
| Ghent       | 10000             | 11000           |
| Brussels    | 15000             | 16000           |
| Flanders    | 20000             | 30000           |

**Original real-world CVRP distribution.** The original dataset contains 10 instances representing 5 different Belgium regions: Leuven, Antwerp, Ghent, Brussels, and Flanders. For each region, two instances are provided: one with a depot located at the center of all cities and the other with an eccentric depot located in the outskirts of the regions. We list the original sizes of each instance in Table 7 and visualize them in Figure 10.

This dataset focuses on long-haul deliveries, with the average solution route length ranging from 14.8 to 117.2. The authors randomly sample demand for each node from \( \{1, 2, 3\} \) with probabilities 0.5,

Figure 10: **Original real-world CVRP instances.** Five instances (top row) have centralized depots and five (bottom row) have eccentric depots.
0.3, and 0.2 respectively, and the capacity of the vehicle ranges from 20 to 50 for central depot and ranges from 100 to 200 for eccentric depot.

**Our real-world CVRP dataset.** To apply our pre-trained models, we first convert the original real-world CVRP to be reasonably close to our training distributions. To generate each instance in our real-world CVRP distribution from an instance in the original dataset, we subsample the original instance to \( N = 2000 \) without replacement, resample each demand from our demand distribution \( U(\{1, 2, \ldots, 9\}) \), then set the vehicle capacity to \( C = 50 \). For each original instance, we generate 5 instances from our real-world CVRP distribution. Therefore, our validation and test sets contain 50 instances in total. One instance from our test set is visualized in Figure [8].

**Additional results.** We show the full transfer performance of the models trained on uniform and clustered CVRP to our real-world CVRP distribution in Figure [11]. We see that the model trained on the clustered CVRP distributions significantly outperforms both the model trained on the uniform CVRP distribution and the Random baseline, whereas the model trained on the uniform CVRP distribution sometimes performs worse than the Random baseline. Encouragingly, the clustered model shows strong generalization performance in CVRP distributions which may be of practical value in the real world.

![Figure 11: Our real-world CVRP distribution.](image)

**A.4 VRP Variants**

Here we provide the full definition, experimental setup, and results for VRP variants discussed in Section 6.5 CVRPTW and VRPMPD.

**A.4.1 CVRPTW ( Capacitated Vehicle Routing Problem with Time Windows) **

**Problem formulation.** We use the standard CVRPTW formulation found in Gehring and Homberger [11] and Solomon [37]. In addition to all CVRP constraints, each city node \( i \) has a time window \([e_i, l_i]\), the earliest and latest time to visit city \( i \) respectively, and a service time \( s_i \). The depot has a time window \([e_0, l_0]\) but no service time. Each vehicle departs the depot at time \( e_0 \) and returns a route \( r \) to satisfy the additional time window constraint. Let \( i \) and \( j \) be consecutive cities on route \( r \), and let \( b_{ij}^r \) denote the arrival time at city \( i \) of the vehicle serving route \( r \). Then the departure time at city \( i \) is \( b_{ij}^r + s_i \) and the arrival time at the next city \( j \) is \( b_{ij}^r = \max\{e_j, b_{ij}^r + s_i + t_{ij}\} \) where \( t_{ij} \) is the travel time that equals the Euclidean distance from \( i \) to \( j \). This specifies that if a vehicle arrives too early at \( j \), then it needs to wait until the start time \( e_j \) of \( j \). Meanwhile, the route becomes infeasible if the vehicle arrives at \( j \) later than \( l_j \). Finally, the depot’s time window requires the route to travel back to the depot before \( l_0 \). The number of vehicles is unconstrained. The objective is the same as in CVRP, i.e. minimizing the total Euclidean edge costs of all the routes, which is the standard objective used in the literature [19][17]. The time window constraint imposed by this variant is related to other combinatorial optimization problems such as job shop scheduling [5].
Problem distribution. We generate CVRPTW instances following a similar procedure as in Solomon [37]: we first generate CVRP instances following the same uniform location and demand distribution as described in Section A.1. For the time window constraint, we set the time window for the depot as $[e_0, l_0] = [0, 3]$, and the service time at each $i$ to be $s_i = 0.2$. We further set the time window for city node $i$ by (1) sampling the time window center $c_i \sim U([e_i + l_{0,i}, t_{0,i} - t_{0,i} - s_i])$, where $t_{0,i} = t_{i,0}$ is the travel time, equaling the Euclidean distance, from the depot to node $i$; (2) sampling the time window half-width $h_i$ uniformly at random from $[s_i/2, l_0/3] = [0.1, 1]$; (3) setting the time window for $i$ as $[\max(e_0, c_i - h_i), \min(l_0, c_i + h_i)]$.

Training data generation. Unlike for CVRP distributions, we generate training data using $k = 5$ routes per subproblem instead of $k = 10$; doing so does not change the number of subproblems at each step, but significantly speeds up the generation process for two reasons: 1) running the subsolver on each subproblem takes around 3.4 seconds instead of 6.7 seconds for $k = 10$ and 2) updating current $X$ with the subsolution $X_S$ for a smaller subproblem $S$ means that there will be more repeated subproblems from $X$ to $X'$ as other subproblems are less likely to be affected. Therefore, in around 10 hours total on 200 CPUs, we are able to generate training data with 2000 instances per $N$ and $D_{gain} = 40, 80, and 160$ for $N = 500, 1000,$ and $2000$, respectively. An ablation study on the effect of $k$ in uniform CVRP is provided in Appendix A.5.2.

Additional results. We show the full CVRPTW results in Figure 14 which also includes a comparison between subproblem regression and subproblem classification. Interestingly, while our method offers significant speedup over baseline methods and offers significant improvement over LKH-3 (relative to LKH-3’s total improvement over 30k steps) when run for a reasonable amount of time, the improvement over the LKH-3 baseline diminishes when run for a very long time. Indeed, our method terminates at a slightly worse total cost than LKH-3 for $N = 500$ when run for a very long time. However, as we show in the ablation over subproblem size $k$ in Appendix A.5.2, we see that using $k = 10$ tends to offer better eventual improvement in uniform CVRP, so the diminishing improvement effect may be partially attributed to the fact that we use $k = 5$ for the CVRPTW experiments.

A.4.2 VRPMPD (Vehicle Routing Problem with Mixed Pickup and Delivery)

Problem formulation. This VRP variant models the backhauling problem where the vehicles are both delivering items to cities from the depot and picking up items from cities to bring back to the depot. We use the standard VRPMPD formulation as in Salhi and Nagy [33], where each city $i$ either has a pickup order with load $p_i$ or delivery order with load $d_i$. Each vehicle with a capacity $C$ starts by loading all delivery orders along the route. Each time the vehicle visits a delivery city $i$, the vehicle’s load decreases by $d_i$; conversely, each time the vehicle visits a pickup city $j$, the vehicle’s load increases by $p_j$. A valid route requires that the vehicle’s load is no greater than $C$ by (1) sampling the time window center $c_i \sim U(\{1, 2, \ldots, 9\})$ and the other half delivery orders with $d_i \sim U(\{1, 2, \ldots, 9\})$. We set the vehicle’s capacity to be $C = 25$ instead of 50 (as done for other VRPs) because each route in VRPMPD visits roughly 2x more cities than those in CVRP or CVRPTW with the same capacity, as the vehicle gains empty space after visiting the cities with delivery orders and can serve cities with pickup orders afterward.

Training data generation. We use the same $k = 5$ data generation process as described in Appendix A.4.1 but for VRPMPD instead of CVRPTW.

Additional results. We show the full VRPMPD results in Figure 15, which also includes a comparison between subproblem regression and subproblem classification. Similar to the behavior in CVRPTW, while our method offers significant speedup over baseline methods and offers significant improvement over LKH-3 (relative to LKH-3’s total improvement over 30k steps) when run for a reasonable amount of time, the improvement over the LKH-3 baseline diminishes when run for a very long time. However, as we show in the ablation over subproblem size $k$ in Appendix A.5.2, we see
that using \( k = 10 \) tends to offer better eventual improvement in uniform CVRP, so the diminishing improvement effect may be partially attributed to the fact that we use \( k = 5 \) for the VRPMPD experiments.

A.5 Ablation Studies

A.5.1 Regression vs Classification for Subproblem Selection

While we focus on regression in Section 5 here we discuss how to frame subproblem selection as classification, and compare results and discuss trade-offs with regression-based subproblem selection.

Subproblem selection as classification. The goal of a classification-based subproblem selector is to select the subproblem which results in the best immediate improvement when solved by the subsolver.

Label transformation. Optimally, we would like our subproblem selector to select the subproblem with the best immediate improvement. However, since we want to avoid overpenalizing the subproblem selector for putting probability mass on a slightly suboptimal selection, we construct a softmax soft label based on \( \delta(S) \) with temperature parameter \( \tau \) rather than a one-hot hard label, which corresponds to \( \tau \rightarrow 0 \)

\[
\ell(S) = \frac{e^{\delta(S)/\tau}}{\sum_{S' \in S_{k,\text{local}}} e^{\delta(S')/\tau}}
\]

(3)

Figure 12: Our Graph Attention Network (GAT) architecture. At each step of our iterative framework (Figure 1(c)), we featurize the problem instance \( P \) with current solution \( X \) into city-node (filled circle) and route-node (empty diamond) features and city-to-subproblem and route-to-subproblem edges. The city-node input features at the \( i \)th graph attention layer is passed through a FC network to obtain the input city-node features at the \( i+1 \)th graph attention layer. The subproblem-node (filled diamond) output features of the \( i \)th graph attention layer is passed through a FC network to obtain the input route-node features at the \( i+1 \)th graph attention layer. The final graph attention layer’s subproblem-node output features are fed into a linear layers with softmax activation to obtain the classification probabilities \( p_\phi(S) \) for each subproblem.

Network architecture. An important consequence of subproblem classification is that all subproblems must be considered jointly. This requires a different architecture than presented in Section 5. Intuitively, in order to consider which subproblem is best, the other subproblems must be taken into account. In the regression context, a local measure of improvement is all that is needed. More precisely, as subproblem classification inherently requires feed-forward and back-propagation computation over all subproblems \( S \in S_{k,\text{local}} \) for a single problem \( P \), our choice of architecture must
address this constraint to feasibly train with a large enough batch of problems. Unlike in subproblem regression, we cannot simply sample batches of subproblems from the set of all problem instances to fit individually; each computation in classification entails a softmax over \(|S_k,_{\text{local}}|\) subproblems from the same problem instance. Therefore, our classification-based subproblem selector consists of a Graph Attention Network (GAT) backbone [46], which shares computation and memory between overlapping subproblems in the same problem instance, permitting the use of large batches of problem instances \(P\) to increase training stability.

We illustrate the nodes and edges of the graph attention in Figure 12. Given a problem instance \(P\), we define three types of graph nodes: one city-node per city in \(P\), one route-node per route \(r\) in the current solution \(X\), and one subproblem node per \(S \in S_k,_{\text{local}}\). We define two types of directed edge connections: a city-to-subproblem edge connects a city-node to a subproblem-node if the city is in the subproblem and a route-to-subproblem edge connects a route-node to a subproblem-node if the route is in the subproblem. The input city-node features is fed into a fully connected (FC) network to obtain the input city-node features of the next graph attention layer, while the output subproblem-node features is fed into another FC network to obtain the input route-node features for the next graph attention layer, as each subproblem \(S\) corresponds to a single route \(r\) by construction as described in Subsection 4.1. The subproblem-node features of the final graph attention layer are fed into a linear layer with softmax activation to obtain classification probabilities.

**KL divergence loss.** We minimize the KL divergence between the ground-truth soft labels \(\ell(S)\) and the subproblem selector output probability distribution \(p_\phi(S)\), where \(\phi\) is the parameters of the subproblem selector

\[
L(\phi; P) = D_{\text{KL}}(\ell||p_\phi) = \sum_{S \in S_k,_{\text{local}}} \ell(S) \log \left( \frac{\ell(S)}{p_\phi(S)} \right).
\]

One possible advantage of the KL divergence loss is that it places the most weight on subproblems with high \(\ell(S)\), which may help the neural network focus on a few subproblems with high immediate improvements rather than the many subproblems with low immediate improvement. In contrast, the Huber loss used in subproblem regression places equal emphasis on fitting subproblems with low and high immediate improvements.

**Classification setup.** While we previously describe the setup of the regression model in Appendix A.1, here we describe the additional modifications made in the classification setup compared with the regression setup.

1. While we do not need to collect separate training data from the regression setup, we need to process the label to be \(\ell(S)\) rather than \(\delta(S)\).
2. In addition to extracting 3-dim feature vector for each city in \(P\), we also extract 8-dim feature vector for each route in the current solution \(X\) consisting of: the average, max, and min \((x, y)\) locations of cities in the route (shifted by the depot’s \((x, y)\) location); the sum of demands of cities in the route; and the route’s distance.
3. We find the best GAT architecture hyperparameters to be a model (hidden) dimension of 128, 1 attention head, and 3 graph attention layers.
4. As the classification network does not handle multiple problem sizes (e.g. \(N = 500\) and \(N = 2000\)) naturally due to large differences in the number of subproblems, we train each classification model on data from a single problem instance size. However, this is not a fundamental limitation, and future works may explore training a subproblem classification network on multiple problem sizes.
5. We train our best classification models with batch sizes of 256, 256, and 512 problem instances respectively for \(N = 500, 1000, 2000\). We emphasize that the batches here are batches of problem instances, where each problem instance graph inherently contains \(|S_k,_{\text{local}}|\) subproblems as illustrated earlier in Figure 12, rather than batches of subproblems as in the regression setup.
6. Training takes around 6 hours for \(N = 500\), 12 hours for \(N = 1000\), and 24 hours for \(N = 2000\) on a single NVIDIA V100 GPU.
Table 8: **Training time of subproblem regression and subproblem classification.** Subproblem regression models are simultaneously trained over all problem sizes where subproblem classification models are trained on individual problem sizes. Training times are similar for subproblems with size \( k = 5 \) and \( k = 10 \), so we do not distinguish between the two cases in this table. Note that we do not use \( N = 2000 \) data for subproblems with size \( k = 10 \) for training, as explained in Appendix A.1, but we do use \( N = 2000 \) data for subproblems with size \( k = 5 \) for training, as explained in Appendix A.5.2.

| \( N \) | Regression | Classification |
|--------|------------|----------------|
| 500    | 6 hours    | 6 hours        |
| 1000   | total      | 12 hours       |
| 2000   |            | 24 hours       |

Table 8 summarizes a key advantage of subproblem regression over subproblem classification: subproblem regression is much faster to train and only requires a single trained model over all problem instance sizes.

Figure 13: **Uniform CVRP distribution, regression vs classification.** Graphs of speedup (left column, higher is better), improvement (middle column, higher is better), and total cost (right column, lower is better). The right vertical axis in each improvement graph (middle column) indicates the improvement over LKH-3 as a percentage of the total improvement that LKH-3 attains over 30k steps. We use loosely dashed lines to indicate classification results. The horizontal dotted black line in the total cost graph (right) indicates the initial solution quality for all methods. The vertical dashed black line in the speedup graph (left) and the horizontal LKH-3-colored line in the total cost graph (right) indicate the 95% LKH-3 solution quality. The styled vertical lines in the improvement graph (middle) and the total cost graph (right) indicate computation times required for the corresponding learning-based methods to reach the aforementioned solution quality.

**Comparison on uniform CVRP.** We compare the performance of subproblem regression and subproblem classification for \( N = 500 \) and 1000 uniform CVRP and \( k = 10 \). Despite requiring significantly less training time, we observe that subproblem regression does not suffer a loss in performance against the more specialized subproblem classification, as seen in Figure 13. Thus, we chose to focus on subproblem regression in this paper as it offers generalization over multiple problem sizes while enjoying significantly less training time.

**Comparison on VRP variants.** We compare the performance of subproblem regression and subproblem classification for CVRPTW and VRPMPD instances of size \( N = 500, 1000 \) and 2000 with \( k = 5 \). Interestingly, we see that subproblem classification somewhat outperforms subproblem regres-
We seek to demonstrate the independence of our framework from the LKH-3 subsolver by applying our framework with HGS [49, 48] as the subsolver to the problem instances from Appendix A.1 and Appendix A.2. Here we discuss our HGS-related experimental setup and results.

A.5.2 Subproblem Size $k$ and Asymptotic Behavior in Uniform CVRP

We explore the effect of the subproblem size $k$, which specifies the number of nearest neighbor routes used to create each subproblem, and show that the choice of $k$ may affect the asymptotic behavior of our iterative framework. We compare results between $k = 5$ and $k = 10$, using the same $k = 5$ data generation process as described in Appendix A.4.1 for uniform CVRP (not CVRPTW).

Experimental results. As shown in Figure 16, our method and the Random baseline with $k = 5$ may offer additional speedup over their $k = 10$ counterparts. However, they tend to converge earlier to worse eventual solution qualities when run for a very long time, though still better than the eventual solution qualities of LKH-3. These results suggest that subproblem selection incorporating both $k = 5$ and $k = 10$ could combine the superior speedup of $k = 5$ with the better eventual solution qualities of $k = 10$.

A.5.3 CVRP Subsolvers: LKH-3 vs HGS

We seek to demonstrate the independence of our framework from the LKH-3 subsolver by applying our framework with HGS [49, 48] as the subsolver to the problem instances from Appendix A.1 and Appendix A.2.

Figure 14: Uniform CVRPTW distributions. Graphs of speedup (left column, higher is better), improvement (middle column, higher is better), and total cost (right column, lower is better). The right vertical axis in each improvement graph (middle column) indicates the improvement over LKH-3 as a percentage of the total improvement that LKH-3 attains over 30k steps. We use loosely dashed lines to indicate classification results. The horizontal dotted black line in the total cost graph (right) indicates the initial solution quality for all methods. The vertical dashed black line in the speedup graph (left) and the horizontal LKH-3-colored line in the total cost graph (right) indicate the 95% LKH-3 solution quality. The styled vertical lines in the improvement graph (middle) and the total cost graph (right) indicate computation times required for the corresponding learning-based methods to reach the aforementioned solution quality.
After this runtime adjustment, we calculate the total HGS improvement by defining the initial HGS initialization solutions for all instances as described in Appendix A.1. One note is that the LKH-3-based initialization time is negligible compared to the total computation time. To facilitate comparison with previous results, we use the exact same initialization solution.

Initialization solution. To facilitate comparison with previous results, we use the exact same LKH-3-based initialization solutions for all instances as described in Appendix A.1. One note is that the HGS solver does not take an initial solution, so we cannot start running the HGS baseline from the same LKH-3-based initialization as the other methods. To compensate for this limitation, we instead subtract the mean LKH-3-based initialization time from the HGS baseline’s total runtime. After this runtime adjustment, we calculate the total HGS improvement by defining the initial HGS solution quality to be the solution quality of our initialization for all other methods. Overall, the initialization time is negligible compared to the total computation time.

Training data generation. As the HGS subsolver is significantly faster than LKH-3, we run the subsolver for 1 second on each subproblem (compared to 6.7 seconds for LKH-3 on size $k = 10$ subproblems). This allows us to collect data for $N = 500, 1000, 2000$ and $D_{train} = 80, 160, 320$, respectively, within 10 hours total on 200 CPUs. The remaining uniform and clustered/mixed setup details are described in Appendix A.1 and Appendix A.2, respectively. We collect HGS-based training data for both uniform CVRP and clustered/mixed CVRP, then train a subproblem selector for each data distribution.

Baseline. We compute the speedup and improvement of HGS-based subproblem selectors relative to the HGS solver itself. For uniform CVRP, we run the HGS baseline for the same amount of computation time as our LKH-3 baseline: 1800 seconds, 4620 seconds, 8940 seconds, and 30000 seconds for $N = 500, 1000, 2000$, and 3000, respectively. However, since there are multiple
As our iterative framework relies on an initial solution generated according to Appendix A.1, we run the HGS baseline for 2000 seconds, 5000 seconds, and 10000 seconds for $N = 500$, respectively. We observe that for $N = 500$, our method with the HGS subsolver offers a small speedup over the HGS solver for attaining intermediate range of solution qualities; however, the HGS solver converged to better final solution quality in all cases. This observation is unsurprising, as HGS is designed and calibrated to obtain state-of-the-art solutions for instances of size 500 to 1000. Nevertheless, as the problem size $N$ increases, the speedup of our method over HGS increases, demonstrating the effectiveness of subproblem selection in large-scale problems. For $N = 2000$ and 3000 we are not able to run HGS until full convergence, which would require another order of magnitude more time. Our learned method outperformed the Random baseline in all cases, demonstrating that learning further accelerates subproblem selection.

### A.5.4 Effect of Initial Solution Quality

As our iterative framework relies on an initial solution generated according to Appendix A.1, we explore the effect of poorer, out-of-distribution initial solutions on our subproblem selector for uniform CVRP instances.
Figure 17: Uniform CVRP distributions, LKH-3 and HGS subsolvers. Graphs of speedup (left column, higher is better), improvement (middle column, higher is better), and total cost (right column, lower is better). We use loosely dashed lines to indicate HGS results. The right vertical axes in each improvement graph (middle column) indicates the improvement over the corresponding subsolver as a percentage of the best total improvement that the subsolver baseline attains. The horizontal dotted black line in the total cost graph (right) indicates the initial solution quality for all methods. The vertical dashed black line in the speedup graph (left) and the horizontal subsolver-colored lines in the total cost graph (right) indicate 95% solution qualities for the corresponding subsolvers. The styled vertical lines in the improvement graph (middle) and the total cost graph (right) indicate computation times required for the corresponding learning-based methods to reach the corresponding aforementioned solution qualities.

Initialization solution. Let $L$ denote the number of LKH steps run on each partition at initialization. Previously, $L = 100$ as stated in Appendix A.1. To generate initial solutions of poorer quality, we additionally generate initial solutions with $L = 1, 5, 10$, and 50. As a last initialization method, which does not use LKH-3 and is denoted $L = 0$, we uniformly randomly chain cities into routes with no consideration for their location. We do not train or finetune any models for this ablation, instead evaluating the performance of our previous uniform CVRP model (trained on $L = 100$ initializations) on all other initialization methods. Note that we calculate the speedup and improvement of all methods with respect to LKH-3 with $L = 100$ initialization.

Experimental results. We provide experimental results in Figure 21. We find that for each subproblem selection method (Ours and Random), worse initialization corresponds to somewhat worse speedup and worse improvement over LKH-3 with $L = 100$. Nevertheless, Ours outperforms Random for every $L$ considered, demonstrating that our subproblem selector trained on $L = 100$ data generalizes well to out-of-distribution initial solutions. We are also able to show that subproblem selection with even the worst initialization offers a speedup above 1x for attaining 95% of $L = 100$ LKH-3 solution quality.

A.5.5 Transformer vs Simpler Architectures

We seek to illustrate the importance of our Transformer regression architecture illustrated in Figure 3 by comparing with subproblem selectors with simpler architectures trained on uniform CVRP.
Figure 18: Clustered and mixed CVRP distributions, $N = 500$, LKH-3 and HGS subsolvers. Graphs of speedup (left column, higher is better), improvement (middle column, higher is better), and total cost (right column, lower is better). We use loosely dashed lines to indicate HGS results. The right vertical axes in each improvement graph (middle column) indicates the improvement methods to reach the corresponding solution qualities. The styled vertical lines in the improvement graph (middle) and the baseline attains. The horizontal dotted black line in the total cost graph (right) indicates the initial solution quality for all methods. The vertical dashed black line in the speedup graph (left) and the total cost graph (right) indicate computation times required for the corresponding learning-based methods to reach the corresponding aforementioned solution qualities.
Figure 19: **Clustered and mixed CVRP distributions, \( N = 1000, \) LKH-3 and HGS subsolvers.** Graphs of speedup (left column, higher is better), improvement (middle column, higher is better), and total cost (right column, lower is better). We use loosely dashed lines to indicate HGS results. The right vertical axes in each improvement graph (middle column) indicates the improvement over the corresponding subsolver as a percentage of the best total improvement that the subsolver attains. The horizontal dotted black line in the total cost graph (right) indicates the initial solution quality for all methods. The vertical dashed black line in the speedup graph (left) and the horizontal subsolver-colored lines in the total cost graph (right) indicate 95% solution qualities for the corresponding subsolvers. The styled vertical lines in the improvement graph (middle) and the total cost graph (right) indicate computation times required for the corresponding learning-based methods to reach the corresponding aforementioned solution qualities.
Figure 20: Clustersed and mixed CVRP distributions, $N = 2000$, LKH-3 and HGS subsolvers. Graphs of speedup (left column, higher is better), improvement (middle column, higher is better), and total cost (right column, lower is better). We use loosely dashed lines to indicate HGS results. The right vertical axes in each improvement graph (middle column) indicates the improvement over the corresponding subsolver as a percentage of the best total improvement that the subsolver attains. The horizontal dotted black line in the total cost graph (right) indicates the initial solution quality for all methods. The vertical dashed black line in the speedup graph (left) and the horizontal subsolver-colored lines in the total cost graph (right) indicate 95% solution qualities for the corresponding subsolvers. The styled vertical lines in the improvement graph (middle) and the total cost graph (right) indicate computation times required for the corresponding learning-based methods to reach the corresponding aforementioned solution qualities.
Experimental setup. We describe several simpler architectures, some of which require changes to the input subproblem representation.

- **FCNN**: using the same data (positions and demands of cities) as described in Section A.1, we replace the Transformer attention layers by a fully-connected neural network.
- **Linear, MLP, RandomForest**: we design a new input representation which featurizes each subproblem into 33 summary features, including the number of cities, the spread of cities, 10 radial distance percentiles of cities from the subproblem centroid, and the distribution of city demands. On top of this input representation, we fit simple regression models: linear regression (Linear), a shallow fully-connected neural network (MLP), and a Random Forest regressor (RandomForest).

To train the simpler subproblem selectors, we use the same instances and training data as training the Transformer subproblem selector. Hyperparameters were lightly tuned by hand.

Experimental results. The validation mean squared error for ablation architectures are similar to each other (ranging from 0.02 to 0.03) and much higher than that of our Transformer architecture (0.003). Due to the large CPU memory consumption of RandomForest at inference time and its similar validation mean squared error to the other ablation architectures, we do not evaluate RandomForest’s subproblem selection ability. Figure 22 demonstrate the performance of our iterative framework with...
other subproblems selectors. Interestingly, we see that ablation architectures initially, for roughly the first 5 seconds, perform comparably to our Transformer architecture. However, the quality of the solution gradually diverges from our Transformer architecture and converges to the Random baseline over the first 100 to 400 seconds. MLP, which uses summary feature inputs, performs the best out of all three ablations, though Linear offers similar performance on $N = 500$ and 1000. Our studies show that our Transformer architecture is key for obtaining good performance over the Random baseline, especially for obtaining higher solution qualities, though summary features are surprisingly effective for subproblem selection even when combined with the interpretable Linear architecture.

| $N$  | Random | Ours | Linear | MLP | FCNN |
|------|--------|------|--------|-----|------|
| 500  |        |      |        |     |      |
| 1000 |        |      |        |     |      |

Figure 22: **Uniform CVRP distributions, ablation architectures.** Graphs of speedup (left column, higher is better), improvement (middle column, higher is better), and total cost (right column, lower is better). The right vertical axis in each improvement graph (middle column) indicates the improvement over LKH-3 as a percentage of the total improvement that LKH-3 attains over 30k steps. We indicate ablation architectures in pink. The horizontal dotted black line in the total cost graph (right) indicates the initial solution quality for all methods. The vertical dashed black line in the speedup graph (left) and the horizontal LKH-3-colored line in the total cost graph (right) indicate solution qualities equal to 95% of the corresponding best LKH-3 solution quality. The styled vertical lines in the improvement graph (middle) and the total cost graph (right) indicate computation times required for the corresponding learning-based methods to reach the corresponding aforementioned solution quality.
A.6 Applicability of Our learning-to-delegate Framework to Other Problems in Combinatorial Optimization (CO)

First, our method can be seen as a learning approach to accelerate the broadly applicable POPMUSIC framework on large-scale CO problems (discussed in the related work, Section 3), where we learn principled improvement-based criteria for subproblem selection, rather than relying on random or heuristic subproblem selection. In short, as long as a restricted subproblem space can be defined, we expect an existing subsolver can be accelerated with our learning-to-delegate method. We thus give a few such example CO problems:

- **Traveling salesman problem (TSP):** in the closely related TSP problem, a restricted subproblem selection space can be defined as subpaths of a fixed length in the current solution path, as done in [41, 14]. Then, at each iteration, the solution for the unselected path segment is held fixed, while the selected subpath is finetuned by a subsolver.

- **Other graph problems:** similarly, the general POPMUSIC framework is also applied to graph problems such as map labeling (max independent set) [22], where each subproblem can be defined as the k-hop neighborhoods of a centroid node, which is also a linear subproblem selection space. Naturally, the POPMUSIC framework should also apply to related graph problems such as graph cut and minimum vertex cover.

- **Other problems with spatial or temporal locality:** similar to our subproblem space definition, problems with spatial or temporal locality can leverage this property to reduce the space. Such examples include berth allocation (which closely relates to job scheduling) [39] and p-median clustering [34].

The concrete examples given here provide a wide array of important and large-scale CO problems which we expect to benefit from learning-to-delegate. Although our method evaluation focuses on VRP, the key contribution of our method is that, given a subproblem space of tractable size, it can learn a selection strategy to drastically accelerate a subsolver, by pinpointing promising subproblems to increase the objective. On the other hand, the previous methods [41, 14, 22, 39, 34] rely on random subproblem selection or simple heuristics to select the subproblems, which expends a large amount of computation solving subproblems that already have good subsolutions.

Second, our method also has the potential to apply to CO problems with a larger subproblem space. For instance, augmenting our method with sampling-based strategies could be promising. We could consider training our subproblem regression network by sampling a number of subproblems at each step to generate a training set. To generate full training trajectories across multiple steps, we can 1) naively choose the greedy optimal subproblem, or 2) use an active learning approach to balance exploration (understanding what kinds of subproblems are promising) with exploitation (improving the objective). While 1) is a straightforward application of our current framework, 2) is an interesting extension that is worthy of further exploration.

Finally, we note that although we focus on VRPs, we design the evaluation of the approach with an eye towards generality. Specifically, VRPs have a rich family of variations, including CVRP, CVRPTW, VRPMPD, as well as different data distributions (among many others), which allows us to demonstrate a degree of generality of the method. Although they are related, each of these problem modifications considerably changes the nature of the underlying CO problem; for example, CVRPTW exhibits an element of scheduling, whereas (C)VRP does not.