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Abstract

Tree-width is an invaluable tool for computational problems on graphs. But often one would like to compute on other kinds of objects (e.g. decorated graphs or even algebraic structures) where there is no known tree-width analogue. Here we define an abstract analogue of tree-width which provides a uniform definition of various tree-width-like invariants including graph tree-width, hypergraph tree-width, complemented tree-width and even new constructions such as the tree-width of modular quotients. We obtain this generalization by developing a general theory of categories that admit abstract analogues of both tree decompositions and tree-width; we call these pseudo-chordal completions and the triangulation functor respectively.

1 Introduction

Divide and conquer algorithms are nearly ubiquitous in computer science. Indeed, already in the 1980s, Johnson [19] compiled a list of graph classes satisfying the following properties:

• their members admit recursive decompositions into smaller and simpler pieces,
• many NP-hard problems can be solved in polynomial time by using these structural decompositions as data structures for dynamic programming.

Some examples from Johnson’s list are: trees, partial $k$-trees, chordal graphs, series parallel graphs, split graphs and co-graphs.

Today we are equipped with a vast literature on how to go about decomposing graphs into smaller parts and how to exploit these decompositions for algorithmic purposes. Indeed, many important graph classes which admit powerful algorithmic meta-theorems
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are described by measuring the width of smallest ‘structural decompositions’ of their members (e.g. classes of bounded tree-width or clique-width).

Due to a plethora of algorithmic and theoretical applications, significant amounts of research effort are spent on introducing and studying new sorts of decompositions (along with corresponding width measures) that capture specific classes of objects and/or structural correspondences. These include e.g. modular decompositions [15], partitive families [8,11], clique-width decomposition trees [10,9], branch decompositions [29] and rank decompositions [26].

Featuring most prominently among these graph parameters is indubitably tree-width: it has played a key part in the proof of the celebrated Robertson-Seymour graph minor theorem [27] and it is a powerful hammer in the parameterized complexity toolbox [14,12].

This paper is motivated by the long-term ambition of extending the aforementioned decomposition methods to other kinds of mathematical structures. The specific question which we address is that of finding a uniform and abstract definition of both tree decompositions and tree-width which can then be applied to structures other than finite simple graphs. Our answer to this problem requires a change in perspective: we shift from a graph-theoretic point of view to one which is category-theoretic. This approach leads us to obtain a vast generalization of tree-width – called the triangulation functor – which is defined for all objects of special kinds of categories which we call spined categories (we delay a detailed overview our our contributions to end of this section).

The question of generalizing notions such as tree-width to new settings is as natural as it is challenging. Indeed it is often the case that in practice one needs to compute not on graphs, but on other kinds of objects (such as decorated graphs or perhaps algebraic structures). Unfortunately, we so far do not have a wealth of decomposition methods for such objects and neither do we have structured, formulaic ways of finding such generalizations.

The difficulty of generalization to which we refer already rears its head when one tries to lift the definition of tree-width from graphs to directed graphs. Indeed, this has been a challenging (and ongoing) research question that has captivated the research community since the 1990s [22] and which has led to the definition of a myriad of subtly different directed analogues of tree-width [20,4,17,30,22].

When one is interested in obtaining tree-width analogues even further afield from the familiar settings of graphs and directed graphs, further challenges arise due to the fact that most of the aforementioned decomposition methods are defined explicitly in terms of the internal structure of the decomposed object (think, for example of the definition of tree-width or of clique-width decomposition trees, which use a formal grammar to specify how to construct a given graph from smaller ones). This makes it arduous to generalize a given notion of decomposition to different classes of objects especially if we wish to place as few restrictions as possible on such classes (for example, it could be that the objects we wish to decompose might not even come equipped with obvious analogues of the notions of ‘vertex’ or ‘edge’ or ‘connectivity’ which, of course, tend to feature prominently in graph-theoretic definitions).

One of the points that we make in this paper is that some of the difficulties of transfer-
ring a given decomposition notion to a more general setting can sidestepped by finding a characteristic property which: (1) defines the decomposition of an object \( \mathcal{X} \) independently of the internal structure of \( \mathcal{X} \) and (2) which is formulated purely in terms of the category inhabited by the objects we wish to decompose. Such category-theoretic characterizations have already proven successful in other fields (see e.g. Leister’s work on categorial characterizations of ultraproducts \([24]\) and more recently Lebesgue integration \([25]\)).

**Contributions.** We introduce *Spined categories*. These are categories \( C \) equipped with sufficient additional structure to admit both

1. an abstract analogue of tree decompositions (which we call *pseudo-chordal completions*) and
2. a categorial generalization of tree-width (we call this the *triangulation functor*) exhibited as as a special kind of functor (which we call *S-functors*) from \( C \) to the poset of natural numbers.

When instantiated in the category of graphs and subgraphs, our construction agrees with the graph-theoretic one: denoting by \( \Delta_{\text{Gr}} \) the triangulation functor (i.e. our abstract analogue of tree-width) in the category of graphs, we have \( \Delta_{\text{Gr}}(G) = \text{tw}(G) + 1 \) for any graph \( G \) (furthermore, this statement holds true even when we replace ‘graph’ by ‘hypergraph’ throughout).

The list of examples of spined categories is not restricted to just these familiar cases; other examples include categories having as objects: natural numbers, posets and even vertex-labeling functions.

Our abstract analogue of tree-width is defined via the notion of an *S-functor*. This constitutes a vast generalization of Halin’s S-functions \([16]\) (which are graph invariants of the form \( (G \in \text{Graphs}) \mapsto (n \in \mathbb{N}) \) which share several properties with the Hadwiger number, modified chromatic number\(^1\) and the modified connectivity number\(^2\)). Indeed our main theorem (Theorem 4.10) can also be seen as a generalization of Halin’s definition of tree-width as the maximal S-function out of the (point-wise ordered) poset of all S-functions.

Our construction of triangulation functors is uniform on all spined categories and thus allows one to define new tree-width-like parameters (such as widths for new types of combinatorial objects, or notions of graph width that respect stricter notions of structural correspondence than ordinary graph isomorphism) simply by collecting the relevant objects into a spined category.

**Outline.** To accommodate readers from different backgrounds, Section 2 consists of short review of the graph- and category-theoretic background required for this paper. In Section 3 we introduce *spined categories* (Definition 3.1) and the corresponding notion of morphisms, *spinal functors* (Definition 3.5). Section 4 contains the proof of our main result (Theorem 4.10) on the existence of spinal functors called *triangulation functors*.
functors which generalize tree-width-like invariants used in combinatorics. In Section 6 we describe a way of constructing new spined categories from previously known ones and illustrate the applications of such constructions with some examples. Section 7 briefly discusses open questions and directions for future research.
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2 Background

For any graph-theoretic notation not defined here, we refer the reader to Diestel’s textbook [13] while, for category-theoretic terminology not mentioned here, we refer to Awodey’s textbook [2]. For a more gentle introduction to the background and most (but not all) of the results of this paper, we direct the reader to thesis by Bumpus [6]. Finally we note that an extended abstract on this topic appeared at the Applied Category Theory conference ACT2021 [7].

The class $\mathcal{C}$ consists of all finite graphs that have no loops or parallel edges. By "graph" we always mean an element of $\mathcal{C}$ (note that this clashes with the common convention in category theory, which takes graphs to be reflexive). Throughout, for any natural number $n$, let $[n]$ denote the set $\{1, \ldots, n\}$. We write $K_n$ (resp. $\overline{K}_n$) for the complete graph (resp. discrete graph) on the set $[n]$. We denote the disjoint union of two sets $A$ and $B$ by $A \uplus B$. For graphs $G$ and $H$, we denote by $G \uplus H$ and $G \cap H$ respectively the graphs $(V(G) \uplus V(H), E(G) \uplus E(H))$ and $(V(G) \cap V(H), E(G) \cap E(H))$. We call a vertex $v$ of a graph $G$ an apex if it is adjacent to every other vertex in $G$. We denote by $G \star v$ the operation of adjoining a new apex vertex $v$ to $G$.

A circuit of length $n$ in the simple graph $G$ is a finite sequence $(e_1, \ldots, e_n)$ of edges of $G$ such that consecutive edges share an endpoint, as do $e_1$ and $e_n$. A simple graph that contains no circuits is called a tree.

A graph homomorphism from a graph $G$ to a graph $H$ is a function $h : V(G) \rightarrow V(H)$ such that $h(x)h(y) \in E(H)$ whenever $xy \in E(G)$. Note that, if $G$ is a subgraph of $H$, then there is an injective graph homomorphism $\phi : G \rightarrow H$ which witnesses this fact.

2.1 Tree-width

Intuitively, the tree-width function, $\text{tw} : \mathcal{G} \rightarrow \mathbb{N}$ measures how far a given graph is from being a tree. For example, edge-less graphs have tree-width 0, forests with at least one edge have tree-width 1 and, for $n > 1$, $n$-vertex cliques have tree-width $n - 1$. Tree-width was introduced independently by many authors [3, 16, 28] and thus has many equivalent definitions; the most common definition makes use of the related concept of a tree-decomposition. Here we give its definition for hypergraphs [1].
for every hyper-edge \( F \) of \( H \), there is a node \( t \in V(T) \) such that \( F \subseteq B_t \).

(T2) for every \( x \in V(H) \), the set \( V_{(T,x)} := \{ t \in V(T) : x \in B_t \} \) induces a connected subgraph in \( T \) (in particular \( V_{(T,x)} \) is not empty).

The width of a tree decomposition \( (T, (B_t)_{t \in V(T)}) \) of the hypergraph \( H \) is defined as one less than the maximum of the cardinalities of its bags. The tree-width \( \text{tw}(H) \) of \( H \) is the minimum possible width of any tree decomposition of \( H \). (The definition of tree decomposition and tree-width follow for simple graphs by viewing them as 2-uniform hypergraphs.)

Halin [16] provides an alternative characterization of tree-width as a maximal element in a class of functions called \( S \)-functions. These are mappings from finite graphs to \( \mathbb{N} \) satisfying a set of common properties fulfilled by the chromatic number, vertex-connectivity number and the Hadwiger number. In order to define \( S \)-functions, we first recall the concept of an \( H \)-sum of two graphs.

Definition 2.2. Given two graphs \( G_1 \) and \( G_2 \) and a subgraph \( H \) of both of them, the \( H \)-sum of \( G_1 \) and \( G_2 \) is the graph \( G_1 \#_H G_2 \) obtained by identifying the vertices of \( H \) in \( G_1 \) to the vertices of \( H \) in \( G_2 \) and removing any parallel edges. Formally, given injective homomorphisms \( h_i : H \to G_i \) witnessing that \( H \) is a subgraph in \( G_1 \) and \( G_2 \), the graph \( G_1 \#_H G_2 \) is defined as

\[
G_1 \#_H G_2 := (V(G_1) \cup V(G_2) /_{h_1 = h_2}, E(G_1) \cup E(G_2) /_{\sim})
\]

where edges \( wx \) and \( yz \) are related under \( \sim \) if \( \{ h_1(w), h_1(x) \} = \{ h_2(y), h_2(z) \} \).

Given the definition of \( H \)-sum, we can now recall Halin’s definition of \( S \)-function.

Definition 2.3 ([16]). A function \( f : G \to \mathbb{N} \) is called an \( S \)-function if it satisfies the following four properties:

(H1) \( f(K_0) = 0 \) (\( K_0 \) is the empty graph)

(H2) if \( H \) is a minor of \( G \), then \( f(H) \leq f(G) \) (minor isotonicity)

(H3) \( f(G \star v) = 1 + f(G) \) (distributivity over adding an apex)

(H4) for each \( n \in \mathbb{N} \), \( G = G_1 \#_{K_n} G_2 \) implies that \( f(G) = \max_{i \in \{1, 2\}} f(G_i) \) (distributivity over clique-sum).

Theorem 2.4 ([16]). The set of all \( S \)-functions forms a complete distributive lattice when equipped with the pointwise ordering. Furthermore, the function \( G \mapsto \text{tw}(G) + 1 \) is maximal in this lattice.
2.2 Category-theoretic preliminaries

Our generalization of Halin’s characterization of tree-width relies on some standard category-theoretic tools. To keep the presentation self-contained, we recall the definitions of all relevant concepts here.

Throughout we let $\mathbb{N}_\leq$ denote the ordered set of natural numbers (under the usual ordering $\leq$), regarded as a category the obvious way. Similarly, $\mathbb{N}_\geq$ denotes the discrete category whose objects are natural numbers. We write $\text{Gr}_\text{homo}$ for the category having finite simple graphs as objects and graph homomorphisms as arrows.

We call a morphism (or arrow) $f : A \to B$ in a category $C$ a monomorphism in $C$ (or a monic arrow in $C$) if, given any two arrows $x, y : Z \to A$, we have $f \circ x = f \circ y$ implies $x = y$. Throughout this text the notation $f : A \hookrightarrow B$ always denotes a monomorphism from $A$ to $B$. Given a category $C$, we let $\text{Mono}(C)$ denote the subcategory of $C$ given by all the monic arrows of $C$ (note that this differs from the standard usage, where $\text{Mono}(C)$ denotes a specific subcategory of the arrow category $\text{Arr}(C)$ of $C$ instead).

**Definition 2.5.** A functor $F$ between the categories $C$ to $D$ is a mapping that associates

- to every object $W$ in $C$ an object $F[W]$ in $D$
- to every arrow $f : X \to Y$ in $C$ an arrow $F[f] : F[X] \to F[Y]$ in $D$

while preserving identity and compositions, i.e.

- $F(\text{id}_X) = \text{id}_{F[X]}$ for every object $X$ in $C$, and
- $F[g \circ f] = F[g] \circ F[f]$ for all arrows $f : X \to Y$, $g : Y \to Z$ in $C$.

A diagram of shape $J$ in a category $C$ is a functor from $J$ to $C$.

We call a diagram of shape $G \xleftarrow{g} A \xrightarrow{h} H$ in the category $C$ a span in $C$; similarly, we call $G \xrightarrow{g} A \xleftarrow{h} H$ a cospan. A monic (co)span is a (co)span consisting of monic arrows.

**Definition 2.6.** Consider a span $G_1 \xleftarrow{g_1} H \xrightarrow{g_2} G_2$ in a category $C$. The cospan $G_1 \xrightarrow{g_1^+} G_1 +_H G_2 \xleftarrow{g_2^+} G_2$ is a pushout of $g_1$ and $g_2$ in $C$ if

1. $g_1^+ \circ g_1 = g_2^+ \circ g_2$, and

2. for any cospan $G_1 \xrightarrow{z_1} Z \xleftarrow{z_2} G_2$ such that $z_1 \circ g_1 = z_2 \circ g_2$ (a cocone of the span) we can find a unique morphism $m : G_1 +_H G_2 \to Z$ such that $m \circ g_1^+ = z_1$ and $m \circ g_2^+ = z_2$.

We call $G_1 +_H G_2$ the pushout object of $g_1$ and $g_2$.

Pushouts in $\text{Gr}_\text{homo}$ allow us to recover the definition of an $H$-sum of graphs (recall Definition 2.2).
**Proposition 2.7.** Every monic span in $\text{Gr}_{\text{homo}}$ has a pushout. In particular, the pushout of a monic span $G_1 \xleftarrow{s_1} H \xrightarrow{s_2} G_2$ is the graph $G_1 \#_H G_2$ given by the $H$-sum of $G_1$ and $G_2$ along $H$.

**Proof.** Take the obvious inclusion maps as $i_1 : G_1 \hookrightarrow G_1 \#_H G_2$ and $i_2 : G_2 \hookrightarrow G_1 \#_H G_2$. We clearly have $i_1 \circ g_1 = i_2 \circ g_2$. Now consider any other cospan $G_1 \xrightarrow{z_1} Z \xleftarrow{z_2} G_2$ satisfying the equality $z_1 \circ g_1 = z_2 \circ g_2$. Define the map $m : G_1 \#_H G_2 \rightarrow Z$ on the vertices of $G_1 \#_H G_2$ via the equation

$$m(v) = \begin{cases} z_1(v) & \text{if } v \in G_1, \\ z_2(v) & \text{otherwise.} \end{cases}$$

Notice that $m$ is well-defined since if $v \in V(G_1) \cap V(G_2)$, then $z_1(v) = z_1(g_1(v)) = z_2(g_2(v)) = z_2(v)$.

We check that $m \circ i_1 = z_1$. By extensionality, it suffices to prove $m(i_1(x)) = z_1(x)$ for an arbitrary vertex $x$ of $G$. Since $i_1(x) = x$ and $x \in G$, the first clause of the definition applies, and we have $m(i_1(x)) = m(x) = z_1(x)$. A similar proof allows us to conclude $m \circ i_2 = z_2$. The uniqueness of $m$ follows immediately.

We cannot generalize Proposition 2.7 much further, since the pushout of an arbitrary pair $(i : D \rightarrow G, j : D \rightarrow H)$ need not exist in $\text{Gr}_{\text{homo}}$. Indeed, taking the obvious injection $i : K_2 \rightarrow K_2$ and the unique map $j : K_2 \rightarrow K_1$, we see that no object $Z$ and map $z_1 : K_2 \rightarrow Z$ can ever satisfy $z_1 \circ i = z_2 \circ j$, since the image of the right-hand side always consists of a single vertex, while the image of the left-hand side necessarily contains an edge.

### 3 Spined Categories and S-functors

Here we introduce *spined categories*, categories with sufficient extra structure to admit a categorial generalization of the graph-theoretic notion of tree-width (the *triangulation functor*, constructed in Section 4).

Spined categories come equipped with a notion of *proxy pushout*, whose role is largely analogous to that of the clique-sum operation in Halin’s definition of S-functions (Definition 2.3). Proxy pushouts are similar to, but significantly less restrictive than ordinary pushouts: in fact, pushouts always give rise to proxy pushouts (Proposition 3.2), but the converse does not hold. The role of cliques themselves is played by the members of a distinguished sequence of objects, called the *spine*.

Among the structure-preserving functors between spined categories, we find abstract, functorial counterparts to Halin’s S-functions: these are the *S-functors* of Definition 3.6. We shall see that S-functors are in fact more general than Halin’s notion, even in the case of simple graphs. While every S-function yields an S-functor over the category $\text{Gr}_{\text{mono}}$ (Proposition 3.7), the converse is not true.

**Definition 3.1.** A *spined category* consists of a category $C$ equipped with the following additional structure:
- a functor \( \Omega : \mathbb{N} \rightarrow C \) called the *spine* of \( C \),

- an operation \( \mathfrak{P} \) (called the *proxy pushout*) that assigns to each span of the form
  \[
  \begin{array}{c}
  G \leftarrow^g \Omega_n \rightarrow^h H \\
  \end{array}
  \]
  in \( C \) a distinguished cocone
  \[
  \begin{array}{c}
  G \rightarrow^{\mathfrak{P}(g, h)} \mathfrak{P}(g, h) \leftarrow^{\mathfrak{P}(g, h)_h} H \\
  \end{array}
  \]

subject to the following conditions:

**SC1** For every object \( X \) of \( C \) we can find a morphism \( x : X \rightarrow \Omega_n \) for some \( n \in \mathbb{N} \).

**SC2** For any cocone \( G \leftarrow^g \Omega_n \rightarrow^h H \) and any pair of morphisms \( g' : G \rightarrow G' \) and \( h' : H \rightarrow H' \) we can find a unique morphism \( (g', h') : \mathfrak{P}(g, h) \rightarrow \mathfrak{P}(g' \circ g, h' \circ h) \) making the following diagram commute:

One could define *proxy pullbacks* dually to proxy pushouts. As the name suggests, categories with enough pushouts (pullbacks) always have proxy pushouts (proxy pullbacks). This observation gives rise to many examples of spined categories.

**Proposition 3.2.** Take a category \( C \) equipped with functor \( \Omega : \mathbb{N} \rightarrow C \) such that the following hold:

1. for any object \( X \) of \( C \) there is some \( n \in \mathbb{N} \) and morphism \( x : X \rightarrow \Omega_n \), and

2. every span of the form \( G \leftarrow^g \Omega_n \rightarrow^h H \) has a pushout in \( C \).

The map \( \mathfrak{P} \) that assigns to every span \( G \leftarrow^g \Omega_n \rightarrow^h H \) its pushout square turns \( C \) into a spined category.

**Proof.** We only have to verify Property **SC2**. Consider the diagram
We have to exhibit the unique dotted morphism \( G +_{\Omega_n} H \to G' +_{\Omega_n} H' \) making this diagram commute. Notice that the arrows \( i'_G \circ g' \) and \( i'_H \circ h' \) form a cocone of the span of \( g, h \). Since the pushout of \( g \) and \( h \) is universal among such cocones, the existence and uniqueness of the required morphism \( G +_{\Omega_n} H \to G' +_{\Omega_n} H' \) follows. ■

Since pushouts in poset categories are given by least upper bounds, Proposition 3.2 allows us to construct a simple (but important) first example of a spined category.

**Example 3.3.** Let \( \leq \) denote the usual ordering on the natural numbers. The poset \( \mathbb{N} \leq \), when equipped with the spine \( \Omega_n = n \) (and maxima as proxy pushouts) constitutes a spined category denoted \( \text{Nat} \).

Combining Propositions 3.1 and 3.2 gives us a first example of a "combinatorial" spined category, the category \( \text{Gr}_{\text{mono}} \) which has graphs as objects and injective graph homomorphisms as arrows. First consider a span of the form \( X \leftarrow A \to B \) in \( \text{Gr}_{\text{homo}} \). Notice that all arrows are monic in the corresponding pushout square. However, given a cocone \( A \xrightarrow{a} Z \xleftarrow{b} B \) the pushout morphism \( A +_X B \to Z \) can fail to be a monomorphism (for instance in the case where the images of \( a \) and \( b \) have a non-empty intersection). It follows that the clique sum does not give rise to pushouts in the category \( \text{Gr}_{\text{mono}} \). Nonetheless, the category satisfies Property SC2 so the lack of pushouts does not stop us from constructing a spined category.

**Proposition 3.4.** The category \( \text{Gr}_{\text{mono}} \) equipped with the spine \( n \mapsto K_n \) and clique sums as proxy pushouts forms a spined category.

**Proof.** Property SC1 is evident, but we need to verify Property SC2 Consider the diagram

\[\begin{array}{ccc}
\Omega_n & \xrightarrow{g} & G & \xleftarrow{g'} & G' \\
\downarrow \quad h \quad \downarrow \quad i_G \quad \downarrow \quad i'_G
\end{array}\]

\[\begin{array}{ccc}
H & \xrightarrow{i_H} & G^\#_{\Omega_n} H & \xleftarrow{i_H'} & G'^\#_{\Omega_n} H' \\
\downarrow \quad \quad \downarrow p \quad \quad \downarrow \quad \quad \downarrow p'
\end{array}\]

in \( \text{Gr}_{\text{homo}} \). Notice that the arrows \( i_G, i'_G, i_H, i'_H \) are all monic. We have to establish that the morphism \( p : G^\#_{\Omega_n} H \to G'^\#_{\Omega_n} H' \) (which is unique since it is a pushout arrow in \( \text{Gr}_{\text{homo}} \)) is monic as well. Note that \( p \) maps any vertex \( x \) in \( G^\#_{\Omega_n} H \) to \( (i'_G \circ g')(x) \) if \( x \) is in \( G \) and to \( (i'_H \circ h')(x) \) otherwise. Thus, since \( V(G') \cap V(H') = V(G) \cap V(H) \), we have that, for any \( x \) and \( y \) in \( V(G^\#_{\Omega_n} H) \), if \( p(x) = p(y) \) then \( x = y \). Thus \( p \) is injective (i.e. it is monic and hence it is in \( \text{Gr}_{\text{mono}} \)). ■

We will encounter further examples of spined categories below, including:

1. the poset of natural numbers under the divisibility relation (Proposition 3.11),
2. the category of posets (Proposition 3.9),
3. the category of hypergraphs (Theorem 5.2),
4. the category of vertex-labelings of graphs (Examples 6.2 and 6.3).

Now we introduce the notion of a spinal functor as the obvious notion of morphism between two spined categories.

**Definition 3.5.** Consider spined categories \((\mathcal{C}, \Omega, \mathcal{P}^C)\) and \((\mathcal{D}, \Omega, \mathcal{P}^D)\). We call a functor \(F : \mathcal{C} \to \mathcal{D}\) a spinal functor if it preserves the spine, i.e., \(F \circ \Omega = \Omega\), and preserves proxy pushouts, i.e., given a proxy pushout square

\[
\begin{array}{ccc}
\Omega_n & \xrightarrow{g} & G \\
\downarrow h & & \downarrow \Psi(g,h) \\
H & \xrightarrow{\Psi(g,h)} & \mathcal{P}^C(g,h)
\end{array}
\]

in the category \(C\), the image

\[
\begin{array}{ccc}
\Omega_n & \xrightarrow{Fg} & F[G] \\
\downarrow Fh & & \downarrow \Psi^D(g,h) \\
F[H] & \xrightarrow{\Psi^D(g,h)} & F[\mathcal{P}^D(g,h)]
\end{array}
\]

forms a proxy pushout square in \(D\). Equivalently, \(F[\Psi^C(g,h)] = \Psi^D(Fg, Fh)\), \(F\Psi^C(g,h) = \Psi^D(Fg, Fh)\), and \(F\Psi^C(g,h) = \Psi^D(Fg, Fh)\) all hold.

Recall the spined category \(\text{Nat}\) of Example 3.3. Using spinal functors to \(\text{Nat}\), we obtain the following categorial counterparts to Halin’s S-functions.

**Definition 3.6.** An S-functor over the spined category \(\mathcal{C}\) is a spinal functor \(F : \mathcal{C} \to \text{Nat}\).

Proxy pushouts in \(\text{Gr}_{\text{mono}}\) are given by clique sums over complete graphs, while pushouts in \(\text{Nat}\) are given by maxima. Consequently, given an S-functor \(F : \text{Gr}_{\text{mono}} \to \text{Nat}\), Property \(\text{SF2}\) reduces to the equality \(F[G\#_{K_n} H] = \max\{F[G], F[H]\}\) (cf. Property \(\text{H4}\) of Halin’s S-functions).

**Proposition 3.7.** Every S-function \(f : \mathcal{G} \to \mathcal{N}\) gives rise to an S-functor \(F\) satisfying \(F[X] = f(X)\) for all objects \(X\) of \(\text{Gr}_{\text{mono}}\).

**Proof.** Take an S-function \(f : \mathcal{G} \to \mathcal{N}\). Take a morphism \(f : X \to Y\) in \(C\). Since \(f\) is a graph monomorphism, \(X\) is isomorphic to a subgraph of \(Y\), and is therefore a (trivial) minor of \(Y\). Thus, \(f(X) \leq f(Y)\) holds by Property \(\text{H2}\). It follows that the map \(F\) defined by the equations \(F[X] = f(X)\) and \(Ff = (F[X] \leq F[Y])\) for each pair
of objects \( X, Y \) and each morphism \( f : X \to Y \) constitutes a functor from \( \text{Gr}_{\text{mono}} \) to the poset category \( \mathbb{N} \).

We show that \( F \) preserves the spine inductively, by proving \( F[K_n] = f(K_n) = n \) for all \( n \in \mathbb{N} \):

- **Base case:** We have \( F[K_0] = 0 \) by Property [(H1)]

- **Inductive case:** Assume that \( F[K_n] = f(K_n) = n \). Since \( K_n \star v = K_{n+1} \), we have \( F[K_{n+1}] = f(K_{n+1}) = f(K_n \star v) = 1 + f(K_n) = 1 + n \) by Property [(H3)]

The preservation of proxy pushouts follows immediately by Property [(H4)] Hence \( F \) is a spinal functor as we claimed.

We note, however that the converse of Proposition [3.7, does not hold (not even in \( \text{Gr}_{\text{mono}} \)). To see this, note that while the clique number is an \( S \)-functor in \( \text{Gr}_{\text{mono}} \), it may increase when taking minors. Thus the clique number does not satisfy Property [(H1)] and hence it is not an \( S \)-function.

Using the natural indexing on the spine given by the functor \( \Omega : \mathbb{N}_\leq \to C \), we can associate the following numerical invariants to each object of the spined category \( C \).

**Definition 3.8.** Take a spined category \( (C, \Omega, \mathcal{P}) \) and an object \( X \in C \). We define the order \( |X| \) of the object \( X \) as the least \( n \in \mathbb{N} \) such that \( C \) has a morphism \( X \to \Omega_n \). Similarly, we define the generalized clique number \( \omega(X) \) as the largest \( n \in \mathbb{N} \) for which \( C \) contains a morphism \( \Omega_n \to X \) (whenever such \( n \) exists).

It’s clear that a spined category \( (C, \Omega_n, \mathcal{P}) \) where \( |\Omega_n| < n \) (resp. \( \omega(\Omega_n) > n \)) does not admit any \( S \)-functors since it then would be impossible for any candidate \( S \)-functor to preserve the spine. In particular there are no \( S \)-functors defined on the category \( \text{Gr}_{\text{homo}} \). However, \( S \)-functors may fail to exist even if \( |\Omega_n| = n \) \( (\omega(\Omega_n) = n) \). We construct such an example below.

**Proposition 3.9.** There exist spined categories \( (C, \Omega, \mathcal{P}) \) satisfying \( |\Omega_n| = n = \omega(\Omega_n) \) that do not admit any \( S \)-functors.

**Proof.** Consider the category \( \text{Poset}_{\text{mono}} \) which has finite posets as objects and order-preserving injections as morphisms. Let \( \Omega_n \) denote set \( \{ m \in \mathbb{N} | m \leq n \} \) under its usual linear ordering, and let \( \mathcal{P} \) assign to each span of the form \( G \leftarrow^g \Omega_n \rightarrow^h H \) the pushout \( G_{\Omega_n} + H \) of the span in \( \text{Poset}_{\text{homo}} \) (the category of posets is cocomplete [2], so in particular it has all pushouts). We will show that the structure \( (\text{Poset}_{\text{mono}}, \Omega, \mathcal{P}) \) forms a spined category that does not admit any \( S \)-functors.

Take any poset \( P \) on \( n \) elements and note that there is a monomorphism from \( P \) to \( \mathcal{L}_n \). This verifies Property [SC1] For Property [SC2] consider the following diagram.
Notice that the arrows $i_G, i'_G, 1_H, i'_H$ are all monic. We have to establish that the morphism $p : G +_h H \to G' +_{h'} H'$ (which is unique since it is a pushout arrow in $\text{Poset}_{\text{homo}}$) is monic as well. Notice that $p$ can be defined piece-wise as the map taking any point $x$ in $G +_h H$ to $(i'_G g')(x)$ if $x$ is in $G$ and to $(i'_H h')(x)$ otherwise. Since $G' +_{h'} H'$ is obtained by identifying the points in the image of $\Omega_n$ under $g' o g$ with the points in the image of $\Omega_n$ under $h' o h$, we have that, by its definition, $p$ must be injective and hence monic.

Now we show that $(\text{Poset}_{\text{mono}}, \Omega, \mathcal{P})$ does not admit any $S$-functors. Assume for a contradiction that there exists an $S$-functor $F$ over $(\text{Poset}_{\text{mono}}, \Omega, \mathcal{P})$. Consider the linearly ordered posets $\Omega_3 = \{a \leq b \leq c\}$, $\Omega_2 = \{d \leq e\}$, and $\Omega_1 = \{x\}$. Since any spinal functor preserves the spine, we must have $F[\Omega_3] = 3$ and $F[\Omega_2] = 2$. Now consider the monomorphisms $f : \Omega_1 \to \Omega_3$ and $g : \Omega_1 \to \Omega_2$ given by $f(x) = c$ and $g(x) = d$. The pushout $P$ of $f, g$ is isomorphic to $\Omega_4$. Preservation of proxy pushouts immediately yields $4 = F[\Omega_4] = F[P] = \max\{2, 3\} = 3$, a contradiction.

Instead of exhaustively enumerating all possible obstructions to the existence of $S$-functors, we restrict our attention to those spined categories that come equipped with at least one $S$-functor. We shall see that the existence of a single $S$-functor already suffices to construct a functorial analogue of tree-width on any such category.

**Definition 3.10.** We call a spined category **measurable** if it admits at least one $S$-functor.

Of course $\text{Nat}$ is a measurable spined category. The measurability of $\text{Gr}_{\text{mono}}$ follows from Proposition 3.7 by noticing that the clique number is an $S$-functor. However, this is a very special property enjoyed by $\text{Gr}_{\text{homo}}$.

**Proposition 3.11.** The generalized clique number on need not give rise to an $S$-functor over an arbitrary measurable spined category.

**Proof.** Equip the natural numbers with the divisibility relation, and regard the resulting poset as a category $\mathbb{N}_{div}$. Equip $\mathbb{N}_{div}$ with the spine

$$\Omega_n = \prod_{p \leq n} p^n$$

where $p$ ranges over the primes. The poset category $\mathbb{N}_{div}$ has all pushouts, the pushout of objects $n, m$ given by least common multiple of $n$ and $m$. Let $\mathcal{P}(x \leq n, x \leq m)$ denote the least common multiple $\text{lcm}(n, m)$. We verify each of the spined category properties in turn:
Consider any \( n \in \mathbb{N} \). Let \( p \) and \( k \) denote respectively the largest prime and exponent which appears in the prime factorization of \( n \). Then \( n \) divides \( \Omega_{p^k} \).

**SC2** Immediate from Proposition 3.2.

Consider the map that sends each object \( n \in \mathbb{N}_{div} \) to the highest exponent that occurs in the prime factorization of \( n \) (OEIS A051903 [18]). This is clearly an S-functor on the category \( (\mathbb{N}_{div}, \Omega, \text{lcm}) \), which is therefore measurable. However, we claim that \( \omega \) itself is not an S-functor on this spined category.

To see this, consider the objects 16 and 81 in \( \mathbb{N}_{div} \). Since \( \Omega_2 = 2^2 = 4 \) and \( \Omega_3 = 2^3 \cdot 3^3 = 216 \), the largest \( n \) for which \( \Omega_n \) divides 16 is \( \omega[16] = 2 \). Similarly, \( \omega[81] = 1 \). However, we have \( \omega[16 \cdot 81] = \omega[1296] = \omega[\Omega_4] = 4 \neq 2 \).

The reader may verify that, unlike the generalized clique number, the order map does give rise to an S-functor over the category \( \mathbb{N}_{div} \). However this is not true in general.

**Proposition 3.12.** The order map \( X \mapsto |X| \) need not give rise to an S-functor over an arbitrary measurable spined category.

**Proof.** The order map does not constitute an S-functor over the measurable spined category \( \text{Gr}_{mono} \). Consider two copies of the graph with two vertices and one edge, glued together along a common vertex. If order was an S-functor, the resulting graph would have only two vertices. ■

### 4 Tree-width in a measurable spined category

In this section we give an abstract analogue of tree-width in our categorial setting, by proving a theorem in the style of Halin’s Theorem [2, 4]. To do so, we must find a maximum S-functor (under the point-wise order). An obvious candidate is the map taking every object to its order (Definition 3.8). However, as we just saw (Proposition 3.12), the order need not constitute an S-functor for measurable spined categories. Thus, rather than trying to define an S-functor via morphisms from objects to elements of the spine, we will consider morphisms to elements of a distinguished class of objects which we call pseudo-chordal. These objects will be used to define our abstract analogue of tree-width as an S-functor on any measurable spined category. We will conclude the section by showing how our abstract characterization of tree-width allows us to recover the familiar notions of graph and hypergraph tree-width.

**Definition 4.1.** We call an object \( X \) of a spined category \( (C, \Omega, \mathcal{P}) \) pseudo-chordal if for every two S-functors \( F, G : C \rightarrow \text{Nat} \) we have \( F[X] = G[X] \) (if the spined category is not measurable, then every object is pseudo-chordal).

**Proposition 4.2.** The set \( Q \) of all pseudo-chordal objects of a spined category \( (C, \Omega, \mathcal{P}) \) contains all objects of the form \( \Omega_p \), and is closed under proxy pushouts in the following sense: given two objects \( A, B \in Q \) and two arrows \( f : \Omega_n \rightarrow A \) and \( g : \Omega_m \rightarrow B \), we always have \( \mathcal{P}(f, g) \in Q \).
Proof. Given two S-functors $F, G$ on $C$, we always have $F[\Omega_n] = n = G[\Omega_n]$ by Property SF1. Moreover, by Property SF2 given $A, B \in Q$ and arrows $f : \Omega_n \to A$ and $g : \Omega_n \to B$, we have $F(\mathcal{P}(f, g)) = \max\{F[A], F[B]\} = \max\{G[A], G[B]\} = G(\mathcal{P}(f, g))$.

In light of Proposition 4.2, it is natural to distinguish the smallest set of pseudo-chordal objects that contains the spine and which is closed under proxy pushouts. We call this set the set of chordal objects. The name is given in analogy to chordal graphs: a resemblance that is best seen in the following recursive definition of chordal objects.

**Definition 4.3.** We define the set of chordal objects of the category spined category $\mathcal{C}$ inductively, as the smallest set $\mathcal{S}$ of objects satisfying the following:

- $\Omega_n \in \mathcal{S}$ for all $n \in \mathbb{N}$, and
- $\mathcal{P}(a, b) \in \mathcal{S}$ for all objects $A, B \in \mathcal{S}$ and arrows $a : \Omega_n \to A$ and $b : \Omega_n \to B$.

Note that the notions of chordality and pseudo-chordality are well-defined even in non-measurable categories (since every object is pseudo-chordal if the category in question is not measurable).

As an immediate consequence of Proposition 4.2 we have the following result.

**Corollary 4.4.** All chordal objects are pseudo-chordal.

However, note that the converse of Corollary 4.4 does not hold; as we shall see, it fails even in $\mathbf{Gr}^\text{mono}$.

**Proposition 4.5.** Pseudo-chordality does not imply chordality.

Proof. We will show that, in the spined category $\mathbf{Gr}^\text{mono}$, there exists a non-chordal object for which every pair of S-functors agree. To this end, consider, for some $n \in \mathbb{N}$, the element $K_n \# K_1 C_n$ obtained by identifying a vertex of an $n$-clique to a vertex of an $n$-cycle. Since $C_n$ is a subgraph of $K_n$, we have a sequence of injective graph homomorphisms

$$K_n \hookrightarrow K_n \# K_1 C_n \hookrightarrow K_n \# K_1 K_n.$$  

Thus, for any S-functor $F$, we have

$$n = F[K_n] \leq F[K_n \# K_1 C_n] \leq F[K_n \# K_1 K_n] = \max\{F[K_n], F[K_n]\} = n.$$  

We will use pseudo-chordal objects to define notion of a pseudo-chordal completion of an object of a spined category. We point out that the name was given in analogy to the operation of a chordal completion of graphs (i.e. the addition of a set $F$ of edges to some graph $G$ such that the resulting graph $(V(G), E(G) \cup F)$ is chordal).

**Definition 4.6.** A pseudo-chordal completion of an object $X$ of a spined category $(\mathcal{C}, \Omega, \mathcal{P})$ is an arrow $\delta : X \leftrightarrow H$ for some pseudo-chordal object $H$. If the pseudo-chordal object $H$ is also chordal, then we call $\delta$ a chordal completion.
Note that, for graphs, one can give an alternative definition of the tree-width a graph \( G \) as: \( \text{tw}(G) = \min\{\omega(H) - 1 : H \text{ chordal completion of } G\} \) (where \( \omega \) is the clique number) \[13\]. With this in mind, observe that the following definition of the width of a pseudo-chordal completion furthers the analogy between our construction and the tree-width of graphs.

**Definition 4.7.** Let \( X \) and \( F \) be respectively an object and an S-functor in some measurable spined category. The width of a pseudo-chordal completion \( \delta : X \leftrightarrow H \) of \( X \) is the value \( F[H] \).

We point out that, in contrast to the case of graphs, we do not define the width of a pseudo-chordal completion by using the generalized clique number \( \omega \). This is because \( \omega \) need not be an S-functor in general (by Proposition \[3,11\]). For clarity we note that the choice of S-functor in Definition \[4,7\] is inconsequential since every two S-functors agree on pseudo-chordal objects (by the definition of pseudo-chordality).

**Proposition 4.8.** Let \( (C, \Omega, \mathfrak{F}) \) be a measurable spined category and denote by \( \Delta[X] \) and \( \Delta^{\operatorname{ch}}[X] \) the minimum possible width of respectively any pseudo-chordal completion of the object \( X \) and any chordal completion of \( X \). Then \( \Delta \) and \( \Delta^{\operatorname{ch}} \) are functors from \( C \) to \( \mathbb{N}_\leq \).

**Proof.** We only prove the claim for \( \Delta \) since the argument for \( \Delta^{\operatorname{ch}} \) is the same. Let \( F \) be any S-functor over \((C, \Omega, \mathfrak{F})\). We need to verify that, for every arrow \( f : X \to Y \) in \( C \), we have \( \Delta[X] \leq \Delta[Y] \). To this end take any such arrow \( f : X \to Y \) and two minimum-width pseudo-chordal completions \( \delta_X : X \to H_X \) and \( \delta_Y : Y \to H_Y \) of \( X \) and \( Y \) respectively. Since \( \delta_Y \circ f \) is also a pseudo-chordal completion of \( X \) and by the minimality of the width of \( \delta \), we have \( \Delta[X] = F[H_X] \leq F[H_Y] = \Delta[Y] \).

**Definition 4.9.** Let \( \Delta \) and \( \Delta^{\operatorname{ch}} \) be the functors defined in Proposition \[4,8\]. We call \( \Delta \) the triangulation functor and \( \Delta^{\operatorname{ch}} \) the chordal triangulation functor.

Our goal now is to show that the triangulation functor of a measurable spined category is in fact an S-functor. Specifically we prove our main theorem which states that both \( \Delta \) and \( \Delta^{\operatorname{ch}} \) are S-functors in any measurable spined category.

**Theorem 4.10.** Both the triangulation and chordal-triangulation functors are S-functors in any measurable spined category.

**Proof.** Let \((C, \Omega, \mathfrak{F})\) be any measurable spined category equipped with some S-functor \( F \). We will prove the statement only for \( \Delta \) since the method of proof for the \( \Delta^{\operatorname{ch}} \) case is the same.

Consider a pseudo-chordal completion \( c : X \to H \) of a pseudo-chordal object \( X \). Then \( F[X] \leq F[H] \), and so the identity pseudo-chordal completion of \( X \) has smaller width than any other pseudo-chordal completion of \( X \). This proves that \( \Delta[\Omega_n] = n \) and hence that \( \Delta \) satisfies property \( \text{SC1} \).

For \( \text{SC2} \) consider any span \( A \xleftarrow{a} \Omega_n \xrightarrow{b} B \) in \( C \). We have to prove that \( \Delta[\mathfrak{F}(a,b)] = \max\{\Delta[A], \Delta[B]\} \). Choose a pseudo-chordal completion \( \alpha : A \to H_A \) (resp. \( \beta : B \to H_B \)) for which \( F[H_A] \) (resp. \( F[H_B] \)) is minimal. Using property \( \text{SC2} \)
there is a unique arrow $(\alpha, \beta) : \Psi(a, b) \to \Psi(aa, \beta b)$ such that the following diagram commutes.

\[
\begin{array}{c}
\Omega_n \xrightarrow{a} A \xrightarrow{a} H_A \\
\downarrow b \quad \downarrow \\
B \xrightarrow{\Psi(a, b)} \Psi(a, b) \xrightarrow{(\alpha, \beta)} \Psi(aa, \beta b) \\
\downarrow \beta \\
H_B \xrightarrow{H} \Psi(aa, \beta b)
\end{array}
\]

Now take a pseudo-chordal completion $\delta : \Psi(a, b) \to H$ of $\Psi(a, b)$ for which the quantity $F[H]$ is minimal. Consider the following diagram.

\[
\begin{array}{c}
\Omega_n \xrightarrow{a} A \xrightarrow{\Psi(a, b)_\alpha} \Psi(a, b) \\
\downarrow \text{id}_{\Omega_n} \quad \downarrow \text{id}_{\Psi(a, b)} \\
B \xrightarrow{\Psi(a, b)_\beta} \Psi(a, b) \\
\downarrow \beta \\
\Omega_n \xrightarrow{\Psi(a, \beta b)_\beta} \Psi(a, \beta b) \\
\downarrow \beta \beta \\
H_B \xrightarrow{\Omega} \Psi(a, \beta b)
\end{array}
\]

\[
\begin{array}{c}
F(aa) \xrightarrow{F[H_A]} F[H_A] = \Delta[A] \\
\downarrow F[aa] \quad \downarrow F[H_B] = \Delta[B] \\
F[\Psi(aa, \beta b)] = \max\{F[H_A], F[H_B]\} \\
\downarrow F[\Psi(aa, \beta b)] \quad \downarrow F[H] = \Delta[\Psi(a, b)] \\
\end{array}
\]

To show that $\Delta[\Psi(a, b)] = \max\{\Delta[A], \Delta[B]\}$, it suffices to deduce the existence of the dotted arrows $\mu_1$ and $\mu_2$ in the diagram above.

Note that, since $F$ is an S-functor, the bottom square (which is a diagram in $\text{Nat}$) commutes and $\Psi(aa, \beta b) = \max\{F[H_A], F[H_B]\}$. Since $\delta \circ \Psi(a, b)_\alpha$ constitutes a pseudo-chordal completion of $A$ and since we chose $H$ so that $F[H]$ is minimal, we have $F[H_A] \leq F[H]$. Similarly we can deduce $F[H_B] \leq F[H]$. Thus we have

$$F[\Psi(aa, \beta b)] = \max\{F[H_A], F[H_B]\} \leq F[H],$$

which proves the existence of $\mu_1$.

By Proposition 4.2 we know that the set of pseudo-chordal objects is closed under proxy pushouts. Since $H_A$ and $H_B$ are pseudo-chordal, so is their proxy pushout $\Psi(aa, \beta b)$. Hence $(\alpha, \beta) : \Psi(a, b) \to \Psi(aa, \beta b)$ is a pseudo-chordal completion of $\Psi(a, b)$. However, so is $H$. In fact we chose $H$ so that $F[H]$ is minimal (since $F[H] = \Delta[\Psi(a, b)]$). Thus we have $F[\Psi(aa, \beta b)] \geq F[H]$, which proves the existence of $\mu_2$.

Surprisingly, the S-functors $\Delta$ and $\Delta^{ch}$ defined above coincide.
Corollary 4.11. In any measurable spine category we have $\Delta = \Delta^{ch}$.

Proof. Consider any measurable spine category $(C, \Omega, \mathfrak{P})$ equipped with an S-functor $F$ and let $X$ be an object in $C$. Since every chordal object is also pseudo-chordal (Corollary 4.4) we know that $\Delta[X] \leq \Delta^{ch}[X]$. We now show that given any minimum-width pseudo-chordal completion $\delta : X \to H$ of $X$, we can find a chordal completion of $X$ of the same width as $\delta$.

Let $\gamma : H \to H^{ch}$ be a minimum-width chordal completion of $H$. Since $H$ is pseudo-chordal, all S-functors take the same value on $H$. In particular this means that $\Delta[H] = \Delta^{ch}[H]$ since both $\Delta$ and $\Delta^{ch}$ are S-functors by Theorem 4.10. Thus we have $F[H] = \Delta[H] = \Delta^{ch}[H] = F[H^{ch}]$. But then $\gamma \circ \delta$ is a chordal completion of $X$ with width $F[H^{ch}] = F[H]$, as desired. 

The $\mathcal{S}$-functor $\Delta$ constructed above satisfies a maximality property broadly analogous to Theorem 2.4.

Theorem 4.12. Let $(C, \Omega, \mathfrak{P})$ be any measurable spine category. The set of all $\mathcal{S}$-functors over $(C, \Omega, \mathfrak{P})$ is a join semi-lattice under the pointwise ordering with $\Delta$ as its maximum element.

Proof. Let $\mathcal{Z}$ be any non-empty (possibly infinite) subset of the set of S-functors over $(C, \Omega, \mathfrak{P})$. In what follows we shall first construct the supremum of $\mathcal{Z}$ and then we will prove that it constitutes an S-functor.

Define the map $F_{\mathcal{Z}} : C \to \mathbb{N}$ for any $W$ in $C$ as $F_{\mathcal{Z}}[W] := \max_{F' \in \mathcal{Z}} F'[W]$. (Note that this maximum always exists since every object $X$ is mapped by any S-functor to at most the value of $|X|$ and hence $\{F'[X] : F' \in \mathcal{Z}\}$ is a bounded set of integers.)

We claim that, for any arrow $m : X \to Y$ in $C$, we have $F_{\mathcal{Z}}[X] \leq F_{\mathcal{Z}}[Y]$. To see this, let $Q$ be an element of $\mathcal{Z}$ such that $Q[X] = F_{\mathcal{Z}}[X]$ (by the definition of $F_{\mathcal{Z}}$ and since $\mathcal{Z}$ is non-empty, such a $Q$ always exists). The functoriality of $Q$ implies that, if there is an arrow $X \to Y$ in $C$, then $Q[X] \leq Q[Y]$; in particular we can deduce that

$$F_{\mathcal{Z}}[X] = Q[X] \leq Q[Y] \leq \max_{F' \in \mathcal{Z}} F'[Y] = F_{\mathcal{Z}}[Y].$$

Hence there is an arrow $g : F_{\mathcal{Z}}[X] \to F_{\mathcal{Z}}[Y]$ in $\mathbb{N}$, which means that we can (slightly abusing notation) render $F_{\mathcal{Z}}$ a functor by extending the definition of $F_{\mathcal{Z}}$ to map any arrow $m : X \to Y$ to the arrow $g : F_{\mathcal{Z}}[X] \to F_{\mathcal{Z}}[Y]$ in $\mathbb{N}$.

From what we showed above, we know that $F_{\mathcal{Z}}$ is a functor. Now we will show that it is spinal functor. Note that $F_{\mathcal{Z}}$ clearly preserves the spine; furthermore, for any span $\xymatrix{A & \Omega_n \ar[r]^-a & B}$, we have

$$F_{\mathcal{Z}}[\mathfrak{P}(a, b)] = \max_{F' \in \mathcal{Z}} F'[\mathfrak{P}(a, b)] = \max_{F' \in \mathcal{Z}} \max\{F'[A], F'[B]\} = \max\{F_{\mathcal{Z}}[A], F_{\mathcal{Z}}[B]\}.$$ 

Thus $F_{\mathcal{Z}}$ is an $\mathcal{S}$-functor since it satisfies Properties $\text{SF}_1$ and $\text{SF}_2$. In particular we have proved that the set of all $\mathcal{S}$-functors over $(C, \Omega, \mathfrak{P})$ is a join semi-lattice under the point-wise ordering.
To see that $\Delta$ is the largest element of this semi-lattice, take any pseudo-chordal completion $\delta : X \rightarrow H$ of some object $X$. For any $S$-functor $F$, the following diagram commutes (by functoriality).

\[
\begin{array}{ccc}
X & \xrightarrow{\delta} & H \\
F & \downarrow \quad & \quad \downarrow F \\
F[X] & \xrightarrow{F_\delta} & F[H]
\end{array}
\]

But since $\Delta[X] := F[H]$, we have $F[X] \leq \Delta[X]$ and hence $\Delta$ is the maximum element of the join semi-lattice of $S$-functors. ■

5 Abstract analogues of tree-width.

In this section we will find instantiations of spined categories such that their triangulation numbers recover tree-width, hypergraph tree-width and complemented tree-width (i.e. the invariant $G \mapsto \text{tw}(\overline{G}) + 1$).

5.1 Tree-width of graphs and hypergraphs

Earlier we showed (Proposition 3.7) that every $S$-function yields an $S$-functor over $\text{Gr}_{\text{mono}}$. The next result goes further than this and shows that the triangulation functor on $\text{Gr}_{\text{mono}}$ takes every graph $G$ to $\text{tw}(G) + 1$.

Corollary 5.1. Let $\Delta$ be the triangulation functor of $\text{Gr}_{\text{mono}}$. Then, for any graph $G$, we have $\Delta[G] = \text{tw}(G) + 1$.

Proof. In $\text{Gr}_{\text{mono}}$ the generalized clique-number agrees with the clique number. Hence we compute

$$\text{tw}(G) + 1 = \min\{\omega(H) : H \text{ is a chordal completion of } G\} \quad \text{(see [13])}$$

$$= \Delta^{c\delta}[G] \quad \text{(since } \omega \text{ is an } S\text{-functor in } \text{Gr}_{\text{mono}})$$

$$= \Delta[G] \quad \text{(by Corollary 4.11).}$$

Next we consider the category $\text{HGr}_{\text{mono}}$ of hypergraphs and their injective homomorphisms which we describe now. Let $H_1$ and $H_2$ be hypergraphs; a vertex map $h : V(H_1) \rightarrow V(H_2)$ is a hypergraph homomorphism if it preserves hyper-edges; that is to say that, for every edge $F \in E(H_1)$, the set $h(F) := \{h(x) : x \in F\}$ is a hyper-edge in $H_2$. Hypergraph homomorphisms clearly compose associatively, thus we can define the category $\text{HGr}_{\text{mono}}$ which has finite hypergraphs as objects and injective hypergraph homomorphisms as arrows.
**Theorem 5.2.** Let $\Omega : \mathbb{N} \to \text{HGr}$ be the functor taking every integer $n$ to the hypergraph $([n],2^{[n]})$ and let $\Psi$ assign to each span of the form $H_1 \xleftarrow{h_1} \Omega_n \xrightarrow{h_2} H_2$ in $\text{HGr}$ the cocone $H_1 \xrightarrow{\Psi(h_1,h_2)_{h_1}} \Psi(h_1,h_2) \xleftarrow{\Psi(h_1,h_2)_{h_2}} H_2$ where

$$\Psi(h_1,h_2) := \left( \left( V(H_1) \cup V(H_2) \right)/_{h_1=h_2}, \left( E(H_1) \cup E(H_2) \right)/_{h_1=h_2} \right)$$

and $\Psi(h_1,h_2)_{h_i}$ is the map taking every vertex $v$ in $H_i$ to $v_i$ in $\Psi(h_1,h_2)$. Then the triple $(\text{HGr}, \Omega, \Psi)$ is a spined category.

**Proof.** Clearly Property $\text{SC1}$ is satisfied, so, to show Property $\text{SC2}$ consider the following diagram in $\text{HGr}$ (we will argue for the existence and uniqueness of $(j_1,j_2)$).
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We define $(j_1,j_2) : \Psi(h_1,h_2) \to \Psi(j_1,j_2)$ as

$$(j_1,j_2)(x) :=
\begin{cases}
  j_1(x) & \text{if } x \in V(H_1) \cap \Psi(h_1,h_2) \\
  j_2(x) & \text{otherwise.}
\end{cases}$$

Clearly $(j_1,j_2)$ is the unique injective vertex-map making the diagram commute (this can be easily seen by considering the forgetful functor taking every hypergraph to its vertex-set). Furthermore, by recalling the definition of the proxy pushout, one can easily see that it is in fact an injective hypergraph homomorphism, as desired. $\blacksquare$

Note that we can also construct a spined functor from the spined category $\text{HGr}$ of hypergraphs to the spined category $\text{Gr}_{\text{mono}}$ of graphs. We do this by observing that the mapping $\emptyset : \text{HGr} \to \text{Gr}_{\text{mono}}$ which associates every hypergraph to its Gaifman graph (sometimes also referred to as ‘primal graph’) is clearly functorial.

**Proposition 5.3.** The Gaifman graph functor $\emptyset : \text{HGr} \to \text{Gr}_{\text{mono}}$ is a spined functor.

**Proof.** Note that $\emptyset([n],2^{[n]}) = K_n$ (i.e. $\emptyset$ satisfies Property $\text{SF1}$). Now take the proxy pushout $\Psi(h_1,h_2)$ of some span $H_1 \xleftarrow{h_1} \Omega_n \xrightarrow{h_2} H_2$ in $\text{HGr}$. Recall that $\Psi(h_1,h_2)$ is constructed by identifying $H_1$ and $H_2$ along $\Omega_n := ([n],2^{[n]})$. Thus, since $\emptyset$ preserves the spine (as we just showed) we know that the Gaifman graph $\emptyset(\Psi(h_1,h_2))$ is given by the clique-sum along a $K_n$ of the Gaifman graphs of $H_1$ and $H_2$. In other words we have $\emptyset(\Psi(h_1,h_2)) = \emptyset[H_1] \#_{\emptyset[\Omega_n]} \emptyset[H_2]$ which proves that $\emptyset$ satisfies Property $\text{SF2}$. Thus $\emptyset$ is a spined functor. $\blacksquare$
Corollary 5.4. The spined category $\text{HGr}$ is measurable; in particular there are uncountably many $S$-functors over $\text{HGr}$.

Proof. Immediate from Propositions 3.7 and 5.3.  

Now consider any proxy pushout $\Psi(h_1, h_2)$ of a span $\begin{array}{c} H_1 \leftarrow^\omega \Omega \rightarrow^\delta H_2 \end{array}$ in $\text{HGr}$. It follows (in much the same way as it does for graphs) that the tree-width of $\Psi(h_1, h_2)$ is the maximum of $\text{tw}(H_1)$ and $\text{tw}(H_2)$. Since, by the definition of tree-width, we have $\text{tw}(\{[n], 2^{[n]}\}) = n - 1$, it follows that, in $(\text{HGr}, \Phi)$, $\Delta(K) = \text{tw}(K) + 1$ for any chordal object $K$ in $(\text{HGr}, \Phi)$. Thus we have shown the following result.

Corollary 5.5. If $\Delta$ is the triangulation number of $(\text{HGr}, \Omega, \Psi)$, then, for any hypergraph $H$, $\Delta(H) = \text{tw}(H) + 1$.

5.2 Complemented tree-width

Another example of a spined category is given by taking the discrete graphs $(\overline{K_n})_{n \in \mathbb{N}}$ as the spine for the category $\text{Gr}_{R-\text{mono}}$ of graphs and reflexive monomorphisms (which we define in what follows).

Definition 5.6. A vertex map $f : V(G) \rightarrow V(H)$ is a reflexive homomorphism from the graph $G$ to the graph $H$ if the following implication holds for all pairs of vertices $x$ and $y$ in $G$: $f(x)f(y) \in E(H) \Rightarrow xy \in E(G)$.

In what follows we denote by $\text{Gr}_{R-\text{homo}}$ the category having graphs as objects and reflexive homomorphisms as arrows, while we denote by $\text{Gr}_{R-\text{mono}}$ the category of graphs and injective reflexive homomorphisms.

Proposition 5.7. If $f : \overline{K_n} \rightarrow H$ is an arrow in $\text{Gr}_{R-\text{mono}}$, then the image of $f$ in $H$ is an independent set.

Proof. B.w.o.c. if $f(x)f(y) \in E(H)$, then $xy \in E(\overline{K_n})$ even though $E(\overline{K_n}) = \emptyset$. 

Since $\overline{K_n}$ has no edges, every graph on at-most $n$ vertices has an injective reflexive homomorphism to $\overline{K_n}$. Thus $(\overline{K_n})_{n \in \mathbb{N}}$ satisfies Property $\text{SCI}$ in $\text{Gr}_{R-\text{mono}}$ and hence forms a suitable spine.

Now, we will show that there is an appropriate choice of a proxy-pushout operation which we will denote as $\mathcal{S}$ – which turns $(\text{Gr}_{R-\text{mono}}, (\overline{K_n})_{n \in \mathbb{N}}, \mathcal{S})$ into a measurable spined category.

A first, but naive candidate for $\mathcal{S}$ is the operation taking any span of the form $\begin{array}{c} L \leftarrow^\ell \overline{K_n} \rightarrow^r R \end{array}$ in $\text{Gr}_{R-\text{mono}}$ to the graph obtained by 'gluing' $L$ to $R$ along their shared independent set (c.f. Proposition 5.7) of size $n$ (i.e. identify the image of $\overline{K_n}$ in $L$ to the image of $\overline{K_n}$ in $R$). Notice, though, that if we took $L \cong \overline{K_n}$ and $R \cong \overline{K_n}$, then this construction would produce as their proxy-pushout the graph $\overline{K_{\ell+r-n}}$. However, this would then preclude the existence of any $S$-functor $F$ over this spined category since such an $F$ would have to simultaneously satisfy $F[\overline{K_{\ell+r-n}}] = \ell + r - n$ (because
\( K_{\ell + r - n} \) is in the spine and also \( F[K_{\ell + r - n}] = \max \{ \ell, r \} \) (because max is the proxy pushout of \( \text{Nat} \)). Thus, with these considerations in mind, we come to the following definition of \( \mathfrak{S} \).

**Definition 5.8.** Let \( \mathfrak{S} \) be the operation taking every span in \( \text{Gr}_{R-\text{mono}} \) of the form \( L \xleftarrow{\ell} K_n \xrightarrow{r} R \) to the cospan \( L \xrightarrow{\mathfrak{S}(\ell, r)} \mathfrak{S}(\ell, r) \xleftarrow{\mathfrak{S}(\ell, r)} R \) which we define as follows. The graph \( \mathfrak{S}(\ell, r) \) is given by identifying \( L \) and \( R \) along their shared \( n \)-vertex independent set and then adding edges to this resulting graph so as to make \( L \setminus \ell(K_n) \) complete to \( R \setminus \ell(K_n) \); in other words \( \mathfrak{S}(\ell, r) \) is the graph with vertex-set \((V(L) \cup V(R))/\ell\) and edge-set
\[
E(L) \cup E(R) \cup \left( (V(L) \setminus \ell(K_n)) \times (V(R) \setminus r(K_n)) \right).
\]
Finally, the arrows \( \mathfrak{S}(\ell, r)_L \) and \( \mathfrak{S}(\ell, r)_R \) are just the obvious injections taking \( L \) and \( R \) respectively into \( \mathfrak{S}(\ell, r) \) (these are easily seen to be reflexive homomorphisms).

**Proposition 5.9.** The triple \( (\text{Gr}_{R-\text{mono}}, (K_n)_{n \in [0]}, \mathfrak{S}) \) is a spined category.

**Proof.** As we already observed, Property \( \text{SC1} \) is satisfied. For Property \( \text{SC2} \) we are given any diagram \( L' \xleftarrow{\ell'} L \xleftarrow{\ell} K_n \xrightarrow{r} R \xrightarrow{r'} R' \) in \( \text{Gr}_{R-\text{mono}} \), and we need to demonstrate the existence of a unique arrow \( m : \mathfrak{S}(\ell, r) \rightarrow \mathfrak{S}(\ell', \ell, r, r') \) which makes the following diagram commute.

\[
\begin{array}{ccc}
K_n & \xrightarrow{r} & R \\
\downarrow & & \downarrow \\
L & \xrightarrow{\mathfrak{S}(\ell, r)} & \mathfrak{S}(\ell, r) \\
\downarrow & & \downarrow \\
L' & \xrightarrow{\mathfrak{S}(\ell', \ell, r, r')} & \mathfrak{S}(\ell', \ell, r, r')
\end{array}
\]

We use \( \ell' \) and \( r' \) to define \( m \) piece-wise as follows:
\[
m : x \mapsto \begin{cases} 
(\mathfrak{S}(\ell', \ell, r, r'))(x) & \text{if } x \in V(R) \cap V(\mathfrak{S}(\ell, r)) \\
(\mathfrak{S}(\ell', \ell, r, r')_{\ell, \ell'} \circ \ell')(x) & \text{otherwise.}
\end{cases}
\]

Clearly \( m \) is the unique injective vertex-map that makes the above diagram commute; thus all that remains to be shown is that \( m \) is indeed a reflexive homomorphism. However, this follows immediately from the definition of \( \mathfrak{S} \) and from the fact that \( r' \) and \( \ell' \) are \( R \)-homomorphisms.

**Proposition 5.10.** The complementation map \( (-) : \text{Gr}_{R-\text{mono}} \rightarrow \text{Gr}_{\text{mono}} \) is a functor and indeed it is an isomorphism of categories.

**Proof.** First notice that \((-)\) preserves identity arrows and it is a bijection on objects; so now consider an arrow \( a : A \rightarrow B \) in \( \text{Gr}_{R-\text{mono}} \) we claim that the vertex map specified
by $a$ constitutes an arrow from $\overrightarrow{A}$ to $\overrightarrow{B}$ in $\text{Gr}_{\text{mono}}$. To see this, take any edge $xy \in E(\overrightarrow{A})$; since $x$ and $y$ are not adjacent in $A$, then $a(x)a(y) \notin E(B)$ (since $a$ is a reflexive homomorphism) and thus $a(x)a(y) \in E(\overrightarrow{B})$.

Conversely, if $a : \overrightarrow{A} \to \overrightarrow{B}$ is an arrow in $\text{Gr}_{\text{mono}}$, for each pair $a(x)a(y) \in E(B)$ we must have $xy \notin E(\overrightarrow{A})$ (since $a$ is a graph monomorphism and thus $A$ is a subgraph of $B$) which is equivalent to saying that $a(x)a(y) \in E(B)$ implies $xy \in E(A)$, as desired. Thus we have that $(-)$ is a functor which is bijective on objects, bijective on arrows, full and faithful. Furthermore, it is easily seen that complementation is self-inverse, so it is the desired isomorphism of categories. ■

**Corollary 5.11.** The isomorphism $(-) : \text{Gr}_{\text{R--mono}} \to \text{Gr}_{\text{mono}}$ is a spined functor $(-) : (\text{Gr}_{\text{R--mono}}, (K_n)_{n \in \mathbb{N}}, \mathcal{S}) \to (\text{Gr}_{\text{mono}}, (K_n)_{n \in \mathbb{N}}, \#)$.

**Proof.** By Proposition 5.10 $(-)$ is a functor and indeed it is an isomorphism of categories. It clearly preserves the spine and it also takes any proxy-pushout square

$$
\begin{array}{ccc}
K_n & \overset{r}{\longrightarrow} & R \\
\downarrow & & \downarrow \\
L & \longrightarrow & \mathcal{S}(\ell', r)
\end{array}
$$

to the proxy-pushout square

$$
\begin{array}{ccc}
K_n & \overset{r}{\longrightarrow} & \overrightarrow{R} \\
\downarrow & & \downarrow \\
L & \longrightarrow & \overrightarrow{L\#_{k_n} R}
\end{array}
$$

Thus $(-)$ is a spined functor. ■

Since spined functors compose and since $(\text{Gr}_{\text{mono}}, (K_n)_{n \in \mathbb{N}}, \#)$ is measurable, we also immediately have the following result.

**Corollary 5.12.** The spined category $(\text{Gr}_{\text{R--mono}}, (K_n)_{n \in \mathbb{N}}, \mathcal{S})$ is measurable.

An example of an S-functor over $(\text{Gr}_{\text{R--mono}}, (K_n)_{n \in \mathbb{N}}, \mathcal{S})$ is its generalized clique number $\hat{\omega}_R$ (i.e. the function associating to each graph its independence number). This can be easily seen either by factoring it through the complementation map as $\hat{\omega}_R = \omega a(-)$ or by simply checking from first principles that $\hat{\omega}_R$ satisfies Properties SF1 and SF2.

**Corollary 5.13.** Letting $\Delta$ be the triangulation functor of $(\text{Gr}_{\text{R--mono}}, (K_n)_{n \in \mathbb{N}}, \mathcal{S})$, we have $\Delta[G] = \text{tw}(\overrightarrow{G}) + 1$ for all graphs $G$.

### 6 New Spined Categories from Old

The spined categories encountered so far came equipped with their "standard" notion of (mono)morphism: posets with monotone maps, graphs with graph homomorphisms, hypergraphs with hypergraph homomorphisms or graphs with reflexive homomorphisms. In particular, for a class $S$ of combinatorial objects decorated with extraneous structure
(such as colored or labeled graphs), the appropriate choice of morphism may be less obvious. In these cases, a “forgetful” function \( f : S \to C \) from \( S \) to some spined category \( C \) allows us to study properties of \( S \) by studying properties of its image in \( C \).

It is straightforward to check that we can define a category \( S_1f \), which we call the \( S \)-category induced by \( f \) by taking \( S \) itself as the collection of objects of \( S_1f \) and, for any two objects \( A \) and \( B \) in \( S \), setting \( \text{Hom}_{S_1f}(A, B) := \text{Hom}_C(f(A), f(B)) \).

It will be convenient to notice that – up to categorial isomorphism – \( f^{-1}(X) \) (for any object \( X \) in the range of \( f \)) consists of only one object in \( S_1f \). To see this, suppose \( f \) is not injective (otherwise there is nothing to show) and let \( A, B \in S \) be elements of the set \( f^{-1}(X) \). By the definition of \( S_1f \), we know that \( \text{id}_X \in \text{Hom}_{S_1f}(A, B) \) since \( \text{Hom}_{S_1f}(A, B) = \text{Hom}_C(A, B) \). Thus \( A \) and \( B \) are isomorphic in \( S_1f \) since identity arrows are always isomorphisms.

Note that by the construction of \( S_1f \), the function \( f \) actually constitutes a faithful and injective (on objects and arrows) functor from \( S_1f \) to \( C \). The next result shows that if \( C \) is spined and if the range of \( f \) is sufficiently large, then we can choose a spine \( \Omega^S \) and a proxy pushout \( \Psi^S \) on \( S_1f \) which turn \( (S_1f, \Omega^S, \Psi^S) \) into a spined category and \( f : (S_1f, \Omega^S, \Psi^S) \to (C, \Omega, \Psi) \) into a spined functor.

**Theorem 6.1.** Let \((C, \Omega, \Psi)\) be a spined category, \( S \) be a set and \( f : S \to C \) be a function. If \( f \) is both

1. surjective on the spine of \( C \) (i.e. \( \forall n \in \mathbb{N}, \exists X \in S \) s.t. \( f(X) = \Omega_n \)) and such that
2. for every span \( f(X) \xrightarrow{x} \Omega_n \xleftarrow{y} f(Y) \) in \( C \), there exists a distinguished element \( Z_{x,y} \in S \) such that \( f(Z_{x,y}) = \Psi(x, y) \),

then we can choose a functor \( \Omega^S \) and operation \( \Psi^S \) such that

- \((S_1f, \Omega^S, \Psi^S)\) is a spined category and
- \( f \) is a spinal functor from \((S_1f, \Omega^S, \Psi^S)\) to \((C, \Omega, \Psi)\)
- if \((C, \Omega, \Psi)\) is a measurable spined category, then so is \((S_1f, \Omega^S, \Psi^S)\).

**Proof.** Define \( \Omega^S \) and \( \Psi^S \) as follows:

- \( \Omega^S : \mathbb{N} \to S_1f \) is the functor taking each \( n \) to an element of \( f^{-1}(\Omega_n) \) (we can think of this as picking a representative of the equivalence class \( f^{-1}(\Omega_n) \) for each \( n \) since, as we observed earlier, all elements of \( f^{-1}(\Omega_n) \) are isomorphic),

- \( \Psi^S \) is the operation assigning to each span \( X \xleftarrow{x} \Omega_n \xrightarrow{y} Y \) in \( S_1f \) the cocone \( X \xrightarrow{\Psi(x,y)} \Psi^S(x, y) := Z_{x,y} \xleftarrow{\Psi(g,h)_y} Y \), where \( Z_{x,y} \) is the distinguished element whose existence is guaranteed by the second property of \( f \).

Now we will show that \((S_1f, \Omega^S, \Psi^S)\) is a spined category. Property \text{SCI} holds in \((S_1f, \Omega^S, \Psi^S)\) since it holds in \((C, \Omega, \Psi)\) and since, for all \( A, B \in S \), we have \( \text{Hom}_{S_1f}(A, B) := \text{Hom}_C(f(A), f(B)) \).
\(\textbf{Hom}_c(A, B)\). To show Property \textsc{SC2}, we must argue that, for every diagram of the form

\[
\begin{array}{cccccc}
Q \in f^{-1}(\Omega_n) & \xrightarrow{h_1} & H_1 & \xrightarrow{j_1} & J_1 \\
\downarrow h_2 & & \downarrow & & \\
H_2 & \xrightarrow{j_2} & \Psi^S(h_1, h_2) & & \\
\downarrow j_2 & & \downarrow & & \\
J_2 & & \Psi^S(j_1 h_1, j_2 h_2) & & \\
\end{array}
\]

in \(S_{1f}\) there is an arrow \(p\) (which is dotted in Diagram \(1\)) which makes the diagram commute.

By the second condition on \(f\), we know that \(f(\Psi^S(j_1 h_1, j_2 h_2)) = \Psi(f(j_1 h_1, f j_2 h_2))\) and \(f(\Psi^S(j_1 h_1, j_2 h_2)) = \Psi(f(j_1 h_1, f j_2 h_2))\). Thus we have that \(f\) maps Diagram \(1\) in \(S_{1f}\) to the following diagram in \(C\).

\[
\begin{array}{cccccccc}
\Omega_n & \xrightarrow{h_1} & f(H_1) & \xrightarrow{j_1} & f(J_1) \\
\downarrow h_2 & & \downarrow & & \\
f(H_2) & \xrightarrow{j_2} & f(\Psi^S(h_1, h_2)) \xrightarrow{\sim} f(\Psi^S(j_1 h_1, j_2 h_2)) = \Psi(f(j_1 h_1, f j_2 h_2)) \\
\end{array}
\]

Since \((C, \Omega, \Psi)\) satisfies Property \textsc{SC2}, the dashed arrow \((j_1, j_2)\) in Diagram \(2\) exists, is unique and makes the diagram commute. But since we have \(\textbf{Hom}_c(A, B) := \textbf{Hom}_{\Omega}(A, B)\) for all \(A, B \in S\), we know that \(p = (j_1, j_2)\), as desired.

Now we will argue that \(f\) is a spinal functor. By the first property of \(f\), we know that \(f\) preserves the spine. By the second property of \(f\) and by what we just argued about Diagrams \(1\) and \(2\), we know that \(f\) satisfies Property \textsc{SF2} as well. Thus \(f\) is a spinal functor from \((S_{1f}, \Omega^S, \Psi^S)\) to \((C, \Omega, \Psi)\).

Finally note that, since \(f\) is a spinal functor from \((S_{1f}, \Omega^S, \Psi^S)\) to \((C, \Omega, \Psi)\), it must be that, if there exists an \(S\)-functor \(G\) over \((C, \Omega, \Psi)\), then the composition \(G \circ f\) is an \(S\)-functor over \((S_{1f}, \Omega^S, \Psi^S)\). Thus \((S_{1f}, \Omega^S, \Psi^S)\) is measurable whenever \((C, \Omega, \Psi)\) is.

Theorem 6.1 allows us to easily define new spined categories from ones we already know. For example, denoting, for every graph \(G\), the set of all functions of the form \(f : V(G) \to |V(G)|\) as \(\mathcal{F}(G)\), consider the set \(\mathcal{L} := \{\mathcal{F}(G) : G \in \mathcal{G}\}\) of vertex-labelings of all finite simple graphs. Let \(Q : \mathcal{L} \to \textbf{Gr}_{\text{mono}}\) be the surjection

\[
Q : (f : G \to |V(G)|) \mapsto G/f
\]
which takes every labeling $f : G \rightarrow |V(G)|$ in $\mathcal{L}$ to the quotient graph

$$G/f : = (V(G)/f, E(G)/f \setminus \{xx : x \in V(G)\}).$$

Since $\text{Gr}_{\mathsf{mono}}$ is a measurable spined category, by Theorem\textsuperscript{6.1} we know that $\mathcal{L}_{\mathcal{L}}$ is also a measurable spined category. In particular, the triangulation number $\Delta_f$ of $\mathcal{L}_{\mathcal{L}}$ takes any object $f : G \rightarrow |V(G)|$ in $\mathcal{L}_{\mathcal{L}}$ to the tree-width of $G/f$.

This construction might seem peculiar, since it maps labeling functions (as opposed to graphs themselves) to tree-widths of quotiented graphs. Thus we define the $f$-tree-width of any graph $G$, denoted $\text{tw}_f(G)$, as $\text{tw}_f(G) = \min_{f \in \text{Mod}(G)} \Delta_f[f]$. This becomes trivial if we allow all possible vertex-labelings. However, by imposing restrictions on the permissible labelings, we can obtain more meaningful width-measures on graphs.

We briefly consider two examples to demonstrate this principle.

**Example 6.2** (Modular tree-width). Recall that a vertex-subset $X$ of a graph $G$ is a called a module in $G$ if, for all vertices $z \in V(G) \setminus X$, either $z$ is adjacent to every vertex in $X$ or $N(z) \cap X = \emptyset$. We call a labeling function $f : V(G) \rightarrow |V(G)|$ modular if, for all $i \in |V(G)|$, the preimage $f^{-1}(i)$ of $i$ is a module in $G$. Thus, denoting by $\mathcal{M}$ the set $\mathcal{M} := \{\lambda : \lambda$ is modular labeling of $G \} : G \in \mathcal{G}\}$ of all modular labelings, we obtain, as we did above, a spined category $\mathcal{L}_{\mathcal{L}}$, where $Q$ is the function taking each modular labeling to its corresponding modular quotient.

Note that the triangulation number of $\mathcal{L}_{\mathcal{L}}$ maps every modular labeling to the tree-width of the corresponding modular quotient. Thus we can define modular tree-width which takes any graph $G$ to the minimum tree-width possible over the set of all modular quotients of $G$.

**Example 6.3** (Chromatic tree-width). Denote the set of all proper colorings as $\text{col} := \{\lambda : \lambda$ is proper coloring of $G \} : G \in \mathcal{G}\}$. Then, as we just did in Example\textsuperscript{6.2} we can study the spined category $\text{col}_{\mathcal{L}}$ and its triangulation number. Proceeding as before, this immediately yields the notion of chromatic tree-width.

## 7 Further Questions

As we have seen, spined categories provide a convenient categorial settings for the study of tree-like decompositions.

Proxy pushouts occupy a middle ground between the amalgamation property familiar from model theory (see e.g. Brody’s dissertation\textsuperscript{5} for a thorough graph-theoretic treatment) and the amount of exactness available in e.g. adhesive categories\textsuperscript{23}. The latter do not allow us to define width measures functorially since they would rule out $\mathsf{Nat}$ as a codomain for our functors (in particular poset categories are not adhesive). In contrast, $\mathsf{Nat}$ has proxy pushouts and is a spined category.

Among spined categories, the measurable ones come equipped with a distinguished $S$-functor, the triangulation functor of Definition\textsuperscript{4.2} which can be seen as a general counterpart to the graph-theoretic notion of tree-width, and which gives rise to an associated notion of completion/decomposition. Moreover, Theorem\textsuperscript{4.10} shows that the
only possible obstructions to measurability are the *generic* ones: if there is no obstruction so strong that it precludes the existence of every $S$-functor, there can be no further obstruction preventing the existence of the triangulation functor.

Since most settings have only one obvious choice of structure-preserving morphism (which fixes the pushout construction as well), functoriality leaves the choice of an appropriate spine as the only “degree of freedom”. This makes spined categories an interesting alternative to other techniques for defining graph width measures, such as *layout* [4] (used for defining branch-width [29], rank-width [26], $F_4$-width [21], bi-cut-rank-width [21] and min-width [31]), which rely on less easily generalized, graph-theory-specific notions of *connectivity*. Finding algebraic examples of spined categories and associated width measures remains a promising avenue for further work. In particular, as we move from combinatorial structures towards algebraic and order-theoretic ones, choosing a spine becomes an abundant source of technical questions.

**Question.** Consider the category $\text{Poset}_{oe}$ which has finite posets as objects and order embeddings as morphisms, equipped with the usual pushout construction. Is there a sequence of objects $n \mapsto \Omega_n$ which makes $\text{Poset}_{oe}$ into a measurable spined category?

Another promising topic for future work (which we describe in what follows) would be to ‘allow more complex spines’. Currently the spine of any spined category $\mathcal{C}$ consists of an $\mathbb{N}$-indexed sequence of objects $\Omega_1, \Omega_2, \ldots$ which satisfies the requirement that for each object $X$ of $\mathcal{C}$, there exists at least one natural $n$ such that the homset $\text{Hom}_\mathcal{C}(X, \Omega_n)$ is non-empty. Such sequences exist in many interesting categories involving combinatorial objects; however, in these settings there might not be an optimal (not to mention unique) such choice. For example, in the category having graphs as objects and topological minors as arrows, should we choose $(K_n)_{n \in \mathbb{N}}$ to be the spine or should we choose the sequence $(K_n)_{n \in \mathbb{N}}$ whose $n$-th element is the graph obtained by subdividing each edge of an $n$-clique $n$-times? A similar example (already observed by Wollan [32, Observation 1]) can be made for graph immersions: for every graph $G$, there exist naturals $n$ and $\ell$ such that $G$ has an immersion to a star on $n$-leaves with $\ell$ parallel edges joining the center to each leaf. These considerations motivate our desire for an even further generalization of spined categories to a similar construct where the spine need not be an $\mathbb{N}$-indexed sequence; indeed this is a promising direction for future work.
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