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Abstract

Explicit solutions to the non-linear field equations of some gravitational theories can be obtained, by means of a Riemann-Hilbert approach, from a canonical Wiener-Hopf factorisation of certain matrix functions called monodromy matrices. In this paper we describe other types of factorisation from which solutions can be constructed in a similar way. Our approach is based on an invariance problem, which does not constitute a Riemann-Hilbert problem and allows to construct solutions that could not have been obtained by Wiener-Hopf factorisation of a monodromy matrix. It gives rise to a novel solution generating method based on matrix multiplications. We show, in particular, that new solutions can be obtained by multiplicative deformation of the canonical Wiener-Hopf factorisation, provided the latter exists, and that one can superpose such solutions. Examples of applications include Kasner, Einstein-Rosen wave and gravitational pulse wave solutions.

1 Introduction

Finding exact solutions to the Einstein field equations in space-time dimensions $D \geq 4$ is, in general, a difficult task. They can, however, be obtained under simplifying assumptions. In this paper we focus on solutions that only depend on two of the $D$ space-time coordinates, denoted here by $(\rho, v)$, in which case the field equations reduce to non-linear PDE’s in two dimensions. This procedure applies not only to General Relativity, but also to various other gravity and supergravity theories in $D \geq 4$ space-time dimensions, as is well-known [9]. The dimensional reduction to two dimensions, called Ehlers reduction, is performed in two steps. The first step requires the presence of $D - 3$ commuting Killing symmetries, in which case these theories can be reduced to three space-time dimensions and reformulated as theories describing the coupling of non-linear sigma-models based on coset spaces $G/H$ to three-dimensional gravity. A further reduction on another commuting Killing symmetry gives rise to field equations in two dimensions that are integrable [6, 8, 33, 28]. An early example thereof is provided by the Ernst equation that arises when dimensionally reducing Einstein’s vacuum field equations [20] and the coupled Einstein-Maxwell field equations [21].

The resulting PDE’s in two dimensions are an integrable system, i.e. they appear as a compatibility condition for an auxiliary linear system, called a Lax pair [26]. There are two descriptions of such a Lax pair, which can be shown to be equivalent [22], but they originate rather different approaches to solving the field equations.
One is called the Belinski-Zakharov linear system [6]. It is particularly well suited to obtain exact solutions to the field equations if one focusses on solitonic solutions which can be obtained by the inverse scattering method. The latter was discovered by Gardner, Greene, Kruskal and Miura for solving the KdV equation [23]; and has since then been developed and expanded to a wide class of new integrable systems. The inverse scattering method, which was applied in [6] to obtain exact solutions to the Einstein field equations and was subsequently generalized to five-dimensional minimal supergravity [22], is a systematic procedure for generating new solutions from a previously known solution, called a seed solution. If \( \psi_0 \) is a seed solution, one looks for solutions to the Lax pair of the form \( \chi \psi_0 \), where \( \chi \) is called the dressing matrix, by assuming a particular rational form for \( \chi \), involving only simple poles, and substituting in the Lax pair. This approach, however, presents some difficulties in the current context; namely, the new solution is not, in general, an element of the coset \( G/H \) (see [22] for more details).

The other Lax pair, called the Breitenlohner-Maison linear system [8], adopts a group-theoretic approach by taking into account the group structure of the dimensionally reduced model and makes crucial use of an involution \( \sharp \) associated with the coset \( G/H \). It relies heavily on constructing solutions to a Riemann-Hilbert factorisation problem for a so-called monodromy matrix. Indeed, the Breitenlohner-Maison linear system depends on a complex parameter \( \tau \), which is allowed to vary in a certain algebraic curve, whose presence is the fundamental ingredient that allows for reformulating the problem of solving the PDE’s in two dimensions in terms of Riemann-Hilbert problems and Wiener-Hopf factorisation of matrix functions, with respect to a contour in the complex \( \tau \)-plane.

In this paper we will use the approach based on the Breitenlohner-Maison linear system for explicitly determining solutions to the Einstein field equations. This approach was introduced in [8, 33] and has recently become the object of rekindled interest, see for instance [4, 10, 15, 16, 24, 27, 34] and references therein. The associated Riemann-Hilbert factorisation problem is, in general, a difficult one to solve, since that factorisation is an analytic tool whose implementation is not at all algorithmic and often requires developing “custom-made” methods of solution [26]. However, one can take advantage of the recent progress in explicit factorisation methods which enables us to solve the factorisation problem for a large class of matrices, including all rational matrix functions (whatever the order of their poles), as well as various classes of non-rational ones (see for example [3, 12, 13, 14, 15, 17, 29, 31]).

There are several types of Wiener-Hopf factorisation. One such type is called canonical Wiener-Hopf factorisation, defined in Section 2b. This type of factorisation is the one that has been the main focus of the works [4, 10, 27]. It was proved in [4, Theorem 6.1] that if a given monodromy matrix \( M_{\rho,v}(\tau) \) (see (13)) possesses a canonical Wiener-Hopf factorisation with respect to a certain contour \( \Gamma \) (see [20]),

\[
M_{\rho,v}(\tau) = M_{-\rho,v}(\tau)X(\tau, \rho, v) \text{ on } \Gamma,
\]

then it yields a matrix \( M(\rho, v) \), obtained by taking the limit of \( M_{-\rho,v}(\tau) \) when \( \tau \to \infty \), which provides a solution to the field equations in \( D \) dimensions.

In this paper we take the Breitenlohner-Maison Lax pair as a starting point and significantly extend the scope of application of the Wiener-Hopf factorisation techniques to solve that linear system. Our approach, although motivated by the Breitenlohner-Maison factorisation method, will be based on the solutions of what we call a \( \tau \)-invariance problem, which does not constitute a Riemann-Hilbert problem, and can be seen as generalising the Breitenlohner-Maison approach. This invariance problem constitutes one of the novel aspects of this paper. We use it to propose a new solution generating method and to study several questions which arise naturally in the context of factorisation theory, as follows.

Question 1: Can we find other types of factorisation of a monodromy matrix that, in a
similar manner, yield solutions to the field equations? Starting from the simplest possible example, take the identity monodromy matrix, whose canonical Wiener-Hopf factorisation is trivial. Can we find another factorisation of the identity matrix with less restrictive conditions on the factors, providing a nontrivial solution to the field equations?

Question 2: Given two solutions $M_1(\rho, v)$ and $M_2(\rho, v)$, can we multiply them to obtain a new solution $(M_1M_2)(\rho, v)$ which may then be interpreted as resulting from $M_1(\rho, v)$ by “multiplicative deformation”, via multiplication by $M_2(\rho, v)$?

Question 3: In the context of Question 2, suppose that we have an infinite family of solutions, indexed by a continuous parameter $k \in \mathbb{R}^+$ (that can be seen as representing a wave number), which constitutes an Abelian group of solutions. Then a finite product, seen as a superposition of a finite number of waves, is also a solution to the field equations. Can we extend this result to the superposition of an infinite number of such solutions?

The paper is organised as follows. To keep it as self-contained as possible, in Section 2 we present some background material. First we briefly review the description of the dimensionally reduced gravitational field equations as an integrable system associated with a Lax pair called Breitenlohner-Maison linear system. Secondly we describe how to solve the field equations by means of canonical bounded Wiener-Hopf factorisations. Finally we briefly review some known results about factorisation in the algebra of Hölder continuous functions. In Section 3 we address Questions 1 and 2. We introduce the $\tau$-invariance problem (Theorem 3.3) and use it to describe a solution generating method based on matrix multiplications, see Theorem 3.9. Moreover, we describe a class of solutions to the $\tau$-invariance problem, which also satisfy the field equations, and use it to obtain a class of multiplicative deformations providing an application of the solution generating method. In Section 4 we apply the previous results to cosmological Kasner solutions in four space-time dimensions. We also briefly discuss conserved currents. In Section 5 we use the results of Section 3 to establish a remarkable property of the Einstein-Rosen wave solutions in General Relativity, and we use it to construct other solutions which would be difficult to obtain by directly solving the non-linear field equations. In Section 6 we address Question 3 by discussing it in the specific context of the superposition of infinitely many Einstein-Rosen wave solutions. In Section 7 we use the previous results to infer some interesting relations between the matrix one-form $A = M^{-1}dM$ and the matrix function $X(\tau, \rho, v)$ in a canonical Wiener-Hopf factorisation (1).

2 Notation and background results

2.1 The field equations as an integrable system: Lax pair and spectral curve

The field equations of gravitational theories in $D$ space-time dimensions are a system of non-linear PDE's for the space-time metric (and other fields) for which obtaining exact solutions is, in general, a difficult task. Exact solutions can however be obtained under simplifying assumptions, such as imposing spherical symmetry. An example of such a solution, which is of great physical and mathematical interest, is the well known Schwarzschild solution.

Here we focus on solutions that only depend on two of the $D$ space-time coordinates and which result from performing a two-step dimensional reduction of the original theory. Below we summarize the resulting equations [30, 33, 37].

After performing this two-step dimensional reduction, the field equations become field equations in two dimensions,

$$d(\rho \ast A) = 0 \ , \ \text{with} \ A = M^{-1}dM \ ,$$

(2)
where $M \in G/H$ is a coset representative of the symmetric space $G/H$ that arises in the two-step reduction. $G/H$ is invariant under an involution called generalised transposition, which we denote by $\sharp$, and hence $M^\sharp = M$. The field equation (2) is a matricial non-linear second order PDE depending on two coordinates, which we take to be $\rho > 0$ and $v \in \mathbb{R}$, called Weyl coordinates. Accordingly, we will denote the $(\rho, v)$ upper-half plane by Weyl upper-half plane. In (2), $\ast$ denotes the Hodge star operator in two dimensions, satisfying

$$\ast d\rho = -\lambda dv \quad , \quad \ast dv = dp \quad , \quad (\ast)^2 = -\lambda \text{id} , \quad (3)$$

where $\lambda = \pm 1$, depending on the form of the two-dimensional line element $ds_2^2$ (given by $ds_2^2 = \sigma dp^2 + \varepsilon dv^2$, $\lambda = \sigma \varepsilon$).

We only consider here cases where a solution to the field equations in $D$ space-time dimensions is uniquely determined by a solution $M(\rho, v)$ to (2), see for example Appendix A of [10]. In particular, when $D = 4$, the associated four-dimensional space-time metric takes the (Weyl-Lewis-Papapetrou) form,

$$ds_4^2 = -\lambda \Delta(dy + Bd\phi)^2 + \Delta^{-1} \left( e^\psi ds_2^2 + \rho^2 d\phi^2 \right) , \quad (4)$$

where $\Delta, B$ are functions of $(\rho, v)$ uniquely determined by the solution $M(\rho, v)$ of (2) (see (93) for the case of $2 \times 2$ matrices $M(\rho, v)$) and $\psi(\rho, v)$ is a scalar function determined by integration [30, 37] from

$$\partial_\rho \psi = \frac{1}{2} \rho \text{ Tr } (A_\rho^2 - \lambda A_v^2) \quad , \quad \partial_v \psi = \frac{1}{2} \rho \text{ Tr } (A_\rho A_v) . \quad (5)$$

Note that, in (5), $\partial_v (\partial_\rho \psi) = \partial_\rho (\partial_v \psi)$, as can be verified by using (2), (3) and the property $dA + A \wedge A = 0$. For examples of Weyl metrics in dimensions $D > 4$ see [18].

**Remark 2.1.** Since the class of solutions to the field equations in $D$ space-time dimensions that we study here is in a one-to-one correspondence with the class of solutions $M(\rho, v)$ satisfying (2), we identify the two classes and henceforth we refer to $M(\rho, v)$ as a solution to the field equations.

The non-linear field equation (2) is an integrable system [26], since it can be viewed as the compatibility condition for an auxiliary linear system of differential equations (a Lax pair) depending on an auxiliary complex parameter $\tau$, which is allowed to vary in an algebraic curve depending on $\rho$ and $v$. The Lax pair for (2) takes the form [30]

$$\tau (dX + AX) = \ast dX . \quad (6)$$

This linear system (for the unknown matrix $X(\tau, \rho, v)$) will be called the Breitenlohner-Maison linear system [8]. The complex parameter $\tau$ plays a crucial role here in allowing to bring the tools of complex analysis into the problem, thereby transforming the original problem of solving the non-linear field equation (2) into a Riemann-Hilbert problem, described in Section 2b.

In the case of (6), the complex parameter $\tau$ (called the spectral parameter) is not a constant, but must satisfy an algebraic relation involving another complex variable $\omega$ as well as the two space-time coordinates $\rho$ and $v$,

$$\omega = v + \frac{\lambda}{2} \rho \frac{\lambda - \tau^2}{\tau} \quad , \quad \tau \in \mathbb{C}\{0\} . \quad (7)$$

This relation is invariant under the involution

$$\tau \mapsto -\frac{\lambda}{\tau} \quad \text{for all} \quad \tau \neq 0 . \quad (8)$$
Note that, for any given \( \omega \), the spectral relation (7) is satisfied if we replace \( \tau \) by 1

\[
\varphi_\omega(\rho, v) = \frac{-\lambda(\omega - v) + \sqrt{(\omega - v)^2 + \lambda \rho^2}}{\rho}
\]

or

\[
\tilde{\varphi}_\omega(\rho, v) = \frac{-\lambda(\omega - v) - \sqrt{(\omega - v)^2 + \lambda \rho^2}}{\rho} = -\frac{\lambda}{\varphi_\omega(\rho, v)}.
\]

Then, defining the set \( \mathcal{T} \) to be the set of functions of the form (9) or (10), by studying the compatibility condition for the Breitenlohner-Maison linear system \([4, 10, 30]\) one establishes the following.

**Theorem 2.2.** \([30] \ [4, \text{Theorem 4.2}]\) Let \( \varphi \in \mathcal{T} \). If there exists \( X(\tau, \rho, v) \) such that \( X \) is twice continuously differentiable and invertible with \( X^{-1} \) continuously differentiable with respect to \( (\rho, v) \) and, for \( \tau = \varphi \),

\[
\tau (dX + AX) = \star dX, \quad \text{with} \quad A = M^{-1}dM,
\]

then \( M \) is a solution to the field equation \( d(\rho \star A) = 0, \ A = M^{-1}dM \).

**Remark 2.3.** Since \( \omega \in \mathbb{C} \) and \( \varphi \in \mathcal{T} \) is a complex valued function, when we refer to \( A(\rho, v) \) (and \( M(\rho, v) \)) as a solution of the field equation (2), we take them as being complex valued. One may seek a real or a complex solution \( M(\rho, v) \). In the former case, restrictions may have to be imposed on the domain of \( (\rho, v) \).

Note that, although the Breitenlohner-Maison linear system \([11]\) is a system of linear PDE’s for the unknown \( X \) with coefficient \( A(\rho, v) \), one must in fact look at it as a system of equations for the pair of unknowns \( (X, A) \) if the field equations are to be solved; indeed, in general \( A \) is not given and obtaining \( A = M^{-1}dM \) such that (2) holds is precisely our goal.

One way to address this question, providing at the same time both a solution \( M(\rho, v) \) to the field equation (2) and a solution \( X \) to the Lax pair (11) with input \( A = M^{-1}dM \), is given by the canonical Wiener-Hopf factorisation (also known as Birkhoff factorisation) of a so-called monodromy matrix. Obtaining this factorisation is equivalent to solving a particular kind of Riemann-Hilbert problems, as described in the next section.

### 2.2 Solving the field equation by canonical Wiener-Hopf factorisation

Let \( \Gamma \) be a simple closed contour in \( \mathbb{C} \), encircling the origin, and let \( \mathbb{D}_\Gamma^+ \) and \( \mathbb{D}_\Gamma^- \) denote the interior and the exterior of \( \Gamma \) (including the point \( \infty \)), respectively.

A Rieman-Hilbert problem is the problem of determining a function \( \phi \), analytic in \( \mathbb{C} \setminus \Gamma \), satisfying a jump condition across \( \Gamma \).

A particularly important Riemann-Hilbert problem is the so-called Wiener-Hopf factorisation problem \([11, 52]\). Developing efficient methods to obtain such a factorisation has recently attracted renewed interest due to its importance in applications \([3, 25, 35]\). We look here for a canonical bounded Wiener-Hopf factorisation (abbreviated to canonical Wiener-Hopf factorisation) \([11, 29, 52]\), where one seeks \( n \times n \) matrix functions \( \mathcal{M}_+ \) and \( \mathcal{M}_- \) which are analytic

\(^1\)Note that the expression for \( \rho \varphi_\omega \) is reminiscent of the expression that arises in the context of rod structures in General Relativity \([18]\).
and bounded in \( D^+ \) and \( D^- \) (respectively), as well as their inverses, and such that for a given \( n \times n \) matrix function \( M \) defined on \( \Gamma \) one has

\[
M(\tau) = M_-(\tau)M_+(\tau) \quad {\text{on}} \quad \Gamma,
\]

(12)

where \( M_- \) and \( M_+ \) are identified with their (non-tangential) boundary value functions on \( \Gamma \).

When such a factorisation exists, the factors \( M_\pm \) are unique up to constant factors. One can then impose a normalisation condition \( M_+(0) = I_{n \times n} \) which uniquely determine the factors \( M_\pm \) in (12).

**Remark 2.4.** Note that the same canonical Wiener-Hopf factorisation of a monodromy matrix can be obtained from different contours, as it happens, for instance, in Section 5 (see Remark 5.1).

We will assume here that the elements of \( M \) are H"older continuous functions with exponent \( \mu \in [0, 1[ \) on \( \Gamma \) and \( \det M \neq 0 \) admits a (scalar) factorisation of the form \([12, 17, 32]\); in this case we may assume without loss of generality that \( \det M = 1 \).

Now let \( M(\omega) \) be a matrix function of the complex variable \( \omega \) with \( M(\omega) = M^\sharp(\omega) \), and denote by \( M_{\rho,v}(\tau) \) the matrix that is obtained from \( M(\omega) \) by composition using the spectral relation (7), i.e.

\[
M_{\rho,v}(\tau) = M \left( v + \frac{\lambda}{2} \rho \frac{\lambda - \tau^2}{\tau} \right)
\]

(13)
defined for all \( \tau \in \mathbb{C} \setminus \{0\}, v \in \mathbb{R}, \rho \in \mathbb{R}^+ \). In what follows, we will also use the notation \( M(\tau, \rho, v) \) which we identify with \( M_{\rho,v}(\tau) \).

If \( M_{\rho,v}(\tau) \) admits a canonical Wiener-Hopf factorisation \( M_{\rho,v}(\tau) = M_{\rho,v}^-(\tau)M_{\rho,v}^+(\tau) \) with respect to \( \Gamma \) and if we denote by \( X(\tau, \rho, v) \) the factor \( M_{\rho,v}^+(\tau) \) when the latter is normalized to \( M_{\rho,v}^+(0) = I \), one can show that (see Section 3 of \([10]\))

\[
M(\omega) = M^\sharp(\omega) \Rightarrow M_{\rho,v}^-(\tau) = \left( -\frac{\lambda}{\tau}, \rho, v \right) M_{\rho,v}(\tau) \quad {\text{on}} \quad \Gamma,
\]

(14)
The canonical Wiener-Hopf factorisation can then be written as

\[
M_{\rho,v}(\tau) = X^\sharp \left( -\frac{\lambda}{\tau}, \rho, v \right) M(\tau, \rho, v) X(\tau, \rho, v) \quad {\text{on}} \quad \Gamma
\]

(15)

with

\[
X(\tau = 0, \rho, v) = I
\]

(16)
and

\[
M^\sharp(\rho, v) = M(\rho, v).
\]

(17)
Analogously,

\[
\det M(\omega) = 1 \Rightarrow \det M(\rho, v) = 1.
\]

(18)
Indeed, we have from \( M_{\rho,v}(\tau) = M_{\rho,v}^-(\tau)X(\tau, \rho, v) \) that

\[
1 = \det \left( M_{\rho,v}^-(\tau) \right) \det X(\tau, \rho, v) \Leftrightarrow \det X(\tau, \rho, v) = \left( \det \left( M_{\rho,v}^-(\tau) \right) \right)^{-1},
\]

(19)
Theorem 2.5. [4, Theorem 6.1] Let the following assumptions hold:
\[ \tau \in U \]

≥ generalized transposition (also denoted by \( \hat\) here), \( \rho, v \) variable in the complex plane, \( \rho, v \) equality (20) holds, depends on \( (\rho, v) \) as parameters, and choosing, for each \( (\rho, v) \) a certain contour \( \Gamma \). Therefore it should be clear that this contour, in the neighborhood of which the equality \( (20) \) holds, depends on \( (\rho, v) \). This dependence will be implicit, unless necessary for the exposition, throughout the paper.

2 These assumptions, which may seem complicated and technical, are in fact intended so as to allow for the broadest possible range of applicability. They are easily seen to be satisfied in all known physically significant cases.
Obtaining conditions for the existence of a canonical Wiener-Hopf factorisation for \( \mathcal{M} \) and explicit expressions for the factors in \([12]\) is a difficult task in general \([31]\). However, the following simple but powerful result guarantees that a canonical Wiener-Hopf factorisation exists for all scalar functions \( \mathcal{M}_{\rho,v}(\tau) \):

**Theorem 2.7.** \([12]\) Any scalar complex valued function

\[
f_{\rho,v}(\tau) = f\left(v + \frac{\lambda}{2} \rho \frac{\lambda - \tau^2}{\tau}\right)
\]

admits a canonical Wiener-Hopf factorisation w.r.t. any closed contour \( \Gamma \), invariant under \( \tau \mapsto -\frac{1}{i\lambda} \) and encircling the origin, on which it is continuous and non-vanishing. Naturally, the factorisation may depend on the contour.

The previous theorem implies, in particular, the existence of a canonical Wiener-Hopf factorisation for all monodromy matrices which are reducible, through products by constant matrices, to triangular form \([29, 32]\) and, therefore, for all diagonal matrices. Furthermore, as explained in Section 2.3 the canonical Wiener-Hopf factorisation of a scalar function in \( C^\mu(\Gamma) \) can be explicitly obtained via known formulae involving Cauchy-type integrals, and therefore every diagonal matrix function can be explicitly factorised either in terms of known functions or in terms of simple Cauchy-type integrals. This distinguishes the class of diagonal monodromy matrices. In the next section we explore their unique properties and illustrate how one can construct highly non-trivial exact solutions to \([2]\) by using simple complex analytic tools.

**Remark 2.8.** In the remainder of this paper, \( \Gamma \) will denote a simple, closed contour in the complex \( \tau \)-plane that encircles the origin and is invariant under \( \tau \mapsto -\frac{1}{i\lambda} \), which will be called an admissible contour, and we assume that \((\rho, v)\) belongs to an open set \( S \) as in Theorem 2.5.

### 2.3 Factorisation in the algebra of Hölder continuous functions

Let \( f(\tau) \) be Hölder a continuous function, i.e. satisfying a Hölder condition with exponent \( \mu \in [0, 1] \), on a simple closed curve \( \Gamma \) encircling 0, oriented anti-clockwise. We denote by \( C^\mu(\Gamma) \) the space of all such functions. For any \( f \in C^\mu(\Gamma) \) we can define the Cauchy integrals

\[
(P^+_\Gamma f)(\tau) = \pm \frac{1}{2\pi i} \int_{\Gamma} \frac{f(z)}{z - \tau} \, dz, \quad \tau \in \mathbb{D}^\pm_\Gamma,
\]

where \( \mathbb{D}^+_\Gamma \) and \( \mathbb{D}^-_\Gamma \) denote the interior and the exterior regions of \( \Gamma \), respectively.

\( P^+_\Gamma f \) and \( P^-_\Gamma f \), defined by \([24]\), are bounded analytic functions in \( \mathbb{D}^+_\Gamma \) and \( \mathbb{D}^-_\Gamma \cup \{\infty\} \), respectively, with

\[
(P^-_\Gamma f)(\infty) = 0.
\]

Their non-tangential boundary value limits on \( \Gamma \) are uniquely defined a.e. \([32]\). It is usual to identify the functions defined on \( \mathbb{D}^+_\Gamma \) and \( \mathbb{D}^-_\Gamma \) by \([24]\) with their respective boundary value function, which are also Hölder continuous functions with exponent \( \mu \).

Any element of \( C^\mu(\Gamma) \) can be uniquely decomposed as \( f = P^+_\Gamma f + P^-_\Gamma f \). If the winding number, or index, of \( f \in C^\mu(\Gamma) \) is zero, then \( \log f \in C^\mu(\Gamma) \) and we can decompose

\[
\log f = P^+_\Gamma \log f + P^-_\Gamma \log f,
\]
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so that $f$ also admits a multiplicative decomposition which is a canonical Wiener-Hopf factorisation with factors in $C^\mu(\Gamma)$,

$$f = \tilde{f}_- \tilde{f}_+ \ , \ \tilde{f}_+^\pm \in P^+_\Gamma C^\mu(\Gamma) \ , \ \tilde{f}_-^\pm \in P^-\Gamma C^\mu(\Gamma) \oplus \mathbb{C} \ ,$$

(27)

where

$$\tilde{f}_+ = e^{P^+_\Gamma \log f} \ , \ \tilde{f}_- = e^{P^-\Gamma \log f} \ , \ \tilde{f}_-(\infty) = 1 .$$

(28)

The factors in (27) can be modified by a multiplicative constant $(\tilde{f}_+^\pm(0))$, and thus we can normalize $\tilde{f}_+$ to the identity at 0, i.e. we can write

$$f = f_- f_+ \ \text{with} \ f_(0) = 1 .$$

(29)

It can be shown that a scalar function $f \in C^\mu(\Gamma)$ admits a canonical Wiener-Hopf factorisation if and only if its index with respect to the origin is 0, i.e. $\log f \in C^\mu(\Gamma)$ (see Lemma 2.1 in [17]).

Theorem 2.7 means that every $f_{\rho,v}(\tau)$ satisfying its assumptions is such that $\log f_{\rho,v}(\tau) \in C^\mu(\Gamma)$ and $f_{\rho,v}(\tau)$ admits a canonical Wiener-Hopf factorisation in the algebra $C^\mu(\Gamma)$ of the form (29).

For any diagonal matrix in $(C^\mu(\Gamma))^{n \times n}$,

$$\mathcal{M}(\tau) = \text{diag}(m_j(\tau))_{j=1,...,n} ,$$

(30)

where $m_j$ admits a canonical Wiener-Hopf factorisation in the algebra $C^\mu(\Gamma)$, $m_j = m^-_j m^+_j$, we thus have the (normalized) canonical Wiener-Hopf factorisation

$$\mathcal{M} = \mathcal{M}_- X \ \text{on} \ \Gamma$$

(31)

with

$$\mathcal{M}_-(\tau) = \text{diag}(m^-_j(\tau)m^+_j(0))_{j=1,...,n} ,$$

$$X(\tau) = \text{diag}(m^+_j(\tau)(m^-_j(0))^{-1})_{j=1,...,n} ,$$

(32)

where $X(0) = I_{n \times n}$. We have thus proved the following:

**Theorem 2.9.** Let $\mathcal{M}(\omega)$ be a diagonal matrix function of the complex variable $\omega$ and let $\mathcal{M}_{\rho,v}(\tau)$ be its composition with (7), such that it is H"older continuous on a contour $\Gamma$. Then $\mathcal{M}_{\rho,v}(\tau)$ has a canonical Wiener-Hopf factorisation in the algebra $(C^\mu(\Gamma))^{n \times n}$ and

$$M(\rho, v) = e^{(P^+_\Gamma \log \mathcal{M}_{\rho,v}(\tau))(0)}$$

(33)

is a solution to the field equation (2).

With the assumptions of Theorem 2.9 $X$ in (31) is given by

$$X(\tau, \rho, v) = e^{P^+_\Gamma \log \mathcal{M}_{\rho,v}(\tau)} e^{-(P^-_\Gamma \log \mathcal{M}_{\rho,v}(\tau))_0} .$$

(34)
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3 The \(\tau\)-invariance problem and solution generation by multiplication

Theorem 2.5 states that once a canonical Wiener-Hopf factorisation of a monodromy matrix is obtained, we get a matrix \(M(\rho, v)\) which gives a solution to (2), by simply calculating the limit of the “minus” factor when \(\tau\) tends to \(\infty\), see (22).

It is now natural to ask if the same can be achieved through other types of factorisation of the monodromy matrix. Indeed, in Section 7 of [4], a case study showed that it is also possible to obtain solutions to the field equations by means of meromorphic factorisations [12] of a monodromy matrix and subsequently taking the limit \(\tau \to \infty\) of one of the factors in the factorisation. It was moreover shown that the solution thus obtained (a Kasner solution to the field equations of General Relativity in four dimensions) was different from the one obtained through a canonical Wiener-Hopf factorisation of the same monodromy matrix.

Our approach for finding solutions to the Lax pair which are not necessarily analytic will be based on a new equation, which is not a Riemann-Hilbert problem and instead represents what can be called the \(\tau\)-invariance of an expression involving \(X(\tau, \rho, v)\) and \(M(\rho, v)\). The proof of this result, which is presented in Theorem 3.3, relies on the action of the two projections that we define next.

**Definition 3.1.** Let

\[
P_{\pm} = \frac{1}{2} (I \pm \lambda p_F \ast) ,
\]

where \(p_F\) is a fixed point of the involution \(i_\lambda(\tau) = -\lambda/\tau\).

**Proposition 3.2.** \(P_{\pm}\) are complementary projections, i.e.

\[
P_{\pm}^2 = P_{\pm}, \quad P_+ + P_ - = I, \quad P_+ P_- = P_- P_+ = 0,
\]

and they satisfy

\[
P_+ - P_- = \lambda p_F \ast, \quad \ast P_{\pm} = \mp p_F P_{\pm}, \quad 2P_{\pm} d\rho = d\rho \mp p_F dv.
\]

We can now formulate the main result of this section.

**Theorem 3.3.** Let \(\Gamma\) be an admissible contour and let \(X(\tau, \rho, v)\) and \(M(\rho, v)\) be matrix functions such that

(i) \(X^{\pm}\) are analytic with respect to \(\tau\) in a neighbourhood \(O\) of \(\Gamma\) (as in Theorem 2.5), for all \((\rho, v)\),

(ii) \(X^{\pm}, M\) are of class \(C^2\) with respect to \((\rho, v)\).

Let moreover

\[
G_{M,X}(\tau, \rho, v) = \tau dM + \frac{1}{\rho} [ (\lambda - \tau^2) d\rho + 2\lambda \tau dv ] M \frac{\partial X}{\partial \tau} X^{-1} + \frac{\tau^2 + \lambda}{\tau} M \left( \frac{\partial X}{\partial \rho} d\rho + \frac{\partial X}{\partial v} dv \right) X^{-1},
\]

where we omitted the dependence of \(X\) and \(M\) on \((\tau, \rho, v)\) and \((\rho, v)\), respectively.

If, for all \((\rho, v)\),

\[
\frac{\partial}{\partial \tau} G_{M,X}(\tau, \rho, v) = 0 \quad \text{on} \quad \Gamma,
\]

then \(M(\rho, v)\) is a solution to the field equation (2) and \(X(\tau, \rho, v)\), with \(\tau = \varphi \in \mathcal{T}\), is a solution to the linear system (11).
Proof. If (39) holds, then
\[ G_{M,X}(\tau, \rho, v) = G_{M,X}(\pm p_F, \rho, v) \equiv G(\rho, v), \]  
and
\[ \begin{align*}
G(\rho, v) &= G_{M,X}(p_F, \rho, v) = p_F dM + \frac{2\lambda}{\rho} [d\rho + p_F dv] M \frac{\partial X}{\partial \tau}|_{\tau=p_F} X^{-1}|_{\tau=p_F} \\
\Leftrightarrow G(\rho, v) &= p_F dM + \frac{4\lambda}{\rho} (P_- d\rho) M \frac{\partial X}{\partial \tau}|_{\tau=p_F} X^{-1}|_{\tau=p_F} 
\end{align*} \]  
(41)

By applying \( P_+ \) to both sides of the last identity we get
\[ P_+ G(\rho, v) = p_F P_+ dM. \]  
(42)

Analogously, we evaluate \( G(\rho, v) = G_{M,X}(-p_F, \rho, v) \) and apply \( P_- \) to both sides, thus obtaining
\[ P_- G(\rho, v) = -p_F P_- dM. \]  
(43)

From (42) and (43) we infer
\[ G(\rho, v) = p_F P_+ dM - p_F P_- dM = p_F \lambda p_F \ast dM = -\ast dM, \]  
(44)

and hence
\[ -\ast dM = G_{M,X}(\tau, \rho, v). \]  
(45)

Substituting \( \tau = \varphi \in T \) we have
\[ -\ast dM = \varphi dM + \frac{\lambda + \varphi^2}{\varphi} M d [X(\tau, \rho, v)|_{\tau=\varphi}] X^{-1}(\varphi, \rho, v) \\
\Leftrightarrow -\varphi M^{-1} \ast dM = \varphi^2 M^{-1} dM + (\lambda + \varphi^2) d [X(\tau, \rho, v)|_{\tau=\varphi}] X^{-1}(\varphi, \rho, v). \]  
(46)

Denoting \( A = M^{-1} dM, \tilde{X}(\rho, v) = X(\varphi, \rho, v), \) we have that
\[ -\varphi \ast A = \varphi^2 A + (\lambda + \varphi^2) d\tilde{X}^{-1}, \]  
(47)

which is equivalent to
\[ \varphi \left( d\tilde{X} + A \tilde{X} \right) = \ast d\tilde{X} \]  
(48)

by Proposition 4.1 in [4]. \( \square \)

It is natural to ask whether there are actually matrices \( X \) and \( M \) satisfying the assumptions of Theorem 3.3 and such that (39) holds, and how to obtain them. One possible method to obtain such solutions is through canonical Wiener-Hopf factorisation. We have the following.

**Proposition 3.4.** If \( X(\tau, \rho, v) \) and \( M(\rho, v) \) are obtained from a monodromy matrix \( M_{\rho,v}(\tau) \) by canonical Wiener-Hopf factorisation with respect to \( \Gamma \), as in [15]-[16], then \( X \) and \( M \) satisfy (39).
Proof. Indeed we have, in that case, (see equation (6.17) in [4]) that
\[ G^\sharp_{M,X} \left( \frac{-\lambda}{\tau}, \rho, v \right) = G_{M,X}(\tau, \rho, v) \text{ on } \Gamma, \tag{49} \]
where the left hand side is analytic and bounded in \( \mathbb{D}^- \) and the right hand side is analytic and bounded in \( \mathbb{D}^+ \). Hence both sides must be equal to a constant. Note that \( G_{M,X}(\tau, \rho, v) \) has an apparent singularity at \( \tau = 0 \), but due to the normalization condition \( X(0, \rho, v) = I \) for all \( \rho, v \), which implies that \( \partial X/\partial \rho|_{\tau=0} = \partial X/\partial v|_{\tau=0} = 0 \), this singularity is removable. Analogously, the apparent singularity of \( G^\sharp_{M,X} \left( \frac{-\lambda}{\tau}, \rho, v \right) \) at \( \tau = \infty \) is removable.

Remark 3.5. Note that a pair \((M, X)\) that satisfies (39) may not be associated with a matrix factorisation problem. However, suppose that (39) is satisfied, in which case \( G_{M,X}(\tau, \rho, v) = K(\rho, v) \), where the matrix \( K \) is independent of \( \tau \), and assume moreover that \( K = K^\sharp \). Then we have
\[ G_{M,X}(\tau, \rho, v) = G^\sharp_{M,X}(\tau, \rho, v) = G^\sharp_{M,X} \left( \frac{-\lambda}{\tau}, \rho, v \right) \text{ on } \Gamma. \tag{50} \]
Note that we have \( K = K^\sharp \) whenever \( K \) is a diagonal matrix. By the proof of Theorem 6.1 in [4], this is equivalent to
\[ d \left( \left( X^\sharp \left( \frac{-\lambda}{\tau}, \rho, v \right) M(\rho, v) X(\tau, \rho, v) \right) |_{\tau=\varphi,\omega} \right) = 0, \tag{51} \]
and hence the product \( X^\sharp \left( \frac{-\lambda}{\tau}, \rho, v \right) M(\rho, v) X(\tau, \rho, v) |_{\tau=\varphi} \) is a matrix \( M(\omega) \) that is independent of \( (\rho, v) \). This corresponds to obtaining a factorisation for a monodromy matrix \( M \) which is not, in general, a Wiener-Hopf factorisation, but still provides a solution to the field equation (2). Indeed there exist solutions of the field equations which cannot be obtained from a canonical Wiener-Hopf factorisation of a monodromy matrix, such as the Kasner solution discussed in [4, Section 7], but can be obtained from a factorisation of the type mentioned above.

Motivated by this, we will now look for functions \( R(\tau, \rho, v), N(\rho, v) \) which satisfy conditions \((i) - (ii)\) of Theorem 3.3, with
\[ N(\rho, v) = N^\sharp(\rho, v), \tag{52} \]
such that the product
\[ R^\sharp \left( \frac{-\lambda}{\tau}, \rho, v \right) N(\rho, v) R(\tau, \rho, v)|_{\tau=\varphi,\omega} \tag{53} \]
is a \( \sharp \)-invariant function that does not depend on \( (\rho, v) \). We now proceed to characterize a wide class of such functions \( R \) and \( N \), such that all the assumptions of Theorem 3.3 are satisfied and thus (39) holds.

For each \((\rho, v) \in S\), let \( \omega_i \in \mathbb{C} \) with \( \omega_i \neq v \) for all \((\rho, v) \in S\), and let \( \tau_i(\rho, v) \) and \( \tilde{\tau}_i(\rho, v) = -\frac{\lambda}{\tau_i(\rho, v)} \) be the two roots of
\[ \omega_i = v + \frac{\lambda}{2} \rho \frac{\lambda - \tau^2}{\tau}. \tag{54} \]
For any admissible contour \( \Gamma \) in the complex \( \tau \)-plane such that \( \tau_1, \tilde{\tau}_1 \) do not lie on the contour (note that \( \tau_1, \tilde{\tau}_1 \neq \pm \sqrt{-\lambda} \), which are the two points that necessarily belong to any admissible
contour), one of those points will be in the interior of $\Gamma$ and the other in the exterior (cf. [4]); their relative position depends on the choice of $\Gamma$. Now define
\[
R^i(\tau, \rho, v) = \frac{\tau_i}{\tau} \frac{\tau - \tilde{\tau}_i}{\tau - \tau_i}.
\] (55)

Since $R^i$ is a scalar function, we have $(R^i)^{\natural} = R^i$.

**Proposition 3.6.** Let $R^i(\tau, \rho, v)$ be any function defined as in (55) for some $\omega_i \in \mathbb{C}$ and let
\[
N_i(\rho, v) = \frac{\tau_i}{\tau} \frac{\tau - \tilde{\tau}_i}{\tau - \tau_i}.
\] (56)

Then $R^i$ and $N_i$ satisfy the $\tau$-invariance condition (39).

**Proof.** Clearly, $R^i$ and $N_i$ satisfy the assumptions (i)–(ii) of Theorem 3.3, taking into account that
\[
\left(\frac{\tau - \tilde{\tau}_i}{\tau - \tau_i}\right)^{-1} = \frac{\tau_i}{\tau} \frac{-\lambda - \tilde{\tau}_i}{-\lambda - \tau_i}.
\] (57)

Moreover, we have that
\[
(R^i)^{\natural}(\tau, \rho, v) = N_i(\rho, v) R^i(\tau, \rho, v) = 1,
\] (58)

so $N_i = (N_i)^{\natural}$ and, substituting $\tau = \varphi \in T$, it follows that
\[
d \left( \left( (R^i)^{\natural} N_i R^i \right)_{\tau=\varphi} \right) = 0,
\] (59)

where $d$ denotes the differential with respect to $(\rho, v)$. Now, following the first part of the proof of Theorem 6.1 in [4], it is easy to see that this implies that, in a neighbourhood of $\Gamma$,
\[
-\frac{\lambda}{\tau^2 \rho} [\lambda - \tau^2] d\rho + 2\lambda \tau dv \left( R^i \right)^{-1} \left( -\frac{\lambda}{\tau}, \rho, v \right) \frac{\partial R^i}{\partial \tau}(\tau', \rho, v) \bigg|_{\tau'=\frac{-\lambda}{\tau}} N_i(\rho, v)
\]
\[
-\frac{\tau^2 + \lambda}{\tau} \left( R^i \right)^{-1} \left( -\frac{\lambda}{\tau}, \rho, v \right) \left[ \frac{\partial R^i}{\partial \rho} \left( -\frac{\lambda}{\tau}, \rho, v \right) d\rho + \frac{\partial R^i}{\partial v} \left( -\frac{\lambda}{\tau}, \rho, v \right) dv \right] N_i(\rho, v)
\]
\[
-\frac{\lambda}{\tau} dN_i(\rho, v)
\]
\[
= \tau dN_i(\rho, v) + \frac{1}{\rho} \left( \lambda - \tau^2 \right) d\rho + 2\lambda \tau dv \right] N_i(\rho, v) \frac{\partial R^i}{\partial \tau}(\tau, \rho, v) (R^i)^{-1}(\tau, \rho, v)
\]
\[
+ \frac{\tau^2 + \lambda}{\tau} N_i(\rho, v) \left( \frac{\partial R^i}{\partial \rho}(\tau, \rho, v) d\rho + \frac{\partial R^i}{\partial v}(\tau, \rho, v) dv \right) (R^i)^{-1}(\tau, \rho, v).
\] (60)

We have on the right hand side,
\[
\tau dN_i + N_i \frac{1}{\rho} \left[ \left( \lambda - \tau^2 \right) d\rho + 2\lambda \tau dv \right] \frac{\partial R^i}{\partial \tau} + \frac{\tau^2 + \lambda}{\tau} \rho \left( \frac{\partial R^i}{\partial \rho} d\rho + \frac{\partial R^i}{\partial v} dv \right) (R^i)^{-1}
\]
\[
= \tau dN_i + N_i \frac{1}{\rho} \left[ \left( \lambda - \tau^2 \right) \frac{\partial R^i}{\partial \tau} + \frac{\tau^2 + \lambda}{\tau} \rho \frac{\partial R^i}{\partial \rho} \right] (R^i)^{-1} d\rho
\]
\[
+N_i \frac{1}{\rho} \left[ 2\lambda \tau \frac{\partial R^i}{\partial \tau} + \frac{\tau^2 + \lambda}{\tau} \rho \frac{\partial R^i}{\partial v} \right] (R^i)^{-1} dv.
\] (61)
The first term on the right hand side of (61) is analytic and bounded in $D^+_{\Gamma} \cup O$, where $O$ is a neighbourhood of $\Gamma$. The second and third terms have an apparent pole at $\tau = 0$, which is cancelled by the fact that $R'(0, \rho, v) = 1$ implies that $\frac{\partial R'}{\partial \rho}$ and $\frac{\partial R'}{\partial v}$ vanish at $\tau = 0$. Since $(R^i)^{\pm 1}$ are analytic in $(D^+_{\Gamma} \cup O) \setminus \{\tau_i, \tilde{\tau}_i\}$, what is left is to analyse the behaviour of those two terms in a neighbourhood of $\tau = \tau_i, \tilde{\tau}_i$, to show that

$$\left[(\lambda - \tau^2) \frac{\partial R'}{\partial \tau} + \frac{\tau^2 + \lambda}{\tau} \rho \frac{\partial R'}{\partial \rho}\right] (R')^{-1}$$

(62)

and

$$\left[2\lambda \tau \frac{\partial R'}{\partial \tau} + \frac{\tau^2 + \lambda}{\tau} \rho \frac{\partial R'}{\partial v}\right] (R')^{-1}$$

(63)

have only apparent singularities at those points. From (55) we have that

$$\frac{\partial R'}{\partial \tau} = \frac{\tau_i}{(\tau - \tau_i)^2}$$

$$\frac{\partial R'}{\partial \rho} = -\lambda \frac{\tau_i + \lambda \tau}{(\tau - \tau_i)^2}$$

(64)

and taking into account that $\lambda^2 = 1$ and $\tilde{\tau}_i = -\lambda / \tau_i$, one finds by direct calculation that (62) has removable singularities at $\tau = \tau_i, \tilde{\tau}_i$ since the numerator vanishes at those points. Likewise, (63) also has removable singularities at $\tau = \tau_i, \tilde{\tau}_i$.

We therefore conclude that the right hand side of (60) represents a function which is analytic and bounded in $D^+_{\Gamma}$ and, analogously, the left hand side of (60) represents a function which is analytic and bounded in $D^-_{\Gamma}$, so both sides must be equal to a constant (with respect to $\tau$).

The following is a straightforward consequence of the above.

**Corollary 3.7.** For any set of points $\omega_i, i = 1, \ldots, n$, such that $\omega_i \neq v$ for all $(\rho, v) \in S$, let $R(\tau, \rho, v) = \text{diag}(R_i(\tau, \rho, v))_{i=1,\ldots,n}$, where $R_i$ is defined by (55), and let $N = \text{diag}(N_i)_{i=1,\ldots,n}$ with $N_i$ given by (56). Then $R(\tau, \rho, v)$ and $N(\rho, v)$ satisfy (39), so $R(\tau, \rho, v)\vert_{\tau=\varphi_{\omega}}$ is a solution to the linear system (11) for $A = N^{-1}dN$, and $N(\rho, v)$ is a solution to the field equation (2).

It is easy to see that the following also holds.

**Proposition 3.8.** The conclusions of Corollary 3.7 still hold if we replace $R^i$ by any product of functions of the form (55), or by $(R^i)^{\alpha}$ with $\alpha \in \mathbb{R}$, with the corresponding change in (56).

Note that we have

$$\mathbb{I}_{n \times n} = R^2 \left(\frac{-\lambda}{\tau}, \rho, v\right) N(\rho, v) R(\tau, \rho, v)$$

(65)

in agreement with Remark 3.5.

The next theorem shows that we can use the solutions $N(\rho, v)$ to generate, from a given solution $M(\rho, v)$ of (2), a new family of solutions obtained by multiplication, provided that certain commutation relations involving both the solutions to (2) and the corresponding solutions to the linear system (11) hold.
Theorem 3.9. Let $\Gamma$ be an admissible contour and let $R(\tau, \rho, v)$ and $N(\rho, v)$ be $n \times n$ matrix functions such that

(i) $R^{\pm 1}$ are analytic with respect to $\tau$ in a neighbourhood $O$ of $\Gamma$, for all $(\rho, v)$;
(ii) $R^{\pm 1}$ are of class $C^2$ with respect to $(\rho, v)$;
(iii) $N = N^2$ and $N^{\pm 1}$ are of class $C^2$ with respect to $(\rho, v)$;
(iv) $G_{N,R}$ (defined by (38), with $M$ and $X$ replaced by $N$ and $R$, respectively), does not depend on $\tau$ for any $\tau \in \Gamma$, for all $(\rho, v) \in S$.

Let moreover $X(\tau, \rho, v)$ and $M(\rho, v)$ be $n \times n$ matrix functions satisfying the same conditions as $R$ and $N$, respectively. Then, if $R$ commutes with $X$ and its derivatives with respect to $\tau, \rho, v$, $M$ commutes with $R$ and its derivatives with respect to $\tau, \rho, v$; $N$ commutes with $X$ and its derivatives with respect to $\tau, \rho, v$, we have that $(RX)|_{\tau=\varphi_\omega}$ is a solution to the linear system (11) for $A = (MN)^{-1}d(MN)$ and $(MN)(\rho, v)$ is a solution to (2).

Proof. By straightforward calculation one sees that if the assumptions hold, in particular the commutation relations, then (omitting the dependence on the variables $\tau, \rho, v$ for notational simplicity)

$$G_{MN,RX}(\tau, \rho, v) = \tau d(MN)(\rho, v) + \frac{1}{\rho} [\left(\lambda - \tau^2\right)d\rho + 2\lambda \tau dv] \left(MN\right)(\rho, v) \frac{\partial(RX)}{\partial \tau} (\tau, \rho, v)(RX)^{-1}(\tau, \rho, v)$$

$$+ \frac{\tau^2 + \lambda}{\tau} (MN)(\rho, v) \left( \frac{\partial(RX)}{\partial \rho} (\tau, \rho, v)d\rho + \frac{\partial(RX)}{\partial v} (\tau, \rho, v)dv \right) (RX)^{-1}(\tau, \rho, v)$$

$$= \tau (dM)N + \frac{1}{\rho} [\left(\lambda - \tau^2\right)d\rho + 2\lambda \tau dv] MN \frac{\partial X}{\partial \tau} RR^{-1}X^{-1}$$

$$+ \frac{\tau^2 + \lambda}{\tau} MN \left( \frac{\partial X}{\partial \rho} d\rho + \frac{\partial X}{\partial v} dv \right) RR^{-1}X^{-1}$$

$$+ \tau MdN + \frac{1}{\rho} [\left(\lambda - \tau^2\right)d\rho + 2\lambda \tau dv] MN \frac{\partial R}{\partial \tau} R^{-1}X^{-1}$$

$$+ \frac{\tau^2 + \lambda}{\tau} MNX \left( \frac{\partial R}{\partial \rho} d\rho + \frac{\partial R}{\partial v} dv \right) R^{-1}X^{-1}$$

$$= \left[ \tau dM + \frac{1}{\rho} [\left(\lambda - \tau^2\right)d\rho + 2\lambda \tau dv] M \frac{\partial X}{\partial \tau} X^{-1} + \frac{\tau^2 + \lambda}{\tau} M \left( \frac{\partial X}{\partial \rho} d\rho + \frac{\partial X}{\partial v} dv \right) X^{-1} \right] N$$

$$+ M \left[ \tau dN + \frac{1}{\rho} [\left(\lambda - \tau^2\right)d\rho + 2\lambda \tau dv] N \frac{\partial R}{\partial \tau} R^{-1} + \frac{\tau^2 + \lambda}{\tau} N \left( \frac{\partial R}{\partial \rho} d\rho + \frac{\partial R}{\partial v} dv \right) R^{-1} \right]$$

$$= G_{M,X}(\tau, \rho, v) N(\rho, v) + M(\rho, v) G_{N,R}(\tau, \rho, v),$$

where we have made use of the definition given in (38). Since, by assumption, $G_{M,X}$ and $G_{N,R}$ satisfy the $\tau$-invariance condition (39), also $G_{MN,RX}$ satisfies the $\tau$-invariance condition. The result then follows from Theorem 3.3.

Remark 3.10. The assumptions of Theorem 3.9 in particular the commutation relations, are naturally satisfied if the matrices involved are diagonal.

Before proceeding, let us consider a concrete example of the solution generating method presented in Theorem 3.9.
3.1 From the interior Schwarzschild solution to a cosmological Kasner solution

As an application of the solution generating method presented above, we show how to relate the interior region of the Schwarzschild solution, obtained through the canonical Wiener-Hopf factorisation of a monodromy matrix with respect to $\Gamma$, to a particular cosmological Kasner solution.

We consider the Schwarzschild monodromy matrix

$$M(\omega) = \begin{pmatrix} \lambda \frac{\omega - m}{\omega + m} & 0 \\ 0 & \lambda \frac{\omega + m}{\omega - m} \end{pmatrix}. \tag{67}$$

The matrix $M_{\rho,v}(\tau)$ which results by composing (67) with (7) reads \[4\]

$$M_{\rho,v}(\tau) = \begin{pmatrix} \lambda \frac{(\tau - \varphi_m)(\tau + \lambda/\varphi_m)}{(\tau - \varphi_m)(\tau + \lambda/\varphi_m)} & 0 \\ 0 & \lambda \frac{(\tau - \varphi_m)(\tau + \lambda/\varphi_m)}{(\tau - \varphi_m)(\tau + \lambda/\varphi_m)} \end{pmatrix}, \tag{68}$$

where $\varphi_m(\rho, v)$ and $\varphi_{-m}(\rho, v)$ are given by

$$\varphi_\alpha(\rho, v) = -\lambda \frac{(\alpha - v) + \sqrt{(\alpha - v)^2 + \lambda \rho^2}}{\rho}, \quad \alpha \in \mathbb{C}. \tag{69}$$

The canonical Wiener-Hopf factorisation of $M_{\rho,v}(\tau)$, for both $\lambda = 1$ and $\lambda = -1$, was discussed in detail in \[4\]. Depending on the choice of the contour $\Gamma$, the canonical factor $M_c(\rho, v)$ either describes the exterior region ($\lambda = 1$) or the interior region ($\lambda = -1$) of the Schwarzschild solution, or yet another solution, see \[4, Section 8.1\]. In all these cases, the resulting canonical factor

$$M_c(\rho, v) = \begin{pmatrix} \Delta_c(\rho, v) & 0 \\ 0 & \Delta^{-1}_c(\rho, v) \end{pmatrix} \tag{70}$$

is determined in terms of ratios or products of $\varphi_m$ and $\varphi_{-m}$, i.e. $\Delta_c = \lambda (\varphi_m)^a (\varphi_{-m})^b$ with $a, b = \pm 1 \[4\].

In the following, we take $\lambda = -1$ and, following \[4\], consider the solution that describes the interior of the Schwarzschild solution in region $I$ of the Weyl upper-half plane. This is the region in the $(\rho, v)$ plane (with $\rho > 0$) delimited by the following three lines: a) $\rho = 0$, $-m < v < m$, b) $\rho = v + m$ and c) $\rho = m - v$. This solution arises by canonically factorising (68) with respect to a contour $\Gamma$ in the complex $\tau$-plane that passes through the fixed points $\tau = \pm 1$ of the involution $\tau \mapsto 1/\tau$. We consider a contour $\Gamma$ such that

$$\tilde{\tau}_1 = \frac{m - v + \sqrt{(m - v)^2 - \rho^2}}{\rho}, \quad \tilde{\tau}_2 = \frac{-m - v + \sqrt{(m + v)^2 - \rho^2}}{\rho} \tag{71}$$

lie inside the contour $\Gamma$, and $\tau_1 = 1/\tilde{\tau}_1$ and $\tau_2 = 1/\tilde{\tau}_2$ lie outside of $\Gamma$. Note that $\tau_1 > 0$, $\tilde{\tau}_1 > 0$, while $\tau_2 < 0$, $\tilde{\tau}_2 < 0$. Then, the canonical Wiener-Hopf factorisation of $M_{\rho,v}(\tau)$ with respect to this contour yields \[4\]

$$X_c = \begin{pmatrix} \tilde{\tau}_1 & 0 \\ 0 & \tilde{\tau}_2 \end{pmatrix} \begin{pmatrix} \tau - \tau_1 \\ \tau - \tau_2 \end{pmatrix}, \quad M_c = \begin{pmatrix} \frac{\tilde{\tau}_2}{\tilde{\tau}_1} & 0 \\ 0 & \frac{\tilde{\tau}_1}{\tilde{\tau}_2} \end{pmatrix}. \tag{72}$$
Now we choose matrices $R(\tau, \rho, v)$ and $N(\rho, v)$ according to Proposition 3.8, given by

$$R(\tau, \rho, v) = \begin{pmatrix} \tau_1^2 \left( \frac{\tau - \tau_1}{\tau - \tau_2} \right) & 0 \\ 0 & \left( \frac{\tau_2^2}{\tau_1} \left( \frac{\tau - \tau_2}{\tau - \tau_1} \right) \right)^{1/2} \end{pmatrix},$$

$$N(\rho, v) = \begin{pmatrix} \sqrt{\frac{\tau_1^2}{\tau_2}} & 0 \\ 0 & \sqrt{\frac{\tau_2^2}{\tau_1}} \end{pmatrix}. \tag{73}$$

Multiplying as in Theorem 3.9, we obtain

$$M_m(\rho, v) = M_c(\rho, v) N(\rho, v) = \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix} = \begin{pmatrix} \Delta_m & 0 \\ 0 & \Delta_m^{-1} \end{pmatrix}, \tag{74}$$

where we used $\sqrt{\frac{\tau_1^2}{\tau_2^2}} = -\tilde{\tau}_1/\tilde{\tau}_2$. The associated matrix one-from $A_m = M_m^{-1} dM_m$ vanishes, and the factor $\psi$, obtained by integrating (5), is constant. We take it to be zero. The associated space-time metric (4) takes the form

$$ds^2 = -d\rho^2 + dv^2 + \rho^2 d\phi^2 + dy^2, \tag{75}$$

which describes a cosmological Kasner solution with exponents $(p_1, p_2, p_3) = (0, 1, 0)$. Note that the Killing horizon of (72), which is located at $\rho = 0, -m < v < m$, gets mapped to the cosmological singularity $\rho = 0$ of (75).

In the next sections we apply the previous results to several diagonal solutions $M(\rho, v)$ of (2).

### 4 Cosmological Kasner solutions and Kac-Moody currents

Let us consider here the simplest kind of diagonal monodromy matrices, those associated to $\mathcal{M}(\omega)$ with monomial diagonal elements and determinant 1, of the form

$$\mathcal{M}(\omega) = \begin{pmatrix} (\omega - a)^N & 0 \\ 0 & (\omega - a)^{-N} \end{pmatrix}, \quad N \in \mathbb{N}, \quad a \in \mathbb{R}. \tag{76}$$

We consider the Einstein field equations in vacuum in four space-time dimensions, in which case $\sharp$ is simply matrix transposition, and we take $\lambda = -1$. In [4] the case of a monodromy matrix of this type, namely $\text{diag}(\omega^4, \omega^{-4})$, was studied, showing that one could obtain, by meromorphic factorisation, a solution to (2) depending only on $\rho$, which was a particular Kasner solution. We address here the question of whether this can be extended to the general class of monodromy matrices of the form (76).

Note that, composing $\mathcal{M}(\omega)$ with (7), we obtain a rational matrix $\mathcal{M}_{\rho,v}(\tau)$, for which a canonical Wiener-Hopf factorisation with respect to any curve $\Gamma$ not containing its zeros and poles can be immediately obtained. $\mathcal{M}_{\rho,v}(\tau)$ takes the form

$$\mathcal{M}_{\rho,v}(\tau) = \begin{pmatrix} \left(\tau - \tau_a\right)^N & 0 \\ 0 & \left(\tau - \tau_a\right)^{-N} \end{pmatrix}, \tag{77}$$

where $\tau_a = \frac{1}{2} \rho \left(1 + \frac{1}{2} \rho \right)^{1/2}$. Note that $\mathcal{M}(\omega)$ is a special case of $\mathcal{M}_{\rho,v}(\tau)$, with $\tau = \omega$.
with
\[ \tau_a = -\frac{(v - a) + \sqrt{(v - a)^2 - \rho^2}}{\rho}, \quad \tilde{\tau}_a = -\frac{(v - a) - \sqrt{(v - a)^2 - \rho^2}}{\rho}. \] (78)

For any admissible contour \( \Gamma \) in the complex \( \tau \)-plane not containing \( \tau_a \) and \( \tilde{\tau}_a \), one of these two points will be in the interior region of \( \Gamma \) and the other will be in the exterior region, see Proposition 3.4 in [4]. On the other hand, it is possible to define simple closed contours \( \Gamma \) for which either point is in the interior (see Figure 1). Note that \( \tau_a \) and \( \tilde{\tau}_a \) have real parts with the same sign, and \( \tau_a, \tilde{\tau}_a \neq \pm 1 \).

Let us consider a contour \( \Gamma_{\tau_a} \), with \( \tau_a \) in its interior region. Then a canonical Wiener-Hopf factorisation of \( M_{\rho,v}(\tau) \) is given by

\[
M_{\rho,v}(\tau) = X^\dagger(-\frac{\lambda}{\tau}, \rho, v) M(\rho, v) X(\tau, \rho, v)
\]

\[ = \begin{pmatrix}
\frac{(\tau - \tau_a)}{\tau - \tilde{\tau}_a}^N & 0 \\
0 & \frac{(\tau - \tau_a)}{\tau - \tilde{\tau}_a}^{-N}
\end{pmatrix}
\begin{pmatrix}
-\frac{1}{2} \rho \tilde{\tau}_a & 0 \\
0 & 0
\end{pmatrix}
\begin{pmatrix}
\frac{(\tau - \tau_a)}{\tau - \tilde{\tau}_a}^N & 0 \\
0 & 0
\end{pmatrix}
\]

leading to the solution

\[
M_a(\rho, v) = \text{diag}
\left(\left(-\frac{1}{2} \rho \tilde{\tau}_a\right)^N, \left(-\frac{1}{2} \rho \tilde{\tau}_a\right)^{-N}\right).
\] (80)

Taking into account that \( \tilde{\tau}_a^2 = \frac{\tau_a}{\tau_a} \), we conclude from Remark 3.10 that by multiplying (80) by (cf. [5] and Proposition 3.8)

\[
\text{diag}
\left(\left(\frac{\tau_a}{\tilde{\tau}_a}\right)^n, \left(\frac{\tau_a}{\tilde{\tau}_a}\right)^{-n}\right), \quad n = \frac{N}{2},
\] (81)

we get a solution depending only on \( \rho \),

\[
M_m(\rho, v) = \text{diag}
\left(\left(\frac{1}{2} \rho\right)^{2n}, \left(\frac{1}{2} \rho\right)^{-2n}\right),
\] (82)
which is independent of the choice of $a$.

Taking the four-dimensional line element to be of the form (4) with
\[
ds_2^2 = -d\rho^2 + dv^2,
\]
using $\Delta(\rho) = (\frac{1}{2}\rho)^{2n}$ and $e^{\psi(\rho)} = c\rho^{2n^2}$ ($c \in \mathbb{R}$), and defining the rational numbers
\[
p_1 = \frac{n(n - 1)}{n^2 - n + 1}, \quad p_2 = \frac{1 - n}{n^2 - n + 1}, \quad p_3 = \frac{n}{n^2 - n + 1}
\]
(which satisfy $p_1 + p_2 + p_3 = 1$, $p_1^2 + p_2^2 + p_3^2 = 1$ with $0 \leq p_1 < 1$), we obtain, after the change of coordinates
\[
\rho = t^{1-p_1}, \quad v = (1 - p_1) x_1, \quad t > 0,
\]
the four-dimensional line element
\[
ds_4^2 = -dt^2 + t^{2p_1} dx_1^2 + t^{2p_2} dx_2^2 + t^{2p_3} dx_3^2,
\]
where we chose the integration constant $c$ to equal $c = 2^{-2n}/(1 - p_1)^2$.

The line element (86) describes a family of cosmological Kasner solutions, labelled by $n \in \mathbb{N}$, which includes the case $n = 2$ that was obtained in [4]. Note that while we can obtain solutions with exponents $p_1 = p_3 = 0, p_2 = 1$ and $p_1 = p_2 = 0, p_3 = 1$ in this manner, we cannot obtain a Kasner solution with exponents $p_1 = 1, p_2 = p_3 = 0$. The latter case was studied in Section 9 of [4].

Each solution in this Kasner class is related by “multiplicative deformation” with a family of canonical solutions $M_a(\rho, v)$, for a given value of the exponent $2n$. Therefore, conversely, we can now view these canonical solutions as deformations of Kasner solutions.

Finally, would we have chosen the contour $\Gamma$ to be such that $\tilde{\tau}_n$ is in its interior, we would have obtained the same family of cosmological Kasner solutions.

Let us now discuss conserved currents. To this end we return to $X_m = RX$, see (55). Upon setting $\tau = \varphi_\omega$, $X_m$ not only denotes a solution to the linear system, see Theorem 3.9, but also constitutes the quantity that enables one to define a conserved current, called Kac-Moody current, given by $\hat{J} = \ast d (X_m^{-1} \partial_\omega X_m)$ [30, 33].

Let us exhibit the Kac-Moody current $\hat{J}$ associated to a Kasner solution (82). Using
\[
X_m(\tau, \rho, v) = R(\tau, \rho, v)X(\tau, \rho, v) = \begin{bmatrix} (\tau - \tau_a)^n(\tau - \tilde{\tau}_a)^n & 0 \\ 0 & (\tau - \tau_a)^{-n}(\tau - \tilde{\tau}_a)^{-n} \end{bmatrix},
\]
we obtain
\[
X_m^{-1}(\omega, \rho, v)\partial_\omega X_m(\omega, \rho, v) = n \begin{bmatrix} 1 & 0 \\ 0 & -1 \end{bmatrix} \left( \frac{1}{\omega - a} + \frac{\partial_\omega \varphi_\omega(\rho, v)}{\varphi_\omega(\rho, v)} \right),
\]
where $X_m(\omega, \rho, v)$ denotes the composition of $X_m(\tau, \rho, v)$ with $\tau = \varphi_\omega$ given in (9), with $\lambda = -1$. This results in
\[
\hat{J} = \ast d (X_m^{-1} \partial_\omega X_m) = n \begin{bmatrix} 1 & 0 \\ 0 & -1 \end{bmatrix} \ast d \left( \frac{\partial_\omega \varphi_\omega(\rho, v)}{\varphi_\omega(\rho, v)} \right).
\]
Note that this expression is independent of $a$ in (77). Using
\[
\partial_\omega \varphi_\omega = 2 \frac{\varphi_\omega^2}{\rho (\varphi_\omega - 1)},
\]

we obtain
\[ d\left( \frac{\partial_\omega \varphi_\omega(\rho, v)}{\varphi_\omega(\rho, v)} \right) = -4 \varphi_\omega^2 \varphi_\omega \rho^2 (\varphi_\omega^2 - 1) dv - 2 \varphi_\omega d\rho, \]
and hence, using (3),
\[ \hat{J} = -4n \begin{bmatrix} 1 & 0 \\ 0 & -1 \end{bmatrix} \varphi_\omega^2 \rho^2 (\varphi_\omega^2 - 1) d\rho - 2 \varphi_\omega dv. \]

5 Einstein-Rosen waves

Let us look for solutions in the context of the four-dimensional Einstein field equations in vacuum. In this case, the involution \( \sharp \) is matrix transposition, and the matrix \( M(\rho, v) \) is a two-by-two matrix,
\[ M = \begin{pmatrix} \Delta + \tilde{B}^2/\Delta & \tilde{B}/\Delta \\ \tilde{B}/\Delta & 1/\Delta \end{pmatrix}, \]
where \( \Delta \) and \( \tilde{B} \) are functions of the Weyl coordinates \((\rho, v)\). These functions determine the four-dimensional line element [4] (in particular, \( \tilde{B} \) determines \( B \) through \( \rho \star d\tilde{B} = \Delta^2 dB \) [8], and \( \psi \) is obtained by integrating (5)). In the example we will consider here, \( ds^2 = d\rho^2 - dv^2 \) and \( \lambda = -1 \) (cf. [4]).

We consider the following family of diagonal matrices,
\[ M(\omega) = \begin{pmatrix} e^{4b e^{-ak} \cos(k\omega)} & 0 \\ 0 & e^{-4b e^{-ak} \cos(k\omega)} \end{pmatrix}, \]
where \( a, b \in \mathbb{R}, a > 0 \) are constants, and where the parameter \( k \) takes values in \( \mathbb{R}_{\geq 0}^+ \). If we set \( k = 1 \) and choose \( b = \frac{1}{2} e^a \), we obtain the matrix that was studied recently in [34] by a different method.

We define the monodromy matrix by composition with the spectral relation (7) with \( \lambda = -1 \),
\[ M_{\rho,v}(\tau) = M \left( v + \frac{\rho}{2} \frac{1 + \tau^2}{\tau} \right). \]
Each diagonal element of \( M_{\rho,v}(\tau) \) has essential singularities at \( \tau = 0 \) and \( \tau = \infty \). However, the presence of these singularities does not constitute a problem in our Riemann-Hilbert approach, since these functions are H"older continuous, and indeed analytic, on any contour \( \Gamma \) as considered here (see Remark 2.8).

Remark 5.1. Note that all such contours are homotopic in the punctured complex plane \( \mathbb{C} \setminus \{0\} \), where \( M_{\rho,v}(\tau) \) is analytic, and so we take \( \Gamma \) to be any admissible contour.

To factorise \( M_{\rho,v}(\tau) \) it is enough to determine a canonical Wiener-Hopf factorisation of the scalar function
\[ \exp \left[ f(v + \frac{\rho}{2} \frac{1 + \tau^2}{\tau}) \right], \quad \text{with} \quad f(\omega) = 4b e^{-ak} \cos(k\omega), \]
w.r.t. \( \Gamma \), which can easily be done by additively decomposing the exponent using the projections \( P_\Gamma^+ \) and \( P_\Gamma^- \) defined in Section 2.3.
Thus we obtain

\[ \exp \left[ f(v + \frac{\rho}{2} \frac{1 + \tau^2}{\tau}) \right] = (e_- e_+^{(0)}) \left( (e_+^{(0)})^{-1} e_+ \right), \]  

(98)

where

\[ e_{\pm} = \exp \left( f(v + \frac{\rho}{2} \frac{1 + \tau^2}{\tau}) \right). \]

(99)

Since \( P_\Gamma^{-} \left( f(v + \frac{\rho}{2} \frac{1 + \tau^2}{\tau}) \right) \) tends to 0 when \( \tau \) tends to \( \infty \), the limit of the “minus” factor of the above factorisation, \( e_- e_+^{(0)} \), when \( \tau \) tends to \( \infty \), is

\[ e_+^{(0)} = \exp \left[ P_\Gamma^{+} \left( f(v + \frac{\rho}{2} \frac{1 + \tau^2}{\tau}) \right) \right]_{\tau=0}, \]

(100)

with

\[ \left[ P_\Gamma^{+} \left( f(v + \frac{\rho}{2} \frac{1 + \tau^2}{\tau}) \right) \right]_{\tau=0} = \frac{2b e^{-ak}}{\pi i} \int_{\Gamma} \frac{\cos \left( k \left( v + \frac{\rho}{2} \frac{1 + \tau^2}{\tau} \right) \right)}{z} \, dz = 4b e^{-ak} \cos(kv) J_0(k\rho), \]

(101)

where we used the integral representation of the Bessel function of the first kind \( J_0 \),

\[ J_0(\rho) = \frac{1}{2\pi i} \int_{\Gamma} e^{\rho(z-z^*)/2} \frac{1}{z} \, dz, \]

(102)

which satisfies \( J_0(-\rho) = J_0(\rho) \). Then, from Theorem 2.9,

\[ M(\rho, v) = \text{diag}(e_+^{(0)}, (e_+^{(0)})^{-1}) \]

(103)

gives a solution to (2) with \( \Delta = e_+^{(0)} \). The associated four-dimensional solution (4) is

\[ ds^2_4 = \Delta dy^2 + \Delta^{-1} \left( e^\psi (d\rho^2 - dv^2) + \rho^2 d\phi^2 \right), \]

(104)

where the metric factor \( \psi(\rho, v) \) follows from (5) by integration,

\[ \psi(\rho, v) = \left( 2b e^{-ak} \right)^2 \left( k^2 \rho^2 J_0^2(k\rho) + k^2 \rho^2 J_1^2(k\rho) - 2k \cos^2(kv) \rho J_0(k\rho)J_1(k\rho) \right). \]

(105)

In the last equality we have dropped an integration constant, and \( J_1 \) denotes a Bessel function of the first kind.

Setting \( k = 1 \) and \( b = \frac{1}{2} e^a \), the metric (104) describes the Einstein-Rosen wave solution [19] recently discussed in [33].

A remarkable property of solutions in this class is the following.

**Proposition 5.2.** Multiplying a solution of the form (103) by any solution with the same value \( \lambda \) and the same line element \( ds^2_2 \), obtained from a factorisation of a diagonal monodromy matrix with respect to any admissible contour, we obtain a new solution to the field equation (2).

**Proof.** This follows from Theorem 3.9 taking into account Remark 5.1 since both solutions can be obtained from the factorisation of diagonal monodromy matrices with respect to the same admissible contour \( \Gamma \).

\[ \square \]
As an example thereof, we return to the Kasner solution \((86)\), which has \(\lambda = -1\), and interchange \(\rho\) and \(v\) in \((83)\) so as to obtain \(ds^2_4 = d\rho^2 - dv^2\). This results in the four-dimensional line element

\[
ds^2_4 = dt^2 - t^{2p_1} dx_1^2 + t^{2p_2} dx_2^2 + t^{2p_3} dx_3^2.
\] (106)

Since now \(x_1\) plays the role of a time-like variable, this exact solution of Einstein’s field equations is also referred to as a static Kasner solution \([36]\). Now recall that the Einstein-Rosen wave solution \((104)\) is also based on \(ds^2_2 = d\rho^2 - dv^2\). Both the static Kasner solution and the Einstein-Rosen wave solution are obtained by factorisation of a diagonal monodromy matrix, as discussed above. Recall that the monodromy matrix associated with the latter solution has essential singularities at \(\tau = 0\) and \(\tau = \infty\), while the monodromy matrix and its inverse associated with the static Kasner solution have poles at \(\tau = 0\), \(\tilde{\tau}_a\), \(\tilde{\tau}_a = 1/\tau_a\), \(\tau = \infty\), cf. \((77)\).

The monodromy matrices associated to both solutions can be factorised with respect to the same contour \(\Gamma\) that avoids all these singularities, for instance the contour \(\Gamma_{\tau_a}\) that was used to perform the factorisation \((79)\) of the Kasner monodromy matrix. Denoting the static Kasner solution and the Einstein-Rosen wave solution with \(k = 1\) by \(M_1(\rho, v)\) and \(M_2(\rho, v)\), respectively, the product \(M(\rho, v) = M_1(\rho, v)M_2(\rho, v)\) also yields a solution of the form \((104)\) to Einstein’s field equations, where

\[
M(\rho, v) = \begin{pmatrix} \Delta(\rho, v) & 0 \\ 0 & \Delta^{-1}(\rho, v) \end{pmatrix}
\] (107)

\[
= \text{diag} \left( \left( \frac{1}{2} \rho \right)^{2n}, \left( \frac{1}{2} \rho \right)^{-2n} \right) \text{diag} \left( e^{2b \cos v J_0(\rho)}, e^{-2b \cos v J_0(\rho)} \right),
\]

with \(\psi\) determined from \((5)\) by integration,

\[
\psi(\rho, v) = 2 \frac{J_0(\rho)(n - b J_1(\rho) \cos v)^2}{\rho J_1(\rho)} + \int d\rho \frac{J_0^2(\rho)}{\rho J_1^2(\rho)} \left( \frac{2n^2}{\rho J_1^2(\rho)} + 2b^2 \rho \right).
\] (108)

Obtaining this rather complicated solution by directly solving the non-linear field equations would be highly non-trivial, whereas here it arises in a straightforward manner. Hence, we may view the solution \(M(\rho, v)\) as arising by a deformation of a Kasner solution \(M_1(\rho, v)\) through multiplication by \(M_2(\rho, v)\), an Einstein-Rosen wave solution.

### 6 Superposition of Einstein-Rosen waves and gravitational pulse waves

The family of Einstein-Rosen wave solutions \((103)\) forms an Abelian group. These solutions are parametrized by a constant \(k\), which can be regarded as a wave number \([7, 38]\). When we multiply such solutions, of the form

\[
\text{diag}(e^{fk}, e^{-fk})
\] (109)

we are adding their logarithms, so we can interpret a product of two Einstein-Rosen wave solutions \((103)\) with different parameter \(k\) as a superposition of waves. From Theorem 3.9 it follows that if we “superpose”, by multiplication, a finite number of monodromy matrices of the form

\[
\text{diag}(e^{fk(\omega)}, e^{-f_k(\omega)})
\] (110)

22
with different values of the parameter \(k\), the factorisation of the resulting monodromy matrix provides a solution that is a corresponding superposition of solutions to the equation (2).

One can therefore ask whether this result, which involves any finite number of monodromy matrices of the form (110), can be extended to the superposition of all matrices in that class, i.e., whether by factorizing the monodromy matrix

\[
\mathcal{M}(\omega) = \begin{pmatrix}
e^{\int_{0}^{\infty} f_k(\omega)dk} & 0 \\
0 & e^{-\int_{0}^{\infty} f_k(\omega)dk}
\end{pmatrix}
\]

we get a solution to (2) which is the corresponding superposition of solutions obtained from (110).

We proceed to show that the answer to this question is in the affirmative for the superposition of Einstein-Rosen waves with different wave numbers, which is referred to as gravitational pulse wave [5, 7, 38], but no longer with respect to an arbitrary contour \(\Gamma\). Whether, or under which conditions, this conclusion can be extended to any superposition of an infinite number of solutions to the field equation (2) belonging to an Abelian group, is left here as an open question.

The integrals in (111) are convergent provided that \(-a < \text{Im} \omega < a\), in which case we obtain

\[
\mathcal{M}(\omega) = \begin{pmatrix}
e^{\int_{0}^{\infty} f_k(\omega)dk} & 0 \\
0 & e^{-\int_{0}^{\infty} f_k(\omega)dk}
\end{pmatrix} = \begin{pmatrix}
\frac{4ab}{\omega^2 + a^2} & 0 \\
0 & \frac{4ab}{\omega^2 + a^2}
\end{pmatrix},
\]

with the corresponding monodromy matrix given by

\[
\mathcal{M}_{\rho,v}(\tau) = \mathcal{M} \left( v + \frac{\rho}{2} \frac{1 + \tau^2}{\tau} \right).
\]

We now determine the canonical Wiener-Hopf factorisation of the monodromy matrix (113). Let

\[
f_{\rho,v}(\tau) = \frac{4ab}{\omega^2 + a^2} \bigg|_{\omega = v + \frac{\rho}{2} \frac{1 + \tau^2}{\tau}},
\]

which has four poles located at

\[
\tau_a = -\frac{(v + ia) + \sqrt{(v + ia)^2 - \rho^2}}{\rho}, \quad \bar{\tau}_a = -\frac{(v + ia) - \sqrt{(v + ia)^2 - \rho^2}}{\rho},
\]

\[
\tau_{-a} = -\frac{(v - ia) + \sqrt{(v - ia)^2 - \rho^2}}{\rho}, \quad \bar{\tau}_{-a} = -\frac{(v - ia) - \sqrt{(v - ia)^2 - \rho^2}}{\rho},
\]

where we take the principal branch of the square root. For any admissible contour we have that if \(\tau_a\) is in the interior \(\mathbb{D}_\Gamma^+\), then \(\bar{\tau}_a\) is in the exterior \(\mathbb{D}_\Gamma^-\) and vice-versa; analogously for \(\tau_{-a}\) and \(\bar{\tau}_{-a}\) [4], because \(\bar{\tau}_{\pm a} = 1/\tau_{\pm a}\). Note that although the four points (115) are essential singularities of the diagonal elements of \(\mathcal{M}_{\rho,v}(\tau)\), we can choose \(\Gamma\) in such a way that \(\mathcal{M}_{\rho,v}(\tau)\) is Hölder continuous on \(\Gamma\).

There are thus four non-homotopic choices for \(\Gamma\) on \(\mathbb{C} \setminus \{0, \tau_a, \tau_{-a}, \bar{\tau}_a, \bar{\tau}_{-a}\}\), specified by: either \(\{\tau_a, \tau_{-a}\}\), or \(\{\tau_a, \bar{\tau}_{-a}\}\), or \(\{\tau_{-a}, \bar{\tau}_a\}\), or \(\{\bar{\tau}_a, \bar{\tau}_{-a}\}\) are contained in \(\mathbb{D}_\Gamma^+\). Let us assume that \(A, B, C, D\) are complex constants such that

\[
f_{\rho,v}(\tau) = \frac{A}{\tau - \tau_a} + \frac{B}{\tau - \tau_{-a}} + \frac{C}{\tau - \bar{\tau}_a} + \frac{D}{\tau - \bar{\tau}_{-a}}.
\]
where the metric factor \( ψ \) solution (4) is \([5, 7, 38]\), and is referred to as a gravitational pulse wave. The associated four-dimensional which indeed describes the superposition of Einstein-Rosen waves with different wave numbers 

which satisfies the field equation (2), is given by

\[
\left(P_\Gamma^+ \right) f_{\rho,v}(\tau) = \frac{A}{\tau - \tau_a} + \frac{D}{\tau - \tilde{\tau}_a}, \quad \left(P_\Gamma^+ \right) f_{\rho,v}(0) = -\frac{A}{\tau_a} - \frac{D}{\tilde{\tau}_a},
\]

which, taking into account the expressions for \( A \) and \( D \), leads to

\[
M(\rho,v) = \begin{pmatrix}
\frac{4ib}{\rho} \left(\frac{1}{\tau_a - \tau} + \frac{1}{\tau - \tilde{\tau}_a}\right) & 0 \\
0 & e^{-\frac{4ib}{\rho} \left(\frac{1}{\tau_a - \tau} + \frac{1}{\tau - \tilde{\tau}_a}\right)}
\end{pmatrix}.
\]

Proceeding analogously for the other three possible choices of \( \Gamma \), and taking into account that an overall sign can be absorbed into the constant \( b \) in the exponents, one is lead to just two different expressions for \( M(\rho,v) \), with the first diagonal element taking the form \( m_1 = \exp(2bg) \), where \( g \) is given by

\[
\frac{i}{\sqrt{(v + ia)^2 - \rho^2}} + \frac{i}{\sqrt{(v - ia)^2 - \rho^2}} \quad \text{or} \quad \frac{i}{\sqrt{(v + ia)^2 - \rho^2}} - \frac{i}{\sqrt{(v - ia)^2 - \rho^2}}.
\]

Note that the first expression in (119) is imaginary, while the second takes real values. Since we are interested in space-time solutions that are real, we only retain the latter, which can be expressed as [2]

\[
2 \int_0^\infty e^{-ak} \cos(kv)J_0(k\rho)dk
\]

and corresponds to choosing \( \Gamma \) such that \( \{\tau_a, \tilde{\tau}_a\} \subset D^-_\Gamma \). Then, the resulting matrix \( M(\rho,v) \), which satisfies the field equation (2), is given by

\[
M(\rho,v) = \begin{pmatrix}
\exp(4bf_0^\infty e^{-ak} \cos(kv)J_0(k\rho)dk) & 0 \\
0 & \exp(-4bf_0^\infty e^{-ak} \cos(kv)J_0(k\rho)dk)
\end{pmatrix} = \text{diag}(\Delta(\rho,v), \Delta^{-1}(\rho,v)),
\]

which indeed describes the superposition of Einstein-Rosen waves with different wave numbers [3] [4] [8], and is referred to as a gravitational pulse wave. The associated four-dimensional solution (4) is

\[
ds^2_4 = \Delta \, d\tau^2 + \Delta^{-1} \left(e^{\psi} \left(d\rho^2 - dv^2\right) + \rho^2 \, d\phi^2\right),
\]

where the metric factor \( \psi(\rho,v) \) follows from (5) by integration and reads

\[
\psi(\rho,v) = \frac{b^2}{a^2} \left[1 - \frac{2a^2 \rho^2(\rho^2 + v^2) - 4a^2 v^2}{(\rho^2 + v^2)^2 + 4a^2 v^2} + \frac{\rho^2 - a^2 - v^2}{\sqrt{(\rho^2 + v^2)^2 + 4a^2 v^2}}\right],
\]

where we have adjusted the integration constant to reproduce the result given in [5].

7 Relating \( A \) and \( X(\tau, \rho, v) \)

We now show that from (66) one may also deduce various interesting relations between the matrix one-form \( A = M^{-1}dM \) and the matrix function \( X(\tau, \rho, v) \) that result from the canonical Wiener-Hopf factorisation w.r.t. \( \Gamma \).
We consider the relation (66) with $R, N$ replaced by the identity matrix, in which case $G_{M,X}(\tau, \rho, v) = - \star dM(\rho, v)$ and $G_{R,N}(\tau, \rho, v) = 0$ (cf. (45)). By multiplying the relation (66) by $M^{-1}$ from the left we obtain the following two relations,

\[
\begin{align*}
\partial_x X^{-1} &= \frac{\rho}{2\lambda} \left( \frac{\lambda}{\tau} A_{\rho} - A_v - \left( 1 + \frac{\lambda}{\tau^2} \right) \partial_x X^{-1} \right), \\
\partial_{xx} X^{-1} &= \rho \left( \frac{1}{\tau} A_{\rho} - \frac{1}{\tau^2} \partial_x X^{-1} + \frac{1}{\tau} \partial_{xx} X^{-1} \right),
\end{align*}
\]

(124)

where we used that $A = M^{-1} dM = A_v \, dv + A_{\rho} \, d\rho$.

Now recall that (66) is valid for all $\tau \in \Gamma$. We may therefore integrate the relations (124) along $\Gamma$, using that $X, X^{-1}, \partial_x X, \partial_{xx} X$ are analytic not only in the interior $D^+_{\Gamma}$ of $\Gamma$ but also in a neighbourhood of $\Gamma$ and that

\[
\left( \frac{\partial X(\tau, \rho, v)}{\partial \rho} \right) \big|_{\tau=0} = 0, \quad \left( \frac{\partial X(\tau, \rho, v)}{\partial v} \right) \big|_{\tau=0} = 0.
\]

(125)

Integrating the first relation in (124) gives

\[
A_{\rho} = \left( \partial_x (\partial_x X^{-1}) \right) \big|_{\tau=0},
\]

(126)

and integrating the second relation also gives (126) because of (125).

Next, we multiply (124) with $1/\tau$ and again integrate along $\Gamma$. The first relation gives

\[
A_v = -\frac{2\lambda}{\rho} \left( \partial_x X^{-1} \right) \big|_{\tau=0} - \frac{\lambda}{2} \left( \partial_x^2 (\partial_x X^{-1}) \right) \big|_{\tau=0},
\]

(127)

while the second relation results in

\[
\left( \partial_{xx} X^{-1} \right) \big|_{\tau=0} = -\frac{\rho}{2} \left( \partial_x^2 (\partial_x X^{-1}) \right) \big|_{\tau=0} + \rho \left( \partial_x (\partial_{xx} X^{-1}) \right) \big|_{\tau=0}.
\]

(128)

Comparing with (127) we obtain

\[
A_v = -2\lambda \left( \partial_x (\partial_{xx} X^{-1}) - \frac{1}{4} \partial_x^2 (\partial_x X^{-1}) \right) \big|_{\tau=0}.
\]

(129)

Thus, we have obtained expressions that relate the components of the one-form $A$ to derivatives of $X$.

Recall that $A$ satisfies the matrix equation $dA + A \wedge A = 0$. This equation implies further relations involving derivatives of $X(\tau, \rho, v)$. For instance, when $A$ is a diagonal matrix one-form, the above equation becomes $\partial_v A_{\rho} = \partial_{\rho} A_v$. Then, applying $\partial_v$ to (126) and $\partial_{\rho}$ to (129) and equating both gives a new equation that involves higher derivatives of $X(\tau, \rho, v)$ evaluated at $\tau = 0$.
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