Human routine use past experience with complexity to deal with novel, challenging circumstances. This fundamental aspect of real-world behavior has received surprisingly little attention in animal studies, and the underlying brain mechanisms are unknown. The present experiments tested for transfer from past experience in rats and then used quantitative imaging to localize synaptic modifications in hippocampus. Six daily exposures to an enriched environment (EE) caused a marked enhancement of short- and long-term memory encoded during a 30-min session in a different and complex environment relative to rats given extensive handling or access to running wheels. Relatedly, the EE animals investigated the novel environment in a different manner than the other groups, suggesting transfer of exploration strategies acquired in earlier interactions with complexity. This effect was not associated with changes in the number or size of excitatory synapses in hippocampus. Maps of synapses expressing a marker for long-term potentiation indicated that encoding in the EE group, relative to control animals, was concentrated in hippocampal field CA1. Importantly, <1% of the total population of synapses was involved in production of the regional map. These results constitute the first evidence that the transfer of experience profoundly affects the manner in which hippocampus encodes complex information.

[Supplemental material is available for this article.]
The neurobiological substrates for transfer from past experience to current conditions have largely been a matter of conjecture. One widely discussed proposal holds that earlier experience leads to the construction of hippocampal–cortical networks that promote subsequent encoding (Squire and Alvarez 1995; Frankland and Bontempi 2005; Wang and Morris 2010; Tse et al. 2011). Such networks could in principle be modified by either or both the strengthening of existing synapses, or the growth of dendrites and synaptogenesis (Maviel et al. 2004; Restivo et al. 2009; Lesburgueres et al. 2011). Indeed, prolonged exposure to an enriched environment leads to the growth of dendritic branches and spines in hippocampus and cortex in rodents (Globus et al. 1973; Greenough et al. 1973; Lauterborn et al. 2015) along with improved performance in a variety of rewarded learning tasks (Renner and Rosenzweig 1987; Kolb and Whishaw 1998; van Praag et al. 2000; Kolb et al. 2003; Leggio et al. 2005). However, the immense capacity of memory presents difficulties for the latter hypothesis: experiential learning in complex circumstances is a routine event in humans and animals outside the laboratory and it seems likely that growth would quickly encounter limits. We investigated this question by conducting a high resolution analysis involving reconstructions of hundreds of thousands of synapses from multiple hippocampal dendritic fields in rats that were or were not given enrichment.

An alternative to the growth hypothesis is that activity-dependent modifications to existing synapses such as long-term potentiation (LTP) are used to encode effective acquisition strategies and relevant domain information during the enrichment period, and that these modifications are sufficiently flexible to be applied in novel circumstances. In support of this possibility, modeling of hippocampal networks using empirically derived LTP induction rules, which involve no new growth, demonstrated memory capacity scales linearly with neuron number (Granger et al. 1994) and thus provides good evidence for sufficient capacity in mammalian brains. A related question is “how” previously acquired strategies facilitate subsequent encoding. In the present case, transferred search patterns or exploratory behaviors could allow enriched rats to more effectively (quickly and/or robustly) learn the many and diverse features of the new complex environment. This would be expected to produce greater evidence for LTP in hippocampal–cortical and intrahippocampal networks. The present studies constitute a first test of the prediction that past experience with complexity increases the number of hippocampal synapses expressing a synaptic marker of LTP after exploration in a different complex context. Results confirmed this prediction, but with a surprisingly limited regional distribution.

**Results**

**Effects of enrichment on unsupervised learning**

The inclusion of the small, dark, enclosed, and empty chamber (“refuge”) to serve as an ethologically relevant home base attached to the complex environment led all three groups of rats (standard handling: SH; enriched environment: EE; wheel running: WR) to divide their behavior into distinct exploratory episodes, here called “forays,” into the complex arena, punctuated by stays of varying duration within the refuge. Exploration within the refuge as measured by distance traveled began at a high level, progressively and sharply decreased during the first 15 min of the session, and changed little afterwards for all groups (Fig. 2A). It thus appears that past experience had relatively little effect on rapid habituation in this simple portion of the apparatus.

In the complex arena, SH rats conducted more exploration as measured by total distance traveled over the entire 30 min (110.0 ± 4.6 m) when compared with EE (77.4 ± 4.1 m) or WR (75.4 ± 3.9 m) rats (Fig. 2B) \((F_{2,86}) = 21.3, P < 0.0001; \) SH versus EE or WR \(P < 0.0001\) Tukey HSD). Yet SH animals exhibited no significant decrease in exploration of the arena over the course of the session (unlike their behavior in the refuge), showing a flat, nonsignificant habituation curve \((r^2 = 0.11, P = 0.5)\) the WR group showed a moderate degree of habituation \((r^2 = 0.8, P < 0.01)\) while the habituation curve for the EE group \((r^2 = 0.97, P = 0.0001)\) was steeper and much more pronounced (Fig. 2C). Group differences in slopes of the habituation curves were highly significant \((F_{2,86}) = 26, P < 0.0001; \) EE versus SH and EE versus WR \(P < 0.001\) Tukey HSD), with the EE group’s curve being much steeper than those of SH or WR rats (Fig. 2D). We conclude from these results that past experience with complexity enables rapid learning of a new, high choice environment.

**Long-term memory**

Despite extensive exploration of the arena on day one, total distance traveled by SH rats was only slightly reduced \((< 10\%); t_{(30)} = 1.8, P = 0.08)\) in a second session conducted 24 h later (Fig. 2E). In contrast, EE rats’ travel through the arena decreased by \(\sim 30\%\) across the 2 d \(t_{(30)} = 3.3, P = 0.002\). Prior exercise did not reproduce the effects of enrichment on total exploration: There was no significant change from days 1 to 2 for WR rats \(t_{(20)} = 0.86, P = 0.4\). Similarly, the habituation curve for SH rats after the first 5 min was only slightly steeper on day 2 relative to day 1 (Fig. 2F) \(t_{(20)} = 2.6, P = 0.02\) and did not approach that for the EE group on day 1 or 2. In all, evidence for long-term memory in SH rats was modest. In marked contrast, the EE group exhibited a robust
Figure 2. Enriched environment exposure accelerated habituation in the complex arena: short- and long-term memory. (A–D) Measures for the first session; (E–H) changes in the second session 24 h later. (A) Distance traveled in the refuge during the first session is shown in six 5-min time intervals; all groups showed robust habituation in this simple environment. (B) Total distance traveled in the complex arena during the first session was greater for SH rats than for other groups. (C) Plots of distance traveled in 5-min time intervals in the arena on the first session show an effectively flat habituation curve for SH rats; WR rats display some habituation, and EE rats exhibit a much steeper habituation curve than the other groups. (D) Slopes of curves in C show the rate of habituation is greater for EE than SH or WR rats. (E) The change from days 1 to 2 in the total distance traveled in the arena was greatest for EE rats although the difference among groups was not significant. (F) SH rats showed a slightly steeper habituation curve on session 2. (G) The EE group curve for the second day showed a steep drop from the first to the second time bin, thus shifting the entire curve downwards relative to the first day. (H) WR group curves did not change between test days. (*** \( P < 0.001 \).)

between day change in habituation: Exploration decreased dramat-ically between the first and second 5-min interval on day 2 (\( t_{(260)} = 4.05, P = 0.0003 \)), an effect not seen on day 1 (Fig. 2G). Habituation on day 2 by WR rats was not detectably different from that on day 1 (Fig. 2H) (\( t_{(260)} = 0.3, P = 0.8 \)).

Exploration of an unstructured open field by rodents produces clear evidence of long-term memory (reduced activity) in tests carried out on subsequent days (Eysenck and Broadhurst 1964; Walsh and Cummins 1976); the weakness or lack of such effects for SH and WR groups indicates that stable encoding is much more difficult for animals confronting a complex arena. It appears that prior learning by EE rats, although acquired in a very different complex environment, was transferable to the novel circumstances such that encoding on day 1 was both rapid and enduring.

Notably, EE and SH rats were not detectably different on multiple conventional measures of anxiety or arousal including movement speed, percent time active, preference for darkened spaces, and defecation (Supplemental Material; Supplemental Fig. S1).

Past experience influences search strategy

Foray counts, sessions one and two. The total number of exploratory forays made during the first session was compared between the groups; SH foray counts were not significantly higher than in the EE group but were greater than in WR rats, whereas EE foray counts were not significantly different than WR (Fig. 3A) (\( F_{(2,86)} = 9.2, P = 0.0002 \); SH versus WR \( P = 0.0001 \), SH versus EE \( P = 0.07 \), EE versus WR \( P = 0.09 \) Tukey HSD). Like distance traveled, clear group differences emerged in how foray counts evolved over time during the session. This was assessed by dividing the session into 10-min intervals and assigning each foray to the interval in which it began. In SH rats foray counts changed little over the three intervals (slope: \( -0.10 \pm 0.03 \)); in contrast, EE rats’ foray counts began high, dropped by half during the second time interval, and halved again in the final 10 min (slope: \( -0.41 \pm 0.03 \)) (Fig. 3B).

WR rats were similar to the SH group for the first two intervals but showed a decrease in foray initiations in the third, resulting in a slightly steeper habituation curve (\( -0.19 \pm 0.03 \)). The difference in slopes between the EE and other groups was highly significant (\( F_{(2,86)} = 25.9, P < 0.0001 \); EE versus SH or WR \( P < 0.0001 \), SH versus WR n.s., Tukey HSD). These results suggest that rats with past experience with complexity implement a different exploratory strategy for investigating a new and challenging environment than rats without such experience.

Foray counts across days were nearly constant for SH (20.2 ± 0.9 to 20.0 ± 0.8) and WR (14.9 ± 0.7 to 15.2 ± 0.9) groups, a further indication that these animals did not form robust long-term memory on day 1 (Fig. 3C). EE rats showed a marked decrease in the total number of forays between the two test sessions (17.5 ± 0.9 to 12.3 ± 1.2; \( t_{(56)} = 3.6, P < 0.001 \)). Most of the between-days decrease in forays in the EE group (~60%) occurred during the first 10 min of session two (Fig. 3D); the other two groups did not reduce their forays during this period (Fig. 3E) (\( F_{(2,86)} = 15.8, P < 0.0001 \); EE versus SH \( P < 0.0001 \), EE versus WR \( P = 0.0001 \), SH versus WR \( P = 0.7 \) Tukey HSD). It thus appears that EE, but not SH or WR, rats learned enough about the complex test environment on day 1 such that they quickly recognized it and so were less inclined to initiate exploratory forays 24 h later.

Patterns of exploratory episodes during session one. Next, we examined foray characteristics during the first session in an attempt to identify features that could account for enhanced learning by EE rats. The space was divided into a 7 × 7 grid (49 cells) and the percentage of cells entered was measured for each foray. All rats made forays...
using a range of different arena coverage values, with foray counts peaking for forays between 40% and 60% coverage for rats in all groups (Fig. 4A). However, EE rats shifted their distribution away from high-coverage (>60% coverage) forays (Fig. 4B, \( P < 0.01 \), Kruskal–Wallis rank sum test, \( \chi^2 = 8.6, df = 2; P < 0.001 \) and \( P < 0.04 \) for EE versus SH and WR, respectively, SH versus WR n.s., Bonferroni comparisons), while making approximately the same number of low and moderate coverage forays as SH rats (counts of forays with coverage <60%, \( t_{(58)} = 0.15, P = 0.9 \), unpaired; WR rats made fewer forays overall (as above, Fig. 3A) but their distribution of forays of different coverage values was similar to that of SH animals, shifting the entire curve downwards (Fig. 4A).

We next considered the pattern of forays used to first attain full coverage of the arena during initial exploration. Accordingly, the subset of initial forays that first attained a cumulative 90% coverage of the arena was examined for each animal. One SH and one EE rat had values that were more than 10 SDs from the mean of the remaining 30 and so were excluded. Full coverage occurred relatively quickly. EE rats required 5.5 ± 0.3 forays with the last of these starting at 3.5 ± 0.4 min; SH animals used a similar number of forays (5.2 ± 0.3) but with the last at 5.0 ± 0.4 min (\( t_{(11)} = 2.6, P = 0.01 \), SH versus EE, unpaired). The WR rats were extremely variable on these measures: 41% (11 of 27 rats) covered the arena quickly (1.35 ± 0.16 min) using a small number of forays (2.2 ± 0.2) while the remainder had much higher values (5.6 ± 0.5 forays, 8.7 ± 1.2 min).

As expected from the above, the mean duration of the forays used for initial coverage of the arena was markedly lower in the EE group than in the others: 31.0 ± 1.8 seconds (sec), versus SH rats 49.6 ± 4.2 sec and WR 72.4 ± 11.7 sec (Fig. 4C; \( \chi^2(2) = 29.4, P < 0.0001 \) Kruskal–Wallis; EE versus SH \( P = 0.0003 \), EE versus WR \( P < 0.0001 \), SH versus WR \( P = 0.16 \), with Bonferroni correction). The EE rats thus adopted a strategy of shorter, more frequent forays which, when combined, cover the same cumulative percentage of the arena, compared with the other groups.

Do the forays made by EE rats also tend to overlap less, thus dividing the arena into smaller, more distinct exploratory portions per foray? To investigate this, we measured the extent to which successive forays did not overlap, expressed as the percent of grid cells visited in the current foray that were not visited in the immediately previous one. For the initial set of forays first leading to full coverage of the arena described above, EE rats’ foray nonoverlap was, on average, slightly but significantly higher (EE: 63.5 ± 1.9%; SH: 54.1 ± 2.9%; WR: 51.0 ± 3.2%; \( F_{(2,84)} = 5.9, P < 0.004 \); EE versus SH \( P < 0.03 \), EE versus WR \( P = 0.005 \), SH versus WR \( P = 0.7 \) Tukey HSD); three WR rats covered the arena in the first foray and were excluded as nonoverlap with the previous foray is undefined for the first foray). Indeed this result held for the entire session (Fig. 4D) (\( F_{(2,84)} = 5.6, P = 0.005 \); EE versus SH \( P < 0.02 \), EE versus WR \( P = 0.01 \), SH versus WR \( P = 0.96 \) in post hoc tests). Of interest, this measure showed a negative correlation with foray number (i.e. overlap tended to increase slightly for later forays) that was stronger for EE rats than for the other groups (Fig. 4E) (\( F_{(2,84)} = 5.6, P < 0.02 \); EE versus SH \( P < 0.03 \), EE versus WR \( P < 0.04 \), SH versus WR \( P = 0.99 \) in post hoc tests).

Finally, we tested for group differences in movement choices within individual forays using a line-crossings measure. A 10 × 10 grid superimposed over the video image of the arena allowed measurements of the number of times each rat repeated crossings of the same grid segment during individual forays. The EE rats showed a substantially larger proportion of forays in which most (≥75%) line crossings were unique relative to WR or SH rats; WR and SH groups were not different on this measure (Fig. 4F) (\( F_{(2,86)} = 6.4, P < 0.003 \); EE versus SH \( P = 0.01 \), EE versus WR \( P = 0.005 \), SH versus WR \( P = 0.87 \) Tukey HSD). It thus appears that a primary effect of prior environmental enrichment, but not exercise, is to increase the likelihood of forays in which rats do not repeat material sampled in the immediate past.

The above findings indicate that the rapid learning by EE rats during the first session was not due to more exploration of the test arena. Instead, relative to SH and WR rats, the EE group began with a higher frequency of briefer, less repetitive forays to explore the arena. This suggests that the material transferred from earlier complexity included a flexible strategy for dealing with high dimensional circumstances.

**Prior experience and evidence for LTP**

Neuronal substrates of the effects of enrichment on learning as described above were then investigated, comparing EE versus SH rats (WR rats did not show robust day 2 memory and were not used).

Past experience with an enriched environment could increase connectivity in hippocampus so as to promote future learning. We explored this idea by counting the number of synapses, immunoreactive for the excitatory synapse postsynaptic density protein PSD-95, in three-dimensional reconstructions of nine discrete hippocampal sampling zones. PSD-95 is reportedly uniformly distributed across glutamatergic synapses (Kennedy 1997; Petersen et al. 2003; Sassoé-Pognetto et al. 2003). There were no differences between EE versus SH rats in the number or size of PSD-95 immunopositive contacts (Supplemental Results; Supplemental Fig. S2).

Next, we tested for differential effects of past experience on levels of a synaptic marker for long-term potentiation (LTP) during the first session in the novel complex arena. Studies of hippocampal slices showed that LTP consolidation relies upon multiple signaling cascades leading to the formation and subsequent
hundred digital images each, and the numbers and pCo philin were captured in several as in previous work (Fig. 5A; Chen et al. 2007). For this analysis, were replicated (see Supplemental Fig. S3). Comparisons were the above-described learning differences between EE and SH rats determined for 66 contiguous sampling zones, composing 11 fields (Fig. 5B).

The percent of high-coverage forays (>60% of the arena) was lower for EE rats than for other groups. (E) The percent of high-coverage forays (>60% of the arena) was lower for EE rats than for other groups. (C) The average duration of the "initial covering set" of forays first used to attain full arena coverage (at least 90% of arena visited) was significantly shorter for EE group rats. (D) Plot shows the percent of each foray not visited in the immediately prior foray: EE rats had a small but significant increase in nonoverlap of successive forays compared with the other groups. (E) The nonoverlap measure was negatively correlated with foray number for EE rats (Pearson correlation coefficient). (F) Percent of forays with low repetition (>75% of line crossings were unique) was greater for EE rats than for other groups. (*) P < 0.05, (**) P < 0.01, (***) P < 0.001.

stabilization of actin networks in dendritic spines (Rex et al. 2009; Lynch et al. 2013). Phosphorylation (inactivation) of the actin severing protein cofilin is a critical step in the actin polymerization phase of this process (Chen et al. 2007); therefore we used phosphorylated (p) cofilin as a marker for synapses having recently undergone potentiation.

Group differences in synaptic pCofilin. Rats were sacrificed at the conclusion of a first 30-min session in the complex test arena, during which the above-described learning differences between EE and SH rats were replicated (see Supplemental Fig. S3). Comparisons were thus made between rats that rapidly learned during the session (EE group) versus those that did not (SH group), although both groups explored the space to about the same degree. Four to five spaced tissue sections through rostral hippocampus were processed for dual immunolabeling for PSD-95 and pCofilin Ser3 as in previous work (Fig. 5A; Chen et al. 2007). For this analysis, entire hippocampal cross sections were captured in several hundred digital images each, and the numbers and pCofilin immunolabeling densities of double-labeled synapses were determined for 66 contiguous sampling zones, composing 11 primary anatomical divisions covering apical and basal dendritic fields (Fig. 5B).

The total number of pCofilin-positive synapses across all divisions combined was the same for the two groups (SH: 0.73 ± 0.05 × 10⁶ per rat; EE: 0.75 ± 0.04 × 10⁶ per rat) (Fig. 5C). Moreover, the mean number of double-labeled synapses was comparable for the two groups for each of the 11 divisions (Fig. 5D). Note that absolute values differed between the divisions and were well correlated between SH and EE groups (r = 0.995). The relatively low variance and high degree of correlation indicates that the same regions were reliably outlined between sections, animals, and groups.

We then tested whether the percentage of synapses that were associated with particularly high concentrations of pCofilin was detectably different between the two groups. Frequency distributions (percent of double-labeled contacts vs. density of pCofilin immunolabeling) over the entire hippocampal section were constructed by averaging the distributions for the animals from each of the 11 dendritic fields. The resultant curves for the two cohorts of SH rats did not perfectly align and a comparable shift between cohorts was seen in the EE group (Fig. 5E). We therefore compared SH versus EE frequency distributions separately for each cohort. The curves for EE rats were slightly skewed to the right (higher densities) relative to those for the SH group in each cohort (two-way RM-ANOVA: cohort 1: F(20,376) = 7.05, P < 0.0001; cohort 2: F(26,496) = 2.99, P < 0.0001), indicating that the EE group had a small but reliable increase in excitatory synapses with high levels of pCofilin. The slight differences in the shape of the frequency curves for the two cohorts argued against combining them into a composite curve for either SH or EE groups. We therefore subtracted the mean SH curve in a cohort from each animal (SH and EE) in that cohort, thereby creating a difference-from-control curve for individual rats. The difference curves were then combined for the two cohorts. The results indicate that EE rats progressively deviated from the SH group across higher density bins (two-way RM-ANOVA: F(23,432) = 2.234, P = 0.001) (Fig. 5F), in agreement with the rightward skew in the frequency distributions for each cohort. These results establish that effective learning of a complex arena by rats having prior experience with complexity is accompanied by a small overall increase in synapses associated with higher densities of an LTP marker (pCofilin), compared with rats without such experience that did not display behavioral evidence of learning.

Regional differences. Next, we asked whether group effects described above reflect a uniform increase in pCofilin immunolabeling at synapses across hippocampus as opposed to regionally differentiated effects. Difference curves of the type described above (Fig. 5F) were accordingly calculated for each of the 11 hippocampal subfields (Fig. 6A). Striking regional effects were found: stratum oriens (so) and stratum radiatum (sr) of field CA1 both had steeply rising curves reaching values that were double the baseline (SH) scores (Fig. 6A). Labeling in CA1 lacunosum molecular (lm) was also increased. There were no significant effects in remaining subdivisions. Increases in densely pCofilin immunolabeled synapses (≥ fluorescence density bin 135) for CA1 in EE relative to SH rats involved only a small percentage of the entire population; CA1-so: SH = 1.00 ± 0.12% of the population; EE = 1.65 ± 0.24%, (t(21) = 2.43, P = 0.02). Thus, the largest regional effect associated with rapid learning involved a <1% increase in densely pCofilin immunolabeled contacts. Changes across the entire cross section, including regions in which group differences were barely detectable, would necessarily be much smaller than this value. In all, it appears that the stable encoding of a large amount of information by EE rats during a 30-min session in a novel, complex environment is associated with a very economical use of storage elements.

To facilitate comparisons between regions, we calculated the slopes for the difference curves for immunolabeling density bins 1-180 for each EE rat. This analysis confirmed that field CA1 basal and proximal apical dendrites contained higher percentages of synapses with dense concentrations of pCofilin than did the remainder of the hippocampus (Fig. 6B). As seen in Figure 6A,B, there was considerable variability between individual rats in the EE group. We therefore normalized the regional values for each
animal to its mean for all zones, a step that eliminates between-animal differences in slopes. The results confirmed that the two CA1 fields had a much higher percentage of synapses associated with high concentrations of pCofilin relative to SH rats than the nine remaining zones (Fig. 6C).

Fine-grained analyses of regional effects. The results for the 11 dendritic fields measured establish that LTP-related synaptic effects in hippocampus of EE rats are largely restricted to two subdivisions: field CA1 so and sr. The question then arises as to whether further differentiation can be detected with finer grained analyses. We used the 66 contiguous sampling zones and the slopes for differences between the positive tails of the frequency distributions to test the point. As expected, within-group variability was high for this analysis but there was a clear regional effect in the EE group (two-way RM-ANOVA, P = 0.0005) (Fig. 7A). In eight of the 66 zones, the mean slope in the EE group was ≥1.5 but only two of these (CA1-sr, zones 3 and 4) were statistically different in post hoc tests from the corresponding SH areas (Fig. 7A). One EE rat had a mean slope value for all fields that was 3.2 SDs lower than the mean value for the remaining rats. Excluding this case increased the statistical difference between the distributions for EE versus SH groups (two-way RM-ANOVA F(65,1300) = 1.76, P = 0.0002) and added post hoc differences for CA1-so zones 3 and 4 (P < 0.01, Sidak MCT).

Normalizing the regional values for each of the 11 animals to its mean for all 66 zones, to reduce within group differences, confirmed that marked regional distributions of slope values were present in the EE group (one-way RM-ANOVA; P < 0.0001, with CA1-sr, 4 and 5 being statistically different than other areas in post hoc tests) (Fig. 7B). Excluding the one case noted above again extended the difference from other regions in the EE group to CA1-so 3 and 4 in post hoc tests (one-way ANOVA: F(65,594) = 2.15, P < 0.0001; Tukey HSD, P < 0.01).

It is noteworthy that five of the eight areas with the greatest differences from controls were located in the same medio-lateral region of field CA1 (lateral CA1a and medial CA1b) (Fig. 7C). A clustering score was calculated for each rat by comparing the mean values for the eight zones versus the remaining 58 zones. There was considerable variability within the EE group but clear differences were present for each animal: the mean slope (normalized; Panel B) for the target fields was 1.17 ± 0.23 and −0.16 ± 0.03 for the remainder (Fig. 7D). Having a single value for each rat made it possible to test for a predicted correlation between learning (initial habituation rate) and pCofilin cluster score. This did not reach statistical significance for the entire group (Spearman r = 0.43, one tail P = 0.096) in large part due to one animal that was much less active during the session than the other members of the group, which varied only slightly (49.7 m versus 100.1 ± 4.9 m). Excluding this case resulted in a robust correlation (r = 0.72, P = 0.01).

Discussion

Experiential learning involves both the acquisition of specific information and the development of generalizable strategies through largely unsupervised interactions with a complex environment. Strategy development implies the ability to use previous learning to enhance performance in related but clearly different circumstances. The present results constitute evidence that such application of past experience-based learning occurs in rodents and has a potent, and surprisingly selective, influence on behavior. In doing so, these provide a quantitative description of a component of animal behavior that has received little attention and suggest a route for analyzing brain substrates for an essential aspect of human psychology.

The EE animals used search patterns that were clearly different than those used by the other groups: (1) more frequent and shorter
duration excursions, particularly during initial exploration of the arena; (2) relatively more “partial” forays, covering less of the arena during an episode, and fewer extensive forays covering greater portions of the arena; (3) an increased tendency to visit locales not visited over those already seen during the immediately prior episode; and (4) a reduced tendency to repeat transitions from one location to another within a given exploratory episode. Importantly, these effects were found during the initial minutes of testing in the novel arena, from which it follows that EE rats were using previously developed approaches to complex situations. A reasonable interpretation of these observations is that the rats had learned, during prior encounters with a complex environment, to break a large, complex problem into smaller, more digestible pieces; and to avoid repeating moves already made during a given episode or shortly prior to it. This is a well-recognized strategy for increasing the efficacy of learning when confronted with a great deal of information and so could account for the striking group differences in memory encoding.

Past work on enriched environments and learning addressed questions of a very different type than those studied here. Such experiments were largely concerned with the consequences of dendritic growth in developing or adulthood on memory encoding in relatively simple operant (rewarded) paradigms; the goal was not to assess the application of experience to current situations but rather to test if structural changes in brain are associated with improved performance (Kolb and Gibb 1991; Falkenberg et al. 1992; Rosenzweig and Bennett 1996; Nilsson et al. 1999; van Praag et al. 2000; Leggio et al. 2005). Our studies used much briefer, repeated exposures to enrichment that did not produce detectable changes in synapse numbers, and behavioral tests in very complex circumstances in which explicit rewards were absent.

The present studies are more clearly related to past work on the possibility that animals extract generalizable rules while solving multiple related problems. Harlow’s investigations of “learning how to learn efficiently” (Harlow 1949) in pri-mates provides the classic example of such effects. However, the “learning set” results (wherein an animal extensively trained on rewarded stimulus pair discriminations gains the ability to learn a new discrimination in a single trial, subse-quent demonstrated in rats (Kay and Oldfield-Box 1965; Jennings and Keef er 1969)) are, in rats at least, considered to involve a specific procedure, that is, a set of contingency-action sequences (win:stay, lose:shift). We do not think that the modi-fied search strategies used by EE rats in the present studies can be characterized as specific action sequences of this sort.

More recent work indicates that ro-dents develop abstract “schema” while solving multiple related problems, and transfer these to new learning. In these studies, enhanced performance on novel problems was clearly not due to prior learning of specific procedures of the type described for learning sets (Tse et al. 2007). The studies describe coactiva-tion of frontal cortical and hippocampal circuitries (Tse et al. 2011) during rapid re-inforcement learning of new odor–location associations within a previously learned spatial arrangement of several different odor–location pairs, suggesting that the earlier slow learning led gradually to the formation of networks in frontal cortex which then enabled more rapid learning of new information given in the same spatial context. Note that the “schema” in these studies concerned the specific set of odor–location cues in that context: the researchers found that when animals were trained on a similar problem in a different room they did not show faster learning: these schema thus appear to concern quite specific “information” and may differ in this respect from the generalized strategies we suggest underlie the behavioral effects in the present studies.

Nonetheless an extension of the schema hypothesis to unsu-pervised learning in complex circumstances provides a reasonable explanatory framework for the observed effects of enriched envi-ronments on subsequent behavior in a challenging situation. This aligns with the widely discussed hypothesis (McClelland et al. 1995; Binder and Desai 2011) that certain types of learning enhance the reciprocal connectivity between association cortex and hippocampus resulting in the exchange of regionally specialized information between them. Coordination of activity between these regions, and hippocampus processing of new present cues (Preston and Eichenbaum 2013). The “schema” studies cited above (Tse et al. 2007, 2011) found evidence for activation in prelimbic, medial prefrontal cortex, part of a so-called “PL
circuit subsuming cognitive functions and goal-directed behavior (Vertes 2006). Connections in hippocampus, frontal cortex, and the closely allied ventral striatum have been shown to play roles in cognitive flexibility including reversal, attention-shifting, and other paradigms involving reward contingencies (Kehagia et al. 2010; Morris et al. 2016). Comparing the present paradigm without reinforcement with studies that do use rewarding cues may be of particular interest here.

As described, foray characteristics were clearly affected by past enrichment and this was associated with pronounced effects on learning. Rats use visual, olfactory, and self-movement signals in exploratory forays from a defined home base (Maaswinkel and Whishaw 1999; Whishaw et al. 2001; Loewen et al. 2005); integration of these signals will involve a sequence of items, spatial relationships, and temporal intervals generated as the animal navigates the arena. The formation of functional networks between hippocampus and frontal areas would be expected to enable the latter to regulate input to hippocampus and in turn receive signals from hippocampus and frontal areas that project to select CA1 subzones. Based on known intrahippocampal anatomy, it can be assumed that these populations are located in fields CA3a,b (Ishizuka et al. 1990). Connections in hippocampus, frontal cortex, and the closely allied ventral striatum have been shown to play roles in subserving cognitive functions and goal-directed behavior (Vertes 2006). Connections in hippocampus, frontal cortex, and the closely allied ventral striatum have been shown to play roles in cognitive flexibility including reversal, attention-shifting, and other paradigms involving reward contingencies (Kehagia et al. 2010; Morris et al. 2016); comparing the present paradigm without reinforcement with studies that do use rewarding cues may be of particular interest here.

As described, foray characteristics were clearly affected by past enrichment and this was associated with pronounced effects on learning. Rats use visual, olfactory, and self-movement signals in exploratory forays from a defined home base (Maaswinkel and Whishaw 1999; Whishaw et al. 2001; Loewen et al. 2005); integration of these signals will involve a sequence of items, spatial relationships, and temporal intervals generated as the animal navigates the arena. The formation of functional networks between hippocampus and frontal areas would be expected to enable the latter to regulate input to hippocampus and in turn receive signals from hippocampus and frontal areas that project to select CA1 subzones. Based on known intra-hippocampal anatomy, it can be assumed that these populations are located in fields CA3a,b (Ishizuka et al. 1990). Confirmation of this prediction would be an important step toward an analysis of how
prior experiential learning and associated search patterns alter the processing and storage of complex information by hippocampus.

This map of synapses likely undergoing LTP was unexpected in light of recent work stressing the importance of hippocampus for the formation of episodic memory (Dede et al. 2016), which minimally involves the unsupervised learning of individual cues in a series (“what”), their spatial relationships (“where”), and the order in which they occur (“when”). Exploration of a new, many cue location is commonly cited as a case in which such memory is constructed (Eacott and Easton 2010) and it is accordingly reasonable to consider individual forays as episodes. A growing body of work indicates that the three components of an episode involve different hippocampal pathways (Pastalkova et al. 2008; Farovik et al. 2010; Barrett et al. 2011; Mankin et al. 2012) and we had accordingly expected to find a higher incidence of altered synapses in each of these connections in the EE versus SH groups. Instead, changes were concentrated in CA1. Our results raise the possibility that the pertinent codes constructed by hippocampus include a composite representation, localized in the final stage of processing (field CA1), for the different elements noted above.

Materials and Methods

Animals and pretest treatments

Studies used male Long Evans rats (Harlan, Indianapolis, IN), 2 mo old at testing. Protocols were approved by the Institutional Animal Care and Use Committee and in accordance with the NIH Guide for the Care and Use of Laboratory Animals. Rats were housed four per cage on a reverse 12 h light–dark cycle in standard polycarbonate rat home cages with food and water ad libitum. All treatments were carried out during the animals’ dark cycle. Rats were initially handled twice daily for 3 d, including placement in transport bins (black home cages with black filter tops) from day 3, and randomly assigned to one of three treatment groups. SH rats continued to receive handling and were transported to and from behavioral testing rooms for 6 d. EE rats were transported to the testing rooms and placed together in a large, multilevel enclosure (132 × 62 × 102 cm) with numerous chewable and moveable rat toys, running wheels, ladders, bedding boxes, and food and water, for 5 h/day, for 6 d (Fig. 1C). Enrichment thus included a social component. WR rats were transported to and from behavioral testing rooms, then placed as home cage pairs into a modified bin (36 × 56 × 37 cm; larger than the home cage) containing two running wheels (Fig. 1B), bedding, food and water, for 5 h/day for 6 d. Behavioral testing began after the sixth day of pretreatments. Five experiments were run with 16 rats each. After excluding five rats due to equipment failure (bottle leakage, poor video tracking) and two rats that did not engage in foray behavior (<1 min in arena or <1 min in refuge, from EE and SH groups, respectively) there were 31 EE, 31 SH and 27 WR rats evaluated.

Behavioral testing

The complex open field was a 1 m² arena separated by barriers into four rooms, with passages allowing movement between rooms; each room contained one of four different objects (Fig. 1E,F). Arena and barrier walls were 46-cm-high acrylic panels. Objects had weighted, steel bases and distinct chrome, porcelain, or acrylic upper tiers. One arena wall was clear, with distant object cues visible; other walls were opaque. Opposite the clear wall a 10 cm × 10 cm opening led to a small, dark, enclosed refuge with hinged lid constructed of infrared-transparent but visually opaque plastic (18 × 45 × 46 cm), into which the rat was placed at start of testing. Rats do not see in the infrared spectrum (Muntz 1967; Thomson 2009; Ribeiro e Sousa et al. 2010). Rats do not see in the infrared spectrum (Muntz 1967; Thomson 2009; Ribeiro e Sousa et al. 2010).

At testing, rats were individually placed in the refuge and allowed to explore for 30 min with overhead CCD cameras (Sony Corp) recording movements. The apparatus and objects were cleaned with Scoe-10x solution (BioFog) between animals. A second 30-min test session was given 24 h later. Exploratory behavior was analyzed using ANY-maze software (Stoelting Corp) and custom code written in Matlab (The MathWorks) and R (r-project.org), and statistics calculated using R, Matlab, and Prism (Graphpad). Plots show group means ± SE. Comparisons across the three groups used one-way ANOVA with post hoc Tukey HSD analyses. A Kruskal–Wallace rank sum test with Bonferroni correction for multiple comparisons was used in two cases where the variance of one group (WR) was greater than the others. Within-group comparisons of the same subjects across two different conditions used paired two-way t-tests; t-tests across different subjects were unpaired and noted as such in text. Statistical tests were considered significant if \( P > 0.05 \).

Analyses of synapse immunolabeling (see Supplemental Methods)

For immunolabeling, additional animals were prepared. These included one cohort of SH and EE rats (\( n = 6 \) per group) for 3-D counts of PSD-95 immunolabeled synapses (see Supplemental Results; Supplemental Fig. 5; Supplemental Methods for details), and two cohorts of SH and EE rats for the PSD-95/pCofilin study (\( n = 8 \) and \( n = 16 \) per cohort, each evenly split by group for a final total of \( n = 12 \) ea for SH and EE groups; 1 EE rat later excluded due to tissue damage). For the PSD-95 study, EE rats were given one 30-min session in the apparatus whereas SH rats remained in transport bins for 30 min. For the PSD-95/pCofilin analysis, EE and SH rats were given one 30-min session in the test apparatus. For both analyses, rats were then immediately euthanized by decapitation under isoturane inhalation anesthesia. Brains were fast frozen and cryostat sectioned; slide mounted sections were fixed in methanol and processed for dual immunofluorescence as described (Chen et al. 2007) using mouse anti-PSD-95 (1:1000; ThermoFisher Scientific #MA1-045) and rabbit pCofilin Ser3 (1:1000 Abcam #12866) and secondary antisera including AlexaFluor488 anti-mouse IgG and AlexaFluor594 anti-rabbit IgG (both 1:1000, Invitrogen). Some sections were processed without one or the other primary antisera to verify an absence of secondary antisera cross-reactivity or channel bleed-through.

For quantification of PSD-95 immunopositive synapses, epifluorescence image z-stacks were collected at 63× from three major hippocampal dendritic subfields and used to create 3-D reconstructions from which immunolabeled synapses were quantified as described in Supplemental Methods. For analyses of synaptic PSD-95/pCofilin dual immunolabeling, a broad-scale mapping technique was used: contiguous epifluorescence images were collected at 63× on a single focal plane, covering the entirety of each hippocampal cross section; dual-labeled PSD-95+/pCofilin synapses were then counted using in-house software. To assign individual counted objects (meeting size and eccentricity constraints of synapses) to their respective hippocampal subzone, 11 anatomical regions of interest corresponding to the dendritic fields of the major hippocampal subfields were manually outlined for each section (strata oriens, radiatum, and lacunomus molecular of fields CA1, CA3ab, and CA3c; the inner and outer leaves of the dentate gyrus molecular layer, and the polymorphic zone of the hilus) (see Fig. 5B). These fields were further divided into 66 similarly sized subzones using equispaced line segment overlays and custom Matlab code; the number and pCofilin immunolabeling densities of these objects were then determined using in house software (Cox et al. 2014). Statistics were calculated using Matlab, Prism, and the Python programming language (python.org). Group comparisons were performed using two-way repeated-measures ANOVA, with post hoc Tukey HSD analyses.
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