A2I Transformer: Permutation-equivariant attention network for pairwise and many-body interactions with minimal featurization
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The combination of neural network potential (NNP) with molecular simulations plays an important role in an efficient and thorough understanding of a molecular system’s potential energy surface (PES). However, grasping the interplay between input features and their local contribution to NNP is growingly evasive due to heavy featurization. In this work, we suggest an end-to-end model which directly predicts per-atom energy from the coordinates of particles, avoiding expert-guided featurization of the network input. Employing self-attention as the main workhorse, our model is intrinsically equivariant under the permutation operation, resulting in the invariance of the total potential energy. We tested our model against several challenges in molecular simulation problems, including periodic boundary condition (PBC), n-body interaction, and binary composition. Our model yielded stable predictions in all tested systems with errors significantly smaller than the potential energy fluctuation acquired from molecular dynamics simulations. Thus, our work provides a minimal baseline model that encodes complex interactions in a condensed phase system to facilitate data-driven analysis of physicochemical systems.

I. INTRODUCTION

The fundamental behaviors of a physical system come from how the microscopic components of the system interact among themselves. To perform any molecular simulations, approximations to these interactions and the resulting potential energy surfaces are required where the choice of simulation methodologies is up to the purpose of the simulation and computational cost. For example, the density functional theory (DFT) captures n-body interaction to predict chemical properties at the ab initio accuracy, but this comes at the price of demanding computational cost, which limits the application to several hundreds of atoms. On the other hand, interatomic potential models with pairwise-additive potential energy functions are used in the molecular simulations of which the parameters are mostly derived by fitting to experimental data such as density, the heat of vaporization, and solvation free energy [1–4]. Compared against DFT, these classical force fields allow extended time and length scales for the simulations at the cost of accuracy.

In contrast to the approaches mentioned above in which the description of the interaction is dealt with within the framework of existing experimental or theoretical physics, data-driven approaches are recently gaining significant interest ever since the pioneering high-dimensional neural network potential (HDNNP) by Behler and Parrinello [5]. Input to the HDNNP is an array of localized structure descriptors that encodes the atomic environment in terms of the relative position of an atom to its neighbors. For example, it is common to use displacement vectors to neighboring particles or angles between two bonded neighbors [6]. Developments have been made in formulating the ideal descriptors for atomic environments [7–11] since the key to performance is making a good feature that the model can process into the particle’s potential energy.

Although descriptor-based NNP is widely popular, its success is significantly limited by domain knowledge and trial-and-error since not only the content of the descriptor but also the representation of it matters. For example, naive pairwise distance or angle of a triplet of atoms is not sufficient; the standard approach is to process the distance by Gaussian kernels [5, 12]. Moreover, even if the information content of the descriptor is complete, it cannot predict well if its representation is not suitable, as in any other descriptor-based applications such as particle classifier [13] or order parameters [14–16]. Thus, both the content and representation of descriptors are important for a descriptor-based NNP.

More recently, message passing neural network potential (MPNNP) [17–21] has been introduced, which is another kind of NNP that replaces the predefined descriptors with learnable ones by constructing molecular graphs to update atomic feature vectors through interaction blocks iteratively. A key aspect of MPNNP is that it does not appeal to the extensive domain knowledge of experts to make effective descriptors but gives the burden of feature engineering to the neural network [22]. MPNNPs exploit the graph structure to iteratively update the hidden state at each node by incorporating the message function from its neighboring nodes [17]. Instead of encoding the necessary information into expert-guided features, MPNNPs utilize the communication between the hidden states to learn the relevant representation from less processed input features: hence it is categorized as representation learning.

In the context of bias-variance trade-off [23], it is generally advised to suppress the variance by reducing the
size of the features, up to the point where the increase in bias significantly undermines the prediction power. The key achievement of MPNNP is that it significantly outperformed descriptor-based NNPs [17] while keeping a substantially smaller set of input features. Another gain of carrying a smaller set of features is that it helps users keep track of the features’ contribution to the final prediction, in line with the timely context of explainable AI (XAI).

Inspired by the above series of discussions, we raise two questions to further improve the advantages of MPNNP in terms of representation learning and XAI. First, what is the limit of feature reduction, e.g., is it possible to avoid calculating the pairwise distance between atoms? Secondly, is it possible to directly obtain per-atom variables as network output, facilitating the detailed analysis of the locally heterogeneous environment or per-atom contributions to the system?

In this paper, we present an attention-based NNP model with the atom coordinates as the only input. Attention is an importance score of a pair of elements. Since the early success of the attention-based Transformer [25] in natural language processing, a lot of models derived from the Transformer architecture have achieved state-of-the-art in diverse area including image recognition [26, 27], reinforcement learning [28], and protein folding [29]. We are directly inspired by the permutation-invariant Set Transformer [30] in which pairwise- or higher-order interaction can be captured by stacking of self-attention units. Moreover, as the name suggests, “attention” can be used as a useful latent space metric sending signals that need to be attended to.

We tested our model in various simulation setups. Starting from a fixed boundary system with simple pair interactions, we resolved various challenges to verify the applicability of our model so that our model satisfies requirements for generic molecular simulations. First, we introduced position encoding to handle periodic boundary condition (PBC), which is widely used to estimate bulk properties from a finite-sized simulation. Secondly, stacking multiple self-attention blocks allowed the model to capture higher-order interactions, as shown in the example of Stillinger-Weber potential. Third, we extended our model to a binary Lennard-Jones fluid system by adding an extra dimension for the particle type, thereby rendering the model to handle multi-component systems with numerous atom types. In all systems, the prediction error was significantly smaller than the intrinsic fluctuation of per-atom energy in the molecular dynamics simulations. Through this series of demonstrations, we stress the versatility of our model.

This paper is organized as follows. We firstly introduce our setup in section II. We demonstrate that the ability of our model to accurately predict the potential energy of each particle and its permutation equivariance in a simple toy system in section III. To demonstrate the generalizability of our model, we prepare three variants of the simple system, each representing a frequently encountered challenge in molecular simulations in section IV. We summarize our work and comment on future outlooks in the section V.
FIG. 2. (a) The prepared molecular dynamics snapshots are randomly sampled to compose the input batch. (b) The schematic diagram of the network architecture. (c) Visualization of attention array \((QK^T)\) in 2D fixed boundary LJ \((N = 64)\) system. The color of the nodes denotes the difference between the true and predicted energy for which the corresponding color bar is shown at the right bottom of (c). Each head shows a different pattern of attention. Note that only a few highest attraction values starting from one node or those with an attraction value higher than 0.08 are visualized. Also, the transparency of the edge indicates the relative intensity of attention.

II. METHOD AND PREPARATION

In this section, we will explain our neural network model and the task.

A. Set Attention Block

Our model is a modification, and an extension of Set Transformer [30], which is a variant of Transformer [25], modified to operate on a set that is invariant under permutation of its elements. We recap here some of the details of the model.

Attention is a category of correlation metrics which measures the directed importance between a pair of elements [25, 31–33]. Notably, the most widely used attention is scaled-dot product attention (Eq. (1)) [25]. Given \(n\) query vectors in \(d_q\)-dimension \((Q \in \mathbb{R}^{n \times d_q})\), \(QK^T\) correlates each query vector with every key vector in \(m\) \(d_k\)-dimension keys \((K \in \mathbb{R}^{m \times d_k})\). The resultant attention matrix \((QK^T)\) goes through activation function \(\omega\) and is weight averaged with \(m\) \(d_v\)-dimension value vectors \((V \in \mathbb{R}^{m \times d_v})\). The activation function \(\omega\) is softmax \((\cdot/\sqrt{d_v})\)

\[
\text{Att}(Q, K, V; \omega) = \omega(QK^T)V
\]  

Transformer [25] is a multi-head attention model which has more expressive power. In multi-head attention, each dimension is divided into different heads. The heads do not share learnable parameters and are independent of each other.
Multilead \((Q, K, V) = \text{concat}(O_1, O_2, \ldots, O_h) W^Q\)
\begin{equation}
O_i = \text{Att}(QW^Q_i, KW^K_i, VW^V_i; \omega_i)
\end{equation}
where \(O_i\) is the attention of each element.
The attentions are assembled into multi-head attention by concatenation and linear transformation with \(W^O \in \mathbb{R}^{d_x \times d_o}\). Query, key, and value at each head have condensed dimension \(d^M_q, d^M_v,\) and \(d^M_v\), respectively, using separate learnable linear transformation \((W^Q_i \in \mathbb{R}^{d_x \times d^M_q}, W^K_i \in \mathbb{R}^{d_x \times d^M_k}, W^V_i \in \mathbb{R}^{d_x \times d^M_v})\). The most common choice for the condensed dimension is dividing original dimension by the number of heads \(h\) (i.e. \(d^M_q = d_q/h\) and \(d^M_v = d_v/h\)).

Set Transformer [30] defines Multi-head Attention Block (MAB) using multi-head attention described above. Given \(n\) \(d\)-dimensional vectors \(X\) and \(Y\) \((\in \mathbb{R}^{n \times d})\),
\begin{equation}
\text{MAB}(X, Y) = H + \text{rFF}(H)
\end{equation}
where \(H = X + \text{Multihead}(X, Y; \omega)\)
\begin{equation}
\text{SAB}(X) = \text{MAB}(X, X)
\end{equation}

C. Model, Data Preparation, and Learning

The primary target property for Set Transformer [30] was the permutation invariance, whereas our task requires the permutation-equivariant property. In the original Set Transformer, there exists a pooling layer that turns the permutation-equivariant network into the permutation-invariant one. To only take out the pooling layer, we can obtain a permutation-equivariant network. We stacked a total of 8 SAB layers in all cases and omitted the layer normalization for the simplicity of the model in Eq. (4) and (5). At the end of the last SAB layer, the linear transformation was performed to get the desired dimension of \(U\). The output from each SAB was set to have a hidden dimension \(d_v = 32\) unless noted otherwise. The number of heads was set to \(h = 4\).

We masked the attention matrix by making the diagonal elements to zero to reflect the fact that the interaction is between particles. See FIG. 2(b) for the schematic model architecture.

For all systems, we run molecular dynamics simulation with either LAMMPS [34] or HOOMD [35]. The system-specific details will be provided in the following sections. For training the model, over 2 million snapshots were prepared. For the test, 25,600 snapshots were prepared. The model was trained for 100,000 batches with batch size 128. Snapshots are randomly chosen without checking that the snapshot was already used for another batch (FIG. 2(a)). Note that our model can be trained with snapshots generated in other methods. For example, snapshots generated by Monte Carlo simulation or even randomly seeded particles can be used as long as the potential energy can be estimated and the sampling quality is ensured. Also, the snapshots need not be sequential in time, nor need be prepared in chronological order. For each batch, we performed optimization repeatedly from 10 to 100 times before moving on to another batch to reduce data transfer between storage and GPU. We might cause a well-known overfitting issue, but we did not suffer from it with the above-mentioned repeats.

Adam optimizer [36] is used for all cases with the learning rate of 0.0002 – 0.0005. Four GPU devices (NVIDIA GTX 1080 Ti, RTX 2080 Ti, RTX 3090, and Tesla A100) were used for the training and the test. We confirmed that the results from all devices agree. All numeric operations were performed in single precision.

D. Metric

We use four metrics to quantify and compare the performance of the models. Firstly, we use the mean absolute error (MAE, see Eq. (8)) to evaluate the deviation of the predicted potential energy of each particle from its actual value. The curly bracket \((\cdots)\) refers to averaging over different samples. This is the most important performance index as it is directly associated with how well the model predicts the energy at the particle level.
\begin{equation}
\langle |\delta \epsilon| \rangle = \left\langle \sum_{i=1}^{n_{\text{particle}}} |\epsilon_{i}^{\text{pred}} - \epsilon_{i}^{\text{true}}| / n_{\text{particle}} \right\rangle
\tag{8}
\end{equation}

Secondly, the mean max error (MME, see Eq. (9)) is used. It is used to evaluate the stability of the model. Even if the MAE is good, there is still a chance that a singular particle or a fraction of particles that deviate much more than MAE exists. The existence of such particles could result in misleading analysis at the system level since the mean value does not properly represent the energy distribution and degrade the reliability of the model in the end. MME can resolve the first problem. Furthermore, a broader energy for each particle. Because the deviation of energy can be different in each system. A sharp distribution makes a wrong prediction corresponding to the representative value (e.g., mean or most frequent value) bearable, while a relatively broad distribution makes such choice a big penalty in MAE. The NMAE reasonably deals with the above problem by dividing MAE with \( \sum_{i=1}^{n_{\text{particle}}} |\epsilon_{i}^{\text{true}} - \bar{\epsilon}_{i}^{\text{true}}| \) where \( \bar{\epsilon}_{i}^{\text{true}} \) is the average of true energy for each particle. Because the deviation of energy from its mean also grows with scale, the normalization can resolve the first problem. Furthermore, a broader energy distribution can get compensated in the denominator in NMAE.

\begin{equation}
\langle \epsilon \rangle = \frac{\sum_{i=1}^{n_{\text{particle}}} |\epsilon_{i}^{\text{pred}} - \epsilon_{i}^{\text{true}}| / n_{\text{particle}}}{\sum_{i=1}^{n_{\text{particle}}} |\epsilon_{i}^{\text{true}} - \epsilon_{i}^{\text{true}}|}
\tag{10}
\end{equation}

Lastly, the mean absolute percentage error (MAPE, see (11)) represents the error relative to the energy level of the system. This metric was prepared because the degree of error can be evaluated differently depending on the energy level of each system. Note that the definition of MAPE is slightly different from general MAPE in other literature. Usually, the denominator should be the actual energy of each particle, but since the energy of the particle can be zero, it can cause unexpected significant errors or unexpected values. Therefore, here we use a modified metric where the system-averaged energy replaces the denominator.

\begin{equation}
\langle \epsilon_{\text{percent}} \rangle = \frac{\sum_{i=1}^{n_{\text{particle}}} |\epsilon_{i}^{\text{pred}} - \epsilon_{i}^{\text{true}}|}{\sum_{i=1}^{n_{\text{particle}}} |\epsilon_{i}^{\text{true}}|}
\tag{11}
\end{equation}

The full list of data used in the following discussion can be checked in Table. I

III. MODEL SYSTEMS

We start the discussion by demonstrating the performance of our model in a simple system. A large fraction of potential energy functions is given in the form of a pair potential function, where the key to estimating the pair potential energy is the interparticle distance. Among popular simple potentials, the conservative energy of Dissipative Particle Dynamics (DPD) [37] has similar forms to the interparticle distance itself as shown in Eq. (12). The number density is \( \rho = 0.8 \), larger than typical DPD simulations to ensure sufficient neighbors for each particle. Three sets of fixed boundary DPD systems (\( N=64,128,256 \)) in 2D are prepared. We run PBC MD simulation in canonical ensemble (NVT) at a unit temperature and recalculate the energy under fixed boundary in the postprocessing. Note that all MD simulations, which only include pair potentials, were performed using HOOMD, and dimensionless Lennard-Jones (LJ) unit is used unless otherwise specified. The results are shown in FIG. 3(a). The MAE is \( \sim O(10^{-1}) \) and it is \( < 1\% \) MAPE. The MAE increases as the system size increases, but it is attributed to the increased energy level due to the fixed boundary. The MME is also \( \sim O(10^{-1}) \) which indicates the model is stable enough.

As the model worked very well in the DPD system, a more complex potential was tested, which is the LJ particle system. LJ potential, which is one of the most widely used potentials, has a rapidly diverging repulsive core at \( r = 0 \) (see Eq. (13)). We set \( \epsilon \) and \( \sigma \) to unity,
respectively. As in the DPD case, we prepared three system sizes \((N=64, 128, 256)\) in 2D at \(\rho = 0.8\) under fixed boundary condition. The energy is calculated with the same procedure as in the DPD system. Note that, for the simplicity of discussion, the same parameters, density, and preparation protocols are used for LJ systems unless otherwise specified. The result is shown in FIG. 3(b).

\[
U_{ij}(r) = \begin{cases} 
\epsilon \left[ \left( \frac{\sigma}{r_{ij}} \right)^{12} - \left( \frac{\sigma}{r_{ij}} \right)^{6} \right] - U(r_c) & \text{if } r_{ij} < r_c \\
0 & \text{if } r_{ij} \geq r_c
\end{cases}
\]  

Unlike DPD, learning distance alone is not enough to predict LJ potential. Suitable expressive power with which learned distance can be internally converted to LJ potential is needed. Our model shows MAE \(O(10^{-2})\) and corresponding MAPE is \(\sim 1\%\). The MME shows \(O(10^{-1})\) which is slightly larger than DPD but still acceptable because the NMAEs of both LJ and DPD are \(O(10^{-2})\). It indicates that they have a similar level of predictability when scale and distribution are taken into account. The moderate increase of MAE with the increasing number of particles also appeared for the same reason as in DPD systems.

Before further analysis, we provide how the conventional fully connected network (FC) works with DPD systems. As shown in FIG. 3(c), FC completely fails to predict the energy even with the most simple potential tested. One interesting observation is that FC remains at its best strategy, predicting all particles with uniform energy close to the system’s mean energy. When all particles have the mean energy of the system, the denominator in the NMAE formula is equal to MAE. Thus, NMAE can be approximately interpreted as how well the model predicts the energy compared to FC.

We further tested the model by changing the dimension of the LJ system from 2D to 3D, and the result is shown in FIG. 3(d). Preparation protocols or parameters are the same except that we set the density \(\rho = 0.8/\sigma^3\) in 3D while in 2D we used \(\rho = 0.8/\sigma^2\). Although the MAE of 3D is a bit larger than 2D due to the increased dimensionality of the task, the model still keeps MAE in the same order.

The key to performing the task is to estimate contri-
butions from the neighboring particles. It means that the number of neighbors affects the performance by increasing the dimensionality of the task. As a sanity check, we built three fixed boundary 3D LJ systems at different densities ($\rho = 0.2, 0.8, 1.2$). As shown in FIG. 3(e), the more dense system has a larger MAE. However, even at $\rho = 1.2$, the MAE is $\sim O(10^{-1})$, and it corresponds to the MAPE $\sim 4\%$, which is reasonably acceptable for most of the purposes.

Finally, we investigated how much the model is robust against rotations. In an amorphous phase, the system should obey rototranslational invariance. Specifically, in a cubic simulation box, the system energy should be fourfold invariant under the rotation of $90^\circ$, $180^\circ$, and $270^\circ$; if there is a systematic bias of energy under any of these rotations, the model fails to capture the symmetry of the system. However, as shown in FIG. 3(f), the prediction for each rotation is almost the same as the one for the original configuration. The result shows that even though the model is not designed to obey the rotational symmetry, the model works just fine for the rotated configurations. This might be due to our model’s ability to understand the underlying physics and provides evidence that we avoided overfitting to a handful of snapshots.

We have demonstrated that, for simple but physically meaningful systems, our model works surprisingly well so far. In the next section, our model is applied to more complex and general systems to prove its generalizability.

IV. EXTENDED SYSTEMS

A. Periodic Boundary Condition

The first complexity that we consider is PBC. In the earlier section, we only tested fixed boundary systems. However, many molecular sciences feature PBC to fill the astronomical gap between the simulation system size and continuum bulk size. Therefore, the model should properly handle PBC for practical use.

FIG. 4(a) shows the result of fixed boundary and PBC systems in both 2D and 3D using the same model architecture as in FIG. 3. The evident deviation for the PBC system compared to the fixed boundary system is clearly observed. Although the MAE is higher than the same systems other than the PBC condition, the MAE itself is not the worst. Moreover, it can be seen that the MME is ten times higher than MAE in both 2D and 3D. It means that a fraction of particles disturbs the stability of prediction by deviating more than the rest of the particles. The origin of the deviation can be found by comparing FIG. 4(b) and (c). In 2D fixed boundary system (FIG. 4(b)), the deviation of each particle is spatially homogeneous. On the contrary, in the 2D PBC system (FIG. 4(c)), there is a clear trend that the particles with large deviations are at the boundary. Thus, we can conclude that the pristine model is weak at predicting the particle near the boundary under PBC.

How come the model has such weakness? Most LJ pair interactions do not cross the boundary, and the interactions are between spatially close particles. Thus, the model learns such nature very well, as we see in the previous section. However, a small fraction of the interactions is across the boundary, which acts as a noise. Thus, the learning for those interactions progresses poorly. Furthermore, as the model already learned that distant particles do not interact, it is hard for the model to distinguish pairs farther away from each other particles.

As shown in the FIG. 5(a), the fundamental problem is that counting numerically nearby particles in the coordinate space does not ensure all pairs of interactions because of the existence of numerical cliffs at the periodic boundaries. We introduce a new method called position encoding (PE, see FIG. 5(b)). We split each dimension into two using the following transformation:

$$G : x \rightarrow (x_1, x_2)$$

$$x_1 = L/2 \cos \left( \frac{2\pi ix}{L} \right)$$

$$x_2 = L/2 \sin \left( \frac{2\pi ix}{L} \right)$$

where $L$ is the periodic box length. The transformation is reversible, so any coordinate is uniquely mapped to a pair of coordinates in the transformed coordinates. We leveraged the periodicity of trigonometric functions to encode the periodic character. This reminds us of the complex number $z = L/2 \exp(2\pi ix/L) = L/2 \cos(2\pi ix/L) + i \sin(2\pi ix/L) = x_1 + ix_2$. With the PE, the $(x_1, x_2)$-coordinate space is continuous in number as shown in the right schematic of FIG. 5(b). Note that the position encoding in this work is distinct from the positional encoding in Transformer [25] which provided the relative position of word token in a sentence.

With the newly introduced PE, we can recover the performance that is lost in PBC systems. As shown in FIG. 4(d), the comparison of the models with and without PE clearly shows the superiority of PE over the pristine model. Moreover, spatially inhomogeneous prediction also is hard to observe after the introduction of PE (see FIG. 4(e)). The MAE of the PBC system with PE is the same as or even lower than the fixed boundary system. The fact that the system could have lower MAE might be puzzling, but, considering that the PBC system is more spatially homogeneous due to the presence of boundary particles near the fixed boundary, the result has no contradiction. The NMAE is also consistent with it since the fixed boundary system has a broader energy distribution due to boundary particles. Thus, the NMAEs of fixed boundary systems are lower than the PBC+PE counterparts even though the MAEs of fixed boundary systems are the same or higher. Note that we will use PE for all PBC systems in the rest of this paper.

As a follow-up test for the stability of the model against rotation, we tried to measure the stability of the model
FIG. 4. The comparisons of (a) fixed boundary and PBC systems and (d) PBC and PBC+PE systems show the effect of PE. The source of the significant deviation in the predicted energy from the actual one can be explained by the relatively poor performance of the model to deal with the particles near the boundary. The unsigned energy deviation for (b) fixed boundary and (c) PBC systems clearly show the difference. (d) The large deviations observed in PBC systems are removed in the PBC+PE system, and (e) the spatially inhomogeneous prediction is also alleviated. Note that bar plots located above and at the right of each (b), (c), and (d) are spatially resolved MAE, and the particle color (energy deviation) follows the color bar below each plot. (f) Any shifts with random distance (Δ_shift) in an arbitrary direction give almost no fluctuation in the MAE against translation. We shifted randomly sampled 256 configurations of 2D LJ PBC+PE system (N = 128) with the randomly chosen shift distances (Δ_shift) and directions. The result is astounding as shown in FIG. 4(f). During sequential translation, the MAE of the model hardly deviated.

Based on the results of rotation and translation tests, we can argue that, even though the model does not have an inherent structure that strictly follows rotational and translational invariance, our model complies with the constraints to a satisfactory level.

B. Higher-order Interaction

While the most common form of interaction in classical MD is the pair potential, the origin of the interaction between particles is a complex interplay of wave functions whose nature is n-body. Nevertheless, the computational cost gap between pair potential and interaction by quantum mechanical calculation is so large that only small-size systems can be simulated in a reasonable time using the latter. Thus, researches to embrace quantum mechanical nature within classical MD with the minimum expense of computational cost still actively continue. The most straightforward idea is designing a potential which directly includes n-body (n > 2) interaction, such as n = 3 Stillinger-Weber [38] and Tersoff [39] potentials. Inspired by Set Transformer [30] in which higher-order interaction can be encoded, we tested the ability of our model to capture the underlying higher-order interaction (n = 3).
FIG. 5. The schematic diagram of position encoding (PE) for PBC is shown. Two particles interact across the boundary for the minimum image convention, which requires a high association between numerically faraway particles at the blue and pink coordinates, as shown in (a). (b) By using PE, $x_1$ and $x_2$ are continuous in each coordinate. The PE recovers the rule that adjacent coordinates interact with each other as in fixed boundary systems without complexity, such as the minimum image convention. (c) The final network architecture with the PE implemented is shown.

$$U = \sum_i \sum_j U_{ij} + \sum_i \sum_j \sum_k U_{ijk}$$

$$U_{ij}(r_{ij}) = A_{ij} \epsilon_{ij} \left[ B_{ij} \left( \frac{\sigma_{ij}}{r_{ij}} \right)^{p_{ij}} - \left( \frac{\sigma_{ij}}{r_{ij}} \right)^{q_{ij}} \right] \times \exp \left( \frac{\sigma_{ij}}{r_{ij} - a_{ij} \sigma_{ij}} \right)$$

$$U_{ijk}(r_{ij}, r_{ik}, \theta_{ijk}) = \lambda_{ijk} \epsilon_{ijk} \left[ \cos \theta_{ijk} - \theta_{0,ijk} \right]^2 \times \exp \left( \frac{\gamma_{ijk} a_{ij}}{r_{ij} - a_{ij} \sigma_{ij}} \right) \times \exp \left( \frac{\gamma_{ijk} a_{ik}}{r_{ik} - a_{ik} \sigma_{ik}} \right)$$

Among the above mentioned 3-body potentials, we tested Stillinger-Weber potential (see Eq. (15)) for the test. We prepared three systems ($N = 216$) with different tetrahedrality parameters, $\lambda$ controlling the relative strength of the 3-body energy over pairwise energy. The systems were developed to simulate germanium ($\lambda = 20.0$) [40], silicon ($\lambda = 21.0$) [38], and monatomic water ($\lambda = 23.15$) [41]. For other parameters, we used $\epsilon = 6.189 \text{ kcal mol}^{-1}$, $\sigma = 2.3925 \text{ Å}$, $\gamma = 1.20$, $\cos \theta_0 = -1/3$, and $A = 7.049 \times 10^4$, $B = 0.602 \times 10^5$, $p = 4$, $q = 0$, and $\alpha = 1.8$ throughout the test. The MD simulations were performed in NVT at $\rho = 1.0 \text{ g cm}^{-3}$ and $T = 300 \text{ K}$ using LAMMPS.

As shown in FIG. 6, the model works well for all three tetrahedrality parameters. The MAEs are $\sim O(10^{-2}) \text{ kcal mol}^{-1}$ and corresponding MMEs and NMAEs are $\sim O(10^{-1}) \text{ kcal mol}^{-1}$. The MAE corresponds to the MAPE $< 1\%$. Similar MAPE for the Stillinger-Weber system to that of the pair potential system indicates that the model possibly works for both pair potential and 3-body potential at a similar level of precision.

C. Binary

The last complexity that we discuss is the handling of heterogeneous particles. Simulations involving multiple species of particles are prevalent. Giving the model the ability to grasp particle species greatly improve its use. The most general approach is to construct separate local networks for each case [5, 7]. Specifically, for the binary system of A- and B-type particles, we can construct two self-attention networks with the additional attention network using MAB(A, B) (see Eq. (4)). However, the idea has three major disadvantages. Firstly, as the number of species ($n$) increases, the required number of networks quadratically increases. Specifically, the networks for $n$ homo-species interaction and the ones for $nC_n$ hetero-species interaction should be prepared. Second, when composition changes, the model should be reformulated accordingly. For instance, if the model is trained for a system ($N = 100$) in which $N_A = 50$ and $N_B = 50$, The same network cannot be used for composition $N_A = 51$ and $N_B = 49$. Lastly, deriving the prediction out of outputs from each local network is nontrivial. The local network outputs should be properly processed for the pre-
prediction. The way to combine and transform into the final form is neither straightforward nor unique.

We came up with an exciting method to include multicomponent systems with minimal modification. The method uses indistinguishable particles in place of distinguished particles by introducing an extra dimension. When types are assigned to particles, a parameter of a type is expected to be different from that of another, and that makes each type distinguishable. Instead of such "coloring," we can think of identical particles with different coordinates in the extra dimension.

To illustrate the effectiveness of the method, we prepared three 3D LJ systems (\(N = 256\)). In each system, we vary the proportions of A-type particles (\(f_A = 1.0\), \(f_A = 0.8\), and \(f_A = 0.5\), respectively). The set of parameters are taken from the Kob-Andersen mixture [42]. In detail, \(\sigma_{AA} = 1.0\), \(\sigma_{BB} = 0.88\), \(\sigma_{AB} = 0.8\), \(\epsilon_{AA} = 1.0\), \(\epsilon_{BB} = 0.5\), and \(\epsilon_{AB} = 1.5\) are used. In the extra dimension, the A- and B-type particles are located at 0 and 1, respectively. As shown in FIG. 7(a), the predicted energies follow the actual energies very precisely for all cases with MAPE \(\sim 1\%\). Furthermore, the performance of the model does not depend on the types of particles as shown in the type-breakdown analysis in FIG. 7(b).

Note that the MAE gets slightly higher as the fraction of B-type particles increases. This is not because we have the extra dimension. When two \(f_A = 1.0\) systems with and without extra dimension are compared in FIG. 7(b), just inserting the extra dimension does not increase the MAE. The source of the increase is the increase in the dimensionality of the task. The inclusion of \(N_A\) A-type particles among \(N\) particles increases the dimensionality of task by \(N_A!/(N - N_A)!\) compared to identical \(N\) particles.

V. CONCLUSION AND FUTURE WORK

We developed a multiobjective machine learning model that can predict each particle’s potential energy given only the coordinates of the particle. We have demonstrated the performance of our model for a variety of systems with in-depth analysis and discussion. We introduced a new method (PE) to deal with the PBC. Furthermore, we demonstrated that the model could learn higher-order interaction through the examples of Stillinger-Weber potential. We also showed the ability of the model to deal with the binary system with the simple idea of extra dimension. One more interesting result is that the model works very well for rotational and translational transformations without us taking special treatment for it. All-in-all, we developed a model very versatile for many of the molecular simulations. The presented network and ideas can also be implemented in any particle-based simulation.

In future work, we aim to develop a model that can deal with covalent interactions such as bond or angle potentials, which are out of scope for this work. The long-range interaction such as Ewald summation or particle-mesh methods is also one of the quests remaining for future work. As we only tested 3-body potential as the proof-of-concept for higher-order interaction, we will further extend this concept to higher-order interactions. We are focusing on lowering the computation cost of DFT-level interaction to that of typical machine learning level.

Although the task we showed in this work predicts the potential energy at the particle level, the method can be generally applied to other properties. Indeed, the particle-level prediction has been widely used recently. For example, soft particles [43, 44], local structure prediction [45], liquid- or gas-like particles [46] are all based on machine learning. Note that our model relies only on the repetition of SAB blocks without resorting to complex model architecture or exhaustive feature engineering. Further tuning of the architecture or input vector might significantly enhance the already satisfactory prediction performances, to open a new avenue for highly accurate approximation of the potential energy surface.
TABLE I. Mean absolute error (|δE|), mean max error (max|δE|), normalized mean absolute error (<|E|>), and mean absolute percent error (|δE|percent) for all system tested. Note that the number of samples for the data (Nsample) is 128. The units of |δE| and (max|δE|) are given in Lennard-Jones dimensionless energy unit except for Stillinger-Weber (SW) which is given in kcal mol⁻¹. The units of <|E|> and (|δE|percent) are dimensionless fraction and %, respectively.

| Condition | N | ⟨|ΔE|⟩ | ⟨max|δE|⟩ | <|E|> | |δE|percent⟩ |
|-----------|---|--------|-----------|-------|-----------------|
| 2D        |   |        |           |       |                 |
| DPD       | 64 | 0.111±0.014 | 0.366±0.094 | 0.011±0.001 | 0.233±0.030 |
|           | 128 | 0.196±0.011 | 0.672±0.120 | 0.021±0.002 | 0.370±0.028 |
|           | 256 | 0.207±0.012 | 0.867±0.204 | 0.028±0.002 | 0.394±0.022 |
| DPD (FC)  | 64 | 9.298±0.031 | 35.810±3.840 | 0.897±0.041 | 19.589±1.410 |
|           | 128 | 7.951±0.364 | 38.579±3.580 | 0.889±0.022 | 15.781±0.757 |
|           | 256 | 6.504±0.257 | 39.183±3.531 | 0.885±0.014 | 12.404±0.503 |
| LJ        | 64 | 0.022±0.004 | 0.124±0.067 | 0.043±0.001 | 1.320±0.279 |
|           | 128 | 0.020±0.003 | 0.121±0.041 | 0.040±0.005 | 1.149±0.187 |
|           | 256 | 0.030±0.004 | 0.249±0.119 | 0.062±0.008 | 1.644±0.277 |
| PBC       | 128 | 0.052±0.009 | 0.466±0.273 | 0.131±0.022 | 2.642±0.520 |
| PBC (PE)  | 128 | 0.019±0.002 | 0.127±0.049 | 0.046±0.005 | 0.936±0.130 |
| 3D        |   |        |           |       |                 |
| LJ        | 256 | 0.028±0.004 | 0.275±0.133 | 0.044±0.006 | 2.160±0.252 |
|           | 256 | 0.044±0.005 | 0.324±0.098 | 0.044±0.005 | 1.269±0.159 |
|           | 256 | 0.139±0.012 | 0.670±0.156 | 0.118±0.011 | 3.578±0.289 |
| PBC       | 256 | 0.164±0.018 | 1.779±0.615 | 0.306±0.032 | 3.494±0.396 |
| PBC (PE)  | 256 | 0.034±0.003 | 0.223±0.071 | 0.063±0.006 | 0.714±0.074 |
| SW        |   |        |           |       |                 |
| (N = 216) |       | Germanium (λ = 20.00) | 0.081±0.005 | 0.323±0.049 | 0.112±0.008 | 0.780±0.049 |
|           |       | Silicon (λ = 21.00) | 0.084±0.005 | 0.335±0.054 | 0.116±0.008 | 0.818±0.048 |
|           |       | Water (λ = 23.15) | 0.092±0.005 | 0.371±0.069 | 0.127±0.010 | 0.917±0.055 |
| LJ        | 256 | 0.032±0.003 | 0.209±0.067 | 0.059±0.006 | 0.672±0.067 |
| (Extra Dim.) | 256 | 0.055±0.004 | 0.415±0.165 | 0.080±0.006 | 1.203±0.101 |
|           | 256 | 0.067±0.007 | 0.483±0.158 | 0.059±0.007 | 1.582±0.177 |

with reasonable computational cost, so the method can be implemented and applied to the above existing machine learning works. The method has superiority over the existing methods, which take neighboring particles as an additional input in that attention mechanism proves the correlation between all particles. It means the model can be expected to work very well with deeply correlated and cooperative systems like glass.
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