Securing Automotive Architectures with Named Data Networking

Zachariah Threet
Tennessee Tech
zgthreet42@tntech.edu

Christos Papadopoulos
University of Memphis
Christos.Papadopoulos@memphis.edu

William Lambert
Tennessee Tech
willambert42@tntech.edu

Spiros Thanasoulas
The University of Memphis
spiros.thanasoulas@gmail.com

Alex Afanasyev
Florida International University
aa@cs.fiu.edu

Sheikh Ghafoor
Tennessee Tech
sghafoor@tntech.edu

Susmit Shannigrahi
Tennessee Tech
sshannigrahi@tntech.edu

Abstract—As in-vehicle communication becomes more complex, the automotive community is exploring various architectural options such as centralized and zonal architectures for their numerous benefits. Common characteristics of these architectures include the need for high-bandwidth communication and security, which have been elusive with standard automotive architectures. Further, as automotive communication technologies evolve, it is also likely that multiple link-layer technologies such as CAN and Automotive Ethernet will co-exist. These alternative architectures promise to integrate these diverse sets of technologies. However, architectures that allow such co-existence have not been adequately explored.

In this work we explore a new network architecture called Named Data Networking (NDN) to achieve multiple goals: provide a foundational security infrastructure and bridge different link layer protocols such as CAN, LIN, and automotive Ethernet into a unified communication system. We have created a proof-of-concept bench-top testbed using CAN HATS and Raspberry Pis that replay real traffic over CAN and Ethernet to demonstrate how NDN can provide a secure, high-speed bridge between different automotive link layers. We also show how NDN can support communication between centralized or zonal high-power compute components. Security is achieved through digitally signing all Data packets between these components, preventing unauthorized ECUs from injecting arbitrary data into the network. We also demonstrate NDN’s ability to prevent DoS and replay attacks between different network segments connected through NDN.

I. INTRODUCTION

As the requirements for in-vehicle communication increase in terms of higher bandwidth, isolation, and security requirement all while attempting to control costs, the automotive community is looking at various communication architectures including centralized and zonal architectures. We anticipate the requirement for built-in security so that connected cars or individual components are not easily compromised. Future vehicles will also require high-speed, high-bandwidth communication networks primarily driven by entertainment and real-time sensors and cameras. Finally, as the industry moves to newer hardware and features, it is also likely that multiple link-layer technologies such as CAN and Automotive Ethernet will co-exist. As the automotive community explores new networking architectures for this transition, it is tempting to adopt well-tested and proven technologies such as the TCP/IP architecture. However, TCP/IP has several well-known security limitations and this work argues that the automotive industry should investigate other networking architectures besides IP as they move away from existing architectures such as CAN [1].

This work presents Named Data Networking (NDN), an architecture that incorporates unified security-by-design from the network to the application layers. NDN is an architecture that incorporates unified security-by-design from the network to the application layers. While NDN has not yet been used for in-vehicle communication, we argue that it is superior to IP, especially in security, making it a strong candidate for in-vehicle communication. NDN also supports native multicast and can support efficient pub-sub models. Further, it can also be implemented directly over L2 or L3 layers.

We utilize a bench-top testbed to demonstrate NDN is able to secure data by providing security by design where all Data packets are signed by the publisher that allows the data consumers to validate the packets before accepting them, and provide a unified communication system between CAN and Ethernet. We note that while our gateways only interface between two link-layer technologies (CAN and NDN), there is no architectural limitation on adding other technologies such as automotive Ethernet to the gateway. We utilize the testbed not only to demonstrate connectivity but also security. We show that security is achieved through digitally signing and validating all Data packets between NDN gateways and preventing unauthorized gateways from injecting arbitrary data into the network. We also demonstrate NDN’s ability to prevent masquerading, DoS, and replay attacks between different network segments connected through NDN.

II. BACKGROUND AND RELATED WORK

A. Controller Area Network

The Controller Area Network (CAN) is the most common in-vehicle communication network technology used in many types of vehicles such as trucks, heavy equipment, military combat, and support systems; it is also used in sectors other
of a single or several CAN segments, the future is likely to see CAN isolated to real-time applications such as engine function, while others will be replaced by technologies such as automotive Ethernet. Further, cars have already begun to include external interfaces such as V2V or V2I communicating with short-range WiFi. As cars become more connected and incorporate different link-layer technologies, the complexity of the current model makes it impossible to integrate them efficiently due to the cost and size of wiring. Because of this, an alternative model must be found.

Centralized architectures consolidate the number of ECUs into few, powerful compute units [4]. The reduced number of ECUs reduces cost, makes software updates easier. It also allows for more rapid experimentation and the introduction of new features. Zonal is another type of architecture being explored for in-vehicle communication. In a Zonal Architecture, a network consists of a set of segments interconnected by gateways that are networked together. The segments could be created in any number of ways, but the primary segmentation would be based on link-layer technologies, function, and security considerations. One disadvantage of this architecture is that each segment is vulnerable to attacks from within. However, the presence of the gateway provides an ideal location to implement anomaly detection or a firewall that is specific to the link layer it is monitoring, such as with CAN. Each gateway must be computationally capable of performing a set of tasks ranging in complexity, including anomaly detection and the ability to filter requests and responses from various segments. In this design, the gateway acts as a firewall and a translator between segments and other gateways.

III. NDN FOR AUTOMOTIVE COMMUNICATION

A. Named Data Networking

Named Data Networking (NDN) [5] is a future Internet architecture that is designed to fetch named and signed Data packets instead of delivering IP packets to destination hosts. Point-to-point-based IP architecture is sometimes unable to effectively understand an application’s need, whereas, in NDN, this becomes much easier because of its semantic naming. NDN allows applications to use semantically meaningful names for retrieving data. For example, when an Anti-lock Breaking System (ABS) needs the current rotation speed of the left rear wheel, it can express an Interest by the name “/vehicle/chassis/RearAxle/LeftWheel/rotationSpeed/rpm”. The network forwards the request towards a potential Data producer, which is the sensor in the wheel in the case. Once the request reaches the sensor, it digitally signs and returns the Data to the requester.

When needed, a module request Data identifying the type of content by its name. For the previous example mentioned, the name can be: “/vehicle/chassis/RearAxle/LeftWheel/rotationSpeed/rpm”. Based on the name, the network helps in forwarding the request towards a potential Data producer. Finally, when Data is found, it will be returned to the requester(s).
From this example, we can have an idea about the basic architecture of NDN: A requester sends Interest packets to fetch Data packets. An Interest packet contains a semantic meaningful name that helps fetch a Data packet by exact or partial name matching. Moreover, a Data packet can be fetched directly from the data producer or an in-network cache.

While NDN provides many important features like caching, Data reuse, etc., one of the primary advantages of using NDN is security. An NDN Data packet is always digitally signed irrespective of its retrieving location (e.g., directly from producer or cache). This signature binds the name to the content. A consumer can verify the signature and therefore, trust the Data packet. Besides, NDN Data packets are immutable and so changing the content will create a new data packet with a new name and thus it can be distinguished from the original one. This immutable nature of NDN Data packets certainly helps preventing Data tampering.

NDN names also allow us to introduce trust schema [6] that defines if Data packets have the necessary signature to be considered “trusted”. In NDN, a Data packet contains a key name (in KeyLocator field of a data packet) to point out which public key a consumer should fetch to verify the signature of that particular data packet. A trust schema specifies whether that key was a legitimate key to sign that particular Data packet or not. For example, we can specify that “/vehicle/chassis/RearAxle/LeftWheel/rotationSpeed/rpm” needs to be signed by “/vehicle/chassis/RearAxle/LeftWheel/KEY” (i.e., we can generalize this by prefix-matching). Therefore, if any malicious ECU tries to reply for that particular Interest and signs with a different key (“/vehicle/maliciousECU/KEY”), the consumer can easily identify that and ignore the data packet. A trust schema ensures that if a particular component somehow gets compromised, it still cannot affect the overall integrity of communication for the rest of the components.

NDN also supports data confidentiality and access control using encryption and Name-based Access Control (NAC) scheme [7]. Using NAC, a producer encrypts content at the time of production and distributes the decryption key automatically only to the desired consumer(s). By adapting NDN’s security mechanism, Data packets ensure content integrity, authenticity, and (if encrypted) confidentiality irrespective of how the Data packet is retrieved.

In a vehicle network with NDN gateways [8], each gateway could be configured with information about the types of requests that ECUs within its segment could make. These names can be used for making requests. Gateways can control which names they forward to the other segments based on the request names. Note that information relating to what data might be requested from a segment and the names that an ECU would forward could easily be configured into the gateways before deployment and updated later either dynamically or by software updates from the manufacturer. Table I summarizes how NDN addresses most common vulnerabilities present in today’s automotive networks.

| CAN Vulnerability | NDN Mitigation |
|-------------------|----------------|
| Masquerading      | Signing        |
| Eavesdropping     | None           |
| Replay Attack     | No unsolicited data |
| Injection Attack  | Signing & Protocol Design |
| Denial of service | No unsolicited data |
| Bus-off attack    | Not applicable |

IV. THREAT MODEL

In this section, we describe the threat model we use in this paper. We consider four attacks; for each attack we describe the attack, the conditions that enable it, and the potential harm from the attack.

Unsolicited Traffic. In this attack, a malicious ECU sends unsolicited traffic to fake sensor readings, or trigger an unwanted behavior by other ECUs, or affect the vehicle in some other negative way. Such an attack could be mounted by a compromised ECU, or a malicious counterfeit component installed in the vehicle. The potential harm to the vehicle depends on the messages sent and varies from displaying fake data to triggering operation that causes physical harm to the vehicle, its occupants, or property.

Masquerading. In this attack, a malicious ECU sends data pretending to be a legitimate ECU. The conditions enabling such an attack are similar to unsolicited traffic, but with a higher probability of harm if there are no checks or if all checks fail at the receiving ECU and it accepts the masqueraded messages.

Replay Attacks. In this attack, a malicious ECU captures legitimate traffic and replays it at a later time. Any compromised or counterfeit ECU can potentially mount a replay attack. The harm done depends on the replayed message (similar to unsolicited and masquerading attacks) and the safeguards the receiving ECU has in place to recognize duplicate messages. The harm also depends on whether the attack is mounted on a physical actuator or the logical operation of the vehicle, and can range from making the vehicle inoperable to causing harm to the occupants or property.

Denial of Service (DoS) Attacks. A DoS attack happens when a malicious ECU floods the network with unwanted traffic denying service to other ECUs. An ECU can attack the network, in which case all ECUs are under DoS, a specific ECU, or both. This can happen when an ECU is compromised, or a counterfeit ECU is installed in the vehicle. Potential harm depends on when the attack is triggered and can range from a stalled vehicle to physical harm if communication is denied at a critical moment (e.g., right before the application of the brakes). Our architecture addresses all these attacks as we describe in the Evaluation section.

V. EXPERIMENTAL SETUP

In this section, we begin by presenting our testbed implementation followed by our evaluation results. We separate the
results into those demonstrating security and those demonstrating performance. The security results were performed on a laptop since they only demonstrate the security properties of NDN. Performance results were performed on the actual testbed. However, note that the performance results are for illustration purposes only, since the current NDN implementation is not optimized for performance.

A. Testbed Description

We developed a simple benchtop testbed as a proof-of-concept to test our claims. Figure 2 shows the testbed. The testbed emulates a generic architecture with two high-speed nodes communicating over NDN which we refer to as gateways, connecting two CAN segments, which represent legacy networks. This testbed demonstrates the high-speed communication between different CAN segments by using NDN, further it demonstrates how content is secured by passing it through NDN. Communication over the individual CAN segments is not secured. Such scenarios appear in both zonal and centralized architectures and in general any architecture where there is a mix of legacy and new, high-speed networks. In our implementation, CAN segments are connected to NDN gateways that are connected over standard Ethernet, which we use as a stand-in for Automotive Ethernet. The testbed consists of four Raspberry Pi 3s running Ubuntu Server 20.04.3 LTS. Attached to each Raspberry PI is a Pi CAN HAT [9] capable of transmitting and receiving CAN messages.

The testbed has two Pis acting as NDN gateways that are capable of communicating using both Ethernet and CAN. These nodes are used to tunnel CAN messages over NDN, and support the Interest/Data functionality. In our design, we only transmit CAN frames between the two segments, but there is nothing to prevent us from integrating communication over other link layer technologies such as automotive Ethernet. The other two Pis represent CAN ECUs. These are connected to the NDN gateways over CAN using CAN HATs. These Pis are used to replay CAN data from a trace [10]. Public keys were exchanged before the tests for the purpose of signing and validation between the NDN gateways. While both gateways perform the same functions, we designate the left gateway as the “Producer” and the right gateway as the “Consumer”. The consumer requests content by sending Interests and the producer responds to the requests using Data packets.

VI. EVALUATION

This section describes both our security and performance evaluation experiments. The experiments were done in a mix of testbeds, a laptop and our automotive testbed with four Raspberry Pis. We used a laptop for convenience when it would not affect the experiment conclusions. For each experiment we state explicitly where it was done.

A. NDN Security Evaluation

Recall that NDN provides security features not found in CAN. NDN producers sign the Data packets they send using their private key and when a Data packet is received, NDN consumers validate them in a three-step process: (a) verify that the signatures are of the same type (e.g., SHA256 with RSA, ECDSA, or HMAC), (b) ensure that the name of the signer matches the expected name of the key, and (c) if the first two checks pass, check the signature for validity. An attacker may forge a Data packet to pass the first two checks but will fail the final step since the signature is not valid.

1) Unsolicited Data: In this attack an attacker attempts to send a Data packet to a consumer without the consumer sending an Interest. Unsolicited Data attacks are impossible to execute in NDN. An attacker can generate a Data packet, or replay an old Data packet, but without an Interest there is no path in the network for the Data packet to follow. NDN will only forward a Data packet if preceded by an Interest that created state in the network. We did not do an experiment at the NDN level to address this attack. However, we note that there are attacks possible at the link layer or IP layer that may deliver a Data packet to an NDN consumer, but these would fail due to lack of forwarding state or an invalid signature. These attacks are covered in the next experiment.

2) Impersonation/Masquerading: In this attack, the attacker sends Data packets with an invalid signature in response to Interest packets. Such an attack may be carried out if an attacker is monitoring Interest traffic and injecting Data packets, or if it impersonates a valid producer and attracts Interests. In this case Data packets produced by the attacker will reach the consumer. However, as we noted earlier, the Data packets will be rejected due to signature failure. We carried out this experiment on the testbed. We assigned signing keys of the same type to the NDN gateways so they can sign and validate the Data packets they send and receive. Then we executed an attack where the attacker signed its Data packets with its own key but changed the name of the key to the one expected by the signature validator. In all cases, the Data packet failed to be validated because the signatures did not match. We therefore conclude that an attacker who does not have the correct private key may push through Data packets if timed properly and in response to Interests, but the receiver will always reject them.

3) Replay attack: For the next attack we consider the ability of an attacker to capture messages on the bus and replay them to the consumer. The NDN architecture guards against such a scenario natively, by making the current timestamp as part of the request (or a monotonically increasing sequence number). This has a similar effect to a nonce that is unique for every message request and receipt. This nonce is then signed as part of the response to the data. A replayed message with an older nonce is easy to detect and drop, even if it passes validation of the signature.
4) DoS using Interest Packets: Finally we consider the case of a DoS attack by an attacker flooding the gateway with Interests. Performing a DoS attack using Interest packets is much easier than DoS attacks with Data packets since unlike Data packets Interest packets can be unsolicited. An attacker can simply flood a Producer with Interests. There are two types of attacks using Interest packets: (a) an attack with Interests asking for the same content, and (b) and an attack with Interests asking for different, unique content each time. The first type of attack will not reach the Producer since the first NDN forwarder consolidates all Interests asking for the same content. The second type of attack, however, will result in all Interests reaching the Producer. Most modern NDN implementations can guard against this case by monitoring the rate of incoming Interests and/or congestion, and issuing NACKs (therefore denying the satisfaction of the Interest) to clients, before their links are overwhelmed.

We tested both types of Interest attacks in our testbed. For the attack requesting the same content, attacking Interests were consolidated as expected and did not overwhelm the Producer. Only the first Interest reached the producer and retrieved the content, which was subsequently cached at the forwarders, so future Interests retrieved content from the nearest cache. Thus, this attack was effectively mitigated because it depends on when the cached content expired at the forwarder. Data packets are cached based on the Freshness attribute of the content, and if long enough this will eliminate the attack.

In the second Interest attack an attacker makes repeated requests for new data, which reach the Producer. This is a DoS attack on the producer, who may get overwhelmed by a large number of Interests. Note that the Interests can request published or non-published data, but the effect on the Producer is similar and depends on the Producer implementation. Bogus Interests requesting existing data can also overwhelm the return path. NDN implementations have the ability to detect such attacks by keeping track of the rate of unsatisfied Interests. Thus, all a producer has to do is not respond to Interests considered as an attack, and NDN will notice the high rate of unsatisfied Interests. There is currently no mitigation mechanism in NDN, but this is a topic of future work. We tried these attacks in our testbed, but they did not succeed, because the testbed was not capable of generating Interests at a high enough rate. The Producer was able to respond to all Interests, and we never saw the Producer’s CPU usage exceed 20%. However, this is an artifact of our testbed, and such DoS attacks are feasible in other networks, especially if they contain more powerful or enough attackers. We will investigate mitigation techniques in future work.

B. Performance Evaluation

In this section, we evaluate the latency overhead incurred by NDN. We again emphasize that these measurements are for illustration purposes only, since the current NFD implementation was not optimized for performance. We measure the security delays separately to gain better insight into the overhead of NDN. We measured latency at each leg in the testbed separately to account for asynchronous transmission and make sure that our calculations did not contain any of the time between when content was generated and signed, and when it was requested. All of our tests follow the same format. CAN messages are read from a CAN log containing real CAN traffic, and sent over the bus by an ECU. An NDN gateway, the producer, reads these messages from the CAN bus, and then creates and signs each Data packet with its private key before publishing them. A second NDN gateway, the consumer, sends an NDN Interest for the producer Data. The consumer receives and validates received Data packets before converting them back into CAN messages and passing them on its bus to a final ECU that receives them.

Our tests were designed to measure the overhead of NDN operations. We do not show the end-to-end time for any of the CAN bus transmissions since CAN is not the object of our investigation. We ran each experiment 1000 times and took the average of the delays in seconds at the producing and consuming gateways separately. Then we ran each experiment again, and the independent averages of the two runs were averaged. We preformed two experiments, one where NDN Data packets were generated by request and another where the Data packets were generated when the CAN messages were received and buffered until a request for that data was made.
TABLE II: Time for packet creation and validation for pre-generated data (Seconds)

| Overhead                        | Producer | Consumer |
|--------------------------------|----------|----------|
| With Signing                   | Mean: 0.0342, STDEV: 0.0027 | Mean: 0.0284, STDEV: .0008 |
| Without Signing                | Mean: 0.0019, STDEV: 0.0001 | Mean: 0.0089, STDEV: .0004 |

TABLE III: Time for packet creation and validation for on-demand data (Seconds)

| Overhead                        | Producer | Consumer |
|--------------------------------|----------|----------|
| With Signing and Validation     | Mean: 0.0312, STDEV:0.0025 | Mean: 0.0589, STDEV:0.0044 |
| Without Signing and Validation | Mean: .0015, STDEV:0.0001 | Mean: .0096, STDEV:0.0002 |

1) Interest/Data Exchange with On-Demand Generated NDN Packets: In this experiment NDN Data packets were generated on-demand after receiving an Interest packet. On-demand generation includes both creating and signing a Data packet. The values for the consumer in Table III represent the total latency measured at the consumer NDN gateway. This includes the time (a) for the consumer to generate and send an Interest, (b) the Producer to receive the Interest, (c) create and sign the requested Data packet, (d) transmit it back to the consumer, (e) the time for the consumer to receive it (f) and the time it takes the consumer to validate its signature. For this test the results for the producer gateway are the sums of parts (c) (d). Note that we ran this test with and without signatures and validation to isolate the security overhead. We found that signing and validation make up 84% of the delay.

2) Interest/Data Exchange with Pre-Generated NDN Packets: We performed a second experiment where data packets were generated ahead of time before an Interest arrived. The goal was to measure the savings of pre-generating Data packets in anticipation of an Interest. Such Interests are often easy to anticipate if, for example, we know that an ECU is expected to demand data. The values for the consumer in Table II represent the time (a) for the consumer NDN gateway to generate the Interest, (b) transmit it to the producer,(c) the producer to publish the respective Data packet (d) and the consumer to receive and validate it. The values for the producer are no longer included in the consumer overhead calculations because its work is done at the time CAN frames are received. The values for the producer represent the time it takes to make an NDN packet and place it in a buffer to later be published when an associated interest is made. We found that by pre-generating and signing Data packets we were able to reduce response time by a factor of 2.

VII. CONCLUSIONS

In this paper we presented NDN, a communication architecture that provides security by design by signing all content transmitted in the network. We demonstrated the security features of NDN through a number of attacks. NDN is well suited for high-speed, secure communication in in-vehicle networks, interconnecting high-speed and legacy segments. NDN does not secure legacy networks such as CAN, but ensures that communication between such segments that passes through NDN is secure. In the future, we intend to expand our work in several ways. We will implement richer topologies that include segments with other link-layer technologies, such as automotive Ethernet, LIN, and Zigbee. We will include more realistic scenarios with mixed traffic from different networks. We will implement and test techniques to mitigate various attacks. Finally, we will adopt the Vehicle Signal Specification (VSS) [11] naming scheme for NDN.
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