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Abstract

We propose matrix norm inequalities that extend the Recht and Ré [26] conjecture on a non-commutative AM-GM inequality by supplementing it with another inequality that accounts for single-shuffle, which is a widely used without-replacement sampling scheme that shuffles only once in the beginning and is overlooked in the Recht-Ré conjecture. Instead of general positive semidefinite matrices, we restrict our attention to positive definite matrices with small enough condition numbers, which are more relevant to matrices that arise in the analysis of SGD. For such matrices, we conjecture that the means of matrix products corresponding to with- and without-replacement variants of SGD satisfy a series of spectral norm inequalities that can be summarized as: “single-shuffle SGD converges faster than random-reshuffle SGD, which is in turn faster than with-replacement SGD.” We present theorems that support our conjecture by proving several special cases.

1 Introduction

Finite-sum optimization problems are ubiquitous in machine learning. Typically, these problems are high-dimensional and the finite-sum is comprised of a large number of component functions, making the evaluation of exact gradients prohibitively expensive. Hence, randomized methods such as stochastic gradient descent (SGD) and its variants have become indispensable to modern machine learning. At each iteration, these methods evaluate the gradient of one component function sampled from the entire set of components and use it as a noisy estimate of the full gradient.

Depending on how the components are chosen, SGD-based methods can broadly be classified into two categories: with-replacement and without-replacement. In many theoretical studies the indices of component functions are assumed to be chosen with replacement, making the choice at each iteration independent of other iterations. In contrast, the vast majority of practical implementations use without-replacement sampling, where all the indices are randomly shuffled and are then visited exactly once per epoch (i.e., one pass through all the components). Since the algorithms operate epochwise, there are two popular variants of shuffling schemes: one that reshuffles the components at every epoch and another that shuffles only once at the beginning and reuses that order every epoch.

Practitioners opt for without-replacement sampling schemes not only because they are easier to implement, but also because they often result in faster convergence [10]. However, analyzing algorithms based on without-replacement sampling is considerably more difficult than analyzing their with-replacement counterparts, because the component chosen at each iteration is dependent on the previous iterates of an epoch. Even for SGD, tight convergence bounds for its without-replacement variants have become known only recently [1, 21, 22, 24, 27].

In 2012, Recht and Ré [26] proposed a conjecture that the mean of without-replacement products of positive semidefinite (PSD) matrices has spectral norm no larger than the mean of their with-replacement
products. Formally, given \( n \) PSD matrices \( A_1, \ldots, A_n \), they conjectured:

\[
\left\| \frac{1}{n!} \sum_{\sigma \in S_n} \prod_{i=1}^n A_{\sigma(i)} \right\| \leq \left\| \frac{1}{n} \sum_{i=1}^n A_i \right\|^n,
\]

where \( S_n \) is the set of all permutations on \( \{1, \ldots, n\} \). This so-called matrix AM-GM inequality\(^1\) conjecture has drawn much attention because it can help explain why without-replacement algorithms may converge faster than with-replacement ones. Inequality (1) is true for \( n = 2 \) \cite{26}, and \( n = 3 \) \cite{20, 28}; however, it was recently proven to be false for \( n = 5 \) \cite{20} and explicit counterexamples were found for \( n \geq 5 \) \cite{11}.

Although this conjecture-and-disproof story seems inescapable, we point out a couple of important facts about the conjectured inequality (1) and its disproof, reigniting new hope.

- The counterexamples are rank-deficient PSD matrices, and adding a positive multiple of the identity matrix to each matrix makes them satisfy (1) (see Section 2.3). This leaves open the possibility that the conjecture may still be true for positive definite matrices with sufficiently small condition numbers. In fact, matrices that arise in the analyses of without-replacement methods are often those with small condition numbers (see Section 2.1 for details).
- The conjecture (1) only implies faster convergence of the without-replacement scheme where the indices are randomly reshuffled at every epoch. It does not provide any useful insights towards the analysis of single-shuffle, an equally (if not more) popular scheme that shuffles indices only once and reuses that order for the remaining epochs.

Our contributions & paper organization. We propose a new conjecture (Conjecture 1) that extends and also refines the previously conjectured matrix AM-GM inequality (1). Our new conjecture is motivated by a rather surprising empirical observation from linear regression (see Figure 1(a); details are in Section 2.2), namely that SGD with single shuffling converges consistently faster than SGD with reshuffling, which in turn outperforms with-replacement SGD and gradient descent (GD).

Our conjecture states that for any \( n \geq 2 \) and \( K \geq 1 \), positive definite (PD) matrices \( A_1, \ldots, A_n \) with “small enough” condition numbers satisfy the following inequalities:

\[
\left\| \frac{1}{n!} \sum_{\sigma \in S_n} \left( \prod_{i=1}^n A_{\sigma(i)} \right)^K \right\| \leq \left\| \frac{1}{n} \sum_{\sigma \in S_n} \prod_{i=1}^n A_{\sigma(i)} \right\|^K \leq \left\| \frac{1}{n} \sum_{i=1}^n A_i \right\|^{nk}.
\]

These two spectral norm inequalities imply that, at least in some special cases,

**Shuffling only once is faster than randomly reshuffling at every epoch, and random reshuffling is faster than with-replacement sampling.**

In Section 2, we introduce with- and without-replacement SGD and connect their convergence analysis to our conjecture (2). We also discuss motivations for our extended conjecture (2) via our empirical observations and disproofs of (1). In Section 3, we formally state the new conjecture (Conjecture 1) and discuss its implications. We present theorems that prove Conjecture 1 for special cases in Section 4; their proofs are sketched in Section 5.

## 2 Background and motivation

**Notation.** We first summarize notation used in this paper. For a positive integer \( a \), we use \([a] := \{1, 2, \ldots, a\}\). Let \( S_n \) be the symmetric group of \( [n] \), i.e., the set of all permutations \( \sigma : [n] \to [n] \). For a vector \( v \in \mathbb{R}^d \), we use \( \|v\| \) to denote its Euclidean (\( \ell_2 \)) norm. Let \([v]_i \) be the \( i \)-th component of a vector \( v \). We write a \( d \)-dimensional all-one vector as \( 1_d \). Given a matrix \( A \in \mathbb{R}^{d \times k} \), we use \( \|A\| \) to denote its

\(^1\)Developing a matrix counterpart of the well-known scalar arithmetic-geometric means inequality has been a longstanding research topic. Different geometric means and their corresponding AM-GM inequalities have been proposed and studied in the literature \cite{4–9, 16}.
We consider running SGD with a constant step-size $\eta$ where $i = 0$ is the initialization. Note that this expectation $\mathbb{E}[z_t]$ is also equal to the GD iterate after $t$ steps. For the remaining of the paper, we will use $S^d_+$ to denote the set of $d$-by-$d$ real symmetric PSD (or PD) matrices. For two symmetric matrices $A, B \in S^d_+$, $A \preceq B$ (or $A \prec B$) means that $B - A \in S^d_+$ (or $B - A \in S^d_+$).

### 2.1 Connection of Conjectures (1) and (2) to the convergence analysis of SGD

In this section, we briefly introduce with- and without-replacement SGD algorithms to motivate both the original AM-GM conjecture (1) and our new conjecture (2). Suppose we want to solve a finite-sum optimization problem of the form

$$\min_{z \in \mathbb{R}^d} \quad F(z) := \frac{1}{n} \sum_{i=1}^n f_i(z).$$

For simplicity of illustration, consider quadratic component functions $f_i(z) := \frac{1}{2} z^T M_i z$, where $M_i \in S^d_+$. We consider running SGD with a constant step-size $\eta > 0$, with the following updates:

$$z_t = z_{t-1} - \eta \nabla f_{i(t)}(z_{t-1}) = z_{t-1} - \eta M_{i(t)} z_{t-1} = (I - \eta M_{i(t)}) z_{t-1},$$

where $i(t)$ is the index at iteration $t$ chosen by the algorithm.

In with-replacement SGD, $i(t)$ is drawn independently from the uniform distribution over $[n]$, making $\nabla f_{i(t)}$ an unbiased estimate of the full gradient $\nabla F$. Since $i(t)$’s are independent, we have

$$\mathbb{E}[z_t] = \mathbb{E}_{i(t)}[I - \eta M_{i(t)}] \mathbb{E}[z_{t-1}] = \left(I - \frac{\eta}{n} \sum_{i=1}^n M_i\right) \mathbb{E}[z_{t-1}] = \left(I - \frac{\eta}{n} \sum_{i=1}^n M_i\right)^t z_0,$$

where $z_0$ is the initialization. Note that this expectation $\mathbb{E}[z_t]$ is also equal to the GD iterate after $t$ steps. For the remaining of the paper, we will use SGD to denote the with-replacement SGD.

In contrast, in without-replacement SGD, the algorithm shuffles the component functions $f_i$ by a random permutation $\sigma \in S_n$ and makes a complete pass through the entire set of functions in the order $f_{\sigma(1)}, f_{\sigma(2)}, \ldots, f_{\sigma(n)}$. This complete pass is called an epoch. At the $t$-th iteration of an epoch, the index $\sigma(t)$ is used for the update, which can be written as

$$z_t = z_{t-1} - \eta \nabla f_{\sigma(t)}(z_{t-1}) = (I - \eta M_{\sigma(t)}) z_{t-1}.$$

If we unroll the recursion from $z_n$ to $z_0$ (i.e., over an epoch), we obtain

$$z_n = \left(\prod_{t=1}^n (I - \eta M_{\sigma(t)})\right) z_0.$$
To compute the expected value of \( z_n \), we have to take an expectation over permutations \( \sigma \sim \text{Unif}(S_n) \), so the expected value of the product \( \prod_{i=1}^{n} (I - \eta M_{\sigma(i)}) \) is of interest to us:

\[
\mathbb{E}_{\sigma}[z_n] = \mathbb{E}_{\sigma} \left[ \prod_{i=1}^{n} (I - \eta M_{\sigma(i)}) \right] z_0 = \left( \frac{1}{n!} \sum_{\sigma \in S_n} \prod_{i=1}^{n} (I - \eta M_{\sigma(i)}) \right) z_0. \tag{5}
\]

Comparing the matrices in the RHSs of (4) and (5), we can notice their connection to the original AM-GM inequality conjecture (1), with \( A_i = I - \eta M_i \). If true, inequality (1) would imply that in the special case \( f_j(z) = \frac{1}{2} z^T M_j z \), the expected iterate of without-replacement SGD after an epoch is closer to the global minimum than that of SGD or GD.

Without-replacement SGD is typically run over multiple epochs, and the algorithm has variants depending on how the permutation is selected for different epochs. An algorithm we refer to as RANDOMSHUFFLE takes fresh independent samples of \( \sigma_k \sim \text{Unif}(S_n) \) at each epoch \( k \). Another algorithm called SINGLESHUFFLE samples a permutation \( \sigma \sim \text{Unif}(S_n) \) in the beginning of the first epoch and then reuses this particular \( \sigma \) for all the epochs. This difference in the shuffling scheme results in different expected iterates after running the algorithms for multiple epochs.

To simplify notation, we define \( P_{\sigma} := \prod_{i=1}^{n} (I - \eta M_{\sigma(i)}) \). In case of RANDOMSHUFFLE, the expected iterate after \( nK \) iterates, i.e., \( K \) epochs, reads

\[
\mathbb{E}[z_{nK}] = \mathbb{E}_{\sigma_k}[P_{\sigma_k}] \cdots \mathbb{E}_{\sigma_1}[P_{\sigma_1}] z_0 = \left( \frac{1}{n!} \sum_{\sigma \in S_n} P_{\sigma} \right)^K z_0, \tag{6}
\]

because \( \sigma_k \) are mutually independent. In SINGLESHUFFLE, the permutation \( \sigma \) is fixed, so

\[
\mathbb{E}[z_{nK}] = \mathbb{E}_{\sigma}[P_{\sigma}^K] z_0 = \left( \frac{1}{n!} \sum_{\sigma \in S_n} P_{\sigma}^K \right) z_0. \tag{7}
\]

Notice that the matrix on the RHS of (6) is a power of an expectation, whereas the other one in (7) is an expectation of powers. Comparing (4), (6), and (7), the implication of our new conjecture (2) on the expected iterates of without-replacement SGD algorithms becomes clear.

In many recent theoretical advances on without-replacement SGD [1, 14, 22, 24], \( \eta = O\left( \frac{\log(nK)}{nk} \right) \) is typically chosen as the step-size. This choice makes the matrices \( A_i = I - \eta M_i \) close to identity; or equivalently, they have small condition numbers. Therefore, in the context of without-replacement SGD, it is evident that understanding the conjecture (2) for well-conditioned matrices is of great importance.

### 2.2 Motivation: SINGLESHUFFLE beats RANDOMSHUFFLE and SGD in linear regression

Now that we have defined with- and without-replacement SGD algorithms, we report an interesting empirical observation that serves as the main motivation for our new conjecture (2).

Consider solving a linear regression problem, which is a canonical example of finite-sum optimization problems (3). We are given \( n \) data points \( \{(x_i, y_i)\}_{i=1}^{n} \), where \( x_i \in \mathbb{R}^d \) is a unit vector and \( y_i \in \mathbb{R} \). We would like to minimize \( F(z) = \frac{1}{2} \sum_{i=1}^{n} (x_i^T z - y_i)^2 \).

Using data points sampled i.i.d. from the standard Gaussian distribution, we tested convergence speed of GD, SGD, RANDOMSHUFFLE and SINGLESHUFFLE, using the same random initialization and step-size \( \eta = 0.5 \) across all four algorithms. Rather surprisingly, plotting the objective function values \( F(z_i) \) over iterations reveals that SINGLESHUFFLE quite consistently outperforms RANDOMSHUFFLE, and RANDOMSHUFFLE outperforms SGD and GD. Figure 1(a) shows a typical plot obtained with \( n = 20 \) and \( d = 30 \), over \( K = 50 \) epochs. Due to the randomness in data points, initialization, and choice of permutations, there are some cases where SINGLESHUFFLE performs worse than other methods, but in most of the runs we obtained plots similar to Figure 1(a). We also find that this tendency is much stronger in underdetermined settings (\( d > n \)).

We observe the same trend with \( y_i = 0 \) for all \( i \in [n] \) as well. Note that linear regression with labels \( y_i = 0 \) corresponds to the case \( f_j(z) = \frac{1}{2} z^T M_j z \) discussed in Section 2.1, with \( M_j = x_i x_i^T \). Recall that the \( t \)-th iterate of SGD on this problem is \( z_t = \prod_{j=1}^{t} (I - \eta M_{i(j)}) z_0 \), where the choice of index \( i(j) \) depends
on the sampling scheme. To see if the difference in convergence speed can be attributed to the difference in the decay speed of the spectral norm of the matrix $\prod_{t=1}^{n}(I - \eta M_{i(j)})$ over iterations, we plot the spectral norm $\| V \prod_{t=1}^{n}(I - \eta M_{i(j)}) \|$ over iterations in Figure 1(b)\(^2\). Here, $V$ is the projection matrix onto span$\{x_1, \ldots, x_n\}$ because the spectral norm is always fixed to 1 when the regression problem is underdetermined $d > n$. We observe that the decay speed of spectral norm agrees with the convergence speed of $F(z_i)$: in most runs, the spectral norm decays the fastest for SingleShuffle, followed by RandomShuffle, and then SGD/GD.

This inspiring observation motivates an extension of the AM-GM inequality conjecture (1), which corresponds to “RandomShuffle $\leq$ SGD/GD,” to our new conjecture (2) by adding a new inequality “SingleShuffle $\leq$ RandomShuffle.”

### 2.3 Motivation: Disproofs of the Recht-Ré conjecture break for well-conditioned matrices

Before we formally state the new conjecture (2), we discuss the reason why it makes sense to pursue a proof of the AM-GM inequality (which is the second inequality of (2)) when its disproofs are already known \[^{11, 20}\]. Essentially, the reason is that the known disproofs only work for PSD matrices or PD matrices with smaller condition numbers, which are more relevant to the convergence analysis of without-replacement methods.

**Disproof by Positivstellensatz.** Lai and Lim \[^{20}\] disprove the AM-GM inequality (1) by formulating the Positivstellensatz of the matrix polynomials from an equivalent conjecture into a semidefinite program (SDP). The equivalent conjecture reads:

> For any $A_1, \ldots, A_n$ satisfying $A_i \geq 0$ for all $i \in [n]$ and $\sum_{i=1}^{n} A_i \leq nI$, we have $-nI \leq \sum_{\sigma \in S_n} \prod_{i=1}^{n} A_{\sigma(i)} \leq nI$.

Using the SDP formulation, Lai and Lim \[^{20}\] calculate the minimum $\lambda_1$ and $\lambda_2$ that satisfy

$$\lambda_1 I - \sum_{\sigma \in S_n} \prod_{i=1}^{n} A_{\sigma(i)} \geq 0, \quad \text{and} \quad \lambda_2 I + \sum_{\sigma \in S_n} \prod_{i=1}^{n} A_{\sigma(i)} \geq 0,$$

for all $(A_1, \ldots, A_n) \in A := \{(A_1, \ldots, A_n) : A_i \geq 0, \sum_i A_i \leq nI\}$ (see the paper for more details). From the SDP formulation, Lai and Lim \[^{20}\] find out that $\lambda_2 \approx 144.65$ for $n = 5$, which exceeds $5! = 120$, hence disproving the conjecture for $n = 5$.\(^3\)

To see if the inequality (1) holds for PD matrices with smaller condition numbers, we slightly changed the code provided by Lai and Lim \[^{20}\] to calculate the minimum $\lambda_1$ and $\lambda_2$ (8), this time over a more stringent set $\tilde{A} \eta := \{(A_1, \ldots, A_n) : A_i \geq (1 - \eta I), \sum_i A_i \leq nI\}$. We note that $\tilde{A}_1$ corresponds to the original $A$.

Table 1 shows the values of minimum $\lambda_2$ obtained for $\tilde{A}_\eta$, for $\eta \in \{0.5, 0.6, \ldots, 1\}$\(^4\). A negative value of the minimum $\lambda_2$ means that the sum $\sum_{\sigma \in S_n} A_{\sigma(i)}$ is in fact PD for all matrices in $\tilde{A}_\eta$. One can see in

\(^2\)We plot $\| V(I - \frac{n}{n} \sum_{i=1}^{n} M_i) \|$ for GD.

\(^3\)The authors also checked carefully that it is not a numerical error.

\(^4\)We do not report the values of $\lambda_1$ because the calculated values of $\lambda_1$ were always equal to $n!$, regardless of $\eta$; this is in fact attained by setting $A_1 = \cdots = A_n = I$.

| $n$ | $n!$ | $\eta = 1$ | $\eta = 0.9$ | $\eta = 0.8$ | $\eta = 0.7$ | $\eta = 0.6$ | $\eta = 0.5$ |
|-----|------|------------|------------|------------|------------|------------|------------|
| 2   | 2    | 0.5000     | 0.2225     | 2.321e-10  | -0.1750    | -0.3200    | -0.5000    |
| 3   | 6    | 3.4113     | 2.0147     | 0.9434     | 0.1620     | -0.3639    | -0.7500    |
| 4   | 24   | 22.4746    | 15.1451    | 8.6081     | 3.6744     | 0.4138     | -1.4956    |
| 5   | 120  | **144.6488** | 105.4259   | 70.0519    | 38.1546    | 13.2151    | -1.5622    |
Table 1 that in case of $n = 5$, although we have $\lambda_2 > 5!$ for $\eta = 1$, $\lambda_2$ quickly becomes smaller than $5!$ with $\eta = 0.9$. This suggests that by letting $\eta$ decrease with $n$, we can still make the AM-GM inequality (1) hold. We actually prove later in Theorem 5 (Section 4) that (1) holds in some linear regression settings for general $n$ and $\eta = O(\frac{1}{n})$, providing evidence to this observation.

As also noted in Lai and Lim [20], the limitation of the SDP formulation is that the size of the SDP explodes quickly with $n$, so already the SDP with $n = 6$ exceeds the memory size of a moderate-sized computer. We were only able to solve the SDPs up to $n = 5$.

Disproof by counterexamples. De Sa [11] disproves the AM-GM inequality by constructing a class of counterexamples. For any $n \geq 2$, De Sa [11] constructs $n$ matrices $A_i = I + 1_n y_i^T + y_i 1_n^T \in S^+_n$ for $i \in [n]$, where $y_i$ is defined as $[y_i]_i = \frac{\sqrt{n-1}}{n} \cos n \arcsin \left( \frac{1}{\sqrt{n}} \right)$ for any $j \neq i$. It is shown in De Sa [11] that this set of $n$ matrices is a counterexample to (1) if $n$ satisfies

$$\left| \left( 1 + \frac{1}{n-1} \right)^{n/2} \cos n \arcsin \left( \frac{1}{\sqrt{n}} \right) \right| > 1.$$ 

Here, $n = 5$ is the smallest such $n$.

The counterexample matrices $A_i$ are rank-deficient PSD matrices, with $\|A_i\| = 2$ for all $i \in [n]$. Interestingly, the rank-deficiency or high enough condition number of $A_i$ seems important in the construction of counterexamples, because adding small $c_n I$ to each $A_i$ makes the matrices no longer a counterexample. For example, for $n = 5$, adding $0.06 I$ to each $A_i$ breaks the counterexample. For $n = 10$, adding $0.36 I$ suffices. Again, this observation leaves open the possibility that the inequality (1) is true for sufficiently well-conditioned PD matrices.

Positive results for close-to-identity matrices. Recent theoretical advances further inspire the study of a revised AM-GM inequality conjecture (1) for PD matrices with small condition numbers. Theorem 1 of De Sa [11] proves that for any $n \geq 2$, if matrices $M_1, \ldots, M_n \in S^d$ have no eigenvalue-eigenvector pair shared across all $M_i$’s, then there exists $\eta_{\text{max}} \in (0, 1)$ such that for any $\eta \in [0, \eta_{\text{max}}]$ and $A_i = I - \eta M_i$, the inequality (1) is true. Ahn et al. [1] also show that a slightly looser version of the symmetrized AM-GM inequality conjecture (see (20) in Appendix B for its definition) holds for $\eta = O(\frac{1}{n})$ and matrices $A_i = I - \eta M_i$, where $\|M_i\| \leq 1$ for all $i \in [n]$.

3 New conjecture: SS-RS-GD inequalities

Based on the motivations discussed so far, we now formally state our new conjecture in Conjecture 1, which we refer to as the SS-RS-GD inequalities conjecture. Conjecture 1 extends the AM-GM inequality conjecture (1) by adding the SingleShuffle algorithm to the picture. It also refines the original conjecture to a setting that is more relevant to the convergence analysis of SGD.

Conjecture 1. For any $n \geq 2, K \geq 1$, and $d \geq 1$, there exists a step-size constant $\eta_{n,K} \in (0, 1]$ such that the following statement holds: Suppose $A_1, \ldots, A_n \in S^d$ satisfy $(1 - \eta_{n,K}) I \preceq A_i \preceq I$ for all $i \in [n]$. Then, for the three matrices defined as

$$W_{SS} := \frac{1}{n!} \sum_{\sigma \in S_n} \left( \prod_{i=1}^n A_{\sigma(i)} \right)^K, \quad W_{RS} := \left( \frac{1}{n!} \sum_{\sigma \in S_n} \prod_{i=1}^n A_{\sigma(i)} \right)^K, \quad W_{GD} := \left( \frac{1}{n} \sum_{i=1}^n A_i \right)^n,$$

the following spectral norm inequalities are satisfied:

$$\|W_{SS}\| \leq \|W_{RS}\| \leq \|W_{GD}\|.$$ 

Several remarks on Conjecture 1 are in order.
Theorems 3 and 5 presented in Section 4 support our belief: we prove special cases of the conjecture with
Matrices that commute. For matrices $A_1, \ldots, A_n$ that commute, Conjecture 1 is true with $\eta_{n,K} = 1$. The
product $\prod_{i=1}^{n} A_{\sigma(i)}$ is identical for all $\sigma \in \mathcal{S}_n$, so the first inequality of the conjecture holds with equality.

Doesn’t Conjecture 1 contradict matrix convexity of $A \mapsto A^2$? While the $\|W_{RS}\| \leq \|W_{GD}\|$ inequality of Conjecture 1 is just the K-th power of the AM-GM inequality conjecture (1) with more stringent requirements on $A_i$'s, the first inequality $\|W_{SS}\| \leq \|W_{RS}\|$ may look questionable at first glance. It is of the form $\|E_{\nu}[P_{\nu}^K]\| \leq \|E_{\nu}[P_{\nu}]^K\|$ and the direction of the inequality is the opposite of Jensen’s inequality!

Does Conjecture 1 alone imply that SingleShuffle always converges faster? The short answer is, in general, no. As seen in Section 2.1, for the special case of $f_t(z) = \frac{1}{2} z^T M_t z$, the conjectured inequalities indeed imply that the expected iterate of SingleShuffle after $nK$ iterations is closer to the global minimum than RandomShuffle, SGD, and GD. However, for general quadratic functions $f_t(z) = \frac{1}{2} z^T M_t z + b_t^T z + c_t$, the linear coefficients $b_t$ introduce additional “noise” terms and they result in SGD iterates of the form

$$z_t = \left( \prod_{j=t}^{t+1} (I - \eta M_{(i)}) \right) z_0 - \eta b_{(i)} - \eta \left( \sum_{j=1}^{t+1} \left( \prod_{j=1}^{t+1} (I - \eta M_{(j)}) \right) b_{(j)} \right),$$

and the terms involving $b_i$'s become a dominant factor that “slows down” SGD and determines the convergence rate. For example, if we assume without loss of generality that $\sum_{i=1}^n b_i = 0$ so as to locate the global minimum at $z^* = 0$, the GD iterates are $z_t = (I - \frac{k}{t} \sum_{i=1}^n M_i)^t z_0$. Notice that the iterates do not have any terms involving $b_i$’s, which is contrary to SGD; this difference results in a linear convergence rate of GD and sublinear rates of SGD algorithms. Although Conjecture 1 alone does not prove superior performance of SingleShuffle over other algorithms, it still provides useful tools in the analysis of without-replacement sampling methods. We also believe that the matrix norm inequalities themselves are interesting in their own right!

Independence of $\eta_{n,K}$ from $d$ and $A_i$’s. In the step-size constant $\eta_{n,K}$ in Conjecture 1, we did not use the dimension $d$ in the subscript to reflect our belief that a dimension-independent constant exists. Also, Conjecture 1 is stated in a way that $\eta_{n,K}$ is also matrix-independent, i.e., $\eta_{n,K}$ does not depend on $A_i$’s. Theorems 3 and 5 presented in Section 4 support our belief: we prove special cases of the conjecture with step-size constants $\eta_{n,K} = O(\frac{1}{K})$ or $O(\frac{1}{n})$, which are independent of $d$ and $A_i$’s. In fact, these theorems suggest that the true $\eta_{n,K}$ satisfying Conjecture 1 may be of order $O(\frac{1}{nK})$. Although this may look like a strong restriction, we emphasize that this matches (up to log factors) the order of the step-sizes $\eta$ chosen in many recent results on without-replacement SGD [1, 14, 22, 24].

Should $\eta_{n,K}$ necessarily decay with $n$ and $K$? From Section 2.3, we saw that $\eta_{n,K} < 1$ must hold for $n \geq 5$ to make $\|W_{RS}\| \leq \|W_{GD}\|$ hold, and we speculated that $\eta_{n,K}$ should decrease with $n$ for the inequality to hold. For the other inequality $\|W_{SS}\| \leq \|W_{RS}\|$, we do have a counterexample for any $n \geq 3, K \geq 2$ and $d \geq 2$ if $\eta_{n,K} = 1$; we prove this in Appendix A. The presence of a counterexample indicates that
\[ \eta_{n,K} < 1 \text{ is necessary for } n \geq 3, \text{ again motivating our assumption of well-conditioned PD matrices.} \] A further investigation on this counterexample also provides an evidence that \( \eta_{n,K} \) should shrink with \( K \) for \( \|W_{SS}\| \leq \|W_{RS}\| \) to hold; see Appendix A for details.

**Can one use the Positivstellensatz to verify the first inequality?** Unfortunately, we do not know if we can check the inequality \( \|W_{SS}\| \leq \|W_{RS}\| \) with a Positivstellensatz and SDP approach similar to Lai and Lim [20]. This is because in the equivalent conjecture for this inequality, the feasible set (corresponding to \( \mathcal{A} \) and \( \mathcal{A}_n \) in Section 2.3) is no longer representable with linear matrix inequalities, violating the requirements of the Positivstellensatz in Helton et al. [15]. For example, for \( n = 2 \) and \( \eta_{2,K} = 1 \), the equivalent conjecture to \( \|W_{SS}\| \leq \|W_{RS}\| \) reads:

\[
\text{For any } A, B \text{ satisfying } A \succeq 0, B \succeq 0 \text{ and } -2I \preceq AB + BA \preceq 2I, \text{ we have } -2I \preceq (AB)^K + (BA)^K \preceq 2I.
\]

which involves nonlinear inequalities such as \( AB + BA \preceq 2I \).

**Other versions of Conjecture 1.** The original Recht-Ré conjecture \( (1) \) has other versions such as symmetrized or expectation-of-norm, and some of them are also disproved in De Sa [11]. We discuss the variants of \( (1) \) as well as the corresponding versions of Conjecture 1 in Appendix B.

### 4 Proof of Conjecture 1 for special cases

In this section, we present theorems that prove some special cases of Conjecture 1. From this point onward, we occasionally write the matrices \( W_{SS}, W_{RS}, \) and \( W_{GD} \) \( (9) \) as functions of \( n, K, \) and \( A_1, \ldots, A_n \) (e.g., \( W_{SS}(n,K,A_{1:n}) \)), whenever we need to make the dependency more explicit.

#### 4.1 The SS-RS-GD inequalities are true for generic matrices and sufficiently small \( \eta \)

We first show that for any fixed generic matrices \( M_1, \ldots, M_n \), the conjectured inequalities are true for sufficiently small step-size \( \eta \) and \( A_i = I - \eta M_i \). In Section 5.1, we prove the following theorem:

**Theorem 2.** For any \( n \geq 2 \), suppose symmetric matrices \( M_1, \ldots, M_n \in S^d \) satisfy

\[
\sum_{i,j \in [n], i \neq j} (M_i M_j - M_j M_i)^2 < 0.
\]

Then, for any \( K \geq 1 \), there exists \( \eta_{\text{max}} \in (0,1] \) such that for any \( \eta \in [0,\eta_{\text{max}}] \), the matrices \( A_1, \ldots, A_n \) defined as \( A_i = I - \eta M_i \) satisfy \( \|W_{SS}(n,K, A_{1:n})\| \leq \|W_{RS}(n,K, A_{1:n})\| \).

The assumption \( (10) \) requires that the sum of squared commutators of each pair of matrices \( M_i \) is negative definite. We note that \( M_i M_j - M_j M_i \) is a skew-symmetric matrix, so each \( (M_i M_j - M_j M_i)^2 \) is already negative semidefinite; therefore, the only requirement of \( (10) \) is that the sum is full-rank. This assumption holds for generic matrices, i.e., the set of matrices \( M_1, \ldots, M_n \) that do not satisfy \( (10) \) has Lebesgue measure zero.

Since Theorem 1 of De Sa [11] also holds for generic matrices and sufficiently small \( \eta \), Theorem 1 of De Sa [11] and our Theorem 2 together prove that for generic symmetric matrices \( M_1, \ldots, M_n \in S^d, K \geq 1 \) and sufficiently small \( \eta \geq 0 \), the matrices \( A_i = I - \eta M_i \) satisfy the conjectured SS-RS-GD inequalities

\[
\|W_{SS}(n,K, A_{1:n})\| \leq \|W_{RS}(n,K, A_{1:n})\| \leq \|W_{GD}(n,K, A_{1:n})\|.
\]

We emphasize that this holds for any \( n, K, \) and \( d \). However, we remark that the statement proven here is somewhat different from our original Conjecture 1, because the step-size constant \( \eta_{\text{max}} \) depends on the matrices \( M_i \). As discussed in Section 3, our aim is to prove the existence of matrix-independent step-size constants \( \eta_{n,K} \); we will see such theorems in the following sections.
4.2 Proof for special cases of $n = 2$ with matrix-independent $\eta_{n,K}$

In this section, we prove the inequality $\|W_{SS}\| \leq \|W_{RS}\|$ for $n = 2$, in some special cases.

**Theorem 3.** Consider $K = 2^m$, and $d \geq 1$, where $m$ is a positive integer. For $A, B \in S_{++}^d$ satisfying $(1 - \frac{1}{2d})I \preceq A \preceq I$ and $(1 - \frac{1}{2d})I \preceq B \preceq I$, we have

$$\frac{1}{2} \| (AB)^K + (BA)^K \| \leq \left\| \frac{1}{2} (AB + BA) \right\|^K.$$

**Theorem 4.** For any $A, B \in S_{++}^d$ and $K \geq 1$, we have

$$\frac{1}{2} \| (AB)^K + (BA)^K \| \leq \left\| \frac{1}{2} (AB + BA) \right\|^K.$$

**Proof of Theorem 4.** Theorem 3 proves the $\|W_{SS}\| \leq \|W_{RS}\|$ inequality for $n = 2$, $K = 2^m$, and $d \geq 1$, with step-size constants $\eta_{2,K} = \frac{1}{2d}$. Theorem 4 proves the same inequality for $n = 2$, $K \geq 1$, and $d = 2$, with $\eta_{2,K} = 1$ (i.e., the inequality holds for any PSD matrices). Since $\|W_{RS}\| \leq \|W_{GD}\|$ holds for $n = 2$ and any PSD matrices [26], the theorems prove the entire Conjecture 1 for the special cases considered in them. The proofs of Theorem 3 and 4 are sketched in Sections 5.2 and 5.3, respectively.

The restriction of Theorem 4 to $d = 2$ is an artifact of our proof technique that does not extend to $d \geq 3$ (see Section 5.3 for more details). Nevertheless, for $n = 2$, we believe that the conjecture itself is likely true for any $d$ and $K$, with step-size constants $\eta_{2,K} = 1$.

4.3 Proof of the AM-GM inequality for general $n$ in linear regression settings

Next, we prove the second inequality of Conjecture 1, i.e., the matrix AM-GM inequality, for some linear regression settings with any $n$ and $\eta_{n,K} = O(\frac{1}{n})$, when the data points are “diverse enough.”

**Theorem 5.** For any $n \geq 2$, $K \geq 1$, and $d \leq n$, suppose that we have $n$ unit vectors $x_1, \ldots, x_n \in \mathbb{R}^d$ satisfying the following two assumptions:

(A1) For any $i, j \in [n]$, $i \neq j$, we have $|x_i^T x_j| \leq n^{-1/2}$.

(A2) For any unit vector $u \in \mathbb{R}^d$, we have $n^{-1/4} \leq \sum_{i=1}^n (u^T x_i)^2 \leq n^{1/4}$.

Then, for any $\eta \in [0, \frac{1}{6n}]$, the matrices $A_1, \ldots, A_n$ defined as $A_i = I - \eta x_i x_i^T$ satisfy the second inequality of Conjecture 1: $\|W_{RS}(n, K, A_{1:n})\| \leq \|W_{GD}(n, K, A_{1:n})\|$.

The proof of Theorem 5 is sketched in Section 5.4. Notice that we are restricting our attention to $d \leq n$, because if $d > n$, the linear span of unit vectors $x_1, \ldots, x_n \in \mathbb{R}^d$ has dimension at most $n$, so the inequality trivially holds with $\|W_{RS}\| = \|W_{GD}\| = 1$.

Theorem 5 requires that the data points are sufficiently “spread out” in the $\mathbb{R}^d$ space. As a sanity check, when $d = n$, any set of vectors that forms an orthonormal basis satisfies the assumptions. The assumptions are motivated from the mutual incoherence and restricted isometry property assumptions commonly adopted in the compressed sensing literature. They are used in order to ensure that the “information” is distributed evenly over a measurement matrix, so that exact recovery of the true sparse signal is possible (for a recent summary, see Rani et al. [25] and references therein). The first assumption (A1) is precisely the mutual incoherence assumption and it requires any two columns of the data matrix $X = [x_1 \cdots x_n]$ to have bounded inner product, and the other assumption (A2) requires that the matrix $XX^T$ is close to an isometry, which is motivated from the restricted isometry property.

Under these assumptions, Theorem 5 proves that the matrix AM-GM inequality holds for linear regression settings with data points that are diverse enough. Although Theorem 5 is restricted to a special case where $A_i$ is the identity matrix minus a rank-1 matrix, it is interesting because it works for all $n \geq 2$, especially provided that the original conjecture (1) for PSD matrices is false as soon as $n = 5$. The theorem provides evidence towards the correctness of our revised conjecture for well-conditioned PD matrices.
5 Proof sketches

5.1 Proof of Theorem 2

Theorem 2 is a consequence of the following lemma, which we prove in Appendix C.1:

Lemma 6. For any \( n \geq 2 \) and \( K \geq 1 \), suppose we have \( A_1, \ldots, A_n \in \mathbb{R}^{d \times d} \) of the form \( A_i = I - \eta M_i \). Then, the difference \( W_{RS}(n, K, A_{1:n}) - W_{SS}(n, K, A_{1:n}) \) is written as

\[
W_{RS} - W_{SS} \geq -\frac{\eta^4 K(K-1)}{4n \cdot n!} \sum_{i,j \in [n], i \neq j} (M_i M_j - M_j M_i)^2 + O(\eta^5).
\]

The proof of Lemma 6 arranges \( W_{RS} \) and \( W_{SS} \) in increasing order of degree of \( \eta \) and finds out that they differ only in degrees at least 4. Moreover, the lemma shows that the sum of degree-4 terms in \( W_{RS} - W_{SS} \) is in fact PD, given our assumption that the sum of squared commutators of \( M_i \) and \( M_j \) are full-rank.

Consequently, we can write \( W_{RS} - W_{SS} = \eta^4 C + O(\eta^5) \), where \( C \) is a PD matrix. This implies that there exists \( \eta_1 > 0 \) such that for any \( \eta \in [0, \eta_1] \), the difference stays PD: \( W_{RS} - W_{SS} \succeq 0 \).

Lastly, note that when \( \eta = 0 \), we have \( A_i = I \) for all \( i \in [n] \) and \( W_{SS}(n, K, I, \ldots, I) = I \) is of course PD. Therefore, there exists \( \eta_2 > 0 \) such that for any \( \eta \in [0, \eta_2] \) and \( A_i = I - \eta M_i \), \( W_{SS}(n, K, A_{1:n}) \) is still PD. Choosing \( \eta_{\text{max}} = \min\{\eta_1, \eta_2\} \) ensures that the inequality \( \|W_{SS}\| \leq \|W_{RS}\| \) holds for any \( \eta \in [0, \eta_{\text{max}}] \).

5.2 Proof of Theorem 3

For any \( K = 2^m \) \((m \geq 1)\) and \( A, B \) satisfying the assumptions, we prove in the following lemma (whose proof is deferred to Appendix C.2) that \( (AB)^K + (BA)^K \succeq 0 \) holds:

Lemma 7. For any \( K \geq 1 \), consider \( A, B \in S_+^d \) satisfying \((1 - \frac{1}{2K})I \preceq A \preceq I\) and \((1 - \frac{1}{2K})I \preceq B \preceq I\). Then, we have \((AB)^K + (BA)^K \succeq 0\).

Next, we have \( \frac{1}{2}((AB)^K + (BA)^K) \preceq \frac{1}{4}((AB)^K/2 + (BA)^K/2)^2 \), by the following argument:

\[
\frac{1}{2}((AB)^K + (BA)^K) - \frac{1}{4}((AB)^K/2 + (BA)^K/2)^2 = \frac{1}{4}((AB)^K - (BA)^K)^2 \preceq 0.
\]

The last inequality comes from the fact that the square of a skew-symmetric matrix is negative semidefinite. Putting the two matrix inequalities together implies that we have

\[
\left\| \frac{(AB)^K + (BA)^K}{2} \right\| \leq \left\| \frac{(AB)^{K/2} + (BA)^{K/2}}{2} \right\|^2.
\]

For \( K = 2 \) \((m = 1)\), (11) already proves the desired inequality. For larger \( K = 2^m \) \((m > 1)\), we can apply (11) recursively and finish the proof.

5.3 Proof of Theorem 4

Since \( A, B \in S_+^d \), the product \( AB \) can be written as \( AB = QSQ^{-1} \) where \( Q \in \mathbb{R}^{d \times d} \) is an invertible matrix and \( S \in \mathbb{R}^{d \times d} \) is a diagonal matrix with nonnegative entries (Theorem 7.6.1 of Horn and Johnson [18]).

Using this representation, the inequality can be written as

\[
\left\| \frac{Qs^k Q^{-1} + Q^{-1} s^k Q^T}{2} \right\|^K \leq \left\| \frac{Qs^k Q^{-1} + Q^{-1} s^k Q^T}{2} \right\|^K.
\]

Then, the proof is implied from the following lemma on the numerical radius\(^5\) of a matrix

\[
w(M) := \sup \{ |v^H M v| : v \in \mathbb{C}^d, \|v\| \leq 1 \},
\]

and its property that \( w(M^K) \leq w(M)^K \) (see Pearcy [23] for a proof).

\(^5\)We refer the readers to Dragomir [12], Horn and Johnson [17] for an overview of this quantity.
Lemma 8. For any invertible matrix $Q \in \mathbb{R}^{2 \times 2}$ and any diagonal matrix $\Lambda \in \mathbb{R}^{2 \times 2}$ with nonnegative entries, we have $w(Q \Lambda Q^{-1}) = \frac{1}{2} \|Q \Lambda Q^{-1} + Q^{-T} \Lambda Q^T\|$. 

The proof of this technical lemma is presented in Appendix C.3. From Lemma 8, we have 

$$w(QS^K Q^{-1}) = \|QS^K Q^{-1} - Q^{-T} S Q^T\| \leq \|QS Q^{-1} + Q^{-T} s Q^T\|^K = w(Q S Q^{-1})^K.$$ 

Remark: Extension to $d > 2$. Unfortunately, the proof technique using Lemma 8 cannot be directly extended to $d > 2$ because the lemma is no longer true when $d = 3$. A counterexample is 

$$Q S Q^{-1} = \begin{bmatrix} 3 & 0.05 & 0.3 \\ -0.5 & 3 & -0.1 \\ -0.3 & 0.1 & 2 \end{bmatrix}.$$ 

The matrix on the RHS is diagonalizable with real positive eigenvalues and real eigenvectors, so there exist $Q$ and $S$ satisfying (13). However, one can check that $w(Q S Q^{-1}) \approx 3.0004 > \frac{1}{2} \|Q S Q^{-1} + Q^{-T} S Q^T\| = 3$. Nevertheless, the norm inequality (12) still holds for this $Q S Q^{-1}$.

5.4 Proof of Theorem 5

Recall that $\|W_{RS}\|$ and $\|W_{GD}\|$ are the $K$-th powers of both sides of the AM-GM inequality conjecture (1). Hence, it suffices to prove the theorem for $K = 1$. Moreover, since the AM-GM inequality (1) is already true for $n = 2$ and 3, we only consider $n \geq 4$.

We prove Theorem 5 by the following technical lemma, proven in Appendix C.4:

Lemma 9. Suppose that we have $n$ unit vectors $x_1, \ldots, x_n \in \mathbb{R}^d$ ($d \leq n$) that satisfy $|x_i^T x_j| \leq \delta$ for all $i, j \in [n]$ such that $i \neq j$. Assume also that the maximum and minimum eigenvalues of $\sum_{i=1}^n x_i x_i^T$ are $s_{\max}$ and $s_{\min}$, respectively. For matrices $A_i := I - \eta x_i x_i^T$, the following inequalities on minimum eigenvalues $\lambda_{\min}(\cdot)$ hold:

$$\lambda_{\min}(W_{GD} - W_{RS}) \geq \frac{\eta^2 (n-1)(1-\delta) s_{\min}}{2n} - \sum_{m=4}^n \eta^m (s_{\max}^m + s_{\max}^m n^{-1} \delta^{m-1}) \right.$$

$$\left. - \frac{\eta^3}{6} \left( \frac{3 s_{\max}^3}{n} + s_{\max} n^{1/2} (n^2 \delta^4 + 6 n \delta^2 + 1)^{1/2} \right) \right) ,$$

(14)

$$\lambda_{\min}(W_{RS}) \geq 1 - s_{\min} \sum_{m=1}^n \eta^m n^{-m} \delta^{m-1} .$$

(15)

Also, the RHSs of (14) and (15) are nonnegative for $n \geq 4$, $\delta = n^{-1/2}$, $s_{\min} = n^{-1/4}$, $s_{\max} = n^{1/4}$, and $\eta \in [0, \frac{1}{6n}]$.

In a similar way as Lemma 6, Lemma 9 is proven by arranging $W_{RS}$ and $W_{GD}$ in increasing order of degree of $\eta$. These two matrices only differ in degrees at least 2. For the remaining steps, the crux of the proof is to carefully bound the degree-2 and degree-3 terms in $W_{GD} - W_{RS}$. Once (14) and (15) are shown, substituting the values of $\delta$, $s_{\min}$, and $s_{\max}$ assumed in Theorem 5 and a bit of elementary calculations finish the proof.
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A Counterexamples for the first inequality, when $\eta_{n,K} = 1$

In this section, we show that if we set $\eta_{n,K} = 1$, i.e., allow general PSD matrices, then counterexamples for the first inequality $\|W_{SS}\| \leq \|W_{RS}\|$ of Conjecture 1 exist for $n \geq 3$, $K \geq 2$, $d \geq 2$. This shows $\eta_{n,K} < 1$ is necessary when $n \geq 3$. Using this counterexample, we will also demonstrate that at least for $d = 2$, $\eta_{n,K}$ must also decrease with $K$ for the inequality to hold. At the end of this section, we briefly describe a simple random procedure that we used to obtain such counterexamples, and report settings where we could/couldn’t generate counterexamples to the conjecture. In this section, we will occasionally omit subscripts in $\eta_{n,K}$ for simplicity.

Positive semidefinite counterexamples to $\|W_{SS}\| \leq \|W_{RS}\|$. We start by noting the following observation on “extending” a given counterexample to higher $n$ or $d$. For $\|W_{SS}\| \leq \|W_{RS}\|$, once a counterexample $(A_1, \ldots, A_n)$ is found for a tuple $(n, K, d, \eta)$, then $(\tilde{A}_1, \ldots, \tilde{A}_n, I, \ldots, I)$ is also a counterexample for $(n', K, d, \eta)$ where $n' > n$. Also, for the special case of $\eta = 1$, a counterexample $(A_1, \ldots, A_n)$ found for $(n, K, d, 1)$ can be used to extend it to higher dimension $d' > d$ by letting $\tilde{A}_i = A_i \oplus 0$, i.e., a direct sum of $A_i$ and a $(d' - d)$-by-$(d' - d)$ zero matrix. Therefore, as long as we have $\eta = 1$, it suffices to present a counterexample for $n = 3$, $K \geq 2$, and $d = 2$.

We will now show that the following three positive semidefinite matrices give a counterexample to $\|W_{SS}\| \leq \|W_{RS}\|$: 

$$A_1 = \begin{bmatrix} 1/4 & \sqrt{3}/4 \\ \sqrt{3}/4 & 3/4 \end{bmatrix}, \quad A_2 = \begin{bmatrix} 1/4 & -\sqrt{3}/4 \\ -\sqrt{3}/4 & 3/4 \end{bmatrix}, \quad A_3 = \begin{bmatrix} 1 & 0 \\ 0 & 0 \end{bmatrix}. \tag{16}$$

It is easy to check that $A_1$, $A_2$, and $A_3$ are all rank-1, and the powers of their without-replacement products read

$$(A_1 A_2 A_3)^K = \left(\frac{1}{8}\right)^K \begin{bmatrix} 1 & 0 \\ \sqrt{3}/3 & 0 \end{bmatrix}, \quad (A_1 A_3 A_2)^K = \left(\frac{1}{8}\right)^K \begin{bmatrix} -1/2 & \sqrt{3}/2 \\ -\sqrt{3}/2 & 3/2 \end{bmatrix},$$

$$(A_2 A_1 A_3)^K = \left(\frac{1}{8}\right)^K \begin{bmatrix} 1 & 0 \\ -\sqrt{3}/3 & 0 \end{bmatrix}, \quad (A_2 A_3 A_1)^K = \left(\frac{1}{8}\right)^K \begin{bmatrix} -1/2 & -\sqrt{3}/2 \\ \sqrt{3}/2 & 3/2 \end{bmatrix},$$

$$(A_3 A_1 A_2)^K = \left(\frac{1}{8}\right)^K \begin{bmatrix} 1 & -\sqrt{3} \\ 0 & 0 \end{bmatrix}, \quad (A_3 A_2 A_1)^K = \left(\frac{1}{8}\right)^K \begin{bmatrix} 1 & \sqrt{3} \\ 0 & 0 \end{bmatrix}.$$

Hence, the mean of the powers evaluates to

$$W_{SS}(3, K, A_{1:3}) = \frac{1}{6} \sum_{\sigma \in S_3} \left( \prod_{i=1}^{3} A_{\sigma(i)} \right)^K = \left(\frac{1}{8}\right)^K \begin{bmatrix} 1/2 & 0 \\ 0 & 1/2 \end{bmatrix},$$

thus yielding

$$\|W_{SS}(3, K, A_{1:3})\| = \frac{1}{2} \cdot 8^K > \|W_{RS}(3, K, A_{1:3})\| = \|W_{SS}(3, 1, A_{1:3})\|^K = \frac{1}{16^K}.$$

Step-size constant $\eta_{n,K}$ should decay with $K$. We now further investigate this counterexample (16) to (although rather computationally) demonstrate that for $d = 2$, the step-size constant $\eta_{n,K}$ must decrease with $K$ for Conjecture 1 to hold. This starts from a natural question: given the counterexample (16) for $\eta = 1$, what if we define positive definite matrices $\tilde{A}_i = (1 - \eta) I + \eta A_i$, for $\eta < 1$?

For the new matrices $\tilde{A}_i$, $W_{RS}(3, K, \tilde{A}_{1:3})$ can be exactly evaluated through some calculations:

$$W_{RS}(3, K, \tilde{A}_{1:3}) = \left(\frac{1}{6} \sum_{\sigma \in S_3} \prod_{i=1}^{3} \tilde{A}_{\sigma(i)} \right)^K = \left(1 - \frac{3\eta}{2} + \frac{3\eta^2}{8} + \frac{\eta^3}{16}\right)^K I.$$
The polynomial $1 - \frac{3n}{2} + 3\eta^2 + \eta^3$ has a root at $\eta = -4 + 2\sqrt{6}$. The other roots are outside $[0,1]$. The root $\eta = -4 + 2\sqrt{6}$ is the point where $\sum_{i=1}^{3} \tilde{A}_i(i)$ turns from positive semidefinite to negative semidefinite, as $\eta$ increases from 0 to 1.

In case of $W_{SS}(3,K,\tilde{A}_{1:3})$, calculations are much more complicated and it is difficult to obtain a closed-form equation for general $K$’s. Instead, to see how the ratio between $\|W_{SS}\|$ and $\|W_{RS}\|$ changes with different $\eta$ and $K$, we plot the ratio $\|W_{SS}(3,K,\tilde{A}_{1:3})\|/\|W_{RS}(3,K,\tilde{A}_{1:3})\|$ over $\eta \in [0,1]$ for different $K$’s in Figure 2. Notice that we also plot a baseline at ratio = 1, so that if the ratio is above this line, the inequality $\|W_{SS}\| \leq \|W_{RS}\|$ is violated. We observe that the ratio peaks to infinity at $\eta = -4 + 2\sqrt{6} \approx 0.899$ for all $K$’s, because $W_{RS} = 0$ at $\eta = -4 + 2\sqrt{6}$. We also observe that as $K$ increases, the smallest value of $\eta_{n,K}$ where the graph of the ratio $\|W_{SS}\| / \|W_{RS}\|$ crosses the baseline decreases. This suggests that $\eta_{n,K}$ must decrease with $K$ for Conjecture 1 to hold.

For these particular matrices $\tilde{A}_i$, our calculations confirmed that choosing $\eta = \frac{1}{K^{1/3}}$ suffices to make the ratio $\|W_{SS}(3,K,\tilde{A}_{1:3})\|/\|W_{RS}(3,K,\tilde{A}_{1:3})\| \leq 0.999999$, for $K$ up to 200. This is consistent with our belief that Conjecture 1 is likely true for some choice of $\eta_{n,K}$ that decrease with $K$.

**Generating counterexamples via random samples.** The counterexample found in (16) is in fact a refined version of counterexamples randomly generated from the following simple procedure. For fixed $n \geq 2$, $K \geq 2$, $d \geq 2$, and $\eta \in (0,1)$, we used MATLAB to run the following random procedure.

Repeat the following steps $10^5$ times:

1. Generate random matrices $U_1, \ldots, U_n \in \mathbb{R}^{d \times d}$ whose entries are sampled i.i.d. from standard Gaussian distribution: $[U_i]_{j,k} \sim \mathcal{N}(0,1)$ for all $i \in [n]$ and $j, k \in [d]$.

2. Create unit-norm symmetric positive semidefinite matrices $M_1, \ldots, M_n$ by $M_i = \frac{U_i U_i^T}{\|U_i U_i^T\|}$.

3. Let $A_i = (1 - \eta)I + \eta M_i$ for all $i \in [n]$.

4. Test if $\|W_{SS}(n,K,A_{1:n})\| \leq \|W_{RS}(n,K,A_{1:n})\| \leq \|W_{GD}(n,K,A_{1:n})\|$ holds.

Of course, such a random procedure does not prove the correctness of an inequality, but it can quickly disprove the inequality if a counterexample can be found. After running the procedure for all possible combinations of $n \in \{2, 3, 4, 5, 6\}$, $K \in \{2, 3, 5, 10, 15, 20, 25, 30\}$, $d \in \{2, 5\}$, $\eta \in \{0.25, 0.5, 0.75, 1\}$, we report the cases where the procedure succeeded in finding a counterexample to $\|W_{SS}\| \leq \|W_{RS}\|$. None of the runs generated a counterexample to $\|W_{RS}\| \leq \|W_{GD}\|$.
We state these alternative versions of our conjecture which we rewrite below:

In this section, we will introduce other versions of the conjecture proposed in the same paper and its commentary. These variants immediately motivate their corresponding versions of our Conjecture 1.

In the main paper, we focused on the “norm-of-expectation-of-epoch” version of the Recht-Ré conjecture (1), which we rewrite below:

\[
\left\| \frac{1}{n!} \sum_{\sigma \in S_n} \prod_{i=1}^{n} A_{\sigma(i)} \right\|_1 \leq \left\| \frac{1}{n!} \sum_{i=1}^{n} A_i \right\|_1^n.
\]

In this section, we will introduce other versions of the conjecture proposed in the same paper and its commentary. These variants immediately motivate their corresponding versions of our Conjecture 1. We state these alternative versions of our conjecture and prove a simple special case.

To this end, we introduce the notation of without-replacement expectation \( E_{\text{wo}}[\cdot] \) and with-replacement expectation \( E_{\text{wr}}[\cdot] \) from Recht and Ré [26]. Suppose we are given a domain \( D \), a codomain \( D' \), \( n \) elements of the domain \( x_1, \ldots, x_n \in D \), and a function \( f : D^m \to D' \), where \( m \leq n \). The without-replacement expectation of \( f \) is defined as

\[
E_{\text{wo}}[f(x_{i_1}, \ldots, x_{i_m})] := \frac{(n-m)!}{n!} \sum_{\substack{i_1, \ldots, i_m \in [n] \\
i_1, \ldots, i_m \text{ distinct}}} f(x_{i_1}, \ldots, x_{i_m}),
\]

and with-replacement expectation of \( f \) is defined as

\[
E_{\text{wr}}[f(x_{i_1}, \ldots, x_{i_m})] := \frac{1}{n^m} \sum_{(i_1, \ldots, i_m) \in [n]^m} f(x_{i_1}, \ldots, x_{i_m}).
\]

Using this new notation, we can rewrite (17) as

\[
\left\| E_{\text{wo}} \left[ \prod_{i=1}^{n} A_i \right] \right\|_1 \leq \left\| E_{\text{wr}} \left[ \prod_{i=1}^{n} A_i \right] \right\|_1.
\]
We will now present other versions of the conjecture \cite{13, 26}, including the symmetrized and expectation-of-norm versions. The conjectures say: for any \( n \) positive semidefinite matrices \( A_1, \ldots, A_n \in S^d_+ \) and \( m \leq n \),

\[
\left\| \mathbb{E}_{\sigma_1} \left[ \prod_{i=1}^n A_{\sigma(i)} \right]^K \right\| \leq \left\| \mathbb{E}_{\sigma_1,K} \left[ \prod_{k=1}^n \prod_{i=1}^n A_{\sigma_k(i)} \right] \right\| \tag{23}
\]

\[
\left\| \mathbb{E}_{\sigma_1} \left[ \prod_{i=1}^n A_{\sigma(i)} \right]^K \right\| \leq \left\| \mathbb{E}_{\sigma_1,K} \left[ \prod_{k=1}^n \prod_{i=1}^n A_{\sigma_k(i)} \right] \right\| \tag{24}
\]

\[
\left\| \mathbb{E}_{\sigma_1} \left[ \prod_{i=1}^n A_{\sigma(i)} \right]^K \right\| \leq \left\| \mathbb{E}_{\sigma_1,K} \left[ \prod_{k=1}^n \prod_{i=1}^n A_{\sigma_k(i)} \right] \right\| \tag{25}
\]

\[
\left\| \mathbb{E}_{\sigma_1} \left[ \prod_{i=1}^n A_{\sigma(i)} \right]^K \right\| \leq \left\| \mathbb{E}_{\sigma_1,K} \left[ \prod_{k=1}^n \prod_{i=1}^n A_{\sigma_k(i)} \right] \right\| \tag{26}
\]

The inequality (19) is the one introduced in the main paper, but note that we multiply over \( m \) matrices rather than \( n \) matrices; the version we studied in the main paper is (19) with \( m = n \). The next inequality (20) is the symmetrized version of (19), which is relevant to the convergence analysis of stochastic gradient methods when we want to bound the expectation of the squared \( \ell_2 \) distance to global optima (see e.g., the proof of Theorem 2 in Ahn et al. \cite{1}). The inequalities (21) and (22) are the expectation-of-norm versions proposed by Duchi \cite{13}, as opposed to the norm-of-expectation versions in the original paper \cite{26}. As pointed out in Duchi \cite{13}, these versions arise when we try to bound the expectation of (not squared) \( \ell_2 \) distance to global minima.

Several papers study these variants. It was introduced in the main paper that Lai and Lim \cite{20} prove (19) for the \( n = 3 \) case because we restricted our attention to \( m = n \) for simplicity, but in fact, the authors prove (19) for \( m = 2 \) or 3 and general \( n \geq m \). Israel et al. \cite{19} prove (21) for \( m = 3 \) and general \( n \geq m \). Albar et al. \cite{2, 3} study a weaker version of (19) and (20), where the RHSs are scaled up by a multiplicative factor. As also mentioned in the main text, De Sa \cite{11} disproves the \( m = n \) version of (19) by constructing counterexamples. The paper also provides counterexamples to the \( m = n \) versions of (20) and (21), suggesting that the conjectures are not likely true for general positive semidefinite matrices.

In light of the four different versions of the Recht-Ré conjecture, one can also naturally define the corresponding versions of Conjecture 1. Focusing on the \( \|W_{SS}\| \leq \|W_{RS}\| \) inequality, we can define three additional variants of the conjecture.

**Conjecture 10.** For any \( n \geq 2 \), \( K \geq 1 \), and \( d \geq 1 \), there exists a step-size constant \( \eta_{n,K} \in (0, 1] \) such that the following statement holds: Suppose \( A_1, \ldots, A_n \in S^d_+ \) satisfy \((1 - \eta_{n,K})I \preceq A_i \preceq I\) for all \( i \in [n] \). Then, the following inequalities hold:

\[
\left\| \mathbb{E}_{\sigma} \left[ \prod_{i=1}^n A_{\sigma(i)} \right]^K \right\| \leq \left\| \mathbb{E}_{\sigma_1,K} \left[ \prod_{k=1}^n \prod_{i=1}^n A_{\sigma_k(i)} \right] \right\| \tag{27}
\]

\[
\left\| \mathbb{E}_{\sigma} \left[ \prod_{i=1}^n A_{\sigma(i)} \right]^K \right\| \leq \left\| \mathbb{E}_{\sigma_1,K} \left[ \prod_{k=1}^n \prod_{i=1}^n A_{\sigma_k(i)} \right] \right\| \tag{28}
\]

\[
\left\| \mathbb{E}_{\sigma} \left[ \prod_{i=1}^n A_{\sigma(i)} \right]^K \right\| \leq \left\| \mathbb{E}_{\sigma_1,K} \left[ \prod_{k=1}^n \prod_{i=1}^n A_{\sigma_k(i)} \right] \right\| \tag{29}
\]

Here, \( \mathbb{E}_{\sigma_1,K} \) denotes the expectation over i.i.d. random permutations \( \sigma_1, \ldots, \sigma_K \sim \text{Unif}(S_n) \). One can check that (23) is the \( \|W_{SS}\| \leq \|W_{RS}\| \) inequality in Conjecture 1. The new conjecture in (24) is the symmetrized version, and the remaining two (25) and (26) are the expectation-of-norm versions of (23) and (24).

We can prove a simple special case of (25) and (26), for general PSD matrices:

**Proposition 11.** For \( n = 2 \), \( K = 2 \), and \( \eta_{2,2} = 1 \), the conjectures (25) and (26) are true.
Proof. For \( n = 2 \) and \( K = 2 \), (25) and (26) boil down to the following: for \( A, B \in S_d^+ \),
\[
\frac{1}{2} (\|ABAB\| + \|BABA\|) \\
\leq \frac{1}{4} (\|ABAB\| + \|BAAB\| + \|BAAB\| + \|BABA\|), \text{ and} \\
\frac{1}{2} (\|BABAABAB\| + \|BAABABBA\|) \\
\leq \frac{1}{4} (\|BABAABAB\| + \|BAABABBA\| + \|BAABABBA\| + \|ABABBABA\|).
\]
Recalling \( \|C\| = \|C^T\| \) and \( \|C\|^2 = \|CC^T\| = \|C^TC\| \) for any matrix \( C \), it suffices to prove
\[
\|ABAB\| = \|BABA\| \leq \|ABBA\| = \|BAAB\|.
\]
The inequality above is proven from the following well-known inequality [5, 16]: for any \( X \in \mathbb{R}^{d \times d} \), \( Y \in \mathbb{R}^{k \times k} \), and \( Z \in \mathbb{R}^{d \times k} \),
\[
2 \|X^TZY\| \leq \|XZ + ZY^T\|.
\] (27)
Using (27), the proof of \( \|ABAB\| \leq \|ABBA\| \) can be obtained as follows:
\[
\|ABAB\|^2 = \|ABABBABA\| \\
\leq \frac{1}{2} (\|BAABABBA + ABBAABAB\|) \\
\leq \|ABBAABBA\| \\
\leq \frac{1}{2} (\|BAABABBA + BAABABBA\|) \\
\leq \|BAABABBA\| = \|ABBA\|^2.
\]
Here, (a) applies (27) with \((X, Y, Z) = (BA, BA, ABBA)\), followed by a triangle inequality and \( \|C\| = \|C^T\| \) in (b). The next step (c) uses (27) with \((X, Y, Z) = (ABBA, BAAB, I)\), and then a triangle inequality and \( \|CC^TCC^T\| = \|C^TCC^T\| \) in (d).

\( \square \)

C Proofs of technical lemmas

C.1 Proof of Lemma 6

For any fixed set of \( n \) symmetric matrices \( M_1, \ldots, M_n \in \mathbb{R}^{d \times d} \) and permutation \( \sigma \in S_n \), we define the following matrix polynomials, for \( m = 0, \ldots, n \):

\[
e_m(\sigma) := \sum_{1 \leq i_1 < i_2 < \cdots < i_m \leq n} M_{\sigma(i_1)}M_{\sigma(i_2)} \cdots M_{\sigma(i_m)}.
\] (28)

Note that this is a noncommutative version of the elementary symmetric polynomials. Notice also that \( e_0(\sigma) = I \) and \( e_1(\sigma) = \sum_{i=1}^n M_i \) are independent of the permutation \( \sigma \), so we will write \( e_1 := \sum_{i=1}^n M_i \) for simplicity. Using these polynomials, one can write the product of \( A_\sigma := I - \eta M_\sigma \) according to the order \( \sigma \) as

\[
\prod_{i=1}^n A_{\sigma(i)} = \prod_{i=1}^n (I - \eta M_{\sigma(i)}) = \sum_{m=0}^n (-\eta)^m e_m(\sigma) = I - \eta e_1 + \sum_{m=2}^n (-\eta)^m e_m(\sigma).
\] (29)
Now, denoting the mean of \( e_m(\sigma) \) over all \( \sigma \in S_n \) as \( \overline{e_m} := \frac{1}{n!} \sum_{\sigma \in S_n} e_m(\sigma) \), the mean of the product can be similarly written as

\[
\frac{1}{n!} \sum_{\sigma \in S_n} \prod_{i=1}^n A_{\sigma(i)} = I - \eta e_1 + \sum_{m=2}^{n} (-\eta)^m \overline{e_m}.
\] (30)

We will use (29) and (30) to calculate \( \mathbf{W}_{RS} \) and \( \mathbf{W}_{SS} \), and then compute their difference.

First, recall that the \( K \)-th power of (30) is \( \mathbf{W}_{RS} \). From (30), \( \mathbf{W}_{RS} \) can be written as

\[
\mathbf{W}_{RS} = I - \eta K e_1 + \eta^2 \left( \binom{K}{1} e_2(\sigma) + \binom{K}{2} e_1^2 \right)
- \eta^3 \left( \binom{K}{1} e_3(\sigma) + \binom{K}{2} (e_1 e_2(\sigma) + e_2(\sigma) e_1) + \binom{K}{3} e_1^3 \right)
+ \eta^4 \left( \binom{K}{1} e_4(\sigma) + \binom{K}{2} (e_2(\sigma)^2 + \binom{K}{3} (e_1 e_3(\sigma) + e_3(\sigma) e_1)
+ \binom{K}{4} e_1^4 \right)
+ \sum_{m=5}^{nK} (-\eta)^m p_m,
\] (31)

where \( 1_E \) is the 0-1 indicator function of an event \( E \), and each \( p_m \) is some appropriately defined noncommutative polynomial of \( M_1, \ldots, M_n \) whose monomials are of degree \( m \).

Similarly, for a fixed \( \sigma \in S_n \), the \( K \)-th power of (29) reads

\[
\left( \prod_{i=1}^n A_{\sigma(i)} \right)^K = I - \eta K e_1 + \eta^2 \left( \binom{K}{1} e_2(\sigma) + \binom{K}{2} e_1^2 \right)
- \eta^3 \left( \binom{K}{1} e_3(\sigma) + \binom{K}{2} (e_1 e_2(\sigma) + e_2(\sigma) e_1) + \binom{K}{3} e_1^3 \right)
+ \eta^4 \left( \binom{K}{1} e_4(\sigma) + \binom{K}{2} (e_2(\sigma)^2 + \binom{K}{3} (e_1 e_3(\sigma) + e_3(\sigma) e_1)
+ \binom{K}{4} e_1^4 \right)
+ \sum_{m=5}^{nK} (-\eta)^m q_m(\sigma),
\]

where each \( q_m(\sigma) \) is some polynomial of \( M_{\sigma(1)}, \ldots, M_{\sigma(n)} \) with monomials of degree \( m \). Taking the mean over all \( \sigma \in S_n \), we get

\[
\mathbf{W}_{SS} = I - \eta K e_1 + \eta^2 \left( \binom{K}{1} e_2(\sigma) + \binom{K}{2} e_1^2 \right)
- \eta^3 \left( \binom{K}{1} e_3(\sigma) + \binom{K}{2} (e_1 e_2(\sigma) + e_2(\sigma) e_1) + \binom{K}{3} e_1^3 \right)
+ \eta^4 \left( \binom{K}{1} e_4(\sigma) + \binom{K}{2} \left( \frac{1}{n!} \sum_{\sigma \in S_n} e_2(\sigma)^2 + \binom{K}{3} (e_1 e_3(\sigma) + e_3(\sigma) e_1)
+ \binom{K}{4} e_1^4 \right)
+ \sum_{m=5}^{nK} (-\eta)^m \frac{1}{n!} \sum_{\sigma \in S_n} q_m(\sigma).
\] (32)
Comparing (31) and (32), we can see that \( W_{RS} \) and \( W_{SS} \) have identical terms up to degree 3. The difference of the two matrices can be written as

\[
W_{RS} - W_{SS} = \frac{\eta^4 K (K-1)}{2} \left( \frac{\sum_{\sigma \in S_n} e_2(\sigma)}{n!} \right)^2 - \frac{\sum_{\sigma \in S_n} e_2(\sigma)^2}{n!} + O(\eta^5).
\]

If we take a close look at the fourth-order term in (33), we can notice that

\[
\left( \frac{\sum_{\sigma \in S_n} e_2(\sigma)}{n!} \right)^2 - \frac{\sum_{\sigma \in S_n} e_2(\sigma)^2}{n!} = -\frac{1}{(n!)^2} \left( n! \sum_{\sigma \in S_n} e_2(\sigma)^2 - \left( \sum_{\sigma \in S_n} e_2(\sigma) \right)^2 \right) = -\frac{1}{2(n!)^2} \sum_{\sigma, \tilde{\sigma} \in S_n} (e_2(\sigma) - e_2(\tilde{\sigma}))^2.
\]

Next, we show that for any \( \sigma, \tilde{\sigma} \in S_n, e_2(\sigma) - e_2(\tilde{\sigma}) \) is a skew-symmetric matrix, which implies that each \( (e_2(\sigma) - e_2(\tilde{\sigma}))^2 \) is a negative semidefinite matrix. To illustrate why, we first give some examples. Consider \( n = 3 \) and \( (\sigma(1), \sigma(2), \sigma(3)) = (1, 2, 3) \). If \( (\tilde{\sigma}(1), \tilde{\sigma}(2), \tilde{\sigma}(3)) = (2, 1, 3) \), then \( e_2(\sigma) - e_2(\tilde{\sigma}) = M_1M_2 - M_2M_1 \), which is a skew-symmetric matrix. Similarly, if \( (\tilde{\sigma}(1), \tilde{\sigma}(2), \tilde{\sigma}(3)) = (3, 2, 1) \), then \( e_2(\sigma) - e_2(\tilde{\sigma}) = M_1M_2 - M_2M_1 + M_1M_3 - M_3M_1 + M_2M_3 - M_3M_2 \) is also skew-symmetric. More formally, for any \( \sigma, \tilde{\sigma} \in S_n \), we have

\[
e_2(\sigma) - e_2(\tilde{\sigma}) = \sum_{i,j \in [n], i \neq j} M_iM_j - M_jM_i,
\]

which is hence skew-symmetric.

Because each \( (e_2(\sigma) - e_2(\tilde{\sigma}))^2 \) is negative semidefinite, for any subset \( T \subset S_n \), we have

\[
-\sum_{(\sigma, \tilde{\sigma}) \in S_n \times S_n} (e_2(\sigma) - e_2(\tilde{\sigma}))^2 \geq -\sum_{(\sigma, \tilde{\sigma}) \in T} (e_2(\sigma) - e_2(\tilde{\sigma}))^2.
\]

We will choose \( T \) to be the set of pairs \( (\sigma, \tilde{\sigma}) \) such that \( \tilde{\sigma} \) is obtained from \( \sigma \) by “flipping an adjacent pair of inputs”:

\[
T := \{ (\sigma, \tilde{\sigma}) \in S_n \times S_n : \exists j \in [n-1] \text{ such that } \sigma(j) = \tilde{\sigma}(j+1), \sigma(j+1) = \tilde{\sigma}(j), \text{ and } \forall i \in [n] \setminus \{j, j+1\}, \sigma(i) = \tilde{\sigma}(i) \}.
\]

Elementary calculations reveal that for each \( i, j \in [n] \) satisfying \( i \neq j \), there are \((n-1)!\) pairs of \((\sigma, \tilde{\sigma}) \in T\) such that \( e_2(\sigma) - e_2(\tilde{\sigma}) = M_iM_j - M_jM_i \). As a result,

\[
-\sum_{\sigma, \tilde{\sigma} \in S_n} (e_2(\sigma) - e_2(\tilde{\sigma}))^2 \geq -(n-1)! \sum_{i,j \in [n], i \neq j} (M_iM_j - M_jM_i)^2.
\]

Combining (33), (34), and (35) finishes the proof.

**C.2 Proof of Lemma 7**

Since the positive definite matrices \( A \) and \( B \) satisfy \( (1 - \frac{1}{2\eta})I \preceq A \preceq I \) and \( (1 - \frac{1}{2\eta})I \preceq B \preceq I \), we can write them as

\[
A = (1 - \eta)I + \eta \tilde{A} \quad \text{and} \quad B = (1 - \eta)I + \eta \tilde{B},
\]

where \( \eta := \frac{1}{2\eta}, \ 0 \preceq \tilde{A} \preceq I \) and \( 0 \preceq \tilde{B} \preceq I \). Using this representation, we can express \((AB)^K\) as

\[
(AB)^K = (((1 - \eta)I + \eta \tilde{A})((1 - \eta)I + \eta \tilde{B}))^K.
\]
where \( p_k \)’s are some appropriately defined noncommutative polynomials of \( \tilde{A} \) and \( \tilde{B} \), whose monomials are of degree exactly \( k \). Now compare this with the following expression of \( 1 \):

\[
1^K = ((1 - \eta)^2 + 2\eta(1 - \eta) + \eta^2) = (1 - \eta)^{2K} + 2K\eta(1 - \eta)^{2K-1} + \sum_{k=2}^{2K} \eta^k(1 - \eta)^{2K-k} q_k,
\]

where \( q_k \)’s are some nonnegative integers. Notice that the number of monomials in \( p_k(\tilde{A}, \tilde{B}) \) is exactly \( q_k \), and each of them have spectral norm bounded above by 1 (this is because \( \| \tilde{A} \| \leq 1 \) and \( \| \tilde{B} \| \leq 1 \)). Therefore,

\[
\left\| \sum_{k=2}^{2K} \eta^k(1 - \eta)^{2K-k} p_k(\tilde{A}, \tilde{B}) \right\| \leq \sum_{k=2}^{2K} \eta^k(1 - \eta)^{2K-k} \left\| p_k(\tilde{A}, \tilde{B}) \right\|
\]

\[
\leq \sum_{k=2}^{2K} \eta^k(1 - \eta)^{2K-k} q_k = 1 - (1 - \eta)^{2K} - 2K\eta(1 - \eta)^{2K-1}.
\]

From this observation, the matrix inequality that we want to show

\[
0 \leq (AB)^K + (BA)^K
\]

\[
= 2(1 - \eta)^{2K} I + 2K\eta(1 - \eta)^{2K-1} (\tilde{A} + \tilde{B}) + \sum_{k=2}^{2K} \eta^k(1 - \eta)^{2K-k} \left( p_k(\tilde{A}, \tilde{B}) + p_k(\tilde{B}, \tilde{A}) \right)
\]

is true if

\[
2(1 - (1 - \eta)^{2K} - 2K\eta(1 - \eta)^{2K-1}) \leq 2(1 - \eta)^{2K},
\]

i.e., if the norm the sum of high-degree terms is not greater than that of \( 2(1 - \eta)^{2K} I \). The inequality (36) is true for \( \eta = \frac{1}{2\kappa} \) because the sequences \( s_1(K) = (1 - \frac{1}{2\kappa})^{2K} \) and \( s_2(K) = (1 - \frac{1}{2\kappa})^{2K-1} \) are both monotone increasing in \( K \), and \( 2s_1(1) + s_2(1) = 1 \).

### C.3 Proof of Lemma 8

In this section, we use \( i \) to denote the imaginary number \( i: i^2 = -1 \). We use the following equivalent definition of numerical radius:

\[
w(M) = \sup_{\theta \in \mathbb{R}} \left\| \cos \left( \frac{M + M^H}{2} \right) + i \sin \left( \frac{M - M^H}{2} \right) \right\|.
\]

To see why this equivalent definition (37) holds, note that

\[
w(M) := \sup \{ |v^H M v| : v \in \mathbb{C}^d, \|v\| \leq 1 \}
\]

\[
= \sup \{ \text{Re}(e^{i\theta} v^H M v) : \theta \in \mathbb{R}, v \in \mathbb{C}^d, \|v\| \leq 1 \}
\]

\[
= \sup \left\{ \frac{e^{i\theta} M v + e^{-i\theta} M^H v}{2} : \theta \in \mathbb{R}, v \in \mathbb{C}^d, \|v\| \leq 1 \right\}
\]

\[
= \sup_{\theta \in \mathbb{R}} \left( \frac{e^{i\theta} M + e^{-i\theta} M^H}{2} \right) = \sup_{\theta \in \mathbb{R}} \left\| \frac{e^{i\theta} M + e^{-i\theta} M^H}{2} \right\|
\]

\[
= \sup_{\theta \in \mathbb{R}} \left\| \cos \left( \frac{M + M^H}{2} \right) + i \sin \left( \frac{M - M^H}{2} \right) \right\|,
\]
where the second-to-last equality used the fact that for Hermitian matrices, the numerical radius is equal to the spectral norm (see e.g., Dragomir [12]). The proof will proceed as follows. We will name the entries of \( Q \) and \( \Lambda \), and calculate the entries of \( Q\Lambda Q^{-1} \). Substituting them into (37), we will show that the supremum is attained at \( \theta = 0 \) via direct calculations of the spectral norm.

First, we name the entries of \( Q \) and \( \Lambda \) as

\[
Q = \begin{bmatrix} p & q \\ r & s \end{bmatrix}, \quad \Lambda = \begin{bmatrix} a & 0 \\ 0 & \beta \end{bmatrix}.
\]

By the assumptions, the entries are real and have to satisfy \( ps - qr \neq 0 \) and \( a, \beta \geq 0 \). Using these entries, we can then calculate \( \frac{1}{2}(Q\Lambda Q^{-1} + Q^{-T}\Lambda Q^T) \) and \( \frac{1}{2}(Q\Lambda Q^{-1} - Q^{-T}\Lambda Q^T) \) directly:

\[
\frac{1}{2}(Q\Lambda Q^{-1} + Q^{-T}\Lambda Q^T) = \frac{1}{2(ps - qr)} \begin{bmatrix} p & q \\ r & s \end{bmatrix} \begin{bmatrix} a & 0 \\ 0 & \beta \end{bmatrix} \begin{bmatrix} s & -q \\ -r & p \end{bmatrix} + \frac{1}{2(ps - qr)} \begin{bmatrix} s & -r \\ -q & p \end{bmatrix} \begin{bmatrix} a & 0 \\ 0 & \beta \end{bmatrix} \begin{bmatrix} p & r \\ q & s \end{bmatrix}
\]

\[
= \frac{1}{2(ps - qr)} \begin{bmatrix} 2aps - 2bqr & (\beta - \alpha)(pq - rs) \\ (\beta - \alpha)(pq - rs) & 2b\alpha ps - 2\alpha qr \end{bmatrix},
\]

\[
\frac{1}{2}(Q\Lambda Q^{-1} - Q^{-T}\Lambda Q^T) = \frac{1}{2(ps - qr)} \begin{bmatrix} 0 & (\beta - \alpha)(pq + rs) \\ -\beta - \alpha)(pq + rs) & 0 \end{bmatrix}.
\]

For 2-by-2 matrices, the norm on the RHS of (37) can be directly calculated as a function of \( \theta \). We prove and use the following lemma:

**Lemma 12.** For real scalars \( a, b, c, d \in \mathbb{R} \), we have

\[
2 \left\| \cos \theta \begin{bmatrix} a \\ b \end{bmatrix} + i \sin \theta \begin{bmatrix} 0 \\ -d \end{bmatrix} \right\|^2 = (a^2 + 2b^2 + c^2) \cos^2 \theta + 2d^2 \sin^2 \theta + \sqrt{(a^2 - c^2)^2 \cos^4 \theta + 4(a + c)^2 \cos^2 \theta (b^2 \cos^2 \theta + d^2 \sin^2 \theta)}.
\]

**Proof.** The spectral norm squared in the LHS is equal to the maximum eigenvalue of

\[
\begin{aligned}
&\begin{bmatrix} a \cos \theta & b \cos \theta + id \sin \theta \\ b \cos \theta - id \sin \theta & c \cos \theta \end{bmatrix}^2 \\
= &\begin{bmatrix}
(a^2 + b^2) \cos^2 \theta + a^2 \sin^2 \theta & (ab + bc) \cos \theta \cos \theta + i(ad + cd) \cos \theta \sin \theta \\
(ab + bc) \cos \theta \cos \theta - 1(ad + cd) \cos \theta \sin \theta & (b^2 + c^2) \cos^2 \theta + d^2 \sin^2 \theta \\
\end{bmatrix}.
\end{aligned}
\]

Elementary calculations show that, the eigenvalues of the matrix above are

\[
\frac{1}{2}((a^2 + 2b^2 + c^2) \cos^2 \theta + 2d^2 \sin^2 \theta \\
\pm \sqrt{(a^2 - c^2)^2 \cos^4 \theta + 4(a + c)^2 \cos^2 \theta (b^2 \cos^2 \theta + d^2 \sin^2 \theta)}).
\]

The maximum eigenvalue is the one with a + sign in front of the square root term. \(\square\)

From (40), one can notice that the norm is an even and periodic function (with period \( \pi \)) of \( \theta \), so it suffices to take the supremum over \( \theta \in [0, \pi/2] \). We can then use the change of variables \( \cos^2 \theta = x \) and \( \sin^2 \theta = 1 - x \) to write the RHS of (40) as

\[
2d^2 + a^2 + 2b^2 + c^2 - 2d^2)x + \sqrt{((a^2 - c^2)^2 + 4(a + c)^2(b^2 - d^2))x^2 + 4(a + c)^2d^2x}.
\]

With this new variable, it suffices to show that

\[
a^2 + 2b^2 + c^2 - 2d^2 \geq 0 \text{ and } (a^2 - c^2)^2 + 4(a + c)^2(b^2 - d^2) \geq 0,
\]

(42)
because this implies that \((41)\) is an increasing function of \(x\) and the supremum over \(x \in [0, 1]\) is attained at \(x = 1\), as desired.

Taking a closer look at \((42)\), one can realize that

\[
a^2 + 2b^2 + c^2 - 2d^2 = \frac{(a^2 - c^2)^2 + 4(a + c)^2(b^2 - d^2)}{(a + c)^2} + 2(ac - b^2 + d^2)
\]

\[
= (a - c)^2 + 4(b^2 - d^2) + 2(ac - b^2 + d^2).
\]

This means showing

\[
ac - b^2 + d^2 \geq 0 \text{ and } (a - c)^2 + 4(b^2 - d^2) \geq 0 \tag{43}
\]

implies the two inequalities in \((42)\). Substituting the entries in \((38)\) and \((39)\) to \(a, b, c,\) and \(d\) in \((43)\) and rearranging terms, we get

\[
a^2 - b^2 + c^2 - 2d^2 = \frac{4ab(ps - qr)^2}{4(ps - qr)^2} = \frac{\alpha \beta}{0},
\]

\[
(a - c)^2 + 4(b^2 - d^2) = \frac{4(\alpha - \beta)^2(ps - qr)^2}{4(ps - qr)^2} = (\alpha - \beta)^2 \geq 0.
\]

Consequently, for \(w(Q\Lambda Q^{-1})\), the supremum

\[
\sup_{\theta \in R} \left\| \cos \theta \left( \frac{Q\Lambda Q^{-1} + Q^{-T}Q^T}{2} \right) + i \sin \theta \left( \frac{Q\Lambda Q^{-1} - Q^{-T}Q^T}{2} \right) \right\|
\]

is attained at \(\theta = 0\), proving that

\[
w(Q\Lambda Q^{-1}) = \left\| \frac{Q\Lambda Q^{-1} + Q^{-T}Q^T}{2} \right\|.
\]

### C.4 Proof of Lemma 9

Define the data matrix \(X := [x_1 \cdots x_n]\). Then, \(W_{GD}\) can be written as

\[
W_{GD} = (I - \frac{\eta}{n}XX^T)^n = \sum_{m=0}^{n} \binom{n}{m} \left( -\frac{\eta}{n} \right)^m (XX^T)^m. \tag{44}
\]

Next, we will write \(W_{RS}\) in a similar way as the proof of Lemma 6 (see Appendix C.1). For the given unit vectors \(x_1, \ldots, x_n \in \mathbb{R}^d\) and any permutation \(\sigma \in S_n\), we define the following matrices for \(m = 0, \ldots, n\), which correspond to the matrix polynomials defined in \((28)\):

\[
e_m(\sigma) := \sum_{1 \leq i_1 < i_2 < \cdots < i_m \leq n} x_{i_1}x_{i_2}^T x_{i_2}x_{i_3}^T \cdots x_{i_m}x_{i_m}^T.
\]

Notice that \(e_0(\sigma) = I\) and \(e_1(\sigma) = \sum_{i=1}^{n} x_i x_i^T = XX^T\) are independent of the permutation \(\sigma\). The mean of \(e_m(\sigma)\) over all permutations \(\sigma \in S_n\) is

\[
\overline{e}_m := \frac{1}{n!} \sum_{\sigma \in S_n} e_m(\sigma) = \frac{1}{m!} \sum_{i_1, i_2, \ldots, i_m \text{ all distinct}} x_{i_1}x_{i_1}^T x_{i_2}x_{i_2}^T \cdots x_{i_m}x_{i_m}^T.
\]

Using these matrices, we can write \(W_{RS}\) as

\[
W_{RS} = \sum_{m=0}^{n} (-\eta)^m \overline{e}_m = I - \eta XX^T + \sum_{m=2}^{n} (-\eta)^m \overline{e}_m. \tag{45}
\]
From (44) and (45), notice that the degree-0 and degree-1 (in $\eta$) terms in $W_{GD}$ and $W_{RS}$ cancel each other:

$$W_{GD} - W_{RS} = \sum_{m=0}^{n} \binom{n}{m} \left( -\frac{\eta}{n} \right)^m (XX^T)^m - \sum_{m=0}^{n} (-\eta)^m \bar{\sigma}_m$$

$$= \sum_{m=2}^{n} (-\eta)^m \left( \binom{n}{m} \left( \frac{XX^T}{n^m} \right)^m - \bar{\sigma}_m \right). \quad (46)$$

The rest of the proof goes as follows. We will bound the norm of the degree-2 and degree-3 terms in $W_{GD} - W_{RS}$ (46). We will then bound the higher-degree terms separately.

We first consider the degree-2 terms and bound their minimum eigenvalue:

$$\eta^2 \left( \binom{n}{2} \frac{(XX^T)^2}{n^2} - \bar{\sigma}_2 \right) = \eta^2 \left( \frac{n-1}{n} \left( \sum_{i=1}^{n} x_i x_i^T \right)^2 - \sum_{i,j \in [n], i \neq j} x_i x_i^T x_j x_j^T \right)$$

$$= \frac{\eta^2}{2n} \left( n-1 \right) \sum_{i=1}^{n} x_i x_i^T - \sum_{i,j \in [n], i \neq j} x_i x_i^T x_j x_j^T \right). \quad (47)$$

Now, for any unit vector $u \in \mathbb{R}^d$, we have

$$u^T \left( (n-1) \sum_{i=1}^{n} x_i x_i^T - \sum_{i,j \in [n], i \neq j} x_i x_i^T x_j x_j^T \right) u$$

$$= (n-1) \sum_{i=1}^{n} (u^T x_i)^2 - \sum_{i,j \in [n], i \neq j} (x_i^T x_j) (u^T x_i) (u^T x_j)$$

$$\geq (n-1) \sum_{i=1}^{n} (u^T x_i)^2 - \delta \sum_{i,j \in [n], i \neq j} |u^T x_i||x_j^T x_j|$$

$$= (n-1)(1-\delta) \sum_{i=1}^{n} (u^T x_i)^2 + \frac{\delta}{2} \sum_{i,j \in [n], i \neq j} (|u^T x_i| - |x_j^T x_j|)^2$$

$$\geq (n-1)(1-\delta)s_{min}. \quad (48)$$

Combining (47) and (48), we bound the minimum eigenvalue of the degree-2 terms in $W_{GD} - W_{RS}$:

$$\eta^2 \left( \binom{n}{2} \frac{(XX^T)^2}{n^2} - \bar{\sigma}_2 \right) \geq \frac{\eta^2(n-1)(1-\delta)s_{min}}{2n} I. \quad (49)$$

Next, we bound the spectral norm of the degree-3 terms.

$$\eta^3 \left( \binom{n}{3} \frac{(XX^T)^3}{n^3} - \bar{\sigma}_3 \right)$$

$$= \eta^3 \left( \frac{(n-1)(n-2)}{n^2} \binom{n}{3} x_i x_i^T \right) - \sum_{i,j,k \in [n], i,j,k \text{ distinct}} x_i x_i^T x_j x_j^T x_k x_k^T$$

$$= \eta^3 \left( \frac{(n-1)(n-2)}{n^2} - 1 \right) \binom{n}{3} x_i x_i^T + \binom{n}{3} x_i x_i^T - \sum_{i,j,k \in [n], i,j,k \text{ distinct}} x_i x_i^T x_j x_j^T x_k x_k^T \right).$$

Bounding the first part separately, we have

$$\left\| \frac{\eta^3}{6} \left( \frac{(n-1)(n-2)}{n^2} - 1 \right) \binom{n}{3} x_i x_i^T \right\| \leq \frac{\eta^3(3n-2)}{6n^2} s_{max} \leq \frac{\eta^3 s_{max}}{2n}. \quad (50)$$
and the second part can be written as

$$\frac{n^3}{6} \left( \left( \sum_{i=1}^{n} x_i x_i^T \right)^3 - \sum_{i,j,k \in [n]} x_i x_i^T x_j x_j^T x_k x_k^T \right)$$

$$= \frac{n^3}{6} \sum_{i=1}^{n} x_i x_i^T \left( \sum_{j=1}^{n} x_j x_j^T \right) x_i x_i^T + \sum_{i,j \in [n], i \neq j} x_i x_i^T (x_j x_j^T + x_j x_j^T) x_j x_j^T$$

$$= \frac{n^3}{6} \|X\|_F^2,$$

where the matrix $S \in \mathbb{R}^{n \times n}$ in between is defined as

$$[S]_{ij} := \begin{cases} x_i^T \left( \sum_{k=1}^{n} x_k x_k^T \right) x_i = 1 + \sum_{k \in [n] \setminus \{i\}} (x_k x_i)^2 & \text{if } i = j, \\ x_i^T (x_j x_j^T + x_j x_j^T) x_j = 2x_i^T x_j & \text{if } i \neq j. \end{cases}$$

The spectral norm $\|S\|$ of $S$ is bounded above by its Frobenius norm, so

$$\|S\|_F^2 \leq \|S\|_F^2 \leq n(1 + (n-1)\delta^2)^2 + n(n-1)(2\delta)^2 \leq n(n^2\delta^4 + 6n\delta^2 + 1),$$

which leads to

$$\left\| \frac{n^3}{6} X S X^T \right\| \leq \frac{n^3}{6} \|X\|_F \|S\| = \frac{n^3}{6} \|XX^T\| \|S\| \leq \frac{n^3}{6} s_{\text{max}} n^{1/2} (n^2\delta^4 + 6n\delta^2 + 1)^{1/2}.$$

In summary, the norm of the degree-3 terms is bounded by

$$\left\| \frac{n^3}{6} \left( \frac{n}{3} \frac{(XX^T)^3}{n^3} \right) \right\| \leq \frac{n^3}{6} \left( \frac{3s_{\text{max}}}{n} + s_{\text{max}} n^{1/2} (n^2\delta^4 + 6n\delta^2 + 1)^{1/2} \right).$$

Next, we bound the norm of higher-degree terms in $W_{GD}$ and $W_{RS}$ separately. For $W_{GD}$,

$$\left\| \sum_{m=4}^{n} \left( \frac{n}{m} \right) \left( \frac{n}{m} \right)^m \|XX^T\|^m \right\| \leq \sum_{m=4}^{n} \left( \frac{n}{m} \right) \left( \frac{n}{m} \right)^m \|XX^T\|^m \leq \sum_{m=4}^{n} \frac{n^m}{m^m}.$$

For $W_{RS}$, the matrix $\bar{S}_m$ can be written as the following form (this argument applies for any $m \geq 2$):

$$\bar{S}_m = \frac{1}{m!} \sum_{i_1, i_2, \ldots, i_m \text{ all distinct}} x_{i_1} x_{i_1}^T x_{i_2} x_{i_2}^T \cdots x_{i_m} x_{i_m}^T = \frac{1}{m!} X T_m X^T,$$

where $[T_m]_{i,j} = 0$ for all $i \in [n]$, and for any $i \neq j$,

$$[T_m]_{i,j} = \sum_{i_1, \ldots, i_{m-2} \in [n] \setminus \{i\}, i_1, \ldots, i_{m-2} \text{ all distinct}} x_{i_1} x_{i_1}^T x_{i_2} x_{i_2}^T \cdots x_{i_{m-2}} x_{i_{m-2}}^T x_j.$$
Combining (49), (50), (51), and (53), one gets the lower bound (14) on the minimum eigenvalue $\lambda_{\text{min}}(W_{\text{GD}} - W_{\text{RS}})$ of the difference. The other lower bound (15) on $\lambda_{\text{min}}(W_{\text{RS}})$ follows from the definition of $W_{\text{RS}} (45)$ and the upper bounds on $\|v_m\|$ (53).

Finally, to prove the last statement that the RHSs of (14) and (15) are nonnegative, we substitute $\delta = n^{-1/2}$, $s_{\text{min}} = n^{-1/4}$, and $s_{\text{max}} = n^{1/4}$ from the assumptions to the RHSs of (14) and (15). For (14), we get

$$\frac{\eta^2(n - 1)(1 - n^{-1/2})}{2n^{5/4}} - \sum_{m=4}^{n} \eta^m n^{m/4} + n^{1/4} n^{(m-1)/2} - \frac{\eta^3}{6} (3n^{-1/4} + \sqrt{8}n^{3/4})$$

$$\geq \frac{3\eta^2}{16n^{1/4}} - 2n^{-1/4} \sum_{m=4}^{n} \eta^m n^{m/2} - \frac{2\eta^3 n^{3/4}}{3} - \frac{2\eta^4 n^{7/4}}{1 - \eta n^{1/2}}, \quad (54)$$

where we used $\frac{(n-1)(1-n^{-1/2})}{2n} \geq \frac{3}{16}$ for $n \geq 4$, $n^{m/4} \leq n^{1/4} n^{(m-1)/2}$ for $m, n \geq 4$, and $3n^{-1/4} \leq \frac{3n^{3/4}}{4}$ for $n \geq 4$. Elementary calculations prove that the RHS of (54) is nonnegative for $\eta \in [0, \frac{1}{6n^{1/2}}]$.

Similarly, for the RHS of (15), we have

$$1 - n^{-1/4} \sum_{m=1}^{n} \eta^m n^{m/2} \geq 1 - \frac{\eta n^{1/4}}{1 - \eta n^{1/2}}, \quad (55)$$

Again, the RHS of (55) is nonnegative for $\eta \in [0, \frac{1}{6n^{1/2}}]$. 
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