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QUANTIZATION OF THE AFFINE GROUP OF A LOCAL FIELD

VICTOR GAYRAL AND DAVID JONDREVILLE

Abstract. For a non-Archimedean local field which is not of characteristic 2, nor an extension of \( \mathbb{Q}_2 \), we construct a pseudo-differential calculus covariant under a unimodular subgroup of the affine group of the field. Our phase space is a quotient group of the covariance group. Our main result is a generalization on that context of the Calderón-Vaillancourt estimate. Our construction can be thought as the non-Archimedean version of Unterberger’s Fuchs calculus and our methods are mainly based on Wigner functions and on coherent states transform.

Keywords: Equivariant quantization, Local fields, \( p \)-adic pseudo-differential analysis, \( p \)-adic Fuchs calculus, Coherent states, Wigner functions, Calderón-Vaillancourt estimate

Contents

1. Introduction 1
2. Preliminaries 4
   2.1. The phase space and its covariance group 4
   2.2. The representation theory of \( G_n \) and \( X_n \) 8
3. The \( p \)-adic Fuchs calculus 10
   3.1. The quantization map and the Wigner functions 10
   3.2. The composition law of symbols in \( \mathcal{D}(X_n) \) 16
4. A Calderón-Vaillancourt type Theorem 19
   4.1. The symbol space 19
   4.2. The main estimate 25
   4.3. The composition law of symbols in \( \mathcal{B}(X_n) \) 28
Acknowledgement 31
References 31

1. Introduction

The present work fits in a research program \([7, 8, 16, 17]\) where we aim to generalise Rieffel’s theory \([28]\) of deformation of \( C^* \)-algebras for group actions, in the case of more general groups than the Abelian group \( \mathbb{R}^d \). In \([7]\) we have studied the case of Kählerian Lie groups of negative sectional curvature, \([8]\) extends Rieffel’s construction in the super-symmetric case and \([16]\) deals with non-Archimedean local fields instead of the real line. The present paper concerns the non-Abelian and non-Lie situation of the affine group of a non-Archimedean local field. However, we only present here the pseudo-differential calculus part of the construction, the rest will be published elsewhere \([17]\). The point is that the generalisation of the Weyl calculus is an important subject on its own and it has generated an important activity over the last decades. See for instance \([1, 3, 4, 5, 6, 10, 11, 13, 14, 15]\).
(which is by no mean exhaustive). Concretely, we present here what we call the $p$-adic Fuchs calculus and prove a crucial estimate concerning $L^2$-boundedness.

Our pseudo-differential calculus is covariant under a subgroup of the affine group of a non-Archimedean local field $k$ (of characteristic different from 2 and which is not an extension of $\mathbb{Q}_2$). Explicitly, the covariance group is the semidirect product $G_n := \mathbb{U}_n \rtimes k$ where $\mathbb{U}_n$ is the subgroup of the multiplicative group of units (the unit sphere of $k$) given by the principal units of order $n \in \mathbb{N} \setminus \{0\}$ acting on the additive group $k$ by dilations. Our phase space $X_n$ is, as usual, an homogeneous space for $G_n$. In fact, $X_n$ is a quotient group of $G_n$ and has the form $U_n \rtimes \Gamma_n$ where $\Gamma_n$ is discrete and Abelian. Last, our configuration space is the compact group $U_n$ and this choice is dictated by the representation theory of the locally compact group $G_n$.

That the phase space is also endowed with a compatible group structure is essential to generalise Rieffel’s machinery. Indeed, the starting point of Rieffel deformation of $C^*$-algebras for actions of a (locally compact) group $G$ is the data of an associative, noncommutative and $G$-equivariant product on a suitable space of functions on the group $G$. Such a product is precisely what equivariant quantization yields (using the composition law of symbols), provided the phase-space $X$ is endowed with a group structure compatible with the action of $G$.

To define our pseudo-differential calculus, we construct a quantization map (from distributions on the phase-space $X_n$ to operators acting on functions on the configuration space $U_n$) by mimicking, in this $p$-adic setting, Unterberger’s Fuchs calculus [35]. In the latter construction, the covariance group and the phase space both coincide with the connected component of the affine group of the real line. But since a non-Archimedean local field is totally disconnected, there is no obvious $p$-adic version of the Fuchs calculus, at least from a topological perspective. In fact, the way the construction of [35] should be adapted to the $p$-adic world, is dictated by analytical considerations. Indeed, what we really need is an open subgroup $U$ of the multiplicative group $k^\times$ such that the square mapping

$$U \rightarrow U, \quad u \mapsto u^2,$$

and the hyperbolic sine type mapping

$$U \rightarrow V, \quad u \mapsto u - u^{-1},$$

(where $V$ is a suitable open subset of $k$) are homeomorphisms. This is why we need to work with the compact group $U_n$ and this is also why we need to exclude characteristic 2 and extensions of $\mathbb{Q}_2$. The existence of a square root function and of an inverse hyperbolic sine function (on the configuration space) is in fact the main common point with the classical Fuchs calculus.

Before going on, we should first explain from an abstract perspective, the type of pseudo-differential calculus we are interested in. So, let $G$ be a (second countable Hausdorff) locally compact topological group, $H$ be a closed subgroup and let $X = G/H$ be the associated homogeneous space. Fix now $(\pi, \mathcal{H}_\pi)$ a projective unitary irreducible continuous representation of $G$ which we assume to be square integrable (see [2] for the projective case). (Projectivity is important to get a non-trivial construction even when $G$ is Abelian, e.g. [16].) Fix also $\Sigma$ a self-adjoint operator on $\mathcal{H}_\pi$, whose domain $D$ is $G$-invariant, such that the map $G \rightarrow \mathcal{H}_\pi$, $g \mapsto \Sigma \pi(g) \varphi$ ($\varphi \in D$) is locally bounded and such that $[\Sigma, \pi(H)] = 0$. In this case, the operator valued function $g \mapsto \pi(g) \Sigma \pi(g)^*$ is invariant under right translations on $H$ and therefore defines a map on the quotient $X$. We denote this map by $\Omega$. From this, we have a well defined quantization map

$$\Omega : C_c(X) \rightarrow \mathcal{L}(D, \mathcal{H}_\pi), \quad f \mapsto \int_X f(x) \Omega(x) \, dx,$$
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from compactly supported continuous functions on $X$ to $\mathcal{L}(D, \mathcal{H}_\pi)$, the set of densely defined operators with domain $D$. In the above formula, $dx$ is a $G$-invariant measure on $X$ (that we assume to exist) and the integral is understood in the weak sense on $\mathcal{H}_\pi \times D$. By construction, this quantization map is $G$-covariant:

$$\pi(g)\Omega(f)\pi(g)^* = \Omega(f^g) \quad \text{where} \quad f^g(x) = f(g^{-1}.x), \ g \in G, \ x \in X.$$ 

To generalise Rieffel’s construction, we need more properties. First, we need to assume the quantization map to be invertible and that its image forms an algebra. In such a case, we have a well defined composition law of symbols, that is a non-formal $\ast$-product:

$$f_1 \ast f_2 := \Omega^{-1}(\Omega(f_1)\Omega(f_2)).$$

(Omitting all the analytical details, to get an analogue of Rieffel's construction, this non-formal and associative $\ast$-product will eventually be extended from functions on $X$ to elements of a $C^*$-algebra $A$ endowed with a strongly continuous and isometric action $\alpha$ of the group $X$ by the rule: $a_1 \ast^\alpha a_2 := \Omega^{-1}(\Omega(\alpha(a_1))\Omega(\alpha(a_2)))(e)$, $a_1, a_2 \in A$. Here, for $a \in A$, $\alpha(a)$ is the $A$-valued continuous function on the group $X$ given by $[x \mapsto \alpha_x(a)]$ and $e$ is the neutral element of $X$.)

At least for type $I$ groups, the most natural assumption is that $\Omega$ extends as unitary operator from $L^2(X)$ to the Hilbert space of Hilbert-Schmidt operators on $\mathcal{H}_\pi$. When this property holds, we speak about unitary quantization. It is this condition that imposes (at least when $G$ is not unimodular) to work with unbounded $\Sigma$. In fact, we can easily replace the Hilbert space of Hilbert-Schmidt operators by the GNS space of a normal semifinite faithful weight on a von Neumann subalgebra of $B(\mathcal{H}_\pi)$ containing $\Omega(C_c(X))$ without changing many things. However, in all the examples we know yet, it is the Hilbert-Schmidt operators that appear.

Last but not least, we need $X$ to be endowed with a group structure in such a way that the covariance property (2) gives also covariance of the $\ast$-product (the composition law of symbols) for the left action of the group $X$. If this condition is not satisfied, then there is no way to extend Rieffel’s construction. The simplest situation where this property occurs is when $G$ possesses a closed subgroup $G_o$ acting simply transitively on $X$ and this is what happens in $\mathbb{R}^n$. Under the identification $G_o \simeq X$, the topological space $X$ becomes a locally compact group and the $G$-invariant measure $dx$ becomes a left Haar measure on the group $X$. Hence, the map (1) defines a $X$-covariant unitary quantization on the group $X$ and (with $\lambda$ the left regular representation) the covariance property (2) now reads $\pi(x)\Omega(f)\pi(x)^* = \Omega(\lambda_x f)$, $x \in X \simeq G_o \subset G$. At the level of the $\ast$-product, it immediately implies left covariance: $\lambda_x(f_1 \ast f_2) = \lambda_x(f_1) \ast \lambda_x(f_2)$, $x \in X$. More generally, this property holds when the closed subgroup $H$ is normal in $G$ (this is the situation we came across in this paper). Hence, $X = G/H$ is a quotient group. However, it is not true in general that the quotient group $X$ acts on $\mathcal{H}_\pi$ so that the covariance property is a slightly more delicate question. In fact, since $[\Sigma, \pi(H)] = 0$, it is easy so see that the quotient group $X$ acts by conjugation on the von Neumann algebra generated by the operators $\Omega(f)$, $f \in C_c(X)$. Therefore, the covariance property (2) reads in that case $\pi(g)\Omega(f)\pi(g)^* = \Omega(\lambda_x f)$ where $g \in G$ and $x = gH \in X$. But at the level of the $\ast$-product, we still obtain left covariance for the regular action of the group $X$: $\lambda_x(f_1 \ast f_2) = \lambda_x(f_1) \ast \lambda_x(f_2)$.

The paper is organized as follows. In Section 2, we set the ingredients that will be needed in our construction. In Section 3, we define the $p$-adic Fuchs calculus and prove its basic properties. The final Section 4 contains our main result, namely an extension of the Calderón-Vaillancourt Theorem for the $p$-adic Fuchs calculus.
2. Preliminaries

2.1. The phase space and its covariance group. Let \( k \) be a non-Archimedean local field. In characteristic zero, \( k \) is isomorphic to a finite degree extension of a field of \( p \)-adic numbers \( \mathbb{Q}_p \). In positive characteristic, \( k \) is isomorphic to a field of Laurent series \( \mathbb{F}_q((X)) \) with coefficients in a finite field \( \mathbb{F}_q \). We let \( |.|_k \) be the ultrametric absolute value (the restriction to dilations of the module function), \( \mathcal{O}_k \) be the ring of integers of \( k \) (the closed –and open– unit ball), \( \varpi \) be a generator of its unique maximal ideal (called a uniformizer) and \( \mathcal{O}_k^\times \) be the multiplicative group of units (the –open– unit sphere). We also denote by \( U_1 := 1 + \varpi \mathcal{O}_k \) the group of principal units and, more generally, for an integer \( n > 1 \) we denote by \( U_n := 1 + \varpi^n \mathcal{O}_k \) the higher principal units group. We let \( q \) be the cardinality of the residue field \( \mathcal{O}_k/\varpi \mathcal{O}_k \). The uniformizer \( \varpi \) then satisfies \( |\varpi|_k = q^{-1} \). We will also let \( p \) be the characteristic of the residue field. It satisfies \( q = p^f \) for an integer \( f \in \mathbb{N} \setminus \{0\} \).

For technical reasons that we will explain soon, we will be forced to exclude two cases: when the characteristic of \( k \) is 2 and when \( k \) is an extension of \( \mathbb{Q}_2 \). The next Proposition–certainly well known to the experts–will help to understand why we do need such a restriction.

**Proposition 2.1.** The following assertions are equivalent:

1. \( k \) is of characteristic different from 2 and it is not an extension of \( \mathbb{Q}_2 \);
2. \( q \) is not divisible by 2;
3. \( 2 \) belongs to the group of units \( \mathcal{O}_k^\times \);
4. \( -1 \) does not belong to the group of principal units \( U_1 \).

**Proof.** (1) \( \iff \) (2) This is obvious since \( q = p^f \).

(2) \( \Rightarrow \) (3) This is also obvious. Indeed, in characteristic zero, if \( p \neq 2 \), then 2 is a unit of \( \mathbb{Q}_p \), hence a unit of any finite degree extension of \( \mathbb{Q}_p \). Similarly, in characteristic different from two, 2 is a unit of \( \mathbb{F}_q((X)) \).

(3) \( \Rightarrow \) (4) By contraposition, suppose that \( -1 \in U_1 \). Then, there exists \( z \in \mathcal{O}_k \) such that \( -1 = 1 + \varpi z \), so that \( 2 = -\varpi z \in \varpi \mathcal{O}_k \). Hence \( |2|_k = q^{-1} |z|_k < 1 \).

(4) \( \Rightarrow \) (1) By contraposition, suppose that \( k \) is a finite extension of \( \mathbb{Q}_2 \) or that the characteristic of \( k \) is 2. In characteristic zero, we have \( -1 = \sum_{n \in \mathbb{N}} 2^n \in 1 + \varpi \mathcal{O}_k \). In characteristic 2, we have \( -1 = 1 + \varpi \mathcal{O}_k \). \( \square \)

From now on, we assume the local field \( k \) to satisfy one the equivalent conditions of Proposition 2.1.

Note that \( U_n \) is an open and compact multiplicative subgroup of \( k^\times \) and that \( U_n \) acts by dilations on \( k \). We can therefore consider the semidirect product \( G_n := U_n \ltimes k \), that we view as a subgroup of the affine group \( k^\times \ltimes k \), with group law

\[
(x, t). (x', t') := (xx', x'^{-1}t + t') , \quad x, x' \in k^\times, t, t' \in k.
\]

The group \( G_n \) will be the covariance group of our pseudo-differential calculus and the subgroup \( U_n \) will play the role of the configuration space. The role of the phase space will be played by the homogeneous space \( X_n := G_n/H_n \), associated to the closed subgroup \( H_n := \{1\} \times \varpi^{-n} \mathcal{O}_k \). Note that since \( H_n \) is a normal subgroup of \( G_n \), \( X_n \) is naturally endowed with a group structure. In fact, \( X_n \) is isomorphic to \( U_n \ltimes \Gamma_n \), where \( \Gamma_n := k/\varpi^{-n} \mathcal{O}_k \) is discrete and Abelian. As a locally compact group, the phase space \( X_n \) is not compact, nor discrete and non-Abelian. We will denote the elements of \( X_n \) by pairs \((u, [t])\),
where $u \in U_n$ and $[t] := t + \varpi^{-n} \mathcal{O}_k \in \Gamma_n$, so that the group law of $X_n$ is given by

$$(u, [t]).(u', [t']) := (uu', [u'^{-1}t + t']).$$

To simplify notation, we will frequently denote an element of $G_n$ by $g := (u, t)$ and an element of $X_n$ by $[g] := (u, [t])$. Also, $\varepsilon := (1, 0)$ will denote the neutral element of $G_n$ and $[e] := (1, [0])$, the one of $X_n$. Note also that the action of $U_n$ on $\Gamma_n$, $(u, [t]) \mapsto [ut]$, is isometric for the quotient metric:

$$d_{\Gamma_n}([t_1], [t_2]) := d_k(t_1, t_2 + \varpi^{-n} \mathcal{O}_k) = \inf_{x \in \varpi^{-n} \mathcal{O}_k} |t_1 - t_2 + x|_k,$$

($d_{\Gamma_n}$ is nondegenerate because $t_2 + \varpi^{-n} \mathcal{O}_k$ is closed and it satisfies the triangle inequality because $2 \in \mathcal{O}_k^\times$.) That we are in the very specific situation where the phase space $X_n$ is also endowed with a group structure will be very important for future developments of the present work [17] (see the introduction). This explains why we will carry on studying some group-theoretical properties of $X_n$, even if we simply need the group structure of $G_n$ here.

We normalize the Haar measure $dt$ of $(k, +)$ so that $\text{Vol}(\mathcal{O}_k) = 1$. Since $U_n \subset \mathcal{O}_k^\times$, we have $|u|_k = 1$ for all $u \in U_n$, so that the Haar measure of $k^\times$ (given by $|1|_k^dt$) restricted to $U_n$ is just $dt$. With that choice we have $\text{Vol}(U_n) = q^{-n}$. The Haar measure of $G_n$, denoted by $dg$, is chosen to be the restriction to $U_n \times k$ of the Haar measure of $k \times k$. The $G_n$-invariant measure of $X_n$ (which is also the Haar measure of $X_n$), denoted by $d[g]$, is chosen to be the product of the Haar measure of $U_n$ by the counting measure on $\Gamma_n$. In particular, both groups $G_n$ and $X_n$ are unimodular.

We fix once for all a unitary character $\Psi$ of the additive group $k$ which is required to be trivial on $\mathcal{O}_k$ but not on $\varpi^{-1} \mathcal{O}_k$. (The conductor of $\Psi$ is therefore $\mathcal{O}_k$ itself.) Recall that $\hat{\mathcal{O}}_k$, the Pontryagin dual of the compact-open additive group $\mathcal{O}_k$, is naturally identified with the discrete group $k/\mathcal{O}_k$. Indeed, if for $G$ a locally compact Abelian group and for $H$ an open subgroup of $G$, we let $A(\hat{G}, H)$ be the annihilator of $H$ in the Pontryagin dual $\hat{G}$, we then have by [21] Lemma 24.5 that $\hat{H} \simeq \hat{G}/A(\hat{G}, H)$. The identification $\hat{\mathcal{O}}_k \simeq k/\mathcal{O}_k$ follows since (by self-duality relative to $\Psi$) we have $A(\hat{k}, \mathcal{O}_k) \simeq \mathcal{O}_k$. In the same vein, we also deduce by [21] Theorem 23.25 that $\hat{\Gamma}_n \simeq A(\hat{k}, \varpi^{-n} \mathcal{O}_k) \simeq \varpi^n \mathcal{O}_k$.

As explained in the introduction, the reason why we are working with the higher units group $U_n$ for the configuration space (and not the full units group $\mathcal{O}_k^\times$ or the whole dilatations group $k^\times$) is because we need a well defined square root mapping to handle our $p$-adic Fuchs calculus. The following statement results in an essential way on the assumption that 2 belongs to $\mathcal{O}_k^\times$.

**Proposition 2.2.** The square function $\sigma : U_n \to U_n$, $u \mapsto u^2$, and the hyperbolic sine type function $\phi : U_n \to \varpi^{n} \mathcal{O}_k$, $u \mapsto u - u^{-1}$ are $C^1$-homeomorphisms (see [33, p.77]) with $|\sigma'_{|k} = |\phi'_{|k} = 1$.

**Proof.** Let $u, v \in U_n$. Then we have

$$\sigma(u) - \sigma(v) = (u - v)(u + v), \quad \text{and} \quad \phi(u) - \phi(v) = (u - v)(1 + u^{-1}v^{-1}).$$

Note then that both $u + v$ and $1 + u^{-1}v^{-1}$ belong to $2 + \varpi^n \mathcal{O}_k$. Since $2 \in \mathcal{O}_k^\times$ (by assumption on $k$) and $|\varpi|_k < 1$, we get $|u + v|_k = |1 + u^{-1}v^{-1}|_k = 1$ and thus:

$$|\sigma(u) - \sigma(v)|_k = |u - v|_k = |\phi(u) - \phi(v)|_k.$$

Hence $\sigma$ and $\phi$ are isometries. But they are also surjections since $U_n$ and $\varpi^n \mathcal{O}_k$ are compact metric spaces (for the induced metric of $k$). This shows that $\sigma$ and $\phi$ are homeomorphisms. That they are
of class $C^1$ is obvious since for all $u \in U_n$, we have

$$\begin{align*}
\sigma'(u) &= \lim_{(x,y) \to (u,u)} \frac{\sigma(x) - \sigma(y)}{x - y} = \lim_{(x,y) \to (u,u)} \frac{x + y = 2u \in 2 + \varpi^n O_k,} \\
\phi'(u) &= \lim_{(x,y) \to (u,u)} \frac{\phi(x) - \phi(y)}{x - y} = \lim_{(x,y) \to (u,u)} \frac{1 + x^{-1}y^{-1} = 1 + u^{-2} \in 2 + \varpi^n O_k,}
\end{align*}$$

by continuity of the addition, multiplication and inversion in $k^\times$. This also immediately implies that $|\sigma'(u)|_k = |\phi'(u)|_k = 1$ for all $u \in U_n$. \hfill \square

**Remark 2.3.** It is easy to find in the literature a proof that the principal unit group of $\mathbb{Q}_p$, $p \neq 2$, consists only on squares (see for instance [32] Page 18 or [30] Proposition 3.4]). Our approach is based instead on general arguments of compact metric spaces.

**Definition 2.4.** In the following, we define the square root function $U_n \to U_n$, $u \mapsto u^{1/2}$, as the reciprocal mapping of the square function $\sigma : U_n \to U_n$.

Note that in characteristic zero, the group $X_n$ is isomorphic to the semidirect product $O_k \rtimes_{\alpha_n} \widehat{O}_k$. Here $\widehat{O}_k$ is identified with the discrete group $k/O_k$ (whose elements are denoted by $t + O_k$) and the extension homomorphism $\alpha_n \in \text{Hom}(O_k, \text{Aut}(\widehat{O}_k))$ is given by $\alpha_{n,x}(t + O_k) := \exp_k(\varpi^n x)t + O_k$, for $(x, t + O_k) \in O_k \times \widehat{O}_k$. Here, with $p$ the characteristic of the residue field $O_k/\varpi O_k$, we denote by

$$\exp_k : E_p := \{ t \in k : |t|_k < p^{1/(1-p)} \} \to 1 + E_p, \quad t \mapsto \sum_{k \geq 0} \frac{t^k}{k!},$$

the (isometrical) exponential map of $k$ (which is defined if and only if $k$ is of characteristic zero). Then, it is easy to show that the map

$$O_k \rtimes_{\alpha_n} \widehat{O}_k \to X_n, \quad (x, t + O_k) \mapsto (\exp_k(\varpi^n x), [\varpi^n t]),$$

provides the desired group isomorphism (which is well defined for any $n \in \mathbb{N}^*$ since $p > 2$). In the same vein, we also have $G_n \simeq O_k \rtimes_{\beta_n} k$ where $\beta_{n,x}(t) := \exp_k(\varpi^n x)t$, for $(x, t) \in O_k \times k$. Now, the isomorphisms $X_n \simeq O_k \rtimes_{\alpha_n} \widehat{O}_k$ and $G_n \simeq O_k \rtimes_{\beta_n} k$ allow to present our groups as semidirect products with fixed subgroups but with varying extension automorphisms. It thus permits us to obtain a classification result in case of characteristic zero:

**Proposition 2.5.** If $k$ is of characteristic zero and $n \neq m$ then, $G_n$ is not isomorphic to $G_m$ and $X_n$ is not isomorphic to $X_m$.

**Proof.** We first prove the second claim. Set $Y_n := O_k \rtimes_{\alpha_n} \widehat{O}_k$. By the isomorphism $X_n \simeq Y_n$, it suffices to proof that $Y_n \simeq Y_m$ if and only if $n = m$. Observe first that the centralizer of $\widehat{O}_k$ in $O_k$ is trivial. Recall then that the topological automorphism group of $\widehat{O}_k$ is isomorphic to $O_k^\times$ (which follows by a straightforward generalization of the arguments given for $Q_p$ in [21] Example (e) page 434) and the fact that the topological automorphism group of $\widehat{O}_k$ is isomorphic to those of $O_k$ [21] Theorem 26.9]) hence Abelian. Now, by [22] Corollary 2], $Y_n \simeq Y_m$ if and only if $\alpha_n(O_k) = \alpha_m(O_k)$ in $\text{Aut}(\widehat{O}_k)$. But since the latter is Abelian, $Y_n \simeq Y_m$ if and only if $\alpha_n(O_k) = \alpha_m(O_k)$. Since finally

$$\alpha_n(O_k) = \left\{ \widehat{O}_k \to O_k, \quad t + O_k \mapsto \exp_k(\varpi^n x)t + O_k : x \in O_k \right\},$$

we have $\alpha_n(O_k) = \alpha_m(O_k)$ if and only if $m = n$, hence the result.
The case of $G_n$ is almost identical using the fact that $\text{Aut}(k) \simeq k^\times$ (hence Abelian too).

**Remark 2.6.** In positive characteristic we conjecture that $X_n \simeq X_m$ and $G_n \simeq G_m$ if and only if $n = m$, even if there is no group isomorphism between $U_n$ and $O_k$ (see [33, page 72]), hence even if there is certainly no group isomorphism between $X_n$ and $O_k \ltimes \hat{O}_k$ and between $G_n$ and $O_k \ltimes k$.

With our choice of normalization for the Haar measure of $k$ and with the nontrivial previously fixed basic character $\Psi$, the Fourier transform

$$(F_k f)(s) := \int_k f(t) \Psi(st) \, dt,$$

becomes unitary on $L^2(k)$. More generally, when an Abelian group $H$ is not self-dual (for instance $O_k$, $O_k^\times$, $U$ and $\Gamma_n$), we define the Fourier transform

$$F_H : L^2(H) \to L^2(\hat{H}), \quad f \mapsto \left[ \chi \mapsto \int_H f(h) \chi(h) \, dh \right],$$

and normalize the Haar measure of $H$ (or of $\hat{H}$) in such a way that $F_H$ becomes a unitary operator.

We will frequently identify a function $\hat{f} \in L^1(\Gamma_n)$ with the function $f \in L^1(k)$ invariant under translations in $\varpi^{-n}O_k$. With our choices of normalization, we therefore have

$$\sum_{[t] \in \Gamma_n} \hat{f}([t]) = q^{-n} \int_k f(t) \, dt. \quad (4)$$

In particular, if $f \in L^1(k)$ is constant on the cosets of $\varpi^{-m}O_k$ then $F_k(f)$ is supported on $\varpi^mO_k$ and using the identification $\hat{\Gamma}_n \simeq \varpi^mO_k$, we get

$$F_k f = q^n F_{\Gamma_n} \hat{f}. \quad (5)$$

We will also frequently use the following substitution formula (see [33, p.287] for details):

$$\int_U f \circ \varphi(t) \, |\varphi'(t)|_k \, dt = \int_V f(t) \, dt.$$  

Here, $U$, $V$ are compact open subsets of $k$, $f : V \to \mathbb{C}$ is $L^1$ and $\varphi : U \to V$ is a $C^1$-homeomorphism (see [33, p.287]) such that $\varphi'(t) \neq 0$ for all $t \in U$. For instance, it follows by Proposition 2.2 that if $f : U_n \to \mathbb{C}$ and $h : \varpi^nO_k \to \mathbb{C}$ are $L^1$ then

$$\int_{U_n} f(u^2) \, du = \int_{U_n} f(u) \, du \quad \text{and} \quad \int_{U_n} h(u - u^{-1}) \, du = \int_{\varpi^nO_k} h(x) \, dx. \quad (6)$$

We denote by $D(k)$ the space of Bruhat-test functions on $k$ and by $D'(k)$ the dual space of Bruhat-distributions [9], endowed with the weak dual topology. We denote by $(T|\varphi)$ the evaluation of a distribution $T \in D'(k)$ on a test function $\varphi \in D(k)$. Since $k$ is totally disconnected, $D(k)$ coincides with the space of locally constant compactly supported functions on $k$. Equivalently, $f \in D(k)$ if and only if there exists $n, m \in \mathbb{Z}$ such that $f$ is supported on $\varpi^nO_k$ and $f$ is invariant under translations in $\varpi^mO_k$. Recall also that the Fourier transform $F_k$ is an homeomorphism of $D(k)$ and of $D'(k)$. Moreover, if $T \in D'(k)$ is supported on $\varpi^nO_k$ then $F_k(T)$ is invariant under translations in $\varpi^{-n}O_k$ and vice versa. Topologically, $D(k)$ is the inductive limit of the sequence of Banach spaces consisting of functions supported in $\varpi^nO_k$, constant on the cosets of $\varpi^mO_k$ and endowed with the uniform norm.
Similarly, we let $D(U_n)$, $D(X_n)$ be the spaces of Bruhat-test functions on the groups $U_n$ and $X_n$. Since $U_n$ is compact, $D(U_n)$ is the space of locally constant functions on $U_n$ and $D(X_n)$ is the space of functions on $X_n$ which are locally constant in the variable $u \in U_n$ and have finite support in the variable $[t] \in \Gamma_n$. Here, $f$ is locally constant in $U_n$, is equivalent to the existence of $m \geq n$ such that $f$ is invariant under dilations in $U_m$. But this is also equivalent to $f$ is invariant under translations in $\omega^m \mathcal{O}_k$. Indeed, if $f(uv) = f(u)$ for all $u \in U_n$ and $v \in U_m$ then for $x \in \omega^m \mathcal{O}_k$, we have $f(u1 - u^{-1}x)) = f(u)$ since $u^{-1} \in \mathcal{O}_k$ and thus $1 - u^{-1}x \in U_m$. Conversely, if $f(u + x) = f(u)$ for all $u \in U_n$ and $x \in \omega^m \mathcal{O}_k$ then for $v \in U_m$ we have $f(uv) = f(u + (v - 1)u) = f(u)$ since $(v - 1)u \in \omega^m \mathcal{O}_k$.

A sequence $\{f_n\}_{n \in \mathbb{N}}$ converges in $D(U_n)$ if the $f_n$ are constant on the cosets of $U_m$ in $U_n$ for a fixed integer $m \geq n$ and if the sequence converges uniformly on $U_n$. Similarly, a sequence $\{f_n\}_{n \in \mathbb{N}}$ converges in $D(X_n)$ if the $f_n$ are constant on the cosets of $U_m$ in $U_n$ (in the variable $u \in U_n$) for a fixed integer $m \geq n$, if they are supported (in the $[t]$-variable) in fixed finite subset of $\Gamma_n$ and if the sequence converges uniformly on $X_n$. (For details see for instance the exposition given in [31].) Note finally that the spaces $D(k)$, $D'(k)$ and $D(U_n)$, $D'(U_n)$ also coincide with the Schwartz space and the space of tempered distributions as defined in [9] section 9). However, here we reserve the notations $S(U_n)$ and $S'(U_n)$ (as well as $S(X_n)$ and $S'(X_n)$) to denote other spaces of functions/distributions.

Since the groups $U_n$ and $X_n$ are separable, all these spaces of test-functions and of distributions are nuclear (see [9] Corollary 5 page 53 and the remark that follows it) and satisfies the Schwartz kernel Theorem: given a continuous linear map $A$ from $D(G_1)$ to $D'(G_2)$ ($G_1, G_2$ are $U_n$ or $X_n$) there exists a unique $T \in D'(G_1 \times G_2)$ such that for all $\varphi \in G_2$ the have $A(\varphi_1)\varphi_2 = \langle T | \varphi_1 \otimes \varphi_2 \rangle$ (see [9] Corollary 2 page 56]). However $D(U_n)$ and $D(X_n)$ fail to be Fréchet (they are only LF-spaces).

2.2. The representation theory of $G_n$ and $X_n$. With $\Psi$ the fixed unitary character of $(k, +)$ (trivial on $\mathcal{O}_k$ but not on $\omega^{-1} \mathcal{O}_k$) and for $\theta \in k^\times$, we set $\Psi_\theta(t) := \Psi(\theta t)$. We define the following representation $\pi_\theta$ of the covariance group $G_n$ on the Hilbert space $L^2(U_n)$ of square integrable functions on the configuration space:

$$\pi_\theta(u, t) \varphi(u_0) := \Psi_\theta(u_0^{-1}ut) \varphi(u_0).$$

Note that when $\theta \in \omega^a \mathcal{O}_k \setminus \{0\}$, the unitary operator $\pi_\theta(a, t)$ only depends on the class of $t$ in $\Gamma_n$. Hence, it defines a unitary representation of the quotient group $X_n$ that we denote by $\overline{\pi}_\theta$. It is (almost) immediate to see that $\pi_\theta$ is equivalent to $\text{Ind}_{\Gamma_n}^{G_\theta} (\Psi_\theta)$, the representation $\Psi_\theta \in \hat{k}$ of $k$ induced to $G_n$. Analogously, if $\theta \in \omega^a \mathcal{O}_k \setminus \{0\}$ then $\overline{\pi}_\theta$ is equivalent to the induced representation $\text{Ind}_{\Gamma_n}^{G_n} (\Psi_\theta)$ where $\Psi_\theta$ is viewed as an element of $\Gamma_n$ in a natural way.

From Mackey’s theory [24], we know that all irreducible representations of $G_n = U_n \ltimes k$ (and of $X_n = U_n \ltimes \Gamma_n$ too) are of the form $\text{Ind}_{G_\theta}^{G_n} (\rho_\theta \otimes \Psi_\theta)$. Here $\Theta$ is an orbit of the dual action of $U_n$ on $\hat{k}$ and $\Psi_\theta$ is any point in the orbit $\Theta$. Also, $G_\theta$ is the subgroup of $G_n$ given by $H_\theta \ltimes k$, where $H_\theta$ is the stabilizer (the little group) of $\Psi_\theta$. Last, $\Psi_\theta$ is extended to a character (a one-dimensional representation) of $G_n$ in an obvious way and $\rho_\theta$ is an irreducible representation of $H_\theta$ extended to $G_\theta$ too. For the trivial orbit $\Theta = \{0\}$, we get $H_\theta = U_n$ and $G_\theta = G_n$. Thus, $\text{Ind}_{G_\theta}^{G_n} (\rho_\theta \otimes \Psi_\theta)$ is one-dimensional and we disregard such representations (which are of zero Plancherel measure). In contrast, if $\Theta$ is not trivial, we get $H_\theta = \{1\}$ and $G_\theta = \{1\} \ltimes k$. Therefore, the induced representation we get is $\text{Ind}_{\Gamma_n}^{G_\theta} (\Psi_\theta)$ which is $\pi_\theta$ with $\Psi_\theta = \Psi_\theta$. Since moreover $\text{Ind}_{\Gamma_n}^{G_n} (\Psi_\theta)$ is equivalent to $\text{Ind}_{\Gamma_n}^{G_\theta} (\Psi_\theta)$ if
and only if $\Theta = \Theta'$, we deduce that $\pi_\theta$ is equivalent to $\pi_{\theta'}$ if and only if $\theta'\theta^{-1} \in U_n$. Of course, similar considerations apply for the quotient group $X_n$. Hence we have obtained:

**Proposition 2.7.** Any infinite dimensional unitary irreducible representation of $G_n$ is unitarily equivalent to the representation $\pi_\theta$ for some $\theta \in k^\times$. Moreover, $\pi_\theta$ is equivalent to $\pi_{\theta'}$ if and only if $\theta'\theta^{-1} \in U_n$. Analogously, any infinite dimensional unitary irreducible representation of $X_n$ is unitarily equivalent to the representation $\pi_\theta$ for some $\theta \in \varpi^n O_k \setminus \{0\}$. Moreover, $\pi_\theta$ is equivalent to $\pi_{\theta'}$ if and only if $\theta'\theta^{-1} \in U_n$.

**Remark 2.8.** There are infinitely many inequivalent irreducible representations of $G_n$ and $X_n$. But if we restrict to $\theta \in O_k^\times$ there are exactly $(q - 1)q^{n-1}$ inequivalent irreducible representations of $G_n$. Indeed, they are labelled by the elements of $O_k^\times/U_n$, and $[O_k^\times : U_n] = (q - 1)q^n$ (which follows since $O_k^\times/U_1$ is isomorphic to the multiplicative group of the residue field and $U_n/U_1$ is isomorphic to the additive group of the residue field). Observe also that $\pi_{-\theta}$ is the contragredient representation of $\pi_{\theta}$.

Next we prove the square integrability of the representations $\pi_{\theta}$ and $\pi_{\theta'}$:

**Proposition 2.9.** For $\theta \in k^\times$ (resp. for $\theta \in \varpi^n O_k \setminus \{0\}$) the representation $\pi_\theta$ of $G_n$ (reps. $\pi_\theta$ of $X_n$) is square integrable.

**Proof.** We first give the proof for the representation $\pi_{\theta}$ of $G_n$. Let $\varphi_1, \varphi_2 \in \mathcal{D}(U_n)$. Then, by unimodularity of $U_n$ we get

$$
\int_{G_n} |\langle \varphi_1, \pi_\theta(g)\varphi_2 \rangle|^2 \, dg = \int_{U_n \times k} \left| \int_{U_n} \overline{\varphi_1(u_0)} \Psi_{\theta}(u_0^{-1} u t) \varphi_2(u^{-1} u_0) \, du \right|^2 \, dt
$$

$$
= \int_{U_n \times k} \left| \int_{U_n} \overline{\varphi_1(u_0^{-1})} \Psi_{\theta}(u_0 u t) \varphi_2(u^{-1} u_0^{-1}) \, du \right|^2 \, dt
$$

$$
= \int_{U_n \times k} \left| \int_{U_n} \overline{\varphi_1(u_0^{-1} u)} \Psi_{\theta}(u_0 t) \varphi_2(u_0^{-1}) \, du \right|^2 \, dt.
$$

Let $\mathds{1}_{U_n}$ be the characteristic function of $U_n \subset k$. Introducing the family of compactly supported locally constant functions on $k$ given by

$$
F_u := [u_0 \mapsto \mathds{1}_{U_n}(u_0) \overline{\varphi_1(u_0^{-1} u)} \varphi_2(u_0^{-1})], \quad u \in U_n,
$$

we get

$$
\int_{G_n} |\langle \varphi_1, \pi_\theta(g)\varphi_2 \rangle|^2 \, dg = \int_{U_n \times k} |F_k(F_u)(\theta t)|^2 \, dt.
$$

Then, the dilation $t \mapsto \theta^{-1} t$ and the Plancherel formula for the self-dual group $k$ yield

$$
\int_{G_n} |\langle \varphi_1, \pi_\theta(g)\varphi_2 \rangle|^2 \, dg = |\theta|_k^{-1} \int_{U_2^2} |\overline{\varphi_1(u_0^{-1})} \varphi_2(u_0^{-1})|^2 \, du \, dv_0,
$$

so that, by the dilation $u \mapsto u_0 u$ followed by the inversion $u_0 \mapsto u_0^{-1}$, we finally deduce

(8)

$$
\int_{G_n} |\langle \varphi_1, \pi_\theta(g)\varphi_2 \rangle|^2 \, dg = |\theta|_k^{-1} \|\varphi_1\|_2^2 \|\varphi_2\|_2^2.
$$
which completes the proof of the first part since \( D(U_n) \) is dense in \( L^2(U_n) \). The proof for the representation \( \pi_{\theta} \) of \( X_n \) is entirely similar using instead of an integral on \( k \) a sum over the countable group \( \Gamma_n \) and applying the relations (4) and (5) to be able to use the Plancherel formula for \( k \).

A direct consequence of Proposition 2.9 is that \( \pi_{\theta} \) is weakly contained in \( \lambda \), the left regular representation of \( G_n \). Now, a straightforward computation shows that for \( f \in L^2(G_n) \), the operator kernel of \( \pi_{\theta}(f) \) is given by \((\text{Id} \otimes F_k f)(u_1 u_2^{-1}, \theta u_2^{-1}) \in L^2(U_n \times U_n)\). This easily entails the following formula for the Hilbert-Schmidt norm:

\[
\|\pi_{\theta}(f)\|_2^2 = \int_{G_n} |\text{Id} \otimes F_k f|^2(u, t) \, du \, dt.
\]

From this formula, we deduce that the orthogonal projector \( P_{\theta} \) onto the closed left-invariant subspace of \( L^2(G_n) \) in which \( \lambda \) induces a representation unitarily equivalent to \( \pi_{\theta} \) is given by:

\[
P_{\theta} = \text{Id} \otimes F_k^{-1} \mathbb{1}_{\theta U_n}, \quad \theta \in k^\times.
\]

Similar considerations apply for the representation \( \pi_{\theta}, \theta \in \varpi^n \mathcal{O}_k \setminus \{0\}, \) of the quotient group \( X_n \) and the associated projector reads:

\[
P_{\theta} = \text{Id} \otimes F_{\Gamma_n}^{-1} \mathbb{1}_{\theta U_n}, \quad \theta \in \varpi^n \mathcal{O}_k \setminus \{0\}.
\]

For any square integrable representation, and associated to a mother wavelet \( \varphi \in L^2(U_n) \setminus \{0\} \), we have a unitary coherent-state transform which immediately follows from the results of Duflo and Moore [12]:

\[
L^2(U_n) \to L^2(G_n), \quad \psi \mapsto \left[ g \in G_n \mapsto |\theta|_{k}^{1/2} \|\varphi\|_2^{-1} \langle \pi_{\theta}(g) \varphi, \psi \rangle \right].
\]

Indeed:

**Corollary 2.10.** For every \( \varphi_1, \varphi_2 \in L^2(U_n), \theta \in k^\times \) and non-zero \( \varphi \in L^2(U_n), \) we have

\[
\langle \varphi_1, \varphi_2 \rangle = \frac{|\theta|_k}{\|\varphi\|_2^2} \int_{G_n} \langle \varphi_1, \pi_{\theta}(g) \varphi \rangle \langle \pi_{\theta}(g) \varphi, \varphi_2 \rangle \, dg.
\]

Provided that \( \theta \in \varpi^n \mathcal{O}_k \setminus \{0\}, \) the same formula holds with \( \pi_{\theta} \) instead of \( \pi_{\theta} \) and \( \int_{X_n} \) instead of \( \int_{G_n} \).

**Proof.** This is just the polarized version of the identity (3), viewed as an hermitian form in the variable \( \varphi_1 \in L^2(U_n) \) and setting \( \varphi_2 = \varphi \). \( \square \)

### 3. The p-adic Fuchs calculus

**3.1. The quantization map and the Wigner functions.** In this subsection, our aim is to construct a \( G_n \)-equivariant pseudo-differential calculus on the phase space \( X_n \). Our construction is an adaptation to the \( p \)-adic setting of Unterberger’s Fuchs calculus [35]. We will eventually be forced to restrict ourselves to the case where the representation parameter is a unit \( \theta \in \mathcal{O}_k^\times \). In view of Remark 2.8, it means that we only consider \((q - 1)q^{n-1}\) inequivalent representations of \( G_n \). But at the beginning, we may consider the parameter \( \theta \) to be in \( \mathcal{O}_k \setminus \{0\} \).

We let \( \Sigma \) be the operator on \( L^2(U_n) \) implementing the group inversion:

\[
\Sigma \varphi(u) := \varphi(u^{-1}).
\]

By unimodularity, \( \Sigma \) is bounded and this highly simplifies the general discussion given in the introduction.
Lemma 3.1. Assume that $\theta \in \mathcal{O}_k \setminus \{0\}$. Then the map $G_n \to \mathcal{B}(L^2(U_n))$, $g \mapsto \pi_\theta(g)\Sigma\pi_\theta^*(g)$ is constant on the cosets of $H_n$ in $G_n$. Therefore, it defines a map

$$\Omega_\theta : X_n = G_n/H_n \to \mathcal{B}(L^2(U_n)),$$

which, with $\phi : U_n \to \varpi^n\mathcal{O}_k$ as given in Proposition 2.2 and $[g] = (u, [t]) \in X_n$, reads:

$$\Omega_\theta([g])\varphi(u_0) := \Psi_\theta(\phi(uu_0^{-1}t))\varphi(u^2u_0^{-1}).$$

Proof. Let $(u, t) \in G_n$, $u_0 \in U_n$ and $\varphi \in L^2(U_n)$. Then we have

$$\pi_\theta(u, t)\Sigma\pi_\theta^*(u, t)\varphi(u_0) = \Psi_\theta(u_0^{-1}ut)(\Sigma\pi_\theta^*(u, t)\varphi)(u^{-1}u_0) = \Psi_\theta(u_0^{-1}ut)\pi_\theta(\varphi(u^{-1}u_0^{-1}t))\varphi(u^2u_0^{-1}) = \Psi_\theta(\phi(uu_0^{-1}t))\varphi(u^2u_0^{-1}).$$

That the map $g \mapsto \pi_\theta(g)\Sigma\pi_\theta^*(g)$ is invariant under translations in $H_n = \{1\} \times \varpi^{-n}\mathcal{O}_k$ follows from the fact that $\phi(uu_0^{-1}) \in \varpi^n\mathcal{O}_k$ and that $\Psi_\theta$ is trivial on $\mathcal{O}_k$ since $\theta \in \mathcal{O}_k \setminus \{0\}$. \hfill \Box

We are now ready to introduce our $G_n$-equivariant quantization map on $X_n$:

Definition 3.2. For $\theta \in \mathcal{O}_k \setminus \{0\}$, we let $\Omega_\theta : L^1(X_n) \to \mathcal{B}(L^2(U_n))$ be the continuous linear map given by

$$\Omega_\theta(f) := |\theta|^q f([g])\Omega_\theta([g]) d[g].$$

For $(g, [g']) \in G_n \times X_n$, we have by construction

$$\pi_\theta(g)\Omega_\theta([g'])\pi_\theta^*(g) = \Omega_\theta([gg']) = \Omega_\theta(g, [g']).$$

This immediately implies that the quantization map $\Omega_\theta$ is $G_n$-equivariant: If $g \in G_n$ and $f \in L^1(X_n)$, setting $f^g([g']) = f(g^{-1}[g'])$, we have by $G_n$-invariance of the Haar measure of $X_n$,

\begin{equation}
\pi_\theta(g)\Omega_\theta(f)\pi_\theta^*(g) = \Omega_\theta(f^g).
\end{equation}

Note that with $\lambda$ the left regular representation of the group $X_n$, we also have

$$\pi_\theta(g)\Omega_\theta(f)\pi_\theta^*(g) = \Omega_\theta(\lambda_{[g]}f).$$

Provided $\theta \in \varpi^n\mathcal{O}_k$, the above equivariance relation also holds for the representation $\tilde{\pi}_\theta$ of $X_n$. But this observation is pointless since we will soon be forced to work with $\theta \in \mathcal{O}_k$. Moreover, since $\Omega_\theta([g])$ is self-adjoint, we get $\Omega_\theta(f^\ast) = \Omega_\theta(\bar{f})$.

Our main tool for the analysis of our pseudo-differential calculus are the matrix coefficients of $\Omega_\theta$, viewed as an operator valued function on $X_n$. In analogy with ordinary quantum mechanics, we call them the Wigner functions.

Definition 3.3. Let $\theta \in \mathcal{O}_k \setminus \{0\}$. For $\varphi_1, \varphi_2 \in L^2(U_n)$ we let $W^\theta_{\varphi_1, \varphi_2}$ be the Wigner function:

$$W^\theta_{\varphi_1, \varphi_2} : X_n \to \mathbb{C}, \quad [g] \mapsto \langle \varphi_1, \Omega_\theta([g])\varphi_2 \rangle.$$

One of the main properties of the Wigner functions is regularity. To compare the next result with analogues in Archimedean pseudo-differential calculi (Weyl, Fuchs...) we have to remember that in the $p$-adic world, Bruhat’s notions of smooth compactly supported function and of Schwartz function are identical.
Lemma 3.4. Let $\theta \in \mathcal{O}_k \setminus \{0\}$. Then the bilinear map
\[ (\varphi_1, \varphi_2) \mapsto W_{\varphi_1, \varphi_2}^\theta, \]
sends continuously $\mathcal{D}(U_n) \times \mathcal{D}(U_n)$ to $\mathcal{D}(X_n)$.

Proof. To prove that $W_{\varphi_1, \varphi_2}^\theta \in \mathcal{D}(X_n)$ when $\varphi_1, \varphi_2 \in \mathcal{D}(U_n)$, we need to show that the map $U_n \to \mathbb{C}$, $u \mapsto W_{\varphi_1, \varphi_2}(u, [t])$ is locally constant and that the map $\Gamma_n \to \mathbb{C}$, $[t] \mapsto W_{\varphi_1, \varphi_2}(u, [t])$ has finite support.

So let $(u, [t]) \in X_n$ and $\varphi_1, \varphi_2 \in \mathcal{D}(U_n)$. Without loss of generality, we may assume that $\varphi_1$ and $\varphi_2$ possess the same invariance domain, say $U_m$ for some $m \geq n$. We then have:
\[ (10) \quad \langle \varphi_1, \Omega_\theta(u, [t]) \varphi_2 \rangle = \int_{U_n} \varphi_1(u) \Omega_\theta(\phi(\phi(u_0^{-1})t) \varphi_2(u^2u_0^{-1}) \, du_0. \]

Then, since $\phi(u_0^{-1}) = -\phi(u_0)$, the dilation $u_0 \mapsto uu_0$ entails
\[ \langle \varphi_1, \Omega_\theta(u, [t]) \varphi_2 \rangle = \int_{U_n} \varphi_1(u) \Omega_\theta(\phi(u_0) \varphi_2(u_0^{-1}) \, du_0. \]

Take now $b \in U_m$ (the invariance domain of $\varphi_1$ and of $\varphi_2$). Since $\varphi_1(u_0b) = \varphi_1(u_0u)$ and $\varphi_2(ubu_0^{-1}) = \varphi_2(uu_0^{-1})$ for all $u, u_0 \in U_n$, we deduce that $u \mapsto W_{\varphi_1, \varphi_2}(u, [t])$ is constant in the cosets of $U_m$ in $U_n$.

Next, observe that the (second) substitution formula (10) entails:
\[ \langle \varphi_1, \Omega_\theta(u, [t]) \varphi_2 \rangle = \int_{U_n} \varphi_1(u) \Omega_\theta(\phi(u_0) \varphi_2(u_0^{-1}) \, du_0. \]

Consider then the family of (uniformly in $u \in U_n$) compactly supported functions on $k$:
\[ f_u := \left[ z_0 \mapsto |\theta|_k^{-1} \mathbb{1}_{\varphi_1} \varphi_1(\phi^{-1}(\theta^{-1}z_0)u) \varphi_2(\phi^{-1}(\theta^{-1}z_0)u) \right], \quad u \in U_n. \]

Since $\phi^{-1} : \varphi_1 \varphi_2 \to U_n$ is continuous (it is an isometry) and $\varphi_1, \varphi_2$ are locally constant, it follows that the functions $z_0 \mapsto \varphi_1(\phi^{-1}(\theta^{-1}z_0)u)$ and $z_0 \mapsto \varphi_2(\phi^{-1}(\theta^{-1}z_0)u)$ are locally constant too, with invariance domain independent of $u \in U_n$. Hence, $f_u$ is locally constant with invariance domain independent of $u \in U_n$. This means that $f_u \in \mathcal{D}(k)$ and thus $f_u(t) \in \mathcal{D}(k)$. But since we have
\[ (11) \quad \langle \varphi_1, \Omega_\theta(u, [t]) \varphi_2 \rangle = \mathcal{F}_k^{-1}(f_u(t), \]

it follows that the map $k \to \mathbb{C}$, $t \mapsto \langle \varphi_1, \Omega_\theta(u, [t]) \varphi_2 \rangle$, has compact support (uniformly in $u \in U_n$).

So, the induced map $\Gamma_n \to \mathbb{C}$, $[t] \mapsto \langle \varphi_1, \Omega_\theta(u, [t]) \varphi_2 \rangle$, has finite support (uniformly in $u \in U_n$).

Continuity of the map $\mathcal{D}(U_n) \times \mathcal{D}(U_n) \to \mathcal{D}(X_n)$, $(\varphi_1, \varphi_2) \mapsto W_{\varphi_1, \varphi_2}^\theta$ follows from two facts. First, we have shown that the invariance domain of $u \mapsto W_{\varphi_1, \varphi_2}(u, [t])$ and the support of the map $[t] \mapsto W_{\varphi_1, \varphi_2}(u, [t])$ only depends on the invariance domain of $\varphi_1$ and $\varphi_2$ but not on $\varphi_1$ and $\varphi_2$ themselves. Second, we have the obvious estimate:
\[ \left| W_{\varphi_1, \varphi_2}^\theta(u, [t]) \right| = \left| \langle \varphi_1, \Omega_\theta(\phi u) \varphi_2 \rangle \right| \leq \text{Vol}(U_n) \left\| \Omega_\theta(\phi u) \right\| \| \varphi_1 \|_\infty \| \varphi_2 \|_\infty = q^{-n} \| \varphi_1 \|_\infty \| \varphi_2 \|_\infty. \]

Take then two sequences $\{ \varphi_1^j \}_{j \in \mathbb{N}} \subset \mathcal{D}(X_n)$, $j = 1, 2$, which converge to zero in $\mathcal{D}(X_n)$. This means that all the $\varphi_1^j$ ($j \in \mathbb{N}$ and $j = 1, 2$) have the same invariance domain and the same support, and that $\{ \varphi_1^j \}_{j \in \mathbb{N}} (j = 1, 2)$ converges to zero in sup-norm. Hence all the terms of the double sequence $\{ W_{\varphi_1^j, \varphi_2}^\theta \}_{j \in \mathbb{N}} \subset \mathcal{D}(X_n)$ have the same invariance domain (in the variable $u \in U_n$) and the same support (in the variable $[t] \in \Gamma_n$) and this double sequence converges to zero in sup-norm. \(\square\)
Take now $f \in \mathcal{D}(X_n)$ and $\varphi_1, \varphi_2 \in \mathcal{D}(U_n)$. Using Fubini’s Theorem, we have
\[
\langle \varphi_1, \Omega_\theta(f)\varphi_2 \rangle = |\theta|_k q^n \int_{U_n \times X_n} f([g]) \varphi_1(u) \left( \Omega_\theta([g]) \varphi_2(u) \right) du \, d[g] = |\theta|_k q^n \int_{X_n} f([g]) W_{\varphi_1, \varphi_2}([g]) \, d[g].
\]
This, together with Lemma 3.6, allows to extend the quantization map $\Omega_\theta$ from $L^1$-functions to distributions. In the following, $\mathcal{L}(\mathcal{D}(U_n), \mathcal{D}'(U_n))$ denotes the space of continuous linear maps from $\mathcal{D}(U_n)$ to $\mathcal{D}'(U_n)$. Recall also that we denote by $\langle T|\varphi \rangle$ the evaluation of a Bruhat distribution $T \in \mathcal{D}'(U_n)$ on a Bruhat test function $\varphi \in \mathcal{D}(U_n)$.

**Proposition 3.5.** Let $\theta \in \mathcal{O}_k \setminus \{0\}$. The map $\Omega_\theta : L^1(X_n) \to \mathcal{B}(L^2(U_n))$ extends uniquely to a continuous linear map $\Omega_\theta : \mathcal{D}'(X_n) \to \mathcal{L}(\mathcal{D}(U_n), \mathcal{D}'(U_n))$. This extension is given by
\[
\langle \Omega_\theta(F)\varphi_2 | \varphi_1 \rangle := |\theta|_k q^n \langle F | W_{\varphi_1, \varphi_2} \rangle, \quad F \in \mathcal{D}'(X_n) \quad \text{and} \quad \varphi_1, \varphi_2 \in \mathcal{D}(U_n).
\]

In particular, we can give a meaning of $\Omega_\theta(\mathbbm{1}_{X_n})$ ($\mathbbm{1}_{X_n}$ is the characteristic function of $X_n$) as a continuous operator from $\mathcal{D}(U_n)$ to $\mathcal{D}'(U_n)$. By definition we have for all $\varphi_1, \varphi_2 \in \mathcal{D}(X_n)$:
\[
\langle \Omega_\theta(\mathbbm{1}_{X_n})\varphi_2 | \varphi_1 \rangle = q^n |\theta|_k \int_{X_n} W_{\varphi_1, \varphi_2}([g]) \, d[g] = q^n |\theta|_k \int_{U_n} \left( \sum_{[t] \in \Gamma_n} W_{\varphi_1, \varphi_2}(u, [t]) \right) du = |\theta|_k \int_{U_n} \left( \int_{U_n} W_{\varphi_1, \varphi_2}(u, [t]) \, dt \right) du,
\]
where all the integrals are absolutely convergent by Lemma 3.4 and where we view $[t] \mapsto W_{\varphi_1, \varphi_2}(u, [t])$ as a function on $k$ invariant by translations in $\omega^{-n}O_k$. By [11] we know that $W_{\varphi_1, \varphi_2}(u, [t]) = \mathcal{F}_k^{-1}(f_u)(t)$, where
\[
f_u := \left[ z_0 \mapsto |\theta|_k^{-1} \mathbbm{1}_{\mathcal{O}_k}(z_0) \varphi_1(\phi^{-1}(\theta^{-1} z_0)u) \varphi_2(u(\phi^{-1}(\theta^{-1} z_0))^{-1}) \right], \quad u \in U_n.
\]
Hence we get
\[
\langle \Omega_\theta(\mathbbm{1}_{X_n})\varphi_2 | \varphi_1 \rangle = |\theta|_k \int_{U_n} \mathcal{F}_k \mathcal{F}_k^{-1}(f_u)(0) \, du = |\theta|_k \int_{U_n} f_u(0) \, du = \int_{U_n} \varphi_1(u) \varphi_2(u) \, du.
\]
Therefore, $\Omega_\theta(\mathbbm{1}_{X_n})$ is just the natural injection $\mathcal{D}(U_n) \hookrightarrow \mathcal{D}'(U_n)$. (Hence $\Omega_\theta(\mathbbm{1}_{X_n}) = \text{Id}$ as bounded operators on $L^2(U_n)$.)

Using [2] Corollary 2 page 56, it makes sense to talk about the Schwartz kernel of the operator $\Omega_\theta(F)$, for $F$ a distribution:

**Lemma 3.6.** Let $\theta \in \mathcal{O}_k \setminus \{0\}$ and $F \in \mathcal{D}'(X_n)$. Then the Schwartz kernel $[\Omega_\theta(F)]$ of the continuous linear operator $\Omega_\theta(F) : \mathcal{D}(U_n) \to \mathcal{D}'(U_n)$ is (with a little abuse of notation and identifying $\Gamma_n$ with $\mathcal{F}_k$ as usual) given by:
\[
[\Omega_\theta(F)](u_0, u) = |\theta|_k q^n \left( 1 \otimes \mathcal{F}_{\Gamma_n} F \right) \left( u^{1/2} u_0^{1/2}, \theta \phi(u^{1/2} u_0^{-1/2}) \right), \quad u, u_0 \in U_n.
\]

**Proof.** By continuity of the map $\mathcal{D}'(X_n) \to \mathcal{L}(\mathcal{D}(U_n), \mathcal{D}'(U_n))$, $F \mapsto \Omega_\theta(F)$, and of the map $\mathcal{D}'(X_n) \to \mathcal{D}'(U_n \times U_n)$ which assigns to $F$ the RHS of (12) and by density of $\mathcal{D}(X_n)$ in $\mathcal{D}'(X_n)$, it suffices to prove the formula for symbols in $\mathcal{D}(X_n)$. So, let $F \in \mathcal{D}(X_n)$ and $\varphi_1, \varphi_2 \in \mathcal{D}(U_n)$. Then, we have by (10) and by Fubini’s Theorem:
\[
\langle \Omega_\theta(F)\varphi_2 | \varphi_1 \rangle = |\theta|_k q^n \langle F | W_{\varphi_1, \varphi_2} \rangle
\]
Now, the (first) substitution formula (6) followed by the translation □ which completes the proof.

Ω

that the quantization map

Corollary 3.8.

More generally, we denote by abuse of notation) that

This shows that

Ω

From Lemma 3.6, we can easily determine some particular classes of pseudo-differential operators in the p-adic Fuchs calculus.

Corollary 3.8. Let θ ∈ O_κ^×. If F ∈ D'(X_n) is invariant under left translations in Γ_n (respectively in U_n), then Ω_θ(F) is a multiplication (respectively convolution) operator.

Proof. Assume first that F ∈ D'(X_n) is invariant under left translations in Γ_n. This implies (with usual abuse of notation) that F(u, [t]) = T(u) for some T ∈ D'(U_n). Hence, with δ_t the Dirac measure on k supported at t ∈ k, the Schwartz kernel of the operator Ω_θ(F) is given by

\[ |θ|_k q^n \sum_{[t] \in \Gamma_n} \int_{U_n} F(u, [t]) \left( \int_{U_n} \overline{\varphi_1}(u_0) \Psi_\theta(\phi(u_0^{-1})t) \varphi_2(u^2u_0^{-1}) \, du_0 \right) \, du \]

= |θ|_k q^n \int_{U_n \times U_n} (\text{Id} \otimes \mathcal{F}_{\Gamma_n} F)(u, \theta\phi(u_0^{-1})) \overline{\varphi_1}(u_0) \varphi_2(u^2u_0^{-1}) \, du \, du_0.

which completes the proof.

Remark 3.7. Provided θ ∈ O_κ^×, Lemma 3.6 also shows that the map D'(X_n) → D'(U_n × U_n), which assigns to a symbol F the Schwartz kernel of the linear operator Ω_θ(F), is an injection. This proves that the quantization map Ω_θ : D'(X_n) → L(D(U_n), D'(U_n)) is injective when θ ∈ O_κ^×.

From Lemma 3.6, we can easily determine some particular classes of pseudo-differential operators in the p-adic Fuchs calculus.

Proposition 3.9. Let θ ∈ O_κ^×. Then the map q^{-n/2}Ω_θ : D'(X_n) → L(D(U_n), D'(U_n)), restricts to a surjective isometry from L^2(X_n) to L^2(U_n).
Proof. We first show that, \( q^{-n/2}\Omega_\theta \) is an isometry and for that issue, we compute the Hilbert-Schmidt norm of \( \Omega_\theta(f) \), \( f \in L^2(X_n) \), as the \( L^2 \)-norm of its kernel \( [\Omega_\theta(f)] \). Using the conclusion of Lemma 3.6 together with the invariance of the Haar measure of \( U_n \) by dilations in \( \mathcal{O}_k^X \) and group inversion, with the substitution formulas (6) and with the Plancherel formula for \( \Gamma_n \), we get since \( \theta \in \mathcal{O}_k^X \):

\[
\int_{U_n^2} \| [\Omega_\theta(f)](u_0, u) \|^2 \, du_0 d u_0 = q^{2n} \int_{U_n \times U_n} \| (\text{Id} \otimes F_{\Gamma_n}) \big( (u^{1/2} u_0^{1/2}, \theta \phi(u^{1/2} u_0^{-1/2})) \big) \|^2 \, du_0 d u_0 \\
= q^{2n} \int_{U_n \times U_n} \| (\text{Id} \otimes F_{\Gamma_n}) \big( u, \theta \phi(u u_0^{-1}) \big) \|^2 \, du_0 d u_0 \\
= q^{2n} \int_{U_n \times U_n} \| (\text{Id} \otimes F_{\Gamma_n}) \big( u, \theta \phi(u_0) \big) \|^2 \, du_0 d u_0 \\
= q^{2n} \int_{U_n \times \mathcal{O}_k^X} \| (\text{Id} \otimes F_{\Gamma_n}) \big( u, z_0 \big) \|^2 \, du d z_0 \\
= q^n \sum_{[t] \in \Gamma_n} \int_{U_n} |f(u, [t])|^2 \, du = q^n \int_{X_n} |f([g])|^2 \, d[g].
\]

Consider last the linear operator which assigns to a symbol \( f \) the kernel of the operator \( \Omega_\theta(f) \):

\[
L^2(X_n) \to L^2(U_n \times U_n), \quad f \mapsto \big( (u_0, u) \mapsto (\text{Id} \otimes F_{\Gamma_n}) \big( (u^{1/2} u_0^{1/2}, \theta \phi(u^{1/2} u_0^{-1/2})) \big) \big).
\]

This operator is unitary since the map

\[
U_n \times U_n \to U_n \times U_n, \quad (u_0, u) \mapsto (u^{1/2} u_0^{1/2}, \theta \phi(u^{1/2} u_0^{-1/2})),
\]

is clearly an homeomorphism of class \( C^1 \) with Jacobian 1. Therefore, the quantization map is also surjective. \( \square \)

Remarks 3.10. (i) The adjoint \( \Omega_\theta^*: L^2(L^2(U_n)) \to L^2(X_n) \) of the quantization map (that is, the symbol map) is given for a trace-class operator \( A \in L^1(L^2(U_n)) \) by the function \( g \mapsto q^n \text{Tr}(A \Omega_\theta([g])) \in L^2(X_n) \cap L^\infty(X_n) \). Indeed, since \( \| \Omega_\theta([g]) \| = 1 \), we can use Fubini’s Theorem (for the von Neumann algebra \( B(L^2(U_n)) \otimes L^\infty(X_n) \) with semi-finite trace \( \text{Tr} \otimes \int_{X_n} \) to get for \( f \in L^1(X_n) \cap L^2(X_n) \) and \( A \in L^1(L^2(U_n)) \):

\[
\langle \Omega_\theta^*(A), f \rangle = \text{Tr}(A^* \Omega_\theta(f)) = q^n \text{Tr} \left( A^* \int_{X_n} \Omega_\theta([g]) f([g]) d[g] \right) = q^n \int_{X_n} \overline{\text{Tr}(A \Omega_\theta([g]))} f([g]) d[g].
\]

(ii) Unitarity of the quantization map also implies that \( \Omega_\theta(W_{\varphi_1, \varphi_2}^\theta) = |\varphi_2\rangle \langle \varphi_1| \). Indeed, using Dirac’s ket-bra notation for rank one operators:

\[
|\varphi_2\rangle \langle \varphi_1| \varphi := \langle \varphi_1, \varphi \rangle \varphi_2, \quad \varphi, \varphi_1, \varphi_2 \in L^2(U_n),
\]

we get

\[
W_{\varphi_1, \varphi_2}^\theta([g]) = \langle \varphi_1, \Omega_\theta([g]) \varphi_2 \rangle = \text{Tr}(|\varphi_2\rangle \langle \varphi_1| \Omega_\theta([g])) = q^{-n} \int_{X_n} \Omega_\theta^*(|\varphi_2\rangle \langle \varphi_1|) = \Omega_\theta^{-1}(|\varphi_2\rangle \langle \varphi_1|).
\]
3.2. The composition law of symbols in $D(X_n)$. We shall now give the formula for the composition law of symbols in the $p$-adic Fuchs calculus and prove the basic properties of this non-formal $\ast$-product. The latter is defined by transporting the product of the Hilbert-Schmidt operators $L^2(L^2(U_n))$ to $L^2(X_n)$ via the unitary operator $q^{-n/2} \Omega_\theta$:

**Definition 3.11.** Let $\theta \in O_K^\times$. We let $\ast_\theta$ be the associative (continuous) product on $L^2(X_n)$ given by:

$$f_1 \ast_\theta f_2 := \Omega_\theta^{-1}(\Omega_\theta(f_1) \Omega_\theta(f_2)).$$

**Remark 3.12.** Since $\Omega_\theta(f)^\ast = \Omega_\theta(f^\ast)$, we see that the complex conjugation is an involution of the Hilbert algebra $(L^2(X_n), \ast_\theta)$.

It is easy to give an explicit expression for the deformed product $\ast_\theta$ between test functions:

**Proposition 3.13.** Let $\theta \in O_K^\times$. For $f_1, f_2 \in D(X_n)$, we have

$$f_1 \ast_\theta f_2([g]) = \int_{X_n} K^3_{\theta}([g], [g_1], [g_2]) f_1([g_1]) f_2([g_2]) d[g_1] d[g_2],$$

where $K^3_{\theta}$ is the locally constant on $X_n^3$ given by:

$$K^3_{\theta}((u_1, [t_1]), (u_2, [t_2]), ([u_3], [t_3])) := q^{2n} \Psi_\theta(\phi(u_1 u_2^{-1}) t_3 + \phi(u_2 u_3^{-1}) t_1 + \phi(u_3 u_1^{-1}) t_2).$$

**Proof.** For $f_1, f_2 \in D(X_n)$, $\Omega_\theta(f^j)$ is Hilbert-Schmidt and thus $\Omega_\theta(f_1) \Omega_\theta(f_2)$ is trace class. Hence, Remark 3.10 (1) entails that:

$$f_1 \ast_\theta f_2([g]) = \text{Tr}(\Omega_\theta(f_1) \Omega_\theta(f_2) \Omega_\theta([g])).$$

Set $A_1 := \Omega_\theta(f_1)$ and $A_2 := \Omega_\theta(f_2) \Omega_\theta([g])$. Being Hilbert-Schmidt, the kernels of $A_1$ and $A_2$ (denoted by $[A_1], [A_2]$ in what follows) belong to $L^2(U_n \times U_n)$. Polarising the equality between the Hilbert-Schmidt norm of an operator and the $L^2$-norm of its kernel, we deduce

$$\text{Tr}(A_1 A_2) = \int_{U_n \times U_n} [A_1](u_1, u_2) [A_2](u_2, u_1) du_1 du_2.$$

By Lemma (3.6)

$$[A_1](u_1, u_2) = q^n (\text{Id} \otimes F_{\Gamma_n} f_1) \left( u_2^{1/2} u_1^{1/2}, \theta \phi(u_2^{1/2} u_1^{-1/2}) \right).$$

By Lemma 3.1 we easily deduce that

$$[[\Omega_\theta([g]), u_3, u_1]] = \Psi_\theta(\phi(uu_3^{-1}) t) \delta^{uu_3^{-1}}(u_1) = \Psi_\theta(\phi(u_1 u^{-1}) t) \delta^{uu_3^{-1}}(u_3),$$

and thus

$$[A_2](u_2, u_1) = \int_{U_n} [[\Omega_\theta(f_2)](u_2, u_3) [[\Omega_\theta([g]), u_3, u_1]] du_3$$

$$= [[\Omega_\theta(f_2)](u_2, u_3) \Psi_\theta(\phi(u_1 u^{-1}) t)$$

$$= q^n (\text{Id} \otimes F_{\Gamma_n} f_2) \left( uu_1^{-1/2} u_2^{1/2}, \theta \phi(uu_1^{-1/2} u_2^{-1/2}) \right) \Psi_\theta(\phi(u_1 u^{-1}) t).$$

Hence, we get

$$\text{Tr}(A_1 A_2) = q^{2n} \int_{U_n \times U_n} (\text{Id} \otimes F_{\Gamma_n} f_1) \left( u_2^{1/2} u_1^{1/2}, \theta \phi(u_2^{1/2} u_1^{-1/2}) \right)$$
Quantization of the affine group of a local field

\[ \times (\text{Id} \otimes \mathcal{F}_n f_2) \left( u u_1^{-1/2} u_2^{1/2}, \theta \phi (u u_1^{-1/2} u_2^{-1/2}) \right) \Psi_\theta (\phi (u_1 u^{-1}) t) \, du_1 du_2 \]

\[ = q^{2n} \int_{U_n \times U_n} (\text{Id} \otimes \mathcal{F}_n f_1) (u_1, \theta \phi (u_2 u^{-1})) (\text{Id} \otimes \mathcal{F}_n f_2) (u_2, \theta \phi (u_1^{-1})) \Psi_\theta (\phi (u_1 u_2^{-1}) t) \, du_1 du_2. \]

Undoing the Fourier transforms, we arrive at the announced formula. \( \square \)

By construction, the quantization map \( \Omega_\theta \) intertwines the geometric action of \( G_n \) on \( L^2(X_n) \) with the action of \( G_n \) on \( L^2(L^2(U_n)) \) given by conjugation of the representation \( \pi_\theta \). This implies that the product \( *_\theta \) on \( L^2(X_n) \) is covariant for the action of \( G_n \) or equivalently, that the three-point functions \( K^3_\theta \) in invariant under the diagonal action of \( G_n \) (a property that can easily be checked directly). Since \( \theta \) is now assumed to be in \( \mathcal{O}_k^\times \), the representation \( \pi_\theta \) of the quotient group \( X_n \) is no longer defined–see the discussion right after equation (7). Hence, it is not automatic that the product \( *_\theta \) is covariant for the left action of \( X_n \) on \( L^2(X_n) \) (a crucial property for deformation theory for actions of \( X_n \) on \( C^* \)-algebras [17]). In fact, the invariance of the function

\[ G_n \ni (u, t) \mapsto \Psi_\theta (\phi (u) t), \]

under translations in \( H_n = \{1\} \ltimes \varpi^{-n} \mathcal{O}_k \) immediately implies that \( K^3_\theta \) is also invariant under the diagonal left action of \( X_n \). Hence, denoting by \( \lambda \) the left regular action and by \( \rho \) the right regular action of \( X_n \) on \( L^2(X_n) \), we get:

**Proposition 3.14.** Let \( \theta \in \mathcal{O}_k^\times \). The product \( *_\theta \) is covariant for the left action of \( X_n \), namely

\[ \lambda_{[g]} (f_1 *_\theta f_2) = \lambda_{[g]} (f_1) *_\theta \lambda_{[g]} (f_2), \quad \forall f_1, f_2 \in L^2(X_n), \forall [g] \in X_n. \]

In particular, when \( f_1, f_2 \in \mathcal{D}(X_n) \), we have

\[ f_1 *_\theta f_2 = \int_{X_n \times X_n} K_\theta ([g_1], [g_2]) \rho_{[g_1]} (f_1) \rho_{[g_2]} (f_2) \, d[g_1] \, d[g_2], \]

where

\[ K_\theta ([g_1], [g_2]) := K^3_\theta ([\varepsilon], [g_1], [g_2]) = q^{2n} \Psi_\theta (\phi (u_2) t_1 - \phi (u_1) t_2). \]

As in Lemma 3.3, we have to remember here that for Abelian \( p \)-adic groups, Bruhat’s notions of smooth compactly supported function and of Schwartz function are identical.

**Proposition 3.15.** Let \( \theta \in \mathcal{O}_k^\times \). The product \( *_\theta \) is continuous from \( \mathcal{D}(X_n) \times \mathcal{D}(X_n) \) to \( \mathcal{D}(X_n) \).

**Proof.** For \( f_1, f_2 \in \mathcal{D}(X_n) \), we have

\[ f_1 *_\theta f_2 (u, [t]) = q^{2n} \int_{X_n \times X_n} \Psi_\theta (\phi (u u_1^{-1}) t_2 + \phi (u_1 u_2^{-1}) t + \phi (u_2 u_1^{-1}) t_1) f_1 ([g_1]) f_2 ([g_2]) \, d[g_1] \, d[g_2]. \]

Since \( \Psi_\theta \) is locally constant, we deduce from the continuity of \( \phi \), from the fact that \( u_1, u_2 \) are units and from the fact that the sum over \([t_1]\) and \([t_2]\) is actually finite, that \( f_1 *_\theta f_2 \) is locally constant in the variable \( u \in U_n \). To show that \( f_1 *_\theta f_2 \in \mathcal{D}(X_n) \), we therefore need to show that \( f_1 *_\theta f_2 \) is finitely supported in the variable \([t] \in \Gamma_n \). For that, we perform the sums over \([t_1], [t_2] \in \Gamma_n \) to get

\[ f_1 *_\theta f_2 (u, [t]) = q^{2n} \int_{U_n \times U_n} \Psi_\theta (\phi (u_1 u_2^{-1}) [t]) (\text{Id} \otimes \mathcal{F}_n f_1) (u_1, \phi (u_2 u^{-1})) \, d[u_1] \, du_2. \]
Using now the translation \( u_1 \mapsto u_1 u_2 \) and the second substitution formula \([6]\), we get
\[
  f_1 \ast_\theta f_2(u, [t]) = q^{2n} \int_{\omega^n \mathcal{O}_k} \Psi_\theta(u_1 t) \\
  \times \left( \int_{\mathcal{U}_n} \left( \text{Id} \otimes \mathcal{F}_{\Gamma_n} f_1 \right) \left( \phi^{-1}(u_1) u_2, \phi(u_2 u_1^{-1}) \right) \left( \text{Id} \otimes \mathcal{F}_{\Gamma_n} f_2 \right) \left( u_2, \phi(u_2^{-1} u_1^{-1}) \right) d\nu_2 \right) d\nu_1.
\]

Hence, \( f_1 \ast_\theta f_2(u, [t]) = q^{2n} \mathcal{F}_k(g_u)(\theta t) \) where
\[
g_u(t) = \mathbb{1}_{\omega^n \mathcal{O}_k}(t) \int_{\mathcal{U}_n} \left( \text{Id} \otimes \mathcal{F}_{\Gamma_n} f_1 \right) \left( \phi^{-1}(t) u_2, \phi(u_2 u^{-1}) \right) \left( \text{Id} \otimes \mathcal{F}_{\Gamma_n} f_2 \right) \left( u_2, \phi(u_2^{-1} \phi^{-1}(t)^{-1}) \right) d\nu_2.
\]

Since \( f_1 \) is locally constant in the variable \( u \in \mathcal{U}_n \), we deduce that \( \text{Id} \otimes \mathcal{F}_{\Gamma_n} f_1 \) is locally constant in its first variable. Similarly, \( f_2 \) is finitely supported in the variable \([t] \in \Gamma_n\) so that \( \text{Id} \otimes \mathcal{F}_{\Gamma_n} f_2 \) is locally constant in its second variable. From this we deduce that \( g_u \) is locally constant, so that \( \mathcal{F}_k(g_u) \) is compactly supported. Hence, \( f_1 \ast_\theta f_2 \) is finitely supported in the variable \([t] \in \Gamma_n\). Continuity follows from the obvious estimate
\[
  \| f_1 \ast_\theta f_2 \|_\infty \leq q^{2n} \text{Vol}(\text{Supp}(f_1)) \text{Vol}(\text{Supp}(f_2)) \| f_1 \|_\infty \| f_2 \|_\infty,
\]
and from the fact that the invariance domain and the support of \( f_1 \ast_\theta f_2 \) both depend only on the invariance domains and the supports of \( f_1, f_2 \) but not on \( f_1 \) and \( f_2 \) themselves.

The next property is often named strong traciality:

**Proposition 3.16.** Let \( \theta \in \mathcal{O}_k^\times \). For \( f_1, f_2 \in \mathcal{D}(X_n) \), we have
\[
\int_{X_n} f_1 \ast_\theta f_2([g]) \, d[g] = \int_{X_n} f_1([g]) \, f_2([g]) \, d[g].
\]

**Proof.** Observe first that the left hand side is well defined. Indeed, Proposition 3.15 shows that \( f_1 \ast_\theta f_2 \) belongs to \( \mathcal{D}(X_n) \subset L^1(X_n) \).

By polarization, we may assume \( f_1 = \tilde{f}_2 \). So, let \( f \in \mathcal{D}(X_n) \). By unitarity of the \( p \)-adic Fuchs calculus (see Proposition 3.9), we have since \( \mathcal{D}(X_n) \subset L^2(X_n) \):
\[
\int_{X_n} \tilde{f}([g]) \, f([g]) \, d[g] = \| f \|_2^2 = q^{-n} \| \Omega_\theta(f) \|_2^2.
\]

From Lemma 3.6 the operator kernel of \( \Omega_\theta(\tilde{f} \ast_\theta f) \) belongs to \( \mathcal{D}(U_n \times U_n) \). Hence, its evaluation on the diagonal is well defined as an element of \( \mathcal{D}(U_n) \). Moreover, we have the following formula:
\[
[\Omega_\theta(\tilde{f} \ast_\theta f)](u, u) = q^n (\text{Id} \otimes \mathcal{F}_{\Gamma_n}(\tilde{f} \ast_\theta f))(u, 0) = q^n \sum_{[t] \in \Gamma_n} \tilde{f} \ast_\theta f(u, [t]).
\]

Since \( \tilde{f} \ast_\theta f \in \mathcal{D}(X_n) \subset L^1(X_n) \), we deduce by Fubini’s Theorem that the map \( u \mapsto [\Omega_\theta(\tilde{f} \ast_\theta f)](u, u) \) belongs to \( L^1(U_n) \) with
\[
\int_{U_n} [\Omega_\theta(\tilde{f} \ast_\theta f)](u, u) \, d\nu = q^n \int_{X_n} \tilde{f} \ast_\theta f([g]) \, d[g].
\]

Last, we observe that the product kernel formula gives:
\[
\int_{U_n} [\Omega_\theta(\tilde{f} \ast_\theta f)](u, u) \, d\nu = \int_{U_n \times U_n} [\Omega_\theta(f)^*](u, u_1) [\Omega_\theta(f)](u_1, u) \, d\nu d\nu_1
\]
In particular, type inequality:

\[ \mu \]

It is known (see for instance [20]) that \( \mu^{1-\varepsilon} \in L^1(k) \) for every \( \varepsilon > 0 \) and that \( \mu_0 \) satisfies a Peetre type inequality:

\[ \mu_0(t_1 + t_2) \leq \mu_0(t_1) \mu_0(t_2), \quad \forall t_1, t_2 \in k. \]

Of course, \( \mu_0 \) is invariant under dilations in \( O_k^\times \) and under translations in \( \omega^{-n}O_k \). The following properties of the distribution \( F_k(\overline{\mu}_{\mu_0}^s) \), \( s \in \mathbb{R} \), are important.

**Lemma 4.1.** Let \( s \in \mathbb{R} \). Then, the distribution \( F_k(\overline{\mu}_{\mu_0}^s) \in \mathcal{D}'(k) \) is real valued, has support contained in \( U_n \) and is invariant under multiplicative inversion.

**Proof.** That \( F_k(\overline{\mu}_{\mu_0}^s) \) is real, is obvious since \( \mu_0 \) is real and even and \( \Psi \) is an additive character. That the support of \( F_k(\overline{\mu}_{\mu_0}^s) \) is contained in \( U_n \) comes from the invariance of \( \mu_0 \) by translations in \( \omega^{-n}O_k \). In particular, \( F_k(\overline{\mu}_{\mu_0}^s) \) can be viewed as an element of \( \mathcal{D}'(U_n) \).

Let \( S \) be the involutive homeomorphism of \( \mathcal{D}(U_n) \) (and of \( \mathcal{D}'(U_n) \)) given by \( S \varphi(u) := \varphi(u^{-1}) \). (Recall that we denote by \( \langle T | \varphi \rangle \) the evaluation of a distribution \( T \) on a test function \( \varphi \).) For \( \varphi \in \mathcal{D}(U_n) \) (that we also view as an element of \( \mathcal{D}(k) \) supported on \( U_n \)), we have

\[ \langle S F_k(\overline{\mu}_{\mu_0}^s) | \varphi \rangle = \langle F_k(\overline{\mu}_{\mu_0}^s) | S \varphi \rangle = \langle \overline{\mu}_{\mu_0}^s | F_k S \varphi \rangle = \int_k \overline{\Psi}(t) \mu_0^s(t) (F_k S \varphi) \, dt, \]

and by dominated convergence we get

\[ \langle S F_k(\overline{\mu}_{\mu_0}^s) | \varphi \rangle = \lim_{\ell \to +\infty} \int_{\omega^{-\ell}O_k} \overline{\Psi}(t) \mu_0^s(t) (F_k S \varphi) \, dt. \]

Hence we are left with integrals over compact sets, so that we may use Fubini’s Theorem to write

\[ \int_{\omega^{-\ell}O_k} \overline{\Psi}(t) \mu_0^s(t) (F_k S \varphi) \, dt = \int_{\omega^{-\ell}O_k \times U_n} \overline{\Psi}(t) \mu_0^s(t) \Psi(ut) \varphi(u^{-1}) \, dt \, du \]

\[ = \int_{\omega^{-\ell}O_k \times U_n} \mu_0^s(t) \Psi((u^{-1}-1)t) \varphi(u) \, dt \, du \]

\[ = \int_{\omega^{-\ell}O_k \times U_n} \mu_0^s(t) \Psi(-u^{-1}(u-1) - t) \varphi(u) \, dt \, du. \]

Since \( \mu_0 \) is also invariant under dilations in the group of units, the change of variable \( t \mapsto -ut \) yields

\[ \int_{\omega^{-\ell}O_k} \overline{\Psi}(t) \mu_0^s(t) (F_k S \varphi) \, dt = \int_{\omega^{-\ell}O_k \times U_n} \mu_0^s(t) \Psi((u-1)t) \varphi(u) \, dt \, du \]

4. A Calderón-Vaillancourt type Theorem

4.1. **The symbol space.** The aim of this subsection is to construct a Fréchet space of functions on \( X_n \) suitable to extend the Calderón-Vaillancourt Theorem to the \( p \)-adic Fuchs calculus.

We will make use of the following continuous function on \( k \):

\[ \mu_0(t) := \max(1, |\omega^n t|_k), \quad t \in k. \]

It is known (see for instance [20]) that \( \mu_0^{1-\varepsilon} \in L^1(k) \) for every \( \varepsilon > 0 \) and that \( \mu_0 \) satisfies a Peetre type inequality:

\[ \mu_0(t_1 + t_2) \leq \mu_0(t_1) \mu_0(t_2), \quad \forall t_1, t_2 \in k. \]

The aim of this subsection is to construct a Fréchet space of functions on \( X_n \) suitable to extend the Calderón-Vaillancourt Theorem to the \( p \)-adic Fuchs calculus.
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**Lemma 4.3.** For $s_1, s_2 \in \mathbb{R}$, we have

$$F_k(\Psi \mu_0^{s_1} \ast_{U_n} \Psi \mu_0^{s_2}) = F_k(\Psi \mu_0^{s_1 + s_2}).$$

**Proof.** Assume first $s_1 \in \mathbb{R}$ and $s_2 < -1/2$. In this case, $\mu_0^{s_2} \in L^2(k)$ and, since $F_k(\Psi \mu_0^{s_1})$ is supported in $U_n$, $F_k(\Psi \mu_0^{s_2}) \in L^1(k) \cap L^2(k)$. Take $\varphi \in D(U_n)$. Then, we have by definition of the convolution product of a pair of distributions:

$$\langle F_k(\Psi \mu_0^{s_1} \ast_{U_n} \Psi \mu_0^{s_2}) \varphi \rangle = \langle F_k(\Psi \mu_0^{s_1}) \ast_{U_n} F_k(\Psi \mu_0^{s_2}) \varphi \rangle,$$

where $\Delta : D(U_n) \to D(U_n \times U_n)$ is the coproduct, that is $\Delta \varphi(u_1, u_2) = \varphi(u_1 u_2)$. If we view $\Delta \varphi$ as an element of $D(k \times U_n)$ supported in $U_n \times U_n$, we get

$$\langle F_k(\Psi \mu_0^{s_1} \ast_{U_n} \Psi \mu_0^{s_2}) \varphi \rangle = \langle (\Psi \mu_0^{s_1} \ast_{U_n} \Psi \mu_0^{s_2}) \varphi \rangle = \langle (\Psi \mu_0^{s_1} \ast_{U_n} \Psi \mu_0^{s_2}) \varphi \rangle = \langle (\Psi \mu_0^{s_1} \ast_{U_n} \Psi \mu_0^{s_2}) \varphi \rangle,$$

where the expression in the right hand side above is the evaluation of a distribution in $D'(k \times U_n)$ against a test function in $D(k \times U_n)$. Since $(\Psi \mu_0^{s_1})$ is continuous and $F_k(\Psi \mu_0^{s_2})$ belongs to $L^1 \cap L^2(U_n)$, we have

$$\langle F_k(\Psi \mu_0^{s_1} \ast_{U_n} \Psi \mu_0^{s_2}) \varphi \rangle = \int_{k \times U_n} \Psi(t_1) F_k(\Psi \mu_0^{s_2}) \varphi(t_1, u_2) dt_1 du_2,$$

Using dominated convergence, Fubini’s Theorem, the change of variable $u_1 \mapsto u_2^{-1} u_1$, the invariance of $F_k(\Psi \mu_0^{s_2})$ under group inversion (see Lemma 4.1) and the fact that $\varphi$ can be seen as an element of $D(k)$ supported on $U_n$, the above expression is equal to:

$$\lim_{\ell \to +\infty} \int_{\mathbb{C} \times U_n} \Psi(t_1) \mu_0^{s_1}(t_1) F_k(\Psi \mu_0^{s_2}) \varphi(t_1, u_1, u_2) dt_1 du_1 du_2 = \lim_{\ell \to +\infty} \int_{U_n \times \mathbb{C} \times U_n} \Psi(t_1) \mu_0^{s_1}(t_1) F_k(\Psi \mu_0^{s_2}) \varphi(t_1, u_1, u_2) dt_1 du_1 du_2$$

which from Fubini’s Theorem and dominated convergence used backward yields the result. □

**Remark 4.2.** In what follows, we will mostly view $F_k(\Psi \mu_0^{s})$ as an element of $D'(U_n)$. We now come to a key technical result. Denote by $\ast_{U_n}$ the convolution product on $U_n$. Since $U_n$ is a compact group, $\ast_{U_n}$ extends to an associative bilinear continuous mapping from $D'(U_n) \times D'(U_n)$ to $D'(U_n)$ (see [9] section 6). The following result shows that the multiplicative convolution product of the distributions $F_k(\Psi \mu_0^{s}) \in D'(U_n)$, $s \in \mathbb{R}$, behaves (almost) like the additive convolution product!
Let $D_x, x \in \mathbb{k}^\times$, be the dilation operator defined by $D_x f(t) = f(x^{-1} t)$. Since $\mathcal{F}_k(\overline{\Psi}_{0}^{s_2})$ is real valued and supported in $U_n$ (see Lemma 4.1) we have for $t_1 \in \mathbb{k}^\times$:

$$
\int_{U_n} \mathcal{F}_k(\overline{\Psi}_{0}^{s_2})(u_2) \mathcal{F}_k(\varphi)(t_1 u_2) \, du_2 = |t_1|^{-1}_k \int_{k} \mathcal{F}_k(\overline{\Psi}_{0}^{s_2})(t_2) \mathcal{F}_k(D_{t_1} \varphi)(t_2) \, dt_2 \\
= |t_1|^{-1}_k \langle \mathcal{F}_k(\overline{\Psi}_{0}^{s_2}), \mathcal{F}_k(D_{t_1} \varphi) \rangle = |t_1|^{-1}_k \langle \overline{\Psi}_{0}^{s_2}, D_{t_1} \varphi \rangle = \langle D_{t_1}^{-1} \overline{\Psi}_{0}^{s_2}, \varphi \rangle \\
= \int_{U_n} \Psi(t_1 u_2) \mu_0^{s_2}(t_1 u_2) \varphi(u_2) \, du_2 = \mu_0^{s_2}(t_1) \int_{U_n} \Psi(t_1 u_2) \varphi(u_2) \, du_2 = \mu_0^{s_2}(t_1) \mathcal{F}_k(\varphi)(t_1),
$$

where we used Plancherel for $k$ in the third equality and the invariance of $\mu_0$ under dilations in $\mathcal{O}_k$ in the sixth. Hence, we get

$$
\langle \mathcal{F}_k(\overline{\Psi}_{0}^{s_1} \ast \mathcal{F}_k(\overline{\Psi}_{0}^{s_2}) \varphi \rangle = \lim_{t \to +\infty} \int_{\mathcal{O}_k} \Psi(t_1) \mu_0^{s_1}(t_1) \mu_0^{s_2}(t_1) \mathcal{F}_k(\varphi)(t_1) \, dt_1 \\
= \int_k \Psi(t_1) \mu_0^{s_1+s_2}(t_1) \mathcal{F}_k(\varphi)(t_1) \, dt_1 = \langle \mathcal{F}_k(\overline{\Psi}_{0}^{s_1+s_2}) \varphi \rangle.
$$

Assume now that $s_1 \in \mathbb{R}$, $-1/2 \leq s_2 < 0$ and chose $n \in \mathbb{N}$ large enough such that $(n+1)s_2 < -1/2$ and $s_1 + (n+1)s_2 < -1/2$. From what precedes we have

$$
\mathcal{F}_k(\overline{\Psi}_{0}^{s_1}) \ast_{U_n} \mathcal{F}_k(\overline{\Psi}_{0}^{s_2}) = \mathcal{F}_k(\overline{\Psi}_{0}^{s_1}) \ast_{U_n} \mathcal{F}_k(\overline{\Psi}_{0}^{(n+1)s_2}) \ast_{U_n} \mathcal{F}_k(\overline{\Psi}_{0}^{-ns_2}) \\
= \mathcal{F}_k(\overline{\Psi}_{0}^{s_1+(n+1)s_2}) \ast_{U_n} \mathcal{F}_k(\overline{\Psi}_{0}^{-ns_2}) = \mathcal{F}_k(\overline{\Psi}_{0}^{s_1+s_2}).
$$

Assume last $s_1 \in \mathbb{R}$, $s_2 > 0$ and chose $n \in \mathbb{N}$ large enough such that $-(n-1)s_2 < -1/2$ and $-(n-1)s_2 + s_1 < -1/2$. From what precedes we have

$$
\mathcal{F}_k(\overline{\Psi}_{0}^{s_1}) \ast_{U_n} \mathcal{F}_k(\overline{\Psi}_{0}^{s_2}) = \mathcal{F}_k(\overline{\Psi}_{0}^{s_1}) \ast_{U_n} \mathcal{F}_k(\overline{\Psi}_{0}^{-(n-1)s_2}) \ast_{U_n} \mathcal{F}_k(\overline{\Psi}_{0}^{ns_2}) \\
= \mathcal{F}_k(\overline{\Psi}_{0}^{s_1-(n-1)s_2}) \ast_{U_n} \mathcal{F}_k(\overline{\Psi}_{0}^{ns_2}) = \mathcal{F}_k(\overline{\Psi}_{0}^{s_1+s_2}),
$$

and the proof is complete. \qed

Let $\rho : X_n \to \mathcal{U}(L^2(X_n))$, be the right regular representation. We are especially interested in the following family of right convolution operators on the group $X_n$:

$$
J^s := \int_{U_n} \mathcal{F}_k(\overline{\Psi}_{0}^{s})(u) \rho_{(u, [0])} \, du, \quad s \in \mathbb{R}.
$$

The next result justifies our choice of notation for the operators $J^s$:

**Proposition 4.4.** Let $s, s_1, s_2 \in \mathbb{R}$. The operator $J^s$ acts continuously on $\mathcal{D}(X_n)$ and, moreover, we have $J^0 = \text{Id}$ and $J^{s_1} J^{s_2} = J^{s_1+s_2}$.

**Proof.** For the first part, we use [9] Proposition 7 which shows that the operator of convolution by a compactly supported distribution on $X_n$ is continuous on $\mathcal{D}(X_n)$. The second part follows immediately from Lemma 4.3. \qed

Since $\mathcal{F}_k(\overline{\Psi}_{0}^{s})$ is real valued and invariant under the group inversion in $U_n$, one easily deduce that $J^s$ is formally self-adjoint. In fact, it is not difficult to see that on the domain $\mathcal{D}(X_n)$, $J^s$ is self-adjoint. Moreover, Proposition 4.4 shows that $J^s = J^\frac{s}{2} J^\frac{s}{2}$ on $\mathcal{D}(X_n)$ and therefore $J^s$ is non-negative.
By transposition, the operators $J^s$, $s \in \mathbb{R}$, act by homeomorphisms on $\mathcal{D}'(X_n)$. Now, for $x \in \mathfrak{k}$ fixed, we let $\hat{\Psi}_x \in L^\infty(X_n)$ be defined by $\hat{\Psi}_x(u, [t]) := \Psi_x(u) = \Psi(xu)$. As a distribution on $X_n$, $\hat{\Psi}_x$ is an eigenfunction of $J^s$ for all $s \in \mathbb{R}$:

**Lemma 4.5.** For every $x \in \mathfrak{k}$ and $s \in \mathbb{R}$, we have

$$J^s \hat{\Psi}_x = \mu_0^s(x) \hat{\Psi}_x.$$  

**Proof.** We may assume without lost of generality that $s < -1/2$. Indeed, once this case has been proven, we will then have for $s > 1/2$ and $\varphi \in \mathcal{D}(X_n)$:

$$\langle J^s \hat{\Psi}_x | \varphi \rangle = \langle \hat{\Psi}_x | J^{-s} J^s \varphi \rangle = \langle J^{-s} \hat{\Psi}_x | J^s \varphi \rangle = \mu_0^{-s}(x) \langle \hat{\Psi}_x | J^s \varphi \rangle = \mu_0^{-s}(x) \langle J^2 \hat{\Psi}_x | \varphi \rangle.$$  

Hence $J^s \hat{\Psi}_x = \mu_0^{-s}(x) J^2 \hat{\Psi}_x$ and applying $J^{-s}$ on both sides gives $\hat{\Psi}_x = \mu_0^{-s}(x) J^s \hat{\Psi}_x$. Thus, if the result holds for $s < -1/2$ then it also holds for $s > 1/2$. Moreover, if the result holds for $|s| > 1/2$ then it also holds for $0 < |s| \leq 1/2$. Indeed, for $0 < s \leq 1/2$ chose $n \in \mathbb{N}$ so large that $(n-1)s > 1/2$. Then we have $J^s \hat{\Psi}_x = J^{ns} J^{(-n+1)s} \hat{\Psi}_x = \mu_0(x)^{(-n+1)s} J^{ns} \hat{\Psi}_x = \mu_0(x)^{(-n+1)s} \mu_0(x)^{ns} \hat{\Psi}_x$. Passing from $0 < s \leq 1/2$ to $-1/2 \leq s < 0$ as before, we are done.

So we just need to consider $s < -1/2$. In this case, $\mu_0^s \in L^2(\mathfrak{k})$ and thus $\mathcal{F}_k(\overline{\Psi} \mu_0^s) \in L^2(\mathfrak{k}) \cap L^1(\mathfrak{k})$. (Since $\mathcal{F}_k(\overline{\Psi} \mu_0^s)$ is supported on $U_n$.) We then have

$$J^s \hat{\Psi}_x(u, [t]) = \int_{U_n} \mathcal{F}_k(\overline{\Psi} \mu_0^s)(u_0) \hat{\Psi}_x((u, [t])(u_0, [0])) \, du_0 = \int_{U_n} \mathcal{F}_k(\overline{\Psi} \mu_0^s)(u_0) \hat{\Psi}_x(uu_0, [u_0^{-1} t]) \, du_0 = \int_{U_n} \mathcal{F}_k(\overline{\Psi} \mu_0^s)(u_0) \Psi(xu u_0) \, du_0.$$  

Viewing $\mathcal{F}_k(\overline{\Psi} \mu_0^s)$ as an $L^2$-function on $\mathfrak{k}$ supported on $U_n$, we get

$$J^s \hat{\Psi}_x(u, [t]) = \int_{\mathfrak{k}} \mathcal{F}_k(\overline{\Psi} \mu_0^s)(t_0) \Psi(xu t_0) \, dt_0 = \mathcal{F}_k^{-1} \mathcal{F}_k(\overline{\Psi} \mu_0^s)(-xu) = \Psi(xu) \mu_0^s(-xu) = \mu_0^s(x) \hat{\Psi}_x(u, [t]),$$  

where the last equality follows by invariance of $\mu_0$ by dilations in $\mathcal{O}_k^\times$. \hfill \Box

We now introduce the following subspace of distributions on $X_n$:

$$\mathcal{B}(X_n) := \left\{ F \in \mathcal{D}'(X_n) : \forall j \in \mathbb{N}, J^j F \in L^\infty(X_n) \right\}.$$  

We endow $\mathcal{B}(X_n)$ with the topology associated with the family of seminorms:

(15)  

$$F \mapsto ||J^j F||_\infty, \forall j \in \mathbb{N}.$$  

The main properties of the space $\mathcal{B}(X_n)$ are summarized in the next proposition. There, we denote by $C_{ru}(X_n)$ the $C^*$-algebra of bounded and right-uniformly continuous complex valued functions on $X_n$ (our convention for the right-uniform structure is the one which yields strong continuity for the right regular action) and by $C_{ru}^\infty(X_n)$ the subspace of $C_{ru}(X_n)$ on which the right action is regular (or smooth) in the sense of Bruhat. The proof of the following result is very close to [18, Lemma 3.2] but for the sake of completeness we give here the detailed arguments.

**Proposition 4.6.** The space $\mathcal{B}(X_n)$ is Fréchet and we have $C_{ru}^\infty(X_n) \subset \mathcal{B}(X_n) \subset C_{ru}(X_n)$ with dense inclusions.
Proof. That $\mathcal{B}(X_n)$ is Fréchet follows from standard arguments. By \cite{22} (32.45) (b), p. 283, it follows that the space of left-uniformly continuous and bounded functions on $X_n$ is exactly $L^1(X_n) *_{X_n} L^\infty(X_n)$, where $*_{X_n}$ denotes the convolution product on $X_n$. (Be aware that for uniform structures, we use the convention opposite to those of \cite{22}.) Hence, with $S$ antipode of $L^\infty(X_n)$ (i.e. $SF([g]) = F([g]^{-1})$), we need to show that $SB(X_n) \subset L^1(X_n) *_{X_n} L^\infty(X_n)$. Define $\Phi := \mathcal{F}_k(\overline{\Psi} \mu_0^{-2}) \otimes \delta_0 \in L^1(X_n)$. Then we have for any $F \in \mathcal{B}(X_n)$, and with $\lambda$ and $\rho$ the left and right regular representations (possibly in their integrated version), we get since $J^{-2} = \rho(\Phi)$:

$$SF = SJ^{-2}J^2F = S\rho(\Phi)J^2F = \lambda(\Phi)SJ^2F = \Phi *_{X_n} SJ^2F.$$  

Since $J^2F \in \mathcal{B}(X_n) \subset L^\infty(X_n)$, we deduce that $SJ^2F \in L^\infty(X_n)$ which entails that $\mathcal{B}(X_n) \subset C_{ru}(X_n)$. The inclusion $C_{ru}^\infty(X_n) \subset \mathcal{B}(X_n)$ follows from the Dixmier-Malliavin theorem, proven for arbitrary locally compact groups by Meyer in \cite{26} Theorem 4.16. Indeed, the latter states that $C_{ru}^\infty(X_n)$ coincides with its Garding space, that is the space of finite sums of elements of the form

$$\rho(f)F := \int_{X_n} f([g]) \rho([g]) d[g], \quad f \in D(X_n), \ F \in C_{ru}(X_n).$$

For $j \in \mathbb{N}$ and $f \in D(X_n)$, we have

$$J^j \rho(f) = \int_{U_n \times X_n} \mathcal{F}_k(\overline{\Psi} \mu_0^j)(u) f([g]) \rho([u,0][g]) dud[g] = \int_{U_n \times X_n} \mathcal{F}_k(\overline{\Psi} \mu_0^j)(u) f((u^{-1},[0])[g]) \rho([g]) dud[g],$$

we easily deduce that $J^j \rho(f) = \rho(SJ^jSf)$. Hence, we get

$$\|J^j \rho(f)F\|_\infty = \|\rho(SJ^jSf)F\|_\infty \leq \|SJ^jSf\|_1 \|F\|_\infty < \infty,$$

and therefore $C_{ru}^\infty(X_n) \subset \mathcal{B}(X_n)$. Finally, density of $C_{ru}^\infty(X_n)$ in $C_{ru}(X_n)$ is a consequence of the strong continuity of the right regular action on the $C^*$-algebra of right-uniformly continuous and bounded functions on $X_n$. \qed

The arguments of the next result are conceptually similar to those of \cite{16} Corollary 3.6 but technically different.

**Proposition 4.7.** The space $\mathcal{B}(X_n)$ is a Fréchet algebra under the point-wise product. More precisely, for all $j \in \mathbb{N}$ and all $F_1, F_2 \in \mathcal{B}(X_n)$, we have:

$$\|J^j(F_1,F_2)\|_\infty \leq q^{-2j} \|\mu_0^{-2}\|_2^2 \|J^{j+2}F_1\|_\infty \|J^{j+2}F_2\|_\infty.$$  

**Proof.** Let $j \in \mathbb{N}$, $F_1, F_2 \in \mathcal{B}(X_n)$ and $(u_0,[t_0]) \in X_n$. Since the function $\mathcal{F}_k(\overline{\Psi} \mu_0^{-j-2}) \in L^1(U_n)$ is invariant under group inversion (by Lemma \ref{lem:C7}), we get:

$$J^{-j-2}F_k(u_0,[t_0]) = \int_{U_n} \mathcal{F}_k(\overline{\Psi} \mu_0^{-j-2})(u) F_k(u_0u,[u^{-1}t_0]) du$$

$$= \int_{U_n} \mathcal{F}_k(\overline{\Psi} \mu_0^{-j-2})(u^{-1}u_0) F_k(u,[u^{-1}u_0t_0]) du$$

$$= \int_{U_n \times k} \overline{\Psi}(u^{-1}u_0t) \overline{\Psi}(t) \mu_0^{-j-2}(t) F_k(u,[u^{-1}u_0t_0]) dt.$$  

Writing $F_1 = J^{-j-2}J^{j+2}F_1$, $F_2 = J^{-j-2}J^{j+2}F_2$, it then follows that

$$F_1 F_2(u_0,[t_0]) = \int_{(U_n \times k)^2} \overline{\Psi}(u_0(u_1^{-1}t_1 + u_2^{-1}t_2)) \overline{\Psi}(t_1 + t_2) \mu_0^{-j-2}(t_1) \mu_0^{-j-2}(t_2)$$
× \int J^{j+2} F_1(u_1, [u_1^{-1} u_0 t_0]) J^{j+2} F_2(u_2, [u_2^{-1} u_0 t_0]) \, du_1 dt_1 du_2 dt_2.

To compute $J^j(F_1 F_2)$ we let $J^j$ acts on this absolutely convergent (in $L^\infty(X_n)$) integral representation of the product $F_1 F_2$. Hence, we are left to compute

$$J^j[(u_0, [t_0]) \mapsto \Psi(u_0(u_1^{-1} t_1 + u_2^{-1} t_2)), J^{j+2} F_1(u_1, [u_1^{-1} u_0 t_0]) J^{j+2} F_2(u_2, [u_2^{-1} u_0 t_0])].$$

Now observe that an element $F \in L^\infty(X_n)$ of the form $F(u_0, [t_0]) = h([u_0 u_0 t_0]),$ with $h \in C^\infty(\Gamma_n)$ and $u \in O_k^\infty$, is invariant under right translations in $(u, [0]), u \in U_n \subset X_n.$ Hence, we get

$$J^j(F_1 F_2)(u_0, [t_0]) = \int_{(U_n \times k)^2} J^j(\Psi_{u_1^{-1} t_1 + u_2^{-1} t_2} \Psi_{u_1^{-1} t_1 + u_2^{-1} t_2}) (u_0, [t_0]) \Psi(t_1 + t_2) \mu_0^{-j-2}(t_1) \mu_0^{-j-2}(t_2)
\times J^{j+2} F_1(u_1, [u_1^{-1} u_0 t_0]) J^{j+2} F_2(u_2, [u_2^{-1} u_0 t_0]) \, du_1 dt_1 du_2 dt_2,$$

which by Lemma 45 entails

$$J^j(F_1 F_2)(u_0, [t_0]) = \int_{(U_n \times k)^2} \mu_0^j(u_0(u_1^{-1} t_1 + u_2^{-1} t_2)) \Psi(u_1^{-1} t_1 + u_2^{-1} t_2) \Psi(t_1 + t_2) \mu_0^{-j-2}(t_1)
\times \mu_0^{-j-2}(t_2) J^{j+2} F_1(u_1, [u_1^{-1} u_0 t_0]) J^{j+2} F_2(u_2, [u_2^{-1} u_0 t_0]) \, du_1 dt_1 du_2 dt_2.$$

This formula then yields the following estimate

$$|J^j(F_1 F_2)(u_0, [t_0])| \leq \|J^{j+2} F_1\|_\infty \|J^{j+2} F_2\|_\infty \int_{(U_n \times k)^2} \mu_0^j(u_0(u_1^{-1} t_1 + u_2^{-1} t_2)) \mu_0^{-j-2}(t_1) \mu_0^{-j-2}(t_2) \, du_1 dt_1 du_2 dt_2.$$

Using the Peetre inequality (14) and the invariance of $\mu_0$ by dilations in $O_k^\infty$, we get

$$\mu_0^j(u_0(u_1^{-1} t_1 + u_2^{-1} t_2)) \leq \mu_0^j(u_0 u_1^{-1} t_1) \mu_0^j(u_0 u_2^{-1} t_2) = \mu_0^j(t_1) \mu_0^j(t_2).$$

With our choice of normalization for Haar measures, we have $\text{Vol}(U_n) = q^{-n}$ and thus

$$\|J^j(F_1 F_2)\|_\infty \leq q^{-2n} \|\mu_0^{-2}\|_1 \|J^{j+2} F_1\|_\infty \|J^{j+2} F_2\|_\infty,$$

which is the inequality we had to prove. \hfill \Box

Even though we shall not need this space here (we will use it in (17) only), we conclude this paragraph by constructing a more suitable (for us) version of the Schwartz space on the group $X_n$. The idea is to control regularity using the operator $J$ and decay using the multiplication operator:

$$I \varphi(u, [t]) := \mu_0(t) \varphi(u, [t]).$$

(Recall that $\mu_0$ is invariant under translations in $\infty \circ \odot_k$ so that it defines a function on $\Gamma_n.$) With domain $\mathcal{D}(X_n) \subset L^2(X_n)$, the operator $I$ is unbounded, essentially self-adjoint and non-negative. Since moreover $\mu_0(t) = \mu_0(ut)$ for all $u \in U_n$, one sees that $I$ commutes with $J$. We then let

$$\mathcal{S}(X_n) := \left\{ f \in \mathcal{B}(X_n) : \forall j \in \mathbb{N}, J^j f \in \mathcal{B}(X_n) \right\},$$

and we endow $\mathcal{S}(X_n)$ with the topology associated with the family of seminorms:

$$f \mapsto \|J^k J^j f\|_\infty, \ \forall j, k \in \mathbb{N}.$$
From standard methods, one can prove that, endowed with this topology, \( \mathcal{S}(X_n) \) is Fréchet and nuclear. Since moreover \( \mathcal{I}^j(fF) = (\mathcal{I}^j f)F \), for \( f \in \mathcal{S}(X_n) \) and \( F \in \mathcal{B}(X_n) \) we also get from (16) that
\[
\|J^k \mathcal{I}^j (fF)\|_\infty \leq q^{-2n} \|\mu_0^{-2}\|^2 \|J^{k+2} \mathcal{I}^j f\|_\infty \|J^{k+2} F\|_\infty.
\]
Hence \( \mathcal{S}(X_n) \) is an ideal of \( \mathcal{B}(X_n) \) (for the point-wise product).

4.2. The main estimate. The goal of this part is to provide an analogue of the Calderón-Vaillancourt Theorem for the \( p \)-adic Fuchs calculus. Namely, we will prove that the quantization map \( \Omega_\theta : \mathcal{D}(X_n) \to \mathcal{L}(\mathcal{D}(U_n), \mathcal{D}'(U_n)) \), restricts to \( \mathcal{B}(X_n) \) as a bounded operator on \( L^2(U_n) \). The method we use relies on coherent states and Wigner functions, a method which has been discovered by Unterberger in the eighties [34] in the context of the Weyl calculus. To this aim, let us consider the following specific Wigner functions:
\[
W_\theta^\mu : = W_1 u_n, \pi_\theta(g)u_n \in L^2(X_n), \quad g \in G_n,
\]
where \( \pi_{\theta} \) is the characteristic function of \( U_n \). From (10) and (7) we explicitly get with \( g_1 = (u_1, t_1) \in G_n \) and \( [g_2] = (u_2, [t_2]) \in X_n \):
\[
W_\theta^{\mu_{u_1}}([g_2]) = \int_{U_n} \Phi(\phi(u_2 u_1^{-1} t_2)) \Phi(u_0 u_2^{-2} u_1 t_1) \, du_0 = \int_{U_n} \Phi(u_0 u_2^{-1} u_1 t_1 - \phi(u_0) t_2) \, du_0.
\]
Since \( \pi_{\theta} \in \mathcal{D}(U_n) \), we may use Proposition 3.4 to get that \( W_\theta^{\mu_{u_1}} \in \mathcal{D}(X_n) \). Hence, we can act on \( W_\theta^{\mu_{u_1}} \) by the operator \( J^s \):

**Lemma 4.8.** Let \( \theta \in \mathcal{O}_k^X \), \( s \leq -1/2 \), \( u_1, u_2 \in U_n \) and \( t_1, t_2 \in k \). Then, for \( g_1 = (u_1, t_1) \in G_n \) and \( [g_2] = (u_2, [t_2]) \in X_n \), we have
\[
J^s W_\theta^{\mu_{u_1}}([g_2]) = \int_{U_n} \mu_0^s(u_0 u_2^{-1} u_1 t_1 - \phi(u_0) t_2) \Phi(u_0 u_2^{-1} u_1 t_1 - \phi(u_0) t_2) \, du_0.
\]

**Proof.** Note that since \( s \leq -1/2 \), \( \mathcal{F}_k(\mathcal{W}_\theta^{\mu_0}) \in L^2(k) \cap L^1(k) \). By definition, we have:
\[
J^s W_\theta^{\mu_{u_1}}([g_2]) = \int_{U_n} \mathcal{F}_k(\mathcal{W}_\theta^{\mu_0})(u_3) W_\theta^{\mu_{u_1}}((u_2, [t_2]), (u_3, [0])) \, du_3
\]
\[
= \int_{U_n} \mathcal{F}_k(\mathcal{W}_\theta^{\mu_0})(u_3) W_\theta^{\mu_{u_1}}(u_2 u_3, [u_3^{-1} t_2]) \, du_3
\]
\[
= \int_{U_n \times U_n} \mathcal{F}_k(\mathcal{W}_\theta^{\mu_0})(u_3) \Phi(u_3^{-1} (u_0 u_2^{-1} u_1 t_1 - \phi(u_0) t_2)) \, du_0 \, du_3
\]
\[
(19)
\]
where the last equality follows from the invariance of \( \mathcal{F}_k(\mathcal{W}_\theta^{\mu_0}) \) under group inversion (see Lemma 4.1). Now, if we view \( \mathcal{F}_k(\mathcal{W}_\theta^{\mu_0}) \) as an \( L^2 \)-function on \( k \) supported on \( U_n \), we get:
\[
\int_{U_n} \mathcal{F}_k(\mathcal{W}_\theta^{\mu_0})(u_3) \Phi_\mu_0(u_3 (u_0 u_2^{-1} u_1 t_1 - \phi(u_0) t_2)) \, du_3 = \int_{k} \mathcal{F}_k(\mathcal{W}_\theta^{\mu_0})(t_3) \Phi_\mu_0(t_3 (u_0 u_2^{-1} u_1 t_1 - \phi(u_0) t_2)) \, dt_3
\]
\[
= \mathcal{F}_k^{-1} \mathcal{F}_k(\mathcal{W}_\theta^{\mu_0}) \left(- \mu_0 (u_0 u_2^{-1} u_1 t_1 - \phi(u_0) t_2) \right) = \Phi(u_0 u_2^{-1} u_1 t_1 - \phi(u_0) t_2) \mu_0(u_0 u_2^{-1} u_1 t_1 - \phi(u_0) t_2),
\]
by invariance of \( \mu_0 \) by dilations in \( \mathcal{O}_k^X \). This concludes the proof. \( \square \)
Lemma 4.9. Let \( \theta \in \mathcal{O}_k^\times \), \( s < -1/2 \), \( g_1 = (u_1, t_1) \in \mathcal{G}_n \) and \( u_2 \in U_n \). Then the map \( \Gamma_n \to \mathbb{C} \), 
\[ [t_2] \mapsto J^s W_{g_1}^\theta (u_2, [t_2]) \]
is supported in the finite set \( \mathcal{O}^\min_{-n, \mathcal{O}^\text{val}(t_1)} / \mathcal{O}_k \).

Proof. Using the substitution formula (6), we deduce from (19):
\[
J^s W_{g_1}^\theta ([g_2]) = \int_{\mathcal{O}_k \times U_n} \mathcal{F}_k \left( \mathcal{F}_\mu^\theta \right) (u_3) \Psi_\theta (u_3 (\phi^{-1}(u_0) u_2^{-1} u_1 t_1 - u_0 t_2)) \, du_0 \, du_3
\]
\[
= \int_{U_n} \mathcal{F}_k \left( \mathcal{F}_\mu^\theta \right) (u_3) \mathcal{F}_k \left( \mathcal{I} \mathcal{O}_k \Psi_{\theta u_3 u_2^{-1} u_1 t_1} \circ \phi^{-1} \right) (u_3 t_2) \, du_3.
\]

Observe first that \( \Psi_{\theta u_3 u_2^{-1} u_1 t_1} \circ \phi^{-1} \) is constant on the cosets of \( \mathcal{O}_k \). Indeed, for \( x \in \mathcal{O}_k \) and \( t \in k \), we have since \( \phi \) is an isometry:
\[
|u_3 u_2^{-1} u_1 t_1 \phi^{-1}(t + \mathcal{O}^\text{val}(t_1) x) - u_3 u_2^{-1} u_1 t_1 \phi^{-1}(t)|_k = |t_1|_k |\phi^{-1}(t + \mathcal{O}^\text{val}(t_1) x) - \phi^{-1}(t)|_k
\]
\[
= |t_1|_k |\mathcal{O}^\text{val}(t_1) x|_k = |x|_k \leq 1,
\]
which prove this first claim since \( \Psi_\theta \) is constant in \( \mathcal{O}_k \). Hence, \( \mathcal{I} \mathcal{O}_k \Psi_{\theta u_3 u_2^{-1} u_1 t_1} \circ \phi^{-1} \) is invariant under translations in \( \mathcal{O}_k \) which implies that \( \mathcal{F}_k \left( \mathcal{I} \mathcal{O}_k \Psi_{\theta u_3 u_2^{-1} u_1 t_1} \circ \phi^{-1} \right) \) is supported on \( \mathcal{O}_k \) and, since \( u_3 \) is a unit, so is the map \( t_2 \mapsto \mathcal{F}_k \left( \mathcal{I} \mathcal{O}_k \Psi_{\theta u_3 u_2^{-1} u_1 t_1} \circ \phi^{-1} \right) (u_3 t_2) \).

The previous Lemmas allow to prove a crucial property of the Wigner functions \( W_{g_1}^\theta \), \( g \in \mathcal{G}_n \):

Proposition 4.10. Let \( \theta \in \mathcal{O}_k^\times \) and \( s < -2 \). Then,
\[
\int_{G_n \times X_n} |J^s W_{g_1}^\theta ([g_2])| \, dg_1 \, dg_2 \leq q^{-2n} (1 + q^{-n} \| \mu_0^{s+1} \|_1) < \infty.
\]

Proof. Viewing \([g_2] \mapsto J^s W_{g_1}^\theta ([g_2]) \) as a function on \( G_n \) constant on the cosets of \( H_n = \{1\} \times \mathcal{O}_k \subset G_n \), we first write
\[
\int_{G_n \times X_n} |J^s W_{g_1}^\theta ([g_2])| \, dg_1 \, dg_2 = q^{-n} \int_{G_n \times G_n} |J^s W_{g_1}^\theta ([g_2])| \, dg_1 \, dg_2.
\]

Next, we split the integration domain as the disjoint union of \( V_1 := \{(g_1, g_2) \in G_n \times G_n : |t_2|_k \leq |t_1|_k\} \) with \( V_2 := \{(g_1, g_2) \in G_n \times G_n : |t_2|_k > |t_1|_k\} \) and we denote by \( I_1 \) and \( I_2 \) the corresponding integrals.

First, by Lemma 4.8 we get
\[
I_1 = q^{-n} \int_{V_1} \mu_0^s (u_0 u_2^{-1} u_1 t_1 - \phi(u_0) t_2) \Psi_\theta (u_0 u_2^{-1} u_1 t_1 - \phi(u_0) t_2) \, du_0 \, du_1 \, du_2 \, dt_1 \, dt_2.
\]

Observe next that when \((g_1, g_2) \in V_1 \) we have \( |u_0 u_2^{-1} u_1 t_1|_k = |t_1|_k \geq |t_2|_k > |\phi(u_0) t_2|_k \) since \( |\phi(u_0)|_k \leq q^{-n} < 1 \). The case of equality in the ultrametric triangle inequality and the invariance of \( \mu_0 \) under dilations in \( \mathcal{O}_k \) therefore give:
\[
\mu_0^s (u_0 u_2^{-1} u_1 t_1 - \phi(u_0) t_2) = \mu_0^s (u_0 u_2^{-1} u_1 t_1) = \mu_0^s (t_1).
\]

Hence, since \(|t|_k \leq q^n \mu_0(t)\),
\[
I_1 = q^{-n} \int_{V_1} \mu_0^s (t_1) \Psi_\theta (u_0 u_2^{-1} u_1 t_1 - \phi(u_0) t_2) \, du_0 \, du_1 \, du_2 \, dt_1 \, dt_2
\]
Quantization of the affine group of a local field

\[ \leq q^{-4n} \int_{k} \mu_0^s(t_1) \left( \int_{\infty^{\nu(t_1)} \Theta_k} dt_2 \right) dt_1 = q^{-4n} \int_{k} \mu_0^s(t_1) |t_1|_k dt_1 \leq q^{-3n} \| \mu_0^{s+1} \|_1, \]

which is finite since \( s < -2 \).

Next, if \((g_1, g_2) \in V_2\), we have \(|t_1|_k < |t_2|_k\). But by Lemma 4.9 we also have \(|t_2|_k \leq \max(q^n, |t_1|_k)\) when \( J^s W^0_{g_1}(\{g_2\}) \) is possibly nonzero. Hence \(|t_2|_k \leq q^n\) and thus \(|t_1|_k \leq q^n\) too and we deduce that the domain of integration of the variables \( t_1 \) and \( t_2 \) reduces to \( \infty^{-n} \Theta_k \) when \( J^s W^0_{g_1}(\{g_2\}) \) is possibly nonzero. Thus

\[ I_2 = q^{-n} \int_{V_2} \left| \int_{U_n} \mu_0^s(u_0 u_2^{-1} u_1 t_1 - \phi(u_0) t_2) \Psi_\theta(u_0 u_2^{-1} u_1 t_1 - \phi(u_0) t_2) du_0 \right| du_1 du_2 dt_1 dt_2 \]
\[ \leq q^{-n} \int_{U_n \times U_n \times \infty^{-n} \Theta_k \times \infty^{-n} \Theta_k} \mu_0^s(u_0 u_2^{-1} u_1 t_1 - \phi(u_0) t_2) du_0 du_1 du_2 dt_1 dt_2 \]
\[ \leq q^{-n} \text{Vol}(U_n)^3 \text{Vol}(\infty^{-n} \Theta_k)^2 = q^{-2n}, \]

where we used that \( \mu_0 \geq 1 \) and \( s < 0 \).

Recall that \( 1_{U_n} \) denotes the characteristic function of \( U_n \).

**Corollary 4.11.** Let \( \theta \in \Theta_k \) and \( s < -2 \). Then for every \( F \in \mathcal{B}(X_n) \), we have:

\[ \sup_{g_1 \in G_n} \int_{G_n} \left| \langle \pi_\theta(g_1) 1_{U_n}, \, \Omega_\theta(F) \pi_\theta(g_2) 1_{U_n} \rangle \right| d\theta \leq q^{-n} (1 + q^{-n} \| \mu_0^{s+1} \|_1) \| J^{-s} F \|_\infty < \infty. \]

**Proof.** Since \( \pi_\theta(g) 1_{U_n} \in D(U_n) \) for all \( g \in G_n \), the function \((g_1, g_2) \mapsto \langle \pi_\theta(g_1) 1_{U_n}, \, \Omega_\theta(F) \pi_\theta(g_2) 1_{U_n} \rangle\) is well defined and by Proposition 3.5 we have

\[ \langle \pi_\theta(g_1) 1_{U_n}, \, \Omega_\theta(F) \pi_\theta(g_2) 1_{U_n} \rangle = q^n \int_{X_n} F([g]) W^0_{\pi_\theta(g_1) 1_{U_n}, \pi_\theta(g_2) 1_{U_n}}([g]) \, d[g]. \]

Using \( G_n \)-covariance, we deduce

\[ W^0_{\pi_\theta(g_1) 1_{U_n}, \pi_\theta(g_2) 1_{U_n}}([g]) = \langle \pi_\theta(g_1) 1_{U_n}, \, \Omega_\theta([g]) \pi_\theta(g_2) 1_{U_n} \rangle = \langle 1_{U_n}, \, \pi_\theta(g_1^{-1}) \Omega_\theta([g]) \pi_\theta(g_2) 1_{U_n} \rangle \]
\[ = \langle 1_{U_n}, \, \Omega_\theta([g_1^{-1} g]) \pi_\theta(g_1^{-1} g_2) 1_{U_n} \rangle = W^0_{g_1^{-1} g_2}([g_1^{-1} g]). \]

Thus,

\[ \langle \pi_\theta(g_1) 1_{U_n}, \, \Omega_\theta(F) \pi_\theta(g_2) 1_{U_n} \rangle = q^n \int_{X_n} F([g]) W^0_{g_1^{-1} g_2}([g_1^{-1} g]) \, d[g] \]
\[ = q^n \int_{X_n} (\lambda_{[g_1]}^{-1} F)([g]) W^0_{g_1^{-1} g_2}([g]) \, d[g]. \]

Take then \( s < -2 \). Since \( J^{-s} \) commutes with left translations on the group \( X_n \), we therefore have

\[ \langle \pi_\theta(g_1) 1_{U_n}, \, \Omega_\theta(F) \pi_\theta(g_2) 1_{U_n} \rangle = q^n \int_{X_n} (\lambda_{[g_1]}^{-1} J^{-s} F)([g]) \, (J^s W^0_{g_1^{-1} g_2})([g]) \, d[g]. \]

This implies that

\[ \sup_{g_1 \in G_n} \int_{G_n} \left| \langle \pi_\theta(g_1) 1_{U_n}, \, \Omega_\theta(F) \pi_\theta(g_2) 1_{U_n} \rangle \right| d\theta \]
Using the Cauchy-Schwarz inequality and Corollary 2.10 backward, we get
and the claim follows by Proposition 4.10.

Indeed, for \( \phi, \psi \in D \), we have:

\[
\langle \psi, \Omega_\theta(F) \varphi \rangle = \|1_U\|_2^{-4} \int_{G_n \times G_n} \langle \psi, \pi_\theta(g_1)1_U \rangle \langle \pi_\theta(g_1)1_U, \Omega_\theta(F)\pi_\theta(g_2)1_U \rangle \langle \pi_\theta(g_2)1_U, \psi \rangle \, dg_1 \, dg_2.
\]

Using the Cauchy-Schwarz inequality and Corollary 2.10 backward, we get

\[
|\langle \psi, \Omega_\theta(F) \varphi \rangle| \leq \|1_U\|_2^{-2} \|\varphi\|_2 \|\psi\|_2 \left( \sup_{g_1} \int_{G_n \times G_n} |\langle \pi_\theta(g_1)1_U, \Omega_\theta(F)\pi_\theta(g_2)1_U \rangle| \, dg_2 \right)^{1/2}
\times \left( \sup_{g_2} \int_{G_n \times G_n} |\langle \pi_\theta(g_1)1_U, \Omega_\theta(F)\pi_\theta(g_2)1_U \rangle| \, dg_1 \right)^{1/2}.
\]

Since moreover \( \Omega_\theta(F)^* = \Omega_\theta(F) \), we deduce by Corollary 4.11

\[
|\langle \psi, \Omega_\theta(F) \varphi \rangle| \leq \|\varphi\|_2 \|\psi\|_2 \left( q^n + \|\mu_0^{s+1}\|_1 \right) \|J^{-s}F\|_\infty.
\]

Hence, we get the following statement:

**Theorem 4.12.** Let \( \theta \in \mathcal{O}_k^\times \). The quantization map \( \Omega_\theta : D'(X_n) \to \mathcal{L}(D(U_n), D'(U_n)) \) restricts to a continuous linear mapping from the symbol space \( \mathcal{B}(X_n) \) to the space of bounded operators \( \mathcal{B}(L^2(U_n)) \). More precisely, for each \( s < -2 \) and \( F \in \mathcal{B}(X_n) \), we have the operator norm estimate:

\[
\|\Omega_\theta(F)\| \leq \left( q^n + \|\mu_0^{s+1}\|_1 \right) \|J^{-s}F\|_\infty.
\]

**4.3. The composition law of symbols in \( \mathcal{B}(X_n) \).** The results of section 3.2 are, of course, not directly applicable for symbols in \( \mathcal{B}(X_n) \). In particular, we don’t have the integral formula given in Proposition 3.13. Instead of trying to extend from \( D(X_n) \) to \( \mathcal{B}(X_n) \) this oscillatory integral formula (which is probably feasible), we obtain here a composition result entirely based on Wigner functions. Our arguments follow closely [35, Section 6 & 8].

We first need “non-integrated” versions of the crucial estimates given in the previous section. For convenience, we shall introduce the following family of numerical functions:

\[
\omega_s : G_n \to \mathbb{R}_+, \quad g = (u,t) \mapsto \mu_0^s(t) + 1_{\omega\omega t} \omega(t), \quad s \in \mathbb{R}.
\]
Quantization of the affine group of a local field

Note that $\omega_s$ is invariant under group inversion and, moreover, we have for all $s \in \mathbb{R}$, all $g = (u,t) \in G_n$:

$$\mu^0_\theta(t) \leq \omega_s(g) \leq 2 \mu^0_\theta(t).$$

Hence, we have the Peetre type inequalities:

$$\omega_s(gg') \leq 2 \omega_s(g) \times \begin{cases} \omega_s(g') & \text{if } s \geq 0 \\ \omega_{-s}(g') & \text{if } s < 0 \end{cases} \forall g, g' \in G_n.$$  \hfill (21)

**Lemma 4.13.** For $\theta \in \mathcal{O}_k^\times$ and $s \in \mathbb{R}$, we have

$$\int_{X_n} |J^s W^\theta_{g_1}([g_2])| \, d[g_2] \leq q^{-3n} \omega_{s+1}(g_1), \forall s \in \mathbb{R}.$$  \hfill (22)

Moreover, we have for $F \in \mathcal{B}(X_n)$ and for $s < -1$ arbitrary:

$$\left| \langle \pi_\theta(g_1) \mathbf{1}_{U_n}, \Omega_\theta(F) \pi_\theta(g_2) \mathbf{1}_{U_n} \rangle \right| \leq q^{-2n} \| J^{-s} F \|_{\infty} \omega_{s+1}(g_1^{-1} g_2).$$  \hfill (23)

**Proof.** The first inequality is obtained using exactly the same arguments than those given in Proposition 4.10, but without performing the integral over $g_1 \in G_n$ (which is the reason why we don’t need the constraint $s < -2$ here). The second inequality follows from the first inequality combined with the formula (20) (formula which is valid for every $s \in \mathbb{R}$, but which is trivial in the case $s \geq -1$). \hfill $\Box$

The next result is a kind of converse of the estimate (23):

**Proposition 4.14.** Let $\theta \in \mathcal{O}_k^\times$. Let $A$ be a bounded operator on $L^2(U_n)$ such that (with the notation of Lemma 4.13) for all $s < 0$ there exists $C_s > 0$ such that for all $g_1, g_2 \in G_n$, we have

$$\left| \langle \pi_\theta(g_1) \mathbf{1}_{U_n}, A \pi_\theta(g_2) \mathbf{1}_{U_n} \rangle \right| \leq C_s \omega_s(g_1^{-1} g_2).$$

Then, there exists a unique function $F_A \in \mathcal{B}(X_n)$ such that $A = \Omega_\theta(F_A)$.

**Proof.** Consider the function $F_A$ on $X_n$ defined by:

$$F_A([g]) := q^{2n} \int_{G_n \times G_n} \langle \pi_\theta(g_1) \mathbf{1}_{U_n}, A \pi_\theta(g_2) \mathbf{1}_{U_n} \rangle \overline{W^\theta_{g_1^{-1} g_2}}([g_1^{-1} g]) \, dg_1 dg_2.$$  \hfill

Let us first check that $F_A$ belongs to the symbol space $\mathcal{B}(X_n)$. Since the operator $J$ commutes with left translations, we get for $j \in \mathbb{N}$:

$$J^j F_A([g]) := q^{2n} \int_{G_n \times G_n} \langle \pi_\theta(g_1) \mathbf{1}_{U_n}, A \pi_\theta(g_2) \mathbf{1}_{U_n} \rangle \overline{J^j W^\theta_{g_1^{-1} g_2}}([g_1^{-1} g]) \, dg_1 dg_2.$$  \hfill

By assumption, we have for $s < 0$ arbitrary:

$$q^{-2n} |J^j F_A([g])| \leq \int_{G_n \times G_n} \left| \langle \pi_\theta(g_1) \mathbf{1}_{U_n}, A \pi_\theta(g_2) \mathbf{1}_{U_n} \rangle \overline{J^j W^\theta_{g_1^{-1} g_2}}([g_1^{-1} g]) \right| \, dg_1 dg_2 \leq C_s \int_{G_n \times G_n} \omega_s(g_1^{-1} g_2) \left| J^j W^\theta_{g_1^{-1} g_2}([g_1^{-1}]) \right| \, dg_1 dg_2 \leq C_s q^n \int_{X_n \times X_n} \omega_s(g_2) \left| J^j W^\theta_{g_2}([g_1]) \right| \, d[g_1] \, dg_2 \leq C_s q^{-2n} \int_{G_n} \omega_s(g_2) \omega_{j+1}(g_2) \, dg_2,$$

which is finite for $s < -2 - j$. 
It remains to show that $\Omega_\theta(F_A) = A$, unicity will then follow from injectivity of the quantization map $\Omega_\theta$ (see Remark 3.7). Since the set $\{\pi_\theta(g)1_{U_n} : g \in G_n\}$ is total in $L^2(U_n)$, it suffices to show that for all $g_1, g_2 \in G_n$, we have:

$$\langle \pi_\theta(g_1)1_{U_n}, A \pi_\theta(g_2)1_{U_n} \rangle = \langle \pi_\theta(g_1)1_{U_n}, \Omega_\theta(F_A) \pi_\theta(g_2)1_{U_n} \rangle.$$  

By Proposition 3.5 and Fubini’s Theorem (all the integrals are absolutely convergent here), we get:

$$\langle \pi_\theta(g_1)1_{U_n}, \Omega_\theta(F_A) \pi_\theta(g_2)1_{U_n} \rangle = q^n \int_{X_n} F_A([g]) W_{g_1}^{\theta}([g_1^{-1}]g)] d[g]$$

$$= q^{3n} \int_{X_n \times G_n \times G_n} \langle \pi_\theta(g_1)1_{U_n}, A \pi_\theta(g_2)1_{U_n} \rangle \frac{W_{g_1}^{\theta}}{g_1^{-1}g_2} \frac{W_{g_2}^{\theta}}{g_2^{-1}g_1} ([g_1^{-1}g]) d[g]$$

$$= q^{2n} \left( \langle \pi_\theta(g_1)1_{U_n}, \pi_\theta(g_2)1_{U_n} \rangle \langle \pi_\theta(g_1)1_{U_n}, \pi_\theta(g_1)1_{U_n} \rangle \frac{W_{g_1}^{\theta}}{g_1^{-1}g_2} \right)$$

which follows from the unitarity of $q^{-n/2}\Omega_\theta$. We conclude using twice the resolution of identity given in Corollary 2.10. \qed

We finally show that the linear space of bounded operators $\{\Omega_\theta(F) : F \in B(X_n)\}$, forms an algebra.

**Theorem 4.15.** Let $\theta \in \mathcal{O}_k^\ast$. Then, for $F_1, F_2 \in B(X_n)$, there exists $F_3 \in B(X_n)$ such that:

$$\Omega_\theta(F_1) \Omega_\theta(F_2) = \Omega_\theta(F_3).$$

**Proof.** By Proposition 4.14, it suffices to show that for all $s < 0$ there exists $C_s > 0$ such that for all $g_1, g_2 \in G_n$, we have

$$|\langle \pi_\theta(g_1)1_{U_n}, \Omega_\theta(F_1) \Omega_\theta(F_2) \pi_\theta(g_2)1_{U_n} \rangle| \leq C_s \omega_s([g_1^{-1}]g_2).$$

By Corollary 2.10, we have

$$\langle \pi_\theta(g_1)1_{U_n}, \Omega_\theta(F_1) \Omega_\theta(F_2) \pi_\theta(g_2)1_{U_n} \rangle = q^n \int_{G_n} \langle \pi_\theta(g_1)1_{U_n}, \Omega_\theta(F_1) \pi_\theta(g)1_{U_n} \rangle \langle \pi_\theta(g)1_{U_n}, \Omega_\theta(F_2) \pi_\theta(g_2)1_{U_n} \rangle dg.$$  

Now, we can use the estimate (23), to deduce for arbitrary $s_1, s_2 < -1$:

$$|\langle \pi_\theta(g_1)1_{U_n}, \Omega_\theta(F_1) \Omega_\theta(F_2) \pi_\theta(g_2)1_{U_n} \rangle|$$

$$\leq q^{-3n} ||J^{-s_1} F_1||_\infty ||J^{-s_2} F_2||_\infty \int_{G_n} \omega_{s_1+1}(g_1^{-1}g) \omega_{s_2+1}(g_1^{-1}g_2) dg$$

$$= q^{-3n} ||J^{-s_1} F_1||_\infty ||J^{-s_2} F_2||_\infty \int_{G_n} \omega_{s_1+1}(g) \omega_{s_2+1}(g_1^{-1}g_2) dg$$

$$\leq q^{-3n} ||J^{-s_1} F_1||_\infty ||J^{-s_2} F_2||_\infty \left( \int_{G_n} \omega_{s_1+1}(g) \omega_{-s_2-1}(g_1^{-1}g_2) \right) \omega_{s_2+1}(g_1^{-1}g_2),$$
where the last inequality follows from the Peetre inequality [21]. This is enough to conclude since the above integral is finite when \( s_1 - s_2 < -1 \).

\[ \Box \]
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