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ABSTRACT
We present a series of X-ray variability results from a long XMM–Newton + NuSTAR campaign on the bright, variable AGN NGC 3227. We present an analysis of the light curves, showing that the source displays typically softer-when-brighter behaviour, although also undergoes significant spectral hardening during one observation which we interpret as due to an occultation event by a cloud of absorbing gas. We spectrally decompose the data and show that the bulk of the variability is continuum-driven and, through rms variability analysis, strongly enhanced in the soft band. We show that the source largely conforms to linear rms–flux behaviour and we compute X-ray power spectra, detecting moderate evidence for a bend in the power spectrum, consistent with existing scaling relations. Additionally, we compute X-ray Fourier time lags using both the XMM–Newton and – through maximum-likelihood methods – NuSTAR data, revealing a strong low-frequency hard lag and evidence for a soft lag at higher frequencies, which we discuss in terms of reverberation models.
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1 INTRODUCTION
The multiwavelength emission observed from active galactic nuclei (AGNs) is thought to be powered by accretion on to a central supermassive black hole (SMBH). These systems are observed to emit across the whole electromagnetic spectrum with components of both thermal and non-thermal emission contributing to the broadband spectral energy distribution (Shang et al. 2011). The energy output of Seyfert galaxies is routinely seen to peak at ultraviolet (UV) wavelengths. The dominant mechanism for this is widely considered to consist of thermal emission originating in material in the inner regions of a geometrically thin, optically thick accretion disc around the SMBH (Shakura & Sunyaev 1973). Depending on the accretion-flow properties, the region where the UV-emitting matter is located typically lies 10–1000 rg from the central SMBH. Then, these thermally emitted UV photons are likely responsible for generating X-ray emission via inverse-Compton scattering off hot electrons (\(T \sim 10^7\) K) in an optically thin corona, most likely located within a few tens of rg from the SMBH (Haardt & Maraschi 1993). This produces a continuum of X-ray emission, which commonly takes the form of a power law.

Our current generation of telescopes is unable to directly resolve the central regions of AGN. This is due to their very compact nature coupled with their large distances from Earth. Nevertheless, there are methods we can employ which allow us to indirectly infer information about the dominant structure, geometry and physical processes within these systems. Variability studies, in particular, are powerful in this regard, allowing us to probe the observed X-ray variability in a number of model-independent ways – e.g. analysis of the covariance and rms spectra. Additionally, the frequency dependence of the variability can be measured through such methods as estimating the power spectral density (PSD) and energy-dependent time delays (see below). Curiously, the behavioural properties are often observed to be similar across a wide range of sources with their measured frequencies and amplitudes scaling roughly inversely with the SMBH mass (e.g. Lawrence et al. 1987; Uttley, McHardy & Papadakis 2002; Markowitz et al. 2003; Vaughan et al. 2003; Papadakis 2004; McHardy et al. 2004, 2006; Arévalo et al. 2008). Additionally, the strength of the rms variability in the X-ray band is routinely observed to scale in an approximately linear manner with the flux of the source; i.e. the ‘rms–flux relation’. This constitutes another common aspect of X-ray variability that appears to exist over a large range of time-scales and masses, observed in both AGN and X-ray binary (XRB) systems (e.g. Uttley & McHardy 2001; Vaughan et al. 2003; Gaskell 2004; Uttley, McHardy & Vaughan 2005).

Time delays between the observed variations at different X-ray energies are commonly detected in bright, variable AGN (e.g.
Papadakis, Nandra & Kazanas 2001; Vaughan, Fabian & Nandra 2003; McHardy et al. 2007; Lobban, Alston & Vaughan 2014; Kara et al. 2016; Jin, Done & Ward 2017; Lobban et al. 2018a,b). In particular, hard X-ray variations are commonly seen to lag behind soft X-ray variations. These are known as ‘hard lags’ and their first detection was made in XRBs (e.g. Cygnus X-1; Cui et al. 1997; Nowak et al. 1999). These typically occur at low variability frequencies (∼10⁻²–10⁻⁴ Hz in most AGN), with the magnitude of the lag – typically of the order of tens to hundreds of seconds in AGN, depending on the black hole mass – often observed to be larger when the separation between the two energy bands is greater. Given the similarities in their behaviour, it has been argued that the low-frequency hard lags that we observe in AGN and XRBs are analogous (e.g. McHardy et al. 2006). In this care, their properties – e.g. time-scale and magnitude – are appropriately scaled according to the size of the emitting region.

In an attempt to explain the observed time delays, various models have been proposed. These range from inverse Compton scattering of photons by the X-ray-producing corona (see Miyamoto & Kitamoto 1989) to reflection by the surface of the accretion disc (Kotov, Churazov & Gilfanov 2001). A popular model was proposed by Lyubarskii (1997) and is known as the ‘propagating fluctuations’ model. Here, variations in the local mass accretion rate are responsible as they inwardly propagate through the disc. Here, they then excite an extended corona of hot, relativistic electrons, ultimately producing the observed X-rays. This picture works quite clearly for XRBs, where X-rays are produced by the disc and an average hard delay is produced, whereby stratification of the corona results in the inwardly propagating fluctuations firstly exciting the outer regions of the corona, producing softer X-rays, before exciting the inner regions, driving emission with a harder spectrum. However, a significant degree of complexity is added to the lag behaviour in AGN at higher frequencies. Here, the time delays are often found to be reversed with more rapid variations in the soft X-ray band lagging behind the correlated variations at higher energies (i.e. ‘soft lags’); see De Marco et al. 2013). A mechanism has been proposed by Miller et al. (2010a) in which these lags emerge via scattering of the primary X-rays in more distant circumnuclear material. In the context of this interpretation, the delayed signal is due to reverberation from absorbing material tens to hundreds of $r_g$ from the central source (also see Turner et al. 2017; Mizumoto et al. 2018, 2019). Here, the spectral shape of the delayed component is expected to be harder than the primary X-ray continuum with the ‘reflected’ contribution increasing towards higher energies. The observed time delay due to reverberation is diluted due to the presence of direct emission in the time series. However, at higher energies, the relative contribution of delayed-to-direct emission increases, predicting a strong reverberation signal in the hard X-ray band; i.e. peaking in the NuSTAR bandpass at energies >10keV (e.g. Turner et al. 2017). Alternatively, the soft lags are often discussed in terms of the reverberation signal from reflection of the primary X-rays off material very close to the central black hole (e.g. Zoghbi, Uttley & Fabian 2011; Fabian et al. 2013). Also, see Uttley et al. (2014) for a review.

Here, we report on a large series of XMM–Newton+NuSTAR observations of NGC 3227, a nearby Seyfert 1.5 galaxy at a redshift of $z = 0.003859$ (de Vaucouleurs et al. 1991) and an estimated luminosity distance of 20.3 Mpc (Mould et al. 2000). The source is very bright in the X-ray band with a typical observed flux of $F_{0.3,10} \sim 6 \times 10^{-11}$ erg cm⁻² s⁻¹ from 0.3 to 10 keV and has an estimated black hole mass of $M_{\text{BH}} = 5.96^{+1.23}_{-1.36} \times 10^6$ M☉ (Bentz & Katz 2015). The source has been known to exhibit both bright, unabsorbed and low, absorbed states based on previous X-ray analyses (e.g. Lamer, Uttley & McHardy 2003; Markowitz et al. 2009, 2014; Rivers, Markowitz & Rothschild 2011) with an outflowing warm absorber (Beuchert et al. 2015). Interestingly, the source is occasionally observed to undergo variable absorption events apparently due to clouds of gas occulting across the line of sight (e.g. Lamer et al. 2003; Beuchert et al. 2015).

This is the second in a series of papers on this co-ordinated XMM–Newton+NuSTAR campaign. Previously, in Turner et al. (2018), we reported on a rapid occultation event occurring towards the end of the observing campaign. We detected significant spectral hardening of the source coupled with a measurable increase in the depth of the unresolved transition array (UTA), thanks to the high-resolution Reflection Grating Spectrometer (RGS) on-board XMM–Newton. We find that this transiting event, which lasts for roughly one day, comprises a mildly ionized cloud of gas with a line-of-sight column density of $N_H \sim 5 \times 10^{22}$ cm⁻² that occults ∼60 percent of the continuum source. We infer the likely location of this cloud to be the inner broad-line region. In this paper, we focus on the X-ray variability properties of NGC 3227, exploring time series, hardness ratios, primary spectral variations, the energy-dependent rms variability, the PSD, and Fourier time lags.

## 2 OBSERVATIONS AND DATA REDUCTION

NGC 3227 was observed six times by XMM–Newton (Jansen et al. 2001) over a month-long period from 2016-11-09 to 2016-12-09. The six observations were co-ordinated with simultaneous NuSTAR (Harrison et al. 2013) observations. There was also an additional, seventh NuSTAR observation roughly 6 weeks after the joint campaign on 2017-01-21, co-ordinated with a Chandra GTO observation. An observation log is provided in Table 1. Below, we describe the data reduction procedures, which were performed using HEASOFT² version 6.26 and version 18.0 of the XMM–Newton Scientific Analysis Software (SAS³) package.

### 2.1 XMM–Newton

The total duration of the six XMM–Newton observations was ∼510 ks, with individual observation lengths ranging from 74 to 92 ks. In this paper, we utilize X-ray data acquired with the European Photon Imaging Camera (EPIC)-pn (Strüder et al. 2001). Meanwhile, simultaneous optical/UV coverage is provided by the co-aligned Optical Monitor (OM; Mason et al. 2001).

#### 2.1.1 EPIC-pn

The EPIC-pn observations were performed in ‘Small Window’ mode using the medium optical filter. The EPIC-pn events were processed using the EPProC² task within SAS. Circular regions 35 arcsec radius were used to extract source events, including single- and double-pixel events (i.e. PATTERN ≤ 4). Meanwhile, background events were extracted from larger circular regions away from the central source and avoiding the edges of the CCD. Generally, the background level was relatively stable, although some periods of background flaring were apparent. These typically

²http://heasarc.nasa.gov/heasoft/
³http://xmm.esac.esa.int/sas/
⁴https://xmm-tools.cosmos.esa.int/external/sas/current/doc/epproc/index.html
occurred towards the beginning or end of an individual observation, usually lasting for just a few ks, and so were filtered out for the subsequent analysis. The total net exposure after background filtering and, accounting for the detector dead time, was $\sim310$ ks. The average 0.3–10 keV EPIC-pn count rate across all six observations was $\sim8.6$ ct s$^{-1}$, corresponding to a time-averaged source flux of $F_{\text{0.3-10}} = 5.7 \times 10^{-11}$ erg cm$^{-2}$ s$^{-1}$. Meanwhile, the background count rate was found to be low, at $<1$ percent of the source rate. See Table 1 for a summary of the observations and their observed broad-band count rates and fluxes.

### 2.1.2 Optical/UV monitor

The OM was operated in ‘imaging’ mode using the UVW1 filter, which has a peak effective wavelength of 2 910 Å. A series of images was acquired in each observation for the purpose of UV monitoring. The OM was operated in ‘imaging’ mode using the UVW1 filter, and the UV monitoring requirements and performs aperture photometry on the list of detected sources, providing count rates that are corrected for dead time and coincidence losses.

### 2.2 NuSTAR

NuSTAR is comprised of two Focal Plane Modules (FPMs): FPMA and FPMB, providing continuous coverage over a broad bandpass from 3 to 78 keV. The seven NuSTAR observations of NGC 3227 covered a total duration of $\sim300$ ks, with a typical duration of $\sim40$–50 ks per observation. To extract spectral products, we used the NUP Pipeline and NUPPRODUCTS scripts within HEASOFT, using the latest version of the calibration data base (v20180419). These were cleaned by applying standard screening criteria, such as filtering out passages through the South Atlantic Anomaly. For each FPM, spectral products and light curves were extracted from circular source regions with a radius of 70 arcsec. Meanwhile, background products were extracted using 75 arcsec circular regions separate from the source and away from the edges of the detector. The time-averaged FPMA+FPMB 3–78 keV background-subtracted count rate was $\sim3.63$ ct s$^{-1}$, corresponding to an average observed broadband flux of $F_{\text{3-78}} = 1.28 \times 10^{-10}$ erg cm$^{-2}$ s$^{-1}$. See Table 1 for a summary of the observations.

### 3 RESULTS

Here, we detail our main results from an analysis of the variability of NGC 3227. All data were fitted in XSPEC v.12.9.1 (Arnaud 1996). All errors are quoted at the 90 per cent confidence level, unless otherwise stated.

#### 3.1 Light curves

In this section, we show the XMM–Newton and NuSTAR light curves of NGC 3227. Fig. 1 (upper panel) shows the concatenated, background-subtracted XMM–Newton EPIC-pn light curve from 0.3 to 10 keV in 1 ks bins. This is corrected for exposure losses and any telemetry drop-outs are interpolated over, where necessary. Strong variability is clearly visible with the count rate varying by more than a factor of 4 over the course of the campaign. The variability is observed to be rapid, even on within-orbit time-scales, with the source flux routinely doubling in just tens of ks. We can quantify the intrinsic source variance by calculating the ‘excess variance’ (Nandra et al. 1997; Edelson et al. 2002; Vaughan et al. 2003), which takes into account measurement uncertainties that also contribute to the total observed variance. The excess variance is defined as $\sigma_{\text{var}}^2 = S^2 - \sigma_{\text{var}}^2$, where $S^2 = \frac{1}{N} \sum_{i=1}^{N} (x_i - \bar{x})^2$ is the sample variance, and $\sigma_{\text{var}}^2 = \frac{\bar{x}}{N} \sum_{i=1}^{N} (x_i - \bar{x})^2$, is the mean square error. The observed value is represented by $x_i$, its arithmetic mean by $\bar{x}$ and the uncertainty on each individual measurement by $\sigma_{\text{var}}$. From this, we can calculate the fractional root mean square variability, $F_{\text{var}} = \sqrt{\frac{\sigma_{\text{var}}^2}{S^2}}$, which we can express as a percentage. Note that this statistic is dependent upon the binning timescale, which, in this case, is 1 ks. In the case of our broad-band 0.3–10 keV X-ray light curve, the fractional variability is high at 33 per cent over the course of the campaign. In terms of within-observation variability, the fractional variability remains high, but varies across the six observations with values of 27, 34, 40, 16, 16, and 30 per cent, respectively. This can be visualized in Fig. 1, where NGC 3227 is more variable in some observations than others.

Superimposed on the X-ray light curve in Fig. 1 is the OM UVW1 (2 910 Å) light curve (blue). Each data point represents a single OM exposure. The average observed corrected UV count rate is 22.9 ct s$^{-1}$. We can obtain a rough estimate on the flux in this band using the conversion factors calculated by the SAS team. This provides us with an estimated 2 910 Å average flux.

### Table 1. Observation log of the XMM–Newton EPIC-pn and NuSTAR observations of NGC 3227. Net exposure times after filtering and accounting for ‘dead time’ are provided in parentheses after the total durations. The broad-band EPIC-pn and FPM count rates and fluxes are quoted from 0.3 to 10 and 3 to 78 keV, respectively.

| Obs. Date ID | Duration (ks) | Rate (ct s$^{-1}$) | Flux (x10$^{-11}$ erg cm$^{-2}$ s$^{-1}$) | ID | Duration (ks) | Rate (ct s$^{-1}$) | Flux (x10$^{-10}$ erg cm$^{-2}$ s$^{-1}$) |
|--------------|---------------|--------------------|----------------------------------------|----|---------------|--------------------|----------------------------------------|
| 2016-11-09 0782520201 | 92 | 7.62 | 4.56$^{+0.02}_{-0.02}$ | 6020020002 | 98 | 3.08 | 1.23$^{+0.02}_{-0.02}$ |
| 2016-11-25 0782520301 | 74 | 6.07 | 3.61$^{+0.01}_{-0.01}$ | 6020020004 | 86 | 2.62 | 1.05$^{+0.02}_{-0.02}$ |
| 2016-11-29 0782520401 | 84 | 8.05 | 4.49$^{+0.02}_{-0.01}$ | 6020020006 | 91 | 2.92 | 1.15$^{+0.02}_{-0.02}$ |
| 2016-12-01 0782520501 | 87 | 48 | 5.28$^{+0.02}_{-0.02}$ | 6020020008 | 87 | 3.42 | 1.33$^{+0.02}_{-0.02}$ |
| 2016-12-05 0782520601 | 87 | 60 | 6.22$^{+0.02}_{-0.02}$ | 6020020010 | 87 | 3.59 | 1.36$^{+0.02}_{-0.02}$ |
| 2016-12-09 0782520701 | 88 | 53 | 5.24$^{+0.02}_{-0.01}$ | 6020020012 | 86 | 3.37 | 1.29$^{+0.02}_{-0.02}$ |
| 2017-01-21 – – – – | – | – | – | 6020020014 | 95 | 4.3 | 1.80$^{+0.02}_{-0.02}$ |

---

5 http://xmm.esac.esa.int/sas/current/doc/omichain/

6 http://www.cosmos.esa.int/web/xmm-newton/sas-watchout-uvflux
of $1.1 \times 10^{-14} \text{ erg cm}^{-2} \text{s}^{-1} \text{Å}^{-1}$. It is clear from the plot that the UV data are highly variable, even within the time-scale of a single observation (< day) – particularly during obs 2. Quantitatively, the fractional variability is measured to be $\sim$4 per cent (on time-scales of $\sim$3–4 ks). There is no clear long-term correlation between the UV data and the X-rays, although a smooth transition is observed in the UV light curve as it appears to go through a pronounced dip in the middle of the campaign. Curiously, some short-term, quasi-instantaneous correlated variability is observed – most notably the sharp emission flare during obs 3 ($\sim$215 ks through the campaign), which is prominent in both the X-ray and UV light curves. In terms of whether these UV variations could be energetically reproduced via X-ray reprocessing, we note that the observed X-ray variations are $\sim$25 times larger than those in the UV band, while the X-ray luminosity is $\sim$3 times weaker (at 1 keV). As such, larger X-ray variations would be sufficient to drive the observed smaller variations in the higher-luminosity UV band.

In the lower panel of Fig. 1, we show the evolution of the hardness ratio of NGC 3227 across the course of the campaign. We use the definition of the fractional hardness ratio: $HR = (H - S)/(H + S)$, where $H$ is the hard band and $S$ is the soft band (see Park et al. 2006 for further discussion). In this instance, $H$ covers 1–10 keV while $S$ covers the 0.3–1 keV band. Variability in the hardness ratio of the source is clearly visible. Most notably, the strong flare in obs 3 is accompanied by a sharp drop in the hardness ratio, indicating that the flare dominates in the soft band. Additionally, significant evolution of the hardness ratio can be observed in obs 6, as the source gradually softens as the source flux brightens over the $\sim$80 ks period.

In Fig. 2, we plot the hardness ratios against the broad-band 0.3–10 keV count rate in 456 1 ks bins across all six observations. A strong correlation is observed (Pearson correlation coefficient: $r = -0.765; p < 10^{-5}$), implying that the source becomes softer when the flux is higher. Fitting a simple linear model to the data returns values of the slope, $a = -0.016 \pm 0.001$ and the offset, $b = 0.356 \pm 0.002 (\Delta \chi^2/\text{d.o.f.} = 4229/454)$. However, it is clear from the plot that a different mode of variability was present during obs 6 (magenta), also apparent in the marked evolution of the hardness ratio in Fig. 1. This difference in the shape of the spectrum in obs 6 formed the motivation behind the analysis in Turner et al. (2018), where we show that NGC 3227 appeared to undergo a strong occultation event by a cloud of ionized gas manifesting itself in a strengthening of the depth of the UTA in the high-resolution RGS data. As such, we fitted obs 1–5 and obs 6 separately finding significant differences in the hardness-ratio slopes. In the former case, $a = -0.013 \pm 0.001$ and $b = 0.329 \pm 0.002 (\Delta \chi^2/\text{d.o.f.} = 2212/375)$. Meanwhile, in the latter case, $a = -0.028 \pm 0.001$ and $b = 0.493 \pm 0.005 (\Delta \chi^2/\text{d.o.f.} = 848/77)$. These two fits are shown in Fig. 2.

We now include the NuSTAR data by creating a concatenated light curve from all seven observations. We combined data from the two FPMs and used orbital bins (96.8 min). This is shown in Fig. 3. We firstly plotted the light curve in the 3–10 keV band, which overlaps with the XMM–Newton EPIC-pn bandpass, which we superimpose using 500 s bins. It is clear from the plot that the NuSTAR and XMM–Newton light curves show near-identical behaviour and are well correlated. We note that the start/stop times...
of the NuSTAR observations are sometimes offset slightly from XMM–Newton. We also show the much harder, 10–78 keV NuSTAR light curve, which shows similar behaviour. Although the absolute strength of the variability is suppressed, the strength of the fractional variability is similar ($F_{\text{var}} = 20$ per cent in the 10–78 keV band versus $F_{\text{var}} = 23$ per cent in the 3–10 keV band).

3.2 Spectral decomposition

Here, we investigate the spectral variability NGC 3227 across the observing campaign. In Fig. 4, we show all six XMM–Newton EPIC-pn and all seven NuSTAR spectra. For the NuSTAR spectra, we combined the FPMA and FPMB data in our plots for clarity. For further clarity, we only show the NuSTAR spectra >10 keV (below which there is overlap with the EPIC-pn band) and <50 keV as the spectra become noisy at the highest energies. The spectra are “fluxed” against a power law with a flat photon index (i.e. $\Gamma = 0$). It is clear that all the spectra are hard with some modest variations in flux, with the bulk of the variability occurring at lower energies while the spectra tend to converge at the highest energies.

To visualize the clearest emission and absorption components, we fitted the spectra with a simple power law, absorbed by a neutral Galactic column of $N_H = 2.13 \times 10^{20} \text{cm}^{-2}$, in which the measurements of Kalberla et al. (2005) are modified by taking into account the additional effect of molecular hydrogen (see Willingale et al. 2013). The Galactic column was modelled with the TBAIS component within XSPEC (Wilms, Allen & McCray 2000), using the appropriate photoionization cross-sections (Verner et al. 1996). We fitted the spectrum over continuum-dominated bands that are usually free from obvious emission/absorption features: 3.0–5.5 and 7.5–10 keV. We then extrapolated the fit over the entire 0.3–50 keV bandpass, allowing the photon index and normalization to vary between observations. The spectra are all observed to be hard with the photon index measurements falling in the range: 1.4–1.7. At energies <2 keV, it is clear that significant absorption and emission components are present. In particular, strong absorption is present in obs 6 (magenta), which is most prominent at $\sim$0.7–0.9 keV and is due to absorption by the UTA. This is the signature of the occultation event described in Turner et al. (2018). Meanwhile, evidence of emission is apparent at higher energies, most notably in the form of a strong emission line at 6.4 keV due to near-neutral Fe K $\alpha$. Some additional emission with respect to the simple power law is also visible >10 keV, most likely arising from modest Compton reflection.

To investigate the spectral variability, we created high-, medium-, and low-flux broad-band spectra. Here, we split the XMM–Newton EPIC-pn and NuSTAR FPM data into three flux-resolved groups. To achieve this, we firstly defined good time intervals (GTIs) that were common to both satellites, merging them using the MGTIME task. We then used the combined GTI to create a broad-band light curve across the whole campaign in 50 s bins, yielding $\sim$230 ks worth of common data. We then split this into three separate flux-resolved groups with identical exposure times$^7$; i.e. $\sim$75 ks each of high-, mid-, and low-flux data. In the 0.3–10 keV EPIC-pn case (as per Fig. 1), the cuts were applied at >9.97, 6.90–9.97, and <6.90 ct s$^{-1}$. This allowed us to create high-, mid-, and low-flux GTIs that we then applied to the respective processing pipelines to create high-, mid-, and low-flux spectra for each observation. The flux-resolved XMM–Newton and NuSTAR spectra were then combined using the MATHPHA task. Meanwhile, response files were created by averaging across the six observations using the ADXRMF and ADDARF tasks, weighting them by the appropriate exposure times. This resulted in three XMM–Newton EPIC-pn and NuSTAR FPM spectra in three separate flux bands, which we binned such that there were $>25$ ct bin$^{-1}$.

These spectra were then fitted within XSPEC with a broad-band model based on the spectral fitting described in Turner et al. (2018). The spectra are shown in Fig. 5 and are found to have observed broad-band 0.3–50 keV fluxes, from high-to-low flux, of $1.36^{+0.022}_{-0.010} \times 10^{-10}$, $1.14^{+0.014}_{-0.021} \times 10^{-10}$, and $9.51^{+0.043}_{-0.020} \times 10^{-11}$ erg cm$^{-2}$ s$^{-1}$. NGC 3277 is clearly more variable at lower energies with the X-rays varying by up to $\sim$80 per cent $<10$ keV compared to $<20$ per cent $>10$ keV. Note that, while we fitted the NuSTAR FPMA and FPMB spectra separately, we combined them for the purposes of plotting. Additionally, while the NuSTAR data were fitted $>3$ keV, we only show them $>10$ keV for clarity. The model consists of (i) a primary power-law continuum, (ii) a PEXMON component (Nandra et al. 2007) to model neutral reflection and associated Fe K $\alpha$ emission, (iii) a high-energy cut-off, (iv) a blackbody component to model the soft excess, and (v) additional multiplicative components to account for the warm absorber. The warm absorber in NGC 3277 consists of three separate zones, which we modelled with version 2.41 of the XSTAR photoionization code$^7$

$^7$We note that applying cuts according to exposure time can lead to biases – i.e. greater statistical weighting may be applied to the higher flux spectra due to the larger number of counts. As such, we also created flux-resolved spectra applying cuts such that the total number of counts in each flux-slice was identical. In this case, cuts were applied at $>10.85$, 8.39–10.85, and $<8.39$ ct s$^{-1}$ with respective exposure times of 51.5, 67.7, and 106.2 ks. However, the results were consistent with those described in Section 3.2. Additionally, we also tried a simpler approach, by using the highest flux observation (obs 5) and the lowest flux observation (obs 2) to create difference spectra. Again, the results were consistent.
Figure 3. The concatenated NuSTAR FPMA+FPMB light curve in orbital bins (96.8 min). The overlapping 3–10 keV NuSTAR and XMM–Newton bands are shown in red and black (latterly: 500 s bins), respectively. Meanwhile, the harder 10–78 keV NuSTAR light curve is shown in blue. Note the log scale on the y-axis.

Figure 4. Upper panel: All six XMM–Newton EPIC-pn and all seven NuSTAR FPMA+FPMB spectra ‘fluxed’ against a flat power law with $\Gamma = 0$. The EPIC-pn spectra are shown from 0.3 to 10 keV while the NuSTAR spectra are shown >10 keV only for clarity, except for obs 7, which is shown from 3 to 50 keV. The seven observations are shown, chronologically, in black, red, green, blue, cyan, magenta, and orange, respectively. Lower panel: The ratio to an absorbed power law fitted in a continuum-dominated band from 3.0 to 5.5 and 7.5 to 10 keV and extrapolated over the entire bandpass. See Section 3.2 for details.

Figure 5. Upper panel: The high- (black), mid- (red), and low- (green) flux spectra of NGC 3227, obtained by splitting the data into three flux-resolved segments. The data are fitted with the model described in Section 3.2. The contributions of the blackbody and neutral reflection components are shown by the dotted and dashed lines, respectively. Lower panel: The ratio of the residuals to the model. Note that all data are binned up and that the NuSTAR data are only plotted >10 keV for clarity. Meanwhile, the EPIC-pn data are ignored from 1.7 to 2.1 keV due to calibration uncertainties around the Si K edge in the detector. See Section 3.2 for details.
(Kallman & Bautista 2001; Kallman et al. 2004). Each zone is characterized by its column density, $N_{\text{H}}$, ionization parameter, $\xi$, and outflow velocity, $v_{\text{out}}$. The best-fitting values of the ionization parameter and outflow velocity across the three zones (zones 1, 2, 3), respectively, are as follows: $\log \xi = -0.7, 1.4, 2.9$ and $v_{\text{out}} = 100, 250, 1300 \text{ km s}^{-1}$. These come from our analysis of the RGS data (see Turner et al. 2018) and were fixed in the fit and tied across all three spectra, while the column densities were allowed to vary. We also allowed the respective normalizations and photon indices to vary between spectra.

The best-fitting photon indices (tied between the primary power law and the reflection component) were found to be $\Gamma = 1.72 \pm 0.01$, $1.60 \pm 0.01$, and $1.40 \pm 0.02$ for the high-, medium-, and low-flux spectra, respectively. This is consistent with the steepest-when-brighter behaviour described in Section 3.1. The blackbody component has a best-fitting temperature of $kT = 0.09 \pm 0.02 \text{ keV}$ while the e-folding energy of the high-energy cut-off is found to be $E_{\text{cut}} = 300 \pm 80 \text{ keV}$. Meanwhile, the best-fitting values of the column densities suggest weak variability in the strength of the warm absorber (given the measurement uncertainties) across all three flux-selected spectra (high-, medium-, low-flux, respectively), with the following values: zone 1: $N_{\text{H}} = 1.46^{+0.10}_{-0.08} \times 10^{21}, 9.69^{+0.15}_{-0.15} \times 10^{20}$, and $2.74^{+0.23}_{-0.20} \times 10^{21} \text{ cm}^{-2}$; zone 2: $N_{\text{H}} = 1.43^{+0.44}_{-0.30} \times 10^{21}, 1.29^{+0.98}_{-0.83} \times 10^{21}$, and $2.45^{+0.78}_{-0.75} \times 10^{21} \text{ cm}^{-2}$; zone 3: $N_{\text{H}} = 1.26^{+0.14}_{-0.13} \times 10^{21}, 8.01^{+0.22}_{-0.24} \times 10^{20}$, and $7.42^{+0.41}_{-1.40} \times 10^{20} \text{ cm}^{-2}$. The overall fit to the three spectra is good: $\chi^2/d.o.f. = 7839/7283$.

An alternative test was performed to search for variability of the warm absorber in terms of its ionization parameter instead of column density. Such behaviour has been observed in time-resolved RGS analysis of other AGN (e.g. NGC 4051; Krongold et al. 2007) where $\log \xi$ is seen to correlate with the luminosity of the irradiating power law on short time-scales. One might expect to observe such behaviour if the warm absorber is ionized by the central AGN.

In this instance, we fixed the column densities at their best-fitting values from our RGS analysis in Turner et al. (2018). These are as follows: $N_{\text{H}} = 2.1 \times 10^{21}, 8.3 \times 10^{20}$, and $4.4 \times 10^{21} \text{ cm}^{-2}$ for the three zones, respectively. In this case, we find no evidence of flux-dependent variations in the ionization parameter with the best-fitting values remaining consistent within the measurement uncertainties across all three spectra. Moreover, the fit is worse by $\Delta \chi^2 = 43$ than in the case where the column densities are allowed to vary.

We also performed a test to search for any variability of the reflection component by measuring its (unabsorbed) flux across the three flux-selected spectra. We find that the broad-band flux of the PEXMON component is $1.58^{+0.08}_{-0.09} \times 10^{-11}, 1.38^{+0.10}_{-0.09} \times 10^{-11}$, and $1.24^{+0.10}_{-0.10} \times 10^{-11} \text{ erg cm}^{-2} \text{ s}^{-1}$ in the high-, mid-, and low-flux spectra, respectively. This corresponds to modest variations of around $\sim 20$ per cent, which is significantly weaker than the variability of the primary power law and associated soft excess (see the values reported in Table 2). Its overall contribution to the model is also found to be of moderate strength, at $\sim 10$ per cent from 0.3–50 keV (and $\sim 20$ per cent $>10$ keV).

Finally, we tested to see whether there was any variability in the component of Fe Kα emission at $\sim 6.4$ keV. Here, we took the baseline model described above but replaced the PEXMON component with a PEXRAV component (Magdziarz & Zdziarski 1995), which only models the reflection continuum and not the associated emission line. We then parametrized the emission line at 6.4 keV independently with a Gaussian. We find that the centroid energy, $E_{\text{c}}$, and width, $\sigma$, of the line do not vary with flux with best-fitting values of $E_{\text{c}} = 6.43 \pm 0.01$ keV and $\sigma = 70 \pm 10$ eV, while the equivalent width of the line is found to be, from high- to mid-, to low-flux, respectively: EW = $0.10 \pm 0.01, 0.13 \pm 0.01$, and $0.16^{+0.02}_{-0.01}$ keV. Meanwhile, the normalization of this component is $N = 4.71^{+0.46}_{-0.35} \times 10^{-3}, 3.32^{+0.43}_{-0.39} \times 10^{-5},$ and $4.29^{+0.40}_{-0.39} \times 10^{-5} \text{ ph cm}^{-2} \text{ s}^{-1}$ from high-to-low flux, corresponding to observed line fluxes of $F_{\text{line}} = 4.83^{+0.46}_{-0.44} \times 10^{-13}, 4.46^{+0.43}_{-0.43} \times 10^{-13}$, and $4.39^{+0.40}_{-0.40} \times 10^{-13} \text{ erg cm}^{-2} \text{ s}^{-1}$. These modest variations in the best-fitting values of the normalization / flux of the line are roughly consistent with the $\sim$20 per cent variations observed in the reflection component, although we do not detect independent variations in the strength of the emission line within the 90 per cent confidence uncertainties quoted here. As such, only mild variations in near-neutral reflection are observed on the time-scales probed here. All of these parameters are listed in Table 2.

### 3.2.1 Difference spectra

To further investigate the spectral variability, we computed broad-band difference spectra, based on the flux-selected spectra defined above in Section 3.2. Three difference spectra were created by subtracting (i) low-flux data from high-flux data, (ii) mid-flux data from high-flux data, and (iii) low-flux data from mid-flux data across the broad 0.3–50 keV bandpass. These were then fitted within XSPEC with the results shown in Fig. 6. Again, we fitted the NuSTAR FPMA and FPMB spectra separately, but combined them for the purposes of plotting. Likewise, the NuSTAR data were fitted $>3$ keV, but are only shown $>10$ keV for clarity. We applied a simple absorbed power-law model (TBABS + PL) to the spectra, tying the photon index, $\Gamma$, and column density, $N_{\text{H}}$, between the XMM–Newton and NuSTAR spectra in each flux-resolved case. We allowed the power-law normalizations to vary to account for variations in the cross-normalization. The best-fitting power-law slopes are (i) $\Gamma = 1.81 \pm 0.01$, (ii) $\Gamma = 1.91 \pm 0.02$, and (iii) $\Gamma = 1.70 \pm 0.02$, while the neutral absorber column density lies in the range: $3–5 \times 10^{20} \text{ cm}^{-2}$. The overall fit statistic is $\chi^2/d.o.f. = 10018/7427$ with clear residuals in the soft X-ray band. Indeed, the fit is very poor $<3$ keV: $\chi^2/d.o.f. = 3579/1371$, although a visual examination of the deviations suggest that the spectral variability remains similar across all the flux ranges afforded by this observing campaign.

To account for the residuals in the soft band, we then included additional soft components, as required by broad-band spectral modelling (see Turner et al. 2018). We firstly included a blackbody component to model the soft excess. Tying this component between all three difference spectra yielded a best-fitting temperature of $kT = 0.09 \pm 0.01 \text{ keV}$, with no requirement for the temperature to vary between spectra. We then also included additional multiplicative components to account for the warm absorber (see Section 3.2). Again, the ionization parameters and outflow velocities were fixed in the fit and tied across all three spectra, while the column densities were allowed to vary. The best-fitting values across all three spectra (high–low, high–mid, low–mid, respectively) are as follows: zone 1: $N_{\text{H}} = 1.65^{+0.11}_{-0.08} \times 10^{21}, 1.59^{+0.18}_{-0.16} \times 10^{21}$, and $1.74^{+0.22}_{-0.17} \times 10^{21} \text{ cm}^{-2}$; zone 2: $N_{\text{H}} = 2.88^{+0.49}_{-0.44} \times 10^{21}, 1.14^{+0.95}_{-0.88} \times 10^{21}$, and $4.73^{+0.74}_{-0.69} \times 10^{21} \text{ cm}^{-2}$; zone 3: $N_{\text{H}} = 1.94^{+1.46}_{-1.27} \times 10^{21}, 3.21^{+1.20}_{-0.69} \times 10^{21}$, and $1.32^{+2.93}_{-1.33} \times 10^{21} \text{ cm}^{-2}$. Meanwhile, the best-
with a large improvement in the soft band similar sources, exhibits typical softer-when-brighter behaviour. We note that the photon indices are steeper than those inferred fitting photon indices of the power law are found to be 1.50±0.03 and 1.50±0.02, respectively. These components are likely to contribute to the enhanced variability in the soft band. For example, the spectrum requires an additional soft-band component such as a Comptonized disc blackbody, which can add to the variability at lower energies. Additionally, any inter-orbital variations of the warm absorber may also enhance the low-energy variability at low frequencies. The residuals to this fit are shown in the lower panel of Fig. 6 and the best-fitting variable parameters are provided in Table 3. As before, we tested to see if variations in the ionization parameter could instead account for the spectral changes, but we again found that log ξ remains constant within the measurement uncertainties across all three difference spectra.

We did also create difference spectra by filtering on time as opposed to flux. A simple broad-band difference spectrum was created by subtracting the lowest flux obs 2 EPIC-pn and FPM spectra from the highest-flux obs 5 spectra. We again applied the model described above finding that it provides a similarly good fit from 0.3 to 50 keV. The best-fitting values are largely consistent within the measurement uncertainties across all three difference spectra.

3.3 The rms spectrum
In this section, we compute the ’rms spectrum’, which is the rms amplitude of variability as a function of energy (e.g. Vaughan et al. 2003). We used the broad-band XMM–Newton EPIC-pn data, extracting light curves of equal segment-length in 20 energy bands. These were equally spaced in log(ΔT) from 0.3 to 10 keV. The fractional excess variance, as given by σ^2 / mean^2, was then calculated for each of the 20 energy bands and averaged over each segment. To calculate the fractional rms (or fractional variability, F_var), we then took the square root of the excess variance and averaged this over all XMM–Newton observations from 2016.

We investigated the fractional rms behaviour on within-observation time-scales by computing the rms spectrum over three separate frequency bands, defined by the time-bin size, Δt, and the

Table 2. Table showing the best-fitting parameters of the variable components fitted to the flux-resolved spectra described in Section 3.2. All spectra are fitted from 0.3 to 50 keV. All column densities are given in units of cm^{-2} and all fluxes are given in units of erg cm^{-2} s^{-1}.

| Spectrum | Zone 1 | Zone 2 | Zone 3 | Power law | Flux | BBODY | PEXMON | Fe Kα |
|----------|--------|--------|--------|-----------|------|--------|--------|-------|
|          | N_{H1} | N_{H2} | N_{H3} | Γ | Flux (×10^{-10}) | Flux (×10^{-13}) | Flux (×10^{-11}) | EW (keV) | Flux (×10^{-13}) |
| High     | 1.46±0.12 | 1.43±0.44 | 1.26±1.41 | 1.72±0.01 | 1.50±0.03 | 3.31±0.06 | 1.50±0.08 | 0.10±0.01 | 4.83±0.47 |
| Mid      | 0.97±0.02 | 1.29±0.98 | 0.8±0.22 | 1.60±0.01 | 1.25±0.02 | 3.03±0.04 | 1.38±0.10 | 0.13±0.01 | 4.46±0.43 |
| Low      | 2.74±0.27 | 2.45±0.78 | 0.74±0.14 | 1.40±0.02 | 0.91±0.04 | 2.56±0.04 | 1.24±0.10 | 0.16±0.02 | 4.46±0.45 |

Figure 6. Upper panel: The difference spectra of NGC 3227, obtained by splitting the data into three flux-resolved segments. The XMM–Newton EPIC-pn and NuSTAR FPMA+FPMB spectra are shown in three cases: high–low (black), high–mid (red), and mid–low (green). Middle panel: The σ residuals to a simple fit consisting of an absorbed power-law model. Lower panel: The σ residuals to a broad-band fit including three warm absorber zones. Note that all data are binned up and that the NuSTAR data are only plotted >10 keV for clarity. Meanwhile, the EPIC-pn data are ignored from 1.7 to 2.1 keV due to calibration uncertainties around the Si K edge in the detector. See Section 3.2.1 for details.

Table 3. The best-fitting variable parameters from the fits to the broad-band 0.3–50 keV flux-resolved difference spectra described in Section 3.2.1. All column densities are given in units of 10^{21} cm^{-2}.

| Parameter | High–Low | Difference spectrum | High–Mid | Mid–Low |
|-----------|----------|---------------------|---------|---------|
| Γ         | 2.10±0.02 | 2.13±0.04 | 2.09±0.03 | |
| Zone 1: N_{H1} | 1.65±0.11 | 1.59±0.18 | 1.74±0.22 | |
| Zone 2: N_{H2} | 2.88±0.49 | 1.14±0.95 | 4.73±0.74 | |
| Zone 3: N_{H3} | 1.94±1.46 | 3.21±2.42 | 1.32±2.93 | |
and shows little energy dependence. There is a hint of a drop in rms in the $\sim 6-7$ keV band, which may be representative of a component of Fe K emission that is constant on these time-scales, thus diluting the rms variability. As we go to lower frequencies, however, the rms variability becomes significantly stronger and the spectrum steepens, with enhanced variability towards lower energies. This suggests that the soft X-ray band largely dominates the observed variability. This is supported by the steep photon index ($\Gamma \sim 2.1$) and component of soft excess ($kT \sim 0.1$ keV) required by the difference spectra described in Section 3.2.1 (also see Fig. 6). Curiously, the low-frequency rms spectrum also becomes much flatter at the lowest energies; i.e. $< 1$ keV. Such a flat slope may be consistent with a component that varies only in flux but not spectral shape, perhaps such as a component of soft excess — e.g. a Comptonized disc blackbody or similar — which drives the rms spectrum at the lowest X-ray energies. We discuss the rms behaviour of the source further in Section 4.2. We also compute the total averaged rms spectrum using all of the data across the XMM–Newton campaign with a time resolution of 100 s. Due to the enhanced signal by using all of the data, we can use a higher energy resolution and so we compute this rms spectrum over 60 energy bins [again, equally spaced in log($E$)]. The errors are given by equation (B2) of Vaughan et al. (2003). Again, the shape of the rms spectrum is very steep, but also generally smooth and not particularly dominated by fine structure. However, we again observe an apparent drop in rms in the $\sim 6-7$ keV band, likely corresponding to the Fe K emission complex.

We also investigated the rms behaviour on the time-scale of individual observations. Here, we used a timing resolution of 1 ks. Each of the six XMM–Newton observations are shown in the lower panel of Fig. 7. In general, the rms spectra are steep, again showing enhanced variability in the soft band, with a generally flattening of the slope at the lowest energies. It is clear that some observations are more variable than others, particularly at lower energies. For example, the steepest rms spectrum arises during obs 3 (green) and this is most likely due to the emission flare towards the end of that observation, which is dominated by the soft band (see Fig. 1). Slightly divergent behaviour can be observed in obs 6 (magenta) as the rms spectrum appears to have a softer slope. A different mode of variability is also evident during this observation in Fig. 2. This is again consistent with the occultation event observed during this observation from a cloud of mildly ionized gas passing through the line of sight, as presented in Turner et al. (2018), which predominantly impacts the X-ray spectrum at low energies.

### 3.4 The rms–flux relation

The rms–flux relation shows that the rms (i.e. the absolute root-mean-square) amplitude of variability linearly scales with the X-ray flux of a source. It is commonly observed in the X-ray variability of AGN and XRBs, but also ultraluminous X-ray sources (ULXs) and cataclysmic variables (CVs) and, in essence, shows that sources typically display stronger variability during periods when they are brighter (e.g. Uttley & McHardy 2001; Gleissner et al. 2004; Heil & Vaughan 2010).

To investigate this in NGC 3227, we used all EPIC-pn data from 2016 and split the data into 2 ks light-curve segments, using a timing resolution, $\Delta t = 50$ s. For each segment, we computed the both periodogram and the mean count rate. By averaging together these periodograms over 8 count rate bins we then calculated the rms–flux relation. By averaging together these periodograms over 8 count rate bins we then calculated the rms–flux relation.
across three energy bands: the full 0.3–10 keV band, a soft 0.3–1 keV band, and hard 1–10 keV band. These are shown in Fig. 8.

To test for linearity in the relationship, we fitted a straight line to each of the data sets. In the broad-band 0.3–10 keV case, this fits the data well with a slope, $a = 0.056 \pm 0.004$ and offset, $b = -0.134 \pm 0.032$ ($\chi^2$/d.o.f. = 8.8/6). The slope corresponds to 5.6 percent rms on time-scales of 0.1–2 ks. The relationship appears to roughly hold over a factor of 3 in flux. To estimate the 90 per cent uncertainty on this linear model, we randomly generated 1000 models from the parameter distribution using the best-fitting values and the covariance matrix and used the 95 and 5 per cent rms values. The 90 per cent confidence band is enclosed by the grey dashed lines in Fig. 8.

Fitting a similar linear model to the soft band returns best-fitting parameters of $a = 0.064 \pm 0.006$ and $b = -0.062 \pm 0.019$ ($\chi^2$/d.o.f. = 11.2/6), while, for the hard band, these values are $a = 0.059 \pm 0.006$ and $b = -0.100 \pm 0.028$ ($\chi^2$/d.o.f. = 5.4/6). So it appears that the slope is recovered and is consistent across the soft and hard bands. We note that, in the case of each rms-flux relation, the point at which the relation intercepts the x-axis effectively corresponds to a component of constant emission in that given energy band. As such, if constant components appear in both the soft and hard bands, they should co-add to reproduce the broad-band component of constant emission derived from the full-band light curve. Here, the x-intercepts in the soft and hard bands correspond to $0.97 \pm 0.31$ and $1.70 \pm 0.50$ ct s$^{-1}$, respectively, while in the full 0.3–10 keV band, this value is $2.39 \pm 0.60$ ct s$^{-1}$. Combining the soft- and hard-band components yields a value of $2.67 \pm 0.59$ ct s$^{-1}$, consistent with the full-band rms-flux relation.

9The broad-band 0.3–10 keV rms–flux relation is lower than the sub-bands that make it up. This may imply some degree of anticorrelation between the soft and hard bands.

3.5 The power spectrum

Here, we investigated the rms-flux behaviour within each of the individual observations and, while the relation is still positive, the relationship is difficult to constrain due to the fewer number of available segments and smaller range in flux. Similarly, by calculating and plotting the rms against the averaged flux from each individual observation, we can also largely recover the positive relationship on longer time-scales.
Here, $y_i$ is the observed value of the periodogram and $m_i$ is the spectral density of the model at a given Fourier frequency, $v$ (see Vaughan 2010, Barret & Vaughan 2012). 90 percent confidence intervals on each parameter were estimated by finding the set of values for which $\Delta S = S(\theta) - S_{\text{min}} \leq 2.7$ (where the behaviour of $\Delta S$ approximates to $\Delta y^2$).

Fitting the six observations from 0.3 to 10 keV with equation (1) returned best-fitting parameters of $\alpha = 2.29 \pm 0.08$ and $\log(N) = -7.3 \pm 0.1$. The total number of degrees of freedom was 10 970. These values along with the measured Whittle statistic are provided in Table 4. Allowing both $N$ and $C$ to vary between data sets did improve the fit by $\Delta S = 90$, but there was no change to the measured slope. Additionally, allowing the fit to be driven by the low-frequency 'red-noise slope' by truncating the PSDs at $10^{-4}$ Hz returns best-fitting parameters that are consistent with those listed in Table 4. We also fitted equation (1) to PSDs generated in 'soft' and 'hard' energy bands ($0.3$–$1$ and $1$–$10$ keV, respectively). One may expect to observe differences in the PSD at different energies based on the energy dependence of the rms variability at low and high frequencies, as shown in Fig. 7. For example, it is clear that larger variations are observed between the slow and fast variations in the soft band compared to the hard. Subsequently, we may expect the soft band to have a steeper PSD. However, we found that the PSD does not exhibit any significant energy-dependence with best-fitting values typically remaining consistent within the uncertainties. As such, these variations are most likely contained within the uncertainties of the PSD fitting. These values are reported in Table 4.

We then searched for evidence of a break (or bend) in the PSD by fitting a bending power law (plus a constant):

$$P(\nu) = N\nu^{-\alpha_{\text{low}}} \left\{ 1 + \left( \frac{\nu}{\nu_b} \right)^{\alpha_{\text{low}} - \alpha_{\text{high}}} \right\}^{-1}$$

where $N$ is the normalization, $\nu_b$ is the break frequency, and $\alpha_{\text{low}}$ and $\alpha_{\text{high}}$ are the spectral indices below and above the bend, respectively (see González-Martín & Vaughan 2012 for further details, who find that a significant bend is detected in the PSD of 15 out of their sample of 104 AGN observed with XMM–Newton). Fitting equation (3) to the 0.3–10 keV PSD improves the fit by $\Delta S = 10$ for two additional free parameters, suggesting the marginal detection of a bend. The low-frequency slope, $\alpha_{\text{low}}$, is consistent with a value of 1, consistent with the X-ray PSD slopes observed in other Seyfert galaxies. Meanwhile, the high-frequency slope above the bend is steeper, with $\alpha_{\text{high}} = 2.43^{+0.13}_{-0.12}$, where the best-fitting bend frequency is $\nu_b = 3.0^{+7.3}_{-1.6} \times 10^{-5}$ Hz, largely consistent with previous results (Uttley & McHardy 2005; González-Martín & Vaughan 2012; Arévalo & Markowitz 2014). Extending this fit to the soft and hard bands, we find consistent results ($\Delta S = 9$ and $\Delta S = 10$, respectively) with break frequencies of $\nu_b = 2.8^{+5.0}_{-1.2} \times 10^{-5}$ and $3.3^{+4.6}_{-1.5} \times 10^{-5}$ Hz and high-frequency slopes of $\alpha_{\text{high}} = 2.42^{+0.14}_{-0.13}$ and $2.44^{+0.17}_{-0.15}$, respectively. Again, the bend detection is marginal and we find no evidence of any energy-dependence of the PSD.

The best-fitting values are summarized in Table 4 and the bending-power-law fit is shown in Fig. 9.

In Fourier-based PSD analysis, it is possible that the results may be affected by biases. One primary form of bias is 'aliasing'. However, this has negligible effect on the data analysed here, as they are contiguously sampled. The second primary form of bias is 'leakage'. See Uttley et al. (2002), Vaughan et al. (2003), and González-Martín & Vaughan (2012) – and references therein – for detailed discussion on these biases. In terms of leakage, this may be significant when the PSD slope is intrinsically steep (e.g. $\alpha \sim 2$), potentially distorting the periodogram at the lowest observed frequencies (here: $\nu \sim 10^{-3}$ Hz). Subsequently, this can reduce the sensitivity to important features such as quasi-periodic oscillations and high-frequency bends while also biasing slopes which are intrinsically steep towards $\alpha \approx 2$ (see Deeter & Boynton 1982; Uttley et al. 2002; Vaughan et al. 2003; González-Martín & Vaughan 2012 for more details).

One simple method to reasonably recover accurate PSD spectral indices is 'end-matching' (see Fougere 1985). The basic end-matching process essentially consists of subtracting a linear function from the observed light curve(s). The linear trend is defined such that the first data point ($y_1$) and the last data point ($y_N$) are joined. Following subtraction, $y_1 = y_N$. The mean of the light curve is then restored to its original value. We end matched the 0.3–10 keV EPIC-pn light curves for NGC 3227 and re-fitted equations (1) and (3) to the periodograms. However, we find no significant difference to the best-fitting parameters and the results are consistent with those provided in Table 4.

3.6 X-ray time lags

Here, we analyse the X-ray Fourier time lags in NGC 3227. We initially use the XMM–Newton EPIC-pn data, following the methods described in the literature (i.e. Vaughan & Nowak 1997; Nowak et al. 1999; Vaughan et al. 2003; Uttley et al. 2011; Epitropakis & Papadakis 2016). Here, we can compute the cross-spectrum, allowing us to compare the variability in two separate energy bands. The method can briefly be described as follows: (i) split the six EPIC-pn light curves into segments of identical length in two broad energy bands, (ii) compute the discrete Fourier transform for each segment, and (iii) combine these, forming auto- and cross-periodograms, averaging over the number of segments. The result is an estimate for the PSD in each band, the coherence between the two bands (see below) and phase/time lags.

We binned up the light curve with $\Delta t = 100$ s and used 50 ks segment lengths, allowing us to access frequencies down to $\sim 2 \times 10^{-5}$ Hz. We define our soft and hard energy bands to be $0.3$–$1$ and $1$–$5$ keV, respectively. The cross-spectral products are shown in Fig. 10, where the auto- and cross-periodograms are averaged over contiguous frequency bins, where each bin spans a factor of $\sim 1.4$ in frequency. Panel (a) shows the PSDs in the two energy bands, while panel (b) shows the coherence. This is calculated from the magnitude of the periodogram (Vaughan & Nowak 1997). Its purpose is to provide a linear measurement of the correlation between the two energy bands. The value of the coherence should fall between 0 and 1, where a value of 0 would mean that there is no correlation between the two bands, whereas a value of 1 would signify perfect coherence (i.e. the observed variations in one band would allow you to perfectly linearly predict the variations in the other band). As such, the coherence is a valuable measurement for assessing the reality of Fourier time lags. In the case of Fig. 10, it is clear that the coherence is high ($\approx 0.8$) across the broad $10^{-5}$–$10^{-3}$ Hz frequency range, implying a strong correlation between the two energy bands on long time-scales (i.e. $\gtrsim 1$ ks). At higher frequencies (>$10^{-3}$ Hz), the coherence begins to rapidly drop off. This is due to Poisson noise beginning to dominate, as is also clear from the PSD shown in Fig. 9.

Then, in panels (c) and (d), we show the frequency dependence of the phase lags, $\phi$, and time lags, $\tau$, respectively. Note that the
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Table 4. The best-fitting parameters of the two models (power-law and bending-power-law) fitted to the PSDs of NGC 3227 in three energy bands: 0.3–10, 0.3–1, and 1–10 keV. The fits are applied to all six XMM–Newton EPIC-pn observations from 2016. See Section 3.5 for details.

| Band (keV)          | Power law | Bending power law |
|---------------------|-----------|-------------------|
|                     | $\alpha$  | log(N) | $\alpha_{\text{low}}^\text{Whittle}$ | $\nu_b \times 10^{-3}$ Hz | $\alpha_{\text{high}}^\text{Whittle}$ | log(N) | Whittle (S) | $\Delta S$ |
| Total (0.3–10 keV)  | 2.29$^{+0.08}_{-0.08}$ | $-7.3^{+0.1}_{-0.1}$ | $-252 066$ | 0.99$^{+0.51}_{-0.43}$ | 3.6$^{+2.4}_{-1.9}$ | 2.43$^{+0.13}_{-0.12}$ | $-1.7^{+0.1}_{-0.1}$ | $-252076$ | 10 |
| Soft (0.3–1 keV)    | 2.26$^{+0.09}_{-0.09}$ | $-7.1^{+0.1}_{-0.1}$ | $-232 181$ | 0.98$^{+0.36}_{-0.41}$ | 2.8$^{+2.0}_{-1.2}$ | 2.42$^{+0.14}_{-0.13}$ | $-1.8^{+0.1}_{-0.1}$ | $-232827$ | 9 |
| Hard (1–10 keV)     | 2.26$^{+0.10}_{-0.09}$ | $-7.3^{+0.1}_{-0.1}$ | $-241 818$ | 1.02$^{+0.48}_{-0.46}$ | 3.3$^{+1.8}_{-1.4}$ | 2.44$^{+0.17}_{-0.15}$ | $-1.8^{+0.1}_{-0.1}$ | $-241828$ | 10 |

We make an attempt to assess the robustness of the soft lag measurement by following the method described in De Marco et al. (2013) and Timmer & König (1995). Here, we employ extensive Monte Carlo simulations in order to test the reliability of the lag measurement against statistical fluctuations arising from Poisson/red noise. Based on our fitting of the underlying PSD with a bending power law (as in Section 3.5), we simulated 1 000 pairs of stochastic light curves in the 0.3–1 and 1–5 keV energy bands. These were scaled to the mean count rates of the observed light curves in the same bands and were produced with the same background rates and levels of Poisson noise. Then, for each pair of simulated light curves, we computed cross-spectral products, assuming zero phase lag (i.e. $\phi = 0$), using the same time sampling ($\Delta t = 100$ s), segment length (50 ks), frequency-binning (factor of 1.4), and light-curve length as we use with our real data. As such, in our simulated cross-spectral products, we can assume that any frequency-dependent time delay arises from spurious statistical fluctuations. Then, to test the significance of the soft lag we see in the real data, we follow the technique described in De Marco et al. (2013). Here, we define a ‘sliding-frequency’ window. This contains the same number of consecutive frequency bins, $N_w$, as the observed lag profile. In this instance, $N_w = 1$. We then compute a figure of merit $\chi^2 = \sum (\tau/\sigma)^2$ at each step over the frequency range below those which are dominated by Poisson noise ($\lesssim 2 \times 10^{-3}$ Hz). In each case, we record its maximum value. Then, the number of times that $\chi^2$ from the simulated data exceeds $\chi^2$ from our real data provides us with an estimate of the probability that such a lag could be observed by chance. In the case of NGC 3227, our observed soft lags are significant at a level $> 95$ per cent.

Finally, we also explore the time lags in the harder X-ray band at energies $>10$ keV by utilizing the simultaneous NuSTAR data. Due to the low-Earth orbit of the NuSTAR satellite, large gaps are introduced into the light curves. As such, standard Fourier techniques are unsuitable. Instead, we use a ‘maximum-likelihood’ method, as described in Miller et al. (2010a) and Miller et al. (2010b). This method rigorously accounts for ‘gappy’ time series and allows for accurate estimates of statistical uncertainties. Here, we create light curves in two broad energy bands and use the maximum-likelihood method to fit a joint model to the PSD in each of the bands and to the cross-spectral density. Then, from the phases of the cross-spectral density, we can obtain time delays as a function of temporal frequency. We note that the method was independently tested and verified by Zoghbi, Reynolds & Cackett (2013).

We use all seven NuSTAR observations of NGC 3227 and create time series with $\Delta t = 100$ s. Here, we focus on a softer 3–5 keV band and a much harder 15–50 keV band,[10] using a Fourier frequency

![Figure 10. The frequency-dependent timing properties of NGC 3227 using the EPIC-pn. Panel (a): The PSD comparing the soft (0.3–1 keV: black) and hard (1–5 keV: red) bands. Panel (b): The coherence between the two energy bands. Panel (c): The phase lag, $\phi$ (note that $\phi = \tau/2\pi v$). Panel (d): The time lag, $\tau$, as a function of frequency, $v$. A positive phase lag denotes the hard band lagging behind the soft band.](https://academic.oup.com/mnras/article-abstract/494/4/5056/5820815)
width of $\Delta \log_{10} \nu = 0.3$. The frequency-dependent time delays between these two bands are shown in Fig. 11. Again, a positive time delay indicates that the harder band is lagging behind the softer band. Similar to the results with the XMM–Newton EPIC-pn, a hard lag is again observed at low frequencies, with the 15–50 keV band lagging behind the 3–5 keV band, with its magnitude rising towards lower frequencies with time delays of up to $\sim 1$ ks. Meanwhile, at higher frequencies ($\nu \sim 5 \times 10^{-4} \text{--} 2 \times 10^{-3} \text{Hz}$), the lag becomes negative, with a time delay of $\sim 150$ s. These results are largely consistent with those obtained with the EPIC-pn. A similar result was obtained in an analysis of NuSTAR observations of NGC 4051 (Turner et al. 2017).

3.6.1 Energy dependence of the lags

In addition to measuring the frequency dependence of the lags, we also investigate their energy dependence, using the XMM–Newton EPIC-pn data. Here, for a given frequency range, we compute the cross-spectral lag for a series of consecutive energy bands against a constant, broad reference band (see Uttley et al. 2011; Zoghbi et al. 2011; Alston, Done & Vaughan 2014; Lobban et al. 2014 for more details). We generated cross-spectral products for nine equally logarithmically spaced energy bands from 0.3 to 10 keV against a broad reference band, which we define to be the full 0.3–10 keV band minus the band of interest. So now, a positive lag denotes that the band of interest lags, on average, behind the reference band. The errors on the lag estimates were computed using the standard procedure of Bendat & Piersol (2010), although we note that these are expected to be conservative estimates. This is because the light curves in each band are highly correlated and so, between adjacent energy bins, the scatter in the lags may be overestimated. We note that a more detailed approach – for example, if one wanted to model the lag spectrum – is described by Ingram (2019) to avoid overfitting the energy dependence of the cross-spectrum. However, in this case, it does not have any impact on the qualitative shape of our observed lag spectrum.

The lag-energy spectra are shown in Fig. 12. The upper panel plots these in three broad frequency bands $< 5.7 \times 10^{-4}$ Hz where the hard lag emerges. The three frequency bands are $1.1 - 1.5 \times 10^{-4}$ (black circles) and $5.7 - 8.1 \times 10^{-4}$ Hz (blue circles), respectively. The solid grey line in the middle panel shows a model fit of the form $\tau = A \log(E) + B$.
drops off as the lag approaches zero. In the middle panel, we focus in on a narrower frequency band, where the hard lag is most clearly observed. This is the 1.1–1.5 × 10^{-4} Hz frequency range. Here, the energy dependence is very clearly defined, with a maximum delay in the hardest band (i.e. the 7–10 keV band lags behind the 0.3–7 keV band at ν = 1.1–1.5 × 10^{-4} Hz with a time delay of τ = 864 ± 465 s). We note that the shape of the lag-energy spectrum is suggestive of a log-linear dependence, whereby τ scales roughly linearly with log(E). Therefore, we fitted the lag-energy spectrum with a model taking the form: τ = A log(E) + B, where E is the energy band and A and B are constants. Here, we find that A = 303 ± 45 and B = −18 ± 34, with χ^2/d.o.f. = 10.0/8. The model fit is overlaid in Fig. 12. Such a log-linear dependence is seen in various AGN (e.g. Ark 564: Kara et al. 2013; IRAS 18325-5926: Lobban et al. 2018a; and PG 1211+143: Lobban et al. 2018a) and XRBs (e.g. Cygnus X-1: Nowak et al. 1999 and GX 339-4: Uttley et al. 2011) and is often discussed in terms of the propagating fluctuations model (see Kotov et al. 2001). However, we note that such a model does not account for existence of high-frequency soft lags.

The lowest panel of Fig. 12 focuses on the 5.7–8.1 × 10^{-4} Hz frequency range, where the high-frequency soft lag emerges [see Fig. 10: panel (d)]. Here, the energy dependence is not so clearly defined. From < 4 keV, there is a tentative hint of the lag increasing in magnitude towards lower energies, as seen in other sources (e.g. Kara et al. 2013; Lobban et al. 2018a), although its significance is marginal here. We note that the magnitude of the high-frequency lag does increase at energies > 5 keV. While this tentatively appears similar in shape to the Fe K lags reported in various other sources (e.g. Alston et al. 2014; Kara et al. 2014), such a feature does not appear to be significantly detected here. This is perhaps consistent with the lack of any significantly variable component of Fe K α emission in the X-ray spectrum.

### 3.6.2 Visualizing the low-frequency time delays in smoothed light curves

In addition to measuring time lags in the Fourier domain, it may be also useful to look for evidence of them – and other aspects of low-frequency energy-dependent behaviour – in the time domain (e.g. see Lobban et al. 2018a, where we discuss a similar approach in the context of PG 1211+143, finding curious changing-lag behaviour). One possibility is to smooth out the high-frequency variability such that the low-frequency variations are all that remain. In Fig. 13, we show the results of such an approach, whereby we smoothed the 50 ks-binned EPIC-pn light curves by convolving them with a Gaussian of width σ = 2 ks. We did try other Gaussian widths, but found that σ = 2 ks gave the clearest results, given the rapid variability of the source. We smoothed light curves in four energy bands: 0.3–0.7, 0.7–1.5, 1.5–5, and 5–10 keV. To better compare the curves, we then normalized each light curve to the mean 0.3–10 keV EPIC-pn count rate for each given observation. Finally, we computed 90 per cent confidence bands for each light curve by performing 10 000 simulations based on the observed count rate in each bin and plotting the 5 and 95 per cent boundaries from the resultant count-rate distribution.

In the case of NGC 3227, the variations and subsequent time delays are rapid (i.e. τ ~ few hundred seconds) and so the low-frequency lags are not obviously apparent in the light curves. However, other curious behaviour is apparent. In particular, the emission flare during obs 3 (~60 ks) shows strong energy-dependent behaviour. It is clear that the flare is dominated by enhanced emission in the softest X-ray bands, while the hardest band (5–10 keV) only

---

Figure 13. The EPIC-pn light curves of NGC 3227, smoothed via convolution with a Gaussian (σ = 2 ks). The curves are normalized to their mean 0.3–10 keV count rates and plotted in four energy bands: 0.3–0.7 (black), 0.7–1.5 (red), 1.5–5 (green), and 5–10 keV (blue). Meanwhile, the thickness of the bands denote the 90 per cent confidence intervals. The vertical dashed lines mark the edges of the convolution kernel (i.e. 3 × σ = 6 ks) and, so, beyond these limits, we assume the light curves begin to become unreliable.

---

12 There are instances in which a low-frequency hard lag is potentially visible – e.g. in obs 3 where the soft-band minima (black and red) can be seen to lead the hard-band minima (green and blue) at ~16 and ~33 ks. A clear hard lag is also visible in the hardest band during the minima at ~42 ks in obs 5.
increases in flux slightly before reaching a plateau. Similar, but more moderate-strength energy dependence can be seen in obs.5 during the flare occurring at the beginning of the observation. Meanwhile, in obs.6, it is clear that the soft-band emission (0.3–1.5 keV inclusive) is significantly more variable than the hard band, with its steady increase in flux with respect to its harder counterpart apparent in the hardness ratio analysis presented in Figs 1 and 2. See Turner et al. (2018) for a detailed spectral analysis of this observation.

4 DISCUSSION

We have presented a series of fundamental variability properties of the highly variable AGN, NGC 3227, through a long XMM–Newton+NuSTAR observing campaign. Below, we discuss the results.

4.1 Spectral decomposition

In Sections 3.1, 3.2, and 3.2.1, we explored the spectral variations of NGC 3227. The energy-dependent spectral evolution of the source was tracked through hardness ratio measurements, where we find that the source displays typical softer-when-brighter behaviour. This is particularly evident during the large flare midway through obs 3, which is dominated by an increase in soft-band emission. Curiously, we find evidence for the source to be typically harder than average during obs 6, while the X-ray spectrum gradually becomes softer over the course of <1 d. This appears to be due to a rapid occultation event of the central continuum source arising from the passage of a mildly ionized cloud of gas ($N_H \sim 10^{22} \text{cm}^{-2}$) across the line of sight. This is discussed in detail in Turner et al. (2018).

In Fig. 5, we fit three flux-selected spectra in order to explore the spectral variability. We apply the baseline model from the spectral analysis by Turner et al. (2018) and find that the bulk of the variability appears to be dominated by changes in the strength of the primary power-law continuum with mild changes in photon index (ranging from $\Gamma = 1.4--1.7$), providing further evidence of softer-when-brighter source behaviour. Superimposed on this are weak variations of $\sim 20$ per cent in the strength of the neutral reflection component, with the bulk of the modest variability in the NuSTAR bandpass simply accounted for by changes in the power-law continuum. Meanwhile, we find that the component of Fe K $\alpha$ emission at $\sim 6.4 \text{keV}$ shows hints of flux variability on these time-scales consistent with the weak variability of the neutral reflection component at the 2σ level. This modest variability, relative to the strong continuum variability, is suggestive of an origin in material that is distant from the central X-ray source.

Finally, in Fig. 6, we show the broad-band difference spectra of NGC 3227. While the hard X-rays remain largely invariant in spectral shape, just with modest increases in normalisation, it is clear that large deviations from an absorbed power-law fit are apparent at low energies ($\lesssim 2 \text{keV}$), indicative of additional modes of variability. These residuals are accounted for by a multiplicative component of warm absorption and a soft excess, emerging at energies $<1 \text{keV}$. The difference spectra are dominated by a steep power-law-like component ($\Gamma \sim 2.1$), further indicative of enhanced variability in the soft band. This is also borne out by the rms variability analysis (discussed below). The difference spectra show very little excess emission in the Fe K $\alpha$ band at or energies $>10 \text{keV}$. This supports a picture whereby the neutral reflector and associated Fe K $\alpha$ emission originate in distant material. Given the time-scale of this observing campaign, this would correspond to a distance of $>1$ light-month from the central black hole.

4.2 The rms variability

In Section 3.3, we show the rms variability of NGC 3227 and its associated energy dependence. On short time-scales (0.1–2 ks; $v = 5 \times 10^{-4} - 5 \times 10^{-3} \text{Hz}$), the magnitude of the variability is found to be low, with a flat dependence on energy – i.e. the low-energy and high-energy X-rays all typically vary by $\sim 5$ per cent rms on time-scales $<2 \text{ks}$. As such, on these time-scales, the emission in the hard and soft bands varies with roughly the same fractional amplitude.\(^{13}\)

As we move towards longer time-scales (2–20 ks), however, enhanced variability begins to emerge in the soft band with its magnitude increasing towards lower energies. This suggests that the primary source of spectral variability in this observing campaign from 2016 may be due to a soft power-law-like component, varying in flux, that is steeper than the $\Gamma \sim 1.7$ power law that dominates the hard band. We recently observed similar behaviour in the sources PG 1211 + 143 (Lobban et al. 2016) and Ark 120 (Lobban et al. 2018b). In this scenario, the X-ray continuum can largely be described as a blend of two components where the soft excess varies slowly and independently of the harder X-ray coronal power law, similar to the suggestion by Arévalo & Markowitz (2014) from a previous 100 ks XMM–Newton observation of NGC 3227 (also see Ton S180: Edelson et al. 2002; Ark 564: Turner et al. 2001; and Mkn 509: Mehdipour et al. 2011). If Comptonization is the mechanism responsible for producing the variable soft-excess component, one possibility is that this arises from intrinsic coronal variations, either in terms of the electron temperature or optical depth. At the lowest frequencies (20–70 ks), the rms variability is stronger and its spectral shape becomes steeper. Curiously, at low energies ($\sim 0.3–1.0 \text{keV}$), the rms spectrum is observed to flatten out, suggestive of additional complexity in the long time-scale variability. A flat shape could arise from a soft component that varies in flux but whose spectral shape remains largely invariant. Such a component could not extend to higher energies here, though, or the rms would be equally as high, unless it was diluted by a constant hard component that dominates at higher energies. However, as the hard reflection component is weak in this source (just $\sim 10$ per cent of the overall flux from 0.3 to 50 keV), this scenario can be ruled out. Instead, it may be the case that, at low frequencies, the variability from 1 to 10 keV is dominated by a steep power-law-like component (i.e. whose intrinsic variability increases with decreasing energy), while the rms variability $<1 \text{keV}$ may be dominated by a component of soft excess varying in flux while maintaining a steady spectral shape. We note that, superimposed on these broad-band spectral changes, the source exhibits additional variability due to line-of-sight variations in the warm absorber. However, these absorption changes do not appear to significantly contribute to the averaged rms spectrum, which may be the case if the warm absorber variations occur on longer time-scales than probed here. We also compute the overall time-averaged rms spectrum using all of the data with a timing resolution of 100 s time bins and finer energy resolution. Again, the rms spectrum is steep, while it becomes flatter at energies $<1 \text{keV}$. On the whole, the rms spectrum is smooth with limited

\(^{13}\)Conversely, for example, if a hard or soft component varied, this would manifest itself as a drop in the rms at low or high energies, respectively, where dilution from the component of constant flux becomes significant.
discrete structure. However, we do observe a small drop in the fractional rms at $\sim 6$–7 keV, which coincides with the emission line from near-neutral Fe K $\alpha$. This apparent drop in rms could potentially arise due to dilution from a quasi-constant component of Fe K emission – i.e. if the bulk of the emission originates far from the black hole. Indeed, in the time-averaged spectrum, the Fe K $\alpha$ emission line contributes roughly 10 percent of the total observed flux from 6 to 7 keV. Given the variability and flux level of NGC 3227, if such a component were constant on these time-scales, it would likely produce a drop of $\sim 10$–15 percent in the fractional rms spectrum, roughly consistent with what we observe. Finally, in the lower panel of Fig. 7, we show the rms spectra from the six individual XMM–Newton observations of NGC 3227 using a time resolution of 1 ks. All six rms spectra are steep, although it is clear that some observations are more variable than others. In particular, the emission flare during obs 3 results in a steeper rms spectrum. Meanwhile, divergent behaviour can be observed during obs 6, which coincides with the absorption event described in Turner et al. (2018) in which a cloud of mildly ionized gas is observed occulting our line of sight to the central source.

In Section 3.4, we also explore the rms variability of NGC 3227 in terms of its flux dependence. It is clear from Fig. 8 that the source displays enhanced variability during periods of brighter flux. The observed rms–flux relation is roughly linear, which is consistent with the rapid behaviour variability observed in other accreting sources across a wide range of luminosities and masses, such as AGN, XRBs, ultraluminous X-ray sources and cataclysmic variables (e.g. Uttley & McHardy 2001; Gleissner et al. 2004; Heil & Vaughan 2010; Scaringi et al. 2012). A linear rms–flux relation is often discussed in terms of propagating fluctuations, where the X-ray emission and mass-accretion-rate variations are multiplicatively coupled (Uttley et al. 2005) – although this is not necessarily a unique explanation of this relation. We note that a similarly linear relationship is observed in soft (0.3–1 keV) and hard (1–10 keV) bands (albeit covering a smaller range in flux) and so a linear rms–flux relationship appears to hold across the EPIC-pn X-ray bandpass.

### 4.3 The power spectrum

In Section 3.5, we computed and modelled the broad-band 0.3–10 keV PSD of NGC 3227. We find a marginal detection of a bend in the PSD ($\Delta S = 10$ for two additional free parameters) with a best-fitting bend frequency of $\nu_B = 3.0^{+0.5}_{-1.0} \times 10^{-5}$ Hz. The low-frequency slope, $a_{1}^{\text{low}}$, is consistent with a value of 1, while the high-frequency slope above the bend is much steeper: $a_{1}^{\text{high}} = 2.43^{+0.13}_{-0.12}$. We find consistent results fitting the PSD in the soft (0.3–1 keV) and hard (1–10 keV) bands and, hence, no energy dependence of the PSD.

To date, a number of discrepant values have been reported in the literature for the bend frequency in NGC 3227. González-Martín & Vaughan (2012) modelled the PSD from a single $\sim 100$ ks XMM–Newton observation, finding a best-fitting bend frequency of $\nu_B = 2.3 \pm 0.7 \times 10^{-4}$ Hz from 0.2 to 10 keV, which is a factor of $\sim 8$ higher than our result. However, Uttley & McHardy (2005) and Kelly, Sobolewska & Siemiginowska (2011) independently analysed the PSD using XMM–Newton and RXTE data from 2 to 10 keV, reporting bend frequencies of $\sim 2.6 \times 10^{-5}$ and $\sim 3.7 \times 10^{-5}$ Hz, respectively. These results are consistent with those we report here.

A relatively linear relationship between the bend time-scale of the PSD and the mass of the black hole might be expected based on simple scaling arguments (Fender et al. 2007). Indeed, such a correlation has been observed for a number of AGN (e.g. Uttley et al. 2002; Markowitz et al. 2003). In the case of NGC 3227, our observed bend frequency corresponds to a time-scale of $T_B = 1/\nu_B = 33^{+2}_{-2}$ ks (or $0.39^{+0.24}_{-0.31}$ days). A simple scaling relation between the time-scale of the bend and the mass of the black hole is provided by González-Martín & Vaughan (2012):

$$\log(T_B) = \log(M_{\text{BH}}) + C. \quad (4)$$

Here, $T_B$ is the time-scale of the break measured in days and $M_{\text{BH}}$ is the mass of the black hole in units of $10^6 M_\odot$, while $A$ and $C$ are coefficients. In the case of NGC 3227, we assume $M_{\text{BH}} = 6.0^{+0.5}_{-1.2} \times 10^6 M_\odot$ (Bentz & Katz 2015). Meanwhile, González-Martín & Vaughan (2012) derive values of $A = 1.09 \pm 0.21$ and $C = -1.70 \pm 0.29$ from fitting equation (4) to a sample of Seyfert galaxies. This predicts the time-scale of the bend to lie in the range: $T_B = 0.03$–0.25 d. Our observed value of $T_B = 0.39^{+0.24}_{-0.31}$ d is consistent with the existing scaling relation.

Additionally, McHardy et al. (2006) provide an extension to the mass-time-scale relation by including a dependence on the bolometric luminosity, $L_{\text{bol}}$ (also see Kording et al. 2007). In this instance, equation (4) is modified to include an additional term: $\log(L_{\text{bol}})$. Here, $L_{\text{bol}}$ is in units of $10^{43}$ erg s$^{-1}$, while the best-fitting values of the coefficients are derived by González-Martín & Vaughan (2012) to be $A = 1.34 \pm 0.36$, $B = -0.24 \pm 0.28$ and $C = -1.88 \pm 0.36$. For NGC 3227, this predicts a value of $T_B = 0.16$ d (although with large uncertainties), where we assume $L_{\text{bol}} = 7 \times 10^{43}$ erg s$^{-1}$ (Woo & Urry 2002). This is also consistent with what we observe within our measurement uncertainties.

### 4.4 X-ray time lags

In Section 3.6, we investigated the short-time-scale variability of NGC 3227 through X-ray Fourier time lags. Through analysis of XMM–Newton EPIC-pn data, we find a low-frequency hard lag, whereby the 1–5 keV band emission lags behind the softer 0.3–1 keV emission by time delays of up to a few hundred seconds. The magnitude of the lag appears to increase towards lower frequencies. Additionally, we observe a roughly log-linear energy-dependence of the hard lag that is also borne out in our analysis of simultaneous NuSTAR data, where we show that the lag extends into the higher energy bandpass, with the 15–50 keV emission lagging behind the 3–5 keV emission with time delays of up to $\sim 1$ ks (see Section 3.6.1). Low-frequency hard lags may be ubiquitous in accreting black hole systems with the amplitude and frequency of the lags scaling with $M_{\text{BH}}$, ranging from XRBs to AGN. As such, they are likely an important phenomenon, carrying crucial information regarding the structure of black hole accretion flows. Following our approach in Lobban et al. (2018a), we do make an attempt to visualize the low-frequency lags in the time domain through creating smoothed light curves (see Fig. 13), although the small time delays (i.e. $\tau \sim$ few hundred s) are difficult to pick out. Nevertheless, we observe enhanced emission in the soft band during a strong flare in obs 3 and we also demonstrate the gradual softening of the spectrum during obs 6 as the spectrum uncovers over the course of $\lesssim 1$ d following a rapid occultation event (Turner et al. 2018).

We also detect a significant high-frequency soft lag in NGC 3227. This manifests itself in the EPIC-pn data in the $\sim 6$–8 $\times 10^{-4}$ Hz frequency range with $\tau \approx 1$–5 keV emission delayed with respect to the 1–5 keV emission with a time delay of $\tau = -70 \pm 30$ s. A scaling relation was reported by De Marco et al. (2013) linking
the amplitude/frequency of the soft lag to the mass of the black hole. This was based on a sample of 15 AGNs in which high-frequency soft lags have been detected. They report the following relations between the observed frequency, \( \nu \); time lag, \( \tau \); and the black hole mass: 
\[
\log(\tau) = -3.50(\pm 0.07) + 0.47(\pm 0.09)\log(M_{\text{BH}}) \\
\log(\nu) = 1.98(\pm 0.08) + 0.59(\pm 0.11)\log(M_{\text{BH}}),
\]
where \( M_{\text{BH}} \) is mass of the black hole in units of \( 10^7 M_\odot \). For the mass estimate of NGC 3227 (6.1$$^{+1.4}_{-1.2} \times 10^9$$\,M_\odot), these relations predict the soft-lag frequency to lie in the range: \( 3.1 - 4.5 \times 10^{-4}\text{\,Hz} \), while the time delay falls in the range: \( 36 - 58\,\text{s} \). Therefore, while our observed soft lag does occur at a slightly higher frequency than predicted by existing scaling relations, the measured time delay is consistent with the expected value.

A number of models exist that attempt to explain the origin of the lags, ranging from propagating fluctuations (Lyubarskii 1997) to small-scale reverberation (e.g. Zoghbi et al. 2011; Fabian et al. 2013) to secondary Comptonization components (e.g. as per Done et al. 2012; Gardner & Done 2014), which may be associated with the outer layers of the accretion disc. For any model, it is important to explain the full spectrum of lags observed across a broad range of frequencies.

A popular model to explain the origins of low-frequency hard lags in XRBs is the ‘propagating fluctuations’ model (Lyubarskii 1997). Due to the behavioural similarities exhibited by the hard lags in XRBs (e.g. Cygnus X-1: Kotov et al. 2001) and numerous variable AGN (e.g. McHardy et al. 2004; Fabian et al. 2013; Lobban et al. 2014), it has been argued that a comparable mechanism is responsible in all accreting black hole systems. However, this model does not account for the existence of the high-frequency soft lags and so, explaining the time delays over a broad frequency range then requires a two-component model additionally involving small-scale reverberation of the primary X-rays by matter close to the SMBH, perhaps due to reflection (e.g. Zoghbi et al. 2011; Fabian et al. 2013). However, we note that there does not appear to be any requirement for any strong component of ionized reflection (blurred or otherwise) in NGC 3227 (e.g. Markowitz et al. 2009; Beuchert et al. 2015; Turner et al. 2018), although there is likely a requirement for a neutral reflector producing a modest Compton reflection hump \( > 10\text{\,keV} \). We also do not find any strong evidence of any high-frequency Fe K lags, often strongly associated with the small-scale reverberation model.

In addition, by using ‘maximum-likelihood’ methods to measure the time lags in the simultaneous NuSTAR data, we also find that the soft lag exists (in the same frequency band as in the EPIC-pn data) between the 3.5 and 15–50 keV bands. Given that the softer reference band (3–5 keV) contains a much lower fraction of reflected emission compared to the hard 15–50 keV band (where the Compton reflection hump becomes apparent), it is difficult to envisage a mechanism whereby the softer 3–5 keV NuSTAR band could lag behind the harder band via small-scale reverberation, similar to the case of NGC 4051 (see Turner et al. 2017).

In Miller et al. (2010a,b), a reverberation model is presented in which the lags emerge via scattering of the primary X-rays by circumnuclear material. This photoelectrically absorbing material is typically placed at tens to hundreds of \( r_g \) from the central black hole and may be associated with a disc wind/outflow (also see Mizumoto et al. 2018, 2019). Here, the low-frequency hard lags are produced by scattering from this absorbing material while the higher frequency soft lags may arise from oscillatory, ringing features, which are a consequence of taking the Fourier transform of a sharp feature in the time domain (see Turner et al. 2017 for a detailed discussion). In this scenario, the fraction of scattered-to-direct light increases with energy, predicting a strong delayed signal in the hard X-ray band. Turner et al. (2017) analysed a series of NuSTAR observations of the highly variable Seyfert galaxy NGC 4051, discovering that a soft lag exists between the softer 2–4, 5–7.5, and 8–15 keV bands and the hard 15–70 keV band. Here, the transition from the low-frequency hard lags to the higher frequency soft lag is accounted for by reverberation from circumnuclear material with the high scattered fraction of light indicating a global covering fraction of the reprocessor of \( \sim 50\% \) with respect to the continuum source. As shown in Fig. 12, we also observe the time delays increasing towards higher energies, in the case of NGC 3227, ultimately peaking in the NuSTAR bandpass. Evidence for such circumnuclear material in NGC 3227 is well established through previous X-ray studies (e.g. Lamer et al. 2003; Markowitz et al. 2009, 2014; Rivers et al. 2011) with the source occasionally observed to undergo line-of-sight variable absorption events (e.g. Lamer et al. 2003; Beuchert et al. 2015). Such an occultation event was observed from this very campaign, as shown in Turner et al. (2018) and the spectral decomposition presented in Section 3.2. As such, it is also conceivable that we are seeing evidence of these “light echoes” in this source from absorbing material tens to hundreds of \( r_g \) from the primary continuum source.

### 4.5 Summary

In this paper, we have presented a series of X-ray variability results from a long XMM–Newton and NuSTAR observing campaign on the bright AGN NGC 3227. We find the source to exhibit strong variability in both the X-ray and UV bands. The typical trend is for the source to be steeper when brighter, consistent with other similar-class AGN. However, NGC 3227 does also undergo a period of significant spectral hardening due to an occultation event by a cloud of mildly ionized gas passing into the line of sight. This largely manifests itself as absorption signatures – primarily from the Fe UTA – in the soft X-ray band.

We spectrally decompose the source and show that the primary components that comprise the broad-band X-ray spectrum are a power law (\( \Gamma \sim 1.7 \)), a modest neutral reflection component with an associated narrow Fe K α emission line, an additional component of soft excess and additional zones of absorption arising from mildly outflowing (\( v_{\text{out}} \sim 100–1000\text{\,km\,s}^{-1} \)) ionized gas. The warm absorber is observed to exhibit moderate variability, primarily in terms of changes in the line-of-sight column density. Meanwhile, the bulk of the observed variability appears to be driven by the continuum, whose magnitude scales with the flux of the source in a roughly linear way. The broad-band X-ray variability shows strong energy dependence. On time-scales of 0.1–2 ks, the variability is weak and displays roughly the same fractional amplitude across the bandpass. On longer time-scales of 2–20 ks, enhanced variability is observed in the soft band, consistent with the spectral variations being dominated by a steep spectral component. This trend continues to longer time-scales of 20–70 ks, although with a curious flattening of the fractional variability amplitude at the lowest energies. One possible cause of this is that the soft band (\( \lesssim 1\text{\,keV} \)) variability becomes dominated by a component of soft excess – e.g. a Comptonized disc blackbody – which varies in flux while remaining roughly invariant in spectral shape. We note that the variability of the reflection component, however, is weak (\( \sim 20\% \)) on all time-scales, suggesting an origin in material that is distant from the central black hole.

Finally, we employ Fourier methods and find a marginal detection of a bend in the PSD. Given the black hole mass of NGC 3227, the
slopes of the low- and high-frequency parts of the PSD and the bend time-scale are consistent with existing scaling relations in the high coherence. The variability of the soft and hard bands are well correlated in this source over a large range of frequencies, with a high coherence. As such, we compute X-ray time lags, finding a hard lag at low frequencies and a soft lag with a time delay of $r = -70 \pm 30$ s at higher frequencies ($\nu \sim 6-8 \times 10^{-4}$ Hz), roughly consistent with the predictions from existing scaling relations. Through maximum-likelihood methods, we extend our analysis to the NuSTAR bandpass, finding that the hard 15–50 keV band lags behind the softer 3–5 keV band. Given that the reflection component in NGC 3227 is weak (with no requirement for any component of relativistically blurred ionized reflection), and that the softer reference band is much more continuum-dominated, it is difficult to reconcile this as originating via small-scale reverberation. Instead, given the well-established evidence for the existence of large quantities of circumnuclear photoelectrically absorbing material associated with a disc wind or outflow.
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