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Abstract: The growth of Internet of Things (IoT) implies the availability of a very large number of services which may be similar or the same, managing the Quality of Service (QoS) helps to differentiate one service from another. The service composition provides the ability to perform complex activities by combining the functionality of several services within a single process. Very few works have presented an adaptive service composition solution managing QoS attributes, moreover in the field of healthcare, which is one of the most difficult and delicate as it concerns the precious human life. In this paper, we will present an adaptive QoS-Aware Service Composition Approach (P-MPGA) based on multi-population genetic algorithm in Fog-IoT healthcare environment. To enhance Cloud-IoT architecture, we introduce a Fog-IoT 5-layered architecture. Secondly, we implement a QoS-Aware Multi-Population Genetic Algorithm (P-MPGA), we considered 12 QoS dimensions, i.e., Availability (A), Cost (C), Documentation (D), Location (L), Memory Resources (M), Precision (P), Reliability (R), Response time (Rt), Reputation (Rp), Security (S), Service Classification (Sc), Success rate (Sr), Throughput (T). Our P-MPGA algorithm implements a smart selection method which allows us to select the right service. Also, P-MPGA implements a monitoring system that monitors services to manage dynamic change of IoT environments. Experimental results show the excellent results of P-MPGA in terms of execution time, average fitness values and execution time / best fitness value ratio despite the increase in population. P-MPGA can quickly achieve a composite service satisfying user’s QoS needs, which makes it suitable for a large scale IoT environment.
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1. Introduction

The Internet of Things (IoT) is an emerging technology which can affect the industrial sector, the environment, the social sector and especially the health sector. IoT consists to connect a large number of daily objects to the internet [5], each object has his own identity and offers functionalities in the form of a service. The service composition provides the ability to perform complex activities by combining the functionality of several services within a single process [5], and the composite services form a new service that can be reused in another composition in order to answer to the complicated user’s demands.

For reasons of conductivities, failures, battery charge and others, the availability of these services is unpredictable [3]. This unpredictability of availability and the dynamic evolution of user needs, mean that the service composition must manage this dynamism and adapt to new configurations not provided for in the conception. Adaptive service composition means modifying the system to allow it to behave correctly in different contexts to ensure the availability of the services offered, in order to respond to a situation not expected during the design phase. In brief, an adaptive composition should include the following 4 goals:

1. Recover from unexpected situations so that the application continues the intended execution, or at least ends in a consistent state, despite the occurrence of a failure.
2. Exploit new emerging opportunities to improve the quality of the chosen solution at any stage of execution.
3. Prevent future changes and miscues by taking corrective action early, because a late reaction (i.e., after faulty or quality-impairing services have been performed) may result in an inability to find a suitable recovery from this point, or a selected new solution of lower quality than could be achieved by reacting earlier to changes.
4. Keep triggered adaptations transparent to the end user without downtime, as an interruption in the performance of the composite service could be highly undesirable, especially in time-sensitive applications.

The IoT is becoming more and more popular in several applications, however nowadays, if we take for example the health sector, nearly 2 million people are losing their
lives around the world due to the backlog in healthcare emergency services (traffic problem, location, etc.). The adaptability will play a very important role in this dynamic IoT environment where a large number of volatile services are available, it will provide the possibility for the application (or composite service) to constantly change in order to meet new contextual constraints.

Adaptation is important in IoT service composition, but to produce an optimal solution for any service composition a Quality of Service (QoS) management must be done. QoS attributes allow us to do the difference between each IoT services, so it’s essential to evaluate them to avoid poor quality service composition. Many different IoT architectures have been proposed and the IoT-Cloud architecture was the most piratical method, but as the number of devices using the cloud grows, more problems appear. In our study case, the most of data must be processed in real time, this is due to the fact that most services do not have enough memory to keep all the collected data or they have to make the decision themselves (low unit of calculation). These problems encountered by the Cloud-IoT computing led to the development of the Fog-IoT architecture, the Fog represents a mediator between the IoT services and the cloud [1]. The Fog-IoT architecture was mainly introduced to enhance the architecture of Cloud-IoT systems [30] and it represents a decentralisation of Cloud-IoT for getting the better of Cloud-IoT architecture obstacles.

Considering factors such as QoS attributes, the selection of IoT services for service composition is reduced to a multi-objective optimization problem. The optimization is to make use of the resource in most efficient way. It means maximising or minimising some attribute through an objective function [17], Heuristic algorithms such as Genetic Algorithm (GA), Ant Colony Optimization (ACO), and Particle Swarm Optimization (PSO) are adopted to find the optimal composition of the IoT service.

According to our study entitled (Service composition approaches for internet of things: a review) [5], where we evaluated the most popular service composition approaches in the IoT based on several criteria, we have seen that very few works have presented an adaptive service composition solution managing QoS attributes, moreover in the field of healthcare, which is one of the most difficult and delicate as it concerns the precious human life.

In Dar et al. [10, 9], an adaptive service composition has been proposed for an Assisted Living System (ALS) [25], the system is supposed to support people with chronic illness or those who need it for constant medical monitoring (e.g., the elderly) so that they can continue to live independently at home. The proposed architecture uses an event management mechanism to propagate the context information of IoT devices, a dynamic service replacement function is used in case of service failure making the system adaptive and a potential candidate for IoT environments where frequent service failures are observed, however, the latency due to the events managing increases linearly with the increase in the number of sensors. Also, there is no managing of QoS and their monitoring system only reports hardware failures and does not detect incorrect sensor data or software failures.

In [33], a QoS-Aware Selection of IoT services is proposed for Electro Cardio Graphy (ECG) monitoring system. The authors considered IoT framework as a composition of three major components: things, computing, and communication, QoS attributes are associated with each of the three components. The selection framework evaluates the relative importance of the QoS criteria to rank the IoT services. However, only the selection part of service composition was presented, no adaptability framework was illustrated.

Outside the healthcare field, other adaptive approaches have been proposed in [6, 12, 16, 19, 20, 21, 37, 38, 39, 41].

In [38], a novel Petri net-based service composition algorithm has been proposed. To manage dynamic change of the environments, the authors proposed a monitoring algorithm to monitor the IoT system in a cheapest way. A QoS evaluation is used, but only concern three quality properties, i.e., reliability, response time and cost. Experimental results have proved the soundness and correctness of the algorithms but there was no evaluation in real-world service system in IoT.

In [20, 39], a middleware approach for IoT service composition has been proposed. The authors use a monitoring system with only a few surveillance resources to monitor and ensure operations and the robustness of the system. Each component service is represented by an agent, which is responsible for maintaining the QoS information (price, time, reliability, reputation degree, availability) of each service. Experiments evaluated the correctness and robustness of the models and algorithms, but there was no evaluation in real-world service system in IoT.

In [21], a probabilistic service composition approach has been proposed. To monitor the system and make this approach adaptative, the authors use alternative candidate in case of failure (when the probability of success of the selected service is not very high). Also, during the service selection, the Authors describe and analyse QoS attributes (reliability and cost). However, this approach is centralized and does not deal with the constraint of real time.

In [19], an adaptive approach for service composition in IoT has been proposed. The proposed selection mechanism is based on an optimization technique to detect situations where certain compositional requirements are not met or certain services become unavailable or when failures/ exceptions occur. This method tries to reduce the need for human intervention
in reconfiguration of the composition. However, the monitoring system is centralized and use a list of unavailable services. The author also manages some QoS attributes (response time, reliability, availability, location, battery level and reputation) but it’s extremely demanding and demands an intensive computing.

In [12], an adaptive service composition approach for IoT is proposed. The generation of the composition scheme is partially achieved at runtime using abstract services provided at design time, this allows flexibility and adaptability without having to build a service mix from scratch. However, no monitoring system for identification and resolution has been proposed. Also, no specific QoS management was cited in this work.

In [37], an event-aware service composition approach for IoT is proposed. The authors present a monitoring system with an override mechanism based on an event strategy, in this approach, changes detection is made at the discovery level to save more time and energy during selection and to ensure that the services will run successfully, some changes may occur at run time. Bayesian learning is used to update dynamic QoS (availability, response time and response time) and automatic service re-composition in case of a service failure. However, there was no evaluation in real-world service system in IoT.

In [6], an adaptive service composition approach for IoT is proposed. The approach effectively manages services changes during runtime, an adaptation is performed as soon as possible and in parallel with the execution process, thus reducing downtime, increasing the chances of successful recovery and providing the most optimal solution based on the current state of the environment. However, no specific QoS management was cited in this current version of this work.

In [16], novel multi-objective service composition for IoT is proposed. The authors instead of optimization a single object, they take maximization of QoS and minimization of cost as two objects. To solve this complex optimization problem, a multi-objective artificial bee colony algorithm is used. However, the proposed method is designed for the cloud services composition, and no adaptability framework was illustrated.

In [41], a hybrid service selection method for IoT was proposed. The authors use optimization approach and QoS attributes to find the best candidate service, the IoT service selection problem is transformed into a single-objective optimization problem adopting a simple weighting method. Experimental shows that the proposed algorithm can satisfy user’s needs, however, energy consumption is not considered in the service selection and no adaptability framework was illustrated.

In comparison with the above works, in our previous work [4], we identified some QoS attributes associated with IoT components that best quantifies and analyses the services offered by the IoT’s service providers. Also, IoT-cloud architecture problems led us to use the 5-layered architecture implemented on a Fog-IoT system. We believe that this important aspect of service selection and architecture framework should be necessarily defined before designing a service composition algorithm.

Here in this paper, we have identified few more QoS attributes that describes service selection along with those in the previous work. Like in our previous work [4], our main objective is to propose an approach for the adaptive composition of services, user-centric, which adapts to the different situations in the IoT environment and most importantly, this approach can handle our ambulance emergency study case. Hence, the major contribution of this work, which makes it novel, can be summarized as follows:

1. Considering factors such as QoS attributes, the selection of IoT services for service composition is reduced to a multi-objective optimization problem, thus; to solve this problem, a Parallel Multi-Population Genetic Algorithm (P-MPGA) is proposed.
2. P-MPGA algorithm implements a smart selection method which allows us to select the right service.
3. P-MPGA also implements a monitoring system that monitors services to manage dynamic change of IoT environments.
4. Lastly, experimental evaluation is done to verify the robustness of the proposed framework by comparing it to the traditional GA [35] and the Genetic Algorithm (MGA) proposed in [22].

The remainder of this paper is organized as follows: in section 2 we presented our layered architecture based on the Fog-IoT concept, the QoS model used, and the P-MPGA solving algorithm respectively. Section 3 analyses and discusses the experimental results. Finally, conclusions and future work are given in section 4.

2. System Model

In this section, we present our five-layered architecture based on the Fog-IoT concept, the QoS model used, and the P-MPGA solving algorithm.

2.1. System Five-Layered Architecture

There is no single and general agreement on IoT architecture that is agreed in the research world [7]. Many different architectures have been proposed and according to some researchers the IoT architecture has three layers [24, 29, 40], but some researchers favour the four-layer architecture [11]. The authors believe that due to the development of IoT, the three-layer architecture is basic and cannot meet application requirements.

The four-layer architecture has played an important role in the development of IoT, but due to another challenge in IoT regarding security and privacy, the five-layer architecture [23, 31] has also been proposed.
This architecture has three layers like the previous architectures whose names are perception layer, transport layer and application layer. It also has two additional layers. The names of these new proposed layers are Processing layer and Business layer. It is considered that this architecture has the ability to meet the requirements of IoT, it also has the ability to secure IoT applications. Below are the 5 layers of this architecture:

1. “Business” layer: Manages the entire system, including applications as well as user privacy. (Management & monitoring)
2. Application: Responsible for providing services specific to the application for the user (Interface).
3. Processing: Store, analyse and process the huge amount of data using databases etc... according to user requirements.
4. Transport: Transfer of sensor data between the different layers via networks such as wireless, 3G, LAN, Bluetooth, RFid and NFC
5. Perception: Detect and collect information on the environment (by sensors)

The hierarchy of all proposed layer architectures of the Internet of Things (IoT) is illustrated in Figure 1, which shows the IoT layer architectures consisting of three layers, four layers and five layers respectively. We also consider that this 5-layer architecture can meet the requirements of IoT and satisfy a maximum of the criteria cited in our study entitled “Service composition approaches for internet of things: a review” [5].

![Architecture of IoT](image)

Figure 1. IoT layered architectures.

In our work we are most interested in the processing layer, this layer is also called the middleware layer. It collects the information sent from the transport layer, performing processing on the collected information. It’s responsible for removing extra information that doesn’t make sense and extracts useful information. However, it also removes the problem of big data in IoT, or a large amount of information is received, which can affect the performance of IoT.

In general, information is sent from local storage to cloud storage where all objects send the collected information Figure 2. Finally, using the information gathered, appropriate action is taken. It is not required that the action always be performed using this information, but we can also remotely manage and control objects and machines and use the information to keep records for future use.

![The relation between processing layer and the cloud](image)

Figure 2. The relation between processing layer and the cloud.

The IoT-Cloud architecture is a practical method for a few devices. But as the number of devices using the cloud grows, so does the use of its bandwidth, latency, and that also involves:

- Don’t fit in systems that must receive immediate and real-time actions.
- There will be latency during data transfers.
- Risk of overloading the Cloud (number of growing objects,...).
- Requires a high bandwidth (too much data to transmit).
- Requires always to be connected to the internet.
- Cloud security issue (Privacy).
- Problem of scalability.

The problems encountered by the IoT-Cloud architecture led to the development of the fog to overcome these obstacles in the best possible way [25]. Fog computing is a layer that resides between the cloud service and local devices. Fog nodes will be distributed geographically to provide services to their required local devices. Each node will be able to perform calculation tasks and will be able to provide services related to the data collected in the area under their control. In summary, Fog Computing represents a decentralization of cloud computing Figure 2.

As we said in section 1, the healthcare field is one of the most difficult and delicate because it concerns the lives of people. IoT with Cloud Computing has improved the quality of life for patients; however, this architecture is often too reductive and unsuitable for many emerging healthcare applications with critical requirements. Fog Computing may be the solution to the problem [26], it allows low and predictable response times, which can often mean the difference between life...
and death for patients; it ensures that at least the most critical part of the overall service is always available to the patient, also in the presence of hostile environments with intermittent or no network connectivity to the Cloud; it protects sensitive health-related data by storing it locally rather than sending it to the cloud via the internet.

The use of Fog computing and the defragmentation of the Transport layer in 4 sub-layers (security, storage, pre-processing and monitoring) as shown in Figure 3 allows us to have the following advantages:

- Work directly on local networks so it’s faster (low latency).
- No need to consult the cloud and be connected to the internet.
- Real-time interactions (almost).
- Mobility.
- Distribution and decentralization.
- Localization.
- Security (Reduce the risk of attacks).
- System Smart and efficient (effective).
- Only necessary information is sent to the Cloud for analysis.

Figure 3. Cloud-Fog-IoT architecture.

### 2.2. QoS Model

Each object in the IoT can provide a number of specific services. Some IoT services may be similar or the same. However, QoS performance may be different from each other. Therefore, assessing the QoS helps to differentiate one service from another. Thus, it helps the service requesters in recognizing the best IoT service for its application.

To address IoT services separately, the exploration of this three IoT’s components; the thing, the communication and the compute is needed, with their respective quality-of-service metrics [32]. The key attributes of QoS on the IoT can be dynamic or static [36]. Services in the IoT are linked to the physical world, so the geographic location information of devices affects user satisfaction, without forgetting that this dynamic environment, which affects the availability of these services [5]. Providing an acceptable level of QoS is an important issue in Fog-IoT [14] and for service selection of Fog-IoT-based healthcare system, we have taken twelve QoS attributes that have the most impact on this study case, and these attributes can be modelled as follows:

1. Availability (A): it is a percentage of time, and indicates when the service is available.
2. Cost (C): The cost that the user needs to pay for acquisition of the service.
3. Documentation (D): Measure of documentation (i.e., description tags)
4. Location/Range (L): The distance between the service and the destination specified by user.
5. Precision (P): The ability of the sensors to measure the deviation obtained in the output when the same signal or data is measured repeatedly under similar condition [8].
6. Reliability (R): The rate of that a service request is completed successfully.
7. Response time (Rt): The average time between when submitting a request from the user and accepting the service response.
8. Reputation (Rp): The average score of multi-evaluation of the service by the use of any scoring system.
9. Security (S): Represents the security level ensured by a service (authentication, encryption, etc.). Security allows protecting users against illegal forbidden access [15].
10. Service Classification (SC): The service classification represents various levels of service offering qualities. There are four service classifications: Platinum (High quality), Gold, Silver and Bronze (Low quality)
11. Success Rate (SR): Amount of response / number of request messages (%)
12. Throughput (T): Total Number of invocations for a given period of time (invokes/second).

The difference of QoS performance between each IoT information service is the key to service selection and composition, so it’s essential to make a quantitative evaluation to the QoS performance of each service [18].

We assume that a composite service consists of (n) abstract services, denoted as: CS= \{S1, S2,..., Sn\}. For each abstract service Si, it owns several candidate concrete services, denoted as: Si= \{S1i, S2i,..., Sim\} (m represents the number of candidate services of Si).

There are four structural models in service composition Figure 4, i.e.,:

1. Sequence.
2. Parallel.
3. Loop.
4. Selection [42].

The aggregation functions [22] of composite service for the thirteen QoS attributes are formulated in Table 1 respectively.

| QoS Attribute | Sequential | Loop | Parallel | Selection |
|---------------|------------|------|----------|-----------|
| $f_1$ Availability (A) | $A_{cs} = \sum_{i=1}^{n} \sum_{j=1}^{m} A_{ij}$ | $A_{cs} = \sum_{i=1}^{n} A_{ij}$ | $A_{cs} = \sum_{i=1}^{n} A_{ij}$ | $A_{cs} = \sum_{i=1}^{n} p_{ij} * A_{ij}$ |
| $f_2$ Cost (C) | $C_{cs} = \sum_{i=1}^{n} \sum_{j=1}^{m} c_{ij}$ | $C_{cs} = \sum_{i=1}^{n} \sum_{j=1}^{m} c_{ij}$ | $C_{cs} = \sum_{i=1}^{n} \sum_{j=1}^{m} c_{ij}$ | $C_{cs} = \sum_{i=1}^{n} p_{ij} * c_{ij}$ |
| $f_3$ Documentation (D) | $D_{cs} = \sum_{i=1}^{n} D_{ij}$ | $D_{cs} = \sum_{i=1}^{n} D_{ij}$ | $D_{cs} = \sum_{i=1}^{n} D_{ij}$ | $D_{cs} = \sum_{i=1}^{n} p_{ij} * D_{ij}$ |
| $f_4$ Location (L) | $L_{cs} = \sum_{i=1}^{n} L_{ij}$ | $L_{cs} = \sum_{i=1}^{n} L_{ij}$ | $L_{cs} = \sum_{i=1}^{n} L_{ij}$ | $L_{cs} = \sum_{i=1}^{n} p_{ij} * L_{ij}$ |
| $f_5$ Precision (P) | $P_{cs} = \sum_{i=1}^{n} P_{ij}$ | $P_{cs} = \sum_{i=1}^{n} P_{ij}$ | $P_{cs} = \sum_{i=1}^{n} P_{ij}$ | $P_{cs} = \sum_{i=1}^{n} p_{ij} * P_{ij}$ |
| $f_6$ Reliability (R) | $R_{cs} = \sum_{i=1}^{n} R_{ij}$ | $R_{cs} = \sum_{i=1}^{n} R_{ij}$ | $R_{cs} = \sum_{i=1}^{n} R_{ij}$ | $R_{cs} = \sum_{i=1}^{n} p_{ij} * R_{ij}$ |
| $f_7$ Response time (Rt) | $R_{tcs} = \sum_{i=1}^{n} t_{ij}$ | $R_{tcs} = \sum_{i=1}^{n} t_{ij}$ | $R_{tcs} = \sum_{i=1}^{n} t_{ij}$ | $R_{tcs} = \sum_{i=1}^{n} p_{ij} * t_{ij}$ |
| $f_8$ Reputation (Rp) | $R_{p_{cs}} = \sum_{i=1}^{n} R_{p_{ij}}$ | $R_{p_{cs}} = \sum_{i=1}^{n} R_{p_{ij}}$ | $R_{p_{cs}} = \sum_{i=1}^{n} R_{p_{ij}}$ | $R_{p_{cs}} = \sum_{i=1}^{n} p_{ij} * R_{p_{ij}}$ |
| $f_9$ Security (S) | $S_{cs} = \min(S_{ij})$ | $S_{cs} = \min(S_{ij})$ | $S_{cs} = \min(S_{ij})$ | $S_{cs} = S_{cs} = \min(S_{ij})$ |
| $f_{10}$ Service Classification (Sc) | $S_{cs} = \sum_{i=1}^{n} S_{c_{ij}}$ | $S_{cs} = \sum_{i=1}^{n} S_{c_{ij}}$ | $S_{cs} = \sum_{i=1}^{n} S_{c_{ij}}$ | $S_{cs} = \sum_{i=1}^{n} p_{ij} * S_{c_{ij}}$ |
| $f_{11}$ Success rate (Sr) | $S_{r_{cs}} = \sum_{i=1}^{n} S_{r_{ij}}$ | $S_{r_{cs}} = \sum_{i=1}^{n} S_{r_{ij}}$ | $S_{r_{cs}} = \sum_{i=1}^{n} S_{r_{ij}}$ | $S_{r_{cs}} = \sum_{i=1}^{n} p_{ij} * S_{r_{ij}}$ |
| $f_{12}$ Throughput (T) | $T_{cs} = \sum_{i=1}^{n} T_{ij}$ | $T_{cs} = \sum_{i=1}^{n} T_{ij}$ | $T_{cs} = \sum_{i=1}^{n} T_{ij}$ | $T_{cs} = \sum_{i=1}^{n} p_{ij} * T_{ij}$ |

Consequently, by giving equal weight to each QoS property described in Table 1; the service composition problem can be merged into a single objective function (1) as follows.

$$f = \max (w_1 f_1 + w_2 f_2 + w_3 f_3 + w_4 f_4 + w_5 f_5 + w_6 f_6 + w_7 f_7 + w_8 f_8 + w_9 f_9 + w_{10} f_{10} + w_{11} f_{11} + w_{12} f_{12} - w_{13} f_{13})$$

(1)

Herein, $w_i$ is the weight of each QoS property, such that:

$$\sum_{i=1}^{12} w_i = 1$$

2.3. Genetic Algorithm

Considering factors such as space and time constraints, energy efficiency, and configurability of IoT services, the selection of IoT services for service composition is reduced to a multi-objective, multi-constrains optimization problem. The optimization is to make use of the resource in most efficient way. It means maximising or minimising some attribute through an
objective function [17], Heuristic algorithms such as Genetic Algorithm (GA), ACO, and Particle PSO are adopted to find the optimal composition of the IoT service.

Some global optimization algorithms are commonly used today, such as Enumeration algorithm, greedy algorithm, backtracking method, dynamic programming, and genetic algorithms [28] etc…. However, the temporal and spatial efficiency of the enumeration method is relatively low, a greedy algorithm cannot guarantee the acquisition of an optimal solution, the time cost of the backtracking method and of the dynamic programming increases exponentially depending on the magnitude of the problem. Compared to the above algorithms, GA can help achieve an optimal or near-optimal solution at a relatively low computational cost. As long as the fitness function is modelled mathematically, GA can be used to solve a large-scale optimization problem.

GA is the relatively wise choice to solve the problem of overall optimization of the composition of the service. The GA is a heuristic algorithm used to search for the optimal solution by simulating the natural process [35], in the traditional GA [13], the stop criterion of the algorithm is taken as being N= Nmax, N being the number of iterations. However, for some near real-time application scenarios in the context of the Internet of Things, there is a need to speed up the information service composition process. To handle this, the preservation of elitism is used to improve the efficiency of the algorithm. Otherwise, population similarity is used as additional termination conditions of the algorithm. It is quite possible to create individuals at random. And this method brings a very useful concept in genetic algorithms: diversity. The more the individuals of the initial population are different from each other, the more we will have the chance to find there, not the perfect solution, but what to manufacture the best possible solutions

2.4. MGA Framework

The MGA [34] divides individuals into multiple groups or sub-populations based on fitness values. Individuals from the same community have the opportunity to pair. If a person produces very well-adjusted fitness, the person migrates from their original group to the appropriate group with a higher fitness value, and vice versa. Thus, all individuals in the population enjoy equal opportunities, regardless of their physical condition or high physical condition. This allows MGA to maintain the diversity of the population. Also, MGA is easy to be paralyzed because the entire population is already divided into several sub-populations Figure 5.

2.5. Fitness Function

In Darwin's model, individuals with the best characteristics have a better chance of surviving and reproducing. To determine this survivability, we will use a mathematical function called the fitness function or the objective function (2).

\[ f = w_1 f_1 + w_2 f_2 + w_3 f_3 + w_4 f_4 + w_5 f_5 + w_6 f_6 + w_7 f_7 + w_8 f_8 + w_9 f_9 + w_{10} f_{10} + w_{11} f_{11} + w_{12} f_{12} - w_2 f_2 - w_2 f_{12} \]

Herein, \( w_i \) is the weight, and \( f_i \) is the aggregation of each QoS property cited in Table 1, such that:

\[ 1 > w_i > 0 \text{ and } \sum_{i=1}^{12} w_i = 1 \]

2.6. Chromosome Encoding and Genetic Operators

The encoding defines the representation of the variables of the problem to their manipulation by the evolutionary algorithm, thus each chromosome represents a possible service composition. We assuming that all services have been numbered with integers, the chromosome is represented by an array whose size is equal to the number of tasks, and the value of each position in the vector indicates the order of candidate service for the task. For example, in our study case; the process of solution encoding is shown in Figure 6. Here (3, 5, 1, 2, 4, 7, 6) indicates there are 7 tasks in the composite service (based on our composite service for the hospital emergency Figure 7).

Figure 6. Chromosome encoding.

The selection operator is the most important operators, its objective is to find the best individuals for the selection of the new population and the reproduction, i.e., selecting the individuals for crossover and mutation. We used the roulette wheel which consists of the distribution of the selection conversation proportionally to the fitness value.

\[ \varphi(x_i) = \frac{f(x_i)}{\sum_{i=1}^{n} f(x_i)} \]
such as \( f \) is fitness value, and \( n \) is population size for each individual, we calculate \( \varphi(x_i) \).
\[
\text{Som} = \sum_{i=1}^{n} \varphi_i
\]
\( r \) is a real: \( 0 < r < \text{Som; S}=0 \); while \( (S < r) \)
\[
S=S+\varphi(x_i) ; x=x+1; \text{end} \quad (4)
\]

The individual who has been chosen several times, has the chance to participate in the following population or to the one-point crossover, it has the same principle as the casino Biased Roulette Wheel, this one-point crossover with the respect of these two rules \((5)\) will guarantee us the selection of the right service.

\[
\text{Offspring}_1=\text{begin_father}+\text{end_mother} \\
\text{Offspring}_2=\text{begin_mother}+\text{end_father} \quad (5)
\]

Random mutation has been applied to maintain diversity of the individuals, by changing the values of the randomly selected, the selected service must be in the same service class as the one changed. Also, amonitoring method is used to monitor each point (gene) of each chromosome, each point (gene) represents a given service, if a service become unavailable or when failures / exceptions occur, this service is instantly replaced with another one of his service class. This will allow us to recover from the unexpected situation so that the application continues its execution without no interruption. To save time of execution, the idea is to exploit the loops like the fitness function one for example.

Algorithm 1: our multi-population genetic algorithm (P-MPGA)

Input
Available IoT services
//GP Global population
//P The population of current generation
//m The number of individuals (global)
//n The number of sub-populations
//n The number of individuals of each sub-population
//c The number of current generations
//T The maximum number of generations
//pm The probability of mutation and crossover
//Sc The population of current generation
Step 1 Divide (GP) to sub-population (m) according to \((N)\)
Step 2 initialise each population randomly
for \( i = 1 \) to \( m \) in parallel
Step 3 \( t=0 \)
Step 4 while \((t< \text{end criterion})\) do
Step 5 Fitness \((P_i)\) using \((2)\)
Step 6 Sort \((P_i)\)
Step 7 Improved_Select\((P_i)\)
Step 8 Improved_Crossover\((P_i)\) according to \(p_c\)
Step 9 Improved_Mutation\((P_i)\) according to \(p_m\)
Step 10 \( t = t+1 \)
Step 11 end while
Step 12 end for

Algorithm 2: our Monitoring algorithm

Input
Individual \((x_i)\)
//p A point of \((p_j)\) or the gene
//Sc Service class

Step 1 for each \((p_j)\)
Step 2 if \((p_j)\) is not safe
Step 3 Replace \((p_j)\) with another service picked up from same \((Sc_i)\)
Step 4 End

Algorithm 3: our improved selection algorithm (improved_select)

Input
Population \((P_i)\)
Output Population \((P_i)\) with all roulette wheel value calculated for each individual
//P The population of current generation
//x Individual of \((P_i)\)
Step 1 for each individual
Step 2 calculate \(\varphi(x_i)\) using \((3)\)
Step 3 End
Step 4 calculate Som using \((4)\)
Step 5 \( r = \text{random} \left(0, \text{Som}\right) \)
Step 6 \text{S}=0
Step 7 while \((S < r)\)
Step 8 S=S+\(\varphi(x_i)\)
Step 9 \( x=x+1 \)
Step 10 end
Step 11 Migrate best individual()

Algorithm 4: our improved crossover algorithm (improved_crossover)

Input
Population \((P_i)\)
Output 2 new individuals
//P The population of current generation
//x Individual of \((P_i)\)
//po The one point
//x_father Individual father for the crossover
//x_mother Individual mother for the crossover
//e_father The begin of the father according to \(p_o\)
//e_mother The end of the mother according to \(p_o\)
//b_father The begin of the father according to \(p_o\)
//b_mother The end of the mother according to \(p_o\)
//os_1 Offspring 1
//os_2 Offspring 2
Step 1 Choose the two-best induvial for \(x_{father}\&x_{mother}\) respectively
Step 2 Choose a random one point
Step 3 \(os_1=b_father+e_mother\)
Step 4 \(os_2=b_mother+e_father\)

Algorithm 5: our improved mutation algorithm (improved_mutation)

Input
Individual \((x_i)\)
Output Individual \((x_i)\) with a mutation for the new generation
//p The random point (gene) for the mutation
//Sc Service class of \((x_i)\)
//x_service New service from \((Sc_i)\)
Step 1 \( po = \text{random} \left(1,7\right) \)
Step 2 \( x_{service} = \text{service picked up from} \left(Sc_i\right) \)
Step 3 Replace \(p\) with \(x_{service}\)

3. Experimental Setup and Evaluation

In this section, we evaluate our propped Multi- (P-MPGA)(Algorithm 1) by comparing it to the traditional (GA) [35] and the (MGA) proposed in [22]. We run P-
MGA, GA and MGA 10 times, and use the averaged values for evaluation.

### 3.1. Experience Setup

Algorithms were implemented with Java using PC soft Windev23 IDE, and ran on an Intel i7-6820HQ 2.71Ghz, SDD, 16 GB RAM, laptop PC with Window 10.

To illustrate the idea of our service composition, an example of the ambulance emergency is used. We suppose that our system is equipped with different devices, including sensors and camera, all the experiments are based on the process presented in Figure 7, which represent an example of composite service for our study case. It contains about seven services and each can be a composite service itself, like the path pickup or the automatic control of traffic lights on the ambulance route, which consists to let the ambulance pass by giving the green light. Table 2 lists the meaning of each one of them.

Our experiments are based on a publicly available Web service dataset QWS Dataset (2.0) [2], we extend the size of QWS dataset randomly. The number of services is finally extended to 10 000 and 12 QoS attributes are selected for our experiments, i.e., Availability (A), Cost (C), Documentation (D), Location (L), Memory Resources (M), Precision (P), Reliability (R), Response time (Rt), Reputation (Rp), Security (S), Service Classification (SC), Success rate (Sr), Throughput (T), they are bound to the 2nd, 8th, 9th, 6th, 5th, 12th, 14th, 7th, 10th, 11th, 4th, 3rd, fields of QWS Dataset respectively.

#### Table 2. Service classes (Sc).

| Sc Id | Sc Name and Description                                      |
|-------|-------------------------------------------------------------|
| Sc1   | Pick up one hospital                                       |
| Sc2   | Pick up one ambulance                                      |
| Sc3   | Send patient information to the hospital                   |
| Sc4   | Pick up ambulance’s best path to hospital                  |
| Sc5   | Traffic lights: Facilitate road traffic by using traffic lights |
| Sc6   | Notify public cars: Facilitate road traffic by notify public cars |
| Sc7   | Notify the authorities: Facilitate road traffic by notify the authorities like the police |

A Service Class (SC) for IoT service is a tuple (nm, dsc, op)

Where:

- **nm** is the name of the service.
- **dsc** is the text description of the service.
- **op** is an operation of the service. Here, nm, dsc and op are the same as those specified for services.

#### 3.2. Experience Results

In this section, we present the results obtained by our P-MPGA compared with GA and MGA, we used same genetic operator, parameters (shows in Table 3) and fitness function for all algorithms, we also used four sub-population for P-MPGA. Figure 8 shows that with P-MPGA the execution time is significantly reduced compared with GA & MGA. Figure 9 shows that P-MPGA perform better than GA&MGA, P-MPGA converges better and to maximal fitness value. Table 4 represents the optimal fitness value obtained after 40 iteration with the run time, despite the increase in number of services (5000,10000,15000 & 20000), P-MPGA shows a better ratio (execution time/optimal fitness value). In Figure 10, despite the increase in population, P-MPGA still obtains a good optimal fitness value, what makes our algorithm scalable.

![Figure 7. A composite service for the hospital emergency.](image)

Table 3. P-MPGA parameter.

| Number of available services | Population size | Number of generations |
|------------------------------|-----------------|-----------------------|
| 10 000                       | 5 000           | 2 000                 |

| Selection method          | roulette wheel |
|---------------------------|-----------------|
| Crossover type            | one-point       |
| Crossover probability     | 90%             |
| Mutation type             | Random pick from a specific Sc |
| Mutation probability      | 10%             |
| Number of iterations      | 40              |
service composition approach based on multi-population genetic algorithm in Fog-IoT healthcare environment. IoT-cloud architecture problems led us to use the 5-layered architecture implemented on a Fog-IoT computing system especially the Processing layer. Our work was focus on this Processing layer where we divided it into four sub-layers (security, storage, pre-processing and monitoring), it allows us to have promising advantages. Secondly, we implemented a QoS-aware multi-population genetic algorithm (P-MPGA), and we considered 12 QoS attributes, i.e., (A), (C), (D), (L), (M), (P), (R), (Rt), (Rp), S (S), (Sc), (Sr), Throughput (T). P-MPGA implements a smart selection method which allows us to always select the right service. Also, a function is used for monitoring services to manage dynamic change of IoT environments.

Experimental results show the excellent results of P-MPGA in terms of execution time, average fitness values and execution time / best fitness value ratio despite the increase in population. P-MPGA can quickly achieve a composite service satisfying user’s QoS needs, which makes it suitable for a large scale IoT environment. As a future work, we will try to focus more on the monitoring system, considering the energy consumption of the framework. And evaluate of our model in real-world service system (ambulance emergency), which is an important study case towards human life.
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