NEW FAMILY OF SYMMETRIC ORTHOGONAL POLYNOMIALS AND
A SOLVABLE MODEL OF A KINETIC SPIN CHAIN
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Abstract. We study an infinite one-dimensional Ising spin chain where each particle interacts only with its nearest neighbors and is in contact with a heat bath with temperature decaying hyperbolically along the chain. The time evolution of the magnetization (spin expectation value) is governed by a semi-infinite Jacobi matrix. The matrix belongs to a three-parameter family of Jacobi matrices whose spectral problem turns out to be solvable in terms of the basic hypergeometric series. As a consequence, we deduce the essential properties of the corresponding orthogonal polynomials, which seem to be new. Finally, we return to the Ising model and study the time evolution of magnetization and two-spin correlations.

1. Introduction

Among exactly solvable models of statistical physics, the kinetic Ising model plays a prominent role. The particular case of the one-dimensional kinetic Ising spin chain consists of $N$ particles labeled by integers $\{1, 2, \ldots, N\}$. Each particle $n$ is occupied by a spin $\sigma_n \in \{\pm 1\}$, interacts with its nearest neighboring particles, and is in contact with a heat bath of temperature $T_n$, for a simple graphical illustration see Figure 1. The classical case of constant temperature $T_n = T > 0$ was examined by Glauber in [8].

The configuration of the system is a vector $\sigma = (\sigma_1, \ldots, \sigma_N) \in \{\pm 1\}^N$. Let $w_n(\sigma_n)$ denote the probability per unit time that the $n$th spin flips from the value $\sigma_n$ to $-\sigma_n$ and $p(\sigma; t) = p(\sigma_1, \ldots, \sigma_N; t)$ stand for the probability that the system is in configuration $\sigma$ at the time $t$. The time evolution of $p(\sigma; t)$ is governed by the master equation

$$\frac{d}{dt}p(\sigma; t) = -\left(\sum_{n=1}^{N} w_n(\sigma_n)\right)p(\sigma; t) + \sum_{n=1}^{N} w_n(-\sigma_n)p(\sigma_1, \ldots, -\sigma_n, \ldots, \sigma_N; t).$$  (1)

The transition probabilities $w_n(\sigma_n)$ are chosen to be given by the generalized Glauber transition rate (cf. [5]):

$$w_n(\sigma_n) = \frac{1}{2} - \frac{1}{4}\gamma_n \sigma_n (\sigma_{n-1} + \sigma_{n+1}),$$  (2)

for $n \in \{1, \ldots, N\}$, where one has to put $\sigma_0 = \sigma_{N+1} := 0$. The factor $\gamma_n$ is determined by the temperature as

$$\gamma_n = \tanh\left(\frac{2}{k_B T_n}\right), \quad n \in \mathbb{N},$$  (3)

where $k_B$ is the Boltzmann constant and $\mathbb{N}$ is the set of natural numbers (in our convention $\mathbb{N}$ does not contain 0; $\mathbb{N}_0 := \mathbb{N} \cup \{0\}$).
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Figure 1. Graphical representation of one-dimensional kinetic Ising spin chain with $N = 8$ particles.
The probability functions $p(\sigma; t)$ which satisfy the master equation \[1\] provide the fullest possible description of the system. Nevertheless, as pointed out in \[8\], they contain vastly more information than is needed in practice. The key macroscopic observables of interest are the expectation values of a spin $\sigma_n(t)$ regarded as the stochastic function of time,

$$q_n(t) := \langle \sigma_n(t) \rangle = \sum_{\sigma \in \{\pm 1\}^N} \sigma_n p(\sigma; t),$$

(4)

and the average of the product of a pair of spins,

$$r_{m,n}(t) := \langle \sigma_m(t)\sigma_n(t) \rangle = \sum_{\sigma \in \{\{1\}^N} \sigma_m\sigma_n p(\sigma; t).$$

(5)

The quantity $q_n(t)$ is called the \textit{magnetization} of the $n$th particle and $r_{m,n}(t)$ is called the \textit{two-spin correlation} of the $m$th and $n$th particle. An essential physical question asks for the probability that an individual spin or a pair of spins occupy specified states that can be computed if the magnetization and two-spin correlation are known, see \[8\] Eqs. (25) and (26).

Multiplying by $\sigma_n$ and averaging the both sides of \[1\], one gets the equation of motion for the magnetization

$$\dot{q}_n(t) = -q_n(t) + \frac{\gamma_n}{2} (q_{n-1}(t) + q_{n+1}(t)), \quad n \in \{1, \ldots, N\},$$

(6)

where $q_0(t) = q_{N+1}(t) := 0$. Similarly, multiplying by $\sigma_m\sigma_n$ ($m \neq n$) and averaging \[1\], one arrives at the equation of motion for the two-spin correlation

$$\dot{r}_{m,n}(t) = -2r_{m,n}(t) + \frac{\gamma_m}{2} (r_{m+1,n} + r_{m-1,n}) + \frac{\gamma_n}{2} (r_{m,n+1} + r_{m,n-1}),$$

where $m, n \in \{1, \ldots, N\}$, $m \neq n$, and $r_{0,n}(t) = r_{m,0}(t) = r_{N+1,n}(t) = r_{m,N+1}(t) := 0$. Of course, for $m = n$ we have $r_{m,m}(t) = 1$.

The system \[6\] governing the magnetization can be easily expressed in matrix form

$$\dot{q}(t) = \Gamma_N J_N \Gamma_N^{-1} q(t),$$

where $q(t) := (q_1(t), \ldots, q_N(t))^T$, $\Gamma_N := \text{diag}(\sqrt{\gamma_1}, \ldots, \sqrt{\gamma_N})$, and

$$J_N := \frac{1}{2} \begin{pmatrix}
-2 & \sqrt{\gamma_1 \gamma_2} & \cdots & \cdots & \cdots & \sqrt{\gamma_{N-2} \gamma_{N-1}} & -2 \\
\sqrt{\gamma_1 \gamma_2} & -2 & \cdots & \cdots & \cdots & \sqrt{\gamma_N-1} & \cdots \\
\vdots & \ddots & \ddots & \ddots & \ddots & \vdots \\
\sqrt{\gamma_{N-2} \gamma_{N-1}} & \cdots & \sqrt{\gamma_N-1} & \cdots & \cdots & -2 \\
-2 & \cdots & \cdots & \cdots & \sqrt{\gamma_{N-1} \gamma_N} & -2 \\
\sqrt{\gamma_{N-1} \gamma_N} & -2 & \cdots & \cdots & \cdots & \sqrt{\gamma_1 \gamma_2} \\
\end{pmatrix}.$$

(7)

The solution of the system \[6\] then reads

$$q(t) = \Gamma_N \exp(tJ_N)\Gamma_N^{-1} q(0).$$

Remark 1. Such a symmetric formulation of the problem can be also obtained if one starts with generalized Glauber transition rate

$$w_n(\sigma_n) = \frac{1}{2} - \frac{1}{4} \sqrt{\gamma_n} \sigma_n \left( \sqrt{\gamma_{n-1}} \sigma_{n-1} + \sqrt{\gamma_{n+1}} \sigma_{n+1} \right).$$

instead of \[2\].

Since eigenvalues of a non-decomposable self-adjoint Jacobi matrix are always simple, the exponential matrix $\exp(tJ_N)$ is completely determined by the eigenvalues and eigenvectors of $J_N$; namely,

$$\exp(tJ_N) = \sum_{n=1}^N e^{\lambda_n} (u_n, \cdot) u_n,$$

where $u_n$ is the normalized eigenvector of $J_N$ corresponding to the eigenvalue $\lambda_n$. Thus, one is naturally led to the spectral analysis of the Jacobi matrix $J_N$. If the number of particles
$N$ is assumed to be large, it might be convenient to replace $J_N$ by the corresponding semi-infinite Jacobi matrix and analyze spectral properties of the respective Jacobi operator $J$, see [3].

The goal of this paper is to extend the class of solvable models of one-dimensional kinetic Ising chain in the spirit of Glauber. It means that we focus on a rigorous derivation of formulas for the key macroscopic observables in terms of special functions and their asymptotic behavior. The particular model under investigation assumes the temperature decreases hyperbolically along the chain, i.e., $T_n = c/n, c > 0$. In this case,

$$\gamma_n = \tanh(\kappa n), \quad n \in \mathbb{N},$$

where $\kappa > 0$, by [3]. Studying this model, special functions from the $q$-world [7] naturally appear and play an essential role. It is worth noticing that the analysis of this model, which might be of physical relevance, relies very much on particular aspects of the theory of $q$-hypergeometric series with the quantum parameter $q$ determined by physical constants. Such a fruitful intersection of two typically separated areas seems to be quite exceptional in the context of statistical physics.

Since the spectral properties of tridiagonal matrices determine the dynamics of the magnetization, there is also a close relation to the theory of orthogonal polynomials. Exploring the model in question, we realized that we could provide an analysis of properties of the corresponding family of orthogonal polynomials in even higher generality. Therefore we first deduce properties of a three-parameter family of orthogonal polynomials that seem to be new and are of independent interest. Then we apply these results in a more concrete form to the model under investigation.

To mention more recent works devoted to solvable models of one-dimensional kinetic Ising chain with varying temperature, we refer to papers [1, 3, 11, 12, 13, 14] that mostly study properties of models with the temperature given by a two-periodic sequence.

**Organization of the paper.** Section 2 is devoted to a general study of a new family of symmetric quantum orthogonal polynomials. We deduce formulas for their asymptotic behavior, describe their measure of orthogonality, and derive generating functions. An important role is played by $q$-hypergeometric series, the $q$-Gauss hypergeometric function, in the first place.

The application to the Ising model indicated above is treated in Section 3 in detail. The main results for the magnetization and the two-spin correlation for one-dimensional semi-infinite kinetic Ising chain with hyperbolically decreasing temperature are summarized in Theorems 22 and 23, respectively.

For the reader’s convenience, the text is accompanied by two appendices containing a brief overview of $q$-hypergeometric functions, selected formulas used within the paper, and properties of zeros of the Gauss $q$-hypergeometric function that are needed in Section 2.

### 2. A FAMILY OF SYMMETRIC QUANTUM ORTHOGONAL POLYNOMIALS

Consider a family of monic orthogonal polynomials given by the tree-term recurrence

$$p_{n+1}(x) = (x - b_n)p_n(x) - a_{n-1}p_{n-1}(x), \quad n \in \mathbb{N}_0,$$

with initial conditions $p_{-1}(x) = 0$ and $p_0(x) = 1$, where $b_n \in \mathbb{R}$ and $a_n > 0$ for all $n \in \mathbb{N}_0$.

The standard reference books on the theory of orthogonal polynomials are [4, 9, 15, 17].

Recall that if the Jacobi parameters from the three-term recurrence (9) satisfy

$$\sum_{n=0}^{\infty} n(|b_n| + |1 - \sqrt{a_n}|) < \infty,$$

then the measure of orthogonality $\mu$ of polynomials $p_n$ decomposes as

$$\mu = \mu_{ac} + \mu_d,$$

where $\mu_{ac}$ is absolutely continuous w.r.t. the Lebesgue measure, $\text{supp} \mu_{ac} = [-2, 2]$, and $\mu_d$ is a discrete measure supported on finitely many points located in $\mathbb{R} \setminus [-2, 2]$; see [15]. Hence we may write

$$\frac{d\mu_{ac}}{dx}(x) = \rho(x) \quad \text{and} \quad \mu_d(x) = \sum_{k=1}^{N} w_k \delta_{x_k}(x),$$
where $\rho$ is, in fact, a positive function on $(-2,2)$, $N \in \mathbb{N}_0$, $w_k > 0$ and $|x_k| > 2$ for all $1 \leq k \leq N$. The orthogonality relation for polynomials $p_n$ then reads

$$
\int_{-2}^{2} p_n(x)p_m(x)\rho(x)dx + \sum_{k=1}^{N} w_k p_m(x_k)p_n(x_k) = \left( \prod_{j=0}^{n-1} a_j \right) \delta_{m,n},
$$

(12)

for $m, n \in \mathbb{N}_0$.

In the following, we always assume that $q \in (0,1)$. Moreover, in the notation, we will follow Gasper and Rahman’s book [7] on the basic hypergeometric (or $q$-hypergeometric) series. For reader’s convenience, basic definitions and some formulas with $q$-hypergeometric series relevant to the text are summarized in Appendix A.

Our primary goal is to investigate polynomials $p_n(x) \equiv p_n^{(\alpha,\beta)}(x; q)$ generated by recurrence relation

$$
p_{n+1}(x) = xp_n(x) - \gamma_n p_{n-1}(x), \quad n \in \mathbb{N}_0,
$$

(13)

and initial conditions $p_{-1}(x) = 0$ and $p_0(x) = 1$, where

$$
\gamma_n = z_n^{(\alpha,\beta)}(q) := \frac{1 - \alpha q^n}{1 - \beta q^n}, \quad n \in \mathbb{N}_0.
$$

(14)

At the moment, the parameters $\alpha$ and $\beta$ are assumed to be real and smaller than 1 but later on they will be restricted even further. Hence, polynomials $p_n^{(\alpha,\beta)}(x; q)$ satisfy (9) with $b_n = 0$ and $a_n = \gamma_n \gamma_{n+1}, \quad n \in \mathbb{N}_0$.

In this case, condition (10) is clearly fulfilled and therefore the measure of orthogonality decomposes as in (11). Moreover, since $b_n = 0$ for all $n \in \mathbb{N}_0$, the orthogonal polynomials $p^{(\alpha,\beta)}(x; q)$ are symmetric, i.e., their measure of orthogonality $\mu$ is symmetric with respect to the origin which means $\mu(A) = \mu(-A)$ for any Borel set $A \subset \mathbb{R}$; see [4].

Let us denote by $\{q_n\}_{n=0}^{\infty}$ the sequence of monic orthogonal polynomials of the second kind which is the solution of the recurrence (9) determined by the initial conditions $q_0(x) = 0$ and $q_1(x) = 1$. If $q_n(x) \equiv q_n^{(\alpha,\beta)}(x; q)$ stands for the orthogonal polynomials of the second kind corresponding to $p_n^{(\alpha,\beta)}(x; q)$, then one easily verifies that

$$
q_n^{(\alpha,\beta)}(x; q) = p_{n-1}^{(\alpha q,\beta q)}(x; q), \quad n \in \mathbb{N}_0,
$$

(15)

using the identity $z_n^{(\alpha,\beta)}(q) = z_{n-1}^{(\alpha q,\beta q)}(q)$.

Recall further that the Cauchy transform of the measure $\mu$ is defined by

$$
C_\mu(z) := \int_{\mathbb{R}} \frac{d\mu(x)}{z - x}, \quad z \in \mathbb{C} \setminus \text{supp } \mu.
$$

According to the Markov Theorem,

$$
C_\mu(z) = \lim_{n \to \infty} \frac{q_n(z)}{p_n(z)}, \quad z \in \mathbb{C} \setminus \text{supp } \mu,
$$

(16)

provided that the sequences $\{a_n\}_{n=0}^{\infty}$ and $\{b_n\}_{n=0}^{\infty}$ are bounded, see, for example, [2]. Moreover, the sequence on the right-hand side of (16) converges uniformly on any compact subset of $\mathbb{C} \setminus \text{supp } \mu$.

Remark 2. The particular case with $q = e^{-2\kappa}$, where $\kappa > 0$, and $\alpha = -\beta = q$ yields

$$
\gamma_n = \tanh ((n+1)\kappa) = \gamma_{n+1}, \quad n \in \mathbb{N}_0,
$$

which brings us to the initial motivation of the solvable kinetic Ising model, cf. [8].

2.1. Solutions of a second-order difference equation and asymptotic formulas for the orthogonal polynomials. Recall the Joukowsky conformal map

$$
v(z) := z + z^{-1}
$$

(17)

maps the punctured unit disk $\{z \in \mathbb{C} \mid 0 < |z| < 1\}$ bijectively onto $\mathbb{C} \setminus [-2,2]$ and the half-circle $\{e^{i\theta} \mid \theta \in [0,\pi]\}$ bijectively onto $[-2,2]$. To deduce the desired properties of the
orthogonal polynomials $p_n^{(\alpha,\beta)}$, we first investigate the solutions of the second-order difference equation
\begin{equation}
\psi_{n-1} - v(z) \frac{1-\beta q^n}{1-\alpha q^n} \psi_n + \psi_{n+1} = 0, \quad n \in \mathbb{N}_0,
\end{equation}
where $\alpha < 1$ and $\beta < 1$. Note that, if a sequence $\psi$ is a solution of (18), then $u$, where
\begin{equation}
u_n := \frac{(\alpha; q)_n}{(\beta; q)_n} \psi_n, \quad n \in \mathbb{N}_0,
\end{equation}
solves (13) with $x = v(z)$. For the definitions of the $q$-Pochhammer symbols and other basic definitions from the theory of $q$-hypergeometric series, see Appendix A.

For $|\alpha| < 1$ and $z \neq 0$, we define
\begin{equation}
\psi^\pm_n(z) := z^{\pm n} (qz^{\pm 2}; q)_\infty \, _2\phi_1 \left( \begin{array}{c} i_{\pm 1} z_{\pm 2}^1 \\ q z_{\pm 2}^1 \end{array} ; q; \alpha q^{n+1} \right), \quad n \geq -1,
\end{equation}
where the variable $\tau$ is determined by the equation
\begin{equation}
\alpha \nu(\tau) = \beta v(z),
\end{equation}
$v$ is the Joukowski map (17), and $\, _2\phi_1$ is the $q$-Gauss hypergeometric series.

Remark 3. Note that, if $|\alpha| \geq 1$, the $q$-Gauss hypergeometric series in (19) diverges for $n = -1$. Further, observe that $\psi^\pm_n(z)$ are analytic in $z \in \mathbb{C} \setminus \{0\}$. This is the reason why the $n$-independent factor $(qz^{\pm 2}; q)_\infty$ is present in (19).

Remark 4. If $\alpha = 0$ or $\beta = 0$, $\psi^\pm_n$ is defined by the respective limit values, i.e.,
\begin{align*}
\psi^+_n(z) &:= z^{\pm n} (qz^{\pm 2}; q)_\infty \, _1\phi_1 \left( \begin{array}{c} i_{\pm 1} z_{\pm 2}^1 \\ q z_{\pm 2}^1 \end{array} ; q; 0 \right), & \text{if} \; \beta = 0, \\
\psi^-_n(z) &:= z^{\pm n} (qz^{\pm 2}; q)_\infty \, _1\phi_1 \left( \begin{array}{c} 0 \\ q z_{\pm 2}^1 \end{array} ; q; \beta (1 + z^2) q^{n+1} \right), & \text{if} \; \alpha = 0.
\end{align*}

The following proposition shows that the sequences $\psi^\pm(z)$ form generically a couple of linearly independent solutions of the second-order difference equation (18).

**Proposition 5.** For any $\alpha, \beta, z \in \mathbb{C}$ such that $|\alpha| < 1$ and $z \neq 0$, the sequences $\psi^\pm(z)$ given by (19) are two solutions of (18). Moreover, for their Wronskian $W(\psi^+, \psi^-) := \psi^+_n(z) \psi^-_{n+1}(z) - \psi^+_n(z) \psi^-_{n+1}(z)$, one has
\begin{equation}
W(\psi^+, \psi^-) = z^{-1} (z^2, qz^{-2}; q)_\infty.
\end{equation}
Consequently, $\psi^\pm(z)$ are linearly independent if and only if $z \notin \pm q^{\mathbb{Z}/2}$.

**Proof.** First, we verify that $\psi^+$ solves (18). Let us consider the $q$-difference equation
\begin{equation}
(1 - \alpha \xi) (f(q\xi) + f(q^{-1}\xi)) - v(z)(1 - \beta \xi) f(\xi) = 0
\end{equation}
and look for its solution in the form
\begin{equation}
f(\xi) = \sum_{n=0}^{\infty} a_n \xi^{n+\log_q z}.
\end{equation}
By plugging this Ansatz into (22), one obtains the first-order difference equation for the coefficients
\begin{equation}
(q^n + z^{-1} q^{-n} - z - z^{-1}) a_n = \alpha (q^{n+1} + z^{-1} q^{-n-1} - \tau - \tau^{-1}) a_{n-1},
\end{equation}
where the new variable $\tau$ is determined by the equation (20). The last equation can be rewritten as
\begin{equation}
a_n = q^\alpha \frac{(1 - z \tau q^{n-1}) (1 - z \tau^{-1} q^{n-1})}{(1 - z^2 q^n) (1 - q^n)} a_{n-1}, \quad n \in \mathbb{N}.
\end{equation}
Hence the solution reads
\begin{equation}
a_n = (q^\alpha)^n \frac{(z \tau, z^{-1} \tau; q)_n}{(q, qz^{-2}; q)_n} a_0, \quad n \in \mathbb{N}_0.
\end{equation}
Similarly, the validity of the statement can be extended for the values ψ for any z /∈ \{0\} ∪ q^{−N/2}, α, β ∈ C \ {0}, and ξ ∈ C such that |αqξ| < 1. It follows readily from the relation

$$\psi^+_n(z) = f(q^n),$$

that ψ+ is a solution of (18). In addition, since the equation (22) is invariant under the exchange of z and z−1 and ψ−(z) = ψ+(z−1), ψ− is a solution of (18), too. Further, since ψ(±) are analytic in z ∈ C \ {0}, they have to be solutions of (18) for all z ∈ C \ {0}. Similarly, the validity of the statement can be extended for the values α = 0 or β = 0 by the continuity.

Second, recall that the Wronskian

$$W(\psi^+, \psi^-) = \psi^+_n(z)\psi^-_{n+1}(z) - \psi^+_{n+1}(z)\psi^-_n(z)$$

(23)
is a constant not depending on n that vanishes if and only if ψ±(z) are linearly dependent solutions. By using the definition of the q-Gauss hypergeometric series in (19), one immediately obtains the asymptotic formulas

$$\psi^±_n(z) = z^±n (qz^{±2}; q)_\infty (1 + O(q^n)),$$

(24)

for n → ∞. By sending n → ∞ on the right-hand side of (23), one obtains the identity (21). Clearly, the right-hand side of (21) vanishes if and only if z ∈ ±q^{±)/2}.

Knowing the two solutions of (18), one can deduce a formula for the orthogonal polynomials pn in terms of the q-Gauss hypergeometric series.

**Proposition 6.** For |α| < 1, β < 1, z \≠ 0, and n ≥ −1, one has

$$p_n^{(α, β)}(v(z); q) = \frac{1}{z^{n-1} - z^{(β; q)_n}} [z^{-n-1}]_2 \phi_1 \left( \frac{z^τ, z^{−1}(qz^2); q}{z^2}; α \right)_2 \phi_1 \left( \frac{z^{-1}τ, z^{-1}(qz^2); q}{qz^2}; αq^{n+1} \right)$$

$$- z^{n+1} \phi_1 \left( \frac{z^{-1}τ, z^{-1}(qz^2); q}{qz^2}; α \right)_2 \phi_1 \left( \frac{zτ, z^{−1}(qz^2); q}{qz^2}; αq^{n+1} \right).$$

(25)

If z ∈ ±q^{±)/2}, then the right-hand side has to be understood as the respective limit value.

**Remark 7.** Note that it is by no means obvious that the right-hand side of (25) is a polynomial in v(z).

**Proof.** Let z ∉ ±q^{±)/2}. The sequence

$$u_n(z) := \frac{(α; q)_n}{(β; q)_n} \psi^+_n(z),$$

where

$$\psi^+_n(z) := \frac{ψ^+_n(z)ψ^+\n_1(z) - ψ^+_n(z)ψ^-\n_1(z) - ψ^-\n_1(z)ψ^+\n_1(z)ψ^-\n_1(z)}{W(ψ^+, ψ^-)},$$

is the solution of (13), with x replaced by v(z), satisfying the same initial conditions as pn, i.e., u1−1(z) = 0 and u0(z) = 1. Thus, p_n^{(α, β)}(v(z); q) = u_n(z) for all n ≥ −1. To arrive at the formula (25), it suffices to use the formula for the Wronskian (21) and the definition (19). The resulting formula can be extended to all z \neq 0 by continuity. □

An advantage of the rather complicated expression (25) for the polynomial p_n^{(α, β)} is that one can immediately derive the asymptotic behavior of p_n for n → ∞.
Corollary 8. Let $|\alpha| < 1$, $|\beta| < 1$, then, as $n \to \infty$, one has the asymptotic expansion

$$p^{(\alpha, \beta)}_n(v(z); q) = \frac{1}{z-1 - z(\beta; q)_\infty} \left( z^{-n-1} \phi_1 \left( \begin{array}{c} z^{-1}z^{-1} \mid q; \alpha \\ qz^2 \end{array} \right) \right).$$

In particular, if $0 < |z| < 1$, then

$$p^{(\alpha, \beta)}_n(v(z); q) = \frac{1}{z-1 - z(\beta; q)_\infty} \left( z^{-n-1} \phi_1 \left( \begin{array}{c} z^{-1}z^{-1} \mid q; \alpha \\ qz^2 \end{array} \right) \right) (1 + O(q^n)).$$

2.2. The measure of orthogonality. In this subsection, a detailed description of the absolutely continuous and the discrete part of the measure of orthogonality for polynomials $p^{(\alpha, \beta)}_n$ is derived. These goals are achieved by means of the Cauchy transform that can be expressed as a ratio of two q-Gauss hypergeometric functions.

Proposition 9. For $|\alpha| < 1$, $|\beta| < 1$, and $0 < |z| < 1$, one has

$$C_\mu(v(z)) = \frac{1 - \beta}{1 - \alpha} \frac{\psi^+_0(z)}{\psi^-_{-1}(z)} = z \frac{1 - \beta}{1 - \alpha} \phi_1 \left( \begin{array}{c} z^{-1}z^{-1} \mid q; \alpha \\ qz^2 \end{array} \right) \phi_1 \left( \begin{array}{c} z^{-1}z^{-1} \mid q; \alpha \\ qz^2 \end{array} \right),$$

where $\tau$ is determined by the equation (26).

Proof. It follows immediately from the Markov Theorem (10), equality (15), and asymptotic formula (26). \qed

First, we derive the density of the absolutely continuous component of $\mu$.

Proposition 10. For $|\alpha| < 1$, $|\beta| < 1$ and $\theta \in (0, \pi)$, one has

$$\frac{d\mu_{ac}}{d\theta}(2\cos \theta) = -\frac{1 - \beta}{2\pi(1 - \alpha)} \left( \frac{e^{2i\theta}; q}{\psi^-_{-1}(e^{i\theta})} \right)^2 = -\frac{2(1 - \beta)}{\pi(1 - \alpha)} \sin^2(\theta) \phi_1 \left( \begin{array}{c} e^{i\theta} \mid qe^{2i\theta}; q \end{array} \right),$$

where $2\beta \cos \theta = \alpha(\tau + \tau^{-1})$.

Proof. The measure $\mu$ can be recovered from its Cauchy transform $C_\mu$ by using the Stieltjes–Perron inversion formula. In particular, for the absolutely continuous part of $\mu$, it takes the form

$$\frac{d\mu_{ac}}{dx} = -\frac{1}{\pi} \lim_{x \to 2, x > 0} \text{Im} C_\mu(u), \quad x \in (-2, 2).$$

We put $u = v(z)$. Note that, for some $\theta \in (0, \pi)$, $u$ approaches the point $2\cos \theta$ from the upper half-plane $\text{Im} u > 0$ if and only if $z$ approaches the point $e^{-i\theta}$ from the interior of the unit disk $|z| < 1$. Consequently, by using Proposition 9 one gets

$$\lim_{u \to 2, u > 0} \text{Im} C_\mu(u) = \lim_{z \to e^{-i\theta}, |z| < 1} \text{Im} C_\mu(v(z)) = \frac{1 - \beta}{1 - \alpha} \text{Im} \left( \frac{\psi^+_0(e^{-i\theta})}{\psi^-_{-1}(e^{-i\theta})} \right).$$

Further, since

$$\psi^+_n(e^{-i\theta}) = \psi^-_n(e^{-i\theta}), \quad \forall n \geq -1,$$

one has

$$\text{Im} \left( \begin{array}{c} \psi^+_0(e^{-i\theta}) \\ \psi^-_{-1}(e^{-i\theta}) \end{array} \right) = \frac{\psi^+_0(e^{-i\theta})\psi^-_{-1}(e^{-i\theta}) - \psi^+_0(e^{-i\theta})\psi^-_{-1}(e^{-i\theta})}{2\left( \psi^-_{-1}(e^{-i\theta}) \right)^2}.$$  

One recognizes the Wronskian in the nominator above. Thus, recalling (21), one obtains

$$\text{Im} \left( \begin{array}{c} \psi^+_0(e^{-i\theta}) \\ \psi^-_{-1}(e^{-i\theta}) \end{array} \right) = \frac{e^{i\theta}(e^{-2i\theta}, qe^{2i\theta}; q)_\infty}{2i \left( \psi^-_{-1}(e^{-i\theta}) \right)^2} = -\frac{1}{4 \sin \theta} \left( \frac{e^{2i\theta}; q}{\psi^-_{-1}(e^{i\theta})} \right)^2.$$
In total, we have
\[ \frac{d\mu_{ac}}{dx}(2\cos\theta) = \frac{1 - \beta}{4\pi(1 - \alpha)\sin\theta} \left| \frac{e^{2i\theta}; q}{\psi_{\alpha}^\pm(e^{i\theta})} \right|^2 \]
and hence
\[ \frac{d\mu_{ac}}{d\theta}(2\cos\theta) = -\frac{1 - \beta}{2\pi(1 - \alpha)} \left| \frac{e^{2i\theta}; q}{\psi_{\alpha}^\pm(e^{i\theta})} \right|^2, \quad \text{for } \theta \in (0, \pi). \]
The second expression of the density from the statement follows from the definition [19] for the function $\psi_{-1}^\pm$.

**Remark 11.** Note that the function on the right-hand side for the density $d\mu_{ac}/d\theta$ from Proposition 10 remains unchanged if $\theta$ is replaced by $\pi - \theta$ as expected.

**Remark 12.** An alternative proof of Proposition 10 can be based on the asymptotic formula (27) and the result of Nevai, see [15, Cor. 36], which implies that
\[ \lim_{n \to \infty} \frac{d\mu_{ac}}{d\theta}(2\cos\theta) \left( \frac{q\beta, \beta; q}{q\alpha, \alpha; q} \right)_{n-1} \left( \frac{p_n^{(\alpha, \beta)}}{\psi_{\alpha}^\pm(e^{i\theta})} \right)^2 = -\frac{2}{\pi}, \]
for a.e. $\theta \in (0, \pi)$.

For the purpose of a description of the discrete part of the measure $\mu$, let us denote by $z_k = z_k(\alpha, \beta; q)$, $k \in \mathbb{N}$, the positive zeros of $\psi_{-1}^+$ ordered increasingly, i.e., $0 < z_1 < z_2 < \ldots$

A certain analysis of the zeros of $\psi_{n}^+$ is needed at this point. In order to remain focused on the description of the measure $\mu$ in this subsection, the analysis of zeros is postponed to Appendix.

**Proposition 13.** Let $|\alpha| < 1$, $\beta < 1$. If $z_1 \geq 1$, then $\mu_d = 0$. Otherwise, $\mu_d$ is supported on finitely many points $\pm v(z_k)$, where $z_k$ are the positive zeros of $\psi_{-1}^+$ located in $(0, 1)$, and the measure takes the form
\[ \mu_d = \frac{1 - \beta}{1 - \alpha} \sum_{0 < z_k < 1} \frac{z_k^2 - 1}{z_k^2} \frac{\psi_0^+(z_k)}{\psi_{-1}^+(z_k)} \left( \delta_v(z_k) + \delta_{-v}(z_k) \right). \]

**Proof.** The discrete part of the measure $\mu$ is supported on the set of poles of its Cauchy transform $C_\mu$. By using Proposition 9 and Proposition 28, one observes that $\mu_d$ is supported on the set of points $\pm v(z_k)$ where $z_k$ are the zeros of $\psi_{-1}^+$ located in $(0, 1)$. If $z_1 \geq 1$, this set is empty and hence $\mu_d = 0$.

If $z_1 < 1$, $\mu_d$ is a linear combination of normalized Dirac measures supported on $\pm v(z_k)$, $z_k \in (0, 1)$, i.e.,
\[ \mu_d = \sum_{0 < z_k < 1} w_k \delta_{v(z_k)} + \tilde{w}_k \delta_{-v(z_k)}. \]

Since the measure $\mu$ is symmetric with respect to the origin, $w_k = \tilde{w}_k$. Further, since $\pm v(z_k)$ are isolated points of $\text{supp } \mu$, the weight $w_k$ can be computed from $C_\mu$ as
\[ w_k = \frac{1}{2\pi} \int_{|u-v(z_k)|=\epsilon} C_\mu(u) du = \frac{1}{2\pi} \int_{|z-z_k|=\epsilon} C_\mu(v(z)) (1 - z^{-2}) \, dz, \]
with $\epsilon > 0$ sufficiently small. It follows from Proposition 9 and Proposition 28 that $z_k$ is a simple pole of $C_\mu$ and hence, by the Residue Theorem, one has
\[ w_k = \text{Res}_{z=z_k} \left( \frac{z^2 - 1}{z^2} C_\mu(v(z)) \right) = \frac{1 - \beta}{1 - \alpha} \frac{z_k^2 - 1}{z_k^2} \psi_{-1}^+(z_k). \]

**Proposition 14.** Let $|\alpha| < 1$ and $\beta < 1$. If $\beta \leq \alpha$, then $\mu_d = 0$. 

\[ w_k = \lim_{N \to \infty} \frac{1}{2\pi} \int_{|u-v(z_k)|=\epsilon} C_\mu(u) du = \frac{1}{2\pi} \int_{|z-z_k|=\epsilon} C_\mu(v(z)) (1 - z^{-2}) \, dz, \]
with $\epsilon > 0$ sufficiently small. It follows from Proposition 9 and Proposition 28 that $z_k$ is a simple pole of $C_\mu$ and hence, by the Residue Theorem, one has
\[ w_k = \text{Res}_{z=z_k} \left( \frac{z^2 - 1}{z^2} C_\mu(v(z)) \right) = \frac{1 - \beta}{1 - \alpha} \frac{z_k^2 - 1}{z_k^2} \psi_{-1}^+(z_k). \]
Proof. Note that, if $\beta \leq \alpha$, then $|\gamma_n| \leq 1$, $\forall n \in \mathbb{N}_0$, where $\gamma_n$ is defined by \([14]\). Thus, for the norm of the Jacobi operator $J$ whose diagonal vanishes and the off-diagonal is given by the sequence $(\tilde{\gamma}_n \tilde{\gamma}_{n+1})_{n=0}^{\infty}$, one has

$$
||J|| \leq 2 \sup_{n \in \mathbb{N}_0} |\gamma_n \tilde{\gamma}_{n+1}| \leq 2.
$$

Consequently, it holds that

$$
supp \mu = \text{spec}(J) \subset [-2,2].
$$

Since the discrete part of $\mu$, if present, has to be supported in $\mathbb{R} \setminus [-2,2]$, $\mu_d$ vanishes. \(\square\)

As a conclusion, we use both formulas for the absolutely continuous and the discrete part of $\mu$ obtained in Propositions\([10]\) and \([13]\) to state the orthogonality relation for the polynomials $p_n = p_n^{(\alpha,\beta)}$.

**Theorem 15.** Let $|\alpha| < 1$, $\beta < 1$. Then, for all $m, n \in \mathbb{N}_0$, one has the orthogonality relation

$$
\frac{2}{\pi} \int_0^\pi p_m(2 \cos \theta) p_n(2 \cos \theta) \sin^2(\theta) \left| 2 \phi_1 \left( e^{i\theta \tau}, e^{-i\theta \tau}; qe^{2i\theta} \right) \right|^2 \, d\theta
+ \sum_{0 < z_k < 1} \frac{z_k^2 - 1}{z_k^2} \left( \psi_0^+(z_k) \right) \left( \psi_0^+(z_k) \right)^{-1} \left[ p_m(\nu(z_k)) p_n(\nu(z_k)) + p_m(-\nu(z_k)) p_n(-\nu(z_k)) \right]
= (\alpha; q)_n (\alpha; q)_{n+1} \delta_{m,n},
$$

where $z_k$, $k \in \mathbb{N}$, stands for the $k$th zero of $\psi_0^+$ in the interval $(0,1)$.

**Remark 16.** Note that the variable $\tau$ present in the integral above is related to $\theta$ via the equation $\alpha(\tau + \tau^{-1}) = 2\beta \cos \theta$. While the $\tau$ hidden in the definition of $\psi_0^+$, $n \in \{-1, 0\}$, that appear in the sum above, depends on $k$ according to the equation $\alpha(\tau + \tau^{-1}) = \beta(z_k + z_k^{-1})$. Recall also that the discrete part of the measure $\mu$ can vanish and hence the sum can be empty.

2.3. The generating function. Next, we derive a generating function formula for $p_n^{(\alpha,\beta)}$ provided that the range of the parameter $\alpha$ is restricted to $\alpha \in (-q, q]$.

**Theorem 17.** For $|t| < |z| < 1$, one has:

1. if $|\alpha| < q$, then

$$
\sum_{n=0}^{\infty} \frac{\beta; q)_n (\alpha, q)_{n} (\nu(z); q) t^n = \frac{1 - q^{-1} \alpha}{(1 - z t)(1 - z^{-1} t)} 3 \phi_2 \left( q \frac{q \tau t \ q \tau^{-1} t}{q z t \ q z^{-1} t}; q \right); q^{-1} \alpha \right); (28)
$$

2. for $\alpha = q$, it holds

$$
\sum_{n=0}^{\infty} \frac{\beta; q)_n (\alpha, q)_{n} (\nu(z); q) t^n = \frac{q \tau t \ q \tau^{-1} t; q) \infty}{(z t, z^{-1} t; q) \infty}. (29)
$$

The variable $\tau$ is determined by the equation \([20]\).

**Remark 18.** Recall that in the analysis of properties of polynomials $p_n^{(\alpha,\beta)}$ we usually assume $|\alpha| < 1$. A (convergent) generating function formula for $p_n^{(\alpha,\beta)}$ for $\alpha \notin (-q, q]$ remains unknown at the moment.

**Proof.** 1) Let $0 < |z| < 1$ be fixed. Let $U(t)$ denote the right-hand side of \([28]\). The function $U$ is analytic in the disk $|t| < |z|$. It is easy to verify that $U$ satisfies the first order $q$-difference equation

$$
(1 - z t)(1 - z^{-1} t) U(t) = 1 - q^{-1} \alpha + q^{-1} \alpha(1 - q \tau t)(1 - q \tau^{-1} t) U(q t). (30)
$$

If we write the Taylor expansion of $U$ in the form

$$
U(t) = \sum_{n=0}^{\infty} \frac{\beta; q)_n (\alpha; q)_{n} c_n t^n
$$
and plug it into (30), then one obtains the recurrences
\[ c_1 = v(z)c_0 \quad \text{and} \quad c_{n+1} = v(z)c_n - \frac{(1 - \alpha q^n)(1 - \alpha q^{n-1})}{(1 - \beta q^n)(1 - \beta q^{n-1})} c_{n-1}, \quad n \in \mathbb{N}. \]

Noticing also that \( c_0 = 1 \), one concludes that \( c_n = p_n^{(\alpha, \beta)}(v(z); q) \) for all \( n \in \mathbb{N}_0 \).

2) To prove (28), one proceeds similarly. If, this time, \( U(t) \) stands for the right-hand side of (29), then \( U \) is analytic on \( |t| < |z| \) and still satisfies (30) with \( \alpha = q \). The rest is analogous. \( \square \)

2.4. Special case \( \alpha = q \). The obtained formulas get a very explicit form in the particular case when \( \alpha = q \). Here we summarize selected properties of the polynomials \( p_n^{(q, \beta)} \). The generating function formula has already been formulated in (29). As a consequence, one can deduce an explicit representation of \( p_n^{(q, \beta)} \).

**Proposition 19.** We have the explicit representation
\[
p_n^{(q, \beta)}(v(z)) = \frac{(q; q)_n}{(\beta; q)_n} \sum_{k=0}^{n} \frac{(q^r z^{-1}; q)_k (q^r z^{-1}; q)_{n-k}}{(q; q)_k (q; q)_{n-k}} z^{2k-n},
\]
and the \( q \)-hypergeometric representation
\[
p_n^{(q, \beta)}(v(z)) = \frac{(q^{r-1} z; q)_n}{z^n (\beta; q)_n} 2\phi_1 \left( \frac{q^r z^{-1}}{q^r z^{-1}} \right) = \frac{(q^r; q)_n}{q^n (\beta; q)_n} \phi_2 \left( \frac{q^n q^r z^{-1}}{q^2 0} \right).
\]

where \( qv^r(\tau) = \beta v(z) \) and \( v(z) = z + z^{-1} \).

**Proof.** By making use of the \( q \)-binomial formula (59) on the right-hand side of (29), obtains
\[
\sum_{n=0}^{\infty} \frac{(\beta; q)_n}{(q; q)_n} p_n^{(q, \beta)}(v(z); q) t^n = 1_{\phi_0} \left( \frac{q^r z^{-1}}{q^r z^{-1}} \right) 1_{\phi_0} \left( \frac{q^r z^{-1}}{q^r z^{-1}} \right) t
\]
for \( |t| < |z| < 1 \). Multiplying the two \( q \)-hypergeometric series results in the expression
\[
1_{\phi_0} \left( \frac{q^r z^{-1}}{q^r z^{-1}} \right) 1_{\phi_0} \left( \frac{q^r z^{-1}}{q^r z^{-1}} \right) = \sum_{n=0}^{\infty} t^n \sum_{k=0}^{n} \frac{(q^r z^{-1}; q)_k (q^r z^{-1}; q)_{n-k}}{(q; q)_k (q; q)_{n-k}} z^{2k-n}
\]
which yields the first formula from the statement.

To deduce the first \( q \)-hypergeometric representation of \( p_n \), it suffices to note that
\[
\frac{(q^r z^{-1}; q)_{n-k}}{(q; q)_{n-k}} = \frac{(q^r z^{-1}; q)_n}{(q; q)_n} \frac{(q^{-r}; q)_k}{(q^{-r} z^{-1}; q)_k} r^{k-n} z^{-k},
\]
for \( k \in \{0, 1, \ldots, n\} \). The second \( q \)-hypergeometric representation follows from an application of the transformation formula (52). \( \square \)

Except the obvious value of \( p_n^{(\alpha, \beta)} \) at the origin, the first \( q \)-hypergeometric representation in (31) together with the \( q \)-Chu–Vandermonde identity (60) allows us to obtain certain special values of \( p_n^{(q, \beta)} \).

**Corollary 20.** If \( \beta(1 + z^2) = q^2 + z^2 \), then
\[
p_n^{(q, \beta)}(v(z); q) = \frac{(q^2; q)_n}{z^n ((q^2 + z^2)/(1 + z^2); q)_n}.
\]

The second \( q \)-hypergeometric representation can be used to relate \( p_n^{(q, \beta)} \) with a particular case of the continuous dual \( q \)-Hahn polynomials. Recall that the continuous dual \( q \)-Hahn polynomials \( p_n(x; a, b, c \mid q) \) are defined by [10, Eq. (14.3.1)]
\[
p_n(x; a, b, c \mid q) = a^{-n} (ab, ac; q)_n 3\phi_2 \left( \frac{q^2 x^{-1}}{ab \ ac} \right),
\]
where \( x = \cos \theta \). By comparing the formulas (31) and (32), one gets the relation
\[
p_n^{(q, \beta)}(z; q) = \frac{1}{(\beta; q)_n} p_n \left( z/2; q, q^{-1}, 0 \mid q \right).
\]
where \( q v(\tau) = \beta v(z) \) and \( v(z) = z + z^{-1} \).

Next, let us investigate the measure of orthogonality of \( \mu_{q,\beta} \). It turns out that the absolutely continuous part of \( \mu \) is expressible in terms of the \( q \)-Pochhammer symbols. On the other hand, it seems that there is no significantly simpler expression for \( \mu_d \) than the one from Proposition 13. Nevertheless, the support of \( \mu_d \), if non-empty, can be expressed fully explicitly.

**Proposition 21.** Let \( \alpha = q \) and \( \beta < 1 \). Then, for \( \theta \in (0,\pi) \), one has
\[
\frac{d\mu_{ac}}{d\theta} \left( 2 \cos \theta \right) = -\frac{2(1-\beta)}{\pi(1-q)} \sin^2(\theta) \left( \frac{(q, q e^{2i\theta}; q)_\infty}{(q e^{i\theta}, q e^{i\theta} - 1; q)_\infty} \right)^2,
\]
where \( q(\tau + \tau^{-1}) = 2 \beta \cos \theta \). Further, it holds
\[
supp \mu_d = \left\{ \pm \frac{q^{1-k} - q^{k+1}}{\sqrt{\beta - q^{k+1}}(q^{1-k} - \beta)} \, | \, k \in \mathbb{N} \text{ such that } \beta > \frac{q}{2} (q^{-k} + q^{k}) \right\}.
\]
Consequently, \( \mu_d = 0 \) if and only if \( \beta \leq (1 + q^2)/2 \).

**Proof.** First, by using Proposition 10 together with the \( q \)-Gauss summation formula (61), one obtains
\[
\frac{d\mu_{ac}}{d\theta} \left( 2 \cos \theta \right) = -\frac{2(1-\beta)}{\pi(1-q)} \sin^2(\theta) \left( \frac{(q, q e^{2i\theta}; q)_\infty}{(q e^{i\theta}, q e^{i\theta} - 1; q)_\infty} \right)^2.
\]

Note that if \( \beta \leq q < (1 + q^2)/2 \), it readily follows from Proposition 13 that \( \mu_d = 0 \) which is in agreement with the second part of the statement. Hence, we can further assume that \( \beta \in (q,1) \).

Next, we compute the zeros of \( \psi_{-1}^+ \) defined by (19). These zeros can be found explicitly because
\[
\psi_{-1}^+(z) = z^{-1} (q z^2; q)_\infty \phi_1 \left( \frac{z\tau, z\tau^{-1}}{q z^2} \bigg| q; q \right) = \frac{(q z\tau, q z \tau^{-1}; q)_\infty}{z(q; q)_\infty},
\]
by the \( q \)-Gauss sum (61). Consequently, for \( \beta \in (q,1) \), the positive zeros of \( \psi_{-1}^+ \) are
\[
\psi_{-1}^+(z) = \frac{1}{z(q; q)_\infty} \prod_{k=1}^{\infty} (1 - \beta(1 + z^2)q^{k-1} + z^2 q^{2k}),
\]
by the \( q \)-Gauss sum (61). Consequently, for \( \beta \in (q,1) \), the positive zeros of \( \psi_{-1}^+ \) are
\[
z_k = \sqrt{\frac{q^{1-k} - \beta}{\beta - q^{k+1}}} \quad k \in \mathbb{N}.
\]
Note that \( z_1 \geq 1 \) if and only if \( \beta \leq (1 + q^2)/2 \) and hence the latter condition implies that \( \mu_d = 0 \) according to Proposition 13. If \( \beta > (1 + q^2)/2 \), then \( z_1 < 1 \) and the number of the zeros \( z_k \) located in \((0,1)\) is equal to the number of \( k \in \mathbb{N} \) for which the inequality
\[
\beta > \frac{q}{2} (q^{-k} + q^{k})
\]
holds. Moreover, for these indices \( k \), the support of \( \mu_d \) consists of the points
\[
\pm v(z_k) = \frac{q^{1-k} - q^{k+1}}{\sqrt{(\beta - q^{k+1})(q^{1-k} - \beta)}}
\]
by Proposition 13.

\( \Box \)

3. The kinetic Ising model with hyperbolically decaying temperature

Let us now return to the Ising model described briefly in Section 1. For the convenience of the reader, we will begin this section with a summary of our results and then present their proofs in Subsections 3.1 and 3.2.

The current section focuses on an semi-infinite chain of particles indexed by \( n \in \mathbb{N} \). Each particle interacts only with its nearest neighbors and is in contact with a heat bath with hyperbolically decaying temperature \( T_n = 2/(\kappa k_B n) \), where \( \kappa > 0 \), and so \( \gamma_n = \tanh(\kappa n) \); see (3) and (4).
Let again \( q_n(t) \) denote the magnetization of the \( n \)th particle, \( n \in \mathbb{N} \), see [3]. The time evolution of this quantity is governed by the following system of ordinary differential equations
\[
\dot{q}_n(t) = -q_n(t) + \frac{\gamma_n}{2} (q_{n-1}(t) + q_{n+1}(t)), \quad n \in \mathbb{N},
\]
accompanied with prescribed initial conditions \( q_n(0) \in [-1, 1], n \in \mathbb{N}, \) and a boundary condition \( q_0(t) := 0 \). The factor \( \gamma_n = \tanh(kn) \) can be expressed in the form
\[
\gamma_n = \frac{1 - e^{-2\kappa t}}{1 + e^{-2\kappa t}}, \quad n \in \mathbb{N}.
\]
Recalling Remark 2, i.e. comparing the expression (34) with the one in (14), we see that if we set
\[
\alpha := q := e^{-2\kappa} \in (0, 1) \quad \text{and} \quad \beta := -q = e^{-2\kappa} \in (-1, 0),
\]
then we can easily employ the results of Subsection 2.4. For the purpose of this section let us set (see Proposition 19)
\[
P_n(\theta) := \left( \prod_{i=1}^{n-1} \gamma_i \gamma_{i+1} \right)^{-1/2} \left( \prod_{i=1}^{n-1} \gamma_i \gamma_{i+1} \right) \left( \prod_{i=1}^{n-1} \gamma_i \gamma_{i+1} \right)
\]
\[
= \frac{\sqrt{\gamma_n}}{\sqrt{\gamma_n}} \sum_{k=0}^{n-1} \frac{(-\theta q)^k (-\theta q)_{n-1-k}}{(\theta q)_{k} (\theta q)_{n-1-k}} e^{\theta q}_{2} \alpha_{n-1} \gamma_{n} \gamma_{n-1}
\]
\[
= \frac{\sqrt{\gamma_n}}{\sqrt{\gamma_n}} \sum_{k=0}^{n-1} \frac{(-\theta q)^k (-\theta q)_{n-1-k}}{(\theta q)_{k} (\theta q)_{n-1-k}} \cos \left( (2k - n + 1)\theta \right), \quad n \in \mathbb{N}, \quad \theta \in [0, \pi].
\]
We are now able to formulate our main result concerning the magnetization. For its proof, we refer the reader to Subsection 3.1.

**Theorem 22.** The unique solution \( q_n(t) \) of (33) satisfying the initial conditions \( q_n(0) = q_{n,0} \), \( n \in \mathbb{N} \), is given by
\[
q_n(t) = \sum_{k=1}^{\infty} q_n^{(k)}(t) q_k(0),
\]
where \( q_n^{(k)}(t) \) is the solution of (33) satisfying \( q_n^{(k)}(0) = \delta_{k,n} \). Furthermore, the solution \( q_n^{(k)}(t) \) is given by the integral formula
\[
q_n^{(k)}(t) = \frac{2}{\pi \gamma_n \gamma_k} \sqrt{\frac{\gamma_n}{\gamma_k}} \int_{0}^{\pi} e^{-t \sin^2(\theta)} P_n(\theta) P_k(\theta) \left| \frac{(q, q e^{2i\theta}; q)_{\infty}}{(-q, -q e^{2i\theta}; q)_{\infty}} \right|^2 d\theta.
\]
and obeys the asymptotic behavior
\[
q_n^{(k)}(t) = \frac{2}{\pi \gamma_n \gamma_k} \frac{\gamma_n}{\gamma_k} \left( q, q \right)_{\infty} \left( q, q \right)_{\infty} \frac{P_n(0) P_k(0)}{t^{3/2}} + O \left( t^{-5/2} \right), \quad \text{as} \ t \to +\infty,
\]
where \( P_n \) is defined in (35).

Note that the q-Pochhammer multiplicative factor appearing in (38) is expressible in terms of the \( \gamma_n \) factor in the following way
\[
\left( q, q \right)_{\infty} = \prod_{k=1}^{\infty} \gamma_k.
\]
Finally, we turn our attention to the evolution equation for the two-spin correlations \( r_{m,n}(t) \), see [5]. For \( m, n \in \mathbb{N}, m \neq n \), the two-spin correlation \( r_{m,n}(t) \) satisfies
\[
\dot{r}_{m,n}(t) = -2r_{m,n}(t) + \frac{\gamma_m}{2} \left( r_{m+1,n}(t) + r_{m-1,n}(t) \right) + \frac{\gamma_n}{2} \left( r_{m+1,n}(t) + r_{m-1,n}(t) \right),
\]
where \( r_{m,0} = r_{0,n} = 0, m, n \in \mathbb{N} \). Moreover, it has to satisfy prescribed initial conditions \( r_{m,n}(0) \) and
\[
r_{m,m}(t) = 1, \quad m \in \mathbb{N},
r_{m,n}(t) = r_{n,m}(t), \quad m, n \in \mathbb{N},
\]
and obeys the asymptotic behavior
\[
r_{m,n}(t) = \frac{2}{\pi \gamma_n \gamma_k} \frac{\gamma_n}{\gamma_k} \left( q, q \right)_{\infty} \left( q, q \right)_{\infty} \frac{P_n(0) P_k(0)}{t^{3/2}} + O \left( t^{-5/2} \right), \quad \text{as} \ t \to +\infty,
\]
for all \( t > 0 \). In Subsection 3.2 we will prove the following theorem describing some of the properties of the two-spin correlation.

**Theorem 23.** There is a unique solution of (40)–(42) given by
\[
r_{m,n}(t) = \rho_{m,n} + \sum_{k>\ell}^{\infty} r_{m,n}^{(k,\ell)}(t)(\rho_{k,\ell} - \rho_{\ell,k}), \quad m, n \in \mathbb{N},
\]
where \( \rho_{m,n} \) is the stationary solution of (40)–(42) and \( r_{m,n}^{(k,\ell)} \), \( k > \ell \), is the solution of (40), (42) and equation \( r_{m,n}(t) = 0 \).

Furthermore, we have the following asymptotic expression
\[
r_{m,n}^{(k,\ell)}(t) = \frac{3}{\pi \gamma_1^2} \frac{(q, q)^\infty}{(-q, q)^\infty} \sqrt{\gamma_1 \gamma_2 \frac{R_{k,\ell} R_{m,n}}{t^5}} + O \left( t^{-6} \right), \quad \text{as } t \to +\infty,
\]
for \( m \geq n \), where see (33).
\[
R_{m,n} = P_m(0)P_n''(0) - P_m''(0)P_n(0).
\]

In conclusion, we see that the two-spin correlation approaches the stationary solution at the rate proportional to \( t^{-5} \). This result is in contrast with the classical case of the doubly-infinite chain with constant temperature [8], where the rate is exponential, cf. Remark 26.

Moreover, in the classical case, the stationary solution \( \rho_{m,n} \) is known fully explicitly. Whether the stationary solution in the current case under investigation is at least expressible in terms of the basic hypergeometric series remains an open problem.

### 3.1. The magnetization.

The family \( \{P_n\}_{n=1}^\infty \) defined in (35) forms an orthonormal basis of the Hilbert space \( L^2((0,1), d\mu) \), where the measure \( \mu \) is absolutely continuous with respect to the Lebesgue measure and (see Proposition 21)
\[
d\mu(\theta) = \frac{2}{\pi \gamma_1^2} \sin^2(\theta) \left| \frac{(q, q; 2i\theta; q)^\infty}{(-q, q; 2i\theta; q)^\infty} \right|^2.
\]

Moreover, \( \{P_n(\theta)\}_{n=1}^\infty \) satisfies the following symmetric recurrence equation
\[
\sqrt{\gamma_{n-1}\gamma_n} \frac{\gamma_{n+1}}{2} P_{n-1}(\theta) + \sqrt{\gamma_{n-1}\gamma_n} \frac{\gamma_{n+1}}{2} P_{n+1}(\theta) = \cos(\theta) P_n(\theta), \quad n \in \mathbb{N}.
\]

Note that \( P_0(\theta) = 0 \). Also observe that \( P_n(0) \) is positive and \( P_n'(0) \) vanishes for all \( n \in \mathbb{N} \).

Now consider the solution \( q_n^{(k)}(t) \) of the magnetization evolution equation (33) with initial conditions \( q_n^{(k)}(0) = \delta_{k,n} \), \( n \in \mathbb{N} \), for some fixed \( k \in \mathbb{N} \). Such a solution is unique and can be represented in the following integral form
\[
q_n^{(k)}(t) = \sqrt{\frac{\gamma_n}{\gamma_k}} \int_0^\pi e^{-t(\cos \theta)} P_n(\theta)P_k(\theta) d\mu(\theta).
\]

The multiplicative factor comes from the symmetrization matrix \( \Gamma = \text{diag}(\sqrt{\gamma_1}, \sqrt{\gamma_2}, \ldots) \), see (7), where \( N \) is sent to infinity. Formulas (40) and (46) yield (38).

A simple graphical illustration of solutions (40) is presented in Figure 2. The general solution to the equation (33) can be obtained by suitable superposition (37) of solutions (40). The convergence of the series (37) is guaranteed by the following Lemma. Recall that the sequence \( \{q_{k,0}\}_{k=1}^\infty \) appearing in (37) is bounded since \( q_{k,0} \in [-1,1] \) for all \( k \in \mathbb{N} \).

**Lemma 24.** Let \( \ell \in \mathbb{N} \). Then the magnetization \( q_n^{(k)}(t) \), given by (40), satisfies the estimate
\[
|q_n^{(k)}(t)| \leq \frac{C_{n,\ell}(q,t)}{k^\ell}, \quad \forall k \in \mathbb{N}.
\]

The factor \( C_{n,\ell}(q,t) \) does not depend on \( k \).

**Proof.** In order to avoid unnecessary and cumbersome expressions, we will only provide a sketch of the proof.

First of all, note that both \( P_n(\theta) \) and \( d\mu(\theta)/d\theta \) can be extended to even, smooth, and 2π-periodic functions w.r.t. \( \theta \), see equations (36) and (45), respectively. From the very definitions
of the $q$-hypergeometric series and the $q$-Pochhammer symbol we obtain the asymptotic expansion

$$2q^1\left[-1 - e^{-2i\theta} \left| q; q^{k+1} \right| \right] = 1 + O(q^k),$$

(47)

which is uniform w.r.t $\theta$ since the error term is majorized by a factor independent of $\theta$. Combining these observations with (35), (45), and (25), we are able to express $q_n^{(k)}(t)$ from equation (46) in the following form

$$q_n^{(k)}(t) = \tilde{C}_{k,n}(q) \left( \text{Im} F_{n,k}(q,t) + G_{n,k}(q,t) \right),$$

(48)

where

$$F_{n,k}(q,t) := \frac{1}{2\pi} \int_{-\pi}^{\pi} e^{-ik\theta} f_n(q,t;\theta) \, d\theta$$

and $f_n(q,t;\theta)$ is a smooth and $2\pi$-periodic function of $\theta$. The term $F_{n,k}(q,t)$ can be thought of as being the $k$th Fourier coefficient of $f_n(q,t;\theta)$. It is well known (e.g., cf. [19, Chapter II, Miscellaneous theorems and examples, no. 5]) that Fourier coefficients of a smooth $2\pi$-periodic function decay as $1/k^\ell$ for any fixed positive integer $\ell$.

The term $G_{n,k}(q,t)$ in (48) originating from the second term of (47), can be bounded as

$$|G_{n,k}(q,t)| \leq \tilde{C}_{n}(q,t)q^k.$$

Finally, the multiplicative factor $\tilde{C}_{k,n}(q)$ in (48) is bounded by a constant independent of $k$ and $n$. □

It is unlikely that (46) can be integrated explicitly. In the next proposition, we therefore derive the asymptotic expression from Theorem 22. Moreover, we derive also higher order terms which are quite complicated, however, they are necessary in order to determine the leading term of the asymptotic expansion for the two-spin correlation which is computed in Subsection 3.2 below.

**Proposition 25.** Let $n,k \in \mathbb{N}$. Then $q_n^{(k)}(t)$ given by (46) has the following asymptotic expansion

$$q_n^{(k)}(t) = \frac{1}{\gamma_1} \sqrt{\frac{2}{\pi} \frac{\gamma_n}{\gamma_k} \frac{(q;q)^k}{(q^*;q)^{k+1}}} P_n(0)P_k(0) t^{-3/2} \left( 1 + \frac{3}{2} A_{n,k} t^{-1} + \frac{15}{4} B_{n,k} t^{-2} + O(t^{-3}) \right),$$

(49)
where
\[ A_{n,k} = \frac{P''_n(0)}{P'_n(0)} + \frac{P''_k(0)}{P'_k(0)} + 8\phi_1 + 16\phi_2 - \frac{1}{4}, \]
\[ B_{n,k} = \frac{P''_n(0)P'_k(0)}{P'_n(0)P'_k(0)} + \left(8\phi_1 + 16\phi_2 - \frac{1}{12}\right) \left(\frac{P''_n(0)}{P'_n(0)} + \frac{P''_k(0)}{P'_k(0)}\right) + \frac{1}{6} \left(\frac{P''_n(0)P'_k(0)}{P'_n(0)} + \frac{P''_k(0)P'_n(0)}{P'_k(0)}\right) \]
\[ \quad - \frac{16}{3} \phi_1^4 + 64\phi_1^2\phi_2 + 64\phi_2^2 + 128\phi_1\phi_2 - 128\phi_1\phi_3 + 32\phi_1^2 - 6\phi_1 - 76\phi_2 - 192\phi_3 - \frac{1}{32}. \]

as \( t \to +\infty \), where the constants \( \phi_1 \), \( \phi_2 \), and \( \phi_3 \) are given by
\[ \phi_1 := \sum_{j=1}^{\infty} \frac{2q^j}{1 - q^{2j}}, \quad \phi_2 := \sum_{j=1}^{\infty} \frac{2q^{2j}}{1 - q^{2j}^2}, \quad \text{and} \quad \phi_3 := \frac{2}{3} \sum_{j=1}^{\infty} \frac{q^{3j}(1 + 3q^{2j})}{(1 - q^{2j})^3}. \]

Proof. The integral in (46) can be written in the following form
\[ q_n^{(k)}(t) = \frac{2}{\pi \gamma_1} \sqrt{\frac{\gamma_n}{\gamma_k}} \int_0^{\infty} e^{-tx}x^{1/2}h(x)\,dx, \]
where
\[ h(x) = \sqrt{2 - x} P_n(\theta(x)) P_k(\theta(x)) \left| \begin{array}{c} (q, qe^{2i\theta(x)}; q)_{\infty} \\ (-q, qe^{2i\theta(x)}; q)_{\infty} \end{array} \right|^2 \]
and \( \theta(x) = \arccos(1 - x) \). In order to apply Watson’s Lemma, see [16], we have to compute the asymptotic expansion of \( h(x) \) as \( x \to 0 \). Expanding factors of \( h(x) \) we obtain
\[ \sqrt{2 - x} = \sqrt{2} \left(1 - \frac{x}{3} + O(x^3)\right), \]
\[ P_n(\theta(x)) = P_n(0) + P_n'(0)x + \frac{1}{6} \left(P''_n(0) + P''_n(4)(0)\right)x^2 + O(x^3), \]
as \( x \to 0 \). Let us turn our attention to the last factor. A lengthy but straightforward computation yields the expansion
\[ \frac{(q^z; q)_{\infty}}{(-q^z; q)_{\infty}} = \frac{(q; q)_{\infty}}{(-q; q)_{\infty}} \left[ 1 - \phi_1(z - 1) + \left(\frac{1}{2}\phi_1^2 - \phi_2\right)(z - 1)^2 + \left(\phi_1\phi_2 - \phi_3 - \frac{1}{6}\phi_1^3\right)(z - 1)^3 \right] + O((z - 1)^4), \]
as \( z \to 1 \),
where the constants \( \phi_1 \), \( \phi_2 \), and \( \phi_3 \) are defined by (52). Consequently, we have
\[ \left| \begin{array}{c} (q, qe^{2i\theta(x)}; q)_{\infty} \\ (-q, qe^{2i\theta(x)}; q)_{\infty} \end{array} \right|^2 = \frac{(q; q)_{\infty}}{(-q; q)_{\infty}} \left[ 1 + 8(\phi_1 + 2\phi_2) x - \frac{4}{3}(3\phi_1 + 54\phi_2 + 144\phi_3 - 24\phi_1^2 - 48\phi_2^2 - 96\phi_1(\phi_2 - \phi_3) + 48\phi_1^2\phi_2 + 4\phi_1^4) x^2 \right] + O(x^3), \]
as \( x \to 0 \). Putting all these expansions together we conclude that
\[ h(x) = \sqrt{2} \frac{(q; q)_{\infty}}{(-q; q)_{\infty}} \left[ P_n(0)P_k(0) + A_{n,k} x + B_{n,k} x^2 \right] + O(x^3), \]
as \( x \to 0 \), where \( A_{n,k} \) and \( B_{n,k} \) are given by (50) and (51), respectively. This computation was verified by the computer algebra system Wolfram Mathematica.

Finally, using Watson’s Lemma we immediately obtain the asymptotic behavior (49) of \( q_n^{(k)}(t) \) as \( t \to \infty \).

\[ \Box \]

It is interesting to compare this decay rate with the one exhibited by the model with constant temperature heat baths.

Remark 26. In case of constant temperature \( T > 0 \) we have
\[ \gamma = \tanh\left(\frac{2}{k_BT}\right) \in (0, 1), \]
and the magnetization obeys the following differential equation
\[ \dot{q}_n(t) = -q_n(t) + \frac{\gamma}{2} (q_{n-1}(t) + q_{n+1}(t)), \quad n \in \mathbb{N}, \]
where \( q_0(t) = 0. \) Following a similar procedure to the one described in the previous sections, it is straightforward to see that
\[ p_n(\theta) = \frac{\sin n\theta}{\sin \theta}, \quad n \in \mathbb{N}, \quad \theta \in (0, \pi), \]
satisfies \( p_0(\theta) = 0, \) \( p_1(\theta) = 1, \) and the recurrence equation
\[ -p_n(\theta) + \frac{\gamma}{2} (p_{n-1}(\theta) + p_{n+1}(\theta)) = (-1 + \gamma \cos \theta) p_n(\theta), \quad n \in \mathbb{N}. \]
The family \( \{p_n(\theta)\}_{n=1}^\infty \) forms an orthonormal basis of the Hilbert space \( L^2((0, \pi), \frac{2}{\pi} \sin^2(\theta) d\theta) \).

Consequently, the solution of the differential equation (53) satisfying \( q_n^{(k)}(0) = \delta_{n,k} \) is given by the following expression
\[ q_n^{(k)}(t) = \frac{2}{\pi} \int_0^\pi e^{(-1+\gamma \cos \theta)t} \sin(n\theta) \sin(k\theta) \, d\theta = e^{-t} (I_{n-k}(\gamma t) - I_{n+k}(\gamma t)), \]
where \( I_n(z) \) is the modified Bessel function of the first kind, see [6, Eq. (10.32.3)]. Using the well-known asymptotic behavior of \( I_n(z) \) for large argument [6, Eq. (10.40.1)], we arrive at the asymptotic expansion
\[ q_n^{(k)}(t) = \frac{2}{\pi} e^{-t(1-\gamma)} \left( \frac{nk}{(\gamma t)^{3/2}} + O \left( t^{-5/2} \right) \right), \quad \text{as } t \to +\infty. \] (54)

A similar behavior with exponential decay is exhibited in the case of the doubly-infinite spin chain considered by Glauber in [8]. It is worth noticing that (49), in contrast to (54), does not demonstrate the exponential decay.

3.2. Two-spin correlations. In order to solve the (non-homogeneous) problem (40)–(42) we proceed in three steps.

First of all, let \( \{\rho_{m,n}\}_{m,n=1}^\infty \) be the corresponding stationary solution, i.e. a solution of equations
\[ -2\rho_{m,n} + \frac{\gamma_m}{2} (\rho_{m+1,n} + \rho_{m-1,n}) + \frac{\gamma_n}{2} (\rho_{m,n+1} + \rho_{m,n-1}) = 0, \quad m, n \in \mathbb{N}, \quad m \neq n, \]
\[ \rho_{m,m} = 1, \quad m \in \mathbb{N}, \] (55) (56)
and \( \rho_{m,0} = \rho_{0,n} = 0 \) for \( m, n \in \mathbb{N}. \) Further, we prove the stationary solution exists and is unique. To see this, consider a simple reformulation of the problem (55)–(56),
\[ \rho = T \rho, \]
where \( T \) is a non-linear mapping acting on \( \ell^\infty \equiv \ell^\infty(\mathbb{N}^2) \) – the Banach space of bounded sequences indexed by elements of \( \mathbb{N}^2 \) with the norm \( \|x\|_\infty = \sup_{m,n} |x_{m,n}| \) – defined by
\[ (Tx)_{m,n} = \begin{cases} 1, & m = n, \\ \frac{\gamma_m}{2} (x_{m+1,n} + x_{m-1,n}) + \frac{\gamma_n}{2} (x_{m,n+1} + x_{m,n-1}), & m \neq n, \end{cases} \]
where \( x_{0,n} = x_{m,0} = 0, \ m, n \in \mathbb{N}, \) for each \( x \in \ell^\infty. \) The operator \( T \) is a contraction, in particular the inequality
\[ \|Tx - Ty\|_\infty \leq \delta \|x - y\|_\infty \]
holds true for any \( x, y \in \ell^\infty \) with
\[ \delta = \max_{n \in \mathbb{N}} |\gamma_n| = \frac{1 - q}{1 + q} \in (0, 1). \]
The well-known Banach fixed point theorem now guarantees the existence of a unique \( \rho \in \ell^\infty \) satisfying \( \rho = T \rho. \)
Next, we construct a special symmetric solution \( r_{m,n}(t) \) of (40) with vanishing diagonal, i.e., satisfying \( r_{m,m} = 0 \). For this purpose we will use the magnetization, specifically the solution (46). For \( k > \ell \), set
\[
 r_{m,n}^{(k,\ell)}(t) := \begin{cases} 
 q_m^{(k)}(t)q_n^{(\ell)}(t) - q_n^{(k)}(t)q_m^{(\ell)}(t), & m \geq n, \\
 q_m^{(\ell)}(t)q_n^{(k)}(t) - q_n^{(\ell)}(t)q_m^{(k)}(t), & m < n.
\end{cases}
\] (57)

Employing the results of the previous subsection, i.e., properties of \( q_n^{(k)} \), we see that \( r_{m,n}^{(k,\ell)} \) enjoys the following properties
\[
\frac{dr_{m,n}^{(k,\ell)}}{dt}(t) = -2r_{m,n}^{(k,\ell)}(t) + \frac{\gamma m}{2} \left( r_{m+1,n}^{(k,\ell)}(t) + r_{m-1,n}^{(k,\ell)}(t) \right) + \frac{\gamma n}{2} \left( r_{m,n+1}^{(k,\ell)}(t) + r_{m,n-1}^{(k,\ell)}(t) \right),
\]
\[
r_{m,n}^{(k,\ell)}(t) = r_{m,n}^{(k,\ell)}(0), \text{ for } m \neq n,
\]
\[
r_{m,n}^{(k,\ell)}(t) = r_{0,0}^{(k,\ell)}(t) = 0,
\]
where \( k, \ell, m, n \in \mathbb{N}, k > \ell, \text{ and } t > 0 \).

Next, we verify the asymptotic formula (43). To this end, we use the definition (57) for \( m \geq n \) and the asymptotic expansion of magnetization \( q_n^{(k)}(t) \), for \( t \to +\infty \), given by Proposition 23. It is not difficult to check that the coefficients corresponding to \( t^{-3} \) and \( t^{-4} \) in the expansion of \( r_{m,n}^{(k,\ell)}(t) \) are both vanishing. The next coefficient turns out to be the leading term of the expansion, which reads
\[
r_{m,n}^{(k,\ell)}(t) = \frac{2}{\pi \gamma_1^4} \sqrt{\gamma m \gamma_n} \left( q; q \right)_\infty^8 \left( A_{m,k} \right) P_k(0) P_\ell(0) P_m(0) P_n(0) t^{-5} + \frac{9}{4} \left( A_{m,k} A_{n,\ell} - A_{n,k} A_{m,\ell} \right) + O(t^{-1}),
\] (58)
for \( t \to +\infty \). By inspection of the terms from (50) and (51), one finds out that most of them do not contribute to (58). In fact, the non-trivial expression for \( A_{m,k} A_{n,\ell} - A_{n,k} A_{m,\ell} \) equals
\[
\left( \frac{P_m''(0)}{P_m(0)} + \frac{P_\ell''(0)}{P_\ell(0)} \right) \left( \frac{P_n''(0)}{P_n(0)} + \frac{P_k''(0)}{P_k(0)} \right) - \left( \frac{P_m''(0)}{P_m(0)} + \frac{P_k''(0)}{P_k(0)} \right) \left( \frac{P_\ell''(0)}{P_\ell(0)} + \frac{P_n''(0)}{P_n(0)} \right) = -\frac{R_{m,n} R_{\ell,n}}{P_k(0) P_\ell(0) P_m(0) P_n(0)},
\]
and the expression \( B_{m,k} + B_{n,\ell} - B_{n,k} - B_{m,\ell} \) differs only in sign from the previous one since it equals
\[
\frac{P''_m(0)}{P_m(0)} \frac{P''_k(0)}{P_k(0)} + \frac{P''_n(0)}{P_n(0)} \frac{P''_\ell(0)}{P_\ell(0)} - \frac{P''_m(0)}{P_m(0)} \frac{P''_k(0)}{P_k(0)} - \frac{P''_n(0)}{P_n(0)} \frac{P''_\ell(0)}{P_\ell(0)} = \frac{R_{m,n} R_{\ell,n}}{P_k(0) P_\ell(0) P_m(0) P_n(0)},
\]
where the coefficients \( R_{m,n} \) are given by (44). Plugging the last two expressions into (58), one arrives at the asymptotic formula (43).

Finally, the general solution of (40)–(42) with initial data \( r_{m,n}(0), m, n \in \mathbb{N} \), is given by the superposition
\[
r_{m,n}(t) = \rho_{m,n} + \sum_{k,\ell \in \mathbb{N}, k > \ell} (r_{k,\ell}(0) - \rho_{k,\ell}) r_{m,n}^{(k,\ell)}(t),
\]
whose convergence is guaranteed by Lemma 24 and boundedness of \( \{r_{k,\ell}(0) - \rho_{k,\ell}\}_{k,\ell \in \mathbb{N}} \).
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Appendix A. Basic hypergeometric series

Since the theory of basic hypergeometric functions is perhaps less well-known in contrast to its classical counterpart, we briefly summarize basic definitions and selected identities that are needed in the text. All details and much more can be found in [7].

The parameter $q$ is always assumed to satisfy $0 < q < 1$. For $a \in \mathbb{C}$ and $n \in \mathbb{N}_0 \cup \{\infty\}$, the $q$-shifted factorials are defined by

$$(a;q)_n := \prod_{j=0}^{n-1} (1 - aq^j).$$

They can be also defined for negative values of $n$ as

$$(a;q)_n := \prod_{j=n}^{-1} (1 - aq^j)^{-1},$$

provided that $a \notin \{q, q^2, \ldots, q^{-n}\}$.

For $r, s \in \mathbb{N}_0$ and $a_1, \ldots, a_r, b_1, \ldots, b_s \in \mathbb{C}$, the basic hypergeometric series is defined by

$$\phi_s \left( \begin{array}{c} a_1, \ldots, a_r \\ b_1, \ldots, b_s \end{array} \right| q; z \right) := \sum_{k=0}^{\infty} \frac{(a_1)_k \cdots (a_r)_k}{(b_1)_k \cdots (b_s)_k} \frac{(-1)^{s-r+1} q^{(s-r+1)k(k-1)/2} z^k}{(q; q)_k},$$

where

$$(a_1, \ldots, a_s; q)_k = (a_1; q)_k \cdots (a_s; q)_k,$$

provided that $b_j \notin q^{-n}$ for all $1 \leq j \leq s$. If one of the numerator parameters $a_j$ equals $q^{-n}$, for some $n \in \mathbb{N}_0$, the basic hypergeometric series is a polynomial in $z$. Otherwise the radius of convergence $\rho = \rho(r, s)$ of the basic hypergeometric series is equal to

$$\rho = \begin{cases} \infty, & \text{if } r < s + 1, \\ 1, & \text{if } r = s + 1, \\ 0, & \text{if } r > s + 1. \end{cases}$$

The basic hypergeometric series $\phi_s$ represents a $q$-analogue, i.e., a certain one-parameter generalization of the classical hypergeometric series $F_s$ since

$$\lim_{q \to 1} \phi_s \left( \begin{array}{c} a_1, \ldots, a_r \\ b_1, \ldots, b_s \end{array} \right| q; (q - 1)^{s-r+1} z \right) = rF_s \left( \begin{array}{c} a_1, \ldots, a_r \\ b_1, \ldots, b_s \end{array} \right| z \right).$$

The function $2\phi_1$, which is a $q$-analogue of the Gauss hypergeometric function $2F_1$, is called the $q$-Gauss hypergeometric series.

Next, we list several selected identities used above. The parameters are always assumed to be such that all the involved basic hyperbolic series are well defined. The $q$-binomial theorem [7, Eq. (II. 3)]:

$$1\phi_0 \left( \begin{array}{c} a \\ c \end{array} \right| q; z \right) = (az; q)_\infty \frac{(c; q)_n}{(z; q)_\infty}.$$  \hfill (59)

The $q$-Chu–Vandermonde summation identity [7, Eq. (II. 6)]:

$$2\phi_1 \left( \begin{array}{c} a \end{array} \right| q; c \right) = \frac{(a^{-1}c; q)_n}{(c; q)_n} a^n.$$  \hfill (60)

The $q$-Gauss summation formula [7, Eq. (II. 6)]:

$$2\phi_1 \left( \begin{array}{c} a b \\ c \end{array} \right| q; ab \right) = \frac{(a^{-1}c, b^{-1}c; q)_\infty}{(c, a^{-1}b^{-1}c; q)_\infty}.$$  \hfill (61)

Jackson’s transformation of terminating $q$-Gauss hypergeometric [7, Eq. (III. 7)]:

$$2\phi_1 \left( \begin{array}{c} a \end{array} \right| q; z \right) = \frac{(ab^{-1}; q)_n}{(c; q)_n} 3\phi_2 \left( \begin{array}{c} q^{-n} b q^{-n} bc^{-1} z \\ q^{1-n} bc^{-1} \end{array} \right| q; q \right).$$  \hfill (62)
Appendix B. Properties of zeros of certain Gauss q-hypergeometric series

We deduce certain properties of zeros of functions $\psi^+_n$ defined by (19) that were needed in the proof of Proposition 13.

Lemma 27. For $|\alpha| < 1$, $\beta < 1$, $n \in \mathbb{N}_0$, and $0 < |z| < 1$, one has
\[
\sum_{k=0}^{\infty} \frac{1 - \beta q^k}{1 - \alpha q^k} \left( \psi^+_n(z) \right)^2 = \frac{z^2}{z^2 - 1} \left[ (\psi^+_{n-1})'(z) \psi^+_{n}(z) - \psi^+_{n-1}(z) (\psi^+_n)'(z) \right].
\]

Proof. According to Proposition 5, $\psi^+$ solves the equation (18) which means that
\[
\psi^+_{n-1}(z) - v(z) \gamma^{-1}_n \psi^+_n(z) + \psi^+_{n+1}(z) = 0,
\]
for all $n \in \mathbb{N}_0$ and $0 < |z| < 1$, where $\gamma_n$ is as in (14). From (63), one deduces
\[
(v(z) - v(\bar{z})) \gamma^{-1}_n \psi^+_n(z) \psi^+_n(\bar{z}) = W_{n-1} (\psi^+(z), \psi^+(\bar{z})) - W_n (\psi^+(z), \psi^+(\bar{z})),
\]
for all $0 < |z| < 1$, $0 < |\bar{z}| < 1$, and $n \in \mathbb{N}_0$. With the later restrictions, $W_n (\psi^+(z), \psi^+(\bar{z})) \to 0$, for $n \to \infty$, as it follows from (24). Hence, by summing up the above equations, one gets
\[
(v(z) - v(\bar{z})) \sum_{k=0}^{\infty} \gamma_k \psi^+_k(z) \psi^+_k(\bar{z}) = W_{n-1} (\psi^+(z), \psi^+(\bar{z})), \quad n \in \mathbb{N}_0.
\]

Finally, by dividing both sides of the above equation by $v(z) - v(\bar{z})$ and sending $\bar{z} \to z$, one arrives at the identity from the statement. \qed

Proposition 28. Let $\alpha \in (-1, 1)$, $\beta < 1$, and $n \geq -1$. Then the function $\psi^+_n$ is analytic in the punctured unit disc $D \setminus \{0\}$ and its zeros in $D \setminus \{0\}$ are all real, simple, and symmetrically distributed with respect to the origin. Moreover, between any two neighboring zeros of $\psi^+_n$ in $(0, 1)$ there is exactly one zero of $\psi^+_{n+1}$.

Proof. Let $n \geq -1$ be fixed. The fact that $\psi^+_n$ is analytic in $D \setminus \{0\}$ has already been noted in Remark 3 and follows immediately from the definition (19).

First, we show the that all possible zeros of $\psi^+_n$ in $D \setminus \{0\}$ have to be real. Let $z_0 \in D \setminus \{0\}$ be a zero of $\psi^+_n$. Put $u_k := \gamma_{n+k} \psi^+_{n+k}(z_0)$, $k \in \mathbb{N}_0$, where $\gamma_k$ is as in (14). By using (18), one verifies that $u$ satisfies equations
\[
\sqrt{\gamma_{n+k-1} \gamma_{n+k} u_k - v(z_0) u_k + \sqrt{\gamma_{n+k} \gamma_{n+k+1}} u_{k+1}} = 0, \quad k \in \mathbb{N}.
\]

Note also that the vector $v = (u_1, u_2, \ldots)$ belong to $l^2(\mathbb{N})$ as it follows from (24). Hence, since $z_0 = 0$, $u$ is an eigenvector of the Jacobi operator $J^{(n)}$, whose matrix entries are given by the equations
\[
(J^{(n)})_{k,k+1} = (J^{(n)})_{k+1,k} = \sqrt{\gamma_{n+k} \gamma_{n+k+1}} \quad \text{and} \quad (J^{(n)})_{k,k} = 0, \quad k \in \mathbb{N},
\]
to the eigenvalue $v(z_0)$. Since $J^{(n)}$ is Hermitian, $v(z_0) \in \mathbb{R}$ which, together with $|z_0| < 1$, implies that $z_0 \in \mathbb{R}$.

Second, we verify that any zero of $\psi^+_n$ has to be simple. For a contradiction, suppose $z_0 \in D \setminus \{0\}$ is a multiple zero of $\psi^+_n$. Then we already know that $-1 < z_0 < 1$ and, moreover, we have
\[
\psi^+_n(z_0) = \left( \psi^+_n \right)'(z_0) = 0.
\]

On the other hand, for any $x \in (-1, 1) \setminus \{0\}$ and $n \geq -1$, it follows from the fact that $\psi^+_n(x) \in \mathbb{R}$, the asymptotic formula (24), and Lemma 27 that
\[
\left( \psi^+_n \right)'(x) \psi^+_{n+1}(x) - \psi^+_{n}(x) \left( \psi^+_n \right)'(x) < 0.
\]

However, for $x = z_0$, the left-hand side of (64) vanishes which is a contradiction.

Since $z \mapsto z^{-n} \psi^+_n(z)$ is an even function, zeros of $\psi^+_n$ are distributed symmetrically around the origin.

Finally, we prove the statement concerning the interlacing property of the zeros. Let $x_0$ and $x_1$, $0 < x_0 < x_1 < 1$, be two consecutive zeros of $\psi^+_n$. Since these zeros are simple, one has
\[
(\psi^+_n)'(x_0) (\psi^+_n)'(x_1) < 0.
\]
At the same time, according to \[64\], one gets the inequalities
\[
(\psi_n^+(x_0)\psi_{n+1}^+(x_0)) < 0 \quad \text{and} \quad (\psi_n^+(x_1)\psi_{n+1}^+(x_1)) < 0.
\]
These three inequalities imply that
\[
\psi_{n+1}^+(x_0)\psi_{n+1}^+(x_1) < 0
\]
and hence there is at least one zero of $\psi_{n+1}^+$ between $x_0$ and $x_1$. However, there is exactly one zero of $\psi_{n+1}^+$ between $x_0$ and $x_1$. Indeed, assuming that there are at least two zeros of $\psi_{n+1}^+$ between $x_0$ and $x_1$, there are two consecutive zeros $y_0$ and $y_1$ of $\psi_{n+1}^+$ such that $x_0 < y_0 < y_1 < x_1$ (note that $\psi_n^+$ and $\psi_{n+1}^+$ have no zero in common in $(0,1)$ since it would contradict \[64\]). By simplicity of $y_0$ and $y_1$, one has
\[
(\psi_{n+1}^+(y_0)(\psi_{n+1}^+(y_1)) < 0.
\]
This, however, yields a contradiction with \[64\] since the function $\psi_n^+$ does not change sign in $(x_0, x_1)$.

\[\square\]
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