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Abstract

In this paper, we investigate the dynamics-aware adversarial attack problem in deep neural networks. Most existing adversarial attack algorithms are designed under a basic assumption – the network architecture is fixed throughout the attack process. However, this assumption does not hold for many recently proposed networks, e.g. 3D sparse convolution network, which contains input-dependent execution to improve computational efficiency. It results in a serious issue of lagged gradient, making the learned attack at the current step ineffective due to the architecture changes afterward. To address this issue, we propose a Leaded Gradient Method (LGM) and show the significant effects of the lagged gradient. More specifically, we reformulate the gradients to be aware of the potential dynamic changes of network architectures, so that the learned attack better “leads” the next step than the dynamics-unaware methods when network architecture changes dynamically. Extensive experiments on various datasets show that our LGM achieves impressive performance on semantic segmentation and classification. Compared with the dynamics-unaware methods, LGM achieves about 20% lower mIoU averagely on the ScanNet and S3DIS datasets. LGM also outperforms the recent point cloud attacks.

1. Introduction

As one of the most milestone methods over the past decade in pattern analysis, deep neural networks (DNNs) have greatly improved the performance of many computer vision tasks. In the context of this tremendous success, researchers are surprised to discover that DNNs are vulnerable to adversarial attacks [18, 50], which conceals a great security risk in real-world applications of DNNs. With small but carefully designed perturbations on input examples, attackers can easily force a well-trained model to make mistakes. Various methods are proposed to better attack DNNs to analyze their weakness in different ways and finally improve them [7, 18, 26, 33, 35, 38].

Figure 1. The dynamics-unaware attack directly employs existing traditional methods, which fails to consider the dynamic change of the positions of convolution kernels after attack in sparse convolution network. Instead, our dynamics-aware attack achieves remarkably lower mIoU on the presented point cloud scene. The point perturbation attack in this real-scale scene is restricted to maximum magnitude $\epsilon = 0.01$ m (1 cm). In the figure, “Dyn” is “Dynamics” for short.

Most existing adversarial attack methods assume that the network architecture is fixed throughout the attack process, which is important to guarantee the effectiveness of the attack. At each step, the learned adversarial perturbations targeting the current network are effective since the goal of the attack keeps unchanged. However, this assumption does not hold if the network contains input-dependent execution to improve computational efficiency, such as conditional computation [5, 44], Dynamic DNNs (D²NN) [31], and 3D sparse convolution [10, 19]. When we learn adversarial perturbations at one step, the network architecture changes after we add the perturbations to the input, so that the attack may not be effective due to the change of the...
target network. We summarize this issue as lagged gradient – we cannot foresee the changed network architecture to back-propagate the true attack gradients at the previous step.

In this paper, we take 3D sparse convolution network as a typical example to study the issue of lagged gradient, which fully exploits the sparsity nature of 3D point cloud data in its architecture and has become a main network type for large-scale 3D scene analysis in self-driving cars and indoor robots [9,22,24,68]. Other than many point-based networks directly take 3D point cloud data as input [32,39,41,55], 3D sparse convolution network first converts point clouds into a number of voxels in the 3D grid with point occupancy, which are called sparse voxels. To keep the sparsity throughout the network, the center of each sparse convolution kernel specifically matches a unique sparse voxel. Therefore, the network architecture of 3D sparse convolution network depends on locations of input voxels, resulting in the attack learned at time \( t \) may not be effective due to the dynamic changes of network architecture at time \( t+1 \).

To address this issue, we propose a Leaded Gradient Method (LGM) for dynamics-aware adversarial attack of 3D sparse convolution network. We first model the sparse convolution operation into a general form of conventional convolution, where we bring in occupancy values as the mask to represent the centers of the convolution kernels. In this way, although the results of the convolutions centered in unoccupied voxels still keep zero due to the mask, they are enabled to receive non-zero gradients from the attack. As we only operate on a few neighboring unoccupied voxels that may become occupied after one attack step, the extra computational costs are not heavy. Then, we reformulate the gradient that also includes the changes of the occupancy values caused by input perturbations, so that the learned attack is dynamics-aware as the occupancy values can be considered as hyper-parameters of the sparse convolution network. Finally, we carefully design differentiable algorithms to approximate the non-differentiable operations in sparse convolution networks, where we can learn the attack in an end-to-end manner. Figure 1 shows that our dynamics-aware attack significantly outperforms its corresponding dynamics-unaware version as it considers the potential changes of the network architecture.

We conduct extensive adversarial attack experiments on various 3D datasets, including ScanNet [11], S3DIS [1, 2], SemanticKITTI [4], and ModelNet40 [59], for semantic segmentation and classification tasks. In all the datasets, our dynamics-aware attack achieves impressive attack performance, and also significantly outperforms the baseline dynamics-unaware method. On the ScanNet and S3DIS datasets, our LGM achieves about an averagely 20% more drop in mIoU than dynamics-unaware methods. LGM also outperforms the recent point cloud perturbation attacks.

2. Related Work

Adversarial attack. Adversarial examples for deep neural networks are first discovered by Szegedy et al. [50]. Goodfellow et al. [18] then proposed a Fast Gradient Sign Method (FGSM) to directly generate adversarial examples by adding the clean example with an imperceptibly small vector whose elements are equal to the sign of the elements of the back-propagated gradient of the cost function with respect to the input. On the base of FGSM, Iterative FGSM (I-FGSM) [26], DeepFool [35], and Projected Gradient Descent (PGD) [33] are three representative extensions. Apart from the gradient descent methods, other effective attacks include box-constrained L-BFGS [50], Jacobian-based Saliency Map Attack (JSMA) [38], and the Carlini-Wagner attack (C&W) [7]. The above methods are white-box attacks, where the attacker knows the architecture and weight of the victim models. Considering the details of the models are not usually accessible to attackers, black-box attacks study a situation in which the attacker has no knowledge of the model architecture or weight. These attacks are mainly based on querying the network output logits/probability vectors [8, 20, 49] or output hard labels [6, 13, 14, 36, 37, 62]. Most existing adversarial attacks are based on a fixed network architecture throughout the attack procedure, to our best knowledge, very few works study attacks on networks with dynamic architecture.

3D deep learning. With the proliferation of portable and low-cost LIDAR/RGB-D sensors, an immense amount of 3D data is being collected and therefore requires full utilization. Deep learning has greatly promoted the development of 3D vision understanding in recent years. PointNet [39] and PointNet++ [41] are two pioneer works that exploit deep 3D point cloud processing. Many deep learning architectures on point cloud data are further proposed [12,28,32,51,55,57,64]. In addition to the above method for point cloud, there are many works that focus on other 3D data forms, including voxel [27, 34, 40, 54, 59], mesh [23, 43], multi-view [40, 48], and implicit function [15]. In this paper, we study 3D sparse convolution network, which is first proposed in SSCN [19] for 3D semantic segmentation. The sparsity nature throughout the network makes it naturally suitable for large-scale 3D scene analysis. Many works on sparse convolution network are subsequently proposed for semantic segmentation [9, 10, 68], instance segmentation [16, 22, 24, 25] and object detection [45–47, 63] in various indoor and outdoor scene datasets and achieve state-of-the-art performance. Some works also focus on 3D data attacks. Xiang et al. [60] first propose two types of adversarial attacks on point clouds: adversarial point perturbation and adversarial point generation. Recently, many 3D attacks are proposed [21, 29, 30, 52, 53, 56, 61, 65–67]. However, to our best knowledge, very few works study adversarial attack on 3D sparse convolution network.
3. Approach

3.1. Preliminary

Given a point cloud with $N$ points, we define the set of point cloud XYZ coordinates $X = \{x_1, x_2, \ldots, x_N\} \in \mathbb{R}^{N \times 3}$ and features $F = \{f_1, f_2, \ldots, f_N\} \in \mathbb{R}^{N \times D}$. We let $D = 3$ if the features are RGB colors. The set of ground-truth labels $Y = \{y_1, y_2, \ldots, y_N\} \in \{0, 1\}^{N \times Q}$ is constructed by one-hot vectors in $Q$ classes.

After voxelization in 3D grid, $N$ points are converted into $M$ sparse voxels, where $M \leq N$. Each sparse voxel contains at least one point in the point cloud. Following the definitions above, we consider the set of normalized voxel XYZ coordinates $\mathcal{X} = \{x_1, x_2, \ldots, x_M\} \in \mathbb{R}^{M \times 3}$, features $\mathcal{F} = \{f_1, f_2, \ldots, f_M\} \in \mathbb{R}^{M \times D}$, and ground-truth labels $\mathcal{Y} = \{y_1, y_2, \ldots, y_M\} \in \{0, 1\}^{M \times Q}$. The voxel size is unified as 1 in $\mathcal{X}$ after voxelization.

The sparse convolution network can be defined as:

$$\{y_m\}_{m=1}^M = SCN(\{(x_m, f_m)\}_{m=1}^M, \theta),$$

where $\{y_m\}_{m=1}^M \in \mathbb{R}^{M \times Q}$ is the network output scores for $M$ voxels in $Q$ classes, and $\theta$ represents the network parameters.

3.2. Dynamics-aware Adversarial Attack

In this paper, we focus on white-box attacks using backpropagation gradients throughout the victim network based on the fast gradient method [18, 26]. To illustrate the difference between our dynamics-aware attack and traditional attack, i.e. dynamics-unaware attack, we consider a sparse convolution kernel with weights $W \in \mathbb{R}^{C \times D' \times D}$ that operates on a voxel coordinate $x_m \in \mathcal{X}$. The weights $W$ can be broken down into spatial weights $W_u$ with $C$ matrices of size $D' \times D$, where $u \in \mathbb{Z}^3$ is a coordinate offset belonging to $S \in \mathbb{Z}^{C \times 3}$. The convolution output feature $f_m \in \mathbb{R}^{D'}$ is derived as:

$$f_m' = \sum_{x_q \in \mathcal{K}(x_m, \mathcal{X}, S)} W_{x_q-x} f_q \quad \text{for} \quad x_m \in \mathcal{X}, \quad (2)$$

where $\mathcal{K}(x_m, \mathcal{X}, S) = \{x_q | x_q = x_m + u \in \mathcal{X}, x_q \in \mathcal{X}, u \in S\}$ is a collection of sparse voxel coordinates in $\mathcal{X}$ covered by the kernel shape centered at $x_m$. Because in most cases the sparse convolution has no bias, we only show the weights in (2).

However, the sparse convolution only conducts on existence voxel. If the voxel $x_m$ does not contain point(s) and disappears after one attack step, the convolution on voxel $x_m$ becomes invalid. This change in network architecture causes the learned perturbation may not be efficient to the changed new architecture. To show this specific characteristic of sparse convolution, we introduce an occupancy function $o(x, \mathcal{X})$ to indicate the existence of an arbitrary voxel coordinate $x \in \mathbb{Z}^3$ in current sparse voxels $\mathcal{X}$:

$$o(x, \mathcal{X}) = \begin{cases} 1, & x \in \mathcal{X} \\ 0, & x \notin \mathcal{X}. \end{cases} \quad (3)$$

Fast gradient method (FGM). In traditional gradient calculation, we actually treat $o(x, \mathcal{X})$ as a constant value $o_x$. We can release sparse convolution into generalized sparse convolution that operates on every voxels in 3D grid regardless of whether the voxel contains point(s). The two kinds of convolutions share the same weights, and they behave the same when the voxel is valid, i.e. $o_x = 1$. In this case, (2) becomes:

$$f_m'_{\text{FGM}} = o_x \left( \sum_{x_q \in \mathcal{K}(x_m, \mathcal{X}, S)} W_{x_q-x} f_q \right) \quad \text{for} \quad x \in \mathbb{Z}^3. \quad (4)$$

If the convolution has a bias, the occupancy value is multiplied by the final result of the convolution.

When calculating gradients of an existence voxel $x$ without consideration of the potential changes of sparse convolution, the partial derivative of $f_m'_{\text{FGM}}$ with respect to $x$ is:

$$\frac{\partial f_m'_{\text{FGM}}}{\partial x} = o_x \left( \sum_{x_q \in \mathcal{K}(x_m, \mathcal{X}, S)} W_{x_q-x} \frac{\partial f_q}{\partial x} \right). \quad (5)$$

Leaded gradient method (LGM). To be aware of the dynamic location of sparse convolution, we consider the changes of the occupancy values $o(x, \mathcal{X})$ along with the perturbations on the input. We present a dynamics-aware sparse convolution and rewrite (4) as:

$$f_m'_{\text{LGM}} = o(x, \mathcal{X}) \left( \sum_{x_q \in \mathcal{K}(x_m, \mathcal{X}, S)} W_{x_q-x} f_q \right) \quad \text{for} \quad x \in \mathbb{Z}^3. \quad (6)$$
Although \( f'_{FGM} \) and \( f'_{LGM} \) in (4) and (6) are the same in value, the formulas of gradient calculation are different. The partial derivative of \( f'_{LGM} \) in (6) with respect to \( x \) is:

\[
\frac{\partial f'_{LGM}}{\partial x} = \frac{\partial}{\partial x} \left( \sum_{x_q \in K(x, X, S)} W_{x_q} \cdot \frac{\partial f_q}{\partial x} \right) + \frac{\partial}{\partial x} \left( \sum_{x_q \in K(x, X, S)} W_{x_q} \cdot f_q \right) .
\]

(7)

Compared with traditional fast gradient calculation that does not consider dynamic architecture changes in (5), we can discover that (7) has one more derivative on \( \frac{\partial o(x, X)}{\partial x} \), which ensures the existence change of convolution is reflected in the back-propagated gradients. Later we will show the hard occupancy \( o(x, X) \) is released into a soft occupancy \( \hat{o}(x, \lambda^{pt}) \) for our dynamics-aware sparse convolution. The definition domain of \( x \) in (6) is further restricted to existing sparse voxels and a number of surrounding empty voxels for computational cost reduction. Figure 2 illustrates the difference among sparse convolution, generalized sparse convolution and our dynamics-aware sparse convolution in 2D grid.

**Non-differentiable function \( o(x, X) \).** The occupancy function \( o(x, X) \) is built on the voxel coordinate, while the final goal of our attack is to obtain gradients of input point cloud coordinates \( \lambda^{pt} \). A straightforward strategy is to further calculate a partial derivative with respect to a point \( x^{pt}_n \) as \( \frac{\partial x}{\partial x^{pt}_n} \). Because the occupancy function in (3) and the voxelization process are both not everywhere differentiable in the domain of definition, the gradient quality would be poor.

We choose to reformulate the hard occupancy \( o(x, X) \) into a differentiable soft occupancy \( \hat{o}(x, \lambda^{pt}) \approx o(x, X) \) that requires point coordinates as input. We consider the occupancy value of an arbitrary voxel \( x \) in 3D space is essentially determined by a conditional statement: “If at least one point in the point cloud belongs to the voxel, then the occupancy value is 1, and otherwise 0.” This process can be split into two stages: 1) obtain a relation value equal to 0 or 1 to show the existence of the point \( x^{pt}_n \) in the given voxel \( x \), and 2) gather all the relation values for the given voxel \( x \) together and find whether 1 exists. If at least one relation value equals 1, then the occupancy value of the given voxel is 1, and otherwise 0. However, both the two stages are not everywhere differentiable, so we need to find functions to approximate them.

For the first stage, we follow the Backward Pass Differentiable Approximation (BPDA) method in [3] to present a differentiable function \( r(x, x^{pt}_n) \) for occupancy calculation. When the point \( x^{pt}_n \) is nearer to the center of the voxel \( x \), we let the output relation value higher and closer to 1. Some functions have been proposed to solve the non-differentiable problem in voxel occupancy, like bilinear interpolation [53] and radial basis function [42]. In this paper, we construct a sigmoid-like function and find it more suitable in attacks of 3D voxel-based network. The differentiable relation function is as follows:

\[
d(x, x^{pt}_n) = \frac{1}{1 + \exp(\lambda(d(x, x^{pt}_n) / |x - 0.5|),)
\]

(8)

\[
r(x, x^{pt}_n) = \prod_{i \in [0,1,2]} \frac{1}{1 + \exp(\lambda(d(x, x^{pt}_n) / |i - 0.5|))}
\]

(9)

where \( d(x, x^{pt}_n) \in \mathbb{R}^3 \) outputs a distance vector between the point and the voxel center, and \( L \) is the voxel size, \( d(x, x^{pt}_n)[i] \) represents the \( i \)-th element in the outputed distance vector of \( d(x, x^{pt}_n) \), and \( \lambda \) is a parameter that controls the slope near the voxel boundary. Figure 3 shows the visualization results of our sigmoid-like function, bilinear interpolation, and radial basis function. Our sigmoid-like function significantly outperforms the other two existing methods. See supplementary for more details.

For the second stage, we consider the gathering as an “or” operation in nature and present a differentiable function \( g(\cdot) \) for this operation. Finally, our reformulated \( \hat{o}(x, \lambda^{pt}) \) is derived as follows:

\[
\hat{o}(x, \lambda^{pt}) = g(x, x^{pt}_n) \approx \frac{1}{1 - \prod_{x^{pt}_n \in \mathcal{N}(x, \lambda^{pt})} (1 - r(x, x^{pt}_n))}
\]

(10)

where \( \mathcal{N}(x, \lambda^{pt}) \) is a subset of point cloud \( \lambda^{pt} \) to reduce the huge computational costs. For a given voxel \( x \), we only gather the relation values of those points that possibly exist in the voxel after one attack step. If a voxel has no points to gather values, the voxel is ignored throughout the network. Therefore, we actually extend existing \( M \) sparse voxels into \( M' \) voxels, by adding a number of surrounding empty voxels that are possibly valid after one attack step. In our implementations, the step size at each iteration to perturb the point cloud coordinates is set very small for better optimizing performance. We find \( M' \approx 1.5M \), so the computational cost of our extended convolutions is tolerable. By
multiplying the specially designed occupancy function on every convolution, we can obtain a ledged gradient that is aware of the dynamic network architecture.

**End-to-end attack.** In this part, we construct an end-to-end gradient for the cost function built on network predictions with respect to input point cloud coordinates. Two issues shatter the gradient propagation and also cause the lagged gradient problem.

The first issue is the non-differentiability in the voxelization process, which makes the gradient unable to be back-propagated from input sparse voxel features to point cloud coordinates. In some networks, the point cloud coordinates are incorporated into their corresponding point cloud features. After the voxelization process, a portion of point coordinates still exists in voxel features, which enables gradient back-propagation. However, not all networks satisfy the above setting. To solve this issue, for a given voxel we first adopt the relation values in (9) as weights to interpolate the voxel features with point coordinates. Similar to the location changes of sparse convolutions in the network, the input sparse voxels will also dynamically change during attacks. We then follow the strategy in ledged gradient formulation to extend the \( M \) input voxels into \( M' \) voxels.

The second issue is how to construct a cost function on the output of the sparse convolution network. An intuitive way is to directly apply a cost function between the network outputs on \( M \) occupied voxels with their ground-truth labels, but the ground-truth voxel labels obtained from point cloud labels will change along with the perturbation of input point cloud coordinates. Similar to the process of voxelization, we conduct a symmetrical process as “devoxelization” by interpolating the label scores from \( M' \) sparse voxels into \( N \) points. See supplementary for more details on voxelization and devoxelization.

We can derive the final version of our modified sparse convolution network as:

\[
\{\hat{y}_m\}_{m=1}^{M'} = \text{NewSCN}(\{(x_m, f_m)\}_{m=1}^{M}, \lambda^{\text{pt}}, \theta),
\]

where \( \{f_m\}_{m=1}^{M'} \) is reformulated to be controlled by input point cloud coordinates through voxelization, and the voxel predictions \( \{\hat{y}_m\}_{m=1}^{M} \) will be further converted into point cloud predictions \( \{\hat{y}_n^{\text{pt}}\}_{n=1}^{N} \) by devoxelization. We then conduct a cost function between the point cloud predictions \( \{\hat{y}_n^{\text{pt}}\}_{n=1}^{N} \) and ground-truth labels \( \{y_n^{\text{pt}}\}_{n=1}^{N} \). Compared with (1), we extend the number of input and output voxels into \( M' \) and add an input \( \lambda^{\text{pt}} \) to indicate that the locations of convolutions are controlled by the occupancy function in (10).

4. Experiments

In this section, we evaluate our proposed dynamics-aware attack on two core tasks in 3D point cloud processing: semantic segmentation and classification, and analyze its performance against baseline dynamics-unaware methods.

4.1. Datasets

We conduct experiments on four datasets, including the ScanNet, S3DIS, SemanticKITTI, and ModelNet40 datasets.

**ScanNet** [11] is a large-scale indoor 3D dataset containing 1,613 scans acquired in 707 distinct spaces with semantic annotations. For semantic segmentation, 20 semantic classes are used for evaluation. The dataset is split into 1,201 training scans, 312 validation scans, and 100 testing scans. We perturb the point clouds in validations scans to attack the model.

**Stanford 3D Indoor Spaces (S3DIS)** [1, 2] includes 271 3D indoor scans across six areas originating from three different buildings of mainly educational and office use. All scans are annotated with 13 semantic classes. We conduct attacks on scans in area 5, while the victim model is trained with the other five areas.

**SemanticKITTI** [4] is a large-scale outdoor driving-scene 3D dataset containing 43,552 densely annotated LiDAR scans belonging to 22 sequences. It is based on the KITTI Vision Odometry Benchmark [17] and collected by Velodyne-HDLE64 LiDAR in Germany. The dataset splits sequences 00–07 and 09–10 as training set, sequence 08 as the validation set, and sequences 11–21 as the test set. The semantic segmentation is evaluated on 19 classes. We use the validation set to attack the model.

**ModelNet40** [59] contains 12,311 3D CAD models from 40 common object categories in the world. It splits 9,843 objects for the training set and 2,468 for the testing set. We follow the data preparation proposed by Qi et al. [39] to uniformly sample 2,048 points from the surface of each object. For adversarial attack, we perturb point clouds in the testing set.

4.2. Implementation Details

For both semantic segmentation and classification, we compute a cross-entropy loss over ground-truth labels and their corresponding network output scores for gradient back-propagation. In each attack step, we adopt the normalized gradient method in [29] to constrain the perturbation for each point onto the surface of a 3D cube by \( L_\infty \) norm. The step size for each attack step is predefined manually. The attack budget \( \epsilon \) is the maximum magnitude in \( L_\infty \) norm between the original input and the adversarial example.

Throughout the experiments, we present two baseline methods including random perturbation and Fast Gradient Method (FGM). FGM directly adopts the formula in Section 3.1 and constructs the cost function between voxel predictions and ground-truth labels. Other attack details
of FGM are the same with our Leaded Gradient Method (LGM), including the parameter $\lambda$ in (9), iteration number, and step size. For a fair comparison, we conduct random perturbation with the same iteration number as FGM and LGM. For some conditions that the point features do not contain point coordinates, i.e., the experiments on the ScanNet and S3DIS datasets, we interpolate the point coordinates into voxel features enable gradient back-propagation.

We also compare our LGM with the recent state-of-the-art methods on adversarial point cloud perturbation. These methods are proposed for single object classification and are based on C&W [7] that requires a distance loss between adversarial sample and its corresponding clean sample. Therefore, they cannot be directly applied to large-scale point cloud scenes for segmentation due to the huge memory costs in distance calculation. Instead, we compare our method with the recent PointPert [60] and KNNPert [52] methods on the object classification task, with implementation codes in [58].

4.3. Results and Analysis

We evaluate the performance of our LGM and other dynamics-unaware methods on two core tasks in 3D point cloud processing: scene-level semantic segmentation and object-level classification.

**Scene-level semantic segmentation.** Since 3D sparse convolution network is widely used for semantic segmentation in large-scale point cloud scenes, we first present its performance on semantic segmentation under attacks. We adopt MinkowskiNet [10] on the ScanNet, S3DIS, and Cylinder3D [68] on the SemanticKITTI dataset for semantic segmentation. The two network architectures are both built on the base of 3D sparse convolution.

Table 1, 2 and 4 show the attack results on the ScanNet, S3DIS, and SemanticKITTI datasets in different budgets. “Bf. Attack” is “Before Attack” for short. On all datasets with all budgets, our LGM significantly outperforms the dynamics-unaware FGM and random perturbation, which fully validates the importance of the attack method to be aware of the dynamic architecture changes. On the ScanNet and S3DIS datasets, we find the performance drop from FGM to LGM is about twice as much as the drop from random perturbation to FGM. In contrast, the performance drop for LGM on the SemanticKITTI dataset is not as good as the ScanNet and S3DIS datasets. This phenomenon can be explained by the fact that the point cloud coordinates of the SemanticKITTI dataset are included in point features, while the point features of the ScanNet and S3DIS datasets only contain RGB colors. With the included point cloud coordinates, the gradients of the included coordinates can be back-propagation through the dynamic architecture changes.

![Figure 4. The qualitative visualization results of LGM on the ScanNet validation set and S3DIS area 5 in different budgets (m). The black areas in ground-truth are unlabeled.](image-url)
coordinates, the gradient back-propagation pass has better quality than those point cloud features that do not include coordinates. Therefore, the impact of dynamic architecture becomes less impressive in the context of a better gradient pass in features.

The results also reveal that there is a distinct performance drop when the budget is close to the voxel size of 0.02 m for the ScanNet dataset and 0.05 m for the S3DIS dataset. When the budget equals the voxel size, all points within a voxel can move out the voxel and their potential destinations cover not only their currently belonged voxel but all surrounding 26 voxels in 3D space. This phenomenon may not be obvious on the SemanticKITTI dataset, since the Cylinder3D network voxelize the point cloud in cylindrical-coordinate system with cylinder partition size (0.1 m, \(\frac{1}{2\pi}, 0.19\) m) for \((\rho, \theta, z)\).

We also present class-specific semantic IoUs on the ScanNet dataset in Table 3 to show the vulnerability of each class. The results show that other than the class \textit{floor} most classes are easy to attack, which is consistent with the visualization results in Figure 4. The class \textit{wall}, \textit{bed}, \textit{chair}, \textit{toilet} and \textit{bathtub} also have a certain degree of robustness. This may be explained by the fact that these robust classes have discriminative characteristics in their global shapes or locations, therefore they are difficult to be destroyed through local point perturbation by attacks. For the class-specific semantic IoUs on the S3DIS and SemanticKITTI datasets, see supplementary for details.

**Object-level classification.** We adopt Minkowski-iNet [10] on the ModelNet40 dataset for object classification. Table 5 shows the attack results in different bud-
Table 5. Point cloud classification accuracy results (%) on the ModelNet40 testing set in different budgets \( \epsilon \) (m) for various methods.

| Method       | \( \epsilon = 0.02 \) m | \( \epsilon = 0.05 \) m | \( \epsilon = 0.1 \) m | \( \epsilon = 0.2 \) m |
|--------------|--------------------------|--------------------------|--------------------------|--------------------------|
| Bf. Attack   | 92.38                    |                          |                          |                          |
| PointPert [60] | 84.40                    | 72.57                    | 35.90                    | 5.51                     |
| KNNPert [52]   | 82.62                    | 59.32                    | 19.81                    | 4.90                     |
| Random       | 85.73                    | 79.09                    | 41.73                    | 6.48                     |
| FGM          | 83.10                    | 64.06                    | 25.85                    | 3.81                     |
| LGM          | 82.46                    | 55.15                    | 19.12                    | 3.12                     |

5. Conclusion and Discussion

In this paper, we have investigated the lagged gradient issue in adversarial attacks for a kind of network that has dynamic architecture and have proposed a Leaded Gradient Method (LGM) for dynamics-aware adversarial attack. We take 3D sparse convolution network as a typical example to design our method. Specifically, we first analyze the missing part in traditional gradient calculation that considers the architecture changes. We then reformulate the gradient to better “leads” each attack step. Experimental results on semantic segmentation and classification show our LGM achieves impressive performance and outperforms dynamics-unaware baseline methods and recent methods.

**Limitations.** Our LGM method is based on the conventional FGM method [18,26] and reformulates the basic gradient to leded gradient. Further researches can be done on transferring more recent attack methods on top of our leded gradient to become dynamics-aware.

**Negative societal impact.** The proposed attack method may cause negative societal impacts in security by generating unnoticeable adversarial examples. This issue warrants further research to deeper investigate attack strategies to better defend them.
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Appendix

A. Relation Function

In the main text, we present a sigmoid-like function for occupancy calculation. There are two existing functions that can also be adopted in this situation, bilinear interpolation [53] and radial basis function [42]. The formula of bilinear interpolation (BI) is as follows:

\[ r_{BI}(x, x_{pt}^{m}) = \prod_{i \in \{0,1,2\}} (1 - d(x, x_{pt}^{m})[i]) \] (12)

where \( d(x, x_{pt}^{m}) \) is outputs a distance vector between the voxel center \( x \) and the point \( x_{pt}^{m} \). The formula of radial basis function (RBF) is as follows:

\[ r_{RBF}(x, x_{pt}^{m}) = \frac{1}{\alpha} \exp(-||d(x, x_{pt}^{m})||^2) \] (13)

where \( \alpha \) is a parameter to control the intensity. When the point \( x_{pt}^{m} \) belongs to the voxel \( x \), \( \alpha = 1 \), and otherwise \( \alpha = 26 \) (considering 26 neighbors in a 3 x 3 x 3 range).

Compared to bilinear interpolation and radial basis function, our sigmoid-like function has two important qualities: 1) the output of the sigmoid-like function is similar to the original hard function in most areas, so the sigmoid-like function can substitute the original function in forwarding propagation; 2) the sigmoid-like function has significant gradient variation near voxel boundaries. Therefore, when a point locates near the voxel boundary, the gradient will become distinctly large to force the point to quickly move in/out the voxel, instead of staying near the boundary.

Table 6 shows the performance on the ScanNet validation set in different budgets. The results validate the effectiveness of our sigmoid-like function (denoted as Sigmoid).

B. Attack Details

In this section, we give more details of our voxelization and devoxelization process for an end-to-end attack.

Voxelization. We first present the formulas of normal practice for voxel-based networks. Following the definitions in the main text, we denote the set of point cloud XYZ coordinates \( \chi_{pt} = \{x_{pt}^{n}\}_{n=1}^{N} \), features \( F_{pt} = \{f_{pt}^{n}\}_{n=1}^{N} \), and ground-truth labels \( \gamma_{pt} = \{y_{pt}^{n}\}_{n=1}^{N} \), and the set of voxel XYZ coordinates \( \chi = \{x_{m}\}_{m=1}^{M} \), features \( F = \{f_{m}\}_{m=1}^{M} \), and ground-truth labels \( \gamma = \{y_{m}\}_{m=1}^{M} \). The normal voxelization process can be described as follows:

\[ \hat{x}_{n} = \text{Floor}(x_{pt}^{n}/L) \text{ for } x_{pt}^{n} \in \chi_{pt} \] (14)

\[ \{\hat{x}_{n}\}_{n \in I} = \text{Unique}\{\hat{x}_{n}\}_{n=1}^{N} \] (15)

\[ \{x_{m}\}_{m=1}^{M} = \{\hat{x}_{n}\}_{n \in I} \] (16)

\[ \{\{f_{m}, y_{m}\}\}_{m=1}^{M} = \{\{f_{pt}^{n}, y_{pt}^{n}\}\}_{n \in I} \] (17)

where \( L \) is the voxel size, and indices \( I \) is a subset of \( \{n\}_{n=1}^{N} \) that satisfies \( |I| = M \).

Because the normal voxelization process is non-differentiable and dynamics-unaware, we then follow the strategy in leaded gradient formulation to use a differentiable function to interpolate the voxel features with point coordinates and extend the \( M \) input voxels into \( M' \) voxels. We use \( \chi' \) to denote the \( M' \) voxel coordinates with extended voxels. The existences of these \( M' \) input voxel features are control by occupancy function. For a voxel \( x_{m} \in \chi' \), the input voxel feature \( f_{m} \) is derived as follows:

\[ \tilde{f}_{m} = \frac{\sum_{x_{pt}^{n} \in N(x_{m}, \chi')} r(x_{m}, x_{pt}^{n}) f_{pt}^{n}}{\sum_{x_{pt}^{n} \in N(x_{m}, \chi')} r(x_{m}, x_{pt}^{n})} \] (18)

where \( r(x_{m}, x_{pt}^{n}) \) and \( \tilde{o}(x_{m}, \chi^{pt}) \) are defined in (9) and (10).

Devoxelization. Symmetrical to the voxelization process, we conduct a “devoxelization” process on the network voxel outputs by interpolating the label scores from \( M' \) sparse voxels into \( N \) points. Because the \( M' \) outputs of the network are already multiplied with occupancy values in (2), we first divide the outputs by their occupancy values to recover the natural values. Then, we interpolate the label scores from \( M' \) sparse voxels into \( N \) points. The label score \( \hat{y}_{m}^{n} \) for point \( x_{pt}^{n} \in \chi' \) is derived as follows:

\[ \hat{y}_{m} = \frac{\hat{y}_{m}}{\hat{o}(x_{m}, \chi^{pt})} \] (20)

\[ \hat{y}_{m}^{n} = \frac{\sum_{x_{m} \in M(x_{pt}^{n}, \chi')} r(x_{m}, x_{pt}^{n}) \hat{y}_{m}}{\sum_{x_{m} \in M(x_{pt}^{n}, \chi')} r(x_{m}, x_{pt}^{n})} \] (21)

where \( \hat{y}_{m} \) is the output label score for voxel \( x_{m} \in \chi' \), and \( M(x_{pt}^{n}, \chi') \) contains the coordinates of a set of voxels that the point \( x_{pt}^{n} \) possibly exists after one attack step. Therefore, we can conduct the attack point-to-point in an end-to-end way as shown in (11).

Other details. For the layers other than sparse convolution, including linear layer, non-linear layer, normalization layer, and pooling layer, we also consider their existence that conditions on each voxel and multiply their outputs

---

**Table 6. Point cloud semantic segmentation mIoU results (%) on the ScanNet validation set in different budgets**

| Method       | \( \epsilon = 0.005 \text{ m} \) | \( \epsilon = 0.01 \text{ m} \) | \( \epsilon = 0.02 \text{ m} \) | \( \epsilon = 0.05 \text{ m} \) |
|--------------|----------------------------------|----------------------------------|----------------------------------|----------------------------------|
| BI [53]      | 68.08                            | 60.21                            | 32.62                            | 11.73                            |
| RBF [42]     | 36.14                            | 16.62                            | 8.29                             | 5.00                             |
| Sigmoid      | 25.79                            | 11.51                            | 5.76                             | 3.83                             |

72.22
with occupancy values. If the stride $s > 1$, the output of the operation on each voxel is multiplied with a new occupancy value gathered with $g(\cdot)$ in (10) from a set of occupancy values covered by the stride space on the last layer.

### C. More Experiment Results

In Table 7 and 8, we show the class-specific semantic IoUs on the S3DIS and SemanticKITTI datasets. We find ceiling, chair, floor, table, and wall are difficult to attack on the S3DIS dataset. These classes are consistent with the robust classes on the ScanNet dataset. For outdoor scene, we find car, building, vegetation are robust.