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Abstract—This work presents a novel, inference-based approach to the distributed and cooperative flocking control of aerial robot swarms. The proposed method stems from the Unmanned Aerial Vehicle (UAV) dynamics by limiting the latent set to the robots’ feasible action space, thus preventing any unattainable control inputs from being produced and leading to smooth flocking behavior. By modeling the inter-agent relationships using a pairwise energy function, we show that interacting robot swarms constitute a Markov Random Field. Our algorithm builds on the Mean-Field Approximation and incorporates the collective behavioral rules: cohesion, separation, and velocity alignment. We follow a distributed control scheme and show that our method can control a swarm of UAVs to a formation and velocity consensus with real-time collision avoidance. We validate the proposed method with physical UAVs and high-fidelity simulation experiments.

I. INTRODUCTION

With recent developments in aerial robotics, large-scale Unmanned Aerial Vehicle (UAV) swarms show potential in numerous application domains, such as environmental monitoring, performing search and rescue operations, and facilitating the burgeoning demand for mobile cellular networks [1], [2]. Extensive literature addresses the problem of controlling large gatherings of UAVs, with varying degrees of scalability, optimality, flight performance, and control architecture. However, as pointed out in recent work [3]–[5], coordinating such formations online while avoiding collisions is still challenging. Further, small-scale UAVs have limited computational capabilities, making it extremely difficult to perform computationally expensive controlling and planning on board.

These challenges have inspired researchers to investigate the functionality of biological swarms that richly demonstrate collective behavior while adhering to physical and dynamic constraints [6]. It has long been known that the flocking behavior of birds can be accounted for by a set of simple rules, namely cohesion, separation, and velocity alignment [7] [8]. We propose a novel framework based on statistical inference to incorporate swarming rules to coordinate multiple robots. Specifically, our approach stems from the differentially flat dynamics of quadrotors and yields a formation and velocity consensus. Such a scheme bolsters the behavioral rules to the robots’ dynamics and thus significantly improves the feasibility of the trajectories by averting any unattainable control inputs. Since the outcome space follows the robots’ dynamic model, it greatly reduces the learning and tuning efforts needed.

Myriad literature from different domains, such as particle phase separation [9], image segmentation [10], and Simultaneous Localization And Mapping (SLAM) [11], amply explore Markov Random Field (MRF)-based approaches to model agent interactions in different systems. MRFs provide a compelling framework for describing the behavioral rules underlying flocking. Therefore, the key idea of this work subsumes the notion that a neighborhood of communicating robots in a swarm constitutes an MRF. By modeling the interactions among robots using a Self-Propelled Particle (SPP)-based energy function, we define a domain for the random variables induced by the robots’ control actions. We propose inference on the Markov network to approximate the best control input that minimizes the energy inside the neighborhood. Since our method’s coordination and collision avoidance depend on reacting to the neighborhoods online, we emphasize the necessity of a computationally tractable inference method. Thus, we propose using an approximate yet fast variational inference-based Mean-Field Approximation (MFA) to keep the computational effort bounded.

The main contribution of our work is a novel, distributed, flocking algorithm that combines differentially flat dynamics. We validate the consensus reaching procedure of our method with simulations and physical robot experiments. Further, we provide evaluation results for the convergence of the proposed algorithm for varying neighborhood sizes and a comparison of the velocity consensus reaching process against the Vicsek model [12]. In contrast to existing UAV swarm formation control methods [3] [5] [13], our method does not require explicit collision constraints or extensive training [2] [14]. Furthermore, due to the fast converging nature, our method is suitable for use in real-time aerial swarm coordination.

II. RELATED WORK

Numerous studies have been conducted on navigation and formation control of aerial robot swarms of varying sizes in indoor and outdoor environments [3], [5], [15]–[17]. Even though the state-of-the-art aerial swarms contain thousands of members, the trajectories are mainly precomputed and stored before execution [14]. Convex programming-based formation control methods are proposed in [4] [5] and [13] with online trajectory computations. However, none of the methods have demonstrated fundamental flocking behaviors, though [5] shows the capability to split and merge robot teams during the navigation. In [18], the authors used the
collective motion of mosquitoes to derive a real-time pursuit law for quadrotors.

On the other hand, evolutionary algorithms [14] and graph neural network-based methods [2] have shown promise in achieving emergent behavior in quadrotor swarms with local communications. The authors have demonstrated flocking with cohesion and velocity consensus behaviors, yet the approaches are greatly susceptible to tuning and learning. Vásárhelyi et al. [19] reported unavoidable oscillations in the real hardware during the navigation incurred by the flocking controller. Further, [20] and [21] propose data-driven approaches for the vision-based flocking of quadrotors. In [22] and [23], the authors proposed an MRF-based approach to coordinate a swarm of robots. However, they discuss neither flocking consensus nor the dynamics of the particles.

Numerous methods have been proposed in the swarming community to simulate self-organizing behavior with propelled particle dynamics [24]–[26]. Many such methods suffer from issues of unbounded collision avoidance forces [26] and irregular fragmentation [6]–[24]. These limitations, especially the former, can lead highly agile aerial vehicles to crash. Eliminating such unfeasible inputs while preserving the consensus is not trivial and highly dependent on tuning parameters. To address this issue, we tailor the control input space to suit the robots’ physical limitations by eliminating the possibility of producing dynamically unfeasible trajectories. We place our work in the conjunction of aerial robot formation control, flocking algorithms, and multi-agent planning algorithms.

III. PRELIMINARIES

A. Markov Random Fields

Markov networks or MRFs represent the relationships among interacting random variables when the directionality among them is irrelevant. In this work, we assume that there exist symmetrical interactions among homogeneous robots in a local neighborhood, and these constitute the framework of undirected graphical models. We start by defining the concept of factors in an MRF.

Let \( X = \{X_1, \ldots, X_N\} \) be a set of random variables in an undirected graphical model.

**Definition 1.** Let \( D \subset X \). We define factor \( \phi \) as a generic function that maps the values of \( D \) to a real number. Thus, \( \phi : \text{Value}(D) \rightarrow \mathbb{R} \).

We now define the joint probability distribution for \( X \) parameterized by a set of factors \( \Phi \).

**Definition 2.** By considering a complete factorization \( \Phi \) of distribution \( X \), over subsets \( D_1, \ldots, D_M \), we define the joint probability function as

\[
P_\Phi(X_1, \ldots, X_N) = \frac{1}{Z} \prod_{i=1}^{M} \Phi(D_i),
\]

where \( \prod_{i=1}^{M} \Phi(D_i) = \phi_1(D_1) \times \phi_2(D_2) \times \cdots \times \phi_M(D_M) \)

and \( Z = \sum_{X_1 \ldots X_N} \prod_{i=1}^{M} \Phi(D_i) \) is a normalizing constant called the partition function.

We now obtain a formulation where we can specify energies as factors. By using \( \phi(D) = \exp(-\epsilon(D)) \), where \( \epsilon \) is an energy function, and \( \phi(D) > 0 \), we rewrite Eq. (1) as

\[
P_\Phi(X) = P(X) = \frac{1}{Z} \exp\left\{ -\sum_{i=1}^{M} \epsilon_i(D_i) \right\}.
\]

Eq. (2) is also known as the log-linear form of the Gibbs distribution, \( P_\Phi(X_1, \ldots, X_N) \), defined over the factorization \( \Phi \). The strict positiveness of the factors ensures that the probability distribution is always positive. Further, we use this formulation to incorporate context-specific information of the UAV swarm in terms of energy functions. Particularly, Eq. (2) absorbs the concept that the interacting random variables prefer lower energy configurations, thus ideal for minimizing energies induced by other robots and the environment.

B. Dynamic Model

We derive time parameterized trajectories defined for a differentially flat dynamic model of a quadrotor and a finite set of control actions. Similar to previous works on motion primitive-based planning [27], the state space of a robot consists of the position and its \((n-1)\)-th derivatives. Let \( x \in \mathbb{R}^{n \times 3} \) be the state space and \( u \in \mathbb{R}^3 \) be the control inputs of the dynamic system. We use the notation, \( x = [p, \dot{p}, p^{(n-1)}]^T \), and \( u = p^{(n)} \) where \( p \in \mathbb{R}^3 \) is the position of the robot in SE(3).

By considering the differential flatness, we can represent the state space model as a linear time invariant dynamic system, \( \dot{x} = Ax + Bu \) where

\[
A = \begin{bmatrix} 0 & I_3 & 0 & \cdots & 0 \\ 0 & 0 & I_3 & \cdots & 0 \\ \vdots & \ddots & \ddots & \ddots & \vdots \\ 0 & \cdots & 0 & I_3 & \cdots \\ 0 & \cdots & 0 & 0 & I_3 \end{bmatrix}, B = \begin{bmatrix} 0 \\ \vdots \\ 0 \\ 0 \\ I_3 \end{bmatrix}.
\]

We show that given an initial state \( x_0 \) and a constant control input \( u \), the trajectory of a linear time-invariant system can be represented by a time parameterized polynomial, which is differentiable at least \( n \) times.

Assume time parameterized polynomial form for the resulting trajectory of the position \( p(t) \),

\[
p(t) = \sum_{q=0}^{\infty} d_q t^q q!,
\]

where \( q \) is the degree of the polynomial and \( d_q \) is the \( q \)-th coefficient. As the control input is the \( n \)-th derivative of the position trajectory, by differentiating \( n \) times,

\[
u = p^{(n)}(t) = \sum_{q=0}^{\infty} d_{q+n} t^q q!
\]

Considering \( u \) is a constant control for the time interval, by analyzing the terms on the right hand side, we get the coefficients \( d_{(n+1)} = d_{(n+2)} \cdots d_1 = 0 \) and, \( d_n = u \). By
integrating this control expression \( n \) times with the initial condition \( x_0 \).

\[
p(t) = \frac{v_i^n}{n!} + \cdots + \frac{a_i(x_0) t^2}{2} + v_i(x_0) t + \text{pos}(x_0), \quad (4)
\]

where \( a_i(x_0), v_i(x_0) \) and \( \text{pos}(x_0) \) denotes the acceleration, velocity and position components of the initial condition. As the degree of the position trajectory \( p(t) \) is \( n \), it is at least \( n \) times differentiable in \( t \) to obtain the higher-order states of the system such as velocity, acceleration, jerk, etc. Eq. (3) and Eq. (4) can be used to obtain the equivalent trajectory in state space form.

IV. Approach

In this work, we consider a neighborhood for each robot in the swarm, following the topological swarming model proposed in [28]. We assume that the robots are capable of periodically obtaining the state of its neighbors, with a planning horizon \( T_H \).

A. Robot Swarming Model

The number of neighbors in one’s interaction range directly affects the overall behavior of the swarm [29]; however, practical communication limitations hinder expanding the size of the neighborhood to the swarm width. The local neighborhood of any robot \( i \) in our work consists of its \( k \) nearest neighbors. We refer to \( i \) as the root of the neighborhood. In addition to inter-agent relationships, we substantiate context-specific information to the swarming model in terms of external perturbations (e.g., obstacles, roost, and virtual boundaries). We discuss the quantification of such relationships within a swarm and represent them using energy functions. In order to represent different interactions within a swarm, we render two types of energy functions: pairwise (for robot-robot interactions) and unary (for external perturbations).

1) Interaction Energy: The interaction energy combines the cohesion and separation rules to define a pairwise energy function \( \psi_p \) that has a minimum energy at a characteristic length-scale (Fig. 1(b)). Our formulation is similar to the Morse potential, which is a widely employed energy function in swarm and statistical physics domains [26] [30], to model the interactions among SPPs. For any two neighboring robots, \( i \) and \( j \), with states \( x_i \) and \( x_j \), we define \( \psi_p \) as

\[
\psi_p(x_i, x_j) = -a \exp\left(-\frac{d_{ij}}{k_a}\right) + b \exp\left(-\frac{d_{ij}}{k_r}\right), \quad (5)
\]

where \( d_{ij} = \|\text{pos}(x_i) - \text{pos}(x_j)\|, \ k_a, k_r > 0, \ k_a > k_r, \ \frac{k_a}{k_r} < 1 \). We define the two terms in Eq. (5) as the attraction and the separation kernels, respectively. The defining characteristics of the Morse potential function depend on constraining the parameters \( a, b, k_a, \) and \( k_r \) as mentioned. Fig. 1(b) shows the change of interaction energy with respect to the distance between two robots. Therefore, in the absence of external perturbations, we expect the robots to converge into a consensus formation with the average distance between the robots approximately equal to the local-minima of \( \psi_p \).

2) Roosting Energy: We incorporate perturbations that solely depend on the state of an individual agent and sources that are external to the swarm as a unary energy function, \( \psi_u \). The main purpose of the roosting energy function is to constrain the robots’ flocking to a geographical area of interest (roost). In real-world applications, one may design unary functions to represent an area with obstacles: a high-security zone in an urban environment, possibly demarcated by an equipotential line. Assuming that the only external perturbation in an obstacle-free environment is caused by their preference toward the roost, we define the roosting energy of a robot \( i \) as a function of the position \( \text{pos}(x_i) \) and a roosting center \( R \in \mathbb{R}^3 \). Therefore,

\[
\psi_u(x_i) = \exp\left(-\frac{\|\text{pos}(x_i) - C_R\|}{k_R}\right), \quad (6)
\]

where \( k_R > 0 \) and \( C_R \) is a centroid of a known region in the environment, to which we refer as the roost.

B. Search Space

Planning motion in robots using a set of deterministic control actions is a well-established concept and used in the literature [27] [31]. Typically, the discretized action space is combined with the robot’s state space using a state-action graph called state lattice, which is later coupled with a graph search to generate motion plans for robots. However, in multi-robot settings, the dimensionality of such state lattice representations tends to explode with the number of robots, possible actions, and states, making such methods computationally intractable in real time. Thus, we limit the search space in our work to a set of finite trajectories defined for a single planning horizon. By limiting the horizon length \( T_H \rightarrow \delta t \), we achieve reactive and real-time behavior in robots. The cost of each trajectory is evaluated with respect to the energy functions \( \psi_p \) and \( \psi_u \) and the state of each trajectory at the end of the planning horizon, \( \delta t \) time.

First, we define a set of deterministic control actions based on the physical limitations of the robots. Let \( u_{max} \in \mathbb{R}^d \) be the maximum possible control input for a robot over the axis \( d \). Let \( u_{max}^d \) be a discretization step. Hence, we define \( u = (2u_{max}^d/d + 1) \) number of control actions along dimension \( d \), within \( [-u_{max}^d \ u_{max}^d] \). By combining the control actions along the 3 dimensions, we obtain the control action space for any robot as \( U \) where the cardinality of \( U \) is \( \mu X \mu Y \mu Z \). Note that \( U \) is constant throughout the navigation. By exploiting the trajectory generation method presented in
the preliminaries, we construct time-parameterized trajectories $l(t)$, for each control input $u \in \mathcal{U}$ and the robot state $x$. Without a loss of generalization, we extend the formulation in Eq. (4) to be a three-dimensional trajectory for any $u \in \mathbb{R}^3$ and $\text{pos}(x) \in \mathbb{R}^3$. For each $l(t) \in \mathbb{R}^3$ and $n = 2$, where control inputs lie in the acceleration domain,

$$l(t) = u^2 t^2 + \text{acc}(x) t^2 + \text{vel}(x) t + \text{pos}(x). \quad (7)$$

Therefore, for any robot $i$, we define a search space $\mathcal{L}_i$, such that $\mathcal{L}_i(\mathcal{U}, x(t), t) = \{l_i(t), l_{i2}(t), \ldots\}$. Considering the differentially flat dynamics of aerial drones, we track any trajectory $l(t)$ along each dimension independently.

C. Markov Random Field Construction

Following the topological interaction rule, where each robot communicates with $k$ nearest neighbors, we construct a set of local neighborhoods. At the beginning of a planning horizon, each robot generates a complete (fully-connected) MRF corresponding to its local neighborhood. The completeness of the model helps us to embed the local information carried by each neighbor into the inference process. Formally, let $X = \{X_1, X_2, \ldots\}$ be the random variables of MRF, where $X_i$ is associated with the $i$-th neighbor. Further, $\text{Domain}(X_i) = \mathcal{L}_i(\mathcal{U}, x_i(t), t)$. It is important to note that the graphical model and the domain of the random variables are instances of a time-varying spatial distribution as the robots move.

Let $G$ be the underlying graph of the MRF with a set of vertices $V$ and edges $E$ where the the cardinality of $V$ is the number of robots in the local neighborhood.

Definition 3. A clique $c$ of a graph $G$ is any complete subgraph of $G$.

Let $C$ be a clique factorization of $G$ that consists of singly, $-c_u$, and doubly, $-c_p$, connected cliques. Therefore, $c_u, c_p \in C$. By associating previously defined pairwise and unary potential functions with each element in $C$, we define a Gibbs energy function for the local neighborhoods. Let $\Phi$ be the factorization of $X$ defined over $C$, where $\Phi_u$ and $\Phi_p$ are subsets of $\Phi$. For any $\phi_u \in \Phi_u$ and $\phi_p \in \Phi_p$, using the log linear form,

$$\phi_u(X_i) = \exp -\psi_u(x'_i), \quad (8a)$$

$$\phi_p(X_i, X_j) = \exp -\psi_p(x'_i, x'_j), \quad (8b)$$

where $X_i, X_j$ are two random variables in the MRF associated with robots $i, j$ and $x'_i$ is the state of robot $i$ after a horizon length $\delta t$. Formally, $x'_i = [\hat{l}_i(t + \delta t), \ddot{l}_i(t + \delta t), \dddot{l}_i(t + \delta t), \ldots]^T$ for any $l_i \in \mathcal{L}_i$.

Theorem 1. The probability of a local neighborhood forming in an environment can be parameterized by a set of pairwise and unary energy functions.

Proof. Using the definition of Gibbs distribution in product form Eq. (1) for the MRF defined over a local neighborhood,

$$P_{\Phi}(X) \propto \prod_{\phi_u \in \Phi_u} \phi_u(c_u) \prod_{\phi_p \in \Phi_p} \phi_p(c_p). \quad (9)$$

Substituting from the log linear form of factor potentials as in [8],

$$P_{\Phi}(X) \propto \exp \{-\sum_{c_u} \psi_u(c_u) - \sum_{c_p} \psi_p(c_p)\}. \quad (10)$$

However, $c_u$ and $c_p$ are unary and pairwise cliques of $G$, and they consist of vertices and edges of the original graph. Since $G$ is fully connected, we write the above with associated random variables as

$$P_{\Phi}(X) \propto \exp \{-\sum_{i \in N} \psi_u(x_i) - \sum_{i \in N} \psi_p(x_i, x_j)\}. \quad (11)$$

The summation of $\psi_u$ and $\psi_p$ inside the exponential function produces the neighborhood energy. It can be seen that the neighborhood energy changes with the value assigned to each random variable. Each trajectory assignment to the random variables postulates a different robotic formation at the end of the particular time horizon. As per the formulation of Eq. (11), higher neighborhood energies correspond to lower probabilities for the formation. Thus, we can use a Gibbs distribution parameterized by unary and pairwise factors to define the probability of each possible robot formation.

Furthermore, any trajectory distribution over the MRF is analogous to the root robot’s predictions on the neighbors’ future actions given the local information.

D. Mean Field Approximation with Velocity Alignment

Given a fully connected MRF defined over a local neighborhood, we approximate the posterior distribution to obtain the best trajectory assignment that minimizes the neighborhood energy. As the search space and the neighborhood grow in size, the computational cost of exact inference methods increases by magnitudes and becomes intractable in real-time. Therefore, we propose using inexact yet fast MFA in this work. Further, we incorporate the velocity alignment property into the update rule as a compatibility function.

Briefly, we seek an approximate distribution $Q(X) = \prod_i Q_i(X_i)$ that minimizes the Kullback-Leibler (KL) divergence with the true posterior distribution $P(X)$. One prevailing assumption in MFA is the independence of the random variables in the true posterior. However, as each planning horizon results in new posteriors, any disparities between the true and the approximated distributions will not be propagated into the future. By restricting the approximating posterior $Q(X)$ to a valid probability distribution and a product of the independent marginal distributions, we can obtain the following mean-field update rule. Due to the lengthy derivation of the update rule, we direct any interested readers to the Inference section of [32]. A disposition of the derivation can also be found in the supplementary material for [10].

$$D(Q||P_{\Phi}) = \mathbb{E}_{U \sim Q}[\ln \frac{Q(U)}{P_{\Phi}(U)}],$$

$$F(\tilde{P}_{\Phi}, Q) = \sum_{\phi \in \Phi} \mathbb{E}_Q[\ln \phi] + \mathbb{H}_Q(U)$$
Find \( \{Q_i(\mathcal{U}_i)\} \),

Maximizing \( F(\hat{P}_\Phi, Q) = \sum_{\phi \in \Phi} \mathbb{E}_Q[\ln \phi] + H(Q(\mathcal{U})) \),

Subject to \( Q(\mathcal{U}) = \prod_i Q_i(\mathcal{U}_i), \)

\( \sum_i Q_i(\mathcal{U}_i) = 1 \).

\[ Q_i(u_i) = \frac{1}{Z_i} \exp \{-\psi_u(x_i) - \sum_{u_j \in \mathcal{U}_j} \mu(\dot{x}_i, \dot{x}_j) \sum_j \tilde{Q}_j(u_j)\}, \]

\[ \tilde{Q}_j(u_j) = Q_j(u_j) \psi_p(x_i, \dot{x}_j). \] (13)

In order to incorporate the velocity alignment behavioral rule, we define \( \mu(x'_i, x'_j) \) as a velocity compatibility function that measures the distance between velocity components of \( i \) and \( j \) robots’ trajectory assignments. Therefore,

\[ \mu(x'_i, x'_j) = ||vel(x'_i) - vel(x'_j)||. \]

Firstly, we calculate the expected pairwise energy of a trajectory assignment \( l_i \) with respect to all the other robots \( \sum_{j \neq i} \tilde{Q}_j(l_j) \). Secondly, the velocity compatibility function penalizes the expected energy caused by the dissimilarity of the trajectories’ velocities. This increases the probability that the robots will have trajectories with likelier velocity components at the end of the time horizon. We consider the sum of the robots’ unary energy \( \psi_u(x'_i) \) and the weighted, expected pairwise energy as the total Gibbs energy of a given trajectory \( l_i \). Finally, we calculate the probability of each trajectory assignment \( Q_i(l_i) \) with Gibbs distribution Eq. (11).

**Algorithm 1:** Flocking algorithm for robot \( r \)

Initialization

for \( i = 1 \ldots r \ldots N \) do

\[ \mathcal{L}_i \leftarrow \mathcal{L}_i(\mathcal{U}, x_i, t) \]

\[ Q_i(l_i) \leftarrow \frac{1}{Z_i} \exp \{-\psi_u(x_i)\} \]

end

Approximation

while \( Q_{old}(\mathcal{L}) \neq Q(\mathcal{L}) \) do

\[ Q_{old}(\mathcal{L}) \leftarrow Q(\mathcal{L}) \]

\[ \tilde{Q}_i(l_i) \leftarrow \sum_{j \neq i} \tilde{Q}_j(l_j) \psi_p(x_i, \dot{x}_j) \]

\[ Q_i(l_i) \leftarrow \frac{1}{Z_i} \exp \{-\psi_u(x_i) - \tilde{Q}_i(l_i)\} \]

end

Execute arg max \( l_i \) \( Q_i(\mathcal{L}_i) \) on robot \( r \)

Algorithm 1 summarizes the key steps of our method into an iterative algorithm based on MFA. Here, we denote the root robot of the particular local neighborhood as \( r \) and the size of the neighborhood as \( N \). The algorithm runs on each robot \( r \) in the swarm simultaneously. The initialization step computes the search space \( \mathcal{L}_i \) for each robot in the neighborhood and their probability distributions based on the unary energies. We iterate the approximation step until the target probability distribution of each robot in the neighborhood converges. Finally, the root robot may execute the trajectory that maximizes the approximated marginal probability distribution of the corresponding RV.

V. EXPERIMENTS AND RESULTS

We experimented using the proposed method with teams of 3-10 quadrotors in physical and simulation environments. Each robot is armed with the tracking controller presented in [33], implemented on the Robot Operating System (ROS). For the hardware, we opted for Crazyflie 2.0 nano-drones with an external motion capture system for localization. For the experiments, we generated the trajectories with second-order \( (n = 2) \) control inputs, according to Eq. (7). Fig. 2 visualizes the main components of our system and their connections. The flocking algorithm and the inter-vehicle communication modules run at a fixed rate of \( 1/T_H \) and the latter depends on the ROS communication layer. For physical experiments, we used radio communication to transfer the resulting control commands to the root robots. Typically, the internal controllers of the drones run at loop rates higher than \( 250Hz \) for attitude control; however, we executed the inter-vehicle communication and flocking algorithm modules at a much slower and more realistic \( 1/T_H = 5Hz \) rate. To run the system with all the drone nodes and radio communications, we used a Linux system with an Intel i7 CPU and 16GB memory. Further, all the components were implemented in the C/C++ programming language. In addition, we used \( u_{max} = 1ms^{-2} \) and limited the maximum velocity of the robots to \( 1ms^{-1} \).

We assessed the convergence of the flocking algorithm for different search spaces with varying discretization steps, \( d_u \). Fig. 3(a) shows the initial, stationary robot distribution used for the experiments. We modeled the pairwise potential function in Eq. (5) with \( a = 5, b = 15, k_a = 1.5, k_r = 0.5 \) and used the origin as the roosting center, \( C^R \). We observed that changes in these parameters do not significantly affect the convergence rate of the flocking algorithm. However, changing the local minimum characteristics of the Morse potential reflects in the distances among the robots in the resulting cohesive aggregation.

Though individual robot controllers utilize incomplete information about the global state of the swarm, our algorithm achieved a formation and velocity consensus as in Figs. 3(d)-(e). Fig. 3(a) shows the convergence rate of the
flocking algorithm against the neighborhood size. We used KL divergence to measure the distance between two adjacent target distributions \( Q_{ol,d}(X), Q(X) \) in the approximation step. For a given planning horizon, the algorithm converged rapidly under 10 approximation iterations throughout the trials. Since the approximation step computes the expected pairwise energy of each trajectory for that of the neighbors, the computational cost grows quadratically with the neighborhood size. However, the proposed algorithm successfully converged within 200ms for considerably large search spaces and \( k \), which led the swarm to consensus \( k = 3 \). We experimented with a search space consisting of 25 trajectories and 10 robots and observed that the robots reached cohesion with minimal velocity differences while avoiding collisions with each other. Once converged, the shape of the formation remained roughly the same while maintaining the average distance among the robots as constant (Figs. 3(c), 3(d)).

We compared our method’s consensus reaching process to the algorithm proposed in [12], with the same topological and initial conditions. Briefly, self-propelled particles in the Vicsek model adjust their velocities and the heading directions in the neighborhood to reach the velocity consensus. Even though the Vicsek model reached the velocity consensus faster, Figs. 4(c)-(e) depict that the proposed method performed reasonably well to achieve even tighter alignments. Further, our method outperformed the Vicsek model by achieving cohesive formations, such as pentagons, by minimizing the interaction energy. In contrast, the particles in the Vicsek model did not show such behavior; refer to Fig. 4(d), as the original work overlooks the pairwise interactions [6]. We observed fragmentation in 3-dimensional formations caused by the highly combinatorial outcome space however, the motions visually resembled the collective behavior in natural swarms (Fig. 5(b)). Figs. 5(c)-(d) show the initial and final robots’ distributions for physical UAV experiments. We observed that collision avoidance dependent on the parameters of the interaction energy, mainly when operating in tight indoor spaces. Although the interaction energy function in Eq. (5) considers a homogeneity assumption, we denote that the proposed framework is also extensible toward heterogeneous robot swarms with different attraction and repulsion kernels. Further, when coordinating swarms in outdoor environments, with large inter-robot distances, it is possible to increase the planning horizon to discount communication and perception delays while keeping the collective behavior intact. A supplementary video demonstration for this work can be found at: https://youtu.be/KVkNUKgViSe

VI. CONCLUSIONS

In this work, we have proposed a novel approach to simulating flocking behavior with UAVs by utilizing the local information. We have employed an interaction energy-based approach to represent the robots’ relationships in the swarm. Our method embeds the UAV dynamics into the outcome-space and results in feasible trajectories for the vehicles. Consequently, our method eliminates the tedious parameter tuning phase of conventional flocking algorithms in practice. The resulting algorithm builds on MFA and can control a swarm of UAVs to flocking consensus while avoiding collisions. Due to the fast converging nature, this approach suits online UAV flocking control usage.
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