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Abstract: The electricity tariffs available to customers in Poland depend on the connection voltage level and contracted capacity, which reflect the customer demand profile. Therefore, before connecting to the power grid, each consumer declares the demand for maximum power. This amount, referred to as the contracted capacity, is used by the electricity provider to assign the proper connection type to the power grid, including the size of the security breaker. Maximum power is also the basis for calculating fixed charges for electricity consumption, which is controlled and metered through peak meters. If the peak demand exceeds the contracted capacity, a penalty charge is applied to the exceeded amount, which is up to ten times the basic rate. In this article, we present several solutions for entrepreneurs based on the implementation of two-stage and deep learning approaches to predict maximal load values and the moments of exceeding the contracted capacity in the short term, i.e., up to one month ahead. The forecast is further used to optimize the capacity volume to be contracted in the following month to minimize network charge for exceeding the contracted level. As confirmed experimentally with two datasets, the application of a multiple output forecast artificial neural network model and a genetic algorithm (two-stage approach) for load optimization delivers significant benefits to customers. As an alternative, the same benefit is delivered with a deep learning architecture (hybrid approach) to predict the maximal capacity demands and, simultaneously, to determine the optimal capacity contract.
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1. Introduction

The electricity market is unique in terms of storage and supply conditions, which makes it very demanding and difficult in comparison to other production systems [1]. Therefore, forecasting the load demand is of great importance. To address these inconvenient conditions, energy producers propose different energy tariffs and contract options for their customers. Usually, voltage level and individual contracted capacity are the main factors used to assign proper tariffs for commercial customers. This strategy ensures that fluctuations in energy demand are controlled, which provides insight into the energy quantity required to be generated and allows it to be transmitted to customers.

One of the main variables considered in the tariff structures is the capacity component, so the users are charged for the availability to use the maximum power, in line with the connection agreement, which is the maximum value of the averaged consumed power within the period of 15 min in an hour span [2]. In practice, households and small businesses are not charged for exceeding contracted capacity. On the other hand, if the declared capacity quantity is exceeded by business or industrial consumers connected to a low-, medium- or high-voltage network, a penalty charge is levied. In line with the government’s regulation with regard to the specific rules for the determination and calculation of tariffs and billing in the electricity industry [2], a fee is charged for exceeding the contractual...
capacity defined in the contract. The fee constitutes the product of the rate of capacity charge and the sum of ten largest quantities of the surplus consumed capacity over the contractual capacity, indicated by the measuring and clearing device or ten times the maximum amount of surplus of consumed capacity over the contracted capacity recorded during the reference period.

Generally, to avoid an overcontracted capacity amount, customers declare a level of contracted capacity that is much higher than their needs, which makes customers not use their planned capacity and pay, in fact, for unused power. Therefore, the objective of this paper is to select a suitable contract capacity for commercial customers to achieve the minimal electricity bill during the analyzed period. By using the proposed algorithms, the contract capacity can be estimated with good accuracy and thus deliver a value added to the customers.

1.1. Literature Review

**Time horizon selection.** Numerous papers consider load forecasting, and most of the works are mainly related to long-term optimization of the electricity purchase and distribution process by suppliers and distributors. In general, load forecasting has been investigated by utilities and electricity suppliers, where long-term load forecasts (LTLFs) are used to predict the annual peak of the power system [3–5] to manage future investments in terms of modernization and launch new units to maintain the stability of nationwide electricity demand over time periods of up to 20 years [6]. Medium-term load forecasts (MTLFs) use hourly loads to predict the weekly peak load for both power and system operation planning [7]. Short-term load forecasts (STLFs) usually aim to predict the load up to one week ahead, while very short-term load forecasts (VSTLFs) are used for a time horizon of less than 24 h. Both STLF and VSTLF have engaged the attention of most researchers since they provide necessary information for day-to-day utilities’ operations [8]. These forecasts also become useful when dealing with smart grids, microgrids, peak load anticipation, and intelligent buildings [9].

**STLF techniques.** The capacity consumed is usually measured directly from the measurement systems and is accounted for in accordance with the energy policy of a given country. For example, in Poland, the maximum load is measured in 15-min allowances [2], the same way it is counted in Taiwan [10]; in France, the interval span is 10 min for industrial customers [11].

In this article, we propose the short-term load forecasting (STLF) technique to forecast the maximum load taken from the grid. The STLF technique usually aims to predict the load up to one week ahead. There are a number of papers dedicated to short-term load forecasting of commercial customers for the purpose of contract capacity optimization. Most recent works include some classical techniques, such as autoregression (AR) models [12], linear regression models [13], dynamic linear and nonlinear models, general exponential smoothing models, spectral methods, and seasonal ARIMA models, which have been used to forecast load consumption [14–16]. Unfortunately, their capability to solve time series with complex seasonality and nonlinear series is limited, in favor of artificial neural network (ANN) techniques and expert systems [17–20]. Interestingly, the load forecasting field is one of the most successful applications of ANNs in power systems. Neural networks are able to deliver better performance when dealing with highly nonlinear series resulting from, e.g., the noninteger seasonality appearing as a result of averaging ordinary and leap years (365.25 days).

**Optimization.** There are various types of hardware and software solutions to support customers with optimization. For instance, load limiters are used to automatically disconnect the power supply circuit of the electrical installation in the event of exceeding the determined value of power and are often used to prevent overruns [21]. Another, more sophisticated option includes the electric power distribution and utility monitoring system, which support large and medium-sized sites in Japan in terms of energy efficient management, preventive maintenance and obvious capacity overruns [22].
In Poland, an application prototype was recently presented [23]. An optimization module has been introduced to optimize the level of contracted power using the Microsoft Time Series algorithm, which includes the ARTXP (Autoregressive Tree) algorithm for initial power value prediction and the ARIMA algorithm used to improve the prediction accuracy. The application analyzes historical data that may come from various sources, i.e., received invoices or direct measurements from monitoring devices. The described algorithm assumes monthly settlements with the electricity supplier and minimizes the total cost of power orders along with penalties for exceeding the contracted level on a monthly and annual basis. The disadvantage of this solution is the inability to capture the maximum values of the consumed power, where averaged consumption values are used to predict future values. In addition, when reading invoice data, reports for 15-min consumption values and daily consumption values are not available.

An easy solution is presented by Chan et al. [10] where to determine the electricity contract capacity level, they formulate the problem as a linear program to optimize the cost function, which only requires polynomial time. The application of the model to two real case studies demonstrated that industrial customers who are billed on the basis of Taipower tariffs can reduce their electricity bills with respect to contracted capacity.

Another hybrid solution presented by Hong et al. [24] is dedicated to power consumers with self-owned generation units. The study consists of introducing the improved Taguchi method, which includes the traditional Taguchi method [25] and particle swarm optimization method to search for the best combination of contracted capacities and the dispatched output of self-owned generating units. The comparison of the improved method with other traditional methods, including particle swarm optimization (PSO) [26], genetic algorithm (GA) [27] or linear programming (LP) optimization [10], demonstrated that, on the basis of real data of an optoelectronics factory in Taiwan with a self-owned generator, the total expenses for electricity are reduced.

In [28], the authors proposed a methodology for the reduction of electrical costs for large customers, such as industrial companies or hospitals, whenever the electric supply tariff contains a time-of-use factor and penalizations due to excess capacity demand (which is typical in many countries). The proposed methodology uses mathematical programming and forecasting tools to deliver substantial reduction on the electric bill of a large Spanish hospital.

With respect to the retail electricity market for the Polish market, the study by [29] revealed that 81% of customers could benefit from tariff optimization or switching. This suggests that customers are not necessarily aware of the benefits due to tariff change, since the majority of the individual customers in Poland have flat tariff plans.

Finally, it is worth mentioning that modern energy systems target the convergence of infrastructure for different energy carriers, which has recently become a major focus of research and development [30]. This creates additional conditions for optimization and long-term forecasting.

1.2. Contribution

Motivated by the aforementioned discussions, this paper presents a solution for small- and medium-sized enterprises from the C tariff group, concerning short-term load forecasts as a basis for calculating and optimizing the capacity required to avoid any additional fees related to exceeding the contracted capacity level.

The main contributions of the article can be summarized as follows:

- We develop a new, two-stage approach to determine the optimal capacity contract based on the predicted maximal capacity demands and genetic algorithms;
- As an alternative to the two-stage approach, we create a new deep learning architecture to predict the maximal capacity demands and, simultaneously, to determine the optimal capacity contract;
- We propose the incorporation of the quantile loss function in deep learning model learning for the benefit of accurate prediction of the maximum consumption;
• Through empirical analysis, we compare and choose the best forecasting strategy, i.e., direct multistep forecasting, recursive multistep forecasting and multiple-output forecasting.

Specifically, a long short-term memory (LSTM) artificial neural network (ANN) is constructed to forecast the load values and the moments of exceeding the contracted capacity in the short-term horizon, i.e., up to one month ahead. The forecast is further used to optimize the capacity volume to be contracted in the following month for the commercial customer to minimize network charge for exceeding the contracted level.

Long short-term memory networks belong to a complex area of deep learning methods. These are types of recurrent neural networks (RNNs) capable of learning order dependence in sequence prediction problems such as time series. The reason for using recurrent networks is that they are different from traditional feed-forward neural networks, and taking into account the complexity and volatility in electricity time series, RNNs are able to identify patterns and behaviors that traditional methods cannot achieve [31]. Recurrent neural networks contain cycles that feed the network activations from a previous time step as inputs to the network to influence predictions at the current time step. These activations are stored in the network, which can hold long-term temporal contextual information. This mechanism allows ANNs to exploit a dynamically changing contextual window over the input sequence history [32].

Standard RNNs often fail to learn correctly in the presence of time lags greater than 5–10 discrete time steps between the input events and target signals. As provided in [33], the LSTM model is not affected by this problem, and it can learn to bridge minimal time lags in excess of 1000 discrete time steps by enforcing constant error flow through “constant error carrousels” (CECs) within special units, called cells.

The remainder of this paper is organized as follows. Section 2 proposes a two-stage approach to optimize the electricity contract capacity problem. As an alternative to the two-stage approach, a deep learning solution is tested. Section 3 provides a detailed description of the tariff structure in Poland. Section 4 applies the models to real datasets for two commercial customers in Poland. Section 5 concludes with the comments and provides directions for future research.

2. Proposed Approaches to Optimize the Electricity Contract Capacity Problem

2.1. Two Stage Approach

2.1.1. Stage One—LSTM Electricity Load Time Series Forecasting

Time series forecasting is typically considered a one-step prediction. Because electricity load forecasting is essential for both the utility and the customer, it cannot be designed with one-step prediction. Maximum power is used by the utility to provide the right amount of power for customers, whereas it is the basis for calculating, usually monthly, fixed charges for industrial and business electricity users. Predicting multiple time steps is considered a multistep forecasting and includes prediction of the load values \( [L_{+1}, \ldots, L_{+h}] \) based on the historical load time series \( [L_{-1}, \ldots, L_{-N}] \) composed of \( N \) load observations, where \( h > 1 \) denotes the forecasting horizon. In this article, we use abbreviation \( h \) since our goal is to provide hourly forecasts.

In this paper, we analyze four strategies for electricity load forecasting: naïve forecasting, recursive multistep forecasting, direct multistep forecasting and a multiple-output strategy.

Naïve forecasting. The naïve forecast was considered in the following manner: for the forecasting horizon, the values observed for the same hour and same day of the four previous weeks were averaged and taken as a forecast. In practice, such approaches are considered a starting point to which other proposed methods should be compared. Once the results for those new methods are better, it is valid to conclude that it is worth putting the effort into the usage of these methods.

Direct multistep forecasting. This approach involves the development of separate models for each hour in the following month, which gives us up to 744 models
(31 days × 24 h). In the numerical example, we develop separate models for predicting the load required for each hour. The load prediction time series model form is given by:

\[ L_{t+1} = \text{model1}(L_{t-1}, \ldots, L_{t-N}) \]
\[ L_{t+2} = \text{model2}(L_{t-1}, \ldots, L_{t-N}) \]
\[ \vdots \]
\[ L_{t+744} = \text{model774}(L_{t-1}, \ldots, L_{t-N}) \]

(1)

Since separate models are used, there is no opportunity to consider the dependencies between the forecasts, e.g., the forecast at hour 2 is dependent on the prediction at hour 1, which is often the case in a time series.

**Recursive multistep forecasting.** This approach repeatedly uses a one-step model in which the prediction for the previous time interval is used as an input to make a prediction for the next time interval. Following the previous example, to predict the load for the next two months, we first developed a one-step load forecasting model. The developed model was used to predict hour 1 electricity load. The obtained value was further used as an observation input to predict the load for hour 2. The recursive multistep load prediction model is given by:

\[ L_{t+1} = \text{model}(L_{t-1}, \ldots, L_{t-N}) \]
\[ L_{t+2} = \text{model2}(L_{t+1}, L_{t-1}, \ldots, L_{t-N-1}) \]
\[ \vdots \]
\[ L_{t+744} = \text{model}(L_{t+743}, \ldots, L_{t-1}) \]

(2)

Because forecasts are used in place of previous observations, in the case of exceeding the contract capacity value in one month, the prediction values for the next months can quickly upgrade as the prediction time horizon increases.

**Multiple-output forecasting.** In this case, forecasting involves the development of a single model that is capable of predicting the entire forecast time horizon in a one-shot approach. Therefore, to predict the load required for the next month, e.g., one month, we developed one model and used it to predict the next month as one operation. The model form would be as follows:

\[ L_{t+1,\ldots,t+744} = \text{model}(L_{t-1}, \ldots, L_{t-N}) \]

(3)

The model can learn the dependence structure between inputs and outputs as well as between outputs.

Specifically, for the latter three approaches, i.e., direct multistep, recursive multistep and multiple-output, LSTM artificial neural networks (for more details, please see Section 2.2) were constructed to forecast the load values and the moments of exceeding the contracted capacity in the short-term horizon, i.e., hour by hour up to one month ahead. The forecast was further used to optimize the capacity volume to be contracted in the following month for the commercial customer to minimize network charge for exceeding the contracted level. The reason for choosing the neural network algorithms is that they are directly applicable to all three approaches (with almost the same structure) without the need to convert (combine) the one-output model to a multiple-output strategy. Additionally, LSTM networks are capable of learning long-term dependencies observed in electricity load time series.

Since the standard regression models predict the average value, it might happen that most of the forecasts will be underestimated. This would have huge implications for the optimization step because the search space will be compressed (squeezed) and the optimal contract will be set too low, e.g., 50 kW instead of 55 kW. In this case, a penalty charge will be applied to the exceeded amount, which is up to ten times the basic rate (please see Formula (6)).

To overcome the above problem, we apply the modified loss function for the aforementioned strategies to predict the contract value with the maximum consumption values as
well as the maximum load at specific hours and days of the week. That is why we carried
the function for 100 quantiles to check how large the maximum loads are. The quantile loss
for an individual data point is defined as:

\[
Q(\xi_i|\alpha) = \begin{cases} 
\alpha \xi_i, & \text{if } \xi_i \geq 0 \\
(\alpha - 1) \xi_i, & \text{if } \xi_i < 0
\end{cases}
\]

(4)

where \( \alpha \) is the required quantile (a value between 0 and 1) and

\[
\xi_i = y_i - f(x_i),
\]

(5)

where \( f(x) \) is the predicted (quantile) model and \( y \) is the observed value for the corre-
sponding input \( x \).

2.1.2. Stage Two—Load Forecast Optimization

In this article, we consider peaks over contracted capacity in a given month. Most
customers order the same amount of power for individual months of the year. If the peak
demand does not exceed the contractual capacity, a fixed capacity charge will be levied.
It constitutes the product of the fixed capacity rate \( R \) [PLN/kW], where PLN stands for
Polish Zloty and contracted capacity demand for month \( R_t \) in kW. To exceed the contractual
capacity defined in the contract, an additional surcharge for excess demand will be added.
The annual cost can be, therefore, expressed as:

\[
\text{Cost}_m = \begin{cases} 
R_m \cdot d_m, & d_m < d^c_m \\
R_m \cdot d_m + R_m \cdot (d_m - d^c_m) \cdot n_m, & d^c_m < d_m
\end{cases}
\]

(6)

\[
\text{Cost}_{\text{total}} = \sum_{m=1}^{\text{year}} \text{Cost}_m
\]

(7)

where

d^c_m — contracted capacity (kW) in month \( m \);
d_m — maximum demand amount (kW) in month \( m \);
n_m — the sum of up to ten largest amounts of surplus consumed capacity over the contrac-
tual capacity, indicated by the measuring;
R_m — rate of contractual capacity (PLN/kW) in month \( m \).

In this work, since 12 months of data are available, we consider the total cost over
10 months, i.e., March–December 2016, because January and February were considered for
model training (including variable calculations with delays). The solution that minimizes
the annual total contracted capacity cost and the penalties for excessive consumption over
the fixed capacity amount can be solved using particle swarm optimization [26], the genetic
algorithm (GA) [27] or even Excel’s solver for linear programming unless the solution is
trapped in a local minimum [10]. However, in this paper, we propose a GA that can find
multiple Pareto solutions for a multiobjective optimization problem in one run.

In principle, genetic algorithms are stochastic search algorithms inspired by biological
evolution and natural selection processes. The GA simulates an evolutionary process in which
the strongest individuals dominate the weaker individuals, reflecting the biological mechanism
of evolution, such as crossover, mutation, and selection (see Figure 1). For experiments, we
used the R package for GA because it provides a set of different optimization functionalities.
Since the search space is constructed based on the received forecasts, the genotype is represented as a floating-point value of real numbers. In this representation, in the first step, the algorithm produces the initial population (as presented on the left-hand side of Figure 1). The population consists of 50 individuals randomly generated from the uniform distribution from the range [0,100], i.e., The maximum demand across the investigated period for all datasets is 95; therefore, 100 in our opinion is reasonable. The fitness function controlling the optimization process is defined in Formula (6), i.e., arg min \( \text{Cost}_m \). The selection process is conducted based on fitness proportional selection with fitness linear scaling. Other genetic operators were set at local arithmetic crossover and uniform random mutation. The maximum number of iterations to run before the GA search is halted is set at 100. By default, the top 5% of individuals will survive at each iteration.

2.2. Hybrid Model for Optimization and Multipl Output Forecasting

The core part of the aforementioned strategies constitutes the deep neural network composed of several layers. These are fully connected dense layers [34] and LSTM layers. LSTMs are clearly designed to avoid a long-term dependency problem (e.g., vanishing gradients). Remembering knowledge for a long time is practically their default behavior. All recurrent neural networks take the form of a chain of repeating neural network modules. LSTM also has this chain-like structure, but instead of a single layer of neural network, there are four, interacting with each other in a very special way.

The key to LSTM is the so-called cell state \( C_t \), which is presented by the horizontal line running through the top of Figure 2. The state of the cell is similar to that of a conveyor belt. It runs straight down the entire chain, with slight linear interactions. It is very easy for unchanged information to flow through it. LSTM has the ability to delete or add to the state of the cell, precisely regulated by structures called gateways. This decision is undertaken by the “forget gate layer” built based on a sigmoid layer, denoted as \( f \) and with Formula (8). It checks \( h_t \) and \( x_t \) and displays a number from 0 to 1 for each number in the cell state \( C_{t-1} \), where 1 means “keep it completely” and 0 means “getting rid of it completely”.

During the next step (composed of two parts), the network decides what new information should be maintained in the cell state. First, the sigmoid layer \( i_t \) (Formula (9)), called the “input gate layer”, determines which values should be updated. Then, the \( \tilde{C}_t \) layer (Formula (10)) creates a vector of new candidate values that can be added to the state. Both outputs are then combined to create an update to the state.

\[
\begin{align*}
    f_t &= \sigma(W_f[h_{t-1}, x_t] + b_f),
    
    i_t &= \sigma(W_i[h_{t-1}, x_t] + b_i),

    \tilde{C}_t &= \tanh(W_{C}[h_{t-1}, x_t] + b_{C}),

    C_t &= f_t \cdot C_{t-1} + i_t \cdot \tilde{C}_t,
\end{align*}
\]
where $x_t \in \mathbb{R}^d$ is the $d$-dimensional input vector to the LSTM unit, $f_t \in \mathbb{R}^h$ denotes the forget gate’s activation vector, $i_t \in \mathbb{R}^d$ is the input/update gate’s activation vector, $o_t \in \mathbb{R}^h$ denotes the output gate’s activation vector, $h_t \in \mathbb{R}^h$ denotes the hidden state vector also known as the output vector of the LSTM unit, $\tilde{C}_t \in \mathbb{R}^h$ denotes the cell input activation vector, $C_t \in \mathbb{R}^h$ denotes the forget gate’s activation vector, and $W \in \mathbb{R}^{h \times d}$ and $b \in \mathbb{R}^d$ are the weight matrices and bias vector parameters that need to be learned during training.

![Figure 2. Long short-term memory network.](image)

After the above operations, the old cell state, $C_{t-1}$, is updated to the new cell state $C_t$. It is done by multiplying the old state $C_t$ by $f_t$, i.e., forgetting the desired information and adding the $i_t \cdot \tilde{C}_t$ (see Formula (11)). Ultimately, the network has to decide what output to produce. First, a sigmoid layer $o_t$ is run deciding what parts of the cell state bring out to the output of the sigmoid gate $o_t$, producing the final output $h_t$.

As stated in Section 2.1.1, the reason for choosing the deep learning architecture is that it is directly applicable to all three strategies (please see Figure 3 and description below). In summary, the architecture for the direct multistep forecast and recursive multistep forecast is the same. The difference is in the preparation of the training subsets and the number of trained models (please see Formulas (1) and (2)). In the case of the multiple-output strategy, the difference is in the last output layer, having not one but multiple outputs. Finally, the newly proposed architecture consists of an additional output layer producing the optimal capacity contract.

Initially, in the deep learning architecture presented in Figure 3, there is an input layer receiving a batch of size $84 \times 168 \times 1$. This is because the deep network receives a three-dimensional vector (tensor) with the dimension samples $\times$ timesteps $\times$ features. Since for the learning we use the last three weeks, each epoch should process $24 \times 21 = 504$ observations and because in a stateful network, we should only pass inputs with a number of samples that can be divided by the batch size, the latter one is set at 84. For lag observations, we present the feature vector of the last week $24 \times 7 = 168$. There are no other external variables used for learning, which is why the last dimension is 1.
Figure 3. Hybrid model for optimization and multiple-output forecasting.

The first long short-term memory layers consist of 50 units whose activation functions are set at hyperbolic tangent (to push the values to be between −1 and 1) in the cell state, and later, the output is multiplied by the output of the sigmoid gate. Each unit returns the last output in the output sequence (instead of the full sequence), and the layer is stateful, meaning that the last state for each sample in the batch will be used as the initial state for the sample in the following batch.

Next, the first dense layer has 25 fully connected hidden neurons (with a linear activation function) constructing a 50 × 25 weight matrix, which is subject to learning. All neurons are connected with their biases. This layer is then connected to the second LSTM layer having 10 units. Up to this point, all of the employed deep networks have the same structure. After that layer, there is a fully connected dense output layer with one unit (one forecasting model for each future hour) for the direct multistep and recursive forecast. When considering the multiple-output forecast, the last layer consists of a number of neurons equal to the number of forecasted hours.

The newly proposed hybrid model for optimization and multiple-output forecasting consists of two additional layers (both output layers). The first ultimate layer produces the desired forest (presented on the right in Figure 3). This layer is built based on the identity dense layer to obtain the same outputs as those provided by the previous dense layer. It is achieved by the nontrainable identity weights matrix. The second output (presented on the left in Figure 3) produces the optimal contract capacity based on the received forecasts (this layer has one unit).

All models are trained using quantile loss defined in Formulas (4) and (5), while the additional output for optimization in the hybrid model minimizes (likewise genetic algorithms) loss defined in Formula (6). The adaptive moment estimation (Adam) [35] algorithm is used for weight updating.

3. Data Characteristics and Tariff Structure

There were two separate datasets for medium-sized commercial customers used in the analysis, each with the data points gathered at 15-min intervals and covering the time interval between 1 January 2016 and 31 December 2016. In total, there are 35,136 observations in each dataset. The customers belong to the C tariff group, which is applicable to small and medium-size enterprises where electricity is supplied with low voltage lines.
The group includes C2x tariffs where contracted capacity is over 40 kilowatts and the letter “x” designates the number of energy consumption zones per day. The following tariffs are available: C22a tariff with two zones (peak and off-peak), C22b tariff with two zones (day and night) and C23 tariff with three zones (morning peak, afternoon peak and off-peak).

The first dataset contains details for customers who belong to the C22a tariff. The customer is classified as a small pharmaceutical plant with a contracted capacity greater than 40 kilowatts and who is mainly using electricity during the day hours. The contracted capacity for the customer is 51 kW. Figure 4a shows lower electricity consumption during night hours, while much higher consumption is observed between 9:00 and 17:00 (except for Sundays).

The second dataset contains details for customers who belong to the C22b tariff. It is a confectionery plant that performs the majority of its activities during the night. The contracted capacity for the customer is 80 kW. Figure 4b shows lower electricity consumption in the daytime zone, i.e., between 6:00 and 21:00, and higher consumption in the night time zone, i.e., between 21:00 and 6:00 (including weekends).

Most of the users within C2x tariff groups do not possess detailed usage data to control energy consumption parameters and to ensure their optimal adjustment. As shown in Figure 5, the contracted capacity is not adequately set, as it is often exceeded in reality. On the other hand, the average load consumption does not exceed 70% of the contracted
capacity level, which translates into losses due to unused capacity. Therefore, it is crucial to determine the optimal contract capacity for each month to minimize the total cost of the electricity bills.

![Figure 5. Consumed load and contracted capacity (a) for customer C22a and (b) customer C22b.](image)

4. Numerical Experiments

In this section, within the two-stage approach outlined previously, we used four forecasting approaches for electricity load forecasting, and then, in the second stage, we applied a genetic algorithm to optimize the user’s contract capacity. Additionally, as an alternative to the two-stage approach, we tested a hybrid model to predict the maximal capacity demands and, simultaneously, to determine the optimal capacity contract.

Initially, we started with hourly forecasts for the entire year. Although the settlement with the power plant or electricity supplier was made on the basis of the maximum load in the monthly billing period, hourly forecasting is necessary for load optimization at peak times in the second stage. From the forecasted hourly short-term load values, we selected the largest daily load values. Thus, we obtain 366 values for 2016, from which a set of 12 maximum values from each month is selected. These values constitute the input data to predict and then optimize the amount of capacity required in the next period.

For the forecasting approach, we determined the following components: (1) the quantities and costs incurred on the basis of the actual load consumption and contract capacity, i.e., the constant value declared by the user at the beginning of the contract period; and (2) the optimal load amount and the cost that the user would incur. This is the case when we know, in advance, the amount of power required at the end of the billing period. (3) The optimal amount and the costs that the user would incur on the basis of the actual load consumption and contract capacity for the customer is 80 kW. (4) Numerical Experiments

For the forecasting approach, we determined the following components: (1) the quantities and costs incurred on the basis of the actual load consumption and contract capacity, i.e., the constant value declared by the user at the beginning of the contract period; and (2) the optimal load amount and the cost that the user would incur. This is the case when we know, in advance, the amount of power required at the end of the billing period. (3) The optimal amount and the costs that the user would incur on the basis of the actual load consumption and contract capacity. (4) The costs that the user would incur on the basis of the actual load consumption and contract capacity. (5) The costs that the user would incur on the basis of the actual load consumption and contract capacity.

In the following, the results of the forecasting experiments and optimization will be discussed. The following notations are used in Tables 1 and 2:

- Actual contract—the value of the customer’s contracted capacity in kW;
- Actual cost—the customer’s total cost of contracted capacity and the penalties exceeding the contracted capacity level in PLN;
- Above actual contract—the amount of capacity consumed over the contracted level in kW;
- Opt contract capacity—the optimal amount of consumed capacity based on the historical usage in kW;
• Opt contract cost—the optimal cost of consumed capacity based on historical usage in PLN;
• Above opt contract—the number of loads over the contracted capacity based on historical usage;
• Opt contract capacity pred—the optimal contract based on the forecast obtained by the neural network and optimized by GA in kW;
• Opt cost capacity pred—the total cost of optimal contract predicted by the network and optimized by GA in PLN;
• Above opt capacity pred—the number of loads over the contracted capacity based on the forecast obtained by the neural network and optimized by GA.

Table 1 shows the results of the analysis for the customer who belongs to the C22a tariff group, having a contracted capacity of 51 kW per month. During the June–August period, the customer consumed more capacity, and therefore, the contracted level was exceeded several times in those months, e.g., even 122 times in July, which significantly increased the cost. In total, the actual cost for the customer between March and December was 6166.37 PLN. With a retrospective analysis, based on historical usage, one could see that the optimal values for contracted capacity would vary between 46 kW and 57 kW, depending on the month, as presented in Table 1. Knowing that, the customer could benefit from lower bills, so the cost of the optimal contract would be 5093.99 PLN, which is 17.4% less than actual cost. Of course, for the customer, it is difficult to correctly specify what would be the capacity required in the following months; therefore, the optimal contract capacity should be forecasted. In our case, we used four forecasting strategies to estimate the maximum load for each hour one month ahead, and these values were further used as the input to the genetic algorithm to search for the optimal contract level so that the total cost was minimized.

The naïve approach resulted in a forecasted capacity between 47 kW and 57 kW (depending on the month), which would cause the contract to be exceeded several times in May, June, July and November (even 94 times in July). After all, the total cost of the optimal contract predicted by the naïve approach and optimized by the genetic algorithm was 6339.84 PLN which is far from the optimal cost (5093.99 PLN). In comparison to the actual cost of 6166.36 PLN, there is no benefit for the customer.

The direct multistep approach forecasted a capacity between 58 kW and 62 kW. These values were overestimated, so there would be no breach of contracted capacity, and the total cost of electricity, after genetic algorithm optimization, would be 5950.00 PLN. In comparison to the actual cost, the benefit for the customer would be 216.36 PLN (6166.36–5950.00), which is 3.5% of the actual bills.

With the recursive multistep approach, the capacity was forecasted to vary between 55 kW and 60 kW. These values were less overestimated in comparison to the direct multistep approach, so the total cost of electricity, after genetic algorithm optimization, would be 5700.00 PLN. In comparison to the actual cost, the benefit for the customer would be 466.36 PLN (6166.36–5700.00), which is 7.6% of the actual bills.

Eventually, as a result of the multiple-output strategy, the capacity was forecasted to be between 48 kW and 57 kW, depending on the month. Importantly, only once, in August would we exceed the contracted capacity. This helped to keep the total cost very low, i.e., close to the optimal cost values. Eventually, the total cost of the optimal contract predicted by the network and optimized by the genetic algorithm was 5211.32 PLN which is very close to the optimal one (5093.99 PLN). In comparison to the actual cost, the benefit for the customer is quite material and amounts to 955.04 PLN (6166.36–5211.32), which is 15.5% of the actual bills.

Finally, the application of the hybrid model for optimization and multiple-output forecasting resulted in the same capacity volume forecasts as for the multiple-output strategy within the two-stage approach; therefore, the same benefit for the customer was estimated.
Table 1. The results with Q100 approach for C22a tariff user.

| Month  | Actual Values | Optimal Values Based on Historical Usage | Naïve Forecast Optimal Values Based on Predicted Usage | Direct Multi Step Forecast Optimal Values Based on Predicted Usage | Recursive Multi Step Forecast Optimal Values Based on Predicted Usage | Multiple-Output Forecast/Hybrid Approach (Deep Learning) Optimal Values Based on Predicted Usage |
|--------|---------------|-----------------------------------------|------------------------------------------------------|---------------------------------------------------------------|-----------------------------------------------------------------|-----------------------------------------------------------------------------------|
|         | Actual Contract [kW] | Actual Cost [PLN] | Opt Contract Capacity Pred [kW] | Opt Contract Cost [PLN] | Above Opt Contract | Opt Contract Capacity Pred [kW] | Opt Cost Capacity Pred [PLN] | Above Opt Capacity Pred | Opt Contract Capacity Pred [kW] | Opt Cost Capacity Pred [PLN] | Above Opt Capacity Pred | Opt Contract Capacity Pred [kW] | Opt Cost Capacity Pred [PLN] | Above Opt Capacity Pred |
| March   | 51             | 510.00          | 0                             | 50                         | 506.74            | 1                             | 53                        | 530.00                    | 0                             | 60                        | 600.00                      | 0                             | 58                        | 580.00                    | 0                             |
| April   | 51             | 510.00          | 0                             | 47                         | 471.39            | 1                             | 51                        | 510.00                    | 0                             | 59                        | 590.00                      | 0                             | 56                        | 560.00                    | 0                             |
| May     | 51             | 510.00          | 0                             | 50                         | 501.72            | 1                             | 47                        | 787.28                    | 24                           | 59                        | 590.00                      | 0                             | 56                        | 560.00                    | 0                             |
| June    | 51             | 522.89          | 2                             | 52                         | 520.00            | 0                             | 50                        | 664.49                    | 17                           | 59                        | 590.00                      | 0                             | 56                        | 560.00                    | 0                             |
| July    | 51             | 950.30          | 122                           | 56                         | 560.00            | 0                             | 52                        | 860.31                    | 94                           | 60                        | 600.00                      | 0                             | 58                        | 580.00                    | 0                             |
| August  | 1123.16        | 95              | 57                            | 57                         | 571.31            | 1                             | 56                        | 661.85                    | 9                            | 62                        | 620.00                      | 0                             | 60                        | 600.00                    | 0                             |
| September | 51          | 510.00          | 0                             | 49                         | 490.00            | 0                             | 57                        | 570.00                    | 0                            | 60                        | 600.00                      | 0                             | 59                        | 590.00                    | 0                             |
| October | 51             | 510.00          | 0                             | 46                         | 466.28            | 2                             | 49                        | 490.00                    | 0                            | 58                        | 580.00                      | 0                             | 55                        | 550.00                    | 0                             |
| November | 51           | 510.00          | 0                             | 50                         | 500.00            | 0                             | 47                        | 759.40                    | 54                           | 58                        | 580.00                      | 0                             | 56                        | 560.00                    | 0                             |
| December | 51            | 510.00          | 0                             | 50                         | 506.52            | 3                             | 50                        | 506.52                    | 3                            | 60                        | 600.00                      | 0                             | 56                        | 560.00                    | 0                             |
| Total costs | 6166.36    | 5093.99         | 6339.84                       | 5950.00                    | 5950.00           | 5211.31                      | 5700.00                   | 5211.31                    | 0                           | 0                            |

Note: Multiple Output Forecast and Hybrid approach (deep learning) delivered the same capacity volume forecasts; thus, the same benefit for the customer is estimated.

Table 2. The results with Q100 approach for C22b tariff user.

| Month | Actual Values | Optimal Values Based on Historical Usage | Naïve Forecast Optimal Values Based on Predicted Usage | Direct Multi Step Forecast Optimal Values Based on Predicted Usage | Recursive Multi Step Forecast Optimal Values Based on Predicted Usage | Multiple-Output Forecast/Hybrid Approach (Deep Learning) Optimal Values Based on Predicted Usage |
|-------|---------------|-----------------------------------------|------------------------------------------------------|---------------------------------------------------------------|-----------------------------------------------------------------|-----------------------------------------------------------------------------------|
|       | Actual Contract [kW] | Actual Cost [PLN] | Opt Contract Capacity Pred [kW] | Opt Contract Cost [PLN] | Above Opt Contract | Opt Contract Capacity Pred [kW] | Opt Cost Capacity Pred [PLN] | Above Opt Capacity Pred | Opt Contract Capacity Pred [kW] | Opt Cost Capacity Pred [PLN] | Above Opt Capacity Pred | Opt Contract Capacity Pred [kW] | Opt Cost Capacity Pred [PLN] | Above Opt Capacity Pred |
| March  | 80             | 1402.72         | 62                             | 85                         | 860.27            | 1                             | 93                        | 930.00                    | 0                            | 99                        | 990.00                      | 0                             | 99                        | 990.00                    | 0                             |
| April  | 80             | 800.00          | 0                             | 78                         | 786.63            | 1                             | 86                        | 860.00                    | 0                            | 98                        | 980.00                      | 0                             | 97                        | 970.00                    | 0                             |
| May    | 80             | 800.00          | 0                             | 72                         | 722.82            | 1                             | 79                        | 790.00                    | 0                            | 98                        | 980.00                      | 0                             | 93                        | 930.00                    | 0                             |
| June   | 80             | 800.00          | 0                             | 72                         | 724.29            | 1                             | 73                        | 730.00                    | 0                            | 94                        | 940.00                      | 0                             | 87                        | 870.00                    | 0                             |
| July   | 80             | 800.00          | 0                             | 73                         | 737.82            | 2                             | 73                        | 737.82                    | 2                            | 94                        | 940.00                      | 0                             | 87                        | 870.00                    | 0                             |
| August | 80             | 800.00          | 0                             | 74                         | 740.00            | 0                             | 74                        | 740.00                    | 0                            | 97                        | 970.00                      | 0                             | 91                        | 910.00                    | 0                             |
| September | 80         | 800.00          | 0                             | 76                         | 760.00            | 0                             | 74                        | 876.72                    | 8                            | 96                        | 960.00                      | 0                             | 87                        | 870.00                    | 0                             |
| October | 80          | 800.00          | 0                             | 78                         | 780.00            | 0                             | 76                        | 923.78                    | 11                           | 97                        | 970.00                      | 0                             | 92                        | 920.00                    | 0                             |
| November | 80         | 1547.07         | 58                            | 87                         | 874.71            | 1                             | 78                        | 1727.07                   | 98                           | 99                        | 990.00                      | 0                             | 92                        | 920.00                    | 0                             |
| March  | 80             | 2239.56         | 266                            | 89                         | 943.96            | 1                             | 88                        | 1199.78                   | 5                            | 99                        | 990.00                      | 0                             | 98                        | 980.00                    | 0                             |
| Total costs | 10,789.34        | 7930.48         | 9517.17                       | 9710.00                   | 9710.00           | 8068.66                      | 8068.66                   | 8068.66                    | 0                           | 0                            |

Note: Multiple Output Forecast and Hybrid approach (deep learning) delivered the same capacity volume forecasts; thus, the same benefit for the customer is estimated.
In a similar manner, the analysis for the second customer was prepared. Table 2 shows the results of the analysis for the customer who belongs to the C22b tariff group, having a contracted capacity of 80 kW per month. During March, November, and December, the customer consumed more capacity, and therefore, the contracted level exceeded the number of times, specifically 266 times in December, which significantly impacted the actual bills. In total, the actual cost for the customer between March and December was 10,789.34 PLN. With a retrospective analysis, based on historical usage, one could see that the optimal values for contracted capacity would vary between 72 kW and 90 kW, depending on the month, as presented in Table 2. Knowing that, the customer could benefit from lower bills, so the cost of the optimal contract would be 7930.49 PLN, which is 26.5% less than the actual cost.

The naïve approach has a forecasted capacity between 73 kW and 93 kW, which would cause the contract to exceed 98 times in July in November. After all, the total cost of the optimal contract predicted by the naïve approach and optimized by the genetic algorithm was 9517.17 PLN which is far from the optimal cost (7930.48 PLN). In comparison to the actual cost, the benefit for the customer is 1272.17 PLN (10,789.34–9517.17), which is 11.8% of the actual bills.

The direct multistep approach forecasted a capacity between 94 kW and 99 kW. These values were overestimated, so there would be no breach of contracted capacity, and the total cost of electricity, after genetic algorithm optimization, would be 9710.00 PLN. In comparison to the actual cost, the benefit for the customer would be 1079.34 PLN (10,789.34–9710.00), which is 10.0% of the actual bills.

With the recursive multistep approach, the capacity was forecasted to vary between 87 kW and 99 kW, and there will be no breach of contracted capacity, which makes the total cost of electricity equal to 9230.00 PLN. In comparison to the actual cost, the benefit for the customer would be 1559.34 PLN (10,789.34–9230.00), which is 14.5% of the actual bills.

Finally, with a multiple output forecast strategy to estimate the maximum load, the forecasted capacity was between 73 kW and 89 kW, depending on the month. There were instances where the usage would exceed the contracted capacity, e.g., once in November and once in December. Finally, the total cost of the optimal contract predicted by the network and optimized by the genetic algorithm was 8068.66 PLN. In comparison to the actual cost, the benefit for the customer is material, and it amounts to 2720.68 PLN (10,789.34–8068.66), which is 25.2% of the actual bills.

As previously mentioned, the application of a hybrid model for optimization and multiple-output forecasting resulted in the same capacity volume forecasts as for the multiple output strategy within the two-stage approach; therefore, the same benefit for the customer was estimated.

The visualization of the approaches that were tested is presented in Figure 6. For this reason, the real load and the capacity contracts estimated with various approaches were provided for both customers. The upper part of the figure shows the details for the C22a customer, while the lower part of the figure depicts the details for the C22b customer.

It was observed that the multiple-output forecast strategy and hybrid approach delivered the same results, i.e., the same levels of capacity contracts were proposed in the analysis period. Please note that the hybrid approach and multiple-output method overlap in Figure 6. Both approaches were able to estimate the capacity of the contract very close to the actual load.
In this paper, we presented several solutions applicable for commercial customers. First, a two-stage approach was proposed to determine the appropriate contract capacity amount that minimizes financial losses in the case of exceeding the amount of capacity defined in the contract. The first stage was to apply four strategies to forecast hourly capacity values as the basis to determine the monthly maximum capacity required. These maximum values were used to determine the optimal monthly capacity at the second stage, so the values were provided as the input to the genetic algorithm to establish such a monthly contract capacity level that would help the user avoid charges for exceeding the contracted level.

Second, as an alternative to the two-stage approach, we created a hybrid approach, i.e., a new deep learning architecture to predict the maximal capacity demands and, simultaneously, to determine the optimal monthly capacity contract.

As shown through the experiments, the application of a two-stage approach, i.e., multiple-output forecasting with an artificial neural network model and a genetic algorithm for load optimization, delivered significant benefits to commercial customers. In comparison to the actual costs, the benefit for the customers, due to optimization, is mate-
rial. Specifically, the benefit for the C22a customer is 15.5% of the actual bills, while for the C22b customer, it is 25.2%.

For the hybrid approach, we observed that forecasts of the deep learning model resulted in the same capacity contracts proposed for consecutive months as for the two-stage approach; thus, the benefits for the customers were exactly the same. However, the advantage of this approach is that prediction and optimization are performed simultaneously, which simplifies the process.

With our analysis, we confirm that customers are not necessarily aware of the benefits due to capacity volume optimization. The reason for that might be that customers do not have means or methods to analyze and to draw conclusions from the data, so they could discover the efficiency potential.

In future work, we will continue the research towards fitting the models so that these models could potentially better deal with the seasonality of the demand on the customer end. Although this research deals with Polish tariffs, we believe it can be applied to other electricity customers in capacity cost decision making. Additionally, we intend to extend the analysis to the broader set of customers.
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