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Abstract—Finding good configurations of a software system is often challenging since the number of configuration options can be large. Software engineers often make poor choices about configuration or, even worse, they usually use a sub-optimal configuration in production, which leads to inadequate performance. To assist engineers in finding the better configuration, this article introduces FLASH, a sequential model-based method that sequentially explores the configuration space by reflecting on the configurations evaluated so far to determine the next best configuration to explore. FLASH scales up to software systems that defeat the prior state-of-the-art model-based methods in this area. FLASH runs much faster than existing methods and can solve both single-objective and multi-objective optimization problems. The central insight of this article is to use the prior knowledge of the configuration space (gained from prior runs) to choose the next promising configuration. This strategy reduces the effort (i.e., number of measurements) required to find the better configuration. We evaluate FLASH using 30 scenarios based on 7 software systems to demonstrate that FLASH saves effort in 100% and 80% of cases in single-objective and multi-objective problems respectively by up to several orders of magnitude compared to state-of-the-art techniques.

1 INTRODUCTION

Most software systems available today are configurable; that is, they can be easily adjusted to achieve a wide range of functional and non-functional (e.g., energy or performance) properties. Once a configuration space becomes large, it becomes difficult for humans to keep track of the interactions between the configuration options. Section 2 of this article offers more details on many of the problems seen with software configuration. In summary:

- Many software systems have poorly chosen defaults [1], [2]. Hence, it is useful to seek better configurations.
- Understanding the configuration space of software systems with large configuration spaces is challenging [3].
- Exploring more than just a handful of configurations is usually infeasible due to long benchmarking time [4].

This article describes FLASH, a novel way to find better configurations for a software system (for a given workload). FLASH is a sequential model-based method (SMBO) [5], [6], [7] that reflects on the evidence (configurations) retrieved at some point to select the estimated best configuration to measure next. This way, FLASH uses fewer evaluations to find better configurations compared to more expensive prior work [8], [9], [10], [11], [12].

Prior work in this area primarily used two strategies. Firstly, researchers used machine learning to model the configuration space. The model is built sequentially, where new configurations are sampled randomly, and the quality or accuracy of the model is measured using a holdout set. The size of the holdout set in some cases could be up to 20% of the configuration space [11] and needs to be evaluated (i.e., measured) before even the model is fully built. This strategy makes these methods not suitable in a practical setting since the generated holdout set can be (very) expensive. Secondly, the sequential model-based techniques used in prior work relied on Gaussian Process Models (GPM) to reflect on the configurations explored (or evaluated) so far [13]. However, GPMs do not scale well for software systems with more than a dozen configuration options [14].

The key idea of FLASH is to build a performance model that is just accurate enough for differentiating better configurations from the rest of the configuration space. Tolerating the inaccuracy of the model is useful to reduce the cost (measured in terms of the number of configurations evaluated) and the time required to find the better configuration. To increase the scalability of methods using GPM, FLASH replaces the GPMs with a fast and scalable decision tree learner.

The novel contributions of the article are:

- We show that FLASH can solve single-objective performance configuration optimization problems using an order of magnitude fewer measurements than the state-of-the-art (Section 7.1). This is a critical feature because, as discussed in Section 2, it can be very slow to sample multiple properties of modern software systems, when each such sample requires (say) to compile and benchmark the corresponding software system.
- We empower FLASH to multi-objective performance configuration optimization problems.
- We show that FLASH overcomes the shortcomings of prior work and achieves similar performance and scalability, with greatly reduced runtimes (Section 7.2).
- Background material, a replication package, all measurement data, and the open-source version of FLASH are available at supplementary website (http://tiny.cc/flashrepo/).

The rest of the article is structured as follows: Section 2 motivates this work. Section 3 describes the problem formulation and the theory behind SMBO. Section 4 describes prior work in software performance configuration optimization, followed by the core algorithm of FLASH in Section 5. In Section 6, we present our research questions along with experimental settings used to answer them. Prior work in this area addresses a single-objective problem with the only
Another problem with configurable systems is the issue of poorly chosen default configurations. Often, it is assumed that software architects provide useful default configurations of their systems. This assumption can be very misleading. Van Aken et al. report that the default MySQL configurations in 2016 assume that it will be installed on a machine that has 160MB of RAM (which, at that time, was incorrect by, at least, an order of magnitude). Herodotou et al. show how standard settings for text mining applications in Hadoop result in worst-case execution times. In the same vein, Jamshidi et al. reports for text mining applications on Apache Storm, the throughput achieved using the worst configuration is 480 times slower than the throughput achieved by the best configuration.

Yet another problem is that exploring benchmark sets for different configurations is very slow. Wang et al. comments on the problems of evolving a test suite for software if every candidate solution requires a time-consuming execution of the entire system: such test suite generation can take weeks of execution time. Zuluaga et al. report on the cost of analysis for software/hardware co-design: “synthesis of
only one design can take hours or even days”.

The challenges of having numerous configuration options are just not limited to software systems. The problem to find an good set of configuration options is pervasive and faced in numerous other sub-domains of computer science and beyond. In software engineering, software product lines—where the objective is to find a product which (say) reduces cost and defects [19, 20]—have been widely studied. The problem of configuration optimization is present in domains, such as machine learning, cloud computing, and software security.

The area of hyper-parameter optimization (a.k.a. parameter tuning) is very similar to the performance configuration optimization problem studied in this article. Instead of optimizing the performance of a software system, the hyper-parameter method tries to optimize the performance of a machine learner. Hyper-parameter optimization is an active area of research in various flavors of machine learning. For example, Bergstra and Bengiol [21] showed how random search could be used for hyper-parameter optimization of high dimensional spaces. Recently, there has been much interest in hyper-parameter optimization applied to the area of software analytics [22, 23, 24, 25, 26].

Another area of application for performance configuration optimization is cloud computing. With the advent of big data, long-running analytics jobs are commonplace. Since different analytic jobs have diverse behaviors and resource requirements, choosing the correct virtual machine type in a cloud environment has become critical. This problem has received considerable interest, and we argue, this is another useful application of performance configuration optimization — that is, optimize the performance of a system while minimizing cost [3, 27, 28, 29, 30].

As a side-effect of the wide-spread adoption of cloud computing, the security of the instances or virtual machines (VMs) has become a daunting task. In particular, optimized security settings are not identical in every setup. They depend on characteristics of the setup, on the ways an application is used or on other applications running on the same system. The problem of finding security setting for a VM is similar to performance configuration optimization [31, 32, 33, 34, 35]. Among numerous other problems which are similar to performance configuration optimization, the problem of how to maximize conversions on landing pages or click-through rates on search-engine result pages [4, 36, 37] has gathered interest.

The rest of this article discusses how FLASH addresses configuration problems (using the case studies of Figure 1).

3 Theory

The following theoretical notes define the framework used throughout the article.

3.1 What are Configurable Software Systems?

A configurable software system has a set $X$ of configurations $x \in X$. Let $x_i$ represent the $i$th configuration of a software system. $x_{i,j}$ represent the $j$th configuration option of the configuration $x_i$. In general, $x_{i,j}$ indicates either an (i) integer variable or a (ii) Boolean variable. The configuration space ($X$) represents all the valid configurations of a software system. The configurations are also referred to as independent variables. Each configuration ($x_i$), where $1 \leq i \leq |X|$, has one (single-objective) or many (multi-objective) corresponding performance measures $y_{i,k} \in Y$, where $y_{i,k}$ indicates the $1 \leq k \leq m$ objective associated with a configuration $x_i$. The performance measure is also referred to as dependent variable. For multi-objective problems, there are multiple dependent variables. We denote the performance measures ($y \in Y$) associated with a given configuration by $(y_{i,1}, ..., y_{i,m}) = f(x_i)$, in multi-objective setting $y_i$ is a vector, where: $f : X \rightarrow Y$ is a function which maps $X \in R^m$ to $Y \in R^m$. In a practical setting, whenever we try to obtain the performance measure corresponding to a certain configuration, it requires actually executing a benchmark run with that configuration. In our setting, evaluation of a configuration (or using $f$) is expensive and is referred to as a measurement. The cost or measurement is defined as the number of times $f$ is used to map a configuration $x_i \in X$ to $Y$. In our setting, the cost of an optimization technique is the total number of measurements required to find the better solution.

In the following, we will explore two different kinds of configuration optimization: single-objective and multiple objective. In single-objective performance configuration optimization, we consider the problem of finding a good configuration ($x^*$) such that $f(x^*)$ is less than other configurations in $X$. Our objective is to find $x^*$ while minimizing the number of measurements.

$$f(x^*) \leq f(x), \ \forall x \in X \setminus x^*$$ (1)

That is, our goal is to find the better configuration of a system with least cost or measurements as possible when compared to prior work.

In multi-objective performance configuration optimization, we consider the problem of finding a configuration ($x^*$) that is better than other configurations in the configuration space of $X$ while minimizing the number of measurements. Unlike, the single-objective configuration optimization problem, where one solution can be the best (optimal) solution (except multiple configurations have the same performance measure), in multi-objective configuration optimization there may be no best solution (best in all objectives). Rather there may be a set of solutions that are equivalent to each other. Hence, to declare that one solution is better than another, all objectives must be polled separately. Given two vectors of configurations $x_1, x_2$ with associated objectives $y_1, y_2$, then $x_1$ is binary dominant ($\succ$) over $x_2$ when:

$$y_{1,p} \leq y_{2,p} \forall p \in \{1, 2, ..., m\} \text{ and } y_{1,q} < y_{2,q} \text{ for at least one index } q \in \{1, 2, ..., m\}$$ (2)

where $y \in Y$ are the performance measures. We refer to binary dominant configurations as better configurations. For the multi-objective configuration optimization problem, our goal is to find a set of better configurations of a given software system using fewer measurements compared to prior work.

3.2 Sequential Model-based Optimization

Sequential Model-based Optimization (SMBO) is a useful strategy to find extremes of an unknown objective (or per-
performance function which is expensive (both in terms of cost and time) to evaluate. In literature, a certain variant of SMBO is also called Bayesian optimization. SMBO is efficient because of its ability to incorporate prior belief as already measured solutions (or configurations), to help direct further sampling. Here, the prior represents the already known areas of the search (or performance optimization) problem. The prior can be used to estimate the rest of the points (or unevaluated configurations). Once we have evaluated one (or many) points based on the prior, we can define the posterior. The posterior captures our updated belief in the objective function. This step is performed by using a machine learning model, also called surrogate model.

The concept of SMBO is simple stated:
- Given what we know about the problem...
- ... what should we do next?

The “given what we know about the problem” part is achieved by using a machine learning model whereas “what should we do next” is performed by an acquisition function. Such acquisition function automatically adjusts the exploration (“should we sample in uncertain parts of the search space) and exploitation (“should we stick to what is already known”) behavior of the method.

This can also be explained as follows. Firstly, few points (or configurations) are (say) randomly selected and measured. These points along with their performance measurements are used to build a model (prior). Secondly, this model is then used to estimate or predict the performance measurements of other unevaluated points (or configurations). This can be used by an acquisition function to select the configurations to measure next. This process continues till a predefined stopping criterion (budget) is reached.

Much of the prior research in configuration optimization of software systems can be characterized as an exploration of different acquisition functions. These acquisition function (or sampling heuristics) were used to satisfy two requirements: (i) use a ‘reasonable’ number of configurations (along with corresponding measurements) and (ii) the selected configurations should incorporate the relevant interactions—how different configuration options influence the performance measure. In a nutshell, the intuition behind such functions is that it is not necessary to try all configuration options—for pragmatic reasons. Rather, it is only necessary to try a small representative configurations—which incorporates the influences of various configuration options. Randomized functions select random items. Other, more intricate, acquisition functions first cluster the data then sample only a subset of examples within each cluster. But the more intricate the acquisition function, the longer it takes to execute—particularly for software with very many configurations. For example, recent studies with a new state-of-the-art acquisition function show that such approaches are limited to models with less than a dozen decisions (i.e. configuration options).

As an example of an acquisition function, consider Figure 7. It illustrates a time series of a typical run of SMBO. The bold black line represents the actual performance function (which is unknown in our setting) and the dotted black line represents the estimated objective function (in the language of SMBO, this is the prior). The purple regions represent the configuration or uncertainty of estimation in a region—the thicker that region, the higher the uncertainty.

The green line in that figure represents the acquisition function. The optimization starts with two points (t=2). At each iteration, the acquisition function is maximized to determine where to sample next. The acquisition function is a user-defined strategy, which takes into account the estimated performance measures (mean and variance) associated with each configuration. The chosen sample (or configuration) maximizes the acquisition function. This process terminates when a predefined stopping condition is reached which is related to the budget associated with the optimization process.

Gaussian Process Models (GPM) is often the surrogate model of choice in the machine learning literature. GPM is a probabilistic regression model which instead of returning a scalar \( f(x) \) returns the mean and variance associated with \( x \). There are various acquisition functions to choose from: (1) Maximum Mean, (2) Maximum Upper Interval, (3) Maximum Probability of Improvement, (4) Maximum Variance, and (5) Maximum Expected Improvement. Building GPMs can be very challenging since:
- GPMs can be very fragile, that is, very sensitive to the parameters of GPMs;
- GPMs do not scale to high dimensional data as well as a large dataset (software system with large configuration space) [39]. For example, in SE, the state-of-the-art in this area using GPMs for optimization was limited to models with around ten decisions.

4 PERFORMANCE OPTIMIZATION OF CONFIGURABLE SOFTWARE SYSTEMS

In this section, we discuss the model-based methods used in the prior work to find the better configurations of software systems.
4.1 Residual-based: “Build an Accurate Model”

In this section, we discuss the residual-based method for building performance models for software systems, which, in SMBO terminology, is an optimizer with a flat acquisition function, that is, all the points are equally likely to be selected (random sampling).

When the cost of collecting data (benchmarking time) is higher than the cost of building a performance model (surrogate model), it is imperative to minimize the number of measurements required for model building. A learning curve shows the relationship between the size of the training set and the accuracy of the model. In Figure 2, the horizontal axis represents the number of samples used to create the performance model, whereas the vertical axis represents the accuracy (measured in terms of MMRE—Mean Magnitude of Relative Error) of the model learned. Learning curves typically have a steep sloping portion early in the curve followed by a plateau late in the curve. The plateau occurs when adding data does not improve the accuracy of the model. As engineers, we would like to stop sampling as soon as the learning curve starts to flatten. Two types of residual-based methods have been introduced in Sarkar et al. namely progressive and projective sampling.

(1) Progressive Sampling uses an iterative sampling strategy to inform the process of building the performance model. It starts by sampling a small set of configurations and their corresponding performance measures to build a model and validating the model using a holdout set. Configurations are iteratively sampled and used to construct the performance model until the performance model achieves a specified accuracy (measured in terms of MMRE). The sampling process terminates when a predefined threshold is reached. One of the shortcomings of progressive sampling is that the resulting performance model achieves an acceptable accuracy only after a large number of iterations, which implies high modeling cost. There is no way to determine the degree of convergence [40] before adding the new set of configurations to the training set. If the accuracy of the model (with more data) does not improve substantially after 20 sample configurations, then the accuracy is computed. In our setting, we assume that the measure is accuracy (higher is better). Once the accuracy score is calculated, it is compared with the accuracy score obtained before adding the new set of configurations to the training set. If the accuracy of the model (with more data) does not improve the accuracy when compared to the previous iteration (lesser data), then life is lost. This termination criterion is widely used in the field of Evolutionary Algorithms to determine the degree of convergence [40].

Fig. 2: The relationship between the accuracy and the number of samples used to train the performance model of the running Word Count application on Apache Storm. Note that the accuracy does not improve substantially after 20 sample configurations.

(2) Projective sampling addresses this problem by approximating the learning curve using a minimal set of initial configurations, thus providing the stakeholders with an estimate of the modeling cost.

We use progressive sampling as a representative because projective sampling adds only a sample estimation technique to the progressive sampling and does not add anything to the sampling itself.

The residual-based method discussed here considers only performance configuration optimization scenarios with a single-objective. In the residual-based method, the correctness of the performance model built is measured using error measures such as MMRE:

\[ MMRE = \frac{|f(x) - y|}{y} \cdot 100 \]  \hspace{1cm} (3)

For further details, please refer to Sarkar et. al [9].

Figure 3 is a generic algorithm that defines the process of progressive sampling. Progressive sampling starts by clearly defining the data used in the training set (called training pool) and used for testing the quality of the surrogate model (in terms of residual-based measures) called holdout set. The training pool is the set from which the configurations would be selected (randomly, in this case) and then tested against the holdout set. At each iteration, a set of data instance(s) of the training pool is added to the training set (Line 9). Once the data instances are selected from the training pool, they are evaluated, which in our setting means measuring the performance of the selected configuration (Line 12). The configurations and the associated performance scores are used to build the performance model (Line 14). The model is validated using the testing set then the accuracy is computed. In our setting, we assume that the measure is accuracy (higher is better). Once the accuracy score is calculated, it is compared with the accuracy score obtained before adding the new set of configurations to the training set. If the accuracy of the model (with more data) does not improve the accuracy when compared to the previous iteration (lesser data), then life is lost. This termination criterion is widely used in the field of Evolutionary Algorithms to determine the degree of convergence [40].

4.2 Rank-based: “Build a Rank-preserving Model”

As an alternative to the residual-based method, a rank-based method has recently been proposed [11]. The rank-based method is similar to residual-based method in that it has a flat acquisition function, which resembles random sampling. Like the residual-based method, the rank-based method discussed here also considers only performance configuration optimizations with a single-objective. For further details, please refer to Nair et. al [11].

In a nutshell, instead of using residual measures of errors, as described in Equation 3 which depend on residuals \( r = y - f(x) \), it uses a rank-based measure. While training the performance model \( f(x) \), the configuration space is
iteratively sampled (from the training pool) to train the performance model. Once the model is trained, the accuracy of the model is measured by sorting the values of \(y = f(x)\) from ‘small’ to ‘large’, that is:

\[
f(x_1) \leq f(x_2) \leq f(x_3) \leq ... \leq f(x_n).
\]

The predicted rank order is then compared to the actual rank order. The accuracy is calculated using the mean rank difference (\(\mu RD\)):

\[
\mu RD = \frac{1}{n} \sum_{i=1}^{n} |rank(y_i) - rank(f(x_i))|
\]

This measure simply counts how many of the pairs in the test data have been ordered incorrectly by the performance model \(f(x)\) and measures the average of magnitude of the ranking difference.

In Figure 4 we list a generic algorithm for the rank-based method. Sampling starts by selecting samples randomly from the training pool and by adding them to the training set (Line 8). Then, the collected sample configurations are evaluated (Line 11). The configurations and the associated performance measure are used to build a performance model (Line 13). The generated model (CART, in our case) is used to predict the performance measure of the configurations in the testing pool (Line 16). Since the performance value of the holdout set is already measured, hence known, the ranks of the actual performance measures, and predicted performance measure are used to build a performance model (Lines 18–19). The actual and predicted performance measure is then used to calculate the rank difference using Equation 5. If the rank difference (\(\mu RD\)) of the model (with more data) does not decrease when compared to the previous generation (lesser data), then a life is lost (Lines 23–24). When all lives are expired, sampling terminates (Line 27).

### 4.3 ePAL: “Traditional SMBO”

Unlike the residual-based and rank-based methods, epsilon Pareto Active Learning (ePAL) reflects on the evaluated configurations (and corresponding performance measures) to decide the next best configuration to measure using Maximum Variance (predictive uncertainty) as an acquisition function. ePAL incrementally updates a model (GPM) representing a generalization of all samples (or configurations) seen so far. The model can be used to decide the next most promising configuration to evaluate. This ability to avoid unnecessary measurement (by just exploring a model) is very useful in the cases where each measurement can take days to weeks.

In Figure 5 we list a generic algorithm for ePAL. ePAL starts by selecting samples randomly from the configuration space (\(all\_configs\)) and by adding them to the training set (Line 5). The collected sample configurations are then evaluated (Line 7). The configurations and the associated performance values are used to build a performance model (Line 13). The generated model (GPM, in this case) is used to predict the performance values of the configurations in the testing pool (Line 16). Note that the model returns both the value (\(\mu\)) as well as the associated confidence interval (\(\sigma\)). These predicted values are used to discard configurations,
which have a high probability of being dominated by another point (Line 18). Domination is defined in Equation 2. After configurations (which have a high probability of being dominated) have been discarded, a new configuration (new_point) is selected and measured (Line 20). The selected configuration new_point is the most uncertain in all_configs. Then, new_point is added to train, which is then used to build the model in the subsequent iteration (Line 22). When all the configuration in all_configs have been discarded (or evaluated and moved to train) the process terminates.

Note again, since ePAL is a traditional SMBO, it shares its shortcomings (refer to Section 3.2).

5 FLASH: A Fast Sequential Model-based Method

To overcome the shortcomings of the traditional SMBO, FLASH makes certain design choices:

- FLASH’s acquisition function uses Maximum Mean. Maximum Mean returns the sample (configuration) with highest expected (performance) measure;
- GPM is replaced with CART [41], a fixed-point regression model. This is possible because the acquisition function requires only a single point value rather than the mean and the associated variance.

When used in a multi-objective optimization setting, FLASH models each objective as a separate performance (CART) model. This is because the CART model can be trained for one performance measure or dependent value.

The basic idea of CART is as follows: CART recursively partitions the set of configurations (based on a configuration option) into smaller clusters until the performance of the configurations in the clusters are similar. Each split of the set of configurations is driven by a decision on the configuration option that would minimize the entropy or prediction error. These recursive clustering is represented as a binary decision tree. So, when we need to predict the performance of a new configuration not measured so far, we use the decision tree to find the cluster which is most similar to the new configuration.

FLASH replaces the actual evaluation of all configurations (which can be a very slow process) with a surrogate evaluation, where the CART decision trees are used to guess the objective scores (which is a very fast process). Once guesses are made, then some select operator must be applied to remove less-than-satisfactory configurations. Inspired by the decomposition approach of MOEA/D [42], FLASH uses the following stochastic Maximum Mean method, which we call Bazza.

For problems with o objectives that we seek to maximize, Bazza returns the configuration that has outstandingly maximum objective values across N random projections. Using the predictions for the o objectives from the learned CART models, then Bazza executes as follows. Note that the first step (randomly assigning weights to goals) is a technique we borrow and adapt from the MOEA/D algorithm [42].

```
def FLASH(uneval_configs, fitness, size, budget):
    # Add size() number of randomly selected configurations to training data.
    # All the randomly selected configurations are measured
    eval_configs = [measure(x) for x in sample(uneval_configs, size)]
    # Remove the evaluations configuration from data
    uneval_configs.remove(eval_configs)
    while budget > 0:
        # Build one CART model per objective
        for o in objectives: model[o] = CART(eval_configs)
        # Find and measure another point based on acquisition function
        acquired_point = measure(acquisition_fn(uneval_configs, model))
        eval_configs.append(acquired_point)
        # Add acquired point
        uneval_configs.remove(acquired_point)
        # Remove acquired point
        budget -= 1
    return max(predicted)
```

Fig. 6: Python code of FLASH

N vectors V of length m are generated and filled with random numbers of the range 0..1. This represents the various weight vectors. The idea is to decompose one problem into a set of N sub-problems (uniformly spread N weight vectors.

- Set max = 0 and best = nil.
- For each configuration xi,
  - Guess its performance scores yi,j using the predictions from the CART models.
  - Compute its mean weight as follows:
    
    \[ \text{mean}_i = \frac{1}{N} \sum_{n=1}^{N} \sum_{j=1}^{m} (V_{n,j} \cdot x_{i,j}) \]

    - If mean > max, then max := mean and best := xi.
    - Return best.

In summary, given a set of V weight vectors of length m, Bazza finds the vector that scores best across N different weighted sums, each of which is computed with random weight vectors.

The resulting algorithm is shown in Figure 6. Before initializing FLASH, a user needs to define three parameters N, size, and budget (refer to Section 3.2 for a sensitivity analysis).

FLASH starts by randomly sampling a predefined number (size) of configurations from the configuration space and evaluate them (Line 4). The evaluated configurations are removed from the unexplored pool of configurations (Line 6). The evaluated configurations and the corresponding performance measure/s are then used to build CART model/s (Line 10). This model (or models, in case of multi-objective problems) is then used by the acquisition function to determine the next point to measure (Line 13). The acquisition function accepts the model (or models) generated in Line 10, and the pool of unexplored configurations (uneval_configs) to choose the next configuration to measure. The model is used to generate a prediction for the unexplored configurations. For single-objective optimization problems, Bazza is applied. The configuration chosen by the acquisition function is evaluated.
and added to the evaluated pool of configurations (Line 12-13) and removed from the unevaluated pool (Line 14). FLASH terminates once it runs out of budget (Line 8).

Note the advantages of this approach: SMBO is a widely used method [43] for many important tasks (cloud configuration [5], hyperparameter optimization [44]) so even a small improvement in this method would be significant for a large number of domains. Truly FLASH includes many novel innovations. The following list shows the significant innovations of this work and the delta to prior research.

1. Evolutionary algorithms (EAs) have been used for optimizing black-box optimization [45]. Using Evolutionary Algorithms is relatively straightforward since it requires no domain knowledge to solve a problem.

**Challenge:** Evolutionary algorithms suffer from two problems. Firstly, there is the issue of the number of evaluations required for an EA. A standard EA experiment is 100 individuals mutated for 100+ generations [46]. This renders Evolutionary Algorithms unsuitable for our domain since individual evaluation can be very slow (requires re-running a benchmark suite). A second problem with EAs is the problem of slow convergence (i.e., the performance delta across these generations may be very slow and take a long time to stabilize [47]). For this reason, research in this area in the last decade has explored non-EA methods for software configuration [8], [9], [10], [11], [16].

**New approach:**
- Here we explore SMBO for software configuration optimization.
- While SMBO is gaining some popularity in other domains [5], [48], [19], this article is the first reporting a successful application of SMBO to software configuration.

2. Prior work in this area used some surrogate model learned by data mining (e.g., with CART [8], [9], [10]), possibly combined with random sampling. Such surrogates are useful for guiding the construction of better configuration models since they can be much faster to execute than (say) re-running a benchmark suite. Hence, an optimizer that uses such surrogates can terminate relatively quickly.

**Challenge:** One drawback with surrogate models is that they require a holdout set, against which the surrogate model (built iteratively) is evaluated. Interestingly, prior work does not discuss the cost of populating, which may require exploring up to 20% of the total configuration space [11].

**New approach:**
- We found that applying SMBO removes the need for this holdout. We build the model incrementally, thus the configurations (and their performance) sampled at a given point in time used to intelligently select the next data point to collect.
- This work is the first successful application of such incremental model construction (with no holdout sets) for software configuration.

3. Standard SMBO algorithms are a widely used method for finding good samples (as used in hyper-parameter optimization). Standard SMBO builds its models using a method called Gaussian Process Models. Due to internal complexities of some of its matrix operations, GPM can handle only a dozen configuration options (or less), while modern software may required many more configuration options.

**Challenge:** How can we scale SMBO to much larger configuration options?

**New approach:**
- One of the core innovations of this article is the use of CART (one CART per goal) for surrogate modeling. That is, we replace GPM with CART. GPM takes time $O(M^3)$ [50] while recursive bifurcating algorithms like CART are much faster (takes time $O(MN^2)$ to build its trees where $M$ is the size of the training dataset and $N$ is the number of attributes [51]). Furthermore, methods such as CART have been extensively studied, and very fast incremental versions are simple to implement—see Domingos et al. [52], which is to say that if CART ever gets slow, there are many alternatives, we could try that would readily speed it up.
- Theoretical complexity results aside, we demonstrate empirically that that our CART-based method scales much better than GPM. As of 2016, published state-of-the-art results [14] report that they were unable to use more than 10 attributes within a GPM. As of 2018, our own experiments confirm that GPM cannot scale to more than a dozen configuration options. As shown in Figures [10] and (b), FLASH scales linearly in number of attributes to models that defeats SMBO. We regard FLASH’s ability to scale linearly in number of attributes to be a major contribution of this article.

4. One advantages of SMBO algorithms such as GPM is that they identify region(s) of most variance within a model. Such regions represent zones of most uncertainty (and sampling there has greatest chance of most improving a model).

**Challenge:** If we are not using GPM, how can we find the best regions for future sampling?

**New approach:**
- Another core innovation is the Bazza algorithm. Bazza assumes that the greatest mean might contain the values that most extend to the desired maximal (or minimal) goals. Bazza finds that region in linear time (since it only has to track the most extreme values seen so far).
- **Bazza** is an important innovation since standard methods for finding the best candidates within a population of size $M$ require time $O(M^2)$ [53]. But as shown in this article, our methods require only $O(M)$.

5. The kernels used in Gaussian Process Model assume “smoothness” [50], or in other words, the configurations which are closer to each other have similar performance. In the case of software configuration, this assumption is highly unlikely since we know of many software options where a small change can lead to radically different software performance (e.g. switching from link lists to B-trees is a single change to one value of one configuration option—but that change can lead to dramatic speed ups in the software).

**Challenge:** How to avoid GPM’s smoothness assumptions?

**New approach:**
- We use CART, a learner that recursively bifurcates training data into different regions. The important point here is that CART makes no assumption that neighboring regions have the same properties.
• Unlike prior work, our use of CART makes no limiting assumptions about the smoothness of the space.

6 Evaluation

6.1 Research Questions

In prior work, performance configuration optimization was conducted by sequentially sampling configurations to build models, both accurate (residual-based method) and inaccurate (rank-based method). Both methods divide the configuration space into (i) training pool, (ii) validation set, and (iii) holdout set. They sequentially select a configuration from the training pool and add it to the training set (which is a subset of the training pool). The configuration (along with the corresponding performance measure) is used to build a model. Both methods use a validation set to evaluate the quality of the model. The size of the validation set is based on an engineering judgment and expected to be a representative of the whole configuration space. Prior work [11] used 20% of the configuration space as holdout set, but did not consider the cost of using the validation set.

Our research questions are geared towards assessing the performance of FLASH based on two aspects: (i) Effectiveness of the solution or the rank-difference between the best configuration found by FLASH to the actual best configuration, and (ii) Effort (number of measurements) required to find the better configuration. The above considerations lead to two research questions:

RQ1: Can FLASH find the better configuration?

Here, the better configurations found using FLASH are compared to the ones identified in prior work, using the residual-based and rank-based method. The effectiveness of the methods is compared using rank-difference (Equation 7).

RQ2: How expensive is FLASH (in terms of how many configurations must be measured)?

It is expensive to build (residual-based or rank-based) models since they require using a holdout set. Our goal is to demonstrate that FLASH can find better configurations of a software system using fewer measurements.

To the best of knowledge, SMBO has never been used for multi-objective performance configuration optimization in software engineering. However, similar work has been done by Zuluaga et al. [13] in the machine learning community, where they introduced ePAL. We use ePAL as a state-of-the-art method to compare FLASH.

We do not consider the work by Oh et al. [54], which uses true random sampling to find the better configurations. We do not compare FLASH with Oh et al.’s method mainly for the following reason: Oh et al.’s work supports only Boolean configuration options, which limits its practical applicability. FLASH, and the prior work considered in this article, do not have this limitation. Moreover, Oh’s work is limited to single-objective problems. Since it does not build a performance model during the search process, it cannot be easily adapted to multi-objective problems. One may argue that running Oh et al.’s approach alternatively on different objectives (of a multi-objective problem) could lead to a set of solutions on the Pareto Front. However, this is not a proper alternative since these runs (on separate objectives) are independent of each other (i.e., they are run separately and cannot inform each other).

Since ePAL suffers from the shortcomings of traditional SMBO, our research questions are geared towards finding the estimated Pareto-optimal solutions (predicted Pareto Frontier), which is closest to the true Pareto Frontier (which requires measuring all configurations) with least effort. We assess the performance of FLASH by considering three aspects: (i) Effectiveness of the configurations between the Pareto Frontier and the ones approximated by an optimizer, and Effort evaluated in terms of (ii) number of measurements, and (iii) time to approximate the Pareto Frontier.

The above considerations lead to three research questions:

RQ3: How effective is FLASH for multi-objective performance configuration optimization?

The effectiveness of the solution or the difference between the predicted Pareto Frontier found by optimizers to the true Pareto Frontier,

RQ4: Can FLASH be used to reduce the effort of multi-objective performance configuration optimization compared to ePAL?

Effort (number of measurements) required to estimate the Pareto Frontier which is closest to the true Pareto Frontier, and

RQ5 Does FLASH save time for multi-objective performance configuration optimization compared to ePAL?

Since ePAL may take substantial time to find the approximate Pareto Frontier, it is imperative to show that FLASH can approximate the Pareto Frontier and converge faster.

Our goal is to minimize the effort (time and number of measurements) required to find an approximate Pareto Frontier as close to the actual Pareto Frontier as possible.

6.2 Case Studies

We evaluated FLASH in two different types of problems namely: (1) single-objective optimization problems and (2) multi-objective optimization problems using 30 scenarios (15 scenarios in multi-objective settings) from 6 software systems. These systems are summarized in Table 1. More details about the software systems are available at http://tiny.cc/flash_systems/

We selected these software systems since they are widely used in the configuration and search-based SE literature [8], [9], [10], [11], [13], [15], [16], [54] as benchmark problems for this kind of optimization work. Furthermore, extensive documentation is available at the supplementary Web site for all these models.

6.3 Experimental Rig

6.3.1 Exploring RQ1, RQ2

For each subject system, we build a table of data, one row per valid configuration. We then run all configurations of all systems (that is, that are invoked by a benchmark) and recorded the performance scores. Note that, while answering the research questions, we ensure that we never test any prediction model on the data that we used to learn the model.

To answer our research questions, we split the datasets into training pool (40%), holdout set (20%), and validation pool (40%). The size of the holdout set is taken from prior

6. Pareto Frontier is a set of solutions which are non-dominated by any other solution.
work [11]. It is worth to note that this is a hyper-parameter and is set based on an engineering judgment. To perform a fair comparison while comparing FLASH with prior work, the training pool and validation pool are merged for FLASH experiments.

The experiment to find better configuration using the residual-based and rank-based methods is conducted in the following way:

- Randomize the order of rows in the training data
- Do
  - Select one configuration (by sampling with replacement) and add it to the training set
  - Determine the performance scores associated with the configuration. This corresponds to a table look up but would entail compiling or configuring and executing a system configuration in a practical setting.
  - Using the training set and the accuracy, build a performance model using CART.
  - Using the data from the testing pool, assess the accuracy either using MMRE (as described in Equation 3) or rank difference (as described in Equation 5).
- While the accuracy is greater or equal to the threshold determined by the practitioner (rank difference in the case of rank-based method and MMRE in the case of residual-based method).

Once the model is trained, it is tested on the data in the validation pool. Please note, the learner has not been trained on the validation pool. The experiment to find better configuration by FLASH is conducted in the following way:

- Choose 80% of the data (at random).
- Randomize the order of rows in the training data
- Do
  - Select 30 configurations (by sampling with replacement) and add them to the training set
  - Determine the performance scores associated with the configurations. This corresponds to a table look up, but would entail compiling or configuring and executing a system configuration in a practical setting.
  - Using the training set, build a performance model using CART.
  - Using the CART model, find the configuration with best predicted performance.
  - Add the configuration with best predicted performance to the training set.
- While the stopping criterion (budget) is not met, continue adding configurations to the training set.

Once FLASH has terminated, the configuration with the best performance is selected as the better configuration. Please note that unlike the methods proposed in prior work, there is no training and validation pool in FLASH. It uses the whole space and returns the configuration with the best performance.

RQ1 relates the results found by FLASH to ones of residual-based and rank-based methods. We use the absolute difference between the ranks of the configurations predicted to be the best configuration and the actual optimal configuration. We call this measure rank difference.

\[
RD = |\text{rank(actual}_{\text{best}}) - \text{rank(predicted}_{\text{best}})|
\] (7)

Ranks are calculated by sorting the configurations based on their performance scores. The configuration with the minimum performance score, rank(actual\text{_{best}}), is ranked 1 and the one with the highest score is ranked as \text{N}, where \text{N} is the number of configurations.

6.3.2 Exploring RQ3, RQ4, and RQ5
Similar to RQ1 and RQ2, for each subject system, we build a table of data, one row per valid configuration. We then run all configurations of all systems and record the performance scores. To this table, we add two columns of measurements (one for each objective) obtained from measurements.

To measure effectiveness, we use quality indicators as advised by Wang et al. [55]. The quality indicators are:

- The Generational Distance (GD) [55] measures the closeness of the solutions from by the optimizers to the Pareto frontier that is, the actual set of non-dominated solutions.
- The Inverted Generational Distance (IGD) [57] is the mean distance from points on the true Pareto-optimal solutions to its nearest point in the predicted Pareto-optimal solutions returned by the optimizer.

Note that, for both measures, smaller values are better. Also, according to Coello et al. [57], IGD is a better measure of how well solutions of a method are spread across the space of all known solutions. A lower value of GD indicates that the predicted Pareto-optimal solutions have converged (or are near) to the actual Pareto-optimal solutions. However, it does not comment on the diversity (or spread) of the solutions. GD is useful while interpreting the results of RQ3 and RQ6, where we would notice that FLASH has low GD values but relatively high IGD values.

To answer our research questions, we initialize ePAL and FLASH with randomly selected configurations along with their corresponding performance scores. Since, ePAL does not have an explicit stopping criterion, we allow ePAL to run until completion. For FLASH, we allowed a budget of 50 configurations. The value 50 was assigned by parameter tuning (from Section 8.2). The configurations evaluated during the execution of the three methods are then used to measure the quality measures (to compare methods). Note that we use two versions of ePAL: ePAL with \( \epsilon = 0.01 \) (ePAL-0.01), and ePAL with \( \epsilon = 0.3 \) (ePAL-0.3) [8]. These ePAL versions represents two extremes of ePAL from the most cautious (\( \epsilon = 0.01 \))—maximizing quality to most careless (\( \epsilon = 0.3 \))—minimizing measurements.

Other aspects of our experimental setting were designed in response to the specific features of the experiments. For example, all the residual-based, rank-based and FLASH methods are implemented in Python. We use Zuluaga et al.’s implementation of ePAL, which was implemented in Matlab. Since we are comparing methods implemented in different languages, we measure “speed” in terms of the number of measurements (a language-independent feature) along with runtimes.

---

7. We use 80% because other method find the better configuration sampling from a training set of 40% and test is against a testing pool of 40%. To make sure, we make a fair comparison, we use FLASH to find the best configuration among 80% of the configuration space.

8. Refer to Section 4.3 for definition of \( \epsilon \).

9. We have measured other values of epsilon between 0.01 and 0.3, but due to space constraints we show results from two variants of ePAL.
The ideal result would be when all the points lie on the line $y=0$ or the horizontal axis, which means the method was able to find the better configurations for all subject systems or the rank difference between the predicted optimal solution and the actual optimal solution is 0.

- The sub-figures (left to right) represent the residual-based method, rank-based method, and FLASH.

Overall, in Figure 7 we find that:

- All methods can find better configurations. For example, FLASH for SS-J1 predicted the configuration whose performance score is ranked 20th in configuration space. That is good enough since FLASH finds the 20th most performant configuration among 3072 configurations.

- The mean rank difference of the predicted optimal configuration is 6.082, 5.81, and 5.58 for residual-based, rank-based, and FLASH.

So, the rank of the better configuration found by all the three methods is practically the same. To verify the similarity is statistically significant, we further studied the results using non-parametric tests Scott-Knott test recommended by Mittas and Angelis [58] and Arcuri & Briand [58].

Scott-Knott is a top-down clustering approach used to rank different treatments. If the approach finds an interesting division of the data, then some statistical test is applied to the two divisions to check if they are statistically significantly different. If so, Scott-Knott recurses into both halves. To apply Scott-Knott, we sorted a list of $l = 20$ values of performance of different method found by different methods. Then, we split $l$ into sub-lists $m$, $n$ to maximize the expected value of differences in the observed performances before and after division. For example, for lists $l$, $m$, $n$ of size $l_s$, $m_s$, $n_s$ where $l = m \cup n$:

$$E(\Delta) = \frac{m_s}{l_s} |m_{\mu} - l_{\mu}|^2 + \frac{n_s}{l_s} |n_{\mu} - l_{\mu}|^2$$

We then apply a statistical hypothesis test $H$ to check if $m$, $n$ are significantly different (in our case, the conjunction of A12 and bootstrapping). If so, Scott-Knott recurses on the splits. In other words, we divide the data if both bootstrap sampling and effect size test agree that a division is statistically significant (with a confidence level of 99%) and not a small effect (A12 $\geq 0.6$).

---

**7 RESULTS**

**7.1 Single-objective Problems**

RQ1: Can FLASH find the better configuration? Figure 7 shows the Rank Difference of the predictions using FLASH, the rank-based method and the residual based method. The horizontal axis shows subject systems. The vertical axis shows the rank difference (Equation 7).
For a justification of the use of non-parametric bootstrapping, see Efron & Tibshirani [59, p220-223]. For a justification of the use of effect size tests, see Shepperd and MacDonell [60]; Kampenes [61]; and Kocaguenli et al. [62]. These researchers warn that, even if a hypothesis test declares two populations to be “significantly” different, then that result is misleading if the “effect size” is very small. Hence, to assess the performance differences we first must rule out small effects using A12.

In Figure 8, we show the Scott-Knott ranks for the three methods. The quartile charts show the Scott-Knott results for the subject systems, where FFLASH did not do as well as the other two methods. For example, the statistic test for SS-C2 shows that the rank difference of configurations found by FFLASH is statistically larger from the other methods. This is reasonably close, since the median rank of the configurations found by FFLASH is 7 of 1512 configurations, where for the other methods found configurations have a median rank of 2. As engineers, we feel that this is close because we can find the 7th best configuration using 34 measurements compared to 339 and 346 measurements used by other methods. Overall, our results indicate that:

FLASH can find better configurations, similar to the residual-based and the rank-based method, of a software system without using a holdout set.

RQ2: How expensive is FLASH (in terms of how many configurations must be executed)?

To recommend FLASH as a cheap method for performance optimization, it is important to demonstrate that it requires fewer measurements to find the better configurations. In our setting, the cost of finding the better configuration is quantified by number of measurements required (i.e., table lookup). Figure 9 shows our results. The vertical axis represents the ratio of the measurements of different methods are represented as the percentage of number of measurements required by residual-based method since it uses the most measurements in 66% scenarios.

Overall, we see that FLASH requires the least number of measurements to find better configurations. For example, in SS-E1, FLASH requires 9% of the measurements when compared with the residual-based method and the rank-based method. There are few cases (SS-M1 to SS-O2) where FLASH requires less than 1% of the residual-based method, which is because these systems have a large configuration space and the holdout set required by the residual-based method and the rank-based method (except FLASH) uses 20% of the measurements.

For performance configuration optimization, FLASH is cheaper than the state-of-the-art method. In 57% of the software systems, FLASH requires an order of magnitude fewer measurement compared to the residual-based method and rank-based method.

7.2 Multi-objective Optimization

RQ3: How effective is FLASH for multi-objective performance configuration optimization?

Table 2 shows the results of a statistical analysis that compares the quality measures of the approximated Pareto-optimal solutions generated by FLASH to those generated by ePAL.

- The rows of the table shows median numbers of 20 repeated runs over 15 different scenarios.
- The columns report the quality measures, generational distance (GD), and inverted generation distance (IGD). Recall smaller values of GD and IGD are better.
- ‘X’ denotes cases where a method did not terminate within a reasonable amount of time (10 hours).
- Bold-typed results are statistically better than the rest.
- The last row of the table (Win(%)) reports the percentage of times a method is significantly better than other methods overall software systems.

One way to get a quick summary of this table is to read the last row (Win(%)). This row is the percentage number of times a method was marked statistically better than the other methods. From Table 2 we can observe that FLASH outperforms variants of ePAL since FLASH has the highest Win(%) in both quality measures. This is particularly true for scenarios with more than 10 configuration options, where ePAL failed to terminate while FLASH always did.
We further notice that ePAL-0.01 has a higher win percentage than ePAL-0.3. This is not surprising since (as discussed in Section 3.2) ePAL-0.01 (optimized for quality) is more cautious than ePAL-0.3 (which is optimized for speed measured in terms of number of measurements). This can be regarded as a sanity check. It is interesting to note that FLASH has impressive convergence score (lower GD scores)—it converges better for 93% of the systems, but not so remarkable in terms of the spread (lower IGD scores). However, the performance of FLASH is similar to ePAL. It is also interesting that, for software systems where FLASH was not statistically better, these are cases where the statistically better method always converged to the actual Pareto Frontier (with few exceptions).

FLASH is effective for multi-objective performance configuration optimization. It also works in software systems with more than 10 configuration options whereas ePAL does not terminate in reasonable time.

RQ4: Can FLASH be used to reduce the effort of multi-objective performance configuration optimization compared to ePAL?
In the RQ4 section (right-hand side) of Table 2, the number of measurements required by methods, ePAL, and FLASH are shown. Rows show different software systems and columns shows the number of measurements associated with each method. The numbers highlighted in bold mark methods that are statistically better than the other. For example in SS-K, FLASH uses statistically fewer samples than (variants of) ePAL.

From the table we observe:
• FLASH uses fewer samples than ePAL_0.01. In 9 of 15 cases, ePAL_0.01 is, at least, two times better than FLASH.
• (Variants of) ePAL does not terminate for SS-M, SS-N, and SS-O even after ten hours of execution—a pragmatic choice. The reason for this can be seen in Table 1 these software systems have more than 10 configuration options and the GPMs used by ePAL does not scale beyond that number.
• The obvious feature of Table 2 is that FLASH used fewer measurements in 12 of 15 software systems.

FLASH requires fewer measurements than ePAL to approximate Pareto-optimal solutions. The number of evaluations used by FLASH is less than (more careful) ePAL-0.01 for all the software systems and 12 of 15 software systems for (more careless) ePAL-0.3.

RQ5: Does FLASH save time for multi-objective performance configuration optimization compared to ePAL?
Figure 10 compares the run times of ePAL with FLASH. Please note that we use the author’s version of ePAL in our experiments, which is implemented in Matlab. However, FLASH was implemented in Python. Even though this may not be a fair comparison, for the sake of completeness, we report the run-times of the test. The sub-figure to the left shows how the run times vary with the number of configurations of the system. The x-axis represents the number of configurations (in log scale), while the y-axis represents the time taken to perform 20 repeats in seconds (in log scale), which means lower the better. The dotted lines in the figure, shows the cases where a method (in this case, ePAL) did not terminate. The sub-figure in the middle represents how the run-time varies with the number of configuration options. The x-axis represents the number of configuration options, and the y-axis represents the time taken for 20 repeats in seconds (in log scale), which means lower the better.

From the figure, we observe:
• From sub-figures left and middle, FLASH is much faster than (variants of) ePAL except in 2 of 15 cases.
• The run times of ePAL increase exponentially with the number of configurations and configuration options, similar to the trend reported in the literature.
• (Variants of) ePAL does not terminate for cases with large numbers of configurations and configuration options, whereas FLASH always terminates an order of magnitude faster than ePAL. This effect is magnified in case of a scenarios with large configuration space.

Overall our results indicate:

FLASH saves time and is faster than (variants of) ePAL in 13 of 15 cases. Furthermore, FLASH is an order of magnitudes faster than ePAL in 5 of 15 software systems. In other 2 out of 15 cases, the FLASH’s runtimes are similar to (variants of) ePAL.

8 Discussion
8.1 Why CART is used as the surrogate model?
Decision Trees are a very simple way to learn rules from a set of examples and can be viewed as a tool for the analysis of a large dataset. The reason why we chose CART is two-fold. Firstly, it is shown to be scalable and there is a growing interest to find new ways to speed up the decision tree learning process [51]. Secondly, a decision tree can describe with the tree structure the dependence between the decisions and the objectives, which is useful for induction and comprehensibility. These are the primary reasons for choosing decision-trees to replace Gaussian Process as the surrogate model for FLASH.

8.2 What is the trade-off between the starting size and budget of FLASH?
There are two main parameters of FLASH which require being set very carefully. In our setting, the parameters are size and budget. The parameter size controls the exploration capabilities of FLASH whereas parameter budget controls the exploitation capabilities. In Figure 11, we show the trade-off between generational distance and inverted generational distance by varying parameters size and budget. The markers in Figure 11 are annotated with the starting size of FLASH. The trade-off characterizes the relationship between two
TABLE 2: Statistical comparisons of Flash and ePAL regarding the Performance measures are GD (Generational Distance), IGD (Inverted Generational Distance) and a number of measurements. For all measures, less is better; X denotes cases where methods did not terminate within a reasonable amount of time (10hrs). The numbers in bold represent statistically better runs than the rest. For example, for SS-G, GD of Flash is statistically better than of ePAL.

| Software | GD | IGD | Evals |
|----------|----|-----|-------|
| epal     | epal | Flash | epal | epal | Flash | epal | epal | Flash |
| SS-A     | 0.002 | 0.002 | 0    | 0    | 0.002 | 0    | 109.5 | 73.5 | 50    |
| SS-B     | 0    | 0    | 0.005 | 0    | 0.005 | 0    | 84.5  | 20   | 50    |
| SS-C     | 0.001 | 0.001 | 0.003 | 0.004 | 0.004 | 0    | 247   | 101  | 50    |
| SS-D     | 0    | 0.004 | 0.014 | 0.002 | 0.007 | 0.009 | 119.5 | 67   | 50    |
| SS-E     | 0    | 0.001 | 0.012 | 0.004 | 0.008 | 0.002 | 208   | 54.5 | 50    |
| SS-F     | 0    | 0.016 | 0.008 | 0    | 0.006 | 0.016 | 138   | 71   | 50    |
| SS-G     | 0    | 0.023 | 0.003 | 0.006 | 0.004 | 0    | 131   | 69   | 50    |
| SS-H     | 0    | 0    | 0    | 0    | 0    | 0    | 52    | 28   | 50    |
| SS-I     | 0.008 | 0.018 | 0    | 0.008 | 0.018 | 0    | 48    | 30   | 50    |
| SS-J     | 0    | 0    | 0.002 | 0.002 | 0.002 | 0    | 186   | 30   | 50    |
| SS-K     | 0.001 | 0.001 | 0.003 | 0.001 | 0.002 | 0.001 | 209   | 140  | 50    |
| SS-L     | 0.01  | 0.028 | 0.006 | 0.007 | 0.006 | 0.009 | 68.5  | 35   | 50    |
| SS-M     | X    | X    | 0.065 | X    | X    | 0.015 | X     | X    | 50    |
| SS-N     | X    | X    | 3.01E-07 | X    | X    | 3.20E-06 | X    | X    | 50    |
| Win (%)  | 73   | 67   | 93    | 67    | 33    | 67    | 0     | 33   | 80    |

Fig. 10: The time required to find better solutions using ePAL and Flash (sum of 20 repeats). Note that the axis's of the first two figures (left, and center) are in log scale. The time required for Flash compared to (variants of) ePAL is much lower (with an exception on 2 of 15 software systems). The dashed line in the figure (left and middle) represents cases where ePAL did not terminate within a reasonable time (10 hours). In the right-hand figure, we show the performance gain (wrt. to time) achieved by using Flash. All the bars above the dashed line (y=1) performs worse than Flash.

8.3 Can rules learned by CART guide the search?
Currently, Flash does not explicitly reflect on the Decision Tree to select the next sample (or configuration). But, rules learned by Decision Tree can be used to guide the process of search. Though we have not tested this approach, a Decision Tree can be used to learn about importance of various configuration options which can be then used to recursively prune the configuration space, similar to the approach of Oh et al. [54]. We hypothesize that this would make Flash more scalable and be used to much larger models. We leave this for future work.

8.4 What are the shortcomings of Flash?
Flash suffers from the following shortcomings.
- **Parallelization**: Flash like all sequential model-based approaches completes evaluating a configuration before evaluating a new one. However, in practice, this feature can lead to really long runtimes. A possible extension might be to evaluate multiple configurations in parallel. This has not been considered in this version of Flash and is something we leave for the future work.
Generational Distance

Fig. 11: The trade-off between the number of starting samples (exploration) and number of steps to converge (exploitation). The ideal point in these trade-off curves is (0,0), which mean the algorithm has perfect convergence ($GD = 0$) and perfect diversity ($IGD = 0$). The trade-off curve for multi-objective performance configuration optimization is shown with budget of 50 evaluations.

- **Non-stationary**: FLASH assumes that the benchmark or the load in the system is stationary. Hence, there is no inherent mechanism in FLASH which would adapt itself based on the change in workload. This non-stationary nature of the problem is a significant assumption and currently not addressed in this paper. Addressing this aspect may include an ensemble-based approach where a new model is built at a specified time interval. The importance of the model is defined by a time-dependent weight decay of the model, that is, older the model, the lower its significance (weight).

- **Cost Sensitivity**: FLASH also assumes that the cost of evaluating all the configurations are same. However, in practice, this is not true. For example, the wall clock time of running a specific benchmark on a software system with and without caching can be substantially different. In practice, stakeholders may demand to find a good configuration within a specified time limit (instead of the number of configurations measured). We leave this for future work.

- **Cold Start**: FLASH randomly selects the initial configurations to evaluate, which can affect its effectiveness. One of the way to reduce the impact of randomness is to select the initial points based on domain knowledge or use transfer learning from similar software systems that have been optimized in the past, to select the initial configurations of FLASH.

9 Threats to Validity

*Reliability* refers to the consistency of the results obtained from the research. For example, how well can independent researchers reproduce the study? To increase external reliability, we took care to either define our algorithms or use implementations from the public domain (SciKitLearn) [63]. All code used in this work are available online [11].

*Validity* refers to the extent to which a piece of research investigates what the researcher purports to investigate [64]. *Internal validity* concerns with whether the differences found in the treatments can be ascribed to the treatments under study.

For the case-studies relating to configuration control, we cannot measure all possible configurations in a reasonable time. Hence, we sampled only a few hundred configurations to compare the prediction to actual values. We are aware that this evaluation leaves room for outliers and that measurement bias can cause false interpretations [65]. We also limit our attention to predicting PF for a given workload; we did not vary benchmarks.

*Internal bias* originates from the stochastic nature of multi-objective optimization algorithms. The evolutionary process required many random operations, same as the FLASH was introduced in this article. To mitigate these threats, we repeated our experiments for 20 runs and reported the median of the indicators. We also employed statistical tests to check the significance of the achieved results.

It is challenging to find the representatives sample test cases to covers all kinds of software systems. We just selected six most common types of software system to discuss the FLASH basing on them. In the future, we also need to explore more types of SBSE problems for other domains such as process planning, next release planning. We aimed to increase external validity by choosing case-studies from different domains.

10 Conclusion

This article proposes a sequential model-based method called FLASH, an approach for finding better configurations while minimizing the number of measurements. To the best of our knowledge, this is the first time a sequential model-based method is used to solve the problem of performance configuration optimization. FLASH sequentially gains knowledge about the configuration space like traditional SMBO. FLASH is different from the traditional SMBOs because of the choice of the surrogate model (CART) and the acquisition function (the stochastic Maximum-Mean Bazaar function). We have demonstrated the effectiveness of FLASH on single-objective and multi-objective problems using 30 scenarios from 7 software systems.

For a single-objective setting, we experimentally demonstrate that FLASH can locate the better configuration of 30 different scenarios for seven software systems, accurately compared to the state-of-the-art approaches while removing the need for a holdout dataset, hence saving measurement costs. In 57% of the scenarios, FLASH can find the better configuration by using an order of magnitude fewer solutions than other state-of-the-art approaches.

For multi-objective setting, we show how FLASH can overcome the shortcomings of traditional SMBO (ePAL) while being as effective as ePAL as well as being scalable to software systems with higher number (greater than 10) of configuration options (where ePAL does not terminate in a reasonable time-frame).

Regarding future work, the two directions for this research are i) test on different case studies and ii) further
improve the scalability of FLASH. To conclude, we urge the SE community to learn from communities which tackle similar problems. This article experiments with ideas from fields of machine learning, SBSE, and software analytics to create FLASH, which is a fast, scalable and effective optimizer. We hope this article inspires other researchers to look further afield than their home discipline.
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