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Abstract The ground-breaking works of Weinberg have opened the way to calculations of atomic nuclei that are based on systematically improvable Hamiltonians. Solving the associated many-body Schrödinger equation involves non-trivial difficulties, due to the non-perturbative nature and strong spin-isospin dependence of nuclear interactions. Artificial neural networks have proven to be able to compactly represent the wave functions of nuclei with up to $A = 4$ nucleons. In this work, we extend this approach to $^6$Li and $^6$He nuclei, using as input a leading-order pionless effective field theory Hamiltonian. We successfully benchmark their binding energies, point-nucleon densities, and radii with the highly-accurate hyperspherical harmonics method.
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1 Introduction

At the energy regime relevant for the description of atomic nuclei, the fundamental theory of strong interactions, quantum chromodynamics (QCD), becomes non-perturbative in its coupling constant. As a consequence, it is a formidable challenge to understand how nuclei directly emanate from the QCD Lagrangian. The ground-breaking works of Steven Weinberg [1,2,3] have opened the way to establishing nuclear effective field theories (EFTs) as the link between QCD and nuclear observables. Nuclear EFTs exploit the separation between the “hard” momentum scale ($M$, typically the nucleon mass) and the “soft” momentum scale ($Q$, typically the exchanged momentum). The active degrees of freedom at soft scale are hadrons whose interactions are constrained by the symmetries of QCD. Effective potentials and currents are then derived from the most general EFT-Lagrangian, and can be employed to make predictions for nuclear observables in a systematic expansion in $Q/M$ [4].

To describe processes characterized by $Q \sim m_\pi$, the best suited approach is chiral-EFT which exploits the (approximate) chiral symmetry of QCD to derive consistent nuclear potentials and currents to estimate and reduce their uncertainties [5,6]. For distances larger than $1/m_\pi$, $Q$ is smaller than both $m_\pi$ and $M$, so that pions can be integrated out and the nuclear interactions reduce to delta functions and their derivatives [7]. This pionless-EFT is particularly useful when describing systems characterized by distances much larger than the two-nucleon scattering lengths—that is, the two-nucleon scattering amplitude at zero energy [4].

Nuclear EFTs, originally proposed by Steven Weinberg, are nowadays the main input to “ab-initio” many-body approaches, which are aimed at solving the many-body Schrödinger equation associated with the nuclear Hamiltonian with controlled approximations [8]. Among them, continuum quantum Monte Carlo (QMC) methods, such as the variational Monte Carlo (VMC), Green’s function Monte Carlo (GFMC), and auxiliary-field diffusion Monte Carlo (AFDMC), are ideally suited to test the convergence of Weinberg’s power counting and, more in general, the predictions of nuclear EFTs. These methods can accommodate “bare” potentials derived within nuclear EFTs, without further regularizing them and hence avoid the appearance of induced many-body forces. In addition, they have no problem in dealing with “stiff” forces, thereby enabling the exploration of a wide range of regulator values. Despite their success in describing the structure and dynamics of light nuclei [9], QMC techniques face important challenges. The calculation of spin-isospin dependent Jastrow correlations used in GFMC scales exponentially with the number of nucleons, limiting the applicability of these methods to nuclei with up to $A = 12$ nucleons. On the other hand, the Hubbard Stratonovich transformations used by AFDMC [10] to treat larger nuclear systems [11,12] are limited to somewhat simplified interactions [13]. In addition, the use of wave func-
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...tions that scale polynomially with the number of nucleons exacerbates the AFDMC fermion sign problem. Thus, extending continuum QMC calculations to medium-mass nuclei requires devising wave functions that exhibit a polynomial scaling with $A$ while still encompassing the vast majority of nuclear correlations.

Algorithms that take advantage of noisy intermediate-scale quantum devices are potentially groundbreaking alternatives, and their capabilities have already been demonstrated on prototypical nuclear problems [14][15][16]. An alternative class of approaches relies on the ability of artificial neural networks (ANNs) to compactly represent complex high-dimensional functions [17]. The ANN variational representations of quantum mechanical wave functions have been introduced in Ref. [18] and have then since been applied to study ground-state properties and dynamics of several interacting lattice and continuum quantum systems [19][20][21][22][23][24][25][26][27][28][29][30]. In the domain of low-energy nuclear physics, Ref. [31] has provided a proof-of-principle non-stochastic application of ANN to solve the Schrödinger equation of the deuteron with realistic Chiral-EFT interactions. Subsequently, the authors of Ref. [32] have presented a VMC-ANN algorithm that extends the domain of applicability of ANN-based representations of the nuclear wave functions to nuclei with up to $A = 4$. An adaptive stochastic reconfiguration algorithm has been devised to efficiently train permutation-invariant ANNs and compute ground-state properties of $A \leq 4$ nuclei as they emerge from a leading-order pionless-EFT Hamiltonian.

In this work, we refine the VMC-ANN algorithm of Ref. [32], so that it now takes as input the permutation-invariant ANN pair-wise coordinates instead of single-particle ones. We also extend its applicability to open-shell nuclei with $A = 6$ nucleons and validate its predictions against the highly-accurate hyperspherical-harmonics (HH) few-body method [33]. We solve the Schrödinger equation for the pionless-EFT Hamiltonian of Ref. [34] and compute the binding energies and charge radii of $^2\text{H}$, $^3\text{H}$, $^3\text{He}$, $^4\text{He}$, $^6\text{He}$, $^6\text{Li}$ and compare our results with experimental data. The paper is organized as follows. Section 2 is devoted to the pionless-EFT Hamiltonian that we use, the VMC-ANN and HH methods are described in Section 3. Our results are presented and discussed in Section 4 while in Section 5 we draw our conclusions.

2 Nuclear Hamiltonian

We employ a nuclear Hamiltonian that is based on the tenet that the momentum scale relevant to model the structure of atomic nuclei is much smaller than the pion mass $m_\pi \simeq 140$ MeV. In this regime, pions are integrated out, hence the name pionless-EFT [35][17], and the charge-independent (CI) nuclear interactions only consist of contact terms between two or more nucleons. At leading-order (LO) in the pionless-EFT expansion, the Hamiltonian is a sum of a non-relativistic kinetic-energy term plus nucleon-nucleon (NN) and three-
nucleon (3N) contact potentials

\[ H_{LO} = -\sum_i \frac{\vec{\nabla}^2_i}{2m_N} + \sum_{i<j} v_{ij} + \sum_{i<j<k} V_{ijk} \] (1)

In addition to the CI component, the two-nucleon interaction contains an electromagnetic (EM) contribution: \( v = v^{EM} + v^{CI}_{LO} \), where the full \( v^{EM} \) includes one- and two-photon Coulomb terms, the Darwin-Foldy term, vacuum polarization, and the magnetic moment interactions — see Ref. [36] for their full expressions. However, as in the AFDMC calculations of Ref. [34], in the present work we only retain the Coulomb repulsion between finite-size (rather than point-like) protons.

The LO pionless-EFT NN interaction derived in Ref. [34] is required to only act in even partial waves. In coordinate space, it reads

\[ v^{CI}_{LO}(r_{ij}) = C_{01} C_1(r_{ij}) P_0^s P_1^t + C_{10} C_0(r_{ij}) P_1^s P_0^t \] (2)

where \( r_{ij} = |r_i - r_j| \) and \( P_{0,1}^s \) (\( P_{0,1}^t \)) are spin (isospin) projection operators on pair \( ij \) with \( S(T) \) equal to 0 and 1

\[ P_0^s = \frac{1 - \sigma_{ij}}{4}, \quad P_1^s = \frac{3 + \sigma_{ij}}{4}, \quad P_0^t = \frac{1 - \tau_{ij}}{4}, \quad P_1^t = \frac{3 + \tau_{ij}}{4}. \] (3)

In the above equation we define \( \sigma_{ij} = \sigma_i \cdot \sigma_j \) and \( \tau_{ij} = \tau_i \cdot \tau_j \), with \( \sigma \) and \( \tau \) denoting the Pauli spin and isospin operator, respectively. The Gaussian cutoff functions

\[ C_\alpha(r) = \frac{1}{\pi^{3/2} R_\alpha^3} e^{-\left(r/R_\alpha\right)^2} \] (4)

are introduced to regularize the contact interactions. In this work, we use model “o” of Ref. [34], whose cutoff radii \( R_0 = 1.54592984 \text{ fm} \) and \( R_1 = 1.83039397 \text{ fm} \) as well as the low-energy constants \( C_{01} = -5.27518671 \text{ fm}^2 \) and \( C_{10} = -7.04040080 \text{ fm}^2 \) have been adjusted by fitting the neutron-proton scattering lengths and effective radii in the singlet and triplet channel, and the deuteron binding energy.

The potential of Eq. (2) can be compactly written in the spin-isospin operator basis as

\[ v^{CI}_{ij} = \sum_{p=1}^{4} v^p(r_{ij}) O^p_{ij}. \] (5)

where \( O_{ij}^{p=1,4} = (1, \tau_{ij}, \sigma_{ij}, \sigma_{ij}\tau_{ij}) \). The explicit expressions of the radial functions \( v^p(r_{ij}) \) are provided in Appendix A of Ref. [34] and their radial dependence is displayed in Fig. 1.

In pionless-EFT, solving \( A \geq 3 \) nuclei with purely attractive LO two-nucleon potentials leads to their “Thomas collapse” [37] when the regulator is taken to infinity. This pathological behavior is avoided promoting a contact
Nuclei with up to $A = 6$ nucleons with artificial neural network wave functions

![Graph showing radial functions of the model "o" NN potential at LO in the pionless-EFT expansion in the spin-isospin basis.](image)

Fig. 1 Radial functions of the model “o” NN potential at LO in the pionless-EFT expansion in the spin-isospin basis.

3$N$ force to LO \cite{3N}. In this work, we take a regularized 3$N$ potential of the form

$$V_{ijk} = \frac{c_E}{f_\pi^4 A_\chi} \frac{(\hbar c)^6}{\pi^3 R_3^6} \sum_{\text{cyc}} e^{-\left( r_{ij}^2 + r_{jk}^2 \right)/R_3^2}$$

(6)

where $A_\chi = 1$ GeV, $f_\pi = 92.4$ MeV is the pion decay constant and $\sum_{\text{cyc}}$ stands for the cyclic permutation of indices $i$, $j$, and $k$. The LEC $c_E$ is fixed to reproduce the $^3H$ binding energy, $B(^3H) = 8.475$ MeV, for a given value of the cutoff $R_3$. From the analysis of Ref. \cite{34}, it emerges that the choice $R_3 = 1.0$ fm yields a satisfactory description of nuclear binding energies for several nuclei over a broad range of masses, up to $^{90}$Zr. Therefore, we adopt this value for the regulator and the corresponding $c_E = 1.0786$, as the Coulomb term between finite size protons does not contribute to the binding energy of $^3H$.

3 Few-body methods

Variational Monte Carlo with ANN wave functions The variational Monte Carlo method seeks the ground-state of a given Hamiltonian by minimizing the energy expectation value

$$\frac{\langle \Psi_V | H | \Psi_V \rangle}{\langle \Psi_V | \Psi_V \rangle} = E_V \geq E_0$$

(7)

where $E_0$ is the exact ground-state energy: $H|\psi_0\rangle = E_0|\psi_0\rangle$. The Metropolis-Hastings algorithm \cite{39} is employed to sample the spatial and spin-isospin coordinates and carry out the multi-dimensional integration needed to evaluate the variational energy $E_V$. 
In the same spirit as neural-network wave functions employed in condensed-matter, chemistry, and nuclear physics applications [19,27,29,32], we construct the ANN variational state as a product of mean-field state modulated by a flexible correlator factor

$$\langle RS | \Psi_{ANN}^{V} \rangle = e^{U(R,S)} \tanh[V(R,S)] \langle RS | \Phi \rangle. \quad (8)$$

In the above equation, $R \equiv \{r_1, \ldots, r_A\}$ and $S \equiv \{s_1, \ldots, s_A\}$ denote the set of single-particle spatial three-dimensional coordinates and the z-projection of the spin-isospin degrees of freedom $s_i = \{s^z_i, t^z_i\}$, respectively.

The mean-field part of the wave function is expressed as a sum of Slater determinants of single-particle orbitals

$$\langle RS | \Phi \rangle = \sum_n C_n A_n [\phi_{\alpha_1}(r_1, s_1) \ldots \phi_{\alpha_A}(r_A, s_A)] \mathcal{J}_T, \quad (9)$$

$A$ being the antisymmetrization operator and $C_n$ are the appropriate Clebsh-Gordan coefficients to reproduce the total angular momentum, total isospin, and parity $(J^z, T)$ for the specific nucleus of interest. The single-particle orbitals are given by

$$\phi_{\alpha_i}(r_i, s_i) = R_{nl}(r_i) Y_{ll}^z(\hat{r}_i) \chi(s^z_i) \eta(t^z_i), \quad (10)$$

where $R_{nl}(r_i)$ are the radial functions parametrized by feed-forward ANNs, $Y_{ll}^z(\hat{r}_i)$ are the spherical harmonics, and $\chi(s^z_i)$ and $\eta(t^z_i)$ are the spinors describing the spin and isospin of the single-particle state. To automatically remove the spurious center of mass contribution from the kinetic energy, the spatial coordinates are replaced by $r_i \rightarrow r_i - R_{CM}$, with $R_{CM} = \frac{1}{A} \sum_i r_i$ being the center of mass coordinate [40].

Similarly to Ref. [32], the correlations factors $U(R,S)$ and $V(R,S)$ are expressed in terms of permutation-invariant ANNs based on the Deep Sets architecture [41,42]. Instead of the single-particle inputs used in Ref. [32], in this work we map the coordinates of each pair separately to a latent-space representation — pair-wise inputs were also used in the ANNs employed in Refs. [28,29]. A sum operation is then applied to destroy ordering information and ensure permutation invariance

$$F(R,S) = \rho_F \left( \sum_{i \neq j} \phi_F(r_i, s_i, r_j, s_j) \right) \quad F = U, V. \quad (11)$$

When single-particle coordinates are used as input, correlations are generated in the latent space by the net $\rho_F$. On the other hand, using the pair coordinates builds correlations already in the real space. Note that the conventional two-body Jastrow ansatz can be recovered if the latent space is taken to be one-dimensional and $\rho_F$ is the identity function $\rho_F(x) = x$.

Both $\phi_U$ and $\rho_U$ are represented by real-valued ANNs comprised of four fully connected layers with 32 nodes each, while $\phi_V$ and $\rho_V$ are made of two fully connected layers. The size of the latent spaces for $U$ and $V$ is also taken to
be 32-dimensional. On the other hand, the ANN representing $R_{nl}$ is made of two fully connected layers, with 32 nodes each. The calculation of the kinetic energy requires using differentiable activation functions. We find that tanh and softplus \cite{43} yield fully consistent results.

Since the parameters of the network are randomly initialized, in the initial phases of the training, during the Metropolis walk, the nucleons can drift away from $R_{CM}$. To control this behavior, a Gaussian function is added to the single-particle radial functions to confine the nucleons within a finite volume $R(r_i) \rightarrow R(r_i)e^{-\alpha r_i^2}$, and we take $\alpha = 0.04$.

The stochastic reconfiguration algorithm \cite{44} is employed to minimize the energy expectation value of Eq. (7) and find the optimal set of variational parameters. To speed-up the convergence of the training procedure, we adopt the adaptive learning rate algorithm discussed in the supplemental material of Ref. \cite{32}.

\textit{Hyperspherical harmonics} The hyperspherical harmonic (HH) method has been used to study nuclei of $A \leq 4$ \cite{33,45} and has been recently developed to treat also nuclei with up to $A = 6$ nucleons \cite{46}. In the HH the center of mass motion of the nucleons is decoupled and the remaining $N = A - 1$ internal spatial configurations are given through the Jacobi coordinates, defined as

$$x_{N-j+1} = \sqrt{\frac{2j}{j+1}} \left[ r_{j+1} - \frac{1}{j} \sum_{i=1}^{j} r_i \right], \quad j = 1, \ldots, N, \quad (12)$$

where $r_i$ is the position of the $i$-th particle. The hyperspherical coordinate are given by

$$\rho = \sqrt{\sum_{i=1}^{N} x_i^2}, \quad \Omega_N = \{ \hat{x}_1, \ldots, \hat{x}_N, \varphi_2, \ldots, \varphi_N \}, \quad (13)$$

where $\cos \varphi_i = \frac{x_i}{\sqrt{x_1^2 + \cdots + x_N^2}}$ for $i = 2, \ldots, N$. By rewriting the kinetic energy operator using the hyperspherical coordinates an operator $A^2_N(\Omega_N)$ appears \cite{33}.

The eigenfunction of this operator are the so-called hyperspherical harmonics which we indicate with $Y^KLM_L(\Omega_N)$ where $K$ is the eigenvalue of the operator $A^2_N(\Omega_N)$, $L$ the total angular momentum, $M_L$ the projection of the total angular momentum along $z$ and with $[K]$ we indicate all the remaining quantum numbers which uniquely identify the HH state. The nuclear wave function contains also spin and isospin degrees of freedom. The spin(isospin) is added through the function $\chi^{SM_S}[\chi^{TM_T}]$, where $S(T)$ is the total spin(isospin) and $M_S(M_T)$ the projection of the spin(isospin) on the $z$ direction. The formal expression for the HH+spin+isospin function can be found in Ref. \cite{33} for $A = 3, 4$ and \cite{16} for $A = 6$. The basis is then written as

$$Y^{KLSJJ_zTM_T}_{[a]} = \left[ Y^{KLM_L}[\Omega_N]\chi^{SM_S}[\chi^{TM_T}] \right]_{JJ_z}^{T_{TM_T}}, \quad (14)$$
The wave function of an \(A\)-body bound state, having total angular momentum \(J, J_z\) and parity \(\pi\), and third component of the total isospin \(M_T\), can be decomposed as a sum of Faddeev-like amplitudes as:

\[
\Psi_A = \sum_{p=1}^{N_p} \psi(x^{(p)}_1, \ldots, x^{(p)}_N),
\]

where the sum \(p\) runs over the \(N_p\) even permutations of the particles. Note that by exploiting the sum over the permutation it is possible to select terms of the HH basis expansion which are anti-symmetric using only the quantum numbers. By using the HH+spin+isospin anti-symmetrized basis in Eq. (14) the wave function can be rewritten as

\[
\Psi_A = \sum_{l,\alpha} c_{l,\alpha} f_l(\rho) \sum_{p=1}^{N_p} \chi^{KLSJJTM}_{N}\left[\alpha\right] \left(\Omega(p)^N\right).
\]

Here the function \(f_l(\rho)\) is defined in terms of Laguerre polynomials multiplied by an exponential and with \(\alpha\) we indicate the sum over all the quantum numbers which identify an anti-symmetric HH+spin+isospin state. The coefficients \(c_{l,\alpha}\) are unknown. To determine them we solve the eigenvalue-eigenvector problem derived from the Rayleigh-Ritz variational principle. The obtained binding energies are expected to be accurate at the level of 1 keV and 10 keV for the three- and four-nucleon systems, respectively. The HH basis cannot reach a comparable accuracy for \(A = 6\) nuclei, and the extrapolation technique described in Refs. [46,47] is needed to obtain the binding energies and charge radii of \(^6\)Li and \(^6\)He.

### 4 Results and Discussion

The binding energies and charge radii of \(^2\)H, \(^3\)H, \(^3\)He, \(^4\)He, \(^6\)He, and \(^6\)Li obtained with the VMC-ANN and HH methods are listed in Table 1. For nuclei with \(A > 3\), we separately show the results obtained with the two-body force alone (\(NN\)) and with the full LO Hamiltonian of Eq. (1) that includes the three-nucleon interaction (3\(N\)). The expectation value of the charge radius is derived from the point-proton radius using the relation:

\[
\langle r_{\text{ch}}^2 \rangle = \langle r_{\text{pt}}^2 \rangle + \frac{A - Z}{Z} \langle R_n^2 \rangle + \frac{3}{4m_p^2},
\]

where \(r_{\text{pt}}\) is the calculated point-proton radius, \(\langle R_p^2 \rangle = 0.770(9) \text{ fm}^2\) [18] the proton radius, \(\langle R_n^2 \rangle = -0.116(2) \text{ fm}^2\) [18] the neutron radius, and \(3/(4m_p^2) \approx 0.033 \text{ fm}^2\) the Darwin-Foldy correction [19]. The point-proton radius is calculated as

\[
\langle r_{\text{pt}}^2 \rangle = \frac{1}{Z} \langle \Psi | \sum_i P_p | r_i - R_{\text{cm}} |^2 | \Psi \rangle,
\]
where $Z$ is the number of protons and $P_p = (1 + \tau_z)/2$ is the proton projector operator.

We begin our comparison with the $^2$H nucleus. Similarly with the findings of Refs. [31,32], the VMC-ANN method converges to the same binding energy as the HH. Because of the missing EM contributions in the $NN$ potential, both values are slightly more bound than the experimental datum. The VMC-ANN and HH charge radii are compatible with each other within errors and only marginally smaller than the experimental value.

VMC-ANN underbinds $A = 3$ nuclei by around 0.25 MeV with respect to the HH method, for both the $NN$ and the $NN + 3N$ Hamiltonians. As noted in Ref. [32], these small discrepancies reflect the main limitation of the wave function ansatz of Eq. (8), i.e. the impossibility for the ANN correlator to compensate for the zeros of the mean-field part of the wave function $\langle RS|\Phi\rangle$. Nevertheless, the VMC-ANN and HH charge radii are very close to each other and, once the 3N force is included in the Hamiltonian, they are compatible with experiments. We also note that the HH binding energy of $^3$H agrees by construction with the experimental value, while the $^3$He differs from it by $\sim 0.1$ MeV. This small discrepancy might well be covered accounting for the neutron-proton mass difference and by using the full $v_{EM}$ interaction rather than the simple Coulomb repulsion between finite-size protons.

Similarly to the $A = 3$ case, the VMC-ANN method yields a ground-state energy of $^4$He that is $\sim 0.2$ above the HH value, whether or not the 3N force is included in the Hamiltonian. However, the repulsive features of the 3N potential are essential to bring the predicted binding energies and charge radii closer to their experimental values. To better illustrate this point, in Fig. 2 we show the VMC-ANN and HH point-nucleon density of $^4$He as

| Nucleus | Potential | $E_{\text{ANN}}$ (MeV) | $r_{ch_{\text{ANN}}}$ (fm) | $E_{\text{HH}}$ (MeV) | $r_{ch_{\text{HH}}}$ (fm) | Exp. $E_{\text{exp}}$ (MeV) | Exp. $r_{ch_{\text{exp}}}$ (fm) |
|---------|-----------|------------------------|-----------------------------|------------------------|-----------------------------|-----------------------------|-----------------------------|
| $^2$H   | $NN$      | $-2.242(1)$            | $2.120(5)$                  | $-2.242$              | $2.110(2)$                  | $-2.225$                    | $2.128$                     |
|         | $3N$      | $-9.511(1)$            | $1.658(4)$                  | $-9.744$              | $1.656(4)$                  | $-8.475$                    | $1.755(86)$                 |
| $^3$H   | $NN$      | $-8.232(1)$            | $1.750(3)$                  | $-8.475$              | $1.747(6)$                  | $-8.475$                    | $1.755(86)$                 |
|         | $3N$      | $-7.564(1)$            | $1.961(3)$                  | $-7.811$              | $1.969(8)$                  | $-7.718$                    | $1.964(1)$                  |
| $^3$He  | $NN$      | $-36.841(1)$           | $1.484(3)$                  | $-37.06$              | $1.485(4)$                  | $-28.30$                    | $1.678$                     |
|         | $3N$      | $-27.903(1)$           | $1.643(2)$                  | $-28.17$              | $1.646(4)$                  | $-29.27$                    | $2.05(1)$                   |
| $^4$He  | $NN$      | $-37.25(4)$            | $1.895(2)$                  | $-37.96(8)$           | $1.71(1)$                   | $-29.27$                    | $2.05(1)$                   |
|         | $3N$      | $-27.46(2)$            | $4.89(1)$                   | $-27.41(8)$           | $> 2.73$                    | $-29.27$                    | $2.05(1)$                   |
| $^6$Li  | $NN$      | $-42.04(1)$            | $2.248(3)$                  | $-42.51(5)$           | $2.09(2)$                   | $-31.99$                    | $2.54(3)$                   |
obtained with and without the 3N force. There is an excellent agreement between the two methods, corroborating once again the accuracy of ANNs in representing quantum-mechanical wave function of light nuclei. As expected, the 3N potential pushes nucleons further away from their CM, broadening the single-particle density and enlarging the charge radius of the nucleus.

When the NN only is taken as input, VMC-ANN produces $^6$He and $^6$Li wave functions that are stable against breakup into $^4$He plus two neutrons and $^4$He plus deuteron, respectively. This is a highly non-trivial results, as sophisticated VMC calculations of light nuclei that use conventional two- and three-body Jastrow correlations generally fail to get a binding energy for $^6$Li that is below the sum of the one of $^4$He and the deuteron [57]. It remains to be understood whether VMC-ANN would be able to get a stable $^6$Li once more realistic nuclear interactions that include a tensor component are employed. In the NN case, the VMC-ANN energies are $\sim 0.5$ MeV less bound than those obtained using the HH approach, corresponding to less than 0.1 MeV per nucleon. The latter value is not dissimilar from the one we get comparing the VMC-ANN and HH binding energies of $^3$H and $^3$He.

The VMC-ANN charge radii are appreciably larger than the HH ones for both $^6$He and $^6$Li nuclei, which are nevertheless smaller than the experimental values. This behavior is reflected in the point-nucleon density of $^6$Li, displayed in Fig. 3. The VMC-ANN distribution extends to larger distances than the HH one. This is partly due the poor quality of the HH in reproducing the long range behaviour of the $A = 6$ wave functions, which translates in a very slow convergence rate for the charge radii as function of $K$ — see Ref. [46] for a complete discussion. The relatively small value of $K$ employed in computing $A = 6$ nuclei does not allow us to safely extrapolate the computed charge radii, which tend to be underestimated.

Analogous to Fig. 2, the 3N interactions broaden the point-nucleon density

Fig. 2 VMC-ANN and HH point-nucleon density of $^4$He as obtained using as input the $NN$ force only or the full $NN + 3N$ Hamiltonian.
distributions, depleting their value near $r = 0$ and dramatically increasing the charge radius well above its experimental value. In fact, both VMC-ANN and HH calculations with the $3N$ potential yield a $^6\text{Li}$ that is only barely bound against $^4\text{He}$ plus deuteron breakup. On the other hand, neither VMC-ANN nor HH calculations that include the $3N$ potential yield a stable $^6\text{He}$, as its binding energy is above the one of $^4\text{He}$. Hence, its charge radius becomes larger and larger as the wave function keeps extending to larger distances from $R_{\text{CM}}$. This behavior is reminiscent to the one described in Ref. [58] for the $^{16}\text{O}$ nucleus, which was unbound with respect to breakup into four alpha clusters.

5 Conclusion

The development of QMC methods is instrumental for testing predictions and guiding the development of nuclear EFTs, originally proposed by Steven Weinberg. Currently available approaches are either limited to light nuclear systems or to simplified interactions. Novel VMC algorithms based on ANN representation of quantum-mechanical wave functions can potentially overcome these limitations and allow one to make predictions across the nuclear chart using a variety of EFT interactions and currents.

In this work, we extended the reach of the VMC-ANN algorithm introduced in Ref. [32] to compute the binding energies and charge radii of $A \leq 6$ nuclei as they emerge from the LO pionless-EFT Hamiltonian of Ref. [34]. The VMC-ANN architecture was made more efficient by using as input the pairwise coordinates of the nucleons instead of the single-particle ones. In addition, treating open-shell $A = 6$ nuclei has required summing multiple Slater determinant in the mean-field part of the wave function, which is also expressed in terms of ANNs.
We compare the VMC-ANN binding energies and charge radii of \( A \leq 6 \) nuclei with the highly accurate HH method. Performing benchmark calculations among different numerical methods corroborates our confidence in the accuracy of the nuclear Schrödinger equation solution \[59,60,11\]. This step is critical to carry out meaningful comparisons of nuclear EFTs’ predictions against experimental data, as it helps to disentangle the uncertainties associated with solving the many-body problem from those pertaining the EFT-based modeling of nuclear dynamics.

There is perfect agreement between the two methods for the simplest \(^2\)H nucleus, in terms of both binding energies and charge radii. On the other hand, VMC-ANN underbinds \(^3\)H, \(^3\)He, and \(^4\)He nuclei by \(\sim 0.2 \text{ MeV} \) with respect to HH. We ascribe the reason for this behavior to deficiencies in the mean-field part of the wave function that cannot be remedied by the ANN correlator. Nevertheless, the charge radii, and point-nucleon densities distributions for these \( A \leq 4 \) nuclei obtained within the VMC-ANN and HH methods are in excellent agreement, hence demonstrating the flexibility of the ANNs in representing the wave function of light nuclei.

The difference in binding energy per nucleon between the VMC-ANN and HH methods is about \(\sim 0.1 \text{ MeV} \) for both \(^6\)He and \(^6\)Li; not dissimilar to the one observed for \( A \leq 4 \) nuclei. The comparison of the VMC-ANN and HH charge radii and the point-nucleon for \( A = 6 \) nuclei presents somewhat bigger discrepancies than in the \( A \leq 4 \) case. The reason for this behavior is likely twofold. On the one hand, the HH expansion exhibits a slow convergence rate when it comes to reproducing the long-range behavior of the wave function. On the other one, VMC-ANN slightly underbinds these nuclei.

From our analysis, it appears that the \(^6\)He nucleus is not stable against breakup into \(^4\)He plus two neutrons at LO in the pionless-EFT expansion, at least for the values of the regulator and LECs that we used. The chief advantage of the Weinberg’s nuclear EFT framework is that it contains the diagnostic tools to assess its convergence. To determine whether \(^6\)He is bound within pionless-EFT, in addition to using different values of the regulator and LECs, we will employ the next-to-leading (NLO) Hamiltonian of Ref. \[34\] and carry out a rigorous uncertainty quantification on the line of Refs. \[61,62\]. Concurrently, we will further develop the accuracy of the VMC-ANN method and, thanks to its favorable polynomial scaling with \( A \), we will apply it to larger nuclear systems. The latter point is critical for studying the convergence and the predictive power of both chiral-EFT and pionless-EFT across the nuclear chart.
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