A Structural Graph-Based Method for MRI Analysis
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Abstract—The importance of imaging exams, such as Magnetic Resonance Imaging (MRI), for the diagnostic and follow-up of pediatric pathologies and the assessment of anatomical structures’ development has been increasingly highlighted in recent times. Manual analysis of MRIs is time-consuming, subjective, and requires significant expertise. To mitigate this, automatic techniques are necessary. Most techniques focus on adult subjects, while pediatric MRI has specific challenges such as the ongoing anatomical and histological changes related to normal development of the organs, reduced signal-to-noise ratio due to the smaller bodies, motion artifacts and cooperation issues, especially in long exams, which can in many cases preclude common analysis methods developed for use in adults. Therefore, the development of a robust technique to aid in pediatric MRI analysis is necessary. This paper presents the current development of a new method based on the learning and matching of structural relational graphs (SRGs). The experiments were performed on liver MRI sequences of one patient from ICr-HC-FMUSP, and preliminary results showcased the viability of the project. Future experiments are expected to culminate with an application for pediatric liver substructure and brain tumor segmentation.

I. I N T R O D U C T I O N

Magnetic Resonance Imaging (MRI) is an important tool for examination and diagnosis of a wide array of pathologies under diverse circumstances. Its analysis has several applications, such as the study of Alzheimer’s disease evolution [1], multiple sclerosis lesions [2], and bipolar disorder [3], to name a few examples.

However, manual analysis is often subjective [4] and time-intensive. Thus, fast and automatic methods of MRI analysis are required. As several studies are based on the segmentation of different tissues or structures in the body, and the amount of patient data available grows significantly, automatic or semi-automatic segmentation of regions of interest becomes essential.

While several methods for the analysis of adult MRI have been developed over the years, relatively few have been developed for pediatric MRI [5]. Pediatric images present particular challenges [5], [6], such as the inversion of the contrasts in white and gray matter, patient motion artifacts [5] and significant corporal variation among individuals with small age differences [7].

Additionally, most segmentation methods focus on healthy patients, or on a single anomaly (such as a specific type of tumor) [8]. There is a demand for methods that are capable of dealing with a wide range of abnormalities – extraneous elements such as tumors or missing elements such as organs removed by surgery – in the corporal structure without significant retraining or adjustment.

When dealing with structured scenes, that is, scenes where the objects of interest obey some sort of predictable spatial structure (such as the interior of the body), the usage of structural information to aid segmentation and analysis has been shown to allow for significant increases in accuracy [9]–[12].

The goal of this project is to develop a structural (graph-based) method for the analysis of pediatric images. This method will be applied to real MRI data in order to solve active problems in the area.

II. M E T H O D S A N D A P P R O A C H

The project will involve the design of a suitable graph-based structural model for image segmentation and body parts recognition. In order to accurately model and represent the knowledge found in MRI data, proper understanding of the structural components of the images is required. As shown by [9]–[12], structural knowledge is of primary importance for the interpretation of images where intensity and shape may not be sufficient data for an adequate analysis, such as abdominal and brain MRIs. To mitigate this deficiency, we propose the usage of graphs (and, potentially, hypergraphs) for the representation of anatomical structures, where each vertex represents a region or structure of interest and the edges represent relations between these (such as relative spatial positioning). Our challenge will be the application of this knowledge in a way that guides and enhances the image interpretation process. Figure 1 presents the proposed pipeline to be followed in order to segment and recognize structures of interest in the MRI sequence.

![Fig. 1. Pipeline showing the steps of the segmentation task.](image-url)
In order to perform our tasks of segmentation and recognition, we must first build a model capable of extracting and properly representing the structures and objects of interest. This model must be able to discriminate precisely between structures, using both statistic attributes from the structures and features derives from the relationships between them.

1) Conceptual modeling: In order to properly segment and recognize the structures of interest, the following attributes of each structure must be considered: (i) Image intensity values; (ii) volume; and (iii) absolute position in the body.

Additionally, the relationships between a structure and all the others must also be taken into consideration, with the following attributes being most relevant: (i) relative distance, position and orientation; (ii) differences in volume; and (iii) contrast in intensity values.

We believe the combination of these statistical and relational attributes represent an accurate approximation of the discriminative factors required for proper segmentation and recognition of the relevant structures. Previous works have shown successful results produced by such attributes [9], [13], [18], [19].

2) Computational modeling: Considering the conceptual model proposed in Section II-B1, we then define a single data structure, known as Statistical-Relational Graph (SRG), which will be used to represent the conceptual model.

Formally, the SRG is defined as a quadruple \( G = (V, E, A_V, A_E) \) where:

- \( V \) is the set of vertices in \( G \). Each vertex represents a single part of the object of interest;
- \( E \) is the set of edges in \( G \). Each edge represents a relationship between a pair of parts of the object;
- \( A_V \) is the set of vertex attributes and their respective probability distributions. Each element in \( A_V \) maps to a single vertex in \( V \) and contains that vertex’s attributes;
- \( A_E \) is the set of edge attributes and their respective probability distributions. Each element in \( A_E \) maps to a single edge in \( E \) and contains that edge’s attributes.

Three vertex attributes are computed for each vertex. Considering the structure they represent, these attributes are (i) the average of the intensity values in the structure; (ii) the total volume of the structure; and (iii) the position of the centroid of the structure.

The volume attribute, in particular, may hinder initial matching efforts due to the difference between the volumes of the model vertices and the observation vertices, as the latter are much less voluminous than the former. However, this project aims to explore a way to utilize volume and, potentially, orientation information to aid the matching of a SRG.

Three edge attributes are computed for each edge. Considering the structures represented by the connected edges, these attributes are (i) the vector between the centroids of each structure; (ii) the proportional difference in volume between the structures; and (iii) the contrast (that is, difference) between the average intensities of each structure.

3) Graph creation: From an annotated volume, an SRG is created as follows: for each distinct label, a vertex is created. The corresponding attributes are then computed for each label. Once all vertices are created, the graph is then fully connected, and edge attributes are computed.
A model graph is created from manually annotated images. One of this project's goals is to find the best possible model graph from a set of such images. The sets of vertices and edges \((V,E)\) will be defined \textit{a priori}. For example, \(V\) will be provided from an anatomical atlas and \(E\) will have a specified topology (e.g., fully connected). Then, learning algorithms will be applied in order to learn the attributes' distributions in the statistical model. Initially, we'll consider a few multivariate distributions, such as Gaussian, for both parameters.

A super-observation graph is created from an automatic super-segmentation algorithm such as watershed. From the super-observation graph, regions may be joined to form an observation graph of the same size as the model graph.

4) Graph matching: In order to compare two SRGs, a matching solution must be generated and evaluated. A solution \(S\), which matches a super observation graph \(G_{super}\) with \(|V_{super}| = n_{super}\) vertices to a model graph \(G_M\) with \(|V_M| = n\) vertices, is defined as

\[
S = [s_1, s_2, ..., s_{n_{super}}], s_i \in \{1, n\}
\]

From \(S\), all regions with the same prediction are joined and the observation graph \(G_{obs}\) with \(|V_{obs}| = n\), is created. To evaluate the quality of \(S\), a cost function must be established. The cost of a solution \(S\) is defined as

\[
C(S) = \alpha \frac{1}{n} \sum_{j=1}^{n} c_V(s_j) + \frac{1}{n^2} \sum_{j=1}^{n} \sum_{k=1}^{n} c_E(s_j, s_k)
\]

where \(\alpha \in [0, 1]\) is a the weight of the vertical cost; the costs between vertices \(j\) in \(G_{obs}\) and \(s_j\) in \(G_M\), \(c_V(s_j)\), is defined as

\[
c_V(s_j) = \sum_{a \in A} \alpha_a d_a(s_j) \tag{3}
\]

and the cost between the edges \(\{j, k\}\) in \(G_{obs}\) and \(\{s_j, s_k\}\) in \(G_M\), \(c_E(s_j, s_k)\), is defined as

\[
c_E(s_j, s_k) = \sum_{a \in A_E} \alpha_a d_a(\{s_j\}, \{s_k\}) \tag{4}
\]

with \(d_a\) being the distance function corresponding to each attribute \(a\) and \(\alpha_a\) being a customizable parameter, used for tuning the weight of the distance between each attribute \(a\) in the final cost. Note that \(\sum_{a \in A_E} \alpha_a = 1\).

Given a super-observation SRG \(G_{super}\), an initial solution may be built using a simple greedy algorithm, where each super-observation vertex \(j \in V_{super}\) is matched to the model vertex \(i \in V_M\) with the lowest cost, that is, \(s_j = \arg\min_{i=0}^{n} c_V(j, i), j = 0, 1, ..., n_{super}\).

### III. EXPERIMENTS

#### A. Data Acquisition

The main source of data for this project is the ICr-HC-FMUSP. All acquisitions were performed using ICr's Philips Ingenia (1.5T) machine. Abdominal T2-weighted MRI of nine patients, ranging from four to eighteen years old, were used for experiments in liver segmentation; among these patients, six were affected with hepatic iron buildup and three were healthy at the time of acquisition. From the same source, there is also brain T1, T2 and Diffusion MRI of three healthy patients. Their ages were 7, 8 months and 13 years at the time of acquisition. Further patients will be introduced to the dataset, with ages ranging from 6 months old to 13 years old, which may improve the method's efficiency.

#### B. Exploratory SRG Experiments

Exploratory experiments were conducted utilizing only \textit{mean intensity}, \textit{centroid} and \textit{distance} features and data from a single patient from the abdominal MRI dataset. The goal of these experiments was to determine the usefulness of the method for solving the problem in the given data, and spot and solve any potential problems that may arise in a more complete implementation.

The model graph was created from the annotated patient's data. The observation graph was built from a watershed segmentation of the morphological gradient of the full volume; the regions produced by this segmentation were used as the vertices of the observation graph. We then matched both graphs using the simple greedy algorithm described in Section II-B3. We explored several parameters for the \(\alpha\) tuning parameters.

#### C. Results and Discussion

The results of the exploration of different vertex attribute weights, and their effects both on establishing an initial, greedy solution and computing the total cost of the solution, are shown on Table I. Selected results are displayed in Figure 3.

We can notice that the \textit{centroid} attribute dominates the \textit{mean intensity}; indeed, for all weights of the \textit{intensity} attribute below 0.8, including 0.0, there are no differences in cost. While this may point to a significant advantage in using the \textit{centroid}, this may also be the result of a deficiency of more discriminating attributes (such as volume), of improper segmentation in the watershed step, and of improper normalization of the attributes. These results have paved the way for the next set of experiments, which will explore different sets of segmentation algorithms, region joining in the observation graph, and attribute normalization techniques.

### IV. CONCLUSION

We proposed a method for automatic segmentation and recognition of structures of interest in pediatric MRI. As stated before, this is an active and interesting problem with
very clear real-world applications. The success of this project will both help pave the way for further applications using SRGs in medical imaging, and provide the scientific and medical community with a useful product, capable of aiding the radiologist in diagnostic and analysis of liver MRIs.

The proposed framework is already under implementation, and relevant data has been acquired and prepared for use. Previous work on similar methods show that this approach has potential for fast and accurate segmentation and recognition of structures, as well as high extensibility and capability for improvement and modification, such as transposing the proposed method to a different domain.

However, as the preliminary results of the exploratory experiments show, there are significant avenues for improvement that must be explored. Improving the quality of the observation graph, through the use of more discriminant attributes, better algorithms for building solutions, and improved super-segmentation approaches, is of utmost importance.
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