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ABSTRACT. We introduce and study certain hyperbolic versions of automorphic Lie algebras related to the modular group. Let \( \Gamma \) be a finite index subgroup of \( SL(2, \mathbb{Z}) \) with an action on a complex simple Lie algebra \( g \), which can be extended to \( SL(2, \mathbb{C}) \). We show that the Lie algebra of the corresponding \( g \)-valued modular forms is isomorphic to the extension of \( g \) over the usual modular forms. This establishes a modular analogue of a well-known result by Kac on twisted loop algebras. The case of principal congruence subgroups \( \Gamma(N) \), \( N \leq 6 \) are considered in more details in relation to the classical results of Klein and Fricke and the celebrated Markov Diophantine equation. We finish with a brief discussion of the extensions and representations of these Lie algebras.

1. INTRODUCTION

Let \( g \) be a simple finite-dimensional complex Lie algebra and \( g \otimes \mathbb{C}[z, z^{-1}] \) be its loop algebra consisting of Laurent polynomials of \( z \) with values in \( g \). It can be considered geometrically as the Lie algebra of Laurent polynomial maps

\[
f : C^* \to g,
\]

where \( C^* = \mathbb{C} \setminus 0 \), which can be considered as a complex version of \( S^1 \).

These infinite-dimensional Lie algebras play a very important role in the theory of \( \mathbb{Z} \)-graded Lie algebras initiated in 1968 by Victor Kac [30]. They have a famous unique central extension which together with the derivation \( z \frac{d}{dz} \) form the important class of the affine Lie algebras, but for us the starting point will be the loop algebra itself. It has the following natural twisted versions.

Let \( \sigma \) be an automorphism of \( g \) with \( \sigma^m = id \) and consider the twisted loop algebra \( L(g, \sigma, m) \) consisting of equivariant maps \( f : C^* \to g \), meaning

\[
f(\varepsilon z) = \sigma f(z), \quad \varepsilon^m = 1.
\]

Kac proved that for every inner automorphism \( \sigma \) the corresponding twisted Lie algebra is isomorphic to the untwisted one as \( \mathbb{Z} \)-graded Lie algebras:

\[
L(g, \sigma, m) \cong L(g, id, 1).
\]

This important result implies that the isomorphism class of \( L(g, \sigma, m) \) only depends on the connected component of the automorphism group of \( g \) containing \( \sigma \) [31, Theorem 1], [32, Proposition 8.5].

The isomorphism (1) can be rewritten in the suggestive form

\[
(g \otimes \mathbb{C}[z, z^{-1}])^{\mathbb{Z}/m\mathbb{Z}} \cong g \otimes \mathbb{C}[z, z^{-1}]^{\mathbb{Z}/m\mathbb{Z}}
\]

where \( \mathbb{Z}/m\mathbb{Z} \) acts on \( \mathbb{C}[z, z^{-1}] \) by \( z \mapsto \varepsilon^{-1} z \). This isomorphism is constructed for every simple Lie algebra \( g \) and any inner automorphism \( \sigma \) of \( g \) in [32, Proposition 8.5]. Since \( \mathbb{C}[z, z^{-1}]^{\mathbb{Z}/m\mathbb{Z}} \cong \mathbb{C}[z, z^{-1}] \), this leads to [1].

The automorphic Lie algebras are natural generalisations of twisted loop algebras, where \( C^* \) is replaced by a Riemann surface \( X \) and the cyclic group \( \mathbb{Z}/m\mathbb{Z} \) is replaced by a discrete group \( \Gamma \) acting by Lie algebra automorphisms on \( g \) and by holomorphic automorphisms on \( X \). The study of these Lie algebras for \( X \) being the punctured Riemann sphere was initiated by Lombardo and
Mikhailov [50, 51], who were motivated by the theory of integrable systems. The systematic classification for the same $X$ and $\mathfrak{g} = \mathfrak{sl}(2, \mathbb{C})$ was carried out by Lombardo and Sanders [52], and for $\mathfrak{g} = \mathfrak{sl}(n, \mathbb{C})$ by Knibbeler, Lombardo and Sanders [53].

It is interesting to note that the first non-loop example of automorphic Lie algebras was introduced by Onsager in his pioneering 1944 paper [60] on the exact solution of the famous Ising model, although it was recognised only relatively recently [65, Proposition 1]. The Onsager Lie algebra corresponds to $X = \mathbb{R}^1$, $\mathfrak{g} = \mathfrak{sl}(2, \mathbb{C})$ and $\Gamma = \mathbb{Z}/2\mathbb{Z}$ acting on $X$ with the involution $z \mapsto z^{-1}$ and on $\mathfrak{sl}(2, \mathbb{C})$ with any involution.

The Onsager algebra also provides a simple example for which the analogue of (1) does not hold:

$$(\mathfrak{g} \otimes \mathbb{C}[z, z^{-1}])^\Gamma \not\cong \mathfrak{g} \otimes \mathbb{C}[z, z^{-1}]^\Gamma.$$ 

To see this, one can for instance check that the right hand side is perfect, whereas the left hand side is not. More generally, for a punctured compact Riemann surface $X$ we have $(\mathfrak{g} \otimes \mathbb{C} \mathcal{O}_X)^\Gamma \not\cong \mathfrak{g} \otimes \mathbb{C} \mathcal{O}_X$ whenever $X \to \Gamma \backslash X$ contains an orbifold point $x_0$, granted $\Gamma x_0$ acts nontrivially on $\mathfrak{g}$ (see [17] for details). In this sense, (1) is a rare phenomenon.

In this paper we consider the first hyperbolic examples of automorphic Lie algebras, when $\Gamma$ is a finite index subgroup of the modular group $\text{SL}(2, \mathbb{Z})$, acting on the upper half plane $X = \mathbb{H}^2 = \{ \tau \in \mathbb{C} : \text{Im}\, \tau > 0 \}$ by Möbius transformations

$$(a \ b) \tau = \frac{a \tau + b}{c \tau + d}, \quad \begin{pmatrix} a & b \\ c & d \end{pmatrix} \in \Gamma, \quad \tau \in \mathbb{H}^2$$

and on $\mathfrak{g}$ via some representation $\rho : \Gamma \to \text{Aut}(\mathfrak{g})$.

The classical theory (see e.g. [7, 64]) suggests that in this case one should consider not only the modular functions $f(\tau)$, but also the modular forms $f(\tau) d\tau^\frac{k}{2}$.

Let $M_*(\Gamma) = \bigoplus_{k \in \mathbb{Z}} M_k(\Gamma)$ be the algebra of the holomorphic modular forms for the group $\Gamma$, and $M_*^p(\Gamma) = \bigoplus_{k \in \mathbb{Z}} M_k^p(\Gamma)$ be the algebra of the corresponding weakly holomorphic modular forms with possible poles at the cusps.

Consider the following Lie algebra of $\mathfrak{g}$-valued modular forms

$$\mathfrak{M}_*(\mathfrak{g}, \Gamma, \rho) = \bigoplus_{k \in \mathbb{Z}} \mathfrak{M}_k(\mathfrak{g}, \Gamma, \rho)$$

where the weight $k$ subspace $\mathfrak{M}_k(\mathfrak{g}, \Gamma, \rho)$ consists of the holomorphic maps $f : \mathbb{H}^2 \to \mathfrak{g}$ satisfying the property

$$f(\gamma \tau) = (c \tau + d)^k \rho(\gamma) f(\tau), \quad \forall \gamma = \begin{pmatrix} a & b \\ c & d \end{pmatrix} \in \Gamma, \forall \tau \in \mathbb{H}^2,$$

and growing at most polynomially at the cusps (see Section 3 for the precise definition). The Lie algebra structure is defined by the pointwise Lie bracket $[f, g](\tau) = [f(\tau), g(\tau)]$ and is naturally $\mathbb{Z}$-graded.

We consider also the Lie algebra of weakly holomorphic $\mathfrak{g}$-valued modular forms

$$\mathfrak{M}_*(\mathfrak{g}, \Gamma, \rho) = \bigoplus_{k \in \mathbb{Z}} \mathfrak{M}_k^p(\mathfrak{g}, \Gamma, \rho)$$

by allowing exponential growth at every cusp (see Section 3). Its subalgebra $\mathfrak{M}_0(\mathfrak{g}, \Gamma, \rho)$ of elements of weight zero can be viewed as a straightforward analogue of the automorphic Lie algebras from the previous literature and will be of particular interest. We call the corresponding Lie algebras automorphic Lie algebras of modular type. Note that if we ignore the Lie algebra structure, then $\mathfrak{M}_*(\mathfrak{g}, \Gamma, \rho)$ and $\mathfrak{M}_*(\mathfrak{g}, \Gamma, \rho)$ will simply become the spaces of certain vector-valued modular forms, going back to Shimura and Selberg and studied more recently, in particular, by Knopp and Mason (see more history in [23]).
In this paper we focus our investigation to automorphic Lie algebras of restricted modular type when the representation \( \rho : \Gamma \to \text{Aut}(g) \) is restricted from a representation of the Lie group \( SL(2, \mathbb{C}) \).

Our main result is the proof of the following isomorphism. Let, as before, \( g \) be a complex finite-dimensional simple Lie algebra and \( G \) be a corresponding Lie group, which in this case can be chosen as the connected component \( \text{Aut}(g)^0 \) of the automorphism group of \( g \).

For every group embedding \( \rho : SL(2, \mathbb{C}) \to G \), we have the natural restricted homomorphism \( \rho : \Gamma \to \text{Aut}(g) \) for any subgroup \( \Gamma \subset SL(2, \mathbb{Z}) \). Note that any such embedding naturally induces a \( \mathbb{Z} \)-grading on \( g \).

**Theorem 1.1.** For any finite index subgroup \( \Gamma \subset SL(2, \mathbb{Z}) \) and restricted homomorphism \( \rho : \Gamma \to \text{Aut}(g) \), we have the following isomorphism of the \( Z \)-graded Lie algebras and \( Z \)-graded \( M_*(\Gamma) \)-modules

\[
\mathfrak{M}_*(g, \Gamma, \rho) \cong g \otimes_C M_*(\Gamma) \tag{3}
\]

where the grading of \( g \) in the right hand side is induced from \( \rho \).

In the weakly holomorphic case we have an isomorphism of \( Z \)-graded Lie algebras and \( Z \)-graded \( M'_*(\Gamma) \)-modules

\[
\mathfrak{M}'_*(g, \Gamma, \rho) \cong g \otimes_C M'_*(\Gamma). \tag{4}
\]

This result can be considered as a hyperbolic version of the isomorphism (1) of Kac, since the action of \( \Gamma \) on \( g \) is inner. It reduces the current problem to the classical problem of describing \( M_*(\Gamma) \) and \( M'_*(\Gamma) \).

It is known that for any congruence subgroup of \( SL(2, \mathbb{Z}) \) the graded ring \( M_*(\Gamma) \) is finitely generated with generators of weight at most 6 and with relations in weight at most 12, see [74, 10].

In particular, Wagreich [75] showed that this ring is generated by two elements only for the modular group \( \Gamma(1) = SL(2, \mathbb{Z}) \) itself and its congruence subgroups

\[
\Gamma_0(2) = \left\{ \begin{pmatrix} a & b \\ c & d \end{pmatrix} \in SL(2, \mathbb{Z}) : c \equiv 0 \mod 2 \right\},
\]

\[
\Gamma(2) = \left\{ \begin{pmatrix} a & b \\ c & d \end{pmatrix} \in SL(2, \mathbb{Z}) : \begin{pmatrix} a & b \\ c & d \end{pmatrix} \equiv \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix} \mod 2 \right\}.
\]

The first two groups play a fundamental role in the classical theory of elliptic functions. Namely, we have two canonical forms of elliptic curves due to Weierstrass and Jacobi:

\[
y^2 = 4x^3 - g_2x - g_3, \quad y^2 = 1 - 2\delta x^2 + \varepsilon x^4.
\]

The coefficients \( g_2 \) and \( g_3 \) are modular forms of \( \Gamma(1) \) of weight 4 and 6, while Jacobi coefficients \( \delta \) and \( \varepsilon \) are modular forms of \( \Gamma_0(2) \) of weight 2 and 4. The corresponding graded rings for these groups are \( M_*(\Gamma(1)) = \mathbb{C}[g_2, g_3] \) and \( M_*(\Gamma_0(2)) = \mathbb{C}[\delta, \varepsilon] \) respectively. The ring \( M_*(\Gamma(2)) \) is freely generated by the following two modular forms of weight 2:

\[
F_2(\tau) = 2E_2(2\tau) - E_2(\tau), \quad H_2(\tau) = F_2(\tau/2),
\]

where \( E_2 \) is the classical Eisenstein series, see the next section.

The automorphic Lie algebra \( \mathfrak{M}'_0(g, \Gamma, \rho) \) depends nontrivially on the choice of \( \rho \) and the structure of \( M'_*(\Gamma) \), and is not in general isomorphic to \( g \otimes_C M'_0(\Gamma) \). In particular, for the full modular group \( \Gamma = \Gamma(1) = SL(2, \mathbb{Z}) \) and \( g = sl(2, \mathbb{C}) \) we have \( M'_0(\Gamma) = \mathbb{C}[j] \), where \( j \) is the Hauptmodul (or Klein’s absolute invariant) [64], and the following result.

**Theorem 1.2.** For \( g = sl(2, \mathbb{C}) \) and the adjoint action of \( \Gamma = SL(2, \mathbb{Z}) \) on \( g \), we have the following isomorphism

\[
\mathfrak{M}'_0(g, \Gamma, \rho) \cong \mathbb{C}[h, e, f] \otimes_C \mathbb{C}[j],
\]
where
\[ [h,e] = 2e, \quad [h,f] = -2f, \quad [e,f] = j(j-1728)h. \]

As a corollary we show that in this case the automorphic Lie algebra \( \mathfrak{m}_0(\mathfrak{g}, \Gamma, \rho) \) is rather surprisingly isomorphic to the Onsager algebra.

The structure of the paper is as follows.

In the next section we consider the simplest example of our automorphic Lie algebras when \( \Gamma = \text{SL}(2, \mathbb{Z}) \) is the modular group itself acting by conjugation on \( \mathfrak{g} = \mathfrak{sl}(2, \mathbb{C}) \). Then we discuss the theory of vector-valued modular forms (VVMF) for all finite index subgroups of modular groups and the particular class of representations restricted from irreducible representations of \( \text{SL}(2, \mathbb{C}) \). We describe the space of the corresponding VVMF using a special intertwining operator \( \Phi_n(\tau) \) (see Theorem 3.2). In Sections 4 and 5 we use all this to prove our main results on the structure of automorphic Lie algebras of restricted modular type. In the zero weight case, the Lie algebra structures of \( \mathfrak{m}_0(\mathfrak{g}, \Gamma, \rho) \) and \( \mathfrak{m}_0'(\mathfrak{g}, \Gamma, \rho) \) essentially depend on the algebraic properties of the modular forms \( M_*(\Gamma) \) and \( M'_*(\Gamma) \). In Section 6 we consider in more details the automorphic Lie algebra \( \mathfrak{m}_0(\mathfrak{g}, \Gamma(1), \rho) \) for the full modular group using the language of root cohomology introduced in [37]. In Section 7 we discuss the case of the genus zero principal congruence subgroups \( \Gamma(N), 2 \leq N \leq 5 \), which are known after Klein to be closely related to the regular polyhedra. In Section 8 the genus 1 cases of \( \Gamma(6) \) and related modular commutator subgroup are discussed in relation to the Markov Diophantine equation. We finish with a brief discussion of the extensions and representations of our algebras.

2. THE SIMPLEST MODULAR GROUP CASE

In this section we consider the simplest case when \( \mathfrak{g} = \mathfrak{sl}(2, \mathbb{C}) \) and \( \Gamma = \text{SL}(2, \mathbb{Z}) \) is the modular group \(^1\) acting on \( \mathfrak{g} \) by conjugation, which will be assumed throughout this section.

We will need the following deep results going back to the classical paper by Ramanujan [63]. Recall that the Eisenstein series are defined by
\[ E_k(\tau) = \frac{1}{2} \sum \frac{1}{(m\tau + n)^k}, \quad k > 2, \quad \text{Im}\tau > 0, \tag{5} \]
where the summation goes over coprime pairs \( m,n \) of integers (see e.g. [7]). Their Fourier coefficients have a deep arithmetic meaning: for even \( k \)
\[ E_k(\tau) = 1 - \frac{2k}{\pi} \sum_{n=1}^{\infty} \sigma_{k-1}(n)q^n, \quad q = e^{2\pi i\tau}, \]
where \( B_k \) are Bernoulli numbers and \( \sigma_m(n) \) is the sum of \( m \)-th powers of all the divisors of \( n \).

The last sum converges for \( k = 2 \), which allows to define the Eisenstein series \( E_2 \), a special case since the initial summation (3) for \( k = 2 \) is divergent. The special role of the Eisenstein series \( E_2 \) also becomes apparent in its transformation properties. It is not a modular form but it transforms as
\[ E_2(\tau + 1) = E_2(\tau), \quad E_2(-\tau^{-1}) = \tau^2 E_2(\tau) + \frac{12\tau}{2\pi i} \tag{6} \]
and for any \( \gamma \in \Gamma \) as \( E_2(\gamma \tau) = (c\tau + d)^2 E_2(\tau) + \frac{12}{2\pi i} c(c\tau + d) \).

Geometrically, it defines the canonical connections (also known as modular, or Serre derivatives [70]) on the space of modular forms of weight \( k \) by
\[ D_k = \frac{1}{2\pi i} \frac{d}{d\tau} - \frac{k}{12} E_2. \tag{7} \]

\(^1\) Sometimes the modular group is defined as \( \text{PSL}(2, \mathbb{Z}) = \text{SL}(2, \mathbb{Z})/ \pm \text{Id} \), which is more natural from the hyperbolic geometry point of view, but we will follow the classical arithmetic tradition here.
This observation essentially goes back to Ramanujan \[63\], who found a remarkable closed system of differential equations for the Eisenstein series $E_2, E_4, E_6$

\[
\frac{1}{2\pi i} \frac{d}{d\tau} E_2 = \frac{E_2^2 - E_4}{12}, \quad \frac{1}{2\pi i} \frac{d}{d\tau} E_4 = \frac{E_2 E_4 - E_6}{3}, \quad \frac{1}{2\pi i} \frac{d}{d\tau} E_6 = \frac{E_2 E_6 - E_4^2}{2},
\]

which can be re-written as

\[
D_1 E_2 = -\frac{E_4}{12}, \quad D_4 E_4 = -\frac{E_6}{3}, \quad D_6 E_6 = -\frac{E_2^2}{2},
\]

(the initial mismatch of subscripts is intended), see \[7, Proposition 15, p.49\].

It is well-known that the ring of modular forms for $\Gamma = \text{SL}(2, \mathbb{Z})$ is freely generated by the Eisenstein series $E_4$ and $E_6$, which are different from the Weierstrass parameters $g_2$ and $g_3$ only by a constant factor, see \[7\]. Ramanujan’s relations imply that the quasi-modular extension $\mathbb{C}[E_2, E_4, E_6]$ of the ring of modular forms $M_*(\Gamma) = \mathbb{C}[E_4, E_6]$ is closed under the usual derivatives.

We consider the standard modular discriminant

\[
\Delta = \frac{E_4^3 - E_6^2}{1728} = q \prod_{n=1}^{\infty} (1 - q^n)^{24}
\]

and the $j$-invariant (which is a particular Hauptmodul)

\[
j = \frac{E_4^3}{\Delta} = \frac{1}{q} + 744 + 196884q + 21493760q^2 + \ldots,
\]

(see e.g. \[7\]). Note that $\Delta$ vanishes at the cusp and

\[
j - 1728 = E_6^2/\Delta.
\]

The algebra of weakly holomorphic forms $\mathcal{M}_*(\Gamma)$ is the localisation of $M_*(\Gamma)$ at the cusp:

\[
\mathcal{M}_*(\Gamma) = \mathbb{C}[E_4, E_6, \Delta^{-1}]
\]

with $\mathcal{M}_0(\Gamma) = \mathbb{C}[j]$.

We are now ready to study our Lie algebras. Let us start with an observation that

\[
a_{-2}(\tau) = \begin{pmatrix} \tau & -\tau^2 \\ 1 & -\tau \end{pmatrix}
\]

belongs to our space $\mathfrak{M}_{-2}(\mathfrak{g}, \Gamma, \rho)$ of forms of weight $-2$, which follows from two simple identities

\[
a_{-2}(T(\tau)) = \begin{pmatrix} \tau + 1 & -(\tau + 1)^2 \\ 1 & -\tau - 1 \end{pmatrix} = T \begin{pmatrix} \tau & -\tau^2 \\ 1 & -\tau \end{pmatrix} T^{-1},
\]

\[
a_{-2}(S(\tau)) = \begin{pmatrix} -\tau^{-1} & -\tau^{-2} \\ 1 & -\tau^{-1} \end{pmatrix} = \tau^{-2} S \begin{pmatrix} \tau & -\tau^2 \\ 1 & -\tau \end{pmatrix} S^{-1},
\]

where

\[
T = \begin{pmatrix} 1 & 1 \\ 0 & 1 \end{pmatrix}, \quad S = \begin{pmatrix} 0 & -1 \\ 1 & 0 \end{pmatrix}.
\]

Note that $a_{-2}(\tau)$ does not look like a typical modular form depending polynomially on $\tau$, but this phenomenon is well known in the theory of vector-valued modular forms, see Knopp and Mason \[39, Theorem 2.2\] and Section 3 below.

The form $a_{-2}(\tau)$ plays a similar role here as the form $\mathfrak{A}$ in \[52, Theorem 2.1\], and it is interesting to view this in the context of the ‘duality’ between modular forms and binary forms discussed in \[59\].

By taking Serre derivatives we produce two more forms $a_0 = D_{-2} a_{-2}$ and $a_2 = D_0 a_0$ of weights 0 and 2 respectively.
Due to Knopp and Mason [39, Theorem 3.13] we know that $\mathcal{M}_s(g, \Gamma, \rho)$ is a free module over $\mathbb{C}[E_4, E_6]$. From the results of Franc and Mason [22] we can derive that the corresponding Hilbert series is

$$t^{-2} + 1 + t^2 \over (1 - t^4)(1 - t^6).$$

Since $a_{-2}(\tau), a_0(\tau), a_2(\tau)$ are linearly independent over $\mathbb{C}[E_4, E_6]$ (see [22, Lemma 3.1]), it follows from the last formula that $\{a_{-2}, a_0, a_2\}$ is a basis for $\mathcal{M}_s(g, \Gamma, \rho)$ as a $\mathbb{C}[E_4, E_6]$-module.

Computing their commutators, we find that the matrix of $\text{ad}(a_0)$ with respect to this basis has the form

$$\frac{1}{2\pi i} \begin{pmatrix} -2 & 0 & 0 \\ 0 & 0 & 0 \\ E_4/18 & 0 & 2 \end{pmatrix}.$$  

This motivates introducing the new basis

$$f = a_{-2}, \quad h = 2\pi i a_0, \quad e = \pi^2/36 E_4 a_{-2} + 2\pi^2 a_2,$$

or explicitly

$$f(\tau) = \begin{pmatrix} \tau & -\tau^2 \\ 1 & -\tau \end{pmatrix},$$

$$h(\tau) = \begin{pmatrix} \frac{1}{3}i \pi \tau E_2(\tau) + 1 & -\frac{1}{3}i \pi \tau^2 E_2(\tau) - 2\tau \\ \frac{1}{4}i \pi E_2(\tau) & -\frac{1}{4}i \pi \tau E_2(\tau) - 1 \end{pmatrix},$$

$$e(\tau) = \begin{pmatrix} \frac{1}{36} \pi^2 \tau E_2(\tau)^2 - \frac{1}{6}i \pi E_2(\tau) & -\frac{1}{36} \pi^2 \tau^2 E_2(\tau)^2 + \frac{1}{6}i \pi E_2(\tau) + 1 \\ \frac{1}{36} \pi^2 E_2(\tau)^2 & -\frac{1}{36} \pi^2 \tau E_2(\tau)^2 + \frac{1}{6}i \pi E_2(\tau) \end{pmatrix}.$$  

The remarkable fact is that they form a standard $g$-triple

$$[h, e] = 2e, \quad [h, f] = -2f, \quad [e, f] = h,$$

where the last relation can be checked by direct calculation. Thus we have the following result, which is the simplest nontrivial case of Theorem 1.1.

**Theorem 2.1.** For $g = \mathfrak{sl}(2, \mathbb{C}), \Gamma = SL(2, \mathbb{Z})$ and the adjoint action $\rho$ of $\Gamma \subset SL(2, \mathbb{C})$ we have

$$\mathcal{M}_s(g, \Gamma, \rho) = \mathbb{C}\langle h, e, f \rangle \otimes_{\mathbb{C}} \mathbb{C}[E_4, E_6].$$

In the weakly holomorphic case we have

$$\mathcal{M}_w(g, \Gamma, \rho) = \mathbb{C}\langle h, e, f \rangle \otimes_{\mathbb{C}} \mathbb{C}[E_4, E_5, \Delta^{-1}].$$

The weight of $h$ is 0, and $e$ and $f$ have weights 2 and $-2$ respectively.

Since all $\mathfrak{sl}(2, \mathbb{C})$-triples in $\mathfrak{sl}(2, \mathbb{C})$ are conjugate it is instructive to look for a conjugation sending

$$\left( \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}, \begin{pmatrix} 0 & 1 \\ 0 & 0 \end{pmatrix}, \begin{pmatrix} 0 & 0 \\ 1 & 0 \end{pmatrix} \right) \mapsto (h(\tau), e(\tau), f(\tau)).$$

**Proposition 2.2.** Define the matrix

$$\Phi_1(\tau) = \begin{pmatrix} 2\pi i \tau E_2(\tau) + 1 & \tau \\ \frac{E_2(\tau)}{2\pi i E_2(\tau)} & 1 \end{pmatrix}. $$
Then

\[
\begin{align*}
    h(\tau) &= \Phi_1(\tau) \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix} \Phi_1(\tau)^{-1}, \\
    e(\tau) &= \Phi_1(\tau) \begin{pmatrix} 0 & 1 \\ 0 & 0 \end{pmatrix} \Phi_1(\tau)^{-1}, \\
    f(\tau) &= \Phi_1(\tau) \begin{pmatrix} 0 & 0 \\ 1 & 0 \end{pmatrix} \Phi_1(\tau)^{-1}.
\end{align*}
\]

The computation of the structure of automorphic Lie algebras using Serre derivatives is hard
to generalise as the Serre derivatives do not respect the Lie bracket. Instead, we will develop a
general theory starting from Proposition 2.2.

Before proceeding with the general theory, let us study the zero weight automorphic Lie algebra
\( M_0^*(g, \Gamma, \rho) \) in this simplest case.

Duke and Jenkins studied a basis of
\( M_k^*(\Gamma) \) with particularly interesting
\( q \)-expansions [18]. A
preliminary result of theirs is the following.

**Lemma 2.3 (Duke-Jenkins).** If \( k \) is odd then
\( M_k^*(\Gamma) = \{0\} \). If \( k \) is even, then
\( M_k^*(\Gamma) \) is the
one-dimensional module over \( \mathbb{C}[j] \), generated by

\[
F_k = \Delta^\ell E_s
\]

with \( \ell \) and \( s \) uniquely defined by \( k = 12\ell + s \) and \( s \in \{0, 4, 6, 8, 10, 14\} \).

For our purposes it is more illustrative to write the generator in the form

\[
F_k = \Delta^\ell E_4^{{n_4}} E_6^{{n_6}}
\]

where \( n_4 \) and \( n_6 \) are the unique positive integers such that

\[
4n_4 + 6n_6 = s.
\]

To see that this is the same function, notice that \( E_4^{{n_4}} E_6^{{n_6}} \) and \( E_4 \) are elements of the one-
dimensional vector space \( M_s(\Gamma) \) and the first term in their \( q \)-expansion is 1.

Lemma 2.3 and Theorem 2.1 prove Theorem 1.2, which we can now restate in terms of explicit
matrices.

**Theorem 2.4.** Define the matrices

\[
\bar{f} = \Delta^{-1} E_4^2 E_6 f, \quad \bar{h} = h, \quad \bar{e} = \Delta^{-1} E_4 E_6 e,
\]

where \( f, h, e \) are given by (11). Then the zero weight automorphic Lie algebra

\[
\mathfrak{M}_0^*(g, \Gamma, \rho) = \mathbb{C}(\bar{h}, \bar{e}, \bar{f}) \otimes_{\mathbb{C}} \mathbb{C}[j],
\]

and \( \bar{h}, \bar{e}, \bar{f} \) satisfy the commutation relations

\[
[\bar{h}, \bar{e}] = 2\bar{e}, \quad [\bar{h}, \bar{f}] = -2\bar{f}, \quad [\bar{e}, \bar{f}] = j(j-1728) \bar{h}.
\]

Note that the Lie algebra \( \mathfrak{M}_*^*(g, \Gamma, \rho) \) is perfect in the sense that it coincides with its commutator, while for \( \mathfrak{M}_0^*(g, \Gamma, \rho) \) the abelianisation is 2-dimensional.

Note also that (13) describes a flat deformation of Lie algebras depending on parameter \( j \in \mathbb{C} \).

It is interesting that the formulae (12), (13) are similar to the Riemann sphere case, see
Lombardo and Sanders [52].
Remarkably, this algebra is isomorphic to the Onsager algebra. The algebra $O$ was introduced in [60] as the Lie algebra with complex basis $A_k$, $G_m$, $k \in \mathbb{Z}$, $m \in \mathbb{N}$ and commutation relations

\begin{align}
[G_m, G_n] &= 0 \\
[G_m, A_k] &= 2A_{k+m} - 2A_{k-m} \\
[A_k, A_{\ell}] &= G_{k-\ell} 
\end{align}

with $G_{-m} = -G_m$ and $G_0 = 0$.

**Theorem 2.5.** For $g = \mathfrak{sl}(2, \mathbb{C})$, $\Gamma = \text{SL}(2, \mathbb{Z})$ and the adjoint action $\rho$ of $\Gamma \subset \text{SL}(2, \mathbb{C})$ the zero weight automorphic Lie algebra $\mathfrak{M}_0^\dagger(g, \Gamma, \rho)$ is isomorphic to the Onsager algebra. An isomorphism $O \to \mathfrak{M}_0^\dagger(g, \Gamma, \rho)$ is determined by

$A_0 \mapsto \hat{h}$, $A_1 \mapsto \frac{(2j - 1728)\hat{h} - 2\hat{e} + 2\hat{f}}{1728}$.

**Proof.** It was shown by Roan [65] that the Onsager algebra is isomorphic to the subalgebra of $\mathfrak{sl}(2, \mathbb{C}) \otimes \mathbb{C}[z, z^{-1}]$ consisting of all fixed points of the involution $M(t) \mapsto \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix} M(1/z) \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}$.

Notice that this Lie algebra does not belong to the class of twisted loop algebras used in the construction of affine Kac-Moody algebras. It does however belong to the class of automorphic Lie algebras [51].

Roan’s presentation of $O$ is the following. Let

$\theta = \text{Ad} \begin{pmatrix} 0 & i \\ i & 0 \end{pmatrix} \in \text{Aut}(\mathfrak{sl}(2, \mathbb{C}))$

and define $\theta_0 \in \text{Aut}(\mathfrak{sl}(2, \mathbb{C}) \otimes \mathbb{C}[z, z^{-1}])$ by

$\theta_0(A \otimes p(z)) = \theta A \otimes p(z)$.

Denote the automorphic Lie algebra of fixed points by $A = (\mathfrak{sl}(2, \mathbb{C}) \otimes \mathbb{C}[z, z^{-1}])^{\theta_0}$. Then one can check that the linear map $\phi : O \to A$ defined by

$\phi(A_k) = \begin{pmatrix} 0 & z^k \\ z^{-k} & 0 \end{pmatrix}$, $\phi(G_m) = (z^m - z^{-m}) \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}$

for $k \in \mathbb{Z}$ and $m \in \mathbb{N}$, is an isomorphism of these Lie algebras.

Moreover, the following elements

$\hat{e} = \frac{z - z^{-1}}{8} \begin{pmatrix} 1 & -1 \\ 1 & -1 \end{pmatrix}$, $\hat{f} = \frac{z - z^{-1}}{8} \begin{pmatrix} 1 & 1 \\ -1 & -1 \end{pmatrix}$, $\hat{h} = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}$

generate the algebra $A$ as $\mathbb{C}[\hat{j}]$-module and satisfy the relations

$[\hat{h}, \hat{e}] = 2\hat{e}$, $[\hat{h}, \hat{f}] = -2\hat{f}$, $[\hat{e}, \hat{f}] = \hat{j}(\hat{j} - 1) \hat{h}$,

where

$\hat{j} = \frac{z^2 + 2 + z^{-2}}{4}$

is a Hauptmodul of the group $\mathbb{Z}/2\mathbb{Z}$.

Thanks to Theorem 2.4 we now find an isomorphism $A \to \mathfrak{M}_0^\dagger(g, \Gamma, \rho)$ by scaling, and thus we obtain an isomorphism $O \to \mathfrak{M}_0^\dagger(g, \Gamma, \rho)$. Since the Lie algebra $O$ is generated by $A_0$ and $A_1$, this isomorphism is defined by the image of these elements.

To study the general case we need some results from the theory of vector-valued modular forms.
3. Vector-Valued Modular Forms

The history of vector-valued modular forms could be traced back to Poincaré [62], but it became of significance after the work of Selberg and Shimura (see the history in Gannon [23]).

Vector-valued modular forms (VVMF) are defined as follows. Consider a representation $\rho : \Gamma \rightarrow \text{GL}(V)$ of a subgroup $\Gamma$ of $\text{SL}(2,\mathbb{Z})$. A holomorphic map $f : \mathbb{H} \rightarrow V$ is an unrestricted vector-valued modular form of weight $k$ if

$$f(\gamma \tau) = (c\tau + d)^k \rho(\gamma) f(\tau), \quad \forall \gamma = \begin{pmatrix} a & b \\ c & d \end{pmatrix} \in \Gamma, \forall \tau \in \mathbb{H}^2.$$  \hfill (15)

Alternatively, we can use the notation $f(\tau) d\tau^k$ where (15) is an equivariance condition (see [26]).

We consider the two subclasses of unrestricted VVMF, denoted $M^!_k(\rho)$ and $M_k(\rho)$ respectively, one with at most exponential growth at the cusps, and the other with at most polynomial growth at the cusps, in the following sense.

Any cusp $s \in \mathbb{Q}$ can be mapped to $i\infty$ by an element $g = \begin{pmatrix} a & b \\ c & d \end{pmatrix}$ of $\text{SL}(2,\mathbb{Z})$ which allows one to define the parameter

$$\tau_s = \frac{a\tau + b}{c\tau + d} \in \mathbb{H}^2$$

which approaches $i\infty$ when $\tau$ approaches the cusp $s$. Note that $\tau_s$ is defined up to addition of integers.

We say that $f : \mathbb{H}^2 \rightarrow V$ has exponential growth at a cusp $s$ with parameter $\tau_s$ if

$$||f(\tau)|| < Ce^{M|\tau_s|}$$  \hfill (16)

for some $M$, and all $\tau_s$ with imaginary part large enough. Here $||\cdot||$ is a norm on the vector space $V$. Its choice is not important since all norms are known to be equivalent in finite dimension.

Similarly, we say that $f$ has polynomial growth at the cusp $s$ if it satisfies

$$||f(\tau)|| < C|\tau_s|^N$$  \hfill (17)

for some $N$, and all $\tau_s$ with imaginary part large enough.

Usual (scalar-valued) modular forms with polynomial growth are actually modular forms which are holomorphic at the cusps, but this is not true in the vector-valued case. Indeed, the simplest nontrivial example of a vector-valued modular form is

$$\begin{pmatrix} \tau \\ 1 \end{pmatrix} d\tau^{-\frac{k}{2}}$$  \hfill (18)

which is an element of $M_{-1}(\rho)$ where $\rho$ is the natural representation of $\text{SL}(2,\mathbb{Z})$ (see Shimura [72]).

The component functions of VVMF are logarithmic $q$-series; we make this precise in the following proposition, which is a slight generalisation of a result of Knopp and Mason [39, Sections 2.2 and 2.3].

Let $\gamma \in \Gamma$ be a parabolic element fixing the cusp $s$ such that $\gamma = g^{-1}T^m g$ for some $g \in \text{SL}(2,\mathbb{Z})$, $\tau_s = g\tau$ and $q_s = e^{2\pi i \tau_s/m}$ be the corresponding cusp parameter.

**Proposition 3.1.** Let $f = (f_1, \ldots, f_d)$ be a vector-valued modular form on $\Gamma$ of weight $k$. Then at any cusp $s$ any component $f_i(\tau)$ has the following convergent logarithmic $q$-series

$$f_i(\tau) d\tau^k = \sum_{\ell=0}^N \tau_i^\ell h_{i,\ell}(q_s) d\tau_s^\ell, \quad h_{i,\ell}(q) = \sum_{n \in \mathbb{Z}} a_{i,\ell,n} q^n$$  \hfill (19)
where \( N = d - 1 \). The form \( f \) has the exponential growth at cusp \( s \) if and only if for all \( i = 1, \ldots, d \) and \( \ell = 0, \ldots, N \) the coefficients \( a_{i,\ell,n} = 0 \) for all \( n < M \), while the polynomial growth corresponds to \( a_{i,\ell,n} = 0 \) for all \( n < 0 \).

**Proof.** The forms

\[
f_i(g^{-1}\tau)d(g^{-1}\tau)_{\frac{k}{2}}, \quad i = 1, \ldots, d
\]
span a \( T^n \)-invariant vector space due to modularity (15) of \( f \):

\[
f(g^{-1}T^n\tau) = f(\gamma g^{-1}\tau) = \rho(\gamma)f(g^{-1}\tau).
\]

Therefore we can apply [39] Theorem 2.2 and conclude that these components have convergent logarithmic \( q \)-series

\[
f_i(g^{-1}\tau)d(g^{-1}\tau)_{\frac{k}{2}} = \sum_{\ell=0}^{N} \tau^\ell h_{i,\ell}(q) d\tau_{\frac{k}{2}}, \quad h_{i,\ell}(q) = \sum_{n\in\mathbb{Z}} a_{i,\ell,n} q^n.
\]

If we now replace \( \tau \) by \( \tau_s = g\tau \) we find (19), proving the first part.

To prove the second part about growth, consider the series (19) and its shifts:

\[
f_i(\gamma^j\tau)d(\gamma^j\tau)_{\frac{k}{2}} = \sum_{\ell=0}^{N} (\tau_s + jm)^\ell h_{i,\ell}(q_s) d\tau_{\frac{k}{2}}, \quad j = 0, \ldots, N.
\]

This allows us to express each form \( h_{i,\ell}(q_s)d\tau_s^{\frac{k}{2}} \) as a linear combination of \( f_i(\gamma^j\tau)d(\gamma^j\tau)_{\frac{k}{2}}, \) \( j = 0, \ldots, N, \) with coefficients polynomial in \( \tau_s \). This means that the exponential growth of \( f_i(\tau) \) at \( \tau = s \) is equivalent to the exponential growth of \( h_{i,\ell}(q_s) \) for all \( \ell \) at \( q_s = 0 \).

It is clear that if \( a_{i,\ell,n} = 0 \) for all \( n < M \) for some \( M \), then \( h_{i,\ell}(q) = \sum_{n\in\mathbb{Z}} a_{i,\ell,n} q^n \) has the exponential growth as function of \( \tau \). Conversely, suppose that there exists \( \ell \) such that \( a_{i,\ell,n} \neq 0 \) for infinitely many negative \( n \). Then \( q = 0 \) is an essential singularity of \( h_{i,\ell}(q) \) and by the Great Picard Theorem [19] at each neighbourhood of \( q = 0 \), \( h_{i,\ell} \) assumes each complex number with only one possible exception, which contradicts the exponential growth in \( \tau \).

The case of the polynomial growth is similar.

Notice that the corresponding spaces of VVMF \( M_s^\dagger(\rho) = \bigoplus_{k\in\mathbb{Z}} M_{k}(\rho) \) and \( M_s(\rho) = \bigoplus_{k\in\mathbb{Z}} M_{k}(\rho) \) constitute graded modules over the graded algebras of classical modular forms \( M_{s}^\dagger(\Gamma) \) and \( M_{s}(\Gamma) \). Recall that a module \( M \) over a graded algebra \( A = \bigoplus_{k\geq 0} A_k \) is graded if there is a vector space direct sum decomposition \( M = \bigoplus_{k\in\mathbb{Z}} M_{k} \) with \( M_{\ell} = 0 \) for all \( \ell < -N \) for some \( N \in \mathbb{N} \) such that \( A_kM_{\ell} \subset M_{k+\ell} \). The Hilbert series of \( M \) is the generating function

\[
H(M, t) = \sum_{k\in\mathbb{Z}} \dim M_k t^k.
\]

Consider now a particular class of representations of \( \Gamma \subset \text{SL}(2, \mathbb{C}) \), the restrictions from the irreducible representations of \( \text{SL}(2, \mathbb{C}) \), which are all known to be the symmetric powers of the natural representation \( V = \mathbb{C}^2 \) of \( \text{SL}(2, \mathbb{C}) \). Let

\[
\rho_n : \Gamma \to \text{SL}(V^n)
\]
be the corresponding representation, where \( V^n \) is the \( n + 1 \)-dimensional vector space \( \text{Sym}^n \mathbb{C}^2 \), which can be realised as the space of binary forms of degree \( n \).

\( V^n \)-valued modular forms were already introduced by Shimura in 1959 [72] and further studied by Kuga and Shimura [45] (see also recent work by Zemel [77, Proposition 3.1]). We will produce a different description with different proof, more suitable for our purposes.

The representations \( \rho_n \) of \( \Gamma \) extend to representations of the Lie group

\[
\bar{\rho}_n : \text{SL}(2, \mathbb{C}) \to \text{SL}(V^n).
\]
This enables us to use the powerful techniques of Lie theory. In particular, we have the corresponding representations of the Lie algebra
\[
d\bar{\rho}_n : \mathfrak{sl}(2, \mathbb{C}) \to \mathfrak{sl}(V^n)
\]
at our disposal, where the exponential map \( \exp : \mathfrak{sl}(V) \to \text{SL}(V) \) intertwines the two: \( \exp d\bar{\rho}_n = \bar{\rho}_n \exp \). For notational convenience we will define
\[
H = d\bar{\rho}_n \left( \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix} \right), \quad E = d\bar{\rho}_n \left( \begin{pmatrix} 0 & 1 \\ 0 & 0 \end{pmatrix} \right), \quad F = d\bar{\rho}_n \left( \begin{pmatrix} 0 & 0 \\ 1 & 0 \end{pmatrix} \right).
\]

The space \( V^n \) decomposes into the direct sum of 1-dimensional eigenspaces \( V^n_k \) of \( H \) with eigenvalue \( k \in \{-n, -n+2, \ldots, n\} \). This direct sum defines a grading on \( V^n \).

Let \( F \) be the space of holomorphic \( V^n \)-valued forms on \( \mathbb{H}^2 \) and define \( \Phi_n(\tau) \) to be the linear endomorphism of \( F \) given by
\[
\Phi_n(\tau) = \exp(\tau E) \exp \left( \frac{2\pi i}{12} E_2(\tau) \right) \exp \left( \ln(\text{d}\tau^{\frac{1}{2}}) H \right).
\]

Here the expression \( \exp \left( \ln(\text{d}\tau^{\frac{1}{2}}) H \right) \) is defined as the linear endomorphism of \( F \), multiplying the eigenspace of \( H \) with eigenvalue \( k \) by \( \text{d}\tau^k \). Note that Kuga and Shimura used the left factor \( \exp(\tau E) \) in their work \[45\].

Our key observation is that the operator \( \Phi_n(\tau) \) sends any vector of (scalar-valued) modular forms to a vector-valued modular form, and all \( V^n \)-valued modular form are obtained this way.

Note that on the space \( F \) we have two \( \Gamma \)-module structures, corresponding to two different actions on \( V^n \): the trivial action and the action defined by \( \rho_n \). We claim that the operator \( \Phi_n : F \to F \) is an intertwiner between these two actions, which preserves the polynomial growth.

**Theorem 3.2.** The operator \( \Phi_n \) establishes an isomorphism of graded \( M_*(\Gamma) \)-modules
\[
V^n \otimes_{\mathbb{C}} M_*(\Gamma) \xrightarrow{\Phi_n} M_*(\rho_n).
\]

In particular, \( M_*(\rho_n) \) is a free \( M_*(\Gamma) \)-module of dimension \( n+1 \) with Hilbert series
\[
H(M_*(\rho_n), t) = (t^{-n} + t^{-n+2} + \ldots + t^n) H(M_*(\Gamma), t).
\]

**Remark 3.3.** The freeness problem of the modules of vector-valued modular forms for wide class of Fuchsian groups and their representations is studied in important papers by Marks and Mason \[22\], Gannon \[23\], Candelori and Frank \[10\] and Gottesman \[25\]. Our result only provides an elementary proof in the simplest situation.

**Proof.** We use the following key Lemma.

**Lemma 3.4.** For all \( n \in \mathbb{N}, \ \gamma \in \text{SL}(2, \mathbb{Z}) \) and \( \tau \in \mathbb{H}^2 \) we have
\[
\Phi_n(\gamma \tau) = \rho_n(\gamma) \Phi_n(\tau).
\]

**Proof.** We first prove the relation \[22\] for \( n = 1 \). Indeed the transformation property \[6\] of the Eisenstein series \( E_2(\tau) \) says that for \( \gamma = \begin{pmatrix} a & b \\ c & d \end{pmatrix} \)
\[
2\pi i \frac{E_2(\gamma \tau)}{12} = 2\pi i \frac{E_2(\tau)}{12} ((c\tau + d)^2 + c(c\tau + d))
\]
Using this we have
\[
\Phi_1(\gamma \tau) = \left( \begin{array}{cc} 1 & \gamma \tau \\ 0 & 1 \end{array} \right) \left( \begin{array}{cc} 1 & \frac{1}{2} \\ 2\pi i \frac{E_2(\gamma \tau)}{12} & 1 \end{array} \right) \left( \begin{array}{cc} d(\gamma \tau)^{\frac{1}{2}} & 0 \\ 0 & d(\gamma \tau)^{-\frac{1}{2}} \end{array} \right) = \left( \begin{array}{cc} 1 & \frac{a \tau + b}{c \tau + d} \\ 0 & 1 \end{array} \right) \left( \begin{array}{cc} 1 & \frac{1}{2} \\ 2\pi i \frac{E_2(\tau)}{12} & 1 \end{array} \right) \left( \begin{array}{cc} (c \tau + d)^{-1} & 0 \\ 0 & (c \tau + d)^{-1} \end{array} \right) \left( \begin{array}{cc} 1 & 0 \\ 2\pi i \frac{E_2(\tau)}{12} & 1 \end{array} \right) \left( \begin{array}{cc} d\tau^{\frac{1}{2}} & 0 \\ 0 & d\tau^{-\frac{1}{2}} \end{array} \right)
\]
\[
= \left( \begin{array}{cc} 1 & \frac{a \tau + b}{c \tau + d} \\ 0 & 1 \end{array} \right) \left( \begin{array}{cc} (c \tau + d)^{-1} & 0 \\ 0 & c(c \tau + d)^{-1} \end{array} \right) \left( \begin{array}{cc} 1 & 0 \\ 2\pi i \frac{E_2(\tau)}{12} & 1 \end{array} \right) \left( \begin{array}{cc} d\tau^{\frac{1}{2}} & 0 \\ 0 & d\tau^{-\frac{1}{2}} \end{array} \right)
\]
\[
= \left( \begin{array}{cc} 1 & \frac{a \tau + b}{c \tau + d} \\ 0 & 1 \end{array} \right) \left( \begin{array}{cc} (c \tau + d)^{-1} & 0 \\ 0 & c(c \tau + d)^{-1} \end{array} \right) \left( \begin{array}{cc} 1 & 0 \\ 1 & 0 \end{array} \right) \Phi_1(\tau)
\]
\[
= \left( \begin{array}{cc} 1 + c(a \tau + b)(c \tau + d)^{-1} \\ c \end{array} \right) \left( \begin{array}{cc} (a \tau + b) - \tau(c \tau + d)^{-1} \\ (c \tau + d) - c \tau \end{array} \right) \Phi_1(\tau)
\]
\[
= \left( \begin{array}{c} a \\ c \end{array} \right) \Phi_1(\tau) = \rho_1(\gamma)\Phi_1(\tau).
\]

Now we apply the homomorphism \( \tilde{\rho}_n \) to see that
\[
\Phi_n(\gamma \tau) = \tilde{\rho}_n(\Phi_1(\gamma \tau)) = \rho_n(\gamma)\Phi_1(\tau) = \rho_n(\gamma)\Phi_n(\tau),
\]
which completes the proof of Lemma 3.4. \( \Box \)

Observe now that \( \Phi_n \) preserves the grading, the polynomial growth and is invertible, which implies the first part of the claim.

The Hilbert series of the vector-valued and scalar-valued modular forms are related by (21), which can be verified by mapping a basis \( v_{-n} \otimes 1, v_{-n+2} \otimes 1, \ldots, v_n \otimes 1 \) of \( V^n \otimes M_s(\Gamma) \), where \( H v_k = k v_k \), to a basis of \( M_s(\rho_n) \), as free \( M_s(\Gamma) \)-modules. \( \Box \)

Remark 3.5. The right column of \( \Phi_n \) is \( (\tau^n, \tau^{n-1}, \ldots, 1)^t d\tau^{-\frac{n}{2}} \), which is a VVMF playing a central role in the work of Shimura [72]. It is interesting that it is holomorphic on the plane \( \mathbb{C} \), rather than just the half plane. In contrast, there is no scalar modular form that can be extended holomorphically to any real number: the real line is a natural boundary.

Knopp and Mason studied this phenomenon [40] and found that if we restrict to the representations where \( \rho(T) \) has eigenvalues with absolute value one, then \( (\tau^n, \tau^{n-1}, \ldots, 1)^t d\tau^{-\frac{n}{2}} \) is, up to isomorphism, the only VVMF that does not have the real line as a natural boundary. In that sense it is exceptional.

4. AUTOMORPHIC LIE ALGEBRAS OF RESTRICTED MODULAR TYPE

Let now \( \Gamma \subset \text{SL}(2, \mathbb{Z}) \) be as before a finite index subgroup of the modular group, and consider the representations \( \rho : \Gamma \to \text{Aut}(\mathfrak{g}) \) restricted from the representations \( \tilde{\rho} : \text{SL}(2, \mathbb{C}) \to \text{Aut}(\mathfrak{g}) \).

Such representations are related to the embeddings of \( \text{SL}(2, \mathbb{C}) \) into automorphism groups of simple Lie algebras, which are classified. The problem is equivalent to the classification of nilpotent orbits: orbits of nilpotent elements in \( \mathfrak{g} \) under the action of the connected component \( G = \text{Aut}(\mathfrak{g})^0 \) of the automorphism group. The latter classification is well described and listed in
Let $g$ be a complex semisimple Lie algebra. If $X$ is a nonzero nilpotent element of $g$, then it is the nilpositive element of a standard triple. Equivalently, for any nilpotent element $X$, there exists a homomorphism $\phi : \mathfrak{sl}(2, \mathbb{C}) \to g$ such that $\phi\left(\begin{pmatrix} 0 & 1 \\ 0 & 0 \end{pmatrix}\right) = X$.

The classification of nilpotent orbits $N$ is described in [14] (see the lists in Section 8.4 for all exceptional Lie algebras). At the same time, this classifies the embeddings $\tilde{\rho} : \mathfrak{sl}(2, \mathbb{C}) \to \text{Aut}(g)$ needed for the current research.

Let $\tilde{\rho} : \mathfrak{sl}(2, \mathbb{C}) \to \text{Aut}(g)$ and $d\tilde{\rho} : \mathfrak{sl}(2, \mathbb{C}) \to \text{Der}(g)$ be a representation and its derivative. Introduce an analogue of operator (20) as

$$\Phi(\tau) = \exp(\tau E) \exp\left(\frac{E_2(\tau)}{12} F\right) \exp(\ln(\text{det}^{\frac{1}{2}})H),$$

where $g$ is endowed with the grading defined by the eigenvalues of $H$.

Similarly, in the weakly holomorphic case we have the isomorphism of the Lie algebras and $\mathbb{Z}$-graded $M_\ast(\Gamma)$-modules

$$g \otimes_\mathbb{C} M_\ast(\Gamma) \xrightarrow{\Phi} \mathfrak{m}_\ast(g, \Gamma, \rho),$$

and

$$g \otimes_\mathbb{C} M_\ast^\prime(\Gamma) \xrightarrow{\Phi} \mathfrak{m}_\ast^\prime(g, \Gamma, \rho).$$
Theorem 4.4 (Kac). Let $\sigma$ be an inner automorphism of order $n$ of a simple finite-dimensional Lie algebra $g$ of the form

$$
\sigma = \exp\left(\frac{2\pi i}{n} \text{ad}(h)\right).
$$

Then the automorphism $\Phi(z)$ of the Lie algebra $g \otimes_{\mathbb{C}} \mathbb{C}[z, z^{-1}]$ defined by

$$
\Phi(z) = \exp(\ln(z) \text{ad}(h))
$$

establishes an isomorphism between $g \otimes_{\mathbb{C}} \mathbb{C}[z^n, z^{-n}]$ and the twisted Lie algebra $L(g, \sigma)$.

The proof follows from the relation $\Phi(e^{2\pi i/n}z) = \sigma \Phi(z)$, which is analogous to our relation $\Phi(\gamma \tau) = \rho(\gamma) \Phi(\tau)$ from Lemma 3.4.

5. The Zero Weight Case

In contrast to $\mathcal{M}_s(g, \Gamma, \rho)$ and $\mathcal{M}_l(g, \Gamma, \rho)$, the Lie algebra structures of the weight zero subalgebras $\mathcal{M}_0(g, \Gamma, \rho)$ and $\mathcal{M}_0^i(g, \Gamma, \rho)$ depend on the structure of $M_0(\Gamma)$ and $M_0^i(\Gamma)$ respectively (more so than merely as module), and thus resist uniform description for general subgroups $\Gamma$ of $\text{SL}(2, \mathbb{Z})$. Nonetheless, if $M_0^i(\Gamma)$ is understood for a specific group, Theorem 4.3 can be used to give explicit structure constants.

Theorem 4.3 shows that $\mathcal{M}_0^i(g, \Gamma, \rho) \cong g \otimes_{\mathbb{C}} M_0^i(\Gamma)$ as graded $M_0^i(\Gamma)$-modules and graded Lie algebras. The Lie algebra grading on $g$ is given by its weight decomposition $g = \bigoplus_{k \in \mathbb{Z}} g_k$ as $\text{SL}(2, \mathbb{C})$-module, so as a corollary we have

$$
\mathcal{M}_0^i(g, \Gamma, \rho) \cong \bigoplus_{k \in \mathbb{Z}} g_{-k} \otimes_{\mathbb{C}} M_0^i(\Gamma).
$$

By the same reasoning we also have $\mathcal{M}_0^i(g, \Gamma, \rho) = \bigoplus_{k \in \mathbb{N}} g_{-k} \otimes_{\mathbb{C}} M_0^i(\Gamma)$. We will describe the structure of these Lie algebras in more detail, starting with the case of polynomial growth. Since $M_k(\Gamma)$ is finite-dimensional, $M_k(\Gamma) = \{0\}$ for $k < 0$ and $M_0(\Gamma)$ consists only of constant functions, for any finite index subgroup $\Gamma$ of $\text{SL}(2, \mathbb{Z})$ [26], we see that the automorphic Lie algebra is the complex finite-dimensional graded Lie algebra

$$
\mathcal{M}_0^i(g, \Gamma, \rho) = g_0 \oplus \bigoplus_{n \in \mathbb{N}} g_{-n} \otimes_{\mathbb{C}} M_0^i(\Gamma)
$$

(where we identify $g_0$ with constant functions $\mathbb{H}^2 \to g_0$). The subalgebra $g_0 = \{A \in g \mid HA = 0\}$ is reductive , i.e. of the form $g_0 = z(g_0) \oplus g'_0$ where $z(g_0)$ is the centre of $g_0$ and the derived subalgebra $g'_0 = [g_0, g_0]$ is semisimple (see e.g. [14] Lemma 2.1.2). Thus we find

Theorem 5.1. The automorphic Lie algebra $\mathcal{M}_0^i(g, \Gamma, \rho)$ of modular type with polynomial growth is a complex finite-dimensional Lie algebra with Levi decomposition

$$
\mathcal{M}_0(g, \Gamma, \rho) = r \oplus s
$$

where the radical $r = z(g_0) \oplus \bigoplus_{n \in \mathbb{N}} g_{-n} \otimes_{\mathbb{C}} M_0^i(\Gamma)$ and the Levi subalgebra $s = g'_0$. 

Proof. Indeed, by Lemma 3.4 the operator $\Phi$ intertwines the action of $\Gamma$ on both sides, preserves the growth condition and is invertible.

If we ignore the Lie algebra structure, then we can write $\hat{\rho} = \bigoplus_{i} \hat{\rho}_n$, and thus $\Phi(\gamma) = \bigoplus_{i} \Phi_n(\gamma)$, so the claim also follows from Theorem 3.2. □
Proof. We have already established the vector space direct sum $\mathfrak{M}_0(\mathfrak{g}, \Gamma, \rho) = \mathfrak{r} \oplus \mathfrak{s}$. What remains to be shown is that $\mathfrak{r}$ is the radical of $\mathfrak{M}_0(\mathfrak{g}, \Gamma, \rho)$.

It is clear that $\mathfrak{r}$ is a solvable ideal of $\mathfrak{M}_0(\mathfrak{g}, \Gamma, \rho)$ due to the grading and the fact that $\mathfrak{z}(\mathfrak{g}_0)$ is central in $\mathfrak{g}_0$. Hence $\mathfrak{r}$ is contained in the radical of $\mathfrak{M}_0(\mathfrak{g}, \Gamma, \rho)$.

The quotient map $\mathfrak{M}_0(\mathfrak{g}, \Gamma, \rho) \to \mathfrak{M}_0(\mathfrak{g}, \Gamma, \rho)/\mathfrak{r}$ restricts to an isomorphism $\mathfrak{s} \to \mathfrak{M}_0(\mathfrak{g}, \Gamma, \rho)/\mathfrak{r}$. The latter has trivial radical, hence the radical of $\mathfrak{M}_0(\mathfrak{g}, \Gamma, \rho)$ is contained in $\mathfrak{r}$. □

We pause the study of the automorphic Lie algebras with polynomial growth at this point and proceed to the case $\mathfrak{M}_0(\mathfrak{g}, \Gamma, \rho)$ of exponential growth.

A subgroup $\Gamma$ of $\text{SL}(2, \mathbb{Z})$ is called even if it contains $-\text{Id}$, otherwise $\Gamma$ is called odd. Note that $\Gamma(2)$ is even and $\Gamma(N)$ is odd when $N \geq 3$. If $\Gamma$ is even then $M^k_1(\Gamma) = \{0\}$ for odd $k$, since $f \in M^k_1(\Gamma)$ implies $f(\tau) = f(-\text{Id}(\tau)) = (-1)^k f(\tau)$.

In the case where $\Gamma$ is even, it is convenient to make the assumption that $\rho(-\text{Id}) = \text{id}$ and we will do so below. Otherwise we have to replace $\mathfrak{g}$ by $\rho(\pm \text{Id})$ accordingly.

We have the following simple observation.

Lemma 5.2. The weakly holomorphic modular forms of $\Gamma$ are given by

$$M^k_1(\Gamma) = M^k_0(\Gamma) F^k_1$$

for some $F_1$ independent of $k$ if and only if $M^k_1(\Gamma)$ contains an element $F_1$ that is never zero on $\mathbb{H}^2$.

Proof. If $M^k_1(\Gamma) = M^k_0(\Gamma) F^k_1$ then in particular $F^{-1}_1 \in M^{-1}_1(\Gamma)$, hence $F_1$ is never zero on $\mathbb{H}^2$. If, on the other hand, $F_1 \in M^1_1(\Gamma)$ is never zero on $\mathbb{H}^2$, then it is clear that $M^k_0(\Gamma) F^k_1 \subset M^k_1(\Gamma)$ for any integer $k$. To prove the other inclusion, we take $f \in M^k_1(\Gamma)$ and notice that $f/F^k_1 \in M^k_0(\Gamma)$ because $F_1$ can only have zeros at cusps. □

Theorem 5.3. If $\Gamma$ is a finite index subgroup of $\text{SL}(2, \mathbb{Z})$, and $M^1_1(\Gamma)$ contains an element that is never zero on $\mathbb{H}^2$, then there is a Lie algebra isomorphism

$$\mathfrak{M}_0(\mathfrak{g}, \Gamma, \rho) \cong \mathfrak{g} \otimes_C M^1_0(\Gamma).$$

Proof. Due to Lemma 5.2 we know that $M^1_1(\Gamma) = M^1_0(\Gamma) F^1_1$. When we plug this into (27) we have

$$\mathfrak{M}_0(\mathfrak{g}, \Gamma, \rho) \cong \left( \bigoplus_{k \in \mathbb{Z}} \mathfrak{g}_{-k} \otimes_C \mathbb{C} F^k_1 \right) \otimes_C M^1_0(\Gamma).$$

Now we notice that the subalgebra $\bigoplus_{k \in \mathbb{Z}} \mathfrak{g}_{-k} \otimes_C \mathbb{C} F^k_1$ is isomorphic to $\mathfrak{g}$ by $A_{-k} \otimes F^k_1 \mapsto A_{-k}$ for $A_{-k} \in \mathfrak{g}_{-k}$. This finishes the proof. □

We do not know which groups have everywhere nonvanishing modular form of weight 1, but this is true for the following principal congruence subgroups.

Theorem 5.4. The groups $\Gamma(3k)$, $\Gamma(4k)$ and $\Gamma(5k)$, with $k \in \mathbb{N}$, have a modular form of weight 1 which is never zero on $\mathbb{H}^2$, so if $\Gamma$ is one of these groups we do have the isomorphism

$$\mathfrak{M}_0(\mathfrak{g}, \Gamma, \rho) \cong \mathfrak{g} \otimes_C M^1_0(\Gamma).$$

Proof. The principal congruence subgroups $\Gamma(N)$ with $N = 3, 4, 5$ are related to regular polyhedra (see Section 7 below). An explicit expression for the nonvanishing modular forms of weight 1 for $\Gamma(N)$ with $N = 3, 4, 5$ goes back to Klein. They are conveniently provided in Schultz’s lecture notes [8] (see Proposition 4.9.6 there and Section 7 below).

Let $\eta(\tau)$ be Dedekind’s eta-function defined by

$$\eta(\tau) = q^{\frac{1}{24}}(q; q)_\infty, \quad q = \exp(2\pi i \tau)$$

(29)
where
\[ (x; q)_\infty := \prod_{k=0}^{\infty} (1 - x q^k). \]

Introduce also the Klein forms \( \mathcal{E}_{r_1, r_2} \) by
\[ \mathcal{E}_{r_1, r_2}(\tau) = q^{(r_1-1)/2} \frac{(q z; q)_\infty (q/q z; q)_\infty}{(q; q)_\infty^2} \]
with \( q_z = \exp(2\pi i z) \), \( z = r_1 \tau + r_2 \).

From \[68, Proposition 4.9.6\] we extract

**Proposition 5.5.** The following explicit expressions give the modular forms of weight 1
\[ \frac{\eta(3\tau)^3}{\eta(\tau)}, \frac{\eta(4\tau)^4}{\eta(2\tau)^2}, \frac{\eta(5\tau)^5}{\eta(\tau)^3} \]
for the principal congruence subgroups \( \Gamma(3), \Gamma(4) \) and \( \Gamma(5) \) respectively.

It is easy to see that the corresponding modular forms have no zeros in \( \mathbb{H}^2 \), so we can apply our Theorem 5.3. Since \( \Gamma(MN) \subset \Gamma(N) \) for any \( M \in \mathbb{N} \), the claim now follows. \( \square \)

To deal with \( \Gamma(2) \) we need the following

**Lemma 5.6.** The weakly holomorphic modular forms of \( \Gamma \) of even weight \( k = 2\ell \) are given by
\[ M_k^\ell(\Gamma) = M_0^\ell(\Gamma) F_2^\ell \]
for some \( F_2 \) independent of \( k \) if and only if \( M_2^\ell(\Gamma) \) contains an element \( F_2 \) that is never zero on \( \mathbb{H}^2 \).

**Proof.** If \( M_k^\ell(\Gamma) = M_0^\ell(\Gamma) F_2^\ell \) then in particular \( F_2^{-1} \in M_2^\ell(\Gamma) \) hence \( F_2 \) is never zero on \( \mathbb{H}^2 \). If, on the other hand, \( F_2 \in M_2^\ell(\Gamma) \) is never zero on \( \mathbb{H}^2 \), then it is clear that \( M_0^\ell(\Gamma) F_2^\ell \subset M_k^\ell(\Gamma) \) for any integer \( k \). To prove the other inclusion, we take \( f \in M_k^\ell(\Gamma) \) and notice that \( f/F_2^\ell \in M_0^\ell(\Gamma) \) because \( F_2 \) can only have zeros at cusps. \( \square \)

**Theorem 5.7.** If \( \Gamma \) is an even finite index subgroup of \( \text{SL}(2, \mathbb{Z}) \), and \( M_2^\ell(\Gamma) \) contains an element that is never zero on \( \mathbb{H}^2 \), and \( \rho(-\text{Id}) = \text{Id} \), then there is a Lie algebra isomorphism
\[ \mathcal{M}_0^\ell(\mathfrak{g}, \Gamma, \rho) \cong \mathfrak{g} \otimes_{\mathbb{C}} M_0^\ell(\Gamma). \]

In particular, this applies to \( \Gamma = \Gamma(2) \).

**Proof.** First of all, we know that \( M_k^\ell(\Gamma) = \{ 0 \} \) when \( k \) is odd because \( \Gamma \) is even. Due to Lemma 5.6 we know that \( M_k^\ell(\Gamma) = M_0^\ell(\Gamma) F_2^{k/2} \) when \( k \) is even. Substituting into (27) gives
\[ \mathcal{M}_0^\ell(\mathfrak{g}, \Gamma, \rho) \cong \left( \bigoplus_{k \text{ even}} \mathfrak{g}_{-k} \otimes_{\mathbb{C}} F_2^{k/2} \right) \otimes_{\mathbb{C}} M_0^\ell(\Gamma). \]

Now we notice that the subalgebra \( \bigoplus_{k \text{ even}} \mathfrak{g}_{-k} \otimes_{\mathbb{C}} F_2^{k/2} \) is isomorphic to \( \bigoplus_{k \text{ even}} \mathfrak{g}_{-k} \) by \( A_{-k} \otimes F_2^{k/2} \mapsto A_{-k} \) for \( A_{-k} \in \mathfrak{g}_{-k} \). By the assumption that \( \rho(-\text{Id}) = \text{Id} \) we have \( \bigoplus_{k \text{ even}} \mathfrak{g}_{-k} = \mathfrak{g} \), which establishes the first claim.

This can be applied to \( \Gamma(2) \) since it has 3 non-vanishing modular forms \( \theta_i^4, i = 2, 3, 4 \) of weight 2 with \( \theta_i \) being the classical theta-series (see Section 7 for the details). \( \square \)
6. FULL MODULAR GROUP CASE AND ROOT COHOMOLOGY

Let us describe the corresponding algebras $\mathfrak{M}_0^i(g, \Gamma(1), \rho)$ for the full modular group $\Gamma(1) = \text{SL}(2, \mathbb{Z})$ in more detail. In this case, we do not have an analogue of Theorems 5.3 and 5.7. We will again assume that $\rho$ is restricted from $\text{SL}(2, \mathbb{C})$ and $\rho(-\text{Id}) = \text{id}$.

To find the structure constants of $\mathfrak{M}_0^i(g, \Gamma(1), \rho)$ we will use Lemma 2.3 and the language of root cohomology introduced in [37].

It is well known that any semisimple element in a simple Lie algebra is contained in a Cartan subalgebra. Thus for any embedding of $\text{SL}(2, \mathbb{C})$ in the automorphism group of $g$ we may choose a Cartan subalgebra $\mathfrak{h}$ of $g$ such that $H$ is in $\text{ad} \mathfrak{h}$. A Chevalley basis $\{H_i, A_\alpha, i = 1 \ldots, N, \alpha \in R\}$

\[
\begin{align*}
[H_i, H_j] &= 0, \\
[H_i, H_\alpha] &= \alpha(H_i)A_\alpha, \\
[A_\alpha, A_{-\alpha}] &= \sum n_i H_i, \\
[A_\alpha, A_\beta] &= \epsilon(\alpha, \beta)A_{\alpha+\beta}, \\
[A_\alpha, A_{\beta}] &= 0,
\end{align*}
\]

(see for instance [29, Section 25]) of $g$ relative to such a Cartan subalgebra consists of $H$ eigenvectors with integral eigenvalues. If $k(\alpha)$ is the $H$-eigenvalue of $X_\alpha$ then $k$ is an additive map on the root system $R$. In fact, the classification of $\text{sl}(2, \mathbb{C})$-triples in $g$ is listed in [14] using Dynkin diagrams with labels 0, 1 and 2. The map $k$ is the additive extension of these labels to the whole root system.

We revisit Theorem 4.3 and its corollary (27) in this special case and include the finer structure provided by the Chevalley basis. By Theorem 4.3, the elements

\[
h_i(\tau) = \Phi(\tau)H_i \otimes 1, \quad a_\alpha(\tau) = \Phi(\tau)A_\alpha \otimes d\tau^{\frac{k(\alpha)}{2}}, \quad i = 1 \ldots, N, \alpha \in R,
\]

where $\Phi(\tau)$ is given by (23), form a basis of $\mathfrak{M}_*(g, \Gamma(1), \rho)$ as free $\mathbb{C}[E_4, E_6]$-module with identical structure constants as $\{H_i, A_\alpha\}$.

Recall the functions $F_k = \Delta^k E_4^n E_6^m$ of Lemma 2.3 which generate the module $M_1^i(\Gamma(1))$ over $\mathbb{C}[j]$. The exponents $(n_4, n_6)$ can be seen as the residue map $2\mathbb{Z} \to \{0, 1, 2\} \times \{0, 1\}$ of the isomorphism of groups

\[2\mathbb{Z}/12\mathbb{Z} \to \mathbb{Z}/3\mathbb{Z} \times \mathbb{Z}/2\mathbb{Z}, \quad z \mapsto (\overline{z}, \overline{1}).\]

For convenience we list its 6 values

\[
k = 0 \quad 2 \quad 4 \quad 6
\]

\[
(n_4, n_6) = (0, 1) \quad (2, 0) \quad (1, 1) \quad (0, 0) \quad (2, 1) \quad (1, 0) \quad (0, 1).
\]

By Lemma 2.3, the elements

\[
h_i(\tau), \quad a_\alpha(\tau) = F_{-k(\alpha)}a_\alpha(\tau)
\]

for $i = 1 \ldots, N$, form a basis of $\mathfrak{M}_0^i(g, \Gamma(1), \rho)$ as free $\mathbb{C}[j]$-module (here we use the assumption that $\rho(-\text{Id}) = \text{id}$ so that $k(\alpha)$ is even for all $\alpha \in R$).

Now we define

\[
\omega_4^2 = 1/3 d(n_4 - k), \quad \omega_6^2 = 1/2 d(n_6 - k)
\]

where $d$ is the coboundary operator defined on the functions on the root system by $d\omega(\alpha, \beta) = \omega(\beta) - \omega(\alpha + \beta) + \omega(\alpha)$.

The symmetric 2-cocycles (32) are maps sending a pair of roots to 0 or 1, and can therefore conveniently be represented by a graph, whose set of vertices is the set of roots, and whose set of edges is, for instance, the collection of pairs of roots that are send to 1 by the cocycle.

Tables 1, 2, and 3 below show all such graphs for simple Lie types of rank 2 and embeddings $\text{SL}(2, \mathbb{C}) \to \text{Aut}(g)$ with $-\text{Id} \mapsto \text{id}$. This describes all corresponding automorphic Lie algebras $\mathfrak{M}_0^i(g, \Gamma(1), \rho)$ thanks to Theorem 6.1.
We should note that there are no obstructions to describing Lie algebras of high rank. Indeed, $k$ is an additive function on the root system and therefore defined by its values on the simple roots. The same holds for $\omega_4^2$ and $\omega_6^2$.

Table 1. $A_2$

| principal |
|-----------|
| $2$ $2$  
| $\alpha_1$ $\alpha_2$  |

Table 2. $B_2$

| subregular | principal |
|------------|-----------|
| $0$ $2$  
| $\alpha_1$ $\alpha_2$  |

Table 3. $G_2$

| subregular | principal |
|------------|-----------|
| $2$ $0$  
| $\alpha_1$ $\alpha_2$  |

Summarising all this we have the following explicit description of $\mathfrak{M}_0^\dagger (\mathfrak{g}, \Gamma(1), \rho)$ by generators and relations.

**Theorem 6.1.** Let $\rho$ be a restricted representation with $\rho(-\text{Id}) = \text{id}$. Then the Lie algebra $\mathfrak{M}_0^\dagger (\mathfrak{g}, \Gamma(1), \rho)$ is generated as a free $\mathbb{C}[j]$-module by elements $h_i(\tau)$ and $\bar{a}_\alpha(\tau)$ where $i = 1 \ldots, N$. 
The $\mathbb{C}[j]$-linear Lie structure is given by the brackets

\[
\begin{align*}
[h_i, h_j] &= 0, \\
[h_i, \bar{a}_\alpha] &= \alpha(H_i) \bar{a}_\alpha, \\
[\bar{a}_\alpha, \bar{a}_\alpha] &= j \omega^2_{4}(\alpha,\bar{\alpha})(j - 1728)^{\omega^2_{6}(\alpha,\bar{\alpha})} \sum n_i h_i, \\
[\bar{a}_\alpha, \bar{a}_\beta] &= \epsilon(\alpha, \beta) j \omega^2_{4}(\alpha,\bar{\alpha})(j - 1728)^{\omega^2_{6}(\alpha,\bar{\alpha})} \bar{a}_{\alpha + \beta}, \\
[\bar{a}_\alpha, \bar{a}_\beta] &= 0,
\end{align*}
\]

where $\omega^2_{4}$ and $\omega^2_{6}$ are the symmetric 2-cocycles on the root system $\mathcal{R}$ taking only values 0 and 1.

7. PRINCIPAL CONGRUENCE SUBGROUPS AND POLYHEDRAL LOOP ALGEBRAS

Let now $\Gamma = \Gamma(N)$ be the principal congruence subgroup of modular group

\[
\Gamma(N) = \left\{ \left( \begin{array}{cc} a & b \\ c & d \end{array} \right) : \left( \begin{array}{cc} a & b \\ c & d \end{array} \right) \equiv \left( \begin{array}{cc} 1 & 0 \\ 0 & 1 \end{array} \right) \mod N \right\}
\]

Let $X(N)$ be the compactification of the corresponding quotient $Y(N) := \Gamma(N) \setminus \mathbb{H}^2$ by adding the parabolic points with appropriate local coordinates (see Ch. 2 in [26]). The genus of $\Gamma(N)$ is by definition the genus of $X(N)$.

We start with the following remarkable relation between the genus zero principal congruence subgroups and regular polyhedra, which probably should be ascribed to Klein (see [34, 35, 36]).

**Theorem 7.1.** The modular curve $X(N)$ has genus zero if and only if $1 \leq N \leq 5$. An isomorphism from $X(N)$ to the Riemann sphere can be chosen such that the cusps are mapped to the vertices of a regular triangle, tetrahedron, octahedron and icosahedron for $N = 2, 3, 4, 5$ respectively.

The quotient group $\Gamma(1)/\Gamma(N)$ is isomorphic to dihedral group $\mathcal{D}_3 \cong S_3$ (for $N = 2$) and to the groups $T \cong A_4$, $O \cong S_4$, $I \cong A_5$ of the rotational symmetries of the corresponding regular polyhedron (for $N = 3, 4, 5$).

We consider now the automorphic Lie algebra $\mathfrak{M}_0^{\nu}(\mathfrak{g}, \Gamma(N), \rho)$ in more detail in the special cases of the principal congruence subgroups $\Gamma(N)$, $2 \leq N \leq 5$, when the corresponding quotients $X(\Gamma)$ have genus zero. Remarkably, these cases are closely related to the platonic solids and the corresponding $M$-point loop algebras

\[
\mathfrak{g} \otimes \mathbb{C} [t, (t - a_1)^{-1}, \ldots, (t - a_M)^{-1}]
\]

of $\mathfrak{g}$-valued meromorphic functions on the Riemann sphere with poles allowed only at $M$ points $S = \{\infty = a_0, a_1, \ldots, a_M\}$.

Their central extensions were studied by Bremner [4, 6], who was inspired by the important work of Krichever and Novikov [13] and Schlichenmaier [66] on the Lie algebra of vector fields on Riemann surfaces.

We will show that the three particular cases of such algebras with $S$ being the sets of vertices of the regular tetrahedron, octahedron and icosahedron respectively, naturally appear as automorphic Lie algebras related to principal congruence subgroups $\Gamma(3), \Gamma(4), \Gamma(5)$. The corresponding sets of vertices can be chosen as

\[
\begin{align*}
S_T &= \{\infty, 1, e^{\pm \frac{2\pi i}{3}}\}, & S_O &= \{0, \infty, \pm 1, \pm i\}, \\
S_I &= \{0, \infty, \varepsilon^j (\varepsilon + \varepsilon^4), \varepsilon^j (\varepsilon^2 + \varepsilon^3)\}, & j &= 0, \ldots, 4,
\end{align*}
\]

where $\varepsilon = e^{\frac{2\pi i}{5}}$ (see [25]).

We call the corresponding Lie algebras

\[
\mathfrak{I} \mathfrak{g} = \mathfrak{g} \otimes \mathbb{C} [t, (t - 1)^{-1}, (t - \omega)^{-1}, (t - \bar{\omega})^{-1} - \omega = e^{\frac{2\pi i}{5}}],
\]

(33)
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description of the corresponding modular forms going back to Klein and Fricke \[34, 33\].

Theorem 7.2. For the principal congruence subgroups \( \Gamma(N) \), \( N = 3, 4, 5 \) and their restricted representations, the zero weight automorphic Lie algebras \( \mathfrak{M}_0^l(\mathfrak{g}, \Gamma, \rho) \) are isomorphic to tetrahedral, octahedral and icosahedral loop algebras respectively.

For \( \Gamma(2) \) with even representation \( \rho(-\text{Id}) = \text{id} \), the automorphic Lie algebra \( \mathfrak{M}_0^l(\mathfrak{g}, \Gamma, \rho) \) is isomorphic to dihedral loop algebra \( \mathfrak{M}_0^l(\mathfrak{g}, \Gamma, \rho) \).

In the rest of the section we present more details about this isomorphisms using the explicit description of the corresponding modular forms going back to Klein and Fricke \[34, 33\].

7.1. Theta series and modular forms. We will need now the following classical way to produce some modular forms going back to Jacobi, where we use the notations of Whittaker and Watson \[76\] with
\[ q = e^{\pi i \tau}, \]
rather than \( e^{2\pi i \tau} \) as used before. The theta series (or, theta constants) are given by
\[ \theta_2(\tau) = \sum_{n \in \mathbb{Z}} q^{(n+1/2)^2} = 2q^{1/4} + 2q^{9/4} + 2q^{25/4} + 2q^{49/4} \ldots, \]
\[ \theta_3(\tau) = \sum_{n \in \mathbb{Z}} q^n = 1 + 2q + 2q^2 + 2q^3 + \ldots, \]
\[ \theta_4(\tau) = \sum_{n \in \mathbb{Z}} (-1)^n q^n = 1 - 2q + 2q^2 - 2q^3 + \ldots. \]
They are the values at \( z = 0 \) of corresponding theta functions \( \theta_k(z, \tau) \) introduced by Jacobi.

We will recall a few facts about theta series here, which can be found in \[55\] (where another common notation is used: \( \theta_{10} = \theta_2, \theta_{00} = \theta_3 \) and \( \theta_{01} = \theta_4 \)).

The theta series satisfy Jacobi’s identity
\[ \theta_2^4 + \theta_4^4 = \theta_3^4. \]
Transforming the parameter by the modular group gives
\[
\begin{pmatrix}
\theta_2 \\
\theta_3 \\
\theta_4
\end{pmatrix}
(\tau + 1) =
\begin{pmatrix}
\zeta & 0 & 0 \\
0 & 0 & 1 \\
0 & 1 & 0
\end{pmatrix}
\begin{pmatrix}
\theta_2 \\
\theta_3 \\
\theta_4
\end{pmatrix}
(\tau)
\]
\[
\begin{pmatrix}
\theta_2 \\
\theta_3 \\
\theta_4
\end{pmatrix}
(-1/\tau) = \tau^{1/2} \zeta^{-1}
\begin{pmatrix}
0 & 0 & 1 \\
0 & 1 & 0 \\
1 & 0 & 0
\end{pmatrix}
\begin{pmatrix}
\theta_2 \\
\theta_3 \\
\theta_4
\end{pmatrix}
(\tau)
\]
where $\zeta = \exp 2\pi i / 8$. Gannon [23] gives an interpretation of this vector as a VVMF in a more general definition than presented in this paper.

The product $\theta_8^2 \theta_8^3 \theta_8^4$ is a $\text{SL}(2, \mathbb{Z})$-modular form of weight 12 and therefore a constant multiple of $\Delta = q \prod_{n \geq 1} (1 - q^n)^{24}$. The theta series are in particular never zero in $\mathbb{H}^2$ and at least one of them is zero at any cusp.

7.2. $\Gamma(2)$ and theta constants. The following result is well-known in the theory of modular forms (see e.g. [64]).

**Theorem 7.3.** The ring of $\Gamma(2)$-modular forms is generated by $\theta_2^4, \theta_3^4, \theta_4^4$ with the only relation being $\theta_2^4 + \theta_4^4 = \theta_3^4$. In particular, $M_4(\Gamma(2)) \cong \mathbb{C}[x,y]$.

The $\Gamma(2)$-modular forms can also be constructed starting from the Eisenstein series. One can check that

$$F_2(\tau) = 2E_2(2\tau) - E_2(\tau), \quad H_2(\tau) = F_2(\tau/2)$$

are $\Gamma(2)$-modular forms of weight 2. If we recall the expansion

$$E_2 = 1 - 24q^2 - 72q^4 - 96q^6 - 168q^8 - 144q^{10} + \ldots, \quad q = \exp(\pi i \tau),$$

we can compute

$$F_2 = 1 + 24q^2 + 24q^4 + \ldots$$

$$H_2 = 1 + 24q + 24q^2 + 96q^3 + 24q^4 + 144q^5 + \ldots.$$ 

Taking linear combinations of $F_2$ and $H_2$ to constructing a cusp form for each of the three cusps of $\Gamma(2)$ leads to the fourth powers of the theta series:

$$\theta_2^4 = -\frac{2}{3}F_2 + \frac{2}{3}H_2,$$

$$\theta_3^4 = \frac{2}{3}F_2 + \frac{1}{3}H_2,$$

$$\theta_4^4 = \frac{4}{3}F_2 - \frac{1}{3}H_2.$$

From (38) and (39) we see that

$$\begin{pmatrix}
\theta_2^4(\tau + 1) \\
\theta_3^4(\tau + 1) \\
\theta_4^4(\tau + 1)
\end{pmatrix} =
\begin{pmatrix}
-1 & 0 & 0 \\
0 & 0 & 1 \\
0 & 1 & 0
\end{pmatrix}
\begin{pmatrix}
\theta_2^4(\tau) \\
\theta_3^4(\tau) \\
\theta_4^4(\tau)
\end{pmatrix},$$

$$\begin{pmatrix}
\theta_2^4(-1/\tau) \\
\theta_3^4(-1/\tau) \\
\theta_4^4(-1/\tau)
\end{pmatrix} = -\tau^2
\begin{pmatrix}
0 & 0 & 1 \\
0 & 1 & 0 \\
1 & 0 & 0
\end{pmatrix}
\begin{pmatrix}
\theta_2^4(\tau) \\
\theta_3^4(\tau) \\
\theta_4^4(\tau)
\end{pmatrix},$$

so that $(\theta_2^4, \theta_3^4, \theta_4^4)$ is a VVMF for the full modular group of weight 2. The image of the representation is isomorphic to $S_3 \cong \text{SL}(2, \mathbb{Z})/\Gamma(2)$.

Let us introduce the classical $\lambda$-invariant (see [64, Section 7.2]) as

$$\lambda = \frac{\theta_2^4}{\theta_3^4}.$$ 

This meromorphic function has no zeros or poles in $\mathbb{H}^2$ since the theta functions have no zeros in $\mathbb{H}^2$. Its meromorphic extension to $\overline{\mathbb{H}^2}$ defines an isomorphism of Riemann surfaces $\Gamma(2) \backslash \mathbb{H}^2 \to \overline{\mathbb{C}}$. This isomorphism sends the cusps to $[\infty] \mapsto 0$, $[0] \mapsto 1$, $[-1] \mapsto \infty$. 

(21)
It follows that $\lambda$ is a Hauptmodul for $\Gamma(2)$, in the sense that every $\Gamma(2)$-invariant meromorphic function on the upper half plane is a rational function in $\lambda$. In particular, the Hauptmodul $j$ for $\Gamma(1)$ is a rational function in $\lambda$, and in fact
\[ j = 256 \frac{(\lambda^2 - \lambda + 1)^3}{\lambda^2(\lambda - 1)^2}. \]
The $\lambda$-invariant appears also in the parametrisation of the elliptic curves in the form
\[ y^2 = x(x - 1)(x - \lambda), \quad \lambda \neq 0, 1. \]

Our interest is in the algebra $M_0^!(\Gamma(2))$ of $\Gamma(2)$-invariant meromorphic functions on $\mathbb{H}^2$, which are holomorphic on $\mathbb{H}^2$. By the preceding paragraph, these are precisely the rational functions in $\lambda$ which are only allowed poles at $\lambda \in \{\infty, 0, 1\}$, that is
\[ M_0^!(\Gamma(2)) = \mathbb{C}[\lambda, \lambda^{-1}, (\lambda - 1)^{-1}]. \]
The action of the modular group
\[ T\lambda = \frac{\lambda}{\lambda - 1}, \quad S\lambda = 1 - \lambda, \]
deduced from (38,39) realises the full group of Möbius transformations preserving the set $\{\infty, 0, 1\}$.

As a special case of Theorem 5.7, using that $\theta_i^4$ is a nonvanishing modular form of weight 2, we have

**Theorem 7.4.** The algebra $\mathfrak{M}_0^!(\mathfrak{g}, \Gamma(2), \rho)$ with $\rho(-\text{Id}) = \text{id}$ is isomorphic to the dihedral loop algebra
\[ \mathfrak{M}_0^!(\mathfrak{g}, \Gamma(2), \rho) \cong \mathfrak{g} \otimes \mathbb{C} M_0^!(\Gamma(2)) \]
as Lie algebra and module over $M_0^!(\Gamma(2)) = \mathbb{C}[\lambda, \lambda^{-1}, (\lambda - 1)^{-1}]$.

To conclude we briefly describe interesting results of Hartwig and Terwilliger [28] about their tetrahedron algebra, which is isomorphic to the $\text{sl}(2, \mathbb{C})$ case of our dihedral loop algebra.

Their tetrahedron algebra $\mathfrak{X}$ is defined as the Lie algebra over a field $\mathbb{K}$ with generators $X_{i,j}$, $i, j = 1, 2, 3, 4$, $i \neq j$ satisfying the relations
\begin{enumerate}
  \item $X_{i,j} + X_{j,i} = 0$ for distinct $i, j$,
  \item $[X_{h,i}, X_{i,j}] = 2X_{h,i} + 2X_{i,j}$ for mutually distinct $h, i, j$,
  \item $[X_{h,i}, [X_{h,i}, X_{h,j}]] = 4[X_{h,i}, X_{j,k}]$ for mutually distinct $h, i, j, k$.
\end{enumerate}

It has the following interesting properties [28].

**Theorem 7.5** (Hartwig and Terwilliger). Let us label the vertices of a tetrahedron by the indices 1, 2, 3, 4 and identify each edge $\{i, j\}$ of the tetrahedron with a one-dimensional subspace $\mathbb{K}X_{i,j}$ of $\mathfrak{X}$. Then
\begin{enumerate}
  \item the boundary of one face of the tetrahedron spans a subalgebra of $\mathfrak{X}$ isomorphic to $\text{sl}(2, \mathbb{K})$,
  \item two edges that don’t share a vertex generate a subalgebra of $\mathfrak{X}$ isomorphic to the Onsager algebra,
  \item five out of six edges generate a subalgebra of $\mathfrak{X}$ isomorphic to the loop algebra $\text{sl}(2, \mathbb{K}) \otimes \mathbb{K}[t, t^{-1}]$,
  \item there is an isomorphism $\mathfrak{X} \cong \text{sl}(2, \mathbb{K}) \otimes \mathbb{K}[t, t^{-1}, (t - 1)^{-1}]$.
\end{enumerate}
(5) Let $\mathfrak{O}$, $\mathfrak{O}'$ and $\mathfrak{O}''$ be the subalgebras generated by the three pairs of opposite edges (each isomorphic to the Onsager algebra due to the second item). Then there is a direct sum $\mathfrak{O} = \mathfrak{O} \oplus \mathfrak{O}' \oplus \mathfrak{O}''$ of $K$-spaces.

7.3. $\Gamma(3)$ and the Hesse cubic. The principal congruence subgroup $\Gamma(3)$ is related to the Hesse form of the elliptic curves given in projective coordinates as cubics
\[ x^3 + y^3 + z^3 + \gamma xyz = 0, \quad \gamma^3 + 27 \neq 0. \]  
(41)

The Hesse parameter $\gamma$ is related to $j$-invariant by the formula
\[ j = \frac{\gamma^3(216 - \gamma^3)^3}{(27 + \gamma^3)^3} \]  
(42)

and is a Hauptmodul of $\Gamma(3)$ (see [16]).

The corresponding quotient $Y(3) = \Gamma(3) \backslash \mathbb{H}^2$ is a sphere punctured at 4 points: infinity and 3 cube roots of unity, with an isomorphism established by the function $-\gamma/3$. This implies that
\[ M_0(\Gamma(3)) \cong \mathbb{C}[z, (z - 1)^{-1}, (z - \varepsilon)^{-1}, (z - \overline{\varepsilon})^{-1}], \quad \varepsilon = e^{2\pi i/3} \]
and that the corresponding automorphic Lie algebra $M(\mathfrak{g}, \Gamma, \rho)$ is isomorphic to the tetrahedral loop algebra.

Note that the tetrahedral loop algebra is a particular case of 4-point loop algebras studied by Bremner [6].

The ring of modular forms $M_*(\Gamma(3)) = \mathbb{C}[\varphi_1, \varphi_2]$ of $\Gamma(3)$ is generated by two weight 1 forms
\[ \varphi_1 = \sum_{(x,y) \in \mathbb{Z}^2} q^{x^2 - xy + y^2}, \quad \varphi_2 = q^{1/3} \sum_{(x,y) \in \mathbb{Z}^2} q^{x^2 - xy + y^2 + x - y}, \]  
(43)

appeared in connection with the weight enumerators of ternary self-dual codes (see [19, 3]). They are related to the Eisenstein series by the formulae
\[ E_4 = u^4 + 8uv^3, \quad E_6 = u^6 - 20u^4v^3 - 8v^6, \quad u = \varphi_1, \quad v = \varphi_2. \]  
(44)

The modular form $\varphi_1$ is known also as the Eisenstein form $E_{1,3}$ and has appeared in the classification of integrable Lagrangian partial differential equations (PDEs) done by Ferapontov and Odesski [21]. More precisely, they have shown that it satisfies the following nonlinear fourth order ordinary differential equation (ODE)
\[ g'''(g^2g'' - 2g(g')^2) - 9(g')^2(g'')^2 + 2gg'g''g''' + 8(g')^3g''' - g''^2 = 0, \]
which is the integrability condition of PDEs with Lagrangian of the form $f = u_xu_yg(u_t)$ (see section 3 in [21]).

7.4. $\Gamma(4)$ and the octahedron. We will follow here mainly the excellent presentation of $\Gamma(4)$-modular forms by Mumford in Chapter 1 of his book [55].

Consider first the set $S = \{\infty, 0, \pm 1, \pm i\} \subset \mathbb{C}P^1 \cong S^2$, which we regard as the vertices of an octahedron. We will see that the quotient
\[ \Gamma(4) \backslash \mathbb{H}^2 \cong \mathbb{C}P^1 \setminus S \]
is the complex sphere punctured at this set.

One can check that the group of holomorphic automorphisms of $\mathbb{C}$ preserving this set is indeed the octahedral group generated by
\[ T : t \mapsto \zeta^3 t + \zeta, \quad S : t \mapsto -t + 1, \]  
(45)

where $\zeta = \exp(2\pi i/8)$. These two Möbius transformation satisfy
\[ T^4 = \text{id}, \quad S^2 = \text{id}, \quad (TS)^3 = \text{id}. \]
Theorem 7.6. The compactification $X(4)$ of modular curve is isomorphic as a Riemann surface to $A \cong \mathbb{C}P^1 \cong \mathbb{C}$. Isomorphisms are realised by the map $\Gamma(4) \setminus \mathbb{H}^2 \to A = \{ [x_0 : x_1 : x_2] \in \mathbb{C}P^2 | x_0^2 = x_1^2 + x_2^2 \}$ given by

$$\tau \mapsto [\theta_2^2(\tau) : \theta_4^2(\tau) : \theta_6^2(\tau)],$$

the map $A \to \mathbb{C}P^1$ given by

$$x_0 \mapsto t_0^2 + t_1^2, \quad x_1 \mapsto 2t_0t_1, \quad x_2 \mapsto t_0^2 - t_1^2,$$

where $t_0, t_1$ are homogeneous coordinates of $\mathbb{C}P^1$, and the map $\mathbb{C}P^1 \to \mathbb{C}$ given by

$$[t_0 : t_1] \mapsto \begin{cases} t = t_1/t_0 & \text{if } t_0 \neq 0, \\ \infty & \text{if } t_0 = 0. \end{cases}$$

The cusps land in the following points.

| $\Gamma(4) \setminus \mathbb{H}^2$ | $A$ | $\mathbb{C}P^1$ | $\mathbb{C}$ |
|---|---|---|---|
| $\infty$ | $[1 : 1 : 0]$ | $[1 : 1]$ | $1$ |
| $0$ | $[1 : 0 : 1]$ | $[1 : 0]$ | $\infty$ |
| $1/2$ | $[1 : -1 : 0]$ | $[1 : -1]$ | $-1$ |
| $1$ | $[0 : 1 : i]$ | $[i : 1]$ | $i$ |
| $2$ | $[1 : 0 : -1]$ | $[0 : 1]$ | $0$ |
| $3$ | $[0 : 1 : -i]$ | $[-i : 1]$ | $-i$ |

Restriction to the upper half plane establishes an isomorphism $\Gamma(4) \setminus \mathbb{H}^2 \cong \mathbb{C} \setminus \{0, \infty, \pm 1, \pm i\}$.

This theorem shows that

$$\mu = \frac{\theta_2^2}{\theta_2^2 + \theta_3^3}$$

is a Hauptmodul for $\Gamma(4)$. The algebra $M_0^*(\Gamma(4))$ consists of the rational functions in $\mu$ which are only allowed poles at $\mu \in \{ \infty, 0, \pm 1, \pm i \}$, that is

$$M_0^*(\Gamma(4)) = \mathbb{C}[\mu, \mu^{-1}, (\mu - 1)^{-1}, (\mu + 1)^{-1}, (\mu - i)^{-1}, (\mu + i)^{-1}].$$

(47)

One can check also that the action of the modular group is given by formulae (45) and thus is reduced to the action of the octahedral group.

The structure of the ring of modular forms can be deduced from Theorem 7.6. See [55, Corollary 10.2].

Proposition 7.7. The ring of $\Gamma(4)$-modular forms is generated by $\theta_2^2, \theta_3^2$ and $\theta_4^2$ with the only relation being $\theta_2^2 + \theta_3^2 = \theta_4^2$. In particular,

$$M_*(\Gamma(4)) \cong \mathbb{C}[x_0, x_1, x_2]/(x_0^2 - x_1^2 - x_2^2).$$

As a corollary and special case of Theorem 5.3 we have

Theorem 7.8. The algebra $\mathfrak{M}_0^*(\mathfrak{g}, \Gamma(4), \rho)$ is isomorphic to the octahedral loop algebra

$$\mathfrak{M}_0^*(\mathfrak{g}, \Gamma(4), \rho) \cong \mathfrak{g} \otimes \mathbb{C} M_0^*(\Gamma(4))$$

as Lie algebra and module over

$$M_0^*(\Gamma(4)) = \mathbb{C}[\mu, \mu^{-1}, (\mu - 1)^{-1}, (\mu + 1)^{-1}, (\mu - i)^{-1}, (\mu + i)^{-1}].$$
7.5. Γ(5) and Klein’s modular forms. We follow Schultz’s lectures [68] to present an explicit description of Γ(5) modular forms going back to Klein and Fricke [34, 33].

Recall the Klein forms (30). In [68, Proposition 4.9.6] we find

\[ M_k(\Gamma(5)) = \bigoplus_{a+b=5k, a,b\geq 0} \mathbb{C} \eta(5\tau)^a \eta(\tau)^b, \]

where \( \eta(\tau) \) is the Dedekind eta-function (29). In particular,

\[ f = \eta(5\tau)^{15} \eta(\tau)^5 \]

belongs to \( M^!_{-1}(\Gamma(5)) \), has a pole of order 5 at infinity and does not vanish anywhere in \( \mathbb{H}^2 \).

The modular curve \( Y(5) = \Gamma(5) \setminus \mathbb{H}^2 \) is a complex sphere punctured at the vertices of the icosahedron [26], so as a corollary we have the isomorphism of the corresponding \( \mathfrak{M}_0(g, \Gamma, \rho) \) with the icosahedral loop algebra.

8. Genus One Case: Γ(6) and Markov Triples

Let us consider now the subgroups \( \Gamma \) of the modular group such that \( X(\Gamma) \) is a smooth curve of genus 1. In particular, the congruence subgroups

\[ \Gamma_0(N) := \left\{ \left( \begin{array}{cc} a & b \\ c & d \end{array} \right) \in \text{SL}(2, \mathbb{Z}) : c \equiv 0 \mod N \right\} \]

with

\[ N = 11, 14, 15, 17, 19, 20, 21, 27, 32, 36, 49 \]

have this property.

Since any elliptic curve has holomorphic form \( dz^{1/2} \) of weight 1 without zeros, our Theorem 5.3 implies

**Theorem 8.1.** For any genus 1 finite index subgroup \( \Gamma \) and its restricted representation \( \rho \) we have a Lie algebra isomorphism

\[ \mathfrak{M}_0^!(g, \Gamma, \rho) \cong g \otimes C M_0^!(\Gamma). \]

In particular, this is true for \( \Gamma(6) \), which is the only principal congruence subgroup with genus 1 [26]. We consider now this case in more detail.

The corresponding quotient \( Y(6) = \Gamma(6) \setminus \mathbb{H}^2 \) has 12 cusps and topologically is a torus with 12 punctures [26]. The group

\[ P\Gamma(1)/P\Gamma(6) \cong S_3 \times A_4 \]

acting on \( Y(6) \) has order 72 [64]. The orbit of cusps therefore has stabiliser of order 6. There is only one complex torus (known as *equianharmonic*) which has such a symmetry, which is

\[ X(6) \cong \mathbb{C}/\mathbb{Z} \oplus \mathbb{Z} e^{2\pi i/3}. \]

In the Weierstrass form the corresponding elliptic curve corresponds to the case with \( g_2 = 0 \).

The corresponding set of punctures shown on Fig. 1 is an orbit of the group of translations \( \mathbb{Z}_2 \times \mathbb{Z}_6 \) generated by

\[ z \rightarrow z + \frac{1}{2}, \quad z \rightarrow z + \frac{1}{3} + \frac{1}{6} e^{2\pi i/3}, \]

so that

\[ P\Gamma(1)/P\Gamma(6) \cong \mathbb{Z}_6 \ltimes (\mathbb{Z}_2 \times \mathbb{Z}_6) \]
can be represented also as a semi-direct product of this group with $\mathbb{Z}_6$ generated by $z \rightarrow e^{\pi i/3}z$.

There is another important closely related congruence subgroup, namely the commutator of the modular group $\Gamma' = \Gamma(1)'$. It is known that $\Gamma'$ is a free group generated by the matrices

$$U = \begin{pmatrix} 2 & 1 \\ 1 & 1 \end{pmatrix}, \quad V = \begin{pmatrix} 1 & 1 \\ 1 & 2 \end{pmatrix}$$

and contains $\Gamma(6)$ as a subgroup of index 12 [57, 64].

The corresponding quotient $Y(\Gamma') = \Gamma' \backslash \mathbb{H}^2$ is a one-punctured equianharmonic torus, which is 12-covered by $Y(6)$:

$$Y(\Gamma') = G \backslash Y(6), \quad G = \Gamma' / \Gamma(6).$$

This particular one-punctured torus turned out to be closely related to the celebrated Markov triples satisfying the Diophantine equation

$$x^2 + y^2 + z^2 = 3xyz.$$ 

There is a natural $\text{PGL}_2(\mathbb{Z})$-action on the solutions of this equation generated by permutation group $S_3$ and Vieta involution

$$(x, y, z) \rightarrow (x, y, 3xy - z).$$

Markov [53] showed that set of all positive integer solutions of this equation is just one $\text{PGL}_2(\mathbb{Z})$-orbit of the solution $(1, 1, 1)$:

$$(1, 1, 1), (1, 1, 2), (1, 2, 5), (1, 5, 13), (2, 5, 29), \ldots.$$ 

The elements of Markov triples are known as Markov numbers:

$$1, 2, 5, 13, 29, 34, 89, 169, 194, 233, 433, 610, 985, \ldots$$

A conjecture due to Frobenius (see Aigner [1]) claims that the maximal element $z$ of Markov triple $(x, y, z)$, $x \leq y \leq z$ uniquely determines the triple, so there are as many Markov triples as Markov numbers.

Markov triples originally appeared in number theory, but in the 1950s Gorshkov and Cohn [13, 24] independently discovered the following remarkable relation with the hyperbolic geometry of the Markov torus (see more details in [1, 27, 69] and for the most recent proof [73]).

**Theorem 8.2.** (Gorshkov, Cohn) Markov numbers can be interpreted as $\frac{a}{2} \cosh l$ of the lengths $l$ of the corresponding simple closed geodesics on Markov one-punctured torus.

More recently Markov triples appeared in many other interesting links with algebraic geometry, theory of Frobenius manifolds and quantum cohomology, see the references in the review [8].

As a corollary to Theorem 8.1 we have
Theorem 8.3. For the commutator \( \Gamma' \) of the modular group we have a Lie algebra isomorphism
\[
\mathfrak{M}_0' = \mathfrak{g} \otimes \mathbb{C} M_0(\Gamma').
\]
The algebra \( M_0(\Gamma') \cong \mathbb{C}[x, y] \) with \( x, y \) satisfying the relation
\[
y^2 = 4x^3 - 1,
\]
where \( x = \wp(z), \ y = \wp'(z) \) are the Weierstrass functions on the corresponding equianharmonic elliptic curve.

Since \( P(\Gamma(1)/\Gamma') \) is the cyclic group of order 6, \( Y(\Gamma') \) is a 6 times cover of the modular curve \( \Gamma(1)\backslash \mathbb{H}^2 \). The holomorphic form \( dz^6 \) on \( Y(\Gamma') \) gives rise to the classical weight 12 modular form
\[
\Delta = E_4^3 - E_6^2 \quad = q \prod_{n=1}^{\infty} (1 - q^n)^{24},
\]
which provides a nice geometric description of this form.

Note that \( \Gamma' \) is a congruence subgroup (since it contains \( \Gamma(6) \)), but it is not a principal congruence subgroup of the modular group.

The list of all the subgroups or \( \text{PSL}(2, \mathbb{Z}) \) of index up to 7 can be found in Schultz’s lectures \[68\]. Apart from one exception, all of them have genus 0 with the Hauptmodul given by an explicit algebraic relation with the absolute invariant \( j \) (see Table 4.1 in \[68\]). The corresponding automorphic Lie algebras are worthy of studying in more details.

9. Extensions and Representations

Recall that the loop algebra \( \mathcal{L}(\mathfrak{g}) = \mathfrak{g} \otimes \mathbb{C}[z, z^{-1}] \) of a simple Lie algebra \( \mathfrak{g} \) has the following central extension \( \hat{\mathcal{L}}(\mathfrak{g}) = \mathcal{L}(\mathfrak{g}) \oplus \mathbb{C} c \) defined by the 2-cocycle
\[
\omega(f(z)x, g(z)y) = \frac{1}{2\pi i} \oint_C f dg K(x, y), \quad f, g \in \mathbb{C}[z, z^{-1}], \ x, y \in \mathfrak{g},
\]
where \( C \) is a contour surrounding \( z = 0 \) and
\[
K(x, y) := \text{tr} \text{ad} x \text{ad} y
\]
is the Killing form on \( \mathfrak{g} \):
\[
[xz^m, yz^n] := [x, y]z^{m+n} + mK(x, y)\delta_{m+n,0}c.
\]
It is known that the central extensions of Lie algebra \( \mathcal{L}(\mathfrak{g}) \) are classified by the second cohomology group \( H^2(\mathcal{L}(\mathfrak{g}), \mathbb{C}) \). The above extension is universal since this cocycle generates \( H^2(\mathcal{L}(\mathfrak{g}), \mathbb{C}) \), which is one-dimensional (see e.g. \[32\]).

The universal central extensions of its natural generalisations
\[
\mathcal{L}_M(\mathfrak{g}) = \mathfrak{g} \otimes \mathbb{C}[z, (z - a_1)^{-1}, (z - a_{M-1})^{-1}]
\]
called \( M \)-point loop algebras, were studied by Bremner \[5\], who proved that the corresponding \( H^2(\mathcal{L}_M, \mathbb{C}) \) is \( (M-1) \)-dimensional with a basis given by the cocycles
\[
\omega_k(f(z)x, g(z)y) = \frac{1}{2\pi i} K(x, y) \oint_{C_k} f dg, \quad k = 1, \ldots, M - 1,
\]
where \( C_k \) is a small contour surrounding \( z = a_k \).
Let \( \Gamma \) be a finite index subgroup of \( \text{SL}(2, \mathbb{Z}) \) and \( \mathfrak{g} \) be a simple Lie algebra, and assume that \( M_1(\Gamma) \) contains an element that is never zero on \( \mathbb{H}^2 \). In that case by our Theorem 5.3 we have an isomorphism \( \mathfrak{M}_0(\mathfrak{g}, \Gamma, \rho) \cong \mathfrak{g} \otimes_{\mathbb{C}} M_0^c(\Gamma) \) and can define the cocycles

\[
\omega_C(x \otimes f, y \otimes g) = \frac{1}{2\pi i} K(x, y) \oint_C f dg, \quad f, g \in M_0^c(\Gamma), \quad x, y \in \mathfrak{g}
\]

for any contour \( C \in H_1(Y(\Gamma), \mathbb{Z}) \). Bremner’s results imply then that these cocycles generate all central extensions of the zero weight automorphic Lie algebra \( \mathfrak{M}_0^c(\mathfrak{g}, \Gamma, \rho) \) with smooth \( X(\Gamma) \) of any genus.

In particular, this is true for the principal congruence subgroups \( \Gamma = \Gamma(N), \; N = 3, 4, 5, 6 \) and the commutator subgroup of \( \Gamma(1) \). The same is true for \( \Gamma(2) \) with even representation, but for odd representations the answer depends on the number of invariant bilinear forms on \( \mathfrak{g}^{\oplus(\pm \text{Id})} \) (see the proof of Theorem 5.7).

Note that the affine Kac-Moody algebras are the affine Lie algebras with added derivation in the usual case being \( d = z \frac{d}{dz} \) (see [22]). In general the choice of the derivation (vector field) is not obvious (see a relevant paper [71] by Sheinman, who studied this question for the Krichever-Novikov algebras in the genus 1 case).

Note that any derivation \( \delta \) of a Lie algebra \( \mathcal{L} \) defines the one-dimensional extension \( \tilde{\mathcal{L}} = \mathcal{L} \oplus \mathbb{C}\delta \), using the formula

\[
[x + \lambda \delta, y + \mu \delta] = [x, y] + \lambda \delta(y) - \mu \delta(x), \quad x, y \in \mathcal{L}.
\]

The following simple result provides an explicit example of such derivation in the modular case.

**Proposition 9.1.** For any finite index subgroup \( \Gamma \) of modular group and any representation \( \rho : \Gamma \to \text{Aut}(\mathfrak{g}) \) the formula

\[
\delta = \frac{1}{2\pi i} \frac{E_4 E_6}{\Delta} \frac{d}{d\tau} = (1 - 240q - 141444q^2 - 8529280q^3 - 238758390q^4 - \ldots) \frac{d}{dq}
\]

defines a derivation of the corresponding \( \mathfrak{M}_0(\mathfrak{g}, \Gamma, \rho) \), which is the only weakly holomorphic derivation with the behaviour at the cusp \( \delta = (1 + o(q)) \frac{d}{dq} \). On the absolute modular invariant \( j \) it acts as

\[
\delta(j) = -j(j - 1728).
\]

In general, \( a(\tau) \frac{d}{d\tau} \) with any weight \(-2\) weakly holomorphic modular form \( a(\tau) \) of \( \Gamma \) defines a derivation of \( \mathfrak{M}_0(\mathfrak{g}, \Gamma, \rho) \), but \( \delta \) has particularly nice properties. It appeared in [23] as an element of a family of derivation \( \delta = \nabla_{1,0} \). Formula (54) follows from Ramanujan’s relations (5).

Let us discuss now the representations of our automorphic Lie algebras.

Consider the Lie algebra \( \mathcal{L}(\mathfrak{g}, \Gamma) = \mathfrak{g} \otimes_{\mathbb{C}} M_0^c(\Gamma) \) and the following evaluation representations of \( \mathcal{L}(\mathfrak{g}, \Gamma) \), extending the well-known construction for the loop algebra \( \mathcal{L}(\mathfrak{g}) = \mathfrak{g} \otimes \mathbb{C}[z, z^{-1}] \) (see e.g. [11, 12]).

Choose a tuple of points \( a = (a_1, \ldots, a_n) \), \( a_i \in Y(\Gamma) \) and a tuple \( \psi = (\psi_1, \ldots, \psi_n) \) of representations \( \psi_i : \mathfrak{g} \to \text{End}(V_i) \). The corresponding evaluation representation

\[
ev_{a, \psi} : \mathcal{L}(\mathfrak{g}) \to \text{End}(\bigotimes_{i=1}^n V_i)
\]

is defined as

\[
ev_{a, \psi} : f(z) \mapsto \sum_{i=1}^n \text{Id} \otimes \cdots \otimes \text{Id} \otimes \psi_i(f(a_i)) \otimes \text{Id} \otimes \cdots \otimes \text{Id}.
\]

where \( f(z) \in \mathcal{L}(\mathfrak{g}, \Gamma) \) is considered as a \( \mathfrak{g} \)-valued function on \( Y(\Gamma) \).
In the theory of the equivariant map algebras there are deep results by Lau \[47\] and Neher et al. \[56\], implying in particular that when \( Y(\Gamma) \) is smooth (which means that \( \Gamma \) has no elliptic elements) then all irreducible finite-dimensional representations of the Lie algebra \( \mathcal{L}(g, \Gamma) \) are evaluation representations (for the Onsager Lie algebra a similar result was proved earlier by Roan \[65\]).

Combining this with our theorems \[5.3\] \[5.7\] we have in particular the following result.

**Theorem 9.2.** Let \( g \) be a complex perfect Lie algebra, \( \Gamma \subset \text{SL}(2, \mathbb{Z}) \) be any finite index subgroup with smooth \( Y(\Gamma) \) and \( \rho : \Gamma \to \text{Aut}(g) \) be its restricted representation. Under assumptions of theorems \[5.3\] \[5.7\] all the irreducible representations of the automorphic Lie algebra \( \mathfrak{M}_0(\Gamma, g, \rho) \) have the form \( \Psi \circ \mathfrak{M}_0(\Gamma, g, \rho) \approx g \otimes \mathbb{C} M_0(\Gamma) \).

is the isomorphism \[28\] \[31\].

In particular, this is true for the principal congruence subgroups \( \Gamma(3k), \Gamma(4k) \) and \( \Gamma(5k), k \in \mathbb{N} \) and any restricted representation \( \rho \).

In the theory of the equivariant map algebras \[47\], \[56\] the group \( \Gamma \) is assumed to be finite, so we cannot use their powerful results directly. To prove theorem 9.2 we first use our isomorphism \( \Psi \) and then apply the results of \[47\], \[56\] with trivial group acting on \( Y(\Gamma) \).

We can extend this using the results of Lau \[48\], who introduced the notion of the twisted current algebras as a generalisation of the equivariant map algebras. Let \( g \) be a simple complex Lie algebra and \( A \) be a reduced finitely generated algebra over \( \mathbb{C} \), \( G \) be a finite group of automorphisms of the Lie algebra \( g \otimes \mathbb{C} A \), then the corresponding twisted current algebra can be defined as the fixed point subalgebra \( g \otimes \mathbb{C} A \).

**Theorem 9.3.** Let \( g \) be a semisimple Lie algebra, \( \Gamma \) be a finite index subgroup of \( \text{SL}(2, \mathbb{Z}) \) and \( \rho : \Gamma \to \text{Aut}(g) \) be any representation. Assume that \( \Gamma \) contains a finite index normal subgroup \( N \) such that there exists a Lie algebra isomorphism \( \mathfrak{M}_0(\Gamma, g, N, \rho) \approx g \otimes \mathbb{C} M_0(\Gamma) \) and consider \( G = \Gamma/N \). Then \( \mathfrak{M}_0(\Gamma, g, N, \rho) \) is isomorphic to the corresponding twisted current algebra \( (g \otimes \mathbb{C} M_0(\Gamma))^G \) and thus all its finite-dimensional irreducible representations are evaluation representations in the sense of Lau.

In particular, this is true for all congruence subgroups \( \Gamma \subset \text{SL}(2, \mathbb{Z}) \) and restricted representations \( \rho \).

**Proof.** The group \( \Gamma \) acts on the weakly holomorphic maps \( \mathbb{H}^2 \to g \). Restricted to \( \mathfrak{M}_0(\Gamma, g, N, \rho) \), this action descends to an action of \( G = \Gamma/N \). Averaging over this finite group shows that \( \mathfrak{M}_0(\Gamma, g, N, \rho)^G = \mathfrak{M}_0(\Gamma, g, \rho) \). If we consider the action of \( G \) on \( g \otimes \mathbb{C} M_0(\Gamma) \) defined by the Lie algebra isomorphism \( \mathfrak{M}_0(\Gamma, g, N, \rho) \approx g \otimes \mathbb{C} M_0(\Gamma) \) and the action of \( G \) on \( \mathfrak{M}_0(\Gamma, g, N, \rho) \) we obtain

\[
\mathfrak{M}_0(\Gamma, g, \rho) \approx (g \otimes \mathbb{C} M_0(\Gamma))^G.
\]

Since \( G \) is finite, we see that \( \mathfrak{M}_0(\Gamma, g, \rho) \) is isomorphic to a twisted current algebra, so we can apply the main result of Lau \[48\] to deduce that all finite-dimensional irreducible representations of \( \mathfrak{M}_0(\Gamma, g, \rho) \) are the evaluation representations, which Lau defined for all twisted current algebras.

The last claim now follows from Theorem 5.4 since any congruence subgroup by definition contains some principal congruence subgroup \( \Gamma(k) \), and thus a normal subgroup \( \Gamma(3k) \) for some \( k \in \mathbb{N} \).

In the case of automorphic Lie algebras \( \mathfrak{M}_*(g, \Gamma, \rho) \) it is natural to respect the grading. For the restricted representations we proved an isomorphism of \( \mathbb{Z} \)-graded Lie algebras

\[
\Phi : g \otimes \mathbb{C} M_*(\Gamma) \to \mathfrak{M}_*(g, \Gamma, \rho)
\]

where the grading of \( g \) in the left hand side is induced from \( \rho \).
Let $\mu_i : M_\ast(\Gamma) \to \text{End}(W_i)$, $i = 1, \ldots, n$, be $\mathbb{Z}$-graded representations of the commutative algebra $M_\ast(\Gamma)$. Particular examples of such modules $W_i$ are quotients of $M_\ast(\Gamma)$ by homogeneous ideals. Let $\psi_i : g \to \text{End}(V_i)$, $i = 1, \ldots, n$, be $\mathbb{Z}$-graded Lie algebra representations. Define the corresponding $\mathbb{Z}$-graded evaluation representation

$$
Ev_{\mu,\psi} = ev_{\mu,\psi} \circ \Phi^{-1} : M_\ast(g, \Gamma, \rho) \to \text{End}(\bigotimes^n_{i=1} V_i \otimes_\mathbb{C} W_i),
$$

(57)

where $ev_{\mu,\psi} : g \otimes_M M_\ast(\Gamma) \to \text{End}(\bigotimes^n_{i=1} V_i \otimes_\mathbb{C} W_i)$ is defined by

$$
ev_{\mu,\psi} : x \otimes \alpha \mapsto \sum_{i=1}^n \text{Id} \otimes \ldots \otimes \text{Id} \otimes \psi_i(x) \otimes \mu_i(\alpha) \otimes \text{Id} \otimes \ldots \otimes \text{Id}
$$

(58)

for $x \in g$ and $\alpha \in M_\ast(\Gamma)$.

It would be interesting to study these representations and their role in the representation theory of automorphic Lie algebras in more detail.

10. Concluding Remarks

We have found a complete description of the automorphic Lie algebras on the upper half plane for representations $\rho : \Gamma \to \text{Aut}(g)$ factoring through $\text{SL}(2, \mathbb{C})$. The case of other representations $\rho$ is worthy to be studied, and results are feasible due to the many strong papers from the last decade on vector-valued modular forms on the full modular group with an arbitrary representation.

A particularly interesting class is given by Weil representations of $\Gamma(1)$ representations from the theory of Jacobi modular forms, which can be naturally interpreted as the corresponding vector-valued modular forms (see Eichler and Zagier [20, Theorem 5.1]).

There is a well known Poisson structure on the algebra of modular forms that goes by the name of the first Rankin-Cohen bracket. This is an example of transvection, a tool in classical invariant theory to construct invariants, developed in the 19th century by Aronhold, Clebsch, Gordan and collaborators (see [58]). Using the complete sequence of transvectants one can construct a one-parameter family of associative products on the algebra of modular forms, known as the star- or Moyal product [58, Proposition 5.20] (in fact, there exists a two-parameter family of deformations of the associative product, see [7, p. 57]). The odd part of this product is known as the Moyal bracket. It is a deformation of the Poisson structure defined by the first transvectant. All of this structure can be generalised from scalar modular forms to vector-valued modular forms due to the fact that transvection can be done with vectors as well [49]. This will produce a one-parameter family of Lie brackets on the space of vector-valued modular forms $M_\ast(\rho)$ if $V$ has the structure of an associative commutative algebra and $\rho : \Gamma \to \text{Aut}(V)$. It would be interesting to explore this direction further in relation to Kontsevich’s quantisation [41] (cf. [61] and references therein).

We have also a link with the important work of Krichever and Novikov [43, 44], who studied the analogues of Virasoro algebras on Riemann surfaces $X$ with two punctures. The usual Virasoro algebra corresponds to the genus zero case. To define the extension of the Lie algebra of the vector fields in higher genus case, one needs a projective connection on $X$. In the modular case $X = \Gamma \backslash \mathbb{H}^2$ we have a remarkable connection (going back to Ramanujan) given by the Serre derivatives ([7], which work for any finite index subgroup $\Gamma$ of modular group. The corresponding multi-point generalisations of Krichever-Novikov algebras are worthy to be studied in more details (cf. [66, 67]). This may lead also to the new explicit solutions of the integrable nonlinear equation (like the famous KP equation), via original Krichever’s construction [42], who was the first to use the forms in algebrao-geometric integration theory. Applications of automorphic Lie algebras on compact Riemann surfaces in the context of the theory of integrable systems have been considered in the past (e.g. in [50]), and have been more recently discussed by Bury and Mikhailov in [9].
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