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The stability analysis and controller design problems for the fractional-order (FO) direct-drive permanent magnet synchronous generator (FOD-PMSG) wind turbine with parameter uncertainties and external disturbance are addressed. Takagi-Sugeno (T-S) model is used to approximate nonlinearities, and the parallel distributed compensation (PDC) technique is employed to construct the fuzzy state feedback controller. In order to suppress the external disturbance more effectively, the global Mittag-Leffler stability definition satisfying the H∞ performance index is proposed for the first time. Using the FO Lyapunov direct method, applying the Cauchy matrix inequality (CMI), and combining with the Schur complement lemma, the sufficient conditions of Mittag-Leffler stability meeting the H∞ performance index are given in the form of linear matrix inequalities (LMIs). Simulation results clearly show that the proposed control scheme can make the system get rid of the chaotic state quickly and have strong robustness under parameter uncertainties and external disturbance varying randomly.

1. Introduction

D-PMSG is of great interest for large offshore wind farms with rich wind energy resources, less land occupation, and low water consumption due to the outstanding advantages of small mechanical loss, low maintenance cost, high reliability, strong grid connection adaptability, and simple structure [1, 2]. Wind turbine systems (WTSs) have the characteristics of randomness of wind energy, strong coupling nonlinear complex characteristics, and bad working environment, which lead to the inevitable changes of system parameters and external disturbances in the process of the system operation and then make WTSs show chaotic phenomenon under certain working conditions. This will seriously affect the stable operation of WTSs, have a greater impact on the grid, and make power quality worse. The nonlinear dynamic behaviour, chaos generation mechanism, and chaotic control of the D-PMSG have recently received wide attention and become an active research area.

Recently, numerous research results have been obtained in the analysis and control of chaos characteristics of the permanent magnet synchronous motor (PMSM) [3, 4]. It is found for the first time that PMSM-based wind energy conversion systems (WECS) have chaotic operation state [5]. Then, dynamic characteristic analysis and chaotic control of the WECS are favoured by many scholars [6–8]. The chaotic motion in D-PMSG-based WTSs under certain parameters is investigated, and a new action-dependent heuristic dynamic programming (ADHDP) method based on the Cloud radial basis function (RBF) neural network is proposed to track the point of maximum wind power which can suppress chaotic motion and track the point of maximum power stably [6]. The chaos mathematical model of the D-PMSG was established in PSCAD/EMTDC software, and the chaos phenomenon caused by the change of wind speed was validated [7]. It is notable that intensive efforts have been devoted to the research of the fractional calculus in modelling and characterizing accurate dynamical properties of numerous physical phenomena in nature and control system design recently [9–12]. Following this trend, some remarkable research results show that the motor system and the power system have FO characteristics [13–15]. Fractional
calculus is used to establish the mathematical model of the motor [16]. The chaotic characteristics of the FO-PMSM are studied by the three-phase diagram, Lyapunov exponent spectrum, and Poincare mapping, and the FO model is realized by the electronic circuit [17]. The FO controller based on the T-S model is designed for a doubly fed wind turbine [18].

Up till the present moment, it is still a challenging problem to design the suitable controller for the nonlinear WTSs. It is clear from the literature studies that numerous control algorithms on nonlinear forms of WTSs are reported such as intelligent control [19], adaptive control [20], sliding mode control (SMC) [21], and fuzzy control [22–25]. In [19], an integrated intelligent automatic control system is proposed to increase the extracting energy of the doubly fed induction generator-based WECs. In [20], a robust MPPT control scheme for grid-connected PMSG-based WTSs using perturbation observation via nonlinear adaptive control is presented. In [21], an improved SMC is proposed for PMSG-based WECs. To overcome the controlling issues of nonlinear systems, T-S fuzzy model [22] can transform the nonlinear model into the linear submodel without affecting the properties of the system. In the view of tremendous results on the T-S fuzzy model, an integer-/fractional-order T-S fuzzy system has received much attention among the researchers [23–28]. In particular, in [25], a PDC fuzzy controller has been proposed for a class of FO nonlinear systems (FONSs) with parameter uncertainties and proved its effectiveness with the help of numerical simulation. In [28], an Hoo robust state feedback controller for uncertain T-S fuzzy systems by a nonmonotonic Lyapunov function has been proposed.

In addition, it is necessary to concentrate on how to control chaotic behaviour of PMSG-based WTSs under complex working conditions and design a suitable control scheme. A disturbance observer-based integral fuzzy SMC methodology for WTSs with a nonlinear PMSG is proposed using the T-S fuzzy model [29]. A novel FO fuzzy logic control for PMSG-based WTSs is presented [30]. In [31], an improved augmented T-S fuzzy control scheme is applied to the system of converting wind turbine energy. In [32], the relationship between the FO system and integer-order system has been revealed, and a delayed feedback control scheme is introduced to control the FO-PMSM model of a wind turbine. The chaotic characteristics in the FOD-PMSG model are detected, and a novel predictive control scheme in the FO sense is designed to suppress chaos [33]. The FO characteristic of the D-PMSG wind turbine is researched, and an adaptive fuzzy sliding mode controller is designed based on the T-S model [34], but the system parameter uncertainties are not considered. In [35], an observer-based event-triggered (ET) fuzzy integral SMC for a nonlinear chaotic PMSG is designed.

Against external disturbances, how to construct an appropriate Lyapunov function and what methods are used to ensure the stable Hoo control performance of the closed-loop system in terms of solvable LMIs have received much attention among the researchers. In [28], through the nonmonotonic Lyapunov function approach, based on the terms of LMIs, the sufficient conditions for the existence of a robust state feedback Hoo controller which guarantees the system stability and a prescribed Hoo performance are given. Huong and Thuan [36] first presented a mixed Hoo and passive control for a class of control FONSSs. In [35], a suitable Lyapunov–Krasovskii function has been constructed to ensure the stable Hoo performance of the system in terms of solvable LMIs through the convex matrix inequality method. In order to expand the system stability region and improve the stable performance of the WTSs, as an improvement, the present research aims to design the suitable controller scheme for the D-PMSG model with parameter uncertainties and external interference in the fractional domain instead of traditional controller schemes. Motivated by the aforementioned progress, we design a fuzzy state feedback Hoo robust controller that is determined through a quadratic Lyapunov function and solving a set of LMIs. In this paper, the main objective of this study is to address the chaos control problem of FOD-PMSG-based WTSs with uncertain parameters and external disturbances. During the controller design process, T-S model is applied to approximate the nonlinearities, and the fuzzy state feedback Hoo robust controllers are constructed via PDC technology. The factors that need to be solved in this paper are how to derive the global Mittag-Leffler stability conditions based on the LMI form by the fractional Lyapunov direct method.

Bearing the above problems, this paper is organized as follows: Section 2 contains the necessary preliminaries and definitions. Section 3 describes the formulation of the T-S fuzzy FOD-PMSG model from the nonlinear integer-order D-PMSG via membership rules. Section 4 contains the derivation of the main results. Numerical simulations of the D-PMSG are performed in Section 5. This paper gives the concluding comments and discussion in Section 6.

2. Preliminaries and Problem Formulation
In this section, some basic theorems, definitions, and lemmas of the FO system will be introduced. The initial value of the Caputo fractional derivative has clear physical meaning and is widely used in engineering practice.

\textbf{Definition 1} (see [37]). The Caputo fractional derivative of }\alpha > 0\text{ for a continuous function }f(t)\text{ is defined as follows:

\begin{equation}
D^\alpha_t f(t) = \frac{1}{\Gamma(n-\alpha)} \int_{t_0}^{t} \frac{f^{(n)}(\tau)}{\tau^{\alpha-n}} \, d\tau,
\end{equation}

where }\Gamma(x)\text{ is the Gamma function.

\textbf{Definition 2} (see [37]). The Caputo fractional integral of }\alpha > 0\text{ for a continuous function }f(t)\text{ is defined as

\begin{equation}
I^\alpha_t f(t) = \frac{1}{\Gamma(\alpha)} \int_{t_0}^{t} (t-\tau)^{\alpha-1} f(\tau)\, d\tau,
\end{equation}

where }I^\alpha\text{ is the Caputo fractional integral of }\alpha\text{-order.
Remark 1. \( D^a_t = \frac{d^a}{dt^a} \) represents the \( a \)-order differential when time is from 0 to \( t \), and \( D^a_t I = \frac{d^a}{dt^a} I \) is the \( a \)-order integral.

Property 1 (see [38]). If \( f(t) \) is a continuous function, \( n - 1 < \beta < n, n - 1 < \alpha < n \), and \( a, \beta \in \mathbb{R}^+ \), then we have
\[
D^\alpha_tD^\beta_tf(t) = D^{\alpha+\beta}_tf(t).
\]

Definition 3 (see [39]). For a FO nonlinear dynamic system \( D^\alpha_tx(t) = f(t, x) \), the constant \( x_c \) is an equilibrium point of the equation \( f(t, x_c) = D^\alpha_t x_c \).

In general, it is assumed that \( x_c = 0 \) is the equilibrium point of the FO system.

Definition 4 (see [39]). The autonomous fractional differential system can be described as follows:
\[
D^\alpha_t x(t) = f(t, x) = Ax,
\]
wherein \( \alpha_i \in (0, 1) \) \( i = 1, 2, \ldots, n \), \( D^\alpha_t = [D^\alpha_1, D^\alpha_2, \ldots, D^\alpha_n] \), \( A \in \mathbb{R}^{n \times n} \), and \( f \) \( \in \mathbb{R}^n \).

Lemma 1 (see [40]). FO Lyapunov direct method. Let \( x(t) = 0 \) be the equilibrium point of the system \( D^\alpha_t x(t) = f(t, x) \) and \( \Omega \subset \mathbb{R}^n \) be a region containing the origin. If there are any normal numbers \( l_1, l_2, l_3, a, b \) and \( c \) and continuously differentiable functions \( V(t, x) \) and inequalities (5) and (6) hold,
\[
\begin{align*}
I_1\|x(t)\|^a &\leq V(t, x(t)) \leq I_2\|x(t)\|^b, \\
D^\alpha_t V(t, x(t)) &\leq -I_3\|x(t)\|^a,b,
\end{align*}
\]

wherein \( t > 0, x \in \Omega, a \in (0, 1], V(t, x):[0, \infty) \times \Omega \rightarrow \mathbb{R} \) is locally Lipschitz continuous on \( \Omega \subset \mathbb{R}^n \), then the solution \( x = 0 \) is Mittag-Leffler stable.

Lemma 2 (see [41]). If \( x(t) \in \mathbb{R}^n \) is a continuous differentiable function and \( P \in \mathbb{R}^{n \times n} \) is any positive definite matrix, the following holds:
\[
\frac{1}{2}D^\alpha_t x^T(t)Px(t) \leq x^T(t)PD^\alpha_t x(t).
\]

Lemma 3 (see [42]). Given matrices \( M \) and \( N \) of appropriate dimensions, for any \( \Delta F(t) \) satisfying \( \Delta F^T(t) \Delta F(t) \leq I \), if and only if there exists \( \zeta > 0, M = N \) \( T \Delta F^T(t) \) \( M^T = \zeta MM^T + \zeta^{-1} N^T N \) holds.

Lemma 4 (see [43]). For a given symmetric matrix \( S \), the following inequalities are equivalent:
\[
\begin{align*}
(1) \ S &\leq \begin{bmatrix} S_{11} & S_{12} \\ S_{21} & S_{22} \end{bmatrix} < 0 \\
(2) \ S_{11} &< 0, S_{22} - S_{12}S_{12}^T < 0 \\
(3) \ S_{22} &< 0, S_{11} - S_{12}S_{12}^T < 0
\end{align*}
\]

Lemma 5 (see [42]). For any given vectors \( m, n \in \mathbb{R}^n \), the following inequality holds:
\[
2m^Tn \leq \eta m^Tm + \eta^{-1}n^Tn, \quad \forall \eta > 0.
\]

Lemma 6 (see [39]). For \( x(t) \in \mathbb{C}^1[0, T_0] \) with \( T_0 > 0 \), we can have
\[
\frac{1}{2}D^\alpha_t D^\alpha_t x(t) = x(t) - x(0),
\]
\[
D^\alpha_t x(t) = x(t).
\]

Lemma 7 (see [44]). The necessary conditions for the existence of chaos in autonomous system (4) are as follows:
\[
(1) \ For the commensurate FO systems with \( a_1 = a_2 = \ldots = a_n = a, \) system (4) is asymptotically stable if and only if
\[
\min|\arg (\lambda_i)| > \pi/2 \text{ is satisfied for all eigenvalues } \lambda_i \ (i = 1, 2, \ldots, n) \text{ of Jacobian matrix } f = \frac{\partial f}{\partial x} \text{ where } f \text{ is the transformed direct axis, quadrature current component, and generator speed, respectively; } \tilde{r}_d, \tilde{r}_q, \text{ and } \tilde{T}_m \text{ are the transformed } d\text{-axis, } q\text{-axis voltage component, and wind turbine torque, respectively; and } \sigma \text{ and } \mu \text{ are the system parameters with } \sigma \in [\sigma_1, \sigma_2] \text{ and } \mu \in [\mu_1, \mu_2].
\]

In chaos model (10), it can be found that \( \sigma \) and \( \mu \) only depend on the system parameters. The system parameters studied in this paper are shown in Table 1.

In order to verify the chaotic characteristics for the D-PMG, the simulation results are shown in Figure 1 when
the system parameters are selected as \( \sigma = 16 \) and \( \mu = 0.5, \mu = 15, \) and \( \mu = 22.5 \), respectively.

It can be seen from Figure 1(a) that when \( \mu < 1 \), the system has only one stable equilibrium point and is in a stable state. Figure 1(b) shows the system with \( \mu = 15 \) is also stable. Although the stable speed is relatively slow, the system can also reach a stable state with the further increase of time. Figure 1(c) shows the system exhibits chaotic action for \( \mu = 22.5 \). By the above analysis, Figure 1 shows different dynamic characteristics under different parameter selection.

The chaotic characteristics for the D-PMSG are studied by taking \( L_d = L_q = 14.38 \) \( \text{H} \), \( J_{cd} = 0.0089 \) \( \text{kg.m}^2 \), \( R_s = 1.14 \) \( \Omega \), \( B_m = 0.1204 \) \( \text{Nms} \), the system parameters \( \sigma = 16 \) and \( \mu = 20 \), and external input parameters \( \bar{u}_d = -0.542 \), \( \bar{u}_q = 0.824 \), and

| Parameter                  | Symbol | Unit   | Value | Remark |
|----------------------------|--------|--------|-------|--------|
| \( d \)-axis inductance    | \( L_d \) | mH     | 2.7   | Varies |
| \( q \)-axis inductance    | \( L_q \) | mH     | 2.7   | Varies |
| Armature resistance       | \( R_s \) | \( \Omega \) | 1.14  | —      |
| Permanent magnet flux     | \( \Psi_f \) | mWb   | 212   | —      |
| Moment of inertia         | \( j_{cd} \) | kg.m\(^2\) | 0.089 | —      |
| Friction constant         | \( B_m \) | N.ms   | 0.1204| —      |
| Number of pole pairs      | \( n_p \) |        | 17    | —      |

Table 1: The descriptions of the parameters used in model (10) [5].
The D-PMSG tends to be stable, and the trajectory will also tend to the equilibrium point. However, as the wind speed gradually increases to make \( T_{m} = 13.6 \), D-PMSG presents serious chaotic state, forms a chaotic attractor, and enters into an overall unstable chaotic motion. The simulation result is shown in Figure 2(b). \( u_3 \) is obtained from the input torque \( T_m \) provided by the prime mover (WTs) of the D-PMSG through linear transformation and time-scale transformation, so the change of wind speed will also lead to the system from stable operation to chaos.

3.2. Fractional-Order D-PMSG Wind Turbine Model. Let \([x_1, x_2, x_3]^T = [\bar{u}_d, \bar{u}_q, \bar{T}_r]^T\); the nonlinear D-PMSG model that is considered for analysis is given by the following equation:

\[
\begin{align*}
D^\alpha_t x_1 &= -x_1 + x_2 x_3 + \bar{u}_d, \\
D^\alpha_t x_2 &= -x_2 - x_1 x_3 + \mu x_2 + \bar{u}_d, \\
D^\alpha_t x_3 &= \sigma (x_2 - x_3) - \bar{T},
\end{align*}
\]

(11)

wherein the D-PMSG has \( \bar{T}_r = T_{m} \).

The system parameters are taken as \( \sigma = 16, \mu = 45.92, \bar{u}_d = -0.542, \bar{u}_q = 0.824 \), and \( \bar{T}_m = 1.16 \), and we can calculate three equilibrium points: \( E_{01} = (45.0319, 6.7872, 6.7147) \), \( E_{02} = (44.8090, -6.6982, -6.7707) \), and \( E_{03} = (-0.5429, 0.0559, -0.0165) \), respectively. Then, the eigenvalues of the Jacobian matrix at the three equilibrium points are obtained: \((-18.7297, 0.3648 \pm 8.7983i), (-18.8854, 0.4297 \pm 8.78i), \) and \((-36.7782, -1.0001, 19.7782) \). Since each equilibrium point has a positive real part eigenvalue, system (11) will produce an attractor around the equilibrium point and go into the chaotic state.

Taking into account Lemma 7 and Definition 1, we can obtain \( |\arg(\lambda_i)| = 0.9736, 0.9689 \) for equilibrium points \( E_{01} \) and \( E_{02} \). When the following inequality (12) is established, the system will show chaotic motion.

\[
\alpha \geq \max \left\{ \frac{1}{\epsilon} \min \left[ |\arg(\lambda_i)| \right] \right\} = 0.9736 \approx 0.97.
\]

When \( \alpha < 0.9689 \), system (11) is stable. The initial states are taken as \( (20, -5, 1) \), and Figures 3(a) and 3(b) show the state time-domain diagram and three-phase diagram of the chaotic system of the FOD-PMSG with \( \alpha = 0.96 \) and \( \alpha = 0.97 \), respectively. It can be seen in Figure 3(a) that system (11) is in the quasi-periodic stability state when \( \alpha = 0.96 \). It can be seen from Figure 3(b) that system (11) will have a chaotic attractor and present chaotic motion. Figure 1(c) and Figures 3(a) and 3(b) clearly show that, with the changes of the differential orders, say \( \alpha = 1, 0.97 \), and \( \alpha = 0.96 \), the state trajectories force the stabilization of the D-PMSG. It is concluded that when \( \alpha = (0.96, 1) \), the system will present chaos. From the analysis of chaotic characteristics in this paper, not only the system parameters and external interference will affect the operation characteristics but also the fractional order will affect the motion characteristics. Compared with the integer-order model, the fractional-order D-PMSG model is more suitable for practical engineering applications.

3.3. T-S Fuzzy State-Space Model. FONS (11) is transformed into the following vector form:

\[
D^\alpha_t x(t) = Ax(t) + \Phi(x(t)) + Bu(t),
\]

wherein \( A = \begin{bmatrix} -1 & 0 & 0 \\ 0 & -1 & 0 \\ 0 & \sigma & -\sigma \end{bmatrix}, \Phi(x(t)) = \begin{bmatrix} x_2x_3 \\ -x_1x_3 \\ 0 \end{bmatrix} \), and the system external input \( u(t) = [\bar{u}_d, \bar{u}_q, \bar{T}_r]^T \).

Considering the external disturbance and parameter uncertainty, the vector form of nonlinear system (11) of the FOD-PMSG is as follows:

\[
D^\alpha_t x(t) = \bar{A}x(t) + \bar{B}u(t) + \Phi(x(t)) + B_\omega w(t),
\]

\[
z(t) = Cx(t) + D_\omega w(t),
\]

wherein \( \alpha \in (0, 1) \] is the fractional order, \( x(t) \) is the state vector, \( u(t) \) is the control input, \( w(t) \) is the disturbance belonging to \( L_2[0, \infty) \), and \( z(t) \) is the performance output. \( \bar{A} \) and \( \bar{B} \) are the system parameter matrix and input matrix, respectively. \( B_\omega, C, \) and \( D_\omega \) are constant matrices with proper dimensions.

Consider continuous-time uncertain FONS (14) with T-S fuzzy rules which are described as follows.

Model rule i: if \( x_i(t) = M_i \), then

\[
\begin{align*}
D^\alpha_t x(t) &= \bar{A}_i x(t) + \bar{B}_i u(t) + B_\omega w(t), \\
z(t) &= C_i x(t) + D_\omega w(t), \\
x(0) &= x_0, \\
i &= 1, 2, \ldots, r,
\end{align*}
\]

wherein \( r \) is the number of If-Then rules, \( M_i \) is the fuzzy set, \( \bar{B}_i \) is an uncertain control input matrix, \( \bar{A}_i = \begin{bmatrix} -1 & d_i & 0 \\ -d_i & -1 & \mu \\ 0 & \sigma & -\sigma \end{bmatrix} \), and the value of \( d_i \) is related to \( x_i(t) \).

Let \( \bar{A}_i = A_i + \Delta A_i, \) and \( \bar{B}_i = B_i + \Delta B_i, A_i \) and \( B_i \) are the known system matrix and input matrix, respectively, while \( \Delta A_i \) and \( \Delta B_i \) are real-valued function matrices representing the time-varying parameter uncertainties that have the following form:

\[
[\Delta A_i, \Delta B_i] = [D_{Ai} \Delta F_{Ai}(t) E_{Ai}, D_{Bi} \Delta F_{Bi}(t) E_{Bi}],
\]

wherein \( D_{Ai}, D_{Bi}, E_{Ai} \) and \( E_{Bi} \) are known constant matrices and \( \Delta F_{Ai}(t) \) and \( \Delta F_{Bi}(t) \) are unknown matrices with Lebesgue measurable elements satisfying \( \Delta F_{Ai}(t) \Delta F_{Ai}(t) \leq I \) and \( \Delta F_{Bi}(t) \Delta F_{Bi}(t) \leq I \).

Through single point fuzzification, fuzzy product reasoning, and center defuzzification, the fuzzy chaos model of the D-PMSG is derived as
\[
D_t^\alpha x(t) = \sum_{i=1}^r h_i(x_3(t)) \left[ A_i x(t) + B_i u(t) + B_{wi} w(t) \right],
\]
\[
z(t) = \sum_{i=1}^r h_i(x_3(t)) \left[ C_i x(t) + D_{wi} w(t) \right],
\]

Figure 2: The system chaotic characteristics with \( u_3 \) varying. (a) \( u_3 = 1.16 \). (b) \( u_3 = 13.6 \).

Figure 3: The system chaotic characteristics with \( \alpha \) varying. (a) \( \alpha = 0.96 \). (b) \( \alpha = 0.97 \).
wherein \( M_i(x_5(t)) \) denotes the grade of membership of \( x_5(t) \) in \( M_i \).

\[
\begin{align*}
M_i(x_3(t)) &\geq 0, \sum_{i=1}^{r} M_i(x_3(t)) > 0, \\
h_i(x_3(t)) &= \frac{M_i(x_3(t))}{\sum_{i=1}^{r} M_i(x_3(t))}, \\
h_i(x_3(t)) &\geq 0, \sum_{i=1}^{r} h_i(x_3(t)) = 1.
\end{align*}
\]

**Definition 5** (see [36]). System (21) is said to be globally Mittag-Leffler stable with \( \mathcal{H}_\infty \) performance index \( \gamma \) if the following requirements are satisfied simultaneously:

1. System (21) is globally Mittag-Leffler stable whenever \( w(t) \equiv 0 \) and \( z(t) \equiv 0 \).
2. Under the zero initial condition, there exists a scalar \( \gamma > 0 \) such that the following condition is satisfied:

\[
D_w^nx(t) = \sum_{i=1}^{r} \sum_{j=1}^{r} h_i h_j \left[ \left( A_i - B_i K_j \right) x(t) + B_{wi} w(t) \right] = \sum_{i=1}^{r} \sum_{j=1}^{r} h_i h_j \left[ H_{ij} x(t) + B_{wi} w(t) \right],
\]

\[
z(t) = \sum_{i=1}^{r} h_i(x_3(t)) \left[ C_i x(t) + D_{wi} w(t) \right],
\]

\[
\int_{t_f}^{t_i} (y^{-1} z^T(t) z(t) - \gamma w^T(t) w(t)) \, dt \leq 0.
\]

\( \forall \, t_f > 0 \) and \( w(t), \epsilon L_2 [0, \infty), \gamma \) is the system external disturbance suppression.

**Theorem 1.** System (21) is globally Mittag-Leffler stable if there exist a symmetric positive definite matrix \( P \), matrices \( M_i \), and positive constants \( \gamma, \epsilon_{i1}, \epsilon_{i2}, \eta_i, \eta_j, \delta_i \) (\( i = 1, 2, \ldots, r \); \( 1 \leq i < j \leq r \)) such that the following LMI's hold:

\[
\begin{bmatrix}
\Pi_{i1} & B_{wi}^T & Q E_{Ai}^T & M_i E_{Bi}^T & Q C_i^T & 0 \\
* & -\gamma I & 0 & 0 & 0 & D_{wi}^T \\
* & * & -\epsilon_{i1} I & 0 & 0 & 0 \\
* & * & * & -\epsilon_{i2} I & 0 & 0 \\
* & * & * & * & -0.5 \gamma I & 0 \\
* & * & * & * & * & -0.5 \gamma I
\end{bmatrix} < 0, \quad i = 1, 2, \ldots, r.
\]
if and only if there exist real constants \( \lambda_{\min} \leq \lambda_{\max} \), inequality (5) in Lemma 1 is satisfied. When \( w(t) = 0 \) and \( z(t) = 0 \), it can be seen from Lemma 2 and equation (21) that we obtain the Caputo derivative of \( V(x(t)) \) as follows:

\[
\begin{align*}
D_t^\alpha V(x(t)) &\leq 2x^T(t)PD_t^\alpha x(t) \\
&= \sum_{i=1}^{r} \sum_{j=1}^{r} h_i h_j 2\xi_i x^T(t) \Phi_{ij} x(t) \\
&= \sum_{i=1}^{r} \sum_{j=1}^{r} h_i h_j 2\xi_i x^T(t) P[A_i - B_j K_j] x(t).
\end{align*}
\]

Remark 2. Sym\{X\} is used to denote the expression \( X^T X \) and Sym.

Proof. For fuzzy system (21), we consider the following Lyapunov functional candidate \( V(x(t)) = x^T(t) P x(t) \), where \( P \) is a feasible solution of conditions (23) and (24). From Lemma 1, it is easy to verify that

\[
\begin{align*}
\Pi_{ij1} &= \text{Sym}(A_i Q - B_i M_i) + \epsilon_i 1 D_{Ai} D_{Ai}^T + \epsilon_j 1 D_{Bi} D_{Bi}^T, \\
\Pi_{ij1} &= \text{Sym}(A_i Q - B_i M_j + A_j Q - B_j M_i) + \eta_i 1 D_{Ai} D_{Ai}^T + \delta_i 1 D_{Bi} D_{Bi}^T + \eta_j 1 D_{Aj} D_{Aj}^T + \delta_j 1 D_{Bj} D_{Bj}^T.
\end{align*}
\]

wherein \( \Pi_{ij1} = \text{Sym}(A_i Q - B_i M_i) + \epsilon_i 1 D_{Ai} D_{Ai}^T + \epsilon_j 1 D_{Bi} D_{Bi}^T \).

From Lemma 1, it is easy to verify that

\[
P \leq \Pi_{ij1} < 0, \quad 1 \leq i < j \leq r, \quad (24)
\]
wherein \( \Omega_i = \text{Sym} [P(A_i - B_iK_i)] + \zeta_i PD_{A_i} D_{A_i}^T P + \epsilon_{i1} E_{A_i} E_{A_i}^T + E_{A_i} + \zeta_i PD_{B_i} D_{B_i}^T P + \epsilon_{i2} K_i^T E_{B_i} E_{B_i} K_i + \epsilon_{i2} E_{B_i} E_{B_i} K_i + 2 \gamma C_i^T C_i, \)

From equation (28), it is easy to conclude that the following inequality holds:

\[
D_i^T x(t) \leq \sum_{i=1}^{r} \sum_{j=1}^{r} h_{ij} [\lambda_{\text{max}}(\Omega_i)] \|x(t)\|^2. \tag{29}
\]

Thus, condition (2) in Lemma 1 is also satisfied. It can be concluded that system (21) is Mittag-Leffler stable under \( \omega(t) = 0 \) and \( z(t) = 0. \)

To show system (21) is Mittag-Leffler stable with Hoo robust control performance index \( \gamma \), according to Lemma 5, we have the following estimate:

\[
D_i^T V(x(t)) + \gamma^{-1} z^T(t) z(t) - \gamma w^T(t) w(t)
\]

\[
\leq \sum_{i=1}^{r} \sum_{j=1}^{r} h_{ij} \left[ \sum_{i=1}^{r} \sum_{j=1}^{r} h_{ij} [x^T(t) \text{Sym}(PH_{ij}) x(t)] + 2 \gamma^{-1} x^T(t) C_i^T C_i x(t) + 2 x^T(t) \text{Sym}(PH_{ij}) x(t) + 2 \gamma^{-1} w^T(t) D_{u_i} D_{u_i} w(t) - \gamma w^T(t) w(t) \right]
\]

\[
+ \sum_{i=1}^{r} \sum_{j=1}^{r} h_{ij} \left[ \sum_{i=1}^{r} \sum_{j=1}^{r} h_{ij} [x^T(t) \text{Sym}(PH_{ij}) x(t)] + 2 \gamma^{-1} x^T(t) C_i^T C_i x(t) + 2 x^T(t) \text{Sym}(PH_{ij}) x(t) + 2 \gamma^{-1} w^T(t) D_{u_i} D_{u_i} w(t) - \gamma w^T(t) w(t) \right],
\]

wherein \( C_i = C_{i1} + C_{i2}, B_{w_{i}} = B_{w_{i}} + B_{w_{i}}, \) and \( D_{w_{i}} = D_{w_{i}} + D_{w_{i}}. \)

Firstly, assume that the first sum of the last equation in (30) is negative definite. If it is possible to assume that each sum of the second equation in (30) is negative definite, respectively, then system (21) is Mittag-Leffler stable.

\[
\leq \sum_{i=1}^{r} \sum_{j=1}^{r} h_{ij} \left[ \sum_{i=1}^{r} \sum_{j=1}^{r} h_{ij} [x^T(t) \text{Sym}(PH_{ij}) x(t)] + 2 \gamma^{-1} x^T(t) C_i^T C_i x(t) + 2 x^T(t) \text{Sym}(PH_{ij}) x(t) + 2 \gamma^{-1} w^T(t) D_{u_i} D_{u_i} w(t) - \gamma w^T(t) w(t) \right] < 0. \tag{31}
\]

In view of the membership function being less than 1, by Lemma 3, there exist positive scalars \( \epsilon_{i1} \) and \( \epsilon_{i2} (i = 1, 2, \ldots, r) \) such that

\[
\sum_{i=1}^{r} \sum_{j=1}^{r} h_{ij} \left[ x^T(t) \text{Sym}(PH_{ij}) x(t)] + 2 \gamma^{-1} x^T(t) C_i^T C_i x(t) + 2 x^T(t) \text{Sym}(PH_{ij}) x(t) + 2 \gamma^{-1} w^T(t) D_{u_i} D_{u_i} w(t) - \gamma w^T(t) w(t) \right] < 0. \tag{32}
\]

Then,

\[
\Phi = \left[ \Phi_{i11} \Phi_{i12} \right] < 0, \quad i = 1, 2, \ldots, r. \tag{34}
\]

Now, pre- and postmultiply both sides of inequality (34) with the transformation matrix diag \( [P - I, I] \), and let \( Q = P - 1 \) and \( M_i = K_i P^{-1} \); we see that \( \Phi < 0 \) is equivalent to the following condition:

\[
\left[ \begin{array}{c}
\xi_{i11} \\
\Phi_{i12} \\
\end{array} \right] < 0, \quad i = 1, 2, \ldots, r, \tag{35}
\]

wherein

\[
\Phi_{i11} = \text{Sym} \left( A_i - B_i K_i + \epsilon_{i1} PD_{A_i} D_{A_i}^T P + \epsilon_{i1} E_{A_i} E_{A_i}^T \right),
\]

\[
\Phi_{i12} = 2 \gamma^{-1} D_{w_i} D_{w_i} + \gamma I.
\]
\[ \Xi_{i11} = \text{Sym}(A_iQ - B_iM_i) + \varepsilon_{11} D_{A_i} D_{A_i}^T + \varepsilon_{11}^{-1} Q E_{A_i} E_{A_i}^T + \varepsilon_{12} D_{B_i} D_{B_i}^T + \varepsilon_{12}^{-1} M_i^T E_{B_i} E_{B_i} M_i + 2\gamma^{-1} Q C_i T \]

By Lemma 4 (Schur complement), we have the first LMI (23) in Theorem 1.

Secondly, LMI (24) can be established through a similar procedure. Assume that the second sum of the last equation in (30) is negative definite.

\[ \sum_{i=1}^{r} \sum_{j<i} h_i h_j \left[ x^T(t) \text{Sym}(P(H_{ij} + H_{ji})) x(t) + 2\gamma^{-1} x^T(t) C_{ij}^T C_{ij} x(t) + 2x^T(t) \eta_j D_{w_{ij}} w(t) + 2\gamma^{-1} w^T(t) D_{w_{ij}}^T D_{w_{ij}} w(t) - \gamma w^T(t) w(t) \right] < 0. \]

In view of the membership function being less than 1, by applying Lemma 3 to (36), one obtains that (36) holds if and only if there exist positive scalars \( \eta_i, \delta_i, \eta_j, \) and \( \delta_j \) \((i = 1, 2, \ldots, r, i < j)\) such that

\[ \sum_{i=1}^{r} \sum_{j<i} h_i h_j \left[ x^T(t) \left[ \text{Sym}(P(A_i - B_i K_j + A_j - B_j K_i)) \right] + \eta_j P D_{A_i} D_{A_i}^T P + \eta_j^{-1} E_{A_i} E_{A_i} + \delta_j P D_{B_i} D_{B_i}^T P \right. \]

\[ + \delta_j^{-1} K_j^T E_{B_i} E_{B_i} K_j + \eta_j P D_{A_i} D_{A_i}^T P + \eta_j^{-1} E_{A_i} E_{A_i} + \delta_j P D_{B_i} D_{B_i}^T P + \delta_j^{-1} K_j^T E_{B_i} E_{B_i} K_j + 2\gamma^{-1} C_{ij}^T C_{ij} \]

\[ x(t) + 2x^T(t) P B_{w_{ij}} w(t) + 2\gamma^{-1} w^T(t) D_{w_{ij}}^T D_{w_{ij}} w(t) - \gamma w^T(t) w(t) \] < 0.

Then,

\[ \sum_{i=1}^{r} \sum_{j<i} h_i h_j \left[ x^T(t) \left( \Phi_{ij11} \right) x(t) + \Phi_{ij12} w(t) \right] < 0, \quad \Phi_{ij11} = \text{Sym}\left[P(A_i - B_i K_j + A_j - B_j K_i)\right] + \eta_j P D_{A_i} D_{A_i}^T, \quad \Phi_{ij12} = P B_{w_{ij}}, \quad \Phi_{ij22} = 2\gamma^{-1} D_{w_{ij}}^T D_{w_{ij}} + \gamma I. \]

Inequation (38) can be represented by

\[ \tilde{\Phi} = \begin{bmatrix} \Phi_{ij11} & \Phi_{ij12} \\ \Phi_{ij12} & \Phi_{ij22} \end{bmatrix} < 0, \quad 1 \leq i < j \leq r. \]

Pre- and postmultiply both sides of (39) with the transformation matrix \( \text{diag}(P - I) \), and let \( Q = P - 1 \) and \( M_i = K_i + 1 \); we see that \( \Phi < 0 \) is equivalent to the following condition:

\[ \Xi_{i11} = \text{Sym}(A_iQ - B_iM_i) + \varepsilon_{11} D_{A_i} D_{A_i}^T + \varepsilon_{11}^{-1} Q E_{A_i} E_{A_i}^T + \varepsilon_{12} D_{B_i} D_{B_i}^T + \varepsilon_{12}^{-1} M_i^T E_{B_i} E_{B_i} M_i + 2\gamma^{-1} Q C_i T \]

\[ \Xi_{i12} = B_{w_{ij}}, \quad \Xi_{ij22} = 2\gamma^{-1} D_{w_{ij}}^T D_{w_{ij}} + \gamma I. \]

By applying Lemma 4, equation (40) is equivalent to the second LMI (24) in Theorem 1.

When both (23) and (24) are established, we can obtain

\[ D_i^T V(x(t)) + \gamma^{-1} z^T(t) z(t) - \gamma w^T(t) w(t) \leq 0. \]

Integrating (41) with respect to \( t \) from \( 0 \) to \( t_j \), one can have

\[ I_{t_j}^1 D_i^T V(x(t)) + \int_0^{t_j} \gamma^{-1} z^T(t) z(t) - \gamma w^T(t) w(t) \, dt \leq 0. \]

By using Property 1 and Lemma 6, we have

\[ I_{t_j}^1 D_i^T V(x(t)) = I_{t_j}^{1-a} I_{t_j}^a D_i^T V(x(t)) = I_{t_j}^{1-a} \left( I_{t_j}^a D_i^T V(x(t)) \right) \]

\[ = I_{t_j}^{1-a} (V(x(t)) - V(x(0))) = I_{t_j}^{1-a} V(x(t)) - I_{t_j}^{1-a} V(x(0)). \]
On the contrary, according to Definition 2, we can have
\[ I^{\alpha}_{t_f}V(x(t)) = \frac{1}{\Gamma(1-\alpha)} \int_{0}^{t_f} \frac{(t_f - \tau)^{-\alpha} x^T(\tau)Px(\tau)}{\tau} d\tau, \] (44)
wherein \( \forall t_f > \tau, \alpha \in (0, 1), \) and \((t_f - \tau) - \alpha > 0, \)
\( I^{\alpha}_{t_f}V(x(t)) > 0. \)

Under the zero initial condition, we obtain
\[ \int_{0}^{t_f} y^{-1} z^T(t)z(t) - \gamma w^T(t)w(t) dt < 0. \] (45)

By Definition 3, system (21) is globally Mittag-Leffler stable with Hoo performance index \( \gamma. \) This completes the proof.

5. Numerical Simulations

In this section, the dynamic characteristics of the FOD-PMSG are explored, and their corresponding effect is reflected in model (11). Suppose \( x_1(t) \in [-30, 30], \) the representation of nonlinear model (11) with T-S fuzzy rules is described as follows:

- R\(^1\): if \( x_3(t) \) is \( M_1, \) then
  \[ D_i^a x(t) = \bar{A}_i x(t) + \bar{B}_i u(t) + B_{w_i} w(t), \]
  \[ z(t) = C_i x(t) + D_{w_i} w(t). \] (46)

For demonstrating the robustness and applicability of the proposed control scheme, the disturbance matrix and external disturbance in the simulation are assumed to be
\[ B_{w_1} = B_{w_2} = \begin{bmatrix} 0 \\ 0.5 \end{bmatrix} \text{ and } w(t) = \sin(2\pi t)e^{-0.5t}. \]

We consider output parameters \( C_1 = C_2 = [10, 10, 20] \) and \( D_{w_1} = D_{w_2} = 1 \) and the membership functions
\[ h_1(x_3(t)) = \frac{1}{2} \left( 1 + \frac{x_3(t)}{30} \right), h_2(x_3(t)) = \frac{1}{2} \left( 1 - \frac{x_3(t)}{30} \right). \] (50)

When \( u(t) = 0, \) the system state diagrams and three-phase diagrams of the FOD-PMSG with different differential orders are shown in Figure 4. Figure 4(a) depicts the chaotic behavior of solutions plotted for integer order \( \alpha = 1. \) Figure 4(b) shows some variations in solutions when the order is chosen as \( \alpha = 0.97. \) Further changes in order, say \( \alpha = 0.96, \) will affect the behavior of the states which are pictured in Figure 4(c). From Figure 4(d), it is clear that changes in the differential order will drastically affect the solutions to have stable states for order \( \alpha = 0.95. \)

Figure 4 clearly shows the nature of solutions for various differential orders. In addition, it can be observed that, with the changes of the differential orders, say \( \alpha = 1, 0.97, 0.96, \) and 0.95, the state trajectories force the stabilization of the D-PMSG, which is intuitively reasonable.

By using PDC technology, the fuzzy controller can be designed as follows:
R1: if $x_3(t)$ is $M_1$, then $u(t) = -K_1 x(t)$
R2: if $x_3(t)$ is $M_2$, then $u(t) = -K_2 x(t)$

Then, the fuzzy state feedback controller can be obtained:

$$u(t) = - \sum_{j=1}^{2} h_j(x_j(t))K_jx(t).$$

Taking system parameter uncertainties and external disturbance into account, FOD-PMSG can be modeled as the following uncertain continuous-time fuzzy closed-loop models:

$$D^*_t x(t) = - \sum_{j=1}^{2} h_j [ (A_j - B_jK_j + \Delta A_j - \Delta B_jK_j)x(t) + B_w w(t) ],$$

$$z(t) = \sum_{j=1}^{2} h_j [ C_j x(t) + D_w w(t) ].$$
The control quantity is applied to the rotor speed $\tilde{\omega}_r$ and $q$-axis current $\tilde{i}_q$. Then, we choose the control input matrix $B_1 = B_2 = [0; 1; 1]$, and $\Delta B_1 = \Delta B_2 = \begin{bmatrix} 0 \\ 0 \\ 0 \end{bmatrix}$, $D_{B1} = D_{B2} = \begin{bmatrix} 0 \\ 0 \\ 0 \end{bmatrix}$, and $E_{B1} = E_{B2} = \begin{bmatrix} 0 \\ 0 \\ 0 \end{bmatrix}$.

From Theorem 1, the corresponding control gain matrices are solved through the YALMIP-MATLAB control toolbox. $K_1 = [1.3044, 52.4198, 33.8331]$ and $K_2 = [7.5833, 50.3629, 32.5048]$.

It can be seen from Figures 5 and 6 that, according to Theorem 1, H∞ robust control is applied to the chaotic model of the FOD-PMSG with parameter uncertainties and external disturbance so that the D-PMSG can be stabilized quickly. The anti-interference control performance and robust performance are also improved. With the decrease of the fractional order, Figure 6 shows that the control effect is better.

**Figure 5:** The fuzzy control system state diagram. (a) $\alpha = 1$. (b) $\alpha = 0.97$. (c) $\alpha = 0.96$. (d) $\alpha = 0.95$. 
Conclusions

This paper investigates the stabilization problem of the fractional-order D-PMSG model with parameter uncertainty and external disturbance. Based on T-S fuzzy membership rules, the nonlinear D-PMSG model is equivalently transformed into linear submodels. A new fuzzy state feedback $\mathcal{H}_\infty$ robust control scheme has been proposed for the fractional-order D-PMSG by using the fuzzy PDC technology and LMI approach. By applying a fractional-order Lyapunov direct method, the sufficient conditions for Mittag-Leffler stability satisfying the $\mathcal{H}_\infty$ performance index are derived. In the case of parameter uncertainty and random disturbance, the simulation results show that the designed controller has strong robustness and validate the performance of the proposed fractional-order control over the integer order. The fractional-order characteristics of the D-PMSG also have a great impact on the control performance. To improve the flexibility of controller design and reduce the conservatism of stability analysis, developing a fuzzy state feedback controller under the imperfect premise matching (IPM) technique for the fractional-order D-PMSG with time delay is one of our future works.
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