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Abstract

The present paper is devoted to geometric optimization problems related to the Neumann eigenvalue problem for the Laplace-Beltrami operator on bounded subdomains $\Omega$ of a Riemannian manifold $(\mathcal{M}, g)$. More precisely, we analyze locally extremal domains for the first nontrivial eigenvalue $\mu_2(\Omega)$ with respect to volume preserving domain perturbations, and we show that corresponding notions of criticality arise in the form of overdetermined boundary problems. Our results rely on an extension of Zanger’s shape derivative formula which covers the case when $\mu_2(\Omega)$ is not a simple eigenvalue. In the second part of the paper, we focus on product manifolds of the form $\mathcal{M} = \mathbb{R}^k \times \mathcal{N}$, and we classify the subdomains where an associated overdetermined boundary value problem has a solution.

1 Introduction

Let $(\mathcal{M}, g)$ be a complete Riemannian manifold of dimension $N, N \geq 2$. For a bounded smooth domain $\Omega \subset \mathcal{M}$ with $C^2$-boundary, we consider the Neumann eigenvalue problem

$$-\Delta_g u = \mu u \quad \text{in } \Omega, \quad \partial_\eta u = 0 \quad \text{on } \partial \Omega, \quad (1)$$

where $\Delta_g u = \text{div}_g (\nabla u)$ is the Laplace-Beltrami operator of $u$ on $\mathcal{M}$, $\eta$ is the outer unit normal to $\partial \Omega$ and $\partial_\eta u := \langle \nabla u, \eta \rangle_g$. The set of eigenvalues, counted with multiplicities, in
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the above eigenvalue problem is given as an increasing sequence \(0 = \mu_1(\Omega) < \mu_2(\Omega) \leq \ldots\).

Of particular interest is the first nontrivial eigenvalue \(\mu_2(\Omega)\), characterized variationally as

\[
\mu_2(\Omega) = \inf \left\{ \frac{\int_\Omega |\nabla u|^2 \, dx}{\int_\Omega u^2 \, dx} : u \in H^1(\Omega) \setminus \{0\}, \int_\Omega u \, dx = 0 \right\}.
\] (2)

Here \(H^1(\Omega)\) is the usual first order Sobolev space. A natural question is to study extremal values of \(\mu_2(\Omega)\) among domains \(\Omega \subset \mathcal{M}\) satisfying a volume constraint. By classical results of Szegő and Weinberger (see [12, 13]), balls maximize \(\mu_2\) among domains \(\Omega\) having fixed volume \(|\Omega| = v > 0\) in \(\mathcal{M} = \mathbb{R}^N\). We note that, if \(B^N \subset \mathbb{R}^N\) is the unit ball, the eigenvalue \(\mu_2(B^N)\) has multiplicity \(N\) with corresponding eigenfunctions of the form \(x \mapsto \varphi(|x|) \frac{x_i}{|x|}\), \(i = 1, \ldots, N\), see Section 4 below for details. As remarked in [5] and [2], the maximization property of balls extends to the case of the \(N\)-dimensional hyperbolic space. Moreover, the same property is valid in a hemisphere [2] and – under further restrictions on the domain – also in rank-1 symmetric spaces [1]. On the other hand, the problem of globally minimizing \(\mu_2\) among domains \(\Omega\) having fixed volume \(|\Omega| = v < |\mathcal{M}|\) has no solution, since \(\mu_2(\Omega)\) approaches zero within the class of domains \(\Omega\) built by connecting two disjoint subdomains with a thin tube.

The present paper consists of two parts. In the first part, we characterize – by means of overdetermined boundary value problems – subdomains of a general Riemannian manifold which are locally maximizing or minimizing \(\mu_2\) with respect to volume preserving domain variations. In the second part we focus on the special case of cylindrical manifolds of the form \(\mathbb{R}^k \times \mathcal{N}\), where more information can be derived. Here \(\mathcal{N}\) is a given closed Riemannian manifold. In this case we wish to determine global constrained maximizers for \(\mu_2\) and classify solutions of an associated overdetermined boundary value problem.

To state our main results, we need to introduce some notation. Since we assume that \(\mathcal{M}\) is complete, we have a globally defined exponential map \(\exp_x : T_x \mathcal{M} \to \mathcal{M}\) at every \(x \in \mathcal{M}\), and every bounded subset of \(\mathcal{M}\) is relatively compact. For a nonnegative integer \(k\), we let \(\mathcal{O}^k(\mathcal{M})\) denote the class of all bounded subdomains \(\Omega \subset \mathcal{M}\) with \(C^k\)-boundary. Moreover, we let \(\mathcal{V}^k(\mathcal{M})\) denote the space of all \(C^k\)-vector fields on \(\mathcal{M}\) with bounded covariant derivatives of order \(i \leq k\), which is a Banach space with canonical norm \(\| \cdot \|_{C^k}\), see e.g. [3]. For \(V \in \mathcal{V}^k(\mathcal{M})\), we define the map

\[
\tau_V \in \mathcal{O}^k(\mathcal{M}, \mathcal{M}), \quad \tau_V(x) = \text{Exp}_x(V(x)),
\]
and we put \(\Omega_V := \tau_V(\Omega)\) for \(\Omega \subset \mathcal{M}\).

**Definition 1.1.** Let \(\Omega \subset \mathcal{M}\) be a bounded domain. We say that \(V \in \mathcal{V}^1(\mathcal{M})\) is an admissible deformation field for \(\Omega\) if \(\tau_V\) maps a neighborhood of \(\overline{\mathcal{M}}\) diffeomorphically onto a neighborhood of \(\overline{\Omega}_V\) and \(|\Omega_V| = |\Omega|\).
The requirement \( V \in \mathcal{V}^1(\mathcal{M}) \) in this definition guarantees – in particular – that \( \Omega_V \) has a \( C^1 \)-boundary if this is true for \( \Omega \). We can now define the notion of constrained local extrema for \( \mu_2 \).

**Definition 1.2.** Let \( \Omega \in \mathcal{O}^1(\mathcal{M}) \). We say that \( \Omega \) is a **constrained local maximum for \( \mu_2 \)** if there exists \( \varepsilon > 0 \) such that for every admissible deformation field \( V \in \mathcal{V}^1(\mathcal{M}) \) for \( \Omega \) with \( \| V \|_{C^1} < \varepsilon \) we have \( \mu_2(\Omega_V) \leq \mu_2(\Omega) \). If this inequality is strict in the case where \( \Omega_V \neq \Omega \), we call \( \Omega \) a **strict constrained local maximum**. Constrained local minima are defined in an analogous way via the opposite inequalities.

Finally, we define corresponding notions of criticality. The main difficulty here is the fact that \( \mu_2(\Omega) \) may or may not be a simple eigenvalue. In the case where \( \mu_2(\Omega) \) is simple, Zanger’s formula [14] for the shape derivative of Neumann eigenvalues with respect to domain variations gives rise to a straightforward notion of criticality which we will refer to as **criticality in strong sense** in the following, see Definition 1.3 below. In the case where \( \mu_2(\Omega) \) is degenerate, \( \mu_2 \) in general does not have shape derivatives at \( \Omega \) and thus Zanger’s formula is not valid. In Proposition 3.1 below we will derive a useful variant for one-sided shape derivatives. In contrast to the argument by Zanger in [14], our derivation solely relies on the variational characterization of \( \mu_2(\Omega) \), and we believe that the resulting formula does not extend to higher Neumann eigenvalues. On the other hand, the formula allows to conclude that constrained local minima for \( \mu_2 \) are critical in strong sense, whereas in the case of constrained local maxima it gives rise to a weaker notion of criticality. The precise notions of weak and strong criticality used in this paper are the following.

**Definition 1.3.** Let \( \Omega \in \mathcal{O}^1(\mathcal{M}) \).

(i) We say that \( \Omega \) is a **constrained critical point for \( \mu_2 \) in strong sense** if, for some constant \( \lambda \in \mathbb{R} \), there exists a solution \( u \neq 0 \) of the overdetermined problem

\[
\begin{aligned}
-\Delta_g u &= \mu_2(\Omega)u \quad \text{in } \Omega, \\
\partial_\eta u &= 0, \quad |\nabla u|^2 - \mu_2(\Omega)u^2 = \lambda \quad \text{on } \partial \Omega.
\end{aligned}
\]

(ii) We say that \( \Omega \) is a **constrained critical point for \( \mu_2 \) in weak sense** if there exists finite many solutions \( u_1, \ldots, u_m \in C^2(\Omega) \setminus \{0\} \) of the Neumann eigenvalue problem

\[
\begin{aligned}
-\Delta_g u_i &= \mu_2(\Omega)u_i \quad \text{in } \Omega, \\
\partial_\eta u_i &= 0 \quad \text{on } \partial \Omega,
\end{aligned}
\]

with the property that \( \sum_{i=1}^{m} \left( |\nabla u_i|^2 - \mu_2(\Omega)u_i^2 \right) = \lambda \) on \( \partial \Omega \) for some constant \( \lambda \in \mathbb{R} \).
The weak notion of criticality defined here is inspired by [6, 11]. The first main result of the present paper is the following.

**Theorem 1.4.** Let $\Omega \in \mathcal{O}^2(\mathcal{M})$.

(i) If $\Omega$ is a constrained local maximum for $\mu_2$, then $\Omega$ is a constrained critical point for $\mu_2$ in weak sense.

(ii) If $\Omega$ is a constrained critical point for $\mu_2$ in strong sense and $\partial \Omega$ is connected, then it is a strict constrained local maximum for $\mu_2$.

(iii) If $\Omega$ is a constrained local minimum with respect to domain variations, then $\mathcal{M}$ is compact and $\Omega = \mathcal{M}$.

Some remarks are in order. It is already evident from the euclidean case $\mathcal{M} = \mathbb{R}^N$ that, in general, criticality in weak sense cannot be improved to criticality in strong sense for constrained local maxima $\Omega \in \mathcal{O}^2(\mathcal{M})$ for $\mu_2$. Indeed, by Weinberger’s result discussed above, the unit ball $\Omega = B^N \subset \mathbb{R}^N$ is a constrained global (and thus local) maximizer, and it does not admit a solution of the overdetermined problem (3) unless $N = 1$. On the other hand, we shall see in Corollary 3.2 below that constrained local minima $\Omega \in \mathcal{O}^2(\mathcal{M})$ for $\mu_2$ are critical in strong sense, and from this we will deduce Theorem 1.4(iii).

As indicated already, the proof of Theorem 1.4 relies on the calculation of one-sided shape derivatives along curves of admissible deformation fields for $\Omega$. In the case where $\Omega \in \mathcal{O}^2(\mathcal{M})$, these curves are closely related to $C^1$-functions $h: \partial \Omega \to \mathbb{R}$ with $\int_{\partial \Omega} h d\sigma = 0$. More precisely, for any such function $h$, there exists $\epsilon_0 > 0$ and a $C^1$-curve $(-\epsilon_0, \epsilon_0) \to \gamma^1(\mathcal{M})$, $t \mapsto V_t$ of admissible deformation fields for $\Omega$ with $V_0 = 0$ and $\partial_t |_{t=0} V_t \equiv h \eta$ on $\partial \Omega$, where $\eta$ is the outer unit normal on $\partial \Omega$ as before. This fact is rather well known (at least in the euclidean case, see e.g. [8, 9]), and we give a short proof for the convenience of the reader in Lemma 2.2(i) below. Note that we require $\Omega \in \mathcal{O}^2$ to guarantee that $\eta$ and therefore $V$ are of class $C^1$.

In [6], the authors derive a similar notion of criticality in weak sense for locally extremals of higher Dirichlet eigenvalues on $-\Delta_g$ on $\mathcal{M}$ with respect to variations of the metric $g$. With regard to the underlying methods, the present paper differs from [6] as we use the variational characterization of $\mu_2(\Omega)$ instead of Kato’s analytic perturbation theory used in [6].

We shall see in Remark 1.9 that the connectedness assumption on $\partial \Omega$ in Theorem 1.4(ii) cannot be removed. On the other hand, a more general version of Theorem 1.4(ii) – not requiring the connectedness of $\partial \Omega$ – is available when the class of admissible deformation fields is reduced. For $\epsilon > 0$ and a compact subset $K$ of $\mathcal{M}$, we denote by $U_\epsilon(K)$ the $\epsilon$-tubular neighborhood of $K$ in $\mathcal{M}$. 


Definition 1.5. Let $\varepsilon > 0$. We say that an admissible deformation field $V \in \mathcal{V}^1(\mathcal{M})$ for $\Omega \in \mathcal{O}^1(\mathcal{M})$ is locally volume preserving in $U_{\varepsilon}(\partial \Omega)$ if $(\Omega_\varepsilon \setminus \Omega) \cup (\Omega \setminus \Omega_\varepsilon) \subset U_{\varepsilon}(\partial \Omega)$ and $|(\Omega_\varepsilon \setminus \Omega) \cap A| = |(\Omega \setminus \Omega_\varepsilon) \cap A|$ for every connected component $A$ of $U_{\varepsilon}(\partial \Omega)$.

In the case where $\Omega \in \mathcal{O}^2(\mathcal{M})$, locally volume preserving admissible deformation fields for $\Omega$ can, similarly as remarked above, be constructed starting from $C^1$-functions $h : \partial \Omega \to \mathbb{R}$ with the property that $\int_{\Gamma} h \, d\sigma = 0$ for every connected component $\Gamma \subset \partial \Omega$, see Lemma 2.2(ii) below. We then have the following generalization of Theorem 1.4(ii).

Theorem 1.6. If $\Omega \in \mathcal{O}^2(\mathcal{M})$ is a constrained critical point for $\mu_2$ in strong sense, then there exists $\varepsilon > 0$ such that $\mu_2(\Omega_\varepsilon) < \mu_2(\Omega)$ for every admissible deformation field $V$ for $\Omega$ which is locally volume preserving in $U_{\varepsilon}(\partial \Omega)$ and such that $\Omega_\varepsilon \neq \Omega$.

Next we restrict our attention to cylindrical manifolds of the type $\mathcal{M} := \mathbb{R}^k \times \mathcal{N}$, where $(\mathcal{N}, g_{\mathcal{N}})$ is a closed connected manifold and the product metric $g = g_{\text{eucl}} \otimes g_{\mathcal{N}}$ is considered on $\mathcal{M}$. For the problem of maximizing $\mu_2(\Omega)$ among domains of fixed volume $v$, one may expect a different shape of maximizers depending on the size of $v$. If $v > 0$ is small, the results in [7] on the corresponding asymptotic profile expansion suggest that maximizing domains are perturbations of small geodesic ellipsoids in $\mathcal{M}$, whereas for large $v$ the domains

$$\Omega_r := \{ (t, x) \in \mathcal{M} : t \in \mathbb{R}^k, |t| \leq r, x \in \mathcal{N} \} \subset \mathcal{M}, \quad r > 0$$

are natural candidates for maximizers in view of Weinberger’s result [13] for the euclidean case. The following result partially supports this intuition. For this we consider the (critical) volume parameter

$$v_c := \left( \frac{\mu_2(B^k)}{\mu_2(\mathcal{N})} \right)^\frac{1}{2} |\mathcal{N}|.$$

Here $B^k \subset \mathbb{R}^k$ denotes the unit ball with volume $\omega_k$, $|\mathcal{N}|$ denotes the volume of $\mathcal{N}$, and $\mu_2(\mathcal{N})$ resp. $\mu_2(B^k)$ denote the first nontrivial Neumann eigenvalues of $-\Delta_{g_{\mathcal{N}}}$, $-\Delta_{g_{\text{eucl}}}$ on $\mathcal{N}$, $B^k$, respectively.

Theorem 1.7. Let $v \geq v_c$ and $r = \left( \frac{v}{\omega_k |\mathcal{N}|} \right)^\frac{1}{2}$, so that $|\Omega_r| = v$. Then we have

$$\mu_2(\Omega) \leq \mu_2(\Omega_r) \quad \text{for every domain } \Omega \in \mathcal{O}^1(\mathcal{M}) \text{ with } |\Omega| = v.$$

Moreover, equality holds if and only if $\Omega$ coincides with $\Omega_r$ up to translation in the $\mathbb{R}^k$-variable.
It remains open whether the $v_c$ is optimal in Theorem 1.7. The value $v_c$ is critical in the sense there exists eigenfunctions for $\mu_2(\Omega_r)$ which do not depend on the $\mathcal{N}$-variable if and only if $v \geq v_c$, i.e., if and only if $r \geq \left( \frac{\mu_2(\partial \Omega)}{\mu_2(\mathcal{N})} \right)^{\frac{1}{2}}$. This property is essential for the proof of Theorem 1.7, which is modeled on Weinberger’s argument in [13].

In the case where $k = 1$, the domains $\Omega_r \subset \mathcal{M}$, $r \geq \left( \frac{\mu_2(\partial \Omega)}{\mu_2(\mathcal{N})} \right)^{\frac{1}{2}}$ also have the special property of being constrained critical points for $\mu_2$ in strong sense. The following results shows that, up to translation, these are the only examples arising in this setting.

**Theorem 1.8.** Let $\Omega \in \mathcal{C}^{2}(\mathcal{M})$ be a domain such that the overdetermined problem
\[
\begin{cases}
-\Delta u = \mu_2(\Omega)u & \text{in } \Omega, \\
\partial_{\eta} u = 0, & |\nabla u|^2 - \mu_2(\Omega)u^2 = \lambda & \text{on } \partial \Omega.
\end{cases}
\]

admits a solution for some constant $\lambda \in \mathbb{R}$. Then $k = 1$ and $\Omega = \Omega_r$ for some $r \geq \left( \frac{\mu_2(\partial \Omega)}{\mu_2(\mathcal{N})} \right)^{\frac{1}{2}}$ up to translation in the $t$-variable.

The proof of Theorem 1.8 is not straightforward, as it combines the analysis of partial derivatives of eigenfunctions (with respect to the $t$-variable) with estimates on the number of nodal domains and a sliding argument using the cylindrical structure of the problem. We recall that, in the euclidean setting, the sliding method has been developed in [4].

**Remark 1.9.** In the case $k = 1$, $r \geq \left( \frac{\mu_2(\partial \Omega)}{\mu_2(\mathcal{N})} \right)^{\frac{1}{2}}$ the domain $\Omega = \Omega_r \subset \mathcal{M}$ is a constrained global maximizer for $\mu_2$ and a constrained critical points for $\mu_2$ in strong sense, but it is not a strict constrained local maximizer. Indeed, for given $\varepsilon > 0$, one may consider an admissible deformation field $V \in \mathcal{V}^1(M)$ for $\Omega$ with $\|v\|_{C^1} < \varepsilon$ and such that $\Omega_V$ is a mere translation of $\Omega$ in the $t$-variable, which implies that $\mu_2(\Omega_V) = \mu_2(\Omega)$. This shows that we cannot remove the additional assumptions on $\partial \Omega$ or $V$ in Theorems 1.4(ii) and 1.6.

The paper is organized as follows. Section 2 contains two preliminary lemmas. The first provides an expansion of metrics associated with domain deformations, and the second ensures the existence of suitable curves of admissible deformation fields. In Section 3.1, we prove a one-sided variant of Zanger’s shape derivative formula which holds without requiring simplicity of $\mu_2$. From this formula, we then derive the solvability of associated overdetermined boundary value problems, and by this we complete the proof of Theorem 1.4. In Section 4 we restrict our attention to the case of cylindrical manifolds, and we prove Theorems 1.7 and 1.8.
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## 2 Preliminaries

In this section we state and prove two preliminary lemmas. We start with a lemma on the expansion of a pullback metric under a curve of diffeomorphisms generated by a corresponding curve of vector fields.

**Lemma 2.1.** Consider a $C^1$-curve $(-\epsilon_0, \epsilon_0) \to \mathcal{V}^1(\mathcal{M})$, $\epsilon \mapsto V_\epsilon$ of vector fields $V_\epsilon \in \mathcal{V}^1(\mathcal{M})$ with $V_0 = 0$ and the maps

$$\tau_\epsilon \in \mathcal{G}^1(\mathcal{M}, \mathcal{M}), \quad \tau_\epsilon(x) = \text{Exp}_x(V_\epsilon(x)), \quad \epsilon \in (-\epsilon_0, \epsilon_0).$$

Moreover, let $g_\epsilon$ denote the pull back of the metric $g$ under the map $\tau_\epsilon$ for $\epsilon \in (-\epsilon_0, \epsilon_0)$. In local coordinates $x_1, \ldots, x_N$, setting $\partial_i = \frac{\partial}{\partial x_i}$ and $g_{ij} = \langle \partial_i, \partial_j \rangle_g$, $g_{\epsilon,ij} = \langle \partial_i, \partial_j \rangle_{g_\epsilon}$, we then have the locally uniform expansions

$$g_{\epsilon,ij} = g_{ij} + \epsilon \langle \nabla_{\partial_i} V, \partial_j \rangle_g + \epsilon \langle \nabla_{\partial_j} V, \partial_i \rangle_g + o(\epsilon), \quad (4)$$

$$g_{\epsilon}^{ij} = g^{ij} - \epsilon \langle \nabla_{\partial_i} V, \partial_j \rangle_g - \epsilon \langle \nabla_{\partial_j} V, \partial_i \rangle_g + o(\epsilon), \quad (5)$$

as $\epsilon \to 0$, where $V := \partial_t|_{t=0} V_\epsilon$ and $(g_{\epsilon}^{ij})_{ij}$ denotes the inverse of $(g_{\epsilon,ij})_{ij}$. Moreover, for the volume form of $g_\epsilon$ we have the expansion

$$dv_{g_\epsilon}(x) = \left(1 + \epsilon \text{div} V + o(\epsilon)\right)dv_g(x) \quad \text{as} \quad \epsilon \to 0. \quad (6)$$

**Proof.** We first prove (4). Fix $x \in \mathcal{M}$ and $w \in T_x\mathcal{M}$. Then we have

$$D\tau_\epsilon(x)[w] = \frac{d}{dt}|_{t=0} \tau_\epsilon(\alpha(t)),$$

where $\alpha : (-\epsilon, \epsilon) \to \mathcal{M}$ is a smooth curve with $\alpha(0) = x$ and $\frac{d\alpha}{dt}(0) = w$. Note that the curve $\epsilon \mapsto \tau_\epsilon(x)$ satisfies $\tau_0(x) = x$ and

$$\frac{d}{d\epsilon}|_{\epsilon=0} \tau_\epsilon(x) = \frac{d}{d\epsilon}|_{\epsilon=0} \text{Exp}_x(V_\epsilon(x)) = \frac{d}{d\epsilon}|_{\epsilon=0} V_\epsilon(x) = D\text{Exp}_x(0)V(x) = V(x).$$

Therefore, denoting by $\frac{D}{d\epsilon}$ covariant derivatives along curves, we get

$$\frac{D}{d\epsilon}|_{\epsilon=0} D\tau_\epsilon(x)[w] = \frac{D}{d\epsilon}|_{\epsilon=0} \frac{d}{dt}|_{t=0} \tau_\epsilon(\alpha(t)) = \frac{d}{dt}|_{t=0} \tau_\epsilon(\alpha(t)) \quad \text{and} \quad \frac{D}{d\epsilon}|_{\epsilon=0} V(\alpha(t)) = \nabla_{\partial_t} V(\alpha(t))|_{t=0} = [\nabla w] V(x). \quad (7)$$
Next, we consider local coordinates \((y_1, \ldots, y_N)\) in a neighborhood of \(x\). Moreover, we write \(\partial_i = \frac{\partial}{\partial y_i}\) for the corresponding coordinate vector fields and

\[
g_{ij} = \langle \partial_i, \partial_j \rangle_g, \quad \text{as well as} \quad g_{\eps, ij} = \langle \partial_i, \partial_j \rangle_{g_{\eps}} \quad \text{for} \quad \eps \in (-\eps_0, \eps_0).
\]

For fixed \(i, j\), the function

\[
(x, \eps) \mapsto g_{\eps, ij}(x) = \langle D\tau_\eps(x) [\partial_i], D\tau_\eps(x) [\partial_j] \rangle_g|_{x(\eps)}
\]

then satisfies \(g_{0, ij}(x) = g_{ij}(x)\) and, by (7),

\[
\partial_\eps|_{\eps=0} g_{\eps, ij}(x) = \left. \frac{D}{d\eps} \right|_{\eps=0} D\tau_\eps(x)[\partial_i] D\tau_\eps(x)[\partial_j] = \left. \left[ \langle \nabla_\eps V, \partial_j \rangle_g + \langle \nabla_\eps V, \partial_i \rangle_g \right] \right|_x.
\]

Consequently, we have that

\[
g_{\eps, ij}(x) = g_{ij}(x) + \eps \left( \langle \nabla_\eps V, \partial_j \rangle_g + \langle \nabla_\eps V, \partial_i \rangle_g \right) \big|_x + o(\eps)
\]
as \(\eps \to 0\). Moreover, this expansion is locally uniform in \(x\), since it follows from the assumption that the functions \((x, \eps) \mapsto \partial_\eps g_{\eps, ij}(x)\), \(i, j, = 1, \ldots, N\) are continuous in \(x\) and \(\eps\). Hence (4) holds, and (5) is a direct consequence of (4). It thus remains to derive (6) from (4). For this we note that

\[
dv_{g_{\eps}}(x) = \sqrt{\frac{|g_{\eps}|}{|g|} dv_G(x)} \quad \text{with} \quad |g| := \det(g_{ij}), \quad |g_{\eps}| := \det(g_{\eps, ij}).
\]

Moreover, writing \(V = V^k \partial_k\) in local coordinates, we see that

\[
|g_{\eps}| = |g| \left( 1 + \eps g^{ij}_\eps \partial_i \right)_{|\eps=0} g_{\eps, ij} + o(\eps) = |g| \left( 1 + \eps g^{ij}_\eps \left( \langle \nabla_\eps V, \partial_j \rangle_g + \langle \nabla_\eps V, \partial_i \rangle_g \right) + o(\eps) \right)
\]

\[
= |g| \left( 1 + \eps g^{ij}_\eps \left( \langle \partial_j V^k + V^l \Gamma^k_{lj} \rangle_g \partial_k, \partial_j \rangle_g + \langle \partial j V^k + V^l \Gamma^k_{lj} \rangle_g \partial_k, \partial_i \rangle_g \right) \right] + o(\eps)
\]

\[
= |g| \left( 1 + 2 \eps \left( \langle \partial_i V^k + V^l \Gamma^k_{ji} \rangle_{g_k} + \langle \partial j V^k + V^l \Gamma^k_{lj} \rangle_{g_l} \right) + o(\eps) \right)
\]

and consequently \(\sqrt{|g_{\eps}|/|g|} = 1 + 2 \eps \div_G V + o(\eps)\) as \(\eps \to 0\). Combining this expansion with (9), we obtain (6). Moreover, the expansion is locally uniform since this is the case for (4).

This ends the proof. 

The next lemma ensures the existence of curves of admissible deformation fields for a given domain \(\Omega \in C^2(\mathcal{M})\). It follows in a straightforward way from a well known rate of change formula for the volume functional (see e.g. [8, 9]), but we prefer to give a proof for the convenience of the reader.
Lemma 2.2. Let $\Omega \in \mathcal{O}^2(\mathcal{M})$, let $h : \partial \Omega \to \mathbb{R}$ be a $C^1$-function and $\varepsilon > 0$. Then there exists $\varepsilon_0 > 0$ and a $C^1$-curve $(-\varepsilon_0, \varepsilon_0) \to \mathcal{V}^1(\mathcal{M}), t \mapsto V_t$ with

$$V_0 = 0, \quad \partial_t \bigg|_{t=0} V_t \equiv h\eta \quad \text{on } \partial \Omega$$

and the following properties:

(i) If $\int_{\partial \Omega} h d\sigma = 0$, then $V_t$ is an admissible deformation field for $\Omega$ for $t \in (-\varepsilon_0, \varepsilon_0)$.

(ii) If $\int_{\Gamma} h d\sigma = 0$ for every connected component $\Gamma \subset \partial \Omega$, then, for $t \in (-\varepsilon_0, \varepsilon_0)$, $V_t$ is an admissible deformation field for $\Omega$ which is locally volume preserving in $U_\varepsilon(\partial \Omega)$.

Moreover, if $h \not\equiv 0$, then $\Omega_{V_t} \neq \Omega$ for every $t \in (-\varepsilon_0, \varepsilon_0)$.

Proof. Let $W \in \mathcal{V}^1(\mathcal{M})$ be an arbitrary extension of the outer normal $\eta$ on $\partial \Omega$, and let $\tilde{h} \in C^1(\mathcal{M})$ be an extension of $h$ to $\mathcal{M}$. We first consider the case where $\int_{\partial \Omega} h d\sigma = 0$, as assumed in (i). We then define the $C^1$-function

$$\mathbb{R} \times \mathbb{R} \to \mathbb{R}, \quad (t, \delta) \mapsto |\Omega_{V_t}| \quad \text{with } V_t, \delta = (\tilde{h} + \delta)W \in \mathcal{V}^1(\mathcal{M}).$$

By the volume element expansion given in the appendix, Lemma 2.1, we then have that

$$\frac{\partial}{\partial \delta} \bigg|_{(t, \delta)=(0,0)} |\Omega_{V_t}| = \int_{\partial \Omega} \text{div}_x W d\sigma = \int_{\partial \Omega} \langle W, \eta \rangle d\sigma = |\partial \Omega| > 0.$$

Hence the implicit function theorem yields the existence of $\varepsilon_0 > 0$ and a $C^2$-function $(-\varepsilon_0, \varepsilon_0) \to \mathbb{R}, \quad t \mapsto \delta(t)$ such that, setting $V_t := (\tilde{h} + \delta(t))W \in \mathcal{V}^1(\mathcal{M})$, we have $|\Omega_{V_t}| = |\Omega|$ for $t \in (-\varepsilon_0, \varepsilon_0)$ and thus, again by Lemma 2.1,

$$0 = \partial_t \bigg|_{t=0} |\Omega_{V_t}| = \int_{\Omega} \text{div}_x (\tilde{h} + \delta(0))W d\sigma = \int_{\partial \Omega} (h + \delta(0))d\sigma = \delta(0)|\partial \Omega|.$$

We conclude that $\delta(0) = 0$. Hence $\partial_t \bigg|_{t=0} V_t = \tilde{h}W$, which coincides with $h\eta$ on $\partial \Omega$. Moreover, if $h \neq 0$, we may make $\varepsilon_0 > 0$ smaller if necessary to guarantell that $\Omega_{V_t} \neq \Omega$ for every $t \in (-\varepsilon_0, \varepsilon_0)$. Hence the claim holds.

We now consider the case where $\int_{\Gamma} h d\sigma = 0$ for every connected component $\Gamma \subset \partial \Omega$, as assumed in (ii). Making $\varepsilon > 0$ smaller if necessary, we may assume, by the compactness of $\partial \Omega$, that the set $U_\varepsilon(\partial \Omega)$ has finitely many connected components $A_1, \ldots, A_n$. For $i = 1, \ldots, n$, let $\Gamma_i := \partial \Omega \cap A_i$, and let $W_i \in \mathcal{V}^1(\mathcal{M})$ be a vector field supported in $A_i$ which coincides with the outer unit normal $\eta$ on $\Gamma_i$.

Similarly as above, the implicit function theorem yields the existence of $\varepsilon_0 > 0$ and a $C^1$-function

$$(-\varepsilon_0, \varepsilon_0) \to \mathbb{R}^n, \quad t \mapsto \delta(t) = (\delta_1(t), \ldots, \delta_n(t))$$
such that, setting $V_t := \sum_{i=1}^n (\hat{h} + \delta_i(t)) W_i \in \mathcal{V}(\mathcal{M})$, we have

$$|\Omega_{\varepsilon} \cap A_i| = |\Omega \cap A_i| \quad \text{for } i = 1 \ldots n, \ t \in (-\varepsilon_0, \varepsilon_0).$$

Moreover, making $\varepsilon_0$ smaller if necessary, we may assume that

$$(\Omega_{\varepsilon} \setminus \Omega) \cup (\Omega \setminus \Omega_{\varepsilon}) \subset U_\varepsilon(\partial \Omega) \quad \text{for } t \in (-\varepsilon_0, \varepsilon_0).$$

Lemma 2.1 then implies that

$$0 = \partial_\varepsilon \bigg|_{\varepsilon=0} \int_{\Omega_{\varepsilon} \cap A_i} \mathrm{div}_g \left( \sum_{j=1}^n (\hat{h} + \delta_j(0)) W_j \right) dx = \int_{\Omega \setminus A_i} \mathrm{div}_g \left( (\hat{h} + \delta_i(0)) W_i \right) dx$$

$$= \int_{\Gamma_i} \langle (\hat{h} + \delta_i(0)) W_i, \eta \rangle_g d\sigma_i + \int_{\Gamma_i} h d\sigma_i = \int_{\Gamma_i} h d\sigma_i = 0 \quad \text{for } i = 1, \ldots, n.$$ Since $\int_{\Gamma_i} h d\sigma_i = 0$ for $i = 1, \ldots, n$, we conclude that $\delta_i(0) = 0$ for $i = 1, \ldots, n$. Consequently, we have $V_t = \sum_{i=1}^n \hat{h} W_i$, and the RHS coincides with $h \eta$ on $\partial \Omega$. If $h \neq 0$, we may again make $\varepsilon_0 > 0$ smaller if necessary to guarantee that $\Omega_{\varepsilon} \neq \Omega$ for every $t \in (-\varepsilon_0, \varepsilon_0)$. The claim follows.

\[Q.E.D.\]

3 A variant of Zanger’s domain variation formula and its consequences

In this section we extend Zanger’s formula for the domain dependence of Neumann eigenvalues in the case of the variational eigenvalue $\mu_2$. Note that, in the case where $\mu_2(\Omega)$ is not a simple eigenvalue, $\mu_2$ is usually not a differentiable with respect to regular variations of $\Omega$. Nevertheless, the following one-sided derivative can be calculated.

**Proposition 3.1.** Let $\Omega \in \mathcal{C}^2(\mathcal{M})$, and let $(-\varepsilon_0, \varepsilon_0) \to \mathcal{V}(\mathcal{M})$, $\varepsilon \mapsto V_\varepsilon$ be a $C^1$-curve with $V_0 = 0$ and $V := \partial_\varepsilon \bigg|_{\varepsilon=0} V_\varepsilon$. Then we have

$$\partial_\varepsilon^+ \bigg|_{\varepsilon=0} \mu_2(\Omega_{V_\varepsilon}) = \min_{\partial \Omega} \left\{ \int_{\partial \Omega} \left( |\nabla u|^2 - \mu_2(\Omega) u^2 \right) \langle V, \eta \rangle_g \ d\sigma : u \in L \right\},$$

where $L \subset C^1(\overline{\Omega})$ is the set of all Neumann eigenfunctions $u$ of $-\Delta u$ on $\Omega$ corresponding to the eigenvalue $\mu_2(\Omega)$ with $\int_{\Omega} u^2 \ dx = 1$.

**Proof.** We start with some preliminary considerations. We first simplify the notation defined in the introduction, writing $\Omega_{\varepsilon}$ in place of $\Omega$, and $\tau_\varepsilon$ in place of $\tau$, for $\varepsilon \in (-\varepsilon_0, \varepsilon_0)$.
In the following, we let $g_\varepsilon$ denote the pull back of the metric $g$ under the map $\tau_\varepsilon$. Since $\tau_\varepsilon : (M, g_\varepsilon) \to (M, g)$ is an isometry and $\Omega_\varepsilon = \tau_\varepsilon(\Omega)$, the variational characterization for $\mu_2(\Omega_\varepsilon)$ can be rewritten as

$$
\mu_2(\Omega_\varepsilon) = \inf\left\{ \frac{\int_\Omega |\nabla_{g_\varepsilon} u|^2_{g_\varepsilon} \, dv_{g_\varepsilon}}{\int_\Omega |u - m(u, \varepsilon)|^2 \, dv_{g_\varepsilon}} : u \in H^1(\Omega), u \neq \text{const} \right\},
$$

where

$$
m(u, \varepsilon) = \frac{1}{|\Omega|_{g_\varepsilon}} \int_\Omega u \, dv_{g_\varepsilon} \quad \text{for } u \in H^1(\Omega)
$$

and $dv_{g_\varepsilon}$ denotes the volume element with respect to the metric $g_\varepsilon$. To prove the assertion, we thus need to use the expansions for the metric $g_\varepsilon$ derived in Lemma 2.1. For vector fields $w, z$ defined in $\Omega$, locally written as $w = w^i \partial_i, z = z^j \partial_j$, (4) gives rise to the expansion

$$
\langle w, z \rangle_{g_\varepsilon} = g_{\varepsilon, ij} w^i z^j = \langle w, z \rangle_g + \varepsilon \langle \nabla_{\partial_i} V, \partial_j \rangle w^i z^j + \varepsilon \langle \nabla_{\partial_i} V, \partial_j \rangle w^i z^j + o(\varepsilon),
$$

$$
= \langle w, z \rangle_g + \varepsilon \langle \nabla_{g} V, W \rangle_g + \varepsilon \langle \nabla_{g} V, Z \rangle_g + o(\varepsilon).
$$

(12)

Simply writing, as before, $\nabla f$ in place of $\nabla_g f$ for a smooth function $f : \overline{\Omega} \to \mathbb{R}$ in the following, we also deduce from (5) that

$$
\langle \nabla_{g_\varepsilon} f, \nabla_{g_\varepsilon} h \rangle_{g_\varepsilon} = g_{\varepsilon, ij} \partial_i f \partial_j h
$$

$$
= \langle \nabla_g f, \nabla_g h \rangle_g - \varepsilon \langle \nabla_{g_\varepsilon} V, \nabla f \rangle_g - \varepsilon \langle \nabla_{g_\varepsilon} V, \nabla h \rangle_g + o(\varepsilon)
$$

(13)

for smooth functions $f, h : \overline{\Omega} \to \mathbb{R}$. Moreover, the expansion is uniform when $f, h$ are taken from a bounded set in $C^1(\overline{\Omega})$. In order to establish (10), we now first prove that

$$
\mu_{2}(\Omega_\varepsilon) \leq \frac{\int_\Omega |\nabla_{g_\varepsilon} u|^2_{g_\varepsilon} \, dv_{g_\varepsilon}}{\int_\Omega \langle |u|^2 - \mu_2(\Omega_\varepsilon) u^2 \rangle_{g_\varepsilon} \, dv_{g_\varepsilon}} \quad \text{for } |\varepsilon| \leq \varepsilon_0.
$$

Let $u \in L$. From (11) it follows that

$$
\mu_2(\Omega_\varepsilon) \leq \rho_u(\varepsilon) := \frac{\int_\Omega |\nabla_{g_\varepsilon} u|^2_{g_\varepsilon} \, dv_{g_\varepsilon}}{\int_\Omega |u - m(u, \varepsilon)|^2 \, dv_{g_\varepsilon}} \quad \text{for } |\varepsilon| \leq \varepsilon_0.
$$

Since also $\mu_2(\Omega) = \rho_u(0)$, we have $\partial_\varepsilon^+ \bigg|_{\varepsilon=0} \mu_2(\Omega_\varepsilon) \leq \rho_u'(0)$, so the inequality (14) follows once we have shown that

$$
\rho_u'(0) = \int \langle |\nabla u|^2 - \mu_2(\Omega) u^2 \rangle_{g} \, d\sigma \quad \text{for } u \in L.
$$

(15)

By expansions (6) and (13), we have that

$$
\int_\Omega |\nabla_{g_\varepsilon} u|^2_{g_\varepsilon} \, dv_{g_\varepsilon} = \int_\Omega |\nabla u|^2_{g} \, dx + \varepsilon \int_\Omega \left( |\nabla u|^2 \text{div}_g V - 2 \langle \nabla_{g_\varepsilon} V, \nabla_{g_\varepsilon} u \rangle_g \right) \, dx + o(\varepsilon)
$$

(16)
and therefore, via integration by parts,
\[
\frac{\partial}{\partial \varepsilon} |_{\varepsilon=0} \int_{\Omega} |\nabla u|^2_{g;\varepsilon} \, dv_{g;\varepsilon} = \int_{\partial \Omega} (\nabla u \cdot \nabla V)_{g;\varepsilon} \, d\sigma - 2 \int_{\Omega} \langle \nabla u \nabla V \rangle_g \, dx
\]
\[
= \int_{\partial \Omega} |\nabla u|^2_{(V,\eta)} \, d\sigma - 2 \int_{\Omega} \langle \nabla u \nabla V \rangle_g \, dx.
\]

Since \(\nabla u \cdot \eta = 0\) on \(\partial \Omega\) and \(-\Delta u = \mu_2(\Omega) u\) in \(\Omega\), we also have that

\[
0 = \int_{\partial \Omega} \langle \nabla u, V \rangle_g \, d\sigma - \int_{\Omega} \text{div}(\langle \nabla u, V \rangle_g \nabla u) \, dx
\]
\[
= \int_{\partial \Omega} \left( \langle \nabla \langle \nabla u, V \rangle_g \nabla u \rangle_g + \langle \nabla u, V \rangle_g \Delta u \right) \, dx - \int_{\Omega} \left( \partial_{\nabla u} \langle \nabla u, V \rangle_g - \mu_2(\Omega) u \langle \nabla u, V \rangle_g \right) \, dx
\]
\[
= \int_{\partial \Omega} \left( \langle \nabla \nabla u, V \rangle_g + \langle \nabla u, \nabla \nabla u \rangle_g - \mu_2(\Omega) u \langle \nabla u, V \rangle_g \right) \, dx \quad (17)
\]

and thus

\[
\frac{\partial}{\partial \varepsilon} |_{\varepsilon=0} \int_{\Omega} |\nabla u|^2_{g;\varepsilon} \, dv_{g;\varepsilon} = \int_{\partial \Omega} |\nabla u|^2_{(V,\eta)} \, d\sigma - 2 \mu_2(\Omega) \int_{\Omega} u \langle \nabla u, V \rangle_g \, dx.
\]

Using (6), we also see that

\[
\frac{\partial}{\partial \varepsilon} |_{\varepsilon=0} \int_{\Omega} u^2 \, dv_{g;\varepsilon} = \int_{\partial \Omega} u^2 \, d\sigma - 2 \int_{\Omega} u \langle \nabla u, V \rangle_g \, dx.
\]

Moreover, since \(m(u, 0) = 0\), we have \(\frac{\partial}{\partial \varepsilon} |_{\varepsilon=0} \int_{\Omega} m^2(u, \varepsilon) \, dv_{g;\varepsilon} = 0\) and therefore

\[
\frac{\partial}{\partial \varepsilon} |_{\varepsilon=0} \int_{\Omega} |u - m(u, \varepsilon)|^2 \, dv_{g;\varepsilon} = \int_{\partial \Omega} (u^2 \, d\sigma - |\Omega| \mu_2(\varepsilon) \int_{\Omega} m^2(u, \varepsilon) \, dv_{g;\varepsilon}) = \int_{\partial \Omega} u^2 \langle V, \eta \rangle_g \, d\sigma - 2 \int_{\Omega} u \langle \nabla u, V \rangle_g \, dx
\]

by (6) and integration by parts. Combining the above identities, we find that

\[
\rho_u'(0) = \left( \int_{\Omega} u^2 \, dx \right)^{-2} \left[ \int_{\partial \Omega} |\nabla u|^2_{(V,\eta)} \, d\sigma - 2 \mu_2(\Omega) \int_{\Omega} u \langle \nabla u, V \rangle_g \, dx \right]
\]

\[
- \int_{\partial \Omega} |\nabla u|^2 \left( \int_{\Omega} u^2 \langle V \cdot \eta \rangle_g \, d\sigma - 2 \int_{\Omega} u \langle \nabla u, V \rangle_g \, dx \right)
\]

\[
= \left( \int_{\Omega} u^2 \, dx \right)^{-2} \left[ \int_{\partial \Omega} |\nabla u|^2_{(V,\eta)} \, d\sigma - 2 \mu_2(\Omega) \int_{\Omega} u \langle \nabla u, V \rangle_g \, dx \right]
\]

\[
- \mu_2(\Omega) \left( \int_{\partial \Omega} u^2 \langle V, \eta \rangle_g \, d\sigma - 2 \int_{\Omega} u \langle \nabla u, V \rangle_g \, dx \right) = \int_{\partial \Omega} (|\nabla u|^2 - \mu_2(\Omega) u^2) \langle V, \eta \rangle_g \, d\sigma,
\]
as claimed in (15). We thus conclude that (14) holds. Next, to show the opposite inequality in (10), we argue by contradiction. Hence we suppose that
\[
\liminf_{\varepsilon \to 0^+} \frac{\mu_2(\Omega_{\varepsilon}) - \mu_2(\Omega)}{\varepsilon} < \kappa_\Omega := \min_{\eta \in L} \int_{\partial \Omega} (|\nabla u|^2 - \mu_2(\Omega) u^2) \langle V, \eta \rangle_g d\sigma, \quad (18)
\]
which means there exists a sequence of positive numbers \(\varepsilon_k, k \in \mathbb{N}\) with \(\varepsilon_k \to 0\) and such that
\[
\lim_{k \to \infty} \frac{\mu_2(\Omega_{\varepsilon_k}) - \mu_2(\Omega)}{\varepsilon_k} < \kappa_\Omega. \quad (19)
\]
For the ease of notation, we simply write \(\varepsilon\) in place of \(\varepsilon_k\) in the following. Moreover, we let \(u^\varepsilon\) denote an \(L^2\)-normalized eigenfunction on \(\Omega_{\varepsilon}\) corresponding to the eigenvalue \(\mu_2(\Omega_{\varepsilon})\).
Using again the fact that the map \(\tau_\varepsilon : (M, g_\varepsilon) \to (M, g)\) is an isometry, we find that the functions \(u_\varepsilon \in C^2(\overline{\Omega}), u_\varepsilon := u^\varepsilon \circ \tau_\varepsilon\) satisfy
\[
-\Delta_{g_\varepsilon} u_\varepsilon = \mu_2(\Omega_{\varepsilon}) u_\varepsilon \quad \text{in } \Omega, \quad \partial_{\eta_\varepsilon} u_\varepsilon = 0 \quad \text{on } \partial \Omega.
\]
Here \(\eta_\varepsilon\) denotes the outer normal on \(\partial \Omega\) with respect to the metric \(g_\varepsilon\). By elliptic regularity (using the fact that the coefficients of \(g_\varepsilon\) are locally uniformly Lipschitz), it follows that the sequence \((u_\varepsilon)_\varepsilon\) remains bounded in \(C^{1,\alpha}(\overline{\Omega})\), and thus \(u_\varepsilon \to w\) in \(C^1(\overline{\Omega})\) after passing to a subsequence. Integrating by parts and using the expansions (6) and (13) again, we thus infer that
\[
\mu_2(\Omega_{\varepsilon}) \int_{\Omega} u_\varepsilon w \, dv_{g_\varepsilon} = - \int_{\Omega} (\Delta_{g_\varepsilon} u_\varepsilon) w \, dx = \int_{\Omega} (\nabla_{g_\varepsilon} u_\varepsilon, \nabla_{g_\varepsilon} w)_{g_\varepsilon} \, dv_{g_\varepsilon}
\]
\[
= \int_{\Omega} \nabla u_\varepsilon \cdot \nabla w \, dx + \varepsilon \int_{\Omega} (\nabla u_\varepsilon, \nabla w)_g \, dv_g - (\nabla_{g_\varepsilon} V, \nabla u_\varepsilon)_g - (\nabla u_\varepsilon, \nabla_{g_\varepsilon} V)_g \, dx + o(\varepsilon)
\]
\[
= \mu_2(\Omega) \int_{\Omega} u_\varepsilon w \, dx + \varepsilon \int_{\Omega} (|\nabla w|^2 \, dv_g V - 2(\nabla_{g_\varepsilon} V, \nabla w)_g) \, dx + o(\varepsilon)
\]
\[
= \mu_2(\Omega) \left[ \int_{\Omega} u_\varepsilon w \, dv_{g_\varepsilon} - \varepsilon \int_{\Omega} u_\varepsilon w \, dv_g V \, dx \right] + \varepsilon \int_{\Omega} (|\nabla w|^2 \, dv_g V - 2(\nabla_{g_\varepsilon} V, \nabla w)_g) \, dx + o(\varepsilon)
\]
Using also that
\[
\int_{\Omega} u_\varepsilon w \, dv_{g_\varepsilon} = \int_{\Omega} w^2 \, dx + o(1) = 1 + o(1) \quad \text{and} \quad \int_{\Omega} u_\varepsilon w \, dv_g V \, dx = \int_{\Omega} w^2 \, dv_g V \, dx + o(1)
\]
we conclude that
\[ \mu_2(\Omega_\epsilon) = \mu_2(\Omega) + \epsilon \int_\Omega (|\nabla w|^2 \text{div}_g V - \mu_2(\Omega)w^2 \text{div}_g V - 2\langle \nabla w, \nabla w \rangle_g) dx + o(\epsilon) \]

Integrating by parts, we thus find that
\[ \mu_2(\Omega_\epsilon) - \mu_2(\Omega) \epsilon = \int_\Omega (|\nabla w|^2 \text{div}_g V - \mu_2(\Omega)w^2 \text{div}_g V - 2\langle \nabla w, \nabla w \rangle_g) dx + o(1) \]

where we used (17) with w in place of u. Recalling that this holds for a subsequence of the sequence \((\epsilon_k)_k\) for which we assumed (19), we thus get a contradiction. We conclude that both \(\leq\) and \(\geq\) holds in (10), and thus the proof is finished. \(\square\)

Corollary 3.2. Let \(\Omega\) and L be as in Proposition 3.1. Then we have the following.

(i) If \(\Omega\) is a local minimum with respect to domain variations, then the quantity \(|\nabla u|^2 - \mu_2(\Omega)u^2\) is constant on \(\partial\Omega\) for all \(u \in L\). In particular, \(\Omega\) is a constraint critical point for \(\mu_2\) in strong sense.

(ii) If \(\Omega\) is a local maximum with respect to domain variations, then \(\Omega\) is a constraint critical point for \(\mu_2\) in weak sense.

Proof. (i) If suffices to show that
\[ \int_{\partial \Omega} \left( |\nabla u|^2 - \mu_2(\Omega)u^2 \right) h d\sigma = 0 \]

for every \(u \in L\) and every \(C^1\)-function \(h : \partial\Omega \to \mathbb{R}\) with \(\int_{\partial\Omega} h d\sigma = 0\). Fix such a function \(h\), and consider the corresponding \(C^1\)-curve \((-\epsilon_0, \epsilon_0) \to \gamma^1(\mathcal{M})\), \(t \mapsto V_t\) given by
Lemma 2.2(i). Combining the assumption with Proposition 3.1 and Lemma 2.2(i), we then deduce that
\[
0 \leq \frac{d_1}{dt} \bigg|_{t=0} \mu_2(\Omega_v) = \min \left\{ \int_{\partial \Omega} (|\nabla u|^2 - \mu_2(\Omega)u^2)h d\sigma : u \in L \right\}.
\]
Replacing \( h \) by \(-h\), we then also deduce that
\[
\max \left\{ \int_{\partial \Omega} (|\nabla u|^2 - \mu_2(\Omega)u^2)h d\sigma : u \in L \right\} \leq 0,
\]
and thus (20) follows.

(ii) By the same argument as in the proof of (i), we see that
\[
\min \left\{ \int_{\partial \Omega} (|\nabla u|^2 - \mu_2(\Omega)u^2)h d\sigma : u \in L \right\} \leq 0
\]
for all \( C^1 \)-functions \( h : \partial \Omega \to \mathbb{R} \) with \( \int_{\partial \Omega} hd\sigma = 0 \). By density, this yields,
\[
\min \left\{ \int_{\partial \Omega} (|\nabla u|^2 - \mu_2(\Omega)u^2)h d\sigma : u \in L \right\} \leq 0 \quad \text{for } h \in L^2(\partial \Omega) \text{ with } \int_{\partial \Omega} hd\sigma = 0. \quad (21)
\]
We now consider the set \( K \subset L^2(\partial \Omega) \) given as the convex hull of the set
\[
K_0 := \left\{ \left| \left( \frac{d_1}{dt} \right) \mu_2(\Omega) \right| \bigg|_{\partial \Omega} : u \in L \right\}.
\]
Since \( K_0 \) is a compact set contained in the finite dimensional space \( E_0 \subset L^2(\partial \Omega) \) spanned by
\[
\left( \left| \nabla u_i \right|^2 - \mu_2(\Omega)u_i^2 \right) \bigg|_{\partial \Omega}, \quad \left( \left| \nabla u_i, \nabla u_j \right| - \mu_2(\Omega)u_i u_j \right) \bigg|_{\partial \Omega}, \quad i, j = 1, \ldots, \ell, \quad (22)
\]
where \( u_1, \ldots, u_\ell \) denotes a basis of the eigenspace corresponding to \( \mu_2(\Omega) \), it follows from Carathéodory’s theorem that \( K \) is compact as well. Let \( P \subset L^2(\partial \Omega) \) denote the one-dimensional subspace of constant functions. We claim that
\[
K \cap P \neq \emptyset. \quad (23)
\]
For this we consider the finite dimensional space \( E = E_0 + P \subset L^2(\partial \Omega) \), which is a Hilbert space with the induced scalar product of \( L^2(\partial \Omega) \). Suppose by contradiction that \( K \cap P = \emptyset \). Then there exists a convex relatively open neighborhood \( \tilde{K} \) of \( K \) in \( E \) such that \( \tilde{K} \cap P = \emptyset \). By Mazur’s separation theorem, there thus exists some function \( \tilde{h} \in E \) such that
\[
\int_{\partial \Omega} \tilde{h} w d\sigma = 0 \quad \text{for } w \in P \quad \text{and} \quad \int_{\partial \Omega} \tilde{h} w d\sigma > 0 \quad \text{for } w \in \tilde{K}.
\]
In particular,
\[
\int_{\partial \Omega} \tilde{h} \, d\sigma = 0 \quad \text{and} \quad \int_{\partial \Omega} (|\nabla u|^2 - \mu_2(\Omega) u^2) \tilde{h} \, d\sigma > 0 \quad \text{for all } u \in L,
\]
which contradicts (21) since \( L \) is compact. Hence we conclude that (23) holds. Consequently, there exists \( m \in \mathbb{N}, \lambda_1, \ldots, \lambda_m \geq 0 \) with \( \sum_{k=1}^{m} \lambda_k = 1 \) and \( u_1, \ldots, u_m \in L \) such that
\[
\sum_{k=1}^{m} \lambda_k (|\nabla u_k|^2 - \mu_2(\Omega) u_k^2) = \lambda \quad \text{on } \partial \Omega
\]
with a constant \( \lambda \in \mathbb{R} \). Without loss of generality, we may assume here that \( \lambda_k \neq 0 \) and \( u_k \neq 0 \) for \( k = 1, \ldots, m \). Replacing \( u_k \) by \( \sqrt{\lambda_k} u_k \), we thus obtain that
\[
\sum_{k=1}^{m} (|\nabla u_k|^2 - \mu_2(\Omega) u_k^2) = \lambda \quad \text{on } \partial \Omega, \tag{24}
\]
which means that \( \Omega \) is a constrained critical point for \( \mu_2 \) in weak sense, as claimed. \( \square \)

**Remark 3.3.** The above proof is, to some extend, inspired by similar arguments in [11] and [6]. An inspection of the proof shows that the number \( m \) in (24) can be chosen less than or equal to \( \frac{\ell(\ell+1)}{2} + 1 \), where \( \ell \) is the dimension of the eigenspace \( L \) corresponding to \( \mu_2(\Omega) \). This follows from Carathéodory’s theorem and the fact that the dimension of the space \( E_0 \) spanned by the functions in (22) is less than or equal to \( \frac{\ell(\ell+1)}{2} \). It would be interesting to know whether this bound on \( m \) is optimal.

The following Proposition is the second main step in the proofs of Theorem 1.4(ii),(iii) and Theorem 1.6.

**Proposition 3.4.** Let \( \Omega \in \mathcal{O}^2(\mathcal{M}) \) be such that there exists a nontrivial solution of the overdetermined problem
\[
\begin{cases}
-\Delta_x u = \mu_2(\Omega) u & \text{in } \Omega, \\
\partial_{\eta} u = 0, \quad |\nabla u|^2 - \mu_2(\Omega) u^2 = \lambda & \text{on } \partial \Omega,
\end{cases} \tag{25}
\]
for some constant \( \lambda \in \mathbb{R} \). Then
\[
u^2 \equiv -\frac{\lambda}{\mu_2(\Omega)} > 0 \quad \text{on } \partial \Omega. \tag{26}
\]
In addition, there exists \( \varepsilon > 0 \) such that \( \mu_2(\Omega_\varepsilon) < \mu_2(\Omega) \) for every admissible deformation field \( \mathcal{V} \) for \( \Omega \) which is locally volume preserving in \( U_\varepsilon(\partial \Omega) \) and such that \( \Omega_\varepsilon \neq \Omega \).
Proof. Let \( u \) be a nontrivial solution of \((25)\). To see this, choose \( x_1, x_2 \in \partial \Omega \) such that \( u^2(x_1) = \max_{\partial \Omega} u^2 \) and \( u^2(x_2) = \min_{\partial \Omega} u^2 \), so that \( \nabla u^2(x_1) = 2u(x_1)\nabla u(x_1) = 0 \). By unique continuation, we know that \( u^2(x_1) \neq 0 \), so that \( \nabla u(x_1) = 0 \), yielding \( u^2(x_1) = -\frac{\lambda}{\mu(\Omega)} > 0 \). This latter property and the fact that \( \nabla u^2(x_2) = 2u(x_2)\nabla u(x_2) = 0 \) imply that \( \nabla u(x_2) = 0 \) and thus \( u^2(x_2) = -\frac{\lambda}{\mu(\Omega)} \). This proves \((26)\).

In the following, we put \( \lambda_0 := -\frac{\lambda}{\mu(\Omega)} \) for the constant value of \( u^2 \) on \( \partial \Omega \). Moreover, we let \( \Delta_{\partial \Omega} \) denote the Laplace-Beltrami operator on the \( N-1 \)-dimensional submanifold \( \partial \Omega \) and \( H_{\partial \Omega} \) the mean curvature of \( \partial \Omega \). Since \( \Delta_{\partial \Omega} u \equiv 0 \) and \( \nabla u = 0 \) on \( \partial \Omega \), we find that

\[
\partial_{\eta} u^2 = 2u \partial_{\eta} u = 2u (\Delta u - \Delta_{\partial \Omega} u - H_{\partial \Omega} \partial_{\eta} u) = 2u \Delta u = -2\mu_2(\Omega) u^2 = 2\lambda < 0
\]

on \( \partial \Omega \). Consequently, there exists \( \epsilon > 0 \) such that

\[
u^2 < \lambda_0 \quad \text{in} \quad U_\epsilon(\partial \Omega) \cap \Omega.
\]

Next, we decompose \( \partial \Omega \) into the compact subsets \( \Gamma_\pm := \{ x \in \partial \Omega : u(x) = \pm \sqrt{\lambda_0} \} \). By making \( \epsilon > 0 \) smaller if necessary, we can then achieve that

\[
U_\epsilon(\Gamma_+) \cap U_\epsilon(\Gamma_-) = \emptyset
\]

and

\[
0 < u < \sqrt{\lambda_0} \quad \text{in} \quad U_\epsilon(\Gamma_+) \cap \Omega, \quad -\sqrt{\lambda_0} < u < 0 \quad \text{in} \quad U_\epsilon(\Gamma_-) \cap \Omega.
\]

In the following, we fix an admissible deformation field \( V \in \mathcal{V}(\mathcal{M}) \) for \( \Omega \) which is locally volume preserving in \( U_\epsilon(\partial \Omega) \) and such that \( \Omega_V \neq \Omega \). To complete the proof, we need to show that

\[
\mu_2(\Omega_V) < \mu_2(\Omega).
\]

For this we define the function \( w \in C^1(U_\epsilon(\Omega)) \) by

\[
w(x) = \begin{cases} u(x), & x \in \Omega, \\ + \sqrt{\lambda_0}, & x \in U_\epsilon(\Gamma_+) \setminus \Omega, \\ - \sqrt{\lambda_0}, & x \in U_\epsilon(\Gamma_-) \setminus \Omega. \end{cases}
\]

Since \( \Omega_V \subset U_\epsilon(\Omega) \), we may use \( w \) in the variational characterization of \( \mu_2(\Omega_V) \) to deduce that

\[
\mu_2(\Omega_V) \leq \frac{\int_{\Omega_V} |\nabla w|^2 \, dx}{\int_{\Omega_V} (w - m(w))^2 \, dx} \quad \text{with} \quad m(w) := \frac{1}{|\Omega_V|} \int_{\Omega_V} w \, dx.
\]

Since \( |\Omega_V| = |\Omega| \), we have

\[
\int_{\Omega_V} (w - m(w))^2 \, dx = \int_{\Omega_V} w^2 \, dx - \frac{1}{|\Omega|} \left( \int_{\Omega_V} w \, dx \right)^2 = \int_{\Omega_V} w^2 \, dx - \frac{1}{|\Omega|} \left( \int_{\Omega_V} w \, dx \right)^2.
\]
Moreover, since \(|\Omega_v \setminus \Omega| = |\Omega \setminus \Omega_v|\), we have that
\[
\int_{\Omega_v} w^2 \, dx = \int_{\Omega_v \setminus \Omega} w^2 \, dx + \int_{\Omega} w^2 \, dx - \int_{\Omega \setminus \Omega_v} w^2 \, dx = \lambda_0 |\Omega_v \setminus \Omega| + \int_{\Omega} u^2 \, dx - \int_{\Omega \setminus \Omega_v} u^2 \, dx = \int_{\Omega} u^2 \, dx + \int_{\Omega \setminus \Omega_v} (\lambda_0 - u^2) \, dx.
\] (32)

Furthermore, since
\[
\int_{\Omega} u \, dx = -\frac{1}{\mu_2(\Omega)} \int_{\Omega} \Delta u \, dx = \int_{\partial \Omega} u \, d\sigma = 0,
\]
we find that
\[
\int_{\Omega_v} w \, dx = \int_{\Omega_v \setminus \Omega} w \, dx + \int_{\Omega} w \, dx - \int_{\Omega \setminus \Omega_v} w \, dx = \sum_{i=\pm} \left( \int_{(\Omega_v \setminus \Omega) \cap U_e(\Gamma_i)} w \, dx - \int_{(\Omega \setminus \Omega_v) \cap U_e(\Gamma_i)} w \, dx \right) \nonumber
\]
\[
= \sqrt{\lambda_0 \left(|(\Omega_v \setminus \Omega) \cap U_e(\Gamma_+) \right) - \left| (\Omega \setminus \Omega_v) \cap U_e(\Gamma_-) \right|} \right) \nonumber
- \sum_{i=\pm} \int_{(\Omega \setminus \Omega_v) \cap U_e(\Gamma_i)} u \, dx
\] (33)

Here we used (28) and the fact that \(|(\Omega_v \setminus \Omega) \cap U_e(\Gamma_\pm)| = |(\Omega \setminus \Omega_v) \cap U_e(\Gamma_\pm)|\). Applying the Cauchy Schwarz inequality to the RHS of (34), we deduce that
\[
\left( \int_{\Omega_v} w \, dx \right)^2 \leq \left( \left| (\Omega_v \setminus \Omega) \cap U_e(\Gamma_+) \right| + \left| (\Omega \setminus \Omega_v) \cap U_e(\Gamma_-) \right| \right) \sum_{i=\pm} \int_{(\Omega \setminus \Omega_v) \cap U_e(\Gamma_i)} (\sqrt{\lambda_0} - |u|)^2 \, dx
\]
\[
= |\Omega \setminus \Omega_v| \int_{\Omega \setminus \Omega_v} (\sqrt{\lambda_0} - |u|)^2 \, dx.
\] (35)

Combining (31), (32) and (35), we find that
\[
\int_{\Omega_v} (w - m(w))^2 \, dx \geq \int_{\Omega} u^2 \, dx + \int_{\Omega \setminus \Omega_v} \left[ (\lambda_0 - u^2) - (\sqrt{\lambda_0} - |u|)^2 \right] \, dx
\]
\[
= \int_{\Omega} u^2 \, dx + 2 \int_{\Omega \setminus \Omega_v} |u| (\sqrt{\lambda_0} - |u|) \, dx > \int_{\Omega} u^2 \, dx,
\] (36)
where the last inequality follows from (27) and the fact that $|\Omega \setminus \Omega_v| > 0$ by assumption. Since $w$ is constant on $\Omega_v \setminus \Omega$, we also have that

$$\int_{\Omega_v} |\nabla w|^2 \, dx = \int_{\Omega_v} |\nabla w|^2 \, dx + \int_{\Omega} |\nabla w|^2 \, dx - \int_{\Omega_{\Omega_v}} |\nabla w|^2 \, dx$$

$$= \int_{\Omega} |\nabla u|^2 \, dx - \int_{\Omega_{\Omega_v}} |\nabla u|^2 \, dx \leq \int_{\Omega} |\nabla u|^2 \, dx.$$

(37)

Combining (30), (36) and (37), we finally conclude that

$$\mu_2(\Omega_v) < \frac{\int_{\Omega} |\nabla u|^2 \, dx}{\int_{\Omega_v} u^2 \, dx} = \mu_2(\Omega).$$

We thus have (29), as required.

**Corollary 3.5.** Under the assumptions of Proposition 3.4, $\Omega$ is not a constrained local minimum for $\mu_2$ unless $\Omega = \mathcal{M}$. Moreover, it is a strict local maximum if $\partial \Omega$ is connected.

**Proof.** Let $\varepsilon > 0$ be given by Proposition 3.4. If $\Omega \neq \mathcal{M}$, then by Lemma 2.2(ii) there exists an admissible deformation field $V \in \mathcal{V}(\mathcal{M})$ for $\Omega$ which satisfies $\|V\|_{C^1} < \varepsilon$, is locally volume preserving in $U_\varepsilon(\partial \Omega)$ and such that $\Omega_V \neq \Omega$. Moreover, Proposition 3.4 yields that $\mu_2(\Omega_v) < \mu_2(\Omega)$ in this case. Hence $\Omega$ is not a constrained local minimum for $\mu_2$.

Moreover, if $\partial \Omega$ is connected, then there exists $\varepsilon_1 = \varepsilon_1(\varepsilon) > 0$ such that every admissible deformation field $V \in \mathcal{V}(\mathcal{M})$ for $\Omega$ with $\|V\|_{C^1} < \varepsilon_1$ is also locally volume preserving in $U_\varepsilon(\partial \Omega)$, and thus Proposition 3.4 yields that $\mu_2(\Omega_v) < \mu_2(\Omega)$ if $\Omega_v \neq \Omega$. This ends the proof.

**Proof of Theorem 1.4 (completed).** Part (i) is already contained in Corollary 3.2(ii), and Parts (ii) and (iii) follows directly from Proposition 3.4.

**Proof of Theorem 1.6 (completed).** The result is already contained in Proposition 3.4.

### 4 The case of cylindrical manifolds

In this section, we restrict our attention to the case $\mathcal{M}$ is a cylindrical manifold of the form $\mathcal{M} := \mathbb{R}^k \times \mathcal{N}$, where $(\mathcal{N}, g_N)$ is a closed connected manifold and $\mathcal{M}$ is endowed with the product metric $g = g_{euc} \otimes g_N$.

In the following, we let $B^k \subset \mathbb{R}^k$ denote the unit ball. As noted already in the introduction, $\mu_2(B^k)$ is of multiplicity $N$ with corresponding eigenfunctions $x \mapsto \varphi(|x|) \frac{x_i}{|x|}$, $i = 1, \ldots, k$.
where \( \varphi \) is the unique solution of the boundary value problem

\[
\varphi'' + \frac{k-1}{t} \varphi' + \left( \mu_2(B) - \frac{k-1}{t^2} \right) \varphi = 0, \quad t \in (0, 1), \quad \varphi(0) = \varphi'(1) = 0.
\]

The function \( \varphi \) and the eigenvalue \( \mu_2(B) \) can be characterized via \( J_{k/2}(t) \), the Bessel function of the first kind of order \( k/2 \), see e.g. [10]. Indeed, \( \sqrt{\mu_2(B)} \) is the first positive zero of the derivative of \( t \mapsto t^{(2-k)/2} J_{k/2}(t) \), and \( \varphi \) is a scalar multiple of the function

\[
t \mapsto g(t) = t^{(2-k)/2} J_{k/2}(\sqrt{\mu_2(B)} t).
\]

(38)

As a consequence of these facts, the cylindrical domain

\[
\Omega_r := \{(t, x) \in \mathcal{M} : |t| \leq r, x \in \mathcal{N}\} \subset \mathcal{M}, \quad r > 0
\]

(39)

admits the Neumann eigenvalue \( \mu^r := \frac{\mu_2(B^r)}{r^2} \) with eigenfunctions

\[
u_i : \Omega_r \to \mathbb{R}, \quad \nu_i(t, x) := \varphi\left(\frac{|t|}{r}\right) t_i |t|^i, \quad i = 1, \ldots, k.
\]

(40)

In particular, for \( k = 1 \) we have \( \mu_2(B^1) = \frac{\pi^2}{4} \), and there is only one function of the type (40), up to a constant factor, given by

\[
u_r : \mathcal{M} \to \mathbb{R}, \quad \nu_r(t, x) = \sin\left(\frac{\pi}{2r} t\right).
\]

(41)

The following observation is the first step in the proof of Theorem 1.7, and it is closely related to Weinberger’s euclidean isoperimetric inequality for \( \mu_2 \) in [13].

**Proposition 4.1.** Let \( r > 0 \). If \( \Omega \in C^1(\mathcal{M}) \) satisfies \( |\Omega| = |\Omega_r| \), then \( \mu_2(\Omega) \leq \mu^r \) with equality if and only if \( \Omega = \Omega_r \) up to translation in \( t \)-direction.

**Proof.** The proof is modeled on Weinberger’s argument in [13]. Consider the function \( G : [0, \infty) \to \mathbb{R} \) defined by \( G(\tau) = \varphi\left(\frac{\tau}{r}\right) \) for \( \tau \leq r \) and \( G(\tau) = \varphi(1) \) for \( \tau \geq r \). Moreover, consider the continuous vector field

\[
V : \mathbb{R}^k \to \mathbb{R}^k, \quad V(y) = \int_{\Omega} G(|t-y|) \frac{t-y}{|t-y|} d(t, x).
\]

Since \( \Omega \) is bounded, we have \( \frac{V(y)}{|V(y)|} = -\frac{y}{|y|} + o(1) \) as \( |y| \to \infty \). Hence Brower’s fixed point implies that \( V \) has a zero, and without loss we may, by translation \( \Omega \) in the \( t \)-variables if necessary, assume that \( V(0) = 0 \). Consequently, the restrictions of each of the functions

\[
v_i : \mathcal{M} \to \mathbb{R}, \quad v_i(t, x) = G(|t|) \frac{t_i}{|t|},
\]

are eigenfunctions of \( \mu^r \) with eigenvalue \( \mu^r \) and eigenvalue \( \mu_2(\Omega) \) with eigenfunction \( \varphi \).
yields that
\[
\mu_2(\Omega) \int_{\Omega} G^2(|r|) d(t,x) = \sum_{i=1}^{k} \mu_2(\Omega) \int_{\Omega} v_i^2 d(t,x)
\]
\[
\leq \sum_{i=1}^{k} \int_{\Omega} |\nabla v_i|^2 d(t,x) = \int_{\Omega} H(|r|) d(t,x)
\]
(42)

with \( H : (0, \infty) \to \mathbb{R} \) given by \( H(\tau) = |G'(\tau)|^2 + \frac{G^2(\tau)}{\tau^2} \). As noted in [13], \( G \) and \( H \) are nonnegative functions such that \( G \) is increasing and \( H \) is strictly decreasing. Consequently, since \( |\Omega| = |\Omega_r| \), we have that
\[
\int_{\Omega} G^2(|r|) d(t,x) = \int_{\Omega_r} G^2(|r|) d(t,x) + \int_{\Omega \setminus \Omega_r} G^2(|r|) d(t,x) - \int_{\Omega_r} G^2(|r|) d(t,x)
\]
\[
\geq \int_{\Omega_r} G^2(|r|) d(t,x) + G(1) \left( |\Omega \setminus \Omega_r| - |\Omega_r \setminus \Omega| \right) \geq \int_{\Omega_r} G^2(|r|) d(t,x),
\]
and, similarly,
\[
\int_{\Omega} H(|r|) d(t,x) \leq \int_{\Omega_r} H(|r|) d(t,x).
\]
(43)

Moreover, equality holds in (43) if and only if \( |\Omega \setminus \Omega_r| = |\Omega \setminus \Omega_r| = 0 \), i.e. if \( \Omega = \Omega_r \). Consequently, we have that
\[
\mu_2(\Omega) \leq \frac{\int_{\Omega} G^2(|r|) d(t,x)}{\int_{\Omega_r} H(|r|) d(t,x)}
\]
(44)

with equality if and only if \( \Omega = \Omega_r \). Since equality holds in (42) when \( \Omega \) is replaced by \( \Omega_r \) and \( \mu_2(\Omega) \) by \( \mu' \), the right hand side of (44) equals \( \mu' \). Thus the proof is finished. \( \square \)

We may now finish the

**Proof of Theorem 1.7.** Let \( r > 0 \). By separation of variables, only two cases may occur:

**Case 1:** \( \mu_2(\Omega_r) = \mu_2(\mathcal{N}) \), and at least one associated eigenfunction on \( \Omega_r \) is of the form \((t,x) \mapsto w(x)\), where \( w \in C^2(\mathcal{N}) \) is an eigenfunction corresponding to \( \mu_2(\mathcal{N}) \).

**Case 2:** \( \mu_2(\Omega_r) = \mu' \), and the functions given in (41) are contained in the associated eigenspace.

Clearly, Case 2 occurs if and only if \( \mu' = \frac{\mu_2|\mathcal{N}|^2}{2r^2} \leq \mu_2(\mathcal{N}) \), which holds if and only if \( |\Omega_r| = \omega_0 |\mathcal{N}| r^k \) is larger than or equal to the critical volume given in Theorem 1.7. Thus, if \( v \geq v_c \) is fixed and \( r = \left( \frac{v}{\omega_0 |\mathcal{N}|} \right)^{\frac{1}{k}} \), then Proposition 4.1 yields that
\[
\mu_2(\Omega) \leq \mu' = \mu_2(\Omega_r) \quad \text{for every domain } \Omega \in \mathcal{G}^1(\mathcal{N}) \text{ with } |\Omega| = v.
\]

Moreover, equality holds if and only if \( \Omega = \Omega_r \) up to translation in the \( t \)-variable. \( \square \)
We now turn to the overdetermined boundary value problem

\[
\begin{aligned}
-\Delta g u &= \mu_2(\Omega) u \quad &\text{in } \Omega, \\
\partial_t u &= 0, \quad |\nabla u|^2 - \mu_2(\Omega) u^2 = \lambda \quad &\text{on } \partial \Omega.
\end{aligned}
\] (45)

The remainder of this section will be devoted to the proof of Theorem 1.8, which we restate here for the reader’s convenience.

**Theorem 4.2.** Let \( \Omega \in \mathcal{O}^2(\mathcal{M}) \) be a domain such that the overdetermined problem (45) admits a solution for some constant \( \lambda \in \mathbb{R} \). Then \( k = 1 \) and \( \Omega = \Omega_r \) for some \( r \geq \left( \frac{\mu_1(\Omega)}{\mu_2(\Omega)} \right)^{\frac{1}{2}} \) up to translation in the \( t \)-variable.

**Proof.** Let \( u \) be a nontrivial solution of (45). By Theorem 4.2 we have that \( \lambda < 0 \) and \( u^2 \equiv \lambda_0 := -\frac{\lambda}{\mu_2(\Omega)} \) on \( \partial \Omega \). So \( u \) is locally constant and nonzero on \( \partial \Omega \). Next we consider some unit vector \( \sigma \in \mathbb{R}^k \) and the directional derivative

\[
u = \frac{\partial (\sigma, 0) u}{\nabla u} : \mathbb{R}^k \to \mathbb{R}, \quad u_{\sigma}(t, x) = \lim_{\epsilon \to 0} \frac{u(t + \epsilon \sigma, x) - u(t, x)}{\epsilon}.
\]

We claim that

for every unit vector \( \sigma \in \mathbb{R}^k \) we have \( u_{\sigma} > 0 \) in \( \Omega \) or \( u_{\sigma} < 0 \) in \( \Omega \). (46)

Indeed, differentiating the first equation in (45) and recalling that \( \nabla u \equiv 0 \) on \( \partial \Omega \), we see that \( u_{\sigma} \) solves

\[
\begin{aligned}
-\Delta g u_{\sigma} &= \mu_2(\Omega) u_{\sigma} \quad &\text{in } \Omega, \\
u_{\sigma} &= 0 \quad &\text{on } \partial \Omega.
\end{aligned}
\] (47)

If we now suppose by contradiction that \( u_{\sigma} \) changes sign, then the second Dirichlet eigenvalue \( \lambda_2(\Omega) \) of \( -\Delta g \) on \( \Omega \) is less than or equal to \( \mu_2(\Omega) \). On the other hand, the variational characterization (2) gives rise to the inequality \( \mu_2(\Omega) \leq \lambda_2(\Omega) \), and so equality holds. But then a nontrivial linear combination of the positive and negative part of \( u_{\sigma} \) is a corresponding Neumann eigenfunction which thus solves the equation \( -\Delta v = \mu_2(\Omega) v \) in \( \Omega \) together with homogeneous Dirichlet and Neumann boundary conditions on \( \partial \Omega \). This is impossible by unique continuation. Hence \( u_{\sigma} \) does not change sign.

Next we suppose by contradiction that \( u_{\sigma} \equiv 0 \). Let then \( (t, x) \in \Omega \), and let \( \mathcal{C} \) be the connected component of the set \( \{(t + \tau \sigma, x) : \tau \in \mathbb{R}\} \cap \Omega \) which contains \( (t, x) \). Then \( u \) is constant on \( \mathcal{C} \). Since \( \mathcal{C} \cap \partial \Omega \neq \emptyset \), we thus conclude that \( u(t, x) = \sqrt{\lambda_0} \) or \( u(t, x) = -\sqrt{\lambda_0} \).

Since this holds for every point \( (t, x) \in \Omega \), the connectedness of \( \Omega \) implies that \( u \equiv \sqrt{\lambda_0} \) in \( \Omega \) or \( u \equiv -\sqrt{\lambda_0} \) in \( \Omega \), which contradicts the first equation in (45). Consequently we have \( u_{\sigma} \neq 0 \). Now (47) and the strong maximum principle imply that \( u_{\sigma} > 0 \) in \( \Omega \) or \( u_{\sigma} < 0 \) in
As claimed in (46).

Next we observe that (46) is impossible if \( k \geq 2 \), since then every unit vector \( \sigma \in \mathbb{R}^k \) can be connected with \(-\sigma\) by a continuous curve of unit vectors, whereas \( u_{-\sigma} = -u_\sigma \).

So we conclude that \( k = 1 \), and we write \( u_t \) in place of \( u_\sigma \) for \( \sigma = 1 \). Replacing \( u \) by \(-u\) if necessary, we may assume by (46) that \( u_t > 0 \) in \( \Omega \). For \( x \in \mathcal{N} \) we now define \( S_x := \{ t \in \mathbb{R} : (t,x) \in \Omega \} \subset \mathbb{R} \), and we consider a nonempty connected component \( S \subset S_x \).

Then the function \( t \mapsto u(t,x) \) is strictly increasing in \( S \). Moreover, if \( t_1 = \inf S \) and \( t_2 = \sup S \), then \( (t_1, x), (t_2, x) \in \partial \Omega \) and \( u(t_1, x) < u(t_2, x) \), which implies that \( u(t_1, x) = -\sqrt{\lambda_0} \) and \( u(t_2, x) = \sqrt{\lambda_0} \).

We thus have the following property:

\[
\text{If } x \in \mathcal{N} \text{ and } S \text{ is a nonempty connected component of } S_x, \text{ then } t \mapsto u(t,x) \text{ is an increasing homeomorphism from } S \text{ to } (-\sqrt{\lambda_0}, \sqrt{\lambda_0}).
\]

(48)

Next we claim the following:

For every \( x \in \mathcal{N} \) there exists precisely one \( \tau = \tau(x) \in \mathbb{R} \) with \( (\tau(x), x) \in \Omega \) and \( u(\tau(x), x) = 0 \).

(49)

Indeed, let \( \mathcal{N}_0 \subset \mathcal{N} \) denote the set of all \( x \in \mathcal{N} \) such that \( (t, x) \in \Omega \) and \( u(t, x) = 0 \) for some \( t \in \mathbb{R} \). Then \( \mathcal{N}_0 \) is open and nonempty, since \( \Omega \) is open and, by (48), for every \( (t, x) \in \Omega \) there exists \( \bar{t} \in \mathbb{R} \) such that \( (\bar{t}, x) \in \Omega \) and \( u(\bar{t}, x) = 0 \). Moreover, \( \mathcal{N}_0 \) is closed in \( \mathcal{N} \). Indeed, let \( (x_n)_n \) be a sequence in \( \mathcal{N}_0 \) with \( x_n \to x \in \mathcal{N} \) as \( n \to \infty \), and let \( t_n \in \mathbb{R} \), \( n \in \mathbb{N} \) be such that \( (t_n, x_n) \in \Omega \) and \( u(t_n, x_n) = 0 \). Since \( \Omega \) is bounded, we may pass to a subsequence such that \( t_n \to t \) as \( n \to \infty \). We then have \( (t, x) \in \overline{\Omega} \) and \( u(t, x) = 0 \). Hence \( (t, x) \notin \partial \Omega \) since \( u^2 \equiv \lambda_0 > 0 \) on \( \partial \Omega \). Consequently, \( (t, x) \in \Omega \) and therefore \( x \in \mathcal{N}_0 \). In sum, it follows that \( \mathcal{N}_0 = \mathcal{N} \) since \( \mathcal{N} \) is connected, and thus for every \( x \in \mathcal{N} \) there exists at least one \( t \in \mathbb{R} \) with \( (t, x) \in \Omega \) and \( u(t, x) = 0 \). Combining this with the fact that \( u \) does not vanish on \( \partial \Omega \), we see that the functions

\[
t_\pm : \mathcal{N} \to \mathbb{R}, \quad \begin{cases} t_-(x) := \min \{ t \in \mathbb{R} : (t, x) \in \Omega \text{ and } u(t, x) = 0 \} \\ t_+(x) := \max \{ t \in \mathbb{R} : (t, x) \in \Omega \text{ and } u(t, x) = 0 \} \end{cases}
\]

are well defined, and that \( (t_\pm(x), x) \in \Omega \) for every \( x \in \mathcal{N} \). Moreover, since \( u_t > 0 \) in \( \Omega \), it follows from the implicit function theorem that these functions are continuous. As a consequence, the open sets

\[
\Omega_- := \{(t, x) \in \Omega : t < t_-(x) \}, \quad \Omega_+ := \{(t, x) \in \Omega : t > t_+(x) \}
\]

and \( \Omega_0 := \{(t, x) \in \Omega : t_-(x) < t < t_+(x) \} \) are disjoint, and \( \Omega_\pm \neq \emptyset \) since \( (t_\pm(x), x) \in \Omega \) for every \( x \in \mathcal{N} \). Since \( u \) has precisely two nodal domains by the Courant nodal domain
theorem, it follows that \( \Omega_0 = \emptyset \) and therefore \( t_-(x) = t_+(x) \) for all \( x \in \mathcal{M} \). Thus (49) is true, and the function \( \mathcal{M} \to \mathbb{R}, x \mapsto \tau(x) \) is continuous. Moreover, as a consequence of (48) we have, for \( (t,x) \in \Omega \),
\[
 u(t,x) < 0 \text{ iff } t < \tau(x) \quad \text{ and } \quad u(t,x) > 0 \text{ iff } t > \tau(x).
\] (50)

Next we consider the disjoint sets
\[
\mathcal{M}_+ = \{(t,x) \in \mathcal{M} \setminus \Omega : t > \tau(x)\} \quad \text{and} \quad \mathcal{M}_- = \{(t,x) \in \mathcal{M} \setminus \Omega : t < \tau(x)\},
\]
and we set \( \Gamma_\pm := \partial \mathcal{M}_\pm \). It then follows that \( \mathcal{M} \setminus \Omega = \mathcal{M}_+ \cup \mathcal{M}_- \) and \( \partial \Omega = \Gamma_+ \cup \Gamma_- \), whereas \( u \equiv \sqrt{\lambda_0} \) on \( \Gamma_+ \) and \( u \equiv -\sqrt{\lambda_0} \) on \( \Gamma_- \) by (50). Since \( |\nabla u| = 0 \) on \( \partial \Omega \), we may therefore extend \( u \) to a \( C^1 \)-function on \( \mathcal{M} \) by setting \( u \equiv \sqrt{\lambda_0} \) on \( \mathcal{M}_+ \) and \( u \equiv -\sqrt{\lambda_0} \) on \( \mathcal{M}_- \). Next, we fix \( r > 0 \) such that \( \mu_2(\Omega) = \frac{\pi^2}{4r^2} \), and we consider the functions
\[
v_s : \mathcal{M} \to \mathbb{R}, \quad u_s(t,x) = \begin{cases} -\sqrt{\lambda_0} & t \leq -r-s, \\
\sqrt{\lambda_0} \sin\left(\frac{\pi}{2r}(t+s)\right) & -r-s < t < r-s, \\
\sqrt{\lambda_0} & t \geq r-s. \end{cases}
\]
for \( s \in \mathbb{R} \). Moreover, we set
\[
s_+ := \min\{t : (t,x) \in \Gamma_+\} \quad \text{and} \quad s_- := \min\{t : (t,x) \in \Gamma_-\} = \inf\{t : (t,x) \in \Omega\}.
\]
If \( s > 0 \) is chosen sufficiently large, we have \( v_s \equiv \sqrt{\lambda_0} \) on \( \Omega \cup \mathcal{M}_+ \). Hence we may consider
\[
s_0 := \inf\{s \geq r-s_+ : v_s \geq u \text{ on } \mathcal{M}\}.
\]
Writing \( \bar{v} \) instead of \( v_{s_0} \), we see that \( \bar{v} \geq u \) on \( \mathcal{M} \) by continuity. Since \( \bar{v}(t,\cdot) \equiv -\sqrt{\lambda_0} \) for \( t \leq -r-s_0 \) and \( u \equiv -\sqrt{\lambda_0} \) in \( \Omega \), we infer that
\[
s_- \geq -r-s_0.
\] (51)

Moreover, setting \( \bar{\Omega} := \{(t,x) \in \mathcal{M} : -r-s_0 < t < r-s_0\} \), we have that
\[
-\Delta_g(\bar{v} - u) = \mu_2(\Omega)(\bar{v} - u) \quad \text{in } \bar{\Omega} \cap \Omega.
\] (52)

We distinguish the following cases.

**Case 1:** There is a point \( (t_0,x_0) \in \Omega \) such that \( u(t_0,x_0) = \bar{v}(t_0,x_0) \). In this case, we have \( \bar{v}(t_0,x_0) = u(t_0,x_0) \in (-\sqrt{\lambda_0}, \sqrt{\lambda_0}) \), so that \( (t_0,x_0) \in \bar{\Omega} \). By (52) and the strong maximum principle, we then conclude that \( \bar{v} \equiv u \) in the connected component \( \mathcal{Z} \) of \( \bar{\Omega} \cap \Omega \) containing \( (t_0,x_0) \). Since \( \partial \mathcal{Z} \subset \partial \bar{\Omega} \cup \partial \Omega \), we infer that \( \bar{v}^2 = u^2 = \lambda_0 \) on \( \partial \mathcal{Z} \) by continuity. We
claim that $\Omega \subset \mathcal{Z}$. Indeed, let $(t,x) \in \Omega$, and let $\gamma$ be a curve joining $(t,x)$ and $(t,x_0)$ within $\Omega$. Then $u^2 < \lambda_0$ along $\gamma$, and therefore $\gamma$ does not intersect $\partial \mathcal{Z}$. Hence $(t,x) \in \mathcal{Z}$.

We conclude that $\Omega \subset \mathcal{Z}$. Using that $\tilde{v}^2 < \lambda_0$ in $\tilde{\Omega}$, we similarly conclude that $\tilde{\Omega} \subset \mathcal{Z}$. Consequently we have $\tilde{\Omega} \cup \Omega \subset \mathcal{Z} \subset \tilde{\Omega} \cap \Omega$ and hence $\tilde{\Omega} = \Omega$, which means that $\Omega = \Omega_r$ and $\tilde{v} = u$ in $\Omega_r$ after translation in the $t$-variable.

**Case 2:** $\tilde{v} > u$ in $\Omega$ and $s_0 = r - s_+$. In this case there exists $x_+ \in \mathcal{N}$ such that $(s_+,x_+) \in \Gamma_+ \cap \partial \tilde{\Omega}$. Moreover, the outer normal of $\Omega$ at $(s_+,x_+)$ and the outer normal of $\tilde{\Omega}$ at $(s_+,x_+)$ are both given by $N = (1,0) \in \mathbb{R} \times T_{s_+} \mathcal{N}$. Consequently, by (52) and since $u < \tilde{v}$ in $\Omega$ and $u(s_+,x_+) = \lambda_0 = \tilde{v}(s_+,x_+)$, the Hopf boundary lemma implies that $\partial (\tilde{v} - u)(s_+,x_+) < 0$. This however is impossible since $\nabla u(s_+,x_+) = \nabla \tilde{v}(s_+,x_+) = 0$.

**Case 3:** $\tilde{v} > u$ in $\Omega$ and $s_0 > r - s_+$. In this case we claim that

$$s_- = -r - s_0.$$  

(53)

Indeed, if – recalling (51) – we suppose by contradiction that $s_- > -r - s_0$, then $\tilde{v} > u$ in $\Omega \cup \Gamma_-$, and this easily already implies that $v_{s_0 - \epsilon} \geq u$ on $\mathcal{M}$ for $\epsilon > 0$ sufficiently small, contradicting the definition of $s_0$. Hence (53) is true. Arguing similarly as in Case 2, we now consider $x_+ \in \mathcal{N}$ such that $(s_-,x_-) \in \Gamma_- \cap \partial \tilde{\Omega}$. In this case, the outer normal of $\Omega$ at $(s_-,x_-)$ and the outer normal of $\tilde{\Omega}$ at $(s_-,x_-)$ are both given by $N = (-1,0) \in \mathbb{R} \times T_{s_-} \mathcal{N}$. Noting that $u(s_-,x_-) = -\sqrt{\lambda_0} = \tilde{v}(s_-,x_-)$, we arrive at a contradiction via the Hopf boundary lemma as in Case 2.

Hence Case 1 must occur, and in this case we already concluded that $\Omega = \Omega_r$ and $\tilde{v} = u$ in $\Omega_r$ after translation in the $t$-variable. From the definition of $\tilde{v}$ we then deduce that $\mu_2(\Omega) = \mu_r$, which, by the separation of variables argument given in the proof of Theorem 1.7, implies that $\mu_r \leq \mu_2(\mathcal{N})$ and therefore $r \geq \left( \frac{\mu(\mathcal{B}^1)}{\mu_r} \right)^{\frac{1}{2}}$. The proof is thus finished.
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