Stochastic inviscid Leray-α model with transport noise: convergence rates and CLT
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Abstract

We consider the stochastic inviscid Leray-α model on the torus driven by transport noise. Under a suitable scaling of the noise, we prove that the weak solutions converge, in some negative Sobolev spaces, to the unique solution of the deterministic viscous Leray-α model. This implies that transport noise regularizes the inviscid Leray-α model so that it enjoys approximate weak uniqueness. Interpreting such limit result as a law of large numbers, we study the underlying central limit theorem and provide an explicit convergence rate.
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1 Introduction

We consider the inviscid Leray-α model (or the α-approximation of Euler equations) on the torus $\mathbb{T}^d = \mathbb{R}^d / \mathbb{Z}^d$ ($d = 2, 3$), perturbed by multiplicative transport noise:

\[
\begin{aligned}
du + v \cdot \nabla u \, dt + d\nabla P &= \nabla u \circ dW, \\
u &= v + \alpha^{2\gamma_0} (-\Delta)^{\gamma_0} v, \\
\nabla \cdot u &= \nabla \cdot v = 0.
\end{aligned}
\]

Here $u$ stands for the fluid velocity, and $P$ is the turbulent pressure whose precise form will be discussed in Section below; $\Delta$ is the Laplacian operator on $\mathbb{T}^d$, $\alpha > 0$ is a given length-scale, and $\gamma_0 > 0$ is the regularizing parameter; $\circ d$ means the Stratonovich stochastic differential and $W = W(t, x)$ is a space-time noise defined on some probability space $(\Omega, \mathcal{F}, \mathbb{P})$, white in time, colored and divergence free in space, modelling transport-type perturbations of fluid small scales on larger ones. When $\alpha = 0$, the above system reduces to the stochastic Euler equations with transport noise. It is easy to know that, for any $\gamma_0 > 0$, system \eqref{eq:1.1} admits weak solutions $\{u_t\}_{t \in [0, T]}$ for all initial data $u_0 \in H_\sigma$, the latter being the subspace of divergence free vector fields in $L^2(\mathbb{T}^d, \mathbb{R}^d)$ with zero mean; moreover, $\mathbb{P}$-a.s. $\|u_t\|_{L^2} \leq \|u_0\|_{L^2}$ for all $t \in [0, T]$. For fixed $\gamma_0 > \frac{d-2}{4}$ and suitably chosen noises $W = W^N(t, x)$, $N \geq 1$, we will prove that weak
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solutions \( u^N \) of (1.1) are close to the unique weak solution of the deterministic viscous Leray-\( \alpha \) type model

\[
\begin{aligned}
\partial_t \tilde{u} + \tilde{v} \cdot \nabla \tilde{u} + \nabla \tilde{P} &= \kappa \Delta \tilde{u}, \\
\tilde{u} &= \tilde{v} + \alpha^{2\gamma_0} (-\Delta)^{\gamma_0} \tilde{v}, \\
\nabla \cdot \tilde{u} &= \nabla \cdot \tilde{v} = 0,
\end{aligned}
\]  

(1.2)

where \( \kappa > 0 \) comes from the intensity of noise; we will provide explicit estimate on the distance \( \| u^N - \tilde{u} \|_{C^0_t H^\alpha_x} \) for appropriate \( \alpha > 0 \), in terms of the parameters of noise \( W^N(t, x) \). Moreover, interpreting the convergence of \( u^N \) to the deterministic limit \( \tilde{u} \) as a law of large numbers, we shall establish a corresponding central limit theorem for the Gaussian type fluctuation \( U^N = (u^N - \tilde{u})/\sqrt{\epsilon_N} \) with suitable \( \epsilon_N \to 0 \), identifying the equation fulfilled by the limit \( U \) and studying the strong convergence rate of \( U^N \) to \( U \). Before proceeding to more detailed statements of our main results, we briefly recall some previous works in the literature.

We start from the deterministic setting. To show the existence of solutions to the classical Navier-Stokes equations, i.e. \( \gamma_0 = 0 \) in (1.2), Leray considered in the seminal work \([36]\) the following approximating equations:

\[
\begin{aligned}
\partial_t u + v^\alpha \cdot \nabla u + \nabla P &= \kappa \Delta u, \\
v^\alpha &= \phi_\alpha \ast u, \\
\nabla \cdot u &= 0,
\end{aligned}
\]

where \( \phi_\alpha \) are smoothing kernels. Inspired by the Lagrangian averaged Navier-Stokes-\( \alpha \) (LANS-\( \alpha \)) model of turbulence (also known as the viscous Camassa-Holm equations, see e.g. \([11, 27]\)), Cheskidov et al. \([12]\) adopted the smoothing operator associated with the Green function of the Helmholtz operator:

\[ v^\alpha = (1 - \alpha^2 \Delta)^{-1} u, \]

and they called the new system as the Leray-\( \alpha \) model; here, \( \alpha \) is considered as a given length scale. It turns out that, for a wide range of Reynolds numbers, this model compares successfully with empirical data from turbulent channel and pipe flows. In the subsequent paper \([42]\), Olson and Titi considered a family of equations which interpolates between the Navier-Stokes equations and the LANS-\( \alpha \) model:

\[
\begin{aligned}
\partial_t u - v^\alpha \times (\nabla \times u) + \nabla P &= -\nu (-\Delta)^{\gamma_1} u + f, \\
v^\alpha &= (1 + (-\alpha^2 \Delta)^{\gamma_0})^{-1} u, \\
\nabla \cdot u &= \nabla \cdot v^\alpha = 0.
\end{aligned}
\]

Note that if \( \gamma_1 = 1 \) and \( \gamma_0 = 0 \), then the above system reduces to the Navier-Stokes equations, while if \( \gamma_1 = \gamma_0 = 1 \), it is the LANS-\( \alpha \) model. They proved that if \( \nu > 0 \) and \( 2\gamma_0 + 4\gamma_1 \geq 5 \), or if \( \nu = 0 \) and \( 2\gamma_0 \geq 5 \), then the above system admits unique global smooth solutions depending continuously on the initial data. We refer to the introductions of \([12, 42]\) for more discussions on the background and related models for turbulence, and \([33, 46, 8, 4]\) for studies on more general models. In particular, a special case of \([31] \) Theorem 1.2 shows that if \( \gamma_0 \geq (d - 2)/4 \), then (1.2) admits a global smooth solution for every smooth initial condition.

There have also been numerous studies of Leray-\( \alpha \) type models in the stochastic setting. An early work by Deugoue and Sango \([15]\) established the existence of probabilistic weak solutions to the stochastic 3D Navier-Stokes-\( \alpha \) model and discussed also the uniqueness. Chueshov and Millet \([13]\) studied an abstract stochastic evolution equation of the form

\[ du + (Au + B(u, u) + R(u)) \, dt = \sqrt{\sigma} \sigma(t, u) \, dW_t \]
in a Hilbert space; the conditions on the linear operator $A$, the bilinear mapping $B$ and the operator $R$ cover many 2D fluid dynamical models, as well as the 3D Leray-$\alpha$ model and some shell models of turbulence. We refer to [5, 16] for results on the well-posedness, irreducibility and exponential mixing of stochastic 3D Leray-$\alpha$ model driven by pure jump noise, to [6] for $\alpha$-approximation of stochastic Leray-$\alpha$ model to the stochastic Navier-Stokes equations, to [32] for asymptotic log-Harnack inequality and ergodicity of 3D Leray-$\alpha$ model with degenerate type noise. We also mention that Barbato et al. [2] considered the stochastic inviscid Leray-$\alpha$ model (1.1) with $\gamma_0 = 1$, and proved that suitable transport noise restores uniqueness in law of weak solutions.

Stochastic fluid dynamical equations with transport noise have been studied for a long time, see e.g. [7, 40, 41] for some early works; recently there are some rigorous justifications of such noise in fluid equations, cf. [31] for arguments based on variational principles, [25, 26] for results in 2D case and also [14] where the examples include 3D Navier-Stokes equations and primitive equations. In several papers [8, 21, 9, 34], well-posedness of the stochastic 2D Euler equations in vorticity form and driven by transport noise was established for initial data of various regularity; see [30] for studies on the Navier-Stokes equations with stochastic Lie transport. In recent years, there have been intensive investigations [28, 17, 37] on scaling limits of SPDEs with transport noise to deterministic limit equations with an additional viscous term, cf. the earlier work [22] where the limit equation is driven by additive space-time white noise. The enhanced dissipation was used in [23] to suppress possible blow-up of vorticity for the 3D Navier-Stokes equations, see also [18] for related results on more general nonlinear equations and [11] on systems of reaction-diffusion equations. The weak convergence results of [28, 17, 37] have been improved in [20] by establishing quantitative convergence rates; the method makes use of mild formulations of both approximating and limit equations, and it works as well for producing explicit estimates on blow-up probabilities of solutions to various stochastic equations with transport noise, see [20, Theorem 1.5] for the 2D Keller-Segel model and [38, Theorem 2.4] for the vorticity form of 3D Navier-Stokes equations. There are also results on dissipation enhancement by transport noise for heat equations in bounded domains [19] or infinite channels [24]. In the recent paper [29], we studied the large deviation principle (LDP) and central limit theorem (CLT) associated with the above scaling limit results; in particular, using the approach of mild formulations, we were able to find the strong convergence rate for the CLT. Similar results were obtained in [39] for a class of stochastic dyadic models, where the noise is allowed to transfer energy among distant components. For related studies on other models with transport noise, we refer to [35] for an averaged version of the Navier-Stokes equations which was motivated by [45], and [10] for a two-layer quasi-geostrophic model.

The purpose of this work is to establish similar results for the stochastic inviscid Leray-$\alpha$ model (1.1) with transport noise. In particular, as a direct consequence of Theorem 1.1 below, one can easily prove an analogue of [20, Corollary 1.4], namely, the Wasserstein distance between probability laws of weak solutions to (1.1) vanishes in the limit. This result implies that transport noise regularizes asymptotically the Leray-$\alpha$ model so that it enjoys “approximate weak uniqueness” of solutions; see [17, Section 6.1] for related discussions.

In the rest of this section, we describe the precise equations we are going to study in the paper and give more precise statements of the main results. The exact value of $\alpha > 0$ is not important and we will fix it to be 1 in the sequel.
1.1 The precise model

As in [28, 23], the space-time noise used to perturb the equations has the form

\[ W(t, x) = \sqrt{C_d \kappa} \sum_{k \in \mathbb{Z}_d^d} \theta_k \sigma_{k,i}(x) W_{k,i}^t, \]  

(1.3)

where \( C_d = d/(d-1) \) is a normalizing constant, \( \kappa > 0 \) is the noise intensity, and \( \mathbb{Z}_d^d \) is the set of nonzero lattice points; \( \{ \theta_k \} \) are coefficients of noise, \( \{ \sigma_{k,i} \} \) are divergence free vector fields on \( \mathbb{T}_d \) and \( \{ W_{k,i}^t \} \) are independent complex Brownian motions, see Section 2.1 for more details.

We shall write \( \sum_{k \in \mathbb{Z}_d^d} \sum_{i=1}^{d-1} \) simply as \( \sum_{k,i} \) in the sequel.

Inspired by discussions in [40, Section 2.1], we set the pressure term in (1.1) as follows:

\[ d\nabla P = \nabla P_1 \, dt + \sum_{k,i} \nabla P_{2,k,i} \circ dW_{k,i}^t; \]

as mentioned at the beginning, we take \( \alpha = 1 \), and thus SPDE (1.1) can be rewritten as

\[
\begin{aligned}
&\begin{cases}
    d\nabla P = \nabla P_1 \, dt + \sum_{k,i} \nabla P_{2,k,i} \circ dW_{k,i}^t; \\
    u = v + (-\Delta)^{\gamma_0} v, \\
    \nabla \cdot u = \nabla \cdot v = 0.
\end{cases}
\end{aligned} 
\]  

(1.4)

We see that the pressures \( P_1, P_2 \) should satisfy the following equations:

\[
\begin{cases}
    \nabla \cdot (v \cdot \nabla u) + \Delta P_1 = 0, \\
    \sqrt{C_d \kappa} \theta_k \nabla \cdot (\sigma_{k,i} \cdot \nabla u) - \Delta P_{2,k,i} = 0, \quad \forall k \in \mathbb{Z}_d^d, i = 1, 2, \ldots, d-1.
\end{cases}
\]  

(1.5)

Applying the Helmholtz-Leray projector \( \Pi \) to the first equation of (1.4) yields

\[
\begin{aligned}
&\begin{cases}
    d\nabla P = \nabla P_1 \, dt + \sum_{k,i} \nabla \Pi (\sigma_{k,i} \cdot \nabla u) \circ dW_{k,i}^t; \\
    u = v + (-\Delta)^{\gamma_0} v, \\
    \nabla \cdot u = \nabla \cdot v = 0.
\end{cases}
\end{aligned} 
\]  

(1.6)

For any \( \gamma_0 > 0 \) and \( u_0 \in H_\sigma \) (see Section 2 for its definition), the existence of (probabilistically and analytically) weak solutions to (1.7) will be briefly proved in Appendix A; once we have a
solution \( u \) to this system, it is possible to recover the pressure terms \( P_1 \) and \( P_2 \) through the equations (1.3). If \( \gamma_0 \geq \frac{d+2}{4} \), the deterministic inviscid Leray-\( \alpha \) model is already globally well posed for smooth initial data, hence we always assume \( \gamma_0 < \frac{d+2}{4} \) in (1.7).

In the sequel, we will often write only the first equation in (1.7), and keep in mind that \( v = K(u) \), where the linear operator \( K : H_\sigma \rightarrow H_\sigma \) is defined as

\[
K(u) := (1 + (-\Delta)_{\gamma_0})^{-1} u = \sum_{k \in \mathbb{Z}_0^d} \frac{\hat{u}_k}{1 + |2\pi k|^{2\gamma_0} \epsilon_k},
\]

where \( \{\hat{u}_k\}_{k \in \mathbb{Z}_0^d} \) are the Fourier coefficients of \( u \). Then for any \( s \in \mathbb{R} \), we have

\[
\|K(u)\|_{H^s}^2 = \sum_{k \in \mathbb{Z}_0^d} |k|^{2s} \left( \frac{|\hat{u}_k|}{1 + |2\pi k|^{2\gamma_0} \epsilon_k} \right)^2 \leq \sum_{k \in \mathbb{Z}_0^d} |k|^{2(s-2\gamma_0)} |\hat{u}_k|^2 = \|u\|_{H^{s-2\gamma_0}}^2.
\]

### 1.2 Main results

The main results proved in the paper consist of (i) quantitative convergence rates of stochastic Leray-\( \alpha \) model of Euler equations to the deterministic Leray-\( \alpha \) model for Navier-Stokes equations, and (ii) a CLT type result concerning the Gaussian type fluctuations underlying the scaling limit in (i).

To this end, we choose in (1.3) a special sequence of noise coefficients \( \{\theta^N\}_N \subset \ell^2(\mathbb{Z}_0^d) \):

\[
\theta^N_k = \sqrt{\epsilon_N} \frac{1}{|k|^{\gamma}} \mathbf{1}_{\{1 \leq |k| \leq N\}}, \quad k \in \mathbb{Z}_0^d,
\]

where \( 0 < \gamma < \frac{d}{2} \) and

\[
\epsilon_N := \left( \sum_{1 \leq |k| \leq N} \frac{1}{|k|^{2\gamma}} \right)^{-1} \sim N^{2\gamma-d}.
\]

Note that this choice is different from those in [23, 38], where we assumed, for any fixed \( \gamma > 0 \),

\[
\theta^N_k = \sqrt{\epsilon_N} \frac{1}{|k|^{\gamma}} \mathbf{1}_{\{N \leq |k| \leq 2N\}}, \quad k \in \mathbb{Z}_0^d
\]

for a corresponding \( \epsilon_N \). We stress that the choice (1.8) is necessary for proving CLT type result (clearly the upper bound \( N \) is not essential); however, allowing lower modes of noise makes it more difficult to show the convergence rates of Stratonovich-Itô correctors \( S_{\theta^N}^{(d)}(\cdot) \), see the proof of Theorem 3.5 in Appendix B.

Let \( u^N \) be a weak solution to (1.7) with \( \theta = \theta^N \), namely,

\[
du^N + \Pi(v^N \cdot \nabla u^N) dt = \sqrt{C_d} \sum_{k,i} \theta^N_k \Pi(\sigma_{k,i} \cdot \nabla u^N) dW^k_i + S_{\theta^N}^{(d)}(u^N) dt,
\]

where \( v^N = K(u^N) \) and \( u^N_0 = u_0 \in H_\alpha \). Thanks to Theorem 3.5 we expect that the solutions \( \{u^N\}_{N \geq 1} \) are close to the solution of the deterministic viscous Leray-\( \alpha \) model:

\[
\partial_t \tilde{u} + \Pi(\tilde{v} \cdot \nabla \tilde{u}) = C'_d \Delta \tilde{u}
\]

with the same initial condition \( \tilde{u}_0 = u_0 \in H_\alpha \); here \( \tilde{v} = K(\tilde{u}) \) and

\[
C'_d = \begin{cases} \frac{1}{4}, & d = 2, \\ \frac{3}{5}, & d = 3. \end{cases}
\]
This strange constant is due to the Helmholtz-Leray projection $\Pi$ in the corrector $S_{\gamma_0}^{(d)}(\cdot)$, see Theorem 3.3 if there were no $\Pi$, then $C_d$ would be 1 in both cases. As mentioned above, for $\gamma_0 \geq \frac{d-2}{4}$, equation (1.11) admits a unique solution $\tilde{u}$ satisfying the energy estimate

$$\|\tilde{u}\|^2_{L^2} + \kappa \int_0^t \|\nabla \tilde{u}_s\|^2_{L^2} \, ds \lesssim \|u_0\|^2_{L^2} \quad \text{for all } t > 0.$$  \tag{1.13}

We remark that, although (1.11) is well posed also for $\gamma_0 = \frac{d-2}{4}$, due to technical reasons, we will work under the condition $\gamma_0 > \frac{d-2}{4}$, see Theorems 1.1 and 1.2 below.

Now we are ready to state the first main result which will be proved in Section 4.

**Theorem 1.1** (Quantitative convergence rates). Fix $\gamma_0 \in (\frac{d-2}{4}, \frac{d+2}{4})$, $\alpha \in (0, (2\gamma_0) \wedge 1)$ and $q > \max\{2, \frac{d-3}{2\gamma_0-d+2}\}$. Then for any $T < \infty$ there exists a constant $C = C(T, q, \gamma_0) > 0$ such that for any $\delta \in (0, \alpha)$ it holds

$$E\sup_{t \leq T} \|u^N_t - \tilde{u}_t\|^q_{H^{-\delta}} \lesssim \kappa^{q/2} \epsilon_N^{q(\alpha-\delta)/d} \|u_0\|^q_{L^2} \exp \left[ C \frac{\|u_0\|^q_{L^2}}{\kappa^q} (\kappa^{q(\gamma_0-d/2)} T) + 1 \right].$$

Furthermore, if $\gamma > \frac{d-2}{2}$, we have a slightly better estimate:

$$E\sup_{t \leq T} \|u^N_t - \tilde{u}_t\|^q_{H^{-\delta}} \lesssim \kappa^{q/2} \epsilon_N^{q(\alpha-\delta)/2} \|u_0\|^q_{L^2} \exp \left[ C \frac{\|u_0\|^q_{L^2}}{\kappa^q} (\kappa^{q(\gamma_0-d/2)} T) + 1 \right].$$

Note that the second estimate improves the first one in the 3D case since the denominator $d$ in the exponent of $\epsilon_N$ is replaced by 2. We point out that we have assumed for simplicity that $u^N_0 = u_0$ for all $N \geq 1$; in general, if $\sup_{N \geq 1} \|u^N_0\|_{L^2} \leq R$ and $u^N_0 \in H_{\sigma}$ converges weakly to some $u_0$, then the right-hand side of the first estimate should be replaced by

$$\left( \|u^N_0 - u_0\|^q_{H^{-\alpha}} + \kappa^{q/2} \epsilon_N^{q(\alpha-\delta)/d} R^q \right) \exp \left[ C \frac{R^q}{\kappa^q} (\kappa^{q(\gamma_0-d/2)} T) + 1 \right].$$

Similar change applies to the second estimate.

Next we turn to study the Gaussian type fluctuation

$$U^N := \frac{u^N - \tilde{u}}{\epsilon_N}, \quad N \geq 1;$$

one easily sees that $U^N$ satisfies the following equation in a weak sense:

$$dU^N + \Pi (V^N \cdot \nabla u^N + \tilde{v} \cdot \nabla U^N) \, dt = C_d \Delta U^N \, dt + \frac{1}{\sqrt{\epsilon_N}} \left( S_{\gamma_0}^{(d)} (u^N) - C_d \Delta u^N \right) \, dt + \sqrt{C_d} \sum_{|k| \leq N} \frac{1}{|k|} \Pi (\sigma_{k,i} \cdot \nabla u^N) \, dW_t^{k,i},$$

where $V^N = K(U^N) = (v^N - \tilde{v})/\sqrt{\epsilon_N}$. Letting $N \to \infty$, any limit point $U$ of $U^N$ is expected to solve

$$dU + \Pi (V \cdot \nabla u + \tilde{v} \cdot \nabla U) \, dt = C_d \Delta U \, dt + \sqrt{C_d} \sum_{k,i} \frac{1}{|k|} \Pi (\sigma_{k,i} \cdot \nabla u) \, dW_t^{k,i},$$

with $U_0 = 0$; here $V = K(U)$ and $\tilde{v} = K(\tilde{u})$. Recall that $\tilde{u}$ is the unique solution to (1.11) with $\tilde{u}_0 = u_0$. It is not difficult to establish the existence and uniqueness of probabilistically
strong solutions to the limit equation, see Corollary \ref{c:convergence} below. This fact is important since it enables us to define the solution $U$ on the same probability space as for $U^N$, the latter being only a weak solution. As a consequence, we can estimate the convergence rate of $U^N$ to $U$ in suitable negative Sobolev norm, by following some ideas in \cite[Section 3.2]{29}. It turns out to be quite complicated to treat 2D and 3D cases at the same time, due to the presence of several parameters like dimension $d$, regularizing parameter $\gamma_0$, and also $\gamma$ in \eqref{eq:gamma}. We are mainly interested in the 3D case and want to keep $\gamma_0$ as small as possible, therefore, we restrict $\gamma$ in a slightly special range.

**Theorem 1.2** (Central limit theorem). Let $d = 3$, $u_0 \in H_\sigma$ be given, $N \in \mathbb{N}$ and $u^N$ be a weak solution to \eqref{eq:1.10}; define $U^N, U$ as above. We assume

$$\frac{1}{4} < \gamma_0 < \frac{5}{4} \quad \text{and} \quad 1 < \gamma < \frac{3}{2}.$$ 

For any $\alpha_0 \in \left( \frac{1}{2}, 1 \wedge (2\gamma_0) \right)$, $q > \max\{2, \frac{4}{4\gamma_0-1}\}$ and $\varepsilon > 0$ small enough, it holds

$$\sup_{t \in [0,T]} \mathbb{E}\left[ \|U^N_t - U_t\|_{H^{-\alpha_0}}^q \right] \lesssim N^{-d-2q(\alpha_0 - \frac{1}{2}) + \varepsilon}. \quad \text{(1.14)}$$

We finish the introduction with the structure of the paper. In section 2 we introduce some notation used frequently in the sequel, and give the precise definitions of $\sigma_{k,i}$ and $W^{k,i}$ in the noise \eqref{eq:1.3}. Section 3 contains some preliminary results, including elementary estimates on stochastic convolutions in the last subsection. Theorems 1.1 and 1.2 will be proved in Sections 4 and 5 respectively. Finally, we present in Appendix A a brief proof of the existence of weak solutions to \eqref{eq:1.7}, and treat in Appendix B the convergence rates of the correctors $S^{(d)}_{\gamma N}$, proving Theorem 3.5.

## 2 Functional setting and choice of noise

In this section, we fix some notation used in the paper and give the precise choice of noises. Let $\mathbb{T}^d = \mathbb{R}^d / \mathbb{Z}^d$ be the $d$-dimensional torus; $\mathbb{Z}^d = \mathbb{Z}^d \setminus \{0\}$ is the set of nonzero lattice points. The notation $a_N \sim b_N$ means that the limit $\lim_{N \to +\infty} \frac{a_N}{b_N} = C > 0$. By $a \lesssim b$ we mean that there exists a constant $C > 0$ such that $a \leq Cb$; if we want to emphasize the dependence of $C$ on some parameters, e.g. $\delta, T$, then we write $a \lesssim_{\delta,T} b$.

As we assume the noise is spatially divergence free, it is clear that the spatial average of solutions to \eqref{eq:1.1} is preserved; hence, we shall assume for simplicity that the function spaces in this paper consist of functions on $\mathbb{T}^d$ with zero average.

Let $\{e_k\}_{k}$ be the usual complex basis of $L^2(\mathbb{T}^d, \mathbb{C})$. Let $\mathcal{H}$ be the space of formal Fourier series $\mathcal{H} = \{u = \sum_{k \in \mathbb{Z}_0^d} \hat{u}_k e_k : \hat{u}_k \in \mathbb{C}^d \}$ and $\mathcal{H}_\sigma$ be the subspace of $\mathcal{H}$ consisting of divergence free vector fields $\mathcal{H}_\sigma = \{u \in \mathcal{H} : k \cdot \hat{u}_k = 0, \forall k \in \mathbb{Z}_0^d \}$. The Helmholtz-Leray projection operator $\Pi$ maps $\mathcal{H}$ to $\mathcal{H}_\sigma$:

$$\Pi u := \sum_{k \in \mathbb{Z}_0^d} \hat{u}_k e_k = \sum_{k \in \mathbb{Z}_0^d} \left( \hat{u}_k - \frac{k \cdot \hat{u}_k}{|k|^2} k \right) e_k.$$ 

For $s \in \mathbb{R}$, we define Sobolev space $H^s(\mathbb{T}^d; \mathbb{R}^d)$ as

$$H^s(\mathbb{T}^d; \mathbb{R}^d) = \{ u \in \mathcal{H} : \|u\|_{H^s} < \infty, \overline{u}_k = \hat{u}_{-k} \},$$

where $\overline{u}_k$ denotes the complex conjugate of $u_k$. The associated norm is defined as

$$\|u\|_{H^s}^2 = \sum_{k \in \mathbb{Z}_0^d} \left( \frac{k^2}{|k|^2} + 1 \right) |\hat{u}_k|^2.$$
where \( \|u\|^2_{H^s} = \sum_{k \in \mathbb{Z}^d} |2\pi k|^s \|\hat{u}_k\|^2 \), and we define \( H^s_0(\mathbb{T}^d; \mathbb{R}^d) = H^s(\mathbb{T}^d; \mathbb{R}^d) \cap \mathcal{H}_0 \). For simplicity, we denote \( H^s(\mathbb{T}^d; \mathbb{R}^d) \) and \( H^s_0(\mathbb{T}^d; \mathbb{R}^d) \) by \( H^s \) and \( H^s_0 \), respectively. We denote the spaces \( H^0 \) and \( H^0_0 \) by \( H \) and \( H_0 \), respectively, with the same norm \( \|u\|_{L^2} = \|u\|_{H^0} \). We identify the continuous dual space of \( H^s \) as \( H^{-s} \) with the pairing given by \( \langle u, v \rangle = \sum_{k \in \mathbb{Z}^d} \langle \hat{u}_k \cdot \hat{v}_k \rangle \). Note that \( H^{s+\varepsilon} \) is compactly embedded in \( H^s \) for any \( \varepsilon > 0 \). Similarly, \( H^s_0 \) is compactly embedded in \( H^s_0 \).

For \( 1 \leq p < +\infty \), we define \( \ell^p(\mathbb{Z}^d_0) \) as the space of \( p \)-order summable sequences indexed by \( \mathbb{Z}^d_0 \) with the norm \( \|a\|_{\ell^p} := \left( \sum_{k \in \mathbb{Z}^d_0} |a_k|^p \right)^{1/p} \); \( \ell^\infty(\mathbb{Z}^d_0) \) is the space of bounded sequences with the norm \( \|a\|_{\ell^\infty} := \sup_{k \in \mathbb{Z}^d_0} |a_k| \).

### 2.1 Choice of noise

As mentioned in Section 1.1, the space-time noise used to perturb (1.1) takes the form

\[
W(t, x) = \sqrt{C_d \kappa} \sum_{k \in \mathbb{Z}^d_0} \sum_{i=1}^{d-1} \theta_k \sigma_{k,i}(x) W_t^{k,i},
\]

where \( C_d = d/(d-1) \) is a normalizing constant, \( \kappa > 0 \) is the noise intensity and \( \theta \in \ell^2(\mathbb{Z}^d_0) \).

\{ \sigma_{k,i} : k \in \mathbb{Z}^d_0, i = 1, \ldots, d-1 \} \] are standard complex Brownian motions defined on a filtered probability space \((\Omega, \mathcal{F}, (\mathcal{F}_t), \mathbb{P})\), satisfying

\[
\overline{W^{k,i}} = W^{-k,i}, \quad [W^{k,i}, W^{l,j}]_t = 2t \delta_{k,-l} \delta_{i,j}.
\]

\{ \sigma_{k,i} : k \in \mathbb{Z}^d_0, i = 1, \ldots, d-1 \} \] are divergence free vector fields on \( \mathbb{T}^d \) defined as

\[
\sigma_{k,i}(x) = a_{k,i} e_k(x),
\]

where \( \{a_{k,i}\}_{k,i} \) is a subset of the unit sphere \( S^{d-1} \) such that: (i) \( a_{k,i} = a_{-k,i} \) for all \( k \in \mathbb{Z}^d_0, i = 1, \ldots, d-1 \); (ii) for fixed \( k \), \( \{a_{k,i}\}_{i=1}^{d-1} \) is an ONB of \( k^\perp = \{y \in \mathbb{R}^d : y \cdot k = 0\} \). It holds that \( \sigma_{k,i} \cdot \nabla e_k = \sigma_{k,i} \cdot \nabla e_{-k} = 0 \) for all \( k \in \mathbb{Z}^d_0 \) and \( 1 \leq i \leq d-1 \). We shall always assume that \( \theta \) is symmetric, i.e., \( \theta_k = \theta_l \) for all \( k, l \in \mathbb{Z}^d_0 \) satisfying \( |k| = |l| \); and \( \|\theta\|_{\ell^2} = 1 \).

In the main results of this article, we consider the special sequence of coefficients \( \theta^N \) defined in (1.8); nevertheless, we shall provide in Appendix A a brief proof of existence of weak solutions to (1.1) with the above general noise.

### 3 Some preparations

This section contains some lemmas and estimates that will be used frequently in the sequel.

### 3.1 Some classical estimates

The following two lemmas will be useful when dealing with convolution sums. One can jump to Lemma 3.2 if one is not interested in the technical proof of Lemma 3.1. We say that a sequence \( A = \{A_k\}_{k \in \mathbb{Z}^d_0} \subset \mathbb{R}^{d^2} \) is non-negative if \( A_k \geq 0 \) for all \( k \in \mathbb{Z}^d_0 \); we make the convention that \( A_0 = 0 \), a condition fulfilled in applications below.

**Lemma 3.1.** Given \( s \geq 0 \) and \( p_0 \geq 1 \), assume \( p_1 \in [1, +\infty] \) and \( p_2 \in \left[1, \frac{p_0}{p_0-1}\right] \) satisfy

\[
\begin{cases}
0 \leq 1 - \frac{1}{p_0 p_1} - \frac{1}{p_2} < \frac{s}{d}, & \text{if } s > 0; \\
\frac{1}{p_0 p_1} + \frac{1}{p_2} = 1, & \text{if } s = 0.
\end{cases}
\]

\[(3.1)\]
Let \( A = \{ A_k \}_{k \in \mathbb{Z}^d_0} \), \( B = \{ B_k \}_{k \in \mathbb{Z}^d_0} \) and \( C = \{ C_k \}_{k \in \mathbb{Z}^d_0} \) be non-negative sequences; assume the new sequences \( A^{(s)} = \{ |k|^s A_k \}_{k \in \mathbb{Z}^d_0} \in \ell^{p_1}(\mathbb{Z}^d_0) \), \( B^{(s)} = \{ |k|^s B_k \}_{k \in \mathbb{Z}^d_0} \in \ell^{p_2}(\mathbb{Z}^d_0) \) and \( C^{(s)} = \{ |k|^{-s} C_k \}_{k \in \mathbb{Z}^d_0} \in \ell^{p_0}(\mathbb{Z}^d_0) \). Then we have
\[
\sum_{k \in \mathbb{Z}^d_0} A_k \left( \sum_{j \in \mathbb{Z}^d_0} B_j C_{k-j} \right)^{p_0} \lesssim \| A^{(s)} \|_{\ell^{p_1}} \| B^{(s)} \|_{\ell^{p_2}} \| C^{(s)} \|_{\ell^{p_0}}.
\]

**Proof.** First, for \( 1 \leq p \leq +\infty \) and \( 1 \leq \tilde{p} = \frac{p \cdot p \cdot p_0}{p_0 p - 1} \leq \frac{p}{p_0} \), we will prove the following preliminary estimate: for any non-negative sequences \( a = \{ a_k \}_{k \in \mathbb{Z}^d_0} \in \ell^{p_0}(\mathbb{Z}^d_0) \), \( b = \{ b_k \}_{k \in \mathbb{Z}^d_0} \in \ell^{\tilde{p}}(\mathbb{Z}^d_0) \) and \( c = \{ c_k \}_{k \in \mathbb{Z}^d_0} \in \ell^{p_0}(\mathbb{Z}^d_0) \), it holds
\[
\sum_{k \in \mathbb{Z}^d_0} a_k \left( \sum_{j \in \mathbb{Z}^d_0} b_j c_{k-j} \right)^{p_0} \leq \| a \|_{\ell^p} \| b \|_{\ell^{p_0}} \| c \|_{\ell^{p_0}}. \tag{3.2}
\]

Indeed, let \( p' \) be the conjugate number of \( p \), then by Hölder’s inequality, we have
\[
\sum_{k \in \mathbb{Z}^d_0} a_k \left( \sum_{j \in \mathbb{Z}^d_0} b_j c_{k-j} \right)^{p_0} \leq \| a \|_{\ell^p} \left[ \sum_{k \in \mathbb{Z}^d_0} \left( \sum_{j \in \mathbb{Z}^d_0} b_j c_{k-j} \right)^{p_0 p'} \right]^{rac{1}{p'}} = \| a \|_{\ell^p} \| b \|_{\ell^{p_0 p'}} \| c \|_{\ell^{p_0 p'}}.
\]

By the relation between \( p_0, p \) and \( \tilde{p} \), we have
\[
\frac{1}{p_0 p'} = \frac{1}{p} - \frac{1}{p_0^0} = \frac{1}{p} + \frac{1}{p} - 1.
\]

Applying Young’s inequality for convolutions gives us
\[
\sum_{k \in \mathbb{Z}^d_0} a_k \left( \sum_{j \in \mathbb{Z}^d_0} b_j c_{k-j} \right)^{p_0} \leq \| a \|_{\ell^p} \| b \|_{\ell^{p_0}} \| c \|_{\ell^{p_0}}.
\]

The above inequality already implies the case \( s = 0 \), so we assume \( s > 0 \) in the sequel. By the triangle inequality we have
\[
\sum_{k \in \mathbb{Z}^d_0} A_k \left( \sum_{j \in \mathbb{Z}^d_0} B_j C_{k-j} \right)^{p_0} = \sum_{k \in \mathbb{Z}^d_0} A_k \left( \sum_{j \in \mathbb{Z}^d_0} B_j |k-j|^s |k-j|^{-s} C_{k-j} \right)^{p_0} \leq \sum_{k \in \mathbb{Z}^d_0} A_k^{(s)} \left( \sum_{j \in \mathbb{Z}^d_0} B_j C_{k-j}^{(s)} \right)^{p_0} + \sum_{k \in \mathbb{Z}^d_0} A_k \left( \sum_{j \in \mathbb{Z}^d_0} B_j^{(s)} C_{k-j} \right)^{p_0}.
\]

For the first term, using (3.2) with \( p = p_1 \) and \( \tilde{p} = \frac{p_0 p}{p_0 - 1} =: \tilde{p}_1 \) we have
\[
\sum_{k \in \mathbb{Z}^d_0} A_k^{(s)} \left( \sum_{j \in \mathbb{Z}^d_0} B_j C_{k-j}^{(s)} \right)^{p_0} \leq \| A^{(s)} \|_{\ell^{p_1}} \| B \|_{\ell^{p_1}} \| C^{(s)} \|_{\ell^{p_0}}.
\]

Set \( q_1 := p_2 / \tilde{p}_1 = p_2 (1 - \frac{1}{p_0 p_1}) \geq 1 \); Hölder’s inequality implies
\[
\| B \|_{\ell^{\tilde{p}_1}} = \left( \sum_{k \in \mathbb{Z}^d_0} \tilde{p}_1 \right)^{\frac{q_1}{q_1 - 1}} = \left( \sum_{k \in \mathbb{Z}^d_0} |k|^{-s} B_k \right)^{\frac{1}{q_1 - 1}} \leq \left( \sum_{k \in \mathbb{Z}^d_0} |k|^{-s} \tilde{p}_1 \left( \sum_{k \in \mathbb{Z}^d_0} \tilde{p}_1 \right)^{q_1 - 1} \right)^{\frac{1}{q_1 - 1}} \lesssim \| B \|_{\ell^{p_2}}.
\]
where the last step is due to $s p_1^{-q_1} = s \left(1 - \frac{1}{po_{p_1}} - \frac{1}{p_2}\right)^{-1} > d$. So we get
\[
\sum_{k \in \mathbb{Z}_0^d} A_k^{(s)} \left( \sum_{j \in \mathbb{Z}_0^{d-j}} B_j C_{k-j}^{(s)} \right)^{p_0} \lesssim \|A^{(s)}\|_{\ell^{p_1}} \|B^{(s)}\|_{\ell^{p_2}} \|C^{(s)}\|_{\ell^{p_0}}.
\]

For the second term, applying (3.2) with $p = \frac{p_2}{p_0 (p_2 - 1)} = \frac{p_2}{p_0} \geq 1$ and $\bar{p} = \frac{p_0 p_2}{p_0 p_2 - 1} = p_2$ yields
\[
\sum_{k \in \mathbb{Z}_0^d} A_k^{(s)} \left( \sum_{j \in \mathbb{Z}_0^{d-j}} B_j C_{k-j}^{(s)} \right)^{p_0} \lesssim \|A^{(s)}\|_{\ell^{p_2/p_0}} \|B^{(s)}\|_{\ell^{p_2}} \|C^{(s)}\|_{\ell^{p_0}}.
\]

Define $q_2 = p_0 p_1 / p'_2 = p_0 p_1 (1 - \frac{1}{p_2}) \geq 1$, by Hölder inequality, we have
\[
\|A\|_{\ell^{p_2/p_0}} = \left( \sum_k |k|^{-sp_2} |k|^{p_0 s} A_k^{p_0} \right)^{p_2/p_0} \leq \left( \sum_k |k|^{-sp_2 q_2} A_k^{p_2 q_2} \right)^{p_0} \|A^{(s)}\|_{\ell^{q_2}}^{p_0} \left( \sum_k (A_k^{(s)})^{p_1} \right)^{1/p_1}.
\]

By $s p_2 q_2 = (1 - \frac{1}{p_0 p_1} - \frac{1}{p_2})^{-1} > d$, we obtain $\|A\|_{\ell^{p_2/p_0}} \lesssim \|A^{(s)}\|_{\ell^{p_1}}$. Thus, the second term enjoys the same estimate. Combining these results we complete the proof. □

**Lemma 3.2.** Let $a, b \in (0, d/2)$ and $0 \leq c < \min\{a, b, a + b - d/2\}$, for any $u \in H^{-c}(\mathbb{T}^d, \mathbb{R}^d)$, we have
\[
\sum_{k, l \in \mathbb{Z}_0^d} |k|^{-2a} |l|^{-2b} \langle u, e_{k-l} \rangle^2 \lesssim \|u\|_{H^{-c}}^2.
\]

**Proof.** We will use Lemma 3.1 to prove this result. Take $p_0 = 1$ and $s = 2c$; let $A_k = |k|^{-2a}$, $B_k = |k|^{-2b}$ and $C_k = |\langle u, e_k \rangle|^2$, $k \in \mathbb{Z}_0^d$. Due to $a - c > 0$, $b - c > 0$ and $a - c + b > \frac{d}{2}$, we can find $p_1 \in \left(\frac{d}{2(a-c)}, \frac{d}{d-2b}\right)$ such that $A^{(2c)} \in \ell^{p_1}(\mathbb{Z}_0^d)$ and
\[
0 < \eta(p_1) := 1 - \frac{2c}{d} = \frac{1}{p_1} < \frac{2(b - c)}{d}.
\]

Taking $p_2 = 1/\eta(p_1)$ when $c = 0$, and $p_2 < 1/\eta(p_1)$ when $c > 0$, then condition holds. As $\eta(p_1) < \frac{2(b - c)}{d}$, we can further choose $p_2 > \frac{d}{2(b - c)}$, then $B^{(2c)} \in \ell^{p_2}(\mathbb{Z}_0^d)$. By Lemma 3.1 we have
\[
\sum_{k, l \in \mathbb{Z}_0^d} |k|^{-2a} |l|^{-2b} \langle u, e_{k-l} \rangle^2 \lesssim \|C^{(2c)}\|_{\ell^1} = \|u\|_{H^{-c}}^2.
\]

We obtain the desired result. □

We need the following key estimates on the transport term $V \cdot \nabla f$. The estimate (i) below largely improves the second result in [20, Lemma 2.1] since we allow $b$ here to range in $(0, \frac{d}{2})$.

**Lemma 3.3.** For $d = 2, 3$, let $V \in H_\sigma$ be a divergence free vector field.

(i) Let $0 < b < \frac{d}{2} < a$, $V \in H^a(\mathbb{T}^d, \mathbb{R}^d)$ and $f \in H^{-b}(\mathbb{T}^d)$, then
\[
\|V \cdot \nabla f\|_{H^{-1-b}} \lesssim_{a,b} \|V\|_{H^a} \|f\|_{H^{-b}}.
\]

(ii) Let $b \in (0, \frac{d}{2})$, $V \in H^\frac{d}{2-b}(\mathbb{T}^d, \mathbb{R}^d)$ and $f \in L^2(\mathbb{T}^d)$, then
\[
\|V \cdot \nabla f\|_{H^{-1-b}} \lesssim_b \|V\|_{H^\frac{d}{2-b}} \|f\|_{L^2}.
\]
(iii) Let \(0 \leq b < \frac{d}{2}, \epsilon > 0, V \in H^b(\mathbb{T}^d, \mathbb{R}^d), \text{ and } f \in H^{-b}(\mathbb{T}^d), \text{ then}
\|V \cdot \nabla f\|_{H^{-1-\frac{d}{2}} - \epsilon} \lesssim_b \|f\|_{H^b}. \]

**Proof.** We provide the proofs for completeness.

(i) By the divergence free assumption, we have \(\|V \cdot \nabla f\|_{H^{-1-b}} \lesssim \|f\|_{H^{-b}}. \) Let \(A = \{|k|^{-2b}\}_{k \in \mathbb{Z}_0^d}, \ B = \{V_k\}_{k \in \mathbb{Z}_0^d}, \text{ and } C = \{|f_k|\}_{k \in \mathbb{Z}_0^d}. \) Applying Lemma 3.1 with \(s = b, \ p_0 = 2, \ p_1 = +\infty \text{ and } p_2 < \frac{d}{d-b} < 2, \) we have
\[
\|Vf\|^2_{H^{-b}} = \sum_{k \in \mathbb{Z}_0^d} |2\pi k|^{-2b} \sum_{j \in \mathbb{Z}_0^d} \hat{V}_j \hat{f}_k \lesssim \|A\|_{L^\infty} \|B\|_{L^2} \|C\|_{L^2}^2 \leq \left( \sum_{k \in \mathbb{Z}_0^d} |k|^{-b} |\hat{V}_k|^2 \right)^{\frac{2}{p_2}} \|f\|^2_{H^{-b}}.
\]

Due to \(b < \frac{d}{2} < a, \) for any \(p_2 \in \left( \frac{2d}{d+2(a-b)}, \frac{d}{d-b} \right), \) one has \(\{|k|^{-2p_2(a-b)}\}_{k \in \mathbb{Z}_0^d} = \sum_{k \in \mathbb{Z}_0^d} |k|^{-2a} \hat{V}_k \lesssim \|f\|_{H^a}, \) we apply Lemma 3.1 with \(s = b, \ p_0 = 2, \ p_1 = +\infty \text{ and } p_2 < \frac{d}{d-b} < 2, \) we have
\[
\|Vf\|^2_{H^{-b}} \lesssim \left( \sum_{k \in \mathbb{Z}_0^d} |k|^{-p_2(a-b)} \right)^{\frac{2-p_2}{p_2}} \left( \sum_{k \in \mathbb{Z}_0^d} |k|^{-2a} \hat{V}_k \right)^{\frac{2-p_2}{p_2}} \|f\|^2_{H^{-b}} \lesssim \|V\|_{H^a}^2 \|f\|_{H^{-b}}^2.
\]

(ii) Since \(b < \frac{d}{2}, \) we have \(\frac{d}{d-b} > 1 \text{ and } \frac{d}{d-2b} < +\infty. \) By the divergence free assumption on \(V\) and Hölder inequality, it holds
\[
\|V \cdot \nabla f\|_{H^{-1-b}} = \sup_{\|\phi\|_{H_1+b} = 1} \|V \cdot \nabla f, \phi\| \lesssim \sup_{\|\phi\|_{H_1+b} = 1} \|f, V \cdot \nabla \phi\| \leq \sup_{\|\phi\|_{H_1+b} = 1} \|f\|_{L^2} \|V \cdot \nabla \phi\|_{L^2} \leq \sup_{\|\phi\|_{H_1+b} = 1} \|f\|_{L^2} \|V\|_{L^\infty} \|\nabla \phi\|_{L^\frac{2d}{d-2b}}.
\]

By the Sobolev embeddings \(\|V\|_{L^\frac{d}{2}} \lesssim \|V\|_{H^\frac{d}{2} + b} \text{ and } \|\nabla \phi\|_{L^\frac{2d}{d-2b}} \lesssim \|\phi\|_{H^{b+1}}, \) we have
\[
\|V \cdot \nabla f\|_{H^{-1-b}} \lesssim_a \|V\|_{H^\frac{d}{2} + b} \|f\|_{L^2}.
\]

(iii) Since \(V\) is divergence free, we have \(\|V \cdot \nabla f\|_{H^{-1-\frac{d}{2}-\epsilon}} \lesssim \|Vf\|_{H^{-\frac{d}{2}-\epsilon}}. \) We have
\[
\|Vf\|_{H^{-\frac{d}{2}-\epsilon}}^2 = \sum_{k \in \mathbb{Z}_0^d} |2\pi k|^{-\frac{d}{2}-\epsilon} \sum_{j \in \mathbb{Z}_0^d} \hat{V}_j \hat{f}_k \lesssim \|A\|_{L^\infty} \|B\|_{L^2} \|C\|_{L^2}^2 \lesssim \|V\|^2_{L^2} \|f\|^2_{L^2}.
\]

Let \(A = \{|k|^{-2\epsilon}\}_{k \in \mathbb{Z}_0^d}, \ B = \{V_k\}_{k \in \mathbb{Z}_0^d}, \text{ and } C = \{|f_k|\}_{k \in \mathbb{Z}_0^d}. \) For \(b = 0, \) we apply Lemma 3.1 with \(s = b, \ p_0 = 2, \ p_1 = 1 \text{ and } p_2 = 2, \) to obtain
\[
\|Vf\|^2_{H^{-\frac{d}{2}-\epsilon}} \lesssim \|A\|_{L^\infty} \|B\|_{L^2} \|C\|_{L^2}^2 \lesssim \|V\|^2_{L^2} \|f\|^2_{L^2}.
\]

If \(b > 0, \) applying Lemma 3.1 with \(s = b, \ p_0 = 2, \ p_1 \in \left[ 1, \frac{d}{d-2b} \right] \) and \(p_2 = 2, \) we obtain
\[
\|Vf\|^2_{H^{-\frac{d}{2}-\epsilon}} \lesssim \|A\|_{L^\infty} \|B\|_{L^2} \|C\|_{L^2}^2 = \left( \sum_{k \in \mathbb{Z}_0^d} |k|^{-(d-b+2b)p_1} \right)^{\frac{1}{p_1}} \|V\|^2_{H^b} \|f\|^2_{H^{-b}}.
\]

We can choose \(p_1 \in \left( 1 \vee \frac{d}{d-b+2b}, \frac{d}{d-2b} \right), \) then \(\sum_{k \in \mathbb{Z}_0^d} |k|^{-(d-b+2b)p_1} < +\infty. \) So we obtain
\[
\|Vf\|^2_{H^{-\frac{d}{2}-\epsilon}} \lesssim \|V\|^2_{H^b} \|f\|^2_{H^{-b}}.
\]
3.2 Convergence of the Stratonovich-Itô correctors

Recall the Stratonovich-Itô correctors $S^{(d)}_\theta (\cdot)$ defined in [1.6] and the sequence $\theta^N \in \ell^2(\mathbb{Z}^d_\mathbb{L})$; we want to prove the convergence of $S^{(d)}_{\theta^N} (\cdot)$ and give the quantitative convergence rates. First we introduce the decreasing factor

$$D_N := \varepsilon_N \sum_{1 \leq |k| \leq N} \frac{1}{|k|^{2\gamma+1}} \sim \begin{cases} N^{2\gamma-d}, & \gamma \in \left(\frac{d-1}{2}, \frac{d}{2}\right); \\ \log N, & \gamma = \frac{d-1}{2}; \\ N^{-1}, & \gamma \in \left(0, \frac{d-1}{2}\right). \end{cases} \quad (3.3)$$

Here is the relation between $D_N$ and $\|\theta^N\|_\infty = \sqrt{\varepsilon_N}$.

**Proposition 3.4.** For any $q \in (0, 1 \wedge \frac{1}{d-2\gamma})$, we have $D_N \lesssim_q \varepsilon_N^q = \|\theta^N\|_\infty^{2q}$.

**Proof.** Hölder’s inequality yields

$$D_N = \varepsilon_N^q \sum_k (\theta^N_k)^{2(1-q)} \frac{1}{|k|^{2\gamma+1}} \leq \varepsilon_N^q \left( \sum_k (\theta^N_k)^2 \right)^{1-q} \left( \sum_k \frac{1}{|k|^{2\gamma+1/q}} \right)^q.$$ 

As $q < \frac{1}{d-2\gamma}$, it holds $\sum_k \frac{1}{|k|^{2\gamma+1/q}} < +\infty$. So we have

$$D_N \lesssim_q \varepsilon_N^q \left( \sum_k (\theta^N_k)^2 \right)^{1-q} = \varepsilon_N^q.$$ 

In the last step, we used the fact $\sum_k (\theta^N_k)^2 = 1$. 

Now we are ready to present two key limit results which are generalizations of [23, Theorem 5.1] and [38, Theorem 3.1]; the main difference from these two results lies in the choice of coefficients $\theta^N$, because we allow here that $\theta^N$ does not vanish for lower modes. As the proofs are quite technical we postpone them to Appendix [B]

**Theorem 3.5.** Let $\theta^N$ be defined as in [1.6], $N \geq 1$. There exists a constant $C > 0$, independent of $N \geq 1$, such that for any $\alpha \in [0,1]$, and

- **(2D case)** for any divergence free field $v \in H^b(\mathbb{T}^2, \mathbb{R}^2)$, it holds

  $$\left\| S^{(2)}_{\theta^N} (v) - \frac{1}{4} \kappa \Delta v \right\|_{H^{b-2-\alpha}} \leq C_\kappa D^\alpha_N \|v\|_{H^b}; \quad (3.4)$$

- **(3D case)** for any divergence free field $v \in H^b(\mathbb{T}^3, \mathbb{R}^3)$, it holds

  $$\left\| S^{(3)}_{\theta^N} (v) - \frac{3}{5} \kappa \Delta v \right\|_{H^{b-2-\alpha}} \leq C_\kappa D^\alpha_N \|v\|_{H^b}. \quad (3.5)$$

3.3 Maximal estimates on stochastic convolution

We first state some properties of the semigroup generated by the Stokes operator.

**Lemma 3.6.** Let $a \in \mathbb{R}$.

(i) For any $\varphi \in H^a(\mathbb{T}^d_\mathbb{L})$ and $\delta \geq 0$, it holds $\|e^{t\Delta} \varphi\|_{H^{a+\delta}} \lesssim_t t^{-\delta/2} \|\varphi\|_{H^a}$.

(ii) For any $\varphi \in H^a(\mathbb{T}^d_\mathbb{L})$ and $\delta \in [0,2]$, it holds $\|(I - e^{t\Delta})\varphi\|_{H^{a-\delta}} \lesssim_t t^{\delta/2} \|\varphi\|_{H^a}$.
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(iii) If $\mu > 0$ and $\psi \in L^2(0, T; H^0_\sigma(T^d, \mathbb{R}^d))$, then
\[
\left\| \int_0^t e^{\mu(t-s)} \Delta \psi_s \, ds \right\|_{H^{n+1}}^2 \lesssim \frac{1}{\mu} \int_0^t \|\psi_s\|_{H^4}^2 \, ds.
\]

Let $\{f_t\}_{t \in [0, T]}$ be a progressively measurable process of vector fields on $T^d$, such that $\mathbb{P}$-a.s.,
\[
\sup_{t \in [0, T]} \|f_t\|_{L^2} \leq R.
\]

Given $\mu > 0$, we want to find some estimates on the stochastic convolution
\[
Z_t = \sqrt{C_d} \kappa \sum_{k,i} \theta_k \int_0^t e^{\mu(t-s)} \Delta \Pi(\sigma_{k,i} \cdot \nabla f_s) \, dW^{k,i}_s.
\]

The following result was first proved in [20, Corollary 2.6] in the case that $f$ is a process of functions, but the same proof works for vector field valued processes with few changes.

**Proposition 3.7.** For any $\beta \in (0, d/2]$, $p \geq 1$ and any $\delta \in (0, \beta)$, it holds
\[
\mathbb{E}\left[ \sup_{t \in [0, T]} \left\| Z_t \right\|_{H^{-\beta}}^p \right]^{1/p} \lesssim_{\delta, p, T} \sqrt{\kappa \mu^{d-1}} \left\| \theta \right\|_{\ell^\infty}^{(2(\beta-\delta))/d} R.
\]

Next, we give a slightly better estimate of stochastic convolution for the special noise with coefficients (3.5), in the case $\gamma > \frac{d-2}{2}$. This result will be used in the proof of the second estimate in Theorem 1.1. We write $Z_t^N$ if the coefficient $\theta$ is replaced by $\theta^N$.

**Proposition 3.8.** Let $\gamma > \frac{d-2}{2}$. For any $\beta \in (0, 1]$, $p \geq 1$ and $\delta \in (0, \beta)$, it holds
\[
\mathbb{E}\left[ \sup_{t \in [0, T]} \left\| Z_t^N \right\|_{H^{-\beta}}^p \right]^{1/p} \lesssim_{\delta, p, T} \sqrt{\kappa \mu^{d-1}} \left\| \epsilon^N \right\|^{(\beta-\delta)/2} R.
\]

**Proof.** We follow the idea of proof of [20 Corollary 2.6]. For $\alpha > 0$, by Burkholder-Davis-Gundy’s inequality, we have
\[
\mathbb{E}\left[ \left\| Z_t^N \right\|_{H^{-\alpha}}^p \right]^{1/p} = \sqrt{C_d} \kappa \epsilon_N \mathbb{E}\left[ \left\| \sum_{|k| \leq N} \frac{1}{|k|^\gamma} \int_0^t e^{\mu(t-s)} \Delta \Pi(\sigma_{k,i} \cdot \nabla f_s) \, dW^{k,i}_s \right\|_{H^{-\alpha}}^p \right]^{1/p}
\]
\[
\lesssim \sqrt{\kappa} \epsilon_N \mathbb{E}\left[ \left( \sum_{|k| \leq N} |k|^{-2\gamma} \int_0^t \left( \int_0^t e^{\mu(t-s)} \Delta \Pi(\sigma_{k,i} \cdot \nabla f_s) \right)^2 \, ds \right)^{p/2} \right]^{1/p}
\]
\[
\lesssim \sqrt{\kappa} \epsilon_N \mu^{d-1} \mathbb{E}\left[ \left( \sum_{|k| \leq N} |k|^{-2\gamma} \int_0^t \left( \int_0^t e^{\mu(t-s)} \Delta \Pi(\sigma_{k,i} \cdot \nabla f_s) \right)^2 \, ds \right)^{p/2} \right]^{1/p},
\]
where in the last step we used Lemma 3.6(i). By the definition of $\sigma_{k,i}$, we know
\[
\|\sigma_{k,i} \cdot \nabla f_s\|_{H^{-\alpha+1+\delta}} = \|\nabla \cdot (\sigma_{k,i} \otimes f_s)\|_{H^{-\alpha+1+\delta}} \lesssim \|\epsilon_k f_s\|_{H^{-\alpha+\delta}}.
\]

Thus, we have
\[
\mathbb{E}\left[ \left\| Z_t^N \right\|_{H^{-\alpha}}^p \right]^{1/p} \lesssim \sqrt{\kappa} \epsilon_N \mu^{d-1} \mathbb{E}\left[ \sup_{s \in [0, T]} \left( \sum_{|k| \leq N} \sum_{i=1}^{d-1} |k|^{-2\gamma} \|\sigma_{k,i} \cdot \nabla f_s\|_{H^{-\alpha+1+\delta}} \right)^{p/2} \right]^{1/p}
\]
\[
\lesssim \sqrt{\kappa} \epsilon_N \mu^{d-1} \mathbb{E}\left[ \sup_{s \in [0, T]} \left( \sum_{|k| \leq N} \sum_{i=1}^{d} |k|^{-2\gamma} |t|^{-2(\alpha-\delta)} \|f_s, \epsilon_{k-i}\| \right)^{p/2} \right]^{1/p}.
\]
Taking $\alpha = 1 + \delta$, due to $\gamma + 1 > \frac{d}{2}$, we can apply Lemma 3.2 with $a = \gamma$, $b = 1$ and $c = 0$ to obtain
\[
\mathbb{E} \left[ \| Z_t^N \|_{H^{1-\delta} - 1}^p \right]^{\frac{1}{p}} \lesssim \sqrt{\kappa \epsilon N \mu^{\delta - 1} t^\delta} \mathbb{E} \left[ \sup_{t \in [0,T]} \| f_t \|_{L^2}^p \right] \lesssim \sqrt{\kappa \epsilon N \mu^{\delta - 1} t^\delta} R. \tag{3.7}
\]

Next, observing that by construction $Z_t^N$ satisfies
\[
Z_t^N = e^{\mu(t-s)\Delta} Z_s^N + \sqrt{C_\delta \kappa} \sum_{k,i} \theta_k \int_s^t e^{\mu(t-r)\Delta} \Pi(\sigma_{k,i} \cdot \nabla f_r) \, dW_r^{k,i}.
\]
We denote the second term on the right-hand side as $Z_{s,t}^N$. By Lemma 3.6(ii), we have
\[
\| Z_t^N - Z_{s,t}^N \|_{H^{1-\delta} - 1} \lesssim \| (I - e^{\mu(t-s)\Delta}) Z_s^N \|_{H^{1-\delta} - 1} + \| Z_{s,t}^N \|_{H^{1-\delta} - 1} + \| Z_s^N \|_{H^{1-\delta} - 1} + \| Z_{s,t}^N \|_{H^{1-\delta} - 1}. \tag{3.8}
\]

Similar to the estimate (3.7), we have the estimate of $Z_{s,t}^N$
\[
\mathbb{E} \left[ \| Z_{s,t}^N \|_{H^{1-\delta} - 1}^{2p} \right]^{\frac{1}{2p}} \lesssim \sqrt{\kappa \epsilon N \mu^{\delta - 1} } |t-s|^\delta R.
\]
Taking expectation on both sides of the inequality (3.8) and by the previous estimates we obtain
\[
\mathbb{E} \left[ \| Z_t^N - Z_s^N \|_{H^{1-\delta} - 1}^{2p} \right]^{\frac{1}{2p}} \lesssim \sqrt{\kappa \epsilon N \mu^{\delta - 1} } |t-s|^\frac{\delta}{2} R.
\]
Renaming $2\delta$ as $\delta$ give us
\[
\mathbb{E} \left[ \| Z_t^N - Z_s^N \|_{H^{1-\delta} - 1}^{2p} \right]^{\frac{1}{2p}} \lesssim \left( \sqrt{\kappa \epsilon N \mu^{\delta - 1} R} \right)^{2p} |t-s|^p \delta^2.
\]
Choosing $p > \max\{1, \frac{\delta}{2}\}$ and applying Kolmogorov's continuity criterion, we obtain
\[
\mathbb{E} \left[ \sup_{t \in [0,T]} \| Z_t^N \|_{H^{1-\delta} - 1}^p \right]^{\frac{1}{p}} \lesssim \sqrt{\kappa \epsilon N \mu^{\delta - 1} R}. \tag{3.9}
\]

Similar to the proof of [20] Corollary 2.6], we have
\[
\mathbb{E} \left[ \sup_{t \in [0,T]} \| Z_t^N \|_{H^{1-\delta} - 1}^{p} \right]^{\frac{1}{p}} \lesssim \sqrt{\kappa \mu^{\delta - 1} R}. \tag{3.10}
\]
Setting $\lambda = \beta - \delta$, then $\lambda \in (0, 1)$ and $\beta = \lambda(1 + \delta) + (1 - \lambda)\delta$. By interpolating between (3.9) and (3.10), we obtain the desired result. $\Box$

### 4 Quantitative convergence rates

The purpose of this section is to prove Theorem 1.1. We first briefly recall the setting: we consider the following equations
\[
du^N + \Pi(u^N \cdot \nabla u^N) \, dt = \sqrt{C_\delta \kappa} \sum_{k,i} \theta_k \Pi(\sigma_{k,i} \cdot \nabla u^N) \, dW_r^{k,i} + S_{\theta^N}(u^N) \, dt \tag{4.1}
\]
with \( v^N = K(u^N) = (1 + (-\Delta)^{\gamma_0})^{-1}(u^N) \) and \( u^N|_{t=0} = u_0 \in H_\sigma \). Because of Theorem 3.5 we rewrite (4.1) as

\[
du^N + \Pi(v^N \cdot \nabla u^N) dt = \sqrt{C_d} \sum_{k,i} \theta_k^N \Pi(\sigma_{k,i} \cdot \nabla u^N) dW_{t}^{k,i} + \left( S^{(d)}_{\theta N}(u^N) - C_d'\kappa \Delta u^N \right) dt + C_d'\kappa \Delta u^N dt,
\]

where \( C_d' \) is defined in (1.2). Denote \( P_t = e^{C_d'\kappa t \Delta} (t \geq 0) \) the semigroup generated by the Stokes operator. We write the above equation in mild form as

\[
u_t^N = P_t u_0 - \int_0^t P_{t-s} \Pi(v_s^N \cdot \nabla u_s^N) ds + \int_0^t P_{t-s} \left( S^{(d)}_{\theta N}(u_s^N) - C_d'\kappa \Delta u_s^N \right) ds + Z_t^N,
\]

where \( Z_t^N \) is the stochastic convolution

\[
Z_t^N = \sqrt{C_d} \sum_{k,i} \theta_k^N \int_0^t P_{t-s} \Pi(\sigma_{k,i} \cdot \nabla u_s^N) dW_{s}^{k,i}.
\]

By Theorem 3.5 we expect equation (4.1) will tend to the limit equation (1.11):

\[
\partial_t \tilde{u} + \Pi(\tilde{v} \cdot \nabla \tilde{u}) = C_d'\kappa \Delta \tilde{u}
\]

with \( \tilde{v} = K(\tilde{u}) \) and \( \tilde{u}_0 = u_0 \). In mild form, the equation reads as

\[
\tilde{u}_t = P_t u_0 - \int_0^t P_{t-s} \Pi(\tilde{v}_s \cdot \nabla \tilde{u}_s) ds.
\]

Now we start proving Theorem 1.1. For simplicity, we assume \( \kappa \geq 1 \); the argument will be slightly different when \( 0 < \kappa < 1 \). From the mild formulations one deduces

\[
u_t^N - \tilde{u}_t = - \int_0^t P_{t-s} \Pi(v_s^N \cdot \nabla u_s^N - \tilde{v}_s \cdot \nabla \tilde{u}_s) ds + \int_0^t P_{t-s} \left( S^{(d)}_{\theta N}(u_s^N) - C_d'\kappa \Delta u_s^N \right) ds + Z_t^N,
\]

and thus

\[
\| u_t^N - \tilde{u}_t \|_{H^{-\alpha}} \leq \left\| \int_0^t P_{t-s} \Pi(v_s^N \cdot \nabla u_s^N - \tilde{v}_s \cdot \nabla \tilde{u}_s) ds \right\|_{H^{-\alpha}} + \left\| \int_0^t P_{t-s} \left( S^{(d)}_{\theta N}(u_s^N) - C_d'\kappa \Delta u_s^N \right) ds \right\|_{H^{-\alpha}} + \| Z_t^N \|_{H^{-\alpha}}.
\]

We denote the first two terms on the right-hand side by \( I_{1,N}(t) \) and \( I_{2,N}(t) \), respectively.

**Lemma 4.1.** For \( \gamma_0 \in (\frac{d^2}{2}, \frac{d+2}{2}) \), \( \alpha \in (0, (2\gamma_0) \wedge \frac{d}{2}) \) and \( q > \max\{2, \frac{1}{\gamma_0 - \alpha + \frac{1}{2}}\} \), we have

\[
I_{1,N}(t) \lesssim_{T,q,\gamma_0} \| u_0 \|_{L^2}^{q-2} \int_0^t \left( \frac{\| u_0 \|_{L^2}^2}{\kappa^{q-2} - \gamma_0 \gamma_1} + \| \tilde{u}_s \|_{H^1}^2 \right) \| u_s^N - \tilde{u}_s \|_{H^{-\alpha}}^q ds.
\]

**Proof.** We follow the idea of proof of [20, Proposition 3.4]. It holds that

\[
I_{1,N}(t) \leq \left\| \int_0^t P_{t-s} \Pi(v_s^N - \tilde{v}_s) \cdot \nabla u_s^N ds \right\|_{H^{-\alpha}} + \left\| \int_0^t P_{t-s} \Pi(\tilde{v}_s \cdot \nabla (u_s^N - \tilde{u}_s)) ds \right\|_{H^{-\alpha}} =: I_{1,1,N}(t) + I_{1,2,N}(t).
\]


First, for some $\varepsilon_1 \in (\frac{1}{q}, 1)$ applying Lemma 3.6(i) with $\delta = 2 - 2\varepsilon_1 > 0$, we have

$$I_{1,1,N}(t) \leq \int_0^t \|P_{t-s}\Pi((v_s^N - \tilde{v}_s) \cdot \nabla u_s^N)\|_{H^{-\alpha}} \, ds$$

$$\lesssim \int_0^t \frac{1}{(\kappa(t-s))^{1-\varepsilon_1}} \|\Pi((v_s^N - \tilde{v}_s) \cdot \nabla u_s^N)\|_{H^{-\alpha-2+2\varepsilon_1}} \, ds$$

$$\leq \frac{1}{\kappa^{1-\varepsilon_1}} \int_0^t \frac{1}{(t-s)^{1-\varepsilon_1}} \|(u_s^N - \tilde{u}_s) \cdot \nabla u_s^N\|_{H^{-\alpha-2+2\varepsilon_1}} \, ds,$$

where the last step is due to that, for any $a \in \mathbb{R}$, the operator norm of $\Pi$ in $H^a$ is less than 1.

If $\frac{d-2}{4} < \gamma_0 < \frac{d}{2}$, let $\varepsilon_1 = \gamma_0 - \frac{d-2}{4} > \frac{1}{q} > 0$. Applying Lemma 3.3(ii) with $b = \alpha + 1 - 2\varepsilon_1 = \alpha + \frac{d}{2} - 2\gamma_0 \in (0, \frac{d}{2})$, and noting that $\frac{d}{2} - b = 2\gamma_0 - \alpha$, we get

$$I_{1,1,N}(t) \lesssim \frac{1}{\kappa^{1-\varepsilon_1}} \int_0^t \frac{1}{(t-s)^{1-\varepsilon_1}} \|u_s^N - \tilde{u}_s\|_{H^{2\gamma_0-\alpha}} \|u_s^N\|_{L^2} \, ds$$

$$\leq \frac{\|u_0\|_{L^2}}{\kappa^{1-\varepsilon_1}} \int_0^t \frac{1}{(t-s)^{1-\varepsilon_1}} \|u_s^N - \tilde{u}_s\|_{H^{\alpha}} \, ds,$$

where we have used the fact that $\mathbb{P}$-a.s. for all $s \geq 0$, $\|u_s^N\|_{L^2} \leq \|u_0\|_{L^2}$.

If $\frac{d}{4} \leq \gamma_0 < \frac{d+2}{4}$, let $\varepsilon_1 = \frac{1}{2} > \frac{1}{q} > 0$. Applying Lemma 3.3(ii) with $b = \alpha + 1 - 2\varepsilon_1 = \alpha \in (0, \frac{d}{2})$, and noting that $\frac{d}{2} - b = \frac{d}{2} - \alpha \leq 2\gamma_0 - \alpha$, we get

$$I_{1,1,N}(t) \lesssim \frac{1}{\kappa^{1-\varepsilon_1}} \int_0^t \frac{1}{(t-s)^{1-\varepsilon_1}} \|u_s^N - \tilde{u}_s\|_{H^{2\gamma_0-\alpha}} \|u_s^N\|_{L^2} \, ds$$

$$\lesssim \frac{1}{\kappa^{1-\varepsilon_1}} \int_0^t \frac{1}{(t-s)^{1-\varepsilon_1}} \|u_s^N - \tilde{u}_s\|_{H^{\alpha}} \|u_s^N\|_{L^2} \, ds,$$

where in the last step we have used Poincare inequality. By the fact $\|u_s^N\|_{L^2} \leq \|u_0\|_{L^2}$ $\mathbb{P}$-a.s. for all $s \geq 0$, we have

$$I_{1,1,N}(t) \leq \frac{\|u_0\|_{L^2}}{\kappa^{1-\varepsilon_1}} \int_0^t \frac{1}{(t-s)^{1-\varepsilon_1}} \|u_s^N - \tilde{u}_s\|_{H^{\alpha}} \, ds.$$

Combining above discussions and by Hölder’s inequality with exponents $\frac{1}{q} + \frac{1}{q'} = 1$, it holds

$$I_{1,1,N}(t) \lesssim \frac{\|u_0\|_{L^2}}{\kappa^{1-\varepsilon_1}} \left( \int_0^t \frac{ds}{(t-s)^{(1-\varepsilon_1)q'}} \right)^{1/q'} \left( \int_0^t \|u_s^N - \tilde{u}_s\|_{H^{-\alpha}}^q \, ds \right)^{1/q}$$

$$\lesssim_{T, \gamma_0} \frac{\|u_0\|_{L^2}}{\kappa^{1-\varepsilon_1}} \left( \int_0^t \|u_s^N - \tilde{u}_s\|_{H^{-\alpha}}^q \, ds \right)^{1/q}.$$

The second step is due to $(1 - \varepsilon_1)q' < 1$ which is a consequence of $\varepsilon_1 = \min\{\frac{1}{2}, \gamma_0 - \frac{d-2}{4}\} > \frac{1}{q}$.

Now we turn to estimate the second term. By Lemma 3.6(iii), we have

$$I_{1,2,N}(t) \lesssim \left( \frac{1}{\kappa} \int_0^t \|\Pi(\tilde{v}_s \cdot \nabla (u_s^N - \tilde{u}_s))\|_{H^{-\alpha-1}}^2 \, ds \right)^{1/2}$$

$$\leq \frac{1}{\sqrt{\kappa}} \left( \int_0^t \|\tilde{v}_s \cdot \nabla (u_s^N - \tilde{u}_s)\|_{H^{-\alpha-1}}^2 \, ds \right)^{1/2}.$$
Applying the first result in Lemma 3.3 with \(a = 1 + 2\gamma_0 > \frac{d}{2}\) and \(b = \alpha < \frac{d}{2}\), we arrive at

\[
I_{1,2,N}(t) \lesssim \frac{1}{\sqrt{\kappa}} \left( \int_0^t \| \tilde{u}_s \|_{H^{1+2\gamma_0}}^2 \| u_s^N - \tilde{u}_s \|_{H^{-\alpha}}^2 \, ds \right)^{1/2}
\]

\[
\lesssim \frac{1}{\sqrt{\kappa}} \left( \int_0^t \| \tilde{u}_s \|_{H^1}^2 \| u_s^N - \tilde{u}_s \|_{H^{-\alpha}}^2 \, ds \right)^{1/2}.
\]

For \(q > 2\), Hölder’s inequality yields

\[
I_{1,2,N}(t) \lesssim \frac{1}{\sqrt{\kappa}} \left( \int_0^t \| \tilde{u}_s \|_{H^1}^2 \| u_s^N - \tilde{u}_s \|_{H^{-\alpha}}^2 \, ds \right)^{1/q} \left( \int_0^t \| u_s \|_{H^1}^{2q} \| u_s^N - \tilde{u}_s \|_{H^{-\alpha}}^q \, ds \right)^{1/2q},
\]

where in the second step we have used the estimate (1.13). Combining the above estimates we finish the proof.

**Lemma 4.2.** For \(\alpha \in (0,1]\) and any \(0 < \delta < \alpha\), we have

\[
I_{2,N}(t) \lesssim \delta, T \kappa^{\delta/2} \epsilon_N^{\alpha-\delta/d} \| u_0 \|_{L^2}.
\]

Furthermore, if \(\gamma > \frac{d-2}{2}\), we have

\[
I_{2,N}(t) \lesssim \delta, T \kappa^{\delta/2} \epsilon_N^{\alpha-\delta/2} \| u_0 \|_{L^2}.
\]

**Proof.** By the semigroup property, for some \(0 < \delta' < \delta < \alpha\),

\[
I_{2,N}(t) \leq \int_0^t \left\| P_{t-s} \left( S_{\theta N}^{(d)}(u_s^N) - C_d \kappa \Delta u_s^N \right) \right\|_{H^{-\alpha}} \, ds
\]

\[
\lesssim \int_0^t \frac{1}{(\kappa(t-s))^{1-\delta'/2}} \left\| S_{\theta N}^{(d)}(u_s^N) - C_d \kappa \Delta u_s^N \right\|_{H^{-\alpha}} \, ds.
\]

Applying Theorem 3.3 with \(b = 0\) and \(\alpha - \delta'\) in place of \(\alpha\), we obtain

\[
I_{2,N}(t) \lesssim C \kappa D_N^{\alpha-\delta'} \int_0^t \frac{\| u_s^N \|_{L^2}^2}{(\kappa(t-s))^{1-\delta'/2}} \, ds \leq C \kappa^{\delta'/2} D_N^{\alpha-\delta'} \int_0^t \frac{\| u_0 \|_{L^2}^2}{(t-s)^{1-\delta'/2}} \, ds
\]

\[
\lesssim \delta', T \kappa^{\delta'/2} D_N^{\alpha-\delta'} \| u_0 \|_{L^2} \leq \kappa^{\delta'/2} D_N^{\alpha-\delta'} \| u_0 \|_{L^2}.
\]

Since \(0 < \delta' < \delta < \alpha\), we have \(\alpha-\delta/< \delta < \alpha\). For general case, we apply Proposition 3.4 with \(q = \frac{\alpha-\delta}{d(\alpha-\delta/2)}\) to obtain \(D_N^{\alpha-\delta'} \lesssim \epsilon_N^{(\alpha-\delta)/d}\). For \(\gamma > \frac{d-2}{2}\), applying Proposition 3.4 with \(q = \frac{\alpha-\delta}{2(\alpha-\delta/2)} < \frac{1}{\delta}\), we have \(D_N^{\alpha-\delta'} \lesssim \epsilon_N^{(\alpha-\delta)/2}\). Combining these we get the desired result.

Finally, we are ready to prove Theorem 1.1.

**Proof of Theorem 1.1.** By (4.2) and Lemma 4.1, for any \(q > \max\{2, \frac{1}{4\gamma_0-\delta-2}\}\) we have

\[
\| u_t^N - \tilde{u}_t \|_{H^{-\alpha}} \lesssim_T, q, \gamma_0 \| u_0 \|_{L^2}^{q-2} \int_0^t \left( \frac{\| u_0 \|_{L^2}^2}{{\kappa}^{q(\frac{d}{2}+1)} - 1} + \| \tilde{u}_s \|_{H^1}^2 \right) \| u_s^N - \tilde{u}_s \|_{H^{-\alpha}}^q \, ds + I_{2,2,N}(t) + \| Z_N \|_{H^{-\alpha}}^q.
\]
Gronwall’s inequality implies
\[
\sup_{t \leq T} \| u_t^N - \tilde{u}_t \|^q_{H^{-\alpha}} \lesssim \sup_{t \leq T} [ I_{2,N}^q(t) + \| Z_t^N \|^q_{H^{-\alpha}} ] \exp \left[ C \| u_0 \|_{L^2}^q \int_0^T \left( \frac{\| u_0 \|_{L^2}^2}{\kappa^q(d^2 + \gamma_0)} + \frac{\| \tilde{u}_s \|_{H^1}^2}{\kappa^q} \right) \text{ds} \right],
\]
where the constant \( C = C(T, q, \gamma_0) > 0 \). Using the energy estimate (1.13) of \( \tilde{u} \), we have
\[
\int_0^T \left( \frac{\| u_0 \|_{L^2}^2}{\kappa^q(d^2 + \gamma_0)} + \frac{\| \tilde{u}_s \|_{H^1}^2}{\kappa^q} \right) \text{ds} \lesssim \frac{\| u_0 \|_{L^2}^2}{\kappa^q} T + \frac{\| u_0 \|_{L^2}^2}{\kappa^q} = \frac{\| u_0 \|_{L^2}^2}{\kappa^q} (\kappa^q(\gamma_0 - \frac{d^2}{4}) T + 1),
\]
which is a deterministic quantity. Inserting this estimate into the above inequality leads to
\[
\sup_{t \leq T} \| u_t^N - \tilde{u}_t \|^q_{H^{-\alpha}} \lesssim \left[ \sup_{t \leq T} I_{2,N}^q(t) + \sup_{t \leq T} \| Z_t^N \|^q_{H^{-\alpha}} \right] \exp \left[ C \| u_0 \|_{L^2}^q \left( \kappa^q(\gamma_0 - \frac{d^2}{4}) T + 1 \right) \right]. \tag{4.5}
\]

In the general case \( \gamma \in (0, \frac{d}{2}) \), by (4.3) and applying Proposition 3.7 with \( \beta = \alpha < \frac{d}{2} \), \( p = q \), \( \delta \in (0, \alpha) \) and \( R = \| u_0 \|_{L^2} \), we obtain
\[
\mathbb{E} \left[ \sup_{t \leq T} I_{2,N}^q(t) \right] + \mathbb{E} \left[ \sup_{t \leq T} \| Z_t^N \|^q_{H^{-\alpha}} \right] \lesssim \delta_{q,T} \kappa^{q/2} \epsilon_N^{(\alpha - \delta)/d} \| u_0 \|^q_{L^2}.
\]
Taking expectation on both sides of the inequality (4.5), we obtain the desired result.

For \( \gamma > \frac{d}{2} \), using Proposition 3.8 with \( \beta = \alpha < 1 \), \( p = q \), \( \delta \in (0, \alpha) \) and \( R = \| u_0 \|_{L^2} \) and by the estimate of \( I_{2,N} \) as (4.4), we can get the corresponding estimate. \( \square \)

## 5 Central limit theorem

This section is devoted to the proof of the CLT with explicit rate of strong convergence. We start again by recalling the setting: \( u^N \) and \( \tilde{u} \) are solutions to equations (1.10) and (1.11), respectively; set
\[
U^N = (u^N - \tilde{u}) / \sqrt{\epsilon_N},
\]
which satisfies the following equation in a weak sense
\[
dU^N + \Pi (V^N \cdot \nabla u^N + \tilde{v} \cdot \nabla U^N) \text{dt} = C_{d\kappa} \Delta U^N \text{dt} + \frac{1}{\sqrt{\epsilon_N}} (S_{d}^{(d)}(u^N) - C_{d\kappa} \Delta u^N) \text{dt}
\]
\[
+ \sqrt{C_{d\kappa}} \sum_{|k| \leq N} \sum_{i=1}^{d-1} \frac{1}{|k|^2} \Pi (\sigma_{k,i} \cdot \nabla u^N) dW_t^{k,i}, \tag{5.1}
\]
where \( V^N = K(U^N) = (v^N - \tilde{v}) / \sqrt{\epsilon_N} \). Letting \( N \to \infty \), the limit equation would be
\[
dU + \Pi (V \cdot \nabla \tilde{u} + \tilde{v} \cdot \nabla U) \text{dt} = C_{d\kappa} \Delta U \text{dt} + \sqrt{C_{d\kappa}} \sum_{k,i} \frac{1}{|k|^2} \Pi (\sigma_{k,i} \cdot \nabla \tilde{u}) dW_t^{k,i}, \tag{5.2}
\]
where \( V = K(U) \). We will first show the well-posedness of (5.2) and then prove the convergence of \( U^N \) to \( U \). In this section we assume that
\[
\frac{d - 2}{4} < \gamma_0 < \frac{d + 2}{4} \quad \text{and} \quad 2\gamma_0 + \gamma > \frac{d}{2}. \tag{5.3}
\]
5.1 Well-posedness of the limit equation

This subsection deals with the well-posedness of the limit equation (5.2), which is also interpreted in mild form:

\[
U_t = - \int_0^t P_{t-s} \left[ \Pi (V_s \cdot \nabla \tilde{u}_s + \tilde{v}_s \cdot \nabla U_s) \right] \, ds + \tilde{Z}_t, \tag{5.4}
\]

where \( P_t = e^{C_d \kappa t \Delta} \) (\( t \geq 0 \)) and the stochastic convolution \( \tilde{Z}_t \) is

\[
\tilde{Z}_t := \sqrt{C_d} \sum_{k,i} \frac{1}{|k|^\gamma} \int_0^t P_{t-s} \left[ \Pi (\sigma_{k,i} \cdot \nabla \tilde{u}_s) \right] \, dW^{k,i}_s. \tag{5.5}
\]

First we study the regularity of the stochastic convolution \( \{\tilde{Z}_t\}_{t \geq 0} \).

**Lemma 5.1.** For any \( \beta > \frac{d}{2} - \gamma \) and \( p \in [1, \infty) \), it holds \( \mathbb{E} \left[ \|\tilde{Z}\|_{C_0 H^{-\beta}}^p \right] < +\infty \).

**Proof.** It is enough to consider the case \( \beta < \frac{d}{2} \). Fix \( 0 < \epsilon < \beta + \frac{d}{2} - \frac{\gamma}{2} \); by Burkholder-Davis-Gundy’s inequality, we have

\[
\mathbb{E} \left[ \|\tilde{Z}\|_{H^{-\beta}}^{2p} \right] = C_d |k|^p \mathbb{E} \left[ \left\| \sum_{k,i} |k|^{-\gamma} \int_0^t P_{t-s} \Pi (\sigma_{k,i} \cdot \nabla \tilde{u}_s) \, dW^{k,i}_s \right\|_{H^{-\beta}}^{2p} \right]
\]

\[
\lesssim \mathbb{E} \left[ \left( \sum_{k,i} |k|^{-2\gamma} \int_0^t P_{t-s} \Pi (\sigma_{k,i} \cdot \nabla \tilde{u}_s) \|_{H^{-\beta}}^{2} \, ds \right)^p \right]
\]

\[
\lesssim \mathbb{E} \left[ \left( \sum_{k,i} |k|^{-2\gamma} \int_0^t (t-s)^{\epsilon-1} \|\sigma_{k,i} \cdot \nabla \tilde{u}_s\|_{H^{-\beta-1+\epsilon}}^{2} \, ds \right)^p \right],
\]

where in the last step we used the properties of semigroup. Similar to (3.6), we have

\[
\sum_{k,i} |k|^{-2\gamma} \|\sigma_{k,i} \cdot \nabla \tilde{u}_s\|_{H^{-\beta-1+\epsilon}}^{2} \lesssim \sum_{k} |k|^{-2\gamma} \|\tilde{u}_s\|_{H^{-\beta+\epsilon}}^{2} \lesssim \sum_{k,i \in \mathbb{Z}^d_0} |k|^{-2\gamma} |t|^{-2(\beta-\epsilon)} \langle \tilde{u}_s, e_{k,i} \rangle^2.
\]

Applying Lemma 3.2 with \( a = \gamma \), \( b = \beta - \epsilon \) and \( c = 0 \) we have

\[
\sum_{k,i} |k|^{-2\gamma} \|\sigma_{k,i} \cdot \nabla \tilde{u}_s\|_{H^{-\beta-1+\epsilon}}^{2} \lesssim \|\tilde{u}_s\|_{L^2}^{2}.
\]

Substituting this estimate into the above inequality yields

\[
\mathbb{E} \left[ \|\tilde{Z}\|_{H^{-\beta}}^{2p} \right]^{1/2p} \lesssim \mathbb{E} \left[ \left( \int_0^t (t-s)^{\epsilon-1} \|\tilde{u}_s\|_{L^2}^{2} \, ds \right)^p \right]^{1/2p} \lesssim t^{\epsilon/2} \|u_0\|_{L^2}.
\]

A similar computation gives us

\[
\mathbb{E} \left[ \left\| \sum_{k,i} \frac{1}{|k|^\gamma} \int_s^t P_{t-r} \left[ \Pi (\sigma_{k,i} \cdot \nabla \tilde{u}_r) \right] \, dW^{k,i}_r \right\|_{H^{-\beta}}^{2p} \right]^{1/2p} \lesssim |t-s|^{\epsilon/2} \|u_0\|_{L^2}.
\]

Next, observing that by definition \( \tilde{Z} \) satisfies

\[
\tilde{Z}_t = P_{t-s} \tilde{Z}_s + \sum_{k,i} \frac{1}{|k|^\gamma} \int_s^t P_{t-r} \left[ \Pi (\sigma_{k,i} \cdot \nabla \tilde{u}_r) \right] \, dW^{k,i}_r.
\]
and thus
\[ \tilde{Z}_t - \tilde{Z}_s = (P_{t-s} - I)\tilde{Z}_s + \sum_{k,i} \frac{1}{|k|} \int_s^t P_{t-r} \left[ \Pi(\sigma_{k,i} \cdot \nabla \tilde{u}_r) \right] dW_r^{k,i}. \]

By Lemma 3.6(ii), we obtain
\[
\| \tilde{Z}_t - \tilde{Z}_s \|_{H^{\beta-\epsilon}} \leq \| (I - P_{t-s}) \tilde{Z}_s \|_{H^{\beta-\epsilon}} + \left\| \sum_{k,i} \frac{1}{|k|} \int_s^t P_{t-r} \left[ \Pi(\sigma_{k,i} \cdot \nabla \tilde{u}_r) \right] dW_r^{k,i} \right\|_{H^{\beta-\epsilon}}.
\]
Choosing \( p > 1/\epsilon \) and applying Kolmogorov’s continuity criterion, we obtain the desired result, up to renaming \( \beta - \epsilon \) as \( \beta \).

Inspired by the mild formulation (5.3) and Lemma 5.1 given a trajectory \( z \in C_t^0 H_x^{-\beta} \), we turn to the study of the analytic equation
\[
y_t = -\int_0^t P_{t-s} \Pi \left[ K(y_s) \cdot \nabla \tilde{u}_s + K(\tilde{u}_s) \cdot \nabla y_s \right] ds + z_t. \tag{5.6}
\]
Recall that \( K = (1 + (-\Delta)^\gamma)^{-1} \) is a linear operator.

**Proposition 5.2.** For \( \frac{d}{2} - \gamma < \beta < (2\gamma_0) \wedge \frac{d}{2} \) and any \( z \in C_t^0 H_x^{-\beta} \), there exists a unique solution \( y \in C_t^0 H_x^{-\beta} \) to (5.6). Moreover, the solution map \( z \mapsto y = Sz \) is a linear bounded operator and there exists \( C > 0 \) and \( q = \max\{2, 4\gamma_0 - d + 2\} \) such that
\[
\| Sz \|_{C_t^0 H_x^{-\beta}} \lesssim \exp \left( C(1 + T)\|u_0\|_{L^2}^q \right) \| z \|_{C_t^0 H_x^{-\beta}}. \tag{5.7}
\]

**Proof.** Let us define \( a(t) := \int_0^t \| \tilde{u}_s \|^2_{H^1} ds + t\|u_0\|_{L^2}^q \), the constant \( \eta \) is to be determined; and endow \( C_t^0 H_x^{-\beta} \) with the equivalent norm
\[
\| y \|_\lambda := \sup_{t \in [0,T]} \left\{ e^{-\lambda a(t)} \| y_t \|_{H^{-\beta}} \right\}
\]
for a suitable \( \lambda > 0 \) to be chosen later. Define a map \( \Gamma \) on \( C_t^0 H_x^{-\beta} \) by
\[
(\Gamma y)_t := -\int_0^t P_{t-s} \Pi \left[ K(y_s) \cdot \nabla \tilde{u}_s + K(\tilde{u}_s) \cdot \nabla y_s \right] ds + z_t.
\]
We are going to show that \( \Gamma \) is a contraction on \( (C_t^0 H_x^{-\beta}, \| \cdot \|_\lambda) \) for some large \( \lambda > 0 \), which immediately implies existent and uniqueness of solutions to (5.6); since \( \Gamma \) is an affine map, the same computation shows that indeed \( \Gamma y \in C_t^0 H_x^{-\beta} \) whenever \( y \) does so.

Given \( y^1, y^2 \in C_t^0 H_x^{-\beta} \), set \( y^0 = y^1 - y^2 \), then by Lemma 3.6(i) and (iii) it holds
\[
\| (\Gamma y^1 - \Gamma y^2)_t \|^2_{H^{-\beta}}
\]
\[
= \left\| \int_0^t P_{t-s} \Pi \left[ K(y^0_s) \cdot \nabla \tilde{u}_s + K(\tilde{u}_s) \cdot \nabla y^0_s \right] ds \right\|^2_{H^{-\beta}}
\]
\[
\lesssim \left( \int_0^t \| P_{t-s} \Pi \left[ K(y^0_s) \cdot \nabla \tilde{u}_s \right] \|_{H^{-\beta}} ds \right)^2 + \int_0^t \| K(\tilde{u}_s) \cdot \nabla y^0_s \|^2_{H^{-\beta-1}} ds
\]
\[
\lesssim \left( \int_0^t \frac{1}{(t-s)^{1-\epsilon}} \| K(y^0_s) \cdot \nabla \tilde{u}_s \|_{H^{-\beta-2+2\epsilon}} ds \right)^2 + \int_0^t \| K(\tilde{u}_s) \cdot \nabla y^0_s \|^2_{H^{-\beta-1}} ds,
\]
for some \( \varepsilon = \min\{\frac{1}{2}, \gamma_0 - \frac{d-2}{4}\} > \frac{1}{8} \). We denote the last terms on right-hand side by \( I_t^1 \) and \( I_t^2 \), respectively.

First, applying Lemma 3.3(ii) with \( b = \beta + 1 - 2\varepsilon \in (0, \frac{d}{2}) \), and noting that \( \frac{d}{2} - b = 2\varepsilon + \frac{d-2}{2} - \beta \leq 2\gamma_0 - \beta \), by Poincare inequality we obtain

\[
I_t^1 \lesssim \left( \int_0^t \frac{1}{(t-s)^{1-\varepsilon}} \|K(y_s')\|_{H^{2\gamma_0 - \beta}} \|\tilde{u}_s\|_{L^2} ds \right)^2 \lesssim \left( \int_0^t \frac{1}{(t-s)^{1-\varepsilon}} \|y_s'\|_{H^{-\beta}} \|\tilde{u}_s\|_{L^2} ds \right)^2 \\
\lesssim e^{2\lambda t} \|y_0^0\|_{L^2}^2 \left( \int_0^t \frac{1}{(t-s)^{1-\varepsilon}} e^{-\lambda(a(t)-a(s))} ds \right)^2.
\]

Note that \( a(t) - a(s) \geq \|u_0\|_{L^2}^\eta (t-s) \); letting \( r = \lambda\|u_0\|_{L^2}^\eta (t-s) \), we have

\[
I_t^1 \lesssim e^{2\lambda(t)} \|y_0^0\|_{L^2}^2 \left( \int_0^t \frac{1}{(t-s)^{1-\varepsilon}} e^{-\lambda\|u_0\|_{L^2}^\eta (t-s)} ds \right)^2 \\
\lesssim e^{2\lambda(t)} \|y_0^0\|_{L^2}^2 \left( \int_0^t (t-s)^{-\varepsilon} ds \right)^2 e^{-\lambda\|u_0\|_{L^2}^\eta (t-s)} ds \lesssim \frac{e^{2\lambda(t)}}{2\lambda} e^{2\lambda(t)}.
\]

Choosing \( \eta = \frac{1}{2}\), we obtain \( I_t^1 \lesssim e^{2\lambda(t)} \|y_0^0\|_{L^2}^2 \|u_0\|_{L^2}^{-2\varepsilon} \).

Next, applying Lemma 3.3(i) with \( a = 0 \), \( b = \beta + \frac{d}{2} \), \( \gamma_0 > \frac{d}{2} \) leads to

\[
I_t^2 \lesssim \int_0^t \|K(\tilde{u}_s)\|_{H^{1+2\gamma_0}} \|y_s^0\|_{H^{-\beta}} ds \lesssim \|y_0^0\|_\lambda \int_0^t e^{2\lambda(s)} \|\tilde{u}_s\|_{H^1}^2 ds \lesssim \frac{\|y_0^0\|_\lambda^2}{2\lambda} e^{2\lambda(t)}.
\]

Combining the above estimates, multiplying both sides of (5.8) by \( e^{-2\lambda(t)} \) and taking the supremum over \( t \in [0, T] \), we obtain the existence of a constant \( C > 0 \), independent of \( \lambda \), such that

\[
\|\Gamma y^1 - \Gamma y^2\|^2 \leq C \max \left\{ \frac{1}{\lambda'}, \frac{1}{\lambda^{2\varepsilon}} \right\} \|y_0^0\|^2 = C \max \left\{ \frac{1}{\lambda'}, \frac{1}{\lambda^{2\varepsilon}} \right\} \|y^1 - y^2\|^2;
\]

contractivity of the mapping \( \Gamma \) follows by choosing \( \lambda \) large enough.

Due to the affine structure of (5.6), \( z \mapsto Sz \) is a linear operator. To show the boundedness of this operator, we only need to prove (5.8). If \( y \) solves (5.6), then for any \( t \in [0, T] \) and \( q > \max\{2, \frac{4}{1 + d + 2}\} \), similar to the above estimates, we have

\[
\|y_t\|_{H^{-\beta}}^q \lesssim \left( \int_0^t P_{t-s} \Pi [K(y_s) \cdot \nabla \tilde{u}_s + K(\tilde{u}_s) \cdot \nabla y_s] ds \right)^\frac{q}{2} + \|z_t\|_{H^{-\beta}}^q \\
\lesssim \left( \int_0^t \frac{1}{(t-s)^{1-\varepsilon}} \|y_s\|_{H^{-\beta}} \|\tilde{u}_s\|_{L^2} ds \right)^q + \left( \int_0^t \|\tilde{u}_s\|_{H^1}^2 \|y_s\|_{H^{-\beta}}^2 ds \right)^\frac{q}{2} + \|z\|_{C^0 H^{-\beta}}^q.
\]

Similar to the proof of Lemma 4.4, by Hölder inequality we have

\[
\|y_t\|_{H^{-\beta}}^q \lesssim \frac{1}{2} \left( \int_0^t \|u_0\|_{L^2}^q ds + \left( \int_0^t \|\tilde{u}_s\|_{H^1}^2 ds \right)^\frac{q-2}{2} \|\tilde{u}_s\|_{H^1}^2 ds \right)^\frac{q}{2} + \|z\|_{C^0 H^{-\beta}}^q.
\]

Applying Gronwall’s lemma and using the fact \( \|\tilde{u}_t\|_{L^2}^2 + C_d \int_0^t \|\tilde{u}_s\|_{L^2}^2 ds \leq \|u_0\|_{L^2}^2 \), we get the estimate (5.7).

**Corollary 5.3.** Let \( u_0 \in H_0 \) be fixed, then there exists a unique solution \( U \) to (5.4), which is given by \( U = S \tilde{Z} \). In particular, \( U \) is a Gaussian field which satisfies \( \mathbb{E} \|U\|_{C^0 H^{-\beta}}^q < \infty \) for any \( q > \max\{2, \frac{4}{1 + d + 2}\} \) and \( \beta > \frac{d}{2} - \gamma \).

**Proof.** Due to Proposition 5.2 we can get the strong existence and pathwise uniqueness of the solution to (5.4). By Lemma 5.1 and estimate (5.7), we know that \( \mathbb{E} \|U\|_{C^0 H^{-\beta}}^q < \infty \) for any \( q > \max\{2, \frac{4}{1 + d + 2}\} \). Because the operator \( z \mapsto Sz \) is linear and \( \tilde{Z} \) is a Gaussian field, the solution \( U = S \tilde{Z} \) is Gaussian. \( \square \)
5.2 Proof of CLT

In this subsection, we estimate the convergence speed of $U^N$ to $U$ in the case $d = 3$. The first condition in (5.3) now reads as $\frac{1}{4} < \gamma_0 < \frac{3}{4}$, and we want to keep $\gamma_0$ small; due to the constraint $2\gamma_0 + \gamma > \frac{3}{2}$, we choose $\gamma \in (1, \frac{3}{2})$ in the sequel. An added benefit of the condition $\gamma > 1$ is that we do not need to deal with different expressions of $D_N$, cf. (3.3).

**Proof of Theorem 1.2** As before, writing the equation (5.1) in mild form yields

$$U^N_t = - \int_0^t P_{t-s} \Pi \left[ K(U^N_s) \cdot \nabla u^N_s + K(\tilde{u}_s) \cdot \nabla U^N_s \right] ds + \frac{1}{\sqrt{\epsilon_N}} \int_0^t P_{t-s} \left( S_{b'}^3 (u^N_s) - C_3^2 \kappa \Delta u^N_s \right) ds + Z^N_t,$$

where the stochastic convolution $Z^N_t$ is

$$Z^N_t := \sqrt{C_3^2} \sum_{|k| \leq N} \sum_{i=1}^2 \frac{1}{|k|^\gamma} \int_0^t P_{t-s} \left[ \Pi (\sigma_{k,i} \cdot \nabla u^N_s) \right] dW_{k,i}.$$ 

Recall also the mild formulation (5.4) of the limit equation with the stochastic convolution $\tilde{Z}_t$ defined in (5.5). Therefore, for any $t \in [0, T]$ and $q > \max\{2, \frac{1}{4\gamma_0 - \frac{1}{2}}\}$, we have

$$\mathbb{E} \left[ \| U^N_t - U_t \|_{H^{-\alpha_0}}^q \right] \lesssim I^N_1(t) + I^N_2(t) + I^N_3(t) + I^N_4(t) + I^N_5(t),$$

where

$$I^N_1(t) = \mathbb{E} \left[ \left\| \int_0^t P_{t-s} \Pi \left[ K(U^N_s) \cdot \nabla u^N_s \right] ds \right\|_{H^{-\alpha_0}}^q \right],$$

$$I^N_2(t) = \mathbb{E} \left[ \left\| \int_0^t P_{t-s} \Pi \left[ K(\tilde{u}_s) \cdot \nabla (U^N_s - U_s) \right] ds \right\|_{H^{-\alpha_0}}^q \right],$$

$$I^N_3(t) = \mathbb{E} \left[ \left\| \int_0^t P_{t-s} \Pi \left[ K(U_s) \cdot \nabla (u^N_s - \tilde{u}_s) \right] ds \right\|_{H^{-\alpha_0}}^q \right],$$

$$I^N_4(t) = \mathbb{E} \left[ \frac{1}{q^{1/2}} \left\| \int_0^t P_{t-s} \left( S_{b'}^3 (u^N_s) - C_3^2 \kappa \Delta u^N_s \right) ds \right\|_{H^{-\alpha_0}}^q \right],$$

$$I^N_5(t) = \mathbb{E} \left[ \| Z^N_t - \tilde{Z}_t \|_{H^{-\alpha_0}}^q \right].$$

**Step 1: preliminary estimates.** Set $\epsilon_1 = \min\{\frac{1}{2}, \gamma_0 - \frac{1}{4}\}$; then by Lemma 3.6(i) it holds

$$I^N_1(t) \lesssim \mathbb{E} \left[ \left( \int_0^t \left\| P_{t-s} \Pi \left[ K(U^N_s) \cdot \nabla u^N_s \right] \right\|_{H^{-\alpha_0}} ds \right)^q \right] \lesssim \mathbb{E} \left[ \left( \int_0^t \frac{1}{(t-s)^{1-\epsilon_1}} \left\| K(U^N_s) \cdot \nabla u^N_s \right\|_{H^{-\alpha_0 - 2+2\epsilon_1}} ds \right)^q \right].$$

Using Lemma 3.3(ii) with $b = \alpha_0 + 1 - 2\epsilon_1 \in (0, \frac{3}{2})$, and noting that $\frac{3}{2} - b = 2\epsilon_1 + \frac{1}{2} - \alpha_0 \leq 2\gamma_0 - \alpha_0$, by Poincare inequality we obtain

$$I^N_1(t) \lesssim \mathbb{E} \left[ \left( \int_0^t \frac{1}{(t-s)^{1-\epsilon_1}} \left\| K(U^N_s) \right\|_{H^{2\alpha_0 - \alpha_0}} \left\| u^N_s \right\|_{L^2} ds \right)^q \right] \lesssim \mathbb{E} \left[ \left( \int_0^t \frac{1}{(t-s)^{1-\epsilon_1}} \left\| U^N_s - U_s \right\|_{H^{-\alpha_0}} \left\| u^N_s \right\|_{L^2} ds \right)^q \right].$$
Since $q > \max \{ 2, \frac{4}{1-\gamma_0} \}$, one has $(1 - \varepsilon)q' < 1$; Hölder’s inequality yields

$$I_1^N(t) \lesssim \|u_0\|_{L^2}^q \int_0^t \mathbb{E} \left[ \| (U_s^N - U_s) \|_{H^{-\alpha_0}}^q \right] ds.$$ 

The estimate of $I_2^N(t)$ is similar to $I_{1,2,N}(t)$ in the proof of Lemma \ref{lemma:4.1}. We use the semigroup property and Lemma \ref{lemma:3.3} (i) with $a = 1 + 2\gamma_0 > \frac{3}{2}$ and $b = \alpha_0 < \frac{3}{2}$, which gives

$$I_2^N(t) \lesssim \mathbb{E} \left[ \left( \int_0^t \| K(\tilde{u}_s) \cdot \nabla (U_s^N - U_s) \|_{H^{-\alpha_0-1}}^2 ds \right)^{\frac{q}{2}} \right] \lesssim \mathbb{E} \left[ \left( \int_0^t \| \tilde{u}_s \|_{H^1}^2 \| U_s^N - U_s \|_{H^{-\alpha_0}}^2 ds \right)^{\frac{q}{2}} \right].$$

Choosing $q > 2$, then by Hölder inequality we have

$$I_2^N(t) \lesssim \|u_0\|_{L^2}^{q-2} \mathbb{E} \left[ \int_0^t \| \tilde{u}_s \|_{H^1}^2 \| U_s^N - U_s \|_{H^{-\alpha_0}}^q ds \right].$$

Combining the above estimates yields

$$\mathbb{E} \left[ \| U_t^N - U_t \|_{H^{-\alpha_0}}^q \right] \lesssim \int_0^t \left( \| u_0 \|_{L^2}^q + \| u_0 \|_{L^2}^{q-2} \| \tilde{u}_s \|_{H^1}^2 \right) \mathbb{E} \left[ \| U_s^N - U_s \|_{H^{-\alpha_0}}^q \right] ds + I_3^N(t) + I_4^N(t) + I_5^N(t),$$

and so by Gronwall’s lemma we find

$$\sup_{t \in [0,T]} \mathbb{E} \left[ \| U_t^N - U_t \|_{H^{-\alpha_0}}^q \right] \lesssim e^{C(1+T)\|u_0\|_{L^2}^q} \sup_{t \in [0,T]} \left( I_3^N(t) + I_4^N(t) + I_5^N(t) \right). \quad (5.10)$$

**Step 2: estimate of $I_3^N(t)$**. By the property of semigroup, it holds

$$I_3^N(t) \lesssim \mathbb{E} \left[ \left( \int_0^t \| P_{t-s} [K(U_s) \cdot \nabla (u_s^N - \tilde{u}_s)] \|_{H^{-\alpha_0}} ds \right)^q \right] \lesssim \mathbb{E} \left[ \left( \int_0^t \frac{1}{(t-s)^{1-\varepsilon_2}} \| K(U_s) \cdot \nabla (u_s^N - \tilde{u}_s) \|_{H^{-\alpha_0-2+2\varepsilon_2}} ds \right)^q \right],$$

where $\varepsilon_2 > 0$. Recalling that $\alpha_0 > \frac{1}{2}$, we can choose $\varepsilon_2$ small enough so that $\alpha_0 - \frac{1}{2} - 2\varepsilon_2 > 0$. Let $c = \alpha_0 + \gamma - \frac{3}{2}$, by Lemma \ref{lemma:3.3} (iii) with $b = c > \alpha_0 - \frac{1}{2} > 0$, we have

$$I_3^N(t) \lesssim \mathbb{E} \left[ \left( \int_0^t \frac{1}{(t-s)^{1-\varepsilon_2}} \| K(U_s) \|_{H^{-c}} \| u_s^N - \tilde{u}_s \|_{H^{-c}} ds \right)^q \right] \lesssim \mathbb{E} \left[ \| U \|_{C_0^{\gamma_0-\frac{2}{3}}}^q \| u_s^N - \tilde{u} \|_{C_0^{\gamma_0-\frac{2}{3}}}^{q} \left( \int_0^t \frac{1}{(t-s)^{1-\varepsilon_2}} ds \right)^q \right] \lesssim T^{\varepsilon_2 q/2} \mathbb{E} \left[ \| U \|_{C_0^{\gamma_0-\frac{2}{3}}}^{2q} \right]^{1/2} \mathbb{E} \left[ \| u_s^N - \tilde{u} \|_{C_0^{\gamma_0-\frac{2}{3}}}^{2q} \right]^{1/2},$$

where in the last passage we used the Cauchy inequality. Note that $2\gamma_0 - c = 2\gamma_0 - \alpha_0 + \frac{3}{2} - \gamma > \frac{3}{2} - \gamma$; applying Corollary \ref{corollary:5.3} with $\beta = 2\gamma_0 - c$, we have $\mathbb{E} \left[ \| U \|_{C_0^{\gamma_0-\frac{2}{3}}}^{2q} \right] < +\infty$. As $c < \alpha_0 < (2\gamma_0) \wedge 1$, applying Theorem \ref{theorem:1.1} with $\alpha = c$ and $\delta < c$, we obtain

$$\sup_{t \in [0,T]} I_3^N(t) \lesssim \mathbb{E} \left[ \| u_s^N - \tilde{u} \|_{C_0^{\gamma_0-\frac{2}{3}}} \right]^{1/2} \lesssim \| u_0 \|_{L^2}^{q/2} \varepsilon_N^{(c-\delta)/2}.$$ 

Choosing $\delta = \frac{2\varepsilon_2}{(3-2\gamma_0)} < c$ ($\varepsilon$ being the small number in the statement of the theorem) and by the estimate of $\varepsilon_N$ (see (1.9)), we obtain

$$\sup_{t \in [0,T]} I_3^N(t) \lesssim \| u_0 \|_{L^2}^{q/2} \varepsilon_N^{\frac{3-2\gamma_0}{2}(\alpha_0 + \gamma - \frac{3}{2})} \varepsilon.$$ \quad (5.11)
Step 3: estimate of $I_4^N(t)$. By Lemma 3.6 for small $\varepsilon_3 > 0$ it holds

$$I_4^N(t) \leq \frac{1}{c_{m, N}} \mathbb{E} \left[ \int_0^t \left( \frac{1}{(t-s)^{1-\varepsilon_3}} \| S^{(3)}_{qN}(u_s^N) - C_3\kappa \Delta u_s^N \|_{H^{-\alpha_0 - 2 + \varepsilon_3}} \right)^q ds \right]$$

$$\leq \frac{1}{c_{m, N}} \left( \int_0^t \left( \frac{1}{(t-s)^{1-\varepsilon_3}} \right)^q ds \right) \mathbb{E} \left[ \sup_{0 \leq s \leq T} \left\| S^{(3)}_{qN}(u_s^N) - C_3\kappa \Delta u_s^N \right\|_{H^{-\alpha_0 - 2 + \varepsilon_3}}^q \right]$$

$$\leq \mathbb{E} \left[ \sup_{0 \leq s \leq T} \left\| u_s^N \right\|_{L^2}^q \left( \frac{1}{\varepsilon_{N}} D_{N}^{2\alpha_0 - 2\varepsilon_3} \right)^q \right],$$

where in the last step we have applied Theorem 3.5 with $b = 0$ and $\alpha = \alpha_0 - 2\varepsilon_3 < 1$. Recalling $D_N$ defined in (3.3), for $1 < \gamma < \frac{3}{2}$ we have $D_N \lesssim \varepsilon_N$. Choosing $\varepsilon_3 = \frac{\varepsilon}{2(3-2\gamma)q}$ and by the fact $\sup_{0 \leq s \leq T} \left\| u_s^N \right\|_{L^2} \leq \left\| u_0 \right\|_{L^2} \text{ P.a.s.}$, we obtain

$$\sup_{t \in [0,T]} I_4^N(t) \lesssim \left\| u_0 \right\|_{L^2}^q \varepsilon_{N}^{-q(\alpha_0 - 2\varepsilon_3 - \frac{1}{2})} \lesssim \left\| u_0 \right\|_{L^2}^q \varepsilon_{N}^{q(3-2\gamma)(\alpha_0 - \frac{1}{2}) + \varepsilon}. \quad (5.12)$$

Step 4: estimate of $I_5^N(t)$. We split it in two parts: $J_5^N(t) \lesssim J_1^N(t) + J_2^N(t)$ where

$$J_1^N(t) := \mathbb{E} \left[ \left\| \sqrt{C_3\kappa} \sum_{|k| > N} \sum_{i=1}^{2} \frac{1}{|k|^\gamma} \int_0^t P_{t-s} \Pi [\sigma_{k,i} \cdot \nabla u_s] dW_s^k, i \right\|_{H^{-\alpha_0}}^q \right]$$

$$J_2^N(t) := \mathbb{E} \left[ \left\| \sqrt{C_3\kappa} \sum_{|k| \leq N} \sum_{i=1}^{2} \frac{1}{|k|^\gamma} \int_0^t P_{t-s} \Pi [\sigma_{k,i} \cdot \nabla (u_s^N - \bar{u}_s)] dW_s^k, i \right\|_{H^{-\alpha_0}}^q \right].$$

By Burkholder-Davis-Gundy’s inequality, we have

$$J_1^N(t) \lesssim \mathbb{E} \left[ \left( \sum_{|k| > N} \sum_{i=1}^{2} \frac{1}{|k|^{2\gamma}} \int_0^t \left\| P_{t-s} \Pi [\sigma_{k,i} \cdot \nabla u_s] \right\|_{H^{-\alpha_0}}^2 ds \right)^{\frac{q}{2}} \right]$$

$$\lesssim \mathbb{E} \left[ \left( \sum_{|k| > N} \sum_{i=1}^{2} \frac{1}{|k|^{2\gamma}} \int_0^t \left( \frac{1}{(t-s)^{1-\varepsilon_4}} \left\| \sigma_{k,i} \cdot \nabla u_s \right\|_{H^{-\alpha_0 - 1 + \varepsilon_4}}^2 ds \right)^{\frac{q}{2}} \right] \right],$$

where $\varepsilon_4 \in (0, \alpha_0 - 1/2)$. Noting that $\sigma_{k,i} = a_{k,i}e_k$ is divergence free, for any $r \in \mathbb{R}$ it holds

$$\| \sigma_{k,i} \cdot \nabla \bar{u}_s \|_{H^{-r-1}} = \| \nabla \cdot (\sigma_{k,i} \otimes \bar{u}_s) \|_{H^{-r-1}} \lesssim \| \sigma_{k,i} \otimes \bar{u}_s \|_{H^{-r}} \lesssim \| e_k \bar{u}_s \|_{H^{-r}}. \quad (5.13)$$

Letting $r = \alpha_0 - \varepsilon_4$, we have

$$J_1^N(t) \lesssim \mathbb{E} \left[ \left( \sum_{|k| > N} \frac{1}{|k|^{2\gamma}} \int_0^t \frac{1}{(t-s)^{1-\varepsilon_4}} \left\| e_k \bar{u}_s \right\|_{H^{-\alpha_0 + \varepsilon_4}}^2 ds \right)^{\frac{q}{2}} \right]$$

$$\lesssim \mathbb{E} \left[ \left( \sup_{s \in [0,T]} \sum_{|k| > N} \frac{1}{|k|^{2\gamma}} \left\| e_k \bar{u}_s \right\|_{H^{-\alpha_0 + \varepsilon_4}}^2 \right)^{\frac{q}{2}} \right].$$

Letting $\delta_2 = \alpha_0 - \frac{1}{2} - \varepsilon_4$, then $0 < \delta_2 < \gamma$ and it holds

$$\sum_{|k| > N} \frac{1}{|k|^{2\gamma}} \left\| e_k \bar{u}_s \right\|_{H^{-\alpha_0 + \varepsilon_4}}^2 = \sum_{|k| > N} \sum_{l \in \mathbb{Z}_0^d} |k|^{-2\gamma} |2\pi l|^{-2(\alpha_0 - \varepsilon_4)} \left| \langle \bar{u}_s, e_{k-l} \rangle \right|^2$$

$$\lesssim N^{-2\delta_2} \sum_{k,l \in \mathbb{Z}_0^d} |k|^{-2(\gamma - \delta_2)} |l|^{-2(\alpha_0 - \varepsilon_4)} \left| \langle \bar{u}_s, e_{k-l} \rangle \right|^2.$$
As \( \gamma - \delta_2 + \alpha_0 - \varepsilon_4 = \gamma + \frac{1}{2} > \frac{3}{2} \), applying Lemma 3.2 with \( a = \gamma - \delta_2, \ b = \alpha_0 - \varepsilon_4 \) and \( c = 0 \), we obtain

\[
J_1^N(t) \lesssim E \left[ \left( \sup_{s \in [0,T]} \sum_{|k| > N} |k|^{-2\gamma} \|e_k \tilde{u}_s\|^2_{H^{-\alpha_0 + \varepsilon_4}} \right)^{\frac{2}{q}} \right] \lesssim N^{-q \delta_2} E \left[ \sup_{s \in [0,T]} \|\tilde{u}_s\|^q_{L^2} \right].
\]

Choosing \( \varepsilon_4 < \frac{\varepsilon}{q} \) (remark that \( \varepsilon \) is the small number in the statement of Theorem 1.2) and by the fact \( \sup_{0 \leq s \leq T} \|\tilde{u}_s\|_{L^2} \leq \|u_0\|_{L^2} \), we obtain

\[
\sup_{t \in [0,T]} J_1^N(t) \lesssim N^{-q(\alpha_0 - \frac{1}{2}) + \varepsilon}.
\]

We turn to estimating \( J_2^N \). By Burkholder-Davis-Gundy’s inequality, we have

\[
J_2^N(t) \lesssim E \left[ \left( \sum_{|k| \leq N} \sum_{i=1}^{2} |k|^{-2\gamma} \int_0^t \|P_{t-s} (\sigma_{k,i} \cdot \nabla (u^N_s - \tilde{u}_s))\|^2_{H^{-\alpha_0}} ds \right)^{\frac{q}{2}} \right]
\]

\[
\lesssim E \left[ \left( \sum_{|k| \leq N} \sum_{i=1}^{2} |k|^{-2\gamma} \int_0^t \frac{1}{(t-s)^{1-\varepsilon_5}} \|\sigma_{k,i} \cdot \nabla (u^N_s - \tilde{u}_s)\|^2_{H^{-\alpha_0 + \varepsilon_5}} ds \right)^{\frac{q}{2}} \right],
\]

where \( \varepsilon_5 \in (0, \alpha_0 - 1/2) \). Similar to the estimate \( (5.13) \), for \( r = \alpha_0 - \varepsilon_5 \) we have

\[
J_2^N(t) \lesssim E \left[ \left( \sum_{|k| \leq N} |k|^{-2\gamma} \int_0^t \frac{1}{(t-s)^{1-\varepsilon_5}} \|e_k (u^N_s - \tilde{u}_s)\|^2_{H^{-\alpha_0 + \varepsilon_5}} ds \right)^{\frac{q}{2}} \right]
\]

\[
\lesssim E \left[ \left( \sup_{s \in [0,T]} \sum_k |k|^{-2\gamma} \|e_k (u^N_s - \tilde{u}_s)\|^2_{H^{-\alpha_0 + \varepsilon_5}} \right)^{\frac{q}{2}} \right]
\]

\[
= E \left[ \left( \sup_{s \in [0,T]} \sum_{k,i \in \mathbb{Z}_0^d} |k|^{-2\gamma} |2\pi l|^{-2(\alpha_0 - \varepsilon_5)} \|\langle u^N_s - \tilde{u}_s, e_{k-l} \rangle\|^2 \right)^{\frac{q}{2}} \right].
\]

Let \( \delta_3 = \alpha_0 - \frac{1}{2} - \varepsilon_5 < \gamma \). As \( \gamma + \alpha_0 - \varepsilon_5 - \delta_3 = \gamma + \frac{1}{2} > \frac{3}{2} \), applying Lemma 3.2 with \( a = \gamma, \ b = \alpha_0 - \varepsilon_5 \) and \( c = \delta_3 \), we get

\[
J_2^N(t) \lesssim E \left[ \|u^N - \tilde{u}\|_{C^0 H^{-\delta_3}}^q \right].
\]

Let \( \varepsilon_5 < \frac{2^{-\gamma}}{q(\delta - 2\gamma)} \). Applying Theorem 1.1 with \( \alpha = \delta_3 < \frac{1}{2} < (2\gamma_0) \wedge 1 \) and \( \delta = \frac{2^{-\gamma}}{q(\delta - 2\gamma)} - \varepsilon_5 > 0 \), we have

\[
\sup_{t \in [0,T]} J_2^N(t) \lesssim \varepsilon_N^{q(\delta_3 - \delta)/2} \lesssim N^{-q \frac{3^{-2\gamma}}{2}(\alpha_0 - \frac{1}{2}) + \varepsilon}.
\]

Due to \( \frac{3^{-2\gamma}}{2} < \frac{1}{2} < 1 \), summarizing estimates \( (5.14) \) and \( (5.15) \) leads to

\[
\sup_{t \in [0,T]} I_5^N(t) \lesssim N^{-q \frac{3^{-2\gamma}}{2}(\alpha_0 - \frac{1}{2}) + \varepsilon}.
\]

**Step 5: final step.** Inserting the above estimates into \( (5.10) \), we obtain

\[
\sup_{t \in [0,T]} E \left[ \|U^N_t - U_t\|_{H^{-\alpha_0}}^q \right] \lesssim e^{C(1+T)\|u_0\|_{L^2}^2} \max \left\{ N^{-q \frac{3^{-2\gamma}}{2}(\alpha_0 - \frac{1}{2}) + \varepsilon}, N^{-q \frac{3^{-2\gamma}}{2}(\alpha_0 + \gamma - \frac{3}{2}) + \varepsilon} \right\}.
\]

Due to \( \alpha_0 - 1/2 < \alpha_0 + \gamma - 3/2 \), we get \( (1.14) \). \[\square\]
A Existence of weak solutions

In this section, we first give the definition of weak solutions to (1.7) and then prove their existence by using the Galerkin approximation and the compactness method.

**Definition A.1.** We say that (1.7) has a weak solution if there exist a filtered probability space \((\Omega, \mathcal{F}, \mathcal{F}_t, \mathbb{P})\), a sequence of independent \(\mathcal{F}_t\)-Brownian motions \(\{W^{k,i}\}_{k \in \mathbb{Z}^d, i = 1, \ldots, d-1}\) and an \(\mathcal{F}_t\)-progressively measurable process \(u \in L^2(\Omega, L^2(0,T;H))\) with \(\mathbb{P}\)-a.s. weakly continuous trajectories such that for any \(\phi \in C^\infty(\mathbb{T}^d, \mathbb{R}^d) \cap \mathcal{H}\),

\[
\langle u_t, \phi \rangle = \langle u_0, \phi \rangle + \int_0^t \langle u_s, \nabla \phi \rangle \, ds + \int_0^t \langle u_s, S^{(d)}(\phi) \rangle \, ds - \sqrt{C_d \kappa} \sum_{k,i} \theta_k \int_0^t \langle u_s, \sigma_{-k,i} \cdot \nabla \phi \rangle \, dW^{k,i}_s
\]

holds \(\mathbb{P}\)-a.s. for all \(t \in [0,T]\).

The next result gives the existence of weak solutions to (1.7).

**Theorem A.2.** For any \(u_0 \in H_\sigma\), there exists at least one weak solution to (1.7) with trajectories in \(L^\infty(0,T;H)\); more precisely,

\[
\sup_{t \in [0,T]} \| u_t \|_{L^2} \leq \| u_0 \|_{L^2} \quad \mathbb{P}\text{-a.s.} \tag{A.1}
\]

The proof of Theorem A.2 is similar to [20, Theorem 2.2], so we only give a sketch here. We begin with introducing some notations. For \(N \geq 1\), we define the finite dimensional space \(H_N = \{ u \in H_\sigma : u = \sum_{|k| \leq N} \hat{u}_k e_k \}\). Denote by \(\Pi_N : H_\sigma \to H_N\) the orthogonal projection: \(\Pi_N u = \sum_{|k| \leq N} \hat{u}_k e_k\); define the linear operator \(K_N : H_\sigma \to H_N\) as \(K_N u = \Pi_N K(u)\). Let

\[
b_N(u) = \Pi_N ((K_N u) \cdot \nabla (\Pi_N u)), \quad G^{k,i}_N(u) = \Pi_N (\sigma_{k,i} \cdot \nabla (\Pi_N u))
\]

for all \(k \in \mathbb{Z}_0^d\) and \(i = 1, 2, \ldots, d-1\), and let \(S^{(d)}_{\theta,N} : H_\sigma \to H_N\) as

\[
S^{(d)}_{\theta,N}(u) = C_d \kappa \sum_{k,i} \theta_k^2 \Pi_N [\sigma_{k,i} \cdot \nabla \Pi_N (\sigma_{k,i} \cdot \nabla \Pi_N u)]
\]

Note that, for fixed \(N\), there are only finitely many \(k \in \mathbb{Z}_0^d\) such that \(G^{k,i}_N\) is not zero and the sum over \(k\) is a finite sum. We shall view \(b_N\) and \(G^{k,i}_N\) as vector fields on \(H_N\) which enjoy the following useful properties:

\[
\langle b_N(u_N), u_N \rangle = \langle G^{k,i}_N(u_N), u_N \rangle = 0 \quad \text{for all} \ u_N \in H_N, \tag{A.2}
\]

which can be proved easily from the definitions of \(b_N\) and \(G^{k,i}_N\), and the integration by parts formula. Consider the finite dimensional version of (1.7) on \(H_N:\)

\[
\begin{cases}
   du_N(t) = -b_N(u_N(t)) \, dt + S^{(d)}_{\theta,N}(u_N(t)) \, dt + \sqrt{C_d \kappa} \sum_{k,i} \theta_k G^{k,i}_N(u_N(t)) \, dW^{k,i}_t, \\
u_N(0) = \Pi_N u_0, \quad u_0 \in H_\sigma. 
\end{cases} \tag{A.3}
\]

The following result follows directly from classical SDE theory and (A.2).

**Lemma A.3.** The equation (A.3) has a unique strong solution \(u_N(t)\) satisfying

\[
\sup_{t \in [0,T]} \| u_N(t) \|_{L^2} \leq \| u_N(0) \|_{L^2} \quad \mathbb{P}\text{-a.s.}
\]
Next, we will show that the laws \( \eta_N \) of \( u_N(\cdot) \) are tight in \( C([0, T], H^{-\delta}_\sigma) \) for any \( \delta > 0 \) small enough. The next result about compactness follows from [33] Corollary 9, p.90.

**Theorem A.4.** Let \( 0 < \delta < \beta \) be given, if \( p > 12(\beta - \delta)/\delta \), then

\[
L^p(0, T; H_\sigma) \cap W^{1/3, A}(0, T; H^{-\beta}_\sigma) \subset C([0, T]; H^{-\delta}_\sigma)
\]

with compact inclusion.

To show the tightness of \( \{\eta_N\}_{N \geq 1} \), by Theorem A.4, we need to prove \( \{\eta_N\}_{N \geq 1} \) is bounded in \( L^p(\Omega, L^p(0, T; H_\sigma)) \) and \( L^4(\Omega, W^{1/3, A}(0, T; H^{-\beta}_\sigma)) \). It is sufficient to prove, for each \( N \geq 1 \),

\[
E \int_0^T \|u_N(t)\|_2^p \, dt + \int_0^T \int_0^T \frac{\|u_N(t) - u_N(s)\|_{H^{-\beta}}^4}{|t-s|^{7/3}} \, dt \, ds \leq C,
\]

where \( C \) is independent of \( N \). Lemma A.3 shows \( \{u_N(\cdot)\}_{N \geq 1} \) is bounded in \( L^p(\Omega, L^p(0, T; H_\sigma)) \) for any \( p > 2 \):

\[
E \int_0^T \|u_N(t)\|_{L^2}^p \, dt \leq T\|u_N(0)\|_{L^2}^p \leq T\|u_0\|_{L^2}^p.
\]

Similar to the calculation in [20] Lemma 3.4, we can prove that there exists a constant \( C > 0 \) such that for any \( N \geq 1, 0 \leq s < t \leq T \) and \( k \in \mathbb{Z}_0^d \),

\[
E \left[ \sum_{i=1}^{d-1} |\langle u_N(t) - u_N(s), \sigma_{k,i} \rangle|^2 \right] \leq C|k|^2|t-s|^2.
\]

Taking \( \beta > 4 + \frac{4}{d} \) and using Cauchy’s inequality, we have

\[
E[\|u_N(t) - u_N(s)\|_{H^{-\beta}}^4] = E \left[ \sum_{k,i} \frac{|\langle u_N(t) - u_N(s), \sigma_{k,i} \rangle|^2}{|2\pi k|^{2\beta}} \right]^2 \leq \left( \sum_{k \in \mathbb{Z}_0^d} \frac{1}{|2\pi k|^{2\beta}} \right) \left( \sum_{k \in \mathbb{Z}_0^d} E \left[ \sum_{i=1}^{d-1} |\langle u_N(t) - u_N(s), \sigma_{k,i} \rangle|^2 \right] \right) \leq C|t-s|^2 \sum_{k \in \mathbb{Z}_0^d} \frac{1}{|k|^{2(\beta-4)}} \leq C'|t-s|^2.
\]

Then we get

\[
E \int_0^T \int_0^T \frac{\|u_N(t) - u_N(s)\|_{H^{-\beta}}^4}{|t-s|^{7/3}} \, dt \, ds \leq C.
\]

Thus, we have proved (A.4) and obtain the tightness of \( \{\eta_N\}_{N \geq 1} \) on \( \mathcal{X} := C([0, T]; H^{-\delta}_\sigma) \). We define the Polish space \( \mathcal{Y} := C([0, T], \mathbb{R}^{\mathbb{Z}_0^d \times (d-1)}) \) endowed with the following metric:

\[
d_{\mathcal{Y}}(w, \tilde{w}) = \sup_{t \in [0, T]} \sum_{k,i} \frac{|w_{k,i}(t) - \tilde{w}_{k,i}(t)| \wedge 1}{2|k|}, \quad w, \tilde{w} \in \mathcal{Y},
\]

Denote the whole sequence of processes \( \{(W_t^{k,i})_{0 \leq t \leq T} : k \in \mathbb{Z}_0^d, i = 1, 2, \ldots, d-1\} \) in \( \mathcal{Y} \) by \( W := (W_t)_{0 \leq t \leq T} \). For any \( N \geq 1 \), denote by \( P_N \) the joint law of \( \{u_N(\cdot); W_\cdot\} \) on \( \mathcal{X} \times \mathcal{Y} \). Since the laws \( \{\eta_N\}_{N \in \mathbb{N}} \) is tight on \( \mathcal{X} \), we conclude that \( \{P_N\}_{N \in \mathbb{N}} \) is tight on \( \mathcal{X} \times \mathcal{Y} \). By Prohorov
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theorem and Skorokhod’s representation theorem, there exist a probability space \((\tilde{\Omega}, \tilde{\mathbb{F}}, \tilde{\mathbb{P}})\), and a subsequence \(\{N_j\}_{j \in \mathbb{N}}\) such that

\[
\tilde{\mathbb{P}}\text{-a.s.}, \quad \tilde{u}_{N_j}(\cdot) \text{ converge strongly to } \tilde{\Phi}(\cdot) \text{ in } C([0,T]; H_\sigma^{-}), \tag{A.7}
\]

where \((\tilde{u}_{N_j}(\cdot), \tilde{W}_{N_j})_{t \in \mathbb{R}^d}\) and \((\tilde{\Phi}(\cdot), \tilde{W})_t\) are processes on \(\tilde{\Omega}\) with laws \(P_{N_j}\) and \(P\), respectively.

Let \(\tilde{v}_{N_j} = K(\tilde{u}_{N_j})\) and \(\tilde{v} = K(\tilde{\Phi})\). By the property of operator \(K\) we have

\[
\tilde{\mathbb{P}}\text{-a.s.}, \quad \tilde{v}_{N_j}(\cdot) \text{ converge strongly to } \tilde{\Phi}(\cdot) \text{ in } C([0,T]; H_\sigma^{2\gamma_0^-}). \tag{A.8}
\]

We are going to prove that \((\tilde{\Phi}(\cdot), \tilde{W})_t\) is a weak solution to the equation \((A.7)\). The following Lemma gives the property of \(\tilde{\Phi}\), which is similar to \([20, \text{Lemma 3.5}]\). We omit the proof.

**Lemma A.5.** The process \(\tilde{\Phi}\) has \(\tilde{\mathbb{P}}\)-a.s. weakly continuous trajectories in \(L^2\) and satisfies

\[
\sup_{t \in [0,T]} \|\tilde{\Phi}(t)\|_{L^2} \leq \|u_0\|_{L^2} \quad \tilde{\mathbb{P}}\text{-a.s.} \tag{A.9}
\]

Finally, we can give the proof of Theorem \((A.2)\).

**Proof of Theorem \((A.2)\).** The processes \((\tilde{u}_{N_j}(\cdot), \tilde{W}_{N_j})_t\) on \((\tilde{\Omega}, \tilde{\mathbb{F}}, \tilde{\mathbb{P}})\) have the same laws with that of \((u_{N_j}(\cdot), W)_t\) which satisfy the equation \((A.3)\) with \(N\) replaced by \(N_j\). Some classical arguments show that the stochastic integrals involved below make sense, see e.g. \([33, \text{Section 2.6, p.89}]\). For fixed \(L \in \mathbb{N}\), for any \(N_j > L\) and \(\phi \in H_L\), one has, \(\tilde{\mathbb{P}}\text{-a.s. for all } t \in [0,T] , \)

\[
\langle \tilde{u}_{N_j}(t), \phi \rangle = \langle u_{N_j}(0), \phi \rangle + \int_0^t \langle \tilde{u}_{N_j}(s), \tilde{v}_{N_j}(s) \cdot \nabla \phi \rangle \, ds + \int_0^t \langle \tilde{u}_{N_j}(s), S_{\theta, N_j}^{(d)}(\phi) \rangle \, ds - \sqrt{C_{d,K}} \sum_{k,i} \theta_k \int_0^t \langle \tilde{u}_{N_j}(s), \sigma_{-k,i} \cdot \nabla \phi \rangle \, d\tilde{W}_{N_j,k,i}^s. \tag{A.10}
\]

Except for the Stratonovich-Itô corrector, the convergence estimates of the other parts are similar to those in \([20, \text{Theorem 2.2}]\). For the corrector,

\[
\mathbb{E}_{\tilde{\mathbb{P}}} \left[ \sup_{t \in [0,T]} \left| \int_0^t \langle \tilde{u}_{N_j}(s), S_{\theta, N_j}^{(d)}(\phi) \rangle \, ds - \int_0^t \langle \tilde{\Phi}(s), S_{\theta}^{(d)}(\phi) \rangle \, ds \right| \right]
\leq \mathbb{E}_{\tilde{\mathbb{P}}} \left[ \sup_{t \in [0,T]} \left| \int_0^t \langle \tilde{u}_{N_j}(s), S_{\theta, N_j}^{(d)}(\phi) \rangle \, ds - \int_0^t \langle \tilde{u}_{N_j}(s), S_{\theta}^{(d)}(\phi) \rangle \, ds \right| \right]
+ \mathbb{E}_{\tilde{\mathbb{P}}} \left[ \sup_{t \in [0,T]} \left| \int_0^t \langle \tilde{u}_{N_j}(s), S_{\theta}^{(d)}(\phi) \rangle \, ds - \int_0^t \langle \tilde{\Phi}(s), S_{\theta}^{(d)}(\phi) \rangle \, ds \right| \right].
\]

It is easy to see \(S_{\theta, N_j}^{(d)}(\phi) \rightarrow S_{\theta}^{(d)}(\phi)\) as \(j \rightarrow \infty\); and by the \(L^2(0,T; H_\sigma)\) boundedness of \(\tilde{u}_{N_j}\), the first term on the right-hand side vanishes as \(j \rightarrow \infty\). For the second term, using \((A.7)\) and the bounds in Lemma \((A.3)\), we know that the quantity in the square bracket tends to 0 \(\tilde{\mathbb{P}}\text{-a.s.}\); by Lemma \((A.3)\) and the dominated convergence theorem, the second term tends 0 as \(j \rightarrow +\infty\).

Similar to the proof of \([20, \text{Theorem 2.2}]\), letting \(j \rightarrow +\infty\) in \((A.10)\) and for any \(\phi \in H_L\) we obtain, \(\mathbb{P}\text{-a.s. for all } t \in [0,T], \)

\[
\langle \tilde{\Phi}(t), \phi \rangle = \langle u_0, \phi \rangle + \int_0^t \langle \tilde{u}_s, \tilde{v}_s \cdot \nabla \phi \rangle \, ds + \int_0^t \langle \tilde{u}_s, S_{\theta}^{(d)}(\phi) \rangle \, ds - \sqrt{C_{d,K}} \sum_{k,i} \theta_k \int_0^t \langle \tilde{u}_s, \sigma_{-k,i} \cdot \nabla \phi \rangle \, d\tilde{W}_{k,i}^s.
\]

By the arbitrariness of \(L \in \mathbb{N}\) and another limit argument, we can prove the above identity also holds for any \(\phi \in C^\infty(\mathbb{T}^d; \mathbb{R}^d) \cap H_\sigma.\)
B Convergence rate of Stratonovich-Itô correctors

This section is devoted to the proof of Theorem 3.5. Based on [23 Section 5] and [38 Appendix], we will demonstrate the convergence of the Stratonovich-Itô correction term for the choice of coefficients in (1.5). First, we give some notations that will be used in this section.

Let $\Pi^\perp$ be the operator which is orthogonal to the Leray projection $\Pi$. If $X$ is a general vector field, then, formally,

$$\Pi^\perp X = \nabla \Delta^{-1} \text{div}(X).$$

On the other hand, if $X = \sum_{l \in \mathbb{Z}_0^d} \sum_{i=1}^{d-1} X_{l,i} e_i$, then

$$\Pi^\perp X = \sum_{l,i} \frac{l \cdot X_{l,i}}{|l|^2} e_i = \nabla \left[ \frac{1}{2\pi i} \sum_{l,i} \frac{l \cdot X_{l,i}}{|l|^2} e_i \right].$$

By the discussions in [23 Section 5] and [38 Appendix], we have

$$S^{(d)}_\theta(v) = \kappa \Delta v - C_d \kappa \sum_{k,i} \theta^2_k \Pi \left[ \sigma_{k,i} \cdot \nabla \Pi^\perp (\sigma_{-k,i} \cdot \nabla v) \right].$$

We shall denote the second term on the right-hand side by $S^{(d),\perp}_\theta(v)$. We assume the divergence free vector field $v \in \mathcal{H}_\sigma$ has the Fourier expansion

$$v = \sum_{l \in \mathbb{Z}_0^d} \sum_{j=1}^{d-1} v_{l,j} \sigma_{l,j},$$

where the coefficients $\{v_{l,j}\} \subset \mathbb{C}$ satisfy $\overline{v_{l,j}} = v_{-l,j}$.

For any $k, l \in \mathbb{Z}^d$, we define $\angle_{k,l}$ as the angle between $k$ and $l$. To calculate $S^{(d),\perp}_\theta(v)$, we need the following identity proved by [38 Lemma 6.2] and [23 Lemma 5.4].

**Lemma B.1.** We have

$$S^{(d),\perp}_\theta(v) = -4\pi^2 C_d \kappa \sum_{l,j} |l|^2 \sum_{i=1}^{d-1} \left[ \sum_k \theta^2_k \frac{\sin^2(\angle_{k,l}) (a_{l,i} \cdot (k-l))(a_{l,j} \cdot (k-l))}{|k-l|^2} \right] \sigma_{l,i}.$$

To prove Theorem 3.5, we need to deal with the convergence of the coefficients in the Fourier expansions of $S^{(d),\perp}_\theta(v)$. This will be done in several steps, and the first one is to prove the following lemma.

**Lemma B.2.** For any $l \in \mathbb{Z}_0^d$ and all $N \geq 1$ it holds

$$\left| \sum_k (\theta^N_k)^2 \sin^2(\angle_{k,l}) \left( \frac{(a_{l,i} \cdot (k-l))(a_{l,j} \cdot (k-l))}{|k-l|^2} \right) - \left( \frac{(a_{l,i} \cdot k)(a_{l,j} \cdot k)}{|k|^2} \right) \right| \leq 4|l|D_N.$$

**Proof.** We have

$$\left| \frac{(a_{l,i} \cdot (k-l))(a_{l,j} \cdot (k-l))}{|k-l|^2} - \left( \frac{(a_{l,i} \cdot k)(a_{l,j} \cdot k)}{|k|^2} \right) \right| \leq \left| \frac{(k-l) \otimes (k-l)}{|k-l|^2} - \frac{k \otimes k}{|k|^2} \right|,$$

where $\| \cdot \|$ is the matrix norm. Note that

$$\frac{(k-l) \otimes (k-l)}{|k-l|^2} - \frac{k \otimes k}{|k|^2} = \frac{k - l}{|k-l|} \otimes \left( \frac{k - l}{|k-l|} - \frac{k}{|k|} \right) + \left( \frac{k - l}{|k-l|} - \frac{k}{|k|} \right) \otimes \frac{k}{|k|}.$$
and thus
\[
\left\| \frac{(k - l) \otimes (k - l)}{|k - l|^2} - \frac{k \otimes k}{|k|^2} \right\| \leq 2 \left| \frac{k - l}{|k - l|} - \frac{k}{|k|} \right|.
\]

Next, since
\[
\frac{k - l}{|k - l|} - \frac{k}{|k|} = \left( \frac{1}{|k - l|} - \frac{1}{|k|} \right)(k - l) - \frac{l}{|k|},
\]
one has
\[
\left| \frac{k - l}{|k - l|} - \frac{k}{|k|} \right| \leq \frac{|k| - |k - l|}{|k|} + \frac{|l|}{|k|} \leq 2 \left| \frac{l}{|k|} \right|.
\]

Combining the above estimates we obtain
\[
\left| \frac{(a_{i,j} \cdot (k - l))(a_{i,j} \cdot (k - l))}{|k - l|^2} - \frac{(a_{i,j} \cdot k)(a_{i,j} \cdot k)}{|k|^2} \right| \leq 4 \left| \frac{l}{|k|} \right|.
\]

Finally, recalling the definition of $D_N$, it holds
\[
\sum_k (\theta_k^N)^2 \sin^2(\angle_{k,l}) \left| \frac{(a_{i,j} \cdot (k - l))(a_{i,j} \cdot (k - l))}{|k - l|^2} - \frac{(a_{i,j} \cdot k)(a_{i,j} \cdot k)}{|k|^2} \right| \leq 4 \sum_k (\theta_k^N)^2 \frac{|l|}{|k|} = 4|l|D_N.
\]

\[ \square \]

To estimate $\sum_k (\theta_k^N)^2 \sin^2(\angle_{k,l}) \frac{(a_{i,j} \cdot k)(a_{i,j} \cdot k)}{|k|^2}$, it is natural to convert the summation into an integral. The difference between summation and integral is estimated in the following lemma. We write $\square(k)$ for the unit square or cube centered at $k \in \mathbb{Z}^d$ such that all sides have length 1 and are parallel to the coordinate axes.

**Lemma B.3.** Let $\{\theta_k^N\}_{N \geq 1} \subset \ell^2$ be given as in (1.8). Assume $g : \mathbb{R}^d \to \mathbb{R}$ is a bounded function satisfying
\[
|g(x) - g(k)| \leq \frac{C_1}{|k|} \quad \text{for all } x \in \square(k) \text{ and } |k| \geq 1.
\]

There exists a constant $C > 0$, depending on $C_1$ but independent of $N \geq 1$, such that
\[
\left| \sum_k (\theta_k^N)^2 g(k) - \epsilon_N \int_{\{1 \leq |x| \leq N\}} \frac{g(x)}{|x|^{2\gamma}} \, dx \right| \leq C D_N.
\]

**Proof.** Without losing generality, we assume $\|g\|_{L^\infty} \leq 1$. Let $\theta^N(x) = \sqrt{\epsilon_N/|x|^\gamma}$ and $S_N = \bigcup_{1 \leq |k| \leq N} \square(k)$, then
\[
\left| \sum_k (\theta_k^N)^2 g(k) - \int_{S_N} \epsilon_N \frac{g(x)}{|x|^{2\gamma}} \, dx \right| \leq \sum_{1 \leq |k| \leq N} \int_{\square(k)} \left| (\theta_k^N)^2 g(k) - \frac{\epsilon_N}{|x|^{2\gamma}} g(x) \right| \, dx
\leq \sum_{1 \leq |k| \leq N} \int_{\square(k)} (\theta_k^N)^2 g(k) - g(x) \, dx + \sum_{1 \leq |k| \leq N} \int_{\square(k)} (\theta_k^N)^2 - \frac{\epsilon_N}{|x|^{2\gamma}} \, g(x) \, dx.
\]

For all $|k| \geq 1$ and $x \in \square(k)$, we have $|x - k| \leq \sqrt{d}/2$ and $|x| \geq 1/2$, thus
\[
\left| (\theta_k^N)^2 - \frac{\epsilon_N}{|x|^{2\gamma}} \right| = \epsilon_N \left| \frac{1}{|k|^{2\gamma}} - \frac{1}{|x|^{2\gamma}} \right| \leq C_2 \frac{\epsilon_N}{|k|^{2\gamma+1}} = C_2 (\theta_k^N)^2
\]

30
and $|g(x) - g(k)| \leq \frac{C}{|k|}$. Then we have

$$\left| \sum_k \left( \frac{\theta_k^N}{|k|} \right)^2 g(k) - \epsilon_N \int_{S_N} \frac{g(x)}{|x|^{2\gamma}} \, dx \right| \leq C_3 \sum_{1 \leq |k| \leq N} \int_{C(k)} \frac{(\theta^N(k))^2}{|k|} \, dx = C_3 D_N.$$ 

Note that there is a small difference between the sets $\{1 \leq |x| \leq N\}$ and $S_N$, but, in the same way, one can show that

$$\left| \int_{\{1 \leq |x| \leq N\}} \frac{g(x)}{|x|^{2\gamma}} \, dx - \int_{S_N} \frac{g(x)}{|x|^{2\gamma}} \, dx \right| \leq C \frac{D_N}{\epsilon_N}.$$ 

Indeed, for any $x \in \square(k)$ with $1 \leq |k| \leq N$, one has $\frac{1}{2} \leq |x| \leq N + 1$. Therefore,

$$S_N = \bigcup_{1 \leq |k| \leq N} \square(k) \subseteq \left\{ x \in \mathbb{R}^d : \frac{1}{2} \leq |x| \leq N + 1 \right\} =: T_N.$$ 

One also has

$$R_N := \{1 \leq |x| \leq N - 1\} \subset S_N.$$ 

Let $A \Delta B$ be the symmetric difference of subsets $A, B \subset \mathbb{R}^d$; then,

$$\left| \int_{\{1 \leq |x| \leq N\}} \frac{g(x)}{|x|^{2\gamma}} \, dx - \int_{S_N} \frac{g(x)}{|x|^{2\gamma}} \, dx \right| \leq \int_{S_N \Delta \{1 \leq |x| \leq N\}} \frac{|g(x)|}{|x|^{2\gamma}} \, dx 
\leq \int_{S_N \Delta \{1 \leq |x| \leq N\}} \frac{1}{|x|^{2\gamma}} \, dx \leq \int_{T_N \setminus R_N} \frac{1}{|x|^{2\gamma}} \, dx \leq C_4 \left( \frac{1}{N^{2\gamma - d + 1}} + 1 \right) \leq C_5 \frac{D_N}{\epsilon_N},$$

where the last step follows from

$$\frac{D_N}{\epsilon_N} = \sum_{1 \leq |k| \leq N} \frac{1}{|k|^{2\gamma + 1}} \geq 1 + \frac{1}{N^{2\gamma + 1}} \# \{ k \in \mathbb{Z}_0^d : 2 \leq |k| \leq N \} \geq 1 + \frac{C_6}{N^{2\gamma - d + 1}}.$$ 

It is easy to see that the constants $C_4, C_5$ and $C_6$ depend only on $\gamma$. \hfill \square

**Corollary B.4.** Let $\{\theta^N\}_{N \geq 1} \subset \ell^2$ be given as in (1.8). There exists a $C > 0$, independent of $N \geq 1$ and $l \in \mathbb{Z}_0^d$, such that

$$\left| \sum_k \left( \frac{\theta_k^N}{|k|} \right)^2 \sin^2(\angle_{k,l}) \frac{(a_{l,i} \cdot k)(a_{l,j} \cdot k)}{|k|^2} - \epsilon_N \int_{\{1 \leq |x| \leq N\}} \frac{\sin^2(\angle_{x,l})}{|x|^{2\gamma}} \frac{(a_{l,i} \cdot x)(a_{l,j} \cdot x)}{|x|^2} \, dx \right| \leq C D_N.$$ 

**Proof.** For any $l \in \mathbb{Z}_0^d$ and index $i, j \in \{1, \cdots, d - 1\}$, we define the function

$$g_{l,i,j}(x) = \sin^2(\angle_{x,l}) \frac{(a_{l,i} \cdot x)(a_{l,j} \cdot x)}{|x|^2}, \quad x \in \mathbb{R}^d, x \neq 0;$$

clearly, $\|g_{l,i,j}\|_{L^\infty} \leq 1$. For any $|k| \geq 1$ and $x \in \square(k)$, we have

$$|g_{l,i,j}(k) - g_{l,i,j}(x)| \leq |\sin^2(\angle_{k,l}) - \sin^2(\angle_{x,l})| + \frac{|(a_{l,i} \cdot k)(a_{l,j} \cdot k)|}{|k|^2} - \frac{|(a_{l,i} \cdot x)(a_{l,j} \cdot x)|}{|x|^2}$$

$$\leq 2|\sin(\angle_{k,l}) - \sin(\angle_{x,l})| + \frac{|k \cdot x|}{|k|^2} - \frac{|x \cdot x|}{|x|^2}$$

$$\leq 2|\angle_{k,l} - \angle_{x,l}| + 2 \frac{|k|}{|k|^2} - \frac{|x|}{|x|^2}.$$
Since $|x - k| \leq \sqrt{d}/2$ and $|k| \geq 1$, we can find a constant $C_1 > 0$, independent of $l \in \mathbb{Z}_0^d$, indices $i,j \in \{1, \ldots, d-1\}$ and $N \geq 1$, such that

$$|g_{l,i,j}(k) - g_{l,i,j}(x)| \leq \frac{C_1}{|k|}.$$ 

Then by Lemma 3.3, we finish the proof. \hfill \square

Now we are ready to provide the proof of Theorem 3.5.

**Proof of Theorem 3.5.** We will first give detailed proof for the 3D case and then briefly explain the difference between the 2D and 3D proofs latter.

For $d = 3$, by Lemma 3.1, we have

$$S_{\theta}^{(3), \perp}(v) = -6\pi^2 \kappa \sum_{l,j} v_{l,j}|l|^2 \left[ \sum_k (\theta_k^N)^2 \sin^2(\angle_{k,l}) \frac{(a_{l,i} \cdot (k-l))(a_{l,j} \cdot (k-l))}{|k-l|^2} \right] \sigma_{l,i,j}.$$ 

Since $v = \sum_{l,j} v_{l,j} \sigma_{l,i,j}$ one has

$$\kappa \Delta v = -4\pi^2 \kappa \sum_{l,j} v_{l,j}|l|^2 \sigma_{l,j}.$$ 

Then we have

$$S_{\theta N}^{(3), \perp}(v) - \frac{2}{5} \kappa \Delta v$$

$$= -6\pi^2 \kappa \sum_{l} \sum_{i,j=1}^2 v_{l,j}|l|^2 \left[ \sum_k (\theta_k^N)^2 \sin^2(\angle_{k,l}) \frac{(a_{l,i} \cdot (k-l))(a_{l,j} \cdot (k-l))}{|k-l|^2} - \frac{4}{15} \delta_{i,j} \right] \sigma_{l,i,j}.$$ 

Then fix any $L > 0$, we have

$$\left\| S_{\theta N}^{(3), \perp}(v) - \frac{2}{5} \kappa \Delta v \right\|_{H^{b-2,\alpha}} \leq 2K_{L,1} + 2K_{L,2},$$ 

where ($C = 36\pi^4$)

$$K_{L,1} = C \kappa^2 \sum_{|l| > L} \sum_{i,j=1}^2 |v_{l,j}|^2 |l|^{2(b-\alpha)} \left| \sum_k (\theta_k^N)^2 \sin^2(\angle_{k,l}) \frac{(a_{l,i} \cdot (k-l))(a_{l,j} \cdot (k-l))}{|k-l|^2} - \frac{4}{15} \delta_{i,j} \right|^2,$$

$$K_{L,2} = C \kappa^2 \sum_{|l| \leq L} \sum_{i,j=1}^2 |v_{l,j}|^2 |l|^{2(b-\alpha)} \left| \sum_k (\theta_k^N)^2 \sin^2(\angle_{k,l}) \frac{(a_{l,i} \cdot (k-l))(a_{l,j} \cdot (k-l))}{|k-l|^2} - \frac{4}{15} \delta_{i,j} \right|^2.$$ 

Since $|a_{l,i}| = |a_{l,j}| = 1$ and $\|\theta^N\|_{\ell^2} = 1$, one has

$$K_{L,1} \leq C \kappa^2 \sum_{|l| > L} \sum_{i,j=1}^2 |v_{l,j}|^2 |l|^{2(b-\alpha)} \left( \sum_k (\theta_k^N)^2 + \frac{4}{15} \right)^2$$

$$\leq C' \kappa^2 \sum_{|l| > L} \sum_{i,j=1}^2 |v_{l,j}|^2 |l|^{2b} \leq C' \kappa^2 \frac{1}{L^{2\alpha}} \|v\|_{H^b}^2.$$
Next we estimate the second term $K_{L,2}$. We claim that there exists some constant $C > 0$ such that for any $l \in \mathbb{Z}_0^3$, $i, j \in \{1, 2\}$ and for all $N \geq 1$, it holds

$$\left| \sum_k (\theta_k^N)^2 \sin^2(\angle_{k,l}) \frac{(a_{l,i} \cdot (k - l))(a_{l,j} \cdot (k - l))}{|k - l|^2} - \frac{4}{15} \delta_{l,i,j} \right| \leq CD_N |l|. \tag{B.4}$$

By this assertion, for $\alpha \in [0, 1]$ we have

$$K_{L,2} \leq C'\kappa^2 L^{2(1-\alpha)} D_N^2 \sum_{|l| \leq L} \sum_{j=1}^2 |l|^{2\beta} |v_{l,j}|^2 \leq C'\kappa^2 D_N^2 L^{2(1-\alpha)} \|v\|_{H^b}^2.$$

Summarizing these estimates and taking $L = D_N^{-1}$, we have

$$\left\| S_{\theta_N}^{(3)}(v) - \frac{2}{5} \kappa \Delta v \right\|_{H^{b-2-\alpha}} \leq C \kappa D_N^2 \|v\|_{H^b}.$$

By the identity (B.3), we complete the proof of Theorem 3.5 in 3D-dimension.

Now, we turn to prove the assertion (B.4). Let

$$J_{N}^{(i,j)} := \epsilon_N \int_{\{1 \leq |x| \leq N\}} \frac{\sin^2(\angle_{x,i}) (a_{l,i} \cdot x)(a_{l,j} \cdot x)}{|x|^{2\gamma}} \frac{|x|^2}{|x|^2} \, dx.$$

By Lemma B.2 and Corollary B.4 we only need to prove $|J_{N}^{(i,j)}| \leq \frac{4}{15} C D_N$. By the calculation in [23, Section 5], $J_{N}^{(i,j)}$ is independent of $l \in \mathbb{Z}_0^3$ and

$$J_{N}^{(i,j)} = \frac{16\pi}{15} \epsilon_N \int_1^N \frac{dr}{r^{2\gamma-2}} \delta_{l,j}.$$

And by Lemma B.3 with $g \equiv \frac{4}{15}$, we have

$$\left| \frac{4}{15} \epsilon_N \int_{\{1 \leq |x| \leq N\}} \frac{dx}{|x|^{2\gamma}} - \frac{4}{15} \sum_k (\theta_k^N)^2 \right| \leq C D_N$$

for some constant $C > 0$. Equivalently,

$$\left| \frac{16\pi}{15} \epsilon_N \int_1^N \frac{dr}{r^{2\gamma-2}} - \frac{4}{15} \right| \leq C D_N.$$

Recalling (B.5), we obtain the assertion (B.4).

For $d = 2$, we have

$$S_{\theta_N}^{(2)}(v) - \frac{3}{4} \kappa \Delta v = -8\pi^2 \kappa \sum_l v_{l}|l|^2 \left[ \sum_k \theta_k^2 \sin^2(\angle_{k,l}) \frac{(a_{l} \cdot (k - l))^2}{|k - l|^2} - \frac{3}{8} \right] \sigma_l.$$

By the calculation in [38 Appendix], we have

$$J_N := \epsilon_N \int_{\{1 \leq |x| \leq N\}} \frac{1}{|x|^{2\gamma}} \sin^2(\angle_{x,1}) \frac{(a_{l} \cdot x)^2}{|x|^2} \, dx = \frac{3\pi}{4} \epsilon_N \int_1^N \frac{dr}{r^{2\gamma-1}}.$$

Then, in the same way, we can prove $|J_N - \frac{3}{8}| \leq C D_N$. By Lemma B.2 and Corollary B.4 there exists some constant $C > 0$ such that for any $l \in \mathbb{Z}_0^2$ and all $N \geq 1$, it holds

$$\left| \sum_k (\theta_k^N)^2 \sin^2(\angle_{k,l}) \frac{(a_{l} \cdot (k - l))^2}{|k - l|^2} - \frac{3}{8} \right| \leq C D_N |l|.$$
Similar as in the three-dimensional case, we can also prove

$$\left\| S_{\delta N}^{(2),\perp}(v) - \frac{3}{4} \kappa \Delta v \right\|_{H^{b-2-\alpha}} \leq C \kappa D_N^\alpha \|v\|_{H^b}.$$  

By the identity (3.3), we finish the proof of Theorem 3.5 in the 2D case.  
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