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ABSTRACT

Intermediate-Severity (IS) faults present milder symptoms compared to severe faults, and are more difficult to detect and diagnose due to their close resemblance to normal operating conditions. The lack of IS fault examples in the training data can pose severe risks to Fault Detection and Diagnosis (FDD) methods that are built upon Machine Learning (ML) techniques, because these faults can be easily mistaken as normal operating conditions. Ensemble models are widely applied in ML and are considered promising methods for detecting out-of-distribution (OOD) data. We identify common pitfalls in these models through extensive experiments with several popular ensemble models on two real-world datasets. Then, we discuss how to design more effective ensemble models for detecting and diagnosing IS faults.
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1 INTRODUCTION

In Fault Detection and Diagnosis (FDD) applications\(^1\), it is common to encounter fault data examples whose symptoms correspond to different Severity Levels (SLs). Figure 1 shows a real-world example where faults are categorized into four different SLs, from SL1 (slightest) to SL4 (most severe). The ability of accurately assessing the severity of faults/diseases is important for FDD applications, yet also very difficult especially on low-severity examples; SL1 data clusters are much closer to the normal cluster than to their corresponding SL4 clusters in Figure 1. An FDD system needs to be very sensitive to identify the low-severity faults; at the same time, it should not have too many false positives, which makes the design of such decision systems a challenging task.

If labeled data from different SLs are available, then regular regression or classification approaches are suitable, as already exemplified by previous research [16, 20]. However, these fine-grained labeled datasets can take much effort to prepare and we may not always have a priori access to a full spectrum of fault SLs. In an extreme case, as illustrated in Figure 2, suppose we only have access to the two ends (i.e. SL0 & SL4) of the fault SL spectrum, and the Intermediate-Severity (IS) fault instances are not available to us. If we train a classification system only using the available SL0 and SL4 data, the resulting classifier may have great performance on in-distribution data (SL0 & SL4). However, it may fail badly on identifying the IS data. For example, most SL1 faults may be mistakenly recognized as normal by any of the decision boundaries shown in Figure 2. More generally, classical supervised learning approaches designed for achieving maximal separation between labeled classes (e.g. margin-based classifiers, (discriminative) neural networks, etc), are no longer effective in detecting IS fault instances.

In the absence of labeled data for certain categories of fault instances, common practices are to develop generative models, such as Gaussian mixture model [29], Principal Component Analysis (PCA) [11, 27], Long Short-Term Memory (LSTM) network [7] and autoencoder [14, 24]. A potential problem for these models is that

\(^1\)In this paper, a "fault" can mean either a machine fault in industrial applications or a human disease in health applications.
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Figure 1: Visualization of part of the RP-1043 data [4]. The normal condition and two fault conditions (each with four SLs) are shown.
they may not always generalize well—that is, a single-trained model, when applied to an unseen IS fault instance during test time, can be classified as normal (i.e., false positive) [6]. The solution we propose in this paper is based on ensemble learning [28], i.e., on the process of training multiple classifiers and leveraging their joint decisions to recognize IS faults. In literature, a variety of ensemble methods have been proposed on the estimation of decision uncertainties [9, 17, 18]. Figure 2 shows that the individual classifiers have much disagreement on the SL2 data. The amount of disagreement can be used to measure the decision uncertainties, and is therefore useful for indicating IS faults. However, for SL1 data that are much closer to the normal cluster, the above approach will be less effective. We find this is a common phenomenon in our empirical studies. A remedy to the problem is to increase the statistical power of the base learners by moving the decision boundaries towards the normal cluster. In this paper, we focus on the special considerations required for designing effective ensemble models for FDD applications. We believe our methods are a useful complement to the literature on multi-grade FDD systems [16, 19, 20], specifically under cases where the available fault data for training are insufficient and cannot cover the entire severity spectrum. In this paper, we give some caveats and an easy-to-use recipe for ML practitioners to develop ensemble FDD models that can more effectively recognize IS examples. We summarize our contributions in this paper as follows:

- We show by experiments that IS examples, when missing from the training distribution, can pose severe risks for several popular supervised and unsupervised ML-based FDD models.
- Further experiments show that the appropriate setting of the statistical power of ensemble classifiers has a vital impact on the FDD performance. We propose using an adaptive approach, CFAR (i.e. Constant False Alarm Rate) for setting decision thresholds that improve the statistical power, while at the same time keeping the False Positive Rate (FPR) under control.
- In order to aggregate the probabilistic outputs from ensemble classifiers, we propose a novel statistic \( \text{MEAN-STD} \). \text{MEAN-STD} leads to similar detection performance as the simple average method (MEAN) for aggregating probabilities; however, experiments show that \text{MEAN-STD} yields significant improvement on the diagnosis performance of ensemble models.

The rest of this paper is organized as follows. We formulate the fault detection and diagnosis problems in Section 2. Next, in Section 3, we describe in details our methodology. The two datasets used in our empirical study are briefly described in Section 4, and in Section 5 experimental results are presented. In Section 6, we review related research topics found in the literature. We summarize the findings in this paper and discuss future work in Section 7.

2 PROBLEM FORMULATION

Suppose an FDD system aims at differentiating the normal condition from \( n-1 \) fault conditions by monitoring the system state \( x \). A classifier that takes \( x \) as input can be used for that purpose. Let \( z \in \{0, 1, 2, \ldots, n-1\} \) be the ground-truth label of state \( x \in \mathbb{R}^d \). An “ordinary” classifier is some rule, or function, that assigns a class label \( \hat{z} \in \{0, 1, 2, \ldots, n-1\} \) to an input example \( x \). Without loss of generality, we will use index 0 for the normal condition, and the fault conditions will be denoted by 1, 2, \ldots, \( n-1 \), respectively.

**Fault Detection.** Let \( X \) be the set of data points, and \( M \) be a model class. Each \( M \in M \) defines an anomaly score function \( s^M : X \rightarrow \mathbb{R} \) that characterizes how likely a data point corresponds to a fault state; a larger \( s^M(x) \) implies a higher chance of a data point \( x \) being a fault. For a given threshold value \( \hat{s} \), we can define the False Negative Rate (FNR) and False Positive Rate (FPR) of the model \( M \) on the test data distribution as follows:

\[
\text{FNR}(s^M, \hat{s}) = \mathbb{E}\left[\mathbb{1}\{s^M(x) \leq \hat{s}\} \mid x \text{ is a fault}\right].
\]

\[
\text{FPR}(s^M, \hat{s}) = \mathbb{E}\left[\mathbb{1}\{s^M(x) > \hat{s}\} \mid x \text{ is normal}\right].
\]

Let \( X^{\text{train}} \) be a subset of labeled data points for training, each labeled as one of the \( n \) healthy states. Ideally, the goal is to learn an anomaly score function \( s^* \) by minimizing its classification error on \( X^{\text{train}} \), and then decide a corresponding threshold \( \hat{s} \), such that \((s^*, \hat{s})\) can optimize the FNR and the FPR on unseen test data. However, in practice, one has to make a trade-off between the two metrics. In this paper, we aim to learn \((s^*, \hat{s})\) that minimizes the FNR (i.e., missed detections of faults), while ensuring that the FPR is below a certain level.

**Fault Diagnosis.** A fault diagnosis model not only needs to detect the existence of faults, but should also be able to differentiate between faults of different classes, and come up with a diagnosis decision. In this paper, we view a fault diagnosis task as ranking the \( n \) health states by the likelihood of the system to be in that state.

The actual form of diagnosis decisions is based on the context. For evaluating the diagnosis performance, we can generally use the top-\( k \) metric that is widely applied in multiclass classification tasks. The top-\( k \) metric measures how accurately a model can rank the true class label into the top \( k \) labels. Given \( k \), our goal is to train a classifier that can maximize the top-\( k \) accuracy on unseen test data which may include OOD IS faults.

3 METHODOLOGY

In this paper, we restrict our attention to classifiers that produce probabilistic outputs \( p \in \mathbb{R}^n \). Each output \( p_i \) can be interpreted as the likelihood of input \( x \) belonging to class \( i \). Typical classification
schemes falling under this category include Neural Network (NN) and Decision Tree (DT) models. In the sequel, we describe our methodology of using ensemble learning for FDD. In particular, we adopt a statistical hypothesis testing view when designing the FDD algorithms. The null hypothesis will be “x is in normal condition”, and we will decide whether to reject the null hypothesis based on the outputs from the trained classification models.

3.1 Fault Detection Tasks

Suppose we have m data points for testing, and they are organized into a design matrix \(X \in \mathbb{R}^{m \times d}\). The output probabilities can be accordingly written as a \(m \times n\) matrix \(\hat{Y}\). Now consider an ensemble case with \(r\) members (learners) in the ensemble. The output probabilities from the ensemble model form an \(r \times m \times n\) tensor. Using the superscripts to differentiate ensemble members, we can denote the prediction results from learner \(k \ (k = 0, 1, 2, \ldots, r - 1)\) by

\[
\hat{Y}^{(k)} = \begin{pmatrix}
\hat{y}_{0,0}^{(k)} & \hat{y}_{0,1}^{(k)} & \cdots & \hat{y}_{0,n-1}^{(k)} \\
\hat{y}_{1,0}^{(k)} & \hat{y}_{1,1}^{(k)} & \cdots & \hat{y}_{1,n-1}^{(k)} \\
\vdots & \vdots & \ddots & \vdots \\
\hat{y}_{m-1,0}^{(k)} & \hat{y}_{m-1,1}^{(k)} & \cdots & \hat{y}_{m-1,n-1}^{(k)}
\end{pmatrix} \quad (1)
\]

The two subscripts \(i, j\) indicate the index of data points (0, 1, \ldots, \(m-1\)), and the index of classes (0, 1, \ldots, \(n - 1\)).

To come up with a decision threshold for each input \(x_i\), we need to first find a way to aggregate the \(r\) probability values from each learner into test statistics. A simple and widely used way, a.k.a. soft voting [28], is to take their arithmetic average (hereafter referred to as \textit{MEAN}).

\[
\mu_{i,j} = \frac{1}{r} \sum_{k=0}^{r-1} \hat{y}_{i,j}^{(k)} \quad (2)
\]

\textit{MEAN} captures the consensus among ensemble members, but does not reflect the disagreement well. To better capture the disagreement among ensemble members, the standard deviation of the ensemble probabilities \(\sigma_{i,j}\) is a better choice.

Intuitively, the higher the standard deviation, the greater the amount of “disagreement” among ensemble members. We propose to combine the first-order and second-order moment information using the formula below (hereafter referred to as \textit{MEAN-STD}),

\[
\theta_{i,j} = \begin{cases} 
\mu_{i,j} - \lambda \sigma_{i,j}, & j = 0 \\
\mu_{i,j} + \lambda \sigma_{i,j}, & j = 1, 2, \ldots, n - 1 
\end{cases} \quad (3)
\]

We would like \(\theta_{i,j}\) to be a statistic that indicates how likely \(x_i\) belongs to class \(j\). Recall that \(\hat{y}_{i,j}\) is an estimation of \(P(y_i = j \mid x_i)\). For \(j = 0\) (the normal class), a large standard deviation \(\sigma_{i,j}\) reflects a larger risk in believing \(x_i\) is in normal condition, which is the reason why we introduce a discount of \(\lambda \sigma_{i,j}\) in the above definition. For similar reasons, we add an extra term to \(\theta_{i,j}\) for cases where \(j \neq 0\).

By comparing the two definitions \textit{MEAN} and \textit{MEAN-STD}, we can immediately see that \textit{MEAN} is a special case (\(\lambda = 0\)) of \textit{MEAN-STD}. The setting of \(\lambda\) is itself a topic that is worth further investigation; in this study for \textit{MEAN-STD} we will fix \(\lambda = 1\) for simplicity.

3.1.1 \textit{argmax} detection. The \textit{argmax} rule picks the class with the largest entry (probability etc.) as the prediction, which is a widely applied decision method for MB-based classification schemes. For detection, we can simply check whether the predicted class is normal (index 0) or not. Considering \textit{MEAN} as a special case of \textit{MEAN-STD} and use \(\theta\) as the symbol for test statistics in general, the decision rule for detection can be written as,

\[
x_i \text{ is } \begin{cases} 
\text{normal, if } \arg \max_j \theta_{i,j} = 0 \\
\text{fault, otherwise}
\end{cases} \quad (4)
\]

In a binary classification scenario, the \textit{argmax} detection rule is equivalent to using 0.5 as the decision threshold.

3.1.2 \textit{CFAR} detection. Target detection is an important task in radar systems. In real-world applications, the background noise is often unknown and difficult to characterize, making it challenging to decide the detection threshold that maximizes the chance of correct detection while keeping the false alarm rate low. The Constant False Alarm Rate (CFAR) scheme [23] is an adaptive approach for varying the detection thresholds as a function of the sensed environment, such that the false alarm rate is always controlled to be below a certain level.

The challenge that we encounter in ML-based FDD applications is similar: a trained model \(\Theta\) will assign (non-zero) anomaly scores to both normal and fault examples, and we need to decide an optimal detection threshold to divide them. Due to the costs associated with false alarms as explained earlier in Section 2, we want to control the FPR to be below a preset level of \(\alpha\). Recall that \(\theta_{i,0}\) can be used as a statistic for evaluating how likely \(x_i\) belongs to the normal class. To achieve this goal in practice, we choose a detection threshold \(\xi\) such that the FPR on the training distribution is \(\alpha\).

\[
\frac{1}{\text{\#normal}} \sum_{i \in \text{\#normal}} 1(\theta_{i,0} < \xi) = \alpha, \quad (5)
\]

where \(\text{\#normal}\) represent the set of normal data points in the training set. In other words, \(\xi\) is the \(\alpha\)-percentile of all \(\theta_{i,0}\) values on the training set normal data. The detection rule can now be written as,

\[
x_i \text{ is } \begin{cases} 
\text{normal, if } \theta_{i,0} > \xi \\
\text{fault, otherwise}
\end{cases} \quad (6)
\]

Due to the similarity of Equation (5) to the CFAR scheme in radar systems, we will hereafter refer to our decision criterion (6) as CFAR.

In addition to supervised classification tasks, the CFAR scheme can also be applied to autoencoder models for deciding a threshold on the reconstruction error for detecting anomalies.

3.2 Fault Diagnosis Tasks

When there is more than one type of fault, a subsequent step to detection tasks are diagnosis tasks; we want to find out potential root causes of anomalous behaviors. Unsupervised learning approaches are typically not suitable for diagnosis tasks, because they by nature lack the ability to discriminate between different types of faults.

To use a supervised classifier for fault diagnosis, an easy and commonly used approach is to use the \textit{argmax} decision rule—pick the class with the highest (top-1) score. The approach is sound and reasonable; however, it can be further improved by taking into
account the detection decision and the class with the second highest score. Suppose that an alarm has been raised by some detection system for a given input $x_i$. Even if the top-1 probability still points to the normal class, we already know from detection results that there is probably some anomaly happening, so the highest-score class (the normal class in this case) will not matter anyway. If now the class with the second highest probability is the actual fault class, we will still obtain the correct diagnosis. Therefore, the top-2 accuracy is a reasonable metric for evaluating the fault diagnosis performance of multi-class classifiers, in addition to the top-1 accuracy.

3.3 Creating Diversity among Ensembles

Diversity is recognized as one of the key factors that contribute to the success of ensemble approaches [2]. As illustrated in Fig. 2, the diversity among ensemble members is crucial for improved detection performance on OOD data instances. In our empirical study to be described later, we will employ bagging and dropout techniques for creating diversity among ensemble members. The two techniques will be briefly reviewed next.

3.3.1 Bagging. Bagging [1] (or bootstrap aggregation) is a classical approach for creating diversity among ensemble members. The core idea is to construct models from different training datasets using randomization. In the original bagging approach [1], a random subset of the training samples is selected for training each member classifier. A later variant, the so-called “feature bagging” selects a random subset of the features for training. One famous application of bagging in ML is the Random Forest (RF) model. In our empirical study, we will use both “sample bagging” and “feature bagging” to induce diversity among ensemble classifiers.

In this study, only homogeneous base learners, i.e. models of the same type, are used to construct ensembles. The case of heterogeneous ensembles is an interesting setting and we leave it for future investigation.

3.3.2 Monte Carlo Dropout (MC-Dropout). Dropout [26] is a popular and powerful regularization technique to prevent overfitting neural network parameters. The key idea is to randomly drop units along with their connections from the network during training. Each individual hidden node is dropped at a probability of $p$ (i.e. the dropout rate). Recently, Gal and Ghahramani proposed using MC-dropout [9] to estimate a network’s prediction uncertainty by using dropout also at test time. By sampling a dropout model $M$ using the same input for $T$ times, we can obtain an ensemble of prediction results with $T$ individual probability vectors. In effect, the dropout technique provides an inexpensive approximation to training and evaluating an ensemble of exponentially many similar yet different neural networks. The MC-dropout technique was also applied to the estimation of decision uncertainty in diabetic retinopathy diagnosis [18] and also the detection of low-severity faults in chiller systems [13].

4 DATASET DESCRIPTIONS

4.1 RP-1043 Chiller Dataset

We used the ASHRAE RP-1043 Dataset [4] (hereafter referred to as the “chiller dataset”) to test out the proposed ensemble approach for detecting and diagnosing IS faults. In RP-1043 dataset, sensor measurements of a typical cooling system—a 90-ton centrifugal water-cooled chiller—were recorded under both fault-free and various fault conditions. In this study, we include the six faults (FWE, FWC, RO, RL, CF, NC) as used in Jin et al’s previous study [13]; each fault was introduced at four levels of severity (SL1–SL4, from slightest to severest). For feature selection, we also follow previous study [13] and use the sixteen key features therein for training our models.

To give the readers an intuitive view about the distribution of RP-1043 data, we employ the Linear Discriminant Analysis (LDA) algorithm to reduce the data into two dimensions, and visualized part of the reduced-dimension data as shown in Figure 1 that was described earlier. We can also see a general trend that, data points will deviate further away from the normal cluster when the corresponding fault develops into a higher SL.

Figure 3 illustrates the layout of the training and test sets generated from the chiller dataset that will later be used in our case study. For training our classification models, only part of the SL0 and SL4 data are used; the rest are reserved for testing purposes. We have two test sets in this study, the first test set is comprised of only SL0 and SL4 data (referred to as the in-distribution test set). Another test set (i.e. the OOD test set) includes SL1–SL3 data (IS faults). Also included in the OOD test set is a different set of SL0 data (normal data collected under different circumstances than in the training distribution). The number of data points in each subset can also be found in Figure 3 in the appendix. More details about our preprocessing steps of the chiller dataset will be given in Section B in the appendix.

4.2 Wine Quality Dataset

The wine quality dataset (hereafter referred to as the “wine dataset”) contains the physicochemical properties and the associated ratings that characterize samples of the Portuguese “Vinho Verde” wine [5]. We pick the white wine part of the dataset for our case study. Each data point is comprised of 11 sensor measurements and the associated numeric rating (ranging from 1 to 10) of a wine sample. For the ease of exposition, we will use the same notions of SLs (SL0
- SL4) as in the chiller dataset, instead of the original ratings, to describe the wine quality levels. Wines that receive a rating of 8 or above were considered normal (SL0). Ratings 7, 6, 5 are mapped to SL1, SL2, and SL3, respectively. Wines with a rating of 4 or below are considered SL4. As illustrated in Figure 3, the training and test sets generated from the wine dataset follow a similar layout as with the chiller dataset.

There are two major differences between the chiller dataset and the wine dataset: 1) the normal subset of the wine data has far fewer data points than the chiller dataset, and 2) there is not an “OOD SL0” subset in the wine dataset. More details about our preprocessing steps of the wine dataset will be given in Section C in the appendix.

5 EXPERIMENTAL RESULTS

Real-world ML practitioners perform extensive model selection to search for models that are likely to perform well on training and test sets. In our empirical study, we will employ a similar workflow. For each type of model under study, we will conduct an extensive sweeping of hyperparameter settings to assess whether or not our proposed method can deliver consistent performance improvement. It is worthy to note that, our model selection process is purely based on available training data (SL0 & SL4), and does not have access to the model’s performance on IS faults. More details about our experimental setup and implementations will be given in Section A in the appendix.

Since we care about the performance improvement that is achievable by using model selection procedures with available data, the performance metrics to be shown next will be the distributions of the top K selected models. We will use K = 100 for all the results to be reported next. For visualizing the distributions of the selected models, we will plot the 95% confidence interval (CI) of the performance indices. The CI is computed with the bootstrap method by repeatedly sampling for 5000 times.

Since there is naturally a tradeoff between FPR and FNR, two classification models are not directly comparable unless one dominates the other in both aspects. To get a clearer understanding of the performance distributions of the generated classifier instances, we first group them into different bins by their FPR on the training data, and then plot the performance indices of the K models with lowest FNR (highest sensitivity). The reason for binning classifiers first by their FPR is because FDD systems usually prioritize high specificity (as few false alarms as possible) over sensitivity. The detection rates (proportion of data points detected as faults) of the three types of supervised FDD models (mean is used as the aggregation function) on the two datasets are plotted in Figure 4. Also, in Figure 11 in the appendix, the number of models falling under each FPR interval is given.

We can see from the left panels of Figure 4 that all three supervised models, especially those using cfar, can achieve high sensitivity and specificity on in-distribution data, across a wide range of FPR levels. In comparison, models using cfar deliver superior performance than those using argmax on in-distribution (SL4) and OOD faults (SL1–SL3), which is probably due to the increased statistical power (sensitivity) in models with cfar. For the upcoming plots and analyses on the chiller dataset, we will use

1% as the FPR threshold for model selection. Similar plots for the wine dataset are shown in the right panels of Figure 4. It can be seen that it is more difficult to achieve high accuracy for the wine dataset. For the wine dataset, we will use 10% as the FPR threshold for model selection.

5.1 Bagging Ensembles

In our empirical study, we evaluated bagging ensembles made up of DT or NN base learners. Four different combinations of aggregation functions (mean & mean-std) and detection rules (argmax & cfar) were examined. For each model, an extensive grid search was performed over different combinations of hyperparameters, such as ensemble size and training epochs. The details of our experimental setup can be find in Section A in the appendix.

The detection performances of selected classifiers (with FPRs under the set thresholds) are plotted in Figure 5 for the chiller dataset, and in Figure 6 for the wine dataset. The plots show the trends in the detection rate for each data subset for ensembles of different sizes. For each ensemble size, we again plot the 95% CI of
the performance indices of the top $K$ models. Below are the findings and our analyses.

5.1.1 Improved detection performance from Cfar. From Figures 5 & 6, we can see that Cfar gives improved fault detection performance in almost all scenarios for bagging ensembles (RF & NN), with little impact on the FPR on normal data. For RF models, we can see that the detection rates on SL4 faults converge to 100% under cfar than under argmax. In other words, with the cfar rule smaller-sized RFs can achieve better detection performance than with argmax on in-distribution fault data. Similar phenomena do not appear for NN ensembles because single-learner NN models already achieve almost 100% detection rate under either argmax or cfar, probably due to the fact that NNs are much stronger learners than individual DTs. On OOD (SL1–3) faults, we can see that cfar also gives improved performance compared to argmax, especially in the RF case. The performance gap between cfar and argmax becomes increasingly evident with large ensembles: about 15% on the chiller data and about 35% on the wine data for RF models. The gaps widen fast at the beginning and then saturate at ensemble sizes of 32 and 64.

It is also interesting that bagging ensembles lead to slightly increased detection rates on the test set SL0 data from the wine dataset; see Figure 6 for details. We speculate the “false positives” are because the training and the test SL0 data may follow different distributions. One possible cause is the small sample size (only 141 SL0 instances) of the training data, which may not be enough to represent the true distribution of SL0 data. A boxplot is shown in Figure 7 to show the distribution of each feature in the SL0 wine data. As can be seen from the plot, the training and the test SL0 data distributions do not fully overlap, indicating some potential distribution shift between the two.

5.1.2 Degraded detection performance from argmax with ensembles. One surprising phenomenon is that under the argmax detection rule, the detection performance on low-severity faults even assumes a declining trend with increasing ensemble sizes. In comparison, with the cfar rule we can see some slight increase in the detection performance on SL1 faults. To understand the causes of declining performance on SL1 faults under argmax, we pick two examples, an RF model and an NN model, to take a deeper look. Both models consist of 64 base learners and are trained on the chiller data. 90% of the 16 original features (i.e. 14 features) and 80% of the original
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20272 training examples are randomly chosen for training each base learner in the bagging ensembles. To visualize the performances of each individual base learner in detecting SL1 faults, we plot Figures 8a & 8b where the horizontal axes show the indices of SL1 examples and the vertical axes show the “cumulative” number of detected faults. A point \((i,j)\) on the plot means that a total of \(j\) data points among \(x_0, x_1, \ldots, x_i\) will be identified as faults by a model. The SL1 fault examples \(x_i\) are sorted in ascending order by their \(\mu, \vartheta\), such that data points that are more likely to be recognized as normal are sorted towards the right. In other words, the faults on the right are presumably more difficult to detect.

In Figures 8a & 8b, the thin lines (red and blue) show the detection performance of individual base learners, where red lines signify base learners that achieve below 2% FPR and FNR on the training distribution. As can be seen, there is large variation in their performances. The dark thick line shows the performance of an ensemble model made up of all 64 base learners (aggregated using \(\text{MEAN}\)), and the red thick line corresponds to an ensemble consisting of only the learners in red. As can be seen, all red lines achieve a better performance than the dark one, meaning that a better performance on IS faults could have been achieved by ensemble models had cross-validation been applied to exclude poorly-performing base models.

5.1.3 Small performance differences between \(\text{MEAN-STD} \) and \(\text{MEAN}\). By comparing Figures 5 & 6, it is interesting to see that the differences between \(\text{MEAN-STD} \) and \(\text{MEAN}\) are rather minimal for detection tasks. One possible explanation is that the disagreement among ensemble members has already been captured by the \(\text{MEAN}\) statistic, resulting in minimal gain from applying \(\text{MEAN-STD}\) for the detection tasks. However, as we are going to show shortly, the choice between \(\text{MEAN-STD}\) and \(\text{MEAN}\) does yield a difference in diagnosis performance.

5.1.4 Diagnosis performance. In Figure 5, we visualize both the top-1 and the top-2 accuracy results from the RF and ensemble NN models. As expected, the top-2 accuracy values are much higher than their top-1 counterparts. The same models as we have selected to evaluate the detection performances in Figure 5 are used to evaluate the diagnosis performances. Again, we plot the 95% CI associated with each performance index. For bagging ensembles (RFs and NNs), we can see obvious improvement in both the top-1 and the top-2 accuracy by using \(\text{MEAN-STD}\) (colored lines) compared to \(\text{MEAN}\) (gray lines), especially with large ensembles. The gain is more evident with RF models than with NN models. For RF, the top-2 diagnosis accuracy on SL1 faults reaches almost 60% with size-64 ensembles.

5.2 Dropout Ensembles

Similar to our experiments on regular NN models, we use grid search to evaluate MC-dropout models under different hyperparameter settings (e.g., dropout rates and batch sizes) and network structures. Additional details about our experimental setup can be found in Section A.2.

Similar to what we discovered with bagging ensembles, with dropout ensembles we can see some small performance gains from using \(\text{MEAN-STD}\) instead of \(\text{MEAN}\). In addition, we can see that the detection performances of dropout ensembles are not sensitive to the ensemble size, unlike bagging ensembles. To understand the reasons behind that, we pick an MC-dropout model with dropout rate of 0.15 and plot the individual detection performance as we did with bagging ensembles, as shown in Figure 8c. It can be seen

\[\begin{align*}
\text{(a) RF: MEAN} & \quad \text{(b) RF: MEAN-STD} \\
\text{(c) NN: MEAN} & \quad \text{(d) NN: MEAN-STD} \\
\text{(e) Dropout NN: MEAN} & \quad \text{(f) Dropout NN: MEAN-STD}
\end{align*}\]

Figure 6: Detection performances of ensemble models on the wine dataset. \(\text{CFAR} \) (colored) and \(\text{ARGMAX} \) (gray) are compared.

Figure 7: Box plot for visualizing the distribution of each feature in the SL0 wine data.
that there is very little variation in the prediction performances from each individual member (shown as thin blue lines), indicating a lack of diversity among the ensemble members. The performance of the aggregate model (shown as dark line) is close to those of ensemble members.

In terms of diagnosis performance, the differences between \textsc{mean} and \textsc{mean-std} on the chiller dataset for dropout NNs are rather small; see Figures 5k & 5l for a comparison. The gains in top-1 and top-2 accuracy from using larger ensembles are on the level of 5 to 10 percentage points.

To summarize, dropout ensembles deliver slightly inferior detection and diagnosis performances to RF and NN ensembles; however, since they require less effort to train, they can serve as cheaper alternatives to bagging ensembles.

5.3 Comparison with One-Class Models

One-class models such as One-Class Support Vector Machines (OC-SVMs) \cite{Scholkopf1999} and autoencoders \cite{Bengio2013} are classical models for semi-supervised anomaly detection and can be used to detect IS faults. They only use the negative class (normal) data to learn a decision boundary that encompasses the negative class data.

It will not be fair to directly compare the performances of one-class models and supervised models, because the SL4 data are not utilized in training one-class models. To evaluate the two families of models on a fair basis, we use SL4 data for selecting one-class models after training, which will help us find good hyperparameter settings for one-class models that achieve high sensitivity and specificity.

The performances of one-class models are plotted in Figure 9 in a similar fashion as in Figure 4. Again, only the performance indices of the top \( K \) models in each FPR interval are shown on the plot. By comparing the plots in Figures 4 & 9, we can immediately see that all three supervised methods have superior performance to semi-supervised models; the selected models give low performance even on SL4 data. Considering the fact that top models are chosen based on their detection rates on SL4 in the model selection process, this is a surprising result.

Now let us compare the detection performances on IS faults. For the chiller dataset, we use performance indices under the \([0.005, 0.01)\) FPR bin for comparing all model classes, because the one-class models with lower FPR give much lower detection rates. By comparing Figures 9a & 9c, we can see that autoencoders have slightly better performance than OC-SVMs. Comparing to the supervised models, autoencoder gives a similar performance (around 50\%) in detecting SL1 faults; however, its detection performance on SL2–SL4 faults is much behind supervised models on the chiller dataset. For the wine dataset, we can see from Figures 9b & 9d that both one-class models give similar performances. In addition, the detection performances on SL1–SL4 faults do not vary much for models with below 0.1 FPR. The performances given by one-class models are much worse than those from the supervised models; the gaps in detection rates are at least 0.2 across all SLs. The results show that supervised information from severe (SL4) faults is very helpful for detecting IS faults.

6 RELATED WORK

In recent years, several papers have been published related to the detection of OOD data, especially in the deep learning community. While it is obviously impossible for us to give a complete account of related research in this paper, we give a brief overview of the most relevant papers and highlight their connections to our work.

Model uncertainty. There have been a strong and growing interest in estimating the \textit{prediction uncertainty} \cite{Gal2016,Ghahramani2015} of supervised
models, especially in the deep learning community. Two primary main motivations of this area of research are 1) to understand when to trust a model’s predictions, and 2) to design defense mechanisms against adversarial examples. One application of uncertainty estimation is to detect OOD examples with supervised deep learning models. Deep ensembles [17] and MC-dropout [9, 13] are two popular approaches in academia, and interestingly they both explicitly or implicitly employ the ensemble idea. Although promising results from these deep ensemble approaches have been demonstrated on certain types of OOD data such as dataset shift and unseen/unknown classes [17], it is difficult to evaluate their effectiveness in general, because the OOD part of the world is obviously much “larger” than its in-distribution counterpart and is presumably much harder to analyze. In contrast, our work still embraces a closed-world assumption, and restricts the focus to IS faults - a special subset of OOD data that has a close connection to the in-distribution data. We speculate that some knowledge necessary for detecting IS faults is already entailed in the training data, thus making the detection of IS faults possible with supervised methods.

**Model calibration.** Another line of work aims to produce good probability outputs using model calibration techniques [10, 21], e.g. temperature scaling [10]. The calibration techniques are typically applied in a post-processing manner; in other words, a calibration method learns a transformation that is applied to a model’s uncalibrated output probabilities, without affecting the parameters (weights) of the original model itself. Although good confidence measures are important in many other fields, we are skeptical about the role of model calibration in the context of anomaly detection, either with the more commonly used argmax method or our proposed cfar method. By design, calibration methods should only adjust probabilities, but not class predictions. Therefore, under argmax the predicted class of input x_i, as well as the anomaly detection decisions, will not change. Under cfar, as previously mentioned, it is the ranking of a test data point’s score among those of the normal training data points that determines the detection decision. If the calibration method results in an isotonic transformation (as are popular methods), the rankings will not change. Nor will the detection decisions.

7 CONCLUSIONS AND FUTURE WORK

Intermediate-Severity (IS) examples can pose critical risks to Fault Detection and Diagnosis (FDD) systems built upon Machine Learning (ML) techniques, especially under situations where these examples are lacking in the training data. The resulting classifier trained without IS examples can easily mistake them for normal ones, which can lead to costly consequences because the best time for treatment is missed.

To tackle this problem, we study how to use ensemble methods to improve the detection and diagnosis performance on out-of-distribution (OOD) IS anomaly instances. In fact, ensemble methods have been considered popular candidates for detecting OOD examples [17]; however, there are caveats when applying them to FDD. In this paper, we focused on a special type of OOD data—IS faults, and find that ensemble methods are effective in detecting and diagnosing IS faults only when proper aggregation functions and detection rules are used for interpreting the probability values generated by ensemble classification models.

In the future, we plan to extend the proposed ensemble-based FDD approach to high-dimensional data (e.g., thermal infrared temperature measurement data of 3D printing process [14]).
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A IMPLEMENTATION DETAILS

The code for our empirical studies was implemented in Python 3.6, and will be publicly released on GitHub upon paper acceptance. The code during the review phase can be downloaded via https://tinyurl.com/kdd20-ensemble-fdd. Table 1 for further details. In addition, different optimizer options in the experiments are aggregated into an RF. In addition, we experiment RFs of six different sizes of random feature subsets and sample subsets for training. The depths of DTs range from 8 to 15 for the chiller dataset, and from 4 to 20 for the wine dataset. Only trees with the same max_depth are aggregated into an RF. In addition, we experiment RFs of six different sizes (1, 4, 8, 16, 32, 64). We leave the settings as default to create bagging models with different types of base learners. The base learners in RFs are implemented using the sklearn DecisionTreeClassifier class from sklearn, which are then aggregated into RFs using the Bagging module. To increase the randomness among base learners, we set the splitter option in DecisionTreeClassifier to “random” so that the best random split will be chosen at each node. The depths of DTs range from 8 to 15 for the chiller dataset, and from 4 to 15 for the wine dataset. Only trees with the same max_depth settings are aggregated into an RF. In addition, we experiment RFs of six different sizes (1, 4, 8, 16, 32, 64). We leave the settings as default for everything else.

A.1 Bagging Ensembles

The bagging ensembles in this study are implemented using the Bagging module from the sklearn package [22], which allows us to create bagging models with different types of base learners. The sizes of random feature subsets and sample subsets for training each base learner can be configured through the max_features and max_samples options in the BaggingClassifier class. In our experiments, we sweep max_features from 50% to 100%, and max_samples from 10% to 100%.

A.1.1 Random Forest (RF). The base learners in RFs are implemented as instances of the DecisionTreeClassifier class from sklearn, which are then aggregated into RFs using the Bagging module. To increase the randomness among base learners, we set the splitter option in DecisionTreeClassifier to “random” so that the best random split will be chosen at each node. The depths of DTs range from 8 to 15 for the chiller dataset, and from 4 to 15 for the wine dataset. Only trees with the same max_depth settings are aggregated into an RF. In addition, we experiment RFs of six different sizes (1, 4, 8, 16, 32, 64). We leave the settings as default for everything else.

A.1.2 Neural Network (NN) ensembles. The neural networks are implemented in Keras and then interfaced with sklearn Bagging module through a wrapper class in Keras. Since the design space of NNs is huge, it is impossible for us to enumerate all possible network topologies; as a result, in our experiments we only explore NNs that have a uniform width (same number of nodes across all layers except for the last one) but with varying depths; see Table 1 for further details. In addition, different optimizer options (adam [15] and adagrad [8]) and batch size settings (32, 64, 128) are also explored. Each NN is trained for 100 epochs minimizing the cross-entropy loss. As with RFs, we test six different ensemble sizes (1, 4, 8, 16, 32, 64).

A.2 Dropout Ensembles

The MC-dropout networks are also implemented in Keras using the same topologies as the regular NNs described above. The only difference is the additional dropout layers inserted between every adjacent fully connected layers. For each dropout NN instance, the same dropout rate is used across all dropout layers. Each dropout network is trained for 200 epochs minimizing the cross-entropy loss. In the experiments, we sweep over five different dropout rate settings (0.05, 0.10, 0.15, 0.20, 0.25); see Table 1 for further details.

A.3 Autoencoders

Autoencoders are NN models with the same number of input and output nodes and a narrow bottleneck in the middle. In our experiments, we explore a restricted subset of the autoencoder design space, where the network topology can be parameterized by two variables, the network depth d and the “width decrease rate” β. Illustrated in Figure 10, the network has d layers (including the input and the output layers); the number of nodes reduces by β by each layer towards the middle. The depth parameter d takes value in {4, 6, 8, 10}, and β takes value in {1, 2}. Suppose the width of the input layer (number of input features) of our model is n. For a parameter combination to be feasible, we require the width of the bottleneck to be positive, i.e. n − ⌊n/2⌋ β > 0. Each autoencoder network is trained for 200 epochs minimizing the ℓ2 reconstruction error.

A.4 OC-SVM

The OC-SVM models in our experiments are implemented using the OneClassVM class in sklearn. Radial Basis Function (RBF) is used as the kernel type due to its flexibility in modeling complex distributions. ν and γ are the two configurable hyperparameters with the RBF kernel. The ν parameter takes a value between 0 and 1, which upper bounds the fraction of training errors and lower bounds the fraction of support vectors [12]. The γ parameter controls the width of the RBF kernel used for training. The larger the γ parameter is, the smaller the width of the kernel. If γ is too large, the model may overfit the data. As with other models, we conduct a grid search over different hyperparameter settings; see Table 1 for details.
The RP-1043 chiller dataset is not publicly available but available for purchase from ASHRAE. The same sixteen features and six types of faults as used in previous work [14] (see details therein) are used to train our models in our empirical study. A few bad data points are removed first. For models other than RFs, the data are standardized before they are used for training. The layout of the generated training and test sets is illustrated in Figure 3. During training, 20% of the training data is held out as the validation set.

In Figure 12, we provide additional illustrations of the spatial relationship between the normal data and the fault data (RL, RO, CF and NC faults) that are not depicted in Figure 1. By comparing Figure 12 and Figure 1, we can see that the RL, RO, CF and NC faults are much closer to the cluster of the normal data than FWE and FWC faults. Some IS faults even overlap with the normal data in the reduced-dimension space, making them presumably much harder to detect.

### Table 1: Hyperparameters used in our experiments.

| Dataset          | Model Class | RF | Regular NN | Dropout NN | Autoencoder | OC-SVM | RF | Regular NN | Dropout NN | Autoencoder | OC-SVM |
|------------------|-------------|----|------------|------------|-------------|--------|----|------------|------------|-------------|--------|
| Chiller Dataset  | Model Class | 21060 | 120960 | 36288 | 704 | 2501 | 21060 | 120960 | 36288 | 704 | 2501 |
| Wine Dataset     | Model Class | 1000 | 2000 | 4000 | 3000 | 5000 | 6000 | 5000 | 6000 | 5000 | 6000 |

Figure 12: Additional visualization of the chiller dataset. Faults with lower SLs are plotted with lighter color intensities.

Figure 11: Histograms showing the number of supervised classifiers falling under different FPR intervals. The top $K$ classifiers among each FPR bin are used to produce Figure 4.