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Abstract—For saving cost, many deep neural networks (DNNs) are trained on third-party datasets downloaded from internet, which enables attacker to implant backdoor into DNNs. In 2D domain, inherent structures of different image formats are similar. Hence, backdoor attack designed for one image format will suite for others. However, when it comes to 3D world, there is a huge disparity among different 3D data structures. As a result, backdoor pattern designed for one certain 3D data structure will be disable for other data structures of the same 3D scene. Therefore, this paper designs a uniform backdoor pattern: NRBdoor (Noisy Rotation Backdoor) which is able to adapt for heterogeneous 3D data structures. Specifically, we start from the unit rotation and then search for the optimal pattern by noise generation and selection process. The proposed NRBdoor is natural and imperceptible, since rotation is a common operation which usually contains noise due to both the miss match between a pair of points and the sensor calibration error for real-world 3D scene. Extensive experiments on 3D mesh and point cloud show that the proposed NRBdoor achieves state-of-the-art performance, with negligible shape variation.

Index Terms—Backdoor Attack, 3D Mesh, Point Cloud, Deep Neural Network, Uniform Backdoor Pattern.

1 INTRODUCTION

3D mesh and point cloud are the most popular structures to construct 3D scenes [1], [2], [3], [4], [5]. In detail, point cloud is more efficient since it is easy to be obtained and is close to raw data. By contrast, 3D mesh requires less element to represent large shape and to capture details. However, due to the inherent irregularities, conventional DNN techniques designed for 2D image [6], [7], [8] cannot directly process 3D shape. Recently, many DNNs that extract and process with 3D feature were designed, such as MeshCNN [9], DiffusionNet [10] and SubdivNet [11] for 3D mesh, PointNet [12], DGCNN [13] and PointBert [14] for point cloud.

However, DNN has been proven be vulnerable due to poor interpretability and black-box character [15], [16], [17], [18]. Adversarial attack [19], [20], [21], [22], [23], [24] is a well-know method to deceive DNN in inference stage. Attacker crafts adversarial samples to mislead DNN by adding perturbation to clean samples, which is hardly detected by human vision [25], [26], [27]. In practical, most DNNs require huge data for training. To save cost, developers usually download third-party datasets from internet, instead of collecting data by themselves. Hence, this enables attackers to destroy DNN in training stage.

This paper focuses on one classical attack in the training stage which is called backdoor attack. A successful backdoor attack does not decrease the performance on clean data, yet is able to deceive DNN to make the targeted decision specified by the attacker. This kind of attacks in training phase has raised concerns for the development of DNNs in applications such as Virtual Reality (VR), Augmented Reality (AR) and self-driving [28], [29].

Fig. 1. NRBdoor is able to adapt for data structure variation (from point cloud to 3D mesh, for example) during implanting backdoor into 3D DNN. Meanwhile, NRBdoor is more natural than PoinBA [30] and PointBA_X [31] which only focus on point cloud.

For one thing, typical backdoor patterns designed for 2D image [32], [33], [34], [35], [36], [37] are unsuitable for 3D shape, such as attaching portion or adding perturbation. This is mainly due to the data structure disparity between 2D image and 3D shape. For example, it is difficult to attach a patch into 3D mesh like in image domain, since the elements of 3D mesh are correlated to each other. Attaching patches may break the characteristic of manifold and watertight that most mesh DNNs require for.

For another thing, although there are many different 2D image formats, their inherent structures are similar, which are uniform 2D arrays of pixel values. Backdoor attack designed for one image format will suite for others. However, when it comes to 3D world, different 3D structures are discrepant. For instance, the data structure of 3D point cloud includes disperse points with geometric coronations. In contrary, the data structures of 3D meshes are heterogeneous, in which, a face is constructed with its neighbor edges, and a edge is constructed with its two end vertices. Therefore, vertices of 3D mesh include both geometric coronations and topology connection, and is different from point of 3D point cloud. As a result, the backdoor pattern designed for point cloud [30], [31] is usually not adaptable for 3D mesh.

Based on above analyses, we argue that the backdoor pattern for 3D shape should meet two requirements: 1) do
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not change the correlation between different elements of 3D shape, 2) able to adapt for heterogeneous 3D data structure.

Therefore, this paper designs a uniform backdoor pattern for 3D shape: NRBdoor (Noisy Rotation Backdoor). Rotation is a common operation in 3D world. Movement of 3D sensor or 3D object will inevitably introduce rotation. Specifically, rotation matrix must be orthogonal matrix, which under the constraint of $R \cdot R^T = I$. However, due to the way to calculate rotation matrix and sensor calibration error, the actually used rotation matrix is usually non-orthogonal, which is called noise rotation matrix $R_\theta$ in this paper. Hence, conducting noise rotation on 3D shape is a natural situation in 3D world.

This paper is the first work to address uniform backdoor pattern for heterogeneous 3D structures, and the first work to implant backdoor into mesh DNNs. The main contributions are as follows:

- A novel uniform backdoor pattern NRBdoor for 3D shape is proposed. NRBdoor is able to adapt for 3D data structure variation, during implanting backdoor into 3D shape DNN (3D DNN). Meanwhile, it is imperceptible and natural for real-world 3D applications.
- NRBdoor is the first backdoor pattern friendly to 3D mesh. It preserves the characteristic of manifold and water tight 3D mesh, which are required by many mesh DNNs.
- Results on 3D mesh show that the attack success rate (ASR) for SOTA mesh DNNs (such as MeshCNN, SubdivNet, MeshWalker) on public datasets achieve 100% with BA descend less than 0.5%. For 3D point cloud, ASR for SOTA point DNNs (PointNet, PointNet++ and DGCNN) are higher than 93%, under well stealthiness.
- At present, considering there is no baseline for defending backdoor attack on 3D shape, we propose saliency-based point cloud backdoor defense (SP-defense). It is able to decrease ASR of PointBA_X from 82% to 23%.

1.1 DNN for Point Cloud or 3D Mesh

3D point cloud and 3D mesh are both popular 3D data structures to represent 3D shape in modern researches and applications [38], [39]. Point cloud $X$ is constituted by a set of $n$ 3D points $X \rightarrow \{p_1, p_2, \ldots, p_n\}$, and each point $p_i$ is represented by 3D coordinates $(x_i, y_i, z_i)$. Meanwhile, 3D mesh with $n$ vertex and $m$ faces is defined by $X \rightarrow \{v_1, v_2, \ldots, v_n; c_1, c_2, \ldots, c_m\}$, where $v_i$ is the $i$-th vertex with positions in $R^{n \times 3}$, and $c_j$ is the $j$-th polygonal faces. 3D DNN $F(X, \theta) \rightarrow y$ aims to map an input 3D shape $X$ to its corresponding class label $y \in Y$, under well-trained parameters $\theta$. For ease of reading, this paper refers DNN designed for point cloud as point DNN and for mesh as mesh DNN.

**Point DNN:** PointNet [12] is the first point DNN to directly process point cloud. It learns a spatial encoding of each point and then aggregates all individual point features to a global point cloud signature. PointNet++ [40] achieves better results by considering hierarchical structure based on PointNet. DGCNN [13] is a typical convolution-based point DNN, which transforms point cloud to a graph, and learns feature by the defined EdgeConv. PCT [41] designs a full attention mechanism, which enables each point to affect every other point in the point cloud. PointBert [14] designs a new pre-train method based on point cloud transformer. It achieves 93.8% accuracy on ModelNet40 for classification.

**Mesh DNN:** MeshCNN [9] considers that each edge is adjacent to two faces and four edges in manifold triangle mesh, and then defines an ordering invariant convolution to learn 3D feature. Instead of learning neighborhood information, MeshWalker [42] transforms 3D mesh to several edge sequences by walking along edges. Moreover, SubdivNet [11] designs a general mesh convolution using a mesh pyramid structure for effective feature aggregation, its key process is to remesh the input mesh to obtain loop subdivision sequence connectivity. DiffusionNet [10] learns feature from face by extending the Laplacian operator.

1.2 Backdoor Attack

In image domain, lots of backdoor attacks have been developed recently [43], [44], [45]. They are usually divided to poison-label backdoor attack and clean-label backdoor attack, based on whether label of poisoned sample is changed. In 3D domain, PointBA [30] and PointBA_X [31] are pioneers researching backdoor attack which follow the way developed in image domain and only focus on point cloud. PointBA defines a unified framework of 3D backdoor trigger implanting function and designs two backdoor patterns (a ball and clean rotation) under poison-label and clean-label situations. PointBA_X inserts a small cluster of points as backdoor pattern. The optimal spatial location and local geometry are searched by optimization. Meanwhile, [46] presents Poisoning MorphNet in a clean-label setting. Though the well performance on point cloud, they will be disable on 3D mesh since data structure disparity. Therefore, this paper designs NRBdoor to adapt for heterogeneous 3D data structure.

1.3 Isometrics Transformations

Isometrics transformations of $R^{n \times n}$ is a function $f$ that preserves euclidean distance:

$$||f(x) - f(y)|| = ||x - y|| \quad \forall x, y \in R^{n \times n} \quad (1)$$

The base operations of isometry are translation: $f(x) = x + a$ and identity rotation: $f(x) = Rx$. We don’t consider translation in this paper, since it can be easily eliminated by normalization. By this way, we only conduct linear transformation (a transformation that fixes the origin) on 3D shape which is:

$$f(X) = RX = X' \quad \forall X, X' \in R^{n \times n} \quad (2)$$

Here, $R$ is an orthogonal matrix whose determinant equals to 1. The rotation matrices are defined as a subset of:

$$SO(n) = R \in R^{n \times n} | RR^T = I, det(R) = 1 \quad (3)$$

In detail, the Euler’s rotation theorem claims that any rotation in $R^3$ can be decomposed to three rotations around $x, y, z$ axes:
\[ R = R_{\theta_x} R_{\theta_y} R_{\theta_z} \]  

(4)

### 1.4 Methods to Calculate Rotation Matrix

**Perspective-n-Point (PnP)** aims to solve the movement between 2D to 3D. The formal description is: given coordinates of \( n \) 3D points \( p^W \) in world coordinate system \( C^W \) and their corresponding coordinates \( p^F \) in pixel coordinate system \( C^F \), PnP wants to search the pose (rotation \( R \) and translation \( t \)) of camera in \( C^W \) [47]. The popular solutions include Direct Linear Transform(DLT), Perspective-Three-Point(3P3P) [48], Efficient Perspective-n-Point(EPennP) [49] and Bundle Adjustment(BA) [50]. All these methods work based on correct match of 2D pixel and 3D point. However, in practical, miss match is a common scenes due to illumination variation, low resolution and fast movement. Therefore, the actually used rotation usually contains noise.

**Iterative Closest Point(ICP)** is a popular method to search the movement between 3D to 3D, which can be described as: given two 3D point sets \( P^1 \) : \( \{p^1_1, p^1_2, ..., p^1_n\} \), \( P^2 \) : \( \{p^2_1, p^2_2, ..., p^2_n\} \), ICP aims to find the optimal rotation \( R \) and translation \( t \) between \( P^1 \) and \( P^2 \) [51]. The main solving methods contain SVD decompose and BA [50]. For this kind of methods, the rotation noise mainly comes from miss match of 3D point pair and the error left by optimization.

### 2 Problem Formulation

**Attack Scenario**: Our backdoor pattern is designed for the classical scenario that the developer trains his DNN on third-party datasets. Under this scenario, attacker can only manipulate the training datasets, but cannot changes the model, inference schedule and the training process.

**Backdoor Attack Description**: We define 3D DNN as \( F(X, \theta) \rightarrow y \), which maps an input 3D shape \( X \) to its corresponding class label \( y \) by learning parameter \( \theta \) on training data \( D_{\text{train}} \). The goal of attacker is to implant a backdoor into the victim 3D DNN by poisoning \( D_{\text{train}} \), so that the victim 3D DNN will follow the attacker’s malicious purpose. In inference stage, showing the certain pattern to the infected 3D DNN will activate the backdoor, which misleads it to output the target label \( y^t \). The process to implant backdoor pattern is done by 1) design an appropriate backdoor pattern \( P \), 2) generate poisoned samples by conducting \( P \) on partial training data, 3) inject poisoned samples to clean training data \( D_{\text{train}} \) to generate poison training data \( D_{\text{train}}^{\text{pois}} \). 4) train victim 3D DNN on \( D_{\text{train}}^{\text{pois}} \) for implanting backdoor. So that, clean model \( F(X, \theta) \) is infected to poisoned model \( F(X, \theta^{\text{pois}}) \). Furthermore, poisoned testing dataset \( D_{\text{test}}^{\text{pois}} \) is generated to evaluate backdoor pattern.

**Noise level**: Stealthiness is a crucial factor to evaluate the probability that a backdoor pattern is detected by defender. We newly define a metrics to evaluate perturbation level called as rotation noisy level \( \gamma \):

\[ \gamma = \sum_{j=0}^{3} \sum_{i=0}^{3} (|R_{n}[i,j] - I[i,j]|) \]  

(5)

Here, \( \gamma \) indicates the distance between \( R_n \) and \( I \), \( i, j \) mean the index of element in matrix, \( I \) is unit matrix. Note that, there are multiple \( R_n \) under certain \( \gamma \).

### 3 Noise Rotation Backdoor Pattern

A well-designed backdoor pattern achieves high attack success rate with as little perturbation as possible, and keeps the reduction of benign accuracy be small at the same time. It is reasonable that bigger shape variation will be easier implanted, but will result in weak stealthiness, vice versa. Therefore, there is a trade-off between ASR and stealthiness. In this paper, we aim to search for a noisy rotation \( R_n \) as the optimal trade-off, which can be formally described as:

\[ R_n = \arg \max_{R_n} (Q_a(X^{\text{pois}}) + Q_s(X) + \frac{1}{\gamma}) \]  

(6)

Here, \( Q_a(X^{\text{pois}}) \) measures whether backdoor attacker can successfully achieve their malicious purposes when predicting poisoned samples \( X^{\text{pois}} \). \( Q_s(X) \) measures whether the infected model be able to correctly predict benign samples \( X \):

\[ Q_a(X^{\text{pois}}) = \mathbb{E}_{(x,y) \sim \mathcal{P}_D} [F(R: X, \theta^{\text{pois}}) = y^t] \]  

(7)

\[ Q_s(X) = \mathbb{E}_{(x,y) \sim \mathcal{P}_P} [F(X, \theta^{\text{pois}}) = y] \]  

(8)

Where, \( y^t \) is the targeted label. \( F(\cdot, \theta^{\text{pois}}) \) is the predicted class of 3D DNN under poisoned parameters \( \theta^{\text{pois}} \). \( \mathcal{P}_D \) is the distribution behind \( D \) and \( \mathcal{I}(\cdot) \) is the indicator function. \( \mathbb{I}(A) = 1 \) if and only if the event \( A \) is true. \((R: X) \in X^{\text{pois}} \) means poisoned testing samples, and \( X \in \mathcal{X} \) means benign testing samples.

The common way for solving equation (6) is to build Lagrangian, and then to search for the optimal by SGD. However, the gradient \( \frac{\partial F(G(R_n, X))}{\partial R_n} \) that classifier \( F(\cdot) \) w.r.t rotation \( R_n \) is usually unavailable, since feature transformation function \( G(X) \) is not continuous. Another way for searching optimal \( R_n \) is meta-heuristic algorithm such as PSO, GWO, et.al. But the calculation of fitness is time consuming, since it contains total training-testing process.

Aiming at searching optimal \( R_n \) efficiently, we shrink the searching space by fixing noise \( \gamma \). Meanwhile, considering unit matrix \( I \) is the smallest rotation which will introduce zero shape variation and implant none backdoor, we start from the unit matrix \( I \) to find the optimal \( R_n \). In detail, \( R_n \) is firstly divided into \( R_n = N + I \) which includes noise \( N \) and unit matrix \( I \). By doing so, our target becomes searching for noise \( N \) instead of noisy rotation \( R_n \). Then we fix the rotation noise level \( \gamma \) and generate several noises \( N_{\text{cand}} \) by determining each element according to the given probability \( P_r \). After that, we choose the optimal noise \( N_{\text{cand}} \) to obtain the final \( R_n = N + I \) and the poisoned training data \( D_{\text{train}}^{\text{pois}} \). \( R_n \) will be implanted into 3D DNN after trained on \( D_{\text{train}}^{\text{pois}} \). Therefore, equation (6) and (7) are redefined as:

\[ N = \arg \max_{N} (Q_a(X^{\text{pois}}) + Q_s(X)) \quad \text{s.t.} \gamma = n \]  

(9)

\[ Q_a(X^{\text{pois}}) = \mathbb{E}_{(x,y) \sim \mathcal{P}_D} [F((N + I): x, \theta^{\text{pois}}) = y^t] \]  

(10)

The search process is done by Noises Generation and Noise Selection, shown as Algorithm1. Meanwhile, the outline for implanting BRBdoor into 3D DNN is exhibited as Fig 2.
Candidate Noises Generation: Given the rotation noise level $\gamma$, we set the precision to 0.1, and divide $\gamma$ into $n_\gamma = \gamma/0.1$ number of unit noise $N_u$. The candidate noises are generated by distributing $N_u$ to zero matrix $M_0$, $N_{\text{cand}} = \text{dis}(N_u, M_0)$. Hence, there are $9^{n_\gamma}$ possible $N_{\text{cand}}$. Moreover, we have known that adding noise to different element of rotation matrix will introduce different shape variation. For example, noising diagonal elements will cause scaling, and noising off-diagonal elements will introduce additional rotation, shear and reflection. Since scaling is a common operation during feature transformation, scaling 3D shape will hardly be learned by 3D DNN. Therefore, the optimal noise tends to be found by noising off-diagonal elements of rotation matrix. To generate high quality $N_{\text{cand}}$, and preserve diversity, we assign a binary possibility $Pr$ to guide the $N_u$ distribution. After that, we distribute $n_u, N_u$ to each element of zero matrix $M_0$ according to their possibility for $M$ times to generate candidate noises set $N$.

Noise Selection: It is obvious that each candidate noise $N_{\text{cand}}$ performs differently. Here, we maintain a score vector to select the candidate noises $N_{\text{cand}}$. The selection process includes four steps: 1) initialize a zero vector as the initial score vector $S$, whose element represents the performance of each candidate noise. 2) randomly select one candidate noises $N_{\text{cand}}$ from $N$ and samples $X_{\text{train}}$ of percent $\alpha$ from $D_{\text{train}}$, and then conduct candidate noises $N_{\text{cand}}$ on samples $X_{\text{train}}$ by $X_{\text{train}} = (N_{\text{cand}} + I) \cdot X_{\text{train}}$. Meanwhile, their labels are changed into $y'$. The poisoned training dataset $D_{\text{train}}^{\text{pois}}$ is generated by injecting $X_{\text{train}}^{\text{pois}}$ to $D_{\text{train}}$. 3) score the candidate noise $N_{\text{cand}}$ by training $F(\cdot)$ on $D_{\text{train}}^{\text{pois}}$ and testing on poisoned testing dataset $D_{\text{test}}$. Note that, an appropriate noisy rotation pattern will be learned by $F(\cdot)$ in a short time because of its unique feature from other classes. Therefore, in training stage, the model is trained in a small steps instead of full steps. 4) By repeating 2) and 3) for $K$ times, the candidate noise $N_{\text{cand}}$ with the highest score will be selected as the optimal noise $N_{\text{opt}}$. Finally, $NRBdoor$ is acquired by $R_{\text{opt}} = N_{\text{opt}} + I$.

Conducting $R_{\text{opt}}$: For 3D mesh and point cloud, we fix the correlation of each element and only move its points coordinate by $R_{\text{opt}}$ to acquire poisoned sample $X_{\text{pois}}^{\text{opt}}$:

$$p_{i}^{\text{pois}} = R_{\text{opt}} \cdot p_i \quad s.t. p_i \in X, p_{i}^{\text{pois}} \in X^{\text{pois}}$$

(11)

Implanting $NRBdoor$: We conduct $R_{\text{opt}}$ on $\alpha$ percent samples of $D_{\text{train}}$ to obtain poisoned training data $D_{\text{train}}^{\text{pois}}$. Meanwhile, labels of the poisoned samples are changed to the target label $y'$. The mapping from $NRBdoor$ to $y'$ will be implanted into the victim 3D DNN after training on $D_{\text{train}}^{\text{pois}}$.

4 EXPERIMENTS

We conduct extensive experiments to evaluate the performance of $NRBdoor$ on 3D mesh and point cloud.
4.1 Experiment Setting

Datasets and Victim 3D DNNs: For 3D mesh, we choose Cubes [9], Manifold40 [11], and Shrec16 [52] as the evaluating datasets. In detail, Cubes contains 4381 meshes for 22 classes with 3722 for training and 659 for testing. Manifold40 is reconstructed by SubdivNet [11] based on ModelNet40. The author fixes the meshes which are not watertight in ModelNet40. There are 12311 meshes contained in Manifold40 for 40 classes, where 9.843 are used for training and the other 2,468 for testing. Shrec16 is a commonly used 3D mesh dataset which includes 30 classes, and each class contains 16 meshes for training and 4 meshes for testing. 3D meshes in the three datasets all contain 500 faces and are scaled into a unit cube. The victim mesh DNNs are various, including MeshCNN [9], MeshNet [53], SubdivNet [11], MeshWalker [42] and DiffusionNet [10]. Note that, it is infeasible to conduct every victim mesh DNN on the three datasets due to the structure restrictions. Therefore, we evaluate three victims on each dataset.

For point cloud, ModelNet40 [54] is chosen as the evaluating dataset. We uniformly sample 1,024 points from the surface of each object and rescale them into a unit cube. At the same time, PointNet [12], PointNet++ [12] and DGCNN [13] are chosen as the victim point DNNs. They are typical and are widely used to evaluate adversarial attack performance.

Evaluation Metrics: There are three metrics to evaluate backdoor pattern performance: Attack Success Rate(ASR), Benign Accuracy(BAc), and Stealthiness. In detail, ASR evaluates the ability to mislead DNN to output target class $y'$, when the poisoned samples are shown. BAc is the accuracy of testing for infected DNN on clean samples. For ease of reading, the BAc of clean DNN is referred as oBAc (original Benign Accuracy). Noise level $\gamma$ is used to evaluate stealthiness. During evaluation, higher ASR, lower $\gamma$, and smaller reduction of BAc mean better backdoor pattern.

Attack Setting: For each victim 3D DNN, we follow its default setting in training and testing stage. The only change is the poisoned samples in $D_{train}$ and their labels. The target class $y'$ is set to be 1 for every dataset and keep consistent with that of the comparison algorithms. Besides, the injection rate $\alpha$ is set to be 0.05, and the total $D_{test}$ is used to generate poison testing data $D_{test}^{pois}$ to evaluate ASR. For rotation noise level $\gamma$, it is a trade-off between ASR and stealthiness. In the experiment, we adjust it empirically. Besides, there are two hyper-parameters in our algorithm which are iteration times $K$ and candidate noises number $M$. We set $K = 5$ and $M = 20$, and the reason will be illustrated in Ablation Study.

Compared Backdoor Attacks: We are the first backdoor attack that adapt for 3D mesh so far, hence, we mainly obvious $NRBdoor$’s ASR and stealthiness on 3D mesh. For point cloud, we compare $NRBdoor$ with PointBAi [30] and PointBA_X [31] which are SOTA backdoor attack methods. In detail, PointBA_X implants backdoor by adding a ball near the benign point cloud. Meanwhile, PointBA implants backdoor by two different patterns which are interaction pattern (PointBAi) and orientation pattern (PointBAo). In the experiments, we directly utilize their given results for comparison.

4.2 Main Results

Attack Effectiveness: Table 1, Table 2 and Table 3 show the attack performance for mesh DNNs on three datasets. For Cubes, the results suggest that ASR achieves 100% for three victim mesh DNNs. The mapping from $NRBdoor$ to $y'$ is well learned by each mesh DNN. Meanwhile, their BAc decrease slightly (less than 0.2%), which suggests that implanting $NRBdoor$ have few influences on victim mesh DNN. For Manifold40, $NRBdoor$ achieves 100% ASR for MeshNet. Meanwhile, ASR for SubdivNet and Meshwalker are both larger than 97%. For Shrec16, we find that the attack is more difficult. Specifically, the rotation noise $\gamma$ requires to be loosed to 2.2 to achieve ASR $> 98.82$%, by now, the pattern stealthiness is very weak. The possible reason is that $NRBdoor$ will be hardly learned by relatively small size of poisoned samples.

For point cloud, the comparison results between $NRBdoor$, PointBAi [30], PointBAo [30] and PointBA_X [31] are shown in Table 4. The results suggest that ASR of $NRBdoor$ is competitive, and the BAc reduction of PointNet++ and DGCNN are both smaller than 1%. Besides, PointBAi and PointBA_X do not work for 3D mesh due to attaching
a ball around a 3D mesh is forbidden in data structure. Meanwhile, although conducting PointBAo (clean rotation) on 3D mesh is allowed from the data format perspective, result from section 4.3 suggests that its average ASR is low (8.26%). Hence, NRBdoor achieves competitive ASR and wider application.

Furthermore, to evaluate the sensitivity of NRBdoor to target class \( y \), we randomly select ten target classes from Manifold40 and ModelNet40 to test the ASR variation on 3D mesh and point cloud. Results in Fig 3 suggest that \( y \) have slightly influence on NRBdoor.

**Attack Stealthiness**: Fig 4 shows the poisoned 3D mesh from Cubes and Manifold40 with ASR > 97% on MeshCNN and MeshWalker. We find that the appearance of poisoned mesh by NRBdoor has slightly different from the original. The most obvious change is a small orientation disparity caused by additional rotation, which it is a common operation in reality and is hard to get defender’s attention. For Cubes, the appearance variation is more obvious. The reason is that their original appearance is a regular cube, and thus a small disturbance tends to attract visual attention.

Moreover, Fig 5 exhibits the shape variation of point cloud after conducting four different backdoor patterns including PointBAi [30], PointBAo [30], PointBA_X [31] and NRBdoor. Specifically, PointBAi and PointBA_X are two similar backdoor patterns which implanted by adding a ball. Though, the two similar pattern do not change the point cloud itself, adding a ball around the object appears strange. In contrast, in spite of NRBdoor changes most points, the shape variation is few and is harder detected than PointBAi and PointBA_X. Therefore, NRBdoor is the most natural backdoor pattern.

At the same time, point clouds implanted by PointBAo are similar to point clouds implanted by NRBdoor, since PointBAo is conducted by clean rotation. However, in section 4.3, we prove that PointBAo is unable to implant backdoor into mesh DNN. Hence, NRBdoor is more widely used.

4.3 Necessity for Adding Noise

To prove it is necessary to add noisy on clean rotation, we implant clean rotation into MeshCNN to test attack performance. In detail, we randomly generate ten clean rotations as the backdoor pattern, and observe their ASR for comparing. Result suggests that the average, minimal and maximal ASR of the ten clean rotations are 8.26%, 4.55% and 12.88% respectively, which are lower than NRBdoor. Furthermore, Fig 6 shows 3D meshes poisoned by four random clean rotations and NRBdoor, which suggests that NRBdoor is more imperceptible and more powerful. Hence, adding noise to clean rotation is necessary to achieve high ASR.

Not that, the generated rotations include the orientation pattern used in PoinBA (PointBAo). Therefore, the results can also prove that PoinBAo is unable to implant backdoor into mesh DNN.

4.4 Ablation Study

To further understand NRBdoor, we conduct ablation experiments towards rotation noise level \( \gamma \), poison rate \( \alpha \), iteration times \( K \) and candidate noises number \( M \). MeshCNN is selected as the victim 3D DNN, and Cubes as the verifying datasets.

**Noise Level** \( \gamma \) is an important factor of our algorithm. It impacts ASR and stealthiness at the same time. Fig 7(a) suggests that \( \gamma = 0.4 \) is the optimal under \( \alpha = 0.05 \), since ASR is high and shape variation is small (shown as Fig 4). However, the optimal \( \gamma \) is different for each 3D DNN and datasets due to disparity data size and DNN structure. In addition, we find that BAc decreases when \( \gamma < 0.3 \). The possible reason is that the conducted poison is too slight
to cause enough feature variation. Then, injecting poisoned samples is equal to fusing samples from different classes which will prevent 3D DNN from extracting unique feature for one certain class.

Poison Rate $\alpha$: Fig 7(b) shows the variation of ASR and BAc w.r.t $\alpha = 0.003 < \alpha < 0.05$ under $\gamma = 0.5$. We find that ASR grows up along with $\alpha$ under $\alpha < 0.02$ and achieves 100% once $\alpha >= 0.02$. At the same time, the reduction of BAc is small, which indicates a wonderful results. Hence, we naturally give the conclusion that higher poison rate of $\text{NRB}	ext{door}$ leads to higher ASR.

Iteration Times $K$: To better visualize ASR variation tendency along with $K$ and $M$, we set $\gamma = 0.4$ and $\alpha = 0.05$ for study. Table 5 shows the ASR tendency according to iteration times $K$, which suggests that more iteration times is able to find better pattern and achieve higher ASR.

Candidate Noises Number $M$ determines the search space of our algorithm. As shown in table 5, ASR increases along with $M$ increases. The reason is that larger $M$ brings better pattern diversity.

### 4.5 Resistance to Defender

**Data Augmentation:** In 2D and 3D domain, data augmentation is a popular method to increase DNN robustness. To verify whether it can be resisted by $\text{NRB}	ext{door}$, we apply random rotation and scaling for data augmentation in training stage. The victim 3D DNNs are PointNet and MeshCNN. Experiment results suggest that ASR of two 3D DNNs slightly decrease 5% for both random rotation and scaling.

**Saliency-based Defense:** Up to now, there is few baseline method for defending backdoor attack on point cloud or 3D mesh. In detail, [55] is specifically designed for points attaching based attack like PointBA_X and will be technically disable for $\text{NRB}	ext{door}$. Hence, we follow the popular defense way in image domain [56], [57] and extend them to point cloud. They detect the backdoor pattern by searching for critical regions from input towards each class utilizing saliency map technique.

The critical issue for extending them to point cloud is how to build point cloud saliency map. Here, we utilize the method from [58], which is the first work to research point cloud saliency. The author expresses points in spherical coordinate system. By this way, shifting a point towards the center by $\eta$ will increase the loss $L$ by $-\frac{dL}{d\eta}$:

$$\frac{dL}{dr_i} = \sum_{j=1}^{3} \frac{dL}{dx_{ij}} \frac{x_{ij} - x_c}{r_i}$$

Where, $r_i = \sqrt{\sum_{j=1}^{3}(x_{ij} - x_c)^2}$, $x_c$ is the point cloud center, $x$ is the european coordinates of each point. Furthermore, to allow more flexibility in saliency map construction, the author applies a change-of-variable by $\rho_i = r_i^{-\beta}$, where $\beta$ is a hyper parameter. Thus, the saliency score of point $i$ is:

$$s_i = -\frac{dL}{dr_i} \rho_i^{1+\beta}$$

Saliency map reveals the points 3D DNN focuses on when making its decision. Higher saliency score represents higher importance. Moreover, backdoor pattern in point cloud is the major portion one infected 3D DNN focuses on. Therefore, we utilize saliency score to detect and drop the backdoor pattern for defense. The designed Saliency-based Point cloud backdoor defense (SP-defense) can be described as: 1) calculate saliency score $s_i$ by equation (13) for every point, 2) locate backdoor pattern by ranking $g$ highest score points, 3) drop the detected pattern for defense.

**Fig 8:** Red points represent the detected backdoor pattern by SP-defense. Results show that the backdoor pattern implanted by PointBA_X is well detected by SP-defense. In contrast, $\text{NRB}	ext{door}$ can evade to SP-defense.

We defend PointBA_X and $\text{NRB}	ext{door}$ by the designed SP-defense under $q = 35$, $\beta = 1$. For PointBA_X, we follow its original setting. In detail, the original classes are $\text{flower pot}$, $\text{cone}$, $\text{bottle}$, $\text{chair}$, $\text{wardrobe}$, $\text{guitar}$ and target class $y^t$ is $\text{toilet}$, the local geometric of backdoor pattern is RS: 32 points randomly distributed on a sphere. PointNet and ModelNet40 are selected as the victim model and the verifying dataset respectively.

Fig 8 exhibits that the injected pattern by PointBA_X can be well detected by SP-defense. In contrast, $\text{NRB}	ext{door}$ is immune to SP-defense, since the pattern is conducted on total point cloud instead of specified point sets. Meanwhile, ASR of $\text{NRB}	ext{door}$ marginally decreases from 93.44% to 88.39%.

### Table 5

Increasing Iteration Times $K$ and Candidate Noises Number $M$ will enlarge search space, and find better pattern.

| K    | 1   | 3   | 5   | 7   |
|------|-----|-----|-----|-----|
| $\text{ASR}$ | 85 | 90.0091 | 91.35 | 100 | 100 |
| $\text{BAc}$ | 91.61 | 91.7392 | 3091.85 | 91.161 | 91.6592 |
| $M$   | 5   | 10  | 15  | 20  |
| $\text{ASR}$ | 80.0085 | 97.50 | 100 | 100 |
| $\text{BAc}$ | 91.7391 | 91.6191 | 6592.50 | 91.6592 | 91.6592 | 91.6592 | 91.6592 |

### Fig 7

Impact of $\gamma$ and $\alpha$. Higher $\gamma$ brings higher ASR under $\gamma < 0.4$. Once $\gamma > 0.4$ ASR remains at 100%. Meanwhile, larger $\alpha$ provides more poisoned samples to enable 3D DNN to learn backdoor feature.

### Fig 8

Red points represent the detected backdoor pattern by SP-defense. Results show that the backdoor pattern implanted by PointBA_X is well detected by SP-defense. In contrast, $\text{NRB}	ext{door}$ can evade to SP-defense.
in contrast, ASR of PointBA_X decreases from 89.40% to 25.40%.

## 5 Conclusions

This paper proposes the first uniform backdoor pattern: NRBdoor for 3D shape. NRBdoor is constructed by a common operation in 3D world, which is noisy rotation, hence it is natural and imperceptible. NRBdoor achieves 100% ASR in many cases and is able to adapt for data structure variation during implanting backdoor into 3D DNN. At the same time, it is the first work to implant backdoor into mesh DNN. In the end, we design a backdoor defense method based on saliency map theory named SP-defense. It can reduce ASR of PointBA_X from 82% to 23%, but has very little effect on our NRBdoor.
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