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Abstract: One of the challenges in the Internet of Things systems is the security of the critical data, for example, data used for intrusion detection. The paper research construction of an intrusion detection system that ensures the confidentiality of critical data at a given level of intrusion detection accuracy. For this goal, federated learning is used to train an intrusion detection model. Federated learning is a computational model for distributed machine learning that allows different collaborating entities to train one global model without sharing data. This paper considers the case when entities have data that are different in attributes. Authors believe that it is a common situation for the critical systems constructed using Internet of Things (IoT) technology, when industrial objects are monitored by different sets of sensors. To evaluate the applicability of the federated learning for this case, the authors developed an approach and an architecture of the intrusion detection system for vertically partitioned data that consider the principles of federated learning and conducted the series of experiments. To model vertically partitioned data, the authors used the Secure Water Treatment (SWaT) data set that describes the functioning of the water treatment facility. The conducted experiments demonstrate that the accuracy of the intrusion detection model trained using federated learning is compared with the accuracy of the intrusion detection model trained using the centralized machine learning model. However, the computational efficiency of the learning and inference process is currently extremely low. It is explained by the application of homomorphic encryption for input data protection from different data owners or data sources. This defines the necessity to elaborate techniques for generating attributes that could model horizontally partitioned data even for the cases when the collaborating entities share datasets that differ in their attributes.
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1. Introduction

The Internet of Things Technology allows the construction of various intelligent information systems that can be used in critical infrastructures. Application of such systems can increase the efficiency of management of technology and business processes via solving the challenges related to automation of tasks of monitoring and managing the life cycle of equipment, energy consumption, and building optimal links between companies and service consumers [1]. This leads to the active implementation of services, applications, and information systems using this technology in different areas from smart cities and smart homes to smart grids and transport systems. However, the development of the Internet of Things is directly related to the emergence of new threats and information security risks. The landscape of such threats is extremely wide because of the variety of devices, and they can affect the security and privacy of citizens [2].
Considering [3], the risks related to the security of any Internet of Things system can be divided into the four following groups: the risks related to authentication of the devices and users; the risks related to physical impact on the system elements; the risks related to violation of confidentiality, integrity, and availability; and the risks related to the processing of personal data or other sensitive data. Security of personal data or other sensitive data in the Internet of Things is essential nowadays [4] as soon as its different components can collect and use various users’ data that allows identifying them. These data incorporate biometric data, health data, etc. Moreover, according to the General Data Protection Regulation of the European Union, unique device identifiers, IP addresses, unique identifiers of mobile operators, and wireless access points are also personal data, since they help to establish the position of their owner [5]. These data are usually used in information security management systems. Thus, solving the tasks of information security management in the systems based on Internet of Things technology leads to an increase in the risks associated with the processing of personal data [6] and any unauthorized access to the information security management system threatens the confidentiality of information of IoT devices users, as well as other essential information [3].

Federated learning is a relatively novel approach to distributed machine learning. A key feature of this approach is that learning is performed locally, i.e., directly on devices that implement data collection. As the result, local models are trained and then aggregated to one global model. This feature of federated learning allows for constructing the systems that provide privacy of personal data and other sensitive data.

This paper researches the applicability of federated learning for intrusion detection systems in critical infrastructures to preserve the confidentiality of data describing technological processes and equipment settings. Analysis of such data can essentially increase the efficiency of detection of complex multi-step attacks affecting the both physical level and network level of the automated process control system [7,8]. The analysis of the research devoted to the application of the federated learning based approaches for designing intrusion detection systems showed that the researchers mainly focus on the case when all clients have datasets with a similar set of attributes. Such data distribution across clients in the federated learning settings is known as horizontally partitioned data. However, the collaborating entities could have datasets that describe the same objects but in different attributes. This case corresponds to the situation when the industrial facility consists of several collaborating entities that are responsible for different stages or parts of one technological process, and the monitoring and analysis of the state of such process require data from all entities simultaneously. Such data partition in federated learning settings is known as vertically partitioned data. To the best authors’ knowledge, this research is the first one that addresses the challenge of designing intrusion detection systems based on the federated learning principles and applicable for the vertically partitioned data. Another challenge that is considered in the paper is the lack of datasets that could be used to model vertically partitioned data. The authors propose a possible solution to construct an appropriate dataset on the basis of the dataset that describes the functioning of the secure water treatment facility.

Thus, the novelty of the paper lies in the research of the applicability of federated learning for intrusion detection in the case of vertical data partition, i.e., when collaborating entities have information about one object but are presented by a different set of attributes. The main contribution of the paper is as follows:

- the paper analyses existing intrusion detection systems based on the federated learning, and shows that the proposed solutions mainly focus on the specific type of data distribution across collaborating clients, namely horizontal partition when all clients share a similar set of attributes about different samples;
- the paper proposes an approach for the construction of intrusion detection system in case of vertically partitioned data and an architecture of the intrusion detection system based on federated learning;
• the paper evaluates the efficiency of the proposed system on the experiments in terms of accuracy, training and inference time parameters and outlines that, although existing federated learning frameworks allow constructing efficient intrusion detection systems in case of vertically partitioned data in terms of accuracy, these solutions are not practically applicable due to extremely large values of temporal parameters.

The experiments demonstrated that the accuracy of the intrusion detection model trained using federated learning is compared with the accuracy of the intrusion detection model trained using centralized machine learning. However, the computational efficiency of the learning and inference process is currently extremely low. It is explained by the application of homomorphic encryption for input data protection from different data owners or data sources. Thus, to make the application of federated learning in the case of vertically partitioned data practically useful, it is required to either reconsider the privacy preserving techniques used to secure input data or an elaborate approach that is able to transform vertically partitioned data into horizontally partitioned data.

The paper is structured as follows: Section 2 describes the distinctive features of federated learning. Section 3 considers existing solutions for intrusion detection based on federated learning. Section 4 provides an approach and an architecture of the intrusion detection system that allows for training intrusion detection models. Section 5 describes the results of the experiments. The paper ends with conclusions and future work prospects.

2. Federated Learning Paradigm

In 2016, McMahan et al. proposed a novel computational paradigm of distributed machine learning [9]. According to it, data are trained directly on the nodes where the data are stored. Then, the results of local training are transferred to the node that performs the aggregation of the parameters of local models and the calculation of the global analysis model. Thus, the global model considers the data belonging to different nodes, without transferring them over the network and collecting them in a single storage.

The key difference between federated learning and distributed machine learning is the usage of data sources and performing calculations directly on them, thus bringing computations as close to data as possible. On the contrary, in distributed machine learning, the nodes are used as sources of the computing resources to scale parallel processing of large amounts of data. Thus, the application of federated learning allows for decreasing the risk of unauthorized access to the data as soon as they are not transferred over the network. In addition, it allows for decreasing the volumes of the transferred traffic as soon as the training results are usually much lower in volume than the data itself.

The scheme of federated learning is represented in Figure 1. It includes three following components:

• the clients, i.e., data owners or data sources;
• the server that aggregates the local models and organises the communications between the clients;
• communication and computing infrastructure.

Two types of the federation are outlined depending on the computational resources of client nodes and their availability during the training process: a federation of organisations (cross-silo) and a federation of the devices (cross-device). For cross-silo federated learning settings, the small number of clients is typical. These clients are usually represented by organisations or/and data centers that are characterized by high computational resources, wide network bandwidth, and a high availability level during the training process. On the contrary, the cross-device federated learning settings are characterised by a large number of clients with limited computational, energy resources. These devices can drop out from the training process at any moment and appear again.
Federated learning systems can implement two communication schemes between their components: centralised and decentralised [10,11]. The centralised scheme includes the main server used to organise different stages of the federated learning process and to coordinate the clients. This scheme is typical for the federation of the devices of the Internet of Things. In the decentralised scheme, the clients can coordinate their actions to obtain the global model, and the role of the aggregating server could be assigned to any client at any round of aggregation. Such a training scheme is also known as swarm learning [12]. It is more common for the federation of organisations where the clients have sufficiently high computing resources.

Another important feature of federated learning is the way data are distributed across the clients. In federated learning, this characteristic is referred to as data partition. There are two main types of data partition between the clients: horizontal and vertical ones. Let us consider them in detail. The data set usually contains information about some set of samples (or objects) that is presented by a set of attributes (or features). In the case of the horizontally partitioned data, the clients have datasets that describe different objects using the same set of attributes. In the case of the vertically partitioned data, the clients store the data that describe the same set of objects but in different attributes. Figure 2 shows the difference between horizontally partitioned data and vertically partitioned data. In real world cases, there is also a hybrid data partition when part of the data are partitioned partly horizontally and partly vertically.
3. Intrusion Detection Systems Based on the Federated Learning

Currently, machine learning methods are widely used in intrusion detection. By now, the researchers proposed various approaches based on different machine learning methods [13] including artificial neural networks such as adaptive resonance theory [14], self-organization maps [15,16], radial basis function [16], multi-layer perceptron [17]; Bayesian networks [18], genetic algorithms [19], support vector machine [20], k-nearest neighbors [21], decision trees [22], clustering [23], fuzzy logic [24], deep networks such as convolutional neural networks [25,26], recurrent neural networks [27], deep belief networks [28], deep auto-encoders [29], and Boltzmann Machine [30] et al.

Intrusion detection approaches can be classified by data sources, used machine learning algorithms, and used machine learning schemes. In terms of machine learning schemes, it is possible to outline two schemes, namely, centralized learning schemes when all data are sent to the central server that implements analysis model training, and federated learning schemes when machine learning models are trained locally on the devices, and only their parameters are sent to the central server. Nowadays, centralized machine learning is the most common approach. However, it leads to privacy and security risks. A federated learning scheme allows for avoiding these risks. In this paper, the authors focus on learning schemes and compare these schemes on the example of the GBDT training model in terms of the accuracy and training time parameters. The goal of this comparison is to evaluate if the advantages of the federated scheme are not eliminated by the losses in accuracy and training time.

One of the first research works proposing the idea of an intrusion detection system based on federated learning is the paper [31]. It describes the autonomous self-learning distributed system DIoT for detection of the compromised devices of the Internet of Things. The system generates the device profiles based on their network behavior. Federated learning is used to train the models that detect anomalies in the device’s behavior.

In [32], the authors also proposed the intrusion detection system for the devices of the Internet of Things. It is based on the federated learning of the convolutional neural network with the FedACNN memory mechanism. The conducted experiments show that this model can provide intrusion detection with high accuracy (up to 99.76%) with relatively good inference performance. The open dataset [33] was used as a training test dataset. However, the authors do not describe how the experimental environment with several clients has been simulated.

The first intrusion detection system for the industrial cyber-physical systems is provided in [34]. The authors conducted a series of experiments with different numbers of clients and showed that the proposed intrusion detection model outperforms many other modern approaches in machine learning quality metrics, and all analysis models developed...
for different attack scenarios converge after a sufficient number of rounds of local model parameter aggregation.

Shingi et al. proposed to apply segmented federated learning (Segmented-FL) to construct a more efficient intrusion detection system [35]. A key difference of the proposed Segmented-FL is splitting clients or data owners into groups (segments). Each group of nodes operates with a specific global model for adaptive learning. This scheme is used both to exchange the parameters between the clients and to group the clients automatically. The automated grouping is used to increase the adaptability of the system to various parameters of the network infrastructure. In particular, it implements a periodic local assessment of the model used for clients segmentation: clients with similar network infrastructure parameters are combined into one group. Besides in the Segmented-FL system, the weighted aggregation function of parameters of local models is implemented. It considers the number of training set samples on each client. Such modifications of the federated learning allowed authors to construct an adaptive system of intrusion detection. The developed system is resistant to possible differences in network infrastructures. The open datasets CIDDS-001 and CIDDS-002 [36] were used as training test datasets.

In [37], the authors researched how differences in the data distribution by clients influence the intrusion detection accuracy. They created three different attack scenarios based on the CIC-ToN-IoT dataset [38]. The dataset was distributed among the clients to simulate different data distributions with strongly skewed distributions in classes. The conducted research demonstrated that data distribution essentially influences the accuracy of the intrusion detection models. To solve this challenge, the authors proposed the algorithm for selecting local sample instances based on Shannon’s entropy estimate. The proposed algorithm allows for increasing the total accuracy and obtaining similar results compared to the scenario where datasets are balanced across clients.

Thus, the related research analysis demonstrates that the development of intrusion detection approaches based on federated learning is still in its initial state. The researchers mainly test the applicability of federated learning to train analysis models in distributed systems. For this goal, the known datasets are used. They are applied to simulate horizontal data distribution. The absence of datasets simulating the actual distribution of data between different clients leads to the fact that only some works evaluate the impact of unbalanced datasets on the quality of intrusion detection. Challenges of building intrusion detection systems for systems in which data are partitioned vertically, i.e., each system node stores only part of some object attributes, are not considered in the research papers. This paper addresses these challenges and proposes the approach for designing the intrusion detection system based on federated learning and applicable for the case of vertically partitioned data. The authors also propose a solution for modelling vertically partitioned data.

4. Approach for Designing of the Intrusion Detection System in the Case of Vertically Partitioned Data

In the case of vertically partitioned data, the clients store information on the same objects, but the set of data stored by each client is different in terms of attributes. The authors decided to use the model of the SWaT water treatment facility [39] as a prototype of a cyber-physical system with vertically partitioned data. The SWaT dataset was developed at the University of Singapore to simulate the attacks against cyber-physical systems. This testbed is a fully operational scaled-down water treatment plant. It models large modern water treatment systems that are used in the cities. Its main goal is to provide an opportunity for experimentally validated research on the development of secure cyber-physical systems. The SWaT facility models consist of the six basic processes corresponding to the physical and control components of a water treatment plant.

The prototype facility incorporates a multilevel communication network, programmable logic controllers, human–machine interfaces, supervisory control and data acquisition workstation (SCADA), and the repository. The data from sensors are available in the repository of the SCADA system. They are recorded by the server for further analysis. Thus, the system
is developed to implement the centralised data analysis. However, it can be converted to the system with vertically partitioned data. Each technological process of the facility could be considered as a separate element of the water treatment network. The parameters of all technological processes characterise the state of the system as a whole. Thus, the following architecture of the intrusion detection system for the cyber-physical system with vertically partitioned data can be proposed.

In Figure 3, each technological process is implemented by process facility PF\(_i\) that is supplemented with a special device—an intelligent agent-hub. It registers the data generated by the sensors and control devices of the process’s facility. This hub also collects network data of the facility. In Zone B, the additional server is located together with the central server of the SCADA system. The additional server is responsible for training the global model in the system and coordinating the whole federated learning process as well as the inference process. It is referred to as an aggregation server. This server is also responsible for monitoring the model performance and initiation of the re-training of the global model if it is required.

Figure 3. The intrusion detection system for the cyber-physical system with vertically partitioned data.

The training process looks as follows. The hub of each process facility collects both technological and network data. As each facility supports a different process, the collected technological data are different for each process facility, and the technological data are vertically partitioned. In the case of vertically partitioned data, the aggregation server initiates the training process. All agent–hubs actively participate in the training by calculating local models and then they send obtained results to the aggregation server. It constructs the global analysis model by selecting appropriate local models and sends updates to each intelligent agent–hub after each aggregation round.
When constructed in such a way, the intrusion detection system does not have direct access to data, only to the model parameters, and each process facility is isolated from others and does not share data with other participating facilities.

It should be noticed that the process of training and logical inference in the case of vertically partitioned data differs from the training process in the case of horizontally partitioned data. In the case of the horizontally partitioned data, as all clients have the same set of attributes, the global model is delivered to each client, and they could analyze new data samples independently from each other. In the case of the vertically partitioned data, when clients have different sets of attributes, the global model is distributed across the clients, and each client has a part of the model that relates to the data attributes the given client has. Thus, in order to infer about a new input sample, all clients need to cooperate and be available during the inference process. This fact means that, in order to preserve privacy of the input and training data, additional privacy preserving mechanisms are needed, and existing solutions of the federated learning for vertically partitioned data assume application of the privacy enhancing techniques based either on encryption [40,41] or differential privacy [42,43]. In the case of intrusion detection systems, these peculiarities of federated learning require that the hubs of all process facilities are to be available when making inference about a sample. To detect the anomalies, the agent–hub calculates the local results when a new sample is received and sends the results to the aggregation server to make the final decision.

5. The Experiments and Discussion

In [44], a detailed review of the frameworks with open source code is provided. It is demonstrated that currently two frameworks have a rather high level of technological readiness. They support both different analysis models and different communication schemes and data partitioning types. These frameworks are FATE and PaddleFL [45].

The PaddleFL framework supports training neural networks with dense layers only and linear regression models on vertically partitioned data, and the FATE framework supports training neural networks, gradient boosting decision trees (GBDT), and linear regression models. In both frameworks, all algorithms are secured using encryption-based techniques. For example, in PaddleFL, the multi-party computation protocol ABY3 is used, and its application limits the number of the collaborating entities to the three ones, as it allows only three computational parties by the design [46]. To analyse vertically partitioned data, FATE implements two algorithms: HeteroNN and SecureBoost. The algorithm HeteroNN is a neural network training algorithm. It supports only two clients simultaneously because of the implementation features of the cryptographic transformations used to protect data belonging to different clients. The algorithm SecureBoost implements gradient boosting decision trees (GBDT), which is also supplemented by an additional privacy preserving mechanism to protect input data. In both cases, these mechanisms use Paillier’s homomorphic encryption scheme and its two lightweight versions [47]. The SecureBoost algorithm does not have limitations on the number of clients. The results of the open-source frameworks evaluation in [44] showed that PaddleFL framework shows unstable behavior in the model training process, which could be explained by the fact that it uses a proprietary Paddle library as a back end for machine learning. The FATE framework uses PyTorch and TensorFlow libraries as the back end for machine learning. Thus, to deploy the test stand to simulate the intrusion detection system for water treatment system, the framework of federated learning FATE v. 1.5.0. [48] was selected in this research. The SecureBoost algorithm was selected as an aggregation strategy to produce the global model.

One of the serious challenges in evaluating the efficiency of federated learning is a lack of suitable data sets that model different types of data partition [10]. The most commonly used for the intrusion detection datasets such as CICIDS 2017 or Bot-IoT contain only network data either in packet-based or flow-based format [49]. To model horizontal data partition, it is possible to split the source data set into several subsets preserving or changing the distribution of attack classes if required. The authors assume that is one of
the reasons why existing intrusion detection approaches based on federated learning focus on horizontally partitioned data. Modelling real world vertical data partition is a more complicated task. Data sets that contain only network data could not be used to model vertically partitioned data because splitting them into subsets by the attributes violates their semantic meaning. As a result, the authors focused on the search of data sets with data from sensors; as such, data could be grouped based on the sensor type, location, etc. There are not so many publicly available such data sets, and the SWaT dataset is one of the most suitable ones for these purposes [39]. It contains data from physical sensors and network traffic with 36 attack scenarios that are implemented against different technological processes. The total number of entries with data from physical sensors is 946,722. Each entry contains 51 attributes.

To model the vertical data partition across process facilities, the following data preprocessing were implemented:

- grouping data by the technological processes based on the sensors’ names because initial data do not contain information on the technological processes;
- data normalization;
- removing timestamps due to the type of the analysis model;
- data partitioning on the test and training samples followed by stratification i.e., preserving the class structure of labels in datasets.

Table 1 shows that the partition of the data across the nodes as well as a description of sensor types designated to different process facilities. The labels are stored on the aggregation server.

| Client            | No. of Parameters | List of Parameters                      | Description of Parameters |
|-------------------|-------------------|----------------------------------------|---------------------------|
| Process facility PF1 | 5                 | FIT101, LIT101, MV101, P101, P102       |                          |
| Process facility PF2 | 11                | AIT201, AIT202, AIT203, MV201, P201, P202, P203, P204, P205, P206 | FIT—Flow Meter           |
| Process facility PF3 | 9                 | FIT301, LIT301, MV301, MV302, MV303, MV304, P301, P302 | LIT—Level Transmitter    |
| Process facility PF4 | 9                 | AIT401, AIT402, FIT401, LIT401, P401, P402, P403, P404, UV401 | MV—Motorized Valve       |
| Process facility PF5 | 13                | AIT501, AIT502, AIT503, AIT504, FIT501, FIT502, FIT503, FIT504, P501, P20, PIT501, PIT502, PIT503 | P—Pomp                   |
| Process facility PF6 | 4                 | FIT601, P601, P602, P603               | AIT—Analyzer             |
| Aggregation server | 1                 | label (normal/attack)                  | DPIT—Differential Pressure Indicating Transmitter |
|                    |                   |                                        | UV—Dechlorinator         |
Tables 2 and 3 provide the results of the conducted experiments. Table 2 shows the results of training the GBDT model in federated mode. During this series of experiments, the authors changed the settings of the SecureBoost algorithm by varying the number of constructed trees and types of encryption algorithms. When training in a federated mode, we also measured the time of the training and inference process. The authors also performed the experiments with a centralized machine learning model to compare the accuracy of the obtained models (Table 3). The settings of the GBDT model were similar; to train and test the model, the initial data set was split in a ratio of 0.7 to 0.3. The training was performed using the scikit-learn library [50]. The experiments demonstrated that the obtained accuracy is comparable with the results of GBDT in the case of centralized learning: as the number of trees increases, the accuracy increases. However, the training time is measured in hours, while training decision trees in centralized manner takes less than 1 min. It is also clearly seen that the training time of the model also depends linearly on the number of trees. The use of a fast implementation of the homomorphic encryption algorithm can significantly speed up the training process (up to three times). The gain in training time increases with an increase in the number of trees, but the accuracy of training decreases in this case.

Table 2. The parameters of the intrusion detection model training when training in federated mode.

| No. | SecureBoost Encryption Type | Trees Number | Analysis Model Accuracy | Processing Time |
|-----|------------------------------|--------------|-------------------------|-----------------|
| 1   | Normal                       | 3            | 91.9%                   | 02:45:08        |
| 2   | Fast                         | 3            | 90.4%                   | 01:45:37        |
| 3   | Normal                       | 15           | 97%                     | 14:34:29        |
| 4   | Fast                         | 15           | 96%                     | 04:30:48        |
| 5   | Normal                       | 30           | 99%                     | 27:05:37        |
| 6   | Fast                         | 30           | 97%                     | 09:52:40        |

Table 3. The parameters of the intrusion detection model training when training in a centralized manner.

| No. | Trees Number | Analysis Model Accuracy |
|-----|--------------|-------------------------|
| 1   | 3            | 99.98%                  |
| 2   | 15           | 99.99%                  |
| 3   | 30           | 99.99%                  |

Figure 4 summarizes obtained results and shows the comparison of the accuracy of the gradient boosting decision tree constructed in a centralized and decentralized manner, and shows the duration of training process in the federated mode for different encryption settings. The comparison of temporal characteristics of training in FL mode and centralized one is omitted as training time is less than 1 min for 30 trees.

The inference time turned out to also be significant, reaching 40 min to make a decision on the input sample. Such a significant duration of training and inference is explained by the use of homomorphic encryption. To use homomorphic encryption, it is necessary to convert floating-point numbers to an integer representation. Machine learning algorithms require switching between arithmetic operations such as multiplication and addition and non-arithmetic operations such as approximate activation functions (such as the logistic function) and piecewise polynomial functions (such as RELU). The implementation of both types of transformations is computationally expensive [41].

The duration of the training process is not critical when building an intrusion detection model, since it can be implemented in the daemon mode. The achieved accuracy of the model is quite high, which allows for speaking about the applicability of federated learning for intrusion detection in scenarios when the transmission of initial data is critical. However, extremely long inference time, as well as the requirement of the availability of the agent–hubs make intrusion detection systems based on the current implementation of
federated learning frameworks practically inapplicable. The response time of the intrusion
detection system is one of the critical parameters of the evaluating efficiency of such
systems. Thus, it is the procedure of logical inference, which is the critical point when
considering federated learning for intrusion detection in the case of the vertical data
partition. Therefore, the authors can conclude that, to apply this technology in practice, it is
necessary to study the algorithms used to infer an already trained model distributed among
many clients. The authors assume that a possible solution may be the use of differential
privacy techniques to protect the intermediate results of inference. These techniques do
not use cryptographic transformations. The anonymization of the transmitted data is
carried out by introducing random noise into them. Another promising solution is to
develop techniques that allow transforming vertical data partitions into horizontal ones,
by mapping different sets of features in one feature space.

Figure 4. The comparison of the accuracy of gradient boosting decision tree model trained in
centralized and federated mode with different encryption parameters (a), and duration of the training
process for different settings of the encryption protocol (b).

6. Conclusions

One of the open challenges related to the security of systems built based on the Internet
of Things technology is to ensure the security of critical data, such as data required for
intrusion detection. A possible solution to this challenge is to use the principles of federated
learning while generating the analysis model. The key idea of federated learning is a training
of the analysis model using training data partitioned among different clients without data
transferring. Research papers provide several solutions based on federated learning for
intrusion detection. However, most of the research considers the case when partitioned data
are described using the same attributes.

In this paper, the case when the collaborating entities participating in the training process
have data that are different in attributes is considered. The architecture of the intrusion
detection system for vertically partitioned data that considers the principles of federated
learning is introduced. It can be deployed in the cyber-physical system, for example, in the
water treatment system.

To evaluate the applicability of federated learning for this case, the authors conducted
a series of experiments. To overcome the problem relating to the lack of the appropriate
data sets that could be used to model vertically partitioned data in the intrusion detection
task, the authors chose the SWaT dataset as the training dataset. It describes the operation
of the water treatment system for 11 days, and contains both network data and data from
sensors. To model vertical data partition, the authors suggested splitting the data set based
on the technological processes they describe. The conducted experiments showed that the
intrusion detection model trained in the federated mode demonstrates high accuracy with
a high privacy guarantee that is achieved by using encryption of the input parameters.
However, the computational efficiency of the learning and inference process is currently
extremely low. According to the conducted experiments, the learning process can take hours and the inference process can take up to 40 min, while training decision trees in a centralized manner takes less than 1 min. It is explained by the use of homomorphic encryption to protect the transmitted model parameters. These indicators are the limiting factors to use this approach in practice for intrusion detection. To overcome this challenge, differential privacy techniques to protect the intermediate results of inference can be used or techniques that allow for transforming vertical data partition to a horizontal one, by mapping different sets of features in one feature space, should be developed.

The scope of the future works includes several tasks. The first one relates to the analysis of the datasets that could be used to model vertically partitioned data for the network security tasks as this is an essential problem when evaluating the efficiency of the approaches based on federated learning. This task is closely related to another direction of the future works, and the authors are planning to investigate the approaches that allow for mapping different sets of features in one feature space.
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