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Abstract

We consider the task of sampling with respect to a log concave probability distribution. The potential of the target distribution is assumed to be composite, i.e., written as the sum of a smooth convex term, and a nonsmooth convex term possibly taking infinite values. The target distribution can be seen as a minimizer of the Kullback-Leibler divergence defined on the Wasserstein space (i.e., the space of probability measures). In the first part of this paper, we establish a strong duality result for this minimization problem. In the second part of this paper, we use the duality gap arising from the first part to study the complexity of the Proximal Stochastic Gradient Langevin Algorithm (PSGLA), which can be seen as a generalization of the Projected Langevin Algorithm. Our approach relies on viewing PSGLA as a primal dual algorithm and covers many cases where the target distribution is not fully supported. In particular, we show that if the potential is strongly convex, the complexity of PSGLA is $O(1/\varepsilon^2)$ in terms of the 2-Wasserstein distance. In contrast, the complexity of the Projected Langevin Algorithm is $O(1/\varepsilon^{12})$ in terms of total variation when the potential is convex.

1 Introduction

Sampling from a target distribution is a fundamental task in machine learning. Consider the Euclidean space $X = \mathbb{R}^d$ and a convex function $V : X \to (-\infty, +\infty]$. Assuming that $\exp(-V)$ has a positive finite integral w.r.t. the Lebesgue measure $\text{Leb}$, we consider the task of sampling from the distribution $\mu^\star$ whose density is proportional to $\exp(-V(x))$ (we shall write $\mu^\star \propto \exp(-V)$).

If $V$ is smooth, Langevin algorithm produces a sequence of iterates $(x^k)$ asymptotically distributed according to $\mu^\star$. Langevin algorithm performs iterations of the form

$$x^{k+1} = x^k - \gamma \nabla V(x^k) + \sqrt{2\gamma}W^{k+1},$$

where $\gamma > 0$ and $(W^k)_k$ is a sequence of i.i.d. standard Gaussian vectors in $X$. Each iteration of (1) can be seen as a gradient descent step for $V$, where the gradient of $V$ perturbed by a Gaussian vector. Nonasymptotic bounds for Langevin algorithm have been established in [17,20]. Moreover, Langevin algorithm can be interpreted as an inexact gradient descent method to minimize the Kullback-Leibler (KL) divergence w.r.t. $\mu^\star$ in the space of probability measures [15,14,19,23,32].

In many applications, the function $V$ is naturally written as the sum of a smooth and a nonsmooth term. In Bayesian statistics for example, $\mu^\star$ typically represents some posterior distribution. In this case, $V$ is the sum of the log-likelihood (which is itself a sum over the data points) and the possibly nonsmooth potential of the prior distribution [19,21,31], which plays the role of a regularizer. In some other applications in Bayesian learning, the support of $\mu^\star$ is not the whole space $X$ [9,10] (i.e., $V$ can take the value $+\infty$). In order to cover these applications, we consider the case where $V$ is written as

$$V(x) := E_\xi(f(x,\xi)) + G(x),$$

In contrast, the complexity of the Projected Langevin Algorithm is $O(1/\varepsilon^{12})$ in terms of total variation when the potential is convex.
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where $\xi$ is a random variable, $f(\cdot, s) : X \to \mathbb{R}$ for every $s \in \Xi$, $F(x) = \mathbb{E}_\xi (f(x, \xi))$ is smooth and convex and $G : X \to (-\infty, +\infty]$ is nonsmooth and convex. We assume to have access to the stochastic gradient $\nabla_x f(x, \xi)$ (where $\xi$ is a random variable with values in $\Xi$) and to the proximity operator $\text{prox}_{\gamma G}$ of $G$. The template (2) covers many log concave densities [10, 13, 19, 21]. In optimization, the minimization of $V$ can be efficiently tackled by the proximal stochastic gradient algorithm [3]. Inspired by this optimization algorithm, the Proximal Stochastic Gradient Langevin Algorithm (PSGLA) [19] is the method performing proximal stochastic Langevin steps of the form

$$x^{k+1} = \text{prox}_{\gamma G} \left( x^k - \gamma \nabla_x f(x^k, \xi^{k+1}) + \sqrt{2\gamma} W^{k+1} \right),$$

where $\gamma > 0$, $(W_k)$ is a sequence of i.i.d. standard Gaussian random vectors in $X$, and $(\xi^k)$ is a sequence of i.i.d. copies of $\xi$. Remarkably, the iterates $x^k$ of PSGLA remain in the domain of $G$, i.e., the support of $\mu^*$, a property that is useful in many contexts. When $G$ is Lipschitz continuous, the support of $\mu^*$ is $X$ and PSGLA can be interpreted as an inexact proximal gradient descent method for minimizing KL, with convergence rates proven in terms of the KL divergence [19]. However, for general $G$, the KL divergence can take infinite values along PSGLA. Therefore, a new approach is needed.

### 1.1 Related works

First, various instances of the PSGLA algorithm have already been considered. The only instance allowing $G(x)$ to be infinite (i.e., the support of $\mu^*$ not to be $X$) is the Projected Langevin Algorithm [10], which corresponds to our setting in the special case with $G = \iota_C$ (i.e., the indicator function of a convex body), and $\nabla f(\cdot, s) \equiv \nabla F$ (i.e., the full gradient of $F$). In this case, $\text{prox}_{\gamma G}$ is the orthogonal projection onto $C$ and $\mu^*$ is supported by $C$. Bubeck et al [10] provide complexity results in terms of sufficient number of iterations to achieve $\varepsilon$ accuracy in terms of the Total Variation between the target distribution $\mu^*$ and the current iterate distribution. Assuming that $F$ is convex and smooth, the complexity of the Projected Langevin Algorithm is $O(1/\varepsilon^2)$ [2] and if $F \equiv 0$, the complexity is improved to $O(1/\varepsilon^8)$.

Other instances of PSGLA were proposed in the case where $G$ is Lipschitz continuous or smooth (and hence finite). Wibisono [32] considered the case with $F = G$ and $\nabla f(\cdot, s) \equiv \nabla F$, proposing the Symmetrized Langevin Algorithm (SLA), and showed that the current iterate distribution converges linearly in Wasserstein distance to the invariant measure of the SLA, if $F$ is strongly convex and smooth. Durmus et al [19] considered the case where $G$ is Lipschitz continuous, and showed that the complexity of PSGLA is $O(1/\varepsilon^2)$ in terms of the KL divergence and $O(1/\varepsilon^4)$ in terms of the Total Variation distance if $F$ is convex and smooth. If $F$ is strongly convex, the complexity is $O(1/\varepsilon^2)$ in Wasserstein distance and $O(1/\varepsilon)$ in KL divergence. Bernton [5] studied a setting similar to [19] and derived a similar result for the Proximal Langevin Algorithm (i.e., PSGLA without the gradient step) in the strongly convex case. The Proximal Langevin Algorithm was also studied in a recent paper of Wibisono [33], where a rapid convergence result was proven in the case where $G$ is nonconvex but satisfies further smoothness and geometric assumptions.

Second, the task of sampling w.r.t. $\mu^*$, where $G$ is nonsmooth and possibly takes infinite values, using Langevin algorithm, has also been considered. When $F$ is strongly convex and $G$ an indicator function of a bounded convex set, the existence of an algorithm achieving $O(1/\varepsilon^2)$ in Wasserstein and Total Variation distances was proven by Hsieh et al [22, Theorem 3]. However, an actual algorithm is only given in a specific, although nonconvex, case. Besides, MYULA (Moreau-Yosida Unadjusted Langevin Algorithm) [9, 21] can tackle the task of sampling from $\mu^*$ efficiently. MYULA is equivalent to Langevin algorithm [1] applied to sampling from $\mu^* \propto \exp(-F - G^\lambda)$, where $G^\lambda$ is the Moreau-Yosida approximation of $G$ [2]. By choosing the smoothing parameter $\lambda > 0$ appropriately, and making assumptions that allow to control the distance between $\mu^*$ and $\mu^*$ (e.g., $G$ Lipschitz or $G = \iota_C$), complexity results for MYULA were established in [9, 21]. For example, if $G$ is the indicator function of a convex body, Brosse et al [9] show that the complexity of MYULA is $O(1/\varepsilon^6)$ in terms of the Total Variation distance (resp. $1$-Wasserstein distance) if $F$ is convex and smooth (resp., if $F$ is strongly convex and smooth), provided that the algorithm is initialized from a minimizer of $V$. Similarly to PSGLA, MYULA involves one proximal step and

---

1 A convex body is a compact convex set with a nonempty interior.
2 Our big O notation ignores logarithm factors.
one gradient step per iteration. However, the support of the smoothed distribution $\mu^\lambda$ is always $X$ (even if $\mu^\star$ is not fully supported), and therefore the iterates of MYULA do not remain in the support of the target distribution $\mu^\star$, contrary to PSGLA.

Finally, the task of sampling w.r.t. $\mu^\star$, where $V$ is not smooth but finite, has also been considered. The Perturbed Langevin Algorithm proposed by Chatterji et al \cite{12} allows to sample from $\mu^\star$ in the case when $G$ satisfies a weak form of smoothness (generalizing both Lipschitz continuity and smoothness) and without accessing its proximity operator. Finally, if $G$ is Lipschitz continuous, the Stochastic Proximal Langevin Algorithm proposed by Salim et al \cite{26} and Schechtman et al \cite{27} allows to sample from $\mu^\star$ using cheap stochastic proximity operators only.

1.2 Contributions

In summary, the only instance of PSGLA allowing $G$ to be infinite has complexity $O(1/\varepsilon^{12})$ in Total Variation \cite{10} and only applies to the case where $G$ is the indicator of a convex body. In this case, assuming moreover that $F$ is strongly convex, MYULA has complexity $O(1/\varepsilon^6)$ in 1-Wasserstein distance \cite{9}, but allows the iterates to leave the support of $\mu^\star$. Besides, in the latter case, there exists a Langevin algorithm achieving $O(1/\varepsilon^2)$ rate in the Wasserstein distance \cite{22}.

In this paper, we consider other cases where $G$ can be infinite. More precisely, we consider a general $G \in \mathcal{F}_0(X)$ and we assume that $\exp(-V)$ has a mild Sobolev regularity. Under this assumption, we prove that PSGLA has the complexity $O(1/\varepsilon^2)$ in Wasserstein distance if $F$ is strongly convex. We also show that, if $F$ is just convex, PSGLA has the complexity $O(1/\varepsilon^2)$ in terms of a newly defined duality gap, which can be seen as the notion that replaces KL, since KL can be infinite.

Our approach follows the line of works \cite{5,14,19,23,30,32,33} that formulate the task of sampling form $\mu^\star$ as the problem of minimizing the KL divergence w.r.t $\mu^\star$. In summary, our contributions are the following.

• In the first part of the paper, we reformulate the task of sampling from $\mu^\star$ as the resolution of a monotone inclusion defined on the space of probability measures. We subsequently use this reformulation to define a duality gap for the minimization of the KL divergence, and show that strong duality holds.

• In the second part of this paper, we use this reformulation to represent PSGLA as a primal dual stochastic Forward Backward algorithm involving monotone operators.

• This new representation of PSGLA, along with the strong duality result from the first part, allows us to prove new complexity results for PSGLA that extend and improve the state of the art.

• Finally, we conduct some numerical experiments for sampling from a distribution supported by a half space of matrices.

In the first part we combine tools from optimization duality \cite{16} and optimal transport \cite{1} and in the second part we combine tools from the analysis of the Langevin algorithm \cite{19}, and the analysis of primal dual optimization algorithms \cite{11,18}.

The remainder is organized as follows. In Section 2 we provide some background knowledge on convex analysis and optimal transport. In Section 3 we develop a primal dual optimality theory for the task of sampling from $\mu^\star$. In Section 4 we give a new representation of PSGLA using monotone operators. We use it to state our main complexity result on PSGLA in Section 5. We discuss the broader impact of our work in Section 6. Numerical experiments (which are secondary as this is mainly a theoretical work) and all proofs are postponed to the appendix. Therein we also provide further intuitions on PSGLA along with an extension of PSGLA for handling a third (stochastic and proximable) term in the definition of the potential $V$ \cite{2}.

2 Background

Throughout this paper, we use the conventions $\exp(-\infty) = 0$ and $1/0 = +\infty$. 

3
2.1 Convex analysis

In this section, we recall some facts from convex analysis. These facts will be used in the proofs without mention. For more details, the reader is referred to [4].

2.1.1 Convex optimization

By \( \Gamma_0(X) \) we denote the set of proper, convex, lower semicontinuous functions \( X \to (-\infty, +\infty] \). A function \( F \in \Gamma_0(X) \) is \( L \)-smooth if \( F \) is differentiable and its gradient \( \nabla F \) is \( L \)-Lipschitz continuous. Consider \( G \in \Gamma_0(X) \) and denote \( \text{dom}(G) := \{ x \in X : G(x) < \infty \} \) its domain. Given \( x \in X \), a subgradient of \( G \) at \( x \) is any vector \( y \in X \) satisfying

\[
G(x) + \langle y, x' - x \rangle \leq G(x'),
\]

for every \( x' \in X \). If the set \( \partial G(x) \) of subgradients of \( G \) at \( x \) is not empty, then there exists a unique element of \( \partial G(x) \) with minimal norm. This particular subgradient is denoted \( \partial^0 G(x) \). The set valued map \( \partial G(\cdot) \) is defined by the subdifferential. The proximity operator of \( G \), denoted \( \text{prox}_G \), is defined by

\[
\text{prox}_G(x) := \arg\min_{x' \in X} \left\{ G(x') + \frac{1}{2} \| x - x' \|^2 \right\}.
\]

By \( \iota_C(\cdot) \) we denote the indicator function of set \( C \) given by \( \iota_C(x) = 0 \) if \( x \in C \) and \( \iota_C(x) = +\infty \) if \( x \notin C \). If \( G = \iota_C \), where \( C \) is a closed convex set, then \( \text{prox}_G \) is the orthogonal projection onto \( C \). Moreover, \( \text{prox}_G(x) \) is the only solution \( x' \) to the inclusion \( x \in x' + \partial G(x') \). The Fenchel transform of \( G \) is the function \( G^* \in \Gamma_0(X) \) defined by \( G^*(y) := \sup_{x \in X} \{ \langle y, x \rangle - G(x) \} \). Several properties relate \( G \) to its Fenchel transform \( G^* \). First, the Fenchel transform of \( G^* \) is \( G \). Then, the subdifferential \( \partial G^* \) is characterized by the relation \( x \in \partial G^*(y) \iff y \in \partial G(x) \). Finally, \( G^* \) is \( \lambda \)-strongly convex if and only if \( G \) is \( 1/\lambda \)-smooth.

2.1.2 Maximal monotone operators

A set valued function \( A : X \rightrightarrows X \) is monotone if \( \langle y - y', x - x' \rangle \geq 0 \) whenever \( y, y' \in A(x) \) and \( y' \in A(x') \). The inverse of \( A \), denoted \( A^{-1} \), is defined by the relation \( x \in A^{-1}(y) \iff y \in A(x) \), and the set of zeros of \( A \) is \( Z(A) := A^{-1}(0) \). If \( A \) is monotone, \( A \) is maximal if its resolvent, i.e., the map \( J_A : x \mapsto (I + A)^{-1}(x) \), is single valued. If \( G \in \Gamma_0(X) \), then \( \partial G \) is a maximal monotone operator and \( J_{\partial G} = \text{prox}_G \). Moreover, \( Z(\partial G) = \arg\min G \) and \( (\partial G)^{-1} = \partial G^* \). If \( S \) is a skew symmetric matrix on \( X \), the operator \( x \mapsto Sx \) is maximal monotone. Finally, the sum \( \partial G + S \) is also a maximal monotone operator. Many problems in optimization can be cast as the problem of finding a zero \( x \) of the sum of two maximal monotone operators \( 0 \in (A + B)(x) \) [16]. For instance, \( Z(\nabla F + \partial G) = \arg\min F + G \). To solve this problem, the Forward Backward algorithm is given by the iteration \( x^{k+1} = J_{\partial^{-1}} A(x^k - P^{-1} B(x^k)) \), where \( P \) is a symmetric positive definite matrix (\( P \in \mathbb{R}^{n \times n} \)) and \( B \) is single valued. Using the definition of the resolvent, the Forward Backward algorithm can equivalently be written as

\[
P(x^{k+1/2} - x^k) = -\gamma B(x^k), \quad P(x^{k+1} - x^{k+1/2}) = -\gamma A(x^{k+1}).
\]

2.2 Optimal transport

In this section, we recall some facts from optimal transport theory. These facts will be used in the proofs without mention. For more details, the reader is referred to Ambrosio et al [1].

2.2.1 Wasserstein distance

By \( \mathcal{B}(X) \) we denote the \( \sigma \)-field of Lesbesgue measurable subsets of \( X \), and by \( \mathcal{P}_2(X) \) the set of probability measures \( \mu \) over \( (X, \mathcal{B}(X)) \) with finite second moment \( \int \|x\|^2 d\mu(x) < \infty \). Denote \( \text{supp}(\mu) \) the support of \( \mu \). The identity map \( I \) belongs to the Hilbert space \( L^2(\mu; X) \) of \( \mu \)-square integrable random vectors in \( X \). We denote \( \langle \cdot, \cdot \rangle_\mu \) (resp. \( \| \cdot \|_\mu \) the inner product (resp. the norm) in this space. Given \( T : Z \to X \), where \( Z \) is some Euclidean space, the pushforward measure of \( \mu \) by \( T \), also called the image measure, is defined by \( T\#\mu(A) := \mu((T^{-1}(A)) \) for every \( A \in \mathcal{B}(X) \).

---

3The operators \( P^{-1} A \) and \( P^{-1} B \) are not monotone in general, however they are monotone under the inner product induced by \( P \).
Consider \( \mu, \nu \in \mathcal{P}_2(X) \). A coupling \( \nu \) between \( \mu \) and \( \nu \) (we shall write \( \nu \in \Gamma(\mu, \nu) \)) is a probability measure over \((X^2, \mathcal{B}(X^2))\) such that \( x^* \# \nu = \mu \), where \( x^* : (x, y) \mapsto x \), and \( y^* \# \nu = \nu \), where \( y^* : (x, y) \mapsto y \). In other words, \((X, Y)\) is a random variable such that the distribution of \( X \) is \( \mu \) (we shall write \( X \sim \mu \)) and \( Y \sim \nu \) if and only if the distribution of \((X, Y)\) is a coupling. The (2-)Wasserstein distance is then defined by

\[
W^2(\mu, \nu) := \inf_{\nu \in \Gamma(\mu, \nu)} \int \|x - y\|^2 d\nu(x, y). \tag{7}
\]

Let \( \mathcal{P}_2^e(X) \) be the set of elements \( \mu \in \mathcal{P}_2(X) \) such that \( \mu \) is absolutely continuous w.r.t. \( \text{Leb} \) (we shall write \( \mu \ll \text{Leb} \)). Brenier’s theorem asserts that if \( \mu \in \mathcal{P}_2^e(X) \), then the inf defining \( W^2(\mu, \nu) \) is actually a min achieved by a unique minimizer \( \nu \). Moreover, there exists a uniquely determined \( \mu \)-almost everywhere (a.e.) map \( T^\nu_\mu : X \to X \) such that \( \nu = (I, T^\nu_\mu) \# \mu \), where \((I, T^\nu_\mu) : x \mapsto (x, T^\nu_\mu(x))\). In this case, \( T^\nu_\mu \) is called the optimal pushforward from \( \mu \) to \( \nu \) and satisfies

\[
W^2(\mu, \nu) = \int \|x - T^\nu_\mu(x)\|^2 d\mu(x). \tag{8}
\]

### 2.2.2 Geodesically convex functionals

We shall consider several functionals defined on the space \( \mathcal{P}_2(X) \). For every \( \mu \in \mathcal{P}_2^e(X) \) with density \( \mu(x) \) w.r.t. \( \text{Leb} \), the entropy is defined by

\[
\mathcal{H}(\mu) := \int \log(\mu(x)) d\mu(x), \tag{9}
\]

and if \( \mu \notin \mathcal{P}_2^e(X) \), then \( \mathcal{H}(\mu) := +\infty \). Given \( V \in \Gamma_0(X) \), the potential energy is defined for every \( \mu \in \mathcal{P}_2(X) \) by

\[
\mathcal{E}_V(\mu) := \int V(x)d\mu(x). \tag{10}
\]

Finally, if \( \mu' \in \mathcal{P}_2(X) \) such that \( \mu \ll \mu' \), the Kullback-Leibler (KL) divergence is defined by

\[
\text{KL}(\mu | \mu') := \int \log \left( \frac{d\mu}{d\mu'}(x) \right) d\mu(x), \tag{11}
\]

where \( \frac{d\mu}{d\mu'} \) denotes the density of \( \mu \) w.r.t. \( \mu' \), and \( \text{KL}(\mu | \mu') := +\infty \) if \( \mu \) is not absolutely continuous w.r.t. \( \mu' \). The functionals \( \mathcal{H} \), \( \mathcal{E}_V \) and \( \text{KL}(\cdot | \cdot^*) \) satisfy a form of convexity over \( \mathcal{P}_2(X) \) called geodesically convexity. If \( \mathcal{F} : \mathcal{P}_2(X) \to (-\infty, +\infty) \) is geodesically convex, then for every \( \mu \in \mathcal{P}_2(X) \), \( \mu' \in \mathcal{P}_2(X) \), and \( \alpha \in [0, 1] \),

\[
\mathcal{F} \left( \alpha \mu + (1 - \alpha)I \right) \# \mu \geq \alpha \mathcal{F}(\mu') + (1 - \alpha)\mathcal{F}(\mu). \tag{12}
\]

Moreover, if \( Y' \) is a subgradient of \( \mathcal{F} \) at \( \mu' \), then the following monotonicity property holds

\[
\langle Y' \circ T^\nu_\mu - Y, T^\nu_\mu - I \rangle \mu \geq 0. \tag{13}
\]

If the set \( \partial \mathcal{F}(\mu) \subset L^2(\mu; X) \) of subgradients of \( \mathcal{F} \) at \( \mu \) is not empty, then there exists a unique element of \( \partial \mathcal{F}(\mu) \) with minimal norm. This particular subgradient is denoted \( \partial^0 \mathcal{F}(\mu) \). However, the set \( \partial \mathcal{F}(\mu) \) might be empty. A typical condition for nonemptiness requires the density \( \mu(x) \) to have some Sobolev regularity. For every open set \( \Omega \subset X \), we denote \( S^{1,1}(\Omega) \) the Sobolev space of \( \text{Leb} \)-integrable functions \( u : \Omega \to \mathbb{R} \) admitting a \( \text{Leb} \)-integrable weak gradient \( \nabla u : \Omega \to X \). We say that \( u \in S^{1,1}_{\text{loc}}(\Omega) \) if \( u \in S^{1,1}(K) \) for every bounded open set \( K \subset \Omega \). Obviously, \( S^{1,1}(\Omega) \subset S^{1,1}_{\text{loc}}(\Omega) \).

### 2.3 Assumptions on \( F \) and \( G \)

Consider \( F : X \to \mathbb{R} \) and \( G : X \to (-\infty, +\infty] \). We make the following assumptions.

**Assumption 1.** The function \( F \) is convex and \( L \)-smooth. Moreover, \( G \in \Gamma_0(X) \).

Note that \( V := F + G \in \Gamma_0(X) \). We denote \( \lambda_F \) (resp. \( \lambda_G \)) the strong convexity parameter of \( F \) (resp. \( G^* \)), equal to zero if \( F \) (resp. \( G^* \)) is not strongly convex.
Assumption 2. The integral $\int \exp(-V) d\text{Leb}$ is positive and finite.

Assumption 2 is needed to define the target distribution $\mu^* \propto \exp(-V)$, and implies that $\text{int}(D) \neq \emptyset$, where $D := \text{dom}(V)$.

**Lemma 1.** If Assumptions 1 and 2 hold, then
$$\int |V(x)| \exp(-V(x)) dx < \infty, \quad \text{and} \quad \int \|x\|^2 \exp(-V(x)) dx < \infty.$$

Lemma 1 implies that $\mu^* \in \mathcal{P}_2(X)$ and using Assumption 1, $\|\nabla F\| \in L^2(\mu^*; \mathbb{R})$. Using [24, Theorem 25.5], $G$ is differentiable Leb-a.e. almost everywhere on $\text{int}(D)$.

**Assumption 3.** The integral $\int_{\text{int}(D)} \|\nabla G\|^2 \exp(-V) d\text{Leb}$ is finite.

Assumption 3 is equivalent to requiring $\|\nabla G\| \in L^2(\mu^*; \mathbb{R})$, see below. Moreover, we assume the following regularity property for the function $\exp(-V)$.

**Assumption 4.** The function $\exp(-V)$ belongs to the space $S^{1,1}_{\text{loc}}(X)$.

Assumption 4 is a necessary condition for $\partial \mathcal{H}(\mu^*) \neq \emptyset$, see below. This assumption precludes $\mu^*$ from being a uniform distribution. However, Assumption 4 is quite general, e.g., $\exp(-V)$ need not be continuous or positive (see the numerical experiment section). Finally, we assume that the stochastic gradients of $F$ have a bounded variance. Consider an abstract measurable space $(\Xi, \mathcal{G})$, and a random variable $\xi$ with values in $(\Xi, \mathcal{G})$.

**Assumption 5.** For every $x \in X$, $f(x, \xi)$ is integrable and $F(x) = E_\xi(f(x, \xi)).$ Moreover, there exists $\sigma_F \geq 0$ such that for every $x \in X$, $\forall \xi(|\nabla f(x, \xi)|) \leq \sigma_F^2$.

The last assumption implies that the stochastic gradients are unbiased: $E_\xi(\nabla f(x, \xi)) = \nabla F(x)$ for every $x \in X$.

3 Primal dual optimality in Wasserstein space

Let $F : \mathcal{P}_2(X) \to (-\infty, +\infty]$ be defined by
$$F(\mu) := \mathcal{H}(\mu) + \mathcal{E}_V(\mu) = \mathcal{H}(\mu) + \mathcal{E}_F(\mu) + \mathcal{E}_G(\mu). \quad (14)$$

Using Lemma 1, $\mathcal{H}(\mu^*)$ and $\mathcal{E}_V(\mu^*)$ are finite real numbers. Moreover, using [19, Lemma 1.b], for every $\mu \in \mathcal{P}_2(X)$ such that $\mathcal{E}_V(\mu) < \infty$, we have the identity
$$F(\mu) - F(\mu^*) = \text{KL}(\mu \| \mu^*). \quad (15)$$

Equation (15) says that $\mu^*$ is the unique minimizer of $F$: $\mu^* = \arg \min F$.

3.1 Subdifferential calculus

The following result is a consequence of [1, Theorem 10.4.13].

**Theorem 2.** Let $\mu \propto \rho$ be an element of $\text{dom}(F)$. Then, $\text{supp}(\mu) \subset \overline{D}$ and $\mu(\overline{D} \setminus \text{int}(D)) = 0$. Moreover, $\partial F(\mu) \neq \emptyset$ if and only if $\rho \in S^{1,1}_{\text{loc}}(\text{int}(D))$ and there exists $w \in L^2(\mu)$ such that
$$w(x)\rho(x) = \nabla \rho(x) + \rho(x)\nabla V(x), \quad (16)$$
for $\mu$-a.e. $x$. In this case, $\partial F(\mu) = \{w\}$.

If Assumptions 1 and 2 hold, then $F(\mu^*) < \infty$ using Lemma 1. Then, Theorem 2 implies that $\mu^*(\text{int}(D)) = 1$. Therefore, using [24, Theorem 25.5], $G$ and $V$ are $\mu^*$-a.s. differentiable, and $\nabla V = \nabla F + \nabla G$.

Moreover, applying Theorem 2 with $V \equiv 0$ and $\mu \equiv \mu^*$, $\partial \mathcal{H}(\mu^*) \neq \emptyset$ if and only if $\exp(-V) \in S^{1,1}_{\text{loc}}(X)$ and $w \exp(-V) = \nabla \exp(-V)$ for some $w \in L^2(\mu^*; X)$. Using Assumption 4 and setting $w = -\nabla V(x)$, we obtain that $\partial^0 \mathcal{H}(\mu^*) = -\nabla V \mu^*$-a.e. Therefore, $\mu^*$ satisfies
$$0 = \nabla F(x) + \partial^0 \mathcal{H}(\mu^*)(x) + \nabla G(x), \quad \text{for } \mu^* \text{ a.e. } x. \quad (17)$$
We introduce the following Lagrangian function defined for every \( \mu \in \mathbb{R}^{\mathcal{X}} \) where \( \mathcal{X} \) is a set:

\[
\mathcal{L}(\mu, y) := \mathcal{E}(\mu) + \mathcal{H}(\mu) - \mathcal{E}^* (\nu) + \mathcal{E}(\nu, y),
\]

where \( \mathcal{E}(\mu) \) is the entropy term, \( \mathcal{H}(\mu) \) is the Kullback-Leibler divergence term, and \( \mathcal{E}(\nu, y) \) is the exponential term.

Theorem 3 (Strong duality). Let Assumptions 1–4 hold true. Then, for every \( \mu \in \mathcal{P}^2(\mathcal{X}) \) and \( y \in \mathcal{L}^2 \),

\[
\mathcal{L}(\mu, y) \geq 0 \quad \text{and} \quad \mathcal{L}(\mu, y) \leq \mathcal{F}(\mu),
\]

where \( \mathcal{F}(\mu) \) is the functional defined by

\[
\mathcal{F}(\mu) = \mathcal{L}(\mu, y^*)
\]

for \( y^* = \nabla \mathcal{G}(x) \) a.e. Using Assumption 1, the problem can be solved using (18) to write the duality gap as the sum of the Bregman divergences of \( \mathcal{F}, \mathcal{G}^* \) and \( \mathcal{H} \). We shall use the nonnegativity of the duality gap to derive convergence bounds for PSGLA.

3.2 Lagrangian function and duality gap

We introduce the following Lagrangian function defined for every \( \mu \in \mathcal{P}^2(\mathcal{X}) \) and \( y \in \mathcal{L}^2 \) by

\[
\mathcal{L}(\mu, y) := \mathcal{E}(\mu) + \mathcal{H}(\mu) - \mathcal{E}^* (\nu) + \mathcal{E}(\nu, y),
\]

where \( \mathcal{E}(\mu) \) is the entropy term, \( \mathcal{H}(\mu) \) is the Kullback-Leibler divergence term, and \( \mathcal{E}(\nu, y) \) is the exponential term.

Theorem 3 (Strong duality). Let Assumptions 1–4 hold true. Then, for every \( \mu \in \mathcal{P}^2(\mathcal{X}) \) and \( y \in \mathcal{L}^2 \),

\[
\mathcal{L}(\mu, y) \geq 0 \quad \text{and} \quad \mathcal{L}(\mu, y) \leq \mathcal{F}(\mu),
\]

where \( \mathcal{F}(\mu) \) is the functional defined by

\[
\mathcal{F}(\mu) = \mathcal{L}(\mu, y^*)
\]

for \( y^* = \nabla \mathcal{G}(x) \) a.e. Using Assumption 1, the problem can be solved using (18) to write the duality gap as the sum of the Bregman divergences of \( \mathcal{F}, \mathcal{G}^* \) and \( \mathcal{H} \). We shall use the nonnegativity of the duality gap to derive convergence bounds for PSGLA.

4 Forward Backward representation of PSGLA

In this section, we present our viewpoint on PSGLA (3). More precisely, we represent PSGLA as a (stochastic) Forward Backward algorithm involving (stochastic) monotone operators which are not necessarily subdifferentials.

Intuition. Let \( \pi \in \mathcal{P}^2(\mathcal{X}^2) \) and consider \( A, B(\pi) \in \mathcal{L}^2(\pi; \mathcal{X}^2) \) the set valued maps

\[
A : (x, y) \mapsto \left[ -x \quad y \right], \quad B(\pi) : (x, y) \mapsto \left[ \nabla F(x) + \partial \mathcal{H}(\mu)(x) \quad 0 \right],
\]

where \( \mu = x^* \# \pi \). The maps \( \pi \mapsto A \) and \( \pi \mapsto B(\pi) \) satisfy a monotonicity property similar to (13) (note that \( A \) is a maximal monotone operator as the sum of \( S \) and the subdifferential of the \( \Gamma_0(\mathcal{X}^2) \) function \( (x, y) \mapsto G^*(y) \)). Inclusion (18) can be rewritten as

\[
0 \in (A + B(\pi^*)) (x, y), \quad \text{for } \pi^* \text{ a.e. } (x, y).
\]

Rigorous Forward Backward representation. The “monotone” inclusion (23) intuitively suggests the following stochastic Forward Backward algorithm for obtaining samples from \( \pi^* \) (and hence from \( \mu^* \) by marginalizing):

\[
P \left[ \frac{x^{k+1/2} - x^k}{y^{k+1/2} - y^k} \right] = -\gamma \left[ \nabla f(x^k, \xi^{k+1}) - \sqrt{\frac{2}{\gamma}} W^{k+1} \right]
\]

\[
P \left[ \frac{x^{k+1} - x^{k+1/2}}{y^{k+1} - y^{k+1/2}} \right] \in -\gamma A(x^{k+1}, y^{k+1}).
\]
Above, \( P \in \mathbb{R}^{d \times d}_{++} \) is an appropriately chosen matrix. Indeed, Algorithm (24)-(25) is a stochastic Forward-Backward algorithm \([6, 7, 15, 25]\), where the gradient is perturbed by a Gaussian vector, as in the Langevin algorithm \([1] \). In Algorithm (24)-(25), we cannot set \( P = x^* \). Although the matrix \( P \) is only semi-definite positive, the next lemma shows that Algorithm (24)-(25) is still well defined. More precisely, the next lemma shows that the matrix \( x^{k+1} = \text{prox}_{\gamma G}(x^{k+1/2}) \) (by taking \( z = (x^{k+1/2}, y^{k+1/2}) \) in the lemma) and hence the resulting algorithm (24)-(25) is PSGLA. Based on the representation (24)-(25) of PSGLA, the next lemma also provides an important inequality used later in the proof of Theorem 5.

**Lemma 4.** Let \( z = (x, y), z' = (x', y') \in \mathbb{X} \). Then \( P(z' - z) \in -\gamma A(z') \) if and only if \( x' = \text{prox}_{\gamma G}(x) \) and \( y' = \text{prox}_{\gamma G}^*(x/\gamma) \). Moreover, if \( G \in \Gamma_0(\mathbb{X}) \) is \( 1/\lambda_G \)-smooth, then

\[
\|x' - x^*\|^2 \leq \|x - x^*\|^2 - 2\gamma (G^*(y') - G^*(y^*) - \langle y', x^* \rangle + \langle y^*, x \rangle) - (\langle x^* - x^* \rangle^\gamma + \gamma^2\|y^*\|^2),
\]

(26)

### 5 Main results

We now provide our main result on PSGLA \([3]\). For \( r \in \mathbb{N}/2 \), denote \( \mu^r \) (resp. \( \nu^r \)) the distribution of \( x^r \) (resp. \( y^r \)), defined in the previous section.

**Theorem 5.** Let Assumptions 1, 2, 3, and 5 hold true. If \( F \) is \( \lambda_F \)-strongly convex and \( G \) is \( 1/\lambda_G \)-smooth, then for every \( \gamma \leq 1/L \),

\[
W^2(\mu^{k+1}, \mu^*) \leq (1 - \gamma \lambda_F) W^2(\mu^{k}, \mu^*) - \gamma(\lambda_G + \gamma) W^2(\nu^{k+1}, \nu^*) - 2\gamma \langle \mathcal{L}(\mu^{k+1}/2, y^*) - \mathcal{L}(\mu^*, y_{k+1}^*) \rangle + 2\gamma C,
\]

(27)

where \( C := \int_{\text{int}(\mathcal{D})} \|\nabla G(x)\|^2 d\mu^*(x) + 2(Ld + \sigma^2_F) \) and \( y_{k+1}^* := \text{prox}_{\gamma G}^*(x^{k+1/2}/\gamma) \sim \mu_{k+1}^* \), where \( x_{k+1}^* := T_{p^k}^k(x^*). \)

The proof of Theorem 5 relies on using Lemma 4 along with \([19, \text{Lemma 30}] \). Inspecting the proof of Theorem 5 one can see that any \( \bar{\mu}, \bar{y} \) can replace \( \mu^*, y^* \). The situation is similar to primal dual algorithms in optimization \([11, 19]\) and Evolution Variational Inequalities in optimal transport \([1] \).

The next corollary is obtained by using \( \mathcal{D}(\mu^{k+1}, \mu_{k+1}^*) \geq 0 \) (Theorem 3) and iterating (27).

**Corollary 6.** Let Assumptions 1, 5 hold true. If \( \gamma \leq 1/L \), then

\[
\min_{j \in \{0, \ldots, k-1\}} \mathcal{D}(\mu^{j+1/2}, y_{j+1}^*) \leq \frac{1}{2\gamma^2} W^2(\mu^0, \mu^*) + \frac{\gamma}{\gamma - \lambda_G + \gamma} \frac{C}{\gamma - \lambda_G + \gamma},
\]

(28)

\[
\min_{j \in \{0, \ldots, k\}} W^2(\mu^j, \mu^*) \leq \frac{1}{\gamma(\lambda_G + \gamma)k} W^2(\mu^0, \mu^*) + \frac{2}{\gamma - \lambda_G + \gamma} \frac{C}{\gamma - \lambda_G + \gamma},
\]

(29)

Finally, if \( \lambda_F > 0 \), then

\[
W^2(\mu^k, \mu^*) \leq (1 - \gamma \lambda_F)^k W^2(\mu^0, \mu^*) + \frac{2}{\gamma - \lambda_G + \gamma} \frac{C}{\gamma - \lambda_G + \gamma}.
\]

(30)

If \( G \) is Lipschitz continuous (in particular if \( G = 0 \)), then our Assumptions hold true. Moreover, inequality (28) recovers \([19, \text{Corollary 18}] \) but with the duality gap instead of the KL divergence. Obtaining a result in terms of KL divergence is hopeless for PSGLA in general because the KL divergence is infinite; see the appendix. *To the best of our knowledge, inequality (29) that holds when \( F \) is just convex is new; even in the particular case where \( G \) is Lipschitz, Corollary 6 implies the following complexity results. Given \( \varepsilon > 0 \), choosing \( \gamma = \min(1/L, \varepsilon/C) \) and \( k \geq \max(L/\varepsilon, C/\varepsilon^2) W^2(\mu^0, \mu^*) \) in inequality (28) leads to \( \min_{j \in \{0, \ldots, k-1\}} \mathcal{D}(\mu^{j+1/2}, y_{j+1}^*) \leq \varepsilon \). If \( \lambda_G > 0 \) (i.e., if \( G \) is smooth), choosing \( \gamma = \min(1/L, \lambda_G + \gamma) \) and \( k \geq \max(2L/\lambda_G, 4C/\lambda_G + \gamma) W^2(\mu^0, \mu^*) \) in inequality (29) leads to \( \min_{j \in \{0, \ldots, k\}} W^2(\mu^j, \mu^*) \leq \varepsilon \). Finally, if \( \lambda_F > 0 \) (i.e., if \( F \) is strongly convex), choosing \( \gamma = \min(1/L, \lambda_G + \gamma) \) and \( k \geq \frac{1}{\lambda_G} \log(2W^2(\mu^0, \mu^*)/\varepsilon) \) i.e.,

\[
k \geq \max \left( \frac{L}{\varepsilon}, \frac{2C}{\lambda_G + \gamma} \log \left( \frac{2W^2(\mu^0, \mu^*)}{\varepsilon} \right) \right),
\]

(31)

in inequality (30), leads to \( W^2(\mu^k, \mu^*) \leq \varepsilon \). In the case where \( G \) is \( M \)-Lipschitz continuous, the complexity (31) improves \([19, \text{Corollary 22}] \) since \( \int_{\text{int}(\mathcal{D})} \|\nabla G(x)\|^2 d\mu^*(x) \leq M^2 \).
6 Broader impact

We made a step towards theoretical understanding the properties of the Langevin algorithm in the elusive case where the target distribution is not smooth and not fully supported. The case is known to be difficult to analyze and has many applications \[9, 10, 21\]. Our analysis improves and extends the state of the art.

Moreover, our approach is new. We developed a primal dual theory for a minimization problem over the Wasserstein space, which is of independent interest and may inspire other researchers to push the field further. A broader duality theory for minimization problems in the Wasserstein space would be of practical and theoretical interest.
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A Numerical experiments

In this section, we illustrate our results on PSGLA through numerical experiments.

Sampling a posteriori. We consider a statistical framework where i.i.d. random vectors (data) \( D_1, \ldots, D_n \) with distribution \( \mathbb{P}_{x^*} \) are observed. We adopt a Bayesian strategy where we assume the distribution \( \mathbb{P}_{x^*} \) to be indexed by a random vector \( x^* \) with values in \( X \). Denote \( \mathcal{L}(\cdot, x^*) \) the density of \( \mathbb{P}_{x^*} \) (a.k.a. the likelihood function) w.r.t. some reference measure. Given a prior distribution for \( x^* \) with density \( \pi \) w.r.t. \( \text{Leb} \), our goal is construct samples \( x^1, \ldots, x^k \) from the posterior distribution

\[
\mu^*(x|D_1, \ldots, D_n) \propto \pi(x) \prod_{i=1}^n \mathcal{L}(D_i, x),
\]

(32)

in order e.g. to estimate the mean \textit{a posteriori} via Monte Carlo approximations,

\[
m^* := \int x \mu^*(x|D_1, \ldots, D_n) d \text{Leb}(x) \simeq \frac{1}{k} \sum_{j=1}^k x^j.
\]

(33)

Wishart distribution. In the experiments, the Euclidean space \( X \) is a space of \( d \times d \) symmetric matrices and \( \pi \) is the Wishart distribution defined by

\[
\pi(x) \propto \det(x)^{\nu-d-1} \exp\left( -\frac{\text{tr}(V^{-1}x)}{2} \right) 1_{\mathbb{R}_{++}^{d 	imes d}}(x),
\]

(34)

where \( \nu > d - 1 \) and \( V \in \mathbb{R}_{++}^{d \times d} \) are parameters of the distribution. Note that \( \pi(x) = 0 \) if \( x \) is not a positive definite matrix. The mean of the Wishart distribution is equal to \( \nu V \). The Wishart distribution is widely used in Random matrix theory and applications, see \cite{28}. Indeed, the Wishart distribution is a conjugate prior to the Gaussian likelihood. More precisely, assume that for every \( D \in \mathbb{R}^d \) and \( x \in \mathbb{R}^{d \times d} \),

\[
\mathcal{L}(D, x) = \frac{1}{\sqrt{2\pi}^d} \exp\left( -\frac{1}{2} D^T x D \right) \sqrt{\det(x)},
\]

(35)

is the density of a centered Gaussian distribution with precision matrix (i.e., inverse variance-covariance matrix) \( x \). Then, if \( \pi \) is Wishart with parameters \( \nu \) and \( V \) (i.e., \( \pi \) is given by (34)), then the posterior distribution \( \mu^*(\cdot|D_1, \ldots, D_n) \) (32) is Wishart with parameters \( \nu' = n + \nu \) and \( V' = (I + \sum_{i=1}^n D_i D_i^T)^{-1} \):

\[
\mu^*(x|D_1, \ldots, D_n) \propto \det(x)^{\frac{(\nu' - n) - d - 1}{2}} \exp\left( -\frac{\text{tr}\left( (V^{-1} + \sum_{i=1}^n D_i D_i^T)x \right)}{2} \right) 1_{\mathbb{R}_{++}^{d 	imes d}}(x).
\]

(36)

Moreover, the mean of the posterior distribution is equal to

\[
m^* = (n + \nu) \left( I + \sum_{i=1}^n D_i D_i^T \right)^{-1}.
\]

(37)

Setup. We consider two \textit{a posteriori} sampling problems.

First, we consider the task of learning the mean of the data. More precisely, \( \mathbb{P}_{x^*} \) is a Gaussian distribution over \( \mathbb{R} \) with mean \( x^* \) and unit variance. We use the Wishart distribution \( \pi \) with \( V = I \) as the prior distribution. Note that in this one dimensional case, the Wishart distribution \( \pi \) boils down to a Gamma distribution over \( \mathbb{R} \).

In other words, \( \pi(x) \propto \exp(-G(x)) \) and \( \mu^*(x|D_1, \ldots, D_n) \propto \exp(-G(x) - \sum_{i=1}^n f_i(x)) \) where the functions \( f_i, G \in \Gamma_0(\mathbb{R}) \) are defined by

\[
G(x) := -\frac{\nu - d - 1}{2} \log|x| + \frac{x}{2} + \ell_{(0, +\infty)}(x),
\]

\[
f_i(x) := \frac{|x - D_i|^2}{2},
\]

where
for every $i \in \{1, \ldots, n\}$. The data points $D_i$ are generated randomly using a Gaussian distribution. Note that $f_i$ is smooth and strongly convex. Moreover, $G$ is nonsmooth and the proximity operator of $G$ has a closed form.\footnote{See www.proximity-operator.net} We consider $d = 1$ in order to be able to represent the numerical results with histograms, see Figures 1-2.

Figure 1: Histograms drawn by the $k$ iterates of PSGLA and MYULA($\lambda$), for various values of $\lambda$, compared to the target distribution $\mu^*$. Case $d = 1$, $\gamma = 1.0$.

Figure 2: Histograms drawn by the $k$ iterates of PSGLA and MYULA($\lambda$), for various values of $\lambda$, compared to the target distribution $\mu^*$. Case $d = 1$, $\gamma = 0.1$.

Then, we consider the task of learning the precision matrix of the data. More precisely, $\mathbb{P}_{x^*}$ is a centered Gaussian distribution over $\mathbb{R}^d$ with precision matrix $x^*$. We use the Wishart distribution $\pi$ with $V = I$ as the prior distribution. Since the prior distribution $\pi$ is conjugate to the likelihood function $\mathcal{L}(\cdot, x^*)$\footnote{See www.proximity-operator.net}, the posterior distribution $\mu^*$ is given by \footnote{See www.proximity-operator.net}. Thus, we can use $\mu^*$ as a ground
truth. In other words, \( \mu^*(x | D_1, \ldots, D_n) \propto \exp(-G(x) - F(x)) \) where the functions \( F, G \in \Gamma_0(X) \) are defined by

\[
G(x) := -\frac{(\nu + n) - d - 1}{2} \log |\det(x)| + \frac{\text{tr}(x)}{2} + t_{\nu+n}^d(x),
\]

\[
F(x) := \sum_{i=1}^n \text{tr}(D_iD_i^T x).
\]

The data points \( D_i \) are generated randomly using a Gaussian distribution. Note that \( F \) is smooth and convex, hence Assumptions 1-2 are satisfied. Moreover, Assumptions 3-4 are satisfied e.g. if \( n + \nu > d + 3 \). Finally, \( G \) is nonsmooth and the proximity operator of \( G \) has a closed form \[4, Corollary 24.65\]. We consider several values of \( d \): \( d = 1, d = 10 \) and \( d = 100 \). The number of entries of the iterates is \( d^2 \) and, since the matrices are symmetric, the dimension of the sampling problem is slightly larger than \( d^2 / 2 \). Since the mean of \( \mu^* \) is known, we use it as a ground truth and perform a mean a posteriori estimation using the estimators (35) constructed by PSGLA and MYULA. The convergence of the estimators is illustrated in Figures 3 and 4 for the cases \( d = 10 \) and \( d = 100 \). Moreover, in order to visualize better the multidimensional results of Figures 3 and 4 we consider the same sampling problem with \( d = 1 \) and plot histograms to represent the results, see Figure 5.

Figure 3: Frobenius distance between \( m^* \) and the mean a posteriori estimators (ergodic means) constructed by PSGLA and MYULA(\( \lambda \)), for various values of \( \lambda, \gamma \) as a function of \( k \) in the case \( d = 10 \).

**Algorithms.** We compare PSGLA to various versions of MYULA [21], parametrized by the smoothing parameter \( \lambda > 0 \). We denote these algorithms MYULA(\( \lambda \)). Both MYULA and PSGLA compute one proximity operator \( \text{prox}_{\gamma G} \) and one gradient per iteration. They both require to sample one Gaussian random variable over the space of symmetric matrices at each iteration.

---

6We use a slight extension of MYULA allowing to use a stochastic gradient.
Figure 4: Frobenius distance between $m^*$ and the mean \textit{a posteriori} estimators (ergodic means) constructed by PSGLA and MYULA($\lambda$), for various values of $\lambda, \gamma$ as a function of $k$ in the case $d = 100$.

**Observations.** Using Langevin algorithm to sample from distributions which are not fully supported is known to be a difficult task \cite{9,10,21}. In Figures 1-2 and 5, we see that the shape of the histograms drawn by PSGLA are closer to the target distribution than the shape of the benchmarks histograms. This means that PSGLA converges faster than the benchmarks this sampling task. This behavior was expected: PSGLA does not introduce extra bias by introducing a smoothing parameter $\lambda$.

More importantly, we see that the iterates of PSGLA are always feasible \textit{i.e.}, they lie in the support of the target distribution, contrary to the benchmarks.

Finally, PSGLA is a proximal method, whereas the benchmarks are instances of the standard Langevin algorithm (applied to the smoothed problem depending on $\lambda$). In stochastic optimization, proximal methods are known to be more stable than gradient methods \cite{29}. This phenomenon is observed here. For instance, the range of step sizes allowed by the benchmarks is controlled by the smoothing parameter $\lambda$, see \cite{21}. Using a step size too large for the benchmarks leads to a numerical instability that does not occur for PSGLA.

Figures 3 and 4 are multidimensional extensions of Figure 5. Each figure in 3 and 4 corresponds to a new run. We plotted the convergence of the mean \textit{a posteriori} estimators (\textit{i.e.}, ergodic means) constructed by MYULA($\lambda$) and PSGLA.

*In general, we see that PSGLA is as good as the MYULA($\lambda$) for the best value of $\lambda$, while conserving the feasibility of the iterates, and without having to select the value of $\lambda$. 
Figure 5: Histograms drawn by the $k$ iterates of PSGLA and MYULA($\lambda$), for various values of $\lambda$, compared to the target distribution $\mu^\star$. Case $d = 1$, $\gamma = 1.0$.

B Postponed proofs

B.1 Proof of Lemma 1

Using [8, Lemma 2.2.1], there exist $A, B > 0$, $\exp(-V(x)) \leq A \exp(-B\|x\|) \leq A$. The last inequality implies $\int \|x\|^2 \exp(-V(x)) \, dx < \infty$. Moreover, $-V(x) \leq \log(A) \leq C := \max(0, \log(A))$. Using that $u \mapsto u \exp(-u)$ is nonincreasing on $[1, +\infty)$.

$$V(x) \exp(-V(x)) = V(x) \exp(-V(x))1_{V(x) \leq \|x\|^2+1} + V(x) \exp(-V(x))1_{V(x) > \|x\|^2+1} \leq (\|x\|^2 + 1) \exp(-V(x)) + (\|x\|^2 + 1) \exp(-(\|x\|^2 + 1)).$$

Using $|V(x)| = V(x)1_{V(x) \geq 0} - V(x)1_{V(x) < 0} \leq C + V(x)$,

$$|V(x)| \exp(-V(x)) \leq (\|x\|^2 + 1 + C) A \exp(-B\|x\|) + (\|x\|^2 + 1) \exp(-(\|x\|^2 + 1)).$$

We conclude using that the r.h.s. is integrable.

B.2 Proof of Theorem 3

The proof is divided in six parts, each part proving one claim. Denote $x = T_\mu^\star(x^\star)$.

Part I. First,

$$\mathcal{L}(\mu, y^\star) = \mathcal{E}_F(\mu) + \mathcal{H}(\mu) - \mathcal{E}_G^\star(\nu^\star) + \mathbb{E}\langle x, y^\star \rangle, \quad (38)$$

and

$$\mathcal{L}(\mu^\star, y) = \mathcal{E}_F(\mu^\star) + \mathcal{H}(\mu^\star) - \mathcal{E}_G(\nu) + \mathbb{E}\langle x^\star, y \rangle. \quad (39)$$
Therefore, the duality gap can be rewritten
\[
\mathcal{D}(\mu, y) = \mathcal{E}_F(\mu) - \mathcal{E}_F(\mu^*) + \mathcal{H}(\mu) - \mathcal{H}(\mu^*) + \mathcal{E}_{G^*}(\nu) - \mathcal{E}_{G^*}(\nu^*) + E(x, y^*) - E(x^*, y^*) \tag{40}
\]
where the last equality comes from the transfer theorem. We get \(\mathcal{D}(\mu, y) \geq 0\) using the convexity of \(F\), the convexity of \(G^*\) and the geodesic convexity of \(H\) (inequality \(12\)).

**Part II.** Since \(\mathcal{D}(\mu, y^*) \geq 0\) and \(\mathcal{D}(\mu^*, y) \geq 0\),
\[
\mathcal{L}(\mu^*, y) \leq \mathcal{L}(\mu^*, y^*) \leq \mathcal{L}(\mu, y^*) \tag{41}
\]

**Part III.** Then,
\[
\begin{align*}
\mathcal{L}(\mu, y) &= \mathcal{E}_F(\mu) + \mathcal{H}(\mu) + E(x, y) - G^*(y) \tag{42} \\
&\leq \mathcal{E}_F(\mu) + \mathcal{H}(\mu) + E(\sup x, \cdot) - G^* \tag{43} \\
&\leq \mathcal{E}_F(\mu) + \mathcal{H}(\mu) + \mathbb{E}G(x) \tag{44} \\
&= \mathcal{F}(\mu),
\end{align*}
\]
using \[4\] Proposition 13.15.

**Part IV.** Using \[4\] Proposition 16.10, \(\langle x, \cdot \rangle - G^* = G(x)\), and \(\langle x, y \rangle - G^*(y) = G(x)\) if and only if \(y \in \partial G(x)\) (for \(x \in \partial G^*(y)\)). Taking \(\mu = \mu^*\) and \(y = y^*\) in \[42\], we have \(x^* = x \in \partial G^*(y^*)\) and therefore \(\mathcal{L}(\mu^*, y^*) = \mathcal{F}(\mu^*)\).

**Part V.** Assume that \(\mathcal{L}(\mu^*, \bar{y}) = \mathcal{F}(\mu^*)\). We shall prove that \(\bar{y} = y^*\) a.s. Since \(\mathcal{F}(\mu^*) \leq \mathcal{L}(\mu^*, \bar{y})\), inequality \[43\] becomes an equality when \(\mu = \mu^*\) and \(y = \bar{y}\). Therefore, \(\langle x^*, \bar{y} \rangle - G^*(\bar{y}) = \sup (x^*, \cdot) - G^* = G(x)\) a.s., which implies \(\bar{y} \in \partial G(x^*) = \{\nabla G(x^*)\} = \{y^*\}\) a.s.

**Part VI.** Assume that \(\mathcal{L}(\mu^*, y^*) = \mathcal{F}(\bar{\mu}, y^*)\) and that \(F\) is strictly convex. We shall prove that \(\mu^* = \bar{\mu}\). We have \(\mathcal{D}(\bar{\mu}, y^*) = 0\), and, using \[40\],
\[
\mathcal{D}(\bar{\mu}, y^*) = E\langle \bar{x}, F(x^*) \rangle - E\langle \nabla F(x^*), \bar{x} - x^* \rangle + H(\bar{\mu}) - H(\mu^*) - \langle \partial H(\mu^*), T_{\mu^*} - I \rangle_{\mu^*} \tag{45}
\]
where \(\bar{x} = T_{\mu^*}(x^*)\). Using the convexity of \(F\) and the geodesic convexity of \(H\), \(F(\bar{x}) = F(x^*) - \langle \nabla F(x^*), \bar{x} - x^* \rangle = 0\) a.s. Using the strict convexity of \(F\), \(\bar{x} = x^*\) a.s., therefore \(\bar{\mu} = \mu^*\).

**B.3 Proof of Lemma 4**

If \(x' = x - \gamma y'\) and \(0 \in -x' + \partial G^*(y')\), we have \(y' \in \partial G(x')\) and \(x' = \text{prox}_{G^*}(x)\). Moreover, \(0 \in -x + \gamma y' + \partial G^*(y')\) implies \(y' = \text{prox}_{G^*}(x/\gamma)\). One can easily check that this is an equivalence. Denote \(\| \cdot \|\) the semi-norm induced by \(P\) on \(X^2\) defined by \(\|z\|_P = \|x\|\) for every \(z = (x, y) \in X^2\), and \((\cdot , \cdot)_P\) the semi-inner product associated. We have
\[
\|z' - z^*\|_P^2 = \|z - z^*\|_P^2 + 2(z' - z, z' - z^*)_P - \|z' - z\|_P^2. \tag{46}
\]
We first recall a standard inequality of the stochastic gradient Langevin algorithm, see [19]. Then
\[ \langle z' - z, z' - z \rangle_P = \langle P(z' - z), z' - z \rangle = -\gamma \langle y', x' - x^* \rangle + \gamma \langle x', y' - y^* \rangle - \gamma \langle g^*, y' - y^* \rangle. \] (47)
Hence
\[ \langle z' - z, z' - z \rangle_P \leq \gamma \langle y', x' \rangle - \gamma \langle x', y^* \rangle - \gamma \left( G^*(y') - G^*(y^*) + \frac{\lambda G^*}{2} \| y' - y^* \|^2 \right), \] (48)
using the strong convexity of $G^*$. Plugging into (46),
\[ \| x' - x^* \|^2 \leq \| x - x^* \|^2 - 2\gamma \left( G^*(y') - G^*(y^*) + \frac{\lambda G^*}{2} \| y' - y^* \|^2 - \langle y', x^* \rangle + \langle y^*, x \rangle \right) - \gamma^2 \| y' \|^2. \] (49)
Using $x' = x - \gamma y'$,
\[ -2\gamma \langle y^*, x' \rangle - \gamma^2 \| y' \|^2 = -2\gamma \langle y^*, x \rangle - 2\gamma \langle y^*, -\gamma y' \rangle - \gamma^2 \| y' \|^2 = -2\gamma \langle y^*, x \rangle - \gamma^2 \| y' - y^* \|^2 + \gamma^2 \| y^* \|^2. \] (50)
Plugging into (49) concludes the proof.

B.4 Proof of Theorem 5

We first recall a standard inequality of the stochastic gradient Langevin algorithm, see e.g. [19] Lemma 30.

**Lemma 7** ([19]). Let Assumptions 1, 2 and 5 hold true. Then, if $F$ is $\lambda_F$-strongly convex, for every $\gamma \leq 1/L$,
\[ W^2(\mu^{k+1/2}, \mu^*) \leq (1 - \gamma \lambda_F) W^2(\mu^k, \mu^*) + 2\gamma^2 (Ld + \sigma_F^2) \]
\[ - 2\gamma \left( E_F(\mu^{k+1/2}) + H(\mu^{k+1/2}) - E_F(\mu^*) - H(\mu^*) \right). \] (51)

We now prove Theorem 5. The main tool for the proof is Lemma 4. Replace $x$ by $x^{k+1/2} \sim \nu^{k+1/2}$ in (26). Then $y' = y^{k+1} \sim \nu^{k+1}$ and $\text{prox}_{\gamma G}(x^{k+1/2}) \sim \mu^{k+1}$. Therefore,
\[ W^2(\mu^{k+1}, \mu^*) \leq \mathbb{E}(\| \text{prox}_{\gamma G}(x^{k+1/2}) - x^* \|^2), \quad W^2(\nu^{k+1}, \nu^*) \leq \mathbb{E}(\| y^{k+1} - y^* \|^2). \]
Consequently, taking expectation in (26) we get
\[ W^2(\mu^{k+1}, \mu^*) \leq W^2(\mu^{k+1/2}, \mu^*) - \gamma (\lambda_{G^*} + \gamma) W^2(\nu^{k+1}, \nu^*) + \gamma^2 \int \| y \|^2 d\nu^*(y) \]
\[ - 2\gamma \left( E_{G^*}(\nu^{k+1}) - E_{G^*}(\nu^*) - \mathbb{E}(y^{k+1}, x^*) + \mathbb{E}(y^*, x^{k+1/2}) \right). \]
Combining with Lemma 7, we get the result.

B.5 Proof of Corollary 6

From Theorem 5
\[ \gamma (\lambda_{G^*} + \gamma) W^2(\nu^{j+1}, \nu^*) + 2\gamma \mathcal{G}(\nu^{j+1/2}, y^{j+1}_*) \leq W^2(\mu^j, \mu^*) - W^2(\mu^{j+1}, \mu^*) + \gamma^2 C. \] (52)
Summing over $j \in \{0, \ldots, k - 1\}$,
\[ \gamma (\lambda_{G^*} + \gamma) \sum_{j=0}^{k-1} W^2(\nu^{j+1}, \nu^*) + 2\gamma \sum_{j=0}^{k-1} \mathcal{G}(\nu^{j+1/2}, y^{j+1}_*) \]
\[ \leq W^2(\mu^0, \mu^*) - W^2(\mu^k, \mu^*) + k\gamma^2 C. \] (53)
Therefore,
\[ \gamma (\lambda_{G^*} + \gamma) \min_{j \in \{0, \ldots, k-1\}} W^2(\nu^{j+1}, \nu^*) + 2\gamma k \min_{j \in \{0, \ldots, k-1\}} \mathcal{G}(\nu^{j+1/2}, y^{j+1}_*) \]
\[ \leq W^2(\mu^0, \mu^*) + k\gamma^2 C; \] (55)
which implies
\[
\min_{j \in \{0, \ldots, k-1\}} \mathcal{D}(\mu_j^{1/2}, y_j^{1/2}) \leq \frac{1}{2\gamma k} W^2(\mu_0, \mu^*) + \frac{C}{2},
\]
(57)
and,
\[
\min_{j \in \{1, \ldots, k\}} W^2(\nu^j, \nu^*) \leq \frac{1}{\gamma(\lambda_G + \gamma)k} W^2(\mu_0, \mu^*) + \frac{\gamma}{\lambda_G + \gamma} C.
\]
(58)
Moreover, if \( \lambda_F > 0 \), Theorem 5 implies
\[
W^2(\mu^{k+1}, \mu^*) \leq (1 - \gamma \lambda_F) W^2(\mu^k, \mu^*) + \gamma^2 C.
\]
(59)
Iterating, we obtain
\[
W^2(\mu^k, \mu^*) \leq (1 - \gamma \lambda_F)^k W^2(\mu_0, \mu^*) + \frac{C \gamma^k}{\lambda_F}.
\]
(60)

C Further intuition on PSGLA

C.1 Stochastic gradient descent interpretation of the stochastic gradient Langevin algorithm

As mentioned in the introduction, Langevin algorithm can be interpreted as a gradient descent algorithm in the space \( \mathcal{P}_2(X) \) to minimize \( \text{KL}(\cdot || \mu^*) \), see e.g. [19]. More precisely, consider the case where \( G \equiv 0 \) and denote \( \mu^k \) the distribution of \( x^k \). Then PSGLA boils down to the stochastic gradient Langevin algorithm (i.e., PSGLA without proximal step) and satisfy the following inequality (Lemma 7)
\[
W^2(\mu^{k+1}, \mu^*) \leq (1 - \gamma \lambda_F) W^2(\mu^k, \mu^*) - 2\gamma (\mathcal{F}(\mu^{k+1}) - \mathcal{F}(\mu^*)) + 2\gamma^2 (Ld + \sigma_F^2),
\]
(61)
if \( F \) is \( L \)-smooth, \( \lambda_F \)-strongly convex and \( \gamma \leq 1/L \). The last inequality is similar to a standard inequality used in the analysis of SGD. More precisely, the analysis of SGD often relies on an inequality similar to (61), by replacing the Wasserstein distance by the Euclidean distance and \( \mathcal{F} \) by the objective function to be minimized by SGD (note that \( Ld + \sigma_F^2 \) is a constant). Therefore, unrolling the recursion (61) (which is the standard way to obtain convergence rates for SGD) leads to the complexity \( O(1/\varepsilon^2) \) in terms of objective gap \( \mathcal{F}(\mu) - \mathcal{F}(\mu^*) \). Using (15), recall that the objective gap is the KL divergence.

In this paper, we considered the case \( G \neq 0 \). One can obtain an inequality similar to (61) for PSGLA if \( G \) is Lipschitz continuous, see [19, 26]. However, for a general \( G \in \Gamma_0(X) \), it is hopeless. Indeed, \( \mathcal{F}(\mu^{k+1}) - \mathcal{F}(\mu^*) = +\infty \) in general because \( \mathcal{H}(\mu^{k+1}) = +\infty \) since \( \mu^{k+1} \) is not absolutely continuous w.r.t. Leb (e.g. when the proximal step is a projection). Moreover, \( \mathcal{F}(\mu^{k+1/2}) - \mathcal{F}(\mu^*) = +\infty \) in general because \( \mathcal{E}_G(\mu^{k+1/2}) = +\infty \) since \( \mu^{k+1/2} \) is not supported by \( \text{dom}(G) \) (supp(\( \mu^{k+1/2} \)) = \( X \) because of the Gaussian noise). Therefore, one cannot obtain a rate in terms of KL divergence (i.e., objective gap) for PSGLA in general, since the KL divergence is equal to \( +\infty \).

On order to overcome this difficulty, we assumed [4] and adopted a primal dual interpretation of PSGLA where PSGLA is seen as a Forward Backward algorithm involving monotone operators. We obtained an inequality similar to (61), but with the duality gap instead of the objective gap, and we proved that the duality gap is nonnegative.

C.2 Primal dual interpretation of the proximal gradient algorithm

The approach of this paper can also be used to interpret the proximal gradient algorithm as a primal dual algorithm.

Consider the minimization problem
\[
\min_{x \in \mathcal{X}} F(x) + G(x).
\]
(62)
To solve Problem (62), the proximal gradient algorithm is written
\[
x^{k+1} = \text{prox}_{G} (x^k - \gamma \nabla F(x^k)).
\]
(63)
The proximal gradient algorithm can be seen as a primal dual algorithm for Problem (62) [24]. Indeed, a solution $x^*$ to Problem (62) satisfies $0 \in \nabla F(x^*) + \partial G(x^*)$. Consider the dual variable $y^* \in \partial G(x^*)$ such that $0 = \nabla F(x^*) + y^*$. Since, $y^* \in \partial G(x^*)$, $0 \in -x^* + \partial G^*(y^*)$ using $\partial G^* = (\partial G)^{-1}$. Finally,

$$
\begin{bmatrix}
0 \\
0
\end{bmatrix} \in \begin{bmatrix}
\nabla F(x^*) \\
-x^*
\end{bmatrix} + \begin{bmatrix}
y^* \\
\partial G^*(y^*)
\end{bmatrix}.
$$

(64)

Consider the set valued maps

$$
B : (x, y) \mapsto \begin{bmatrix}
\nabla F(x) \\
0
\end{bmatrix},
$$

and

$$
A : (x, y) \mapsto \begin{bmatrix}
-x \\
y + \partial G^*(y)
\end{bmatrix},
$$

where we used vector notation. The maps $A$ and $B$ are maximal monotone operators (note that $B$ is the gradient of $(x, y) \mapsto F(x)$ and $A$ was used in Section 4). Inclusion (64) can be rewritten as

$$
0 \in (A + B)(x^*, y^*).
$$

(65)

In order to solve (65), one can apply the Forward Backward algorithm

$$
P(x^{k+1/2} - x^k) = -\gamma B(x^k), \quad P(x^{k+1} - x^{k+1/2}) \in -\gamma A(x^{k+1}),
$$

(66)

for a well chosen $P \in \mathbb{R}^{d \times d}$. As above, we take $P : (x, y) \mapsto x$. Although the matrix $P$ is only semi-definite positive, we showed in Lemma 4 that $x^{k+1} = \text{prox}_{\gamma G}(x^{k+1/2})$. Hence, the primal dual Forward Backward algorithm (66) is equivalent to the proximal gradient algorithm (65).

Moreover, the proof technique used for Theorem 5 can be adapted to analyze the proximal gradient algorithm as a primal dual algorithm. The complexity result obtained for the proximal gradient algorithm with this approach is suboptimal. However, the derivation of this complexity result sheds some light on PSGLA.

First, using the (strong) convexity of $F$,

$$
\|x^{k+1/2} - x^*\|^2 = \|x^k - x^*\|^2 + \gamma^2 \|\nabla F(x^k)\|^2 - 2\gamma \langle \nabla F(x^k), x^k - x^* \rangle \\
\leq (1 - \gamma \lambda_F)\|x^k - x^*\|^2 + \gamma^2 \|\nabla F(x^k)\|^2 - 2\gamma (F(x^k) - F(x^*))
$$

\[\leq (1 - \gamma \lambda_F)\|x^k - x^*\|^2 + \gamma^2 \|\nabla F(x^k)\|^2 - 2\gamma \left( F(x^{k+1/2}) - F(x^*) \right) - 2\gamma \left( F(x^k) - F(x^{k+1/2}) \right). \]

Using the smoothness of $F$,

$$
F(x^{k+1/2}) - F(x^k) \leq \langle \nabla F(x^k), x^{k+1/2} - x^k \rangle + \frac{L}{2}\|x^{k+1/2} - x^k\|^2 = -\gamma \left( 1 - \frac{\gamma L}{2} \right) \|\nabla F(x^k)\|^2. 
$$

Therefore,

$$
\|x^{k+1/2} - x^*\|^2 \leq \|x^k - x^*\|^2 - \gamma^2 \left( 1 - \gamma \lambda \right) \|\nabla F(x^k)\|^2 - 2\gamma \left( F(x^{k+1/2}) - F(x^*) \right). \quad (67)
$$

Inequality (67) is analogue to Lemma 7. Moreover, using Lemma 4

$$
\|x^{k+1} - x^*\|^2 \leq \|x^{k+1/2} - x^*\|^2 - 2\gamma \left( G^*(y^{k+1}) - G^*(y^*) - \langle y^{k+1}, x^* \rangle + \langle y^*, x^{k+1/2} \rangle \right) - \gamma (\lambda_{G^*} + \gamma) \|y^{k+1} - y^*\|^2 + \gamma^2 \|y^*\|^2,
$$

where $y^{k+1} = \text{prox}_{\gamma G^*}(x^{k+1})$. Summing the two last inequality, and using $\gamma \leq 1/L$,

$$
\|x^{k+1} - x^*\|^2 \leq (1 - \gamma \lambda_F)\|x^k - x^*\|^2 - \gamma (\lambda_{G^*} + \gamma) \|y^{k+1} - y^*\|^2 - 2\gamma \left( \mathcal{L}(x^{k+1/2}, y^*) - \mathcal{L}(x^*, y^{k+1}) \right) + \gamma^2 \|y^*\|^2, \quad (68)
$$

where $\mathcal{L}(x, y) = F(x) - G^*(y) + \langle x, y \rangle$ is the Lagrangian function and $\mathcal{L}(x^{k+1/2}, y^*) - \mathcal{L}(x^*, y^{k+1})$ is the duality gap. The last inequality is similar to Theorem 5.
Remark 1. With slight modifications of the derivations above, one can get the better result
\[\|x^{k+1} - x^*\|^2 \leq (1 - \gamma \lambda \nu)\|x^k - x^*\|^2 - 2\gamma \left(\mathcal{L}(x^{k+1}, y^*) - \mathcal{L}(x^*, y^{k+1})\right)\].

However, the proof technique would not adapt to Langevin algorithm.

Remark 2. Similarly to the result of Theorem 3, \(x^*, y^*\) can be replaced by any \(\bar{x}, \bar{y}\). The proof technique does not use specific properties of \(x^*, y^*\), as being primal dual optimal. Primal dual optimality of \(x^*, y^*\) is only needed to prove that the duality gap is nonnegative.

D Generalization to a stochastic three operator splitting

In order to cover more applications, for instance involving several Lipschitz proximable terms in the potential, we quickly generalize the results of Section 5. Our primal dual framework can be plugged to the results of [26] instead of [19], leading to an extension of Section 5.

Consider the task of sampling from \(\mu^* \propto \exp(-V)\), where
\[V(x) = E(f(x, \xi)) + E(r(x, \xi)) + G(x)\].

We assume the following.

Assumption 6. For every \(x \in X\), \(r(x, \xi)\) is integrable and \(R(x) := E_\xi(r(x, \xi))\). Moreover, \(r(\cdot, \xi) \in \Gamma_0(X)\) a.s. Finally, there exists \(M \geq 0\) such that for every \(x \in X\), \(E_\xi(||\partial_r r(x, \xi)||^2) \leq M^2\).

Assumption 6 holds e.g. if \(r(x, \xi) = \ell(\xi)\)-Lipschitz continuous and \(E_\xi(\ell^2(\xi)) < \infty\), since \(E_\xi(||\nabla r(x, \xi)||^2) \leq E_\xi(\ell^2(\xi))\). By replacing \(F\) by \(F + R\) in Section 5, Theorem 3 still hold with the Lagrangian function
\[\mathcal{L}(\mu, y) := \mathcal{E}_F(\mu) + \mathcal{E}_R(\mu) + \mathcal{H}(\mu) - \mathcal{E}_{G^*}(\nu) + E(x, y)\],
where \(x = T^\mu_{\nu}(x^*)\). Note that \(\text{dom}(R) = X\), hence \(R\) is differentiable a.e. using [24, Theorem 25.5]. In order to sample from \(\mu^*\), the stochastic proximal Langevin algorithm (SPLA) [26] is written
\[x^{k+1} = \text{prox}_{\gamma \mathcal{G}} \left(\text{prox}_{\gamma \mathcal{G}} \left(x^k - \gamma \nabla_x f(x^k, \xi^k) + \sqrt{2\gamma W^{k+1}}\right)\right)\].

SPLA recovers PSGLA by taking \(R \equiv 0\). Moreover, SPLA is analyzed in [26] only in the case where \(G\) also satisfies Assumption 6 (and hence \(\text{dom}(G) = X\)) which is stronger than assuming 3. In this section, we denote
\[x^{k+1/2} := \text{prox}_{\gamma \mathcal{G}} \left(x^k - \gamma \nabla_x f(x^k, \xi^k) + \sqrt{2\gamma W^{k+1}}\right),\]
and \(\mu^{k+1/2}\) its distribution. We shall prove the following extension of Theorem 5 assuming that \(G\) satisfies the Assumption 6. This extension of Theorem 5 leads to an extension of Corollary 6 providing complexity results for SPLA similar to PSGLA.

Theorem 8. Let Assumptions 1, 2, 3, 5 and 6 hold true. If \(F\) is \(\lambda_F\)-strongly convex and \(G\) is \(1/\lambda_G\)-smooth, then for every \(\gamma \leq 1/L\),
\[W^2(\mu^{k+1}, \mu^*) \leq (1 - \gamma \lambda_F)W^2(\mu^k, \mu^*) - \gamma (\lambda_G - \gamma)W^2(\nu^{k+1}, \nu^*) - 2\gamma \left(\mathcal{L}(\mu^{k+1/2}, y^*) - \mathcal{L}(\mu^*, y^{k+1})\right) + \gamma^2 C,\]
where \(C := \int_{\text{int}(D)} ||\nabla G(x)||^2 d\mu^*(x) + 2(Ld + \sigma_F^2 + M^2)\) and \(y^{k+1} := \text{prox}_{G^*}/\gamma(x^{k+1/2}/\gamma) \sim \nu^{k+1}\), where \(x^{k+1/2} := T^{\mu^{k+1/2}}(x^*)\).

Before proving Theorem 8, we recall the following consequence of [26] Theorem 1], which generalizes Lemma 7.

Lemma 9 ([26]). Let Assumptions 1, 2, 5 and 6 hold true. Then, if \(F\) is \(\lambda_F\)-strongly convex, for every \(\gamma \leq 1/L\),
\[W^2(\mu^{k+1/2}, \mu^*) \leq (1 - \gamma \lambda_F)W^2(\mu^*, \mu^*) + 2\gamma^2(Ld + \sigma_F^2 + M^2) - 2\gamma \left(\mathcal{E}_F(\mu^{k+1/2}) + \mathcal{E}_R(\mu^{k+1/2}) + \mathcal{H}(\mu^{k+1/2}) - \mathcal{E}_F(\mu^*) - \mathcal{E}_R(\mu^*) - \mathcal{H}(\mu^*)\right).\]
Proof. Apply [26, Theorem 1] by taking $G_2 \equiv \ldots \equiv G_n \equiv 0$ and noting that the KL term in [26, Equation 3] is equal to $(\mathcal{E}_F(\mu^{k+1/2}) + \mathcal{E}_R(\mu^{k+1/2}) + \mathcal{H}(\mu^{k+1/2}) - \mathcal{E}_F(\mu^*) + \mathcal{E}_R(\mu^*) - \mathcal{H}(\mu^*))$ using our notations, see Equation (15).

We now prove Theorem 8 similarly to Theorem 5.

The main tool for the proof is Lemma 4. Replace $x$ by $x^{k+1/2}_{\star} \sim \mu^{k+1/2}$ in (26). Then $y^\star = y^{k+1}_{\star} \sim \nu^{k+1}$ and $\text{prox}_G(x^{k+1/2}_{\star}) \sim \mu^{k+1}$. Therefore,

$$W_2^2(\mu^{k+1}, \mu^*) \leq \mathbb{E}(\| \text{prox}_G(x^{k+1/2}_{\star}) - x^* \|^2), \quad W_2^2(\nu^{k+1}, \nu^*) \leq \mathbb{E}(\| y^{k+1}_{\star} - y^* \|^2).$$

Consequently, taking expectation in (26) we get

$$W_2^2(\mu^{k+1}, \mu^*) \leq W_2^2(\mu^{k+1/2}, \mu^*) - \gamma (\lambda_G + \gamma) W_2^2(\nu^{k+1/2}, \nu^*) + \gamma^2 \int \| y \|^2 d\nu^*(y)$$

$$- 2\gamma \left( \mathcal{E}_G(\nu^{k+1}) - \mathcal{E}_G^*(\nu^*) - \mathbb{E}(y^{k+1}_{\star}, x^*) + \mathbb{E}(y^*, x^{k+1/2}_{\star}) \right).$$

Combining with Lemma 9 we get the result.