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Abstract

In this article we investigate entropic interpolations. These measure valued curves describe the optimal solutions of the Schrödinger problem Schrödinger (Sitzungsberichte Preuss Akad. Wiss. Berlin. Phys. Math. 144:144–153 1931), which is the problem of finding the most likely evolution of a system of independent Brownian particles conditionally to observations. It is well known that in the short time limit entropic interpolations converge to the McCann-geodesics of optimal transport. Here we focus on the long-time behaviour, proving in particular asymptotic results for the entropic cost and establishing the convergence of entropic interpolations towards the heat equation, which is the gradient flow of the entropy according to the Otto calculus interpretation. Explicit rates are also given assuming the Bakry-Émery curvature-dimension condition. In this respect, one of the main novelties of our work is that we are able to control the long time behavior of entropic interpolations assuming the $CD(0, n)$ condition only.
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1 Introduction

In two seminal papers [33, 34], E. Schrödinger asked the question of finding the most likely evolution of a cloud of Brownian particles conditionally on the observation of its empirical
distribution at two different times \( t = 0 \) and \( T \). In modern language, Schrödinger’s question is translated into an entropy minimization problem under marginal constraints, known as the Schrödinger problem. The discovery [28] that the Monge-Kantorovich problem is recovered as a short time (or small noise) limit of the Schrödinger problem has triggered an intense research activity in the last decade. Among the reasons for this renewed interest are the fact that adding an entropic penalty in the Monge-Kantorovich problem leads to major computational advantages (see for instance [31]) and the fact that the behavior of optimal solutions, called Schrödinger bridges or entropic interpolations, can be precisely quantified under a curvature condition. In particular, a convexity principle akin to the celebrated displacement convexity of the entropy [38] holds for Schrödinger bridges implying a novel class of functional inequalities and the exponential convergence of entropic interpolations towards the equilibrium configuration as the time interval between observations grows larger. This last result generalizes the exponential dissipation of the entropy along the heat flow [3] and, in view of the stochastic control formulation of the Schrödinger problem, may be regarded as a turnpike theorem for Schrödinger bridges. Indeed, the fact that optimal curves of dynamical control problems spend of their time around equilibrium states, called turnpikes, is known in the optimal control literature as the turnpike property [27, 36].

Motivated by these results, this article aims at improving the understanding of long time behavior of entropic interpolations under a curvature-dimension condition. In particular, we aim at quantifying the role played by the dimension, so we devote a large share of our efforts to the setting \( CD(0, n) \), covering in particular the case of Brownian particles in \( \mathbb{R}^n \), which corresponds to the original Schrödinger problem [33]. Since most of the existing literature focuses on the short time regime when the Schrödinger problem converges towards optimal transport, much less is known for large times: in particular no asymptotic result for large times appear to be known under the \( CD(0, n) \) condition. Leaving all precise statements and definitions to the main body of the article, let us give an overview of our contributions:

- We prove at Theorem 4.6 sharp asymptotic bounds for the entropic cost \( C_T(\mu, \nu) \) under \( CD(0, n) \) as well as for the associated energy \( E_T(\mu, \nu) \). The entropic cost \( C_T(\mu, \nu) \) (see Definition 2.1) is the optimal value of the Schrödinger problem: in the large deviations interpretation of the latter, it quantifies the asymptotic probability for the cloud of independent particles to make the transition from configuration \( \mu \) at time 0 to configuration \( \nu \) at time \( T \). The quantity \( E_T(\mu, \nu) \) is called energy owing to the Otto calculus interpretation of the Schrödinger problem where it plays the role of the total conserved energy of a physical system. Moreover, it expresses the derivative of the cost \( C_T(\mu, \nu) \) w.r.t. to the time variable \( T \) (see Proposition 4.5). In stark contrast with the results obtained under \( CD(\rho, \infty) \), the cost may diverge when \( T \) goes to infinity, but not faster than \( \log T \) and the exponential decay of the energy does not hold, but only an algebraic one sided estimate of the order \( 1/T \) can be established:

\[
- E_T(\mu, \nu) \leq \frac{2n}{T}, \quad C_T(\mu, \nu) \leq C_1(\mu, \nu) + 2n \log(T).
\]

The sharpness of these estimates can be seen by considering Brownian particles on \( \mathbb{R}^n \), i.e. the classical Schrödinger problem. Moreover, we also obtain the two-sided asymptotic estimate \( |E_T(\mu, \nu)| \leq C \log(T)/T \).

- We show at Theorem 4.7, that on a fixed time window \([0, t]\), the entropic interpolation (Schrödinger bridge) constructed over a growing time window \([0, T]\) converges to the...
gradient flow (the law of a diffusion process) when $T \to +\infty$. We also establish a rate of convergence of $\log T/T$, i.e., we prove that
\[
W_2 \left( \mu^T_t, P^*_t(\mu) \right) \leq C \sqrt{\log \frac{T}{T}},
\]
where $\mu^T_t$ is the entropic interpolation, $P^*_t(\mu)$ the gradient flow and $W_2$ the Wasserstein distance between probability measures. The $\sqrt{\log \frac{T}{T}}$ rate may be suboptimal as in some concrete examples we find a rate of convergence of $1/T$. This result admits a natural interpretation in terms of Schrödinger’s thought experiment. Indeed, by ergodicity of the underlying particle system, its configurations at times $t$ and $T$ are approximately independent. Therefore what an external observer sees at time $T$ has a small influence on the particle distribution at time $t$ and particles are expected to behave almost as if no observation was made, i.e., following the gradient flow of the entropy.

- We show at Theorem 4.9 a dissipation estimate for the Fisher information $\mathcal{I}_W$ along the entropic interpolation $(\mu^T_t)_{t \in [0,1]}$. This estimate tells that under $CD(0,n)$ the Fisher information, calculated at time $t$ which is of the order of $T$, decays at least as fast as $1/T^1$:
\[
\forall T > 0, \theta \in (0, 1), \quad \mathcal{I}_W \left( \mu^T_{\theta T} \right) \leq \frac{n}{2T} \theta (1 - \theta).
\]

It is worth noticing that the decay of the Fisher information at rate $1/T$ along the gradient flow is a well known fundamental consequence of the $CD(0,n)$ condition. The sharpness of the dissipation rate we establish follows from the fact that it implies a similar estimate along the gradient flow, which is known to be sharp. Besides being interesting in its own right, one may view this result as a replacement for a turnpike theorem in a context where a classical turnpike result cannot be proven. Indeed, assuming only $CD(0, n)$ is not strong enough to ensure that the associated relative entropy functional admits a minimizer among probability measures. This translates into the fact that there is no turnpike for the stochastic control formulation of the Schrödinger problem. However, our estimate guarantees that optimal trajectories stay in regions where the Fisher information is small.

Another contribution of this work is to provide alternative proofs of exponential turnpike estimates and exponential decay of the conserved quantity under the $CD(\rho, \infty)$ condition. These results have already been obtained in [13] and [7]. The proofs we make in this article are done in close analogy with a toy model for entropic interpolations put forward [21] and are therefore simpler to read and amenable to generalizations beyond the framework considered in the above mentioned references.

**Organization** In Section 2 we introduce curvature-dimension conditions, recall some basic facts about the Schrödinger problem and state our main hypothesis. In Section 3 we prove the main results of the paper for a toy model introduced in [21]. In Section 4 we lift our results from the simple setting of the toy model to the general Schrödinger problem. Along the way, we illustrate the sharpness (or not) of our results by means of examples. The case of the Euclidean heat semigroup is studied in more detail at Section 4.4.

---

1We refer to Theorem 4.9 and the main body of the article for a rigorous definition of all the objects appearing in the equation below.
2 Setting of Our Work

2.0.1 Markov Semigroups and the Curvature-dimension Condition $CD(\rho, n)$

Let $(N, g)$ be a smooth, complete and connected Riemannian manifold. We consider the generator $L = \Delta - \nabla W \cdot \nabla$ where $\Delta$ is the Laplace-Beltrami operator, $\nabla$ is the gradient operator. $\nabla \cdot$ is the divergence operator (in order to have $\Delta = \nabla \cdot \nabla$) and $W : N \to \mathbb{R}$ is a smooth function. The carré du champ operator $\Gamma$ is defined for any smooth functions $f$, $g$ by

$$\Gamma(f, g) = \frac{1}{2} L(fg) - f Lg - g Lf.$$ 

Under the current hypothesis $\Gamma(f) = |\nabla f|^2$, which is the length of $\nabla f$ with respect to the metric $g$ (for simplicity, we omit the dependence with respect to the metric). As usual, we adopt the shorthand notation $\Gamma(f)$ for $\Gamma(f, f)$. The measure $dVol$ denotes the Riemannian volume measure. Whenever $Z = \int e^{-W} dVol < +\infty$ then we set $dm = e^{-W} Z dVol$, the corresponding probability distribution, that is reversible for $L$. When $Z = \infty$, then we set $dm = e^{-W} dVol$: $m$ has infinite mass and is still reversible for $L$. We denote by $\mathcal{P}(N)$ (resp. $\mathcal{P}_2(N)$ and $\mathcal{M}(N)$), the set of probability measures on $N$ (resp. probability measures admitting a second moment and the set of positive measures). We assume that $L$ is the infinitesimal generator of a Markov semigroup in the sense proposed in [4, Sec. 3.2], that is to say, $(N, \Gamma, m)$ is a full Markov triple. The Markov semigroup is denoted $(P_t)_{t \geq 0}$, and is identified with the map $(t, x) \mapsto P_t f(x)$ solution of the parabolic equation

$$\begin{cases} 
\partial_t u = Lu \\
u(0, \cdot) = f(\cdot),
\end{cases}$$

for function $f \in L^2(m)$. The Markov semigroup admits a Markov kernel $p_t(x, dy)$ with density $p_t(x, y)$ against the invariant measure $m$, that is for all functions $f \in L^2(m)$

$$P_t f(x) = \int f(y) p_t(x, dy) = \int f(y) p_t(x, y) dm(y).$$

We also introduce the dual semigroup $(P^*_t)_{t \geq 0}$ acting on absolutely continuous probability measures $\mu \in \mathcal{P}(N)$ as follows

$$P^*_t (\mu) = P_t \left( e^W \frac{d\mu}{dVol} \right) m = P_t \left( \frac{d\mu}{dm} \right) m \in \mathcal{P}(N).$$

One finds that $(t, x) \mapsto \frac{dP_t^*(\mu)}{dVol}$ is a solution of the Fokker-Planck equation,

$$\begin{align*}
\partial_t u_t &= L^* u_t = \Delta u_t + \nabla \cdot (u_t \nabla W) = \nabla \cdot (u_t \nabla (\log u_t + W)),
\end{align*}$$

starting from $\frac{d\mu}{dVol}$.

Following the seminal work of Bakry-Émery [3], we say that the semigroup satisfies the curvature-dimension condition $CD(\rho, n)$ with $\rho \in \mathbb{R}$ and $n \in (0, \infty]$ if for any smooth function $f$ defined on $N$,

$$\Gamma_2(f) \geq \rho \Gamma(f) + \frac{1}{n} (L f)^2,$$

where $\Gamma_2(f) = \frac{1}{2} L \Gamma(f) - \Gamma(f, L f)$ is the iterated carré du champ operator. Following again [3], the curvature-dimension condition $CD(\rho, n)$ with $\rho \in \mathbb{R}$ and $n \geq d$ (where $d \in \mathbb{N}^*$ is the dimension of $N$) is equivalent to the following inequality on tensors

$$\text{Ric} (L) := \text{Ric}_g + \nabla \nabla W - \rho g \geq \frac{1}{n-d} \nabla W \otimes \nabla W.$$
When \( n = d \), then we need to impose \( W = 0 \) in the above. In particular, if \( \text{Ric}_g \geq \rho g \) for some \( \rho \in \mathbb{R} \), then the Laplace-Beltrami operator \( \Delta \) satisfies the \( CD(\rho, d) \) condition. On \( \mathbb{R}^n \), if \( W(x) = |x|^2/2 \), then \( L \) satisfies \( CD(1, \infty) \), whereas if \( W = 0 \), \( L \) is the Euclidean Laplace operator which satisfies \( CD(0, n) \).

**Statement of the Schrödinger Problem** In this section, we recall some basic facts about the Schrödinger problem following the presentation of [25], see also [17]. In order to do so, we need to introduce the relative entropy functional, defined for any probability measure \( q \) and a positive measure \( r \) on the same measurable space as follows

\[
H(q|r) = \begin{cases} 
\int \frac{dq}{dr} dq \in (-\infty, +\infty], & \text{if } q \ll r; \\
+\infty & \text{otherwise.}
\end{cases}
\]  

This definition is meaningful when \( r \) is a probability measure but not necessarily when \( r \) is unbounded. Assuming that \( r \) is \( \sigma \)-finite, then there exists a function \( W : M \to [1, \infty) \) such that \( z_W := \int e^{-W} dr < \infty \). Hence we can define a probability measure \( r_W := z_W^{-1} e^{-W} r \) and for every measure \( q \) such that \( \int W dq < \infty \)

\[
H(q|r) := H(q|r_W) - \int W dq - \log(z_W),
\]

where \( H(q|r_W) \) is defined by the Eq. 5. Hence to ensure the existence and finiteness of \( H(q|r) \) it is enough to assume that \( H(q|r_W) < \infty \) and \( W \in L^1(q) \). For a given \( T > 0 \), let \( \Omega = C([0, T], N) \) be the set of continuous paths from \([0, T]\) to \( N \) on which we define the probability measure \( R_x \in \mathcal{P}(\Omega) \) as the law of a Markov process with generator \( L \), started at \( x \). Finally we define the positive measure \( R^T(\cdot) \) by

\[
R^T(\cdot) = \int R_x(\cdot) dm(x) \in \mathcal{M}(\Omega).
\]

For a given pair of probability measures \( \mu, \nu \in \mathcal{P}(N) \), the Schrödinger problem is

\[
\text{Sch}_T(\mu, \nu) = \inf \left\{ H(Q|R^T), \ Q \in \mathcal{P}(\Omega), \ Q_0 = \mu, \ Q_T = \nu \right\},
\]  

where \( Q_0 = X_0#Q \) and \( Q_T = X_T#Q \). Here \( (X_t)_{t \in [0, T]} \) is the canonical process and \( X_0#Q \in \mathcal{P}(N) \) is the image measure of \( Q \) by \( X_0 \), that is, for any test function \( h \), \( \int h dx X_0#Q = \int h(X_0) dQ(X) \). In other words, it is the problem of minimizing the relative entropy \( H(\cdot|R^T) \) among all path probability measures \( Q \in \mathcal{P}(\Omega) \) with prescribed initial marginal \( \mu \) and final marginal \( \nu \), that is \( X_0#Q = \mu \) and \( X_T#Q = \nu \).

Also, notice that the Schrödinger problem admits a static formulation, that is

\[
\text{Sch}_T(\mu, \nu) = \inf \left\{ H(\gamma|R^T_{0T}), \ \gamma \in \mathcal{P}(N \times N), \ \gamma_0 = \mu, \ \gamma_1 = \nu \right\},
\]

where \( R^T_{0T} = (X_0, X_T)#R^T \) is the joint measure of initial and final position of \( R^T \), see [25].

**Fundamental Results on the Schrödinger Problem and Usual Hypothesis** In order to ensure the existence of an optimal solution we suppose throughout this article that for any \( T > 0 \), there exist two non negative measurable functions \( A, B \) such that

(i) \( p_T(x, y) \geq e^{-A(x) - A(y)}, \ \forall x, y \in N; \)
(ii) \( \int e^{-B(x) - B(y)} p_T(x, y) m(dx)m(dy) < \infty; \)
(iii) \( \int (A + B) d\mu, \int (A + B) d\nu < \infty; \)
(iv) The quantities \( H(\mu|m) \) and \( H(\nu|m) \) are well defined as explained above, and are finite.
Let us notice that hypothesis (i) and (ii) are satisfied for a large class of Markov semigroup, in particular for the one studied in this paper, semigroup satisfies a CD(\(\rho, \infty\)) conditions with \(\rho \in \mathbb{R}\). For more details, we refer to [23, 25]. Under these assumptions, it is proven at [25, Theorem 2.12] that the entropic cost \(\text{Sch}_T(\mu, \nu)\) is finite and has a unique minimizer \(Q \in \mathcal{P}(\Omega)\). Moreover the minimizer has the following product form

\[
\frac{dQ}{dR^T} = f(X_0)g(X_T),
\]

for some measurable and positive functions \(f\) and \(g\) on \(N\). The above formula implies that if we denote by \((\mu_t^T)_{t \in [0,T]}\) the entropic interpolation

\[
\mu_t^T = X_t#Q = Q_t \in \mathcal{P}(N), \quad t \in [0, T],
\]

then we have

\[
\mu_t^T = P_tfP_{T-t}g m. \tag{8}
\]

All of these results can be found for instance in the survey [25].

The Benamou-Brenier-Schrödinger Minimization Problem

In analogy with the Benamou-Brenier fluid dynamic formulation of optimal transport [2], we can recast the Schrödinger problem as a minimization problem among absolutely continuous curves on \(\mathcal{P}_2(N)\) with respect to the Wasserstein distance. We recall that the Wasserstein distance is defined as follow, for every \(\mu, \nu \in \mathcal{P}_2(N)\),

\[
W_2(\mu, \nu) = \inf \sqrt{\int \int d(x, y)^2d\pi(x, y)},
\]

where the infimum is running over all \(\pi \in \mathcal{P}(N \times N)\) with marginals \(\mu\) and \(\nu\).

Following the presentation of [1, Chap. 1], we recall that a path \([0, T] \ni t \mapsto \mu_t \in \mathcal{P}_2(N)\) is absolutely continuous if there exists a non negative function \(l \in L^2([0, T])\) such that for any \(0 \leq s \leq t \leq T\),

\[
W_2(\mu_t, \mu_s) \leq \int_s^t l(r)dr.
\]

In that case, one can define the metric derivative \((|\mu'|(t))_{t \in [0,T]}\), as

\[
|\mu'|(t) := \limsup_{s \to t} \frac{W_2(\mu_t, \mu_s)}{|t-s|} \in L^1([0, T]),
\]

a.e. in \([0, T]\), [1, Thm 1.1.2].

Following [16], for any absolutely continuous path \((\mu_t)_{t \in [0,T]}\), there exists a unique vector field \((t, x) \mapsto V_t(x)\) such that, a.e. in \([0, T]\), \(\int |V_t|^2 d\mu_t < +\infty\) (where \(|V_t|\) is the length of \(V_t\) with respect to metric \(g\)) and satisfying in a weak sens, the continuity equation

\[
\partial_t \mu_t + \nabla \cdot (\mu_t V_t) = 0, \tag{9}
\]

and, a.e. in \([0, T]\),

\[
|V_t|_{L^2(\mu_t)} = |\mu'|(t).
\]

The vector field \(V_t\) is in fact a limit in \(L^2(\mu_t)\) of gradient of smooth compactly supported functions in \(N\), as it is explained in the section related to the Otto calculus, cf. page 8. For every \(t \in [0, T]\) we denote

\[
\dot{\mu}_t := V_t, \tag{10}
\]

and we call \(\dot{\mu}_t\) the velocity of the path \((\mu_t)_{t \in [0,1]}\) at time \(t\).
For instance, in the case of the generalized Fokker-Planck Eq. 3, the velocity of the path \((v_t)_{t \geq 0}\) is

\[
\dot{v}_t = -\nabla \left( \log \frac{d\nu_t}{dVol} + W \right) = -\nabla \left( \log \frac{d\nu_t}{dm} \right).
\]  

For every \(\mu \in \mathcal{P}_2(N)\) and any vector field \(V\) and \(W\) in \(L^2(\mu)\), we denote by \(\langle V, W \rangle_\mu = \int V \cdot W d\mu\) the natural scalar product of \(L^2(\mu)\) and \(|V|_\mu\) the associated norm.

**Definition 2.1** (Entropic cost function) For any measures \(\mu, \nu \in \mathcal{P}_2(N)\), let define

\[
C_T(\mu, \nu) = \inf \left\{ \int_0^T \left[ |\dot{\mu}_s|^2_{\mu_s} + \mathcal{I}_W(\mu_s) \right] ds \right\} \in [0, \infty],
\]

where the infimum runs over all absolutely continuous paths \((\mu_s)_{s \in [0,T]}\) satisfying \(\mu_0 = \mu\) and \(\mu_T = \nu\). In the above, for any probability measure \(\mu \in \mathcal{P}_2(N)\), \(\mathcal{I}_W\) denotes the Fisher information,

\[
\mathcal{I}_W(\mu) = \int \Gamma \log \frac{d\mu}{dm} dm + W d\mu \in [0, +\infty],
\]

if quantities are well defined (smooth enough for instance) and \(+\infty\) otherwise.

Through a simple change of variable, if we define

\[
A_T(\mu, \nu) = \inf \left\{ \int_0^1 \left[ |\dot{\mu}_s|^2_{\mu_s} + T^2 \mathcal{I}_W(\mu_s) \right] ds \right\},
\]

where now the infimum is running over all paths \((\mu_s)_{s \in [0,1]}\) absolutely continuous with respect to the Wasserstein distance, satisfying the condition \(\mu_0 = \mu\) and \(\mu_1 = \nu\), then we have

\[
A_T(\mu, \nu) = T C_T(\mu, \nu).
\]

Let us notice that, for simplicity, the definition of the cost \(A_T\) differs by a factor 2 from the one defined in [21]. For any probability measure \(\mu \in \mathcal{P}(N)\) we define the relative entropy functional

\[
\mathcal{F}(\mu) = H(\mu|m) = \int \log \frac{d\mu}{dm} dm.
\]

The following result relates precisely all the variational problems encountered so far.

**Theorem 2.2** (Benamou-Brenier-Schrödinger formulation) For any compactly supported measures \(\mu, \nu \in \mathcal{P}(N)\)

\[
\mathcal{S}_{\text{Sch}}(\mu, \nu) = \frac{A_T(\mu, \nu)}{4T} + \frac{1}{2} \mathcal{F}(\mu) + \mathcal{F}(\nu) = \frac{C_T(\mu, \nu)}{4} + \frac{1}{2} \mathcal{F}(\mu) + \mathcal{F}(\nu).
\]

Versions of this result have been proven in different papers [9, 10, 20–22].

**Otto Calculus, Hessian of \(\mathcal{F}\) and Newton Equation** Otto calculus, developed in the seminal papers [24, 29, 30], allows to formally view the space \(\mathcal{P}(N)\) as an infinite dimensional Riemannian manifold. This viewpoint has already proven to be extremely useful as it provides an interpretation of a large class of dissipative PDEs as gradient flows, greatly facilitating the task of obtaining entropy dissipation estimates if the entropy under consideration is displacement convex. In this short section, we give a very concise introduction to Otto calculus, explaining at the formal level why, although entropic interpolations are not gradient flows, adopting such viewpoint still gives precious insights. Our presentation is...
based on [21], to which we refer for more details. In this article, we use Otto calculus as an
heuristic guideline. However, many of the following statement can be turned into rigorous
statements, see the monograph [16, 19].

Heuristically, the tangent space at $\mu \in \mathcal{P}_2(N)$ is identified with
$$T_\mu \mathcal{P}_2(N) = \left\{ \nabla \phi \mid \phi \in C^\infty_c(N) \right\} L^2(\mu).$$

The Riemannian metric on $T_\mu \mathcal{P}_2(N)$ is then defined via the scalar product $L^2(\mu)$ that
we introduced before and denoted $\langle \cdot, \cdot \rangle_\mu$. Such metric is often referred to the Otto metric
and it can be seen that the geodesics associated to the Otto metric are the displacement
interpolations of optimal transport. Using this, a straightforward computation implies that
the gradient of the entropy $F$ at $\mu$ is given by
$$\text{grad}_\mu F = \nabla \log \left( \frac{d\mu}{dm} \right) \in T_\mu \mathcal{P}_2(N).$$

Accordingly, we can rewrite the Fisher information functional $I_W$ as
$$I_W(\mu) := |\text{grad}_\mu F|_\mu^2 =: \Gamma(F)(\mu),$$
where $\Gamma(F)$ can be interpreted as the carré du champ operator applied to the functional $F$. In light of Eq. 11, we can now view the semigroup $(P_t^*)_{t \geq 0}$ as the gradient flow of the
function $F$, that is to say
$$\dot{\nu}_t = -\text{grad}_{\nu_t} F.$$

Now, we turn our attention to the second order Otto calculus introducing covariant deriva-
tives and Hessians. A remarkable fact is that the Hessian of the entropy functional $F$ can be
expressed in terms of the $\Gamma_2$ operator. Indeed we have (see for instance [21, Sec 3.3])
$$\forall \mu \in \mathcal{P}_2(N), \nabla \phi, \nabla \psi \in T_\mu \mathcal{P}_2(N), \quad \text{Hess}_\mu F(\nabla \phi, \nabla \psi) = \int \Gamma_2(\phi, \psi) d\mu.$$

At this point we can see that the curvature-dimension condition $CD(\rho, n)$ ($\rho \in \mathbb{R}, n > 0$)
is equivalent to the differential inequality
$$\forall \mu \in \mathcal{P}_2(N), \nabla \phi \in T_\mu \mathcal{P}_2(N), \quad \text{Hess}_\mu F(\nabla \phi, \nabla \phi) \geq \rho |\nabla \phi|^2_\mu + \frac{1}{n} \langle \text{grad}_\mu F, \nabla \phi \rangle^2_\mu.$$

From the work of [15], we know that the infinitesimal generator $L$ satisfies the curvature-
dimension condition (4) if and only if the functional $F$ satisfies the differential (16). A
 crucial fact about entropic interpolations, i.e. the optimizers of Eq. 12, is that they solve a
second order differential equation. In order to state the equation, we need to introduce the
notion of acceleration of a flow $(\mu_t)_{t \in [0, T]}$. As in a finite dimensional Riemannian
manifold, the acceleration of a curve is defined as the covariant derivative of the velocity field along
the curve itself. Recalling the definition of velocity $\dot{\mu}_t$ we gave through (9), it turns out that
the acceleration, which we denote $\ddot{\mu}_t$ is given by
$$\ddot{\mu}_t = \nabla \left( \frac{d}{dt} \dot{\mu}_t + \frac{1}{2} |\nabla \dot{\mu}_t|^2 \right) \in T_{\mu_t} \mathcal{P}_2(N),$$
in the case where the velocity is given by $\dot{\mu}_t^T = V_t = \nabla \dot{\mu}_t$ (if the velocity is not the gradient
of a function, the expression of the acceleration is less pleasant). It has been noted in [11,
Theorem 1.2] (see also [21, Sec 3.3. and Proposition 3.5]) that the entropic interpolation $(\mu_t^T)_{t \in [0, T]}$ is a solution of the following second order equation
$$\dddot{\mu}_t^T = \frac{1}{2} \text{grad}_{\mu_t^T} \Gamma(F) = \text{Hess}_{\mu_t^T} F(\text{grad}_{\mu_t^T} F) \in T_{\mu_t^T} \mathcal{P}_2(N).$$
Let us mention that formulas (16), (17) and (18) can be justified rigorously but actually we only use it as an heuristic guideline.

We call the above a Newton equation, in analogy with Newton’s law $\ddot{X} = F(X)$, which describes the evolution of a particle in a force field. In the rest of the paper, we shall heavily exploits this analogy in order to obtain the main results.

3 The Finite Dimensional Case

In this section we study a toy model introduced in [21, Sec. 2]. Despite its simplicity, this model already captures quite well the geometric structure of the Schrödinger problem. In fact, we shall see in the next section that the results obtained for the toy model transfer with little effort to the Schrödinger problem. Let $F : \mathbb{R}^n \mapsto \mathbb{R}$ be a twice differentiable function with $d > 0$. We note $F'$ (resp. $F''$) the gradient (resp. the Hessian) of $F$. For every $T > 0$ and $x, y \in \mathbb{R}^n$, the toy model is the following optimization problem

$$C_T(x, y) = \inf \left\{ \int_0^T |\dot{\omega}_s|^2 + |F'(\omega_s)|^2 \right\} dt,$$

where the infimum taken over all smooth paths from $[0, T]$ to $\mathbb{R}^n$ such that $\omega_0 = x$ and $\omega_T = y$ and $\dot{\omega}_s = \frac{d}{ds} \omega_s$. A standard variational argument shows that any minimizer $(X^T_t)_{t \in [0, T]}$ of Eq. 19 satisfies Newton’s system

$$\left\{ \begin{array}{l}
\ddot{X}^T_t = \frac{1}{2}(F'(X^T_t))' = F''(X^T_t)F'(X^T_t), \\
X^T_0 = x, \ X^T_T = y,
\end{array} \right.$$

and is called an $F$-interpolation between $x$ and $y$. If $(X^T_t)_{t \in [0, 1]}$ is an $F$-interpolation, then from Newton’s (20) we get that the quantity

$$E_T(x, y) = \left| X^T_T \right|^2 - \left| F'(X^T_T) \right|^2,$$

is conserved, i.e. it does not depend on $t$. Let $(S_t)_{t \geq 0}$ be the gradient flow semigroup of $F$ that is for every $x \in \mathbb{R}^n$, $(S_t(x))_{t \geq 0}$ is the only solution of

$$\left\{ \begin{array}{l}
\frac{d}{dt} S_t(x) = -F'(S_t(x)), \ t \geq 0 \\
S_0(x) = x.
\end{array} \right.$$

Heuristically, the best way to minimize $C_T(x, y)$ is to follow closely the gradient flow for most of the time, and only when final time $T$ is very close, depart from it to reach the target destination $y$. In terms of Schrödinger’s thought experiment, this means that the effect of the observation made at $T$ affects only slightly the dynamics of the particle systems at time $t$, provided $T - t$ is large. Using the language of control theory, what we are saying is that $F$-interpolation satisfy the turnpike property [36]. This leads to believe that, for $t \geq 0$,

$$X^T_t \to_{T \to \infty} S_t(x).$$

In Sections 3.2 and 3.3 we establish a quantitative form of this convergence results under two different types of convexity hypothesis on $F$, which are finite dimensional analogs of the $CD(\rho, +\infty)$ and $CD(0, n)$ conditions. Indeed, inspired by Eq. 16, we say that $F$ is $(\rho, n)$-convex for some $\rho \in \mathbb{R}$ and $n \in (0, \infty]$ if

$$F'' \geq \rho \text{Id} + \frac{1}{n} F' \otimes F'.$$
Here, we only treat the case where $F$ is $(\rho, \infty)$ or $(0, n)$-convex.

### 3.1 Two Examples in Finite Dimension

To build intuition, we start working on two examples, which allow for explicit calculations. In both cases, we provide precise estimates for the three quantities of interest (calculations are detailed in Appendix A):

- the cost $C_T(x, y)$;
- the conserved quantity $E_T(x, y)$;
- the distance between the $F$-interpolation and the gradient flow $|X^T_t - S_t(x)|$.

#### 3.1.1 A $(1, \infty)$-convex Function

Let consider $F(x) = |x|^2/2, x \in \mathbb{R}^n$. Then $F'' = \text{Id}$, that $F$ is $(1, \infty)$-convex. We find that

- The gradient flow starting from $x \in \mathbb{R}^n$, is given by $S_t(x) = e^{-t}x, \quad t \geq 0$.

- The $F$-interpolation $(X^T_t)_{t \in [0, T]}$ between $x$ and $y$ is given by $X^T_t = S_t(\alpha_T) + S_{T-t}(\beta_T)$, for $t \in [0, T]$ where $\alpha_T = \frac{x-ye^{-T}}{1-e^{-2T}}$ and $\beta_T = \frac{y-xe^{-T}}{1-e^{-2T}}$.

- For all $x, y \in \mathbb{R}^n$ and $T > 0$, the conserved quantity is given by $E_T(x, y) = -4e^{-T}\alpha_T\beta_T$ and there exists a constant $C > 0$ (depending on $x, y$) such that

  $|E_T(x, y)| \leq e^{-T}C, \quad T > 0$.

- The cost function satisfies $C_T(x, y) \sim 2\log(T)$.

As a conclusion in this example, the $F$-interpolation converges exponentially fast toward the gradient flow.

#### 3.1.2 A $(0, 1)$-convex Function

Let consider $F(x) = -\log(x)$, for any $x > 0$. Since $F'' = (F')^2$, then $F$ is a $(0, 1)$-convex function. All computations are explained in Appendix A.1.

- The gradient flow from $x > 0$, is given by $S_t(x) = \sqrt{2t + x^2}, \quad t \geq 0$.

- For all $x > 0$ and $T > 0$ the conserved quantity is given by $E_T(x, x) = -\frac{x^2-\sqrt{x^4+T^2}}{T^2/2}$, and there exists a constant $C > 0$ (depending only on $x$) such that

  $|E_T(x, x)| \leq \frac{C}{T}, \quad T > 0$.

- The cost function satisfies $C_T(x, x) \sim 2\log(T)$.

- The $F$-interpolation between $x$ and $x$ is given by

  $\forall t \in [0, T], \quad X^T_t = \sqrt{x^2 + t^2E_T(x, x)} + 2t\sqrt{1 + E_T(x, x)x^2}$. 

 Springer
There exists a constant $C > 0$ (depending on $x$) such that
$$|X^T_t - S_t(x)| \leq \frac{C}{T}, \quad t \in [0, 1], \quad T > 0.$$

### 3.2 The $(\rho, \infty)$-convex Case

In this section we are assuming that $F$ is a smooth and positive $\rho$-convex function for some $\rho > 0$, that is
$$F'' \geq \rho \text{Id.} \quad (22)$$

Since $\rho > 0$, there exists $x^* \in \mathbb{R}^n$ such that $\inf F = F(x^*)$.

Under this convexity condition, the cost is bounded, that is for all $x, y \in \mathbb{R}^n$ and $T > 0$
$$C_T(x, y) \leq \frac{1}{1 - e^{-\rho T}} (F(x) + F(y) - 2F(x^*))$$

see [21, Cor 2.13]. The above result can be reinforced as follows, with the same proof,
$$C_T(x, y) \leq \inf_{t \in (0, T)} \left\{ \frac{1}{1 - e^{-2\rho t}} (F(x) - F(x^*)) + \frac{1}{1 - e^{-2\rho (T-t)}} (F(y) - F(x^*)) \right\}.$$  \quad (24)

Thus, the cost is bounded by a constant, depending only on $x$ and $y$. To quantify how far the $F$-interpolation $(X^T_t)_{t \in [0, T]}$ is from the gradient flow we introduce the function
$$\phi^T_t := F'(X^T_t) + X^T_t, \quad t \in [0, T].$$

First we control the vector field $(\phi^T_t)_{t \in [0, T]}$.

**Proposition 3.1** For all $x, y \in \mathbb{R}^n$, $T > 0$ and $t \in (0, T)$ we have
$$|\phi^T_t|^2 \leq \frac{2\rho}{\exp(2\rho(T - t)) - 1} (C_T(x, y) + 2F(y) - 2F(x)).$$

In particular,
$$|\phi^T_t|^2 \leq \frac{8\rho}{\exp(2\rho(T - t)) - 1} \left( \frac{e^{-2\rho t}}{1 - e^{-2\rho t}} (F(x) - F(x^*)) + \frac{1}{1 - e^{-2\rho (T-t)}} (F(y) - F(x^*)) \right).$$  \quad (25)

**Proof** Newton (20) implies that $\frac{d}{dt} \phi^T_t = F''(X^T_t)\phi^T_t$. Combining with Eq. 22 we get
$$\frac{d}{dt} |\phi^T_t|^2 \geq 2\rho |\phi^T_t|^2.$$

Therefore for all $t \leq s \leq T$ we find $|\phi^T_s|^2 \geq \exp(2\rho(s - t))|\phi^T_t|^2$, and integrating this bound over $[t, T]$ we get
$$\int_t^T |\phi^T_s|^2 ds \geq \frac{\exp(2\rho(T - t)) - 1}{2\rho} |\phi^T_t|^2.$$

Observing that $\int_t^T |\phi^T_s|^2 ds \leq C_T(x, y) + 2F(y) - 2F(x)$ and using (24) we obtain the desired results. \hfill \Box
Theorem 3.2 (Convergence of the $F$-interpolation) For all $x, y \in \mathbb{R}^n$, $T > 0$ and $t \in (0, T)$

$$|X^T_t - S_t(x)| \leq t \exp(-\rho T) \sqrt{\frac{2\rho}{\exp(-2\rho t) - \exp(-2\rho T)}} (C_T(x, y) + 2F(y) - 2F(x)).$$

Furthermore there exists a constant $C > 0$ depending only on $x$ and $y$ such that for every $t \geq 0$ and $T > t$

$$|X^T_t - S_t(x)| \leq \frac{t \exp(-\rho T)}{\sqrt{\exp(-2\rho t) - \exp(-2\rho T)}}.$$

Proof Let $0 \leq t \leq T - 1$. Whence by the Cauchy-Schwarz inequality and the Proposition 3.1 we have

$$\frac{d}{dt} \frac{|X^T_t - S_t(x)|^2}{2} = \langle \dot{X}^T_t + F'(S_t(x)), X^T_t - S_t(x) \rangle$$

$$= -\langle F'(X^T_T) - F'(S_t(x)), X^T_t - S_t(x) \rangle + \langle \dot{X}^T_t + F'(X^T_T), X^T_t - S_t(x) \rangle$$

$$\leq |\psi_t^T||X^T_t - S_t(x)|.$$

The result follow from integration of this inequality and the Proposition 3.1. \qed

According to the example given in Section 3.1.1, Theorem 3.2 gives the optimal rate for the convergence.

3.2.1 Turnpike Property

Under the hypothesis that $F$ is $\rho$-convex with $\rho > 0$ as defined in Eq. 22, it is well known that the gradient flow $S_t$ dissipates $F$ at exponential rate $2\rho$. This mean that,

$$F(S_T(x)) - F(x^*) \leq \exp(-2\rho T)(F(x) - F(x^*)).$$

The aim of this subsection is to show that a similar estimate holds replacing the gradient flow with the $F$-interpolation. A fundamental ingredient needed for the proof of this result is the following exponential upper bound for the conserved quantity $E_T(x, y)$.

Proposition 3.3 For all $x, y \in \mathbb{R}^n$, $T > 0$

$$|E_T(x, y)| \leq \frac{2\rho}{\exp(\rho T) - 1} \sqrt{C_T^2(x, y) - 4(F(x) - F(y))^2} \quad (26)$$

Proof Denoting by $(\cdot, \cdot)$ the inner product in $\mathbb{R}^n$, we obtain

$$|E_T(x, y)| = |\dot{X}^T_{T/2} + F'(X^T_{T/2}), X^T_{T/2} - F'(X^T_{T/2})| \leq |\dot{X}^T_{T/2} + F'(X^T_{T/2})||X^T_{T/2} - F'(X^T_{T/2})|.$$

It follows from Proposition 3.1 that

$$|\dot{X}^T_{T/2} + F'(X^T_{T/2})| \leq \sqrt{\frac{2\rho}{\exp(\rho T) - 1}} (C_T(x, y) + 2F(y) - 2F(x)).$$
Next, we observe that the time-reversal of \((X_t^T)_{t \in [0, T]}\) is optimal for the variational problem obtained exchanging the labels \(x\) and \(y\) in Eq. 19. This implies that \(C_T(x, y) = C_T(y, x)\) and thanks again to Proposition 3.1 that
\[
\left| \dot{X}_{T/2}^T - F'(X_{T/2}^T) \right| \leq \sqrt{\frac{2\rho}{\exp(\rho T) - 1}} (C_T(x, y) + 2F(x) - 2F(y)).
\]
using these two bounds in the above expression gives Eq. 26.

We are now ready to prove the announced result. The proof is based on the above proposition and the finite-dimensional version of the logarithmic Sobolev inequality, which reads
\[
2\rho(F(x) - F(x^*)) \leq |F'(x)|^2, \quad \forall x \in \mathbb{R}^n. \tag{27}
\]

**Theorem 3.4** For all \(x, y > 0\), \(T > 0\) and \(t \in (0, T)\) we have:
\[
F(X_t^T) \leq \frac{\sinh(2\rho(T - t))}{\sinh(2\rho T)} \left( F(x) - \frac{E_T(x, y)}{4\rho} + F(x^*) \right)
+ \frac{\sinh(2\rho T)}{\sinh(2\rho(T - t))} \left( F(y) - \frac{E_T(x, y)}{4\rho} + F(x^*) \right) + \frac{E_T(x, y)}{4\rho} - F(x^*) \tag{28}
\]
Moreover, for all fixed \(\theta \in (0, 1)\) there exists a decreasing function \(b(\cdot)\) such that
\[
F(X_{\theta T}^T) - F(x^*) \leq b(\rho)(F(x) + F(y) - 2F(x^*)) \exp(-2\rho \min[\theta, 1 - \theta]T). \tag{29}
\]
holds uniformly in \(T \geq 1\).

**Proof** A standard calculation gives
\[
\frac{d}{dt} F(X_t^T) = \langle F'(X_t^T), \dot{X}_t^T \rangle = \frac{1}{4} (|F'(X_t^T) + \dot{X}_t^T|^2 - |F'(X_t^T) - \dot{X}_t^T|^2)
\]
From this expression we obtain, using Newton’s equation and \(\rho\)-convexity of \(F\):
\[
\frac{d}{dt} \frac{1}{4} (|F'(X_t^T) + \dot{X}_t^T|^2 - |F'(X_t^T) - \dot{X}_t^T|^2) \geq \frac{\rho}{2} (|F'(X_t^T) + \dot{X}_t^T|^2 + |F'(X_t^T) - \dot{X}_t^T|^2)
= 2\rho |F'(X_t^T)|^2 + \rho E_T(x, y).
\]
At this stage we can use the logarithmic Sobolev inequality Eq. 27 to obtain that
\[
2\rho |F'(X_t^T)|^2 + \rho E_T(x, y) \geq 4\rho^2 \left( F(X_t^T) - F(x^*) \right) + \rho E_T(x, y).
\]
Summing up, we have obtained that the function \(t \mapsto F(X_t^T)\) satisfies the differential inequality
\[
\frac{d^2}{dt^2} F(X_t^T) \geq 4\rho^2 \left( F(X_t^T) - F(x^*) \right) + \rho E_T(x, y).
\]
The bound Eq. 29 is then obtained integrating this differential inequality, see [7, Lemma 5.6] for details. The bound Eq. 29 follows by using Eq. 26 and the upper bound Eq. 25 in Eq. 28 after some standard (though tedious) calculations. \(\square\)
3.3 The $(0, n)$-convex Case

Now we assume an other kind of convexity. We assume $F$ is $(0, n)$-convex that is

$$F'' \geq \frac{1}{n} F' \otimes F'.$$  \tag{30}

3.3.1 Costa Type Estimates under the $(0, n)$-convexity

The $(0, n)$-convexity is related to Costa type convexity \[12\] and produced many useful estimates. All estimates are related to the same trick. Let $a > 0$, $T > 0$ and $\phi : [0, T] \to \mathbb{R}$ a smooth function satisfying

$$\forall t \in [0, T], \quad \frac{d}{dt} \phi(t) \geq a \phi^2(t).$$  \tag{31}

Let $\Phi$ be an antiderivative of $\phi$, then the map $\Lambda(t) = e^{-a \Phi(t)}$, $(t \in [0, T])$ is a concave function on $[0, T]$. In that case, coming from classical convex inequalities for the function $\Lambda$,

$$\Lambda'(T) \leq \frac{\Lambda(T) - \Lambda(t)}{T - t} \leq \frac{\Lambda(t) - \Lambda(0)}{t} \leq \Lambda'(0),$$

one can deduce the following properties.

1. For all $t \in (0, T)$,

$$- \frac{1}{at} \leq \phi(t) \leq \frac{1}{a(T - t)}. \tag{32}$$

2. We also have the following inequality

$$- \frac{1}{a} \log(1 - aT \phi(0)) \leq \Phi(T) - \Phi(0) \leq \frac{1}{a} \log(1 + aT \phi(T)). \tag{33}$$

In our case, this remark gives some important estimates for gradient flow or $F$-interpolation where the proofs are elementary.

1. Costa’s convexity \[12\]: for any $x \in \mathbb{R}^n$, the map

$$[0, \infty) \ni t \mapsto \exp - \frac{2}{n} F(S_t(x)) \tag{34}$$

is concave. Recall that $(S_t(x))_{t \geq 0}$ is the gradient flow of $F$ with initial position $x$, defined in (21).

2. Ripani’s convexity \[32\]: for any $F$-interpolation $(X^T_t)_{t \in [0, T]}$, the map

$$[0, \infty) \ni t \mapsto \exp - \frac{1}{n} F(X^T_t) \tag{35}$$

is concave.

3. Improved Ripani’s convexity: for any $F$-interpolation $(X^T_t)_{t \in [0, T]}$, the map

$$[0, \infty) \ni t \mapsto \exp - \frac{1}{n} \left[ F(X^T_t) + \int_0^t |F'(X^T_s)^2| ds \right] \tag{36}$$

is concave.

3.3.2 Convergence of the $F$-interpolation

We begin by proving that the derivative of the cost in $T$ is precisely $- E_T (x, y)$, as observed in \[13\] for the classical Schrödinger problem.
**Proposition 3.5** We have for all \( x, y \in \mathbb{R}^n \) and \( T > 0 \) that
\[
\frac{d}{dT} C_T(x, y) = -E_T(x, y).
\] (37)

**Proof** Here we need to introduce another formulation of the cost. For every \( x, y \in \mathbb{R}^n \) and \( T > 0 \) we define
\[
A_T(x, y) = \inf \int_0^1 \left[ |\dot{\omega}_s|^2 + T^2 |F'(\omega_s)|^2 \right] ds,
\]
where the infimum runs over all paths from \( x \) to \( y \). Then from the so called envelope theorem (see e.g. [26] for a formulation of the envelope in the context of dynamic control problems) and recalling that \( A_T(x, y) = T C_T(x, y) \) we obtain
\[
\frac{d}{dT} A_T(x, y) = \frac{d}{dT} T C_T(x, y) = 2 T \int_0^1 |F'(\omega_s)|^2 ds,
\]
where \( \tilde{\omega} \) is the optimal path in \( A_T(x, y) \). Operating the change of variable \( T t = s \) we get that
\[
\frac{d}{dT} T C_T(x, y) = 2 \int_0^T |F'(X_T^t)|^2 dt,
\]
where \( X_T^t \) is the \( F \) interpolation between \( x \) and \( y \). Adding and substracting \( |\dot{X}_T^t|^2 \) in the integral and observing that the definition of cost and conserved quantity we arrive at
\[
\frac{d}{dT} T C_T(x, y) = C_T(x, y) - T E_T(x, y),
\]
from which the desired conclusion follows.

As in the \( \rho \)-convex case we introduce \( \phi_T^t = \dot{X}_T^t + F'(X_T^t) \). Combining the latter with the improved Ripani convexity yields some useful results.

**Theorem 3.6** For any \( x, y \in \mathbb{R}^n \) and \( T > 0 \) we have
\[
- E_T(x, y) \leq \frac{2n}{T}, \quad C_T(x, y) \leq C_1(x, y) + 2n \log T,
\] (38)
Moreover, for all \( t \in (0, T) \) we have
\[
|\phi_T^t|^2 \leq \frac{2F(y) - 2F(x) + C_1(x, y) + 2n \log T}{T - t},
\] (39)
where \( \phi_T^t := \dot{X}_T^t + F'(X_T^t) \) for every \( T > 0 \) and \( t \in [0, T] \).

**Proof** For the first statement observe that by Eq. 36 and the trick we have
\[
|F'(X_T^0)|^2 + \langle \dot{X}_T^0, F'(X_T^0) \rangle \leq \frac{n}{T},
\]
and completing the squares we have that
\[
|F'(X_T^0)|^2 + \langle F'(X_T^0), X_T^0 \rangle \geq \frac{1}{2} |F'(X_T^0)|^2 - \frac{1}{2} |X_T^0|^2 = -\frac{1}{2} E_T(x, y),
\]
which gives the first bound $-E_T(x, y) \leq \frac{2n}{T}$. Integrating this inequality between 1 and $T$ we find the desired bound for the cost. Finally, for the last inequality we observe that, $\frac{d}{dt} |\phi_i^T|^2 = F''(X_i^T)(\phi_i^T, \phi_i^T)$, hence the function $t \mapsto |\phi_i^T|^2$ is non decreasing, hence

$$
(T - t)|\phi_i^T|^2 \leq \int_t^T |\phi_s^T|^2 ds \leq \int_0^T |\phi_s^T|^2 ds
$$

$$
= \int_0^T |\dot{X}_s^T|^2 + 2(F'(X_s^T), \dot{X}_s^T) + |F'(X_s^T)|^2 ds
$$

$$
= C_T(x, y) + 2F(y) - 2F(x).
$$

Using Eq. 38 we get the desired result. 

Note that since $T |E_T(x, y)| \leq C_T(x, y)$ we also obtain the two-sided bound $|E_T(x, y)| \leq \log(T)/T$. As in the ρ-convex case, we can deduce the convergence of the $F$-interpolation towards the gradient flow semigroup of $F$ from the estimate of $|\phi_i^T|^2$. The proof is exactly the same as in the ρ-convex case, using the previous estimate.

**Theorem 3.7** (Distance between entropic interpolations and gradient flows) For all $x, y \in \mathbb{R}^n$, $T > 2$ and $t \in (0, T)$ we have

$$
|X_i^T - S_t(x)| \leq 2\sqrt{2(F(y) - F(x)) + C_1(x, y) + 2n \log(T)} \left(\sqrt{T} - \sqrt{T - t}\right).
$$

In other words, for all $a > 2$, there exists a constant $C \geq 0$ such that for all $T \geq a$ and $t \in [0, a]$

$$
|X_i^T - S_t(x)| \leq C \sqrt{\frac{n \log(T)}{T}}. \tag{40}
$$

In light of the example described in Section 3.1.2, the estimate Eq. 40 may not be optimal.

### 3.3.3 A Turnpike Estimate

We saw in Section 3.2 that the fundamental exponential entropy dissipation estimate along the heat flow can be generalized to $F$-interpolations under the $CD(\rho, \infty)$ condition. Under the condition $CD(0, n)$ the following fundamental estimates for the Fisher information along the heat flow is known to hold,

$$
|F'(S_t(x))|^2 \leq \frac{n}{2t}.
$$

To prove such inequality, is it enough to differentiate $|F'(S_t(x))|^2$ in time and apply the $(0, n)$-convexity property of $F$ to close a differential inequality. In the next result we generalize this estimate to $F$-interpolations. It is worth noticing that Theorem 3.8 below yields meaningful information at timescales that are $O(1)$, i.e. when $t$ is fixed. On the contrary, the next result yields a non trivial bound also at timescales that are of the order $O(T)$.

**Theorem 3.8** For any $x, y \in \mathbb{R}^n$, $T > 0$ and $t \in (0, T)$ we have

$$
|F'(X_i^T)|^2 \leq \frac{n}{2t} + \frac{n}{2(T - t)}, \tag{41}
$$

furthermore for every $T > 0$ and $\theta \in (0, 1)$,

$$
|F'(X_{\theta T})|^2 \leq \frac{n}{2T \theta(1 - \theta)}.
$$
Proof The proof consists in combining inequalities of Section 3.3.1 and time-reversal. We first observe that from improved Ripani convexity Eq. 36 we have

\[ |F'(X^t_T)|^2 + \langle F'(X^t_T), X^t_T \rangle \leq \frac{n}{T - t}. \quad (42) \]

Next, we remark that \((X^T_T)_{t \in [0, T]} = (X^T_{T-t})_{t \in [0, T]}\) is a \(F\)-interpolation between \(y\) and \(x\), i.e. it is optimal for the variational problem obtained from Eq. 19 inverting the roles of \(x\) and \(y\). But then, using again Eq. 36,

\[ |F'(X^T_T)|^2 + \langle F'(X^T_T), X^T_T \rangle \leq \frac{n}{t}. \]

which is equivalent to

\[ |F'(X^t_T)|^2 - \langle F'(X^t_T), X^t_T \rangle \leq \frac{n}{t}. \]

Adding up this last bound and Eq. 42 yields the desired result.

\[ \square \]

4 The Infinite Dimensional Case

From now on, our base space the space of probability measure \(P_2(N)\) instead of \(R^n\). In what follows, we shall see how it is possible to replicate in a rigorous fashion the results obtained in the finite dimensional case in the infinite dimensional setup.

4.1 The Example of two Gaussian Measures on \(R\)

As we did before, we perform some explicit calculation, using some simple example in order to build intuition. In this example \(N = R\) is the Euclidean space equipped with the classical Laplace operator. We are gonna to compute all the desired quantities in the case of two Gaussian measures in \(R\). Let \(x_0, x_1 \in R\), \(\mu = N(x_0, 1)\) and \(\nu = N(x_1, 1)\). We denote by \(N(m, \sigma^2)\) the usual Gaussian distribution with mean \(m\) and variance \(\sigma^2\).

Recall that the gradient flow of the standard entropy is the dual of the classical heat semigroup, namely

\[ S_t(\mu) = P_t^*(\mu) = P_t \left( \frac{d\mu}{dVol} \right) dVol, \quad t \geq 0. \]

In this particular case we are able to compute all the quantities of interest.

- The gradient flow starting from \(\mu\) of the standard entropy is given by

\[ \forall t > 0, \quad S_t(\mu) = P_t \left( \frac{d\mu}{dVol} \right) dVol = N(x_0, 1 + 2t). \]

- The entropic interpolation between \(\mu\) and \(\nu\) is the path \((\dot{N}(x^t_T, \sigma^t_T))_{t \in [0, T]}\) where

\[
\begin{align*}
  x^t_T &= \frac{T - t}{T} x_0 + \frac{t}{T} x_1, \\
  \sigma^t_T &= 1 + 2 \frac{t(T - t)}{D_T^2 + T},
\end{align*}
\]

for some \(D_T > 0\). Furthermore it can be shown that, for every \(t > 0\),

\[
\begin{align*}
  x^T_T &\to x_0, \\
  \sigma^T_T &\to 1 + 2t.
\end{align*}
\]
The conserved quantity is given by
\[ E_T(\mu, \nu) = \frac{1}{T^2} (x_1 - x_0)^2 - \frac{2}{(D^2_T + T)}, \]
that is, for some constant \( c > 0, \)
\[ |E_T(\mu, \nu)| \leq \frac{c}{T}. \]
We have the following estimate for the cost \( C_T(\mu, \nu) \sim 2 \log(T). \)
The distance between the entropic interpolations and the gradient flow is given by, with some \( C > 0, \)
\[ W_2^2(\mu^T_t, P^*_t \mu) = \sqrt{\sqrt{1 + 2t} - \sqrt{\sigma^T_t}}^2 + |x_0 - x^T_t|^2 \sim \frac{C}{T}. \]
As a conclusion, at least for two Gaussian measures, we obtain the same asymptotic behaviour as in the example given in Section 3.1.2.

### 4.2 The CD(\( \rho, \infty \)) Case

In this subsection we assume that the semigroup \((P_t)_{t \geq 0}\) verifies a \( CD(\rho, \infty) \) curvature-dimension condition that is
\[ \Gamma^2(f) \geq \rho \Gamma(f), \]
with \( \rho > 0. \) Since \( \rho > 0, \) the reversible measure \( m \) is then a probability measure and the functional \( F \) has a unique minimum \( m \) such that \( F(m) = 0. \)

First, as in the finite dimensional case, a Talagrand type inequality for the entropic cost who gave a bound for the cost, that is for all \( \mu, \nu \) compactly supported probability measures,
\[ C_T(\mu, \nu) \leq 2 \inf_{t \in (0, T)} \left\{ \frac{1 + e^{-2\rho t}}{1 - e^{-2\rho T}} F(\mu) + \frac{1 + e^{-2\rho(T-t)}}{1 - e^{-2\rho(T-t)}} F(\nu) \right\}. \]
In particular we have the following inequality
\[ C_T(\mu, \nu) \leq 2 \frac{1 + e^{-\rho T}}{1 - e^{-\rho T}} (F(\mu) + F(\nu)). \]
These inequalities were first obtained in [11] (see also [21, Cor 4.5]). Hence the entropic cost is bounded under a \( CD(\rho, \infty) \) condition. As in the finite dimensional case we need an estimate for the \( L^2(\mu^T_t) \) norm of
\[ \varphi^T_t := \text{grad}_{\mu_t} F + \mu^T_t = \nabla \log \left( \frac{d \mu^T_t}{dm} \right) + \mu^T_t, \quad t \in [0, T]. \]
The following proposition, whose proof has been implicitly already done in [13, Thm 1.4] is obtained following the proof of Proposition 3.1.

**Proposition 4.1** Let assume the \( CD(\rho, \infty) \) condition with \( \rho > 0. \) Let \( \mu, \nu \in \mathcal{P}_2(N) \) be two absolutely continuous, compactly supported measures with smooth positive densities against \( m. \) For all \( T > 0, \) \((\mu^T_t)_{t \in [0, T]} \) denotes the entropic interpolation from \( \mu \) to \( \nu \) and for \( t \in (0, T) \) we define \( \varphi^T_t := \mu^T_t + \nabla \log(\mu^T_t). \) Then for all \( T > 0 \) and \( t \in (0, T) \)
\[ |\varphi^T_t|_{\mu^T_t}^2 \leq \frac{2\rho}{\exp(2\rho(T-t)) - 1} \left( C_T(\mu, \nu) + 2F(\nu) - 2F(\mu) \right). \]
In particular
\[ |\varphi^T_t|_{\mu^T_t}^2 \leq \frac{8\rho}{\exp(2\rho(T-t)) - 1} \left( \frac{e^{-2\rho t}}{1 - e^{-2\rho T}} F(\mu) + \frac{1}{1 - e^{-2\rho(T-t)}} F(\nu) \right). \]
Now we can obtain the main result: convergence of entropic interpolation towards gradient flow. The idea of the proof is the same as in the finite dimensional case, however, some extra care has to be taken in order to differentiate the Wasserstein distance. We recall that if $(\delta_t)_{t \geq 0}$ and $(\eta_t)_{t \geq 0}$ be two absolutely continuous curves in $\mathcal{P}_2(N)$ such that for every $t \geq 0$, $\delta_t$ and $\eta_t$ are absolutely continuous w.r.t. $dVol$. Then we have for almost every $t \geq 0$,

$$\frac{d}{dt} W_2^2(\delta_t, \eta_t) = -(T_1^1, \dot{\delta}_t)_{\delta_t} - (T_2^2, \dot{\eta}_t)_{\eta_t},$$

where $\exp(T_1^1)$ (resp. $\exp(T_2^2)$) is the optimal transport $\delta_t \rightarrow \eta_t$ (resp. $\eta_t \rightarrow \delta_t$), see [37, Theorem 23.9]. Now we can state our main theorem.

**Theorem 4.2** (Convergence of the entropic interpolation) Let assume the $CD(\rho, \infty)$ condition with $\rho > 0$. Let $\mu, \nu \in \mathcal{P}_2(N)$ be two absolutely continuous, compactly supported measures with smooth positive densities w.r.t. $m$. For all $T > 0$, $(\mu^T_t)_{t \in [0, T]}$ denotes the entropic interpolation from $\mu$ to $\nu$. Then for all $T > 0$ and $t \in (0, T)$,

$$W_2(\mu^T_T, P^*_{\mu}) \leq t \exp(-\rho T) \sqrt{\frac{2\rho}{\exp(-2\rho t) - \exp(-2\rho T)} (C_T(\mu, \nu) + 2(\mathcal{F}(\nu) - \mathcal{F}(\mu))).}$$

In other words, there exists a constant $C > 0$ depending only on $\mu$ and $\nu$ such that for every $t \geq 0$ and $T > t$,

$$W_2(\mu^T_t, P^*_{\mu}) \leq C \frac{t \exp(-\rho T)}{\sqrt{\exp(-2\rho t) - \exp(-2\rho T)}}.$$

**Proof** Let $T > 0$ and $t$ be a Lebesgue point of $[0, T]$. The derivative of the Wasserstein distance gives

$$\frac{d}{dt} W_2^2(\mu^T_t, P^*_{\mu}) = -(T_1^1, \mu^T_t) + (T_2^2, \grad_{\mu^T_t} \mathcal{F}) P^*_{\mu} - (T_1^1, \mu^T_t) + (T_2^2, \grad_{\mu^T_t} \mathcal{F}) P^*_{\mu}.$$

Where $\exp(T_1^1)$ (resp. $\exp(T_2^2)$) is the optimal transport $\mu^T_t \rightarrow P^*_{\mu}$ (resp. $P^*_{\mu} \rightarrow \mu^T_t$). From [37, Theorem 23.14] we have

$$\langle T_1^1, \grad_{\mu^T_t} \mathcal{F} \rangle_{\mu^T_t} + (T_2^2, \grad_{\mu^T_t} \mathcal{F}) P^*_{\mu} \leq 0,$$

which is actually a rigorous proof of the convexity of the entropy along a geodesic. Whence we have obtained

$$\frac{d}{dt} W_2^2(\mu^T_t, P^*_{\mu}) \leq -\langle T_1^1, \mu^T_t + \grad_{P^*_{\mu}} \mathcal{F} \rangle_{\mu^T_t}.$$

Since $|T_1^1|_{\mu^T_t} = W_2(\mu^T_t, P^*_{\mu})$, by the Cauchy-Schwarz inequality

$$\frac{d}{dt} W_2^2(\mu^T_t, P^*_{\mu}) \leq |\varphi|_{\mu^T_t} W_2(\mu^T_t, P^*_{\mu}),$$

where $\varphi^T_t = \mu^T_t + \grad_{P^*_{\mu}} \mathcal{F}$. These inequalities holds for almost every $t \in [0, T]$. The result follow from the integration of this inequality and the Proposition 4.1, as in the finite dimensional case.
4.2.1 Turnpike Property

It is well known that under the \( CD(\rho, \infty) \) curvature dimension condition the gradient flow \( P_t^* \) of \( \mathcal{F} \) dissipates at exponential rate \( 2\rho \), in particular for \( T > 0 \) and \( \theta \in (0, 1) \) we have for \( \mu \in \mathcal{P}_2(N) \)

\[
\mathcal{F}(P_t^* (\mu)) \leq \mathcal{F}(\mu) \exp(-2\rho T).
\]

Recall that in this case \( \mathcal{F}(m) = 0 \) and is the minimum of \( \mathcal{F} \) on \( \mathcal{P}(N) \).

As in the finite dimensional case we can show that a similar estimate holds along entropic interpolations. The first step is an exponential upper bound for the conserved quantity. The proof is exactly the same as in the finite dimensional case.

**Proposition 4.3** Let \( \mu, \nu \in \mathcal{P}_2(N) \) be two compactly supported absolutely continuous measures with smooth positive densities w.r.t. \( m \). Then for every \( T > 0 \)

\[
|\mathcal{E}_T(\mu, \nu)| \leq \frac{2\rho}{\exp(\rho T) - 1} \sqrt{C^2_T(\mu, \nu) - 4(\mathcal{F}(\mu) - \mathcal{F}(\nu))^2}.
\]

We can now state our main result, the proof is similar to the proof of the Theorem 3.4 using the logarithmic Sobolev inequality. A similar result has been obtained for the mean field Schrödinger problem, see [7].

\[
2\rho \mathcal{F}(\mu) \leq |\operatorname{grad}_\mu \mathcal{F}|^2 = \mathcal{I}_W(\mu).
\]

**Theorem 4.4** Let \( \mu, \nu \in \mathcal{P}_2(N) \) be two be two compactly supported absolutely continuous measures with smooth positive densities w.r.t. \( m \). Then For every \( T > 0 \) and \( t \in (0, T) \) we have

\[
\mathcal{F}(\mu^T_t) \leq \frac{\sinh(2\rho(T-t))}{\sinh(2\rho T)} (\mathcal{F}(\mu) - \mathcal{E}_T(\mu, \nu) + \frac{\sinh(2\rho T)}{4\rho} (\mathcal{F}(\nu) - \mathcal{E}_T(\mu, \nu)) + \frac{\mathcal{E}_T(\mu, \nu)}{4\rho}).
\]

Moreover, for all \( \theta \in (0, 1) \) there exists a decreasing function \( b(\cdot) \) such that

\[
\mathcal{F}(\mathcal{X}^T_{\theta, T}) \leq b(\rho)(\mathcal{F}(\mu) + \mathcal{F}(\nu)) \exp(-2\rho \min\{\theta, 1 - \theta\} T).
\]

4.3 The \( CD(0, n) \) Case

In this subsection we assume that \( L \) satisfies a \( CD(0, n) \) curvature-dimension condition, that is for every smooth function \( f \),

\[
\Gamma_2(f) \geq \frac{1}{n} (LPf)^2.
\]

As explained in Section 2, this case is covers the fundamental example of \( \mathbb{R}^n \) with the usual Laplacian. In that case, the measure \( m \) is not a probability measure.

The aim of this subsection is to prove the convergence of entropic interpolations towards the semigroup \( (P_t^*)_t \geq 0 \) under the \( CD(0, n) \) condition. But first let’s recall Costa type estimates, which are fundamental for our purpose. Some of these results are generalized in [8].

**Costa Type Estimates under the \( CD(0, n) \) Condition**

The \( CD(0, n) \) condition gives some important estimates for gradient flow or entropic interpolations. The proofs follow the same trick explained in Section 3.3.1. As in
the finite dimensional case, estimates are given for the gradient flow or the entropic interpolation.

1. Costa’s convexity [12]: for any $\mu \in \mathcal{P}_2(N)$ the map
\[ t \ni [0, \infty) \mapsto \exp -\frac{2}{n} F(P_t^*(\mu)) \] is concave.

Let us briefly recall the proof. For any probability measure $\mu$,
\[ F(P_t^*(\mu)) = \int P_t \log P_t h dm = \mathcal{E}ntm(P_t h), \]
where $h = \frac{d\mu}{dm}$. Following the Bakry-Émery computations, see for instance [4, Proof of Theorem 6.7.3]
\[ \frac{d^2}{dt^2} F(P_t^*(\mu)) = 2 \int \Gamma_2 \log P_t h P_t h dm \geq \frac{2}{n} \int L \log P_t h^2 P_t h dm \]
\[ \geq \frac{2}{n} \int L \log P_t h P_t h dm = \frac{2}{n} \left( \int \Gamma \log P_t h P_t h dm \right)^2 = \frac{2}{n} \left( \frac{d}{dt} F(P_t^*(\mu)) \right)^2, \]
which is the inequality Eq. 31 with $a = 2/n$.

As in the finite dimensional case we obtain two inequalities useful for the rest of the paper,
\[ \mathcal{I}_W(P_t^* \mu) \leq \frac{2}{nt}, \] (44)
and
\[ F(\mu) - F(P_T^*(\mu)) \leq \frac{n}{2} \log 1 + \frac{2T}{n} \mathcal{I}_W(\mu). \] (45)

2. Ripani’s convexity [32]: for any entropic interpolation $(\mu_T^t)_{t \in [0, T]}$, the map
\[ t \ni [0, \infty) \mapsto \exp -\frac{1}{n} F(\mu_T^t) \] is concave.

The proof is similar to Costa’s convexity. There exist two positive functions $f, g$ such that
\[ \mu_T^t = P_t f P_{T-t} g m, \]
then
\[ F(\mu_T^t) = \int P_t f P_{T-t} g \log(P_t f P_{T-t} g) dm, \]
and the proof is based on computation of the second derivative of such function, see [32] for additional details.

3. Improved Ripani’s convexity: for any entropic-interpolation $(\mu_T^t)_{t \in [0, T]}$, with $\mu_0^T$ and $\mu_T^T$ smooth and compactly supported probability measures, the map
\[ t \ni [0, \infty) \mapsto \exp -\frac{1}{n} \left[ F(\mu_T^t) + \int_0^t |\text{grad}_{\mu_T^t} F|_{\mu_T^t}^2 ds \right] \] (47)
is concave.

In particular, from Eq. 32, we obtain for $t \in [0, T)$,
\[ \langle \text{grad}_{\mu_T^t} F, \dot{\mu}_T^t \rangle + |\text{grad}_{\mu_T^t} F|_{\mu_T^t}^2 = \int 2 P_t \Gamma \frac{(P_T \mu - g)}{P_T \mu} - L P_T \mu f dm \leq \frac{n}{T-t} \] (48)
A rigorous proof of the concavity of Eq. 47 is quite tricky. For an heuristic proof, it is enough to formally compute the second derivative of Eq. 47 and use the infinite dimensional version of Eq. 30. It will be discussed in a forthcoming paper. For the scope of this paper, we only need inequality Eq. 48 for which we can provide a direct proof. Again, there exist two positive smooth and compactly supported functions $f, g$ such that $\mu^T_t = P_t f P_{T-t} g m$, then

$$\nabla \mu^T_t F = \nabla \log (P_t f P_{T-t} g),$$

and

$$\dot{\mu}^T_t = \nabla \log P_{T-t} g - \nabla \log P_t f.$$

Then we obtain,

$$\langle \nabla \mu^T_t F, \dot{\mu}^T_t \rangle + \left| \nabla \mu^T_t F \right|^2_{\mu^T_t} = \int \left( \Gamma \left( \log (P_t f P_{T-t} g), \log \frac{P_{T-t} g}{P_t f} \right) + \Gamma \left( \log (P_t f P_{T-t} g) \right) \right) P_t f P_{T-t} g dm$$

$$= \int 2 P_t \frac{\Gamma (P_{T-t} g)}{P_{T-t} g} - L P_{T-t} g f dm.$$

The so-called Li-Yau inequality, proved for instance in [5] in the context of the $CD(0, n)$-condition, insures that for $t \in [0, T),$ $\Gamma (P_{T-t} g) \frac{L P_{T-t} g}{(P_{T-t} g)^2} \leq \frac{n}{2(T-t)},$

which implies Eq. 48.

### 4.3.2 Convergence of the Entropic Interpolation

In this subsection we follow exactly the line of reasoning adopted in the finite dimensional $(0, n)$-convex case. We first notice that the derivative of the cost in $T$ is exactly $-E_T(\mu, v)$.

**Proposition 4.5** [13] Let $\mu, v \in \mathcal{P}_2(N)$ be two absolutely continuous and compactly supported measures with smooth density w.r.t. $m$. Then for every $T > 0$

$$\frac{d}{dT} C_T(\mu, v) = -E_T(\mu, v).$$

Defining $\varphi^T_t := \dot{\mu}^T_t + \nabla \mu^T_t F = \dot{\mu}^T_t + \nabla \log (d\mu^T_t dm)$, combining the latter with Ripani convexity we obtain, exactly as in the finite dimensional case, the following result.

**Theorem 4.6** (Large time asymptotics for cost and energy) Let $\mu, v \in \mathcal{P}_2(N)$ be two compactly supported absolutely continuous measures with smooth positive densities w.r.t. $m$. For all $T > 1$, we denote by $(\mu^T_t)_{t \in (0, T)}$ the entropic interpolation from $\mu$ to $v$ and for $t \in (0, T)$ we define $\varphi^T_t := \dot{\mu}^T_t + \nabla \log (d\mu^T_t dm).$ Then for every $T > 0$ we have

$$-E_T(\mu, v) \leq \frac{2n}{T}, \quad C_T(\mu, v) \leq C_1(\mu, v) + 2n \log(T),$$

and for all $t \in (0, T)$ we have

$$|\varphi^T_t|^2_{\mu^T_t} \leq \frac{2 \mathcal{F}(v) - 2 \mathcal{F}(\mu) + C_1(\mu, v) + 2n \log(T)}{T-t}.$$ (49)
Now we can state the main result of this subsection. The proof is the exact analogous of Proposition 4.2 with the previous estimates.

**Theorem 4.7** (Convergence of the entropic interpolation under $CD(0, n)$) Let $\mu, \nu$ be two absolutely continuous and compactly supported measures with smooth density w.r.t. $m$. For all $T > 0$, $(\mu^T_t)_{t \in [0,T]}$ denotes the entropic interpolation from $\mu$ to $\nu$. Then for every $T > 1$ and $t \in (0, T)$ we have

$$W_2\left(\mu^T_t, P^*_t \mu\right) \leq 2\sqrt{2(F(\nu) - F(\mu)) + C_1(\mu, \nu) + 2n \log(T)} \left(\sqrt{T} - \sqrt{T - t}\right).$$

Furthermore for any $a > 1$, there exists a constant $C > 0$, such that for all $T \geq a$ and $t \in [0, a]$,

$$W_2\left(\mu^T_t, P^*_t \mu\right) \leq C \sqrt{\frac{n \log(T)}{T}}.$$

**Remark 4.8** • The findings of Theorem 4.7 may not be optimal. More precisely, they are not optimal for $\mathbb{R}^n$ equipped with the usual Laplacian operator as we will see in the next section. However, we do not know whether it is possible to improve on Theorem 4.7 assuming the $CD(0, n)$ condition only. The natural conjecture is that under the hypothesis of this section the convergence rate is $T^{-1}$, namely

$$W_2\left(\mu^T_t, P^*_t \mu\right) \leq \frac{C}{T}, \quad T > 0.$$

• The $CD(0, n)$ condition is not strong enough to imply that $m$ is a probability measure: if we were to add this assumption then, combining the results of [13] and the methods of this paper, we could obtain a better convergence rate of $T^{-1/2}$.

### 4.3.3 A Turnpike Estimate

Under the $CD(0, n)$ condition the following estimates for the Fisher information along the heat flow is well-known

$$\mathcal{I}_W(P^*_t(\mu)) = |\text{grad}_{p^*_t \mu} F|_{p^*_t(\mu)}^2 \leq \frac{n}{2t}, \quad \mu \in \mathcal{P}_2(\mathbb{N}), \ t > 0.$$

We can show an analogous estimate along the entropic interpolations. The proof is the exact analogous of the Theorem 3.8 by using the estimate Eq. 48.

**Theorem 4.9** Let $\mu, \nu \in \mathcal{P}_2(\mathbb{N})$ be two compactly supported absolutely continuous measures with smooth positive densities against $m$. Then for every $T > 0$ and $t \in (0, T)$ we have

$$|\text{grad}_{\mu^T_t} F|_{\mu^T_t}^2 = \mathcal{I}_W(\mu^T_t) \leq \frac{n}{2t} + \frac{n}{2(T - t)},$$

that is for every $T > 0$ and $\theta \in (0, 1)$

$$\mathcal{I}_W(\mu^T_{\theta T}) \leq \frac{n}{2T \theta (1 - \theta)}.$$
4.4 A Refined Study of the Euclidean Heat Semigroup in $\mathbb{R}^n$

In this subsection $(P_t)_{t \geq 0}$ is the usual heat semigroup in $\mathbb{R}^n$, in that case, $m$ is the Lebesgue measure in $\mathbb{R}^n$, and the density kernel is given by

$$p_t(x, y) = \frac{1}{(4\pi t)^{n/2}} e^{-\frac{|x-y|^2}{4t}}.$$ 

Recall that $(P_t)_{t \geq 0}$ verifies the $CD(0, n)$ curvature-dimension condition. In this setting we can improve some of the results of the former section relying on a different method that exploits $\Gamma_1$-convergence. The first step is to establish a $\Gamma_1$-convergence result analogous to the one recently proven in [13] under the hypothesis that $m$ is a probability measure. This hypothesis is clearly violated here. For the definition and basic properties of $\Gamma_1$-convergence we refer to [6]. For $T > 0$ we denote by $R^T_{0T}$ the positive measure,

$$dR^T_{0T}(x, y) = p_T(x, y)dm(x)dm(y).$$

A crucial observation here is that for all $T > 0$ we have $\text{supp}(f^T) = \text{supp}(\mu)$ and $\text{supp}(g^T) = \text{supp}(\nu)$. This follows from equation (8) at time $t = 0$ and $t = T$ and the basic properties of the heat semigroup. Let us now prove the announced $\Gamma_1$-convergence result.

**Theorem 4.10** ($\Gamma_1$-convergence of the Schrödinger problem) Let $\mu, \nu \in \mathcal{P}_2(\mathbb{R}^n)$ be compactly supported and absolutely continuous probability measures and $(T_k)_{k \geq 1}$ a diverging sequence. Then the sequence of functionals

$$H (\cdot | R^T_{0T_k}) - \frac{n}{2} \log (4\pi T_k)$$

defined on $\Pi(\mu, \nu)$, which we equip with the weak convergence topology, $\Gamma_1$-converge to the functional $H (\cdot | m \otimes m)$. In particular,

$$C_{T_k}(\mu, \nu) - 2n \log(4\pi T_k) \to 2\mathcal{F}(\mu) + 2\mathcal{F}(\nu).$$

After noticing that $H (\cdot | R^T_{0T_k}) - \frac{n}{2} \log (4\pi T_k)$ is a decreasing sequence of functionals, we could invoke [14, Prop 5.7] to obtain that the $\Gamma$-limit of the sequence is the lowersemicontinuous envelope of the pointwise limit $H (\cdot | m \otimes m)$. Since relative entropy is lowersemicontinuous in the weak topology, this argument proves Theorem 5.2. A direct proof can also be obtained rather easily working directly on the definition of $\Gamma_1$-convergence. Therefore, in the interest of being self contained and the for the reader's convenience, we decided to include it in this manuscript.

**Proof** Let $(T_k)_{k \geq 1}$ be a diverging sequence. We begin by proving the liminf inequality: consider $\gamma_k \to \gamma$ weakly and recall that

$$dR^T_{0T_k}(x, y) = \frac{1}{(4\pi T_k)^{n/2}} \exp \left( -\frac{|y - x|^2}{4T_k} \right),$$

which gives

$$H(\gamma_k | R^T_{0T_k}) = H(\gamma_k | m \otimes m) + \frac{1}{4T_k} \int |x - y|^2 d\gamma_k(x, y) + \frac{n}{2} \log(4\pi T_k).$$

The desired inequality follows by letting $k \to \infty$, the lowersemicontinuity of $H (\cdot | m \otimes m)$ and the fact that for all $k$, the marginals of $\gamma_k$ are $\mu$ and $\nu$, which admits a second moment. For the limsup inequality, it suffices to choose $\gamma_k \equiv \gamma$ as recovery sequence and argue as we
just did. Let us now move to the proof of Eq. 51. We first observe that the optimal coupling in
\[ \inf_{\gamma \in \Pi(\mu, \nu)} H(\gamma | m \otimes m) \]
is \( \mu \otimes \nu \). Indeed, \( \mu \otimes \nu = (\frac{dm}{dm} \times \frac{d\nu}{dm})(m \otimes m) \) is a transport plan between \( \mu \) and \( \nu \) which is also a \( f, g \)-transform of \( m \otimes m \) and such transport plans are optimal in the Schrödinger problem, see [35, Proposition 4.1.5]. Moreover it is easily checked that
\[ H(\mu \otimes \nu | m \otimes m) = F(\mu) + F(\nu). \]

Since \( \Pi(\mu, \nu) \) is weakly compact, using the basic properties of \( \Gamma - \)convergence we have the convergence of optimal values in Eq. 50, whence Eq. 51. □

**Remark 4.11** In the setting of this section the expansion of \( C_T(\mu, \nu) - 2n \log(4\pi T) \) can be improved to
\[ T(C_T(\mu, \nu) - 2n \log(4\pi T) - 2(F(\mu) + F(\nu))) \rightarrow \frac{1}{4} \int |x - y|^2 d\mu \otimes \nu(x, y). \]

Similar results have been obtained in [18], where the convergence of the so called Sinkhorn divergences towards MMD divergences is established.

Let us prove the announced convergence at speed \( 1/T \).

**Theorem 4.12** (Convergence of entropic interpolations in \( \mathbb{R}^n \)) Let \( \mu, \nu \in \mathcal{P}_2(\mathbb{R}^n) \) be two compactly supported absolutely continuous measures with smooth positive densities w.r.t. \( m \).

If \( (\mu^T_t)_{t \in [0, T]} \) is the entropic interpolation from \( \mu \) to \( \nu \) then for every \( T > 0 \) and \( t \in (0, T) \),
\[ \left| (T - t)^2 \left| \text{grad}_{\mu^T_t} \mathcal{F} + \mu^T_t \right|_{\mu^T_t}^2 - \int |x - \int y d\nu(y)|^2 dP^*_t \mu(x) \right| \rightarrow 0 \quad T \rightarrow +\infty. \quad (52) \]

Moreover, for every \( a > 0 \), there exists a constant \( C > 0 \) such that for every \( T > a \geq t \geq 0 \),
\[ W_2(\mu^T_t, P^*_t \mu) \leq C T^{-1}. \quad (53) \]

**Proof** Let \( (f^T, g^T) \) be two functions in \( L^\infty(m) \) such that for every \( t \in [0, T] \): \( \mu^T_t = P_t f^T P_{T-t} g^T dm \) and \( \|g^T\|_{L^1(m)} = 1 \). Observe that for all \( 0 \leq t \leq T \)
\[ \left| \text{grad}_{\mu^T_t} \mathcal{F} + \mu^T_t \right|_{\mu^T_t}^2 = 4 \int \Gamma \log P_{T-t} g^T d\mu^T_t. \]

Moreover \( \Gamma(\log P_{T-t} g^T) = \frac{\|\nabla P_{T-t} g^T\|^2}{\|P_{T-t} g^T\|^2} = \frac{P_{T-t} \|\nabla g^T\|^2}{\|P_{T-t} g^T\|^2} \) since \( \nabla P_{T-t} g^T = P_{T-t} (\nabla g^T) \) for the Euclidean heat semigroup. Hence we get,
\[ 2(T - t) \frac{P_{T-t} \nabla g^T(x)}{P_{T-t} g^T(x)} = 2(T - t) \frac{\nabla g^T(y) P_{T-t} y \delta(x, y) dm(y)}{\int \nabla g^T(y) P_{T-t} y \delta(x, y) dm(y)} \]
\[ = \frac{\int \nabla g^T(y)(x-y) P_{T-t} y \delta(x, y) dm(y)}{\int \nabla g^T(y) P_{T-t} y \delta(x, y) dm(y)} \]
\[ = \frac{\int \nabla g^T(y) P_{T-t} y \delta(x, y) dm(y)}{\int \nabla g^T(y) P_{T-t} y \delta(x, y) dm(y)}, \quad (54) \]

\( \square \) Springer
Next, we observe that a slight modification of Lemma 3.6 in [13] yields that $g^T \to \frac{d\nu}{dm}$ in $L^2(m)$ as $T \to \infty$. Using this convergence and that $\text{supp}(g^T) = \text{supp}(\nu)$ for all $T$, we obtain for any compact set $K \subset \mathbb{R}^n$,

$$\int g^T(y)e^{-\frac{|x-y|^2}{4(T-t)}}dm(y) \to 1, \quad \text{uniformly for } x \in K,$$

and

$$\int g^T(y)ye^{-\frac{|x-y|^2}{4(T-t)}}dm(y) \to \int yd\nu(y), \quad \text{uniformly for } x \in K.$$

Therefore, if we define $\theta_T(x) = \frac{\int g^T(y)yP_{T-t}(x,y)dm(y)}{\int g^T(y)p_{T-t}(x,y)dm(y)}$, we have

$$\theta_T(x) \to \int yd\nu(y) \quad \text{uniformly on compact sets.} \quad (55)$$

Moreover, using the fact that $\text{supp}(g^T) = \text{supp}(\nu)$, there exists a constant $C$ such that

$$\forall x \in \mathbb{R}^n, T \geq 1, \quad |\theta_T(x)| \leq C. \quad (56)$$

Therefore we have

$$\left|4(T-t)^2 \int \Gamma \log(P_{T-t}g^T)(x)\mu^T_T(x) - \int |x - \int yd\nu(y)|^2dP^*_t\mu(x)\right|$$

$$= \left|\int |x - \theta_T(x)|^2d\mu^T_T(x) - \int |x - \int yd\nu(y)|^2dP^*_t\mu(x)\right|$$

$$\leq \left|\int |x|^2d\mu^T_T(x) - \int |x|^2dP^*_t\mu(x)\right| + \left|\int |\theta_T(x)|^2d\mu^T_T(x) - \int yd\nu(y)|^2\right|$$

$$+ \left|\int 2\langle x, \theta_T(x)\rangle d\mu^T_T(x) - \int 2\langle x, \int yd\nu(y)\rangle dP^*_t\mu(x)\right|.$$

Since $\mu^T_T \overset{W_2}{\to} \mu^*_T$ by Theorem 4.7, the first term in the above display vanishes as $T \to +\infty$. Using Eq. 55, Eq. 56 and the fact the second moment of $\mu^T_T$ is uniformly bounded in $T$, we also obtain that the second term vanishes. The third term is bounded above by

$$\left|\int 2\langle x, \theta_T(x)\rangle d\mu^T_T(x) - \int 2\langle x, \int yd\nu(y)\rangle dP^*_t\mu(x)\right|$$

$$+ \left|\int 2\langle x, \int yd\nu(y)\rangle d\mu^T_T(x) - \int 2\langle x, \int yd\nu(y)\rangle dP^*_t\mu(x)\right|.$$

Using again $\mu^T_T \overset{W_2}{\to} \mu^*_T$ we get,

$$\left|\int 2\langle x, \int yd\nu(y)\rangle d\mu^T_T(x) - \int 2\langle x, \int yd\nu(y)\rangle dP^*_t\mu(x)\right| \to 0.$$

Moreover, for all $M > 0$ fixed we have from Eq. 55 that

$$\left|\int_{|x| \leq M} \langle x, \theta_T(x)\rangle - \int yd\nu(y)\rangle d\mu^T_T(x)\right| \to 0.$$

---

2The Lemma does not apply directly since $m$ is not a probability measure. Therefore hypothesis (H2) therein is violated. However, it is not difficult to see, that in the particular case of the heat semigroup on $\mathbb{R}^n$, we can remove this hypothesis. We omit the details here.
Moreover, by Cauchy Schwartz, Eq. 56 and Markov’s inequality,

$$\left| \int_{|x| \geq M} \langle x, \theta_T(x) \rangle - \int y d\nu(y) \rangle d\mu_T(x) \right| \leq \frac{2C}{M} \int |x|^2 d\mu_T(x).$$

Finally, observe that $\int |x|^2 d\mu_T(x)$ is uniformly bounded in $T$ by a constant $D$, we have obtained

$$\forall M > 0, \limsup_{T \to +\infty} \left| \int \langle x, \theta_T(x) \rangle - \int y d\nu(y) \rangle d\mu_T(x) \right| \leq \frac{2CD}{M},$$

from which the claim Eq. 52 follows. The remaining claim Eq. 53 is obtained by repeating the proof of Theorem 4.7 replacing Eq. 49 with the stronger bound Eq. 52. 

\[\square\]

**Appendix A: Details About the Examples**

**A.1 A (0, $n$)-convex Function**

To understand what happened in the $(0, n)$-convex case, let’s begin by an example on the real line. The prototypal $(0, 1)$-convex function is $F(x) = -\log x, x > 0$. This is a $(0, 1)$-convex function since $F'' = (F')^2$. Let $x, T > 0$, for simplicity we just treat the case where $x = y$. The gradient flow from $x > 0$, denoted by $(S_t(x))_{t \geq 0}$ is the solution of the ODE $\dot{X}_t = 1/X_t$ starting from $x$, hence for all $t > 0$, $S_t(x) = \sqrt{2t} + x^2$.

The Newton system associated is

$$\begin{cases}
\dot{X}_t = -\frac{1}{X_t^2}, \\
X_0 = X_T = x.
\end{cases}$$

Now $(X^T_t)_{t \in [0, T]}$ denote the entropic interpolation between $x$ and $x$. The conserved quantity is given by $E_T(x, x) = X^T_t - \frac{1}{X_t^2}$. Thus $|\dot{X}_t^T| = \sqrt{E_T(x, x) + F'(X^T_t)^2}$ and we can deduce that

$$\begin{cases}
\dot{X}_t^T = \sqrt{E_T(x, x) + F'(X^T_t)^2}, & t \in [0, T/2]; \\
\dot{X}_t^T = -\sqrt{E_T(x, x) + F'(X^T_t)^2}, & t \in (T/2, T].
\end{cases}$$

In this example we have enough information to compute explicitly the conserved quantity.

**Proposition A.1** For $T > 0$ and $x \in \mathbb{R}$, $E_T(x, x) = 2 - \frac{x^2 \sqrt{1 + T^2}}{T^2}$.

**Proof** By the continuity in $T/2$ of $(X^T_t)_{t \in [0, T]}$ we can deduce that $E_T(x, x) = -F'(X^T_{T/2})^2$. Notice that for all $t \in [0, T/2]$

$$\frac{X_t^T}{F'(X_t^T)} = \sqrt{1 + \frac{E_T(x, x)}{F'(X_t^T)^2}}$$

and

$$\frac{d}{dt} \frac{X_t^T}{F'(X_t^T)} = -\frac{F''(X_t^T)}{F'(X_t^T)^2} E_T(x, x) = -E_T(x, x).$$
By integration of this inequality we see that for every $t \in [0, T/2)$
\[
\sqrt{1 + \frac{E_T(x, x)}{F'(X_t^T)^2}} - \sqrt{1 + \frac{E_T(x, x)}{F'(x)^2}} = \frac{T E_T(x, x)}{2}.
\] (57)

When $t = T/2$ we get $\frac{T^2}{4} E_T(x, x)^2 - \frac{E_T(x, x)}{F'(x)^2} - 1 = 0$ and since $E_T(x, x) \leq 0$ we deduce that
\[
E_T(x, x) = \frac{-1}{F'(x)^2} - \sqrt{\frac{1}{F'(x)^4} + T^2} = \frac{-x^2 - \sqrt{x^4 + T^2}}{T^2/2}.
\]

Hence $E_T(x, x)$ is of order $1/T$ in this case. From Eq. 57, we can deduce an explicit formula for $X_t^T$.

**Proposition A.2** For $x \in \mathbb{R}$ and $T > 0$, the entropic interpolation from $x$ to $x$ is given by
\[
X_t^T = \sqrt{x^2 + t^2E_T(x, x)} + 2t\sqrt{1 + E_T(x, x)x^2}, \quad 0 \leq t \leq T.
\]
Furthermore $X_t^T \to S_t(x)$ when $T \to \infty$, more precisely
\[
X_t^T - S_t(x) \sim \frac{E_T(x, x)}{2} \frac{t + t^2x^2}{\sqrt{x^2 + 2t}},
\]
hence there exists a constant $C > 0$ such that $|X_t^T - S_t(x)| \sim \frac{C}{T}$.

In this particular case we can compute the cost in an explicit way.

**Proposition A.3** For every $x \in \mathbb{R}$, $C_T(x, x) \sim 2 \log(T)$.

**Proof** By the very definition of the cost,
\[
C_T(x, x) = \int_0^T \left( X_t^T \frac{t}{X_t^T} \right) dt = 2 \int_0^{T/2} \left( X_t^T \frac{1}{X_t^T} \right) dt
\]
\[
= 4 \int_0^{T/2} X_t^T \frac{1}{X_t^T} dt + 2 \int_0^{T/2} \left( \frac{1}{X_t^T} - X_t^T \right) dt
\]
\[
= 4 \int_0^{T/2} X_t^T \sqrt{1 + \frac{E_T(x, x)}{X_t^T}} - T E_T(x, x)
\]
\[
= \int \sqrt{-E_T(x, x)} \frac{1}{\sqrt{-t^2/v}} dv - T E_T(x, x).
\]
Hence, $C_T(x, x) \sim 2 \log(T)$.

**A.2 The Example of two Gaussians on $\mathbb{R}$**

This example take place on $\mathbb{R}$. This is a flat space of dimension one, that mean it verify the $CD(0, 1)$ condition. Recall that for $m \in \mathbb{R}$ and $\sigma > 0$ the normal law of expected value $m$ and variance $\sigma^2$ is the probability measure on $\mathbb{R}$ with density against the Lebesgue measure,
\[
\mathcal{N}(m, \sigma^2)(x) = \frac{1}{\sqrt{2\pi}\sigma^2} \exp \left( -\frac{(x - m)^2}{2\sigma^2} \right).
\]
In this case we know an expression for the heat semigroup, for \( f \in L^\infty(\mathbb{R}) \), we have
\[
\forall t > 0, \quad P_t f = \mathcal{N}(0, 2t) \ast f.
\]
Furthermore, for all \( m \in \mathbb{R} \) and \( \sigma, t > 0 \) we know that from elementary probability theory
\[
\mathcal{N}(0, 2t) \ast \mathcal{N}(m, \sigma^2) = \mathcal{N}(m, \sigma^2 + 2t).
\]
Thanks to all of these considerations we can make explicit calculus in this case. For simplicity here we are gonna consider the case of two centered gaussian measure, that is \( \sigma^2 = 1 \).

Let \( x_0, x_1 \in \mathbb{R}, \ T > 0, \mu = \mathcal{N}(x_0, 1) \) and \( \nu = \mathcal{N}(x_1, 1) \). We can solve explicitly the Schrödinger system
\[
\begin{aligned}
\mu &= f P_T g, \\
v &= g P_T f,
\end{aligned}
\]
by searching solutions of the form \( x \mapsto a \exp\left(-\frac{(x-b)^2}{2c^2}\right) \) with \( a, b, c \in \mathbb{R} \). We can make explicit computations to find two solutions given by for all \( x \in \mathbb{R} \)
\[
\begin{aligned}
f(x) &= \frac{1}{\sqrt{2\pi D_T^2}} \exp\left(-\frac{(x-D_T^2(D_T^2+2T)^2-D_T^2)(x_0-D_T^2(D_T^2+2T)^2-D_T^2)x_1)}{2D_T^2}\right), \\
g(x) &= \sqrt{D_T^2 + 2T} \exp\left(-\frac{(x-D_T^2(D_T^2+2T)^2-D_T^2)(x_1-D_T^2(D_T^2+2T)x_0))}{2D_T^2}\right),
\end{aligned}
\]
where the parameter \( D_T \) is given by \( D_T^2 = \sqrt{(T-1)^2 + 2T} - (T-1) \). Observe that \( f \) is the density of the normal law \( \mathcal{N}\left(D_T^2(D_T^2+2T)^2, (x_0-D_T^2(D_T^2+2T)^2-D_T^2)x_1\right) \), \( \mathcal{N}(x_0, D_T^2 + 2T) \). This is an arbitrary choice, because there is only unicity up to the trivial transform \( (f, g) \mapsto (cf, g/c) \) for some \( c \in \mathbb{R} \). From those expressions we can easily deduce a formula for the entropic interpolation \( \mu_T \) between \( \mu \) and \( \nu \), actually it’s a normal law \( \mathcal{N}(x_T, \sigma_T^2) \) where the parameter are given by
\[
\begin{aligned}
x_T &= \frac{T-1}{T} x_0 + \frac{T}{T} x_1, \\
\sigma_T^2 &= 1 + 2(1-T)D_T^2 + T.
\end{aligned}
\]
We want to quantify the convergence of \( \mu_T \) toward the gradient flow \( \left(P_t^*(\mu)\right)_{t \in [0,T]} \). The gradient flow is given by \( P_t^*(\mu) = P_t \left( \frac{d\mu}{dm} \right) dm = \mathcal{N}(x_0, D_T^2 + 2T) \). Actually the Wasserstein distance between two gaussian measures can be explicitly computed. Indeed let \( \mu = \mathcal{N}(m_0, \sigma_0^2) \) and \( \nu = \mathcal{N}(m_1, \sigma_1^2) \), the map \( T : x \mapsto \frac{\partial}{\partial_0} (x - m_0) + m_1 \) verify \( T \# \mu = \nu \), hence by Brenier theorem \( W_2^2(\mu, \nu) = \int |x - T(x)|^2 d\mu(x) \). From this expression and some easy computations we find
\[
W_2^2(\mu, \nu) = \left| \sigma_0 - \sigma_1 \right|^2 + \left| m_0 - m_1 \right|^2.
\]
For the detail and the extension to Gaussian vectors we refer to [31, Remark 2.31]. Hence we can compute explicitly the Wasserstein distance between the entropic interpolation and the gradient flow.

**Proposition A.4** In the notations of this subsection
\[
W_2^2 \left( \mu_T, P_t^* \mu \right) = \frac{T^2}{T_2} (x_0 - x_1)^2 + \left| \sqrt{\sigma_T^2} - \sqrt{2T + 1} \right|^2,
\]
and there exists a constant $C > 0$ such that $W_2^2(\mu_t^T, P_t^\star \mu) \sim \frac{C}{T^2}$.

The velocity of $(\mu_t^T)_{t \in [0,T]}$ is given by

$$\forall t \in [0, T], \forall x \in \mathbb{R}, \mu_t^T(x) = \frac{\sigma_t^T}{2\sigma_t^T} (x - x_t/T) + \frac{1}{T} (x_1 - x_0).$$

Now we have all the element we need to compute the conserved quantity, and the following proposition follow from basic integration.

**Proposition A.5** In the notations of this subsection we have the following equality for every $T > 0$,

$$E_T(\mu, \nu) := \left| \mu_t^T \right|^2_{\mu_t^T} - \left| \nabla \log (\mu_t^T) \right|^2_{\mu_t^T} = \frac{\sigma_t^T}{4\sigma_t^T} + \frac{1}{T^2} (x_1 - x_0)^2 - \frac{1}{\sigma_t^T}, 0 \leq t \leq T.$$

In particular we can take $t = T/2$ to find, $E_T(\mu, \nu) \sim T \to \infty \frac{(x_1 - x_0)^2}{T^2} - \frac{2}{T^2}$ and finally we get

$$C_T(\mu, \nu) \sim T \to \infty 2 \log(T).$$
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