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Abstract

We construct a singly generated subalgebra of $\mathcal{K}(\mathcal{H})$ which is non-amenable, yet is boundedly approximately contractible. The example embeds into a homogeneous von Neumann algebra. We also observe that there are singly generated, biflat subalgebras of finite Type I von Neumann algebras, which are not amenable (and hence are not isomorphic to $C^*$-algebras). Such an example can be used to show that a certain extension property for commutative operator algebras, which is shown in [3] to follow from amenability, does not necessarily imply amenability.
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1 Introduction

In his pioneering 1972 monograph [14], which formally introduced the notion of amenability for Banach algebras, Johnson observed that commutative $C^*$-algebras are amenable. The problem of characterizing the commutative, amenable operator algebras – that is, the norm-closed subalgebras of $\mathcal{B}(\mathcal{H})$, $\mathcal{H}$ a Hilbert space, which are amenable as Banach algebras – remains unsolved, even in the commutative case. There are some partial results which suggest that every commutative, amenable operator algebra is isomorphic as a Banach algebra to a commutative $C^*$-algebra: see recent work of Marcoux [15] and the present author [3].

Like many other concepts which have been much studied, amenability has spawned several weaker versions, some studied in more depth than others. In trying to assess the relative worth, importance or interest of these notions, there are two natural criteria to consider. Firstly, if a Banach algebra satisfies one of these weaker versions of amenability, does that tell us something about its internal structure (e.g. properties of its closed ideals) or about the behaviour of modules/representations of the algebra? Secondly, is there a good supply of examples which are non-amenable yet satisfy the weaker version?

It is this second question, in the context of operator algebras, which motivates the present note. We consider two of these weaker versions of amenability, namely bounded approximate contractibility and biflatness, in the context of commutative operator algebras. In each case, we construct an explicit example which satisfies that property, and is singly generated and semisimple, but is non-amenable; the boundedly approximately contractible example is contained in $\mathcal{K}(\mathcal{H})$. 
Our examples can be embedded inside finite von Neumann algebras of Type I (more precisely, inside countable products of matrix algebras). This shows that in the results of [3], one cannot replace amenability with biflatness, nor with bounded approximate contractibility. In passing, we take the opportunity to show that certain technical arguments from [3] have rather sensitive hypotheses. We remark that these examples therefore embed inside Type II\(_1\) algebras, since any finite Type I algebra with separable predual can be embedded into the hyperfinite II\(_1\) factor (J. Peterson, personal communication, [16]).

2 General preliminaries

We refer the reader to [2] for basics on Banach algebras, and to [2, §43] in particular for the basic definitions and characterizations of amenable Banach algebras.

The examples we will construct in this article are each generated by a countable set of pairwise-orthogonal idempotents. We note that this ensures they are singly generated as Banach algebras; this is a general fact, which is not restricted to the setting of subalgebras of \(B(H)\).

**Lemma 2.1.** Let \(A\) be a commutative Banach algebra generated by a countable set of pairwise-orthogonal idempotents. Then \(A\) is singly generated as a Banach algebra.

This is presumably a standard result, but for convenience, we provide a full proof, inspired by a similar argument in [1, Proposition 1.1] for certain subalgebras of \(B(H)\).

**Proof.** Enumerate the given set of idempotents as \((e_j)_{j \geq 1}\), and fix a strictly decreasing sequence of strictly positive reals \(\lambda_1 > \lambda_2 > \ldots\) with the property that \(\sum_{j \geq 1} \lambda_j \|e_j\| < \infty\). Set \(b = \sum_{j \geq 1} \lambda_j e_j\), and let \(B\) be the norm-closed subalgebra of \(A\) generated by \(b\). We claim that \(e_n \in B\) for all \(n \geq 1\), which will clearly imply \(B = A\) since \(A\) is generated by the set \(\{e_j : j \in \mathbb{N}\}\).

The proof is by strong induction on \(n\). We start by noting that for all \(r \in \mathbb{N}\), we have \(b^r = \sum_{j \geq 1} \lambda_j^r e_j\), the sum converging absolutely. As \(0 < \lambda_j \leq \lambda_2 < \lambda_1\) for all \(j \geq 2\), it follows that

\[
\|e_1 - (\lambda_1^{-1}b)^r\| \leq \sum_{j \geq 2} \left(\frac{\lambda_2}{\lambda_1}\right)^r \|e_j\| \leq \frac{1}{\lambda_1} \left(\frac{\lambda_2}{\lambda_1}\right)^{r-1} \sum_{j \geq 2} \lambda_j \|e_j\| \to 0 \quad \text{as} \quad r \to \infty.
\]

Thus \(e_1 \in B\), and so the claim holds for \(n = 1\).

Now suppose the claim holds for all \(n \in \{1, \ldots, m - 1\}\) for some \(m \geq 2\). Let

\[
b_m = b - \left(\sum_{j=1}^{m-1} \lambda_j e_j\right) = \sum_{j \geq m} \lambda_j e_j;
\]

by the inductive hypothesis, \(b_m \in B\). For all \(r \in \mathbb{N}\) we have \(b_m^r = \sum_{j \geq m} \lambda_j^r e_j\), the sum converging absolutely. As \(0 < \lambda_j \leq \lambda_{m+1} < \lambda_m\) for all \(j \geq m + 1\), a similar argument to the one used above shows that \(e_m = \lim_r (\lambda_m^{-r}b_m)^r \in B\). So the claim holds for \(n = m\), and this completes the inductive step. \(\square\)
If $A$ is a Banach algebra, isomorphic to a $C^*$-algebra, then the set of central idempotents in $A$ will be a bounded subset of $A$. (This is because the centre of a $C^*$-algebra is itself a commutative $C^*$-algebra, and hence all its non-zero idempotent elements have norm 1.) In particular, a commutative operator algebra which is isomorphic to a $C^*$-algebra will have uniformly bounded idempotents. Gifford observed that the same will be true for any amenable, commutative operator algebra. More precisely, we have the following result (in whose statement the prime denotes the commutant of a subset of $B(\mathcal{H})$).

**Theorem 2.2 (Gifford, [12])**. If $A$ is an amenable operator algebra, then the set of idempotents in $A'' \cap A'$ is norm-bounded.

Gifford actually proved something more general, namely that the conclusion of Theorem 2.2 holds whenever $A$ is an operator algebra with the so-called total reduction property. Since we shall not discuss the total reduction property in this article, we refer the reader to [12] for further details, and provide a more direct proof of Theorem 2.2 as follows.

**Proof.** Regard $A$ as a closed subalgebra of some $B(\mathcal{H})$. Since the unitization of an amenable Banach algebra is amenable, we may assume without loss of generality that $A$ contains the identity operator $I$.

Let $(\Delta_\alpha)$ be a bounded approximate diagonal for $A$. Define $T : A \otimes A \to B(B(\mathcal{H}))$ by $T(c \otimes d)(x) = cxd$, and let $E$ be a point-to-weak* cluster point of the net $T(\Delta_\alpha) \subset B(B(\mathcal{H}))$. As $(\Delta_\alpha)$ is a bounded approximate diagonal for $A$, it follows from routine estimates and convergence arguments that the following properties hold:

(i) $E(x) \in A'$ for all $x \in B(\mathcal{H})$;
(ii) $E(u) = u$ for all $u \in A'$;
(iii) $E(u x v) = u E(x) v$ for all $u, v \in A'$ and all $x \in B(\mathcal{H})$.

Let $e \in A'' \cap A'$ be an idempotent, and let $p$ be the orthogonal projection from $\mathcal{H}$ onto the closed subspace $e \mathcal{H}$. We have $e p = p$ and $p e = e$. Therefore,

$$E(p) = E(ep) = e E(p) \quad \text{(by (iii) and e \in A')}
= E(p) e \quad \text{(by (i) and e \in A'')}
= E(pe) \quad \text{(by (iii) and e \in A')}
= E(e)
= e \quad \text{(by (ii) and e \in A'}.

In particular, $\|e\| = \|E(p)\| \leq \|E\|$. Since $E$ is independent of the choice of $e$, we are done. ☐

**Remark 2.3.** The proof just given requires little background from the theory of amenability, but may seem somewhat unmotivated. For a more conceptual but less self-contained approach, the reader is encouraged to consult Gifford’s original article [12].

**Corollary 2.4.** Let $A$ be a commutative operator algebra which contains an unbounded family of idempotents. Then $A$ is not amenable.
3 BOUNDED APPROXIMATE CONTRACTIBILITY

In [9], Ghahramani and Loy began the systematic study of certain “approximate” versions of amenability. These have since been pursued in various directions by several different groups of authors; see [20] for an overview of some of the results to date.

In this article, we are only concerned with one such variant, which we now briefly describe. Given a Banach algebra $A$ and a Banach $A$-bimodule $X$ and $\xi \in X$, we denote by $\text{ad} \, \xi$ the inner derivation $a \mapsto a \cdot \xi - \xi \cdot a$.

**Definition 3.1.** A Banach algebra $A$ is **boundedly approximately contractible** if for each Banach $A$-bimodule $X$ and each continuous derivation $D : A \to X$, there exists a net $(\xi_i) \subset X$, not necessarily bounded, such that the net $(\text{ad} \, \xi_i)$ is norm bounded (as a subset of $B(A, X)$) and converges in the strong operator topology of $B(A, X)$ to $D$.

Note that since there are no non-zero inner derivations from a Banach algebra $A$ into a symmetric $A$-bimodule, every commutative, boundedly approximately contractible Banach algebra is weakly amenable.

**Definition 3.2.** Let $A$ be a Banach algebra, and let $\pi : A \otimes A \to A$ denote the linearized multiplication map. A **multiplier-bounded approximate diagonal** for $A$ is a net $(M_i) \subset A \otimes A$ such that

(i) for each $a \in A$, $\lim_i \|a\pi(\Delta_i) - a\| = 0$;

(ii) for each $a \in A$, $\lim_i \|a \cdot \Delta_i - \Delta_i \cdot a\| = 0$;

(iii) there exists a constant $C > 0$ such that $\sup_i \|a \cdot \Delta_i - \Delta_i \cdot a\| \leq C\|a\|$ for all $a \in A$.

**Lemma 3.3.** Let $A$ be a Banach algebra. Suppose there exists a net $(\Delta_i) \subset A \otimes A$ with the following properties:

(a) $\pi(\Delta_i)$ is a central, bounded approximate identity for $A$;

(b) $(\Delta_i)$ is a multiplier-bounded approximate diagonal for $A$.

Then $A$ is boundedly approximately contractible.

(One can weaken condition (a), but the proof becomes technically more demanding, and the version given here will be enough for our purposes.)

**Proof.** As observed in [3, Proposition 2.2], it suffices to show that the unitization $A^\sharp$ has a multiplier-bounded approximate diagonal. Let $u_i = \pi(\Delta_i)$, and define

$$M_i = 2\Delta_i - u_i \cdot \Delta_i + (1 - u_i) \otimes (1 - u_i).$$

We claim that $(M_i)$ is a multiplier-bounded approximate diagonal for $A^\sharp$.

Firstly, let $\pi^\sharp : A^\sharp \otimes A^\sharp \to A^\sharp$ be the product map, which clearly satisfies $\pi^\sharp|_{A \otimes A} = \pi$. Then, using the identity $\pi(u \cdot x) = u\pi(x)$ for all $u \in A$ and $x \in A \otimes A$, a direct calculation yields $\pi^\sharp(M_i) = 1$ for all $i$. So condition (i) of Definition 3.2 is satisfied.
Secondly, let \( K = \sup_i \|u_i\| < \infty \), and observe that as \((u_i)\) lies in the centre of \( A \), we have for each \( a \in A \)
\[
a \cdot M_i - M_i \cdot a = 2(a \cdot \Delta_i - \Delta_i \cdot a) - u_i \cdot (a \cdot \Delta_i - \Delta_i \cdot a) + (a - au_i) \otimes (1 - u_i) - (1 - u_i) \otimes (a - au_i).
\]
Hence for each \( a \in A \) and \( \lambda \in \mathbb{C} \),
\[
\| (a + \lambda 1) \cdot M_i - M_i \cdot (a + \lambda 1) \| = \| a \cdot M_i - M_i \cdot a \|
\leq (2 + K)\|a \cdot \Delta_i - \Delta_i \cdot a\| + 2(1 + K)\|a - au_i\|.
\]
Thus condition (ii) of Definition 3.2 is satisfied. Finally: by assumption, there exists \( C > 0 \) such that \( \|a \cdot \Delta_i - \Delta_i \cdot a\| \leq C\|a\| \) for all \( a \in A \). Hence,
\[
\sup_i \| (a + \lambda 1) \cdot M_i - M_i \cdot (a + \lambda 1) \| \leq (2 + K)C\|a\| + 2(1 + K)^2\|a\|
\leq ((2 + K)C + 2(1 + K)^2) \|a + \lambda 1\|.
\]
Thus condition (iii) of Definition 3.2 is satisfied. This completes the proof of the claim, and hence of the lemma.

To construct explicit examples, we use the following result. It is a slightly more abstract version of known results for Banach sequence algebras (cf. [10, Theorem 4.4] or [5, Corollary 3.5]), and it extends [10, Example 4.6], although our approach is slightly different from the argument there.

**Proposition 3.4.** Let \( A \) be a Banach algebra, containing a sequence \((e_n)_{n \geq 1}\) with the following properties:

(i) \( e_m e_n = e_{\min(m,n)} = e_n e_m \) for all \( m, n \in \mathbb{N} \);

(ii) the set \( \{e_n \ : \ n \in \mathbb{N}\} \) has dense linear span in \( A \);

(iii) there is a subsequence \( n(1) < n(2) < \ldots \) such that \((e_{n(j)})_{j \geq 1}\) is a bounded approximate identity for \( A \).

Then \( A \) is boundedly approximately contractible.

**Proof.** This is similar to the proof of [11 Theorem 6.1]. For \( n \geq 2 \), define
\[
\Delta_n = e_1 \otimes e_1 + \sum_{j=2}^{n} (e_j - e_{j-1}) \otimes (e_j - e_{j-1}).
\]
We then have the following identities:
\[
\pi(\Delta_n) = e_n \quad \text{for all } n; \tag{1}
\]
\[
a \cdot \Delta_n = \Delta_n \cdot a \quad \text{for all } n \text{ and all } a \in A. \tag{2}
\]
The identity (1) can be shown by direct calculation, using property (i). The identity (2) is true for \( a = e_m \) (\( m \) arbitrary); this is another direct calculation using (i), which is most easily done by treating the cases \( m \leq n \) and \( m > n \) separately. Hence, by linearity and continuity (using property (iii)), this identity holds for all \( a \in A \), as claimed.

It follows immediately from (1, 2) and property (iii) that:

(a) \( \pi(\Delta_{n(j)}) \) is a bounded approximate identity for \( A \); and

(b) the sequence \( (\Delta_{n(j)}) \) is a multiplier-bounded approximate diagonal for \( A \).

Therefore \( A \) is boundedly approximately contractible, by Lemma 3.3.

Remark 3.5. The proof of Proposition 3.4 shows slightly more, namely that \( A \) is not only boundedly approximately contractible, but also pseudo-contractible in the sense of (11). (There are pseudo-contractible Banach algebras which are not boundedly approximately contractible, and vice versa.)

Now, fix a Hilbert space \( \mathcal{H} \) and a strictly ascending chain of non-zero subspaces \( \mathcal{H}_1 \subset \mathcal{H}_2 \subset \mathcal{H}_3 \subset \ldots \); for each \( n \in \mathbb{N} \), let \( p_n \) be the orthogonal projection of \( \mathcal{H} \) onto \( \mathcal{H}_n \). For each \( k \in \mathbb{N} \), choose a bounded operator \( b_{2k} \in \mathcal{B}(\mathcal{H}_{2k+1} \ominus \mathcal{H}_{2k}, \mathcal{H}_{2k} \ominus \mathcal{H}_{2k-1}) \), such that \( \|b_{2k}\| \to \infty \) as \( k \to \infty \), and define a sequence \((e_n)_{n \geq 1} \subset \mathcal{B}(\mathcal{H})\) by

\[
e_{2k-1} := p_{2k-1} \quad \text{and} \quad e_{2k} := p_{2k} + b_{2k}(p_{2k+1} - p_{2k}) \quad \text{for} \quad k = 1, 2, \ldots
\]

Thus, in block matrix form,

\[
e_{2k-1} = \begin{bmatrix} I & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \end{bmatrix} \quad \text{and} \quad e_{2k} = \begin{bmatrix} I & 0 & 0 & 0 \\ 0 & I & b_{2k} & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \end{bmatrix}
\]

It is easily checked that for each \( n \), we have \( e_n^2 = e_n \) and \( e_ne_{n+1} = e_n = e_{n+1}e_n \) (consider the cases of odd and even \( n \) separately). The latter property implies, by induction, that \( e_me_n = e_{\min(m,n)}e_m = e_ne_m \) for all \( m, n \in \mathbb{N} \). Since \( \|e_{2k-1}\| = 1 \) for all \( k \), we see that the algebra \( \mathfrak{A} = \overline{\operatorname{span}}\{e_n : n \in \mathbb{N}\} \) satisfies the conditions of Proposition 3.3. Hence it is a boundedly approximately contractible Banach algebra. It is also singly generated, by Lemma 2.1. On the other hand, since

\[
\|e_{2k}\| \geq \|b_{2k}\| \to \infty \quad \text{as} \quad k \to \infty,
\]

\( \mathfrak{A} \) is non-amenable, by Corollary 2.4.

In particular, suppose that we take \( \mathcal{H} = \ell^2(\mathbb{Z}_+) \), with its standard o.n. basis \((\delta_n)_{n \geq 0}\), and define \( \mathcal{H}_k = \ell^2(\delta_0, \ldots, \delta_k) \), so that each \( b_{2j} \) is a scalar. Then since each idempotent \( e_n \) has finite rank, \( \mathfrak{A} \subset \mathcal{K}(\mathcal{H}) \); and \( \mathfrak{A} \) is singly generated, by Lemma 2.1. Using that lemma, we thus obtain an example of a compact operator on Hilbert space which generates a non-amenable, boundedly approximately contractible algebra. (We recall that by [19], a compact operator on Hilbert space generates an amenable algebra if and only if it is similar to a normal compact operator.)
Furthermore, it is clear that \( A \) is contained in the subalgebra of \( B(\ell^2(\mathbb{Z}_+)) \) formed by the block-diagonal matrices of block size 2, i.e. it embeds into the finite, homogeneous von Neumann algebra \( \ell^\infty(\mathbb{Z}_+) \otimes M_2 \). We finish this section by noting that one can obtain many examples with the same properties, by choosing different sequences \( (H_n) \) and \( (b_{2k}) \). It may be interesting to study how these different examples might differ in their finer structure, or share other common features beyond being boundedly approximately contractible, singly and compactly generated, etc.

4 Biflatness

The notion of a biflat Banach algebra is due to Helemskiï. It should be emphasized that it is not an ad hoc weakening of amenability, obtained by randomly omitting certain conditions and “seeing what happens”. Rather, it is linked to the notion of (homologically) flat Banach modules over a given Banach algebra, which is itself a key concept in Helemskiï’s versions of Ext and Tor in the Banach algebraic setting.

That said, we shall not concern ourselves with the deeper homological implications of biflatness, and we will not give the original homological definition. For that, the reader should consult [13]. Instead, we take the following, well known characterization of biflatness as a working definition.

**Lemma 4.1** (see [13, Exercise VII.2.8]). A Banach algebra \( A \) is biflat if and only if there exists a continuous, linear \( A \)-bimodule map \( \sigma : A \to (A \hat{\otimes} A)^{**} \) such that \( \pi^{**}\sigma = \kappa_A \), the natural embedding \( A \to A^{**} \).

It is easy to see, from this characterization, that:

(i) every amenable Banach algebra is biflat (if \( M \subset (A \hat{\otimes} A)^{**} \) is a virtual diagonal for \( A \), define \( \sigma(a) = a \cdot M \));

(ii) a biflat Banach algebra with a bounded approximate identity is amenable (if \( (u_i) \) is a BAI for \( A \), let \( M \) be any \( w^* \)-cluster point in \( (A \hat{\otimes} A)^{**} \) of the net \( \sigma(u_i) \)).

**Remark 4.2.** Biflat Banach algebras are simplicially trivial, i.e. if \( A \) is biflat then the continuous Hochschild cohomology groups \( H^n(A, A^*) \) vanish for all \( n \geq 1 \). In particular, biflat algebras are weakly amenable.

Let \( A \) denote the Banach algebra obtained by equipping \( \ell^1 \) with pointwise multiplication. \( A \) is a standard example of a commutative, semisimple, biflat Banach algebra that has no bounded approximate identity, and hence is non-amenable. Moreover, by Lemma 2.11 it is singly generated as a Banach algebra.

It turns out that there is a continuous algebra homomorphism \( \theta : A \to B(H) \) whose range is closed, so that \( \theta(A) \) is a singly generated, biflat operator algebra. Moreover, given such an embedding \( \theta \), one can construct an embedding of \( A \) as a closed subalgebra of a finite, Type I von Neumann algebra. (The basic idea is as follows. If \( (e_n) \) denotes the standard unit basis of \( A = \ell^1 \), let \( A_n = \text{lin}(e_1, \ldots, e_n) \), observe that \( \theta|_{A_n} \) can be viewed as a representation of \( A_n \).
on a finite-dimensional Hilbert space, and then take the direct product of the representations \( \theta \pi_n \) where \( \pi_n : A \to A_n \) is the obvious truncation homomorphism.\( \)

The existence of a map \( \theta \) with these properties can be shown by combining the following two results: \( A \) is a \( Q \)-algebra in the sense of Varopoulos (proved independently by Davie \( \cite{6} \) and Varopoulos \( \cite{18} \), see also Example 18.3 and Theorem 18.7 in \( \cite{8} \)); and every \( Q \)-algebra is isomorphic to some closed subalgebra of \( B(\mathcal{H}) \) (this is a theorem of Cole; see \( \cite{2, \S50} \) or \( \cite{8, \text{Theorem 18.8}} \)). This approach is somewhat indirect, and does not seem to give an explicit description of an embedding. It is therefore desirable to have an explicit construction of an embedding of \( A \) as a closed subalgebra of a product of matrix algebras. This can be done with the following construction, which was shown to me by M. de la Salle \( \cite{7} \), and is included here with his kind permission. The presentation here is paraphrased slightly from his original wording. It seems likely that similar embeddings were known previously, but I was unable to find an explicit description in the literature.

**Lemma 4.3.** Consider the Hilbert space \( \ell^2(\mathbb{N} \cup \{\alpha, \omega\}) \), where \( \alpha \) and \( \omega \) are formal symbols. There exists a sequence of rank-one idempotents \( (E_n)_{n \geq 1} \subset B(\ell^2(\mathbb{N} \cup \{\alpha, \omega\})) \), with the following properties:

(i) \( \|E_n\| \leq 3 \) for all \( n \);

(ii) \( E_j E_k = 0 \) whenever \( j \neq k \);

(iii) for each \( n \), \( \text{ran}(E_n) \) and \( \text{ran}(E_n^*) \) are both contained in \( \text{lin}(e_\alpha, e_\omega, e_n) \);

(iv) \( \| \sum_j a_j E_j \| \geq | \sum_j a_j | \) for any \( a \in c_0 \).

**Proof (de la Salle, personal communication).** Let \( e_\alpha, e_\omega, e_1, e_2, \ldots \) denote the standard basis vectors, and for each \( n \in \mathbb{N} \) put \( x_n = e_\omega + e_\alpha + e_n \), \( y_n = e_\omega - e_\alpha + e_n \). Define \( E_n \) by taking \( E_n(\xi) = y_n(\xi, x_n) \). Clearly each \( E_n \) is a rank-one operator; direct calculation shows that \( E_n^2 = E_n \). Properties (i)–(iii) are also easily verified, and (iv) follows from observing that \( (E_n e_\omega, e_\omega) = 1 \).}\( \)

**Constructing the desired embedding.** Let \( \mathcal{F} \) denote the family of finite, non-empty subsets of \( \mathbb{N} \). For each \( F \in \mathcal{F} \) let \( M_{F \cup \{\alpha, \omega\}} \) be the algebra of square matrices indexed by \( F \cup \{\alpha, \omega\} \), given the usual \( (C^*\text{-algebra}) \) norm; then if \( j \in F \) we can identify \( E_j \) and \( E_j^* \) with elements of \( M_{F \cup \{\alpha, \omega\}} \).

Let \( \mathcal{M} \) be the finite, Type I von Neumann algebra \( \prod_{F \in \mathcal{F}} M_{F \cup \{\alpha, \omega\}} \) – we remark that this has separable predual, since \( \mathcal{F} \) is countable – and define \( \phi : A \to \mathcal{M} \) by

\[
\phi(\delta_j)_F = \begin{cases} 
0 & \text{if } j \notin F \\
E_j & \text{if } j \in F 
\end{cases}
\]

(3)\( \)

Clearly \( \phi \) is bounded linear with \( \|\phi\| \leq \sup_j \|E_j\| \leq 3 \), and since

\[
\phi(\delta_j)\phi(\delta_k)_F = \begin{cases} 
\phi(\delta_j) & \text{if } j = k, \\
0 & \text{if } j \neq k, 
\end{cases}
\]
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it follows by continuity that \( \phi \) is an algebra homomorphism. To see that \( \phi \) is bounded below, we use the estimate

\[
\sup_{F \in \mathcal{F}} |\sum_{j \in F} a_j| \geq \frac{1}{\pi} \|a\|_1.
\]  

(4)

(This can be found as [17, Lemma 6.3]. An earlier version of this paper had a weaker estimate, with \( 4 \) instead of \( \pi \); my thanks to the referee for providing a reference for the sharper estimate.)

We then have, for each \( a \in A \),

\[
\|\phi(a)\| = \sup_{F \in \mathcal{F}} \|\phi(a)_F\| = \sup_{F \in \mathcal{F}} \|\sum_{j \in F} a_j \phi(\delta_j)_F\|
\]

\[
= \sup_{F \in \mathcal{F}} \|\sum_{j \in F} a_j E_j\|
\]

\[
\geq \sup_{F \in \mathcal{F}} \sum_{j \in F} |a_j| \quad \text{(by Proposition 4.3(iv))}
\]

\[
\geq \frac{1}{\pi} \|a\|_1 \quad \text{(by the inequality (4))}.
\]

Thus \( \phi \) has closed range, as required.

5 An extension result

As previously mentioned: it has been asked if every amenable commutative subalgebra \( \mathfrak{A} \subseteq \mathcal{B}(\mathcal{H}) \) is isomorphic to a commutative C*-algebra, which is equivalent to asking if the Gelfand transform \( \mathcal{G}_\mathfrak{A} : \mathfrak{A} \to C_0(\Phi_\mathfrak{A}) \) is an isomorphism of Banach algebras. The answer is positive if \( \mathfrak{A} \) is contained in a finite von Neumann algebra \( \mathcal{M} \). A key part of the proof of this in [3] is the following technical result.

**Proposition 5.1.** Let \( \mathcal{M} \) be a von Neumann algebra with a faithful, finite, normal trace \( \tau \), and let \( \mathfrak{A} \subseteq \mathcal{M} \) be a closed subalgebra which is commutative and amenable. Let \( \Phi_\mathfrak{A} \) denote the character space of \( \mathfrak{A} \), and let \( \mathcal{G}_\mathfrak{A} : \mathfrak{A} \to C_0(\Phi_\mathfrak{A}) \) denote the Gelfand transform. Then \( \mathcal{G}_\mathfrak{A} \) is injective with dense range, and there is a bounded linear map \( \theta : C_0(\Phi_\mathfrak{A}) \to L^1(\mathcal{M}, \tau) \) which extends the inclusion \( \mathfrak{A} \to \mathcal{M} \), in the sense that the diagram

\[
\begin{array}{ccc}
\mathfrak{A} & \xrightarrow{\text{inclusion}} & \mathcal{M} \\
\vspace{0.5em} \mathcal{G}_\mathfrak{A} \downarrow & & \downarrow \text{inclusion} \\
C_0(\Phi_\mathfrak{A}) & \xrightarrow{\theta} & L^1(\mathcal{M}, \tau)
\end{array}
\]  

(5)

commutes. Here, \( L^1(\mathcal{M}, \tau) \) denotes the completion of \( \mathcal{M} \) with respect to the norm \( \|x\|_{L^1(\tau)} = \sup\{||\tau(xy)|| : y \in \mathcal{M}, \|y\| \leq 1\} \).

One might wonder if the converse of this proposition holds, perhaps with the addition of some side-conditions on \( \mathfrak{A} \). More precisely:
QUESTION. Let \( \mathcal{M} \) be as in Proposition 5.1 and let \( \mathfrak{A} \subseteq \mathcal{M} \) be a closed subalgebra, such that

(i) \( G_{\mathfrak{A}} : \mathfrak{A} \to C_0(\Phi_{\mathfrak{A}}) \) is injective with dense range;

(ii) there exists a bounded linear map \( \theta : C_0(\Phi_{\mathfrak{A}}) \to L^1(\mathcal{M}, \tau) \) making the diagram commute.

If \( \mathfrak{A} \) furthermore satisfies some weak version of amenability, must it automatically be amenable?

If we take “weak version of amenability” to be biflatness (and therefore, anything strictly weaker than biflatness), then the answer is negative. Our example will be the algebra \( \mathfrak{A} \) obtained as an embedding of \( \ell^1 \). Let \( \phi \) be the embedding constructed in (3), and let \( G_{\mathfrak{A}} : \mathfrak{A} \to c_0(\mathbb{N}) \) be the Gelfand transform (which is just the usual injection from \( \ell^1(\mathbb{N}) \) into \( c_0(\mathbb{N}) \)).

**Proposition 5.2.** Let \( \tau \) be a faithful, normal, finite, tracial state \( \tau \) on \( \mathcal{M} \). Then

\[
\| \phi(a) \|_{L^1(\tau)} \leq 3 \| a \|_{\infty} \quad \text{for all } a \in \ell^1(\mathbb{N}).
\]

Hence there is a bounded linear map \( \theta : c_0(\mathbb{N}) \to L^1(\tau) \) which makes the diagram commute.

**Proof.** By normality, any such trace \( \tau \) is determined by its values on each summand \( M_{F \cup \{\alpha, \omega\}} \), and therefore must have the form

\[
\tau(x) = \sum_{F \in \mathcal{F}} \lambda_F \text{Tr}(x_F) \quad (x \in \mathcal{M}),
\]

where the family \( (\lambda_F)_{F \in \mathcal{F}} \) is strictly positive and absolutely summable with \( \sum_{F \in \mathcal{F}} \lambda_F = 1 \), and where \( \text{Tr} \) denotes the normalized trace on \( M_{F \cup \{\alpha, \omega\}} \). Hence

\[
\| y \|_{L^1(\tau)} = \sum_{F \in \mathcal{F}} \frac{\lambda_F}{|F| + 2} \| y_F \|_{(1)} \quad (y \in \mathcal{M}),
\]

where \( \| \cdot \|_{(1)} \) denotes the usual, unnormalized Schatten 1-norm on matrices.

It suffices to prove the inequality (6); the rest is routine. So, let \( a \in c_{00}(\mathbb{N}) \). Then

\[
\| \phi(a) \|_{L^1(\tau)} = \sum_{F \in \mathcal{F}} \frac{\lambda_F}{|F| + 2} \| \phi(a)_F \|_{(1)} \leq \sup_{F \in \mathcal{F}} \frac{1}{|F| + 2} \| \phi(a)_F \|_{(1)}
\]

\[
= \sup_{F \in \mathcal{F}} \frac{1}{|F| + 2} \left\| \sum_{j \in F} a_j E_j \right\|_{(1)}
\]

\[
\leq \| a \|_{\infty} \sup_{F \in \mathcal{F}} \frac{1}{|F| + 2} \sum_{j \in F} \| E_j \|_{(1)}
\]

Since each \( E_j \) is a rank-one operator, \( \| E_j \|_{(1)} = \| E_j \| \leq 3 \), and the desired inequality (6) now follows.
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