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Abstract

We continue our study of initial-value problems for fully nonlinear systems exhibiting strong or weak defects of hyperbolicity. We prove that, regardless of the initial Sobolev regularity, the initial-value problem has no local $H^s$ solutions, for $s > s_0 + d/2$, if the principal symbol has a strong, or even weak, defect of hyperbolicity, and the purely imaginary eigenvalues of the principal symbol are semi-simple and have constant multiplicity. The index $s_0 > 0$ depends on the severity of the defect of hyperbolicity. These results recover and extend previous work from G. Métivier [Remarks on the well posedness of the nonlinear Cauchy problem, 2005], N.Lerner, Y. Morimoto, C.-J. Xu [Instability of the Cauchy-Kovalevskaya solution for a class of non-linear systems, 2010] and N. Lerner, T. Nguyen, B. Texier, The onset of instability in first-order systems, 2018.

1 Introduction

We continue our study, initiated in [12], of initial-value problems for fully nonlinear systems exhibiting strong or weak defects of hyperbolicity. Our setting is the same as in [12]: we consider initial-value problems in $\mathbb{R}^d$:

$$
\partial_t u + F(t, x, u, \partial_x u) = 0, \quad u_{|t=0} = u_0 \in H^s(\mathbb{R}^d)
$$

where $t \geq 0$ and $d \geq 1$. The map $F$ is smooth in its arguments $t \in \mathbb{R}_+, x \in \mathbb{R}^d, u \in \mathbb{R}^N$ and $v \in \mathbb{R}^{Nd}$, and takes values in $\mathbb{R}^N$. The principal symbol is defined as

$$
A(t, x, u, v, \xi) := \xi \cdot \partial_t F(t, x, u, v) = \sum_{1 \leq j \leq d} \xi_j \partial_{\xi_j} F(t, x, u, v) \in \mathbb{R}^{N \times N}.
$$

We prove that the initial-value problem has no Sobolev solutions in $H^s(\mathbb{R}^d)$, for $s > s_0 + d/2$, if the principal symbol $A$ has a strong, or even weak, defect of hyperbolicity,
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and the purely imaginary eigenvalues of $A$ have constant multiplicity. The integer $s_0 \in \mathbb{N}$ depends on the severity of the defect of hyperbolicity. The results hold regardless of the initial Sobolev regularity.

Theorem 1 below recovers an ellipticity result of G. Métivier [3]. Theorem 2 below continues our study of weak defects of hyperbolicity, which builds on work of N. Lerner, Y. Morimoto, and C.-J. Xu, [10], and N. Lerner, T. Nguyen and B. Texier [11].

Both ill-posedness theorems in this article rely on and extend the ill-posedness results of our previous article [12].

2 Assumptions and results

2.1 Elliptic systems

Assumption 2.1. For some $(x^0, \xi^0) \in \mathbb{R}^d \times \mathbb{S}^{d-1}$, some $(u^0, v^0) \in \mathbb{R}^N \times \mathbb{R}^{Nd}$:

(i) The spectrum of the principal symbol $A(0, x^0, u^0, v^0, \xi^0)$ defined in (1.2) is not entirely contained in $\mathbb{R}$.

(ii) For all $\xi \in \mathbb{S}^{d-1}$, the real eigenvalues of $A(0, x^0, u^0, v^0, \xi)$ are semi-simple and have constant multiplicity.

The above assumption implies non-existence of Sobolev solutions to the initial-value problem (1.1), in the following sense:

Theorem 1. Under Assumption 2.1, for any $s > 2 + d/2$, any $\sigma > 0$, for some $u_{in} \in H^\sigma(\mathbb{R}^d)$, there is no $T > 0$ and no ball $B_{x^0}$ centered at $x^0$ such that the initial-value problem (1.1) has a solution in $C^0([0, T], H^s(B_{x^0}))$.

Theorem 1 in [12] states that under Assumption 2.1(i), the initial-value problem (1.1) has no solution if $1 + d/2 < s \leq \sigma < s + (s - 1 - d/2)$. We see here that the above bound on the initial regularity index $\sigma$ can be removed under the condition formulated in Assumption 2.1(ii), if in addition the lower bound on $s$ is strengthened to $s > 2 + d/2$. Note that condition (ii) in Assumption 2.1 is global in $\xi \in \mathbb{S}^{d-1}$.

The proof of Theorem 1 given in Section 3 below, shows that under Assumption 2.2 a posited solution $u$ to the initial-value problem (1.1) with a priori regularity $H^s$ is in fact $H^{s'}$ over a small time interval, with $s' > s$. Indeed: by Assumption 2.1 we may decompose the para-linearized system based on (1.1) into hyperbolic, positive elliptic, and negative elliptic subsystems. For the hyperbolic subsystem, associated with purely imaginary eigenvalues of the principal symbol evaluated along the posited solution, the initial regularity is propagated. For the positive elliptic equations, associated with eigenvalues of the principal symbol with positive real parts, we observe a forward-in-time regularization effect, and for the negative elliptic equations, we observe symmetrically a backward-in-time regularization effect. Iterating the argument showing a gain of regularity, we arrive at a contradiction with Theorem 1 from [12]. This disproves the existence of sufficiently regular Sobolev solutions to the initial-value problem (1.1).
As mentioned in [12], we view the extension of Theorem 1 to Gevrey spaces as an important future development. It was our main motivation in writing out a detailed version of Métivier’s proof. The work of B. Morisse [5, 6, 7] tackles well-posedness issues in Gevrey spaces.

2.2 Transition to ellipticity

We extend here Theorem 2 from [12]. We let $P$ be the characteristic polynomial of $A$ evaluated at $u(t, x)$:

$$P(t, x, \xi, \lambda) = \det (A(t, x, u(t, x), \partial_x u(t, x), \xi) - \lambda \Id).$$

By the equation (1.1), the Taylor expansion at $t = 0$ of $P$ depends on $F$ and the initial datum $u_{in}$. Given $U$ an open set in $\mathbb{R}^d \times S^{d-1}$, we denote $S_U$ the spectrum at $t = 0$ above $U$:

$$S_U := \{(x, \xi, \lambda) \in U \times \mathbb{C}, \quad P(0, x, \xi, \lambda) = 0\}.$$

The following assumption, based on Hypothesis 1.5 from [11], describes pairs of eigenvalues coalescing and branching out of the real axis at $t = 0$, in a $C^1$ fashion:

**Assumption 2.2.** We assume

(i) initial hyperbolicity: for some open set $U$, we have $\omega = (x, \xi, \lambda) \in S_U$ only if $\lambda \in i\mathbb{R}$.

(ii) For all $\xi \in S^{d-1}$, the real eigenvalues of $A(0, x^0, u^0, v^0, \xi)$ are semi-simple and have constant multiplicity.

(iii) Existence of double eigenvalues: For some $\omega^0 = (x^0, \xi^0, \lambda^0) \in S_U$, we have $\partial_\lambda P(0, \omega^0) = 0$.

(iv) $C^1$ bifurcations of the spectrum away from $\mathbb{R}$: for any $\xi \in S^{d-1}$, given any $\lambda \in \mathbb{R}$ such that $\omega = (x^0, \xi^0, \lambda^0) \in S_U$ and $\partial_\lambda P(0, \omega) = 0$, we have:

$$\left\{ \begin{array}{l}
\partial_t P(0, \omega') = 0, \quad \partial_\lambda P(0, \omega') = 0, \quad \text{for all } \omega' \text{ near } \omega \text{ in } S_U, \\
\left(\partial^2_{\lambda \omega} P(0, \omega)\right)^2 < \left(\partial^2_t P\partial^2_\omega P\right)(0, \omega), \end{array} \right.$$  

**Theorem 2.** Under Assumption 2.1, for any $s > 4 + 3d/2$, any $\sigma > 0$, for some $u_{in} \in H^\sigma(\mathbb{R}^d)$, there is no $T > 0$ and no ball $B_{x^0}$ centered at $x^0$ such that the initial-value problem (1.1) has a solution in $C^0([0, T], H^\sigma(B_{x^0}))$.

The proof of Theorem 2 given in Section 4 shows a regularization effect and then invokes Theorem 2 from [12]. The regularization effect is here degenerate in time, since under Assumption 2.2, the real parts of the eigenvalues of the principal symbol evaluated along the posited solution are $O(t)$.

In Theorem 2, the condition on $s$ can be read as $s - 1 - d/2 > 3 + d$; we need indeed for a posited solution $u$ that $(u, \partial_x u)$ belongs to $W^{3+d, \infty}$, where $3 + d$ is the number of derivatives that comes in the Gårding inequality (as per, for instance, the proof of Theorem 1.1.26 in [9]). Remark 4.1 expounds on this issue.

We refer to [11] for examples of systems and data satisfying Assumption 2.2.
Theorem 1 from [12] applies if $s > (\sigma + 1 + d/2)/2$.
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Figure 1: The proof of Theorem 1 shows that if a solution to (1.1) is in $H^s$, then on a smaller time interval that solution actually belongs to $H^{s+\rho(s)}$, with $\rho$ given by the thick line on the above picture, in accordance with (3.1). Theorem 1 from [12] states that no solution exists in $H^s$ if $s > (\sigma + 1 + d/2)/2$. In particular, since $s > 2 + d/2$, we may assume $\sigma > \min(3 + d/2, s)$. Given an initial regularity count $s > 2 + d/2$, observing that $\rho$ is positive and non-decreasing in $[s, (\sigma + 1 + d/2)/2)$, we see that after applying the regularizing argument a finite number of times we obtain a regularity count that is greater than $(\sigma + 1 + d/2)/2$, so that Theorem 1 from [12] applies.

### 3 Proof of Theorem 1: strong defects of hyperbolicity

By contradiction, we assume existence of $T > 0$, a neighborhood $B_{x_0}$ of $x_0$ and $u \in C^0([0, T], H^s(B_{x_0}))$ such that $u$ solves the initial-value problem (1.1). We identify $u$ with a map defined in all of $\mathbb{R}^d$ via an extension operator $H^s(B_{x_0}) \to H^s(\mathbb{R}^d)$.

If $\sigma < s + (s - 1 - d/2)$, then Theorem 1 from [12] applies, and asserts that there is no solution to the initial-value problem (1.1). Thus we may assume $\sigma \geq s + (s - 1 - d/2)$. In particular, since $s > 2 + d/2$, this implies $\sigma \geq 3 + d/2$.

The proof goes as follows: first we prove that the posited solution actually belongs to $H^{s+\rho(s)}$ with

\begin{equation}
\rho(s) = \min(\sigma - s, s - 2 - d/2, 1/2) > 0
\end{equation}

over a smaller time interval $[0, T']$, with $T' < T$.

We may use the argument again, so that the solution has regularity $s + \rho(s) + \rho(s+\rho(s))$, over some $[0, T'']$, with $T'' < T'$. Since $\rho$ is positive and non-decreasing in $s$ over the relevant $s$ domain (see Figure 1) after a finite number of steps we find that the solution has Sobolev regularity strictly greater than $(\sigma + 1 + d/2)/2$, over a small but non-trivial time interval, at which point Theorem 1 from [12] brings a contradiction.
3.1 Paralinerization

Our first step is to para-linearize the system. Since $u$ belongs to $H^s$ for $t \in [0, T]$, we have (see for instance Theorem 5.2.4 in [4]):

$$(3.2) \quad F(t, x, u, \partial_x u) = T_{\partial_t F(u, \partial_t u)}u + T_{\partial_3 F(u, \partial_3 u)}\partial_x u + R_{\text{para}},$$

with $R_{\text{para}} \in L^\infty([0, T], H^{2(s-1)-d/2}(\mathbb{R}^d))$.

Above in (3.2), $T_a$ refers to the para-product of $b$ by $a$, and $\partial_3 F$ refers to the partial derivative of $F$ with respect to its third ($u$) argument.

We now use notation $\text{op}(a) = T_a$ to denote the para-differential operator with symbol $a$ (see Appendix [A]). We denote $\tilde{A}$ the perturbation of the principal symbol $A$ defined by

$$\tilde{A} := \partial_3 F + i\xi \cdot \partial_1 F.$$

Thus (3.2) takes the form

$$F(t, x, u, \partial_x u) = \text{op}(\tilde{A})u + R_{\text{para}}.$$

3.2 Localization in a cone in phase space

Under Assumption 2.1 all frequencies $\xi \in \mathbb{S}^{d-1}$ are such that $A(0, x^0, u^0, v^0, \xi)$ has non-real eigenvalues. Indeed, the set of all $\xi$ such that $A(0, x^0, u^0, v^0, \xi)$ has only real eigenvalues is open by condition (ii) in Assumption 2.1 and closed by continuity of the eigenvalues. Thus it is empty, by condition (i) in Assumption 2.1 and connectedness of the sphere.

We single out a frequency $\xi^0 \in \mathbb{S}^{d-1}$, and localize in $(x, \xi)$ in a cone that contains $(x^0, \xi^0) \in \mathbb{R}^d \times \mathbb{S}^{d-1}$, where $x^0 \in \mathbb{R}^d$ is put forward in Assumption 2.1. In this view, let $U_{x^0}$ be a small neighborhood of $x^0$, and localize in $(x, \xi)$.

Thus (3.2) becomes

$$F(t, x, u, \partial_x u) = \text{op}(\tilde{A})u + R_{\text{para}},$$

where $R_{\text{para}}$ is defined by

$$R_{\text{para}} \in L^\infty([0, T], H^{2(s-1)-d/2}(\mathbb{R}^d)),$$

with $R_{\text{para}}$ being the para-product of $b$ by $a$, and $\partial_3 F$ referring to the partial derivative of $F$ with respect to its third ($u$) argument.

We may choose $\psi$ to be another smooth cut-off, supported in $\Omega$ and identically equal to 1 in yet another, smaller truncated cone.

We let

$$(3.3) \quad v = \text{op}(\psi)u,$$

so that the initial-value problem in $v$ is

$$(3.4) \quad \partial_t v + \text{op}(\tilde{A})v = f, \quad v(0) = \text{op}(\psi)u_{\text{in}},$$

where

$$(3.5) \quad f = \text{op}(\psi)R_{\text{para}} - [\text{op}(\psi), \text{op}(\tilde{A})]u.$$
We observe that the operator in (3.4) is further localized, up to a remainder. Indeed, we have
\[ \text{op}(\tilde{A})v = \text{op}(\psi^\sharp \tilde{A})v - f_1, \]
where
\[ f_1 := \text{op}(\tilde{A})(\text{op}(\psi^\sharp)\text{op}(\psi) - \text{op}(\psi))u + (\text{op}(\psi^\sharp \tilde{A}) - \text{op}(\tilde{A})\text{op}(\psi^\sharp))v. \]

Above, the cut-off \( \psi^\sharp \) is defined similarly to \( \psi \), on a bigger cone \( \Omega^\sharp \supset \Omega \), and identically equal to 1 on \( \Omega \), so that \( (1 - \psi^\sharp)\psi \equiv 0 \). (The cone \( \Omega^\sharp \) is defined just like \( \Omega \), above, in terms of neighborhoods \( U_{x_0}^{\sharp} \) of \( x_0 \) and \( V_{\xi_0}^{\sharp} \) of \( \xi_0 \), and a radius \( 0 < r^\sharp < r \). Conditions bearing on \( \Omega^\sharp \) will be formulated in Section 3.3 and Lemma 3.1.) We let \( g = f + f_1 \), and the initial-value problem in \( v \) now appears as
\[ \partial_t v + \text{op}(\psi^\sharp \tilde{A})v = g, \quad v(0) = \text{op}(\psi)u_{in}. \]

### 3.3 Projections

If \( T \) and the support of \( \psi^\sharp \) are small enough, meaning \( r^\sharp \) large enough and \( U_{x_0}^{\sharp} \subset \mathbb{R}^d \) and \( V_{\xi_0}^{\sharp} \subset S^{d-1} \) small enough, then \( \tilde{A}(t, x, \xi) \) is a small perturbation of \( A(t, x, \xi) \). By symmetry (eigenvalues out of \( i\mathbb{R} \) occur in pairs) and continuity of the spectrum (see for instance Proposition 1.1 in [13]), the spectrum of \( \psi^\sharp \tilde{A} \) then satisfies Assumption 2.1, for all \( t \leq T \) and all \( (x, \xi) \). We suppose that these conditions bearing on \( T \) and \( \psi^\sharp \) are satisfied in the following.

We decompose the spectrum into “hyperbolic” eigenvalues that belong to \( i\mathbb{R} \), “negative elliptic” eigenvalues which have a negative real part, and “positive elliptic” eigenvalues, which have a positive real part.

The sum of the corresponding generalized eigenspaces are denoted \( H, E_-, \) and \( E_+ \), so that
\[ \mathbb{C}^N = H(t, x, \xi) + E_-(t, x, \xi) + E_+(t, x, \xi), \]
for all \( t \leq T \) and \( (x, \xi) \) in the support of \( \psi \). We denote \( P_H, P_-, P_+ \) the associated eigen-projectors. By spectral separation, the projectors are pointwise as smooth as the solution, thus belong to \( C^{(s-1-d/2),s-1-d/2-[s-1-d/2]} \) (see Appendix A for notation on symbols and pseudo-differential operators). The associated components of the unknown \( v \) are
\[ v_H := \text{op}(\psi^\flat P_H)v, \quad v_{\pm} = \text{op}(\psi^\flat P_{\pm})v, \]
where we recall that \( \psi^\flat \) is a cut-off with a smaller support than \( \psi \), so that \( (1 - \psi)\psi^\flat \equiv 0 \). We denote
\[ M_H := \psi^\sharp P_H \tilde{A}, \quad M_{\pm} := \psi^\sharp P_{\pm} \tilde{A}. \]
The subsystems in \( v_H, v_- \) and \( v_+ \) are
\[ \partial_t v_\ast + \text{op}(M_\ast)v_\ast = g_\ast + R_\ast v, \quad \ast \in \{H, -, +\}, \]
6
In particular, the norm \( \| \psi P_* \|_{H^{s'}} \) is finite, uniformly in time (here we used the symbolic norms introduced in Appendix A), so that, by (A.1), the norm \( \| \psi \partial_t P_* \|_{H^{s''}} \) is bounded in time.
The other term in $R_\ast$ is the difference $\text{op}(\psi^b P_\ast)\text{op}(\psi^b A) - \text{op}(M_\ast)\text{op}(\psi^b P_\ast)$. We observe that $\psi^b P_\ast \psi^b A - M_\ast \psi^b P_\ast = 0$. Thus
\begin{equation}
\text{op}(\psi^b P_\ast)\text{op}(\psi^b A) - \text{op}(M_\ast)\text{op}(\psi^b P_\ast)
\end{equation}
(3.13)
\begin{equation} 
= (-i)\text{op}\left( \partial_\xi (\psi^b P_\ast)\partial_\xi (\psi^b A) - \partial_\xi M_\ast \partial_\xi \psi^b P_\ast \right) + R_{s-1-d/2}(\psi^b P_\ast, \psi^b A) - R_{s-1-d/2}(M_\ast, \psi^b P_\ast),
\end{equation}
using notation for remainders introduced in Appendix A. In the first line of the above right-hand side, we find a symbol that belongs to $C^{s-2-d/2, s-2-d/2}[0, T]$ since $s-2 > d/2$, the corresponding operator is $H^{s'} \to H^{s''}$ bounded, uniformly in time over the compact $[0, T]$. In the second line, we find a remainder that enjoys the bound (3.3) with $m_1 + m_2 = 1$, so that the remainder is order $1 - (s-1-d/2) < 0$. In particular, it is $H^{s'} \to H^{s''}$ bounded.

3.4 The positive elliptic subsystem: forward-in-time propagation

Consider the elliptic subsystem associated with eigenvalues with positive real parts, that is \[ (3.9) \] with $\ast = +$:
\begin{equation}
\partial_t v_\ast + \text{op}(M_\ast) v_\ast = g_\ast + R_\ast v, \quad v_\ast(0) = \text{op}(\psi^b P_\ast)\text{op}(\psi) u_{\text{in}}.
\end{equation}

The solution $v_\ast$ to (3.14) is regularized as it is propagated forward in time:

**Proposition 3.1.** If the supports of $\psi$ and $\psi^b$ are small enough and far enough from 0, and $T > 0$ is small enough, we have $v_\ast(t) \in C^0([0, T], H^{s+\rho}(\mathbb{R}^d)) \cap L^2([0, T], H^{s+\rho+1/2}(\mathbb{R}^d)).$

Recall that $\rho$ is introduced in (3.1). In the above statement of Proposition 3.1 the conditions on the supports mean $U_{\xi_0}^\sharp$ and $V_{\xi_0}^\sharp$ small enough, and the radius $r^d$ large enough. See Section 3.2 for the definition of $\Omega$ and $\Omega^\sharp$.

**Proof.** 1. **Spectral bound.** By Assumption 2.1, choice of the initial datum $u_{\text{in}}$, and definition of the spectral projection $P_\ast$, the spectrum of $M_\ast$ at $(x^0, \xi^0)$ has positive real part. By continuity, if the support of $\psi$ is chosen to be far away from 0, so that $\tilde{A}$ is a small perturbation of $A$, we have a lower bound
\begin{equation}
\Re M_\ast \geq \gamma |\xi| > 0,
\end{equation}
in a whole conic (in $\xi$) region near $(x^0, \xi^0)$, for $t \in [0, T]$, if $T$ is small enough. We may assume that the support $\Omega^\sharp$ was chosen small enough so that (3.15) holds in the whole domain $\Omega^\sharp$. In (3.15), $\Re M_\ast = (M_\ast + M_\ast^*)/2$ denotes the symmetric part of the matrix $M_\ast$.

2. **Regularization.** Let $j_\varepsilon$ be a regularizing kernel $j_\varepsilon : \mathbb{R}^d \to \mathbb{R}_+$, such that
\[ \|f - j_\varepsilon \ast f\|_{L^\infty} \lesssim \varepsilon \|f\|_{W^{1, \infty}}, \quad \text{for all } f \in W^{1, \infty}. \]
Appendix A): Spatial derivatives of $M$

Above, the exponent is $\kappa$ (3.19) 1

In particular,

From (3.16) we deduce first that the spectral bound (3.15) holds as well for $M^\varepsilon_+$ (up to an $O(\varepsilon)$ change in $\gamma_+$), and second (via (A.1)) the bound

$$\|M^\varepsilon_+\|_{H^{s'+1} \rightarrow H^s} \lesssim \varepsilon, \quad \text{for all } s'.$$

Spatial derivatives of $M^\varepsilon_+$ are stiff in $\varepsilon$ (below, we use symbolic norms $\| \cdot \|_{m,k,k'}$ defined in Appendix A):

$$\|M^\varepsilon_+\|_{1,k,k'} \lesssim \varepsilon^{-(k-1)}.$$ 

Above, the exponent is $k - 1$ and not $k$ since the argument $(u, \partial_x u)$ of $M^\varepsilon_+$ belongs to $W^{1,\infty}$.

3. The $L^2$ estimate. In a next step, we apply $JD_x^{s+\rho}$ to the equation then perform an $L^2$ estimate. Here $J$ is the regularizing operator $J = (1 + \delta D)^{2-(1+\rho)/2} \in S^{-(1+\rho)}$, which depends on $\delta > 0$. We let $w = JD^{s+\rho}v_+ \in H^1$ and observe that $w$ satisfies

$$\partial_t w + \text{op}(M_+) w = JD^{s+\rho}(g_+ + R_v v) + \Gamma v_+, \quad \Gamma := [\text{op}(M_+), JD^{s+\rho}].$$

In particular, $\partial_t w \in L^2$, and we have

$$\frac{1}{2} \Re \partial_t (\|w\|_{L^2}^2) + \gamma \Re (\text{op}(\xi|\psi^\varepsilon|w, w)_{L^2} + \Re (\text{op}(M^\varepsilon_+ - \gamma \xi|\psi^\varepsilon|w, w)_{L^2} = \Re f,$$

with

$$f = (\text{op}(M^\varepsilon_+ - M_+)w, w)_{L^2} + (JD_x^{s+\rho}(g_+ + R_v v), w)_{L^2} + (\Gamma v_+, w)_{L^2} =: \sum_{1 \leq j \leq 3} f_j.$$ 

Consider first the left-hand side of (3.19). Since $w$ is defined in terms of $v_+$, which is defined in terms of $\psi^\varepsilon$, the truncation $\psi^\varepsilon$ does not contribute much to $\text{op}(\xi|\psi^\varepsilon|w)$. That is,

$$\text{op}(\xi|\psi^\varepsilon|w) = |D|w + \tilde{w},$$

with

$$\tilde{w} := R_1(\psi^\varepsilon J|\xi|^{s+\rho}, \psi^\varepsilon P_+)v - R_1(|\xi|, J|\xi|^{s+\rho} \psi^\varepsilon P_+)v - |D|R_1(\psi^\varepsilon J|\xi|^{s+\rho}, \psi^\varepsilon P_+)v,$$

and for fixed $\delta > 0$, we have $\tilde{w} \in L^\infty H^1$. Thus the left hand side of (3.19) is

$$\frac{1}{2} \Re \partial_t (\|w\|_{L^2}^2) + \gamma \|D\|^{1/2} w^2_{L^2} + \gamma \Re (\tilde{w}, w)_{L^2} + \Re (\text{op}(M^\varepsilon_+ - \gamma \xi|\psi|w, w)_{L^2}.$$

4. Gårding’s inequality. We bound the contribution of $M^\varepsilon_+$ to (3.20) with Gårding’s inequality. First we compare $\text{op}(M^\varepsilon_+)$ to the associated pseudo-differential operator:

$$\|(\text{op}(M^\varepsilon_+) - \text{pdo}(M^\varepsilon_+))w\|_{L^2} \lesssim C(M_+)\|w\|_{L^2}.$$
The (3.21) estimate follows from Remark A.4 (and Proposition A.3 and its proof) in [12], based on the results of [8]. Above, $C(M_+)$ is

$$C(M_+)=\sup_{|\beta|\leq2|d/2|+2, \xi\in\mathbb{R}^d} \langle\xi\rangle^{1-1}\|\partial_\xi^\beta((1-\tilde{\phi}_0(D_x))M_+)\|_{\mathcal{H}^{1+d/2}}$$

$$+\|(1-\tilde{\phi}_0(D_x))\phi_0(2^{-N_0}D_x)M_+\|_{1,1+|d/2|,1+|d/2|},$$

where $\tilde{\phi}_0$ and $\phi_0$ are low-frequency cut-offs, and $N_0 \geq 3$. Since $(u, \partial_x u) \in H^{s-1}$, with $s-1 > 1 + d/2$, the first term in $C_+$ is finite, uniformly in $t$:

$$\langle\xi\rangle^{1-1}\|\partial_\xi^\beta((1-\tilde{\phi}_0(D_x))M_+)\|_{\mathcal{H}^{1+d/2}} \lesssim \sup_{t\in[0,T]} C(||(u, \partial_x u)(t)\|_{L^\infty})||u,\partial_x u(t)||_{\mathcal{H}^{1+d/2}} < \infty.$$

The second term in $C(M_+)$ is a sup norm involving $(x, \xi)$ derivatives of $M_+$ (see the definition of symbolic norms in Appendix A). This term is finite too, since the inverse Fourier transform of the smooth frequency cut-off $(1-\phi_0(\xi))\phi_0(2^{-N_0}\xi)$ belongs to the Schwartz class, so that its derivatives belong to $L^1$:

$$\|(1-\tilde{\phi}_0(D_x))\phi_0(2^{-N_0}D_x)M_+(.,\xi)\|_{1,1+|d/2|,1+|d/2|} \lesssim \sup_{t\in[0,T]} C(||(u, \partial_x u)(t)\|_{L^\infty}) < \infty.$$

By the spectral lower bound (3.15) and Gårding’s inequality:

$$\Re \langle \text{pdo}(M_+^2 - \gamma|\xi|^2)\psi, w \rangle_{L^2} + \|M_+^2\|_{1,d_*,d_*} \|w\|_{L^2} \geq 0,$$

where $d_*$ is an integer which depends on the space dimension. (The proof of Theorem 1.1.26 in [9] shows that it is possible to take $d_* = 3 + d$. We do not need a precise value for $d_*$ here, as we will simply choose $\varepsilon$ to be small enough later on.) By (3.18), this implies

$$\Re \langle \text{pdo}(M_+^2 - \gamma_+|\xi|^2)\psi, w \rangle_{L^2} + C\varepsilon^{-d_*-1} \|w\|_{L^2}^2 \geq 0,$$

for some $C > 0$ which does not depend on $\varepsilon$. All bounds in this fourth step do not involve $J$, hence do not depend on $\delta$.

5. Remainder bounds. There are seven remainder terms: the four terms in $f$, defined in step 3, the term in $\tilde{w}$ also defined in step 3, and the Gårding remainder and the para- to pseudo- remainder from step 4.

Only $w$ is involved in the terms $f_1$, $f_2$, $f_3$, and in both remainders from step 4. By (3.17), we have $|f_1| \lesssim \|w\|^2_{L^2}$. By Lemma 3.1, we have

$$|f_2| \leq \|D^{-\rho} JD^{s+\rho}(g_+ + R_+ v)\|_{L^2} \|D^\rho w\|_{L^2} \lesssim \|v\|_{H^{s}} \|D^\rho w\|_{L^2},$$

uniformly in $\delta$. Taken together, the remainders from step 4 contribute at most $(C(M_+) + C\varepsilon^{-d_*-1}) \|w\|_{L^2}^2$, where $C > 0$ does not depend on $\varepsilon, \delta$.

We turn to $f_3$, defined in step 3. We have

$$\Re \langle \text{pdo}(M_+), JD^{s+\rho}v_+, w \rangle_{L^2} \leq \|D^{-\rho} \text{pdo}(M_+), JD^{s+\rho}v_+\|_{L^2} \|D^\rho w\|_{L^2}.$$
By (A.2),
\[ D^{-\rho}[\text{op}(M_+), JD^{s+\rho}] = D^{-\rho}R_1(M_+, J|\xi|^{s+\rho}) - D^{-\rho}R_1(J|\xi|^{s+\rho}, M_+), \]
and, by (A.3),
\[ \|D^{-\rho}R_1(M_+, J|\xi|^{s+\rho})v_+\|_{L^2} \leq \|R_1(M_+, J|\xi|^{s+\rho})v_+\|_{H^{-\rho}} \lesssim \|v_+\|_{H^s}, \]
unusually in \(\delta\), since \(J\) and its (frequency) derivatives are bounded unusually in \(\delta, \xi\). The other remainder \(R_1(\ldots, \ldots)\) above is handled identically. Thus
\[ |f_3| \lesssim \|D^\rho w\|_{L^2}\|v_+\|_{H^s}, \]
unusually in \(\varepsilon\) and \(\delta\).

The dot product \((\tilde{w}, w)_{L^2}\) remains. All three terms in \(\tilde{w}\) are similar, so that we will focus on the first. It is handled just like the commutator involving \(M_+\) in \(f_1:\)
\[ |(R_1(\psi^\rho, J|\xi|^{1+s+\rho}, \psi^\rho P_+)v, w)_{L^2}| \leq \|D^{-\rho}R_1(\psi^\rho, J|\xi|^{1+s+\rho}, \psi^\rho P_+)v\|_{L^2}\|D^\rho w\|_{L^2}, \]
and, by (A.3),
\[ \|D^{-\rho}R_1(\psi^\rho, J|\xi|^{1+s+\rho}, \psi^\rho P_+)v\|_{L^2} \lesssim \|v\|_{H^s}, \]
unusually in \(\delta\). Thus
\[ |(\tilde{w}, w)_{L^2}| \lesssim \|v\|_{H^s}\|D^\rho w\|_{L^2}. \]

6. Bound in \(L^2 H^{s+\rho+1/2}\). Summing up, we obtain
\[
\frac{1}{2} \text{Re} \frac{\partial}{\partial t}(\|w\|^2_{L^2}) + \frac{\gamma}{2} \|D|^{1/2} w\|^2_{L^2} \leq C\left(\varepsilon \|w\|^2_{H^1/2} + \|v\|_{H^s} \|w\|_{H^\rho} + \left(1 + \varepsilon^{-(d_+ - 1)}\right)\|w\|^2_{L^2} + \|w\|^2_{L^2}\right).
\]
Up to a constant, the terms in the above right-hand side can be absorbed into the \(\gamma \|D|^{1/2} w\|^2_{L^2}\) term in the left-hand side. Indeed, we have, using \(\rho \leq 1/2,\)
\[ \varepsilon \|w\|^2_{H^1/2} + \|v\|_{H^s} \|w\|_{H^\rho} \leq (\varepsilon + \zeta) \|w\|^2_{H^1/2} + \frac{1}{4\zeta} \|w\|^2_{H^s}, \]
and
\[ \|w\|^2_{H^1/2} \leq 2\|v_+\|^2_{L^2} + \|D|^{1/2} w\|^2_{L^2}, \]
so that
\[ \varepsilon \|w\|^2_{H^1/2} + \|v\|_{H^s} \|w\|_{H^\rho} \leq (2\varepsilon + 2\zeta + \frac{1}{4\zeta})\|v_+\|^2_{H^s} + (\varepsilon + \zeta)\|D|^{1/2} w\|^2_{L^2}. \]
We now choose \(\varepsilon\) and \(\zeta\) so that \(C(\varepsilon + \zeta) \leq \gamma/2\), where \(C\) is the constant that appears in the right-hand side of (3.22). This constant depends only on \(F\), the datum, and the spatial dimension \(d\). Then, the estimate (3.22) becomes
\[
\frac{1}{2} \text{Re} \frac{\partial}{\partial t}(\|w\|^2_{L^2}) + \frac{\gamma}{2} \|D|^{1/2} w\|^2_{L^2} \leq C(1 + \varepsilon^{-(d_+ - 1)})\|w\|^2_{L^2} + C_{\varepsilon, \zeta}(1 + \|v_+\|^2_{H^s}),
\]
for some $C_{\varepsilon, \zeta} > 0$. Since the $H^s$ norm of $v_+$ is bounded over $[0, T]$, this implies, by Gronwall,

$$
|w(t)|_{L^2}^2 \lesssim C(\varepsilon, T, \|v_+\|_{L^2([0, T], H^s)}^2),
$$

Using (3.23) again, and denoting $w_\delta = w$, we see now that the sequence $(w_\delta)_{\delta > 0}$ is bounded in the Banach space $L^2([0, T], H^{1/2})$. Up to a subsequence, $w_\delta$ thus converges weakly in $L^2([0, T], H^{1/2})$. Besides, $w_\delta$ converges in the sense of distributions to $D^{s+\rho}v_+$. This proves $v_+ \in L^2([0, T], H^{s+\rho+1/2})$.

7. Conclusion. From $v_+ \in L^2 H^{s+\rho+1/2}$ and the equation in $v_+$, we deduce that $\partial_t v_+ \in L^2 H^{s+\rho-1/2}$. Thus $v_+ \in C_0 H^{s+\rho}$, which concludes the proof. \hfill \Box

### 3.5 The negative elliptic subsystem: backward-in-time propagation

Consider the elliptic subsystem associated with eigenvalues with negative real parts, that is (3.9) with $\star = -$:

$$
\partial_t v_+ + \text{op}(M_-)v_+ = g_- + R_- v, \quad v_- (0) = \text{op}(\psi \beta P_-)\text{op}(\psi)u_{in}.
$$

The unknown $v_-$ is regularized as it is propagated backward in time:

**Proposition 3.2.** Under the assumptions of Proposition 3.1, given $0 < T_- < T$, we have $v_-(t) \in C_0([0, T_1], H^{s+\min(1/2, s-2-d/2)}(\mathbb{R}^d)) \cap L^2([0, T_1], H^{s+\min(1/2, s-2-d/2)+1/2}(\mathbb{R}^d))$.

**Proof.** Let $T_1$ such that $0 < T_- < T_1 < T$, and

$$
v_{\text{bwd}}(t) = v_-(T_1 - t), \quad t \in [0, T_1],
$$

so that $v_{\text{bwd}} \in C_0([0, T_1], H^s(\mathbb{R}^d))$ solves

$$
\begin{aligned}
\partial_t v_{\text{bwd}} &= \text{op}(M_-(T_1 - t))v_{\text{bwd}} - g_-(T_1 - t) - R_-(T_1 - t)v(T_1 - t), \\
v_{\text{bwd}}(0) &= v(T_1).
\end{aligned}
$$

By Assumption 2.1, choice of the initial datum $u_{in}$, and definition of the spectral projection $P_-$, the spectrum of $M_-$ at $(x^0, \xi^0)$ has negative real part. By reality of $F$ and the datum, the spectrum of $A$ is symmetric with respect to the imaginary axis, so that the real part of the spectrum of $M_-$ is the opposite of the real part of the spectrum of $M_+$. Thus under the conditions of Proposition 3.1, we have

$$
(3.24) \quad \Re M_-(T_1 - t) \leq -\gamma|\xi| < 0, \quad \text{for } (x, \xi) \in \Omega^s, \text{ and } t \in [0, T_2].
$$

We may now repeat the arguments of the proof of Proposition 3.1. The only significant change is the fact that $M_-$ is now on the right-hand side of the equation. The sign change for $g_-$ and $R_-$, and the evaluation at $T_2 - t$ rather than $t$ do not matter: indeed, in the course of Proposition 3.1, these terms are bounded uniformly in time.

From (3.24), we deduce, by Gårding’s inequality,

$$
\Re (\text{pdo}(M_-^*(T_1 - t) + \gamma|\xi|\psi)z, z)_{L^2} \leq C(\varepsilon)\|z\|_{L^2}^2,
$$

and we deduce from Proposition 3.2. the result.
for all \( z \in L^2(\mathbb{R}^d) \), where \( M^z \) is a regularized symbol (see the proof of Proposition 3.1).

We now differentiate the equation in \( v_{bwd} \) and perform an \( L^2 \) estimate. Here a difference with Proposition 3.1 appears: the datum for \( v_{bwd} \) belongs to \( H^s \), not \( H^s \). Thus we let \( w_- := J_- D^s v_{bwd} \), with \( J_- := (1 + \delta |D|^2)^{-1/2} \), and for \( w_- \) we find, with the above Gårding inequality, the \( L^2 \) estimate

\[
\frac{1}{2} \partial_t (\|w_-\|^2_{L^2}) + \gamma \|D\|^{1/2} w_- \|_{L^2}^2 \leq C(\varepsilon) \|w_\varepsilon\|^2_{L^2} + \text{other error terms},
\]

and the “other error terms”, above, are bounded in exactly the same way as the error terms in the proof of Proposition 3.1. This implies a bound analogous to (3.23):

\[
\frac{1}{2} \partial_t (\|w_\varepsilon\|^2_{L^2}) + \gamma \|D\|^{1/2} w_- \|_{L^2}^2 \leq C(1 + \varepsilon^{-d/2, 1/2}) \|w_\varepsilon\|^2_{L^2} + C_\epsilon (1 + \|v\|^2_{H^s}),
\]

where the constant \( C \) is independent of \( \varepsilon \) and \( \delta \). We conclude as in the proof of Proposition 3.1 that \( v_{bwd} \in C^0([0, T_1], H^s) \cap L^2([0, T_1], H^{s+1/2}) \). (Here we used the arguments of Proposition 3.1 with \( \rho_- := \min(s - s, s - 2 - d/2) = 0 \), since the datum has regularity \( H^s \).

Thus for almost all \( t \in [0, T_1] \), we have \( v_{bwd}(t) \in H^{s+1/2} \). Let \( T_2 \in (0, T_1 - T_-) \) be such a time. We may repeat the above argument with the initial-value problem starting at \( T_2 \) with \( v_{bwd} \), and find that \( v_{bwd} \in C^0([0, T_2], H^{s+\min(s-2-d/2, 1/2)} \cap L^2([0, T_2], H^{s+\min(s-2-d/2, 1/2) + 1/2}) \).

(Here, we used the arguments of Proposition 3.1 with \( \rho_- = \min(s+1/2-s, s-2-d/2, 1/2) = \min(s-2-d/2, 1/2), \) since the datum has regularity \( s + 1/2 \).) By definition of \( v_{bwd} \) at the beginning of this proof, this implies the same regularity for \( v_- \) over the time interval \([0, T_-]\), and the result.

\[\square\]

### 3.6 The hyperbolic subsystem

Consider the hyperbolic subsystem associated with purely imaginary eigenvalues, that is (3.9) with \( \ast = H \):

\[
(3.25) \quad \partial_t v_H + \text{op}(M_H) v_H = g_H + R_H v, \quad v_H(0) = \text{op}(\psi^* P_H) \text{op}(\psi) u_n.
\]

By Assumption 2.1, the purely imaginary eigenvalues of \( A \) at \( (0, \omega^0) \) are semi-simple and have constant multiplicity. This implies existence of a symmetrizer for (3.14). As a consequence, in short time the regularity of the solution \( v_H \) is the minimum of the regularities of the datum and source:

**Proposition 3.3.** Under the conditions of Proposition 3.1, for some \( 0 < T_H \leq T \), we have \( v_H \in C^0([0, T_H], H^{s+\rho}(\mathbb{R}^d)) \), where \( \rho \) is defined in (3.11).

**Proof.** 1. **Spectral decomposition.** The eigenvalues of \( M_H \) at \( (0, \omega^0) \) are semi-simple and have constant multiplicity. As a consequence, the branches of eigenvalues \( i\lambda_j \in i\mathbb{R} \) of \( M_H \) and the corresponding eigenprojectors \( P_j \) are locally as regular as \( (u, \partial_x u) \), and we have

\[
M_H(t, x, \xi) = \sum_{1 \leq j \leq n} i\lambda_j(t, x, \xi) P_j(t, x, \xi),
\]
for some $j_0$ equal to the number of distinct eigenvalues of $M_H$ at $(0, \omega^0)$. We may assume that the neighborhoods $U^2_{x_0}$ and $V^2_{\xi_0}$ of $x^0$ and $\xi^0$ are small enough and $r^2$ is large enough so that the above decomposition holds in $[0, T_H] \times \Omega^1$, for some $0 < T_H \leq T$.

2. A linear, para-differential, hyperbolic system with $W^{1,\infty}$ coefficients. We let

$$f_H := g_H + R_H(v_- + v_+) \in L^\infty([0, T_+], H^{s+\rho}),$$

by Lemma 3.1 and Propositions 3.1 and 3.2. We define the linear operator

$$L_H := \partial_t + \text{op}(M_H) - R_H.$$

The hyperbolic initial-value problem (3.25) takes the form

$$(3.26) \quad L_H v_H = f_H, \quad v_H(0) \in H^s.$$

The key is that the coefficients of $M_H$, which is order one, belong to $W^{1,\infty}$ by regularity of $u$.

3. Sobolev estimate. For all $f \in L^2$, we have

$$\Re \left( L_H f, f \right)_{L^2} = \frac{1}{2} \partial_t \|f\|_{L^2}^2 + \sum_{1 \leq j \leq j_0} \Re \left( \text{op}(i\lambda_j P_j) f, f \right)_{L^2} - \Re \left( R_H f, f \right)_{L^2},$$

and, by reality of the $\lambda_j$,

$$\Re \left( \text{op}(i\lambda_j P_j) f, f \right)_{L^2} = \frac{1}{2} \left( \left( \text{op}(i\lambda_j P_j) + \text{op}(i\lambda_j P_j)^* \right) f, f \right)_{L^2} = \frac{1}{2} \left( R^*_j (i\lambda_j P_j) f, f \right)_{L^2},$$

using notation $R^*_j(\ldots)$ for the remainder in the description of an adjoint operator (see Appendix A). By regularity of the spectral projectors $P_j$ and $A_3$, the $L^2 \to L^2$ norm of $R^*_j(i\lambda_j P_j)$ is bounded, uniformly in $t$. Here we used the fact that $\lambda_j$ and $P_j$ depend smoothly on $(u, \partial_x u)$ which belong to $W^{1,\infty}$ in a neighborhood of $x^0$. Thus

$$| \Re \left( \text{op}(i\lambda_j P_j) f, f \right)_{L^2} | \lesssim \|f\|_{L^2}^2,$$

uniformly in $t \in [0, T_H]$, so that, using Lemma 3.1 for a bound of $R_H$,

$$\frac{1}{2} \partial_t \|f\|_{L^2}^2 \leq \Re \left( L_H f, f \right)_{L^2} + C \|f\|_{L^2}^2,$$

for all $f \in L^2$ and some constant $C > 0$ which does not depend on $t$. By the $W^{1,\infty}$ regularity of the coefficients of $M_H$, and the composition result (A.2)-(A.3), we have

$$\|D^{s+\rho}, \text{op}(M_H)f\|_{L^2} \lesssim \|f\|_{H^{s+\rho}}, \quad \text{for all } f \in H^{s+\rho}.$$

Consider now the commutator $[D^{s+\rho}, R_H]$. Here we use the proof of Lemma 3.1. The first term in $R_H$ involves $\partial_t P_H$, which is less regular than $M_H$ : its regularity is given in (3.12). Thus, by (A.2)

$$[\text{op}(\psi^\partial \partial_t P_H), D^{s+\rho}] = -R_{s-2-d/2}(D^{s+\rho}, \psi^\partial \partial_t P_H),$$

14
so that, by (A.3),

\[ \| [\partial_t \psi \partial_t P_H, D^{s+\rho}] v_H \|_{L^2} \lesssim \| v_H \|_{H^{s+\rho} - (s-2-d/2)}, \]

and \( \rho \leq s - 2 - d/2 \), by definition of \( \rho \) (3.11). Consider now the other term in \( R_H \). The symbol in the first line of the right-hand side of (3.13) belongs to the same class as \( \psi \partial_t P_H \) (3.12), hence its commutator with \( JD^{s+\rho} \) is bounded just like in (3.28). The term in the second line of the right-hand side of (3.13) is linear and bounded from \( H^s \) to \( H^{s+1-(s-1-d/2)} \), by (A.3). Since \( s' + 1 - (s - 1 - d/2) < 0 \), by assumption on \( s \), this implies that the commutator of that term with \( D^{s+\rho} \) is linear bounded from \( H^{s+\rho} \) to \( L^2 \). We conclude that

\[ \| [D^{s+\rho}, R_H] f \|_{L^2} \lesssim \| f \|_{H^{s+\rho} - (s - 2 - d/2)}, \]

for all \( f \in H^{s+\rho - (s-2-d/2)} \), with an implicit constant which is independent of \( t \).

From there, we deduce the \( H^{s+\rho} \) estimate

\[ \frac{1}{2} \partial_t(\| f \|_{H^{s+\rho}}^2) \leq \Re (L_H f, f)_{H^{s+\rho}} + C \| f \|_{H^{s+\rho}}^2. \]

4. Existence and uniqueness of a solution in \( C^0([0, T_H], H^s) \). From (3.29) and the regularity of \( f_H \) (3.20), it is classical to deduce the existence and uniqueness of a solution to the initial-value problem (3.27) which is continuous in time over the whole interval \([0, T_H]\) (recall, this initial-value problem is linear since the existence of \( u \) is posited in the first place) with values in \( H^{s+\rho} \).

By uniqueness, that solution coincides with \( v_H \). Thus \( v_H \) has the announced regularity.

3.7 Endgame

By (3.7) and (3.8), we have \( v = v_+ + v_- + v_H \). By Propositions 3.1, 3.2 and 3.3, this proves that \( v \in C^0([0, \min(T_-, T_H)], H^{s+\rho}(\mathbb{R}^d)) \).

As noted at the beginning of Section 3.2 all frequencies \( \xi \in S^{d-1} \) are elliptic. So associated with every \( \xi \) we have \( U(\xi) \subset \mathbb{R}^d \) a neighborhood of \( x^0 \) and \( V(\xi) \subset S^{d-1} \) a neighborhood of \( \xi \) so that the above analysis holds, meaning that we have \( v_\xi := \text{op}(\psi_\xi^0) u \in C^0([0, T_\xi], H^{s+\rho}(\mathbb{R}^d)) \), for some \( T(\xi) > 0 \), where \( \psi_\xi^0 \) is a space-frequency cut-off, defined in terms of \( U(\xi) \) and \( V(\xi) \) just like in Section 3.2.

By compactness of the sphere, a finite number of the associated \( V(\xi)^b \) cover \( S^{d-1} \). Let \( V_1^b, \ldots, V_n^b \) be this finite open cover. Let \( U = \cap_{1 \leq i \leq n} U_i^b \) : the intersection of the associated neighborhoods of \( x^0 \), itself an open neighborhood of \( x^0 \). The associated space-frequency cut-offs are denoted \( \psi_i, \psi_i^0, \psi_i^1 \). Let \( T_0 = \min_i T_i \), where \( T_i \) is such that \( v_i := \text{op}(\psi_i^0) u \in C^0([0, T_i], H^{s+\rho}) \). From there we argue as follows in order to prove that \( u \) itself, in restriction to a small neighborhood of \( x^0 \), belongs to \( C^0([0, T_0], H^{s+\rho}) \). By Remark A.4 from [11] (based on the analysis of [8]), for any symbol \( a \) of order \( m \) such that the upper bound below is finite, we
have
\[ \| \text{op}(a) - \text{pdo}(a) \|_{H^{m+d/2} \to H'} \lesssim \sup_{|\beta| \leq 2|d/2|+2} \langle \xi \rangle^{\beta}|^{-m} \| \hat{\partial}_\xi^\beta ((1 - \tilde{\phi}_0(D_x))a) \|_{H'} \]
\[ + \| (1 - \tilde{\phi}_0(D_x))\phi_0(2^{-N_0}D_x)a(\cdot, \xi) \|_{m,1+[d/2],1+[d/2]}, \]
for any \( s' \), where \( \phi_0 \) and \( \tilde{\phi}_0 \) are smooth low-frequency cut-offs (compactly supported in a neighborhood of the zero frequency). Applied to \( \psi_i^0 \), this gives the bound
\[ \| \text{op}(\psi_i^0) - \text{pdo}(\psi_i^0) \|_{H^{d/2} \to H'} < \infty. \]
Thus
\[ (\text{op}(\psi_i^0) - \text{pdo}(\psi_i^0))u \in C^0([0, T_0], H^{s+\rho}). \]
In particular,
\[ \sum_i \text{pdo}(\psi_i^0)u \in C^0([0, T_0], H^{s+\rho}). \]

Now we may choose each \( \psi_i^0 \) to be a tensor product: \( \psi_i^0 = \psi_{i1}(x)\psi_{i2}(\xi) \). For each \( i \), the spatial cut-off \( \psi_{i1} \) is identically equal to 1 in a neighborhood of \( x^0 \). It is not restrictive to assume that \( U \) is small enough so that \( \psi_{i1} \equiv 1 \) on \( U \). Thus we have
\[ \left( \sum_i \psi_{i2}(D_x)u \right)_U \in C^0([0, T], H^{s+\rho}). \]
It is not restrictive to assume that \( V_i^0 \) is small enough so that \( \psi_{i2} \equiv 1 \) on \( V_i^0 \). Thus \( \chi := \sum_i \psi_{i2} \) is a high-frequency cut-off, such that
\[ c_1 \leq \chi(\xi) \leq c_2, \quad \text{for all } |\xi| \geq r, \text{ for some } r > 0. \]

Let \( \chi_{LF} \) be compactly supported and such that \( \chi_{LF} \equiv 1 \) in a neighborhood of \( |\xi| \leq r \). Since \( u \in C^0H^s \), and \( \chi_{LF} \) is compactly supported, we have \( \chi_{LF}(D)u \in C^0H^{s+\rho} \). Besides, by (3.30) and definition of \( \chi_{LF} \), the Fourier multiplier \((1 - \chi_{LF})\chi^{-1}(D)\) is well-defined and maps \( H^s \) to itself, for any \( s' \). Thus
\[ u_{|U} = (\chi_{LF}u)_{|U} + \left( (1 - \chi_{LF}(D))\chi^{-1}(D)\chi(D)u \right)_{|U} \in C^0([0, T_0], H^{s+\rho}). \]

We may now repeat the argument, and after a few iterations reach a contradiction with Theorem 1 from [12], as explained in the first paragraph of this proof.

4 Proof of Theorem 2: weak defects of hyperbolicity

The main difference with the proof of Theorem 1 is seen in the elliptic equations: the real parts of the eigenvalues are \( O(t) \), hence the elliptic operator is \( O(t) \), meaning a weaker regularization in forward time for the positive elliptic equations. The regularization index is here
\[ \nu < 1/2, \]
meaning that \( 1/2 - \nu \) is positive and arbitrarily small.
4.1 The branching eigenvalues and eigenvectors

We sum up here the spectral situation that Assumption 2.2 entails. Details are given in Section 4.1 in [12].

We have real eigenvalues that are simple and stay real, locally in \((t,x,\xi)\). The regularity of these eigenvalues in \((t,x,\xi)\) equals the one of the principal symbol \(A\) evaluated at \((u,\partial_x u)\).

We denote \(A(t,x,\xi) = A(t,x,u(t,x),\partial_x u(t,x),\xi)\). The symbol \(A\) is \(C^1\) in \(t\), \(C^{2,1/4}\) in \(x\) (via the system \((1.1)\) and the condition on \(s\) in Theorem 2), and smooth in \(\xi\).

Besides, we have pairs of branching eigenvalues which leave the real axis at \(t = 0\).

At \(t = 0\), the regularity in \((x,\xi)\) of these eigenvalues is equal to the regularity of \(A_{t=0}\) evaluated at \((u_{in},\partial_x u_{in})\), since they have constant multiplicity as \((x,\xi)\) is varied.

For \(t > 0\), the branching eigenvalues are simple, hence their regularity is equal to the regularity of \(A\).

The branching eigenvalues \(\mu\) are time-differentiable at \(t = 0\), with \(\partial_t \mu \neq 0\). Besides, \(\partial_t \mu\) is continuous in \((t,x)\) and smooth in \(\xi\).

To the branching eigenvalues are associated eigenvectors which have the same regularity as the branching eigenvalues.

4.2 Localization

We use notation from Sections 3.1 and 3.2. Defining \(v = \text{op}(\psi)u\) as in (3.3), we arrive at

\[
\begin{align*}
\partial_t v + \text{op}(iA)v &= \text{op}(\psi)R_{\text{para}} - [\text{op}(\psi), \text{op}(iA)]u - \text{op}(\psi)\text{op}(\partial_3 F)u, \\
v(0) &= \text{op}(\psi)u_{in}.
\end{align*}
\]

The only difference between (4.2) and (3.4) is that in (4.2), the term \(\partial_3 F\) is seen as being part of the small “source” in the right-hand side, not the propagator. We may write

\[
\text{op}(\psi)\text{op}(\partial_3 F)u = \text{op}(\partial_3 F)v + [\text{op}(\psi), \text{op}(\partial_3 F)]u,
\]

so that, defining the “source” term \(f\) as in (3.5), the initial-value problem (4.2) takes the form

\[
\begin{align*}
\partial_t v + \text{op}(iA)v &= f - \text{op}(\partial_3 F)v, \\
v(0) &= \text{op}(\psi)u_{in}.
\end{align*}
\]

Just like in Section 3.2, we may introduce a space-frequency truncation in the symbol of the propagator in (4.3), leading to

\[
\begin{align*}
\partial_t v + \text{op}(i\psi^\dagger A)v &= g - \text{op}(\partial_3 F)v, \\
v(0) &= \text{op}(\psi)u_{in},
\end{align*}
\]

where \(g = f + f_1\), with \(f_1\) defined in (3.6) where \(\tilde{A}\) is replaced by \(iA\).

4.3 Diagonalization

At this point, unlike in the proof of Theorem 1 but as in the proof of Theorem 2 in [12], we use \(Q\) a diagonalization matrix for \(A\). The regularity of \(Q\) in \((t,x,\xi)\) is described in Section 4.1: the symbol \(Q\) is as regular as \(A\) in \((t,x,\xi)\), and the symbol \(\partial_t Q\) is continuous in \((t,x)\).
and smooth in $\xi$. We extend the locally defined symbol $Q$ into a globally invertible symbol as in Appendix C of [11]. We let
\[ v_Q = \text{op}(\psi^0 Q)v, \]
and find that the initial-value problem in $v_Q$ is
\[ (4.4) \quad \partial_t v_Q + \text{op}(i\psi^0 QAQ^{-1})v_Q = g_Q + R_Q v, \quad v_Q(0) = \text{op}(\psi^0 Q)c(0). \]
where
\[ g_Q := \text{op}(\psi^0 Q)g, \quad R_Q v := -\text{op}(\psi^0 Q)\text{op}(\partial_t F)v - \text{op}(\psi^0 \partial_t Q)v + R v, \]

\[ \text{Lemma 4.1.} \quad \text{We have } g_Q \in L^\infty([0,T],H^{2s-2-d/2}(\mathbb{R}^d)). \text{ The operator } R_Q \text{ maps } H^{s'} \text{ to itself, for any } s' \in \mathbb{R}, \text{ uniformly in } t \in [0,T]. \]
\[ \text{Proof.} \quad \text{By regularity of } Q \text{ and } \partial_t Q \text{ (see the first paragraph of this Section, and Section 4.1), we may follow the proof of Lemma 3.1.} \]

\[ \text{4.4 Weighted Lebesgue spaces in time} \]
As described in Section 4.1, the real parts of the bifurcating eigenvalues are $O(t)$. Thus the regularization in forward time in the positive elliptic equations will involve an $O(t)$ prefactor. As a consequence, we have to consider weighted Lebesgue spaces in time, and, given $q \in (0,1]$, $T > 0$ and $s' \in \mathbb{R}$, we let
\[ \|f\|_{L^2_q([0,T],H^{s'})} := \left( \int_0^T t^q \|f(t)\|^2_{H^{s'}(\mathbb{R}^d)} dt \right)^{1/2}, \]
and denote $L^2_q([0,T],H^{s'}(\mathbb{R}^d))$ the associated vector space.

\[ \text{Lemma 4.2.} \quad \text{We have, for any } \alpha > 0, \text{ any } p \in [0,1), \text{ and any } \beta < \alpha(p+1)/2, \text{ the continuous embedding} \]
\[ L^\infty([0,T],H^s) \cap L^2_T([0,T],H^{s+\alpha}) \subset L^2_q([0,T],H^{s+\beta}). \]
\[ \text{Proof.} \quad \text{Let } u \in L^\infty([0,T],H^s) \cap L^2_T([0,T],H^{s+\alpha}). \text{ We have, with } \theta > 0 \text{ to be specified later:} \]
\[ \int_0^T \int_{\mathbb{R}^d} P(\xi)^{2(s+\beta)} |\hat{u}(t,\xi)|^2 \, dt \, d\xi \leq \int_{t^1 \leq t^1(\xi)^\theta \leq 1} P(\xi)^{2(s+\beta)} |\hat{u}(t,\xi)|^2 \, dt \, d\xi \]
\[ + \int_{t^1 \leq t^1(\xi)^\theta} P(\xi)^{2(s+\beta)} |\hat{u}(t,\xi)|^2 \, dt \, d\xi. \]
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We have
\[ \int_{1-\nu \xi^2} t^p(\xi)^{2(s+\beta)}|\hat{u}(t,\xi)|^2 dt d\xi \leq \|u\|_{L^2([0,T],H^{s+\alpha})}^2, \]
if \( \beta + \theta/2 \leq \alpha \). Besides, for \( \gamma > 0 \) to be specified later,
\[ \int_{1-\nu \xi^2} t^p(\xi)^{2(s+\beta)}|\hat{u}(t,\xi)|^2 dt d\xi \leq \int \left( t^{1-p}(\xi)^{\theta} \right) -\gamma t^p(\xi)^{2(s+\beta)}|\hat{u}(t,\xi)|^2 dt d\xi \]
\[ \leq \left( \int_0^T t^{p-\gamma(1-p)} dt \right) \|u\|_{L^\infty([0,T],H^s)}, \]
if \( \beta - \gamma \theta/2 \leq 0 \). The above upper bound is finite if \( p - \gamma(1-p) > -1 \). Optimizing in \( \theta \) and \( \gamma \) we end up with the constraint \( \beta < \frac{\alpha(p+1)}{2} \).

### 4.5 The positive elliptic equations

System (4.4) is a family of equations that are decoupled to first order. Consider one such equation, for the \( k \)th coordinate \( v_+ \) of \( v_Q \), with \( k \) chosen so that this equation is associated with a branch of eigenvalues \( \mu \) of \( iA \) such that \( \text{Re} \mu > 0 \) for \( t > 0 \). We denote the equation
\[ \partial_t v_+ + \text{op}(\psi^\beta \mu) v_+ = g_+ + (R_Q v)_+. \]

Equation (4.5) is thus one scalar line (one coordinate) from system (4.4). In particular, the regularity for \( g_Q \) and \( R_Q v \) stated in Lemma 4.1 extends to \( g_+ \) and \( (R_Q v)_+ \).

We have for the posited solution \( v_+ \) of (4.5) a forward-in-time regularization result that is analogous to Proposition 3.1. The main difference with Proposition 3.1 is that \( \text{Re} \mu|_{t=0} = 0 \), so that the equation (4.5) is degenerate, which will force us to invoke Lemma 4.2.

**Proposition 4.1.** If the supports of \( \psi \) and \( \psi^\beta \) are small enough, and \( T > 0 \) is small enough, the solution \( v_+(t) \) to (4.5) belongs to \( C^0([0,T],H^{s+\nu_+}(\mathbb{R}^d)) \cap L^2([0,T],H^{s+\nu_+}(\mathbb{R}^d)) \), for any \( \nu_+ < 1/2 \) and any \( \nu_+ < 1 \).

**Proof.** We follow the steps of the proof of Proposition 3.1.

1. **Spectral bound.** By the description of Section 4.1 and choice of the eigenvalue \( \mu \), we have
\[ \text{Re} \mu \geq t\gamma|\xi| > 0, \]
in the support of \( \psi^\beta \), for some \( \gamma > 0 \), for \( t \in [0,T_+] \), for some \( T_+ > 0 \).

2. **The \( L^2 \) estimate.** Given \( \nu \) as in (4.1), we apply \( JD^{s+\nu}_x \) to the equation then perform an \( L^2 \) estimate. Here \( J \) is the regularizing operator \( J = (1 + \delta|D|^{2-(1+\nu)/2}) \in S^{-(1+\nu)} \), which depends on \( \delta > 0 \). We let \( w = JD^{s+\nu}_x v_+ \in H^1 \), so that \( w \in L^\infty([0,T],H^1) \). We have (as in (3.19))
\[ \frac{1}{2} \text{Re} \partial_t (\|w\|_{L^2}^2) + t\gamma \text{Re} (\text{op}(\langle \xi \rangle \psi^\beta w, w)_{L^2} + \text{Re} (\text{op}(\psi^\beta(\mu - t\gamma|\xi|)w, w)_{L^2} = \text{Re} f, \]
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that the left hand side of (4.6) is  
\[ f, \]  
the time integral of the other term in Arguing as in the proof of Proposition 3.1, and issuing time weights as above, we find that  
\[ \delta > 0, \]  
so that, for fixed  \( \nu < \) (4.7)  
Summing up, we obtain

5. Conclusion. By Gårding’s inequality, 

\[ \Re (\text{pdo}((\mu - t|\xi|)\psi^2)w, w)_{L^2} + C(||(u, \partial_x u)||_{W^{3+d, \infty}})||w||^2_{L^2} \geq 0, \]

for some  \( C > 0 \) which depends neither on  \( \varepsilon \) nor on  \( \delta. \) The key here is that  \( \mu \) is pointwise as regular in  \( x \) as  \( (u, \partial_x u). \) Since  \( u \in L^\infty([0, T], H^s) \), with  \( s - 1 - d/2 > 3 + d \), the norm  \( ||(u, \partial_x u)||_{W^{3+d, \infty}} \) is finite, uniformly in  \( t \in [0, T]. \)

Besides, the difference between the para-differential operator  \( \text{pdo}(\psi^2(\mu - t|\xi|)) \) and the pseudo-differential operator  \( \text{pdo}(\psi^2(\mu - t|\xi|)) \) is bounded as in the proof of Proposition 3.1 by regularity of the bifurcating eigenvalue  \( \mu : \)

\[ ||(\text{pdo}((\mu - t|\xi|)\psi^2)) - \text{pdo}(\psi^2(\mu - t|\xi|)))||w||_{L^2} \lesssim ||w||_{L^2}. \]

4. Remainder bounds. Here we bound the two terms in  \( f \) and the term in  \( \tilde{w}. \) For the first term in  \( f, \) we introduce  \( D^{-\nu}/D^\nu \) factors in the  \( L^2 \) scalar product, as in the proof of Proposition 3.1. We also introduce  \( t^{-p}/t^p \) factors, with  \( p \in (0, 1/2) \) such that

(4.7)  
\[ \nu < (2p + 1)/4 < 1/2, \]
as we may by definition of  \( \nu (4.1). \) This gives

\[ |((JD^x)^{\nu}(g_+ + R_+ v_Q), w)_{L^2}| \lesssim t^{-p}||D^{-\nu}JD^x^{\nu}(g_+ + R_+ v_Q)||_{L^2}t^p||D^\nu w||_{L^2}, \]

implying, with Lemma 4.1

\[ \left| \int_0^T ((JD^x)^{\nu}(g_+ + R_+ v_Q), w)_{L^2} dt \right| \lesssim \frac{1}{1 - 2p} ||v||_{L^{\infty}H^s} ||w||_{L^2|_{0,T}H^{\nu}}. \]

Arguing as in the proof of Proposition 3.1 and issuing time weights as above, we find that the time integral of the other term in  \( f, \) and the term in  \( \tilde{w}, \) are bounded similarly.

5. Conclusion. Summing up, we obtain

\[ \frac{1}{2}||w||^2_{L^2} + \gamma ||w||^2_{L^2|_{H^{1/2}}} \]
\[ \leq \frac{1}{2}||w(0)||^2_{L^2} + C(1 + ||v||_{L^{\infty}([0,T],H^s)}||w||_{L^2|_{0,T}\cap H^{\nu}} + ||w||^2_{L^2([0,T],L^2)}), \]
with \( p \in (0,1/2) \) defined by \( (4.7) \), and a constant \( C > 0 \) which is independent of \( \delta \). By Lemma 3.2 with \( s = 0 \), \( \alpha = 1/2 \) and \( \nu < \beta = (2p + 1)/4 \), we have

\[
\|w\|_{L_{2p}^2([0,T],H^\nu)} \lesssim \|w\|_{L_2^2 H^{1/2}},
\]

so that the weighted norm in the upper bound of (3.22) can be absorbed into the left-hand side. Thus for \( T \) small enough, we find

\[
\|w\|_{L_2^2} + \frac{\gamma}{2} \|w\|_{L_2^2 H^{1/2}} \leq C(1 + \|w(0)\|_{L_2^2} + \|v\|_{L_\infty([0,T],H^s)}),
\]

with a constant \( C > 0 \) that is independent of \( \delta \). This implies that the sequence \( w = w_\delta \) is bounded in \( L_2^2([0,T],H^{1/2}) \). Applying Lemma 4.2 again, this time with \( s = 0 \), \( \alpha = 1/2 \) and \( p = 0 \), we find that \( (w_\delta) \) is bounded in \( L_2^2([0,T],H^\beta) \), for any \( \beta < 1/2 \). As in the proof of Proposition 3.1, this implies that \( v_+ \) belongs to \( C^0([0,T],H^{s+\nu+\beta}) \), with \( \nu < 1/2 \) and \( \beta < 1/2 \). The equation in \( v_+ \) implies that \( \partial_\tau v_+ \in L_2^2([0,T],H^{s+\nu+\beta-1}) \), hence by interpolation (see for instance Theorem 3 in paragraph 5.9 of [2]) \( v_+ \in C^0([0,T],H^{s+\nu+\beta-1/2}) \). Since we may choose \( \nu \) and \( \beta \) such that \( \nu + \beta > 1/2 \), this implies the result.

**Remark 4.1.** If in the proof of Proposition 4.1 we did not have to use Gårding, or could use Gårding for a regularized symbol, then we could relax the condition bearing on \( s \) in Theorem 2. We see two possible ways around this issue:

- We could rescale the time, by letting \( \tilde{v}_+(t) := v_+(\sqrt{t}) \). This would desingularize the elliptic operator, making it possible to use an \( \varepsilon \)-dependent regularization as in the proof of Proposition 3.1 with \( \varepsilon > 0 \) small and fixed. But then another issue arises: the time rescaling changes \( \mu \) into \( \mu(\sqrt{t})/(2\sqrt{t}) \), which is fine for the real part, but leaves us with a large imaginary part. This situation seems to mandate the use of Lagrangian coordinates. We would then need an Ehrenroth lemma, possibly in the form given by A. Boukhemar in [1].

- Alternatively, we could try a \( \xi \)-dependent regularization, that is use the smoothing kernel from the proof of Proposition 3.1 with \( \varepsilon = (\xi)^{-\kappa} \), for an appropriate choice of \( \kappa \in (0,1) \). Here the issue is that this would change the symbols from classical \( S^1_{1,0} \) symbols into Hörmander classes of symbols \( S^1_{1,\kappa} \). For such symbols Gårding’s inequality holds (as discussed for instance in Remark 1.1.28 and Chapter 2 of [11]), but the parato-pseudo approximation result that we need has not been written out in this framework as far as we know.

### 4.6 Conclusion

For the negative elliptic equations in system (4.4), we can prove a backward-in-time regularization result by a straightforward adaptation of Proposition 3.2, based on the proof of Proposition 4.1. For the hyperbolic equations in system (4.4), the propagation of regularity is verified as in Section 3.6.
This proves that \( v_Q \) is a bit more regular than the posited solution \( u \). We may repeat the argument around any \( \xi \in \mathbb{S}^{d-1} \) (note indeed that Assumption 2.2 assumes the same type of time-differentiable bifurcation at every frequency on the sphere), and conclude, as in Section 3.7, that the posited solution \( u \) itself is more regular than it was original assumed. We may repeat the argument, and after a few iterations obtain a contradiction with Theorem 2 from [12], which concludes the proof.

### A Notation and classical results on pseudo-differential operators

We denote \( C^{k,\theta}S^m \) the class of classical symbols \( a(x,\xi) \), possibly matrix-valued, with regularity \( C^{k,\theta} \) in \( x \) (Hölder regularity) and order \( m \), for \( k \in \mathbb{N} \) with \( k < \infty \), \( \theta \in (0,1) \) and \( m \in \mathbb{R} \). Given \( a \in C^{k,\theta}S^m \), we define

\[
||a||_{m,k} := \sup_{|\alpha| \leq k} ||\langle \xi \rangle^{\beta-m}|\partial_x^\alpha \partial_\xi^\beta a(x,\xi)| ||_{L^\infty(\mathbb{R}^d)}.
\]

We define similarly \( ||a||_{m,k+\theta,k'} \) for \( a \in C^{k,\theta}S^m \), by taking a Hölder norm for the order-\( k \) spatial derivatives of the symbol.

The class \( C^{\infty}S^m \), for \( m \in \mathbb{R} \), is defined as the set of symbols which are smooth and their arguments \( (u,\xi) \in \mathbb{R}^N \times \mathbb{S}^{d-1} \), and such that \( \langle \xi \rangle^{\beta-m}|\partial_x^\alpha \partial_\xi^\beta \sigma(u,\xi)| \leq C_{\alpha\beta}(|u|) \), for all \( (u,\xi) \in \mathbb{R}^N \times \mathbb{R}^d \), for all \( (\alpha,\beta) \in \mathbb{N}^N \times \mathbb{N}^d \), for some nondecreasing function \( C_{\alpha\beta} \).

It is easy to verify (see Lemma A.1 in [12]) that if \( b \in C^{\infty}S^m \), if \( u \in H^s \) with \( s > d/2 \), then \( a(x,\xi) := b(u(x),\xi) \) belongs to \( C^{[s-d/2],d/2-[s-d/2]}S^m \).

We denote \( \text{pdo}(a) \) the pseudo-differential operator associated with symbol \( a \) in classical quantization:

\[
\text{pdo}(a)u := \int_{\mathbb{R}^d} e^{ix \cdot \xi} a(x,\xi) \hat{u}(\xi) \ d\xi,
\]

for \( u \in \mathcal{S}(\mathbb{R}^d) \), where \( \hat{u} = \mathcal{F}(u) \) is the Fourier transform of \( u \). We denote \( \text{op}(a) \) the para-differential operator associated with \( a \) in classical quantization, given some admissible cut-off \( \phi_{\text{adm}} \):

\[
\text{op}(a) := \text{pdo}\left( \left( \mathcal{F}^{-1} \phi_{\text{adm}}(\cdot,\xi) \ast a(\cdot,\xi) \right)(x) \right)
\]

Given \( a \in C^0S^m \), the para-differential operator \( \text{op}(a) \) maps \( L^2 \) to \( H^{-m} \), and

\[
||\text{op}(a)||_{H^s \rightarrow H^{s-m}} \lesssim ||a||_{m,0,1+[d/2]},
\]

the implicit constant depending only on dimensions (see for instance Theorem 5.1.15 in [4]).

Given \( m_1, m_2 \in \mathbb{R} \), given \( r > 0 \), given \( a_1 \in C^r S^{m_1} \), \( a_2 \in C^r S^{m_2} \) if \( r \in \mathbb{N} \), or given \( a_1 \in C^{r-[r]} S^{m_1} \), \( a_2 \in C^{r-[r]} S^{m_2} \) if \( r \notin \mathbb{N} \), we have

\[
\text{op}(a_1) \text{op}(a_2) = \sum_{0 \leq k < r} \frac{(-i)^{[\alpha]}}{\alpha!} \text{op} \left( \partial_\xi^\alpha a_1 \partial_x^\alpha a_2 \right) + R_r(a_1, a_2),
\]

(A.1)
with a remainder $R_r(a_1, a_2)$ which maps $H^{s+m_1+m_2-r}$ to $H^s$ with norm (A.3)
\[
\| R_r(a_1, a_2)v \|_{H^s} \lesssim \left( \| a_1 \|_{m_1, 0, m(d, r)} \| a_2 \|_{m_2, r, d} + \| a_1 \|_{m_1, r, m(d, r)} \| a_2 \|_{m_2, 0, d} \right) \| v \|_{H^{s+m_1+m_2-r}},
\]
for some $m(d, r)$ depending on $d$ and $r$ (see for instance Theorem 6.1.4 of [4]).

Given $a \in C^1 S^m$, denoting $\text{op}(a)^*$ the adjoint of $\text{op}(a)$ with respect to $L^2$, and $a^*$ the transpose of the conjugate of matrix $a$, we have
\[
\text{op}(a)^* = \text{op}(a^*) + R^*_1(a),
\]
with a remainder $R^*_1(a)$ which maps $H^{s+m_1} \to H^s$ with norm (A.4)
\[
\| R^*_1(a) \|_{H^{s+m_1} \to H^s} \lesssim \| a \|_{m, 1, d^*}.
\]

For all $Q \in C^{3+d} S^1$, if $\Re Q \geq 0$, then Gårding’s inequality states that (see for instance in Theorem 4.32 in [14], and the proof of Theorem 1.1.26 in [9]):
\[
\Re (\text{pdo}(Q)u, u)_{L^2} + \| Q \|_{0, 3+d, 3+d} \| u \|_{L^2}^2 \geq 0.
\]
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