Lineal Energy of Proton in Silicon by a Microdosimetry Simulation
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Abstract: Single event upset, or Single Event Effect (SEE) is increasingly important as semiconductor devices are entering into nano-meter scale. The Linear Energy Transfer (LET) concept is commonly used to estimate the rate of SEE. The SEE, however, should be related to energy deposition of each stochastic event, but not LET which is a non-stochastic quantity. Instead, microdosimetry, which uses a lineal calculation of energy lost per step for each specific track, should be used to replace LET to predict microelectronic failure from SEEs. Monte Carlo simulation is used for the demonstration, and there are several parameters needed to optimise for SEE simulation, such as the target size, physical models and scoring techniques. We also show the thickness of the sensitive volume, which also correspond to the size of a device, will change the spectra of lineal energy. With a more comprehensive Monte Carlo simulation performed in this work, we also show and explain the differences in our results and the reported results such as those from Hiemstra et al. which are commonly used in semiconductor industry for the prediction of SEE in devices.
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1. Introduction

Radiations exist around us in the air, and it includes photon, electron, neutron and alpha particle. These radiations are critical traditionally in the aerospace applications because they could render function loss for the satellites and even lead to material degradation [1], and they can be ignored at the sea level. However, as microelectronic devices are scaling down aggressively with the advancement in semiconductor technology, nano-meter devices are now susceptible to these radiations, and they can no longer be overlooked. These radiations can interact with semiconductor devices and cause damages to the devices or functional errors to their associated circuits [2].

The effect of these radiations on microelectronic devices can be categorized into two different effects, namely a cumulative effect termed as Total Ionization Dose (TID) effect, and a stochastic effect, termed as Single Event Effect (SEE) [3]. SEE describes the event of electronic device malfunction or failure caused by “single” radiation hits. SEE is critical for devices where their rebooting is difficult or even impossible, and examples of such devices are pacemakers, autopilot systems, and microelectronics used in space missions. Lineal Energy Transfer (LET) is widely used as a key index for SEE prediction [4,5].

LET is a non-stochastic quantity which gave an expectation value of energy imparted from particle to a local site. International Commission on Radiation Units and Measure-
ments (ICRU) gave the definition of LET of a particle (Equation (1)) in its report 16 [6] as the quotient of \( dE \) by \( dl \), where \( dl \) is the distance traversed by this particle and \( dE \) is the mean energy-loss owing to collisions with energy transfers less than some upper limit \( \Delta \), which is the cut off energy of delta ray. 

\[
L_\Delta = \left( \frac{dE}{dl} \right)_\Delta
\]  

(1)

There is a long history of studies on LET in microelectronic applications. O’Neill et al. conducted a series of studies on LET with secondary ions generated by the irradiation of silicon with protons, and they showed that proton testing is suitable to screen microelectronic devices for low earth orbit susceptibility to heavy ions [7]. Hiemstra et al. provided the LET spectra of protons in 50–500 MeV, which are commonly used for SEE testing, and gave the scaled factor of proton fluence for Geosynchronous orbits by a simplified Monte Carlo simulation [8]. Biersack and Ziegler carried out a comprehensive study of the ion ranges and stopping powers in solids and provide a useful toolkit called Stopping and Range of Ions in Matter (SRIM). This toolkit allows the radiation particles to be modelled in a simple microelectronic structure [9,10].

Dodd et al. provided the trend of LET thresholds of SEE with feature sizes from 1 to 0.1 \( \mu m \) [11]. In their results, the threshold decreases when the feature size decreases due to the following. Firstly, when the sizes of the devices are smaller, the critical charges, i.e., the amount of charges to change the performance of the devices will be smaller. Secondly, with a smaller target, the energy deposition of each specific radiation particle will have a greater deviation, and there is a chance of a huge energy deposition leading to a huge induced charge.

Single Event Rate (SER) can be directly tested under specific protocols [12] or modelled with known natural radiation environment for these cosmic rays [13]. JEDEC Solid State Technology Association give the protocol JESD57A [12] to guide the procedures for the SEE tests. These tests are usually expensive and difficult. Another way to predict single event rate is to convolute the LET spectra in target orbital with the single event cross sections (either for a device or averaged per bit) from either experiment or simulation. In this method, single event cross sections versus LET is usually a single value function. Warren used a set of heavy ion with specific kinetic energy to derive the single event cross sections and predict the single event upset rate of a 0.25 \( \mu m \) CMOS SRAM well [14].

As the feature size reduced to a few nanometres, this “single-value assumption” may no longer valid. Warren et al. found that in a 90 nm CMOS irradiated with heavy ions, although the effective LET is the same, the single event cross sections can have more than three order of magnitude differences [15]. In other words, LET distributions can be different in various feature sizes of the devices under an exact irradiation condition. With today nano-meter microelectronic devices, the variability of LET from a given radiation can be very large, and this leads to the necessity to use the concept of lineal energy distribution to predict SEE in a given device.

In fact, LET is commonly used in the cm/mm scale for deterministic events. For microelectronics, microdosimetry is more appropriate to describe the stochastic events. Down to nanometre scale, many researchers used realistic track structure to predict local effect of different radiations [16–19]. This track structure approach will be practical in the simulation, but it is still difficult to compare with measurements. In addition, these track structure codes can only simulate interactions in limited materials and semiconductor materials is yet to be included. Furthermore, the track structure will only be meaningful when detailed geometry of a specific microelectronic device is given. On the other hand, microdosimetry is easier to be modelled for radiation effect prediction [20]. We have used this microdosimetry approach to investigate the equivalence of neutrons and protons in SEEs testing [21].

ICRU report 16 considered that the local energy density and individual event size will be more relevant than LET for microscopic structures [6]. These concepts of local
energy density and individual event size have been clarified in the ICRU report 36 for the introduction of microdosimetry [22]. The basic concepts of microdosimetry are developed by Rossi and co-workers [23,24], and they used two stochastic quantities, specific energy (z) and lineal energy (y) to replace dose and LET. Lineal energy (y) of microdosimetry is a way to estimate radiation quality/impact microscopically [22], and it is defined as,

\[ y = \frac{\epsilon}{l} = \sum \frac{\epsilon_i}{l} \]  

where the parameters in the equation is defined below.

When a radiation particle enters a target, it will interact with the target material along its track in the material. Energy deposit \( \epsilon_i \) is defined as the energy deposited in \( i^{th} \) “Single” interaction. The sum of the \( \epsilon_i \) in the target within one track is defined as the energy imparted (\( \epsilon \)). Mean chord length (\( l \)) is the mean length of randomly oriented chords in a given volume [22].

In large size target, the number of interactions will be large, and the distribution of \( y \) will converge to an expected value, which is LET. However, at the nanometric scale, the number of interactions is small, and only few interaction events occur in a radiation track. Thus, \( y \) would have a wide distribution. In this case, providing discrete values of LET will be meaningless because different \( y \) values would have different contributions to SEEs and the relationship is non-linear.

Monte Carlo simulation is commonly used in microdosimetry studies [25,26], and it relies on many physical models among which nuclear interaction physics is the most important for microdosimetry study on SEE. However, a Monte Carlo simulation with detailed nuclear interaction is very time and computation resources consuming. When computing power was expensive in the past, secondary particles generation and their transport in silicon could not be included in the simulation. For example, Hiemstra et al. tried to use a simplified Monte Carlo method, which allow only one filial of secondary particles to compute their corresponding ranges. They then used the range to calculate LET and predict SEE [8]. However, the secondary particles generated under proton irradiation are usually quite unstable and will decay or have further interactions with silicon, which may generate light ions with lower energy and higher stopping powers. All these ions can affect the SEE. An example of such can be found by Ying et al. who found that carbon ions can fragment into several secondary particles during transportation [27].

Recently, there is an increasing number of Monte Carlo based SEE evaluation toolkits. Intel developed the Intel Radiation Tool (IRT) based on Geant4 [28]. Reed and colleagues in Vanderbilt University has also developed another Geant4 based Monte Carlo Radiative Energy Deposition (MRED) Code [29]. In Geant4 Space Users’ Workshop and Nuclear & Space Radiation Effects Conference (NSREC), using Monte Carlo technique to predict radiation effect in semiconductor is a routine discussion. However, within the Monte Carlo framework, there are hundreds of parameters that could affect the results, and there is no conclusion on which setting is more accurate. Besides, the setting should be different for different purpose.

In this work, a Geant4 [16] based Monte Carlo simulation is performed to simulate the effect of proton beams on silicon. Different sensitive volume thicknesses are compared. The lineal energy is also analysed in detail for each particle crossing the sensitivity volume, and the physical models for intra-nuclear interaction in Geant4 are also compared.

2. Simulation Setup

The simulation in this study is based on Geant4 10.05 [16]. The physics model of electromagnetic processes in this simulation is aligned with G4EmStandardPhysics_option4. For electrons, due to their low LET, they cannot contribute to high \( y \) effects [30], and thus the step function (parameter for step size \( R \)) can be set such that \( R \) over range = 0.01 and final range = 1 nm to speed up the simulation. For hadrons that have high LET and they are therefore more important in this study, the \( R \) over range = 0.00001 and the final
range = 0.1 nm are set to improve the accuracy while keeping the efficiency of the Monte Carlo simulation.

For the intranuclear cascade, the Bertini’s model is widely used [31]. The nucleon spectra from continuum-state transitions for protons on complex nuclei are calculated using the intranuclear-cascade approach. However, the model is commissioned in high-energy physics. An alternative method is a detailed three-dimensional model of the nucleus, and is based exclusively on the binary scattering between reaction participants and nucleons within this nuclear model, called binary cascade model [32]. Wright et al. showed that, at a few hundreds of MeV, the binary cascade model can predict the secondary particles yields comparable to experimental data effectively [33,34]. Additionally, there are several evaluated and experimental nuclear cross-section data banks, such as TENDL [35], EXFOR [36] and JEFF [37] which are precise but they are only for limited materials.

The intra-nuclear model, which controls secondary yields, will be compared in Geant4 using two different models. The Bertini cascade model which is widely used in SEEs studies, and the binary cascade which is found to be better for incident particles of several hundreds of MeV [34]. In addition, this work also considers the impact of high precision (HP) model using the JEFF 3.3 extension cross-section table.

The geometry in this project is a Multi-layer cylinder as shown in Figure 1. The diameter of the cylinder is 1 mm in order to ensure that most secondaries will not go out of the boundary. A 30-µm of pure silicon layer is used to generate secondary particles. Under the silicon layer is the sensitive volume (SV). The SV thickness was used to calculated lineal energy instead of mean chord length in the study. As described previously, the mean chord length concept is used better for randomly oriented chords in a given volume. The primary particles simulated in this study do not have isotropic distribution, and they are mostly incident perpendicular to the SV. Although ICRU report 36 [22] recommended using 4 V/A to calculate mean chord length, Horowitz and Dubi [38] found that real average path length was smaller than mean chord length for non-isotropic irradiation. If we calculated mean chord length according to the 4 V/A approach, the mean chord length of our SV with 1 mm diameter and 100 nm thickness will be 200 nm. However, the average track length in this thickness from the simulation is 104.9 nm, which is less than 5% difference to the SV thickness. Hence we use the SV thickness instead of the mean chord length to calculate y.

![Figure 1](image_url)

**Figure 1.** The geometry setup in this study. The silicon is with natural isotope abundance, density is 2330 mg/cm³ and mean excitation potential I = 173 eV.

The species and kinetic energy of each particle entering the SV are recorded as secondaries. The energies imparted from all the tracks crossing through the SV are summed up and divided by the thickness of SV to calculate the lineal energy (y). To compare the effect of SV thickness, six thicknesses, namely 1, 10, 30, 100, 1000 and 10,000 nm are simulated.
In addition, the lineal energy and secondary particle yields from the thickness of 100 nm results are further used to compared with the results from Hiemstra et al. for compatibility investigation.

For the SEEs prediction purposed, the unit of $y$ is presented in MeV-cm$^2$/mg instead of keV/µm, which is the traditional unit in microdosimetry. In silicon, 1 MeV-cm$^2$/mg is equal to 233 keV/m. In conventional microdosimetry, the scale usually covers from $10^{-3}$ to $10^3$ keV/µm. To present the entire $y$ spectrum, semi-log scale is usually used. However, for SEEs, the LET usually is in the range of $10^{-1}$ to $10^2$ MeV-cm$^2$/mg, and differential fluence is used instead of probability density function of $y$.

3. Results and Discussions

3.1. Effect of SV Thickness on $y$ Distribution

Dodd et al. [11] showed that smaller feature sizes have smaller SEE thresholds. In this study, six SV thicknesses were simulated to mimic different feature sizes. Figure 2 shows the effect of different SV thickness on the lineal energy ($y$) distribution. In the 10,000 nm case (green line), no secondary particle has $y > 10$ MeV-cm$^2$/mg. The $\epsilon$ for most secondary particles (more than 99.999%) were less than 2.33 MeV, corresponding to 1 MeV-cm$^2$/mg.

Let us consider the secondaries with $y > 10$ MeV-cm$^2$/mg for other SV thickness. Their differential fluences decreases as the SV thickness decreases from 1000 nm to 10 nm, and this trend can be explained as follows. The $y$ value of a particle is usually maximized when the SV thickness is close to the particle range, owing to a pronounced nature named Bragg peak. The Bragg peak describes that the heavy charged particles have little energy loss as they enter the material and then peak before the end of their path. In Figure 3, the cumulative distribution function of kinetic energy of secondary particles generated by 200 MeV proton irradiated on silicon is plotted. In this figure, more than 80% of secondary particles with atomic number ($Z$) larger than 2 have the kinetic energy lower than 10 MeV and 99% lower than 20 MeV. The continuous slowing down approximation (CSDA) ranges of these particles are about few thousand nm. During the slowing down process, the stopping power of particles increases as they loss their kinetic energy. The stopping power reach maximum at the end of the particle’s range. When the SV size close to the particle range, it can cover the maximum stopping power. Since the particle range is approximately 1 µm, the $y$ values for the case of SV thickness = 1000 nm is larger than that for SV = 100 nm, and then 10 nm. On the other hand, when the thickness decreases to 1 nm, the differential fluences increases significantly, and the reason will be discussed later using
a CROSSER and STOPPER theory [18]. As the boundary of the CROSSER and STOPPER will be visible only at lower LET, hence this theory does not apply in this discussion where $y > 10$ MeV-cm$^2$/mg.

For the case of $y < 10$ MeV-cm$^2$/mg, Figure 2 shows that the differential fluences decrease first when thickness decreased from 10,000 nm to 1000 nm, and then 100 nm. However, it increases when SV thickness continues to decrease from 100 nm to 10 nm and 1 nm. To understand the above-mentioned trends, additional SV thicknesses of 20, 40 and 50 nm are simulated respectively. Figure 4 plots the spectra in log scale, which can present the events with smaller $y$. In these spectra, “shoulders” can be seen for SV thickness from 10–100 nm, and the “shoulder” left shift with the SV thickness. The shoulder of 10 nm case can be found in Figure 2 which is around $y = 2–3$ MeV-cm$^2$/mg. The presence of this “shoulder” can be understood from the CROSSER and STOPPER theory [18] as elaborated below.

When particles travel through different SVs, they can end up into either CROSSERs or STOPPERs. A CROSSER refers to particle with high enough energy that can go through the
entire SV, and a STOPPER refers to particle that stop inside SV because of its insufficient energy [18]. In Figures 2 and 4, the events on the left side of shoulder are contributed from both the CROSSER and STOOPER, but the right side can only be from the CROSSER. Since the definition of lineal energy is the energy imparted in the SV divided by the mean chord length, if the particle stopped inside the cavity, then $y$ will be underestimated. In thicker SV, because the energy required to go through the SV is larger and more particle may become STOPPER, its $y$ will be underestimated significantly. In Figures 2 and 4, the $y$-distribution of 1 nm is fairly smooth and no shoulder is observed, which means that most of the particles are CROSSER and the observed $y$ are more realistically estimated. In SV thicker than 100 nm, the shoulder is unclear because most of the particles are STOPPERs.

Similarly, for the case of 10,000 nm, a $y$ cut off is found and the $y$ of heavy secondary particles is underestimated because it cannot go through the SV. In other words, the CROSSER or STOPPER theory also answers the question on the increasing differential fluence in the 1 nm case. With the shift of the shoulder to the right with decreasing SV thickness, the STOPPER becomes CROSSER, especially in the 1 nm case, and almost all particles are CROSSER.

3.2. Lineal Energy Contribution from Various Secondary Species

Since Single Event Rate (SER) is a function of LET [39], or $y$ in this study, it is important to understand the $y$ contribution from various secondary species for radiation hardening design. Figure 3 shows the $y$ spectra of various types of secondary particles in pure silicon irradiated with 200 MeV protons.

The $y$ spectra in silicon irradiated by a 200 MeV proton beam in this study was quite different from the results from Schwank [40] and Hiemstra [8]. In Schwank [40] and Hiemstra [8], their LET has a cut off around 15–16 MeV-cm$^2$/mg. However, there are few events with $y$ as high as 60 MeV-cm$^2$/mg as observed in our study. Furthermore, the spectra in their studies have a plateau before 10 MeV-cm$^2$/mg and drop rapidly after 10 MeV-cm$^2$/mg. In our case, the counts dropped quickly before 2 MeV-cm$^2$/mg, and it became a straight line from 2 to 25 MeV-cm$^2$/mg, followed by a long tail after 25 MeV-cm$^2$/mg. To better understand the above-mentioned discrepancies, the $y$ spectrum was separated by different contributors with various Z values.

For $y < 2$ MeV-cm$^2$/mg, the major contributors are particles with Z = 1 and 2. As they are light ions, their contributions to LET spectra dropped sharply and disappeared for $y > 10$ MeV-cm$^2$/mg.

For $y$ between 2 and 10 MeV-cm$^2$/mg, the contribution is mixed with low Z and high Z secondaries. In this region, contributions from low Z secondaries decrease sharply and high Z secondary particles became major contributors after $y > 5$ MeV-cm$^2$/mg. These high Z secondaries were from heavy ions generated by $(p, x)$ reactions. The $y$ distribution of high Z secondaries had a peak around $y = 5$ MeV-cm$^2$/mg with few counts in low $y$ and a long tail in the high $y$ region, extending to 50 to 60 MeV-cm$^2$/mg.

Therefore, the overall $y$ spectra of 200 MeV proton irradiated on silicon can be separated into three parts as follows. First part is $y < 2.5$ MeV-cm$^2$/mg contributed from light ions; second part is 5 MeV-cm$^2$/mg $< y < 10$ MeV-cm$^2$/mg contributed by a mixture of both light and heavy ions and third part is $y > 10$ MeV-cm$^2$/mg contributed only by heavy ions. In contrast to the works of Schwank et al. and Hiemstra et al. [8,40], the LET spectra of their studies have a cut off around 15–16 MeV-cm$^2$/mg but not in our study.

This difference of our work and their work is because Schwank and Hiemstra used a reference Table to calculate the LET from energy fluence instead of calculating the energy deposition, and such method is only applicable for large target where the number of interactions is large enough that $y$ can convergence to a single value which is LET. Unfortunately, in tiny SV, the $y$ distribution is quite board when the SV is thin and using single expected value of LET becomes meaningless. Moreover, the reference Table used in their study has the cut off around 15–16 MeV-cm$^2$/mg.
The differential fluences for LET < 5 MeV-cm\(^2\)/mg are significantly different between our results and those of Hiemstra et al. [8]. In Figure 7 of Hiemstra’s work, the differential fluence is around 3000/10\(^{10}\) incident protons at LET = 1 MeV-cm\(^2\)/mg and 1000/10\(^{10}\) at 5 MeV-cm\(^2\)/mg. However, in our study, the differential fluence is 2400/10\(^{10}\) at 1 MeV-cm\(^2\)/mg and 360/10\(^{10}\) at 5 MeV-cm\(^2\)/mg as shown in the Figure 4. The slope in our study is about twice that of the Hiemstra’s result because Hiemstra et al. did not consider the light secondaries such as protons and helium. In our study, the y contribution from each specific secondary particle is separate recorded, and they are plotted in Figure 5, where the proton and helium contribute more than 99% of the events in the region of y < 5 MeV-cm\(^2\)/mg.

![Figure 5. y spectra in 100 nm silicon irradiated by a 200 MeV proton beam.](image)

In previous SEE studies, LET was usually treated as a single value for each incident particle with specific kinetic energy. However, Schrimpf et al. [4] and Shaneyfelt et al. [5] presented that, in some cases, LET versus SEE cross-section is not a one to one function. In other words, the SEE cross-section sometimes has large variation even though the LET is the same. In Table 1, the calculated LET of each type of secondary particle via the mean of its kinetic energy are listed. The calculation is done by two commonly used tools, namely LET124 and SRIM. LET124 is from the Tandem Van de Graaff Accelerator Facility at Brookhaven National Laboratory’s and SRIM is from Ziegler et al. [7].

| Z # | Mean Energy (MeV) | LET (LET124) * (MeV-cm\(^2\)/mg) | LET (SRIM-2013) ** (MeV-cm\(^2\)/mg) |
|-----|-------------------|-----------------------------------|-------------------------------------|
| 2   | 5.32              | 0.5949                            | 0.588                               |
| 3   | 2.83              | 1.878                             | 2.134                               |
| 4   | 3.00              | 3.003                             | 3.138                               |
| 5   | 1.93              | 4.292                             | 4.197                               |
| 6   | 1.53              | 5.118                             | 4.853                               |
| 7   | 2.84              | 6.41                              | 6.006                               |
| 8   | 3.66              | 7.416                             | 7.126                               |
| 9   | 3.85              | 8.381                             | 8.162                               |
| 10  | 4.60              | 9.358                             | 8.172                               |
| 11  | 3.55              | 9.69                              | 8.544                               |
| 12  | 2.76              | 9.684                             | 8.186                               |
| 13  | 1.98              | 8.616                             | 6.748                               |
| 14  | 1.20              | 6.719                             | 5.973                               |

* Calculated by LET124 from Tandem Van de Graaff Accelerator Facility, Brookhaven National Laboratory, USA. ** Calculated by SRIM [9].

Table 1. The calculated LET using mean energy of secondary particles generated by 200 MeV proton irradiate on silicon.
In the Table 1, even though both calculations are based on Bethe stopping formula but with different correction factor, the results can have more than 20% difference. When we look back to Figure 5, which plots the $y$ in the SV for each kind of secondary particles, the $y$ is not a single value or a symmetric distribution such as Gaussian distribution. Instead, the distribution is focus on low $y$ region and has a very long tail in high $y$ region. Take $Z = 12$ which is magnesium for example, the calculated LET is around 7 MeV-cm$^2$/mg, but the maximum $y$ can be larger than 50 MeV-cm$^2$/mg, which is seven times higher than the mean. Therefore, using single value LET to estimate the SEEs is risky because the LET can only present the low $y$ region, but the event which contribute SEEs can mostly from the high $y$ tail. Due to the counts in high $y$ region is quite less as compared to low $y$ region, it has only little effect on the mean but may have significant effect on SEEs cross-section.

3.3. Effect of Various Physics Models on Secondary Yields

Raine and Jay et al. showed that the displacement damage in silicon from single particle interaction is dependent on the secondary particles type and energy deposition [41–43]. In this study, we also investigate if different physics models may affect the secondary particle yield. Figure 6 shows the secondary particle yields using various intra-nuclear cascade models in Geant4, and their comparison to Hiemstra’s results [8]. The Hiemstra results come very close to the results of using the Bertini model. However, the peak in $Z = 6$ in this study was much higher than that from Hiemstra’s result. In Hiemstra’s study, all the secondary particles are from primary proton and they were calculated by the LAHET code system using Bertini cascade model. In the LET calculation part, Hiemstra’s study did not consider the decay and further nuclear interaction. In our study, the primary proton will generate the first filial and first filial can still has a nuclear interaction and decay to generate the second or further filial. That is, a heavier secondary particle ($Z = 12, 13, \text{or} 14$) may break into two middle-sized fragments ($Z = 6$) during its transportation as also shown by McNulty’s result [44].

![Figure 6. Secondary particle yields in 100 nm silicon irradiated by a 200 MeV proton beam using various physics models. BIC represents the Binary cascade model. BERT represents Bertini cascade model. HP represents high precision add-on.](image)

Compared to the differences between the binary and the Bertini cascade, it is difficult to say that they are systematically different in Figure 6 and measurements are needed. In addition, for $10^9$ incident particles, the high-precision physical model in Geant4 gave a negligible difference in secondary particle yields.
4. Conclusions

The concept of LET has been used to evaluate the Single Event Effect of radiation on semiconductor devices. In this work, we demonstrated that the conventional use of single value of LET is no longer applicable when the device dimension is scaling down to nano-material range. Instead, microdosimetry concept where the distribution of lineal energy will be necessary. We also performed a detailed microdosimetry Monte Carlo simulation of secondary particles from protons irradiating on silicon, and the results are shown to be very different from the previously reported work by Hiemstra and others with detail explanation. In particular, as compared to the simplified Monte Carlo results from Hiemstra [8], our results give much more low Z secondary particles which may not affect larger feature size but it will affect feature in nano-meter scale [45]. However, this study only focuses on a simplified hypothetical geometry. For realistic geometry, track structure technique should be used to estimate the geometrical distribution of energy deposition. Experimental verification of this difference will be our future work.
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