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Abstract

The composition problem for shortest paths asks the following: given shortest paths on weighted graphs $M$ and $N$ which share a common boundary, find the shortest paths on their union. This problem is a crucial step in any algorithm which uses the divide and conquer method to find shortest paths. This extended abstract details how this problem may be understood categorically. Finding shortest paths is represented by a functor and the composition problem asks to find the value of this functor on a pushout using the values of the functor on the components. Furthermore, we present an algorithm which solves the composition problem for shortest paths. When implemented in Python, this algorithm reduces the computation time for finding shortest paths by relying on precompilation.

1 A Composition Problem

Divide and conquer is an effective method for reducing the computation time of many graph algorithms. With this strategy, a problem may be broken up into subdomains, the problem is solved on the subdomains, and then joined together to obtain the final solution. This last step of recombination is the main topic of study for this paper and may be phrased in categorical terms. Other work has studied this recombination step in a similar way for the reachability problem on Petri nets [1]. We work in the following abstract setting

$$\begin{array}{ccc}
\text{Set} & \xrightarrow{L} & C \\
\& & \downarrow & \& \\
R & & \xrightarrow{F} D
\end{array}$$

where $C$ is a category whose objects are systems broadly construed. The left adjoint $L$ is understood as the "discrete system" functor and the right adjoint is the "underlying set functor". The functor $F: C \to D$ represents a computational problem with $D$ representing some category of solutions. This abstract setting is the same which is used in the theory of structured cospan double categories [2]. The adjoint pair $L \dashv R$ produces a symmetric monoidal double category whose morphisms represent open systems. When $F$ preserves colimits, it lifts to a symmetric monoidal double functor between structured cospan double categories. Functoriality of this double functor means that $F$ may be built from smaller components. However, knowing that $F$ may be built compositionally and actually finding a way to do it are very different matters. In this paper we aim to bridge the gap between theory and practice by providing an algorithm for this composition in the case when $F$ finds the shortest paths on a weighted graph. In this setting, a pushout

$$\begin{array}{cccc}
M +_{LX} N & \xrightarrow{i} & N \\
\downarrow j & \downarrow \downarrow & \downarrow j \\
M & \leftarrow & LX
\end{array}$$

in the category $C$ represents the gluing of a system $M$ with a system $N$ along a set of boundaries $X$. We may now state the crucial step of the divide and conquer method in categorical terms.

Definition 1.1. The composition problem for $F$ asks: given $F(M)$ and $F(N)$ as inputs, find $F(M +_{LX} N)$. 

In this paper, $C$, $L$, $R$, and $F$ will be chosen as follows.

Definition 1.2. Let $[0, \infty]$ be the semiring of positive real numbers including infinity. Addition is given by $\min$ and multiplication is given by $\times$. An $[0, \infty]$-graph with vertices $X$ is a function $M: X \times X \to [0, \infty]$. For a function $f: X \to Y$ and a matrix $M: X \times X \to [0, \infty]$, the pushforward matrix $f_*(M): Y \times Y \to [0, \infty]$ is defined by

$$f_*(M)(i, j) = \sum_{(a, b) \in (f \times f)^{-1}(i, j)} M(i, j)$$

Note that confusingly, the zero element for $[0, \infty]$ is $\infty$ and the one element is $0$. 
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**Definition 1.3.** For $[0, \infty]$-graphs $M : X \times X \to [0, \infty]$ and $N : Y \times Y \to [0, \infty]$ a function $f : X \to Y$ is a morphism of $[0, \infty]$-graphs if the pushforward satisfies $f_\ast(M) \geq (N)$. This defines a category $[0, \infty]_{\text{Graph}}$ of weighted graphs and their morphisms.

**Proposition 1.1.** There is an adjunction

\[
\begin{array}{ccc}
\text{Set} & \dashv & [0, \infty]_{\text{Graph}} \\
\downarrow & & \downarrow \\
\end{array}
\]

whose left adjoint sends a set $X$ to the $[0, \infty]$-matrix with vertices given by $X$ and every entry given by $LX(i,j) = \infty$. The right adjoint sends a $[0, \infty]$-graph to its underlying set of vertices.

The functor $F$ in our setup will compute the shortest paths on a weighted graph. This problem can be understood algebraically. Let $\text{Mat}(X, [0, \infty])$ be the semiring of $[0, \infty]$-graphs over a set $X$. In this semiring, addition is given by pointwise minimum and multiplication is given by

\[
M \cdot N(i,j) = \min_{k \in X} \{ M(i,k) + N(k,j) \}
\]

which is the usual matrix multiplication valued in min-plus semiring.

**Proposition 1.2.** The shortest paths in a $[0, \infty]$-graph $M$, are given by the matrix exponential

\[
F(M) = \sum_{n \geq 0} M^n
\]

in the semiring $\text{Mat}(X, [0, \infty])$.

This formula may be interpreted as follows: The matrix power $M^n$ has entries given by the shortest paths in exactly $n$ steps. Therefore, summing these values over all $n \geq 0$ gives the shortest paths in any number of steps.

The algebraic path problem generalizes the shortest path problem by allowing the semiring to vary. For different choices of semiring, the algebraic path problem asks for most likely paths, maximum capacities, connectivity, and more substantially the language of an NFA. As explained in [4], when $S$ is a quantale, there is an adjunction $S_{\text{Graph}} \dashv S_{\text{Cat}}$ between the category of $S$-enriched graphs and $S$-enriched categories. The left adjoint of this adjunction sends an $S$-enriched graph to the solution of its algebraic path problem. For each left adjoint $F_S$, there is an instance of the composition problem. In this paper, we solve the composition problem when $F_S = F$ i.e. the special case when $S$ is the semiring $[0, \infty]$. Before doing this, we must state a relevant result.

**Proposition 1.3.** The pushout of $[0, \infty]$-graphs is given by the pointwise sum

\[
M +_{LX} N \cong i_\ast(M) + j_\ast(N)
\]

In general, we use boldface to indicate the pushforward of a weighted graph along an implied function. For example, let $M$ and $N$ denote the above pushforwards of $M$ and $N$. Note that pushforward commutes with $F$ in the sense that $F(i_\ast(M)) = i_\ast(F(M))$ and $F(j_\ast(N)) = j_\ast(F(N))$.

## 2 A Gainful Solution

Because $F$ is a left adjoint we have reason to be optimistic about a solution to its composition problem. Left adjoints preserve pushouts so there is an isomorphism

\[
F(M +_{LX} N) \cong F(M) +_{F(LX)} F(N)
\]

where the pushout on the right is computed in the category of $[0, \infty]$-enriched categories. In [4], it was shown that this pushout may be computed as $F(U(F(M)) +_{LX} U(F(N)))$. Although this gives a solution to the composition problem for $F$ it is not a practical one because the final application of $F$ is very expensive in terms of computation time. The main result of this paper is a more practical expression for this pushout.
Theorem 2.1. For pushouts and $F$ as above we have that

$$F(M +_{L_X} N) \cong \sum_{n \leq |X|} \left( \sum_{i \geq 1} M^i \sum_{i \geq 1} N^i \ldots + \sum_{i \geq 1} N^i \sum_{i \geq 1} M^i \ldots \right)$$

where $F(M)$ and $F(N)$ denote the pushforwards $i_*(F(M))$ and $j_*(F(N))$ respectively.

Proof. Because $M +_{L_X} N = M + N$ we have that

$$F(G +_{K} H) = \sum_{n \geq 0} (G +_{K} H)^n$$

$$\cong \sum_{n \geq 0} (M + N)^n$$

$$= \sum_{n \geq 0} \sum_{\bar{v} \in \mathbb{2}^n} X_{v_1} \ldots X_{v_n}$$

(1)

where

$$X_{v_i} = \begin{cases} M & \text{if } v_i = 0 \\ N & \text{if } v_i = 1 \end{cases}$$

and $\mathbb{2}^n$ is the set of boolean vectors $\bar{v} = (v_1, v_2, \ldots, v_n)$ with length $n$. The last equality is true in any semiring and is a well-known as the generalization of the binomial theorem for non-commutative elements. We define a function $\gamma: \sum_{n \geq 0} \mathbb{2}^n \to \mathbb{N}$ where sum now indicates the coproduct of sets. $\gamma(\bar{v})$ is called the crossing number of $\bar{v}$ and it is equal to the number of times $\bar{v}$ switches between 0 and 1. It may be defined by induction on the vector length i.e. $\gamma(\bar{v}) = 0$ if $\text{length}(\bar{v}) = 0$ or 1 and $\gamma((v_1, v_2, \ldots, v_n)) = \gamma((v_1, v_2, \ldots, v_{n-1})) + \begin{cases} 1 & \text{if } v_n = v_{n-1} \\ 0 & \text{if } v_n \neq v_{n-1} \end{cases}$

The sum of Expression 1 may be repartitioned using the crossing numbers to obtain

$$= \sum_{n \geq 0} \left[ \sum_{i \geq 1} M^i \sum_{i \geq 1} N^i \ldots + \sum_{i \geq 1} N^i \sum_{i \geq 1} M^i \ldots \right]$$

(2)

The last equality accounts for all terms with crossing number $n$. They may either start with $M$ or $N$ and then continue for any nonzero number of terms. Note that the maximum crossing number which may contribute to this sum is $|X|$. This is because a shortest path with crossing number greater than $|X|$ would cross at least one vertex in $|X|$ more than once and could therefore be shortened by removing a loop. Therefore Expression 2 is equal to

$$= \sum_{n \leq |X|} \left[ \sum_{i \geq 1} M^i \sum_{i \geq 1} N^i \ldots + \sum_{i \geq 1} N^i \sum_{i \geq 1} M^i \ldots \right]$$

(3)

The difference between the above sum and the desired expression is that each $F(M)$ and $F(N)$ include paths of length 0. This causes each term of the desired result to also include terms with lower crossing number. However, because $[0, \infty]$ is idempotent adding these terms twice does not affect the sum.

This theorem gives an algorithm for the composition problem for $F$: simply plug $F(M)$ and $F(N)$ into the isomorphism of Theorem 2.1. Next we use this isomorphism to find single source single target shortest paths.

### 3 A Compositional Algorithm

$F(M)$ and $F(N)$ may be broken into the block matrices

$$F(M) = \begin{bmatrix} MM & MX & 0 \\ XM & XX_M & 0 \\ 0 & 0 & 0 \end{bmatrix} \quad F(N) = \begin{bmatrix} 0 & 0 & \gamma_0 \\ 0 & XX_N & XN \\ 0 & NX & NN \end{bmatrix}$$

so that each block is labeled by the the edges that it contains. Explicitly, $MM$ consists of the edges going from $M$ to $M$, $MX$ from $M$ to $X$, $XM$ from $X$ to $M$, $XX_M$ from $X$ to $X$ within $M$ and similarly for the blocks of $F(N)$. 
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Taking the blocks as their own variables, we plug $F(M)$ and $F(N)$ into the isomorphism of Theorem 2.1 to get the composition symbol matrices: $\text{Symbol}(k) = F(M + \lambda X N)$ when $|X| = k$. The composition symbols, $\text{Symbol}(k, i, j)$, are the entries of these matrices. For example,

$$\text{Symbol}(4, 1, 3) = MX \cdot XN + MX \cdot XXN \cdot X XM \cdot XN$$

The terms of $\text{Symbol}(4, 1, 3)$ represent the paths of length less than 4 which start in $M$ and end in $N$. The second term of this symbol represents the paths which travel between components as drawn below.

The single source single target shortest path algorithm has three steps:

1. The composition symbols are computed up to the size of the boundary. This needs to be done only once for each boundary size.

2. Precompilation. In this step, the all pairs shortest paths $F(M)$ and $F(N)$ are computed, pushed forward to $F(M)$ and $F(N)$, and broken into blocks as shown above. The computations in this step only need to be done once for each input matrix so their results may be reused in all further computations.

3. Composition. In this step, the source and target nodes $s$ and $t$ are located within the blocks of $F(M)$ and $F(N)$. The appropriate composition symbol is looked up and evaluated on the blocks of $F(M)$ and $F(N)$ using the operations of the min-plus matrix semiring. The first term of this expression is replaced by the row-vector corresponding to $s$ and the last term must be replaced by the column vector corresponding to $t$.

An implementation in Python for this algorithm may be found at [3]. Figure 3 compares this algorithm to the networkx implementation of Dijkstra’s algorithm. Figure 3 was computed using the pushout of two randomly weighted dense graphs with 500 nodes each. For each boundary size, the average computation time for 50 runs of both algorithms with randomly chosen source and target is plotted with the standard deviation of represented by shading. The precompilation time for this plot was 1.34 seconds. As the size of the boundary increases, the computation time for the compositional algorithm increases because the composition symbols grow very large. On the other hand, computation time for Dijkstra’s algorithm decreases slightly as the boundary size increases because identifying more nodes reduces the total size of the graph. The speed-up from using the compositional algorithm is most dramatic when the graph size is large and the boundary size is small. For the composition of two random graphs with 2000 nodes along a boundary of size 5, the times for the compositional algorithm were sampled 50 times for a mean value of 0.1602 seconds and with standard deviation 0.0169. Dijkstra’s algorithm was sampled with the same parameters for a mean value of 39.7804 seconds and standard deviation 3.3561. Regardless, there is no free lunch, precompilation for the compositional algorithm took 93.0590 seconds.
4 Conclusion

In this paper we found a formula for composing shortest paths and described an algorithm which implements this formula. We hope that the results and algorithm may be generalized to other instances of the algebraic path problem. In particular we are interested in the case of semiring when the algebraic path problem asks for the language of a nondeterministic finite automaton. Orthogonally, we believe the results of this paper may be extended to more complicated decompositions of weighted graphs and plan on addressing this in future work.
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