General Magnetic Transition Dipole Moments for Electron Paramagnetic Resonance
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We present general expressions for the magnetic transition rates in beam Electron Paramagnetic Resonance (EPR) experiments of anisotropic spin systems in the solid state. The expressions apply to general spin centers and arbitrary excitation geometry (Voigt, Faraday, and intermediate). They work for linear and circular polarized as well as unpolarized excitation, and for crystals and powders. The expressions are based on the concept of the (complex) magnetic transition dipole moment vector. Using the new theory, we determine the parities of ground and excited spin states of high-spin \((S = 5/2)\) Fe\(^{3+}\) in hemin from the polarization dependence of experimental ground state EPR line intensities.
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Electron paramagnetic resonance (EPR) is a spectroscopic technique that yields unique information on structural and electronic properties of paramagnetic states in material systems ranging from proteins to nanomagnets and semiconductors. In addition, EPR methods are increasingly used for controlled manipulation of spin systems, which may form the basis of spin quantum computing. Experimental design, interpretation, prediction and control of EPR transition energies and probabilities. These properties are determined by the spin center under study and the choice of the experimental parameters.

In a standard EPR experiment, linearly polarized low-frequency microwave (mw) radiation is coupled into a resonator exposed to a static magnetic field \(B_0\) such that the radiation magnetic field component \(B_1(t)\) of the ensuing standing wave is perpendicular to \(B_0\). With a linear detector, the measured EPR spectral intensity is proportional to the power absorbed by the sample, which in turn is proportional to the quantum mechanical transition rate. For this standard geometry, compact expressions for the EPR transition rate can be found in the literature. Analytical expressions for a single spin without fine or hyperfine interactions are known.

However, the limitation to a resonator, linear mw polarization and orthogonal orientation between static and oscillating magnetic fields restricts the versatility of EPR experiments. Recently, experimental setups that go beyond these limitations have become more prevalent. Novel non-resonant beam EPR setups explore very broad field (up to 30 T) and frequency (up to THz) ranges. These high field/high frequency EPR experiments are based on a range of excitation sources, ranging from lab-based semiconductors, lasers and tube sources to synchrotrons and free electron lasers. Despite the variety of source technology, these approaches are all based on quasioptical techniques that transmit mw or THz radiation in open space instead of wave guides or coaxial cables. This provides much larger freedom for the alignment of the radiation beam relative to the external magnetic field.

Thereby, entirely new EPR experiments became possible. These include experiments in Faraday geometry, and the employment of split ring resonator arrays as THz metamaterials for selective EPR excitation. Unlike with resonators, in non-resonant setups circular or unpolarized radiation can be employed. Circularly polarized radiation can be used to determine the sign of g factors and is a possible selection tool in EPR based quantum computing. Depending on the handedness of the circularly polarized radiation, different sets of EPR transitions can be addressed in single-molecule magnets. For dynamic nuclear polarization, it was recently shown that the enhancement depends on the handedness of the circular polarized mw radiation. Unpolarized radiation, or radiation that is extracted from beam paths which do not conserve the polarization of the radiation, are used in high-field cw EPR, for frequency-swept cw EPR as well as for free-electron laser based cw EPR experiments.

Spectral intensities from these new experimental designs cannot be described by current theory, which is limited to perpendicular and parallel excitation geometries with linear polarization. Here, we derive compact and general expressions for EPR magnetic transition intensities that cover all excitation geometries and polarizations. We show that the transition intensities can be described in an elegant way using a general magnetic transition dipole moment (mtdm) vector \(\boldsymbol{\mu}\). The mtdm is the magnetic analog of the electric transition dipole moment vector widely used in optical spectroscopy.

First, we treat a solid-state sample containing isolated identically oriented spin centers, each containing...
Golden Rule \((51)\) and is given by
\[
\sigma_{q} = \frac{\hbar}{2} \left( \mu_{q} g q \hat{S} q \right)
\]
for electron spins, \(\sigma_{q} = -1\) and \(\mu_{q}\) is the Bohr magneton \(\mu_{B}\). For nuclear spins, \(\sigma_{q} = +1\) and \(\mu_{q}\) is the nuclear magneton \(\mu_{N}\). \(g q\) is the 3x3 g matrix and \(\hat{S} q\) is the spin angular momentum operator of the \(q\)th spin.

The complex mtdm vector \(\mu\) is the matrix element of the magnetic dipole moment operator for the transition, \(\mu = (b_0 | \hat{\mu} | a_0)\). \(\mu\) depends on the type of transition. In the simplest case, for a single-quantum transition in an isotropic spin system, \(\mu\) is complex and perpendicular to \(B_0\) and describes a rotation around the external magnetic field. For a zero-quantum transition in an isotropic system, \(\mu\) is real and parallel to \(B_0\). \(\mu\) is unique within an arbitrary complex phase factor.

A few vectors are needed to describe the experimental excitation geometry (Fig. 1). In EPR experiments usually a static magnetic field \(B_0\) is applied, hence its direction \(n_0 = B_0 / |B_0|\), is needed. For resonator and beam EPR experiments using linear polarization, \(n_1\) is required. The two limiting cases are perpendicular \((n_1 \perp n_0)\) and parallel \((n_1 \parallel n_0)\) mode. For beam experiments with unpolarized and circularly polarized radiation, the propagation direction \(n_k = k / |k|\), with the wave vector \(k\), is required. Two limiting cases are the Voigt geometry with \(n_k \perp n_0\), and the Faraday geometry with \(n_k / n_0\) (Fig. 1b and 1c).

Together with \(\mu\), the excitation geometry and the polarization determine the form of \(D\) in Eq. 1. For aligned spin centers in a single orientation, it is
\[
D_{\text{lin}}^n = |n_1^T \mu|^2, \quad D_{\text{un}}^n = \frac{1}{2} \left( |\mu|^2 - |n_k^T \mu|^2 \right), \quad D_{\pm}^n = 2D_{\text{lin}}^n \pm 2n_k^T \text{Re} n_k^T \mu \times \text{Re} \mu
\]
for linear polarized \((D_{\text{lin}}^n)\), unpolarized \((D_{\text{un}}^n)\), and circularly polarized light \((D_{\pm}^n)\). \(D_{\text{lin}}^n\) contains the projection of \(\mu\) onto \(n_1\), whereas \(D_{\text{un}}^n\) contains the projection of \(\mu\) onto the plane perpendicular to \(n_k\). The \(\pm\) in \(D_{\pm}^n\) denotes right- and left-handed circular polarization, respectively. \(D_{\pm}^n\) contains the unpolarized expression and an additional cross product term. If \(\mu\) is complex, the cross product represents the rotation axis for the rotation described by \(\mu\). If this rotation axis is perpendicular to \(n_k\), then left- and right-hand polarization give identical intensities. The cross product is independent of the overall phase of \(\mu\).

For disordered systems such as powders and glasses, the above expressions can be integrated. The resonance positions (frequencies and fields) of a spin center are generally anisotropic and are determined by the center’s orientation relative to \(n_0\). Centers with identical orientation relative to \(n_0\), but different orientation relative to \(n_1\), have identical resonance positions, but differ in their line intensities. The integrals of the general expressions

\[
I_{ab} = \chi \frac{B_0^2}{4} |n_1^T (b_0 | \hat{\mu} | a_0)|^2 = \chi \frac{B_0^2}{4} |n_1^T \mu|^2 = \chi \frac{B_0^2}{4} D.
\]
from Eq. 2 over this subset of spin centers give
\[ D_{\text{lin}}^{\text{pow}} = \frac{1}{2} \left[ (1 - \xi_i^2) |u|^2 + (3\xi_i^2 - 1) n_0^T \mu^2 \right], \]
\[ D_{\text{lin}}^{\text{pow}} = \frac{1}{4} \left[ (1 + \xi_i^2) |u|^2 - (3\xi_i^2 - 1) n_0^T \mu^2 \right], \]
\[ D_{\pm}^{\text{pow}} = 2D_{\text{lin}}^{\text{pow}} \pm 2\xi_i n_0^T (\text{Im} \mu \times \text{Re} \mu), \]
with \( \xi_i = n_1^T n_0 \) and \( \xi_k = n_1^T n_0 \). These expressions simplify for several common cases. For linear polarization, perpendicular \((n_1 \perp n_0)\) and parallel \((n_1 \parallel n_0)\) modes give
\[ D_{\text{lin}, \perp}^{\text{pow}} = \frac{1}{2} \left( |u|^2 - |n_0^T \mu|^2 \right) \quad \text{and} \quad D_{\text{lin}, \parallel}^{\text{pow}} = |n_0^T \mu|^2. \]
\[ D_{\text{lin}, \perp}^{\text{pow}} = \frac{1}{4} \left( |u|^2 + |n_0^T \mu|^2 \right). \]
\[ D_{\text{lin}, \parallel}^{\text{pow}} = \frac{1}{2} \left( |u|^2 - |n_0^T \mu|^2 \right). \]
\[ D_{\text{un}, \perp}^{\text{pow}} = \frac{1}{4} \left( |u|^2 + |n_0^T \mu|^2 \right), \quad D_{\text{un}, \parallel}^{\text{pow}} = \frac{1}{2} \left( |u|^2 - |n_0^T \mu|^2 \right). \]

Since both expressions cannot be zero simultaneously unless \( \mu \) is zero, we see that any transition with a finite \( n_{\text{tdm}} \) will give intensity in at least one of the two modes.

For unpolarized radiation we can distinguish between \( n_k \perp n_0 \) (Voigt geometry) (see also 18, 54), and \( g_k || n_0 \) (Faraday geometry), where we obtain
\[ D_{\text{un}, \perp}^{\text{pow}} = \frac{1}{4} \left( |u|^2 + |n_0^T \mu|^2 \right), \quad D_{\text{un}, \parallel}^{\text{pow}} = \frac{1}{2} \left( |u|^2 - |n_0^T \mu|^2 \right). \]
\[ D_{\text{pow}}^{\text{un}, \perp} \text{ is identical to } D_{\text{lin}, \perp}^{\text{pow}} \text{ and } D_{\text{pow}}^{\text{un}, \parallel} \text{ as a result of the powder integration, therefore right- and left-handed circular polarization give the same line intensities, independent of the particular transition or the internal structure of the spin center.} \]

For the case of an isotropic spin system, Eqs. (2) and Eqs. (3) are equivalent. In this case, \( \mu \) is either perpendicular or parallel to \( n_0 \).

For isolated electron spins in the absence of any interaction except the electron Zeeman interaction, the \( n_{\text{tdm}} \) for an allowed transition \( |m_S\rangle \rightarrow |m_S + 1\rangle \) can be calculated analytically by using a frame \((i, j, u)\) where \( u \) is the quantization axis, \( u = g^T n_0 / g \) with \( g = [g^T n_0] \). The frame is obtained by the Bleaney-Bir transformation \((53, 56)\).

In this frame, the \( n_{\text{tdm}} \) is given, within an arbitrary phase factor, by \( \mu = cg(i - j) \), with \( c = -\mu_B \sqrt{S(S + 1)} / m_S(S + 1) / 2 \). For a single orientation, we find \[ D_{\text{lin}}^{\text{un}} = c^2 A(n_1) = c^2 \Gamma(n_1), \]
\[ D_{\text{lin}}^{\text{un}} = \frac{1}{2} c^2 \left[ \text{tr}(gg^T) - |u|^2 - \Gamma(n_k) \right], \]
\[ D_{\pm}^{\text{un}} = 2D_{\text{lin}}^{\text{un}} \pm 2c^2 \xi_k \det(g) / g, \]
with \[ \Gamma(v) = |\det(g)g^{-1}(v \times n_0)| / g^2 \]
and \( A(v) = |(g^T n_1) \times u|^2 \). These expressions depend only on \( u \), and not on \( i \) or \( j \). (The diacritic tilde is used to distinguish the expressions for this special case from the general ones.) \( D_{\text{lin}}^{\text{un}} = c^2 A(n_1) \) was first derived by Kneubühl \((21)\). \( D_{\text{lin}}^{\text{un}} \) expands to other previously published expressions \((23, 24, 58)\) and simplifies for diagonal \( g \) \((22, 59)\).

Bleaneys’s original expression \((20)\) is a very special case where \( n_1 \) is limited to a symmetry plane of the eigenframe of an axial \( g \) tensor. \( D_{\pm}^{\text{un}} \) was previously derived for Faraday geometry \((25)\).

For linear polarization, the dependence of the line intensity on the relative orientation between \( n_1 \) and \( n_0 \) is evident from \( \Gamma(n_1) \): maximal for \( n_1 \perp n_0 \) and zero for \( n_1 || n_0 \). In the special case, the rotation axis of the rotation described by \( \mu \) is along \( n_0 \) (without restrictions on \( g \)), hence in Voigt geometry \( D_{\pm}^{\text{un}} = D_{\pm}^{\text{lin}} \). Both left- and right-handed circular polarization give the same transition intensity. In the limiting case of an isotropic \( g \) matrix \( (g = g_{\text{iso}} I) \) in Faraday geometry, we get \[ D_{\pm, F} = 2c^2 g_{\text{iso}}^2 (1 \pm 1) \], and only one handedness leads to non-zero intensity.

For powders of isolated spins, \( D \) is
\[ D_{\text{lin}}^{\text{pow}} = \frac{1}{2} c^2 \left( 1 - \xi_i^2 \right) \left[ \text{tr}(gg^T) - |u|^2 \right]; \]
\[ D_{\text{lin}}^{\text{pow}} = \frac{1}{4} \left[ (1 + \xi_i^2) |u|^2 - (3\xi_i^2 - 1) n_0^T \mu^2 \right], \]
\[ D_{\pm}^{\text{pow}} = 2D_{\text{lin}}^{\text{pow}} \pm 2c^2 \xi_i \det(g) / g. \]

Special cases of \( D_{\text{lin}}^{\text{pow}} \) and \( n_1 \perp n_0 \) are known for general and diagonal \( g \) tensors \((23, 52, 58, 59)\) and spelled out into polar coordinates \((20, 22, 53, 60)\).

Eqs. (4) and (5) are fully analytical and do not require numerical matrix diagonalization. They apply only in the absence of fine interactions and interactions with other spins or nuclei. More complicated spin systems are described by the more general expressions from Eqs. (2) and (3). These require matrix diagonalization to compute \(|a| \) and \(|b| \), which need to calculate \( \mu \). Although it is customary to define a z axis along \( B_0 \) and an x axis along \( B_1 \) (for linear polarized mw radiation with \( B_1 \perp B_0 \)), no such axis definitions are used here. All expressions are representation independent. The new expressions are implemented in the EPR simulation software EasySpin \((19)\).

Next, we validate the new theory experimentally and show that it can be used to extract new information about quantum systems from EPR data. In a beam EPR experiment, we measured transition intensities of high-spin \( Fe^{3+} \) ions (spin 5/2) in a powder sample of hemin as a function of the polarization angle \( \alpha \) between the static magnetic field and the magnetic field component of the radiation. Experiments were conducted at the Frequency Domain Fourier Transform THz-EPR setup at BESSY II \((33)\).

The high frequency/high field EPR data were obtained in Voigt geometry with a beam of broad-band unpolarized radiation that excited ground-state EPR transitions at 7.5 T and 2 K in the frequency range between 400 GHz and 1200 GHz. Detection was achieved with a broad-band superfluid He cooled bolometer equipped with a wire grid in front of the detector. Further experimental details are given in the SM. During the experiment, the wire grid, which served as polarization selector, was rotated in steps from \( n_1 || n_0 (\alpha = 0^\circ) \) to \( n_1 \perp n_0 (\alpha = 90^\circ) \).
EPR transitions were observed at 458 GHz and 845 GHz. The two lines result from hemins oriented such that the external magnetic field is perpendicular to the molecular hard axis. Other orientations give rise to lines of much smaller intensity at other frequencies. As shown in Fig. 2, the two lines have opposite polarization dependence: The line intensity at 458 GHz increases with increasing $\alpha$ while that of the 845 GHz line decreases. Fig. 2 shows theoretical intensities based on Eq. (3a). They fit the experimental data well.

The EPR line at 458 GHz corresponds to a transition from the ground state to the first excited state (see inset in Fig. 2), with opposite parity [61]. For this transition, the mtdm is complex, perpendicular to $n_0$ and has odd parity. The line intensity is proportional to $(1 - \xi^2)|\mu|^2 = |\mu|^2 \sin^2 \alpha$ (see Eq. (3a)). On the other hand, the 845 GHz line corresponds to a transition from the ground state to the second excited state, which has the same parity as the ground state. $\mu$ is real, parallel to $n_0$, and of even parity. The transition rate is proportional to $\xi_1^2|\mu|^2 = |\mu|^2 \cos^2 \alpha$. The polarization dependence is reversed.

This EPR linear dichroism experiment shows that the polarization dependence of EPR line intensities can be used to determine parities of the states involved in EPR transitions. This is valuable structural information especially for more complicated spin centers like molecular nanomagnets, where the parity determines quantum tunneling rates [62–65]. The experiment presented here was performed on a unique very-high-frequency EPR setup. However, the general theory outlined here might inspire similar experiments at lower frequencies, exploring easily rotatable microresonators [66], flexible and twistable waveguides, resonant magnets, or vector magnets.

In conclusion, we derived novel general and compact closed-form expressions for calculating magnetic transition dipole moments and transition rates in solid-state EPR experiments on crystals and disordered materials. The expressions are valid for arbitrary spin centers and arbitrary excitation geometries. They cover resonator setups and beam experiments with unpolarized excitation, linear polarization and circular polarization. Furthermore, they are independent of the choice of the reference frame and do not involve Euler angles. Specification of the vectors $n_0$, $n_1$, or $n_k$, and $\mu$ is sufficient. The derivations show that the concept of magnetic transition dipole moment (both the operator and its transition matrix element) is useful for the description of general EPR experiments. With this new theory in hand, EPR spectra from experimental setups with non-standard geometries will give access to previously inaccessible information contained in line intensities and line shapes. This will have impact on high-field EPR and frequency-domain EPR, as well as on EPR experiments involving resonant microstructures with inhomogeneous fields and spatially varying excitation geometries.
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