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Abstract

We study fine global properties of nonnegative solutions to the Cauchy Problem for the fast \( p \)-Laplacian evolution equation \( u_t = \Delta_p u \) on the whole Euclidean space, in the so-called “good fast diffusion range” \( \frac{2N}{N+1} < p < 2 \). It is well-known that non-negative solutions behave for large times as \( B \), the Barenblatt (or fundamental) solution, which has an explicit expression.

We prove the so-called Global Harnack Principle (GHP), that is, precise global pointwise upper and lower estimates of nonnegative solutions in terms of \( B \). This can be considered the nonlinear counterpart of the celebrated Gaussian estimates for the linear heat equation.

We characterize the maximal (hence optimal) class of initial data such that the GHP holds, by means of an integral tail condition, easy to check. The GHP is then used as a tool to analyze the fine asymptotic behavior for large times. For initial data that satisfy the same integral condition, we prove that the corresponding solutions behave like the Barenblatt with the same mass, uniformly in relative error.

When the integral tail condition is not satisfied we show that both the GHP and the uniform convergence in relative error, do not hold anymore, and we provide also explicit counterexamples. We then prove a “generalized GHP”, that is, pointwise upper and lower bounds in terms of explicit profiles with a tail different from \( B \). Finally, we derive sharp global quantitative upper bounds of the modulus of the gradient of the solution, and, when data are radially decreasing, we show uniform convergence in relative error for the gradients.

To the best of our knowledge, analogous issues for the linear heat equation \( p = 2 \), do not possess such clear answers, only partial results are known.
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1 Introduction and main results

We consider nonnegative solutions to the Cauchy problem for the \( p \)-Laplacian Evolution equation (PLE) posed on \( \mathbb{R}^N \times (0, \infty) \), with \( N \geq 1 \): 

\[
\text{(PLE)} \quad u_t = \Delta_p u := \text{div}(|\nabla u|^{p-2} \nabla u),
\]

where \( \Delta_p u \) denotes the well-known \( p \)-Laplacian operator with \( p \geq 1 \). This nonlinear evolution equation appeared in the mathematical description of compressible fluid flows in a homogeneous isotropic rigid porous medium, [69]. Since then, it has been the basic model in many applications for instance, in image reconstruction [7, 10] and in game theory (tug-of-war games), [75, 70]. The PLE has been widely investigated since the early 1960’s also because of its own mathematical interest, beauty and difficulty, being a prototype of a nonlinear evolution equation with gradient-dependent diffusivity, possibly degenerate or singular, see [36], [84, Section 11] and references therein. We will consider the Cauchy problem associated to the (PLE):

\[
\left\{
\begin{array}{ll}
  u_t(x,t) = \Delta_p u(x,t) & \text{for } t > 0 \text{ and } x \in \mathbb{R}^N, \\
  u(x,0) = u_0(x) & \text{for } x \in \mathbb{R}^N,
\end{array}
\right.
\]

(1.1)

in the so-called good fast diffusion range and for nonnegative integrable initial data, that is

\[
1 \leq p_c := \frac{2N}{N+1} < p < 2 \quad \text{and} \quad 0 \leq u_0 \in L^1(\mathbb{R}^N).
\]

(1.2)

The basic theory of existence, uniqueness, boundedness and regularity is well understood, see Subsection 2.1. Let us briefly point out the differences that occur in the distinct ranges and values of the parameter \( p \geq 1 \), when dealing with (nonnegative) solutions corresponding to nonnegative integrable initial data. The degenerate or slow diffusion case corresponds to \( p > 2 \): mass is preserved along the evolution, there is finite speed of propagation (compactly supported initial data generate solutions with compact support for all times), and nonnegative integrable data give bounded solutions which are positive inside their support. The case \( p = 2 \) corresponds to the linear Heat Equation (HE), with infinite speed of propagation and \( C^\infty \) smooth solutions obtained by the Gaussian representation formula. The case under consideration in this paper is the singular or fast diffusion case, which corresponds to \( p \in (1, 2) \), where infinite speed of propagation holds (compactly supported initial data produce everywhere-positive solutions). Mass is preserved only in the good fast diffusion range, namely when \( p \in (p_c, 2) \), and, in this case, solutions are positive and bounded everywhere, for all \( t > 0 \). In the very fast diffusion regime, namely when \( p \in (1, p_c) \) there is a regularity breakdown, mass is not preserved and solutions extinguish in finite time [23, 42, 41]. It is worth mentioning the very singular case \( p = 1 \), the Total Variation Flow, [7, 21] because of its important applications in image processing. In this latter case, even bounded solutions may be discontinuous. The goal of this paper is to describe the behaviour of solutions in the most precise possible way, under assumptions (1.2).

When \( p > p_c \), the large time asymptotic behavior is described in terms of self-similar solutions conserving mass, known as Barenblatt (or fundamental) solutions, which have as initial datum \( M\delta_0 \), the Dirac delta centered at the origin with mass \( M \), see [60] when \( p > 2 \) and Section 4 for \( p \in (p_c, 2) \). They are also the key tool to understand the finite and infinite speed of propagation, and have an explicit formula

\[
B(x,t; M) = t^{\frac{1}{2-p}} \left[ b_1 t^{\frac{p}{p+1}} M^{\frac{\beta(p-2)}{p+1}} + b_2 |x|^{\frac{p}{p-1}} \right]^{\frac{p-1}{p}}
\]

(1.3)

See formula (2.6) and (1.6) for explicit expression of \( \alpha, \beta, b_1, b_2 \). Note than when \( p \to 2 \) the Barenblatt solution converges pointwise to the Gaussian, the fundamental solution of the HE. For the present discussion
we just need to recall that \( b_2 \sim 2 - p \), or just that \( b_2 \) is negative in the slow diffusion case, \( p > 2 \), exhibiting finite speed of propagation. On the other hand, when \( p < 2 \), the support of \( B \) is immediately spread on the whole \( \mathbb{R}^N \), showing infinite speed of propagation, as in the classical case of the linear HE, \( p = 2 \). It is worth noticing that when \( p < 2 \), the tail of the fundamental solution is “fat”, of polynomial type, contrary to exponential decay in the Gaussian case. Roughly speaking, as \( p \) becomes smaller, the tail of the fundamental solution becomes fatter, and much more mass can escape to infinity, showing that the diffusion is faster as \( p \) decreases. We shall address the following question(s):

\[
\text{(Q)} \quad \text{Do nonnegative integrable solutions behave like the fundamental solution? If yes, in which sense? Do they have the same tail behaviour?}
\]

The main goal of this paper is to answer question [Q] in the sharpest possible way. When the initial datum satisfies appropriate tail conditions, we derive quantitative and explicit upper and lower bounds for the solution to Problem (1.1) in terms of Barenblatt solutions, which we call Global Harnack Principle (GHP). Surprisingly enough we are able to characterize the optimal class of nonnegative integrable data that produce solutions that satisfy the GHP. The second issue that we address, concerns the asymptotic behaviour: we know that nonnegative solutions behave for large times as the Barenblatt with the same mass, in the strong \( L^1 \) topology. The same question with a finer topology has a completely different answer: uniform convergence in relative error towards the Barenblatt is possible if and only if GHP holds, i.e. if the initial datum satisfies our “tail condition”. We also address the same questions for the (modulus of the) gradient of the solutions and we obtain a sharp pointwise decay. Convergence in relative error for the gradient is proven for radial solutions, a first step towards understanding a really delicate issue.

1.1 Main result 1. Global Harnack Principle and convergence in relative error

In order to measure in an optimal way the tail behaviour of integrable functions, it is convenient to define the following integral quantity:

\[
\|f\|_{X^p} := \sup_{R > 0} R^{\frac{2p}{2p-N}} \int_{\mathbb{R}^N \setminus B_R(0)} |f(x)| \, dx.
\]

This quantity defines a natural norm on the following subspace of \( L^1(\mathbb{R}^N) \)

\[
X_p = \{ f \in L^1(\mathbb{R}^N) : \|f\|_{X^p} < +\infty \}.
\]

(1.4)

It is clear that \( C_c^\infty(\mathbb{R}^N) \subset X_p \), hence \( X_p \) is dense in \( L^1(\mathbb{R}^N) \) in the strong \( L^1 \)-topology. On the other hand, \( (X_p, \| \cdot \|_{X^p}, \| \cdot \|_{L^1(\mathbb{R}^N)}) \) is a Banach space, see [80, 25] and Section 5 for more details.

Indeed, \( X_p \) is somehow a “natural space” in our context, as we shall explain in Remark 1.2.3.

The Global Harnack Principle for the Cauchy problem was first proven in [27, 54] for the Fast Diffusion Equation (in the so-called good-range, where mass is still preserved)

\[
\text{(FDE)} \quad u_t = \Delta u^m, \quad \text{with} \quad m \in \left( \frac{N-2}{N}, 1 \right),
\]

under a non-sharp pointwise tail condition, which in this context becomes:

\[
\mathcal{A}_p = \left\{ f \in L^1(\mathbb{R}^N) : \exists A, R_0 > 0 \quad |f(x)| \leq A|x|^{-\frac{N-2}{2p}} \quad \text{for all} \quad |x| \geq R_0 \right\}.
\]

(1.5)
The Barenblatt solutions in the good fast diffusion range, have the form (with \( \alpha, \beta, b_1, b_2 > 0 \) given in (2.6))

\[
B(x, t; M) = t^{-\frac{1}{p}} \left[ b_1 t^{\frac{\beta p}{p-1}} M^{-\frac{2}{p} \frac{\beta}{p-1}} + b_2 |x|^{\frac{\beta}{p-1}} \right]^{-\frac{p-1}{2(p-\beta)}}.
\]

It is clear that \( B(x, t; M) \in A_p \), hence \( B(x, t; M) \in X_p \) for all \( t > 0 \). Moreover, any function \( f \) with a lower tail than the Barenblatt belongs to \( A_p \), hence to \( X_p \); there exist constants \( A', M, R_0 > 0 \) such that

\[
|f(x)| \leq A'B(x, 1; M) \quad \text{for all } |x| \geq R_0.
\]

However, in Section 5.2 we will prove that \( A_p \subsetneq X_p \) by constructing explicit examples of functions \( f \in X_p \setminus A_p \).

We are now in the position to state our main result, which completely answers (Q).

**Theorem 1.1.** Let \( N \geq 1 \) and \( p_c := \frac{2N}{N+2} < p < 2 \). Let \( u \) be a weak solution to Problem (1.1) corresponding to an initial datum \( 0 \leq u_0 \in L^1(\mathbb{R}^N) \). Then, the following statements are equivalent:

(i- Characterization in terms of the space \( X_p \))

\[
u_0 \in X_p \setminus \{0\} \quad \text{that is} \quad 0 < \sup_{R>0} R^{\frac{p}{p-N}} \int_{\mathbb{R}^N \setminus B_R(0)} |u_0(y)|dy < +\infty.
\]

(ii- Global Harnack Principle). For any \( t_0 > 0 \), there exist (explicit) constants \( \tau_1, M_1, \tau_2, M_2 \) such that the following upper and lower bounds hold true for all \( x \in \mathbb{R}^N \) and \( t > t_0 \)

\[
B(x, t - \tau_1; M_1) \leq u(x, t) \leq B(x, t + \tau_2; M_2).
\]

(iii- Uniform Convergence in Relative Error) We have that

\[
\lim_{t \to \infty} \left\| \frac{u(\cdot, t)}{B(\cdot, t; M)} - 1 \right\|_{L^\infty(\mathbb{R}^N)} = 0, \quad \text{where} \quad M = \|u_0\|_{L^1(\mathbb{R}^N)}.
\]

**Remark 1.2.** 1. The proof of this Theorem occupies a large part of the paper and consists of several independent results, with their own interest. In Section 3 we prove that i) implies ii) while in Section 4 the implication i) \( \Rightarrow \) iii) is proven. The final equivalence is proven in Section 5 where some properties of the space \( X_p \) are also analyzed. More details are given in Section 1.3.

2. As already mentioned in the introduction, we exhibit in Proposition 5.2 another condition to characterize the space \( X_p \):

\[
f \in X_p \quad \text{if and only if} \quad f \in L^1(\mathbb{R}^N) \text{ and } \int_{B_{|u|/2}(x)} |f(y)|dy = O \left(|x|^{N-\frac{p}{p-\beta}}\right) \text{ as } |x| \to +\infty.
\]

A similar condition has been introduced by Vázquez in [23] as a sufficient condition for the Global Harnack Principle to hold in the case of the (FDE). Lately, in [25], a similar condition has been used to prove analogous results in the case of (FDE) with Caffarelli-Kohn-Nirenberg (CKN) weights, providing new and sharpened characterization also in the non-weighted case.

3. The decay assumption on the initial data, i.e. \( u_0 \in X_p \) is sharp, indeed if \( u_0 \not\in X_p \), both GHP and uniform convergence in relative error fail. This shows that somehow \( X_p \) is a “natural space”. First, it turns out to be invariant (or stable) under the \( p \)-Laplacian flow, meaning that \( u_0 \in X_p \) if and only if \( u(t) \in X_p \) for all \( t > 0 \), see Section 5.2. Second, as far as strong tail-stability is concerned, the so-called Global Harnack Principle (GHP) says that data in \( X_p \) produce solutions sandwiched between two Barenblatt solutions,
and again, the viceversa turns out to be true. The third aspect concerns the fine asymptotic behaviour: on one hand, it is always true that nonnegative integrable solutions behave like the Barenblatt for large times in the strong \( L^1 \)-topology. On the other hand, some of those solutions may not converge to the Barenblatt in a finer topology, uniformly in relative error. In other words, the asymptotic behaviour of the tail will not be the same as the Barenblatt solutions in some cases. We remarkably succeed in characterizing by means of simple integral conditions the basin of attraction of the Barenblatt solutions in the topology of uniform convergence in relative error. Such basin of attraction turns out to be \( X_p \).

4. What happens when the initial datum is in \( X_p^c = L^1(\mathbb{R}^N) \setminus X_p \)? In Section 5.3 we construct explicit examples of sub-solutions and super-solutions to the (PLE) equation, with a tail which is slightly fatter that the Barenblatt (somehow the maximal tail in \( X_p \)), and show that they will never satisfy a GHP

\[
\frac{1}{(1 + |x|)^{\frac{p}{2} - \delta}} \lesssim u_0(x) \lesssim \frac{1}{(1 + |x|)^{\frac{p}{2} - \varepsilon}} \quad \text{implies} \quad \frac{c_0(t)}{(1 + |x|)^{\frac{p}{2} - \delta}} \lesssim u(x, t) \lesssim \frac{c_1(t)}{(1 + |x|)^{\frac{p}{2} - \varepsilon}}
\]

for suitable explicit functions \( c_0, c_1 \) and suitably small \( \varepsilon, \delta > 0 \), see Section 5.3.

5. Theorem 1.1 does not hold for sing-changing solutions, as observed for the (FDE) by Vázquez in [85, Proposition 18.35]. In that proposition, a 1D solution which exhibits sing changing for any time \( t > 0 \), is constructed, in spite of being generated by compactly supported initial data with positive mass. In higher dimensions, we were only able to find examples on subdomains of \( \mathbb{R}^N \), constructed by King [61].

6. Some applications. The GHP has several important applications. Besides the uniform convergence in relative error, equivalent to GHP by the above theorem, it is also fundamental to establish convergence rates, see for instance [4, 35], where (a stricter condition than) GHP is taken as an assumption to make all the machinery work, following [14]. More details shall be given below. It is also the key to show quantitative stability results in Gagliardo-Nirenberg-Sobolev inequalities, [19, 20]. Another application concerns reaction-diffusion equations: the GHP is essential to describe the behavior of solutions to reaction-diffusion problems, see for instance [9] for the doubly nonlinear reaction-diffusion equations and [82] for the fractional diffusion counterpart.

1.1.1 Relevance of the results

To the best of our knowledge, in the linear case \( p = 2 \), the closest result to our GHP, is represented by the celebrated Harnack type estimates, often called Gaussian estimates,

\[
u(t_1, x) \leq u(t_2, y) \left( \frac{t_2}{t_1} \right)^{N/2} e^{\frac{|x-y|^2}{4(t_2-t_1)}} \quad \text{for any } x, y \in \mathbb{R}^N, t_2 > t_1 > 0,
\]

proven by Pini [76] and Hadamard [51], then generalized to uniformly parabolic equations by Moser [72], Aronson [8] and many others. However, from those estimates it is not possible to deduce convergence in relative error. Actually, a complete characterization that answers question (Q) in the linear case is not known, only partial results have appeared, far from being optimal. In the case of (FDE) and Weighted (FDE) (WFDE) with CKN weights, the same result as in this paper has been recently proven by two of the authors, [25], actually we use some those results in Section 6 where we exploit the correspondence between radial functions of WFDE and PLE, see [56], to analyze the tail behaviour of (the modulus of) the gradient.

About the Global Harnack Principle (GHP) and convergence in relative error (CRE). To the best of our knowledge this is the first time that our main results (GHP, CRE, and their characterizations) appear in the literature for the (PLE). In the case of the (FDE) convergence in relative error was first proven in [83], while GHP was first proven in [27], under pointwise tail conditions on the data, similar to the \( A_p \) space. A
complete characterization of the GHP and CRE has been recently proven by two of the authors in [25], in the case of (FDE), also in presence of Caffarelli-Kohn-Nirenberg weights.

In the case of other equations, the validity of CRE and GHP is not always clear. In a quite recent preprint [89], a form of GHP for the fractional p-laplacian evolution equation is proven to hold for a suitable class of initial data compactly supported. In the case of non-linear equations, we refer to [31] were the authors prove the CRE for a Newtonian vortex equation. Let us briefly comment about what is known for linear equations. For the classical heat equation, the CRE is known to be false in general, see [87]. However, to the best of our knowledge, it is an open problem to find sufficient condition for CRE to hold. It is quite surprising that when the diffusion is driven by the fractional laplacian \((-\Delta)^s\), with \(s \in (0,1)\), both the GHP and the CRE hold, see [26]. However, to the best of our knowledge, no results are available for general linear nonlocal equations.

Our result is important in the study of the \textit{the asymptotic behaviour}. In the good fast diffusion range, \(\frac{2N}{N+1} < p < 2\), the basic asymptotic result says that solutions behave for large times as the Barenblatt, in strong \(L^q\)-topologies. We first provide a complete proof of this fact in Section 4 for sake of completeness, by adapting the so-called 4-Steps Method of [60]. Moreover, rates of convergence to equilibrium (Barenblatt profiles) have been obtained via entropy methods and functional inequalities of Gagliardo-Nirenberg-Sobolev [35], for solutions with bounded first and second moments. In [41] rates of convergence are obtained using linearization and weighted Hardy-Poincaré type inequalities, in the spirit of [14]. However, they require a stronger GHP imposed on \(u_0\), namely that it is trapped between two Barenblatt profiles with the same center of mass and without time shifts. This allows them to prove CRE, essential to justify the rest of the proofs. The latter assumption is indeed quite restrictive, and one may wonder whether or not it is optimal. Indeed, such strong pointwise condition on the data is not necessary, we show here that the right hypothesis of [4] should be relaxed to \(u_0 \in \mathcal{X}_p\), which is enough to have CRE, actually it is equivalent, as we explain in Theorem 1.1. In other words, we are able to characterize explicitly the basin of attraction of the Barenblatt profiles in the topology induced by uniform convergence in relative error.

1.2 Main result 2. Global gradient estimates

The (PLE) is a gradient-driven diffusion. Therefore, it is quite natural to investigate the possible decay at infinity (in time and space) of the modulus of the gradient of the solution to the Problem (1.1). The following theorem provides an optimal answer, when the initial datum is assumed to be in \(\mathcal{X}_p\).

**Theorem 1.3 (Sharp Gradient Estimates).** Let \(N \geq 1\) and \(\frac{2N}{N+1} < p < 2\). Let \(u\) be the solution of Problem (1.1) with \(0 \leq u_0 \in L^1(\mathbb{R}^N)\). Then, there exists a constant \(c_1 = c_1(N,p) > 0\) such that

\[
\|\nabla u(t)\|_{L^\infty(\mathbb{R}^N)} \leq c_1 \frac{\|u_0\|_{L^1(\mathbb{R}^N)}^{2\beta}}{t^{(N+1)\beta}} \quad \text{for any } t > 0.
\]

Moreover, if \(0 \leq u_0 \in \mathcal{X}_p\), then there exists a constant \(c_2 = c_2(N,p) > 0\) such that

\[
|\nabla u(x,t)| \leq c_2 \frac{\|u_0\|_{L^1(\mathbb{R}^N)}^{2\beta} + \|u_0\|_{\mathcal{X}_p}^{2\beta}}{(1 + |x|)^\frac{2\beta}{p} t^{(N+1)\beta}} \quad \text{for any } x \in \mathbb{R}^N \text{ and } t > 0.
\]

**Remark.** The above estimates are sharp in the following sense. As for (1.10), simple (but lengthy) computations show that \(\|\nabla B(x,t;M)\|_{L^\infty(\mathbb{R}^N)} = c t^{-(N+1)\beta} M^{2\beta}\), and that the maximum is assumed on the curve \(t^\beta = M^{2(1-p)\beta} h |x|\) for \(t > 0\), where \(h = h(p,n) > 0\) is a constant. As for (1.11), we see that the right-hand-side of that inequality meets the space-time behaviour of the gradient of the Barenblatt profile when
$t^\beta \leq C|x|$, and therefore it is sharp in the class of data $\mathcal{X}_p$. Also, it is possible to construct counterexamples if the condition $u_0 \in \mathcal{X}_p$ dropped, analogous to those constructed in Section 5.3.

In the case of radial, decreasing initial data we have an even better result.

**Theorem 1.4** (Convergence in relative error for radial derivatives). Let $N \geq 3$ and $\frac{2N}{N+1} < p < 2$. Let $u$ be the solution of Problem (1.1) with datum $0 \leq u_0 \in \mathcal{X}_p \cap C^2(\mathbb{R}^N) \setminus \{0\}$ radial and nonincreasing, and let $M = \|u_0\|_{L^1(\mathbb{R}^N)}$. If $|\nabla u_0|^\frac{p}{2} \in \mathcal{A}_p$, that is, if there exist $A > 0$ and $R_0 > 0$ such that

\begin{equation}
|\partial_r u_0(r)| \leq Ar^{-\frac{2}{2+p}}, \quad \text{for all } r \geq R_0,
\end{equation}

then, the following limit holds

\begin{equation}
\left\| \frac{\partial_r u(\cdot, t)}{\partial_r B(\cdot, t; M)} - 1 \right\|_{L^\infty(\mathbb{R}^N)} \xrightarrow{t \to +\infty} 0,
\end{equation}

where $\partial_r u(r,t)$ (resp. $\partial_r B(r,t; M)$) is the radial derivative of $u(r,t)$ (resp. $B(r,t; M)$).

**Remark 1.5.** 1. Roughly speaking, the above Theorem says that radial data that decay faster (or equal) than the Barenblatt, and satisfy the corresponding tail condition for the radial derivative, produce solutions that converge uniformly in relative error to the Barenblatt with the same mass, in the $C^1$ topology.

2. We also notice that the dimension restriction $N \geq 3$ is merely technical and the result extended to the case $N = 1, 2$ with minor modifications. Also, the $C^2$ regularity assumption on the initial datum can be removed by means of tedious but straightforward approximations that we have decided to avoid here.

3. It is important to understand whether or not the radial monotonicity is necessary. The answer is yes for $N = 1$, and we believe that the same happens in higher dimensions, even if we do not have explicit counterexamples. Let us show the counterexample in one dimension. We begin by recalling the relation between the (PLE) and the (FDE), which is quite simple when $N = 1$, see [56] for higher dimensions. Indeed, if $u$ is a sufficiently regular solution to the Cauchy problem for (PLE), then its spatial derivative $v = \partial_x u$ solves the corresponding Cauchy problem for (FDE) with $m = p - 1 \in (0,1)$. Hence, we need the initial datum $u_0$ to be regular enough, so that $v_0 = \partial_x u_0$ is admissible data for the (FDE) and we have the correspondence that we need for all times. We consider now a non-negative initial datum $u_0$ with positive mass $M = \int_\mathbb{R} u_0 dx > 0$ and with zero-mass spatial derivative, namely $\int_\mathbb{R} v_0 = 0$. Such choice is always possible, since, it suffices to take a compactly supported function $v_0$ such that $v_0(-x) = -v_0(x)$ and to define $u_0(x) = \int_0^x v_0(y)dy$. By maximum principle and conservation of mass we have that $u(t) \geq 0$ and has positive mass. Its derivative $v(t)$ preserves the zero mass of the initial datum, namely $\int_\mathbb{R} v(t) = 0$, hence (being non-constant) it must change sign. We conclude that there exists a point $x(t)$ for which $v(x(t), t) = 0$ and so

\begin{equation}
\left| \frac{v(x(t), t)}{\partial_r B(x(t), t; M)} - 1 \right| = 1, \quad \text{for any } t > 0,
\end{equation}

which concludes the counterexample.

### 1.3 Structure of the paper

Section 2 gathers information on the existing results about the (PLE) relevant to our purposes, together with some preliminaries needed throughout the paper. The rest of the paper is essentially devoted to the proof of our two main results. In Section 3, we prove quantitative upper and lower bounds for the solution to Problem (1.1), which fairly combine in the GHP. This shows how i) implies ii) in Theorem 1.1.
In Section 4, we show that $X_p$ data leads to the convergence in relative error for the solution $u$ to Problem (1.1) to the unique Barenblatt solution $B$ with same mass, that is i) implies iii) in Theorem 1.1. This relies on a basic asymptotic result, the $L^q$ convergence of $u$ to $B$, for which we provide a proof adapted from [60] for sake of completeness. In Section 5, we focus on the space $X_p$. Firstly, we conclude the proof of Theorem 1.1. We also prove the equivalent characterization (1.9) of the space $X_p$. Then, we show that space $X_p$ is indeed larger than the space $A_p$ of functions satisfying the pointwise decay condition (1.5), by constructing a counterexample of a function $g \in X_p \backslash A_p$. In the last part of this section, we focus on what can happen for initial data in $L^1(\mathbb{R}^N) \backslash X_p$: we construct counterexamples to the GHP, and we show a Generalized GHP. In Section 6, we provide the proofs of Theorems 1.3 and 1.4 on global gradient decay estimates. Section 7 contains the proof of mass conservation, that we have decided to include for the sake of completeness. We conclude with an Appendix where we gather some useful tools used throughout the paper.

2 Preliminaries

Equations as (PLE) have been investigated since the 70’s due to their intrinsic mathematical difficulties and the wide range of applications, see [59, 86] and also the monographs [85, 84, 93]. In the range $p > 2$ (PLE) has been widely investigated (see [36] and references therein), while in the so-called good fast diffusion range $\frac{2N}{N+1} < p < 2$, less results are present in the literature. We refer to the monographs [41], [85, Part III] and references therein for further information.

In what follows we recall some important properties of the (PLE) equation as well as special classes of solutions. We first introduce the concept of weak solution to Problem (1.1) that we will use in this paper.

**Definition 2.1.** We say that $u$ is a weak solution to Problem (1.1) with initial data $u_0 \in L^1_{\text{loc}}(\mathbb{R}^N)$ if $u \in L^1((0,T) : W^{1,p}_{\text{loc}}(\mathbb{R}^N))$ and

$$
\int_{\mathbb{R}^N} u(x,s)\phi(x,s)dx = \int_{\mathbb{R}^N} u(x,t)\phi(x,t)dx + \int_s^t \int_{\mathbb{R}^N} \left( -u(x,\tau)\phi_\tau(x,\tau) + |\nabla u(x,\tau)|^{p-2}\nabla u(x,\tau) \cdot \nabla \phi(x,\tau) \right)dx d\tau,
$$

for all $0 < s < t < +\infty$ and for all functions $\phi \in C_c^\infty(\mathbb{R}^N \times (0,T))$. The initial data is taken in the sense:

$$
\lim_{t \to 0} \int_{\mathbb{R}^N} u(x,t)\varphi(x)dx = \int_{\mathbb{R}^N} u_0(x)\varphi(x)dx, \quad \forall \varphi \in C_c^\infty(\mathbb{R}^N).
$$

This definition is equivalent to the one used in [43, III.2.3], where existence and uniqueness (and much more) are settled for the problem under consideration. In what follows, we will work mostly with smooth compactly supported test functions, as specified in the above definition. However, a straightforward density argument allows to extend the equality (2.1) to test functions with a suitable decay at infinity, not necessarily compactly supported. This fact will be used in (8.4).

In the fast diffusion range, $p \in (1,2)$, we refer to [43], where a quite complete existence and uniqueness theory for the Cauchy problem has been done, together with a number of useful basic estimates, for locally integrable data. Later interesting development are contained in [92]. More details will be given in what follows.
2.1 Reminder about existing results

Let us briefly recall the common basic theory and point out the differences that occurs in the distinct ranges and values of the parameter $p \geq 1$. The literature on the $p$-Laplacian is so vast that it is hopeless to make it complete here, our aim is to point out the result and sources used in the paper, apologizing for unfortunate and involuntary omissions.

- **Existence and uniqueness**, for different concepts of solutions, weak, mild (semigroup), strong, is nowadays considered quite standard: The equation is known to generate a contraction semigroup in all $L^q(\mathbb{R}^N)$ spaces, with $q \in [1, \infty]$, $[12, 28, 63, 5, 6]$, whenever $p > 1$.

On one hand, the case $p = 1$ corresponds to the 1-Laplacian or Total Variation Flow, very useful in image processing. However, when $p = 1$, the techniques and results are quite different from the case $p > 1$, see [7, 21]. On the other hand, the case $p = 2$ corresponds to the classical Heat Equation, for which the Gaussian representation formula is a fundamental tool in developing a complete theory of existence and uniqueness, even for growing initial measures, Widder Theory [91]. When $p \neq 2$ no representation formula holds, different techniques have to be used, such as nonlinear semigroup theory, developed in the 70s-80s by prominent mathematicians, among them Brezis, Crandall, Bénilan, Komura, Véron, etc. Generation theorems, like the celebrated Crandall-Liggett Theorem [34], that can be considered a nonlinear extension of the Hille-Yosida or Lumer-Phillips Theorems, and provide existence and uniqueness in Banach (or even metric) spaces, has been proven in different setups, see [12, 28, 63, 90] and also [5, 6]. The underlying idea is that the PLE-flow can be seen as the $L^2$ gradient flow of the $p$-energy functional $\frac{1}{p} \int |\nabla u|^p dx$, analogously to what happens to the HE.

- **Time monotonicity estimates.** The solution $u$ to Problem (1.1) satisfies the celebrated Benilan-Crandall estimate, see for instance [11, 47], which in differential form (and in the sense of distributions) read

$$u_t(\cdot, t) \leq \frac{u(\cdot, t)}{(2-p)t} \quad \text{for a.e. } t > 0.$$  

This is nothing but a weak formulation of the monotonicity of the map: for a.e. $x \in \mathbb{R}^N$ we have that

$$t \rightarrow t^{-\frac{1}{2-p}} u(x, t) \quad \text{is a non-increasing function for a.e. } t > 0.$$  

As a consequence of the above monotonicity estimates, see [11, 43], we have

$$\|u_t\|_{L^1(\mathbb{R}^N)} \leq \frac{2(2-p)}{t} \|u_0\|_{L^1(\mathbb{R}^N)} \quad \text{for a.e. } t > 0.$$  

- **Finite VS infinite speed of propagation.** As we have already seen in the introduction, the Barenblatt solution (1.3) clearly shows, when $p > 2$ its support remains compact for all times, that is finite speed of propagation [55], while when $p \geq 2$ the support immediately spread on the whole space (see (1.6) below), which is infinite speed of propagation. We will focus on the case $p \in (1, 2)$, often called “the fast diffusion -or singular- range”, where the speed of propagation is infinite, as it happens for the HE. Existence and uniqueness of weak solutions for a quite large class of $L^1_{\text{loc}}$ initial data was proven by DiBenedetto and Herrero [42]. The case $p > 2$, often called “the slow diffusion -or degenerate- range”, differs from the singular case and will not be considered here, see [36, 41, 39, 60].

- **More about the Barenblatt or Fundamental solution to the (PLE) equation.** When $p \in (p_c, 1)$, $p_c = \frac{2N}{N+1}$, the Bareblatt solution has an explicit formula given below (1.6). Let us now recall some useful facts that will be systematically used in the rest of the paper, and explain the derivation of such formulae, to setup
notations and to make it easier to be checked by the interested reader. Let us consider the equation

$$(2.4) \quad B_t(x,t) = \Delta_p B(x,t), \quad x \in \mathbb{R}^N, \ t > 0,$$

with initial data the Dirac delta with mass $M$:

$$(2.5) \quad \lim_{t \to 0} B(x,t) = M\delta_0(x).$$

In the range $p > \frac{2N}{N+1}$, the solution of problem \((2.4)-(2.5)\) exist (cf. [84]), we denote it by $B(x,t;M)$ and we will call it the Barenblatt solution. We remark that $B(x,t;M)$ has mass $M$, i.e.

$$\int_{\mathbb{R}^N} B(x,t;M) \, dx = M.$$ 

In the fast diffusion range $\frac{2N}{N+1} < p < 2$, the Barenblatt solutions have the form

$$B(x,t;M) = t^{-\alpha} F(t^{-\beta}x) = t^{-\alpha} \left( b + b_2 \left| xt^{-\beta} \right|^{\frac{1}{p-\ell}} \right)^{-\frac{p-1}{2-\ell}},$$

where

$$\alpha = \frac{1}{p-2 + (p/N)}, \quad \beta = \frac{1}{N(p-2) + p}, \quad b_2 = \frac{2 - p}{p} \left( \frac{\alpha}{N} \right)^{\frac{1}{p-1}},$$

while $b > 0$ is free and it can be uniquely determined in terms of the initial mass $M$. By self-similarity we can express $B(x,t;M)$ in terms of $B(x,t;1)$

$$(2.7) \quad B(x,t;M) = MB(x,t;M^{p-2};1).$$

If we denote by $B(x,t;1) = t^{-\alpha}F_1(|x|t^{-\beta})$, then

$$(2.8) \quad B(x,t;M) = M \left( M^{p-2} t \right)^{-\alpha} F_1 \left( |x| \left( t M^{p-2} \right)^{-\beta} \right) = t^{-N\beta} M^{p\beta} F_1 \left( |x| \left( t M^{p-2} \right)^{-\beta} \right)$$

Let $b_1$ be the parameter corresponding to the Barenblatt solution with mass 1. That is, $b_1$ is a positive constant such that

$$\int_{\mathbb{R}^N} (b_1 + b_2 |x|^{\frac{p}{p-\ell}})^{-\frac{p-1}{2-\ell}} \, dx = 1.$$

Then, by using formula \((2.7)\), we obtain the expression of $B(x,t;M)$ depending on the mass:

$$B(x,t;M) = t^{\frac{1}{2-\ell}} \left[ b_1 \frac{t^{\beta\ell}}{M^{2(p-\ell)}} + b_2 |x|^{\frac{p}{p-\ell}} \right]^{-\frac{p-1}{2-\ell}}.$$

Lastly, let us observe that the expression of $F_1(|y|)$ is given by

$$(2.9) \quad F_1(|y|) = \left( b_1 + b_2 |y|^{\frac{p}{p-\ell}} \right)^{\frac{1-p}{2-\ell}}.$$

**Singular Barenblatt solutions.** The singular Barenblatt solution $U(x,t)$ is defined as the limit when $M \to \infty$ of the Barenblatt solution $B(x,t;M)$. We can write the singular Barenblatt solution starting at time $S$ as

$$(2.10) \quad U(x,t;S) = b_2 \frac{t^{\frac{\beta-1}{2-\ell}}}{(t+S)^{\frac{1}{2-\ell}}} |x|^{\frac{p}{p-\ell}}.$$
It is known that $U(x, t; S)$ is a supersolution of the (PLE) equation in the domain $\{|x| > 0, t > 0\}$:

$$U_t \geq \Delta_p U, \quad \forall|x| > 0, t > 0.$$  

• **Conservation of mass, Extinction Time, and the good fast diffusion range.** When $p > p_c$, integrable data $u_0 \in L^1(\mathbb{R}^N)$ produce solutions $u(t, \cdot)$ that preserve mass, namely

$$\int_{\mathbb{R}^N} u(x, t)\,dx = \int_{\mathbb{R}^N} u_0(x)\,dx \quad \text{for all } t > 0.$$  

This is well known for the Cauchy problem for the classical HE, and in the degenerate case has been proven in [60]. We provide in Section 7 a proof for the case $p_c < p < 2$, for the sake of completeness. Another proof can be found in [48], where more general p-Laplacian type operators are considered. Recently, a proof of mass conservation in the fractional case has been given in [88, 89], which allows to recover the same result for the local case, using a delicate limiting process. When $p \in (1, p_c)$ the conservation of mass fails and solution extinguish in finite time, see for instance [42, 23]. We refrain from giving further details, since we will not treat this case here.

• **Mass rescaling.** In this paper we will systematically use the following scaling argument. If $v(x, t)$ is a solution to the (1.1) with initial datum $v_0$ such that $\int_{\mathbb{R}^N} v_0(x)\,dx = M$, it is easy to see that

$$(2.11) \quad u(x, t) = \frac{1}{M} v(x, t M^{2-p})$$  

is a solution to the (PLE) with mass 1, that is, $\int_{\mathbb{R}^N} u_0(x)\,dx = 1$ and $u(\cdot, 0) = \frac{1}{M} v_0$. Therefore, it is sufficient to work with solutions with unitary mass, then the rescaling (2.11) allows to recover the case with $M \neq 1$.

• **Local Regularity: Boundedness, Positivity, Hölder continuity and higher regularity estimates.** In the good fast diffusion range $p \in (p_c, 2)$, these issues were addressed since the 80s, see [43, 37, 38, 40] and the monographs [36, 41]. Precise form of the $L^\infty$ regularity estimates are given in the proofs, where are used, together with references. The basic smoothing effect, is the global $L^1 - L^\infty$ estimate: $\|u(t_0)\|_{L^\infty(\mathbb{R}^N)} \lesssim \|u_0\|_{L^1(\mathbb{R}^N)}^\beta \|\nabla u(t_0)\|_{L^\infty(\mathbb{R}^N)}^{1-N\beta}$, see [23, 36, 43, 41]. As for $L^\infty - C^\alpha$ estimates, see [36, 43, 37, 40, 41], we refer to Appendix 8.2 where we show a $L^1 - C^\alpha$ global estimate as a consequence of the above mentioned results, see Lemma 8.3 where we show that $\|u(t)\|_{C^\alpha(\mathbb{R}^N)} \lesssim \|u_0\|_{L^1(\mathbb{R}^N)}^{\beta} \|\nabla u(t)\|_{L^\infty(\mathbb{R}^N)}^{-\eta}$, for some $\eta > 0$. We remark that when $p < p_c$, in the so-called very fast diffusion range, $L^1$ data may not produce bounded solutions, however in [29, 23, 41] local upper bounds are provided for all $p \in (1, 2)$, with some additional integrability on the initial datum when $p < p_c$, but we shall not consider this latter case in this paper.

Once boundedness is settled, the next question is positivity. Precise lower bounds are proven in [23, 41], and fairly combined with upper bounds, they provide Harnack inequalities, which for the nonlinear equations under investigation, take an intrinsic form, meaning that the size of the parabolic cylinder where the estimate holds depend on the solution itself. In the very fast diffusion regime, $1 < p \leq p_c$, new form of Harnack inequalities have been first shown in 2010, see [23] and then generalized in [50, 59], and [41].

As far as higher regularity is concerned, gradient estimates are next. To the best of our knowledge only local estimates are known. Local $L^1 - L^\infty$ smoothing effects have been proven in [92, Lemma 2.5, pag.621], by means of a De Giorgi type iteration, see also Section 6. Later, a breakthrough in regularity was obtained: $C^{1,\alpha}$ estimates for measure data problem, that is $C^\alpha$ estimates for the modulus of the gradient, obtained through novel and surprising nonlinear potential estimates, see [45, 44, 64, 65, 66, 67, 16].

• **Related equations and Asymptotic behaviour.** The theory of (PLE) is closely related to the one of Porous Medium/Fast Diffusion (PME/FDE) equation $u_t = \Delta u^m$ where $0 < m < \infty$, both from qualitative and
quantitative points of view. For radial solutions, the similarity is even stronger since there is a complete equivalence, as proved in [56]. Indeed, in 1D, this equivalence is pretty clear: solutions to PME/FDE equations are the spatial derivatives of solutions to (PLE). We refer to Section 6 especially Theorem 6.1 for more details.

The (PLE) is a particular case of the Doubly Nonlinear Diffusion Equation

\[
(\text{DNLE}) \quad u_t(x,t) = \Delta_p u^m(x,t), \quad t \in (0, +\infty), \quad x \in \mathbb{R}^N.
\]

the key parameter in this case is \(m(p-1)\), where \(m > 0, p > 1\). When \(m(p-1) > 1\) slow diffusion occurs, with finite speed of propagation, analogously to the PLE case when \(p > 2\), while when \(m(p-1) < 1\) we are in the fast diffusion regime. The good fast diffusion case corresponds to the range of parameters \(1 - (p/N) < m(p-1) < 1\). Indeed, when \(m = 1\) we recover the range \(2N/N+1 < p < 2\) considered in this paper.

For basic results on existence, boundedness and regularity results for equation (DNLE) we refer to [13, 15, 22, 32, 33, 36, 41, 46, 62, 68, 57, 58, 71, 77, 78]. As far as asymptotic behaviour is concerned, nonnegative integrable solutions behave like Barenblatt for large times, in perfect analogy to the PLE case, see also [84]. We have already mentioned the two closest results, [4, 35], to which we would like to add [1, 2, 3].

Once the local theory of nonnegative solutions has reached a satisfactory level, the next task is to investigate the global theory, that is provide the sharpest possible answer to question (Q). Similar questions will be addressed in Section 6, for the modulus of the gradient of the solutions.

3 Global upper and lower pointwise estimates

For data in the \(X_p\) space, the solution of the Cauchy problem (1.1) can be bounded from above and below by a suitable Barenblatt profiles. The upper bound is given in the following theorem:

**Theorem 3.1.** Let \(N \geq 1\) and \(2N/N+1 < p < 2\). Let \(u\) be a weak solution to Problem (1.1) corresponding to an initial datum \(0 \leq u_0 \in X_p\). Then for any \(t_0 > 0\) there exist constants \(\tau_2, M_2\) such that the following upper bound holds

\[
(3.1) \quad u(x,t) \leq B(x,t + \tau_2; M_2), \quad \text{for all } x \in \mathbb{R}^N, t \in (t_0, \infty).
\]

The lower bound reads:

**Theorem 3.2.** Let \(N \geq 1\) and \(2N/N+1 < p < 2\). Let \(u\) be a weak solution to Problem (1.1) corresponding to an initial datum \(u_0 \in L^1(\mathbb{R}^N)\), let \(R_0 > 0\) be such that \(\|u_0\|_{L^1(B_{R_0}(0))} > 0\), and let \(t_0 > 0\). Then there exist \(\tau > 0\) and \(M > 0\) such that

\[
(3.2) \quad u(x,t) \geq B(x,t - \tau; M), \quad \text{for all } x \in \mathbb{R}^N \text{ and } t \geq t_0,
\]

where, being \(t_c\) as in (3.19), the parameters \(\tau\) and \(M\) are given by:

- i) If \(t_0 \geq t_c\):
  \[
  \tau = a \tau_c \quad \text{and} \quad M = b \|u_0\|_{L^1(B_{R_0}(0))}.
  \]

- ii) If \(0 < t_0 \leq t_c\):
  \[
  \tau = a \tau_0 \quad \text{and} \quad M = b \|u_0\|_{L^1(B_{R_0}(0))} \left(\frac{t_c}{t_0}\right)^{-\frac{1}{p}}.
  \]

In both cases, the constants \(a, b > 0\) depend only on \(N\) and \(p\) and are given in (3.25).
We provide the proofs of these two theorems.

Firstly, we will prove an auxiliary result concerning the upper bound in terms of a Barenblatt profile for solutions \(u\) to Problem (1.1) corresponding to suitable pointwise decaying data.

**Proposition 3.3.** Let \(N \geq 1\) and \(\frac{2N}{N+1} < p < 2\). Let \(u_0 \in L^1(\mathbb{R}^N), u_0 \geq 0, \int_{\mathbb{R}^N} u_0(x)dx = 1\) and

\[
\tag{3.4}
\text{for } x \in \mathbb{R}^N \setminus \{0\}.
\]

Let \(u\) be the weak solution to Problem (1.1) with initial data \(u_0\). Then, for any \(t_0 > 0\), there exist constants \(\tau_2, M_2\) such that for any \(x \in \mathbb{R}^N, t \in (t_0, \infty)\) we have the following upper bound

\[
\tag{3.5}
u(x,t) \leq B(x,t_0 + \tau_2; M_2),
\]

where \(\tau_2 = \tau_2(t_0, A), M_2 = M_2(t_0, A, \tau_2)\).

**Remark 3.4.** The proof of Proposition 3.3 can be extended without any difficulties to data satisfying the more general \(u_0 \in \mathcal{A}_p\). This has been done in [27] for the fast diffusion equation \(u_t = \Delta u^m, m < 1\). We mention that our strategy is a simplified version of the one given [27].

**Proof of Proposition 3.3.** Let us fix a value \(t_0 > 0\). It is sufficient to prove estimate (3.5) for time \(t = t_0\). Then, for larger times \(t > t_0\), the result follows by comparison principle. We prove there exists a suitable choice of parameters \(M_2\) and \(\tau_2\) such that

\[
\tag{3.6}
u(x,t_0) \leq B(x,t_0 + \tau_2; M_2), \quad \forall x \in \mathbb{R}^N.
\]

The strategy is as follows: in view of the decay of the data (3.4), firstly, we determine sufficient conditions for the solution \(u(x,t_0)\) to be bounded from above by a singular Barenblatt solution \(\mathcal{U}\) for \(|x| > 0\). This is an upper barrier which meets the upper bound given by the smoothing effect (3.7) at some point \(|x| = R_1\). Then we find the Barenblatt solution \(B(x,t_0 + \tau_2; M_2)\) to be above the barrier \(\mathcal{U}\) for all \(|x| \geq R_1\), and therefore it will be above \(u(x,t_0)\). Inside the ball \(|x| < R_1\) the comparison (3.6) follows by the monotonicity of \(B(x,t_0 + \tau_2; M_2)\) in \(|x|\). See Figure 1.

![Figure 1: Construction of the barriers for the proof of the upper bound](image)
Step I. Upper barrier outside a ball. We consider the singular Barenblatt solution starting at time $S$ as it was previously introduced in (2.10)

$$U(x, t; S) = b^{-\frac{p-1}{2-p}} (t + S)^{\frac{1}{2-p}} x^\frac{p}{2-p}. $$

We continue by proving that, under certain conditions, we can compare the initial data $u_0$ with $U(x, 0; S)$ for an appropriate $S$. Let us choose:

$$S \geq b^{\frac{p-1}{4}} A^2 - p.$$

Then

$$u_0(x) \leq A|x|^{-\frac{p}{2-p}} \leq U(x, 0; S), \quad \forall x \in \mathbb{R}^N, x \neq 0.$$

It is known that $U(x, t; S)$ is a supersolution of the equation in the domain $\{|x| > 0, t > 0\}$. Since $U(0, t; S) = +\infty > u(0, t)$ for all $t > 0$, we conclude by the maximum principle that

$$u(x, t) \leq U(x, t; S), \quad \forall x \in \mathbb{R}^N, t > 0.$$

Step II. Upper estimates in the whole space. We determine the point $R_1$ where the upper barrier $U(x, t; B_1, S)$ meets the one given by using the following smoothing effect at time $t = t_0$:

$$(3.7) \quad \|u(t_0)\|_{L^\infty(\mathbb{R}^N)} \leq C_1 \|u_0\|^p_{L^1(\mathbb{R}^N)} t_0^{-N\beta}$$

The above estimate has been proven in [84, Thm.11.2] with sharp constant $C_1 = C_1(p, N) > 0$. Another proof, without sharp (yet explicit) constant, follows by letting $R_0 \to \infty$ in the local smoothing effect (3.15).

Recalling that we have fixed $\|u_0\|_{L^1(\mathbb{R}^N)} = 1$, we let

$$C_1 t_0^{-N\beta} = U(R_1, t_0; S).$$

This way we obtain a first upper bound for the solution $u(x, t)$ in the whole space:

$$u(x, t) \leq \begin{cases} 
C_1 t_0^{-N\beta}, & \text{for } |x| \leq R_1 \\
U(x, t_0; S), & \text{for } |x| \geq R_1.
\end{cases}$$

Equivalently,

$$(3.8) \quad b_2 R_1^{\frac{p}{2-p}} = \frac{t_0^{N\beta(2-p)} (t_0 + S)^{\frac{1}{2-p}}}{C_1^{\frac{p}{2-p}}}. $$

We take $R_1$ defined by this formula.

Step III. Finding the Bareblatt solution. We search for $B(x, t + \tau_2; M_2)$ such that at time $t = t_0$ we have that

$$(3.9) \quad B(x, t_0 + \tau_2; M_2) \geq U(x, t_0; S), \quad \forall \left| x \right| \geq R_1.$$

Observe that by the monotonicity in $|x|$ one has for $|x| \leq R_1$ the following comparison:

$$u(x, t) \leq C_1 t_0^{-N\beta} = U(R_1, t_0; S) \leq B(R_1, t + \tau_2; M_2) \leq B(x, t + \tau_2; M_2).$$
Now, we investigate condition (3.9). This is equivalent to

\[ b_2|x|^{\frac{p}{p-1}} \left[ (t_0 + S)^{-\frac{1}{p-1}} - (t_0 + \tau_2)^{-\frac{1}{p-1}} \right] \geq b_1 \frac{(t_0 + \tau_2)^{\frac{\beta p - 1}{p-1}}}{M_2} \quad \forall |x| \geq R_1. \]

This inequality is of the form \(|x|^{\frac{p}{p-1}} \geq C\). The left hand side term is an increasing function of \(|x|\). It is sufficient to take \(R_1^{\frac{p}{p-1}} \geq C\) and this implies \(|x|^{\frac{p}{p-1}} \geq C\) for all \(|x| \geq R_1\). Hence, we impose the condition

\[ (3.10) \quad b_2 R_1^{\frac{p}{p-1}} \left[ (t_0 + S)^{-\frac{1}{p-1}} - (t_0 + \tau_2)^{-\frac{1}{p-1}} \right] \geq b_1 \frac{(t_0 + \tau_2)^{\frac{\beta p - 1}{p-1}}}{M_2}. \]

We use now the definition of \(R_1\) given by (3.8). The last condition is equivalent to

\[ \frac{N\beta(2-p)}{t_0^{\frac{p}{p-1}}} \left[ (t_0 + \tau_2)^{\frac{1}{p-1}} - (t_0 + S)^{\frac{1}{p-1}} \right] \geq b_1 \frac{(t_0 + \tau_2)^{\frac{\beta p - 1}{p-1}}}{M_2} + b_2 \left( R_0 \frac{p}{S^\beta} \right)^{\frac{p}{p-1}} \left( t_0 + S \right)^{\frac{\beta p}{p-1}}. \]

Recall that \(N\beta(2-p) = \beta p - 1\). Thus the previous condition is equivalent to

\[ \frac{\beta p - 1}{t_0^{\frac{2-p}{p-1}}} (t_0 + \tau_2)^{\frac{1}{p-1}} \geq b_1 \frac{(t_0 + \tau_2)^{\frac{\beta p - 1}{p-1}}}{M_2} + b_2 \left( R_0 \frac{p}{S^\beta} \right)^{\frac{p}{p-1}} \left( t_0 + S \right)^{\frac{\beta p}{p-1}} + \frac{\beta p - 1}{t_0^{\frac{2-p}{p-1}}} (t_0 + S)^{\frac{1}{p-1}}. \]

Therefore, we take \(\tau_2\) such that

\[ (3.11) \quad \frac{1}{2} \frac{t_0^{\frac{\beta p - 1}{p-1}}}{C_1^{\frac{p}{p-1}}} (t_0 + \tau_2)^{\frac{1}{p-1}} \geq b_2 \left( R_0 \frac{p}{S^\beta} \right)^{\frac{p}{p-1}} (t_0 + S)^{\frac{\beta p}{p-1}} + \frac{\beta p - 1}{t_0^{\frac{2-p}{p-1}}} (t_0 + S)^{\frac{1}{p-1}}. \]

This is equivalent to

\[ (t_0 + \tau_2)^{\frac{1}{p-1}} \geq 2 b_2 C_1^{\frac{2-p}{p-1}} R_0^{\frac{p}{p-1}} \left( \frac{1}{S} + \frac{1}{t_0} \right)^{\frac{\beta p}{p-1} \frac{1}{t_0^{\frac{1}{p-1}}} + 2(t_0 + S)^{\frac{1}{p-1}}. \]

Let

\[ K := 2 b_2 C_1^{\frac{2-p}{p-1}} R_0^{\frac{p}{p-1}}. \]

We take:

\[ (3.12) \quad \tau_2 = \max \left( \left[ K \left( \frac{1}{S} + \frac{1}{t_0} \right)^{\frac{\beta p}{p-1} \frac{1}{t_0^{\frac{1}{p-1}}} + 2(t_0 + S)^{\frac{1}{p-1}}} \right]^{p-1} - t_0, t_0/2 \right). \]

With the value of \(\tau_2\) given by this formula, we take \(M_2\) such that

\[ (3.13) \quad \frac{1}{2} \frac{t_0^{\frac{\beta p - 1}{p-1}}}{C_1^{\frac{p}{p-1}}} (t_0 + \tau_2)^{\frac{1}{p-1}} \geq b_1 \frac{(t_0 + \tau_2)^{\frac{\beta p - 1}{p-1}}}{M_2}. \]
This is equivalent to

\[(3.14)\]

\[M_2^{(2-p)} \frac{b_2}{p} \geq 2b_1 C_1 \left( \frac{t_0 + \tau_2}{t_0} \right)^{\frac{b_2 - 1}{p - 1}}.\]

Thus, by defining \(M_2\) and \(\tau_2\) by \((3.14)\) and \((3.12)\), conditions \((3.13)\) and \((3.11)\) are satisfied, and therefore \((3.10)\) is satisfied.

\[\square\]

**Proof of Theorem 3.1.** Firstly, we prove that, given data \(u_0 \in X_p\), the solution \(u(x, t)\) at any positive time \(t > 0\) will satisfy an upper bound of the form \((3.4)\). To this end we will use a local \(L^1 - L^\infty\) smoothing effect, which has been proven in [43, Thm. III.6.2], [23, Thm 3.1] and reads: for every \(x_0 \in \mathbb{R}^N\) and all \(R_0 > 0\) we have

\[(3.15)\]

\[\sup_{B_{R_0}(x_0)} u(x, t) \leq \kappa_1 \left( \int_{B_{2R_0}(x_0)} u_0 \, dx \right)^{p\beta} t^{N\beta} + \kappa_2 \left( \frac{t}{R_0^p} \right)^{\frac{1}{\frac{4}{p} - \frac{2}{p}}}.\]

We will use it with the admissible choice \(R_0 = \frac{|x_0|}{4}\), so that \(B_{2R_0}(x_0) \subset \mathbb{R}^N \setminus B_{R_0}(0)\). Next, using the definition of the space \(X_p\) and recalling that \(u_0 \in X_p\), we get

\[R_0^{\frac{p}{2} - N}\int_{B_{2R_0}(x_0)} u_0(y) \, dy \leq \int_{\mathbb{R}^N \setminus B_{R_0}(0)} u_0(y) \, dy =: C(u_0) < +\infty.\]

Thus

\[\int_{B_{2R_0}(x_0)} u_0(y) \, dy \leq R_0^{N - \frac{p}{2} - N} C(u_0) = C(u_0) \left( \frac{|x_0|}{4} \right)^{N - \frac{p}{2} - N}.\]

Then

\[u(x_0, t) \leq C(u_0)^{p\beta} \left( \frac{|x_0|}{4} \right)^{p\beta} t^{N\beta} + \kappa_2 4^{\frac{p}{2} - \frac{2}{p}} \left( \frac{t}{|x_0|^p} \right)^{\frac{1}{\frac{4}{p} - \frac{2}{p}}} |x_0|^{-\frac{p}{2} - N}\]

Now, we begin with the proof of the theorem. Let \(t_0 > 0\). We have proved that

\[(3.16)\]

\[u(x, t_0/2) \leq A|x|^{-\frac{p}{2} - \frac{2}{p}} , \quad \forall x \in \mathbb{R}^N,\]

with

\[A := 2^{\frac{p}{2} - \frac{2}{p}} \left( \kappa_1 C(u_0)^{p\beta}(t_0/2)^{-N\beta} + \kappa_2 (t_0/2)^{\frac{1}{\frac{4}{p} - \frac{2}{p}}} \right).\]

Let \(\bar{u}_0(\cdot) := u(\cdot, t_0/2)\) and \(\bar{u}(x, t)\) be the weak solution to problem \((\text{PLE})\) with data \(\bar{u}_0\). Note that, by the semigroup structure of solutions to the \((\text{PLE})\) problem, we have that \(u(\cdot, t_0/2 + t) = \bar{u}(\cdot, t)\). We apply Theorem 3.3 for data \(\bar{u}_0\) and time \(t_0/2\). Therefore there exist \(\tau_2, M_2\) such that for any \(x \in \mathbb{R}^N\), \(t \in (t_0/2, \infty)\) we have the following upper bound

\[(3.17)\]

\[u(x, t + t_0/2) = \bar{u}(x, t) \leq B(x, t + \tau_2; M_2),\]

where \(\tau_2 = \tau_2(t_0/2, A, t_s)\), \(M_2 = M_2(t_0/2, A, \tau_2)\) , \(t_s = C_5 R_0^{1/\beta}\). Let us denote \(s = t + t_0/2\). Then \((3.17)\) rewrites as:

\[u(x, s) \leq B(x, s - t_0/2 + \tau_2; M_2), \quad \forall s > t_0, x \in \mathbb{R}^N.\]
Let \( \tau_2^* = \tau_2 - t_0/2 \).

By (3.12) it follows that \( \tau_2^* \geq 0 \). Then we conclude that

\[
u(x, s) \leq \mathcal{B}(x, s + \tau_2^*; M_2), \quad \forall s > t_0, \ x \in \mathbb{R}^N.
\]

Now, we begin the proof of the lower bound. The main tool to prove Theorem 3.2 is the following Proposition, which has an interest of its own.

**Proposition 3.5.** Let \( N \geq 1 \) and \( \frac{2N}{N+1} < p < 2 \). Let \( u \) be a weak solution to Problem (1.1) corresponding to an initial datum \( u_0 \in L^1(\mathbb{R}^N) \), let \( R > 0 \) and \( x_0 \in \mathbb{R}^N \). Then

(3.18) \[
\inf_{x \in B_R(x_0)} u(x, t) \geq C \frac{M_R}{R^N} \begin{cases} \left( \frac{t}{t_c} \right)^{-N\beta} & \text{for } t \geq t_c, \\ \left( \frac{t}{t_c} \right)^{1/(2-p)} & \text{for } t \leq t_c, \end{cases}
\]

where

(3.19) \[
t_c := \kappa M_R^{2-p} R^\frac{1}{p} \quad \text{and} \quad M_R := \int_{B_R(x_0)} u_0 \, dx.
\]

We will first give the proof of Theorem 3.2 and we postpone the proof of Proposition 3.5 to the end of this section.

**Proof of Theorem 3.2.** Let us explain first the strategy of the proof. We will prove first that inequality (3.2) holds at time \( t = t_c \) and then conclude discussing the two different cases, namely \( t_0 \geq t_c \) and \( 0 < t_0 < t_c \). In what follows, we will sometimes denote \( B_{R_0}(0) \) by \( B_{R_0} \).

**Proof of inequality (3.2) for time \( t = t_c \).** More precisely we will prove that

(3.20) \[
u(x, t_c) \geq \mathcal{B}(x, t_c - \tau; M), \quad \text{for all } x \in \mathbb{R}^N,
\]

where

\[
\tau = a t_c \quad \text{and} \quad M = b M_{R_0},
\]

with \( a \in (0, 1) \) and \( b > 0 \) to be chosen later, \( t_c \) as in (3.19) and \( M_{R_0} = \|u_0\|_{L^1(B_{R_0}(0))} \). We split the proof in different steps. First, we find conditions (3.23) on \( a, b \) so that (3.20) holds in \( |x| \leq R_0 \). Next, we will find sufficient conditions on \( a, b \) so that (3.20) holds in \( |x| \geq R_0 \).

**Condition inside a ball.** The idea is to make use of the lower bound (3.18) and put a Barenblatt solution from below inside the ball \( B_{R_0}(0) \). By inequality (3.18) at time \( t = t_c \) we can write:

(3.21) \[
\inf_{x \in B_{R_0}(0)} u(x, t_c) \geq C \frac{M_{R_0}}{R_0^N}.
\]

Therefore, to prove (3.20) in \( B_{R_0}(0) \), it is sufficient to find conditions on \( a, b \) such that the following inequality holds:

(3.22) \[
C \frac{M_{R_0}}{R_0^N} \geq \frac{b^{p\beta} M_{R_0}}{b^{1-p} (1 - a)^{N\beta} \kappa^{N\beta} R_0^N} = \sup_{x \in B_{R_0}(0)} \mathcal{B}(x, t_c - \tau; M),
\]
where $C$ is as in (3.18) and $\kappa$ as in (3.19). It is easily seen that the former is implied by requiring

\[(3.23)\]

\[b^\beta \leq \kappa^{N\beta} C b_1^{\frac{p-1}{2}} (1-a)^{N\beta}.\]

Note that, by inequality (3.21), the first term in (3.22) is bounded above by $\inf_{x \in B_{R_0}} u(x,t_c)$, therefore we obtain that

\[\inf_{x \in B_{R_0}} u(x,t_c) \geq \sup_{x \in B_{R_0}(0)} \mathcal{B}(x,t_c - \tau; M).\]

Inequality (3.20) is then proved for any $|x| \leq R_0$.

**Condition outside a ball.** We want to find suitable conditions on $a, b$ such that (3.20) holds in the outer region $|x| > R_0$. Such an inequality will be deduced by applying the comparison on the parabolic boundary of $Q = \mathbb{R}^N \setminus B_{R_0}(0) \times (\tau, t_c)$, namely $\partial_p Q = \{\mathbb{R}^N \setminus B_{R_0}(0) \times \{\tau\} \} \cup \{x \in \mathbb{R}^N : |x| = R_0 \} \times (\tau, t_c) \}$.

It is clear that $u(x, \tau) \geq \mathcal{B}(x, 0; M) = M \delta_0(x) = 0$, for any $|x| \geq R_0$, hence we just need to prove that

\[u(x, t) \geq \mathcal{B}(x, t - \tau; M) \quad \text{for any} \quad |x| = R_0, \quad t \in (\tau, t_c).\]

We have that $\inf_{|x|=R_0} u(x,t) \geq \inf_{x \in B_{R_0}} u(x,t)$, since it is known that solutions to (1.1) are continuous, see [43]. By the lower bound (3.18) for $t \leq t_c$, we have that

\[\inf_{|x|=R_0} u(x,t) \geq \inf_{t \in (\tau, t_c)} \sup_{t \in (a(t_c), t_c)} \mathcal{B}(x, t - \tau; M) \geq \frac{M R_0}{R_0^N} \left( \frac{t}{t_c} \right)^{\frac{1}{2-p}} \geq \frac{C M R_0}{R_0^N} M_{\kappa}^{1/\beta} a^{1/\beta}.\]

Also, notice that

\[
\sup_{t \in (a(t_c), t_c), \quad |x| = R_0} \mathcal{B}(x, t - \tau; M) = \sup_{t \in (a(t_c), t_c), \quad |x| = R_0} \left( t - at_c \right)^{1/2-p} \left[ b_1 \left( \frac{t-a(t_c)}{M (2-p) \beta p} \right)^{p-1} + b_2 R_0^{\frac{\beta}{p-1}} \right]^{-\frac{p-1}{2-p}}
\]

\[\leq \left( 1-a \right)^{1/2-p} t_c^{1/2-p} \left[ b_2 R_0^{\frac{\beta}{p-1}} \right]^{\frac{p}{2-p}} = \frac{1-a}{b_2 R_0^{\frac{\beta}{p-1}}} t_c^{1/2-p}.\]

Thus, we impose the condition:

\[\frac{C a^{1/\beta} M R_0}{R_0^N} \geq \frac{1-a}{b_2 R_0^{\frac{\beta}{p-1}}} t_c^{1/2-p}.\]

Recalling that $t_c = \kappa M_{R_0}^{2-p} R_0^{1/\beta}$, this is equivalent to imposing: $\frac{C^{2-p} b_2^{p-1}}{\kappa} a \geq (1-a)$, that is

\[(3.24)\]

\[a \geq \frac{1}{1 + \frac{C^{2-p} b_2^{p-1}}{\kappa} a}.\]

Thus take any $a < 1$ satisfying (3.24) and then $b$ satisfying (3.23), for instance:

\[(3.25)\]

\[a = \frac{1}{1 + \frac{C^{2-p} b_2^{p-1}}{\kappa}}, \quad b^\beta = \kappa^{N\beta} C b_1^{\frac{p-1}{2}} (1-a)^{N\beta}.\]

This concludes the proof of (3.20).
Case $t_0 \geq t_c$. Since inequality (3.2) holds for $t = t_c$, then, by the Comparison Principle, it holds for any $t \geq t_c$. 

Case $0 < t_0 < t_c$. As already mentioned, we only need to prove inequality (3.2) at time $t_0$, the result will then follow using the Comparison Principle. From the Benilan-Crandall-type estimate (2.2) in the monotonicity form it follows that $u(x,t_0) \geq u(x,t_c) \left( \frac{t_0}{t_c} \right)^{\frac{1}{2-p}} B(x,t_c - \tau; \bar{M})$ for any $0 < t_0 < t_c$. We already know, by our previous procedure, that $u(x,t_c) \geq B(x,t_c - \tau; \bar{M})$ with $\tau, \bar{M}$ as in (3.3). Combining these estimates and using the self-similarity properties of the Barenblatt profile (recall (2.11) and (2.8)) we have:

$$u(x,t_0) \geq u(x,t_c) \left( \frac{t_0}{t_c} \right)^{\frac{1}{2-p}} B(x,t_c - \tau; \bar{M}) = \left( \frac{t_0}{t_c} \right)^{\frac{1}{2-p}} (t_c - at_c)^{\frac{1}{2-p}} \left[ b_1 \frac{(t_c - at_c)^{\beta p/(p-1)}}{M^{(2-p)\beta/(p-1)}} + b_2 |x|^{\frac{p}{p-1}} \right]^{\frac{p-1}{2-p}}$$

$$= B \left( x,t_0(1-a); M \left( \frac{t_c}{t_0} \right)^{-\frac{1}{2-p}} \right).$$

The proof is now finished.

Let us conclude this section with the proof of Proposition 3.5.

Proof of Proposition 3.5. Without loss of generality we can assume that $u_0$ is supported in $B_R(x_0)$ and that $x_0 = 0$. If it is not the case, then we define the function $v_0 = u_0 \chi_{B_R(x_0)}$, where $\chi_{B_R(x_0)} = 1$ on $B_R(x_0)$ and $\chi_{B_R(x_0)} = 0$ outside $B_R(x_0)$, and let $v(x,t)$ be the solution to Problem (1.1) with $v_0$ as its initial data. Then, by the Comparison Principle, $u(\cdot,t) \geq v(\cdot,t)$ for any $t \geq 0$. Therefore, proving firstly the result for $v(x,t)$ will imply the desired result for $u(x,t)$. As well, taking into account the scaling properties of the equation, we can assume that

$$\int_{\mathbb{R}^N} u_0(x)dx = \int_{B_R(x_0)} u_0(x)dx = M_R = 1.$$

We shall divide the proof in two steps. In what follows we will denote $B_R(0)$ by $B_R$.

Case $t < t_c$. We observe that for $t < t_c$ inequality (3.18) is a consequence of the Benilan-Crandall estimate (2.3) combined with (3.18) at $t = t_c$. Indeed, using the monotonicity (2.2), we have

$$t^{-\frac{1}{2-p}} u(x,t) \geq t_c^{-\frac{1}{2-p}} u(x,t_c), \quad \forall t \leq t_c,$$

where we have used the fact that $M_R = 1$. By combining with the lower bound at time $t_c$, in which case it just says that $u(x,t_c) \geq \frac{C}{R^{2-p}}$, we have that

$$u(x,t) \geq (t/t_c)^{\frac{1}{2-p}} u(x,t_c) \geq \frac{C}{R^N}(t/t_c)^{\frac{1}{2-p}}, \quad \forall x \in B_R(0).$$

Case $t \geq t_c$. Let us define an auxiliary time

$$t_* = \tilde{\kappa} R^{\frac{1}{p}}$$

where

$$\tilde{\kappa} = \max\{ \alpha_N^{\frac{1}{N}} 2^{N+1} C_1, \alpha_N^{\frac{p}{2-p}} \omega_N (2 - p) \beta \}.$$
with $C_1$ being the constant of inequality (3.7), $\omega_N$ being the surface are of the sphere $\mathbb{S}^{N-1}$, $\omega_N N^{-1}$ being the volume of the ball of radius 1 in $\mathbb{R}^N$ and $\kappa_2$ the constant from (3.15). We shall explain in what follows this choice for $t_*$.

We will first prove an initial lower bound for $u(0, t_*)$ and then we shall generalize it to inequality (3.18). Let $r > 0$ and $t \geq t_*$, by mass conservation, we have that
\[
1 = \int_{\mathbb{R}^N} u_0(x)dx = \int_{\mathbb{R}^N} u(x, t)dx = \int_{B_{2R}} u(x, t)dx + \int_{B_{2R+r}\setminus B_{2R}} u(x, t)dx + \int_{\mathbb{R}^N \setminus B_{2R+r}} u(x, t)dx.
\]

For the first integral we apply the smoothing effect (3.7), which is this context is equivalent to $u(x, t) \leq C_1 t^{-N\beta}$:
\[
\int_{B_{2R}} u(x, t)dx \leq C_1 t^{-N\beta} |B_{2R}| = C_1 t^{-N\beta} \frac{\omega_N}{N} (2R)^N = C_1 \frac{\omega_N}{N} \frac{(2R)^N}{t^{N\beta}}.
\]

For the second integral we apply the Aleksandrov reflection principle: under the current assumptions we have that
\[
(3.28) \quad u(t, x) \leq u(t, 0), \quad \forall t > 0 \quad \text{and} \quad \forall x \in B_{2R+r} \setminus B_{2R}.
\]

For a proof of this result see [27, Prop.A.1, pp.425] and recently [20]. The latter contains a proof for the Fast Diffusion Equation ($u_t = \Delta u^m$, $m < 1$), which is exactly the same as in present case since it is based only on two ingredients: comparison principle and invariance of the equation under translations and reflections. See also [53, Proposition 2.24] and [85, Section 9.6.2] where the principle is discussed in details.

From (3.28) we deduce that
\[
\int_{B_{2R+r}\setminus B_{2R}} u(x, t)dx \leq |B_{2R+r} \setminus B_{2R}| u(0, t) = \frac{\omega_N}{N} ((2R + r)^N - (2R)^N) u(0, t).
\]

For the third integral we argue in the following way: for any $x_0 \in \mathbb{R}^N \setminus B_{2R+r}$ we use the local smoothing effect (3.15) on the ball $B_{R_0}(x_0)$ with $R_0 = |x_0|/2$. Since $u_0$ is supported in $B_R(0)$, then $\int_{B_{R_0}(x_0)} u_0 dx = 0$ and so
\[
u(x_0, t) \leq \kappa_2 4^\frac{p}{2-p} \left( \frac{t}{|x_0|^p} \right)^\frac{1}{1-p}, \quad \forall t > 0 \quad \text{and} \quad \forall x_0 \in \mathbb{R}^N \setminus B_{2R+r}.
\]

Applying the above inequality we get
\[
\int_{\mathbb{R}^N \setminus B_{2R+r}} u(x, t)dx \leq \kappa_2 4^\frac{p}{2-p} \int_{\mathbb{R}^N \setminus B_{2R+r}} \left( \frac{t}{|x|^p} \right)^\frac{1}{1-p} dx
\leq \kappa_2 4^\frac{p}{2-p} t^\frac{1}{1-p} \omega_N \int_{2R+r}^\infty \rho^{-\frac{p}{2-p} + N - 1} d\rho
\leq \kappa_2 4^\frac{p}{2-p} t^\frac{1}{1-p} \omega_N (2 - p) \beta (2R + r)^{-\frac{1}{p(2-p)}}.
\]

Combining the previous estimates all together we arrive at:
\[
(3.29) \quad u(0, t) \geq \frac{\left( B(t) - A(t) (2R + r)^{-\frac{1}{p(2-p)}} \right) N \omega_N}{(2R + r)^N - (2R)^N} f(r, t) N =: f(r, t) N \omega_N,
\]

where
\[
B(t) = 1 - C_1 \frac{\omega_N}{N} \frac{(2R)^N}{t^{N\beta}}, \quad \text{and} \quad A(t) = t^\frac{1}{1-p} \kappa_2 4^\frac{p}{2-p} \omega_N (2 - p) \beta.
\]
Notice that $B(t)$ is a strictly-increasing function of time such that $\lim_{t \to \infty} B(t) = 1$ and $B(t) < 1$ for all $t > 0$. Let $t_1$ such that $B(t_1) = 1/2$. Also, notice that $A(t)$ is strictly increasing with $\lim_{t \to \infty} A(t) = +\infty$. Let $t_2$ such that $A(t_2) (2R)^{-\frac{1}{p(2-p)}} = 1$. Thus
\[
t_1 = (2^{N+1}C_1 \frac{\omega_N}{N})^{\frac{1}{N}} R^{\frac{1}{2}}, \quad t_2 = \left(\kappa_2 4^{\frac{1}{2-p}} \omega_N (2-p)\beta \right)^{p-2} 2^{\frac{1}{2}} R^{\frac{1}{2}}.
\]
We take $t_* = \max(t_1, t_2)$, which is definition (3.27). We note that for $t \geq t_*$ we have that $1 > B(t) \geq B(t_*) \geq 1/2$ and $A(t_*) (2R)^{-\frac{1}{p(2-p)}} \geq 1$. This choice of $t_*$ guarantees that
\[
(3.30) \quad B(t) - A(t) (2R)^{-\frac{1}{p(2-p)}} < 0 \quad \text{for all } t \geq t_*.
\]
For any $t \geq t_*$ the function $f(r,t)$ is continuous in $r$ and by (3.30) we obtain the following limit values:
\[
\lim_{r \to 0^+} f(r,t) = -\infty \quad \text{and} \quad \lim_{r \to \infty} f(r,t) = 0, \quad \forall \ t \geq t_*.
\]
Let us now fix $t \geq t_*$ and let us consider $f(r) = f(r,t)$ as a function of $r$. Since $f(r)$ is sign changing we conclude that it has at least one local maximum, which we call $r_m$ (such $r_m$ depends on $t$, however here $t$ is fixed, so we will drop such a dependence since it will cause no harm in what follows). At such point we have that $f'(r_m) = 0$, which translates into the following condition on $r_m$
\[
(3.31) \quad \frac{A(t)}{\beta(2-p)} \left[ (2R + r_m)^N - (2R)^N \right] = \left[ B(t) (2R + r_m)^{\frac{1}{p(2-p)}} - A(t) \right] N (2R + r_m)^N.
\]
By condition (3.31) we have that
\[
f(r_m) = \frac{A(t)}{N \beta (2-p) (2R + r_m)^{\frac{p}{p-2}}}.
\]
By simple algebraic manipulation, we deduce from (3.31) that
\[
\frac{1}{(2R + r_m)^{\frac{p}{2-p}}} \geq \left( \frac{2-p}{p} \right)^{p\beta} \left( \frac{N B(t)}{A(t)} \right)^{p\beta},
\]
and therefore
\[
(3.32) \quad f(r_m) \geq \frac{(N(2-p))^{\frac{N\beta(2-p)}{2}}}{{p\beta}^{N\beta(2-p)}} \frac{B(t)^{p\beta}}{A(t)^{N\beta(2-p)}}.
\]
Finally we notice that $B(t) \geq B(t_*) \geq \frac{1}{2}$ for any $t \geq t_*$ and that $A(t)^{N\beta(2-p)} = e t^{N\beta}$. Thus, by combining (3.32) with (3.29) we obtain
\[
u(0,t) \geq \frac{\kappa}{R^\beta} \left( \frac{t_*}{t} \right)^{N\beta}, \quad \forall \ t \geq t_*,
\]
where
\[
\kappa = \frac{N^{N\beta(2-p)+1}}{\kappa N^\beta \omega_N (2-p)\beta \left( \kappa_2 4^{\frac{1}{2-p}} \omega_N \right)^{N\beta(2-p)}}.
\]
Now we shall pass from the center of $B_{2R}(0)$ to the infimum of $u(\cdot, t)$ on the ball $B_R(0)$. Let $y \in B_{2R}(0)$ and define $t_*(y) = \kappa (4R)^{-\frac{1}{p}}$. We apply the above mentioned procedure to the function $u$ in the ball $B_{4R}(y)$ (notice that $u_0$ is supported in such a ball) and we get the following inequality
\[
(3.33) \quad u(y,t) \geq \frac{\kappa}{(4R)^N} \left( \frac{t_*}{t} \right)^{N\beta}, \quad \text{for any} \quad t \geq t_*(y).
\]
We notice that for any \( y, y_0 \in B_{2R}(0) \) the times \( t_\ast(y) = t_\ast(y_0) \) (in other words for any \( y \in B_{2R}(0) \) such a time is equal to a constant depending only on the radius of \( B_{2R}(0) \) and therefore inequality (3.33) is uniform in \( y \in B_{2R}(0) \). Taking the infimum (in \( y \in B_{2R}(0) \)) in (3.33) we get inequality (3.18) for any \( t \geq t_c \) where \( t_c \) and the constant \( C \) of (3.18) have the following expression (recall that we assumed (3.26)):

\[
t_c := 4^\frac{1}{\beta} \bar{\kappa} R^{\frac{1}{\beta}} \quad \text{and} \quad C = \bar{\kappa} 4^{-N\left(\frac{2+\beta}{2}\right)} .
\]

The proof is concluded once one re-scales back to the original variables.

\[\square\]

4 Large time asymptotic behavior

In this section we supply the proof the convergence in relative error of solutions to (1.1) with data \( 0 \leq u_0 \in \mathcal{X}_p \setminus \{0\} \) to the Barenblatt profile with mass \( M > 0 \).

**Theorem 4.1.** Let \( N \geq 1 \) and \( \frac{2N}{N+1} < p < 2 \). Let \( u \) be a weak solution to Problem (1.1) corresponding to an initial datum \( 0 \leq u_0 \in \mathcal{X}_p \setminus \{0\} \). Then

\[
\lim_{t \to \infty} \sup_{\{ |x| \leq Ct^{\beta} \}} \left\| \frac{u(x,t)}{B(x,t; M)} - 1 \right\|_{L^\infty(\mathbb{R}^N)} = 0 , \quad \text{where} \quad M = \|u_0\|_{L^1(\mathbb{R}^N)} .
\]

The proof is based on two ingredients: the convergence to the Barenblatt profile in the \( L^\infty \) norm (see (4.7) of Theorem (4.2) that we prove at the end of this section) and the GHP in the form of upper bounds of Theorem 3.1 and lower bound of Theorem 3.2. The latter is needed to control the relative error locally while the former gives us a way to control the tail of the solution \( u \).

**Proof.** We will prove that for any \( \varepsilon > 0 \) there exists \( t_\varepsilon > 0 \) such that

\[
\left(4.1\right) \quad \left\| \frac{u(\cdot,t)}{B(\cdot,t; M)} - 1 \right\|_{L^\infty(\mathbb{R}^N)} < \varepsilon , \quad \text{for all} \quad t \geq t_\varepsilon .
\]

In the proof we make use of the following interior and exterior cones, namely when \( \{ |x| \leq Ct^{\beta} \} \) and \( \{ |x| \geq Ct^{\beta} \} \). We emphasize that splitting \( \mathbb{R}^N \times (0,\infty) \) in such a way is equivalent to work with interior and exterior of a ball \( \{|y| < C\} \) into the self-similar variable \( y = xt^{-\beta} \). We begin by proving the following Claim.

**Claim.** Let \( C > 0 \), then under the running assumptions the following limit holds

\[
\left(4.2\right) \quad \lim_{t \to \infty} \sup_{\{ |x| \leq Ct^{\beta} \}} \left| \frac{u(x,t)}{B(x,t; M)} - 1 \right| = 0 .
\]

**Proof of Claim.** We can express the relative error as:

\[
\left| \frac{u(x,t)}{B(x,t; M)} - 1 \right| = t^{N\beta} \left| u(x,t) - B(x,t; M) \right| \frac{1}{t^{N\beta}B(x,t; M)} = t^{N\beta} \left| u(x,t) - B(x,t; M) \right| \frac{1}{B(xt^{-\beta},1; M)} = \frac{t^{N\beta} \left| u(x,t) - B(x,t; M) \right|}{M^{p\beta} F_1(||xt^{-\beta}|M^{(2-p)\beta})} ,
\]
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where we used the self-similarity of the Barenblatt solution, see (2.8). Thus, in cones of the form \( \{ |x t^{-\beta}| \leq C \} \), we have the bounds:

\[
\sup_{\{ |x t^{-\beta}| \leq C \}} \left| \frac{u(x, t)}{B(x, t; M)} - 1 \right| \leq M^{-p\beta} \left( b_1 + b_2 C^{p-1} M^{(2-p)\beta} \right)^{p-1} t^{N\beta} \| u(x, t) - B(x, t; M) \|_{L^\infty(\mathbb{R}^N)},
\]

where we have used the expression of \( F_1 \), see (2.9). Thus, since in the above inequality the right hand side tends to 0 as \( t \to \infty \), we obtain (4.2).

We analyze now what happens in exterior cones of the form \( \{ |x| \geq Ct^\beta \} \). Let us observe that, as already described in [83, 30], for \( |x| \sim \infty \), the behaviour of \( B(x, t; M) \) does not depend on the mass \( M \). Indeed, by using (2.9) and (2.8), we have that

\[
(4.3) \quad B(x, t; M) \sim \frac{t^{1_p} \beta}{b_2^{p-1} |x|^{p\beta}}, \quad \text{as } |x| \to \infty.
\]

Let us fix \( \varepsilon > 0 \) and \( t_0 > 0 \). By applying inequalities (3.2) and (3.1), we know that for any \( t \geq t_0 \) we have

\[
\frac{B(x, t - \tau; M)}{B(x, t; M)} \leq u(x, t) \leq \frac{B(x, t + \tau; M)}{B(x, t; M)},
\]

for some \( \tau, \bar{\tau}, M, \bar{M} > 0 \). This is equivalent to writing:

\[
\frac{(t - \tau)^{-N\beta} B(x(t - \tau)^{-\beta}; 1, M)}{t^{-N\beta} B(x(t - \tau)^{-\beta}; 1, M)} \leq \frac{u(x, t)}{B(x, t; M)} \leq \frac{(t + \tau)^{-N\beta} B(x(t + \tau)^{-\beta}; 1, M)}{t^{-N\beta} B(x(t - \tau)^{-\beta}; 1, M)}.
\]

For large argument \( |x t^{-\beta}| \to \infty \), the Barenblatt solution behaves as specified in (4.3). Notice that also \( |x(t + \tau)^{-\beta}| \to \infty \) and \( |x(t - \tau)^{-\beta}| \to \infty \). Thus as \( |x t^{-\beta}| \to \infty \) we have:

\[
\left( \frac{t - \tau}{t} \right)^{-1_p} \leq \lim_{|x t^{-\beta}| \to \infty} \frac{u(x, t)}{B(x, t; M)} \leq \left( \frac{t + \tau}{t} \right)^{-1_p}.
\]

Notice that both \( \left( \frac{t - \tau}{t} \right)^{-1_p}, \left( \frac{t + \tau}{t} \right)^{-1_p} \to 1 \) as \( t \to \infty \). We conclude that there exist \( C'_\varepsilon, t'_\varepsilon > 0 \) such that

\[
(4.4) \quad 1 - \varepsilon \leq \frac{u(x, t)}{B(x, t; M)} \leq 1 + \varepsilon, \quad \text{for all } t \geq t'_\varepsilon, \quad \text{and } x \in \{ |x| \geq C'_\varepsilon t^\beta \}.
\]

Also, from (4.2), there exists \( t''_\varepsilon > 0 \) such that

\[
(4.5) \quad \sup_{\{ |x| \leq C t^\beta \}} \left| \frac{u(x, t)}{B(x, t; M)} - 1 \right| \leq \varepsilon, \quad \text{for all } t \geq t''_\varepsilon.
\]

By combining (4.4) with (4.5) we obtain (4.1). The proof is concluded.

For the sake of completeness we prove the convergence of \( u \) to the Barenblatt solution with mass \( M \). We refer to [88, Thm.1.2] when taking the particular case \( s = 1 \). Very similar results for the Fast Diffusion Equation/Porous Medium Equation have been proven in [51] and in [83]. In [60] the authors prove the above statement in the case \( p > 2 \) using the so called “4 steps method” (see also [83] for a detailed account of this method). For completeness, in Theorem 4.2 we adapt their proof to the case \( \frac{2N}{N+1} < p < 2 \) with some modifications.
Theorem 4.2. Let \( N \geq 1 \) and \( \frac{2N}{N+1} < p < 2 \). Let \( u \) be the solution to the Cauchy problem (1.1) with mass \( \int_{\mathbb{R}^N} u_0(x)dx =: M \). Then

\[
(4.6) \quad \|u(\cdot, t) - B(\cdot, t; M)\|_{L^1(\mathbb{R}^N)} \to 0, \quad \text{as } t \to \infty,
\]

\[
(4.7) \quad t^{N\beta}\|u(\cdot, t) - B(\cdot, t; M)\|_{L^\infty(\mathbb{R}^N)} \to 0, \quad \text{as } t \to \infty,
\]

where \( B(x, t; M) \) is the Barenblatt solution with mass \( M \).

Proof. The proof follows the 4-steps method developed by Kamin and Vázquez [60]. We also use some ideas from [81].

Step 1. Rescaling. We use the mass-preserving scaling transformation \( u_\lambda(x, t) = \lambda^\alpha u(\lambda^{\beta}x, \lambda t) \), for \( \lambda > 0 \). Then one can easily check that \( u_\lambda \) is a solution to (1.1) with data \( u_{0,\lambda} = \lambda^\alpha u_0(\lambda^\beta x) \). The total mass is the same of \( u \) and \( u_\lambda \). Indeed, \( \int_{\mathbb{R}^N} u_\lambda(x, t)dx = \int_{\mathbb{R}^N} u_{0,\lambda}(x)dx = \int_{\mathbb{R}^N} u_0(x)dx = M \). Since \( u_0 \geq 0 \) then \( u > 0 \) for all \( t > 0 \) and thus \( u_\lambda > 0 \) for all \( x \in \mathbb{R}^N, \ t > 0 \).

Step 2. Energy estimates. One can easily prove that for any solution to the Cauchy problem (1.1), the following holds:

\[
\int_{\mathbb{R}^N} u^2(x, t_1)(x)dx = \int_{\mathbb{R}^N} u^2(x, t_2)dx + 2 \int_{t_1}^{t_2} \int_{\mathbb{R}^N} |\nabla u(x, t)|^p dx dt, \quad \text{for } 0 \leq t_1 < t_2 < \infty.
\]

Thus, if \( u_0 \in L^2(\mathbb{R}^N) \) then \( u \in L^2((t_1, t_2) : L^2(\mathbb{R}^N)) \cap L^p((t_1, t_2) : W^{1,p}(\mathbb{R}^N)) \). The smoothing effect ([84]) is as follows:

\[
|u(x, t)| \leq c(p, N)\|u_0\|_{L^1}^{p_\alpha/N} t^{-\alpha}, \quad \forall x \in \mathbb{R}^N, \ t > 0.
\]

In terms of \( u_\lambda \) this gives

\[
(4.8) \quad |u_\lambda(x, t)| \leq \lambda^\alpha c(p, N)M^{p\alpha/N}(\lambda t)^{-\alpha} = c(p, N)M^{p\alpha/N}t^{-\alpha}.
\]

Thus the family \( (u_\lambda)_{\lambda>0} \in L^\infty(\mathbb{R}^N \times (t_1, t_2)) \) for every \( 0 < t_1 < t_2 < \infty \). Also, combining with the mass conservation, it follows that

\[
\int_{t_1}^{t_2} \int_{\mathbb{R}^N} |\nabla u|^p dx dt \leq \int_{\mathbb{R}^N} u^2(x, t_1)(x)dx \leq c(p, N)M^{p\alpha/N}t_1^{-\alpha}.
\]

The same estimate holds in terms of \( u_\lambda \):

\[
\int_{t_1}^{t_2} \int_{\mathbb{R}^N} |\nabla u_\lambda(x, t)|^p dx dt \leq \int_{\mathbb{R}^N} u_\lambda^2(x, t_1)(x)dx \leq c(p, N)\|u_0\|_{L^1}^{p\alpha/N}t_1^{-\alpha}.
\]

Summing up, using Hölder inequality, it follows that the family \( (u_\lambda) \) is uniformly bounded in the space

\[
u_\lambda \in L^q((t_1, t_2) : W^{1,p}(\mathbb{R}^N)) \quad \text{for all } 1 \leq q \leq p, \ 0 < t_1 < t_2 < \infty.
\]

The Benilan-Crandall estimate [23] for \( u_\lambda \) gives us that \( (\partial_t u_\lambda) \in L^1((t_1, t_2), L^1(\mathbb{R}^N)) \). Also, one can use a more precise estimate on \( u_t \) from [24].

First, we prove compactness of the family \( (u_\lambda) \) on bounded domains by using the Aubin-Lions-Simon compactness criteria, see Simon [79], that we recall next:
Lemma 4.3. Let $X \subset B \subset Y$ with compact embedding $X \subset B$. Let $F$ be a bounded family of functions in $L^p(0,T : X)$, where $1 \leq p < \infty$ and $\partial F/\partial t = \{\partial f/\partial t : f \in F\}$ be bounded in $L^1(0,T : Y)$. Then the family $F$ is relatively compact in $L^p(0,T : B)$.

Let $B_\rho := \{|x| < \rho\}$ for $\rho > 0$. We use the previous lemma in the context: $u_\lambda \in L^1((t_1,t_2) : W^{1,p}(B_\rho))$, $\partial_t u_\lambda \in L^1((t_1,t_2) : L^1(B_\rho))$, and thus

$$X = W^{1,p}_{\text{loc}}(B_\rho) \subseteq B = L^1(B_\rho) \subseteq Y = L^1(B_\rho)$$

with compact embedding $X \subset B$. We conclude there exists $U(x,t) \in L^1((t_1,t_2),L^1(B_\rho))$ such that, up to a subsequence $(u_{\lambda_j})_j$,

$$\|u_{\lambda_j}(x,t) - U(x,t)\|_{L^1((t_1,t_2),L^1(B_\rho))} \to 0 \quad \text{as } \lambda_j \to \infty.$$ 

This analysis can be performed for an increasing sequence of balls $B_\rho =: B_1 \subset B_2 \subset \cdots \subset B_n \subset \cdots$ such that $B_n \to \mathbb{R}^N$ as $n \to \infty$. Strong convergence in $L^1(B_2)$ implies strong convergence in $L^1(B_1)$ and thus the limit $U_2$ at step 2 coincides with $U$ when restricted to $B_1$. Thus, using a diagonal argument, we can define $U : \mathbb{R}^N \times (t_1,t_2) \to \mathbb{R}$ as a pointwise limit in all its domain and in $L^1(K)$ sense for every bounded set $K$:

(4.9) $u_\lambda(x,t) \to U(x,t)$ a.e. in $\mathbb{R}^N \times (t_1,t_2)$,

(4.10) $\|u_\lambda(x,t) - U(x,t)\|_{L^1((t_1,t_2),L^1(K))} \to 0 \quad \text{as } \lambda \to \infty.$

Step 3. Passage to the limit. We prove that $U$ is a weak solution to equation $U_t = \Delta_p U$. Firstly, notice that pointwise convergence [4.9] implies that $U \geq 0$. Moreover, smoothing effect [4.8] gives that

(4.11) $|U(x,t)| \leq c(p,N)M^{p\alpha/N}t^{-\alpha}.$

Thus convergence [4.10] also holds in $L^2((t_1,t_2),L^2(K))$ for bounded $K$ and for every $0 < t_1 < t_2 < \infty$:

(4.12) $\|u_\lambda(x,t) - U(x,t)\|_{L^2((t_1,t_2),L^2(K))} \to 0 \quad \text{as } \lambda \to \infty.$

The weak formulation for $u_\lambda$ is the following:

$$\int_{\tau}^{\infty} \int_{\mathbb{R}^N} u_\lambda(x,t)\varphi_t(x,t)dx - \int_{\tau}^{\infty} \int_{\mathbb{R}^N} |\nabla u_\lambda(x,t)|^{p-2}\nabla u_\lambda(x,t)\nabla\varphi(x,t)dxdt = 0$$

for all test functions $\varphi \in C^\infty_c(\mathbb{R}^N \times (\tau,\infty))$ with $\tau > 0$. Now we pass to the limit $\lambda \to \infty$. Due to the compact support of the test functions, all the integrals are in fact on bounded domains. Thus convergence [4.12] guarantees the first integral converges to the corresponding one for $U$. For the second integral we notice that, if for instance $\text{supp}(\varphi) \subset B_\rho(0) \times (\tau,\tau_1)$ then

$$\int_{\tau}^{\tau_1} \int_{B_\rho} |\nabla u_\lambda(x,t)|^{p-2}\nabla u_\lambda(x,t)\nabla\varphi(x,t)dxdt \leq C(\rho) \int_{\tau}^{\tau_1} \left( \int_{B_\rho} |\nabla u_\lambda(x,t)|^{p}dx \right)^{2(p-1)/p} dt < \infty,$$

and, thus, $|\nabla u_\lambda(x,t)|^{p-2}\partial_{x_i} u_\lambda(x,t) \to w_i$ weakly in $L^2((\tau,\tau_1) : L^2(B_\rho))$. It follows that

$$(w_1,\ldots,w_n) = \nabla U.$$ 

We conclude that

$$\int_{\tau}^{\infty} \int_{\mathbb{R}^N} U(x,t)\varphi_t(x,t)dx - \int_{\tau}^{\infty} \int_{\mathbb{R}^N} |\nabla U(x,t)|^{p-2}\nabla U(x,t)\nabla\varphi(x,t)dxdt = 0.$$
We also need to prove a suitable tail control for $u_\lambda(x,t)$. Let $\phi \in C^\infty(\mathbb{R}^N)$ be a nondecreasing function such that $\phi(x) = 0$ if $|x| < 1$ and $\phi(x) = 1$ if $|x| > 2$. Now we take $\phi_R(x) := \phi(x/R)$ and then:

$$
\int_{|x| > 2R} u_\lambda(x,t)dx \leq \int_{\mathbb{R}^N} u_\lambda(x,t)\phi_R(x)dx = \int_{t_1}^{t_2} \int_{\mathbb{R}^N} (u_\lambda)_I(x,t)\phi_R(x)dxdt
$$

Thus, using the energy estimates, we get

$$
\left| \int_{|x| > 2R} u_\lambda(x,t)dx \right| \leq \frac{1}{R} \int_{t_1}^{t_2} \int_{\mathbb{R}^N} |\nabla u_\lambda(x,t)|^{p-2}\nabla u_\lambda(x,t)\nabla \phi_R(x)dxdt
$$

This guarantees that

$$
\|u_\lambda(x,t) - \mathcal{U}(x,t)\|_{L^1((t_1,t_2),L^1(\mathbb{R}^N))} \to 0 \text{ as } \lambda \to \infty.
$$

Smoothing effect (4.8) and (4.11) for $u_\lambda$ and $\mathcal{U}$ ensure convergence holds in every $L^1((t_1,t_2),L^q(\mathbb{R}^N))$, for $1 < q < \infty$.

Step 4. Identifying the limit. We prove now that $\mathcal{U}$ takes a Dirac delta as initial trace, in distributional sense:

$$
\lim_{t \to 0} \mathcal{U}(\cdot,t) = M\delta(\cdot).
$$

This can be shows multiplying $u_\lambda(x,0)$ with a compactly supported test function and then passing the $\lambda$ parameter on the test function. Thus one can see how the support of the rescaled test function shrinks to one point, $x = 0$, as $t \to 0$. Indeed, let $\phi \in C^\infty(\mathbb{R}^N)$. Then

$$
\int_{\mathbb{R}^N} u_\lambda(x,0)\phi(x)dx = \int_{\mathbb{R}^N} \lambda^\alpha u_0(\lambda^\beta x)\phi(x)dx = \int_{\mathbb{R}^N} u_0(x)\phi(\lambda^{-\beta}x)dx \to M\phi(0)
$$

as $\lambda \to \infty$. The Dirac delta function is the initial data corresponding to the Barenblatt solution. Together with the uniqueness of the initial trace for the solutions to the (PLE) as proved in [43, Thm.I.4.2], we conclude that $\mathcal{U}(x,t) = \mathcal{B}(x,t;M)$, the Barenblatt solution with mass $M$. In particular, $\mathcal{U}$ is self similar. Now we conclude the asymptotic behavior. Let $t = 1$. Then it follows that

$$
\int_{\mathbb{R}^N} |\lambda^\alpha u(\lambda^\beta x, \lambda) - \mathcal{B}(x,1;M)|dxdx \to 0 \text{ as } \lambda \to \infty.
$$

Changing variables, this is equivalent to

$$
\int_{\mathbb{R}^N} |u(z, \lambda) - \lambda^{-\alpha}\mathcal{B}(\lambda^{-\beta}z,1;M)|dxdx \to 0 \text{ as } \lambda \to \infty.
$$

Since $\mathcal{U}$ is self-similar it follows that

$$
\int_{\mathbb{R}^N} |u(z, \lambda) - \mathcal{B}(z, \lambda;M)|dxdx \to 0 \text{ as } \lambda \to \infty.
$$

By renaming $t = \lambda$ we conclude the proof of convergence (4.6).

For the $L^\infty$ convergence we make use of the inequality (8.2) applied to $u_\lambda(\cdot,1) - \mathcal{B}_\lambda(\cdot,1;M)$, i.e.

$$
\|u_\lambda(\cdot,1) - \mathcal{B}_\lambda(\cdot,1;M)\|_{L^\infty(\mathbb{R}^N)} \leq C_{N,\nu} \|\lambda^{\nu} u_\lambda(\cdot,1) - \mathcal{B}_\lambda(\cdot,1;M)\|_{L^1(\mathbb{R}^N)}^{\nu/\nu+1} \|u_\lambda(\cdot,1) - \mathcal{B}_\lambda(\cdot,1;M)\|_{L^1(\mathbb{R}^N)}^{\nu/\nu+1},
$$

where $0 < \nu < 1$ and $\|\cdot\|_{L^1(\mathbb{R}^N)}$ is the Hölder seminorm defined in (8.1). Notice that $\|u_\lambda(\cdot,1)\|_{C^\nu(\mathbb{R}^N)}$ is finite, as proved in Lemma [8.3], since $\|(u_0)_\lambda\|_{L^1(\mathbb{R}^N)} = \|u_0\|_{L^1(\mathbb{R}^N)} = M$, and $\|\mathcal{B}\|_{C^\nu(\mathbb{R}^N)}$ is finite for any $0 < \nu \leq 1$. By using the $L^1$ convergence (4.13) we obtain that $\|u_\lambda(\cdot,1) - \mathcal{B}_\lambda(\cdot,1;M)\|_{L^\infty(\mathbb{R}^N)}$ converges to zero as $\lambda \to 0$. Proceeding as in step 4 and rescaling back in $\lambda$, then renaming $\lambda$ in $t$, we find exactly (4.7).
5 Optimality of the $X_p$ data: proof of Theorem 1.1

In this section we discuss some properties of solutions to Problem (1.1) when they take an initial data in the set of nonnegative integrable functions $L^1(\mathbb{R}^N) \setminus \{0\}$. We have the following alternative: (i) either the Global Harnack Principle holds and the initial data belongs to $X_p$ or (ii) the relative error is not finite and the initial data, and therefore the corresponding solution, belong to $X_p^c$. The following proposition makes the above statement more precise.

Proposition 5.1. Let $N \geq 1$ and $\frac{2N}{N+1} < p < 2$ and let $u$ be the solution to Problem (1.1) with initial $u_0 \geq 0$, $u_0 \in L^1(\mathbb{R}^N) \setminus \{0\}$. Then the following holds

i) If there exists $t_\ast \geq 0$ such that $u(t_\ast) \in X_p$ then $u(t) \in X_p$ for any $t \geq 0$, and

$$
\left\| \frac{u(x,t)}{B(x,t;M)} - 1 \right\|_{L^\infty(\mathbb{R}^N)} < \infty \quad \forall \ t > 0,
$$

ii) If $u_0 \notin X_p$ then $u(t) \notin X_p$ for any $t > 0$ and

$$
\left\| \frac{u(x,t)}{B(x,t;M)} - 1 \right\|_{L^\infty(\mathbb{R}^N)} = \infty \quad \forall \ t > 0,
$$

where $M = \|u_0\|_{L^1(\mathbb{R}^N)}$.

Proof. We prove first i). We already know that if $u(t_\ast) \in X_p$ then, by the Global Harnack Principle of Theorem 1.1, we can show that for any $t > t_\ast$ we have that $u(t) \leq B$ where $B$ is a suitable Barenblatt solution. Therefore $u(t) \in X_p$ for any $t \geq t_\ast$. Let us consider the case $0 \leq t < t_\ast$. By inequality (8.4) of Lemma 8.5 we have that, for any $R > 0$, the following holds:

$$
R^{\frac{1}{\beta}} \int_{\mathbb{R}^N \setminus B_R(0)} u(x,t) dx \leq \sup_{0 \leq \tau \leq t_\ast} R^{\frac{1}{\beta}} \int_{\mathbb{R}^N \setminus B_R(0)} u(x,\tau) dx \leq \kappa_1 R^{\frac{1}{\beta}} \left[ \int_{\mathbb{R}^N \setminus B_{R/2}(0)} u(x,t_\ast) dx + \left( \frac{t_\ast}{R^{\frac{1}{\beta}}} \right)^{\frac{1}{\beta}} \right] \leq \kappa_1 2^{\frac{1}{\beta}} \left[ \|u(x,t_\ast)\|_{X_p} + t_\ast^{\frac{1}{1-\beta}} \right].
$$

Therefore $u(t) \in X_p$ for any $0 \leq t < t_\ast$. From the GHP it follows then that $\|\frac{u(x,t)}{B(x,t;M)}\|$ is finite for any $t > 0$. The proof of i) is concluded.

Let us prove ii). Assume, by contradiction, that there exists $t_\ast > 0$ such that $u(t_\ast) \in X_p$. Then, by i) we conclude that $u_0 \in X_p$ which is a contradiction. Lastly, let us prove identity (5.1): by contradiction let us assume that there exists a $t_\ast' > 0$ such that

$$
\left\| \frac{u(x,t_\ast')}{B(x,t_\ast';M)} - 1 \right\|_{L^\infty(\mathbb{R}^N)} \leq C < \infty
$$

We conclude that $u(x,t_\ast') \leq (1 + C)B(x,t_\ast';M)$ for any $x \in \mathbb{R}^N$ and so $u(t_\ast') \in X$. Therefore, by i), we have that $u_0 \in X_p$, a contradiction. The proof is now concluded.

As a consequence of Proposition 5.1 we are now in the position of giving the proof of Theorem 1.1.
5.1 Proof of Theorem 1.1 and further equivalences

Proof of Theorem 1.1. We will prove first the equivalence between i) and ii). We notice that inequality (1.7) is a consequence of the upper bound of Theorem 3.1 combined with the lower bound of Theorem 3.2 (notice that the hypothesis \( u_0 \neq 0 \) implies the validity of Theorem 3.2). The equivalence among inequality (1.7) and the fact that \( u_0 \in X_p \) is easily a consequence of Proposition 5.1. Indeed, let us assume that \( u(t) \) is a solution which satisfies inequality (1.7), then \( u(t_0) \in X_p \) for some \( t_0 > 0 \), and, by i) of Proposition 5.1, we have that \( u_0 \in X_p \).

Since Theorem 4.1 affirms that i) implies iii), to conclude the proof we only need to show that iii) implies i). Let us assume that (1.8) holds. Therefore, there exists \( t_0 > 0 \) such that \( u(x, t_0) \leq 2\mathcal{B}(x, t_0; M) \) and therefore \( u(t_0) \in X_p \). As a consequence of i) of Proposition (5.1) we have that \( u_0 \in X_p \) and this concludes the proof.

To conclude this section we will prove an equivalent criteria to establish whether \( f \in X_p \) or not. We remark that the proof of such equivalence is very intriguing, since it uses the result of Theorem 1.1.

Proposition 5.2. Let \( N \geq 1 \) and \( p_c := \frac{2N}{N+1} < p < 2 \). Then

\[
f \in X_p \quad \text{if and only if} \quad \int_{B_{|x|/2}(x)} |f(y)|dy = O\left(|x|^{N-\frac{p_c}{p}}\right) \quad \text{as } |x| \to +\infty.
\]

A condition similar to \( \int_{B_{|x|/2}(x)} |f(y)|dy = O\left(|x|^{N-\frac{p_c}{p}}\right) \) as \( |x| \to +\infty \) has been introduced by Vázquez to provide a sufficient condition for the GHP in the case of (FDE). Lately, a similar condition has been used in [25] in the case of (FDE) with Caffarelli-Kohn-Nirenbergs weights.

Proof. We follow the proof of Proposition 5.1 of [25]. Assume that \( f \in X_p \) and let \( x \in \mathbb{R}^N, x \neq 0 \). We have the following chain of inequalities

\[
\int_{B_{|x|/2}(x)} |f(y)|dy \leq \int_{\mathbb{R}^N \setminus B_{|x|/2}(0)} |f(y)|dy \leq 2^{\frac{p}{p_c} - N} \|f\|_{X_p} |x|^{N-\frac{p_c}{p}} = O(|x|^{N-\frac{p_c}{p}}), \quad \text{as } |x| \to \infty
\]

which is exactly ii). In the above line we have used that \( B_{|x|/2}(x) \subset \mathbb{R}^N \setminus B_{|x|/2}(0) \). Assume now that \( f \) satisfies ii), without loss of generality we can assume that \( f \neq 0 \). Let \( u(x, t) \) be the solution to (1.1) with initial data \( u(x, t) = |f(x)| \). A closer inspection of the proof of Theorem 1.1 shows that, for any \( t_0 > 0 \), inequality (3.1) still holds under the hypothesis ii) on the initial datum. Indeed, it is enough to use ii) in inequality (3.15) to get (3.16) with a slightly different constant \( C(u_0) \). Therefore, we conclude that the Global Harnack Principle (condition ii) of Theorem 1.1) is satisfied and, by the result of Theorem 1.1, the initial datum \( u_0 = |f| \in X_p \).

The equivalence is proven.

We are finally in the position to conclude the proof of the equivalence we stated in the introduction after presenting Theorem 1.1. Indeed, in addition to Theorem 1.1 we have the following.

Proposition 5.3. Under the assumptions of Theorem 1.1 the following conditions are equivalents.

(i- Characterization in terms of the space \( X_p \))

\[
u_0 \in X_p \setminus \{0\} \quad \text{that is} \quad 0 < \sup_{R > 0} R^{\frac{p}{2p} - N} \int_{\mathbb{R}^N \setminus B_R(0)} |u_0(y)|dy < +\infty
\]

\[
\]
(iv- Stability of the space $X_p$ along the flow) For all $t > 0$

$$u(t) \in X_p \setminus \{0\} \quad \text{that is} \quad 0 < \sup_{R > 0} R^\frac{p}{2-p} \int_{R^N \setminus B_R(0)} u(y, t) dy < +\infty$$

(v- Characterization of $X_p$ with an alternative integral condition) For all $t \geq 0$

$$\int_{B_{|x|/2}(x)} u(y, t) dy = O\left(|x|^{N - \frac{p}{2-p}}\right) \text{ as } |x| \to \infty , \quad \text{and} \quad u(t) \neq 0 .$$

**Remark 5.4.** We notice that condition $i)$ in the above is exactly condition $i)$ of Theorem 1.1

**Proof.** Let us assume that $u_0 \in X_p \setminus \{0\}$. By $i)$ of Proposition 5.1 we have that for all $t > 0$ the solution $u(t) \in X_p$. By uniqueness we have that $u(t) \neq 0$ and therefore the right inequality of $ii)$ is satisfied. Let us now proof that $iv)$ implies $v)$. By point $i)$ of Proposition 5.1 we have that $u(t) \in X_p$ for all $t \geq 0$ and, by Proposition 5.2, $v)$ is satisfied. To conclude the proof we observe the result of Proposition 5.2 affirms that $v)$ implies $i)$. □

### 5.2 $X_p$ data and the tail condition

We remark that the Global Harnack Principle, in the form of inequality (1.7), was already known (at least for the Fast Diffusion Equation, see [27, 25]) under the stronger assumption (3.4) on the initial data. However, this hypothesis is non-optimal. Indeed, in what follows we give examples of functions that are in $X_p$ and do not satisfy (3.4). Let $\alpha, \beta > 0$ and let us define

$$g_{\alpha,\beta}(y) := \sum_{k=2}^{\infty} \frac{\chi_{B_k^\beta}(y)}{|y| - k|\alpha|},$$

where $\chi_{B_k^\beta}(y)$ is the characteristic function of the set $B_k^\beta := \{x \in \mathbb{R}^N : k \leq |x| \leq k + k^{-\beta}\}$. For any $0 < \alpha < 1$ and $\beta(1 - \alpha) > N$ we have that $g_{\alpha,\beta} \in L^1(\mathbb{R}^N)$. Indeed,

$$\int_{\mathbb{R}^N} g_{\alpha,\beta} dx = \sum_{k=2}^{\infty} \int_{k \leq |x| \leq k + k^{-\beta}} \frac{dy}{|y| - k|\alpha|} = \omega_N \sum_{k=2}^{\infty} \int_k^{k+k^{-\beta}} \frac{r^{N-1}}{|r-k|\alpha} dr ,$$

$$\leq 2^{N-1} \omega_N \sum_{k=2}^{\infty} k^{N-1} \int_0^{k-k^{-\beta}} \frac{ds}{s^{1-\alpha}} = \frac{2^{N-1} \omega_N}{1-\alpha} \sum_{k=2}^{\infty} \frac{1}{k^{1+\beta(1-\alpha)-N}} ,$$

Moreover, we have that $g_{\alpha,\beta} \in X_p$ under some suitable condition. Indeed we have

$$\sup_{R \geq 0} R^\frac{p}{2-p} - N \int_{\mathbb{R}^N \setminus B_R(0)} g_{\alpha,\beta}(y) dy \leq \int_{\mathbb{R}^N} |y|^\frac{p}{2-p} - N g_{\alpha,\beta}(y) dy$$

$$\leq \sum_{k=2}^{\infty} (2k)^{\frac{p}{2-p} - 1} \int_k^{k+k^{-\beta}} \frac{1}{|r-k|\alpha} dr$$

$$= \frac{2^{2(p-1)}}{1-\alpha} \sum_{k=2}^{\infty} \frac{1}{k^{1+\beta(1-\alpha)-\frac{p}{2-p}}} ,$$
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which converges whenever \( \beta(1 - \alpha) > \frac{p}{2 - p} \). Ultimately, the function \( g_{\alpha, \beta} \) does not verify assumption (3.4) since

\[
\limsup_{|x| \to \infty} g_{\alpha, \beta}(x)|x|^{\frac{p}{2 - p}} \geq \limsup_{n \to \infty} g_{\alpha, \beta}(n + n^{-\beta})n^{\frac{p}{2 - p}} \\
\geq \limsup_{n \to \infty} n^{\alpha \beta + \frac{p}{2 - p}} = \infty.
\]

We lastly just resume that the space \( X_p \) is optimal in many ways. It is the biggest space where the Global Harnack Principle holds and where any solution converges in relative error to the Barenblatt profile. Moreover, when the initial data is in \( X_p \) the convergence in relative error does not hold and the solutions have a different (space)tail with the respect to the Barenblatt profile.

### 5.3 Initial data in \( X_p^c \)

In the last part of this section we focus on what can happen for initial data in \( X_p^c \). In what follows we construct super/sub solutions to (PLE) which exhibit a particular tail behaviour which differ from the one of the Barenblatt solution. Let us begin by introducing the subsolution. We postpone the proofs at the end of the Section.

**Proposition 5.5.** Let \( N \geq 1 \) and \( \frac{2N}{N+1} < p < 2 \), \( C_2 > 0 \) and \( 0 < \epsilon < \min\left(\frac{1}{\beta p(2-p)}, \frac{p-1}{2-p}\right) \). Then

\[
N(x,t) = \frac{1}{\left(D(t) + |x|^{\frac{p}{p-1}}\right)^{\frac{p-1}{p-\epsilon}}},
\]

with

\[
D(t) = (C_1(p, \epsilon, N) t + C_2)^{\frac{1}{1(p-2)}}
\]

is a subsolution to the (PLE) equation. The value of the constant \( C(N, \epsilon, p) > 0 \) is given at the end of the proof.

In a similar manner, a family of super-solutions is constructed.

**Proposition 5.6.** Let \( \frac{2N}{N+1} < p < 2 \), \( N \geq 1 \), \( 0 < \epsilon < \frac{p-1}{2-p} \) and \( C_4 > 0 \). Then

\[
R(x,t) = \frac{G(t)^{\frac{p-1}{p-\epsilon}}}{\left(G(t) + |x|^{\frac{p}{p-1}}\right)^{\frac{p-1}{2-p-\epsilon}}},
\]

with

\[
G(t) = \left(C_3(N, \epsilon, p) t + C_4^p\right)^{\frac{1}{p-1}}
\]

is a super-solution to the (PLE) equation. The value of the constant \( C_3(N, \epsilon, p) > 0 \) is given at the end of the proof.

As a consequence of Propositions 5.5 and 5.6 we can exhibit solutions whose spatial behaviour differs from the one of the Barenblatt solution. Indeed, we have the following result.
Theorem 5.7. Let $N \geq 1$, $\frac{2N}{N+1} < p < 2$, and $0 < \epsilon < \min \left( \frac{1}{\beta p(2-p)}, \frac{p-1}{2-p} \right)$. Let $u(x, t)$ be the solution to (1.1) with an initial datum $u_0$ which satisfy

$$N(x, 0) \leq u_0(x) \leq R(x, 0) \quad \forall x \in \mathbb{R}^N$$

for some $C_2, C_4 > 0$. Then

$$N(x, t) \leq u(x, t) \leq R(x, t) \quad \forall t > 0, \; x \in \mathbb{R}^N.$$  

In other words, for $|x|$ big, the decay of the solution $u(x, t)$ is given by

$$u(x, t) \approx \frac{1}{|x|^{\frac{2}{p-2} - \epsilon}},$$

for some $\epsilon' > 0$.

Let us conclude this section with the proof of Propositions 5.5, 5.6, and Theorem 5.7.

Proof of Proposition 5.5. We will make use of the formula of the $p-$Laplacian for radial functions $f(|x|):$

$$\Delta_p(f(|x|)) = |f'(r)|^{p-2}(p-1)f''(r) + \frac{N-1}{r}f'(r), \quad r = |x|.$$ 

Thus

$$\frac{\partial}{\partial t} N'(x, t) = -\left( \frac{p-1}{2-p} - \epsilon \right) \frac{1}{(D(t) + |r|^{\frac{p}{p-1}})^{\frac{p-1}{p-2}}} D'(t),$$

and (by lengthy computations)

$$\Delta_p N'(x, t) = -\left( \frac{p-1}{2-p} - \epsilon \right)^{p-1} \frac{\left( \frac{p}{p-1} \right)^{p-1} \left[ ND(t) - \left( \frac{1}{\beta p(2-p)} - \epsilon \right) pr^{\frac{p}{p-1}} \right]}{(D(t) + |r|^{\frac{p}{p-1}})^{\frac{1}{2-p} - \epsilon(p-1)}}.$$ 

We take $0 < \epsilon < \min \left( \frac{1}{\beta p(2-p)}, \frac{p-1}{2-p} \right)$. We search for a function $D(t)$ such that $N(x, t)$ is a sub-solution to the (PLE) equation:

$$\frac{\partial}{\partial t} N'(x, t) \leq \Delta_p N(x, t).$$

This is equivalent to

$$D'(t) \geq \left( \frac{p-1}{2-p} - \epsilon \right)^{p-2} \left( \frac{p}{p-1} \right)^{p-1} \frac{\left[ ND(t) - \left( \frac{1}{\beta p(2-p)} - \epsilon \right) pr^{\frac{p}{p-1}} \right]}{(D(t) + |r|^{\frac{p}{p-1}})^{\frac{1}{2-p} - \epsilon(p-1)}}.$$ 

Thus, it is sufficient to take $D(t)$ such that

$$D'(t) \geq C(p, \epsilon) D(t)^{-\epsilon(2-p)} ND(t),$$

with $C(p, \epsilon) = \left( \frac{p-1}{2-p} - \epsilon \right)^{p-2} \left( \frac{p}{p-1} \right)^{p-1}$. By defining

$$D(t) =: (C_1(p, \epsilon, N) t + C_2)^{\frac{1}{\epsilon(2-p)}},$$

with $C_1(p, \epsilon, N) = N \epsilon(2-p) \left( \frac{p-1}{2-p} - \epsilon \right)^{p-2} \left( \frac{p}{p-1} \right)^{p-1}$ and $C_2 = D(0)^{\epsilon(2-p)}$. By construction $D(t)$ satisfies the differential inequality (5.2) and therefore $N(x, t)$ is a subsolution. The proof is then concluded. □
Proof of Proposition 5.6. Arguing similarly as in Proposition 5.5 we find that $R$ is a super-solution if it satisfies the inequality:

$$G'(t)r^p + \kappa(p, \varepsilon) \frac{G(t)}{G(t) + |r|^p} \left[ NG(t) - \left( \frac{1}{\beta p(2 - p)} - \varepsilon \right) p r^p \right] \geq 0,$$

with $\kappa(p, \varepsilon) := \left( \frac{p-1}{2-p} - \varepsilon \right)^{p-2} \left( \frac{p}{p-1} \right)^{p-1}$. Let $0 < \varepsilon < \frac{1}{\beta p(2 - p)}$. Then it is sufficient to take

$$G(t) \geq \kappa(p, \varepsilon) \left( \frac{1}{\beta p(2 - p)} - \varepsilon \right) p G(t)^{(2-p)}.$$

Since the supremum of the right-hand-side of the above inequality is achieved at $|r|=0$ it is sufficient to ask

$$G'(t) \geq \kappa(p, \varepsilon) \left( \frac{1}{\beta p(2 - p)} - \varepsilon \right) p G(t)^{(2-p)}.$$

By defining

$$G(t) := \left( C_3(p, \varepsilon, N) t + C_4 p \right)^{\frac{1}{p-1}}, \quad C_3(p, \varepsilon, N) = (p - 1) \left( \frac{1}{\beta p(2 - p)} - \varepsilon \right) \kappa(p, \varepsilon).$$

the differential inequality (5.3) is satisfied and the proof is concluded. \qed

Proof of Theorem 5.7. The proof follows easily from Propositions 5.5 and 5.6. \qed

6 Global gradient decay estimates: proofs of Theorems 1.3 and 1.4

We begin this section with the proof of Theorem 1.3

Proof of Theorem 1.3. We recall a local estimate on the behaviour of the gradient $\nabla u$ where $u$ is a solution to (1.1) with an integrable initial datum $u_0$. Our proof is based on the following inequality (proven by Zhao in [92, Lemma 2.5, pag.621]) which holds under the running assumptions:

$$\sup_{x \in B_R(0)} |\nabla u(x, t)| \leq C \left[ t^{-(N+1)\beta} \left( \int_{B_{2R}(0)} u_0(x) dx \right)^{\frac{2\beta}{\beta + 1}} + t^{\frac{1}{2-p}} R^{-\frac{2}{2-p}} \right], \quad \text{for any} \quad t > 0, \quad R > \frac{1}{2},$$

where $C = C(N, p) > 0$ is a numerical constant. We remark that in [92] the above Lemma is stated for a $\sigma$-finite Borel measure as initial datum. We preferred to state the result in the above form, since its more general form is outside of the scope of the present paper. As well, we prefer to cite this results instead of the more complete [92, Theorem 1] as, it seems to us, the statement of the latter contains several misprints. We lastly remark that, taking the limit for $R \to \infty$ in (6.1), one finds the global smoothing effect for the gradient, in the form of

$$\|\nabla u\|_{L^\infty(\mathbb{R}^N)} \leq C t^{-(N+1)\beta} \|u_0\|_{L^1(\mathbb{R}^N)}^{\frac{2\beta}{\beta + 1}}.$$ 

Let $0 \leq u_0 \in L^1(\mathbb{R}^N)$ and let $u(x, t)$ be the weak solution to Problem (1.1). Let us define, for any $\lambda > 0$ and $y \in \mathbb{R}^N$, $u_{\lambda, y}(x, t) = \lambda^\alpha u(\lambda\beta x + y, \lambda t)$. We notice that $u_{\lambda, y}(x, t)$ is a solution to Problem (1.1) with initial datum $\lambda^\alpha u_0(\lambda\beta x + y)$. Furthermore, we have that

$$\nabla u_{\lambda, y}(0, 1) = \lambda^{\alpha+\beta} \nabla u(y, \lambda) = \lambda^{(N+1)\beta} \nabla u(y, \lambda),$$
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where we have used that $\beta = N\alpha$. Let us first prove inequality \((1.10)\). By applying inequality \((6.1)\), with $R = 1$ and $t = 1$, to the rescaled solution $u_{\lambda,y}(x,t)$ we get:

$$
|\nabla u(y,\lambda)| = \lambda^{-(N+1)\beta} |\nabla u_{\lambda,y}(0,1)| \\
\leq \lambda^{-(N+1)\beta} C \left( \int_{\mathbb{R}^N} u_0(z)dz \right)^{2\beta} ,
$$

where in the third line we just changed variables by $z = \lambda^\beta x + y$ and integrated on the whole $\mathbb{R}^N$. We remark that the above chain of inequalities is nothing else than inequality \((1.10)\).

Let us now prove inequality \((1.11)\), we recall that, in this case, the initial datum $u_0 \in X_p$. Let us first consider the case $|y| > 1$. As before, we apply inequality \((6.1)\), with $R = |y|\lambda^{-\beta}/32$ and $t = 1$, to the rescaled solution $u_{\lambda,y}(x,t)$:

$$
|\nabla u(y,\lambda)| = \lambda^{-(N+1)\beta} |\nabla u_{\lambda,y}(0,1)| \\
\leq \lambda^{-(N+1)\beta} C \left[ \left( \lambda^\alpha \int_{B_{8R}(0)} u_0(\lambda^\beta x + y)dx \right)^{2\beta} + 32\frac{2^\beta}{|y|^{2-p}} \lambda^{\frac{2\beta}{p}} \right] \\
\leq \lambda^{-(N+1)\beta} C \left[ \left( \int_{B_{8\lambda^\beta R}(y)} u_0(z)dz \right)^{2\beta} + 32\frac{2^\beta}{|y|^{2-p}} \lambda^{\frac{2\beta}{p}} \right] ,
$$

where, in the last line, we just changed variables by $z = \lambda^\beta x + y$. We remark that, since $R = |y|\lambda^{-\beta}/32$, we have that $B_{8\lambda^\beta R}(y) \subset \mathbb{R}^N \setminus B_{|y|/4}(0)$. Therefore, by applying definition \((1.4)\), we deduce, from inequality \((6.3)\) that, for any $|y| > 1$

$$
|\nabla u(y,\lambda)| \leq \lambda^{-(N+1)\beta} \kappa \frac{\|u_0\|_{X_p}^{2\beta} + \lambda^{\frac{2\beta}{p}}}{(1 + |y|)^{\frac{2\beta}{2-p}}},
$$

where we have also used the fact that $2\beta \left[ \frac{p}{(2-p) - N} \right] = 2/(2-p)$; in the above estimate, $\kappa > 0$ is numerical constant. Combining inequality \((6.4)\) with \((6.2)\) we obtain \((1.11)\) and the proof is concluded. $\square$

The Global Harnack Principle describe, in a quantitative way, the behaviour of the solution $u$ to \((1.1)\) when the initial data is taken in $X_p$. In this section we address a similar question for the behaviour of $\nabla u$. In what follows we will give the proof of Theorem \((1.4)\). The key argument is a very intriguing connection between the \((\text{PLE})\) and the \((\text{FDE})\) (see the books \([85, 84]\)).

It is widely known that \((\text{PLE})\) and \((\text{FDE})\) enjoy several common results. In dimension $N = 1$ the relation between \((\text{PLE})\) and \((\text{FDE})\) is the following: the derivative of the \((\text{PLE})\) is a solution to \((\text{FDE})\), see \([56]\). As we shall explain below, this generalizes to several dimensions when we consider radial solutions. We recall that, for both equations, radial initial data generate radial solutions.

Let us fix some notation. In what follows we consider radial solutions defined on $\mathbb{R}^N$, $N$ being the topological dimension. We will denote by $\mathfrak{r} = |x|$ the coordinates for the \((\text{FDE})\) equation and by $r = |x|$ in the \((\text{PLE})\) case. Let us consider $\mathfrak{u}(\mathfrak{r},t) : \mathbb{R}^N \times (0, \infty) \to \mathbb{R}$ and let us assume it is a radial solution to the equation:

$$
\mathfrak{u}_t = r^{1-\frac{n}{\mathfrak{r}}} \frac{\partial}{\partial \mathfrak{r}} \left( r^{n-1} |\mathfrak{u}|^{m-1} \mathfrak{u}_r \right) ,
$$
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where $\pi$ is a positive parameter and $\pi_r$ is the radial derivative. We notice that $\pi_r(\tau, m_t)$ is a radial solution to the (FDE) when $\pi = N$. Equation (6.5) is sometimes referred to as a Weighted (FDE) with Caffarelli-Kohn-Nirenberg weights (see \cite{15, 17, 25}) and can be re-written as

$$
\pi_t = |x|^{\gamma} \nabla \left(|x|^{-\gamma} |\pi|^{m-1} \nabla \pi \right),
$$

where

$$
\gamma = N - \pi.
$$

We also notice that, for a radial solution $u(r, t)$, the (PLE) can be rewritten as

$$
u_t = r^{1-n} \frac{\partial}{\partial r} \left(r^{n-1} |u_r|^{p-2} u_r \right).
$$

We recall that, in (6.5), the parameter $\pi$ plays the role of an artificial dimension and is not, in general, an integer. It is unusual to consider equations in a continuous dimension, however, in the radial case, this allows us to unveil some unexpected features. Indeed, the following radial equivalence has been proven in \cite{56}.

**Theorem 6.1** (\cite{56} Thm.1.2). Suppose $2 < \pi < \infty$. Then the radially symmetric solutions $u$ and $\pi$ of equations (6.5), respectively (6.7), are related through the following transformation: let $r = \tau^{\frac{2m}{m+1}}$

$$
\partial_r u(r, t) = D \tau^{\frac{2m}{m+1}} \pi(\tau, t), \quad D = \left(\frac{(2m)^2}{m(m+1)^2}\right)^{\frac{1}{m-1}},
$$

where the correspondence of the parameters is

$$p = m + 1, \quad n = \frac{(\pi - 2)(m + 1)}{2m}.
$$

In \cite{56} the authors also analyze the case $0 < \pi < 2$, however we have decided to not report their results here since we are not going to use them.

**Proof of Theorem 1.4.** The main ingredients of the proof are the radial transformation given in (6.8) and the convergence to the Barenblatt profile for the solutions to (6.5) proven in \cite{25} Theorem 3.3. Let us fix the notation: we will use the variable $r$ for the solutions to the (PLE) and the variable $\tau$ for solutions to (6.5). Observe that the transformation between the two variables is given by $r = \tau^{\frac{2m}{m+1}}$ and that $p = 1 + m$. Let us consider $u(x, t) : \mathbb{R}^N \times (0, \infty) \to \mathbb{R}$ to be the solution to (1.1) with initial data $u_0$. In what follows we will sometimes denote $u(x, t)$ as $u(r, t)$. Also, recall that $B$ denotes the Barenblatt solution to the (PLE).

Motivated by formula (6.8), we define

$$
\overline{u}_0(\tau) := \frac{1}{D \tau^{\frac{2m}{m+1}}} \left(\partial_r u_0\right) (\tau^{\frac{2m}{m+1}}),
$$

where $D$ is given in (6.8). Let $\overline{u}(\tau, t)$ to be the solution to the Cauchy problem associated to equation (6.6) with initial datum $\overline{u}_0(\tau)$ defined in (6.9) with parameters

$$
\gamma = N - \pi, \quad \pi = 2 \frac{N p - 1}{p} + 2 \quad \text{and} \quad m = p - 1.
$$

Since $u_0$ is non-increasing, then $\partial_r u_0 < 0$ and therefore $\overline{u}_0(\tau) < 0$. By the Comparison Principle, it follows that $\overline{u} < 0$. As we shall see, this will not represent an issue.
Notice that, a-priori, there is no relation between \( u \) and \( \overline{u} \) since, Theorem \ref{p6.1} does not specify the correspondence between the initial data. Thus, we derive some useful properties for \( \overline{u} \), and then, we will be able to show that relation \ref{p6.8} holds, more exactly, this will be done in Step 1.

In step 2 we prove that the solution \( \overline{u}(\tau, t) \) to \ref{p6.6} verifies the hypothesis of Theorem 3.3 of \cite{25}. Then, we deduce the convergence in relative error to the corresponding Barenblatt profile

\[
\mathcal{B}(x, t; \overline{M}) = \frac{t^{\frac{1}{1-\gamma}}}{\left(a_0 \frac{t^{\theta}}{\gamma^{\gamma(1-\gamma)\min}} + a_1|x|^2\right)^{\frac{1}{1-\gamma}}},
\]

where

\[
\frac{1}{\overline{\beta}} = \pi \left(m - \frac{\overline{n}}{\overline{\gamma}}\right),
\]

\(a_0, a_1\) are positive parameters which depend on \( m, N, \pi, \) and \( \overline{M} \) is the mass of the Barenblatt profile, i.e., \( \overline{M} = \int_{\mathbb{R}^N} \mathcal{B}(x, t; \overline{M})|x|^\overline{n} \text{d}x \), for any \( t > 0 \). In this case, \( \mathcal{B}(x, t; \overline{M}) \) is the fundamental solution to the \ref{p6.6}. Moreover, observe that the Barenblatt profiles \( \mathcal{B} \) and \(-\mathcal{B} \) are related by

\[
D \tau^{\frac{2}{m+1}} \mathcal{B}(\tau, t; \kappa \overline{M}) = -\partial_r \mathcal{B}(r, t; \overline{M}), \quad r = \tau^{\frac{m}{m+1}},
\]

which is in fact \ref{p6.8} applied for these two solutions. We remark that the mass of \( \mathcal{B} \) is corrected by a multiplicative factor \( \kappa = \kappa(N, p) > 0 \). A simple computation shows that

\[
k = \frac{pN}{2(p-1)\overline{D}}.
\]

**Step 1. Existence and relation between solutions.** Let us consider the Cauchy problem posed on \( \mathbb{R}^N \times (0, \infty) \) for equation \ref{p6.6} equipped with an initial datum \( \overline{u}_0(\tau) \) defined in \ref{p6.9}. It has been proven in \cite{18} Proposition 7 that, if \( \gamma < 0 \) and the initial datum \( \overline{u}_0(\tau) \in L^1(\mathbb{R}^N, |x|^{-\gamma} \text{d}x) \), then there exists a unique solution \( 1 \) The condition on \( \gamma \) amounts to verify that

\[
N - \pi = N - 2 - 2 \frac{p-1}{p} N = \frac{(2-p)N - 2p}{p} < 0,
\]

which holds since \( p > \frac{2N}{N+1} > \frac{2N}{N+2} \). On the other hand, the integrability condition \( u_0 \in L^1(\mathbb{R}^N, |x|^{-\gamma} \text{d}x) \) is verified if \( \int_0^{\infty} \tau^{\pi-1} \overline{u}_0(\tau) \text{d}\tau < \infty \). To verify that this latter condition holds, we proceed as follows. Observe that, since \( u_0 \in C^2(\mathbb{R}^N) \) and it is radial we necessarily have that \( \frac{\partial u_0}{\partial r}(0) = 0 \) and \( |\frac{\partial u_0}{\partial r}(\rho)| \leq C\rho \) in a (right)neighborhood of the origin. Therefore, we have that

\[
|\tau^{\pi-1} \overline{u}_0(\tau)| \leq C \tau^s \quad \text{where} \quad s = \frac{2(m-1)}{1+m} + 2N \frac{p-1}{p} + 1.
\]

Notice that for \( p > 1 \), the exponent \( s \geq -1 \). Therefore the function \( \tau^{\pi-1} \overline{u}_0(\tau) \) is integrable in a neighborhood of the origin. Now, we prove its integrability for \( \tau \) close to \( \infty \). Indeed, due to the decaying assumption \ref{p1.12} and by \ref{p6.9}, close to infinity we have that

\[
|\overline{u}_0(\tau)| \leq \frac{C}{\tau^{2\frac{m}{1+m}}} \frac{2}{\tau^{2\frac{2m}{1+m}}} = \frac{C}{\tau^{2\frac{1}{1-m}}},
\]

\footnote{In Proposition 7 of \cite{18} the authors assume that the initial datum is in \( L^\infty(\mathbb{R}^N) \), however such assumption can be generalized to merely asking \( u_0 \in L^1(\mathbb{R}^N, |x|^{-\gamma} \text{d}x) \).}
By a straightforward (however lengthy) computation we have that with

$$|\bar{u}^{-1}(\bar{r})| \leq \frac{C}{\bar{r}^l} \quad \text{with} \quad l = \frac{2}{2-p} - 2N\left(\frac{p-1}{p}\right) - 1,$$

we have that $l > 1$ if $N \geq 1$ and $p \geq \frac{2N}{N+1}$. We conclude that, under the running assumptions, $\bar{u}_0 \in L^1(\mathbb{R}^N, |x|^{-\gamma}dx)$. Therefore $\bar{u}(r, t)$ exists and it is bounded and continuous (at least $C^n(\mathbb{R}^N)$ for some $1 \geq \alpha > 0$), as it has been proven in [23].

Let us first verify that the solution $\bar{u}$ is related to $u$ through the radial transformation defined in (6.8). To this aim, we define, for any $t \geq 0$ the function

$$v(r, t) := D \int_r^\infty \bar{u}(\bar{r}^{\frac{p}{p-1}}, t)\rho^{\frac{1}{p-1}} d\rho,$$

where $D$ is as in (6.8). Observe that definition (6.14) is well posed, since, for $t > 0$, by the Global Harnack Principle for $\bar{u}$, we have that

$$|\bar{u}(\bar{r}^{\frac{p}{p-1}}, t)| \leq \frac{C\rho^{\frac{1}{p-1}}}{\rho^{\frac{1}{p-1}}} = \frac{C}{\rho^{\frac{1}{p-1}}} \quad \text{and} \quad \frac{2}{2-p} > 1 \quad \text{since} \quad p > 1.$$

On the other hand, for $t = 0$ we have, by using (6.9), that $v(r, 0) = u(r, 0)$. Thanks to the result of Theorem 6.1, we have that $v(r, t)$ is a solution to (1.1) with initial datum $u(r, 0)$, since (6.14) is the integrated version of (6.8). By uniqueness we conclude that $u(r, t) = v(r, t)$.

**Step 2: Uniform convergence in relative error. Proof of the limit (1.13).** To establish the uniform convergence in relative error ([25 Theorem 3.3]) of the solution $\bar{u}(r, t)$ to the Barenblatt profile $-\mathfrak{B}(x, t; \bar{M})$ defined in (6.10) we need to verify that

$$1 > m > m_c(\gamma) = \frac{N-2-\gamma}{N-\gamma} = \frac{\pi - 2}{\bar{n}}$$

and that the initial datum $|\bar{u}_0(\bar{r})| \leq C\bar{r}^{\frac{2}{1-m}}$ for some $\bar{r} \geq R_0$ (notice that this is exactly (6.13)). We observe that the condition $m$ amounts to verify that

$$p^2 - p\frac{3N+1}{N+1} + 2N\frac{N+1}{N+1} = (p-1)\left(p - 2\frac{N}{N+1}\right) > 0.$$

Such a condition is satisfied since $p > \frac{2N}{N+1} \geq 1$. Recall that $\bar{u}(r)$. Applying Theorem 3.3 of [25] (its proof can be generalized to non-positive solutions). Therefore, we have established that

$$\left\|\frac{\bar{u}(\bar{r}, t)}{-\mathfrak{B}(\bar{r}, t; \bar{M})} - 1\right\|_{L^\infty(\mathbb{R}^N)} \to 0 \quad \text{as} \quad t \to +\infty,$$

for $\bar{M}$ being the mass of the (negative) initial data

$$\bar{M} = -\int_{\mathbb{R}^N} \bar{u}_0(|x|)|x|^{-\gamma}dx.$$

Let us now recall the relation (6.11) between $\mathcal{B}(r, t; \kappa^{-1} \bar{M})$ and $-\mathfrak{B}(\bar{r}, t; \bar{M})$, from which we deduce that

$$\left\|\frac{\partial_r u(r, t)}{\partial_r \mathcal{B}(r, t; \kappa^{-1} \bar{M})} - 1\right\|_{L^\infty(\mathbb{R}^N)} = \left\|\frac{D \bar{r}^{\frac{2}{1-m}} \bar{u}(\bar{r}, t)}{D \bar{r}^{\frac{2}{1-m}} \mathfrak{B}(\bar{r}, t; \bar{M})} - 1\right\|_{L^\infty(\mathbb{R}^N)} = \left\|\frac{\bar{u}(\bar{r}, t)}{-\mathfrak{B}(\bar{r}, t; \bar{M})} - 1\right\|_{L^\infty(\mathbb{R}^N)}.$$
This establishes that limit \((1.13)\) holds for a profile \(B(r, t; \kappa^{-1} \bar{M})\) with mass \(\kappa^{-1} \bar{M}\), where \(\kappa\) is as in \((6.12)\). It only remains to prove that \(\kappa^{-1} \bar{M} = \int_{\mathbb{R}^N} u_0(x)dx\). From \((1.13)\), taking into account that \(\partial_r u\) and \(\partial_r B\) are non-positive, we deduce that, for any \(\varepsilon > 0\) there exists \(t_\varepsilon > 0\) such that

\[
(1 + \varepsilon) \partial_r B(r, t; \kappa^{-1} \bar{M}) \leq \partial_r u(r, t) \leq (1 - \varepsilon) \partial_r B(r, t; \kappa^{-1} \bar{M}) \quad \text{for any } r \geq 0, \ t \geq t_\varepsilon,
\]

Integrating the above inequality from \(r\) to \(\infty\) we find that, for any \(\varepsilon > 0\)

\[
(1 - \varepsilon) B(r, t; \kappa^{-1} \bar{M}) \leq u(r, t) \leq (1 + \varepsilon) B(r, t; \kappa^{-1} \bar{M}) \quad \text{for any } r \geq 0, \ t \geq t_\varepsilon.
\]

This is equivalent to

\[
\left\| \frac{u(r, t)}{B(r, t; \kappa^{-1} \bar{M})} - 1 \right\|_{L^\infty(\mathbb{R}^N)} \xrightarrow{t \to 0} 0.
\]

The above limit holds only if \(\kappa^{-1} \bar{M} = \int_{\mathbb{R}^N} u_0(x)dx\), see Theorem 4.1. The proof is concluded.

\[
\square
\]

\section{Mass conservation}

Mass conservation for Problem \((1.1)\) has been proved by Fino, Düzgün and Vesprì \[48\] for more general equation. For completeness, we provide here an alternative proof for the case of the \((1.1)\) problem.

\textbf{Proposition 7.1.} \textit{sec.conservation.mass} Let \(N \geq 1\), \(\frac{2N}{N + 1} < p < 2\) and let \(u\) be the solution of Problem \((1.1)\) with initial data \(u_0 \geq 0\), \(u_0 \in L^1(\mathbb{R}^N)\). Then, for any \(t \geq 0\), we have that

\[
\int_{\mathbb{R}^N} u(x, t)dx = \int_{\mathbb{R}^N} u_0(x)dx.
\]

For the proof the previous result we need some technical lemma, that we supply in the following.

\textbf{Lemma 7.2.} Let \(1 < p < 2\) and \(u\) be the solution of Problem \((PLE)\). There exists a constant \(\kappa_3 = \kappa_3(N, p)\) such that for any \(R > 0\) and for any \(0 \leq s \leq t \leq T\)

\[
\frac{1}{R} \int_s^t \int_{B_R(0)} |\nabla u(x, \tau)|^{p-1} dx d\tau \leq \kappa_3 \left( \frac{t - s}{R^\frac{p}{p-1}} \right)^\frac{1}{p} \left[ \int_{B_{4R}(0)} u_0(x)dx + \left( \frac{T}{R^\frac{1}{p}} \right)^\frac{1}{p-1} \right]^{\frac{2(p-1)}{p}}.
\]

\textbf{Proof.} By using inequality \[8.3\] of Lemma \[8.4\] with \(\psi\) a cut-off function such that \(\psi = 1\) on \(B_R(0)\) and \(\psi = 0\) in \(\mathbb{R}^N \setminus B_{2R}(0)\). We then obtain for any \(\varepsilon = ((t - s)/R^p)^\frac{1}{p-1}\)

\[
\frac{1}{R} \int_s^t \int_{B_R(0)} |\nabla u(x, \tau)|^{p-1} dx d\tau
\]

\[
\leq \frac{C_1}{R} \int_s^t \int_{B_{2R}} (t - \tau)^\frac{1}{p-1} \left[ u(x, \tau) + \left( \frac{t - s}{R^p} \right)^\frac{1}{p} \right]^{\frac{1}{p-1}} dx d\tau,
\]

\[
\leq \frac{C_2(t - s)^\frac{1}{p}}{R^\frac{d(2-p)}{p}} \left[ \sup_{s \leq \tau \leq t} \int_{B_{2R}} u(x, \tau) + \left( \frac{t - s}{R^p} \right)^\frac{1}{p-1} \right]^{\frac{2(p-1)}{p}}
\]

\[
\leq C_3 \left( \frac{t - s}{R^\frac{1}{p}} \right)^\frac{1}{p} \left[ \int_{B_{4R}} u_0(x)dx + \left( \frac{t}{R^\frac{1}{p}} \right)^\frac{1}{p-1} \right]^{\frac{2(p-1)}{p}},
\]
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where in the second line we have used Hölder inequality while in the last line we have used inequality \((8.8)\) of Lemma \(8.6\)

We remark that inequality \( (7.1) \) has already appeared in [52, pag. 268], however the proof used in that paper is somehow different from what is presented here. The conservation of mass now easily follows from inequality \( (7.1) \) of Lemma \(7.2\).

**Proof.** (of Proposition \(7.1\)). Let \( \phi \in C^\infty(\mathbb{R}^N) \) be a non-decreasing function such that \( \phi(x) = 0 \) if \( |x| < 1 \) and \( \phi(x) = 1 \) if \( |x| > 2 \). Let \( \phi_R(x) := \phi(x/R) \) that is supported in \( B_{2R}(0) \) and satisfies \( \phi_R = 1 \) in \( B_R(0) \), \( |\nabla \phi_R| \leq \frac{C}{R} \). We use the weak formulation \((2.1)\) for the test function \( \phi_R \):

\[
\left| \int_{\mathbb{R}^N} u_0(x)\phi_R(x)\,dx - \int_{\mathbb{R}^N} u(x,t)\phi_R(x)\,dx \right| \leq C \frac{1}{R} \int_s^t \int_{B_{2R}(0)} |\nabla u(x,\tau)|^{p-1} \,dx\,d\tau
\]

\[
\leq C \kappa_3 \left( \frac{t-s}{R^\beta} \right)^\frac{1}{\nu} \left[ \int_{B_{4R}(0)} u_0(x) \,dx + \left( \frac{t}{R^\beta} \right)^\frac{1}{2-p} \right] \frac{2(p-1)}{p},
\]

where in the last step we have used lemma \(7.2\). Taking the limit for \( R \to \infty \) we have the assertion. 

**8 Appendix**

**8.1 An interpolation lemma**

Here we recall an interpolation lemma which goes back to [52] and to [73, p. 126], see also [74]. Let \( f : \Omega \to \mathbb{R} \) be a function and let us define the Hölder seminorm

\[(8.1) \quad |f|_{\nu} := \sup_{x, y \in \Omega, x \neq y} \frac{|f(x) - f(y)|}{|x - y|^{\nu}}.\]

In what follows, we use the notation \( \omega_N = |S^{N-1}| = 2\pi^{N/2}/\Gamma(N/2) \).

**Lemma 8.1.** Let \( p \geq 1 \) and \( \nu \in (0,1) \), \( R > 0 \) and \( x \in \mathbb{R}^N \). Then there exists a positive constant \( C_{N,\nu,p} \) such that for any \( f \in L^p(B_{2R}(x)) \cap C^\nu(B_{2R}(x)) \)

\[
\|f\|_{L^\infty(B_R(x))} \leq C_{N,\nu,p} \left( |f|_{\frac{N}{\nu}}^{\frac{N}{p}\frac{1}{p}}(B_{2R}(x)) \|f\|_{L^p(B_{2R}(x))}^{\frac{p}{p}\frac{1}{p}} + \frac{\|f\|_{L^p(B_{2R}(x))}}{R^{\frac{\beta}{\nu}}} \right).\]

Analogously

\[(8.2) \quad \|f\|_{L^\infty(\mathbb{R}^N)} \leq C_{N,\nu,p} \left[ |f|_{\frac{N}{\nu}}^{\frac{N}{p}\frac{1}{p}}(\mathbb{R}^N) \|f\|_{L^p(\mathbb{R}^N)}^{\frac{p}{p}\frac{1}{p}} \right] \quad \text{for all } f \in L^p(\mathbb{R}^N) \cap C^\nu(\mathbb{R}^N),\]

where in both cases

\[
C_{N,\nu,p} = 2 \frac{(p-1)(N+\nu)+N_p}{p(N+\nu)} \left( 1 + \frac{N}{\omega_N} \right)^\frac{1}{p} \left( 1 + \left( \frac{N}{\omega_N} \right)^\frac{1}{p} \right)^\frac{N}{N+\nu} \left( \left( \frac{N}{\nu} \right)^\frac{p}{N+\nu} + \left( \frac{\nu}{N} \right)^\frac{N}{N+\nu} \right)^{1/p}.
\]

The proof is done in [20, Lemma 16, pp.36, formula (102)].
8.2 Regularity of solutions

Solutions to the (PLE) problem are Hölder continuous, see [36]. We refer also to [47] when \( N = 1 \). We devote this section to recall some known results concerning regularity due to DiBenedetto and, moreover, to give a quantitative estimate of the \( C^\nu \) seminorm of the solution in all \( \mathbb{R}^N \) in terms of the mass of the solution.

Let us fix some notation first. We call \( \Omega_T = \Omega \times [T_0, T] \) where \( \Omega \) is a smooth, bounded domain in \( \mathbb{R}^N \). We call \( \Gamma = \partial \Omega \times [T_0, T] \cup \Omega \times \{T_0\} \) its parabolic boundary. For any \( K \subset \Omega_T \), let us introduce the parabolic distance following the notation from [36]:

\[
p - \text{dist}(K, \Omega_T) := \inf_{(x,t) \in K, (y,s) \in \Gamma} \left( \frac{\|u\|_{L^\infty(\mathbb{R}^N)}^{2-p}|x-y| + |s-t|^{\frac{1}{p}}} {p - \text{dist}(K, \Omega_T)} \right),
\]

For a definition of local weak solution to (PLE) we refer to [36, Chapter II]. For the purposes of this proof we only need to know that the above theorem applies to solutions to Problem (1.1).

**Theorem 8.2.** [36, Thm.1.1, Ch.IV] Let \( u \) be a bounded local weak solution to (PLE). Then \( u \) is locally Hölder continuous in \( \Omega_T \), and there exists constants \( \gamma > 1 \), \( \nu > 0 \), depending only on \( N, p \), such that, for any \( K \subset \Omega_T \)

\[
|u(x_1, t_1) - u(x_2, t_2)| \leq \gamma \|u\|_{L^\infty(\Omega_T)} \left( \frac{\|u\|_{L^\infty(\Omega_T)}^{2-p}|x_1-x_2| + |t_1-t_2|^{\frac{1}{p}}} {p - \text{dist}(K, \Omega_T)} \right)\nu,
\]

for any \( (x_1, t_1), (x_2, t_2) \in K \). In particular \( \gamma \) and \( \nu \) do not depend on \( \|u\|_{L^\infty(\Omega_T)} \).

**Lemma 8.3.** Let \( u \) be the solution to Problem (1.1). Let \( \gamma > 0 \) and \( \nu > 0 \) given by Thm 8.2. Then

\[
[u(\cdot, 1)]_{C^\nu(\mathbb{R}^N)} \leq C(p, N)\|u_0\|_{L^1(\mathbb{R}^N)}^\nu.
\]

**Proof.** For any \( \tau > 0 \), let us define the function

\[
u(t, \tau) := \tau \frac{p}{2-p} u(\tau x, \tau t),
\]

we notice that \( \nu^1 = u \). One can easily check that \( \nu^\tau \) is a solution to (1.1) with initial datum \( \tau \frac{p}{2-p} u_0(\tau x) \).

Let us define as well \( \Omega_T = (B_\delta \setminus B_{1/4}) \times (1/4, 4) \) and \( K = (B_4 \setminus B_{1/2}) \times (1/2, 2) \) where \( B_r \) is the ball of radius \( r \) centered at the origin. Observe that

\[
p - \text{dist}(K, \Omega_T) \geq \inf_{x \in K} \frac{\|u\|_{L^\infty(\Omega_T)}^{2-p}|x-y|}{\inf_{y \in \Gamma} \|x-y\|} = \frac{1}{4} \|u\|_{L^\infty(\Omega_T)}^{2-p}
\]

By applying Theorem 8.2 we find that

\[
[u(\cdot, 1)]_{C^\nu(B_{4r} \setminus B_{r/2})} = \frac{\nu^\tau(\cdot, \frac{1}{4}B_{1/4}, B_{1/2})}{\tau^{\nu + \frac{p}{2-p}}} \leq \frac{\|u^\tau(\cdot, 1)\|_{L^\infty(B_{1/2} \setminus B_{1/4})}^{2-p} \nu + 1}{\tau^{\nu + \frac{p}{2-p}}} \frac{1}{\tau^{\nu} (p - \text{dist}(K, \Omega_T))^{\nu}}
\]

\[
\leq \gamma 2^{2\nu} \frac{\|u\|_{L^\infty(B_{1/2} \setminus B_{1/4} \times (1/4, 4))}}{\tau^{\nu + \frac{p}{2-p}}} \leq \gamma 2^{2\nu} \frac{\|u\|_{L^\infty(\mathbb{R}^N \times (1/4, 4))}}{\tau^{\nu}}.
\]
Similarly, one finds that, for some \(0 < \tilde{k} < \infty\)
\[
|u(\cdot,1)|_{C^\nu(B_4)} \leq \frac{\gamma}{k^\nu} \|u\|_{L^\infty(\mathbb{R}^N \times (1/4,4))}.
\]
Lastly, we observe that, by the smoothing effect inequality \((\tilde{3},7)\), we have that
\[
\|u(x,t)\|_{L^\infty(\mathbb{R}^N \times (1/4,4))} \leq C(p,N)4^{N\beta} \|u_0\|_{L_1^1(\mathbb{R}^N)}.
\]
To estimate the \(C^\nu\) norm of \(u(x,1)\) over \(\mathbb{R}^N\) we proceed as follows: let \(x,y \in \mathbb{R}^N\), then either \(|x - y| < 1\) or \(|x - y| \geq 1\). In the latter case we have that
\[
|u(x,1) - u(y,1)| \leq 2\|u(\cdot,1)\|_{L^\infty(\mathbb{R}^N)}|x - y|^\nu.
\]
Let us consider now the case \(|x - y| < 1\). We have that, either \(|x| \leq 2\) or there exists \(j \geq 1\) such that \(2^j < |x| \leq 2^{j+1}\). In the former case, we have that \(x, y \in B_4\) and thus
\[
|u(x,1) - u(y,1)| \leq |u(\cdot,1)|_{C^\nu(B_4)} |x - y|^\nu.
\]
In the latter, we have the following chain of inequalities
\[
2^{j-1} < 2^j - 1 \leq |x| - |y - x| \leq |y| \leq |x| + |y - x| \leq 2^{j+1} + 1 \leq 2^{j+2},
\]
thus \(x, y \in B_{2^{j+2}} \setminus B_{2^{j-1}}\). It follows that
\[
|u(x,1) - u(y,1)| \leq |u(\cdot,1)|_{C^\nu(B_{2^{j+2}} \setminus B_{2^{j-1}})} |x - y|^\nu.
\]
Combining the above inequalities, we find that
\[
|u(\cdot,1)|_{C^\nu(\mathbb{R}^N)} \leq \max \left\{ 2\|u(\cdot,1)\|_{L^\infty(\mathbb{R}^N)}, |u(\cdot,1)|_{C^\nu(B_4)}, \sup_{j \geq 1} |u(\cdot,1)|_{C^\nu(B_{2^{j+2}} \setminus B_{2^{j-1}})} \right\}
\]
\[
\leq 2 \gamma \max \left\{ 1, 2^{\nu}, \tilde{k}^{-\nu} \right\} C(p,N)4^{N\beta} \|u_0\|_{L_1^1(\mathbb{R}^N)}.
\]
The proof is now concluded.

\[\square\]

### 8.3 Some technical lemmata

In this section we are going to state a technical lemma, which will be widely used in what follows. Let us introduce the following notation, for any \(0 \leq r \leq R\) we define the annulus \(A(r,R)\) to be
\[
A(r,R) := \{ x \in \mathbb{R}^N : r \leq |x| \leq R \}.
\]
We remark that the value \(r = 0\) is allowed and in that case \(A(0,R) = B_R(0)\) for any \(R \geq 0\).

The following estimate is a generalization of inequality I.4.3 contained in Lemma I.4.1 of \[43\] pag. 240. The main difference with the result contained in \[43\] is that we allow the test function to be supported in an annulus rather than in a ball.

**Lemma 8.4.** Let \(N \geq 1, 1 < p < 2\) and \(u\) be the solution of Problem [PLE]. There exists a constant \(\kappa = \kappa(N,p)\) such that for any \(\varepsilon > 0, 0 \leq s \leq t, 0 \leq r \leq R\) and for any smooth function \(\psi(x)\) supported in \(A(r,R)\) such that \(|\nabla \psi| \leq K\) the following inequality holds
\[
\int_s^t \int_{A(r,R)} |\nabla u(x,\tau)|^{p-1} \psi(x)^{p-1} dx \ d\tau
\]
\[
\leq \kappa \left( 1 + \frac{t - s}{\varepsilon^{2-p} K^p} \right)^{\frac{p-1}{p}} \int_s^t \int_{A(r,R)} (t - \tau)^{\frac{1}{p-1}} (u(x,\tau) + \varepsilon)^{2(p-1)} dx \ d\tau.
\]
(8.3)
The proof of the above lemma is very similar to the one contained in [43] therefore we have decided to not include it the present paper.

In what follows we prove the following kind of "Herrero-Pierre" formula for the mass at infinity.

**Lemma 8.5.** Let $N \geq 1$, $\frac{2N}{N+1} < p < 2$ and $u$ be the solution of Problem (PLE). There exists a constant $\kappa_1 = \kappa_1(N, p)$ such that for any $R > 0$ and for any $T > 0$

$$(8.4) \quad \sup_{0 \leq \tau \leq T} \int_{\mathbb{R}^N \setminus B_{2R}(0)} u(x, \tau) dx \leq \kappa_1 \left[ \int_{\mathbb{R}^N \setminus B_R(0)} u(x, T) dx + \frac{T \left( \frac{1}{2} - \frac{1}{p} \right)}{R^\beta} \right].$$

**Proof.** In what follows, we will denote by $B_R$ the ball of radius $R$ centered in the origin $B_R = B_R(0)$. For any integer $k \geq 1$ let us define

$$R_k := 2R - R \sum_{i=1}^{k} 2^{-i} = (1 + \frac{1}{2^k})R \quad \text{and} \quad \overline{R}_k := \frac{R_k + R_{k+1}}{2} = (1 + \frac{3}{2^{k+2}})R,$$

such that both $R_k, \overline{R}_k \searrow R$. We observe that $R_{k+1} < \overline{R}_k < R_k$. Lastly let us recall that $A(\overline{R}_k, R_k) = \{ \overline{R}_k \leq |x| \leq R_k \}$.

Let us define for any $k \geq 1$ the function $x \to \psi_k(x)$ being a nonnegative smooth function such that

$$\psi_k = 0 \quad \text{for} \quad |x| \leq \overline{R}_k, \quad \psi_k = 1 \quad \text{for} \quad |x| \geq R_k \quad \text{and} \quad |\nabla \psi_k| \leq c \frac{2^{k+2}}{R} \quad \forall x \in \mathbb{R}^N.$$

We remark that $\psi_k$ can be obtained as a limit of smooth and compactly supported functions. Therefore $\psi_k$ can be used in the weak formulation (2.1) for the Cauchy problem (1.1), provided that all the integrals in (2.1) make sense, which is the case.

By testing the equation against $\psi_k$ (as in (2.1)), we obtain for any $0 \leq s \leq T$ and for any $k \geq 1$

$$(8.5) \quad M_k \leq \int_{\mathbb{R}^N \setminus B_R} u(x, T) dx + c \frac{2^{k+2}}{R} \int_{0}^{T} \int_{A(\overline{R}_k, R_k)} |\nabla u(x, \tau)|^{p-1} dx \, d\tau.$$

where for any $k \geq 1$ we define

$M_k := \sup_{0 \leq \tau \leq T} \int_{\mathbb{R}^N \setminus B_{R_k}} u(x, \tau) dx.$

Let us define, for any $k \geq 1$, a new family of compactly supports test functions $\phi_k$ such that

$$\phi_k = 1 \quad \text{in} \quad A(\overline{R}_k, R_k), \quad \phi_k = 0 \quad \text{in} \quad \mathbb{R}^N \setminus A_k := \mathbb{R}^N \setminus A(R_{k+1}, R_k + (\overline{R}_k - R_{k+1}))$$

and

$$|\nabla \phi_k| \leq \frac{c}{R_k - R_{k+1}} = \frac{c \cdot 2^{k+2}}{R}.$$
By applying inequality (8.3) of Lemma 8.4 with \( \psi = \phi_k \) and \( \varepsilon = \left( \frac{T}{R^K} \right)^{\frac{1}{p-1}} \) we obtain

\[
\int_s^T \int_{A(R_k,R_{k+1})} |\nabla u(x, \tau)|^{p-1} dx d\tau \\
\leq \kappa \left( 1 + \frac{T}{\varepsilon^{2-p}(R_k - R_{k+1})} \right)^{\frac{p-1}{p}} \int_0^T \int_{A_k} (T - \tau)^{\frac{1}{p}} \left[ (u + \varepsilon)^{\frac{1}{p}} - 1 \right] dx d\tau \\
\leq C_1 2^{p(k+2)} |A_k| \left( \frac{T}{R^p} \right)^{\frac{2(p-1)}{p^2-1}} \int_0^T (T - \tau)^{\frac{1}{p}} - 1 d\tau + \frac{T}{p} \sup_{0 \leq \tau \leq T} \left( \int_{A_k} u^{\frac{2(p-1)}{p}}(x, \tau) dx \right)^2,
\]

where we have used the inequality \((a+b)^\alpha \leq 2^\alpha (a^\alpha + b^\alpha)\) (which holds for any \( \alpha \geq 0 \) and any \( a, b \geq 0 \)) and the fact that \(|A_k| \leq \kappa N R^N\) where \( \kappa N \) is constant which depends only on the dimension \( N \). Combining inequality (8.5) with (8.6) and using

\[
\int_{A_k} u dx \leq \int_{R^N \setminus B_{Rk+1}} u dx,
\]

we conclude that for any \( k \geq 1 \)

\[
M_k \leq \int_{R^N \setminus B_R} u(x, T) dx + C_3 2^{pk} \left( \frac{T}{R^p} \right)^{\frac{1}{2-p}} + \left( \frac{T}{R^p} \right)^{\frac{1}{p}} 2^{p(\nu-1)} M_{k+1} + \frac{T}{p} \sup_{0 \leq \tau \leq T} \left( \int_{A_k} u(x, \tau) dx \right)^{\frac{2(p-1)}{p}},
\]

where \( C_3 \) depends only on \( N \) and on \( p \). Fix \( \delta \in (0, 1) \) to be chosen later, by Young inequality we have that

\[
C_3 2^{p(k+2)} \left( \frac{T}{R^p} \right)^{\frac{1}{p}} M_k^{\frac{2(p-1)}{p}} \leq \delta M_{k+1} + C(N, p, \delta) 2^{p(\nu-1)} \left( \frac{T}{R^p} \right)^{\frac{1}{2-p}},
\]

where \( C(N, p, \delta) = (C_3^p \delta^{2(\nu-1)})^{\frac{1}{2-p}} \). Combining the above formula, with inequality (8.7) we obtain for any \( k \geq 1 \)

\[
M_k \leq \delta M_{k+1} + C(N, p, \delta) 2^{p(\nu-1)} \left[ \int_{R^N \setminus B_R} u(x, T) dx + \left( \frac{T}{R^p} \right)^{\frac{1}{2-p}} \right].
\]

Call \( Z = \left[ \int_{R^N \setminus B_R} u(x, T) dx + \left( \frac{T}{R^p} \right)^{\frac{1}{2-p}} \right] \), then we have the following iterating process

\[
\sup_{0 \leq \tau \leq T} \int_{R^N \setminus B_{2R}} u(x, \tau) dx \leq M_1 \leq \delta M_2 + C(N, p, \delta) 2^{p^2} Z \leq \delta^2 M_3 + Z C(N, p, \delta) \left( \frac{2^{p^2}}{2^{p^2}} + 2^{p^2} \delta \right) \leq \delta^3 M_4 + Z C(N, p, \delta) 2^{p^2} \left( 1 + \delta + \delta^2 2^{p^2} \right) \leq \delta^k M_{k+1} + Z C(N, p, \delta) 2^{p^2} \sum_{i=0}^{k-1} (\delta 2^{p^2})^i ,
\]
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choosing $\delta = 2^{-\frac{2}{(2-p)^2}-1}$ and taking the limit for $k \to \infty$ we obtain

$$\sup_{0 \leq \tau \leq T} \int_{\mathbb{R}^N \setminus B_{2R}} u(x, \tau)dx \leq \kappa \left[ \int_{\mathbb{R}^N \setminus B_{\kappa}} u(x, T)dx + \left( \frac{T}{R^\alpha} \right)^{\frac{1}{2-p}} \right],$$

which is what we wanted to prove.

The above proof follows the strategy of [43, Lemma III3.1], which reads

**Lemma 8.6.** Let $1 < p < 2$ and $u$ be the solution of Problem (PLE). There exists a constant $\kappa_2 = \kappa_2(N, p)$ such that for any $R > 0$ and for any $T > 0$

\begin{equation}
\sup_{0 \leq \tau \leq T} \int_{B_{R}(0)} u(x, \tau)dx \leq \kappa_2 \left[ \int_{B_{2R}(0)} u(x, T)dx + \left( \frac{T}{R^\alpha} \right)^{\frac{1}{2-p}} \right].
\end{equation}

The proof of the above lemma follows the line of the proof of Lemma 8.5, the only difference is that we shall implement the entire procedure in balls $B_{R_k}$ instead of domains of type $\mathbb{R}^N \setminus B_{R_k}$.

**References**

[1] M. Agueh, *Asymptotic behavior for doubly degenerate parabolic equations*, C. R. Math. Acad. Sci. Paris, 337 (2003), pp. 331–336.

[2] M. Agueh, *Existence of solutions to degenerate parabolic equations via the Monge-Kantorovich theory*, Adv. Differential Equations, 10 (2005), pp. 309–360.

[3] M. Agueh, *Rates of decay to equilibria for $p$-Laplacian type equations*, Nonlinear Anal., 68 (2008), pp. 1909–1927.

[4] M. Agueh, A. Blanchet, and J. A. Carrillo, *Large time asymptotics of the doubly nonlinear equation in the non-displacement convexity regime*, J. Evol. Equ., 10 (2010), pp. 59–84.

[5] L. Ambrosio, E. Brué, D. Semola, “Notes on Gradient Flows”, Book in preparation.

[6] L. Ambrosio, N. Gigli, G. Savare, “Gradient Flows In Metric Spaces and in the Space of Probability Measures”, Lectures in Mathematics. ETH Zürich, 2008, Birkhäuser Basel, ISBN 978-3-7643-7821-1.

[7] F. Andreu-Vaillo, V. Caselles, and J.M. Mazón, *Parabolic Quasilinear Equations Minimizing Linear Growth Functionals*, Progress in Math. Vol. 223, Birkhäuser-Verlag, 2004.

[8] Aronson, D. G. Non-negative solutions of linear parabolic equations. Annali della Scuola Normale Superiore di Pisa - Classe di Scienze, Série 3, Tome 22 (1968) no. 4, pp. 607-694.

[9] A. Audrito and J.L. Vázquez, *The Fisher–KPP problem with doubly nonlinear ”fast” diffusion*, Nonlinear Analysis 157 (2017) 212–248.

[10] G. Barenblatt and J.L. Vázquez, *Nonlinear diffusion and image contour enhancement*, Interfaces Free Bound. 6 (2004), no. 1, 31–54.

[11] P. Bénilan and M. G. Crandall, *Regularizing effects of homogeneous evolution equations*, in Contributions to analysis and geometry (Baltimore, Md., 1980), Johns Hopkins Univ. Press, Baltimore, Md., 1981, pp. 23–39.

[12] P. Bénilan, M. G. Crandall, A. Pazy, “Nonlinear evolution equations in Banach spaces”, Unpublished Book.

[13] F. Bernis, *Existence results for doubly nonlinear higher order parabolic equations on unbounded domains*, Math. Ann.279 (1988), pp 373–394

[14] A. Blanchet, M. Bonforte, J. Dolbeault, G. Grillo, J. L. Vázquez, *Asymptotics of the fast diffusion equation via entropy estimates*, Arch. Rat. Mech. Anal. 191 (2009), 347–385.

[15] V. Bogelein, F. Duzaar, P. Marcellini, and C. Scheven *Doubly nonlinear equations of porous medium type*, Archive for Rational Mechanics and Analysis. 229 (2) (2018), pp 503–545.

[16] V. Bogelein, F. Duzaar, J. Kinnunen, and C. Scheven *Higher integrability for doubly nonlinear parabolic systems* (2020) Journal De Mathematiques Pures Et Appliquees.
1.

[42] E. DiBenedetto and M.A. Herrero, *On the Cauchy problem and initial traces for a degenerate parabolic equation*. Trans. Am. Math. Soc. 314(1), 187-224 (1989).

[43] E. Di Benedetto and M.A. Herrero, *Non-negative solutions of the evolution p-laplacian equation. Initial traces and cauchy problem when 1 < p < 2*, Archive for Rational Mechanics and Analysis, 111(3), 1990, pp. 225–290.

[44] F. Duzaar and G. Mingione *Gradient continuity estimates* Calculus of Variations and Partial Differential Equations, 39 (3-4), pp 379-418.

[45] F. Duzaar and G. Mingione *Gradient estimates via linear and nonlinear potentials* Journal of Functional Analysis, 259 (11) (2010), pp 2961–2998.

[46] C. Ebmeyer and J. M. Urbano, *The smoothing property for a class of doubly nonlinear parabolic equations*, Trans. Amer. Math. Soc., 357 (2005), pp. 3239–3253 (electronic).

[47] J. R. Esteban and J.L. Vázquez, *Régularité des solutions positives de l’équation parabolique p-laplacienne*, C.R. Acad. Sci. Paris Sér. I Math.310(1990), pp. 105–110.

[48] A.Z. Fino, F.G. Düzgün and V. Vespri, *Conservation of the mass for solutions to a class of singular parabolic equations*. Kodai Math. J. 37 (2014), no. 3, 519–531.

[49] S. Fornaro, M. Sosio, and V. Vespri, *Energy estimates and integral Harnack inequality for some doubly nonlinear singular parabolic equations, in* Recent trends in nonlinear partial differential equations. I. Evolution problems, vol. 594 of Contemp. Math., Amer. Math. Soc., Providence, RI, 2013, pp. 179–199.

[50] S. Fornaro, M. Sosio and V. Vespri, *Lp−L∞ estimates and expansion of positivity for a class of doubly nonlinear singular parabolic equations*, Discrete Contin. Dyn. Syst. Ser. S, 7 (2014), pp. 737–760.

[51] A. Friedman and S. Kamin, *The asymptotic behavior of gas in an n− dimensional porous medium*, Transactions of the American Mathematical Society, 262 (1980), pp. 551–563.

[52] E. Gagliardo, *Proprietà di alcune classi di funzioni in più variabili*, Ricerche di Matematica, 7 (1958), pp. 102–137.

[53] V. A. Galaktionov and J. L. Vázquez, *A stability technique for evolution partial differential equations. A dynamical systems approach* Birkhäuser Boston, Inc., Boston, MA. (2004)

[54] J. Hadamard, *Extension à l’équation de la chaleur d’un théorème de A. Harnack*, Rend. Circ. Mat. Palermo. Serie II, 3 (1954), 337–346.

[55] M.A.Herrero and J. Vázquez, *On the propagation properties of a nonlinear degenerate parabolic equation*, Comm. Part. Diff. Eqns. (1982) 7:12, 1381–1402.

[56] R.G. Iagar, A. Sánchez and J. L. Vázquez, *Radial equivalence for the two basic nonlinear degenerate diffusion equations*, Journal de Mathématiques Pures et Appliquées, 89 (2008), pp. 1–24.

[57] K. Ishige, *On the existence of solutions of the Cauchy problem for a doubly nonlinear parabolic equation* SIAM J. Math. Anal. 27 (1996), pp 1235–1260.

[58] A. V. Ivanov, *Regularity for doubly nonlinear parabolic equations*, Zap. Nauchn. Sem. S.-Peterburg. Otdel. Mat. Inst. Steklov. (POMI), 209 (1994), pp. 37–59, 261.

[59] A.S. Kalashnikov *Some problems of the qualitative theory of second-order nonlinear degenerate parabolic equations*, Uspekhi Mat. Nauk, 42 (1987), 135–176.

[60] S. Kamin and J.L. Vázquez, *Fundamental Solutions and Asymptotic Behaviour for the p-Laplacian Equation*. Rev. Mat. Iberoam. 4 (1988), 339-354.

[61] J. R. King, *Exact similarity solutions to some nonlinear diffusion equations*, Journal of Physics A: Mathematical and General, 23 (1990), pp 3681–3697.

[62] J. Kinnunen and T. Kuusi *Local behaviour of solutions to doubly nonlinear parabolic equations* Math. Annalen, 337 (3) (2007), pp 705–728.

[63] Y. Komura, *Nonlinear semi-groups in Hilbert space*, J. Math. Soc. Japan 19 (1967), 493–507.

[64] T. Kuusi and G. Mingione *Pointwise gradient estimates* Nonlinear Analysis: Theory, Methods & Applications, 75 (12) (2012), pp 4650–4663.

[65] T. Kuusi and G. Mingione *Gradient regularity for nonlinear parabolic equations* Annali della Scuola normale superiore di Pisa : Classe di scienze, 12 (4) (2013), pp 755–822.

[66] T. Kuusi and G. Mingione *Guide to nonlinear potential estimates* Bull. Math. Sci. 4 (2014), pp 1–82.

[67] T. Kuusi and G. Mingione *Borderline gradient continuity for nonlinear parabolic systems* Math. Ann. 360 (2014), pp 937–993 .

[68] T. Kuusi, J. Siljander, and J. M. Urbano, *Local Hölder continuity for doubly nonlinear parabolic equations*,
O.A. Ladyzhenskaya, The mathematical theory of viscous incompressible flow. Phys. Today 17(2) (1964), 57–58.

J.J. Manfredi, M. Parviainen, and J.D. Rossi, An asymptotic mean value characterization for p-harmonic functions, Proc. Amer. Math. Soc., 138(3) (2010), 881–889.

J. Manfredi and V. Vespri, Large time behavior of solutions to a class of doubly nonlinear parabolic equations. Electron. J. Differential Equations 1994.

J. Moser, A Harnack inequality for parabolic differential equations, Comm. Pure Appl. Math. 17(2) (1964), 101–134.

L. Nirenberg, On elliptic partial differential equations, Annali della Scuola Normale Superiore di Pisa. Classe di Scienze. Serie III, 13 (1959), pp. 115–162.

L. Nirenberg, An extended interpolation inequality, Annali della Scuola Normale Superiore di Pisa. Classe di Scienze. Serie III 20 (1966), 733–737.

Y. Peres and S. Sheffield, Tug-of-war with noise: A game-theoretic view of the p-Laplacian, Duke Math. J. 145, Number 1 (2008), 91–120.

B. Pini, Sulla soluzione generalizzata di Wiener per il primo problema di valori al contorno nel caso parabolico, Rend. Sem. Mat. Univ. Padova, 23 (1954), pp. 422–434.

M. M. Porzio and V. Vespri, Hölder estimates for local solutions of some doubly nonlinear degenerate parabolic equations, J. Differential Equations, 103 (1993), pp. 146–178.

G. Savaré and V. Vespri, The asymptotic profile of solutions of a class of doubly nonlinear equations, Nonlinear Analysis: Theory, Methods & Applications 22 (12), pp 1553–1565

J. Simon, Compact sets in the space $L^p(0,T;B)$. Ann. Mat. Pura Appl., 146 (1987), 65–96.

N. Simonov, Fast Diffusion Equations with Caffarelli-Kohn-Nirenberg Weights: Regularity and Asymptotics. PhD. thesis, UAM 2020. https://repositorio.uam.es/handle/10486/691878

D. Stan, F. del Teso and J.L. Vázquez, Porous medium equation with nonlocal pressure, Current Research in Nonlinear Analysis, 2018.

D. Stan and J.L. Vázquez, The Fisher-KPP equation with nonlinear fractional diffusion, SIAM J. Math. Anal. 46 (2014) 3241–3276.

J. L. Vázquez, Asymptotic behaviour for the porous medium equation posed in the whole space. Dedicated to Philippe Bénilan. J. Evol. Equ. 3 (2003), no. 1, 67–118.

J. L. Vázquez, Smoothing and Decay Estimates for Nonlinear Diffusion Equations. Equations of Porous Medium Type, Oxford University Press, Oxford, 2006.

J. L. Vázquez, The porous medium equation. Mathematical theory, Oxford Mathematical Monographs, (2007).

J. L. Vázquez. The mathematical theories of diffusion. Nonlinear and fractional diffusion, Lecture Notes in Mathematics, 2186. Fondazione CIME/CIME Foundation Subseries. Springer, Cham: Fondazione C.I.M.E., Florence, 2017.

J. L. Vázquez, Asymptotic behaviour methods for the Heat Equation. Convergence to the Gaussian, https://arxiv.org/abs/1706.10034 (2017).

J. L. Vázquez, The evolution fractional p-Laplacian equation in RN. Fundamental solution and asymptotic behaviour. Nonlinear Anal. 199 (2020), 112034, 32 pp.

J. L. Vázquez, The fractional p-Laplacian evolution equation in $\mathbb{R}^N$ in the sublinear case, preprint arXiv:2011.01521

L. Véron, Effets régularisants de semi-groupes non linéaires dans des espaces de banach. Ann. Fac. Sci. Toulouse 1(2), 171–200 (1971).

V. Widder, The Heat Equation, Academic Press, New York (1975).

J. N. Zhao, The Cauchy Problem for $u_t = \text{div}(|\nabla u|^{p-2}\nabla u)$ when $2N/(N + 1) < p < 2$. Nonlinear Anal. 24 (5), 615–630 (1995).

W. Zhuoqun, J. Zhao, Y. Jingxue and H. Li, Nonlinear diffusion equations. Translated from the 1996 Chinese original and revised by the authors, World Scientific Publishing Co., Inc., River Edge, NJ, (2001).

© 2021 by the authors. This paper may be reproduced, in its entirety, for non-commercial purposes.