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There is often noise in spoken machine English, which affects the accuracy of pronunciation. Therefore, how to accurately detect the noise in machine English spoken language and give standard spoken pronunciation is very important and meaningful. The traditional machine-oriented spoken English speech noise detection technology is limited to the improvement of software algorithm, mainly including speech enhancement technology and speech endpoint detection technology. Based on this, this paper will develop a wireless sensor network based on machine English oral pronunciation noise based on air and non-air conduction, reasonably design and configure air sensors, and non-air conduction sensors to deal with machine English oral pronunciation noise, so as to improve the naturalness and intelligibility of machine English speech. At the hardware level, this paper mainly optimizes the AD sampling, sensor matching layout, and internal hardware circuit board layout of the two types of sensors, so as to solve the compatibility problem between them and further reduce the hardware power consumption. In order to further verify or evaluate the performance of the machine spoken English speech noise detection sensor designed in this paper, a machine spoken English training system based on Android platform is designed. Compared with the traditional system, the training system can improve the intelligence of machine oriented oral English noise detection algorithm, so as to continuously improve the accuracy of system detection. The machine English pronunciation is adjusted and corrected by combining the data sensed by the sensor, so as to form a closed-loop design. The experimental results show that the wireless sensor sample proposed in this paper has obvious advantages in detecting the accuracy of machine English oral pronunciation, and its good closed-loop system is helpful to further improve the accuracy of machine English oral pronunciation.

1. Introduction

With the continuous development of economic globalization, English, as an important language, plays an important role in the process of globalization. For learners in non-native English speaking countries, they lack a more systematic and complete English language environment, so the machine English oral training system is very important and meaningful. The traditional machine-oriented oral English pronunciation training system often has serious noise problems, which is subject to the interference of external environment noise and internal machine noise transmission to a certain extent [1–3]. Based on this, in order to further improve the accuracy of machine-oriented spoken English pronunciation, there are various traditional noise suppression technologies. Its main research work mainly focuses on the following aspects, such as signal speech coding technology, speech signal synthesis technology, speech recognition technology, speech enhancement technology, and the replacement of speech algorithm and hardware technology [4, 5]. At the level of many noise detection and suppression technologies, the mainstream voice endpoint detection technology is an important technical means in the field of voice signal recognition and noise suppression. Its essential core is to accurately determine the starting and ending points of voice signals, so as to reduce the amount of unnecessary voice data acquisition, reduce the voice data acquisition and operation time, and finally, improve the efficiency of voice recognition. Therefore, speech endpoint detection technology has important research significance, but the traditional speech endpoint detection technology is limited to such detection methods as speech energy, zero crossing rate, and cepstrum distance, resulting in its...
low detection accuracy in complex noise environment and even unable to work normally [6, 7].

The traditional recognition of machine English oral pronunciation noise is too limited to the research and analysis of software algorithm, so it ignores the analysis and development of hardware level of noise detection and training system. At the same time, the fusion technology of hardware and software is also an important technology that can be easily ignored in the development of this kind of technology. As an important hardware technology in the traditional noise detection technology, wireless sensor technology supports the hardware level of noise detection technology. It stores and analyzes a large amount of data obtained by detection, feeds back to the software algorithm inside the sensor, and finally, acts on the output. At the level of voice noise sensor detection hardware, there are corresponding shortcomings in the discrete application of voice sensor technology based on air conduction and voice sensor based on nonair conduction. There are relatively few related studies on the organic combination of the two sensors and the compatible fusion of algorithms [8, 9]. The development of speech training system based on noise detection also lacks corresponding hardware support and research analysis. Based on the above analysis, the hardware technology of machine-oriented spoken English pronunciation noise detection technology also needs to be further discussed and studied.

In view of the above research and analysis on the oral pronunciation of machine English and the corresponding advantages and disadvantages and the development of the hardware part, this paper will develop its wireless sensor network based on air and nonair conduction based on the oral pronunciation noise of machine English, through reasonable design and configuration of air sensor and nonair conduction sensor; antinoise treatment is carried out for machine English oral pronunciation, so as to improve the naturalness and intelligibility of machine English pronunciation. At the hardware level, this paper mainly optimizes the AD sampling, sensor matching layout, and internal hardware circuit board layout of the two types of sensors, so as to solve the compatibility problem between them and further reduce the hardware power consumption. In order to further verify or evaluate the performance of the machine English oral pronunciation noise detection sensor designed in this paper, a machine English oral training system is designed based on Android platform. Compared with the traditional system, the training system can improve the intelligence of machine-oriented oral English noise detection algorithm, so as to continuously improve the accuracy of system detection. The machine English pronunciation is adjusted and corrected by combining the data sensed by the sensor, so as to form a closed-loop design. The experimental results show that the wireless sensor sample proposed in this paper has obvious advantages in detecting the accuracy of machine English oral pronunciation, and its good closed-loop system is helpful to further improve machine English oral pronunciation.

The structure of this paper is as follows: in the second section of this paper, the current machine-oriented spoken English pronunciation noise detection technology will be analyzed and studied; in the third section, based on wireless sensor hardware technology, air conduction sensor, and nonair conduction sensor, the noise detection technology of machine-oriented oral English pronunciation is developed, and the corresponding oral English pronunciation training system is given; the fourth section of this paper is mainly validation experiment and analysis; finally, this paper will be summarized.

2. Correlation Analysis: Analysis of the Current Research Status of Machine-Oriented Spoken English Pronunciation Noise Detection Technology

At present, there are two levels of algorithm research and basic hardware research on oral English pronunciation noise detection technology. On this basis, a large number of research institutions, universities, and independent researchers have studied and analyzed it and achieved some research results. In terms of software algorithm, the current mainstream oral English pronunciation noise detection algorithm is mainly endpoint detection algorithm. Relevant scholars propose a speech endpoint detection algorithm based on first-order Markov process and give a noise spectrum adaptive algorithm based on soft decision technology. Its corresponding essential core is likelihood algorithm; for the problem of detection error rate in speech endpoint detection, relevant institutions proposed a smooth likelihood ratio test algorithm and proposed a hybrid noise adaptive filtering technology for the complex noise environment in which the algorithm is located, so as to improve the accuracy of speech feature extraction in endpoint detection, but the accuracy improved by this algorithm is still limited; at the same time, the algorithm is too complex, which will cause a waste of resources [10–12]; aiming at the problem that the detection threshold in endpoint detection technology is too single, researchers such as Shanghai Jiaotong University and Air Force Engineering University have improved the speech endpoint detection technology based on cepstrum distance, and their corresponding algorithms have improved the hidden Markov model and signal-to-noise ratio threshold detection technology, respectively; these two algorithms enable the endpoint detection technology to further adapt to the two environments of low signal-to-noise ratio and high signal-to-noise ratio and further improve the stability of endpoint detection technology [13, 14]. In view of the combination of wavelet transform and endpoint detection technology, relevant scholars proposed speech endpoint detection technology based on wavelet transform technology. Compared with traditional feature extraction algorithms, this algorithm has more diversity of corresponding extracted features and can also better improve the accuracy of speech recognition in noisy environment; however, this algorithm still has the problems of low efficiency and low accuracy for target speech locking and noise filtering [15, 16]. For the research on the hardware level, the current mainstream noise detection technology hardware technology research is still limited to the development of single air conduction sensor and nontraditional air sensor, and the development technology based on
the combination of the two sensors is still lacking [17–19]. In the closed-loop training mechanism for machine English oral pronunciation noise detection technology, the relevant research mainly focuses on the design of relevant thresholds of software algorithms, thus ignoring the data collected and analyzed by hardware sensors. Based on this, the relevant oral English pronunciation training and evaluation mechanisms are mostly ignored [20, 21].

3. Development and Analysis of Wireless Sensor Device for Machine English Oral Pronunciation Noise Detection

This section will mainly analyze and study the wireless sensor for machine-oriented oral English pronunciation noise detection and systematically analyze and study the sensor hardware. The corresponding wireless sensor system architecture is shown in Figure 1. From the figure, the composition of machine-oriented oral English pronunciation noise detection at the hardware level and the compatibility of corresponding software algorithms can be seen. At the same time, it can also be seen from the frame diagram that an evaluation mechanism is added to the closed-loop design of oral English pronunciation, which is conducive to further improve the accuracy of English pronunciation of the English pronunciation system, and improve its corresponding intelligibility and naturalness.

3.1. Research and Analysis of Air Conduction Sensor and Nonair Conduction Sensor in Noise Detection. This section mainly analyzes and studies the core component of machine-oriented oral English pronunciation noise detection, that is, the design of wireless sensor. The sensors mainly include air conduction sensor and nonair conduction sensor. The air conduction sensor is mainly based on microphone array speech enhancement technology. The corresponding design process includes two core technologies: adaptive key beamforming technology and broadband processing technology. The adaptive beamforming technology mainly includes fixed beam-former, blocking matrix, and adaptive noise reduction module. The corresponding adaptive noise reduction module mainly offsets the corresponding noise part of the on-road signal through the noise filter, so as to enhance the corresponding speech signal. The corresponding adaptive fixed beam-former has weighting coefficients, and the corresponding weighting coefficients are adaptive. The corresponding speech reference signal is shown in formula (1) below. In the corresponding formula, \( M \) represents the vector form of microphone array. The corresponding principle block diagram of the corresponding adaptive beam generator is shown in Figure 2.

\[
D_c(i) = A^T \ast M(1) + A^T \ast M(2) + \ldots + A^T \ast M(i). \tag{1}
\]

It can be seen from the block diagram that the corresponding blocking matrix \( B \) is mainly used to generate the noise reference signal of the system. When the corresponding array matrix passes through the blocking matrix, the signal in the corresponding desired direction will be filtered, so that only external interference and corresponding noise are left in the signal of the next channel. The corresponding blocking matrix is

\[
B = \begin{bmatrix}
1 & -1 & 0 & \ldots \\
0 & 1 & -1 & \ldots \\
\ldots & \ldots & \ldots & \ldots \\
0 & 0 & 0 & \ldots 
\end{bmatrix}. \tag{2}
\]
After the above blocking matrix processing, the filter coefficient update formula corresponding to the beam adaptive generator can be further obtained by analyzing the difference between the speech reference signal and the noise reference signal, and the corresponding formula is

\[ S_1(1) + S_2(2) + \cdots + S_n(n) \]
\[ = |S_i(1) + u^*y(1)^*U(1)| + \cdots |S_n(n) + u^*y(n)^*U(n)|. \]  

In the corresponding broadband processing process, the incoherent signal subspace algorithm is mainly used in this paper. In the process of adaptive beam-forming, the output signal of microphone array can be regarded as the sum of a series of narrowband signals, so as to process the blocking matrix of each narrowband signal part, and then superimpose the beam-forming results; thus, the beam-forming signal of the broadband signal is further obtained. Based on the corresponding signal narrowband covariance matrix, the calculation formula is shown in formula (4). In the corresponding formula, \( S_n \) represents the \( n \)th frequency domain data with a certain frequency as the central frequency, and the corresponding \( F_m \) is the central frequency.

In the part of nonair conduction sensor, the corresponding reed in the sensor is deformed by various vibrations, so as to convert the vibration corresponding to the reed into electrical signal and voice signal and detect and filter the clutter noise of voice signal. The traditional nonair conduction sensor does not have obvious advantages when used alone. It needs a certain enhancement algorithm to improve it. The enhancement algorithm used in this paper is the analysis synthesis enhancement algorithm. The core filtering formula corresponding to the analysis synthesis enhancement algorithm are shown in formulas (4) and (5), in which the corresponding parameters \( A \) and \( B \) in the formula represent the corresponding \( L_P \) parameters. The corresponding \( e \) represents the external excitation of the corresponding air and nonair voice.

\[ Q(m) = E^* \sum_{i=0}^{M_n} a_{NAC}^{NAC}(i)e^{-i}, \]  

\[ E = G \left[ e^{C^D(1)} \right] + G \left[ e^{C^D(2)} \right] + \cdots + G \left[ e^{C^D(n)} \right]. \]  

In order to solve the problem of noise detection in strong noise environment, this paper uses the nonair conduction sensor as an auxiliary to optimize the air conduction sensor. The corresponding optimization block diagram is shown in Figure 3. The corresponding operation steps are as follows:

Step 1. The machine-oriented oral English pronunciation synchronously enters the microphone voice and the corresponding nonair conduction sensor input part

Step 2. The corresponding microphone speech is enhanced by the enhancement algorithm, and the noise is extracted and detected

Step 3. Using spectrum expansion to realize the expansion and enhancement of speech signal; the resulting speech is fused and analyzed

Through comprehensive analysis, it can be concluded that the noise detection corresponding to machine-oriented oral English pronunciation in the case of multisensor is more reasonable, which combines the advantages of a separate sensor based on air conduction and a sensor detection system based on nonair conduction.
3.2. Oral English Pronunciation Training System and Evaluation Mechanism. For the above hardware design and corresponding enhancement algorithm, in order to ensure that the noise of machine-oriented oral English pronunciation can form a closed-loop feedback with the whole system after detection, this paper adds an evaluation mechanism and posttraining mechanism. The corresponding training system and evaluation mechanism are mainly designed and studied based on Android platform. The scoring evaluation system is mainly based on the adaptive scoring system. The adaptive scoring system is essentially based on the single template scoring system. Its corresponding scoring core function is shown in formula (5), in which the corresponding parameters $a$ and $b$ represent the corresponding scoring parameters, respectively. In the actual scoring process, the corresponding $a$ and $b$ change with the scoring architecture and the corresponding hardware devices and sensors, and the corresponding operation schematic diagram is shown in Figure 4. It can be seen from the figure that during the evaluation of the evaluation system, the distance between the corresponding speech frames and the evaluation score of the expert system meet the following formula (6). The corresponding parameters $a$ and $b$ can be fitted by the least square method to obtain the corresponding curve, and the best value of the corresponding parameters can be obtained from the curve. When the corresponding score sample is large enough, the more accurate the corresponding score fitting curve is, thus, a more accurate oral pronunciation score of machine English can be realized, and the corresponding score can be fed back to the hardware and software system for the next stage of training.

$$
\begin{align*}
q(1) &= 80/(1 + a^* d_1^b) \\
q(2) &= 80/(1 + a^* d_2^b) \\
&\cdots \\
q(i-1) &= 80/(1 + a^* d_{i-1}^b) \\
q(i) &= 80/(1 + a^* d_i^b)
\end{align*}
$$

Figure 3: Block diagram of multisensor voice noise detection system based on air conduction sensor and nonair conduction sensor.

Based on the above relevant scores, the machine-oriented oral English pronunciation system is feedback trained. In this corresponding training stage, the corresponding data and score analysis of the scoring stage are input at the same time, the input modes of nonair conduction sensor and air conduction sensor are given, $m(a, b)$, and the input and output vectors are mapped. The neural network system is added to the training system as an
algorithm for processing mapping logic. The neural network system includes input-output layer and two hidden layers. The corresponding input-output layer is linear, and the corresponding hidden layer is nonlinear. The corresponding mapping transfer function is shown in formula (7). The corresponding mean square error between the output vector processed by the neural network mapping relationship output and the actual expected vector is shown in formula (8), where the corresponding \( r \) represents the mean square error, \( l \) represents the corresponding number of speech frames, and the corresponding \( w \) represents the coefficient matrix of the neural network. In order to make the iterative relationship corresponding to the neural network meet the requirements, the corresponding iterative relationship function is shown in formula (9). In the formula, the corresponding \( n \) represents the learning efficiency of the system and the corresponding \( E1 \) represents the error signal.

\[
\tan \sigma(w), \quad (7)
\]

\[
E(m) = \left( \frac{1}{K} \right)^* \sum_{i=1}^{K} \left[ \left( \|b_i - b_1\| \right)^* \left( \|b_i - b_2\| \right) \right], \quad (8)
\]

\[
\Delta(m) = -n^* \cdot E(1)^* \cdot a(1) - n^* \cdot E(2)^* \cdot a(2) - \cdots - n^* \cdot E(n)^* \cdot a(n). \quad (9)
\]

The corresponding training stage is mainly based on the data of scoring stage and learning stage. It is a closed-loop stage of machine-oriented oral English pronunciation. The corresponding operation block diagram at this stage is shown in Figure 5. It can be seen from Figure 5 that the corresponding pronunciation of machine-oriented oral English has been further optimized after continuous feedback evaluation learning training, the corresponding speech intelligibility and naturalness have been further improved, and the corresponding noise has been extracted and filtered in continuous iteration.
4. Experiment and Analysis

In order to verify the advantages of this paper in the hardware sensor design of machine-oriented oral English noise detection, this paper compares and analyzes the multisensor fusion noise detection based on air conduction and nonair conduction with the traditional single nonair conduction sensor and verifies the positive effect of the evaluation mechanism on machine-oriented oral English pronunciation. Set the signal-to-noise ratio of the samples to 15 dB, 10 dB, 5 dB, 0 dB, and -5 dB, respectively, collect five oral pronunciation samples of machine English, and mix Gaussian noise and Gaussian white noise, respectively. Control variables at the added noise level to ensure the integrity of the test.

For the noise environment under two hardware conditions, artificially set the signal-to-noise ratio of noise to 15 dB, 10 dB, 5 dB, 0 dB, and -5 dB, respectively, collect five samples of machine English oral pronunciation, mix the corresponding noise samples, conduct speech enhancement processing and analysis under each given signal-to-noise ratio, and obtain the corresponding new signal-to-noise ratio evaluation index; at the same time, the final signal-to-noise ratio is used as the discrimination condition for the noise detection accuracy of oral English pronunciation to the machine under the two hardware conditions. The lower the corresponding signal-to-noise ratio, the higher the corresponding noise detection accuracy, and vice versa. The pronunciation map of machine oral English after adding artificial noise is shown in Figure 6. From the figure, it can be seen that there is obvious noise interference in the corresponding oral English pronunciation. The corresponding Figure 7 shows the spectrum of spoken English after artificially adding noise.

Based on the above language spectrum, two kinds of sensors are used for detection and analysis. The corresponding speech spectrum diagrams are shown in Figures 8 and 9, respectively. The corresponding Figure 8 is a multisensor fusion hardware detection system based on nonair conduction and air conduction, and the corresponding Figure 9 is the spectrum after processing under a single sensor. It can be seen from the figure that the signal-to-noise ratio of the fused multisensor speech noise detection system is lower than that of the traditional single detection system, which further shows that the machine-oriented oral English noise detection accuracy of multisensor fusion is higher. The detailed data of corresponding signal-to-noise ratio are shown in Table 1.

In order to verify the virtuous circle of machine-oriented oral English pronunciation system and its positive effect on machine-oriented oral English, the closed-loop scoring system is verified based on the above experimental book with pronunciation accuracy as the evaluation index. As shown in Figure 10, the comparison curve between the corresponding machine English pronunciation accuracy based on the closed-loop scoring system and the corresponding machine English pronunciation accuracy without the closed-loop system is shown. It can be seen from the figure that the closed-loop evaluation system used in this paper has an obvious effect on improving the pronunciation accuracy of machine English. After adding the closed-loop scoring system, the pronunciation accuracy of machine English has generally increased by about 10%.

Based on the above analysis, the research at the hardware level plays an obvious role in improving the accuracy of machine-oriented spoken English pronunciation noise detection, which also provides a new idea for the follow-up research. At the same time, the experimental part of this paper further proves the importance of the closed-loop scoring system in the design of this kind of system, which is of obvious significance to improve the performance of the whole system and reflect the learnability of the system.

5. Conclusion

This paper mainly analyzes the research status of machine-oriented oral English pronunciation noise detection technology and systematically analyzes and studies the hardware
part of wireless sensor network. In view of the relatively few analysis and research on the hardware level in this field and the problems of incomplete and untimely collection of information by hardware sensors, this paper proposes a design scheme of wireless sensor networks based on air and nonair conduction based on machine English oral pronunciation noise, through reasonable design and configuration of air sensor and nonair conduction sensor; antinoise treatment is carried out for machine English oral pronunciation, so as to improve the naturalness and intelligibility of machine English pronunciation. In order to further verify or evaluate the performance of the machine English oral pronunciation noise detection sensor designed in this paper, a machine English oral training system is designed based on Android platform. The machine English pronunciation is adjusted and corrected by combining the data sensed by the sensor, so as to form a closed-loop design. The experimental results show that the wireless sensor sample proposed in this paper has obvious advantages in detecting the accuracy of machine English oral pronunciation, and its good closed-loop system
is helpful to further improve machine English oral pronunciation. In the following research, this paper will focus on the application of machine-oriented oral English pronunciation noise detection algorithm in extremely noisy environment and give the corresponding improvement of hardware sensor technology. At the same time, at the scalability level of the algorithm, because there is no so-called “emotional mechanism” in the oral pronunciation of machine English, its corresponding voice intonation is relatively mechanical and relatively flat, while the corresponding human voice has great randomness, and its corresponding voice intonation changes in a variety. Therefore, this algorithm cannot be applied to human speech pronunciation detection for the time being, but in the follow-up research, this paper will continue to study the application of this algorithm in human speech pronunciation detection and recognition.
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