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Abstract—The deployment of dense networks of small base stations represents one of the most promising solutions for future mobile networks to meet the foreseen increasing traffic demands. However, such an infrastructure consumes a considerable amount of energy, which, in turn, may represent an issue for the environment and the operational expenses of the mobile operators. The use of renewable energy to supply the small base stations has been recently considered as a mean to reduce the energy footprint of the mobile networks. In this article, we consider a hierarchical structure in which part of the base stations are powered exclusively by solar panels and batteries. Base stations are grouped in clusters and connected in a micro-grid. A central controller enables base station sleep mode and energy sharing among the base stations based on the available energy budget and the traffic demands. We propose three different implementations of the controller through Machine Learning models, namely Imitation Learning, Q-Learning and Deep Q-Learning, capable of learning optimal sleep mode and energy sharing policies. We provide an exhaustive discussion on the achieved performance, complexity and feasibility of the proposed models together with the energy and cost savings attained.
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I. INTRODUCTION

DURING the last decades, mobile network operators have witnessed an exponential increase in the traffic demand, mainly due to the high request of services from a huge amount of users. The International Telecommunication Union has estimated that there exist almost as many mobile subscribers as people in the world (almost 6.8 billions) [1]. The trend is of a further increase in both the traffic demand and the number of connected devices over the next years. The traffic load is expected to have an annual growth rate of 53% for mobile network alone [2], and the upcoming industrial era (known also as Industry 4.0 [3]), which will connect different types of devices to the mobile infrastructure including human and machine type communications, will definitely exacerbate such an increasing trend. The described scenario may indeed open new opportunities for individuals and organisations to take advantage of the next generations of mobile technology. However, the massive use of Information and Communication Technology (ICT) is increasing the level of energy consumed by the telecommunication infrastructure and its carbon footprint on the environment. The Digital Power Group estimated that 10% of the worldwide electricity generation is due to the ICT industry [4], and has forecasted that it might reach 51% by 2030, which would imply that the 23% of the carbon footprint by human activity will be due to ICT [5]. Environmental sustainability is thus a key requirement for designing next generation mobile networks.

While reviewing the scientific literature, it appears that the most promising approach to reduce the energy consumption of mobile networks is to enable sleep modes in some network elements during periods of low traffic [6]. However, the adoption of these proposals is still scarce due to operators’ concerns in coverage holes and failures of the network equipment due to the frequent ON/OFF switches [7]. Recently, the use of sustainable energy for supplying network elements has attracted the attention of the research community, where the interest is driven by the increased efficiency and the reduced costs of energy harvesters and storage devices, specially when installed to supply Small Base Stations (SBSs) [8]. Such a solution has been demonstrated to be environmentally and economically sustainable in both rural and urban areas [9].

We envision a Radio Access Network (RAN) setup in which a hierarchical cell structure is deployed within the same geographical area with Base Stations (BSs) of different scale factors, transmission power, computational capabilities and coverage areas [10]. This federation of BSs together with the distributed harvesters and storage devices at the SBS sites form a micro-grid, whose operations are managed by an energy management system in charge of controlling the intermittent and erratic energy budget from the Renewable Energy Sources (RESs). We consider load control (i.e., enabling sleep mode in the SBSs) as a method to properly manage energy inflow.
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and spending, based on the traffic demand. Moreover, we propose the possibility of improving the network energy efficiency by sharing the exceeding energy that may be available at some BS sites within the micro-grid. This combination of sleep modes and energy sharing represents an advance with respect to state-of-the-art approaches, as will be also discussed in Section II.

In this article, we investigate on the control of the sleep modes and energy sharing among the BSs by a centralised agent, which implements Machine Learning (ML) techniques and is capable of learning how to efficiently operate the network. We discuss on the achieved performance, complexity and feasibility of different ML approaches. In particular, we study Supervised and Reinforcement Learning models. The proposed supervised approach, called Imitation Learning, learns the optimal policies from labelled data collected by a supervisor. The creation of the training set is a hard task since it relies on an expert supervision. For this reason, Imitation Learning is generally feasible in scenarios with a limited number of SBSs due to complexity issues. Instead, solutions based on Reinforcement Learning (RL) learn from the interaction with the environment and no specific supervision is required. However, a Markov Decision Process has to be properly defined together with a reward function to fit the optimisation problem that must be solved [11]. In this work, we tailor two RL methods based on tabular and deep models, respectively.

The tabular RL method, i.e., Q-learning, is thought for discrete state/action spaces, and requires quantisation to deal with the continuous states of our scenario. Consequently, the number of quantisation levels have to be properly settled to find a reasonable trade-off between the approximation introduced and the performance in terms of cumulative reward, convergence time and memory footprint.

On the other hand, the Deep RL method, i.e., Deep Q-learning, uses Artificial Neural Networks (ANNs) as function approximation to address the quantisation issue of the tabular method, and may handle a continuous state space. Moreover, the ANN tailored for our scenario requires smaller memory and achieves faster convergence than the tabular method. This translates into higher performance in terms of energy saving and system outage. Moreover, deep RL is able to control dense scenarios, i.e., a high (> 4) number of deployed SBSs, where the other models fail for complexity and memory issues.

In summary, the contributions of this article are listed below.

- **Renewable Energy Powered RAN With Energy Sharing:** We propose a RAN architecture with SBSs powered by distributed energy harvesters and storage devices. Energy sharing between BSs is used to improve the energy efficiency of the network.

- **Joint Load Control and Energy Sharing Problem Statement:** We provide a theoretical formulation of the joint load control and energy sharing optimisation problem. The objective of the problem is to minimise the grid energy consumption and the system outage.

- **Centralised Load Control Plus Energy Sharing Using Different ML Approaches:** We develop three different implementations of a centralised energy-aware RAN controller based on machine learning: namely Imitation Learning, Q-Learning and Deep Q-Learning. The training phase of those three different implementations is analysed against different setups of the learning parameters.

- **Load Control Plus Energy Sharing Policies and Network Performance Evaluation:** We analyse the load control plus energy sharing policies learned by the three different implementations of the agent and the achieved performance are compared in terms of grid energy consumption and dropped traffic.

- **Energy Savings and Cost Analysis:** We provide an analysis of savings that a mobile operator may achieve by deploying a RAN powered with renewable energy and implementing our centralised learning controller in terms of monetary cost and energy footprint.

The rest of this article is organised as follows. In Section II, we discuss the related literature. In Section III, we introduce the reference architecture considered in this article, whereas in Section IV, we provide the system model, which includes the network, the solar panel, the generated traffic and the power consumption of the BSs. In Section V, we formulate the joint load control and energy sharing optimisation problem. In Section VI, we discuss the proposed learning approaches, i.e., Imitation Learning, Q-Learning and Deep Q-Learning. In Section VII, we introduce the simulation scenario, discuss the setup of the parameters for the learning approaches, analyse the obtained policies and the achieved performance in terms of energy consumption and dropped traffic. Finally, in Section VIII, we draw our conclusions.

II. RELATED WORK

In the last years, cooperative communication methods have been deeply investigated for energy saving purposes, with a special focus on sleep modes and traffic offloading [6]. In [12], the problem of minimising the grid energy consumption in a scenario with hybrid powered BSs has been analysed, where the authors applied a two-stage Dynamic Programming (DP) method with the goal of saving grid energy while satisfying the users required quality of service. In [13], an algorithm for optimal switch ON/OFF scheduling based on the resolution of a ski-rental problem is proposed, while in [14], the coordination of the switch ON/OFF between BSs powered by energy harvesting and grid energy is studied, considering a DP formulation of the problem. In this line, in [15], we formulated the optimal switch ON/OFF DP problem as a graph theory shortest-path problem, and solved it by using a variant of the label correcting algorithm. However, the use of DP implies offline optimisation with a priori knowledge of system dynamics and normally leads to high computational complexity.

Approaches based on ML have been recently proposed as a way to schedule the switch ON/OFF of the BSs without any prior knowledge of the system and to manage the algorithm complexity. In [16], a method based on distributed RL has been studied, where each BS autonomously decide whether to switch ON/OFF according to the harvested energy, the traffic demand and the energy storage. The adoption of a distributed architecture allows to reduce the complexity of the algorithm.
However, this approach suffers from a lack of coordination. In [17], this problem has been addressed by considering a layered learning algorithm based on the decomposition of the problem into two layers. The first layer is based on RL and in charge of local control at each SBS, whereas the second layer is based on ANNs and manages the network wide coordination among the SBSs.

Energy sharing methods among BSs have also attracted the interest of the research community as a way to improve the energy efficiency of the network. In [18], a solution for the deployment of a micro-grid is discussed, where a grid entity is introduced to manage the energy flow between the grid operator and a group of BSs. Moreover, in [13], the authors propose an algorithm that jointly optimises the transmitted power of BSs and the transferred energy to maximise the sum-rate throughput for all the users.

In our previous work [19], we merged the concepts of communication cooperation and energy sharing by formulating a joint load control plus energy sharing problem in a two-tier mobile network with energy harvesting capabilities. We applied DP to define the optimal policies and determine the performance bounds that an intelligent control may achieve in the case of knowing the system dynamics a priori. The results show that a combination of switch ON/OFF and energy sharing allows to reduce the energy consumption of the RAN up to almost 50% lower than a grid-connected network deployment, with relevant cost savings for the operator. Following those encouraging results, in this article, we extend our previous work, and consider three online solutions based on different ML methods for the control of a cluster of BSs powered with renewable energy and with energy sharing capabilities. To the best of our knowledge, this is the first article focusing on centralised learning methods for the optimisation of BS switch ON/OFF plus energy sharing policies. Moreover, the study reported here may serve as a compendium of supervised and reinforcement learning approaches for network optimisation and their comparison in terms of system performance, implementation complexity, memory footprint and feasibility.

III. REFERENCE SCENARIO

We consider a multi-tier RAN architecture where Macro Base Stations (MBSs) provide the baseline coverage and capacity, whereas SBSs are deployed to enhance the capacity in the hotspots (e.g., city centres, shopping malls, etc.). The densification of the RAN increases the capacity offered to end users thanks to a higher spectrum reuse and a better spectral efficiency. In the proposed framework, the mobile infrastructure is divided into clusters. Each cluster is composed of a MBS and a set of SBSs, which do no overlap in coverage. The MBS is powered by the electricity grid, assuring a reliable connection. The SBSs are, instead, only powered by the renewable energy they harvest through a photovoltaic panel and store into a battery. The solar power is deemed the most appropriate due to the good efficiency of commercial photovoltaic panels as well as the wide availability of the solar source for typical installations [20].

The BSs in the cluster are connected into a micro-grid and the renewable energy is managed based on a harvest-store-share approach. In more details, the power harvested by the solar panel is consumed by the SBS and any excess is stored into the battery. Whenever the battery has reached its full capacity, the excess energy is shared with the MBS that will use it to reduce its demand from the electricity grid. The micro-grid is implemented by deploying power lines. Low resistive losses (i.e., the energy lost in the conductor due to Joule heating) are guaranteed by the short distances between MBS and SBSs. When the SBSs have exceeding energy that is not needed by the MBS, this energy is locally dissipated at the SBSs site and not injected into the micro-grid. In this way, the micro-grid energy balance is maintained.

In the proposed framework, we envision a central control unit named Intelligent Energy Management System (IEMS), located at the MBS site. The IEMS has the knowledge of the overall network condition, enabling a better coordination of the cluster. In particular, the SBSs operational states depend on the dynamics of the energy harvesting and the traffic demand. Therefore, the IEMS is in charge of opportunistically operating the network to achieve efficient utilisation of the harvested energy and prevent SBSs blackout during periods with low renewable energy arrivals and high traffic demand. The Energy Controller (EC) is an entity located at the SBS sites, which is in charge of communicating to the IEMS the necessary local information (e.g., the battery level) and to implement the decisions taken by the central controller. The reference control architecture is shown in Figure 1.

IV. SYSTEM MODEL

In this section, we introduce the mathematical models of the network, the solar panel, the traffic demand and the power consumption of the BSs.

A. Network Model

We consider a two-tier RAN composed of clusters of one MBS and $N$ non-overlapping SBSs. Clusters do not interfere among each other. When a SBS is switched OFF, the associated User Equipments (UEs) are handed over the MBS to continue their transmissions. However, the MBS may reach the limit of its capacity and not be able to provide service to all the UEs.

The system evolves in time based on the variation of the traffic load and the energy harvested and stored into the
batteries. The traffic load experienced by the SBSs in the cluster at time $t$ is defined as $L^{(t)} = [L^{(t)}_1, L^{(t)}_2, \ldots, L^{(t)}_N]$ with $L^{(t)}_i \in [0,1]$ for all $i$. The energy harvested at time $t$ is defined as $\mathbf{H}^{(t)} = [H^{(t)}_1, H^{(t)}_2, \ldots, H^{(t)}_N]$. The energy stored into the batteries at time $t$ is defined as $\mathbf{B}^{(t)} = [B^{(t)}_1, B^{(t)}_2, \ldots, B^{(t)}_N]$.

Using the above definitions, the energy stored into the batteries at the beginning of the next time step can be calculated according to:

$$\mathbf{B}^{(t+1)} = \min \left( \mathbf{B}^{(t)} + \mathbf{H}^{(t)} - \mathbf{P}^{(t)} \Delta t, B_{\text{cap}} \right)$$

where $\mathbf{P}^{(t)} = [P^{(t)}_1, P^{(t)}_2, \ldots, P^{(t)}_N]$ is the power consumed by the SBSs at time $t$, $B_{\text{cap}}$ is the capacity of the batteries, and $\Delta t$ is the duration of the time step. It is important to note that SBSs automatically switch OFF when the battery level is below a threshold $B_{\text{th}}$.

Similarly, the amount of energy that exceeds the battery capacity, and can thus be shared within the network, is defined as $\mathbf{X}^{(t)} = [X^{(t)}_1, X^{(t)}_2, \ldots, X^{(t)}_N]$, and can be computed according to:

$$\mathbf{X}^{(t+1)} = \max \left( \mathbf{B}^{(t)} + \mathbf{H}^{(t)} - \mathbf{P}^{(t)} \Delta t - B_{\text{cap}}, 0 \right).$$

### B. Solar Panel Model

Real measurements of solar radiation covering 20 years (1991-2010) are provided in the U.S. National Solar Radiation Data Base [21]. The database contains hourly information about solar radiation and other meteorological data. The solar radiation has been converted into harvested solar energy by considering the model introduced in [22].

The solar energy traces have usually a bell shape with a peak at the central hours of the day, whereas the energy harvested during night hours is negligible. Moreover, their magnitudes depend on the location (e.g., longitude and latitude) and the period of the year (i.e., the seasons). An example of solar energy traces for a week of December in Los Angeles is shown in Figure 2.

### C. Traffic Model

Following the model introduced in [23], we consider $N_{\text{UE}}$ subscribers randomly positioned in the area of each SBS, that can be classified in two types, ordinary and heavy, according to their demand of traffic. In more details, ordinary users demand for $d_o = 112.5$ MB/h, whereas heavy users demand for $d_h = 900$ MB/h. According to [23], the number of active users in the peak hours corresponds to 16% of the subscribers, and the variation of both the number of active users and the traffic per active user is modelled by the function $\vartheta(t)$. Therefore, the average amount of traffic requested to each SBSs at time $t$ is defined as:

$$T_{\text{SBS}}(t) = N_{\text{UE}} \cdot \vartheta(t) \cdot [(1 - r_h) \cdot d_o + r_h \cdot d_h].$$

where $r_h$ is the ratio of heavy users. The traffic profile function $\vartheta(t)$ has been designed by considering real traffic profiles described in [24], which are derived combining time, location and frequency information of thousands of cellular towers. Traffic variability is added to the profiles following a normal distribution with zero mean and standard deviation derived from the measurements of real mobile traffic traces [25].

The analysis provided in [24] demonstrates that the urban mobile traffic usage can be described by five basic time domain patterns that corresponds to functional regions, i.e., residential, office, transportation, entertainment and comprehensive. In this article, we focus on residential and office profiles, being them the most traffic intensive in metropolitan areas. An example of their traffic profiles is shown in Figure 2. We can notice that both profiles present a high activity during the day and lower during night. However, the highest amount of traffic is concentrated in the daylight hours (i.e., from 10 am to 6 pm) and in the evening hours (i.e., from 6 pm to 12 pm) for the office profile and the residential profile, respectively.

The resource allocation scheme uses the methodology defined in [26]. The modulation and coding scheme is assigned to each UE as a function of its Signal to Interference plus Noise Ratio (SINR), which is given by:

$$\text{SINR} = \frac{|g_0|^2 P_{t,0}}{\sum_{i=1}^{N_I} |g_i|^2 P_{t,i} + \sigma^2_0},$$

where $P_{t,0}$ and $g_0$ are the transmission power and the channel gain for the useful transmission, respectively, $N_I$ is the number of interferes, and $|g_i|^2$ and $P_{t,i}$ represent the channel gain and the transmission power of the $i$-th interferer. Finally, $\sigma^2_0$ is the power of the thermal noise.

### D. Power Consumption Model

The power consumption of a BS at time $t$ is approximated by the linear function:

$$P^{(t)} = P_0 + \beta L^{(t)},$$

where $P_0$ is a static component representing the baseline power consumption of the BS at zero load, while $\beta$ is the scale factor. These two parameters depend on the particular BS type. In this article, we consider $P_0^{\text{MBS}} = 750W$, $\beta^{\text{MBS}} = 600W$ for the MBS and $P_0^{\text{SBS}} = 105.6W$, $\beta^{\text{SBS}} = 39W$ for the SBS [23].
V. Optimisation Problem

The evolution of the system under study, and described in the above sections, may be defined by a Markov Decision Process as: \( x(t+1) = f(x(t), a(t), w(t)) \), where \( x(t) \) is the state of the system, \( a(t) \) is the control and \( w(t) \) is the random disturbance at time \( t \) (i.e., the randomness of the energy arrival and traffic processes).

The state of the system at time \( t \) is defined as \( x(t) = [B(t), h(t)] \), where \( h(t) \in [0, 23] \) is the hour of the day at time \( t \), while the system control is defined as \( a(t) = [a_1(t), a_2(t), \ldots, a_N(t)] \), where

\[
\begin{cases}
0 & \text{if the } i\text{-th SBS is switched OFF} \\
1 & \text{if the } i\text{-th SBS is switched ON}
\end{cases}
\]  

The optimisation goal is to minimise the grid energy consumption, while keeping the percentage of dropped traffic experienced in the cluster below a threshold, \( D_{th} \). This optimisation problem can be formulated as:

\[
P1: \min_{\{a(t)\}_{t=1}^T} \sum_{i=1}^K E_m(x(t), a(t), w(t)) \\
\text{subject to } D(t) \leq D_{th}
\]  

where \( K \) is the time horizon or the number of times the control is applied, \( D(t) \) is the normalised traffic drop at time \( t \) and \( E_m \) is the normalised grid energy consumption drained by the MBS, given the operative modes of the SBSs at time \( t \), whether ON or OFF. The normalised grid energy consumption drained by the MBS at time \( t \) is computed as:

\[
E_m(x(t), a(t), w(t)) = \max \left( \frac{P_{MBS}(x(t), a(t), w(t)) \cdot \Delta t}{P_{MBS}^\max \Delta t} - \frac{1}{N} \sum_{i=1}^N X_i(x(t), a(t), w(t)) \right).
\]

We proposed an offline solution of (7) in [15], where the sequential decision making problem has been represented through a graph, and the energy minimisation has been formulated as a shortest-path problem. A variant of the Label Correcting Algorithm [27] has been used to compute the minimum path, which defines the optimal switch ON/OFF sequence of the SBSs, given a priori knowledge of both the energy arrivals and the traffic demand. In this article, we adopt such offline solution to compute performance bounds, and compare them with the policies learned through the proposed ML approaches.

VI. Machine Learning Models

In this section, we discuss the different implementations of the centralised agent at the IEMS, namely Imitation Learning and the two variants of RL, Q-Learning and Deep Q-Learning.
Algorithm 1 Training of the ANN Classifier

Input: training dataset $D$ containing $n_d$ state/action pairs $<x, a>$
Output: ANN classifier $c(\cdot)$

1: Randomly initialise the weights of the ANN $c$
2: for epochs = 1, ..., $n_e$ do
3: for $n = 1, ..., n_d$ do
4: Set $x(n)$ as the input of the ANN classifier $c$ at iteration $n$ and $a(n)$ as its associated target output.
5: Train the ANN classifier $c$ on the input $x(n)$ by running the backpropagation algorithm with the goal of minimising the categorical cross entropy defined in (10).
6: end for
7: end for
8: return $c$

Algorithm 2 Imitation Learning Agent

Input: classifier $c$

1: for $t = 1, \ldots, T$ do
2: $x(t) \gets$ current state of the system
3: $a \leftarrow c(x(t))$
4: take action $a(t)$
5: end for

B. Reinforcement Learning

The objective of RL is to learn how to map the experienced situation (i.e., the state of the system) into the best action to take at every decision cycle $t$. By trying different actions, the agent learns the optimal behaviour of the system that maximises a cumulative reward. This phase is called exploration and is aimed at training the algorithm for the stable phase, called exploitation, in which the agent will use the learned policies. A good trade off between exploration and exploitation has to be maintained to assure that the system is continuously exploring new state/action pairs and updating its policies with actions that return higher rewards.

The centralised controller implements an agent in charge of maintaining a policy and a Q-function $Q(x(t), a(t))$, representing the level of convenience in taking the action $a(t)$ at time step $t$, given that the system is in state $x(t)$. As a result of the execution of an action at time $t$, the environment returns a reward $r(t)$, which is used to update the Q-values, $Q(x(t), a(t))$. In our proposals, the reward given to the agent after taking action $a(t)$, being in state $x(t)$ at time $t$, is defined as:

$$r(t) = -E_m(x(t), a(t)) + 1(D(t) \leq D_{th}),$$

where $1(\cdot)$ is the step function. The rationale behind this equation is to mimic the optimisation problem in (7): the agent is getting a reward equal to 1 each time it is able to maintain the drop level below the threshold $D_{th}$, and a discount proportional to the consumed grid energy is applied. Moreover, in our implementations, an $\epsilon$-greedy exploration policy is adopted:

$$\text{the learned action is taken with probability } 1 - \epsilon \text{ (i.e., exploitation), whereas a random action is taken with probability } \epsilon \text{ (i.e., exploration).}$$

In this article, we consider the Q-Learning (QL) and Deep Q-Learning (DQL) algorithms, as instances of RL. QL is an off-policy temporal difference control algorithm that is able to learn an approximation of the optimal policy independent of the policy being followed [11]. DQL is a variant of QL, which adopts an ANN as a function approximation to estimate the Q function [30]. Next, we detail the specific implementation of the two algorithms.

1) Q-Learning: In the standard QL algorithm, the Q-function is stored in a tabular form. The table describing the Q-function is therefore named Q-table. The reward $r(t)$ is used to update the Q-value $Q(x(t), a(t))$ according to the following rule:

$$Q(x(t), a(t)) \leftarrow Q(x(t), a(t)) + \alpha \left[ r(t) + \gamma \max_a Q(x(t+1), a') - Q(x(t), a(t)) \right],$$

where $\alpha$ is the learning rate and $\gamma$ is the discount factor. The learning rate indicates to what extent newly acquired information overrides old information. Setting $\alpha = 0$ makes the agent learns nothing, whereas $\alpha = 1$ makes the agent consider only the most recent information. The discount factor sets the importance of future rewards. A value $\gamma = 0$ makes the agent short-sighted, only considering current rewards, whereas a value of $\gamma$ close to 1 makes it strive for a long-term high reward.

The state variables need to be quantised due to the discrete nature of the Q-table. Therefore, the state of the system at time $t$ is defined by $x(t) = [\hat{B}_1, h(t)]$, where $\hat{B}_1 = [\hat{B}_1, \ldots, \hat{B}_N]$ is a vector representing the quantised values of the battery levels of the SBSs in the cluster and $h$ is a variable representing the hours of the day. The detailed steps of the QL algorithm are listed in Algorithm 3.

We highlight here that this algorithm has two main drawbacks:

- The continuous input space needs to be quantised due to the discrete nature of the Q-table, leading to quantisation errors;
Q-function is approximated by the function $Q$ is estimated by using an ANN approximator [30]. In details, the learning algorithm.

These two drawbacks may have an important effect on the Q-values of the individual action cluster.

$R$ at every training iteration

The agent experience at each time step $t$, $\epsilon$ corresponds to the predicted Q-values of the individual action $\theta$. The parameters are updated at every iteration and the expectations are replaced by single samples from the behaviour distribution $\rho$ and the state distribution $\epsilon$. We highlight that this particular solution allows to simultaneously update the Q-values for all the possible actions in a given state with only one forward pass in the ANN. After performing the update of the ANN parameters, an action is taken according to the $\epsilon$-greedy policy. The detailed steps of the DQL algorithm are listed in Algorithm 4.

This approach presents several advantages with respect to the standard QL. DQL allows to easily deal with the continuous input space and it take advantage of the generalisation capacity of ANNs to estimate the Q-function. In fact, all the ANN parameters $\theta$ are updated when training for a single state-action pair. On the contrary, QL estimates the Q-function independently for each state-action pair due to its tabular form. Moreover, the adaption of experience replay and the randomisation of the replay buffer allows reducing the variance of the ANN parameters $\theta$ during the training of the ANN by breaking the correlations between consecutive samples of the stored experience of the agent.

VII. NUMERICAL RESULTS AND DISCUSSION

In this section, we discuss the numerical results achieved after our extensive simulation campaign. In particular, we present the performance of the training phase of the three ML models, analyse the learned policies and the energy shared in the micro-grid. After, we provide an analysis of the network performance in terms of the grid energy consumption and the dropped traffic. Finally, we discuss the energy and monetary cost savings achieved by the proposed RAN architecture.

A. Simulation Scenario

The scenario considered in this analysis consists of a single cluster of 1 MBS placed in the middle of a 1 km$^2$ area and N SBSs randomly deployed. In order to avoid overlap, the distance between SBSs is at least of 100 m, and SBSs have a maximum transmission power of 38 dBm. The UEs are distributed in a radius of 50 m from each SBSs to mimic a hot-spot scenario [32]. Each SBS is supplied by a solar panel of 4.48 m$^2$ area and a lithium ion battery of 2 kWh capacity. The solar panel consists of an array of 16x16 solar cells of Panasonic N235B solar modules that have a single cell efficiency of about 21%. These dimensions allow to fully recharge the batteries in a typical winter day, and are consistent with the results obtained in [19]. The solar energy arrivals are generated according to the city of Los Angeles, following the approach described in Section IV-B. The traffic demand is modelled as described in Section IV-C, considering a heavy user ratio of 50%. Further details about the simulation parameters are given in Table I.

Finally, the training of all the learning algorithms is performed by considering a cluster of 3 SBSs. The simulations

Algorithm 4 Deep Q-Learning Algorithm

1: Initialize the replay memory $R$ to capacity $L$
2: Initialize the ANN with random weights
3: for episodes = 1, ..., $M$ do
4: Initialize state $x^{(t)}$
5: for $t = 1, \ldots, T$ do
6: Select action $a^{(t)} = \max_{a'} Q(x^{(t)}, a'; \theta_t)$ with probability $1 - \epsilon$ otherwise take a random action with probability $\epsilon$.
7: Execute action $a^{(t)}$ and observe the reward $r^{(t)}$ and the next state $x^{(t+1)}$.
8: Store the experience $(x^{(t)}, a^{(t)}, r^{(t)}, x^{(t+1)})$ in $R$.
9: Sample a random batch of $l$ experiences $(x^{(j)}, a^{(j)}, r^{(j)}, x^{(j+1)})$ from $R$.
10: Let $y^{(j)} = r^{(j)}$ for terminal state $x^{(j+1)}$ otherwise $y^{(j)} = r^{(j)} + \gamma \max_{a'} Q(x^{(j+1)}, a'; \theta^{(t)})$.
11: Perform gradient descend step on $(y^{(j)} - Q(x^{(j)}, a^{(j)}; \theta_t))^2$ and observe the reward $r^{(t+1)}$.
12: end for
13: end for

- The dimension of the Q-table exponentially increases with the number of SBSs in the cluster. Therefore, the storage of the Q-table may not be feasible for clusters with a high number of SBSs.

These two drawbacks may have an important effect on the convergence time and the accumulated reward at convergence, as well as on the memory required and the computational complexity of the solution, specially in dense scenarios. A method based on deep RL is, thus, introduced to mitigate those drawbacks, and reduce the implementation complexity of the learning algorithm.

2) Deep Q-Learning: In the DQL approach, the Q-function is estimated by using an ANN approximator [30]. In details, the Q-function is approximated by the function $Q(x^{(t)}, a; \theta)$, where $\theta$ represents the ANN parameters. The state of the system is the input of the ANN, whereas the output layer corresponds to the predicted Q-values of the individual action for the input state. More in details, the number of neurons in the input layer is equal to $N + 1$, i.e., the hour and the values of battery level of all the SBSs, whereas the number of neurons in the output layer is equal to $2^N$, i.e., all possible combinations of ON/OFF operative modes of the SBSs in the cluster.

The agent experience at each time step $t$, $e_t = (x^{(t)}, a^{(t)}, r^{(t)}, x^{(t+1)})$, is stored into a replay memory $R = \{e_1, \ldots, e_L\}$ with dimension $L$. A batch of $l$ experiences is randomly sampled from $R$ and used to perform the update of the Q-function by training the ANN. This phase is defined as experience replay.

During the training of the ANN, stochastic gradient descent is used to minimise a sequence of loss functions that changes at every training iteration $i$,

$$L_i(\theta_i) = \mathbb{E}_{x,a \sim \rho}[(y_i - Q(x^{(t)}, a^{(t)}; \theta_i))^2]$$

where $y_i = \mathbb{E}_{x' \sim \rho}[r + \gamma \max_{a'} Q(x', a'; \theta_{i-1})]$. The parameters are updated at every iteration and the expectations are replaced by single samples from the behaviour distribution $\rho$ and the state distribution $\epsilon$. We highlight that this particular solution allows to simultaneously update the Q-values for all the possible actions in a given state with only one forward pass in the ANN. After performing the update of the ANN parameters, an action is taken according to the $\epsilon$-greedy policy. The detailed steps of the DQL algorithm are listed in Algorithm 4.

The simulations
have been run on a machine with an Intel Core i5-6300U CPU @ 2.40GHz and 8 GB of RAM.

B. Imitation Learning Training

A dataset containing the offline policies computed over one year has been split into a training dataset and a validation dataset, as described in Section VI-A. The training dataset has been used to train ANN classifiers with different architectures using the Adam version of gradient descent [33], with the goal of minimising the categorical cross entropy, introduced in (10).

The loss, the accuracy and the macro average (MA) F-score measured on the training and validation set, are reported in Table II. The accuracy is defined as the number of correct predictions divided by the total number of predictions whereas the MA F-score is computed as the average of the categories (i.e., recall).

F1 = 2 \cdot \frac{p \cdot r}{p + r}, \quad (14)

where p is the number of correct positive results divided by the number of all positive results (i.e., precision), whereas r is the number of correct positive results divided by the number of all the samples that should have been identified as positive (i.e., recall).

The ANN architecture with two hidden layers of 32 neurons is selected, based on the maximum accuracy, MA F-score, training velocity (=300 epochs). Adding more neurons/layers leads to an increment of the computational complexity, without any positive impact to the performance.

C. Q-Learning Training

An analysis of the influence of the learning parameters to the training performance is presented in this section for the QL algorithm. The QL algorithm exploration rate is set to $\epsilon = 0.9$ at the beginning of the training, and discounted by 10% at each episode, until reaching the minimum value of $\epsilon_{\text{min}} = 0.05$. In this way, the exploration is prioritised during the first phase of the training, enabling a faster convergence. Moreover, the battery levels $B$ are quantised by considering a uniform quantiser with 3 levels, whereas the hour of the day $h$ is a variable quantised with 24 levels. This choice represents a good trade-off between achieved performance and computational complexity, according to the performed simulations.

D. Deep Q-Learning Training

An analysis of the influence of the learning parameters to the training performance is presented in this section for the DQL algorithm. In particular, Figure 5 reports the performance achieved for different values of the learning rate and the batch size.

Figure 5(a) shows the average reward per episode achieved by the DQL agent for three different values of the learning rate. The discount factor and the batch size are fixed to $\gamma = 0.9$ and $l = 20$, respectively. The value at convergence and the number of episodes needed to converge are influenced by the learning rate. In particular, big values of $\gamma$ make the agent looking for a long-term high reward by giving more importance to future rewards.

Finally, Figure 5(c) shows the average reward per episode achieved at convergence for different values of the learning rate $\alpha$ and discount factor $\gamma$. The highest average reward is achieved for $\alpha = 0.3$ and $\gamma = 0.9$.

E. Deep Joint Learning Training

Figure 4 reports the performance obtained for different setups of the training parameters. The average reward per episode achieved by the QL agent for different values of the learning rate are shown in Figure 4(a). The highest reward is achieved for $\alpha = 0.3$. Using a smaller learning rate (e.g., $\alpha = 0.1$) makes the agent to converge slower to the maximum average reward, which is additionally slightly smaller than $\alpha = 0.3$. Instead, higher oscillations are experienced for a bigger learning rate (e.g., $\alpha = 0.9$), leading to a low average reward per episode.

Figure 4(b) shows the average reward per episode for three different values of the discount factor. The highest average reward is achieved for $\gamma = 0.9$, which implies that the system needs to be optimised over a long horizon. In fact, a big value of $\gamma$ makes the agent looking for a long-term high reward by giving more importance to future rewards.

Finally, Figure 4(c) shows the average reward per episode achieved at convergence for different values of the learning rate $\alpha$ and discount factor $\gamma$. The highest average reward is achieved for $\alpha = 0.3$ and $\gamma = 0.9$. The ANN architecture with two hidden layers of 32 neurons is selected, based on the maximum accuracy, MA F-score, training velocity (=300 epochs). Adding more neurons/layers leads to a slower convergence, but a higher average reward per episode in the long run.

Figure 5(b) shows how the training performance is affected by the batch size $l$. The average reward per episode shows high oscillations and a slow convergence if experience replay is not used (i.e., $l = 1$). Instead, enabling it allows to reduce the magnitude of the oscillations and the number of epochs needed to converge. We highlight here that this does not come for free in terms of execution time. In fact, the running time per episode increases linearly with the dimension of the batch size $l$, since the number of forward and backward passes increases through the ANN scales linearly with $l$.

Finally, the average reward per episode achieved varying the numbers of neurons per layer and the number of layers is reported in Table III. The average reward per episode increases with the dimension of the ANN till a performance limit. Increasing the dimension of the ANN only leads to longer training times without any positive influence on the average reward per episode. The best average reward per episode is achieved with an ANN architecture composed of two layers, both consisting of 50 neurons. Moreover, the best results have been obtained using the linear activation function (i.e., $f_a(x) = x$) for the output layer and the ReLU activation function for the hidden layers.
TABLE II
TRAINING AND VALIDATION PERFORMANCE FOR DIFFERENT ANN ARCHITECTURES

| Number of neurons | Loss | Training Accuracy | MA F-score | Loss | Validation Accuracy | MA F-score |
|-------------------|------|-------------------|------------|------|----------------------|------------|
| 1st layer | 2nd layer | 3rd layer | | | | |
| 8        | -     | -     | 0.17 | 0.93 | 0.93 | 0.19 | 0.93 | 0.93 |
| 32       | -     | -     | 0.15 | 0.94 | 0.94 | 0.16 | 0.93 | 0.93 |
| 64       | -     | -     | 0.14 | 0.94 | 0.94 | 0.16 | 0.93 | 0.93 |
| 512      | -     | -     | 0.11 | 0.95 | 0.95 | 0.15 | 0.94 | 0.94 |
| 32       | 32    | -     | 0.12 | 0.95 | 0.95 | 0.14 | 0.95 | 0.95 |
| 64       | 64    | -     | 0.10 | 0.95 | 0.95 | 0.15 | 0.94 | 0.94 |
| 32       | 32    | 32    | 0.11 | 0.95 | 0.95 | 0.16 | 0.94 | 0.94 |

Fig. 4. Average reward per episode of the QL algorithm when adopting different values of learning rate (a) and discount factor (b). Values of average reward per episode achieved at convergence are indicated in (c).

Fig. 5. Average reward per episode of the DQL algorithm when adopting different values of learning rate (a) and batch size (b). The dimension of the batch is \( l = 20 \) in (a) whereas the learning rate is \( \alpha = 1 \cdot 10^{-4} \) in (b). The discount factor is \( \gamma = 0.9 \).

TABLE III
AVERAGE REWARD PER EPISODE FOR DIFFERENT ANN ARCHITECTURES

| Number of neurons | Avg. reward per episode |
|-------------------|-------------------------|
| 1st layer | 2nd layer | 3rd layer | |
| 10        | -     | -     | 0.63 |
| 20        | -     | -     | 0.64 |
| 20        | 20    | -     | 0.64 |
| 50        | -     | -     | 0.65 |
| 50        | 50    | -     | 0.66 |
| 50        | 50    | 50    | 0.65 |
| 100       | -     | -     | 0.65 |
| 100       | 100   | -     | 0.65 |

E. ON-OFF Policies
In this section, we analyse the daily average SBSs switch ON rate experienced by the three different implementations of the agent in a cluster of 3 SBSs. In particular, the switch function (i.e., \( f_\alpha(x) = \max(0, x) \)) for the input and hidden layers. We experimentally noticed that the property of ReLU of turning any negative argument into zero helps the convergence speed and the average reward per episode at convergence.
ON rates experienced in December and July are reported in Figure 6 and Figure 7, respectively, for a residential and an office area. Those months represent the worst and the best case in terms of harvested energy, respectively. The shape of the traffic demand profiles is indicated by the shaded areas. The three agent implementations are compared with a naive approach that operates by turning OFF the SBSs when their battery levels go below the threshold $B_{th}$ and switching them ON when the level is above it. The performance bound using the offline optimisation is also reported in the figures as a reference. We refer to this policy as Bound policy.

In general, the policy works so that the SBSs save energy during nights, when the traffic is low, and provide service during the high traffic demand hours. The length of the night switch OFF period depends on the energy availability and, thus, on the season of the year. In particular, longer switch OFF periods are generally observed in December for both the traffic areas.

Figure 6(a) shows the switch ON rate for a residential area in the month of December. The office traffic profile is easier to manage, since the peak of the traffic demand coincides with the period of more intensive energy arrivals (i.e., around midday).

Finally, Figure 7(a) and Figure 7(b) show the switch ON rate in the month of July for the residential and the office areas, respectively. In both the cases, bound policies show an increase of the switch ON rate after 6 am, whereas in the case of the naive and learning agents, it starts raising from 7 am. No other
particular difference from the studied algorithms is noticed due to the high availability of harvested energy in summer, which allows the agent to keep the SBSs ON until midnight in both the traffic areas regardless the specific implementation.

**F. Shared Energy Assessment**

In this section, we analyse the behaviour of the different implementations of the agent in terms of the daily energy shared between SBSs and MBS. The average amount of energy shared with the MBS and used for its operations is reported in Figure 8 and Figure 9 for the month of December and July, respectively. Results are provided for both a residential and an office area.

In general, the energy is shared around noon during a period of time whose duration depends on the season of the year. The energy in December is shared between 11 am and 3 pm, whereas in July is shared from 10 am to 4 pm, which is longer since during summer the SBSs harvest more solar energy.

The bound policy shares less energy with respect to the other policies in all the considered scenarios. This is motivated by the fact the bound policy maximises the amount of traffic which is offloaded to the SBSs and, thus, the local use of the harvested energy. This behaviour is confirmed from the high switch ON rates in Figure 6 and Figure 7, and is made possible by the prior knowledge of the temporal variation of the energy and traffic processes.

The naive policy shares less energy than the three implementations based on ML. In fact, the naive policy maintains the SBSs active as long as their energy is available. This policy reduces the probability of filling the batteries and, thus, of sharing the excess energy.

The IL, QL and DQL policies show similar behaviours. In particular, the DQL agent is that leading to higher energy sharing with an average of 39 Wh and 89 Wh in a residential and office area, respectively, for a day of December. Higher values are measured in the month of July, where DQL is sharing an average of 2.54 kWh and 2.51 kWh per day in the residential and office area, respectively.

**G. Network Performance**

In this section, we compare the three learning algorithms in terms of grid energy consumption and traffic drop. The results have been obtained by setting each algorithm with the best configuration of the training parameters, as discussed in Sections VII-B–VII-D. In particular, we focus on the performance achieved in the month of December (i.e., the worst in terms of harvested energy).

Figure 10 and Figure 11 show the traffic drop and grid energy consumption performance achieved when considering different cluster sizes in a residential and office area, respectively. In particular, we consider a scenario with 100 UEs deployed in the area of each SBSs, such that the traffic demand is linearly increasing with the number of deployed SBSs in the cluster.
The IL approach cannot be adopted in scenarios with more than 3 SBSs due to the high computational complexity and the amount of memory required by the bound algorithm and the resulting unavailability of training data. Similarly, the QL approach cannot be adopted in scenarios with more than 4 SBSs, due to the high amount of memory required to store the Q-table, which increases exponentially with the number of SBSs (i.e., $|\hat{B}_i^{(t)}| N \times |h_i^{(t)}| \times 2^N$). On the contrary, DQL limits this problem thanks to the introduction of the ANN function approximation, in which the number of weights that needs to be estimated is lower than the number of Q-table elements estimated by QL. This makes the memory footprint of the DQL controller much lower, and allows its operations for a network with a higher number of SBSs in the cluster.

Figure 10 shows the traffic drop experienced in a residential and an office area. The ML agents reach the same performance in the scenario with 2 SBSs, whereas DQL reduces the drop by 60% with respect to QL in the scenario with 4 SBSs in a residential area. This is mainly due to the possibility of using continuous state variables as input of the ANN and avoid the quantisation errors of QL.

IL, QL and DQL algorithms lead to lower traffic drop than the naive approach for all the considered cluster dimensions. In the case of DQL, this aspect is more evident for deployments with more than 4 SBSs in the residential area and 6 SBSs in the office area. In those cases, the traffic drop experienced by the naive policy linearly increases with the number of SBSs. We highlight here that DQL reaches significant savings up to 90% with respect to the naive algorithm for both traffic profiles.

The amount of grid energy consumed by the MBS in the month of December is reported in Figure 11, for the residential and the office traffic profiles. DQL saves up to 3% and 1% of the grid energy than IL, QL for all the considered cluster dimensions in office and residential area, respectively. This translates into a high energy efficiency, since DQL is able to serve more traffic. We highlight that the naive policy consumes less grid energy when considering a cluster with more than 4 SBSs in a residential area. This is motivated by the high amount of traffic that is not served by this policy.

### H. Energy Savings and Cost Analysis

In this section, we provide an analysis of the grid energy consumed in one year and monetary costs experienced after five and ten years for different cluster dimensions that an operator may achieve though the implementation of the proposed DQL algorithm. They are reported in Table IV considering two different traffic areas, namely residential and office. Note that in this analysis a trained version of the DQL agent is implemented in a new environment, characterised by instances of the energy arrival and traffic demand processes that are different from those used during the training phase. In such a way, we generalise the behaviour of the agent and get performance as close as a real implementation in an operative network.

The performance achieved by DQL are compared with a network scenario in which all the BSs are supplied by the power grid, also referred to as grid-connected. We consider a cost of 1.17 $/W for the solar panel (which also includes the installation cost) and 131 $/kWh for the battery. Moreover, the grid energy has a cost of 0.21 $/kWh.
The harvesting/storage hardware jointly with the centralised network control based on DQL allows to reduce the grid energy consumption in both the traffic areas. The savings increase as the network deployment is more dense (i.e., more SBSs in the cluster): from 31% to 58% higher than the grid-connected case in the residential area and from 34% to 68% in the office area. Operational Expenditures are decreased accordingly. Costs after 10 years are significantly reduced up to 35% and 44% in the residential and the office area, respectively.

VIII. CONCLUSION

In this article, we have proposed a RAN setup in which a hierarchical cell structure is deployed within the same geographical area with BSs of different scale factors, transmission power, computational capabilities and coverage areas. This federation of BSs together with the distributed harvesters and storage devices at SBSs sites form a micro-grid, whose operations are managed by an energy management system in charge of controlling the intermittent and erratic energy budget from the RESs. We have focused on the design of online algorithms capable of jointly control sleep mode and energy sharing within the micro-grid. Three different implementations of ML models are proposed for the central agent, namely Imitation Learning, Q-Learning and Deep Q-Learning. We have discussed on the achieved performance, complexity and feasibility of those different ML approaches. The DQL algorithm tailored for our scenario presents higher performance in terms of energy saving and system outage, and is able to control highly dense scenarios, where the other approaches fail due to complexity and memory issues. Finally, the energy and cost analysis reported in this work provides an insight on the greater savings that can be achieved by an operator implementing our Deep Q-Learning algorithm in the central controller of the RAN setup with energy harvesting capabilities.
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