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ABSTRACT In recent years among data hiding technologies, Reversible Data Hiding (RDH) technology has attracted widespread interest and application, which is to hide the secret information in a carrier image and recover the original carrier image losslessly to extract the secret information. Current research on RDH algorithms mainly involving frequency domain, spatial domain, and encryption domain. Based on the Prediction-Error Expansion (PEE) methods, as spatial domain approaches, achieved great progress in the past decade. However, there is a defect in the state-of-the-art methods that with the embedded payload increased, the distortion rate of the cover image increased simultaneously. To solve the problem, we proposed a refined reversible data hiding algorithm based on the PEE method with simple implementation. We improved an effective predictor that all the remaining pixels can be predicted in the embedding process, except for those in the first row, the first column, the last row, and the last column in the original image. The extraction process is the reverse of the embedding process that the embedded information and the original carrier is restored without damage. Our work utilized the correlation between image pixels better to solve the inherent contradiction between payload and distortion rate in the state-of-the-art data hiding algorithms. Proven through experiments, our method achieved a large embedding capacity while keeping the image distortion rate and computing complexity low.

INDEX TERMS Reversible data hiding (RDH), prediction-error expansion (PEE), watermarking.

I. INTRODUCTION

With the continuous development of network technology, security issues in telemedicine, intellectual property, information authentication, law, and military use are becoming increasingly important. Regarding network security issues, we first think of modern cryptography. However, cryptography in the traditional sense, its purpose is to make confidential information indecipherable, but it may still be pirated after decryption. After the multimedia content is encrypted, it can be used after decryption. Therefore, to solve this contradiction, information hiding technology has been extensively studied and used. Information hiding is performed to hide secret information in an open carrier. The inspector cannot discern confidential information with the naked eye, and it is more challenging to crack hidden information, as desired for information protection and secret communication. Hence, hidden information is more secure than cryptography. For the
applications in the fields of medicine, law, the military, and other fields, due to the particularity of these fields, it is required that after a large amount of information is embedded in the carrier, it must be completely recovered to the original carrier. Therefore, lossless data hiding technology has a more promising future than cryptography. Lossless data hiding is also called reversible data hiding. The typical model of reversible data hiding is shown in Fig. 1.

Reversible data hiding was first proposed by Barton and James [1], and since then, it has been fully developed. Fridrich et al. proposed a data hiding algorithm based on lossless compression [2]. However, due to LSB’s replacement, the reversible data hiding algorithm with lossless compression obtained a very low compression rate. Therefore, the lossless compression method is inefficient and exhibits poor performance. Subsequently, Tian [3] was the first to propose a difference expansion (DE) embedding algorithm. Compared with the lossless compression algorithm, the DE algorithm did achieve outstanding performance. Although Tian’s algorithm was a huge breakthrough at the time, many people worked on it. Based on his research, many improved algorithms were proposed. One of the methods is proposed by Hu et al. [4], which is a median edge detector (MED) based on a context-adaptive predictor. However, the DE-based method resulted in relatively low capacity and a certain degree of distortion due to the embedding of position information. The conventional histogram shift algorithm, first proposed by Ni et al. [5], selected a pair of peak points and zero points (points with a pixel value of 0) for the statistical characteristics of an image and moved all pixels in this interval to the left or shifted them to the right by one position. As the overall pixel value of the image changed considerably, the image distortion rate became relatively high. Therefore, this method also suffers from limitations. Based on the conventional histogram shifting technique and the DE algorithm, Thodi et al. [6] proposed the prediction-error expansion (PEE) method. Compared with the DE-based algorithm, the PEE-based algorithm achieves a better performance.

Wang et al. [7] improved the PEE algorithm by shifting the prediction-error histogram left and right, selecting several pairs of peak points and zero points from both sides of the zero point, and selecting a pair of peak points and zero points within a specific range (first, it was shifted to the right, secret information bits were embedded, and then it was shifted to the left for more data embedding). The PEE algorithm can also better solve the distortion caused by the left and right shifts. The remaining pairs are similar. They were combining PEE and histogram shifting results in higher embedding capacity and less distortion. Li et al. [8] proposed an adaptive PEE (A-PEE) algorithm, hereafter referred to as the A-PEE algorithm, which can better exploit the redundant space of an image. The difference between the adaptive and conventional algorithms is that Li et al. divided the image into two areas, a rough area and a flat area, and selected pixels from these two areas. 1 bit of data can be embedded in the rough area pixels, and 2 bits can be embedded in the flat area pixels. A-PEE method is better used for image features. Sachnev et al. [19] used the double-layered embedding. The prediction is made by the average value of four adjacent pixels of a pixel. Gui et al. [11] proposed a method based on PEE and an adaptive embedding strategy. The difference is that this method adds a measure of complexity, and the complexity is partitioned into several levels. The size of the embedded data is determined by the complex levels. The experimental results show that Gui’s method is better than Li et al. [8], Hu et al. [4]. Ou et al. [9] proposed the P-PEE algorithm based on a 2-dimensional prediction-error histogram (PEH) design. The advantage is that the 2-dimensional PEH can better develop the correlation between the prediction errors, and the method is improved in [10]. The IP-PEE method combines one-dimensional PEH and two-dimensional PEH. A more efficient map is designed to embed secret information. The [25] proposed method has a real-time performance. Besides, several data hiding algorithms based on prediction errors including [12–17, 24] and an algorithm based on prediction error hiding for color images [18] are proposed. There are [20–23, 26–31] in the reversible data hiding field worth mentioning recently. After examining many studies by previous researchers, we found that the PEE-based algorithm achieves the best performance among the existing conventional spatial domain reversible data hiding algorithms.

In this article, we proposed an improved prediction error method. We called this method as I-PEE method, which can develop the correlation between image pixels. It is proved through experiments that we have this improvement. The predictor is particularly effective in two aspects: 1. It is an excellent solution to the contradiction in the usual sense of data hiding, achieving a large amount of embedding, low
image distortion, and good performance; 2. Low computational complexity with large time overhead. Performance results are reflected in embedding capacity, peak signal to noise ratio (PSNR), and Structural Similarity Index Measure (SSIM). Under the 20,000 embedding capacity, our method has an average PSNR higher than 3.52dB. Compared with the prior art, the proposed method can achieve better performance under the same embedding capacity.

The remaining components of the article are presented as follows. The second part describes related works. The suitable application scenario for our proposed method is demonstrated in the third part. The fourth part describes our proposed algorithm and its execution process. The experimental results and discussion are shown in the fifth part to analyze the performance of several spatial domain algorithms combined with PEE. The final part is the conclusion.

**II. RELATED WORKS**

In this section, the reversible data hiding algorithm based on prediction error is reviewed. The conventional PEE embedding process is divided into the following parts:

1) Predict the original image according to gradient-adjusted prediction (GAP) to obtain the predicted sequence. First, using the scanning command, divide the original image into 2 × 2 nonoverlapping blocks, as shown in Fig. 2. Collect a one-dimensional sequence {x₁...xₙ}. Then, obtain the predicted value \( \hat{x}_i \) according to predictor (1):

\[
\begin{aligned}
\hat{x}_i &= \begin{cases}
\max(c2, c3), & \text{if } c1 \leq \min(c2, c3) \\
\min(c2, c3), & \text{if } c1 \geq \max(c1, c3) \\
c2 + c3 - c1, & \text{otherwise}
\end{cases}
\end{aligned}
\]  

(1)

2) Obtain the prediction error through the original pixel value and the predicted value as:

\[
ei = xi - \hat{xi}
\]

(2)

Incorporate the prediction-error value into the prediction-error sequence (e₁...eₙ).

3) According to the obtained prediction-error sequence, calculate the frequency of each value to generate a prediction-error histogram, that is, define the histogram as:

\[
h(k) = \# \{1 \leq i \leq N : ei = k\}
\]

(3)

where \( \# \) denotes the cardinal number of a set. The distribution of the histogram follows the Laplace distribution, with 0 or a value close to 0 as the center. The sharper the PEH distribution is, the smaller the distortion in the embedded bit.

4) The embedded data are expanded and shifting by modifying PEH. The specific method is as follows:

\[
e'_i = \begin{cases}
2ei + b, & \text{if } ei \in [-T, T) \\
ei + T, & \text{if } ei \in [T, +\infty) \\
ei - T, & \text{if } ei \in (-\infty, -T]
\end{cases}
\]

(4)

where T is a parameter that is determined according to the embedding capacity, \( b \in \{0, 1\} \) is the secret information bit used for embedding, and \( e'_i \) is the denoted prediction error obtained after embedding and shifting.

5) Finally, obtain the pixel value of the encrypted image donated Spixel according to the prediction error and the pixel prediction value.

\[
Spixel = \hat{xi} + e'_i
\]

(5)

**III. APPLICATION SCENARIO**

The purpose of the method proposed in this paper is to prevent the information from being intercepted completely during the Internet transmission process. And when the receiving end receives the image, the information can be extracted losslessly, and the original image can be restored.

Scenario 1: In the transmission of secret military information, the sender can embed large-capacity secret information data into an image in multiple layers through this method. During the Internet transmission, if the image is intercepted by the attacker and the secret key is also not known. It is difficult to decipher and extract the original information.

Scenario 2: In order to facilitate the diagnosis by doctors, in the telemedicine network, patient medical image information and medical records need to be transmitted to medical experts via the Internet, and then the experts transmit the medical information to the patient. However, in the process of network transmission, the patient’s private information is easy to leak. In order to prevent the occurrence of the above situation, the information can be embedded in the medical image. The patient (doctor) can embed the medical record information (diagnostic information) into the image through the multi-layer embedding method proposed in this article, which can prevent the information from being completely intercepted. Due to the sensitivity of medical images, small changes in the images may cause serious medical accidents. This method can ensure that the original image can be restored losslessly after the information is extracted.

The above two application scenarios are mainly composed of two stages:

- The first stage: the sender sends the encrypted image generated by the encryption key to the sender in a secure way as far as possible to prevent interception by attackers.

- The second stage: the receiver can losslessly extract the information transmitted by the sending end and restore the original image after receiving the image.

**IV. PROPOSED METHOD**

The I-PEE algorithm partitions the carrier image and divides it into two areas: the shadow area and the blank area. First,
the first layer of embedding is performed on the pixels in the shadow area. Then, the blank pixels can be embedded in multiple layers. The blank area can be embedded up to 3 layers.

A. EMBEDDING PROCEDURE

This section describes the first layer of the shadow area embedding procedure as follows:

1) Scan the carrier image sequentially by using scanning commands from left to right and top to bottom to obtain the original pixel sequence \{x1...xn\}.

Predict the pixel value through (6). Here, our image is predicted in the form of the Fig. 3. We obtain a one-dimensional prediction sequence \{\hat{x}1, \hat{x}2, \hat{x}3, \ldots., \hat{x}n\}

\[
\hat{x}n(i, j) = \left[\frac{a(i - 1, j - 1) + a(i - 1, j) + a(i, j - 1) + a(i, j + 1) + a(i + 1, j - 1) + a(i + 1, j) + a(i + 1, j + 1)}{8}\right]
\]

where \(i\) and \(j\) respectively represent the row and column of the current pixel. \{a1, a2, ..., an\} are all original pixel values in the first layer of embedding, and the predicted values obtained here are all regarded as integers.

2) Generate a prediction-error histogram based on the prediction-error values. The prediction-error sequence \{e1...en\} is obtained according to formula (2) with the obtained prediction value. Then, obtain the prediction-error histogram according to the prediction-error sequence. The first row, the first column, the last row and the last column of the pixels of the carrier image are not calculated for prediction, so their prediction-error value is regarded as zero. As shown in Fig. 4.

3) Embed additional information to obtain the encrypted prediction-error histogram. The additional information includes the length parameter of the secret information and the size of the compressed location map.

Location map: To prevent the greyscale image from over- and underflowing after embedding information, that is, to prevent it from exceeding the range of \([0, 255]\), we adjust the pixel value within a reliable range. Therefore, in our method, the modification of each pixel value is at most 1, only need to adjust the boundary pixels value. For example, modify the value of \(x_i\) from 255 to 254 and the value of \(x_i\) from 0 to 1. Change the location map corresponding to the modified pixel to 1 and the location map corresponding to the remaining unmodified pixels to 0. Then, the obtained location map is losslessly compressed.

In our method, the additional information is finally embedded in the first line through LSB replacement, and the information of the first line is the first to be extracted. Therefore, the replaced LSB of the first line, the compressed location map, and the secret information are embedded in the cover image as part of the effective payload.

The secret information \(b \in \{0, 1\}\) is embedded in the prediction error, and the expanded and shifted prediction-error values are the same as in (4). Here, we choose 1 to be the value of \(T\). We set the embeddable range to \([-1, 1]\), and the expandable range to \((-\infty, -1)\) and \((1, +\infty)\) by 1 bit to the left and right within the range until the end of the additional information embedding.

4) Finally, each shadow pixel can get an encrypted pixel value after embedding and translation. According to formula (7), an encrypted image can be obtained.

\[
x' = \hat{x} + e' = \hat{x} + e
\]

Similarly, the I-PEE method can be embedded in multiple layers, as shown in Fig. 3(a), where the blank part can be embedded in up to three layers.

Multi-layer embedding process of the blank part:

1) Calculate the pixel prediction value. The difference with the shaded part is that the pixel value prediction of the blank part is based on the pixel value of the previous layer of the encrypted image. When embedding in the second layer, select the blank pixels \(x(i,j+1), x(i+1,j), x(i+1,j+1)\) adjacent to the shadow pixel \(x(i,j)\) for embedding. Use the same prediction method formula 6 for prediction. The value used to participate in the prediction of the second layer during embedding is the modified value during the embedding of the first layer.

2) Calculate the prediction error value. That is, the difference between the original pixel value of the current blank part of the pixel and its predicted value obtains the prediction error value sequence. According to the obtained prediction error sequence, the frequency of each value is calculated to generate the prediction error histogram of the second layer of pixels (Fig. 4). The embedded data is expanded and translated by modifying the prediction error histogram.

3) Perform data embedding and translation according to the prediction error map. The anti-overflow treatment has

FIGURE 3. Pixel changes in each round of embedding. (a) Original pixel value (b) Predicted shadow area pixels value.

FIGURE 4. Lena’s prediction error histogram.
already been done in the first layer of embedding, so there is no need to do it again. That is, there is no need to compress the position map.

4) The blank pixels are embedded and translated to obtain an encrypted image.

We should noted that if two-layer embedding is used, it is best to divide the secret information into two parts of a similar size and then perform corresponding data embedding and shifting on the entire information. The flow chart of our method embedding and extraction as shown in Fig.5.

**B. EXTRACTION PROCEDURE**

This section is the corresponding extraction process. In the process of extracting, first, extract the secret information embedded in the outermost layer, and then sequentially extract to the inner layer. After the extraction process, the original image can finally be recovered losslessly and get the secret information completely.

The process of extracting the outermost information in the blank part:

1) Extract the additional information and length parameter of the secret information from the first line by reading the LSB of the first line of the encrypted image to obtain the actual effective load capacity in the image. Recover the replaced LSB to restore the original values in the first row of pixels.

2) Use the same prediction or scanning order to obtain the prediction pixel values of the encrypted image in which denoted p’s, then obtained the prediction-error value of the encrypted image, and then the mark prediction error of the encrypted image is obtained. The value d’s is the same as the blank extraction.

3) Extract the secret information first. According to the obtained prediction-error value d’s(i,j) and extract the secret information at the range of [-2, 1) base on T=1, as following:

\[ S = \text{mod}(d's(i,j) + 1, 2) \]  

\[ pr(i,j) = (p's(i,j)) + (d's(i,j) - S)/2 \]  

where S is the extracted secret information bit, pr is the recovered pixel value. End until all the secret information is extracted. In the range of expandable pixels, due to without the embedding information, only shifting 1 bit left or right as following:

\[
\begin{align*}
pr(i,j) &= p's(i,j) + d's(i,j) - T \\
\text{if } d's(i,j) &\in [1, +\infty) \\
pr(i,j) &= p's(i,j) + d's(i,j) + T \\
\text{if } d's(i,j) &\in (-\infty, -2)
\end{align*}
\]  

(11)

Until the extraction of all secret information in the blank part is completed.

4) Recover the pixel value of the outermost encrypted image.

The process of extracting the information in the shadow area:

1) After extracting the information of the blank part in the previous, the encrypted image of the first layer of the shadow part is obtained, and the same prediction or scanning command is used to obtain the pixel prediction value p’s of the encrypted image, and then the mark prediction error of the encrypted image is obtained. The value d’s is the same as the blank extraction.

2) Extract secret information according to the obtained prediction error sequence. Then the process is the same as the blank area extraction.

3) Extract all the information, and finally decompresses the lossless compressed position map to obtain the decompressed position map. According to the decompressed position map, the pixel with the corresponding position marked as 1 is obtained, which is modified and restored to recover the original pixel value.

4) Recover the original image losslessly and get the secret information.

According to the above process, the original image and encrypted information can be recovered losslessly. Here, the first rows, first columns, last row, and last columns of the original image and the encrypted image have not changed during the embedding and extraction processes.
The predicted value of the encrypted image is the same as the predicted value of the original image.

V. EXPERIMENTAL RESULTS AND DISCUSSION

In this section, we conduct experiments on different gray-scale images of the same size. The images used in the test are shown in Fig. 6. Except for Barbara, the test images are all 8-bit 512 x 512 gray-scale images from the USC-SIPI image database. In addition, we also tested in the BOSSbase and in the MedPix database. BOSSbase has been widely utilized in information hiding, and the MedPix database contains a lot of medical images. The experimental environment is MATLAB R2014b, and the processor platform is an Intel Core i7-8700 (3.19 GHz).

In the performance analysis, we adopt PSNR and SSIM as the measurement standards. The calculation method of PSNR is:

\[ PSNR = 10 \log_{10} \left( \frac{255^2}{MSE} \right) \]  \hspace{1cm} (12)

\[ MSE = \frac{1}{M \times N} \sum_{i=1}^{M} \sum_{j=1}^{N} [P(i, j) - P'(i, j)]^2 \] \hspace{1cm} (13)

where MSE is the mean square error between the original image P and the encrypted image P’. M and N are the width and height of the original image, respectively.

Wang [31] introduced a metric named SSIM. SSIM is used as an index to evaluate image structure information, ranging from -1 to 1. When the SSIM value is 1, it means that \( \mu_P \) and \( \mu_P' \) are the mean of images P and P’, respectively. Where \( \sigma_P^2 \) and \( \sigma_{P'}^2 \) are the variance of images P and P’, respectively. \( \sigma_{pp}'s \) is the covariance of images P and P’. c1 and c2 are predefined constants:

\[
\begin{align*}
c_1 &= (k1L)^2 & & \text{where } k1 << 1 \\
c_2 &= (k2L)^2 & & \text{where } k2 << 1
\end{align*}
\] \hspace{1cm} (15)

where L is the range of pixels.

Here, we compare the performance of our proposed algorithm I-PEE with the experiments with the A-PEE, P-PEE, and IP-PEE algorithms (Li et al. [8] (2011), Ou et al. [9] (2013), [10] (2019)). Fig. 7 shows the performance comparison results of different algorithms on the same image, where the abscissa is EC, and the ordinate is PSNR. The different methods are to embed data starting from 5,000, and each embedding step is 5,000.

According to Table 1, when the capacity is 15,000, our method lower than P-PEE is 0.33dB, and lower than IP-PEE(FM), IP-PEE(AMG), IP-PEE(AMO) are 0.33dB, 0.79dB and 1.43dB, respectively. However, higher than the A-PEE method is 0.8dB. On the contrary, when the capacity is 5,000, our method is higher than P-PEE, A-PEE, IP-PEE(FM), IP-PEE(AMG), IP-PEE(AMO) are 1.25dB, 2.7dB, 1.07dB, 0.82dB, and 0.80dB, respectively. According to Table 2, when the capacity is 15,000, our method is higher than P-PEE, A-PEE, IP-PEE(FM), IP-PEE(AMG), IP-PEE(AMO) are 3.49dB, 4.52dB, 3.17dB, 2.68dB and 2.53dB, respectively. When the capacity is 5,000, Our method is higher than P-PEE, A-PEE, IP-PEE(FM), IP-PEE(AMG), IP-PEE(AMO) are 4.53dB, 5.55dB, 4.13dB, 3.83dB and 3.94dB, respectively. Compared with other methods, the I-PEE algorithm is 3.81dB higher on average. It can be seen from Fig. 7 that when the embedding rate is low, and the embedding payload capacity is 5,000, our algorithm has a lower PSNR. When the embedding capacity is lower than 50,000, our algorithm performance is not good for some pictures. The reason is our algorithm cannot make good use of the correlation between pixels when the embedding capacity is low. As the embedding capacity increases, our method has the highest PSNR and the lowest distortion rate than other methods when the embedding amount is greater than 50,000. According to the performance comparison with other algorithms shown in Fig. 7, it is clear that our method has a higher PSNR than other algorithms as the number of embedded data increases, and the image distortion rate is low. Therefore, our algorithm has better performance when large amounts of data are hidden.

According to Table 2, when Li’s A-PEE method’s embedded capacity is 5,000, the PSNR is 64.13dB, which is 1.81dB lower than our algorithm. Compared with P-PEE, IP-PEE(FM), IP-PEE(AMG), the IP-PEE (AMO) algorithm is higher than 1.03dB, 0.74dB, 0.23dB and 1.82dB respectively. When the capacity is 5,5000, compared with I-PEE, P-PEE, IP-PEE(FM), IP-PEE(AMG), IP-PEE(AMO) algorithm, it is lower 5.55dB, 1.02dB, 1.42dB, 1.72 dB and 1.61dB, respectively. A-PEE method can not achieve a good performance,
because this method is an image adaptive steganography algorithm, embed more bits are mainly concentrated in the smooth area, it to be selected the area in which is not easy for detected by the attacker for embedding secret information according to the characteristics of the carrier image content. Therefore, the embedded payload size has different limitations on different image content, and the threshold selection of the algorithm has a great relationship with the image itself. Therefore, when Li’s method is compared with other algorithms, as the embedding capacity increases, the PSNR
Table 3. The PSNR of our proposed method is compared with the other 5 methods when the EC is 20,000.

| Image  | A-PEE  | P-PEE  | IP-PEE(FM) | IP-PEE(AMO) | IP-PEE(AMG) | Proposed |
|--------|--------|--------|------------|-------------|-------------|----------|
| Lena   | 55.16  | 56.23  | 56.55      | 57.09       | 57.01       | 59.88    |
| Baboon | 48.72  | 50.11  | 51.69      | 51.93       | 51.28       | 59.37    |
| Barbara| 55.72  | 56.22  | 56.57      | 57.04       | 57.06       | 59.8     |
| Airplane| 59.53 | 60.17  | 60.17      | 61.22       | 60.55       | 60.09    |
| Lake   | 53.86  | 53.70  | 54.22      | 54.39       | 54.29       | 59.71    |
| Boat   | 52.79  | 53.33  | 53.87      | 54.16       | 54.08       | 59.61    |
| **Average** | **54.30** | **54.96** | **55.51** | **55.97** | **55.71** | **59.74** |

Table 4. SSIM comparison between different algorithms using 6 test grayscale images at a capacity of 5,000.

| Image  | I-PEE | A-PEE | P-PEE | IP-PEE(FM) | IP-PEE(AMG) | IP-PEE(AMO) |
|--------|-------|-------|-------|------------|-------------|-------------|
| Boat   | 0.9999| 0.9998| 0.9999| 0.9971     | 0.9975      | 0.9999      |
| Lena   | 0.9999| 0.9998| 0.9999| 0.9966     | 0.9971      | 0.9999      |
| Barbara| 0.9999| 0.9999| 0.9999| 0.9970     | 0.9975      | 0.9999      |
| Lake   | 0.9999| 0.9998| 0.9999| 0.9961     | 0.9965      | 0.9998      |
| Airplane| 0.9999| 0.9998| 0.9999| 0.9927     | 0.9929      | 0.9999      |
| Baboon | 0.9999| 0.9998| 0.9998| 0.9987     | 0.9988      | 0.9999      |

Table 5. SSIM comparison between different algorithms using 6 test grayscale images at a capacity of 20,000.

| Image  | I-PEE | A-PEE | P-PEE | IP-PEE(FM) | IP-PEE(AMG) | IP-PEE(AMO) |
|--------|-------|-------|-------|------------|-------------|-------------|
| Boat   | 0.9998| 0.9995| 0.9996| 0.9918     | 0.9925      | 0.9997      |
| Lena   | 0.9998| 0.9995| 0.9997| 0.9892     | 0.9905      | 0.9997      |
| Barbara| 0.9999| 0.9997| 0.9997| 0.9903     | 0.9915      | 0.9998      |
| Lake   | 0.9999| 0.9995| 0.9997| 0.9884     | 0.9893      | 0.9997      |
| Airplane| 0.9998| 0.9995| 0.9998| 0.9810     | 0.9825      | 0.9998      |
| Baboon | 0.9999| 0.9990| 0.9996| 0.9968     | 0.9969      | 0.9997      |

is also the lowest. The P-PEE algorithm and the IP-PEE algorithm proposed by Ou et al. extend one-dimensional PEH to two-dimensional PEH in the embedding process. The advantage of the extended prediction-error pair is that the direction of information embedding and expansion can be adjusted adaptively to reduce distortion. The direction of information embedding follows the direction with the smallest change in error, reducing distortion. However, in the adaptive embedding process, the choice of the threshold also affects the algorithm’s performance. In contrast, we propose that the algorithm does not affect the payload’s size because of the image itself. In the I-PEE algorithm, the maximum payload capacity of a 512x512 grayscale image is 509x509. In the first layer of embedding, we can obtain a maximum effective capacity of 65,025. After the second layer of embedding, we can obtain a maximum capacity of 130,050, and so on. From Table 3, our method is mostly higher than other algorithms under the same embedding capacity PSNR for different images. Under the embedding capacity of 20,000, our method has an average PSNR higher than 3.52dB.

According to Table 4 and Table 5, we performed SSIM analysis to illustrate the structural differences between the original image and the embedded image in various algorithms under the same capacity. When the capacity is 5,000, the structure of our algorithm under different images is maintained at 0.9999, which means the image structure of our algorithm is well protected after embedding information. In contrast, other algorithms have relatively satisfying performance at low capacity. As the capacity increases, our algorithm SSIM is still relatively stable at 0.9999 when the capacity is 20,000. In contrast, the SSIM of other algorithms under different images is lower than our algorithm.
Finally, the proposed method does not take much time to execute by Matlab and a personal computer for computational complexity. A-PEE, P-PEE, IP-PEE (FM), IP-PEE (AMG), and IP-PEE (AMO) of the embedding process takes an average of 23 seconds, 11 seconds, 11 seconds, 18 seconds, and 64 seconds, respectively, but our method takes only 10 seconds on average. The time overhead is also relatively low.

VI. CONCLUSION

In recent years, with the increasing demand for data security, reversible data hiding technology plays an active role in promoting the development and application of information security technology. RDH technology based on the PEE algorithm has attracted the attention of researchers and achieved many results. The reversibility of reversible information hiding focuses on the lossless decryption of text carried by the password and the recovery of the carrier without distortion.

This paper briefly introduced the key technology of the conventional PEE algorithm. All the above methods in this paper are reversible, and the inverse process is the reverse operation of the embedding process. Through the experimental and discussion of related typical algorithms, compares the performance measurements of several methods from the perspective of embedding ability and visual image quality. Our proposed reversible data hiding algorithm “I-PEE” based on the spatial domain possesses a little time overhead. And during the embedding process, the first row pixels, the first column pixels, the last row pixels, and the last column pixels of the original image remain unchanged. The prediction results are the same during the embedding and extraction processes. Thus, except for the first column pixels, the first row pixels, the last column pixels, and the last row pixels, the remaining pixels can be predicted, so large-capacity information embedding can be carried out, and a relatively good PSNR can be obtained when getting a large embedding payload. The secret information can be extracted correctly, and the original image can be recovered losslessly.

Our main contribution is in this article, which is reflected in the ability to develop the correlation between image pixels and propose an efficient PEE predictor. Solved the contradiction inherent in the usual sense of data hiding: It achieves a large amount of embedding while keeping the image distortion rate low. It exhibits good performance and has low computational complexity requires no large time overhead. Compared with the prior art, the proposed method can achieve better performance under the same embedding capacity. Our further work aimed at the refinement on the security of reversible data hiding algorithms. Moreover, we focused on applying Generative Adversarial Networks (GAN), an state-of-the-art deep learning model, to improve our algorithms for better performance.
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