Convex Shape Representation with Binary Labels for Image Segmentation: Models and Fast Algorithms
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Abstract
We present a novel and effective binary representation for convex shapes. We show the equivalence between the shape convexity and some properties of the associated indicator function. The proposed method has two advantages. Firstly, the representation is based on a simple inequality constraint on the binary function rather than the definition of convex shapes, which allows us to obtain efficient algorithms for various applications with convexity prior. Secondly, this method is independent of the dimension of the concerned shape. In order to show the effectiveness of the proposed representation approach, we incorporate it with a probability based model for object segmentation with convexity prior. Efficient algorithms are given to solve the proposed models using Lagrange multiplier methods and linear approximations. Various experiments are given to show the superiority of the proposed methods.

1 Introduction
Image segmentation with shape priors has attracted much attention recently. It is well-known that image segmentation plays a very important role in many modern applications. However, it is a very challenging task to segment the objects of interest accurately and correctly for low quality images suffered from heavy noise, illumination bias, occlusions, etc. Therefore, various shape priors are incorporated to improve the segmentation accuracy.

There is a long history of image segmentation with shape priors. Early investigations on this topic are about object segmentation with concrete shape priors, see [2, 3, 11]. Nowadays, one pays more and more attentions on generic shape priors, such as connectivity [24], star shape [8, 23] and convexity [7]. More
recently, an interesting research to segment an object consisting of several parts with given shape prior drew a lot of attentions \cite{31,9,10,16,21}. In this paper, we focus on the topic of image segmentation with convexity prior.

**Related works** Star shape is closely related to convexity, and is one of the widely investigated priors in the literature. A region is called star shape with respect to a given point if all the line segments between all points in this region and the referred point belong to this region as well. As far as we know, it was first adopted as shape prior for image segmentation in \cite{23}. Then it was extended to star shape with more than one referred points and geodesic star shape \cite{8}. In \cite{30,29}, efficient algorithm based on graph-cut was proposed. Recently, star shape prior was encoded in neural network for skin lesion segmentation \cite{18}.

Recently, image segmentation with convexity prior attracted increasing attentions for low quality images, and various methods were proposed in the literature. These methods can be categorized into two classes. The first one is based on level set function \cite{1,22}, and the other is based on binary representation \cite{6,7}.

Convexity prior was investigated via level set method in \cite{22}. Then this idea was adopted in \cite{1,28}. Actually, these methods utilize the fact that the curvature of the convex shape boundary must be nonnegative. More recently, this idea was developed in \cite{14,27}, where the authors extended the nonnegative curvature on the boundary (zero level set curve) to all the level set curves in the image domain. In addition, efficient algorithms were also proposed thanks to the fact that the curvature on all level set curves can be computed by the Laplacian of the associated signed distance function. This method was extended to multiple convex objects segmentation in \cite{15} and applied for convex hull problems in \cite{12}.

Binary representation has also been used for image segmentation with convexity prior. These methods utilize the definition of convex regions. In \cite{7}, 1-0-1 configurations on all lines in the image domain were penalized to promote convex segmentation, where 1 (resp. 0) is used to represent that the corresponding point belongs to foreground (resp. background). Then this method was extended for multiple convex objects segmentation in \cite{6}. Algorithms based on trust region and graph-cut algorithms were studied in \cite{7} and \cite{6} using linear or quadratic approximations, respectively. For a convex region, the line segments between any two points should not pass through the object boundary, which is used to characterize convexity \cite{20}. This description was incorporated into the multicut problem for image segmentation \cite{20}, and an algorithm based on branch-and-cut method was used to solve this problem.

The two approaches mentioned above suffer from some disadvantages. For the level set approach, it is not easy to extend the method for three dimensional (3D) image segmentation with convexity prior. Although one can use the nonnegativity of Gaussian curvature to characterized the convexity of 3D objects \cite{4}, it is a very challenging task to solve the corresponding models with very complex constraints involving curvatures. For binary approaches, the computational cost is also an insurmountable problem for the method in \cite{7}. Therefore, it is necessary to develop new methods for convex shape representation, which can be extended for 3D convex object representations.

**Contributions** In this paper, we propose a novel binary label method for convex shape representation. Let us consider a convex shape in $\mathbb{R}^d$. For any given ball in $\mathbb{R}^d$ (disc for $d = 2$) centered on the boundary, the volume (area for $d = 2$) of the ball inside (resp. outside) the convex region is less (resp. greater) than half of the ball volume (see figure \cite{1}). Obviously, the conclusion is also true for balls centered outside the object region. Therefore, we obtain an easy and simple equivalence between convex shapes and their binary representations, which is regardless of the dimension of the objects.

According to the observation above, we can develop an efficient binary representation for convex objects, which is an inequality constraint on the indicator function associated to the concerned shape. Let $b$ be a positive radial function defined on a given ball with integral equalling 1, and $u$ be the associated indicator function with the considered object, i.e. $u = 1$ outside the object and 0 inside the object. Finally, the object is convex if and only if $ub * u \geq 0.5u$ for all radial functions $b$ (the derivation details will be given in Section \cite{2}.


2), where * denotes convolution operator in $\mathbb{R}^d$. Accordingly, we obtain an equivalent description for convex shape based on binary representation by imposing an inequality constraint. In addition, this method can be easily extended to multiple convex objects representation using the technique in [15].

Comparing to the methods in [7, 20], the advantages of the proposed method can be summarized as follows:

1. The proposed method is a very general convex shape representation technique, which is regardless of the object dimension.

2. Simplicity and numerical efficiency is another advantage of our method. The proposed method is very simple, which allows us to design efficient algorithms. In this work, we use these techniques for image segmentation. It is easy to extend these ideas for other applications with general shape optimization problems with convex shape prior.

In order to show the effectiveness of the proposed method, we apply it to image segmentation with convexity prior, although it can be used for general problems with convexity prior, e.g. convex hull [12]. In this paper, the proposed convexity representation method is incorporated into a probability based model for image segmentation. The region force term is computed as the negative log-likelihood of probabilities belonging to the foreground and background, where the probabilities are fitted by mixed Gaussian method [19].

An efficient algorithm for the proposed model is developed using Lagrange multiplier method. Firstly, we can write down the associated Lagrange function of the segmentation model with the inequality constraint for convexity. Secondly, we use the technique in [13, 25, 26] to approximate the boundary length or area regularization. For the proposed iterative algorithm, explicit binary solution is available for each step after linearizing the quadratic constraint. As for the multiplier update, it is updated by gradient ascent method which is simple and also turns out to be efficient.

In order to improve the stability of the algorithm, more techniques are added to our algorithm. i) The binary function is updated only on a narrow band of the boundary of the current object estimate. ii) The value of the binary function on the boundary is set to 0.5 for the area computation in the implementation because the measure of boundary is zero in continuous setting, but not zero in discrete setting.

The rest of the paper is structured as follows. We will present the binary representation method for convex shape and give details of the image segmentation model with convexity prior in Section 2. Numerical algorithms are proposed in Section 3. Some experimental results are demonstrated in Section 4. We conclude this paper and discuss future works in Section 5.

2 The proposed method

In this section, we will present the proposed binary representation for convex objects, and then incorporate it with probability models for image segmentation.

2.1 Binary representation of convex object

Before presenting the binary representation for convexity shapes, we introduce some notations firstly. For a given set $S \subseteq \mathbb{R}^d$ ($d \geq 2$), $S^c$ denotes the complementary set of $S$, and the associated indicator function $v$ with $S$ is defined as

$$v(x) = \begin{cases} 
1, & x \in S^c, \\
0, & x \in S. 
\end{cases} \quad (1)$$
Let $B_r(x) \subset \mathbb{R}^d$ denote the ball centered at $x$ with radius $r > 0$, and $b_r$ denotes the radial function with $\int_{B_r(0)} b_r(x) dx = 1$ and $b_r(x) \geq 0$ if $|x| \leq r$ and $b_r(x) = 0$ if $|x| > r$.

**Theorem 1.** Suppose $D \subset \mathbb{R}^d$ ($d \geq 2$) is the object region that we want to extract. Then $D$ is convex if and only if the following inequality holds

$$A(D^c \cap B_r(x)) \geq \frac{1}{2} A(B_r(x))$$

for all $r > 0$ and all $x$ on $\partial D$, where $A$ denotes the measure (volume or area) in $\mathbb{R}^d$.

The proof is very easy and will be presented in Appendix. An intuitive interpretation for two-dimensional case is illustrated in Figure 1. Circle A (resp. B) is at a nonconvex (resp. convex) position on the boundary. Obviously, the inequality in (2) holds for $x$ on the convex points, and it is violated on nonconvex points. Inequality (2) provides a boundary-based characterization for convex region. In fact, the inequality is true for all $x \in D^c$, i.e.

$$A(D^c \cap B_r(x)) \geq \frac{1}{2} A(B_r(x)), x \in D^c.$$  \hspace{1cm} (3)

Let $u$ be the indicator function of $D$. According to the notations above, inequality (3) is equivalent to

$$\int_{D^c} b_r(y - x) dy = \int_{\Omega} u(y) b_r(y - x) dy \geq \frac{1}{2}, x \in D^c.$$  \hspace{1cm} (4)

Based on the discussions above, we can obtain the following equivalent description for the convexity of $D$.

**Corollary 1.** Under the assumption in Theorem 1, $D$ is convex if and only if

$$C_r(u) = u(x)b_r * u(x) - \frac{1}{2} u(x) \geq 0$$ \hspace{1cm} (5)

for all $x \in \Omega$, where $b * u(x) = \int_{\Omega} u(y)b_r(y - x) dy$ denotes the convolution in $\mathbb{R}^d$.

The proofs of (4) and Corollary 1 will be presented in the appendix.

### 2.2 Image segmentation model with convex prior

In this section we will incorporate the proposed binary representation with a segmentation model for convex object segmentation. Let $I$ be a given image $I : \Omega \mapsto \mathbb{R}^p$ defined on $\Omega \subset \mathbb{R}^d$ ($p = 1$ for gray image and 3
for color image), and \(D \subset \Omega\) be the object domain of interest to extract. The Potts segmentation model with boundary length regularizer and convexity prior can be written as

\[
\min_{D} \int_{D} w_0 f_0(x) dx + \int_{D^c} w_1 f_1(x) dx + \lambda |\partial D|, \tag{6}
\]

subject to \(D\) being convex,

where \(f_0\) (resp. \(f_1\)) are some given similarity measures on the object \(D\) (resp. background \(D^c\)) and \(w_0, w_1, \lambda > 0\) are user-specified trade-off parameters.

Let \(u\) be the indicator function of \(D\). As pointed in [17] the length or area of boundary \(D\) can be approximated by

\[
|\partial D| \approx L_\sigma(u) = \sqrt{\pi \sigma} \int_{\Omega} u(x) G_\sigma * (1 - u)(x) dx, \tag{7}
\]

when \(0 < \sigma \ll 1\), where \(G_\sigma\) is the Gaussian kernel

\[
G_\sigma(x) = \frac{1}{(4\pi\sigma)^{d/2}} \exp \left(-\frac{|x|^2}{4\sigma}\right). \tag{8}
\]

According to the results in last section, the Potts model (6) can be equivalently formulated as

\[
\min_{u \in \{0, 1\}} \int_{\Omega} [w_1 f_1 - w_0 f_0] u dx + \lambda L_\sigma(u), C_r(u) \geq 0, \tag{9}
\]

for all \(r > 0\). One can finds more details in [5, 26].

In fact, it is not necessary to impose the constraint \(C_r(u) \geq 0\) for all \(r > 0\). In our implementations, the segmentation model with convexity prior (9) is simplified as

\[
\min_{u \in \{0, 1\}} \int_{\Omega} f u dx + \lambda L_\sigma(u), C_{r_i}(u) \geq 0, \tag{10}
\]

for some given \(r_i > 0\) \((i = 1, 2, \ldots, n)\), where \(f = w_1 f_1 - w_0 f_0\) and \(n\) is a user-specified integer.

### 2.3 Labels and region force

For complex images, we need to use semi-supervised segmentation model. We assume the labels of some points from the foreground and background already have been known. Let \(R_{ob}\) and \(R_{bg}\) be the sets of points with known labels. The semi-supervised segmentation model (10) can be written as

\[
\min_{u \in \{0, 1\}} \int_{\Omega} f u dx + \lambda L_\sigma(u), C_r(u) \geq 0, u \in L, \tag{11}
\]

where \(L = \{u|u(x) = 1, x \in R_{bg}, u(x) = 0, x \in R_{ob}\}\).

The region force \(f\) (or \(f_0, f_1\)) plays a very important role. Here we adopt the probability method to compute \(f_0\) and \(f_1\). For each \(x \in \Omega\) and the given image \(I\), assume \(p_0(x|I(x)), p_1(x|I(x))\) are the estimated probabilities for the foreground and background. Then we use the negative log-likelihood of \(p_i\) as \(f_i\) \((i = 0, 1)\), i.e.

\[
f_i(x) = -\ln(p_i(x|I(x))). \tag{12}
\]
As for the probabilities \( p_0 \) and \( p_1 \), we use mixed Gaussian method in [19] to estimate them. Given estimates of foreground and background, the density functions of \( I(x) \) on foreground and background are fitted by different mixed Gaussian distributions, i.e.

\[
G_0(I(x)) = \sum_{k=1}^{N_0} c_k^0 G(I(x); \mu_k^0, \Sigma_k^0), \quad (13)
\]

\[
G_1(I(x)) = \sum_{k=1}^{N_1} c_k^1 G(I(x); \mu_k^1, \Sigma_k^1), \quad (14)
\]

where \( c_k^i, \mu_k^i, \Sigma_k^i, k = 1, 2, \ldots, N_i, i = 0, 1 \) are the fitting parameters for given \( N_0 \) and \( N_1 \). Here \( c_k^i \) are the portions of different Gaussian distributions with mean \( \mu_k^i \) and variance \( \Sigma_k^i \). We can estimate the probabilities for the foreground and background as

\[
p_0(x|I(x)) = \gamma_0 G_0(I(x)) \gamma_0 G_0(I(x)) + \gamma_1 G_1(I(x)) \quad (15)
\]

and \( p_1(x|I(x)) = 1 - p_0(x|I(x)) \), where \( \gamma_0 \) and \( \gamma_1 \) are weighting parameters for the foreground and background probabilities.

### 3 Numerical method

This section is devoted to numerical techniques for the proposed model [11]. Hereafter, we denote \( C_r(u) \) (resp. \( b_r \)) by \( C_i \) (resp. \( b_i \)) for notational simplicity. We can write down the Lagrange functional of (11) as

\[
\min_{u \in \{0, 1\}} \max_{g_i \geq 0} \int_{\Omega} [fu - \sum_{i=1}^{N} g_i C_i(u)] dx + \lambda \rho(u), u \in L, \quad (16)
\]

where \( g_i \) is the Lagrange multiplier associated with \( C_i(u) \geq 0 \).

We can use alternating direction method to solve (16). For given initialization \( u^0 \) and \( g_i^0 \), we use projection gradient ascent method to update \( g_i \), i.e.

\[
g_i^{t+1} = \text{Proj}^+(\tilde{g}_i^t) = \max\{0, \tilde{g}_i^t\} \quad (17)
\]

with \( \tilde{g}_i^t = g_i^t - \tau C_i(u^t) \) for \( i = 1, 2, \ldots, n \), where \( \tau > 0 \) is the step size.

For the update of \( u \), we linearize the last two terms at \( u^k \) in (16) to approximate the objective functional, i.e.

\[
u^t+1 = \arg \min_{u \in \{0, 1\}} \int_{\Omega} F(x; u^t, g_i^t) u dx, u \in L, \quad (18)
\]

where

\[
F^k(u^t, g_i^t) = \sum_{i=1}^{n} [0.5g_i^k - b_i * (u^t + g_i^t u^t)] + f + \lambda G \rho * (1 - 2u^t). \quad (19)
\]
Therefore, the solution \( u^{t+1} \) is given by the following explicit formula:

\[
u^{t+1}(x) = \text{Proj}_L(\tilde{u}^t) = \begin{cases} 
1 & x \in R_{bg}, \\
0 & x \in R_{ob}, \\
\tilde{u}^t & \text{otherwise},
\end{cases}
\]  

(20)

where

\[
\tilde{u}^t(x) = \begin{cases} 
1 & F(x; u^t, g^t_i) \leq 0, \\
0 & F(x; u^t, g^t_i) > 0.
\end{cases}
\]  

(21)

Finally, the algorithm for (16) is summarized as Algorithm 1.

Algorithm 1

* Initialize: \( u^0, g^0_i, t = 0 \), and maximum number \( T > 0 \)
* While \( t < T \) and termination criterion on \( u \) false
  * Update \( u^{t+1} \) using (20);
  * Update \( g^{t+1}_i \) using (17);
  * \( t = t + 1; \)
* End(while)

3.1 Initialization

We adopt the following method to initialize \( u \) and region force \( f \). We use the convex hull of the subscribed labels \( R_{ob} \), denoted by \( D = CH(R_{ob}) \), as the initial foreground, and the indicator function of \( D = CH(R_{ob}) \) as the initialization of \( u \).

As for the estimate of the region force term, we use the following method to fit the distributions \( G_0 \) and \( G_1 \) in (13) and (14), and compute the region force using (12). According to initialization of foreground, the distribution \( G_0 \) is fitted using \( I(x) \) for \( x \in D = CH(R_{ob}) \). In order to obtain a more accurate initialization of \( G_1 \), we use \( I(x) \) on \( D_{c,s} \) to estimate it, where

\[
D_{c,s} = \{ x \in \Omega \mid \min_{y \in D} \| x - y \|_2 > s \},
\]  

(22)

where \( s > 0 \) is a parameter.

3.2 Numerical details

For a given \( M \times N \) digital image \( I \), we just view it as a discrete image defined on \( \Omega = [0, M-1] \times [0, N-1] \) with mesh size \( h = 1 \). One detail deserving our attention is the convolution operation \( b_r \ast u \) in discrete implementation. Let \( D^t = \{ x \mid u^t(x) = 0 \} \) be the estimated foreground corresponding to the current binary function \( u^t \). In order to compute the convolution \( b_r \ast u^t \) accurately, we set \( u^t = 0.5 \) on \( \partial D^t \), which is extracted by the matlab function \textit{bwperim} in the implementation.

In order to improve the stability of the algorithm, several techniques will be used. Firstly, we replace the constraint \( u(x) = 0 \) for all \( x \in R_{ob} \) to \( u(x) = 0 \) for all \( x \in CH(R_{ob}) \), and require \( u(x) = 1 \) for \( x \in R_{bg} \setminus CH(R_{ob}) \) if \( R_{bg} \cap CH(R_{ob}) \neq \emptyset \). Secondly, the update of \( u^{t+1} \) is constrained on a narrow band of the current estimated boundary

\[
S(u^t) = \{ x \mid | b_{r_0} \ast u^t - u^t | \geq \rho \},
\]  

(23)
where \( \rho > 0 \) is an user-specified parameter. In addition, a proximal term \( \frac{\theta}{2} \| u - u^t \| \) is added into the objective functional for the update of \( u \).

Using the binary constraint on \( u^{t+1} \), (21) is improved as

\[
\tilde{u}^t(x) = \begin{cases} 1 & F(x; u^t, g^t) + \theta(0.5 - u^t) \leq 0, \\ 0 & F(x; u^t, g^t) + \theta(0.5 - u^t) > 0. \end{cases}
\] (24)

Therefore, the update for \( u \) can be modified as

\[
u^{t+1}(x) = \begin{cases} \text{Proj}_L(\tilde{u}^t)(x) & x \in S(u^t), \\ u^t(x) & \text{otherwise}, \end{cases}
\] (25)

where \( \tilde{u}^t \) is as in (21) and

\[
\text{Proj}_L(\tilde{u}^t) = \begin{cases} 1 & x \in R_{bg} \setminus CH(R_{ob}), \\ 0 & x \in CH(R_{ob}), \\ \tilde{u}^t & \text{otherwise}. \end{cases}
\] (26)

In addition, we terminate the iteration when the relative variation between two iterations is less than a tolerance. Let \( v_1, v_2 \) be two binary functions. The relative variation of \( v_2 \) with respect to \( v_1 \) is defined as by

\[
R(v_1, v_2) = \frac{\int_{\Omega} |v_2 - v_1| \, dx}{\int_{\Omega} v_1 \, dx}.
\] (27)

In order to avoid early termination inappropriately, we compute the relative variation every 300 iterations, i.e. \( R(u^t, u^{t-300}) \). In addition, the region force term is updated in the iterative procedure only when it is needed. In this paper, we update \( f \) using the current estimate foreground \( \{x | u^t = 0 \} \) and background \( \{x | u^t(x) = 1 \} \) every 50 iterations.

According to implementation details above, we can summarize the algorithm for the proposed method as Algorithm 2.

**Algorithm 2** Algorithm for the proposed model

1. Input: The concerned image and subscribed labels \( R_{bg} \) and \( R_{ob} \);
2. Initialization: \( u^0 \) and the region force term \( f \);
3. Set: \( R_v > \epsilon, t = 0 \), maximum iteration number \( T > 0 \) and tolerance \( \epsilon > 0 \), and \( g^0_i \in \mathbb{R}^{M \times N} \), \( i = 1, 2, \cdots, n \).
4. While \( t < T \) & \( R_v > \epsilon \)
   5. Determine narrow band \( S(u^t) \) by (23);
   6. Update \( u^{t+1} \) using (25);
   7. Update \( g^{t+1}_i \) using (17) for \( i = 1, 2, \cdots, n \);
   8. \( t = t + 1 \);
   9. Update \( f \) using current estimate if \( mod(t, 50) = 0 \);
10. Compute \( R_v = (u^t, u^{t-300}) \) if \( mod(t, 300) = 0 \);
11. End(while)

We can see that the main operations in Algorithm 2 are convolutions, which are \( b_i * u \) for convexity constraint and narrow band determination and \( G_x * u^t \) for boundary measure approximation. It is well-known that the convolution operation can be implemented by FFT efficiently. Therefore, the proposed algorithm is very cheap and efficient.
4 Experiments

In this section, we will present some numerical results to show the efficiency and effectiveness of the proposed method and algorithm. A lot of experiments were conducted on various images, and the results show the effectiveness of the proposed method in preserving the convexity of shapes. Here we only demonstrate some of them.

In the implementation, some parameters are kept the same for all the experiments for simplicity. We set $w_0 = w_1 = 0.5$ and $\lambda = 0.1$ in the model (11). As for the boundary length approximation term, we use $5 \times 5$ Gaussian kernel with variance 0.5 generated by matlab built-in function $f special$. The integer $N_0$ (resp. $N_1$) of the Gaussian distributions for foreground (resp. background) is set to 2 (resp. 3), and $\gamma_0, \gamma_1$ are set to 1. The parameter $s$ in (22) and $\rho$ in (23) are set to 5 and 2, respectively. The proximal parameter $\theta$ in (24) equals to 1 in the implementation. The step size for dual variable $g_i$ update is set to 1. In numerical implementation we choose $n = 4$ and $r_i = 4 + 5(s - 1)$ for $s = 1, 2, 3, 4$ for the convexity constraint $C_i(u) \geq 0$ if they are not specified. As for radial functions, we just choose $b_{r_i}$ as the uniform function on the discs $B_{r_i}$, i.e. $b_{r_i}(x) = 1/\pi r_i^2$, which is generated by the matlab built-in function $f special$. The radius $r_0$ for the narrow band determination is set to 3. The relative variation tolerance $\epsilon$ and the maximum iteration number are set to 0.001 and 5000.

4.1 Result comparison

Some experimental results are presented in figures 2, 3 and 4 to compare the proposed method with the method in [7]. For the method [7], we use $11 \times 11$ stencil and penalty parameter equaling to 2.

Some of the testing images and results of the method [7] are downloaded from website [http://vision.csd.uwo.ca/code/](http://vision.csd.uwo.ca/code/) In order to compare the results, the segmentation objects are extracted (see figure 2) or the segmentation object boundaries are drawn (see figure 3). Besides the images (the top four (resp. two) images in figure 2) (resp. figure 3) downloaded from the website, some more experiments on other images conducted to compare the proposed method and the method [7].

We can see that the proposed method is superior to the method [7] by comparing the results in figure 2. Although the method [7] can extract the main parts of the concerned objects, the proposed method can extract the objects more completely and accurately, e.g. the apple, the lotus leaf and the tomato. Taking the third image in figure 2 as an example, we can see that two corners of the object are smeared by the method [7], while the result by the proposed method is more complete and accurate. For the results in figure 3 we can see that the proposed method can touch the object boundary precisely and accurately, while the method [7] fails to capture the object boundary accurately. For example, the result of the first image in figure 3 there are only few points of the extracted boundary reach the concerned objects’ boundary.

In addition, the method [7] usually needs more pre-labeled pixels than the proposed method. When we do not have enough pre-labeled pixels, the results by [7] are often very poor. The last two images in figure 2 are examples. The method [7] fails to get meaningful results with fewer labels (see figure 4). Therefore, a lot of pre-given labels are needed for the images (the tomato and apple images in figure 2 and the mushroom image in 3) to obtain a meaningful segmentation for the method [7], although the proposed method does not need.

4.2 Sensitivity to the radius

Some experiments with different radial functions were conducted to investigate the robustness of the proposed method. The results are presented in figure 5. The radius of the radial functions for the images from
Figure 2: Comparison: Input images with pre-labeled pixels (left), results by the method in [7] (middle) and by the proposed method (right).
Figure 3: Comparison: Input images with pre-labeled pixels (left), results by the method in [7] (middle) and by the proposed method (right).

Figure 4: Comparison: results with fewer pre-given labels.
left to right in figure 5 are \([4, 10, 14, 20], [5, 10, 15, 24]\) and \([6, 9, 16, 30]\), respectively. By comparing the results with different \(r_i\)'s, we can safely draw a conclusion that the proposed method is robust to the choices of the \(r_i\)s.

Our experiments also show that the results will suffer from zigzag boundaries possibly if all the radius of the radial functions are too large. On the other hand, the segmentation results will have nonconvex boundary with small absolute curvature if all the radius of the radial functions are too small. Therefore, one only needs to use about four radial functions with radius between 4 to 30 to save computational cost for real applications.

5 Conclusion and future work

This paper, we present a novel binary representation for convex shapes. It uses an inequality constraint on the indicator function. This representation has two advantages. Firstly, it is a very general method which is independent of the dimension of the shape. Secondly, the corresponding model with the proposed convexity constraint is very simple and easy to solve.

In the future, we will continue the research on this topic, such as convexity representation methods, algorithms, and applications. Firstly, we will extend the proposed representation method for single convex object to the representation for multiple convex objects. Experiments on 3D image data is on the way.

Appendix

Proof of Theorem. It is well known that \(D\) is convex if and only if there is a hyper-plane \(S(x) = \{y | N(x) \cdot y = N(x) \cdot x\}\) such that \(D\) locates on one side of \(S(x)\) for all \(x \in \partial D\), where \(N(x)\) is the normal vector of the hyper-plane. Without loss of generality, we assume

\[
D \subset S^-(x) = \{y | N(x) \cdot y \leq N(x) \cdot x\}.
\]

It is obvious that \(D \cap B_r(x) \subset S^-(x) \cap B_r(x)\) for \(x \in \partial D\). Therefore, \(D\) is convex if and only if

\[
A(D \cap B_r(x)) \leq A(B_r(x) \cap S^-(x)) = \frac{1}{2} A(B_r(x)), x \text{ on } \partial D,
\]

which is equivalent to \(A(D^c \cap B_r(x)) \geq \frac{1}{2} A(B_r(x))\).

Proof of Corollary. We firstly prove the relation in (4). According to the assumptions of \(b_r\), it is obvious that

\[
\int_{B_r(x) \cap S^+(x)} b_r(y) dy = \frac{1}{2} \int_{B_r(x)} b_r(y) dy = \frac{1}{2}
\]

for \(x \in \partial D\), where \(S^+(x) = \{y | N(x) \cdot y \geq N(x) \cdot x\}\). Thus we can obtain easily

\[
\int_{B_r(x) \cap D^c} b_r(y-x) dy \geq \int_{B_r(x) \cap S^+} b_r(y-x) dy = \frac{1}{2}
\]

for \(x \in D^c\), the relation (4) is true obviously.

Therefore, the inequality in (3) is true for \(x \in D\) since \(u(x) = 1\) by (4). For \(x \in D^c\), the inequality is also true obviously because \(u(x) = 0\).
Figure 5: Sensitivity to radius of the radial functions.
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