On Zero Error Capacity of Nearest Neighbor Error Channels with Multilevel Alphabet

Takafumi Nakano and Tadashi Wadayama

Nagoya Institute of Technology
email: wadayama@nitech.ac.jp

Abstract

This paper studies the zero error capacity of the Nearest Neighbor Error (NNE) channels with a multilevel alphabet. In the NNE channels, a transmitted symbol is a d-tuple of elements in \{0, 1, 2, \ldots, n-1\}. It is assumed that only one element error to a nearest neighbor element in a transmitted symbol can occur. The NNE channels can be considered as a special type of limited magnitude error channels, and it is closely related to error models for flash memories. In this paper, we derive a lower bound of the zero error capacity of the NNE channels based on a result of the perfect Lee codes. An upper bound of the zero error capacity of the NNE channels is also derived from a feasible solution of a linear programming problem defined based on the confusion graphs of the NNE channels. As a result, a concise formula of the zero error capacity is obtained using the lower and upper bounds.

I. INTRODUCTION

In [1], Shannon defined the zero error capacity of a memoryless channel with finite input and output alphabets by the supremum of achievable rates of codes which have no decoding error. There are several reasons to study the zero error capacity [3]. Firstly, the zero error capacity indicates the supremum of the achievable rates at which no errors can be tolerated and it thus indicates one of fundamental properties of the channel. Secondly, the zero error capacity suggests a property of codes with extremely low decoding error probability on an environment which does not allow to lengthen the code length enough. Shannon proposed the zero error capacity and, in addition, showed the equivalence to the maximum independent set problem on an undirected graph called a confusion graph [1]. Exact evaluation of the zero error capacity of a channel is a challenging problem. No general solution that gives the exact value of the zero error capacity has been known. Therefore, there have been many studies for deriving upper and lower bounds of the zero error capacity on general channels.

For example, Shannon showed that the logarithm of the independence number of a given confusion graph is a lower bound of the zero error capacity of the corresponding channel [1]. He also presented an upper bound based on the logarithm of the optimal value of a Linear Programming (LP) problem. Unfortunately, this upper bound is not so tight for many problems in general. For example, this LP upper bound is larger than the zero error capacity of the channel corresponding to the cycle graph with 5-edges, i.e., the pentagon graph. This means the LP upper bound is useless to determine the exact value of the zero error capacity of the pentagon graph.

Lovász showed a tighter upper bound than the LP upper bound [2]. The value of this upper bound is called the Lovász number, which can be computed by solving a semi-definite programming problem. It is well known that the Lovász number is equal to the value of the trivial lower bound in the case of the pentagon graph, i.e., this means that the Lovász number is equal to the exact value of the zero error capacity. However, the zero error capacity of the cycle graph with 7-edges remains to be open. It is known that, if a confusion graph is a perfect graph, the upper and lower bounds shown by Shannon coincide with each other. Therefore, the zero error capacity of the channel corresponding to a perfect graph can be exactly evaluated [2].

In the NNE channels, a transmitted symbol is a d-tuple of elements in \{0, 1, 2, \ldots, n-1\}. It is assumed that only one element error to a nearest neighbor element in a transmitted symbol can occur.

Figure 1a presents the channel transition graph of the NNE channel in which a transmitted symbol is a (d = 2)-tuple of elements in \{0, 1, 2\}, i.e., n = 3. For example, from the adjacency relations of the symbols shown in Fig. 1b the symbol (0, 0) can be erroneously received as (0, 1) or (1, 0), which are the nearest neighbors of (0, 0).

The NNE channels can be considered as a special type of limited magnitude error channels [8], [10] and it is closely related to error models for flash memories. When d = 1, the confusion graphs of the NNE channels are
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perfect graphs. Therefore the zero error capacity can be exactly evaluated in such cases. However, if \( d \geq 2 \), the zero error capacity of these channels has been unknown.

![Channel transition graph of the NNE channel](image1)

![Adjacency relation graph of the symbols](image2)

Fig. 1: An example of NNE channel. In this channel, a transmitted symbol is a \((d = 2)\)-tuple of elements in \( \{0, 1, 2\} \), i.e., \( n = 3 \). Black arrows in (b) represent possible symbol transitions.

In this paper, we will derive a lower bound of the zero error capacity of the NNE channels based on a result of the perfect Lee codes. Furthermore, an upper bound of the zero error capacity will be derived from a feasible solution of an LP problem defined based on the confusion graph.

The outline of this paper is as follows. In Section 2, we will introduce some definitions and basic results on the zero error capacity and Lee codes which are used in this paper. In Section 3, the NNE channel will be defined. Afterwards, we will show upper and lower bounds on the zero error capacity of the NNE channels. Finally, a concise expression for the zero error capacity will be shown.

II. PRELIMINARIES

In this section, we introduce several definitions and notation to be used in this paper.

A. Confusion graph

A Discrete Memoryless Channel (DMC) \( W : \mathcal{X} \rightarrow \mathcal{Y} \) is defined by the condition probability \( W(y|x) \) that is the probability of receiving \( y \in \mathcal{Y} \) when \( x \in \mathcal{X} \) is sent over \( W \). The symbols \( \mathcal{X} \) and \( \mathcal{Y} \) represent the finite input and output alphabets, respectively.

The confusion graph of the channel \( W \) is defined as follows.

**Definition 1.** Let \( W : \mathcal{X} \rightarrow \mathcal{Y} \) be a DMC. The undirected graph \( G_W = (V, E) \) is defined by

\[
V = \mathcal{X},
E = \left\{ \{x_1, x_2\} \mid x_1, x_2 \in \mathcal{X}, \begin{array}{l}
    x_1 \neq x_2, \\
    \sum_{y \in \mathcal{Y}} W(y|x_1)W(y|x_2) \neq 0
\end{array} \right\}.
\]

The graph \( G_W \) is called the confusion graph of \( W \).

Figure 2 shows the confusion graph of the channel shown in Fig. 1a.

The strong product is used in the definition of the zero error capacity. The definition of the strong graph product is given as follows.

**Definition 2.** Let \( G = (V_G, E_G) \) and \( H = (V_H, E_H) \) be undirected graphs. Their strong product \( G \boxtimes H = (V, E) \) is defined as

\[
V = V_G \times V_H,
E = \left\{ \begin{array}{l}
    \{(x_1, y_1), (x_2, y_2) \} \mid (x_1, y_1), (x_2, y_2) \in V, \\
    (x_1, y_1) \neq (x_2, y_2), \\
    (x_1 = x_2) \lor (\{x_1, x_2\} \in E_G), \\
    (y_1 = y_2) \lor (\{y_1, y_2\} \in E_H)
\end{array} \right\}.
\]
The $n$-times power of $G$ is denoted by

$$G^n = G \boxtimes \cdots \boxtimes G,$$

\(n\) times.

### B. Zero-error capacity

We denote the independence number of an undirected graph $G$ by $\alpha(G)$. The independence number is the size of the maximum independent set. Shannon defined the zero error capacity of the discrete memoryless channel $W$ as follows.

**Definition 3.** Let $W : \mathcal{X} \to \mathcal{Y}$ be a DMC. The zero error capacity $\Gamma(W)$ is defined by

$$\Gamma(W) = \lim_{n \to \infty} \frac{\log_2 \alpha(G_W^n)}{n}.$$

It is straightforward to show that the zero error capacity can be written as

$$\Gamma(W) = \log_2 \Theta(G_W),$$

where the capacity of the confusion graph $\Theta(G_W)$ is defined by

$$\Theta(G) = \lim_{n \to \infty} \sqrt[n]{\alpha(G^n)}.$$

From the above definitions, $\alpha(G)$ is clearly a lower bound on the capacity of $G$. In this paper, we refer to this lower bound as the Shannon’s lower bound.

The following theorem is known as an upper bound on the capacity of a graph

**Theorem 4.** [1] [2] Let $\mathcal{C}(G)$ be the set of all the cliques in $G$ where $G = (V, E)$ is a given undirected graph. Consider the following LP problem:

\begin{equation}
\begin{array}{ll}
\text{Minimize} & \sum_{C \in \mathcal{C}(G)} q(C) \\
\text{subject to} & \forall v \in V, \sum_{C \in \mathcal{C}(G), C \ni v} q(C) \geq 1 \\
& \forall C \in \mathcal{C}(G), q(C) \geq 0,
\end{array}
\end{equation}

where $q(C)$ is a real-valued variable corresponding to the clique $C \in \mathcal{C}(G)$. The optimal value $\alpha^*(G)$ of the above LP problem is an upper bound on the capacity of $G$.

In this paper, we call this bound the LP upper bound.

### C. Perfect Lee codes

We introduce definitions of the Lee distance and the Lee codes in this subsection according to [4], [6]. In the following sections, the residue class ring modulo $q$ is denoted by $\mathbb{Z}_q$, and the coset including integer $a$ is denoted by $[a]_q$.

In order to define the Lee distance over $\mathbb{Z}_q$, we need to prepare the two basic functions regarding the Lee distance.
Definition 5. The function $\psi_q : \mathbb{Z}_q \to \mathbb{Z}$ is defined as $\psi_q(a) = b$, where $b$ is the minimum positive integer as $[b]_q = a$.

Definition 6. Let $x$ be an element in $\mathbb{Z}_q$. The absolute value $|x|$ on $\mathbb{Z}_q$ is defined as

$$|x| = \min(\psi_q(x), q - \psi_q(x)).$$

Based on the definition of the absolute value on $\mathbb{Z}_q$, the Lee distance is defined as follows.

Definition 7. The distance function $\rho : \mathbb{Z}_q^d \times \mathbb{Z}_q^d \to \mathbb{Z}^+$ is given by

$$\rho(u, v) = \sum_{i=1}^d |u_i - v_i|,$$

where $u = (u_1, \ldots, u_d)$, $v = (v_1, \ldots, v_d)$. The distance defined by $\rho$ is called the Lee distance.

We further introduce some definitions in order to define the perfect Lee codes.

Definition 8. Assume that $x \in \mathbb{Z}_q^d$ and $r \in \mathbb{Z}^+$ are given. The Lee sphere $S_L(x, r)$ is defined by

$$S_L(x, r) = \left\{ y \in \mathbb{Z}_q^d \mid \rho(x, y) \leq r \right\}.$$

Definition 9. Let $C$ be a subset of $\mathbb{Z}_q^d$. If

$$S_L(x, e) \cap S_L(y, e) = \emptyset$$

holds for any $x, y \in C$ ($x \neq y$), then $C$ is said to be an $e$-Lee error correcting code.

The perfect Lee code is one of the important tools for the proof of our main results.

Definition 10. Let $C$ be an $e$-Lee error correcting code of length $d$. If

$$\bigcup_{x \in C} S_L(x, e) = \mathbb{Z}_q^d$$

holds, then $C$ is called a perfect Lee code, which is denoted by $\text{PL}(d, e, q)$.

For given $d, q \in \mathbb{Z}^+$, it is clear that $\text{PL}(d, 1, q)$ has $q^d/(2d + 1)$ codewords. The following theorem proved by Albdaiwi et al. [5] states the condition on $d$ and $q$ that guarantees the existence of $\text{PL}(d, 1, q)$.

Theorem 11. [5] For a given $d \in \mathbb{Z}^+$, assume that the prime factors of $2d + 1$ are $p_1, p_2, \ldots, p_k$. A perfect Lee code $\text{PL}(d, 1, q)$ exists if and only if $(\prod_{i=1}^k p_i)|q$.

From Theorem 11, we immediately have the following corollary.

Corollary 12. A perfect Lee code $\text{PL}(d, 1, k(2d + 1))$ exists for any $d, k \in \mathbb{Z}^+$.

As an example, Fig. 3 shows a perfect Lee code $C$ of length $d = 2$ over $\mathbb{Z}_5$. The code $C$ has 5-codewords such as $C = \{ (\overline{0}, \overline{0}), (\overline{1}, \overline{3}), (\overline{2}, \overline{1}), (\overline{3}, \overline{4}), (\overline{4}, \overline{2}) \}$ where $\overline{0}, \ldots, \overline{4}$ represent the cosets $[0]_5, \ldots, [4]_5$. In this case, $C$ is a perfect Lee code $\text{PL}(2, 1, 5)$.

III. UPPER AND LOWER BOUNDS ON ZERO ERROR CAPACITY OF NNE CHANNEL

In this section, we firstly define the NNE channel model. Afterward, upper and lower bounds of the capacity of these channels are derived.
Fig. 3: An example of PL(2, 1, 5). Black circles are the codewords of the perfect Lee code $C$. The crisscross shaped polygons represent Lee spheres with radius 1 around the codewords.

A. NNE channel

The $L_1$ distance is defined as usual way.

**Definition 13.** The $L_1$ distance function $D_{L_1} : \mathbb{Z}^d \times \mathbb{Z}^d \to \mathbb{Z}^+$ is defined as

$$D_{L_1}(u, v) = \sum_{i=1}^{d} |u_i - v_i|,$$

where $d \in \mathbb{Z}^+$ and $u = (u_1, \ldots, u_d)$, $v = (v_1, \ldots, v_d)$.

The NNE channel model is defined as follows.

**Definition 14.** Let $W : [0, n-1]^d \to [0, n-1]^d$ be a DMC. If

$$D_{L_1}(x, y) \leq 1 \iff W(y|x) \neq 0$$

holds for any $x, y \in [0, n-1]^d$, then $W$ is said to be the $d$-dimensional NNE channel with the $n$-level alphabet abbreviated as the $(d, n)$-NNE channel.

From this definition, the channel shown in Fig. 3 should be denoted by the $(d = 2, n = 3)$-NNE channel.

The confusion graph of the $(d, n)$-NNE channel, called the NNE graph, is unique because of the definition of the confusion graphs and the definition of the $(d, n)$-NNE channel.

B. Lower bound on zero error capacity

In this subsection, we show a lower bound on the capacity of the NNE graphs. The following lemmas are required for the proof of the lower bound.

**Lemma 15.** Let $G_W = (V, E)$ be the NNE graph of $W$. The inequality $D_{L_1}(x_1, x_2) \leq 2$ holds if and only if $\{x_1, x_2\} \in E$ where $x_1, x_2 \in V$.

*Proof:* From the definition of the NNE channels, when $x \in [0, n-1]^d$ is transmitted, the receiver side receives a symbol contained in

$$S_{L_1}(x) = \left\{ y \in [0, n-1]^d \mid D_{L_1}(x, y) \leq 1 \right\}.$$

From the definition of confusion graphs,

$$\sum_{y \in [0, n-1]^d} W(y|x_1) W(y|x_2) \neq 0 \iff \{x_1, x_2\} \in E$$

holds for any $x_1, x_2 \in [0, n-1]^d$ ($x_1 \neq x_2$). Therefore, we have

$$S_{L_1}(x_1) \cap S_{L_1}(x_2) \neq \emptyset \iff \{x_1, x_2\} \in E. \quad (2)$$
The intersection $S_{L_1}(x_1) \cap S_{L_1}(x_2)$ can be written by

$$S_{L_1}(x_1) \cap S_{L_1}(x_2) = \left\{ y \in [0, n-1]^d \mid D_{L_1}(x_1, y) \leq 1, D_{L_1}(x_2, y) \leq 1 \right\}.$$

Therefore, we obtain

$$S_{L_1}(x_1) \cap S_{L_1}(x_2) \neq \emptyset \iff D_{L_1}(x_1, x_2) \leq 2. \quad (3)$$

From (2), (3), we obtain

$$D_{L_1}(x_1, x_2) \leq 2 \iff \{x_1, x_2\} \in E.$$

The following lemma shows the relation between a distance over $\mathbb{Z}$ and a distance over $\mathbb{Z}_q$.

**Lemma 16.** For any $u$ and $v$ in $\mathbb{Z}_q$,

$$|u - v| \leq |\psi_q(u) - \psi_q(v)|$$

holds.

**Proof:** For any $u$ and $v$ in $\mathbb{Z}_q$, we have

$$\psi_q(u - v) = \begin{cases} \psi_q(u) - \psi_q(v), & \text{if } u \geq v, \\ q - (\psi_q(u) - \psi_q(v)), & \text{otherwise}. \end{cases}$$

Therefore, if $u \geq v$, then

$$|u - v| = \min(\psi_q(u - v), q - \psi_q(u - v)) = \min(\psi_q(u) - \psi_q(v), q - (\psi_q(u) - \psi_q(v)))$$

holds. On the other hand, if $u < v$, then we get

$$|u - v| = \min(\psi_q(u - v), q - \psi_q(u - v)) = \min(q - (\psi_q(u) - \psi_q(v)), \psi_q(v) - \psi_q(u)).$$

The next lemma will play a key role in the proof of the lower bound.

**Lemma 17.** There exists a subset $V$ in $[0, n-1]^d$ satisfying the following two conditions:

$$|V| \geq \left\lceil \frac{n^d}{2d + 1} \right\rceil$$

and

$$D_{L_1}(u, v) \geq 3$$

for any $u, v \in V$ ($u \neq v$).

**Proof:** Let $C$ be a perfect Lee code $PL(d, 1, q)$ where $q (n \leq q)$ is a multiple of $2d + 1$. The existence of such a perfect Lee code $C$ is guaranteed by Corollary 12. Let $U : \mathbb{Z}_q^d \to 2^{\mathbb{Z}_q^d}$ be the set defined as

$$U(x) = \left\{ u \in C \mid i \in [1, d], u_i \in \{ x_i + [j]_q \mid j \in [0, n-1] \} \right\},$$

where $u = (u_1, \ldots, u_d)$, $x = (x_1, \ldots, x_d)$. From the definition of $U(x)$, it is clear that the identity

$$\sum_{x \in \mathbb{Z}_q^d} \mathbb{I}[c \in U(x)] = n^d$$

holds for all $c \in C$. The function $\mathbb{I}[\text{condition}]$ takes the value one if condition is true, otherwise it takes the value zero. From the above identity, we immediately have

$$\sum_{x \in \mathbb{Z}_q^d} |U(x)| = \sum_{x \in \mathbb{Z}_q^d} \sum_{c \in C} \mathbb{I}[c \in U(x)] = n^d |C|.$$  \quad (4)
The inequalities (7) and (8) imply the claim of this lemma.

\[
\frac{n^d}{2d+1} = \sum_{x \in \mathbb{Z}_q^d} |U(x)|, \tag{5}
\]

because \( C \) is \( \text{PL}(d, 1, q) \). We now assume that

\[
|U(x)| \leq \left\lfloor \frac{n^d}{2d+1} \right\rfloor - 1 \tag{6}
\]

holds for any \( x \in \mathbb{Z}_q^d \). By applying this assumption to (5), we get the inequalities

\[
\frac{n^d}{2d+1} \leq q^d \left( \left\lfloor \frac{n^d}{2d+1} \right\rfloor - 1 \right) < q^d \left( \frac{n^d}{2d+1} \right).
\]

This inequality contradicts the assumption (6). Therefore, it can be concluded that there exists \( x \in \mathbb{Z}_q^d \) which satisfies

\[
|U(x)| > \left\lfloor \frac{n^d}{2d+1} \right\rfloor - 1. \tag{7}
\]

The function \( f : U(x) \rightarrow [0, n-1]^d \) is defined as

\[
f(u) = (\psi_q(u_1 - x_1), \ldots, \psi_q(u_d - x_d)),
\]

where \( u = (u_1, \ldots, u_d) \). Finally, \( V \subset [0, n-1]^d \) is defined by

\[
V = \{ f(u) \mid u \in U(x) \}.
\]

Since \( f \) is a one-to-one function, we have \( |U(x)| = |V| \). For any \( u = (u_1, \ldots, u_d), v = (v_1, \ldots, v_d) \in U(x) \) and \( i \in [1, d] \), the following inequality

\[
|u_i - v_i| \leq |\psi_q(u_i - x_i) - \psi_q(v_i - x_i)|
\]

holds due to Lemma 16. This inequality directly leads to

\[
\sum_{i=1}^d |u_i - v_i| \leq \sum_{i=1}^d |\psi_q(u_i - x_i) - \psi_q(v_i - x_i)|.
\]

The definitions of distance function \( \rho, D_L, \) can transform this inequality to

\[
\rho(u, v) \leq D_L(f(u), f(v)). \tag{8}
\]

The inequalities (7) and (8) imply the claim of this lemma.

As an example of Lemma 17, Fig. 4 shows an instance of \( V \subset [0, 4]^2 \) satisfying the conditions. The cosets \([0], [1], [2], [3], [4] \) are denoted by \( \emptyset, \ldots, \mathcal{T}, \) respectively. The subset \( U((\mathcal{T}, \mathcal{T})) \) equals to \( \{(\mathcal{T}, \mathcal{T}), (\mathcal{T}, \mathcal{I}), (\mathcal{I}, \mathcal{T})\} \) shown in Fig. 4a. Therefore the subset \( V \) corresponding to \( U((\mathcal{T}, \mathcal{T})) \) equals to \( \{(0, 1), (2, 2)\} \) shown in Fig. 4b. This subset satisfies the conditions in Lemma 17.

From the above lemmas, we are ready to prove the following theorem stating a lower bound on the capacity of the NNE graphs. This theorem is our main contribution in this paper.

**Theorem 18.** Let \( G_W \) be the confusion graph of the \((d, n)\)-NNE channel \( W \). The inequality

\[
\left\lfloor \frac{n^d}{2d+1} \right\rfloor \leq \Theta(G_W) \tag{9}
\]

holds.

**Proof:** Let \( V \) be a subset of \([0, n-1]^d \) given by Lemma 17. From Lemma 15 any two vertices in \( V \) are not adjacent to each other in \( G_W \). That is, \( V \) is an independent set of \( G_W \). The size of \( V \) is \( \left\lfloor n^d/(2d+1) \right\rfloor \) and can be considered as a lower bound on \( \alpha(G_W) \). By using the Shannon’s lower bound, we have the inequality (9).
(a) Black circles in the gray area represent $U((\mathcal{I}, \mathcal{I})).$

(b) Black circles in the gray area represent $V$ corresponding to $U((\mathcal{I}, \mathcal{I})).$

Fig. 4: An example of $V \subset [0,4]^2$ satisfying the conditions in Lemma 17. Black circles are the codewords of the perfect Lee code $\text{PL}(2,1,5)$.

C. Upper bound on zero error capacity

In this subsection, we show an upper bound on the capacity of the NNE graphs by considering a certain feasible solution of the LP problem in Theorem 4. In order to obtain this solution, we introduce several definitions.

**Definition 19.** Let $G_W$ be the confusion graph of the $(d,n)$-NNE channel $W$. Let $\nu : \mathbb{Z}^d \rightarrow \mathbb{Z}$ be the function defined by

$$\nu(u) = \sum_{i=1}^{d} s(u_i), \quad s(x) = \begin{cases} 1, & \text{if } x \in \{0, n-1\}, \\ 0, & \text{otherwise}, \end{cases}$$

where $u = (u_1, \ldots, u_d)$. A vertex $x$ of $G_W$ is called an inner vertex if $\nu(x) = 0$ holds; otherwise $x$ is called an outer vertex.

**Definition 20.** Let $G_W$ be the confusion graph of the $(d,n)$-NNE channel $W$. Let $\gamma : [0, n-1]^d \rightarrow \mathcal{C}(G_W)$ be the function defined as

$$\gamma(x) = \left\{ y \in [0, n-1]^d : D_{L_1}(x, y) \leq 1 \right\}.$$

For any vertex $x$ in $[0, n-1]^d$, an adjacency clique $C$ in $\gamma(x)$ is called an inner adjacency clique if $x$ is an inner vertex; otherwise $C$ is called an outer adjacency clique.

We show an example of inner and outer vertices and an adjacency clique. On the confusion graph of the $(d = 2, n = 3)$-NNE channel shown in Fig. 2, the vertex $(1,1)$ is an inner vertex because $\nu((1,1)) = 0$. On the other hand, the vertices $(1,0), (0,0)$ are outer vertices because $\nu((1,0)), \nu((0,0))$ equal to 1, 2, respectively. Hence, the adjacency clique in $\gamma((0,0))$ is an outer adjacency clique and consists of the vertices $(0,0), (0,1), (1,0)$.

The following lemma states the existence of a certain feasible solution of the LP problem (1).

**Lemma 21.** Let $G_W$ be the confusion graph of the $(d,n)$-NNE channel $W$. Let $q : \mathcal{C}(G_W) \rightarrow \mathbb{R}$ be the function defined as

$$q(C) = \begin{cases} \frac{1}{2d+1}, & \text{if } C \text{ is an inner adjacency clique}, \\ 1, & \text{if } C \text{ is an outer adjacency clique}, \\ 0, & \text{otherwise}. \end{cases}$$

The function $q$ is a feasible solution of the LP problem (1).

**Proof:** For any outer vertex $x$, it is trivial that

$$\sum_{C \in \mathcal{C}(G), C \ni x} q(C) \geq 1$$

(10)
holds. Since the size of an inner adjacency clique is \(2d + 1\), the inequality (10) holds for any inner vertex as well. Therefore, the function \(q\) satisfies constraints of the LP problem (1).

From the above lemmas, we can prove the following theorem for an upper bound on the capacity of the NNE graphs.

**Theorem 22.** Let \(G_W\) be the confusion graph of the \((d, n)\)-NNE channel \(W\). The inequality

\[
\Theta(G_W) \leq \alpha'(G_W)
\]

holds where

\[
\alpha'(G_W) = (n - 2)^d \cdot \frac{1}{2d + 1} + (n^d - (n - 2)^d).
\]

**Proof:** Since the number of all the inner vertices in \(G_W\) is \((n - 2)^d\), the feasible solution in Lemma 21 provides the objective function value equal to \(\alpha'(G_W)\). The LP upper bound leads to the claim of the theorem.

**D. Expression of zero-error capacity with asymptotically vanishing term**

From Theorem 18 and Theorem 22, we can prove the following theorem stating a concise expression for the zero error capacity of the NNE channels.

**Theorem 23.** Let \(W\) be the \((d, n)\)-NNE channel. For any \(d \in \mathbb{Z}^+\), the zero error capacity \(\Gamma(W)\) can be written as

\[
\Gamma(W) = d \log_2 n + \log_2 \left( \frac{1}{2d + 1} + \mathcal{O}(n^{-1}) \right).
\]

**Proof:** Let \(G_W\) be a confusion graph of \(W\). From Theorem 18 the inequality (9) holds. This inequality can be rewritten as

\[
\frac{n^d}{2d + 1} \leq \Theta(G_W).
\]

From Theorem 22 the inequality \(\Theta(G_W) \leq \alpha'(G_W)\) holds. Therefore, \(\alpha'(G_W)\) can be transformed as follows:

\[
\alpha'(G_W) = \frac{(n - 2)^d}{2d + 1} + (n^d - (n - 2)^d)
\]

\[
= \frac{n^d}{2d + 1} + \frac{2d (n^d - (n - 2)^d)}{2d + 1}
\]

\[
= \frac{n^d}{2d + 1} - \frac{2d \left((-2)dn^{d-1} + \cdots + (-2)^d\right)}{2d + 1}.
\]

Since the inequality

\[
\frac{2d \left((-2)dn^{d-1} + \cdots + (-2)^d\right)}{2d + 1} < 0
\]

holds for any \(n, d \in \mathbb{Z}^+\), \(\alpha'(G_W)\) can be written as

\[
\alpha'(G_W) = \frac{n^d}{2d + 1} + \mathcal{O}(n^{d-1}).
\]

From (11) and (12), we thus have

\[
\Theta(G_W) = n^d \left( \frac{1}{2d + 1} + \mathcal{O}(n^{-1}) \right),
\]

and an expression for the zero error capacity:

\[
\Gamma(W) = d \log_2 n + \log_2 \left( \frac{1}{2d + 1} + \mathcal{O}(n^{-1}) \right)
\]

\[
= d \log_2 n + \log_2 \left( \frac{1}{2d + 1} + \mathcal{O}(n^{-1}) \right).
\]

The error term in the above expression vanishes at the asymptotic limit \(n \to \infty\).
IV. CONCLUSION

In this paper, we studied the zero error capacity of the NNE channels. We derived a lower bound of the capacity of the NNE graphs based on the idea that the zero error communication problem over the NNE channels can be regarded as a packing problem of $d$-dimensional polyominos. The perfect Lee codes play a crucial role for proving the existence of a dense packing. Moreover, we showed an upper bound of the capacity of the NNE graphs from a certain feasible solution of the LP problem given by Shannon. Finally, from these upper and lower bounds, we obtained a concise expression of the zero error capacity of the NNE channels with an asymptotically (i.e., $n \to \infty$) vanishing error term $O(n^{-1})$.
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