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Abstract—Person re-identification (re-id), the process of matching pedestrian images across different camera views, is an important task in visual surveillance. Substantial development of re-id has recently been observed, and the majority of existing models are largely dependent on color appearance and assume that pedestrians do not change their clothes across camera views. This limitation, however, can be an issue for re-id when tracking a person at different places and at different times. In this work, we call the person re-id under clothing change the “cross-clothes person re-id”. In particular, we consider the case when a person only changes his clothes moderately as a first attempt at solving this problem based on visible light images; that is, we assume that a person wears clothes of a similar thickness, and thus the shape of a person would not change significantly when the weather does not change substantially within a short period of time. We perform cross-clothes person re-id based on a contour sketch of person image to take advantage of the shape of the human body instead of color information for extracting features that are robust to moderate clothing change. To select/sample more reliable and discriminative curve patterns on a body contour sketch, we introduce a learning-based spatial polar transformation (SPT) layer in the deep neural network to transform contour sketch images for extracting reliable and discriminant convolutional neural network (CNN) features in a polar coordinate space. An angle-specific extractor (ASE) is applied in the following layers to extract more fine-grained discriminative angle-specific features. By varying the sampling range of the SPT, we develop a multistream network for aggregating multi-granularity features to better identify a person. Due to the lack of a large-scale dataset for cross-clothes person re-id, we contribute a new dataset that consists of 33698 images from 221 identities. Our experiments illustrate the challenges of cross-clothes person re-id and demonstrate the effectiveness of our proposed method.

Index Terms—person re-identification, clothing change

1 INTRODUCTION

Person re-identification (re-id) is the process of associating a single person who moves across disjoint camera views. Re-id is becoming more popular as intelligent video surveillance becomes increasingly important. The development of re-id ranges from extracting features [1], [2], [3], [4], [5] and distance metric learning [2], [6], [7], [8], [9], [10], [11], [12] to deep-learning-based methods [13], [14], [15], [16], [17], [18], [19], [20], [21]. These methods are designed mainly to overcome changes in viewing angle, background clutter, body pose, scale, and occlusion. The performance of re-id methods has recently improved rapidly by adopting deep features and by using metric learning methods, semantic attributes, and appearance models.

Existing state-of-the-art person re-id models assume that a person does not change his/her clothes when he/she appears in different camera views within a short period. However, a person could put on or take off some clothes (e.g., due to weather changes) at different places and at different times, or more critically, a criminal might try to hide himself/herself by randomly changing his/her appearance; thus, existing re-id systems and even humans face challenges when attempting to re-id such a person at a distance. In a real case that occurred in China, 1000 policemen watched nearly 300 TB (about 172800 hours for videos in 1920 × 1080 resolution, 25 fps, under the H.264 video compression standard) of surveillance videos in just two months to capture a serial killer who was very skillful at anti-tracking and often changed his clothes. However, the special body shape of the murderer, a unique characteristic, was one of the important cues that helped to finally trace him [22], [23], [24].

Unlike other variations, such as view change and lighting changes, in view-cross matching, clothing changes are essentially impossible to model. For example, as shown in Figure 1 (a), two people appearing in Camera C are wearing different clothes in Camera A. In such a case, color information is unreliable or even misleading. As shown in Figure 1 (b), a test result of Res-Net50 [25] on our collected dataset, which is introduced later, shows a sharp performance drop between the cases of a person wearing the same clothes and wearing different clothes. In this work, we call the process of person re-id under clothing change the “cross-clothes person re-id” problem.
We consider cross-clothes person re-id under moderate clothing changes as a first attempt at solving this problem based on visible light images without using other devices (such as depth sensors); that is, we assume that people wear clothes of a similar thickness and, thus, that the shape of a person would not change significantly when the weather does not change substantially within a short period of time. This assumption is empirically justified in Figure 1 (c), which shows that the shape of a person is very similar when he/she wears different clothes of similar thickness.

On the basis of the above assumption, we attempt to investigate the use of contour sketches to perform person re-id under clothing change. Compared to conventional person re-id, the intraclass variation can be large or unpredictable. In such a context, we argue that compared to color-based visual cues, the contour sketch provides reliable and effective visual cues for overcoming the discrepancy between images of the same person. However, the application of a contour sketch extractor for solving this problem is not straightforward. We find that the contour sketches of different human bodies look similar globally and, more importantly, not all the curve patterns on the contour sketch are discriminative. Therefore, we develop a learning-based spatial polar transformation (SPT) to automatically select/sample relatively invariant, reliable and discriminative local curve patterns. Additionally, we introduce an angle specific extractor (ASE) to model the interdependencies between the channels of the feature map for each angle stripe to explore the fine-grained angle-specific features. Finally, a multistream network is learned for an ensemble of features to extract multi-granularity (i.e. global coarse-grained and local fine-grained) features and to re-id a person when he/she dresses differently.

We contribute a new person re-id dataset named Person Re-id under moderate Clothing Change (PRCC) to study person re-id under clothing change. This dataset contains 33698 images from 221 people, captured by 3 cameras, as shown in Figure 1 (a). Each person wears the same clothes in Camera A and Camera B but different clothes in Camera C. Our experiments on the PRCC dataset illustrate the challenge of cross-clothes person re-identification, and we find that not only hand-crafted features but also popular deep-learning-based methods achieve unsatisfactory performance in this case. In comparison, we show that our proposed method achieves the highest accuracy for person re-id under clothing change.

The main contributions of this work are summarized as follows:

- We find that for person re-id under moderate clothing change, contour sketches are much more effective than the conventional person re-id methods based on color visual cues.
- We design a new deep contour-sketch-based network for overcoming person re-id under moderate clothing changes. Specifically, to quantify the contour sketch images effectively, we introduce SPT to select the relatively invariant and discriminative contour patterns and ASE to explore angle-specific fine-grained discriminant features.
- We contribute a new person re-id dataset with moderate clothing changes, namely, the PRCC dataset.

In our experiments, we not only quantitatively analyze the challenge of the clothing change problem by varying the degree of clothing change but also analyze the performance of person re-id when clothing changes are combined with other challenges.

2 Related Works

2.1 Person Re-identification

Reliable feature representation for each person image is anticipated due to various visual changes in person images across camera views. Representative descriptors, such as LBP [1], LOMO [2], HOG [3] and BoW [26], [27], are designed to extract texture and color features. To make the
extracted features more robust against cross-view changes, metric-learning-based re-id models, such as XQDA [2], KISSME [7], RDC [28], PCCA [29], LFDA [6], DNS [30], SCSP [31], and DVAML [32] have been developed to minimize the gap between visual features for cross-view matching. Deep learning models for person re-id [13], [14], [15], [16], [17], [18], [19], [33], [34], [35], [36], [37] have also been developed recently to combine feature learning and metric learning.

However, the above models rely substantially on color information, and in cross-clothes matching problems, color information is unreliable since the texture and color information of a person changes significantly under clothing change. Compared to color cues, the contour and shape are more consistent under (moderate) clothing change.

Depth-based re-id methods [38], [39], [40], [41], [42] have recently been proposed to overcome illumination and color changes. Depth-based methods can partially solve the clothing change problem for person re-id due to the captured 3D human shape; however, depth image capture requires an additional device that is not widely deployed.

We propose using contour sketch images generated from RGB images instead of raw RGB images as the input of a re-id model to address the moderate clothing change problem. Similar to depth-based methods, our contour-sketch-based method utilizes human shape information, but the difference is that our proposed method only requires estimation of the 2D shape of a human from an RGB image. While direct consideration of the contour sketch images using CNN is ineffective, we transform the sketch images using the proposed SPT and a multistream model for extracting selective multi-granularity reliable features.

We note that Lu et al. [43] proposed a cross-domain adversarial feature learning method for sketch re-id and contributed a sketch person re-id dataset. This work differs from ours notably. First, Lu et al. do not consider solving the clothing change problem in re-id, and they focus on cross-domain matching (i.e., using a sketch image to match the RGB image). Second, the sketch images are painted by professional sketch artists in [43], and some clothing information remains, whereas our contour sketch images for person re-id are generated by an edge detector from the RGB images, representing the human contour.

2.2 Research on Sketch Image Retrieval
Our work is related to existing sketch-based retrieval research [44], [45], [46]. These studies consider cross-modality search (i.e., using sketch images to retrieve the corresponding RGB images), which is different from our cross-clothes person re-id. Our study focuses on matching the contour sketch images of persons captured with different camera views. Thus, the models for sketch-based retrieval are not optimal for the cross-clothes person re-id problem studied in this paper.

2.3 Gait Recognition
The contour explored by our sketch method can be similarly explored by gait recognition methods to some extent [47], [48], [49], [50], [51], which is also clothing independent. However, these methods make a stringent assumption on the image sequences, that is, the sequences must include a complete gait cycle, making them difficult to apply in ordinary image-based person re-id scenarios. Our contour-sketch-based method focuses on extracting invariant local spatial cues from still images. By contrast, gait recognition focuses on temporal-spatial motion cues in video sequences, which cannot be applied to still images.

3 Approach
3.1 Problem Statement and Challenges
For person re-id, the target person may change clothes even in the short term. Commonly, in surveillance for security, criminal suspects disguise themselves by changing clothes and covering their faces with masks to prevent capture. Unreliable clothing and face information is a key challenge for security.
Clothing changes make the re-id task more challenging. As shown in Figure 2, the histograms of (a) are similar to that of (b) because the people in these images are wearing the same clothes. The histograms of image (c), from the same person wearing different clothes, are clearly different from those of image (a) and image (b). However, the histograms of image (c) are similar to the histograms of (d), which show another person wearing similar clothes. Since the histograms change considerably, this problem is difficult to be solved directly based on appearance information. To further illustrate the challenges, we trained a Res-Net50 [25] on our dataset.

Rectly based on appearance information. To further illustrate change considerably, this problem is difficult to be solved directly based on appearance information. To further illustrate the challenges, we trained a Res-Net50 [25] on our dataset.

To solve the aforementioned challenges, we design a learnable spatial polar transformation (SPT) to select discriminative curve patterns. We also develop an angle-specific extractor (ASE) to select robust and discriminative fine-grained features. Furthermore, by developing a multiple-stream framework, our proposed transformation can be extended to extract multi-granularity features. Finally, a cross-entropy loss and a triplet margin loss are adopted as the target functions of our multistream network, respectively. This formula is similar to the relation between Cartesian coordinates and the polar coordinates (i.e., Eq.(2)).

After generating the sampling grid, the next step is to perform sampling on the contour sketch image with interpolation. Let \( v_{i,j} \) be the pixel value of the transformed image; we can use a differentiable bilinear sampling kernel [54] to generate the transformed image, that is,

\[
v_{i,j} = \sum_{h} \sum_{w} u_{h,w} \times \left[ 1 - \left| x_{i,j} - w \right| \right]_+ \times \left[ 1 - \left| y_{i,j} - h \right| \right]_+,\]

where \([\cdot]_+\) means \(\max\{0,\cdot\}\), and \(u_{h,w}\) is the pixel value of the contour sketch image \(U \in \mathbb{R}^{H \times W}\). Figure 3 (b) presents an intuitive illustration of this transformation.

### 3.2.2 Learnable spatial polar transformation

Our aim is not only to perform a spatial transformation by uniform sampling and then use CNN; since different contour parts may contribute differently, we aim to learn a Spatial Polar Transformation (SPT), so that only a portion
of the contour parts are automatically selected/sampled for the spatial transformation. We use the neural network to automatically learn the sampled angle instead of fixing its value. In this way, we focus more attention on discriminative curve patterns. Therefore, the curve patterns are unlikely to be uniformly sampled (see the upper part of Figure 3 (c)) on the contour sketch image. By contrast, if the transformed image is sampled equally from different regions (i.e. the sampled angles) then, we can rewrite Eq.(1) as

\[ V = T(U; \theta) . \]  

In the deep neural network, we update the parameters by computing the back-propagation gradient and use SGD [55] or another algorithm to optimize the parameters with respect to the target function. If we use SGD to update \( \theta \) directly, then the sampled angles are updated without considering the range of the sampled angle and the order of the sampled angle (i.e., \( \theta_{i+1} \leq \theta_i \) in our polar coordinate) is disrupted. However, the order of the sampled angle retains the semantic structure of the human, which is important for modeling the contour. To maintain the sampled angle \( \theta_i \) within a specific range and the order of sampled angle, we parametrize \( \theta_i \) by

\[
\theta_i = f(z_i), \quad z_i = \frac{\sum_{k=0}^{i} |\lambda_k|}{\sum_{k=0}^{N} |\lambda_k|},
\]

where \( \lambda_k \) is the parameter of the SPT transformation. \( f \) is a linear function that is designed to map the intermediate variable \( z_i \) to a specific range of \( \theta_i \), and in this work, \( f \) has the following form:

\[
f(z_i) = (b - a) \times z_i + a.
\]

Hence, the sampled angles are computed by parameter \( \lambda_i \), so we can constrain \( \theta_i \) within a range from \( a \) to \( b \) by \( f \), and jointly consider the relation between sampled angles implicitly by mapping \( \lambda_k \) to \( z_i \). In this work, we initialize all \( \lambda_k \) as a constant number at the beginning, so the sampled angles are uniformly distributed initially; then update the \( \lambda_k \) to compute the \( \theta_i \) during training.

### 3.2.3 Learning \( \theta \)

During the backward propagation, the gradient of \( v_{i,j} \) with respect to \( x_{i,j}^{s} \) is

\[
\frac{\partial v_{i,j}}{\partial x_{i,j}^{s}} = \sum_{h}^H \sum_{w}^W u_{h,w} \max(0, 1 - |y_{i,j} - h|) \times g_{rad},
\]

\[
g_{rad} = \begin{cases} 
0, & |x_{i,j}^{s} - w| \geq 1, \\
1, & w \geq x_{i,j}^{s} \text{ and } x_{i,j}^{s} - w < 1, \\
-1, & w < x_{i,j}^{s} \text{ and } x_{i,j}^{s} - w < 1.
\end{cases}
\]

Therefore, we can compute the gradient of \( x_{i,j} \) with respect to \( \theta_i \) by

\[
\frac{\partial x_{i,j}^{s}}{\partial \theta_i} = -r_j \sin \theta_i,
\]

and similarly for \( \frac{\partial y_{i,j}^{s}}{\partial \theta_i} \). Since \( f \) is a linear function, the gradient of \( \theta_i \) w.r.t. \( z_i \) is easily obtained, and the gradient of \( \lambda_k \) about \( z_i \) is

\[
\frac{\partial z_i}{\partial \lambda_k} = \begin{cases} 
\frac{\sum_{c=0}^{n} |\lambda_c|}{\sum_{c=0}^{N} |\lambda_c|} & \text{if } \lambda_k > 0 \text{ and } k \leq i, \\
-\frac{\sum_{c=0}^{n} |\lambda_c|}{\sum_{c=0}^{N} |\lambda_c|} & \text{if } \lambda_k > 0 \text{ and } k > i, \\
0 & \text{otherwise.}
\end{cases}
\]

Therefore, we can update \( \theta_i \) by updating \( \lambda_k \). As shown in Figure 3 (c), if we fix \( \theta_i \) and initialize all \( \lambda_k \) equally, the transformed image is sampled equally from different regions of the contour sketch image. By contrast, if \( \theta_i \) is learnable, the transformed image will be sampled more from specific regions that include more identity information.

### 3.2.4 Insight understanding

This transformation can be viewed as unrolling the contour sketch image with respect to its center, i.e., unrolling the polar coordinate space of the contour sketch image. Each
Positive feature map into $B$ views. Specifically, as shown in Figure 4 (a), we split the features for robustness against clothing changes across camera views. We wish to further exploit fine-grained angle-specific features for re-identification (See Section 5.8).

3.3 Angle-Specific Extractor

Fig. 4. Our multistream model and the details of each component. (a) Our model is a multistream CNN with different SPT layers to transform the contour sketch images into different types. For each stream, we use the CNN backbone to extract the feature map for each image and divide the feature map into $B$ horizontal angle stripes equally; then we apply the average pooling for each angle stripe and build the unshared ASE components to select discriminative curve patterns by modeling the channel interdependencies. The inputs of our model are triplets, and we use cross-entropy loss and triplet margin loss as the loss function. Here, $x_a$, $x_p$, $x_n$ represent the features of the anchor, positive, and negative images, respectively. (b) The contour sketch images are transformed by three different spatial polar transformation (SPT) layers. (c) The detailed structure of angle-specific extractor (ASE).

In fact, by using SPT, when the convolutional layer is applied to the transformed image, the receptive field of the convolutional layer is sector-shaped or cone-shaped, instead of rectangular, with respect to the original image, as shown in Figure 3 (d).

Alternatively, we also have considered other schemes to select discriminative curve patterns, such as spatial attention [56], deformable convolution [57] and spatial transformation network [54]. Compared to these methods, our SPT selects/transforms the images to the same coordinate space. We also evaluate these methods in our experiments (see Section 5.2).

Note that although PTN [58] is also based on the polar transformation, it is very different from our SPT. SPT focuses on learning the sampled angles which facilitates learning multi-granularity features as shown later and sets the origin of the polar transformation located at the center of human contour sketch image; in comparison, PTN learns the origin of the polar transformation for each image. And thus PTN could learn different transformation origins and therefore could learn different transformation origins and therefore obtain different transformed images for different input images, even though they are from the same identity, which is not effective for the re-identification (See Section 5.8).

3.3 Angle-Specific Extractor

We wish to further exploit fine-grained angle-specific features for robustness against clothing changes across camera views. Specifically, as shown in Figure 4 (a), we split the feature map into $B$ angle stripes based on the corresponding range of angles in the transformed images, followed by an average pooling for each angle stripe. Then, the features of different angle stripes are fed into different CNN branches to learn refined and angle-specific features.

Since different channels of features in a CNN represent different patterns, that is, different channels contribute differently to recognition, we reweight the channel by modeling the interchannel dependencies. As the interchannel dependencies of different angle strips differ, we use unshared layers to model the dependencies for different angle stripes. Modeling the interdependencies in such a way is helpful to provide more attentions to relatively invariant curve patterns. These interchannel dependencies act as channel weights, which are used to reweight the feature map by the element-wise product to model the interdependency between channels of the feature map.

Specifically, as shown in Figure 4 (c), for the $j$-th $(j = 1, \ldots, B)$ branch, the interchannel dependency can be computed by a gating mechanism, including a fully connected layer with weight $W_j \in \mathbb{R}^{\frac{L}{r} \times L}$ for dimension reduction, a ReLU activation $\zeta$, a fully connected layer with weight $Q_j \in \mathbb{R}^{r \times L}$ for dimension incrementation and a sigmoid activation $\sigma$. Here, $L$ represents the number of input channels, and $r$ is the reduction ratio. Let $a_j \in \mathbb{R}^L$ be the input vector (i.e. the feature of each angle stripe after average pooling); then, the dependencies $d_j \in \mathbb{R}^L$ of the $j$-th branch can be computed by

$$d_j = \sigma \left( Q_j \zeta \left( W_j a_j \right) \right).$$

Since the channel weights extracted from each angle stripe could be corrupted by local noise. Therefore, we introduce a
function as follows:

$$o_j = a_j + a_j \odot d_j,$$  \hspace{1cm} (11)

where $\odot$ represents the element-wise product and $o_j$ is the output after reweighting. Finally, an additional convolutional layer is applied to adapt the features.

### 3.4 Learning Multi-granularity Features

To extract the multi-granularity features for mining global-to-local discriminative feature, we adopt a multistream CNN (as shown in Figure 4 (a)) as our feature extractor by varying the SPT sampling range. By varying the SPT sampling range, our network is able to exploit the coarse-grained feature for the global image, as well as the local fine-grained feature for the local image. For this purpose, a series of linear functions $f$ in Eq. (7) is designed to map $z_i$ to $\theta_i$ in different ranges, so we can obtain different regions of transformed images. As shown in Figure 4 (b), in this work, we set the stream number $S$ of the multistream network to 3. We obtain the transformations by setting $f_1(z_i) = -2\pi \times z_i + \pi$ (i.e. $a = \pi, b = -\pi$) to form stream 1 for extracting global feature, $f_2(z_i) = (-\frac{2}{3}\pi + \frac{4}{3}\pi) \times z_i - \frac{2}{3}\pi$ (i.e. $a = -\frac{1}{3}\pi, b = -\frac{2}{3}\pi$) and $f_3(z_i) = (\frac{2}{3}\pi - \frac{4}{3}\pi) \times z_i + \frac{2}{3}\pi$ (i.e. $a = \frac{2}{3}\pi, b = \frac{2}{3}\pi$) to form stream 2 and 3 for extracting local features, where these two regions contain more patterns.

By learning a series of functions $f$, we can obtain different transformed images. Then, different streams take different transformed images as input for extracting features at multiple granularities.

### 3.5 Learning Towards Clothing Invariant Features

While the contour sketch of the same person is relatively consistent under moderate clothing changes, not all contour patterns are robust to the changes. Therefore, we further mine the robust clothing-invariant curve patterns across the contour sketches of the same person under moderate clothing change. During training, we regard images of the same person with different clothes as having the same identity. Specifically, for each image, let $x_i^{a,j}$ represent the feature of the $j$-th branch of the $i$-th stream, and let $x_i^{b,j}$ represent another feature of the same identity with different clothes. Then, $x_i^{a,j}$ and $x_i^{b,j}$ are nonlinearly mapped to a $C$-dimensional identity prediction distribution by a softmax function as follows:

$$y_i^{a,j} = \text{softmax}(W_{a,j}x_i^{a,j} + b^{a,j}), x_i^{a,j} \in \{x_i^{a,j}, x_i^{b,j}\},$$  \hspace{1cm} (12)

where $W_{a,j}$ and $b^{a,j}$ are the weight and bias of the last fully connected layer, respectively. The predicted distribution $y_i^{a,j}$ is compared with the ground-truth one-hot labels $g = [g_1, \ldots, g_C]$ by the cross-entropy loss, which is defined by

$$\mathcal{L}_c^{a,j} = \sum_{c=1}^{C} -g_c \log y_c^{a,j} = -\log y_i^{a,j},$$  \hspace{1cm} (13)

where $t$ indicates the ground-truth index.

The relation between images of the same person with different clothes is not explicitly considered in the crossentropy loss, so we utilize the auxiliary triplet margin loss. Learning with triplets involves training from samples of the form $\{x_a, x_p, x_n\}$, which represent the concatenated features of all branches and streams of the anchor, positive and negative sample, respectively. Reductions in the intraclass gap and learning shared latent feature of the positive pair $\{x_a, x_p\}$ and alleviation of the influence of the negative sample $x_n$ are beneficial.

Let $d(x, y) = ||x - y||_2$; then, the triplet margin loss can be defined as:

$$\mathcal{L}_t = \left|\left| m + d(x_a, x_p) - d(x_a, x_n) \right|\right|_+, \hspace{1cm} (14)$$

where $m$ is the margin of triplet loss. The final loss is composed by the cross-entropy loss $\mathcal{L}_c^{a,j}$ and a triplet loss $\mathcal{L}_t$ with a weight $\eta$, which can be written as

$$\mathcal{L} = \sum_{i=1}^{S} \sum_{j=1}^{B} \mathcal{L}_c^{i,j} + \eta \mathcal{L}_t, \hspace{1cm} (15)$$

where $B$ and $S$ represent the number of branches and the number of streams, respectively. In our implementation, the margin $m$ and the weight $\eta$ are set to 5.0 and 10.0, respectively.

### 3.6 Summary of Our Model and Network Structure

In summary, as shown in Figure 4, the contour sketch images are first transformed by SPT to focus more attention on relatively invariant and discriminative curve patterns. Our model consists of a series of SPT layers with different linear functions $f$ to constrain the range of $\theta$; therefore, we obtain different types of transformed images, which are beneficial to learning the multi-granularity features for CNN. After the SPT layers, we use CNN to extract the feature maps for each stream and then divide the feature maps into different horizontal stripes, followed by average pooling. Next, for each stripe, ASE is applied to extract fine-grained angle-specific features. Note that each stream and each branch have the same structure and do not share parameters. Finally, we compute the cross-entropy loss for each branch and concatenate the output vector of each branch to compute the triplet loss.

### 4 A CROSS-CLOTHES RE-ID DATASET AND PROCESSING

Existing person re-id datasets, such as VIPER [59], CUHK01,03 [14], [60], SYSU-MM01 [61], Market-1505 [62] and DukeMTMC-reID [63], [64], are not suitable for testing person re-id under clothing change since the people in these datasets wear the same clothes in the different camera views.

Only a few pedestrian datasets are publicly available for studying person re-id under clothing change, and these datasets contain very few identities (e.g., BIWI [38] has only 514 persons with clothing change). In this work, we contribute a new person re-id dataset with moderate clothing change, called the Person Re-id under moderate Clothing Change (PRCC) dataset, which is ten times larger than the
Fig. 5. Examples of the PRCC dataset. (a) The left-hand side are RGB images, and the corresponding contour sketch images are on the right-hand side, where images of the same column are from the same person. (b) Other variations of our collected dataset. The images in the same dash box are of the same identity.

The images in the PRCC dataset include not only clothing changes for the same person across different camera views but also other variations, such as changes in illumination, occlusion, pose and viewpoint. In general, 50 images exist for each person in each camera view; therefore, approximately 152 images of each person are included in the dataset, for a total of 33698 images.

To generate the contour sketch images, we use the holistically nested edge detection model proposed in [65] and adopt the fused output as our contour sketch images, as shown in Figure 5.

In our experiments, we randomly split the dataset into a training set and a testing set. The training set consist of 150 people, and the testing set consist of 71 people, with no overlap between the training and testing sets in terms of identities. During training, we selected 25 percent of the images from the training set as the validation set. Our dataset is available at: http://www.isee-ai.cn/%7Eyangqize/clothing.html

5 Experiments
5.1 Implementation Details

Network Details. Each contour sketch image is padded to a square of which the side is the same as the height of person image (i.e. the largest side of person image) with the empty filled by a pixel value of 255, so it does not change the shape of the body (i.e. the ratio between the height and width of a person body does not change). Then these padded images are resized to a resolution of 224 × 224. The maximum radius $R$ is 2, and the original point is set in the center of the contour sketch image. We set the initial value of all $\lambda_k$ to 0.05. We use Res-Net18 [25] as our backbone network, but we remove the last residual block so that the output channel $C$ is equal to 256. We divide the feature map into 7 horizontal stripes equally so that the number of CNN branches of each stream is 7 for each stream, and the reduction ratio $r$ is 2. Finally, we compute the cross entropy-loss for each stream. During testing, we concatenate the output of each stream as the final feature of the contour sketch image.

Training. During training, we set the batch size to $64 \times 3$. First, we fixed $\theta_i$ and trained the whole network for 30 epochs and then jointly trained each SPT layer and the network for 60 epochs. Next, we fixed the sampled angle $\theta_i$ of the SPT layer and optimized only the parameters of each stream network for 30 epochs. The learning rate of the network was set to 0.1 initially, decaying 0.1 every 30 epochs. The learning rate of the SPT was set to 0.0001 initially, decaying 0.1 every 30 epochs. We used SGD [55] with momentum as our optimizing algorithm, with the weight decay and momentum set to $10^{-4}$ and 0.9, respectively. We concatenated the output of each branch of each stream as the final feature to compute the triplet margin loss.

Testing and Evaluation. The testing set was randomly divided into a gallery set and a probe set. For every identity
in the testing set, we randomly chose one image in Camera view A to form the gallery set for single-shot matching. All images in Camera views B and camera C were used for the probe set. Specifically, the person matching between Camera views A and B was performed without clothing changes, whereas the matching between Camera views A and C was cross-clothes matching. The results were assessed in terms of the cumulated matching characteristics, specifically, the rank-k matching accuracy. We repeated the above evaluation 10 times with a random selection of the gallery set and computed the average performance.

5.2 Results on the PRCC Dataset

**Compared methods.** We evaluated three hand-crafted features that are typically used for representing texture information, namely, HOG [3], LBP [1] and LOMO [2]. These hand-crafted feature are enhanced by metric learning models, such as KISSME [7] and XQDA [2]. We compared with LNSCT [67] to evaluate whether the contourlet-based feature is effective for clothing changes. Since our contour-sketch-based method is related to shape matching, we also compared “Shape Context” [66].

Since CNN has achieved considerable success in image classification, we also tested several common CNN structures, including Alexnet [68], VGG16 [69] and Res-Net50 [25]. We also evaluated a multi-level-attention model HA-CNN [56] and a recent strong CNN baseline model PCB [19]. The above deep methods were evaluated on both contour sketch images and RGB images.

We also tested the sketch retrieval method SketchNet [46]. Since SketchNet was designed for cross-modality search, which requires pairwise samples of sketch and RGB images, we paired a contour sketch image and the corresponding RGB image as a positive pair and randomly paired a contour sketch image with an RGB image from another identity as a negative pair. For SketchNet, the RGB images and the contour sketch images are resized to the same size to maintain the spatial structure.

Our SPT is related to the convolution strategy, we also compared deformable convolution [57] to demonstrate the effectiveness of SPT in our proposed cross-clothes person re-id method. Deformable convolution can change the convolution kernel shape to focus on the curves and achieve better performance. We report the performance of deformable convolution by removing our SPT layers and using the deformable convolutional layer to replace the second convolutional layer of our model. Since our multistream model selects discriminative curve patterns and extracts multi-granularity features, we also use STN [54] to replace the SPT layer in our network to validate the effectiveness of our proposed transformation. In this case, STN serves as an affine transformation.

Finally, as the face cues are independent of clothing changes, we compared a standard face recognition method [70], which has an accuracy of 99.28% on the Labeled Faces in the Wild benchmark [71].

**Results and Discussion.** The experimental results are reported in Table 1. Our proposed method achieves the best rank-1 accuracy (34.38%) among the compared methods, including hand-crafted features, deep-learning-based methods and the strong baseline model PCB [19], for person re-id under moderate clothing change. The performance of PCB (RGB) on our dataset indicates that the problem we consider in this paper is very challenging for person re-id. PCB achieved rank-1 accuracy of 92.3% [19] on Market-1501 that has no clothing change between person images from the same identity but only 22.86% on our dataset in the cross-clothes matching scenario.

LNSCT [67] and “Shape Context” [66] are the representative handcrafted contour features. However, these methods are not designed for cross-clothing person re-id and lack modeling the view and clothing changes. Our proposed model also performed better than HA-CNN, STN and deformable convolution, and the performance of CNN on original contour sketch images was unsatisfactory. These results suggest that our proposed SPT transformation is effective for helping to extract reliable and discriminative features from a contour sketch image.

Although person re-id with no clothing change (i.e. “Same Clothes” in the Table 1) is not the aim in this work, when the input images are contour sketch images, our method can still achieve an accuracy of 64.20%, which is better than that of hand-crafted features with metric learning methods and deep learning methods (including Alexnet [68], VGG16 [69], Res-Net50 [25], HA-CNN [56] and PCB [19]) when the input images are contour sketch images. When the input images of these deep learning methods are RGB images, the performance of our method ranked fifth.

From the above experiments, we find when the input images are RGB images without clothing changes, VGG16 [69], Res-Net50 [25], HA-CNN [56] and PCB [19] achieve good performance, but they have a sharp performance drop when a clothing change occurs, illustrating the challenge of person re-id when a person dresses differently. The application of existing person re-id methods is not straightforward in this scenario. Nevertheless, these methods still suggest that the attention mechanism (e.g. HA-CNN) and the fine-grained feature learning (e.g. PCB) are beneficial to learn clothing invariant feature.

Finally, we conducted an interesting investigation by comparing our model with a standard face recognition method [70] for overcoming the clothing change problem. For comparison with face recognition, given a set of gallery person images and a query image, we first detected the face using [72], and then extracted the face feature and computed the pairwise distance to get the ranking list. If the face detection in query image or gallery image fails, the matching associated to that query image or gallery image will be considered as a failure. The face recognition method performed worst on our dataset. The challenges for applying face recognition methods to surveillance include the low resolution of person images, occlusion, illumination, and viewpoint (e.g. back/front) changes, which could incur the loss of face observation. These challenges make it difficult for the compared face recognition method to detect faces and extract discriminative features (the average resolution of the detected faces is about 30/25 pixels in height/width) on our person re-id dataset, which was captured at a distance. Our experimental results also validated the challenge of...
| Methods | Cameras A and C (Cross-clothes) | Cameras A and B (Same clothes) |
|---------|-------------------------------|-------------------------------|
|         | Rank 1 | Rank 10 | Rank 20 | Rank 1 | Rank 10 | Rank 20 |
| LBP [1] + KISSME [7] | 18.71 | 58.09 | 71.40 | 39.03 | 76.18 | 86.91 |
| HOG [3] + KISSME [7] | 17.52 | 49.52 | 63.55 | 36.02 | 68.83 | 80.49 |
| LBP [1] + HOG [3] + KISSME [7] | 17.66 | 54.07 | 67.85 | 47.73 | 81.88 | 90.54 |
| LOMO [2] + KISSME [7] | 18.55 | 49.81 | 67.27 | 47.40 | 81.42 | 90.38 |
| LBP [1] + XQDA [2] | 18.25 | 52.75 | 61.98 | 40.62 | 77.74 | 87.44 |
| HOG [3] + XQDA [2] | 22.11 | 57.33 | 69.93 | 42.32 | 75.63 | 85.38 |
| LBP [1] + HOG [3] + XQDA [2] | 23.71 | 62.04 | 74.49 | 54.16 | 84.11 | 91.21 |
| LOMO [2] + XQDA [2] | 14.53 | 43.63 | 60.34 | 29.41 | 67.24 | 80.52 |
| Shape Context [66] | 11.48 | 38.66 | 53.21 | 23.87 | 68.41 | 76.32 |
| LN SCT [67] | 15.33 | 53.87 | 67.12 | 35.54 | 69.56 | 82.37 |
| Alexnet [68] (RGB) | 16.33 | 48.01 | 65.87 | 63.28 | 91.70 | 94.73 |
| VGG16 [69] (RGB) | 18.21 | 46.13 | 60.76 | 71.39 | 95.89 | 98.68 |
| Res-Net50 [25] (RGB) | 19.43 | 52.38 | 66.43 | 74.80 | 97.28 | 98.85 |
| HA-CNN [56] (RGB) | 21.81 | 59.47 | 67.45 | 82.45 | 98.12 | 99.04 |
| PCB [19] (RGB) | 22.86 | 61.24 | 78.27 | 86.88 | 98.79 | 99.62 |
| Alexnet [68] (Sketch) | 14.94 | 57.68 | 75.40 | 38.00 | 82.15 | 91.91 |
| VGG16 [69] (Sketch) | 18.79 | 66.01 | 81.27 | 54.00 | 91.33 | 96.73 |
| Res-Net50 [25] (Sketch) | 18.39 | 58.32 | 74.19 | 58.63 | 90.45 | 95.78 |
| HA-CNN [56] (Sketch) | 20.45 | 63.87 | 79.58 | 57.36 | 92.12 | 96.72 |
| PCB [19] (Sketch) | 22.48 | 61.07 | 77.05 | 86.88 | 98.79 | 99.62 |
| SketchNet [46] (Sketch+RGB) | 17.89 | 43.70 | 58.62 | 64.56 | 95.09 | 97.84 |
| Face [70] | 2.97 | 9.85 | 13.52 | 4.75 | 13.40 | 45.54 |
| Deformable Conv. [57] | 25.98 | 71.67 | 85.31 | 61.87 | 92.13 | 97.65 |
| STN [54] | 27.47 | 69.53 | 83.22 | 59.21 | 91.43 | 96.11 |
| Our model | 34.38 | 77.30 | 88.05 | 64.20 | 92.62 | 96.65 |

Fig. 7. The visualization of the ranking lists of our proposed model (top) and PCB (RGB) (bottom). The green box indicates the correct matching. In each subfigure, the leftmost image is the probe image, and the rightest is the ground truth image in the gallery set with the same ID of the probe image. The middle 5 images are the rank-1 to rank-5 matching images, from left to right.

| Type of clothing change | The number of identities | PCB [19] (RGB) | Our model |
|------------------------|-------------------------|----------------|-----------|
| Upper body             | 23                      | 24.17 | 78.65 | 89.83 | 36.04 | 81.96 | 92.67 |
| Lower body             | 24                      | 20.14 | 56.63 | 76.05 | 32.67 | 77.60 | 89.80 |
| Others                 | 12                      | 9.58  | 36.39 | 56.66 | 19.28 | 58.03 | 72.62 |

Table 2: The statistics on the test set of the PRCC dataset and the corresponding testing result (%). “Others” means “the changes of bags, shoes, hats, haircut”. Face detection and recognition in the real-world surveillance applications, and currently, the best rank-1 accuracy of surveillance face recognition is 29.9% as recently reported on the QMUL-SurvFace benchmark [73].

5.3 Analysis of the Degree of Clothing Change

To further analyze clothing changes and our assumption, we divide the clothing changes in our dataset into three types, i.e., upper-body clothes, lower-body clothes and others (including bags, shoes, hats, haircut). In this way, we can measure the extent of the clothing change and the corresponding impact on performance, which is shown in Table 2. Since PCB (RGB) achieved the best performance among the compared methods that take RGB images as input, we only compared with PCB (RGB) here and in the following experiments.
In our experiments, we find that the proposed methods are more stable than the compared methods. If people only change their upper-body clothes, the RGB-based methods still perform well since the features of the lower-body clothes are still useful to identify the person; and this is validated by an additional experiment as shown in Table 3. However, if the person completely changes clothes, the RGB-based methods are not effective. Note that the RGB-based methods do not fail entirely in this case, because the RGB images also contain some contour information.

We also visualize the ranking lists of the results to validate the aforementioned assumption in Subsection 3.1. Figure 7 (a-b) shows that our contour-sketch-based method can identify the target person even when the person changes clothes, whereas the RGB-based methods are inclined to match other persons who are dressed in similar clothes. An example of a failure of our method is shown in Figure 7 (c). Because the person changed her clothes dramatically (i.e., changed from leggings to slacks, added a coat, and changed shoes), our method failed. Note that our design is for moderate clothing change; thus, our method is still limited if a person changes his/her clothes substantially, leading to large variation in the shape of the person.

5.4 Visualization of RGB Feature and Contour Sketch Feature

We use t-SNE [74] to visualize the final learned features for our proposed method (using contour sketch image as input) and Res-Net50 (using the color image as input) on the PRCC dataset in Figure 8. We can see that the features of different clothes of the same identity stay closely in Figure 8 (a), but most are not for color appearance feature as shown in Figure 8 (b) (e.g. persons “1”, “4”, “5”, “7”, “8” in Figure 8 (b)). The color appearance-based methods will be misled by color information; and therefore, as shown in Figure 8 (b), images of the same person who wears different clothes distribute farther away from each other, as compared to the case of a person wearing the same clothes.

5.5 Evaluation with Large Viewpoint Changes

We further validate our method under the combination of large viewpoint variation and clothing change on the PRCC dataset. For the same person, we manually removed the side view images in the gallery set such that only front and back view images are included in the gallery set. Conversely, we removed the front or back view images in the query set, retaining only the side view images. The results are shown in Table 4. Although the performance of our proposed method degraded to some extent due to dramatic viewpoint changes, it substantially outperformed the best RGB-based method. In the case of clothing change, the contour is relatively stable compared to color-based visual cues because clothing changes are unpredictable and hard to model, whereas the contour change is relatively more predictable.

5.6 Evaluation with Partial Body

Occlusion results in a camera capturing only a partial observation of the target person, which is generally addressed as partial re-id [75]. We randomly cropped the images to sizes from 50% to 100% of the original image to increase the number of partial samples for train our model. Specifically, we first obtain the random height and width of the cropped image (i.e. the ratio of height and width is not fixed). Then, we can crop a region from the original image by randomly selecting the cropping location. Finally, we extracted images of the testing set by randomly cropping each image into a size from 50% to 100% of the original. In this evaluation, we not only performed the matching between cropped images, but also the matching between cropped and uncropped images. Table 5 shows that as the cropping increases, the performance of our model decreases due to the loss of information. Additionally, occlusion leads to misalignment matching, e.g., upper body to lower body. However, our method is still outperformed the RGB-based methods, even with occlusion, because the RGB-based methods face additional problems (i.e. color information changing). For example, if we only captured the upper body of a person and this person coincidently changed the upper clothes; then this person cannot be identified by color information in this situation because the color information changes thoroughly. A more promising way to solve the occlusion problem is the combination of part alignment and local-to-local or global-to-local matching [75]. However, solving the occlusion problem is beyond the scope of this work.

5.7 Ablation Study of the Proposed Model

Effect of SPT. As shown in Table 6, the rank-1 accuracy would degrade to 31.05% or 25.74% in the cross-clothes matching scenario if we fixed the \( \theta \) during training or removed the SPT, respectively. These experiments validated the effectiveness of our proposed transformation. Additionally, by designing different \( f(z) \) for the SPT layers, we can obtain different types of transformed images, so the model...
The results (%) of person re-id with clothing change under occlusion on the PRCC dataset. "0.5 ⇒ 0.6" means the images of probe set are cropped to 50% size of the original and the images of the gallery set are cropped to 60% size of the original. Others are similar.

| Methods              | Between cropped images | Between cropped and uncropped images |
|----------------------|------------------------|--------------------------------------|
|                      | Matching | Rank 1 | Rank 10 | Rank 20 | Matching | Rank 1 | Rank 10 | Rank 20 |
| PCB [19] (RGB)       |          |        |         |         |          |        |         |         |
| 0.5 ⇒ 0.5            | 11.53    | 41.32  | 59.33   |         | 0.5 ⇒ 1 | 13.42  | 47.49   | 65.91   |
| 0.6 ⇒ 0.6            | 13.47    | 46.01  | 63.28   |         | 0.6 ⇒ 1 | 15.45  | 49.84   | 67.67   |
| 0.7 ⇒ 0.7            | 15.25    | 49.41  | 66.40   |         | 0.7 ⇒ 1 | 16.58  | 51.10   | 68.82   |
| 0.8 ⇒ 0.8            | 16.63    | 51.80  | 68.75   |         | 0.8 ⇒ 1 | 17.65  | 52.24   | 70.27   |
| 0.9 ⇒ 0.9            | 18.29    | 52.81  | 70.91   |         | 0.9 ⇒ 1 | 18.78  | 53.41   | 71.24   |
| Our model            |          |        |         |         |          |        |         |         |
| 0.5 ⇒ 0.5            | 12.06    | 43.73  | 60.65   |         | 0.5 ⇒ 1 | 18.06  | 56.87   | 71.77   |
| 0.6 ⇒ 0.6            | 16.88    | 52.83  | 68.00   |         | 0.6 ⇒ 1 | 21.15  | 59.17   | 74.36   |
| 0.7 ⇒ 0.7            | 19.94    | 57.05  | 72.85   |         | 0.7 ⇒ 1 | 22.66  | 61.49   | 76.53   |
| 0.8 ⇒ 0.8            | 22.81    | 60.82  | 75.59   |         | 0.8 ⇒ 1 | 24.53  | 62.76   | 77.52   |
| 0.9 ⇒ 0.9            | 25.31    | 63.92  | 78.20   |         | 0.9 ⇒ 1 | 26.09  | 64.21   | 78.28   |

The rank-1 accuracy (%) of our approach in the ablation study Note that the introduced angle-specific extractor can improve the performance, since our angle-specific extractor is customized to extract more angle specific and distinguishing feature for each stripe.

**Effect of triplet loss.** As shown in Table 6, if without the triplet loss, the performance of our model would drop to 31.39% in the cross-clothes matching scenario. Although the triplet loss is adopted as an auxiliary loss, we can observe the effectiveness of learning shared latent clothing invariant
Removing SPT, ASE and triplet loss (i.e., convolving contour sketch images directly). After removing SPT, ASE and triplet loss, the model retains only one stream. The CNN takes the original contour sketch images as input and trains with a cross-entropy loss. As shown in Table 6, the performance degraded to 21.95% at rank-1 accuracy in the cross-clothes matching, almost a 15% lower matching rate than that of our full model. This result indicates that performing deep convolution directly on contour sketch images is not effective for extracting reliable and discriminative features for cross-clothes person re-id.

The performance of each stream. In Table 7, we can see that the first stream outperformed the other streams because the range of $\theta$ is the widest. However, when the number of sampled angles is fixed, a wider range of $\theta$ means that the transformed image would lose more details, and that is why the combination outperformed the first stream. Moreover, because the images of stream 2 and stream 3 are transformed from different regions of the contour sketch image, their features are complementary.

5.8 Further Investigation of Our Model.

Analysis on the number of sampled angles and the learning strategy of the sampled angle. We varied the number of sampled angle, and the results are reported in Table 8. We can see that the performance of our model increases as the number of sampled angle increases; however, the computation would increase at the same time, and thus a trade-off is necessary. The experimental results of different learning strategies of the sampled angle are reported in Table 9. This verified our analysis in Section 3.2.2 that if we update $\theta_i$ directly, the range and the order of the sampled angle would be disrupted. For example, the pixels of $i$-th sampled angle of the transformed image are sampled from the region of foot while the pixels of the next sampled angle are sampled from the region of head. Thus, the semantic structure information of human is not preserved, which makes it difficult for CNN to learn discriminative feature.

Investigation of the range of $\theta$ (i.e., which part of the shape is important). We visualize the histogram of the $\theta$ to demonstrate which part of the contour is more discriminative. As shown in Figure 9, the SPT sampled more within the range of B, C, F and G from the original image.

We design different linear functions $f(z)$ to constrain $\theta$ learning within different ranges, as shown in Table 9. The performance dropped when an image was divided into more partitions, not only for cross-clothes matching but also for matching with no clothing change. Furthermore, different parts performed differently. Take the partition strategy shown in Figure 10 (f)(h) as an example. The left and right parts were less effective than the top and bottom parts because the transformed images of the left and the right parts are straight lines with fewer details. By contrast, the top and bottom parts have more discriminating information, as we can see in Figure 10 (f)(h); consequently, the performance is better. Therefore, we can extract different local features by varying the constraint of $\theta$.

Investigation of the transformation origin of SPT. From another aspect, the SPT has the potential for combining with the key-point information of the body [36], [78]. The SPT originally uses the center of contour sketch image as the transformation origin since we have a practical assumption that the center of the contour sketch image is close to the center of the human body for a detected person image. Alternatively, the SPT can also use pose key points as the transformation origin. Specifically, we use the OPENPOSE [76] to estimate pose key points for each person image. We find that for most images, the estimations of the points of the neck and the middle of the hip are more precise as compared to other key points. Therefore, we use the points of the neck and the middle of the hip as the transformation origin of the SPT, respectively. If the pose estimation cannot detect these key points, we use the origin of the image as the transformation origin. By such an operation, the transformed images are shown in Figure 11.

We show the effect of the change on the operation of SPT in Table 10. It is found that using the center of the contour sketch image as the transformation origin of SPT is similar...
Fig. 10. The different ranges of $\theta$. (a), (b), (c), (d), (e): Different partition strategies for an image; (f), (g), (h), (i): the corresponding transformed images of (e) after different SPT layers. The numbers in green circles are the indexes of the partitions, which are used in Table 9.

TABLE 9
Analysis of different ranges of $\theta$ (the corresponding region is shown in Figure 9), the performance (%) is based on cosine similarity. In this experiment, a one-stream model is used for demonstration.

| Range of $\theta$ (start $\rightarrow$ end) | The corresponding range in Figure 10 | Camera A and C (Cross-clothes) | Camera A and B (Same clothes) |
|------------------------------------------|-------------------------------------|-------------------------------|-------------------------------|
| $\pi$ $\rightarrow$ $-\pi$              | (a).1                               | 28.71 72.69 86.02             | 56.21 91.32 96.11             |
| $\pi$ $\rightarrow$ 0                   | (b).1                               | 17.71 60.23 77.92             | 45.54 87.25 93.45             |
| 0 $\rightarrow$ $-\pi$                 | (b).2                               | 19.11 54.71 72.21             | 33.21 78.23 90.12             |
| $-1/2\pi$ $\rightarrow$ $-3/2\pi$     | (c).1                               | 18.87 58.38 76.67             | 42.82 81.45 91.17             |
| $1/2\pi$ $\rightarrow$ $-1/2\pi$      | (c).2                               | 20.64 62.78 77.45             | 45.78 83.58 92.84             |
| $\pi$ $\rightarrow$ $1/2\pi$          | (d).1                               | 10.94 43.45 62.41             | 30.95 75.35 86.79             |
| $1/2\pi$ $\rightarrow$ 0               | (d).2                               | 13.35 49.45 65.94             | 25.99 67.21 83.42             |
| 0 $\rightarrow$ $-1/2\pi$             | (d).3                               | 13.45 51.42 67.34             | 29.94 74.45 85.75             |
| $-1/2\pi$ $\rightarrow$ $-\pi$        | (d).4                               | 10.89 43.78 61.51             | 28.15 71.86 84.46             |
| $3/4\pi$ $\rightarrow$ $1/4\pi$      | (e).1                               | 19.17 55.93 72.11             | 32.56 79.06 90.79             |
| $1/4\pi$ $\rightarrow$ $-1/4$         | (e).2                               | 6.45 34.37 52.12              | 19.45 59.48 75.80             |
| $-1/4\pi$ $\rightarrow$ $-3/4\pi$    | (e).3                               | 18.83 63.30 80.46             | 31.77 77.86 90.47             |
| $-3/4\pi$ $\rightarrow$ $-5/4\pi$    | (e).4                               | 5.74 30.24 46.84              | 12.94 45.38 63.55             |

Fig. 11. (a) The pose output format of BODY_25 in ONENPOSE [76], [77]. (b) RGB image. (c) The estimated key-points. (d) Contour sketch image. (e) The transformed image by setting the center of the image as the transformation origin of SPT. (f) The transformed image by setting the middle of the hip (i.e. the point of “8” in (a)) as the transformation origin of SPT. (g) The transformed image by setting the neck (i.e. the point of “1” in (a)) as the transformation origin.

Fig. 12. Examples of the BIWI dataset. The images in the first row are RGB images, and the following rows are contour sketch images, face images generated by face detector, and GEI images, respectively. For each column, “Still”, “Walking” and “Training” mean that the images are sample from the “Still”, “Walking”, “Training” subsets of BIWI, respectively. Due to the viewpoint change, three examples have no observation of face; thus, the face detection method fails. Since the person is standing still in the “Still” subset, the GEI is not available. The images in the same dash box are of the same identity.

It indicates that implementing our SPT using the center of sketch image as the origin is practical and acceptable.

In addition, we further conducted an experiment when replacing SPT with PTN in our method, and the results show that such a replacement degrades the performance as shown in Table 10. And, a reason could be because PTN learns the transformation origin for each image, and it is shown in Figure 13 that different images of the same person have
5.9 Experiments on the BIWI Dataset

The BIWI dataset [38] is a small publicly available dataset on clothing-change re-id, as shown in Figure 12. Due to the small size of the BIWI dataset, for comparison with the deep learning methods, we used our models that were pretrained on the PRCC dataset and fine-tuned them on the training set. The BIWI dataset was randomly split in half for training and testing without overlapping identities.

The experimental results on the BIWI dataset are reported in Table 11. Our method clearly outperformed the hand-crafted features and PCB under the still setting as well as under the walking setting. Since video segments are available for BIWI, similar to the experiments in [79] that compares re-id methods with gait recognition methods, we used DeepLabV3 [80] to generate gait silhouettes for each sequence. We computed the gait energy image (GEI) for each image sequence and used the DGEI method [47] for matching. In the “Still” subset, the person is standing still, so we do not compare gait recognition in this scenario. However, one challenge in applying gait recognition to unregulated image sequences in re-id is that the sequence must include a complete normal gait cycle.

In addition, we wish to see how face recognition performs at a distance in a clothing-change scenario. We compared our method with the face recognition method [70] again and found that the face recognition method outperformed gait recognition and RGB-based person re-id but not our proposed method. The inferior performance occurred because of the occlusion, viewpoint changes and low resolution (the average resolution of the detected faces is about 34/27 pixels in height/width) of person images as well as false face detection. Furthermore, in the BIWI dataset, the face images in the “Still” subset are better observed than those in the “Training” and “Walking” subsets, so the face recognition method performs better under the “Still” setting. Hence, whether a face is better observed limits the performance of face recognition in surveillance; for instance, when there is no observation of face on the back of a person, the matching associated to this person image using face recognition will be failed.

5.10 Experiments on Cross-Dataset Evaluation

To show the generalizability of our model for cross-dataset person re-identification, another challenge on conventional against intra-dataset person re-identification, we trained our model on the training set of Market-1501 or DukeMTMC-reID dataset and then tested it on the testing set of another dataset (See supplementary for the use of our contour sketch feature on conventional person re-identification). The results are reported in Table 12. As such, since the color appearance is important for conventional person re-identification with no clothing change problem, the combination of our method and Res-Net50 (RGB) achieves the best performance on both datasets, where we weight the distance of our method by 0.7 and the one of Res-Net50 (RGB) by 1. This experiment further shows the potential use of our proposed contour-skelet-based method.

6 Conclusion

We have attempted to address the challenging problem of clothing changes in person re-id using visible light images. In this work, we have proposed the extraction of discriminative features from contour sketch images to address moderate clothing changes. We assume that a person wears clothes of similar thickness and, thus the shape of a person would not change significantly when the weather does not change substantially within a short period of time.
To extract reliable and discriminative curve patterns from the contour sketch, we introduce a learnable spatial polar transformation (SPT) into the deep neural network for selecting discriminant curve patterns and an angle-specific specific (ASE) for mining fine-grained angle-specific features. We then form a multistream deep learning framework by varying the sampling range of the SPT to aggregate multi-granularity (i.e., coarse-grained and fine-grained) features. Extensive experiments conducted on our developed re-id dataset and the existing BIWI dataset validate the effectiveness and stability of our contour-sketch-based method on cross-clothes matching compared with RGB-based methods. Our experiments also show the challenge of cross-clothes person re-id, which became intractable when a clothing change is combined with other large variations.

While our attempt has shown that contour sketches can be used to solve the cross-clothes person re-id problem, we believe that multimodal learning incorporating nonvisual cues is another potential approach to solve this problem.
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