Time-dependent correlations in quantum magnets at finite temperature
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In this article we investigate the time dependence of the gap mode of copper nitrate at various temperatures. We combine state-of-the-art theoretical calculations with high precision neutron resonance spin-echo measurements to understand the anomalous decoherence effects found previously in this material. It is shown that the time domain offers a complementary view on this phenomenon, which allows us to directly compare experimental data and theoretical predictions without the need of further intensive data analysis, such as (de)convolution.
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I. INTRODUCTION

Understanding finite temperature correlations in quantum magnets quantitatively is an ongoing, largely unsolved problem. Complex interactions in these materials lead to a variety of phases with manifold correlations, which are measurable at temperatures very low compared to the energy scale of the system. A plausible expectation is that quantum effects are purely suppressed upon increasing temperature due to the additional thermal fluctuations. However there is a large set of counter-examples, where the interplay of quantum and thermal fluctuations lead to interesting new phenomena [1] or that increasing temperature leads to a more robust phase [2].

Besides static correlations at zero frequency, the finite frequency response is an interesting quantity, since it results from excitations in the system. In gapped quantum magnets, the energetically lowest excitations are coherent at zero temperature and do not decay. This is signaled by a δ-function in frequency space. Hence, they can be viewed as infinitely longlived quasi-particles. At low temperature an exponentially small, but finite, number of these quasi-particles is present in the system, leading to collisions between them. These scattering processes transfer momentum and induce a loss of coherence for a single excitation.

A purely statistical model to describe the collisions leads to an exponential decay of the coherence, corresponding to a symmetric Lorentzian line-shape in frequency space. Indeed many studies on the spin dynamics in Heisenberg antiferromagnets suggested a universal Lorentzian line-shape for gapped as well as gapless excitations [3–8] at low temperature. However, recent investigations of one dimensional [9, 10] and three dimensional [11] materials of coupled spin dimers using inelastic neutron scattering (INS) show, that the line-shape in the frequency domain develops an asymmetric tail. It has been argued that such tails may be found in a broad range of quantum systems. The concomitant asymmetry, cannot be described by a pure Lorentzian at finite temperatures. Hence, the details of the scattering processes have a considerable impact on the correlations and more sophisticated theories have been employed to explain this phenomenon [10, 12–22].

In the present paper, we explore a complementary path by analyzing the single quasi-particle correlations directly in the time domain, the natural domain of decaying correlations. We compare the results to a statistical model, which predicts a Lorentzian line shape, where the temperature dependence enter only in the width of the peak [6].

Using conventional INS it has been shown that copper nitrate (Cu(NO₃)₂·2.5 D₂O), a model material for a one dimensional alternating Heisenberg chain (AHC), displays a temperature dependent asymmetric line-shape in the frequency domain [3, 23, 24]. The material was recently investigated in the time domain using the high resolution neutron resonance spin-echo triple-axis spectroscopy (NRSE-TAS) [25]. The advantage of NRSE-TAS [26, 27] is, that it gives access to slow processes corresponding to energies in the μeV range, which are not accessible by conventional INS. Contrary to conventional triple-axis...
spectroscopy (TAS) and time-of-flight (ToF) INS, where inaccuracies in background correction directly affect the linewidth and asymmetry, the linewidth or asymmetry measured with NRSE-TAS is insensitive to the background intensity, since the broad distribution in energy of the background is depolarized and does not contribute. In addition, for spin-echo no deconvolution of the data with the instrumental resolution is necessary; it reduces to a simple normalization of the raw data. In a previous study of the material [25], the experimental results in the time domain were analyzed by fitting it to a phenomenological formula [8]. This formula models an asymmetric line-shape in frequency domain and was used to compare NRSE-TAS and ToF data to demonstrate the capabilities of NRSE-TAS.

In the present paper we use the diagrammatic Brückner approach [10, 22, 28] to capture thermal fluctuations in the system. A Hamiltonian that conserves the number of triplons in the system. This approach has been explicitly developed to calculate finite temperature effects on the single particle spectrum in gapped systems.

First, we introduce triplon operators to obtain a quasi-particle picture of the Hamiltonian [21]. The excitations of the AHC are threefold degenerate triplon states, which are created by the triplon operators $t^\dagger_{r,\gamma}$, where $\gamma$ denotes the flavor of the triplon. The triplon operators fulfill a hard-core bosonic commutator relation, i.e., they commute on different dimers, but on a single dimer only one excitation is allowed at maximum. If the interaction $J'$ is switched on, quantum fluctuations are induced and the triplon excitations become dispersive.

In our calculations we used the effective Hamiltonian up to order 6, which is sufficient to capture all quantum effects in the model. On top of this effective Hamiltonian we apply the Brückner approach to calculate finite temperature effects on the spectrum. For quantum fluctuations in quantum magnets the approach was first introduced in Ref. [35]. It was extended in Ref. [22] to describe the effects of thermal fluctuations and continued to multi-flavor systems, such as triplon models, in Ref. [28].

The systematic control parameter of the theory is the low density of thermally excited hard-core bosons which is proportional to $\exp(-\Delta)$ in a gapped system where $\beta$ is the inverse temperature. Since there exists no perturbation theory for hard-core bosons, the excitations are treated as normal bosons, but subject to an infinite onsite interaction to inhibit double occupations.

The quantity of interest for inelastic neutron scattering is the dynamic structure factor which is related to the imaginary part of the Green function by means of the fluctuation-dissipation theorem

$$S^{zz}(p, \omega) = \frac{1}{1 - e^{-\beta\omega}} \frac{1}{\pi} \text{Im} \left[ G^{zz}(p, \omega) + G^{zz}(p, -\omega) \right],$$

where $p$ is the momentum in chain direction. The single quasi-particle peak is the dominant contribution to the dynamic structure factor [35] and corresponds

Figure 1. Sketch of the couplings in the Hamiltonian of the alternating Heisenberg chain.
to the observable measured in NRSE-TAS. Hence we restrict the calculations to the single particle Green function \( G^{\phi \phi}_0 \propto \langle \sigma^\dagger_{p,z} \sigma_{p,z} \rangle \), and leave out the temperature dependence of modes with higher quasi-particle number and modes at zero frequency.

Vertex corrections treated in Ref. [37] are left out because their effects are negligible small in the parameter regime investigated.

To obtain the imaginary part of the Green function, we first calculate the single particle self energy. The first order contribution in the parameter \( \exp(-\beta \Delta) \) is given by the diagrams in Fig. 2 (a), translating to

\[
\Sigma^{\gamma \gamma}(P) = \frac{1}{N} \sum_{\phi} \sum_{K} (1 + \delta_{\gamma,\phi}) G^{\phi \phi}_0(K) \Gamma^{\gamma \phi}(P + K),
\]

\[
\Gamma^{\gamma \phi}(P) = \lim_{U \to \infty} \frac{U}{N \beta + U} \sum_{K} \frac{G^{\gamma \gamma}_0(P + K) G^{\phi \phi}_0(-K)}{G^{\phi \phi}_0(P + K) G^{\phi \phi}_0(-K)},
\]

where \( \Sigma^{\gamma \gamma}(P) \) is the frequency-dependent self-energy, \( N \) denotes the total number of sites, \( P \) and \( K \) are 2-momenta, i.e., \( P = (p, i \omega_p) \), and \( G^{\phi \phi}_0 \) is the bare Green function. We obtain the effective interaction \( \Gamma \) between the hard-core bosons at finite temperature by summing all diagrams given in Fig. 2 (b).

Note that the interaction vertices represent the local repulsion \( U \), which is sent to infinity analytically in the end. The sum of all ladder interactions in Fig. 2 (b) can be calculated as a geometric series and is called the Bethe-Salpeter equation [40]. The effective interaction includes two contributions: one from the low energy sector of two separate quasi-particles, and one from an anti-bound state of two quasi-particles with energy \( \omega \propto U \). Although \( U \) is sent to infinity, the anti-bound state has a subtle effect on the low energy physics which must be taken into account [22, 23].

To also take the additional interactions in the effective Hamiltonian into account, we apply a self-consistent Hartree-Fock decoupling [21]. The decoupling has no effect on the imaginary part of the self energy, but it shifts the peak positions slightly. Thus it has no significant effect on the line-shape of the excitations and the hard-core interaction is the primary source for the broadening of the single quasi-particle peak. Once the self-energy is computed, we can directly obtain the frequency-dependent structure factor from Eq. (3).

Fig. 3 shows the spectral function, as obtained from the Brückner approach for \( T = 0.5K \) and \( T = 2K \) in comparison with a pure Lorentzian line shape, using a decay rate determined in section IV. For very low temperatures the response is sharply peaked at the position of the dispersion. As temperatures increases, the width of the peak increases, signalling a decrease in coherence. Note that the signal obtains an asymmetric tail towards higher energies at \( T = 2K \). This phenomenon was already reported in Ref. [4] for copper nitrate and in Ref. [10] for BaCu2V2O8s using conventional INS.

Since the NRSE-TAS method captures the correlations in time domain at fixed momentum \( p \) and as function of spin-echo time \( \tau \) (see next section), we Fourier transform the theoretical data to the time domain, yielding the intermediate scattering function \( I(p, \tau) \). Then, its envelop is compared to the experimental data. Due to the high resolution of the theoretical spectral function, the numerical Fourier transformation provides highly accurate data for the time range measured in experiment.

III. EXPERIMENT: NEUTRON SPIN-ECHO SPECTROSCOPY

For the sake of brevity only a brief introduction will be given to the method itself and we refer for the detailed description to the literature [23, 35, 43]. Neutron spin-echo measures the polarization of the neutron beam \( P = \langle \sigma_x \rangle \), which is called the echo amplitude. The two
spin states are associated with two correlation volumes and a precession region before the sample (see Fig. 1 in Ref. [22]) is used to split the two states by a relative time delay $\tau$, the so-called spin-echo time. The spin states scatter at the sample at times $t$ and $t+\tau$, where $\tau$ is identical to the van-Hove correlation time [41]. In a second, reversed precession region after the sample the time delay is canceled out and the states interfere at the detector. Thus, the echo amplitude $P$ is a direct measure of the time dependence of the intermediate scattering function $I(Q, \tau)$.

For quasielastic experiments classical neutron spin-echo (NSE) instruments based on DC fields were very successful. It has been shown, that for the investigation of dispersive excitations such as phonons and magnons it is necessary to combine spin-echo and TAS techniques to select small regions in $(Q,\omega)$ space. The experiments described in Ref. [25] have been carried out at the NRSE-TAS spectrometer TRISP [26] at the FRM II. A high quality crystal of Cu(NO$_3$)$_2$·2.5 D$_2$O with a sample mass of 4g and a deuteration ratio of $>$ 99.38% was used. The one-triplon mode was studied in the minimum of the dispersion at $Q = (101)$ r.l.u., $\hbar\omega_0 = 0.385$ meV. This corresponds to the $p = 0$ mode in the pure 1D theoretical picture. By varying the length of the second precession region a sinusoidal variation of the count rate corresponding to a $2\pi$ rotation of the neutron spins is recorded. The echo amplitude and the intensity are then extracted by using Eq. (3) in Ref. [25]. The echo amplitude was measured for different spin-echo times and for four temperatures with the data shown in Fig. 4. The data was corrected for background and instrument resolution. Note that the rather large error bars are purely statistical and do not contain any systematic error arising from a deconvolution with the resolution function. Due to the equal distribution between non-spin-flip (NSF) and spin-flip (SF) scattering for copper nitrate $P(\tau = 0) = 0.5$ is expected, which is in very good agreement with the recorded data [25].

**IV. COMPARISON**

Fig. 4 shows a comparison of the experimental data points for the echo amplitude $P(\tau)$ with the theoretical results of the Brückner approach and an exponential fit, as expected from a pure Lorentzian line shape in frequency space in the statistical model. Four different temperature sets were measured to investigate the temperature dependence of the spin-echo signal and thus the temporal correlations of the excitation. Taking the equal distribution of NSF and SF scattering into account the theoretical curves were normalized to $P(\tau = 0) = 0.5$. For $T = 0.5K$, close to the zero temperature limit, the excitation is still long-lived and shows no decay in coherence up to 112 ps corresponding to a minimal energy resolution of $\hbar/(112\text{ps}) \approx 5 \mu\text{eV}$. As temperature increases, the echo amplitude shows a faster decay due to additional scattering processes and the experimental data points show a good agreement with the theoretical results up to $T = 3K \approx 0.67\Delta/k_b$. We stress that the Brückner theory has no free parameters and matches to the experiment without any fitting at all.

The pure exponential fits, however, are based on four fit parameters $\gamma$, one for each temperature. They agree slightly better than the parameter free Brückner theory. Hence the process responsible for the decay can not be determined purely from the polarization.

In the Brückner theory the deeper reason for the decay lies in the imaginary part of the self energy. Since the self energy is determined by the effective interaction $\Gamma$, non-trivial scattering processes lead to the specific form of the decay. A similar effect is observed in Ref. [22] and is a consequence of the hard-core bosonic nature of the excitations.

Note, that the theoretical prediction shows a vanishing slope for $P(\tau = 0)$ in contrast to the pure exponential decay. This is expected in a full quantum mechanical description, where the decay channel has only a finite support in frequency. Due to the finite minimal correlation time $\tau_{\text{min}} \approx 14.5\text{ps}$, which is measurable, this feature is hardly examinable in the experiment.

Since the polarization, is not sufficient to distinguish between a simple statistical model and the results of the Brückner theory, we pass to another quantity which is accessible to theory and experiment: the intensity of the mode. The intensity of the mode is directly connected to the quasi-particle residue. In a statistical description of the decay, the quasi-particle residue is independent of temperature and stays constant [1, 4]. On the other
Figure 5. Comparison between the experimentally obtained intensity (black data points) with the prediction from the diagrammatic Br"{u}ckner approach (full red line) and the constant intensity in the statistical model (blue dashed line). The experimental data was normalized to the base temperature value and is in agreement with the Br"{u}ckner theory except that the experiment shows a slightly slower decay in intensity.

The Br"{u}ckner theory predicts a strong dependence of the total intensity on temperature. The more hard-core bosons are thermally excited in the system, the more it is difficult to add further bosons by neutron scattering. Thus the residue decreases significantly upon increasing temperature, see Eq. (9) in Ref. [28]. Figure 5 shows a comparison between the intensity measured by NRSE-TAS and the theoretical prediction of the Br"{u}ckner theory. The experimental data is normalized to the low temperature regime at $T = 0.5K$.

The agreement between the Br"{u}ckner theory and experiment is remarkable. The slight deviation at $T = 3K$ is in agreement with the low-temperature expansion applied in the Br"{u}ckner approach. The pure statistical model fails to explain the temperature dependence of the intensity. As before, the prediction of the Br"{u}ckner theory results from the full quantum model in Eq. (4) and has no free parameters. The decreasing intensity results from the hard-core bosonic commutator relation and is not related to the temperature dependence in the fluctuation-dissipation theorem in Eq. (3), see also Refs. [22, 23].

Thus we can identify the hard-core bosonic scattering processes as the main source for the decay.

V. SUMMARY

In summary, we investigated the temperature dependence of the gap mode of copper nitrate, a realization of an alternating Heisenberg chain, in the time domain. On the experimental side, we used NRSE-TAS measurements to obtain high resolution data of the time-dependent spin-echo signal. On the theoretical side, we used the diagrammatic Brückner approach to calculate the single particle spectral function of the AHC, which was transformed into the time domain to model the time-dependence of the echo-amplitude. Very good agreement between theory and experiment has been achieved without any extensive data analysis or variation of parameters.

On basis of the polarization and intensity of the mode it was argued, that the single particle decoherence cannot be described by a pure statistical model, but rather by non-trivial scattering processes of the hard-core bosonic excitations. Hence quantum corrections, which are induced by the hard-core property, play an important role in describing the physics of quantum magnets at finite temperature.

Our work shows, that the direct analysis in the time domain is a promising route to understand dynamic correlation and to deepen our understanding of quantum coherence at finite temperature. An interesting question is, whether it is possible to increase the fraction of non-trivial scattering processes to further enhance the quantum character of the excitations at finite temperature.
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