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We consider the polar form of the spinor field equation in an $n$-dimensional space-time, studying the way in which the space-time dimension influences the number of the independent field equations and the number of the degrees of freedom of the spinor field written in the polar form: we will find that this polar form is the clearest tool to make manifest the fact that the degrees of freedom of the spinor field and the independent field equations match in dimensions 4 and 8 alone while in all the other instances there will be problems of general under-determination or over-determination.

I. INTRODUCTION

Despite general differential geometry can be defined in any number of dimensions, nevertheless there are objects which are extremely sensitive to the actual dimension of the space where they are defined: a first example can be seen in the theory of differential forms, in which we have the Levi-Civita completely-antisymmetric pseudo-tensor defined with as many indices as the space itself. Thus, a completely antisymmetric object like the torsion can not be defined in 2 dimensions, but it is dual to a scalar in 3 dimensions, or dual to an axial-vector in 4 dimensions.

Another case of dimensional dependence is the curvature tensor: the Riemann tensor is a fundamental object in 4 dimensions, but it is determined by the Ricci tensor in 3 dimensions, by the Ricci scalar in 2 dimensions, and it is trivial in 1 dimension. All this is rather well known.

The dependence on the dimension is perhaps even more dramatic in the case of the spinor fields [1–4]: as known, in 2 dimensions the Clifford algebra gives 1 generator for the Lorentz group, in 3 dimensions it gives 3 generators, in 4 dimensions 6 generators. But things are not always so linear, because in both 2 and 3 dimensions spinor fields have 2 components, and only by going to 4 or 5 dimensions they have 4 components, and so on doubling their components every time we increase by two dimensions.

What is interesting, though presumably not surprising, is the fact that this irregular jumping through dimensions of the Clifford algebra, on the one hand, and of the spinor field, on the other hand, renders such a sensitivity to the dimension quite erratic: as is well known, in 4 dimensions the spinor fields have 4 complex components, and thus 8 real components, but only 2 degrees of freedom, whereas in 2 dimensions they have 2 complex components, thus 4 real components, with 3 degrees of freedom. Such results are common knowledge for spinor classification in various dimensions as discussed in [5–8], where some very general treatments are done which also include the enlargements to arbitrary signatures and up to octonion-valued fields.

A general discussion about real, complex, quaternionic and octonionic structures, for an arbitrary dimension and signature, is in [9–12]: in these papers it is discussed that fundamental spinor fields are real for $n = 2$ and $n = 3$ while they are complex $n = 4, 8$ and quaternionic or octonionic in other dimensions. As we are going to see next, similar results can also be obtained by employing another type of analysis involving what is known as polar form of the spinor field, and which consists in writing the spinor field as a function of some module and some angle.

The reason for the fact that spinor fields have such erratic behaviour through different dimensions is that they are defined by their transformation properties under the complex Lorentz group, so that components representing redundant information can be removed by means of the complex Lorentz transformation: so in going from 2 to 4 dimensions we increase from 4 to 8 the real components of the spinor fields but in addition we increase from 1 to 6 the Lorentz transformations that can be used to remove those redundancies, consequently reducing the amount of degrees of freedom. Once again, this fact is well known, but differently from the results obtained in the mentioned literature, the spinor erraticity can be easily understood using the previously introduced polar form, as it has been discussed in [13–16], in which we find the general study of the classification of degrees of freedom together with extensions to arbitrary dimensions and non-abelian cases.

But what is more interesting, and now presumably also surprising, is that such an erratic behaviour through dimensions of degrees of freedom of the spinor fields and of independent field equations do not correspond: they are both erratic, but in different ways, so that the degrees of freedom of the spinor fields and the independent field equations do not match. On the other hand, they should match since the degrees of freedom of a spinor field must be equal to the physical components determined by the independent spinorial differential field equations.

Consequently, the analysis of the dimensions in which spinor fields are defined can also be done in terms of the corresponding spinor field equations: clearly, all results anticipated above will be recovered. But intriguingly, all recovered results will be easily interpreted when the polar form of the spinor field equations is taken [17, 18].

The reason is simple: spinors that are well-defined have a number of degrees of freedom matching the number of field equations, so that the polar form will resolve into a perfect set of equations [19, 20], but spinors with problems in their definition will have some degrees of freedom in excess or in defect with respect to the number of field equations, and the polar form will manifest this situation by developing too few or too many equations. Therefore, the classification of degrees of freedom through dimen-
sions that have been discussed in terms of Clifford algebras and spinor fields can additionally be achieved in terms of the Dirac spinor field equation, and then in polar form.

The advantage of converting the results from algebraic perspectives to differential perspectives is to give them a less kinematic and more dynamic interpretation, and the advantage of converting them into polar form is that all quantities will be written in terms of real tensors and so easier to be read: the Dirac equation in polar form is in fact perfectly suited to be decoded in terms of quantities that have a simple and clear meaning [22]. In polar form, problems like the abundance of physical components will be translated into the lack of the corresponding equations governing the dynamics of such extra components while problems like the lack of physical components is going to be converted into the fact that some field equations will collapse into constraints between quantities that should otherwise be freely defined, as we will see in this paper.

II. THE GENERAL ANALYSIS

In the general $n$-dimensional space-times, the spinorial fields are defined as columns of $2^{(n-a)/2}$ complex scalars with $a$ being zero or one for $n$ even or odd; because these components are complex, we have $2^{(n-a+2)/2}$ real scalars as total number of components. In the definition of spinor fields as column of complex scalars we also have to add that they transform according to the complex representation of the Lorentz group, being $n(n-1)/2$ transformations in total. These transformations can be employed to remove the redundant components leaving only the true components, or degrees of freedom, in the spinor fields.

After the operation is done, the spinorial field remains with $2^{(n-a+2)/2-n(n-1)/2}$ components that can no longer be reduced, and in this form the spinor field is said to be in polar form: because these are the irreducible degrees of freedom, that is the physical fields, all of their derivatives must be specified by the field equations, and they amount to the number of $2^{(n-a+2)/2-n(n-1)/2}/2$ in total.

These conditions must come from the spinor field equations, which amount to a number of $2^{(n-a+2)/2}$ independent field equations in total. Because the number of independent field equations must not exceed the number of degrees of freedom of the spinor fields, we have that

$$2^{(n-a+2)/2-n(n-1)/2}/2 \geq 2^{(n-a+2)/2}$$

with the optimal case given by the strict equality.

Since the number of dimensions is strictly larger than one, this condition can be worked out to be

$$2^{(n-a+4)/2-n^2} \geq 0$$

again with the optimal case given by the strict equality, and which we will next discuss. In order to perform the discussion we split the cases of odd and even dimension.

Condition (2) in the case of odd dimension is

$$2^{(n+3)/2-n^2} \geq 0$$

and its discussion is rather easy: the exponential is always even while the square of an odd number is odd, and therefore we will never be in the optimal case of equality.

The sub-optimal case is given for all dimensions $n \geq 10$ while remaining cases are for the $n = 3, 5, 7, 9$ dimensions.

Condition (2) in the case of even dimension is

$$2^{(n+4)/2-n^2} \geq 0$$

and now an optimal case is possible: it is given for $n = 4, 8$ dimensions and by no other dimension as it can be seen from the fact that (4) can have two solutions at most.

Sub-optimal cases are given for $n = 2$ as well as for all dimensions $n \geq 10$ while the remaining case is now given by the single instance of $n = 6$ dimensions solely.

Merging the two instances back together, we have that the degrees of freedom of the spinor field will always be too many to be determined by the independent field equations for $n = 2$ and all $10 \leq n$ dimensions in general; within the interval $3 \leq n \leq 9$ the spinor field is over-determined by too many field equations apart from the cases $n = 4, 8$ for which degrees of freedom of the spinor field and independent field equations match in a perfect manner.

The instance $n = 4, 8$ is optimal. Among the other two cases, the case $n = 2$ and all $10 \leq n$ are sub-optimal since they are not optimal but there always is the possibility to restrict the spinor field enough to be well determined.

The remaining cases have to be regarded as problematic because there is nothing we can do in order to restore the match between degrees of freedom of the spinor field and the corresponding independent field equations, apart from requiring some arbitrary restrictions on quantities that should otherwise be freely determined, and therefore we must regard these cases as quasi-critical indeed.

We will now proceed to exemplify some of these cases by considering the simplest instance in each class.

A. An optimal case: 4-dimensions

Among the two optimal cases, we are going to investigate the simplest, that is the case of 4 dimensions.

This case is the most interesting because it represents what to all empirical evidence appears to be the natural universe; additionally, it is a good starting point because it has already been investigated quite intensively [16].

In this case, the Clifford matrices $\gamma^a$ can be taken for instance in chiral form according to

$$\gamma^0 = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix} \quad \gamma^A = \begin{pmatrix} 0 & \sigma^A \\ -\sigma^A & 0 \end{pmatrix}$$

for $A = 1, 2, 3$ and with $\sigma^A$ Pauli matrices; our convention is to take $[\gamma_a, \gamma_b] = 4\sigma_{ab}$ so that we have

$$\sigma^{0I} = -\frac{i}{2} \begin{pmatrix} \sigma^I & 0 \\ 0 & -\sigma^I \end{pmatrix} \quad \sigma^{JK} = -\frac{i}{2} \epsilon^{JKL} \begin{pmatrix} \sigma^L & 0 \\ 0 & \sigma^L \end{pmatrix}$$

for $I, J, K = 1, 2, 3$ as above. It is also essential to define through $2i\sigma_{ab} = \varepsilon_{abcd}\pi\sigma^{cd}$ the matrix $\pi$ (which is merely
the fifth gamma matrix in a notation without the useless index five, since we are treating the 4-dimensional case).

It is also important to recall the relationship given by

\[ \gamma_i \gamma_j \gamma_k = \gamma_i \eta_{jk} - \gamma_j \eta_{ik} + \gamma_k \eta_{ij} + i \varepsilon_{ijkq} \gamma^q \]  

(7)

which is a general spinorial identity.

With the \( \sigma_{ab} \) matrices it is possible to construct the complex Lorentz transformation, and the spinorial fields are defined as what transforms according to such a complex Lorentz transformation. With \( \gamma_0 \) we can define the operation \( \bar{\psi} = \psi^\dagger \gamma_0 \) as the spinorial field conjugation, in terms of which the bilinear quantities

\[ M_{ab} = 2i \bar{\psi} \sigma_{ab} \psi \]  

(8)

\[ S^a = \bar{\psi} \gamma^a \psi \]  

(9)

\[ U^a = \bar{\psi} \gamma^0 \psi \]  

(10)

\[ \Theta = i \bar{\psi} \gamma^0 \psi \]  

(11)

\[ \Phi = \bar{\psi} \psi \]  

(12)

are all real tensors as it is easy to demonstrate.

With \( (7) \) and these bilinear quantities it is possible to prove the validity of relationships

\[ \frac{1}{2} M_{ab} M^{ab} = \Theta^2 - \Phi^2 \]  

(13)

\[ M_{ab} U^b = \Theta S_a \]  

(14)

\[ M_{ab} S^b = \Theta U_a \]  

(15)

as well as

\[ U_a U^a = -S_a S^a = \Theta^2 + \Phi^2 \]  

(16)

\[ U_a S^a = 0 \]  

(17)

called Fierz rearrangements and being spinor identities.

As is discussed in [16], it is possible to prove that, if not both \( \Theta \) and \( \Phi \) vanish identically, as it happens in general, then we can always employ some Lorentz transformation to remove redundant components in the spinor field; now because there are up to 6 available transformations, then there are up to 6 components that can be removed, and in fact in this case it is possible to remove them all thus reducing the spinor field to 2 components only: in such a case the spinor field acquires the form

\[ \psi = \phi e^{-i \beta \pi S} \begin{pmatrix} 1 \\ 0 \\ 0 \end{pmatrix} \]  

(18)

with \( \phi \) and \( \beta \) respectively scalar and pseudo-scalar called module and Yvon-Takahashi angle while \( S \) is a generic Lorentz transformation and which is called polar form of the spinorial field. Notice that in the polar form we have

\[ M_{ab} = 2 \phi^2 (\cos \beta \mu^a s^b \varepsilon_{jka} + \sin \beta u_a s_b) \]  

(19)

in terms of

\[ S^a = 2 \phi^2 s^a \]  

(20)

\[ U^a = 2 \phi^2 u^a \]  

(21)

and

\[ \Theta = 2 \phi^2 \sin \beta \]  

(22)

\[ \Phi = 2 \phi^2 \cos \beta \]  

(23)

as it can be demonstrated very straightforwardly indeed.

The proof can be obtained either by directly performing Lorentz transformations onto the spinor field; or by noticing that, because of identity \( (16) \), it turns out that \( U^a \) is a time-like vector, so we can always boost its space part away, and then we can always rotate along the third axis the spatial part of \( S^a \) in general: either way, we get the spinor field in polar form \( (18) \) in general [16]. Also

\[ u_a u^a = -s_a s^a = 1 \]  

(24)

\[ u_a s^a = 0 \]  

(25)

showing that \( \phi \) and \( \beta \) are the only degrees of freedom.

Because spinor fields are complex, in the following we will allow Lorentz transformations \( S \) to be accompanied by a generic gauge shift \( e^{-i \theta} \) so to write the most general transformation according to \( S e^{-i \theta} \) and in this form, we notice that we can always write \( (S e^{-i \theta}) \partial_\mu (S e^{-i \theta})^{-1} \) as

\[ (S e^{-i \theta}) \partial_\mu (S e^{-i \theta})^{-1} = i \partial_\mu \Theta + \frac{1}{2} \bar{\psi} \sigma_{ij} e^{i \theta} \]  

(26)

where \( \theta \) is a generic complex phase and \( \theta_{ij} = -\theta_{ji} \) are the six parameters of the Lorentz group; introducing a spin connection \( \Omega^a_{\mu
u} \) as well as a gauge potential \( A_\mu \) we define

\[ \partial_\mu \Theta - \Omega_{ij\mu} \equiv R_{ij\mu} \]  

(27)

\[ \partial_\mu \theta = -qA_\mu \equiv P_\mu \]  

(28)

which are proven to be real tensors [20]: it is now possible to demonstrate that the Dirac field equations given by

\[ i \gamma^\mu \nabla_\mu \psi - X W_\mu \gamma^\mu \pi \psi - m \psi = 0 \]  

(29)

with the spinor field in polar form can be written according to the Gordon decomposition in polar form

\[ \frac{1}{2} \varepsilon_{\mu\nu\rho\sigma} R^{\mu\nu\rho} - 2 P^\mu u_\mu s_\rho + m s_\mu \cos \beta = 0 \]  

(30)

\[ R_{\mu a} - 2 P^\mu u^\nu s^a \varepsilon_{\mu\nu\rho\sigma} + 2 s_\rho m \sin \beta + \nabla_\mu \ln \phi^2 = 0 \]  

(31)

where \( W_\mu \) is the torsion axial-vector added for generality and \( m \) is the mass of the spinor field. We also have

\[ \nabla_\mu s_i = R_{ij\mu} s^j \]  

(32)

\[ \nabla_\mu u_i = R_{ij\mu} u^j \]  

(33)

as general constraints on the vector and the axial-vector.

The proof can be obtained multiplying the Dirac field equation by the \( \gamma^a \) matrices and the conjugate spinorial field and then splitting in real/imaginary parts, as it has been shown in [20]. Notice that \( (30, 31) \) are vector equations, hence specifying all of 4 the first-order derivatives of the 2 real degrees of freedom, amounting to a total of
8 real independent field equations, which are exactly the same number of the original Dirac field equations. Thus, in 4-dimensions the spinor field has 2 real scalar degrees of freedom and there are 8 real vectorial independent field equations as it is clear when writing everything in terms of the polar form: the 8 independent field equations specify all 4 first-order derivatives of the 2 degrees of freedom that constitute the spinor field precisely. This is what was expected, as discussed in \[21\].

### B. A sub-optimal case: 2-dimensions

Among the many sub-optimal cases, we are again going to investigate the simplest, that is the 2 dimensions. The study will proceed exactly as in the case above. Now, the Clifford matrices $\gamma^a$ can be taken to be

$$
\gamma^0 = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix} \quad \gamma^1 = \begin{pmatrix} 0 & -1 \\ 1 & 0 \end{pmatrix}
$$

and because still $[\gamma_a, \gamma_b] = 4\sigma_{ab}$ then

$$
\sigma^{01} = \frac{1}{2} \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}
$$

with $2\sigma_{ab} = \varepsilon_{ab}\pi$ defining the matrix $\pi$ (the above three matrices are just the three Pauli matrices in the notation without the irrelevant three indices, and again we choose this notation since we are in the 2-dimensional case). It is also important to recall the relationship given by

$$
\gamma_i\gamma_j\gamma_k = \gamma_i\eta_{jk} - \gamma_j\eta_{ki} + \gamma_k\eta_{ij}
$$

(36)

which is a general spinorial identity.

With the $\sigma_{01}$ matrix it is possible and easy to construct the complex Lorentz transformation, and spinorial fields are defined as what transforms according to such a complex Lorentz transformation. With $\gamma_0$ we can define the operation $\overline{\psi} = \psi^\dagger \gamma_0$ as the spinorial field conjugation, in terms of which the bilinear quantities

$$
U^a = \overline{\psi}\gamma^a\psi
$$

(37)

$$
\Theta = \overline{\psi}\pi\psi
$$

(38)

$$
\Phi = \overline{\psi}\gamma_0\psi
$$

(39)

are all real tensors as it is easy to demonstrate.

With (36) and these bilinear quantities it is possible to prove the validity of the relationship

$$
U_a U^a = \Phi^2 + \Theta^2
$$

(40)

called Fierz rearrangement and being a spinor identity.

It is easy to see that we can always employ the Lorentz transformation to remove 1 component in the spinor field, which remains with 3 components: the spinor field is

$$
\psi = \phi \ e^{i \alpha} e^{-\frac{i}{2} \beta \pi} S \begin{pmatrix} 1 \\ 1 \end{pmatrix}
$$

(41)

with $\phi$, $\alpha$ and $\beta$ respectively being a scalar, a scalar and a pseudo-scalar while $S$ being the Lorentz transformation and which is the polar form. Notice that in polar form

$$
U^a = 2\phi^2 u^a
$$

(42)

and

$$
\Theta = 2\phi^2 \sin \beta
$$

(43)

$$
\Phi = 2\phi^2 \cos \beta
$$

(44)

and where we can witness that the $\phi$ scalar never appears.

The proof can be obtained by directly performing the Lorentz transformation on the spinor field. We also have

$$
u_a \psi^a = 1
$$

(45)

with $\phi$, $\alpha$ and $\beta$ being the only degrees of freedom.

As before, we will allow the Lorentz transformation to be accompanied by the gauge shift, so that we can define the $\theta$ and $\theta_{01} = -\theta_{10}$ parameters; with $\Omega_{\alpha}$ and $A_\mu$ it can be possible to define $R_{i\mu}$ and $P_\mu$ as above: and now, as before, we can demonstrate that the Dirac field equations with a spinor field in polar form can be written as

$$
-2(P - \nabla\alpha)\varepsilon_{ab} + \nabla_\mu \beta + 2mu_a \varepsilon_{ab} \cos \beta = 0
$$

(46)

$$
R_{i\mu}^a + 2mu_a \varepsilon_{ab} \sin \beta + \nabla_\mu \ln \phi^2 = 0
$$

(47)

with no torsion in two dimensions and in which $m$ is the mass of the spinor field. We also have

$$
\nabla_\mu u_\mu = R_{j\mu} u^j
$$

(48)

as general constraints on the vector alone.

The proof is obtained as above. And as above, we get vector equations, specifying the 2 first-order derivatives of $\phi$ and $\beta$ as 2 real degrees of freedom, amounting to a total of 4 real independent field equations, which are the exact same number of the original Dirac field equations as it is possible to check; nevertheless, there is no equation specifying the first-order derivatives of $\alpha$ which thus is a degree of freedom with no independent field equation.

Thus, in 2-dimensions the spinor field has 3 real scalar degrees of freedom and there are 4 real vectorial independent field equations as it is clear in polar form: the 4 independent field equations specify the 2 first-order derivatives of 2 degrees of freedom but 1 degree of freedom is left undetermined. Hence, this situation is sub-optimal.

However, it can be made optimal by having the spinor field restricted enough to lose the undetermined degree of freedom: and since such degree of freedom is represented by a phase, we could arrange to have the gauge shift be re-scaled as $\theta \to \theta + \alpha$ and the extra phase absorbed away.

Absorbing the phase away is equivalent to require that the gauge charge be equal to zero, which means that what we are considering are spinors of Majorana type solely.

In dimension 2 Majorana spinors are also Weyl spinors. As a consequence, in such a case there are more degrees of freedom than independent field equations although the extra degree of freedom could be appropriately removed.
then rendering the actual number of degrees of freedom exactly the same as the total number of independent field equations, which means that this case is sub-optimal but it can be rendered optimal by having the spinorial fields restricted to be the Majorana-Weyl spinorial fields.

Nevertheless we have to specify that the status of optimal case is recovered only because there was one single extra component that could be reabsorbed with the phase shift and so this procedure works only in 2 dimensions.

In other dimensions one would have to rely on a different procedure for removing the extra components.

C. A quasi-critical case: 3-dimensions

Among the five quasi-critical cases, we are again going to investigate the simplest, and that is the 3 dimensions. The study will proceed similarly to the cases above. Now, Clifford matrices $\gamma^a$ are taken to be given by

$$\gamma^0 = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}, \quad \gamma^1 = \begin{pmatrix} 0 & -i \\ i & 0 \end{pmatrix}, \quad \gamma^2 = \begin{pmatrix} i & 0 \\ 0 & -i \end{pmatrix} \quad (49)$$

and because $[\gamma_a, \gamma_b] = 4\sigma_{ab}$ then

$$2\sigma^{ab} = \imath\varepsilon^{abc}\gamma_c \quad (50)$$

with no possibility to define further matrices (once again, the above three matrices are just the three Pauli matrices in the notation with the three indices renamed to match the structure of space-time in the 3-dimensional case).

It is also important to recall the relationship given by

$$\gamma_i\gamma_j\gamma_k = \gamma_i\gamma_j\gamma_k - \gamma_j\gamma_k\gamma_i + \gamma_k\gamma_i\gamma_j + \imath\varepsilon_{ijk} \quad (51)$$

which is a general spinorial identity as usual.

And as usual, with the $\sigma_{ab}$ matrices we can construct the complex Lorentz transformation, and spinorial fields are defined as what transforms according to such a complex Lorentz transformation. With $\gamma_0$ we can define the operation $\bar{\psi} = \psi^\dagger\gamma_0$ as the spinorial field conjugation, in terms of which the bilinear quantities

$$U^a = \bar{\psi}\gamma^a\psi \quad (52)$$
$$\Phi = \bar{\psi}\psi \quad (53)$$

are all real tensors as it is easy to demonstrate.

With (51) and these bilinear quantities it is possible to prove the validity of the relationship

$$U_aU^a = \Phi^2 \quad (54)$$
called Fierz rearrangement and being a spinor identity.

It is easy to see that we can always employ the Lorentz transformations to remove 3 components in spinor fields, which remain with 1 component only: spinor fields are

$$\psi = \phi S \begin{pmatrix} 1 \\ 1 \end{pmatrix} \quad (55)$$

with $\phi$ scalar and $S$ Lorentz transformation and which is the polar form. Notice that in polar form

$$U^a = 2\phi^2 u^a \quad (56)$$
$$\Phi = 2\phi^2 \quad (57)$$

where every possible phase has disappeared completely.

The proof can be obtained by directly performing the Lorentz transformations on spinor fields. We also have

$$u_a u^a = 1 \quad (58)$$

and as it is clear $\phi$ is the only degree of freedom possible.

As before, we will allow the Lorentz transformations to be accompanied by the gauge shift, so that we can define the $\theta$ and $\theta_{ij} = -\theta_{ji}$ parameters; with $\Omega_{a\sigma}$ and $A_a$ it can be possible to define $R_{ij\mu}$ and $P_{\mu}$ as above: once again, we can demonstrate that the Dirac field equations with the spinor field in polar form can be written as

$$\frac{1}{2}R_{i\mu}e^{i\sigma} + 2P^k u_k - 2XW - 2m = 0 \quad (59)$$
$$R_{\mu a} + 2\varepsilon_{pak}P^a u^k + \nabla_{\mu} \ln \phi^2 = 0 \quad (60)$$
in which $W$ is the torsion scalar added for generality and $m$ is the mass of the spinor field. We also have

$$\nabla_{\mu} u_i = R_{ij\mu} u^j \quad (61)$$

as general constraints on the vector alone.

The proof is obtained as above, again. But now, quite differently from above, we have a vector equation specifying the 3 first-order derivatives of $\phi$ as the real degree of freedom, therefore 3 real independent field equations, which are 1 short of the 4 original Dirac field equations, as it is clear to see: the remaining field equation (59) has been converted into a constraining equation for some of the quantities usually involved in the dispersion relations.

So, in 3-dimensions the spinor field has one real scalar degree of freedom with 4 real vectorial independent field equations as it is clear in polar form: the 4 independent field equations specify the 3 first-order derivatives of the degree of freedom but they are supplemented with 1 constraining equation among some quantities that cannot be instead freely given. Therefore, this case is quasi-critical.

Clearly, it is always possible that for situations of specific symmetries the constraining equation is verified by chance. However, its validity is not granted in general.

In fact, to verify the constraint it would be required to restrict quantities on which we have no control at all.

And of course, the number of constraints is even larger for any space-time with more than 3 dimensions.

III. COMMENTS

In the above section we found condition (2) as the condition that has to be verified in order for the spinor field
and its field equations to be properly defined: when it is not verified it simply means that the spinorial field has a number of degrees of freedom that distinguishes that of the independent field equations but with some remaining field equation that converts into a constraining equation which cannot be verified in general; when it is verified in the strict sense it means that there are no field equations converting into constraining equations and the independent field equations are as many as the degrees of freedom of the spinor field, while when it is verified in the broad sense the independent field equations are not enough to determine all degrees of freedom of the spinor field.

To better convince the reader, we have provided some well-known examples, one for each case: 1. in 4 dimensions, the Dirac field equations are equivalent to the pair given by (30, 31), and this is optimal; 2. in 2 dimensions, the Dirac field equations are equivalent to the couple of equations given by (46, 47) where the a degree of freedom does not have an independent field equation, henceforth this case is said sub-optimal; 3. in 3 dimensions, a Dirac set of field equations is equivalent to the two field equations that are given by the equations (59, 60) although

$$\frac{1}{4}R_{i\dot{j}\alpha} + P^k u_k - XW - m = 0 \quad (62)$$

is actually a constraint, and as a consequence this problematic situation has been indicated as quasi-critical.

We had noticed that case 2. has problems which could be solved by restricting the generality of the spinor field, although the method used in the above instance was also not of general applicability: the extra degree of freedom was a single phase and we could use the gauge transformation to gauge the phase away, but this way out clearly works only for a single extra degree of freedom; for sub-optimal cases of larger dimensions this specific restriction would not be enough, and further restrictions will have to be implemented. Just the same, in different dimensions there will be correspondingly different methods to follow in order to restrict the spinor: for example, like in the 2-dimensional case spinors could be of Majorana type and of Weyl type simultaneously, also in 10 dimensions such Majorana-Weyl spinor can be defined, and therefore like in the 2-dimensional case, also in 10 dimensions it may be easier to recover the optimal condition. In dimensions in which this is not possible, we can only require spinors to be either Majorana spinors or Weyl spinors, and each of these conditions taken independently may not be enough to recover the situation of optimal case for the spinor.

Nevertheless, the condition of being a Majorana spinor or a Weyl spinor is not immediately applicable in general in the context of the polar form: at least in the case of 4 dimensions [16, 20, 21], it is a known fact that spinors can be split in two classes, according to whether they are regular (at least one of the two bi-linear scalars different from zero) or singular (both bi-linear scalars vanishing), with general Dirac spinors belonging to the former class and Majorana and Weyl spinors belonging to the latter class. Both classes admit a polar decomposition, but the two polar decompositions are not equivalent, so that they have to be studied independently, and therefore we can not apply to one the conditions obtained for the other.

Because in this paper we have focused on the polar decomposition of the regular spinors, seeing what happens when implementing the condition of singularity of spinors would require an extension of the analysis which would exceed the reasonable limits of the paper.

As for the case 3. we regard it to be worse, because in this case we would have to release constraints on quantities that cannot be fixed a priori: symmetries, or other hypotheses, may come to rescue. It is not impossible that

$$\frac{1}{4}R_{i\dot{j}\alpha} + P^k u_k - XW - m = 0 \quad (63)$$

be verified by some tailored assumption.

But quite clearly, solvability is precluded, at least if we care to consider the most general of circumstances. As it stands, we will retain the optimal case as the only meaningful one, so far as generality is concerned.

**IV. CONCLUSION**

In this paper, we have taken a great advantage of the polar form of spinor fields and their field equations as a methodological technique for the analysis of the match between degrees of freedom and independent field equations in various dimensions: we have witnessed that the degrees of freedom of the spinor field are too many to be determined by the independent field equations in dimensions $n = 2$ and all $10 \leq n$ dimensions; we have seen that the degrees of freedom of the spinor field are too few for the independent field equations which therefore develop constraints in $n = 3, 5, 6, 7, 9$ dimensions. However, it was also noticed that the degrees of freedom of spinor fields are determined by the independent field equations with no additional constraint in $n = 4, 8$ dimensions. We have discussed how developing constraints brings general lack of solvability, a situation we called quasi-critical; and that the circumstance where some degrees of freedom are not determined is also problematic, giving a situation we called sub-optimal. And we have concluded that the exact match is the only instance in which no problems arise in general, which we called optimal case. We showed that in sub-optimal cases constraints can be implemented to recover optimal case although the procedure is in general dimensional-dependent, and we have discussed that some constraints like (63) may happen to be satisfied although dealing with quasi-critical cases is a much more arbitrary task to be achieved in general. Of course, optimal cases do not require any adjustment. This is why they can be treated with no issue even in their most general instance.

It is important to stress that we are not saying that a quasi-critical as well as a sub-optimal case should occupy no place in any study; but such non-optimal cases do have issues that have to be treated, a possible investigation is by having the algebraic study extended as to include the differential study, since in this case the existence of any non-physical component is translated into an unbalance
of the field equations, and the clearest way to see this is in polar form, as in this way all unbalanced field equations are written explicitly. The polar form of the Dirac spinor field equations is useful also in optimal cases as a way to write field equations in terms of real tensors alone.

As final and intriguing remark, we notice that the Bott periodicity, characterizing spinor representations given in terms of Clifford algebras, seems broken at a differential level, when considering the Dirac spinorial field equations and as is clearest when employing the polar form.

Spinor fields represent one wide and deep sector of research that in the literature has been extensively and intensively investigated from the point of view of Clifford algebras but which reveals notable aspects when studied with the Dirac field equations in polar form.
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