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ABSTRACT

Power systems are subject to fundamental changes due to the increasing infeed of decentralized renewable energy sources and storage. The decentralized nature of the new actors in the system requires new concepts for structuring the power grid and achieving a wide range of control tasks ranging from seconds to days. Here, we introduce a multiplex dynamical network model covering all control timescales. Crucially, we combine a decentralized, self-organized low-level control and a smart grid layer of devices that can aggregate information from remote sources. The safety-critical task of frequency control is performed by the former and the economic objective of demand matching dispatch by the latter. Having both aspects present in the same model allows us to study the interaction between the layers. Remarkably, we find that adding communication in the form of aggregation does not improve the performance in the cases considered. Instead, the self-organized state of the system already contains the information required to learn the demand structure in the entire grid. The model introduced here is highly flexible and can accommodate a wide range of scenarios relevant to future power grids. We expect that it is especially useful in the context of low-energy microgrids with distributed generation.

Highly decentralized power grids, possibly in the context of prosumer systems, require new concepts for their stable operation. We expect that both self-organized systems and intelligent devices with communication capability that can aggregate information from remote sources will play a central role. Here, we introduce a multiplex network model that combines both aspects and use it in a basic scenario and uncover surprising interactions between the layers.

I. INTRODUCTION

Power systems are subject to fundamental changes caused by the increasing infeed of decentralized and fluctuating renewable energy sources. One key change is that the conventional energy producers, i.e., big central power plants, are currently also the locus of control resources for the power grid. The challenge facing future power grids lies in achieving a stable and robust operation of the grid without such centrally controlled actors.

In general, the objective for a stable operation is to maintain the frequency and voltage of the system and to keep the system in an economically desired state. To do so, it is necessary to achieve an instantaneous balance between electricity generation and consumption. Any imbalance is directly linked to a deviation of the grid frequency from its nominal value (50 Hz/60 Hz). The control and stabilization of frequency are traditionally divided into primary, secondary, and tertiary control. They address instantaneous frequency stabilization, i.e., keeping frequency within given bounds (primary), restoring the nominal frequency (secondary), and achieving or restoring a desired economic state (tertiary). These three control layers also typically come with a temporal hierarchy, with primary control acting at the scale of seconds, secondary in minutes, and tertiary in quarter-hours.

In addition, the corresponding tasks require an increasing level of explicit communication and coordination of the actors, who participate in various markets to ensure sufficient control resources in an economically feasible way. While primary control might be achieved through automated reactions to frequency deviations,
controls on slower timescales are typically subject to active human decisions.

The power required to operate the safety-critical primary and secondary control as well as to balance out unforeseen load variations is typically held in reserve and has to be provided at short notice. Both reserved capacity and energy drawn cause costs. On the other hand, the energy required to service the expected load is bought days, weeks, or even years in advance, based on past experience. This energy can be dispatched by the cheapest provider, and technical constraints play less of a role here. It can thus be expected to be cheaper overall than primary or secondary control energy. Following a fault, it is the role of tertiary control to restore this economically favorable state.

Control concepts for (prosumer-based) microgrids, which could form a key part of future grid designs, especially in emerging markets, follow the same hierarchy of tasks. Again, primary and secondary controls are required for the proper functioning of the grid itself, whereas tertiary control (also called energy management) chooses the economically desirable source of energy. With this context in mind, we explore scenarios for achieving frequency stability as well as economically optimal balancing. We focus on distributed, self-organized control actors, assuming that an analogous detailed market design for single microgrids is not feasible due to their small sizes, decentralized power provision, and low inertia.

In future power grids, the control tasks will have to be performed by new distributed actors. A key question in their grid design is how much coordination these actors will require and how much can be achieved through self-organized means. To obtain a system that can function in the face of communication failures, it is natural to require that primary and secondary control should be achieved in a fully decentralized and self-organized fashion. On the other hand, tertiary control is an optimization task that can make use of communication and coordination infrastructure safely.

To understand whether such a communication and coordination layer is required and how it performs with respect to control and stabilization, it is necessary to study the interaction of the different layers of the control hierarchy, which are typically studied only separately. Most literature studies on hierarchical control are reviewing existing approaches on their respective timescales without explicitly studying their interaction.

In this paper, we introduce a model for the hierarchical operation of a power grid that aims to achieve two goals, robust control in the face of communication failures and some notion of an economically optimal dispatch under operational constraints. We consider the power grid as a two layer network, where the layers are given by (i) the physical electricity network together with a fully decentralized real-time distributed primary/secondary control of the grid frequency and (ii) an energy management layer. If we allow for communication in the energy management layer, this can be described as a multiplex network of a physical and a control layer, i.e., both layers have an identical set of nodes. In the latter, links correspond to a directed information transfer between controllers. This model allows us to study the interaction of timescales ranging from seconds to days.

We use this model to analyze a simple but illustrative scenario, where a subset of nodes in the system has the ability to dispatch energy in hourly intervals and optimize for an unknown periodic background demand that is inferred from the control actions required by the primary/secondary layer. Using this scenario, we can compare the effect of various communication strategies.

In order to study the performance of various approaches, we make use of probabilistic methods, that is, we define a scenario ensemble and evaluate the expected performance of the system with respect to the ensemble average by sampling over the ensemble. This approach allows us to study the properties of the system for the whole ensemble, rather than in individual case studies. As our main aim here is to introduce the model and understand qualitatively the performance of the control layers, our setup is rather conceptual and does not capture real power systems in detail. While the inspiration is drawn from the context of prosumer-based microgrids, we consider this to provide a broader perspective as well.

A. Multiplex aspects of power grids

The study of multilayer networks as (dynamical) systems with an additional mesoscale structure experienced an active development in recent years (see Ref. 12 for a review). Subsequently, a variety of statistical network characteristics (e.g., Ref. 25) has been developed to quantify the multilayer structure. A special multilayer structure is the multiplex (or multilevel) network, which we employ in our model. Nodes are identical across the layers; hence, the topology between the layers is fixed.

We identify the network layers with their different functional roles within the system, i.e., electricity distribution and control. Likewise, the coupling mechanism is different and given by the physical power flow and communication, respectively. Introducing an interdependence between the layers affects the overall system’s resilience to failures, a popular example is the 2003 Italian blackout with a multilayer cascading failure. In particular, it has been shown that the interconnection of different networks can promote network breakdown in discontinuous first-order transitions.

Note that there are a number of works that study consensus-based methods for achieving certain objectives (see, e.g., Refs. 30 and 31) by introducing an additional communication layer. These multiplex networks differ in various ways from the setup studied here. Most importantly, in the fact that the layers cooperate on a single control objective, it is mostly secondary control or quasi-stationary control that is considered.

B. Energy management

For a decentralized primary and secondary control, we make the most simple choice and use a lag element, which can also be described as adapted distributed proportional-integral (PI) control. The main adaptation, discussed thoroughly in Ref. 34, is that the integral controller includes an exponential decay term. While this means that there remains a residual steady-state error, it makes the setup robust to unavoidable systematic errors in the implementation of the integrator.

The question of how to model energy management is far more challenging and less settled. A variety of approaches model energy markets directly. For tertiary control (here referring to the technical implementation) directly, we are not aware of any general models, though more concrete studies for the microgrid context exist. There are also various works studying the relationship to
congestion management and frequency control. Our approach here is to side step the question of how exactly the dispatch is chosen, but instead focus on studying the steady state emerging once the economic optimization (given the available information) has been performed. We do so by introducing an iterative learning control (ILC) that considers the previous days performance and attempts to iteratively improve it by scheduling a different dispatch for the next day. As the consumption/production fluctuates from day to day, this iterative process should converge to an optimum dispatch. Note that the energy scheduled for the next day is known a day ahead but not generated a day ahead.

ILC is a control method which can be applied to track a periodic output or reject periodic disturbances. The error is reduced over the iteration cycles, and it can easily be combined with feedback controllers. ILC has previously been used in power systems in other contexts, mainly for inverter control, e.g., Refs. 42 and 43. In addition, ILC is applied to an uninterruptible power supply and for optimal residential load scheduling. In building automation, data-driven methods for demand response in the residential building sector are taken into account. ILC also addresses frequency control with high penetration of wind integration; it is further applied to energy management in electric vehicles. Hence, most of the literature combining energy management and ILC focus on single nodes in a grid without emphasis on the overall grid perspective. However, a review on ILC for energy management in multi-agent systems states that the applicability of ILC to the topic including physical constraints has a high research potential due to its periodic disturbance rejection capacity and distributed architecture for large-scale systems. ILC for physically interconnected linear large-scale systems is studied and applied to economic dispatch in power systems.

In larger grids, we expect that this learning would be replaced, for example, by a market-based system. However, in autonomous microgrids, without the resources necessary to implement a market-based solution, the ILC itself is a viable way of choosing dispatch. We leave a detailed discussion of the design, as well as a proof of linearized asymptotic stability in the iteration domain of the ILC in such a scenario to a companion paper.

This paper is structured as follows. In Sec. II, the overall model with two control layers is presented. In Sec. III, we compare the performance of the system for different multiplex topologies with sampling based numerical experiments. Finally, in Sec. IV, we discuss our main result that an additional communication layer is not needed in the proposed setting and suggest further research directions.

C. Notation

Let $\mathcal{N}$ be the set of nodes in the electricity network. Then, we have the two graph layers. First, the electricity network $\mathcal{G} = (\mathcal{N}, \mathcal{E})$ is an undirected graph, i.e., $\mathcal{E} \subseteq \mathcal{N} \times \mathcal{N}$ with $(i,j) \in \mathcal{E} \Leftrightarrow (j,i) \in \mathcal{E}$. Second, the communication layer is represented by a directed graph $\mathcal{G}^c = (\mathcal{N}, \mathcal{E}^c)$, with a bipartition of $\mathcal{N}$ into $\mathcal{N}^c$ with higher-layer control present and $\mathcal{N}^a$ without higher-layer control. $\mathcal{N}^c \cup \mathcal{N}^a = \mathcal{N}$, where $\mathcal{U}$ is the disjoint union. Note that $\mathcal{E}^c = \{(i,j) | i \in \mathcal{N}^c, j \in \mathcal{N}^c\}$ (edges directed from $i$ to $j$) is not necessarily a subset of $\mathcal{E}$, and data are available from all nodes in $\mathcal{N}$. We call $\mathcal{G}^c \subseteq \mathcal{G}$ a maximal independent set in $\mathcal{G}$, i.e., $\forall i \in \mathcal{N}, i \in \mathcal{N}^c \Leftrightarrow \mathcal{N}(i) \cap \mathcal{N}^c \neq \emptyset$, where $\mathcal{N}(i)$ denotes the neighbors of $i$. We label the nodes $j \in \mathcal{N} = \{1, \ldots, N\}$, card($\cdot$) denotes the cardinality of a set and $\times$ the Cartesian product of two sets.

II. MODELING

As noted above, we use a straightforward and well studied model for providing the basic frequency control of the system with bounded frequency deviation, cp Refs. 2 and 34.

A. Lower layer

Our aim is to use a conceptual model for the dynamics of a single node that can capture a variety of behaviors. In keeping with the inspiration of a fully distributed microgrid, we assume that all nodes have control capability. We further assume that the distributed control mimics the relationship between synchronous frequency and the power balance of generation and demand found in traditional synchronous machines. Neglecting voltage dynamics, this leads us to the formulation of the Kuramoto model with inertia, with the input power (i.e., basically the natural frequency of the oscillating units) controlled by the distributed control. Furthermore, we assume that there are some nodes that allow for slower, dispatchable energy that is controlled by the ILC in the higher layer.

The open-loop system equations for node $j$ are then given by

$$M_j \phi'_j(t) = -P_j^d(t) + P_j^c(t) + P_j^{ILC}(t) + F_j(t), \quad (1a)$$

$$F_j(t) = -\sum_{k \in \mathcal{N}} V_k \bar{V}_d \sin (\phi_k(t) - \phi_j(t)), \quad (1b)$$

with the time $t \in \mathbb{R}$, $\phi_j$ is the voltage phase angle of node $j$ in the co-rotating frame, and $\omega_d := \phi_d$ being its instantaneous frequency deviation from the rated grid frequency. $F_j$ denotes the AC power flow from neighboring nodes under the assumption of purely inductive lines. In general, our approach is not limited to this assumption though. The parameters are the effective inertia $M_j$, the steady-state voltages $\bar{V}_d$, and the nodal admittances $Y_{jk}$, which encode the network topology.

The system is driven by the balance between power demand and generation; here, $P_j^{ILC}$ and $P_j^d$ are the power dispatched by the higher layer (ILC) if available, and the distributed control (LI), respectively. While we assume that $P_j^{ILC}$ can be set arbitrarily, $P_j^d$ has restrictions. That is, $P_j^{ILC}$ has to be chosen to lie within the achievable behavior $P_j^{ILC} \in \mathbb{R}^{\mathcal{N}}$ of the dispatchable energy at node $j$. This can encode a variety of constraints such as minimal run times, maximum ramp rates, and finite storage. In order to mimic the behavior of trading markets, with their hourly or quarter-hourly dispatch, we here take $\mathbb{R}^{\mathcal{N}}$ to be the space of functions that are constant during each hour.

The energy demand $P_j^d$ is a priori unknown. In order to efficiently study the hierarchical control performance with regard to communication structure and the stochastic nature of the system, we use well-defined synthetic demand curves. In particular, $P_j^d = P_j^c + P_j^f$ is composed of $P_j^c$, which is a periodic baseline demand with randomly selected amplitude at each node (period $T_d$ of a single
day) and \( P_f \) is composed of additive white noise with zero mean with a piece-wise linear interpolation in intervals of 15 min. This is visualized in Fig. 1. See Appendix B for an explicit formulation. While for simplicity, we here use a traditional separation of dispatch and demand, the model naturally accommodates fluctuating production as well. Note that all power-related quantities here are scaled with a rated power.

The decentralized control in the lower layer is responsible for primary and secondary control tasks, which is frequency stability and restoration. Hence, the addressed control objective for nodes \( j \in \mathcal{N} \) is to achieve a bounded frequency deviation,

\[
\forall j, \forall t : \omega_j(t) \in [\omega_{\text{min}}, \omega_{\text{max}}],
\]

where we consider \( \omega_{\text{min}} = 49.8 \) Hz = 306.62 rad/s and \( \omega_{\text{max}} = 50.2 \) Hz = 315.42 rad/s. The lower-layer controller is chosen for this purpose. It has a small steady-state error, but it avoids instability caused by parallel integrators. The dynamics are as follows:

\[
P_j(t) = -k_{P_j} \omega_j(t) + \chi_j(t),
\]

\[
T_j \dot{\chi}_j(t) = -\omega_j(t) - k_{I_j} \chi_j(t),
\]

where \( \chi_j \) is the controller state, \( T_j, k_{I_j}, \) and \( k_{P_j} \) are parameters of the lower layer controller.

The choice of the control parameters should be in compliance with known design criteria (Ref. 34, Corollary 4). In order to specifically choose the parameters within the remaining degrees of freedom, we select them by probabilistic methods. The results are shown in Figs. 9–11 in Appendix C. Hence, we choose \( k_{P_j} = 525 \) s/rad and \( k_{I_j} = 0.005 \) rad/s. The steady-state error (Ref. 34, Corollary 4) for the maximum possible demand in this setting is 0.001 655 rad/s.

Concretely, we use two complementary measures of the performance of the primary and secondary control, the maximum observed frequency deviation

\[
\omega_{\text{oup}} := \max_{j \in \mathcal{N}} \max_{t \in [t_{\text{start}}, t_{\text{end}}]} \omega_j(t)
\]

and the exceedance, which is the total time that the frequency is out of bounds within an observed interval, i.e.,

\[
ex_{\text{ch}} := \frac{1}{t_{\text{end}} - t_{\text{start}}} \int_{t_{\text{start}}}^{t_{\text{end}}} \Theta(\omega_j(t) - \Delta \omega) dt.
\]

In this terminology, \( \text{ex}_{\text{ch}} > 0 \) would mean that objective Eq. (2) has not been achieved. However, to better resolve performance differences between the different control designs discussed below, we choose a tighter bound \( \Delta \omega = 0.0005 \) rad/s for the defining critical frequency deviation.

Since the learning control introduced in Sec. II B takes some time to converge to a steady state, we discard the transients and focus on the performance over an interval \([t_{\text{start}}, t_{\text{end}}]\).

### B. The ILC control layer

The aim of the higher-layer controller is to achieve a state that is in some sense economically optimal. As stated above, we study the equilibrium state rather than the convergence to that state. We consider the former a sensible stand-in for other methods that try to achieve an economically optimal situation. The design and performance of the ILC itself as a method for microgrids is treated in a companion paper.

Concretely, the higher-layer controller looks at the previous day and adjust the dispatch chosen from \( P_{\text{ILC}} \) in such a way as to minimize the overall system cost. Therefore, the economic objective translates to minimizing

\[
\bar{q}_{\text{total}} = \sum_{j=1}^{N} \int_{t_{\text{start}}}^{t_{\text{end}}} \lambda |P_{j}^I(t)| + (1 - \lambda) |P_{j}^{\text{ILC}}(t)| dt,
\]

with the (here constant) cost factor \( \lambda \in (0, 1) \). Hence, \( \frac{1}{\lambda} \) is a notion of the price relation between \( P^I \) and \( P^{\text{ILC}} \). As noted above, the modeling assumption here is that power planned a day in advance is technically less challenging, and thus cheaper than control power that needs to be provided as an instantaneous reaction, and thus \( \lambda > 0.5 \). This is aligned with current market pricing where day-ahead markets trade energy at a much lower price than primary and secondary control energy markets. A similar relation can be expected in microgrids. Figure 8 in Appendix A shows how the average overall system cost changes with the cost factor \( \lambda \). For our analysis, we choose \( \lambda = 0.8 \).

An update is chosen within \( P_{\text{ILC}} \), and the next day’s \( P_{\text{ILC}}^{\text{ILC}} \) are adjusted accordingly, possibly aggregating the updates from communicating nodes as well. Concretely, we adjust \( P_{\text{ILC}}^{\text{ILC}} \) proportionally to

\[
P_{\text{ILC}}^{\text{ILC}} = \lambda \int_{T_h}^{T_{h+1}} \text{sgn}(P_{j}^I(t)) dt + \bar{T}(\lambda - 1),
\]

where \( t_h = (h - 1) T \) with \( t \in [t_{\text{start}}, t_{\text{end}}], t_{\text{start}}, t_{\text{end}} \in \mathbb{R}_{\geq 0} \) is the beginning of hour \( h \in \mathbb{N} \), \( \text{sgn}(\cdot) \) is the sign function, and \( T = 3600 \).
TABLE I: Simulation parameters (node \( j = 1, \ldots, N \)). W/W units refer to scaled quantities.

| Parameter | Value | Unit | Description |
|-----------|-------|------|-------------|
| \( k_{ij} \) | 0.005 | (W rad)/(W s) | Lower-layer control parameter |
| \( k_{Pij} \) | 525 | W s/(W rad) | Lower-layer control parameter |
| \( k_j \) | 0.15/3600 | 1/s | Learning parameter |
| \( M_j \) | 5 | W s²/(W rad) | Inertia |
| \( N \) | 24 | ... | Number of nodes |
| \( 1/T_{ij} \) | 1/0.05 | 1/rad | Lower-layer control parameter |
| \( Y_{h}, V_{h}, V_{k} \) | 6 | W/W | Coupling |
| \( \Delta \omega \) | 0.0005 | rad/s | Frequency threshold for the exceedance |
| \( t_{end} \) | 50 | days | Number of simulated days |
| \( t_{obs,start} \) | 40 | days | Start of observation interval |
| \( S \) | 100 | ... | Number of simulations in one experiment |

The iteration step Eq. (8) we perform is motivated in Appendix A and minimizes the cost Eq. (7) under certain assumptions.

Concretely, in the scenario where all nodes have dispatchable energy, and the ILC only updates based on the local information, this implies that we have for each node \( j = 1, \ldots, N \) and each hour \( h \)

\[
P^\text{ILC} = P^\text{ILC}_{-24} + k_j \left( \frac{\sum_{k\neq j} A^C_{jk} P^\text{lhd}_{-24}}{d_j + 1} + \frac{\sum_{k\neq j} A^C_{jk} P^\text{lhd}_{-24}}{d_j + 1} \right),
\]

where \( P^\text{ILC} \) is the value of the hourly constant \( P^\text{ILC}(t) \) for \( t_h \leq t < t_{h+1} \) that is, during the hour starting at \( t_h \) and \( \Delta_j \in \mathbb{R} \) is the learning gain.

Let us now consider the genuine multiplex case, where we allow for communication, that is the ILC nodes aggregate information about the expended control energy at different nodes and update using the total. Then, using the adjacency matrix \( A^C \) of the communication layer, we get

\[
P^\text{ILC} = P^\text{ILC}_{-24} + k_j \left( \frac{\sum_{k\neq j} A^C_{jk} P^\text{lhd}_{-24}}{d_j + 1} + \frac{\sum_{k\neq j} A^C_{jk} P^\text{lhd}_{-24}}{d_j + 1} \right)
\]

for all \( j \in \mathcal{N}^C \), where \( d_j = \sum_{k\neq j} \Delta_j^C \) is the degree. In terms of control, this means we use a \( P \)-type (i.e., proportional) ILC controller. A Q-filter, implying a forgetting filter regarding previous and upcoming hours of a day or a more sophisticated interaction between the nodes, is not considered here, hence \( Q = I \), where \( I \) is the identity matrix. A Q-filter may become beneficial if the demand amplitudes vary with the days. Furthermore, we simplify and use the same learning gain for all nodes, i.e., \( \kappa_j = \kappa \) for all \( j \in \mathcal{N} \).

III. PERFORMANCE COMPARISON FOR DIFFERENT MULTIPLEX TOPOLOGIES

Our main focus is to study whether the communication network is required in order to achieve sensible economic outcomes or whether the decentralized robust operation of the grid implicitly carries enough information between the nodes to achieve an acceptable outcome without added communication infrastructure.

A. Grid ensemble

As noted above, we apply a probabilistic approach. That is, we define a class of grids consisting of a random peak demand per node as well as random topology and evaluate the expected performance of the design for this grid class. For simplicity, and to focus on the effects of the topology in the higher layer, we use a simple random regular graph with degree three for the topology in the lower layer. This is not intended to be a realistic choice for most power grids but provides a homogeneous backdrop on which the higher layer can operate. The demand amplitudes are chosen uniformly at random. For details on the demand model, see Appendix B.

We consider a sample size of \( S = 100 \) grids \( \text{card}(\mathcal{N}) = 24 \) nodes with random demand from the ensemble and then integrate the system for 50 days. Investigation of individual trajectories reveals that this is highly sufficient to achieve equilibrium for the ILC in all cases considered (compare Figs. 12-16 in Appendix D, which show example trajectories for the different higher-layer scenarios). We then use the performance on the last 10 days to study the steady-state properties. All initial conditions are set to zero, i.e., the ILC update sets in after the first day. All relevant simulation parameters are found in Table I.

We evaluate the expected value of three quantities already introduced above. First, the maximum frequency deviation \( \Delta_\omega \) to see how far the system deviates from the desired frequency; second, the frequency exceedance \( \text{exe} \), which indicates the quality of the control achieved; and the third quantity is the total cost of higher-layer and lower-layer control energy in the system \( \mathcal{E}_{\text{total}} \) defined in Eq. (7).

B. Higher-layer topologies

We consider five different topologies chosen to illustrate different designs of communication and control infrastructure.

The first baseline scenario (scenario 0) is to study the performance of the decentralized control by itself, without any ILC, that is, the higher layer is simply the empty graph, \( \mathcal{N}^C = \emptyset \).

The second baseline scenario (scenario 1) is to assume that every node has the ability to dispatch energy and optimizes to satisfy its demand locally, without taking the neighbors into account, \( \mathcal{N}^C = \mathcal{N} \) but \( \delta^C = \emptyset \) and thus \( A^C = 0 \).
The three main scenarios we want to consider take ILC at a subset of nodes in such a way as to mimic three different potential designs. The first two (II and III) scenarios assume that the location of the dispatchable power is chosen in some sense to be central in the underlying physical grid. To model this, we construct a maximal independent set $\mathcal{N}^C$, that is, a (non-unique) maximal set of vertices such that two nodes in $\mathcal{N}^C$ are never adjacent. Hence, every node in the graph $G$ is either in $\mathcal{N}^C$ or neighbor to one node in $\mathcal{N}^C$, cf. Fig. 2(top). The edges are directed, accounting for the directed information transfer. By assigning the ILC to $\mathcal{N}^C$, every other node in $\mathcal{N}^C$ is adjacent to a node with dispatchable energy. With this set of nodes, we can now define and compare the scenarios II and III. Scenario II has communication from these neighbors, and scenario III has no communication. In the former case, we have a directed communication graph with the adjacency matrix elements $A^C_{jk} = 1$ if $j \in \mathcal{N}^C$ and $Y_{jk} > 0$. Otherwise, we set $A^C_{jk} = 0$.

This can be seen as a highly conceptual model where local regions in the network are responsible for the energy balance in their respective areas. To contrast this with a random topology, we finally consider the case (scenario IV) that the ILC is positioned at half the nodes at random and communicate at random with three other nodes.

The three scenarios II, III, and IV thus represent sparse ILC with no communication, structured communication, and random communication. The scenarios are summarized in Table II.

**C. Results of the numerical experiments**

We first consider the maximum frequency deviation to see how far the system deviates from the desired frequency and the exceedance of the frequency. These observables show the quality of the control achieved by the lower layer in the presence of the various higher-layer topologies. The first plot in Fig. 3 shows the distribution of $\omega_{\text{top}}$ across the grid ensemble. In each scenario, $\omega_{\text{min}} \ll \omega_{\text{top}} \ll \omega_{\text{max}}$, i.e., the lower-layer control objective Eq. (2) is always achieved. We see that the performance is very similar across the communication scenarios, it is slightly better for the no-ILC case (0) and the local ILC at all nodes without communication (I). Figure 4 depicts the exceedance $exc_j$ across the grid ensemble for all nodes $j$. We can observe that adding a higher-layer control reduces the exceedance drastically (I–IV). The scenarios with communication (II, IV) perform slightly better than without (I, III). It is apparent from the observation of both $\omega_{\text{top}}$ and $exc_j$ that the addition of the higher layer the amplitude of transient deviations but at the same time shortens their duration. This indicates that the ILC control suppresses

---

**TABLE II.** Overview of the studied higher-layer topologies.

| Expt. | Description                                      | Communication graph                                                                 |
|-------|--------------------------------------------------|-------------------------------------------------------------------------------------|
| 0     | No-ILC                                           | $\mathcal{G}^C$ is the empty graph                                                 |
| I     | Local ILC at all nodes                           | $\mathcal{G}^C = (\mathcal{N}, \emptyset)$, $\text{card}(\mathcal{N}^C) = \text{card}(\mathcal{N})$ |
| II    | ILC at nodes in a max. independent set in the network graph and averaged update with all neighboring nodes | $\mathcal{G}^C = (\mathcal{N}, \mathcal{E}^C)$, $\mathcal{E}^C = \mathcal{E} \cap (\mathcal{N}^C \times \mathcal{N}^C), \mathcal{N}^C$ max. independent set |
| III   | Local ILC at nodes in a max. independent set in the network graph                              | $\mathcal{G}^C = (\mathcal{N}, \emptyset)$, $\mathcal{N}^C$ max.independent set     |
| IV    | ILC at $50\%$ of the nodes with averaged update with 3 random other nodes                    | $\mathcal{G}^C = (\mathcal{N}, \mathcal{E}^C)$, $\mathcal{E}^C = \{(i, j) | i \in \mathcal{N}^C, j \in \mathcal{N} \setminus \{i\}$, $\text{card}(\mathcal{N}^C) = \text{card}(\mathcal{N})$ |
demand fluctuations that drive the system out of the bounds given by $\Delta \omega$.

More interestingly, we can now consider the total system cost from Eq. (7) over the course of the last 10 days of the simulations, given the various choices of higher-layer control. We chose $\lambda = 0.8$, i.e., instantaneous control energy being four times more expensive than energy at the day-ahead market. The baseline scenario 0, with no-ILC at all, in the left column of Fig. 5, gives us an idea of the total cost in the absence of dispatch. Providing dispatchable energy at every node in scenario I reduces the total cost by a factor of almost three with the parameters chosen, see the second column in Fig. 5.

Turning now to the three main scenarios II–IV, we see that they all manage to reduce the cost even further compared to scenario I. For those scenarios, we obtain a cost reduction factor of around four compared to the non-ILC scenario 0, consistent with our choice of $\lambda$ ($\lambda/1-\lambda = 0.8/0.2 = 4$).

Presumably, the increased cost in scenario I is due to conflicting actions of the decentralized controllers that are eliminated by the communication infrastructure in the scenarios II–IV. If, however, the communication topology is not adapted to the underlying physical network but random, we also observe a slight cost increase, showing that random aggregation is generally not beneficial over placing control at a maximal independent set in scenario II.

Another distinction between I and II–IV is the number of nodes in the control set $M^C$. To investigate the influence on the overall performance, we systematically varied the number of ILC nodes from 1 to $\text{card}(M) = 24$. The controlled nodes were randomly drawn in each run and not connected to any other nodes in the communication layer similar to scenario III. The results are twofold. The maximum frequency deviation in Fig. 6 decreases monotonically, indicating that the best performance is achieved with the highest control effort. Contrarily, Fig. 7 shows that the system is cost-optimal when about one third of nodes are equipped with...
ILC control. Whereas the significant improvement compared to $0$ is evident for a small size of $\mathcal{N}^c$, a further distribution of control action across more nodes leads to slightly higher costs, still remaining well below the baseline scenario. Interestingly, when $\mathcal{N}^c = \mathcal{N}$, the expected cost is higher than in scenario $I$ without communication. Concerning the cost difference between $I$ and $II$–$IV$ in Fig. 5, this experiment implies that the reduction is mainly achieved by a smaller-sized control set, whereas the addition of communication links actually increases the costs.

IV. DISCUSSION, CONCLUSION, AND WAY FORWARD

In this paper, we introduced a multiplex hierarchical model of power grids that covers timescales from seconds to days and allows studying the interaction of energy management/tertiary control and self-organized primary and secondary control.

Remarkably, we find that a basic but natural communication and aggregation scheme in the higher layer does not improve the performance. The results indicate that the self-organized distributed control of the lower layer already carries sufficient information to learn the appropriate dispatch at those nodes that are dispatchable. Adding explicit communication does not visibly reduce the cost of the system while the performance with respect to the lower-layer control objective is expected to decrease slightly.

Actually, there already exists implicit communication through the power flows managed by the primary and secondary control in each scenario. It seems that any additional communication that tries to aggregate the local deviations needs to take this into account. Also, a carefully designed $Q$-filter and learning matrix may improve the performance of additional communication.

Clearly for more complex and interesting control objectives that a realistic energy management system has to achieve communication is necessary. However, our results show that even in these cases it might be worthwhile investigating the implicit communication already present in the system, and taking it into account since it leads to inputs taken from different parts of the system to be correlated, thus potentially causing an overcompensation.

More broadly, we saw that for the parametrization of the decentralized control layer, probabilistic methods are a useful complement to analytic bounds. The selection of $k_{ij}$ is chosen according to the analytical bounds in Ref. 34, Corollary 4 and to avoid a frequency deviation independently of the choice of $k_{ij}$ (cp. Fig. 9).

Furthermore, the presence of a higher layer with separate control objectives certainly has the potential to affect the performance of the lower layer. For any added ILC, there is a large effect on the exceedance (Fig. 4). This is not unexpected as the control fundamentally changes the nature of all nodes. Still, it indicates that it is interesting to further study the interactions of the layers in the future. In fact, the interaction between higher-layer energy management and the frequency dynamics of the power grid is an effect that is observed in real power grids, where trading intervals are very visible in the statistics of power grid frequency signals.46,48 We expect that the type of model we have set up here is highly useful to study and reproduce some of these results without having to go to highly specific market models.

The general setup we have chosen can serve as a wide ranging basis for the study of the interaction of dynamics and dispatch constraints. The overall model can easily be extended to include local limits on available storage and ramping times. Adding individual and time-varying prices for various forms of energy to give the ILC a more realistic target function to optimize is also straightforward.

Furthermore, a more sophisticated higher layer can use the distributed controllers to achieve more challenging goals than merely minimizing price, or prioritizing one type of energy over the other, i.e., in future work, we may consider, e.g., the set $[P_{1}^{ILC}(t), T_{1}(t), k_{ip}(t), k_{ij}(t)]$ as an input to the ILC.

Finally, we note that the type of system we introduced here can be of independent interest in the context of theoretical physics. For example, Nicosia46 analyzes the coupling between different dynamics in a multiplex network, i.e., between a network of Kuramoto oscillators and a random walk. Under certain conditions, the coupling between the layers then induces spontaneous explosive synchronization transitions. Since we study the synchronization of Kuramoto oscillators with inertia [Eq. (1)] and use proportional ILC that is also linear, this is mathematically similar to our model. Thus, it would be interesting under which conditions models like ours can exhibit such properties as well.
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APPENDIX A: MOTIVATING THE ILC UPDATE LAW

We want to motivate the precise form of the update law used in the ILC above. If we assume that the system is roughly held in equilibrium, despite the low-amplitude fluctuations, Eq. (1) gives us

$$0 \approx -P_{i}^{\mu}(t) + P_{i}^{\mu}(t) + P_{i}^{ILC}(t) + F_{i}(t),$$

(A1)

for each node $j = 1, \ldots, N$. In the following, we omit the node index for readability. If we neglect changes to the flows, we can approximately assume

$$\frac{\partial P_{i}^{\mu}}{\partial P_{i}^{ILC}} \approx -1,$$

(A2)

i.e., a decrease in $P_{i}^{\mu}$ is directly proportional to an increase in $P_{i}^{ILC}$.

The aim of the ILC is adapting $P_{i}^{ILC}$ to optimize an observable $O(P_{i}^{\mu})$. Take, for instance,

$$O^{2}(P_{i}^{\mu}) = \int_{0}^{T} |P_{i}^{\mu}|^{2} dt,$$

(A3)

as the quadratic norm of the lower-layer control power. If we change $P_{i}^{ILC}$ by a constant shift $\delta P_{i}^{ILC}$ that does not depend on $t$, we find that
the variation of $O^2(P^{\lambda j})$ is approximated as
\[
\delta O^2(P^{\lambda j}) = \frac{\partial O^2(P^{\lambda j})}{\partial P^{\lambda j}} \delta P^{\lambda j}
\]
\[
= 2 \left[ \int_0^T p^{\lambda j} \frac{\partial P^{\lambda j}}{\partial P^{\lambda j}} dt \right] \delta P^{\lambda j}
\]
\[
\approx -2 \left[ \int_0^T p^{\lambda j} dt \right] \delta P^{\lambda j}.
\]

Thus, if we choose the ILC update to be $\delta P^{\lambda j} = \int p^{\lambda j} dt$, then the change in $O^2$ is always negative, and we gradient descend toward a local minimum. As our $P^{\lambda j}$ are constant on the hour, this update law is sufficient to make sure that we minimize the square norm of $p^{\lambda j}$ for each hour.

A more economic objective function could be to integrate the total cost of energy used, taking into account that there are different price points for energy bought (and scheduled) a day ahead or requested from a standing reserve of control energy. This suggests the objective function
\[
O_\lambda(P^{\lambda j}, P^{\lambda LC}) = \int_0^T \left[ \lambda |P^{\lambda j}| + (1 - \lambda) |P^{\lambda LC}| \right] dt
\]
\[
= \int_0^T \left[ \lambda P^{\lambda j} \text{sgn}(P^{\lambda j}) + (1 - \lambda) P^{\lambda LC} \text{sgn}(P^{\lambda LC}) \right] dt,
\]
\[
\text{subject to fluctuations}
\]
\[
\lambda \in [0; 1]
\]
\[
\text{where } \lambda \in [0; 1] \text{ is a real number. It should be noted that in reality the composition of costs is considerably more complex. For example, capacity markets reward keeping a certain amount of generation available, whether it is used or not. The objective function Eq. (A4) only reflects the presence of different price levels for different levels of flexibility.}
\]

In order to calculate the variation of $O_\lambda$ with respect to a small constant shift $\delta P^{\lambda j}$, we make the further assumption that the contribution from the shift in the sgn functions is of higher order, as can be expected if $p^{\lambda j}$ is sufficiently smooth. Then, we obtain
\[
\delta O_\lambda = \int_0^T \lambda \text{sgn}(P^{\lambda j}) \delta P^{\lambda j} dt + T(1 - \lambda) \text{sgn}(P^{\lambda LC}) \delta P^{\lambda LC}
\]
\[
= -\lambda \int_0^T \text{sgn}(P^{\lambda j}) dt + T(1 - \lambda) \text{sgn}(P^{\lambda LC}) \delta P^{\lambda LC}.
\]

For $\lambda = 1$, that is, day-ahead energy is infinitely cheaper than instantaneous energy, we can choose the ILC update
\[
\delta P^{\lambda LC} \sim \int_0^T \text{sgn}(P^{\lambda j}) dt,
\]
\[
\text{(where } \sim \text{ means "proportional to"}, \text{ which guarantees that } \delta O_{\lambda=1} \text{ is negative, and we again descend to a sensible local minimum. Intuitively, this makes sense since we should increase the background power when there are more times when positive control energy is needed.}
\]

For general $\lambda$, first note that as the ILC compensates a positive background demand, we can always assume that $\text{sgn}(P^{\lambda LC}) = 1$.

\[
\text{Then, we have}
\]
\[
\delta O_\lambda = -\lambda \int_0^T \text{sgn}(P^{\lambda j}) dt + T(1 - 1) \delta P^{\lambda LC}.
\]

Therefore, we want to choose the update law
\[
\delta P^{\lambda LC} \sim k \int_0^T \text{sgn}(P^{\lambda j}) dt + T(1 - 1) \delta P^{\lambda LC}.
\]

Figure 8 shows the average total cost for all numerical experiments performed in this paper. $\lambda > 0.5$ are realistic scenarios, i.e., with a cheaper higher layer dispatched energy than lower-layer control energy.

**APPENDIX B: SYNTHETIC DEMAND MODEL**

For every node $j \in N$ in the network, we assume the demand is given by a periodic baseline $P_j^f$ subject to fluctuations $\delta P_j^f$,
\[
P_j^f(t) = A_j \sin^2 \left( \pi \frac{t}{T_d} \right),
\]
\[
\text{(B1)}
\]
\[
P_j^f(t) = (t \mod T_d) B_1 (1 + |t/T_d|) + B_2 (|t/T_d|),
\]
\[
\text{(B2)}
\]

where the period $T_d$ (s) is the duration of a day and the demand amplitudes $A_j \sim \mathcal{N}(0; 1)$ are uniform i.i.d. random numbers. The fluctuation amplitudes $B_i$ vary over time in a Gaussian random walk with zero mean and a variance of 0.2. $P_j^f$ is linearly interpolated between two consecutive updates, spaced apart by $T_d = 15$ min, as given above. Note that both $A_j$ and $B_j$ are normalized with a rated power.
APPENDIX C: SELECTION OF THE LOWER-LAYER CONTROL PARAMETERS

The control parameters \(k_{Pj} \in [0, 1000] \text{ s/rad} \) and \(k_{Ij} \in [0.001, 1] \text{ rad/s} \) are varied in numerical experiments with 41 and 40 values for each parameter, respectively. This results in \(41 \times 40 = 1640 \) batches. We use 100 simulations—also called runs—in each batch. Each run has a randomly chosen 3-degree graph with 24 nodes as power network and a random demand as illustrated in Fig. 1. Figures 9–11 show the maximum frequency deviation, the exceedance, and the frequency variance over the relevant ranges for \(k_{Pj} \) and \(k_{Ij} \). We are interested in a low value for all given quantities. In combination with the analytic bounds given in the literature,\(^{34}\) we choose \(k_{Pj} = 525 \text{ s/rad} \) and \(k_{Ij} = 0.005 \text{ rad/s} \) for all nodes \(j \in \mathcal{N} \).

APPENDIX D: REPRESENTATIVE TRAJECTORIES FOR ALL SCENARIOS

Figures 12–16 show exemplary trajectories of cumulative lower-layer control energy used for 24 nodes for cases 0–IV over a time of 20 days including the initial learning phase. In case 0, the energy is cumulative over the whole time span, while in the cases I–IV, it is cumulative over every hour only and then reset. Recall that for the equilibrium state analysis above, days 20–30 are chosen which are not shown here in detail. It can be observed that ILC at all nodes learns faster but the equilibrium performance is worse than in the other cases. Other experiments performed show that during the learning process, faster learning leads to lower costs.
FIG. 13. Exemplary trajectories of lower-layer control energy for 24 nodes for case I over a time of 20 days including the initial learning phase.

FIG. 14. Exemplary trajectories of lower-layer control energy for 24 nodes for case II over a time of 20 days including the initial learning phase.

FIG. 15. Exemplary trajectories of lower-layer control energy for 24 nodes for case III over a time of 20 days including the initial learning phase.

FIG. 16. Exemplary trajectories of lower-layer control energy for 24 nodes for case IV over a time of 20 days including the initial learning phase.
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