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Abstract

Background: Bridging heterogeneous mutation data fills in the gap between various data categories and propels discovery of disease-related genes. It is known that genome-wide association study (GWAS) infers significant mutation associations which link genotype and phenotype, and it is under-powered for pinpointing causal genes due to high false positive or negative rate. In the meantime, mutation events widely reported in literature unveil typical functional biological process, including mutation types like gain-of-function and loss-of-function.

Methods: To bring together the heterogeneous mutation data, we propose a pipeline, “Gene-Disease Association prediction by Mutation Data Bridging (GDAMDB)”, with a statistic generative model. The model learns the distribution parameters of mutation associations and mutation types, and recovers false negative GWAS mutations which fail to pass significant test but represent supportive evidences of functional biological process in literature.

Results: Eventually, GDAMDB is applied in Alzheimer’s disease which is a common inheritable neurodegenerative disorder with unknown pathological mechanism, and it predicted 79 AD-associated genes. Besides 12 of them come from the original GWAS study, 57 of them are supported to be AD-related by other GWAS or literature report.
Conclusion: Our model is capable of enhancing the GWAS-based gene association discovery by well combining text mining results. The positive result indicates that bridging the heterogeneous mutation data is contributory for the novel disease-related gene discovery.
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1 Background

Genome-wide association study (GWAS) is helpful to identify disease-related genes through significant test on single nucleotide polymorphisms (SNPs) across the entire genome, and the p-value of the SNPs is the mutation association data that represent the relevance between the gene and disease. However, as generally recognized, the high false negative rate of GWAS makes that not all de facto vital variations are able to pass the multiple testing, and the lack of consideration about the biological mechanism between genes and phenotype makes GWAS insufficient to pinpoint causal variations. Therefore, various researches considered to combine other Omics data with GWAS. For example, Jia et al. [1] developed a dense module searching method, which combined protein-protein interaction (PPI) network with GWAS data, to identify the candidate genes that was well studied in PPI but with low p-value in GWAS [2]. Wang et al. [3] proposed that genes in the same functional pathway may work together to raise a disease but some of them are difficult to reach the significant threshold in GWAS. Therefore, they combined the pathway knowledge with existed GWAS data to retrieve the omitted genes. Though it has been attempted to combine various Omics data with GWAS data, to combine another type of heterogeneous mutation data with mutation association GWAS is still a new idea.

The mutation type, i.e., loss of function (LOF) or gain of function (GOF) [4], is the mutation categorical data which bridges genes and diseases [5]. The LOF mutation in a gene results in the reduction or abolition of the gene function, while GOF mutation in a gene results in the enhanced or new gene function. The changed genes function eventually leads to the downstream molecular and cellular biological process, well supports the investigation of gene-disease associations, and provides evidence to unveil the pathological mechanism of diseases.

To our best knowledge, there is no disease-related LOF/GOF database. Fortunately, the relevant biological processes representing LOF or GOF are abundant in literature. Taking Alzheimer’s disease (AD) as an example, mutation types reported in literature represent supportive information in functional biological process. In 1997, Citron et al. [6] proposed that the GOF mutation on PSEN1 and PSEN2 lead to an increase in $A\beta_{42}$ production. In 2013,
Guerreiro et al. [7] analyzed the genetic variability of TREM2 in 1,092 AD patient and 1,107 controls and found the LOF mutation in TREM2 are associated with AD. In 2015, Steinberg et al. [8] identified that LOF variants in ABCA7 are related with AD in Icelanders. Though the mutation type information is usually well described in literature, most of them are stated in an explicit semantics. For instance, the sentence “In studies of cell lines transfected with beta-amyloid precursor protein (beta APP) cDNAs, the beta APP mutation K670N/M671L found in a Swedish familial AD (FAD) pedigree has previously been shown to cause a marked augmentation of A beta secretion.” (pmid:7991571) described a GOF mutation type, while “In this issue of Neuron, describe two rare ADAM10 prodomain mutations that cause late-onset Alzheimer’s disease by impairing prodomain chaperone function, attenuating alpha-secretase activity, and reducing adult hippocampal neurogenesis.” (pmid:24139026) described a LOF mutation type.

Owing to the rapid growth of algorithm strength, a combination of the state-of-the-art text mining strategy and the customized corpus make it possible to extract mutation type from literature mining in a PubMed scale. An active gene annotation corpus (AGAC) plays a role of a gold training set [9] in the area of LOF/GOF retrieval, which well annotates the molecular and cellular events after mutation and captures the semantics of mutation events.

Though the availability of both mutation type and mutation association offered abundant evidences for gene disease associations, neither single data is empirically rational. GWAS is known for high false positive or negative rate, and the mutation type mined from literature only retrieves published knowledge. Therefore, it is illuminative to use text mined mutation type to decrease the false positive or negative rate in GWAS, and connect these two heterogeneous mutation data. Since generative model is capable of investigating the distribution of heterogeneous mutation data, it helps to generate and discover the real de facto mutations based on both data. In this research, we proposed a generative model, “Gene-Disease Association prediction by Mutation Data Bridging (GDAMDB)”, to bridge these two heterogeneous mutation data, and enhance the gene-disease knowledge discovery. The model learns the distribution parameters from mutation association data and mutation type data, and generating novel data that contains the statistical characteristics of them. Hence, based on the novel data, the model works well to predict novel disease-related genes, which in turn is used for loss/gain-of-function inference and novel gene-disease association discovery.

As an application, GDAMDB was applied to Alzheimer’s disease (AD), which is a common neurodegenerative disorder that threaten the elderly for a long time. Although the pathogenesis of AD is still unknown, it is widely accepted that the accumulation of amyloid β forms the plaques on patients’ brain thus breaks the calcium equilibrium of the neurons and finally leads the cell apoptosis [10]. Since AD is highly inheritable [11], identifying the important genes sheds light on unveiling the mechanisms of the disease.
The *mutation association* data was downloaded from summary data of the International Genomics of Alzheimer’s Project (IGAP) [12], which performed a two-stage GWAS on individuals of European ancestry on 7,055,881 SNPs, and identified 11 new loci of AD. Furthermore, the *mutation types* data was extracted from a PubMed-scale event extraction. After bridging the two heterogeneous mutation data with GDAMDB, we finally retrieved 79 AD associated genes. Intuitively, 2 of them came from the original GWAS study, and 57 of them showed relevance with AD as supported by other GWAS or literature evidences. Therefore, it is believed that GDAMDB successfully combined heterogeneous GWAS and literature data and enhanced the disease-related gene discovery.

## 2 Methods

In this part, we will introduce the modules and models in the pipeline of GDAMDB model for gene-disease association prediction.

### 2.1 “Mutation Type Retrieval” module in GDAMDB

We designed a “*Mutation Type Retrieval*” module to jointly complete the task of entity recognition and mutation type classification. In this model, we transfer the parameters of BERT-base that released by Google to our model for fine-tuning. Before the input, we use regex and SETH tool for filtering mutation unrelated sentences, the rest of the sentences are thought to be related to *mutation type*. Then, those sentences are used as the input of our joint learning model.

BERT-Base trains model on a large text corpus. For learning deeply bidirectional representation of words, it masks 15% of the words in the input and run the entire sequence through a 12-layer deep bidirectional transformer, each layer is made up of a multi-head self-attention, residual connection, batch normalize and fully connected layer. It updates its parameters though optimizing two tasks, next sentence predicts and mask words predict.

BERT-Base model has been trained by Google, here we transfer its parameters to our joint model. In our model, our input is abstract with sentences filtered, then the sentence is tokenized by WordPiece tool, besides, a classification label ([CLS]) is added in the head of each abstract as classification encoding of each abstract.

After encoding by BERT we get the representation of each word, then a fully connected layer and Softmax are used for normalize classification weights after that CRF loss function is employed to optimize entity recognition task. At the same time, we use word-level attention for the output of the Softmax layer (The output of Softmax layer is regarded as a priori knowledge of mutation type classification). Finally, the attention output vector is concatenate
with the classification label encoded vector, and then a multi-label classifier is used for mutation type classification. Here, we train our model in AGAC train sets, and test out model in development sets. AGAC corpus is designed for extracting gene-mutation type-disease triples from PubMed abstracts.

For filter out SNP related documents in the AD case study, we first use “Alzheimer disease” [MeSH Terms] OR Alzheimer’s disease [Text Word]” as the search criteria for downloading 137,473 abstracts from the PubMed database. Then regex and SNP recognize tool SETH was employed to filter out mutation related texts. SETH is an SNP extraction tool for recognizing SNPs and other short sequence variations. Finally, we get 9,430 mutation related abstracts.

The retrieved “mutation types” and part of the sentence evidences are presented in Figure 3. For instance, gene APP is predicted to be related to a GOF mutation type, and the sentence evidence is from PubMed with ID equals to 16685645. The sentence, “…Promoter mutations that increase amyloid precursor-protein expression are associated with Alzheimer disease…” clearly support the GOF prediction. Moreover, the full results are in the Supplementary file S2 or in online data repository(https://hzaubionlp.com/agac-on-alzheimers-disease/)

2.2 “Synchronization Filter” module in GDAMDB

“Synchronization Filter” module uses a strategy to obtain a gene set with greatest size and most significant literature support. It designs to optimize the probability that most genes in the gene set maintain not only literature significance but also the GWAS significance. Actually, the whole idea of significance integration is an analogue of signal synchronization”. Taking this concern, the module is named as “Synchronization Filter” module.

In a mathematical way, we assume there is a gene set for each $g$ with $f_{dg}$, where $f_{dg}$ is mutation type retrieved by “Mutation Type Retrieval” module. Since $p_{dg}$ of every $g$ is traceable from GWAS summary data, we order all of the $g$ with $f_{dg}$ with its p-value in a descending order. Generally, the topmost $g$ has greater chance to has mutation type info as reported in literature. However, speaking with probability, not all of the $g$ with $f_{dg}$ has greater significance in GWAS. Therefore, from all genes with predicted $f_{dg}$ value, we obtain the top $n$ genes according to their $p$ value, and observe the GWAS significance of this gene set over random set with the same size. The hypothesis test method introduced for this case is Wilcoxon test, where the zero hypothesis $H_0$ is:

$H_0$: “The top $n$ genes with literature significance $f_{dg}$ ranked the same with the other genes in GWAS.”

Generally, if the $p$-value obtained by Wilcoxon test is least than a threshold significance value, the $H_0$ hypothesis will be rejected, and it is accepted that the top $n$ genes with $f_{dg}$ are more significant in GWAS associations if compared with other genes in GWAS. As we hope to get a seed gene set with greater size, the applied strategy is to
increase \( n \) gradually from 1 to the maximum. After increment of \( n \), the size of the gene set increases, while \( p \)-value of Wilcoxon test specifies the advantage of the gene set over the whole. In most simulation tests, with the increase of \( n \), the plot of \(-\log p\) shows a bell shape. This plot suggests that there is a trade-off between the size of gene set and the overall significance over the whole. In the end, a peak value of \(-\log p\) in Wilcoxon test corresponds a selection of proper value of \( n \), which forms a synchronization filter.

### 2.3 “SNP-Gene Mapping” module in GDAMDB

For mapping SNP to specific genes. Firstly, we use Bedtools [15] to amplify SNP locations to left and right by 10kb base pairs. Bedtools is a fast, flexible tool set for genome arithmetic, and could be used for SNP flanking creating or calculating overlap of two sets of genomic features. Then, Bedtools is used to map those fragments onto the human genome by chromosomal location. Finally, we use the gene corresponding to the minimum \( p \)-value as the mapping result of the SNP.

### 2.4 Variational Inference on the solution of “Mutation Data Bridging” model in GDAMDB

The following mathematical setup defines the notations and symbols. For a disease \( d (d = 1, \ldots, D) \) and a gene \( g \ (g = 1, \ldots, G) \), \( f_{dg} \in \{0,1\}^3 \) encodes the associated mutation type of gene \( g \) for disease \( d \), i.e., LOF/GOF/NA captured from literature, while \( p_{dg} \in (0,1) \) refers to the \( p \)-value of the mapped mutation association of gene \( g \) for disease \( d \) in GWAS. Both of them are regarded as observations in the graphical model, and marked as dark circle in Figure 1. By introducing a latent variable \( \gamma_{dg} \in \{0,1\} \), one switches the significance synchronization of the \( f_{dg} \) and \( p_{dg} \). When \( \gamma_{dg} \) switch on, both mutation type and mutation association show significance; while it switches off, neither does. Thus, significance inconsistency is solved through this synchronization strategy.

![Figure 1: The parameters setting of “Mutation Data Bridging” model.](image)
Referred to Dai et al. [14], a Beta distribution with parameter $a_d$ well cultivate a significant $p$-value. The greater the $a_d$, the least the $p$-value in GWAS. In the meantime, a uniform distribution leads to a non-significance of $p$-value. Thus, we have

$$p_{dg} \sim \begin{cases} \text{Beta}(a_d, 1), & \text{if } \gamma_{dg} = 1; \\ U(0,1), & \text{if } \gamma_{dg} = 0. \end{cases}$$

(3)

We assume the switch variable $\gamma_{dg} \sim \text{Bernoulli}(\lambda_{dg})$, and $\lambda_{dg} \in (0,1)$. Intuitively, by considering the mutation type as event with full semantic augments, a sophisticated language model, Latent Dirichlet Allocation (LDA) [13], is introduced in this model which assumes the mutation type $f_{dg}$ is generated by $K$ latent topics, such as interaction, regulation, pathway, molecular or cell physiological activity, etc. Let $z_{dg} \in \{1, \cdots, K\}$ index the latent topic, LDA assumes $z_{dg} \sim \text{Categorical}(\theta_d)$, $\theta_d \sim \text{Dir}(a_d)$ where $a_d \in \mathbb{R}^K$. Furthermore, the distribution of $f_{dg}$ over the $k$-th topic is cultivated by a variable $\beta_k \sim \text{Dir}(\pi_k)$, $k = 1,2,\cdots,K$, where $\pi_k \in \mathbb{R}^3$. In the meantime, when $\gamma_{dg}$ equals to zero, a zero vector is assigned to $f_{dg}$. So we have

$$f_{dg} \sim \begin{cases} \text{Multi}(\beta_{z_{dg}}), & \text{if } \gamma_{dg} = 1; \\ 0, & \text{if } \gamma_{dg} = 0. \end{cases}$$

(4)

After applying variational inference in this model, the parameters of the distributions for $p_{dg}$ and $f_{dg}$ are computed by the iterative formulas in Theorem 1 and Theorem 2, thus obtain the solutions of the model.

A brief introduction of the solutions is presented in Appendix B, while the complete proofs are shown in supplementary file: File S1. Proof of the generative model of Mutation Data Bridging. The solution of the “Mutation Data Bridging” model is based on Theorem 1 and Theorem 2. For simplicity, all the parameters used in this model are shown as below:

Observation: $F = \{f_{dg}\}$, $P = \{p_{dg}\}$,

Latent variable: $\theta = \{\theta_d\}$, $\beta = \{\beta_k\}$, $\gamma = \{\gamma_{dg}\}$, $Z = \{z_{dg}\}$,

Model parameter: $\theta = \{a_d, \pi_k, \lambda_{dg}, a_d\}$.

The first step of the variational inference is to derive an ELBO (Evidence lower bound) by using Jensen’s inequality to handle the logarithm of evidence $p(F, P)$. 
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\[ \log p(\vec{F} \mid P, \theta) = \log \int_{\theta} \int_{\beta} \sum_{y} \sum_{z} p(\vec{F} \mid P, \theta, \beta, y, z \mid \theta) d\theta d\beta \]

\[ = \log \int_{\theta} \int_{\beta} \sum_{y} \sum_{z} \frac{p(\vec{F}, P, \theta, \beta, y, z \mid \theta)}{q(\theta, \beta, y, z)} \cdot q(\theta, \beta, y, z) d\theta d\beta \]

\[ \geq E_q[\log p(\vec{F}, P, \theta, \beta, y, z \mid \theta)] - E_q[q(\theta, \beta, y, z)] \]

\[ := \text{ELBO.} \]

The variational function 6, is represented by corresponding exponential family distributions.

\[ q(\theta, \beta, y, z) = q(\theta)q(\beta)q(y)q(z) \]

we assume \( q(\theta_d) = \text{Dir}(\vec{\alpha}_d) \) and \( q(\beta_k) = \text{Dir}(\vec{\pi}_k) \), both of which follow the Dirichlet distribution, while \( q(y_{dg}) = \text{Bernoulli}(\vec{\lambda}_{dg}) \) follows Bernoulli distribution. In addition, \( q(z_{dg}) = \text{Categorical}(\vec{\theta}_{dg}) \) follows a categorical distribution.

Here, \( \vec{\alpha}, \vec{\pi}, \vec{\lambda}_{dg} \) and \( \vec{\theta}_{dg} \) are variational parameters under estimation. For simplicity, we denote \( \vec{\theta} = \{\vec{\alpha}, \vec{\pi}, \vec{\lambda}_{dg}, \vec{\theta}_{dg}; (d = 1, 2, \cdots, D; g = 1, 2, \cdots, G)\}. \)

Variational parameters are estimated by differential computation of ELBO. And the solution of the model is given by the following theorems.

**Theorem 1** Iteration formulas for variational parameters, \( \vec{\alpha}, \vec{\pi}, \vec{\lambda} \) and \( \vec{\theta} \), are:

\[ \vec{\alpha}^{(t+1)}_d = \alpha^{(t)} + \sum_{g=1}^{G} \vec{\theta}^{(t)}_{dg} \]

\[ \vec{\pi}^{(t+1)}_k = \pi^{(t)} + \sum_{g=1}^{G} \vec{\theta}^{(t)}_{dg;k} \hat{f}^{(t)}_{dg} \]

\[ \vec{\lambda}^{(t+1)}_{dg} = \text{sigmoid} \left( \log \frac{\lambda^{(t)}_{dg}}{1 - \lambda^{(t)}_{dg}} + \sum_{f=1}^{F} \hat{f}^{(t)}_{df} \right) \]

\[ \vec{\theta}^{(t+1)}_{dg;k} \propto \exp \left( \sum_{f=1}^{F} \hat{f}^{(t)}_{df} \right) \]

**Theorem 2** Iteration for computing model parameters, \( \alpha_d \) and \( \pi_k \), is based on Newton’s method, \( \theta^{(n+1)} = \theta^{(n)} - \left(Hf(\theta)\right)^{-1} \cdot Vf(\theta) \), where \( Hf(\theta) \) is the Hessian matrix and \( Vf(\theta) \) is the gradient of \( f(\theta) \). Then the Newton method iteration of \( \alpha_d \) and \( \pi_k \) is based on:
\[ \mathbf{H}(\alpha_d)_{k,j} = D(\psi'(\sum_{k=1}^{K} \alpha_{d;k}) - \delta(k,j)\psi'(\alpha_{d;k})), \]
\[ \nabla L(\alpha_d) = D(\psi'(\sum_{k=1}^{K} \alpha_{d;k}) - \psi(\alpha_{d;k})) 
+ \sum_{d=1}^{D}(\psi(\bar{\alpha}_{d;k}) - \psi(\sum_{k=1}^{K} \bar{\alpha}_{d;k})), \]
\[ \mathbf{H}(\pi_k)_{f,j} = \psi'(\sum_{f=1}^{F} \pi_{k,f}) - \delta(f,j)\psi'(\pi_{k,f}), \]
\[ \nabla L(\pi_k) = \psi(\sum_{f=1}^{F} \pi_{k,f}) - \psi(\pi_{k,f}) + \psi'(\bar{\pi}_{k,f}) 
- \psi'(\sum_{f=1}^{F} \bar{\pi}_{k,f}). \] (8)

where \( \delta(i, j) = \begin{cases} 1, & \text{if } i = j \\ 0, & \text{if } i \neq j \end{cases} \)

In the meantime, the iteration of model parameters, \( \lambda_{dg} \) and \( a_d \), is

\[ \lambda_{dg}^{(t+1)} = \bar{\lambda}_{dg}^{(t)}, \]
\[ a_d^{(t+1)} = -\sum_{g=1}^{G} \bar{\lambda}_{dg}^{(t)} / \sum_{g=1}^{G} (\bar{\lambda}_{dg}^{(t)} \log p_{dg}) \] (9)

2.5 Supplementary Files

There are three supplementary files with this research, the name of which are listed as below.

S1. Supplementary file. The whole proof of the mutation data bridging model, Proof of Mutation Data Bridging Model.pdf.

S2. Supplementary data. The result of Mutation type retrieval model: genes with predicted mutation type information and the evidence sentence from PubMed texts, Mutation Type Data.xlsx.

S3. Supplementary data. GWAS or literature evidence of 79 predicted AD genes, 79 Predicted Genes.xlsx. The file contains 4 sheets: Sheet 1 is the 12 genes that repeated from IGPA GWAS result, and the three columns are gene id, gene symbol, p-value from IGPA GWAS summary statistics; Sheet 2 is the 24 genes supported by other GWAS, and the four columns are gene id, gene symbol, p-value from the evidence GWAS data, the accession of the evidence GWAS; Sheet 3 are the 33 genes supported by literature, and the 5 columns are gene id, gene symbol, p-value from IGPA GWAS summary statistics, the evidence sentence in literature, the evidence type; Sheet 4 are the newly predicted 10 genes, and the 3 columns are gene id, gene symbol, p-value from IGPA GWAS summary statistics.
3 Results

3.1 Proposed Method “Gene-Disease Association Prediction by Mutation Data Bridging”

3.1.1 Main idea of bridging heterogeneous mutation data

The two kinds of mutation data, mutation association and mutation type, share the commons but are with different data characteristics, as shown in Figure 2 (a).

First, each mutation data comes from different resources. The mutation association is accessible from GWAS summary statistics data, while the mutation type is available from literature mining. Second, they both support the investigation of the gene-disease link, but the link is represented by p-value in mutation association, and by the confidence value of LOF or GOF from the text mining module in mutation type. Third, the evidence of the link is under different concerns. Mutation association data are from exacting and reliable experiments, and GWAS are widely accepted as a powerful method to investigate the association between gene and disease. The mutation type is only retrieved when a research report the gene are associated with the disease and also describe the mechanism between the gene and disease in a published literature. Forth, both of them also has their weaknesses. For mutation association, the high false negative rate and false negative rate in GWAS indicate that not all vital SNPs are able to pass the multiple testing and not all passed genes are real important for the disease. In addition, the lack of consideration about the biological mechanism between genes and phenotype makes GWAS insufficient to pinpoint causal variations. Besides, it is difficult to conduct a GWAS on a large amount of case/control population. For mutation type, since it comes from reported literature, it only represents part of the whole knowledge after text mining.

Hence, considering the weaknesses and advantages of these two heterogeneous mutation data, we designed a model to bridge mutation association and mutation type and achieves data fusion. Generally, a disease casual gene is more likely to be identified by GWAS, and is also more likely to be discovered by other researches and described in the literature. Therefore, bridging mutation association and mutation type is to integrate the mutation data in a complementing way. In a simplified situation, if the mutation association of a significant SNP association failed to pass or barely passed the threshold in GWAS, the mutation type of the gene helps to recover the association in the manner of data fusion.
Figure 2: The heterogeneous mutation data and the pipeline of GDAMDB model. (a. The idea of bridging heterogeneous mutation type and mutation association by using data synchronization. b. Graphical model of the “Mutation Data Bridging” model. c. pipeline of GDAMDB model for gene-disease association prediction.)

3.1.2 Generative model bridges mutation association and mutation type

We designed a generative model by introducing a switch variable to bridge the mutation association and mutation type data. Here, the switch variable considers both the significance of mutation association mapped to the gene and the reported mutation type associated with the gene. Eventually, more reliable disease-related genes are predicted through the integration method.

As shown in Figure 2 (b), the parameter setting of $f_{dg}$ follows the sophisticated language topic model, Latent Dirichlet Allocation (LDA) [13], which automatically organize words to form a readable text learns the probability distribution of each word in different latent topics and so as to generate a new text. By treating gene as the words, our model learns the probability distribution of each gene in different latent topics such as interaction, regulation, pathway, molecular or cell physiological activity, and so forth.

For a given disease $d$ and a gene $g$, we denote mutation type and mutation association as $f_{dg}$ and $p_{dg}$ respectively, both of which are regarded as observations in a probability graph from a view of Bayesian statistics.

Referred to Dai et al. [14], a Beta distribution with parameter $a_d$ well cultivate a significant $p$-value. The greater the $a_d$, the least the $p$-value in GWAS. In the meantime, a uniform distribution leads to a non-significance of $p$-value. Thus we have
\[ p_{dg} \sim \begin{cases} 
\text{Beta}(a_d, 1), & \text{if } \gamma_{dg} = 1; \\
U(0,1), & \text{if } \gamma_{dg} = 0. 
\end{cases} \quad (1) \]

We assume the switch variable \( \gamma_{dg} \sim \text{Bernoulli}(\lambda_{dg}) \), and \( \lambda_{dg} \in (0,1) \).

As described above, \( f_{dg} \) can be generated by \( K \) latent topics in LDA. Let \( z_{dg} \in \{1, \cdots, K\} \) index the latent topic, LDA assumes \( z_{dg} \sim \text{Categorical}(\theta_d) \), \( \theta_d \sim \text{Dir}(\alpha_d) \) where \( \alpha_d \in \mathbb{R}^K \). Furthermore, the distribution of \( f_{dg} \) over the \( k \)-th topic is cultivated by a variable \( \beta_k \sim \text{Dir}(\pi_k) \), \( k = 1,2,\cdots, K \), where \( \pi_k \in \mathbb{R}^2 \). In the meantime, when \( \gamma_{dg} \) equals to zero, a zero vector is assigned to \( f_{dg} \). So we have

\[ f_{dg} \sim \begin{cases} 
\text{Multi}(\beta_{z_{dg}}), & \text{if } \gamma_{dg} = 1; \\
\mathbf{0}, & \text{if } \gamma_{dg} = 0. 
\end{cases} \quad (2) \]

When a gene \( g \) mutated and the mutation related to disease \( d, \gamma_{dg} \) equals to 1. Decided by the value of \( \gamma_{dg} \), the \( p_{dg} \sim \text{Beta}(a_d, 1) \) which will mostly be a small value and the \( f_{dg} \sim \text{Multi}(\beta_{z_{dg}}) \) which will mostly be 1. The values are consisting with the facts that the gene should be significant in the GWAS result of this disease and the description about the gene mutation can be found in the literature of this disease.

After applying variational inference in this model, the parameters of the distributions for \( p_{dg} \) and \( f_{dg} \) are computed by the iterative formulas, thus obtain the solutions of the model. Definition of all the distribution parameters in the figure is provided in METHODS (Section 2.4), while a complete proof of the generative model and deduction can be found in the supplementary file, S1. Proof of Mutation Data Bridging Model.pdf.

### 3.1.3 Pipeline of "Gene-Disease Association prediction by Mutation Data Bridging"

The pipeline of "Gene-Disease Association prediction by Mutation Data Bridging (GDAMDB)" is shown in Figure 2(c), which consists of three data processing modules and one prediction model, i.e., "Mutation Type Retrieval" module, “SNP-Gene Mapping” module, “Synchronization Filter” module, and “Mutation Data Bridging” model.

(1) "Mutation Type Retrieval" is a text mining module, which is capable of jointly recognizing the gene and other entities from literature and classifying the mutation type of the genes based on the semantic in the sentence.

The module is designed based on a Bidirectional Encoder Representations from Transformers (BERT) model which is released by Google and trained on a large text corpus. BERT contains 12 layers of deep bidirectional transformer, and each of them is fully connected and made up of a multi-head self-attention, residual connection, batch normalize. The complex construction makes BERT able to lean deep bidirectional representation of each.
word. Therefore, we transfer and fine-tuned its parameters on our joint model. As shown in Figure 2 (c), after paternal searching from PubMed and mutation filtering, the abstracts containing diseases and mutations are input into BERT, then the presentations of each word in the abstracts are obtained. Subsequently, a fully connected layer and softmax are used to normalize classification weights, and CRF loss function is employed to optimize entity recognition task in the meantime. Finally, the model output the mutation type of genes in abstracts.

(2) “SNP-Gene Mapping” module is to process the mutation association data. Since the pipeline is focus on gene, the SNPs in GWAS data should be mapped on genes by bedtools [15]. The p-value of a gene is the p-value of its SNP which is the lowest one.

(3) "Synchronization Filter" module designs to optimize the probability that most genes in the gene set maintain not only literature significance but also the GWAS significance. Generally, the gene with great significant mutation association, \( p_{dg} \), in GWAS is likely to be described in literature with mutation type, \( f_{dg} \), but not all of genes satisfy the rule. Therefore, from all genes with predicted \( f_{dg} \) value, we obtain the top \( n \) genes according to their p value, and observe the GWAS significance of this gene set over random set with the same size. The hypothesis test method introduced for this case is Wilcoxon test.

(4) "Mutation Data Bridging" model is the generative model mentioned above which bridges mutation association data and mutation type data by introducing a switch variable. The inputs of this model are the two processed mutation data and the gene set selected by "Synchronization Filter" module. Then the distributions of the two mutation data are computed by the model, and the predicted gene are obtained based on the switch variable of each gene.

Briefly speaking, \( f_{dg} \) is retrieved from PubMed by using the "Mutation Type Retrieval" model and AGAC corpus, and genes with significant \( f_{dg} \) are defined as "literature significant" genes. In the meantime, mutation association, \( p_{dg} \), is extracted from GWAS summary data by applying SNP inclusion criteria, and "GWAS significant" genes are obtained by using a "SNP-Gene Mapping" module. In order to better synchronize the above heterogeneous mutation data, a "Synchronization Filter" module creates a seed gene set consists of \( g \) with significant \( \hat{f}_{dg} \) and \( p_{dg} \). After feeding the observations, \( \{ \hat{f}_{dg} \} \) and \( \{ p_{dg} \} \), into the "Mutation Data Bridging" model, the model parameters are obtained. Eventually, generative process is carried on to produce novel mutation types with significant \( \hat{f}_{dg} \). Thus,
new appeared gene $g$ with $\tilde{f}_{dg}$ is predicted with novel gene-disease association. All of the pipeline details are elucidated in Online Method.

The purpose of GDAMDB is to accelerate the discovery rate of the gene associations of GWAS by integrating both mutation association and mutation type information. A case study on Alzheimer’s disease (AD) was carried on to evaluate the performance of GDAMDB in the support of discovery of novel gene-disease associations.

3.2 Application of GDAMDB on Alzheimer’s Disease

Alzheimer’s Disease is a common neurodegenerative disorder, which impairs the memory, language and various body behaviors. Till now, there are 116 AD studies in GWAS Catalog [16], three of which provide the summary statistics data. We chose one of the studies that provided the most complete data. Although no database recording the mutation type info of AD-related genes, there are lots of literatures that report the studies of AD pathogenesis. The mutation type of the genes is widely implied in the description of the literatures. Since AD is an important diseases and the mutation data of AD are available, we apply GDAMDB on AD to retrieve the genes that are undiscovered.

3.2.1 Mutation association data of Alzheimer’s disease

In 2013, the International Genomics of Alzheimer’s Project (IGAP) [12] performed a two-stage GWAS on individuals of European ancestry on 7,055,881 SNPs. In stage 1, they meta-analyzed four previous AD GWAS datasets including 17,008 AD cases and 37,154 controls. In stage 2, they tested 211,632 SNPs on 8,572 AD cases and 11,312 controls. The final result was obtained after meta-analysis of combining stage 1 and 2. We selected the summary statistics file that combined stage 1 and 2, in which contains 1,513 genes. The p-value of each gene was same with the most significant SNP in the gene.

3.2.2 Mutation type data of Alzheimer’s disease

In the meantime, the MeSH term “Alzheimer’s disease” was used as the key word to query PubMed database, and 137,473 abstracts were downloaded. To ensure that the literatures contain description about mutation, SETH [17] was applied to filter the literature. SETH is able to recognize the SNP or other mutation semantic words in texts. Thus, till this procedure, the abstracts that contains AD and mutations were left. After mutation filtering, 9,430 abstracts were input into "Mutation Type Retrieval" module. The module will compute the confidence value for each abstract in each mutation type. The output of the module is the mutation type of genes in each abstract, of which the confidence value passes the module threshold. Subsequently, we manually checked the result, and only preserved the abstracts that clearly describe the mechanism of a mutated gene leading to AD. Finally, 65 genes with their
mutation types are firstly recognized from 325 abstracts where each abstract contains a conclusive sentence evidence leading to a mutation type. It is noted that the obtained plenty of AD-related LOF/GOF data is new to the AD community, while the full result is offered in supplementary data, S2: genes with predicted mutation type information and the evidence sentence from PubMed texts, Mutation Type Data.xlsx.

Figure 3: The illustrated examples of mutation types retrieved from Glu693Gly, Ala673Val, and Val717Ile/Cly/Phe in APP.

56 abstracts clearly described the amino acid change of the mutations or the rs number of the SNPs, which totally report 64 mutations on 28 genes. Among the 64 mutations, 54 of them locate on the coding regions of the genes leading to the amino changes, and 10 of them locate on the non-coding region of the genes. Figure 3 is an example, which shows the specific mutations of APP recognized by the module. These five mutations are on three locations of APP, two of which locate on the Beta-APP domain of APP protein. The amino acid location 717 is found three mutations, and this location is between the sequence producing Beta-APP domain and sequence producing APP amyloid domain which form the beta-amyloid and is strongly implicated in the pathogenesis of AD. Moreover, the corresponding sentence evidences of these APP mutations are below. As introduced above, this module is able to recognize the entities and classify the mutation type of a gene. For example, the sentence in the middle, “The A673V mutation affected APP processing, resulting in enhanced beta amyloid (Abeta) production and formation of amyloid fibrils in vitro.” , APP and enhanced will be recognized by the module. Based on enhanced, the confidence value of GOF will be higher than the value of LOF in this abstract, hence the mutation type of APP will be classified as GOF. Therefore, among the 325 abstracts, each one are recognized at least one gene and their mutation types. Besides that, all the 325 abstracts carry the clear semantic of the downstream biological processes after mutation, which can be
divided into 8 types after manual curation. As shown in figure 4, Gene Expression, Protein Activity, Interaction, Pathway Activity and Cell Activity are the fundamental biological processes which follow the central dogma and are from molecular level to cell level. In addition, the Phosphorylation, Abeta Accumulation and Ca2+ Concentration are frequently mentioned. Interestingly, these three biological processes are related to the known hypotheses of AD pathogenesis. Abeta is the production of APP gene, the accumulation of which, especially Abeta42, forms the fibrillar amyloid plaques in brain and impair the ability of spatial learning and memory [18]. Phosphorylation related to another hypothesis of AD pathogenesis, especially the phosphorylation of Tau protein which encoded by MAPT gene. The hyperphosphorylation of Tau protein leads to neurofibrillary tangles in neurons and eventually results in the apoptosis of neurons [19]. Intracellular Ca2+ concentration is also thought as part of the cause of AD. The dysregulation of intracellular Ca2+ signaling disturbs many neural processes, which implicated in AD mechanism [20].
mutation and leads to the increase of gene expression. In addition, the increase of expression of APP and MAPT are mentioned in two abstracts. 10 genes are mentioned LOF mutation that decrease the gene expression in abstracts. At the left side of the genes are two sentence examples. In the sentence, "...Promoter mutations that increase amyloid precursor-protein expression are associated with Alzheimer disease...", "increase" helps to confirm GOF and "amyloid precursor protein expression" helps to confirm that the biological process that effected by mutation is gene expression. Similarly, GSTM3 is grouped into the LOF of gene expression.

The biological process category of the genes and evidence sentence can be found in supplementary data S2, or in online data repository (https://hzaubionlp.com/agac-on-alzheimers-disease/)

### 3.2.3 Data fusion of heterogeneous mutation data

The data fusion by GDAMDB is shown on Figure 4. The left two graphs present confidence value of the gene mutation type in each abstract and the p-value of gene mutation association, both of the graphs are showing the rough distributions of data. In mutation type graph, the 325 gene-mutation types-AD are predicted and manually checked from 9,430 abstracts, and there are 65 unique genes since some of the genes are mentioned more than once in these abstracts. The empirical threshold represents the model parameters and human filtering. In mutation association graph, there are 23 mutation associations passed the final Bonferroni threshold, and they are mapped to 23 genes. The graph became bar graph after data fusion, since the output of the model is binary info representing the association between gene and disease or not. 79 genes are predicted to be the AD-related genes. The final prediction filtered some of the genes that passed the threshold in the single mutation data but recognized as the false negative genes by the model, and also retrieved the genes failed to pass the threshold in the single mutation data but recognized as the AD-related genes.

![Figure 5](https://hzaubionlp.com/agac-on-alzheimers-disease/)

Figure 5: Data fusion of heterogeneous AD mutation data improves the discovery of novel AD-related genes.
For example, as shown in the circle above mutation types graph, the mutation types of the three genes are retrieved by "mutation type retrieval module" and passed the empirical threshold, ABCA7, CLU and ADAM10. The circle above the mutation association graph contains four genes that passed the Bonferroni threshold, ABCA7, CLU, CR1 and ZCWPW1. There are different limitations make the information that mutation data contained is incomplete. Therefore, as marked on the graphs, ABCA7 and CLU both pass the threshold in two kinds of mutation data, but ADAM10, ZCWPW1 and CR1 only pass one. However, the -logp value of ADAM10 is close to the Bonferroni threshold, while the confidence value of ZCWPW1 and CR1 are close to the empirical threshold.

After data fusion, ABCA7, CLU, ADAM10, CR1 and ZCWPW1 are output by GDAMDB, which shows that GDAMDB is able to break the limitation of these two mutation data and save the important genes that are failed to pass the threshold. Besides, the genes, NR1H3 and SQSTM1, are retrieved in neither mutation type data nor mutation association data, but retrieved by GDAMDB after data fusion. It shows that GDAMDB is not simply merge the genes that are significant in one of the mutation data, but to learn the latent regularity of the mutation data distribution.

3.2.4 Novel discovery of AD-related genes after heterogeneous mutation data fusion

An encouraging result of AD-related gene discovery is shown in Figure 6. The left ellipse refers to the significant gene set which is reported in IGAP GWAS research [12]. Meanwhile, the right ellipse represents 79 genes that are predicted by GDAMDB.

As shown in Figure 6, 12 out of 79 predicted genes are reported in IGAP GWAS research, which are CR1, CD2AP, EPHA1, CLU, PICALM, ABCA7, HLA-DBR1, PTK2B, SORL1, INPP5D, ZCWPW1 and FERMT2. The red part of the big ellipse contains 24 genes with GWAS catalog evidences, which are reported to be AD-related in GWAS catalog.
They are RNU6560P, GULOP, EPHEA-AS1, STAG3L5P-430
PVRIG2P-PILRB, HLA-DQA1, GPR141, ADGRF2, SCARA3, SPI1, CSTF1, AP4M1, SCIMP, PILRA, EPDR1, RAPSN,
MS4A6E, PSMC3, CASTOR3 and MS4A2 from GCST5922, HLA-DRB9, ADAM10 from GCST007320, MEF2C-AS1 from
GCST003427, NDUFAF6 from GCST009021, and MADD from GCST007825.

As for the other 43 genes which are not recorded in GWAS catalog as AD-related genes, 33 of them are reported
to be AD-related genes with confirmed literature evidence. In details, NYAP1, MYBPC3, BTNL2, HLA-DQB1, AGBL2,
COPS6, ZKSCAN1, MTCH2, MCM7, NDUF33, PILRB, SLC39A13, USP50 and ACP2 [21] are identified as the additional
genes within the loci which contain AD-related SNP, while ADGRF4 [22] and RNU6-603P [23] are the gene adjacent
to AD-related SNP. MS4A4E [24], SLC25A1P1 [25], MBLAC1 [26], USP8 [27], TSP0AP1 [28], PGF [29], NR1H3 (also
named as LXRα) [30], TP53INP1 [31] and TRIP4 [32] are reported in AD GWAS study or the research that identified
new genes by performing further experiment on AD GWAS data. There are 5 microRNAs in the prediction gene set.
MicroRNA is known to regulate neuronal development, and the abnormal alteration of which contributes to
neurodegenerative disorders. The 5 microRNA are also found to be related to AD or neurodegenerative disease,
which are MIR-4487 [33], MIR142 [34], MIR25[35], MIR4736 [36] and MIR106B [37]. Besides, MAML1 [38], CR2
[39] and SQSTM1 [40] are reported to be related to neurodegenerative disease.

The rest of the 10 genes are all pseudogenes, which are IGHVIII-674, MTCO3P1, RNA5SP340, RN7SKP116,
SNORD3P2, SNORD3P3, SNORD3P1, RN5UE-10P, IGHV3-71 and IGHV2-70. Although there is no direct GWAS Catalog
evidence or literature evidence showing that these genes are associated with AD, the regulation function of the
pseudogenes in the pathogenesis of complex disease is worth attention. In 2011, Tay et al. [41] firstly proposed the
hypothesis that the competing endogenous RNAs (ceRNAs) may compete microRNA with the mRNA that contains
same microRNA response element with the ceRNAs. Costa et al. [42] suggested that ceRNAs may be involved in the
pathogenesis of neurodegenerative disease, such as AD.

Among the 11 genes that are reported in IGAP but aren’t retrieved by GDAMDB, most of them are less reported
by GWAS Catalog. Especially, 4 of them are only reported once by IGAP in whole GWAS Catalog.

In summary, among the 79 predicted genes, the genes reported by IGAP, the genes with AD GWAS catalog
evidences, and the genes with AD literature evidences accounts for 86% (69/79), and the rest 14% (10/79)
predicted genes are suggested to be potentially involved in the parthenogenesis mechanism of AD.
In the case of data fusion in terms of knowledge discovery, the knowledge can be any form of data with different format. In our research, the association relation between gene and disease can be the p-value, named as mutation association, in GWAS, where the smaller p-value represents the more significant relevance between gene and disease.

Furthermore, this association relation can also be mutation type in literature, where the description about the mechanism of mutations in disease pathogenesis directly indicate the details of the relation. When different data reveal the relations in different aspects, taking both aspects into consideration leads to a more comprehensive knowledge discovery. Besides, since the advantages and weakness vary from heterogeneous data, data fusion helps to enhance the quality of both data. The relevance between a gene and a disease is adjusted after data fusion, especially when a false negative mutation association of a gene fails to pass significant test in GWAS but is found to be active with mutation type information in literature.

A generative model is capable of learning the data distribution of observations from two heterogeneous categories, and generating novel data which represents the statistical characteristics of both observations, thus achieves the data fusion of heterogeneous data. Therefore, by bridging mutation type data and mutation association data, GDAMDB is capable of retrieving the important AD-related genes that are failed to pass the multiple testing in GWAS or haven not been reported in literature. Eventually, our model retrieved 79 AD genes, and 57 of them are not reported in the source GWAS study but 47 out of 57 are supported by convince evidences that are AD-related genes, which positively shows the reliability of the model performance.

As a generative model, GDAMDB offers a way to enhance the disease-related gene discovery in a single mutation data, and the implementation procedure of the model shows that the model is flexible to be adopted to each given disease, in the case when the GWAS summary data and sufficiently abundant literature are available. All the results in this research indicate that data fusion sheds light to the novel knowledge discovery.

This research drew a novel respective towards the data form of mutations, of which there are mutation associations obtained from GWAS experiment and mutation type extracted from text mining. It is known that GWAS associations are under-powered for pinpointing causal genes due to high false positive/negative rate, and integration of other mutation information is possibly an effective addition. Thus, we used a PubMed-wide text mining strategy to pinpoint vital genes which carry core semantics of the mutation effect, and came up with the mining of mutation type, which associated gene and disease in an interpretable LOF/GOF way.
GDAMDB is a model to bridge the two heterogeneous types of mutation data from a same disease. This model designs a switch variable $\gamma_{dg}$ to synchronize the importance of two types of mutation data, learns the distribution of both data, and discover novel significant genes that potentially related to disease.

The case study in AD made use of real GWAS data from IGAP and went through a thorough data integration via applying GDAMDB. Finally, 57 out of 79 predicted genes are closely related to AD. The results obtained in this research fully showed that bridging the heterogeneous mutation data integrate information from GWAS and literature, thus shed lights on novel disease-related gene discovery.

6 Abbreviations

Abbreviations used in this paper are listed as below.

AD, Alzheimer’s disease
AGAC, active gene annotation corpus
APP, amyloid precursor protein
BERT, bidirectional encoder representations from transformers
GDAMDB, gene-disease association prediction by mutation data bridging
GOF, gain of function
GWAS, genome-wide association study
IGAP, international genomics of Alzheimer’s project
LDA, latent Dirichlet allocation
LOF, loss of function
SNP, single nucleotide polymorphism
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Figure legend:

Figure 1: The heterogeneous mutation data and the pipeline of GDAMDB model. (a. The idea of bridging heterogeneous mutation type and mutation association by using data synchronization. b. Graphical model of the “Mutation Data Bridging” model. c. pipeline of GDAMDB model for gene-disease association prediction.)

Figure 2: The illustrated examples of mutation types retrieved from Glu693Gly, Ala673Val, and Val717Ile/Cly/Phe in APP.

Figure 3: Biological process categories of 325 mutation types and the sentence evidences.

Figure 4: Data fusion of heterogeneous AD mutation data improves the discovery of novel AD-related genes.

Figure 5: 69 out of 79 predicted genes have supportive AD-related evidence.

Figure 6: The parameters setting of "Mutation Data Bridging" model.