FORMATIONS OF FINITE GROUPS
WITH THE M. HALL PROPERTY

K. AUINGER AND A. BORS

Abstract. The first examples of formations which are arboreous (and therefore Hall) but not freely indexed (and therefore not locally extensible) are found. Likewise, the first examples of solvable formations which are freely indexed and arboreous (and therefore Hall) but not locally extensible are constructed. Some open questions are also mentioned.

1. Introduction

This paper belongs to the aftermath of the Ribes–Zalesskii-Theorem [24], which states that the set-product $H_1 \cdot \cdot \cdot H_n$ of any finite number of finitely generated subgroups $H_i$ of a free group $F$ is closed in the profinite topology of $F$. The theorem originally was motivated by a paper by Pin and Reutenauer [21]: it provided a nice algorithm to compute the closure (with respect to the profinite topology) of a rational subset of $F$ and implied the truth of the Rhodes type II conjecture, hence has attracted wide attention among semigroup theorists. Since then several papers were devoted to the study of which profinite topologies on $F$ admit the Ribes–Zalesskii-Theorem in the sense that the product of finitely generated closed subgroups should be closed again. The original proof by Ribes and Zalesskii holds for the pro-$\mathcal{V}$-topology of any extension-closed variety of finite groups $\mathcal{V}$. This was generalized by Steinberg and the first author [6] to so-called arboreous varieties and to arboreous formations $\mathcal{F}$ by the first author [5]. One intention of the present paper is to put this question into a more appropriate framework, namely profinite (Hausdorff) topologies in general: the restriction to pro-$\mathcal{V}$-topologies or pro-$\mathcal{F}$-topologies for varieties $\mathcal{V}$ and/or formations $\mathcal{F}$ is not really justified, and in section 4 a profinite topology on $F$ is constructed which admits the Ribes–Zalesskii-Theorem and such that the finite continuous quotients of $F$ are not closed under direct powers.
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Hence this topology cannot be the pro-$\mathcal{F}$-topology of any formation $\mathcal{F}$. As in earlier papers, the geometry of the profinite Cayley graph of the (relative) profinite completion of $F$ plays an important role. It turns out that being “tree-like” of that graph is sufficient for the Ribes–Zalesskii-Theorem to hold and is “almost” necessary (in a precisely defined sense, see Theorem 3.15).

Up to now there was basically only one method known to produce profinite groups with tree-like Cayley graphs, namely via inverse systems which admit “universal $S$-extensions” (for $S$ a finite simple group, see subsection 2.3). The second intention of the paper is to present new ways to produce such groups which, in particular, avoid the use of the mentioned universal extensions. We shall present two different methods: one is by use of permutation groups (Section 4) the other is by use of a kind of modified universal $S$-extension (Section 5) for $S = C_p$ the cyclic group of prime order. Both constructions lead to examples that can be extended to the level of formations (that is, in both cases we get “arboreous” formations which are not “locally extensible”). Two further properties of a profinite group and of a profinite Cayley graph — that of being “freely indexed” and that of being “Hall” — show up in this context and will be also discussed. Finally, in Section 2 we collect all preliminaries while in Section 3 we present the relevant results concerning profinite topologies on a free group $F$ and its connection with the geometry of the Cayley graph of the (relative) profinite completion of $F$.

2. Preliminaries

In this section we collect all prerequisites needed for the paper; the main ingredients are: graphs and profinite graphs; categories of $A$-generated groups and $A$-labeled graphs; universal $S$-extensions of $A$-generated groups; subgroups of free groups.

2.1. Graphs and profinite graphs. We follow the Serre convention [28] and define a graph $\Gamma$ to consist of a set $V(\Gamma)$ of vertices and disjoint sets $E(\Gamma)$ of positively oriented (or positive) edges and $E^{-1}(\Gamma)$ of negatively oriented (or negative) edges together with incidence functions $\iota, \tau : E(\Gamma) \cup E(\Gamma)^{-1} \to V(\Gamma)$ selecting the initial, respectively, terminal vertex of an edge $e$ and mutually inverse bijections (both written: $e \mapsto e^{-1}$) between $E(\Gamma)$ and $E^{-1}(\Gamma)$ such that $ie^{-1} = \tau e$ for all edges $e$ (whence $\tau e^{-1} = ie$, as well). We set $\bar{E}(\Gamma) = E(\Gamma) \cup E^{-1}(\Gamma)$ and call it the edge set of $\Gamma$. Given this definition of a graph as a two-sorted structure $(\bar{E}, V, \iota, \tau, -1)$, the notions of subgraph (spanned by a set of edges), morphism of graphs and projective limit of graphs have well-defined meanings. In particular, morphisms
respect sorts (edges to edges, vertices to vertices) and are compatible with the operations \( \iota, \tau \) and \(-1\), subgraphs are closed under \( \iota, \tau \) and \(-1\).

Edges are to be thought of geometrically: when one draws an oriented graph, one draws only the positive edge \( e \) and thinks of \( e^{-1} \) as being the same edge, but traversed in the reverse direction. A geometric edge in a graph is a pair \( e \pm 1 = \{e, e^{-1}\} \) consisting of an edge and its inverse. A path \( \pi \) in a graph \( \Gamma \) is a finite sequence \( \pi = e_1 \ldots e_n \) of consecutive edges, that is \( \tau e_i = \iota e_{i+1} \) for all \( i \); we define \( \iota \pi = \iota e_1 \) to be the initial vertex of \( \pi \) and \( \tau \pi = \tau e_n \) to be the terminal vertex of \( \pi \). A path is reduced if it does not contain a segment of the form \( ee^{-1} \) for any edge \( e \). We also consider an empty path at each vertex. A path \( \pi = e_1 \ldots e_n \) is a circuit at (base point) \( v \) or closed at \( v \) if \( \iota \pi = v = \tau \pi \). A graph is connected if any two vertices can be joined by a path. A connected graph is a tree if it does not contain a non-empty reduced circuit.

If \( V(\Gamma), E(\Gamma) \) and \( E(\Gamma)^{-1} \) are topological spaces, \( \widetilde{E(\Gamma)} \) is the topological sum of \( E(\Gamma) \) and \( E^{-1}(\Gamma) \), and \( \iota, \tau \) and \((-1) \) (in both directions) are continuous, then \( \Gamma \) is called a topological graph. A profinite graph is a topological graph \( \Gamma \) which is a projective limit of finite, discrete graphs. It is well known \[31, 26\] that \( \Gamma \) is profinite if and only if \( V(\Gamma) \) and \( \widetilde{E(\Gamma)} \) are both compact, totally disconnected Hausdorff spaces. Morphisms between profinite graphs, by definition, are assumed to be continuous. Subgraphs of profinite graphs are understood in the category of profinite graphs: they must be closed as topological spaces. Moreover, a connected profinite graph by definition is one all of whose finite continuous quotients are connected as abstract graphs (such are termed “profinetely connected” in \[1, 2\]). For more information about profinite graphs the reader is referred to \[22, 1, 2, 26\] and \[6, Section 2\].

Next we introduce geometric properties of profinite graphs that are central to the paper.

**Definition 2.1.** Let \( \Gamma \) be a connected profinite graph.

1. A connected subgraph \( \Delta \) of \( \Gamma \) is a Hall-subgraph of \( \Gamma \) if, whenever \( \Delta \) contains the endpoints of a finite reduced path \( \pi \) in \( \Gamma \) then \( \Delta \) contains (the graph spanned by) \( \pi \) itself.

2. The graph \( \Gamma \) has the Hall property or simply is Hall if every connected subgraph of \( \Gamma \) is a Hall-subgraph.

A condition apparently being stronger than being Hall is the following.

**Definition 2.2.** A connected profinite graph \( \Gamma \) is tree-like if for every pair \( \{u, v\} \) of vertices the intersection of all connected subgraphs of \( \Gamma \) containing \( \{u, v\} \) is connected.

A tree-like graph without loop edges is Hall. A finite graph which is Hall or tree-like necessarily is a tree (with possibly loop edges adjoined to
some vertices in the tree-like case); so, these concepts are two possibilities to transfer the notion of a tree to the context of profinite graphs. There are other possibilities as well, all of which lead to different outcomes: pro-$p$-trees and similarly defined graphs in the sense of [24, 25, 26, 22] are tree-like and therefore Hall but the converse is not true.

The profinite graphs of primary interest are subgraphs of Cayley graphs of profinite groups where a profinite group is a compact, totally disconnected group, or, equivalently, a projective limit of finite groups. We refer the reader to [23] for basic definitions on profinite groups and likewise for the definitions of a formation $\mathfrak{F}$ and a variety $\mathcal{V}$ of finite groups and their relatively free profinite groups.

2.2. Categories of $A$-generated groups and $A$-labeled graphs. In this paper, $A$ always denotes a fixed finite set (called alphabet in this context) with at least two elements (called letters). An $A$-generated group is a pair $(G, \varphi)$ where $G$ is a group and $\varphi$ is a map $\varphi : A \to G$ such that $G$ is generated by $\varphi(A)$ ($\varphi$ need not be injective). A morphism $\chi$ of $A$-generated groups $(G, \varphi) \to (H, \psi)$ is a morphism of groups $\chi : G \to H$ satisfying $\chi \circ \varphi = \psi$; in particular, for any two $A$-generated groups $(G, \varphi)$, $(H, \psi)$ there is at most one morphism $(G, \varphi) \to (H, \psi)$ which is necessarily surjective and which we call the canonical morphism and denote by $G \rightarrowtail H$ if it exists. Throughout we shall generously treat isomorphic $A$-generated groups as being equal; it follows that the collection of all $A$-generated groups forms a (partially ordered) set (being in bijective correspondence with the set of all normal subgroups of the $A$-generated free group $F$). This set naturally forms a category (having at most one morphism between any two of its objects), and so does every subset. The category of all $A$-generated groups admits products (we need only finite products): given $A$-generated groups $(G, \varphi)$ and $(H, \psi)$, their product, denoted $(G \times H, \varphi \times \psi)$, is the subgroup of the Cartesian product $G \times H$ generated by the set $\{(\varphi(a), \psi(a)) \mid a \in A\}$ (which, as a group, is always a subdirect product of $G$ and $H$) with $\varphi \times \psi : A \to G \times H$, given by $a \mapsto (\varphi(a), \psi(a))$. Every category of $A$-generated groups closed under finite products naturally is an inverse system of $A$-generated groups. Throughout the paper, an $A$-generated group $G$ is usually assumed to be finite (unless it is free or profinite, or stated otherwise).

Usually, the mapping $\varphi : A \to G$ of an $A$-generated group is understood and will be omitted, and one thinks of $A$ being a subset of $G$. However, if $\varphi$ happens to be not injective then it is often convenient to assume that $A$ is linearly ordered: $A = \{a_1 < a_2 < \cdots < a_n\}$, or equivalently, $A$ is the sequence $(a_1, \ldots, a_n)$ rather than the set $\{a_1, \ldots, a_n\}$. Then $\varphi(A)$ becomes the generating sequence $(\varphi(a_1), \ldots, \varphi(a_n))$ of $G$ rather than the
generating set \( \{ \varphi(a_1), \ldots, \varphi(a_n) \} \). This distinction is relevant for example in the proofs of Theorems 5.17 and 5.19 as well as in Subsection 2.3.

Next, we use \( A^{-1} \) to denote a disjoint copy of \( A \) consisting of formal inverses \( a^{-1} \) of the letters \( a \) of \( A \), and set \( \tilde{A} = A \cup A^{-1} \). The \( A \)-generated free group will throughout be denoted \( F \), its elements will be realized as reduced words over the alphabet \( \tilde{A} \). For an \( A \) generated group \( G = (G, \varphi) \) and a word \( w \in F \) we shall denote by \([w]_G\) the value of \( w \) in \( G \), that is, \([w]_G := \hat{\varphi}(w)\) where \( \hat{\varphi} : F \to G \) is the unique extension of \( \varphi : A \to G \) to a morphism \( F \to G \). Throughout, for every \( A \)-generated group \( G \) and every \( a \in \tilde{A} \) we shall write simply \( a \) instead of \([a]_G\).

An \( A \)-labeled graph is a graph together with a labeling function \( \ell : \tilde{E} \to \tilde{A} \) such that \( \ell(e) \in A \) and \( \ell(e^{-1}) = \ell(e)^{-1} \) for each positive edge \( e \). A morphism of labeled graphs is assumed to respect the labeling. Given a path \( \pi = e_1 \cdots e_n \) in a labeled graph, the label \( \ell(\pi) \) of that path is just \( \ell(e_1) \cdots \ell(e_n) \).

The Cayley graph of the \( A \)-generated group \( (G, \varphi) \), denoted by \( \Gamma(G) \), has vertex set \( G \), edge set \( G \times \tilde{A} \), incidence functions given by \( \iota(g, a) = g \), \( \tau(g, a) = g(\varphi a) \) and involution \( (g, a)^{-1} = (g(\varphi a), a^{-1}) \). We call \( a \in \tilde{A} \) the label of \( (g, a) \). The edge \( (g, a) \) is usually drawn and thought of as

\[
\begin{array}{c}
\bullet \quad g \\
\longrightarrow \quad g(\varphi a) \\
\bullet
\end{array}
\]

### 2.3. The universal \( S \)-extension of an \( A \)-generated group.

The rank \( d(G) \) of a finitely generated (pro)finite group \( G \) is the smallest possible size of a generating set (of a dense subgroup). For a finite simple group \( S \) and a finitely generated (not necessarily \( A \)-generated) free group \( R \) let \( R(S) \) be the intersection of all normal subgroups \( N \) of \( R \) for which \( R/N \) is a (finite) power of \( S \). Then \( R/R(S) \) is a finite power of \( S \) and \( R(S) \) is characteristic in \( R \). To see the former, let \( r = d(R) \); it is well known that (i) every finite subdirect power of \( S \) is actually a direct power of \( S \) and (ii) there exists \( k > 1 \) such that \( S_k \) is \( r \)-generated, but \( S_k+1 \) is not. Let \( K \leq R \) be such that \( R/K \cong S_k \) and let \( L \leq R \) be such that \( R/L \cong S_l \) (for some \( l \leq k \)). Then \( R/K \cap L \) is an \( r \)-generated subdirect product of \( S_k \) and \( S_l \) and, since this is a direct power of \( S \) it must be isomorphic with \( S_k \) (since it is \( r \)-generated and surjects to \( S_k \)). It follows that the projection \( R/K \cap L \to R/K \) is injective, whence \( K \cap L = K \), that is, \( K \subseteq L \). Altogether, every normal subgroup \( L \) of \( R \) for which \( R/L \) is a direct power of \( S \) contains \( K \). It follows that \( K = R(S) \). The interested reader may consult [13, Theorem 2.22] for more details. To see the latter, let \( \alpha : R \to R \) be an automorphism; for \( L \leq R \) with \( R/L \) a power of \( S \) then \( R/L \cong \alpha(R)/\alpha(L) = R/\alpha(L) \) so that \( \alpha(L) \) also belongs to the set of normal subgroups the intersection of which is \( R(S) \), hence this intersection is invariant under \( \alpha \).
For an $A$-generated finite group $G$ with canonical morphism $\varphi : F \to G$ let $R := \ker(\varphi)$. We set

$$G^{A,S} := F/R(R).$$

Thus $G^{A,S}$ is an $A$-generated group, and an extension of $R/R(S)$ by $G$; immediately from the definition we get that $G^{A,S}$ enjoys the following universal property: suppose that $H$ is an $A$-generated group such that $H \to G$ and $\ker(\psi)$ is a power of $S$, then there exists a (unique) morphism of $A$-generated groups $\sigma : G^{A,S} \to H$. Hence we call $G^{A,S}$ the $A$-universal $S$-extension of $G$ [5]. We note that

$$\ker(G^{A,S} \to G) = \ker(F/R(S) \to F/R) = R/R(S)$$

and hence

$$d(\ker(G^{A,S} \to G)) = d(R/R(S)) = d(R) = |G|(|A| - 1) + 1 \quad (2.1)$$

since $|G| = [F : R]$ and so (by the Schreier formula) the rank of $G^{A,S}$ is $|A|$, no matter what the rank of $G$ actually is. It should also be noted that, as a mere group, $G^{A,S}$ depends on $G$, $S$ and $|A|$, but not on $A$. That is, it does not depend on the way the generating sequence $A$ is chosen within $G$, or, in other words, how the canonical morphism $\varphi : F \to G$ is actually chosen. (That it does depend has been erroneously claimed in several papers [4, 5, 7, 9, 10].)

Indeed, let $\varphi : F \to F/R = G$ and $\varphi' : F \to F/R(S) = G^{A,S}$ and $\hat{\varphi} : G^{A,S} \to G$ be the $A$-canonical morphisms, in particular $\varphi = \hat{\varphi} \circ \varphi'$. Suppose that $B$ is an alphabet of size $|A|$, and $\psi : B \to G$ is a mapping making $G$ a $B$-generated group; we can consider the $B$-universal $S$-extension $G^{B,S}$ of $G$. That is, the group $G^{B,S}$ is, subject to a suitable mapping $\psi' : B \to G^{B,S}$ a $B$-generated group with $B$-canonical morphism $\hat{\psi} : G^{B,S} \to G$. Since $|A| = |B|$ we can lift (with respect to $\hat{\psi}$) the generating sequence $A$ of $G$ to a generating sequence of $G^{B,S}$ [16]. More precisely, there exists a map $\varphi_1 : A \to G^{B,S}$ such that:

- $\varphi_1(A)$ generates $G^{B,S}$
- $\hat{\psi} \circ \varphi_1 = \varphi|_A$.

This way, $G^{B,S}$ becomes some $A$-generated extension of $G$ with canonical morphism $\hat{\psi}$ of which is a power of $S$. The universal property of $(G^{A,S}, \hat{\varphi})$ then implies that $\hat{\varphi}$ factors through $G^{B,S}$, in particular, there exists a surjective morphism $G^{A,S} \to G^{B,S}$. By symmetry there is also a surjective morphism $G^{B,S} \to G^{A,S}$ so that finiteness implies $G^{A,S} \cong G^{B,S}$.

For $S = C_p$ (the cyclic group of prime order $p$) we set $G^{A,\mathbb{Z}/p} := G^{A,C_p}$ (or simply $G^{\mathbb{Z}/p}$ if the generating set $A$ of $G$ is clear). In this case $R(S) = R(C_p) = R^p[R, R]$ and $G^{A,\mathbb{Z}/p}$ is called the $A$-universal Gaschütz $p$-extension or simply Gaschütz extension [15]. Moreover, a concrete model
of $G^{A,\mathbb{Z}/p}$ can be given as follows. Let $E$ be the set of positive edges of the Cayley graph $\Gamma(G)$ of $G$; $G$ acts on $E$ by left multiplication: if we identify $E$ with $G \times A$ then this action can be most naturally described as:

$$g(h,a) = (gh,a) \text{ for all } g \in G \text{ and } (h,a) \in E.$$  \hfill (2.2)

Let $\mathbb{F}_p[E]$ be the additive group of the $\mathbb{F}_p$-vector space with basis $E$; the action (2.2) extends to an action of $G$ on $\mathbb{F}_p[E]$ by automorphisms, hence we can form the semidirect product $\mathbb{F}_p[E] \rtimes G$ with respect to that action.

Then, as it has been mentioned in [6, 4, 7, 9, 12], $G^{A,\mathbb{Z}/p}$ is isomorphic with an $A$-generated subgroup of $\mathbb{F}_p[E] \rtimes G$, namely

$$G^{A,\mathbb{Z}/p} \cong \langle (e_a,a) \mid a \in A \rangle \leq \mathbb{F}_p[E] \rtimes G$$

for $e_a = (1, a)$.

2.4. Subgroups of free groups and Stallings automata. Again let $F$ denote the free $A$-generated group. It is well known that finitely generated subgroups $H$ of $F$ can be encoded in terms of finite, labeled, pointed graphs [18, 20, 30]. Let $\mathcal{A}$ be a finite $A$-labeled graph; $\mathcal{A}$ is folded or an inverse automaton if for every letter $a \in A$ and every vertex $v$ there exists at most one edge starting and at most one edge ending at $v$ and having label $a$.

In a folded graph (inverse automaton), the letters from $\tilde{A}$ induce partial injective mappings on the vertex set (usually considered to act on the right): $v \mapsto v \cdot a$ for vertices $v$ and $a \in \tilde{A}$; in particular, for every vertex $v$ and every word $w$ in the letters of $\tilde{A}$ there is at most one path starting at $v$ and having label $w$. From now on we assume all graphs to be folded. Suppose that $\mathcal{A}$ has a distinguished vertex $1_{\mathcal{A}}$ (the base point) and let $L(\mathcal{A}, 1_{\mathcal{A}})$ be the set of all elements $w \in F$ ($w$ given as a reduced word in $\tilde{A}$) such that $w$ labels a closed path at $1_{\mathcal{A}}$ in $\mathcal{A}$. Then $L(\mathcal{A}, 1_{\mathcal{A}})$ is a finitely generated subgroup of $F$.

A graph $\mathcal{A}$ with base point $1_{\mathcal{A}}$ is reduced if no vertex except perhaps $1_{\mathcal{A}}$ has degree one (where the degree of a vertex $v$ is the number of positive edges $e$ for which $te = v$ or $ve = v$). Then, for every finitely generated subgroup $H$ of $F$ there is up to isomorphism exactly one finite, connected, $A$-labeled, reduced graph $\mathcal{A}$ with base point $1_{\mathcal{A}}$ such that $L(\mathcal{A}, 1_{\mathcal{A}}) = H$.

We shall denote this graph $\mathcal{K}$ with base point $1_{\mathcal{K}}$. It can be obtained as follows. The Schreier graph $\Sigma(F,H,A)$ has vertex set the set $H \backslash F$ of all right cosets $Hg$ in $F$ with respect to $H$ and edges $\bullet \xrightarrow{a} \bullet$ for $g \in F$ and $a \in \tilde{A}$; the edge set then can be identified with $H \backslash F \times \tilde{A}$. Let the core graph $\text{core}(\Sigma(F,H,A), H)$ of $\Sigma(F,H,A)$ with respect to the base point $H$ be the subgraph of $\Sigma(F,H,A)$ spanned by all edges which are contained in a reduced closed path at base-vertex $H$. Then $\text{core}(\Sigma(F,H,A), H)$ is isomorphic to $\mathcal{K}$ and will be the called the core graph or the Stallings
The automaton of $H$. For a more constructive method to find $\mathcal{H}$, the reader is referred to [18, 20, 30].

A finite $A$-labeled graph $\mathcal{A}$ is complete or a permutation automaton if the degree of every vertex is $2|A|$. That is, every letter $a \in \tilde{A}$ induces a permutation of the set of vertices of $\mathcal{A}$. The group generated by these permutations is the transition group $T_{\mathcal{A}}$ of $\mathcal{A}$ which is an $A$-generated group. Since every permutation representation of a group $G$ is equivalent to a permutation representation on the set of right cosets $U \setminus G$ for some subgroup $U$ of $G$, every finite permutation automaton is isomorphic with some finite Schreier graph. Indeed, if we fix a vertex $1_{\mathcal{A}}$ in the complete graph $\mathcal{A}$ then from [27, Section 1.6] it follows that $(\mathcal{A},1_{\mathcal{A}})$ and $(\Sigma(T_{\mathcal{A}};U,A),U)$ are isomorphic as pointed graphs where $U \leq T_{\mathcal{A}}$ is the stabilizer of $1_{\mathcal{A}}$.

Any permutation automaton $\mathcal{C}$ in which an incomplete inverse automaton $\mathcal{A}$ can be embedded will be called a completion of $\mathcal{A}$; in this case, we also say that $\mathcal{C}$ extends $\mathcal{A}$.

3. Profinite topologies and geometry of profinite graphs

3.1. Profinite topologies on the free group. Again we let $F$ be the free group on some fixed finite set $A$ with $|A| \geq 2$.

**Definition 3.1.** A family $N$ of normal subgroups of $F$ of finite index is Hausdorff filtered if

1. $K,N \in N \Rightarrow K \cap N \in N$
2. $K \in N \Rightarrow N \in N$ for all $N \leq F$ for which $K \subseteq N$
3. $\cap N = \{1\}$.

For a Hausdorff filtered family $N$ the set of all quotients $\mathfrak{N} := \{F/N \mid N \in N\}$ is a category of finite $A$-generated groups. Conditions (1)–(3) imposed on the family $N$ are reflected in the behavior of the category $\mathfrak{N}$:

**Proposition 3.1.** A category $\mathfrak{N}$ of finite $A$-generated groups is comprised of the quotients of some Hausdorff filtered family $N$ if and only if

1. $\mathfrak{N}$ is closed under finite products of $A$-generated groups
2. $\mathfrak{N}$ is closed under quotients
3. $\mathfrak{N}$ does not satisfy any nontrivial relation, that is, for every $w \in F$, $w \neq 1$, there exists a group $G \in \mathfrak{N}$ for which $[w]_G \neq 1$.

We could equally well have started with a category $\mathfrak{N}$ of finite $A$-generated groups satisfying conditions (1-3) of Proposition 3.1, the corresponding Hausdorff filtered family $N$ of finite index normal subgroups of $F$ then would be the family $\{\ker(F \to G) \mid G \in \mathfrak{N}\}$.

**Definition 3.2.** A category $\mathfrak{N}$ of finite $A$-generated groups that satisfies conditions (1) and (2) of Proposition 3.1 is called PQ-category; one that satisfies condition (3) is called relation-free.
The definition of a $PQ$-category is very reminiscent of that of a formation; indeed, for every formation $\mathfrak{F}$ the category $\mathfrak{F}_A$ of its $A$-generated members is clearly a $PQ$-category; however, the converse need not be true: given a $PQ$-category $\mathfrak{N}$, there is no reason why $\mathfrak{N}$ should be comprised of all $A$-generated members of some formation (see section 4 for examples) — this is somehow in contrast with Remark 3.1.1 in [23].

The family $\mathfrak{N}$, or equivalently the category $\mathfrak{N}$, defines a profinite topology (actually a uniformity) on $\mathfrak{F}$ — called the pro-$\mathfrak{N}$-topology on $\mathfrak{F}$ — by letting $\mathfrak{N}$ be a basis for the neighborhoods of $1$. We note that a subgroup $H$ of $\mathfrak{F}$ is open in that topology if and only if $N \subseteq H$ for some $N \in \mathfrak{N}$, which is the case if and only if the core $H_F$ belongs to $\mathfrak{N}$. Moreover, $H$ is closed if and only if $H$ is the intersection of all open subgroups $U$ containing $H$ [17, Theorem 3.3]. The pro-$\mathfrak{N}$ topology is the weakest topology making continuous all canonical morphisms from $\mathfrak{F}$ to the members of $\mathfrak{N}$ (considered as discrete topological spaces).

For a $PQ$-category $\mathfrak{N}$, the pro-$\mathfrak{N}$-completion of $\mathfrak{F}$ is the profinite group

$$\hat{\mathfrak{F}}_{\mathfrak{N}} := \varprojlim_{N \in \mathfrak{N}} \mathfrak{F}/N = \varprojlim_{G \in \mathfrak{N}} G,$$

which is an $A$-generated profinite group (where an $A$-generated profinite group $\mathfrak{G}$ is a pair $(\mathfrak{G}, \varphi)$ where $\varphi : A \to \mathfrak{G}$ is a map such that $\varphi(A)$ generates $\mathfrak{G}$ as a profinite group, that is, the abstract subgroup $\langle \varphi(A) \rangle$ generated by $\varphi(A)$ is dense in $\mathfrak{G}$). Recall that the category $\mathfrak{N}$ is naturally an inverse system of finite groups. The condition $\bigcap \mathfrak{N} = \{1\}$ implies that the mapping $F \to \hat{\mathfrak{F}}_{\mathfrak{N}}, w \mapsto (wN)_{N \in \mathfrak{N}}$ embeds $F$ in $\hat{\mathfrak{F}}_{\mathfrak{N}}$. In particular, the abstract subgroup of $\hat{\mathfrak{F}}_{\mathfrak{N}}$ generated by $A$ is $F$. Conversely, every $A$-generated profinite group $\mathfrak{G}$ for which the abstract subgroup generated by $\varphi(A)$ is $F$ is of the form $\hat{\mathfrak{F}}_{\mathfrak{N}}$ for $\mathfrak{N}$ a relation-free $PQ$-category.

Given a morphism of finite $A$-generated groups $\varphi : G \to H$ we have a morphism $\Gamma(G) \to \Gamma(H)$, usually also denoted $\varphi$, of finite $A$-labeled graphs which maps each vertex $g$ to $\varphi g$ and each edge $(g, a)$ to $(\varphi g, a)$. The category $\mathfrak{N}$ of finite $A$-generated groups thus leads to the category $\Gamma(\mathfrak{N})$ of finite $A$-labeled (Cayley) graphs which is an inverse system of finite $A$-labeled (Cayley) graphs. Setting

$$\Gamma(\hat{\mathfrak{F}}_{\mathfrak{N}}) := \varprojlim_{G \in \mathfrak{N}} \Gamma(G)$$

we get the Cayley graph $\Gamma(\hat{\mathfrak{F}}_{\mathfrak{N}})$ of $\hat{\mathfrak{F}}_{\mathfrak{N}}$, which is a connected profinite graph with vertex set $\hat{\mathfrak{F}}_{\mathfrak{N}}$ and edge set $\hat{\mathfrak{F}}_{\mathfrak{N}} \times \hat{\mathfrak{A}}$. The geometry of this graph encodes properties of the pro-$\mathfrak{N}$-topology of $\mathfrak{F}$ and is the main topic of the present paper.
3.2. Dissolving constellations: how to get tree-like Cayley graphs.

The purpose of this subsection is to characterize the $PQ$-categories $\mathfrak{N}$ for which $\Gamma(\hat{F}_\mathfrak{N})$ is either tree-like or Hall (recall Definitions 2.1 and 2.2).

**Definition 3.3.** Let $\Gamma$ be a connected (pro)finite graph with distinguished vertex 1; a constellation in $\Gamma$ is a triple $(\Xi, g, \Theta)$ where

1. $g$ is a vertex of $\Gamma$, $\Xi$ and $\Theta$ are connected subgraphs of $\Gamma$,
2. $1, g \in \Xi \cap \Theta$,
3. 1 and $g$ are in distinct connected components of $\Xi \cap \Theta$.

We note that a connected profinite graph is tree-like if and only if it does not admit a constellation [6, Proposition 2.6]. The following definitions are crucial.

**Definition 3.4.** Let $G$ be a finite $A$-generated group and $(\Xi, g, \Theta)$ be a constellation in $\Gamma(G)$; an $A$-generated group $H$ dissolves the constellation $(\Xi, g, \Theta)$ if $[u]_H \neq [v]_H$ for all pairs of words $(u, v) \in F \times F$ for which

1. $[u]_G = g = [v]_G$,
2. the path in $\Gamma(G)$ labeled $u$ starting at 1 runs entirely in $\Xi$, that labeled $v$ (also starting at 1) runs entirely in $\Theta$.

The next notion of (pre)dissolver turns out to be essential for the understanding of $PQ$-categories $\mathfrak{N}$ for which the Cayley graph of the profinite completion $\hat{F}_\mathfrak{N}$ is tree-like.

**Definition 3.5.** Let $G$ be a finite $A$-generated group.

1. an $A$-generated group $H$ is a predissolver of $G$ if $H$ dissolves every constellation of $\Gamma(G)$;
2. a predissolver $H$ of $G$ which in addition satisfies $H \rightarrow A G$ is a dissolver of $G$.

For every predissolver $H$ of $G$, the product $H \times A G$ is a dissolver of $G$.

By [3, Proposition 4.1] we have

**Theorem 3.2.** Let $\mathfrak{N}$ be a $PQ$-category; then the Cayley graph $\Gamma(\hat{F}_\mathfrak{N})$ is tree-like if and only if every $G \in \mathfrak{N}$ admits a (pre)dissolver in $\mathfrak{N}$.

We turn to the Hall property. We first recall from [9, Proposition 3.10] the following necessary and sufficient condition on an $A$-generated profinite group to have a Cayley graph with the Hall property.

**Theorem 3.3.** The Cayley graph $\Gamma(\hat{F}_\mathfrak{N})$ is Hall if and only if for each open subgroup $\mathcal{U}$ of $\hat{F}_\mathfrak{N}$ and each edge $e$ of $\Gamma(\hat{F}_\mathfrak{N})$ the graph $\Gamma(\hat{F}_\mathfrak{N}) \setminus \mathcal{U}e^{\pm 1}$ is disconnected.
Suppose that \( e = (g, a) \) for \( g \in \tilde{F}_{\mathfrak{N}} \) and \( a \in \tilde{A} \); then \( \mathcal{U}e^{\pm 1} = \mathcal{U}g(1, a)^{\pm 1} \) and
\[
\Gamma(\tilde{F}_{\mathfrak{N}}) \setminus \mathcal{U}e^{\pm 1} \cong g^{-1}(\Gamma(\tilde{F}_{\mathfrak{N}}) \setminus \mathcal{U}g(1, a)^{\pm 1}) = \Gamma(\tilde{F}_{\mathfrak{N}}) \setminus g^{-1}\mathcal{U}g(1, a)^{\pm 1}.
\]
Since \( \mathcal{U} \) is open if and only if \( g^{-1}\mathcal{U}g \) is open, in Theorem 3.3 we may restrict ourselves to edges of the form \( e = (1, a) \) where \( a \in \tilde{A} \). Moreover, if \( \mathcal{U} \subseteq \mathcal{V} \) are open subgroups and \( \Gamma(\tilde{F}_{\mathfrak{N}}) \setminus \mathcal{U}(1, a)^{\pm 1} \) is disconnected then so is \( \Gamma(\tilde{F}_{\mathfrak{N}}) \setminus \mathcal{V}(1, a)^{\pm 1} \); from this it follows that in Theorem 3.3 it suffices to consider open normal subgroups \( \mathcal{U} \). Let \( \mathcal{U} \) be an open normal subgroup of \( \tilde{F}_{\mathfrak{N}} \) for which \( \Gamma(\tilde{F}_{\mathfrak{N}}) \setminus \mathcal{U}(1, a)^{\pm 1} \) is disconnected and let \( G := \tilde{F}_{\mathfrak{N}}/\mathcal{U} \). There exists a finite quotient \( H \) of \( \tilde{F}_{\mathfrak{N}} \) with \( \tilde{F}_{\mathfrak{N}} \xrightarrow{\varphi} H \xrightarrow{\psi} G \) and such that
\[
\varphi(\Gamma(\tilde{F}_{\mathfrak{N}}) \setminus \mathcal{U}(1, a)^{\pm 1}) = \Gamma(H) \setminus N(1, a)^{\pm 1}
\]
is disconnected for \( N = \ker \psi \). Altogether we may modify Theorem 3.3 as follows.

**Theorem 3.4.** The Cayley graph \( \Gamma(\tilde{F}_{\mathfrak{N}}) \) is Hall if and only if each \( G \in \mathfrak{N} \) admits \( H \in \mathfrak{N} \), \( H \xrightarrow{\psi} G \) such that for each \( a \in \tilde{A} \) and \( N = \ker \psi \) the graph \( \Gamma(H) \setminus N(1, a)^{\pm 1} \) is disconnected.

Next, we are going to analyze graphs of the form \( \Gamma(H) \setminus N(1, a)^{\pm 1} \) where \( H \in \mathfrak{N} \) and \( N \) is some normal subgroup of \( H \). For a finite group \( G \) with Cayley graph \( \Gamma(G) \) and \( a \in \tilde{A} \) we consider the constellation
\[
\Delta_a := (\Gamma(G) \setminus (1, a)^{\pm 1}, a, \{1, (1, a)^{\pm 1}, a\}).
\]

**Theorem 3.5.** Let \( a \in \tilde{A} \) and \( \varphi : H \to G \) with \( N = \ker \varphi \); then the following assertions are equivalent:

1. \( \Gamma(H) \setminus N(1, a)^{\pm 1} \) is disconnected
2. 1 and \( a \) are in distinct connected components of \( \Gamma(H) \setminus N(1, a)^{\pm 1} \)
3. for all \( n \in N \), \( n \) and \( na \) are in distinct connected components of \( \Gamma(H) \setminus N(1, a)^{\pm 1} \)
4. \( H \) dissolves the constellation \( \Delta_a \).

**Proof.** The implications (3) \( \Rightarrow \) (2) \( \Rightarrow \) (1) are trivial. In order to show (4) \( \Rightarrow \) (3) let \( n \in N \) and suppose that there is a word \( w \in F \) labeling a path \( n \to na \) which runs in \( \Gamma(H) \setminus N(1, a)^{\pm 1} \). Then \([w]_H = a\), and \( w \) also labels a path \( 1 \to a \) which runs in
\[
n^{-1}(\Gamma(H) \setminus N(1, a)^{\pm 1}) = n^{-1}\Gamma(H) \setminus n^{-1}N(1, a)^{\pm 1} = \Gamma(H) \setminus N(1, a)^{\pm 1}.
\]
The projection under \( \varphi \) of that path is a path \( 1 \to a \) in \( \Gamma(G) \) which runs in \( \Gamma(G) \setminus (1, a)^{\pm 1} \). However, since \( H \) dissolves \( \Delta_a \) this is not possible, leading to a contradiction.
We are left with showing the implication (1) ⇒ (4). We show that if \( H \) does not dissolve \( \Delta_a \), then \( \Gamma(H) \setminus N(1, a)^{\pm 1} \) is connected. So, suppose that \( H \) does not dissolve \( \Delta_a \). There exists a word \( w \in F \) which labels a path \( 1 \to a \) which runs inside \( \Gamma(G) \setminus (1, a)^{\pm 1} \) and such that \([w]_H = a\). In particular, \( w \) labels a path \( 1 \to a \) in \( \Gamma(H) \) and that path does not traverse any edge of \( N(1, a)^{\pm 1} \) because its projection to \( \Gamma(G) \) avoids the edge \( (1, a)^{\pm 1} \). In particular, there is a path \( \pi_a : 1 \to a \) in \( \Gamma(H) \setminus N(1, a)^{\pm 1} \). Let \( n \in \mathbb{N} \); the shifted path \( n\pi_a \) runs from \( n \) to \( na \) and runs inside \( n(\Gamma(H) \setminus N(1, a)^{\pm 1}) = \Gamma(H) \setminus N(1, a)^{\pm 1} \). Let now \( u, v \) be any two vertices of \( \Gamma(H) \setminus N(1, a)^{\pm 1} \). Whenever \( \pi \) traverses an edge \( (n, na)^{\pm 1} \in N(1, a)^{\pm 1} \) then replace it by the path \( (n\pi_a)^{\pm 1} \). This yields a path from \( u \) to \( v \) which runs entirely in \( \Gamma(H) \setminus N(1, a)^{\pm 1} \). Altogether, \( \Gamma(H) \setminus N(1, a)^{\pm 1} \) is connected, as requested. □

We are motivated to modify Definition 3.5.

**Definition 3.6.** Let \( G \) be a finite \( A \)-generated group.

1. an \( A \)-generated group \( H \) is a weak predissolver of \( G \) if \( H \) dissolves the constellation \( \Delta_a \) of \( \Gamma(G) \) for every \( a \in \tilde{A} \);
2. a weak predissolver \( H \) of \( G \) which in addition satisfies \( H \to G \) is a weak dissolver of \( G \).

Again, if \( H \) is a weak predissolver of \( G \) then \( H \times G \) is a weak dissolver. We now are able to formulate an analogue of Theorem 3.2; it is an immediate consequence of Theorems 3.4 and 3.5.

**Theorem 3.6.** Let \( \mathcal{R} \) be a \( PQ \)-category; then the Cayley graph \( \Gamma(\hat{\mathcal{F}}_{\mathcal{R}}) \) is Hall if and only if every \( G \in \mathcal{R} \) has a weak (pre)dissolver in \( \mathcal{R} \).

In [9, Theorem 3.12] an alternative characterization is given of when \( \hat{\mathcal{F}}_{\mathcal{R}} \) has a Hall Cayley graph, in terms of irredundant generating sets of the open subgroups of \( \hat{\mathcal{F}}_{\mathcal{R}} \). From this, a seemingly unrelated property, introduced by Lubotzky and van den Dries [19] for finitely generated profinite groups, came into play which turned out to be a sufficient condition for the Hall property.

**Definition 3.7.** The profinite group \( \hat{\mathcal{F}}_{\mathcal{R}} \) is \( A \)-freely indexed if for each open subgroup \( \mathcal{U} \) the rank \( d(\mathcal{U}) \) is given by the Schreier formula:

\[
d(\mathcal{U}) = [\hat{\mathcal{F}}_{\mathcal{R}} : \mathcal{U}](|A| - 1) + 1.
\]

(3.1)

Note that for \( \mathcal{U} = \hat{\mathcal{F}}_{\mathcal{R}} \) one immediately has that \( d(\hat{\mathcal{F}}_{\mathcal{R}}) = |A| \). The following has been shown in [9, Corollary 3.13].

**Proposition 3.7.** The Cayley graph \( \Gamma(\hat{\mathcal{F}}_{\mathcal{R}}) \) of every freely indexed profinite group \( \hat{\mathcal{F}}_{\mathcal{R}} \) is Hall.
Whether $\hat{F}_N$ is freely indexed can be easily expressed in terms of the corresponding Hausdorff filtered family $N$ and likewise in terms of the associated relation-free $PQ$-category $\mathfrak{N}$.

**Proposition 3.8.** Let $N$ be a Hausdorff filtered family of finite index normal subgroups of $F$ and $\mathfrak{N}$ be the corresponding relation-free $PQ$-category. Then the following are equivalent:

1. $\hat{F}_N$ is freely indexed
2. every $N \in N$ admits an $L \in N$ with $L \leq N$ and $d(N) = d(N/L)$
3. every $G \in \mathfrak{N}$ admits $H \in \mathfrak{N}$ with $H \rightarrow G$ and
   \[ d(\ker(H \rightarrow G)) = |G|(|A| - 1) + 1. \]

**Proof.** It is easy to check that conditions (2) and (3) are equivalent. For the equivalence of (1) and (2) one can use that in order to be freely indexed it suffices to check that the Schreier formula 3.1 holds for every open normal subgroup $U$ of $\hat{F}_N$ [19, Lemma 2.5 (ii)]. So, let $U$ be open and normal and $U := U \cap F$ where $F$ is the abstract subgroup of $\hat{F}_N$ generated by $A$; then $U \in N$ and the formula holds for $U$ if and only if $d(U) = d(U)$. But $U = \varprojlim U/N$ where the limit is taken over all $N \in N$ for which $N \leq U$. Since $d(U) = d(\varprojlim U/N)$ if and only if $d(U) = d(U/N)$ for some $N$ the claim follows. \hfill \Box

Finally, the existence of universal $S$-extensions provides a sufficient condition for the existence of dissolvers. For $S$ a cyclic group of prime order the following is already contained in [6] (in a different language), the general case is [5, Theorem 4.5].

**Proposition 3.9.** For every $A$-generated group $G$ and every finite simple group $S$, the universal $S$-extension $G^{A,S}$ is a dissolver of $G$.

3.3. **Four crucial properties of a $PQ$-category $\mathfrak{N}$.** In the preceding section, four possible properties of a $PQ$-category have turned out to be crucial.

**Definition 3.8.** A $PQ$-category $\mathfrak{N}$ is

1. locally extensible if every $G \in \mathfrak{N}$ admits some finite simple group $S$ for which $G^{A,S} \in \mathfrak{N}$;
2. freely indexed if every $G \in \mathfrak{N}$ admits some $H \in \mathfrak{N}$, with $H \rightarrow G$ such that
   \[ d(\ker(H \rightarrow G)) = |G|(|A| - 1) + 1; \]
3. arboreous if every $G \in \mathfrak{N}$ admits a (pre)dissolver $H \in \mathfrak{N}$;
4. Hall if every $G \in \mathfrak{N}$ admits a weak (pre)dissolver $H \in \mathfrak{N}$. 
Moreover, a formation $\mathcal{F}$ or a variety $\mathcal{V}$ has the respective property if for every finite set $A$, $|A| \geq 2$, the PQ-category $\mathcal{F}_A$ (resp. $\mathcal{V}_A$) of all $A$-generated members of $\mathcal{F}$ (of $\mathcal{V}$) has the property in question.

The discussion so far has shown:

**Theorem 3.10.** Let $\mathfrak{N}$ be a PQ-category.

1. $\widehat{\mathcal{F}}_{\mathfrak{N}}$ is freely indexed if and only if $\mathfrak{N}$ is freely indexed.
2. $\Gamma(\widehat{\mathcal{F}}_{\mathfrak{N}})$ is tree-like if and only if $\mathfrak{N}$ is arboreous.
3. $\Gamma(\widehat{\mathcal{F}}_{\mathfrak{N}})$ is Hall if and only if $\mathfrak{N}$ is Hall.

By [9, 5], the following implications hold for a PQ-category:

locally extensible $\Rightarrow$ freely indexed $\Rightarrow$ Hall

and

locally extensible $\Rightarrow$ arboreous $\Rightarrow$ Hall.

In [9] the varieties of finite supersolvable groups having either of the properties of Definition 3.8 were classified and it was shown that the four conditions are equivalent in that case. Shusterman [29] classified all pro-supersolvable freely indexed groups and an email discussion with him revealed that even for PQ-categories of supersolvable groups these four conditions are equivalent (or equivalently, for finitely generated pro-supersolvable groups the corresponding properties are the same). In particular, the formations of finite supersolvable groups enjoying either of these properties coincide with the varieties found in [9]. To the best of our knowledge, no examples of PQ-categories or formations, let alone varieties, so far have been found for which these four conditions are distinct. The main purpose of the present paper is to construct examples of formations (via PQ-categories) for which these four conditions disagree. Section 4 presents examples of formations which are arboreous (and therefore Hall) but not freely indexed (and therefore not locally extensible), while Section 5 is concerned with the construction of formations of solvable groups which are arboreous and freely indexed (and therefore Hall) but not locally extensible. The problem to construct such varieties and/or formations has been raised in several papers [5, 6, 8, 9] and, for varieties this is still open. The problem to classify all Hall formations has been proposed by Ballester-Bolinches, Pin and Soler-Escrivà [11].

3.4. **Pro-$\mathfrak{N}$-topology and geometry of $\Gamma(\widehat{\mathcal{F}}_{\mathfrak{N}})$.**

3.4.1. *Interplay between pro-$\mathfrak{N}$-topology of $\mathcal{F}$ and geometry of $\Gamma(\widehat{\mathcal{F}}_{\mathfrak{N}})$.* Let $\mathfrak{N}$ be a relation-free PQ-category. Following Margolis, Sapir and Weil [20] we call a finitely generated subgroup $H$ of $F$ $\mathfrak{N}$-extendible if the core graph $\mathcal{K}$ of $H$ can be embedded into a finite complete graph $\overline{\mathcal{K}}$ whose transition
group \( T_\mathcal{F} \) belongs to \( \mathcal{H} \) (in order to be precise, this means: \( T_\mathcal{F} \) is isomorphic — as an \( A \)-generated group — with a member of \( \mathcal{H} \)). Since a permutation automaton \( (\mathcal{A}, 1) \) (with distinguished vertex 1) is always isomorphic to the Schreier graph \( (\Sigma(T_\mathcal{A}, U, A), U) \) (with distinguished vertex \( U \)) where \( U \) is the stabilizer of 1, the permutation automata \( \mathcal{A} \) for which \( T_\mathcal{A} \) belongs to \( \mathcal{H} \) are exactly the Schreier graphs \( \Sigma(F, H, A) \) for finite index subgroups \( H \) of \( F \) for which there exists \( N \in \mathbb{N} \) with \( H \geq N \).

Let \( \mathcal{H} \) with distinguished vertex 1 = 1_\mathcal{H} \) be the Stallings automaton of the finitely generated subgroup \( H \) of \( F \) and let \( G \in \mathcal{H} \). By \( \mathcal{H}^G \) we denote the subgraph of \( \Gamma(G) \) spanned by all edges lying on some path starting at 1 labeled by some word \( w \in F \) which labels a path in \( \mathcal{H} \) starting at 1_\mathcal{H}. We set \( \mathcal{H}^{\mathcal{F}_\mathcal{H}} := \lim \leftarrow_{G \in \mathcal{H}} \mathcal{H}^G \) and call \( \mathcal{H}^{\mathcal{F}_\mathcal{H}} \) the \( \mathcal{H} \)-universal covering graph of \( \mathcal{H} \) [5]. Suppose that \( \mathcal{H} \) embeds (as a pointed graph) in a complete graph \( C \) (with distinguished vertex 1_\mathcal{H}) with transition group \( T_C \); the unique graph morphism \( \Gamma(T_C) \rightarrow C \) mapping 1 to 1_\mathcal{H} induces a unique morphism \( \mathcal{H}^{T_C} \rightarrow \mathcal{H} \) mapping 1 to 1_\mathcal{H}. Hence, if \( H \) is \( \mathcal{H} \)-extendible then there exists a canonical morphism \( \mathcal{H}^{\mathcal{F}_\mathcal{H}} \rightarrow \mathcal{H} \) of pointed graphs. Suppose conversely that there is such a morphism \( \mathcal{H}^{\mathcal{F}_\mathcal{H}} \rightarrow \mathcal{H} \); from the universal property of projective limits that morphism factors through \( \mathcal{H}^G \) for some \( G \in \mathcal{H} \), that is, there is a morphism \( \tau : \mathcal{H}^G \rightarrow \mathcal{H} \) of pointed graphs mapping the distinguished vertex 1 of \( \mathcal{H}^G \) to the distinguished vertex 1_\mathcal{H} of \( \mathcal{H} \). Let

\[
T := \{ [w]_G \mid w \in H \}
\]

be the image of \( H \) under the canonical morphism \( F \rightarrow G \). Consider the Schreier graph \( \Sigma := \Sigma(G, T, A) \) and the canonical morphism \( \psi : \Gamma(G) \rightarrow \Sigma \).

(Readers familiar with graph congruences and Stallings foldings [20] [18] [30] may view the map \( \psi \) as follows: first identify all vertices of \( T \) to one vertex and then, in the resulting graph, apply Stallings foldings until the outcome is a folded graph.) In particular, \( \psi(t) = T \) for all \( t \in T \). Note that every such \( t \) is a vertex of \( \mathcal{H}^G \). Now let \( g, h \in \mathcal{H}^G \) such that \( \psi(g) = \psi(h) \). Hence there are \( s, t \in T \) and a word \( w \) such that \( g = s[w]_G \) and \( h = t[w]_G \). Since \( s \) and \( g \) are vertices of \( \mathcal{H}^G \) there is a word \( v \) labeling a path \( \pi : s \rightarrow s[w]_G \) which runs entirely in \( \mathcal{H}^G \). In addition, \( s[w]_G = g = s[v]_G \) which implies \( [w]_G = [v]_G \). Under \( \tau \), the path \( \pi \) is mapped to the path \( \tau(\pi) : 1_\mathcal{H} \rightarrow \tau(g) \) having label \( v \). From the definition of \( \mathcal{H}^G \) it follows that the path \( \pi' : t \rightarrow h = t[w]_G = t[v]_G \) labeled \( v \) runs entirely in \( \mathcal{H}^G \) (since the path \( \tau(\pi) \) may be lifted to a path in \( \mathcal{H}^G \) starting at \( t \) instead of \( s \)). Then \( \tau(\pi) = \tau(\pi') \) and, in particular, \( \tau(g) = \tau(h) \).

Altogether we have proved:

for all vertices \( g, h \in \mathcal{H}^G : \psi(g) = \psi(h) \implies \tau(g) = \tau(h) \). (3.2)
(From the point of view of Stallings foldings, the above argument essentially says that for two vertices \( g, h \in H \) which are identified by the folding process (which eventually computes the map \( \psi \)), that process may be performed in a way such that for the identification of \( g \) with \( h \) only edges of \( H \) are involved. This means one could start the folding process \( \Gamma(G) \to \Sigma \) inside \( H^G \) which leads to an intermediary graph which contains \( H \) as subgraph; the subsequent foldings would leave this subgraph unchanged so that, at the end, \( H \) appears as subgraph of \( \Sigma \).) Implication 3.2 says that the map \( \tau \) factors through \( \psi(H^G) \), that is, there is a (unique) morphism of pointed graphs \( \alpha : \psi(H^G) \to H \) such that \( \alpha \circ \psi|_H = \tau \). On the other hand, every \( w \in H \) labels a path \( 1 \to [w]_G \in T \) running entirely in \( H^G \). That path is mapped under \( \psi \) to a path in \( \psi(H^G) \) closed at \( T \). Hence by [20, Proposition 2.4] there is a (unique) morphism of pointed graphs \( \beta : H \to \psi(H^G) \) mapping \( 1_H \) to \( T \). Uniqueness of the involved morphisms implies \( \psi|_H = \beta \circ \tau \). Using the surjectivity of \( \tau \) onto \( H \) and the surjectivity of \( \psi|_H \) onto \( \psi(H^G) \), it follows that \( \alpha \circ \beta \) resp. \( \beta \circ \alpha \) is the identity on \( H \) resp. on \( \psi(H^G) \), so that \( \alpha \) and \( \beta \) are inverse isomorphisms between \( H \) and \( \psi(H^G) \). Hence we see that \( H \approx \psi(H^G) \) appears as a pointed subgraph of \( \Sigma \). Since the transition group of \( \Sigma \) is \( G/T_G \) it belongs to \( \mathfrak{N} \), that is, \( H \) is \( \mathfrak{N} \)-extendible. Altogether we get the following result [5].

**Theorem 3.11.** A finitely generated subgroup \( H \) of \( F \) is \( \mathfrak{N} \)-extendible if and only if there is a (unique) continuous morphism (of pointed graphs) \( H \overset{\hat{F}}{\to} \mathfrak{N}^\mathfrak{N} \to H \).

In view of this theorem one can give the following interpretation of the Stallings automaton \( \tilde{H} \) of the \( \mathfrak{N} \)-extendible closure [20] \( \tilde{H} \) of a finitely generated subgroup \( H \) of \( F \) (having Stallings automaton \( H \)): \( \tilde{H} \) is the largest quotient of \( H \) which is also a (continuous) quotient of \( H \overset{\hat{F}}{\to} \mathfrak{N}^\mathfrak{N} \).

**Remark 1.** The following Theorems 3.12, 3.14, 3.15 are about the interplay between the pro-\( \mathfrak{N} \)-topology on \( F \) and the geometry of the Cayley graph \( \Gamma(\hat{F}_\mathfrak{N}) \) of the pro-\( \mathfrak{N} \)-completion of \( F \). These results have already been formulated and proved in [6], [5] in the context of formations [5] and varieties [6]. In that proofs only the geometric structure of the Cayley graph \( \Gamma(\hat{F}_\mathfrak{N}) \) and its approximation by finite graphs was used. The fact that the groups \( \hat{F}_\mathfrak{N} \) were relatively free played no role. Hence these proofs carry over verbally to the present more general context and are omitted. We also note that, as a prerequisite, the relevant statements in sections 2.1 and 2.2 of [20] also carry over from the variety case to the present situation of \( PQ \)-categories. The reason for the latter is that they are based on Theorem 3.3 in [17] (the pro-\( \mathfrak{N} \)-closure in \( F \) of a finitely generated subgroup \( H \) is the
intersection of all pro-$\mathfrak{N}$-open subgroups containing $H$), which also holds in the present context.

**Theorem 3.12** ([5], Theorem 3.1). An $\mathfrak{N}$-extendible finitely generated subgroup $H$ of $F$ is pro-$\mathfrak{N}$-closed if and only if $\mathcal{H}^{\hat{F}_\mathfrak{N}}$ is a Hall-subgraph of $\Gamma(\hat{F}_\mathfrak{N})$.

**Lemma 3.13.** Let $\mathcal{H}$ be a connected subgraph of a connected profinite graph $\Gamma$; then there exists a (unique) smallest Hall-subgraph $(\mathcal{H})^H$ containing $\mathcal{H}$.

**Proof.** Let Hall($\mathcal{H}$) be the set of all Hall-subgraphs of $\Gamma$ which contain $\mathcal{H}$ and let $\mathcal{K} := \bigcap \text{Hall}(\mathcal{H})$. Then $\mathcal{K}$ is Hall: let $u, v$ be vertices of $\mathcal{K}$ which are connected by a finite reduced path $\pi$; for every $C \in \text{Hall}(\mathcal{H})$, since $\mathcal{K} \subseteq C$, we have $u, v \in C$ and $\pi \subseteq C$, hence $\pi \subseteq \bigcap \text{Hall}(\mathcal{H}) = \mathcal{K}$. Every connected component of a Hall-subgraph of $\Gamma$ is itself a Hall-subgraph. It follows that the connected component of $\mathcal{K}$ containing $\mathcal{H}$ is a connected Hall-subgraph of $\Gamma$ and is contained in every Hall-subgraph of $\Gamma$ containing $\mathcal{H}$. □

**Problem 1.** Let $\mathfrak{N}$ be a relation-free $PQ$-category; for a subgroup $H$ of $F$ let us denote by $\overline{H}$ the closure in $F$ with respect to the pro-$\mathfrak{N}$ topology.

1. Is $\overline{H}$ finitely generated whenever $H$ is finitely generated?
2. For an $\mathfrak{N}$-extendible subgroup $H$ of $F$ with core graph $\mathcal{H}$, what is the connection between $\overline{H}$ and $(\mathcal{H}^{\hat{F}_\mathfrak{N}})^H$? In case $K = \overline{H}$ is finitely generated with core graph $\mathcal{K}$, is $\mathcal{K}^{\hat{F}_\mathfrak{N}} = (\mathcal{H}^{\hat{F}_\mathfrak{N}})^H$?

Of particular interest are categories $\mathfrak{N}$ for which every $\mathfrak{N}$-extendible subgroup $H$ is pro-$\mathfrak{N}$-closed. This is the case if and only if every connected subgraph of $\Gamma(\hat{F}_\mathfrak{N})$ is a Hall-subgraph, that is $\Gamma(\hat{F}_\mathfrak{N})$ has the Hall property (Definition 2.1).

**Theorem 3.14** ([5], Theorem 3.2). Let $\mathfrak{N}$ be a relation-free $PQ$-category; then every $\mathfrak{N}$-extendible finitely generated subgroup $H$ of $F$ is pro-$\mathfrak{N}$-closed if and only if the Cayley graph $\Gamma(\hat{F}_\mathfrak{N})$ is Hall.

The property of being tree-like (Definition 2.2) has attracted considerable attention and is important in the context of the Ribes–Zaleskii-Theorem [24].

**Theorem 3.15** ([5], Theorem 3.5, Theorem 3.9). The following conditions on a relation-free $PQ$-category $\mathfrak{N}$ are equivalent:

1. the product $H_1H_2$ of any two $\mathfrak{N}$-extendible subgroups $H_1, H_2$ of $F$ is pro-$\mathfrak{N}$ closed;
2. the product $H_1 \cdots H_n$ of any finite number $n$ of $\mathfrak{N}$-extendible subgroups of $F$ is pro-$\mathfrak{N}$-closed;
3. the Cayley graph of $\Gamma(\hat{F}_\mathfrak{N})$ is tree-like.
3.4.2. Discussion and Problems. Theorem 3.15 provides almost a character-
ization of the profinite Hausdorff topologies on $F$ for which the Ribes–
Zalesskiĭ- Theorem [24] holds. Indeed, if $\Gamma(\hat{F}_N)$ is tree-like then also Hall and therefore every $\mathfrak{H}$-extendible subgroup $H$ of $F$ is pro-$\mathfrak{H}$-closed; but by Margolis, Sapir and Weil [20, Proposition 2.7] every finitely generated pro-$\mathfrak{H}$-closed subgroup $H$ of $F$ is $\mathfrak{H}$-extendible (as already mentioned, the proof in [20] holds for the more general context of $PQ$-categories). Hence, the properties of being $\mathfrak{H}$-extendible and of being pro-$\mathfrak{H}$-closed coincide; in particular, item (2) then implies that the product $H_1 \cdots H_n$ of any finite number $n$ of finitely generated pro-$\mathfrak{H}$-closed subgroups of $F$ is closed. But the statement (2) of Theorem 3.15 is formally stronger than the statement obtained by replacing “$\mathfrak{H}$-extendible” by “$\mathfrak{H}$-closed”. In connection with statement (1) we are tempted to ask:

**Problem 2.** Can in statements (1) or (2) of Theorem 3.15 “$\mathfrak{H}$-extendible” be replaced by “pro-$\mathfrak{H}$-closed”?

The most challenging open problem seems to be the following:

**Problem 3.** Is every Hall $PQ$-category arboreous? In other words, does the Hall property of the Cayley graph of a profinite group imply that it is tree-like?

The problem of whether there exist varieties which are Hall but not arboreous has been asked in several papers [6, 8, 9], for formations this question was raised in [5]; recent experience by the authors indicate that even on the level of $PQ$-categories this question seems to be hard. Finally, the following problem seems to be also open:

**Problem 4.** Is every freely indexed $PQ$-category arboreous?

4. Non-solvable formations

The main result in this section will be that every $A$-generated finite group $G$ admits a positive integer $N$ such that for every $n \geq N$ the alternating group $\mathfrak{A}_n$, subject to a properly chosen generating set $A$, is a predissolver of $G$. The approach in a sense combines an idea of Ash [3] with Jordan’s Theorem on primitive permutation groups. The result will be essentially based on our main combinatorial result:

**Theorem 4.1.** Let $\mathcal{A}$ be a connected incomplete inverse automaton on $m$ vertices and let $q$ be the smallest prime larger than $m$. Then, for every $n \geq m + q + 2$ there exists a permutation automaton $\mathcal{G}_n$ on $n$ vertices extending $\mathcal{A}$ whose transition group $T_{\mathcal{G}_n}$ is the alternating group $\mathfrak{A}_n$.

**Proof.** We assume that $m \geq 3$; the cases $m \leq 2$ can be checked individually and are irrelevant for the sequel. In particular, $q \geq 5$. Let $V$ be the set of
vertices of \( \mathcal{A} \). We choose an integer \( k \geq 0 \) and let
\[
W := \{x_1, \ldots, x_q, y, z, t_1, \ldots, t_k\}
\]
be a set of \( q+k+2 \) new vertices (that is, \( V \cap W = \emptyset \)). Note that \( |V| \leq q-1 \) and \( q + 2 \leq |W| \). We extend the graph \( \mathcal{A} \) to a graph \( \mathcal{C}_n \) on the vertex set \( V \cup W \): choose a letter \( a \in A \) which does not induce a total transformation on \( V \) and a vertex \( v \in V \) which is not the initial vertex of an edge labeled \( a \). Then add the following edges:

- \( v \overset{a}{\rightarrow} x_1 \)
- \( y \overset{a}{\rightarrow} x_2 \overset{a}{\rightarrow} x_3 \overset{a}{\rightarrow} t_1 \overset{a}{\rightarrow} t_2 \overset{a}{\rightarrow} \cdots \overset{a}{\rightarrow} t_{k-1} \overset{a}{\rightarrow} t_k \overset{a}{\rightarrow} z \overset{a}{\rightarrow} y \)
- \( x_1 \overset{b}{\rightarrow} x_2 \overset{b}{\rightarrow} \cdots \overset{b}{\rightarrow} x_q \overset{b}{\rightarrow} x_1 \)

for some \( b \neq a \) (see Figure 1). Up to now, the action of \( a^{\pm 1} \) is still undefined on \( x_4, \ldots, x_q \) and possibly on elements of \( V \), that of \( b^{\pm 1} \) is still undefined on \( y, z, t_1, \ldots, t_k \) and possibly elements of \( V \); the actions of all other letters are undefined on all of \( W \) and possibly elements of \( V \). In particular, the actions of \( a^{\pm 1} \) as well as of \( b^{\pm 1} \) are undefined on at least two vertices. We can extend the actions of all letters to total even permutations on \( V \cup W \) in a way that all \( b \)-cycles, except \( x_1 \rightarrow x_2 \rightarrow \cdots \rightarrow x_q \rightarrow x_1 \) have lengths (strictly) smaller than \( q \). Thereby we get a permutation automaton \( \mathcal{C}_n \) which extends \( \mathcal{A} \). The transition group \( T_{\mathcal{C}_n} \) is a subgroup of the alternating group \( \mathcal{A}_n \) where \( n = |V| + |W| = m + q + k + 2 \).

Since all \( b \)-cycles (except \( x_1 \rightarrow x_2 \rightarrow \cdots \rightarrow x_q \rightarrow x_1 \)) have lengths smaller than \( q \), a certain power \( b^r \) of \( b \) consists entirely of the cycle \( x_1 \rightarrow \cdots \rightarrow x_q \rightarrow x_1 \) (and fixes all other vertices). Altogether, \( T_{\mathcal{C}_n} \) contains a cycle of prime length \( q < |V| + |W| - 2 = m + q + k \). Since \( \mathcal{C}_n \) is obviously connected, \( T_{\mathcal{C}_n} \) acts transitively on \( V \cup W \). We show that \( T_{\mathcal{C}_n} \)
is primitive: it suffices to show that $T_{c_n}$ does not leave invariant any non-trivial equivalence relation $P$. Suppose that $P$ is an equivalence relation on $V \cup W$ left invariant under $T_{c_n}$. Then all blocks of $P$ have the same size. The cycle $x_1 \rightarrow \ldots x_q \rightarrow x_1$ of prime length $q$ either belongs to a single block of $P$, or its elements belong to $q$ distinct blocks. Suppose that the latter is true and that $P$ is not the identity relation. Then $x_1 P s$ for some $s \notin \{x_1, \ldots, x_q\}$ (since no block can be a singleton). By construction, the $b$-cycle of $s$ is shorter than $q$, that is, there exists $l < q$ such that $s \cdot b^l = s$. Now $x_1 P s$ implies $x_1 \neq x_{l+1} = x_1 \cdot b^l P s \cdot b^l = s P x_1$, that is, $x_1 \neq x_{l+1} P x_1$, a contradiction to the assumption that all $x_i$ are in distinct blocks. So, suppose that all elements $x_1, \ldots, x_q$ belong to a single block of $P$. In particular, $x_2 P x_3$ which implies $x_2 \cdot a^l P x_3 \cdot a^l$ for all $l \geq 1$. So we get:

$$
\begin{align*}
x_2 P x_3 &= x_2 \cdot a P x_3 \cdot a = t_1 = x_2 \cdot a^2 P x_3 \cdot a^2 \\
&= t_2 = x_2 \cdot a^3 P x_3 \cdot a^3 \\
&\vdots \\
&= t_k = x_2 \cdot a^{k+1} P x_3 \cdot a^{k+1} \\
&= z = x_2 \cdot a^{k+2} P x_3 \cdot a^{k+2} = y.
\end{align*}
$$

Altogether, all of $W$ would belong to a single block of $P$; since $|W| > \frac{|W \cup V|}{2}$ this implies that $P$ has only one block. By Jordan’s Theorem [14, Theorem 3.3E], $T_{c_n} = A_n$.

We continue with some further prerequisites. For the following, we fix an $A$-generated group $G$ with Cayley graph $\Gamma = \Gamma(G)$. The set of all constellations of $G$ is partially ordered by

$$
(\Xi, g, \Theta) \leq (\Xi', g', \Theta') \iff \Xi \subseteq \Xi', g = g', \Theta \subseteq \Theta'.
$$

A predissolver $H$ of some constellation is also a predissolver of every smaller constellation. It is therefore sufficient to consider maximal constellations. We give a description of the maximal constellations of $G$ in terms of cut sets of $\Gamma$. Consider a minimal cut set in $\Gamma$, that is, a set $C$ of (geometric) edges such that the graph $\Gamma \setminus C$ has two connected components, but $\Gamma \setminus C'$ is connected for every proper subset $C'$ of $C$ (recall that by a geometric edge we mean a pair $f^{\pm 1}$ where $f$ is an edge of $\Gamma$). Now decompose the set $C$ into two disjoint non-empty subsets: $C = C_{\Xi} \cup C_{\Theta}$ and set $\Xi := \Gamma \setminus C_{\Theta}$ and $\Theta := \Gamma \setminus C_{\Xi}$. 


Proposition 4.2. Let $\Xi, \Theta, C$, etc., be as above and let $g$ be a vertex not in the connected component of 1 in $\Gamma \setminus C$; then $(\Xi, g, \Theta)$ is a maximal constellation, and conversely, every maximal constellation can be so constructed.

Proof. It is clear that $(\Xi, g, \Theta)$ is maximal: the only possibility to extend it would be to add an edge of $C_\Xi$ to $\Theta$ or to add an edge of $C_\Theta$ to $\Xi$: in both cases the intersection of the resulting two graphs would be connected.

Let, conversely, $(\Xi, g, \Theta)$ be a maximal constellation; let $\Omega_1$ resp. $\Omega_g$ be the connected component of 1 resp. $g$ in the graph $\Xi \cap \Theta$. By the maximality of $(\Xi, g, \Theta)$, $V(\Xi) = V(\Gamma) = V(\Theta)$ and $V(\Gamma) = V(\Omega_1) \cup V(\Omega_g)$.

To see the former, assume w.l.o.g. that $V(\Xi) \neq V(\Gamma)$. Then there exists a vertex $v$ and a geometric edge $e^{\pm 1}$ not in $\Xi$ such that $\Xi^* := \Xi \cup \{e^{\pm 1}, v\}$ is connected. By maximality, the graph $\Xi^* \cap \Theta$ has 1 and $g$ in the same connected component, hence $e^{\pm 1}$ connects $\Omega_1$ with $\Omega_g$ so that $v \in \Omega_1 \cup \Omega_g \subseteq \Xi$, a contradiction. To see the latter, note that if $\Xi \cap \Theta$ had another connected component $\Omega \notin \{\Omega_1, \Omega_g\}$, then $(\Xi \cup \{e^{\pm 1}\}, g, \Theta \cup \{e^{\pm 1}\})$, where $e^{\pm 1}$ is any geometric edge having one vertex in $\Omega$ and the other outside $\Omega$, would be a larger constellation in $\Gamma$, which again leads to a contradiction.

Now let $C_\Xi$ resp. $C_\Theta$ be the set of all geometric edges of $\Xi$ resp. $\Theta$ having one vertex in $\Omega_1$ and the other vertex in $\Omega_g$. Again by the maximality of $(\Xi, g, \Theta)$, we have $\Gamma = \Omega_1 \cup \Omega_g \cup C_\Xi \cup C_\Theta$, so $C_\Xi \cup C_\Theta$ is a (clearly minimal) cut set in $\Gamma$ and $\Xi = \Gamma \setminus C_\Theta$ as well as $\Theta = \Gamma \setminus C_\Xi$ hold, as required. □

Let us now consider the set $\mathcal{MC}$ of all pairs $(\Xi, \Theta)$ where $(\Xi, g, \Theta)$ is a maximal constellation for some $g$. For $(\Xi, \Theta) \in \mathcal{MC}$ form the disjoint union $\Xi \cup \Theta$ and identify both basepoints 1; the resulting graph is not folded, but we denote by $\Xi \cup \Theta$ the largest folded quotient [20, 18, 30]. This graph can be described differently: let $C = C_\Xi \cup C_\Theta$ be the minimal cut set of $\Gamma$ giving rise to the pair $(\Xi, \Theta)$ and let $\Delta \cup \Upsilon = \Gamma \setminus C$ where $\Delta$ is the connected component of 1 and $\Upsilon$ is the other component (Figure 2).

![Figure 2. $\Gamma = \Delta \cup C \cup \Upsilon$](image-url)

Consider two disjoint copies of $\Upsilon$, denoted $\Upsilon_\Xi$ and $\Upsilon_\Theta$, and form the graph

$\Upsilon_\Xi \cup C_\Xi \cup \Delta \cup C_\Theta \cup \Upsilon_\Theta$
(Figure 3) where the edges $C_\Xi$ connect appropriate vertices of $\Delta$ and $\Upsilon_\Xi$

while those of $C_\Theta$ connect vertices of $\Delta$ with those of $\Upsilon_\Theta$ such that

$\Xi \cong \Delta \cup C_\Xi \cup \Upsilon_\Xi$ and $\Theta \cong \Delta \cup C_\Theta \cup \Upsilon_\Theta$.

(Recall that $\Xi = \Delta \cup C_\Xi \cup \Upsilon$ and $\Theta = \Delta \cup C_\Theta \cup \Upsilon$.)

It is easy to see that $\Xi \cup_1 \Theta$ is incomplete (at least one letter $a$ induces a non-total transformation); for example, the copy in $\Upsilon_\Theta$ of the end-vertex in $\Upsilon$ of every edge of $C_\Xi$ admits a letter $a \in A$ for which the induced transformation or its inverse is not defined. From the construction, the following is immediate.

**Proposition 4.3.**

1. The transition group $T$ of any completion of $\Xi \cup_1 \Theta$ is a predissolver of every maximal constellation of the form $(\Xi, g, \Theta)$ (and hence of every smaller constellation).

2. If $\mathcal{A}$ is an inverse automaton which contains $\Xi \cup_1 \Theta$ for every $(\Xi, \Theta) \in \mathcal{MC}$ as a subgraph then the transition group $T$ of any completion of $\mathcal{A}$ is a predissolver of every constellation of $G$.

**Proof.** For (1), let $(\Xi, g, \Theta)$ be a maximal constellation and $C_\Xi, C_\Theta, \Delta, \Upsilon$ be such that $\Gamma = \Delta \cup (C_\Xi \cup C_\Theta) \cup \Upsilon$, $\Xi = \Delta \cup C_\Xi \cup \Upsilon_\Xi$ and $\Theta = \Delta \cup C_\Theta \cup \Upsilon_\Theta$ as in the construction. Then $g \in \Upsilon$; denote the $\Xi$- and $\Theta$-version, respectively, of $g$ in $\Xi \cup_1 \Theta$, that is, in $\Upsilon_\Xi$ respectively $\Upsilon_\Theta$, by $g_\Xi$ and $g_\Theta$. Let $u, v \in F$ with $[u]_G = g = [v]_G$ be such that the path $u : 1 \to g$ in $\Gamma$ runs inside $\Xi$ while the path $v : 1 \to g$ in $\Gamma$ runs inside $\Theta$. Then, in $\Xi \cup_1 \Theta$, $1 \cdot u = g_\Xi \neq g_\Theta = 1 \cdot v$.

It follows that in the transition group $T$ of any completion of $\Xi \cup_1 \Theta$, $[u]_T \neq [v]_T$. The idea to this construction and argument comes from Ash’s paper [3].

(2) As in (1), if $u, v$ are words as in (1) for some maximal constellation $(\Xi, g, \Theta)$ of $G$, then since $\Xi \cup_1 \Theta$ is a subgraph of $\mathcal{A}$, there is a vertex $h$ in $\mathcal{A}$ for which $h \cdot u \neq h \cdot v$. For the same reason as in (1), $[u]_T \neq [v]_T$ for the transition group $T$ of every completion of $\mathcal{A}$. 

\qed
In order to continue, denote the set \( \{ \Xi \upharpoonright \Theta \mid (\Xi, \Theta) \in \mathcal{MC} \} \) by \( \mathcal{AMC} \).

Now, for every \( \Xi \upharpoonright \Theta \in \mathcal{AMC} \) choose a letter \( a \in A \) which induces a non-total transformation on \( \Xi \upharpoonright \Theta \). This induces a partition of the set \( \mathcal{AMC} \): for each \( a \in A \) let \( \mathcal{AMC}_a \) be the set of all members \( \Xi \upharpoonright \Theta \) of \( \mathcal{AMC} \) for which we have chosen the letter \( a \). In case \( \mathcal{AMC}_a \) is empty it should be ignored in the following arguments. (Under certain conditions, e.g. if \( A \) is irredundant, for every \( a \in A \) there exists some \( \Xi \upharpoonright \Theta \in \mathcal{AMC} \) for which the only choice is \( a \)). Now denumerate the members of \( \mathcal{AMC}_a \) somehow, say, \( \Xi_{a1} \upharpoonright \Theta_{a1}, \Xi_{a2} \upharpoonright \Theta_{a2}, \ldots, \Xi_{at_a} \upharpoonright \Theta_{at_a} \).

Next form the disjoint union of these graphs and produce a connected folded graph by adding appropriate edges:

\[
\Xi_{a1} \upharpoonright \Theta_{a1} \to^{a} \Xi_{a2} \upharpoonright \Theta_{a2} \to^{a} \ldots \to^{a} \Xi_{at_a} \upharpoonright \Theta_{at_a}
\]

(recall that for every \( j \), \( a \) induces a non-total transformation on the graph \( \Xi_{aj} \upharpoonright \Theta_{aj} \) and denote the resulting graph by \( \mathcal{AMC}_a \) (\( a \) is still a non-total transformation on \( \mathcal{AMC}_a \)).

Finally, form the disjoint union of all \( \mathcal{AMC}_a, a \in A \), add a new vertex \( s \) and for all \( a \) add an appropriate edge \( \mathcal{AMC}_a \to^a s \) and denote the resulting graph \( \mathcal{AG} \), which is a connected incomplete inverse automaton. From the construction and Proposition 4.3 the following is immediate.

**Lemma 4.4.**

1. The connected inverse automaton \( \mathcal{AG} \) contains every \( \Xi \upharpoonright \Theta \in \mathcal{AMC} \) as a subgraph.
2. The transition group of any completion \( \mathcal{C} \) of \( \mathcal{AG} \) is a predissolver of every constellation \( (\Xi, g, \Theta) \) of \( G \), hence a predissolver of \( G \).

Combination of Theorem 4.1 and Lemma 4.4 leads to:

**Theorem 4.5.**

1. For every finite \( A \)-generated group \( G \) there exists a positive integer \( N \geq |G| \) such that for every \( m \geq N \) the \( A \)-generated alternating group \( \mathbb{A}_m \) (subject to appropriately chosen generators) is a predissolver of \( G \).
2. In case of (1), the product \( \mathbb{A}_m \times G \) is a dissolver of \( G \) and the kernel of the projection \( \mathbb{A}_m \times G \to G \) is \( \mathbb{A}_m \) (which is a 2-generated group).

**Proof.** Assertion (1) is an immediate consequence of Theorem 4.1 and Lemma 4.4. For (2) we note that

\[
\mathbb{A}_m \times G = \{ ([w]_\mathbb{A}_m, [w]_G) \mid w \in F \}.
\]
Since $|G| \leq N \leq m$, in particular $|G| < |A_m|$. It follows that $G$ cannot project onto $A_m$, hence there exists a word $w \in F$ such that $[w]_{A_m} \neq 1$ and $[w]_G = 1$. Let

$$K := \{ x \in A_m \mid (x, 1) \in A_m \times G \}.$$ 

It is readily checked that $K \leq A_m$ whence $K = A_m$ since $K \neq \{1\}$; altogether $\ker(A_m \times G \to G) \cong \overline{K} = A_m$.

We present some applications. Consider the profinite group

$$A := \prod_{k \geq 5} A_k.$$

**Corollary 4.6.** For every $n \geq 2$ the profinite group $A$ admits a generating set $A$ of size $n$ with respect to which the Cayley graph $\Gamma(A)$ is tree-like.

**Proof.** We need to find a generating set $A$ of size $n$ such that every $(A$-generated) finite quotient $G$ admits an $(A$-generated) quotient $H$ which dissolves all constellations of $G$ (with respect to $A$). Let us start with some arbitrary choice $A$ of generators of $A_5$, that is, we consider $A_5$ as an $A$-generated group for some generating set of size $n$ (note that $n$ may be bigger than $60 = |A_5|$, that is, we actually choose a mapping $\varphi_5 : A \to A_5$ such that $\varphi_5(A)$ generates $A_5$). By Theorem 4.5 there exists $n_1 > 5$ such that subject to a suitable choice of generators $\varphi_{n_1} : A \to A_{n_1}$ the group $A_{n_1}$ is a predissolver of $A_5$ (to be precise: a predissolver of $(A_5, \varphi_5)$). For every $k \geq 5$ set $B_k := \prod_{i=5}^{k} A_i$. For $i = 6, \ldots, n_1 - 1$ take, in every $A_i$, an arbitrary generating set $A$ of size $n$ via a suitable mapping $\varphi_i : A \to A_i$; we form the direct product over all $i$ between 5 and $n_1$ to get the group $B_{n_1}$ and the mapping $\varphi_5 \times \cdots \times \varphi_{n_1} : A \to B_{n_1}$. As such, $B_{n_1}$ is an $A$-generated group. This can be seen, for example, by induction and the use of Proposition 2.7 in [13] which (in the terminology of the present paper) states that the product $G \times H$ of two $A$-generated groups which have no common non-trivial isomorphic quotients coincides with the full Cartesian product $G \times H$. By construction, $B_{n_1}$ is a dissolver of $A_5$. Next, there exists $n_2 > n_1$ such that subject to a suitable choice of a generating set $A$, $A_{n_2}$ is a predissolver of $B_{n_1}$; again take arbitrary generating sets $A$ of size $n$ in $A_i$ for $i = n_1 + 1, \ldots, n_2 - 1$ and form the $A$-generated group $B_{n_2}$, which then is a dissolver of $B_{n_1}$. We may continue this process by induction and obtain a generating set $A$ of $A$ such that $\Gamma(A)$ is tree-like. \hfill $\square$

In particular, this implies that for every finite alphabet $A$ which contains at least two letters, the free group $F$ on $A$ has normal subgroups $N_i$ for $i \geq 5$ such that $F/N_i \cong A_i$ for every $i$, and such that, setting $N$ the set of all intersections of finitely many of the groups $N_i$ then the Cayley graph of $\hat{F_N}$.
is tree-like and the Ribes–Zalesskii–Theorem holds for the pro-$\mathfrak{N}$ topology of $F$ (and $\mathfrak{N} = \{F/N \mid N \in \mathbb{N}\}$).

This also shows: in an $A$-generated profinite group $\hat{F}_\mathfrak{N}$ for which $\Gamma(\hat{F}_\mathfrak{N})$ is tree-like it may happen that $d(\hat{F}_\mathfrak{N}) < |A|$. On the other hand, a generating set of smallest size in such a group not necessarily gives rise to a tree-like Cayley graph. Indeed, in every alternating group $A_n$ the permutation $(123)$ can be extended to a generating pair of $A_n$; it follows that $A$ admits a generating pair $a, b$ for which $a^3 = 1$.

Immediately from Theorem 4.5 we get:

**Corollary 4.7.** Every formation which contains the alternating group $A_n$ for infinitely many $n$ is arboreous and therefore Hall.

Let $\mathfrak{F}_e$ be the formation generated by $A_{2n}$ with $n \geq 3$ and $\mathfrak{F}_o$ be the formation generated by $A_{2n+1}$ with $n \geq 2$. Both formations are arboreous, but also their join $\mathfrak{F} := \mathfrak{F}_e \vee \mathfrak{F}_o$ is arboreous. This is in marked contrast to varieties: an arboreous variety must be join irreducible [6, 8]. These formations are not freely indexed and therefore not locally extensible. Moreover, $\mathfrak{F}_o \cap \mathfrak{F}_e = \{1\}$, the trivial formation. For the $A$-generated free profinite objects we have

$$\hat{F}_\mathfrak{F} = \hat{F}_\mathfrak{F}_e \times_A \hat{F}_\mathfrak{F}_o$$

a full direct product of two $A$-generated profinite groups with tree-like Cayley graphs which has again a tree-like Cayley graph. This is a bit surprising given the result [9, Theorem 3.16], which implies that the direct product of two $A$-generated prosolvable groups (with $|A| \geq 2$) having no common finite quotients can never have a tree-like Cayley graph.

### 5. Solvable formations

For a given alphabet $A$ we first construct a relation-free $PQ$-category of solvable groups which is freely-indexed and arboreous (therefore Hall) but not locally extensible. This gives rise to a formation having the same properties. Every inverse sequence of finite groups $\cdots \to G_2 \to G_1 \to G_0$ gives rise to a $PQ$-category (by taking all quotients of all $G_n$); the $PQ$-categories of the present section will be expressed in terms of such generating sequences.

The approach will be based on the Gaschütz extension. Given an $A$-generated group $G$ and a prime $p$ then by Proposition 3.9 $G^{\mathbb{Z}/p}$ is a dissolver of $G$. Hence, if we iterate this extension then we get a sequence which generates a locally extensible (and thus arboreous, in particular relation-free) $PQ$-category. We shall modify this construction as follows: we replace $G^{\mathbb{Z}/p}$ with the quotient by its center, that is, we consider the “less powerful” group $G^{\mathbb{Z}/p}/Z(G^{\mathbb{Z}/p})$. The latter group can be seen to be not even a
weak dissolver of $G$. However it is powerful enough that three iterations yield a dissolver. Hence this construction produces a sequence $(G_n)$ which generates an arboreous $PQ$-category. If we choose distinct primes for the iteration then we will be able to show that the $PQ$-category generated this way is in addition freely indexed but not locally extensible.

5.1. $PQ$-categories.

5.1.1. The center of the Gaschütz extension. For a prime $p$, recall the definition of the universal Gaschütz $p$-extension (Section 2.3). From this it follows that the extension $G \mapsto G\mathbb{Z}/p$ is functorial in the following sense.

**Proposition 5.1.** Let $G \rightarrow H$ be $A$-generated groups; then the following diagram commutes

$$
\begin{array}{ccc}
G^{\mathbb{Z}/p} & \longrightarrow & H^{\mathbb{Z}/p} \\
\downarrow & & \downarrow \\
G & \longrightarrow & H
\end{array}
$$

where all arrows denote canonical morphisms.

The set of positive edges of the Cayley graph $\Gamma(G)$ of $G$ is denoted $E$ and will be identified with $G \times A$. We first use the representation of $G^{\mathbb{Z}/p}$ as a subgroup of $F_p[E] \rtimes G$. For an element $\alpha \in F_p[E]$ we denote by $\alpha(e)$ the coefficient of $e$ in $\alpha$, that is, $\alpha = \sum_{e \in E} \alpha(e)e$.

**Proposition 5.2.** An element $(\alpha, g) \in G^{\mathbb{Z}/p}$ belongs to the center if and only if

1. $g = 1$
2. for all $a \in A$ and all $h, k \in G : \alpha(h, a) = \alpha(k, a)$.

Proof. Condition (2) says that $\alpha$ is constant on all edges having the same label. Assume that $(\alpha, g)$ satisfies (1) and (2) and let $(\beta, h) \in G^{\mathbb{Z}/p}$. Assumption (2) implies that $h\alpha = \alpha$ whence

$$(\alpha, 1)(\beta, h) = (\alpha + \beta, h) = (\beta + h\alpha, h) = (\beta, h)(\alpha, 1).$$

Let conversely $(\alpha, g) \in Z(G^{\mathbb{Z}/p})$. We first show by contradiction that $g = 1$, so assume $g \neq 1$. For each $a \in A$, we have

$$
(\alpha + (g, a), ga) = (\alpha, g) \cdot ((1, a), a) = ((1, a), a) \cdot (\alpha, g) = ((1, a) + a\alpha, ag),
$$

whence

$$
\alpha - a\alpha = (1, a) - (g, a)
$$

(5.1)

follows. Write

$$
\alpha = \sum_{h \in G, b \in A} \alpha(h, b)(h, b),
$$
so that
\[ a\alpha = \sum_{h \in G, b \in A} \alpha(h, b)(ah, b) = \sum_{h \in G, b \in A} \alpha(a^{-1}h, b)(h, b). \]

From this, (5.1) implies the following three facts:

1. \( \alpha(a^{-1}h, b) = \alpha(h, b) \) for all \( h \in G \) and \( b \in A \setminus \{a\} \).
2. \( \alpha(a^{-1}h, a) = \alpha(h, a) \) for all \( h \in G \setminus \{1, g\} \).
3. \( \alpha(1, a) - \alpha(a^{-1}, a) = 1 \) and \( \alpha(g, a) - \alpha(a^{-1}g, a) = -1 \).

We now argue that this implies \( g \in \langle a \rangle \). Indeed, otherwise, by the second and third fact above, we get that
\[ \alpha(1, a) = \alpha(a^{-1}a, a) + 1 = \alpha(a^{-2}, a) + 1 = \cdots = \alpha(a^{-\text{ord}(a)}, a) + 1 = \alpha(1, a) + 1, \]
a contradiction. So we can write \( g = a^{-k} \) with \( k \in \{1, \ldots, \text{ord}(a) - 1\} \), and the second and third facts yield
\[ \alpha(1, a) = \alpha(a^{-1}, a) + 1 = \cdots = \alpha(a^{-k}, a) + 1 = \alpha(g, a) + 1. \]
But likewise, for any \( b \in A \setminus \{a\} \), we have \( g \in \langle b \rangle \), so we can write \( g = b^{-l} \) with \( l \in \{1, \ldots, \text{ord}(b) - 1\} \), and iterated application of the first fact above, with swapped roles of \( a \) and \( b \), yields
\[ \alpha(1, a) = \alpha(b^{-1}, a) = \cdots = \alpha(b^{-l}, a) = \alpha(g, a), \]
a contradiction. This concludes the proof that \( g = 1 \). Now suppose that for some \( h, k \in G \), \( a \in A \), \( \alpha(h, a) \neq \alpha(k, a) \); choose any \( \beta \in \mathbb{F}_p[N] \) such that \( (\beta, kh^{-1}) \in G^{Z/p} \). Then
\[ (\alpha, 1)(\beta, kh^{-1}) = (\alpha + \beta, kh^{-1}) \]
and
\[ (\beta, kh^{-1})(\alpha, 1) = (\beta + \alpha^{-1}kh^{-1}, \alpha kh^{-1}). \]
Now,
\[ (\alpha + \beta)(h, a) = \alpha(h, a) + \beta(h, a) \]
while
\[ (\beta + \alpha^{-1}kh^{-1})(h, a) = \beta(h, a) + \alpha^{-1}kh^{-1}h, a) = \beta(h, a) + \alpha(k, a). \]
Hence
\[ \alpha + \beta \neq \beta + \alpha^{-1}kh^{-1} \]
whence
\[ (\alpha, 1)(\beta, kh^{-1}) \neq (\beta, kh^{-1})(\alpha, 1). \]

\[ \square \]

**Corollary 5.3.** For every choice of a function \( f : A \to \mathbb{F}_p \) there exists \( (\alpha, 1) \in Z(G^{Z/p}) \) such that for all \( a \in A \) and \( g \in G \), \( \alpha(g, a) = f(a) \). In particular, the center \( Z(G^{Z/p}) \) is a rank-\(|A|\) subgroup of \( \ker(G^{Z/p} \to G) \).
Proof. Fix \( a \in A \) and consider the decomposition of \( G \) into its \( a \)-cycles (this is actually the subgraph of \( \Gamma(G) \) spanned by all edges labeled \( a \)). On each cycle choose a vertex, thereby getting vertices \( v_1, \ldots, v_k \) (where \( k \) is the number of \( a \)-cycles). Now, for every \( i \) choose a word \( w_i \) labeling a path in \( \Gamma(G) \) from 1 to \( v_i \); suppose that the order of \( a \) in \( G \) is \( e \). Consider the word

\[
w_a := w_1 a^{e^\pi(a)} w_1^{-1} \cdots w_k a^{e^\pi(a)} w_k^{-1}
\]

(where \( f(a) \) is interpreted in \( \{0, \ldots, p-1\} \)). The path labeled by \( w_a \) starting at 1 consecutively runs to every \( a \)-cycle, traverses this cycle \( f(a) \) times and then runs back to 1 via the same path. Evaluation of \( w_a \) in \( G_{\mathbb{Z}/p} \) gives

\[
[w_a]_{G_{\mathbb{Z}/p}} = (\alpha, 1)
\]

where

\[
\alpha(g, b) = \begin{cases} 
  f(a) & \text{if } a = b \\
  0 & \text{else}.
\end{cases}
\]

Now produce, for every \( a \in A \) a word \( w_a \) of that kind and set \( w := \prod_{a \in A} w_a \) (the order of the factors is not relevant). We obtain

\[
[w]_{G_{\mathbb{Z}/p}} = (\alpha, 1)
\]

where \( \alpha(g, a) = f(a) \) for all \( g \in G, a \in A \), as required. \( \square \)

Notation 5.1. We set \( G_{\mathbb{Z}/p} := G_{\mathbb{Z}/p} / Z(G_{\mathbb{Z}/p}) \).

Next we formulate a criterion when a word evaluates as 1 in either of the groups \( G_{\mathbb{Z}/p} \) and \( G_{\mathbb{Z}/p} \). The result is immediate from the representation of \( G_{\mathbb{Z}/p} \) as subgroup of \( \mathbb{F}_p[G \times A] \rtimes G \) and from Proposition \( 5.2 \). For a path \( \pi \) in a graph \( \Gamma \) and for an edge \( e \) of \( \Gamma \) we denote by \( \pi(e) \) the number of signed traversals of \( e \) by \( \pi \); for a word \( w \in F \), a group \( G \) and \( g \in G \) we denote by \( \pi_G^G(w) \) the unique path in \( \Gamma(G) \) starting at \( g \) and being labelled by \( w \).

**Corollary 5.4.** For \( w \in F \),

1. \( [w]_{G_{\mathbb{Z}/p}} = 1 \iff [w]_G = 1 \) and for all \((g, a) \in G \times A \):
   
   \[
   \pi_G^G(w)(g, a) \equiv 0 \pmod{p}
   \]
2. \( [w]_{G_{\mathbb{Z}/p}} = 1 \iff [w]_G = 1 \) and for all \( g, h \in G, a \in A \):
   
   \[
   \pi_G^G(w)(g, a) \equiv \pi_G^G(w)(h, a) \pmod{p}
   \]

5.1.2. Dissolving constellations.

**Lemma 5.5.** Let \( G \) be a group, \( \{1\} \neq K \leq G \) be a non-trivial subgroup and \( p \) be a prime; let \( L \leq G_{\mathbb{Z}/p} \) be the inverse image of \( K \) under the canonical map \( G_{\mathbb{Z}/p} \rightarrow G \). Let \( \Gamma \) be the Cayley graph of \( G_{\mathbb{Z}/p} \), \( g \in G_{\mathbb{Z}/p} \) and \( e = (g, a) \). Then the graph \( \Gamma \setminus Le^{±1} \) is disconnected; more precisely: \( g \) and \( ga \) are in distinct connected components.
Proof. A word \( w \in F \) labels a path \( g \to ga \) in \( \Gamma \setminus \text{Le}^{\pm 1} \) if and only if \( w \) labels a path \( 1 \to a \) in \( g^{-1}(\Gamma \setminus \text{Le}^{\pm 1}) = \Gamma \setminus g^{-1}\text{Le}(1, a)^{\pm 1} \). Since \( g^{-1}\text{Le} = \varphi^{-1}(\tilde{g}^{-1}\text{Le}) \) for \( \tilde{g} = \varphi(g) \) it suffices to treat the case \( e = (1, a) \).

Suppose, by contradiction, that there is a word \( w \in F \) which labels a path \( 1 \to a \) in \( \Gamma \setminus \text{Le}^{\pm 1} \); then \( wa^{-1} \) labels a closed path in \( \Gamma \), hence \( [wa^{-1}]_{\text{Le}/g} = 1 \). On the other hand, the path \( w : 1 \to a \) in \( \Gamma \setminus \text{Le}^{\pm 1} \) projects to a path \( w : 1 \to a \) in the graph \( \Gamma(G) \setminus K\text{e}^{\pm 1} \). The closed path \( 1 \to 1 \) in \( \Gamma(G) \) labelled \( wa^{-1} \) does not traverse any edge of the form \( (k, a) \) for \( 1 \neq k \in K \) (in either direction) and it traverses \((1, a)\) exactly once (in the reverse direction). Altogether, in the Cayley graph \( \Gamma(G) \) we have:

\[
\forall \, k \in K, k \neq 1 : \pi_{1}^{G}(wa^{-1})(k, a) = 0 \neq -1 = \pi_{1}^{G}(wa^{-1})(1, a) \quad (\text{mod } p).
\]

From Corollary 5.4 (2) it follows that \([wa^{-1}]_{\text{Le}/g} \neq 1\), a contradiction. □

The following statement is obvious.

**Lemma 5.6.** Let \( \varphi : H \to G, e \in \Gamma(G) \) and \( w \in F \); then

\[
\pi_{1}^{G}(w)(e) = \sum_{f \in \varphi^{-1}(e)} \pi_{1}^{H}(w)(f).
\]

Let \( (\Xi, g, \Theta) \) be a constellation in the group \( G \); let \( \Upsilon \) be the connected component containing 1 of the graph \( \Xi \cap \Theta \). Set:

\[
\partial_{\Xi}^{+} := \{e \in \Xi \cap E(\Gamma(G)) \mid \iota(e) \in \Upsilon, \tau(e) \notin \Upsilon\}
\]

and

\[
\partial_{\Xi}^{-} := \{e \in \Xi \cap E(\Gamma(G)) \mid \iota(e) \notin \Upsilon, \tau(e) \in \Upsilon\}
\]

and define \( \partial_{\Theta}^{+} \) and \( \partial_{\Theta}^{-} \) analogously. We note that

\[
(\partial_{\Xi}^{+} \cup \partial_{\Xi}^{-}) \cap \Theta = \emptyset = (\partial_{\Theta}^{+} \cup \partial_{\Theta}^{-}) \cap \Xi.
\]

For every word \( w \in F \) for which \([w]_{G} = g \) and \( \pi_{1}^{G}(w) \subseteq \Xi \), the path \( \pi_{1}^{G}(w) \) traverses the “border” \( \partial_{\Xi}^{+} \cup \partial_{\Xi}^{-} \) exactly one time more often in the forward direction than in the backward direction. Therefore (as in [4, proof of Theorem 2.1] or [5, p 160, (4.2)]):

\[
\sum_{e \in \partial_{\Xi}^{+}} \pi_{1}^{G}(w)(e) - \sum_{f \in \partial_{\Xi}^{-}} \pi_{1}^{G}(w)(f) = 1.
\]

Immediately from Lemma 5.6 we get

**Corollary 5.7.** Let \( \varphi : H \to G \) and \( (\Xi, g, \Theta) \) be a constellation in \( G \); then for every word \( w \in F \) for which \([w]_{G} = g \) and \( \pi_{1}^{G}(w) \subseteq \Xi \) we have

\[
\sum_{e \in \varphi^{-1}(\partial_{\Xi}^{+})} \pi_{1}^{H}(w)(e) - \sum_{f \in \varphi^{-1}(\partial_{\Xi}^{-})} \pi_{1}^{H}(w)(f) = 1.
\]

The main result now is:
Theorem 5.8. Let $p, q, r$ be (not necessarily distinct) primes, $G$ be a group and $H = (\mathbb{Z}/p\mathbb{Z})^q$. Then $H^{\mathbb{Z}/r}$ is a dissolver of $G$.

Proof. Let $(\Xi, q, \Theta)$ be a constellation of $G$ and let $u, v \in F$ be such that $\pi_1^G(u) \subseteq \Xi$, $\pi_1^G(v) \subseteq \Theta$ and $[u]_G = g = [v]_G$. Our goal is to show that $[u]_{H^{\mathbb{Z}/r}} \neq [v]_{H^{\mathbb{Z}/r}}$, that is, $[uv^{-1}]_{H^{\mathbb{Z}/r}} \neq 1$. If $[u]_H \neq [v]_H$ then we are done; so let us assume that $[u]_H = [v]_H$.

Let us denote the canonical morphism $H \to G$ by $\varphi$ and set $L := \ker \varphi$; we note that $L = \psi^{-1}(\ker(G^{\mathbb{Z}/p} \to G))$ where $\psi$ is the canonical morphism $H = (\mathbb{Z}/p\mathbb{Z})^q \to G^{\mathbb{Z}/p}$. Choose an edge $f \in (\partial_+^G \cup \partial_-^G)^{\pm 1}$ and a word $w \in F$ which labels a closed path at 1 in $\Gamma(G)$ which traverses the (geometric) edge $f$ exactly once. Let the corresponding path be $sft$, that is, $\pi_1^G(w) = sft$, and let $w_s$ be the prefix of $w$ corresponding to $s$, that is, $\pi_1^G(w_s) = s$.

Suppose that the label of $f$ is $b$ (for $b \in A \cup A^{-1}$), that is, $f = ([w_s]_G, b)$. Let $\tilde{f} := ([w_s]_H, b)$, which is an edge of $\Gamma(H)$. By Lemma 5.5, the graph $\Gamma(H) \setminus L\tilde{f}^{\pm 1}$ is disconnected, with the endpoints of $\tilde{f}$ lying in different connected components.

From $\varphi(\pi_1^H(u)) = \pi_1^G(u)$, $\varphi(L\tilde{f}) = f$ and $f \notin \pi_1^G(u)$ we conclude that $\pi_1^H(u) \cap L\tilde{f}^{\pm 1} = \emptyset$, that is, $\pi_1^H(u) \subseteq \Gamma(H) \setminus L\tilde{f}^{\pm 1}$ and $\pi_1^H(u)$ is contained in the connected component of 1 of the latter graph.

Now consider the path $\pi_1^H(w)$, which is, except for the edge $\tilde{f}$ (which is traversed exactly once), also contained in $\Gamma(H) \setminus L\tilde{f}^{\pm 1}$. Hence, the two endpoints 1 and $n := [w]_H$ of that latter path are in distinct connected components of the graph $\Gamma(H) \setminus L\tilde{f}^{\pm 1}$. Since $[w]_G = 1$ we have $n \in \ker \varphi = L$ whence $nL = L$. It follows that multiplication of $\Gamma(H)$ by $n$ on the left leaves invariant the graph $\Gamma(H) \setminus L\tilde{f}^{\pm 1} = n(\Gamma(H) \setminus L\tilde{f}^{\pm 1})$ and therefore shifts the graph $\pi_1^H(u)$ to the isomorphic copy $n\pi_1^H(u) = \pi_n^H(u)$ which is contained in the connected component of $n$ in $\Gamma(H) \setminus L\tilde{f}^{\pm 1}$. In particular, $\pi_1^H(u) \cap \pi_n^H(u) = \emptyset$ (meaning that the graphs spanned by these paths are disjoint).

By Corollary 5.7 there exists an edge $e \in \varphi^{-1}(\partial_+^\Xi \cup \partial_-^\Xi)$ for which $\pi_1^H(u) \neq 0 \pmod{r}$. Since $e \in \varphi^{-1}(\partial_+^\Xi \cup \partial_-^\Xi)$ we have that $e \notin \pi_1^H(v)$ (because $(\partial_+^\Xi \cup \partial_-^\Xi) \cap \pi_1^G(v) = \emptyset$) and therefore $e \notin \pi_{[u]_H}^H(v^{-1})$ (since, as $[u]_H = [v]_H$, the paths $\pi_1^H(v)$ and $\pi_{[u]_H}^H(v^{-1})$ span the same graphs) so that $\pi_1^H(uv^{-1})(e) = \pi_1^H(u)(e) \neq 0 \pmod{r}$.

The shifted edge $ne$ belongs to $\pi_1^H(u)$, which is disjoint with $\pi_1^H(u)$, whence $ne \notin \pi_1^H(u)$. Since $\varphi(ne) = \varphi(e) \in \partial_+^\Xi \cup \partial_-^\Xi$ we have $ne \notin \pi_1^H(v)$ and therefore $ne \notin \pi_{[u]_H}^H(v^{-1})$ (by the same argument as earlier for $e$). Combination of $ne \notin \pi_1^H(u)$ and $ne \notin \pi_{[u]_H}^H(v^{-1})$ entails that $\pi_1^H(uv^{-1})(ne) = 0$. Altogether,

$$\pi_1^H(uv^{-1})(e) \neq \pi_1^H(uv^{-1})(ne) \pmod{r}.$$
But $e$ and $ne$ have the same label. So from Corollary 5.4 it follows that $[uv^{-1}]_{H\hat{Z}/r} \neq 1$. □

As a consequence we get:

**Theorem 5.9.** Let $G$ be a group and $(p_n)$ be a sequence of primes. Set $G_0 := G$ and $G_n := \hat{\mathbb{Z}}/p_n$. Then the Cayley graph of the profinite group $\hat{G} := \lim \leftarrow G_n$ is tree-like.

5.1.3. Distinct primes. We work towards a proof that in case the primes in the sequence are pairwise distinct and none of them is a divisor of $|G|$ then the $PQ$-category generated by the inverse sequence $(G_n)$ is freely indexed but not locally extensible. Let $G$ be a group and $p$ be a prime which does not divide $|G|$. Let $N$ be the additive group of the algebra $\mathbb{F}_p[G]$; $G$ acts on $\mathbb{F}_p[G]$ by left multiplication $\sum g \in G g = \sum \alpha(g) g$; consider the semidirect product $K := N \rtimes G$ subject to that action. There exists a morphism from $N \rtimes G$ to the additive cyclic group of $\mathbb{F}_p$ of order $p$ which maps the element $(\sum g \in G g, 1)$ to the generating element 1, namely:

$$ (\alpha, k) \mapsto \frac{1}{|G|} \sum_{g \in G} \alpha(g). \quad (5.2) $$

Similarly but more easily as in Proposition 5.2 one can show that the center $Z$ of $N \rtimes G$ (is contained in $N$) and consists of the cyclic group generated by the element $\sum g \in G g$. Moreover, $G$ naturally acts on $N/Z$ and $(N \rtimes G)/Z \cong (N/Z) \rtimes G$ (slightly abusing notation and identifying elements of the form $(\alpha, 1)$ with $\alpha$). We intend to describe $[K, K] \cap N$. For each $k \in G, k \neq 1$, the element

$$ (1 - k, 1) = (1, 1)(0, k)(-1, 1)(0, k^{-1}) $$

$$ = (1, 1)(0, k)(1, 1)^{-1}(0, k)^{-1} $$

is in $[K, K] \cap N$. From (5.2), $(\sum g \in G g, 1) \notin [K, K]$. Since the set

$$ \{ 1 - k \mid k \in G, k \neq 1 \} \cup \{ \sum g \} $$

forms a basis of $N$ (considered as an $\mathbb{F}_p$-vector space) it follows that

$$ \{ 1 - k + Z \mid k \in G, k \neq 1 \} $$

forms a basis of $N/Z$ so that $N/Z \subseteq [K/Z, K/Z]$. As a consequence, the canonical map $K/Z \rightarrow (K/Z)^{ab}$ from $K/Z$ to its abelianization factors through $G$. We have thus obtained the following

**Corollary 5.10.** Every abelian quotient of $(N/Z) \rtimes G$ is a quotient of $G$.

The connection of $\mathbb{F}_p[G] \rtimes G$ with the Gaschütz $p$-extension becomes clear from the following result of Gaschütz:
Theorem 5.11. [15, Satz 4.] For every $A$-generated group $G$ and every prime $p$ not dividing $|G|$: 

$$G^{\mathbb{Z}/p} \cong \left( \mathbb{F}_p \oplus \bigoplus_{i=1}^{|A|-1} \mathbb{F}_p[G]\big) \rtimes G$$

where $G$ acts trivially on $\mathbb{F}_p$ and by left multiplication on each copy of $\mathbb{F}_p[G]$. 

In this model of $G^{\mathbb{Z}/p}$, the center is easily identified as:

$$\mathbb{F}_p \oplus \bigoplus_{i=1}^{|A|-1} \mathbb{Z}$$

where, as above, $Z$ is the cyclic subgroup of $\mathbb{F}_p[G]$ generated by $\sum_{g \in G} g$.

An immediate consequence is a similar model of the group $\widetilde{G}^{\mathbb{Z}/p}$:

Corollary 5.12. For every group $G$ and every prime $p$ not dividing $|G|$: 

$$\widetilde{G}^{\mathbb{Z}/p} \cong \left( \bigoplus_{i=1}^{|A|-1} \mathbb{F}_p[G]/Z\right) \rtimes G.$$ 

In particular, $\widetilde{G}^{\mathbb{Z}/p}$ is a subdirect power of $(\mathbb{F}_p[G]/Z) \rtimes G$. The arguments which lead to Corollary 5.10 can therefore be applied componentwise to the latter model of $\widetilde{G}^{\mathbb{Z}/p}$ to obtain that the canonical map $\widetilde{G}^{\mathbb{Z}/p} \twoheadrightarrow (\widetilde{G}^{\mathbb{Z}/p})^{ab}$ factors through $G$.

Corollary 5.13. Every abelian quotient of $G^{\mathbb{Z}/p}$ is a quotient of $G$.

We are ready for the second main result.

Theorem 5.14. Let $G := G_0$ be a group and $(p_n)_{n \geq 1}$ be a sequence of distinct primes none of which divides $|G|$. For $n \geq 1$ set $G_n := \widetilde{G}^{\mathbb{Z}/p}_n$; then the PQ-category $\mathcal{N}$ generated by the sequence $(G_n)$ is not locally extensible.

Proof. We show that for no prime $p$ and no $n \in \mathbb{N}$ the morphism $G_n \to G_0$ factors through $G_0^{\mathbb{Z}/p}$. Suppose the contrary is true: then for some prime $p$ and some $n$, $G_n \to G_0^{\mathbb{Z}/p} \to G_0$. Since no prime divisor of $|\ker(G_n \to G_0)|$ divides $|G_0|$ it follows that $p$ cannot divide $|G_0|$ whence $p \in \{p_1, \ldots, p_n\}$. But the cyclic group of $\mathbb{F}_p$ of order $p$ is a quotient of $G_0^{\mathbb{Z}/p}$ while from Corollary 5.13 and by induction it follows that the only abelian quotients of $G_n$ are those of $G_0$. However, the latter does not have the cyclic group of order $p$ among its quotients since $p \nmid |G_0|$.

Finally we show that the group $\mathcal{S} = \lim_{\to} G_n$ (the sequence $(G_n)$ chosen as above) is freely indexed. Let $t := |A| \geq 2$ and for $n \in \mathbb{N}$ set $U_n :=$
We intend to show that $d(U_n) = (t - 1)|G_n| + 1$ (and only the inequality $\geq$ has to be proved). Since $\text{ker}(G_{n+2} \to G_n)$ is a quotient of $U_n$ it suffices to show that the rank of the latter is not smaller than $(t - 1)|G_n| + 1$. So, for $\ell \geq 1$ and a fixed $n$ let $K_\ell := \text{ker}(G_{n+\ell} \to G_n)$. We have

$$G_{n+1} = \left( \bigoplus_{i=1}^{t-1} F_{p_{n+1}}[G_n]/Z_n \right) \rtimes G_n,$$

where $Z_n$ is the cyclic subgroup of $F_{p_{n+1}}[G_n]$ generated by $\sum_{g \in G_n} g$. Hence

$$K_1 = \left( \bigoplus_{i=1}^{t-1} F_{p_{n+1}}[G_n]/Z_n \right).$$

Moreover,

$$G_{n+2} = \left( \bigoplus_{i=1}^{t-1} F_{p_{n+2}}[G_{n+1}]/Z_{n+1} \right) \rtimes G_{n+1}$$

$$= \left( \bigoplus_{i=1}^{t-1} F_{p_{n+2}}[G_{n+1}]/Z_{n+1} \right) \rtimes \left( \left( \bigoplus_{i=1}^{t-1} F_{p_{n+1}}[G_n]/Z_n \right) \rtimes G_n \right),$$

where $Z_{n+1}$ is the cyclic subgroup of $F_{p_{n+2}}[G_{n+1}]$ generated by $\sum_{g \in G_{n+1}} g$, and thus

$$K_2 = \left( \bigoplus_{i=1}^{t-1} F_{p_{n+2}}[G_{n+1}]/Z_{n+1} \right) \rtimes \left( \left( \bigoplus_{i=1}^{t-1} F_{p_{n+1}}[G_n]/Z_n \right) \rtimes \{1\} \right).$$

Set $r := |G_n|$ and let $q := p_{n+1}^{(r-1)(t-1)} = |K_1|$; then $|G_{n+1}| = q \cdot r$. For

$$L := \bigoplus_{i=1}^{t-1} F_{p_{n+2}}[G_{n+1}]/Z_{n+1},$$

we have

$$d(L) = (|G_{n+1}| - 1)(t - 1) = (q \cdot r - 1)(t - 1).$$

Now $L \trianglelefteq K_2$ and $|K_2 : L| = |K_1| = q$; since the quantity in the Schreier formula is an upper bound for the rank of the subgroup we have

$$d(L) \leq (d(K_2) - 1)|K_1| + 1 = (d(K_2) - 1)q + 1.$$
Hence
\[ d(K_2) \geq \frac{d(L) - 1}{q} + 1 \]
\[ = \frac{(qr - 1)(t - 1) - 1}{q} + 1 \]
\[ = \frac{(r - \frac{1}{q})(t - 1) - \frac{1}{q} + 1}{q} \]
\[ = rt - t \frac{r - 1}{q} \frac{1}{q} + 1 = r(t - 1) + 1 - \frac{t}{q}. \]

Since \( q = p_{n+1}^{(r-1)(t-1)} \geq 2^{3(t-1)} > t \) for all \( t \geq 2 \) we have that \( \frac{t}{q} < 1. \)
Since \( d(K_2) \) is an integer we get \( d(K_2) \geq r(t - 1) + 1 \) for \( r = |G_n| \). Since \( \{U_n \mid n \in \mathbb{N}\} \) forms a basis of the neighborhoods of 1 in \( \mathcal{G} \) the next result is a consequence of [19, Lemma 2.5 (ii)];

**Theorem 5.15.** If all primes \( p_n \) are distinct and none of them divides \( |G_0| \) then \( \mathcal{G} \) is freely indexed.

5.2. **Formations.** We are going to construct a formation of solvable groups which is arboreous and freely indexed (therefore Hall) but not locally extendible. Let \( (p_n)_{n \geq 0} \) be a sequence of pairwise distinct primes. For every \( t \geq 2 \) we fix an alphabet \( A_t \) of size \( t \) and set \( G_{0t} := (\mathbb{Z}/p_0\mathbb{Z})^{A_t} \) and by induction, for \( n \geq 1: G_{nt} := G_{n-1,t}^{(p_n)} \) and set

\[ \mathcal{G}_t := \varprojlim_{n \geq 0} G_{nt}. \]  

(5.3)

According to Theorems 5.9, 5.15 and 5.14 all \( \mathcal{G}_t \) have tree-like Cayley graphs and are freely indexed. We intend to show that the class of all finite quotients of all \( \mathcal{G}_t \) forms a formation with respect to which the group \( \mathcal{G}_t \) is the \( A_t \)-generated free profinite object.

First we to show that the class of all quotients of \( \{G_{nt} \mid n \geq 0, t \geq 2\} \)

is a formation. An essential step to this goal is to show that the \( G_{nt} \) are “relatively free”, that is, they satisfy a certain universal mapping property. We shall use the following well known fact.

**Lemma 5.16.** Let \( G \twoheadrightarrow H \) be groups with respective centers \( Z(G) \) and \( Z(H) \). Then \( \varphi(Z(G)) \subseteq Z(H) \), hence \( \varphi \) induces a canonical morphism \( \overline{\varphi} : G/Z(G) \twoheadrightarrow H/Z(H) \).

Throughout we let the groups \( G_{ns} \) be equipped with the standard generating set \( A_s \), though, at some point we will have to consider also non-standard generators.
Theorem 5.17. Let \( t \geq s \) and \( n \geq 0 \); then every map \( \beta : A_t \rightarrow G_{ns} \) such that \( \beta(A_t) \) generates \( G_{ns} \) can be extended to a morphism \( \hat{\beta} : G_{nt} \rightarrow G_{ns} \).

Proof. Note that for the special case \( t = s \) this means that the groups \( G_{ns} \) are homogeneous in the sense of Gaschütz [16]. The proof is, for fixed \( t \geq s \) by induction on \( n \). For \( n = 0 \) the claim says that every map \( \beta : A_t \rightarrow (\mathbb{Z}/p_0\mathbb{Z})^s \) such that \( \beta(A_t) \) generates \( (\mathbb{Z}/p_0\mathbb{Z})^s \) can be extended to a morphism \( (\mathbb{Z}/p_0\mathbb{Z})^t \rightarrow (\mathbb{Z}/p_0\mathbb{Z})^s \), which is obviously correct since \( A_t \) is a basis of the vector space \( (\mathbb{Z}/p_0\mathbb{Z})^t \) and \( t \geq s \).

For the following arguments, the reader may check with Figure 4. We assume that \( A_t \) is a subset (standard generating set) of \( G_{nt}, G_{nl}^{\mathbb{Z}/p_{n+1}}, G_{nl}^{\mathbb{Z}/p_{n+1}}, G_{ns}^{A_t, \mathbb{Z}/p_{n+1}} \)

while \( A_s \) is a subset (standard generating set) of \( G_{ns}, G_{ns}^{\mathbb{Z}/p_{n+1}}, G_{ns}^{\mathbb{Z}/p_{n+1}} \); but \( A_t \) is embedded (not necessarily injectively) in \( G_{ns}^{\mathbb{Z}/p_{n+1}}, G_{ns}^{\mathbb{Z}/p_{n+1}} \) via \( \beta \) and \( \beta_1 \). So, let \( n \geq 0 \) and suppose the claim be true for \( n \). Let \( \beta : A_t \rightarrow G_{ns} \).

\[
\begin{array}{ccc}
G_{nt}^{\mathbb{Z}/p_{n+1}} & \xrightarrow{\tau_t} & G_{nt}^{\mathbb{Z}/p_{n+1}} \\
\tilde{\gamma} \downarrow & \alpha & \tilde{\alpha} = \beta \\
G_{ns}^{A_t, \mathbb{Z}/p_{n+1}} & \xrightarrow{\beta_1} & G_{ns}^{\mathbb{Z}/p_{n+1}} \\
\beta_1 \downarrow & \beta & \phi_s \downarrow \\
A_t & \xrightarrow{\beta} & G_{ns}
\end{array}
\]

Figure 4.

\( G_{n+1,s} = G_{ns}^{\mathbb{Z}/p_{n+1}} \) be a mapping such that \( \beta(A_t) \) generates \( G_{ns}^{\mathbb{Z}/p_{n+1}} \). Then \( \phi_s(\beta(A_t)) \) generates \( G_{ns} \) (\( \phi_s \) being the canonical morphism \( G_{ns}^{\mathbb{Z}/p_{n+1}} \rightarrow G_{ns} \)). By the induction assumption there exists a morphism \( \gamma : G_{nt} \rightarrow G_{ns} \) such that \( \gamma(a) = (\phi_s(\beta(a))) \) for all \( a \in A_t \). Since the Gaschütz extension is functorial (Proposition 5.1), there exists a (canonical) morphism \( \hat{\gamma} : G_{nt} \rightarrow G_{ns}^{A_t, \mathbb{Z}/p_{n+1}} \) (that is, \( \hat{\gamma}(a) = a \) for all \( a \in A_t \) and \( A_t \) is the
standard generating set of \( G_{ns}^{\mathbb{Z}/p_n+1} \): \( G_{ns}^{\mathbb{Z}/p_n+1} \) is the Gaschütz \( p_{n+1} \)-extension of \( G_{ns} \) but with respect to the generating set \( \varphi_s(\beta(A_t)) \). From a result of Gaschütz \([16]\), the generating set \( \beta(A_t) \) in \( G_{ns}^{\mathbb{Z}/p_n+1} \) can be lifted to a generating set of \( G_{ns}^{\mathbb{Z}/p_n+1} \), hence there exists a mapping \( \beta_1 : A_t \to G_{ns}^{\mathbb{Z}/p_n+1} \) such that \( \beta_1(A_t) \) generates \( G_{ns}^{\mathbb{Z}/p_n+1} \) and \( \beta = \tau_s \circ \beta_1 \) for the canonical morphism \( \tau_s : G_{ns}^{\mathbb{Z}/p_n+1} \to G_{ns}^{\mathbb{Z}/p_n+1} \) (note that \( \tau_s \) is canonical with respect to \( A_s \) by definition, but respects also the embedded generating set \( A_t \)). From the universal property of the Gaschütz extension the mapping \( \beta_1 \) extends to a morphism \( \hat{\beta}_1 : G_{ns}^{A_t, \mathbb{Z}/p_n+1} \to G_{ns}^{\mathbb{Z}/p_n+1} \), that is, \( \hat{\beta}_1(a) = \beta_1(a) \) for all \( a \in A_t \). In order to avoid confusion: \( G_{ns}^{A_t, \mathbb{Z}/p_n+1} \) is the Gaschütz \( p_{n+1} \)-extension of \( G_{ns} \) but with respect to the generating set \( \varphi_s(\beta(A_t)) \); the group \( G_{ns}^{\mathbb{Z}/p_n+1} \) is some \( A_t \)-generated extension of an elementary abelian \( p_{n+1} \)-group by \( G_{ns} \) which maps to \( G_{ns} \) via the \( A_t \)-generators respecting morphism \( \varphi_s \circ \tau_s \); hence the \( A_t \)-canonical mapping \( G_{ns}^{A_t, \mathbb{Z}/p_n+1} \to G_{ns} \) factors through \( G_{ns}^{\mathbb{Z}/p_n+1} \). Let \( s \) be a morphic image of \( nt \) such that \( \tilde{\beta}_1 \circ \tilde{\gamma} : G_{nt}^{\mathbb{Z}/p_n+1} \to G_{ns}^{\mathbb{Z}/p_n+1} \) then satisfies

\[
(\tilde{\beta}_1 \circ \tilde{\gamma})(a) = \hat{\beta}_1(\tilde{\gamma}(a)) = \hat{\beta}_1(a) = \beta_1(a)
\]

for all \( a \in A_t \). Set \( \alpha := \tilde{\beta}_1 \circ \tilde{\gamma} \) (then \( \alpha(a) = \beta_1(a) \) for all \( a \in A_t \)). The latter morphism, by Lemma \( 5.16 \) induces a morphism \( \tilde{\alpha} : G_{nt}^{\mathbb{Z}/p_n+1} \to G_{ns}^{\mathbb{Z}/p_n+1} \) such that

\[
\tilde{\alpha} \circ \tau_t = \tau_s \circ \alpha
\]

where \( \tau_t : G_{nt}^{\mathbb{Z}/p_n+1} \to G_{nt}^{\mathbb{Z}/p_n+1} \) is the canonical morphism. Setting \( \hat{\beta} := \tilde{\alpha} \) then we have

\[
\hat{\beta}(a) = \tilde{\alpha}(a) = (\tilde{\alpha} \circ \tau_t)(a) = (\tau_s \circ \alpha)(a) = (\tau_s \circ \beta_1)(a) = \beta(a),
\]

as required.\( \square \)

An immediate consequence is this:

**Corollary 5.18.** Let \( t \geq s \) and \( G \) be a morphic image of \( G_{ns} \). Then for every map \( \beta : A_t \to G \) such that \( \beta(A_t) \) generates \( G \) there exists a morphism \( \hat{\beta} : G_{nt} \to G \) such that \( \hat{\beta}(a) = \beta(a) \) for all \( a \in A_t \).

**Proof.** By lifting the generators \([16]\) there exists a map \( \beta_1 : A_t \to G_{nt} \) such that \( \beta_1(A_t) \) generates \( G_{nt} \) and \( \varphi \circ \beta_1 = \beta \) where \( \varphi : G_{nt} \to G \) is the canonical morphism. By Theorem \( 5.17 \) there exists a morphism \( \tilde{\beta} : G_{nt} \to G_{ns} \) such that \( \tilde{\beta}(a) = \beta_1(a) \) for all \( A_t \). The morphism \( \varphi \circ \tilde{\beta} : G_{nt} \to G \) then has the required property. \( \square \)
We arrive at the first main result of the present subsection.

**Theorem 5.19.** The class

$$\mathcal{F} := \mathbb{Q}\{G_{nt} \mid n \geq 0, t \geq 2\}$$

of all quotients of all groups $G_{nt}$ is a formation.

**Proof.** The class is obviously closed under quotients. We need to prove that it is closed under subdirect products. Let $G_1, \ldots, G_k$ be members of $\mathcal{F}$ and choose a number $n$ such that every $G_i$ is a quotient of $G_{n t_i}$ for some $t_i$. In particular, $G_i$ is $t_i$-generated. Let $G \subseteq \prod_{i=1}^k G_i$ be a subdirect product. Choose a generating tuple $T$ of $G$ of size $t$, say, and we may assume that $t \geq t_i$ for all $i$. Let $\alpha: A_t \to T$ be a bijection and for every $i$ denote by $\pi_i: G \twoheadrightarrow G_i$ the projection. Since $\pi_i(T)$ generates $G_i$, by Corollary 5.18 there is a morphism $\varphi_i: G_{nt} \to G_i$ extending the mapping $\pi_i \circ \alpha: A_t \to G_i$. It follows that the morphism $\varphi_1 \times \cdots \times \varphi_k: G_{nt} \to \prod_{i=1}^k G_i$, $g \mapsto (\varphi_1(g), \ldots, \varphi_k(g))$ maps onto $G$, as requested. $\square$

In order to show that for every $t \geq 2$ the group $\mathcal{G}_t$ is the $A_t$-generated free pro-$\mathcal{F}$ group it suffices to prove that every $A_t$-generated member of $\mathcal{G}$ is a quotient of some $G_{nt}$ for some $n \geq 0$. For a prime $p$ let $\text{Ab}_p$ be the variety of all finite elementary abelian $p$-groups. We set

$$F_0 := \text{Ab}_{p_0}$$

and

$$F_n := \text{Ab}_{p_n} \ast F_{n-1} \text{ for } n > 0$$

where, by definition, the latter denotes the class of all finite groups which are extensions of elementary abelian $p_n$-groups by groups in $F_{n-1}$. The class $\bigcup_{n \geq 0} F_n$ is a variety of finite groups and by definition, $\mathcal{F} \subseteq F$. We show that every $A_t$-generated member of $\mathcal{F}$ is a quotient of some $G_{nt}$ by showing by induction on $n$ that this claim is true for all members of $\mathcal{F}_n := \mathcal{F} \cap F_n$. The claim for $n = 0$ is obviously true: every $A_t$-generated elementary abelian $p_0$-group is a quotient of $G_{0t} = (\mathbb{Z}/p_0\mathbb{Z})^t$. So, let $n > 0$ and suppose the claim be true for $n - 1$ and let $G$ be an $A_t$-generated member of $\mathcal{F}_n$: there exists a normal subgroup $N \trianglelefteq G$ which is in $\text{Ab}_{p_n}$ such that the quotient $G/N$ is in $\mathcal{F}_{n-1}$. By the induction hypothesis, $G/N$ is a quotient of $G_{nt}$. By the universal property of the Gaschütz extension, $G$ is a quotient of $(G/N)^{\mathbb{Z}/p_n}$, that is, $(G/N)^{\mathbb{Z}/p_n} \twoheadrightarrow G$ and the kernel $K$ of the latter morphism is an elementary abelian $p_n$-group. Now by Theorem 5.11

$$\left(G/N\right)^{\mathbb{Z}/p_n} \cong \left(\bigoplus_{i=1}^{t-1} \mathbb{F}_{p_n}[G/N]\right) \times (G/N)$$
and the kernel $K$ is contained in $\mathbb{F}_{p^n} \oplus (\bigoplus_{i=1}^{t-1} \mathbb{F}_{p^n}[G/N])$. Let $Z$ be the cyclic subgroup of $\mathbb{F}_{p^n}[G/N]$ generated by $\sum_{x \in G/N} x$. We claim that

$$
\mathbb{F}_{p^n} \oplus (\bigoplus_{i=1}^{t-1} Z) \subseteq K.
$$

If this were not the case then $(\mathbb{F}_{p^n} \oplus (\bigoplus_{i=1}^{t-1} \mathbb{F}_{p^n}[G/N])) \rtimes (G/N)$ would have a cyclic image of order $p^n$ (either via the direct summand $\mathbb{F}_{p^n}$ or via (5.2) applied to one of the summands whose $Z$ is not in $K$). However, from Corollary 5.13 it follows that the only abelian members of $\mathfrak{F}$ are elementary abelian $p_0$-groups, leading to a contradiction. This means that $K$ contains the center of $(G/N)^{Z/p_n}$, so that $G = (G/N)^{Z/p_n}/K$ is a quotient of $(G/N)^{Z/p_n}$. Finally, from Lemma 5.16 in combination with Proposition 5.11 $(G/N)^{Z/p_n}$ is a quotient of $G_{nt} = G^{Z/p_n}_{n-1,t}$. Altogether we have proved:

**Theorem 5.20.** (1) For every $t \geq 2$, the $A_t$-generated members of $\mathfrak{F}$ are exactly the quotients of $\{G_{nt} | n \geq 0\}$.

(2) For all $t \geq 2$ the $A_t$-generated free pro-$\mathfrak{F}$ groups are the groups $G_t$ of (5.3).

**Corollary 5.21.** The formation $\mathfrak{F}$ is freely indexed and arborescent, therefore Hall, but not locally extensible.

**Acknowledgment.** The authors would like to thank the referees for their very careful (and quick) reading of the paper. Their comments have led to considerable improvements.

**References**

[1] J. Almeida and P. Weil, *Reduced factorizations in free profinite groups and join decompositions of pseudovarieties*, Internat. J. Algebra Comput. 3 (1994), 375–403.

[2] J. Almeida and P. Weil, *Relatively free profinite monoids: An introduction and examples*, pp. 73–117 in: Semigroups, Formal Languages and Groups, J. B. Fountain, ed., Kluwer, Dordrecht, 1995.

[3] C. Ash, *Inevitable graphs: a proof of the type II conjecture and some related decision procedures*, Internat. J. Algebra Comput. 1 (1991), 127–146.

[4] K. Auinger, *A new proof of the Rhodes type II conjecture*, Internat. J. Algebra Comput. 14 (2004), 551–568.

[5] , *The geometry of profinite graphs revisited*, Groups Geom. Dyn. 11 (2017), 139–164.

[6] K. Auinger and B. Steinberg, *The geometry of profinite graphs with applications to free groups and finite monoids*, Trans. Amer. Math. Soc. 356 (2003), 805–851.

[7] , *A constructive version of the Ribes-Zalesskii-Theorem*, Math. Z. 250 (2005), 287–297.

[8] , *On power groups and embedding theorems for relatively free profinite monoids*, Math. Proc. Camb. Phil. Soc. 138 (2005), 211–232.
[9] ______., Varieties of finite supersolvable groups with the M. Hall property, Math. Ann. 335 (2006), 853–877.
[10] K. Auinger and M. Szendrei, On $F$-inverse covers of inverse monoids, J. Pure Appl. Algebra 204 (2006), 493–506.
[11] A. Ballester-Bolinches, J.-É. Pin and X. Soler-Escrivà, Formations of finite monoids and formal languages: Eilenberg's variety theorem revisited, Forum Math. 26 (2014), 1737–1761.
[12] A. Ballester-Bolinches, R. Esteban-Romero and E. Cosme-Llópez, Group extensions and graphs, Expo. Math. 34 (2016), 327–334.
[13] D. J. Collins, Generating Sequences of Finite Groups, Thesis, Cornell University 2010.
[14] J. D. Dixon and M. Mortimer, Permutation Groups, Springer Verlag, New York, 1996.
[15] W. Gaschütz, Über die modularen Darstellungen endlicher Gruppen, die von freien Gruppen induziert werden, Math. Z. 60 (1954), 274–286.
[16] ______., Zu einem von B. H. und H. Neumann gestellten Problem, Math. Nachr. 14 (1955), 249–252.
[17] M. Hall Jr., A topology for the free group and related groups, Ann. Math. 52 (1950), 127–139.
[18] I. Kapovich and A. Myasnikov, Stallings foldings and subgroups of free groups, J. Algebra 248 (2002), 608–668.
[19] A. Lubotzky and L. van den Dries, Subgroups of free profinite groups and large subfields of $\overline{\mathbb{Q}}$, Israel J. Math. 39 (1981), 25–45.
[20] S. W. Margolis, M. Sapir, and P. Weil, Closed subgroups in pro-$V$ topologies and the extension problem for inverse automata, Internat. J. Algebra Comput. 11 (2001), 405–445.
[21] J.-É. Pin and C. Reutenauer, A conjecture on the Hall topology for the free group, Bull. London Math. Soc. 23 (1991), 356–362.
[22] L. Ribes, Profinite Graphs and Groups, Springer, Cham, 2017.
[23] L. Ribes and P. A. Zalesskiǐ, Profinite Groups. 2nd Edition. Springer, Berlin, 2010.
[24] ______., On the profinite topology on a free group, Bull. London Math. Soc. 25 (1993), 37–43.
[25] ______., The pro-$p$ topology of a free group and algorithmic problems in semigroups, Internat. J. Algebra Comput. 4 (1994), 359–374.
[26] ______., Pro-$p$ Trees and Applications, pp. 75–119 in: New Horizons in pro-$p$ Groups, M. Du Sautoy, D. Segal, A. Shalev, eds., Birkhäuser, Boston, 2000.
[27] D. J. S. Robinson, A Course in the Theory of Groups, Springer New York, 1996.
[28] J.-P. Serre, Trees, Springer-Verlag, Berlin Heidelberg New York, 1980.
[29] M. Shusterman, Schreier’s formula for prosupersolvable groups, Internat. J. Algebra Comput. 27 (2017), 41–48.
[30] J. Stallings, Topology of finite graphs, Invent. Math. 71 (1983), 551–565.
[31] P. A. Zalesskǐ and O. Mel’nikov, Subgroups of profinite groups acting on trees, Math. USSR Sbornik 63 (1989), 405–424.
