New Computational Artificial Intelligence Models for Generating Synthetic Formation Bulk Density Logs While Drilling
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Abstract: Synthetic well log generation using artificial intelligence tools is a robust solution for situations in which logging data are not available or are partially lost. Formation bulk density (RHOB) logging data greatly assist in identifying downhole formations. These data are measured in the field while drilling by using a density log tool in the form of either a logging while drilling (LWD) technique or (more often) by wireline logging after the formations are drilled. This is due to operational limitations during the drilling process. Therefore, the objective of this study was to develop a predictive tool for estimating RHOB while drilling using an adaptive network-based fuzzy interference system (ANFIS), functional network (FN), and support vector machine (SVM). The proposed model uses the mechanical drilling constraints as feeding input parameters, and the conventional RHOB log data as an output parameter. These mechanical drilling parameters are usually measured while drilling, and their responses vary with different formations. A dataset of 2400 actual datapoints, obtained from a horizontal well in the Middle East, were used to build the proposed models. The obtained dataset was divided into a 70/30 ratio for model training and testing, respectively. The optimized ANFIS-based model outperformed the FN- and SVM-based models with a correlation coefficient (R) of 0.93, and average absolute percentage error (AAPE) of 0.81% between the predicted and measured RHOB values. These results demonstrate the reliability of the developed ANFIS model for predicting RHOB while drilling, based on the mechanical drilling parameters. Subsequently, the ANFIS-based model was validated using unseen data from another well within the same field. The validation process yielded an AAPE of 0.97% between the predicted and actual RHOB values, which confirmed the robustness of the developed model as an effective predictive tool for RHOB.
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1. Introduction

Formation density is considered one of the main factors in identifying the nature of subterranean formations [1]. It is categorized as a porosity log, which indicates the electron density of the drilled formation [2]. It can be used to provide valuable information to geologists and geoscientists, such as identification of the drilled formations, detection of the evaporite minerals existing within such formations [2], recognition of highly-pressurized formations, identification of the fluid contents of drilled formations [3], investigation of invasion zones for drilled formations [4], assistance with developing geomechanical models that provide information on the mechanical properties of formations [5], and evaluation of the porosity of reservoirs [6].
The density logging tool was first presented in the petroleum industry in the 1960s. It can most simply be described as a nuclear tool that uses a radioactive source to emit gamma rays through formations at a medium level of energy. It then detects and collects the gamma rays reflected from the formations [7]. The radioactive source and detector are lowered into and combined within a drilled well opposite the selected formation. Next, gamma rays are emitted from the radioactive source, which thereafter interact with the electrons of the formation, resulting in a scattering of the rays. These scattered rays are then collected using a detector that is placed a certain distance from the source within the logging tool. The number of gamma rays collected by the detector indicate the density of the electrons within the formation, and accordingly, the formation’s bulk density can be calculated [8]. Formation porosity can be derived from these logging data once the rock matrix density and saturating fluid density are known [9]. This is accomplished using the following formula:

$$\varnothing = \frac{\rho_m - \rho_b}{\rho_b - \rho_f}$$

where $\varnothing$ is the formation porosity, $\rho_m$ is the rock matrix density, $\rho_b$ is the formation bulk density (RHOB), and $\rho_f$ is the fluid density. The RHOB can assist in optimizing the drilling operation by improving bit selection, which is dependent on the nature of the formation being drilled. Moreover, it helps to avoid many disruptive problems such as the loss of circulation, kicks, and wellbore instability, by accurately detecting the downhole formations when drilling [10].

There are two possibilities for measuring RHOB onsite, either using: (1) logging while drilling (LWD) tools while drilling, or (2) wireline logging after the hole has been drilled [3]. However, obtaining LWD measurements can be challenging due to the harsh environment in a hole. Often, several corrections are required, increasing operational costs [11]. Therefore, these data are not always available during drilling operations, and it is preferable to run logging tools after drilling the hole to avoid the logging difficulties that can occur while drilling. As a result, RHOB measurements may not be available during a drilling operation, and identifying the drilled formations while drilling can be confusing due to a lack of data. There is another way to identify a drilled formation other than using logging data, which is analyzing the collected cuttings. However, this method has a lag time, so it cannot provide real-time information on drilled formations [12]. Synthetic well log generation has been introduced as an alternative, robust solution for obtaining log data while drilling, even at sites where well log data are partially absent or not available [13].

Real-time RHOB values provide valuable information on the formation being drilled, and are very helpful to geoscientists and petroleum engineers [14]. When combined with cuttings analyses, they help geologists to identify formations with high confidence and reliability in order to overcome the time lag problem. For drilling engineers, drilling optimization is essential in order to avoid many of the critical problems that can interrupt drilling operations. These problems can be circumvented by detecting zones that cause such issues (such as over pressure zones) by recognizing changes in RHOB trends [14,15]. In addition, when drilling horizontal sections, RHOB can assist in avoiding deviations into the surrounding formations and from the designed path. This is accomplished by tracking the RHOB values that indicate the types of formations being drilled. Furthermore, even when logging measurements are available, another tool for predicting RHOB can be used as a reference to solve the problem of missing data or poor response points within the log, filling in the gaps and providing a continuous data profile.

The nature of the subterranean formation significantly affects the drillability of that formation. Each formation has its own characteristics that affect its resistance to drilling. Weight on bit (WOB), torque (T), and rotating speed (RPM) are adjusted depending on the nature of the formation (e.g., soft or hard) [15]. In addition, the nature of the cuttings for each formation is a key parameter for adjusting standpipe pressure (SPP) to control hole cleaning. All of the aforementioned parameters (in addition to the formation type) play a main role in controlling rate of penetration (ROP) [16,17]. Therefore, these drilling parameters are somehow related to the nature of the drilled formation and, in turn, its
density. The usual availability of the mechanical drilling parameters while drilling raises the idea of using them as inputs to estimate RHOB.

Therefore, the objective of this study was to develop a new approach by building novel models for predicting RHOB while drilling, using artificial intelligence tools such as adaptive network-based fuzzy interference systems (ANFIS), functional networks (FN), and support vector machines (SVM) in conjunction with mechanical drilling parameters (i.e., ROP, WOB, T, SPP, and RPM) and conventional well logging data in order to generate synthetic low-cost RHOB log data.

2. Data Analysis and Processing

2.1. Data Description

More than 2400 datapoints were collected from a horizontal well in the Middle East, according to the specifications listed in Table 1. These data involve conventional well logging data for RHOB, in addition to the corresponding drilling parameters (i.e., ROP, WOB, T, RPM, SPP, and GPM). The selected drilling parameters are always measured during drilling operation in real time and are strongly affected by the nature of the formations being drilled. The mechanical parameters are used as inputs to feed the developed models and predict the RHOB as an output.

| Parameter     | Value |
|---------------|-------|
| Hole Size     | 6”    |
| TVD           | 10,500 ft |
| Dip Angle    | 88°   |
| Type          | Oil-Based Mud (80/20 ratio) |
| Mud Weight    | 69–71 pcf |
| Solid Content | 4%    |
| Lithology     | Mainly Carbonate |

The analysis of the statistical parameters listed in Table 2 for the obtained data showed that they were representative and had a good distribution across a wide range, which would enhance the performance of the prediction process. The ranges of the selected data were as follows: ROP from 5.81 to 65.9 ft/h, WOB from 4.6 to 35.3 klb, RPM from 58.5 to 135.9, T from 1.03 to 8.02 klb ft, SPP from 2393.7 to 3483.9 PSI, GPM from 195.1 to 305.23, and RHOB from 2.43 to 2.91 g/cm³.

2.2. Relative Importance of the Input(s) to the Output

The relative importance of the output (i.e., RHOB) to each of the individually selected inputs was studied in terms of the correlation coefficient (R). R represents the strength of the putative linear association between the variables in question. It is a dimensionless quantity that takes a value in the range from −1 to +1. A correlation coefficient of zero indicates that no linear relationship exists between the studied two parameters, and a correlation coefficient of −1 or +1 indicates a perfect linear relationship. The stronger the correlation of the relationship, the closer the R values come to ±1. It was
determined that the RHOB had R values of 0.5, −0.37, 0.73, 0.14, −0.37, and 0.06 with the ROP, RPM, WOB, T, SPP, and GPM, respectively, as shown in Figure 1. For better prediction efficiency, only the input parameters of the highest R with RHOB were selected to feed the models. The GPM was found to have a very low R of 0.06 with the RHOB, indicating a significantly weaker relationship between them as compared to other parameters. To confirm this point, a cross-plot of the GPM and RHOB can be found in Figure 2, showing that the GPM values were almost the same for the entire RHOB range. Thus, the input parameters selected were ROP, WOB, RPM, T, and SPP.

Figure 1. Input(s)/output relative importance.

Figure 2. Cross-plot of GPM (Gallon per minute) vs. RHOB (Bulk density).

2.3. Data Processing

The accuracy of the prediction process relies on the quality of the data used to train the model, so it was very important to filter and analyze the data before building the model [18]. Therefore, the data were filtered for any non-reasonable values (e.g., negative and 999 values). In addition, MATLAB codes were used to remove outliers by applying different statistical methods. Moreover, RHOB log data were analyzed and filtered by tracking the values of the correction data. Reliable RHOB data should have correction values ranging between −0.25 and 0.25 [19]; accordingly, the datapoints with correction values beyond this range were removed. The filtered RHOB well log data used to train the developed models were within the acceptable range of correction, as shown in Figure 3, resulting in greater confidence in the data selected and better prediction results.
Building the RHOB Model Using ANFIS

3. RHOB Model Development

3.1. Adaptive Network-Based Fuzzy Interference Systems (ANFIS)

ANFIS is a supervised learning algorithm that depends on a fuzzy inference system to process data [20]. It is considered an integrated system that combines the concepts of fuzzy logic and neural networks [21]. It was first introduced by Jang [22]. It uses a Takagi–Sugeno inference system that applies conventional Boolean logic (i.e., zeros and ones) [23]. This framework employs a set of fuzzy IF–THEN rules to analyze the system and mimic non-linear relations [20]. It begins by defining the inputs and the required output, and then by specifying fuzzy sets and rules, thereafter training the network to be optimized [21]. Optimization of the number of fuzzy rules is critical for highly accurate predictions, and for avoiding crucial problems such as memorization and overproduction [23]. ANFIS was found to be a reliable predictive tool when applied to petroleum engineering problems [24–27].

Building the RHOB Model Using ANFIS

After the data were filtered and analyzed, the dataset was then used to build a new model, which employed ANFIS as follows: 1680 datapoints, representing 70% of the total data, were used to train the proposed model, while 720 datapoints (30% of the selected data) were utilized as unseen data to test the developed model’s performance. The obtained data was split randomly using MATLAB during several trials which involved changing the split ratio, in addition to the randomized split data, until it could achieve the best data partitioning scenario which yields the highest accuracy for both training and testing processes. The input data were ROP, RPM, WOB, T, and SPP, which were used to predict the RHOB as the desired output. Grid partitioning (i.e., genfis-1) and subtractive clustering (i.e., genfis-2) were tested to develop the model. It was found that there was some difficulty with obtaining reasonable results when using the Mamdani–Fis type. However, the Sugeno–Fis type yielded much better results. Different cluster radius sizes with various numbers of iterations were tested to optimize the proposed model, as listed in Table 3. The optimization process showed that the Sugeno–Fis type, with a radius of 0.2, yielded the best prediction results. Figure 4a,b shows cross-plots for the predicted and measured RHOB values for training and testing processes, indicating a relatively good match with the R values of 0.95 and 0.93 for the training and testing processes, respectively.

Figure 3. Sample of the filtered RHOB log data and corresponding correction terms in the log display, with tracks indicating the high quality of the readings.
Table 3. Optimizing the cluster radius for genfis-2 fuzzy logic.

| Radius | R_Train | R_Test | AAPE_Train | AAPE_Test |
|--------|---------|--------|------------|-----------|
| 0.2    | 0.95    | 0.93   | 0.71       | 0.81      |
| 0.3    | 0.94    | 0.93   | 0.79       | 0.86      |
| 0.4    | 0.92    | 0.91   | 0.91       | 0.92      |
| 0.5    | 0.91    | 0.89   | 0.94       | 0.99      |
| 0.6    | 0.92    | 0.90   | 0.92       | 0.97      |
| 0.7    | 0.90    | 0.88   | 1.00       | 1.05      |
| 0.8    | 0.90    | 0.89   | 1.00       | 1.05      |
| 0.9    | 0.88    | 0.87   | 1.02       | 1.07      |

Note: The bold represents the most accurate model.

Figure 4. Cross-plots of the actual and predicted RHOB values using the ANFIS (adaptive neuro-fuzzy inference system)-based model for (a) training and (b) testing processes.

3.2. Functional Networks (FN)

FNs were recently introduced as a powerful predictive tool and a strong competitor with ANN for prediction- and classification-based engineering problems [28–30]. They enjoy some privilege among neural networks as they rely on both domain and data knowledge [31]. The functions associated with each neuron use generalized functional models for processing and learning from the data obtained [32]. These functional models are not constant, unlike common sigmodal forms; however, they keep adapting and changing during the learning process, depending on the nature of the dataset used. Thus, since FNs use these multi-argument functional models, they do not need weights to be assigned to the neurons’ connections (unlike neural networks) because the weights’ effects inherently exist within these neuron functions [33,34]. The outputs of the neurons are then forced to converge to an equivalent output [35]. Many applications have been presented in the literature showing that FNs show great promise in the prediction processes for different parameters [36,37].

Building the RHOB Model using an FN

The same dataset was then used to build a new model using an FN. The selected data were divided into a 70/30 ratio, for training and testing the model, respectively. The input data were ROP, RPM, WOB, T, and SPP, which were used to predict the RHOB as the desired output. Five FN techniques were tested: exhaustive search (ES), forward selection (FS), backward elimination (BE), forward–backward (FB), and backward–forward (BF). The performances of the aforementioned methods were compared based on the R and AAPE values to select the optimum method, as listed in Table 4. R is selected to indicate how close the predicted RHOB is to the actual values, while AAPE is used to show the...
deviation of the predicted RHOB values from the measured values to evaluate the performance of the prediction process. The formulas used for estimating R and AAPE are listed in Appendix A. Based on the results of the optimization process, FB was selected because between the predicted and measured RHOB values, it offered the highest R (0.96) and lowest AAPE (0.95%). Figure 5a,b shows cross-plots of the predicted and measured RHOB values for training and testing processes, indicating a relatively good match between them, with an R of 0.92 and 0.91 for training and testing processes, respectively.

| Method | R_Train | R_Test | AAPE_Train | AAPE_Test |
|--------|---------|--------|------------|-----------|
| ES     | 0.90    | 0.88   | 1.01       | 1.06      |
| FS     | 0.91    | 0.90   | 0.95       | 1.01      |
| BE     | 0.90    | 0.89   | 1.02       | 1.06      |
| FE     | 0.92    | 0.91   | 0.90       | 0.95      |
| BF     | 0.87    | 0.86   | 1.11       | 1.13      |

Note: The bold represents the most accurate model.

3.3. Support Vector Machines

SVM is a supervised learning tool commonly used for regression, classification, and problems with high degrees of complexity. It is based on the principle of linear classifiers, which enables it to perform classifications depending on the value of a linear combination of features. It is characterized by the ability to transform the data into a higher-degree dimensional space, which provides more space for training examples in the optimum hyperplane [38]. It uses a statistical learning algorithm to minimize generalization errors, rather than decreasing training errors. SVM depends on solving quadratic programming problems with a distinguished, optimized solution [39]. The performance of SVM depends on the tuning process of several parameters that need to be optimized in order to develop the desired predictive model with a high level of accuracy. SVM was recently introduced in the petroleum engineering field and has many applications there [40–43].

Building the RHOB Model Using SVM

The third model was developed using SVM and applying the same dataset, with 70/30 ratios for training and testing the model. The input data were ROP, RPM, WOB, T, and SPP for predicting the RHOB as the desired output. Two kernel functions were tested to optimize the SVM-based model: gaussian and polynomial functions, with different iterative parameters. The tuning process showed...
that the gaussian function yielded the best results for R and AAPE. The optimized parameters for the SVM-based model are listed in Table 5. Figure 6a,b shows cross-plots of the predicted and measured RHOB values for training and testing processes, indicating a relatively good match between them, with R values of 0.94 and 0.80 for the training and testing processes, respectively.

Table 5. Optimized parameters for the SVM (Support vector machine)-based model.

| Parameter   | Value        |
|-------------|--------------|
| Kernel function | Gaussian    |
| Kernel option   | 7            |
| Lambda | $1 \times 10^{-7}$ |
| Epsilon | 0.01         |
| Verbose | 1            |
| C     | 1000         |

![Figure 6](image-url) Cross-plots of the actual and predicted RHOB values using the SVM-based model for: (a) training and (b) testing processes.

A comparison of the results obtained from the three models shows that the ANFIS outperformed the FN and SVM models in predicting the RHOB. It was determined that the R between the predicted and actual RHOB values was 0.95 when using ANFIS, and 0.92 when either FN or SVM were used for the training process. The R value was 0.93 when using ANFIS, and 0.91 and 0.80 when using FN and SVM, respectively, for the testing process. A comparison of the optimized models based on R, AAPE and the mean square error (MSE) can be found in Table 6. Figure 7a–c offers a comparison of the actual and predicted RHOB values using the ANFIS-, FN-, and SVM-based models. Accordingly, the ANN-based model was selected for use in the validation process.

Table 6. Performance comparison of the optimized methods.

|          | R_Train | R_Test | AAPE_Train | AAPE_Test | MSE_Train | MSE_Test |
|----------|---------|--------|------------|-----------|-----------|----------|
| ANFIS    | 0.95    | 0.93   | 0.71       | 0.81      | 0.0006    | 0.0008   |
| FN       | 0.92    | 0.91   | 0.90       | 0.95      | 0.0009    | 0.0010   |
| SVM      | 0.92    | 0.80   | 0.97       | 1.3       | 0.0012    | 0.0023   |
Figure 7. (a) Comparison of the predicted and actual RHOB values for the testing data using the ANFIS-based model. (b) Comparison of the predicted and actual RHOB values for the testing data using the FN-based model. (c) Comparison of the predicted and actual RHOB values for the testing data using the SVM-based model.

4. Model Validation

The developed ANFIS-based model was validated using field data for another well within the area being examined. The dataset used for the validation process was not employed when building the model. The validation data involved 900 datapoints, including the input parameters (i.e., ROP, WOB, T, SPP, and RPM) and the corresponding RHOB well log data. The prediction results from the ANN model that was developed using these data showed significant agreement with the actual RHOB values, with an AAPE of 0.97%, as shown in Figure 8.
5. Conclusions

In this study, ANFIS, FN, and SVM were used in three models developed to predict RHOB values, based on the following drilling-based mechanical parameter measurements: ROP, WOB, RPM, T, and SPP. Actual measurements (2400 field datapoints from a horizontal well) were used to build the models. The findings of this work can be summarized as follows:

1. The ANFIS-based model outperformed the FN- and SVM-based models in terms of the accuracy of the RHOB predictions, with an AAPE of 0.81% between the predicted and actual RHOB values, as compared to 0.95% and 1.13% for the FN- and SVM-based models, respectively.

2. The optimized ANFIS model is capable of predicting RHOB values to a high level of accuracy, as indicated by its R of 0.93 and AAPE of 0.81% between the predicted and measured RHOB values.

3. The validation process for the ANFIS-based model (using field data from another well) confirmed its outstanding prediction performance, as indicated by an AAPE of 0.97% between the predicted and actual RHOB values.

4. The developed ANFIS-based model can be used to predict RHOB values with reliably high accuracy, especially in wells where the well logging data are not available or are partially absent.

5. RHOB predictions that are obtained during drilling using the developed ANFIS-based model will assist in assessing the formations being drilled, and, in turn, avoid interruptions such as kicks and the loss of circulation when identifying the zones causing these issues.
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Nomenclature

| AAPE | Average absolute percentage error |
| AI   | Artificial Intelligence |
| ANFIS | Adaptive network-based fuzzy interference system |
| BE   | Backward elimination |
Appendix A

The formula of correlation coefficient (R), between any two variables (x, y), used in this study is expressed as follows:

\[ R = \frac{k \sum xy - (\sum x)(\sum y)}{\sqrt{k \sum x^2 - (\sum x)^2} \sqrt{k \sum y^2 - (\sum y)^2}} \]

Average absolute percentage error (AAPE) is expressed as follows:

\[ AAPE = \frac{\sum |RHOB_{\text{measured}} - RHOB_{\text{predicted}}|}{m} \times 100 \]

where \( m \) is the number of points of the dataset.

Mean square error (MSE) is expressed as follows:

\[ MSE = \frac{1}{m} \sum (RHOB_{\text{predicted}} - RHOB_{\text{measured}})^2 \]

where \( m \) is the number of points of the dataset.
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