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Abstract
The kernel herding algorithm is used to construct quadrature rules in a reproducing kernel
Hilbert space (RKHS). While the computational efficiency of the algorithm and stability of
the output quadrature formulas are advantages of this method, the convergence speed of the
integration error for a given number of nodes is slow compared to that of other quadrature
methods. In this paper, we propose a modified kernel herding algorithm whose framework
was introduced in a previous study and aim to obtain sparser solutions while preserving the
advantages of standard kernel herding. In the proposed algorithm, the negative gradient is
approximated by several vertex directions, and the current solution is updated by moving in
the approximate descent direction in each iteration. We show that the convergence speed of
the integration error is directly determined by the cosine of the angle between the negative
gradient and approximate gradient. Based on this, we propose new gradient approximation
algorithms and analyze them theoretically, including through convergence analysis. In
numerical experiments, we confirm the effectiveness of the proposed algorithms in terms
of sparsity of nodes and computational efficiency. Moreover, we provide a new theoretical
analysis of the kernel quadrature rules with fully-corrective weights, which realizes faster
convergence speeds than those of previous studies.

Keywords: kernel herding, Frank-Wolfe algorithm, kernel quadrature, numerical integra-
tion, kernel methods, sampling

1. Introduction
1.1 Kernel quadrature
Numerical integration of multivariate functions is indispensable in various fields, including
statistics, economics, and physics. In statistical machine learning, numerical integration of
multivariate functions is a commonly used tool. Specifically, in Bayesian inference, numerical
integration is required in several situations, such as the marginalization of distributions and
computation of expectations.
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Kernel quadrature is a type of numerical integration method. It is a quadrature rule for functions in a reproducing kernel Hilbert space (RKHS), represented as follows:

$$\int_\Omega f(x)\mu(dx) \approx \sum_{i=1}^{n} \omega_i f(x_i) \quad \left(\Omega \subset \mathbb{R}^d, f \in H_K, \{x_i\}_{i=1}^{n} \subset \Omega, \{\omega_i\}_{i=1}^{n} \subset \mathbb{R}\right),$$

where $K$ is a positive definite kernel, $H_K$ is an RKHS, and $\mu$ is a probability measure. One of the advantages of this method is the flexibility in the choice of an RKHS. By fixing an appropriate RKHS for functions we want to integrate, we can construct an effective integration formula for them. Moreover, it provides an analytically computable way to optimally construct methods over large families of functions. In addition to the quadrature concept, kernel quadrature is also closely related to other research fields. The Bayesian quadrature (Diaconis, 1988; O'Hagan, 1991) is one such example. It lies in the context of probabilistic numerics (Larkin, 1972) and is closely related to uncertainty quantification. In the context of Bayesian quadrature, convergence analysis has been studied in Briol et al. (2019); Kanagawa et al. (2020). Sampling from probability distributions is another related topic (e.g., Chen et al. (2010); Lacoste-Julien et al. (2015); Briol et al. (2017); Belhadji et al. (2019); Teymur et al. (2020)). It is known that constructing a quadrature formula that minimizes the integration error is equivalent to minimizing maximum mean discrepancy (MMD) (Gretton et al., 2012), which is the distance between probability distributions. Therefore, the research on kernel quadrature provides insights into sampling methods that approximate probability distributions well.

Various methods are used to construct kernel quadrature rules, such as the sequential Bayesian quadrature algorithm (Huszár and Duvenaud, 2012) and orthogonal matching pursuit algorithm (Oettershagen, 2017). In addition, kernel interpolation methods, such as the P-greedy algorithm (De Marchi et al., 2005), can be employed because kernel quadrature rules can be derived by integrating kernel interpolation functions with respect to a measure. Several methods, including the aforementioned algorithms, compute the optimized weights for a fixed set of nodes in each iteration. Although fast convergence can be expected for the optimized weights, the computation of weights is expensive because the linear equations with the coefficient matrices $(K(x_i, x_j))_{i,j}$ must be solved in each iteration. In addition to these methods, there have been many recent studies on constructing kernel quadrature rules (Belhadji et al., 2019; Teymur et al., 2020; Pronzato, 2021; Hayakawa et al., 2021).

1.2 Contributions of this study

In this study, we focus on the kernel herding method (Welling, 2009; Chen et al., 2010; Bach et al., 2012), which can be considered as an infinite-dimensional Frank-Wolfe method (Frank and Wolfe, 1956), a continuous optimization method. This method constructs a stable numerical integration formula and the construction procedure is computationally tractable since linear equations do not need to be solved. However, the convergence speed for the worst-case integration error is low. Exponential convergence has been confirmed in a finite-dimensional RKHS when the step size $\alpha_i$ is determined by line search (Beck and Teboulle, 2004); however, theoretically, only $O(\frac{1}{\sqrt{t}})$ convergence has been guaranteed in an infinite-dimensional RKHS (Dunn, 1980), where $t$ is the number of nodes of the quadrature formula.
This study aims to improve the kernel herding algorithm to derive quadrature rules with sparse solutions. Sparsity of nodes is one of the most important factors to assess methods of constructing quadrature rules. To achieve our goal, we approach this problem from the perspective of continuous optimization. We note few studies have approached the improvement of kernel herding in terms of continuous optimization.

Section 3

To obtain effective kernel quadrature rules with sparse nodes, we improve the vanilla kernel herding method based on the idea of Combettes and Pokutta (2020). We propose two improved versions of the kernel herding algorithm. The fundamental concept common to both methods involves approximating the negative gradient of the objective function, \( F(\nu) = \frac{1}{2} \| \mu_K - \nu \|_K^2 \), by several vertex directions. We theoretically demonstrate that the convergence speed of the worst-case integration error is directly influenced by \( \cos \theta_i \), where \( \theta_i \) is the angle between the negative gradient of \( F(\nu) \) and \( i \)-th approximate descent direction. This indicates that the approximation of the negative gradients is significant for constructing a good numerical integration formula. The difference between the two proposed algorithms lies in their approximation methods. The first algorithm approximates the negative gradients by positive matching pursuit (Locatello et al., 2017). This is a similar procedure to that of Combettes and Pokutta (2020). We guarantee the convergence of positive matching pursuit and consider the behavior of \( \cos \theta_i \) when \( i \) increases. The second algorithm is an improved version of the first algorithm that directly maximizes \( \cos \theta_i \), which is a more straightforward approach than the first. We ensure the validity of the maximization method theoretically and provide a convergence guarantee with \( O(1/k) \) speed (where \( k \) is the number of iterations). In addition, we confirmed through numerical experiments that the proposed algorithms improve the convergence speed of the kernel herding algorithm with respect to the number of nodes and computation time.

In addition, we propose fully-corrective variants of the proposed methods, where “fully-corrective” refers to optimization of the coefficients of the linear combinations of vertex directions. Fully-corrective methods can be realized by solving quadratic optimization. The fully-corrective variants are computationally effective compared to the ordinary fully-corrective kernel herding algorithm. In the numerical experiments, these algorithms achieved convergence speeds competitive with those of the optimal rates and we confirmed their computational efficiency. The details can be referred to Remark 14.

Section 4

In Section 4, we focus attention on the great improvement of sparsity by the fully-corrective method from the experiments in Section 3 and analyze theoretical aspects of fully-corrective kernel quadrature rules. We give a new convergence analysis of the fully-corrective kernel quadrature rules and show the relationship to kernel interpolation; in detail, a fully-corrective kernel quadrature rule with nodes \( X = \{x_1, \ldots, x_n\} \subset \Omega \) achieves a convergence rate at least as fast as the square root of the convergence speed of kernel interpolation with interpolation nodes \( X \). While the analysis in previous research can only derive \( O(\frac{1}{\sqrt{n}}) \) convergence, this analysis can achieve faster convergence rates than those in many cases.
The contributions of this work can be summarized as follows:

- We consider improved kernel herding algorithms whose fundamental idea is approximating the negative gradient by several vertex directions. We demonstrate that the convergence speed of the worst-case integration error is directly influenced by \( \cos \theta_i \).
- We propose two algorithms for the approximation of negative gradients. In particular, the second novel algorithm directly maximizes \( \cos \theta_i \). We provide a theoretical analysis of both algorithms, including convergence analysis.
- Through numerical experiments, we confirm that the convergence speed of the proposed algorithms is higher than that of ordinary kernel herding methods with respect to the number of nodes and computation time. Moreover, the fully-corrective variants show significant performance, achieving convergence speeds competitive to optimal rates.
- In Section 4, we show the new convergence speed of the kernel quadrature with fully-corrective weights. The convergence speed is beyond the square root rate if the kernel function is sufficiently smooth. Kernel-specific analysis was realized using the theory of kernel interpolation. Although we have not analyzed the algorithm directly, the results give a partial theoretical explanation for the significant performance of the fully-corrective algorithm.

2. Mathematical background

2.1 Problem setting of kernel quadrature

In this section, we introduce the problem setting of this study. Let \( \Omega \) be a subset in \( \mathbb{R}^d \) and \( K : \Omega \times \Omega \to \mathbb{R} \) be a positive definite kernel. We assume the continuity of \( K \) and compactness of \( \Omega \) in this paper. The function space \( \mathcal{H}_K(\Omega) \) is the RKHS induced by \( K \).

For \( f_1, f_2 \in \mathcal{H}_K \), we denote the inner product of \( f_1 \) and \( f_2 \) by \( \langle f_1, f_2 \rangle_K \) and the norm of \( f_1 \) by \( \| f_1 \|_K \). For a Borel probability measure \( \mu \) defined on \( \Omega \) and \( f \in \mathcal{H}_K(\Omega) \), we aim to approximate \( \int_\Omega f(x) \mu(dx) \) by a numerical integration formula \( Q_n(f) := \sum_{i=1}^n \omega_i f(x_i) \), where \( X_n = \{ x_i \}_{i=1}^n \subset \Omega \) is a set of nodes and \( \{ \omega_i \}_{i=1}^n \subset \mathbb{R} \) is a set of weights. We denote the embeddings of the probability measures \( \mu \) and discrete measure \( \sum_{i=1}^n \omega_i \delta_{x_i} \) to \( H_K \) by

\[
\mu_K := \int_\Omega K(x, \cdot) \mu(dx) \quad (2.1)
\]

and \( \nu_K := \sum_{i=1}^n \omega_i K(x_i, \cdot) \), respectively. We evaluate the numerical integration formula, \( Q_n \), using the following worst-case error:

\[
(\text{the worst-case error}) = \sup_{\| f \|_K \leq 1} \left| \int_\Omega f(x) \mu(dx) - \sum_{i=1}^n \omega_i f(x_i) \right| = \left\| \mu_K - \sum_{i=1}^n \omega_i K(x_i, \cdot) \right\|_K^2.
\]

Note that the second equality can be derived from the Cauchy-Schwarz inequality. It can be observed that the worst-case error is the distance between \( \mu \) and \( \sum_{i=1}^n \omega_i \delta_{x_i} \) measured in \( \mathcal{H}_K \). This distance is called the MMD (Gretton et al., 2012). We call the described procedure kernel quadrature. We note that for fixed nodes \( X_n \), it is straightforward to compute the optimized weights \( \omega_1, \ldots, \omega_n \) because the squared MMD \( \| \mu_K - \sum_{i=1}^n \omega_i K(x_i, \cdot) \|_K^2 \) is a quadratic
function of $\omega_1, \ldots, \omega_n$. The optimized weights can be written as $(\omega_1, \ldots, \omega_n)\top = K_{X_n}^{-1}z_{X_n}$, and the quadrature rule for $f \in \mathcal{H}_K$ is
\[ f_{X_n}\top K_{X_n}^{-1}z_{X_n}, \]
where $K_{X_n} = (K(x_i, x_j))_{1 \leq i, j \leq n}, z_{X_n} = (\mu_K(x_1), \ldots, \mu_K(x_n))\top$, and $f_{X_n} = (f(x_1), \ldots, f(x_n))\top$. In addition, we can calculate the worst-case error as follows:
\[ \sup_{\|f\|_K \leq 1} \left| \int f(x)\mu(dx) - \sum_{i=1}^{n} \omega_i f(x_i) \right| = \int \int K(x, y)\mu(dx)\mu(dy) - z_{X_n}\top K_{X_n}^{-1}z_{X_n}. \]

These optimized weights $\{\omega_i\}_{i=1}^n$ are often used and important when considering the relationships to other research fields that we mention later.

2.2 Kernel herding

Kernel herding (Welling, 2009; Chen et al., 2010; Bach et al., 2012) is a commonly used method for kernel quadrature. This method constructs a quadrature rule by solving the optimization problems in an RKHS. In the following, we introduce kernel herding and describe its algorithm in detail.

First, we introduce some notations. For a set $S$, we denote the convex hull and conical hull of $S$ by $\text{conv}(S)$ and $\text{cone}(S)$, respectively. That is,
\[ \text{conv}(S) = \left\{ \sum_{i=1}^{k} c_i s_i \mid c_1, \ldots, c_k \geq 0, \sum_{i=1}^{k} c_i = 1, s_1, \ldots, s_k \in S, k \geq 1 \right\} \]
and
\[ \text{cone}(S) = \left\{ \sum_{i=1}^{k} c_i s_i \mid c_1, \ldots, c_k \geq 0, s_1, \ldots, s_k \in S, k \geq 1 \right\}. \]
In addition, for an element $a$ and set $S$, we define $S - a$ as
\[ S - a := \{ s - a \mid s \in S \}. \]

Let $V := \{ K(x, \cdot) \mid x \in \Omega \}$ and $M := \overline{\text{conv}(V)}$, where the closure is taken with respect to $\| \cdot \|_K$.

Here, we assume that $\mu_K$ defined in (2.1), which is the embedding of a Borel probability measure $\mu$, belongs to $M$. This assumption is very weak. Lemma 17 in Appendix A shows that $\mu_K \in M$ under the assumption of the continuity of $K$ and compactness of $\Omega$.

Let $F(\nu) := \frac{1}{2}\|\mu_K - \nu\|_K^2$. The problem setting of kernel quadrature is rewritten as the minimization problem of $F$ for the embeddings of discrete measures to $\mathcal{H}_K$. By simple calculation, we can derive the Fréchet derivative $\nabla_{\nu} F(\nu) = \nu - \mu_K$, which is computed with respect to the metric of $\mathcal{H}_K$. To minimize $F(\nu)$, the following gradient descent method can be considered: $\nu_{t+1} := \nu_t - \gamma \nabla_{\nu} F(\nu_t) = \nu_t + \gamma(\mu_K - \nu_t) \quad (\gamma > 0)$. However, because the descent direction $\mu_K - \nu$ is not necessarily of the form $\sum_{i=1}^{n} c_i K(x_i, \cdot)$, gradient descent is not suitable for deriving a numerical integration formula. It is appropriate if we can select a descent direction of the form
\[ K(z_i, \cdot) - \nu_t (z_i \in \Omega) \quad (2.2) \]
in some manner. Kernel herding is a typical method based on this principle. In the kernel herding algorithm, to search a descent direction of the form of (2.2), we consider the maximization of

$$\langle \mu_K - \nu_t, v - \nu_t \rangle_K$$  \hspace{1cm} (2.3)

subject to $v \in V = \{ K(z, \cdot) \mid z \in \Omega \}$.

The algorithm is given in Algorithm 1. In each iteration, a point $v_{t+1} \in V$ is selected to maximize the inner product (2.3); it moves from $\nu_t$ in the direction of $v_{t+1}$ with step size $\alpha_t$. The step size $\alpha_t$ is usually determined by $\alpha_t = \frac{1}{t+1}$ or line search: $\alpha_t = \arg\min_{0 \leq \alpha \leq 1} \| (1 - \alpha)\nu_t + \alpha v_{t+1} \|_K$. Eventually, the output $\nu_n$ has the form $\sum_{i=1}^{n} \omega_i K(x_i, \cdot)$, which corresponds to the numerical integration formula $\sum_{i=1}^{n} \omega_i f(x_i)$.

Algorithm 1 Kernel herding

1: select an initial point $\nu_1 \in V$
2: for $t = 1$ to $n - 1$ do
3: $v_{t+1} = \arg\max_{v \in V} \langle \mu_K - \nu_t, v - \nu_t \rangle_K$
4: determine the step size $0 < \alpha_t \leq 1$
5: $\nu_{t+1} = (1 - \alpha_t)\nu_t + \alpha_t v_{t+1}$
6: end for
7: return $\nu_n$

Remark 1 When $\nu_t(x) = \sum_{j=1}^{n} \omega_i K(x, x_j)$ and $v(x) = K(x, z_i)$, the inner product in (2.3) is given in the following form:

$$\langle \mu_K - \nu_t, v - \nu_t \rangle_K = \int_{\Omega} K(z_i, y)\mu(dy) - \sum_{j=1}^{n} \omega_j K(z_i, x_j) - \sum_{j=1}^{n} \omega_j \int_{\Omega} K(x_j, y)\mu(dy) + \sum_{i=1}^{n} \sum_{j=1}^{n} \omega_i \omega_j K(x_i, x_j).$$

Therefore, this value must be maximized with respect to $z_i \in \Omega$. Because this maximization problem is not convex, we prepare several candidate points and select the maximum point from them.

Kernel herding outputs a stable quadrature rule with $\sum_{i=1}^{n} \omega_i = 1$ and $\omega_i > 0$ ($i = 1, \ldots, n$). Stability of the quadrature rule corresponds to boundedness of the $\ell_1$ norm of $(\omega_1, \ldots, \omega_n)^T$

$$\sum_{i=1}^{n} |\omega_i| < C,$$

where $C$ is a positive constant. This is an advantage because it is known that some construction methods of kernel quadrature result in an unstable quadrature formula (Oettershagen, 2017); moreover, there are not many methods of kernel quadrature whose numerical stability is guaranteed theoretically. In addition, we do not need to solve the linear equation with coefficient matrix $(K(x_i, x_j))_{1 \leq i, j \leq t}$ in each iteration.
2.3 Frank-Wolfe algorithm and its variants

The kernel herding algorithm can be considered as an infinite-dimensional Frank-Wolfe algorithm (Frank and Wolfe, 1956), which is a convex optimization method in Euclidean space. In this section, we describe the Frank-Wolfe algorithm and its variants.

2.3.1 Frank-Wolfe algorithm

The Frank-Wolfe algorithm (Frank and Wolfe, 1956) (a.k.a. Conditional Gradients (Levitin and Polyak, 1966)) is an important class of first-order methods for constrained convex minimization, i.e., solving

$$\min_{x \in C} f(x),$$

where $C \subset \mathbb{R}^d$ is a compact convex feasible region. We denote the vertices of $C$ by $V_C$, which means $C = \text{conv}(V_C)$. The algorithm is shown in Algorithm 2. These methods usually form their iterates as convex combinations of feasible points, and as such, they do not require (potentially expensive) projections onto the feasible region $C$. Moreover, the access to the feasible region is solely realized by means of a so-called linear minimization oracle (LMO), which returns $\arg \min_{x \in P} c^T x$ upon presentation with a linear function $c$. Another significant advantage is that the iterates are typically formed as sparse convex combinations of extremal points of the feasible region (sometimes also called atoms), which makes this class of optimization algorithms particularly appealing for problems such as sparse signal recovery, structured regression, SVM training, and kernel herding.

Algorithm 2 Frank-Wolfe

Require: initial vertex $\xi_1 \in V_C$, set of vertices $S_1 = \{\xi_1\}$

1: for $t = 1$ to $n - 1$ do
2: $v_{t+1} = \arg\max_{v \in V_C} \langle -\nabla f(\xi_t), v - \xi_t \rangle$
3: determine the step size $0 < \alpha_t \leq 1$
4: $\xi_{t+1} = (1 - \alpha_t)\xi_t + \alpha_tv_{t+1}$
5: $S_{t+1} = S_t \cup \{v_{t+1}\}$
6: end for
7: return $\xi_n$

2.3.2 Variants of the Frank-Wolfe algorithm

There have been various studies on the modification of the vanilla Frank-Wolfe algorithm that aim to achieve faster convergence speed or sparser solutions. One of the famous variants is the away-step Frank-Wolfe method (Wolfe, 1970). In this algorithm, we choose the direction from the ordinary direction $v_{t+1} - \xi_t$ and away-direction $\xi_t - a_{t+1}$, where $a_{t+1} = \arg\min_{v \in S_t} \langle -\nabla f(\xi_t), v - \xi_t \rangle$, and we move in the direction in each step. It has been shown that this modification improves the convergence speed and sparsity of solutions. The pairwise Frank-Wolfe algorithm (Lacoste-Julien and Jaggi, 2015) is another famous example. In this algorithm, the direction $v_{t+1} - a_{t+1}$ is used instead of $v_{t+1} - \xi_{t+1}$.

The fully-corrective Frank-Wolfe algorithm (e.g., Holloway (1974); Jaggi (2013)) is another modified Frank-Wolfe algorithm. It executes the optimization of the point $\xi_t$ over
the convex hull of the active atoms in each iteration. The algorithm is Algorithm 3. We note that the optimization problem on line 6 of Algorithm 3 is a convex optimization problem because \( f \) is a convex function. Although it is somewhat computationally expensive when the size of \( S_t \) increases, we can expect sparse solutions. We note that the nice sparsity of the solutions of the fully-corrective kernel herding algorithm was confirmed experimentally in previous studies (Bach et al., 2012; Lacoste-Julien et al., 2015).

**Algorithm 3** fully-corrective Frank-Wolfe method

```
Require: initial vertex \( v_1 = \xi_1 \in V \), set of vertices \( S_1 = \{\xi_1\} \)
1: for \( t = 1 \) to \( n - 1 \) do
2: \( v_{t+1} = \text{argmax}_{v \in V} \langle -\nabla f(\xi_t), v - \xi_t \rangle \)
3: determine the step size \( 0 < \alpha_t \leq 1 \)
4: \( \xi_{t+1} = (1 - \alpha_t)\xi_t + \alpha_tv_{t+1} \)
5: \( S_{t+1} = S_t \cup \{v_{t+1}\} \)
6: \( w(v_1), \ldots, w(v_{t+1}) \leftarrow \text{argmin}_{w_1, \ldots, w_{t+1} \in \mathbb{R}} f(\sum_{i=1}^{t+1} w_iv_i), \text{ s.t. } \sum_{i=1}^{t+1} w_i = 1, w_i \geq 0 \) (\( i = 1, \ldots, t + 1 \))
7: \( \xi_{t+1} = \sum_{i=1}^{t+1} w(v_i)v_i \)
8: end for
9: return \( \xi_n \)
```

3. Acceleration of kernel herding by approximating negative gradients

Although the kernel herding algorithm (Algorithm 1) outputs stable quadrature rules and is computationally tractable, its convergence speed of integration errors is slower than that of other effective methods. This has been confirmed experimentally, for example, in Bach et al. (2012); Huszár and Duvenaud (2012). The cause of this problem is considered to be the zig-zagging trajectory (Figure 1), which is often featured as the cause of slow convergence of the vanilla Frank-Wolfe algorithm. This zig-zagging trajectory arises in the Frank-Wolfe method when a point \( \xi_t \) moves towards the vertex in each iteration and the direction does not approximate the negative gradient \( -\nabla f(\xi_t) \) efficiently in some cases. Figure 2 suggests that a similar phenomenon occurs in the kernel herding case. It becomes difficult to approximate the negative gradient \( \mu_K - \nu_t \) by only one direction \( v_{t+1} - \nu_t \) as \( t \) increases. Figure 2 shows the decrease of \( \cos \theta_t \) as \( t \) increases, where \( \theta_t \) is the angle between \( \mu_K - \nu_t \) and \( v_{t+1} - \nu_t \). It can be observed from Figure 2 that the approximation of the negative gradient \( \mu_K - \nu_t \) by \( v_{t+1} - \nu_t \) is insufficient.

To overcome this, several methods have been examined, such as the away-step method and pairwise method, as mentioned above. In this study, we focused on Combettes and Pokutta (2020). The main idea of Combettes and Pokutta (2020) is approximating the negative gradient \( -\nabla f(\xi_t) \), by a linear combination of vertex directions with positive coefficients, that is, solving \( \min_{d \in \text{cone}(V - \xi_t)} \| -\nabla f(\xi_t) - d \|_2^2 \) in each iteration. Figure 3 is an example; \( -\nabla f(\xi_t) \) is approximated by \( d_2 \), which is the linear combination of the two vertex directions. This helps avoid zig-zagging trajectories. For the constrained convex optimization problems in Euclidean space, the proposed algorithms improve convergence speeds with respect to the number of iterations and computation time.
3.1 New kernel herding algorithms

In this section, we present the improved version of the kernel herding algorithm, given in Algorithm 4. The algorithm approximates the negative gradient $-\nabla_{\nu} F(\nu_t) = \mu_K - \nu_t$ by $g_t$, which is a component of $\text{cone}(V - \nu_t)$, and updates $\nu_t$ with $\nu_{t+1} = \nu_t + \gamma_t g_t$. This concept has already been used to improve the Frank-Wolfe method in Combettes and Pokutta (2020). The aim of this study was to derive quadrature rules with sparse nodes by Algorithm 4. This is the main difference from Combettes and Pokutta (2020), which did not consider the sparsity of solutions. To derive sparse solutions, the algorithm for the approximation of negative gradients (line 2 of Algorithm 4) is important. In this study, we use the approximation algorithms Algorithm 5 or Algorithm 6. In subsubsection 3.1.1, we discuss Algorithm 4, which uses Algorithm 5. The algorithm is a natural extension of the improved Frank-Wolfe method proposed in Combettes and Pokutta (2020). In subsubsection 3.1.2, we improve the algorithm of subsubsection 3.1.1. This algorithm mainly involves the maximization of $\cos \theta_t$, where $\theta_t$ is the angle between the negative gradient $-\nabla_{\nu} F(\nu_t)$ and approximate gradient.
**Algorithm 4** Accelerated kernel herding algorithm

**Input:** Input point \( \nu_1 \in V \)

**Output:** \( \nu_T \in M \)

1: for \( t = 1 \) to \( T - 1 \) do
2: derive the approximate gradient \( g_t \in \text{cone}(V - \nu_t) \) using Algorithm 5 or Algorithm 6
3: determine the step size \( \gamma_t \in (0, 1) \) by line search
4: \( \nu_{t+1} \leftarrow \nu_t + \gamma_t g_t \)
5: end for
6: return \( \nu_T \)

**Algorithm 5** Positive matching pursuit

**Input:** Input \( \nu_t \in M \), \( d_0 = 0 \), maximum number of rounds \( K_{\max} \in \mathbb{N} \), truncation parameter \( \delta < 1 \), and \( \Lambda_t = 0 \).

**Output:** approximate direction \( g_t \)

1: for \( k = 0 \) to \( K_{\max} - 1 \) do
2: \( r_k \leftarrow - (\nu_t - \mu_K) - d_k \)
3: \( v_k \leftarrow \arg\max_{v \in V} \langle r_k, v \rangle_K \)
4: \( u_k \leftarrow \arg\max_{u \in \{v_k - \nu_t, -d_k/\|d_k\|_K\}} \langle r_k, u \rangle_K \) (if \( k = 0 \), \( \langle r_k, -d_k/\|d_k\|_K \rangle_K := -\infty \))
5: \( d'_k = d_k + \langle r_k, u_k \rangle_K u_k \) (\( \lambda_k := \langle r_k, u_k \rangle_K \|u_k\|_K \))
6: if align\((- (\nu_t - \mu_K), d'_k) - \text{align}(- (\nu_t - \mu_K), d_k) > \delta \) then
7: \( d_{k+1} \leftarrow d'_k \)
8: \( \Lambda_t \leftarrow \begin{cases} \Lambda_t + \lambda_k \ (\text{if } u_k = v_k - \nu_t) \\ \Lambda_t(1 - \lambda_k/\|d_k\|_K) \ (\text{if } u_k = -d_k/\|d_k\|_K) \end{cases} \)
9: else
10: break
11: end if
12: end for
13: \( K_t \leftarrow k \)
14: return \( g_t := d_k/\Lambda_t \)
Algorithm 6 Greedy maximization of $\cos \theta_t$

**Input:** Input $\nu_t \in M$, maximum number of rounds $K_{\text{max}} \in \mathbb{N}$, and truncation parameter $\delta \geq 0$.

**Output:** approximate direction $g_t$

1. $d_1 \leftarrow \arg\max_{v \in V - \nu_t} \langle (\nu_t - \mu_K), v \rangle_K \|v\|_K \|\nu_t - \mu_K\|_K$
2. $\Lambda_t \leftarrow 1$
3. for $k = 1$ to $K_{\text{max}} - 1$ do
   4. $c_k, v_k \leftarrow \arg\max_{c \geq 0, v \in \nu_t} \langle -(\nu_t - \mu_K), d_k + cv \rangle_K \|\mu_K - \nu_t\|_K \|d_k + cv\|_K$
5. $d'_k = d_k + c_kv_k$
6. if align($-(\nu_t - \mu_K), d_k$), align($-(\nu_t - \mu_K), d'_k$) $\geq \delta$ then
5. $d_{k+1} \leftarrow d'_k$
7. $\Lambda_t \leftarrow \Lambda_t + c_k$
8. else
9. break
10. end if
11. end for
12. $K_t \leftarrow k$
13. return $g_t := d_k / \Lambda_t$

3.1.1 Positive matching pursuit

We define align($f_1, f_2$) for $f_1, f_2 \in \mathcal{H}_K(\Omega)$ as follows: for $f_1, f_2 \neq 0$, align($f_1, f_2$) := $\langle f_1, f_2 \rangle_K / \|f_1\|_K \|f_2\|_K$; otherwise, align($f_1, f_2$) = $-1$.

In the following, we discuss Algorithm 4, which uses positive matching pursuit (Algorithm 5). The positive matching pursuit algorithm was introduced in Locatello et al. (2017). This can be used as a greedy approximation algorithm for an element in an inner product space. The target is approximated by a positive linear combination of elements in a cone. On line 4, the backward direction $-d_k / \|d_k\|_K$ may sometimes be selected as a modifier of the approximate direction. In addition, on line 6, we check whether the updated direction increases $\cos \theta_t$, where $\theta_t$ is the angle between the approximate direction and $-\nabla_{\nu} F(\nu_t)$. If the increase is smaller than $\delta$, the iteration is stopped. In general, $\cos \theta_t$ does not increase monotonically. Therefore, $\delta$ can take negative values.

In Combettes and Pokutta (2020), $K_{\text{max}}$ was taken as a significantly large number, and only the convergence speed with respect to $T$ was considered. However, in this study, the total number of iterations must be managed, including $\sum_{t=1}^T K_t$, which is an upper bound of the total number of nodes generated by kernel herding. This is the main difference between this work and Combettes and Pokutta (2020). If $K_{\text{max}}$ is too large, the negative gradient $-\nabla_{\nu} F(\nu_t)$ is approximated well, but the convergence speed for a given number of nodes may be slow. Conversely, if $K_{\text{max}}$ is too small, $g_t$ cannot approximate $-\nabla_{\nu} F(\nu_t)$ sufficiently; thus, the convergence speed may not differ from that of ordinary kernel herding. Therefore, $K_{\text{max}}$ should be selected carefully.
In this subsection, we theoretically analyze Algorithm 4 that implements Algorithm 5. Some results from Combettes and Pokutta (2020) can be referred to; however, Combettes and Pokutta (2020) only considers the Frank-Wolfe method in Euclidean space.

Let us introduce some notations. For \( a,b \in \mathbb{Z} \), we denote \( \{ i \in \mathbb{Z} \mid a \leq i \leq b \} \) by \([a,b]\). In addition, we define \( \epsilon_t := \frac{1}{2} \| \mu_K - v_t \|^2_K \). This is the square of the worst-case error at the \( t \)-th iteration.

First, we confirm that the algorithm works as required following a similar argument to that of Proposition 3.1 in Combettes and Pokutta (2020).

**Proposition 2** Let \( t \in [1,T-1] \) and \( v_t \in M \). Then, 
(i) \( d_1 \) is well-defined and \( K_t \geq 1 \), 
(ii) \( \lambda_0, \ldots, \lambda_{K_t-1} \geq 0 \), 
(iii) for \( k \in [0,K_t] \), \( d_k \in \text{cone}(M - v_t) \), 
(iv) \( v_t + g_t \in M \) and \( v_{t+1} \in M \), 
and (v) \( \langle - (v_t - \mu_K), g_t \rangle \geq \langle - (v_t - \mu_K), v_0 - v_t \rangle + (K_t-1) \delta \), where \( v_0 \in \text{argmax}_{v \in M} \langle -(v_t - \mu_K), v \rangle \).

In addition, align(- (\( v_t - \mu_K \)), \( v_0 - v_t \)) \( \geq 0 \).

**Proof** (i) By definition, \( \langle r_0, d_0 \rangle = -1 \). In addition, because \( v_0 \in \text{argmax}_{v \in M} \langle r_0, v \rangle_K \) and \( v_t \in M \), the following holds true:

\[
\langle r_0, v_0 - v_t \rangle_K = \langle r_0, v_0 \rangle_K - \langle r_0, v_t \rangle_K \geq 0. 
\] (3.1)

Therefore, \( u_0 = v_0 - v_t \) and align(\( r_0, d_0 \)) - align(\( r_0, d_0 \)) \( \geq 1 > \delta \) are valid. Thus, \( K_t \geq 1 \).

(ii) Let \( k \in [0,K_t-1] \). Because \( v_k \in \text{argmax}_{v \in M} \langle r_k, v \rangle_K \) and \( v_t \in M \),

\[
\langle r_k, v_k - v_t \rangle_K = \max_{v \in M} \langle r_k, v \rangle_K - \langle r_k, v_t \rangle_K \geq 0.
\]

On line 4 of Algorithm 5,

\[
\langle r_k, u_k \rangle_K \geq \langle r_k, v_k - v_t \rangle_K \geq 0.
\]

Thus, \( \lambda_k \geq 0 \).

(iii) We prove this by induction:

(a) \( k = 0 \)

\( d_0 = 0 = v_t - v_t \in \text{cone}(M - v_t) \).

(b) We assume there exist \( k \in \mathbb{N} \) and \( d_k \in \text{cone}(M - v_t) \).

If \( u_k = v_k - v_t \), because \( u_k \in M - v_t \) and \( \lambda_k \geq 0 \),

\[
d_{k+1} = d_k + \lambda_k (v_k - v_t) \in \text{cone}(M - v_t).
\]

Consider \( u_k = -\frac{d_k}{\|d_k\|_K} \). Because \( d_{k+1} = (1 - \frac{\lambda_k}{\|d_k\|_K})d_k \), we must prove that \( (1 - \frac{\lambda_k}{\|d_k\|_K}) \geq 0 \).

It suffices to show that \( (1 - \frac{\lambda_k}{\|d_k\|_K}) \geq \frac{1}{2} \). By simple calculation,

\[
1 - \frac{\lambda_k}{\|d_k\|_K} \geq \frac{1}{2} \iff \frac{\lambda_k}{\|d_k\|_K} \geq \frac{\langle r_k, -d_k/\|d_k\|_K \rangle_K}{\|d_k\|_K} \iff \frac{\|d_k\|_K^2}{2} \geq \langle r_k, -d_k \rangle.
\]
Thus, it suffices to show that $\|d_k\|^2 \geq \langle r_k, -d_k \rangle$. The following inequality is valid for any $k' \in \mathbb{N}$:

$$
\|r_{k+1}\|_K^2 = \|-(\nu_t - \mu_K) - d_{k+1}\|_K^2
= \|-(\nu_t - \mu_K) - (d_k' + \lambda_{k'}u_k')\|_K^2
= \|r_{k'} - \lambda_{k'}u_k'\|_K^2
= \|r_{k'}\|_K^2 - 2\lambda_{k'}\langle r_{k'}, u_{k'} \rangle_K + \lambda_{k'}^2\|u_{k'}\|_K^2
= \|r_{k'}\|_K^2 - \frac{\langle r_{k'}, u_{k'} \rangle_K^2}{\|u_{k'}\|_K^2}
\leq \|r_{k'}\|_K^2.
$$

Note that we used $\lambda_{k'} = \frac{\langle r_{k'}, u_{k'} \rangle_K}{\|u_{k'}\|^2}$. Therefore,

$$
\|r_{k}\|_K^2 \leq \|r_0\|_K^2.
$$

Because $d_0 = 0$, by (3.2), it is evident that

$$
\|-(\nu_t - \mu_K)\|_K^2 \geq \|-(\nu_t - \mu_K) - d_k\|_K^2 = \|\nu_t - \mu_K\|_K^2 + 2\langle \nu_t - \mu_K, d_k \rangle_K + \|d_k\|_K^2
\Leftrightarrow \langle \nu_t - \mu_K, d_k \rangle_K \leq -\frac{\|d_k\|_K^2}{2}.
$$

Using this,

$$
\langle r_k, -d_k \rangle_K = \langle -(\nu_t - \mu_K) - d_k, -d_k \rangle_K
= \langle \nu_t - \mu_K, d_k \rangle_K + \|d_k\|_K^2
\leq \frac{\|d_k\|_K^2}{2}.
$$

Therefore, $d_{k+1} \in \text{cone}(M - \nu_t)$.

(iv) By (iii), $d_K \in \text{cone}(M - \nu_t)$. In addition, from the algorithm and (ii), it is evident that $g_t \in M - \nu_t$. Therefore, $\nu_t + g_t \in M$ and

$$
\nu_{t+1} = \nu_t + \gamma_t g_t = (1 - \gamma_t)\nu_t + \gamma_t(\nu_t + g_t) \in M.
$$

(v) By (3.1), $\langle -(\nu_t - \mu_K), v_0 - \nu_t \rangle \geq 0$. In addition, by $g_t = d_{K_t}/\Lambda_t$ and line 6 of Algorithm 5, the following holds true:

$$
\text{align}(-(\nu_t - \mu_K), g_t) = \text{align}(-(\nu_t - \mu_K), d_{K_t})
\geq \text{align}(-(\nu_t - \mu_K), d_{K_t-1}) + \delta
\geq \text{align}(-(\nu_t - \mu_K), d_1) + (K_t - 1)\delta
= \text{align}(-(\nu_t - \mu_K), v_0 - \nu_t) + (K_t - 1)\delta.
$$
By Proposition 2, we can ensure that the output of the algorithm \( \nu_t \) can be written as the convex combination of kernel functions \( \{ K(x_i, \cdot) \}^{n}_{i=1} \). Therefore, Algorithm 4 outputs a stable quadrature formula whose weights are positive and sum to 1.

Define \( \cos \theta_t := \frac{\langle \nu_t - \mu_K, g_t \rangle_K}{\|g_t\|^2_K} \). We remark on the step size \( \gamma_t \); it can be easily confirmed that \( \arg\min_{\gamma \in \mathbb{R}} \| \nu_t + \gamma g_t - \mu_K \|_K^2 = \frac{\langle (\nu_t - \mu_K), g_t \rangle_K}{\|g_t\|^2_K} \) since \( \| \nu_t + \gamma g_t - \mu_K \|_K^2 \) is a quadratic function of \( \gamma_t \) and it holds that

\[
\gamma_t = \arg\min_{0 \leq \gamma \leq 1} \| \nu_t + \gamma g_t - \mu_K \|_K^2 = \min \left\{ \frac{\langle (\nu_t - \mu_K), g_t \rangle_K}{\|g_t\|^2_K}, 1 \right\}
\]

for each \( t \in [1, T - 1] \).

The following proposition shows that the convergence speed of the worst-case error is influenced by \( \cos \theta_t \).

**Proposition 3** Let \( A_t := \{ i \in [1, t - 1] \mid \gamma_i \neq 1 \} \). Then, for all \( t \in [1, T] \), it is valid that

\[
\epsilon_t \leq \epsilon_1 \prod_{i \in A_t} (1 - \cos^2 \theta_i).
\]

In particular, if \( \gamma_i < 1 \) for each \( i \in [1, t - 1] \), \( \epsilon_t = \epsilon_1 \prod_{1 \leq i \leq t - 1} (1 - \cos^2 \theta_i) \).

**Proof** For each \( i \in [1, t - 1] \), because \( 0 \leq \gamma_i \leq 1 \), the following is valid:

\[
\frac{1}{2} \| \mu_K - \nu_{i+1} \|_K^2 = \frac{1}{2} \| \mu_K - (\nu_i + \gamma_i g_i) \|_K^2 \leq \frac{1}{2} \| \mu_K - \nu_i \|_K^2. \tag{3.3}
\]

If \( \gamma_i \neq 1 \), \( \gamma_i = \frac{\langle (\nu_i - \mu_K), g_i \rangle_K}{\|g_i\|^2_K} \). Using this and the definition of \( \cos \theta_t \),

\[
\frac{1}{2} \| \mu_K - \nu_{i+1} \|_K^2 = \frac{1}{2} \| \mu_K - (\nu_i + \gamma_i g_i) \|_K^2 \\
= \frac{1}{2} \| \mu_K - \nu_i \|_K^2 + \gamma_i (\nu_i - \mu_K, g_i)_K + \frac{1}{2} \gamma_i^2 \| g_i \|_K^2 \\
= \frac{1}{2} \| \mu_K - \nu_i \|_K^2 - \gamma_i \cos \theta_i \| \nu_i - \mu_K \|_K \| g_i \|_K + \frac{1}{2} \gamma_i^2 \| g_i \|_K^2 \\
= \frac{1}{2} \| \mu_K - \nu_i \|_K^2 - \cos^2 \theta_i \frac{\| \nu_i - \mu_K \|_K^2}{2} \\
= \left( 1 - \cos^2 \theta_i \right) \frac{1}{2} \| \mu_K - \nu_i \|_K^2. \tag{3.4}
\]

Using (3.3) and (3.4), we obtain the desired result.

In the numerical experiments, which are described later, we had \( \gamma_i < 1 \) most of the time; thus, the convergence speed of the worst-case error is directly determined by \( \cos \theta_t \). We note that if \( K_{\text{max}} \) is bounded and \( \delta > 0 \), the \( O(1/t) \) convergence of \( \| \mu_K - \nu_t \|_K^2 \) is guaranteed by Proposition 3. This can be easily confirmed by following the convergence argument of the Frank-Wolfe algorithm for \( L \)-smooth functions (see, e.g., Jaggi (2013)).
To consider the convergence of the worst-case error for a given number of nodes, we use Proposition 3. It is evident that the convergence speed is directly influenced by $\cos \theta_t$. Therefore, we analyze the behavior of $\cos \theta_t$. First, we state the convergence speed of positive matching pursuit.

We prove the following proposition on the convergence speed of positive matching pursuit. To discuss the approximation of Algorithm 5, we consider the case $\delta = -\infty$, i.e., we do not consider the truncation on line 6 in Algorithm 5. Proposition 4 below states the convergence speed of the positive matching pursuit algorithm at the $t$-th iteration. The procedure of the proof is similar to that in Locatello et al. (2017).

**Proposition 4** Let $\delta = -\infty$. If we solve $\min_{d_k \in \text{cone}(V - \nu_t)} \| -(\nu_t - \mu_K) - d_k \|^2_K$ by positive matching pursuit,

$$\| -(\nu_t - \mu_K) - d_k \|^2_K \leq \frac{\| \nu_t - \mu_K \|^2_K}{1 + C \| \nu_t - \mu_K \|^2_K},$$

holds true, where $C$ is a positive constant.

For preparation, we use the following lemma.

**Lemma 5** (Polyak (1987); Beck and Teboulle (2004)) Let $\{a_k\}_{k=0}^m$ be a nonnegative sequence of real numbers. If $\{a_k\}_{k=0}^m$ satisfies $a_{k+1} \leq a_k - \gamma a_k^2$ $(k = 0, \ldots, m - 1)$ for $\gamma > 0$,

$$a_m \leq \frac{a_0}{1 + m\gamma a_0}.$$

Using the above lemma, we prove Proposition 4.

**Proof** (Proposition 4) Define $\eta_k = \| -(\nu_t - \mu_K) - d_k \|^2_K$. First, the following equality holds true:

$$\| -(\nu_t - \mu_K) - d_{k+1} \|^2_K = \| -(\nu_t - \mu_K) - d_k \|^2_K + 2 \langle d_k + \nu_t - \mu_K, d_{k+1} - d_k \rangle_K + \| d_{k+1} - d_k \|^2_K. \tag{3.5}$$

Here, we divide into cases, as for $u_k \leftarrow \arg\max_u \{v_k - \nu_t, -d_k / \| d_k \|_K \} \langle r_k, u \rangle_K$ in Algorithm 5:

(A) $u_k = v_k - \nu_t$

The following is evidently valid: $\langle \mu_K - \nu_t - d_k, v_k - \nu_t \rangle_K \geq \langle \mu_K - \nu_t - d_k, -d_k / \| d_k \|_K \rangle_K$.

In addition,

$$\langle \mu_K - \nu_t - d_k, v_k - \nu_t \rangle_K = \max_{v \in M} \langle \mu_K - \nu_t - d_k, v - \nu_t \rangle_K \geq \langle \mu_K - \nu_t - d_k, \mu_K - \nu_t \rangle_K.$$

Therefore,

$$\langle \mu_K - \nu_t - d_k, (\| d_k \|_K + 1)(v_k - \nu_t) \rangle_K \geq \langle \mu_K - \nu_t - d_k, -d_k \rangle_K + \langle \mu_K - \nu_t - d_k, \mu_K - \nu_t \rangle_K \geq \| \mu_K - \nu_t - d_k \|^2_K = \eta_k.$$

Note that this inequality also holds true for $k = 0$. By the algorithm, $d_{k+1} = d_k + \frac{\langle \mu_K - \nu_t - d_k, v_k - \nu_t \rangle_K}{\| v_k - \nu_t \|_K} (v_k - \nu_t)$. By substituting this into (3.5), the following holds true:

$$\eta_{k+1} = \eta_k - \frac{(d_k + \nu_t - \mu_K, v_k - \nu_t)^2_K}{\| v_k - \nu_t \|^2_K} \leq \eta_k - \frac{\eta_k^2}{\| v_k - \nu_t \|^2_K (\| d_k \|_K + 1)^2}.$$
(B) \( u_k = -d_k / \|d_k\|_K \)

By the assumption, it holds that
\[
\langle d_k + \nu_t - \mu_K, -\frac{d_k}{\|d_k\|_K} \rangle_K \leq \langle d_k + \nu_t - \mu_K, \nu_t - \nu_t \rangle_K
= \arg \min_{\nu \in M} \langle d_k + \nu_t - \mu_K, \nu - \nu_t \rangle_K
\leq \langle d_k + \nu_t - \mu_K, \mu_K - \nu_t \rangle_K.
\]

Therefore,
\[
\langle d_k + \nu_t - \mu_K, -\frac{d_k}{\|d_k\|_K} \rangle_K \leq \langle d_k + \nu_t - \mu_K, \mu_K - \nu_t - d_k \rangle_K = -\eta_k \leq 0
\]
\[
\Rightarrow \left( d_k + \nu_t - \mu_K, -\frac{d_k}{\|d_k\|_K} \right)^2_K \geq \frac{\eta_k^2}{\|d_k\|_K + 1}^2.
\]

By substituting \( d_{k+1} = d_k + \langle \mu_K - \nu_t - d_k, -\frac{d_k}{\|d_k\|_K} \rangle_K ( -\frac{d_k}{\|d_k\|_K} ) \) into (3.5) and using (3.6), we have
\[
\eta_{k+1} \leq \eta_k - \frac{\eta_k^2}{\|d_k\|_K + 1}.
\]

From, (A), (B), the following is valid:
\[
\eta_{k+1} \leq \eta_k - C \eta_k^2,
\]
where \( \sup_k (\|d_k\|_K + 1)^2 = C_1 \), \( \max \{ 1, \sup_{v \in M} \|v - \nu_t\|_K^2 \} = C_2 \) and \( C_1 C_2 = \frac{1}{C} \). By applying Lemma 5 to this,
\[
\eta_k \leq \frac{\eta_0}{1 + C \eta_0 k}.
\]

Remark 6 Note that the constants \( C_1 \) and \( C_2 \) in the proof of Proposition 4 are bounded regardless of \( k \). We first explain \( C_1 = \sup_k (\|d_k\|_K + 1)^2 \). By the aforementioned proof, \( \|d_k - (\mu_K - \nu_t)\|_K \) decreases monotonically. Therefore, the following holds true:
\[
C_1 \leq (1 + \|d_k - (\mu_K - \nu_t)\|_K + \|\mu_K - \nu_t\|_K)^2
\leq (1 + \|d_0 - (\mu_K - \nu_t)\|_K + \|\mu_K - \nu_t\|_K)^2
= (1 + 2\|\mu_K - \nu_t\|_K)^2.
\]

The value \( \|\mu_K - \nu_t\|_K^2 \) is bounded because
\[
\|\mu_K - \nu_t\|_K^2 = \int_\Omega \int_\Omega K(\nu, y)(\mu - \nu_t)(d\nu)(\mu - \nu_t)(d\nu)
\leq \int_\Omega \int_\Omega K(\nu, y)(d\nu)\|\mu - \nu_t\|(d\nu)
\leq \int_\Omega \|K\|_\infty \|\mu - \nu_t\|(d\nu)
\leq 2\|K\|_\infty.
\]
Note that in the above calculation, by abuse of notation, we consider \( \nu_t \) as the discrete measure. In the same manner, the boundedness of \( C_2 \) can be proved.

We define \( \cos \theta_{t,k} := \frac{-(\nu_t - \mu_K) \cdot d_k}{\|\mu_K - \nu_t\|_K \|d_k\|_K} \). Using Proposition 4, we can derive the lower bound of \( \cos \theta_{t,k} \).

**Corollary 7** For the same condition as Proposition 4,

\[
\cos \theta_{t,k} \geq 1 - \frac{1}{2} \cdot \frac{\|\mu_K - \nu_t\|_K}{\|d_k\|_K} \cdot \frac{C_2}{1 + C k\|\mu_K - \nu_t\|_K^2}.
\]

holds true, where \( C \) is a positive constant.

**Proof** By simple calculation,

\[
\|(\mu_K - \nu_t) - d_k\|_K^2 = \|\mu_K - \nu_t\|_K^2 + \|d_k\|_K^2 - 2 \langle \mu_K - \nu_t, d_k \rangle_K
\]

\[\Leftrightarrow \cos \theta_{t,k} = 1 - \frac{1}{2} \frac{\|\mu_K - \nu_t\|_K}{\|d_k\|_K} + \frac{1}{2} \frac{\|d_k\|_K}{\|\mu_K - \nu_t\|_K} - \frac{\|\mu_K - \nu_t\|_K}{\|d_k\|_K} \frac{2}{\|\mu_K - \nu_t\|_K} \cdot \frac{\|\mu_K - \nu_t\|_K}{\|d_k\|_K}.
\]

Using \( \frac{1}{2} \frac{\|\mu_K - \nu_t\|_K}{\|d_k\|_K} + \frac{1}{2} \frac{\|d_k\|_K}{\|\mu_K - \nu_t\|_K} \geq 1 \),

\[
\cos \theta_{t,k} \geq 1 - \frac{\|\mu_K - \nu_t\|_K}{2\|d_k\|_K} \frac{\|d_k\|_K}{\|\mu_K - \nu_t\|_K}.
\]

In addition, by applying Proposition 4. \( \cos \theta_{t,k} \geq 1 - \frac{1}{2} \cdot \frac{\|\mu_K - \nu_t\|_K}{\|d_k\|_K} \cdot \frac{C_2}{1 + C k\|\mu_K - \nu_t\|_K^2}. \)

By applying a triangle inequality, we have \( \frac{\|\mu_K - \nu_t\|_K}{\|d_k\|_K} \leq \frac{1}{\sqrt{1 + C k\|\mu_K - \nu_t\|_K^2}} \). Using this inequality, we have \( \cos \theta_{t,k} \geq 1 - \frac{1}{2} \cdot \frac{1}{\sqrt{1 + C k\|\mu_K - \nu_t\|_K^2}} \). From this inequality, it can be observed that as \( \epsilon_t \) decreases, the growth of the lower bound of \( k \) becomes slower because \( k \) is multiplied by \( \epsilon_t \). Because Corollary 7 only yields a lower bound, we cannot conclude that it is difficult to increase \( \cos \theta_t \) as \( \|\mu_K - \nu_t\|_K \) decreases; however, this gives some insight into the convergence speed. As the worst-case error decreases, more points are required to approximate the direction of \( -(\nu_t - \mu_K) \). In the experiment, it became difficult to increase \( \cos \theta_t \) as \( \|\mu_K - \nu_t\|_K \) decreased. Considering this property, we propose a method that directly maximizes \( \cos \theta_t \).

### 3.1.2 Greedy maximization of \( \cos \theta_t \) method

Proposition 3 suggests that \( \cos \theta_t \) is directly related to the convergence speed of the worst-case error \( \|\mu_K - \nu_t\|_K \). Then, if we can maximize \( \cos \theta_t \) effectively, we can expect faster convergence. We propose an improved kernel herding algorithm that uses the greedy maximizing method of \( \cos \theta_t \) instead of positive matching pursuit. The algorithm is Algorithm 6. In this algorithm, we greedily add \( c(K(\cdot, y) - \nu_t) \) to the present descent direction \( d_k \) to maximize \( \cos \theta_{t,k+1} \). We note that Propositions 2 and 3 also hold true if we use Algorithm 6 instead of Algorithm 5 for the approximation of the negative gradient \( \mu_K - \nu_t \). For Proposition 2, because \( c_k \geq 0 \),
it can be ensured that the coefficients of $v_k$ are non-negative. Thus, we can confirm the properties in Proposition 2 by following the same argument. In addition, for the proof of Proposition 3, we only use the properties of Algorithm 4 and the truncation by $\delta$. Therefore, they are also applicable to Algorithm 6. We state this in the form of a theorem as follows.

**Theorem 8** Propositions 2 and 3 hold true if we apply Algorithm 6 instead of Algorithm 5 to Algorithm 4.

However, it is not evident that the optimization on line 4 of Algorithm 6 has a solution with $c > 0$. In addition, the optimization procedure on line 4 is unclear. In the following argument, we discuss these problems.

Note that we assume $\cos \theta_{t,k} = \frac{\langle -(\nu_t - \mu_K), d_k + c v \rangle_K}{\|\mu_K - \nu_t\|_K \|d_k + c v\|_K} < 1$ and $\nu_t \neq \mu_K$ for simplicity.

We consider the case $\nu_t \in V - \nu_t$, where $\mu_K - \nu_t \neq 0$. Then, for $c > 0$, the optimization procedure on line 4 is unclear. In the following argument, we discuss these problems.

We remark that $\nu_t \in V - \nu_t$, where $\mu_K - \nu_t \neq 0$. Then, for $c > 0$, the optimization procedure on line 4 is unclear. In the following argument, we discuss these problems.

We consider the case $\nu_t \in V - \nu_t$, where $\mu_K - \nu_t \neq 0$. Then, for $c > 0$, the optimization procedure on line 4 is unclear. In the following argument, we discuss these problems.

We consider the case $\nu_t \in V - \nu_t$, where $\mu_K - \nu_t \neq 0$. Then, for $c > 0$, the optimization procedure on line 4 is unclear. In the following argument, we discuss these problems.
Because \( g(0, y) = q_y > 0 \), \( \lim_{c \to -\infty} g(c, y) = -\frac{P}{\sqrt{q}} > 0 \), and \( \lim_{c \to \infty} g(c, y) = \frac{P}{\sqrt{q}} < 0 \), 
\[
\text{argmax}_{c \geq 0} g(c, y) \text{ is } c = 0 \text{ or } c = \frac{q^3 - P^3}{p^3 - q^3}.
\]
(ii) \( p \geq 0 \)
Because \( g(0, y) = q_y > 0 \), \( \lim_{c \to -\infty} g(c, y) = -\frac{P}{\sqrt{q}} \leq 0 \), and \( \lim_{c \to \infty} g(c, y) = \frac{P}{\sqrt{q}} \geq 0 \), 
\[
\text{argmax}_{c \geq 0} g(c, y) \text{ is } c = 0 \text{ or } c = \frac{q^3 - P^3}{p^3 - q^3}.
\]
We show that the following never holds true: \( \text{argmax}_{c \geq 0} g(c, y) = \infty \), \( g(\infty, y) > g(0, y) \), that is,
\[
\frac{\langle (\nu_t - \mu_K), K(\cdot, y) - \nu_t \rangle_K}{\|\mu_K - \nu_t\|_K \|K(\cdot, y) - \nu_t\|_K} > \frac{\langle (\nu_t - \mu_K), d_k \rangle_K}{\|\mu_K - \nu_t\|_K \|d_k\|_K}.
\]
In addition, because \( \frac{\langle (\nu_t - \mu_K), d_k \rangle_K}{\|\mu_K - \nu_t\|_K \|d_k\|_K} \) monotonically increases,
\[
\frac{\langle (\nu_t - \mu_K), K(\cdot, y) - \nu_t \rangle_K}{\|\mu_K - \nu_t\|_K \|K(\cdot, y) - \nu_t\|_K} > \frac{\langle (\nu_t - \mu_K), d_1 \rangle_K}{\|\mu_K - \nu_t\|_K \|d_1\|_K}.
\]
This is a contradiction because \( d_1 = \text{argmax}_{v \in V - \nu_t} \frac{\langle (\nu_t - \mu_K), v \rangle_K}{\|\mu_K - \nu_t\|_K \|v\|_K} \). Thus, \( \text{argmax}_{c \geq 0} g(c, y) \) 
\( c = 0 \) or \( c = \frac{q^3 - P^3}{p^3 - q^3} \).

If \( p^3 - q^3 = 0 \), \( g(c, y) \) is monotonically decreasing or increasing. Thus, \( g(c, y) \) takes its 
maximum at \( c = 0 \) or \( c = \infty \). However, by the above argument, it is evident that \( g(c, y) \) 
never takes its maximum at \( c = \infty \). Thus, it takes its maximum at \( c = 0 \).

**Remark 10** We give some remarks on the proof of Proposition 9.

(i) When \( p < 0 \), if \( g(c, y) \) takes the minimum value at \( \frac{q^3 - P^3}{p^3 - q^3} \), the minimum value is 
negative. Therefore, if \( \frac{q^3 - P^3}{p^3 - q^3} > 0 \), we can distinguish if the extreme point is the 
maximum or minimum by the sign.

(ii) When \( p \geq 0 \), if \( \frac{q^3 - P^3}{p^3 - q^3} \geq 0 \), this is the maximum point. If \( \frac{q^3 - P^3}{p^3 - q^3} \geq 0 \) and this is the 
minimum value, \( g(c, y) < 0 \) for \( c < 0 \). This is a contradiction because \( g(0, y) > 0 \).

Here, we observe Algorithm 6 from another perspective to help with the analysis of the 
later results.

Let \( d_k \) be the \( k \)-th approximate direction constructed in Algorithm 6. We define \( P(d) \) for 
\( d \in H_K \) as the orthogonal projection of \( -(\nu_t - \mu_K) \) to the line \( \{\alpha d \mid \alpha \in \mathbb{R}\} \). We note that 
if we replace \( d_k \) with \( \alpha d_k (\alpha > 0) \) on line 4 of Algorithm 6, \( d_{k+1} \) can be written as \( \alpha d_{k+1} \). 
This is obvious because \( \frac{\langle (\nu_t - \mu_K), d_k + cv \rangle_K}{\|\mu_K - \nu_t\|_K \|d_k + cv\|_K} = \frac{\langle (\nu_t - \mu_K), ad_k + \alpha cv \rangle_K}{\|\mu_K - \nu_t\|_K \|ad_k + \alpha cv\|_K} \). Therefore, even if we use 
\( P(d_k) \) instead of \( d_k \) in each iteration, the output \( q_t \) does not differ from that of the original 
algorithm. In addition, because \( \cos \theta_{t,k} = \frac{\|-(\nu_t - \mu_K)\|_K^2 - \|-(\nu_t - \mu_K) - P(d_k)\|_K^2}{\|-(\nu_t - \mu_K)\|_K^2} \), Algorithm 6 
can be interpreted as the greedy minimization of \( \|-(\nu_t - \mu_K) - P(d_k)\|_K \). Therefore, we 
can reinterpret the update of Algorithm 6 as follows:

(1) \( c_k, v_k \leftarrow \arg\min_{c \geq 0, v \in V - \nu_t} \|-(\nu_t - \mu_K) - P(d_k + cv)\|_K \).

(2) \( d_{k+1} = P(d_k + c_k v_k) \).
Now, we consider if there exists $y$ such that the function $g(c, y)$ takes its maximum at $c = \frac{q_3 - p_3}{p_3 - q_3} > 0$. The following Theorem 11 suggests a positive result.

**Theorem 11** There exist $y \in \Omega$ and $c > 0$ such that $v = K(\cdot, y) - \nu_t$ and $c$ achieve \[ \operatorname{argmax}_{c \geq 0, v \in V - \nu_t} \left\langle (-\nu_t - \mu_K), K(\cdot, y) - \nu_t, P(d_k) \right\rangle_K > 0. \]

**Proof** From Proposition 9, it is sufficient to show that there exists $y \in \Omega$ such that $\frac{\partial g(c, y)}{\partial c}|_{c=0} > 0$; in this case, $g(c, y)$ does not take its maximum at $c = 0$. This can be written as

\[ p_\gamma - q_\beta = \langle -(\nu_t - \mu_K), K(\cdot, y) - \nu_t \rangle_K \|d_k\|^2_K - \langle K(\cdot, y) - \nu_t, d_k \rangle_K \langle -(\nu_t - \mu_K), d_k \rangle_K > 0. \]

By the aforementioned argument, we can replace $d_k$ with $P(d_k)$, and it suffices to show that there exists $y \in \Omega$ such that the following inequality holds:

\[ \langle -(\nu_t - \mu_K), K(\cdot, y) - \nu_t \rangle_K \|P(d_k)\|^2_K - \langle K(\cdot, y) - \nu_t, P(d_k) \rangle_K \langle -(\nu_t - \mu_K), P(d_k) \rangle_K > 0. \]

(3.7)

Because $P(d_k)$ is orthogonal to $-(\nu_t - \mu_K) - P(d_k)$, it holds that $\|P(d_k)\|^2_K = -(\nu_t - \mu_K), P(d_k)\rangle_K$.

By substituting this into (3.7), we only need to show that there exists $y \in \Omega$ such that

\[ \langle -(\nu_t - \mu_K) - P(d_k), K(\cdot, y) - \nu_t \rangle_K > 0. \]

By using the property of orthogonal projection, we have $\|-(\nu_t - \mu_K)\|^2_K > \langle -(\nu_t - \mu_K), P(d_k) \rangle_K$ and

\[ \langle -(\nu_t - \mu_K) - P(d_k), -(\nu_t - \mu_K) \rangle_K > 0. \]

Because $\mu_K \in \overline{\text{conv}(M)}$, we have

\[ \max_{y \in \Omega} \langle -(\nu_t - \mu_K) - P(d_k), K(\cdot, y) - \nu_t \rangle_K \geq \langle -(\nu_t - \mu_K) - P(d_k), \mu_K - \nu_t \rangle_K > 0. \]

This completes the proof. $\blacksquare$

By Theorem 11, we can ensure that $\cos \theta_{t,k}$ monotonically increases, representing the significant difference between this and Algorithm 5. Because we cannot ensure that $\cos \theta_{t,k}$ monotonically increases in Algorithm 5, if we set $\delta > 0$, we cannot control when the iteration stops. Therefore, it is difficult to control the total number of nodes. In contrast, in Algorithm 6 because $\cos \theta_t$ monotonically increases, the maximization of $\cos \theta_t$ is more efficient, and it is easy to estimate the total number of nodes if we set $\delta = 0$.

We describe the concrete optimization procedure of $\arg\max_{c > 0, y \in \Omega} g(c, y)$. It is difficult to solve $\arg\max_{c > 0, y \in \Omega} g(c, y)$ directly using ordinary optimization methods. Therefore, we prepare a sufficient number of candidate points in $\Omega$. This method is also used in kernel herding to maximize $\langle -(\nu_t - \mu_K), v - \nu_t \rangle_K$. We restrict the candidate points to points that satisfy $\frac{q_3 - p_3}{p_3 - q_3} > 0$ and $\frac{q_3 - p_3}{p_3 - q_3}p + q \geq 0$. This is due to Proposition 9 and Remark 10. Then, we select the point that maximizes $g(\frac{q_3 - p_3}{p_3 - q_3}, y)$ from the restricted candidate set. The algorithm can be summarized as follows:

1. Prepare a candidate set of sample points.
2. Restrict the candidate points to those satisfying $\frac{q^2-p^2}{p^2-q^2} > 0$ and $\frac{q^2-p^2}{p^2-q^2}p + q \geq 0$.

3. Select the point $y_k \in \Omega$ that maximizes $g(\frac{q^2-p^2}{p^2-q^2}, y)$ from the restricted candidate set and let $v_k = K(\cdot, y_k) - \nu_t$ and $c = g(\frac{q^2-p^2}{p^2-q^2}, y_k)$, where $\alpha, \beta, \gamma, p, q$ are computed for $y_k$.

**Remark 12** We note that Algorithm 6 is not computationally expensive. Algorithm 6 requires the computation of $p, q, \alpha, \beta, \gamma$ at each iteration along with the inner products and norms. By memorizing the previous values of $p, q, \alpha, \beta, \gamma$, we can reduce the cost of such computation; moreover, the computational complexity of Algorithm 6 is not significantly different from that of ordinary kernel herding. Concretely, the computational cost at each iteration is $O(m + t + k)$, where $m$ is the number of candidate points.

Next, we analyze the convergence speed of Algorithm 6. The following theorem shows that the approximation error between $-(\nu_t - \mu_K)$ and $P(d_k)$, where $d_k$ is constructed in Algorithm 6, converges with $O(1/k)$ speed. This means the direction of $d_k$ converges to $-(\nu_t - \mu_K)$ and it is sufficient because only the $\cos \theta_i$ influences the convergence speed.

**Theorem 13** Let $d_k$ be the $k$-th approximate direction constructed in Algorithm 6 and let $P(d)$ be the orthogonal projection of $-(\nu_t - \mu_K)$ to the line $\{\alpha d \mid \alpha \in \mathbb{R}\}$. Then, it holds that

$$
\|-(\nu_t - \mu_K) - P(d_k)\|_K^2 = O(1/k)
$$

**Proof** At first, we note that $P(d_k) = \alpha d_k$ with $\alpha > 0$ because the inner product between $d_k$ and $-(\nu_t - \mu_K)$ is positive.

We define $\eta_k := \|-(\nu_t - \mu_K) - P(d_k)\|_K^2$. Because we select the optimal vertex $v_k$ and coefficient $c_k$ over $v \in V - \nu_t$ and $c \geq 0$, $\eta_k - \eta_{k+1}$ is larger than in any other algorithm that adds a vertex $v$ to $P(d_k)$ with a positive coefficient. Therefore, by the estimate in the proof of Theorem 4, it holds that

$$
\eta_{k+1} \leq \eta_k - C\eta_k^2,
$$

where $C$ is a positive coefficient. Therefore, we can derive the $O(1/k)$ convergence rate by Lemma 5. \[\blacksquare\]

### 3.2 fully-corrective greedy $\cos$ maximization method

In Algorithm 6, we solve the following optimization problem:

$$
\arg\max_{c \geq 0, v \in V - \nu_t} \langle -(\nu_t - \mu_K), d_k + cv \rangle_K = \arg\max_{c \geq 0, v \in V - \nu_t} \|d_k + cv\|_K \|d_k + cv\|_K.
$$

To obtain a suitably sparse solution, we want to maximize the following quantity:

$$
\frac{\langle -(\nu_t - \mu_K), d_k \rangle_K}{\|d_k\|_K - (\nu_t - \mu_K)\|d_k\|_K},
$$

where $d_k = \sum_{i=1}^k c_k(K(x_i, \cdot) - \mu_K) := \sum_{i=1}^k c_i v_i \in \{c_1, \ldots, c_k \geq 0\}$.
As we mentioned before, the cos maximization method can be interpreted as the minimization of \( \| - (\nu_t - \mu_K) - P(d_k) \|_K \), where \( P(d_k) \) is the orthogonal projection of \( - (\nu_t - \mu_K) \) to the line \( \{ \alpha d_k \mid \alpha \in \mathbb{R} \} \). Therefore, the maximization above can be interpreted as the following minimization problem:

\[
\min_{c_1, \ldots, c_k \geq 0} \left\| - (\nu_t - \mu_K) - P \left( \sum_{i=1}^{k} c_i v_i \right) \right\|_K.
\]

(3.8)

In addition, the minimization problem (3.8) is equivalent to the following problem:

\[
\min_{c_1, \ldots, c_k \geq 0} \left\| - (\nu_t - \mu_K) - \sum_{i=1}^{k} c_i v_i \right\|_K^2.
\]

(3.9)

This is because the solution of (3.9) \( d_k^* \) is exactly the orthogonal projection of \( - (\nu_t - \mu_K) \); otherwise, it contradicts the fact that \( d_k^* \) is the minimizer. This reformulation is effective for tractability because \( \max_{c_1, \ldots, c_k \geq 0} \frac{\langle - (\nu_t - \mu_K), \sum_{i=1}^{k} c_i v_i \rangle_K}{\| \sum_{i=1}^{k} c_i v_i \|_K - \| - (\nu_t - \mu_K) \|_K} \) is not easy to solve, but the optimization problem (3.9) is a constrained convex optimization problem, which can be solved easily.

Therefore, we can construct a variant of Algorithm 6 that optimizes the coefficients \( c_1, \ldots, c_k \) in each iteration so that \( \cos \theta_{t,k} \) is maximized. This corresponds to the fully-corrective algorithm, and we can expect improvement of the approximation of the negative gradient.

We summarize the modified greedy-cos algorithm as follows:

**Algorithm 7** fully-corrective greedy maximization of \( \cos \theta_t 

**Input:** Input \( \nu_t \in M \), maximum number of rounds \( K_{\text{max}} \in \mathbb{N} \), and truncation parameter \( \delta \geq 0 \).

**Output:** approximate direction \( g_t \)

1. \( d_1 \leftarrow \text{argmax}_{v \in V - \nu_t} \frac{\langle - (\nu_t - \mu_K), v \rangle_K}{\| - (\nu_t - \mu_K) \|_K} \)
2. for \( k = 1 \) to \( K_{\text{max}} - 1 \) do
3. \( c_k, v_k \leftarrow \text{argmax}_{c \geq 0, v \in V - \nu_t} \frac{\langle - (\nu_t - \mu_K), d_k + c v \rangle_K}{\| - (\nu_t - \mu_K) \|_K, \| d_k + c v \|_K} \)
4. \( c_1, \ldots, c_k \leftarrow \text{argmax}_{c_1, \ldots, c_k \geq 0} \left\| - (\nu_t - \mu_K) - \sum_{i=1}^{k} c_i v_i \right\|_K^2 \) (3.9)
5. \( d_k' \leftarrow \sum_{i=1}^{k} c_i v_i \)
6. if \( \text{align}(- (\nu_t - \mu_K), d_k') - \text{align}(- (\nu_t - \mu_K), d_k) > \delta \) then
7. \( d_{k+1} \leftarrow d_k' \)
8. else
9. break
10. end if
11. end for
12. \( K_t \leftarrow k \)
13. return \( g_t = d_k / \sum_{i=1}^{k} c_i \)

We remark that we can also consider the fully-corrective positive matching pursuit (Locatello et al., 2017).
Remark 14 One of the advantages of the Algorithm 7 approach is its computational efficiency. In this algorithm, we only need to solve the optimization problem with at most $K_{\text{max}}$ variables. In contrast, the original fully-corrective kernel herding algorithm requires constrained quadratic programming in each iteration, and the number of variables increases as the number of iterations increases.

3.3 Numerical experiments

We performed numerical experiments to evaluate the performance of the proposed methods. The proposed algorithms are the kernel herding algorithm with positive matching pursuit (Algorithm 5), that with greedy maximization of $\cos \theta_t$ (Algorithm 6), and the fully-corrective variants of those algorithms. In the following, we abbreviate these algorithms as “PMP”, “gcos”, “FC-PMP” and “FC-gcos”, respectively. We compare the proposed methods with the existing methods, namely, vanilla kernel herding with step size determined by line search and $1/t$ and fully-corrective kernel herding. For simplicity, we refer to these algorithms as “linesearch”, “eq-weight”, and “FC”, respectively.

**Gaussian kernel case**

First, we compare the kernel herding Algorithm 5 and Algorithm 6 to the ordinary kernel herding methods with respect to convergence speed of the worst-case error for a given number of nodes and time. The kernel is a Gaussian kernel $K(x, y) = \exp \left( -\|x - y\|^2 \right)$. The domain is $\Omega = [-1, 1]^d$, and the density function of the distribution on $\Omega$ is $\frac{1}{C} \exp \left( -\|x\|^2 \right)$, where $C = \int_{\Omega} \exp \left( -\|x\|^2 \right) dx$. The experiments were performed for $d = 2$. Figure 4 shows the results. It can be observed that the proposed algorithms outperformed line search. Thus, we can confirm that the approximation of the negative gradient $\mu_K - \nu_t$ accelerates convergence. In particular, Algorithm 6 is better than Algorithm 5. This is reasonable because $\cos \theta_t$ monotonically increases in Algorithm 6, while it does not in Algorithm 5.

![Figure 4: Gaussian kernel ($d = 2$)](image)

Figure 4 shows the results. It can be observed that the proposed algorithms outperformed line search. Thus, we can confirm that the approximation of the negative gradient $\mu_K - \nu_t$ accelerates convergence.
accelerates convergence. In particular, Algorithm 6 is better than Algorithm 5. This is reasonable because $\cos \theta_t$ monotonically increases in Algorithm 6 while it does not in Algorithm 5. The proposed algorithms improved the convergence speed for the computation time in comparison to line search. Moreover, “greedy-cos” outperformed “eq-weight”.

**Matérn kernel case**

We consider the case that the kernel is the Matérn kernel, which has the form

$$K(x,y) = \frac{2^{1-\nu}}{\Gamma(\nu)} \left( \sqrt{2\nu} \frac{\|x-y\|}{\rho} \right)^\nu B_\nu \left( \frac{\sqrt{2\nu} \cdot \|x-y\|}{\rho} \right),$$

where $B_\nu$ is the modified Bessel function of the second kind, and $\rho$ and $\nu$ are positive parameters. The Matérn kernel is closely related to Sobolev spaces and the RKHS $\mathcal{H}_K$ generated by the kernel with parameter $\nu$ norm equivalent to the Sobolev space with smoothness $s = \nu + \frac{d}{2}$ (see, e.g., Kanagawa et al. (2018); Wendland (2004)). In addition, the optimal convergence rate of the MMD in the Sobolev space with smoothness $s$ is known as $n^{-\frac{s}{d}}$ (Novak, 2006). In this section, we use the parameter $(\rho, \nu) = (\sqrt{3}, \frac{3}{2})$ because the kernel has explicit forms with these parameters.

The domain $\Omega$ is $[-1,1]^d$, and the probability distribution is uniform. We compare the proposed methods with the existing methods with respect to the convergence of MMD for the number of nodes and computation time for $d = 2, 3$.

The results are shown in Figure 5. Regarding the convergence for the number of nodes, although the methods shown in the figures do not achieve the optimal convergence speed, we can see the fully-corrective approach outperforms the original methods. Moreover, the fully-corrective variants also achieve fast convergence speeds for the computation time.

**Kernel herding on a sphere**

We also performed an experiment for integration on a sphere in $\mathbb{R}^3$. The kernel is $K(x,y) = \frac{8}{3} - \|x-y\|$. The domain $\Omega$ is a unit sphere centered at the origin in $\mathbb{R}^3$, and the probability distribution is uniform. It is known that the optimal rate of the worst-case error is $1/n^{\frac{3}{4}}$, as demonstrated by Brauchart et al. (2014). In this setting, we compared the fully-corrective versions of the proposed algorithms with the ordinary fully-corrective kernel herding. Figure 6 shows the results. We can see in Figure 6 that all three algorithms achieve the optimal convergence speed for the number of nodes. Regarding computation time, “FC-PMP” and “FC-gcos” outperformed the ordinary fully-corrective kernel herding. As we mentioned in subsection 3.2, the fully-corrective variants of both proposed algorithms are computationally efficient compared to the ordinary fully-corrective variant as the number of nodes increases. This observation explains the outperformance in terms of computation time.

4. **Theoretical analysis of fully-corrective kernel quadrature rules**

As shown in the numerical experiments in subsection 3.3, the fully-corrective kernel herding algorithm and proposed algorithm Algorithm 4 with fully-corrective gradient approximation shown in subsection 3.2 perform significantly well in terms of convergence speed for the number of nodes. To observe the results theoretically, we analyze the convergence speed of
the kernel quadrature formula with the weights \( \{\omega_1, \ldots, \omega_n\} \) optimized over the convex hull \( \{\omega_1, \ldots, \omega_n \mid \sum_{i=1}^{n} \omega_i = 1, \omega_i \geq 0 (i = 1, \ldots, n)\} \). This problem setting is closely related to that of fully-corrective kernel herding (e.g., Holloway (1974); Jaggi (2013)), which executes the optimization of the weights over the convex hull in each iteration. In addition, it is also closely related to the fully-corrective variants of Algorithm 4 in section 3. Although the significant practical performance was confirmed in previous studies, such as Bach et al. (2012); Lacoste-Julien et al. (2015) and the previous section, the theoretical performance of the optimized weights over the convex hull was not analyzed sufficiently. In detail, although the square root convergence speed of the worst-case error was confirmed for any kernel function, theoretical analysis considering the properties of the kernel functions, such as smoothness, has not yet been conducted.

4.1 Convergence analysis of fully-corrective kernel quadrature rules

In this section, we analyze the theoretical aspect of the kernel quadrature rules with fully-corrective weights. This analysis is closely related to fully-corrective kernel herding and the fully-corrective variants of the algorithms introduced in subsection 3.2. Although the set of
nodes is fixed in the following theorem and algorithm-dependent analysis has not yet been conducted, we consider this theorem to help the analysis of the fully-corrective algorithms.

**Theorem 15** We assume that constant functions are contained in $H_K$. For the nodes $X = \{x_1, \ldots, x_k\} \subset \Omega$, if it holds that

$$\|f - s_{f,X}\|_\infty \leq \|f\|_{K^{r_k}},$$

there exists a constant $C > 0$ and we have

$$\max_{x \in \Omega} \left| \left\langle \mu_K - \sum_{i=1}^k \omega_i K(x_i, \cdot), K(x, \cdot) - \sum_{i=1}^k \omega_i K(x_i, \cdot) \right\rangle \right| \leq C r_k,$$

where $\omega = (\omega_1, \ldots, \omega_k) = \arg\min_{\omega \in \Delta(k)} \|\mu_K - \sum_{i=1}^k \omega_i K(x_i, \cdot)\|_{K}, \Delta(k) = \{\omega_1, \ldots, \omega_k | \sum_{i=1}^k \omega_i = 1, \omega_i \geq 0 (i = 1, \ldots, k)\}$. In addition to this, we assume $\omega_i > 0 (i = 1, \ldots, k)$.

Moreover, it holds that

$$\left\| \mu_K - \sum_{i=1}^k \omega_i K(x_i, \cdot) \right\|_K \leq \sqrt{Cr_k}.$$

**Proof** We show that for each $j \in \{1, \ldots, k\}$, it holds that

$$\left\langle \mu_K - \sum_{i=1}^k \omega_i K(x_i, \cdot), K(x_j, \cdot) - \sum_{i=1}^k \omega_i K(x_i, \cdot) \right\rangle_K = 0.$$

Let $j$ be an integer in $\{1, \ldots, k\}$. If $\left\langle \mu_K - \sum_{i=1}^k \omega_i K(x_i, \cdot), K(x_j, \cdot) - \sum_{i=1}^k \omega_i K(x_i, \cdot) \right\rangle_K > 0$, the following quadratic function with respect to $\alpha$

$$\left\| \mu_K - \sum_{i=1}^k \omega_i K(x_i, \cdot) - \alpha \left( K(x_j, \cdot) - \sum_{i=1}^k \omega_i K(x_i, \cdot) \right) \right\|_K^2$$
We note that we can derive a contradiction. Therefore, it holds that

\[ (1 - \alpha) \sum_{i=1}^{k} \omega_i K(x_i, \cdot) + \alpha K(x_j, \cdot) \]

for a sufficiently small \( \alpha > 0 \). Next, we consider the case of

\[ \left\langle \mu_K - \sum_{i=1}^{k} \omega_i K(x_i, \cdot), K(x_j, \cdot) - \sum_{i=1}^{k} \omega_i K(x_i, \cdot) \right\rangle_K < 0. \]

By applying the same argument to the function

\[ \left\| \mu_K - \sum_{i=1}^{k} \omega_i K(x_i, \cdot) - \alpha \left( \sum_{i=1}^{k} \omega_i K(x_i, \cdot) - K(x_j, \cdot) \right) \right\|_K^2, \]

we can derive a contradiction. Therefore, it holds that

\[ \left\langle \mu_K - \sum_{i=1}^{k} \omega_i K(x_i, \cdot), K(x_j, \cdot) - \sum_{i=1}^{k} \omega_i K(x_i, \cdot) \right\rangle_K = 0 \quad (j = 1, \ldots, k). \quad (4.1) \]

We set \( z = (\mu_K(x_1), \ldots, \mu_K(x_k))^\top \), \( \epsilon(X) = \left\langle \sum_{i=1}^{k} \omega_i K(x_i, \cdot), \mu_K - \sum_{i=1}^{k} \omega_i K(x_i, \cdot) \right\rangle_K \), and \( K = (K(x_i, x_j))_{i,j} \). Then, (4.1) can be rewritten as

\[ K\omega = z - \epsilon(X)1 \quad (1 = (1, \ldots, 1)^\top). \quad (4.2) \]

By the equality (4.2), the weights \( \omega_1, \ldots, \omega_k \) can be considered as the weights of the interpolation of \( \mu_K - \epsilon(X)1 \), where \( 1 \) is a constant function that identically outputs 1. By the Cauchy-Schwarz inequality, we can bound \( \epsilon(X) \) as follows:

\[ \epsilon(X) = \left\langle \mu_K - \sum_{i=1}^{k} \omega_i K(x_i, \cdot), \sum_{i=1}^{k} \omega_i K(x_i, \cdot) \right\rangle_K \leq 2 \sup_{\|f\|_K \leq 1} \sup_{x \in \Omega} |f(x)| \leq 2 \|K\|_\infty. \]

We note that \( \|\mu_K\|_K \) and \( \|\sum_{i=1}^{k} \omega_i K(x_i, \cdot)\|_K \) are bounded by \( \sup_{\|f\|_K \leq 1} \sup_{x \in \Omega} |f(x)| \). Therefore, by using the assumption for the constant function, we can bound the RKHS norm of \( \mu_K - \epsilon(X)1 \) by a positive constant. Therefore, we can use the assumption, and it holds that

\[ \max_{x \in \Omega} |\mu_K(x) - \epsilon(X)1(x) - \sum_{i=1}^{k} \omega_i K(x_i, x)| \leq C' r_k \]

\[ \Leftrightarrow \max_{x \in \Omega} \left| \left\langle \mu_K - \sum_{i=1}^{k} \omega_i K(x_i, \cdot), K(x, \cdot) - \sum_{i=1}^{k} \omega_i K(x_i, \cdot) \right\rangle_K \right| \leq C' r_k. \]
In addition, using \( \mu_K \in M \), we have

\[
\|(\mu_K - \sum_{i=1}^{k} \omega_i K(x_i, \cdot))\|^2_K = \left\langle (\mu_K - \sum_{i=1}^{k} \omega_i K(x_i, \cdot)), \mu_K - \sum_{i=1}^{k} \omega_i K(x_i, \cdot) \right\rangle_K \\
\leq \max_{x \in \Omega} \left( (\mu_K - \sum_{i=1}^{k} \omega_i K(x_i, \cdot), K(x, \cdot) - \sum_{i=1}^{k} \omega_i K(x_i, \cdot)) \right). 
\]

Thus, we have the desired inequality.

**Remark 16** Theorem 15 claims that the distribution of nodes for the kernel interpolation is also effective for the kernel quadrature rule. For example, if the domain \( \Omega \) satisfies some conditions, the kernel interpolation in the Sobolev space \( W^\beta_2(\Omega) \) \((\beta > d/2)\) satisfies

\[
\|f - s_{f,X}\|_\infty \leq C\|f\|_{W^\beta_2(\Omega)} h^{\beta - d/2} \Omega,
\]

where \( f \in W^\beta_2(\Omega), X = \{x_1, \ldots, x_n\} \subset \Omega \) and \( h_{X,\Omega} = \sup_{x \in \Omega} \min_{x_j \in X} \|x - x_j\|_2 \). In this regard, we refer the reader to Wu and Schaback (1993); Schaback (1995). Therefore, if \( h_{X,\Omega} \leq c_1 n^{-\frac{d}{2}} \), the worst-case error is upper bounded by \( n^{-\frac{d}{2n}} + \frac{1}{n} \). If \( \beta \) is sufficiently large, the convergence rate is faster than the known rate \( n^{-\frac{1}{2}} \).

However, the upper bound in Theorem 15 is not optimal. It is known that the optimal rate of the error of the interpolation and quadrature is \( n^{-\frac{d}{2}} \) for the Sobolev space \( W^\beta_2(\Omega) \) (Jerome, 1970; Novak, 2006). Therefore, Theorem 15 can only show the convergence rate up to \( n^{-\frac{d}{2n}} \), but it is not optimal. Thus, there is room for improvement for the theoretical analysis of the fully-corrective kernel quadrature.

5. Conclusion

In this paper, to derive quadrature rules with sparser nodes by kernel herding, we proposed the improved kernel herding algorithm whose concept is approximating the negative gradient by several vertex directions. We proposed the two gradient approximation methods Algorithm 5 and Algorithm 6 and their fully-corrective versions. We provided theoretical analysis of the algorithms, and numerical experiments showed significant improvements in convergence speed of the integration error for the sparsity of nodes and computation time. In section 4, we studied the convergence properties of the fully-corrective kernel quadrature formulas. We provided a new analysis using the relationship with kernel interpolation and showed a better convergence rate than the known rate \( O(1/\sqrt{n}) \). This new analysis gave partial theoretical support to the remarkable performance of the fully-corrective kernel herding and fully-corrective variants of Algorithm 4 proposed in subsection 3.2.

**Future work**

- Although we confirmed the practical performance of the proposed algorithms in terms of solution sparsity, theoretical analysis on the sparsity has not been sufficiently
conducted. Therefore, convergence analysis of the proposed algorithms for the sparsity of nodes must be further explored. The results in section 4 may help us to analyze the sparsity.

- Application of the algorithms in section 3 to finite-dimensional problems might be effective, especially for the sparsity of solutions. We can test the application in future work.
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A. Proofs

A.1 Proof of $\mu_K \in M$

Lemma 17 If $K(\cdot, \cdot)$ is uniformly continuous on $\Omega \times \Omega$ and bounded, for any Borel probability measure $\mu$ and $\mu_K$, which is the embedding of $\mu$, there exists $\{x_i\}_{i=1}^\infty \subset \Omega$ such that

$$\mu_K \in \text{conv}(\{K(x_i, \cdot)\}_{i=1}^\infty),$$

where closure is considered with respect to $\|\cdot\|_K$.

**Proof** Let $\{X_i\}_{i=1}^\infty$ be an i.i.d sequence of r.v. that satisfies $X_i \sim \mu$ ($i = 1, 2, \ldots$). By the law of large numbers, for any $y \in \Omega$, the following holds true:

$$\lim_{n \to \infty} \frac{1}{n} \sum_{i=1}^{n} K(X_i, y) \to \int_{\Omega} K(x, y) \mu(dx) \quad (A.1)$$

with a probability of 1. Because $\mathbb{R}^d$ is separable, we can take $\{y_i\}_{i=1}^\infty \subset \Omega$, which is dense in $\Omega$. In addition, because an intersection of the countable sets of measure 1 is measure 1, from (A.1), there exists $\{x_i\}_{i=1}^\infty \subset \Omega$ such that

$$\lim_{n \to \infty} \frac{1}{n} \sum_{i=1}^{n} K(x_i, y_j) \to \int_{\Omega} K(x, y_j) \mu(dx) \quad (A.2)$$

for any $y_j \in \{y_i\}_{i=1}^\infty$. By the assumption, $K$ is uniformly continuous in $\Omega \times \Omega$. Thus, for any $\epsilon > 0$, there exists $\delta > 0$ such that if $|(x_1, y_1) - (x_2, y_2)| < \delta$, then $|K(x_1, y_1) - K(x_2, y_2)| < \epsilon$.

In addition, for any $y \in \Omega$ and $\delta > 0$, there exists $y_j \in \{y_i\}_{i=1}^\infty$ such that $|y - y_j| < \delta$. Therefore, for any $\epsilon > 0$ and $y \in \Omega$, we take $y_j$ such that $|y - y_j| < \delta$ and the following is valid:

$$\left| \sum_{i=1}^{n} \frac{1}{n} K(x_i, y_j) - \sum_{i=1}^{n} \frac{1}{n} K(x_i, y) - \left( \int_{\Omega} K(x, y_j) \mu(dx) - \int_{\Omega} K(x, y) \mu(dx) \right) \right| < 2\epsilon.$$

By (A.2), we let $n \to \infty$ and

$$\lim_{n \to \infty} \left| \sum_{i=1}^{n} \frac{1}{n} K(x_i, y_j) - \int_{\Omega} K(x, y_j) \mu(dx) \right| < 2\epsilon.$$

for any $\epsilon > 0$. This means that for each $y \in \Omega$,

$$\lim_{n \to \infty} \left\langle \sum_{i=1}^{n} \frac{1}{n} K(x_i, \cdot), K(y, \cdot) \right\rangle_K \to \left\langle K(y, \cdot), \mu_K \right\rangle_K.$$

Because the subspace of $\mathcal{H}_K$ spanned by $\{K(y, \cdot) \mid y \in \Omega\}$ is dense in $\mathcal{H}_K$, $\mu_K \in \text{conv}(\{K(x_i, \cdot)\}_{i=1}^\infty)$. ■