ON THE YAMABE EQUATION WITH ROUGH POTENTIALS
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Abstract. We study the existence of non-trivial solutions to the Yamabe equation:

\[-\Delta u + a(x) = \mu u |u|^{4/(n-2)} \mu > 0, x \in \Omega \subset \mathbb{R}^n \text{ with } n \geq 4,
\]

\[u(x) = 0 \text{ on } \partial \Omega\]

under weak regularity assumptions on the potential \(a(x)\).

More precisely in dimension \(n \geq 5\) we assume that:

1. \(a(x)\) belongs to the Lorentz space \(L^{n/2, d}(\Omega)\) for some \(1 \leq d < \infty\),
2. \(a(x) \leq M < \infty\) a.e. \(x \in \Omega\),
3. the set \(\{x \in \Omega | a(x) < 0\}\) has positive measure,
4. there exists \(c > 0\) such that

\[\int_{\Omega} (|\nabla u|^2 + a(x)|u|^2) \, dx \geq c \int_{\Omega} |\nabla u|^2 \, dx \forall u \in H^1_0(\Omega)\]

In dimension \(n = 4\) the hypothesis (2) above is replaced by

\(a(x) \leq 0\) a.e. \(x \in \Omega\).

1. Introduction

In this paper we shall look for the existence of non-trivial solutions to the following Yamabe equation:

\[-\Delta u + a(x)u = \mu u |u|^{4/(n-2)} \mu > 0, x \in \Omega \subset \mathbb{R}^n \text{ with } n \geq 4\]

\[u(x) = 0 \text{ on } \partial \Omega,\]

under suitable assumptions on \(a(x)\) that will be specified later.

The main strategy will be to look at the following minimization problem:

\[S_a(\Omega) = \inf_{u \in H^1_0(\Omega) \setminus \{0\}} \frac{\int_{\Omega} (|\nabla u|^2 + a(x)|u|^2) \, dx}{\|u\|^2_{L^{2^*}}},\]

where \(\Omega \subset \mathbb{R}^n\) is an open set (eventually unbounded), \(\|u\|^{2^*}_{L^{2^*}} = \int_{\Omega} |u|^{2^*} \, dx\) and \(2^* = \frac{2n}{n-2}\). Let us underline that the minimization problem (1.2) is non-trivial due to the non-compactness of the Sobolev embedding:

\[H^1_0(\Omega) \subset L^{2^*}(\Omega)\]

In fact the problem (1.2) has been extensively studied in the literature, starting from the pioneering works [2] and [10], due to its obvious connection with the equation (1.1) that plays a fundamental role in Riemannian geometry (see the very complete book [1]).

The literature around this problem is too large in order to be exhaustive, however we want to mention at least some of these papers.
In [3] the problem (1.2) has been treated under the following assumptions: \( a(x) \in L^\infty(\Omega) \), \( \Omega \subset \mathbb{R}^n \) is bounded and \( a(x) \leq -\epsilon < 0 \) on an open subset of \( \Omega \).

In [5] it has been introduced a general approach (the concentration–compactness method) to overcome, in many minimization problems, the difficulties connected with the lack of compactness in the Sobolev embedding (1.3). In the same paper many applications of the concentration–compactness method are given, among them let us mention the problem (1.2) that is treated under suitable assumptions on \( a(x) \).

Finally we want to mention [11] where the same problem is treated assuming that \( a(x) \) is a function homogeneous of order \(-2\) defined on the whole \( \mathbb{R}^n \).

In this article we shall work mainly with functions \( a(x) \) belonging to the Lorentz space \( L^{p,d}(\Omega) \) with \( 1 \leq d < \infty \) (for a definition of \( L^{p,q} \) see [7] or section 2) without any further regularity assumption. Let us point- out that the quadratic form introduced in (1.2) is meaningful in general for every \( a(x) \in L^{p,d}(\Omega) \) due to the following inequality:

\[
\int_\Omega |a(x)||u|^2 \, dx \leq C \int_\Omega |\nabla u|^2 \, dx \quad \forall u \in H^1_0(\Omega)
\]

(see theorem 1.3) where \( C > 0 \) depends on \( a(x) \in L^{p,d}(\Omega) \).

Notice that if \( a(x) \equiv 0 \), then the problem (1.2) is equivalent to understand whether or not the best constant in the critical Sobolev embedding (1.3) is achieved. By using the concentration–compactness method developed in [5] it is possible to show that the best constant is achieved when \( \Omega \equiv \mathbb{R}^n \). On the other hand a standard rescaling argument implies that the best constant is never achieved in the case that \( \Omega \not= \mathbb{R}^n \).

As it was mentioned above, in [3] the authors have shown that the situation changes when a term of the type \( \int_\Omega a(x)|u|^2 \, dx \) is added to the energy \( \int_\Omega |\nabla u|^2 \, dx \), provided that \( \Omega \) is bounded and \( a(x) \in L^\infty(\Omega) \) is negative on an open subset of \( \Omega \).

The main aim of this paper is to show that there exists a minimizer for (1.2) when \( a(x) \) belongs to a class more general than the one considered in [3]. Of course for the same class of potentials \( a(x) \) we can deduce the existence of non–trivial solutions to (1.1) by using a straightforward Lagrange multipliers technique.

Next we state our result in dimension \( n \geq 5 \).

**Theorem 1.1.** Let \( n \geq 5 \) and let \( \Omega \subset \mathbb{R}^n \) an open set (eventually unbounded). Assume that \( a(x) \in L^{\frac{n}{2},d}(\Omega) \) with \( d \not= \infty \), satisfies:

\[
\int_\Omega (|\nabla u|^2 + a(x)|u|^2) \, dx \geq c \int_\Omega |\nabla u|^2 \, dx \quad \forall u \in H^1_0(\Omega).
\]

(1.6) the set \( \mathcal{N} \equiv \{ x \in \Omega | a(x) < 0 \} \) has positive measure;

\[
\int_\Omega (|\nabla v_0|^2 + a(x)|v_0|^2) \, dx = 1 \quad \text{and} \quad \inf_{H^1_0(\Omega) \setminus \{0\}} \frac{\int_\Omega (|\nabla v|^2 + a(x)|v|^2) \, dx}{\|v\|_{L^{2^*}}^2} = \int_\Omega (|\nabla v_0|^2 + a(x)|v_0|^2) \, dx.
\]
Let us notice that we do not assume the continuity of $a(x)$ and that we allow to the potential $a(x)$ to have a bounded non-negative part.

In dimension $n = 4$ we are able to give a similar result under an assumption stronger than (1.5). In fact in remark 3.2 it is explained where the proof of theorem 1.1 fails in dimension $n = 4$.

**Theorem 1.2.** Let $\Omega \subset \mathbb{R}^4$ be an open set (eventually unbounded). Assume that $a(x) \in L^{2,d}(\Omega)$ with $d \neq \infty$, satisfies (1.6), (1.7) as in theorem 1.1 and
\begin{equation}
(1.8) \quad a(x) \leq 0 \text{ a.e. } x \in \Omega.
\end{equation}
Then there exists a function $v_0 \in H^1_0(\Omega)$ such that
\begin{equation}
\int_\Omega |v_0|^2 \, dx = 1
\end{equation}
and
\begin{equation}
\inf_{H^1_0(\Omega) \setminus \{0\}} \frac{\int_\Omega (|\nabla v|^2 + a(x)|v|^2) \, dx}{\|v\|^2_{L^2}} = \int_\Omega (|\nabla v_0|^2 + a(x)|v_0|^2) \, dx.
\end{equation}

**Remark 1.1.** Along the proof of theorems 1.1 and 1.2 it will be clear that the assumption (1.7) is needed only to guarantee the boundedness in $H^1_0(\Omega)$ of the minimizing sequences in (1.2). On the other hand it is easy to show that if $a(x) \in L^{n,\infty}(\Omega)$, then the boundedness of the minimizing sequences in (1.2) can be proved by using the Sobolev embedding $H^1_0(\Omega) \subset L^2(\Omega)$ without any further assumption. This implies that assumption (1.7) can be removed in theorems 1.1 and 1.2 in the case $a(x) \in L^{n,\infty}(\Omega)$. On the other hand the coercivity assumption (1.7) is natural in the literature (see for example [3], [5]).

**Remark 1.2.** Looking at the proof of theorems 1.1 and 1.2 it will be clear that we prove the following fact: every minimizing sequence for (1.2) is compact in $H^1_0(\Omega)$.

**Remark 1.3.** In general theorem 1.1 cannot be extended to potentials $a(x)$ belonging to $L^{n,\infty}(\Omega)$. For instance it is possible to show that for every $\mu \in \mathbb{R}$ and $0 < R < \infty$ the value
\begin{equation}
H_{\mu,R} = \inf_{H^1_0(\{|x| < R\} \setminus \{0\})} \frac{\int_{|x| < R} (|\nabla u|^2 - \mu|x|^{-2}) \, dx}{\|u\|^2_{L^2}}
\end{equation}
is never achieved.

We underline that from a technical point of view the assumption $d \neq \infty$, done in the statement of theorems 1.1 and 1.2, will be relevant in order to prove the compactness of a Sobolev embedding in suitable weighted spaces. We think that this result has its own interest and we state it separately.

**Theorem 1.3.** Assume $n \geq 3$ and $\Omega \subset \mathbb{R}^n$. Then for every $a(x) \in L^{n,d}(\Omega)$ with $1 \leq d \leq \infty$, we have the following continuous embedding:
\begin{equation}
H^1_0(\Omega) \subset L^{n,d}_{a(x)}(\Omega)
\end{equation}
where
\begin{equation}
\|u\|^2_{L^{n,d}_{a(x)}(\Omega)} = \int_\Omega |a(x)||u|^2 \, dx.
\end{equation}
If moreover $d \neq \infty$, then the embedding is compact.

Next we fix some notations useful in the sequel.

**Notations.**
For every $1 \leq p, q \leq \infty$ we denote by $L^{p,q}(\Omega)$ the usual Lorentz spaces (see section 2).
For every $a(x) \in L^{\infty} \cap (\mathbb{R}^n)$ and $\Omega \subset \mathbb{R}^n$, we shall denote by $S_a(\Omega)$ the quantity defined in (1.2).

We shall make use of the universal constant

$$S = \inf_{H^1_0(\mathbb{R}^n) \setminus \{0\}} \frac{\int_{\mathbb{R}^n} |\nabla v|^2 dx}{\|v\|_{L^2}^2}.$$  

The norm in the weighted spaces $L^2_{|a(x)|}$ is the one defined in (1.10).

If $A \subset \mathbb{R}^n$ is a measurable set then we shall denote by $\text{meas } A$ and $\chi_A$ the measure of $A$ and its characteristic function respectively.

Assume that $X$ is a topological space, then $C(X)$ denotes the space of continuous and real valued functions on $X$.

For every $R > 0$ and $x \in \mathbb{R}^n$ we denote by $B_R(x)$ the ball of radius $R$ and centered in $x$.

Given $\alpha \geq 0$ we shall denote by $\theta(\epsilon^{\alpha})$ and $o(\epsilon^{\alpha})$ any function of the variable $\epsilon$ such that:

$$\lim_{\epsilon \to 0} \sup |\theta(\epsilon^{\alpha})| \epsilon^{-\alpha} < \infty \quad \text{and} \quad \lim_{\epsilon \to 0} |o(\epsilon^{\alpha})| \epsilon^{-\alpha} = 0,$$

respectively.

2. The Lorentz spaces $L^{p,d}(\Omega)$ and proof of theorem 1.3

In order to introduce the Lorentz spaces we associate to every measurable function its decreasing rearrangement. Assume that $g : \Omega \to \mathbb{R}$ is a measurable function defined on the measurable set $\Omega \subset \mathbb{R}^n$. At a first step we associate to $g$ its distribution function:

$$m(\cdot, g) : (0, \infty] \to [0, \infty],$$

defined for every $\sigma > 0$ as follows:

$$m(\sigma, g) = \text{meas } \{x \in \Omega | |g(x)| > \sigma\}.$$

It is immediate to show that the distribution function defined above is monotonic decreasing.

Once the distribution function $m(\sigma, g)$ has been introduced, we can associate to $g$ its decreasing rearrangement function $g^*$:

$$g^* : [0, \infty] \to [0, \infty],$$

where

$$g^*(t) = \inf \{\sigma \in \mathbb{R}^+ | m(\sigma, g) < t\}.$$  

We can now define the Lorentz spaces.

**Definition 2.1.** Assume that $1 \leq p < \infty$ and $1 \leq d < \infty$, then the measurable function $g : \Omega \to \mathbb{R}$ belongs to the space $L^{p,d}(\Omega)$ iff

$$\|g\|_{L^{p,d}(\Omega)}^d = \int_0^\infty [g^*(t)]^d t^{d-1} dt < \infty.$$  

If $1 \leq p < \infty$ and $d = \infty$, then $g \in L^{p,\infty}(\Omega)$ iff

$$\|g\|_{L^{p,\infty}(\Omega)} = \sup_{t>0} g^*(t) t^{\frac{1}{p}} < \infty.$$  

Next we shall describe some properties satisfied by the functions belonging to the Lorentz spaces that are important in the sequel (for the proof see [7]).
Proposition 2.1. Assume that \( 1 \leq s, s', q, r \leq \infty \) and \( 1 \leq d_1, d_2, d_3 \leq \infty \) are such that:
\[
\frac{1}{s} = \frac{1}{q} + \frac{1}{r} \quad \text{and} \quad \frac{1}{s'} + \frac{1}{s} = 1.
\]
Then:

\[
\int_{\Omega} |fg| \, dx \leq \|f\|_{L^{s,d_1}(\Omega)} \|g\|_{L^{s',d_2}(\Omega)} \quad \text{provided that} \quad \frac{1}{d_1} + \frac{1}{d_2} \geq 1;
\]

\[
\|fg\|_{L^{s,d_1}(\Omega)} \leq s'\|f\|_{L^{q,d_2}(\Omega)} \|g\|_{L^{r,d_3}(\Omega)} \quad \text{provided that} \quad \frac{1}{d_2} + \frac{1}{d_3} \geq \frac{1}{d_1}.
\]

Next result is a well–known improved version of the classical Sobolev embedding (see [6] and [10]).

Proposition 2.2. For every \( n \geq 3 \) and for every open set \( \Omega \subset \mathbb{R}^n \), there exists a real constant \( C = C(\Omega) > 0 \) such that:

\[
\|f\|_{L^{2^*,2}(\Omega)} \leq C \|\nabla f\|_{L^{2^*}(\Omega)} \quad \forall f \in H_0^1(\Omega).
\]

Remark 2.1. We want to underline that (2.3) represents an improved version of the standard Sobolev embedding due to the following inclusions:
\[
L^{p,d_1} \subset L^{p,\infty} \subset L^{p,d_2}
\]
where \( 1 \leq d_1 \leq p \leq d_2 \leq \infty \).

We are now able to prove theorem 1.3.

Proof of theorem 1.3. First we prove the continuity of the embedding (1.9). Notice that since \( L^{p,d}(\Omega) \subset L^{p,\infty}(\Omega) \) for every \( 1 \leq d \leq \infty \), we can assume \( d = \infty \). By combining (2.1), (2.2) and (2.3) we get:

\[
\int_\Omega |a(x)||u|^2 \, dx \leq \|a(x)\|_{L^{p,\infty}(\Omega)} \|u\|_{L^{p,d}(\Omega)}^2 \leq \frac{n}{2} \|a(x)\|_{L^{p,\infty}(\Omega)} \|u\|_{L^{p,2}(\Omega)}^2 \leq C \|a(x)\|_{L^{p,\infty}(\Omega)} \|u\|^2_{H_0^1(\Omega)}.
\]

Next we prove the compactness of the embedding (1.9) when \( d \neq \infty \).

Let \( \{u_k\}_{k \in \mathbb{N}} \) be a sequence bounded in \( H_0^1(\Omega) \). We can assume that up to a subsequence there exists a function \( u_0 \in H_0^1(\Omega) \) such that:

\[
u_k \rightharpoonup u_0 \quad \text{in} \quad H_0^1(\Omega).
\]

We shall show that up to a subsequence we have:

\[
\lim_{k \to \infty} \int_{\Omega} |a(x)||u_k|^2 \, dx = \int_{\Omega} |a(x)||u_0|^2 \, dx,
\]
and it will complete the proof. To show (2.5) let us first notice the following property:

\[
\text{for every bounded open set} \ K \text{ such that} \ K \subset \Omega, \text{there exists} \ C = C(K) > 0 \text{ such that} \|u_k\|_{H^1(K)} < C.
\]

In fact it is sufficient to show that the \( L^2 \)–norm of the functions \( \{u_k\}_{k \in \mathbb{N}} \) are bounded on every bounded set, since the boundedness of the \( L^2 \)–norm of the gradients comes from the assumption.
Due to the Hölder inequality and to the Sobolev embedding we have:
\[ \|u_k\|_{L^2(K)} \leq |K|^{\frac{1}{n}} \|u_k\|_{L^{\frac{2n}{n-2}}(\Omega)} \leq C\|\nabla u_k\|_{L^2(\Omega)} \]
where \( C > 0 \) is a suitable constant that depends on \( K \), then (2.6) holds.

For every \( i \in \mathbb{N} \) we split the domain \( \Omega \) as follows:
\[ \Omega = \Omega_i^1 \cup \Omega_i^2, \]
where the splitting is the one described in proposition 6.1 and corresponding to \( \epsilon = \frac{1}{i} \) (see the Appendix).

Following the proof of (2.4) one can deduce that there exists a constant \( C > 0 \) that depends only on \( \Omega \) and such that:
\[ \int_{\Omega_i^2} |a(x)||u_k|^2 \, dx \leq C \|\chi_{\Omega_i^2}|a(x)||\nabla u_k|^2_{L^2(\Omega)} < \frac{C}{i} \forall i, k \in \mathbb{N}, \]
where we used the boundedness of the sequence \( \{u_k\}_{k \in \mathbb{N}} \) in \( H^1_0(\Omega) \), and the properties of \( \Omega_i^2 \) described in proposition 6.1.

Recall also that \( \{\Omega_1^i\}_{i \in \mathbb{N}} \) is a sequence of bounded domains. We can then combine (2.6) with the compactness of the Sobolev embedding on the bounded domain in order to deduce that:
\[ \|u_k - u_0\|_{L^2(\Omega_i)} \to 0 \quad \text{as} \quad k \to \infty, \]
where \( i \in \mathbb{N} \) is a fixed number. Due to proposition 6.1 we have that \( |a(x)| \) is bounded on \( \Omega_1^i \), then the previous inequality implies that for every \( i \in \mathbb{N} \) there exists \( k(i) \in \mathbb{N} \) such that:
\[ \left| \int_{\Omega_i^1} |a(x)||u_k(i)|^2 \, dx - \int_{\Omega_i^1} |a(x)||u_0|^2 \, dx \right| < \frac{1}{i}. \]

It is easy to show that in fact we can choose \( k(i) \) in such a way that \( k(i) < k(i+1) \). By combining (2.7) with (2.8), and by using a diagonalizing argument, we can conclude that up to a subsequence we have:
\[ \lim_{k \to \infty} \int_{\Omega} |a(x)||u_k|^2 \, dx = \int_{\Omega} |a(x)||u_0|^2 \, dx. \]

3. A General Approach to the Problem (1.2)

Let \( v_n \in H^1_0(\Omega) \) be a sequence such that:
\[ \int_{\Omega} |v_n|^2 \, dx = 1 \]
and
\[ \lim_{n \to \infty} \int_{\Omega} (|\nabla v_n|^2 + a(x)|v_n|^2) \, dx = S_a(\Omega) \]
where \( a(x) \) satisfies the assumptions done in theorems 1.1 and 1.2. Notice that due to assumption (1.7) we can deduce that \( \{v_n\}_{n \in \mathbb{N}} \) is bounded in \( H^1_0(\Omega) \).

Moreover the weak–compactness of bounded sequences in \( H^1_0(\Omega) \) and the compactness of the embedding given in theorem 1.3, imply the existence of \( v_0 \in H^1_0(\Omega) \) such that up to a subsequence we have:
(1) $v_n \to v_0$ in $H^1_0(\Omega)$;

(2) $\lim_{n \to \infty} \int_\Omega a(x)|v_n|^2 \, dx = \int_\Omega a(x)|v_0|^2 \, dx$.

Notice that by combining (1) and (2) with (3.1) one deduce that

$$\int_\Omega (|\nabla v_0|^2 + a(x)|v_0|^2) \, dx \leq S_a(\Omega).$$

On the other hand, following the same argument as in Brézis and Nirenberg (see also [2] and [5]) and recalling (1) and (2) above, one can deduce the following implication:

$$\text{if } S_a(\Omega) < S \text{ then } \lim_{n \to \infty} \|v_n - v_0\|_{L^{2^*}(\Omega)} = 0$$

(recall that $S$ is defined in (1.11)). In particular if $S_a(\Omega) < S$ then $\int_\Omega |v_0|^2 = 1$, and in turn it can be combined with (3.2) to deduce that the value $S_a(\Omega)$ is achieved in $H^1_0(\Omega) \setminus \{0\}$ when $S_a(\Omega) < S$.

The main purpose in next sections will be to prove that $S_a(\Omega) < S$ under the assumptions done on $a(x)$ in theorems 1.1 and 1.2.

Next we recall a basic fact proved in [3] that will be the starting point in the proof (at least in the case $n > 4$) of the inequality $S_a(\Omega) < S$.

Assume that $n \in \mathbb{N}$ is fixed. We shall denote by $u_\epsilon(x)$ the following family of rescaled functions:

$$u_\epsilon(x) = \left[\frac{n(n-2)\epsilon^2}{\epsilon^2 + |x|^2}\right]^{\frac{n-2}{2}} \forall x \in \mathbb{R}^n, \epsilon > 0$$

and for every $x_0 \in \mathbb{R}^n$

$$u_{\epsilon,x_0} = u_\epsilon(x - x_0).$$

Let us recall that the functions $u_\epsilon$ defined above realize the best constant in the critical Sobolev embedding (see [9]). In fact it is possible to prove that

$$\int_{\mathbb{R}^n} |\nabla u_\epsilon|^2 \, dx = S^{\frac{2}{n}}$$

for every $n \geq 3$.

Let us fix also a cut–off function $\eta \in C_0^\infty(|x| < 2)$ such that $0 \leq \eta \leq 1$ and $\eta \equiv 1$ in $\{|x| < 1\}$. For every $\mu > 0, x_0 \in \mathbb{R}^n$ we introduce the function

$$\eta_{\mu,x_0}(x) = \eta\left(\frac{x - x_0}{\mu}\right).$$

Next we state a basic proposition whose proof can be found in [3] (see also [2] and [8]).

**Proposition 3.1.** Let $\lambda < 0$ be a fixed number and $\Omega \subset \mathbb{R}^n$ with $n \geq 5$ be an open set. For any $\mu > 0, x_0 \in \Omega$ there exists $c = c(n) > 0$ such that the following estimate holds:

$$\int_{\mathbb{R}^n} (|\nabla (u_{\epsilon,x_0}\eta_{\mu,x_0})|^2 + \lambda |u_{\epsilon,x_0}\eta_{\mu,x_0}|^2) \, dx \leq S^{\frac{2}{n}} + c\lambda \epsilon^2 + 0(\epsilon^{n-2})$$
Moreover for every $n \geq 4$ and for every $\mu > 0$ we have
\[(3.8) \quad \|u_{\epsilon,x_0}\eta_{\mu,x_0}\|_{L^{2^*}}^2 = S^{2^*} + 0(\epsilon^n)
\]
(here $0(\epsilon^n)$ depends on $\mu > 0$).

Remark 3.1. If $n = 4$ then the following asymptotic behaviour is given in [3]:
\[(3.9) \quad \int_{\mathbb{R}^n}(|\nabla (u_{\epsilon,x_0}\eta_{\mu,x_0})|^2 + \lambda |u_{\epsilon,x_0}\eta_{\mu,x_0}|^2) \, dx \leq S^2 + c\lambda^2 \ln \epsilon + 0(\epsilon^2).
\]
In fact along the proof of theorem 1.2 (more precisely in the proof of lemma 5.1) we shall need a slightly refined version of this estimate.

Remark 3.2. Notice that $u_{\epsilon}(x) \in L^2(\mathbb{R}^n)$ for every $n > 4$ and $u_{\epsilon}(x) \notin L^2(\mathbb{R}^4)$ in the case $n = 4$. In next sections it will be clear that this is the main reason why the dimension $n = 4$ will be treated in a different way compared with the dimensions $n > 4$.

4. Proof of theorem 1.1

In this section the functions $u_{\epsilon,x_0}$ and $\eta_{\mu,x_0}$ are the ones introduced in section 3.

Let us recall also that in order to prove theorem 1.1 it is sufficient to prove the following lemma (see section 3).

Lemma 4.1. Assume $n \geq 5$ and $\Omega \subset \mathbb{R}^n$. If $a(x)$ satisfies the assumptions of theorem 1.1 then $S_a(\Omega) < S$.

Proof. Since now on we assume that a representative of the function $a(x)$ has been fixed and we shall not consider $a(x)$ as a class of functions that are equivalent modulo zero measure sets. This will allow us to consider the pointwise value $a(x)$ for every fixed $x \in \Omega$.

First of all we notice that we can assume $a(x) \in L^\infty(\Omega) \cap L^{2^*}(\Omega)$.

In fact it is easy to show that assumption (1.6) implies that there exists $N_0 \in \mathbb{N}$ such that
\[\text{meas} \{x \in \Omega | -N_0 < a(x) < 0\} > 0.
\]

In particular the potential
\[\tilde{a}(x) = \text{Max}\{a(x), -N_0\}
\]
satisfies the assumptions of theorem 1.1 and moreover $\tilde{a}(x) \in L^\infty(\Omega) \cap L^{2^*}(\Omega)$ (notice that this is stronger than (1.5)). By combining this fact with the following trivial inequality:
\[S_a(\Omega) \leq S_{\tilde{a}}(\Omega),
\]
once we can assume that $a(x) \in L^{\frac{n}{n-1}}(\Omega)$.

We are then in position to use the Lebesgue derivation theorem in order to deduce that (see [4] for a proof):
\[\lim_{\epsilon \to 0} \epsilon^{-n} \int_{B_\epsilon(\bar{x})} |a(x) - a(\bar{x})|^{\frac{n}{n-1}} \, dx = 0 \text{ a.e. } \bar{x} \in \Omega,
\]
that due to assumption (1.6) implies the existence of $x_0 \in \Omega$ such that
\[(4.1) \quad \lim_{\epsilon \to 0} \epsilon^{-n} \int_{B_\epsilon(x_0)} |a(x) - a(x_0)|^{\frac{n}{n-1}} \, dx = 0 \text{ and } -\infty < a(x_0) < 0.
\]
Due again to the definition of $S_a(\Omega)$ it is easy to verify that the following inequality holds:

$$S_a(\Omega) \leq S_{\text{Max}}(a(x),a(x_0)) (\Omega),$$

and it implies clearly that it not restrictive to assume that:

$$a(x_0) \leq a(x) \leq M \ a.e. \ x \in \Omega$$

(here we have used (1.5) in the r.h.s. inequality).

Next we notice that the following identity holds trivially:

$$\int (|\nabla (u_{\epsilon,x_0} \eta_{\mu,x_0})|^2 + a(x)|u_{\epsilon,x_0} \eta_{\mu,x_0}|^2) \ dx$$

$$= \int (|\nabla (u_{\epsilon,x_0} \eta_{\mu,x_0})|^2 + a(x_0)|u_{\epsilon,x_0} \eta_{\mu,x_0}|^2) \ dx + \int (-a(x_0) + a(x))|u_{\epsilon,x_0} \eta_{\mu,x_0}|^2 \ dx$$

where $\mu > 0$ is choosen small enough in such a way that $u_{\epsilon,x_0} \eta_{\mu,x_0} \in H^1_0(\Omega)$.

By using the Hölder inequality we get:

$$\left| \int_{\Omega} (-a(x_0) + a(x))|u_{\epsilon,x_0} \eta_{\mu,x_0}|^2 \ dx \right|$$

$$\leq \int_{\Omega \cap B_{\epsilon R}(x_0)} |a(x_0) - a(x)||u_{\epsilon,x_0} \eta_{\mu,x_0}|^2 \ dx$$

$$+ \int_{\Omega \cap \{|x-x_0|>\epsilon R\}} |a(x_0) - a(x)||u_{\epsilon,x_0} \eta_{\mu,x_0}|^2 \ dx$$

$$\leq \|u_{\epsilon}\|_{L^{2+}(\mathbb{R}^n)} \left( \int_{\Omega \cap B_{\epsilon R}(x_0)} |a(x_0) - a(x)|^2 \ dx \right)^{\frac{1}{2}}$$

$$+ 2 \max \{|a(x_0)|,M\} \int_{|x|>\epsilon R} |u_{\epsilon}|^2 \ dx$$

where we have used (4.2) and $R > 0$ is a real number that we are going to fix.

In fact we choose $R > 0$ large enough in such a way that the following condition holds:

$$\int_{|x|>\epsilon R} |u_{\epsilon}|^2 \ dx = \left[ n(n-2) \frac{\epsilon^{n-2}}{\epsilon^{n-2}} \right] \int_{|x|>\epsilon R} \frac{dx}{1+\epsilon^2 |x|^2}$$

$$= \left[ n(n-2) \frac{\epsilon^{n-2}}{\epsilon^{n-2}} \right] \int_{|x|>\epsilon R} \frac{dx}{1+\epsilon^2 |x|^2} < c \max \{|a(x_0)|,M\} \epsilon^{n-2}$$

where $c > 0$ is the same constant that appears in (3.7).

On the other hand due to (4.1) we deduce that

$$\lim_{\epsilon \to 0} \epsilon^{-2} \left( \int_{B_{\epsilon R}(x_0)} |a(x_0) - a(x)|^2 \ dx \right)^{\frac{1}{2}} = 0.$$
By using now (3.8) we deduce that for $\epsilon > 0$ small enough the following chain of inequalities holds:

$$S_a(\Omega) \leq \int_{\Omega} \left( \frac{\|\nabla (u_{\epsilon,x_0} \eta_{\mu,x_0})\|^2 + a(x) |u_{\epsilon,x_0} \eta_{\mu,x_0}|^2}{\|u_{\epsilon,x_0} \eta_{\mu,x_0}\|_{L^2(\Omega)}} \right) dx$$

$$\leq \frac{S^2 + \frac{\epsilon}{2} a(x_0) \epsilon^2 + o(\epsilon^2)}{S^2 + 0(\epsilon^4)} < S,$$

where at the last step we have used that $c a(x_0) < 0$.

\[ \square \]

5. Proof of theorem 1.2

Notice that for $n = 4$ the functions $u_{\epsilon}(x)$ (that have been introduced in section 3) become:

$$u_{\epsilon}(x) = \frac{\sqrt{S} \epsilon}{\epsilon^2 + |x|^2} \forall x \in \mathbb{R}^4 \forall \epsilon > 0.$$

We shall also need

$$u_{\epsilon,x_0} = u_{\epsilon}(x - x_0)$$

and

$$\eta_{\mu,x_0} = \eta \left( \frac{x - x_0}{\mu} \right)$$

where $x_0 \in \mathbb{R}^4$, $\mu > 0$ and $\eta$ is a cut–off function belonging to $C^\infty(|x| < 2)$ such that $0 \leq \eta \leq 1$ and $\eta \equiv 1$ in $\{|x| < 1\}$.

Let us recall also that in dimension $n = 4$ the identity (3.8) becomes:

$$\int_{\mathbb{R}^4} |u_{\epsilon,x_0} \eta_{\mu,x_0}|^4 dx = S^2 + 0(\epsilon^4)$$

where $0(\epsilon^4)$ depends on $\mu > 0$.

Next we prove a lemma that is sufficient to conclude the proof of theorem 1.2 (see section 3).

**Lemma 5.1.** Assume that $\Omega \subset \mathbb{R}^4$ is an open set and $a(x)$ satisfies the assumptions of theorem 1.2 then $S_a(\Omega) < S$.

**Proof.** As in the proof of lemma 4.1 we assume that a representative of the function $a(x)$ has been fixed. This will allow us to consider the pointwise value $a(x)$ for every fixed $x \in \Omega$.

Arguing as in the first part of the proof of lemma 4.1 we can assume the existence of $x_0 \in \Omega$ such that:

$$\lim_{\epsilon \to 0} \epsilon^{-4} \int_{B_{\epsilon}(x_0)} |a(x) - a(x_0)|^2 dx = 0 \quad \text{with} \quad -\infty < a(x_0) < 0$$

and

$$a(x_0) \leq a(x) \leq 0 \quad \text{a.e.} \ x \in \Omega$$

(here we have used (1.8) in the r.h.s inequality).

Since now on we fix $\mu > 0$ such that

$$\text{supp} \ \eta_{\mu,x_0} \subset \Omega$$

(in fact this condition is sufficient to deduce that $u_{\epsilon,x_0} \eta_{\mu,x_0} \in H^1_0(\Omega)$).
Let us write the following trivial identity:

\[ \int_{\Omega} (|\nabla (u_{e,x_0} \eta_{\mu,x_0})|^2 + a(x)|u_{e,x_0} \eta_{\mu,x_0}|^2) \, dx = I_{\epsilon}^\mu + II_{\epsilon}^\mu \]

where

\[ I_{\epsilon}^\mu = \int_{\Omega} (|\nabla (u_{e,x_0} \eta_{\mu,x_0})|^2 + a(x_0)|u_{e,x_0} \eta_{\mu,x_0}|^2) \, dx \]

\[ II_{\epsilon}^\mu = \int_{\Omega} (-a(x_0) + a(x))|u_{e,x_0} \eta_{\mu,x_0}|^2 \, dx. \]

**Estimate for** \( I_{\epsilon}^\mu \)

Notice that we have:

\[ \int_{\Omega} (|\nabla (u_{e,x_0} \eta_{\mu,x_0})|^2 \leq \int_{\Omega} |\eta_{\mu,x_0} \nabla u_{e,x_0} + u_{e,x_0} \nabla \eta_{\mu,x_0}|^2 \, dx \]

\[ \leq \int_{\Omega} |\eta_{\mu,x_0} \nabla u_{e,x_0}|^2 \, dx + \int_{\Omega} |u_{e,x_0} \nabla \eta_{\mu,x_0}|^2 \, dx \]

\[ + 2 \int_{\Omega} \eta_{\mu,x_0} \nabla \eta_{\mu,x_0} ||\nabla u_{e,x_0}||u_{e,x_0} \, dx \]

\[ \leq 32 \epsilon^2 \int_{|x|<2\mu} \frac{|x|^2 \, dx}{(\epsilon^2 + |x|^2)^4} + \frac{8\epsilon^2 \epsilon^2 \mu^2 \eta^2_{L^\infty(\mathbb{R}^4)}}{\int_{|x|<2\mu}} \frac{dx}{(\epsilon^2 + |x|^2)^3} \]

\[ + \frac{32 \epsilon^2 \mu^2 \eta^2_{L^\infty(\mathbb{R}^4)}}{\int_{|x|<2\mu}} \frac{dx}{(\epsilon^2 + |x|^2)^3} \]

and then with elementary computations

\[ \int_{\Omega} (|\nabla (u_{e,x_0} \eta_{\mu,x_0})|^2 \leq \int_{\mathbb{R}^4} |\nabla u_{\epsilon}|^2 \, dx - 32 \int_{|x|>2\mu} \frac{\epsilon^2 |x|^2 \, dx}{(\epsilon^2 + |x|^2)^4} \]

\[ + \left( 32 \omega_3 \eta^2_{L^\infty(\mathbb{R}^n)} + 256 \omega_3 \eta^2_{L^\infty(\mathbb{R}^n)} \right) \frac{\epsilon^2}{\mu^2}, \]

where \( \omega_3 \) denotes the Haussdorff measure of the sphere \( S^3 \).

Notice that due to (3.5) the inequality (5.5) implies

\[ \int_{\Omega} (|\nabla (u_{e,x_0} \eta_{\mu,x_0})|^2 \leq S^2 + C \frac{\epsilon^2}{\mu^2}, \]

where \( C > 0 \) is an universal constant.

On the other hand

\[ \int_{\Omega} (|u_{e,x_0} \eta_{\mu,x_0}|^2 \geq 8 \epsilon^2 \int_{|x|<\epsilon R} \frac{dx}{(\epsilon^2 + |x|^2)^2} \]

\[ + 8 \epsilon^2 \int_{|x|<\mu} \frac{dx}{(\epsilon^2 + |x|^2)^2} \]

where \( R > 0 \) is a number that we shall fix later and \( \epsilon < \frac{\mu}{n} \) (recall that \( \mu \) has been fixed above).

By combining (5.6) with (5.7) and recalling that \( a(x_0) < 0 \) we get:

\[ I_{\epsilon}^\mu \leq S^2 + C \frac{\epsilon^2}{\mu^2} \]

\[ + 8a(x_0) \epsilon^2 \int_{|x|<\epsilon R} \frac{dx}{(\epsilon^2 + |x|^2)^2} + 8a(x_0) \epsilon^2 \int_{|x|<\mu} \frac{dx}{(\epsilon^2 + |x|^2)^2} \]
where $C > 0$ is an universal constant.

**Estimate for $II^\mu_r$**

The Hölder inequality implies:

$$
(5.9) \quad \left| \int_\Omega (-a(x_0) + a(x)) u_\epsilon, x_0, n_\mu, x_0 \right|^2 \, dx
\leq \|u_\epsilon\|_{L^2(\mathbb{R}^4)}^2 \left( \int_{B_r(x_0)} |a(x_0) - a(x)|^2 \, dx \right)^{\frac{1}{2}} + |a(x_0)| \int_{r < |x| < 2\mu} |u_\epsilon|^2 \, dx,
$$

where we have used (5.3) to deduce $|a(x) - a(x_0)| \leq |a(x_0)|$, while $R > 0$ is a constant that we shall fix later.

Notice that (5.2) implies

$$
(5.10) \quad \lim_{\epsilon \to 0} (\epsilon R)^{-2} \left( \int_{B_r(x_0)} |a(x_0) - a(x)|^2 \, dx \right)^{\frac{1}{2}} = 0,
$$

while the definition of $u_\epsilon$ gives

$$
(5.11) \quad \int_{r < |x| < 2\mu} |u_\epsilon|^2 \, dx = 8\epsilon^2 \int_{r < |x| < 2\mu} \frac{dx}{(\epsilon^2 + |x|^2)^2}.
$$

By combining (3.6), (5.9), (5.10) and (5.11) we get:

$$
(5.12) \quad |II^\mu_r| \leq SR^2 \epsilon^2 \ln(1) + 8\epsilon^2 |a(x_0)| \int_{r < |x| < 2\mu} \frac{dx}{(\epsilon^2 + |x|^2)^2}.
$$

Due to (5.4), (5.8) and (5.12) we finally get:

$$
\int_\Omega (|\nabla u_\epsilon, x_0, n_\mu, x_0|^2 + a(x)|u_\epsilon, x_0, n_\mu, x_0|^2) \, dx \leq S^2 + C \frac{\epsilon^2}{\mu^2} + 8a(x_0) \epsilon^2 \int_{|x| < R} \frac{dx}{(\epsilon^2 + |x|^2)^2} + 8\epsilon a(x_0) \epsilon^2 \int_{\mu < |x| < 2\mu} \frac{dx}{(\epsilon^2 + |x|^2)^2} + R^2 o(\epsilon^2)
$$

$$
\leq S^2 + C \frac{\epsilon^2}{\mu^2} + 8\epsilon a(x_0) \epsilon^2 \int_{|x| < R} \frac{dx}{(1 + |x|^2)^2} + 8\omega_3 |a(x_0)| \epsilon^2 \ln 2 + R^2 o(\epsilon^2)
$$

where $C > 0$ is an universal constant, $\omega_3$ is the measure of the sphere $S^3$ and $R > 0$ is a number to be fixed later.

Then we have proved the following estimate:

$$
(5.13) \quad \int_\Omega (|\nabla (u_\epsilon, x_0, n_\mu, x_0)|^2 + a(x)|u_\epsilon, x_0, n_\mu, x_0|^2) \, dx
\leq S^2 + \left( 8\phi(R)a(x_0) + C \frac{\epsilon^2}{\mu^2} + 8\omega_3 |a(x_0)| \ln 2 \right) \epsilon^2 + R^2 o(\epsilon^2),
$$

where

$$
\phi(R) = \int_{|x| < R} \frac{dx}{(1 + |x|^2)^2}
$$

and hence

$$
(5.14) \quad \lim_{R \to \infty} \phi(R) = \infty.
$$
Due to (5.1) and (5.13) we deduce that for $\epsilon > 0$ small enough we get:

\begin{equation}
S_a(\Omega) \leq \int_{\Omega} \left( |\nabla (u_{\epsilon,x_0}\eta_{\mu,x_0})|^2 + a(x)|u_{\epsilon,x_0}\eta_{\mu,x_0}|^2 \right) dx \leq \parallel u_{\epsilon,x_0}\eta_{\mu,x_0} \parallel_{L^2(\Omega)}^2 + \left( 8\phi(R) a(x_0) + C_\mu + 8\omega_3 |a(x_0)| \ln 2 \right) \epsilon^2 + R^2 o(\epsilon^2) < S
\end{equation}

where we have used at the last step that $a(x_0) < 0$ and we are assuming that $R > 0$ is large enough in order to guarantee that $8\phi(R) a(x_0) + C_\mu + 8\omega_3 |a(x_0)| \ln 2 < 0$ (note that it is possible due to (5.14)).

6. Appendix

In order to make this article self-contained we give the proof of a proposition contained in [13]. We recall also that next result has been fundamental along the proof of theorem 1.3.

**Proposition 6.1.** Let $n \geq 1$ and $\Omega \subset \mathbb{R}^n$ an open set. Assume that $a(x) \in L^{p,d}(\Omega)$ for $1 \leq p, d < \infty$. Then for any $\epsilon > 0$ there exist two measurable sets $\Omega_1^\epsilon, \Omega_2^\epsilon$ such that:

\begin{align*}
\Omega_1^\epsilon \cup \Omega_2^\epsilon &= \Omega, \\
\Omega_1^\epsilon \cap \Omega_2^\epsilon &= \emptyset, \\
a(x)\chi_{\Omega_1^\epsilon} \in L^\infty(\Omega), \\
\parallel a(x)\chi_{\Omega_2^\epsilon} \parallel_{L^{p,d}(\Omega)} &< \epsilon.
\end{align*}

In next lemma the function $f^*$ associated to a function $f$ is the one defined in section 2.

**Lemma 6.1.** Assume that $f_k : \Omega \to \mathbb{R}$ is a sequence of functions such that:

$f_k(x) \geq 0 \ a.e. \ x \in \Omega$, $f_1 \in L^{p,d}(\Omega)$ for suitable $1 \leq p < \infty, 1 \leq d < \infty$,

\begin{align}
0 &\leq f_{k+1}(x) \leq f_k(x) \ a.e. \ x \in \Omega \forall k \in \mathbb{N}, \\
\lim_{k \to \infty} f_k(x) &= 0 \ a.e. \ x \in \Omega.
\end{align}

Then

\begin{align}
f_{k+1}^*(t) &\leq f_k^*(t) \forall t \in \mathbb{R}^+ \forall k \in \mathbb{N} \\
\lim_{k \to \infty} f_k^*(t) &= 0 \forall t \in \mathbb{R}^+.
\end{align}

**Proof.** The assumption $0 \leq f_{k+1} \leq f_k$ implies that:

$m(\sigma, f_{k+1}) \leq m(\sigma, f_k),
\]

where $m(\sigma, g)$ is defined as in section 2 for every measurable function $g$. Due to this inequality and to the definition of $f_k^*$ it is easy to deduce that $f_{k+1}^*(t) \leq f_k^*(t)$ and hence (6.3) is proved.

Moreover due to (6.1) and (6.2), we have that for every fixed $\sigma > 0$, the sets

\begin{align*}
\mathcal{A}_k^\sigma &\equiv \{ x \in \mathbb{R}^n | f_k(x) > \sigma \},
\end{align*}


\[ (S^2 + 0(\epsilon^4))^{\frac{1}{2}} < S
\]
satisfy the following properties:

\[(6.5) \quad A_{k+1} \subset A_k \quad \forall k \in \mathbb{N} \quad \forall \sigma \in \mathbb{R}^+ \quad \text{and} \quad \text{meas}(\bigcap_{k \in \mathbb{N}} A_k^\sigma) = 0 \quad \forall \sigma \in \mathbb{R}^+.
\]

On the other hand, since \( f_1 \in L^{p,d}(\Omega^n) \) with \( p, d \neq \infty \), it is easy to deduce that \( \text{meas}(A_k^\sigma) < \infty \) for every \( \sigma > 0 \). By combining this fact with (6.5), we can deduce that:

\[
\lim_{k \to \infty} m(\sigma, f_k) = \lim_{k \to \infty} \text{meas}(A_k^\sigma) = 0 \quad \forall \sigma > 0.
\]

In particular, for every \( \epsilon > 0 \) there exists \( k(\epsilon) \in \mathbb{N} \) such that

\[
m(\epsilon, f_{k(\epsilon)}) < \epsilon.
\]

This inequality implies that if \( t > 0 \) is a fixed number, then

\[
f_{k(\epsilon)}^*(t) \equiv \inf \{ \sigma | m(\sigma, f_{k(\epsilon)}) < t \} < \epsilon,
\]

provided that \( 0 < \epsilon < t \).

This estimate, combined with the monotonicity of \( \{ f_{k}^*(t) \}_{k \in \mathbb{N}} \) (see (6.3)), implies easily (6.4).

\[
\square
\]

**Proof of proposition 6.1.** Let us introduce the following sets:

\[
\Omega_k \equiv \{ x \in \Omega | |a(x)| < k \text{ and } |x| < k \},
\]

where \( k \in \mathbb{N} \).

It is easy to show that the sequence of sets \( \{ \Omega_k \}_{k \in \mathbb{N}} \) satisfy the following conditions:

\[
\Omega_k \subset \Omega_{k+1}, |\Omega_k| < \infty \quad \forall k \in \mathbb{N} \quad \text{and} \quad a(x)\chi_{\Omega_k} \in L^\infty(\Omega).
\]

It is then sufficient to prove that for every fixed \( \epsilon > 0 \), there exists a suitable \( k_0(\epsilon) \in \mathbb{N} \) such that

\[
(6.6) \quad ||a(x)\chi_{\Omega_k \setminus \Omega_{k_0}(\epsilon)}||_{L^{p,a}(\Omega)} < \epsilon,
\]

in order to conclude that the sets

\[
\Omega_1 = \Omega_{k_0(\epsilon)} \quad \text{and} \quad \Omega_2 = \Omega \setminus \Omega_{k_0(\epsilon)},
\]

satisfy the desired properties.

In order to show (6.6) let us introduce the sequence of functions

\[
a_k^*(t) : \mathbb{R}^+ \to \mathbb{R}^+
\]

where:

\[
a_k^*(t) = (|a(x)|\chi_{\Omega_k})^*(t) \quad \forall k \in \mathbb{N},
\]

and as usual \( f^* \) denotes the decreasing rearrangement of the function \( f \).

If \( |a^*(t)| \) denotes the rearranged function associated to \( |a| \), then by using lemma 6.1 we deduce that the sequence \( \{ a_k^*(t) \}_{k \in \mathbb{N}} \) satisfies the following inequalities:

\[
(6.7) \quad |a^*(t)| \geq a_k^*(t) \geq 0 \quad \forall t > 0 \quad \text{and} \quad \forall k \in \mathbb{N},
\]

\[
(6.8) \quad \lim_{k \to \infty} a_k^*(t) = 0 \quad \forall t \in \mathbb{R}^+.
\]

In particular, since \( a(x) \in L^{p,d}(\Omega) \), we have

\[
|a_k^*(t)|d^d \# - 1 \leq (|a^*(t)|)^{d^d \# - 1} \in L^1(\mathbb{R}^+).
\]
that can be combined with the dominated convergence theorem and with (6.8) in order to deduce that

$$\lim_{k \to \infty} \|a(x)\chi_{\Omega \setminus \Omega_k}\|_{L^{p,d}(\Omega)}^d = \lim_{k \to \infty} \int_0^\infty |a_k^*(t)|^d t^{\frac{d}{d-1}} dt = 0.$$

The proof is complete.

\[ \square \]
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