MULTIDIMENSIONAL POLYNOMIAL EULER PRODUCTS AND
INFINITELY DIVISIBLE DISTRIBUTIONS ON $\mathbb{R}^d$
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Abstract. It is known to be difficult to find out whether a certain multivariable function to be a characteristic function when its corresponding measure is not trivial to be or not to be a probability measure on $\mathbb{R}^d$. Such results were not obtained for a long while. In this paper, multidimensional polynomial Euler product is defined as a generalization of the polynomial Euler product. By applying the Kronecker’s approximation theorem, a necessary and sufficient condition for some polynomial Euler products to generate characteristic functions is given. Furthermore, by using the Baker’s theorem, that of some multidimensional polynomial Euler products is also given. As one of the most important properties of probability distributions, the infinite divisibility of them is studied as well.
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1. Introduction

1.1. Infinitely divisible distributions. Infinitely divisible distributions are known as one of the most important class of distributions in probability theory. They are the marginal distributions of stochastic processes having independent and stationary increments such as Brownian motion and Poisson processes. In 1930's, such stochastic processes were well-studied by P. Lévy and now we usually call them Lévy processes. We can find the detail of Lévy processes in [18].

In this section, we mention some known properties of infinitely divisible distributions.

Definition 1.1 (Infinitely divisible distribution). A probability measure $\mu$ on $\mathbb{R}^d$ is infinitely divisible if, for any positive integer $n$, there is a probability measure $\mu_n$ on $\mathbb{R}^d$ such that

$\mu = \mu_n^{\ast n},$

where $\mu_n^{\ast n}$ is the $n$-fold convolution of $\mu_n$.

Example 1.2. Normal, degenerate, Poisson and compound Poisson distributions are infinitely divisible.

Denote by $I(\mathbb{R}^d)$ the class of all infinitely divisible distributions on $\mathbb{R}^d$. Let $\hat{\mu}(\vec{t}) := \int_{\mathbb{R}^d} e^{i\langle \vec{t},x \rangle} \mu(dx), \vec{t} \in \mathbb{R}^d$, be the characteristic function of a distribution $\mu$, where $\langle \cdot, \cdot \rangle$ is the inner product. We also write $a \wedge b = \min\{a,b\}$. The following is well-known.

Proposition 1.3 (Lévy–Khintchine representation (see, e.g. [18])). (i) If $\mu \in I(\mathbb{R}^d)$, then

$$\hat{\mu}(\vec{t}) = \exp\left[-\frac{1}{2} \langle \vec{t}, A \vec{t} \rangle + i \langle \gamma, \vec{t} \rangle + \int_{\mathbb{R}^d} \left( e^{i\langle \vec{t},x \rangle} - 1 - \frac{i\langle \vec{t},x \rangle}{1 + |x|^2} \right) \nu(dx) \right], \vec{t} \in \mathbb{R}^d,$$

where $A$ is a symmetric nonnegative-definite $d \times d$ matrix, $\nu$ is a measure on $\mathbb{R}^d$ satisfying

$$\nu(\{0\}) = 0 \text{ and } \int_{\mathbb{R}^d} (|x|^2 \wedge 1) \nu(dx) < \infty,$$

and $\gamma \in \mathbb{R}^d$.

(ii) The representation of $\hat{\mu}$ in (i) by $A, \nu,$ and $\gamma$ is unique.

(iii) Conversely, if $A$ is a symmetric nonnegative-definite $d \times d$ matrix, $\nu$ is a measure satisfying (1.2), and $\gamma \in \mathbb{R}^d$, then there exists an infinitely divisible distribution $\mu$ whose characteristic function is given by (1.1).

The measure $\nu$ and $(A, \nu, \gamma)$ are called the Lévy measure and the Lévy–Khintchine triplet of $\mu \in I(\mathbb{R}^d)$, respectively. There is another form of (1.1) if the Lévy measure $\nu$ satisfies an additional condition.

Proposition 1.4 (see, e.g. [18]). In Proposition 1.3, if the Lévy measure $\nu$ in (1.1) satisfies an additional condition $\int_{|x|<1} x|\nu(dx) < \infty$, then we can rewrite the representation (1.1) by

$$\hat{\mu}(\vec{t}) = \exp\left[-\frac{1}{2} \langle \vec{t}, A \vec{t} \rangle + i \langle \gamma_0, \vec{t} \rangle + \int_{\mathbb{R}^d} \left( e^{i\langle \vec{t},x \rangle} - 1 \right) \nu(dx) \right], \vec{t} \in \mathbb{R}^d,$$

where $\gamma_0 = \gamma - \int_{|x|<1} x \left( 1 + |x|^2 \right)^{-1} \nu(dx)$.
In this paper, the following form of characteristic functions which are called compound Poisson is to be appeared.

Example 1.5. Let $\mu_{CPo}$ be a compound Poisson distribution. Then, for some $c > 0$ and for some distribution $\rho$ on $\mathbb{R}^d$ with $\rho(\{0\}) = 0$,

$$
\hat{\mu}_{CPo}(\vec{t}) = \exp \left( c \left( \hat{\rho}(\vec{t}) - 1 \right) \right), \quad \vec{t} \in \mathbb{R}^d.
$$

The Poisson distribution is a special case when $d = 1$ and $\rho = \delta_1$.

The following are important facts which play key roles in this paper.

Proposition 1.6 (see, e.g. [18]). Let $\mu$ be a probability measure on $\mathbb{R}^d$.

(i) We have that $\hat{\mu}$ is uniformly continuous, $\hat{\mu}(0) = 1$ and $|\hat{\mu}(\vec{t})| \leq 1$ for any $\vec{t} \in \mathbb{R}^d$.

(ii) Let $n$ be a positive even integer. If $\hat{\mu}(\vec{t})$ is of class $C^n$ in a neighborhood of the origin, then $\mu$ has finite absolute moment of order $n$.

(iii) If $\mu \in I(\mathbb{R}^d)$, then $\hat{\mu}$ does not have zeros that is $\hat{\mu}(\vec{t}) \neq 0$ for any $\vec{t} \in \mathbb{R}^d$.

1.2. Riemann zeta function and Euler Products. Zeta functions are one of the most important object in number theory. The Riemann zeta function is regarded as the origin and it is defined as follows.

Definition 1.7 (Riemann zeta function (see, e.g. [4])). The Riemann zeta function is a function of a complex variable $s = \sigma + it$, for $\sigma > 1$ given by

$$
\zeta(s) := \sum_{n=1}^{\infty} \frac{1}{n^s} = \prod_p \left(1 - \frac{1}{p^s}\right)^{-1},
$$

where the letter $p$ is a prime number, and the product of $\prod_p$ is taken over all primes.

The infinite series and product are called Dirichlet series and Euler product, respectively. Both of the Dirichlet series and the Euler product of $\zeta(s)$ converges absolutely in the half-plane $\sigma > 1$ and uniformly in each compact subset of this half-plane.

As one of a generalization of $\zeta(s)$, the Hurwitz zeta function is also well-known. Its definition is as follows. For $0 < u \leq 1$ and $\sigma > 1$, the Hurwitz zeta function $\zeta(s,u)$ is defined by

$$
\zeta(s,u) := \sum_{n=0}^{\infty} \frac{1}{(n+u)^s}.
$$

Note that we obviously have $\zeta(s) = \zeta(s,1)$. The function $\zeta(s,u)$ is analytically continuatable to the whole complex plane as a meromorphic function with a simple pole at $s = 1$.

Next we introduce Dirichlet characters and the Dirichlet $L$-functions. Let $q$ be a positive integer. A Dirichlet character $\chi \mod q$ is a non-vanishing group homomorphism from the group $(\mathbb{Z}/q\mathbb{Z})^*$ of prime residue classes modulo $q$ to $\mathbb{C}^*$. The character which is identically one is denoted by $\chi_0$ and is called the principal. By setting $\chi(n) = \chi(a)$ for $n \equiv a \mod q$, we can extend the character to a completely multiplicative arithmetic function on $\mathbb{Z}$. 
Definition 1.8 (Dirichlet \( L \)-function (see, e.g. [4])). For \( \sigma > 1 \), the Dirichlet \( L \)-function \( L(s, \chi) \) attached to a character \( \chi \mod q \) is given by

\[
L(s, \chi) := \sum_{n=1}^{\infty} \frac{\chi(n)}{n^s} = \prod_p \left( 1 - \frac{\chi(p)}{p^s} \right)^{-1}.
\]

The Riemann zeta function \( \zeta(s) \) may be regarded as the Dirichlet \( L \)-function to the principal character \( \chi_0 \mod 1 \). It is possible that for values of \( n \) coprime with \( q \) the character \( \chi(n) \) may have a period less than \( q \). If so, we say that \( \chi \) is imprimitive, and otherwise primitive. Every non-principal imprimitive character is induced by a primitive character. Two characters are non-equivalent if they are not induced by the same character. Characters to a common modulus are pairwise non-equivalent.

The exact analytic translation of the existence and uniqueness of prime decomposition in \( \mathbb{Z} \) is the fact that the Dirichlet series associated with a completely multiplicative function has an Euler product. If \( K \) is a general number field and \( \mathbb{Z}_K \) its ring of integers, the existence and uniqueness of prime decomposition are valid for ideals as in the case for every Dedekind domain. Thus, it is natural to define the following function

\[
\zeta_K(s) := \sum_{a \subset \mathbb{Z}_K} \frac{1}{N(a)^s} = \prod_p \left( 1 - \frac{1}{N(a)^s} \right)^{-1}, \quad \sigma > 1
\]

where \( a \) runs through all integral ideals of \( \mathbb{Z}_K \) and \( p \) through all prime ideals of \( \mathbb{Z}_K \) and \( N \) denotes the absolute norm. The function \( \zeta_K \) is called the Dedekind zeta function. The equality of the two definitions is the exact translation of existence and uniqueness of prime ideal decomposition. We of course have \( \zeta_\mathbb{Q}(s) = \zeta(s) \). As mentioned in [10, Proposition 10.5.5], let \( K = \mathbb{Q}(\sqrt{D}) \) be a quadratic field of discriminant \( D \). Then we have \( \zeta_K(s) = \zeta(s)L(s, \chi_D) \), where \( \chi_D \) is the Legendre–Kronecker character. Moreover, we have the following (see, [10 Theorem 10.5.22]). Let \( \mathbb{Q}_m \) be the \( m \)-th cyclotomic field. We have \( \zeta_{\mathbb{Q}_m}(s) = \prod_{\chi \mod m} L(s, \chi_f) \), where \( \chi_f \) is the primitive character associated with \( \chi \). In particular, if \( m \) is a prime power we have \( \zeta_{\mathbb{Q}_m}(s) = \prod_{\chi \mod m} L(s, \chi) \).

These famous functions may be regarded as the prototype of zeta functions which have Euler products. Many authors have introduced classes of \( L \)-functions to find common patterns of their value-distributions. The most well-known class \( \mathcal{S} \) was introduced by Selberg [19]. His aim was to study the value-distribution of linear combinations of \( L \)-functions. In the meantime, this so-called Selberg class became one of the important objects in number theory. However, there still remain unknown properties. Afterwards, Steuding [20] introduced a class of Dirichlet series satisfying several quite natural analytic axioms with two arithmetic conditions added, namely, a polynomial Euler product representation

\[
\prod_p \prod_{l=1}^{m} \left( 1 - \frac{\alpha_l(p)}{p^s} \right)^{-1}, \quad \sigma > 1,
\]

where \( |\alpha_l(p)| \leq 1 \) for \( 1 \leq l \leq m \) and prime numbers \( p \), and has given some kind of the prime number theorem.
On the other hand, Bhowmik, Essouabri and Lichtin [7] extended classical one-variable results about the Euler products, defined by integral-valued polynomial or analytic functions, to multi-variable ones.

1.3. Zeta distributions on \( \mathbb{R} \). In probability theory, there exists a class of distribution on \( \mathbb{R} \) which is generated by the Riemann zeta function. First it is introduced in [14] and we can also find it in [12] and [15]. What we have known about this distribution is not many. Few properties are noted in [12] and further ones are studied in [16]. In this section, we mention the Riemann and Hurwitz zeta distributions with some known properties.

**Definition 1.9** (Riemann zeta distribution on \( \mathbb{R} \)). Let \( \sigma > 1 \). A distribution \( \mu_\sigma \) on \( \mathbb{R} \) is said to be a Riemann zeta distribution with parameter \( \sigma \) if, for any \( n \in \mathbb{N} \),

\[
\mu_\sigma(\{-\log n\}) = \frac{n^{-\sigma}}{\zeta(\sigma)}.
\]

Put

\[
f_\sigma(t) := \frac{\zeta(\sigma + it)}{\zeta(\sigma)}, \quad t \in \mathbb{R},
\]

then \( f_\sigma(t) \) is known to be a characteristic function of \( \mu_\sigma \) (see, e.g. [12]).

The Riemann zeta distribution is known to be infinitely divisible. The characteristic functions and Lévy measures of them can be given of the form as in the following.

**Proposition 1.10** (see, e.g. [12]). Let \( \mu_\sigma \) be a Riemann zeta distribution on \( \mathbb{R} \) with characteristic function \( f_\sigma(t) \). Then, \( \mu_\sigma \) is compound Poisson on \( \mathbb{R} \) and

\[
\log f_\sigma(t) = \sum_p \sum_{r=1}^{\infty} \frac{p^{-r\sigma}}{r} (e^{-irt \log p} - 1) = \int_0^\infty (e^{-itx} - 1) N_\sigma(dx),
\]

where \( N_\sigma \) is given by

\[
N_\sigma(dx) = \sum_p \sum_{r=1}^{\infty} \frac{p^{-r\sigma}}{r} \delta_{r \log p}(dx),
\]

where \( \delta_x \) is the delta measure at \( x \).

As a generalization, the Hurwitz zeta case is also known. Put a normalized function as follows:

\[
f_{\sigma,u}(t) := \frac{\zeta(\sigma + it, u)}{\zeta(\sigma, u)}, \quad t \in \mathbb{R}.
\]

Then \( f_{\sigma,u} \) is also known to be a characteristic function (see, [13, Theorem 1]).

The infinite divisibility of \( \mu_{\sigma,u} \) is studied in [13].

**Proposition 1.11** ([13, Theorems 2 and 3]). The Hurwitz zeta distribution \( \mu_{\sigma,u} \) is infinitely divisible if and only if \( u = 1/2 \) or \( u = 1 \). Moreover, the Hurwitz zeta distribution \( \mu_{\sigma,1/2} \) is compound Poisson (infinitely divisible) with its Lévy measure \( N_{\sigma,1/2} \) given by

\[
N_{\sigma,1/2}(dx) = \sum_{p>2} \sum_{r=1}^{\infty} \frac{p^{-r\sigma}}{r} \delta_{r \log p}(dx),
\]

where the first sum is taken over all odd primes \( p \).
These results are the only known ones in the study of zeta functions and their definable infinitely divisible distributions.

**Remark 1.12.** We have to note that the Riemann zeta distribution is defined in the region of absolute convergence. The parameter $\sigma$ is always larger than 1 not in the whole complex plane. When $\sigma = 1$, it is well-known that $\zeta(1 + it) \neq 0$, $t \neq 0$, and $\zeta(s)$ has an only one pole at $s = 1$. Hence we have $\zeta(1 + it)/\zeta(1) = 0$ for any $t \neq 0$, which contradicts Proposition 1.6 (i). Also, it is known that $\zeta(1/2) = -1.460354509\ldots$ and there exists $t \in \mathbb{R}$ such that $\zeta(1/2 + it)$ takes an absolute value larger than that of $\zeta(1/2)$, for example, $|\zeta(1/2 + 17i)| = 2.142712183\ldots$. Thus there exist $t \in \mathbb{R}$ such that $|\zeta(1/2 + it)/\zeta(1/2)| > 1$ which also contradicts Proposition 1.6 (i). Moreover, by Voronin's denseness theorem (see, e.g. [19, Theorem 1.6]), for any fixed $1/2 < \sigma < 1$, there exist $t \in \mathbb{R}$ such that $|\zeta(\sigma + it)/\zeta(\sigma)| > 1$. Therefore, normalized functions $\zeta(\sigma + it)/\zeta(\sigma)$ can not be characteristic functions for any $1/2 \leq \sigma \leq 1$.

1.4. **Aim.** In Section 1.3, we have mentioned infinite divisibility of some known zeta distributions on $\mathbb{R}$. Again, as in Proposition 1.6 (iii), we note that infinitely divisible characteristic functions do not have zeros. In zeta cases, this property can give us information of zeros of zeta functions which is one of the most important subject in number theory. Historically, there exist many continuous probability distributions on $\mathbb{R}^d$ and multiple zeta functions but no infinitely divisible zeta distributions on $\mathbb{R}^d$ are introduced. Here zeta distributions on $\mathbb{R}^d$ mean that distributions which are discrete with infinitely many mass points that we usually do not see in the sense of explicitly written ones.

However, it is known to be difficult to define probability distributions on $\mathbb{R}^d$ by a certain multivariable function as a characteristic function if it is not trivial to be so. They can be defined when they are unsigned finite measures with total mass 1. The method how to check the signs of measures on $\mathbb{R}^d$, we have the Bochner’s theorem in common (see, e.g. [18]). As recent topics of zeta functions related to probability theory, including the property of infinite divisibility, some classical results of zeta functions are interpreted probabilistically in [8], and the characteristic polynomial of a random unitary matrix is studied by a probabilistic approach in [9]. The purpose of our recent work is to establish zeta distributions on $\mathbb{R}^d$ as new treatable discrete distributions on $\mathbb{R}^d$ with infinitely many mass points and show properties of them including the relationship with number theory. As a first generalization of zeta distributions, we have introduced a new multidimensional Shintani zeta function and corresponding zeta distributions on $\mathbb{R}^d$ in [1] and revised in [3] with some new results. By the series representation, non infinite divisibility of them can be seen but there are no methods to show their infinite divisibility. As to show that, we have to treat the Euler products.

In this paper, a new generalization of the polynomial Euler product is introduced and some important examples are given in Section 2. Our main results are in Section 3. The necessary and sufficient conditions for those products to generate discrete compound Poisson characteristic functions are given and new classes of multidimensional compound Poisson zeta distributions are defined. These results contain new methods of how to check when some multivariable functions can be characteristic functions, when probability...
distributions can be defined in other words, by applying the Baker’s and Kronecker’s approximation theorems which are well-known in number theory. Still, it seems to be not well-studied even for 1-dimensional case. So that we give some new important examples of 1-dimensional zeta functions related to these new classes in Section 4.

2. Multidimensional polynomial Euler Products

In Section 1.4, we mentioned that our purpose of this paper is to establish a new zeta distributions on \( \mathbb{R}^d \) by Euler products as new treatable multidimensional discrete infinitely divisible distributions with infinitely many mass points. We consider the Euler product case even we have studied the multiple series case as in [1] and, afterwards, in [8] since there are two merits; (I) Euler products do not vanish in the region of absolute convergence (see, Proposition 1.6 (iii)). (II) It is easy to obtain the Lévy–Khintchine representation (see, Theorems 3.1, 3.8 and 3.15).

2.1. Definition and properties. Denote by \( \mathbb{P} \) the set of all prime numbers.

Definition 2.1 (Multidimensional polynomial Euler product, \( Z_E(\vec{s}) \)). Let \( d, m \in \mathbb{N} \) and \( \vec{s} \in \mathbb{C}^d \). For \( -1 \leq \alpha_l(p) \leq 1 \) and \( \vec{a}_l \in \mathbb{R}^d, 1 \leq l \leq m \) and \( p \in \mathbb{P} \), we define multidimensional polynomial Euler product given by

\[
Z_E(\vec{s}) = \prod_{p} \prod_{l=1}^{m} \left( 1 - \alpha_l(p)p^{-\langle \vec{a}_l, \vec{s} \rangle} \right)^{-1}.
\]

Remark 2.2. We have \( Z_E(\vec{z}) = Z_E(\bar{\vec{s}}) \), where \( \bar{\vec{z}} \) is the complex conjugate of \( \vec{z} \in \mathbb{C}^d \).

Then this product converges absolutely.

Theorem 2.3. The product (2.1) converges absolutely and has no zeros in the region \( \min_{1 \leq l \leq m} \Re(\langle \vec{a}_l, \vec{s} \rangle) > 1 \).

For the proof of this theorem, we use the following proposition. Let \( G \) be an open subset of the complex plane and \( H(G) \) be the collection of analytic functions on \( G \).

Proposition 2.4 (see e.g. [11, Theorem 5.9]). Let \( G \) be a region in \( \mathbb{C} \) and let \( \{f_n\} \) be a sequence in \( H(G) \) such that no \( f_n \) is identically zero. If \( \sum_{n=1}^{\infty} (f_n(s) - 1) \) converges absolutely and uniformly on any compact subset of \( G \) then \( \prod_{n=1}^{\infty} f_n(s) \) converges to an analytic function \( f(s) \) in \( H(G) \). If \( z \) is a zero of \( f \) then \( z \) is a zero of only a finite number of the functions \( f_n \), and the multiplicity of the zero of \( f \) at \( z \) is the sum of the multiplicities of the zeros of the functions \( f_n \) at \( z \).

Proof of Theorem 2.3. Put \( v := \min_{1 \leq l \leq m} \Re(\langle \vec{a}_l, \vec{s} \rangle) \). Then, by the assumption \( v > 1 \) and \( -1 \leq \alpha_l(p) \leq 1 \) for any \( p \in \mathbb{P} \) and \( 1 \leq l \leq m \), we have

\[
\sum_{p} |\alpha_l(p)p^{-\langle \vec{a}_l, \vec{s} \rangle}| \leq \sum_{p} p^{-v} \leq \sum_{n \geq 2} n^{-v} \leq \int_{1}^{\infty} x^{-v} dx < \infty.
\]

Thus \( \sum_{p} \alpha_l(p)p^{-\langle \vec{a}_l, \vec{s} \rangle} \) converges absolutely and uniformly on any compact subset of the region \( \min_{1 \leq l \leq m} \Re(\langle \vec{a}_l, \vec{s} \rangle) > 1 \). By Proposition 2.4, the product (2.1) converges absolutely in the region \( \min_{1 \leq l \leq m} \Re(\langle \vec{a}_l, \vec{s} \rangle) > 1 \).
We also have that $0 < |1 - \alpha_l(p)p^{-\langle \bar{\alpha}_l, \bar{s} \rangle}|^{-1}$ for any $\bar{s} \in \mathbb{C}^d$, $p \in \mathbb{P}$ and $1 \leq l \leq m$, so that (2.1) does not have zeros.

Here and in the sequel, we define $\log Z_E(\bar{s})$ by the following Dirichlet series expansion

\[
\log Z_E(\bar{s}) := \sum_p \sum_{r=1}^{\infty} \sum_{l=1}^{m} \frac{1}{r} \alpha_l(p)^r p^{-r\langle \bar{\alpha}_l, \bar{s} \rangle}
\]

in the region of absolute convergence (see e.g. [20, (9.19)]). This formula plays important role in the proof of Main theorem.

2.2. Examples of multidimensional polynomial Euler products. Some simple examples of $Z_E(\bar{s})$ for $d = 1$ are the following.

**Example 2.5.** (i) When $d = m = 1$, $a = 1$ and $\alpha(p) = -1$, then

\[
Z_E(s_1) = \prod_p \frac{1}{1 + p^{-s_1}} = \prod_p \frac{1 - p^{-s_1}}{1 - p^{-2s_1}} = \frac{\zeta(2s_1)}{\zeta(s_1)}.
\]

(ii) When $d = m = 1$, $a = 2$, $\alpha(p) = 1$, or $d = 1$, $m = 2$, $a_1 = a_2 = 1$, and $\alpha_1(p) = -\alpha_2(p) = 1$, then

\[
Z_E(s_1) = \prod_p \frac{1}{1 - p^{-2s_1}} = \zeta(2s_1) = \prod_p \frac{1}{(1 - p^{-s_1})(1 + p^{-s_1})}.
\]

Similarly, we have following examples for $d = 2$ as a simple multidimensional case.

**Example 2.6.** (iii) When $d = m = 2$, $\bar{\alpha}_1 = (1,0)$, $\bar{\alpha}_2 = (1,1)$ and $\alpha_l(p) = 1$, $l = 1, 2$, then

\[
Z_E(\bar{s}) = \prod_p \frac{1}{1 - p^{-s_1}} \frac{1}{1 - p^{-(s_1 + s_2)}} = \zeta(s_1)\zeta(s_1 + s_2).
\]

(iv) When $d = m = 2$, $\bar{\alpha}_1 = (1,0)$, $\bar{\alpha}_2 = (1,2)$, $\alpha_1(p) = 1$ and $\alpha_2(p) = \chi(p)$, where $\chi(p)$ is a real Dirichlet character, then

\[
Z_E(\bar{s}) = \prod_p \frac{1}{1 - p^{-s_1}} \frac{1}{1 - \chi(p)p^{-(s_1 + 2s_2)}} = \zeta(s_1)L(s_1 + 2s_2, \chi).
\]

We give further multidimensional examples and mention their behaviors related to probability theory in Section 3.

3. Multidimensional compound Poisson zeta distributions

In this section, we define multidimensional compound Poisson zeta distributions on $\mathbb{R}^d$ generated by the multidimensional polynomial Euler products defined in the previous section. We put

\[
\bar{s} := \bar{\sigma} + \bar{\nu}, \quad \bar{\sigma}, \bar{\nu} \in \mathbb{R}^d,
\]

and, for $\bar{\sigma}$ satisfying $\min_{1 \leq l \leq m} \Re(\langle \bar{\alpha}_l, \bar{s} \rangle) > 1$, a normalized function

\[
f_{\bar{\sigma}}(\bar{\nu}) := \frac{Z_E(\bar{\sigma} + \bar{\nu})}{Z_E(\bar{\sigma})}.
\]
3.1. Multidimensional $m$-tuple compound Poisson zeta distribution. We have the following.

**Theorem 3.1.** Let $\bar{a}_1 = \cdots = \bar{a}_m =: \bar{a}$ and $\alpha_l(p) = 0$ or $\pm 1$ for $1 \leq l \leq m$ and $p \in \mathbb{P}$ in (2.1). Then $f_{\bar{a}}$ is a characteristic function if and only if $\sum_{l=1}^{m} \alpha_l(p) \geq 0$ for all $p \in \mathbb{P}$. Moreover, when $\sum_{l=1}^{m} \alpha_l(p) \geq 0$ for all $p \in \mathbb{P}$, $f_{\bar{a}}$ is a compound Poisson characteristic function with its finite Lévy measure $N_{\bar{a}}(dx)$ on $\mathbb{R}^d$ given by

$$N_{\bar{a}}(dx) = \sum_{p} \sum_{r=1}^{\infty} \sum_{l=1}^{m} \frac{1}{r} \alpha_l(p)^r p^{-r(\bar{a},\bar{a})} \delta_{\log p^r \bar{a}}(dx).$$

For the proof of Theorem 3.1 we use the following two lemmas.

**Lemma 3.2.** Suppose $\alpha_l = 0, \pm 1$ for $1 \leq l \leq m$. Then $\sum_{l=1}^{m} \alpha_l^r \geq 0$ for any $r \geq 2$ if and only if $\sum_{l=1}^{m} \alpha_l \geq 0$.

**Proof.** It is obvious that we have $\sum_{l=1}^{m} \alpha_l^r \geq 0$ for any $r \geq 2$ if $\sum_{l=1}^{m} \alpha_l \geq 0$.

Conversely, let $k \in \mathbb{N}$ and suppose $\sum_{l=1}^{m} \alpha_l^r \geq 0$ for any $r \geq 2$. When $r = 2k + 1$, we have $\sum_{l=1}^{m} \alpha_l(p) = \sum_{l=1}^{m} \alpha_l^r \geq 0$ since $\alpha_l = \alpha_l^{2k+1}$. Thus we have $\sum_{l=1}^{m} \alpha_l \geq 0$ if $\sum_{l=1}^{m} \alpha_l^r \geq 0$ for any $r \geq 2$. \hfill $\square$

**Remark 3.3.** If $m = 2$, we can remove $|\alpha_1| = 1$ since $|\alpha_1| > |\alpha_2|$ if and only if $|\alpha_1|^r > |\alpha_2|^r$. We can not do so when $m \geq 3$. As a counter example, we have the case $\alpha_1 = \alpha_2 = 1/3$ and $\alpha_3 = -2/3$.

**Lemma 3.4.** If there exists a set of prime numbers $q$ satisfying $\sum_{l=1}^{m} \alpha_l(q) < 0$, then there exists $\vec{t}_0 \in \mathbb{R}^d$ such that $|f_{\bar{a}}(\vec{t}_0)| > 1$.

For the proof of this lemma, we use linear independence of real numbers and the Kronecker’s approximation theorem.

It is called that real numbers $\theta_1, \ldots, \theta_n$ are linearly independent over the rationals if $\sum_{k=1}^{n} c_k \theta_k = 0$ with rational multipliers $c_1, \ldots, c_n$ implies $c_1 = \cdots = c_n = 0$. Put

$$\theta_k := \frac{\log p_k}{2\pi}, \quad 1 \leq k \leq n,$$

where $p_1, \ldots, p_n$ are the first $n$ primes. Then $\theta_k$ are linearly independent over the rationals and it can be shown by this way. When we suppose $\sum_{k=1}^{n} c_k \theta_k = 0$, namely, $\log(p_1^{c_1} \cdots p_n^{c_n}) = 0$, it implies that $p_1^{c_1} \cdots p_n^{c_n} = 1$. Hence we obtain $c_1 = \cdots = c_n = 0$ by the fundamental theorem of arithmetic (or the unique-prime-factorization theorem).

The following proposition is called the (first form of) Kronecker’s approximation theorem.

**Proposition 3.5** ([3] Theorem 7.9]). If $\phi_1, \ldots, \phi_n$ are arbitrary real numbers, if real numbers $\theta_1, \ldots, \theta_n$ are linearly independent over the rationals, and if $\varepsilon > 0$ is arbitrary, then there exists a real number $t$ and integers $h_1, \ldots, h_n$ such that

$$|t\theta_k - h_k - \phi_k| < \varepsilon, \quad 1 \leq k \leq n.$$
Proof of Lemma 3.4] Recall that \( \log Z_E(\tilde{s}) \) is defined by (2.2). Denote by \( \mathbb{P}^+ \) the set of prime numbers \( q \) satisfying \( \sum_{l=1}^m \alpha_l(q) < 0 \) and \( \mathbb{P}^- := \mathbb{P} \setminus \mathbb{P}^+ \), and define a vector-valued function \( D(\vec{t}) \), \( \vec{t} \in \mathbb{R}^d \), as follows:

\[
D(\vec{t}) := \log \left| \frac{Z_E(\tilde{s} + i\vec{t})}{Z_E(\tilde{s})} \right| = \frac{1}{2} \log \left( \frac{Z_E(\tilde{s} + i\vec{t})}{Z_E(\tilde{s} - i\vec{t})} \right)
\]

\[
= \frac{1}{2} \sum_{p} \sum_{r=1}^{\infty} \sum_{l=1}^{m} \frac{1}{r} \left( \alpha_l(p)^r p^{-r(\vec{a},\vec{\sigma})} \left( p^{-r(\vec{a},\vec{\sigma})} + p^{-r(\vec{a},\vec{\sigma})} - 2 \right) \right).
\]

Let \( K \in \mathbb{N} \), \( \sum_{r,p>2K} \) be a sum taken over \( r > 2K \) or \( p > 2K \), \( \mathbb{P}^+_K := \{ p \in \mathbb{P}^+ : 2 \leq p \leq 2K \} \) and \( \mathbb{P}^-_K := \{ q \in \mathbb{P}^- : 2 \leq q \leq 2K \} \). For any \( \varepsilon > 0 \), we can see that there exists an integer \( K \) such that \( |2\sum_{r,p>2K} \sum_{l=1}^{m} r^{-1} \alpha_l(p)^r p^{-r(\vec{a},\vec{\sigma})}| < \varepsilon \) and \( \mathbb{P}^+_K \neq \emptyset \) by the absolute convergence of \( Z_E(\tilde{s}) \) (see, Theorem 2.3). In the view of \( \vec{p}^i_k = e^{i \log p_k} = e^{2\pi i \theta_k} \), (3.2) and by Proposition 3.3, for any \( \varepsilon' > 0 \) independent of \( \varepsilon \) and \( K \), there exists \( T_0 := (\vec{a},\vec{t}_0) \), \( \vec{t}_0 \in \mathbb{R}^d \), such that

\[
|p^{iT_0} - 1| < \varepsilon', \quad p \in \mathbb{P}^+_K, \quad \text{and} \quad |q^{iT_0} + 1| < \varepsilon', \quad q \in \mathbb{P}^-_K.
\]

By the factorization \( x^r - 1 = (x-1)(x^{r-1} + \cdots + 1) \), for any \( 1 \leq r \leq 2K \) and \( p \in \mathbb{P}^+_K \), we have \( |p^{iT_0} - 1| < r\varepsilon' \leq 2K\varepsilon' \). Similarly, by the factorization \( x^{2K-1} + 1 = (x+1)(x^{2K-2} - x^{2K-4} - \cdots + 1) \), when \( r = 2K-1 \in 2\mathbb{N} - 1 \) with \( k \leq K \), one has \( |q^{(2K-1)iT_0} + 1| < (2k-1)\varepsilon' \leq 2K\varepsilon' \) for any \( q \in \mathbb{P}^-_K \). Also, by the factorization \( x^{2K} - 1 = (x+1)(x-1)(x^{2K-2} + x^{2K-4} + \cdots + 1) \), when \( r = 2K \in 2\mathbb{N} \) with \( k \leq K \), it holds that \( |q^{2kiT_0} - 1| < 2k\varepsilon' \leq 2K\varepsilon' \) for any \( q \in \mathbb{P}^-_K \). Hence there exists \( T_0 \in \mathbb{R} \) such that

\[
-4K\varepsilon' < p^{iT_0} + p^{-iT_0} - 2 \leq 0, \quad p \in \mathbb{P}^+_K, \quad 1 \leq r \leq 2K,
\]

\[
-4 - 4K\varepsilon' < q^{(2k-1)iT_0} + q^{-(2k-1)iT_0} - 2 \leq -4 + 4K\varepsilon', \quad q \in \mathbb{P}^-_K, \quad 1 \leq k \leq K,
\]

\[
-4K\varepsilon' \leq q^{2kIT_0} + q^{-2kIT_0} - 2 \leq 0, \quad q \in \mathbb{P}^-_K, \quad 1 \leq k \leq K.
\]

By \( \sum_{l=1}^{m} \alpha_l(p) \geq 0 \), \( \sum_{l=1}^{m} \alpha_l(q)^{2k-1} < 0 \) and \( \sum_{l=1}^{m} \alpha_l(q)^{2k} > 0 \), for any \( p \in \mathbb{P}^+_K \) and \( q \in \mathbb{P}^-_K \), we have

\[
(3.3) \quad C_1 := \sum_{p \in \mathbb{P}^+_K} \sum_{r=1}^{2K} \sum_{l=1}^{m} \frac{1}{r} \alpha_l(p)^r p^{-r(\vec{a},\vec{\sigma})} \geq 0,
\]

\[
(3.4) \quad C_2 := \sum_{q \in \mathbb{P}^-_K} \sum_{k=1}^{K} \sum_{l=1}^{m} \frac{1}{2k} \alpha_l(q)^{2k} q^{-2k(\vec{a},\vec{\sigma})} \geq 0,
\]

\[
(3.5) \quad C_3 := \sum_{q \in \mathbb{P}^-_K} \sum_{k=1}^{K} \sum_{l=1}^{m} \frac{1}{2k-1} \alpha_l(q)^{2k-1} q^{-(2k-1)(\vec{a},\vec{\sigma})} < 0.
\]
Note that if there do not exist any \( p \in \mathbb{P}_K^+ \), we regard the summation in (3.3) is 0. Therefore we obtain

\[
D(\tilde{t}_0) > - \varepsilon - 2K \varepsilon' \sum_{p \in \mathbb{P}_K^+} \sum_{r=1}^{2K} \sum_{l=1}^{m} \frac{1}{r} \alpha_l(p)^r p^{-r(\bar{a},\bar{\sigma})} - 2K \varepsilon' \sum_{q \in \mathbb{P}_K^-} \sum_{k=1}^{K} \sum_{l=1}^{m} \frac{1}{2k} \alpha_l(q)^{2k} q^{-2k(\bar{a},\bar{\sigma})}
\]

\[
+ (2K \varepsilon' - 2) \sum_{q \in \mathbb{P}_K^-} \sum_{k=1}^{K} \sum_{l=1}^{m} \frac{1}{2k-1} \alpha_l(q)^{2k-1} q^{-(2k-1)(\bar{a},\bar{\sigma})}
\]

\[
= - \varepsilon - 2K \varepsilon' (C_1 + C_2 - C_3) - 2C_3.
\]

Suppose \( \varepsilon \) is sufficiently small and \( \varepsilon' \) such that \( KC' \varepsilon' < \varepsilon \). Then we have \( D(\tilde{t}_0) > 0 \) by (3.3), (3.4) and (3.5). This completes the proof. \( \square \)

**Proof of Theorem 3.1.** By Proposition 1.6 (i) and Lemma 3.4, if there exists a set of prime numbers \( q \) satisfying \( \sum_{l=1}^{m} \alpha_l(q) < 0 \) then \( f_{\bar{\sigma}} \) is not a characteristic function. Thus we only have to show that \( f_{\bar{\sigma}} \) is a compound Poisson characteristic function with a finite Lévy measure \( N_{\bar{\sigma}}(\bar{a}) \) on \( \mathbb{R}^d \) given in (3.1) if \( \sum_{l=1}^{m} \alpha_l(p) \geq 0 \) for all \( p \in \mathbb{P} \). It is easy to see that \( N_{\bar{\sigma}}(\bar{a}) \) is a measure on \( \mathbb{R}^d \) since \( N_{\bar{\sigma}}(\bar{a}) \) is non-negative for every \( x \in \mathbb{R}^d \) when \( \sum_{l=1}^{m} \alpha_l(p) \geq 0 \) for all \( p \in \mathbb{P} \). Now put \( v := \langle \bar{a}, \bar{\sigma} \rangle > 1 \). Then \( \zeta(v) \) is a positive constant (see, Section 1.2) and note that \( \alpha_l(p) = 0, \pm 1 \) for \( 1 \leq l \leq m \) and \( p \in \mathbb{P} \). So that we have

\[
N_{\bar{\sigma}}(\bar{a}) \left( \mathbb{R}^d \right) = \int_{\mathbb{R}^d} \sum_{p}^{m} \frac{1}{r} \alpha_l(p)^r p^{-r(\bar{a},\bar{\sigma})} \delta_{\log p^{\alpha_l}}(dx) = \sum_{p}^{m} \sum_{r=1}^{m} \frac{1}{r} \alpha_l(p)^r p^{-r(\bar{a},\bar{\sigma})}
\]

\[
\leq \sum_{p}^{m} \sum_{r=1}^{m} \frac{1}{r} p^{-r(\bar{a},\bar{\sigma})} \leq m \sum_{p}^{m} \sum_{r=1}^{m} p^{-r} \leq m \sum_{n=2}^{m} \sum_{r=1}^{n} r^{-v}
\]

\[
= m \sum_{n=2}^{m} \frac{n^{-v}}{1-n^{-v}} \leq 2m \sum_{n=2}^{m} n^{-v} = 2m \left( \zeta(v) - 1 \right) < \infty.
\]

Thus, \( N_{\bar{\sigma}}(\bar{a}) \) is a finite measure on \( \mathbb{R}^d \).

By Theorem 2.3 for \( \tilde{t} \in \mathbb{R}^d \), the function \( f_{\bar{\sigma}}(\tilde{t}) \) converges when \( \langle \bar{a}, \bar{\sigma} \rangle > 1 \). Then, we have

\[
\log f_{\bar{\sigma}}(\tilde{t}) = \log \frac{Z_{\bar{\sigma}}(\bar{a}, \bar{\sigma})}{Z_{\bar{\sigma}}(\bar{a}, \bar{\sigma})} = \sum_{p}^{m} \sum_{r=1}^{m} \frac{1}{r} \alpha_l(p)^r p^{-r(\bar{a},\bar{\sigma})} \left( p^{-r(\bar{a},i)\bar{\sigma}} - 1 \right)
\]

\[
= \sum_{p}^{m} \sum_{r=1}^{m} \sum_{l=1}^{m} \frac{1}{r} \alpha_l(p)^r p^{-r(\bar{a},\bar{\sigma})} \left( e^{-r(\bar{a},i)\bar{\sigma}} - 1 \right)
\]

\[
= \int_{\mathbb{R}^d} \left( e^{-\langle \bar{a},\tilde{t} \rangle} - 1 \right) \sum_{p}^{m} \sum_{r=1}^{m} \frac{1}{r} \alpha_l(p)^r p^{-r(\bar{a},\bar{\sigma})} \delta_{\log p^{\alpha_l}}(dx)
\]

(3.6)

\[
= \int_{\mathbb{R}^d} \left( e^{-\langle \bar{a},\tilde{t} \rangle} - 1 \right) N_{\bar{\sigma}}(\bar{a}) (dx).
\]
It is also easy to see that the measure $N_{\vec{a}}^{(\vec{a})}$ satisfies $\int_{|x|<1} |x| N_{\vec{a}}^{(\vec{a})}(dx) \leq N_{\vec{a}}^{(\vec{a})}(\mathbb{R}^d) < \infty$. Thus $f_{\vec{a}}$ is an infinitely divisible characteristic function and $N_{\vec{a}}^{(\vec{a})}$ is the Lévy measure of $f_{\vec{a}}$ by Propositions 1.3 and 1.4. Regarding $c = N_{\vec{a}}^{(\vec{a})}(\mathbb{R}^d)$ and $\rho(dx) = c^{-1} N_{\vec{a}}^{(\vec{a})}(dx)$ in (1.4) of Example 1.5, we can see that (3.6) is of the form of a compound Poisson characteristic function. Hence $f_{\vec{a}}$ is a compound Poisson characteristic function with a finite Lévy measure $N_{\vec{a}}^{(\vec{a})}$ on $\mathbb{R}^d$. This completes the proof.

Now we define a multidimensional zeta distribution generated by $Z_E$.

**Definition 3.6 (Multidimensional m-tuple compound Poisson zeta distribution).** Let $\vec{a}_1 = \cdots = \vec{a}_m =: \vec{a}$ and $\alpha_l(p) = 0, \pm 1$, for $1 \leq l \leq m$ and $p \in \mathbb{P}$, with $\sum_{l=1}^{m} \alpha_l(p) \geq 0$ for all $p \in \mathbb{P}$ in (2.1). A distribution on $\mathbb{R}^d$ is a multidimensional m-tuple compound Poisson zeta distribution if it has a characteristic function

$$f_{\vec{a}}(\vec{t}) = \frac{Z_E(\vec{a} + i\vec{t})}{Z_E(\vec{a})}.$$

As to give some examples of multidimensional m-tuple compound Poisson zeta distribution, we use following functions. Let $\Re(s) > 1$ and $\chi(n)$ be a real non-principal Dirichlet character. Put

$$L_1(s) = \prod_{p} (1 - \beta(p)p^{-s})^{-1}, \quad \beta(p) := \begin{cases} -1 & p = 2, \\ 1 & \text{otherwise}, \end{cases}$$

$$L_2(s) = \prod_{p} (1 - \gamma(p)p^{-s})^{-1}, \quad \gamma(p) := \begin{cases} -1 & p = 3, \\ 1 & \text{otherwise}, \end{cases}$$

Then we have following examples.

**Example 3.7.** (i) Functions to be m-tuple compound Poisson zeta.

$$\zeta(s), \quad \zeta(s)L(s,\chi), \quad L_1(s)L_2(s).$$

(ii) Functions not to generate probability distributions.

$$L(s,\chi), \quad L_1(s), \quad L_2(s).$$

3.2. Multidimensional m-rank compound Poisson zeta distribution. For $\vec{a} \in \mathbb{R}^d$, we call that $\mathbb{R}^d$-valued vectors $\vec{a}_1, \ldots, \vec{a}_m$ are linearly dependent but linearly independent over the rationals if $\vec{a}_l = \psi_l \vec{a}$, $1 \leq l \leq m$, where $\psi_l$ are algebraic real numbers and linearly independent over the rationals. Denote by LI and LR, the conditions of $\mathbb{R}^d$-valued vectors $\vec{a}_1, \ldots, \vec{a}_m$, where

(LI) linearly independent,

(LR) linearly dependent but linearly independent over the rationals, respectively.

**Theorem 3.8.** Suppose that $\mathbb{R}^d$-valued vectors $\vec{a}_1, \ldots, \vec{a}_m$ satisfy the condition LI or LR in (2.1). Then $f_{\vec{a}}$ is a characteristic function if and only if $\alpha_l(p) \geq 0$ for all $1 \leq l \leq m$
and \( p \in \mathbb{P} \). Moreover, \( f_\delta \) is a compound Poisson characteristic function with its finite Lévy measure \( N_\delta \) on \( \mathbb{R}^d \) given by

\[
N_\delta(dx) = \sum_p \alpha_1(p)^r p^{-r(\bar{a}_i, \delta)} \delta_{\log p^{-\bar{a}_i}}(dx).
\]

For the proof of Theorem 3.8 we need following two propositions and one lemma. The next proposition is given by Baker.

**Proposition 3.9 ([6, Theorem 2.4])**. The numbers \( \gamma_1^{\beta_1} \cdots \gamma_n^{\beta_n} \) are transcendental for any algebraic numbers \( \gamma_1, \ldots, \gamma_n \), other than 0 or 1, and any algebraic numbers \( \beta_1, \ldots, \beta_n \) with 1, \( \beta_1, \ldots, \beta_n \) are linearly independent over the rationals.

By using this fact, we have the following.

**Proposition 3.10 ([17, Proposition 2.2])**. Let \( p_n \) be the \( n \)-th prime number and \( \omega_1, \omega_2, \ldots, \omega_m \) with \( \omega_1 = 1 \) be algebraic real numbers which are linearly independent over the rationals. Then \( \{\log p_n^{\omega_n}\}_{n \in \mathbb{N}} \) is also linearly independent over the rationals.

For the convenience of readers, we write its proof here.

**Proof.** Denote by \( \mathbb{Q} \) the set of all rational numbers. Suppose

\[
\sum_{n=1}^r c_{1n} \log p_n + \sum_{n=1}^r c_{2n} \log p_n^{\omega_2} + \cdots + \sum_{n=1}^r c_{mn} \log p_n^{\omega_m} = 0,
\]

for \( r, n \in \mathbb{N}, 1 \leq l \leq m \) and \( c_{ln} \in \mathbb{Q} \). By the formula above, we have

\[
(p_1^{c_{11}} \cdots p_r^{c_{1r}}) (p_1^{c_{21}} \cdots p_r^{c_{2r}}) \cdots (p_1^{c_{m1}} \cdots p_r^{c_{mr}})^{-\omega_m} = 1.
\]

The left-hand side of (3.8) is an algebraic number. But the right-hand side of (3.8) is transcendental when \( \{c_{21}, \ldots, c_{2r}, \ldots, c_{m1}, \ldots, c_{mr}\} \neq (0, \ldots, 0) \) by Lemma 3.9 and the unique factorization of prime numbers. If \( c_{11} = \cdots = c_{hr} = 0 \), for some \( h, 2 \leq h \leq m \), we can apply a lower dimensional case of Baker’s theorem. Hence we have

\[
(c_{21}, \ldots, c_{2r}, \ldots, c_{m1}, \ldots, c_{mr}) = (0, \ldots, 0).
\]

Moreover, we obtain \( c_{11} = \cdots = c_{1r} = 0 \) by the unique factorization of prime numbers. \( \square \)

Now we give a following lemma.

**Lemma 3.11.** If there exists a set of pairs of \( h, 1 \leq h \leq m \), and prime numbers \( q \) satisfying \( \alpha_l(q) < 0 \), then there exists \( \bar{t}_0 \in \mathbb{R}^d \) such that \( |f_\delta(t_0)| > 1 \).

**Proof.** Recall that \( Z_E(\delta) \) is given by (2.2). Denote by \( A^- \) and \( A^+ \) the set of pairs of numbers \( \{h, q\} \) and \( \{l, p\} \), where \( 1 \leq l \leq m \) and \( 1 \leq h \leq m \), and prime numbers \( p \) and \( q \) satisfying \( \alpha_l(q) < 0 \) and \( \alpha_l(p) \geq 0 \), respectively. Moreover, let \( K \in \mathbb{N}, A^+_K := \{l, p\} \in A^+: 2 \leq p \leq \mathcal{K} \} \) and \( A^-_K := \{l, q\} \in A^-: 2 \leq q \leq 2K \}. \) First we consider the case when \( \bar{a}_1, \ldots, \bar{a}_m \) satisfy the condition LI. Let \( \omega_1, \omega_2, \ldots, \omega_m \) with \( \omega_1 = 1 \) be algebraic real numbers which are linearly independent over the rationals. Then there exits \( \bar{t}_0 \in \mathbb{R}^d \) such that \( (\langle \bar{a}_1, \bar{t}_0 \rangle, \ldots, \langle \bar{a}_m, \bar{t}_0 \rangle) = (\omega_1, \omega_2, \ldots, \omega_m) \) since \( \bar{a}_1, \ldots, \bar{a}_m \) are LI. When \( \bar{a}_1, \ldots, \bar{a}_m \) satisfy the condition LR, put \( \omega_l := \psi_l(\omega(\bar{a}, \bar{t}_0))^{-1}, \) for \( 1 \leq l \leq m \) and \( \bar{t}_0 \in \mathbb{R}^d \setminus \{0\} \). Then
\( \omega_1, \omega_2, \ldots, \omega_m \) are algebraic real numbers having linear independence over the rationals with \( \omega_1 = 1 \). In both cases, we can say the following. Define a vector-valued function \( D(T_0^\infty) \), \( T \in \mathbb{R} \), as follows:

\[
D(T_0^\infty) := \log \left| \frac{Z_E(\tilde{\sigma} + iT_0^\infty)}{Z_E(\tilde{\sigma})} \right|
= \frac{1}{2} \sum_{p} \sum_{r=1}^{\infty} \sum_{l=1}^{m} \frac{1}{r} \left( \alpha_l(p)^r p^{-r(\tilde{a}_l, \tilde{\sigma})} \left( p^{rT(\tilde{a}_l, \tilde{\sigma})} + p^{-rT(\tilde{a}_l, \tilde{\sigma})} - 2 \right) \right)
= \frac{1}{2} \sum_{p} \sum_{r=1}^{\infty} \sum_{l=1}^{m} \frac{1}{r} \left( \alpha_l(p)^r p^{-r(\tilde{a}_l, \tilde{\sigma})} \left( p^{rT_{0l}} + p^{-rT_{0l}} - 2 \right) \right).
\]

Then, for any \( \varepsilon > 0 \), we can see that there exists an integer \( K \) such that \( |2 \sum_{r,p>2K} \sum_{l=1}^{m} r^{-1} \alpha_l(p)^r p^{-r(\tilde{a}_l, \tilde{\sigma})}| < \varepsilon \) and \( A_K^- \neq \emptyset \) by the absolute convergence of \( Z_E(\tilde{s}) \) (see, Theorem 2.3). In the view of \( \tilde{p}_k^{\text{int}} = e^{i\omega_t \log p_k} \) and Propositions 3.5 and 3.10 for any \( \varepsilon' > 0 \) independent of \( \varepsilon \) and \( K \), there exists \( T_0 \in \mathbb{R} \), such that

\[
|p^t_{\omega_0T_0} - 1| < \varepsilon', \quad \{l, p\} \in A_K^+ \quad \text{and} \quad |q^{\omega_0T_0} + 1| < \varepsilon', \quad \{h, q\} \in A_K^-.
\]

By the factorization \( x^r - 1 = (x - 1)(x^{r-1} + \cdots + 1) \), for any \( 1 \leq r \leq 2K \) and \( \{l, p\} \in A_K^+ \), we have \( |p^t_{\omega_0T_0} - 1| < \varepsilon' \leq 2K \varepsilon' \). Similarly, by the factorization \( x^{2k-1} + 1 = (x + 1)(x^{2k-2} - x^{2k-3} + \cdots + 1) \), when \( r = 2k - 1 \in 2\mathbb{N} - 1 \) with \( k \leq K \), one has \( |q^{(2k-1)\omega_0T_0} + 1| < (2k - 1)\varepsilon' \leq 2K \varepsilon' \) for any \( \{h, q\} \in A_K^- \). Also, by the factorization \( x^{2k} - 1 = (x + 1)(x^{2k-2} + x^{2k-4} + \cdots + 1) \) when \( r = 2k \in 2\mathbb{N} \) with \( k \leq K \), it holds that \( |q^{2k\omega_0T_0} + 1| < 2k \varepsilon' \leq 2K \varepsilon' \) for any \( \{h, q\} \in A_K^- \). Hence there exits \( T_0 \in \mathbb{R} \) such that

\[
-4K \varepsilon' < p^t_{\omega_0T_0} + p^{-t_{\omega_0T_0}} - 2 \leq 0, \quad \{l, p\} \in A_K^+, \quad 1 \leq r \leq 2K,
-4 - 4K \varepsilon' < q^{(2k-1)\omega_0T_0} + q^{-r_{(2k-1)\omega_0T_0}} - 2 \leq -4 + 4K \varepsilon', \quad \{h, q\} \in A_K^-, \quad 1 \leq k \leq K,
-4K \varepsilon' \leq q^{2k\omega_0T_0} + q^{-2k\omega_0T_0} - 2 \leq 0, \quad \{h, q\} \in A_K^-, \quad 1 \leq k \leq K.
\]

By \( \alpha_l(p) \geq 0 \) and \( \alpha_h(q) < 0 \) for any \( \{l, p\} \in A_K^+ \) and \( \{h, q\} \in A_K^- \), respectively, we have

\[
\sum_{\{l, p\} \in A_K^+} \sum_{r=1}^{2K} \frac{1}{r} \alpha_l(p)^r p^{-r(\tilde{a}_l, \tilde{\sigma})}, \sum_{\{h, q\} \in A_K^-} \sum_{k=1}^{K} \frac{1}{2k} \alpha_h(q)^{2k} q^{-2k(\tilde{a}_h, \tilde{\sigma})} \geq 0,
\]

(3.9)

\[
\sum_{\{h, q\} \in A_K^-} \sum_{k=1}^{K} \frac{1}{2k-1} \alpha_h(q)^{2k-1} q^{-(2k-1)(\tilde{a}_h, \tilde{\sigma})} < 0.
\]

(3.10)

Note that if there do not exist any \( p \in A_K^+ \), we regard the summation \( \sum_{\{l, p\} \in A_K^+} \) in (3.9) is 0. Therefore we obtain

\[
D(T_0^\infty) > -\varepsilon - 2K \varepsilon' \sum_{\{l, p\} \in A_K^+} \sum_{r=1}^{2K} \frac{1}{r} \alpha_l(p)^r p^{-r(\tilde{a}_l, \tilde{\sigma})} - 2K \varepsilon' \sum_{\{h, q\} \in A_K^-} \sum_{k=1}^{K} \frac{1}{2k} \alpha_h(q)^{2k} q^{-2k(\tilde{a}_h, \tilde{\sigma})}
+ (2K \varepsilon' - 2) \sum_{\{h, q\} \in A_K^-} \sum_{k=1}^{K} \frac{1}{2k-1} \alpha_h(q)^{2k-1} q^{-(2k-1)(\tilde{a}_h, \tilde{\sigma})}.
\]
Now suppose $\varepsilon$ is sufficiently small and $\varepsilon'$ such that $K\varepsilon' < \varepsilon$. Then one has $D(T_{0\bar{t}_0}) > 0$ from (3.9) and (3.10). This completes the proof. □

**Proof of Theorem 3.3** By Proposition 1.6 (i) and Lemma 3.11 if there exists a set of $h$, $1 \leq h \leq m$, and prime numbers $q$ satisfying $\alpha_h(q) < 0$ then $f_{\bar{\sigma}}$ is not a characteristic function. Thus we only have to show that $f_{\bar{\sigma}}$ is a compound Poisson characteristic function with a finite Lévy measure $N_{\bar{\sigma}}$ on $\mathbb{R}^d$ given in (3.7) if $\alpha_l(p) \geq 0$ for all $1 \leq l \leq m$ and $p \in \mathbb{P}$. It is easy to see that $N_{\bar{\sigma}}$ is a measure on $\mathbb{R}^d$ since $N_{\bar{\sigma}}(x) \geq 0$ for every $x \in \mathbb{R}^d$ when $\alpha_l(p) \geq 0$ for all $1 \leq l \leq m$ and $p \in \mathbb{P}$. Now put $v := \min_{1 \leq l \leq m}(\bar{a}_l, \bar{\sigma}) > 1$. Then $\zeta(v)$ is a positive constant (see, Section 1.2) and note that $0 \leq \alpha_l(p) \leq 1$ for $1 \leq l \leq m$ and $p \in \mathbb{P}$. So that we have

$$N_{\bar{\sigma}}(\mathbb{R}^d) = \int_{\mathbb{R}^d} \sum_{p} \sum_{r=1}^{\infty} \sum_{l=1}^{m} \frac{1}{r} \alpha_l(p) r^{p-r(\bar{a}_l, \bar{\sigma})} \delta_{\log r^\rho \bar{a}_l}(dx) = \sum_{p} \sum_{r=1}^{\infty} \sum_{l=1}^{m} \frac{1}{r} \alpha_l(p) r^{p-r(\bar{a}_l, \bar{\sigma})} \leq \sum_{p} \sum_{r=1}^{\infty} \sum_{l=1}^{m} \frac{1}{r} p^{-r(\bar{a}_l, \bar{\sigma})} \leq m \sum_{p} \sum_{r=1}^{\infty} p^{-rv} \leq m \sum_{n=2}^{\infty} \sum_{r=1}^{\infty} n^{-rv} = m \sum_{n=2}^{\infty} \frac{n^{-v}}{1-n^{-v}} \leq 2m \sum_{n=2}^{\infty} n^{-v} = 2m (\zeta(v) - 1) < \infty.$$ 

Thus, $N_{\bar{\sigma}}$ is a finite measure on $\mathbb{R}^d$.

By Theorem 2.3, for $\bar{t} \in \mathbb{R}^d$, the function $f_{\bar{\sigma}}(\bar{t})$ converges when $\min_{1 \leq l \leq m}(\bar{a}_l, \bar{\sigma}) > 1$. Then, we have

$$\log f_{\bar{\sigma}}(\bar{t}) = \log \frac{Z_E(\bar{\sigma} + \bar{t}\bar{\sigma})}{Z_E(\bar{\sigma})} = \sum_{p} \sum_{r=1}^{\infty} \sum_{l=1}^{m} \frac{1}{r} \alpha_l(p) r^{p-r(\bar{a}_l, \bar{\sigma})} (p^{-r(\bar{a}_l, \bar{\sigma})} - 1)$$

$$= \sum_{p} \sum_{r=1}^{\infty} \sum_{l=1}^{m} \frac{1}{r} \alpha_l(p) r^{p-r(\bar{a}_l, \bar{\sigma})} (e^{-r(\bar{a}_l, \bar{\sigma})} \log p - 1)$$

$$= \int_{\mathbb{R}^d} (e^{-\langle \bar{t}, x \rangle} - 1) \sum_{p} \sum_{r=1}^{\infty} \sum_{l=1}^{m} \frac{1}{r} \alpha_l(p) r^{p-r(\bar{a}_l, \bar{\sigma})} \delta_{\log r^\rho \bar{a}_l}(dx)$$

$$= \int_{\mathbb{R}^d} (e^{-\langle \bar{t}, x \rangle} - 1) N_{\bar{\sigma}}(dx).$$

It is also easy to see that the measure $N_{\bar{\sigma}}$ satisfies $\int_{|x|<1} |x| N_{\bar{\sigma}}(dx) \leq N_{\bar{\sigma}}(\mathbb{R}^d) < \infty$. Thus $f_{\bar{\sigma}}$ is an infinitely divisible characteristic function and $N_{\bar{\sigma}}$ is the Lévy measure of $f_{\bar{\sigma}}$ by Propositions 1.3 and 1.4. As same as the case of $N(\bar{a})$, regarding $c = N_{\bar{\sigma}}(\mathbb{R}^d)$ and $\rho(dx) = e^{-1} N_{\bar{\sigma}}(dx)$ in (1.4) of Example 1.5, we can see that (3.11) is of the form of a compound Poisson characteristic function. Hence $f_{\bar{\sigma}}$ is a compound Poisson characteristic function with a finite Lévy measure $N_{\bar{\sigma}}$ on $\mathbb{R}^d$. This completes the proof. □

**Definition 3.12** (Multidimensional $m$-rank compound Poisson zeta distribution). Let $\bar{a}_1, \ldots, \bar{a}_m$ be $\mathbb{R}^d$-valued vectors satisfying LI or LR and $\alpha_l(p) \geq 0$ for all $1 \leq l \leq m$ and
$p \in \mathbb{P}$ in (2.1). A distribution on $\mathbb{R}^d$ is a multidimensional $m$-rank compound Poisson zeta distribution if it has a characteristic function

$$f_{\vec{\sigma}}(\vec{t}) = \frac{Z_E(\vec{\sigma} + i\vec{t})}{Z_E(\vec{\sigma})}.$$ 

In the following, we use the Dirichlet characters $\chi$ and functions $L_1$ and $L_2$ appeared in Example 3.7.

**Example 3.13.** (i) A function to be $m$-rank compound Poisson zeta.

$$\zeta(s_1)\zeta(s_1 + s_2), \quad \zeta(s_1 + \alpha)\zeta(s_1 + s_2), \quad \alpha > 0.$$ 

(ii) Functions not to generate probability distributions.

$$\zeta(s_1)L(s_1 + s_2, \chi), \quad \zeta(s_1)L_m(s_1 + s_2), \quad m = 1, 2.$$ 

### 3.3. Main theorem.

Historically, we have mentioned that the Riemann zeta distribution is known to be compound Poisson in Proposition 1.10. Some multidimensional zeta distributions including not infinitely divisible ones are introduced in [3], [1] and some others. Still, there are no infinitely divisible multidimensional zeta distributions, which are discrete infinitely divisible with infinitely many mass points, defined yet. In Sections 3.1 and 3.2, we have studied the relations between one and multidimensional polynomial Euler products and infinite divisibility. By following these stories, we regard next multidimensional polynomial Euler product is the most suitable form to define a naturally expanded multidimensional compound Poisson zeta distribution with present number theory fully applied.

**Definition 3.14** (Multidimensional $\eta$-tuple $\varphi$-rank Euler product, $Z_{E, \varphi}^{\eta}(\vec{s})$). Let $d, \varphi, \eta \in \mathbb{N}$ and $\vec{s} \in \mathbb{C}^d$. For $-1 \leq \alpha_{lk}(p) \leq 1$ and $\vec{a}_l \in \mathbb{R}^d$, $1 \leq l \leq \varphi$, $1 \leq k \leq \eta$ and $p \in \mathbb{P}$, we define multidimensional $\eta$-tuple $\varphi$-rank Euler product given by

$$Z_{E, \varphi}^{\eta}(\vec{s}) := \prod_{p} \prod_{l=1}^{\varphi} \prod_{k=1}^{\eta} \left(1 - \alpha_{lk}(p)p^{-(\vec{a}_l, \vec{s})}\right)^{-1}. \tag{3.12}$$

Note that we have $Z_{E, \varphi}^{\eta} \in \mathbb{Z}_E$ with $m = \varphi \times \eta$ and converges absolutely also in the region $\min_{1 \leq l \leq \varphi} \Re(\vec{a}_l, \vec{s}) > 1$ (see, Definition 2.11 and the proof of Theorem 2.3).

In the following, we regard $f_{\vec{\sigma}}$ is a normalized function of $Z_{E, \varphi}^{\eta}(\vec{s})$ in $\mathbb{Z}_E$ that is

$$f_{\vec{\sigma}}(\vec{t}) = \frac{Z_{E, \varphi}^{\eta}(\vec{\sigma} + i\vec{t})}{Z_{E, \varphi}^{\eta}(\vec{\sigma})}.$$ 

**Theorem 3.15** (The main theorem). Suppose that $\mathbb{R}^d$-valued vectors $\vec{a}_1, \ldots, \vec{a}_\varphi$ satisfy the condition LI or LR, and $\alpha_{lk}(p) = 0$ or $\pm 1$ for $1 \leq l \leq \varphi$, $1 \leq k \leq \eta$ and $p \in \mathbb{P}$ in (3.12). Then $f_{\vec{\sigma}}$ is a characteristic function if and only if $\sum_{k=1}^{\eta} \alpha_{lk}(p) \geq 0$ for all $1 \leq l \leq \varphi$ and $p \in \mathbb{P}$. Moreover, $f_{\vec{\sigma}}$ is a compound Poisson characteristic function with its finite Lévy measure $N_{\varphi, \eta}^{\vec{\varphi}}$ on $\mathbb{R}^d$ given by

$$N_{\varphi, \eta}^{\vec{\varphi}}(dx) = \sum_{p} \sum_{r=1}^{\infty} \sum_{l=1}^{\varphi} \sum_{k=1}^{\eta} \frac{1}{r} \alpha_{lk}(p)r^{-r(\vec{a}_l, \vec{\varphi})} \delta_{\log p^r \vec{a}_l}(dx). \tag{3.13}$$
Note that the case when $\varphi = 1$ is of $m$-tuple and is of $m$-rank when $\eta = 1$.

**Proof.** First, we show that if there exists a set of pairs of $h$, $1 \leq h \leq \varphi$, and prime numbers $q$ satisfying $\sum^\eta_{k=1} \alpha_{lk}(q) < 0$, then there exists $\vec{t}_0 \in \mathbb{R}^d$ such that $|f_{\vec{\sigma}}(\vec{t}_0)| > 1$. As in the proof of Lemma 3.11 for both cases when $\vec{a}_1, \ldots, \vec{a}_\varphi$ satisfy the condition LI or LR, we have the existence of $\vec{t}_0 \in \mathbb{R}^d \setminus \{0\}$ and algebraic real numbers $\omega_1, \omega_2, \ldots, \omega_\varphi$ which are linearly independent over the rationals with $\omega_1 = 1$. Thus we can say the following.

Define a vector-valued function $D(T\vec{t}_0), T \in \mathbb{R}$, as follows:

$$D(T\vec{t}_0) := \log \left| \frac{Z_E^{\eta, \varphi}(\vec{\sigma} + iT\vec{t}_0)}{Z_E^{\eta, \varphi}(\vec{\sigma})} \right|$$

$$= \frac{1}{2} \sum_p \sum_{r=1}^\infty \sum_{l=1}^\varphi \sum_{k=1}^\eta \frac{1}{r} \left( \alpha_{lk}(p)^r p^{-r(\vec{a}, \vec{t}_0)} (p^{rT(\vec{a}, \vec{t}_0)} + p^{-rT(\vec{a}, \vec{t}_0)} - 2) \right)$$

$$= \frac{1}{2} \sum_p \sum_{r=1}^\infty \sum_{l=1}^\varphi \sum_{k=1}^\eta \frac{1}{r} \left( \sum_{k=1}^\eta \alpha_{lk}(p)^r \left( p^{-r(\vec{a}, \vec{t}_0)} (p^{rT\omega_l} + p^{-rT\omega_l} - 2) \right) \right).$$

Now put $\beta_l(p) := \sum_{k=1}^\eta \alpha_{lk}(p)$ and $\beta_l^{(r)}(p) := \sum_{k=1}^\eta \alpha_{lk}(p)^r$ for $1 \leq l \leq \varphi$, $p \in \mathbb{P}$ and $r \in \mathbb{N}$. Then, for $j \in \mathbb{N}$, $\beta_l(p)$ and $\beta_l^{(2j-1)}(p)$ have the same sign and $\beta_l^{(2j)}(p) \geq 0$. So that we have $\beta_l(p) \geq 0$ if and only if $\beta_l^{(r)}(p) \geq 0$ for all $r \in \mathbb{N}$. Replace $\alpha_l(p)^r$ by $\beta_l^{(r)}(p)$, we can show the existence of $\vec{t}_0 \in \mathbb{R}^d$ such that $|f_{\vec{\sigma}}(\vec{t}_0)| > 1$ by following the proof of Lemma 3.11. Therefore, to complete the proof, we only have to show that $f_{\vec{\sigma}}$ is a compound Poisson characteristic function with a finite Lévy measure $N_\vec{\sigma}^{\eta, \varphi}$ if $\sum_{k=1}^\eta \alpha_{lk}(p) \geq 0$ for all $1 \leq l \leq \varphi$ and $p \in \mathbb{P}$.

Suppose that $\sum_{k=1}^\eta \alpha_{lk}(p) \geq 0$ for all $1 \leq l \leq \varphi$ and $p \in \mathbb{P}$. Then we have

$$\log f_{\vec{\sigma}}(\vec{t}) = \log \frac{Z_E^{\eta, \varphi}(\vec{\sigma} + iT\vec{t})}{Z_E^{\eta, \varphi}(\vec{\sigma})} = \sum_p \sum_{r=1}^\infty \sum_{l=1}^\varphi \sum_{k=1}^\eta \frac{1}{r} \alpha_{lk}(p)^r p^{-r(\vec{a}, \vec{t})} (p^{-r(\vec{a}, \vec{t})} - 1)$$

$$= \sum_p \sum_{r=1}^\infty \sum_{l=1}^\varphi \sum_{k=1}^\eta \frac{1}{r} \alpha_{lk}(p)^r p^{-r(\vec{a}, \vec{t})} \left( e^{-r(\vec{a}, \vec{t})} \log p - 1 \right)$$

$$= \int_{\mathbb{R}^d} \left( e^{-i(\vec{t}, \vec{x})} - 1 \right) \sum_p \sum_{r=1}^\infty \sum_{l=1}^\varphi \sum_{k=1}^\eta \frac{1}{r} \alpha_{lk}(p)^r e^{-r(\vec{a}, \vec{t})} \delta_{\log p, \vec{a}_l}(dx)$$

$$= \int_{\mathbb{R}^d} \left( e^{-i(\vec{t}, \vec{x})} - 1 \right) N_\vec{\sigma}^{\eta, \varphi}(dx).$$

By following the proof of Theorem 3.8 we can say that $N_\vec{\sigma}^{\eta, \varphi}$ is a finite Lévy measure on $\mathbb{R}^d$ and $f_{\vec{\sigma}}$ is a compound Poisson characteristic function. This completes the proof. \( \square \)

Finally, we define a multidimensional zeta distribution generated by $Z_E^{\eta, \varphi}$.

**Definition 3.16** (Multidimensional $\eta$-tuple $\varphi$-rank compound Poisson zeta distribution). Let $\vec{a}_1, \ldots, \vec{a}_\varphi$ be $\mathbb{R}^d$-valued vectors satisfying LI or LR, $\sum_{k=1}^\eta \alpha_{lk}(p) \geq 0$ with $\alpha_{lk}(p) = 0$ or $\pm 1$ for $1 \leq l \leq \varphi, 1 \leq k \leq \eta$ and $p \in \mathbb{P}$ in (3.12). A distribution on $\mathbb{R}^d$ is a multidimensional $\eta$-tuple $\varphi$-rank compound Poisson zeta distribution if it has a characteristic
function

\[ f_{\tilde{\sigma}}(\tilde{t}) = \frac{Z_E^{\tilde{\sigma}}(\tilde{\sigma} + i\tilde{t})}{Z_E^{\tilde{\sigma}}(\tilde{\sigma})}. \]

In the following, we again use functions \( L_1 \) and \( L_2 \) appeared in Example 3.7.

**Example 3.17.** (i) Functions to be \( \eta \)-tuple \( \varphi \)-rank compound Poisson zeta.

\[ \zeta(s_1)L_m(s_1)\zeta(s_1 + s_2)L_m(s_1 + s_2), \quad m = 1, 2. \]

(ii) Functions not to generate probability distributions.

\[ L_m(s_1)\zeta(s_1 + s_2)L_m(s_1 + s_2), \quad \zeta(s_1)L_m(s_1)L_m(s_1 + s_2), \quad m = 1, 2. \]

3.4. Moments. We have the following.

**Theorem 3.18.** Let \( k \in \mathbb{N} \). For \( Z_E(\tilde{s}) \in \mathcal{Z}_E \), if \( f_{\tilde{\sigma}}(\tilde{t}) = Z_E(\tilde{\sigma} + i\tilde{t})/Z_E(\tilde{\sigma}) \) is a characteristic function, then the distribution deduced by \( f_{\tilde{\sigma}}(\tilde{t}) \) has a finite absolute moment of order \( 2k \).

**Remark 3.19.** Note that this theorem also contains some other functions of \( \mathcal{Z}_E \) which were not considered in Sections 3.1, 3.2 and 3.3.

**Proof.** We have, for \( 1 \leq l \leq m \),

\[ \prod_p \left( 1 - \alpha_l(p)p^{-\langle \tilde{a}_l, \tilde{s} \rangle} \right)^{-1} = \prod_p \left( 1 + \sum_{k=1}^{\infty} \frac{\alpha_l(p)^k}{p^{\langle \tilde{a}_l, \tilde{s} \rangle}} \right) = \sum_{n=1}^{\infty} \frac{A_l(n)}{n^{\langle \tilde{a}_l, \tilde{s} \rangle}}, \quad A_l(n) = \prod_{p|n} \alpha_l(p)^{\nu(n,p)}. \]

This equality coincides with [20] Lemma 2.2] when \( m = 1 \). Note that \( |A_l(n)| \leq 1 \) since \(-1 \leq \alpha_l(p) \leq 1 \). Thus we have

\[ \prod_{l=1}^{m} \prod_{p=1}^{m} \left( 1 - \alpha_l(p)p^{-\langle \tilde{a}_l, \tilde{s} \rangle} \right)^{-1} = \prod_{l=1}^{m} \sum_{n=1}^{\infty} \frac{A_l(n)}{n^{\langle \tilde{a}_l, \tilde{s} \rangle}} = \sum_{n_1, \ldots, n_m=1}^{\infty} \frac{A_1(n_1)}{n_1^{\langle \tilde{a}_1, \tilde{s} \rangle}} \cdots \frac{A_m(n_m)}{n_m^{\langle \tilde{a}_m, \tilde{s} \rangle}}. \]

Obviously, we have \( \prod_{l=1}^{m} |A_l(n_l)| \leq 1 \). Therefore the series in the formula above converges absolutely. Put \( \tilde{a}_l := (a_{l1}, \ldots, a_{ld}) \). For any \( 1 \leq h \leq d, \varepsilon > 0 \) and sufficiently large \( n_1, \ldots, n_m \) we have

\[ |\log n_1^{-a_{1l}} + \cdots + \log n_m^{-a_{ml}}| \leq (n_1 \cdots n_m)^{\varepsilon}. \]

Therefore we have

\[ \frac{\partial}{\partial s_h} Z_E(\tilde{\sigma} + i\tilde{t}) = \sum_{n_1, \ldots, n_m=1}^{\infty} \frac{\partial}{\partial s_h} \frac{A_1(n_1)}{n_1^{\langle \tilde{a}_1, \tilde{s} \rangle}} \cdots \frac{A_m(n_m)}{n_m^{\langle \tilde{a}_m, \tilde{s} \rangle}} \]

\[ = \sum_{n_1, \ldots, n_m=1}^{\infty} \frac{A_1(n_1)}{n_1^{\langle \tilde{a}_1, \tilde{s} \rangle}} \cdots \frac{A_m(n_m)}{n_m^{\langle \tilde{a}_m, \tilde{s} \rangle}} \sum_{l=1}^{m} \log n_1^{-a_{1l}}. \]

Hence the series of \( (\partial/\partial s_h) Z_E(\tilde{\sigma} + i\tilde{t}) \) also converges absolutely. Inductively, the series of \( (\partial^{k_1}/\partial^{k_1} s_1) \cdots (\partial^{k_d}/\partial^{k_d} s_d) Z_E(\tilde{\sigma} + i\tilde{t}) \) converges absolutely, too. Thus we can complete the proof by Proposition 1.6 (ii) since \( f_{\tilde{\sigma}}(\tilde{t}) \) is a characteristic function. □
4. 1-DIMENSIONAL IMPORTANT EXAMPLES

We have studied multidimensional case of zeta functions and their definable probability distributions on \( \mathbb{R}^d \). Though, as in Sections 1.3 and 1.4, what is known about them are still not enough even for 1-dimensional case. In this section, we give some important examples of 1-dimensional zeta functions whose normalized functions appear to play interesting roles in our story. Before we mention them, we need the following well-known function which is also mentioned in Section 1.2.

Definition 4.1 (Dedekind zeta function of \( \mathbb{Q}(i) \) (see, e.g. [10])). Let \( \mathbb{Q}(i) \) be a quadratic field of discriminant \(-1\) and put

\[
L(s) := \prod_{p : \text{odd}} \left( 1 - (-1)^{\frac{p-1}{2}} p^{-s} \right)^{-1}.
\]

Then the Dedekind zeta function of \( \mathbb{Q}(i) \) is a function of a complex variables \( s = \sigma + it \), for \( \sigma > 1 \) given by

\[
\zeta_{\mathbb{Q}(i)}(s) := \frac{\zeta(s)L(s)}{\zeta(\sigma)L(\sigma)}.
\]

Now we give the following examples. To understand these examples are not easy, so that we give their proofs in the next subsections.

Example 4.2. (i) The Dedekind zeta function generates a \( m \)-tuple compound Poisson characteristic function.

(ii) Let \( L(s) \) be the function given in (4.1). For \( \sigma > 1 \), \( \zeta(s)^2L(2s) \) generates an infinitely divisible characteristic function but \( L(s)\zeta(2s) \) does not generate even a characteristic function.

4.1. Proof of Example 4.2 (i). By Theorem 3.1, this belongs to \( m \)-tuple compound Poisson zeta distribution. Though, we write its Lévy measure explicitly as to compare with which appears in Example 4.2 (ii). We have

\[
\log \frac{\zeta_{\mathbb{Q}(i)}(\sigma + it)}{\zeta_{\mathbb{Q}(i)}(\sigma)} = \log \frac{\zeta(\sigma + it)L(\sigma + it)}{\zeta(\sigma)L(\sigma)}
\]

\[
= \sum_{r=1}^{\infty} \frac{1}{r} 2^{-r\sigma} (2^{-rit} - 1) + \sum_{p \geq 3} \sum_{r=1}^{\infty} \frac{1}{r} \left( 1 + (-1)^{\frac{r(p-1)}{2}} \right) p^{-r\sigma} (p^{-rit} - 1)
\]

\[
= \int_0^\infty (e^{itx} - 1) N_\sigma(dx),
\]

where \( N_\sigma \) is a finite Lévy measure on \( \mathbb{R} \) given by

\[
N_\sigma(dx) = \sum_{r=1}^{\infty} \frac{1}{r} 2^{-r\sigma} \delta_{r \log 2}(dx) + \sum_{p \geq 3} \sum_{r=1}^{\infty} \frac{1}{r} \left( 1 + (-1)^{\frac{r(p-1)}{2}} \right) p^{-r\sigma} \delta_{r \log p}(dx).
\]

Thus \( \zeta_{\mathbb{Q}(i)}(\sigma + it)/\zeta_{\mathbb{Q}(i)}(\sigma) \) is a compound Poisson characteristic function which implies it is a \( m \)-tuple infinitely divisible characteristic function.
4.2. Proof of Example 4.2 (ii). First we prove that $f_\sigma(t) := \zeta(\sigma+it)^2L(2\sigma+2it)\zeta(\sigma)^{-2}L(2\sigma)^{-1}$, $\sigma > 1, t \in \mathbb{R}$, is an infinitely divisible characteristic function. We have

$$\log f_\sigma(t) = \sum_{r=1}^{\infty} \frac{2}{r} 2^{-r\sigma} (2^{-rit} - 1) + \sum_{p \geq 3} \sum_{k=1}^{\infty} \frac{2}{2k-1} p^{-2(k-1)\sigma} (p^{-2(k-1)it} - 1)$$

$$+ \sum_{p \geq 3} \sum_{k=1}^{\infty} \frac{1}{k} \left(1 + (-1)^{k(p-1)/2} \right) p^{-2k\sigma} (p^{-2kit} - 1)$$

$$= \int_0^\infty (e^{itx} - 1) N_\sigma(dx),$$

where $N_\sigma$ is a finite Lévy measure on $\mathbb{R}$ given by

$$N_\sigma(dx) = \sum_{r=1}^{\infty} \frac{2}{r} 2^{-r\sigma} \delta_{\log 2}(dx) + \sum_{p \geq 3} \sum_{k=1}^{\infty} \frac{2}{2k-1} p^{-2(k-1)\sigma} \delta_{(2k-1)\log p}(dx)$$

$$+ \sum_{p \geq 3} \sum_{k=1}^{\infty} \frac{1}{k} \left(1 + (-1)^{k(p-1)/2} \right) p^{-2k\sigma} \delta_{2k\log p}(dx).$$

Thus $f_\sigma$ generated by $\zeta(s)^2L(2s), \sigma > 1$, is a compound Poisson characteristic function which implies it is an infinitely divisible characteristic function.

Next we prove that $g_\sigma(t) := \zeta(2\sigma + 2it)L(\sigma + it)\zeta(2\sigma)^{-1}L(\sigma)^{-1}, \sigma > 1, t \in \mathbb{R}$, is not a characteristic function. Put $D(t) := \log |g_\sigma(t)|$. Then one has

$$D(t) = 2^{-2r\sigma} - (2^{2rit} + 2^{-2rit} - 2)$$

$$+ \frac{1}{2} \sum_{p \geq 3} \sum_{r=1}^{\infty} \left(p^{-2r\sigma} (p^{2rit} + p^{-2rit} - 2) + (-1)^{\frac{p-1}{2}} p^{-r\sigma} (p^{rit} + p^{-rit} - 2) \right).$$

For any $\varepsilon > 0$, we can see that there exists an integer $K$ such that $|2 \sum_{r,p>2K} (p^{-2r\sigma} + p^{-r\sigma})| < \varepsilon$ by the absolute convergence (see, Theorem 2.3). Obviously, we have

$$(-1)^{\frac{p-1}{2}} = \begin{cases} 1 & p \equiv 1 \mod 4, \\ -1 & p \equiv 3 \mod 4. \end{cases}$$

In the view of $p_k^\pm = e^{it\log p_k} = e^{2\pi it\theta_k}$, and by Proposition 3.5, for any $\varepsilon' > 0$ independent of $\varepsilon$ and $K$, there exists $T_0 \in \mathbb{R}$ such that

$$|p^{iT_0} - 1| < \varepsilon', \quad p \in \mathbb{P}^+_K, \quad \text{and} \quad |q^{iT_0} + 1| < \varepsilon', \quad q \in \mathbb{P}^-_K,$$

where $\mathbb{P}^+_K := \{ p \in \mathbb{P} : p = 2 \text{ or } 5 \leq p \leq 2K, \quad p \equiv 1 \mod 4 \}$ and $\mathbb{P}^-_K := \{ q \in \mathbb{P} : 3 \leq q \leq 2K, \quad q \equiv 3 \mod 4 \}$. By the factorization $x^{2r} - 1 = (x+1)(x-1)(x^{2r-2} + x^{2r-4} + \cdots + 1)$ when $r \in \mathbb{N}$ and $1 \leq r \leq 2K$, it holds that $|p^{2riT_0} - 1| < 2r\varepsilon' \leq 4K\varepsilon', \quad p \in \mathbb{P}_K$, where $\mathbb{P}_K := \{ p \in \mathbb{P} : 2 \leq p \leq 2K \}$. Thus by following the proof of Lemma 3.4,
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exits $T_0 \in \mathbb{R}$ such that

$$-8K\varepsilon' < p^{2riT_0} + p^{-2riT_0} - 2 \leq 0, \quad p \in \mathbb{P}_K, \quad 1 \leq r \leq 2K,$$

$$-4K\varepsilon' < p^{riT_0} + p^{-riT_0} - 2 \leq 0, \quad p \in \mathbb{P}^+_K, \quad 1 \leq r \leq 2K,$$

$$-4 - 4K\varepsilon' < q^{(2k-1)iT_0} + q^{-(2k-1)iT_0} - 2 < -4 + 4K\varepsilon', \quad q \in \mathbb{P}^-_K, \quad 1 \leq k \leq K,$$

$$-4K\varepsilon' \leq q^{2kiT_0} + q^{-2kiT_0} - 2 \leq 0, \quad q \in \mathbb{P}^-_K, \quad 1 \leq k \leq K.$$

Therefore we obtain

$$D(T_0) > -\varepsilon - 4K\varepsilon' \sum_{p \in \mathbb{P}} \sum_{r=1}^{2K} \frac{1}{r} p^{-2r\sigma} - 2K\varepsilon' \sum_{p \in \mathbb{P}^+_K} \sum_{r=1}^{2K} \frac{1}{r} p^{-r\sigma}$$

$$+ (2K\varepsilon' - 2) \sum_{q \in \mathbb{P}^-_K} \sum_{k=1}^{K} \frac{(-1)^{2k-1}}{2k-1} q^{-(2k-1)\sigma} - 2K\varepsilon' \sum_{q \in \mathbb{P}^-_K} \sum_{k=1}^{K} \frac{(-1)^{2k}}{2k} q^{-2\sigma}.$$ 

Suppose $\varepsilon$ is sufficiently small and $\varepsilon'$ such that $KC\varepsilon' < \varepsilon$. Then we have $D(T_0) > 0$ by

$$-2 \sum_{q \in \mathbb{P}^-_K} \sum_{k=1}^{K} \frac{(-1)^{2k-1}}{2k-1} q^{-(2k-1)\sigma} > 0.$$ 

This completes the proof.

Throughout this paper, we have considered when multivariable Euler products to generate infinitely divisible zeta distributions on $\mathbb{R}^d$ since it is difficult to obtain them by series representations studied in [3]. However, they also include products which generate not infinitely divisible $\mathbb{R}^d$-valued characteristic functions and not even to generate characteristic functions. Their properties seem to be interesting but rather difficult to be treated by our multidimensional polynomial Euler product. To obtain more detail of behaviors of products in this view, we have studied them by treating multivariable finite Euler products, which are simple cases of our products, in [2].
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