COMPLETE AGGREGATION OF THE LOHE TENSOR MODEL WITH THE SAME FREE FLOW
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Abstract. The Lohe tensor model is a first-order tensor-valued continuous-time model for the aggregation of tensors with the same rank and size. It reduces to well-known aggregation models such as the Kuramoto model, the Lohe sphere model and the Lohe matrix model as special cases for low-rank tensors. We present a sufficient and necessary framework for the solution splitting property (SSP) and analyze two possible asymptotic states (completely aggregate state and bi-polar state) which can emerge from a set of initial data. Moreover, we provide a sufficient framework leading to the aforementioned two asymptotic states in terms of initial data and system parameters.

1. Introduction

The purpose of this paper is to continue a systematic study [22, 23, 24] on the aggregation of Lohe tensor flock. The Lohe tensor model encompass well known Lohe type aggregation models such as the Kuramoto model, the Lohe sphere model and the Lohe matrix model. Mathematical modeling and analysis for collective dynamics were initiated by two pioneers A. Winfree and Y. Kuramoto [27, 28, 38, 39] in a half century ago. Due to the increasing demand from engineering community, it has been one of hot topics in applied mathematics, control theory and statistical physics, etc. After Winfree’s seminal work, many mathematicl models have been proposed in related communities (see survey papers [1, 2, 15, 19, 34, 35, 37]). Among them, we are mainly interested in the Lohe tensor model introduced by the authors in [24] which unifies aforementioned Lohe type models. To fix the idea, we begin with a brief introduction on tensors [5, 33] and Lohe tensor model.

A tensor presents a multi-dimensional array of complex numbers with several indices, and it can be regarded as a generalization of vector and matrix, and the rank of a tensor is the number of indices, i.e., a rank-\(m\) tensor of dimensions \(d_1 \times \cdots \times d_m\) is an element of \(\mathbb{C}^{d_1 \times \cdots \times d_m}\). Hence rank-\(m\) tensor \(T \in \mathbb{C}^{d_1 \times \cdots \times d_m}\) can be identified as a \(\mathbb{C}\)-valued multilinear map from \(\mathbb{C}^{d_1} \times \cdots \times \mathbb{C}^{d_m}\) to \(\mathbb{C}\). It is easy to see that scalars, vectors, and matrices correspond to rank-0, 1, and 2 tensors, respectively. For a rank-\(m\) tensor \(T\), \(\alpha_* := (\alpha_1, \ldots, \alpha_m) \in \{1, \ldots, d_1\} \times \cdots \times \{1, \ldots, d_m\}\)-th component of \(T\) is given by \([T]_{\alpha_*} = [T]_{\alpha_1 \cdots \alpha_m}\), and \(\overline{T}\) denotes the rank-\(m\) tensor whose components are the complex conjugate of the elements of \(T\):

\[
[T]_{\alpha_1 \cdots \alpha_m} = \overline{[T]_{\alpha_1 \cdots \alpha_m}}.
\]
A set $\mathcal{T}_m(\mathbb{C}) := \mathcal{T}_m(d_1, \cdots, d_m; \mathbb{C})$ is a complex vector space consisting of all rank-$m$ tensors with complex entries and the size $d_1 \times \cdots \times d_m$. The addition and scalar multiplication can be defined componentwise. One key operation in $\mathcal{T}_m(\mathbb{C})$ is an inner product, which is defined by the Frobenius norm and is induced by the Frobenius inner product. Two tensors $\alpha$ and $\beta$ are defined componentwise as follows: for an ensemble $\{T_i\}$,

$$
\langle T_i, T_j \rangle_F := [\bar{T}_i]_{\alpha_{0, 0}}[T_j]_{\alpha_{0, 0}}, \quad \|T_i\|^2_F := \langle T_i, T_i \rangle_F \quad \text{and} \quad D(T) := \max_{1 \leq i, j \leq N} \|T_i - T_j\|_F.
$$

Here we used Einstein summation rule for repeated indices. Now we are ready to describe the Lohe tensor model in componentwise.

Suppose that the dynamics of $[T_j]_{\alpha_{0, 0}}$ is governed by the Cauchy problem:

$$
\begin{aligned}
\frac{d}{dt} [T_j]_{\alpha_{0, 0}} &= [A_{\alpha_{0, 0}}\beta_{\beta_{0, 0}}][T_j]_{\beta_{0, 0}}, \\
&\quad + \sum_{i \in \{0, 1\}^m} \kappa_i \langle [\bar{T}_i]_{\alpha_{0, 0}}[T_j]_{\alpha_{1, 0}}[T_j]_{\alpha_{1, 0}}[T_j]_{\alpha\ominus i} \rangle - \langle [T_j]_{\alpha_{0, 0}}[\bar{T}_i]_{\alpha_{0, 0}}[T_j]_{\alpha_{0, 0}}[T_j]_{\alpha\ominus i} \rangle, \\
\lim_{t \to 0^+} [T_j]_{\alpha_{0, 0}} &= [T_j^{in}]_{\alpha_{0, 0}},
\end{aligned}
$$

where $A_j$ is a special type of rank-$2m$ tensor satisfying the following property:

$$
[A_{\alpha_{0, 0}}\beta_{\beta_{0, 0}}] = [A_{\alpha_{0, 0}}\beta_{\beta_{0, 0}}][T_j]_{\alpha_{0, 0}} = -[\bar{A}_{\alpha_{0, 0}}\beta_{\beta_{0, 0}}].
$$

In a series of works [22, 23, 24], the authors studied emergent dynamics of system \(1.1\) - \(1.2\) and its reductions to low-rank tensor models such as the Kuramoto model, the Lohe sphere model and Lohe matrix model (see Section 2.2 for details). Although system \(1.1\) looks so complicate, the Frobenius norm of $T_j$ is conserved along the Lohe tensor flow \(1.1\) - \(1.2\):

$$
\|T_j(t)\|_F = \|T_j(0)\|_F, \quad t \geq 0, \quad j = 1, \cdots, N.
$$

Next, we briefly review the results in [24]. For a homogeneous ensemble with the same free flow, if the initial data $\{T_j^{in}\}$ satisfy

$$
\kappa_{0\cdots 0} \gg \sum_{i_\perp \neq 0} \kappa_i \quad \text{and} \quad D(T^{in}) \ll 1,
$$

then the ensemble diameter decays exponentially fast:

$$
\lim_{t \to \infty} D(T(t)) = 0.
$$

In contrast, for a heterogeneous ensemble with distributed $\{A_j\}$, if the natural frequency tensors and initial data satisfy

$$
D(T^{in}) \ll 1 \quad \text{and} \quad D(A) := \max_{1 \leq i, j \leq N} \|A_i - A_j\|_F \ll 1,
$$

the diameter of the ensemble decays exponentially fast:

$$
\lim_{t \to \infty} D(T(t)) = 0.
$$
then practical synchronization occurs asymptotically:

\[
\lim_{D(A)/\kappa_0 \to 0^+} \limsup_{t \to \infty} D(T) = 0.
\]

In this paper, we focus on the more detailed emergent dynamics for a homogeneous Lohe tensor flock with the same free flow, more precisely, we are interested in the following two questions:

- Can we relax the conditions (1.3) on coupling strengths and initial data?
- What are the phase-locked states emerging from relaxation process?

The main results of this paper are two-fold. First, we present a necessary and sufficient framework for the solution splitting property (SSP) to (1.1) - (1.2). Here the solution splitting property means that the solution to the full nonlinear system (1.1) with the same free flow can be expressed as a composition of the nonlinear flow and corresponding free flow. If SSP holds, we can assume \( A = 0 \) without loss of generality. Thus, we focus on the nonlinear part. Let \( A \) and \( T \) be rank-2m and rank-m tensors satisfying the following three properties:

\[
[A^n]_{\alpha_s \beta_s} = [A]_{\alpha_s \gamma_1} [A]_{\gamma_1 \gamma_2} \cdots [A]_{\gamma_{(n-1)} \beta_s},
\]

where \( \delta_{\alpha_s \beta_s} \) is the rank-2m Kronecker delta type function:

\[
\delta_{\alpha_s \beta_s} = \begin{cases} 
1, & \alpha_k = \beta_k, \forall k = 1, \cdots, m, \\
0, & \text{otherwise}.
\end{cases}
\]

Once rank-2m tensor \( A \) satisfies the relations (1.4), we can define an exponential of \( A \) similar to the matrix exponential:

\[
[e^A]_{\alpha_s \beta_s} = \sum_{n=0}^{\infty} \frac{1}{n!} [A^n]_{\alpha_s \beta_s}.
\]

Then, a sufficient and necessary condition for \( A \) to satisfy SSP can be stated by the explicit relation:

\[
[e^{-At}]_{\alpha_0 \beta_0} [e^At]_{\beta_{i_1} \gamma_1} [e^{-At}]_{\beta_{i_2} \gamma_2} \cdots [e^{-At}]_{\beta_{i_m} \gamma_m} = \delta_{\alpha_0 \gamma_0} \delta_{\alpha_1 \gamma_1}.
\]

Under the condition (1.0), solution to (1.1) - (1.2) is given by the composition of the corresponding linear free flow and nonlinear flow (Theorem 2.1):

\[
T_j = e^{At} S_j, \quad j = 1, \cdots, N,
\]

\[
[S_j]_{\alpha_0} = \sum_{\alpha_1, \cdots, \alpha_m \in \{0,1\}} \kappa_{i_1} \left( [S_{c}^{\alpha_1}][S_j]_{\alpha_{1} \alpha_1} - [S_j]_{\alpha_1 \alpha_1} [S_{c}]_{\alpha_{1}} \right).
\]

Second, we present a sufficient framework for the complete aggregation. If coupling strengths \( \kappa_{i_s} \) satisfy

\[
\kappa_{i_0 \cdots 0} > 0, \quad \text{and} \quad \kappa_{i_s} \geq 0 \quad \forall i_s \neq (0, \cdots, 0),
\]
then there exists a vector $\mathbf{a} = (a_2, \cdots, a_N) \in \{-1, 1\}^{N-1}$ such that
\[
\lim_{t \to \infty} (T_i(t) - a_i T_1(t)) = 0, \quad \forall \ i = 2, \cdots, N.
\]
This leads to the dichotomy (complete aggregation to a singleton $\{T_1(t)\}$) or aggregation to bi-polar configuration $\{T_1(t), -T_1(t)\}$ for emergent dynamics to the Lohe tensor model with the same free flow. Under the conditions (1.7) on the coupling strengths, the homogeneous Lohe tensor flow leads to either completely aggregate state or bi-polar state asymptotically depending on initial data (see Theorem 4.1). In addition to (1.7) and $N \geq 3$, if initial data satisfy
\[
||T_c(0)||_F > 1 - \frac{2}{N},
\]
then the homogeneous Lohe tensor flow tends to the completely aggregate state (see Theorem 4.2).

The rest of this paper is organized as follows. In Section 2, we briefly discuss basic properties of the Lohe tensor model and present a sufficient and necessary framework for the solution splitting property, and we also provide a brief comparison between the previous result and our results in this paper. In Section 3, we present reshaping of tensor contractions as matrix multiplications, and introduce a fundamental Lohe tensor model consisting of a single interaction pair. In Section 4, we introduce a variance-like functional and study its time rate of changes along the homogeneous Lohe tensor flow. By using the monotonicity of order parameter, we present a dichotomy (one-point concentration or bi-polar concentration) in the large-time dynamics to the homogeneous Lohe tensor flow. Finally, Section 5 is devoted to a brief summary of our main results and a future work to be discussed in future.

2. Preliminaries

In this section, we recall basic properties of the Lohe tensor model, solution splitting property and discuss low-rank tensor models such as the Kuramoto model, the Lohe sphere model and the Lohe matrix model and present a comparison with previous results.

2.1. The Lohe tensor model. Let $\{T_j\}$ be the ensemble of the rank-$m$ Lohe tensor flock. Then, its dynamics is given by the following coupled system of ordinary differential equations:
\[
\begin{align*}
\frac{d}{dt}[T_j]_{\alpha_0} &= [A_j]_{\alpha_0, \beta_*}[T_j]_{\beta_*} \\
&+ \sum_{i_* \in \{0, 1\}} \kappa_{i_*} ([T_c]_{\alpha_4_{i_*}} [T_j]_{\alpha_1} [T_j]_{\alpha_4(1-i_*)} - [T_j]_{\alpha_4} [T_c]_{\alpha_4} [T_j]_{\alpha_4(1-i_*)}), \\
[A_j]_{\alpha_4, \beta_*} &= -[A_j]_{\beta_* \alpha_4}.
\end{align*}
\]

Lemma 2.1. [24] Let $\{T_j\}$ be a solution to the Lohe-tensor model (2.1). Then $||T_j||_F^2$ is a conserved quantity:
\[
\frac{d}{dt}||T_j||_F^2 = 0, \quad t > 0, \quad j = 1, \cdots, N.
\]

Proof. The proof can be found in Proposition 4.1 [24]. Thus, we omit its proof here. \qed
Next, we consider the Cauchy problem for the corresponding linear free flow system to (2.1):
\[
\begin{align*}
\frac{dT}{dt} &= AT, \quad t > 0, \\
T|_{t=0} &= T^{in},
\end{align*}
\] (2.2)
where \(A\) is rank-2m tensor satisfying the suitable conditions below. Similar to matrix exponential, we define the exponential of constant tensor.

**Definition 2.1.** Let \(A\) and \(T\) be rank-2m and rank-m tensors with the following three properties: for \(n \in \mathbb{Z}_+\),
\[
[A^0]_{\alpha_\ast \beta_\ast} = \delta_{\alpha_\ast \beta_\ast}, \quad [A^n]_{\alpha_\ast \beta_\ast} = [A]_{\alpha \gamma_1} [A]_{\gamma_1 \gamma_2} \cdots [A]_{\gamma_{(n-1)} \gamma_\ast},
\]
and \([AT]_{\alpha_\ast} = [A]_{\alpha_\ast \beta_\ast} [T]_{\beta_\ast}\).
Then, the exponential of \(A\) is defined in (1.5).

**Remark 2.1.** It is easy to see that \(A^n(T) = A^{n-1}(AT)\).

**Lemma 2.2.** Let \(A\) be a rank-2m tensor satisfying the properties (2.1) and (2.3). Then, the exponential of tensor defined in (1.5) satisfies
\[
[e^{-A}]_{\alpha_\ast \beta_\ast} = [e^A]_{\beta_\ast \alpha_\ast}, \quad [e^{AT}]_{\alpha_\ast \beta_\ast} [e^{-AT}]_{\beta_\ast \gamma_\ast} = \delta_{\alpha_\ast \gamma_\ast}.
\]

**Proof.** (i) We use the relations (2.1) and (2.3) to get
\[
[e^{-A}]_{\alpha_\ast \beta_\ast} = \sum_{n=0}^{\infty} \frac{1}{n!} (-1)^n [A^n]_{\alpha_\ast \beta_\ast} = \sum_{n=0}^{\infty} \frac{1}{n!} [A^n]_{\beta_\ast \alpha_\ast} = [e^A]_{\beta_\ast \alpha_\ast}.
\]
(ii) We use (2.3) to obtain
\[
[e^{AT}]_{\alpha_\ast \beta_\ast} [e^{-AT}]_{\beta_\ast \gamma_\ast} = \sum_{n=0}^{\infty} \sum_{m=0}^{\infty} \frac{1}{n! m!} [A^n]_{\alpha_\ast \beta_\ast} [(-A)^m]_{\beta_\ast \gamma_\ast} = \sum_{k=0}^{\infty} \sum_{n+m=k} \frac{(-1)^m}{n! m!} [A^{n+m}]_{\alpha_\ast \gamma_\ast} = \sum_{k=0}^{\infty} \left( [A^k]_{\alpha_\ast \gamma_\ast} \sum_{n+m=k} \frac{(-1)^m}{n! m!} \right) = [A^0]_{\alpha_\ast \gamma_\ast} = \delta_{\alpha_\ast \gamma_\ast},
\]
where we used the following identity: for \(k \geq 1,\)
\[
0 = (1 - 1)^k = \sum_{n+m=k} \frac{(-1)^m}{n! m!}.
\]

**Proposition 2.1.** The unique solution of the Cauchy problem (2.2) is explicitly given by
\[
T(t) = e^{AT} T^{in}, \quad t \geq 0.
\]
(2.4)
Proof. Step A (The formula (2.4) satisfies the Cauchy problem): Since $e^{0A} = I$, one has $T(0) = e^{0AT^{in}} = T^{in}$.

We use (2.4) to get

$$
\frac{d}{dt} T(t) = \frac{d}{dt} e^{AT^{in}} = \frac{d}{dt} \sum_{n=0}^{\infty} \frac{1}{n!} (At)^n T^{in} = \frac{d}{dt} \sum_{n=1}^{\infty} \frac{1}{n!} (At)^n T^{in} = \sum_{n=1}^{\infty} \frac{A}{(n-1)!} (At)^{n-1} T^{in}
$$

$$
= A \sum_{n=1}^{\infty} \frac{1}{(n-1)!} (At)^{n-1} T^{in} = A \sum_{n=0}^{\infty} \frac{1}{n!} (At)^n T^0 = AT(t).
$$

Step B (Uniqueness): Let $S = S(t)$ be another solution to (2.2). Then,

$$
\frac{d}{dt} \left( e^{-tA} S(t) \right) = -A e^{-tA} S(t) + e^{-tA} \ddot{S}(t) = A e^{-tA} S(t) + e^{-tA} AS(t) = 0.
$$

This yields

$$
e^{-tA} S(t) = T^{in}, \quad t \geq 0, \quad \text{i.e.,} \quad S(t) = e^{tA} T^{in}.
$$

\]}

2.2. Solution splitting property (SSP). In this subsection, we study sufficient and necessary conditions for the solution splitting property of the Lohe tensor model which generalize the result of [22] on rank-2 tensor model. For this, we consider corresponding linear and nonlinear systems associated with (2.1):

$$
[T_j]_{\alpha i_0} = [A]_{\alpha_0 \alpha_{i_1}} [T_j]_{\alpha_{i_1}} \quad \text{and} \quad
[S_j]_{\alpha i_0} = \sum_{i_\epsilon \in \{0,1\}^m} \kappa_{i_\epsilon} \left( [S_c]_{\alpha_{i_\epsilon}} [\tilde{S}_j]_{\alpha_{i_\epsilon}} [S_j]_{\alpha_{(1-i_\epsilon)}} - [S_j]_{\alpha_{i_\epsilon}} [\tilde{S}_c]_{\alpha_{i_\epsilon}} [S_j]_{\alpha_{(1-i_\epsilon)}} \right).
$$

Recall that our strategy is to find conditions on $A$ such that

$$
(T_j)_{\alpha i_0} = e^{At} S_j, \quad j = 1, \cdots, N.
$$

Now we will define the class of the natural frequency tensor $A$ admitting the solution splitting property (2.5). We define $C(i_\epsilon)$ as follows:

$$
C(i_\epsilon) = \{ A : \delta_{\alpha_0 \gamma_0} \delta_{\gamma_1 \alpha_1} = [e^{-At}]_{\alpha_0 \beta_0} [e^At]_{\beta_1 \gamma_1} [e^{-At}]_{\alpha_1 \beta_1} [e^At]_{\beta_1 \gamma_1} [e^{-At}]_{\alpha_1 \gamma_1} \},
$$

$$
I = \{ i_\epsilon : \kappa_{i_\epsilon} \neq 0 \}.
$$

Then, the above discussion can be summarized in the following theorem.

**Theorem 2.1.** Suppose that rank-2m tensor $A$ satisfies

$$
A \in \bigcap_{i_\epsilon \in I} C(i_\epsilon),
$$

and let $\{ T_j \}$ be a solution to system (2.1). Then, the solution splitting property holds:

$$
(T_j)_{\alpha i_0} = e^{At} S_j \quad \text{and}
$$

$$
[S_j]_{\alpha i_0} = \sum_{i_\epsilon \in \{0,1\}^m} \kappa_{i_\epsilon} \left( [S_c]_{\alpha_{i_\epsilon}} [\tilde{S}_j]_{\alpha_{i_\epsilon}} [S_j]_{\alpha_{(1-i_\epsilon)}} - [S_j]_{\alpha_{i_\epsilon}} [\tilde{S}_c]_{\alpha_{i_\epsilon}} [S_j]_{\alpha_{(1-i_\epsilon)}} \right).
$$
Proof. We substitute the ansatz (2.5) into (2.1) to see
\[ \frac{d}{dt} \left( [e^{At}]_{\alpha_0 \beta_0} [S_j]_{\beta_*} \right) = [A]_{\alpha_0 \gamma_*} [e^{At}]_{\gamma_0 \beta_*} [S_j]_{\beta_*} \]
\[ + \sum_{i_*=0}^{1} \kappa_{i_*} \left( [e^{At}]_{\alpha_{i_*} \gamma_*} [S_c]_{\gamma_*} [e^{At}]_{\alpha_{i_*} \delta_*} [\bar{S}_j]_{\delta_*} [e^{At}]_{\alpha_{(1-i_*)} \epsilon_*} [S_j]_{\epsilon_*} \right) \]
\[ - [e^{At}]_{\alpha_{i_*} \gamma_*} [S_j]_{\gamma_*} [e^{At}]_{\alpha_{i_*} \delta_*} [\bar{S}_j]_{\delta_*} [e^{At}]_{\alpha_{(1-i_*)} \epsilon_*} [S_j]_{\epsilon_*} \right). \]
This and Proposition 2.1 imply
\[ [e^{At}]_{\alpha_0 \beta_*} \frac{d}{dt} [S_j]_{\beta_*} = \sum_{i_* \in \{0,1\}} \kappa_{i_*} \left( [e^{At}]_{\alpha_{i_*} \gamma_*} [S_c]_{\gamma_*} [e^{At}]_{\alpha_{i_*} \delta_*} [\bar{S}_j]_{\delta_*} [e^{At}]_{\alpha_{(1-i_*)} \epsilon_*} [S_j]_{\epsilon_*} \right) \]
\[ - [e^{At}]_{\alpha_{i_*} \gamma_*} [S_j]_{\gamma_*} [e^{At}]_{\alpha_{i_*} \delta_*} [\bar{S}_j]_{\delta_*} [e^{At}]_{\alpha_{(1-i_*)} \epsilon_*} [S_j]_{\epsilon_*} \right) \]
\[ \times \left( [S_c]_{\gamma_*} [\bar{S}_j]_{\delta_*} [S_j]_{\epsilon_*} - [S_j]_{\gamma_*} [\bar{S}_c]_{\delta_*} [S_j]_{\epsilon_*} \right). \]

We multiply $[e^{-At}]_{\beta_* \alpha_*}$ to the L.H.S. of (2.8) to get
\[ \frac{d}{dt} [S_j]_{\beta_*} = \sum_{i_* \in \{0,1\}} \kappa_{i_*} [e^{-At}]_{\beta_* \alpha_0} [e^{At}]_{\alpha_{i_*} \gamma_*} [e^{At}]_{\delta_{i_*} \alpha_* [e^{At}]_{\alpha_{(1-i_*)} \epsilon_*} \}
\[ \times \left( [S_c]_{\gamma_*} [\bar{S}_j]_{\delta_*} [S_j]_{\epsilon_*} - [S_j]_{\gamma_*} [\bar{S}_c]_{\delta_*} [S_j]_{\epsilon_*} \right). \]

If we change dummy variables, we can obtain
\[ \frac{d}{dt} [S_j]_{\alpha_0} = \sum_{i_* \in \{0,1\}} \kappa_{i_*} [e^{-At}]_{\alpha_0 \beta_0} [e^{At}]_{\beta_{i_*} \gamma_*} [e^{-At}]_{\delta_{i_*} \beta_* [e^{At}]_{\beta_{(1-i_*)} \epsilon_*} \}
\[ \times \left( [S_c]_{\gamma_*} [\bar{S}_j]_{\delta_*} [S_j]_{\epsilon_*} - [S_j]_{\gamma_*} [\bar{S}_c]_{\delta_*} [S_j]_{\epsilon_*} \right). \]

Now, we compare (2.7) and (2.9) to find admissible cubic couplings:
\[ [S_c]_{\alpha_{i_*}} [\bar{S}_j]_{\alpha_{i_*}} [S_j]_{\alpha_{(1-i_*)}} - [S_j]_{\alpha_{i_*}} [\bar{S}_c]_{\alpha_{i_*}} [S_j]_{\alpha_{(1-i_*)}} \]
\[ = [e^{-At}]_{\alpha_0 \beta_0} [e^{At}]_{\beta_{i_*} \gamma_*} [e^{-At}]_{\delta_{i_*} \beta_* [e^{At}]_{\beta_{(1-i_*)} \epsilon_*} \}
\[ \times \left( [S_c]_{\gamma_*} [\bar{S}_j]_{\delta_*} [S_j]_{\epsilon_*} - [S_j]_{\gamma_*} [\bar{S}_c]_{\delta_*} [S_j]_{\epsilon_*} \right). \]

Then we can easily transform above equation as follows:
\[ \left( \delta_{\alpha_{i_*} \gamma_*} \delta_{\alpha_{i_*} \delta_*} \delta_{\alpha_{(1-i_*)} \epsilon_*} - [e^{-At}]_{\alpha_0 \beta_0} [e^{At}]_{\beta_{i_*} \gamma_*} [e^{-At}]_{\delta_{i_*} \beta_* [e^{At}]_{\beta_{(1-i_*)} \epsilon_*} \}
\[ \times \left( [S_c]_{\gamma_*} [\bar{S}_j]_{\delta_*} [S_j]_{\epsilon_*} - [S_j]_{\gamma_*} [\bar{S}_c]_{\delta_*} [S_j]_{\epsilon_*} \right) = 0. \]

Since the above relation should hold for every \{ $S_j$ \}, we can obtain
\[ \delta_{\alpha_{i_*} \gamma_*} \delta_{\alpha_{i_*} \delta_*} \delta_{\alpha_{(1-i_*)} \epsilon_*} = [e^{-At}]_{\alpha_0 \beta_0} [e^{At}]_{\beta_{i_*} \gamma_*} [e^{-At}]_{\delta_{i_*} \beta_* [e^{At}]_{\beta_{(1-i_*)} \epsilon_*} \}
\]
We continue to simplify the above condition (2.10) as follows. Since $\gamma_*$ and $\epsilon_*$ are dummy variables, we can set
\[ \gamma_* \rightarrow \gamma_{*i_*} \quad \text{and} \quad \epsilon_* \rightarrow \gamma_{*(1-i_*)}. \]
Then we have
\begin{equation}
\delta_{\alpha_0\gamma_0}\delta_{\gamma_1\alpha_1} = \left[ e^{-\Omega t} \right]_{\alpha_0\beta_0} \left[ e^{\Omega t} \right]_{\beta_1\gamma_1} \left[ e^{-\Omega t} \right]_{\beta_2\gamma_2} \left[ e^{\Omega t} \right]_{\gamma_3(1-i\kappa)} \left[ e^{-\Omega t} \right]_{\gamma_4(1-i\kappa)} \left[ e^{\Omega t} \right]_{\gamma_5(1-i\kappa)}
\end{equation}

The L.H.S of (2.11) can be expressed using the definition of generalized delta function:
\begin{equation}
\delta_{\alpha_0\gamma_0}\delta_{\gamma_1\alpha_1} = \delta_{\alpha_1\gamma_1}\delta_{\alpha_0\gamma_0}\delta_{\alpha_0\gamma_0}\delta_{\gamma_1\alpha_1} = \delta_{\alpha_0\gamma_0}\delta_{\gamma_1\alpha_1}.
\end{equation}
Hence, we have
\begin{equation}
\delta_{\alpha_0\gamma_0}\delta_{\gamma_1\alpha_1} = \left[ e^{-\Omega t} \right]_{\alpha_0\beta_0} \left[ e^{\Omega t} \right]_{\beta_1\gamma_1} \left[ e^{-\Omega t} \right]_{\beta_2\gamma_2} \left[ e^{\Omega t} \right]_{\gamma_3(1-i\kappa)} \left[ e^{-\Omega t} \right]_{\gamma_4(1-i\kappa)} \left[ e^{\Omega t} \right]_{\gamma_5(1-i\kappa)}
\end{equation}

Since \( \delta_0 \) is dummy variable, we can put \( \delta_0 \to \alpha_1 \). Finally we obtain the desired consistency condition in (2.6) for the solution splitting property:
\begin{equation}
\delta_{\alpha_0\gamma_0}\delta_{\gamma_1\alpha_1} = \left[ e^{-\Omega t} \right]_{\alpha_0\beta_0} \left[ e^{\Omega t} \right]_{\beta_1\gamma_1} \left[ e^{-\Omega t} \right]_{\beta_2\gamma_2} \left[ e^{\Omega t} \right]_{\gamma_3(1-i\kappa)} \left[ e^{-\Omega t} \right]_{\gamma_4(1-i\kappa)} \left[ e^{\Omega t} \right]_{\gamma_5(1-i\kappa)}.
\end{equation}

Throughout the rest of this paper, we call the relation (2.12) as a consistency condition on \( A \) for a solution splitting property with \( \kappa_i \). Note that the consistency conditions will be checked for \( 2^m \) choices for the coupling strength \( i_+ \). In the following subsection, we consider explicit aggregation models and check how the consistency conditions (2.12) can be reduced for those explicit models.

2.3. SSP for low-rank tensors. Consider the Kuramoto model for identical oscillators [3, 9, 10, 14, 15, 16, 21, 26]:
\begin{equation}
\begin{cases}
\dot{\theta}_j = \nu + \frac{\kappa}{N} \sum_{k=1}^{N} \sin(\theta_k - \theta_j), & j = 1, \ldots, N, \\
A = \nu \in \mathbb{R}
\end{cases}
\end{equation}

Then, the condition (2.12) is valid trivially:
\[ e^{-\nu t} \times e^{\nu t} \times e^{-\nu t} \times e^{\nu t} = 1 \times 1. \]
Hence, the Kuramoto model (2.13) satisfies the solution splitting property.

Next, we consider the Lohe sphere model with the same natural frequency matrix [7, 8, 32, 36, 40]:
\begin{equation}
\begin{cases}
\dot{x}_j = \Omega x_j + \frac{\kappa}{N} \sum_{k=1}^{N} \left( (x_j, x_k)x_k - (x_k, x_j)x_j \right), & j = 1, \ldots, N, \\
\Omega^t = -\Omega \in \mathbb{R}^{(d+1) \times (d+1)}
\end{cases}
\end{equation}

Then, it is easy to see that the condition (2.12) holds for (2.14):
\[ \left[ e^{-\Omega t} \right]_{\alpha_0\beta_0} \left[ e^{\Omega t} \right]_{\beta_1\gamma_1} \left[ e^{-\Omega t} \right]_{\beta_2\gamma_2} \left[ e^{\Omega t} \right]_{\gamma_3(1-i\kappa)} \left[ e^{-\Omega t} \right]_{\gamma_4(1-i\kappa)} \left[ e^{\Omega t} \right]_{\gamma_5(1-i\kappa)} = \delta_{\alpha_1\gamma_1}. \]

Finally, we consider the Lohe matrix model on the unitary group \( U(d) \) [17, 20, 25, 29, 30, 31]:
\begin{equation}
\begin{cases}
\dot{U}_j = -iHU_j + \frac{\kappa}{2N} \sum_{k=1}^{N} (U_k - U_j U_k^\dagger U_j), & j = 1, \ldots, N, \\
H^\dagger = H,
\end{cases}
\end{equation}
where †-operation denotes hermitian conjugation. See [6 11 12 13] for similar matrix aggregation models. To put (2.15) into the Lohe tensor model, we set rank-4 tensor $A$ as

$$[-iHU_i]_{\alpha\beta} = [A]_{\alpha\beta\gamma\delta}[U_i]_{\gamma\delta}, \quad \text{i.e.,} \quad [A]_{\alpha\beta\gamma\delta} = [-iH]_{\alpha\gamma\delta\beta}. $$

This yields

$$[A^n]_{\alpha\beta\gamma\delta} = [(-iH)^n]_{\alpha\gamma\delta\beta}. \quad \text{(2.16)}$$

Finally, we use (1.5) and (2.16) to get

$$[e^{At}]_{\alpha\beta\gamma\delta} = \sum_{n=0}^{\infty} \frac{t^n}{n!} [A^n]_{\alpha\beta\gamma\delta} = \sum_{n=0}^{\infty} \frac{t^n}{n!} [(-iH)^n]_{\alpha\gamma\delta\beta} = [e^{-iH}]_{\alpha\gamma\delta\beta}. $$

Similarly, one has

$$[e^{-At}]_{\alpha\beta\gamma\delta} = [e^{iH}]_{\alpha\gamma\delta\beta}. $$

Consider the Lohe tensor model with $m = 2$:

$$\kappa_{00} = \kappa_{10} = \kappa_{11} = 0, \quad \kappa_{01} = \frac{\kappa}{2}. $$

If we substitute this $A$ in (2.4) to R.H.S. of (1.6) with $i_* = (0, 1)$, then one has the condition (1.6):

$$[e^{-At}]_{\alpha_0\alpha_2\beta_0\beta_2}[e^{At}]_{\beta_0\beta_2\gamma_0\gamma_2}[e^{-At}]_{\alpha_1\alpha_2\beta_1\beta_2}[e^{At}]_{\beta_1\beta_2\gamma_1\gamma_2}$$

$$= [e^{iH}]_{\alpha_0\beta_0\alpha_1\beta_1}[e^{-iH}]_{\beta_0\gamma_0\beta_1\gamma_1}[e^{iH}]_{\alpha_1\beta_1\alpha_2\beta_2}[e^{-iH}]_{\beta_1\gamma_1\beta_2\gamma_2}$$

$$= \delta_{\alpha_0\alpha_1\beta_0\beta_1}[e^{iH}]_{\gamma_0\gamma_1\beta_0\beta_2}[e^{-iH}]_{\alpha_0\gamma_1\alpha_1\gamma_2}$$

$$= \delta_{\alpha_0\alpha_1\beta_0\beta_1}\delta_{\gamma_0\gamma_1\gamma_2}.$$  

2.4. Comparison with previous result. In this subsection, we briefly present related earlier result on the emergent dynamics for (1.1). For notational simplicity, we set

$$\kappa_0 := \kappa_{00}. $$

Then, we first recall the result in [24] as follows.

**Theorem 2.2.** [24] Suppose that the coupling strength and the initial data satisfy

$$||T_j^i||_F = 1, \quad \kappa_0 > 0, \quad \sum_{i_* \neq 0} \kappa_{i_*} < \frac{\kappa_0}{4}\frac{||T_j^i||_F^2}{F}, \quad \text{(2.17)}$$

$$0 < \mathcal{D}(T_j^i) < \frac{\kappa_0 - 4 \sum_{i_* \neq 0} \kappa_{i_*}||T_j^i||_F^2}{2\kappa_0},$$

and let \{T_i\} be a solution to (1.1). Then, one has

$$\mathcal{D}(T(t)) \leq C_1 e^{-(\kappa_0 - 4 \sum_{i_* \neq 0} \kappa_{i_*}||T_j^i||_F^2)t}, \quad t \geq 0.$$  

**Proof.** The detailed proof can be found in Theorem 5.1 in [24]. In fact, the key idea is to derive a Gronwall type differential inequality for ensemble diameter $\mathcal{D}(T)$:

$$\left|\frac{d}{dt}\mathcal{D}(T) + \kappa_0 \mathcal{D}(T)\right| \leq 2\kappa_0 \mathcal{D}(T)^2 + \left(\sum_{i_* \neq 0} \kappa_{i_*}\right) \mathcal{D}(T).$$

This certainly implies the desired decay estimate. \(\square\)
Remark 2.2. Note that the zero convergence of ensemble diameter does not imply the convergence of each state $T_j$ as $t \to \infty$, moreover, we do not have a complete picture for initial configuration and coupling strengths which do not satisfy the conditions (2.17). The noticeable differences of main results in this paper is to relax the conditions (2.17) and derive detailed asymptotic structure resulting from the relaxation dynamics. It turns out that under rather general condition on the coupling strengths and initial data, we can show that two asymptotic patterns emerge from initial configuration, either one-state concentration and bi-polar concentration. This asymptotic picture coincides with that of the Kuramoto model for identical oscillators (see Theorem 4.1 and Theorem 4.2).

3. Reshaping of tensor contractions

In this section, we study how tensor contractions can be understood as matrix multiplications for matrices (rank-2 tensors) with a larger size. Recall that any $d_1 \times d_2$ complex matrix can be understood as a complex vector in $\mathbb{C}^{d_1 \times d_2}$ by juxtaposing column vectors, i.e., rank-2 tensor can be viewed as a rank-1 tensor with a larger size. Likewise rank-3 tensor can be rewritten as rank-1 and rank-2 tensors by juxtaposing some of indices. As a preliminary step in this direction, we consider how tensor contractions between rank-2 tensors can recast as products of two matrices: for rank-2 tensors with the same size,

$$\begin{align*}
[A]_{\alpha\gamma}[B]_{\gamma\beta} &= [AB]_{\alpha\beta}, \\
[A]_{\alpha\gamma}[\bar{B}]_{\beta\gamma} &= [A]_{\alpha\gamma}[B^\dagger]_{\gamma\beta} = [AB^\dagger]_{\alpha\beta}, \\
[A]_{\gamma\alpha}[\bar{B}]_{\gamma\beta} &= [A^t]_{\alpha\gamma}[\bar{B}]_{\gamma\beta} = [A^tB]_{\alpha\beta},
\end{align*}$$

(3.1)

where $A^\dagger$ is the Hermitian conjugate of $A$.

Next, we extend the above special cases (3.1) to the tensor contraction for general rank-$m$ tensors. More precisely, let $A$ and $B$ be rank-$m$ tensors in $\mathcal{T}_m(\mathbb{C})$. Then, for $i_* \in \{0,1\}^m$, we are interested in rewriting the following quantity:

$$[A]_{\alpha_{i_*}}[\bar{B}]_{\alpha_1}$$

as a component of rank-2 tensor.

3.1. Motivation. As a preliminary start-up, consider the simplest cases, rank-2 and rank-3 tensors.

● (Rank-2 tensors): Suppose that $A, B \in \mathcal{T}_2(d_1, d_2; \mathbb{C})$ and $i_* \in \{0,1\}^2$. Then, there are four cases:

   ○ Case A.1: For $i_* = (0,1)$, one has

   $$[A]_{\alpha_1 \alpha_{21}}[\bar{B}]_{\alpha_{11} \alpha_{21}} = [A]_{\alpha_1 \alpha_{21}}[\bar{B}]_{\alpha_{21} \alpha_{11}} = [AB^\dagger]_{\alpha_1 \alpha_{11}},$$

   where $B^\dagger$ is the Hermitian conjugate of $B$. In the sequel, this case will be treated as a standard form.

   ○ Case A.2: For $i_* = (0,0)$, one has

   $$[A]_{\alpha_1 \alpha_{20}}[\bar{B}]_{\alpha_{11} \alpha_{21}} = [A]_{\alpha_1 \alpha_{20}}[\bar{B}]_{\alpha_{11} \alpha_{21}}.$$

   (3.3)

Now we consider the natural embedding $J$ of $\mathbb{C}^{d_1 \times d_2} \to \mathbb{C}^{d_1 \times d_2}$ and regrouping map:

$$\mathcal{R}_0 : \{1, \cdots, d_1\} \times \{1, \cdots, d_2\} \to \{1, \cdots, d_1 \times d_2\}, \quad [JA]_{\mathcal{R}_0(i,j)} = [A]_{ij}.$$
For definiteness, we set 
\[ \mathcal{R}_0(i, j) = i + d_1(j - 1). \]
Then, one has 
\[ J(A) \in \mathcal{T}_1(d_1d_2; \mathbb{C}), \quad J(B) \in \mathcal{T}_1(d_1d_2; \mathbb{C}). \]
In this way, the relation (3.3) can be understood as 
\[ [A]_{\alpha_1\alpha_20} [B]_{\alpha_1\alpha_21} = [J(A)]_{\mathcal{R}_0(\alpha_1\alpha_20)} [J(B)]_{\mathcal{R}_0(\alpha_1\alpha_21)} = [J(A) \otimes J(B)]_{\mathcal{R}_0(\alpha_1\alpha_20) \mathcal{R}_0(\alpha_1\alpha_21)}. \]

\( \diamond \) Case A.3: For \( i_* = (1, 0) \), one has 
\[ [A]_{\alpha_1\alpha_20} [B]_{\alpha_1\alpha_21} = [A^t]_{\alpha_20\alpha_11} [B]_{\alpha_1\alpha_21} = [A^t B]_{\alpha_20\alpha_21}, \]
which is rank-0 tensor. Note that rank-0 tensor can also be understood as a rank-2 tensor in \( \mathcal{T}_1(1, 1; \mathbb{C}). \)

- (Rank-3 tensors): Let \( A \) and \( B \) rank-3 tensors in \( \mathcal{T}_3(d_1, d_2, d_3; \mathbb{C}) \) and \( i_* \in \{0, 1\}^3 \). Then, there are eight cases for \( i_* \). Among them, we only consider the following two cases for a motivation. The other cases can be treated similarly.

\( i_* = (0, 0, 1), \quad i_* = (1, 1, 0). \)

\( \diamond \) Case B.1: For \( i_* = (0, 0, 1) \), the relation (3.2) becomes

(3.4)
\[ [A]_{\alpha_1\alpha_20\alpha_31} [B]_{\alpha_1\alpha_21\alpha_31}. \]

Similar to Case A.2, we can embed \( A \) and \( B \) into \( \mathcal{T}_3(d_1, d_2, d_3; \mathbb{C}) \), and denote by \( J(A), J(B) \in \mathcal{T}_2(d_1d_2, d_3; \mathbb{C}) \) by abuse of notation. Then, relation (3.4) can be rewritten as follows.

\[ [A]_{\alpha_1\alpha_20\alpha_31} [B]_{\alpha_1\alpha_21\alpha_31} = [J(A)]_{\mathcal{R}_0(\alpha_1\alpha_20)\alpha_31} [\overline{J(B)}]_{\mathcal{R}_0(\alpha_1\alpha_21)\alpha_31} = [J(A) J(B)^\dagger]_{\mathcal{R}_0(\alpha_1\alpha_20) \mathcal{R}_0(\alpha_1\alpha_21)}. \]

\( \diamond \) Case B.2: For \( i_* = (1, 1, 0) \), (3.2) becomes

\[ [A]_{\alpha_1\alpha_21\alpha_33} [B]_{\alpha_1\alpha_21\alpha_33} = [J(A)]_{\mathcal{R}_1(\alpha_1\alpha_21)\alpha_33} [\overline{J(B)}]_{\mathcal{R}_1(\alpha_1\alpha_21)\alpha_33} = [J(A)^\dagger J(B)]_{\mathcal{R}_0(\alpha_1\alpha_20) \mathcal{R}_0(\alpha_1\alpha_21)}. \]

The other cases can be treated similarly.

3.2. Rank-\( m \) tensors. For \( i_* \in \{0, 1\}^m \), consider the quantity:

(3.5)
\[ [A]_{\alpha_{i_*}} [B]_{\alpha_{i_*}} = [A]_{\alpha_1\alpha_2\ldots\alpha_m \alpha_{i_*}} [B]_{\alpha_1\alpha_2\ldots\alpha_m \alpha_{i_*}}. \]

In what follows, we reshape the tensor contraction (3.5) as a matrix product between matrices with bigger sizes into two steps:

- Step A: For a standard form index \( i_* \), we use the grouping of indices as in Case A.1 and Case B.1 and canonical embeddings to rewrite (3.5) as a matrix product.
• Step B: For a non-standard form index $i_\ast$, we first use a permutation map $P_\ast$ to transform the given index into a standard form. After we reshaping the index into a standard form, we can use Step A to rewrite (3.5) as a matrix product.

3.2.1. Step A. Suppose that $i_\ast$ is given by a standard form:

$$(3.6) \quad i_\ast = (i_{a_1}, \ldots, i_{a_n}, i_{b_1}, \ldots, i_{b_{m-n}}) = (0, 0, \ldots, 0, 1, 1, \ldots, 1) =: i_{n,m-n},$$

For a fixed $i_\ast$, we define rearrangement maps $R_0$ and $R_1$ associated with $i_\ast$ as in rank-2 tensors.

Define a bijective map $R_0$:

$$R_0 : \{1, 2, \ldots, d_1\} \times \cdots \times \{1, 2, \ldots, d_n\} \to \{1, 2, \ldots, d_1 d_2 \cdots d_n\}$$

by $R_0(i_1, \ldots, i_n) = i_1 + d_1(i_2 - 1) + \cdots + d_1 \cdots d_{n-1}(i_n - 1)$.

Similarly, we also define a bijective map $R_1$:

$$R_1 : \{1, 2, \ldots, d_{n+1}\} \times \cdots \times \{1, 2, \ldots, d_m\} \to \{1, 2, \ldots, d_{n+1} \cdots d_m\},$$

by $R_1(i_{n+1}, \ldots, i_m) = i_{n+1} + d_{n+1}(i_{n+2} - 1) + \cdots + d_{n+1} \cdots d_m(i_m - 1)$.

Now, for $i_\ast$ with $i_{n,m-n}$, consider (3.6):

$$[A]_{\alpha_{i_\ast}} [\bar{B}]_{\alpha_1} = [A]_{\alpha_{01} \cdots \alpha_{n0} \alpha_{(n+1)} \cdots \alpha_{m1}} [\bar{B}]_{\alpha_{11} \cdots \alpha_{n1} \alpha_{(n+1)} \cdots \alpha_{m1}}
= [J(A)] R_0(\alpha_{01} \cdots \alpha_{n0}) R_1(\alpha_{(n+1)} \cdots \alpha_{m1}) [J(B)] R_0(\alpha_{11} \cdots \alpha_{m1}) R_1(\alpha_{(n+1)} \cdots \alpha_{m1})
= [J(A)] R_0(\alpha_{01} \cdots \alpha_{n0}) R_1(\alpha_{(n+1)} \cdots \alpha_{m1}) [J(B)] R_1(\alpha_{(n+1)} \cdots \alpha_{m1}) R_0(\alpha_{11} \cdots \alpha_{m1})
= [J(A) J(B)] R_0(\alpha_{01} \cdots \alpha_{n0}) R_0(\alpha_{11} \cdots \alpha_{m1}).$$

3.2.2. Step B. Let $i_\ast \in \{0, 1\}^m$ and assume that $i_\ast$ is not in a standard form:

$$i_\ast \neq i_{n,m-n} \quad \text{for some} \quad 0 \leq n \leq m.$$

In this case, we rebel a general form into a standard form using the method of permutation.

Suppose that the number of 0 in $i_\ast$ is $n$ and the number of 1 in $i_\ast$ is $m - n$. Then, we can define a partition $\{I_0, I_1\}$ of $\{1, \ldots, N\}$:

$$\begin{align*}
I_0 := \{a_1, a_2, \ldots, a_n\} = \{l : i_l = 0\}, & \quad I_1 := \{b_1, b_2, \ldots, b_{m-n}\} = \{l : i_l = 1\}, \\
& a_1 < a_2 < \cdots < a_n, \quad b_1 < b_2 < \cdots < b_{m-n}, \quad I_0 \cup I_1 = \{1, 2, \ldots, m\}, \quad I_0 \cap I_1 = \phi,
\end{align*}$$

and we can define a permutation $P_\ast$ on the set $\{1, \ldots, m\}$:

$$P_\ast(1) = a_1, \quad P_\ast(2) = a_2, \quad \ldots, \quad P_\ast(n) = a_n, \quad P_\ast(n+1) = b_1, \quad P_\ast(n+2) = b_2, \quad \ldots, \quad P_\ast(m) = b_{m-n}.$$ 

Then, it is easy to see

$$(i_{P_\ast}) = (i_{P_\ast}(1), i_{P_\ast}(2), \ldots, i_{P_\ast}(m)) = (i_{a_1}, \ldots, i_{a_n}, i_{b_1}, \ldots, i_{b_{m-n}}) = (0, 0, \ldots, 0, 1, 1, \ldots, 1) = i_{n,m-n},$$

$n$ times $m-n$ times.
Let $T \in \mathcal{T}(d_1, \cdots, d_m; \mathbb{C})$ be a rank-$m$ tensor. Then, we define the rank-$m$ tensor $T^{P*} \in \mathcal{T}(d_{P*}(1), \cdots, d_{P*}(m); \mathbb{C})$ to satisfy

$$
[T]_{\alpha_1 \alpha_2 \cdots m} = [T^{P*}]_{\alpha_1 \cdots \alpha_m m} = [T]_{\alpha_{P*}^{-1}(\cdot)}. \tag{3.9}
$$

Now we will define the matrix $M^{i*}(T)$ from the tensor $T$. As in (3.7) and (3.8), we define rearrangement maps:

$$
\mathcal{R}^i_0 : \{1, 2, \cdots, d_{P*}(1)\} \times \{1, 2, \cdots, d_{P*}(2)\} \times \cdots \times \{1, 2, \cdots, d_{P*}(n)\} \rightarrow \{1, 2, \cdots, d_{P*}(1) \times d_{P*}(2) \times \cdots \times d_{P*}(n)\},
$$

$$
\mathcal{R}^i_1 : \{1, 2, \cdots, d_{P*}(n+1)\} \times \{1, 2, \cdots, d_{P*}(n+2)\} \times \cdots \times \{1, 2, \cdots, d_{P*}(m)\} \rightarrow \{1, 2, \cdots, d_{P*}(n+1) \times d_{P*}(n+2) \times \cdots \times d_{P*}(m)\}.
$$

**Definition 3.1.** Let $T \in \mathcal{T}(d_1, \cdots, d_m; \mathbb{C})$ and $i* \in \{0, 1\}^m$. Then, the rank-2 tensor $M^i*(T)$ reshaped from $T$ is given as follows.

$$
[M^i*(T)]_{\alpha_{P*}^{-1}(\cdot)}^{i*} = [T]_{\alpha_{P*}^{-1}(\cdot)}^{i*},
$$

**Remark 3.1.** Note that $M^i*$ is a bijective linear map from $(\mathcal{T}(d_1, \cdots, d_m; \mathbb{C}), \| \cdot \|_F)$ to $(\mathcal{T}(d_{P*}(1) \times d_{P*}(2) \times \cdots \times d_{P*}(m); \mathbb{C}), \| \cdot \|_F)$. Moreover, it is an isometry, when the tensor space and matrix space are equipped with Frobenius norms.

Now, we return to (3.5). We use (3.9) to see

$$
[A]_{\alpha_{i*}}^{[B]}_{\alpha_{-i*}} = [A^{P*}]_{\alpha_{P*}^{-1}(\cdot)}^{[B^{P*}]}_{\alpha_{P*}^{-1}(\cdot)},
$$

$$
= [A^{P*}]_{\alpha_{P*}^{-1}(\cdot)}^{\beta_{P*}^{-1}(\cdot)} [B^{P*}]_{\alpha_{P*}^{-1}(\cdot)}^{\beta_{P*}^{-1}(\cdot)},
$$

$$
= [M^i*(A)]_{\alpha_{P*}^{-1}(\cdot)}^{i*} [R^i_0(\alpha_{P*}^{-1}(1) \cdots \alpha_{P*}^{-1}(n+1) \cdots \alpha_{P*}^{-1}(n))} \times [M^i*(B)]_{\alpha_{P*}^{-1}(\cdot)}^{i*} [R^i_0(\alpha_{P*}^{-1}(1) \cdots \alpha_{P*}^{-1}(n+1) \cdots \alpha_{P*}^{-1}(n))},
$$

$$
= [M^i*(A)]_{\alpha_{P*}^{-1}(\cdot)}^{i*} [R^i_0(\alpha_{P*}^{-1}(1) \cdots \alpha_{P*}^{-1}(n+1) \cdots \alpha_{P*}^{-1}(n))} \times [M^i*(B)]_{\alpha_{P*}^{-1}(\cdot)}^{i*} [R^i_0(\alpha_{P*}^{-1}(1) \cdots \alpha_{P*}^{-1}(n+1) \cdots \alpha_{P*}^{-1}(n))},
$$

i.e., we have

$$
[A]_{\alpha_{i*}}^{[B]}_{\alpha_{-i*}} = [M^i*(A)]_{\alpha_{P*}^{-1}(\cdot)}^{i*} [R^i_0(\alpha_{P*}^{-1}(1) \cdots \alpha_{P*}^{-1}(n+1) \cdots \alpha_{P*}^{-1}(n))} \times [M^i*(B)]_{\alpha_{P*}^{-1}(\cdot)}^{i*} [R^i_0(\alpha_{P*}^{-1}(1) \cdots \alpha_{P*}^{-1}(n+1) \cdots \alpha_{P*}^{-1}(n))},
$$

In next lemma, we study how the cubic contraction can be reshaped as the product of three matrices.

**Lemma 3.1.** Let $A, B, C$ and $D$ be tensors in $\mathcal{T}(d_1, \cdots, d_m; \mathbb{C})$ such that

$$
[D]_{\alpha_0} = [A]_{\alpha_{i*}}^{[B]}_{\alpha_{-i*}} [C]_{\alpha_{(1\cdots i*)}}, \tag{3.10}
$$

where $i* \in \{0, 1\}^m$. Then one has

$$
M^i*(D) = M^i*(A)M^i*(B)^\dagger M^i*(C),
$$

which the Lohe tensor model (1.1) can be reshaped into a generalised Lohe matrix model. This yields the desired result:

\[ 3.3. \]

**Fundamental Lohe tensor models.** In this subsection, we consider a situation in which the Lohe tensor model (1.1) can be reshaped into a generalized Lohe matrix model proposed in (2.2). In fact, we will show that if the Lohe tensor model has only one cubic interaction, it can be transformed into a generalized Lohe matrix model using the reshaping of tensor contractions studied in previous subsection. Thus, the Lohe tensor model with only one coupling term will be called a “fundamental Lohe tensor model”.

**Definition 3.2.**

1. For each multi-index \( i * \in \{0,1\}^m \), we call the coupling term in (2.1) involved with the coupling strength \( \kappa_{i * } \):

\[ [ T_c ]_{i * } [ T_j ]_{i * } [ T_j ]_{i * } [ T_c ]_{i * } [ T_j ]_{i * } [ T_j ]_{i * } [ T_c ]_{i * } [ T_j ]_{i * } [ T_j ]_{i * } [ T_c ]_{i * } \]

as the fundamental Lohe coupling associated with \( i * \).

2. If the Lohe tensor model contains only one fundamental coupling term and natural frequencies \( A \) satisfies condition for solution splitting property:

\[ [ e^{-A t} ]_{i * } [ \beta_0 ] = [ e^{-A t} ]_{i * } [ \beta_0 ]_{i * } [ e^{A t} ]_{i * } [ \beta_1 ]_{i * } [ e^{-A t} ]_{i * } [ \beta_{1-i} ]_{i * } \]
fundamental Lohe tensor model will play a building block for the Lohe tensor model of the free flow and the fundamental Lohe coupling related with Remark 3.2.

Remark 3.2. Note that the Lohe tensor model (2.1) can be viewed as a linear combination of the free flow and the fundamental Lohe coupling related with $i_*$. Thus, in some sense, the fundamental Lohe tensor model will play a building block for the Lohe tensor model (2.1).

Then we use Lemma 3.1 to rewrite (3.14) as a generalized Lohe matrix model:

\begin{align}
(3.14) \quad \begin{cases} 
\frac{d}{dt} [T_j]_{\alpha_0} = \kappa_{i_*} ([T_c]_{\alpha_{i_*}} [\tilde{T}_j]_{\alpha_1} [T_j]_{\alpha_{(1-i_*)}} - [T_j]_{\alpha_{i_*}} [\tilde{T}_c]_{\alpha_1} [T_j]_{\alpha_{(1-i_*)}}), \\
T_j(0) = T_j^{in}.
\end{cases}
\end{align}

Then we use Lemma 3.1 to rewrite (3.14) as a generalized Lohe matrix model:

\begin{align}
(3.15) \quad \begin{cases} 
\frac{d}{dt} M^{i_*}(T_j) = \kappa_{i_*} (M^{i_*}(T_c) M^{i_*}(T_j)^\dagger M^{i_*}(T_j) - M^{i_*}(T_j) M^{i_*}(T_c)^\dagger M^{i_*}(T_j)), \\
T_j(0) = T_j^{in}.
\end{cases}
\end{align}

Then we can obtain following lemma.

Proposition 3.1. Let $\{T_j\}_{j=1}^N$ be a solution of the system (3.14). Then

\begin{align*}
M^{i_*}(T_j)^\dagger M^{i_*}(T_j)
\end{align*}

is a conserved quantity for each $j = 1, \cdots, N$.

Proof. Instead of the system (3.14), we can use the system (3.15). Then we can obtain

\begin{align*}
\frac{d}{dt} (M^{i_*}(T_j)^\dagger M^{i_*}(T_j)) &= \left( \frac{d}{dt} M^{i_*}(T_j)^\dagger \right) M^{i_*}(T_j) + M^{i_*}(T_j)^\dagger \left( \frac{d}{dt} M^{i_*}(T_j) \right) \\
&= \kappa_{i_*} M^{i_*}(T_j)^\dagger (M^{i_*}(T_j) M^{i_*}(T_c)^\dagger - M^{i_*}(T_c) M^{i_*}(T_j)^\dagger) M^{i_*}(T_j) \\
&\quad + \kappa_{i_*} M^{i_*}(T_j)^\dagger (M^{i_*}(T_c) M^{i_*}(T_j)^\dagger - M^{i_*}(T_j) M^{i_*}(T_c)^\dagger) M^{i_*}(T_j) = 0.
\end{align*}

Hence the quantity

\begin{align*}
M^{i_*}(T_j)^\dagger M^{i_*}(T_j)
\end{align*}

is conserved for each $j = 1, \cdots, N$.

4. Emergent dynamics

In this section, we present an improved aggregation estimate compared to [24] by introducing an order parameter and nonlinear functional measuring the degree of aggregation and study their time-evolution along the Lohe tensor flow.
4.1. **Lyapunov functionals.** Let \( \{ T_j \} \) be a time-dependent Lohe tensor ensemble with \( \| T_j \|_F = 1 \). Then, we define a centroid and its Frobenius norm which can play the role of an order parameter \( R(T) \) for aggregation:

\[
T_c := \frac{1}{N} \sum_{j=1}^{N} T_j, \quad R(T) := \| T_c \|_F.
\]

Moreover, we also introduce variance and maximal radius functionals:

\[
\mathcal{V}(T) := \frac{1}{N} \sum_{j=1}^{N} \langle T_j - T_c, T_j - T_c \rangle_F, \quad \mathcal{F}(T) := \max_{1 \leq j \leq N} \| T_j - T_c \|_F.
\]

In next lemma, we study the relationship between two functionals defined in (4.1).

**Lemma 4.1.** Let \( \{ T_j \} \) be an ensemble of rank-\( m \) tensors whose dynamics is governed by (2.1) with \( \| T_j \|_F = 1 \). Then, the following assertions hold.

1. The variance functional and order parameter are related by the following relation:

\[
\mathcal{V}(T) = 1 - |R(T)|^2.
\]

2. The functionals \( \mathcal{D}(T), \mathcal{F}(T) \) and \( \mathcal{V}(T) \) satisfy

\[
\frac{1}{N} \mathcal{F}(T)^2 \leq \mathcal{V}(T) \leq \mathcal{D}(T)^2.
\]

**Proof.** (i) We use definitions in (4.1) and \( \| T_j \|_F = 1 \) to get

\[
\mathcal{V}(T) = \left( \frac{1}{N} \sum_{j=1}^{N} \| T_j \|_F^2 \right) - \| T_c \|_F^2 = 1 - |R(T)|^2.
\]

(ii) We use the following simple relations

\[
T_j - T_c = \frac{1}{N} \sum_{k=1}^{N} (T_j - T_k) \quad \text{and} \quad \| T_j - T_k \|_F \leq \mathcal{D}(T)
\]

to see

\[
\frac{1}{N} \mathcal{F}(T)^2 \leq \frac{1}{N} \sum_{j=1}^{N} \| T_j - T_c \|_F^2 \leq \frac{1}{N} \sum_{i=1}^{N} \mathcal{D}(T)^2 = \mathcal{D}(T)^2.
\]

Next, we study the time-evolution of the functional \( \mathcal{V}(T) \).

**Proposition 4.1.** Let \( \{ T_i \} \) be an ensemble of rank-\( m \) tensors whose dynamics is governed by (2.1). Then, the following assertions hold.

1. The variance functional is non-increasing along the Lohe tensor flow:

\[
\frac{d}{dt} \mathcal{V}(T) = - \frac{1}{N} \sum_{j=1}^{N} \sum_{i^* \in \{0,1 \}^m} \kappa_{i^*} \| M^{i^*}(T_c) M^{i^*}(T_j) \|_F^2 - M^{i^*}(T_j) M^{i^*}(T_c) \|_F^2 \leq 0.
\]

2. For all \( j = 1, \ldots, N \) and \( i_* \in \{0,1 \}^m \) with \( \kappa_{i_*} \neq 0 \), one has

\[
\lim_{t \to \infty} \| M^{i^*}(T_c) M^{i^*}(T_j) \|_F^2 - M^{i^*}(T_j) M^{i^*}(T_c) \|_F = 0.
\]
Proof. (i) Note that $T_j$ and $T_c$ satisfy

$$\frac{d}{dt}[T_j]_{\alpha_0} = \sum_{i*} \kappa_{i*} ([T_c]_{\alpha_{i*}} [\bar{T}_j]_{\alpha_1} [T_j]_{\alpha_{(1-i*)}} - [T_j]_{\alpha_{i*}} [\bar{T}_c]_{\alpha_1} [T_j]_{\alpha_{(1-i*)}}),$$

and

$$\frac{d}{dt}[T_c]_{\alpha_0} = \frac{1}{N} \sum_{j=1}^{N} \sum_{i*} \kappa_{i*} ([T_c]_{\alpha_{i*}} [T_j]_{\alpha_1} [T_j]_{\alpha_{(1-i*)}} - [T_j]_{\alpha_{i*}} [T_c]_{\alpha_1} [T_j]_{\alpha_{(1-i*)}}).$$

These imply

$$\frac{d}{dt}[T_j - T_c]_{\alpha_0} = -\frac{1}{N} \sum_{j=1}^{N} \sum_{i*} \kappa_{i*} ([T_c]_{\alpha_{i*}} [\bar{T}_j]_{\alpha_1} [T_j]_{\alpha_{(1-i*)}} - [T_c]_{\alpha_{i*}} [\bar{T}_j]_{\alpha_1} [T_j]_{\alpha_{(1-i*)}}$$

$$- [T_j]_{\alpha_{i*}} [T_c]_{\alpha_1} [T_j]_{\alpha_{(1-i*)}} + [T_j]_{\alpha_{i*}} [T_c]_{\alpha_1} [T_j]_{\alpha_{(1-i*)}}.$$}

Now we differentiate $\mathcal{V}(T)$ in (4.1) to see

\begin{equation}
\frac{d}{dt}\mathcal{V}(T) = \frac{1}{N} \sum_{i=1}^{N} \frac{d}{dt}||T_i - T_c||^2 = \frac{1}{N} \sum_{i=1}^{N} \frac{d}{dt} ([T_i - T_c]_{\alpha_0} \overline{T_i - T_c}_{\alpha_0})
\end{equation}

\begin{equation}
= \frac{1}{N} \sum_{i=1}^{N} \left( \frac{d}{dt}[T_i - T_c]_{\alpha_0} \cdot \overline{T_i - T_c}_{\alpha_0} + c.c \right)
\end{equation}

\begin{equation}
= -\frac{1}{N^2} \sum_{i,j} \sum_{i*} \kappa_{i*} \left( ([T_c]_{\alpha_{i*}} [\bar{T}_j]_{\alpha_1} [T_j]_{\alpha_{(1-i*)}} - [T_c]_{\alpha_{i*}} [\bar{T}_j]_{\alpha_1} [T_j]_{\alpha_{(1-i*)}}$$

$$- [T_j]_{\alpha_{i*}} [T_c]_{\alpha_1} [T_j]_{\alpha_{(1-i*)}} + [T_j]_{\alpha_{i*}} [T_c]_{\alpha_1} [T_j]_{\alpha_{(1-i*)}}) \overline{T_i - T_c}_{\alpha_0} + c.c \right)
\end{equation}

\begin{equation}
= -\frac{1}{N} \sum_{i=1}^{N} \sum_{i*} \kappa_{i*} \left( ([T_c]_{\alpha_{i*}} [\bar{T}_i]_{\alpha_1} [T_i]_{\alpha_{(1-i*)}} + [T_i]_{\alpha_{i*}} [T_c]_{\alpha_1} [T_i]_{\alpha_{(1-i*)}}) \overline{T_i - T_c}_{\alpha_0} + c.c \right)
\end{equation}

\begin{equation}
= -\frac{1}{N} \sum_{i=1}^{N} \sum_{i*} \kappa_{i*} \left( -[T_c]_{\alpha_{i*}} [\bar{T}_i]_{\alpha_1} [T_i]_{\alpha_{(1-i*)}} [\bar{T}_i]_{\alpha_0} + [T_c]_{\alpha_{i*}} [\bar{T}_i]_{\alpha_1} [T_i]_{\alpha_{(1-i*)}} [\bar{T}_c]_{\alpha_0}

+ [T_i]_{\alpha_{i*}} [T_c]_{\alpha_1} [T_i]_{\alpha_{(1-i*)}} [\bar{T}_i]_{\alpha_0} - [T_i]_{\alpha_{i*}} [T_c]_{\alpha_1} [T_i]_{\alpha_{(1-i*)}} [\bar{T}_c]_{\alpha_0} + c.c \right).
\end{equation}

On the other hand, since

\begin{equation}
[A]_{\alpha_{i*}} [\bar{B}]_{\alpha_1} [C]_{\alpha_{(1-i*)}} [\bar{D}]_{\alpha_0} = [A]_{\alpha_{i*}} [\bar{B}]_{\alpha_{i*}} [C]_{\alpha_0} [\bar{D}]_{\alpha_{(1-i*)}} = [B]_{\alpha_{i*}} [A]_{\alpha_1} [\bar{D}]_{\alpha_{(1-i*)}} [\bar{C}]_{\alpha_0},
\end{equation}

one has

\begin{equation}
[T_c]_{\alpha_{i*}} [\bar{T}_i]_{\alpha_1} [T_i]_{\alpha_{(1-i*)}} [\bar{T}_i]_{\alpha_0} = [T_i]_{\alpha_{i*}} [T_c]_{\alpha_1} [T_i]_{\alpha_{(1-i*)}} [\bar{T}_i]_{\alpha_0},
\end{equation}

\begin{equation}
[T_i]_{\alpha_{i*}} [\bar{T}_c]_{\alpha_1} [T_i]_{\alpha_{(1-i*)}} [\bar{T}_i]_{\alpha_0} = [T_i]_{\alpha_{i*}} [T_c]_{\alpha_1} [T_i]_{\alpha_{(1-i*)}} [\bar{T}_i]_{\alpha_0}.
\end{equation}
We combine (4.3) and (4.4) to get
\begin{equation}
\frac{d}{dt} \mathcal{V}(T) = -\frac{1}{N} \sum_{i=1}^{N} \sum_{i_{*}} \kappa_{i_{*}} \left( [T_{c}]_{a_{i_{*}}} [\hat{T}_{i}]_{a_{i_{*}}} [T_{i}]_{a_{(1-i_{*})}} [\hat{T}_{c}]_{a_{0}} - [T_{i}]_{a_{i_{*}}} [\hat{T}_{c}]_{a_{i_{*}}} [T_{c}]_{a_{(1-i_{*})}} [\hat{T}_{c}]_{a_{0}} + c.c \right)
\end{equation}
\begin{align*}
&= -\frac{1}{N} \sum_{i=1}^{N} \sum_{i_{*}} \kappa_{i_{*}} \left( [T_{c}]_{a_{i_{*}}} [\hat{T}_{i}]_{a_{i_{*}}} [T_{i}]_{a_{(1-i_{*})}} [\hat{T}_{c}]_{a_{0}} - [T_{i}]_{a_{i_{*}}} [\hat{T}_{c}]_{a_{i_{*}}} [T_{c}]_{a_{(1-i_{*})}} [\hat{T}_{c}]_{a_{0}} \\
& \quad + [T_{i}]_{a_{i_{*}}} [\hat{T}_{c}]_{a_{i_{*}}} [T_{c}]_{a_{(1-i_{*})}} [\hat{T}_{i}]_{a_{0}} - [T_{c}]_{a_{i_{*}}} [\hat{T}_{c}]_{a_{i_{*}}} [T_{c}]_{a_{(1-i_{*})}} [\hat{T}_{c}]_{a_{0}} \right) \\
&= \frac{1}{N} \sum_{i=1}^{N} \sum_{i_{*}} \kappa_{i_{*}} \left( [T_{c}]_{a_{i_{*}}} [T_{i}]_{a_{i_{*}}} - [T_{i}]_{a_{i_{*}}} [T_{c}]_{a_{i_{*}}} \right) \left( [T_{c}]_{a_{(1-i_{*})}} [\hat{T}_{i}]_{a_{0}} - [T_{c}]_{a_{(1-i_{*})}} [\hat{T}_{c}]_{a_{0}} \right)
\end{align*}
\begin{equation}
= \frac{1}{N} \sum_{i=1}^{N} \sum_{i_{*}} \kappa_{i_{*}} \left( [T_{c}]_{a_{i_{*}}} [T_{i}]_{a_{i_{*}}} - [T_{i}]_{a_{i_{*}}} [T_{c}]_{a_{i_{*}}} \right) \left( [T_{c}]_{a_{(1-i_{*})}} [\hat{T}_{i}]_{a_{0}} - [T_{c}]_{a_{(1-i_{*})}} [\hat{T}_{c}]_{a_{0}} \right).
\end{equation}

We can proceed the estimate (4.5) further using delicate tensor contractions. However, it would be better to transform the R.H.S. into a combination of matrix products to simplify the analysis. For this, note that
\begin{align*}
[T_{c}]_{a_{i_{*}}} [T_{i}]_{a_{i_{*}}} - [T_{i}]_{a_{i_{*}}} [T_{c}]_{a_{i_{*}}} &= [M^{i_{*}}(T_{c}) M^{i_{*}}(T_{j}) \dagger - M^{i_{*}}(T_{j}) M^{i_{*}}(T_{c}) \dagger] \mathcal{R}_{i_{*}} \left( (\alpha_{P_{i_{*}}(1)} \cdots \alpha_{P_{i_{*}}(n)} \right) \mathcal{R}_{i_{*}} \left( (\alpha_{P_{i_{*}}(1)} \cdots \alpha_{P_{i_{*}}(n)} \right) \\
&= [M^{i_{*}}(T_{c}) M^{i_{*}}(T_{j}) \dagger - M^{i_{*}}(T_{j}) M^{i_{*}}(T_{c}) \dagger] \mathcal{R}_{i_{*}} \left( (\alpha_{P_{i_{*}}(1)} \cdots \alpha_{P_{i_{*}}(n)} \right) \mathcal{R}_{i_{*}} \left( (\alpha_{P_{i_{*}}(1)} \cdots \alpha_{P_{i_{*}}(n)} \right) \\
&= -[M^{i_{*}}(T_{c}) M^{i_{*}}(T_{j}) \dagger - M^{i_{*}}(T_{j}) M^{i_{*}}(T_{c}) \dagger] \mathcal{R}_{i_{*}} \left( (\alpha_{P_{i_{*}}(1)} \cdots \alpha_{P_{i_{*}}(n)} \right) \mathcal{R}_{i_{*}} \left( (\alpha_{P_{i_{*}}(1)} \cdots \alpha_{P_{i_{*}}(n)} \right).
\end{align*}

Similarly,
\begin{align*}
[T_{c}]_{a_{(1-i_{*})}} [\hat{T}_{i}]_{a_{0}} - [T_{i}]_{a_{(1-i_{*})}} [\hat{T}_{c}]_{a_{0}} &= [M^{i_{*}}(T_{c}) M^{i_{*}}(T_{j}) \dagger - M^{i_{*}}(T_{j}) M^{i_{*}}(T_{c}) \dagger] \mathcal{R}_{i_{*}} \left( (\alpha_{P_{i_{*}}(1)} \cdots \alpha_{P_{i_{*}}(n)} \right) \mathcal{R}_{i_{*}} \left( (\alpha_{P_{i_{*}}(1)} \cdots \alpha_{P_{i_{*}}(n)} \right) \\
&= [M^{i_{*}}(T_{c}) M^{i_{*}}(T_{j}) \dagger - M^{i_{*}}(T_{j}) M^{i_{*}}(T_{c}) \dagger] \mathcal{R}_{i_{*}} \left( (\alpha_{P_{i_{*}}(1)} \cdots \alpha_{P_{i_{*}}(n)} \right) \mathcal{R}_{i_{*}} \left( (\alpha_{P_{i_{*}}(1)} \cdots \alpha_{P_{i_{*}}(n)} \right).
\end{align*}

In (4.8), we use (4.5) and (4.7) to get
\begin{equation}
\frac{d}{dt} \mathcal{V}(T) = -\frac{1}{N} \sum_{j=1}^{N} \sum_{i_{*}} \kappa_{i_{*}} ||M^{i_{*}}(T_{c}) M^{i_{*}}(T_{j}) \dagger - M^{i_{*}}(T_{j}) M^{i_{*}}(T_{c}) \dagger||_{F}^{2}.
\end{equation}

(ii) We use similar arguments for the Lohe sphere model and Lohe matrix model as in [22], i.e., since
\begin{equation*}
\mathcal{V}(T) \geq 0 \quad \text{and} \quad \frac{d}{dt} \mathcal{V}(T) \leq 0,
\end{equation*}
we can see that
\begin{equation*}
\exists \lim_{t \to \infty} \mathcal{V}(T(t)).
\end{equation*}
Moreover, one can easily show the boundedness of \( \frac{d^{2}}{dt^{2}} \mathcal{V}(T(t)) \). Hence, it follows from Barbalat’s lemma that
\begin{equation*}
\lim_{t \to \infty} ||M^{i_{*}}(T_{c}) M^{i_{*}}(T_{j}) \dagger - M^{i_{*}}(T_{j}) M^{i_{*}}(T_{c}) \dagger||_{F} = 0,
\end{equation*}
for all \( j \) and \( i_* \) with \( \kappa_{i_*} \neq 0 \).

### 4.2. Applications to low-rank models

Next we consider three explicit low-rank models, and explain how the result of Proposition 4.1 can be reinterpreted for low-rank models.

#### 4.2.1. The Kuramoto model

Let \( A \) and \( B \) be scalars in \( \mathbb{C} \). In this case, we have

\[
m = 0 \quad \text{and} \quad i_* = \phi.
\]

So one has

\[
M^{i_*}(A) = A, \quad M^{i_*}(B) = B,
\]

where \( M^{i_*}(A) \) and \( M^{i_*}(B) \) are \( 1 \times 1 \) matrix. Thus, they can be considered as scalar. Then we can obtain

\[
M^{i_*}(A)M^{i_*}(B)^\dagger - M^{i_*}(B)M^{i_*}(A)^\dagger = AB - BA.
\]

We set

\[
T_j = e^{i\theta_j}, \quad j = 1, \ldots, N, \quad T_c = Re^{i\phi},
\]

where \( R \) is an order parameter. Finally, we can obtain

\[
M^{i_*}(T_c)M^{i_*}(T_j)^\dagger - M^{i_*}(T_j)M^{i_*}(T_c)^\dagger = Re^{i(\phi - \theta_j)} - Re^{i(\theta_j - \phi)} = 2Ri\sin(\phi - \theta_j).
\]

If we substitute the above relation (4.7) into equation (4.2), we obtain

\[
\frac{d}{dt}Y(T) = -\frac{1}{N} \sum_{i=1}^{N} 4R^2\sin^2(\phi - \theta_i).
\]

#### 4.2.2. The Lohe sphere model

Let \( A \) and \( B \) be vectors in \( \mathbb{C}^d \). In vector case, we have \( m = 1 \) so there are two possible \( i_* \):

\[
i_* = (0) \quad \text{and} \quad i_* = (1).
\]

- **Case 1.1 (\( i_* = (0) \)):** In this case, one has

\[
[M^{i_*}(A)]_{R_0^*(\alpha_1)1} = [A^{P_{i_*}}]_{\alpha_1} = [A]_{\alpha_1}, \quad [M^{i_*}(B)]_{R_0^*(\alpha_1)1} = [B]_{\alpha_1}.
\]

This yields

\[
[M^{i_*}(A)M^{i_*}(B)^\dagger]_{R_0^*(\alpha_1)R_0^*(\alpha_2)} = [A]_{\alpha_1}[B]_{\alpha_2}.
\]

Finally, one has

\[
[M^{i_*}(A)M^{i_*}(B)^\dagger - M^{i_*}(B)M^{i_*}(A)^\dagger]_{R_0^*(\alpha_1)R_0^*(\alpha_2)} = [A]_{\alpha_1}[B]_{\alpha_2} - [B]_{\alpha_1}[A]_{\alpha_2}.
\]

Thus, we have

\[
\|M^{i_*}(A)M^{i_*}(B)^\dagger - M^{i_*}(B)M^{i_*}(A)^\dagger\|_F^2 = 2\|A\|_F^2\|B\|_F^2 - \langle A, B\rangle_F^2 = 2\|A\|_F^2\|B\|_F^2 - 2Re(\langle A, B\rangle_F^2).
\]

- **Case 1.2 (\( i_* = (1) \)):** In this case, one has

\[
[M^{i_*}(A)]_{R_1^*(\alpha_1)} = [A^{P_{i_*}}]_{\alpha_1} = [A]_{\alpha_1}, \quad [M^{i_*}(B)]_{R_1^*(\alpha_1)} = [B]_{\alpha_1}.
\]

So we can obtain

\[
[M^{i_*}(A)M^{i_*}(B)^\dagger]_{11} = [A]_{\alpha_1}[B]_{\alpha_1} = \langle B, A\rangle_F.
Also we can obtain
\[ [M^{i*}(A)M^{i*}(B)\dagger - M^{i*}(B)M^{i*}(A)\dagger]_{11} = \langle B, A \rangle_F - \langle A, B \rangle_F = -2i\text{Im}(\langle A, B \rangle_F). \]

Finally we can obtain
\[ ||M^{i*}(A)M^{i*}(B)\dagger - M^{i*}(B)M^{i*}(A)\dagger||_F^2 = 4(\text{Im}(\langle A, B \rangle))^2. \]

If we combine above two cases, we can obtain
\[ \frac{d}{dt} V(T) = -\frac{\kappa_0}{N} \sum_{i=1}^{N} \left( 2\|T_j\|_F^2 \|T_c\|_F^2 - 2\text{Re}(\langle T_j, T_c \rangle_F^2) \right) - \frac{\kappa_1}{N} \sum_{i=1}^{N} 4(\text{Im}(\langle T_i, T_c \rangle))^2. \]

Note that the above result is same with the complex Lohe sphere model.

4.2.3. The Lohe matrix model. Let A and B be matrices in \(\mathbb{C}^{d_1 \times d_2}\). Since \(m = 2\), we have following cases:
\[ i_\ast = (0, 0), \quad (0, 1), \quad (1, 0), \quad (1, 1). \]

The cases with \(i_\ast = (0, 0)\) and \(i_\ast = (1, 1)\) are very similar to the case of vector when \(i_\ast = (0)\) and \(i_\ast = (1)\) respectively. Hence, we consider only the following cases:
\[ i_\ast = (0, 1) \quad \text{and} \quad i_\ast = (1, 0). \]

- Case 2.1 \((i_\ast = (0, 1))\): In this case, one has
\[ [M^{i*}(A)] \mathcal{R}_{0*}^{i*}(\alpha_1) \mathcal{R}_{1*}^{i*}(\alpha_2) = [A^{\dagger}] \mathcal{R}_{0*}^{i*}(\alpha_1) \mathcal{R}_{1*}^{i*}(\alpha_2) = [B] \mathcal{R}_{0*}^{i*}(\alpha_1) \mathcal{R}_{1*}^{i*}(\alpha_2). \]
Thus, one has
\[ [M^{i*}(A)M^{i*}(B)\dagger] \mathcal{R}_{0*}^{i*}(\alpha_1) \mathcal{R}_{1*}^{i*}(\beta_1) = [AB\dagger] \mathcal{R}_{0*}^{i*}(\alpha_1) \mathcal{R}_{1*}^{i*}(\beta_1). \]
Finally we can obtain that
\[ [M^{i*}(A)M^{i*}(B)\dagger - M^{i*}(B)M^{i*}(A)\dagger] \mathcal{R}_{0*}^{i*}(\alpha_1) \mathcal{R}_{0*}^{i*}(\alpha_2) = [BA\dagger - BA\dagger] \mathcal{R}_{0*}^{i*}(\alpha_1) \mathcal{R}_{0*}^{i*}(\alpha_2) = [AB\dagger - BA\dagger] \mathcal{R}_{0*}^{i*}(\alpha_1) \mathcal{R}_{0*}^{i*}(\alpha_2), \]
and from this we have
\[ ||M^{i*}(A)M^{i*}(B)\dagger - M^{i*}(B)M^{i*}(A)\dagger||_F^2 = ||AB\dagger - BA\dagger||_F^2. \]

- Case 2.2 \((i_\ast = (1, 0))\): In this case, we can use similar argument with the case when \(i_\ast = (0, 1)\). Then we can obtain
\[ ||M^{i*}(A)M^{i*}(B)\dagger - M^{i*}(B)M^{i*}(A)\dagger||_F^2 = ||AB\dagger - BA\dagger||_F^2. \]

If we combine above two results, we can obtain follows:
\[ \frac{d}{dt} V(T) = -\frac{\kappa_0}{N} \sum_{i=1}^{N} \|T_c T_j - T_j T_c\|_F^2 - \frac{\kappa_1}{N} \sum_{i=1}^{N} \|T_i T_j - T_j T_i\|_F^2. \]

Remark 4.1. For the case \(m = 2\), if \(T_i\) is unitary, we have
\[ ||T_c T_i^\dagger - T_i T_c^\dagger||_2^2 = ||T_i^\dagger T_c - T_c^\dagger T_i||_2^2. \]

So the terms involving with \(\kappa_{01}\) and \(\kappa_{10}\) has no different, however if \(T_i\) is not unitary, then the two coupling terms will induce different effects.
4.3. **Complete aggregation.** In this subsection, we study the emergence of two distinguished states (completely aggregated state and bi-polar state) in the relaxation process. Before we present our asymptotic dynamics, we recall Barbalat’s lemma as follows.

**Lemma 4.2.** [4] (i) Suppose that a real-valued function $f : [0, \infty) \to \mathbb{R}$ is uniformly continuous and it satisfies
\[
\lim_{t \to \infty} \int_0^t f(s) ds \text{ exists.}
\]
Then, $f$ tends to zero as $t \to \infty$:
\[
\lim_{t \to \infty} f(t) = 0.
\]
(ii) Suppose that a real-valued function $f : [0, \infty) \to \mathbb{R}$ is continuously differentiable, and $\lim_{t \to \infty} f(t) = \alpha \in \mathbb{R}$. If $f'$ is uniformly continuous, then
\[
\lim_{t \to \infty} f'(t) = 0.
\]

Our first asymptotic result deals with the emergence of two distinguished states.

**Theorem 4.1.** Suppose that the coupling strength $\kappa_i$, satisfies
\[
\kappa_{00-0} > 0 \quad \text{and} \quad \kappa_i \geq 0, \quad \forall \, i \neq (0, \ldots, 0),
\]
and let $\{T_i\}$ be a solution of system (2.1). Then, the following assertions hold.

1. For an index $i_*$ such that $\kappa_{i_*} > 0$, one has
\[
\lim_{t \to \infty} \left\| M^{i_*(T_c)} M^{i_*(T_j)} \right\|_{F} = 0.
\]
2. There exists a vector $a = (a_2, \ldots, a_N) \in \{-1, 1\}^{N-1}$ such that
\[
\lim_{t \to \infty} (T_i(t) - a_i T_1(t)) = 0, \quad i = 2, \ldots, N.
\]

**Proof.** (i) It follows from Proposition 4.1 that
\[
\frac{d}{dt} \mathcal{V}(T) = -\frac{1}{N} \sum_{j=1}^{N} \sum_{i_*} \kappa_{i_*} \left\| M^{i_*(T_c)} M^{i_*(T_j)} - M^{i_*(T_c)} M^{i_*(T_j)} \right\|_{F} \leq 0.
\]
Since $\mathcal{V}(T)$ is non-increasing and $\mathcal{V}(T) \geq 0$, one has
\[
\exists \lim_{t \to \infty} \mathcal{V}(T).
\]
Next, we show that $\frac{d^2}{dt^2} \mathcal{V}(T)$ is uniformly bounded. For this, we recall that the Lohe tensor model:
\[
\frac{d}{dt} [T_j]_{\alpha} = \sum_{i_* \in \{0, 1\}^m} \kappa_{i_*} ([T_c]_{\alpha, i_*} [\bar{T}_j]_{\alpha, 1-i_*} - [T_j]_{\alpha, i_*} [T_c]_{\alpha, 1-i_*}).
\]
Then, (4.11) and $\| T_j \|_F = 1$ imply
\[
\sup_{0 \leq t < \infty} \max_{1 \leq i \leq N} \left( \| T_i(t) \|_F + \left\| \frac{dT_i(t)}{dt} \right\|_F \right) < \infty.
\]
We also differentiate (4.10) with respect to $t$ and use (4.12) to get
\[
\sup_{0 \leq t < \infty} \max_{1 \leq i \leq N} \left\| \frac{dT_i(t)}{dt} \right\|_F < \infty.
\]
We differentiate the definition of $\mathcal{V}(T)$ in (4.1) twice with respect to $t$ and obtain the uniform boundedness of $\frac{d^2}{dt^2}\mathcal{V}(T)$:

$$\sup_{0 \leq t < \infty} \left| \frac{d^2}{dt^2}\mathcal{V}(T) \right| < \infty.$$  

Thus, $\frac{d}{dt}\mathcal{V}(T)$ is uniformly continuous. Now, we can apply Babalat’s lemma (Lemma 4.2) using the relations (4.12) and (4.13) to get

$$\frac{d}{dt}\mathcal{V}(T) = -\frac{1}{N}\sum_{j=1}^{N} \sum_{i_*} \kappa_\ast ||M^\ast (T_c)M^\ast (T_j)^\dagger - M^\ast (T_j)M^\ast (T_c)^\dagger||^2_F \to 0, \text{ as } t \to \infty.$$  

(ii) Since $\kappa_{00\cdots0} > 0$, for $i_* = (0,0,\cdots,0)$, one has

$$||M^\ast (T_c)M^\ast (T_j)^\dagger - M^\ast (T_j)M^\ast (T_c)^\dagger||^2_F = \sum_{\alpha_*,\beta_*} ||[T_c]_{\alpha_*}[\bar{T}_j]_{\beta_*} - [T_j]_{\alpha_*}[\bar{T}_c]_{\beta_*}||^2_F.$$  

This yields

(4.14)  

$$[T_c]_{\alpha_*}[\bar{T}_j]_{\beta_*} - [T_j]_{\alpha_*}[\bar{T}_c]_{\beta_*} \to 0, \text{ as } t \to \infty.$$  

for all $j$, $\alpha_*$ and $\beta_*$. Then we have

$$[T_c]_{\alpha_*}[\bar{T}_j]_{\beta_*} - [T_j]_{\alpha_*}[\bar{T}_c]_{\beta_*} = [T_c]_{\alpha_*}||T_j||^2_F - \langle T_c, T_j \rangle [T_j]_{\alpha_*} \to 0, \text{ as } t \to \infty,$$  

which means

(4.15)  

$$||T_j||^2_F T_c - \langle T_c, T_j \rangle T_j \to 0, \text{ as } t \to \infty.$$  

If we define the function $c_j(t)$:

(4.16)  

$$c_j(t) = \frac{\langle T_c(t), T_j(t) \rangle_F}{||T_j||^2_F},$$  

it follows from (4.15) and (4.16) that

(4.17)  

$$T_c - c_j T_j \to 0, \text{ as } t \to \infty.$$  

The relations (4.14) and (4.17) imply

(4.18)  

$$(c_j - \bar{c}_j)[T_j]_{\alpha_*}[\bar{T}_j]_{\beta_*} = [T_c]_{\alpha_*}[\bar{T}_j]_{\beta_*} - [T_j]_{\alpha_*}[\bar{T}_c]_{\beta_*} - [T_c - c_j T_j]_{\alpha_*}[\bar{T}_j]_{\beta_*} + [T_j]_{\alpha_*}[\bar{T}_c - \bar{c}_j T_j]_{\beta_*} \to 0.$$  

Since (4.15) holds for any $\alpha_*$ and $\beta_*$, $c_j - \bar{c}_j$ tends to zero asymptotically, i.e.,

$$\lim_{t \to \infty} \text{Im}(c_j) = 0.$$  

If we define $r_j = \text{Re}(c_j)$, then we have

$$T_c - r_j T_j = (T_c - c_j T_j) + i\text{Im}(c_j)T_j \to 0, \text{ as } t \to \infty.$$  

Now, we use the fact $||T_c||_F \to R_\infty$ to deduce

$$([T_c]||T_c||_F - ||T_c - r_j T_j||_F)^2 \leq r_j^2||T_j||^2_F = ||r_j T_j||^2_F = ||T_c - (T_c - r_j T_j)||^2_F \leq (||T_c||_F + ||T_c - r_j T_j||_F)^2.$$  

Hence,

$$r_j^2(t) \to \frac{R_\infty^2}{||T_j||^2_F} = R_\infty^2 \text{ as } t \to \infty,$$
where we used $||T_j||_F = 1$ for all $j = 1, 2, \cdots, N$. Therefore, one has

$$r_j(t) \to \pm R_\infty \quad \text{as } t \to \infty.$$ 

We define

$$b_j = \begin{cases} 
1, & r_j(t) \to R_\infty \quad \text{as } t \to \infty, \\
-1, & r_j(t) \to -R_\infty \quad \text{as } t \to \infty.
\end{cases}$$

Then we have

$$T_c - b_j R_\infty T_j = (T_c - r_j T_j) + (r_j - b_j R_\infty)T_j \to 0, \quad \text{as } t \to \infty.$$ 

Next, we set

$$a_j := b_1 b_j,$$

and we use (4.20) to see

$$T_j - a_j T_1 = T_j - b_1 b_j T_1 = b_j (b_j T_j - b_1 T_1) = -\frac{b_j}{R_\infty} (T_c - b_j R_\infty T_j) + \frac{b_j}{R_\infty} (T_c - b_1 R_\infty T_1) \to 0, \quad \text{as } t \to \infty.$$ 

\[\Box\]

**Remark 4.2.**

1. It follows from (4.19) and (4.21) that

$$a_j = 1 \quad \text{or} \quad -1.$$ 

If $T_j - T_1$ converges to 0 then we have $a_j = 1$ and if $T_j + T_1$ converges to 0 then we have $a_j = -1$.

2. As a direct corollary of the second result of Theorem 4.1, we can find the relation between $a_j$’s and asymptotic order parameter $R_\infty := \lim_{t \to \infty} R(t)$: By definition of $R$, triangle inequality and $||T_j||_F = 1$, we have

$$\left| \frac{1}{N} \sum_{k=1}^{N} ||T_k - a_k T_1||_F - \frac{1}{N} \sum_{k=1}^{N} a_k \right| \leq R = \left| \frac{1}{N} \sum_{k=1}^{N} T_k \right|_F$$

$$= \left| \frac{1}{N} \sum_{k=1}^{N} [(T_k - a_j T_1) + a_k T_1] \right|_F \leq \frac{1}{N} \sum_{k=1}^{N} ||T_k - a_k T_1||_F + \frac{1}{N} \sum_{k=1}^{N} a_k,$$

i.e.,

$$\left| \frac{1}{N} \sum_{k=1}^{N} ||T_k - a_k T_1||_F - \frac{1}{N} \sum_{k=1}^{N} a_k \right| \leq R \leq \frac{1}{N} \sum_{k=1}^{N} ||T_k - a_k T_1||_F + \frac{1}{N} \sum_{k=1}^{N} a_k.$$ 

Letting $t \to \infty$ and we use (4.9) to get

$$R_\infty = \left| \frac{1}{N} \sum_{k=1}^{N} a_k \right|.$$ 

On the other hand, it follows from (4.19) that

$$R_\infty = \frac{1}{N} \sum_{k=1}^{N} b_k.$$
3. For the Kuramoto model (the Lohe tensor model for rank-0 tensors), emergence of complete phase synchronization or bi-polar configuration has been studied in [20]. Thus, our work is a high-dimensional extension of the earlier work on the Kuramoto model.

Before we present the complete aggregation, we study an elementary lemma.

**Lemma 4.3.** Let \( \{T_i\} \) be an ensemble of tensors such that
\[
T_1 = \cdots = T_n = T, \quad T_{n+1} = \cdots = T_N = -T, \quad \|T\|_F = 1,
\]
for some \( 0 \leq n \leq N \). Then, one has
\[
\|T_c\|_F = \left| 1 - \frac{2n}{N} \right|.
\]

**Proof.** By definition of \( T_c \) and (4.22), one has
\[
T_c = \frac{1}{N} \sum_{j=1}^{N} T_j = \frac{1}{N} \left( \sum_{j=1}^{n} T_j + \sum_{j=n+1}^{N} T_j \right) = \frac{1}{N} \left( nT - (N-n)T \right) = \left( \frac{N-2n}{N} \right) T.
\]
This and \( \|T\|_F \) yield
\[
\|T_c\|_F = \left| 1 - \frac{2n}{N} \right|.
\]

Now, we provide a sufficient condition for complete aggregation.

**Theorem 4.2.** Suppose that the coupling strength \( \kappa_{i*} \) and the initial data satisfy
\[
\kappa_{00\cdots 0} > 0 \quad \text{and} \quad \kappa_{i*} \geq 0, \quad \forall i* \neq (0, \cdots, 0), \quad R^{in} > 1 - \frac{2}{N},
\]
and let \( \{T_i\} \) be a solution of system (2.1). Then, complete state aggregation (one-point concentration) occurs asymptotically:
\[
\lim_{t \to \infty} \|T_i(t) - T_1(t)\|_F = 0, \quad i = 2, \cdots, N.
\]

**Proof.** We use Proposition [4.1] and Lemma [4.1] to see the monotonicity of \( R \):
\[
R(t) \geq R^{in}, \quad t \geq 0.
\]
Then, this and assumption on initial data imply
\[
R(t) \geq R^{in} > 1 - \frac{2}{N}, \quad t \geq 0.
\]
Suppose that bi-polar state emerges: for some \( n \leq \lfloor N/2 \rfloor \), one has
\[
\lim_{t \to \infty} \|T_j(t) - T(t)\|_F = 0, \quad 1 \leq j \leq n,
\]
\[
\lim_{t \to \infty} \|T_j(t) - (-T(t))\|_F = 0, \quad n + 1 \leq j \leq N,
\]
where \( \|T(t)\|_F = 1 \). Then, it follows from Lemma [4.3] that
\[
\lim_{t \to \infty} \|T_c(t)\|_F = 1 - \frac{2n}{N},
\]
which is clearly contradictory to (4.23). Hence, we have the complete state aggregation. \( \square \)
5. CONCLUSION

In this paper, we have studied emergent dynamics of the Lohe tensor model with the same free flow. The Lohe tensor model describes aggregate dynamics of the ensemble of tensors with the same rank and size. Our Lohe tensor model includes the previously known aggregation models such as the Kuramoto model, the Lohe sphere model and the Lohe matrix model as special cases. Our main results can be summarized as follows. First, we provide a sufficient and necessary condition for solution splitting property in the sense that the solution for the original Lohe tensor model can be rewritten as the composition of free flow and corresponding nonlinear Lohe tensor model. We also showed that the emergent behaviors emerge from any initial data, as long as the principle coupling strength is strictly positive. In a recent work [24], the author studied emergent dynamics of the Lohe tensor model with more restricted conditions on the coupling strengths and initial data. We showed that any generic initial configuration tends to two distinguished states (completely aggregated state and bi-polar state) using a variance functional as a Lyapunov functional. For some conditions on initial data, we provided a sufficient condition leading to the completely aggregated state. In the current work, we only considered the Lohe tensor ensemble with the same free flow. However, when the free flows are heterogeneous, the formation of state-locked state is an open problem. So far, only weak aggregation estimate namely “practical aggregation estimates” have been obtained in authors’ previous work [24]. Hence, extension of the current work in the heterogeneous free flows will be a challenging problem which needs to be explored in a future work.

The data including papers that support the findings of this study are available from the corresponding author upon reasonable request.
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