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Abstract

COVID-19 has resulted in over 100 million infections and caused worldwide lockdowns due to its high transmission rate and limited testing options. Current diagnostic tests can be expensive, limited in availability, time-intensive and require risky in-person appointments. It has been established that symptomatic COVID-19 seriously impairs normal functioning of the respiratory system, thus affecting the coughing acoustics. The 2021 DiCOVA Challenge @ INTERSPEECH was designed to find scientific and engineering insights to the question by enabling participants to analyze an acoustic dataset gathered from COVID-19 positive and non-COVID-19 individuals. In this report we describe our participation in the Challenge (Track 1). We achieved 82.37% AUC ROC on the blind test outperforming the Challenge’s baseline of 69.85%.

Index Terms: audio event classification, covid-19, DiCOVA, cough recordings

1. Track 1: Cough sounds

The goal of Track 1 is to use cough sound recordings from COVID-19 and non-COVID-19 individuals for the task of COVID-19 detection. The training-validation dataset for Track 1 contains a total of 1.36 hrs of cough audio recordings from 75 COVID-19+ve subjects and 965 non-COVID-19 subjects. The recordings are distributed in 5 folds, each with about 80% of recordings in training and 20% in validation. The total number of recordings for the training-validation set is 1090, and the duration ranges from 1-7 seconds. The approximate ratio of COVID-19+ve samples to negative is 1-9. The blind test set consisted of 233 audio recordings. The audio data is compressed as .FLAC, sampling rate 44.1 kHz, mono channel. The DiCOVA dataset is further described in a publication [1]. This task is particularly hard because both types of coughing are not always acoustically different.

2. Metrics

The main metric for the challenge is the area under the ROC curve (AUC). Receiver operating characteristic (ROC) is a graphical representation of the true positive rate (TPR) plotted against the false positive rate (FPR) computed at different thresholds of a binary classifier. The thresholds are chosen with a granularity of 0.0001 in the scoring implementation. True positive rate (TPR) is the number of correctly identified positive samples or number of positive samples. TPR is also called “Sensitivity.” False positive rate (FPR) is the number of negative samples wrongly identified as positive or number of negative samples. FPR equals one minus the true negative rate (TNR). TNR is also called the “Specificity.”

3. Method

We had the most success using conventional Machine Learning algorithms trained on embeddings extracted from pretrained neural-networks.

For pretrained embeddings, we used OpenL3 [2] and YAMNet [3], both of which were trained on AudioSet [4], a large corpus of YouTube videos, and are designed for sound event classification. We believe both types of features resulted in strong representations for this task because they can identify the nuances between different respiratory sounds (e.g., cough, throat clearing, breath, sneeze, burp, hiccups, groan, speech). OpenL3 and YAMNet models produce an embedding for every second of audio—6144 dims for OpenL3, 1024 for YAMNet. The DiCOVA dataset has audio of varying lengths, from less than one second to several seconds. To accommodate this, we computed the mean of the embedding outputs of each model, producing a single 6144-dimension OpenL3 embedding and a single 1024-dimension YAMNet embedding per file. We concatenated both embeddings to create one of 7168-dimension per audio file. We then applied Scikit-Learn [5] StandardScaler() and Normalize(L2) on all the embeddings.

We used a hyperparameter and model searching algorithm (AutoML) called TPOT [6] to find the models and parameters that gave the highest AUC score and the highest specificity at 80% sensitivity on the validation set for each fold. The models included C-Support Vector Classification, Extra-Trees Classifiers, Random Forests, Logistic Regression, Multi Layer Perceptron, XGBoost, and an ensemble of models from Scikit-Learn. The TPOT parameters were generations = 10 and population = 20.

Figure 1: Diagram of our best pipeline to identify COVID-19 through recorded coughs.
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Our best-performing model used an Extra Trees classifier with the parameters shown in Listing 1 trained on the first fold only, which showed the highest AUC and specificity scores (79.53% and 69.95%) on the validation set, see Table 1. Extra Trees are a good option for high dimensionality features because they create decision trees that randomly select dimensions for splitting, thus forcing all or most of the dimensions to be considered. The Extra Trees classifier is fast to train, performs well even with limited data, and generalizes very well to unseen samples. Table 1 includes the baseline model from the DiCOVA Challenge, which used Mel Frequency Cepstral Coefficients and a Random Forest binary classifier. Additionally, we used t-SNE to plot the development set and show how positive and negative samples are not clearly discernible, at least for the untrained ear. A cough that produces phlegm or mucus isn’t associated with COVID-19. The cough feels like it starts in your lungs rather than in your throat.

Listing 1: Extra Trees parameters from Scikit-learn

```
ExtraTreesClassifier (bootstrap=False, criterion=entropy, max_features=0.75, min_samples_leaf=4, min_samples_split=3, n_estimators=100)
```

Table 1: Performance on validation set for each fold and the average of the 5 folds. The last row is the Challenge baseline average.

| Fold | AUC %  | Sensitivity % | Specificity % |
|------|-------|---------------|---------------|
| 1    | 79.53 | 80.0          | 69.95         |
| 2    | 76.05 | 80.0          | 62.69         |
| 3    | 76.65 | 80.0          | 61.66         |
| 4    | 69.20 | 80.0          | 50.78         |
| 5    | 70.62 | 80.0          | 40.41         |
| avg. | 74.41 | 80.0          | 57.10         |
| Baseline avg. | 68.54 | 80.0 | N/A |

Our best model outperformed the baseline in the blind test set and the results are shown in Table 2. The Challenge baseline was 69.85% AUC, our model achieved 82.37% ranked 7th out of 30th participants, and the top 3 results of the Challenge were 87.07%, 85.43% and 85.35%.

Performances over 80% AUC are among the highest reported in the literature for COVID identification using cough recordings in this dataset and in other datasets [11,7,8,9]. Julia et al. [10] studied how 15 features (tone, spectral and cepstral) alone and in combination performed in this Track and achieved an AUC lower than 80%. The largest dataset of this type is the MIT Open Voice COVID-19 Cough dataset [11] with 5,320 COVID-19 positive and negative balanced recordings. The authors used a framework that considers 4 biomarkers (muscular degradation, vocal cords, sentiment, lungs and respiratory tract) and achieved 97% AUC, including sensitivity of 100% with a specificity of 83.2% for asymptomatic patients.

We tried different features and models that improved the validation performance, but they did not translate to an improvement of the blind test set. The DiCOVA Challenge platform allowed 25 attempts of score submission for the blind test set and thus it was possible to look at the improvement. We tried augmenting the training audio with pitch shift, time stretch, volume change, bandpass filter, added noise, resampling, and random samples drop. Given the success of using features from pretrained features, we tried to fine-tune a pretrained model. We tried a deep learning architecture [13] with different receptive fields over time and frequency dimensions to focus better on the minor differences between positive and negative coughing. We also tried an audio-only contrastive deep learning model [13] to generate more consistent clusters of both classes, specially given the small amount of positive samples (≈9%). We attempted to average results from models from all folds, weighting each model according to its validation score, but it did not perform as well as the model trained on Fold 1.

5. Conclusions

Using open-source pretrained models and conventional classification models, we were able to significantly improve upon the Challenge’s baseline. We achieved 82.37% AUC on the blind test outperforming the challenge baseline of 69.85%. The Extra Trees classifier is fast to train, performs well even with limited data and generalized very well to unseen samples. Features extracted from pretrained networks that recognizes different respiratory sounds leveraged the limited availability of training recordings. Further tuning with TPOT resulted in better validation performance, and thus would likely result in improvements in the blind set. It is likely that more time investment on deep learning approaches will improve performance. Further studies on what makes a COVID-19 cough different from other types of coughing are necessary to justify automatic models for pre-screening subjects. Other approaches that look into identifying COVID-19 in speech [14][15] could be explored for coughing sounds.
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