Exploring the spatial relatedness network of the global system of international migration
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ABSTRACT
The global geography of international migration has a complex pattern that emerges from the distinct spatial distributions of many individual migrant groups. To visualise this structure, we use the spatial relatedness network of the global international migration system. Unlike traditional spatial networks based on real spatial interactions, spatial relatedness networks are based on possible relationships which are determined as a degree of agreement between the maps of the analysed phenomena. In this paper, the spatial relatedness network of the global migration system is conceptualised as an undirected network in which nodes represent individual migrant groups defined by the country of origin, and links between nodes correspond to their spatial relatedness in terms of similarity in their spatial distributions. We describe the construction of the network and explore some of its properties such as the clustering of migrant groups that share similar positions in the global migration system, signifying distinct spatial regimes of migrants’ destination choices.

1. Introduction
The global geography of international migration has a complex and inherently high-dimensional structure. It emerges as an assemblage of distinct spatial patterns that characterise distributions of different migrant groups defined by migrants’ country of origin. The global geography of international migration is thus difficult to depict in an aggregate way using traditional maps. In order to visualise the patterns of the global migration system we seek to apply the spatial relatedness approach, recently introduced to migration studies by Novotný and Hasman (2015). The spatial relatedness between a pair of migrant groups refers to the degree of agreement between world maps showing their concentrations in individual countries. We use the 2015–revised UN data on the stocks of international migrants disaggregated by individual destination countries and 233 source countries, and quantify the spatial relatedness matrix containing the spatial relatedness distances for all possible pairs of these 233 migrant groups (see Supplementary Data). Based on the matrix, we construct the spatial relatedness network of the global system of international migration and explore some of its properties.

2. Spatial relatedness networks
The network analysis has become a powerful tool that helps to understand various complex phenomena that are ubiquitous in both social and natural systems (e.g. Newman, 2010). While nodes are the basic building blocks of any network, links between nodes are essential components that determine the structural characteristics of networks. Usually, these links represent real interactions or relationships, as in a great majority of the social network analysis applications (e.g. networks based on kinship relations, friendships, collaboration ties, or other forms of social interactions). In some instances, these links, nodes, or both are explicitly spatial in character so the networks are labelled as spatial networks or spatially embedded networks (Barthélemy, 2011; Haggett and Chorley, 1969; O’Sullivan, 2014).

However, the links of a network can also represent potential interactions arising from a co-occurrence or another proximity measure, and therefore they can also indicate potential relationships. Some examples of the co-occurrence networks are various lexical networks based on the co-occurrences of certain syllables or words in texts (Dorogovtsev & Mendes, 2001; i Cancho & Solé, 2001; Jenssen, Lægreid, Komorowski, & Hovig, 2001), or various biological co-occurrence networks such as protein domain co-occurrence networks, genetic co-occurrence networks, microbial co-occurrence networks, or disease proximity networks (Faust et al., 2012; Hidalgo, Blumm, Barabási, & Christakis, 2009; Wuchty, 2001), among others. Unlike the analysis of real-interaction networks, the analysis of co-
occurrence networks primarily represents a data-mining or a dimension-reduction exercise that is helpful for exploring and visualising the underlying structure of high-dimensional systems in a low-dimensional space.

A subgroup of co-occurrence networks are networks in which the links correspond to a measure of co-occurrence within spatial units, or, in other words, to a measure of a spatial overlap between maps of analysed phenomena. A few examples of such spatial co-occurrence networks can be found in ecology, for instance, networks of spatial co-incidence of species (e.g. Araújo, Rozenfeld, Rahbek, & Marquet, 2011; Bell, King, Bohan, & Symondson, 2010). The spatial relatedness network of the global system of international migration presented in this paper represents just one example of such a spatial co-occurrence network. However, we use the term ‘spatial relatedness network’ in the present context to distinguish the measure of spatial relatedness described above from more traditional co-occurrence indices (e.g. Hayek, 1994). In addition, it also allows us to make a terminological distinction between spatial relatedness networks and traditional spatial networks where the links or nodes are explicitly spatially embedded.

3. Measuring spatial relatedness of migrant groups

To assess the spatial relatedness of two migrant groups we use the same approach as Novotný and Cheshire (2012) or Novotný and Hasman (2013), who applied an analogy to the methodology used by Hidalgo, Klinger, Barabási, and Hausmann (2007) for different purposes. The spatial relatedness of two migrant groups is conceptualised as the conditional probability of their joint spatial concentration where the concentration of a migrant group (i) in a country (r) is firstly quantified by the common localisation quotient as:

\[ LQ_{i,r} = \frac{F_{i,r}}{\sum_j F_{i,r} + \sum_i F_{i,r}} \]

where \( F_{i,r} \) refers to the population size of the group i in the country r.

The next step is a binarization of the continuous localisation quotient to assess whether group i established a concentration in particular countries by considering an intuitively appealing threshold of 1. This means that if \( LQ_{i,r} > 1 \), group i is concentrated in country r (we also tested various other thresholds and found the threshold of 1 to provide a good and intuitively appealing limiting value).

The size of the set of countries in which group i establishes its concentration can be formally written as \( \{r: LQ_{i,r} > 1\} \). Sets of counties in which groups i and j establish their concentrations, that is \( \{r: LQ_{i,r} > 1\} \) and \( \{r: LQ_{j,r} > 1\} \), are considered input data for the quantification of a pair-wise measure of spatial relatedness between these two migrant groups as:

\[ D_{ij} = \min(D^1_{ij}; D^2_{ij}), \]

where the term \( D^1_{ij} \) captures the probability that group i concentrates in country r conditional to the concentration of group j in this country:

\[ D^1_{ij} = P(LQ_{i,r} > 1 \mid LQ_{j,r} > 1) = \frac{|\{r: LQ_{i,r} > 1\} \cap \{r: LQ_{j,r} > 1\}|}{|\{r: LQ_{j,r} > 1\}|}, \]

and the term \( D^2_{ij} \) analogously corresponds to the probability that group j concentrates in country r conditional to the concentration of group i in this country:

\[ D^2_{ij} = P(LQ_{j,r} > 1 \mid LQ_{i,r} > 1) = \frac{|\{r: LQ_{j,r} > 1\} \cap \{r: LQ_{i,r} > 1\}|}{|\{r: LQ_{i,r} > 1\}|}. \]

The value of \( D_{ij} \) ranges between 0 (no joint concentrations) and 1 (both groups establish their concentrations exclusively in the same countries) and can be interpreted as the probability that one of the groups concentrates in a country where the other is concentrated.

As already noted, the spatial relatedness index \( D_{ij} \) can be considered a measure of agreement between two maps that depict the concentrations of a migrant group in individual countries. This approach can therefore be related to previous literature dealing with the measurement of (dis)agreement between maps (e.g. Foody, 2006; Pontius & Millones, 2011; Pontius, Peethambaram, & Castella, 2011; Pontius & Santacruz, 2014; Visser & De Nijs, 2006) that typically considers more complicated comparisons of nominal maps with multiple categories. One advantage of this measurement is that the initial calculation of localisation quotients for individual migrant groups and countries and the subsequent binarization makes the index less sensitive to extreme values. This is an important property of a spatial relatedness index especially when the focus is on the comparison of phenomena with highly right-skewed size distributions (Novotný & Nosek, 2009). Likewise, it is pertinent to the size distributions of immigrant populations across the countries studied in this paper.

4. Data

The results provided in this paper draw on the 2015-revised UN data on the stocks of international migrants disaggregated by 233 destination and source countries.
The data set summarises information from population censuses complemented by various other sources (population registries, representative surveys, and so on) and is freely available at: http://www.un.org/en/development/esa/population/migration/data/estimates2/estimates15.shtml. The data set containing original data as well as our results on the spatial relatedness $D_{i,j}$ observations between all possible pairs of 233 migrant groups (that is, 27,028 unique $D_{i,j}$ observations) can be accessed in the Supplementary Data file.

### 4.1 Constructing the spatial relatedness network of the global system of international migration

The spatial relatedness network of the global system of international migration appears in Main Map (parts S1 and S4). To construct this network, we used Cytoscape (Shannon et al., 2003) and applied an edge-weighted spring embedded algorithm on the matrix of spatial relatedness observations ($D_{i,j}$) between individual migrant groups. This algorithm considers weights proportional to the values of $D_{i,j}$ so that higher spatial relatedness observations are more consequential regarding the final network layout. By applying this technique, the network can be interpreted as an analogy to a physical system where nodes attract each other by forces proportional to their pair-wise relatedness, while the algorithm minimises the energy of the physical system and assigns the nodes to their positions accordingly. We uncovered that the size distribution of $D_{i,j}$ observations is highly right skewed (S3 in Main Map), while 42.6% of all 27,028 $D_{i,j}$ links correspond to zero, and many other observations have a value close to zero. Based on an inspection of the size distribution in S3, we considered the upper 28.5% of the $D_{i,j}$ observations with the value $D_{i,j} > 0.1$ for the construction of the network. In addition, for the purpose of simplicity, only significant links with the value of $D_{i,j} > 0.3$ are visible in S1 and S4. The node size in the main network (S1 and S4) is proportional to the square root of the population size of particular migrant groups. The colours of the nodes in S1 represent the respective world regions of individual source countries as depicted in the map of world macro-regions in S2 in Main Map.

In addition, Figure 1 shows the genesis of the spatial relatedness network of the global migration system (as in S1) in terms of different layers of the network determined by different thresholds of $D_{i,j}$. For example, based on the main network in S1, part A in Figure 1 shows solely 0.2% of the strongest links that satisfy $D_{i,j} > 0.7$ and their respective nodes (23.2% of the 233 analysed migrant groups). The other parts in Figure 1 apply lower $D_{i,j}$ thresholds, and therefore the visualisations converge consecutively to the main network in S1. In this way, we seek to uncover the positions of the most spatially related migrant groups and communities shown in the figures based on the higher $D_{i,j}$ thresholds. In addition, Table 1 depicts the top 15 pairs of the most tightly spatially related migrant groups. Evidently, these pairs contain mostly smaller countries with smaller but highly concentrated migrant populations. The set of all 27,028 spatial relatedness ($D_{i,j}$) observations appears in the Supplementary Data file.

### 5. Community structure of the global migration system

The spatial relatedness network in the part S1 of Main Map reveals a clear clustering of migrant groups according to their geographical and cultural similarity. The groups from the same world regions (as distinguished by the same colours shown in S2) mostly occupy similar parts of the network. Moreover, there are also some clearly recognisable patterns at both the lower and higher level of detail than captured by the macro-regional groupings. Regarding the network macro-structure, the cluster of mostly European migrant groups signifies the densest central core of the network surrounded by other clusters and communities more or less connected to the European core cluster. The pattern is intuitively straightforward: migrant groups from the Americas can be found to the bottom right of the central European cluster, those from Oceania and Asia to the bottom left, those from Africa in the upper left, and those from post-Soviet countries to the upper right of the European core. On a more granular level, some clear internal divisions are recognisable within particular macro-regional communities. This holds for the European core cluster, where the West and East European migrant groups form two clearly distinguishable parts: the African area of the network, where recognisable divisions exist between the West, East, and South African groups; and, for both the Asian and American parts of the network with similarly recognisable internal divisions.

The central position of the cluster of mostly (though not exclusively) European migrant groups can also be documented by their high degree of centrality within the network. A simple measure of centrality or positional embeddedness in the network can be expressed as the summation of all $D_{i,j}$ links of a given migrant group to all other groups in the network. Table 2 provides a list of the 15 most embedded migrant groups (the full set of results can be found in the Supplementary Data file), which confirms the central position of the core cluster consisting of mainly European groups and a few other source countries with a rich history of emigration (Israel, Iran).

Although already a visual inspection of the network in S1 uncovers interesting and meaningful patterns, we seek to delve deeper into the significance of clusters or
Figure 1. Genesis of the spatial relatedness network of the global system of international migration (as in S1). Notes: The figure shows different layers of the spatial relatedness network of the global system of international migration determined on the basis of different $D_{ij}$ thresholds. A – Nodes connected by links with $D_{ij} > 0.7$ (23.2% of all nodes, 0.2% of all links); B – Nodes connected by links with $D_{ij} > 0.6$ (44.2% of all nodes, 0.5% of all links); C – Nodes connected by links with $D_{ij} > 0.5$ (70.8% of all nodes, 1.3% of all links); D – Nodes connected by links with $D_{ij} > 0.4$ (89.7% of all nodes, 2.7% of all links); E – Nodes connected by links with $D_{ij} > 0.3$ (95.7% of all nodes, 5.6% of all links); F – Nodes connected by links with $D_{ij} > 0.2$ (99.6% of all nodes, 12.2% of all links).
Table 1. The 15 most tightly spatially related migrant group pairs.

| Migrant group 1         | Migrant group 2         | $D_{i,j}$ |
|-------------------------|-------------------------|-----------|
| Guadeloupe              | Martinique              | 0.900     |
| Kuwait                  | United Arab Emirates    | 0.895     |
| Costa Rica              | Panama                  | 0.864     |
| Barbados                | Saint Vincent and the Grenadines | 0.857 |
| Saint Vincent and the Grenadines | Trinidad and Tobago | 0.857     |
| Azerbaijan              | Belarus                 | 0.813     |
| Barbados                | Trinidad and Tobago     | 0.810     |
| Latvia                  | Lithuania               | 0.810     |
| Costa Rica              | Cuba                    | 0.792     |
| Jamaica                 | Saint Vincent and the Grenadines | 0.792 |
| Colombia                | Costa Rica              | 0.773     |
| Colombia                | Panama                  | 0.773     |
| Guyana                  | Jamaica                 | 0.769     |
| Jordan                  | Yemen                   | 0.769     |
| Saint Kitts and Nevis   | Saint Vincent and the Grenadines | 0.762 |

Table 2. The 15 most embedded migrant groups in the network.

| Sum of spatial relatedness links ($D_{i,j}$) to all other migrant groups |
|-----------------------------|
| Hungary                     | 36.2                      |
| Israel                      | 35.1                      |
| Finland                     | 35.1                      |
| Denmark                     | 33.2                      |
| Netherlands                 | 32.9                      |
| Greece                      | 32.8                      |
| Germany                     | 32.7                      |
| Belgium                     | 32.7                      |
| Austria                     | 31.9                      |
| Iran                        | 31.8                      |
| Poland                      | 31.7                      |
| Slovakia                    | 31.6                      |
| Norway                      | 31.2                      |
| Bulgaria                    | 31.0                      |
| Sweden                      | 30.7                      |

communities of migrant groups in the network. Accordingly, we used the affinity propagation technique, which is recommended for the purposes of community detection in networks (Bodenhofer, Kothmeier, & Hochreiter, 2011; Frey & Dueck, 2007). This technique classifies the nodes of a network into a set of mutually exclusive communities by identifying the most typical examples of particular parts of the network (referred to as exemplars) and the communities of nodes in their corresponding clusters. The communities obtained by affinity propagation applied to the set of $D_{i,j}$ observations examined for this paper have been distinguished by different colours in the network S4 and the geographical composition of these communities is depicted on the map in S5. The exemplars of particular communities have been marked with a red border of the respective nodes in the network S4 and appear in the captions for individual maps in S7. The S7 in Main Map indicates the spatial distribution of migrant groups in particular communities obtained by the affinity propagation. More specifically, these maps show the percentage share of migrant groups from all groups in a given community concentrated (i.e. with $LQ_{i,r} > 1$) in a given country.

The affinity propagation communities of migrant groups represent the subsystems of the global system of international migration that capture distinct spatial regimes of migrants’ destination choices. Each of the communities reveals a certain degree of its internal density in terms of the extent of similarity between migrant groups within a community. These communities also reveal some degree of their mutual relatedness. Table S6 in Main Map presents the results of our effort to quantify the internal density of the affinity propagation communities and their mutual external relatedness. The former has been expressed as the average value of $D_{i,j}$ within a given community (shown in the diagonal of S6), while the external relatedness was quantified as the average $D_{i,j}$ between these communities. The external relatedness figures are considerably lower than the values of internal density. This indicates the relevance of the community structure detected by affinity propagation clustering. Although all values of internal density depicted in the diagonal of S6 are considerably higher than the global average of $D_{i,j}$ calculated from all observations (0.079), there is a notable variation between particular affinity propagation communities. The highest internal density was revealed for the cluster of migrant groups from post-Soviet countries (A), while the lowest internal density was found for the communities ‘G’ and ‘I’, which can be due to the fact that they are rather residual communities composed of countries (or small groups of countries, e.g. those belonging to the Oceania group) which cannot be assigned to other communities in the initial iteration steps of affinity propagation.

The variation in external relatedness between particular communities mostly coincides with what can visually be inferred from the main network in S1 and S4. In addition, the last column of Table S6 shows the average external relatedness of individual affinity propagation communities. Interestingly, it indicates the degree of embeddedness of these particular communities in the spatial relatedness network. In other words, it provides information about how extensively these individual subsystems interact with the rest of the global migration system. The highest aggregate of external relatedness was revealed for the community of mostly (but not exclusively) European migrant groups (‘D’) that forms the main core of the network in S1 and S4. By contrast, the two lowest aggregate values of external relatedness were found for the communities of post-Soviet migrant groups (‘A’) and North-West African migrant groups (‘B’) which is mirrored by their positions in the upper parts of the network, largely disconnected from other communities except for the European core cluster (and a few links to some other African groups in the latter case).
6. Conclusions

The paper distinguished between spatial relatedness networks (as a specific type of spatial co-occurrence networks) based on possible relationships determined by a measure of spatial relatedness and conventional networks based on some real relationships, including conventional spatial networks with explicitly spatially embedded links or nodes. The construction of the spatial relatedness network of the global system of international migration based on the spatial relatedness measure $D_{ij}$ was described. Basically, this measure quantifies the extent of similarity between maps showing the distributions of spatial concentrations of two migrant groups.

We presented the spatial relatedness network of the global system of international migration which provides a unique, information-rich, and intuitively appealing representation of the patterns of the global migration system. The community structure of the network using affinity propagation clustering was explored. The migrant group communities identified represent distinct subsystems of the global migration system in terms of the distinct spatial regimes of migrants’ destination choices. The internal density and external relatedness of the affinity propagation communities of migrant groups were assessed. The former provides information about the extent of internal homogeneity of a given migration subsystem, while the latter reveals the degree of its connections to other communities, thus indicating its embeddedness with respect to the whole network, or, on the contrary, its separation from the rest of the global migration network.

Software

The matrix of spatial relatedness figures ($D_{ij}$) between individual migrant groups was calculated using EasyStat 1.0 (currently only available in Czech—http://web.natur.cuni.cz/~pepino/EasyStat_1_0_manual.pdf). The network visualisation in S1 and S4 was constructed in Cytoscape (Shannon et al., 2003) as described above. The maps in S2 and S5 were created in ArcGis 10.3.1. The Kernel density plot in S3 was created using SPSS and the affinity propagation clustering was obtained in APCluster library (Bodenhofer et al., 2011) for the R software (R Core Team, 2014). InDesign was used to organise the final layout of the Main Map.
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