INTRODUCTION

Frequency, as an essential dynamic parameter of power systems, considerably influences the power grid and users [1]. The frequency of a large-scale power grid depends on the real-time balance between power and load. Traditionally, the power system is integrated with thermal and hydro generation systems and subjected to strict frequency regulation; in this scenario, the frequency stability can be ensured. However, with the increased intermittent renewable energy penetration, the mechanical inertia of power systems has gradually decreased, which poses a threat to the system frequency stability [2]. Additionally, many power grids have gradually been incorporated into a large-scale long-distance UHV AC–DC hybrid system, leading to an increased possibility of frequency deviations caused by abnormal operation [3–5]. With the accelerating deployment of smart grid technologies, the traditional control methods of power systems have been enhanced by using advanced information communication technologies [6]. The precise estimation of frequency drops is the main concern for frequency control resources involved in addressing the frequency stability issue at the second or millisecond level [7]. However, the existing analysis methods for the frequency dynamic response are not sufficiently accurate and cannot ensure the effectiveness of the control measures. Therefore, establishing an approach to realize the analytic assessment for the modern large-scale power system frequency security is of significance.

The accurate assessment of the system frequency security is based on the precise modelling of the system frequency response. The existing modelling methods for the system frequency response (SFR) mainly include full model time-domain simulations, linearized models, artificial intelligence techniques, and single-machine equivalent models. At present, the full model time-domain simulation method is the most widely used technique to calculate the dynamic frequency owing to its clear principles and comprehensive considerations. However, this approach is not suitable to realize online analyses owing to the large number of parameters involved and complex parameter setting. The linearized model is based on the full model time-domain simulation method with partial linearization of the model; however, this approach involves the aforementioned limitations as well [8, 9]. The artificial intelligence method depends on a large amount of measured data, and thus, its popularity and application in actual power grids are limited.
The single machine equivalent model can obtain the analytical solution of the frequency dynamic response and is widely applied to assess the power system frequency security [12–16]. The equivalent models mainly include the average system-frequency model (ASF) [17], and SFR model [18]. The classical SFR model proposed by P. M. Anderson is based on the single-machine equivalent model and simplified reheated steam turbine-governor model. Therefore, this approach cannot be applied to modern power systems involving hydro and renewable generation. Several studies have attempted to overcome the limitation of the classical SFR model. In [19], an analytical method is proposed to aggregate the multi-machine SFR model as a single-machine model. In [20], a modified SFR model considering the available inertial and droop responses from wind farms is described. However, these two enhanced variants of the SFR model are not universal and cannot be applied to modern power systems. In [21], a generic SFR model with a reasonable structure and parameter-determination strategy is presented, which can achieve a high accuracy in lower order frameworks. The generic SFR model in [21] can well reflect the frequency dynamic response, which provides the basis for this paper.

The frequency security is usually represented in terms of certain major indexes, such as the initial rate of change, extreme value, and steady-state value. Therefore, to realize analytic assessments, it is of significance to determine the value and characteristics of the frequency security indexes. However, recent studies on frequency security are mainly limited to the use of the classical equivalent model, owing to which, the analytic assessment lacks sufficient accuracy and is unsuitable for modern power systems. In [22], an adaptive precise system frequency response (SFR) model is developed, based on which the appropriate amount of load rejections is determined to formulate the under-frequency load shedding (UFLS) plans. In [23], an analytical model for the frequency nadir prediction based on the ASF model is described.

To more accurately assess the system frequency security, this paper presents an analytic formula for the system frequency response by using the generic SFR model. Moreover, the qualitative analysis and quantitative calculations are performed for the major indexes of the frequency security. The effectiveness of the analytic assessment of the system frequency security is validated considering the actual disturbance data recorded in the East China Power Grid.

The remainder of this paper is organized as follows. Section 2 presents the analytic formula of the system frequency response. Section 3 describes the analysis of the major indexes of the frequency security. Section 4 describes the validation of the analytic formula and assessment method through case studies. Finally, the concluding remarks are presented in Section 5.

## 2 Analytic Formula of the Frequency Response

### 2.1 System frequency response model

The SFR model is used to average the machine dynamics in a multiple machine system to be equivalent to that of one machine [18], and the average system frequency is defined as the weighted summation of the machine speeds [17], that is:

\[
    f = \sum_{k=1}^{N} \rho_k f_k, \rho_k = H_k / \sum_{k=1}^{N} H_k
\]

where \( f \) is the average system frequency in per-unit; \( f_k \) is the frequency of machine \( k \) in per-unit; \( H_k \) is the inertia constant of the machine \( k \) in seconds. As the fluctuation of the SFR is not considered in this case, the nonlinearity is not considered in the SFR model.

Based on the single-machine equivalent system and simplified reheated steam turbine-governor model, P. M. Anderson and M. Mirheydar proposed a classical SFR model in [18]. The block diagram of the classical SFR model proposed in [18] is shown in Figure 1. \( \Delta f \) is the frequency deviation; \( \Delta P_m \) is the power disturbance including the generation and load; \( \Delta P_m \) is the mechanical power deviation, which is positive after considering the negative feedback; \( \Delta P_m \) is the accelerating power; \( 2H_m \) is the equivalent inertia constant of the generator, in seconds; \( D \) is the equivalent damping factor; \( p \) is the droop setting of the governor; \( k_m \) is the mechanical power gain factor, such that \( k_m/R \) is the actual droop coefficient; \( T_R \) is the reheat time constant, in seconds; and \( F_{r1} \) is the fraction of the total power generated by the high-pressure turbine.

Currently, various types of power generation frameworks are available. The classical SFR model that only considers reheating turbines cannot satisfy the requirements of modern power systems. The block diagram of the improved model based on the classical SFR model, named the generic SFR model, is shown in Figure 2. This model is not limited to specific types of the prime mover-governor model, and thus, this model can be applied to...
modern power systems involving thermal, hydro and renewable generation. In [21], a standard transfer function is proposed to describe the equivalent dynamics of the aggregate prime mover-governor.

\[ G_m(s) = \frac{\Delta P_m}{\Delta f} = \frac{\sum_{j=0}^{l} b_j s^{j}}{\sum_{i=0}^{l} a_i s^{i}}, \quad a_l = 1 \]  

(2)

where \( a_i \) and \( b_j \) are the coefficients of the transfer function.

In [21], a parameter estimation method based on the measured data is described, which can uniquely determine all the model parameters. The results of case studies indicate that the measured data is described, which can uniquely determine all the parameters of the model. Therefore, a three-order transfer function for the system frequency response can be described as follows:

\[ \frac{\Delta f}{\Delta P_d} = G(s) = 1/\left[ 2H + K_D + \frac{b_j}{a_i^2 + a_i + 1} \right] \]  

(3)

This expression can be rewritten as

\[ \frac{\Delta f}{\Delta P_d} = G(s) = \frac{B_0 s^2 + B_1 s + 1}{A_0 s^3 + A_1 s^2 + A_2 s + A_3} \]  

(4)

where \( A_i \) and \( B_i \) are coefficients of the system transfer function, which is determined through the parameter estimation based on measured data. These two transfer functions are identical; the first function reflects the physical characteristics, and the second function is simply a more concise form.

### 2.2 System frequency response formula

If a power disturbance occurs in the power grid, such as DC blocking fault, the off-grid and large-scale loads of the large-scale wind turbines increase, and the real-time power disturbance \( \Delta P_d \) can be described as:

\[ \Delta P_d(t) = \Delta P_d \delta(t), \Delta P_d = \begin{cases} >0, \text{if generation increase} \\ <0, \text{if load increase or generation decrease} \end{cases} \]  

(5)

With reference to the Laplace transform, the s-domain function of the frequency response can be expressed as

\[ \Delta f(s) = G(s) \frac{\Delta P_d}{s} = \frac{\Delta P_d(B_0 s^2 + B_1 s + 1)}{s(A_0 s^3 + A_1 s^2 + A_2 s + A_3)} \]  

(6)

By expanding the partial fraction of Equation (6), the time-domain expression of the frequency deviation \( \Delta f \) can be obtained by solving the root of the characteristic equation \( A_0 s^3 + A_1 s^2 + A_2 s + A_3 = 0 \). For the characteristic equation of the transfer function of the closed-loop control system, the most common case involving three roots include a real root and a pair of conjugate complex roots. The roots for this equation can be expressed as \( \{s_1, s_2, s_3\} \):

\[ \begin{align*}
  s_1 &= -\frac{1}{T_1} \\
  s_2 &= -\frac{1}{T_2} + j\omega_2 \\
  s_3 &= -\frac{1}{T_2} - j\omega_2
\end{align*} \]  

(7)

Based on Equation (7), the s-domain function of the frequency response can be expressed as:

\[ \Delta f(s) = \Delta P_d \left[ \frac{C_0}{s} + \frac{C_1}{s + \frac{1}{T_1}} + \frac{K_1}{s + \frac{1}{T_2} - \omega_2 j} + \frac{K_1^*}{s + \frac{1}{T_2} + \omega_2 j} \right] \]  

(8)

The coefficients \( C_0, C_1, K_1 \) and \( K_1^* \) (conjugate of \( K_1 \)) in Equation (8) can be defined as follows:

\[ C_0 = G(0) \]  

(9)

\[ C_1 = \left( s + \frac{1}{T_1} \right) \left( \frac{G(0)}{s} \right) \bigg|_{s=-\frac{1}{T_1}} \]  

(10)

\[ K_1 = \left( s + \frac{1}{T_2} - \omega_2 j \right) \left( \frac{G(0)}{s} \right) \bigg|_{s=-\frac{1}{T_2} + \omega_2 j} \]  

(11)

If \( K_1 = x + yj \),

\[ C_2 = 2\sqrt{x^2 + y^2} \]  

(12)

\[ \theta = -\arctan \left( \frac{y}{x} \right) \]  

(13)

According to Equations (11)–(13), the time-domain analytic formula of frequency response can be expressed as:

\[ \Delta f(t) = \Delta P_d [C_0 - C_1 e^{-t/T_1} + C_2 e^{-t/T_2} \cos(\omega_2 t - \theta)] \delta(t) \]  

(14)

As a comparison, the time-domain analytic formula of the frequency response in [18] based on the classical SFR model is described as follows:

\[ \Delta \omega(t) = \frac{R P_{0,f}}{DR + K_m} [1 + ae^{-s\omega_c \sin(\omega_c t + \phi)}] \delta(t) \]  

(15)

where

\[ a = \sqrt{1 - 2T_2 s \omega_c + T_2^2 \omega_c^2} \]  

(16)
The frequency security indexes can be defined as representing various crucial points or periods after a disturbance. According to the time sequence of the dynamic process after a disturbance, the frequency security/indexes can be derived. Based on Equation (14), the approximate analytic formula for each frequency security/index can be derived. 

### 3 Qualitative analysis of the frequency security indexes

Based on Equation (14), the approximate analytic formula for each frequency security index can be derived.

1. **Initial rate of change of frequency, \( S_0 \):** As the initial rate of change of frequency, \( S_0 \) occurs within 1 s after the disturbance. Thus, substituting \( t \) as 0 and 1 in Equation (14) yields

\[
S_0 = f_{m1} - f_{m0} = \Delta P_d \left[ C_1 \left( 1 - e^{-\frac{1}{T_1}} \right) + C_2 \left( e^{-\frac{1}{T_2}} \cos(\omega_2 - \theta) - \cos \theta \right) \right]
\]

2. **Extreme frequency, \( f_m \):** We observe the time at which the maximum frequency deviation \( \Delta f_m \) appears and define this time as \( T_m \). Usually, \( T_m \) pertains to the time 8.5–10 s after the disturbance. At \( T_m \), because \( T_m/T_1 \) is large, the monotonic decay term is extremely small and can be ignored. Therefore, the frequency nadir mainly depends on the oscillatory decay term. The analytic formula for \( T_m \) is:

\[
T_m = \left[ \theta - \arctan \left( \frac{1}{\omega_2 T_2} \right) \right] / \omega_2 < \theta / \omega_2
\]

Furthermore,

\[
f_m \approx f_0 + \Delta P_d \left[ C_0 + C_2 e^{-T_m/T_2} \cos(\omega_2 T_m - \theta) \right]
\]

3. **Frequency recovery time, \( T_r \):** The total time from the start of the disturbance to the time at which the oscillatory decay term approaches the steady state is defined as the frequency recovery time \( T_r \). The steady state is the period in which the value of the oscillatory decay term fluctuates in a small range, and the boundary value \( f_r \) is

\[
f_r = \Delta P_d C_2 e^{-T_r/T_2} \cos(\omega_2 T_r - \theta)
\]

The value of the frequency recovery time \( T_r \) depends on the selection of the boundary value \( f_r \), which is considered as \( 0.01 \) Hz in this paper. The analytic formula of \( T_r \) is

\[
T_r = T_r \ln \left( 5000 |\Delta P_d| / C_2 \right)
\]

4. **Steady-state frequency, \( f_{ss} \):** When the time approaches infinity, the system frequency reaches the steady state. The

\[
\omega_r = \omega_s \sqrt{1 - \zeta^2} \quad (17)
\]

\[
\phi = \tan^{-1} \left( \frac{\omega_r T_R}{1 - \zeta \omega_s T_R} \right) - \tan^{-1} \left( \frac{\sqrt{1 - \zeta^2}}{-\zeta} \right) \quad (18)
\]

Furthermore, Equation (15) can be rewritten as:

\[
\Delta f(t) = \Delta P_d \left[ C_1 \left( 1 - e^{-\frac{1}{T_1}} \right) + C_2 \left( e^{-\frac{1}{T_2}} \cos(\omega_2 t - \theta) - \cos \theta \right) \right] \quad (19)
\]
analytic formula for \( f_\infty \) is

\[
f_\infty = f_0 + \Delta f(\infty) = f_0 + \Delta P_2 C_0 \tag{26}\]

### 3.3 Quantitative calculation of the frequency security indexes

Assuming that the steady-state system frequency before the disturbance is \( f_0 \), and the observation duration and interval are \( T \) and \( t_s \), respectively, according to Equation (14), the curve of the system frequency \( f(k) \) can be defined as:

\[
f(k) = f_0 + \Delta f(k t_s), \quad k = 0, \ldots, T/t_s \tag{27}\]

1. Initial rate of change of frequency \( S_0 \): Based on the value of the observation interval \( t_s \), points \( k_1 \) and \( k_2 \) are selected to characterize the change of frequency in 1 s after the disturbance as \( k_1 = 0, k_2 = 1/t_s \). Therefore, \( S_0 \) can be calculated as

\[
S_0 = \frac{f(k_1) - f(k_2)}{k_1 - k_2} \tag{28}\]

2. Extreme frequency \( f_m \): \( f_m \) can be calculated as

\[
f_m = \min \text{ or } \max f(k), \quad k = 0, \ldots, T/t_s \tag{29}\]

3. Frequency recovery time \( T_r \): The selections of the boundary value \( f_t \) and observation interval \( t_s \) directly affect the calculation of the frequency recovery time, and for curves with dense points, \( T_r \) can be calculated as follows.

\[
T_r = \min (k t_s) \tag{30}\]

\[
\Delta f(k t_s) \leq f_\infty - f_0 + f_r \tag{31}\]

4. Steady-state frequency \( f_\infty \): By considering the average of the last \( n \) points, \( f_\infty \) can be calculated as

\[
f_\infty = \frac{1}{n} \sum_{k=T/t_s-n+1}^{T/t_s} f(k) \tag{32}\]

Considering the approximate analytic formula of each frequency security index, the qualitative analysis results can be summarized as follows.

a. The steady-state frequency depends only on the constant term, which is proportional to the coefficient \( C_0 \).

b. The extreme frequency is independent of the monotonic decay term and thus independent of coefficients \( C_1 \) and \( T_1 \).

c. The initial rate of change of frequency is related to the decay term and mainly depends on the monotonic decay term, which is proportional to the coefficient \( C_1 \) and inversely proportional to the coefficient \( T_1 \).

d. The frequency recovery time depends only on the oscillatory decay term, which is proportional to the coefficients \( C_2 \) and \( T_2 \).

### 4 CASE STUDY

#### 4.1 Case 1: New England 10-unit 39-bus power system

The simulation is based on the New England 10-unit 39-bus power system, including hydro, thermal, and wind power units, as shown in Figure 3. The simulation is conducted using the software PSD-BPA, which is a widely used power system simulation software developed by the China Electric Power Research Institute. The model structures of the prime mover and its governor in the hydro and thermal units are described in Sections 5.1.2 and 5.1.3 of [24], respectively. The model structures of the controller for the DFIG-based wind power generators are described in Section 6.2 of [24]. The settings of the generators are listed in Table 1.
### TABLE 2  Settings of load increase

| Case | Total increase | Load increase in individual bus |
|------|----------------|---------------------------------|
| I    | 309.64 MW      | 60.00 MW in Bus3, Bus7, Bus16, Bus48; (5.0%) |
|      |                | 69.64 MW in Bus20               |
| II   | 309.64 MW      | 75.00 MW in Bus4, Bus8, Bus15; (5.0%) |
|      |                | 84.64 MW in Bus20               |
| III  | 309.64 MW      | 75.00 MW in Bus7, Bus16, Bus20; (5.0%) |
|      |                | 84.64 MW in Bus27               |

### 4.1.1 Analytic formula

We set a load increase of 5% as the power disturbance when the system frequency is 50.00 Hz. The actual data of the system frequency response are obtained based on the detailed model. In this case, the analytic formula of the frequency response \( \Delta f(t) \) can be uniquely determined as

\[
\Delta f(t) = \Delta P_d \left[ 0.037040 - 0.052558 e^{-t/0.581767} + 0.106958 e^{-t/15.586034} \cos(0.138612t - 1.412009) \right] \varepsilon(t)
\]

(33)

To validate the adaptability of the formula to the distribution of load increase, we set three cases with same load increase of 5%. The total initial load in the case study is 6192.8 MW, and load increase occurs in some randomly selected buses, and the detailed amount is listed in Table 2. The analytic formula of this paper is based on the data of Case I, while Case II and Case III have completely different load distributions. Figure 4 shows that the analytic formula can fit the other two cases well. The errors of frequency security indexes listed in Table 3 are within acceptable range.

To validate the adaptability of the formula to the power disturbance, we consider three total load increase values of +2.5%, +5.0% and +7.5% and obtain the curves of the frequency, as shown in Figure 5. The errors of the frequency security indexes under different load increase values against the actual data are listed in Table 4. Table 4 and Figure 5 indicate that the output of the analytic formula is close to the actual system frequency response; in particular, the errors of the frequency security indexes are small. Moreover, the analytic formula exhibits a high adaptability to the different degrees of disturbances and it can thus considerably reduce the computation in practice.

### 4.1.2 Qualitative analysis

The validation demonstrates that the analytic formula is sufficiently accurate to be applied for the analytic assessment of the frequency security. Next, in order to compare with the classical SFR model, the curves of the three terms of the analytic formula are considered, and the corresponding influence on the frequency dynamic response in different periods is analysed. Figure 6 shows the characteristics of the three terms of the analytic formula and concludes that each term has a unique effect on the system frequency. Moreover, following conclusions can be derived from Figure 6:

a. The monotonic decay term is effective only in the initial period of the frequency dynamic response, in which it affects the initial rate of change of frequency and later promptly decays to almost zero.

b. The oscillatory decay term is a key part of the frequency dynamic process, as it determines the overall trend and notably affects the frequency nadir. This term decays to almost zero after a relatively long time, indicating the end of the frequency dynamic process.

c. The constant term determines the steady-state frequency.

---

**FIGURE 4** Comparisons of frequency response curves under different cases

**TABLE 3** Errors of frequency security indexes compared to the result of analytic formula

| Index                  | Case II | Case III |
|------------------------|---------|----------|
| Initial rate of change of frequency | 1.108%  | 0.632%   |
| Extreme frequency      | 1.101%  | 0.612%   |
| Frequency recovery time | 1.111%  | 0.450%   |
| Steady-state frequency | 0.755%  | 0.964%   |
FIGURE 5 Comparisons of frequency response curves under different load increase (a) Load increase +2.5% (b) Load increase +5.0% (c) Load increase +7.5%

TABLE 4 Errors in the frequency security indexes under different load increase values

| Index                          | +2.5%    | +5.0%    | +7.5%    |
|-------------------------------|----------|----------|----------|
| Initial rate of change of frequency | 0.987%   | 0.004%   | 4.400%   |
| Extreme frequency             | 0.004%   | 0.003%   | 0.027%   |
| Frequency recovery time       | 0.006%   | 0.003%   | 0.016%   |
| Steady-state frequency        | 0.001%   | 0.001%   | 0.002%   |

In addition to the direct relationship with the power disturbance $\Delta P_d$, the relationship between the frequency security indexes and formula parameters is noteworthy. To highlight the possible linear relationship between the parameters and indexes, this paper considers the extreme frequency $f_m$ and steady-state frequency $f_\infty$ in terms of the maximum frequency deviation $\Delta f_m$ and steady-state frequency deviation $\Delta f_\infty$, respectively. As shown in Figure 7, at the original operating point, different proportional changes are introduced in the formula parameter $X$, as follows.

$$X = [C_0, C_1, C_2, T_1, T_2, \omega, \gamma]$$ (34)

According to Figure 7, the relationship between the indexes and parameters is consistent with that noted in the qualitative analysis. Moreover, the extremely small error presented in Table 5 indicates that the proposed approximate formula can be used as the analytic expression for the frequency security index.

4.1.3 System parameter influence analysis

The qualitative analysis can help determine the formula parameters, validate the accuracy of the proposed approximate formula and clarify the relationship between the frequency security indexes and formula parameters. Because the system parameters with a clear physical meaning correspond to a higher controllability compared with the determined formula parameters, it is necessary to analyse the influence of the system parameters on the frequency security. According to the s-domain function of the frequency response (6), the formula parameters can be uniquely determined in terms of the coefficients of the fourth-order system transfer function, which are related to parameters in the generic SFR model. Among the parameters, three system parameters can be expressed as follows.

$$H = \frac{A_0}{2B_0}$$ (35)

$$K_D = \frac{A_1B_0 - A_0B_1}{B_0^2}$$ (36)

$$K_G = A_3 - \frac{A_1B_0 - A_0B_1}{B_0^2}$$ (37)

Therefore, a clear relationship exists between the formula parameters and system parameters. With reference to the qualitative analysis, Figure 8 shows the influence of the three system parameters on the frequency security indexes, which can be summarized as follows:

a. The system inertial response is reflected in the monotonic decay term because the system inertia $H$ considerably influences the coefficients $C_1$ and $T_1$. As shown in Figure 7a, this parameter reduces the initial rate of change of frequency by 10%.
Figure 7: (a) Comparison of the frequency security indexes under different formula parameters. (b) Comparison of the frequency security indexes under different formula parameters. (c) Comparison of the frequency security indexes under different formula parameters. (d) Comparison of the frequency security indexes under different formula parameters.

Table 5: Comparison of the frequency security indexes under the approximate analytic formula

| Index                        | Approximate formula | Actual data   | Error  |
|------------------------------|---------------------|---------------|--------|
| Initial rate of change       | $-0.1447 \text{ Hz/s}$ | $-0.1424 \text{ Hz/s}$ | 1.615% |
| Extreme frequency            | 49.7545 Hz          | 49.7548 Hz    | 0.122% |
| Frequency recovery time      | 51.2179 s           | 51.1160 s     | 0.002% |
| Steady-state frequency       | 49.9074 Hz          | 49.9073 Hz    | 0.108% |

b. The system damping and system primary frequency modulation are reflected in the oscillatory decay term and constant term. The increase in the system damping $K_D$ adversely influences all the frequency security indexes by more than 10%. In particular, the variation in the maximum frequency deviation and frequency recovery time can reach 40% owing to the notable influence of the parameter on the coefficients $C_2$ and $T_2$.

c. The primary frequency regulation capability of the unit $K_G$ considerably influences the steady-state frequency deviation by up to 10%, similar to the system damping $K_D$. In addition, the influence of this parameter on the maximum frequency deviation is only 5%, mainly affected by the dynamic characteristics of the governor.

4.2 Case 2: East China power grid

This section describes the analysis of the practical application of the proposed approach in the East China Power Grid. The East China Power Grid is a regional power grid with the largest electric load in China, which provides electricity for Shanghai city, Jiangsu province, Zhejiang province, Fujian province, and Anhui province. We consider the system frequency response under a single-pole blocking fault in the Binjin DC Line on October 20, 2015 as an example. In 2015, 241.8 GW thermal units, 20.18 GW hydro units, 14.01 GW nuclear units, 9.08 GW wind power units, and 3.77 GW photovoltaic units were available in the regions of the East China Power Grid, and 7 DC lines...
transmitted 31.76 GW of electricity to the East China Power Grid. At 03:05:14 on October 20, 2015, a single-pole blocking fault occurred in the Binjin DC Line, resulting in a power shortage of 3700 MW. Since the accident occurred at midnight, the total load before the accident was only approximately 160 GW. In other words, the power shortage caused by the accident was approximately 2.313% of the total load before the accident. In this accident, the system frequency decreased from 50.01 Hz to 49.77 Hz and later recovered to 49.87 Hz.

The Prony analysis can be conducted to fit a reduced-order model to a high-order system. Prony algorithm is used to extract the amplitude, phase, frequency and damping factor of the signal [27, 28]. A discrete time signal can be described as

\[
\hat{x}(n) = \sum_{i=1}^{p} b_i z_i^n, \quad n = 0, 1, ..., N - 1
\]
\[
b_i = A_i e^{j\theta_i}, \quad z_i = e^{(\alpha_i + j\omega_i)\Delta t}
\]

where \(A_i\) is the amplitude, \(\theta_i\) is the phase, \(\omega_i\) is the oscillation frequency, \(\alpha_i\) is the damping factor, \(N\) is the number of data, \(p\) is the order, and \(\Delta t\) is the sample interval. Considering the measured data, the Prony analysis is adopted to validate the composition of the frequency response analytic formula.

Table 6 lists the main components based on the energy of each mode in the descending order. Modes 1 and 2 occupy the major proportion, corresponding to the monotonic and oscillatory decay terms, respectively. Therefore, the analytic formula of the system frequency response contains three terms, the constant term and the monotonic and oscillatory decay terms. Compared with the classical SFR model, the analytic formula based on the generic SFR model can more accurately reflect the system frequency response.

Using the actual data measured, the analytic formula of the frequency response \(\Delta f(t)\) can be uniquely determined:

\[
\Delta f(t) = \Delta P_d [0.117622 - 0.061684e^{-t/3.943777} + 0.274610e^{-t/10.695187}\cos(0.141211t - 1.843771)]e(t)
\]

As shown in Figure 9, the output of the analytic formula is close to the actual system frequency responses. Furthermore, the qualitative calculation of the frequency security indexes and errors can be realized. As shown in Table 7, the listed relative errors are small and acceptable.
Steady-state frequency: 49.8742 Hz, 0.159%
Frequency recovery time: 36.9834 s, 0.057%
Extremes frequency: 49.7663 Hz, 0.430%
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