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Abstract. Testing algorithms across a wide range of problem instances is crucial to ensure the validity of any claim about one algorithm’s superiority over another. However, when it comes to inference algorithms for probabilistic logic programs, experimental evaluations are limited to only a few programs. Existing methods to generate random logic programs are limited to propositional programs and often impose stringent syntactic restrictions. We present a novel approach to generating random logic programs and random probabilistic logic programs using constraint programming, introducing a new constraint to control the independence structure of the underlying probability distribution. We also provide a combinatorial argument for the correctness of the model, show how the model scales with parameter values, and use the model to compare probabilistic inference algorithms across a range of synthetic problems. Our model allows inference algorithm developers to evaluate and compare the algorithms across a wide range of instances, providing a detailed picture of their (comparative) strengths and weaknesses.
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1 Introduction

Unifying logic and probability is a long-standing challenge in artificial intelligence [24], and, in that regard, statistical relational learning (SRL) has developed into an exciting area that mixes machine learning and symbolic (logical and relational) structures. In particular, probabilistic logic programs—including languages such as PRISM [25], ICL [22], and ProbLog [11]—are promising frameworks for codifying complex SRL models. With the enhanced structure, however, inference becomes more challenging. At the moment, we have no precise way of evaluating and comparing inference algorithms. Incidentally, if one were to survey the literature, one often finds that an inference algorithm is only tested on a small number (1–4) of data sets [5, 16, 28], originating from areas such as social networks, citation patterns, and biological data. But how confident can we be that an algorithm works well if it is only tested on a few problems?

About thirty years ago, SAT solving technology was dealing with a similar lack of clarity [26]. This changed with the study of generating random SAT
instances against different input parameters (e.g., clause length and the total number of variables) to better understand the behaviour of algorithms and their ability to solve random synthetic problems. Unfortunately, when it comes to generating random logic programs, all approaches so far focused exclusively on propositional programs [1, 2, 30, 32], often with severely limiting conditions such as two-literal clauses [20, 21] or clauses of the form $a \leftarrow \neg b$ [31].

In this work (Sects. 3 to 5), we introduce a constraint-based representation for logic programs based on simple parameters that describe the program’s size, what predicates and constants it uses, etc. This representation takes the form of a constraint satisfaction problem (CSP), i.e., a set of discrete variables and restrictions on what values they can take. Every solution to this problem (as output by a constraint solver) directly translates into a logic program. One can either output all (sufficiently small) programs that satisfy the given conditions or use random value-ordering heuristics and restarts to generate random programs. For sampling from a uniform distribution, the CSP can be transformed into a belief network [12]. In fact, the same model can generate both probabilistic programs in the syntax of ProbLog [11] and non-probabilistic Prolog programs. To the best of our knowledge, this is the first work that (a) addresses the problem of generating random logic programs in its full generality (i.e., including first-order clauses with variables), and (b) compares and evaluates inference algorithms for probabilistic logic programs on more than a handful of instances.

A major advantage of a constraint-based approach is the ability to add additional constraints as needed, and to do that efficiently (compared to generate-and-test approaches). As an example of this, in Sect. 7 we develop a custom constraint that, given two predicates $P$ and $Q$, ensures that any ground atom with predicate $P$ is independent of any ground atom with predicate $Q$. In this way, we can easily regulate the independence structure of the underlying probability distribution. In Sect. 6 we also present a combinatorial argument for correctness that counts the number of programs that the model produces for various parameter values. We end the paper with two experimental results in Sect. 8: one investigating how the constraint model scales when tasked with producing more complex programs, and one showing how the model can be used to evaluate and compare probabilistic inference algorithms.

Overall, our main contributions are concerned with logic programming-based languages and frameworks, which capture a major fragment of SRL [9]. However, since probabilistic logic programming languages are closely related to other areas of machine learning, including (imperative) probabilistic programming [10], our results can lay the foundations for exploring broader questions on generating models and testing algorithms in machine learning.

2 Preliminaries

The basic primitives of logic programs are constants, (logic) variables, and predicates with their arities. A term is either a variable or a constant, and an atom is a predicate of arity $n$ applied to $n$ terms. A formula is any well-formed ex-
expression that connects atoms using conjunction $\land$, disjunction $\lor$, and negation $\neg$. A clause is a pair of a head (which is an atom) and a body (which is a formula$^3$). A (logic) program is a set of clauses, and a ProbLog program is a set of clause-probability pairs [14].

In the world of CSPs, we also have (constraint) variables, each with a domain, whose values are restricted using constraints. All constraint variables in the model are integer or set variables, however, if an integer refers to a logical construct (e.g., a logical variable or a constant), we will make no distinction between the two. We say that a constraint variable is (fully) determined if its domain (at the time) has exactly one value. We let $\Box$ denote the absent/disabled value of an optional variable [19]. We write $a[b] \in c$ to mean that $a$ is an array of variables of length $b$ such that each element of $a$ has domain $c$. Similarly, we write $c : a[b]$ to denote an array $a$ of length $b$ such that each element of $a$ has type $c$. Finally, we assume that all arrays start with index zero.

**Parameters of the model.** We begin by defining sets and lists of the primitives used in constructing logic programs: a list of predicates $P$, a list of their corresponding arities $A$ (so $|A| = |P|$), a set of variables $V$, and a set of constants $C$. Either $V$ or $C$ can be empty, but we assume that $|C| + |V| > 0$. Similarly, the model supports zero-arity predicates but requires at least one predicate to have non-zero arity. For notational convenience, we also set $M_A = \max A$. Next, we need a measure of how complex a body of a clause can be. As we represent each body by a tree (see Sect. 4), we set $M_N \geq 1$ to be the maximum number of nodes in the tree representation of any clause. We also set $M_C$ to be the maximum number of clauses in a program. We must have that $M_C \geq |P|$ because we require each predicate to have at least one clause that defines it. The model supports enforcing predicate independence (see Sect. 7), so a set of independent pairs of predicates is another parameter. Since this model can generate probabilistic as well as non-probabilistic programs, each clause is paired with a probability which is randomly selected from a given list—our last parameter. For generating non-probabilistic programs, one can set this list to $[1]$. Finally, we define $T = \{\neg, \land, \lor, \top\}$ as the set of tokens that (together with atoms) form a clause. All decision variables of the model can now be divided into $2 \times M_C$ separate groups, treating the body and the head of each clause separately. We say that the variables are contained in two arrays: $\text{Body} : \text{bodies}[M_C]$ and $\text{Head} : \text{heads}[M_C]$.

### 3 Heads of Clauses

We define the head of a clause as a predicate $\in P \cup \{\Box\}$ and arguments $[M_A] \in C \cup V \cup \{\Box\}$. Here, we use $\Box$ to denote either a disabled clause that we choose

---

$^3$ Our model supports arbitrarily complex bodies of clauses (e.g., $\neg P(X) \lor (Q(X) \land P(X))$) because ProbLog does too. However, one can easily restrict our representation of a body to a single conjunction of literals (e.g., $Q(X) \land \neg P(X)$) by adding a couple of additional constraints.
not to use or disabled arguments if the arity of the predicate is less than \( M_A \). The reason why we need a separate value for the latter (i.e., why it is not enough to fix disabled arguments to a single already-existing value) will become clear in Sect. 5. This predicate variable has a corresponding arity that depends on the predicate. We can define \( \text{arity} \in [0, M_A] \) as the arity of the predicate if \( \text{predicate} \in \mathcal{P} \) and zero otherwise using the table constraint \([17]\). This constraint uses a set of pairs of the form \((p, a)\), where \( p \) ranges over all possible values of the predicate, and \( a \) is either the arity of predicate \( p \) or zero.

Having defined arity, we can now fix the superfluous arguments.

**Constraint 1.** For \( i = 0, \ldots, M_A - 1 \), \( \text{arguments}[i] = \square \iff i \geq \text{arity} \).

We also add a constraint that each predicate should get at least one clause.

**Constraint 2.** Let \( \mathcal{P} = \{h.\text{predicate} \mid h \in \text{heads}\} \) be a multiset. Then

\[
\text{nValues}(P) = \begin{cases} |P| & \text{if count}(\square, P) = 0 \\ |P| + 1 & \text{otherwise,} \end{cases}
\]

where \( \text{nValues}(P) \) counts the number of unique values in \( P \), and \( \text{count}(\square, P) \) counts how many times \( \square \) appears in \( P \).

Finally, we want to disable duplicate clauses but with one exception: there may be more than one disabled clause, i.e., a clause with head \( \text{predicate} = \square \). Assuming a lexicographic order over entire clauses such that \( \square > P \) for all \( P \in \mathcal{P} \) and the head predicate is the ‘first digit’ of this representation, the following constraint disables duplicates as well as orders the clauses.

**Constraint 3.** For \( i = 1, \ldots, M_C - 1 \), if \( \text{heads}[i].\text{predicate} \neq \square \), then

\[
(\text{heads}[i - 1], \text{bodies}[i - 1]) < (\text{heads}[i], \text{bodies}[i]).
\]

4 Bodies of Clauses

As was briefly mentioned before, the body of a clause is represented by a tree. It has two parts. First, there is the \( \text{structure}[M_N] \in [0, M_N - 1] \) array that encodes the structure of the tree using the following two rules: \( \text{structure}[i] = i \) means that the \( i \)th node is a root, and \( \text{structure}[i] = j \) (for \( j \neq i \)) means that the \( i \)th node’s parent is node \( j \). The second part is the array \( \text{Node} : \text{values}[M_N] \) such that \( \text{values}[i] \) holds the value of the \( i \)th node, i.e., a representation of the atom or logical operator.

We can use the \( \text{tree} \) constraint \([13]\) to forbid cycles in the \( \text{structure} \) array and simultaneously define \( \text{numTrees} \in \{1, \ldots, M_N\} \) to count the number of trees. We will view the tree rooted at the zeroth node as the main tree and restrict all other trees to single nodes. For this to work, we need to make sure that the zeroth node is indeed a root, i.e., fix \( \text{structure}[0] = 0 \). For convenience, we also define \( \text{numNodes} \in \{1, \ldots, M_N\} \) to count the number of nodes in the main tree. We define it as \( \text{numNodes} = M_N - \text{numTrees} + 1 \).
Example 1. Let \( M_N = 8 \). Then \( \neg P(X) \lor (Q(X) \land P(X)) \) can be encoded as:

\[
\begin{align*}
\text{structure} &= [0, 0, 0, 1, 2, 2, 6, 7], \quad \text{numNodes} = 6, \\
\text{values} &= [\lor, \neg, \land, P(X), Q(X), P(X), T, T], \quad \text{numTrees} = 3.
\end{align*}
\]

Here, \( T \) is the value we use for the remaining one-node trees. The elements of the \text{values} array are nodes. A node has a name \( \in T \cup P \) and arguments \( M_A \in V \cup C \cup \{\Box\} \). The node’s arity can then be defined in the same way as in Sect. 3. Furthermore, we can use Constraint 1 to again disable the extra arguments.

Example 2. Let \( M_A = 2, X \in V \), and let \( P \) be a predicate with arity 1. Then the node representing atom \( P(X) \) has: name = \( P \), arguments = \( [X, \Box] \), arity = 1.

We need to constrain the forest represented by the \text{structure} array together with its \text{values} to eliminate symmetries and adhere to our desired format. First, we can recognise that the order of the elements in the \text{structure} array does not matter, i.e., the structure is only defined by how the elements link to each other, so we can add a constraint for sorting the \text{structure} array. Next, since we already have a variable that counts the number of nodes in the main tree, we can fix the structure and the values of the remaining trees to some constant values.

Constraint 4. For \( i = 1, \ldots, M_N - 1 \), if \( i < \text{numNodes} \), then

\[
\text{structure}[i] = i, \quad \text{and} \quad \text{values}[i].\text{name} = T,
\]

else \( \text{structure}[i] < i \).

The second part of this constraint states that every node in the main tree except the zeroth node cannot be a root and must have its parent located to the left of itself. Next, we classify all nodes into three classes: predicate (or empty) nodes, negation nodes, and conjunction/disjunction nodes based on the number of children (zero, one, and two, respectively).

Constraint 5. For \( i = 0, \ldots, M_N - 1 \), let \( C_i \) be the number of times \( i \) appears in the \text{structure} array with index greater than \( i \). Then

\[
\begin{align*}
C_i = 0 & \iff \text{values}[i].\text{name} \in P \cup \{T\}, \\
C_i = 1 & \iff \text{values}[i].\text{name} = \neg, \\
C_i > 1 & \iff \text{values}[i].\text{name} \in \{\land, \lor\}.
\end{align*}
\]

The value \( T \) serves a twofold purpose: it is used as the fixed value for nodes outside the main tree, and, when located at the zeroth node, it can represent a clause with an empty body. Thus, we can say that only root nodes can have \( T \) as the value.

Constraint 6. For \( i = 0, \ldots, M_N - 1 \),

\[
\text{structure}[i] \neq i \implies \text{values}[i].\text{name} \neq T.
\]

Finally, we add a way to disable a clause by setting its head predicate to \( \Box \).

Constraint 7. For \( i = 0, \ldots, M_C - 1 \), if \( \text{heads}[i].\text{predicate} = \Box \), then

\[
\text{bodies}[i].\text{numNodes} = 1, \quad \text{and} \quad \text{bodies}[i].\text{values}[0].\text{name} = T.
\]
5 Variable Symmetry Breaking

Ideally, we want to avoid generating programs that are equivalent in the sense that they produce the same answers to all queries. Even more importantly, we want to avoid generating multiple internal representations that ultimately result in the same program. This is the purpose of symmetry-breaking constraints, another important benefit of which is that the constraint solving task becomes easier [29]. Given any clause, we can permute the variables in that clause without changing the meaning of the clause or the entire program. Thus, we want to fix the order of variables. Informally, we can say that variable $X$ goes before variable $Y$ if the first occurrence of $X$ in either the head or the body of the clause is before the first occurrence of $Y$. Note that the constraints described in this section only make sense if $|V| > 1$ and that all definitions and constraints here are on a per-clause basis.

**Definition 1.** Let $N = M_A \times (M_N + 1)$, and let $\text{terms}[N] \in C \cup V \cup \{\Box\}$ be a flattened array of all arguments in a particular clause. Then we can use a channeling constraint to define $\text{occ}|-C| + |V| + 1|$ as an array of subsets of $\{0, \ldots, N - 1\}$ such that for all $i = 0, \ldots, N - 1$, and $t \in C \cup V \cup \{\Box\}$,

$$i \in \text{occ}[t] \iff \text{terms}[i] = t.$$  

Next, we introduce an array that holds the first occurrence of each variable.

**Definition 2.** Let $\text{intros}[|V|] \in \{0, \ldots, N\}$ be such that for $v \in V$,

$$\text{intros}[v] = \begin{cases} 1 + \min \text{occ}[v] & \text{if } \text{occ}[v] \neq \emptyset \\ 0 & \text{otherwise.} \end{cases}$$

Here, a value of zero means that the variable does not occur in the clause (this choice is motivated by subsequent constraints). As a consequence, all other indices are shifted by one. Having set this up, we can now eliminate variable symmetries simply by sorting $\text{intros}$. In other words, we constrain the model so that the variable listed first (in whatever order $V$ is presented in) has to occur first in our representation of a clause.

**Example 3.** Let $C = \emptyset$, $V = \{X, Y, Z\}$, $M_A = 2$, $M_N = 3$, and consider the clause $\text{sibling}(X, Y) \leftarrow \text{parent}(X, Z) \land \text{parent}(Y, Z)$. Then

$$\text{terms} = [X, Y, \Box, \Box, X, Z, Y, Z],$$

$$\text{occ} = [\{0, 4\}, \{1, 6\}, \{5, 7\}, \{2, 3\}],$$

$$\text{intros} = [0, 1, 5],$$

where the $\Box$’s correspond to the conjunction node.

We end the section with several redundant constraints that make the CSP easier to solve. First, we can state that the positions occupied by different terms must be different.
Generating Random Logic Programs Using Constraint Programming

Constraint 8. For $u \neq v \in C \cup V \cup \{\square\}$, $\text{occ}[u] \cap \text{occ}[v] = \emptyset$.

The reason why we use zero to represent an unused variable is so that we could now use the 'all different except zero' constraint for the $\text{intros}$ array. We can also add another link between $\text{intros}$ and $\text{occ}$ that essentially says that the smallest element of a set is an element of the set.

Constraint 9. For $v \in V$, $\text{intros}[v] \neq 0 \iff \text{intros}[v] - 1 \in \text{occ}[v]$.

Finally, we define an auxiliary set variable to act as a set of possible values that $\text{intros}$ can take. Let $\text{potentials} \subseteq \{0, \ldots, N\}$ be such that for $v \in V$, $\text{intros}[v] \in \text{potentials}$. Using this new variable, we can add a constraint saying that non-predicate nodes in the tree representation of a clause cannot have variables as arguments.

Constraint 10. For $i = 0,\ldots,M_N - 1$, let

$$S = \{M_A \times (i + 1) + j + 1 \mid j = 0,\ldots,M_A - 1\}.$$ 

If $\text{values}[v].\text{name} \notin \mathcal{P}$, then $\text{potentials} \cap S = \emptyset$.

6 Counting Programs

To demonstrate the correctness of the model, this section derives combinatorial expressions for counting the number of programs with up to $M_C$ clauses and up to $M_N$ nodes per clause, and arbitrary $\mathcal{P}$, $\mathcal{A}$, $\mathcal{V}$, and $\mathcal{C}$. Being able to establish two ways to generate the same sequence of numbers (i.e., numbers of programs with certain properties and parameters) allows us to gain confidence that the constraint model accurately matches our intentions. For this section, we introduce the term total arity of a body of a clause to refer to the sum total of arities of all predicates in the body.

We will first consider clauses with gaps, i.e., without taking variables and constants into account. Let $T(n, a)$ denote the number of possible clause bodies with $n$ nodes and total arity $a$. Then $T(1, a)$ is the number of predicates in $\mathcal{P}$ with arity $a$, and the following recursive definition can be applied for $n > 1$:

$$T(n, a) = T(n - 1, a) + 2 \sum_{c_1 + \cdots + c_k = n - 1, \atop 2 \leq k \leq \min(a, M_A)} \sum_{d_1 + \cdots + d_k = a, \atop c_i \geq \min \mathcal{A} \text{ for all } i} \prod_{i=1}^{k} T(c_i, d_i).$$

The first term here represents negation, i.e., negating a formula consumes one node but otherwise leaves the task unchanged. If the first operation is not a negation, then it must be either conjunction or disjunction (hence the coefficient ‘2’). In the first sum, $k$ represents the number of children of the root node, and each $c_i$ is the number of nodes dedicated to child $i$. Thus, the first sum iterates over all possible ways to partition the remaining $n - 1$ nodes. Similarly, the second sum considers every possible way to partition the total arity $a$ across the
We can then count the number of possible clause bodies with total arity \( a \) (and any number of nodes) as

\[
C(a) = \begin{cases} 
1 & \text{if } a = 0 \\
\sum_{n=1}^{a} T(n, a) & \text{otherwise.} 
\end{cases}
\]

The number of ways to select \( n \) terms is

\[
P(n) = |C|^n + \sum_{0=s_0<s_1<\cdots<s_k=n+1} \prod_{i=0}^{k-1} ((|C|+s_{i+1} - s_i - 1) - s_i + 1). 
\]

The first term is the number of ways to select \( n \) constants. The parameter \( k \) is the number of variables used in the clause, and \( s_1, \ldots, s_k \) mark the first occurrence of each variable. For each gap between any two introductions (or before the first introduction, or after the last introduction), we have \( s_{i+1} - s_i - 1 \) spaces to be filled with any of the \(|C|\) constants or any of the \( i \) already-introduced variables.

Let us order the elements of \( P \), and let \( a_i \) be the arity of the \( i \)th predicate. The number of programs is then:

\[
\sum_{\sum_{i=1}^{\|P\|} h_i = n, \begin{array}{c} |P| \leq n \leq M_C \\ \|P\| \leq M_C \end{array}} \prod_{i=1}^{\|P\|} \left( \sum_{a=0}^{M_A \times M_N} C(a) P(a + a_i) \right), \tag{1}
\]

Here, we sum over all ways to distribute \(|P| \leq n \leq M_C\) clauses among \(|P|\) predicates so that each predicate gets at least one clause. For each predicate, we can then count the number of ways to select its clauses out of all possible clauses. The number of possible clauses can be computed by considering each possible arity \( a \), and multiplying the number of ‘unfinished’ clauses \( C(a) \) by the number of ways to select the required \( a + a_i \) terms in the body and the head of the clause. Finally, we compare the numbers produced by (1) with the numbers of programs generated by our model in 1032 different scenarios, thus showing that the combinatorial description developed in this section matches the model’s behaviour.

## 7 Stratification and Independence

**Stratification** is a condition necessary for probabilistic logic programs [18] and often enforced on logic programs [4] that helps to ensure a unique answer to every query. This is achieved by restricting the use of negation so that any program \( \mathcal{P} \) can be partitioned into a sequence of programs \( \mathcal{P} = \bigsqcup_{i=1}^j \mathcal{P}_i \) such that, for all \( i \), the negative literals in \( \mathcal{P}_i \) can only refer to predicates defined in \( \mathcal{P}_j \) for \( j \leq i \) [4].

**Independence**, on the other hand, is defined on a pair of predicates (say, \( P, Q \in \mathcal{P} \)) and can be interpreted in two ways. First, if \( P \) and \( Q \) are independent,
then any ground atom of P is independent of any ground atom of Q in the underlying probability distribution of the probabilistic program. Second, the part of the program needed to fully define P is disjoint from the part of the program needed to define Q.

These two seemingly disparate concepts can be defined using the same building block, i.e., a predicate dependency graph. Let \( \mathcal{P} \) be a probabilistic logic program with its set of predicates \( \mathcal{P} \). Its (predicate) dependency graph is a directed graph \( G_{\mathcal{P}} \) with elements of \( \mathcal{P} \) as nodes and an edge between \( P, Q \in \mathcal{P} \) if there is a clause in \( \mathcal{P} \) with Q as the head and P mentioned in the body. We say that the edge is negative if there exists a clause with Q as the head and at least one instance of P at the body such that the path from the root to the P node in the tree representation of the clause passes through at least one negation node; otherwise, it is positive. We say that \( \mathcal{P} \) (or \( G_{\mathcal{P}} \)) has a negative cycle if \( G_{\mathcal{P}} \) has a cycle with at least one negative edge. A program \( \mathcal{P} \) is stratified if \( G_{\mathcal{P}} \) has no negative cycles.\(^4\) Thus a simple entailment algorithm for stratification can be constructed by selecting all clauses, all predicates of which are fully determined, and looking for negative cycles in the dependency graph constructed based on those clauses using an algorithm such as Bellman-Ford.

For any predicate \( P \in \mathcal{P} \), the set of dependencies of \( P \) is the smallest set \( D_P \) such that \( P \in D_P \), and, for every \( Q \in D_P \), all direct predecessors of \( Q \) in \( G_{\mathcal{P}} \) are in \( D_P \). Two predicates \( P \) and \( Q \) are independent if \( D_P \cap D_Q = \emptyset \).

**Example 4.** Consider the following (fragment of a) program:

\[
\begin{align*}
\text{sibling}(X, Y) & \leftarrow \text{parent}(X, Z) \land \text{parent}(Y, Z), \\
\text{father}(X, Y) & \leftarrow \text{parent}(X, Y) \land \neg \text{mother}(X, Y).
\end{align*}
\]

(2)

Its predicate dependency graph is in Fig. 1. Because of the negation in (2), the edge from mother to father is negative, while the other two edges are positive. The dependencies of each predicate are:

\[
\begin{align*}
D_{\text{parent}} &= \{\text{parent}\}, \\
D_{\text{sibling}} &= \{\text{sibling}, \text{parent}\}, \\
D_{\text{mother}} &= \{\text{mother}\}, \\
D_{\text{father}} &= \{\text{father}, \text{mother}, \text{parent}\}.
\end{align*}
\]

Hence, we have two pairs of independent predicates, i.e., mother is independent of parent and sibling.

Since the definition of independence relies on the dependency graph, we can represent this graph as an adjacency matrix constructed as part of the model. Let \( A \) be a \(|\mathcal{P}| \times |\mathcal{P}|\) binary matrix defined element-wise by stating that \( A[i][j] = 0 \) if and only if, for all \( k = 0, \ldots, \mathcal{M}_C - 1 \), either \( \text{heads}[k].\text{predicate} \neq j \) or \( i \not\in \{a.\text{name} \mid a \in \text{bodies}[k].\text{values}\} \).

Given a partially-solved model with its predicate dependency graph, let us pick an arbitrary path from Q to P (for some P, Q \( \in \mathcal{P} \)) that consists of determined edges that are denoted by 1 in \( A \) and potential/undetermined edges that

---

\(^4\) This definition is an extension of a well-known result for logic programs [3] to probabilistic logic programs with arbitrary complex clause bodies.
Fig. 1. The predicate dependency graph of the program from Example 4. Positive edges are labelled with ‘+’, and negative edges with ‘−’.

Table 1. Types of (potential) dependencies of a predicate $P$ based on the number of undetermined edges on the path from the dependency to $P$.

| Edges Name | Notation |
|------------|----------|
| 0 determined | $\Delta(p)$ |
| 1 almost determined | $\Gamma(p, s, t)$ |
| > 1 undetermined | $\Upsilon(p)$ |

Algorithm 1: Entailment for independence

**Data:** predicates $p_1$, $p_2$

$D \leftarrow \{ (d_1, d_2) \in \text{deps}(p_1, 1) \times \text{deps}(p_2, 1) \mid d_1.\text{predicate} = d_2.\text{predicate} \}$;

if $D = \emptyset$ then return TRUE;

if $\exists (\Delta, \Delta) \in D$ then return FALSE else return UNDEFINED;

are denoted by $\{0, 1\}$. Each such path characterises a (potential) dependency $Q$ for $P$. We classify all such dependencies into three classes depending on the number of undetermined edges on the path. These classes are outlined in Table 1, where $p$ represents the dependency predicate $Q$, and, in the case of $\Gamma$, $(s, t) \in P^2$ is the one undetermined edge on the path. For a dependency $d$—regardless of its exact type—we will refer to its predicate $p$ as $d.\text{predicate}$. In describing the algorithms, we will use ‘‘‘ to replace any of $p, s, t$ in situations where the name is unimportant.

Each entailment algorithm returns one out of three values: TRUE if the constraint is guaranteed to hold, FALSE if the constraint is violated, and UNDEFINED if whether the constraint will be satisfied or not depends on the future decisions made by the solver. Algorithm 1 outlines a simple entailment algorithm for the independence of two predicates $p_1$ and $p_2$. First, we separately calculate all dependencies of $p_1$ and $p_2$ and look at the set $D$ of dependencies that $p_1$ and $p_2$ have in common. If there are none, then the predicates are clearly independent. If they have a dependency in common that is already fully determined ($\Delta$) for both predicates, then they cannot be independent. Otherwise, we return UNDEFINED.

Propagation algorithms have two goals: causing a contradiction (failing) in situations where the corresponding entailment algorithm would return FALSE, and eliminating values from domains of variables that are guaranteed to cause a contradiction. Algorithm 2 does the former on Line 2. Furthermore, for any dependency shared between predicates $p_1$ and $p_2$, if it is determined ($\Delta$) for one predicate and almost determined ($\Gamma$) for another, then the edge that prevents the $\Gamma$ from becoming a $\Delta$ cannot exist—Line 3 handles this possibility.

The function $\text{deps}$ in Algorithm 3 calculates $D_p$ for any predicate $p$. It has two versions: $\text{deps}(p, 1)$ returns all dependencies, while $\text{deps}(p, 0)$ returns only determined and almost-determined dependencies. It starts by establishing the predicate $p$ itself as a dependency and continues to add dependencies of depen-
Algorithm 2: Propagation for independence

Data: predicates \( p_1, p_2 \); adjacency matrix \( A \)

1. for \((d_1, d_2) \in \text{deps}(p_1, \emptyset) \times \text{deps}(p_2, \emptyset) \) s.t. \( d_1, \text{predicate} = d_2, \text{predicate} \) do
2.   if \( d_1 \) is \( \Delta(\_\_) \) and \( d_2 \) is \( \Delta(\_\_) \) then \text{fail}();
3.   if \( \{d_1, d_2\} = \{\Delta(\_\_), \Gamma(\_\_, s, t)\} \) then \( A[s][t].\text{removeValue}(1) \);

Algorithm 3: Dependencies of a predicate

Data: adjacency matrix \( A \)

Function \( \text{deps}(p, \text{allDeps}) \):

\[
D \leftarrow \{\Delta(p)\};
\]

while true do

\[
D' \leftarrow \emptyset;
\]

for \( d \in D \) and \( q \in P \) do

\[
\text{edge} \leftarrow A[q][d, \text{predicate}] = \{1\};
\]

if \( \text{edge} \) and \( d \) is \( \Delta(\_\_) \) then \( D' \leftarrow D' \cup \{\Delta(q)\} \);
else if \( \text{edge} \) and \( d \) is \( \Gamma(\_\_, s, t) \) then \( D' \leftarrow D' \cup \{\Gamma(q, s, t)\} \);
else if \( |A[q][d, \text{predicate}]| > 1 \) and \( d \) is \( \Delta(r) \) then

\[
D' \leftarrow D' \cup \{\Gamma(q, q, r)\};
\]
else if \( |A[q][d, \text{predicate}]| > 1 \) and allDeps then \( D' \leftarrow D' \cup \{\Upsilon(q)\} \);

if \( D' = D \) then return \( D \) else \( D \leftarrow D' \);

Dependencies until the set \( D \) stabilises. For each dependency \( d \in D \), we look at the in-links of \( d \) in the predicate dependency graph. If the edge from some predicate \( q \) to \( d,\text{predicate} \) is fully determined and \( d \) is determined, then \( q \) is another determined dependency of \( p \). If the edge is determined but \( d \) is almost determined, then \( q \) is an almost-determined dependency. The same outcome applies if \( d \) is fully determined but the edge is undetermined. Finally, if we are interested in collecting all dependencies regardless of their status, then \( q \) is a dependency of \( p \) as long as the edge from \( q \) to \( d,\text{predicate} \) is possible. Note that if there are multiple paths in the dependency graph from \( q \) to \( p \), Algorithm 3 could include \( q \) once for each possible type (\( \Delta, \Upsilon, \text{ and } \Gamma \)), but Algorithms 1 and 2 would still work as intended.

Example 5. Consider this partially determined (fragment of a) program:

\[
\square (X, Y) \leftarrow \text{parent}(X, Z) \land \text{parent}(Y, Z),
\]
\[
\text{father}(X, Y) \leftarrow \text{parent}(X, Y) \land \neg \text{mother}(X, Y),
\]

where \( \square \) indicates an unknown predicate with domain

\[
D_{\square} = \{\text{father, mother, parent, sibling}\}.
\]

The predicate dependency graph is pictured in Fig. 2. Suppose we have a constraint that \( \text{mother} \) and \( \text{parent} \) must be independent. The lists of potential de-
(a) The adjacency matrix of the graph. The boxed value is the decision variable that will be propagated by Algorithm 2.

\[
\begin{pmatrix}
\text{father} & 0 & 0 & 0 & 0 \\
\text{mother} & 1 & 0 & 0 & 0 \\
\text{parent} & 1 & \{0, 1\} & \{0, 1\} & \{0, 1\} \\
\text{sibling} & 0 & 0 & 0 & 0
\end{pmatrix}
\]

(b) A drawing of the graph. Dashed edges are undetermined—they may or may not exist.

Fig. 2. The predicate dependency graph of Example 5

\(D_{\text{mother}} = \{\Delta(\text{mother}), \Gamma(\text{parent}, \text{parent}, \text{mother})\}\),
\(D_{\text{parent}} = \{\Delta(\text{parent})\}\).

An entailment check at this stage would produce UNDEFINED, but propagation replaces the boxed value in Fig. 2a with zero, eliminating the potential edge from parent to mother. This also eliminates mother from \(D\square\), and this is enough to make Algorithm 1 return TRUE.

8 Experimental Results

We now present the results of two experiments: in Sect. 8.1 we examine the scalability of our constraint model with respect to its parameters and in Sect. 8.2 we demonstrate how the model can be used to compare inference algorithms and describe their behaviour across a wide range of programs. The experiments were run on a system with Intel Core i5-8250U processor and 8 GB of RAM. The constraint model was implemented in Java 8 with Choco 4.10.2 [23]. All inference algorithms are implemented in PROBLOG 2.1.0.39 and were run using Python 3.8.2 with PySDD 0.2.10 and PyEDA 0.28.0. For both sets of experiments, we generate programs without negative cycles and use a 60 s timeout.

8.1 Empirical Performance of the Model

Along with constraints, variables, and their domains, two more design decisions are needed to complete the model: heuristics and restarts. By trial and error, the variable ordering heuristic was devised to eliminate sources of thrashing, i.e., situations where a contradiction is being ‘fixed’ by making changes that have no hope of fixing the contradiction. Thus, we partition all decision variables into an ordered list of groups and require the values of all variables from one group to be determined before moving to the next group. Within each group, we use the ‘fail first’ variable ordering heuristic. The first group consists of all head predicates. Afterwards, we handle all remaining decision variables from the
generating random logic programs using constraint programming

first clause before proceeding to the next. the decision variables within each clause are divided into (a) the structure array, (b) body predicates, (c) head arguments, (d) (if \(|V| > 1\)) the intros array, (e) body arguments. for instance, in the clause from example 3, all visible parts of the clause would be decided in this order:

\[
sibling(X, Y) \leftarrow \text{parent}(X, Z) \land \text{parent}(Y, Z).\]

We also employ a geometric restart policy, restarting after \(10, 10 \times 1.1, 10 \times 1.1^2, \ldots\) contradictions.\(^5\) we ran 399,360 experiments, investigating the model’s efficiency and gaining insight into what parameter values make the CSP harder. for \(|P|, |V|, |C|, M_A,\) and \(M_C - |P|\) (i.e., the number of clauses in addition to the mandatory \(|P|\) clauses), we assign all combinations of 1, 2, 4, 8. \(M_A\) is assigned to values 1–4. For each \(|P|\), we also iterate over all possible numbers of independent pairs of predicates, ranging from 0 up to \(\binom{|P|}{2}\). For each combination of the above-mentioned parameters, we pick ten random ways to assign arities to predicates (such that \(M_A\) occurs at least once) and ten random combinations of independent pairs.

the majority (97.7%) of runs finished in under 1 s, while four instances timed out: all with \(|P| = M_C - |P| = M_N = 8\) and the remaining parameters all different. this suggests that—regardless of parameter values—most of the time a solution can be identified instantaneously while occasionally a series of wrong decisions can lead the solver into a part of the search space with no solutions.

in Fig. 3, we plot how the mean number of nodes in the binary search tree grows as a function of each parameter (the plot for the median is very similar). the growth of each curve suggests how the model scales with higher values of the parameter. from this plot, it is clear that \(M_N\) is the limiting factor. this is because some tree structures can be impossible to fill with predicates without creating either a negative cycle or a forbidden dependency, and such trees become more common as the number of nodes increases. likewise, a higher number of predicates complicates the situation as well.

8.2 Experimental Comparison of Inference Algorithms

for this experiment, we consider clauses of two types: rules are clauses such that the head atom has at least one variable, and facts are clauses with empty bodies and no variables. we use our constraint model to generate the rules according to the following parameter values: \(|P|, |V|, M_N \in \{2, 4, 8\}, M_A \in \{1, 2, 3\}, M_C = |P|, C = \emptyset\). these values are (approximately) representative of many standard benchmarking instances which often have 2–8 predicates of arity one or two, 0–8 rules, and a larger database of facts [14]. just like before, we explore all possible numbers of independent predicate pairs. we also add a constraint that forbids empty bodies. for both rules and facts, probabilities are uniformly sampled

\(^5\) restarts help overcome early mistakes in the search process but can be disabled if one wants to find all solutions, in which case search is complete regardless of the variable ordering heuristic.
The value of each parameter

Mean number of nodes

Fig. 3. The mean number of nodes in the binary search tree for each value of each experimental parameter. Note that the horizontal axis is on a log_2 scale.

Inference time (s)

Fig. 4. Inference time for different values of $M_A$ and proportions of probabilistic facts that are probabilistic. The total number of facts is fixed at $10^5$.

from $\{0.1, 0.2, \ldots, 0.9\}$. Furthermore, all rules are probabilistic, while we vary the proportion of probabilistic facts among 25%, 50%, and 75%. For generating facts, we consider $|C| \in \{100, 200, 400\}$ and vary the number of facts among $10^3, 10^4$, and $10^5$ but with one exception: the number of facts is not allowed to exceed 75% of all possible facts with the given values of $P$, $A$, and $C$. Facts are generated using a simple procedure that randomly selects a predicate, combines it with the right number of constants, and checks whether the generated atom is already included or not. We randomly select configurations from the description above and generate ten programs with a complete restart of the constraint solver before the generation of each program, including choosing different arities and independent pairs. Finally, we set the query of each program to a random fact not explicitly included in the program and consider six natively supported algorithms and knowledge compilation techniques: binary decision diagrams (BDDs) [6], negation normal form (NNF), deterministic decomposable NNF (d-DNNF) [8], K-Best [11], and two encodings based on sentential decision diagrams [7], one of which encodes the entire program (SDDX), while the other one encodes only the part of the program relevant to the query (SDD).\footnote{Forward SDDs (FSDDs) and forward BDDs (FBDDs) \cite{27, 28} are omitted because the former uses too much memory and the implementation of the latter seems to be broken at the time of writing.}

Out of 11310 generated problem instances, about 35% were discarded because one or more algorithms were not able to ground the instance unambiguously. The first observation (pictured in Fig. 5) is that the algorithms are remarkably similar, i.e., the differences in performance are small and consistent across all parameter values (including parameters not shown in the figure). Unsurprisingly, the most important predictor of inference time is the number of facts. However, after fixing the number of facts to a constant value, we can still observe that inference becomes harder with higher arity predicates as well as
when facts are mostly probabilistic (see Fig. 4). Finally, according to Fig. 5, the independence structure of a program does not affect inference time, i.e., state-of-the-art inference algorithms—although they are supposed to [15]—do not exploit situations where separate parts of a program can be handled independently.

9 Conclusion

We described a constraint model for generating both logic programs and probabilistic logic programs. The model avoids unnecessary symmetries, is reasonably efficient and supports additional constraints such as predicate independence. Our experimental results provide the first comparison of inference algorithms for probabilistic logic programming languages that generalises over programs, i.e., is not restricted to just a few programs and data sets. While the results did not reveal any significant differences among the algorithms, they did reveal a shared weakness, i.e., the inability to ignore the part of a program that is easily seen to be irrelevant to the given query.

Nonetheless, we would like to outline two directions for future work. First, the experimental evaluation in Sect. 8.1 revealed scalability issues, particularly concerning the length/complexity of clauses. However, this particular issue is likely to resolve itself if the format of a clause is restricted to a conjunction of literals. Second, random instance generation typically focuses on either realistic instances or sampling from a simple and well-defined probability distribution. Our approach can be used to achieve the former, but it is an open question how it could accommodate the latter.
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