Are starburst galaxies proton calorimeters?
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ABSTRACT

Several starburst galaxies have been observed in the GeV and TeV bands. In these dense environments, gamma-ray emission should be dominated by cosmic-ray interactions with the interstellar medium ($p_{\text{cr}}p_{\text{ism}} \rightarrow \pi^0 \rightarrow \gamma\gamma$). Indeed, starbursts may act as proton “calorimeters” where a substantial fraction of cosmic-ray energy input is emitted in gamma rays. Here we build a one-zone, “thick-target” model implementing calorimetry and placing a firm upper bound on gamma-ray emission from cosmic-ray interactions. The model assumes that cosmic rays are accelerated by supernovae (SNe), and all suffer nuclear interactions rather than escape. Our model has only two free parameters: the cosmic-ray proton acceleration energy per supernova $\epsilon_{\text{cr}}$, and the proton injection spectral index $s$. We calculate the pionic gamma-ray emission from 10 MeV to 10 TeV, and derive thick-target parameters for six galaxies with Fermi, H.E.S.S., and/or VERITAS data. Our model provides good fits for the M82 and NGC 253, and yields $\epsilon_{\text{cr}}$ and $s$ values suggesting that supernova cosmic-ray acceleration is similar in starbursts and in our Galaxy. We find that these starbursts are indeed nearly if not fully proton calorimeters. For NGC 4945 and NGC 1068, the models are consistent with calorimetry but are less well-constrained due to the lack of TeV data. However, the Circinus galaxy and the ultraluminous infrared galaxy Arp 220 exceed our pionic upper-limit; possible explanations are discussed.
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1 INTRODUCTION

Cosmic rays (CRs) are accelerated by supernovae (e.g., Baade & Zwicky 1934; Ginzburg & Syrovatskii 1964; Ackermann et al. 2013), and thus cosmic-ray production is an inevitable consequence of star formation. As CRs propagate in the interstellar medium (ISM), inelastic collisions between CR and interstellar nuclei—both dominantly protons—lead to gamma-ray production via $\pi^0$ decay: $p_{\text{cr}}p_{\text{ism}} \rightarrow \pi^0 \rightarrow \gamma\gamma$ (Stecker 1971; Dermer 1986). This process occurs not only in the Milky Way, but also in other star-forming galaxies (e.g., Dermer 1986; Strong et al. 1976; Lichti et al. 1978; Pavlidou & Fields 2001; Stecker & Venters 2011; Abdo et al. 2009; Fields et al. 2010; Strong et al. 2010). Compared with normal star-forming galaxies like Milky Way, starbursts and ultraluminous infrared galaxies (ULIRGs, the very extreme starbursts) have exceptionally high star-formation rates and harbor regions of very dense gas. Thus cosmic rays accelerated in starbursts are expected to be lost due to interaction rather than escape, whereas normal star-forming galaxies are in the opposite regime. In the limit where all of the CR nuclei interact with ISM rather than escape, a large fraction of initial proton energy is emitted as gamma rays, making such a galaxy a “proton calorimeter” (e.g., Pohl 1993, 1994; Lacki et al. 2011; Abramowski et al. 2012). This situation has the maximum efficiency to convert supernova blast energy into gamma rays. Therefore the starbursts galaxies were anticipated to be detected as gamma-ray sources (e.g., Paglione et al. 1996; Blom et al. 1999; Domingo-Santamaría & Torres 2005; Persic et al. 2008; de Cea del Pozo et al. 2009; Rephaeli et al. 2010).

Fermi LAT is the first gamma-ray telescope to observe the starburst galaxies, and is also the first one to study external star-forming galaxies as a population. Three of the Fermi detections are normal star-forming galaxies: the Large Magellanic Cloud (LMC Abdo et al. 2010a), the Small Magellanic Cloud (SMC Abdo et al. 2010b), and M31 (Abdo et al. 2010c). Five additional Fermi detections are
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starburst galaxies: M82 and NGC 253 (Abdo et al. 2010d), NGC 4945 and NGC 1068 (Nolan et al. 2012), as well as the Circinus galaxy (Hayashida et al. 2013). The two nearest and brightest starbursts, M82 and NGC 253, are also detected at TeV energies by VERITAS (Acciari et al. 2009) and H.E.S.S. (Acero et al. 2009; Abramowski et al. 2012), respectively. Peng et al. (2016) and Griffin et al. (2016) recently reported Fermi detections of the ULIRG Arp 220. Star-forming galaxies represent a new gamma-ray source class, and offer unique insight into the global behavior of cosmic rays over a wide range of galaxy types and star-formation rates.

Various models have been built for starbursts to study the multi-frequency emissions from radio to γ-rays, considering both hadronic and leptonic processes (e.g., synchrotron radiation, inverse Compton scattering (IC), pion production). For example, Blom et al. (1999), Persic et al. (2008), de Cea del Pozo et al. (2009), Lacki et al. (2011), Lacki et al. (2014), Paglione & Abrahams (2012), Yoast-Hull et al. (2013) give their predictions of gamma-radiation from M82, while NGC 253 are anticipated to be observed in GeV-TeV range by Paglione et al. (1996), Domingo-Santamaría & Torres (2005), Rephaeli et al. (2010), Lacki et al. (2011); Lacki et al. (2014), Paglione & Abrahams (2012), Yoast-Hull et al. (2014). Recent observations and current theoretical models of starbursts are also reviewed by Ohm (2016). Many-but not all-of these models predict that hadronic processes dominate above a few GeV. In this paper, our aim is to calculate self-consistently the pionic emission from starbursts in a closed box, and to use starburst data to test this calorimetric scenario. By construction, our more focused model is economical and thus easy to test: it contains only two parameters, the cosmic-ray acceleration energy per supernova ϵ_{CR}, and the cosmic-ray injection index s. Some early results from our calculations were summarized in Wang & Fields (2014) and Wang & Fields (2016).

In this paper, we define a proton calorimeter to be a system in which cosmic-ray pion losses dominate over other losses including escape, advection, and diffusion. Such a system is in the “thick-target” regime of cosmic-ray propagation, and a substantial fraction of the energy injected into cosmic-ray protons energy is ultimately emitted as pionic gamma-ray photons. The calorimetric efficiency (eq. 18) is a measure of gamma-ray energy output to the cosmic-ray energy input.

The next section shows the assumptions, important expressions and physics of our thick-target model. § 3 presented the results calculated from our model when applying to five observed starbursts galaxies and the ULIRG Arp 220. In § 4, further discussions and conclusions are given.

2 THE THICK-TARGET/CALORIMETRIC MODEL

To calculate the hadronic gamma-ray output in our model, we first characterize the cosmic-ray sources and their thick-target propagation. We then use the propagated cosmic-ray flux to arrive at hadronic gamma-ray emission. The calculation in this session adopts GeV as the energy unit.

2.1 Model Assumptions

We describe the production and propagation of cosmic rays in a one-zone, thick-target “closed-box” model. The physical processes in our model are CR ion acceleration by SNe, followed by pion production through the interaction between the CRs and the ISM. The resulting neutral pion decay is responsible for the existing gamma-rays. The basic assumptions are:

(i) cosmic-rays and ISM gas are both spatially homogeneous;
(ii) cosmic rays are accelerated by supernovae (SNe) with acceleration energy per SN ϵ_{CR};
(iii) the injected cosmic-ray/proton spectrum is a power law in momentum, of spectral index s in GeV and TeV energy range;
(iv) all the cosmic rays will interact with ISM, i.e. the escape rate of protons is zero, advection and diffusion loss are also ignored here; and
(v) among the gamma-ray production mechanisms, pion production and decay dominates.

Our thick-target model places a firm upper-limit on the hadronic (pionic) gamma-ray emissions from starbursts, by including only losses due to particle interactions (collisions and scattering). Other work has argued that in starburst regions, the dense gas, high supernova density and relatively hard gamma ray spectrum point to diffusion and advection losses being subdominant (e.g., Lacki & Thompson 2010, 2013; Torres et al. 2012). We concur, and in Appendix C, we show that in starbursts, the interaction time is much shorter than the diffusion and advection times. We thus omit these effects in our model for an upper-limit calculation. If the advection and diffusion losses were included, the actual calorimetric efficiencies are reduced, which may explain the difference in the starbursts’ calorimetric efficiencies obtained with our thick-target model in § 3 (due to the different values of τ_{diff} and τ_{adv} in each starburst). We also neglect reacceleration of cosmic rays (Strong et al. 2007) inside starbursts, which merits a study in its own right. ²

The thick-target hadronic model presented here neglects primary electron effects (bremstrahlung radiation, inverse Compton) and secondary electron effects in gamma-ray emission. This assumption is consistent with NuSTAR’s upper limits on NGC 253 in the 7-20 keV band, which disfavor leptonic processes dominating in the GeV and TeV energy range (Wik et al. 2014). In addition, Strong et al. (2010) found pionic emission dominates over both primary and secondary electron emission by factors > 2 among the total Galactic luminosity in GeV range. This implies that in starbursts where cosmic ray proton losses dominate over escape, pionic emission should be even more dominant over leptonic. By assuming the CR protons lose energy continuously through the propagation inside the starbursts, the effect of secondary recoil protons (the ISM protons after pp collisions) appears only via the elastic scattering energy loss

² Note that reacceleration due to supernova shocks would be an additional way to transfer supernova blast energy to cosmic rays, and so would amount to a component of calorimetry. If other shock contribution to reacceleration, it would give an apparent boost to the calorimetric efficiency.
term, and not as a proton source term. While these effects are not large, they would only boost the gamma-ray production and lead to an even tighter limit to the gamma-ray emission.

We also ignore the effect of intergalactic absorption of the high-energy gamma rays via photon-pair production ($\gamma\gamma \rightarrow e^+e^-$) in collision with background starlight emission (e.g., Salamon & Stecker 1998; Stecker et al. 2012) and in collision with the infrared radiation of the starburst. (Lacki & Thompson 2013). The former effect will bring a steepening of the gamma-ray spectrum at high energy, but this effect is very small for the starbursts we study, which are all very nearby. The latter effect can be substantial for gamma-ray energies above a few TeV, but is negligible in the GeV energy range that is our focus.

2.2 Cosmic-Ray Source and Propagation

The equations for cosmic-ray transport (e.g., Longair 1981; Strong et al. 2007; Meneguzzi et al. 1971; Fields et al. 1994) can be written as

$$\partial_t N_E = \partial_E (b_E N_E) - \frac{1}{\tau_E} N_E + q_E + \text{advection + diffusion} . \quad (1)$$

Here and throughout, $E$ denotes kinetic energy per nucleon, and $\tau_E$ is the energy density of cosmic rays with kinetic energy $\in (E, E + dE)$. The cosmic-ray number flux density is thus $\phi(E) = v_E N_E$, with $v_E$ the velocity at $E$. In eq. (1), $\tau_E$ is the lifetime of cosmic ray against escape, $q_E$ is the injected cosmic ray spectrum, $b_E = -dE/dt$ is the rate of energy loss (per nucleon).

We now drastically simplify the problem, adopting the closed-box, thick-target, steady-state limit corresponding to the discussion in §2.1. That is, we focus on a single energy zone, in which cosmic rays are accelerated and then propagate until lost due to their interactions, and in which acceleration and losses are driven to an equilibrium $\partial_t N_E = 0$ over the energy loss timescale $\tau_{\text{loss}} = \int dE/b \sim E/b$. We thus neglect escape, so that $1/\tau_E = 0$, and spatial uniformity implies that the gradient-driven advection and diffusion terms are zero.

The model is summarized in eq. (1) gives a proton flux density

$$\phi_p(E) = v_N E = \frac{v_p}{b(\nu_{\text{gas}}, E)} \int_E^{\infty} dE' q_{E'} \left( E' \right) \quad (2)$$

We see that in this simple model, the cosmic-ray flux depends only the cosmic ray source function $q_E$ and energy loss rate $b$.

Since cosmic rays accelerated by the supernovae in our model, energy conservation implies

$$L_{cr} = \frac{dE_{cr}}{dt} = E_{\text{in}} f_{cr} R_{\text{in}} = \epsilon_{cr} R_{\text{in}} = V \int_{E_{\text{min}}}^{\infty} E \frac{dq}{dp} \quad (3)$$

where $L_{cr}$ is the injected cosmic ray luminosity, $V$ is the volume of the galaxy where cosmic rays are produced, $E_{\text{min}}$ is the minimum kinetic energy of injected protons that can be accelerated. $E_{\text{in}}$ is the total baryonic energy released by one SN explosion. Some fraction $f_{cr}$ of this explosion energy goes to accelerate cosmic rays, and this leads to the other free parameter in our model: $\epsilon_{cr} = E_{\text{in}} f_{cr}$, the cosmic-ray proton acceleration energy per supernova. $R_{\text{in}}$ is the SN rate, which can be converted from the star formation rate (SFR) $\psi$ by $R_{\text{in}}/\psi \sim 0.00914 M_{\odot}^{-1}$ (Lien & Fields 2009).

Following the simplest (i.e., test particle) expectations of diffusive shock acceleration (e.g., Krymskii 1977; Bell 1978; Blandford & Ostriker 1978) we assume the injected cosmic ray spectrum (emissivity) is a power law in momentum:

$$q_p = \frac{dN}{dV dp} = \frac{dq}{dp} \frac{q_0}{T_p^{\alpha-\gamma}} \quad (4)$$

where $q_0 = L_{cr}/V$ is the cosmic ray luminosity density, $I$ is the normalization factor, $s$, the proton spectral injection index, is a free parameter in the model ($>2.0$). See §2.4 for more discussion of this assumption.

Finally we can get the accelerated proton spectrum:

$$\phi_p(E) = \frac{q_0 v_p}{b(\nu_{\text{gas}}, E)} \left( \frac{p_0}{s-1} \right)^{1-s} \quad (5)$$

where $p_0$ is proton’s momentum, and $I$ is a number that is determined by $E_{\text{min}}$: $I = I(E_{\text{min}}) = \int_{E_{\text{min}}}^{\infty} E dE \left( E + m_p \right)^{s-1}/(s-1)\nu_{\text{gas}}$. $m_p$ is the mass of proton.

2.3 Pionic Emission From Thick-Target Galaxies: the Calorimetric Model

Our notation and approach follows that of Dermer (1986). From the accelerated proton spectrum, we can get the pionic spectrum (in the lab frame) through the interaction $p_{\text{cr pion}} \rightarrow \pi^0 \rightarrow \gamma$:

$$\frac{d\sigma_p(E_{\pi})}{dE_{\pi}} = \frac{d\sigma_p(E_{\pi})}{dE_{\pi}} \left( \frac{E_{\pi}}{E} \right)^{1-s} \quad (6)$$

In turn, the gamma-ray spectrum is

$$\frac{d\gamma_p(E_{\gamma})}{dE_{\gamma}} \left[ \text{photons/(cm}^{-3} - s - \text{GeV}) \right] = \frac{2}{E_{\gamma}^{\text{threshold}}} \frac{d\sigma_p(E_{\pi})}{dE_{\pi}} \left( \frac{E_{\gamma}}{E_{\gamma}^{\text{threshold}}} \right)^{1-s} \quad (7)$$

where $E_{\gamma}^{\text{threshold}}$ is the threshold proton kinetic energy that can produce a pion with energy $E_{\gamma}$, and $m_\pi$ is the $\pi^0$ mass. The differential cross section $d\sigma_p(E_{\pi}, E_{\gamma})/dE_{\pi}$ for the production of a $\pi^0$ with energy $E_{\gamma}$ can be written as $d\sigma_p(E_{\pi}, E_{\gamma})/dE_{\pi} = \langle \sigma_{\gamma} (E_{\pi}) \rangle dN(E_{\pi}, E_{\gamma})/dE_{\pi}$. Here $\langle \sigma_{\gamma} (E_{\pi}) \rangle$ is the inclusive cross section for the reaction $p_{\text{cr pion}} \rightarrow \pi^0 \rightarrow \gamma$.

Our model-consistently calculates the inelastic energy loss from cross-section $\langle \sigma_{\gamma} (E_{\pi}) \rangle$. We use the Dermer (1986) for the inclusive reaction $\langle \sigma_{\gamma} (E_{\pi}) \rangle$ and thus we can get the inelastic energy loss rate consistently (assuming the loss is approximated to be continuous):

$$b_{\text{inelastic}} = 3 \nu_{\text{gas}} v_p \langle \sigma_{\gamma} (E_{\pi}) \rangle \int_0^{E_0} E dN(E_{\pi}, E_{\gamma})/dE_{\pi} dE_{\gamma} \quad (8)$$

The crucial factor of 3 here comes from assuming the inclusive cross sections for $p_{\text{cr pion}} \rightarrow \pi^0$ anything are the same as $\pi^0$, i.e., the production rates for (i.e., $\pi^0$, $\pi^+$) are approximately the same. This factor of 3 has a direct impact on the gamma-ray production efficiency: the gamma energy output per energy into CRs above pionic threshold would be 1/3 if the inelastic losses were the only ones.
We also include the energy loss contributions due to nuclear elastic scattering (Gould 1982) and ionization (Ginzburg & Syrovatskii 1964): \( b(n_{gas}, E) = b_{\text{nuclear}} + b_{\text{ionize}} \), with rates given in the Appendix B. These two terms also affect the gamma-ray production efficiency: ionization loss is only important at low energies, but the elastic scattering is important at all energies and in general is comparable to inelastic. Thus elastic losses are the more important to lower the CR efficiency.

The function \( dN(E_\mu, E_\gamma)/dE_\gamma \) encodes the distribution of pion energies at each proton energy. We adopt Dermer’s (1986) approach, combining Stecker’s isobaric model (model S, Stecker 1970) together with Stephens and Badhwar’s scaling model (model SB, Stephens & Badhwar 1981): for \( E_\mu < 3\text{GeV} \), model S is used; while model SB is adopted for \( E_\mu > 7\text{GeV} \); for \( 3\text{GeV} < E_\mu < 7\text{GeV} \), model S and model SB is linearly connected to be used. Collecting these results gives the emissivity

\[
\frac{dq_\gamma}{dE_\gamma} = \frac{dN_\gamma}{dVdE_\gamma dt} = \frac{\epsilon_{\gamma,Ro}}{V I(E_{min})} I_0(E_\gamma, s)
\]

where \( I_0(E_\gamma, s) \) is a dimensionless integration:

\[
I_0(E_\gamma, s) = \int_{E_\gamma+m_\pi^2/(4E_\gamma)}^{2dE_\mu} \int_{E_\mu}^\infty dE_\mu 
\times \frac{\sigma_\gamma(E_\gamma)}{b(E_\mu)} \frac{dN(E_\mu, E_\gamma)}{d(E_\gamma)} \frac{E_\mu^{-1-s}}{s-1}
\]

Notice that the energy loss rate scales with gas density:

\[
b \propto n_{gas} \quad \text{(see eqs. B1, B2)}
\]

This exactly cancels the gas density in the numerator of eq. (10), and thus the gamma-ray emission is independent of the gas density for the thick-target model. This is characteristic of calorimetry. Note further that the ratio \( b/n_{gas} \) depends only on the cross sections in the loss interactions. This means that \( I_0 \) and thus the gamma-ray emission depends only on the ratio of cross sections (inelastic pion production to total losses).

To account for the contribution from particle interactions involving nuclei with atomic weights \( A > 1 \) in both CRs and ISM, a nuclear enhancement factor of \( A \), which is a constant only depend on CR proton spectral index and the proton injection spectral index \( s \). We only need to vary the two parameters \( \epsilon_{cr} \) and \( s \) to find the best fit to the model (24). 4. 3. 2. 4. Projectile CR Proton Index And Supernova Acceleration Energy/Efficiency

In our model, each supernova accelerates cosmic rays, which are lost via interactions with interstellar gas, and the \( \tau_0 \) from these interactions give rise to gamma rays. Thus the gamma-ray output ultimately depends on the CR properties of the supernova sources: the proton injection index \( s \) and CR acceleration energy per SN are the only two parameters our model. Milky Way supernova remnant (SNR) gamma-ray data together with supernova acceleration theories can give both observational and theoretical insight into the parameters we have derived for starbursts in the previous section.

Diffusive shock acceleration naturally stars a relativistic electron and ion spectra that are each power laws in momentum, in the test-particle limit that neglects feedback from the accelerated cosmic rays onto the shock (e.g., Krymskii 1977; Bell 1978; Blandford & Ostriker 1978). Although the resulting non-linear correction to diffusive shock acceleration results in a concave proton spectrum with a steeper spectrum index than the CR acceleration energy per SN are the only two parameters our model.

For a strong shock in monatomic gas, diffusive shock acceleration gives \( s \rightarrow 2.0 \). In GeV and TeV energy range, the combination of observed CR flux at Earth (\( \propto E^{-2.75} \)) and galactic CR transportation models (e.g., Strong & Moskalenko 1998; Evoli et al. 2008; Blasi & Amato 2012) implies the index \( s \) to be 2.2 – 2.4 (Caprioli 2012). Other theories give different values of the source proton index value in SNR, for example, Fermi Collaboration (2013) gives 2.5 below 6.5 GeV and 2.8 above, for the interstellar cosmic-ray proton index; Morlino & Caprioli (2012)’s model for SNR Tycho gives \( s = 2.2 \). Gamma-ray emission from SNRs probes \( s \) directly (if pions dominate), and available measurements give \( s \) spanning a considerable range. Fermi LAT measurement of Galactic SNRs give \( s \) = 1.53 to 3.58 with the weighted that depends only on cross sections. It is independent of the gas density, mass, and volume in this calorimetric model.

The luminosity \( L_\gamma \propto R_{sn} \), and while the SN rate is usually not measured directly, its is proportional to the star-
average to be 2.39, while the spread of the index is about 1 (Acero et al. 2016). Because some SNRs are dominated by IC or bremsstrahlung that contribute to flatter photon spectra than pions, the actual source proton index estimated from Fermi SNR measurements would be steeper than the weighted average value of $s$. Particularly for the SNRs W44 and IC443 with clear characteristic pion-decay gamma-spectra, the observations give the accelerated proton index $s$ to be about 2.4 in the energy range smaller than break energy (Ackermann et al. 2013), where the projectile CRs in the galaxies mainly come from. Moreover, for TeV gamma-rays, we expect the signal is pionic and thus these index measurements can give us a fair estimate of the CR source index. The TeV data gives the index varies between 1.8-3.1 with an average value $s \sim 2.4$ (e.g., Aliu et al. 2013; H. E. S. S. Collaboration et al. 2011; Aharonian et al. 2008).

For CR acceleration energy parameter, $\epsilon_{cr} = E_{sn} f_{cr}$, the average kinetic energy released per SN ($E_{sn}$) is $10^{51}\text{erg}$ (Woosley & Weaver 1995), but there exists much uncertainties in the value of SNR acceleration efficiency to CR ($f_{cr}$). If SNRs are the main sites of acceleration of cosmic rays, then 3 to 30 percent of the supernova kinetic energy must end up transferred to CR protons from various theories: Fields et al. (2001) suggested that if SNRs are the dominant sources for cosmic-ray production as well as the nucleosynthesis of lithium, beryllium, and boron in the Milky Way, an acceleration efficiency of $\sim 30$ percent is needed; Strong et al. (2010) obtains a CR energy input efficiency per SN of 3 – 10 percent; Caprioli (2012)’s study also found the acceleration efficiency saturates at around 10 – 30 percent; Dermer & Powale (2013)’ results suggest that most supernova remnants accelerate cosmic rays with an efficiency of $\sim 10$ percent for the dissipation of kinetic energy into nonthermal cosmic rays. The observations of SNRs also give insight into CR acceleration efficiency, for example, SNR Tycho accelerates protons up to 500 TeV with an efficiency of $\sim 10$ percent (Morlino & Caprioli 2012) while the hadronic scenario of SNR RCW86 concludes that the accelerated particles energy efficiency from SNR is at the level of $\sim 0.07$ (Lemoine-Goumard et al. 2012). We thus adopt a fiducial value $\epsilon_{cr} = 10$ percent $\times 10^{51}\text{erg} = 0.1\text{ foe}$, but note that uncertainties are large; we will adopt maximum value $\epsilon_{cr, max} = 0.3\text{ foe}$ as implied by the Li, Be, and B nucleosynthesis results.

### 3 MODEL RESULTS

The thick-target model built in § 2 gives proportionality relation of the differential gamma-ray emission to $\epsilon_{cr}$, and from eq. 12, we can see that $L_{\gamma}/L_{CR}$ is the same for every calorimetric galaxy with the same choice of source CR proton index $s$, therefore

$$\frac{dL_{\gamma}/dE_{\gamma}}{L_{CR}} = \frac{A E_{\gamma} dN_{\gamma}/dE_{\gamma} dt}{L_{CR}} \propto \epsilon_{cr} \frac{I_{\gamma}(E_{\gamma}, s)}{I(T_{\min})} \text{GeV}^{-1} = \text{const}$$

and the relation is shown in Fig. 1 with $s = 2.2$ and 2.4. Because $(dL_{\gamma}/dE_{\gamma})/L_{CR}[s]$ is the same for all calorimetric galaxies, the plot of this ratio presents the general properties of our model’s results: gamma-ray emission peaks around $\sim 0.15\text{GeV}$ and is nearly a power law at high energy. For different $s$, the ratios of differential gamma-ray luminosity to CR luminosity are different especially at high energy, but are always smaller than 1/3 due to energy conservation.

We now apply our model to individual starburst galaxies (§3.1). With their cosmic-ray parameters determined, we then compute their luminosity and evaluate their status as calorimeters (§3.2).

#### 3.1 Individual Starbursts

We now apply our model to five individual starbursts NGC 253, M82, NGC 4945, NGC 1068, and the Circinus galaxy, as well as the ULIRG Arp 220. The input parameters and best-fit results are listed in Table 1 and Table 2. For each galaxy we adopt an observed star-formation rate (SFR), and then calculate the pionic flux $E_{\gamma}^2 dN_{\gamma\rightarrow\gamma\gamma}/dE_{\gamma} dAdt$ for each point in $(\epsilon_{cr}, s)$ space. We perform $\chi^2$ test with the observed gamma-ray data to get the best-fit model parameters:

$$\chi^2(\epsilon_{cr}, s) = \sum_i \left( \frac{F_i - \hat{F}_i}{\sigma_i^2} \right)^2$$

where $\hat{F}_i$ is the flux value of the data points at each photon energy $E_i$, $F_i = \epsilon_{cr}(s)$ is our model’s flux value at each $E_i$, $\sigma_i$ is the uncertainty of the data’s flux value at each $E_i$.

We consider injection indices in the range $s \in [2.1, 3.0]$. By maximizing the value of $\chi^2$ at each $s$, we can get the best-fit values of $\epsilon_{cr}$ analytically. We then compare the values of $\chi^2$ for each $s$ with the best-fit $\epsilon_{cr}$, finally can find the best-fit value of $s$ numerically.

From Table 2, we can see that the pionic gamma-ray luminosity calculated from our model agrees well with the phenomenological Fermi fits for the starburst galaxies M82,
Table 1. Parameters set for the starburst galaxies in Thick-Target Model.

| Galaxy Name | Distance $D$ [Mpc] | SFR $\psi$ [M$_{\odot}$/yr] | SN Rate $R_{SN}$ [century$^{-1}$] | GeV data | TeV data |
|-------------|-------------------|----------------------------|---------------------------------|--------|--------|
| M82         | 3.4 $\pm$ 0.9     | 6.3 $\pm$ 0.9               | 5.7 $\pm$ 0.9                   | Ackermann et al. (2012) | Acceari et al. (2009) |
| NGC 253     | 2.5 $\pm$ 0.5     | 2.9 $\pm$ 0.4               | 2.6 $\pm$ 0.4                   | Paglione & Abrahams (2012) | Abramowsky et al. (2012) |
| NGC 4945    | 3.7 $\pm$ 0.8     | 3.5 $\pm$ 1.0               | 3.2 $\pm$ 0.9                   | Ackermann et al. (2012) | Aharonian et al. (2005) |
| NGC 1068    | 16.7 $\pm$ 3.0    | 38 $\pm$ 10                 | 35 $\pm$ 9                      | Peng et al. (2016) | VERITAS collaboration (2015) |
| Circinus    | 4.2 $\pm$ 0.7     | 2.1 $\pm$ 0.5               | 1.9 $\pm$ 0.5                   | Hayashida et al. (2013) | |
| Arp 220     | 77.0 $\pm$ 2.0    | 188.3 $\pm$ 10.0            | 172.1 $\pm$ 9.1                 | |

Galaxy distances: Gao & Solomon (2004). Star formation rates: Ackermann et al. (2012), using Gao & Solomon (2004) total IR luminosities and Kennicutt relation (Kennicutt 1998), except for the Circinus galaxy (Tully et al. 2009; Hayashida et al. 2013) and Arp 220 (Peng et al. 2016).

Distance uncertainties come from http://ned.ipac.caltech.edu. Except for the ULIRG Arp 220, the redshift-dependent distance uncertainty comes from Hubble constant error (Planck Collaboration et al. 2016) (assuming the peculiar velocity uncertainty is the same as Hubble constant uncertainty).

Table 2. Results for the starburst galaxies in Thick-Target Model.

| Galaxy Name | CR source index $s$ | CR acceleration energy per SN $\epsilon_{cr}[\text{ferm}/\text{SN}]$ | $f_{0,1-100\text{GeV}}^{\text{model}}[10^{40}\text{ergs}^{-1}]$ | $f_{0,1-100\text{GeV}}^{\text{Fermi}}[10^{40}\text{ergs}^{-1}]$ | $\Gamma_{\text{Fermi}}$ |
|-------------|-------------------|---------------------------------|---------------------------------|---------------------------------|----------------|---|
| M82         | 2.275 $\pm$ 0.102 | 0.106 $\pm$ 0.025               | 1.48 $\pm$ 0.44                 | 1.47 $\pm$ 0.14                 | 2.25 $\pm$ 0.13 |
| NGC 253     | 2.350 $\pm$ 0.037 | 0.116 $\pm$ 0.013               | 0.73 $\pm$ 0.10                 | 0.60 $\pm$ 0.07                 | 2.18 $\pm$ 0.09 |
| NGC 4945    | 2.400 $\pm$ 0.446 | 0.210 ($>0.103$)                | 1.64 ($>0.80$)                  | 1.17 $\pm$ 0.23                 | 2.05 $\pm$ 0.13 |
| NGC 1068    | 2.100 $\pm$ 0.617 | 0.253 ($>0.128$)               | 13.3 ($>6.7$)                   | 15.0 $\pm$ 2.9                  | 2.29 $\pm$ 0.19 |
| Circinus    | 2.300 $\pm$ 0.486 | 0.619 ($>0.310$)               | 2.97 ($>1.48$)                  | 2.9 $\pm$ 0.5                   | 2.19 $\pm$ 0.12 |
| Arp 220     | 2.550 $\pm$ 0.257 | 0.808 ($>0.404$)               | 2.85 ($>1.43$) $\times 10^{2}$  | (1.78 $\pm$ 0.3) $\times 10^{2}$ | 2.35 $\pm$ 0.16 |

Fermi gamma luminosities for the galaxies are calculated by Hayashida et al. (2013) using a power law spectral model $dN/dE \propto E^{-\Gamma}$, except for Arp 220 (Peng et al. 2016).

NGC 253, NGC 4945, NGC 1068 the Circinus galaxy, and ULIRG Arp 220.

The best-fit pionic gamma-ray spectra can be seen in Figs. 2 through 5. In left panels, the solid lines are our model’s calculated differential spectral energy distribution of the five starburst galaxies with the best-fit parameters $s$ and $\epsilon_{cr}$. The red points in GeV range are Fermi data while blue ones in TeV range are got from H.E.S.S. or VERITAS. For M82 and NGC 253, we see that our best fit to GeV and TeV data is quite good and fairly well constrained thanks to the relatively large energy range. For NGC 1068, NGC 4945, Circinus and Arp 220, only GeV data is available and even our simple model is poorly constrained.

We note that the observed differential spectrum points are derived assuming a constant spectral index at all energies, but in our model the index varies strongly at lower energies near the “pion bump” at $m_{\pi}/2$. We thus plot in the right panels of Figs. 2-5 the integrated photon flux $f_{\text{min}}^{\text{max}} dF/dE$ $dE$ over each energy bin $i$, whose width is spanned by the horizontal bars. This corresponds to the photon counts per energy bin, which is what Fermi directly measures and which is free from assumptions about spectral index. The black points are from our best-fit model, and the red points are the Fermi data. We see that our fits are generally good across the GeV range, including at low energies near the pion bump where the spectral index is not constant.

From Figs. 2-5, we can see that the gamma-ray spectra got from our thick-target model has the following features, as already seen in Fig. 1: (1) the shape only depends on the injected proton spectrum; (2) the magnitude is proportional to $\epsilon_{cr}$; (3) at high energies, the gamma-ray spectral index is the same as the proton injection index $s$; (4) in our model, the peak is due to the pion bump, which appears at $E_{\gamma} = \frac{m_{\pi}}{\epsilon_{cr}} = 67.5$ MeV in plots of $F_{\gamma}$, (Stecker 1971; Dermer 1986), but is shifted to $\sim$ GeV in our $E^2 F_{\gamma}$ plots.

The $\chi^2$ contour plots are shown in Fig. 6. With Confidence Level (CL) = (70 percent, 95 percent, 99 percent). For M82 and NGC 253, TeV data and good GeV data are available, and $s$ and $\epsilon_{cr}$ are both well-constrained. For these galaxies, $\epsilon_{cr} \sim 0.1 \text{ foe}$, in good agreement with canonical estimates for Milky-Way cosmic rays (Ginzburg & Syrovatskii 1964). We see that deeper (shallower) $s$ can be accommodated by a higher (lower) $\epsilon_{cr}$. This arises physically because $\epsilon_{cr}$ fixes the overall normalization, and thus to fit the high-energy data with a steeper slope requires a higher overall normalization. The result is even enhanced with the tension over the density is the range of this correlation.

For the other galaxies NGC 1068, NGC 4945, Circinus and Arp 220, the lack of TeV data leaves large uncertainties in both $s$ and $\epsilon_{cr}$, as seen in Fig. 6. But Fig. 6 nevertheless shows that GeV data place a lower bound on $\epsilon_{cr}$. Using the $\chi^2$ to find the likelihood function $P$, we compute $P(\epsilon_{cr}) = 95 \text{ percent}$ to derive the 95 percent CL lower limit $\epsilon_{cr,min}$ to the supernova energy per supernova for each value of acceleration index $s$. Results appear in the left panels of Figs. 4 and 5, where we see that $\epsilon_{cr,min}$ is always at its smallest values for $s \sim 2.2$, i.e., the preferred theoretical and Milky-Way value. But as $s$ increases, $\epsilon_{cr}$ becomes quite large. This reiterates that TeV data for these...
Are starburst galaxies proton calorimeters?

starburst is critical to CR spectral index \( s \) and thus getting better-constrained value for \( \epsilon_{\text{cr}} \).

For starbursts and Arp 220 without TeV data, we illustrate the allowed high-energy behavior by plotting the \( \pm 1\sigma \) flattest and steepest curves (the parameters values are the cross points in the contour plots Fig. 6) in addition to the best-fit curves (the parameters values are the central points in Fig. 6). Comparing these curves at TeV range with the sensitivities of VERITAS, H.E.S.S and CTA, we see that in the optimistic cases, VERITAS and H.E.S.S could measure the TeV signals from NGC 1068, NGC 4945 and the Circinus galaxy. CTA should perform well for all the five starbursts,
Figure 4. Left panel: Pionic gamma-ray spectra (solid curve) for NGC 4945 (upper) and NGC 1068 (lower) with the best-fit parameters: source CR index $s$ and accelerated CR energy per SN $\epsilon_{cr}$. Fermi points are stars (red), H.E.S.S. points are squares (blue), black solid line is our model’s best-fit to data; see Table 2. Black dashed line is our model’s flattest curve to fit the data in 1-σ error, while black dotted line is the steepest curve in 1-σ error, the parameters’ values of these curves are the cross points in Fig. 6. Right panel: minimum $\epsilon_{cr}$ vs. $s$ for NGC 4945 (upper), NGC 1068 (lower).

and may be able to detect Arp 220 in a long-term observation as Arp 220’s TeV flux is around the sensitivity of CTA in 50 hours (Hassan et al. 2015).

3.2 Calorimetric Limit

From eq. 13, in our closed box model the ratio of gamma-ray luminosity to the star-formation rate $\psi$ depends only on the $(\epsilon_{cr}, s)$ parameters. Further, a galaxy’s star formation rate $\psi$ scales with its far IR luminosity due to reprocessing of starlight by dust Kennicutt (1998),

$$\frac{\psi}{M_\odot yr^{-1}} = 1.3 \times 10^{-10} \frac{L_{8-100\mu m}}{L_\odot}$$

(16)

where the proportionality constant used here (Ackermann et al. 2012) is for a Chabrier (2003) initial mass function. In closed-box gamma emitters, therefore, the ratio $L_\gamma/L_{IR}$ also only depends on $\epsilon_{cr}$ and $s$:

$$\frac{L_\gamma}{L_{8-100\mu m}} = \frac{L_{8-100\mu m}}{\psi} \frac{\psi}{L_{8-100\mu m}}$$

(17)
Figure 5. Left panel: Pionic gamma-ray spectra (solid curve) for the Circinus galaxy (upper) and Arp 220 (lower) with the best-fit parameters: source CR index $s$ and accelerated CR energy per SN $\epsilon_{cr}$. Fermi points are stars (red), VERITAS points are squares (blue), black solid line is our model’s best-fit to data; see Table 2. Black dashed line is our model’s flattest curve to fit the data in 1-$\sigma$ error, while black dotted line is the steepest curve in 1-$\sigma$ error, the parameters’ values of these curves are the cross points in Fig. 6. Right panel: minimum $\epsilon_{cr}$ vs. $s$ for the Circinus galaxy (upper) and Arp 220 (lower).

where $L_\gamma/\psi$ is from our model’s eq. 13, $\psi/L_{8-100\mu m} = 1.3 \times 10^{-10} M_\odot yr^{-1}/L_\odot$ from eq. 16. This ratio provides a measure of calorimetry as we have defined it and encoded in our model.

The expected calorimetric limit ratio $L_{>1 GeV}/L_{8-100\mu m}$ for CR nuclei with $s = 2.0$ is $L_\gamma/L_{8-100\mu m} \sim 5.2 \times 10^{-4}(\epsilon_{cr}/0.3 \text{ foe})$ for our thick-target model. For comparison, this is significantly higher than Thompson, Quataert and Waxman (2007)’s $\sim 10^{-3}(\epsilon_{cr}/0.05 \text{ foe})$, but is in good agreement with Lacki et al. (2011) ratio $3.1 \times 10^{-4}(\epsilon_{cr}/0.1 \text{ foe})$ and with Fermi group’s result $2.5 \times 10^{-4}(\epsilon_{cr}/0.1 \text{ foe})$ (Ackermann et al. 2012).

The systematic uncertainties of our calorimetric model’s gamma-ray luminosity mainly come from two sources. One is the uncertainty in the $L_{IR}$-SN rate conversion. While the $L_{IR}$-SFR conversion introduces the error with a factor of 2-3 (Kennicutt 1998), the fact that both SN rate and far-IR luminosity arise from massive stars brings a cancellation of the error, making the final $L_{IR}$-SN rate calibration uncertainty as good as 10-20 percent (Horiuchi et al. 2011). The other main uncertainty in our model is the cross sec-
Figure 6. Contour plots of $\chi^2$ for our model fits to starburst galaxy data. The best-fit values are the central black dot; (red, magenta, blue) lines represent (70 percent CL, 95 percent CL, 99 percent CL). For starbursts without TeV data and the ULIRG Arp 220, the 1-$\sigma$ fit values of the flattest and steepest curves are the cross points, the corresponding curves are shown in Fig. 4 and Fig. 5.
tion $\sigma_{pp}$ of $p - p$ reaction that is generally better than 10 percent (Olive & Particle Data Group 2014). Furthermore, the calorimetric gamma-ray luminosity derives from the ratio $\sigma_{pp,\text{inelastic}}/b(\sigma_{pp,\text{total}})$, making additional cancellation of the uncertainty. So the resultant calorimetric gamma-ray luminosity should be good to $\lesssim 30$ percent or better.

The our limit $L_{0.1-100\text{GeV}}/L_{\gamma-100\mu\text{m}}$ is plotted in Fig. 7 for different choices of CR proton index $n$. Note that our calorimetric limits agree with Fermi group’s (Ackermann et al. 2012) within 30 percent, which is consistent within uncertainties.

In each of our calculations and plots for individual galaxies, the cosmic-ray acceleration efficiencies correspond to a mean value for all supernovae in the galaxy. We can compare this to typical values of $\epsilon_{\text{cr}}$ for Milky Way supernovae taken from the literature. These values typically vary (e.g., Fields et al. 2001) from 0.1 foe to 0.3 foe (see § 2.4). We provisionally adopt a maximum value of $\epsilon_{\text{cr,max}} = 0.3$ foe in order to judge the proton calorimetry of the starbursts.

If $\epsilon_{\text{cr}} > \epsilon_{\text{cr,max}}$, calorimetry fails for that galaxy, because our model gives an upper-limit to the gamma-ray spectrum, possible explanations are discussed later in this section; if $\epsilon_{\text{cr}} < \epsilon_{\text{cr,max}}$, the starburst is a proton calorimeter with the calorimetric efficiency

$$
\eta_{\text{cal}} = \frac{\gamma\text{-ray derived CR acceleration per SN}}{\text{maximum CR acceleration per SN}} = \frac{\epsilon_{\text{cr}}}{\epsilon_{\text{cr,max}}} \quad (18)
$$

i.e., M82 has a calorimetric efficiency of 35 percent, NGC 253 is 39 percent, NGC 1068 is 84 percent and NGC 4945 is 70 percent. For the Circinus galaxy and the ULIRG Arp 220, there are two possibilities: the galaxy is a fully proton calorimeter (the calorimetric efficiency is 100 percent) with different CR behavior; the calorimetry relation fails.

The proton calorimetry of the starbursts could also be judged by Fig. 7, which shows both the calorimetric limit from our model and data for all star-forming galaxies with gamma-ray detections. Here there are two measurements of the ULIRG Arp 220. Griffin et al. (2016) measure the luminosity of Arp 220 to be $8.22 \pm 3.0 \times 10^{41}$ ergs/s in the energy band $[0.8, 100]$ GeV, while our model’s calorimetric limit $L_{\gamma}$ in the same energy range is $5.7 \times 10^{44}$ ergs/s; another independent group Peng et al. (2016) report their gamma-ray luminosity to be $1.39 \pm 0.31 \times 10^{42}$ ergs/s in the energy band $[0.2, 100]$ GeV, while our calorimetric limit result is $0.95 \times 10^{42}$ ergs/s. Therefore, although Arp 220 is high above the calorimetric limits in Fig. 7, within the errors, the observed gamma-ray luminosity is not far from or even compatible with our model’s calorimetric limit in the same energy range.

Fig. 7 allows us to draw several conclusions.

(i) Normal, Milky-Way-like (“quiescent”) star-forming galaxies are about an order of magnitude below the calorimetric limits. This is as expected: Milky-Way Galactic cosmic rays are known to be escape-dominated and thus their cosmic rays find themselves in the thin-target regime, rather than thick-target calorimetric limit. We see that for these systems, most ($\sim 90$ percent) cosmic rays escape before interacting.

(ii) The starburst galaxies M82, NGC 253, NGC 1068 and NGC 4945 are close to the limits, which shows that calorimetry is a good approximation for these galaxies. This further implies that quiescent and starburst galaxies occupy opposite limits of gamma-ray production.

(iii) Two galaxies lie above the calorimetric bounds. The Circinus galaxy lies substantially above these limits. For Arp 220, the situation is somewhat less clear.

In the case that a galaxy’s gamma-ray emission truly exceeds our bound on proton calorimetry, there are several possible explanations. Two possibilities envision increased pionic emission from cosmic-ray protons, so that the galaxy remains fully a proton calorimeter (Torres 2004; Lacki & Thompson 2013; Yoast-Hull et al. 2015). This could occur if a galaxy harbors supernovae that are systematically more efficient accelerators than in the present Milky Way, i.e., exceeding our adopted value $\epsilon_{\text{cr,max}} = 0.3$ foe. Presumably this would reflect systematically more energetic explosions and/or more favorable particle injection. A test for this scenario would be that cosmic-ray electron signatures should be similarly enhanced, e.g., radio synchrotron, or IC emission below the pion bump. A higher pionic flux would also follow if supernova rates are underestimated by far-infrared luminosity measurements, i.e., the scaling relation between the far-infrared luminosity and SFR supernova rate is different (e.g., Hayashida et al. 2013; Fox & Casper 2015). This would require that less UV from massive stars is reprocessed by dust than in quiescently star-forming galaxies, which seems difficult to arrange in starburst and/or ULIRGs.

A galaxy may also exceed the calorimetric bound because the gamma-ray emission is dominated by sources other than protons (e.g., Downes & Eckart 2007; Sakamoto et al. 2008; Wilson et al. 2014; Tunnard et al. 2015; Yoast-Hull et al. 2017). Electron gamma emission could dominate if there is a much larger electron/proton ratio in the galaxy’s cosmic rays, or if proton escape is important (also see § 2.1 for primary and secondary electron emissions as well as diffusion and advection loss effects); this would imply that the gamma-ray spectrum should not show a pion feature. Finally, a galaxy can exceed our bound if it harbors an active nucleus in which a supermassive black hole jet powers gamma-ray emission. A signature here would be the time variability that is characteristic of most gamma-ray signals from active galaxies.

### 3.3 Neutrino estimation for individual starbursts

The same CR-ISM interactions that produce gamma rays also generate cosmic neutrinos, because $pp$ collisions create both neutral and charged pions (e.g., Halzen & Hooper 2002). The charged pions decay to neutrinos via $\pi^+ \rightarrow \nu_\mu \bar{\nu}_\mu e^+$ and $\pi^- \rightarrow \bar{\nu}_\mu \nu_\mu \bar{e}^-$. Thus starburst galaxies are guaranteed high-energy neutrino sources (e.g., Loeb & Waxman 2006; Lacki et al. 2011), though their detectability depends upon the detection sensitivity.

In $pp$ collisions, isospin considerations demand that $N_{\pi^\pm} \simeq 2N_{\pi^0}$ and the flavor ratio after oscillations is $\nu_\mu : \nu_\tau = 1 : 1 : 1$ for both neutrinos and antineutrinos (Kamae et al. 2006; Kelner et al. 2006). The differential fluxes of gamma-rays and single-flavor neutrino ($\nu_i = \bar{\nu}_i, i = e, \mu, \tau$) are approximately related as $dF_{\nu_i}/dE_{\nu_i}(E_{\nu_i} \approx E_*/2) = 2dF_*/dE_*(E_*)$, ignoring kinematic differences and absorption effects (Anchordoqui et al. 2006).
Figure 7. Plot of ratio of gamma-ray luminosity (0.1 – 100 GeV) to total IR luminosity (8-100 μm). Blue squares: ordinary star-forming galaxies; black points: starbursts; red: ULIRGs. Milky Way IR and gamma-ray results from Strong et al. (2010), IR data for other galaxies from Sanders et al. (2003), gamma-ray data for SMC (Abdo et al. 2010b), LMC (Abdo et al. 2010a), M31 (Abdo et al. 2010c). Starburst IR data from Gao & Solomon (2004), gamma-ray data from Ackermann et al. (2012), except for the Circinus (Hayashida et al. 2013) and Arp 220 (Peng et al. 2016). The black dotted line: Fermi’s best-fit power law relation (Ackermann et al. 2012). Upper abscissa: SFR estimated from the IR luminosity (Kennicutt 1998). The blue solid line: calorimetric gamma-ray luminosity limit assuming an average CR acceleration energy per supernova of $\epsilon_{\nu}=3 \times 10^{50}$ erg with source CR index $s=2.4$; purple and green lines for $s=2.2$ and $s=2.0$ respectively. The black dashed line indicated Fermi’s calorimetric results ($s=2.2, \epsilon_{\nu}=10^{50}$ erg) (Ackermann et al. 2012).

Therefore for a given starburst galaxy, we estimate the upper-limit to its neutrino flux at high energy by our model’s calorimetric pionic gamma-ray result and thus constrain the flux measured from neutrino telescopes like IceCube.

For the case of M82, our model gives a flux $F_{\gamma, 1TeV-1PeV} \sim 5.2 \times 10^{-14}$ ph cm$^{-2}$ s$^{-1}$, the associated single-flavor neutrino flux ($1TeV - 1PeV$) would thus be $F_{\nu, 1TeV-1PeV} \sim 1.0 \times 10^{-13}$ cm$^{-2}$ s$^{-1}$, $dF_{\nu}/dE_{\nu} \sim 6.6 \times 10^{-14} (E_{\nu}/TeV)^{-2.275} \text{cm}^{-2} \text{s}^{-1}$, $dF_{\nu}/dE_{\nu} (E_{\nu} = 1\text{TeV}) \sim 6.6 \times 10^{-14} \text{cm}^{-2} \text{s}^{-1}$. For IceCube, the median sensitivity at 90 percent CL is $\sim 10^{-12}$ TeV$^{-1}$ cm$^{-2}$ s$^{-1}$ for energies between 1TeV–1PeV with an $E^{-2}$ spectrum and the upper-limit of M82 got by IceCube $\Phi_{\nu, 10^{13} - 10^{14} \text{cm}^{-2} \text{s}^{-1}} = 2.94 \times 10^{-12}$ TeV$^{-1}$ cm$^{-2}$ s$^{-1}$ (IceCube Collaboration et al. 2014). Therefore our model’s estimated neutrino flux of M82 is well below the upper limit, and is more than 10 times too faint to be observed by current IceCube, in agreement with Lacki & Thompson (2013) and Murase & Waxman (2016)’s conclusion. However, stacking searches of starbursts may get a detectable signal in the next generation detectors (Lacki et al. 2011; Murase & Waxman 2016), and the starbursts can contribute to the diffuse neutrino background that may also be detectable (Loeb & Waxman 2006).

4 DISCUSSION AND CONCLUSIONS

We have constructed a two-parameter, closed-box, thick-target model to explain the gamma-ray emission from, and test the cosmic-ray calorimetry of, starburst galaxies. Pohl (1993, 1994) presented a prescient theoretical study of the calorimetric behavior of galaxies in the EGRET era. He characterized star-forming galaxies in the thick-target limit as “fractional calorimeters” for both hadrons and leptons. Specifically, Pohl pointed out that fraction of cosmic-ray energy returned in gamma-rays reflects a combination of the fraction of particle loss mechanism that can lead to gammas, and the branching to gammas in those interactions. Our approach is guided by this point of view, and we now have the benefit of GeV and TeV data on star-forming galaxies to test these ideas.

In addition, gamma-ray emission from starburst galaxies has been calculated by a number of groups (e.g., Paglione et al. 1996; Torres 2004; Persic et al. 2008; de Cea del Pozo et al. 2009; Lacki et al. 2010, 2011; Yoast-Hull et al. 2013; Eichmann & Becker Tjus 2016). These important papers follow calculation procedures similar to ours, and also solve the one-zone diffusion-loss equation (e.g., Meneguzzi et al. 1971; Longair 1981) to obtain steady-state particle spectrum and in turn the gamma-ray emission. However, these papers and ours differ in
several assumptions, variables and formula numerical calculations. (1) Previous treatments use the general solution to the diffusion-loss equation with different parameter choices, except for (Yoast-Hull et al. 2013, 2014, 2015) who adopt an approximate solution with loss dominant assumption and diffusion emitted, while ours is a thick target approximation with a “closed-box” calculation, restricting ourselves to proton interactions in order to place a firm and well-defined upper-limit of the hadronic gamma emission. (2) In order to get the pionic gamma-ray spectrum \( \frac{d\sigma}{dE_\gamma} \) (eq. 7), we carry a full numerical evaluation of the emissivity \( \frac{d\sigma}{dE_\gamma} \) (eq. 6), while other groups either adopt the parameterization equations of differential cross section \( \frac{d\sigma(E_p, E_\gamma)}{dE_\gamma} \) directly (e.g., Torres 2004; Domingo-Santamaría & Torres 2005), or use GALPROP code to calculate the differential cross section from pp collision (e.g., Lacki et al. 2010), or assume a delta function approximation for pion distribution (Yoast-Hull et al. 2013, 2014, 2015), or directly use the analytical form of the gamma energy distribution given by Kelner et al. (2006) (Eichmann & Becker Tjus 2016). (3) These calculations to various extents present multi-frequency and multi-process models, i.e., radio plus gamma-ray emission, with both leptonic process (synchrotron, bremsstrahlung and inverse Compton) and hadronic process (pion decay) in a more complex and realistic way. This naturally entails more free parameters like the source CR parameters for both electrons and protons, diffusion loss time scale, advection loss timescale, magnetic field, gas density.

Our model by construction is less ambitious than these other studies, but very well-defined with only two parameters \((s, \epsilon_c)\). Our results are, for example, independent of the galaxy’s gas density. Thus our model is targeted to (1) offer a particularly direct and simple means of estimating these fundamental parameters in starburst galaxies, thus measuring their cosmic-ray acceleration properties that can be compared with those in the Milky Way; and (2) place a firm and careful upper limit to the hadronic gamma-ray luminosity of any star-forming galaxy.

For individual starburst galaxies, our model gives good fits to the gamma-ray data in both GeV and TeV range with proper choices of the injected proton index \( s \) and cosmic-ray proton acceleration energy per supernova \( \epsilon_c \), showing the thick-target assumption is a plausible explanation of the observed starburst GeV and TeV emission. Our model shows that the gamma-ray spectrum of thick-target systems shares the same index as the CR “injection” index, instead of the CR propagated index. This contrasts with the “thin-target” situation that should correspond to ordinary star-forming galaxies like Milky Way. Our fit gives the average value of \( s \) in starbursts to be \( \sim 2.3 \), which is consistent with the LAT measurement of Galactic SNRs with an average value of \( s \) to be 2.39 (Acero et al. 2016), implying that cosmic-ray acceleration by supernovae is broadly similar in starburst galaxies and the Milky Way.

The goodness of our fit of starbursts M82, NGC 253, NGC 1068 and NGC 4945 suggest that starburst galaxies are proton calorimeters with calorimetric efficiencies vary from 35 percent to 84 percent. These efficiencies may be different in reality if the actual supernova acceleration of CR rate in starbursts differ from the maximum CR acceleration energy \( \epsilon_{c,\text{max}} \) = 0.3 foe we have adopted; the scaling is simply \( \eta_{\text{cal}} \) = \( \epsilon_{\text{cr}}/\epsilon_{c,\text{max}} \) (eq. 18). For the Circinus galaxy, our model’s gamma-ray luminosity agrees with Hayashida et al. (2013), and is above our limit, as is the ULIRG Arp 220. The gamma excess may be explained in two ways: the galaxy is a full proton calorimeter or proton calorimetry fails for the galaxy, detailed discussions see §3.2. Therefore we conclude that at least for currently observed starbursts, most are nearly or fully proton calorimeters. Others have also addressed the question of proton calorimetry in starbursts. For example, Yoast-Hull et al. (2013, 2014) find M82 and NGC 253 50 percent proton calorimeters, Ackermann et al. (2012) get calorimetric efficiencies of 30 percent – 50 percent for starburst galaxies with SFR \( \sim 10 M_\odot \text{yr}^{-1} \), while Lacki et al. (2010, 2011) conclude that proton calorimetry holds for starburst galaxies with \( \epsilon_{\text{gamma}} > 1 \text{erg cm}^{-2} \) and the calorimetric fraction is 0.2 for NGC 253 and 0.4 for M82. Moreover, Torres (2004), Lacki & Thompson (2013) and Yoast-Hull et al. (2015) conclude that Arp 220 is a hadronic calorimeter or nearly so. Our conclusions are consistent with these.

More data can further test starburst proton calorimetry. There are no published starburst data at energies \( \sim 30-100 \text{ MeV} \); observations in this regime should reveal the characteristic “pion bump.” TeV data for NGC 1068, NGC 4945, Circinus, and Arp 220 is also needed to constrain the choices of parameters (both \( s \) and \( \epsilon_c \)) in our model with smaller uncertainty. If Arp 220 indeed saturates the proton calorimeter limit, it is the best example of a star-forming galaxy as a proton calorimeter, but it lies at the edge of GeV detectability and has no TeV measurements. As discussed in §3.1, VERITAS or H.E.S.S could measure the TeV signals from the starbursts NGC 1068, NGC 4945 and the Circinus galaxy within their sensitivities. Future CTA observations should dramatically improve our understanding of starburst galaxies, and may be able to detect Arp 220 in a long-term dedicated observation.

There still remains space to improve our model. Future work would benefit from better observational determination of galaxy distances, star-formation and supernova rates, and of course well-measured TeV gamma-ray data. The particle experimental data adopted in our model is as old as from 1990s, we would like to call for new measurements of the pion momentum distribution in the \( p - \bar{p} \). These data are important not only for gamma-ray emissions but also for the inelastic losses of CRs. Theoretical work would benefit from additional multi-wavelength constrains on the cosmic-ray electrons (add leptonic process in our model). Finally, if a starburst could be resolved spatially, perhaps in the TeV, this would motivate consideration of the supernova and gas distributions inside a starburst.
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APPENDIX A: ORDER-OF-MAGNITUDE ESTIMATES

An order of magnitude calculation of our model will help to give a sense of the final results and frame key physical issues. We aim to find the calorimetric gamma-ray emission from individual starburst galaxies.

For a starburst galaxy, the injection of cosmic-ray energy rate got from supernovae exploration is:

\[
dE_{cr}/dt = f_{cr}E_{SN}R_{SN} = \epsilon_{cr}R_{SN}
\]

assuming the injected cosmic-ray spectrum is a power law in momentum here, \( q_{sn} = dN_{p}/dE_{p}dt = dq/dp_{p} = Cp_{p}^{-s},dE_{p}/dt = C \int_{p_{min}}^{p_{max}} E_{p}dN_{p}/dt = L_{cr}\)

(Ginzburg & Syrovatskii 1964)

which is fortunate as there is no accurate determination of \( p_{min}\), and most \( L_{cr}\) comes from \( p_{0} \sim m_p\).

Let \( s = 2.2, f_{cr} = 0.1, E_{SN} = 10^{51}\) erg, \( \epsilon_{cr} = 10^{16}\) erg, \( E_{min} = 0.001\) GeV, \( E_{threshold} \) is 0.28 GeV, the estimated gamma-ray flux for a certain starburst galaxy with the distance \( d \) and supernova rate \( R_{SN} \) is \( F_{\gamma} \approx 3.31 \times 10^{30} R_{SN}/d^2\). For the starburst galaxy NGC 253, our order of magnitude estimation gives the flux to be 4.57 \times 10^{-8} \text{cm}^{-2}\text{s}^{-1}\), agrees with Fermi measurement 10.7 \pm 2.1 \times 10^{-8} \text{cm}^{-2}\text{s}^{-1}\ (Hayashida et al. 2013) in an order of magnitude.

APPENDIX B: ENERGY LOSS RATES

The energy losses other than Pionic process in our model are elastic scattering and ionization, they are expressed as follows (Gould 1982; Ginzburg & Syrovatskii 1964):

\[
b_{\text{elastic,}p} \sim 2.44 \times 10^{-16} \frac{n_p}{\text{cm}^{-3} \text{GeV}} E_{p}^{-3/2} \left( \frac{E_{p}}{m_p c^2} \right)^{1/2} \left( 1 + \frac{E_{p}}{2m_p c^2} \right)^{1/2} \frac{E_{p}}{1 + \frac{E_{p}}{m_p c^2}} \text{GeV}^{-1} \text{s}^{-1} \tag{B1}
\]

\[
b_{\text{ionic,}p} \sim 1.83 \times 10^{-17} \left( \frac{n_p + 2n_{H2}}{\text{cm}^{-3}} \right) \frac{c}{v_p} \left( 10.9 + 2 \ln\left( \frac{E_{p}}{m_p c^2} \right) \right) \frac{E_{p}}{1 + \frac{E_{p}}{m_p c^2}} \text{GeV}^{-1} \text{s}^{-1} \tag{B2}
\]

where \( n_p \) and \( n_{H2} + 2n_{H2} \) are the number densities of protons in the ISM, which are equal to \( n_{gas} \). Here, \( E_{p} \) is the total energy of a proton, \( T_p \) denotes kinetic energy of a proton. In GeV energy range, elastic scattering contributes about 50 percent lower than inelastic scattering does to the total energy-loss during CR propagation. Therefore it is necessary to include elastic scattering during the propagation.

At high energy, \( E_{p} \sim T_{p} \): As Fig. B1 shows, for \( T_{p} > 100\) GeV, \( b(T_{p}) \sim E_{p} \), therefore, eq. 5 gives \( \phi_e \sim E_{p}^{-\delta} \) and for high \( T_{e} \), \( \sigma_{e} \sim \langle x_{e} \rangle \) \( \propto \langle q_{e} \rangle \) \( \sim \langle x_{e} \rangle \), and most \( \sigma_{e} \sim \langle x_{e} \rangle \). Thus, the gamma-ray spectrum obtained from our thick-target model has the same spectral index \( s \) as the injected proton’s.

An analytical fit to our self-consistent inelastic energy loss appears is shown in Fig. B1 as the black dotted curve. The fit is good with fractional error less than 2 percent over the Fermi energy range. The fitting function is:

\[
Y = 0.631x^2 + 0.502x - 0.441, \quad x \leq -0.24
\]

\[
-1.66x^2 - 0.605x - 0.575, \quad -0.24 \leq x \leq -0.05
\]

\[
-0.430x - 0.568, \quad -0.05 \leq x \leq 0.6
\]

\[
-0.643x - 0.440, \quad 0.6 \leq x \leq 0.75
\]

\[
-0.157 \ln(x - 0.639) - 1.26, \quad 0.75 \leq x \leq 1.10
\]

\[
-0.677 \ln(x + 0.817) - 0.701, \quad 1.10 \leq x
\]

where \( Y = \log_{10}(b_{\text{elastic}}/(\langle \sigma_{e} \rangle X)) \) with \( x = \log_{10}(T_{p}/1\text{GeV}) \). \( \langle \sigma_{e} \rangle \) \( \text{threshold} = \log_{10}(T_{p}^{min}/1\text{GeV}) \), for \( n_{gas} = 1 \text{ cm}^{-3} \).

Finally, we can use these results to compare collisional timescales to the timescales for other cosmic-ray losses. For a starburst, at GeV energy range, the diffusion timescale is \( \tau_{diff} \sim H^2/2D \sim 5 \times 10^{17} \) yr, where \( H \sim 1\text{ kpc} \) is the
height of the disk, and we use the diffusion coefficient $D \sim 3 \times 10^{23}$ cm$^2$/s for 1 GeV protons in our Galaxy. The advective escape timescale $\tau_{\text{adv}} \sim r_0/v_{\text{wind}} \sim 10^6$ yr is the time for a wind of speed $v_{\text{wind}} \sim 300$ km/s to cross the starburst nucleus region of radius $r_0 \sim 0.3$ kpc (Rephaeli & Persic 2013; Yoast-Hull et al. 2013; Lacki & Thompson 2013). The CR interaction loss timescale is $\tau_{\text{int}} \sim E_\gamma/b \sim 1 \times 10^6$ yr with the atomic hydrogen density of the interstellar medium $n_{\text{H}_2} \sim 500$ cm$^{-3}$, where $b$ is the rate of energy loss (see Fig. B1 for $E_\gamma/b$ value).

**APPENDIX C: CODE DESCRIPTION**

We build a simple code following the calculation in § 2, using the Simpson method for do integration and the relative errors for the integrations set to be $10^{-3}$. Because the model is closed box, we can do conservation check of the code: $N_c = 2N_c = 2N_p/3$ (number conservation), and $L_e = L_\gamma < L_{\text{int}}$ (energy conservation) (Kehner et al. 2006). The code results we get fulfill the conservation check. To reduce the CPU time taken for code running, instead of doing the 3-layer integration, we do the first 2-layer integration first to get the values of $q_\gamma$ vs. $E_\gamma$ and store them as vectors, then doing the third integration to get $q_\gamma$ simply by doing interpolation and extrapolation to the stored values of $q_\gamma$.

---

**APPENDIX D: NUCLEAR ENHANCEMENT FACTOR**

In the thick-target model, the gamma-ray luminosity follows from the production and decay of neutral pions, which are dominantly produced in collisions between cosmic-ray protons and ISM protons. Heavier nuclei in both cosmic rays and the ISM also produce neutral pions. This effect is encoded in a “nuclear enhancement factor” $A$ to be multiplied to the gamma-ray yield assuming cosmic-ray protons on ISM protons only: $dq_{\gamma}^{\text{total}}/dE_\gamma = Adq_{\gamma}^{\text{pp}}/dE_\gamma$.

Assume all cosmic-ray species ($j = p$, He, CNO, NeMgSiS, Fe) have source spectra with the same shape in energy per nucleon $k = E_\gamma/A$, and differ only by cosmic-ray source abundances $y_j^A$:

$$
\frac{dq_j}{dE} = y_j^A \frac{dq_{\gamma}}{dE} \quad .
$$

Thus the cosmic-ray power needed to accelerate species $j$ is

$$
L_{\text{cr},j} = \int dV \int \frac{dq_j}{dE} \, dE = A_j y_j^A \int E_\gamma \frac{dq_j}{dE} = \epsilon_{\text{cr}} R_{\text{Ein}}
$$

and thus the total cosmic-ray source luminosity scales with the proton luminosity as

$$
L_{\text{cr}} = L_{\text{cr},p} \sum_j A_j y_j^A = \epsilon_{\text{cr}} R_{\text{Ein}}
$$

and

$$
q_{\text{cr}} = q_p \sum_j A_j y_j^A.
$$

For a closed-box model, the total flux in species $j$ is

$$
\Phi_j = \frac{v_j}{b_j} \int \frac{dq_j}{dE} \, dE = y_j^A \Phi_p.
$$

For energy losses due to nuclear interactions between CR nuclei $j$ and ISM nuclei $i$, we assume that the cross sections for $j + i \rightarrow n^0 + \cdots$ scale with the $pp \rightarrow \pi^0$ cross sections as $\sigma_{ij}^{\text{inelastic}}/\sigma_{pp}^{\text{inelastic}} = \sigma_{pp}^{\text{elastic}}/\sigma_{pp}^{\text{elastic}} = \sigma_j^A/\sigma_{pp}$. This leads to energy loss rates (per nucleon) for species $j$ of

$$
b_j = b_j^{\text{inelastic}} + b_j^{\text{elastic}} = b_p \sum_i y_i^A \frac{\sigma_i^A}{\sigma_{pp}}
$$

and

$$
b_p = b_p \sum_i y_i^A \frac{\sigma_i^A}{\sigma_{pp}}
$$

where $y_i^\text{ISM} = n_i/n_p$.

The emissivities of pions and gamma-ray induced by CR interactions are

$$
\frac{dq_p^{\pi}}{dE_\gamma} = \int \Phi_j n_i \Phi_i \, \frac{\sigma_{ij}}{\sigma_{pp}} \, \frac{dN}{dE_\pi} \, (\xi, E_\pi)
$$

and

$$
\frac{dq_p^{\gamma}}{dE_\gamma} = 2 \frac{dE_\pi}{dE_\gamma} \, \frac{dq_p^{\pi}}{dE_\gamma} = \int \Phi_j n_i \Phi_i \, \frac{dN}{dE_\pi} \, (\xi, E_\pi) = \int q_p^i
$$

therefore the nuclear enhancement factor $A$ can be expressed as

$$
A = \frac{dq_{\gamma}^{\text{total}}/dE_\gamma}{dq_{\gamma}^{\text{pp}}/dE_\gamma} = \frac{\int q_p^{\pi} \sum_j \frac{dq_j^{\pi}}{dE_\gamma}}{\int q_p^{\pi} \sum_j \frac{dq_j^{\gamma}}{dE_\gamma}}
$$

$$
= \frac{q_p b_p \sum \frac{dq_j^{\pi}}{dE_\gamma}}{q_{\text{cr}} b_p \sum \frac{dq_j^{\gamma}}{dE_\gamma}}.
$$

---

3 As $D \sim E^3$ with $\delta \sim 0.5$, the escape timescale at TeV will be shorter, but most of the CR energy is around 1 GeV, so escape has little affect on the energy loss for the protons of interest to us. We thank the referee for pointing this out.
As discussed in Abbott et al. (1992); Miller et al. (2007), the total multiplicity $R_{jj}$ for making $\pi^0$ through collision of nuclei $i + j$ is almost universal, i.e., $R_{jj}^\pi = \langle \langle \pi^0_{ij} \rangle^{inelastic} \rangle = R_{jj} = \text{constant}$, thus it is safe to assume $\langle \langle \pi^0_{ij} \rangle^{inelastic} \rangle = \frac{\sigma_p}{\sigma_{pp}}$, for all energy per nucleon for CR nuclei $j$ interact with ISM nuclei $i$, then we can get

$$A = \frac{q_i}{\sqrt{\sigma_{pp}}} \sum_j b_{jj}^{cr}$$

$$= \frac{1}{\sigma_{pp}} \sum_j b_{jj}^{cr} = \frac{1}{\langle A \rangle_{cr}} \quad \text{(D11)}$$

Considering the same heavier nuclei components in both CR and ISM as Mori (2009) did, if use the relative abundance of $\text{H} : \text{He} : \text{CNO} : \text{Ne} : \text{Mg} : \text{Si} : \text{S} : \text{Fe} = 1 : 0.153 : 1$ in Meyer (1985), the nuclear enhancement factor is $A = 0.59$.
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