AN APPROXIMATION TO STEADY-STATE OF M/PH/N+M QUEUE AND RELATED ASYMPTOTICS
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Abstract. In this paper, we develop a stochastic algorithm based on Euler-Maruyama scheme to approximate the invariant measure of the limiting multidimensional diffusion of the $M/Ph/n + M$ queue. Specifically, we prove a non-asymptotic error bound between the invariant measures of the approximate model from the algorithm and the limiting diffusion of the queueing model. Our result also provides an approximation to the steady-state of the diffusion-scaled queueing processes in the Halfin-Whitt regime given the well established interchange of limits property. To establish the error bound, we employ the recently developed Stein’s method for multi-dimensional diffusions, in which the regularity of Stein’s equation developed by Gurvich [29] plays a crucial role.

We further prove the central limit theorem (CLT) and the moderate deviation principle (MDP) for the occupation measures of the limiting diffusion of the $M/Ph/n + M$ queue and its Euler-Maruyama scheme. In particular, the variance of the CLT of the limiting queue is determined by using Stein’s equation and Malliavin calculus.
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1. Introduction

A fundamentally important result in heavy-traffic queueing theory is the validity of diffusion approximations, that is, the interchange of limits property. It provides an approximation of the steady state distribution of the queueing processes in a heavy-traffic regime by using the invariant measure of the limiting diffusion. For instance, the interchange of limits results are proved for stochastic networks in [27, 12, 30, 54, 55] and for many-server queues [14, 26, 48, 2]. For some queueing models, the invariant measures of the limiting diffusions can be explicitly characterized [33, 14]. When this is impossible, numerical schemes are often drawn upon to compute the invariant measures, for example, computation of invariant measures of Reflected Brownian motions in [15, 16, 11]. Our paper is of similar flavor as [11] where a Euler scheme approximation is developed for the constrained diffusions arising as scaling limits of stochastic networks.

In this paper, we focus on the $M/\text{Ph}/n + M$ model in the Halfin–Whitt regime. For many-server queues with exponential services, the limiting diffusions of the scaled queueing processes are one-dimensional with a piecewise-linear drift, whose steady state distributions have explicit expression as shown in [10, 14]. However, for many-server queues with phase-type service time distributions, the limiting diffusions are multidimensional with a piecewise-linear drift, as shown in [45, 17]. Although the validity of diffusion approximations is proved for the $M/\text{Ph}/n + M$ queues in [14], the multi-dimensional limiting diffusion does not have an explicit invariant measure [18]. In fact, characterization of multi-dimensional piecewise diffusions has been left as an open problem thus far in [10]. The objective in this paper is to provide an approximation for the invariant measure of the limiting diffusion of the $M/\text{Ph}/n + M$ model, and thus also an approximation for the steady-state of the diffusion-scaled queueing processes in all phases for the model in the Halfin–Whitt regime.

1.1. Summary of results and contributions. The limiting diffusion $(X_t)_{t \geq 0}$ satisfies the following stochastic differential equation (for short, SDE):

$$dX_t = g(X_t)dt + \sigma dB_t$$

(1.1) with $(B_t)_{t \geq 0}$ being a $d$-dimensional standard Brownian motion and

$$g(x) = -\beta p - Rx + (R - \alpha I)p(e'x)^+, \ \forall x \in \mathbb{R}^d.$$ 

Here $y^+ = \max\{0, y\}$ for all $y \in \mathbb{R}$, $\alpha > 0$ is the patience rate, $\beta$ is the slack in the arrival rate relative to a critically loaded system, $p \in \mathbb{R}^d$ is a vector of non-negative entries whose sum is equal to one, $e = (1, 1, \cdots, 1)'$ with $'$ denoting the transpose, $I$ is the identity matrix,

$$R = (I - P')\text{diag}(v), \quad \frac{1}{\zeta} = e'R^{-1}p, \quad \gamma = \zeta R^{-1}p,$$

where $v = (v_1, \cdots, v_d)$ with $v_k$ being the service rate in phase $k$, and $P$ be a sub-stochastic matrix describing the transitions between service phases such that $P_{ii} = 0$ for $i = 1, \cdots, d$, and $I - P$ being invertible ([17, Section 2.2]). Assume that the Ph phase distribution has mean 1, that is, $\zeta = 1$. It is easy to check $e'\gamma = 1$. $\sigma\sigma'$ has the following form:

$$\sigma\sigma' = \text{diag}(p) + \sum_{k=1}^{d} \gamma_k v_k H^{(k)} + (I - P')\text{diag}(v)\text{diag}(\gamma)(I - P),$$

where $\gamma = (\gamma_1, \cdots, \gamma_d)$, $H^{(k)} = (H^{(k)}_{ij})_{1 \leq i, j \leq d} \in \mathbb{R}^{d \times d}$ with $H^{(k)}_{ii} = P_{ki}(1 - P_{ki})$ and $H^{(k)}_{ij} = -P_{ki}P_{kj}$ for $j \neq i$. Throughout this paper, we assume that there exists some constant $c > 0$ such that $\xi'\sigma\xi \geq c\xi'\xi$ for all $\xi \in \mathbb{R}^d$. It is shown in [18, Theorem 3] that
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Furthermore, the deviation principle (for short, MDP) for the long term behavior of \((X_t)_{t \geq 0}\) starting from \(x\) and the solution is nonexplosive from (A.7) below and [40, Theorem 2.1].

The EM scheme that we design to approximate the invariant measure \(\mu\) of \((X_t)_{t \geq 0}\) reads as the following:

\[
\begin{align*}
\tilde{X}_{k+1}^n &= \tilde{X}_k^n + g(\tilde{X}_k^n)\eta + \sqrt{\eta}\sigma_k \xi_{k+1},
\end{align*}
\]

where \(k \in \mathbb{N}_0 \triangleq \mathbb{N} \cup \{0\}\), \(\tilde{X}_0^n\) is the initial value and \(\{\xi_k\}_{k \in \mathbb{N}}\) are the independent standard \(d\)-dimensional Gaussian random variables.

Our first main result is the following theorem about this EM scheme, which provides a non-asymptotic estimate for the error between the ergodic measures of the SDE and its EM scheme.

**Theorem 1.1.** \((\tilde{X}_k^n)_{k \in \mathbb{N}_0}\) defined by (1.2) admits a unique invariant measure \(\tilde{\mu}_\eta\) and is exponentially ergodic. Moreover, the following two statements hold:

(i) There exists some positive constant \(C\), not depending on \(\eta\), such that

\[
d_W(\mu, \tilde{\mu}_\eta) \leq C\eta^{\frac{1}{2}},
\]

where \(d_W\) is the Wasserstein-1 distance, see (1.6) for the definition.

(ii) For any (small) \(\delta > 0\) and taking \(\eta = \delta^2\), we can run the EM algorithm \(N := \mathcal{O}(\delta^{-2}\log \delta^{-1})\) steps so that the law of \(\tilde{X}_N^n\), denoted as \(\mathcal{L}(\tilde{X}_N^n)\), satisfies

\[
d_W(\mathcal{L}(\tilde{X}_N^n), \mu) \leq \delta.
\]

Our second set of main results are the central limit theorem (for short, CLT), the moderate deviation principle (for short, MDP) for the long term behavior of \((X_t)_{t \geq 0}\) and \((\tilde{X}_k^n)_{k \in \mathbb{N}_0}\).

For any \(x \in \mathbb{R}^d\) and \(T > 0\), the empirical measure \(\mathcal{E}_T^x\) of \((X_t^x)_{t \geq 0}\) is defined by

\[
\mathcal{E}_T^x(A) = \frac{1}{T} \int_0^T \delta_{X_t^x}(A)ds, \quad A \in \mathcal{B}(\mathbb{R}^d),
\]

where \(\mathcal{B}(\mathbb{R}^d)\) is the collection of Borel sets on \(\mathbb{R}^d\), \(\delta_y(\cdot)\) is a delta measure, that is, \(\delta_y(A) = 1\) if \(y \in A\) and \(\delta_y(A) = 0\) if \(y \notin A\). It is easy to check that for any measurable function \(h : \mathbb{R}^d \to \mathbb{R}\),

\[
\mathcal{E}_T^x(h) = \frac{1}{T} \int_0^T h(X_t^x)ds.
\]

For any \(x \in \mathbb{R}^d\) and \(n \in \mathbb{N}\), the empirical measure \(\mathcal{E}_n^{x,x}\) of \((\tilde{X}_k^n)_{k \in \mathbb{N}_0}\) is defined by

\[
\mathcal{E}_n^{x,x}(A) = \frac{1}{n} \sum_{k=1}^n \delta_{\tilde{X}_k^n}(A), \quad A \in \mathcal{B}(\mathbb{R}^d).
\]

It is easy to check that for any measurable function \(h : \mathbb{R}^d \to \mathbb{R}\),

\[
\mathcal{E}_n^{x,x}(h) = \frac{1}{n} \sum_{k=1}^n h(\tilde{X}_k^n).
\]

**Theorem 1.2 (CLT).** For any \(h \in \mathcal{B}_b(\mathbb{R}^d, \mathbb{R})\) and \(x \in \mathbb{R}^d\), \(\sqrt{t} \left[ \mathcal{E}_t^x(h) - \mu(h) \right]\) weakly converges to \(N(0, \mu(|\sigma' \nabla f|^2))\) as \(t \to \infty\), where \(f\) is the solution to the Stein’s equation (2.4). Furthermore, \(\mu(|\sigma' \nabla f|^2) \leq C\|h\|_\infty^2 < \infty\) for some \(C > 0\).

**Theorem 1.3 (MDP).** For any \(h \in \mathcal{B}_b(\mathbb{R}^d, \mathbb{R})\), \(x \in \mathbb{R}^d\) and measurable set \(A \subset \mathbb{R}\), one has

\[
- \inf_{\varepsilon \in \mathcal{A}^0} \frac{z^2}{2\mu(|\sigma' \nabla f|^2)} \leq \liminf_{t \to \infty} \frac{1}{at} \log \mathbb{P} \left( \frac{\sqrt{t}}{at} \left[ \mathcal{E}_t^x(h) - \mu(h) \right] \in A \right)
\]
Theorem 1.4 (CLT). For any $h$ satisfying $|h| \leq V^\ell$ with some integer $\ell$ and $V$ be in (A.4) and for any initial distribution, $\sqrt{n}[\mathcal{E}_{n}^{h}(h) - \bar{\mu}_{\eta}(h)]$ weakly converges to $\mathcal{N}(0, \sigma_{h}^2)$ as $n \to \infty$, where

$$\sigma_{h}^2 = \text{var}_{\bar{\mu}_{\eta}}[h(\bar{X}_{0}^{n})] + 2 \sum_{i=1}^{\infty} \text{cov}_{\bar{\mu}_{\eta}}[h(\bar{X}_{0}^{n}), h(\bar{X}_{i}^{n})].$$

Theorem 1.5 (MDP). For any $h \in B_{b}(\mathbb{R}^d, \mathbb{R})$, $x \in \mathbb{R}^d$ and measurable set $A \subset \mathbb{R}$, one has

$$-\inf_{z \in A^o} \frac{z^2}{2V(h)} \leq \limsup_{n \to \infty} \frac{1}{\sigma_{h}^2} \log \mathbb{P} \left( \frac{\sqrt{n}}{\sigma_{h}} [\mathcal{E}_{n}^{h}(h) - \bar{\mu}_{\eta}(h)] \in A \right) \leq \limsup_{n \to \infty} \frac{1}{\sigma_{h}^2} \log \mathbb{P} \left( \frac{\sqrt{n}}{\sigma_{h}} [\mathcal{E}_{n}^{h}(h) - \bar{\mu}_{\eta}(h)] \in A \right) \leq -\inf_{z \in A} \frac{z^2}{2V(h)},$$

where $A$ and $A^o$ are the closure and interior of set $A$, respectively, and $a_n$ satisfies $a_n \to \infty$ and $\frac{a_n}{\sqrt{n}} \to 0$ as $n \to \infty$ and

$$\mathcal{V}(h) = \langle (h - \bar{\mu}_{\eta}(h))^2 \rangle_{\bar{\mu}_{\eta}} + 2 \sum_{k=1}^{\infty} \langle \mathcal{P}_{\eta}^{k} h, h - \bar{\mu}_{\eta}(h) \rangle_{\bar{\mu}_{\eta}}.$$

Remark 1.6. We shall see below that Stein’s equation will play an important role in proving Theorems 1.1, 1.2 and 1.3. As $\eta \to 0$ and $n\eta \to \infty$, we expect that the CLT in Theorem 1.4 holds with the variance $\sigma_{h}^2$ replaced with $\mu([\sigma' \nabla f]^2)$, however, the issue of exchanging limits of $\eta$ and $n$ seems very hard. When $h \in C^2_b(\mathbb{R}^d, \mathbb{R})$ and $g$ is second order differentiable and strongly dissipative, [37] gives a proof of this conjecture.

1.2. Related works. Our paper is relevant to the following four streams of works in the literature.

(a) Steady state analysis of many-server queues. A few significant results have been obtained for understanding the steady-state of many-server queues, see, e.g., [4, 2, 3, 25, 24, 1, 29, 6, 8] and references therein. The most relevant to us is the recent development using Stein’s method to analyze the steady state of queueing processes via diffusion approximations. Gurvich [29] provides a framework of analyzing the steady states via direct diffusion approximations (rather than diffusion limits) for a family of continuous-time exponentially ergodic Markov processes with state spaces, in particular, the gap between the steady-state moments of the diffusion models and those of the Markov processes is characterized. This result can be applied to Markovian many-server queueing systems. Braverman et al. [8] introduced the Stein’s method framework formally, proving Wasserstein and Kolmogorov distances between the steady-state distributions of the queueing processes and approximate diffusion models, and applied to the classical Erlang A and C models, where the bound is characterized by the system size. Braverman and Dai [6] then extended this approach for the $M/Ph/n + M$ queues. Braverman et al. [7] recently studied high order steady-state approximations of 1-dimensional Markov chains and applied to Erlang C models. As discussed before, invariant measure of the diffusion limit of the $M/Ph/n + M$ queues lacks an explicit expression and is difficult to compute directly. In this work, we provide a stochastic algorithm to compute the invariant measures for an approximate diffusion model of the
$M/Ph/n + M$ queue. Unlike the work [6], our work characterizes the non-asymptotic error bound in terms of the step size in the algorithm.

It is worth noting that for models with the one-dimensional diffusion approximations, since the invariant measure has an explicit density, when studying steady state approximation problem by Stein’s method, one can explicitly solve Stein’s equation and obtain the desired regularity properties easily. That is very similar to the one dimensional normal approximation case. It is well known that the generalization of Stein’s method from one to multi-dimensional approximations is highly nontrivial [13, 46]. Our problem is a multi-dimensional diffusion approximation.

(b) Error estimates of EM schemes for diffusions. Let us recall the results concerning the error estimates between the ergodic measures of SDEs and their EM scheme. For the ease of stating and comparing the results in the literatures below, we denote in this subsection by $(Y_t)_{t \geq 0}$ and $(\tilde{Y}_n)_{n \in \mathbb{N}_0}$ the stochastic processes associated to SDEs and their EM scheme respectively, and by $\pi_{sde}$ and $\pi_{em}$ their ergodic measures respectively.

There have been many results concerning the error estimates between the ergodic measures of $(Y_t)_{t \geq 0}$ and $(\tilde{Y}_n)_{n \in \mathbb{N}_0}$, see for instance [9, 11, 5, 21, 20, 35, 36, 41, 42, 49], but most of them are asymptotic type. For asymptotic results, we recall those in the literatures [28, 41, 42, 11] whose settings are close to ours. [28, 41, 42] considered an empirical measure $\Pi^n_{em}$ of a class of SDEs driven by multiplicative Lévy noises, showing that $\sqrt{n} (\Pi^n_{em}(f) - \pi_{sde}(f))$ converges to a normal distribution as $n \to \infty$ for $f$ in a certain high order differentiable function family ($\Gamma_n$ has the same order as $n$), while a similar type CLT was obtained in [11] for a reflected SDE driven arising in queue systems. All these works need strong dissipation and high order differentiability conditions on the drift of SDEs, which do not hold in our queue systems.

Among the few non-asymptotic results, the works in [9, 21, 20], arising from the Langevin dynamics sampling, are probably most close to ours. Due to the distribution sampling motivation, their SDEs are gradient systems, i.e., the drift is the gradient of a potential $U$, thus analysis tools such as concentration inequalities are available. Under certain conditions on the drift, they proved non-asymptotic bounds for total variation or Wasserstein-2 distance between $\pi_{sde}$ and $\pi_{em}$, their analysis heavily depends on the gradient form of the drift, and is not easily seen to be extended to a non-gradient system. Our SDE is not a gradient system in that its drift $g(x)$ can not be represented as a gradient of a potential, what is worse is that $g(x)$ is even not differentiable.

[5, 49] gave non-asymptotic results for the difference between the law of $\tilde{Y}_n$ and $\pi_{sde}$ for large $n$. Most of these works need strong dissipation and high order differentiability assumptions on the drift of SDE, and their estimates are in the form $|\mathbb{E} h(\tilde{Y}_n) - \pi_{sde}(h)|$ or $\frac{1}{n} \sum_{i=1}^n h(\tilde{Y}_i) - \pi_{sde}(h)$ for $h$ in a certain high order differentiable function family, from which one usually cannot derive a bound between the law of $\tilde{Y}_n$ and $\pi_{sde}$ in a Wasserstein type distance.

(c) CLT and MDP with respect to ergodic measures. [18] proved that SDE (1.1) is exponentially ergodic with ergodic measure $\mu$. Inspired by the work [53, 51], we will establish the CLT and MDP with respect to $\mu$, in which the related variance can be determined by solving Stein’s equation. Because the test functions $h$ in Eq. (2.4) are in $B_b(\mathbb{R}^d, \mathbb{R})$, we need to apply Malliavin calculus to study the regularity of the solution. We also prove the CLT and MDP of the EM scheme, there exist very few results for studying CLT and MDP of EM scheme, see [23, 37].

1.3. Organization of the paper. In the remainder of this section, we introduce notations which will be frequently used. Sections 3, 5 and 6 give the proofs of our main results, in
which several auxiliary propositions will be proved in Appendix A. In Section 2, we introduce two Stein’s equations with different test functions \( h \), and use the Malliavin calculus to get the regularity for solution when \( h \in \mathcal{B}_b(\mathbb{R}^d, \mathbb{R}) \). The moment estimate for a weighted occupation time are in Section 4. Some proofs for auxiliary lemmas are in Appendix B.

1.4. Notations. Let \( \mathbb{R} \) and \( \mathbb{C} \) be real numbers and complex numbers respectively. The Euclidean metric is denoted by \( | \cdot | \). For matrixes \( A = (A_{ij})_{d \times d} \) and \( B = (B_{ij})_{d \times d} \), denote \( \langle A, B \rangle_{\text{HS}} = \sum_{i,j=1}^d A_{ij} B_{ij} \) and Hilbert Schmidt norm is \( \| A \|_{\text{HS}} = \sqrt{\sum_{i,j=1}^d A_{ij}^2} \) and operator norm is \( \| A \|_{\text{op}} = \sup_{\| u \|_1 = 1} | A u | \). We write a symmetric matrix \( A > 0 (A < 0) \) if \( A \) is a positive (negative) definite matrix, and write \( A \geq 0 (A \leq 0) \) if \( A \) is a positive (negative) semi definite matrix. \( \langle \cdot, \cdot \rangle \) means the inner product, that is, \( \langle x, y \rangle = x^t y \) for \( x, y \in \mathbb{R}^d \). \( \otimes \) is the outer product, that is, for vector \( u = (u_1, \ldots, u_d) \) and matrix \( A = (A_{ij})_{d \times d} \), then \( (u \otimes A)_{ijk} = u_i A_{jk} \) for \( 1 \leq i, j, k \leq d \).

\( C^k(\mathbb{R}^d, \mathbb{R}_+) \) means \( \mathbb{R}_+ \)-valued \( k \)-times continuous derivatives functions defined on \( \mathbb{R}^d \) with \( k \in \mathbb{N} \) and \( \mathbb{R}_+ = [0, \infty) \). \( C_b(\mathbb{R}^d, \mathbb{R}) \) is \( \mathbb{R} \)-valued continuous bounded functions defined on \( \mathbb{R}^d \). \( \mathcal{B}_b(\mathbb{R}^d, \mathbb{R}) \) means \( \mathbb{R} \)-valued Borel bounded measurable functions defined on \( \mathbb{R}^d \).

Denote \( \| f \|_{C^k} = \text{ess sup}_{x \in \mathbb{R}^d} \| f(x) \| \) for \( f \in C_b(\mathbb{R}^d, \mathbb{R}) \). For \( f \in C^2(\mathbb{R}^d, \mathbb{R}) \), denote \( \nabla f = (\partial_1 f, \partial_2 f, \cdots, \partial_d f) \in \mathbb{R}^d \) and \( \nabla^2 f = (\partial_{ij} f)_{1 \leq i,j \leq d} \in \mathbb{R}^{d \times d} \) the gradient and Hessian matrix for function \( f \). For \( f \in C^1(\mathbb{R}^d, \mathbb{R}) \) and \( u, x \in \mathbb{R}^d \), the directional derivative \( \nabla_u f(x) \) is defined by

\[
\nabla_u f(x) = \lim_{\varepsilon_1 \to 0} \frac{f(x + \varepsilon_1 u) - f(x)}{\varepsilon_1}.
\]

We know \( \nabla f(x) \in \mathbb{R}^d \) for each \( x \in \mathbb{R}^d \) and \( \nabla_u f(x) = \langle \nabla f(x), u \rangle \). For \( f \in C^2(\mathbb{R}^d, \mathbb{R}) \), \( f \) and \( \tilde{f} \) are the first and second derivatives of function \( f \) respectively. For any probability measure \( \nu \), denote \( \nu(f) = \int f(x) \nu(dx) \).

\( B(y, r) \) means the ball in \( \mathbb{R}^d \) with centre \( y \in \mathbb{R}^d \) and radius \( r > 0 \), that is, \( B(y, r) = \{ z \in \mathbb{R}^d : |z - y| \leq r \} \).

\( \mathcal{N}(a, A) \) with \( a \in \mathbb{R}^d \) and \( A \in \mathbb{R}^{d \times d} \) denotes Gaussian distribution with mean \( a \) and covariance matrix \( A \).

A sequence of random variables \( \{ Y_n, n \geq 1 \} \) is said to converge weakly or converge in distribution to a limit \( Y_\infty \), that is, \( Y_n \Rightarrow Y_\infty \) if \( \lim_{n \to \infty} \mathbb{E} f(Y_n) = \mathbb{E} f(Y_\infty) \) for all bounded continuous function \( f \). In addition, \( Y_n \overset{d}{\to} Y_\infty \) means convergence in probability, namely, \( \lim_{n \to \infty} \mathbb{P} ( |Y_n - Y_\infty| > \delta ) = 0 \) for all \( \delta > 0 \). \( Y_n \overset{L^p}{\to} Y_\infty \) means the \( L^p \) convergence, that is, \( \lim_{n \to \infty} \mathbb{E} |Y_n - Y_\infty|^p = 0 \).

Denote \( X_t^x \) the process \( X_t \) given \( X_0 = x \). Denote by \( P_t(x, \cdot) \) the transition probability of \( X_t \) given \( X_0 = x \). Then the associated Markov semigroup \( \{ P_t \}_{t \geq 0} \) is given by, for all \( x \in \mathbb{R}^d \) and \( f \in \mathcal{B}_b(\mathbb{R}^d, \mathbb{R}) \)

\[
P_t f(x) = \mathbb{E} f(X_t^x) = \int_{\mathbb{R}^d} f(y) P_t(x, dy), \quad \forall t \geq 0.
\]

The generator \( A \) of \( \{ X_t \}_{t \geq 0} \) is given by, for \( y \in \mathbb{R}^d \),

\[
\mathbb{E} : A
\]

\[
Af(y) = \langle \nabla f(y), g(y) \rangle + \frac{1}{2} \langle \sigma \sigma', \nabla^2 f(y) \rangle_{\text{HS}}, \quad f \in \mathcal{D}(A),
\]

where \( \mathcal{D}(A) \) is the domain of \( A \), whose exact form is determined by the function space where the semigroup \( \{ P_t \}_{t \geq 0} \) is located.

As \( X_n^x = x \), we denote \( X_k^n \) for the \( k \)-th step iterative. Denote by \( \mathcal{P}_n(x, \cdot) \) the one step transition probability for the Markov chain \( \{ \mathcal{X}_k^n \}_{k \in \mathbb{N}_0} \) with \( \mathcal{X}_0^n = x \), that is, for \( f \in \mathcal{D}(A) \),
\( \mathcal{B}_b(\mathbb{R}^d, \mathbb{R}) \) and \( x \in \mathbb{R}^d \), one has

\[
\mathcal{P}_\xi f(x) = \int_{\mathbb{R}^d} f(y) \mathcal{P}_\xi(x, dy),
\]

and denote \( \mathcal{P}_\xi^k = \mathcal{P}_\xi \circ \mathcal{P}_\xi^{k-1} \) for integers \( k \geq 2 \).

We denote by \( \mathbb{E}^\nu \) the conditional expectation given that \( X_0 \) has a distribution \( \mu \). If \( \mu = \delta_x \), we write \( \mathbb{E}^x = \mathbb{E}^{\delta_x} \). \( \text{var}_\mu(\cdot) \), \( \text{cov}_\mu[\cdot, \cdot] \) and \( (\cdot, \cdot)_\mu \) mean the expectations are respected to \( \mathbb{E}^\nu \), that is, \( \text{var}_\mu(A) = \mathbb{E}^\nu[|A - \mathbb{E}^\nu(A)|^2] \), \( \text{cov}_\mu[A, B] = \mathbb{E}^\nu[|A - \mathbb{E}^\nu(A)| \cdot |B - \mathbb{E}^\nu(B)|] \) and \( (A, B)_\mu = \mathbb{E}^\nu[(A, B)] \). \( \mathbb{E}_\mathbb{P} \) and \( \mathbb{E}_\mathbb{Q} \) mean expectations under probability spaces \( \mathbb{P} \) and \( \mathbb{Q} \) respectively.

Recall that the following measure distances.

The Wasserstein-1 distance between two probability measures \( \mu_1 \) and \( \mu_2 \) is defined as ([32, p. 2056])

\[
d_W(\mu_1, \mu_2) = \sup_{h \in \text{Lip}(1)} \left\{ \int h(x) \mu_1(dx) - \int h(x) \mu_2(dx) \right\},
\]

where \( \text{Lip}(1) \) is the set of Lipschitz function with Lipschitz constant 1, that is, \( \text{Lip}(1) = \{ h : |h(x) - h(y)| \leq |x - y| \text{ for all } x, y \in \mathbb{R}^d \} \), and \( \text{Lip}_0(1) = \{ h \in \text{Lip}(1) : h(0) = 0 \} \).

The total variation distance ([31, p. 57]) between two measures \( \mu_1, \mu_2 \) is defined by

\[
\|\mu_1 - \mu_2\|_\text{TV} = \sup_{h \in \mathcal{B}_b(\mathbb{R}^d, \mathbb{R}), \|h\|_\infty \leq 1} \left\{ \int_{\mathbb{R}^d} h(x) \mu_1(dx) - \int_{\mathbb{R}^d} h(x) \mu_2(dx) \right\}.
\]

Let \( V : \mathbb{R}^d \to \mathbb{R}_+ \) be a measurable function, define a weighted supremum norm on measurable functions ([31, p. 57]) by

\[
\|\varphi\|_V = \sup_{x \in \mathbb{R}^d} \frac{|\varphi(x)|}{1 + V(x)},
\]

as well as the dual norm of measures by

\[
\|\mu_1 - \mu_2\|_{\text{TV}, V} = \sup \left\{ \int \varphi(x) \mu_1(dx) - \int \varphi(x) \mu_2(dx) : \|\varphi\|_V \leq 1 \right\}.
\]

An alternative expression for the weighted total variation norm is given by

\[
\|\mu_1 - \mu_2\|_{\text{TV}, V} = \int_{\mathbb{R}^d} (1 + V(x)) |\mu_1 - \mu_2|(dx),
\]

where \( \mu_1 - \mu_2 \) is a signed measure and \( |\mu_1 - \mu_2| \) is the absolute value of \( \mu_1 - \mu_2 \). Under \( V \geq 0 \), one has the relation \( \|\mu_1 - \mu_2\|_{TV} \leq \|\mu_1 - \mu_2\|_{TV, V} \). If \( 1 + V(x) \geq 1 + c|x|^2 \geq c'|x| \) for some constants \( c, c' > 0 \), it follows from (1.6) and (1.7) that there exists a constant \( C' > 0 \) such that

\[
d_W(\mu_1, \mu_2) \leq C\|\mu_1 - \mu_2\|_{TV, V}.
\]

Let \( P_t^X \) be the dual operator of \( P_t \) for all \( t \geq 0 \), that is, for some measurable set \( A \) and measure \( \mu_1 \), one has

\[
(P_t^X \mu_1)(A) = \int_{\mathbb{R}^d} P_t(x, A) \mu_1(dx).
\]
We use the letter $C$ to represent a positive constant, which may be different from line to line. Denote
\begin{align}
C_{\text{op}} &= \|R\|_{\text{op}} + \|(R - \alpha I)pe'\|_{\text{op}}, \\
\tilde{C}_{\text{op}} &= C_{\text{op}} + \|\sigma'\|_{\text{HS}} + 1 + \|R - \alpha I\|_{\text{op}} + |\beta|, \\
C_m &= 2m^2\tilde{C}_{\text{op}} \text{ for integers } m \geq 2.
\end{align}

2. Stein’s equations and Malliavin calculus

We introduce in this section two Stein’s equations, one for proving Theorem 1.1 and the other for proving Theorems 1.2 and 1.3. The regularity of the first equation has been established by Gurvich [29, Theorem 4.1] (see also [6, Lemma 1]), while that of the second equation will be established by Malliavin calculus because test functions $h$ are in $B_b(\mathbb{R}^d, \mathbb{R})$ instead of being Lipschitz. A weighted occupation time $L_t^{g,x}$ captures the non-differentiability of $g$ at zero when applying Malliavin calculus.

2.1. Stein’s equation I. We consider the following Stein’s equation: for a Lipschitz function $h : \mathbb{R}^d \to \mathbb{R}$ with $\|\nabla h\|_\infty < \infty$,
\begin{equation}
\mathcal{A} f(x) = h(x) - \mu(h),
\end{equation}
where $\mathcal{A}$ is defined as in (1.5), and $\mu$ is the invariant measure for the process $(X_t)_{t \geq 0}$ in (1.1) with semigroup $(P_t)_{t \geq 0}$. Without of loss generality, we assume that $h \in \text{Lip}_0(1)$. Then we can get the regularity for the solution to Stein’s equation (2.1) from Gurvich [29, Theorem 4.1] (see also [6, Lemma 1]).

**Lemma 2.1.** For $f$ in (2.1), there exists some positive constant $C$ such that
\begin{align}
|f(x)| &\leq C(1 + |x|), \\
|\partial_i f(x)| &\leq C(1 + |x|^2), \\
|\partial_{ij} f(x)| &\leq C(1 + |x|^3),
\end{align}
where $\nabla f = (\partial_1 f, \partial_2 f, \ldots, \partial_d f) \in \mathbb{R}^d$ and $\nabla^2 f = (\partial_{ij} f)_{1 \leq i, j \leq d} \in \mathbb{R}^{d \times d}$ are the gradient and Hessian matrix for $f$, respectively.

2.2. Stein’s equation II. We consider the following Stein’s equation: for $h \in B_b(\mathbb{R}^d, \mathbb{R})$
\begin{equation}
\mathcal{A} f(x) = h(x) - \mu(h),
\end{equation}
where $\mathcal{A}$ is defined as in (1.5), and $\mu$ is the invariant measure for the process $(X_t)_{t \geq 0}$ in (1.1) with semigroup $(P_t)_{t \geq 0}$.

**Lemma 2.2.** For function $h \in B_b(\mathbb{R}^d, \mathbb{R})$, one has
(i) A solution to (2.4) is given by
\begin{equation}
f(x) = -\int_0^\infty P_t[h(x) - \mu(h)]dt.
\end{equation}
(ii) The solution to (2.4) is also given by
\begin{equation}
f(x) = \int_0^\infty e^{-\lambda t} P_t[\lambda f(x) - h(x) + \mu(h)]dt, \quad \forall \lambda > 0.
\end{equation}
Lemma 2.3. Let \( h \in B_b(\mathbb{R}^d, \mathbb{R}) \) and \( f \) be the solution to the Stein’s equation (2.4). There exists some positive constant \( C \) such that
\[
|f(x)| \leq C\|h\|_{\infty}(1 + |x|^2),
\[
|\nabla f(x)| \leq C\|h\|_{\infty}(1 + |x|^2).
\]

We shall use the Malliavin calculus to get the regularity in Lemma 2.3 for \( h \in B_b(\mathbb{R}^d, \mathbb{R}) \). Since \( g(x) \) is not differentiable, we consider an approximation of SDE (1.1):
\[
dX_t^\varepsilon = g_\varepsilon(X_t^\varepsilon)dt + \sigma dB_t,
\]
where
\[
g_\varepsilon(x) = -\beta p - Rx + \rho_\varepsilon(e^\varepsilon x)(R - \alpha I)p,
\]
and \( \rho_\varepsilon \) is defined as below: for \( 0 < \varepsilon < 1 \),
\[
\rho_\varepsilon(y) = \begin{cases} 
0, & y < -\varepsilon, \\
y, & -\varepsilon \leq y \leq \varepsilon, \\
\frac{\varepsilon}{16} - \frac{1}{16\varepsilon} y^4 + \frac{3}{8\varepsilon} y^2 + \frac{1}{2} y, & |y| \geq \varepsilon.
\end{cases}
\]

It is easy to check that \( \|\rho_\varepsilon\|_{\infty} \leq 1 \) and that
\[
\begin{align*}
\nabla g_\varepsilon(x) &= -R + \rho_\varepsilon(e^\varepsilon x)(R - \alpha I)p', \\
\nabla^2 g_\varepsilon(x) &= \rho_\varepsilon(e^\varepsilon x)e \otimes (R - \alpha I)p'.
\end{align*}
\]

Moreover, we can see that \( \lim_{\varepsilon \to 0} g_\varepsilon(x) = g(x) \) for all \( x \in \mathbb{R}^d \) and
\[
\lim_{\varepsilon \to 0} \nabla g_\varepsilon(x) = \begin{cases} 
-R + (R - \alpha I)p', & e^\varepsilon x > 0, \\
-R, & e^\varepsilon x < 0, \\
-R + \frac{1}{2}(R - \alpha I)p', & e^\varepsilon x = 0.
\end{cases}
\]

Lemma 2.4. For all \( x \in \mathbb{R}^d, t \geq 0 \) and integers \( m \geq 2 \), we have
\[
\mathbb{E}|X_t^{\varepsilon,x}|^m, \mathbb{E}|X_t^x|^m \leq e^{C_m t}(|x|^m + 1),
\]
where \( C_m \) is in (1.11). Moreover, we have as \( \varepsilon \to 0 \),
\[
\mathbb{E}|X_t^{\varepsilon,x} - X_t^x|^m \to 0, \quad t \geq 0.
\]

We consider the derivative of \( X_t^{\varepsilon,x} \) with respect to initial value \( x \), which is called the Jacobi flow. Let \( u \in \mathbb{R}^d \) and the Jacobi flow \( J_t^{\varepsilon,x} \) along the direction \( u \) is defined as
\[
\nabla_u X_t^{\varepsilon,x} = \lim_{\varepsilon_1 \to 0} \frac{X_{t,x + \varepsilon_1 u} - X_t^{\varepsilon,x}}{\varepsilon_1}, \quad t \geq 0.
\]

The above limit exists and satisfies
\[
\frac{d}{dt} \nabla_u X_t^{\varepsilon,x} = \nabla g_\varepsilon(X_t^{\varepsilon,x}) \nabla_u X_t^{\varepsilon,x}, \quad \nabla_u X_0^{\varepsilon,x} = u.
\]

Define
\[
J_{s,t}^{\varepsilon,x} := \exp \left( \int_s^t \nabla g_\varepsilon(X_r^{\varepsilon,x}) dr \right), \quad 0 \leq s \leq t < \infty.
\]

It is called the Jacobian between \( s \) and \( t \). For notational simplicity, denote \( J_t^{\varepsilon,x} = J_{0,t}^{\varepsilon,x} \). Then we have
\[
\nabla_u X_t^{\varepsilon,x} = J_t^{\varepsilon,x} u.
\]
Define
\[ \nabla g(x) := -R + 1_{\{e^t x > 0\}}(R - \alpha t)e^t. \]

It is easy to see that \( \lim_{x \to 0} \nabla g(x) = \nabla g(x) \) for all \( e^t x \neq 0 \). Because \( g(x) \) is not differentiable for \( e^t x = 0 \), it is necessary for us to define the above \( g(x) \) which takes the same value as \( \nabla g(x) \) for \( e^t x \neq 0 \) and has a definition on \( e^t x = 0 \). Define
\[ J_{s,t}^{e,x} := \exp \left( \int_s^t \nabla g(X_r^x) dr \right), \quad x \in \mathbb{R}^d, \ 0 \leq s \leq t < \infty. \]

Then we have the following lemma.

**Lemma 2.5.** For any \( x \in \mathbb{R}^d \), as \( \varepsilon \to 0 \), the following relation holds
\[ \| J_{s,t}^{e,x} - J_{s,t}^x \|_{\text{op}} \to 0, \quad 0 \leq s \leq t < \infty, \quad \text{a.s.} \]

Now we give estimates for \( \| J_{s,t}^{e,x} \|_{\text{op}} \) and \( \| J_{s,t}^x \|_{\text{op}} \). By (2.7), we can easily see that
\[ \| \nabla g_{e}(x) \|_{\text{op}} \leq \| R \|_{\text{op}} + \| (R - \alpha t)e^t \|_{\text{op}} = C_0, \]
from which we obtain
\[ \| J_{s,t}^{e,x} \|_{\text{op}} \leq \exp \left( \int_s^t \| \nabla g_{e}(X_r^{e,x}) \|_{\text{op}} dr \right) \leq e^{C_0(t-s)}. \]

So for all \( 0 \leq s \leq t < \infty \), we have
\[ \| J_{s,t}^{e,x} \|_{\text{op}} \leq e^{C_0(t-s)}, \]
where the bound of \( \| J_{s,t}^x \|_{\text{op}} \) comes from the same argument since the bound in (2.11) also holds for \( \nabla g(x) \). Observe that the above estimates immediately result that for \( u \in \mathbb{R}^d \),
\[ |\nabla u X_t^{e,x}|, |\nabla u X_t^x| \leq e^{C_0t}|u|. \]

2.3. **Bismut’s formula of Malliavin calculus for SDE (2.6).** Let \( v \in L^2_{\text{loc}}([0, \infty) \times (\Omega, \mathcal{F}, \mathbb{P}), \mathbb{R}^d) \), that is, \( \mathbb{E} \int_0^t |v(s)|^2 ds < \infty \) for all \( t > 0 \). Assume that \( v \) is adapted to the filtration \( (\mathcal{F}_t)_{t \geq 0} \) with \( \mathcal{F}_t = \sigma(B_s : 0 \leq s \leq t) \), that is, \( v(t) \) is \( \mathcal{F}_t \) measurable for \( t \geq 0 \). Define
\[ \mathbb{V}(t) = \int_0^t v(s) ds, \quad t \geq 0. \]

For \( t > 0 \), let \( F_t : C([0, t], \mathbb{R}^d) \to \mathbb{R}^d \) be a \( \mathcal{F}_t \) measurable map. If the following limit exists
\[ D_\mathbb{V} F_t(B) = \lim_{\varepsilon_1 \to 0} \frac{F_t(B + \varepsilon_1 \mathbb{V}) - F_t(B)}{\varepsilon_1} \]
in \( L^2((\Omega, \mathcal{F}, \mathbb{P}), \mathbb{R}^d) \), then \( F_t(B) \) is said to be Malliavin differentiable and \( D_\mathbb{V} F_t(B) \) is called the Malliavin derivative of \( F_t(B) \) in the direction \( \mathbb{V} \).

**Bismut’s formula.** For Malliavin differentiable \( F_t(B) \) such that \( F_t(B), D_\mathbb{V} F_t(B) \in L^2((\Omega, \mathcal{F}, \mathbb{P}), \mathbb{R}^d) \), we have
\[ \mathbb{E}[D_\mathbb{V} F_t(B)] = \mathbb{E} \left[ F_t(B) \int_0^t \langle v(s), dB_s \rangle \right]. \]

The following Malliavin derivative of \( X_t^{e,x} \) along the direction \( \mathbb{V} \) exists in \( L^2((\Omega, \mathcal{F}, \mathbb{P}), \mathbb{R}^d) \) and is defined by
\[ D_\mathbb{V} X_t^{e,x} = \lim_{\varepsilon_1 \to 0} \frac{X_t^{e,x}(B + \varepsilon_1 \mathbb{V}) - X_t^{e,x}(B)}{\varepsilon_1}. \]
It satisfies the following equation
\[
D_y X_t^{x,x} = \sigma V(t) + \int_0^t \nabla g_e(X_s^{x,x}) D_y X_s^{x,x} \, ds, \quad D_y X_0^{x,x} = 0,
\]
which is solved by
\[
D_y X_t^{x,x} = \int_0^t J_{r,t}^{x,x} \sigma v(r) \, dr.
\]
Taking \( v(r) = \frac{x-1}{t} J_{r,t}^{x,x} u \) for \( 0 \leq r \leq t \), by (2.10), we get
\[ e:DVNu \]
(2.16) \[
D_y X_t^{x,x} = \nabla_u X_t^{x,x}.
\]
With the same \( v \), a similar straightforward calculation gives that
\[
D_y X_s^{x,x} = \frac{s}{t} \nabla_u X_s^{x,x}, \quad 0 \leq s \leq t.
\]
For further use, for \( x, u \in \mathbb{R}^d \), we define
\[
\mathcal{I}_u^{x,x}(t) := \frac{1}{t} \int_0^t (\sigma^{-1} J_{r,t}^{x,x} u, dB_r) \quad \text{and} \quad \mathcal{I}_u^{x}(t) := \frac{1}{t} \int_0^t (\sigma^{-1} J_{r}^{x} u, dB_r).
\]
Now we are at the position to state the following lemmas.

**Lemma 2.6.** For all \( x, u \in \mathbb{R}^d, m \geq 2 \) and \( t > 0 \), we have
\[ e:EuexEst \]
(2.17) \[
\mathbb{E} |\mathcal{I}_u^{x,x}(t)|^m, \mathbb{E} |\mathcal{I}_u^{x}(t)|^m \leq \frac{C |u|^m}{t^{m/2}} e^{\eta C_0 p_0 t},
\]
\[ e:EuexCon \]
(2.18) \[
\lim_{\epsilon \to 0} \mathbb{E} |\mathcal{I}_u^{x,x}(t) - \mathcal{I}_u^{x}(t)|^m = 0.
\]

**Lemma 2.7.** Let \( \psi \in C^1(\mathbb{R}^d, \mathbb{R}) \) be such that \( \|\nabla \psi\|_\infty < \infty \). For every \( t > 0, x \in \mathbb{R}^d \) and \( u \in \mathbb{R}^d \), we have
\[
\nabla_u \mathbb{E}[\psi(X_t^{x})] = \mathbb{E}[\psi(X_t^{x}) \mathcal{I}_u^{x}(t)].
\]

## 3. PROOF OF THEOREM 1.1

We give the proof of Theorem 1.1 by the help of Proposition 3.1 below, whose proof will be given in Appendix A.

**Proposition 3.1.** \((\hat{X}_k^{\eta})_{k \in \mathbb{N}_0}\) in (1.2) admits a unique invariant measure \( \hat{\mu}_\eta \) and is exponentially ergodic. More precisely, for any \( k \in \mathbb{N}_0 \), one has
\[
d_W((\hat{P}_k^{\eta})^* \nu, \hat{\mu}_\eta) \leq C \eta^{-1} e^{-c k \eta},
\]
\[
\|((\hat{P}_k^{\eta})^* \nu - \hat{\mu}_\eta)\|_{TV} \leq C \eta^{-1} e^{-c k \eta},
\]
where \( C, c \) are positive constants independent of \( k \) and \( \eta \). Moreover, for integers \( \ell \geq 2 \), there exists some positive constant \( C \) depending on \( \ell \) but not on \( \eta \) such that
\[
\hat{\mu}_\eta(|\cdot|^{\ell}) \leq C, \quad \ell \geq 2.
\]

**Proof of Theorem 1.1.** (i) By Proposition 3.1, we know \((\hat{X}_k^{\eta})_{k \in \mathbb{N}_0}\) in (1.2) admits a unique invariant measure \( \hat{\mu}_\eta \). Let the initial value \( \hat{X}_0^{\eta} \) take the invariant measure \( \hat{\mu}_\eta \). We know \((\hat{X}_k^{\eta})_{k \in \mathbb{N}_0}\) is a stationary Markov chain. Denote \( W = \hat{X}_0^{\eta}, W' = \hat{X}_1^{\eta} \) and \( \delta = W' - W \). It is easy to see that
\[ e:EDeW \]
(3.1) \[
\mathbb{E}[\delta |W] = g(W) \eta \quad \text{and} \quad \mathbb{E}[\delta \delta' |W] = g(W) g'(W) \eta^2 + \sigma \sigma' \eta.
\]
Let $f$ be the solution to Eq. (2.1) with $h \in \text{Lip}_0(1)$. Since $W$ and $W'$ have the same distribution, we have

\[
0 = \mathbb{E}f(W') - \mathbb{E}f(W) = \mathbb{E}[\langle \delta, \nabla f(W) \rangle] + \mathbb{E} \int_0^1 \int_0^1 r \langle \delta \delta', \nabla^2 f(W + \hat{r}r \delta) \rangle_{\text{HS}} \text{d}r \text{d}r
\]

\[
= \mathbb{E}[\langle g(W), \nabla f(W) \rangle] + \mathbb{E} \int_0^1 \int_0^1 r \langle \delta \delta', \nabla^2 f(W + \hat{r}r \delta) \rangle_{\text{HS}} \text{d}r \text{d}r,
\]

where

\[
\mathbb{E}[\langle \delta, \nabla f(W) \rangle] = \mathbb{E}[\langle \mathbb{E}(\delta | W), \nabla f(W) \rangle] = \mathbb{E}[\langle g(W), \nabla f(W) \rangle].
\]

In addition,

\[
\mathbb{E} \int_0^1 \int_0^1 r \langle \delta \delta', \nabla^2 f(W) \rangle_{\text{HS}} \text{d}r \text{d}r = \frac{1}{2} \mathbb{E}[\langle \delta \delta', \nabla^2 f(W) \rangle_{\text{HS}}] + \mathbb{E} \int_0^1 \int_0^1 r \langle \delta \delta', \nabla^2 f(W + \hat{r}r \delta) - \nabla^2 f(W) \rangle_{\text{HS}} \text{d}r \text{d}r
\]

\[
= \frac{\eta}{2} \mathbb{E}[\langle \sigma \sigma', \nabla^2 f(W) \rangle_{\text{HS}}] + \frac{\eta^2}{2} \mathbb{E}[\langle g(W)g'(W), \nabla^2 f(W) \rangle_{\text{HS}}] + \mathbb{E} \int_0^1 \int_0^1 r \langle \delta \delta', \nabla^2 f(W + \hat{r}r \delta) - \nabla^2 f(W) \rangle_{\text{HS}} \text{d}r \text{d}r,
\]

where the second equality is by the relation $\mathbb{E}[\langle \delta \delta', \nabla^2 f(W) \rangle_{\text{HS}}] = \mathbb{E}[\langle \mathbb{E}[\delta | W], \nabla^2 f(W) \rangle_{\text{HS}}]$ and (3.1). Collecting the previous relations, we obtain

\[
\mathbb{E}[Af(W)] = \frac{\eta}{2}I + \frac{1}{\eta}II,
\]

where

\[
I = -\mathbb{E}[\langle g(W)g'(W), \nabla^2 f(W) \rangle_{\text{HS}}], \quad II = -\mathbb{E} \int_0^1 \int_0^1 r \langle \delta \delta', \nabla^2 f(W + \hat{r}r \delta) - \nabla^2 f(W) \rangle_{\text{HS}} \text{d}r \text{d}r.
\]

Since $|g(x)| \leq \hat{C}_\text{op}(1 + |x|)$ for all $x \in \mathbb{R}^d$ with $\hat{C}_\text{op}$ in (1.10), by using (2.2) in Lemma 2.1, one has

\[
\mathbb{E}[g(W)g'(W), \nabla^2 f(W)]_{\text{HS}} \leq C(1 + \mathbb{E}[|W|^2]) \leq C,
\]

where the last inequality is by Proposition 3.1.

We claim that there exists some positive constant $C$, independent of $\eta$ such that

\[
\mathbb{E} \int_0^1 \int_0^1 r \langle \delta \delta', \nabla^2 f(W + \hat{r}r \delta) - \nabla^2 f(W) \rangle_{\text{HS}} 1_{\{|\delta| < 1\}} \text{d}r \text{d}r \leq C\eta^{\frac{3}{2}},
\]

\[
\mathbb{E} \int_0^1 \int_0^1 r \langle \delta \delta', \nabla^2 f(W + \hat{r}r \delta) - \nabla^2 f(W) \rangle_{\text{HS}} 1_{\{|\delta| \geq 1\}} \text{d}r \text{d}r \leq C\eta^{\frac{3}{2}},
\]

thus, we know

\[
|II| \leq C\eta^{\frac{3}{2}}.
\]

By using (3.2), (3.3), (3.6) and Eq. (2.1), one has

\[
d_W(\tilde{\mu}_\eta, \mu) = \sup_{h \in \text{Lip}_0(1)} |\mathbb{E}h(W) - \mu(h)| = \sup_{h \in \text{Lip}_0(1)} |\mathbb{E}Af(W)| \leq C\eta^{\frac{3}{2}}.
\]
It remains to show (3.4) and (3.5). It follows from (2.3) in Lemma 2.1 and Proposition 3.1 that
\[
\mathbb{E} \int_0^1 \int_0^1 r \langle \delta', \nabla^2 f(W + \delta d\hat{r}) - \nabla^2 f(W) \rangle_{HS} 1_{\{ |\delta| < 1 \}} d\hat{r} dr \\
\leq C \mathbb{E}[|\delta|^3 (1 + |W|^4) 1_{|\delta| < 1}] \\
\leq C \mathbb{E}[|\eta g(W) + \sigma \eta^2 \xi| (1 + |W|^4)] \\
\leq C \eta^\frac{3}{2} \mathbb{E}[1 + |W|^7] \\
\leq C \eta^\frac{3}{2},
\]
where the third inequality holds from small \( \eta < 1 \).

It follows from (2.2) in Lemma 2.1 and Proposition 3.1 that for small \( \eta < 1 \)
\[
\mathbb{E} \int_0^1 \int_0^1 r \langle \delta', \nabla^2 f(W + \delta d\hat{r}) - \nabla^2 f(W) \rangle_{HS} 1_{\{|\delta| \geq 1 \}} d\hat{r} dr \\
\leq C \mathbb{E}[|\delta|^3 (1 + |W|^3 + |\delta|^3) 1_{|\delta| \geq 1}] \\
\leq C \mathbb{E}[|\eta^\frac{3}{2} \xi| (1 + |W| 1_{|\delta| \geq 1})] + C \mathbb{E}[|\delta|^5] \\
\leq C (\mathbb{E}[|\delta|^4])^{\frac{1}{2}} \mathbb{P}_W(|\delta| \geq 1) + C (\mathbb{E}[|W|^6])^{\frac{1}{2}} (\mathbb{E}[|\delta|^5])^{\frac{1}{2}} \mathbb{P}_W(|\delta| \geq 1) + C \mathbb{E}[|\delta|^5] \\
\leq C \eta^\frac{3}{2},
\]
where the last inequality holds from Chebyshev’s inequality and Proposition 3.1, that is,
\[
\mathbb{P}(|\delta| \geq 1) \leq \mathbb{E}[|\delta|^k] \leq C \eta^\frac{3}{2} \mathbb{E}[1 + |W|^k] \leq C \eta^\frac{3}{2}
\]
for any integers \( k \geq 1 \).

(ii) By triangle inequality and using Proposition 3.1, one has
\[
d_W(\mathcal{L}(\hat{X}_N^n), \mu) \leq d_W(\mathcal{L}(\hat{X}_N^n), \bar{\mu}_n) + d_W(\bar{\mu}_n, \mu) \leq C \eta^{-1} e^{-cN\eta} + C \eta^\frac{3}{2}.
\]
Taking \( \eta = \delta^2 \) and \( N := O(\delta^{-2} \log \delta^{-1}) \), one has \( \eta^{-1} e^{-cN\eta} \leq \delta \), it implies that
\[
d_W(\mathcal{L}(\hat{X}_N^n), \mu) \leq \delta.
\]
The proof is complete. \( \square \)

**Remark 3.2.** Recall the diffusion steady-state approximation of the same model was studied in [6], the diffusion \( X_t \) can be regarded as a diffusion approximation of the diffusion-scaled process \( \hat{X}^n(t) = \frac{X^n(t) - nx}{\sqrt{n}} \), which admits a unique ergodic measure \( \hat{\mu}^n \) from [29]. The result in [6] implies
\[
d_W(\hat{\mu}^n, \mu) \leq \frac{C}{\sqrt{n}}.
\]
(3.7)

We apply the EM scheme developed in this paper, by Theorem 1.1 (i) and (3.7), we have
\[
d_W(\hat{\mu}^n, \bar{\mu}_n) \leq C(n^{-1/2} + \eta^{1/2}) \leq Cn^{-1/2},
\]
as \( \eta \) is sufficiently small (say \( \eta = n^{-1} \)). Moreover, by Theorem 1.1 (ii), we can only run the EM scheme \( N = O(n \log n) \) steps, we can obtain
\[
d_W(\mathcal{L}(\hat{X}_N^n), \hat{\mu}^n) \leq Cn^{-1/2}.
\]
4. Moment Estimate for Weighted Occupation Time

We introduce in this section a weighted occupation time and study its moment estimate. This result is used in the proof of Lemma 2.5, and we expect that the method in this section may be used in future research.

The weighted occupation time $L_{t}^{\varepsilon,x}$ is defined as

$$L_{t}^{\varepsilon,x} = \int_{0}^{t} \left[ -\frac{1}{\varepsilon^2} (e'X_{s}^{x})^2 + 1 \right] 1_{\{|y| \leq \varepsilon\}} ds.$$  

We know $L_{t}^{\varepsilon,x} \geq 0$ for all $t \geq 0$. We call $L_{t}^{\varepsilon,x}$ weighted occupation time because they can all be represented as an integral over an occupation measure. We have

$$L_{t}^{\varepsilon,x} = \int_{0}^{t} \psi(e'X_{s}^{x}) 1_{\{|y| \leq \varepsilon\}} ds = \int_{|y| \leq \varepsilon} \psi(y) A_{t}^{\varepsilon}(dy),$$

where $\psi(y) = 1 - \frac{y^2}{2}$ and $A_{t}^{\varepsilon}(\cdot) := \int_{0}^{t} \delta_{y} eX_{s}^{x}(\cdot) ds$ with $\delta_{y}$ being the delta function of a given $y$. $A_{t}^{\varepsilon}(\cdot)$ is called the occupation measure of $e'X_{s}^{x}$ over time $[0,t]$, if $\psi(x) = 1$, then $L_{t}^{\varepsilon,x}$ will be occupation time of $(e'X_{s}^{x})(0 \leq s \leq t)$ on the set $\{|y| \leq \varepsilon\}$.

Proposition 4.1. For $L_{t}^{\varepsilon,x}$ defined above, there exists some positive constant $C$ such that

$$\mathbb{E} L_{t}^{\varepsilon,x} \leq C \varepsilon e^{\frac{C}{2} t}(1 + |x|)(1 + t).$$

Proof of Proposition 4.1. Denote

$$\phi_{\varepsilon}(y) = \begin{cases} \frac{2}{3} \varepsilon y - \frac{1}{3} \varepsilon^2, & \text{if } y > \varepsilon, \\ -\frac{1}{12} \varepsilon^2 y + \frac{1}{2} \varepsilon^2, & \text{if } -\varepsilon \leq y \leq \varepsilon, \\ -\frac{2}{3} \varepsilon y - \frac{1}{3} \varepsilon^2, & \text{if } y < -\varepsilon. \end{cases}$$  \hspace{1cm} (4.1)

It is easy to check that

$$\dot{\phi}_{\varepsilon}(y) = \left[ -\frac{1}{\varepsilon^2} y^2 + 1 \right] 1_{\{|y| \leq \varepsilon\}},$$

and $|\phi_{\varepsilon}(y)| \leq C \varepsilon |y| + C \varepsilon^2$, $|\dot{\phi}_{\varepsilon}(y)| \leq C \varepsilon$ and $|\dot{\phi}_{\varepsilon}(y)| \leq 1$ for all $y \in \mathbb{R}$ and the positive constant $C$ is independent of $\varepsilon$.

Applying Itô’s formula to the function $\phi_{\varepsilon}$, one has

$$\phi_{\varepsilon}(e'X_{s}^{x}) = \phi_{\varepsilon}(e'x) + \int_{0}^{t} \dot{\phi}_{\varepsilon}(e'X_{s}^{x}) e'g(X_{s}^{x}) ds + \int_{0}^{t} \dot{\phi}_{\varepsilon}(e'X_{s}^{x}) e'\sigma dB_{s} + \frac{|\sigma'|^2}{2} L_{t}^{\varepsilon,x},$$

which implies that

$$\mathbb{E} L_{t}^{\varepsilon,x} \leq C \mathbb{E} |\phi_{\varepsilon}(e'X_{t}^{x})| + |\phi_{\varepsilon}(e'x)| + \mathbb{E} \left| \int_{0}^{t} \dot{\phi}_{\varepsilon}(e'X_{s}^{x}) e'g(X_{s}^{x}) ds \right|$$

$$\leq C \varepsilon e^{\frac{C}{2} t}(1 + |x|)(1 + t),$$

where the last inequality holds from Lemma 2.4. The proof is complete. \hfill \square

5. Proofs of Theorems 1.2 and 1.3

We firstly prove Theorem 1.2 by Itô’s formula and martingale CLT, and then prove Theorem 1.3 by a criterion by Wu [53].

Proof of Theorem 1.2. For $(X_{t})_{t \geq 0}$ in SDE (1.1) with $X_{0} = x$, by using Itô’s formula to $f$ which is the solution to Stein’s equation (2.4), we have

$$f(X_{t}^{x}) - f(x) = \int_{0}^{t} Af(X_{s}^{x}) ds + \int_{0}^{t} \nabla f(X_{s}^{x})' \sigma dB_{s}$$
It implies that
\[ \sqrt{t} \left[ \frac{1}{t} \int_0^t \delta_X^i(h) \, ds - \mu(h) \right] = \frac{1}{\sqrt{t}} \int_0^t [h(X_s^x) - \mu(h)] \, ds \]
\[ = \frac{1}{\sqrt{t}} \left[ f(X_t^x) - f(x) \right] - \frac{1}{\sqrt{t}} \int_0^t (\nabla f(X_s^x))' \sigma dB_s. \]
It follows from Lemma 2.3 and estimate for \( \mathbb{E} V(X_t^x) \) in (A.8) that
\[ \mathbb{E} \left| \frac{1}{\sqrt{t}} [f(X_t^x) - f(x)] \right| \rightarrow 0 \text{ as } t \rightarrow \infty. \]

It follows from Lemmas 2.3, A.1 and (A.5), that for some \( C > 0 \) such that
\[ \mu(|\sigma' f|^2) \leq C \mu(V^4) < \infty. \]

We write
\[ \frac{1}{\sqrt{t}} \int_0^t (\nabla f(X_s^x))' \sigma dB_s = \frac{1}{\sqrt{t}} \left( \int_0^1 + \int_1^2 + \cdots + \int_{[t]-1}^t + \int_{[t]}^t \right) (\nabla f(X_s^x))' \sigma dB_s, \]
and denote
\[ U_i = \int_{i-1}^i (\nabla f(X_s^x))' \sigma dB_s \quad \text{for } i = 1, 2, \cdots, [t] \]
and
\[ U_{[t]+1} = \int_{[t]}^t (\nabla f(X_s^x))' \sigma dB_s. \]

We know \( U_i \) are martingale differences and \( \mathbb{E} U_i^2 < \infty \) for all \( i = 1, 2, \cdots, [t] + 1 \). We claim that
\[ \lim_{t \rightarrow \infty} \mathbb{E} \left( \max_{1 \leq i \leq [t]+1} \frac{1}{\mu(|\sigma' f|^2) t} |U_i|^2 \right) = 0, \]
\[ \lim_{t \rightarrow \infty} \mathbb{E} \left( \sum_{i=1}^{[t]+1} \frac{1}{\mu(|\sigma' f|^2) t} |U_i|^2 - 1 \right)^2 = 0. \]

We know (5.1) and (5.2) imply
\[ \mathbb{E} \left( \max_{1 \leq i \leq [t]+1} \frac{1}{\sqrt{\mu(|\sigma' f|^2) t}} |U_i| \right) \rightarrow 0 \text{ and } \sum_{i=1}^{[t]+1} \frac{1}{\mu(|\sigma' f|^2) t} |U_i|^2 \overset{p}{\rightarrow} 1 \]
as \( t \) goes to infinity. By using the martingale CLT in [47, Theorem 2] due to [39], one has
\[ \frac{1}{\sqrt{\mu(|\sigma' f|^2) t}} \sum_{i=1}^{[t]+1} U_i = \frac{1}{\sqrt{\mu(|\sigma' f|^2) t}} \int_0^t (\nabla f(X_s^x))' \sigma dB_s \Rightarrow \mathcal{N}(0,1) \text{ as } t \rightarrow \infty. \]

Then, we know
\[ \sqrt{t} \left[ \frac{1}{t} \int_0^t \delta_X^i(h) \, ds - \mu(h) \right] \Rightarrow \mathcal{N}(0, \mu(|\sigma' f|^2)) \quad \text{as } t \rightarrow \infty. \]
It reminds to show that (5.1) and (5.2). For (5.1), one has
\[
\mathbb{E}\left( \max_{1 \leq i \leq |t|+1} |U_i|^2 \right) = \mathbb{E}\left( \max_{1 \leq i \leq |t|+1} \left( |U_i|^2 1_{|U_i| \leq \sqrt{t}} + |U_i|^2 1_{|U_i| > \sqrt{t}} \right) \right) \\
\leq \mathbb{E}\left( \max_{1 \leq i \leq |t|+1} |U_i|^2 1_{|U_i| \leq \sqrt{t}} \right) + \mathbb{E}\left( \max_{1 \leq i \leq |t|+1} |U_i|^2 1_{|U_i| > \sqrt{t}} \right) \\
\leq \sqrt{t} + \mathbb{E}\left( \max_{1 \leq i \leq |t|+1} |U_i|^2 1_{|U_i| > \sqrt{t}} \right) \\
\leq \sqrt{t} + \left( |t| + 1 \right) \max_{1 \leq i \leq |t|+1} \mathbb{E}(|U_i|^2 1_{|U_i| > \sqrt{t}}),
\]
where the last inequality holds from that
\[
\mathbb{E}\left( \max_{1 \leq i \leq |t|+1} |U_i|^2 1_{|U_i| > \sqrt{t}} \right) \leq \sum_{i=1}^{\lfloor t \rfloor+1} \mathbb{E}(|U_i|^2 1_{|U_i| > \sqrt{t}}).
\]
Thus, we obtain
\[
\mathbb{E}\left( \max_{1 \leq i \leq |t|+1} \frac{1}{\mu(|\sigma' \nabla f|^2)} |U_i|^2 \right) \leq \frac{1}{\mu(|\sigma' \nabla f|^2)} \left[ \sqrt{t} + \left( |t| + 1 \right) \max_{1 \leq i \leq |t|+1} \mathbb{E}(|U_i|^2 1_{|U_i| > \sqrt{t}}) \right] \\
\to 0 \text{ as } t \to \infty.
\]
For (5.2), we have
\[
\mathbb{E}\left( \sum_{i=1}^{\lfloor t \rfloor+1} \frac{1}{\mu(|\sigma' \nabla f|^2)} |U_i|^2 - \frac{|t|+1}{t} \right)^2 = \mathbb{E}\left( \sum_{i=1}^{\lfloor t \rfloor+1} \frac{1}{\mu(|\sigma' \nabla f|^2)} |U_i|^2 - 1 \right)^2 \\
= \frac{1}{t^2} \sum_{i=1}^{\lfloor t \rfloor+1} \mathbb{E}\left( \frac{1}{\mu(|\sigma' \nabla f|^2)} |U_i|^2 - 1 \right)^2 + \frac{2}{t^2} \sum_{i<j} \mathbb{E}\left( \frac{1}{\mu(|\sigma' \nabla f|^2)} |U_i|^2 - 1 \right) \left( \frac{1}{\mu(|\sigma' \nabla f|^2)} |U_j|^2 - 1 \right) \\
=: I + II.
\]
By using Burkholder-Davis-Gundy inequality, there exists some positive constant $C$ such that
\[
\mathbb{E}|U_i|^4 = \mathbb{E}\left[ \int_{i-1}^{i} (\nabla f(X_s^x))' \sigma dB_s \right]^4 \leq C \mathbb{E}\left[ \int_{i-1}^{i} (\nabla f(X_s^x))' \sigma^2 ds \right]^2.
\]
Combining with Lemma 2.3, we know
\[
\mathbb{E}\left( \frac{1}{\mu(|\sigma' \nabla f|^2)} |U_i|^2 - 1 \right)^2 = \mathbb{E}\left[ \frac{1}{\mu^2(|\sigma' \nabla f|^2)} |U_i|^4 - \frac{2}{\mu(|\sigma' \nabla f|^2)} |U_i|^2 + 1 \right] \\
\leq C(1 + \mathbb{E}|X_t^x|^8).
\]
Combining this with (A.8) in Lemma A.1 and (A.5), we know
\[
I = \frac{1}{t^2} \sum_{i=1}^{\lfloor t \rfloor+1} \mathbb{E}\left( \frac{1}{\mu(|\sigma' \nabla f|^2)} |U_i|^2 - 1 \right)^2 \leq \frac{C}{t^2} \sum_{i=1}^{\lfloor t \rfloor+1} (1 + \mathbb{E}|X_t^x|^8) \to 0, \text{ as } t \to \infty.
\]
We also have
\[
II = \frac{2}{t^2} \sum_{i<j} \mathbb{E}\left[ \left( \frac{1}{\mu(|\sigma' \nabla f|^2)} |U_i|^2 - 1 \right) \left( \frac{1}{\mu(|\sigma' \nabla f|^2)} |U_j|^2 - 1 \right) \right]
\]
It follows from \([52, \text{Remark (2.17)}]\) that
\[
1 + \frac{1}{\mu(|\sigma' \nabla f|^2)} |U_i|^2 - 1
\]
implies that
\[
\text{Proof of Theorem 1.3. It follows from Lemma A.1 that for any function}
\]
\[
\text{combining the estimates for}
\]
\[
\mu(|\sigma' \nabla f|^2)t^2 \sum_{i=1}^{[t]} \sum_{j=1}^{[t]+1} \mathbb{E} \left\{ \left( \frac{1}{\mu(|\sigma' \nabla f|^2)} |U_i|^2 - 1 \right) \mathbb{E} \left[ \left( \frac{1}{\mu(|\sigma' \nabla f|^2)} |U_j|^2 - 1 \right) |\mathcal{F}_j \right] \right\}
\]
\[
= \frac{2}{\mu(|\sigma' \nabla f|^2)t^2} \sum_{i=1}^{[t]} \sum_{j=1}^{[t]+1} \mathbb{E} \left\{ \left( \frac{1}{\mu(|\sigma' \nabla f|^2)} |U_i|^2 - 1 \right) \mathbb{E} \left[ |U_j|^2 - \mu(|\sigma' \nabla f|^2) |\mathcal{F}_j \right] \right\}
\]
\[
= \frac{2}{\mu(|\sigma' \nabla f|^2)t^2} \sum_{i=1}^{[t]} \sum_{j=1}^{[t]+1} \mathbb{E} \left\{ \left( \frac{1}{\mu(|\sigma' \nabla f|^2)} |U_i|^2 - 1 \right) \int_{j-1}^{j} \mathbb{E} \left[ |\sigma' \nabla f(X_s^x)|^2 - \mu(|\sigma' \nabla f|^2) \right] ds \right\}
\]
\[
= \frac{2}{\mu(|\sigma' \nabla f|^2)t^2} \sum_{i=1}^{[t]} \mathbb{E} \left\{ \left( \frac{1}{\mu(|\sigma' \nabla f|^2)} |U_i|^2 - 1 \right) \int_{i}^{[t]+1} \mathbb{E} \left[ |\sigma' \nabla f(X_s^x)|^2 - \mu(|\sigma' \nabla f|^2) \right] ds \right\}.
\]
It follows from Lemma A.1 that
\[
\text{II} \leq \frac{C}{t^2} \sum_{i=1}^{[t]} \mathbb{E} \left\{ \left| \frac{1}{\mu(|\sigma' \nabla f|^2)} |U_i|^2 - 1 \right| \int_{0}^{[t]+1} (1 + V^2(X_s^x)) e^{-ct} ds \right\}
\]
\[
\leq \frac{C}{t^2} \sum_{i=1}^{[t]} \mathbb{E} \left\{ \left| \frac{1}{\mu(|\sigma' \nabla f|^2)} |U_i|^2 - 1 \right| \right\} \to 0, \text{ as } t \to \infty.
\]
Combining the estimates for I and II, we know
\[
\lim_{t \to \infty} \mathbb{E} \left[ \frac{[t]+1}{\mu(|\sigma' \nabla f|^2)t} |U_i|^2 - \frac{[t]+1}{t} \right]^2 = 0,
\]
thus, (5.2) holds. The proof is complete. \(\square\)

Proof of Theorem 1.3. It follows from Lemma A.1 that for any function \(\tilde{f}\) satisfying \(\tilde{f}(x) \leq 1 + V(x)\) for all \(x \in \mathbb{R}^d\) with \(V\) in (A.4), there exist positive constants \(C\) and \(c\) such that
\[
|P_t \tilde{f}(x) - \mu(\tilde{f})| \leq C(1 + V(x)) e^{-ct}.
\]
It follows from \([52, \text{Remark (2.17)}]\) that \(P_t\) has a spectral gap near its largest eigenvalue 1 which implies that 1 is an isolate eigenvalue. Since \(P_t c = c\) for all \(t > 0\), one has the property that 1 is an eigenvalue of \(P_t\) for all \(t > 0\). If there exists some function \(\hat{f}\) satisfying 0 \(\neq \hat{f}(x) \leq 1 + V(x)\) for all \(x \in \mathbb{R}^d\) such that \(P_{t_1} \hat{f} = \lambda \hat{f}\) for some \(t_1 > 0\) and \(\lambda \in \mathbb{C}\) with \(|\lambda| = 1\), then \(\lambda^{\frac{1}{t_1}} \hat{f} = P_{t_1} \hat{f} \to \mu(\hat{f})\) as \(t_1 \to \infty\), so that \(\hat{f}\) has to be constant and \(\lambda = 1\). Thus, 1 is a simple and the only eigenvalue with modulus 1 for \(P_t\).

Since \(h \in \mathcal{B}_h(\mathbb{R}^d, \mathbb{R})\), it follows from \([53, \text{Theorem 2.1}]\) that
\[
\mathbb{P} \left( \frac{1}{a_i \sqrt{t}} \int_{0}^{t} [h(X_s^x) - \mu(h)] ds \in \cdot \right)
\]
satisfies the large deviation principle with speed \(a_i^{-2}\) and rate function \(I_h(z) = \frac{z^2}{2V(h)}\) with
\[
\mathcal{V}(h) = 2 \int_{0}^{\infty} \langle P_t h, h - \mu(h) \rangle dt,
\]
that is,
\[
- \inf_{z \in A^c} I_h(z) \leq \liminf_{t \to \infty} \frac{1}{a_t^2} \log \mathbb{P} \left( \frac{\sqrt{t}}{a_t} [\mathcal{E}_t^x(h) - \mu(h)] \in A \right) \\
\leq \limsup_{t \to \infty} \frac{1}{a_t^2} \log \mathbb{P} \left( \frac{\sqrt{t}}{a_t} [\mathcal{E}_t^x(h) - \mu(h)] \in \bar{A} \right) \leq - \inf_{z \in A} I_h(z),
\]
where \( \bar{A} \) and \( A^c \) are the closure and interior of set \( A \), respectively.

We claim that
\[
(5.3) \quad \mathcal{V}(h) = \mu(|\sigma^t \nabla f|^2),
\]
where \( f \) is the solution to Stein’s equation (2.4). Then the desired result holds.

Now, we show that the claim (5.3) holds. We have
\[
\mathcal{V}(h) = 2 \int_0^\infty \langle P_th, h - \mu(h) \rangle d\mu dt = 2 \int_0^\infty \langle P_th - \mu(h), h \rangle d\mu dt.
\]
In addition, we know
\[
\frac{1}{t} \mathbb{E}^u \left( \int_0^t [h(X_s^x) - \mu(h)] ds \right)^2 = \frac{1}{t} \mathbb{E}^u \left( \int_0^t \int_0^t [h(X_s^x) - \mu(h)][h(X_u^x) - \mu(h)] duds \right) = \frac{2}{t} \mathbb{E}^u \left( \int_0^t \int_0^u [h(X_s^x) - \mu(h)][h(X_u^x) - \mu(h)] dsdu \right) = \frac{2}{t} \int_0^u \int_0^u \mathbb{E}^u \left\{ [h(X_s^x) - \mu(h)] \mathbb{E}\left\{ [h(X_u^x) - \mu(h)]X_s^x \right\} \right\} dsdu,
\]
where the third equality holds from conditional probability and the last equality holds because
\[
\int_0^u \int_0^u \mathbb{E}^u \{h(X_s^x)\mathbb{E}\{[h(X_u^x) - \mu(h)]X_s^x \} \} dsdu = \mu(h) \int_0^u \int_0^u \mathbb{E}^u \{h(X_u^x) - \mu(h)\} dsdu = 0.
\]
Furthermore, for all \( 0 \leq s \leq u < \infty \), one has
\[
\mathbb{E}^u \{h(X_s^x)\mathbb{E}\{[h(X_u^x) - \mu(h)]X_s^x \} \} = \mathbb{E}^u \{h(X_s^x)[P_{u-s}h(X_u^x) - \mu(h)] \} = \int_{\mathbb{R}^d} h(y)[P_{u-s}h(y) - \mu(h)]\mu(dy),
\]
which implies that
\[
\frac{2}{t} \int_0^u \int_0^u \mathbb{E}^u \{h(X_s^x)\mathbb{E}\{[h(X_u^x) - \mu(h)]X_s^x \} \} dsdu
\]
\[
= \frac{2}{t} \int_0^u \int_0^u \int_{\mathbb{R}^d} h(y)[P_{u-s}h(y) - \mu(h)]\mu(dy) dsdu
\]
\[
= \int_{\mathbb{R}^d} h(y) \frac{2}{t} \int_0^u \int_0^u [P_{u-s}h(y) - \mu(h)] dsdu \mu(dy)
\]
\[
= \int_{\mathbb{R}^d} h(y) \frac{2}{t} \int_0^u \int_0^u [P_2h(y) - \mu(h)] dsdu \mu(dy).
\]
By using the Hospital’s rule, one has
\[
\lim_{t \to \infty} \int_{\mathbb{R}^d} h(y) \frac{2}{t} \int_0^u \int_0^u [P_2h(y) - \mu(h)] dsdu \mu(dy)
\]
Thus, with some positive constants $C$ and $\bar{\sigma}$, it follows from the proof of Proposition 3.1 that there exist some exponentially ergodic under total variation distance and exponentially ergodic under total variation distance and exponentially ergodic under total variation distance.

Proof of Theorem 1.4. From Proposition 3.1, we know the Markov chain $(\tilde{X}^\ell_n)_{k \in \mathbb{N}_0}$ is exponentially ergodic under total variation distance and $\bar{\mu}_\eta(V^\ell) \leq C$ for any integers $\ell$ and $V$ in (A.4). It follows from [34, Theorem 9] that for any function $h$ satisfying $|h| \leq V^x$ with some integer $\ell$ and any initial distribution, one has

$$\sqrt{n} \left[ \mathcal{E}^{\eta, \tilde{X}^\ell_n}(h) - \bar{\mu}_\eta(h) \right] \Rightarrow \mathcal{N}(0, \sigma^2_n)$$

with $\sigma^2_n$ in (1.3). The proof is complete.

Proof of Theorem 1.5. It follows from the proof of Proposition 3.1 that there exist some positive constants $C$ and $c$ such that

$$\| \tilde{P}^n_\eta(x, \cdot) - \bar{\mu}_\eta \|_{1+V} := \sup_{|f| \leq 1+V} |\tilde{P}^n_\eta f(x) - \bar{\mu}_\eta(f)| \leq C \eta^{-1} e^{-cn\eta}.$$ 

It follows from [52, Remark (2.17)] that $\tilde{P}^n_\eta$ has a spectral gap near its largest eigenvalue 1 which implies that 1 is an isolate eigenvalue. Since $\tilde{P}^k_\eta c = c$ for all $k \in \mathbb{N}_0$, one has that 1 is an eigenvalue of $\tilde{P}^k_\eta$ for all $k \in \mathbb{N}_0$. If there exists some function $\hat{f}$ satisfying

$$0 \neq \hat{f}(x) \leq 1 + V(x)$$

for all $x \in \mathbb{R}^d$ such that $\tilde{P}^{k_1}_\eta \hat{f} = \lambda \hat{f}$ for some $k_1 \in \mathbb{N}_0$ and $\lambda \in \mathbb{C}$ with $|\lambda| = 1$, then $\lambda^\tilde{n} \hat{f} = \tilde{P}^{\tilde{n}k_1}_\eta \hat{f} \to \mu(\hat{f})$ as $\tilde{n} \to \infty$, so that $\hat{f}$ has to be constant and $\lambda = 1$. Thus, 1 is a simple and the only eigenvalue with modulus 1 for $\tilde{P}^n_\eta$.

Since $h \in \mathcal{B}_b(\mathbb{R}^d, \mathbb{R})$, it follows from [53, Theorem 2.1] that

$$\mathbb{P} \left( \frac{\sqrt{n}}{a_n} \left[ \mathcal{E}^{n,x}_\eta(h) - \bar{\mu}_\eta(h) \right] \right) \to 0.$$
satisfies the large deviation principle with speed $a_n^{-2}$ and rate function $I_h(z) = \frac{z^2}{2V(h)}$ with $V(h)$ in (1.4), that is,

\[
- \inf_{z \in A^o} \frac{z^2}{2V(h)} \quad \leq \quad \lim_{n \to \infty} \inf \frac{1}{a_n^2} \log \mathbb{P} \left( \frac{\sqrt{n}}{a_n} [\mathcal{E}_{n,z}^\eta(h) - \tilde{\mu}_n(h)] \in A \right) \quad \leq \quad \limsup_{n \to \infty} \frac{1}{a_n^2} \log \mathbb{P} \left( \frac{\sqrt{n}}{a_n} [\mathcal{E}_{n,z}^\eta(h) - \tilde{\mu}_n(h)] \in A \right) \quad \leq \quad - \inf_{z \in \bar{A}} \frac{z^2}{2V(h)},
\]

where $\bar{A}$ and $A^o$ are the closure and interior of set $A$, respectively. The proof is complete. \qed

**APPENDIX A. PROOF OF PROPOSITION 3.1**

It follows from [18, Theorem 1] that there exists a positive definite matrix $\tilde{Q} = (\tilde{Q}_{ij})_{d \times d}$ with $\sum_{i,j=1}^d |\tilde{Q}_{ij}| = 1$ such that

\[
\tilde{Q}(-R) + (-R)'\tilde{Q} < 0,
\]

\[
\tilde{Q}(-I - pe')R + (-R'(I - ep'))\tilde{Q} \leq 0.
\]

Recall that the function $\tilde{V} \in C^2(\mathbb{R}^d, \mathbb{R}_+)$ be constructed in [18, Eq. (5.24)], that is,

\[
\tilde{V}(y) = (y'R + \kappa(y - p\phi(\varepsilon'))Q[y - p\phi(\varepsilon')], \quad \forall y \in \mathbb{R}^d,
\]

where $\kappa$ is a positive constant and $\phi \in C^2(\mathbb{R}, \mathbb{R})$ is a real-valued function which is defined as below:

\[
\phi(z) = \begin{cases} 
  z, & \text{if } z \geq 0, \\
  -\frac{1}{\varepsilon}, & \text{if } z \leq -1, \\
  -\frac{1}{\varepsilon^4}z^4 - z^3 + z, & \text{if } -1 < z < 0.
\end{cases}
\]

In addition, we know

\[
(\nabla \tilde{V}(y))' = 2(y'R + \kappa)[y - p\phi(\varepsilon')Q[I - pe']Q][y - p\phi(\varepsilon')] \quad \forall y \in \mathbb{R}^d.
\]

Then there exists some positive constant $C$ such that

\[
|\nabla \tilde{V}(y)| \leq C(1 + |y|) \quad \forall y \in \mathbb{R}^d.
\]

It follows from [18, proof of Theorem 3] that there exist some positive constants $\hat{C}_1, \hat{C}_2, \hat{c}_1$ and $\hat{c}_2$ such that

\[
\hat{c}_1|y|^2 - \hat{c}_2 \leq \tilde{V}(y) \leq \hat{C}_1|y|^2 + \hat{C}_2 \quad \forall y \in \mathbb{R}^d.
\]

It follows from [18, proof of Proposition 4], there exist some positive constants $c_1$ and $\hat{c}_1$ such that

\[
\mathcal{A} \tilde{V}(y) \leq -c_1 \tilde{V}(y) + \hat{c}_1 \quad \forall y \in \mathbb{R}^d,
\]

where $\mathcal{A}$ is in (1.5).

Let the Lyapunov function $V$ be defined as

\[
\mathcal{A}V(y) = \tilde{V}(y) + \hat{c}_2 = (y'R + \kappa)[y - p\phi(\varepsilon')]Q[y - p\phi(\varepsilon')] + \hat{c}_2, \quad \forall y \in \mathbb{R}^d,
\]

where $\hat{c}_2$ is in (A.2) and

\[
\hat{c}_1|y|^2 \leq V(y) \leq \hat{C}_1|y|^2 + \hat{C}_2 + \hat{c}_2 \quad \forall y \in \mathbb{R}^d.
\]

Furthermore, we know

\[
\nabla V(y) = \nabla \tilde{V}(y), \quad \nabla^2 V(y) = \nabla^2 \tilde{V}(y) \quad \forall y \in \mathbb{R}^d,
\]
thus, (A.1) also holds for function $V$, that is,

(A.6) \[ |\nabla V(y)| \leq C(1 + |y|) \text{ for all } y \in \mathbb{R}^d, \]

and $A^*V(y) = A^*\tilde{V}(y)$ for all $y \in \mathbb{R}^d$. Combining with (A.3), one has

(A.7) \[ A^*V(y) \leq -c_1(\tilde{V}(y) + \tilde{c}_2) + \tilde{c}_1 + c_1\tilde{c}_2 \leq -c_1V(y) + \tilde{c}_1 \text{ for any } y \in \mathbb{R}^d \]

with $\tilde{c}_1 = \tilde{c}_1 + c_1\tilde{c}_2$.

Lemma A.1. For $A$ in (1.5), $V$ in (A.4) and integers $\ell \geq 1$, there exist some positive constants $\tilde{c}_\ell$ depending on $\ell$ such that

\[ A^*V^\ell(x) \leq -c_1V^\ell(x) + \tilde{c}_\ell, \]

and

(EV) \[ \mathbb{E}V^\ell(X^\eta_1) \leq e^{-c_\ell t}V^\ell(x) + \frac{\tilde{c}_\ell(1 - e^{-c_\ell t})}{c_1}, \quad \forall t \geq 0. \]

In addition, $\mu(V^\ell) \leq \frac{\tilde{c}_\ell}{c_1}$ and $\mu(\cdot;\mathbb{R}^d) \leq C$ where the constant $C$ depends on $\ell$. Furthermore, for any positive integers $\ell$ and probability measure $\nu$ satisfying $\nu(V^\ell) < \infty$, one has

\[ d_W(P^t_\nu \nu, \mu) \leq C(1 + \nu(V))e^{-ct}, \]

\[ \|P^t_\nu - \mu\|_{TV} \leq \|P^t_\nu - \mu\|_{TV,\nu} \leq C(1 + \nu(V^\ell))e^{-ct}. \]

In order to prove Proposition 3.1, we firstly show that $(\tilde{X}^\eta_k)_{k \in \mathbb{N}_0}$ in (1.2) is strong Feller and irreducible and the Lyapunov condition holds, and then we can get the exponential ergodicity from [19, 50]. Rewrite (1.2) as

(A.9) \[ \tilde{X}^\eta_{k+1} = \tilde{X}^\eta_k + g(\tilde{X}^\eta_k)\eta + \sigma(B_{(k+1)\eta} - B_{k\eta}), \]

where $k \in \mathbb{N}_0$ and $\tilde{X}^\eta_0$ is the initial value.

Lemma A.2. For $\tilde{P}_\eta$ before and $f \in B_b(\mathbb{R}^d, \mathbb{R})$, one has

\[ \|\nabla \tilde{P}_\eta f\|_\infty \leq \|f\|_\infty (1 + \frac{C}{c_1})\|\sigma\|_{op}^{-1}\|\sigma\|_{op}\eta^{-1/2}d^{1/2}, \]

which implies $(\tilde{X}^\eta_k)_{k \in \mathbb{N}_0}$ is strong Feller. Furthermore, $(\tilde{X}^\eta_k)_{k \in \mathbb{N}_0}$ is irreducible.

Lemma A.3. For $(X^\ell_s)_{s \geq 0}$ and $(\tilde{X}^\ell_s)_{s \geq 0}$ in (1.1) and (A.9) respectively and integers $\ell \geq 1$, there exists some positive constant $\tilde{C}_\ell$ depending on $\ell$ but not on $\eta$ such that for $0 \leq s < 1$,

\[ \mathbb{E}|X^\ell_s - x|^{2\ell} \leq \tilde{C}_\ell(1 + V^\ell(x))s^{\ell} \]

and \[ \mathbb{E}|X^\ell_s - \tilde{X}^\ell_s|^{2\ell} \leq \tilde{C}_\ell(1 + V^\ell(x))\eta^{3\ell}, \]

where $V$ is in (A.4).

Lemma A.4. For $(X^\ell_k)_{k \in \mathbb{N}_0}$ in (A.9), $V$ in (A.4) and integers $\ell \geq 1$, there exist some constants $\tilde{\gamma}_\ell \in (0, 1)$ and $K_\ell \in [0, \infty)$, both depending on $\ell$ but not on $\eta$ such that

(A.10) \[ \tilde{P}_\eta V^\ell(x) \leq \tilde{\gamma}_\ell V^\ell(x) + K_\ell, \]

where $\tilde{\gamma}_\ell = e^{-c_\ell \eta} + \tilde{C}_\ell'^{2/3} \tilde{c}_1^{2/3}$ and $K_\ell = \frac{\tilde{c}_1^{2/3}(1 - e^{-c_\ell \eta}) + \tilde{C}_\ell'^{2/3} \tilde{c}_1^{2/3}}{c_1}$ with $c_1$ and $\tilde{c}_\ell$ in Lemma A.1.

Proof of Proposition 3.1. The process $(\tilde{X}^\eta_k)_{k \in \mathbb{N}_0}$ is strong Feller and irreducible from Lemma A.2. Then $(\tilde{X}^\eta_k)_{k \in \mathbb{N}_0}$ has at most one invariant measure from [44, Theorem 1.4]. Combining Feller property in Lemma A.2 and Lyapunov condition in Lemma A.4, we know $(\tilde{X}^\eta_k)_{k \in \mathbb{N}_0}$ is ergodic with unique invariant measure $\tilde{\mu}_\eta$ from [40, Theorem 4.5]. In addition, we prove the exponential ergodicity from [19, 50].
For any \( n \in \mathbb{N}_0 \) and \( x \in \mathbb{R}^d \), let

\[
V_n(x) = e^{\frac{c_1}{\eta} n (1 + V(x))}, \quad r(n) = \frac{c_1}{8 \eta} e^{\frac{c_1}{\eta} n}, \quad \Psi(x) = 1 + V(x),
\]

and

\[
\mathcal{C} = \{ x : V(x) \leq \frac{8 e^{\frac{c_1}{\eta} n}}{c_1 \eta} (1 + K_1 - \bar{\gamma}_1) - 1 \}, \quad b = \frac{8 e^{\frac{c_1}{\eta} n}}{c_1 \eta} (1 + K_1 - \bar{\gamma}_1),
\]

where \( \bar{\gamma}_1 = e^{-c_1 \eta} + \tilde{C}_1 \eta^{\frac{3}{2}} \), \( \tilde{K}_1 = \frac{c_1}{8 \eta} (1 - e^{-c_1 \eta}) + \tilde{C}_1 \eta^{\frac{3}{2}} \) with \( c_1 \) and \( \tilde{c}_1 \) in (A.7), \( V \) is in (A.4) and the set \( \mathcal{C} \) is compact from (A.5). It follows from Lemma A.4 that

\[
\tilde{P}_\eta V_{n+1}(x) + r(n) \Psi(x) \leq \tilde{\gamma}_1 e^{\frac{c_1}{\eta} n} V_n(x) + \frac{c_1}{8 \eta} (1 + K_1 - \bar{\gamma}_1) + b,
\]

\[
= V_n(x) + \left( \tilde{\gamma}_1 e^{\frac{c_1}{\eta} n} - 1 + \frac{c_1}{8 \eta} \right) e^{\frac{c_1}{\eta} n} (V(x) + 1) + e^{\frac{c_1}{\eta} n} (1 + \tilde{K}_1 - \bar{\gamma}_1)
\]

\[
\leq V_n(x) + b r(n) \mathbf{1}_\mathcal{C}(x),
\]

where the last inequality holds from that \( \tilde{\gamma}_1 e^{\frac{c_1}{\eta} n} - 1 + \frac{c_1}{8 \eta} \leq - \frac{1}{2} c_1 \eta \) for small enough \( \eta > 0 \).

We claim that the compact set \( \mathcal{C} \) is petite. It follows from [50, Theorem 2.1] or [19, Theorem 1.1] that

\[
\lim_{n \to \infty} r(n)\|P^n_\eta(x, \cdot) - \bar{\mu}_\eta\|_\Psi = 0,
\]

where \( \|P^n_\eta(x, \cdot) - \bar{\mu}_\eta\|_\Psi = \sup_{h \in \Psi} |P^n_\eta h(x) - \bar{\mu}_\eta(h)| \), combining (A.5) with \( h(x) \leq C(1 + V(x)) = C \Psi(x) \) for all \( x \in \mathbb{R}^d \) and \( h \in \text{Lip}_0(1) \) and some constant \( C \geq 1 \), one has

\[
d_W((\tilde{P}_\eta^k)^* \nu, \bar{\mu}_\eta) \leq C \eta^{-1} e^{-c \eta}, \quad \|((\tilde{P}_\eta^k)^* \nu - \bar{\mu}_\eta)\|_{TV} \leq C \eta^{-1} e^{-c \eta}.
\]

It follows from Lemma A.4 that

\[
\int_{\mathbb{R}^d} \tilde{P}_\eta V^{\ell}(x) \mu_\eta(dx) \leq \int_{\mathbb{R}^d} \tilde{\gamma}_\ell V^{\ell}(x) \mu_\eta(dx) + \tilde{K}_\ell,
\]

such that

\[
\mu_\eta(V^{\ell}) \leq \tilde{\gamma}_\ell \mu_\eta(V^{\ell}) + \tilde{K}_\ell,
\]

that is,

\[
\tilde{\gamma}_\ell \mu_\eta(V^{\ell}) \leq \frac{\tilde{K}_\ell}{1 - \tilde{\gamma}_\ell} = \frac{\frac{c_1}{\tilde{c}_1} (1 - e^{-c_1 \eta}) + \tilde{C}_1 \eta^{\frac{3}{2}}}{1 - e^{-c_1 \eta} - \frac{1}{2} c_1 \eta} \leq \frac{2 \frac{c_1}{\tilde{c}_1} c_1 \eta}{\frac{1}{2} c_1 \eta} = \frac{4 \tilde{c}_1}{c_1},
\]

where the last inequality holds from Taylor expansion for \( e^{-c_1 \eta} \) with small \( \eta > 0 \), which implies the desired inequality from the relationship between \( V \) and \( | \cdot |^2 \) in (A.5).

To show the compact set \( \mathcal{C} \) is petite. It suffices to show that

\[
\text{petite} (A.10) \quad p(\eta, x, z) \geq c \nu(z) \quad \forall x \in \mathcal{C},
\]

where \( p(\eta, x, z) \) is the density of \( X^{\eta,x}_1 \), \( c \) is some positive constant and \( \nu \) is a probability measure from [50, p. 778]. Since

\[
\text{pete} \quad p(A_1, z)
\]
\[
\begin{align*}
(2\pi)^d \eta^d \det(\sigma\sigma')^{-\frac{1}{2}} \exp \left( -\frac{\lambda_{M}^{-1}}{2\eta}(2|z|^2 + 4|x|^2 + 8\bar{C}_{\text{op}}^2 \eta^2(1 + |x|^2)) \right) \\
\geq \left( (2\pi)^d \eta^d \lambda_M^d \right)^{-\frac{1}{2}} \exp \left( -\frac{|z|^2}{2\lambda_M} \right) \left( \frac{2\lambda_M}{\lambda_m} \right)^{-\frac{1}{2}} \exp \left( -\frac{\lambda_m^{-1}}{2\eta}(4|x|^2 + 8\bar{C}_{\text{op}}^2 \eta^2(1 + |x|^2)) \right),
\end{align*}
\]

where \( \lambda_M \) and \( \lambda_m \) are maximum and minimum eigenvalues of matrix \( \sigma\sigma' \) respectively and

\[|z - x - \eta g(x)|^2 \leq 2|z|^2 + 4|x|^2 + 8\bar{C}_{\text{op}}^2 \eta^2(1 + |x|^2) \quad \forall x, z \in \mathbb{R}^d.\]

Thus, (A.10) holds by taking

\[\nu(z) = \left( (2\pi)^d \eta^d \left( \frac{1}{2} \lambda_m \right)^d \right)^{-\frac{1}{2}} \exp \left( -\frac{|z|^2}{\lambda_m \eta} \right),\]

and

\[c = \inf_{c \in \mathcal{C}} \left\{ \left( \frac{2\lambda_M}{\lambda_m} \right)^{-\frac{1}{2}} \exp \left( -\frac{\lambda_m^{-1}}{2\eta}(4|x|^2 + 8\bar{C}_{\text{op}}^2 \eta^2(1 + |x|^2)) \right) \right\} > 0\]

for compact set \( \mathcal{C} \). The proof is complete. \( \square \)

**Proof of Lemma A.1.** (i) Recall that \( \mathcal{A}V(x) \leq -c_1 V(x) + \tilde{c}_1 \) for all \( x \in \mathbb{R}^d \) in (A.7) and the function \( V \) in (A.4). Combining (A.5), (A.6) and using the Young’s inequality, then there exists some positive constant \( \tilde{c}_\ell \) such that for all \( x \in \mathbb{R}^d \)

\[\mathcal{A}V^\ell(x) = \ell V^{\ell-1}(x) \mathcal{A}V(x) + \frac{\ell(\ell - 1)}{2} V^{\ell-2}(x) \langle \nabla V(x), (\nabla V(x))', \sigma\sigma' \rangle_{\text{HS}} \]

\[\leq -c_1 \ell V^{\ell-1}(x) + \tilde{c}_1 \ell V^{\ell-1}(x) + \frac{\ell(\ell - 1)}{2} V^{\ell-2}(x) \langle \nabla V(x), (\nabla V(x))', \sigma\sigma' \rangle_{\text{HS}} \]

\[\leq -c_1 V^\ell(x) + \tilde{c}_\ell.\]

By using Itô’s formula, we know for all \( t \geq 0 \)

\[\mathbb{E}V^\ell(X_t^x) = V^\ell(x) + \int_0^t \mathbb{E} \mathcal{A}V^\ell(X_s^x) ds \leq V^\ell(x) + \int_0^t (-c_1 \mathbb{E}V^\ell(X_s^x) + \tilde{c}_\ell) ds,\]

it implies that ([29, proof of Lemma 7.2])

\[\mathbb{E} V^\ell(X_t^x) \leq e^{-c_1 t} V^\ell(x) + \frac{\tilde{c}_\ell (1 - e^{-c_1 t})}{c_1}, \quad \forall t \geq 0,\]

Let \( \chi : [0, \infty) \to [0, 1] \) be a continuous function such that \( \chi(r) = 1 \) for \( 0 \leq r \leq 1 \) and \( \chi(r) = 0 \) for \( r \geq 2 \). Let \( L > 0 \) be a large number. It follows from (A.8) that

\[\mathbb{E} \left[ V^\ell(X_T^x) \chi \left( \left| \frac{X_T^x}{L} \right| \right) \right] \leq e^{-c_1 t} V^\ell(x) + \frac{\tilde{c}_\ell (1 - e^{-c_1 t})}{c_1}.\]

Let \( t \to \infty \), we have

\[\int_{\mathbb{R}^d} V^\ell(x) \chi \left( \left| \frac{x}{L} \right| \right) \mu(dx) \leq \frac{\tilde{c}_\ell}{c_1}.\]

Let \( L \to \infty \), we have

\[\int_{\mathbb{R}^d} V^\ell(x) \mu(dx) \leq \frac{\tilde{c}_\ell}{c_1}.\]

Combining with (A.5), we can get the inequality \( \mu( \cdot \cdot | 2\ell) \leq C \) and \( C \) depends on \( \ell \).
(ii) With similar calculations for [18, proof of Theorem 3] and combining (A.8), then there exist positive constants c and C such that for any positive integers $\ell$

$$\|P^\ell \nu - \mu\|_{TV} \leq C(1 + \nu(V^\ell))e^{-\alpha \ell}.$$ 

Thus, the exponential ergodicity for $(X_t)_{t\geq 0}$ in Wasserstein-1 distance holds from (1.8) and (A.5) by taking $\ell = 1$. Furthermore, one has the following inequality $\|P^\ell \nu - \mu\|_{TV} \leq \|P^\ell \nu - \mu\|_{TV,V}$ under $V(x) \geq 0$ for all $x \in \mathbb{R}^d$. The proof is complete.

**Proof of Lemma A.2.** (i) Since $\hat{X}^{\eta,x}_t$ has the same law as $N(x + g(x)\eta, \eta \sigma \sigma')$ with the density function $p(x, y, z)$ in (A.11), one has

$$\tilde{P}_\eta f(x) = E f(\hat{X}^{\eta,x}_1) = \int_{\mathbb{R}^d} f(z)p(\eta, x, z)dz,$$

thus

$$\nabla \tilde{P}_\eta f(x) = \int_{\mathbb{R}^d} \eta^{-1} f(z)(I + \nabla g(x)\eta)(\sigma \sigma')^{-1}(z - x - g(x)\eta)p(\eta, x, z)dz.$$

It implies that

$$|\nabla \tilde{P}_\eta f(x)| \leq \int_{\mathbb{R}^d} \eta^{-1} |f(z)||I + \nabla g(x)\eta|\|\sigma^{-1}\|_{op}^2 |z - x - g(x)\eta|p(\eta, x, z)dz \leq \|f\|_{\infty} (1 + C_{op}\eta)\|\sigma^{-1}\|_{op}^2 \|\sigma\|_{op}\eta^{-\frac{1}{2}}d^2,$$

where the second inequality holds from that $\hat{X}^{\eta,x}_t - x - g(x)\eta$ has the same law as $N(0, \eta \sigma \sigma')$.

(ii) For any $x, y \in \mathbb{R}^d$ and $r > 0$, it follows from (A.9) that

$$\tilde{P}_\eta(x, B(y, r)) = \mathbb{P}(\hat{X}^{\eta,x}_t \in B(y, r)) = \mathbb{P}(x + g(x)\eta + \sigma B_\eta \in B(y, r)) = \mathbb{P}(\sigma B_\eta \in B(y - x - g(x)\eta, r)) > 0,$$

where $B_\eta$ has the same law as $N(0, \eta I)$. Assuming that $\tilde{P}_\eta(x, B(y, r)) > 0$ for any $x, y \in \mathbb{R}^d$, $r > 0$ and some integer $k$, one has

$$\tilde{P}_\eta^{k+1}(x, B(y, r)) = \int_{\mathbb{R}^d} \tilde{P}_\eta^k(x, z)\tilde{P}_\eta(z, B(y, r))dz > 0,$$

thus, the irreducibility holds by induction.

**Proof of Lemma A.3.** (i) Combining with Lemma A.1 and with similar calculations for (A.8), one has

$$\mathbb{E} V^\ell (X^\eta_0) \leq e^{-c_1 \eta} V^\ell (x) + \frac{C}{c_1} (1 - e^{-c_1 \eta}).$$

From $(X_t)_{t\geq 0}$ in SDE (1.1), one has for any $0 < s < 1$,

$$X^\ell_s = x + \int_0^s g(X^\eta_u)du + \sigma B_s,$$

by using Hölder inequality and $|g(x)| \leq C_{op}(1 + |x|)$ for all $x \in \mathbb{R}^d$ with $C_{op}$ in (1.10), there exists some positive constant $C_\ell$ depending on $\ell$ such that

$$|X^\ell_s - x|^{2\ell} = \left|\int_0^s g(X^\eta_u)du + \sigma B_s\right|^{2\ell} \leq \tilde{C}_\ell s^{2\ell-1} \int_0^s (1 + V^\ell(X^\eta_u))du + \tilde{C}_\ell |B_s|^{2\ell},$$

where the last inequality holds from (A.5). Combining with (A.12), we know there exists some positive constant $\tilde{C}_\ell$ depending on $\ell$ such that

$$\mathbb{E} |X^\ell_s - x|^{2\ell} \leq \tilde{C}_\ell s^{2\ell-1} \int_0^s (1 + \mathbb{E} V^\ell(X^\eta_u))du + \tilde{C}_\ell |B_s|^{2\ell} \leq \tilde{C}_\ell s^\ell (1 + V^\ell(x)),$$
where the second inequality holds from (A.12) and the last inequality holds for $0 < s < 1$.

(ii) From $(X_t)_{t \geq 0}$ and $(\tilde{X}^n_k)_{k \in \mathbb{N}_0}$ in (1.1) and (A.9) respectively, one has

$$X^\eta_n - \tilde{X}^\eta_1 = \int_0^\eta (g(X^n_s) - g(x))ds,$$

by using Hölder inequality and (A.5), one has

then by (A.5)

Combining this with (A.13), there exists some positive constant $C_\ell$ depending on $\ell$ not on $\eta$ such that

$$|X^\eta_n - \tilde{X}^\eta_1|^2 \leq \int_0^\eta (g(X^n_s) - g(x))ds \leq \tilde{C}_\ell \eta^{2\ell - 1} \int_0^\eta |X^\eta_n - x|^{2\ell}ds.$$

Combining this with (A.13), there exists some positive constant $\tilde{C}_\ell$ depending on $\ell$ not on $\eta$ such that

$$\mathbb{E}|X^\eta_n - \tilde{X}^\eta_1|^2 \leq \tilde{C}_\ell \eta^{2\ell - 1} \int_0^\eta s^\ell(1 + V^\ell(x))ds \leq \tilde{C}_\ell (1 + V^\ell(x))\eta^{3\ell}.$$

The proof is complete.

\textbf{Proof of Lemma A.4.} We use the method from [38, Theorem 7.2] to get the desired inequality. For $V$ in (A.4), one has

$$\mathbb{E}V^\ell(\tilde{X}^n_1) \leq \mathbb{E}V^\ell(X^\eta_1) + \mathbb{E}[V^\ell(\tilde{X}^\eta_1) - V^\ell(X^\eta_1)].$$

Let $\tilde{C}_\ell$ be some constants depending on $\ell$ but not on $\eta$, whose values may vary from line to line.

We claim that for small $\eta \in (0, e^{-1}),$

\begin{equation}
\mathbb{E}|V^\ell(\tilde{X}^\eta_n) - V^\ell(X^\eta_n)| \leq \tilde{C}_\ell (1 + V^\ell(x))\eta^\frac{3}{2}.
\end{equation}

**(A.14)**

Combining this with (A.12), one has

$$\mathbb{E}V^\ell(\tilde{X}^\eta_1) \leq \mathbb{E}V^\ell(X^\eta_1) + \mathbb{E}[V^\ell(\tilde{X}^\eta_1) - V^\ell(X^\eta_1)]$$

$$\leq e^{-c_1 \eta}V^\ell(x) + \tilde{C}_\ell(1 - e^{-c_1 \eta}) + \tilde{C}_\ell \eta^\frac{3}{2}(1 + V^\ell(x))$$

$$\leq (e^{-c_1 \eta} + \tilde{C}_\ell \eta^\frac{3}{2})V^\ell(x) + \tilde{C}_\ell \left(1 - e^{-c_1 \eta}\right) + \tilde{C}_\ell \eta^\frac{3}{2},$$

which implies

$$\tilde{P}_\eta V^\ell(x) \leq \tilde{\gamma}_\ell V^\ell(x) + \tilde{K}_\ell,$$

with $\tilde{\gamma}_\ell = e^{-c_1 \eta} + \tilde{C}_\ell \eta^\frac{3}{2}$ and $\tilde{K}_\ell = \tilde{C}_\ell(1 - e^{-c_1 \eta}) + \tilde{C}_\ell \eta^\frac{3}{2}$ for small enough $\eta \in (0, e^{-1}).$

It remains to show the claim (A.14) holds. Since

$$V^\ell(\tilde{X}^\eta_n) - V^\ell(X^\eta_n) = \ell \int_0^1 (\tilde{X}^\eta_1 - X^\eta_n)^\ell \nabla V(X^\eta_n + r(\tilde{X}^\eta_n - X^\eta_n))V^\ell-1(X^\eta_n + r(\tilde{X}^\eta_n - X^\eta_n))dr,$$

then by (A.5)

$$|V^\ell(\tilde{X}^\eta_n) - V^\ell(X^\eta_n)| \leq \tilde{C}_\ell \int_0^1 [1 + |X^\eta_n + r(\tilde{X}^\eta_n - X^\eta_n)|]^{2\ell - 1}|\tilde{X}^\eta_1 - X^\eta_n|dr$$

$$\leq \tilde{C}_\ell (1 + |X^\eta_n|^{2\ell - 1})|\tilde{X}^\eta_1 - X^\eta_n| + \tilde{C}_\ell |\tilde{X}^\eta_1 - X^\eta_n|^{2\ell}.$$
Combining this with (A.12) and Lemma A.3, for small \( \eta \in (0, e^{-1}) \) we have,

\[
\mathbb{E}|V^t(x_1^{\eta,x}) - V^t(x_1^\eta)| \leq \tilde{C}_t \left( 1 + e^{-c_1 \eta V^t(x)} + \frac{2^{2\alpha} \eta^{2\alpha}}{c_1} (1 + V^t(x))^{\frac{1}{\alpha}} + \tilde{C}_t (1 + V^t(x)) \eta^2 \right).
\]

The proof is complete. \( \square \)

**Appendix B. Proof of auxiliary lemmas in Section 2**

**Proof of Lemma 2.4.** (i) By using Itô’s formula, for any integers \( m \geq 2 \), we have

\[
\mathbb{E}|X_t^x|^m = |x|^m + m \mathbb{E} \int_0^t |X_s^x|^{m-2} (X_s^x) g(X_s^x) ds
\]

\[
+ \frac{m}{2} \mathbb{E} \int_0^t |X_s^x|^{m-4} ((m-2)|\sigma'|X_s^x|^2 + \text{tr}(\sigma\sigma')|X_s^x|^2) \ ds.
\]

By the bound \( |g(x)| \leq \tilde{C}_{\text{op}}(1 + |x|) \) for all \( x \in \mathbb{R}^d \) with \( \tilde{C}_{\text{op}} \) in (1.10), we further get

\[
\mathbb{E}|X_t^x|^m \leq |x|^m + \tilde{C}_{\text{op}} \left( m \int_0^t \mathbb{E}|X_s^x|^m ds + m \int_0^t \mathbb{E}|X_s^x|^{m-1} ds + m^2 \int_0^t \mathbb{E}|X_s^x|^{m-2} ds \right)
\]

\[
\leq |x|^m + 2m^2 \tilde{C}_{\text{op}} \left( \int_0^t \mathbb{E}|X_s^x|^m ds + t \right),
\]

where the second inequality is by Young’s inequalities, that is, \( b^{m-1} \leq \frac{m-1}{m} b^m + \frac{1}{m} \) and \( b^{m-2} \leq \frac{m-2}{m} b^m + \frac{2}{m} \). Thus, we have

\[
\mathbb{E}|X_t^x|^m \leq e^{C_m t} (|x|^m + 1),
\]

where \( C_m = 2m^2 \tilde{C}_{\text{op}} \). The moment estimates \( \mathbb{E}|X_t^{\varepsilon,x}|^m \) can be obtained similarly. Thus, inequality (2.8) holds.

(ii) Consider \( X_t^{\varepsilon,x} - X_t^x \), which satisfies the following equation

\[
\frac{d}{dt} (X_t^{\varepsilon,x} - X_t^x) = g_\varepsilon(X_t^{\varepsilon,x}) - g(X_t^x)
\]

\[
= g_\varepsilon(X_t^x) - g_\varepsilon(X_t^x) + g_\varepsilon(X_t^x) - g(X_t^x),
\]

\[
= \nabla g_\varepsilon(\theta_t) (X_t^{\varepsilon,x} - X_t^x) + g_\varepsilon(X_t^x) - g(X_t^x),
\]

where \( \theta_t \) is between \( X_t^x \) and \( X_t^{\varepsilon,x} \). The above equation can be solved by

\[
X_t^{\varepsilon,x} - X_t^x = \int_0^t \exp \left( \int_s^t \nabla g_\varepsilon(\theta_r) dr \right) (g_\varepsilon(X_s^x) - g(X_s^x)) ds.
\]

Since \( \|\nabla g_\varepsilon(\cdot)\|_{\text{op}} \leq C_{\text{op}} \) for all \( x \in \mathbb{R}^d \), the relation \( |g_\varepsilon(x) - g(x)| \leq C_{\text{op}} \varepsilon \) for all \( x \in \mathbb{R}^d \) immediately gives us (2.9). \( \square \)

**Proof of Lemma 2.5.** Denote the event

\[
N = \left\{ \int_0^\infty \|\nabla g_\varepsilon(X_s^{\varepsilon,x})\|_{\text{op}} 1_{\{e^{\varepsilon X_s^x = 0}\}} ds \neq 0 \right\},
\]

and we claim that

\[
\mathbb{P}(N) = 0.
\]

\( \square \)
Indeed, for any \( T > 0 \), by \( \| \nabla g_\varepsilon(x) \|_{op} \leq C_{op} \) for all \( x \in \mathbb{R}^d \) and \( \varepsilon \), we have
\[
\mathbb{E} \int_0^T \| \nabla g_\varepsilon(X_{s}^{\varepsilon,x}) \|_{op} 1_{\{e'X_{s}^{\varepsilon,x} = 0\}} ds = \int_0^T \mathbb{E}[\| \nabla g_\varepsilon(X_{s}^{\varepsilon,x}) \|_{op} 1_{\{e'X_{s}^{\varepsilon,x} = 0\}}] ds \leq \int_0^T C_{op} \mathbb{E} 1_{\{e'X_{s}^{\varepsilon,x} = 0\}} ds = 0,
\]
where the last equality is by Proposition 4.1 and the fact that for any small \( \varepsilon > 0 \),
\[
\mathbb{E} \int_0^T 1_{\{e'X_{s}^{\varepsilon,x} = 0\}} ds \leq \mathbb{E} L_{s,t}^{\varepsilon,x} \leq C\varepsilon e^{\frac{C\varepsilon}{2}} (1 + |x|)(1 + T),
\]
while \( L_{s,t}^{\varepsilon,x} = \int_0^T [-\frac{1}{\varepsilon^2}(e'X_{s}^{\varepsilon,x})^2 + 1] 1_{\{e'X_{s}^{\varepsilon,x} \leq \varepsilon\}} ds \). The above inequality holds for any \( \varepsilon > 0 \), we know \( \mathbb{E} \int_0^T 1_{\{e'X_{s}^{\varepsilon,x} = 0\}} ds = 0 \).
Since (B.2) holds for all \( T > 0 \), we see that
\[
\mathbb{E} \int_0^\infty \| \nabla g_\varepsilon(X_{s}^{\varepsilon,x}) \|_{op} 1_{\{e'X_{s}^{\varepsilon,x} = 0\}} ds = 0,
\]
hence (B.1) holds.
Recall the definition of \( J_{s,t}^{\varepsilon,x} \) and define
\[
\tilde{J}_{s,t}^{\varepsilon,x} := \exp \left( \int_s^t \nabla g_\varepsilon(X_{r}^{\varepsilon,x}) 1_{\{e'X_{s}^{\varepsilon,x} \neq 0\}} dr \right).
\]
It is easy to verify that
\[
\lim_{\varepsilon \to 0} \tilde{J}_{s,t}^{\varepsilon,x} = J_{s,t}^{x}, \quad 0 \leq s \leq t < \infty.
\]
For any \( \omega \notin N \), we know \( \int_0^\infty \nabla g_\varepsilon(X_{s}^{\varepsilon,x}) 1_{\{e'X_{s}^{\varepsilon,x} = 0\}} ds = 0 \) and thus
\[
\exp \left( \int_s^t \nabla g_\varepsilon(X_{r}^{\varepsilon,x}) 1_{\{e'X_{s}^{\varepsilon,x} = 0\}} dr \right) = I, \quad 0 \leq s \leq t < \infty.
\]
Since \( I \) commutes with any matrix, for all \( \omega \notin N \), we get
\[
\tilde{J}_{s,t}^{\varepsilon,x} = \tilde{J}_{s,t}^{x} \exp \left( \int_s^t \nabla g_\varepsilon(X_{r}^{\varepsilon,x}) 1_{\{e'X_{s}^{\varepsilon,x} = 0\}} dr \right) = J_{s,t}^{\varepsilon,x}, \quad 0 \leq s \leq t < \infty.
\]
This, combining with (B.3), implies that for all \( \omega \notin N \),
\[
\lim_{\varepsilon \to 0} J_{s,t}^{\varepsilon,x} = J_{s,t}^{x}, \quad 0 \leq s \leq t < \infty.
\]
Note that \( J_{s,t}^{\varepsilon,x} \) and \( J_{s,t}^{x} \) are matrices, the above pointwise convergence implies the convergence in operator.

**Proof of Lemma 2.6.** By using Burkholder-Davis-Gundy inequality, we have
\[
\mathbb{E} |\mathcal{I}_{u,t}^{\varepsilon,x}(t)|^m \leq \frac{C}{t^m} \mathbb{E} \left( \int_0^t |\sigma^{-1} J_{r}^{\varepsilon,x} u|^2 dr \right)^{m/2} \leq \frac{C}{t^m} \mathbb{E} \left( \int_0^t ||\sigma^{-1}||_{op}^2 ||J_{r}^{\varepsilon,x}||_{op}^2 |u|^2 dr \right)^{m/2},
\]
which, together with (2.12), immediately gives (2.17).

For the second relation, by Burkholder-Davis-Gundy inequality, we have
\[
\mathbb{E} |\mathcal{I}_{u,t}^{\varepsilon,x}(t) - \mathcal{I}_{u,t}^x(t)|^m = \mathbb{E} \left| \frac{1}{t} \int_0^t \langle \sigma^{-1}(J_{r}^{\varepsilon,x} - J_{r}^x) u, dB_r \rangle \right|^m \leq \frac{C}{t^m} \mathbb{E} \left( \int_0^t |\sigma^{-1}(J_{r}^{\varepsilon,x} - J_{r}^x) u|^2 dr \right)^{m/2} \to 0 \quad \text{as} \quad \varepsilon \to 0,
\]
where the limit is by dominated convergence theorem (with a notice of Lemma 2.5). \(\square\)

**Proof of Lemma 2.7.** If \(\psi \in C^1(\mathbb{R}^d, \mathbb{R})\), then by (2.16) and the Bismut formula (2.14), we have

\[
\nabla_u \mathbb{E}[\psi(X_t^{\varepsilon,x})] = \mathbb{E}[\nabla \psi(X_t^{\varepsilon,x}) \nabla_u X_t^{\varepsilon,x}] = \mathbb{E}[\nabla \psi(X_t^{\varepsilon,x}) D_V X_t^{\varepsilon,x}] = \mathbb{E}[D_V \psi(X_t^{\varepsilon,x})] = \mathbb{E}[\psi(X_t^{\varepsilon,x}) I_u^x(t)],
\]

where \(V\) is the direction of Malliavin derivative.

Because the operator \(\nabla\) is closed, ([43, Theorem 2.2.6]) and by the well known property of closed operators [43, Proposition 2.1.4], as long as it is shown that

\[\mathbb{E}[\psi(X_t^{\varepsilon,x})] = \mathbb{E}[\psi(X_t^x)] \leq C \varepsilon^m (|x|^m + 1),\]

where \(C_1\) does not depend on \(\varepsilon, t\) and \(x\). (Without loss of generality, we can take \(C_1\) depending on \(m, \|\nabla \psi\|_\infty\) and \(\psi(0)\).) Indeed, it is easily seen that

\[\mathbb{E}[\psi(X_t^{\varepsilon,x})] \leq C_2 (|\psi(0)|^m + \|\nabla \psi\|_\infty \mathbb{E}|X_t^{\varepsilon,x}|^m),\]

where \(C_2\) only depends on \(m\) and this, together with (2.8), immediately yields the aimed inequality.

For the first limit of (B.4), for all \(m \geq 1\), by (2.9) we have

\[\mathbb{E}[\psi(X_t^{\varepsilon,x}) - \psi(X_t^x)]^m \rightarrow 0 \quad \text{as} \quad \varepsilon \rightarrow 0.\]

For the second one, we have

\[\mathbb{E}[\psi(X_t^{\varepsilon,x}) I_u^x(t) - \mathbb{E}[\psi(X_t^x) I_u^x(t)]] \rightarrow 0 \quad \text{as} \quad \varepsilon \rightarrow 0,
\]

where the convergence is by the following argument: applying Cauchy-Schwarz inequality on the two expectations, and using (2.17), (2.18), (B.5) and (B.6).

**Proof of Lemma 2.2.** We firstly show that \(\int_0^\infty [P_t h(x) - \mu(h)] dt\) is well defined. Denote \(\hat{h} = -h + \mu(h)\). For any \(h \in B_b(\mathbb{R}^d, \mathbb{R})\), we know \(h(x) \leq \|h\|_\infty (1 + V(x))\) for all \(x \in \mathbb{R}^d\) and from Lemma A.1, one has

\[\|P_t h(x) - \mu(h)\| \leq \|h\|_\infty \|P_t^* \delta_x - \mu\|_{TV,V} \leq C \|h\|_\infty (1 + V(x)) e^{-ct},\]

which implies that

\[\int_0^\infty [P_t h(x) - \mu(h)] dt \leq C \|h\|_\infty (1 + V(x)) < \infty.
\]

The reminder is similar to that of [22, Proposition 6.1]. The proof is complete. \(\square\)

**Proof of Lemma 2.3.** (i) It follows from (2.5) that

\[|f(x)| \leq \int_0^\infty |P_t h(x) - \mu(h)| dt \leq \|h\|_\infty \int_0^\infty \|P_t^* \delta_x - \mu\|_{TV,V} dt.
\]

Then, we know

\[|f(x)| \leq C \|h\|_\infty (1 + V(x)) \leq C \|h\|_\infty (1 + |x|^2),\]
where the last inequality holds from the relationship between $V$ and $|\cdot|^2$ in (A.5).

(ii) Firstly, let $h \in C^1_b(\mathbb{R}^d, \mathbb{R})$, we have $\nabla_u \mathbb{E}[h(X^x_t)] = \mathbb{E}[\nabla_u h(X^x_t)]$ by Lebesgue’s dominated convergence theorem. Then we consider the term $\nabla_u [e^{-\lambda t} \mathbb{E} f(X^x_t)]$. Recall that

$$f(x) = - \int_0^\infty P_t[h(x) - \mu(h)] dt.$$ 

By Lemma 2.7, one has

$$\mathbb{E}[\nabla_u f(X^x_t)] = \mathbb{E}[\nabla f(X^x_t) \nabla_u X^x_t] = \mathbb{E}[\nabla f(X^x_t) D\nabla X^x_t] = \mathbb{E}[D\nabla f(X^x_t)] = \mathbb{E}[f(X^x_t) \mathcal{I}^x_u(t)].$$

From (B.7), one has

$$\mathbb{E}|f(X^x_t)|^2 \frac{1}{2} \leq C [1 + \mathbb{E} V^2(X^x_t)] \frac{1}{2} \leq C e^{\frac{C}{2} t} (1 + |x|^2).$$

(B.8) Combining with the estimate for $\mathbb{E}[\mathcal{I}^x_u(t)]^2$ in (2.17) and using Hölder inequality, one has

$$\mathbb{E}|f(X^x_t) \mathcal{I}^x_u(t)| \leq [\mathbb{E} |f(X^x_t)|^2]^{\frac{1}{2}} [\mathbb{E}[\mathcal{I}^x_u(t)]^2]^{\frac{1}{2}} \leq C e^{\frac{C}{2} t} (1 + |x|^2)|u|^{-\frac{1}{2}} e^{C_{\text{opt}} t} < \infty,$$

and with similar calculations, one has

$$\mathbb{E}|h(X^x_t) \mathcal{I}^x_u(t)| \leq \|h\|_{\infty} \mathbb{E}[\mathcal{I}^x_u(t)] < \infty.$$

Here we fix $x$ and $t > 0$. Then by Lebesgue’s dominated convergence theorem, we have

$$\nabla_u \mathbb{E}[e^{-\lambda t} f(X^x_t)] = \mathbb{E}[e^{-\lambda t} \nabla_u f(X^x_t)].$$

It follows from Hölder inequality that

$$\int_0^\infty |e^{-\lambda t} (\lambda \nabla_u \mathbb{E}[f(X^x_t)] - \nabla_u \mathbb{E}[h(X^x_t)])| dt$$

$$= \int_0^\infty |e^{-\lambda t} (\lambda \mathbb{E}[f(X^x_t) \mathcal{I}^x_u(t)] - \mathbb{E}[h(X^x_t) \mathcal{I}^x_u(t)])| dt$$

$$\leq \int_0^\infty e^{-\lambda t} |\mathbb{E} [f^2(X^x_t)]|^{\frac{1}{2}} [\mathbb{E}[\mathcal{I}^x_u(t)]^2]^{\frac{1}{2}} dt + \int_0^\infty e^{-\lambda t} \|h\|_{\infty} \mathbb{E}[\mathcal{I}^x_u(t)] dt.$$

(B.9) From estimates for $\mathbb{E}[\mathcal{I}^x_u(t)]^2$ in (2.17) and $[\mathbb{E}|f(X^x_t)|^2]^{\frac{1}{2}}$ in (B.8), one has

$$\int_0^\infty e^{-\lambda t} \lambda \mathbb{E}[f^2(X^x_t)]^{\frac{1}{2}} [\mathbb{E}[\mathcal{I}^x_u(t)]^2]^{\frac{1}{2}} dt \leq \int_0^\infty \lambda (1 + |x|^2) e^{\frac{C}{2} t} |u|^{-1} e^{(-\lambda + C_{\text{opt}}) t} dt$$

$$\leq C (1 + |x|^2) |u|,$$

where the last inequality holds from taking $\lambda > \frac{C}{2} + C_{\text{opt}}$.

From estimate for $\mathbb{E}[\mathcal{I}^x_u(t)]$ in (2.17), one has

$$\int_0^\infty e^{-\lambda t} \|h\|_{\infty} \mathbb{E}[\mathcal{I}^x_u(t)] dt \leq \int_0^\infty e^{-\lambda t} \|h\|_{\infty} \frac{C |u|}{t^{1/2}} e^{C_{\text{opt}} t} dt \leq C \|h\|_{\infty} |u|,$$

where the last inequality holds from taking $\lambda > C_{\text{opt}}$.

Since

$$f(x) = \int_0^\infty e^{-\lambda t} P_t [\lambda f(x) - h(x) + \mu(h)] dt, \quad \forall \lambda > 0,$$

by Lebesgue’s dominated convergence theorem, we have

$$\nabla_u f(x) = \int_0^\infty \nabla_u [\lambda e^{-\lambda t} \mathbb{E} f(X^x_t) - e^{-\lambda t} \mathbb{E} h(X^x_t)] dt$$

$$= \int_0^\infty e^{-\lambda t} (\lambda \nabla_u \mathbb{E}[f(X^x_t)] - \nabla_u \mathbb{E}[h(X^x_t)]) dt$$

(B.11)
The proof is complete. □
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