An Extensive Study on Machine Learning based Battery Health Estimation

Sai Vasudeva Bhagavatula¹, Venkata Rupesh Bharadwaj Yellamraju¹, Karthik Chandra Eltem¹, Phaneendra Babu Bobba¹ and Naveen Kumar Marati²

¹Dept. of Electrical & Electronics Engineering, GRIET, Hyderabad, Telangana., India.
²Architect, Wipro Limited, Bangalore, India.

Abstract. This manuscript is a comparative study on various machine learning Regression methods like Decision Tree and Random Forest and SVM and other improvised methods along with unsupervised methods like Reinforcement learning, ANN methods like DNN are also discussed along with advanced methods like GRU, CNN, LSTM for estimating the battery health in order to estimate its life which is used in the modern-day technology of Battery Management System. The evolution of the present day BMS bought a great opportunity to study more about adaptive learning systems as it provides greater efficiency and tunes itself basing on environmental changes for battery health estimation studying on various methods on the subsets of artificial intelligence can be helpful to build more accurate correlation between the input and output. Adaptive learning even having a self-adjusting feature the computational limitations and the data being used is also important in producing correct result with a promising accuracy, so multiple algorithms, architectures and models are studied for better understanding in order to come to conclusions for selecting the apt model for satisfying results. Compared to other conventional methods Artificial Intelligence and their subsets learn from the error and adopt which outperforms other models in accuracy.

1 Introduction

A battery management system this helps to improve the robustness and performance of the battery. The BMS acquires information about the electrical and ambient parameters of the battery and not only protects it from electrical damages but also helps to enhances its functioning and battery life. The behavior of the battery can be understood by the State of Charge and State of Health or the Performance Characteristics are very useful is modern day technologies earlier many conventional methods were used for estimating these responses but later after the improvisation in the computational power of machines like computers old technologies like Adaptive learning methods - machine learning and ANN (Artificial Neural Nets) started evolving that offer far better performance than the conventional approaches of estimating SoC and SoH. A representation of various ML techniques and their classification are mentioned below.

Fig 1. Representation of Machine Learning Methods

In the recent years the research in this particular field has grown enormous due its flexibility and accessibility.

From the vast research being conducted on these self-adjusting systems for the Battery health estimation some of basic attributes like voltage current and ambient temperature of the battery pack is being used for the estimation of SoC and for the estimation of health of the battery pack additional parameter like SoC, charge cycles, voltage, current, temperature and along with additional parameters are taken into consideration when dealing with these methodologies. A basic workflow any machine
learning method is given below in Fig 2 in a block representation.

![Fig 2. Block Representation Machine Learning process](image1)

Fig 3. Types of ANN

Multiple ML and ANN frameworks along with their proposed methodologies are discussed below. This manuscript is extensive study on different methodologies in machine learning that are being experimented for the health estimation of the battery. A summary of the methods discussed in the below section is tabulated for better understanding.

2 Study on Different Machine Learning Approaches

2.1 Random Forest

The Random Forest regression technique is an addition to the Decision [1]. The authors of [2] performed experiments on the data available.

![Fig 4 (a). Training SoH](image2)

Fig 4 (a) clearly represents the predicted SoH during training which is labelled in green colour, the original SoH is not visible as it is imposed with the true SOH which is label in black colour this concludes that the random forest regression model has been trained.

![Fig 4. (b) Testing SoH](image3)

Fig 4. (b) Testing SoH

As observed in fig 4(b) the evaluation over the testing data is done and plotted The colour labelled in red represents the predicted data for the SoH over the validation data. As seen the black colour is the true SoH. The results acquired were quite promising with a mean absolute error percentage of 1.27%, using the Random Forest model selected by the authors of [2]. The authors of [3] describes how Decision Tress match the traditional Li-ion battery aging. More than 400 trees were selected but the authors of [2 ] for their random forest model. The error in the aging parameter of the battery can be understood by the decrease in mean loss in impurity significance during the computation. The authors of [4] describes about the significance of categorical values, This process is usually repudiated. The other parameter that has a strong influence and its durability on the accuracy of the model for aging estimation is the Permutation importance. [5] elucidates how the decrease in model accuracy is observed by the quantification parameter significance. In [3,6,7] it is stated that loss of active components in the li-ion battery degrades the capacity of battery.

A similar type experiment was executed by the authors of [8] for the estimation of capacity on lithium ion power source banks like batteries using the random forest regression method their results states that the designated model with 200 trees were sufficient with the trained and tested data as listed by the authors of [8] in the table Setting 2 the estimation has output a very promising with a RMSE (Root Mean Square Error) percentage that is below 1.3 %. The observations fairly conclude the calibre of the RFR (Random Forest Regression ) model that it was able to understand the data provided in the form of training samples to the models.

The below are the results from NMC(nickel-manganese-cobalt ) batteries which are classified into two basing on their specifications and 6 groups of cells were chosen for each type . The below are the results from Type A specification cells.
The Fig 5(a) [8] are the graphs obtained for RFR for Group 1 cells. The Predicted/Estimated SoH vs the True or Tested SoH is plotted and we can observe that there is very less error that can be ignored when considering or trained on a huge dataset. The x-axis being its charging cycles and y-axis being its SoH, the model was able to predict the State of Health even with less training data samples quite impressively.

Fig 5(b) Predicted Results for Group 4 Cells

The Fig 5(b) [8] for Group 4 cells the Predicted/Estimated SoH vs the True or Tested SoH is plotted. The x-axis being its charging cycles and y-axis being its SoH, the model was able to predict the State of Health even with less training data samples perfectly fit the true SoH which yields better results compared to Group 1 cells. More better prediction was made by the same model when evaluated with the Type B cells. The results below

Fig 6(a) Predicted Results for Group 1 Cells

The SoH curves as observed in 6(a) were obtained from the Type B of the NMC cells. The specifications are given by the authors of [8] as shown for the same model the SoH perfectly fits the true SoH state that concludes that our model is perfectly trained and was able to predict the SoH.

Fig 6(b) Predicted Results for Group 2 Cells

Same type of cells but of different groups were used by the authors of [8]. The SoH as per this curve in 6(b) comprehends that it was able to coincide with the original SoH. Making it clear that the model used by the author of [8] is the best fit for the SoH prediction for the selected NMC batteries with an RMSE error of less than 0.5% for Type B batteries.

2.2 Support Vector Regression

Many Artificial Neural Networks and Support Vector Regression illustrated as statistical and adaptive learning we used for the prediction/estimation have been successfully implemented for SoC [9-12]. The use of Support Vector Machine was already being discussed for the state of charge estimation by the authors of [13], for on-board electric vehicles. Anticipating the life of the battery by SVM technique as shown by the authors of [14] was achieved, the proposed methodology was learning the decay of battery capacity for the necessary results. The authors cited in [15] has claimed to conduct an experiment on the battery specs as mentioned in Table 1 of [15]. The battery chosen was bought from [16].

Fig 7(a) SoC vs Voltage

The authors of the reference [15] has plotted the curve for the voltage vs state of charge as shown in Fig 7(a) for different temperatures, the thick line is label for the true value of SoC and the dotted line is for the estimate value of SoC but the temperature has been neglected the test has been conducted for multiple temperatures varying from 0°C to 40°C with a step of 10°C and was used only for the true SoC neglecting the temperatures as a parameter for the SVM model the following were the results. The curves contains additional parameters that were taken into consideration like instantaneous voltage and...
time dissociated voltage with a x and star for true and bubble and box for estimated respectively. A Root mean square percentage error of 4.2% and 0.85 for voltage ranging from 4.2 to 3 volts which is quite satisfying for time independent considerations.

Fig 7 (b) Temperature Dependent SoC Estimation

The authors of [15] has also conducted a similar experiment for time dependent and achieved better results with a RMSE of 0.63% for voltage ranges and 6.2 at a particular instant voltage. A similar experiment by the authors of [14] in their investigated for the SoH on lithium- ion batteries can be seen by considering the cells that were real time electrified transportation, 6 of these cells were taken for this real time experiment.

Fig 8(a) Training data SoH vs Time

Fig 8(b) Testing data SoH vs Time

Fig 8(c) SoH vs Time Remaining Useful Life

The above were the real time results obtained for the authors of [14] Fig 8 [a] and Fig 8 [b] are the training and testing curves of the selected cell types, for more accurate validation authors of [14] have taken driving profiles HV1 to HV5 for training, HV5 driving profile was later removed when validating testing. For Remaining Useful Life estimation as seen in Fig 8(c) the process was conducted in a different manner, The RUL prediction started from the 12 cell prior to which training was conducted, and the 11th cell was considered as reference for the first RUL computation and was continued for 70 days and using these data points of the first prognostic as shown in Fig 8(c) by the authors of 14 the data was then used for next 50 days of the second estimate as seen in the fig 8(c). A similar other experiment was done by the authors of [17], has collected datasets from the NASA data storehouse [18]. The authors [19] mentioned the training time for SVR.

Fig 9 (a) SOH vs cycles

Fig 9(b) Predicted SoH vs cycles

The predict SoH curve as seen in the above figure 9(b) as done by the authors of [17] started their SVR model from cycle 70 we can observe that the SVR fits the true SoH affirmatively and approvable RMSE error of 1.28% which can be tuned and resolved by improvising the model.

2.3 Deep Neural Networks

In the previous section we have discussed about various machine learning algorithms. Authors of [20],[21] and [22] have proposed different ways for the State of Health Estimate. The authors of [23] in their proposed methodology has consider a classifier model for State of health estimate. Also, in [24] the State of Health from ranges 100% - 75% it is experimented that for automotive industry the battery reaches will reach its expiry when it is below 80%. The opted neural network classifier model [23] has 5 layers in total with 2 hidden layers of 10 nodes each, an input and an output layer. The inputs: voltage, temperature, state of charge, capacity and energy, and output nodes are 5 nodes classified from 75% to 100% with a 5% step each node for SoH indicators.
for example the one of the nodes of output layer ranges from 100% to 95% and another node 95% to 90% and so on.

**Fig 10 (a) SoH vs Cycle count**

The fig 10 (a) as mention by the authors of [23] they have split the state of health into different classes or categories at different temperature ranges.

**Fig 10 (b) Training**

In the above fig 10 (b) by the authors of [23] which is a Training error matrix. The accurately classified State of Health are the diagonal elements, the wrongly classified State of Health are the elements other than the diagonal elements i.e., the off-diagonal elements.

**Fig 10(c) Validation**

As seen in the above fig 10 (c) the matrix is a represented as an error matrix. The above are the validation results by the authors of [23]. The classification model has resulted in an accuracy of 99.4% for validated current profile 1 as taken by the authors of [23].

The authors of [21] has conducted an experiment for the State of health estimation for various batteries. The Neural Network model by the authors of [21] is a 3-layer back propagation model. The input layer in this model is given the arguments of the Equivalent Circuit Model of the battery [25],[26].

The neural network architectures were referenced by the authors of [22],[27],[28]. The SoH of below 80% has been mentioned in [29] by the authors is considered as an expiry mark.

**Fig 11 SoC vs Time**

Above figure 11 by the authors of 11(a) is a LiFePO₄ Battery and rated for 10Ah capacity. The authors investigated the results by considering a nominal temperature of 25°C. The State of Charge vs Time as seen in the above can be comprehended that as usage time passes the SoC decays.

**Fig 12(a) Ohmic Resistance vs SOC**

From Fig 12(a) [21] there is an inversely proportional relation between the SoC and ohmic resistance.

**Fig 12(b) SoC vs Polarization Resistance**

Fig 12(b) and 12(c) from [21] there is no direct relation so by applying a neural network algorithm we can find the relation between the SOC and both the Polarized Resistance and capacitance and further estimate the SoH. The model used outputted an error of below 8%.

**2.4 Gated Recurrent with Convolutional Neural Networks**
The authors of [30] proposed a new multi architectural neural network for SoH forecasting. This new model is a blend of Gated Recurrent Unit which is GRU-RNN and Convolutional Neural Network which in short is CNN collectively in short is called GRU-CNN [31],[32]. This has the properties and functionalities of both CNN and GRU.

A similar multi architecture like [31],[32],[35]. The datasets used by the authors of [30] were taken from [33] and [34]. Parameters like Voltage, Current and Temperature are considered at the input layer as shown in fig 13 ref [30].

Fig 13 Schematic Architecture of GRU and CNN

A similar multi architecture like [31],[32],[35]. The datasets used by the authors of [30] were taken from [33] and [34]. Parameters like Voltage, Current and Temperature are considered at the input layer as shown in fig 13 ref [30].

Fig 14(a) SoH vs Time NASA - RW 16

Fig 14(b) SoH vs Time NASA - RW 20

The SoH vs Days curve as shown above for the From Fig 14(a) and Fig 14(b) by the authors of [30] for NASA RW 16 and RW 20 batteries, we can also observe that other methods apart from GRU-CNN gave the results with the least error and highly fit the curve but proposed method fits the most with the true curve. The SoH Mean absolute error of 1.07% and 0.97% is achieved.

Fig 15(a) SoH vs Cycle OXFORD Cell 4

Fig 15(b) SoH vs Cycle- OXFORD Cell 8

Fig 15(a) and Fig15 (b) in [30] clearly shows the correlation of SoH and Cycles count for Oxford batteries

A very appreciating MAE of 0.61% and 0.65% has been achieved which is very less compare to other methods

We can understand that GRU-CNN yields better results in estimating SoH on the given parameters and performs more accurately for Oxford datasets.

2.5 Convolutional Neural Networks with LSTM

The proposed method by the authors of [36] is another kind of multi architectural neural network is a combination of both LSTM and CNN as discussed in the previous section where a similar such complex architecture is built using GRU and CNN. A similar such model for state of charge in reference [37-41] on datasets [33]. Below is a schematic representation of the model by the authors of [36].

Fig 15 Schematic Architectural diagram of CNN-LSTM
The figure 16(a) and 16(b) shows that the prediction by the Multi architecture proposed by the authors of [36] shows more accurate results than the other methods due to the saving capability of the model even there is loss of data it can predict the State of Health with a great accuracy classifying it to one of the best models for the estimation of SoH with an error of 1.09 RMSE and 1.51 MAPE respective which is very much reasonable.

Table 1 Summary Table

| S.I No. | Machine Learning Model / ANN Model | Description | Error | References |
|--------|-----------------------------------|-------------|-------|------------|
| 1      | Random Forest                     | 400         | 1.27% (MAPE) | [2]        |
| 2      | Random Forest                     | 200         | 1.3% (RMSE) < 0.5% (RMSE) | [8]        |
| 3      | SVM (Support Vector Machine)      | SoC Estimation (Voltage Range 4.2 V to 3 V) | 0.85% (RMSE) and 0.63% (RMSE) | [15]      |
| 4      | SVM (Support Vector Machine)      | Health Estimation | 1.28% (RMSE) | [14,17] |
| 5      | Deep Neural Networks (Confusion matrix Classification) | 5 layers in total 2 hidden layers of 10 nodes each | 0.6% (absolute error) | [23] |
| 6      | Deep Neural Networks              | 3 layers 1 hidden layer with 20 nodes each | <5% (MPE) | [21] |
| 7      | Gated Recurrent with CNN          | NASA RW 16 and RW 20 batteries | 1.07% (MAPE) and 0.97% (MAPE) | [30] |
| 8      | Gated Recurrent with CNN          | Oxford batteries Cell 4 and Cell 8 | 0.61% (MAPE) and 0.65% (MAPE) | [30] |
| 9      | Convolutional Neural Networks with LSTM | Health Estimation | 1.09 (RMSE) and 1.51 (MAPE) | [37] |

3. Conclusion
The Anticipation of battery performance is a very important functionality in today’s world as this helps the user to get acknowledged when to replace the battery. This paper is an extensive review of different advanced machine learning and ANN methods being used for the foretell of battery performance. BMS having its important functionality as computation of SoC and SoH can
use such data driven methods as an evolutionary development. so, it can predict as per the data models. It is impossible to finalize a particular method for the need, as the there are many factors that affect the estimation like the data being used the computational power of the system, the selected model, the loss functions and many more all these play an equal role in finalizing the model it is impossible to tell that this model can be used. but overall, an error of around 1.5% is observed on all the methods. so with additional filtering and tuning we can reduce the error to some more extent and any of the methods can be used on the computational power of the processor.
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