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Abstract—Many language pairs are low resourced, meaning the amount and/or quality of the available parallel data between them is not sufficient to train a neural machine translation (NMT) model which can reach an acceptable standard of accuracy. Many works have explored using the readily available monolingual data in either or both of the languages to improve the standard of translation models in low, and even high, resource languages. One of the most successful of such works is the back-translation that utilizes the translations of the target language monolingual data to increase the amount of the training data. The quality of the backward model which is trained on the available – often low resource – parallel data has been shown to determine the performance of this approach. Despite this, the standard back-translation is meant only to improve the performance of the forward model on the available monolingual target data. A previous study proposed an iterative back-translation approach that, unlike in traditional back-translation, relies on both the target and source monolingual data to improve the two models over several iterations. In this work, however, we proposed a novel approach that enables both of the backward and forward models to benefit from the monolingual target data through a hybrid of self-learning and back-translation respectively. Experimental results have shown the superiority of the proposed approach over the traditional back-translation method on English-German low resource neural machine translation. We also proposed an iterative self-learning approach that outperforms the iterative back-translation while also relying only on the monolingual target data and requiring the training of less models.

Index Terms—Self-Learning, Back-Translation, Iterative Self-Learning, Iterative Back-Translation, Neural Machine Translation, Natural Language Processing

I. INTRODUCTION

THE Neural Machine Translation (NMT) [12] has been used to model state-of-the-art translation systems for many high-resource languages [4], [5], [6], [7]. These systems are used for translations of day-to-day conversations, documents and web contents or as part of other cross-lingual studies such as in sentiment analysis [8] or information retrieval [9], among others. For many language pairs though, the amount and/or quality of parallel data is not enough to train an NMT model whose accuracy can reach an acceptable standard [4], [10]. This category of language pairs is known as low resource. Many works have explored how to use of either the easier-to-get monolingual data through self-training [11], [12], forward translation [13], language modelling [14], [15] and back-translation [16], [17], [18], [19] or other intermediate language [20] or languages [10] to improve the quality of translation models in this category of languages – and even high resource languages.

The back-translation has so far been one of the most successful methods [4], [14], [21], involving the use of the translations of the target language monolingual data to increase the amount of the training data [22]. The additional parallel data consists of authentic sentences in the target language and their translations – synthetic sentences in the source language – generated using a reverse (backward) model that is trained on the available parallel data – see the procedure in Algorithm 1. The approach has proven to be successful at improving the quality of translations in high, middle and low resourced languages [4], [23]. Many studies have shown that the quality of the backward system influences the performance of the ultimate NMT model [6], [22], [24]. In low resource conditions, the available parallel data may not be able to train a standard backward model and the quality of the additional data generated using this model may hurt the quality of the final model. Despite this, the aim of standard back-translation has always been to improve the performance of the target NMT model by providing sufficient training data.

Some previous works have proposed various methods to improve the performance of the backward model during training. These methods include iterative back-translation [6], [24], transfer learning [25], [26], self-training [28] and the training of a bi-directional translation model for both backward and forward translations [29]. Others have tried to mask the deficiencies of the backward model either during inference by generating multiple translations of the same target sentence using sampling to average-out the errors in individual translations [30] and noising the output of beam search [31]; or reducing the effects of the errors in the synthetic data when training the forward model through methods such as tagged back-translation [12], [13].
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In this work, we present a hybrid approach that utilizes the monolingual target data to improve both the forward and backward models in back-translation. In this approach, we used the synthetic data to enhance the backward model through self-learning and the standard back-translation for improving the forward model. The approach was preliminary investigated in [28] and it was shown to achieve positive results. Earlier use of stand-alone self-training in machine translation proposed extra methods of either using quality estimation [11] or freezing of the decoder weights [13] when training on the synthetic side of the training data. It was suggested that the mistakes in the synthetic data will hurt the performance of the model [11]. Instead, [28] showed that self-training is capable of improving the quality of the backward model even without using either of the specialized approaches. It was shown that using all of the synthetic data generated by the backward model to help in re-training the backward model improved its performance. The work, though, did not show the benefits or otherwise of using any of the specialized approach in cleaning the data, especially in low-resource languages. It also did not investigate if the model can continue to learn from its output through an iterative process.

This work, therefore, investigates the effects of synthetic data cleaning using automatic quality estimation when training the backward model. We observed that while self-learning may improve the backward model using all of the available synthetic data, selecting only a subset of the data may result in a superior but less generic model. We then investigated the use of iterative self-training with quality estimation as proposed in [11], enabling the backward model to be trained on all the monolingual data — enhancing its generalization ability. For low-resource languages, readily available quality estimation systems or the data to train such systems may not be available. This may limit the implementation of the approach. We, therefore, proposed a novel iterative approach that relies only on all the available monolingual target data to improve the backward model before finally generating a much improved synthetic data for the forward model's training. Experimental results show that our approach is superior to the standard back-translation and the approach proposed in [28], and that our iterative approach is superior to the iterative back-translation [6] while also requiring less number of models to be trained.

We thus make the following contributions in this paper:

- we showed that although the self-training approach improves the performance of backward model without data cleaning and/or freezing learned parameters, selecting the synthetic data with the best quality results in a better self-trained backward model;
- we showed that selecting the best synthetic data and using it for the self-training is just enough to train better backward model;
- we proposed a novel back-translation approach that implements an iterative self-learning approach to improve the performance of the back-translation model on the monolingual target data in low-resource neural machine translation systems;
- we showed that our iterative self-training approach for training the backward model relies only the monolingual target data unlike in previous iteration in back-translation approaches that also require the monolingual source data;
- we compared two variants of the iterative self-learning approaches: with [11] and without quality estimation, and found both to be capable of further improving the quality of the backward model;
- we found that the iterative self-learning without quality estimation can reach a performance that is superior to that which uses the quality estimation while also being faster;
- we showed that the improvements achieved in the performance of the backward models translate into better forward models; and
- experimental results on English-German low-resource translation indicate that the method is applicable on, and can be generalized to, other low-resource languages.

The remainder of this paper is organized as follows: In Section II we reviewed the related works. We presented the proposed methods in Section III. We presented the experimental set-up including the choice of NMT architecture and the dataset used in Section IV. We discussed the experiments conducted and the results obtained; and the findings of the research work in Sections V and VI respectively and, finally, the paper was concluded and directions for future work were proposed in Section VII.

II. RELATED WORKS

This section presents prior work on back-translation, iterative back-translation, forward translation and self-training and automatic quality estimation for self-training.

A. Back-Translation

Back-translation is an approach that enables augmenting the available parallel data with the back-translations of monolingual sentences in the target language to increase the amount of data for training improved translation models. In NMT, [22] proposed using this approach to solve the problem that the architecture struggles with – lack of adequate training data. The approach has since been used for training state-of-the-art translation models for many language pairs [4], [5]. The success of the approach has been shown to rely on three factors: the quality of the synthetic data which depends on the quality of the backward model [6], [16], [30], [31], [13] and the synthetic data generation method used [4], [16], [22].
used to train a better model than the generating model.

One can generate pseudo-parallel (synthetic) training data. This data is then a given set of monolingual source sentences to generate a model on the available parallel data and is then used to translate its own output. In machine translation, a model is trained on the translations produced. Whereas the synthetic data generated by the backward model is mainly used to enhance the forward model and the forward model does the same for the backward model. The process is repeated until a set amount of iterations or desired quality is reached.

The iterative back-translation was proposed in the work of [6] to enable the backward and forward models to be improved over several iterations. The work hypothesized that if the back-translation approach has shown to be successful at improving the standard of machine translation models, repeating the procedure will further enhance the quality of the translations produced. Whereas the synthetic data generated by the backward model is mainly used to enhance the forward model in standard back-translation, iterative back-translation enables the backward model, also, to be improved on the synthetic data generated by the forward model. The approach has been shown to successfully improve both the backward and forward models [6], [24], [32], [33].

Standard back-translation is used throughout the process but it relies also on the monolingual source data, deviating from the requirements of traditional back-translation. Also, where the monolingual source data is not available, the procedure cannot be applied. The approach, implemented with standard back-translation, was shown to reduce the performance of English-Romanian machine translation, improving the performance only after applying a tagging approach [32].

C. Forward Translation and Self-Training or Self-Learning

Self-learning is an approach where a model learns from its own output. In machine translation, a model is trained on the available parallel data and is then used to translate a given set of monolingual source sentences to generate a pseudo-parallel (synthetic) training data. This data is then used to train a better model than the generating model.

Ueffing [12] first used the approach to improve phrase-based statistical machine translation systems. The work uses an existing system to generate the translations of a new set of source data. The quality score of each of the translated sentences is estimated and based on these scores, translations that are considered reliable are extracted and used as additional training data for improving the existing system.

In neural machine translation, [13] explored the use of monolingual source data to improve the accuracy of a translation model through forward translation. A baseline NMT model was trained and used to generate synthetic parallel data – authentic source + synthetic target data. Since the NMT architecture consists of an encoder-decoder architecture and the encoder is trained on the source data while the decoder learns representation based on the representations of the encoder and the target data, the use of synthetic data – which often contains mistakes – to train any or both of the encoder and decoder may deteriorate their performance. To mitigate this problem, the authors proposed freezing the parameters of the decoder when training on the synthetic target data. By this, the useful representations learned on the authentic data will not be unlearned when training on the additional data.

In an approach similar to [12], [11] used self-training on phrase-based and rule-based statistical machine translation systems to better their performance. Their work investigated the use of iterative self-training with quality estimation in a process that utilizes all of the monolingual data to improve the generating models. First, a baseline translation model is trained and is used to translate a given set of monolingual sentences. The quality of the synthetic (translated) sentences are determined using a quality estimation system. The best sentences are selected and added to the training data. This new (bigger) training data is used to retrain the translation model. The rest of the sentences whose translations were not selected are translated again using the improved model and the procedure continues until all of the monolingual sentences are exhausted.

The work of [28] investigated the feasibility of using the self-learning approach only – without quality estimation and/or freezing of any parameters – to train a better NMT model. It was determined that not only is it simpler than the other methods, it is also capable of improving baseline translation models. The authors used the approach to enhance the performance of a backward model in the back-translation approach. The quality of the model was improved, resulting in a better target NMT model. The work, though, only showed the applicability of the self-training approach but did not investigate the extent – through iterative training – to which the backward model will continue to be improved if it is trained on the synthetic data it generates. It also did not show the benefits or otherwise of data selection on the quality of the backward model. This work, therefore, proposes the iterative self-learning approach to improve the quality of the backward model. It also extends the work in [28] to compare the use or otherwise of quality estimation in determining the best synthetic data for self-training the backward model.
D. Automatic Quality Estimation for Self-Training

Quality Estimation (QE) is a method used for Translation Quality Assessment. The method was introduced to help in determining the quality of translations when reference (human-generated) text is not available [17]. When such texts are available, traditional metrics such as the Bi-Lingual Evaluation Understudy (BLEU) [33], the METEOR [39] and the Z-numbers-influenced quality estimation metric [40] are used. The technique is particularly useful for indicating the reliability of translations especially to users who cannot read the source language [11], for deciding the translations that are fit for publishing and those requiring human or automatic revision (post-editing) [41]. This technique has been shown to reduce the time taken for post-editing [42].

Work on the technique was started in early 2000s [11] with works such as [43], [44] and has been gaining prominence especially with the ever increasing reliance on machine translation models. Recent works such as [37], [41], [42], [45], [46], [47] have achieved tremendous improvements in translation quality estimation, mostly using neural models to train better systems that are capable of estimating the quality of translations produced.

The QE technique was used in self-learning in works such as [11], [12] to determine the translations that are considered fit for retraining the generating model and has been shown to improve the performance of statistical machine translation systems. Instead of relying on the translated sentences, which can be good or bad, the QE system enables the training of better translation models only on data that is estimated to be good.

III. METHODOLOGY

In this section, we described the neural architecture used in building the models. We also described the three self-learning methods proposed for improving the performance of the back-translation approach.

A. Neural Machine Translation (NMT)

The NMT is simpler than other forms of machine translation architectures because an NMT model can learn the probability of mapping input sentences in the source language to the target sentences in another language by relying only on the training parallel data between the two languages [33]. The NMT architecture is a sequence-to-sequence system made of encoder and decoder neural networks that models the conditional probability of a target sentence given a source sentence [1], [48], [49]. The encoder converts the sentences in the source language into a set of vectors while the decoder converts the set of vectors, one word at a time, into equivalent sentences in the target language through an attention mechanism. The attention mechanism was introduced to keep track of context in longer sentences [1]. Our work is based on a unidirectional LSTM [50] encoder-decoder architecture with Luong attention [48], a recurrent neural network RNMT architecture. It can be implemented using other architectures such as the Transformer [3], [51] and the convolutional neural network NMT (CNMT) [2], [52].

The NMT model produces the translation sentence by generating one target word at every time step. Given an input sequence $X = (x_1, \ldots, x_T)$ and previously translated words $(y_1, \ldots, y_{i-1})$, the probability of the next word $y_i$ is

$$p(y_i|y_1, \ldots, y_{i-1}, X) = g(y_{i-1}, s_i, c_i)$$  (1)

where $s_i$ is the decoder hidden state for time step $i$ and is computed as

$$s_i = f(s_{i-1}, y_{i-1}, c_i).$$  (2)

Here, $f$ and $g$ are nonlinear transform functions, which can be implemented as long short-term memory (LSTM) network [50] or gated recurrent units (GRU) [53] in recurrent neural machine translation (RNMT), and $c_i$ is a distinct context vector at time step $i$, which is calculated as a weighted sum of the input annotations $h_j$, which is a concatenation of the forward and backward hidden states $\bar{h}_j$ and $\bar{h}_j$ respectively.

$$c_i = \sum_{j=1}^{T_d} a_{i,j} h_j$$  (3)

where $h_j$ is the annotation of $x_j$ calculated by a bidirectional Recurrent Neural Network. The weight $a_{i,j}$ for $h_j$ is calculated as

$$a_{i,j} = \frac{\exp e_{i,j}}{\sum_{t=1}^{T_d} \exp e_{i,t}}$$  (4)

and

$$e_{i,j} = v_a \tanh(W s_{i-1} + U h_j)$$  (5)

where $v_a$ is the weight vector, $W$ and $U$ are the weight matrices.

All of the parameters in the NMT model, represented as $\theta$, are optimized to maximize the following conditional log-likelihood of the $M$ sentence aligned bilingual samples

$$L(\theta) = \frac{1}{M} \sum_{m=1}^{M} \sum_{i=1}^{T_y} \log(p(y_{m}^i|y_{m}^{i-1}, X_m^m, \theta))$$  (6)

B. Overview of the Proposed Methods

This section presents the self-learning and iterative self-learning both with and without quality estimation.

Algorithm 2 Self-Learning Enhanced Back-translation for Low Resource NMT [28]

Input: Parallel data, $D^P = \{(x^{(u)}, y^{(u)})\}_{u=1}^{U}$, Monolingual target data, $Y = \{(y^{(v)})\}_{v=1}^{V}$ and $n$ is number of required synthetic data

1: procedure SELF-LEARNING
2:  Train backward model $M_{x \rightarrow y}$ on bilingual data $D^P$;
3:  Use $M_{x \rightarrow y}$ to generate synthetic data, $D' = \{(x^{(v)}, y^{(v)})\}_{v=1}^{V}$ for $y \in Y$;
4:  Train improved backward model $M^+_{x \rightarrow y}$ on bilingual data $D^P$ and $D'$;
5: end procedure

6: procedure IMPROVED BACK-TRANSLATION
7:  Let $D^s$ = synthetic parallel corpora generated for $Y$ using $M^+_{x \rightarrow y}$;
8:  Train forward model $M_{x \rightarrow y}$ on bilingual data $D^P$ and $D^s$;
9: end procedure

Output: improved backward and forward models, $M_{x \rightarrow y}$ and $M_{x \rightarrow y}$ respectively
1) Enhanced Back-Translation using Self-Learning: The approach was proposed and preliminarily investigated in [23] to enhance the performance of the synthetic data generating model. As presented in Algorithm 3, given the authentic parallel data, $D_P$, a backward model, $M_{x\rightarrow y}$, is trained. This model is used to translate the available monolingual data to generate the synthetic parallel data, $D'$. Finally, $D'$ is used with $D_P$ to train an improved backward model $M_{x\rightarrow y}^{+}$ through the pre-training and fine-tuning [23] technique. The technique has been shown to outperform other methods such as the standard forward translation, tagged forward translation (similar to the tagged back-translation [32]) both during self-training and back-translation [23], [24].

2) Enhanced Back-Translation using Learning with Quality Estimation: We first extended the work in Section III-B1 to find the benefits or otherwise of using a quality estimation system to the training of the backward model. This approach is illustrated in Algorithm 3. Instead of using the whole of the synthetic data as in [23], we used a Quality Estimation (QE) system to select the best among the synthetic data. This can be one-third, two-thirds or any fraction of the synthetic data. The best synthetic data is then used with the authentic data to enable the training of an improved backward. The quality estimation was deployed to ensure that only the best synthetic data is used in the approach. The implementation of this approach might, therefore, be presented with two issues. First, low resource languages may not have a readily available quality estimation system to enable the selection of the training synthetic data. Secondly, since only a subset of the monolingual data was used, the vocabulary of the translation model will, therefore, be limited and the model, although superior, will not be as generic as a model trained on the whole of the synthetic data. This trade-off between quality and generalization may need to be reduced.

As presented in Algorithm 3, given the authentic parallel data, $D_P$, a backward model, $M_{x\rightarrow y}$, is trained. This model is used to translate the available monolingual data to generate the synthetic parallel data, $D'$. A QE system is then used to select the best $n$ synthetic data, $D^n$. Finally, $D^n$ is used with $D_P$ to train an improved backward model $M_{x\rightarrow y}^{n}$.

Algorithm 4 Iterative Self-Learning with Quality Estimation Enhanced Back-translation for Low Resource NMT

Input: Parallel data, $D^P = \{(x^{(u)}, y^{(u)})\}_{u=1}^U$, Monolingual target data, $Y = \{(y^{(v)})\}_{v=1}^V$ and $n = \text{number of required synthetic data}$

1: procedure Iterative Self-Learning with Quality Estimation
2: Let $D = D^P$
3: repeat
4:   Train backward model $M_{x\rightarrow y}$ on bilingual data $D$;
5:   Use $M_{x\rightarrow y}$ to generate synthetic data, $D' = \{(x^{(v)}, y^{(v)})\}_{v=1}^V$ for $y \in Y$;
6:   Using a QE system, select best $n$ synthetic data, $D^n$, from $D'$;
7:   Remove $Y^n = \text{selected monolingual sentences from } Y$;
8:   Let $D = D \cup D^n$;
9: until monolingual data is exhausted;
10: end procedure

11: procedure Improved Back-Translation
12: Let $D^s = \text{synthetic parallel corpora generated for } Y$ using improved $M_{x\rightarrow y}$;
13: Train forward model $M_{x\rightarrow y}$ on bilingual data $D^P$ and $D^s$;
14: end procedure

Output: improved backward and forward models, $M_{x\rightarrow y}$ and $M_{x\rightarrow y}$ respectively

3) Enhanced Back-Translation using Iterative Self-Learning with Quality Estimation: In this approach we aim to expand the utilization of the monolingual data and enhance the capability of the backward model to generalize more on unseen data by learning on all the available monolingual data. We, therefore, used the iterative self-learning approach as proposed in [11]. The approach, as explained in Section III-C, was successfully applied to improve the performance of statistical machine translation models using all of the available monolingual data over several iterations. At each iteration, the best of the remaining synthetic data is used to self-train the backward model.

As illustrated in Algorithm 4, given the parallel data $D^P$, we train a backward model $M_{x\rightarrow y}$. This model is used to generate the synthetic data $D'$ by translating the available monolingual data, $Y$. We then used a Quality Estimation model to estimate the quality of the generated synthetic data. The top $n$ synthetic parallel data are removed and added to the training data to train an improved backward model. This stage is labeled as iteration 0. This stage is the same as the self-training with quality estimation described in Section III-B2. The process is repeated until all the available monolingual data is exhausted, using the improved backward model to generate the synthetic data at each iteration. After-
Algorithm 5 Iterative Self-Learning Enhanced Back-translation for Low Resource NMT

**Input:** Parallel data, \(D^P = \{(x^{(u)}, y^{(u)})\}_{u=1}^U\), and Monolingual target data, \(Y = \{(y^{(v)})\}_{v=1}^V\) and, \(\text{monolingual target data,} Y = \{(y^{(v)})\}_{v=1}^V\)

1. **procedure** ITERATIVE SELF-LEARNING
2. Let \(D = D^P\)
3. **repeat**
4. Train backward model \(M_{x\rightarrow y}\) on bilingual data \(D\);
5. Use \(M_{x\rightarrow y}\) to generate synthetic data, \(D' = \{(x^{(v)}, y^{(v)})\}_{v=1}^V\) for \(y \in Y\);
6. Let \(D = D^P \cup D^n\);
7. until convergence condition is reached;
8. **end procedure**

9. **procedure** IMPROVED BACK-TRANSLATION
10. Let \(D^s\) = synthetic parallel corpora generated for \(Y\) using improved \(M_{x\rightarrow y}\);
11. Train forward model \(M_{y\rightarrow x}\) on bilingual data \(D^P\) and \(D^n\);
12. **end procedure**

**Output:** improved backward and forward models, \(M_{x\rightarrow y}\) and \(M_{y\rightarrow x}\) respectively

wards, the final improved backward model is used to generate the synthetic data for training the forward model through back-translation.

4) Iterative Self-Learning Enhanced Back-Translation: The approach in [28] is a one-off utilization of self-learning to enhance the capability of the backward model to produce improved translations. The extension in Section III-B2 is expected to improve the model’s performance since the quality of the synthetic data will be better. But the approach is expected to be limited in terms of its generalization ability. The approach presented in Section III-B3 is expected to achieve a better performance because it combines the best of both worlds – iterative self-training and quality estimation. But the approach is also limited in its reliability and trust on a quality estimation system to achieve the desired result. A poor quality estimation model, the absence altogether of such models of the lack of data to train them will limit the application of this approach on many languages. Also, the synthetic parallel data that are adjudged by the quality estimation system are considered final and, therefore, will not benefit from the improved backward model in subsequent iterations even though re-translating such data may have led to improving their quality even further.

Having shown the limitations of previous approaches, we proposed a novel approach for using the synthetic data to iteratively self-train the backward model, indirectly improving the forward model in back-translation. The method is a hybrid of iterative self-learning and back-translation with each method using the monolingual data to train better models. The main essence for the hybridization is to utilize the capabilities of the back-translation approach to generate additional data for training improved translation models and the iterative self-learning approach to improve the data-generating (backward) model. In this approach, improved backward models – obtained after self-training – are used for generating better versions of the synthetic data for the next iteration. After reaching the desired number of iterations or translation quality, the final backward model is used to generate the synthetic data for training the forward model.

We, therefore, implemented the iterative approach that enables the generation of a better synthetic data while utilizing all of the monolingual data, see Algorithm 5. Similar to the approach in [28], we use the parallel data \(D^P\) to train a backward model. This model is used to generate the synthetic data \(D'\) by translating the available monolingual data, \(Y\). In this method, the improved synthetic data is not used, yet, with the authentic parallel data to train the forward model. Instead, the process is labeled as iteration 0. \(D'\) is used with the authentic data \(D^P\) to train a better backward model for the first iteration – iteration 1. This process is repeated until the condition(s) of convergence are reached. This condition(s) can be set as a fixed number of iterations or until after the performance of subsequent backward models is not improved or not more than a set threshold over some number of evaluations. Afterwards, the final improved backward model is used to generate the synthetic data for training the forward model through back-translation. Fig. 1 better illustrate this approach.

In the iterative back-translation approach, the number, \(n(k)\), of models – backward and forward – required to be trained for \(k\) iterations is

\[
n(k) = 2k + 2.
\]

This means \(k + 1\) forward and backward models each. For all the iterative self-learning enhanced back-translation we proposed in this work, the number, \(n(k)\), of models required to be trained for \(k\) iterations is

\[
n(k) = k + 3.
\]

Therefore, it can be seen from equations (1) and (2) that for the same number of iterations, \(k\), the number of models required to be trained using the iterative self-learning enhanced back-translation is \((k - 1)\)-less than that of the iterative back-translation. In this approach, we train \(k + 2\) backward models but only one forward model – the target forward model. For \(k = 0\), the approach is the self-trained enhanced back-translation and we have 3 models, while for \(k > 1\), it becomes the iterative self-learning enhanced back-translation.

**IV. EXPERIMENTAL SET-UP**

In this section, we presented the various the experimental set-up and the dataset that were used to implement the proposed and current approaches for evaluation. The models that were trained – including the baseline, the backward model before and after applying the various self-training approaches – were also explained.

**A. Set-up**

In this work, we followed the same set-up as [28]. We used the TensorFlow implementation of OpenNMT – OpenNMT-tf [55]. We used the NMTSmallV1 configuration which is a 2-layer unidirectional LSTM encoder-decoder configuration with 512 hidden units and Luong attention [43]. For both the source and target languages, we used a vocabulary size of 50,000. We used Adam optimizer [56], a
Fig. 1. Iterative Self-Learning: Enabling the backward model to learn iteratively on its output – the synthetic data

training batch size of 64, a dropout probability of 0.3 and a static learning rate of 0.0002.

The works of [28] and [34] have shown that a model trained on a mixture of synthetic and authentic data benefits most from pre-training on the synthetic data and fine-tuning on the authentic data than using other approaches such as noising [4] and tagging [32]. We, therefore, adopted the pre-training and fine-tuning approach to train the enhanced backward model.

For quality estimation and to implement the work of [11], we used a pre-trained Predictor-Estimator [45] model provided in the OpenKiwi’s [46] tutorial for estimating the quality of the synthetic sentences. The model is based on a Recurrent Neural Network architecture that utilizes multi-level task learning for determining the quality of synthetic sentences. It is built on a neural predictor model and another neural quality estimation model learnt jointly using a stack propagation method [57].

### TABLE I

| data                    | train sentences | train words (vocab) |
|-------------------------|----------------|--------------------|
| IWSLT’14 En-De          | 153,348        | 2,706,255 (54,169) |
| Monolingual English     | 400,000        | 9,918,380 (266,640) |
| dev                     | 6,970          | -                  |
| test                    | 6,750          | -                  |

**B. Data**

We used the data from the IWSLT 2014 German-English shared translation task [58] in this work. For pre-processing, we used the script provided by [59] for data clean-up and splitting of train, dev and test sets. This results in 153,348; 6,970; and 6,750 parallel sentences for training, development and testing respectively. For the monolingual data, we randomly selected 400,000 English monolingual sentences of the pre-processed [48] WMT 2014 English-German translation task [60]. Table I shows the statistics of the dataset. We learned byte pair encoding (BPE) [61] with 10,000 merge operations on the training dataset, applied it on the train, development and test datasets and, afterwards, we build the vocabulary of the training dataset. We train each of the self-learning and back-translation models using the “joint BPE” approach as implemented in [36], mixing the authentic and synthetic data to learn a joint BPE and to build the training vocabulary, as shown to be superior in the works of [28], [34] and [36].

This work was implemented on only the German-English low resource translation dataset. We also use this data because the language pair have a quality estimation system, enabling the implementation of two out of the three proposed methods. This, therefore, enables a more comprehensive evaluation of the proposed methods against themselves and other current systems. The self-learning improved back-translation approach as preliminarily implemented in [28] was shown to be successful at improving the performance of the backward model. It was also shown to generalize well on other low resource languages.

**C. Evaluation**

The work was evaluated using the BLEU metric. This is the most commonly used metric to determine the accurate translation. Several works have found that the metric correlates with human translation [62], [63], [64]. This means, therefore, that an improvement in the BLEU score of a translation system actually means that the system has improved. The metric works by counting and comparing n-
grams that are present in the generated translations to the
n-grams in the reference (test) set. Given the precision of
n-grams of size up to N (the size is usually 1 to 4 grams as
it has shown to generate the highest correlation with human
evaluation [38]), $p_n$, and the lengths of the test set, $c$, and
reference translations, $r$, both in words,

$$\text{BLEU} = b \cdot \exp \left( \sum_{n=1}^{4} \log(p_n) \right)$$

(9)

$$b = \min(1, e^{-1-r/c}).$$

(10)

In the computation of the BLEU score, a precision metric,
the \textit{brevity penalty}, $b$, is used instead of recall to penalize out-
puts that are too short compared to the reference translations.
$b$ ensures that the system does not translate only sections of the
test set in which it is most confident and neglecting the other
fragments, resulting in higher precision scores.

The models were evaluated on the development set after
every 5,000 training steps (saved checkpoints). The train-
ing for each model is stopped when the maximum aver-
age improvement observed after evaluating four consecutive
checkpoints is less than 0.2 BLEU. Unless stated otherwise,
there was no extra training for any model after the stopping
condition was met. After training, the checkpoints were
evaluated on the test set to determine the best performing
checkpoint on an unseen data. In most of the models trained,
we obtained the best performance on the test set after averaging the last 8 checkpoints.

The work (proposed approaches) were evaluated against
current systems in addition to the baselines. These current
systems are: standard back-translation [22], self-learning im-
proved back-translation [28] and the iterative back-translation [6]. The performance scores were also compared to other
works that used the same training and test data.

\section{D. Models}

For comparing the performances of the backward models, we train the following models:

- The \textit{baseline} backward model is trained on the avail-
able authentic parallel data without using the available
monolingual data for improvement. It is considered the
backward model in standard back-translation. In this
work, we used the baseline in [28].

- The \textit{backward}\_\textit{ft} is the backward model trained on the
available authentic parallel data and thereafter self-
trained on all the generated synthetic data. The \textit{ft}
indicates that the self-training approach was used to improve
the model through forward translation.

- The \textit{backward}\_\textit{ft} + \textit{QE} is the backward model trained on the
available authentic parallel data and thereafter self-trained on the best generated synthetic data selected
using the QE system.

- The \textit{backward}\_\textit{ibt} is the backward model improved using the iterative back-translation approach.

- The \textit{backward}\_\textit{iSL} + \textit{QE} is the backward model improved using the iterative self-learning with Quality
Estimation approach as proposed in [11].

- The \textit{backward}\_\textit{iSL} is the backward model improved using the iterative self-learning approach without Quality
Estimation.

\section{V. Experiments and Results}

In this section, we presented the experiments that were conducted to evaluate the effectiveness of the proposed
hybrid approach with and without quality estimation and also to evaluate the ability of the approach to generalize
on other low-resource languages. We also explained the experimental results obtained especially as we used the
proposed approaches to improve the performance of the backward model. The results, in BLEU scores, of the various
strategies on the backward model are shown in Tables II and III. Finally, the results obtained on the forward models
after using the various backward models to improve their performances were explained and are shown Tables IV and V.

\subsection{A. Baseline vs Self-Training with and without Quality Estimation}

This section presents the experiments and evaluations of the proposed approaches. We compare the performances of
the baseline backward model with that of the backward models that were self-trained on the synthetic data with and
without quality estimation. These performances are presented in Table II and Fig. 2.

We used the backward model [28], En-De, that was trained on the available authentic parallel data. This model was trained for 80,000 training steps before the stopping
condition was met and after evaluation, the checkpoint at the
65,000th step performed better than all the others, obtaining
a BLEU score of 10.03. Having averaged the last 8 check-
points, a better performance of 10.25 BLEU was achieved.

The average model was used to generate the synthetic parallel data, translating the available monolingual target data. This
synthetic parallel data was used in this work as the basis
for all the experiments conducted. The two data – synthetic
and available authentic parallel data – were used to train an
improved backward model, \textit{backward}\_\textit{ft}.

It can be observed that the performance of \textit{backward}\_\textit{ft},
20.77 BLEU, after stopping training at 165,000 steps, is

\begin{table}[h]
\centering
\begin{tabular}{|c|c|c|c|c|}
\hline
\textbf{models} & \textbf{best models} & \textbf{average of last} & \textbf{training steps} & \textbf{checkpoints} \\
\hline
 & (training steps) & 8 checkpoints & & \\
\hline
\textit{baseline} \cite{28} & - & 10.03 & - & 10.25* \\
(Standard BT) & (65k)* & & & \\
\hline
\textit{backward}\_\textit{ft} \cite{28} & 6.02 & 20.77 & 6.01 & 21.31 \\
(75k) & (115k) & & & \\
\hline
\textit{backward}\_\textit{ft} + \textit{QE} & 6.24 & 23.22 & 6.23 & 23.66 \\
(65k) & (165k) & & & \\
\hline
\end{tabular}
\caption{Performances of the backward models in self-training approaches compared to the baseline. The scores marked * are placed under the fine-tune column for comparison only but the model was not fine-tuned as it was trained using the authentic data only.}
\end{table}
more than double the performance of baseline – a 10.74 BLEU improvement over the best single checkpoint baseline model. The average of the last 8 checkpoints performed even better, obtaining a BLEU score of 21.31 (+0.54 BLEU). Finally, we used the Quality Estimation system described in Section IV-A to select a subset of the synthetic sentences that are adjudged to be better translated than the others. We selected the best one-third of this data and together with the available authentic data, we trained another backward model, $\text{backward}_{ft} + QE$, using the pre-training and fine-tuning approach. This model achieved a +2.35 BLEU improvement over $\text{backward}_{ft}$.

It can be observed that although only a third of the synthetic sentences were added to the authentic training data, but since their quality was estimated to be better than the other two-thirds, the effect in reducing the quantity of the training data was not felt, they even yielded a better models. This huge gap in performance can be seen in Fig. 2 where the self-learning approach with quality estimation performed better than the $\text{backward}$ and $\text{backward}_{ft}$, models that were trained on all of the authentic and authentic+synthetic data respectively. Even during pre-training, using the more qualitative subset was shown to train a better backward model that using all of the synthetic data. The performances of all the models were very poor, though, during pre-training but after after training on the authentic data – fine-tuning – they increased tremendously.

### B. The Iterative Approaches

We then implemented the various iterative self-learning approaches that were aimed at improving the performance of the backward models. To evaluate the performance of our proposed iterative approaches over the current iteration in back-translation, we implemented the rather successful iterative back-translation of [6] using the synthetic data pre-training of [34]. The performances, measured in BLEU scores, of the backward models that were trained using this and the various iterative methods described in this work – iterative self-learning with quality estimation [11], iterative self-learning without quality estimation (proposed in this work) – are presented in Table III and plotted in Fig. 3.

We first implemented the iterative back-translation approach to determine the performance of the backward model – $\text{backward}_{ibt}$ – after two iterations (the number of iterations compared in this work). The first iteration produced a good model, though under-performing the self-iteration with quality estimation by $-2.17$ BLEU. But after the second iteration, the model caught up and even outperformed the former by $+0.23$ BLEU. The difference in performance was not very significant compared to: (i) the number of models that were required to be trained – 2 backward models to obtain the performance reached by $\text{backward}_{ft} + QE$ vs 5 (3 backward and 2 forward) models to obtain the performance reached by $\text{backward}_{ibt}$; and (ii) the time taken to train these models ($\text{backward}_{ft} + QE$ trained for a cumulative of $0.27M$ steps while $\text{backward}_{ibt}$ trained for $0.87M$) and to generate the synthetic data at each stage of the back-translation processes.

We then implemented the iterative self-learning approach with quality estimation as described in Section III-B3 to train another backward model: $\text{backward}_{isl} + QE$. After two iterations, the approach gained a $+0.16$ BLEU over $\text{backward}_{ibt}$ after training a cumulative four backward models for $0.69M$ training steps. Finally, the iterative self-learning approach without quality estimation achieved the best score, outperforming $\text{backward}_{isl} + QE$ by $+0.22$ BLEU. The best performing backward model was, therefore, trained using the iterative self-learning approach without quality estimation and was obtained faster (requiring the same number of models but trained cumulatively for $0.68M$ training steps), requiring the training of less number of models than $\text{backward}_{ibt}$ and eliminating the need for the time-consuming quality estimation of $\text{backward}_{isl} + QE$ – an estimated time of over 2 days.

In our proposed approaches, the quality of the synthetic
data continues to improve after each iteration – see BLEU scores from Table III. Though the self-training without quality estimation underperformed the self-training with quality estimation at iteration 0 – see Table III – subsequent self-training iterations resulted in rapid improvement in the performance of the backward model – see Table III. It can also be seen that at the second (final) iteration, the backward_isl model pre-trained on only the synthetic data outperformed the backward_ft model that was trained on both the authentic and synthetic parallel data by +0.2 BLEU score (21.51 BLEU vs 21.31 BLEU), and the baseline that was trained on the authentic data by +11.26 BLEU score. This has shown, therefore, that the quality of synthetic data can reach a point where it can train a better model than a low resourced model or even low resourced but self-trained model.

C. Back-Translation

Tables IV and V show the performance evaluation in BLEU scores of the forward models trained with and without synthetic data. All the models that are trained with synthetic data outrightly outperformed the baseline NMT. For the backward models trained with synthetic data, using back-translation, our approaches achieved significant improvements over the works we compared: standard back-translation [31], self-training enhanced back-translation of [28] and the iterative back-translation of [6]. But the differences in the performances between the three backward models that were trained using the proposed methods were
not very large and, therefore, the corresponding forward models were also expected to achieve similar performances.

To compare the quality of the forward models, we first trained a standard NMT forward model on the available parallel data only. This model achieved the best performance of 20.95 BLEU after averaging the last 8 checkpoints based on the set-up and the stopping criteria described in Section IV-A. As mentioned previously, the back-translation benefits most when the quality of the synthetic data is close to that of the authentic parallel data as shown in studies such as [4], [17], [23]. The possibility of getting a better synthetic data lies in training a good backward model. To test this claim, we train various forward models on the authentic parallel data and the different synthetic data that were generated using the various backward models trained in this work. We used all of the generated synthetic data to train the forward models unlike in the training of some of the backward models where only some of the data were selected and used for self-learning. Experimental results in Tables IV and V showed that the gain observed in the performances of the self-trained models manifested ultimately in the qualities of the forward models. We observed improvements of 9.44, 1.56, 0.48; 9.1, 1.22, 0.14; and 9.38, 1.5, 0.42 BLEUs in the proposed methods – the self-training with quality estimation, iterative self-training with quality estimation and iterative self-training over the baseline NMT, standard back-translation and self-trained back-translation respectively. Between the proposed approaches, however, the forward model in the self-training with quality approach performed better than the other proposed methods, achieving 0.34 and 0.06 BLEUs improvement over the iterative self-learning with and without quality estimation respectively. The approach also performed better than the iterative back-translation by 0.25 BLEU.

Finally, Table VI shows how our work compares to current works that uses the same training and test data. Using the same architecture, the following works trained translation models with varying degree of performance. Ranzato et al. [59] trained the first benchmark on the dataset. [60] introduced beam-search optimization to improve on the benchmark. [61] proposed a reinforcement learning “actor-critic” methodology where the critic helps the actor – the main sequence prediction network. Finally, [62] hybridized the neural and phrase-based architectures to improve the performance on the data. Our works compares well with these works, with the hybrid of self-learning with quality estimation and back-translation achieving a better performance than the next best by +0.31. On the other hand, [63] used the more advanced transformer architecture to train the current state-of-the-art translation model on this data. The authors proposed a data augmentation strategy called “cutoff”, where a section of the information in the input sentence is deleted to give its “restricted” views when fine-tuning.

VI. DISCUSSION

Neural machine translation systems relies on a huge amount of parallel data to train standard, state-of-the-art translation models. For low resource languages, these models perform woefully when deployed. Back-translation is an approach that was introduced in NMT by [31] to enable the generation of additional data for improving translation in both low and high resource languages. Subsequent studies have shown that the approach require other special methods to reach an acceptable standard for translation quality especially in low resource set-ups [6, 28, 29]. In these set-ups, the backward model is trained on a scarce data and, therefore, the quality of generated additional data may not be enough to substantially improve the target translation model. The target of back-translation is always to improve the performance of the forward model on the available monolingual data and not the intermediary backward model. But the standard of the forward model relies on the authentic data and the ability of the backward model to generate a good enough additional training data.

This work, therefore, presented a new variant of the back-translation that incorporates the self-learning approach, through forward translation, to use the same target-side monolingual data to improve not only the forward model, but the backward model also. The back-translation was used ultimately to improve the forward model but only after using self-training to enhance the standard of the backward model.

In implementing the self-learning approach, we investigated various methods namely: self-training and iterative self-training each with and without quality estimation. The iterative self-learning without quality estimation enhanced back-translation approach was proposed to avoid being so much reliant on the availability or reliability thereof of the quality estimation systems for the successful implementation of the previously proposed approaches. We determined that without such systems readily available, retraining the backward model over some iterations on all of the available synthetic data is capable of achieving the same or even higher performance than the other quality estimation methods. We implemented all the methods using the pre-training and fine-tuning strategies of [34] to enable each model differentiate between synthetic and authentic data during training, as this has been shown to improve the performance of models trained in such settings [6, 31, 32, 34]. All performance scores obtained through experiments have been shown to be statistically significant using the paired bootstrap resampling of [69] as implemented in [70] – see Tables VII and VIII. The work was evaluated on the low resource IWSLT’14 English-German neural machine translation. We observed that even though the proposed self-trained backward method [28] outperformed the standard back-translation’s backward model without using any of quality estimation or freezing of parameters in the decoder as proposed in [11] and [13], selecting and using the best synthetic data for self-training further improves its performance. This shows that although
**TABLE VII**

This table shows how often a conclusion with 95% statistical significance is made for comparing the various backward models. We used different sample sizes of 100, 500 and 1000 sentences for each of the approach on English-German low resource NMT.

| System Comparison                  | BLEU difference | Sample size |
|------------------------------------|-----------------|-------------|
|                                    |                 | 50  | 100 | 500 | 1000 |
| backward-ft is better than baseline| 11.06           | 100%| 100%| 100%| 100% |
| backward-ft + QE is better than baseline | 13.41         | 100%| 100%| 100%| 100% |
| backward-ibt is better than baseline | 13.64          | 100%| 100%| 100%| 100% |
| backward-isl + QE is better than baseline | 13.80          | 100%| 100%| 100%| 100% |
| backward-isl better than baseline | 14.02           | 100%| 100%| 100%| 100% |
| backward-ft is better than backward-ft | 2.35          | 100%| 100%| 100%| 100% |
| backward-ibt is better than backward-ft | 2.58          | 100%| 100%| 100%| 100% |
| backward-isl + QE is better than backward-ft | 2.74         | 100%| 100%| 100%| 100% |
| backward-isl + QE is better than backward-ft | 2.96          | 100%| 100%| 100%| 100% |
| backward-ibt is better than backward-ft | 0.23          | 94% | 94% | 96% | 94.4%|
| backward-isl + QE is better than backward-ft | 0.39          | 100%| 100%| 99.8%| 100% |
| backward-isl better than backward-ibt | 0.61           | 100%| 100%| 100%| 100% |
| backward-isl is better than baseline | 0.16           | 86% | 89% | 88.8%| 87.4%|
| backward-isl better than backward-ibt | 0.38           | 100%| 100%| 99.6%| 99.7%|
| backward-isl better than backward-isl + QE | 0.22         | 94% | 92% | 93.4%| 94.9%|

**TABLE VIII**

This table shows how often a conclusion with 95% statistical significance is made for comparing the various forward models that were trained with and without the various synthetic data. We used different sample sizes of 100, 500 and 1000 sentences for each of the approach on English-German low resource NMT. KEY: SLQEBT = self-learning with quality estimation enhanced back-translation

| System Comparison                         | BLEU difference | Sample size |
|-------------------------------------------|-----------------|-------------|
|                                            |                 | 50  | 100 | 500 | 1000 |
| standard back-translation is better than baseline | 7.89          | 100%| 100%| 100%| 100% |
| self-learning enhanced back-translation is better than baseline | 8.96          | 100%| 100%| 100%| 100% |
| SLQEBT is better than baseline            | 9.44           | 100%| 100%| 100%| 100% |
| iterative back-translation is better than baseline | 9.19         | 100%| 100%| 100%| 100% |
| iterative SLQEBT better than baseline    | 9.10           | 100%| 100%| 100%| 100% |
| iterative self-learning enhanced back-translation better than baseline | 9.38         | 100%| 100%| 100%| 100% |
| self-learning enhanced back-translation is better than standard back-translation | 1.08          | 100%| 100%| 100%| 100% |
| SLQEBT is better than standard back-translation | 1.56          | 100%| 100%| 100%| 100% |
| iterative back-translation is better than standard back-translation | 1.31          | 100%| 100%| 100%| 100% |
| iterative SLQEBT better than standard back-translation | 1.22          | 100%| 100%| 100%| 100% |
| iterative self-learning enhanced back-translation better than standard back-translation | 1.49          | 100%| 100%| 100%| 100% |
| SLQEBT is better than self-learning enhanced back-translation | 0.48          | 100%| 100%| 100%| 100% |
| iterative back-translation is better than self-learning enhanced back-translation | 0.23         | 96% | 97% | 95.6%| 95.7%|
| iterative SLQEBT better than self-learning enhanced back-translation | 0.14          | 86% | 86% | 85% | 86.4%|
| iterative self-learning enhanced back-translation better than self-learning enhanced back-translation | 0.42          | 100%| 100%| 100%| 100% |
| iterative back-translation better than iterative SLQEBT | 0.09          | 78% | 77% | 74% | 74.9%|
| iterative self-learning enhanced back-translation better than iterative SLQEBT | 0.28         | 98% | 99% | 98.2%| 99.1%|
| SLQEBT better than iterative SLQEBT       | 0.34           | 100%| 100%| 99.2%| 99.9%|
| iterative self-learning enhanced back-translation better than iterative back-translation | 0.19          | 96% | 92% | 91% | 93.5%|
| SLQEBT is better than iterative back-translation | 0.25          | 100%| 98% | 96.2%| 97.6%|
| SLQEBT better than iterative self-learning enhanced back-translation | 0.06         | 60% | 69% | 66% | 67.8%|
an improved performance was achieved, the full potential of the proposed method may not be realized when using vanilla self-training because the noise in the synthetic data will degrade the decoder’s performance.

We extended the positive results that were obtained using self-learning by determining the benefit or otherwise of selecting only a fraction of the synthetic data for self-training using a quality estimation system. Experimental results indicated that not only was the result not affected by the reduction in training data, but that the performance was improved significantly, achieving +2.35 BLEU. We showed that not all of the synthetic data is required – quantity – but that the more beneficial additional data – quality – is just enough to train a superior backward model. Also, when the backward model – or any other model – is able to differentiate between the synthetic and authentic parallel data during training, then the effects of the lack of quality in the synthetic data becomes less problematic but the more the qualitative the synthetic data is, the better the model trained.

We also implemented an iterative approach that continued to enhance the quality of the backward model on the synthetic data. Each improved backward model was used to generate a synthetic training data for training the next improved model. The approach achieved a significant +2.96 BLEU improvement over the one-time usage of the self-training on the IWSLT’14 En-De test set. We compared our proposed iterative self-learning approach to other iterative approaches in [11] and [6] and our method was shown to be superior while also requiring less number of models – \((k - 1)\) - less number of models in any \(k > 0\) iterations – to be trained than that needed in the approach of [6]. Also, unlike in [11], we showed that without data selection through the often time-consuming quality estimation, we achieved a similar performance.

Although the difference in quality observed in the models trained using the proposed approaches is not very significant – with the best iterative approach out-performing the next best method by just over 0.2 BLEU, we noted that for the two iterations, the iterative back-translation required the training of 6 models (3 forward and 3 backward models) compared to the 5 models required in each of our iterative approaches. Also, while the iterative self-training in [11] requires the same number of models to be trained as our proposed self-learning approach, a huge amount of time was taken to estimate the quality of the synthetic data. The cumulative time taken to estimate the quality of the synthetic data generated in the approach of [11] was estimated at 2 days 6 hours (the data in iteration 1 took 31 hours, 1 minute and 29 seconds and; that in iteration 2 took 22 hours, 54 minutes and 53 seconds exactly).

It can be observed that among our proposed approaches, the best outperformed the previous works we compared in this work, namely: baseline backward model of standard back-translation by +14.02 BLEU. Also, each of the approach described in this work – self-training with quality estimation, iterative self-training with quality estimation and iterative self-training enhanced back-translations – achieved a better performance than the successful self-training enhanced back-translation of [28] by +2.35, +2.74 and +2.96 BLEUs respectively. The iterative approaches we used in enhancing the quality of the backward model – iterative self-training with quality estimation and iterative self-training enhanced back-translations – outperformed the rather successful iterative back-translation by +0.16 and +0.38 BLEUs respectively.

During the training of the forward models, while [4] suggests that models trained on synthetic data only can reach a performance similar that of models trained on the authentic data only, we showed that a model trained on a sufficient number of qualitative synthetic sentences can achieve a better performance than that of a model trained on low resource authentic parallel data. [35] claimed that the ratio of synthetic to parallel data affects the translation model more than the quality of the backward model. This, they claimed, is because the model then tends to learn more from the synthetic data which often contain more noise. Instead, we claim that the quality of the backward model affects the performance of the approach more than the ratio because when the model is able to generate synthetic data that is close to or the same quality as human translation, the ratio of synthetic data to authentic data does not matter because the two data become more inseparable.

The forward models’ performances were shown to reflect the improvements in the backward models. We achieved an improved +0.48 BLEU over the performance of self-trained enhanced back-translation method after using the QE system. All of the proposed approaches achieved better performances than all the previous methods but the quality between these approaches was observed to be similar as hypothesized in Section V.C. This is as expected because the performances of the backward models were not far off from each other.

In Table IX we showed a sample translation from English to German. Our proposed models were able to produce exact translations to most of the referenced translation: ”... wir 3 milliarden stunden pro woche mit online-spielen” and the other part where the translation generated was different, the meaning was the same: ”derzeit” vs ”jetzt”.

| Source | right now we spend three billion hours a week playing online games |
| Reference | derzeit verbringen wir 3 milliarden stunden pro woche mit online-spielen |
| baseline backward fit | momentan verbringen wir drei milliarden stunden pro woche spiele in spiele spielen |
| baseline backward fit + QE | jetzt verbringen wir drei milliarden stunden pro woche mit online-spielern |
| baseline backward fit + QE | jetzt verbringen wir drei milliarden stunden pro woche mit online-spielen |
| baseline backward fit + QE | jetzt verbringen wir drei milliarden stunden pro woche mit online spielen |
| baseline backward fit + QE | jetzt verbringen wir drei milliarden stunden pro woche mit online spielen |
| baseline backward fit + QE | jetzt verbringen wir drei milliarden stunden pro woche für online spiele |

**TABLE IX**

**AN ENGLISH-TO-GERMAN BACKWARD MODEL’S TRANSLATION EXAMPLE IN THE IWSLT-EN-DE 14 TEST SET.**
and it worked. again, we created something magical, and the effect in the audience was the same thing, but we had a little more money with the film.
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and it worked. again, we created something magical, and the effect in the audience was the same thing, but we had a little more money with the film.

and it worked. again, we created something magical, and the effect in the audience was the same thing, but we had a little more money with the film.
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