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Abstract—In this paper we present a compositing image synthesis method that generates RGB canvases with well aligned segmentation maps and sparse depth maps, coupled with an inpainting network that transforms the RGB canvases into high quality RGB images and the sparse depth maps into pixel-wise dense depth maps. We benchmark our method in terms of structural alignment and image quality, showing an increase in mIoU over SOTA by 3.7 percentage points and a highly competitive FID. Furthermore, we analyse the quality of the generated data as training data for semantic segmentation and depth completion, and show that our approach is more suited for this purpose than other methods.

I. INTRODUCTION

Vision for autonomous driving has come a long way due to the availability of high-quality datasets with manual ground-truth (GT) annotations [1]–[3]. Still, providing GT annotation for real datasets is cumbersome, expensive and slow, especially at pixel-level. To overcome this bottleneck, several methods have emerged, enabled by the rapid development of deep-learning, two of which have received significant attention - domain adaptation and image synthesis.

While domain adaptation seeks to adapt data from a source domain to resemble the characteristics of a target domain (in particular day-to-night and sim-to-real appearance style transfer), image synthesis aims to generate data from abstract representations instead, such as semantic segmentation or latent embeddings. In the context of image synthesis, end-to-end parametric approaches involving Generative Adversarial Networks (GANs) have been particularly successful at reproducing the spatial structure of segmentation layouts, thus scoring high on metrics such as mean Intersection over Union (mIoU). On the other hand, semi-parametric approaches that combine both compositing-based and learned methods [4], achieve state-of-the-art (SOTA) results in terms of perceptual image quality, as measured by the Frechét Inception Distance (FID).

In this paper, we look at two strong and well-known examples of the above methods in the context of training data synthesis. We investigate the effect of perceptual image quality and structural alignment (measured via FID and mIoU respectively) of the synthesised images on the performance of semantic segmentation and depth completion. In doing so, we propose a set of improvements to a compositing framework derived from SIMS [4], yielding SOTA results in terms structural alignment of the synthesised images with their GT highly-competitive results in terms of perceptual quality, as well as surpassing previous methods in terms of performance on downstream tasks trained with the generated data. Moreover, since our synthesised images are well aligned with their segmentation maps, we extend the model to also synthesise dense depth from sparse depth information, such that datasets with LiDAR information can be leveraged.

II. OVERVIEW AND CONTRIBUTIONS

Our main contribution is a reformulation of the SIMS [4] compositing framework, for the purpose of generating well-aligned RGB images with complementary dense depth (Fig. 2). Therefore, our model enhances SIMS [4] by: 1) producing GT segmentation maps which are better aligned with the RGB image; 2) synthesizing dense depth from sparse depth alongside RGB images; 3) using Hu moments as blob descriptors instead of pair-wise Intersection over Union (IoU) comparisons, in order to speed up blob retrieval. As our goal is to build a simple and general framework with minimal handcrafted heuristics, we opt for a simple ordering of object blobs instead of the more complex ordering network that is employed in [4].

Our work is accompanied by an application of the generated data and GT to train semantic segmentation and monocular depth completion tasks.

III. RELATED WORK

Image synthesis On one side of the image generation spectrum lies the image compositing process, through which a foreground image or object blob is overlaid on top of a background image or blank canvas. Although this method is straight-forward and maintains object realism, it often results in artefacts due to differences in appearance of objects coming from different sources (i.e. lighting, shading), or differences in object poses that lead to geometric inconsistencies. To solve these drawbacks, [6] presents a classic method
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of pixel-value interpolation while later, [7] proposes an end-
to-end image harmonisation architecture based on CNNs.

On the opposite side, lies end-to-end image synthesis, which has been enabled by the rapid advancement of GANS [8]. Initially unconditional and further conditional on latent representations, segmentation information and style encodings, GANS have been successfully applied to image-
to-image translation and manipulation, with impressive qualitative results [5], [9]–[12]. One of the most common ar-
chitectures is pix2pixHD [11] which allows photo-realistic synthesis of $2048 \times 1024$ images based on semantic maps, and enables changing of label classes in order to create new scenes. The architecture is further improved in terms of image quality by introducing techniques such as spatially-
adaptive normalisation layers [5], segmenting discriminators and 3D-noise sampling to ensure multi-modality [12]. Al-
though GANS are trained to match the distribution of natural images, the realism is still not ideal as the images contain artefacts or lack physical correctness, thus their applicability in robotic downstream tasks is limited.

A different approach to improve robotic tasks makes use of simulators. As a result of the improvements in specialised software and hardware for Computer Graphics (CG), a number of simulators such as GTA [13], Carla [14], Airsim [15], and Synthia [16] have been employed to simulate data from different modalities. While this approach offers access to virtually unlimited data, the process is tedious since it requires creation of environments, assets and scenarios, as well as careful control of parameters. Most disadvantageous, however, is the sim-to-real domain gap, making simulators less than ideal for data generation.

To this end, semi-parametric approaches combine the advantages of model-based and data-driven approaches by taking advantage of the existing data to enforce realism in appearance, and the situational diversity and controllability of simulation. In the context of 2D images, [17] employs two generative models that learn the shape of an object and a plausible, context-aware location in the segmentation map.

For videos, GeoSim [18] performs geometry-aware image composition in which new urban scenarios are synthesised by adding dynamic objects (from a pre-built asset bank) on top of existing images, and further blending them in.

**In-painting and Harmonization** Although image compositing is a powerful synthetic data generation tool, the com-
posed canvases are generally affected by missing regions or rough edges. To this end, image editing tasks such as image 
in-painting and completion have been used to fill in holes and smooth edges in a perceptually pleasing manner. For example, the architecture in EdgeConnect [19] successfully fills in missing regions with fine details, using two modules: a generator that first hallucinates missing edges of objects in the image, and a subsequent generator that fills in pixel values based on the output from the edge network.

In an autonomous-driving context, [20] makes use of depth information in order to guide a video in-painting task. The authors build a 3D map of frame-wise point clouds which are then projected onto frames, to generate a dense depth map that is further used to sample pixel colors. When removing a dynamic object from the scene, the area is then in-painted using pixel colors from adjacent frames. In contrast, [18] adds dynamic images on top of videos and further smooth the canvas using an in-painting GAN [21].

**Depth estimation** Geometry-based methods include Structure from Motion (SfM) where a sequence of 2D images is used to estimate 3D structures via feature matching. This approach is heavily reliant on feature matches which themselves rely on high quality image sequences [22]. On the other hand, stereo vision matching requires two viewpoints of the same scene to estimate the 3D structure via disparity maps. Both approaches include either image pairs or image sequences and are thus not applicable for our current setup where we compose a canvas from a single viewpoint.

Sensor-based methods (RGB-D cameras, LiDAR) are capable of retrieving pixel-level depth information but have a limited range and are affected by weather conditions, whereas monocular camera depth estimation has become...
more popular due to lower weight and cost requirements.

Finally, due to the rapid advancement of deep learning, CNN-based methods have dramatically improved the accuracy of monocular depth estimation [23]–[26]. SOTA architectures such as PENet [27] make use of both image and sparse depth information in a two-branch approach. One branch is designed to exploit color information from the image and sparse depth via an encoder-decoder network with skip connections, while a second depth-dominant branch is designed to output dense depth from a sparse depth map and color information that is processed by the color-dominant branch.

IV. METHODOLOGY

We aim to synthesise an image and its corresponding pixel-wise segmentation and dense depth map, from initial guiding semantic layout and sparse depth, and a database of objects. The process is split into four steps: 1) the creation of an object blob database from a source set, 2) a canvasing step in which a series of compositing rules are used to position objects retrieved from the database onto a blank image canvas and a corresponding segmentation canvas, based on a guiding segmentation layout, 3) a sparse depth map composition step, where any existing depth cues are used to create a sparse depth map that corresponds to the newly created image canvas, 4) an in-painting step in which the image canvas is harmonised and the sparse depth map is densified. A graphical representation of the system can be found in Fig. 2.

A. Object blob database

Let \( N \) be an image dataset where for each image \( I_i \in N \), object instances have been labelled through segmentation and instance masks \( S_i \) and classified as one of \( L \) classes. Our first objective is to decompose \( N \) into a dataset \( B \) of object blobs, where each class of objects is stored separately. More specifically, for each blob \( b_j \) in each image and segmentation pair \( (I_i, S_i) \in N_{\text{train}} \) from the train set, we extract its corresponding binary mask \( m_j \) and label \( l_j \); where \( b_j \in \mathbb{R}^{h_j \times w_j \times 3} \), \( m_j \in \{0, 1\}^{h_j \times w_j \times 3} \) and \( l_j \in L \), where \( h_j \times w_j \) represent the dimension of the tight bounding rectangle inscribing the blob. Empirically, we ignore object blobs whose areas are smaller than 1000 pixels, and prefer larger, high-quality blobs that can then be resized. For object classes lacking instance segmentation, we attempt to obtain them by performing connected components [28].

Alongside each blob \( b_j \), mask \( m_j \), and label \( l_j \) from image \( I_i \), we store its corresponding shape descriptor \( q_j \). The original framework of [4] uses mIoU as a metric for blob matching however, this is difficult to scale to large numbers of blobs as any retrieval requires pair-wise comparisons over the entire dataset that belong to a particular class. To overcome this limitation, we use Hu moments [29] shape descriptors, which are invariant to translation, scale, rotation, and reflections – can be easily stored in a database and quickly compared, allowing faster retrieval.

To keep our assessment in line with previous works, we focus on the Cityscapes [2] dataset as a source of object blobs. However, any other dataset which provides instance segmentation can be used.

B. Canvasing

Elements of our canvasing procedure are shown in Fig. 3. In this second stage we compose both an image canvas \( C_{\text{RGB}} \in \mathbb{R}^{w \times h \times 3} \) based on a guiding semantic layout \( S_{\text{guide}} \), and a corresponding segmentation map \( S_{\text{aligned}} \in \mathbb{R}^{w \times h \times 1} \) that is aligned to \( C_{\text{RGB}} \).

The canvases \( C_{\text{RGB}} \) and \( S_{\text{aligned}} \) are composed starting from blank canvases onto which objects from database \( B \) and their masks are pasted. Based on a guiding semantic layout \( S_{\text{guide}} \) that the compositing should follow, we retrieve blobs that have a similar shape to that of the object’s footprints from the guiding segmentation layout \( S_{\text{guide}} \). More specifically, for a segmentation map \( S_{\text{guide}} \in \mathbb{R}^{w \times h \times 1} \) from the validation set, shown in Fig. 3(a), for each instance label with corresponding mask \( (I_j, m_j) \in S_{\text{guide}} \), we compute a Hu moments shape descriptor and use it to find the closest blob \( b_j \in B \) and paste it on the canvas \( C_{\text{RGB}} \), shown in Fig. 3(b). Similarly, we paste the mask of the blob \( b_j \) onto the semantic
canvas \(S_{aligned}\), shown in Fig. 3(c). Due to invariance to reflection of the shape descriptor based on Hu moments, we test the suitability of both orientations of the retrieved blob by flipping it horizontally and comparing the IoU with the target footprint. Vertical flipping can also be used, but for most classes it is not applicable. As a general rule, we first place sky, buildings, road and pavement blobs, followed by the rest of the static objects and finally, the dynamic ones.

As there is often a mismatch between the target and original shapes, the RGB canvas \(C_{RGB}\) and the semantic canvas \(S_{aligned}\) may contain holes. The RGB canvas holes will be in-painted by the in-painting model in a subsequent step using a hole-and-boundary map described below. The semantic canvas holes are repaired using a simple strategy:

1) For any holes that correspond to static classes in the original guiding semantic map \(S_{guide}\), we simply copy over the semantic information from \(S_{guide}\).

2) For any remaining holes that do not correspond to static classes in the original guiding semantic map \(S_{guide}\), we create a copy of the semantic canvas \(S_{aligned}\), dilate the static class footprints in this copy until no more holes exist, and finally transfer information corresponding to the location of the initial holes into \(S_{aligned}\).

This strategy allows us to keep blobs corresponding to dynamic classes unmodified, but also assumes that static classes (road, sky, pavement, vegetation etc.) are mainly texture-based and can be easily in-painted by the in-painting model. An example of the results of the hole-filling strategy can be seen in Fig. 3(d).

Finally, a hole-and-boundary map \(H\) (Fig. 3(e)) that encodes the location of any remaining holes in the RGB canvas along with the boundaries of all pasted blobs will be used as guide in the in-painting phase.

### C. Sparse depth

In the third stage, we optionally create a sparse depth map. For a guiding semantic layout \(S_{guide}\) that has an available depth map \(D_{guide}\) (in Fig. 3(f)), we can also create a sparse depth map \(D_{sparse_{aligned}}\) that corresponds to the newly generated RGB canvas \(C_{RGB}\) and its segmentation map \(S_{aligned}\), as shown in Fig. 3(g).

In order to produce the sparse depth map \(D_{sparse_{aligned}}\), we first compute the intersection between the original segmentation guiding layout \(S_{guide}\) and the segmentation map of the RGB canvas \(S_{aligned}\), yielding a validity mask \(M_{depth^{valid}}\) with the assumption being that only points from \(S_{aligned}\) that have kept the same class as in \(S_{guide}\) are valid as a source of depth information. We then sample locations from the validity mask \(M_{depth^{valid}}\) and produce a sparse depth map \(D_{aligned}\) with depth information taken from the depth map \(D_{guide}\) of the guiding semantic layout \(S_{aligned}\). The choice of a sparse depth map implies that both dense and sparse sources of depth (e.g. LIDAR) can thus be used with our method.

### D. Image in-painting and depth synthesis

In the fourth and final stage we train a GAN-based in-painter to both synthesise a final RGB image by in-painting holes in the RGB canvas \(C_{RGB}\) and to densely the associated sparse depth map \(D_{sparse_{aligned}}\). For this, we choose components for the pipeline, such as a SPADE-based in-painting generator [5], and a segmenting discriminator based on OASIS [12]. The overall architecture is shown in Fig. 2.

The in-painting generator takes as input the RGB canvas \(C_{RGB}\), hole-and-boundary map \(H\), semantic canvas \(S_{aligned}\), edge map \(E\) (encoding the edges of blob instances, generated from the instance map), sparse depth map \(D_{sparse_{aligned}}\) and sparse depth mask \(M_{depth_{aligned}}\) that indicates which depth values are valid. The in-painter then outputs both an in-painted RGB image \(I_{RGB}\) with no holes and a dense depth map \(D_{aligned}\) corresponding to the in-painted RGB image.

An intuitive explanation of the low FID scores (indicative of high image quality) of composite approaches such as [4] is the fact that most of the areas in the generated images come from natural or real blobs. As such, our implementation also attempts to use as much information from the original RGB canvas as possible. Specifically, in our case, this means replacing blobs from the in-painted RGB output with blobs from the input RGB canvas using the hole-and-boundary mask to create a final RGB in-painted image. However, initial training experiments failed to converge, resulting in blurry in-painted regions, a possible explanation for this being the sparse gradients. The framework was therefore modified to alternatively pass both the raw output from the generator and the final in-painted and blended image to the discriminator.

The segmentation-based discriminator outputs a \(L + 1\) one-hot encoded prediction of the class of each pixel in the image. Similar to [12], we have \(L\) real classes and 1 fake class. We use a cross-entropy loss between the one-hot encoded prediction and the \(GT\) one-hot encoded segmentation map. Given real images \(x_{\text{R}}\) and canvas images \(x_{\text{C}}\), the discriminator loss is:

\[
L_D = -\mathbb{E}(x_{\text{R}}) \left[ \sum_{i=1}^{L} H \times W \ t_{i,j,c} \log D(x_{\text{R}})_{i,j,c} \right] - \mathbb{E}(x_{\text{C}}) \left[ \sum_{i=1}^{L} H \times W \ t_{i,j,c} \log D(G(x_{\text{C}}))_{i,j,c} \right] + 1
\]

where \(i, j\) represent the pixel coordinates and \(c\) represents the channel. In this equation, \(t_{i,j,c} = 1\) if the pixel \((i, j)\) belongs to the class \(c\) and 0 otherwise. The goal is for the discriminator to output a value of 1 at pixel location \((i, j)\) in the corresponding channel of a particular class when the input is a real image, such that the first term \(\rightarrow 0\). On the contrary, when the input to the discriminator is an in-painted canvas, the goal is for the discriminator to output a value of 1 in the \((N + 1)\)-th channel, thus signalling that the pixel is fake, minimising the second term.

The generator tries to minimize the following loss:

\[
L_G = -\mathbb{E}(x_{\text{C}}) \left[ \sum_{i=1}^{L} H \times W \ t_{i,j,c} \log D(G(x_{\text{C}}))_{i,j,c} \right]
\]

From the point of view of the generator, the goal is to fool the discriminator, i.e. to output a value of 1 in the corresponding channel of a particular class when the input is a fake image, such that the term \(\rightarrow 0\).

The weights \(\alpha_c \in \mathbb{R}\) in Eqs. (1) and (2) are used to weigh
the loss according to the class balance of the example, with
\[ \alpha_c = \frac{H \times W}{\sum_{i,j} t_{i,j,c}} \] (3)

Finally, for the depth densification task, we use a **Mean Squared Error (MSE)** loss between the predicted dense depth \( D_{\text{aligned}} \) and the GT depth \( D_{\text{GT}} \):
\[ L_{\text{depth}} = \| (D_{\text{aligned}} - D_{\text{GT}})^2 \| \] (4)

The final combined loss is: \( L_{\text{total}} = L_{D} + L_G + \lambda_d L_{\text{depth}} \) where \( \lambda_d \) controls the strength of the MSE loss in relation to the other two terms.

### E. Training details

In order to train the in-painting generator, we cannot directly use the outputs of our CanvaSer, as a corresponding GT image and depth do not exist. Instead, starting from the original Cityscapes train set [2], we create a dataset of eroded RGB images and corresponding segmentation and sparse depth maps to emulate a canvas. For each input RGB image, we make use of its instance map to generate a boundary map, to which we add randomly-shaped masking polygons to simulate missing areas. This hole-and-boundary map \( H \) is further used to mask the RGB image. Such a step is necessary to mimic the canvasing process that would take place at inference time. To increase the generalisability, we dilate sections of map \( H \) using randomly-sized kernels.

The depth map is generated from the disparity image and then uniformly sampled with probability \( p_{\text{sample}} \) to generate a sparse depth map and a corresponding sparse depth mask. Finally, the edge map is created from the segmentation and instance maps.

### V. Evaluation

All image synthesis models are trained with the Adam [30] optimizer for 50 epochs and a learning rate of 0.01. For our model, we set \( \lambda_d \) to 100.

#### A. Model evaluation

In line with previous work, we compare our model in terms of perceptual quality and alignment of synthesised images with their GT [12]. We choose strong SOTA baselines, such as pix2pixHD [11], SPADE [5], SPADE+, and OASIS [12] for the parametric approach and SIMS [4] for the semi-parametric approach. In measuring semantic alignment, we use FID [31], as it has been shown to be in line with human judgements. In measuring semantic alignment between generated data and GT labels, we employ a DRN-D-105 [32] network – pretrained for the task of semantic segmentation – and apply it to the generated images to measure the mIoU between the resulting segmentation and the GT segmentation masks, as in [12]. The model evaluation results are reported on the validation set of Cityscapes [2].

#### B. Image data evaluation

To test the usefulness of the synthesised image data as training data, we employ DRN-D-22 [32] as it is faster to train. We train our model, SIMS and OASIS on the Cityscapes train set, and evaluate them on the validation set to produce training data at resolution 512 × 256. We then train 3 individual instances of DRN-D-22 on the output of each of the models in the same training regime as above, and test them on the out-of-domain A2D2 dataset [3]. We report mIoU results.

### C. Depth evaluation

To test the quality of our estimated dense depth associated with the in-painted images, we employ a light-weight depth-completion model, based on the architecture from Fig. 2. The network only takes as input the concatenation of an RGB image, sparse depth map and corresponding depth mask and outputs predicted dense depth. We make use of MSE loss between the aligned predicted dense depth \( D_{\text{aligned}} \) and GT dense depth \( D_{\text{GT}} \), as illustrated in Fig. 4.

#### VI. RESULTS

Tab. 1 presents results from benchmarking the data generated by the model itself. Images produced by our method are better aligned with the GT segmentation, yielding a significantly higher mIoU score than all previous methods, approaching the performance of the real Cityscapes validation split. Additionally, it should be noted that, as with other methods that make use of a pretrained segmentation network, the resulting mIoU is also dependent on how closely the distribution of generated images follows the distribution of the dataset on which the segmentation network was trained. Although both SIMS and our method aim to preserve as much real blob components as possible, the higher mIoU indicates that our method benefits from better alignment, at the cost of a slight increase in FID which nevertheless remains highly competitive, indicating that our method achieves a higher perceptual quality compared to parametric methods. We further conduct an ablation study to preserve as much real blob components as possible, the higher mIoU indicates that our method benefits from better alignment, at the cost of a slight increase in FID which nevertheless remains highly competitive, indicating that our method achieves a higher perceptual quality compared to parametric methods. We further conduct an ablation study to
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1 experiment equivalent to those reported in [4] “Cityscapes-fine”
Fig. 5: RGB images and corresponding segmentation for OASIS, SIMS and our method. We note that OASIS has aligned semantic segmentation but lower image quality, SIMS has high image quality but imperfectly-aligned segmentation, while our method has both good image quality and well-aligned segmentation.

Fig. 6: Our model scores the highest in terms of mIoU with a highly competitive FID. The performance of the real Cityscapes validation split is shown as an upper bound.

Table II presents results from benchmarking the 2 downstream tasks trained using the data generated by the 3 models. We emphasise that this benchmarking is meant to rank the performance of synthetic training data rather than outperform SOTA segmentation and depth completion architectures. The segmentation task trained using data generated by our model produces better results when tested on an out-of-domain test set (A2D2) as compared to training using data produced by SIMS and OASIS. We interpret these results as a reflection of the importance of good alignment between generated images and segmentation maps when training a new task, as both our method (explicit segmentation alignment) and OASIS (implicit segmentation alignment) outperform SIMS in the segmentation task. In terms of depth completion, our method outperforms competing methods, when the depth synthesised by our in-painter is used to train the depth completion task. Conversely, and as a mini-ablation study, using the original guiding depth instead of our synthesised depth leads to worse results, possibly indicating that the synthesised depth is better matched to the generated images, compared to the

| Model             | VGG | FID ↓ | mIoU ↑ |
|-------------------|-----|-------|--------|
| SIMS              |     |       |        |
| SIMS              |     |       |        |
| pix2pixHD         |     |       |        |
| SPADE             |     |       |        |
| OASIS w/o depth   |     |       |        |
| Ours w/o depth    |     |       |        |
| Cityscapes (val set) |     | 31.05 | 75.6   |

Table I: Model benchmark by alignment and perceptual quality.

| Model             | mIoU ↑ | RMSE (m) ↓ |
|-------------------|--------|------------|
| SIMS w/ GT depth  |        | 9.34       |
| SIMS w/ GT depth  |        | 4.48       |
| Ours w/ synthetised depth | 29.87 | 3.90 |
| Ours w/ GT depth  |        | 5.99       |

Table II: Train data benchmark on semantic segmentation and depth completion.

VII. CONCLUSIONS

In this paper we have presented a compositing image synthesis method that makes use of a set of simple heuristics to compose not only an RGB image canvas but also a corresponding well-aligned semantic segmentation map and a sparse depth map, followed by an in-painting stage that yields a high quality RGB image and a dense depth map. We successfully benchmark the quality of the data produced by the model, showing an increase of 3.7 percentage points for mIoU over other SOTA parametric and semi-parametric approaches and a highly competitive FID score. Additionally, we benchmark the suitability of our synthesised data as training data for semantic segmentation and depth completion, showing that the data produced by our model is more suitable for this purpose than the other methods.

2 Results quoted from [12] (Table 1, page 8). 3 Results of our own experiments, with the official implementation.
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