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Abstract

We study problems of optimal boundary control with systems governed by linear hyperbolic partial differential equations. The objective function is quadratic and given by an integral over the finite time interval \((0, T)\) that depends on the boundary traces of the solution. If the time horizon \(T\) is sufficiently large, the solution of the dynamic optimal boundary control problem can be approximated by the solution of a steady state optimization problem. We show that for \(T \to \infty\) the approximation error converges to zero in the sense of the norm in \(L^2(0, 1)\) with the rate \(1/T\), if the time interval \((0, T)\) is transformed to the fixed interval \((0, 1)\). Moreover, we show that also for optimal boundary control problems with integer constraints for the controls the turnpike phenomenon occurs. In this case the steady state optimization problem also has the integer constraints. If \(T\) is sufficiently large, the integer part of each solution of the dynamic optimal boundary control problem with integer constraints is equal to the integer part of a solution of the static problem. A numerical verification is given for a control problem in gas pipeline operations.
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1 Introduction

Boundary control problems for systems governed by hyperbolic partial differential equations (pdes) appear in many applications, for example water or gas transportation systems, see e.g. [3]. Applications of this type give rise to optimal boundary control problems, where an objective function models the aims of the control design. In these control problems, it makes sense to consider
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finite time horizons. An overview of the quadratic optimal control of hyperbolic partial differential equations is given in [23]. In this paper we are interested in results about the structure of the optimal boundary controls in the spirit of the turnpike theory. Since the evolution of the state in time is governed by the hyperbolic pde, we call the corresponding optimal controls the dynamic optimal controls. The turnpike phenomenon can be summarized in the statement that in large time intervals, the optimal state, control and adjoint vector remain most of the time close to an optimal steady-state (see [28]). This means that in order to get an idea of the dynamic optimal controls, it make sense to look at the solution of a certain static boundary control problem first, where all time derivatives are set to zero. This static control problem determines optimal static states. Let us call the corresponding optimal control the static optimal control. Our aim is to give a bound for the difference between the static optimal control (that is independent of time) and the dynamic optimal control.

Turnpike theory has originally been discussed in economics, see [8]. Turnpike properties for discrete time optimal control problems have been studied in [7], [10]. Recently there has been some interest in the study of the turnpike phenomenon for infinite dimensional optimal control problems, in particular with systems governed by pdes, see for example [25] for the linear case, [26] for the parabolic semilinear case and [29] for optimal shape design with the heat equation. Problems with infinite-dimensional control systems have also been studied in [31]. The results can be applied to control systems with distributed control. In this paper, we consider boundary control systems that are governed by hyperbolic pdes. Optimal Neumann boundary control problems for systems governed by the wave equation have been studied in [14]. A review of turnpike results for wave equations is given in [33].

Here we study optimal Dirichlet boundary control problems for systems that are governed by linear $2 \times 2$ hyperbolic pdes. A similar problem of optimal boundary control is studied in [19], but the turnpike phenomenon is not considered. Our motivation for this setting is to obtain structural insights for the optimal control of gas flow in pipelines. Also the linearized Saint-Venant equations, that can be used as a model for the flow of water through channels, have this form, see [4]. In these applications, also binary decisions are important to model for example the decision to open or close a certain valve or to switch on or off a control device such as a compressor [17]. This motivates the study of optimal boundary control problems with integer constraints.

This paper has the following structure. In Section 2 we define the system dynamics and present our results for optimal boundary control problems for unconstrained and integer-constrained cases. In Section 3 a proof is given for the main result concerning the unconstrained case. In Section 4 we prove our result for the integer-constrained case. In Section 5 we discuss an application of our results to optimized operation of gas pipelines and provide a numerical verification. In Section 6 we present conclusions.
2 Problem definition and main results

2.1 Hyperbolic system dynamics

The aim of this contribution is to study the turnpike phenomenon for systems that are governed by hyperbolic pdes. We consider a $2 \times 2$ system in diagonal form. Let a length $L > 0$ and a time interval $[0, T]$ be given. Let $d_-$ and $d_+$ be real-valued continuously differentiable functions that are defined on the space-interval $[0, L]$ such that for all $x \in [0, L]$ the inequality $d_-(x) < 0 < d_+(x)$ holds. Define the $(x$-dependent) diagonal matrices

$$D(x) = \begin{pmatrix} d_+(x) & 0 \\ 0 & d_-(x) \end{pmatrix}, \quad D'(x) = \begin{pmatrix} d'_+(x) & 0 \\ 0 & d'_-(x) \end{pmatrix}.$$ 

For all $x \in [0, L]$, let $M(x)$ denote a $2 \times 2$ matrix that depends continuously on $x$. Let $\eta_0 \leq 0$ be a real number. For real numbers $\mu_+, \mu_-$ define the matrix

$$E(x) = \begin{pmatrix} \exp(-\mu_+ x) & 0 \\ 0 & \exp(\mu_- x) \end{pmatrix}. \tag{1}$$

Assume that there exist $\mu_+ > 0$, $\mu_- > 0$ and $\nu_0 < 0$ such that for all $x \in [0, L]$

$$\sup_{v: v^\top E(x) v = 1} v^\top \left[ \frac{d}{dx} (E(x)D(x)) - |\eta_0| (E(x)M(x) + M(x)^\top E(x)) \right] v \leq \nu_0. \tag{2}$$

Moreover, assume that there exist $\mu_+ < 0$, $\mu_- < 0$ and $\nu_0 > 0$ such that for all $x \in [0, L]$

$$\inf_{v: v^\top E(x) v = 1} v^\top \left[ E'(x)D(x) - E(x)D'(x) + |\eta_0| (E(x)M(x) + M(x)^\top E(x)) \right] v \geq \nu_0. \tag{3}$$

Remark 1 If $M(x)$ is a diagonal matrix or if $|\eta_0|$ is sufficiently small or if $L > 0$ is sufficiently small, (2) and (3) hold. If $M^\top = M$, (2) and (3) are equivalent with $\nu_0 = -\nu_0$.

Consider the linear hyperbolic pde

$$r_t + Dr_x = \eta_0 M r \tag{4}$$

where for $x \in (0, L)$ and $t \in (0, T)$, the state is given by $r(t, x) = \begin{pmatrix} r_+(t, x) \\ r_-(t, x) \end{pmatrix}$.

To obtain an initial boundary value problem, in addition to (4) we consider the initial condition $r(0, x) = 0$ for $x \in (0, L)$ at the time $t = 0$ and for $t \in (0, T)$ the Dirichlet boundary conditions $r_+(t, 0) = u_+(t)$, $r_-(t, L) = u_-(t)$ with boundary controls $u_+$, and $u_-$ in $L^2(0, T)$. The resulting initial boundary value problem

$$\begin{cases} r(0, x) = 0, \\
\quad r_t + Dr_x = \eta_0 M r, \\
\quad r_+(t, 0) = u_+(t), \\
\quad r_-(t, L) = u_-(t), \end{cases} \tag{5}$$
has a solution \( r \in C([0, T], L^2((0, L); \mathbb{R}^2)) \). Moreover, for the boundary traces of the solution we have \( r_+ (\cdot, L), r_- (\cdot, 0) \in L^2(0, T) \). This follows with a Picard iteration along the characteristic curves similar as in [20], [21].

### 2.2 Unconstrained optimal boundary control

In this section we define a dynamic optimal boundary control problem for (4) along with a corresponding static optimal control problem and state the result relating the solutions of the two problems.

For \( x = (x_+, x_-)^T \in \mathbb{R}^2 \), we use the notation \( \|x\|_{\mathbb{R}^2} = \sqrt{x_+^2 + x_-^2} \). Let strictly convex quadratic functions \( f_0 \) and \( f_L \) be given, that is for \( z \in \mathbb{R}^2 \) we have \( f_0(z) = \frac{1}{2} z^T A_0 z + c^T_0 z, f_L(z) = \frac{1}{2} z^T A_L z + c^T_L z \), with symmetric positive definite \( 2 \times 2 \) matrices \( A_0, A_L \) and vectors \( c_0, c_L \in \mathbb{R}^2 \). Define the Hilbert space \( H = L^2(0, T) \times L^2(0, T) \). For \( u = (u_+, u_-) \in H \) and \( R = (R_+, R_-) \in H \), define

\[
J(u, R) = \int_0^T f_0(u_+(t), R_-(t)) + f_L(u_-(t), R_+(t)) \, dt. 
\]

The choice of the objective function \( J(u, R) \) is motivated by transportation systems such as gas pipelines, see Section 5. We consider the dynamic optimal control problem

\[
\begin{aligned}
\{ \min_{u \in (L^2(0, T))^2} & J(u, (r_+ (\cdot, L), r_- (\cdot, 0))) \\
\text{subject to} & (5) \}
\end{aligned} \tag{7}
\]

With a slight abuse of notation, in the sequel we write \( J(u, r) \) instead of \( J(u, (r_+ (\cdot, L), r_- (\cdot, 0))) \).

Our assumptions imply that the objective function grows as fast as some real constant multiplied with \( \|u_+\|_{L^2(0, T)}^2 + \|u_-\|_{L^2(0, T)}^2 \). Hence the existence of an optimal control follows with the Direct Method of the Calculus of Variations by considering a minimizing sequence and going to a weakly converging subsequence.

In the corresponding static optimal control problem the initial boundary value problem [5] is replaced by the boundary value problem

\[
\begin{aligned}
D R_+^{(\sigma)} (x) &= \eta_0 M R^{(\sigma)} (x), \\
R_+^{(\sigma)} (0) &= u_+^{(\sigma)}, \\
R_+^{(\sigma)} (L) &= u_-^{(\sigma)},
\end{aligned} \tag{8}
\]

with \( x \in (0, L) \) and \( u^{(\sigma)} = \left( u_+^{(\sigma)}, u_-^{(\sigma)} \right)^T \in \mathbb{R}^2 \). Define the objective function

\[
J_0(u^{(\sigma)}, R^{(\sigma)} (x)) = f_0(u_+^{(\sigma)}, R_-^{(\sigma)} (0)) + f_L(u_-^{(\sigma)}, R_+^{(\sigma)} (L)). \tag{9}
\]

The static optimization problem that corresponds to the dynamic problem [5] is

\[
\begin{aligned}
\{ \min_{u^{(\sigma)} \in \mathbb{R}^2} & J_0(u^{(\sigma)}, R^{(\sigma)} (x)) \\
\text{subject to} & (8) \}
\end{aligned} \tag{10}
\]
We show in Section 3 that solutions of the dynamic and static problem are related in the sense of the following turnpike result.

**Theorem 1** Let $u^{(o)}$ denote the optimal static control that solves (10) and let $u^{(8, T)}$ denote the optimal dynamic control that solves (2) with the finite time horizon $T > 0$. Let $r^{(o)}$ and $r^{(8, T)}$ denote the corresponding states. There exists a constant $\hat{C} > 0$ that is independent of $T$ such that for all $T > 0$

$$\frac{1}{T} \int_0^T \left\| u^{(8, T)}(\tau) - u^{(o)} \right\|_{\mathbb{R}^2}^2 d\tau \leq \frac{\hat{C}}{T}. \quad (11)$$

Thus for all $T > 0$ we have the inequality $\int_0^1 \left\| u^{(8, T)}(Ts) - u^{(o)} \right\|_{\mathbb{R}^2}^2 ds \leq \frac{\hat{C}}{T}$. Moreover, there exists a constant $\hat{D} > 0$ such that for all $T > 0$ we have

$$\int_0^T \int_0^L \left\| r^{(8)}(\tau, x) - r^{(o)}(x) \right\|_{\mathbb{R}^2}^2 d\tau \leq \hat{D}. \quad (12)$$

Theorem 1 states that for increasing time horizon $T \to \infty$, the average quadratic mean distance between the optimal dynamic and the optimal static control converges to zero with the rate $O(\frac{1}{T})$.

**Example 1** Let real numbers $R^b_+$, $R^b_-$ and $\lambda \in (0, 1)$ be given. Consider

$$J(u, R) = \int_0^T (1 - \lambda) \left\| \begin{pmatrix} R_+(t) - R^b_+ \\ R_-(t) - R^b_- \end{pmatrix} \right\|_{\mathbb{R}^2}^2 + \lambda \left\| \begin{pmatrix} u_+(t) \\ u_-(t) \end{pmatrix} \right\|_{\mathbb{R}^2}^2 dt. \quad (13)$$

The objective function $J(u, R)$ is of the form (9) up to additive constants. Since the system is hyperbolic, there exists times $t_+, t_- \in (0, T)$, such that for $t > t_+$, the control value $u_+(t)$ does not influence the state $r_+(\cdot, L)$, $r_-(\cdot, 0)$ respectively. Thus definition (12) implies that for $t > t_+$, we have $u^{(8, T)}(t) = 0$ that is in the last part of the time interval the control is switched off since we did not impose any condition on the terminal state $r^{(8)}(T, \cdot)$ (in contrast to (4)). If $D$ and $M$ are constant diagonal matrices, we have $u^{(8, T)}_+(t) = 0$ for $t > t_+$.

$$T - L/|d_+| \quad \text{and} \quad u^{(o)}_+ = \left[ \frac{1}{T-1} + \exp \left( \frac{m_+}{|d_+|} L \right) \right]^{-1} R^b_+. \quad \text{Moreover, for } t < t_+$$

we have $u^{(8, T)}_+(t) = u^{(o)}_+$. Hence $\int_0^T \left\| u^{(8, T)}(\tau) - u^{(o)} \right\|_{\mathbb{R}^2}^2 d\tau = \frac{L}{d_+} |u^{(o)}_+|^2 + \frac{T - L/|d_+|}{|d_+|} |u^{(o)}_-|^2$.

### 2.3 Optimal boundary control problems with an integer control constraint

In the application often controls with a finite range of control values appear. In particular, binary decisions can be modeled in this form. For overviews on optimal control problems of this type see [32], [16] and the references therein. In this section we show that also for these problems, the turnpike phenomenon
can occur. Let $\mathcal{F}$ denote a finite set of integers that contains zero. We consider the integer constraint
\[ u_+(t) \in \mathcal{F} \quad \text{for } t \text{ almost everywhere in } (0, T). \tag{14} \]

The controls that satisfy (14) are simple functions with values in $\mathcal{F}$ almost everywhere. In order to avoid chattering controls that switch infinitely often between the values in $\mathcal{F}$ (this is also called the Zeno phenomenon), in the objective function switching costs are added that penalize the switching. For this purpose we use a penalty term with the total variation
\[ \text{Var}(u_+) = \int_0^T \sum_i |u_+(t_{i+1}) - u_+(t_i)|, \]
where the supremum is over all possible finite partitions $P$ of $[0, T]$.

In order to make the discussion more concise, we assume for the integer constrained case that $J$ is as in (13). Let a penalty parameter $\nu > 0$ be given.

Consider the dynamic optimal boundary control problem with integer control constraint
\[
\begin{align*}
\min_{u, r} & \quad J(u, r) + \nu T \text{Var}(u_+) \\
\text{subject to} & \quad (u, r) \text{ solves (5)} \quad \text{and } u_+ \text{ satisfies (14).} 
\end{align*}
\tag{15}
\]

The additional switching–cost term in the objective functions penalizes the number of switchings between the values in $\mathcal{F}$. Existence of optimal solutions then follows from a compactness argument similar as in [18]. Let $\omega(T)$ denote the optimal value of the dynamic optimal control problem (15). The corresponding static optimal control problem with integer constraint is
\[
\begin{align*}
\min_{u^{(\sigma)}, R^{(\sigma)}} & \quad J_0(u^{(\sigma)}, R^{(\sigma)}) \\
\text{subject to} & \quad [u^{(\sigma)}, R^{(\sigma)}] \text{ solves (8).} 
\end{align*}
\tag{16}
\]
with $J_0(u^{(\sigma)}, R^{(\sigma)}) = (1 - \lambda) \|R^{(\sigma)} - R^o\|_{\mathbb{R}^2}^2 + \lambda \|u^{(\sigma)}\|_{\mathbb{R}^2}^2$. In the objective function of the static problem (16), the switching cost does not appear. If we insert the zero control $(u_+(t), u_-(t)) = (0, 0)$ in the objective function, the switching constraint (14) is satisfied and we also obtain an upper bound for the optimal value $\omega(T)$. Since the zero control generates the zero state, we have $\omega(T) \leq (1 - \lambda) T \|R^o\|_{\mathbb{R}^2}^2$. For the optimal dynamic control $u^{(\sigma)}$ that solves (15) this yields $\text{Var}(u_+^{(\sigma)}) \leq \frac{1}{\nu} (1 - \lambda) \|R^o\|_{\mathbb{R}^2}^2$. Hence if
\[ \nu > (1 - \lambda) \|R^o\|_{\mathbb{R}^2}^2 \quad \tag{17} \]
the optimal control $u_+^{(\sigma)}$ at $x = 0$ is constant. In this case $\omega(T)$ is equal to the optimal value of the problem
\[
\begin{align*}
\min_{u, r} & \quad J(u, r) \\
\text{subject to} & \quad (u, r) \text{ solves (5).} 
\end{align*}
\tag{18}
If a given value of $u_+ \in \mathcal{F}$ is fixed in (18), we obtain an optimal boundary control problem with a time–dependent control $u_-(t)$ at $x = L$ and constant boundary control at $x = 0$. The turnpike results from Section 2.2 can be adapted to this situation.

In Theorem 2 we state that for sufficiently large values of $\nu$, that is if (17) holds, the solution of (15) and the solution of the corresponding static problem (16) are related by the turnpike phenomenon.

**Theorem 2** Assume that $\nu$ is sufficiently large in the sense that (17) holds. Let $u^{(\delta, T)} \in (L^2(0, T))^2$ denote a solution of the optimal dynamic control problem (15).

There exists a constant $\bar{C} > 0$ that is independent of $T$ such that for $T > 0$ sufficiently large, there exists a solution $u^{(\sigma)}$ of the optimal static control problem (16) with $u^{(\delta, T)}(t) = u^{(\sigma)}(t)$ for all $t \in [0, T]$ and

$$\frac{1}{T} \int_0^T \| u^{(\delta, T)}(t) - u^{(\sigma)}(t) \|^2_{\mathbb{R}^2} \, dt \leq \frac{\bar{C}}{T}. \quad (19)$$

Moreover, for the corresponding optimal states (12) holds.

Due to the integer constraint in general the solutions of (15) and (16) are not uniquely determined. Theorem 2 implies that if the solution of the static optimal control problem (16) is unique, for all sufficiently large time horizons $T > 0$, the first component of the dynamic optimal control is independent of $t$ and $T$. The proof of Theorem 2 is presented in Section 4.

3 Analysis for the unconstrained case

3.1 An adjoint operator

For a given time $T > 0$, we define the operator $F_T(u)$ that maps the boundary control $u = (u_+, u_-) \in H$ to the boundary trace $(r_+, L), r_-(\cdot, 0))$ of the solution of the linear initial boundary value problem (5). Thus we have

$$F_T u = \left( \begin{array}{c} r_+(\cdot, L) \\ r_-(\cdot, 0) \end{array} \right).$$

For a given time $T > 0$ and a given initial state $h_0 \in (L^2(0, L))^2$ we define the operator $G_T(u, h_0)$ that maps the boundary control $u = (u_+, u_-) \in H$ and $h_0$ to the solution $(r_+, r_-) \in (L^2((0, T) \times (0, L))^2)$ of the initial boundary value problem

$$\begin{cases} r(0, x) = h_0(x), \\ r_t + Dr_x = \eta_0 M r, \\ r_+(t, 0) = u_+(t), \\ r_-(t, L) = u_-(t). \end{cases} \quad (20)$$

**Lemma 1** Let $u \in H$ be given. There exists a constant $\tilde{C} > 0$ that is independent of $T$ such that for all $T > 0$ we have

$$\int_0^T \int_0^L \| (G_T(u, h_0))(\tau, x) \|^2_{\mathbb{R}^2} \, dx \, d\tau \leq \tilde{C} \left( \| u \|^2_H + \| h_0 \|^2_{(L^2(0, L))^2} \right). \quad (21)$$
Proof 1 Let real numbers $\mu_+ > 0$ and $\mu_- > 0$ be given. Define the matrix $E(x)$ as in (1). For $t > T$ we define $u_{\pm}(t) = 0$. For $t > 0$ consider the Lyapunov function

$$E_a(t) = \frac{1}{2} \int_t^{t+1} \int_0^L (r(\tau, x))^\top E(x) r(\tau, x) \, dx \, d\tau$$

(22)

where $r$ is the solution (20) for $t > 0$. For the time derivative of $E_a$ we obtain

$$E_a'(t) = 2 \int_t^{t+1} \int_0^L - (r(\tau, x))^\top E(x) D(x) (r(\tau, x))_x$$

$$- \frac{1}{2} (r(\tau, x))^\top E(x) D'(x) (r(\tau, x)) - (r(\tau, x))^\top M_1(x) (r(\tau, x)) \, dx \, d\tau$$

with the symmetric matrix $M_1$ defined as

$$M_1(x) = \frac{|\eta_0|}{2} \left[ E(x) M(x) + M(x)^\top E(x) \right] - \frac{1}{2} D'(x) E(x).$$

(23)

Integration by parts yields $E'_a(t) = T_B + T_R$ with

$$T_B := - \int_t^{t+1} (r(\tau, x))^\top E(x) D(x) (r(\tau, x))_x \big|_{x=0}^{L} d\tau$$

and

$$T_R := \int_t^{t+1} \int_0^L (r(\tau, x))^\top E'(x) D(x) (r(\tau, x)) \, dx \, d\tau$$

$$- 2 \int_t^{t+1} \int_0^L (r(\tau, x))^\top M_1(x) (r(\tau, x)) \, dx \, d\tau.$$  

Define $\xi(t) = \max \{ |d_-(L)| e^{\mu_- L}, \, d_+(0) \} \int_t^{t+1} \| (u_+(\tau), u_-(\tau)) \|_{\mathbb{R}^2}^2 \, d\tau$. Then we have $T_B \leq \xi(t)$. Due to assumption (2) we can choose $\mu_+ > 0$ and $\mu_- > 0$ such that

$$T_R \leq \nu_a E_a(t).$$

This yields

$$E'_a(t) = T_B + T_R \leq \nu_a E_a(t) + \xi(t).$$

By Gronwall’s Lemma this implies for all $j \in \{0, 1, 2, 3, \ldots\}$ the inequality

$$0 \leq E_a(j+1) \leq \exp(\nu_a) E_a(j) + \int_j^{j+1} \xi(t) \, dt.$$  

By induction, this implies for all $N \in \{0, 1, 2, 3, \ldots\}$

$$E_a(j+1) \leq \exp(\nu_a (j+1)) E_a(0) + \sum_{k=0}^{j} \exp(\nu_a (j-k)) \int_k^{k+1} \xi(t) \, dt.$$
Hence we obtain
\[ \sum_{j=0}^{N} E_a(j) \leq \left( \sum_{j=0}^{\infty} \exp(\nu_a j) \right) \left( E_a(0) + \sum_{j=0}^{N} \int_{j}^{j+1} \xi(t) \, dt \right). \tag{24} \]

We have
\[ \sum_{j=0}^{N} \int_{j}^{j+1} \xi(t) \, dt = \int_{0}^{N+1} \xi(t) \, dt \leq \int_{0}^{\infty} \xi(t) \, dt. \]

Define \( \tilde{K} = \max \{|d_-(L)| e^{\nu_- L}, \, d_+(0)\} \). The definition of \( \xi \) implies that
\[ \frac{\int_{0}^{\infty} \xi(t) \, dt}{\tilde{K}} = \int_{0}^{t} \frac{\|u(\tau)\|_{L^2}^2 \, d\tau}{\|u(\tau+t)\|_{L^2}^2} \leq \int_{0}^{T} \frac{\|u(\tau)\|_{L^2}^2 \, d\tau}{\|u(\tau+t)\|_{L^2}^2} \leq \int_{0}^{T} \frac{\|u(\tau)\|_{L^2}^2 \, d\tau}{\|u(\tau+t)\|_{L^2}^2}. \]

Thus we have \( \int_{0}^{\infty} \xi(t) \, dt \leq \tilde{K} \|u\|_{H} \). Hence (24) implies \( \sum_{j=0}^{\infty} E_a(j) < \infty \). There exists a number \( \tilde{C}_0 \) such that
\[ E_a(0) = \frac{1}{2} \int_{0}^{1} \int_{0}^{L} (r(\tau, x))^\top E(x) r(\tau, x) \, dx \, d\tau \leq \tilde{C}_0 \left( \|u\|_{H}^2 + \|h_0\|_{L^2(0, L)}^2 \right). \]

We have \( \sum_{j=0}^{\infty} E_a(j) = \frac{1}{2} \int_{0}^{\infty} \int_{0}^{L} (r(\tau, x))^\top E(x) r(\tau, x) \, dx \, d\tau \). Hence (24) yields
\[ \int_{0}^{\infty} \int_{0}^{L} (r(\tau, x))^\top E(x) r(\tau, x) \, dx \, d\tau \leq \frac{2}{1 - e^{\nu_a}} \left( \tilde{C}_0 + \tilde{K} \right) \left( \|u\|_{H}^2 + \|h_0\|_{L^2(0, L)}^2 \right). \]

This implies (27).

Using Lemma 1 and integration by parts we can prove Lemma 2.

**Lemma 2** The operator \( F_T \) is uniformly bounded as an operator in the Hilbert space \( H \) that is there exists a constant \( C_N > 0 \) that is independent of \( T \) such that for the corresponding operator norm of \( F_T \) for all \( T > 0 \) we have
\[ \|F_T\| \leq C_N. \tag{25} \]

For the analysis of the boundary control problem, the study of the adjoint operators for \( F_T \) defined at the end of 2.1 is essential. The adjoint operator \( F_T^* \) that satisfies the equation
\[ \int_{0}^{T} \langle F_T^* (u)(t), z_T(t) \rangle_{R^2} \, dt = \int_{0}^{T} \langle u(t), F_T (z_T)(t) \rangle_{R^2} \, dt \tag{26} \]
for all \( z_T \in D(F_T^*) = H \) where \( \langle \cdot, \cdot \rangle_{R^2} \) denotes the usual scalar product in \( R^2 \). Due to (25) we have the inequality
\[ \|F_T^*\| \leq C_N. \tag{27} \]

Similar as in [3], we determine \( F_T^* \) in the following lemma.
Lemma 3 For \( z_T = (z_T^T, z_T^-) \in D(F_T) = H \), define \( z = (z_+ (\cdot), z_- (\cdot)) \) as the solution of the adjoint system (where \((t, x) \in (0, T) \times (0, L)\))

\[
\begin{aligned}
  z(T, x) &= 0, \quad x \in (0, L), \\
  z_t(t, x) + D z_x(t, x) &= -\eta_0 M(x)^T z(t, x) - D' x z(t, x), \\
  z_+(t, L) &= \frac{1}{d_+(L)} z_+^T(t), \\
  z_-(t, 0) &= \frac{1}{d_-(0)} z_-^T(t).
\end{aligned}
\tag{28}
\]

Then we have

\[
F_T \left( \begin{array}{c}
  z_+^T (\cdot) \\
  z_-^T (\cdot)
\end{array} \right) = \left( \begin{array}{c}
  d_+(0) z_+ (\cdot, 0) \\
  |d_-(L)| z_- (\cdot, L)
\end{array} \right). \tag{29}
\]

For our proof of the turnpike result, the fact that the operator norm of \( F_T \) is uniformly bounded with respect to \( T \) is essential. Moreover, it is important that with boundary controls that are zero, the system state decays exponentially with time for the forward system in the forward direction and for the adjoint system with time going backwards.

### 3.2 Necessary optimality conditions for the dynamic problem

In order to determine the structure of the dynamic optimal control \( u^{(\delta, T)} \) that solves (27), we look at the necessary optimality conditions. For all \( u, r \in H \) that satisfy (26), we have

\[
J(u, r) = \int_0^T f_0(u_+(t), (F_T u_-) (t) ) + f_L (u_-(t), (F_T u_+) (t) ) \, dt. \tag{30}
\]

Let \( u = u^{(\delta, T)} + \delta^{(1)} \) with a control variation \( \delta^{(1)} \in H \). Let \( R = R^{(\delta, T)} + \delta^{(2)} \) denote the corresponding state, that is we have

\[
\begin{aligned}
  \delta^{(2)} (0, x) &= 0, \quad x \in (0, L), \\
  \delta_t^{(2)} + D \delta_x^{(2)} &= \eta_0 M \delta^{(2)}, \\
  \delta^{(2)} (t, 0) &= \delta^{(1)} (t), \\
  \delta^{(2)} (t, L) &= \delta^{(1)} (t),
\end{aligned}
\]

or \( F_T (\delta^{(1)}) = (\delta^{(2)} (\cdot, L), \delta^{(2)} (\cdot, 0))^T \). Since \( J \) is convex and we have

\[
\begin{align*}
J(u^{(\delta, T)} + \delta^{(1)}, R^{(\delta, T)} + \delta^{(2)}) &\geq J(u^{(\delta, T)}, R^{(\delta, T)}) \\
+ \langle A_0 \left( u^{(\delta, T)}_+ (F_T u^{(\delta, T)}_-) \right), c_0 \rangle &+ \langle A_L \left( u^{(\delta, T)}_- (F_T u^{(\delta, T)}_+) \right), c_L \rangle + \langle \delta^{(1)}_+, (F_T \delta^{(1)}_-) \rangle_H.
\end{align*}
\]

Define the vectors \( v_1 = (c_0, c_{L, 1}^T) \), \( v_2 = (c_{L, 2}, c_{0, 2}^T) \) where \( c_0 = (c_{0, 1}, c_{0, 2})^T \) and \( c_L = (c_{L, 1}, c_{L, 2})^T \). Then we have

\[
\langle c_0, (\delta^{(1)}_+, (F_T \delta^{(1)}_-)) \rangle_H + \langle c_L, (\delta^{(1)}_-, (F_T \delta^{(1)}_+)) \rangle_H = \langle v_1 + F_T v_2, \delta^{(1)} \rangle_H.
\]
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Define \( \mathcal{M}_1 = \begin{pmatrix} a_{11} & 0 \\ 0 & a_{12} \end{pmatrix} \), \( \mathcal{M}_2 = \begin{pmatrix} 0 & a_{12} \\ a_{12} & 0 \end{pmatrix} \), \( \mathcal{M}_3 = \begin{pmatrix} 0 & a_{12} \\ a_{12} & 0 \end{pmatrix} \), \( \mathcal{M}_4 = \begin{pmatrix} a_{22} & 0 \\ 0 & a_{22} \end{pmatrix} \) where \( A_0 = \begin{pmatrix} a_{11} & a_{12} \\ a_{12} & 0 \end{pmatrix} \), \( A_L = \begin{pmatrix} a_{11} & a_{12} \\ a_{12} & 0 \end{pmatrix} \). Then we have

\[
\begin{align*}
J(u^{(s,T)} + \delta^{(1)}, R^{(s,T)} + \delta^{(2)}) & \geq J(u^{(s,T)}, R^{(s,T)}) \\
+\langle \mathcal{M}_1 u^{(s,T)} + \mathcal{M}_2 F_T u^{(s,T)} + v_1 + F_T^* \left( \mathcal{M}_3 u^{(s,T)} + \mathcal{M}_4 F_T u^{(s,T)} + v_2 \right), \delta^{(1)} \rangle_H.
\end{align*}
\]

This implies the optimality conditions that are stated in the following lemma. Due to the convexity of the problem, they are necessary and sufficient (see also the Lagrange multiplier rule, as for example in [22]).

**Lemma 4** The control \( u^{(s,T)} \) is a solution of the dynamic optimal control problem if and only if the optimality system

\[
\mathcal{M}_1 u^{(s,T)} + \mathcal{M}_2 F_T u^{(s,T)} + v_1 + F_T^* \left( \mathcal{M}_3 u^{(s,T)} + \mathcal{M}_4 F_T u^{(s,T)} + v_2 \right) = 0
\]

holds. By the definition of \( F_T \) and the representation of \( F_T^* \) from Lemma 3, this means that there exists a multiplier \( p^{(s,T)} \) such that for \( (t, x) \in (0, T) \times (0, L) \) almost everywhere we have

\[
\begin{align*}
R^{(s,T)}(0, x) & = 0, \\
R_t^{(s,T)} + DR_x^{(s,T)} & = \eta_0 M R^{(s,T)}, \\
R_t^{(s,T)}(t, 0) & = u_0^{(s,T)}(t), \\
R^{(s,T)}_L(t, L) & = u_0^{(s,T)}(t), \\
R^{(s,T)}_L(t, x) & = 0, \\
p^{(s,T)}_L(t, x) & = -\eta_0 M^T p^{(s,T)} - D^* p^{(s,T)}, \\
p^{(s,T)}_L(t, L) & = \frac{1}{d_+(L)} \left( \mathcal{M}_3 u^{(s,T)} + M \begin{pmatrix} R^{(s,T)}_L(t, 0) \\ R^{(s,T)}_R(t, 0) \end{pmatrix} + v_2 \right) +, \\
p^{(s,T)}_R(t, 0) & = \frac{1}{d_-(0)} \left( \mathcal{M}_3 u^{(s,T)} + M \begin{pmatrix} R^{(s,T)}_L(t, 0) \\ R^{(s,T)}_R(t, 0) \end{pmatrix} + v_2 \right) -,
\end{align*}
\]

and

\[
\begin{align*}
\left( \mathcal{M}_1 u^{(s,T)} + \mathcal{M}_2 F_T u^{(s,T)} + v_1 \right)_+ + d_+(0) p^{(s,T)}_L(t, 0) & = 0, \\
\left( \mathcal{M}_1 u^{(s,T)} + \mathcal{M}_2 F_T u^{(s,T)} + v_1 \right)_- + |d_-(0)| p^{(s,T)}_R(t, L) & = 0.
\end{align*}
\]

### 3.3 An adjoint operator for the static problem

We define the static operator \( F_{(\sigma)} u^{(\sigma)} \) that maps the boundary control \( u^{(\sigma)} = (u_+^{(\sigma)}, u_-^{(\sigma)}) \in \mathbb{R}^2 \) to the point \( (r_+^{(\sigma)}(L), r_-^{(\sigma)}(0)) \), where \( r^{(\sigma)} \) solves the linear boundary value problem (for \( x \in (0, L) \))

\[
\begin{align*}
r_+^{(\sigma)}(x) & = \eta_0 D^{-1} M r^{(\sigma)}, \\
r_+^{(\sigma)}(0) & = u_+^{(\sigma)}, \\
r_-^{(\sigma)}(L) & = u_-^{(\sigma)}.
\end{align*}
\]
Thus we have
\[
F_\sigma \left( \begin{array}{c}
u_+^{(\sigma)} \\
u_-^{(\sigma)}
\end{array} \right) = \left( \begin{array}{c}
\nu_+^{(\sigma)}(L) \\
\nu_-^{(\sigma)}(0)
\end{array} \right).
\] (35)

In Lemma 5 an explicit representation of the adjoint operator \(F_\sigma^\star\) is given that satisfies for all \(z \in \mathbb{R}^2\) the equation \(\langle F_\sigma(u^{(\sigma)}), z \rangle_{\mathbb{R}^2} = \langle u^{(\sigma)}, F_\sigma^\star(z) \rangle_{\mathbb{R}^2}\).

**Lemma 5** For \(z = (z_+, z_-)^T \in \mathbb{R}^2\), define \((z_+^{(\sigma)}(\cdot), z_-^{(\sigma)}(\cdot)) \in (L^2(0, L))^2\) as the solution of the adjoint system
\[
\begin{cases}
\nu_+^{(\sigma)} = -\eta_0 M^{-1} M^T z^{(\sigma)} - D^{-1} D' z^{(\sigma)}, \\
\nu_0^{(\sigma)} = \frac{1}{d_+(L)} z_+, \\
\nu_-^{(\sigma)}(0) = \frac{1}{|d_-(0)|} z_-.
\end{cases}
\] (36)

Then we have
\[
F_\sigma^\star \left( \begin{array}{c}
u_+ \\
u_-
\end{array} \right) = \left( \begin{array}{c}
d_+(0) z_+^{(\sigma)}(0) \\
|d_-(0)| z_-^{(\sigma)}(L)
\end{array} \right).
\] (37)

### 3.4 Necessary optimality conditions for the static problem

Let \(u^{(\sigma)}\) denote the optimal control that solves (10) and \(R^{(\sigma)}\) the state generated by \(u^{(\sigma)}\) as a solution of (8). For all \(u \in \mathbb{R}^2\) and \(R \in (L^2(0, L))^2\) that satisfy (8) we have
\[
J_0(u, R) = f_0(u, F_\sigma(u) - ) + f_L(u, F_\sigma(u) + ).
\]

Let \(u = u^{(\sigma)} + \delta^{(1)}\) with a control variation \(\delta^{(1)} \in \mathbb{R}^2\). Let \(R = R^{(\sigma)} + \delta^{(2)}\) with a state variation \(\delta^{(2)}\) denote the corresponding state, that is we have
\[
\begin{cases}
D \delta^{(2)} = \eta_0 M \delta^{(2)}, \\
\delta^{(2)}(0) = \delta^{(1)}_+, \\
\delta^{(2)}(L) = \delta^{(1)}_-,
\end{cases}
\]
or \(\begin{pmatrix}
\delta^{(2)}(L) \\
\delta^{(2)}_-(0)
\end{pmatrix} = F_\sigma(\delta^{(1)}).\) For all \(p \in \mathbb{R}^2\) we have
\[
J_0(u^{(\sigma)} + \delta^{(1)}, R^{(\sigma)} + \delta^{(2)}) \geq J_0(u^{(\sigma)}, R^{(\sigma)}) + \langle \mathcal{M}_1 u^{(\sigma)} + \mathcal{M}_2 F_\sigma(u^{(\sigma)} + v_1 + F_\sigma^*) (\mathcal{M}_3 u^{(\sigma)} + \mathcal{M}_4 F_\sigma(u^{(\sigma)} + v_2)), \delta^{(1)} \rangle_{\mathbb{R}^2}.
\]

Hence \(u^{(\sigma)}\) can only be a static optimal control if the optimality system
\[
\mathcal{M}_1 u^{(\sigma)} + \mathcal{M}_2 F_\sigma(u^{(\sigma)} + v_1 + F_\sigma^*) (\mathcal{M}_3 u^{(\sigma)} + \mathcal{M}_4 F_\sigma(u^{(\sigma)} + v_2)) = 0 \quad (38)
\]
Lemma 6 Let $t \geq 0$ be given. For $y_0^{(t)}(x) \in L^2(0, L) \times L^2(0, L)$, consider the initial boundary value problem (41) for $x \in (0, L)$ and $s \in [t - 1, t]$:

\[
\begin{aligned}
f(t, x) &= y_0^{(t)}(x), \\
f_t(s, x) + Df_x(s, x) &= -\eta_0 M^T f(s, x) - D'f(s, x), \\
f_+(s, L) &= 0, \\
f_-(s, 0) &= 0.
\end{aligned}
\]

There exists a constant $\tilde{C}_2 \geq 0$ such that we have the inequality

\[
\int_{t-1}^{t} |d_-(L)| f_-(s, L)^2 + d_+(0) f_+(s, 0)^2 \, ds \leq (1 + \tilde{C}_2) \int_0^L \|y_0^{(t)}(x)\|_{\mathbb{R}^2}^2 \, dx.
\]

Now consider the initial boundary value problem (42) for $x \in (0, L)$ and $s \in [t, t+1]$:

\[
\begin{aligned}
g(t, x) &= y_0^{(t)}(x), \\
g_t(s, x) + Dg_x(s, x) &= \eta_0 M g(s, x), \\
g_+(s, 0) &= 0, \\
g_-(s, L) &= 0.
\end{aligned}
\]

There exists a constant $\tilde{C}_3 \geq 0$ such that we have the inequality

\[
\int_{t}^{t+1} |d_-(0)| g_-(s, 0)^2 + d_+(L) g_+(s, L)^2 \, ds \leq (1 + \tilde{C}_3) \int_0^L \|y_0^{(t)}(x)\|_{\mathbb{R}^2}^2 \, dx.
\]

3.5 The static optimal control is close to optimal for the dynamic optimal control problem

The proof of Theorem 1 uses the following two auxiliary results.

Lemma 6 Let $t \geq 0$ be given. For $y_0^{(t)}(x) \in L^2(0, L) \times L^2(0, L)$, consider the initial boundary value problem (41) for $x \in (0, L)$ and $s \in [t - 1, t]$:

\[
\begin{aligned}
D R_x^{(t)} &= \eta_0 M R^{(t)}, \\
R_+(0) &= u_+^{(t)}, \\
R_-(L) &= u_-^{(t)}, \\
P_x^{(t)} &= -\eta_0 M^T P^{(t)} - D'P^{(t)}, \\
P_+(L) &= \frac{1}{d_+(L)} \left\{ \mathcal{M}_3 u^{(t)} + \mathcal{M}_4 F(u^{(t)}) + v_2 \right\}_+, \\
P_-(0) &= \frac{1}{|d_-(0)|} \left\{ \mathcal{M}_3 u^{(t)} + \mathcal{M}_4 F(u^{(t)}) + v_2 \right\}_-
\end{aligned}
\]

and

\[
\begin{aligned}
\left\{ \mathcal{M}_1 u^{(t)} + \mathcal{M}_2 F(u^{(t)}) + v_1 \right\}_+ + d_+(0) P_+(0) &= 0, \\
\left\{ \mathcal{M}_1 u^{(t)} + \mathcal{M}_2 F(u^{(t)}) + v_1 \right\}_- + |d_-(L)| P_-(L) &= 0.
\end{aligned}
\]
Due to the boundary condition in (41), integration with respect to time yields

\[ \partial_t \left( \frac{1}{2} f^T f \right) = -\partial_x \left( \frac{1}{2} f^T D f \right) - \eta_0 f^T M^T f - \frac{1}{2} f^T D' f. \]

This implies

\[ \partial_t \left( \frac{1}{2} f^T f \right) \geq -\partial_x \left( \frac{1}{2} f^T D f \right) + f^T \left( |\eta_0| M^T - \frac{1}{2} D' \right) f. \]

Integration with respect to the space variable \( x \) yields

\[
\begin{align*}
\partial_t \int_0^L \left( \frac{1}{2} f^T f \right) dx &= \partial_t \int_0^L \left( \frac{1}{2} f^T f \right) dx + \partial_t \int_0^L \left( \frac{1}{2} f^T D f \right) dx + \partial_t \int_0^L f^T \left( |\eta_0| M^T - \frac{1}{2} D' \right) f dx.
\end{align*}
\]

Due to the boundary condition in (41), integration with respect to time yields

\[
\begin{align*}
\int_0^L \frac{1}{2} f(t, x)^2 dx &= \int_0^L \frac{1}{2} f(t-1, x)^2 dx + \int_0^L \frac{1}{2} f(t, x)^2 dx, \\
\geq \frac{1}{2} d_+(0) \int_0^L f_+(s, 0)^2 ds + \frac{1}{2} |d_-(L)| \int_0^L f_-(s, L)^2 ds + \int_0^t \int_0^L f^T \left( |\eta_0| M^T - \frac{1}{2} D' \right) f dx d\tau, \\
\geq \frac{1}{2} d_+(0) \int_0^L f_+(s, 0)^2 ds + \frac{1}{2} |d_-(L)| \int_0^L f_-(s, L)^2 ds - \frac{C_2}{2} \left\| y_0^{(t)} \right\|^2_{(L^2(0, L))^2}.
\end{align*}
\]

Due to the terminal condition in (41), this implies (42). The proof of (44) is similar.

With Lemma 6 we can prove Lemma 7.

**Lemma 7** Let \( u^{(\sigma)} \in \mathbb{R}^2 \) be a static optimal control that solves (10). There exists a constant \( C_D > 0 \) that is independent of \( T \) such that for all \( T > 0 \) and with \( u^{(\sigma)} \) considered as a constant function in the Hilbert space \( H \) we have the inequality

\[
\left\| M_1 u^{(\sigma)} + M_2 F_T u^{(\sigma)} + v_1 + F_T^* \left( M_3 u^{(\sigma)} + M_4 F_T u^{(\sigma)} + v_2 \right) \right\|_H \leq C_D.
\]

(45)
Proof 3. Due to the optimality system \([38]\), we have the equation

\[
\mathcal{M}_1 u^{(\sigma)} + \mathcal{M}_2 F_T u^{(\sigma)} + v_1 + F_T^T \left( \mathcal{M}_3 u^{(\sigma)} + \mathcal{M}_4 F_T u^{(\sigma)} + v_2 \right) = (\mathcal{M}_2 + F_T^T \mathcal{M}_4) \left( F_T - F^{(\sigma)} \right) u^{(\sigma)} + (F_T^T - F^{(\sigma)}_T) \left( \mathcal{M}_3 u^{(\sigma)} + \mathcal{M}_4 F^{(\sigma)} u^{(\sigma)} + v_2 \right).
\]

Define \( p_0 = \mathcal{M}_3 u^{(\sigma)} + \mathcal{M}_4 F^{(\sigma)} u^{(\sigma)} + v_2 \). By definition, we have

\[
\begin{pmatrix}
F_T - F^{(\sigma)}_T
\end{pmatrix} p_0 = \begin{pmatrix}
d_+ (0) \\ |d_- (L)| \\ |d_- (L) - z^{(\sigma)}_-(L)|
\end{pmatrix},
\]

where for \( x \in (0, L) \) and \( t \in (0, T) \) we have

\[
\begin{align*}
(z(t, x) - z^{(\sigma)}(x)) &= -z^{(\sigma)}(x), \\
(z - z^{(\sigma)})_t + D (z - z^{(\sigma)})_x &= -\eta_0 M^T (z - z^{(\sigma)}) - D' (z - z^{(\sigma)}), \\
z_+(t, L) - z^{(\sigma)}_+(L) &= 0, \\
z_-(t, 0) - z^{(\sigma)}_-(0) &= 0,
\end{align*}
\]

with \( z^{(\sigma)}(x) = F^{(\sigma)}_x p_0 \). For real numbers \( \mu_+ \) and \( \mu_- \) and \( x \in [0, L] \), let the matrix \( E(x) \) be defined as in \([7]\). Similar as in \([3]\), for real numbers \( \mu_+ < 0 \) and \( \mu_- < 0 \) consider the Lyapunov function

\[
E_0(t) = \frac{1}{2} \int_0^L e^{-\mu_+ x} \left( z_+(t, x) - z^{(\sigma)}_+(x) \right)^2 + e^{-\mu_- x} \left( z_-(t, x) - z^{(\sigma)}_-(x) \right)^2 \, dx.
\]

Using matrix and vector notation, we can write \( E_0(t) \) in the form

\[
E_0(t) = \frac{1}{2} \int_0^L \left( z(t, x) - z^{(\sigma)}(x) \right)^\top E(x) \left( z(t, x) - z^{(\sigma)}(x) \right) \, dx.
\]

For the time derivative of \( E_0 \) we obtain

\[
E'_0(t) = \int_0^L \left( z(t, x) - z^{(\sigma)}(x) \right)^\top E(x) \left( z(t, x) - z^{(\sigma)}(x) \right) \, dx.
\]

With \( [47] \) this yields

\[
E'_0(t) = \int_0^L - \left( z(t, x) - z^{(\sigma)}(x) \right)^\top E(x) D(x) \left( z(t, x) - z^{(\sigma)}(x) \right)_x \\
+ \left( z(t, x) - z^{(\sigma)}(x) \right)^\top (|\eta_0| E(x) M(x)^\top - E(x) D'(x)) \left( z(t, x) - z^{(\sigma)}(x) \right) \, dx.
\]
Integration by parts yields

\[ E_0'(t) = -\frac{1}{2} \left( z(t, x) - z(\sigma)(x) \right)^T E(x) D(x) \left( z(t, x) - z(\sigma)(x) \right) |_{x=0}^L + \int_0^L \frac{1}{2} \left( z(t, x) - z(\sigma)(x) \right)^T E'(x) D(x) \left( z(t, x) - z(\sigma)(x) \right) dx - \int_0^L \frac{1}{2} \left( z(t, x) - z(\sigma)(x) \right)^T E(x) D'(x) \left( z(t, x) - z(\sigma)(x) \right) dx + \int_0^L \left( z(t, x) - z(\sigma)(x) \right)^T |\eta_0| E(x) M(x)^T \left( z(t, x) - z(\sigma)(x) \right) dx. \]

Due to the boundary conditions in (47), the terms that appear in \( E_0'(t) \) and only depend on the boundary values vanish. Define the symmetric matrix \( M_0 \) as

\[ M_0(x) = \frac{|\eta_0|}{2} \left[ E(x) M^T(x) + M(x) E(x) \right] - \frac{1}{2} D'(x) E(x). \]  

(49)

Then we have

\[ E_0(t) = \int_0^L \left( z(t, x) - z(\sigma)(x) \right)^T \left( \frac{1}{2} E'(x) D(x) + M_0(x) \right) \left( z(t, x) - z(\sigma)(x) \right) dx. \]

Choose \( \mu_+ < 0 \) and \( \mu_- < 0 \) as in (3). Then we have \( E_0'(t) \geq \nu_0 E_0(t) \). For \( H(t) \) defined as \( H(t) = E_0(T - t) \) this yields

\[ H'(t) = -E_0'(T - t) \leq -\nu_0 E_0(T - t) = -\nu_0 H(t). \]

Now Gronwall’s inequality implies that \( H(t) \) decays with the exponential rate \( \nu_0 \), that is for all \( t \in (0, T) \) we have the inequality \( H(t) \leq H(0) \exp(-\nu_0 t) \). This implies

\[ E_0(t) = H(T - t) \leq H(0) \exp(-\nu_0(T - t)) = E_0(T) \exp(-\nu_0(T - t)). \]  

(50)

Note that due to the terminal condition at the time \( T \) in (47), the number \( E_0(T) \) is completely determined by the function \( z(\sigma)(x) \). In fact, by the definition of \( E_0 \) in (48) we have

\[ E_0(T) = \frac{1}{2} \int_0^L \exp(-\mu_+ x) \left( z_+(\sigma)(x) \right)^2 + \exp(\mu_- x) \left( z_-(\sigma)(x) \right)^2 dx. \]

Hence \( E_0(T) \) is independent of \( T \). The definition of \( E_0(t) \) in (48) implies that

\[ \int_0^L \left( z(t, x) - z(\sigma)(x) \right)^T \left( z(t, x) - z(\sigma)(x) \right) dx \leq 2 \exp(-\mu_- L) E_0(t). \]

With (50) this implies

\[ \int_0^L \| z(t, x) - z(\sigma)(x) \|^2 \mathbb{R}_2 dx \leq 2 \exp(-\mu_- L) E_0(T) \exp(-\nu_0(T - t)). \]
For \( t > 0 \), define \( y_0(t)(x) = z(t, x) - z^{(\sigma)}(x) \). Since \( z^{(\sigma)}(x) \in H^1(0, L) \), the well-posedness result Theorem A.1 from \([3]\) applied to (47) implies that \( y_0(t) \in H^1(0, L) \). Theorem A.1 from \([3]\) also yields the existence of a solution to the following initial boundary value problem for \( x \in (0, L) \) and \( t \in [t, t + 1] \):

\[
\begin{aligned}
z(t, x) - z^{(\sigma)}(x) &= y_0(t)(x), \\
(z - z^{(\sigma)})_t(s, x) + D(z - z^{(\sigma)})x(s, x) &= -\eta_0 M(x)^T + D'(x)(z - z^{(\sigma)})(s, x), \\
z_+(s, L) - z^{(\sigma)}(L) &= 0, \\
z_-(s, 0) - z^{(\sigma)}(0) &= 0.
\end{aligned}
\]

Inequality (42) implies

\[
d_+^{(0)} \|z_+(-, 0) - z^{(\sigma)}_+(0)\|^2_{L^2(t-1, t)} + |d_-(L)| \|z_-(\cdot, L) - z^{(\sigma)}_-(L)\|^2_{L^2(t-1, t)} \\
\leq (1 + \tilde{C}_2) \|y_0(t)\|^2_{L^2((0, L); \mathbb{R}^2)} \leq 2(1 + \tilde{C}_2) \exp(-\mu_- L) E_0(T) \exp(-\nu_0 (T-t)).
\]

Define the constant

\[
\tilde{C} = 2(1 + \tilde{C}_2) \exp(-\mu_- L) E_0(T) \frac{\exp(\nu_0)}{1 - \exp(\nu_0)}.
\]

Then \( \tilde{C} \) is independent of \( T \) and we have the inequality

\[
d_+^{(0)} \|z_+(-, 0) - z^{(\sigma)}_+(0)\|^2_{L^2(0, T)} + |d_-(L)| \|z_-(\cdot, L) - z^{(\sigma)}_-(L)\|^2_{L^2(0, T)} \\
\leq \sum_{j \in \mathbb{N}_T: j > 1} d_+^{(0)} \|z_+(-, 0) - z^{(\sigma)}_+(0)\|^2_{L^2(j-1, j)} + |d_-(L)| \|z_-(\cdot, L) - z^{(\sigma)}_-(L)\|^2_{L^2(j-1, j)} \\
\leq 2(1 + \tilde{C}_2) \exp(-\mu_- L) E_0(T) \exp(-\nu_0 (T-j)) \\
\leq 2(1 + \tilde{C}_2) \exp(-\mu_- L) E_0(T) \exp(\nu_0) \sum_{j=0}^{\infty} (\exp(-\nu_0))^j = \tilde{C}.
\]

On account of (40), this implies that there exists a constant \( C_2 > 0 \) that is independent of \( T \) such that for all \( T > 0 \) we have the uniform bound

\[
\left\| (F_T^+ - F_0^{(\sigma)}) p_0 \right\|_H \leq C_2.
\]

Now we consider \( (M_2 + F_T^+ M_4) (F_T - F_0) u^{(\sigma)} \). First we show that \( (F_T - F_0) u^{(\sigma)} \) decays exponentially with time. By definition, we have

\[
(F_T - F_0) u^{(\sigma)} = \begin{pmatrix} r_+(\cdot, L) - r^{(\sigma)}_+(L) \\ r_-(\cdot, 0) - r^{(\sigma)}_-(0) \end{pmatrix},
\]

where for \( x \in (0, L) \) and \( t \in (0, T) \) we have

\[
\begin{aligned}
r_0(x) - r^{(\sigma)}(x) &= -r^{(\sigma)}(x), \\
r_+(t, x) + D(r - r^{(\sigma)})_t x &= \eta_0 M (r - r^{(\sigma)}), \\
r_+(t, 0) &= r^{(\sigma)}(0), \\
r_-(t, L) &= r^{(\sigma)}(L).
\end{aligned}
\]
Again similar to [3] but this time for \( \mu_+ > 0 \) and \( \mu_- > 0 \) consider the Lyapunov function with exponential weights

\[
E_1(t) = \frac{1}{2} \int_0^L e^{-\mu_+ x} \left( r_+(t, x) - r_+(0)(x) \right)^2 + e^{\mu_+ x} \left( r_-(t, x) - r_-(0)(x) \right)^2 \, dx
\]

\[
= \frac{1}{2} \int_0^L \left( r(t, x) - r(0)(x) \right)^\top E(x) \left( r(t, x) - r(0)(x) \right) \, dx.
\]

For the time derivative of \( E_1 \) we obtain with [52]

\[
E'_1(t) = \int_0^L \left( r(t, x) - r(0)(x) \right)^\top E(x) D(x) \left( r(t, x) - r(0)(x) \right) x
\]

\[\quad + \eta_0 \left( r(t, x) - r(0)(x) \right)^\top E(x) M(x) \left( r(t, x) - r(0)(x) \right) \, dx.
\]

Integration by parts yields

\[
E'_1(t) = -\frac{1}{2} \left( r(t, x) - r(0)(x) \right)^\top E(x) D(x) \left( r(t, x) - r(0)(x) \right) |_{x=0}^L
\]

\[\quad + \int_0^L \frac{1}{2} \left( r(t, x) - r(0)(x) \right)^\top E'(x) D(x) \left( r(t, x) - r(0)(x) \right) \, dx
\]

\[\quad - \int_0^L \left( r(t, x) - r(0)(x) \right)^\top M_1(x) \left( r(t, x) - r(0)(x) \right) \, dx,
\]

with the matrix \( M_1 \) as defined in [52]. Due to the boundary conditions in [52], the terms coming from the boundary vanish. With \( \mu_+ > 0, \mu_- > 0, \) and \( \nu_a < 0 \) as in [2], this yields the inequality

\[
E'_1(t) \leq \nu_a E_1(t).
\]

Define \( \nu_1 = -\nu_a > 0 \). Then Gronwall’s inequality implies that \( E_1(t) \) decays with an exponential rate \( \nu_1 \). This implies that for all \( t \in (0, T) \) we have

\[
E_1(t) \leq E_1(0) \exp(-\nu_1 t).
\]

For \( t > 0 \), define \( z_0(t)(x) = r(t, x) - r(0)(x) \). Since \( r(0)(x) \in H^1(0, L) \), the well-posedness result Theorem A.1 from [3] implies \( z_0(t) \in H^1(0, L) \). Now we apply Theorem A.1 from [3] to the initial boundary value problem for \( x \in (0, L) \) and \( s \in [0, 1] \)

\[
\begin{align*}
(0) & \begin{cases}
  r(t, x) - r(0)(x) = z_0(t)(x), \\
  (r - r(0)) + D (r - r(0)) = \eta_0 M (r - r(0)), \\
  r_+(s, 0) - r_+(0)(0) = 0, \\
  r_+(-s, L) - r_-(0)(L) = 0.
\end{cases}
\end{align*}
\]

Similar as in the discussion for \( E_0 \), [44] implies

\[
d_+(L) ||r_+(\cdot, L) - r_+(0)(L)||^2_{L^2(t, t+1)} + d_-(0) ||r_-(\cdot, 0) - r_-(0)(0)||^2_{L^2(t, t+1)}
\]

\[
\leq (1 + C_3) ||z_0(t)||^2_{L^2((0, L); \mathbb{R}^2)} \leq 2 (1 + \tilde{C}_3) \exp(\mu_+ L) E_1(0) \exp(-\nu_1 t).
\]
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Define the control problem (7) with the representation as in (30) we introduce the notation

\[
\frac{d}{dt} x(t) = f(x(t), u(t)), \quad x(0) = x_0,
\]

Now we can prove Theorem 1. The following result follows from (51) and (54) with the constant \( C \),

\[
\text{Hence we have the inequality}
\]

\[
d_+(L) \| r_+(\cdot, L) - r_+(\cdot, 0) \|_{L^2(0, T)} + |d_-(0)\| \| r_-(\cdot, 0) - r_-(\cdot, 0) \|_{L^2(0, T)} \\
\leq \sum_{j \in \mathbb{N} : j < T} d_+(L) \| r_+(\cdot, L) - r_+(\cdot, 0) \|_{L^2(j, j+1)} + |d_-(0)\| \| r_-(\cdot, L) - r_-(\cdot, 0) \|_{L^2(j, j+1)} \\
\leq 2(1 + \tilde{C}_3) \exp(\mu_+ L) E_1(0) \exp(-\nu_1 j)
\]

\[
\leq 2(1 + \tilde{C}_3) \exp(\mu_+ L) E_1(0) \sum_{j=0}^{\infty} (\exp(-\nu_1 j))^j = \frac{2(1 + \tilde{C}_3) \exp(\mu_+ L)}{1 - \exp(-\nu_1)} E_1(0).
\]

Note that due to the initial condition in (52) the number \( E_1(0) \) is only determined by \( r^{(\alpha)} \). Hence there exists a constant \( C_4 \) that is independent of \( T \) such that for all \( T > 0 \), we have \( \| (F_T - F^{(\alpha)}) u^{(\alpha)} \|_{(L^2(0, T))^2} \leq C_4. \) Due to (57) this implies

\[
\left\| (M_2 + F^*_T M_4) (F_T - F^{(\alpha)}) u^{(\alpha)} \right\|_{(L^2(0, T))^2} \leq C_4 (\| M_2 \| + \| M_4 \| C_N). \tag{54}
\]

Here \( \| M_2 \| \) and \( \| M_4 \| \) are matrix norms for the Euclidean space \( \mathbb{R}^2 \). Thus (55) follows from (51) and (54) with the constant \( C_D = C_2 + C_4 (\| M_2 \| + \| M_4 \| C_N) \).

Now we can prove Theorem 1.

**Proof of Theorem 1.** For the objective functional of the dynamic optimal control problem (7) with the representation as in (30) we introduce the notation

\[
\hat{J}(u) = J(u, F_T u).
\]

Define

\[
q(u - \bar{u}) = \frac{1}{2} \left\{ ((u - \bar{u})_+, (F_T(u - \bar{u}))_+)^T, A_0 ((u - \bar{u})_+, (F_T(u - \bar{u}))_+)^T \right\}_H + \frac{1}{2} \left\{ ((u - \bar{u})_-, (F_T(u - \bar{u}))_-)^T, A_L ((u - \bar{u})_-, (F_T(u - \bar{u}))_-)^T \right\}_H.
\]

For all \( u \) and \( \bar{u} \), we can represent \( \hat{J} \) in the form \( \hat{J}(u) \)

\[
\hat{J}(\bar{u}) + \langle M_1 \bar{u} + M_2 F_T \bar{u} + v_1 + F^*_T (M_3 \bar{u} + M_4 F_T \bar{u} + v_2), u - \bar{u} \rangle_H + q(u - \bar{u}).
\]

With the notation \( D\hat{J}(\bar{u}) = M_1 \bar{u} + M_2 F_T \bar{u} + v_1 + F^*_T (M_3 \bar{u} + M_4 F_T \bar{u} + v_2) \) we have

\[
\hat{J}(u) = \hat{J}(\bar{u}) + \langle D\hat{J}(\bar{u}), u - \bar{u} \rangle_H + q(u - \bar{u}). \tag{55}
\]

For the optimal control \( u^{(\alpha, T)} \), the necessary optimality condition (31) implies that \( D\hat{J}(\bar{u}^{(\alpha, T)}) = 0 \), hence we have

\[
\hat{J}(u^{(\alpha)}) = \hat{J}(u^{(\alpha, T)}) + q(u^{(\alpha)} - u^{(\alpha, T)}). \tag{56}
\]
On the other hand, we have
\[
\tilde{J}(u^{(\delta,T)}) = \tilde{J}(u^{(\sigma)}) + \left\langle D\tilde{J}(u^{(\sigma)}), u^{(\delta,T)} - u^{(\sigma)} \right\rangle_H + q(u^{(\delta,T)} - u^{(\sigma)}). \tag{57}
\]
Adding up (56) and (57) yields
\[
\tilde{J}(u^{(\sigma)}) + \tilde{J}(u^{(\delta,T)}) = \tilde{J}(u^{(\sigma)}) + \tilde{J}(u^{(\delta,T)}) + \left\langle D\tilde{J}(u^{(\sigma)}), u^{(\delta,T)} - u^{(\sigma)} \right\rangle_H + 2q(u^{(\delta,T)} - u^{(\sigma)}).
\]
This implies
\[
\left\langle D\tilde{J}(u^{(\sigma)}), u^{(\sigma)} - u^{(\delta,T)} \right\rangle_H = 2q(u^{(\delta,T)} - u^{(\sigma)}).
\]
Since \(A_0\) and \(A_L\) are positive definite, there exists a constant \(\kappa > 0\) such that
\[2q(u^{(\delta,T)} - u^{(\sigma)}) \geq \kappa \|u^{(\delta,T)} - u^{(\sigma)}\|_H^2.
\]
Hence we obtain the inequality
\[\kappa \|u^{(\delta,T)} - u^{(\sigma)}\|_H^2 \leq \left\|D\tilde{J}(u^{(\sigma)})\right\|_H \|u^{(\delta,T)} - u^{(\sigma)}\|_H.
\]
Thus we have
\[\|u^{(\delta,T)} - u^{(\sigma)}\|_H \leq \frac{1}{\kappa} \|D\tilde{J}(u^{(\sigma)})\|_H. \tag{58}
\]
In order to use (58) to prove (11), we need an upper bound for
\[\left\|D\tilde{J}(u^{(\sigma)})\right\|_H = \left\|M_1u^{(\sigma)} + \dot{M}_2u^{(\sigma)} + v_1 + F_T^* \left(\dot{M}_3u^{(\sigma)} + \dot{M}_4F_Tu^{(\sigma)} - v_2\right)\right\|_H. \tag{59}
\]
Due to inequality (58) and equation (59), with the choice \(\bar{C} = C\frac{\kappa}{2}\), inequality (45) from Lemma 7 implies (11). Then inequality (21) from Lemma 1 yields (12). Thus we have proved Theorem 1.

4 Analysis for the case with an integer-constraint

4.1 Turnpike structure for the problem with one-sided control

For \(T > 0\), let \(u^{(\delta,T)} \in H\) denote the optimal control that solves (15). In Theorem 2, we have assumed that \(\nu\) satisfies (17) so that no switching occurs in the optimal control. Hence for all \(T > 0\) the plus-component in the optimal control has the form \(u^{(\delta,T)}_+ = \alpha \in F\). For the proof of Theorem 2, we start with an auxiliary result about the optimal control problem where the +-component of the control is fixed in advance.

**Lemma 8** Let \(T > 0\) and \(u^{(\delta,T)}_+ \in L^2(0, T)\) be given. The control \(u^{(\delta,T)}_+\) is a solution of the dynamic optimal control problem
\[
\left\{ \begin{array}{l}
\min_{u_- \in L^2(0,T), (r_+, r_-)} \tilde{J}(u_+, u_-; (r_+, r_-)) \in H \quad J((u_+, u_-); (r_+, r_-(r_-, 0))) \\
\text{subject to}\end{array} \right. \tag{60}
\]
if and only if there exists a multiplier $p^{(\delta, T)}$ such that the optimality system
\[
\lambda u^{(\delta, T)}_+ + (1 - \lambda) \left( F^*_{T} \left( F_{T} u^{(\delta, T)} - R^\delta \right) \right)_- = 0
\]
holds, that is for $(t, x) \in (0, T) \times (0, L)$ almost everywhere we have (32) and
\[
\lambda u^{(\delta, T)}_+(t) + (1 - \lambda) |d_-(L)| p^{(\delta, T)}_-(t, L) = 0.
\]
(62)
The proof is similar to the proof of Lemma 4 and is therefore omitted.

Let $u_+^{(\sigma)} = \alpha \in \mathcal{F}$ be given. Define the static optimal control problem
\[
\begin{align*}
\min_{u^{(\sigma)}_+ \in \mathbb{R}, \ R^{(\sigma)} \in (L^2(0, L))^2} & \ J_0(u^{(\sigma)}, R^{(\sigma)}) \\
\text{subject to} & \ (63).
\end{align*}
\]
Let $u^{(\sigma, \alpha)}$ denote a static optimal control that solves (63). Thus in particular $u^{(\sigma, \alpha)}_+ = \alpha$. Let $R^{(\sigma, \alpha)}$ denote the state generated by $u^{(\sigma, \alpha)}$ as a solution of (63). The number $u^{(\sigma, \alpha)}_+$ can only be a static optimal control if there exists a multiplier $P^{(\sigma, \alpha)}$ such that the optimality system
\[
\lambda u^{(\sigma, \alpha)}_- + (1 - \lambda) \left( F^{(\sigma)}_+ \left( F_{T} u^{(\sigma, \alpha)} - R^\phi \right) \right)_- = 0
\]
holds, i.e., if (39) holds with $R^{(\sigma, \alpha)} = R^{(\sigma)}$, $u^{(\sigma)} = u^{(\sigma, \alpha)}$, $P^{(\sigma)} = P^{(\sigma, \alpha)}$ and the equation $\lambda u^{(\sigma, \alpha)}_- + (1 - \lambda) |d_-(L)| P^{(\sigma, \alpha)}_-(L) = 0$ is satisfied.

In our analysis we use the following lemma that is similar to Lemma 7:

**Lemma 9** For $t \in [0, T]$ and $\alpha \in \mathcal{F}$ define the constant control
\[
u^{(\sigma, \alpha)}_+(t) = \alpha, \ 
u^{(\sigma, \alpha)}_-(t) = \nu^{(\sigma, \alpha)}_-
\]
where $u^{(\sigma, \alpha)}_-$ is the solution of the static problem (63). There exist constants $C_4 > 0, C_E > 0$ that are independent of $T$ such that for all $T > 0$ we have
\[
\left\| \left( F_T - F^{(\sigma)}_+ \right) \left( u^{(\sigma, \alpha)}_- \right) \right\|_H \leq C_4,
\]
\[
\left\| \lambda u^{(\sigma, \alpha)}_- + (1 - \lambda) \left( F^*_T \left( F_T u^{(\sigma, \alpha)}_+ - R^\phi \right) \right)_- \right\|_{L^2(0, T)} \leq C_E.
\]
(67)
The proof is similar to the proof of Lemma 7 and is therefore omitted.

**4.2 The turnpike phenomenon with integer constraint**

In this section, we show that if the dynamic control at the boundary point $x = 0$ is fixed, the corresponding optimal dynamic control at $x = L$ has a turnpike structure.
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Lemma 10 For given $u_+^{(s, T, \alpha)}(t) = \alpha \in \mathcal{F}$, let $u_-^{(s, T, \alpha)} \in L^2(0, T)$ denote the optimal dynamic control that solves (60). There exists a constant $\bar{C} > 0$ that is independent of $T$ and $\alpha$ such that for all $T > 0$ we have

$$\frac{1}{T} \int_0^T \left| u_-^{(s, T, \alpha)}(t) - u_-^{(\alpha, \alpha)} \right|^2 dt \leq \frac{1}{T} \bar{C}. \tag{68}$$

Proof 4 Let $u_+(t) = \alpha \in \mathcal{F}$ be given. For the objective functional of the dynamic optimal control problem (60) with the representation as in (30) we introduce the notation

$$J(u_-) = (1 - \lambda) \| F_T((\alpha, u_-)) - R^b \|_H^2 + \lambda \| (\alpha, u_-) \|_H^2.$$

Let $X_- = L^2(0, T)$. For all $u_-$ and $\bar{u}_- \in X_-$, we can represent $J$ in the form

$$J(u_-) = J(\bar{u}_-) + 2\langle \bar{u}_- \rangle + (1 - \lambda) \left( F_T^* \left( F_T(\alpha, \bar{u}_-) - R^b \right) \right)_{\bar{u}_-} + (1 - \lambda) \| (F_T((0, u_- - \bar{u}_-))) \|_H^2 + \lambda \| u_- - \bar{u}_- \|_{X_-}^2.$$

With the notation

$$D\hat{J}(\bar{u}_-) = 2 \left[ \lambda \bar{u}_- + (1 - \lambda) \left( F_T^* \left( F_T(\alpha, \bar{u}_-) - R^b \right) \right) \right],$$

we have

$$\hat{J}(u_-) = \hat{J}(\bar{u}_-) + \langle D\hat{J}(\bar{u}_-), u_- - \bar{u}_- \rangle_{X_-} + (1 - \lambda) \| (F_T((0, u_- - \bar{u}_-))) \|_H^2 + \lambda \| u_- - \bar{u}_- \|_{X_-}^2.$$

For the optimal control $u_-^{(s, T, \alpha)}$, the necessary optimality condition (61) implies that $D\hat{J}(u_-^{(s, T, \alpha)}) = 0$. Hence for $u_-^{(s, T)}$ as defined in (65) we have

$$\hat{J}(u_-^{(s, T)}) = \hat{J}(u_-^{(s, T, \alpha)}) + (1 - \lambda) \| F_T(0, u_-^{(s, T)} - u_-^{(s, T, \alpha)}) \|_H^2 + \lambda \| u_-^{(s, T)} - u_-^{(s, T, \alpha)} \|_{X_-}^2. \tag{69}$$

As in the proof of Theorem 1, using the necessary optimality condition (61) we obtain

$$\| u_-^{(s, T, \alpha)} - u_-^{(s, T)} \|_{X_-} \leq \frac{1}{2\lambda} \| D\hat{J}(u_-^{(s, T)}) \|_{X_-}. \tag{70}$$

In order to use (70) to prove (68), we need an upper bound for

$$\frac{1}{2} \| D\hat{J}(u_-^{(s, T)}) \|_{X_-} = \left\| \lambda u_-^{(s, T)} + (1 - \lambda) \left( F_T^* \left( F_T(\alpha, u_-^{(s, T)}) - R^b \right) \right) \right\|_{X_-}. \tag{71}$$

Due to inequality (70) and equation (71), with the choice $\bar{C} = \frac{C}{\lambda}$, inequality (67) from Lemma 4 implies (68). Thus we have proved Lemma 10.
Now we prove Theorem 2. For the optimal dynamic control at \( x = 0 \), due to the integer constraint \( 14 \) we do not have optimality conditions, so we have to use the fact that \( F \) is a finite set in the arguments.

**Proof of Theorem 2** If \( \omega(T) = 0 \), the assertion follows immediately, since both the solution of the dynamic and the solution of the static problem are zero.

Assume that \( \omega(T) > 0 \). We show that if \( T \) is sufficiently large, the plus-component of a solution of the dynamic optimal control problem \( 15 \) also appears in a solution of the static problem \( 16 \). For this purpose we consider the objective function.

For \( \alpha \in F \), \( u_- \in L^2(0, T) \) and \( v \in \mathbb{R} \) we introduce the notation
\[
\hat{J}_\alpha(u_-) = (1 - \lambda) \| F_T ((\alpha, u_-)) - R^p \|_H^2 + \lambda \| (\alpha, u_-) \|_H^2,
\]
\[
\hat{J}_{0, \alpha}(v) = \lambda \| (\alpha, v)^T \|_2^2 + (1 - \lambda) \| F(\alpha, v)^T - R^p \|_H^2
\]
and \( u^{(s, T, \alpha)} \) instead of \( u^{(s, T)} \) as defined in \( 65 \) in order to clarify the dependence on \( \alpha \in F \). Then we can write \( 66 \) in the form
\[
\| (F_T - F(\alpha)) \ u^{(s, T, \alpha)} \|_H \leq C_4.
\] (72)

We have
\[
\omega(T) = \min_{\alpha \in F} \hat{J}_\alpha(u_-^{(s, T, \alpha)}) \leq \min_{\alpha \in F} \hat{J}_\alpha(u_-^{(s, T, \alpha)}). \] (73)

Inequality \( 68 \) implies \( \| u^{(s, T, \alpha)} - u^{(s, T, \alpha)} \|_H \leq \sqrt{C} \). Thus due to \( 69 \) and \( 25 \) we have
\[
\min_{\alpha \in F} \hat{J}_\alpha(u_-^{(s, T, \alpha)}) \leq \omega(T) + (1 - \lambda) C_N^2 \bar{C} + \lambda \bar{C}.
\] (74)

Hence
\[
\omega(T) \geq \min_{\alpha \in F} \hat{J}_\alpha(u_-^{(s, T, \alpha)}) - (1 - \lambda) C_N^2 \bar{C} - \lambda \bar{C}.
\]

Again \( u^{(\sigma, \alpha)} \) denotes a static optimal control that solves \( 63 \). For all \( \alpha \in F \) we have
\[
\hat{J}_\alpha(u_-^{(s, T, \alpha)}) \] (75)
\[
= T \lambda \| (\alpha, u_-^{(\sigma, \alpha)})^T \|_2^2 + (1 - \lambda) \| F_T u^{(s, T, \alpha)} - R^p \|_H^2 \]
\[
= T \lambda \| (\alpha, u_-^{(\sigma, \alpha)})^T \|_2^2 + (1 - \lambda) \| (F_T - F(\alpha)) u^{(s, T, \alpha)} - R^p \|_H^2 \]
\[
\leq T \lambda \| (\alpha, u_-^{(\sigma, \alpha)})^T \|_2^2 \]
\[
+ (1 - \lambda) \left( \| (F_T - F(\alpha)) u^{(s, T, \alpha)} \|_H + \| F(\alpha) u^{(s, T, \alpha)} - R^p \|_H \right)^2 \]
\[
\leq T \hat{J}_{0, \alpha}(u_-^{(\sigma, \alpha)}) + (1 - \lambda) \left( C_4^2 + 2 C_4 \| F(\alpha) u^{(s, T, \alpha)} - R^p \|_H \right) \]
\[
= T \hat{J}_{0, \alpha}(u_-^{(\sigma, \alpha)}) + (1 - \lambda) \left( C_4^2 + 2 C_4 \sqrt{T} \| F(\alpha) u_-^{(\sigma, \alpha)} - R^p \|_{\mathbb{R}^2} \right).
\]

Define
\[
v = \min_{\alpha \in F} \hat{J}_{0, \alpha}(u_-^{(\sigma, \alpha)}).
\]
Moreover we have

\[ T \epsilon > (1 - \lambda) \left( C_4^2 + 2 C_4 \sqrt{T} \| F_0 \| u_\sigma^{(s, T, \alpha)} - R^p \|_{\mathbb{R}^2} \right). \quad (76) \]

Note that the number \( \epsilon \) is independent of \( T \) and equal to the optimal value of the static problem \( (16) \). Due to \( (73), (75) \) implies

\[ T \epsilon > (1 - \lambda) \left( C_4^2 + 2 C_4 \sqrt{T} \| F_0 \| u_\sigma^{(s, T, \alpha)} - R^p \|_{\mathbb{R}^2} \right). \]

Moreover we have

\[
\begin{align*}
J_\alpha(u_\sigma^{(s, T, \alpha)}) &= T \lambda \| (\alpha, u_\sigma^{(s, \alpha)}) \|_{\mathbb{R}^2}^2 + (1 - \lambda) \| (F_T - F_0) + F_0 \| u_\sigma^{(s, T, \alpha)} - R^p \|_{\mathbb{H}}^2 \\
&> T \lambda \| (\alpha, u_\sigma^{(s, \alpha)}) \|_{\mathbb{R}^2}^2 \\
&+ (1 - \lambda) \| \left( (F_T - F_0) \right) u_\sigma^{(s, T, \alpha)} \|_{\mathbb{H}} - \| F_0 \| u_\sigma^{(s, T, \alpha)} - R^p \|_{\mathbb{H}} \|^2 \\
&> T \dot{J}_{0, \alpha}(u_\sigma^{(s, \alpha)}) - (1 - \lambda) 2 C_4 \| F_0 \| u_\sigma^{(s, T, \alpha)} - R^p \|_{\mathbb{H}} \\
&= T \dot{J}_{0, \alpha}(u_\sigma^{(s, \alpha)}) - 2 (1 - \lambda) C_4 \sqrt{T} \| F_0 \| u_\sigma^{(s, \alpha)} - R^p \|_{\mathbb{R}^2}.
\end{align*}
\]

Choose \( \alpha \in \mathcal{F} \) that is not optimal for the static problem. Then \( \dot{J}_{0, \alpha}(u_\sigma^{(s, \alpha)}) = v + \epsilon(\alpha) \) with \( \epsilon(\alpha) = \dot{J}_{0, \alpha}(u_\sigma^{(s, \alpha)}) - v > 0 \). Suppose that \( u_\sigma^{(s, T, \alpha)} \) is a solution of the dynamic problem \( (15) \). Then due to \( (69) \) we have

\[ \omega(T) = \dot{J}_{\alpha}(u_\sigma^{(s, T, \alpha)}) \]

\[ \geq \dot{J}_{\alpha}(u_\sigma^{(s, T, \alpha)}) - (1 - \lambda) \| F_T \| u_\sigma^{(s, T, \alpha)} - u_\sigma^{(s, T, \alpha)} \|_H^2 - \lambda \| u_\sigma^{(s, T, \alpha)} - u_\sigma^{(s, T, \alpha)} \|_H^2 \]

\[ > J_\alpha(u_\sigma^{(s, T, \alpha)}) - (1 - \lambda) C_N^2 \bar{C}. \]

Due to \( (77) \) and \( (76) \) this implies that

\[ \omega(T) \geq T \dot{J}_{0, \alpha}(u_\sigma^{(s, \alpha)}) - 2 (1 - \lambda) C_4 \sqrt{T} \| F_0 \| u_\sigma^{(s, \alpha)} - R^p \|_{\mathbb{R}^2} - ((1 - \lambda) C_N^2 \bar{C}) \]

\[ = T (v + \epsilon(\alpha)) - 2 (1 - \lambda) C_4 \sqrt{T} \| F_0 \| u_\sigma^{(s, \alpha)} - R^p \|_{\mathbb{R}^2} - ((1 - \lambda) C_N^2 \bar{C}) \]

\[ > \omega(T) - (1 - \lambda) \left( C_4^2 + 2 C_4 \sqrt{T} \| F_0 \| u_\sigma^{(s, \alpha)} - R^p \|_{\mathbb{R}^2} \right) + T \epsilon(\alpha) \]

\[ - 2 (1 - \lambda) C_4 \sqrt{T} \| F_0 \| u_\sigma^{(s, \alpha)} - R^p \|_{\mathbb{R}^2} - ((1 - \lambda) C_N^2 \bar{C}). \]

Since \( \epsilon(\alpha) > 0 \), for sufficiently large \( T \) we have

\[ T \epsilon(\alpha) - 4 \sqrt{T} (1 - \lambda) C_4 \| F_0 \| u_\sigma^{(s, \alpha)} - R^p \|_{\mathbb{R}^2} > (1 - \lambda) C_N^2 + (1 - \lambda) C_N^2 \bar{C}. \]

But this yields \( \omega(T) > \omega(T) \) which is a contradiction. Hence if \( T \) is sufficiently large, \( u_\sigma^{(s, T, \alpha)} \) cannot be a solution of the dynamic problem \( (15) \). This implies that for all solutions of the dynamic optimal control problem with integer constraints \( (15) \), the plus-component \( \alpha \) is such that we have \( \dot{J}_{0, \alpha}(u_\sigma^{(s, \alpha)}) = v \), that is \( \alpha \) is the first component of a solution of the static problem \( (16) \).

Hence under the assumptions of Theorem \( 3 \), \( \alpha \in \mathcal{F} \) can be chosen such that both the plus-component of the solution of the dynamic optimal control problem \( (15) \) and the plus-component solution of the static optimal control problem \( (63) \) are equal to \( \alpha \). Therefore Lemma \( 10 \) implies \( 19 \) for all \( T > 0 \) for some \( \alpha \in \mathcal{F} \) if \( u_\sigma^{(\alpha)} = u_\sigma^{(s, \alpha)} \) is chosen as a static optimal control that solves \( (63) \). Thus we have proved Theorem \( 2 \).
5 Application to gas pipeline operation

The motion of gas in a long high-pressure pipeline can be modeled with the one-dimensional isothermal Euler equations

\[ \frac{\partial q}{\partial t} + \frac{\partial (qv)}{\partial x} = 0, \quad \frac{\partial (qv)}{\partial t} + \frac{\partial (p + qv^2)}{\partial x} = -\theta qv|v| - gh'q, \quad (78) \]

where \( q \) denotes the density, \( v \) the velocity, \( p \) the pressure of the gas, \( g \) the gravitational constant, \( h' \) the slope of the pipe and \( \theta \) is a friction coefficient. The mass flux per cross sectional area is then \( q = qv \) in kg m\(^{-2}\) s\(^{-1}\). An ideal gas yields a constant speed of sound \( c = \sqrt{p/\rho} \). Since \( p + qv^2 = p(1 + c^2v^2) \) for small velocities \(|v| \ll c \) system (78) can be approximated by

\[ \frac{\partial q}{\partial t} + \frac{\partial q}{\partial x} = 0, \quad \frac{\partial q}{\partial t} + c^2\frac{\partial q}{\partial x} = -\theta q|q|/q - gh'q. \quad (79) \]

For further modeling details, we refer to [2, 5, 11, 13]. The pipelines are usually operated near stationary states given by a constant flow \( q \equiv \bar{q} \) and a density distribution \( \bar{\rho} \) in the pipe given by solution of the ordinary differential equation

\[ c^2\frac{\partial q}{\partial x} = -\theta q|q|/q - gh'q. \quad (80) \]

A typical control problem for transmission system operators is to transfer the flow and pressure regime from one stationary state \((\bar{q}, \bar{\rho})\) to a particular desired one \((\bar{q}^T, \bar{\rho}^T)\) by choosing appropriate pressure and/or flow conditions at the entry and exit of the pipeline [12]. Prototypically, we consider the situation that \((\bar{q}^0, \bar{\rho}^0)\) is uniquely determined from (80) by known \( q^0_L \) and \( \rho^0_L \) at the exit \( x = L \) and shall be transferred to \((\bar{q}^T, \bar{\rho}^T)\) that again is determined by (80) for certain desired \( q^T_L \) and \( \rho^T_L \) at \( x = L \). Therefore, we consider minimizing the following tracking type cost function

\[ J = \int_0^T |\rho(t,L) - \rho^T_L|^2 + |q(t,L) - q^T_L|^2 dt + \lambda \int_0^T \rho(t,0)^2 + \beta q(t,0)^2 dt \quad (81) \]

for some \( \alpha, \beta, \lambda > 0 \) subject to a linearization of (80) at \((\bar{q}^0, \bar{\rho}^0)\). We show that this problem can be analyzed with the techniques presented above and that the turnpike phenomenon obtained from Theorem 1 can also be verified numerically here.

In vector form \( y = (\rho, q)^T \), (79) can be written as

\[ \frac{\partial y}{\partial t} + A\frac{\partial y}{\partial x} = G(y), \quad A = \begin{pmatrix} 0 & 1 \\ c^2 & 0 \end{pmatrix}, \quad G(y) = \begin{pmatrix} 0 \\ -\theta q|q|/q - gh'q \end{pmatrix}. \quad (82) \]

The matrix \( A \) has the eigenvalues \( \lambda_1 = c \) and \( \lambda_2 = -c \) with the corresponding left and right eigenvectors \( l_1 = (c, 1)^T \), \( l_2 = (-c, 1)^T \), \( r_1 = (\frac{1}{c}, 1)^T \), \( r_2 = (-\frac{1}{c}, 1)^T \). Multiplying (82) by \( l_1 \) and \( l_2 \) yields a system in diagonal form

\[ R_t + DR_x = F(R), \quad \text{with} \quad d_+(x) = c, \quad d_-(x) = -c. \quad (83) \]
Table 1: Choice of parameters for the numerical results in Figure 1

| Symbol | Explanation               | Chosen Value | Unit   |
|--------|---------------------------|--------------|--------|
| $\theta$ | friction factor            | 0.05         | m$^{-1}$ |
| $g$    | gravitational constant     | 9.81         | m s$^{-2}$ |
| $h'$   | pipe slope                | 0.025        | —      |
| $c$    | speed of sound            | 340          | m s$^{-1}$ |
| $L$    | length of pipe            | 10000        | m      |
| $T$    | length of time horizon    | 600          | s      |
| $\rho_0^I$ | initial density at the exit | 35           | kg m$^{-3}$ |
| $q_0^I$ | initial flux at the exit  | 400          | kg m$^{-2}$ s$^{-1}$ |
| $\rho_T^I$ | desired density at the exit | 40          | kg m$^{-3}$ |
| $q_T^I$ | desired flux at the exit  | 400          | kg m$^{-2}$ s$^{-1}$ |
| $\alpha, \beta, \lambda$ | weighting factors in cost function | 0.01, 0.01, 0.1111 | —      |

in variables $R = (R_+ - R_-)^T = (l_1 y, l_2 y)^T = (cp + q, -cp + q)^T$ with

$$F(R_+, R_-) = \begin{pmatrix} l_1 G(y) \\ l_2 G(y) \end{pmatrix} = -\left[ \frac{1}{2} \theta c \frac{(R_+ + R_-)(R_+ + R_-)}{R_+ - R_-} + gh' \frac{R_+ - R_-}{2c} \right] \begin{pmatrix} 1 \\ 1 \end{pmatrix}.$$  \hspace{1cm} (84)

The original coordinates are obtained from $R$ using

$$\rho = (R_+ - R_-)/2c, \quad q = (R_+ + R_-)/2.$$  \hspace{1cm} (84)

The linearization of (79) at $(\tilde{q}_0, \tilde{\rho}_0)$ corresponds to a linearization of (83) at $\tilde{R} = (\tilde{R}_+^+, \tilde{R}_-^-)^T = (cp^0 + q_0^0, -cp_0^0 + q_0^0)^T$ and yields a system of the form

$$r_t + Dr_x = \eta Mr$$  \hspace{1cm} (85)

with $\eta = -1$ and $M = -F'(\tilde{R})$ in the variables $r = R - \tilde{R}$. Moreover, the linear transformations (84) and $r = R - \tilde{R}$ used in (81) yield a quadratic cost function of the type (6). Theorem 1 therefore applies.

In order to verify this numerically, we discretized (85) using finite differences with a first order explicit in time and implicit in space upwind scheme with $N_x = 40$ discretization points in space, $N_t = 816$ discretization points in time and the trapezoidal rule for the integration in (81). The same spatial discretization was used for the corresponding stationary optimal control problem. The discretized problems were both implemented in GAMS [9] and solved using the interior point method IPOPT [30]. The parameters for a numerical example are listed in Table 5. The numerical results for this example are presented in Figure 4 and show that the dynamic optimal solution is very close to the stationary solution for about two thirds of the considered time horizon. This justifies using for example feedback stabilization techniques to an optimal stationary state as a simple control principle as an alternative to solving a very difficult dynamical optimal control problem for gas pipeline operation.
Figure 1: The computed optimal flow $q$ (left) and optimal dynamic density $\rho$ (middle) and the relative error $e_\rho$ and $e_q$ compared to the optimal stationary state for the boundary trace at the entry (right).

6 Conclusions

We have shown that controls that solve optimal boundary control problems with linear hyperbolic systems have a turnpike structure in the sense that the $L^2$-norm of the difference between the static optimal control and the dynamic optimal control remains uniformly bounded for arbitrarily long control times $T$. Since the static optimal control is constant with respect to time, this means that the dynamic optimal control must approach this constant with increasing control time $T$ almost everywhere on the time interval $[0, T]$. We have also given sufficient conditions for the turnpike phenomenon for optimal boundary control problems with an additional integer constraint. In this case the static problem is an optimization problem with an integer constraint and the turnpike phenomenon occurs if both the switching cost and the time interval $[0, T]$ are sufficiently large. It is not clear, if also for smaller penalty parameters in the switching penalization a turnpike phenomenon arises. This is a question for future research. Our results give important insights about the relation between the solutions of the dynamic optimal boundary control problems and the corresponding static optimal control problem. The results imply that for sufficiently large control times, the static optimal controls yield reasonable approximations for the dynamic optimal boundary controls.
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