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We consider the vacuum energy of the electromagnetic field in systems characterized by a constant conductivity using the zeta-regularization approach. The interaction in two cases is investigated: two infinitely thin parallel sheets and an infinitely thin spherical shell. We found that the Casimir energy for the planar system is always attractive and it has the same characteristic distance dependence as the interaction for two perfect semi-infinite metals. The Casimir energy for the spherical shell depends on the inverse radius of the sphere, but it maybe negative or positive depending on the value of the conductivity. If the conductivity is less than a certain critical value, the interaction is attractive, otherwise the Casimir force is repulsive regardless of the spherical shell radius.
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I. INTRODUCTION

Since the seminal Casimir papers [1], great progress has been made in theoretical descriptions and experimental demonstrations of the Casimir effect. Although this phenomenon has been studied extensively, its fundamental understanding still remains elusive due to the complicated relationship between the geometry, dielectric properties and temperature of the objects [2–8]. This effect is a direct manifestation of the quantum fluctuations in vacuum. For smaller distances retardation from the finite speed of light is not important, thus the interaction becomes equivalent to the van der Waals force.

Many investigations focus on objects with planar, spherical or cylindrical shapes [4, 7]. Recently an approach using functional determinants [9] has been proposed, which may be used for systems with more complicated extensions. In addition to the geometry, the response properties are also important for the Casimir force. Different models, including an infinite conductivity, and the plasma and Drude-Lorentz models for the dielectric function have been utilized, highlighting different functionalities of this phenomenon [7].

The recent advent of research in surface materials, such as graphene [10], has been beneficial for studies of long ranged interactions in reduced dimensions. It has been shown that vdW/Casimir forces are of great importance to how graphene interacts with other systems [11–13].

Several reports have investigated graphene Casimir interaction in the context of a hydrodynamic or plasma models for the dielectric response using a dyadic Green’s function technique or the standard Lifshitz approach [14–17]. The Dirac nature of the carriers and the unique optical properties have important implications for the graphene vdW/Casimir interaction. It has been shown that the graphene conductivity is a constant ($\sigma_{gr} = e^2/4\hbar$) over a relatively large frequency range, near infrared to optical [18]. As a result, the graphene/graphene Casimir interaction has similar distance dependence as two perfect metals, but the magnitude is much reduced. At the same time, the interaction is dominated by thermal fluctuations at separations larger than 50 nm [11].

The zero-point photon energy summation method is another way to compute the Casimir energy and it is especially useful when the medium absorption is less important and can be neglected. This method involves a contour integration in the complex frequency plane of two sums, which are divergent. Removing the divergences requires making use of different regularization schemes either via the generalized $\zeta$-function or exponential cut-offs [7]. The mode summation method is an elegant way to obtain Casimir interactions for objects with cylindrical and spherical shapes [7] as well. Most of the studies have utilized either perfect conductors or dielectric-diamagnetic media [7] to facilitate the calculations.

The purpose of this investigation is to expand the use of the mode summation technique for systems with constant conductivity. In particular, we are interested in the consequences of planar and spherical shapes with $\sigma = const$ on the Casimir interaction. Dimensional analysis shows that for planar systems the energy due to this is a quantum-mechanical relativistic phenomenon that can be expressed as $E^p = \hbar c Q^p(\bar{\sigma})/d^3$, while for spherical systems $E^s = \hbar c Q^s(\bar{\sigma})/R$. $Q$ is a function only of $\bar{\sigma} = \sigma/c$. Another surprising result is that all obtained expressions contain no singularities, which is in contrast to all other previously studied cases, where the renormalization of parameters of the classical part of the energy has been used to obtain finite results. This is especially useful to widen the use of the zero point summation method since the main obstacle for its application has been the need for regularization techniques, which are not universal and system dependent.

The paper is organized as follows. In Sec. II we derive the boundary conditions for the electromagnetic fields.
for two planar sheets with constant conductivity. The Casimir energy is calculated via the mode summation method. Section III is devoted to the electromagnetic boundary conditions and mode summation method energy calculation for a spherical shell with a constant conductivity. Discussion are given in Sec. IV.

II. PLANAR SYMMETRY

The first system under consideration consists of two parallel planar surfaces separated by a distance \( d \) along the vertical direction. The two surfaces are inserted in a large box with boundaries \( \pm L \) along the vertical with Dirichlet boundary conditions. Each surface is also characterized by a constant isotropic conductivity \( \sigma = \text{const.} \). The Casimir energy of this system can be expressed in terms of an infinite sum of zero-point photon energies. The energy per unit area has contributions from the transverse electric (TE) and transverse magnetic (TM) modes as follows:

\[
E_{\text{TM,TE}}^p = \frac{\hbar}{2} \int \frac{d^2k_z}{(2\pi)^2} \sum_j \left( \omega_j \mathcal{L}_{\text{TM,TE}} - \omega_j \mathcal{L}_{\text{TM,TE}} \right)_{|d\to\infty}, \tag{1}
\]

where the integration is done over the planar wave vector. The second term in Eq. (1) corresponds to the reference vacuum when the planar layers are taken far apart. This is a divergent expression, which can be regularized in the framework of the zeta-regularization procedure represented as a limit of an analytical function

\[
E_{\text{TM,TE}}^p(s) = \lim_{s \to 0} E_{\text{TM,TE}}^p(s) = \lim_{s \to 0} \frac{\hbar}{2} \Omega^{2s} \int \frac{d^2k_z}{(2\pi)^2} \sum_j \left( \omega_j \mathcal{L}_{\text{TM,TE}} \right)^{1-2s}.
\]

The parameter \( \Omega \) with a frequency dimension is introduced to keep the energy dimension of \( E(s) \).

By converting the sum into a contour integral over imaginary frequency axis \([7, 19]\), the energy can further be transformed

\[
E_{\text{TM,TE}}^p(s) = -\hbar c \Lambda^{2s} \frac{\cos \pi s}{2\pi} \int \frac{d^2k_z}{(2\pi)^2} \int_0^\infty \frac{d\lambda \lambda^{1-2s}}{2} \frac{\partial}{\partial \lambda} \ln \Psi_{\text{TM,TE}}(i\lambda c), \tag{2}
\]

where \( \Lambda = \Omega c \) and \( \Psi_{\text{TM,TE}} \) are the photon energy spectra for the TE and TM modes.

As was noted in Ref. [7, 20] the frequencies \( \omega_j \) are complex numbers for dissipative media such as the conductive surfaces under consideration and formula (1) has no physical meaning. At the same time they noted that the formula of Lifshitz type (2) is still valid. Last consideration in Ref. [21] shows that this formula contains contributions of surface (boundary) plasmons and scattering states. Hereinafter we will use the Lifshitz expression (2) for planar and spherical symmetries.

To find the zero-point energies \( \omega_{\text{TM,TE}}^p \), as well \( \Psi_{\text{TM,TE}} \), we consider the electric and magnetic fields boundary conditions for the planar system. The electromagnetic vacuum fields are

\[
E = e(z)e^{ik_xx+ik_yy-i\omega t}, \quad H = h(z)e^{ik_xx+ik_yy-i\omega t}, \tag{3}
\]

where vectors \( e(z) \) and \( h(z) \) are the fields amplitudes, which depend on the \( z \) coordinate only.

The conductivity is responsible for an induced surface current density in each layer, \( j_s = \sigma E \), which must be reflected in the TM and TE boundary conditions. All TM field components are expressed in terms of the single \( e_z \) component, which satisfies the wave equation

\[
\begin{aligned}
e_x &= \frac{\omega k_y}{ck_1^2} e_z, \quad h_x = \pm \frac{\omega k_y}{ck_1^2} e_z, \\
e_y &= \frac{\omega k_y}{ck_1^2} e_z, \quad h_y = -\frac{\omega k_x}{ck_1^2} e_z. \tag{4}
\end{aligned}
\]

where \( k_1^2 = k_x^2 + k_y^2 \) and \( k^2 = k_x^2 - \omega^2/c^2 \) and prime denotes derivative with respect to \( z \). All TE field components are expressed in terms of the single component \( e_z \), which also satisfies the wave equation

\[
\begin{aligned}
e_x &= \frac{\omega k_y}{ck_1^2} h_z, \quad h_x = \pm \frac{\omega k_y}{ck_1^2} h_z, \\
e_y &= \frac{\omega k_y}{ck_1^2} h_z, \quad h_y = -\frac{\omega k_x}{ck_1^2} h_z. \tag{5}
\end{aligned}
\]

Thus the appropriate boundary conditions for the TM modes are

\[
\begin{aligned}
[\epsilon_z^e]_0 &= 0, \quad [\epsilon_z^e]_d = 0, \\
[\epsilon_z^h]_0 &= -\frac{4\pi \sigma \omega}{c} \epsilon_z^e, \quad [\epsilon_z^h]_d = -\frac{4\pi \sigma \omega}{c} \epsilon_z^e,
\end{aligned} \tag{6a}
\]

The boundary conditions for the TE modes are

\[
\begin{aligned}
[h_z^e]_0 &= 0, \quad [h_z^e]_d = 0, \\
[h_z^h]_0 &= \frac{4\pi \sigma \omega}{c^2} h_z^e, \quad [h_z^h]_d = \frac{4\pi \sigma \omega}{c^2} h_z^e, \\
h_z^e|_{z=L} = 0, \quad h_z^h|_{z=-L} = 0. \tag{6b}
\end{aligned}
\]

Here \([f(z)]_a = f(a) - f(a) \) at \( z = a \).

Solving the system of equation (6) enables obtaining the photon spectra for each mode type:

\[
\Psi_{\text{TM}}(\omega) = \frac{k^2}{\epsilon_d^\theta \epsilon_d^\phi} \left\{ \omega^2 c^2 \left( \epsilon_d^\theta - 1 \right) - \eta k^2 c \left( \epsilon_d^\theta + 2 \epsilon_d^\phi \right) \left( \epsilon_d^\theta + 1 \right) \left( \epsilon_d^\phi + 1 \right) \right\},
\]

\[
\Psi_{\text{TE}}(\omega) = \frac{1}{\epsilon_d^\theta \epsilon_d^\phi} \left\{ \eta^2 \omega^2 c^2 \left( \epsilon_d^\theta - 1 \right) \left( \epsilon_d^\phi + 1 \right) \left( \epsilon_d^\theta + 1 \right) \right\} - i\eta k^2 c \]
where \( \epsilon_L = e^{-Lk} \), \( \epsilon_S = e^{-dk} \), \( \eta = 2\pi\sigma/c \).

Next, the limit \( \lim_{d \to \infty} \lim_{L \to \infty} E^{p\,TM,TE}(s) \) is found using Eq. (7) and subtracted from \( E^{p\,TM,TE}(s) \). Therefore, we obtain the renormalized functions

\[
\Psi_{TM}^{ren}(i\lambda c) = 1 - \rho_{TM}^2 e^{-2\kappa d}, \\
\Psi_{TE}^{ren}(i\lambda c) = 1 - \rho_{TE}^2 e^{-2\kappa d},
\]

where

\[
\rho_{TM} = \frac{\eta\kappa}{\eta\kappa + \lambda}, \quad \rho_{TE} = \frac{\eta\lambda}{\kappa + \eta\lambda},
\]

and \( \kappa^2 = k_1^2 + \lambda^2 \). Finally, after taking the \( s \to 0 \) limit, one finds

\[
E^{p\,TM} = \frac{hc}{2\pi} \int_0^\infty \int_0^\infty \ln \left( 1 - \rho_{TM}^2 e^{-2\eta d}\right) d\lambda, \\
E^{p\,TE} = \frac{hc}{2\pi} \int_0^\infty \int_0^\infty \ln \left( 1 - \rho_{TE}^2 e^{-2\eta d}\right) d\lambda.
\]

Using the spherical coordinates \( (\theta \in (0, \pi/2), \varphi \in (0, 2\pi)) \) and setting \( \kappa = y/d \) we obtain

\[
E^{p\,TM,TE} = \frac{hc}{D^3} Q^{p\,TM,TE}(\eta),
\]

where

\[
Q^{p\,TM} = \frac{1}{4\pi^2} \int_0^\infty \int_0^\infty \frac{y^2 dy}{x^2} \int_0^{1/x} dx \ln \left( 1 - \frac{\eta^2}{(\eta + x)^2} e^{-2y}\right), \\
Q^{p\,TE} = \frac{1}{4\pi^2} \int_0^\infty \int_0^\infty \frac{y^2 dy}{x^2} \int_0^{1/x} dx \ln \left( 1 - \frac{\eta^2 x^2}{(1 + \eta x)^2} e^{-2y}\right),
\]

where \( x = \cos \theta \).

Eq. (10) shows that the the Casimir energy has a distance dependence typical for metallic half-space systems. The characteristic constants \( h \) and \( c \) are also extracted. The strength of the conductivity via \( \eta = 2\pi\sigma/c \) now determines the magnitude and sign of the Casimir interaction.

We consider the case of infinitely conducting planar sheets, first. It is easy to calculate that in this limit

\[
\lim_{\eta \to \infty} Q^{p\,TM} = \lim_{\eta \to \infty} Q^{p\,TE} = -\frac{\pi^2}{1440},
\]

which shows that the TE and TM modes contribute equally to the energy. Thus the well-known result for the Casimir interaction between infinitely conducting planes is recovered

\[
\lim_{\eta \to \infty} E^{p} = -\frac{\pi^2}{1440} \frac{hc}{720 D^3}.
\]

The \( \eta \to 0 \) limit is also examined. We find that

\[
\lim_{\eta \to 0} Q^{p\,TM} = -\frac{\eta}{4\pi^2} \left( -\frac{\pi^2}{6} - \frac{\pi^4}{360} + 4\ln 2 - \frac{1}{2} \zeta(3)\right),
\]

where \( \zeta(3) \) is the Riemann zeta-function. Eq. (13) shows that both contributions are negative. Also, the linear dependence on \( \eta \) shows that the TM contribution dominates the energy.

In addition to the above limits, the graphene/graphene Casimir energy can also be calculated. Using the universal graphene conductivity \( \sigma_{gr} = e^2/4\hbar \), \( \eta_{gr} = \pi\alpha/2 = 0.0114 \ll 1 \) (\( \alpha \) is fine-structure constant), one obtains from Eq. (10),

\[
E^{p} = -\frac{e^2}{32\pi^3} Z,
\]

where \( Z = 4 \left( -\frac{\pi^2}{16} - \frac{\pi^4}{300} + 4\ln 2 - \frac{1}{2} \zeta(3)\right) \approx 1.024\).

This result is consistent with a previously obtained Casimir energy via other methods [11] for which \( Z = 1 \).

We also investigate how the intermediate region of \( \eta \) affects the interaction. Fig. 1 shows the \( Q^{p\,TM,TE} \) behavior as a function of \( \eta \). At small \( \eta \) the majority of the contribution is attributed to the TM modes. As \( \eta \) increases, the TE modes role becomes more prominent. Finally, at \( \eta \to \infty \) both modes contribute equally to the interaction.

The Casimir energy for thin materials has been considered previously in Ref. [22], where the authors employ \( \delta \)-function boundary conditions. The derived Green’s function dyadic for thin plates enables one to include dielectric and magnetic properties in terms of anisotropic response functions. In this work, we choose the more natural route by considering the 2D conductivity of the involved materials.

### III. SPHERICAL SYMMETRY

The Casimir energy for an infinitely thin spherical shell with radius \( R \) and constant conductivity is considered
next. The mode summation approach for perfectly conductive sphere was first considered in Ref. [23]. The general expression for $\mathcal{E}_{TM,TE}$ via the zero-point energy summation in Eq. (2) is still valid. The electromagnetic field in the spherical geometry can be represented as TE and TM modes similar to the planar case. The TE modes, however, are characterized by the radial component of the magnetic field, while the TM modes are determined by the radial component of the electric field. The electric and magnetic fields are related to the radial function

$$ f(r) = aj_i(kr) + by_i(kr), $$

where $a, b$ are coefficients and $k = \omega/c$. Also, $j_i(kr), y_i(kr)$ are the spherical Bessel functions of first and second kind, respectively.

Similar to the planar case, the spherical shell is placed in a larger concentric shell with radius $L > R$ with Dirichlet boundary conditions. The $L \to \infty$ limit is taken in the final expression for the energy. The boundary conditions are found as follows:

**TE:** $|rf|_R = 0$, $|(rf)'|_R = \frac{4\pi i \omega}{c^2} (rf), f|_L = 0$, \hspace{1cm} (16a)

**TM:** $|(rf)'|_R = 0$, $|rf|_R = -\frac{4\pi i \omega}{c} (rf)', f|_L = 0$. \hspace{1cm} (16b)

Similar expressions hold for a plasma shell with the difference that the constant conductivity $\sigma$ is replaced by the hydrodynamic conductivity $\sigma = -iec^2/(m\omega)$, where $n$ is the electron density [14, 24].

### A. The energy due to TE modes

Using Eqs. (16a), the TE mode spectrum is

$$ \Psi_{TE}(ik) = y^{l-1} \{ s_l(y) - 2\eta s_1(y) \times [s_i(y)e_i(y) - s_i(y)e_i(x)] \}, \hspace{1cm} (17) $$

where $y = kL, x = kr$. Also,

$$ s_l(x) = \sqrt{\frac{\pi x}{2}} l_{l+1/2}(x), e_l(x) = \sqrt{\frac{2x}{\pi}} K_{l+1/2}(x), \hspace{1cm} (18) $$

and $I_\nu, K_\nu$ are the modified Bessel functions of first and second kind, respectively.

The $L \to \infty$ limit is now taken. Due to the asymptotic behavior of the Bessel functions in this case and omitting the Minkowski contribution, it is found that $\Psi_{TE}(ik)|_{L \to \infty}$ makes no contribution. The remaining part is written as

$$ f_{TE}(ik) = 1 + 2\eta s_1(x)e_i(x) = 1 + 2\eta x l_\nu(x)K_\nu(x). \hspace{1cm} (19) $$

Further, in the framework of the zeta-regularization approach for spherical geometry, using Eq. (19) the TE Casimir energy is found

$$ \mathcal{E}_{TE}(s) = -\hbar c^{2s} \frac{\cos \pi s}{\pi} R^{2s-1} \sum_{l=1}^{\infty} \nu^{2-2s} \times \int_0^\infty dz z^{1-2s} \frac{\partial}{\partial z} \ln f_{TE}(\nu z), \hspace{1cm} (20) $$

where $\nu = l+1/2$. The calculations are further advanced by writing the energy in the form

$$ \mathcal{E}_{TE}(s) = \{ \mathcal{E}_{TE}(s) - \mathcal{E}_{TE}^{s,as}(s) \} + \mathcal{E}_{TE}^{s,as}(s). \hspace{1cm} (21) $$

The added and subtracted term is calculated via the Debye uniform expansion of the modified Bessel functions [25], for which the integrand becomes

$$ \frac{\partial}{\partial z} \ln f_{TE}^{s,as}(\nu z) = \sum_{n \geq 0} \frac{F_{TE}^{s,as}(z, \eta)}{\nu^{2n}}, \hspace{1cm} (22a) $$

where

$$ F_{TE}^{s,as}(z, \eta) = \frac{\eta^3}{1 + \eta^3}, \hspace{1cm} (22b) $$

$$ F_{TE}^{s,as}(z, \eta) = -\frac{\eta^3}{8(1 + \eta^3z)} \{ 2 - 27t^2 + 60t^4 - 35t^6 + 2t^3 z^2(1 - 12t^2 + 15t^4) \}, \hspace{1cm} (22c) $$

and $t = 1/\sqrt{1 + z^2}$. Note that for the renormalization only the $F_{TE}^{s,as}$ and $F_{TE}^{s,as}(z, \eta)$ are needed since the rest of the terms will give finite contributions.

Taking the limit of $s \to 0$ we find that

$$ \mathcal{E}_{TE}^{s,as}(s, \eta) = 0 \hspace{1cm} (23a) $$

$$ Q_{TE}^{s,as}(\eta) = -\sum_{l=1}^{\infty} \nu^{2} \int_0^\infty dz \left\{ \frac{2\eta (s_i(\nu z)e_i(\nu z))'}{1 + 2\eta s_i(\nu z)e_i(\nu z)} - F_{TE}^{s,as}(z, \eta) \right\}. \hspace{1cm} (23b) $$

Thus the Casimir energy is expressed to contain the characteristic constants $\hbar$ and $c$ and the spherical radius explicitly. $Q_{TE}^{s,as}(\eta)$ is a function of the renormalized conductivity $\eta$ only and it is usually computed numerically.

The contribution from the Debye expansion can be evaluated analytically. Relevant details are provided in Appendix A. We find that

$$ \mathcal{E}_{TE}^{s,as}(s) = -\hbar c^{2s} \frac{\cos \pi s}{\pi R} A^{2s} \int_0^\infty dz z^{2s-1} \left\{ \zeta_H \left( 2s - \frac{3}{2} \right) \times F_{TE}^{s,as}(z, \eta) - \zeta_H \left( 2s - \frac{3}{2} \right) F_{TE}^{s,as}(z, \eta) \right\}, \hspace{1cm} (24) $$

where $\zeta_H(s, a)$ is the Hurwitz zeta function [26] which has a singe simple pole at $s = 1$. Appendix A shows that the analytic contribution in the energy has no poles in terms of $s$. It is finite at $s = 0$ and it is found in the following form:

$$ \mathcal{E}_{TE}^{s,as}(0) = \frac{\hbar c}{R} Q_{TE}^{s,as}(\eta), \hspace{1cm} (25a) $$
Q_{TE}^{s,\text{as}}(\eta) = \frac{17}{128} - \frac{1}{12\pi \eta} + \frac{3}{32\eta^2} + \frac{5}{8\pi \eta^3} - \frac{5}{16\eta^4} \\
+ \frac{(5 - 4\eta^2 - 2\eta^4)}{8\pi \eta^4 \sqrt{\eta^2 - 1}} \ln(\eta + \sqrt{\eta^2 - 1}).

\text{(25b)}

Thus Casimir energy from the TE modes

\[ \mathcal{E}_{\text{TE}}^s = \frac{\hbar c}{R} Q_{\text{TE}}^s(\eta), \]

where \( Q_{\text{TE}}^s = Q_{\text{TE}}^{s,\text{as}} + Q_{\text{TE}}^{s,\text{num}} \) is a sum of the numerical and the analytic contributions. Using the derived expressions in Eqs. (23), (25), the \( \eta \to 0 \) and \( \eta \to \infty \) limiting cases can be studied. We find that

\[ \eta \to 0 \]
\[ Q_{\text{TE}}^{s,\text{as}} = \frac{\eta}{4\pi}, Q_{\text{TE}}^{s,\text{num}} = O(\eta^2), Q_{\text{TE}}^s = \frac{\eta}{4\pi}, \]

\[ \eta \to \infty \]
\[ Q_{\text{TE}}^{s,\text{as}} = \frac{17}{128}, Q_{\text{TE}}^{s,\text{num}} = 0.0009, Q_{\text{TE}}^s = 0.1337. \]

These results show that \( Q_{\text{TE}}^{s,\text{as}} \gg Q_{\text{TE}}^{s,\text{num}} \) in all cases. The dominating contribution originates from the analytic (Debye expansion) part, which is \( \sim \eta \) for small conductivity and it is constant, for an infinitely conducting shell. Another interesting feature is that \( Q_{\text{TE}}^s > 0 \). This indicates that unlike in the two parallel planes, the Casimir energy due to these modes is repulsive.

Fig. 2 shows the computation \( Q_{\text{TE}}^s = Q_{\text{TE}}^{s,\text{as}} + Q_{\text{TE}}^{s,\text{num}} \) for intermediate values of \( \eta \). It is clear that the Casimir energy is completely determined by \( Q_{\text{TE}}^{s,\text{as}} \) for all values of the conductivity.

![Graph showing \( Q_{\text{TE}}^s \) as a function of \( \eta \). The insert shows the much smaller contribution from the numerical \( Q_{\text{TE}}^{s,\text{num}} \) \( \ll Q_{\text{TE}}^s \). \( Q_{\text{TE}}^s \) is always positive.](image)

**B. The energy due to TM modes**

The TM mode energy spectrum is found using the boundary conditions from Eq. (16b)

\[ \Psi_{\text{TM}}(ik) = y^{-1} \{ s_i(y) + 2\eta s_i'(x) (s_i'(x)e_i(y) - s_i(y)e_i'(x)) \}, \]

where \( y = kL, x = kR \) and \( k = \omega/c \). After taking the limit of \( L \to \infty \) and omitting the Minkowski contribution \( y^{-1-1}s_i(y) \), it is obtained

\[ f_{\text{TM}}(ik) = x \{ 1 - 2\eta s_i'(x)e_i'(x) \}, \]

which is related to the Casimir energy in a similar manner as for the TE modes (Eq. (20))

\[ \mathcal{E}_{\text{TM}}^s(s) = -\hbar c a^2 \frac{\cos \pi s}{\pi} R^{2s-1} \sum_{l=1}^\infty \nu^{2-2s} \]
\[ \times \int_0^\infty dz z^{1-2s} \frac{\partial}{\partial z} \ln f_{\text{TM}}(\nu z). \]

Adding and subtracting the Debye asymptotic expansion again, the TM Casimir energy is represented as

\[ \mathcal{E}_{\text{TM}}^s(s) = \{ \mathcal{E}_{\text{TM}}^s(s) - \mathcal{E}_{\text{TM}}^{s,\text{as}}(s) \} + \mathcal{E}_{\text{TM}}^{s,\text{as}}(s). \]

The asymptotic Debye expansion of \( f_{\text{TM}}(\nu z) \) has the following form

\[ f_{\text{TM}}^{\text{as}}(\nu z) = z + \frac{\eta t}{t} \sum_{j=1}^{c_j^{\text{TM}}} \frac{c_j^{\text{TM}}}{\nu^{2j}}, \]

where \( c_j^{\text{TM}} \) are polynomials in terms of \( t = 1/\sqrt{1 + z^2} \) of even degree and \( c_1^{\text{TM}} = -(1 - 6t^2 + 7t^4)/8 \). For the renormalization only \( c_1^{\text{TM}} \) is needed as the rest of the terms give a finite contribution.

For the part to be computed numerically after the \( s \to 0 \) limit, we find that

\[ \mathcal{E}_{\text{TM}}^{s,\text{num}} = \lim_{s \to 0} \{ \mathcal{E}_{\text{TM}}^s(s) - \mathcal{E}_{\text{TM}}^{s,\text{as}}(s) \} = \frac{\hbar c}{R} Q_{\text{TM}}^{s,\text{num}}(\eta), \]

where

\[ Q_{\text{TM}}^{s,\text{num}} = -\frac{1}{\pi} \sum_{l=1}^\infty \nu^{2-2s} \int_0^\infty dz z^{1-2s} \left( -2 \left( 1 + \frac{1}{4\eta^2} \right) \right) \]
\[ \times \eta z(s_i(\nu z)e_i(\nu z)')' + \eta t \left( 1 - 2\eta s_i'(\nu z)e_i'(\nu z) \right) + \frac{\eta t z}{8\nu^2(z + \frac{\eta}{2})^2} \times \{ 2 - 25t^2 + 60t^4 - 35t^6 - 2\eta t z(1 - 12t^2 + 21t^4) \}. \]

The contribution due to the Debye expansion can be evaluated analytically

\[ \mathcal{E}_{\text{TM}}^{s,\text{as}}(s) = -\hbar c \frac{\cos \pi s}{\pi R} L \sum_{l=1}^\infty \nu^{2-2s} \int_0^\infty dz z^{1-2s} \left( \frac{1 + t^2 \eta}{z + \frac{\eta}{t}} \right) \]
\[ + \frac{\eta t}{8\nu^2(z + \frac{\eta}{t})^2} \{ 2 - 25t^2 + 60t^4 - 35t^6 \}
\[ + 2\eta t z(1 - 12t^2 + 21t^4) \}. \]

As shown in Appendix B, this contribution to the Casimir energy has no poles and it is finite at \( s = 0 \). It has the following form

\[ \mathcal{E}_{\text{TM}}^{s,\text{as}}(0) = \frac{\hbar c}{R} Q_{\text{TM}}^{s,\text{as}}(\eta), \]

where \( y = kL, x = kR \) and \( k = \omega/c \).
in agreement with the classical result obtained by Boyer [27] (see also different calculations in Ref. [24]). Thus the energy is determined mainly by the TE contribution, which is responsible for the repulsive nature of the Casimir interaction of the spherical shell.

For a conductor with small conductivity $\eta \to 0$, Eqs. (27), (34) give

$$ Q^s(\eta) \approx -0.0542\eta, $$

which indicates that the Casimir interaction is mainly determined by the TM modes resulting in an attractive force.

Fig. 4 shows how $Q^s$ evolves as a function of $\eta$. It is found that there is a critical point at $\eta_{cr}$, at which $Q^s$ becomes zero and it changes sign. We estimate that $\eta_{cr} = 1.578(\sigma_{cr} = 0.251c)$. Thus for $\sigma < \sigma_{cr}$, the energy is negative and the Casimir force is attractive, while for $\sigma > \sigma_{cr}$ the energy is positive and the force is repulsive.

![Fig. 4. The total contribution $Q^s = Q^s_{TE} + Q^s_{TM}$ vs $\eta$. At the point $\eta_{cr} = 1.578(\sigma_{cr} = 0.251c)$ the energy and the force are zero for arbitrary radii of the sphere. For the sphere with ideal conductivity ($\eta \to \infty$) we obtain Boyer result $\lim_{\eta \to \infty} Q_s = 0.046$.](image)

It is also interesting to find the Casimir energy assuming the spherical shell has the same conductivity as the universal conductivity of a planar graphene sheet $\sigma_{gr} = e^2/4\hbar$. Comparing $\eta_{gr} = 2\pi\sigma_{gr}/c = 0.01146$ with the critical $\eta_{cr}$, it is clear that $\eta_{gr} \ll \eta_{cr}$. Thus we may use the asymptotic expansion for $\eta \ll 1$ for the TE and TM contributions. From Eqs. (27), (34), we arrive at

$$ E^s = -0.000621 \frac{\hbar c}{R} = -0.0542 \frac{\hbar c}{R} \eta_{gr} = -0.0851 \frac{e^2}{R}. $$

Therefore, the Casimir force for a spherical shell with conductivity equal to the one for graphene is attractive. Furthermore, the energy does not depend on the characteristic $\hbar$ and $c$ constants, which is similar to the case of two Casimir interaction between two planar graphenes.

IV. DISCUSSION AND CONCLUSIONS

The Casimir energy for surfaces characterized with a constant conductivity is studied via the generalized
The energy between two planar surfaces and the energy of a spherical shell are considered. The motivation for this investigation comes from many experimental works, which have demonstrated that graphene is characterized by a constant universal conductivity a relatively broad frequency range. Other experiments have shown that graphene is quite flexible and it can be folded into various shapes. The existence of such materials is an important stimulator to expand the use of regularization techniques for Casimir interactions. In this way, we further develop this approach and facilitate finding new feature in this ubiquitous force beyond specific materials.

We are able to express the energy by containing characteristic constants, \( h \) and \( c \), and distance dependence. The constant conductivity \( \sigma \) is captured in a function of a dimensionless parameter \( \eta = 2\pi\sigma/c \). In particular, for two parallel surfaces the Casimir energy is expressed as \( \mathcal{E}_\text{p} = \hbar c Q(\eta)/d^3 \), while for a spherical shell the energy is \( \mathcal{E}_\text{s} = \hbar c Q(\eta)/R \). Therefore, the distance dependence of the interaction is the same as the one for perfect metallic systems in both cases.

Most of our efforts were directed towards calculating the \( Q(\eta) \) function, which involved using the zeta-regularization procedure. It is known that for typical metals in the framework of this method divergences always occur, which are usually removed by appropriate renormalization procedure for the parameters of the classical part of the energy (see Ref. [19], and Ref. [24] for plasma spherical shell). This procedure is based on using the heat kernel and heat kernel coefficients theory, which is well developed by now [28]. The heat kernel coefficients strictly depend on the geometry of the background and boundary conditions. They have been calculated for simple boundary conditions. In the case of unusual boundary conditions the coefficients acquire complicated structure. For example, for the spherical plasma shell [24], the heat kernel for this nontrivial boundary has additional logarithmic contribution. For the systems studied here, the spectral problem is formulated with non-standard boundary conditions for the planar and spherical symmetries. Our calculations show that for constant \( \sigma \) there is no divergent behavior in the Casimir energy.

Further important implications for the Casimir interactions are found. For the planar case, the interaction is always attractive. The obtained analytic expressions show that in the small conductivity limit, the TM modes determine the interaction, while in the perfect metal limit, both TE and TM modes contribute equally. For the spherical case, the situation is quite different. Depending on the magnitude of \( \sigma \), the Casimir interaction can be attractive or repulsive. In the small conductivity range, the TM modes overwhelm the TE contribution, and the Casimir interaction is attractive. In the large conductivity range, the situation is reversed. This implies that at a critical conductivity, the Casimir energy of the spherical shell is zero. It is also interesting that in both geometries \( Q \sim \eta \) in the \( \eta \to 0 \) limit. In addition, we are able to extract and evaluate analytically the dominant contributions to the energy. Previously obtained results for perfect conductors and parallel graphenes are also recovered.

The change in sign of the Casimir force was also shown to exist for a spherical shell with conductivity characterized by a frequency dependent plasma model [24]. However, the attractive/repulsive transition is radius dependent: the interaction is attractive for smaller radii and repulsive for larger radii. We point out that for the case of \( \sigma = \text{const} \), this attractive/repulsive transition is determined by the magnitude of the \( \sigma \) and it is independent of the radius of the shell.

In conclusion, this investigation, expired by recent discoveries in surface materials, extends the applicability of an important tool for Casimir interaction calculations in terms of zeta-function regularization developments. Furthermore, the role of geometry together with constant conductivity response properties shows intriguing functionalities in this universal force. Further developments in terms of taking into account the role of temperature and the frequency dependence in the response properties of such systems will be investigated in the future.

**Appendix A: Calculation of \( \mathcal{E}_{\text{TE}}^{s,\eta}(s) \)**

The TE energy \( \mathcal{E}_{\text{TE}}^{s,\eta}(s) \) is calculated using Eq. (24) by defining the following integrals

\[
N_k(s) = \eta^2 \cos \pi s \int_0^\infty dz \frac{z^{4-2s} \pi^2^2 + 2k}{(1 + \eta t z)^2}, \quad \frac{1}{2} - k < \Re s < \frac{5}{2},
\]

\[
M_k(s) = \eta \cos \pi s \int_0^\infty dz \frac{z^{1-2s} t^3 + 2k}{(1 + \eta t z)^2}, \quad \frac{1}{2} - k < \Re s < 1,
\]

\[
J_0(s) = \eta \cos \pi s \int_0^\infty dz \frac{z^{1-2s} t^3}{1 + \eta t z} - \frac{1}{2} < \Re s < 1. \quad (A1)
\]

where \( k \geq 0, t = 1/\sqrt{1 + z^2} \). Within the specified in Eq. (A1) domains of convergence, the energy becomes

\[
\mathcal{E}_{\text{TE}}^{s,\eta}(s) = -\frac{A^{2s}}{\pi R} \left\{ J_0(s) \zeta_H \left( 2s - 2, \frac{3}{2} \right) - \frac{\zeta_H(2s, \frac{3}{2})}{8} \right\} \times \left[ 2M_0(s, \eta) - 27M_1(s, \eta) + 60M_2(s, \eta) - 35M_3(s, \eta) \right] + \frac{\zeta_H(2s, \frac{3}{2})}{4} \left[ N_0(s, \eta) - 12N_1(s, \eta) + 15N_2(s, \eta) \right].
\]

Making the analytic continuation in the point \( s = 0 \), it is found that all expressions are finite as shown

\[
J_0(0, \eta) = \frac{\pi}{2} - \frac{\ln(\eta + \sqrt{\eta^2 - 1})}{\sqrt{\eta^2 - 1}},
\]
\[ M_0(0, \eta) = \frac{\eta}{1 - \eta^2} + \frac{\eta^2}{(\eta^2 - 1)^{3/2}} \ln(\eta + \sqrt{\eta^2 - 1}), \]
\[ M_1(0, \eta) = -\frac{2}{\eta} + \frac{\pi}{\eta^2} + \frac{\eta^2 - 2}{\eta^2 \sqrt{\eta^2 - 1}} \ln(\eta + \sqrt{\eta^2 - 1}), \]
\[ M_2(0, \eta) = -\frac{7}{3\eta} + \frac{3\pi}{2\eta^2} + \frac{4}{\eta^3} - \frac{2\pi}{\eta^4} + \frac{\sqrt{\eta^2 - 1}(\eta^2 - 4)}{\eta^4} \ln(\eta + \sqrt{\eta^2 - 1}), \]
\[ M_3(0, \eta) = -\frac{38}{15\eta} + \frac{15\pi}{8\eta^2} + \frac{9}{\eta^3} - \frac{5}{\eta^4} + \frac{3\pi}{\eta^5} + \frac{3(\eta^2 - 1)^{3/2}(\eta^2 - 6)}{\eta^6} \ln(\eta + \sqrt{\eta^2 - 1}). \]
\[ N_0(0, \eta) = -\frac{3 - 2\eta^2}{\eta(1 - \eta^2)} + \frac{\pi(6 + \eta^2)}{4\eta^2} + \frac{(3 - 4\eta^2)\sqrt{\eta^2 - 1}}{\eta^2(1 - \eta^2)} \ln(\eta + \sqrt{\eta^2 - 1}), \]
\[ N_1(0, \eta) = \frac{\pi}{16} - \frac{2}{3\eta} + \frac{3\pi}{4\eta^2} + \frac{5}{\eta^3} - \frac{5\pi}{2\eta^4} - \frac{(5 - 4\eta^2)\sqrt{\eta^2 - 1}}{\eta^2(1 - \eta^2)} \ln(\eta + \sqrt{\eta^2 - 1}), \]
\[ N_2(0, \eta) = \frac{\pi}{32} - \frac{2}{5\eta} + \frac{9\pi}{16\eta^2} + \frac{19}{3\eta^3} - \frac{15\pi}{4\eta^4} - \frac{7}{\eta^5} + \frac{7\pi}{2\eta^6} + \frac{(7 - 4\eta^2)\sqrt{\eta^2 - 1}}{\eta^6} \ln(\eta + \sqrt{\eta^2 - 1}). \] \[ (A2) \]

The Hurwitz zeta function \( \zeta_H(s, a) \) [26] has a simple single pole at \( s = 1 \),
\[ \zeta_H(s, a) \approx \frac{1}{s - 1}. \] \[ (A3) \]
In the points of interest for \( \xi_{TE}^s(s) \), the function is finite:
\[ \zeta_H(-2, \frac{3}{2}) = -\frac{1}{1}, \tau_H(0, \frac{3}{2}) = -1. \]
As a result of the above expression, we obtain that the asymptotic TE energy can be written in the following form:
\[ \xi_{TE}^s(0) = \frac{Q_{TE}^s(\eta)}{R}. \] \[ (A4) \]
where
\[ Q_{TE}^s(\eta) = \frac{17}{128} - \frac{12\pi\eta}{12\eta^2} + \frac{332\eta^3}{32\eta^4} + \frac{5}{8\pi\eta^3} - \frac{5}{16\eta^4} + \frac{(5 - 4\eta^2 - 2\eta^4)}{8\pi\eta^4 \sqrt{\eta^2 - 1}} \ln(\eta + \sqrt{\eta^2 - 1}). \] \[ (A5) \]

Appendix B: Calculation of \( \xi_{TM}^s(s) \)

The TM energy \( \xi_{TM}^s(s) \) is calculated by defining the following integrals with \( k \geq 0, t = 1/\sqrt{1 + z^2} \)
\[ B_k(s) = \eta^2 \cos \pi s \int_0^\infty \frac{z^2 - 2s - 2k + 2k}{(z + \eta^2)^2} \, dz, \quad -\frac{1}{2} < k < Rz < \frac{3}{2}, \]
\[ A_k(s) = \eta \cos \pi s \int_0^\infty \frac{z^3 - 2s - 1 + 2k}{(z + \eta^2)^k} \, dz, \quad -\frac{3}{2} < k < Rz < 1, \]
\[ I_0(s) = \cos \pi s \int_0^\infty \frac{z + \eta^2 + i\pi}{z + \eta^2} \, dz, \quad 1/2 < Rz < 1. \] \[ (B1) \]

After shifting the contour to the \( \text{Im} \) axes we arrive at the expression
\[ I_0(s) = -\eta \int_1^{\infty} \frac{x^{2s}}{\sqrt{x^2 - 1 + \eta^2(x^2 - 1)}} \, dx. \] \[ (B4) \]
This integral is convergent for all \( Rz < 1 \). Thus at \( s = 0 \), we find
\[ I_0(0) = -\frac{\eta}{\sqrt{1 - \eta^2}} \ln \frac{1 + \sqrt{1 - \eta^2}}{\eta}, A_0(0) = -\frac{\eta}{1 - \eta^2} + \frac{\eta}{(1 - \eta^2)^{3/2}} \ln \frac{1 + \sqrt{1 - \eta^2}}{\eta}. \]
\[ A_1(0) = -\eta(2 - \pi\eta) + \frac{\eta(1 - 2\eta^2)}{\sqrt{\eta^2 - 1}} \ln \frac{1 + \sqrt{1 - \eta^2}}{\eta}, \]
\[ A_2(0) = \eta\left(\frac{7}{3} + 4\eta^2 + \pi\eta^2(\frac{3}{2} - 2\eta^2) + \frac{3}{8} + \eta(1 - 4\eta^2)\right) \ln \frac{1 + \sqrt{1 - \eta^2}}{\eta}, \]
\[ A_3(0) = \eta\left(\frac{38}{15} + 9\eta^2 - 6\eta^4 + \pi\eta^2(\frac{15}{8} - 5\eta^2 + 3\eta^4) + \frac{1}{2} + \eta(1 - 6\eta^2)(1 - \eta^2)^{3/2}\right) \ln \frac{1 + \sqrt{1 - \eta^2}}{\eta}, \]
\[ B_0(0) = \frac{\eta^3}{1 - \eta^2} + \frac{\eta^3}{2} - \frac{\eta^3(2 - \eta^2)}{(1 - \eta^2)^{3/2}} \ln \frac{1 + \sqrt{1 - \eta^2}}{\eta}, B_1(0) = 3\eta^3 + \frac{\eta^3}{4} - \frac{\eta^3(2 - 3\eta^2)}{(1 - \eta^2)^{3/2}} \ln \frac{1 + \sqrt{1 - \eta^2}}{\eta}, \]
\[ B_2(0) = \frac{\eta^3}{3} (11 - 15\eta^2) + \frac{\eta^3}{16} (3 - 36\eta^2 + 40\eta^4) - \eta^3(2 - 5\eta^2) \ln \frac{1 + \sqrt{1 - \eta^2}}{\eta}. \]

Taking into account the above results, the TM asymptotic energy is found as

\[ \varepsilon_{\text{as}}^{\text{TM}}(0) = \frac{Q_{\text{TM}}^{\text{as}}(\eta)}{R}, \]  

where

\[ Q_{\text{TM}}^{\text{as}}(\eta) = -\frac{\eta}{96\pi}(4(10 - 21\eta^2) - 3\pi\eta(9 - 14\eta^2)) \]
\[ - \frac{\eta^3}{8} + \frac{9\eta^2}{8\pi} \ln \frac{1 + \sqrt{1 - \eta^2}}{\eta}. \]  
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