The localization regime in a nutshell
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A B S T R A C T
High diffusion-sensitizing magnetic field gradients have been more and more often applied nowadays to achieve a better characterization of the microstructure. As the resulting spin-echo signal significantly deviates from the conventional Gaussian form, various models have been employed to interpret these deviations and to relate them with the macroscopic properties of a sample. In this paper, we argue that the non-Gaussian behavior of the signal is a generic universal feature of the Bloch-Torrey equation. We provide a simple yet rigorous description of the localization regime emerging at high extended gradients and identify its origin as a symmetry breaking at the reflecting boundary. We compare the consequent non-Gaussian signal decay to other diffusion NMR regimes such as slow-diffusion, motional-narrowing and diffusion-diffraction regimes. We emphasize limitations of conventional perturbative techniques and advocate for non-perturbative approaches which may pave a way to new imaging modalities in this field.
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1. Introduction

After the very first spin echo produced by E. Hahn in 1950 [1], the NMR has achieved remarkable advances and found countless applications in physics, chemistry, material sciences, neurosciences and medicine [2–10]. Such long and intensive developments over seven decades, as well as spreading into various disciplines, led to some dogmatic views whose origins are often forgotten or even unknown. In diffusion NMR, such a dogma is a perturbative approach to the study of the Bloch-Torrey equation and to the consequent analysis of the macroscopic spin-echo signal. The Bloch-Torrey equation governs the time evolution of the transverse magnetization $m(t, r)$ of the nuclei, from the exciting 90° rf pulse till the spin-echo formation [11]:

$$\frac{\partial}{\partial t} m(t, r) = D_0 \nabla^2 m(t, r) - i \gamma g(t) \cdot r m(t, r),$$  \hspace{1cm} (1)

where $\gamma$ and $D_0$ are the gyromagnetic ratio and the diffusion coefficient of the nuclei, and $g(t)$ is the gradient profile that accounts for the effect of the refocusing 180° rf pulse (Fig. 1). Despite the linear form of this partial differential equation, its exact solution gets a simple closed form only for free diffusion, from which the signal attenuation follows as

$$S = \exp(-D_0 b),$$  \hspace{1cm} (2)

where $b \times g^2$ incorporates the gradient sequence $g(t)$ in a standard explicit way [12]. This remarkably simple relation stands at the origin of diffusion NMR: changing the gradient sequence ($b$) and measuring the resulting signal ($S$), one accesses the dynamics of the nuclei ($D_0$) [13]. Unfortunately, the free diffusion is the only known setting for which an exact and simple expression for the signal is available. In presence of any microstructure, even for one-dimensional domains such as a half-line or an interval, the exact solution of the Bloch-Torrey equation and the consequent signal get a sophisticated form [8,14]. It is thus not surprising that most theoretical efforts in the past were dedicated to obtaining various perturbative approximations for the signal that could allow to fit and interpret the measured signal in biological or mineral samples. The simplest and the most broadly used one is the Gaussian phase approximation, in which the microstructure is supposed to effectively slow down diffusion and thus to reduce the diffusion coefficient $D_0$. The signal keeps thus the monoexponential form,

$$S \simeq \exp(-Db),$$  \hspace{1cm} (3)

where $D$ is the effective or apparent diffusion coefficient (ADC) [15,16]. As the reduction of $D_0$ to $D$ is caused by the microstructure, an estimation of $D$ from the measured signal allows one to probe some microstructural properties. The estimated ADC can either be directly used as a biomarker of some pathology in the tissue (e.g., the emphysema in the lungs or a tumor in the brain [5–7,17]) or as an intermediate quantity for further theoretical interpretations, e.g., in the short-time [18–20] or long-time regimes [21,16,22–24].
Fig. 1. Schematic representation of the pulsed-gradient spin-echo (PGSE) sequence with two rectangular gradient pulses of amplitude $g$ and conventional notations $\delta$ and $\Delta$ for the pulse and inter-pulse durations [56,57]. The second negative gradient pulse accounts for the refocusing effect of a 180° rf pulse. While the paper is mainly focused on the particular case $\Delta = \delta$, the localization regime can be also be observed and analyzed for $\Delta > \delta$ given that the pulse duration $\delta$ is long enough [53]. In Section 4.3, the localization regime is also compared with the opposite setting of narrow gradient pulses ($\delta = 0$).

The major part of the literature, both experimental and theoretical, focuses on ADC or its variants [25], sometimes with abuse [26]. At the same time, practically any diffusion NMR measurement realized today would reveal deviations from the monoexponential form of the signal at moderately large b-values. Different improvements have been proposed to capture these deviations: (i) the bi-exponential model with two ADCs aiming to characterize two isolated “compartments” (e.g., intracellular and extracellular water) [27–30]; (ii) the Kärger model accounting for the exchange between two compartments [31–34]; (iii) the distributed model, in which a variety of compartments is represented by the distribution of ADCs [35,36]; (iv) the cylinder model [37,38], which accounts for fiber-like anisotropy and averages over random orientations; (v) anomalous diffusion models, in which the microstructure severely affects diffusion [39,40]; and (vi) the kurtosis correction, which stems from the cumulant expansion [41–43]. Without discussing their advantages and drawbacks (see an overview in [44]), we emphasize that all the improvements from (i) to (v) just “decorate” the monoexponential form (3), rendering the signal dependence on $b$ more sophisticated but keeping the essence of the perturbative approach. The kurtosis correction makes the first step beyond the Gaussian phase approximation but still remains perturbative in its nature. The very possibility of treating the gradient encoding term in Eq. (1) as a perturbation to the diffusion operator $D_{\text{eff}}V^2$, is one of the key dogmas in the current theory of diffusion NMR.

In 1991, Stoller, Happer and Dyson have solved exactly the Bloch-Torrey Eq. (1) in one dimension and predicted the emergence of the localization regime, in which the signal decays much slower at high extended gradient pulses [14]

$$-\log S \propto g^{2/3}.$$  

This first non-perturbative approach to the Bloch-Torrey equation was later extended by de Swiet and Sen [45] and validated experimentally by Hürlimann et al. [46]. The mathematical complexity of the seminal paper [14] and the unusual, non-intuitive behavior of the signal led to a common view onto the localization regime as a sort of pathologic anomalous exception. Over many years, these three papers remained under-cited and largely ignored. Only recently, the interest to the localization regime has been revived. The recent works have shown that, as opposed to a common belief, the localization regime is not an exception, but a universal mathematical feature of the Bloch-Torrey equation [47–54]. Moreover, the high sensitivity of the signal to the microstructure at strong gradients presents an unexplored opportunity for new imaging modalities [55]. Yet, the lack of simple, intuitive description of the localization regime may present a severe obstacle for these exciting developments.

In this paper, we fill this gap and provide a relatively simple yet rigorous explanation of the localization regime and its fascinating properties. We also discuss limitations of earlier proposed hand-waving arguments employed to explain the localization regime. After this didactic presentation, we summarize the panorama of different regimes and their relevance to experiments. Finally, we argue on the universal character of the localization regime, urge for the development of a non-perturbative theory of diffusion NMR, and speculate about future perspectives.

2. Relevant length scales of diffusion NMR

For the sake of simplicity, we will consider the basic Stejskal-Tanner pulsed-gradient spin-echo sequence [56,57] with two rectangular gradient pulses, each of amplitude $g$ and duration $\delta$, and without inter-pulse time (i.e., $\Delta = \delta$, see Fig. 1). To focus on the effects of diffusion-sensitizing gradients, we ignore $T_1/T_2$ relaxations, surface relaxation, permeability, susceptibility-induced internal gradients, Eddy currents, and other experimental features which usually superimpose with the considered attenuation mechanism and further complicate the analysis. We will comment on them at the end of the paper.

Following [46], we introduce two length scales in order to distinguish different diffusion NMR regimes: a diffusion length $\ell_B = \sqrt{D_0\delta}$ (with $\delta = 2\delta$) and a gradient length $\ell_g = D_{\text{eff}}^{1/3}C^{-1/3}$, where we set a shortcut notation $C = 7g$ for the gradient of the Larmor frequency (see Appendix A for a qualitative explanation of the gradient length scale). For free diffusion, there is no other length scale, and the signal attention must be a function of the ratio $\ell_B/\ell_g$. Indeed, one finds [58]

$$S = \exp(-\frac{1}{12}D_0 g^2 \ell_B^3) = \exp(-\frac{1}{12}(\ell_B/\ell_g)^3)$$  

that also justifies the introduction of the $b$-value (here, $b = \frac{1}{12}C^2 g^3$, compare with Eq. (2)) as a unique parameter representing the diffusion-encoding sequence.

In turn, the microstructure of a medium (such a brain tissue or a porous sedimentary rock) is usually incorporated via boundary conditions to Eq. (1) and introduces its own length scale(s), denoted as $\ell_s$, resulting in much more sophisticated dependences of the signal on the experimental parameters [59]. When the gradient amplitude $G$ (or $g$) increases, the gradient length $\ell_g$ decreases and can eventually become the smallest length scale of the problem. In this case, the transverse magnetization becomes very small everywhere in the bulk, except for a boundary layer of width $\ell_g$ near the points where the gradient direction is perpendicular to the boundary (Fig. 2). The residual magnetization localized in these specific regions produces the spin-echo signal, which exhibits the “anomalous” decay (4), as we discuss below. While this common description of the localization regime sounds plausible, an appropriate physical explanation of this phenomenon is still missing, apart from the thorough mathematical analysis of the Bloch-Torrey equation.

3. Why does the magnetization localize?

In this section, we aim at explaining why does the magnetization localize at high gradients and how does the gradient length $\ell_g$ determine its spatial extent. We will first invoke common misconceptions and then provide a qualitative explanation for this behavior. Then we will extend this description to emphasize the difference between the motional-narrowing and localization regimes.
the drastic change in the signal decay in comparison to free diffusion. For a particle diffusing on a half-line \((0, \infty)\) with reflections at the endpoint 0, the mean-squared displacement can be easily found as
\[
\mathbb{E}\{(x_t - x_0)^2\} = 2D_0(1 + f(x_0/\ell_g)),
\]
where \(x_0\) is the starting point, and
\[
f(u) = u^2[1 - \text{erf}(u/2)] - \frac{2u}{\sqrt{\pi}} \exp(-u^2/4),
\]
with \(\text{erf}(z)\) being the Gauss error function. The correction term \(f(u)\) is illustrated on Fig. 3, which reveals that the mean-squared displacement is reduced at most by 40\% of its nominal value \(2D_0 = 2D_{0\text{eff}}\) for free diffusion. Although this is a strong effect in itself and may result, for instance, in the edge enhancement \[61\], it cannot explain the “anomalous” scaling of the signal in Eq. (4), which is drastically different from the monoexponential law (3) with the characteristic dependence \(-\log S \propto g^2\). In fact, this argument can justify the reduction of \(D_0\) to an effective diffusion coefficient \(D_{0\text{eff}}(1 + f(x_0/\ell_g))\) but does not break the conventional decay (3).

Therefore, this explanation fails to rationalize the localization regime.

From another viewpoint, the argument of “reduced displacement” still relies on the Gaussian phase approximation, in which the signal attenuation is directly related to the variance of the phase and in turn to the mean-square displacement of particles. However, the distribution of phases is not Gaussian anymore close to a boundary because of velocity correlations introduced by reflections on the boundary.

Another flaw in this reasoning is that the relevant scale here is \(\ell_\Delta\) and not \(\ell_g\). Indeed as shown on Fig. 3, the mean-squared displacement is reduced inside a layer of thickness \(\sim \ell_\Delta\) close to the boundary (i.e., for particles started between 0 and \(\sim 4\ell_\Delta\), see the shaded area). Naturally, one could argue that in the regime of \(\ell_\Delta \gg \ell_g\), particles that travel further than \(\ell_g\) would yield a magnetization too small so that we discard them from the computation of the signal. This observation is the basis of the next argument.

### 3.2. Competition between confined trajectories and magnetization decay?

Let us consider a single impermeable boundary at \(x = 0\) and introduce a virtual boundary at \(x = \ell\) that particles can freely cross.\(^1\) The number of particles \(n(\ell)\) that remain confined between the two boundaries during the whole gradient sequence can be estimated as\(^2\)
\[
n(\ell) \sim \ell \exp\left(-\frac{\pi^2 \ell_\Delta^2}{4\ell^2}\right),
\]
and the (non-normalized) signal resulting from those particles follows from the motional narrowing regime in a slab of width \(\ell\) under the hypothesis \(\ell \ll \ell_\Delta\) [21]:
\[
s(\ell) = n(\ell) \exp\left(-\frac{\ell^2 \ell_\Delta^2}{12 \ell_\Delta^2}\right).
\]
Then one evaluates the competition between motional narrowing decay and “leakage” of particles outside the virtual slab by maxi-

---

\(^1\) This argument was privately presented to the authors by V. Kiselev.

\(^2\) The formula (8) is obtained by solving the diffusion equation inside a slab with an absorbing boundary, which is equivalent to an interval \((0, \ell)\) with reflections at 0 and absorptions at \(\ell\). Precisely, the long-time behavior \(n(\ell) \sim (1/\ell \Delta)^2 e^{-\pi^2 \ell_\Delta^2/4\ell^2}\) results from the computation of the first eigenmode, \(u_1(x) = \sqrt{1/\ell_\Delta} \cos(x/2\ell_\Delta)\), and the corresponding eigenvalue \(\lambda_1 = \pi^2 \ell_\Delta^2/(4\ell^2)\), of the diffusion operator \(-D_0\partial^2\).
mizing the signal with respect to \( \ell \). The maximum is achieved at 
\[ \ell \approx 2.3 \ell_g, \]
and the signal becomes
\[ s(\ell) \approx \ell_g \exp \left( -0.70 \frac{\ell^2}{\ell_g^2} \right). \]

Although the numerical coefficient 0.70 is wrong (see below), this simple reasoning provides the correct form of the signal, i.e., 
\[ -\log x \propto \ell^{2/3}. \]
It shows that the signal is produced by rare trajectories of particles that stay close to the boundaries of the domain. Indeed, the strong diffusion encoding assumption \( \ell_g \ll \ell_4 \) implies that \( n(\ell) / \ell \) is very small for \( \ell \sim \ell_g \).

This is an elegant idea that brings additional insights into the mechanisms behind the localization regime. However, there are flaws in this argument, apart from technical issues such as the use of the motional narrowing formula (9) for non-impermeable (absorbing) boundaries.

The first flaw is the use of a virtual perfectly absorbing boundary that allows for leakage from the slab but prevents the entry of particles into the slab from the outside. In that regard, it is hard to give a physical meaning to \( s(\ell) \), since the signal inside the slab should take into account neighboring particles that enter through the virtual boundary. One could argue that the particles from the outside are discarded because of their strongly attenuated magnetization. However, this argument fails for two reasons: (i) if \( \ell \ll \ell_g \), particles that come from a distance \( \sim \ell_g \) may enter the virtual slab without experiencing a strong decay and therefore cannot be neglected; (ii) if \( \ell \gg \ell_g \), particles from the outside have weak magnetization, but do so particles inside, and it is not clear why the former might be neglected with respect to the latter.

However, the most problematic issue is the following: the above reasoning could be applied exactly the same way to any point of the medium, regardless of the presence of a boundary. Instead of considering a virtual boundary close to the impermeable boundary, one could consider two virtual boundaries and compute \( s(\ell) \) for this “virtual slab”. The only change is \( n(\ell) \sim \exp \left( -\pi^2 \frac{\ell^2}{\ell_g^2} \right) \) that in turn yields another numerical coefficient in Eq. (10). This observation emphasizes the aforementioned contradictions about the meaning of \( s(\ell) \).

Even though this reasoning yields the correct form of the signal, it does not explain why the magnetization is localized at the boundary. In the next section, we suggest a new qualitative interpretation of the localization regime. We will see some similarities with the above discussion that might explain why this wrong reasoning could yield the correct form of the signal.

### 3.3. Symmetry breaking and local effective gradient

Now, we present our own qualitative explanation of the localization regime. We will show that the main effect of the boundary is not the reduction of particles displacements but a symmetry breaking. This symmetry breaking produces an effective magnetic field that is not linear with position but has a V-shape. Then we show how localization occurs inside this effective magnetic field.

For simplicity, we consider again a one-dimensional situation, with an impermeable barrier at \( x = 0 \) and particles diffusing in the half-line \( x > 0 \). The method of images allows one to remove the boundary provided that each particle on the right half-line is paired with a “mirror” particle on the left half-line. Therefore, the effect of the impermeable boundary can be taken into account by replacing the linear magnetic field \( B(x) = Cx \) by a V-shape magnetic field \( B(x) = G|x| \), as shown on Fig. 4 [a similar effect of a parabolic magnetic field was investigated in [62]]. Note that in the Bloch-Torrey equation, the magnetic field plays the role of an imaginary potential, by analogy with the Schrödinger equation. Although it is tempting to make a parallel with localization inside a real potential, it is not evident that the same conclusion would hold for an imaginary potential.

In order to demonstrate the emergence of the localization phenomenon, let us write the magnetization in an amplitude-phase representation, \( m(t,x) = A(t,x) \exp(i\varphi(t,x)) \), and rewrite the Bloch-Torrey Eq. (1) in terms of \( A \) and \( \varphi \):

\[
\frac{\partial}{\partial t} A = D_0 \frac{\partial^2 A}{\partial x^2} - D_0 \varphi^2 A, \tag{11a}
\]

\[
\frac{\partial}{\partial t} \varphi = D_0 \varphi' + \frac{A}{A_0} \varphi' + G|x|, \tag{11b}
\]

where prime denotes the derivative with respect to \( x \). The initial conditions are \( A(t=0,x) = 1 \) and \( \varphi(t=0,x) = 0 \). The first equation states that \( A(t,x) \) obeys a diffusion equation with a reaction rate \( D_0 \varphi' \). The second equation states that \( \varphi \) obeys a diffusion equation with a force term \( -D_0 A / A_0 \) and a source term \( G|x| \). We emphasize that \( \varphi(t,x) \) is a deterministic function that should not be confused with the random particle dephasing \( \phi \).

**Short times.** At short times, \( A(t,x) \) is nearly constant and the evolution of the magnetization is dominated by the phase equation

\[
\frac{\partial}{\partial t} \varphi \simeq D_0 \varphi' + G|x|, \tag{12}
\]

whose solution is

\[
\varphi(t,x) = G \left[ \text{erf} \left( \frac{x}{\sqrt{4D_0 t}} \right) - \frac{x^2}{6D_0} \left( 1 - \text{erf} \left( \frac{x}{\sqrt{4D_0 t}} \right) \right) \right]
+ \frac{4}{3 \sqrt{\pi}} \left( t + \frac{x^2}{4D_0} \right) \exp \left( -\frac{x^2}{4D_0 t} \right). \tag{13}
\]

The rate of change of \( \varphi \) with time can be interpreted as an effective magnetic field averaged by diffusion,

\[
\frac{\partial}{\partial t} \varphi(t,x) = G \left[ \text{erf} \left( \frac{x}{\sqrt{4D_0 t}} \right) + \sqrt{\frac{4D_0 t}{\pi}} \exp \left( -\frac{x^2}{4D_0 t} \right) \right], \tag{14}
\]

and the space derivative of this rate of change is an effective gradient averaged by diffusion:

\[
\frac{\partial}{\partial x} \varphi(t,x) = \text{Gerf} \left( \frac{x}{4D_0 t} \right). \tag{15}
\]

We have plotted these functions on Fig. 5. The main effect of diffusion is to “smooth” the V-potential over a length \( \sim \ell_g \) near \( x = 0 \), resulting in a local parabolic shape. In turn, the effective gradient takes smaller values in this region that translates into smaller values of \( \varphi'^2 \). The results for free diffusion are recovered for
\( |x| \leq \ell_0 \), where one gets \( \partial_t \phi = G \) and \( \phi(t,x)^2 = (Gt)^2 \). This limits the validity of the approximate Eq. (12) and its solution in Eq. (13) to short times such that \( D_0 G^2 t^3 / 3 \ll 1 \), i.e. \( \ell_0 / \ell_k \ll 3^{1/6} \approx 1.2 \).

Indeed, these equations rely on the assumption that the amplitude of the magnetization remains approximately constant in space, i.e. that the free diffusion decay far from the boundary is not too strong as compared to the weak decay near \( x = 0 \). This regime corresponds to first two curves with \( \ell_0 / \ell_k = 1.0 \) and 1.25 on Fig. 6: the amplitude is practically not affected and the phase profile exhibits the rounded \( V \)-shape profile that we just described.

**Intermediate times.** When the free diffusion decay cannot be neglected anymore, the evolution of the magnetization enters a second stage of intermediate times (next two curves with \( \ell_0 / \ell_k = 1.5 \) and 1.75 on Fig. 6). The free diffusion decay term \( D_0 G^2 t^3 \) becomes rapidly very large and the amplitude \( A \) decays very fast, except at the points where \( \phi(t,x)^2 \) is significantly reduced, i.e. in a thin layer of width \( \sim \ell_0 \). As a consequence, the contribution of particles at the sides (with large phase \( \phi \) and small amplitude \( A \)) is negligible compared to that of particles diffusing from the center, which have small phase \( \phi \) and relatively large amplitude \( A \). Thus, the phase profile is broadened by diffusion from the center to the sides, as represented by the force term \( (D_0 A^2 / A) \phi \). In competition with this broadening effect, the source term \( G|x| \) tends to make the phase profile steeper. Since the force term enters through \( (D_0 A^2 / A) \phi \), there is a value of \( \phi \) at which both effects compensate each other. In parallel, the evolution of the amplitude \( A \) in Eq. (11a) results from the competition between diffusion and attenuation. In fact, the inhomogeneous attenuation of the amplitude enhances the effect of diffusion, and in turn diffusion tends to homogenize the amplitude profile. These competing effects may even lead to a non-monotonous dependence of the phase and of the amplitude on \( x \) (see the curve with \( \ell_0 / \ell_k = 1.5 \)) but a balance between these two mechanisms is reached after some time. Similarly, the temporal evolution of the phase and of the amplitude may be non-monotonous (see, e.g., the curves on Fig. 6 at \( x/\ell_k = 3.5 \)).

**Long times.** In the final stage, a dynamic balance between two competing effects is set (two last curves with \( \ell_0 / \ell_k = 2.0 \) and 3.0 on Fig. 6). Diffusion tends to broaden the amplitude profile, but the strong decay \( -\langle \phi \rangle^2 \) destroys the magnetization outside of the region \( |x| \leq \ell_0 \). Therefore, the situation is analogous to that of a slab of width \( \sim \ell_0 \) with absorbing boundaries, hence the decay \( -\log A \sim \ell_0^2 / \ell_k^2 \). The source term \( G|x| \) tends to make the phase profile steeper but the force term \( -D_0 A^2 / A \) broadens it by “pushing” towards high \( |x| \). In other words, particles at the center with a (relatively) strong magnetization diffuse away from the center and outweigh the contribution of particles at the sides that have a much weaker magnetization. Therefore, the source term \( G|x| \) contributes only up to \( |x| \approx \ell_0 \), and the phase profile translates upwards as \( \sim G|x| t = \ell_0^2 / \ell_k^2 \). These conclusions reproduce exactly the behavior of the magnetization in the localization regime.

In analogy to the argument of Section 3.2, we obtain that the localization phenomenon at long times is similar to diffusion inside a slab of width \( \ell_0 \) with absorbing boundaries. In other words, the signal in the localization regime is produced by rare trajectories that remain close to the boundary at all times. However, we do not rely on the motional narrowing regime formula and the effect of the boundary is explicitly taken into account as a symmetry breaking of the phase profile: the phase profile becomes even instead of being odd that leads to a region with reduced decay rate \( \langle \phi \rangle^2 \). In particular, in the absence of a boundary, the magnetic field profile is linear and there is no region of space with a reduced effective gradient, thus no localization.

In the next paragraph, we further emphasize the mechanism of the localization regime by taking into account the size \( \ell_0 \) of the domain and by investigating qualitatively the transition between the motional narrowing regime and the localization regime.

### 3.4. Localization regime and motional narrowing regime

We employ the same qualitative description as above, but now we consider a finite slab of width \( \ell_s \). As illustrated on Fig. 7, the method of images yields a periodic triangular magnetic field, with period \( 2\ell_s \). To obtain the phase profile \( \phi \) at short times \( \ell_0 / \ell_k \),
we solve the diffusion Eq. (11b) without the force term \((D_0 \Delta^2 / \langle A \rangle) \phi^0\)
and get

\[
\phi(t, x) \approx \sum_{n=0}^{\infty} \frac{(-1)^n}{4\pi^2(n+1/2)^2} \sin\left((2n+1)\pi x / \ell_s\right) \times \left[1 - e^{-(2n+1)^2 \pi^2 \ell_t^2 / \ell_s^2}\right].
\]

The effective magnetic field \(\partial_t \phi\) and the effective gradient \(\partial_x \phi\)
averaged by diffusion follow immediately from this solution and are plotted on Fig. 7. One can see that as time increases, the effective field and gradient become rounder and weaker because of compensation between positive and negative parts. Depending on the range of validity of the above formulas, one is naturally led to distinguish between two regimes. While the transition between these two regimes was rigorously analyzed in [47] by using the exact solution for the magnetization in terms of Airy functions, we provide here much simpler qualitative arguments.

Localization regime (large slab, strong gradient). Let us first consider the case \(\ell_s \ll \ell_t\) corresponding to the localization regime. For example, if \(\ell_s / \ell_t = 0.1\ell_t\), the above formula for \(\phi\) and its consequences for \(\partial_t \phi\) and \(\partial_x \phi\) are valid until \(\ell_s \lesssim 0.1\ell_t\) (see light yellow curves on Fig. 8). Since \(\ell_s \ll \ell_t\), the effective magnetic field profile is close to a triangular shape with small parabolic parts, similarly to the left panel of Fig. 5. The discussion of Section 3.3 applies without any modification to this regime, and the magnetization is localized at the boundaries of the slab.

Motional narrowing regime (small slab, weak gradient). The opposite case \(\ell_s \ll \ell_t\) corresponds to the motional narrowing regime. In that case, the above formulas for \(\partial_t \phi\) and \(\partial_x \phi\) are valid over a very long time range (corresponding to the dark brown curves on Fig. 8). In particular, for \(\ell_s \lesssim \ell_s \ll \ell_t\), the phase profile reaches the steady-state form, which is obtained from Eq. (16);

\[
\phi(t, x) \rightarrow \sum_{n=0}^{\infty} \frac{(-1)^n}{4\pi^2(n+1/2)^2} \sin\left((2n+1)\pi x / \ell_t\right) \times \left[1 - e^{-(2n+1)^2 \pi^2 \ell_t^2 / \ell_s^2}\right] \approx \frac{\ell_t^2}{24\ell_s^4} \left(3 - \frac{4\pi^2}{\ell_t^2}\right) \left(-\frac{1}{2} \leq x / \ell_t \leq \frac{1}{2}\right) + \mathcal{O}\left(\ell_s / \ell_t\right).
\]

This expression gives immediately the decay rate,

\[
D_0 \langle \phi^2 \rangle^0 \approx \frac{1}{64} \frac{D_0 \ell_t^4}{\ell_s^3} \left[1 - \left(\frac{2\pi \ell_t}{\ell_s}\right)^2\right],
\]

while its average over the half-period,

\[
\frac{1}{\ell_s} \int_{-\ell_s/2}^{\ell_s/2} D_0 \langle \phi^2(t, x) \rangle^0 dx \approx \frac{D_0 \ell_t^4}{120\ell_s^5},
\]

yields an average signal decay

\[
S \approx \exp\left(-\frac{1}{120} \frac{\ell_s^5}{\ell_t^4}\right),
\]

which is the exact result for the motional narrowing regime [8,21,22].

At long times, the decay of the signal becomes significant, and one may wonder about the validity of the above result. Actually, one can see that the decay of the signal occurs on a time scale \((\ell_t^4 / D_0 \ell_s^5)\) much larger than the diffusion time scale \(\ell_t^4 / D_0\). As a consequence, the diffusion term Eq. (11a) flattens any inhomogeneity in the amplitude profile. In turn, since the amplitude profile is nearly homogeneous at all times, the formula (17) for \(\phi\), that relied on neglecting the force term \(D_0 \langle A \rangle / \langle A \rangle\), is always valid at long times.

3.5. Breakdown of the Gaussian phase approximation

The motional narrowing regime may be obtained from the central limit theorem applied to successive explorations of a bounded domain [22]. The main hypothesis behind this reasoning is that any particle “loses memory” of its initial position after a time \(-\ell_t^2 / D_0\).

This hypothesis allows one to treat the accumulated phases over successive explorations of the domain as independent from each other, that is a crucial assumption of the central limit theorem. This argument implies that the distribution of the random phase \(\phi\) is Gaussian, whereas the signal, which can be understood as a characteristic function \(\phi\), is a Gaussian function of the gradient strength: \(-\log S \sim \ell_t^2 / D_0\). Since this reasoning relies on the central limit theorem, it seems very robust and it is a priori not clear why it would break down if the gradient length is much smaller than the pore diameter \(i.e., \ell_t \ll \ell_t\).

The above computation reveals that in the localization regime, a small fraction of particles, of order of \(\exp(-\ell_s^2 / \ell_t^2)\), remains close to the boundary and dominates the signal due to the local symmetry breaking caused by the boundary. In terms of accumulated phase, this means that the velocity correlations introduced by the boundary make the phase distribution non-Gaussian for particles close to the boundary, and its contribution dominates in the signal at high gradients. It is worth noting, however, that the regime \(\ell_s \ll \ell_t \ll \ell_t\) would yield a very weak signal anyway.

4. Discussion

4.1. Universal character of the localization regime

The simple explicit form (5) of the signal for free diffusion is the first result that a student learns about diffusion NMR. Its natural extension into Eq. (3) via the Gaussian phase approximation, which is always valid at small gradients, and numerous experimental observations re-enforce the common belief that the monoeXponential form (3) is the good starting point to analyze signals at higher gradients. On one hand, there are various models based on Eq. (3); on the other hand, the cumulant expansion aims at improving the Gaussian phase approximation by adding perturbative corrections. In this light, the unusual, \(\ell_t^2 / \ell_s^5\)-behavior of the sig-
nal in the localization regime looks indeed as a pathology, far apart from the common trend. In this section, we briefly describe the major flaws of this dogmatic view and emphasize on the universal character of the localization regime.

The non-perturbative approach to diffusion NMR, initiated by Stoller et al. [14] and then developed in a series of publications [45–55], relies on the spectral analysis of the Bloch-Torrey operator, $\mathcal{A}_h = -\nabla^2 + i\mathcal{E} \cdot \nabla$, where $\mathcal{E}$ is the coordinate along the gradient direction. For a pulsed-gradient spin-echo sequence shown on Fig. 1, this operator governs the time evolution of the transverse magnetization. If the spectrum of $\mathcal{A}_h$ is discrete, the signal can be represented as a spectral expansion:

$$S = \sum_{jk} \hat{c}_{jk}(\mathcal{E}, \Delta - \delta) \exp \left( \mathcal{A}_h(\mathcal{E}) \right) D_{0\mathcal{E}} \delta,$$

(21)

where $\hat{c}_{jk}(\mathcal{E})$ are the eigenvalues of $\mathcal{A}_h$, and $c_{jk}(\mathcal{E}, \Delta - \delta)$ are the coefficients based on its eigenfunctions [45,47]. Since the Bloch-Torrey operator is not Hermitian, the eigenvalues are in general complex-valued: their real part determines the decay of the signal whereas the imaginary part is responsible for eventual oscillations. At high gradients, the eigenvalues exhibit a universal scaling behavior:

$$\Re(\hat{c}_{jk}(\mathcal{E})) \propto \mathcal{E}^{-2} \left( 1 + \mathcal{O}\left(\mathcal{E}^{-1}\right) \right), \quad \mathcal{E} \to 0.$$

(22)

For extended gradient pulses (when $\mathcal{E}$ is large enough), the term containing the eigenvalue $\hat{c}_1$ with the smallest real part provides the major contribution to the signal:

$$S \approx \hat{c}_1(\mathcal{E}, \Delta - \delta) \exp \left( -2\Re(\hat{c}_1(\mathcal{E})) D_{0\mathcal{E}} \delta \right) \sim \exp \left( -2|\hat{c}_1| D_{0\mathcal{E}}^2 \mathcal{E}^{-2/g} \right), \quad (23)$$

where $|\hat{c}_1| \approx 1.0188$ is a universal numerical prefactor. As we discussed earlier, this behavior is tightly related to the localization of the associated eigenfunctions near the boundary points, at which the gradient is perpendicular to that boundary. The universality of Eq. (23) follows from the local character of this localization phenomenon: when the gradient length $\ell_\mathcal{E}$ is the smallest scale of the problem, the boundary looks flat on this scale. The effect of other terms in Eq. (21) and the next-order corrections to the eigenvalues are discussed in [53].

As one can see, the above $\mathcal{E}^{-2/3}$-behavior of the signal is very general, whenever the spectrum of the Bloch-Torrey operator is discrete. This is true for any bounded domain, i.e., when the nuclei diffuse within a finite-size sample. Unexpectedly, the recent works have shown that the spectrum is also discrete for a large class of unbounded and periodic domains [51–54]. This is a counter-intuitive result because the spectrum of the Laplace operator, $\mathcal{A}_0 = -\nabla^2$, which is obtained in the limit of no gradient, is continuous in these domains. In other words, the limit $g \to 0$, in which the discrete spectrum of the Bloch-Torrey operator $\mathcal{A}_h$ transforms into the continuous spectrum of $\mathcal{A}_0$, is singular. This general mathematical argument implies that a perturbative construction of the signal that starts from the purely diffusive operator $\mathcal{A}_0$ and treats the extended gradient pulse as a perturbation, is doomed to fail in such unbounded or periodic domains. Even though this discussion may sound rather abstract, it reveals some fundamental mathematical flaws in commonly used perturbative theories of diffusion NMR and urges for new developments in this field.

Even for bounded domains, the non-Hermitian character of the Bloch-Torrey operator makes the study of diffusion NMR challenging but very rich. In particular, the spectrum of the Bloch-Torrey operator in bounded domains typically has branching or bifurcation points, i.e., there are critical values of the gradient $\mathcal{E}$, at which two eigenvalues coalesce. This effect was first discussed by Stoller et al. [14] for an interval and later found in other domains [53,54]. From the mathematical point of view, such branching points induce non-analyticity in the spectrum and potentially in other related quantities such as the magnetization and the signal. In particular, the cumulant expansion may diverge beyond the smallest critical gradient that would be the ultimate range of validity of a perturbative approach. Further understanding of the limitations of the cumulant expansion presents an interesting perspective for future research.

Anticipating further mathematical progress in this direction, we conjectured that the spectrum of the Bloch-Torrey operator is discrete for any nontrivial domain [55]. If this conjecture will be proved, the general spectral representation (21) and the consequent localization regime at high extended gradients will become a common rule, whereas the free diffusion signal (5) will be an exception from that rule. However, we hasten to stress that such a paradigm shift in the theoretical description of diffusion NMR does not diminish the importance of the Gaussian phase approximation and the related models developed at small gradients. On the contrary, bridging the small-gradient and high-gradient asymptotic forms of the signal presents one of the major theoretical challenges for future research.

4.2. Summary of diffusion NMR regimes

The above discussion clarified the opposite effects of diffusion and gradient encoding onto the magnetization. The competition of these two effects, characterized respectively by the length scales $\ell_\mathcal{E}$ and $\ell_\mathcal{G}$, produces a variety of diffusion NMR regimes [8,64]. Hürlimann et al. identified three major regimes by plotting a schematic diagram in the parameters’ plane $(\ell_\mathcal{E}/\ell_\mathcal{G}, \ell_\mathcal{G}/\ell_\mathcal{G})$ [46] (see also [8]). As each of these regimes emerges when one of the three length scales $(\ell_\mathcal{E}, \ell_\mathcal{G}$ and $\ell_\mathcal{G}$) is the smallest, we find convenient to summarize these regimes by a triangle shown on Fig. 9:

(i) When the diffusion length $\ell_\mathcal{E}$ is the smallest, the nuclei travel short distances and acquire weak dephasing. This is the slow-diffusion or short-time regime, in which the effective diffusion coefficient $D$ of the nuclei is reduced by the microstructure. The signal attenuation exhibits approximately the monoeponential form (3), whereas some geometric characteristics of the medium such as its surface-to-volume ratio can be estimated [18–20].

(ii) When the structural length $\ell_\mathcal{G}$ is the smallest, the nuclei explore the confining domain and average the magnetic field inhomogeneities. In this motional-narrowing or long-time regime, the Gaussian phase approximation is again valid, and the signal formally admits the monoeponential form [21,22]. However, the apparent diffusion coefficient $D$ is inversely proportional to $\ell_\mathcal{G}$ and strongly depends on the echo time and the confinement scale $\ell_\mathcal{G}$.

(iii) When the gradient length $\ell_\mathcal{G}$ is the smallest, the transverse magnetization is localized near the boundary, the Gaussian phase approximation fails, and the signal exhibits “anomalous” scaling (4).
complexity and variety of this phenomenon. In fact, most biological or mineral samples exhibit multiple length scales that so different regimes may co-exist or emerge progressively. In addition, surface relaxation $\rho$ or membrane permeability $k$ would further complicate this picture by reducing the magnetization near the boundary either by relaxation or diffusive exchange. Both effects induce their own length scale, either $\ell_\rho = D_\rho/\rho$ or $\ell_k = D_k/k$, which should be included into the analysis, transforming the triangle diagram into a tetrahedron with four length scales. In this way, one can incorporate the signal decay due to the surface relaxation or permeation without gradient encoding [65] but also investigate their coupling [47]. Finally, we focused on the most basic gradient sequence with two equal rectangular pulses, whereas the temporal profile of the gradient sequence can be easily manipulated in experiments. For instance, the application of unequal rectangular pulses led to pore imaging modality [66,67], while isotropic diffusion weighting and more elaborated encoding schemes brought novel insights onto anisotropy studies [20,68,69].

### 4.3. Localization versus diffusion-diffraction regimes

High gradient pulses have been employed in diffusion NMR for many decades but they are usually associated with the so-called narrow-pulse approximation [56,57]. Let us consider again the PGSE sequence shown on Fig. 1. If the gradient duration $\delta$ is very short so that diffusion of the nuclei over time $\delta$ can be neglected, then the effect of a single narrow-gradient pulse is simply to multiply the magnetization by the phase pattern $e^{-iq\delta}$ with no attenuation, where $q = \delta G$ is the associated wavevector. In turn, the attenuation of the magnetization is caused by the subsequent diffusion step of duration $\Delta$ that “blurs” the phase pattern of period $\ell_q = 1/|q|$ (up to a factor $2\pi$). Given that $\delta$ is short, one needs to apply high gradients to reduce $\ell_q$ in order to probe the microstructure with comparable length scales. Moreover, the theoretical description relies on the limit of infinitely narrow ($\delta \to 0$) but infinitely strong ($G \to \infty$) gradient pulses with fixed $q$. The competition between $\ell_q$, $\ell_\delta$ (here, $\ell_\delta = \sqrt{D_\delta \Delta}$) and the confining length $\ell_\delta$ yields three major regimes summarized on Fig. 10:

(i) When the diffusion length $\ell_\delta$ is the smallest, one retrieves the same slow-diffusion regime as with extended gradient pulses in Section 4.2.

(ii) When the structural length $\ell_q$ is the smallest, the nuclei explore the confining domain and can thus probe its global structure such as connectivity, tortuosity and disorder [23,24,70].

(iii) When the phase pattern period $\ell_\delta$ is the smallest, the blurring of the phase pattern by diffusion renders the signal very sensitive to the microstructure. In particular, the signal exhibits a power law decay (Debye-Porod law) [71–73], possibly with oscillations (known as diffusion-diffraction patterns), from which some structural properties of the medium can be determined [74–78].

As for extended-gradient pulses with the smallest $\ell_q$, the diffusion-diffraction regime with the smallest $\ell_q$ results from the strong coupling between diffusion and gradient encoding and thus potentially allows one to infer fine structural properties. However, such a high sensitivity to the microstructure can also be considered as a drawback: an unavoidable variability of shapes and sizes in the microstructure leads to superposition of diffusion-diffraction patterns and may partially or fully destroy them. In this regard, the local behavior of the magnetization for extended-gradient pulses can make the localization regime more robust against such averages, keeping its sensitivity.

Even though both the localization and diffusion-diffraction regimes emerge at high gradients, there are several fundamental differences between them. The signal attenuation occurs due to coupled effects of diffusion and encoding during the gradient pulse in the former case, whereas it is purely blurring effect of diffusion in-between two gradient pulses in the latter case (in particular, if the inter-pulse time $\Delta$ is set to $\delta = 0$, there is no signal attenuation). This effect can also be quantified by looking at the $b$-value that characterizes the overall gradient encoding by the pulsed-gradient sequence. Setting $\Delta = \delta$, one gets $b = \frac{3}{8}G^2\delta^3 = \frac{7}{4}q^2\delta \to 0$ in the narrow-pulse limit $\delta \to 0$. In contrast, for extended-gradient pulses with fixed $\delta$, the localization regime corresponds to $G \to \infty$ so that the $b$-value also grows to infinity.

#### 4.4. A practical guideline

To date, there is no experimental protocol exploiting the advantages of the localization regime, notably, its high sensitivity to the microstructure. On one hand, such experiments have to be realized with relatively high signal-to-noise (SNR) ratios, certainly above 10 and better up to 1000. Indeed, as illustrated on Fig. 2 (see also related figures in [47,53]), deviations from the monoexponential behavior become notable when $S \lesssim 0.1$. In other words, “large” signals decay in a similar (monoexponential) way, whereas the behavior of “small” signals is more specific and thus more sensitive to structural changes. On the other hand, further theoretical progress is needed to handle heterogeneities of the sample such as variability in shapes and sizes. While the leading asymptotic term (23) is universal, it is usually not sufficient to accurately describe the signal [53], and one has to resort to the general specteral expansion (21) and to investigate how the spectral properties of the Bloch-Torrey operator are related to the microstructure. An extension to a general temporal profile of the gradient (beyond the considered rectangular gradient pulses) is another important problem for future research.

Even though the advantages of the localization regime are not yet exploitable, the partial localization of the magnetization near the boundaries still affects the signal and may lead to deviations from its monoexponential decay. However, such deviations can...
also be caused by superposition of signals from isolated pores of variable sizes and shapes, exchange between multiple compartments, surface relaxation or permeation, susceptibility-induced gradients, and other mechanisms. Quite often, non-monoexponential signals are analyzed by fitting to some model formulas, whose adjustable parameters are then related to the microstructure or used as biomarkers. For instance, the bi-exponential model was used to fit the spin-echo signal acquired in the brain, and the estimated fraction of the intracellular space was suggested as a biomarker of cell swelling after an ischemic insult [27]. However, it is important to stress that an accurate fit does not necessarily justify the model underlying the fitting formula [26]. In particular, the bi-exponential model accurately fits the signal shown on Fig. 2(c) for moderate b-values but any microstructural interpretation of its parameters is meaningless for this setting. As the origin of the non-monoexponential decay can hardly be identified from a single measurement, it is recommended to conduct a series of experiments by varying the gradient profile, e.g., the amplitude of the gradient pulse, its duration, and the inter-pulse time. An exploration towards high gradients can also be beneficial. When such a systematic investigation is not feasible (e.g., in medical imaging), one can at least estimate the typical length scales $\ell_q$, $\ell_s$ (or $\ell_q$) and $\ell_s$ in order to position the experimental setting on the diagrams shown on Figs. 9 and 10. Numerical simulations on model structures representative of the studied sample can bring complementary insights.

5. Conclusion

In this paper, we argued about the fundamental importance of the localization regime, which was generally ignored in diffusion NMR. We provided the first qualitative, physically-appealing description of the localization mechanism, beyond a formal mathematical solution of the Bloch-Torrey equation. Contrary to former hand-waving arguments, we identified the symmetry breaking of the gradient profile by a reflecting boundary as the origin of localization. We emphasized the relation between the "anomalous", $C^{7/3}$-behavior of the signal, the localization of the transverse magnetization, and the discrete spectrum of the governing Bloch-Torrey operator. Recent mathematical advances in the spectral analysis of this operator support our claim about the universal character of the localization regimes at high extended gradient pulses. In this light, the localization regime is not a pathologic exception but a common rule. Moreover, we discussed fundamental limitations of the current perturbative approaches when the gradient increases. This analysis suggests that the current paradigm in diffusion NMR needs to re-considered towards the development of non-perturbative methods. Quite surprisingly, only now, after seventy years of intensive research in this field, we start to realize how partial is our understanding on the signal attenuation due to the coupled effects of diffusion and magnetic field. In particular, revealing limitations of the cumulant expansion due to branching points of the spectrum and mastering a transition between small-gradient and high-gradient asymptotic regimes remain open problems.

At the same time, the localization regime and related questions are not purely theoretical. An experimental study with a hyperpolarized gas has recently shown the emergence of the localization regime inside cylindrical pores and outside an array of cylindrical obstacles [53]. This study was realized on a clinical MRI scanner and showed severe deviations from the Gaussian phase approximation at gradients as small as 7 mT/m (see also Fig. 2). As a consequence, most diffusion NMR studies nowadays would show such deviations and may be affected by the localization regime. Even though the localization regime is clearly not the only cause of such deviations, its ignorance may result in false and misleading interpretations of experimental results [28,55]. More generally, the high sensitivity of the signal to the microstructure in the localization regime presents an unexplored opportunity for new imaging modalities. While the weak signal does not still allow one to exploit this opportunity today, further studies of the strong coupling between diffusion and magnetic field encoding will hopefully overcome this practical limitation.
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Appendix A. Two length scales associated to the gradient

In this Appendix, we elaborate our qualitative discussion about two fundamental length scales associated to the gradient: the gradient length $\ell_q$ and the phase pattern period $\ell_s$. These two length scales have different physical interpretation and are somewhat “exclusive”: while $\ell_q$ is better suited to discuss the behavior of extended-gradient pulse experiments, $\ell_s$ is better suited to the opposite case of narrow-gradient pulse experiments.

A.1. Gradient length $\ell_q$

Let us consider two particles that meet each other at time $t$ at position $r$. Therefore, they are initially spaced by a distance of the order of the diffusion length $\ell_q = \sqrt{D_0 t}$ (see Fig. 11). We assume that the pore diameter, $\ell_s$, is much larger than this distance, i.e. $\ell_q \ll \ell_s$, and that the particles diffuse far away from the boundaries of the medium so that we neglect their influence for clarity. Diffusing in a magnetic field gradient $g(t)$ up to time $t$, a particle acquires the random phase
Consider the average phase at a given position \( r \) after the first gradient pulse of amplitude \( G \) and duration \( \delta \), as shown on Fig. 1. We assume again that the effect of boundaries can be neglected. As we consider a single constant-gradient pulse, the average value of the random phase \( \phi \) is not zero and can be evaluated as
\[
\mathbb{E}[\phi] = \mathbb{E}\left[ \int_0^t (G(t) \cdot r(t)) \, dt \right] = (G \cdot r_0) \delta, \tag{A.4}
\]
where \( r_0 \) is the starting point. This implies that the gradient pulse produces a phase pattern with wavevector \( q \) or equivalently with period \( \ell_q \) (up to a \( 2\pi \) factor):
\[
q = \delta G \quad \text{and} \quad \ell_q = |q|^{-1}. \tag{A.5}
\]
Note that in addition to this phase pattern, one should take into account the random dephasing computed above that attenuates the magnetization during the gradient pulse.

Let us consider the limit of infinitely narrow-gradient pulses: \( \delta \to 0 \) and \( q \) is constant. The above estimation (A.3) of the variance of \( \phi \) just after the pulse shows that it tends to zero in that limit, therefore the effect of a narrow-gradient pulse is simply to multiply the magnetization by the phase pattern \( e^{i\phi} \) with no attenuation. In other words, the attenuation of the magnetization is solely caused by the subsequent diffusion step of duration \( \Delta \) that “blurs” the phase pattern of period \( \ell_q \).
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