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ABSTRACT
To begin with the exploration of the profound significance of conditional probability, the article investigates in depth the reduced sample space method and the reduced sample space cut method for calculating conditional probability. It aims to provide new ideas and methods for theoretical and practical teaching of probability statistics.
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1. THE MEANING OF CONDITIONAL PROBABILITY

Conditional probability is a very important concept in probability theory. Its significance can be explained from the following three aspects:

1.1. The Meaning of Geometric Intuition

We can use unit squares to represent the sample space $\Omega$. The figure enclosed by any closed curve in the square represents the event whereas the area of the figure can be understood as the probability of the corresponding event. Assuming $A \subseteq \Omega, B \subseteq \Omega$

Unconditional probability (or absolute probability) $P(B) = \frac{P(B)}{P(\Omega)}$ (note $P(\Omega) = 1$), on the aspect of geometrically intuitive, is equivalent to the proportion of $B$ in space $\Omega$. It can also be expressed as $P(B) = P(B | \Omega)$.

Conditional probability $P(B | A) = \frac{P(AB)}{P(A)}$ is actually limited to the scope of events $A$ to examine the probability of events $B$. In terms of geometry, it is equivalent to the part $B$ within $A$ —— $AB$, the proportion in $A$ [1-2].

1.2. The Perspective of Probability Space

Assuming a given probability space $(\Omega, F, P)$, and moreover $A \in F, P(A) > 0$, then $P(\cdot | A)$ can be regarded as a newly introduced probability measure. On the other hand, it can still be seen as changing the originally defined probability measure $P(\cdot)$ to $P(\cdot | A)$ in the original measurable space $(\Omega, F)$. Here, $P(\cdot | A)$ predicates any $B \in F$, and $P(B | A) = \frac{P(AB)}{P(A)}$. In this way, when the conditional probability $P(\cdot | A)$ is introduced, we see that the probability space changes from the original $(\Omega, F, P)$ to $(\Omega, F, P(\cdot | A))$.

On the other hand, we also hold that when the conditional probability $P(\cdot | A)$ is introduced, the probability space is reduced from the original $(\Omega, F, P)$ to $(\Omega_A, F_A', P_A')$. Within there, $\Omega_A = \Omega \cap A$, $F_A' = F \cap A$, and furthermore for any $B' \in F_A'$, the definition is $P_A'(B') = \frac{P(B')}{P(A)}$. In this way, the measurable space has been reduced from the original $(\Omega, F)$ to $(\Omega_A, F_A')$ [3-4].
1.3. The Meaning of Probability Intuition

Conditional probability $P(B \mid A)$ and unconditional probability $P(B)$ can also be interpreted as posterior probability and prior probability. $P(B)$ can be interpreted as the understanding of the (absolute) possibility of the occurrence of the event $B$ based on the data and experience accumulated in the past before the experiment. And now after the testing, we have obtained this new information that the event $A$ (or result) has occurred. Then, this new information will require us and help us to re-examine or estimate the likelihood of the event $B$. It is after we have obtained the information that the event $A$ has occurred that we re-understand the possibility of the occurrence of the event $B$. So it can be interpreted as the posterior probability [5-6].

To illustrate the above points, here are some examples:

Example 1 Suppose there are 100 new and old balls mixed in a box. Among the new balls, there are 59 white balls and 2 red balls. Among the old balls, there are one white ball and 38 red balls. Now we draw any of one ball from the box, so that $A$ —— draws a white ball, $B$ —— draws a new ball.

Suppose before the experiment (namely, before the ball is drawn), we have already known the number of various balls in the box. According to this known data, we can get the probability of "drawing any ball, hence a new ball" $P(B) = \frac{61}{100}$.

Now after the test, that is, after drawing any one of the ball from the box, assume that we have peeped through the fingers to find that the ball is white. After we have obtained this information, that is, "event $A$ has already occurred", we will re-evaluate the probability of "drawing a new ball" (that is, the event $B$ occurred) at this time. Because we already knew that out of 60 white balls, except for one old ball, all of the rest are new. Therefore, we can estimate that the possibility of drawing a new ball will greatly improve at this time. Hence, $P(B \mid A) = \frac{59}{60}$.

This is when we obtain the information that the event $A$ has occurred, we try to re-understand the possibility of the occurrence of the event $B$. We can also presume that if we draw any one of the ball from the box, we have seen it through our fingers to determine the ball is red. After obtaining this information, that is, the "event has occurred," we can also reassess the probability of "drawing a new ball" (i.e., the occurrence of the event $B$) at this time. Because we know that out of 40 red balls, except for 2 new balls, the rest are all old balls. Therefore, it is estimated that the possibility of drawing a new ball should greatly reduce at this time. Hence, $P(B \mid \overline{A}) = \frac{2}{40}$. That is a revised understanding of the possibility of an event $B$ after being informed that the event $\overline{A}$ has occurred [7-8].

2. THE METHOD OF REDUCING SAMPLE SPACE

In general, the most common method for calculating conditional probability is the method of reducing sample space: in order to calculate conditional probability $P(B \mid A)$, the sample space $\Omega$ can be reduced to $\Omega'_{A} = \Omega \cap A$. And then on the reduced sample space $\Omega'_{A}$, that is, under the circumstance of the additional condition “the event $A$ has occurred,” you can directly calculate the probability of the occurrence of the event $B$. That is $P(B \mid A)$.

As shown in the above example 1, under the condition that the event $A$ —— "white ball drawn" occurs, the sample space is reduced from $\Omega = \{sixty \ white \ balls, \ forty \ red \ balls\}$ to $\Omega'_{A} = \Omega \cap A = \{sixty \ white \ balls\}$. On the aspect of $\Omega'_{A}$, the probability of "new ball drawn" in the event $B$ is $\frac{59}{60}$, that is $P(B \mid A) = \frac{59}{60}$.

Example 2 Suppose there are 4 products in the box, including 2 defective products and 2 genuine products. This time we will draw twice without putting them back, one at a time. Suppose the event $A$ is "acquiring defective products for the first time" and the event $B$ is "acquiring defective products for the second time", we get $P(B \mid A)$.

The dominant teaching method in the general textbooks is: suppose the sample space at the first sampling is $\Omega$: assume $\Omega = \{\text{defective}_1, \text{defective}_2, \text{good}_1, \text{good}_2\}$, when $A$ happens, that is, acquiring a defective product after the first sampling, the sample space is reduced from $\Omega$ to $\Omega'_{A} = \{\text{defective}_1, \text{good}_1, \text{good}_2\}$ (where $i$ be one of 1 or 2). If we calculate the probability of "drawing the defective product at second time" in terms of $\Omega'_{A}$, then $P(B \mid A) = \frac{1}{3}$.

I argue such a statement as often asserted is inappropriate for in this example, our test is a compound random test composed of two samplings. Its sample space $\Omega$ should have an equal sample point $4 \times 3 = 12$. They can be expressed as follows:
After the event $A$ occurs, that is, when we have learned that a defective product is drawn for the first time, the sample space should be reduced from $\Omega = \{e_1, e_2, \cdots, e_{12}\}$ to $\Omega'_A = \{e_1, e_2, e_3, e_4, e_5, e_6\}$.

However, when we investigate the situation of the occurrence of the event $B$ in terms of $\Omega'_{A}$ (that is, "the second time we got the defective product"), it contains only two sample points $e_7, e_9$. Therefore, through the method of reducing sample space method we can obtain $P(B \mid A) = 6/3 = 2/3$.

According to the abovementioned common method, we consider that the sample space is reduced from $\Omega = \{\text{defective, defective, good, good}\}$ to $\Omega'_A = \{\text{defective, good, good}\}$. Obviously, here $\Omega$ and $\Omega'_A$ are the sample spaces corresponding to two different random trials (i.e., the first and second sampling). In general, the method of reducing sample space should be adopted for the same random experiment. The occurrence of the events of $A$ and $B$ should be discussed in the same sample space. For two sample spaces corresponding to two different random trials, it is generally hard to say that one is a reduction of the other such as:

$$
\Omega = \begin{bmatrix}
(\text{white}_1, \text{red}_1) & (\text{white}_1, \text{white}_1) \\
(\text{white}_2, \text{red}_1) & (\text{white}_2, \text{white}_1) \\
(\text{red}_1, \text{red}_1) & (\text{red}_1, \text{white}_1)
\end{bmatrix}
$$

Under the condition that "a white ball at the first drawing" (i.e., the event $A$ occurs), the sample space $\Omega$ is reduced to be $\Omega'_{A}$ composed of 8 sample points in the first two rows of the above matrix. Thus according to the reduced sample space method, calculate the probability of "getting a white ball for the second time" on $\Omega'_{A}$, we get $P(B \mid A) = 6/3 = 2/3$.

To summarize, when we correctly select the test and sample space in the conditional probability problem, the result $\Omega'_{A}$ obtained through the reduced sample space method must be the reduction of the original sample space $\Omega$. It must be $\Omega'_{A}$ smaller than $\Omega$ [9-10].

**3. SECTION METHOD FOR REDUCING SAMPLE SPACE**

In Example 2, for the sake of $P(B \mid A)$, we consider that under the condition of "the first time drawing a defective product" (that is, in the case of the event $A$), at this time there is one defective product and two genuine products. The probability of “drawing another defective product” (i.e., the occurrence of the event $B$) is obviously $1/3$. Example 3 Suppose there are 2 white balls and 1 red ball in the bag. Now we draw one from any of them, observe the color, put them back, and add a ball of the same color as the drawn ball. Then, we take any one from the bag. Suppose $A$ —— the first time to draw a white ball, $B$ —— the second time to draw a white ball, we get $P(B \mid A)$.
In Example 3, for the sake of $P(B \mid A)$, we consider that under the condition of "the first time a white ball is drawn" (that is, in the case of the event $A$), we put the white ball back at this time, and then add a new white ball. So there are 4 balls in the bag, of which there are 3 white balls and 1 red. The probability $P(B \mid A)$ of "getting a white ball after any drawing" (i.e. in the event of $B$) is obviously $\frac{3}{4}$.

It should be noted that this kind of approach commonly used in the calculation of conditional probabilities cannot be strictly called the reduced sample space method. For instance, in Example 3, if we regard the sample points in the sample space $\Omega$ as $(x, y)$.

Herein $x \in \{\text{white}_1, \text{white}_2, \text{red}_1\}$, $y \in \{\text{white}_1, \text{white}_2, \text{white}_3, \text{red}_1, \text{red}_2\}$. (Note: $(\text{white}_1, \text{red}_1), (\text{white}_2, \text{red}_2), (\text{red}_1, \text{white}_1)$ do not belong to $\Omega$). Then, $\Omega_A$ corresponds to the first two rows of the matrix (*) listed in Example 3. The first row corresponds to $x = \text{white}_1$, and the second row corresponds to $x = \text{white}_2$. They can be regarded as two sections of $\Omega_A$ respectively:

$\Omega_A' = \{(\text{white}_1, \text{red}_1), (\text{white}_1, \text{white}_1), (\text{white}_1, \text{white}_2), (\text{white}_1, \text{white}_3)\}$

and

$\Omega_A'' = \{(\text{white}_2, \text{red}_1), (\text{white}_2, \text{white}_1), (\text{white}_2, \text{white}_2), (\text{white}_2, \text{white}_3)\}$

Apparently, $\Omega_A' = \Omega_A + \Omega_A''$. Here, $A_1$ and $A_2$ represent "the first time to draw No. 1 white ball (white$_1$)" and "the first time to draw No. 2 white ball (white$_2$)", respectively.

It can be seen from the symmetry that these two sections have the same probability structure with respect to event B (that is, the "white ball drawn for the second time"). So we can further reduce the sample space from $\Omega_A'$ to any section of $\Omega_A'$, that is, on the aspect of $\Omega_A'$ or $\Omega_A''$, it is easy to get $P(B \mid A) = \frac{3}{4}$.

In addition, it can also be seen as combining the two sample points that correspond to the two sections of $\Omega_A'$ and $\Omega_A''$ on $\Omega_A'$ (that is, the two sample points corresponding to the first row and the second row of the matrix (*)). Thus we obtain a simpler sample space than $\Omega_A'$, and we can calculate $P(B \mid A)$ from it.
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