Learning the structure of wind: A data-driven nonlocal turbulence model for the atmospheric boundary layer
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We develop a novel data-driven approach to modeling the atmospheric boundary layer. This approach leads to a nonlocal, anisotropic synthetic turbulence model which we refer to as the deep rapid distortion (DRD) model. Our approach relies on an operator regression problem which characterizes the best fitting candidate in a general family of nonlocal covariance kernels parameterized in part by a neural network. This family of covariance kernels is expressed in Fourier space and is obtained from approximate solutions to the Navier–Stokes equations at very high Reynolds numbers. Each member of the family incorporates important physical properties such as mass conservation and a realistic energy cascade. The DRD model can be calibrated with noisy data from field experiments. After calibration, the model can be used to generate synthetic turbulent velocity fields. To this end, we provide a new numerical method based on domain decomposition which delivers scalable, memory-efficient turbulence generation with the DRD model as well as others. We demonstrate the robustness of our approach with both filtered and noisy data coming from the 1968 Air Force Cambridge Research Laboratory Kansas experiments. Using this data, we witness exceptional accuracy with the DRD model, especially when compared to the International Electrotechnical Commission standard.

I. INTRODUCTION

The purpose of this paper is to present a new turbulence model for the atmospheric boundary layer (ABL). The model is derived in part using a classical technique to study high Re flows, called rapid distortion theory (RDT). We refer to this model throughout the text as the deep rapid distortion (DRD) model.

The ABL is the bottom layer of the troposphere, extending from the ground usually to the first few hundred meters above Earth’s surface. In the ABL, the Reynolds number is very large\(^4\) \((Re \sim 10^5\)–\(10^6\)) which hampers many high-fidelity and mid-fidelity modeling techniques. Direct numerical simulations (DNSs) have long been ruled out, with even the most massive simulations of canonical flows in recent years falling short of the \(Re \sim 10^5\) threshold.\(^3\) Wall-modeled large eddy simulations (LESs) of atmospheric flows make up for the DNS gap by relying on well-calibrated subgrid-scale (SGS) models.\(^5\) These coarse-mesh models deliver the correct mean energy transfer to small scales, but often fail to accurately capture the true SGS dynamics.\(^6,7\) In wall-resolved LES, on the other hand, the promise of making up for the DNS gap has only been partially realized.\(^8\) This is largely due to the fact that many industrial-scale fine-mesh LESs at \(Re \sim 10^5\) presently require no less than 3–4 weeks to complete, regardless of the size of the machine.\(^8\) Such long simulation times are prohibitive in many engineering applications.

To only stymie matters further, many “big data” methods, which have been successfully used to model lower \(Re\) flows, require rich and well-structured DNS or LES data.\(^8\) Because such data sets are mostly unattainable for ABL flows, alternative modeling approaches need to be considered.

One successful approach to modeling at very large \(Re\) is to adopt a statistical characterization of the flow.\(^9\) Such approaches may rely in part on laboratory experiments or field measurements. This provides the additional benefit of incorporating latent information about the environment that cannot be extracted from any simulation alone. Such models are also important for coupling meso- and micro-scale models and providing inflow data for high-resolution large eddy simulations.\(^13\)–\(^20\)

Turbulence has long been analyzed from a statistical point of view.\(^21\) We seek to continue that enterprise with the assistance of new machine learning (ML) technology. Instead of training an operator which emulates flow features from simulation data sets, we choose to learn the spectral structure of the flow field from (possibly noisy) experimental measurements. Our approach enforces an explicit structure on the model which is derived directly from the underlying incompressible Navier–Stokes equations. Contrary to “black box” scientific ML techniques, our approach delivers a human-understandable model which can be analyzed after training to infer subtle physical characteristics. The class of models we work with, spectral tensor models,\(^1,10,22\)–\(^27\) are not new to fluid dynamics, but are herein reimagined in a new scientific ML context.

Our task is to model homogeneous neutral ABL turbulence as a divergence-free random velocity field. In many engineering applications, only second-moment statistical data are available.\(^28\) Fortunately, this is enough to characterize many of the most important physical quantities

---

\(^a\) These two authors contributed equally.
in the flow. In such cases, it is appropriate to assume that the field is Gaussian. After centering the mean, the problem then reduces to isolating the appropriate covariance operator. Because of homogeneity, this can be done by focusing on the stationary spectral velocity tensor. Extensions of our approach to non-Gaussian and inhomogeneous fields can be made. Our approach can also be extended to include thermal coupling effects. We mention some of these possibilities, but they are not part of this work.

Unlike some model inference techniques of contemporary interest, we only seek to learn a locally bounded kernel. This decision leads to a much easier ML problem than seeking out the full integro-differential operator, which is typically unbounded. Several model inference strategies focus on integral kernels and others rely on Fourier transforms to facilitate the learning process. Our approach, however, stands apart through its unique inductive biases and focus on random fields instead of PDEs.

We begin with a solution of the linearized Navier–Stokes equations in a uniform mean shear flow based on RDT. This classical solution provides a time-dependent parameterization of the spectral velocity tensor. Stationarity is then imposed by substituting a wavevector-dependent eddy lifetime for the temporal parameter. Numerous eddy lifetime models have appeared in the classical literature, however, we note that this form of substitution was first introduced by Derbyshire and Hunt and later popularized by Mann.

Like Mann, our approach largely centers on selecting the eddy lifetime. Also like Mann, we choose to calibrate the resulting model with one-point spectra data from the 1968 Air Force Cambridge Research Laboratory Kansas experiments. In comparing our results, we witness the exceptional accuracy of the DRD model. This is due, in part, to our use of a specially-designed neural network architecture to parameterize the eddy lifetime.

The DRD model may be used as a substitute for the International Electrotechnical Commission (IEC) 61400-1 standard, which is widely used in wind turbine design and other wind engineering applications. It also provides an alternative which bypasses the computational limitations of other data-driven models for turbulence generation that have been applied in lower $Re$ environments and rely on large datasets.

In order to distinguish our work from many others in the rapidly developing subdiscipline of ML for fluid mechanics, we itemize the main contributions of this work. Our main contributions include:

- We introduce a nonlocal, anisotropic, data-driven turbulence model for wind in the ABL (the DRD model). The DRD model is more accurate than a simpler spectral model standardized by IEC, yet it is no more expensive to use.

- We present a simple, efficient, and mathematically justified numerical method for generating synthetic turbulence. This contribution is two-fold, as the method can be applied to the DRD turbulence model just as easily as it can be applied to other spectral models used in practice.

- We release our code, implemented in the Python programming language and leveraging the PyTorch software library, with the intention of adoption of the proposed methods in the wider community.

The remainder of the paper is structured as follows. In the next section, we introduce fundamental notation and concepts related to the ABL. In Section III, we present the DRD model. In Section IV, we describe the model calibration process. In Section V, we introduce a novel domain decomposition technique for turbulence generation. Finally, in Section VI, we close with a brief overview of results.

II. WIND IN THE ATMOSPHERIC BOUNDARY LAYER

The ABL is characterized by constant shear stress in the vertical direction and is generally recognized to be neutrally stable at high wind speeds. That is, the buoyancy forces due to temperature gradients may be assumed to be negligible in comparison to surface-driven friction forces. These physical assumptions are important to this work. Relying on them, we will derive a statistical model which characterizes the ABL as a mass-conserving random field $U$ with homogeneous turbulent fluctuations $u$.

In this work, we denote the atmospheric turbulent velocity field as $U(x) = (U_1(x), U_2(x), U_3(x))$, where $x = (x_1, x_2, x_3) = (x, y, z)$ denotes standard Cartesian coordinates with the $x$-axis indicating the direction of the mean wind field and $z$ indicating the height above ground. The turbulent fluctuations around the mean wind field are denoted $u = U - \bar{U} = (u_1, u_2, u_3)$, with $\langle \cdot \rangle$ denoting the ensemble average. In this section, we review several common modeling assumptions for both the mean velocity profile $U(z)$ and the turbulent fluctuations $u(x)$ in the ABL.

A. Mean profile

Ground friction is dominated by pressure drag, which is a force generated by pressure differences near the surface and caused by wind flowing across surface obstacles.
Depending on the local terrain, the variety of obstacles affecting ground friction can change vastly. For instance, consider that different friction forces will arise from flow across grass, forests, open water, or urban canopies. In this study, we strongly simplify the many effects of ground friction and assume that the mean wind field may be represented by a uniform shear flow in the x-direction, \( \langle \mathbf{U}(x) \rangle = \langle U_1(z) \rangle \mathbf{e}_1 \), where

\[
\langle U_1(z) \rangle = A + Bz, \quad A, B \geq 0. \tag{1}
\]

In our approach, the ABL turbulent fluctuations \( \mathbf{u}(x) \) are modeled as though they have been distorted by the shearing mean profile \( \langle \mathbf{U}(x) \rangle \). This approximation will only be appropriate to first order, locally in \( z \), and will degrade as the length scale of the eddies grows. Nevertheless, such simplified models are well-established in the literature; see, e.g., Ref. 10, p. 145.

In most terrain categories, a logarithmic profile such as

\[
\langle U_1(z) \rangle = \frac{u_*}{\kappa} \ln \left( \frac{z}{z_0} + 1 \right), \quad u_*, \; z_0 > 0, \; \kappa \approx 0.41, \quad \text{is quite appropriate for larger length scales, yet is unnecessary for our present purposes.}
\]

In this expression, \( z_0 \) is generally referred to as the roughness height, \( u_* \) is the friction velocity; and \( \kappa \) is the von Kármán constant. In Section III, we will show that \( \langle \mathbf{U}(x) \rangle \) leads to a family of models with free parameters which can be calibrated with experimental data to partially overcome its discrepancy from \( \langle \mathbf{U}(x) \rangle \) and other forthcoming simplifying assumptions.

### B. Spectra

We have set out to base our model only on the second-moment statistical structure of the ABL. Holding true to this aim, we will neglect higher moment modeling errors and assume that the fully developed turbulent velocity field \( \mathbf{u} \) is Gaussian. In turn, we focus on the two-point correlation tensor

\[
R_{ij}(r, x) = \langle u_i(x) u_j(x + r) \rangle.
\]

In spatially homogeneous flows, we have that \( R_{ij}(r, x) = R_{ij}(r) \), and so it is convenient to transform the correlation tensor to Fourier space. This transformation defines the velocity-spectrum tensor, \( \Phi_{ij}(k) \), where \( k = (k_1, k_2, k_3) \) is the wavevector. Due to the cross-correlation theorem, the velocity-spectrum tensor can also be written

\[
\Phi_{ij}(k) = \langle \hat{u}_i(k) \hat{u}_j(k) \rangle, \tag{3}
\]

where \( \hat{u} = (\hat{u}_1, \hat{u}_2, \hat{u}_3) \) denotes the Fourier transform of \( \mathbf{u} \).

A standard form of the spectral tensor used in isotropic, stationary, homogeneous turbulence models is

\[
\Phi_{ij}^{VK}(k) = \frac{E(k)}{4\pi k^2} \left( \delta_{ij} - \frac{k_i k_j}{k^2} \right), \quad \tag{4}
\]

where \( k = |k| \) is the wavenumber (the magnitude of the wavevector) and \( E(k) \) is called the energy spectrum function. A common empirical model for \( E(k) \), dating back to von Kármán, is given by the expression

\[
E(k) = c_0^2 \varepsilon^{2/3} k^{-5/3} \left( \frac{k L}{(1 + (k L)^2)^{1/2}} \right)^{17/3}. \tag{5}
\]

Here, \( \varepsilon \) is the viscous dissipation of the turbulent kinetic energy, \( L \) is a length scale parameter, and \( c_0^2 \approx 1.7 \) is an empirical constant. The von Kármán model \( \Phi_{ij}^{VK}(k) \) encodes important nonlocal information about isotropic turbulence. In fact, the energy spectrum (5) permits the convenient description of such turbulence as the solution of a (nonlocal) fractional diffusion equation.

It is typically not possible to directly measure a spectral tensor \( \Phi_{ij} \) in a shearing flow. Instead, one often collects the one-point spectra \( F_{ij}(k_1) \),

\[
F_{ij}(k_1) = \frac{1}{2\pi} \int_{-\infty}^{\infty} R_{ij}((r_1, 0, 0) e^{-i k_1 \cdot r_1} dr_1,
\]

with \( i, j = 1, 2, 3 \).

Obviously, the one-point spectra cannot give a complete description of the turbulent wind field. For this reason, it is necessary to construct physical models which can fit these experimental observations. One of the issues in constructing these models is that turbulence in the atmospheric boundary layer is not spatially homogeneous. Nevertheless, the common surface layer scaling assumption is that the length scales are proportional to \( z \) and the variances are proportional to \( u_*^2 \). For instance, after analyzing measurements taken above flat homogeneous terrain in Kansas, Kaimal et al. proposed taking

\[
\frac{k_1 F_{11}(k_1 z)}{u_*^2} = J_1(f) := \frac{52.5 f}{(1 + 33 f)^{5/3}}, \tag{6a}
\]

\[
\frac{k_1 F_{22}(k_1 z)}{u_*^2} = J_2(f) := \frac{8.5 f}{(1 + 9.5 f)^{5/3}}, \tag{6b}
\]

\[
\frac{k_1 F_{33}(k_1 z)}{u_*^2} = J_3(f) := \frac{1.0 f}{1 + 5.3 f^{5/3}}, \tag{6c}
\]

where \( f = (2\pi)^{-1} k_1 z \), alongside \( F_{12} = F_{23} = 0 \) and

\[
- \frac{k_1 F_{13}(k_1 z)}{u_*^2} = J_4(f) := \frac{7 f}{(1 + 9.6 f)^{12/5}}. \tag{6d}
\]

In Section IV, we will use these equations as filtered measurement data for benchmarking the DRD model.
III. MODEL

In this section, we derive a family of velocity spectrum models for the ABL. After introducing more preliminary notation, we derive a time-dependent parameterization $\Phi(k, \tau)$ from a linearized form of the Navier–Stokes equations. We then enrich this parameterization with a general eddy lifetime model $\tau = \tau(k)$ which includes physical symmetries and energy constraints.

A. Gaussian hypothesis

As with the two-point correlation tensor, it is convenient to consider the Fourier transform of the velocity field $\mathbf{u}$. In such cases, we express the field in terms of a generalized Fourier–Stieltjes integral,

$$\mathbf{u}(x) = \int_{\mathbb{R}^3} e^{i \mathbf{k} \cdot \mathbf{x}} \, d\mathbf{Z}(k),$$

where $\mathbf{Z}(k)$ is a three-component signed measure on $\mathbb{R}^3$. Let us consider three-dimensional additive white Gaussian noise in the physical and frequency domains, denoted $\xi(x)$ and $\hat{\xi}(k)$, respectively, such that

$$\xi(x) = \int_{\mathbb{R}^3} e^{i \mathbf{k} \cdot \mathbf{x}} \, \hat{\xi}(k) \, dk = \int_{\mathbb{R}^3} e^{i \mathbf{k} \cdot \mathbf{x}} \, d\mathbf{W}(k),$$

where $\mathbf{W}(k)$ is three-dimensional Brownian motion. Our Gaussian assumption is that $d\mathbf{Z}(k) = \mathbf{G}(k) \, d\mathbf{W}(k) = \mathbf{G}(k) \, \hat{\xi}(k) \, dk$, where $\mathbf{G}(k)$ is the Fourier–Stieltjes integral of $\hat{\xi}(k)$.

B. Rapid distortion

The rapid distortion equations are a linearization of the Navier–Stokes equations in free space which holds when the turbulence-to-mean-shear time scale ratio is arbitrarily large. To write them, we must first define the average total derivative of the turbulent fluctuations, namely

$$\frac{\partial \mathbf{u}_i}{\partial t} = \frac{\partial \mathbf{u}_i}{\partial t} + \langle \mathbf{U}_j \rangle \frac{\partial \mathbf{u}_i}{\partial x_j}.$$

With this definition in hand, the rapid distortion equations are

$$\frac{\partial \mathbf{u}_i}{\partial t} = -\frac{\partial \langle \mathbf{U}_j \rangle}{\partial x_i} \frac{\partial p}{\rho} + \frac{1}{\rho} \frac{\partial \rho}{\partial x_i},$$

where $\rho$ and $p$ stand for the mass density and the hydrostatic pressure, respectively.

Some exact solutions of (9) can be found in the classical literature. We are unaware of any closed-form solution with the mean profile in (2). However, with the uniform-shear mean profile (1), the solution can be written in terms of an evolving wavevector $\mathbf{k}(t) = (k_1(t), k_2(t), k_3(t))$ and a non-dimensional time parameter $\tau = Bt$. For greater perspective, we begin with the general case where $\partial \mathbf{U}_i / \partial x_j$ is a constant tensor.

First, we define the rate of change of each frequency $k_i(t)$ as follows:

$$\frac{dk_i}{dt} = -k_j\partial(\mathbf{U}_j) / \partial x_i.$$ (10)

We then have the following Fourier representation of the average total derivative of $\mathbf{u}$:

$$\frac{\partial \mathbf{U}_i}{\partial t} = \int_{\mathbb{R}^3} e^{i \mathbf{k} \cdot \mathbf{x}} \left( \frac{\partial}{\partial t} + \left( \frac{dk_j}{dt} \frac{\partial}{\partial k_j} \right) \right) \, d\mathbf{Z}_i(k, t)$$

$$= \int_{\mathbb{R}^3} e^{i \mathbf{k} \cdot \mathbf{x}} \left( \frac{\partial}{\partial t} \right) \frac{d\mathbf{Z}_i(k, t)}{D t}.$$ (11)

With these expressions, the Fourier representation of (9) amounts to

$$\frac{D d\mathbf{Z}_i(k, t)}{D t} = \frac{\partial \mathbf{U}_i}{\partial x_k} \left( 2k_jk_l - \delta_{j\ell} \right) \, d\mathbf{Z}_i(k, t),$$ (12)

which must be accompanied by the initial state $d\mathbf{Z}_i(k(0), 0) = d\mathbf{Z}_0(k(0))$. From now on, we use the notation $k_i = k_i(0) = (k_{10}, k_{20}, k_{30})$ to denote the initial wavevector.

In the scenario found in (1), namely $\langle \mathbf{U} \rangle = (A + Bz, 0, 0)$, the solution to (12) may be written as follows:

$$d\mathbf{Z}_i(k(t), t) = D_\tau(k) \, d\mathbf{Z}_i(k(0), 0),$$ (13)

where

$$D_\tau(k) = \begin{bmatrix} 1 & 0 & \zeta_1 \\ 0 & 1 & \zeta_2 \\ 0 & 0 & \zeta_3 \end{bmatrix}, \quad k = \begin{bmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ -\tau & 0 & 1 \end{bmatrix} \, k_0,$$

In the expression for $D_\tau(k)$, the non-dimensional coefficients $\zeta_i = \zeta_i(k, \tau), i = 1, 2, 3,$ are defined

$$\zeta_1 = C_1 - C_2 k_2 / k_1, \quad \zeta_2 = C_1 k_2 / k_1 + C_2, \quad \zeta_3 = k_0^2 / k_2^2,$$

where $k_0 = |k_0|$ and $C_1 = \tau k_1^2 (k_0^2 - 2k_{30}^2 + \tau k_1 k_{30}) / k_2^2 (k_1^2 + k_2^2)$, $C_2 = k_2 k_0^2 / (k_1^2 + k_2^2)^{3/2} \arctan(x)$, $x = k_{30} / \sqrt{k_1^2 + k_2^2}$.

All that is left is to set the initial state $d\mathbf{Z}_i(k(0), 0) = d\mathbf{Z}_0(k(0))$. We define the initial state to be a Gaussian random field,

$$d\mathbf{Z}_0(k(0)) = G_0(k(0)) \, d\mathbf{W}(k(0)),$$ (14)
with $G_0(k_0)$ induced by the isotropic spectral tensor \((4)\) as follows,
\[
G_0(k_0) G_0^\top(k_0) = \Phi^{VK}(k_0).
\]

We have now uniquely defined $\Phi(k, \tau)$. First, following from (8), (13) and (14), we may write $\tilde{u}(k) = D_\tau(k) G_0(k_0) \xi(G_0(k_0))$. Second, by (3) and the identity $\langle \xi_i, \xi_j \rangle = \delta_{ij}$, we have that
\[
\Phi(k, \tau) = \left\langle \tilde{u}(k) \tilde{u}^\top(k) \right\rangle = D_\tau(k) G_0(k_0) \hat{\xi}(k_0) D_\tau^\top(k) = D_\tau(k) \Phi^{VK}(k_0) D_\tau^\top(k).
\]

C. Eddy lifetime

The spectral tensor $\Phi(k, \tau)$ characterizes a time-dependent family of anisotropic covariance kernels which are stretched in the direction of the constant mean shear. One flaw in this model is that physical eddies will break apart after a certain amount of distortion.

An important extension of the rapid distortion model involves replacing the distortion parameter $\tau$ by a wavenumber-dependent eddy lifetime function $\tau(k)$. The benefit of this substitution is two-fold: not only does it produce a stationary (time-independent) spectral tensor $\Phi(k, \tau(k))$, but it provides a mechanism to recover missing physics which are neglected in the original modeling assumptions.

Various eddy lifetime models have been proposed in the literature\(^{10,29,69}\) each of which involves restricting the eddy lifetime $\tau$ to a radial function of the wavevector, $\tau = \tau(k)$. For instance, a widely used radial function is presented in Ref. 10 and results in a spectral tensor $\Phi(\tau(k)) = \Phi(k, \tau(\hat{k}))$.

In this approach, the destruction of an eddy with size $k^{-1}$ is assumed to be mainly due to eddies of comparable or smaller size. Thus, the square of the characteristic velocity of all influential eddies is given by $\int_k^\infty E(p) \, dp$. By matching units, the eddy lifetime $\tau$ may be proportional to a length scale divided by a velocity, e.g.,
\[
\tau \propto k^{-1} \left[ \int_k^\infty E(p) \, dp \right]^{-\frac{1}{2}}.
\]

After substituting (5), this expression results in
\[
\tau^{IEC}(k) = \frac{TB^{-1} (kL)^{-\frac{3}{2}}}{\sqrt{2} F_1(1/3, 17/6; 4/3; -1/(kL)^2)},
\]

where $2F_1(a; b; c; x)$ denotes the hypergeometric function, and the time scale $T$ is a free parameter. To facilitate an accurate comparison to this model in Section IV, we point out that
\[
\tau^{IEC}(k) \propto \begin{cases} 
    k^{-1} & \text{for } k \to 0, \\
    k^{-3/2} & \text{for } k \to \infty.
\end{cases}
\]

Substituting (16) into the rapid distortion spectral tensor, results in the Mann uniform shear model,
\[
\Phi^{IEC}(k) = \Phi(k, \tau^{IEC}(|k|)).
\]

Expanded formulas for $\Phi^{IEC}(k)$ can be found in Refs. 10 and 46.

Given the anisotropic nature of shear flow, it is natural to expect that the lifetime of an eddy could depend on its initial spatial orientation. However, it is also clear that this dependence should satisfy some basic physical conditions. For instance, owing to translational symmetry of the flow in the transversal direction ($y$-axis), we expect $\tau(k)$ to be an even function of $k_2$. We note that this restriction guarantees that the transversal components of the one-point cospectra, $F_{12}$ and $F_{23}$, vanish; cf. (6).

We now propose a method to discover complete wavevector eddy lifetime functions $\tau(k)$ from measured data. To the best of our knowledge, this is the first effort to accomplish this task. Our approach involves writing $\tau(k)$ as a feedforward neural network.

D. Neural network model for the eddy lifetime

Our goal is to look for $\tau$ in the form of a neural network with the wavevector $k$ as input. Then, learning its parameters by fitting the one-point spectra data, we identify the function $\tau(k)$ as well as the complete spectral tensor model.

Aside from physical symmetries, the eddy lifetime must satisfy certain asymptotic behavior in the limits $k \to 0$ and $k \to \infty$. To this end, we first rewrite the eddy lifetime function as follows:
\[
\tau(k) = \frac{T |a|^{\nu - \frac{3}{2}}}{(1 + |a|^2)^{\nu/2}}, \quad a = a(k),
\]

where $T$ is characteristic timescale, $\nu$ is a tunable exponent, and $a$ is an intermediary variable, which we refer to as the "augmented" wavevector. We will define $a(k)$ in terms of a neural network $a = \mathcal{O}(k)$ in both limits $k \to 0$ and $k \to \infty$. Therefore, the form of the fractional exponents in (18) will allow us to control the asymptotic behavior of $\tau(k)$. This is important since the asymptotic slopes are objects of discussion in the literature. Thus, while the slope at zero is controlled by $\nu$, the well-known slope at infinity\(^{10,29,69}\) $k^{-2/3}$, is recovered for any value of $\nu$.

We define
\[
a(k) := \text{abs}(k) + \text{NN}(|\text{abs}(k)|).
\]

Here, abs($\cdot$) denotes the element-wise absolute value and NN($\cdot$) is a fully-connected multilayer perceptron, namely
\[
\text{NN}(y) := W_n \text{ReLU} \circ \cdots \circ \text{ReLU} \circ W_1 y,
\]

where ReLU($\cdot$) stands for the rectified linear activation function and $W_j, j = 1, \ldots, n$, are dense matrices (no
bias terms). The choice of a ReLU function is motivated by the requirement that $\text{NN}(\mathbf{0}) = \mathbf{0}$, thus, $a(\mathbf{0}) = \mathbf{0}$. Other activation functions, such as the softplus activation function will not guarantee this property.

Note that taking the absolute value of the first argument in (19) provides a reflection symmetry in $\tau(k)$ with respect to each Cartesian axis. This is obviously more than necessary to satisfy symmetry in the $k_2$-component. Our experience has shown that that there is no benefit to the accuracy of the model, when fitting one-point spectra data, if we relax the symmetry the $k_1$- and $k_3$-components.

We use one input and one output layer, each of size 3, accompanied by $n - 2$ hidden layers of size $m$. In other words, $W_1 \in \mathbb{R}^{3 \times m}$, $W_j \in \mathbb{R}^{m \times m}$, $j = 2, \ldots, n - 1$, and $W_n \in \mathbb{R}^{m \times 3}$, whose sum total of entries constitute a new vector of learnable parameters $\theta_{\text{NN}}$. Note that if any $W_j = \mathbf{0}$, $j = 1, \ldots, n$, then $\text{NN} = \mathbf{0}$. This forces the magnitude of the augmented wavevector to agree with the true wavenumber, $|\mathbf{a}| = k$. From this point-of-view the neural network acts in a way like a piecewise-linear perturbation of the original wavevector.

Once the eddy lifetime function (18) has been substituted into the rapid distortion model $\Phi(k, \tau)$, we arrive at the DRD spectral tensor model:

$$\Phi^{\text{DRD}}(k, \theta) := \Phi(k, \tau(k)),$$

where the vector of all learnable parameters, i.e.,

$$\theta = \{C, L, T, \nu, \theta_{\text{NN}}\},$$

consists of the spectrum amplitude $C := c_0^2 \varepsilon^{2/3}/u_2^2$, the characteristic length and time scales, $L$ and $T$, respectively, the exponent $\nu$ and the weights $\theta_{\text{NN}}$ of the neural network (20).

IV. CALIBRATION

In this section, we discuss various aspects of the model regression problem which calibrates the eddy lifetime $\tau(k)$ together with the other free parameters in the DRD model (22). More specifically, we document the problem formulation, state important details from our implementation, and summarize our results.

A. Optimization problem formulation

Let us consider the one-point spectra (6) on the interval $D = [0.1, 10]$. We wish to find the model parameters $\theta$ which best fit this data. To set the stage, define

$$\bar{F}_{ij}(k_1; \theta) = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \Phi^{\text{DRD}}(k, \theta) \, dk_2 \, dk_3,$$

and

$$\bar{J}_i(f; \theta) = C k_i \bar{F}_i(k_1 z; \theta), \quad i = 1, 2, 3,$$

and $\bar{J}_i(f; \theta) = C k_i \bar{F}_i(k_1 z; \theta)$, where $f = (2\pi)^{-1}k_1 z$. Note that the learnable magnitude $C$ involves the constants $c_0^2 \varepsilon^{2/3}$ and $u_2^2$.

To find the optimal parameter vector $\theta_{\text{opt}}$, we solve the optimization problem

$$\min_{\theta} \left\{ \text{MSE}[\theta] + \alpha \text{Pen}[\theta] + \beta \text{Reg}[\theta_{\text{NN}}] \right\}, \quad (25)$$

where $\alpha, \beta \geq 0$ and each function $\text{MSE}[\theta]$, $\text{Pen}[\theta]$, and $\text{Reg}[\theta_{\text{NN}}]$ is defined as follows. The mean squared error is defined as

$$\text{MSE}[\theta] := \frac{1}{L} \sum_{i=1}^{L} \sum_{j=1}^{L} \left( \log |J_i(f_j)| - \log |\bar{J}_i(f_j, \theta)| \right)^2,$$

where $L$ is the number of the data points $f_j \in D$. The data $J_i(f_j)$ is evaluated using the Kaimal spectra (6a)--(6d). The penalization term is defined as

$$\text{Pen}[\theta] := \frac{1}{|D|} \sum_{i=1}^{L} \left\| \text{ReLU} \left( \frac{\partial^2 \log |\bar{J}_i(\cdot, \theta)|}{\partial \log k_i^2} \right) \right\|_D^2,$$

where $|D| = \|1\|_D$ and the norm $\|\cdot\|_D$ is defined

$$\|g\|_D^2 := \int_D |g(f)|^2 \, d(log f). \quad (28)$$

This term penalizes the curvature of the log-spectra in order to obtain convex curves and to minimize oscillations, thus protecting against overfitting. Associating $\theta_{\text{NN}}$ with a vector $(\theta_1, \ldots, \theta_N) \in \mathbb{R}^N$, we write

$$\text{Reg}[\theta_{\text{NN}}] := \frac{1}{N} \sum_{i=1}^{N} \theta_{\text{NN},i}^2,$$

where $N$ denotes the total number of weights of the neural network (20). The term accelerates convergence and also helps to avoid overfitting.

B. Implementation details

The model regression problem (25) is implemented and solved using the PyTorch package. In particular, we use a full-batch L-BFGS optimization algorithm with the strong Wolfe line search method and learning rate equal to 1. We use $n = 2$ hidden layers of size $m = 10$ (see Figure 1) and begin by using the penalty and regularization parameters $\alpha = 1$ and $\beta = 10^{-5}$, respectively.

The integrals in (23) are truncated and approximated using the trapezoidal quadrature rule on a logarithmic grid from $10^{-3}$ to $10^3$ with $100 \times 100$ nodes spanning the frequencies $k_2$ and $k_3$. The second derivative in (27) is approximated with central finite differences. And the norm (28) is approximated using the trapezoidal rule.
We then set the initial scales of the DRD model to white noise with variance \( \nu \). This is done so that \( \nu \) is a learnable parameter, and we use the fitted values from Ref. 45, i.e., \( \nu = -0.55 \). Here, we see a good fit to the data. The calibrated slope is given by \( \nu = -0.55 \).

V. RANDOM FIELD GENERATION

In this section, we briefly discuss computational aspects of turbulence generation with the DRD and other spectral tensor models. We take particular care to focus on aspects related to the use of such models for generating turbulent inlet conditions for LESs.

A. Turbulent inlet conditions

Synthetic turbulent inlet conditions are used to drive many important turbulence simulations. For numerical wind tunnel simulations, it is important that the statistics of the input wind match the simulated environment. This can be accomplished by relying on a synthetic turbulence model, such as the DRD introduced above.

In this section, we choose to follow an approach established in the wind engineering industry; see, e.g., Refs. 50–52 and references therein. In this approach, a long channel of synthetic turbulence is treated as an inflowing velocity field with updated cross-sections projected onto the LES domain boundary at each time step. For a 3D depiction of the process, including the accompanied LES, we refer to Ref. 33, Figure 7.

An established technique to accomplish this process is to create a long unbroken section of synthetic wind offline and read in a moving cross-section of it at each time step of the LES simulation. In this next subsection, an alternative on-the-fly domain decomposition technique is described. This technique was used to generate the snapshots depicted in Figure 6 as well as the LES simulation in Ref. 33, Figure 7. Before we begin, we note that there is nothing specific to the DRD model about this technique. It may be applied to any spectral turbulence model, including the model in IEC 61400-1.

B. On-the-fly generation

The representation of the turbulent fluctuations (7) can be formally written as a convolution of a covariance kernel with Gaussian noise \( \xi \) in the physical domain:

\[
    u = F^{-1} G \xi = F^{-1} (GF) \xi,
\]

where \( F \) stands for the Fourier transform and the operator \( G \) corresponds to point-wise multiplication by \( G(k) \), which is any positive-definite “square root” of the spectral tensor, satisfying \( G(k) G^*(k) = \Phi(k) \).

Experience shows that solving all-at-once for an unbroken section of synthetic wind, long enough to be fed into a complete CFD simulation, can be very costly. First of all, the cost of solving (30) scales at best log-linearly with the
(a) IEC 61400-1 model.

(b) DRD model with \( \nu = -\frac{1}{3} \) (fixed).

Figure 2: Fits of the Kaimal spectra using two different spectral models.

domain length. Second of all, storing the solution data may take up a very large amount of computer resources. In fact, for a standard 600s LES simulation, the entire synthetic wind field may require more than 10GB to store.

It turns out the much of this computational cost can be avoided simply by piecing together the random field box-by-box. This technique can be combined with inlet condition generation; see, e.g., Ref. 33, Figure 7. In this application, the technique allows for on-the-fly synthetic wind generation, since only a small box of wind pertaining to the given time step needs to be generated in order to progress the simulation.

Begin with any box domain and extend it on all sides by a “buffer region.” Seeding a Cartesian grid inside the extended box with additive white Gaussian noise and then computing the convolution (30) will result in a periodic random vector field. Restricting the solution to the original domain will break this periodicity. Indeed, it will result in a random field with a (non-zero) correlation between opposing ends of the original domain. This

Figure 3: Cuts of the eddy lifetime function \( \tau(k_1, k_2, k_3) \) (solid lines) defined by (18) with parameters corresponding to the fit in Figure 2b. The dashed line corresponds to the eddy lifetime function defined in (16), cf. Figure 2a.

Figure 4: Convergence of the mean squared error (26) during training to fit the one-point spectra in Figure 2b. The accuracy is more than an order of magnitude better than the IEC 61400-1 model, which achieves the fit shown in Figure 2a.
correlation is controlled by the size of the buffer region and as well as the shape of the covariance kernel.\cite{17} It is common practice to extend the buffer region until this correlation is negligible. A simplified diagram which shows a long 2D box (this can be thought of as a transversal cross-section of a long 3D turbulence box) with a buffer only at two opposing end is depicted in Figure 7.

In order to generate matching wind in a neighboring box, it is required for the interface of the new neighboring buffer region (cf. the “copy-paste” lines in Figure 8) to align with the interface of the old neighboring buffer region and that common Gaussian noise be used in the overlapping domain. After seeding the remainder of the new box with new additive white Gaussian noise and applying (30), one arrives at a new box of wind matching its neighbor, at their common interfaces, up to an accuracy again controlled by the size of the buffer region. Once the solutions in the buffer regions are discarded, the original neighboring boxes of wind field can be grouped together to form a large unbroken wind field or processed into snapshots and fed into a CFD simulation; cf. Figure 6 (C).

To understand why this technique works, note that the common noise in the overlap forces the two wind fields to match at their buffer region interfaces, at least up to the accuracy allowed by the size of the buffers. Moving away from the interface, the wind field changes at a fixed regularity, with the influence of the common overlap steadily diminishing.\cite{17} This strategy can be applied to any homogeneous spectral tensor turbulence model, not only the DRD model or the Mann uniform shear model.

VI. CONCLUSION

We have presented the deep rapid distortion (DRD) model: a new nonlocal, data-driven spectral model for the atmospheric boundary layer. The DRD model is derived from rapid distortion theory and leverages an eddy lifetime function parameterized in terms of a carefully-chosen neural network. The model is calibrated using a regression problem involving the fitting of (possibly noisy) one-point spectrum data. Using this data, we witness exceptional accuracy with the DRD model, especially when compared to the current IEC standard. Finally, we present a domain decomposition method for using the DRD model and other spectral models to generate synthetic turbulence. For the purpose of reproduction and wider adoption, this work is accompanied by an open-source Python implementation.\cite{59}
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Figure 6: Turbulent fluctuations generated with the DRD model with learned parameters from fitting the Kaimal spectrum (cf. Figure 2b) and superimposed on the mean profile (2): (A) wind generated box-by-box; (B) combined boxes: (C) snapshots.

Figure 7: Simplified diagram of a 2D computational domain with buffer regions (colored) at only two opposing ends. The fluctuations in the buffer regions are highly correlated so they are typically discarded during post-processing.
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