GeneraLight: Improving Environment Generalization of Traffic Signal Control via Meta Reinforcement Learning

Chang Liu∗
only-changer@sjtu.edu.cn
Shanghai Jiao Tong University
Shanghai, China

Huichu Zhang∗
zhc@apex.sjtu.edu.cn
Shanghai Jiao Tong University
Shanghai, China

Weinan Zhang
wnzhang@apex.sjtu.edu.cn
Shanghai Jiao Tong University
Shanghai, China

Guanjie Zheng
gjz5038@ist.psu.edu
The Pennsylvania State University
University Park, United States

Yong Yu
yyu@apex.sjtu.edu.cn
Shanghai Jiao Tong University
Shanghai, China

ABSTRACT

The heavy traffic congestion problem has always been a concern for modern cities. To alleviate traffic congestion, researchers use reinforcement learning (RL) to develop better traffic signal control (TSC) algorithms in recent years. However, most RL models are trained and tested in the same traffic flow environment, which results in a serious overfitting problem. Since the traffic flow environment in the real world keeps varying, these models can hardly be applied due to the lack of generalization ability. Besides, the limited number of accessible traffic flow data brings extra difficulty in testing the generalization ability of the models. In this paper, we design a novel traffic flow generator based on Wasserstein generative adversarial network to generate sufficient diverse and quality traffic flows and use them to build proper training and testing environments. Then we propose a meta-RL TSC framework GeneraLight to improve the generalization ability of TSC models. GeneraLight boosts the generalization performance by combining the idea of flow clustering and model-agnostic meta-learning. We conduct extensive experiments on multiple real-world datasets to show the superior performance of GeneraLight on generalizing to different traffic flows.
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1 INTRODUCTION

With the rapid development of cities, the traffic congestion problem has become more and more severe, which significantly affects people’s daily lives. Optimizing traffic signal control (TSC) systems is an important way to alleviate traffic congestion [34].

Regarding TSC as a sequential decision-making problem, researchers have recently started to explore the TSC solutions with reinforcement learning (RL), and have achieved promising results [7, 22–25, 29]. Like the solutions of RL for game playing [21], these methods train the TSC policy in a traffic simulator with a traffic flow, and test the solution using the same traffic flow just like playing the same game. However, the real-world situation is much more complicated as the traffic flow is always changing. Figure 1 shows the real traffic flow of a single intersection in Hangzhou, China during three time periods. For each route, we count the number of vehicles in each time interval. As can be easily observed, the traffic flow varies a lot for different time periods. Obviously, under current settings, the aforementioned models are prone to overfitting to one traffic flow environment, and their performance may severely

Figure 1: Traffic flow during three time periods (7-8a.m.;8-9a.m.;9-10a.m.) for a single intersection in Hangzhou, China. For each route, we count the number of vehicles in each time interval (10 minutes).
deteriorate if the traffic flow environment changes. This lack of generalization ability brings great difficulties of deploying these models to the real-world.

The only existing RL-based TSC algorithm that considers the generalization ability is MetaLight [26]. MetaLight aims to find a generalized model for any type of intersection and phase settings. For example, MetaLight can be trained on a four-way intersection environment while being tested on a three-way intersection. However, instead of different state and action spaces which can be solved with more training time, different traffic flow environments is more critical and practical. The deployed TSC model must have the ability to handle different patterns of traffic flow (heavy or light, uniform or non-uniform).

In this paper, we aim at increasing the generalization ability of RL-based TSC algorithms to different traffic flow environments. To achieve this goal, we need to overcome two main challenges. First, the validation of a TSC algorithm may need a large amount of traffic data, whereas we can only acquire limited traffic data collected in the real-world due to the privacy and device accuracy issues. For example, in the single intersection data collected in Hangzhou, China [23, 29, 38], we only have eleven one-hour real traffic flows. If we simply test our model on all these eleven traffic flow environments, our model may just overfit to these environments. Another challenge is how our model can quickly adapt to different traffic flows as the flow distribution in real-world may vary a lot from regular time to rush hours, from one region to another. We hope the TSC model can quickly adapt to different traffic flow environments, especially those that the model has not been trained on.

In this paper, to address the limited data issue, we design a novel traffic flow generator based on Wasserstein generative adversarial network (WGAN) [15] to generate sufficient diverse and quality traffic flows within various similarity levels as the real-world traffic. Based on the generated traffic flows, we can set up traffic environments for training and testing. Furthermore, to improve the generalization ability, we propose GeneraLight, an enhanced model-agnostic meta-learning (MAML) framework. GeneraLight combines the idea of flow clustering [31] and the MAML-based meta reinforcement learning algorithm [8] which learns prior knowledge from the traffic flow environments in the training set to better adapt to the new traffic flow environments in the test set.

In summary, the technical contributions can be listed as follows.

- To the best of our knowledge, we are the first to improve the generalization ability of TSC models which aims to make TSC models generalize to different traffic flow environments.
- We design a WGAN-based flow generator to resolve the limited real data issue and build the train set and test set as a proper way to test the generalization ability of TSC methods.
- We propose GeneraLight to improve the generalization ability of TSC models, which combines the idea of flow clustering and meta RL. GeneraLight can quickly adapt to different flow environment.

2 RELATED WORK

Reinforcement Learning for Traffic Signal Control. Traffic signal control is an important topic in transportation field for decades, which aims to optimize people’s travel time by rescheduling the traffic signal plans. People in transportation fields have proposed many methods that highly rely on prior human knowledge [18, 33, 34]. Recently, using reinforcement learning to control the traffic signal has become a popular topic [32, 39]. Learning-based traffic signal control method is more general in application since it does not require any manually predefined signal plans. Earlier learning-based works mainly utilize the idea of tabular Q-learning with discrete state representations [1, 2].

Since the idea of deep reinforcement learning was proposed, people start to apply deep reinforcement learning methods to the TSC problem. IntelliLight [22] first uses DQN [21] to solve TSC problem. FRAP [29] focuses on improving model performance by reducing the exploration space. CoLight [23] proposes to use the multi-head attention [37] to coordinate the traffic signals in multi-intersection environment. DemoLight [25] proposes to let reinforcement learning agents learn from some simple models to speed up the training process. PressLight [24] redesigns the representation of state and reward, and get good performance in both single and multiple intersection environments. MPLight [7] successfully conduct experiments on the super-large road network of 2510 intersections.

However, the aforementioned RL methods have one common problem that they did not consider the generalization in different traffic environments. In most papers, they train their agents for many rounds in one environment and test their agents in the same environment. MetaLight [26] is the only exception which aims to train and test one agent for different intersections, such as train one agent on a four-way intersection and test it on a five-way intersection. MetaLight mainly focuses on the difference of action and observation spaces. In this paper, we aim to design a TSC model that can be generalized to different traffic flow environments.

Meta Reinforcement Learning. Meta reinforcement learning aims to solve a new reinforcement learning [35] environment by utilizing the experience learned from a set of environments. Early approaches use a recurrent network to learn from the experience in the training environments, such as RL2 [27] and [12]. Then, SNAIL [16] combines the idea of wavenet [36] and RL2 to better utilize historical information. EPG [17] uses a meta loss function to store the information of different environments. MetaGenRL [13] improves EPG by redesign the meta loss function by gradient descent to save training time. MAESN [3] adds noise as a part of the state to enhance the exploration ability of policy. Some people think robust optimization [9, 28] is also a possible solution. EPOPT [5] searches the environment in train set to find some hard environments, and optimize the policy on the hard environments. RARL [14] uses adversarial networks [11] to improve the robustness of model. People have recently proposed novel unsupervised learning-based models to improve the generalization ability [4, 6].

MAML [8] is the most popular meta-learning algorithm that aims to optimize the global parameter initialization, which significantly improves the effectiveness and efficiency of reinforcement learning in new environments. However, people find that only one global initialization is not enough for diverse environments: MUMOAMAML [19] uses environment-specific global initialization for different environments. HSML [10] aims to tailor the global initialization to each environment, by a hierarchical structure that

1https://traffic-signal-control.github.io/#open-datasets
combines the embedding of environments and global initialization. In this paper, we follow the tailoring idea and propose GeneraLight, which combines the idea of flow clustering to better tailor the global initialization to different environments.

3 PRELIMINARIES

We first explain some key concepts in traffic signal control problem, which are widely accepted by previous work [7, 22–24, 29, 38].

- **Roadnet.** A roadnet $G$ is abstracted from some parts of the real city, including $N$ intersections and a number of roads connecting the intersections. Each road consists of several different lanes.
- **Traffic Movement.** For each intersection $i$, we denote the set of incoming lanes and outgoing lanes of an intersection as $L_{in}$ and $L_{out}$ respectively. A traffic movement is defined as the traffic traveling across an intersection from one incoming lane $l_1$ to an outgoing lane $l_2$, which we denote as $(l_1, l_2)$.
- **Phase.** Traffic signals control the corresponding traffic movements, with the green signal indicating the movements are allowed and the red signal indicating the movements are prohibited. We denote the signal of movements as $a(l_1, l_2)$, where $a(l_1, l_2) = 1$ indicates the green light is on for movement $(l_1, l_2)$, and $a(l_1, l_2) = 0$ indicates the red light is on for movement $(l_1, l_2)$.
- **Traffic Flow.** Traffic flow $V$ consists of vehicle movements. For each vehicle $i$, we have $r_i$ which is the route it follows and departure time $t_i$. To get a global picture of each traffic flow, we define $R$ as the set of different routes and partition departure time $t$ into $T$ time intervals and use a two-dimensional $|R| \times T$ vector to define the statistics of a particular traffic flow $V$ where we count the vehicles of each route $r$ in each time interval $t$, shown as

$$V = [V_1, V_2, \cdots, V^{[R]}],$$

$$V^r = [V^r_1, V^r_2, \cdots, V^r_T].$$

(1)

In most previous RL-based TSC methods, traffic flow is unchanged and remains the same when training and testing.
- **Traffic Environment.** Based on given traffic flow, the traffic environment will push vehicles into the roadnet at the corresponding departure time, and simulate vehicles travelling in the roadnet following its route. TSC algorithms can control each traffic signal according to current traffic.
- **Distribution of Traffic Flows.** The traffic flow is always changing in the real world. Therefore, we regard the set of traffic flows as samples of a traffic flow distribution $D$. In particular, we regard the traffic flows in our dataset as the samples from the traffic flow distribution $D_0$ (0 denoting zero Wasserstein distance which will be explained soon).
- **Distance between Traffic Flow Distributions.** We use Wasserstein distance [15] to define the difference between a new traffic flow distribution $D_d$ and $D_0$, as Equation (2) shows

$$\text{W-dis}(D_d, D_0) = \inf_{\xi \in \prod\{D_d, D_0\}} \mathbb{E}_{(x, y) \sim \xi} [\|x - y\|].$$

(2)

where $\prod\{D_d, D_0\}$ denotes the set of all joint distributions $\xi(x, y)$ whose marginals are respectively $D_d$ and $D_0$.

**Problem Setting.** In this paper, we focus on improving the generalization ability of TSC methods to different traffic flows. We first generate traffic flow distributions that have different Wasserstein distance between $D_0$ with the help of WGAN. We use subscripts to show different W-distance between $D_0$ of a new traffic flow distribution (e.g. $D_{0,1}$). We will introduce the detail of this WGAN module in Section 4.1. Agents are trained in the traffic environments using traffic flows sampled from $D_0$, and are tested in new traffic environments using traffic flows generated from $D_{test}$. The goal of agents is to minimize the average travel time (explained in 5.4) of all vehicles on both training and testing traffic flow distribution.

4 METHOD

In this section, we will introduce the main modules of our proposed method. First, we propose a WGAN-based model to generate the train and test traffic flow environments for our RL model. WGAN is known to be one of the state-of-the-art methods for fitting data distribution and generating new data [15]. Then, we briefly introduce our RL model for traffic signal control, based on a state-of-the-art method named PressLight [24]. Finally, to improve the generalization ability of the RL-based model, we combine the idea of flow clustering and model-agnostic meta-learning (MAML), and propose the enhanced meta reinforcement learning TSC algorithm GeneraLight. We will illustrate each of these three modules in the following sections.

4.1 WGAN-based Traffic Flow Generator

Due to the difficulty of collecting real data, there are only eleven different traffic flows in one of our datasets, which is obviously insufficient. Since traffic flow in the real world is always changing, we need to make sure our model can adapt to the traffic flows that are different from the traffic flows they have experienced when training. Therefore, we decide to use WGAN to generate more traffic flows given the collected ones. The fundamental idea of WGAN is to optimize the following two loss functions alternatively:

$$L_d = \mathbb{E}_{x \sim D_{data}} [F(x)] - \mathbb{E}_{x \sim D_0} [F(x)],$$

$$L_g = \mathbb{E}_{x \sim D_0} [F(x)] - \mathbb{E}_{x \sim D_{test}} [F(x)] = -\mathbb{E}_{x \sim D_{test}} [F(x)].$$

(3)

where $L_d$ and $L_g$ denote the loss function of the discriminator and the generator respectively, $D_r$ and $D_g$ denote the distribution of real data and generated data respectively, $F$ is the neural network to be optimized. Note that in the loss function of the generator, the first term is removed since it is not related to the generator.

In our implementation, the output of the generator will be the generated traffic flows, with the format defined in Equation 1. Besides, we have made some modifications to make the model meet our requirements:

4.1.1 Proper Wasserstein Distance. The objective of WGAN is to reduce the Wasserstein distance (W-distance) between generated data distribution and real data distribution. However, in our problem, if the generated traffic flow distribution is too similar to $D_0$, there is no way to utilize generated traffic flow distribution to test the generalization ability of models. Therefore, we constrain the W-distance to a fixed number $\epsilon$ by changing the loss function of the generator, as Equation (4) shows. By this new loss function, the generator can generate traffic flow distribution that satisfies its W-distance between $D_0$ is a fixed number $\epsilon$. 

$$L_g = \mathbb{E}_{x \sim D_0} [F(x)] - \mathbb{E}_{x \sim D_{test}} [F(x)] = -\mathbb{E}_{x \sim D_{test}} [F(x)] + \lambda \text{W-dis}(D_g, D_0).$$

(4)
\[ L_g = (W(D_r, D_g) - \epsilon)^2 = (\mathbb{E}_{x \sim D_r}[F(x)] - \mathbb{E}_{x \sim D_g}[F(x)])^2 \]  

### Other Constraints
Apart from the original Wasserstein distance, we also add more criteria to make the generated traffic flows more real. First, we add a constraint that the amount of vehicles in the generated traffic flow cannot vary more from the one in the dataset, to avoid the generator simply increasing the amount of vehicles to extend the Wasserstein distance. Then, we add another constraint to make sure the variation of vehicle count between two adjacent time intervals cannot be too drastic since vehicle count in the real world cannot vary dramatically in one-time interval. We add these two constraints into the loss function of the generator, represented by \( L_{sum} \) and \( L_{delta} \). The final loss function of the generator is the combination of all these losses, with \( k_1 \) and \( k_2 \) as hyperparameters of discount factors:

\[ L_g = (W(D_r, D_g) - \epsilon)^2 + k_1 \cdot L_{sum} + k_2 \cdot L_{delta} \]  

### Implementation of the Discriminator
In the original design of WGAN, the neural network of the discriminator \( F \) is implemented by several two-dimensional convolution layers. However, in our problem, the relation of the vehicle count with the same routes is apparently more important than the relation of vehicle count with different routes. Therefore, we apply one-dimension convolution layers on the vehicle count vector of every route. Then, we let the results of 1-D convolution layers pass fully connected layers to learn the relations between different routes as:

\[
\begin{align*}
    \text{for } m \in [0, \lceil |R| \rceil) : & \\
    h_1^m &= \text{Conv}(V^m) \\
    e^m &= \text{Conv}(h_1^m) \\
    o &= W_1 \cdot e + b_1 
\end{align*}
\]

where the convolution layers are configured with 1x5 filters, the stride of 1, and Sigmoid activation function.

With the help of the modified WGAN, we can generate traffic flow distributions, of which the Wasserstein distance to \( D_0 \) is a fixed number \( \epsilon \). By setting \( \epsilon \) to 0.005, 0.01, 0.05, 0.1, we can generate traffic flow distributions \( D_{0.005}, D_{0.01}, D_{0.05}, D_{0.1} \), as the \( D_{test} \) required in the problem definition. Note that we also use WGAN to expand the collected real traffic flows using samples from \( D_0 \). Figure 2 shows the framework of our WGAN-based traffic flow generator.

### RL Model for Traffic Signal Control
In this subsection, we introduce the design of the RL agent and learning process with PressLight [24] as our backbone algorithm. We first introduce the definition of state, action, and reward for the RL agent that controls an intersection. Note that our goal is to improve the generalization ability of TSC models, therefore, our GeneraLight framework can be compatible with all TSC models including PressLight.

- **State (Observation).** Our state includes the current phase \( \phi \), the number of vehicles on each outgoing lane \( x(l_2)(l_2 \in L_{out}) \), and the number of vehicles on every incoming lane \( x(l_1)(l_1 \in L_{in}) \).

Note that the definition of state can be apply to multi-intersection scenario, which equals to the definition of observation in multi-agent RL.

- **Action.** The action of each agent is to choose the phase for the next time interval. In this paper, each agent has eight permissible actions, corresponding to eight phases that are generally accepted and reasonable in previous work. [29].

- **Reward.** We define the reward of each agent as the negative of the pressure on the intersection it controls, as Equation (7) shows.

\[
\begin{align*}
    w(l_1, l_2) &= \frac{x(l_1)}{x_{max}} - \frac{x(l_2)}{x_{max}(l_2)} \\
    P_l &= \sum_{(l_1, l_2) \in i} w(l_1, l_2) \\
    r_i &= -P_l 
\end{align*}
\]

where \( x(l) \) is the number of vehicles on lane \( l \), \( x_{max}(l) \) is the maximum permissible vehicle number on lane \( l \), \( W(l_1, l_2) \) is the pressure of movement \((l_1, l_2)\), and \( P_l \) is the pressure of the intersection \( i \), defined as the sum of the absolute pressures over all traffic movements. Finally, we define the reward of agent \( r_i \) as the negative value of \( P_l \). We hope that the vehicles within the traffic system can be evenly distributed by minimizing \( P_l \), since the pressure \( P_l \) indicates the degree of disequilibrium between vehicle density on the incoming and outgoing lanes. It has been justified that this reward definition can ultimately minimize the vehicles’ average travel time [24].

In this paper, we adopt Deep Q-Network (DQN) [21] as the function approximator to estimate the Q-value function. This Q-value function network \( f_Q \) takes state as input and predicts the Q-value for each action, to get a better reward. Similar to prior work, we maintain an experience replay memory \( M \) that stores the experience of agents, defined as transition \((s_t, a_t, r_t, s_{t+1}')\) (denoting state, action, reward and state of next step respectively). As the traffic simulator runs, we add new transitions to the replay memory \( M \) and remove old transitions continuously, and the agents will take samples from the replay memory to update their neural networks.
4.3 GeneraLight Framework

Finally, we introduce our GeneraLight framework, which reuses previously learned knowledge to adapt to different traffic environments. GeneraLight follows the idea of the gradient-based meta-reinforcement learning framework MAML, and its variants Multimodal Model-Agnostic Meta-Learning (MUMOMAML) [19] and Hierarchical Structured Meta-learning (HSML) [10]. In the original design, MAML aims to find a proper global initialization $\theta_0$ that can adapt to all environments in the distribution. However, some researchers find that only one global initialization is not always enough for all complicated environments. They propose the idea to tailor global initialization to each specific task. This situation also holds in traffic signal control problems, where traffic flow may vary a lot from regular time to rush hours, from one region to another. To overcome this issue, GeneraLight utilizes the idea of clustering to train a suitable parameter initialization with specific traffic flow environments, while maintaining a set of global parameter initializations. It turns out the clustering idea does improve the performance compared to the origin MAML in our experiments. The whole process of GeneraLight is described in Algorithm 1 for meta-training, and Algorithm 2 for meta-testing. The framework of GeneraLight is shown in Figure 3. We will explain the details in the following subsections.

4.3.1 Flow Clustering. When we try to apply MAML to the traffic signal control model, we find that different traffic flows fed to the traffic environment will make different influences on the experience acquired by RL agents, especially the patterns of state, action, and reward. In addition, we notice that the average travel time of vehicles will intuitively reflect the complexity of the traffic flow environment. With the help of these patterns, we think it is worth trying to recognize traffic flows and tailor them to different parameter initializations.

We design four feature collectors $S, A, R, T'$, to collect state, action, reward, and average travel time features when training with each traffic flow. When clustering, we use k-means [31] which execute three steps alternatively: First, randomly initialize global parameters $\{\theta_0^j\}$, and flow-cluster mapping $C_m$; Second, after every $C_u$ training rounds, calculate the average feature of all feature collectors in each cluster $j$, and use the average feature as the feature of the cluster centroid; Third, for every traffic flow, calculate the distance between its features and the features of all cluster centroids. It will choose the nearest one as its new cluster, and update the flow-cluster mapping $C_m$.

4.3.2 Meta-Training Process. As we mentioned before, our RL agent has a Q-value network $Q(s, a)$ to be optimized. As the training progresses, the experience of agents will be stored in the replay memory $M_i$, separated by each traffic flow.
During the meta-training process, with each traffic flow \( V_i \) fed to the traffic environment, the parameter initialization \( \theta_i \) is set by the global parameter initialization \( \theta^0_j \) of the corresponding cluster \( j \). We maintain a flow-cluster mapping \( C_m \) to find the corresponding cluster given a traffic flow. Then, the parameter \( \theta_i \) is updated at every several timesteps by gradient descent, taking one gradient step as exemplary:

\[
\theta_i \leftarrow \theta_i - \alpha \nabla_\theta \mathcal{L}(f_\theta; M_i), \tag{8}
\]

where \( \alpha \) is the step size, \( \mathcal{L} \) is the loss function to optimize \( \theta_i \):

\[
\mathcal{L}(f_\theta; M_i) = \mathbb{E}_{s,a,r,s' \sim M_i} \left[ y + \gamma \max_{a'} Q(s', a'; f_\theta^i) - Q(s, a; f_\theta) \right]^2, \tag{9}
\]

where \( \gamma \) is the discount factor for future reward, and \( f_\theta^i \) are the parameters of target Q-value network.

After updating \( \theta_i \), we use the updated neural network \( f_\theta \) to generate and store new experience in the replay memory \( M_j \) of the corresponding cluster. Then, we use the newly sampled transitions to update the global parameter initializations in each cluster, with \( \beta \) as step size. Take one gradient step as exemplary: \( \theta_i^0 \leftarrow \theta_i^0 - \beta \nabla_\theta \mathcal{L}(f_\theta; M_j) \).

4.3.3 Meta-Testing Process. In the meta-testing process, we sample new traffic flows from the traffic flow distributions in test set, and feed the new traffic flows to the traffic environment. Then, we put the trained agents in the new traffic environments. However, a problem raised that how to tailor the new traffic flow to existing global parameter initializations in the meta-training process. To solve this problem, we design a cluster predictor, which contains a neural network defined as \( f_\theta \). The cluster predictor will predict cluster index based on the features in feature collectors \( S, A, R \). We will update the parameter of predictor \( \theta_B \) during the meta-training process, according to the results of \( k \)-means every time. Therefore, we can get a well-trained predictor after the meta-training process via Equation (10), with \( \eta \) as step size.

\[
\theta_B \leftarrow \theta_B - \eta \nabla_\theta \sum_i \mathcal{L}(f_\theta(S_i, A_i, R_i), C(M_i(V_i))). \tag{10}
\]

Note that, we only train the predictor in the meta-training process. We admit that the network of the predictor may be unstable at the beginning of the training process. However, it turns out that the predictor will reach convergence after the clustering mapping become stable in our experiments.

Then, we can utilize this predictor to tailor traffic flows in the test set. In general, when we start to train agents in a new environment, we need to let the agent explore randomly for a short period of time to better adapt to the new environment [26]. Therefore, we can take advantage of this warm-up period. During this period, we use feature collectors to collect state, action and reward features in the new environment. When learning start time ends, we feed features in \( S, A, R \) to the cluster predictor, get the suitable cluster index \( j \), and use \( \theta^0_j \) to initialize the parameters of agents. Then, we use Equation (8) again to update the parameters.

5 EXPERIMENT

5.1 Environment settings

We conduct experiments on Cityflow \(^3\) [30], an open-source traffic simulation platform. Specifically, Cityflow is used as the environment to provide the state and reward of the traffic control agents and execute the action of agents by changing the phase of traffic lights. We will feed the traffic flows sampled from traffic flow distributions to Cityflow in each experiment. Our code has been released on a GitH ub repository\(^4\).

5.2 Datasets

We use three public real-world datasets\(^5\)[23, 29, 38]. Roadnets are abstracted from OpenStreetMap\(^6\), and traffic flows are extracted from observed real-world data such as surveillance cameras data and vehicle trajectory data. Specifically, the first dataset contains one intersection in Hangzhou (1x1); the second dataset contains five intersections in Atlanta (1x5); the third dataset contains 16 intersections in Hangzhou (4x4).

5.3 Compared Methods

To evaluate the generalization ability and effectiveness of our proposed model, we compare our method with the following methods:

- DQN \([21]\) simply applies the DQN framework in the traffic signal control problem. It uses the positions of vehicles on the road as state and combines several measures into the reward function.
- IntelliLight \([22]\) is also a DQN-based method, which uses richer representations of the traffic information in the state and reward.

\(^{3}\)https://github.com/cityflow-project/CityFlow
\(^{4}\)https://github.com/only-changer/GeneraLight
\(^{5}\)https://traffic-signal-control.github.io/#open-datasets
\(^{6}\)https://www.openstreetmap.org
We choose the average travel time as our evaluation metric, which with traffic flows sampled from it. Notice that we show two kinds of improvement in our result, one is calculated using raw average travel time, and the other one (relative improvement) is calculated with respect to FreeFlow as

\[ \Delta = \frac{(\text{baseline} - \text{FreeFlow}) - (\text{GeneraLight} - \text{FreeFlow})}{\text{baseline} - \text{GeneraLight}} \]  

(11)

Since no TSC method can perform better than the lower bound FreeFlow, the relative improvement serves as a more accurate measurement for the true performance boost.

5.5 Generated Flow Distributions

In the flow generation algorithm, we regard collected real traffic flows as the samples of traffic distribution \( D_0 \). Since we only have eleven real traffic flow in our dataset, we utilize the idea of data augmentation. Specifically, we shuffle some traffic flows by exchanging the flows in some routes. We also manually make some synthetic traffic flows, such as Poisson, Uniform and Gaussian distribution and mix them in the origin traffic flows.

Generated flow distributions are important to verify the generalization ability of methods. Therefore, we first take a look at the results of the WGAN-based flow generator. We use generated traffic flows and real traffic flows in the Hangzhou 1x1 dataset as demonstrations. We show samples from \( D_0, D_{0.005}, D_{0.01}, D_{0.05}, D_{0.1} \) in Figure 4 and Figure 5. For simplicity, the sampled traffic flow contains four different routes and twelve time intervals. We can see that the gap between the generated traffic flow and the real traffic flow significantly increases as the W-distance increases.
Table 1: Overall performance comparison on Hangzhou 1x1 roadnet, where $D_0$ is the traffic flow distribution for training, $D_{0.005}$, $D_{0.01}$, $D_{0.05}$, $D_{0.1}$ are the generated traffic flow distributions for testing (subscripts show the Wasserstein Distance between $D_0$). Average travel time is reported in the unit of second. “Improvement” under GeneralLight shows the improvement over the best baseline. “Improvement” in the last row shows the relative improvement with respect to FreeFlow in Equation (11).

|                | $D_0$  | $D_{0.005}$, $W$-dis = 0.005 | $D_{0.01}$, $W$-dis = 0.01 | $D_{0.05}$, $W$-dis = 0.05 | $D_{0.1}$, $W$-dis = 0.1 |
|----------------|--------|-------------------------------|-------------------------------|-------------------------------|-------------------------------|
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5.6 Overall Performance

We train and test our method on all three datasets. GeneralLight performs the best on all datasets with all test distributions. Below we take a close look at the experiment on each dataset.

5.6.1 Hangzhou 1x1. In the Hangzhou 1x1 dataset, we compare our method with all baselines except CoLight, since CoLight is designed for multi-intersections, which is similar to another method DQN when applied to single intersection roadnet. Baselines combined with MAML are shown by the “+MAML” rows under the origin baselines. It shows that MAML improves the generalization ability of methods since all baselines combined with MAML perform much better than original baselines.

We can see that GeneralLight achieves the lowest average travel time in all traffic flow distributions. DQN and IntelliLight perform similarly in test traffic flow distributions since IntelliLight is the first proposed RL-based traffic signal control method whose optimization is very limited. DDPG performs badly compared to other baselines, which may because DDPG is designed for continuous action space instead of discrete action space in our traffic signal control problem. Though the results of FRAP, PressLight, and MetaLight are close to the result of our method in traffic flow distribution $D_0$, their performance drops when we increase the distance between test traffic flow distribution and train traffic flow distribution.

With increasing W-distance of test traffic flow distribution, the performances of all the methods tend to downgrade, while GeneralLight maintains decent performance. When the W-distance of test traffic flow distribution is less than 0.05, the performance of GeneralLight only fluctuates slightly compared to the performance.
We compare the most important hyperparameter in GeneraLight CoLight 16-agent reinforcement learning. Therefore, we use sampled traffic flows as the metric. When setting cluster number Hangzhou 1x1 dataset, and use the mean average travel time of all GeneraLight pacts the performance of 5.7 Hyperparameter Study high, showing the effectiveness of our method.

Table 3: Overall performance comparison on Hangzhou 4x4 roadnet. Definitions are the same as in Table 1.

|          | $D_0$  | $D_{0.05}$, W-dis = 0.005 | $D_{0.01}$, W-dis = 0.01 | $D_{0.05}$, W-dis = 0.05 | $D_{0.1}$, W-dis = 0.1 |
|----------|--------|---------------------------|---------------------------|---------------------------|---------------------------|
|          | Max    | Min    | Mean | Max    | Min    | Mean | Max    | Min    | Mean | Max    | Min    | Mean | Max    | Min    | Mean | Max    | Min    | Mean |
| DQN      | 979.1  | 846.6  | 921.0 | 1016  | 935.7  | 986.7 | 1069  | 964.1  | 1010 | 1127  | 1024  | 1088 | 1284  | 1299  | 1249 |
| +MAML    | 530.1  | 394.8  | 448.2 | 605.0  | 462.0  | 529.5 | 707.9 | 504.2  | 617.0 | 855.8 | 715.7 | 781.0 | 1147  | 884.4 | 1021 |
| PressLight | 395.9  | 386.4  | 389.9 | 439.8  | 415.7  | 426.6 | 484.2 | 436.2  | 460.3 | 662.0 | 585.7 | 592.9 | 855.1 | 749.2 | 813.4 |
| +PressLight | 468.1  | 395.6  | 424.0 | 597.9  | 468.9  | 520.5 | 712.4 | 569.1  | 634.5 | 909.8 | 665.9 | 801.4 | 1100  | 817.0 | 1004 |
| MetaLight | 514.4  | 425.0  | 497.2 | 587.9  | 512.9  | 545.6 | 671.6 | 580.5  | 637.8 | 643.9 | 571.9 | 672.4 | 937.9 | 814.2 | 861.1 |
| +MetaLight | 425.6  | 368.7  | 383.9 | 603.0  | 387.7  | 456.4 | 721.5 | 402.7  | 537.8 | 887.9 | 517.1 | 624.1 | 1040.4 | 926.2 | 886.2 |
| CoLight  | 502.7  | 390.9  | 397.5 | 490.4  | 424.8  | 452.0 | 531.7 | 458.6  | 482.9 | 643.1 | 513.0 | 570.2 | 785.4 | 638.0 | 718.3 |
| +CoLight | 385.1  | 376.3  | 380.0 | 410.2  | 393.6  | 402.0 | 458.7 | 409.4  | 432.2 | 582.0 | 443.5 | 493.5 | 652.2 | 579.8 | 622.5 |
| GeneraLight | Improvement  | 9.5% | 1.0% | 5.9% | 5.3% | 5.8% | 5.3% | 6.1% | 6.1% | 9.5% | 13.5% | 13.5% | 17.0% | 9.1% | 13.3% |
| +MAML | FreeFlow | Improvement  | 43.5% | 7.5% | 24.8% | 26.3% | 26.0% | 16.6% | 25.0% | 21.6% | 20.1% | 39.8% | 33.1% | 30.6% | 20.2% | 26.0% |

We can see that GeneraLight still performs the best in all traffic flow distributions. Note that when finding the best baseline in one traffic flow distribution, we select the one with the lowest mean travel time. Similar to the results in the Hangzhou 1x1 dataset, the improvement of our method is more significant when the W-distance of test traffic flow distribution is larger. When testing on the most challenging traffic flow distribution $D_0$, GeneraLight even achieves a more than 30% improvement.

5.6.2 Atlanta 1x5. For multi-intersection traffic control, we compare GeneraLight with DQN, PressLight, MetaLight, and CoLight, with and without MAML in both Atlanta 1x5 dataset and Hangzhou 4x4 dataset. When applying DQN, PressLight, and MetaLight to the multi-intersection scenario, each agent will be trained individually and regard other agents as part of the environment.

We can see that GeneraLight still performs the best in all traffic flow distributions. Note that when finding the best baseline in one traffic flow distribution, we select the one with the lowest mean travel time. Similar to the results in the Hangzhou 1x1 dataset, the improvement of our method is more significant when the W-distance of test traffic flow distribution is larger. When testing on the most challenging traffic flow distribution $D_0$, GeneraLight even achieves a more than 30% improvement.

5.6.3 Hangzhou 4x4. In the Hangzhou 4x4 dataset, we find that the performance of PressLight is unsatisfactory when applied to 16-agent reinforcement learning. Therefore, we use CoLight as the base RL model in GeneraLight.

We can see that General Light still performs the best. The performance of CoLight is much better than PressLight since CoLight has more optimization for multi-intersections. We notice that the raw improvement in this dataset is not as significant as before. Since the problem of traffic signal control in such a large roadnet is much harder than in 1x1 and 1x5 roadnet, the average travel times of all methods are very long. Though GeneraLight has saved more than one hundred seconds compared to baselines, the raw improvement of our method is as high as it supposed to be. However, the relative improvement which indicates real performance boost still remains high, showing the effectiveness of our method.

5.7 Hyperparameter Study

The most important hyperparameter in GeneraLight is the number of clusters. In Figure 6, we show how cluster amount impacts the performance of GeneraLight. We conduct experiments on Hangzhou 1x1 dataset, and use the mean average travel time of all sampled traffic flows as the metric. When setting cluster number on $D_0$. This has verified the generalization ability of our method facing new environments with different traffic flows.

5.8 Case Study

To show the generalization ability of our model, we take a closer look at the traffic control result in Hangzhou 1x1 dataset. As Figure 7 shows, we choose the traffic flow environment sampled from traffic flow distribution $D_{0.01}$, and compare GeneraLight with MetaLight, the best baseline in these settings. We can see that the performances of GeneraLight and MetaLight are similar at the beginning since the traffic flow is very gradual and steady. However, we can see there are two traffic surges at around 500s and 750s, as Figure 7(a) shows. These two traffic surges can be regarded as a form of traffic flow environmental change, which we hope the traffic control model can handle by its generalization ability. In the first traffic surge around 500s, the real-time vehicle count of GeneraLight and MetaLight to 1, it means we are not performing clustering when training. For each test flow distribution, we treat no cluster (cluster number is one) as baseline and show the relative travel time of different cluster by proportion.

We can see that GeneraLight achieves the best performance with the cluster number as 3, which verifies the necessity of flow clustering. However, as the cluster amount grows from 3 to 9, the performance of GeneraLight begins to drop since too many clusters will result in insufficient training samples in each cluster, which leads to underfitting. In general, 3 to 5 clusters are suitable for traffic signal control problems.
both begin to rapidly rise, indicating the traffic congestion occurs. As a result, GeneraLight successfully alleviates the congestion as the real-time vehicle count begins to decrease at around 600s, while MetaLight fails to handle the congestion and its real-time vehicle count continues to increase. Similar situation happens in the second traffic surge at around 750s. We can see that after two traffic surges, the real-time vehicle count of GeneraLight tend to decrease to the previous level, indicating that GeneraLight has relieved the traffic congestion twice. In contrast, MetaLight fails to deal with traffic congestion and the real-time vehicle count rises to a higher level and never goes down. The same conclusion is also shown in Figure 7(b), where the gap between the real-time average travel time of the two methods is clearly widened after the traffic congestion. Above all, GeneraLight has proven its generalization ability in this case study.

We also plot the probability of each cluster predicted by the cluster predictor during the first 200 steps. Figure 8: Probability of each cluster predicted by the cluster predictor during the first 200 steps.

6 CONCLUSION

In this paper, we aim at improving the generalization ability of RL-based traffic signal control methods in different traffic flow environment. We first design a WGAN-based traffic flow generator to generate more flows and use them to test the generalization of TSC models. Then, We propose GeneraLight, which combines the idea of flow clustering and MAML to improve the generalization ability of RL-based TSC models. GeneraLight uses the experience of agents as features to perform clustering and maintains a set of global parameter initializations. Extensive experiments show the superior generalization ability to different traffic flow environments of GeneraLight compared to various baselines. For future work, we will try to find more aspects of difference in traffic environments, such as different roadnets, instead of just different traffic flows.
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