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Abstract

The linear model, in which a set of observations is assumed to be given by a linear combination of columns of a matrix (often termed a dictionary), has long been the mainstay of the statistics and signal processing literature. One particular challenge for inference under linear models is understanding the conditions on the dictionary under which reliable inference is possible. This challenge has attracted renewed attention in recent years since many modern inference problems (e.g., high-dimensional statistics, compressed sensing) deal with the “underdetermined” setting, in which the number of observations is much smaller than the number of columns in the dictionary. This paper makes several contributions for this setting when the set of observations is given by a linear combination of a small number of groups of columns of the dictionary, termed the “block-sparse” case. First, it specifies conditions on the dictionary under which most block submatrices of the dictionary (often termed block subdictionaries) are well conditioned. In contrast to earlier works in block-sparse inference, this result is fundamentally different because (i) it provides conditions that can be explicitly computed in polynomial time, (ii) the provided conditions translate into near-optimal scaling of the number of columns of the block subdictionaries as a function of the number of observations for a large class of dictionaries, and (iii) it suggests that the spectral norm, rather than the column/block coherences, of the dictionary fundamentally limits the dimensions of the well-conditioned block subdictionaries. Second, in order to help understand the significance of this result in the context of block-sparse inference, this paper investigates the problems of block-sparse recovery and block-sparse regression in underdetermined settings. In both of these problems, this paper utilizes its result concerning conditioning of block subdictionaries and establishes that near-optimal block-sparse recovery and block-sparse regression is possible for a large class of dictionaries as long as the dictionary
satisfies easily computable conditions and the coefficients describing the linear combination of groups of columns can be modeled through a mild statistical prior. Third, the paper reports carefully constructed numerical experiments that highlight the effects of different measures of the dictionary in block-sparse inference problems.
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I. INTRODUCTION

Consider the classical linear forward model \( y = \Phi \beta \), which relates a parameter vector \( \beta \in \mathbb{R}^n \) to an observation vector \( y \in \mathbb{R}^p \) through a linear transformation (henceforth referred to as a dictionary) \( \Phi \in \mathbb{R}^{n \times p} \). This forward model, despite its apparent simplicity, provides a reasonable mathematical approximation of the reality in a surprisingly large number of application areas and scientific disciplines [4–6]. While the operational significance of this linear (forward) model varies from one application to another, the fundamental purpose of it in all applications stays the same: \textit{given knowledge of } \( y \) \textit{and } \( \Phi \), \textit{make an inference about } \( \beta \). However, before one attempts to solve an inference problem using the linear model, it is important to understand the conditions under which doing so is even feasible. For instance, inferring anything about \( \beta \) will be a moot point if the nullspace of \( \Phi \) were to contain \( \beta \). Thus, a large part of the literature on linear models is devoted to characterizing conditions on \( \Phi \) and \( \beta \) that facilitate reliable inference.

Classical literature on inference using linear models proceeds under the assumption that the number of observations \( n \) equals or exceeds the number of parameters \( p \). In this setting, conditions such as \( \Phi \) being full column rank or \( \Phi \Phi^* \) being well conditioned—both of which can be explicitly verified—are common in the inference literature [4, 7, 8]. In contrast, there has recently been a growing interest to study inference under linear models when \( n \) is much smaller than \( p \). This setting is the hallmark of high-dimensional statistics [9], arises frequently in many application areas [10], and forms the cornerstone of the philosophy behind compressed sensing [11, 12]. It of course follows from simple linear algebra that inferring about every possible \( \beta \) from \( y = \Phi \beta \) is impossible in this setting; instead, the high-dimensional inference literature commonly operates under the assumption that \( \beta \) has only a few nonzero parameters—typically on the order of \( n \)—and characterizes corresponding conditions on \( \Phi \) for reliable inference. Some notable conditions in this regard include the spark [13], the restricted isometry property [14], the irrepresentable condition [15], the incoherence condition [16], the restricted eigenvalue assumption [17], and the nullspace property [18]. While these and other conditions in the literature differ from each other in one way or the other, they all share one simple fact: \textit{requiring that } \Phi \textit{ satisfies one of these conditions implies that one or more column submatrices (subdictionaries) of } \Phi \textit{ must be full column rank and/or well conditioned.} Unfortunately, explicitly verifying that \( \Phi \) satisfies one of these properties is computationally daunting (NP-hard in some cases [19]), while indirect means of verifying these conditions provide rather pessimistic bounds on the dimensions of subdictionaries of \( \Phi \) that are well conditioned [20].
In a recent series of seminal works, several researchers have managed to circumvent the pessimistic bounds associated with verifiable conditions on $\Phi$ for high-dimensional inference by resorting to an average-case analysis [21–26]. Representative work by Tropp [23, 24], for instance, shows that most subdictionaries of $\Phi$ having unit-$\ell_2$-norm columns are guaranteed to be well conditioned when the number of columns in the subdictionary is proportional to $p/(\|\Phi\|_2^2 \log p)$—provided that correlations between the columns of $\Phi$ do not exceed a certain threshold, a condition readily verifiable in polynomial time. In particular, these results imply that if $\Phi$ is a unit norm tight frame [20], corresponding to $\|\Phi\|_2^2 = p/n$, then it can be explicitly verified that most subdictionaries of $\Phi$ of dimension $n \times O(n/\log p)$ are well conditioned. The biggest advantage of such average-case analysis results for the conditioning of subdictionaries of $\Phi$ lies in their ability to facilitate tighter verifiable conditions for inference under the linear model using an arbitrary (random or deterministic) dictionary $\Phi$. Several works in this regard have been able to leverage the results of [23, 24] to provide tighter verifiable conditions for average-case sparse recovery [27, 28] (i.e., obtaining $\beta$ from $y = \Phi \beta$ à la compressed sensing [11, 12]), average-case model selection [29] (i.e., estimating locations of the nonzero entries of $\beta$ from $y = \Phi \beta +$ noise), and average-case linear regression [29] (i.e., estimating $\Phi \beta$ from $y = \Phi \beta +$ noise).

A. Our Contributions

Our focus in this paper is on inference under the linear model in the “$n$ smaller than $p$” setting, in the case when $\beta$ not only has a few nonzero parameters, but also its nonzero parameters exhibit a certain block (or group) structure. Specifically, we have $\beta = [\beta_1^* \beta_2^* \ldots \beta_r^*]^*$ with $\beta_i \in \mathbb{R}^m$ for $m, r \in \mathbb{Z}_+, p = rm$, and only $k \ll r$ of the $\beta_i$'s are nonzero (sub)vectors. Such setups are often referred to as block sparse (or group sparse) and arise in various contexts in a number of inference problems [30–34]. The most fundamental challenge for inference in this block-sparse setting then becomes specifying conditions under which one or more block subdictionaries of $\Phi$ are full column rank and/or well conditioned. A number of researchers have made substantial progress in this regard recently, reporting conditions on $\Phi$ in the block setting that mirror many of the ones reported in [13–18] for the classical setup; see, e.g., [30, 31, 35–60]. However, just like in the classical setup, verifying that $\Phi$ satisfies one of these properties in the block setting ends up being either computationally intractable or results in rather pessimistic bounds on the dimensions of block subdictionaries of $\Phi$ that are well conditioned. In contrast to these works, and in much the same way [21–26] reasoned in the classical case, we are interested in overcoming the pessimistic bounds associated with verifiable conditions on $\Phi$ for high-dimensional inference in the block-sparse setting by resorting to an average-case analysis.

Our first main contribution in this regard is a generalization of [23, 24] that establishes that most block subdictionaries of $\Phi$ having unit $\ell_2$-norm columns are guaranteed to be well conditioned with the number of blocks in the subdictionary proportional to $r/(\|\Phi\|_2^2 \log p)$ provided that $\Phi$ satisfies a polynomial-time verifiable condition that we term the block incoherence condition. In particular, these results also imply that if $\Phi$ is a unit norm tight

Recall Landau’s notation: $f(x) = O(g(x))$ if there exist some $c_0, x_0$ such that $f(x) \leq c_0 g(x)$ for all $x \geq x_0$. 

frame then it can be explicitly verified that most block subdictionaries of \(\Phi\) of dimension \(n \times O(n/\log p)\) are well conditioned.

While our ability to guarantee that most block subdictionaries of a dictionary that satisfies the block incoherence condition are well conditioned makes us optimistic about the use of such dictionaries in inference problems, there remains an analytical gap in going from conditioning of block subdictionaries to performance of inference tasks. Our second main contribution in this regard is the application of the result concerning the conditioning of block subdictionaries to provide tighter verifiable conditions for average-case block-sparse recovery (i.e., obtaining \(\beta\) from \(y = \Phi\beta\) with \(\beta\) being block sparse) and average-case block-sparse regression (i.e., estimating \(\Phi\beta\) from \(y = \Phi\beta + \text{noise with} \ \beta\) being block sparse).

Last, but not least, we carry out a series of carefully constructed numerical experiments to highlight an aspect of inference under the linear model that is rarely discussed in the related literature: the spectral norm of the dictionary \(\|\Phi\|_2\) influences the inference performance much more than any of its other measures. Specifically, our numerical experiments show that performances of block-sparse recovery and regression are inversely proportional to \(\|\Phi\|_2^2\) and tend to be independent of correlations between the columns of \(\Phi\) for the most part—an outcome that also hints at the possible (orderwise) tightness of our results concerning the conditioning of block subdictionaries.

B. Notational Convention and Organization

The following notation will be used throughout the rest of this paper. We use uppercase and lowercase Roman/Greek letters for matrices and vectors/scalars, respectively. Given a matrix \(A\), we use \(\|A\|_2\) and \(A^*\) to denote the spectral norm (\(\sigma_{\text{max}}(A)\)) and the adjoint operator of \(A\), respectively. Given a vector \(v\), we use \(\|v\|_q\) and \(v^*\) to denote the usual \(\ell_q\) norm and conjugate transpose of \(v\), respectively. Given a set \(S\), we use \(A_S\) (resp. \(v_S\)) to denote the submatrix (resp. subvector) obtained by retaining the columns of \(A\) (resp. entries of \(v\)) corresponding to the indices in \(S\). Given a random variable \(R\), we use \(E_{\cdot|R}\) to denote \(\left(\mathbb{E}[R^*]\right)^{1/2}\). Finally, \(\text{Id}\) denotes the identity operator, \(\otimes\) denotes a Kronecker product, and \(\langle\cdot,\cdot\rangle\) denotes an inner product.

The rest of this paper is organized as follows. Section II presents the main result of this paper concerning the conditioning of block subdictionaries. Section III leverages the result of Section II and presents an average-case analysis of convex optimization-based block-sparse recovery from noiseless measurements, along with some discussion and numerical experiments. Section IV makes use of the result of Section II to present an average-case analysis of block-sparse regression and the associated numerical experiments. Finally, some concluding remarks are provided in Section V. For the sake of clarity of exposition, we relegate the proofs of most of the lemmas and theorems to several appendices.

II. CONDITIONING OF RANDOM BLOCK SUBDICTIONARIES

In this section, we state and discuss the main result of this paper concerning the conditioning of block subdictionaries of the \(n \times p\) dictionary \(\Phi\). Here, and in the following, it is assumed that \(\Phi\) has a block structure that comprises \(r = p/m\) blocks of dimensions \(n \times m\) each; in particular, we can write without loss of generality that
\[ \Phi = [\Phi_1 \ \Phi_2 \ \ldots \ \Phi_r], \] where each block \( \Phi_i = [\phi_{i,1} \ \ldots \ \phi_{i,m}] \) is an \( n \times m \) matrix. We also assume throughout this paper that the columns of \( \Phi \) are normalized: \( \|\phi_{i,j}\|_2 = 1 \) for all \( i = 1, \ldots, r, \ j = 1, \ldots, m. \) The problem we are interested in addressing in this section is the following. Let \( S \subset \{1, \ldots, r\} \) with \( |S| = k \) and define an \( n \times km \) block subdictionary \( X = [\Phi_i : i \in S]. \) Then what are the conditions on \( \Phi \) that will guarantee that the singular values of \( X \) concentrate around unity? Since addressing this question for an arbitrary subset \( S \) is known to lead to either nonverifiable conditions or pessimistic bounds on \( k \) (cf. Section I-A), our focus here is on a subset \( S \) that is drawn uniformly at random from all \( \binom{r}{k} \) possible \( k \)-subsets of \( \{1, \ldots, r\}. \)

A. Main Result

Our main result concerning the conditioning of random block subdictionaries relies on a condition that we term the block incoherence condition (BIC).

**Definition 1** (Block Incoherence Condition). Define the intra-block coherence of the dictionary \( \Phi \) as

\[
\mu_I := \max_{1 \leq i \leq r} \|\Phi_i^* \Phi_i - \text{Id}_m\|_2
\]

and the inter-block coherence of the dictionary \( \Phi \) as\(^2\)

\[
\mu_B := \max_{1 \leq i \neq j \leq r} \|\Phi_i^* \Phi_j\|_2.
\]

We say that \( \Phi \) satisfies the block incoherence condition (BIC) with parameters \( (c_1, c_2) \) if \( \mu_I \leq c_1 \) and \( \mu_B \leq c_2 / \log p \) for some positive numerical constants \( c_1 \) and \( c_2. \)

Note that \( \mu_I \) measures the deviation of individual blocks \( \{\Phi_i\} \) from being orthonormal and is identically equal to zero for the case of orthonormal blocks. In contrast, \( \mu_B \) measures the similarity between different blocks and cannot be zero in the \( n \) smaller than \( p \) setting. Informally, the BIC dictates that individual blocks of \( \Phi \) do not diverge from being orthonormal in an unbounded fashion and the dissimilarity between different blocks scales as \( O(1 / \log p) \). The most desirable aspect of the BIC is that it can be verified in polynomial time. We are now ready to state our first result.

**Theorem 1.** Suppose that the \( n \times p \) dictionary \( \Phi = [\Phi_1 \ \Phi_2 \ \ldots \ \Phi_r] \) satisfies the BIC with parameters \( (c_1, c_2) \). Let \( S \) be a \( k \)-subset drawn uniformly at random from all \( \binom{r}{k} \) possible \( k \)-subsets of \( \{1, \ldots, r\} \). Then, as long as \( k \leq c_0 r / (\|\Phi\|_2^2 \log p) \) for some positive numerical constant \( c_0 \) that depends only on \( (c_1, c_2) \), the singular values of the block subdictionary \( X = [\Phi_i : i \in S] \) satisfy \( \sigma_i(X) \in [\sqrt{1/2}, \sqrt{3/2}], \ i = 1, \ldots, km, \) with probability with respect to the random choice of the subset \( S \) of at least \( 1 - 2p^{-4 \log^2}. \)

**Remark 1.** The interval \( [\sqrt{1/2}, \sqrt{3/2}] \) in Theorem 1 is somewhat arbitrary. In general, it can be replaced with \( [\sqrt{1-\epsilon}, \sqrt{1+\epsilon}] \) for any \( \epsilon \in (0, 1) \), resulting in the probability of success either increasing \( (\epsilon > 1/2) \) or decreasing \( (\epsilon < 1/2). \)

\(^2\)See [47] for a related measure of block coherence of a dictionary that is given by \( \mu_B/m. \)
In words, Theorem 1 states that if a dictionary satisfies the BIC then most of its block subdictionaries of dimensions $n \times km$ act as isometries on $\mathbb{R}^{km}$ for $k = \mathcal{O}(r/(\|\Phi\|_2^2 \log p))$. In order to better understand the bound $k = \mathcal{O}(r/(\|\Phi\|_2^2 \log p))$, notice that $\|\Phi\|_2^2 \geq p/n$ for the case of a normalized dictionary [23], implying $r/(\|\Phi\|_2^2 \log p) = \mathcal{O}(n/(m \log p))$. More importantly, the equality $\|\Phi\|_2^2 = p/n$ is achievable by dictionaries with orthogonal rows (also referred to as tight frames [20]), implying Theorem 1 allows optimal scaling of the dimensions of well-conditioned block subdictionaries. Perhaps the most surprising aspect of this theorem, which sets it apart from other works on inference under linear models in block settings [36–38, 44, 47, 57, 59], is the assertion it makes about the effects of different measures of $\Phi$ on the conditioning of random block subdictionaries. Roughly, Theorem 1 suggests that as soon as the BIC is satisfied, both $\mu_I$ and $\mu_B$ stop playing a role in determining the dimensions of the subdictionaries that are well conditioned; rather, it is the spectral norm of the dictionary $\|\Phi\|_2$ that plays a primary role in this regard. Such an assertion of course needs to be carefully examined, given that Theorem 1 is only concerned with sufficient conditions. Nevertheless, carefully planned numerical experiments carried out in the context of block-sparse recovery (cf. Section III) and block-sparse regression (cf. Section IV) lend credence to this assertion.

**B. Proof of Theorem 1**

The proof of Theorem 1 leverages the analytical tools employed by Tropp in [24] for conditioning of canonical (i.e., non-block) random subdictionaries, coupled with a Poissonization argument that is now standard in the literature (see, e.g, [29]). To proceed, we define $r$ independent and identically distributed (i.i.d.) Bernoulli random variables $\zeta_1, \ldots, \zeta_r$ with parameter $\delta := k/r$ (i.e., $\mathbb{P}(\zeta_i = 1) = \delta$) and a random set $S' := \{i : \zeta_i = 1\}$. Next, we define a random block subdictionary $X' := [\Phi_i : i \in S']$ and use $G := \Phi^* \Phi - \text{Id}$ and $F := X'^* X' - \text{Id}$ to denote the hollow Gram matrix of $\Phi$ and the hollow Gram matrix of $X'$, respectively. Finally, define $\Sigma := \text{diag}(\zeta_1, \ldots, \zeta_r)$ to be a random diagonal matrix, $R := \Sigma \otimes \text{Id}_m$ to be a block masking matrix, and notice from definition of the spectral norm that $\|F\|_2 = \|\text{RGR}\|_2$. Using this notation, we can show that the $L_q$ norm of the random variable $\|\text{RGR}\|_2$ for $q = 4 \log p$ is controlled by $\mu_I, \mu_B$, and $\|\Phi\|_2$.

**Lemma 1.** For $\delta = k/r$ and $q = 4 \log p$, the $L_q$ norm of the random variable $\|\text{RGR}\|_2 = \|F\|_2$ can be bounded as

$$
\mathbb{E}_q \|\text{RGR}\|_2 \leq 24 \mu_B \log p + 9 \sqrt{\delta \log p(1 + \mu_I)} \|\Phi\|_2 + \delta \|\Phi\|_2^2 + 2 \mu_I.
$$

The proof of Lemma 1, which is fundamental to the proof of Theorem 1 and comprises novel generalizations of some of the results in [24, 61–63] to the block setting of this paper, is provided in Appendix A. We are now ready to provide a proof of Theorem 1.

**Proof of Theorem 1:** Define $Z := \|X^* X - \text{Id}\|_2$ and notice that $\sigma_i(X) \in [\sqrt{1/2}, \sqrt{3/2}]$, $i = 1, \ldots, km$, if and only if $Z \leq 1/2$. Instead of studying $Z$ directly, however, we first study the related random variable $Z' := \|X'^* X' - \text{Id}\|_2 = \|F\|_2$, where $X'$ is the random subdictionary defined in relation to Lemma 1. It then
follows from the Markov inequality and Lemma 1 that

$$P(Z' > 1/2) \leq (1/2)^{-q}(E_q[Z'])^q$$

$$\leq 2^q \left(24\mu_B \log p + 9\sqrt{\delta \log p} (1 + \mu_I)\|\Phi\|_2 + \delta \|\Phi\|_2^2 + 2\mu_I\right)^q, \tag{1}$$

where $q := 4 \log p$. Next, our goal is to show that for all $t > 0$,

$$P(Z > t) \leq 2P(Z' > t), \tag{2}$$

using the Poissonization argument from [29]. Toward this end, we explicitly write $X' = \Phi_{S'}$ and note that

$$P(\|\Phi_{S'}^* \Phi_{S'} - \text{Id}\|_2 > t) = \sum_{r=0}^{r} P(\|\Phi_{S'}^* \Phi_{S'} - \text{Id}\|_2 > t | |S'| = \ell) P(|S'| = \ell)$$

$$\geq \sum_{r=0}^{r} P(\|\Phi_{S'}^* \Phi_{S'} - \text{Id}\|_2 > t | |S'| = \ell) P(|S'| = \ell)$$

$$= \sum_{r=0}^{r} P(\|\Phi_{S'}^* \Phi_{S'} - \text{Id}\|_2 > t) P(|S'| = \ell), \tag{3}$$

where $S_{\ell}$ is a subset drawn uniformly at random from all $(\ell)$ possible $\ell$-subsets of $\{1, \ldots, r\}$. We now make two observations. First, $|S'|$ is a binomial random variable with parameters $(r, k/r)$ and therefore $P(|S'| \geq k) \geq 1/2$ due to $k$ being the median of $|S'|$. Second, since each (random) submatrix $\Phi_{S'} \Phi_{S'} - \text{Id}$ for a given value of $\ell' \leq \ell$ is a submatrix of some (random) $\Phi_{S'}^* \Phi_{S'} - \text{Id}$ and the spectral norm of a matrix is lower bounded by that of its submatrices, we have that $P(\|\Phi_{S'}^* \Phi_{S'} - \text{Id}\|_2 > t)$ is a nondecreasing function of $\ell$. Therefore we can write

$$P(\|\Phi_{S'}^* \Phi_{S'} - \text{Id}\|_2 > t) \geq P(\|\Phi_{S_k} \Phi_{S_k} - \text{Id}\|_2 > t) \sum_{\ell=k}^{r} P(|S'| = \ell)$$

$$\geq P(\|\Phi_{S_k} \Phi_{S_k} - \text{Id}\|_2 > t) P(|S'| \geq k)$$

$$\geq \frac{1}{2} P(\|\Phi_{S_k} \Phi_{S_k} - \text{Id}\|_2 > t)$$

$$= \frac{1}{2} P(\|\Phi_{S} \Phi_{S} - \text{Id}\|_2 > t), \tag{4}$$

where the last equality follows since $S_k$ and $S$ have the same probability distribution. By combining (1) and (4), we therefore obtain

$$P(Z > 1/2) \leq 2^{q+1} \left(24\mu_B \log p + 9\sqrt{\delta \log p} (1 + \mu_I)\|\Phi\|_2 + \delta \|\Phi\|_2^2 + 2\mu_I\right)^q. \tag{5}$$

Finally, the expression inside parentheses in the above equation can be bounded by $1/4$ for small-enough constants $c_0, c_1,$ and $c_2$, resulting in $P(Z > 1/2) \leq 2(1/2)^{4\log p} = 2p^{-4\log 2}$. 

\[\square\]

C. Discussion

Among existing works in the literature focusing on the conditioning of random (non-block) subdictionaries [21–26], [24] and [25] are the ones with the most general and strongest results. Specifically, [21, 22] deal with the case of the dictionary $\Phi$ being a concatenation of two orthonormal bases, while [26] studies the case of $\Phi$ being
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Corollary 5.2]. While we believe our result can be extended to the case when the random block subdictionaries of 
Kronecker-structured \( \Phi \) are selected with a more “structured randomness” by leveraging the insights offered by [25], we leave this for future work.

It is also instructive to note that while Theorem 1 is the most general incarnation of results concerning conditioning of random block subdictionaries, it is rather straightforward to specialize this result for conditioning of random block subdictionaries of \textit{structured} dictionaries. Next, we specialize Theorem 1 to one such structure that corresponds to \( \Phi \) being a Kronecker product of an arbitrary unit-norm dictionary and a dictionary with orthonormal columns. Such \textit{Kronecker-structured} dictionaries arise in many contexts [34, 64] and have a special connection to the literature on multiple measurement vectors (MMV) [35–38, 43, 44, 52, 58, 60, 65, 66] and multivariate linear regression [54, 67–69] problems. The following discussion therefore will also help understand our work in the context of these two research areas.

1) Random block subdictionaries of Kronecker-structured dictionaries with application to multiple measurement vectors problem: Consider an arbitrary, unit-norm \( n_1 \times r \) dictionary \( P \) and an \( n_2 \times m \) dictionary \( Q \) with orthonormal columns (i.e., \( Q^*Q = \text{Id}_{m} \)), where \( n_1 > r, n_2 \leq m, \) and \( n_1n_2 = n \). Then a corollary of Theorem 1 is that conditioning of random block subdictionaries of the Kronecker-structured dictionary \( \Phi = \( P \otimes Q \) \) is simply a function of the coherence, \( \mu(P) = \max_{\substack{i,j: i \not= j}} |\langle P_i, P_j \rangle|, \) and spectral norm, \( \|P\|_2, \) of \( P, \) where \( P_i \) denotes the \( i^{th} \) column of \( P. \) Formally, this corollary has the following statement.

**Corollary 1.** Suppose that the \( n \times p \) dictionary \( \Phi = P \otimes Q \) with \( Q^*Q = \text{Id}_m \) and \( \mu(P) \leq c_2/\log p \) for a positive numerical constant \( c_2. \) Let \( S \) be a \( k \)-subset drawn uniformly at random from all \( \binom{\mathfrak{S}}{k} \) possible \( k \)-subsets of \( \{1, \ldots, r\}. \) Then, as long as \( k \leq c_0 r/(\|P\|_2^2 \log p) \) for some positive numerical constant \( c_0 := c_0(c_2), \) the singular values of the block subdictionary \( X = \{P_i = P_i \otimes Q : i \in S\} \) satisfy \( \sigma_i(X) \in [\sqrt{1/2}, \sqrt{3/2}], i = 1, \ldots, km, \) with probability at least \( 1 - 2p^{-4\log^2 2}. \) Here, the probability is with respect to the random choice of the subset \( S. \)

Corollary 1 is a simple consequence of properties of Kronecker product. In terms of the spectral norm of \( \Phi, \) we have \( \|P \otimes Q\|_2 = \|P\|_2\|Q\|_2 = \|P\|_2. \) In terms of the intra- and inter-block coherences, we note that

\[
\Phi_i^* \Phi_j = (P_i \otimes Q)^*(P_j \otimes Q) = (P_i^* \otimes Q^*)(P_j \otimes Q) = (P_i^* P_j) \otimes (Q^* Q) = (P_i, P_j)\text{Id}_m,
\]

which trivially leads to

\[
\mu_I = \max_{1 \leq i \leq r} \|\Phi_i^* \Phi_i - \text{Id}_m\|_2 = \max_{1 \leq i \leq r} \|\langle (P_i, P_i) - 1)\text{Id}_m\|_2 = 0, \quad \text{and} \quad (7)
\]

\[
\mu_B = \max_{1 \leq i \neq j \leq r} \|\Phi_i^* \Phi_j\|_2 = \max_{1 \leq i \neq j \leq r} \|\langle P_i, P_j \rangle\| = \mu(P).
\]
Note that Corollary 1 is not the tightest possible result for Kronecker-structured dictionaries since Theorem 1 does not exploit any dictionary structure. In particular, one can obtain a variant of Corollary 1 in which the $\log p$ terms are replaced with the $\log r$ terms by explicitly accounting for the Kronecker structure in the proof of Lemma 1.

We conclude this section by connecting Corollary 1 to the MMV/multivariate linear regression problem, which will help clarify the similarities and differences between our work and MMV-related works.\footnote{In the operational sense, MMV and multivariate linear regression are two distinct inference problems. For ease of exposition, however, we use the term MMV in here to refer to both problems.}

The inference problems studied under the MMV setting are essentially special cases of inference in the block-sparse setting studied here. In the MMV setting, it is assumed there are $m$ parameter vectors, $b_1, \ldots, b_m$, collected as $m$ columns of an $r \times m$ matrix $B$. In addition, each $b_i$ is observed using the same $n \times r$ dictionary $A$, $y_i := Ab_i$, and the observation vectors $y_1, \ldots, y_m$ are collected as $m$ columns of an $n \times m$ matrix $Y := AB$. A typical assumption in this MMV setting states that the $m$ different parameter vectors share locations of their $k \ll r$ nonzero entries, resulting in $B$ having no more than $k$ nonzero rows. It is however easy to see that if we define $y := \text{vec}(Y^T)$ and $b := \text{vec}(B^T)$ then $y = (A \otimes \text{Id}_m)b$, where the vector $b$ exhibits block sparsity. In other words, inference in the MMV setting requires understanding the conditioning of block subdictionaries of $A \otimes \text{Id}_m$. In this case, we already know from Corollary 1 that the conditioning of random block subdictionaries of $A \otimes \text{Id}_m$ is simply a function of the coherence and spectral norm of $A$. Interestingly, while there exists a significant body of literature in the MMV setting [35–38, 43, 44, 52–54, 58, 60, 65–69], most of these works do not provide near-optimal, verifiable conditions for guaranteeing success of MMV-based inference problems. The most notable exception to this is the recent work [44], which studies the problem of noiseless recovery in the MMV setting. Nonetheless, our block-sparsity results (including the forthcoming noiseless recovery results) are much more general than the ones in [44] because of the MMV setting being just a special case of Corollary 1 in the block-sparse setting.

\section*{III. \textbf{A}plication: \textbf{R}ecovery of \textbf{B}lock-\textbf{S}parse \textbf{S}ignals from \textbf{N}oiseless \textbf{M}easurements}

We now shift our focus to the applicability of Theorem 1 in the context of inference problems. We first begin with the problem of recovery of $\beta$ from $y = \Phi \beta$ when the signal $\beta$ is block sparse. Block sparsity is one of the most popular structures used in sparse signal recovery problems. It is also intrinsically linked with the multiple measurement vectors (MMV) problem described in Section II-C, as there is an equivalent block-sparse formulation for each MMV problem. Block sparsity arises in many applications, including union-of-subspaces models [43, 70], multiband communications [32, 71], array processing [72, 73], and multi-view medical imaging [73–75].

Because of the relevance of block sparsity in these and other applications, significant efforts have been made toward development of block-sparse signal recovery methods/algorithms and matching guarantees on the number of measurements required for successful recovery [35–38, 42–47, 49–53, 58–60, 66]. However, the results reported in some of these works are only applicable in the case of randomized dictionary constructions [42, 43, 45, 46, 60], while those reported in other works rely on dictionary conditions that either cannot be explicitly verified in polynomial...
time [35, 36, 38, 43, 45, 49, 52, 53, 58, 59, 66] or result in a suboptimal scaling of the number of measurements due to their focus on the worst-case performance [36–38, 47, 49–51, 59].

To the best of our knowledge, the only work that does not have the aforementioned limitations is [44]. Nonetheless, the focus in [44] is only on the restrictive MMV problem, rather than the general block-sparse signal recovery problem. In addition, the analytical guarantees provided in [44] rely on the nonzero entries of \( \beta \) following either Gaussian or spherical distributions. In contrast, we make use of the main result of Section II in the following to state a result for average-case recovery of block-sparse signals that suffers from none of these and earlier limitations. Our result depends primarily on the spectral norm of \( \Phi \), while it has a mild dependence on the intra- and inter-block coherence through the BIC; all three of these quantities can be explicitly computed in polynomial time. It further requires only weak assumptions on the distribution of the nonzero entries of \( \beta \). Equally important, the forthcoming result does not suffer from the so-called “square-root bottleneck” [25]; specifically, it allows near-optimal scaling of the sparsity level \( km \) as a function of the number of measurement \( n \) for dictionaries \( \Phi \) with small spectral norms (e.g., tight frames).

A. Recovery of Block-Sparse Signals: Problem Formulation

Our exposition throughout the rest of this section will be based upon the following formulation. We are interested in recovering a block-sparse signal \( \beta \in \mathbb{R}^p \) from noiseless measurements \( y = \Phi \beta \), where the dictionary \( \Phi \) denotes an \( n \times p \) observation matrix with \( n \ll p \) and \( y \in \mathbb{R}^n \) denotes the observation vector. We assume \( \beta \) comprises a total of \( r \) blocks, each of size \( m \) (yielding \( p = rm \)), and represent it without loss of generality as \( \beta = [\beta_1^* \beta_2^* \ldots \beta_r^*]^* \) with each block \( \beta_i \in \mathbb{R}^m \). In order to make this problem well posed, we require that \( \beta \) is \( k \)-block sparse with \( \# \{ i : \beta_i \neq 0 \} = k \ll r \). Finally, we impose a mild statistical prior on \( \beta \), as described below.

M1) The block support of \( \beta \), \( S = \{ i : \beta_i \neq 0 \} \), has a uniform distribution over all \( k \)-subsets of \( \{1, \ldots, r\} \).

M2) Entries in \( \beta \) have zero median (i.e., the nonzero entries are equally likely to be positive and negative):

\[
E(\text{sign}(\beta)) = 0,
\]

where \( \text{sign}(\cdot) \) denotes the entry-wise sign operator, and

M3) Nonzero blocks of \( \beta \) have statistically independent “directions.” Specifically, defining \( \overline{\text{sign}}(\beta_i) = \beta_i/\|\beta_i\|_2 \) to be the unit-norm vector pointing in the direction of \( \beta_i \) in \( \mathbb{R}^m \), we require

\[
P(\bigcap_{i \in S} (\overline{\text{sign}}(\beta_i) \in A_i)) = \prod_{i \in S} P(\overline{\text{sign}}(\beta_i) \in A_i),
\]

where \( A_i \subset \mathbb{S}^{m-1} \) with \( \mathbb{S}^{m-1} \) denoting the unit sphere in \( \mathbb{R}^m \).

Note that M2 and M3 are trivially satisfied in the case of the nonzero blocks of \( \beta \) drawn independently from either Gaussian or spherical distributions. However, it is easy to convince oneself that many other distributions—including those that are not absolutely continuous—will satisfy these two conditions.

B. Main Result and Discussion

In this section, we are interested in understanding the average-case performance of the following mixed-norm convex optimization program for recovery of block-sparse signals satisfying M1–M3:

\[
\hat{\beta} = \arg \min_{\beta \in \mathbb{R}^p} \| \beta \|_{2,1} \text{ such that } y = \Phi \beta,
\]
where the $\ell_{2,1}$ norm of a vector $\beta \in \mathbb{R}^p$ containing $r$ blocks of $m$ entries each is defined as $\|\beta\|_{2,1} := \sum_{i=1}^{r} \|\beta_i\|_2$.

While (9) has been utilized in the past for recovery of block sparse signals (see, e.g., [42–44]), an average-case analysis result along the following lines is novel. The following theorem is proven in Appendix B.

**Theorem 2.** Suppose that $\beta \in \mathbb{R}^p$ is $k$-block sparse and it is drawn according to the statistical model $M1$, $M2$, and $M3$. Further, assume that $\beta$ is observed according to the linear model $y = \Phi \beta$, where the $n \times p$ matrix $\Phi$ satisfies the BIC with some parameters $(c_1, c_2)$. Then, as long as $k \leq c_0 r / \|\Phi\|_2^2 \log p$ for some positive numerical constant $c_0 := c_0(c_1, c_2)$, the minimization (9) results in $\hat{\beta} = \beta$ with probability at least $1 - 4 p^{-4 \log 2}$.

Interestingly, Theorem 2 specialized to the case of non-block sparse signals (by setting $m = 1$ and $r = p$) gives us an average-case analysis result for recovery of sparse signals that has never been explicitly stated in prior works. The optimization program (9) in this case reduces to the standard *basis pursuit* program [76]:

$$\hat{\beta} = \arg \min_{\beta \in \mathbb{R}^p} \|\beta\|_1 \text{ such that } y = \Phi \beta,$$

the BIC reduces to a bound on the coherence of $\Phi$, and Theorem 2 reduces to the following corollary.\(^4\)

**Corollary 2.** Suppose $\beta \in \mathbb{R}^p$ is $k$-sparse, its support (i.e., locations of its nonzero entries) is a $k$-subset drawn uniformly at random from all $\binom{p}{k}$ possible $k$-subsets of $\{1, \ldots, p\}$, its nonzero entries are drawn from a multivariate distribution with zero median (i.e., the nonzero entries are equally likely to be positive and negative), and the signs of the nonzero entries are independent. Then, as long as $k \leq c_0' p / \|\Phi\|_2^2 \log p$ and $\mu(\Phi) \leq c_1' / \log p$ for some positive numerical constants $c_0' := c_0'(c_1')$ and $c_1'$, the minimization (10) successfully recovers $\beta$ from $y = \Phi \beta$ with probability at least $1 - 4 p^{-4 \log 2}$.

We now elaborate on the similarities and differences between our (average-case) guarantees for recovery of block-sparse (Theorem 2) and non-block sparse (Corollary 2) signals. In terms of similarities, both results allow for the same scaling of the total number of nonzero entries in $\beta$: $km = O(p / \|\Phi\|_2^2 \log p)$ in the case of block-sparse signals and $k = O(p / \|\Phi\|_2^2 \log p)$ in the case of sparse signals. However, while Corollary 2 requires that the inner product of any two columns in $\Phi$ be $O(1 / \log p)$, Theorem 2 allows for less restrictive inner products of columns within blocks as long as $\mu_1 = O(1)$. Similarly, while Corollary 2 requires that the signs of the nonzero entries in $\beta$ be independent, Theorem 2 allows for correlations among the signs of entries within nonzero blocks. With the caveat that Theorem 2 and Corollary 2 only specify sufficient conditions, these two results seem to suggest that explicitly accounting for block structures in sparse signals allows one to expand the classes of sparse signals $\beta$ and dictionaries $\Phi$ under which successful (average-case) recovery can be guaranteed.

Next, we comment on the tightness of the scaling on the number of nonzero entries in Theorem 2 and Corollary 2. Assuming appropriate conditions on statistical properties of $\beta$ and (intra-/inter-block) coherence of $\Phi$ are

\(^4\)We refer the reader to the forthcoming discussion for the difference between the average-case analysis result in [23] and Corollary 2. While it is possible to leverage the results in [24] for obtaining Corollary 2, rather than obtaining Corollary 2 from Theorem 2 in this paper, such a result does not exist in prior literature to the best of our knowledge.
satisfied, both results allow for the number of nonzero entries to scale like $O(n/\log p)$ for dictionaries $\Phi$ that are “approximately” tight frames [20]: $\|\Phi\|_2^2 \approx p/n$. This suggests a near-optimal nature of both results (modulo perhaps log factors) as one cannot expect better than linear scaling of the number of nonzero entries as a function of the number of observations. In particular, existing literature on frame theory [77] can be leveraged to specialize these results for oft-used classes of random dictionaries (e.g., Gaussian, random partial Fourier) and to establish that in such cases the scaling of our guarantee matches that obtained using nonverifiable conditions such as the restricted isometry property [14, 78].

We conclude this discussion by noting that Corollary 2 specialized to the case of (approximately) tight frames results in average-case guarantees somewhat similar to the ones reported in [23, Theorem 14]. The main difference between the two results is the role that the coherence $\mu(\Phi)$ plays in the guarantees. In [23, Theorem 14], the maximum allowable sparsity $k$ is required to be inversely proportional to $\mu^2(\Phi)$. In contrast, we assert that the maximum allowable sparsity is not fundamentally determined by the coherence. Numerical experiments reported in the following section verify that this is indeed the case.

C. Numerical Experiments

One of the fundamental takeaways of this section is that the spectral norm of the dictionary, rather than the (intra-/inter-block) coherence of the dictionary, determines the maximum allowable sparsity in (block-)sparse signal recovery problems. In order to experimentally verify this insight, we performed a set of block-sparse signal recovery experiments with carefully designed dictionaries having varying spectral norms and coherence values. Throughout our experiments, we set the signal length to $p = 5000$, the block size and the number of blocks to $m = 10$ and $r = 500$, respectively, and the number of observations to $n = 858$ (computed from the bound in [79] for $k = 20$ nonzero blocks). In order to design our dictionaries, we first used Matlab’s random number generator to obtain 2000 matrices with unit-norm columns. Next, we manipulated the singular values of each of these matrices to increase their spectral norms by a set of integer multipliers $T$. Finally, for each of the $2000 \cdot |T|$ resulting matrices, we normalized their columns to obtain our dictionaries and recorded their spectral norms $\|\Phi\|_2$, coherences $\mu(\Phi)$, inter-block coherences $\mu_B(\Phi)$, and intra-block coherences $\mu_I(\Phi)$.

We evaluate the block-sparse signal recovery performance of each resulting dictionary $\Phi$ using Monte Carlo trials, corresponding to the generation of 1000 block-sparse signals with $k$ nonzero blocks. Each signal has block support selected uniformly at random according to $\mathcal{M}_1$ and nonzero entries drawn independently from the standard Gaussian distribution $\mathcal{N}(0, I_d)$. We then obtain the observations $y = \Phi \beta$ using the dictionary $\Phi$ under study for each one of these signals and perform recovery using the minimization (9).\(^5\) We define successful recovery to be the case when the block support of $\hat{\beta}$ matches the block support of $\beta$ and the submatrix of $\Phi$ with columns corresponding to the block support of $\beta$ has full rank.

\(^5\)We used the SPGL1 Matlab package [80] in all simulations in this section.
Fig. 1. Performances of dictionaries $\Phi$ with varying spectral norms and roughly equal coherences in block-sparse signal recovery as a function of the number of nonzero blocks $k$; $\tau \in T$ denotes the value of the spectral norm multiplier used to generate the dictionary.

| $\tau$ | 1     | 2     | 3     | 4     |
|--------|-------|-------|-------|-------|
| $\|\Phi_\tau\|_2$ | 3.3963 | 6.7503 | 10.0547 | 13.2034 |
| $\mu(\Phi_\tau)$ | 0.1992 | 0.2026 | 0.2000 | 0.2207 |
| $\mu_B(\Phi_\tau)$ | 0.2973 | 0.3431 | 0.5573 | 0.8490 |
| $\mu_I(\Phi_\tau)$ | 0.1992 | 0.2026 | 0.2177 | 0.3787 |

TABLE I
Spectral norms and coherences for the dictionaries used in the experiments of Figure 1.

Figure 1 shows the performances of dictionaries $\Phi$ of increasing spectral norms ($T = \{1, 2, 3, 4\}$), where we choose the dictionary (among the 2000 available options) whose coherence value is closest to 0.2. The spectral norms, coherences, inter-block coherences, and intra-block coherences for these chosen dictionaries are collected in Table I. The performance is shown as a function of the number of nonzero blocks $k$ in the signal. The figure shows a consistent improvement in the values of $k$ for which successful recovery is achieved as the spectral norm of the dictionary decays, even though $\mu(\Phi)$ does not significantly change among the dictionaries.

To further emphasize strong dependence of sparse-signal recovery on spectral norm and weak dependence on (intra-/inter-block) coherences, Figure 2 shows the performance of dictionaries $\Phi$ with increasing spectral norms ($T = \{1, \ldots, 9\}$), where we choose dictionaries with the largest and smallest coherence values for each $\tau \in T$ (among the 2000 available options). The spectral norms, coherences, inter-block coherences, and intra-block coherences for these chosen dictionaries are collected in Table II. The figure shows not only the same consistent improvement as the spectral norm of the dictionary decays, but also that significant changes in the values of the (intra-/inter-block) coherences do not significantly affect the recovery performance. This behavior agrees with our
expectation from Theorem 2 that the role of the intra-/inter-block coherences in performance guarantees is limited to the BIC and is decoupled from the number of nonzero blocks $k$ (equivalently, number of nonzero entries $km$) in the signal.

### IV. Application: Linear Regression of Block-Sparse Vectors

In this section, we leverage Theorem 1 to obtain average-case results for linear regression of block-sparse vectors, defined as estimating $\Phi \beta$ from $y = \Phi \beta + \text{noise}$ when $\beta$ has a block-sparse structure. In particular, we focus on two popular convex optimization-based methods, the lasso [81] and the group lasso [30], for characterizing results for linear regression of block-sparse vectors. Our focus on these two methods is due to their widespread adoption by the signal processing and statistics communities. In the signal processing literature, these methods are typically
used for efficient sparse approximations of arbitrary signals in overcomplete dictionaries. In the statistics literature, they are mostly used for efficient variable selection and reliable regression under the linear model assumption. Nonetheless, ample empirical evidence in both fields suggests that an appropriately regularized group lasso can outperform the lasso whenever there is a natural grouping of the dictionary atoms/regression variables in terms of their contributions to the observations [30, 31]. In this section, we analytically characterize the linear regression performances of both the lasso and the group lasso for block-sparse vectors, which helps us highlight one of the ways in which the group lasso might outperform the lasso for regression problems.

Note that analytical characterization of the group lasso using $\ell_1/\ell_2$ regularization for the “underdetermined” setting, in which one can have far more regression variables than observations ($n \ll p$), has received attention recently in the statistics literature [31,39–41,48,54–57]. However, prior analytical work on the performance of the group lasso either studies an asymptotic regime [31,39–41], focuses on random design matrices (i.e., dictionaries) [31,40,54,55], and/or relies on conditions that are either computationally prohibitive to verify [39,41,48,56] or that do not allow for near-optimal scaling of the number of observations with the number of active blocks of regression variables $k$ [57]. In contrast, our analysis for the regression performance of the group lasso using $\ell_1/\ell_2$ regularization in the underdetermined case for block-sparse vectors circumvents these shortcomings of existing works by adopting a probabilistic model for the blocks of regression coefficients in $\beta$. Our probabilistic model, described by the conditions M1–M3 in Section III-A, is motivated by that of Candès and Plan [29] for non-block linear regression, which helped them overcome somewhat similar analytical hurdles in relation to non-block regression performance of the lasso. To the best of our knowledge, the result stated in the sequel concerning the linear regression performances of the group lasso$^6$ for block-sparse vectors is the first one for block linear regression that is non-asymptotic in nature and applicable to arbitrary design matrices through verifiable conditions, while still allowing for near-optimal scaling of the number of observations with the number of blocks of nonzero regression coefficients. Our proof techniques are natural extensions of the ones used in [29] for the non-block setting and rely on Theorem 1 for many of the key steps.

A. Regression of Block-Sparse Vectors: Problem Formulation

This section concerns regression in the “underdetermined” setting for the case when the observations $y \in \mathbb{R}^n$ can be approximately explained by a linear combination of a small number of blocks $(k < n \ll p)$ of regression variables (predictors). Mathematically, we have that $y = \Phi \beta + z$, where $\Phi$ denotes the design matrix (dictionary) containing one regression variable per column, $\beta \in \mathbb{R}^p = [\beta_1^* \beta_2^* \ldots \beta_r^*]^*$ denotes the $k$-block sparse vector of regression coefficients corresponding to these variables (i.e., $\#\{i : \beta_i \neq 0\} = k \ll r$), and $z \in \mathbb{R}^n$ denotes the modeling error. Here, we assume without loss of generality that $\Phi$ has unit-norm columns, while we assume the modeling error $z$ to be an i.i.d. Gaussian vector with variance $\sigma^2$. Finally, in keeping with the earlier discussion, we impose a mild statistical prior on the vector of regression coefficients $\beta$ that is given by the conditions M1,

$^6$We refer to the group lasso using $\ell_1/\ell_2$ regularization as “group lasso” throughout the rest of this paper for brevity.
M2, and M3 in Section III-A. The fundamental goal in here then is to obtain an estimate $\hat{\beta}$ from the observations $y$ such that $\Phi \hat{\beta}$ is as close to $\Phi \beta$ as possible, where the closeness is measured in terms of the $\ell_2$ regression error, $\| \Phi \beta - \Phi \hat{\beta} \|_2$.

B. Main Results and Discussion

In this section, we are interested in understanding the average-case regression performance of two methods in the block-sparse setting. The first one of these methods is the lasso [81], which ignores any grouping of the regression variables and estimates the vector of regression coefficients as

$$\hat{\beta} = \arg \min_{\beta \in \mathbb{R}^p} \frac{1}{2} \| y - \Phi \beta \|^2_2 + 2 \lambda \sigma \| \beta \|_1,$$

where $\lambda > 0$ is a tuning parameter. In terms of a baseline result for the lasso, we can extend the probabilistic model of Candès and Plan [29] for non-block linear regression to the block setting and state the following theorem that follows trivially from Theorem 1 in this paper and the proof of [29, Theorem 1.2].

**Theorem 3** ([29, Theorem 1.2] and Theorem 1). Suppose that the vector of regression coefficients $\beta \in \mathbb{R}^p$ is $k$-block sparse and that the observation vector can be modeled as $y = \Phi \beta + z$ with the modeling error $z$ being i.i.d. Gaussian with variance $\sigma^2$. Further, assume that $\beta$ is drawn according to the statistical model M1 and M2 with the signs of its nonzero entries being i.i.d., and the $n \times p$ matrix $\Phi$ satisfies (i) $\mu(\Phi) = O(1/\log p)$ and (ii) the BIC with some parameters $(c_1', c_2')$. Then, as long as $k \leq c_0' r / \| \Phi \|_F^2 \log p$ for some positive numerical constants $c_0' := c_0'(c_1', c_2')$, the lasso estimate $\hat{\beta}$ in (11) computed with $\lambda = \sqrt{2 \log p}$ obeys

$$\| \Phi \beta - \Phi \hat{\beta} \|_2^2 \leq C' m k \sigma^2 \log p$$

with probability at least $1 - O(p^{-1})$, where $C' > 0$ is a constant independent of the problem parameters.

The proof of this theorem is omitted here because of its elementary nature. While this theorem suggests that the lasso solution in the block setting enjoys many of the optimality properties of the lasso solution in the non-block setting (see, e.g., the discussion in [29]), it fails to extend to the case when the independence assumption on the signs of the nonzero regression coefficients is replaced by the less restrictive condition M3. In particular, one expects that allowing for arbitrary correlations within the blocks of regression coefficients will limit the usefulness of the lasso for linear regression in the presence of large blocks. While such an insight can be difficult to confirm in the case of arbitrary design matrices and average-case analysis, we provide an extension of Theorem 3 in the following that highlights the challenges for the lasso in the case of regression of block-sparse vectors with arbitrarily correlated blocks. The proof of this theorem is given in Appendix C.

**Theorem 4.** Suppose that the vector of regression coefficients $\beta \in \mathbb{R}^p$ is $k$-block sparse and it is drawn according to the statistical model M1, M2, and M3. Further, assume that the observation vector can be modeled as $y = \Phi \beta + z$, where the $n \times p$ matrix $\Phi$ satisfies $\mu_L(\Phi) \leq c_1''$ and $\mu_B(\Phi) \leq c_2'' / (\sqrt{m} \log p)$ for some positive numerical constants
and the modeling error $z$ is i.i.d. Gaussian with variance $\sigma^2$. Then, as long as $k \leq c_0 r/\|\Phi\|_2^2 \log p$ for some positive numerical constant $c_0 := (c_1', c_2')$, the lasso estimate $\hat{\beta}$ in (11) computed with $\lambda = \sqrt{2 \log p}$ obeys

$$\|\Phi \beta - \Phi \hat{\beta}\|_2^2 \leq C mk\sigma^2 \log p$$

with probability at least $1 - p^{-1}(2\pi \log p)^{-1/2} - 8p^{-4\log^2}$, where $C'' > 0$ is a constant independent of the problem parameters.

It can be seen from Theorems 3 and 4 that while both the theorems guarantee same scaling of the regression error, the scalings of the maximum number of allowable nonzero blocks and the block coherence in Theorem 4 match the ones in Theorem 3 only for the case of $m = O(1)$; otherwise, Theorem 4 with correlated blocks results in less-desirable scalings of $k$ and $\mu_B(\Phi)$. It can be seen from the proof of Theorem 4 in Appendix C that this dependence upon $m$—the size of the blocks—is a direct consequence of allowing for arbitrary correlations within blocks. A natural question to ask then is whether it is possible to return to the scalings of Theorem 3 without sacrificing intra-block correlations. The answer to this question is in the affirmative as long as one explicitly accounts for the block structure of the regression problem.

Specifically, the group lasso explicitly accounts for the grouping of the regression variables in its formulation and estimates the vector of regression coefficients as

$$\hat{\beta} = \arg \min_{\beta \in \mathbb{R}^p} \frac{1}{2} \|y - \Phi \beta\|_2^2 + 2\lambda \sigma \sqrt{m}\|\beta\|_{2,1},$$

where $\lambda > 0$ is once again a tuning parameter. The following theorem shows that the group lasso can achieve the same scaling results as the lasso for block-sparse vectors (cf. Theorem 3), while allowing for arbitrary correlations among the regression coefficients within blocks. The proof of this theorem is given in Appendix D.

**Theorem 5.** Suppose that the vector of regression coefficients $\beta \in \mathbb{R}^p$ is $k$-block sparse and it is drawn according to the statistical model $M1$, $M2$, and $M3$. Further, assume that the observation vector can be modeled as $y = \Phi \beta + z$, where the $n \times p$ matrix $\Phi$ satisfies the BIC with some parameters $(c_1, c_2)$, and the modeling error $z$ is i.i.d. Gaussian with variance $\sigma^2$. Then, as long as $k \leq c_0 r/\|\Phi\|_2^2 \log p$ for some positive numerical constant $c_0 := (c_1, c_2)$, the group lasso estimate $\hat{\beta}$ in (12) computed with $\lambda = \sqrt{2 \log p}$ obeys

$$\|\Phi \beta - \Phi \hat{\beta}\|_2^2 \leq Cmk\sigma^2 \log p$$

with probability at least $1 - p^{-1}(2\pi \log p)^{-1/2} - 8p^{-4\log^2}$, where $C > 0$ is a constant independent of the problem parameters.

**Remark 2.** Note that if one has $m = 1$ then block sparsity reduces to the canonical sparsity, the group lasso (12) reduces to the lasso (11), the block coherence $\mu_B(\Phi)$ reduces to the coherence $\mu(\Phi)$, and Theorem 5 essentially reduces to [29, Theorem 1.2].

With the caveat that both Theorems 4 and 5 are concerned with sufficient conditions for average-case regression performance, we now comment on the strengths and weaknesses of these two results. Assuming appropriate
conditions are satisfied for the two theorems, we have that both the lasso and the group lasso result in the same scaling of the regression error, \( \| \Phi \beta - \Phi \hat{\beta} \|_2^2 = O(mk\sigma^2 \log p) \), in the presence of intra-block correlations. This scaling of the regression error is indeed the best that any method can achieve, modulo the logarithmic factor, since we are assuming that the observations are described by a total of \( mk \) regression variables. Unlike the lasso, however, the group lasso also allows for a more favorable scaling of the maximum number of regression variables contributing to the observations, \( km = O(p/\|\Phi\|_2^2 \log p) \), even when arbitrary intra-block correlations are permitted. In fact, similar to the discussion in Section III, it is easy to conclude that this scaling of the number of nonzero regression coefficients is near-optimal since it leads to a linear relationship (modulo logarithmic factors) between the number of observations \( n \) and the number of active regression variables \( km \) for the case of design matrices that are approximately tight frames: \( \|\Phi\|_2^2 \approx p/n \). The other main difference between Theorems 4 and 5 is the role that the inter-block coherence \( \mu_B(\Phi) \) plays in guarantees for the lasso and the group lasso. Specifically, Theorem 4 requires the inter-block coherence to be smaller, \( \mu_B(\Phi) = O(1/\sqrt{m \log p}) \), than Theorem 5 for the lasso to yield near-optimal regression error in the case of intra-block correlations. This discussion suggests that reliable linear regression of block-sparse vectors can be carried out using the group lasso for a larger class of regression vectors and design matrices than the lasso. We plan to provide a more rigorous mathematical understanding of these and other subtle but important differences between the lasso and the group lasso in future works.

C. Numerical Experiments

One of the most important implications of this section is that, similar to the case of recovery of block-sparse signals, the number of maximum allowable active regression variables in regression of block-sparse vectors is fundamentally a function of the spectral norm of the design matrix, provided the inter- and intra-block coherence of the design matrix are not too large. However, such a claim needs to be carefully investigated since our results are only concerned with sufficient conditions on design matrices. To this end, we resort to numerical experiments that help us evaluate the regression performance of the group lasso for a range of design matrices with varying spectral norms, coherences, inter-block coherences, and intra-block coherences. In order to generate these design matrices, we reuse the experimental setup described in Section III-C (corresponding to \( n = 858, m = 10 \), and \( r = 500 \)).

For the sake of brevity, we focus only on the performance of the group lasso (12) for regression of block-sparse vectors.\(^7\) This performance is evaluated for different design matrices using Monte Carlo trials, corresponding to generation of 1000 block-sparse \( \beta \) with \( k \) nonzero blocks. Each vector of regression coefficients has block support selected uniformly at random according to M1 in Section III-A and nonzero entries drawn independently from the Gaussian distribution. We then obtain the observations \( y = \Phi \beta + z \) using the design matrix (dictionary) \( \Phi \) under study for each one of the block-sparse \( \beta \), where the variance \( \sigma^2 \) of the modeling error \( z \) is selected such that \( \|\beta\|_2^2/n\sigma^2 \approx 0.84 \). Finally, we carry out linear regression using the group lasso by setting \( \lambda \approx 1.4592 \) and we then record the regression error \( \|\Phi \beta - \Phi \hat{\beta}\|_2^2 \).

\(^7\)We used the SpaRSA Matlab package [82] with debias option turned on in all simulations in this section.
Fig. 3. Performances of the group lasso for design matrices Φ with varying spectral norms and extremal coherence values (cf. Table II) in regression of block-sparse vectors as a function of the number of nonzero regression blocks \( k \); \( τ \) denotes the value of the spectral norm multiplier used. Solid lines correspond to matrices with minimum coherence, while dashed lines correspond to matrices with maximum coherence.

Figure 3 shows the regression performance of the group lasso for design matrices \( Φ \) with increasing spectral norms \( (τ = \{3, \ldots, 7\}) \), where we once again choose matrices with the largest and smallest coherence values for each \( τ \) (among the 2000 available options). The spectral norms, coherences, inter-block coherences, and intra-block coherences for these chosen design matrices are still given by Table II in Section III-C. Similar to the case of block-sparse recovery, we not only observe a consistent improvement in the regression performance of the group lasso as the spectral norm of the matrix decreases, but also that significant changes in the values of the (intra-/inter-block) coherences do not significantly affect the regression performance. This behavior is clearly in agreement with our expectation from Theorem 5 that the role of (intra-/inter-block) coherences in regression is limited to the BIC and is decoupled from the number of nonzero blocks \( k \) (equivalently, number of nonzero regression coefficients \( km \)).

V. Conclusion

In this paper, we have provided conditions under which most block subdictionaries of a dictionary are well conditioned. In contrast to prior works, these conditions are explicitly computable in polynomial time, they lead to near-optimal scaling of the dimensions of the well-conditioned subdictionaries for dictionaries that are approximately tight frames, and they suggest that the spectral norm plays a far important role than the (inter-/intra-block) coherences of the dictionary in determining the dimensions of the well-conditioned subdictionaries. In addition, we have utilized this result to investigate the average-case performances of convex optimization-based methods for block-sparse recovery and regression of block-sparse vectors. Our average-case performance results significantly improve upon the existing results for both block-sparse recovery and regression of block-sparse vectors. Finally, numerical experiments conducted in the context of block-sparse recovery and regression problems validate the insight offered by our results in relation to the effects of spectral norm and (inter-/intra-block) coherences of the dictionary on
inference problems in block-sparse settings.
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APPENDIX A

PROOF OF LEMMA 1

The proof of this lemma relies on many lemmas and tools, some of which are generalizations of the corresponding results in [24, 61–63] to the block setting of this paper. To begin, we denote the matrix $G$ in block-partitioned fashion:

$$G = [G_1 \ G_2 \ \ldots \ G_r] = \begin{bmatrix}
G_{1,1} & G_{1,2} & \ldots & G_{1,r} \\
G_{2,1} & G_{2,2} & \ldots & G_{2,r} \\
\vdots & \vdots & \ddots & \vdots \\
G_{r,1} & G_{r,2} & \ldots & G_{r,r}
\end{bmatrix},$$

where $G_{i,j} = \Phi_i^* \Phi_j - 1_{\{i=j\}} \text{Id}$ for $1 \leq i, j \leq r$. We then split $G = H + D$, where $D$ contains the diagonal blocks $G_{i,i}$, and $H$ contains only the non-diagonal blocks. We next define the following “norms” for block matrices:

- When we block only columns of a matrix $M$, we define $\|M\|_{B,1} := \max_{1 \leq i \leq r} \|M_i\|_2$, and
- When we block both columns and rows of a matrix $M$, we define $\|M\|_{B,2} := \max_{1 \leq i, j \leq r} \|M_{i,j}\|_2$.

Finally, we make use of some standard inequalities in the following, including:

- Cauchy-Schwarz Inequality: $|\mathbb{E}(X Y)|^2 \leq \mathbb{E}(X^2)\mathbb{E}(Y^2)$.
- Hölder’s Inequality: $\|fg\|_1 \leq \|f\|_s \|g\|_q$, $1 \leq s, q \leq \infty$ and $1/s + 1/q = 1$.
- Jensen’s Inequality for a convex function $f$: $f(\mathbb{E}X) \leq \mathbb{E}f(X)$.
- Scalar Khintchine Inequality: Let $\{a_i\}$ be a finite sequence of complex numbers and $\{\epsilon_i\}$ be a Rademacher (uniformly random $\pm 1$ binary, i.i.d.) sequence. For each $q \geq 0$, we have

$$\mathbb{E}_q \left| \sum_i \epsilon_i a_i \right| \leq C_q \left( \sum_i |a_i|^2 \right)^{1/2},$$

where $C_q \leq 2^{1/4} \sqrt{q/\epsilon}$.
- Noncommutative Khintchine Inequality [61]: Let $\{M_i\}$ be a finite sequence of matrices of the same dimensions and $\{\epsilon_i\}$ be a Rademacher sequence. For each $q \geq 2$,

$$\mathbb{E}_q \left| \sum_i \epsilon_i M_i \right|_{S_q} \leq W_q \max \left\{ \left\| \left( \sum_i M_i M_i^* \right)^{1/2} \right\|_{S_q}, \left\| \left( \sum_i M_i^* M_i \right)^{1/2} \right\|_{S_q} \right\},$$

where $\|M\|_{S_q} := \|\sigma(M)\|_q$ denotes the Schatten $q$-norm for a matrix $M$ (equal to the $\ell_q$-norm of the vector $\sigma(M)$, which contains singular values of the matrix $M$) and $W_q \leq 2^{-1/4} \sqrt{\pi q/\epsilon}$.

We need the following five lemmas in our proof of Lemma 1. The first two lemmas here are used to prove the later ones.
Lemma A.1. Let \( X = [X_1 \ X_2 \ \ldots \ X_r] \) be a block matrix and \( D_X \) be its block diagonalization, i.e., a block-diagonal matrix \( D_X = \text{diag}(X_1, X_2, \ldots, X_r) \) containing the matrices \( \{X_i\} \) in its diagonal, with all other elements being equal to zero. Then, we have
\[
\|D_X\|_2 \leq \|X\|_{B,1}.
\]

Proof: For a vector \( a \) of appropriate length, we evaluate the ratio \( \frac{\|D_X a\|_2}{\|a\|_2} \). We partition \( a = [a_1^* \ a_2^* \ \ldots \ a_r^*] \) into its pieces \( a_i \) matching the number of columns of the blocks \( X_i \), \( 1 \leq i \leq r \). Then, we have
\[
\|D_X a\|_2 \leq \frac{\sum_{i=1}^r \|X_i a_i\|_2}{\sum_{i=1}^r \|a_i\|_2} \leq \frac{\sum_{i=1}^r \|X_i\|^2_2 \|a_i\|_2^2}{\sum_{i=1}^r \|a_i\|_2^2} = \max_{1 \leq i \leq r} \|X_i\|^2_2.
\]

Thus, the spectral norm obeys
\[
\|D_X\|_2 = \max_a \frac{\|D_X a\|_2}{\|a\|_2} \leq \max_{1 \leq i \leq r} \|X_i\|_2 = \|X\|_{B,1}.
\]

The next lemma is a generalization of the lemma in [62, Sec. 2] to our block setting.

Lemma A.2. Let \( X = [X_1 \ X_2 \ \ldots \ X_r] \) be a block matrix where each block \( X_i \) has \( m \) columns with \( mr = p \) and let \( \{\epsilon_i\} \) be a Rademacher sequence. For any \( q \geq 2 \log p \), we have
\[
\mathbb{E}_q \left\| \sum_{i=1}^r \epsilon_i X_i X_i^* \right\|_2 \leq 1.5 \sqrt{q} \|X\|_{B,1} \|X\|_2.
\]

Proof: We start by bounding the spectral norm by the Schatten \( q \)-norm:
\[
E := \mathbb{E}_q \left\| \sum_{i=1}^r \epsilon_i X_i X_i^* \right\|_2 \leq \mathbb{E}_q \left\| \sum_{i=1}^r \epsilon_i X_i X_i^* \right\|_{S_q}.
\]
Now we use the noncommutative Khintchine inequality (noting that the two terms in the inequality’s \( \max \) are equal in this case) to get
\[
E \leq W_q \left\| \left( \sum_{i=1}^r X_i X_i^* X_i X_i^* \right)^{1/2} \right\|_{S_q}.
\]
We can bound the Schatten \( q \)-norm by the spectral norm by paying a multiplicative penalty of \( p^{1/q} \), where \( p \) is the maximum rank of the matrix sum. By the hypothesis \( q \geq 2 \log p \), this penalty does not exceed \( \sqrt{e} \), resulting in
\[
E \leq W_q \sqrt{e} \left\| \left( \sum_{i=1}^r X_i X_i^* X_i X_i^* \right)^{1/2} \right\|_2 \leq W_q \sqrt{e} \left\| \sum_{i=1}^r X_i X_i^* X_i X_i^* \right\|_2^{1/2},
\]
Finally, we note that the sum term is a quadratic form that can be expressed in terms of \( X \) and its block diagonalization, as follows:

\[
E \leq W_q \sqrt{e} \| XD_X^* D_X^* \|_2^{1/2} \leq W_q \sqrt{e} \| D_X^* \|_2 \\
\leq W_q \sqrt{e} \| D_X \|_2 \| X \|_2 \\
\leq W_q \sqrt{e} \| X \|_{\| \cdot \|_2^1} \| X \|_2,
\]

where the last step used Lemma A.1. Now replace \( W_q \leq 2^{-1/4} \sqrt{\pi q/e} \) to complete the proof.

The next lemma is a generalization of [24, Proposition 2.1] to our block setting.

**Lemma A.3.** Let \( H \) be a Hermitian matrix with zero blocks on the diagonal. Then \( \mathbb{E}_q \| RHR \|_2 \leq 2\mathbb{E}_q \| RHR' \|_2 \), where \( R' := \Sigma' \otimes \text{Id}_m \) with \( \Sigma' \) denoting an independent realization of the random matrix \( \Sigma \).

**Proof:** We establish the result for \( q = 1 \) for simplicity and without loss of generality. Denote by \( \tilde{H}_{i,j} \) the masking of the matrix \( H \) that preserves only the subblock \( H_{i,j} \) and makes other entries of \( H \) zero. Then, we have

\[
\mathbb{E} \| RHR \|_2 = \mathbb{E} \left\| \sum_{1 \leq i<j \leq r} \zeta_i \zeta_j (\tilde{H}_{i,j} + \tilde{H}_{j,i}) \right\|_2.
\]

Let \( \eta_i \) be i.i.d. Bernoulli random variables with parameter 1/2. We then use Jensen’s inequality on this new (multivariate) random variable \( \eta = \{ \eta_i \}_{1 \leq i \leq r} \). Specifically, we define \( M_{i,j}(\eta) = \eta_i (1 - \eta_j) + \eta_j (1 - \eta_i) \), and note that \( \mathbb{E}_\eta M_{i,j}(\eta) = 1/2 \) for all \( i, j \), where \( \mathbb{E}_\eta \) denotes expectation over the random variable \( \eta \) (in contrast to the notation \( \mathbb{E}_q \), where \( q \) is a constant). We also define the function

\[
f(M_{i,j}(\eta)) = \mathbb{E}_\zeta \left\| \sum_{1 \leq i<j \leq r} \zeta_i \zeta_j M_{i,j}(\eta)(\tilde{H}_{i,j} + \tilde{H}_{j,i}) \right\|_2.
\]

Then, by applying Jensen’s inequality to \( f(\mathbb{E}_\eta M_{i,j}(\eta)) = \mathbb{E} \| RHR \|_2 \), we obtain

\[
\mathbb{E} \| RHR \|_2 \leq 2\mathbb{E}_\zeta \mathbb{E}_\eta \left\| \sum_{1 \leq i<j \leq r} [\eta_i (1 - \eta_j) + \eta_j (1 - \eta_i)] \zeta_i \zeta_j (\tilde{H}_{i,j} + \tilde{H}_{j,i}) \right\|_2.
\]

There is a 0-1 vector \( \eta^* \) for which the expression exceeds its expectation over \( \eta \). Letting \( T = \{ i : \eta_i^* = 1 \} \), we get

\[
\mathbb{E} \| RHR \|_2 \leq 2\mathbb{E}_\zeta \left\| \sum_{i \in T,j \in T^C} \zeta_i \zeta_j (\tilde{H}_{i,j} + \tilde{H}_{j,i}) \right\|_2 = 2\mathbb{E}_\zeta \left\| \sum_{i \in T,j \in T^C} \zeta_i \zeta_j \tilde{H}_{i,j} \right\|_2 \\
\leq 2\mathbb{E}_\zeta \left\| \sum_{i \in T,j \in T^C} \zeta_i \zeta_j^* \tilde{H}_{i,j} \right\|_2,
\]

where \( \{ \zeta_i^* \} \) is an independent realization of the sequence \( \{ \zeta_i \} \). The equality in the above expression is a consequence of the facts that: (i) \( \tilde{H}_{i,j} = \tilde{H}_{j,i}^* \) and therefore each term inside the summation is a Hermitian matrix; (ii) the set of indices \( T \) and \( T^C \) are disjoint; and (iii) the blockwise Hermitian dilation map,

\[
\mathcal{D}(A) : A \mapsto \begin{bmatrix} 0 & A \\ A^* & 0 \end{bmatrix},
\]
for any matrix $A$ preserves the spectral norm: $\|D(A)\| = \|A\|$ (see the proof of [23, Theorem 25] for more details). Finally, since the norm of a submatrix does not exceed the norm of the matrix, we re-introduce the missing blocks to complete the argument:

$$
\mathbb{E}\|RHR\|_2 \leq 2\mathbb{E}_\zeta \left\| \sum_{1 \leq i, j \leq r, i \neq j} \zeta_i \zeta'_j \tilde{H}_{i,j} \right\|_2 = 2\mathbb{E}_\zeta \|RHR'\|_2.
$$

The next lemma is adapted to our problem setup of block matrices from [63, Theorem 3.1], [61, Proposition 12].

**Lemma A.4.** Let $M = [M_1 \ M_2 \ldots \ M_r]$ be a matrix with $r$ column blocks, and suppose $q \geq 4 \log p \geq 2$. Then

$$
\mathbb{E}_q \|MR\|_2 \leq 3\sqrt{\frac{q}{2}}\mathbb{E}_q \|MR\|_{B,1} + \sqrt{\delta \|M\|_2}.
$$

**Proof:** We denote $E := \mathbb{E}_q \|MR\|_2$ and note that

$$
E^2 = \mathbb{E}_{q/2} \|MRM^*\|_2 = \mathbb{E}_{q/2} \left\| \sum_{1 \leq i \leq r} \zeta_i M_i M_i^* \right\|_2
\leq \mathbb{E}_{q/2} \left\| \sum_{1 \leq i \leq r} (\zeta_i - \delta) M_i M_i^* \right\|_2 + \delta \left\| \sum_{1 \leq i \leq p} M_i M_i^* \right\|_2.
$$

Next, we replace $\delta$ by $\delta = \mathbb{E} \zeta'_i$, with $\{\zeta'_i\}$ denoting an independent copy of the sequence $\{\zeta_i\}$. We then take the expectation out of the norm by applying Jensen’s inequality to get

$$
E^2 \leq \mathbb{E}_{q/2} \left\| \sum_{1 \leq i \leq r} (\zeta_i - \zeta'_i) M_i M_i^* \right\|_2 + \delta \|MM^*\|_2.
$$

We now symmetrize the distribution by introducing a Rademacher sequence $\{\epsilon_i\}$, noticing that the expectation does not change due to the symmetry of the random variables $\zeta_i - \zeta'_i$:

$$
E^2 \leq \mathbb{E}_{q/2} \left\| \sum_{1 \leq i \leq r} \epsilon_i (\zeta_i - \zeta'_i) M_i M_i^* \right\|_2 + \delta \|MM^*\|_2.
$$

We apply the triangle inequality to separate $\zeta_i$ and $\zeta'_i$, and by noticing that they have the same distribution, we obtain

$$
E^2 \leq 2\mathbb{E}_{q/2} \left\| \sum_{1 \leq i \leq r} \epsilon_i \zeta_i M_i M_i^* \right\|_2 + \delta \|M\|_2^2.
$$

Writing $\Omega = \{i : \zeta_i = 1\}$, we see that

$$
E^2 \leq 2\mathbb{E}_{q/2,\zeta} \left( \mathbb{E}_{q/2,\epsilon} \left\| \sum_{i \in \Omega} \epsilon_i M_i M_i^* \right\|_2 \right) + \delta \|M\|_2^2,
$$

where we have split the expectation on the random variables $\{\zeta_i\}$ and $\{\epsilon_i\}$. Now we use Lemma A.2 on the term in parentheses to get

$$
E^2 \leq 3\sqrt{\frac{q}{2}}\mathbb{E}_{q/2} \left( \|MR\|_{B,1} \|MR\|_2 \right) + \delta \|M\|_2^2.
$$
Using the Cauchy-Schwarz inequality, we get

\[ E^2 \leq 3\sqrt{\frac{q}{2}E_q\|MR\|_B,E_q\|MR\|_2 + \delta\|M\|^2}. \]

This inequality takes the form \( E^2 \leq bE + c \). We bound \( E \) by the largest solution of this quadratic form:

\[ E \leq \frac{b + \sqrt{b^2 + 4c}}{2} \leq b + \sqrt{c}, \]

thereby proving the lemma.

The last lemma that we need for our proof is a generalization of [61, Proposition 13] to our block setting.

**Lemma A.5.** Let

\[ M = [M_1 \ M_2 \ldots \ M_r] = \begin{bmatrix}
  M_{1,1} & M_{1,2} & \ldots & M_{1,r} \\
  M_{2,1} & M_{2,2} & \ldots & M_{2,r} \\
  \vdots & \vdots & \ddots & \vdots \\
  M_{r,1} & M_{r,2} & \ldots & M_{r,r}
\end{bmatrix} \]

be a block matrix, where each block \( M_{i,j} \) has size \( m \times m \). Assume \( q \geq 2\log r \). Then, we have

\[ E_q\|RM\|_{B,1} \leq 2^{1.5}\sqrt{q}\|M\|_{B,2} + \sqrt{\delta}\|M\|_{B,1}. \]

**Proof:** We begin by seeing that

\[ E^2 := (E_q\|RM\|_{B,1})^2 = \left[ E_q \left( \max_{1 \leq j \leq r} \|RM_j\|_2^2 \right) \right]^2 = E_{q/2} \left( \max_{1 \leq j \leq r} \sum_{i=1}^{r} \zeta_i \|M_{i,j}\|^2_2 \right) \]

In the sequel, we abbreviate \( t = q/2 \) and \( y_{i,j} = \|M_{i,j}\|^2_2 \). We continue by using the same technique as in the proof of Lemma A.4: we split a term for the mean value of the sequence \( \{\zeta_i\} \), then replace the term by \( E\zeta_i' \) — an independent copy of the sequence, then exploit symmetrization by introducing a Rademacher sequence \( \{\epsilon_i\} \), and then finish by merging the two terms due to their identical distributions:

\[ E^2 \leq E_t \left( \max_{1 \leq j \leq r} \sum_{i=1}^{r} (\zeta_i - \delta)y_{i,j} \right) + \delta \max_{1 \leq j \leq r} \sum_{i=1}^{r} \|M_{i,j}\|^2_2 \]

\[ = E_t \left( \max_{1 \leq j \leq r} \sum_{i=1}^{r} (\zeta_i - \zeta_i')y_{i,j} \right) + \delta \|M\|^2_{B,1} \]

\[ \leq 2E_t \left( \max_{1 \leq j \leq r} \sum_{i=1}^{r} \epsilon_i(\zeta_i - \zeta_i')y_{i,j} \right) + \delta \|M\|^2_{B,1} \]

Now we bound the maximum by the sum and separate the expectations on the two sequences:

\[ E^2 \leq 2E_{t,\zeta} \left( \sum_{j=1}^{r} \left( E_{t,\epsilon} \sum_{i=1}^{r} \epsilon_i\zeta_i y_{i,j} \right)^t \right)^{1/t} + \delta \|M\|^2_{B,1}. \]
For the inner term, we can use the scalar Khintchine inequality to obtain
\[
E^2 \leq 2C_1 \mathbb{E}_{t, \zeta} \left( \sum_{i=1}^{r} \left( \sum_{i=1}^{r} \zeta_i y_{i,j}^2 \right)^{t/2} \right)^{1/t} + \delta \|M\|_{B,1}^2.
\]

We continue by bounding the outer sum by the maximum term times the number of terms:
\[
E^2 \leq 2C_1 r^{1/t} \mathbb{E}_{t, \zeta} \left( \max_{1 \leq j \leq r} \left( \sum_{i=1}^{r} \zeta_i y_{i,j}^2 \right)^{t/2} \right)^{1/t} + \delta \|M\|_{B,1}^2.
\]

Since \( t \geq \log r \), it holds that \( r^{1/t} \leq e \), which implies that \( 2C_1 r^{1/t} \leq 4\sqrt{e} \). We now use Hölder’s inequality inside the sum term \( \zeta_i y_{i,j}^2 = y_{i,j} \cdot \zeta_i y_{i,j} \) with \( s = \infty \), \( q = 1 \):
\[
E^2 \leq 4\sqrt{e} \left( \max_{1 \leq j \leq r} \left( \sum_{i=1}^{r} \zeta_i y_{i,j} \right)^{1/2} \right)^{1/2} \mathbb{E}_{t, \delta} \left( \max_{1 \leq j \leq r} \left( \sum_{i=1}^{r} \zeta_i y_{i,j} \right)^{t/2} \right)^{1/t} + \delta \|M\|_{B,1}^2.
\]

Now we recall that \( t = q/2 \) and \( y_{i,j} = \|M_{i,j}\|^2_{2,2} \), to get
\[
E^2 \leq 2^{1.5} \sqrt{q} \max_{1 \leq i \leq r} \|M_{i,j}\|_{2,2} E_{q/2} \left( \max_{1 \leq j \leq r} \left( \sum_{i=1}^{r} \zeta_i \|M_{i,j}\|^2_{2,2} \right)^{q/2} \right)^{1/q} + \delta \|M\|_{B,1}^2
\]
\[
\leq 2^{1.5} \sqrt{q} \max_{1 \leq i \leq r} \|M_{i,j}\|_{2,2} \max_{1 \leq j \leq r} \|RM_j\|_{2} + \delta \|M\|_{B,1}^2
\]
\[
\leq 2^{1.5} \sqrt{q} \max_{1 \leq i \leq r} \|M\|_{B,2} E_{q/2} \|RM\|_{B,1} + \delta \|M\|_{B,1}^2
\]

and notice that \( E \) has appeared on the right hand side. By following the same argument that ends the proof of Lemma A.4, we complete the proof. \( \square \)

We now have all the required results to prove Lemma 1. Split \( G \) into its diagonal blocks \( D \) (containing \( \Phi_1^* \Phi_1 - \text{Id}, 1 \leq i \leq r \)) and off-diagonal blocks \( H \) (containing \( \Phi_1^* \Phi_j, 1 \leq i \neq j \leq r \)) and apply Lemma A.3:
\[
E_q \|RGR\|_2 \leq 2E_q \|RHR'\|_2 + E_q \|RDR\|_2.
\]

To estimate the first term, we apply Lemma A.4 twice; once for \( R \), and once for \( R' \):
\[
E_q \|RHR'\|_2 \leq 3 \sqrt{\frac{q}{2}} E_q \|RHR'\|_{B,1} + \sqrt{\delta E_q} \|HR'\|_2
\]
\[
\leq 3 \sqrt{\frac{q}{2}} E_q \|RHR'\|_{B,1} + 3 \sqrt{\frac{\delta q}{2}} E_q \|HR'\|_{B,1} + \delta \|H\|_2.
\]

By applying Lemma A.5 on the first term, we obtain
\[
E_q \|RHR'\|_2 \leq 3 \sqrt{\frac{q}{2}} \left[ 2^{1.5} \sqrt{q} E_q \|HR'\|_{B,2} + \sqrt{\delta E_q} \|HR'\|_{B,1} \right] + 3 \sqrt{\frac{\delta q}{2}} E_q \|HR'\|_{B,1} + \delta \|H\|_2.
\]
Since $R$ and $R'$ have the same distribution, we can collect terms to get

$$
\mathbb{E}_q\|RGR\|_2 \leq 6q\mathbb{E}_q\|HR\|_{B,2} + 6\sqrt{\frac{\delta q}{2}} \mathbb{E}_q\|HR\|_{B,1} + \delta \|H\|_2 + \mathbb{E}_q\|RDR\|_2.
$$

To bound $\|HR\|_{B,1}$, we denote $\Phi_{(i)} = [\Phi_1 \ldots \Phi_{i-1} \Phi_{i+1} \ldots \Phi_r]$; we then have

$$
\|HR\|_{B,1} \leq \|H\|_{B,1} = \max_{1 \leq i \leq r} \|\Phi_i^*\Phi_{(i)}\|_2 \leq \max_{1 \leq i \leq r} \|\Phi_i^*\Phi\|_2
$$

$$
\leq \max_{1 \leq i \leq r} \|\Phi_i\|_2\|\Phi\|_2 = \sqrt{1 + \mu_I}\|\Phi\|_2.
$$

Now we use the facts $\|HR\|_{B,2} \leq \mu_B$, $\|H\|_2 \leq \|G\|_2 + \|D\|_2 = \|\Phi\|_2 + \|D\|_2$ and, using Lemma A.1,

$$
\mathbb{E}_q\|RGR\|_2 \leq \|D\|_2 = \max_{1 \leq i \leq r} \|\Phi_i^*\Phi_i - \text{Id}\|_2 \leq \mu_I
$$

to complete the proof of the lemma:

$$
\mathbb{E}_q\|RGR\|_2 \leq 6q\mu_B + 6\sqrt{\frac{\delta q(1 + \mu_I)}{2}}\|\Phi\|_2 + \delta(\|\Phi\|_2^2 + \mu_I) + \mu_I
$$

$$
\leq 24\mu_B \log p + 9\delta \log p(1 + \mu_I)\|\Phi\|_2 + \delta\|\Phi\|_2^2 + 2\mu_I.
$$

**APPENDIX B**

**PROOF OF THEOREM 2**

In this appendix, we will prove that the minimization (9) successfully recovers a $k$-block sparse $\beta$ from $y = \Phi \beta$ with high probability. Mathematically, this is equivalent to showing that $\|\beta\|_2 < \|\beta'\|_2$ for all $\beta' \neq \beta$ such that $y = \Phi \beta'$. In the following, we will argue that this is true as long as there exists a vector $h \in \mathbb{R}^{km}$ such that (i) $\Phi^* S h = \text{sign}(S\beta)$, where $\mathcal{S}$ denotes the block support of $\beta$ and $\text{sign}(S\beta)$ denotes the block-wise extension of $\text{sign}(\cdot)$ to the blocks in $\mathcal{S}$, and (ii) $\|\Phi^* h\|_2 < 1$ for all $j \notin \mathcal{S}$. Note that these two conditions on the vector $h$ imply that (iii) $\|\Phi^* h\|_2 \leq 1$ for all $1 \leq j \leq r$.

To prove the sufficiency of conditions (i) and (ii) above, we follow the same ideas as in [44, 83, 84]. To begin, we need the following lemma; its proof is a simple exercise using Hölder’s Inequality.

**Lemma B.1.** Consider two block vectors $a$ and $b$ such that the blocks of $a$ have nonidentical $\ell_2$-norms and the blocks of $b$ are nonzero. Then $\langle a, b \rangle < \|a\|_{2,\infty}\|b\|_{2,1}$.

**Proof:** We can write

$$
\langle a, b \rangle = \sum_{j=1}^r \sum_{l=1}^m a_{jl} b_{jl} = \sum_{j=1}^r \langle a_j, b_j \rangle \leq \sum_{j=1}^r \|a_j\|_2 \|b_j\|_2 = \langle \bar{a}, \bar{b} \rangle,
$$

where $\bar{a} = [\|a_1\|_2 \|a_2\|_2 \ldots \|a_r\|_2]$ and $\bar{b} = [\|b_1\|_2 \|b_2\|_2 \ldots \|b_r\|_2]$ are vectors that contain the $\ell_2$-norms of the blocks of $a$ and $b$, respectively. Using the conditions of [84, Lemma 6], we have

$$
\langle a, b \rangle \leq \langle \bar{a}, \bar{b} \rangle < \|\bar{a}\|_{\infty}\|\bar{b}\|_1 = \|a\|_{2,\infty}\|b\|_{2,1},
$$

thereby proving the lemma.

\[\square\]
Remark 3. Note that if we remove the requirements on $a$ and $b$, it can be shown that $\langle a, b \rangle \leq \|a\|_{2,\infty} \|b\|_{2,1}$; that is, the conditions on $a$ and $b$ remove the possibility of equality.

In addition to this lemma, we will also need to use the vector Bernstein inequality from [85, 86].

Lemma B.2. Let $\{v_k\} \in \mathbb{R}^m$ be a finite sequence of independent random vectors. Suppose that $\mathbb{E}(v_k) = 0$ and $\|v_k\|_2 \leq B$ almost surely, and put $\sigma^2 = \sum_k \mathbb{E}\|v_k\|^2_2$. Then for all $0 \leq t \leq \sigma^2 / B$,

$$
\mathbb{P} \left( \left\| \sum_k v_k \right\|_2 \geq t \right) \leq e^{-\frac{t^2}{2\sigma^2}} + \frac{1}{4}.
$$

We are ready now to formally prove Theorem 2. We begin by writing

$$
\|\beta\|_{2,1} = \|\beta_S\|_{2,1} = \sum_{j \in S} \|\beta_j\|_2 = \sum_{j \in S} \frac{\beta_j^* \beta_j}{\|\beta_j\|_2} = \sum_{j \in S} \left\langle \frac{\beta_j}{\|\beta_j\|_2}, \beta_j \right\rangle 
$$

$$
= \sum_{j \in S} \left( \text{sign}(\beta_j), \beta_j \right) = \left( \text{sign}(\beta_S), \beta_S \right),
$$

Next, we assume that conditions (i) and (ii) (which together imply condition (iii)) are true in our case and consider any $\beta' \neq \beta$ such that $y = \Phi \beta'$. Then since $\text{sign}(\beta_S) = \Phi_S^* h$, we have

$$
\|\beta\|_{2,1} = \langle \Phi_S^* h, \beta_S \rangle = \langle h, \Phi_S \beta_S \rangle = \langle h, \Phi_S \beta'_S \rangle = \langle \Phi_S^* h, \beta'_S \rangle,
$$

where $S'$ denotes the support of a different solution $\beta'$ as described earlier. We now consider two cases. If not all norms $\|\Phi_j^* h\|_2$ are identical over $j \in S'$, then we apply Lemma B.1 to obtain

$$
\|\beta\|_{2,1} < \|\Phi_S^* h\|_{2,\infty} \|\beta'_S\|_{2,1} \leq \|\beta'_S\|_{2,1} = \|\beta'\|_{2,1},
$$

where the last inequality is due to condition (iii). If all the norms $\|\Phi_j^* h\|_2$ are identical over $j \in S'$, note that since $\beta \neq \beta'$ and since Theorem 1 guarantees that $\Phi_S$ has linearly independent columns (noting that we will come back to Theorem 1 later), then there must exist a block index $j_0 \in S'$ such that $j_0 \notin S$. From condition (ii), we know that for such a $j_0$ we have $\|\Phi_{j_0}^* h\|_2 < 1$, meaning that $\|\Phi_j^* h\|_2 < 1$ for all $j \in S'$. We then leverage (13) to obtain

$$
\|\beta\|_{2,1} \leq \sum_{j \in S'} \|\Phi_j^* h\|_2 \|\beta'_j\|_2 = \|\Phi_{j_0}^* h\|_2 \sum_{j \in S'} \|\beta'_j\|_2 < \|\beta'_S\|_{2,1} = \|\beta'\|_{2,1}.
$$

In order to complete the proof of the theorem, the only thing that remains to be shown now is that conditions (i) and (ii) hold in our case.

To simplify conditions (i) and (ii), we can define the vector $h = (\Phi_S^1)^* \text{sign}(\beta_S)$, where $(\cdot)^\dagger$ denotes the Moore–Penrose inverse of a matrix. Note that such an $h$ trivially satisfies condition (i). Condition (ii) then reduces to

$$
\|\Phi_{S^c} (\Phi_S^1)^* \text{sign}(\beta_S)\|_{2,\infty} < 1.
$$

(14)

It remains to prove (14). Denote the vector

$$
Z_{0,i} = \Phi_S^* \Phi_S (\Phi_S^* \Phi_S)^{-1} \text{sign}(\beta_S)
$$
for each \( i \in S^C \). Further denote
\[
Z_0 = \max_{i \notin S} \|Z_{0,i}\|_2 = \|\Phi^*_S \Phi_S (\Phi^*_S \Phi_S)^{-1} \text{sign}(\beta_S)\|_{2,\infty}.
\]
We then simply need to show that with large probability \( Z_0 \leq 1 \). Define the matrix \( W_i = (\Phi^*_S \Phi_S)^{-1} \Phi^*_S \Phi_i \) for \( i \notin S \). Further, denote by \( W_i^j \) the submatrix of \( W_i \) containing the block of rows that corresponds to \( j \in S \). We can then write \( Z_{0,i} = \sum_{j \in S} W_i^j \text{sign}(\beta_j) \), where \( W_i^j \) is the adjoint of \( W_i^j \). The sum terms have norms bounded by
\[
\left\| W_i^j \text{sign}(\beta_j) \right\|_2 \leq \left\| W_i^j \right\|_2 \left\| \text{sign}(\beta_j) \right\|_2 = \left\| W_i^j \right\|_2.
\]
We now use Lemma B.2 by setting \( B = \max_{i \in S} \|W_i\|_2 \) and \( \sigma^2 = \sum_{j \in S} \|W_i^j\|_2^2 = \|W_i\|_2^2 \) to obtain
\[
\mathbb{P}(\|Z_{0,i}\| > t) \leq 2 e^{-t^2 / 8 \max_{i \notin S} \|W_i\|^2}
\]
for \( 0 \leq t \leq 1 \) (as \( \sigma^2 > B \)). A union bound then gives us \( \mathbb{P}(Z_0 > t) \leq 2p e^{-t^2 / 8 \kappa^2} \), where \( \kappa > \max_{i \notin S} \|W_i\|_2 \). We can also see from the statement of Theorem 1 concerning the conditioning of random block subdictionaries that
\[
\max_{i \notin S} \|W_i\|_2 = \max_{i \notin S} \|(\Phi^*_S \Phi_S)^{-1} \Phi^*_S \Phi_i\|_2 \leq 2 \max_{i \notin S} \|\Phi^*_S \Phi_i\|_2 = 2\|\Phi^*_S \Phi_{SC}\|_{B,1}
\]
with probability at least \( 1 - 2p^{-4 \log^2} \). Thus, conditioning on the probability events
\[
\gamma > \|\Phi^*_S \Phi_{SC}\|_{B,1} \tag{15}
\]
and \( \|(\Phi^*_S \Phi_S)^{-1}\|_2 \leq 2 \), and replacing \( t = 1 \), the probability that \( Z_0 > 1 \) is at most \( 2p e^{-1/32 \gamma^2} \). By seeing that \( \|\Phi^*_S \Phi_{SC}\|_{B,1} \leq \mu_B \), the BIC allows us to set \( \gamma = c_2 / \sqrt{\log(p)} \) so that this probability of failure is upper bounded by \( 2p^{-4 \log^2} \) for sufficiently small values of \( c_2 \). The proof of the theorem now follows by taking a final union bound over the events \( \|(\Phi^*_S \Phi_S)^{-1}\|_2 > 2 \) and \( Z_0 > 1 \).

**APPENDIX C**

**PROOF OF THEOREM 4**

Similar to the proof in [29] for linear regression in the non-block setting, the proof of this theorem relies on three conditions involving the design matrix \( \Phi \), the vector of regression coefficients \( \beta \), and the modeling error \( z \). To begin, we once again use \( S \) to denote the block support of the \( k \)-block sparse \( \beta \) and use \( \Phi_S \) to denote the matrix containing columns of the blocks indexed by \( S \), i.e., an \( n \times km \) submatrix of \( \Phi \). Additionally, note that throughout the paper \( \Phi^*_S \) denotes the adjoint of \( \Phi_S \) rather than a column submatrix of \( \Phi^* \). Finally, we assume in this appendix that \( \sigma = 1 \) without loss of generality. We then have from the analysis for the lasso in [29] that the following three conditions are sufficient for the theorem statement to hold:

- **Invertibility condition**: The submatrix \( \Phi^*_S \Phi_S \) is invertible and obeys \( \| (\Phi^*_S \Phi_S)^{-1} \|_2 \leq 2 \).
- **Orthogonality condition**: The vector \( z \) obeys \( \| \Phi^* z \|_\infty \leq \sqrt{2} \lambda \).
- **Complementary size condition**: The following inequality holds:
\[
\| \Phi^*_S \Phi_S (\Phi^*_S \Phi_S)^{-1} \Phi^* z \|_\infty + 2 \lambda \| \Phi^*_S \Phi_S (\Phi^*_S \Phi_S)^{-1} \text{sign}(\beta_S) \|_\infty \leq (2 - \sqrt{2}) \lambda.
\]
In order to prove this theorem, therefore, we need only evaluate the probability with which each condition holds under the assumed statistical model, after which a simple union bound will get us the desired result. In this regard, we already have from Theorem 1 that the invertibility condition holds to hold with probability at most $2p^{-4 \log 2}$. It is also easy to see that the orthogonality condition in our case is the same as that in [29], where it is shown that the condition fails to hold with probability at most $p^{-1}(2 \pi \log p)^{-1/2}$. Therefore, we focus only on understanding the probability of failure for the complementary size condition in the following.

We begin by posing two separate statements that imply the condition, following [29, p. 2167]:

$$\|\Phi^*_C \Phi_S (\Phi^*_S \Phi_S)^{-1} \text{sign}(\beta_S)\|_\infty \leq 1/4,$$  \hspace{1cm} (16)

$$\|\Phi^*_C \Phi_S (\Phi^*_S \Phi_S)^{-1} \Phi^*_C \Phi_S \|_\infty \leq (3/2 - \sqrt{2}) \lambda.$$  \hspace{1cm} (17)

First, we consider the inequality (16). Denote by $\Phi_{ij}$ the $j$th column of the $i^{th}$ block $\Phi_i$, and write $Z_{0,ij} = \Phi^*_{ij} \Phi_S (\Phi^*_S \Phi_S)^{-1} \text{sign}(\beta_S)$ for each $i \in S^C, 1 \leq j \leq m$. Additionally, denote

$$Z_0 = \max_{i \notin S, 1 \leq j \leq m} |Z_{0,ij}| = \|\Phi^*_C \Phi_S (\Phi^*_S \Phi_S)^{-1} \text{sign}(\beta_S)\|_\infty.$$

We simply need to show that with large probability $Z_0 \leq 1/4$. For brevity, we write $W_{ij} = \Phi^*_C \Phi_S (\Phi^*_S \Phi_S)^{-1} \Phi^*_C \Phi_S$; we can then write $Z_{0,ij} = (W_{ij}, \text{sign}(\beta_i)) = \sum_{l \in S} \langle W_{ij,l}, \text{sign}(\beta_i) \rangle$, where $W_{ij,l}$ denotes the block of the column $W_{ij}$ corresponding to the entry $l \in S$. We bound the magnitude of the sum terms as

$$|\langle W_{ij,l}, \text{sign}(\beta_i) \rangle| \leq \|W_{ij,l}\|_2 \|\text{sign}(\beta_i)\|_2 = \sqrt{m} \|W_{ij,l}\|_2.$$

Now, we use Hoeffding’s inequality (similar to [29, Lemma 3.3]) to obtain

$$\mathbb{P}(\|Z_{0,ij}\| > t) \leq 2e^{-t^2/2m \sum_{l \in S} \|W_{ij,l}\|^2_2} = 2e^{-t^2/2m \|W_{ij}\|_2^2}.$$

A union bound then gives us $\mathbb{P}(Z_0 > t) \leq 2pe^{-t^2/2m \kappa^2}$, where $\kappa > \max_{i \notin S, 1 \leq j \leq m} \|W_{ij}\|_2$. We can see that under the invertibility condition,

$$\max_{i \notin S, 1 \leq j \leq m} \|W_{ij}\|_2 \leq \max_{i \notin S, 1 \leq j \leq m} \|\Phi^*_S \Phi_S\|_\infty \|\Phi^*_S \Phi_S\|_2 \leq 2 \max_{i \notin S, 1 \leq j \leq m} \|\Phi^*_S \Phi_{ij}\|_2 \leq 2 \max_{i \notin S, 1 \leq j \leq m} \|\Phi^*_S \Phi_{ij}\|_2 \leq 2 \max_{i \notin S, 1 \leq j \leq m} \|\Phi^*_S \Phi_{ij}\|_2 = 2 \|\Phi^*_S \Phi_S\|_{B,1}.$$

Thus, conditioned on a bound

$$\gamma > \|\Phi^*_S \Phi_S\|_{B,1}$$  \hspace{1cm} (18)

and the invertibility condition, and replacing $t = 1/4$, the probability of the inequality (16) failing to hold is at most $2pe^{-1/128m \gamma^2}$.

For the second inequality (17), we use the second half of [29, Lemma 3.3], which is restated below for reference.

**Lemma C.1.** Let $(W'_{ij})_{j \in J}$ be a fixed collection of vectors in $\mathbb{R}^n$ and set $Z_1 = \max_{j \in J} \|W'_{ij}, z\|$. We then have $\mathbb{P}(Z_1 \geq t) \leq 2|J|e^{-t^2/(4\kappa')^2}$ for any $\kappa' \geq \max_{j \in J} \|W'_{ij}\|_2$. 


We denote $W_{ij}' = \Phi_S(\Phi_S^* \Phi_S)^{-1} \Phi_S^* \Phi_{ij}$ for $i \notin S$, $1 \leq j \leq m$. Then we can write

$$Z_1 = \|\Phi_S^* \Phi_S(\Phi_S^* \Phi_S)^{-1} z\|_\infty = \max_{i \notin S, 1 \leq j \leq m} \{|W_{ij}'|, z\|.$$

To use Lemma C.1 in this case, we assume that the invertibility condition holds and search for a bound on $\kappa'$:

$$\kappa' = \max_{i \notin S, 1 \leq j \leq m} \|\Phi_S(\Phi_S^* \Phi_S)^{-1} \Phi_S^* \Phi_{ij}\|_2 \leq \sqrt{2} \max_{i \notin S, 1 \leq j \leq m} \|\Phi_S^* \Phi_{ij}\|_2$$

$$\leq \sqrt{2} \max_{i \notin S} \|\Phi_S^* \Phi_i\|_2 = \sqrt{2} \|\Phi_S^* \Phi_{SC}\|_{B, 1} \leq \sqrt{2} \gamma.$$ 

Thus, we have that conditioned on the bound (18) and the invertibility condition, (17) holds except with probability at most $2pe^{-(3/2 - \sqrt{2})\lambda^2/4\gamma^2}$.

To finalize, we define $Z = \|\Phi_S^* \Phi_S - I_d\|_2$ and define the event

$$E = \{Z \leq 1/2\} \cup \{\|\Phi_S^* \Phi_{SC}\|_{B, 1} \leq \gamma\}.$$ 

Then we have that the probability $P$ of the complementary size condition not being met is upper bounded by

$$P \leq \mathbb{P}(\{Z_0 > 1/4\} \cup \{Z_1 \geq (3/2 - \sqrt{2})\lambda\}) + \mathbb{P}(E^C)$$

$$\leq 2pe^{-1/128m\gamma^2} + 2pe^{-(3/2 - \sqrt{2})\lambda^2/4\gamma^2} + \mathbb{P}(Z > 1/2) + \mathbb{P}(\|\Phi_S^* \Phi_{SC}\|_{B, 1} > \gamma).$$

We set $\gamma = c_3''/\sqrt{m \log p}$ with small enough $c_3''$ so that each of the first two terms of the right hand side is upper bounded by $2p^{-4\log^2}$. To get the probability of the bound (18) not being valid, we appeal to Lemma A.5 together with the Markov inequality and a Poissonization argument (see (2) and (4) for an example) to obtain

$$\mathbb{P}(\|\Phi_S^* \Phi_{SC}\|_{B, 1} > \gamma) \leq 2\gamma^{-q} \mathbb{E}(\|\Phi_S^* \Phi_{SC}\|_{B, 1}^q)$$

$$\leq 2\gamma^{-q}(2^{2.5}\sqrt{q} \mu_B + 2\sqrt{\delta(1 + \mu)}\|\Phi\|_2)^q.$$ 

(19)

where $q = 4\log p$. We replace the values of $\gamma$ and $q$ selected above as well as the bounds on $k$, $\mu_1$, and $\mu_B$ from the theorem to obtain

$$\mathbb{P}\left(\|\Phi_S^* \Phi_{SC}\|_{B, 1} > \frac{c_3''}{\sqrt{m \log p}}\right) \leq 2\left(\frac{8\sqrt{2}c_3''}{c_3''} + 2\sqrt{\delta(1 + \mu_1)}\|\Phi\|_2\right)^{4\log p}.$$ 

By picking the constants $c_3''$, $c_1''$, $c_2''$ small enough so that the base of the exponential term on the right hand side is less than 1/2, we get $\mathbb{P}(\|\Phi_S^* \Phi_{SC}\|_{B, 1} > \frac{c_3''}{\sqrt{m \log p}}) < 2p^{-4\log^2}$. Thus, the complementary size condition holds with probability at least $1 - 8p^{-4\log^2}$. 

By combining the three conditions (noting that the third condition already accounts for the first), we have that Theorem 4 holds with probability at least $1 - 8p^{-4\log^2} - p^{-1}(2\pi \log p)^{-1/2}$.

**Appendix D**

**Proof of Theorem 5**

The proof of this theorem mirrors the steps taken for the proof of Theorem 4 along with some necessary modifications. To begin, we need the following lemma concerning the behavior of the group lasso.
Lemma D.1. The group lasso estimate obeys 
\[ \| \Phi^*(y - \Phi \hat{\beta}) \|_{2,\infty} \leq 2\lambda \sigma \sqrt{m}. \]

Proof: Since \( \hat{\beta} \) minimizes the objective function over \( \beta \), then 0 must be a subgradient of the objective function at \( \hat{\beta} \). The subgradients of the group lasso objective function are of the form [30]
\[ \Phi_i^* (\Phi \beta - y) + 2\lambda \sigma \sqrt{m} \epsilon_i = 0, \quad i = 1, \ldots, r, \]
where \( \epsilon_i \in \mathbb{R}^m \) is given by \( \epsilon_i = \text{sign}(\beta_i) \) if \( \beta_i = 0 \) and \( \| \epsilon_i \|_2 \leq 1 \) otherwise. Hence, since 0 is a subgradient at \( \hat{\beta} \), there exists \( \epsilon = [\epsilon_1^* \ldots \epsilon_r^*]^* \) such that
\[ \Phi^*(\Phi \hat{\beta} - y) = -2\lambda \sigma \sqrt{m} \epsilon. \]

The conclusion follows from the fact that \( \| \epsilon \|_{2,\infty} \leq 1 \). \( \blacksquare \)

In the following, we assume that \( \sigma = 1 \) without loss of generality and establish that the following three conditions together imply the theorem:

- **Invertibility condition**: The submatrix \( \Phi_S^* \Phi_S \) is invertible and obeys \( \| (\Phi_S^* \Phi_S)^{-1} \|_2 \leq 2 \).
- **Orthogonality condition**: The vector \( z \) obeys \( \Phi^* z \|_{2,\infty} \leq \sqrt{2m} \cdot \lambda \).
- **Complementary size condition**: The following inequality holds:
\[ \| \Phi_{SC}^* \Phi_S (\Phi_S^* \Phi_S)^{-1} \Phi_S^* z \|_{2,\infty} + 2\lambda \sqrt{m} \| \Phi_{SC}^* \Phi_S (\Phi_S^* \Phi_S)^{-1} \text{sign}(\beta_S) \|_{2,\infty} \leq (2 - \sqrt{2}) \lambda \sqrt{m}. \]

We first assume that the three conditions hold. Since \( \hat{\beta} \) minimizes the group lasso objective function, we must have
\[ \frac{1}{2} \| y - \Phi \hat{\beta} \|_2^2 + 2\lambda \sqrt{m} \| \hat{\beta} \|_{2,1} \leq \frac{1}{2} \| y - \Phi \beta \|_2^2 + 2\lambda \sqrt{m} \| \beta \|_{2,1}. \]

Define \( h := \hat{\beta} - \beta \), and note that
\[ \| y - \Phi \hat{\beta} \|_2^2 = \| (y - \Phi \beta) - \Phi h \|_2^2 = \| \Phi h \|_2^2 + \| y - \Phi \beta \|_2^2 - 2 \langle \Phi h, y - \Phi \beta \rangle. \]

Plugging this identity with \( z = y - \Phi \beta \) into the above inequality and rearranging the terms gives
\[ \frac{1}{2} \| \Phi h \|_2^2 \leq \langle \Phi h, z \rangle + 2\lambda \sqrt{m} (\| \beta \|_{2,1} - \| \hat{\beta} \|_{2,1}). \]

Next, break up \( \hat{\beta} \) into \( \hat{\beta}_S \) and \( \hat{\beta}_{SC} = h_{SC} \) and rewrite the above equation as
\[ \frac{1}{2} \| \Phi h \|_2^2 \leq \langle h, \Phi^* z \rangle + 2\lambda \sqrt{m} (\| \beta_S \|_{2,1} - \| \hat{\beta}_S \|_{2,1} - \| h_{SC} \|_{2,1}). \tag{20} \]

For each \( i \in S \), we have
\[ \| \hat{\beta}_i \|_2 \| \beta_i + h_i \|_2 \geq \| \beta_i + h_i, \frac{\beta_i}{\| \beta_i \|_2} \| \| \beta_i \|_2 - \langle h_i, \frac{\beta_i}{\| \beta_i \|_2} \rangle \]
\[ \geq \| \beta_i \|_2 - \langle h_i, \text{sign}(\beta_i) \rangle, \]
where the first inequality is due to the projection of \( \beta_i + h_i \) on \( \text{span} \{ \beta_i \} \) having magnitude at most \( \| \beta_i + h_i \|_2 \).

Thus, we can write \( \| \hat{\beta}_S \|_{2,1} \geq \| h_{SC} \|_{2,1} - \langle h_S, \text{sign}(\beta_S) \rangle \). Merging this inequality with (20) gives us
\[ \frac{1}{2} \| \Phi h \|_2^2 \leq \langle h, \Phi^* z \rangle + 2\lambda \sqrt{m} (\langle h_S, \text{sign}(\beta_S) \rangle - \| h_{SC} \|_{2,1}), \]
\[ = \langle h_S, \Phi_S^* z \rangle + \langle h_{SC}, \Phi_{SC}^* z \rangle + 2\lambda \sqrt{m} (\langle h_S, \text{sign}(\beta_S) \rangle - \| h_{SC} \|_{2,1}). \tag{21} \]
The orthogonality condition and Lemma B.1 also imply
\[ \langle h_{sc}, \Phi^*_S c \rangle \leq \| h_{sc} \|_{2,1} \| \Phi^*_S c \|_{2,\infty} \leq \sqrt{2m} \cdot \lambda \| h_{sc} \|_{2,1}. \]

Merging this result with (21) results in
\[
\frac{1}{2} \| \Phi h \|_2^2 \leq \langle h_S, v \rangle - (2 - \sqrt{2}) \lambda \sqrt{m} \| h_{sc} \|_{2,1},
\]
\[
\leq |\langle h_S, v \rangle| - (2 - \sqrt{2}) \lambda \sqrt{m} \| h_{sc} \|_{2,1},
\]
(22)
where \( v = \Phi^*_S z + 2\lambda \sqrt{m} \cdot \text{sign}(\beta_S) \). We aim to bound each of the terms on the right hand side independently. For the first term, we have
\[
|\langle h_S, v \rangle| = |\langle (\Phi^*_S \Phi S) -1 \Phi^*_S \Phi S h_S, v \rangle| = |\langle (\Phi^*_S \Phi S)^{-1} \Phi^*_S \Phi S h_S, v \rangle|
\leq |\langle \Phi^*_S \Phi S h_S, v \rangle| + |\langle \Phi^*_S \Phi S h_S, (\Phi^*_S \Phi S)^{-1} v \rangle|.
\]
Denote the two terms on the right hand side as \( A_1 \) and \( A_2 \), respectively. For \( A_1 \) we use Lemma B.1 to obtain
\[
A_1 \leq \| (\Phi^*_S \Phi S)^{-1} v \|_{2,1} \| \Phi^*_S \Phi S h \|_{2,\infty}.
\]
Now we bound these two terms. For the first term, we get
\[
\| (\Phi^*_S \Phi S)^{-1} v \|_{2,1} \leq \sqrt{k} \| (\Phi^*_S \Phi S)^{-1} v \|_2 \leq \sqrt{k} \| (\Phi^*_S \Phi S)^{-1} v \|_2 \leq 2k \| v \|_{2,\infty}
\]
due to the invertibility condition. Using the orthogonality condition, we also get
\[
\| v \|_{2,\infty} = \| \Phi^*_S z + 2\lambda \sqrt{m} \cdot \text{sign}(\beta_S) \|_{2,\infty} \leq \| \Phi^*_S z \|_{2,\infty} + 2\lambda \sqrt{m} \leq (2 + \sqrt{2}) \lambda \sqrt{m}.
\]
For the second term \( \| \Phi^*_S \Phi S h \|_{2,\infty} \), we use Lemma D.1 and the orthogonality condition to get
\[
\| \Phi^*_S \Phi S h \|_{2,\infty} \leq \| \Phi^*_S (\Phi \beta - y) \|_{2,\infty} + \| \Phi^*_S (y - \hat{\Phi} \beta) \|_{2,\infty}
\leq \| \Phi^*_S z \|_{2,\infty} + \| \Phi^*_S (y - \hat{\Phi} \beta) \|_{2,\infty} \leq (2 + \sqrt{2}) \lambda \sqrt{m}.
\]
Combining, we finally get \( A_1 \leq 2(2 + \sqrt{2}) \lambda^2 mk \). For \( A_2 \), we have from Lemma B.1 that
\[
A_2 \leq \| h_{sc} \|_{2,1} \| \Phi^*_S \Phi S h \|_{2,\infty} \leq (2 - \sqrt{2}) \lambda \sqrt{m} \| h_{sc} \|_{2,1},
\]
because of the complementary size condition. Using now these bounds on \( A_1, A_2 \), we have
\[
|\langle h_S, v \rangle| \leq 2(2 + \sqrt{2}) \lambda^2 mk + (2 - \sqrt{2}) \lambda \sqrt{m} \| h_{sc} \|_{2,1}.
\]
Plugging this into (22) gives
\[
\frac{1}{2} \| \Phi (\beta - \hat{\beta}) \|_2^2 \leq 2(2 + \sqrt{2}) \lambda^2 mk,
\]
which suffices to prove the theorem, modulo the three conditions.

To finish the proof of the theorem, we now must evaluate the probability of each condition failing to hold under the assumed statistical model. The invertibility condition in this regard simply follows from Theorem 1, which means that it fails to hold with probability at most \( 2p^{-4 \log^2} \). Next, note that \( \| \Phi^*_S \|_{2,\infty} \leq \sqrt{2} \cdot \lambda \sqrt{m} \) is implied
by \( \| \Phi^* z \|_\infty \leq \sqrt{2} \cdot \lambda \), which matches the orthogonality condition in the proof of Theorem 4 (cf. Appendix C). Therefore, the orthogonality condition fails to hold with probability at most \( p^{-1}(2\pi \log p)^{-1/2} \) in the case of the group lasso. Therefore, we only need to evaluate the complementary size condition.

In order to study the complementary size condition, we partition it into two statements:

\[
Z_0 := \| \Phi_{sc}^* \Phi_S (\Phi_S^* \Phi_S)^{-1} \text{sign}(\beta_S) \|_{2,\infty} \leq \frac{1}{4},
\]

\[
Z_1 := \| \Phi_{sc}^* \Phi_S (\Phi_S^* \Phi_S)^{-1} \Phi_S^* z \|_{2,\infty} \leq \left( \frac{3}{2} - \sqrt{2} \right) \lambda \sqrt{m}.
\]

In order to evaluate (23), we compare it to (14) and note that the only difference between the two expressions is a change from 1/4 to 1. Given that both Theorem 4 and this theorem operate under the same statistical model, it is therefore straightforward to argue from the analysis of (14) that (23) holds except with probability at most \( 2pe^{-1/512\gamma^2} \). The second condition (24) is implied by the inequality

\[
\| \Phi_{sc}^* \Phi_S (\Phi_S^* \Phi_S)^{-1} \Phi_S^* z \|_\infty \leq \left( \frac{3}{2} - \sqrt{2} \right) \lambda,
\]

which is shown to hold with probability at most \( 2pe^{-3/2-\sqrt{2}^2/4\gamma^2} \) in (17) (cf. Appendix C). To conclude, we once again define \( Z = \| \Phi_S^* \Phi_S - \text{Id} \|_2 \) and define the event

\[
E = \{ Z \leq 1/2 \} \cup \{ \| \Phi_S^* \Phi_{sc} \|_{B,1} \leq \gamma \}.
\]

Then we have that the probability \( P \) of the complementary size condition not being met is upper bounded by

\[
P \leq \mathbb{P}(\{ Z_0 > 1/4 \} \cup \{ Z_1 \geq (3/2 - \sqrt{2}) \lambda \}) + \mathbb{P}(E^C)
\]

\[
\leq 2pe^{-1/512\gamma^2} + 2pe^{-3/2-\sqrt{2}^2/4\gamma^2} + \mathbb{P}(Z > 1/2) + \mathbb{P}(\| \Phi_S^* \Phi_{sc} \|_{B,1} \leq \gamma)
\]

\[
\leq 2pe^{-1/512\gamma^2} + 2pe^{-3/2-\sqrt{2}^2/4\gamma^2} + 2p^{-4\log 2} + \mathbb{P}(\| \Phi_S^* \Phi_{sc} \|_{B,1} \leq \gamma).
\]

We set \( \gamma = c_3 / \sqrt{\log p} \) for small enough \( c_3 \) so that each of the first two terms of the right hand side is upper bounded by \( 2p^{-4\log 2} \). The last term can be bounded using the expression in (19) with \( \gamma = c_3 / \sqrt{\log p} \) and \( q = 4\log p \). Specifically, replacing the bounds on \( k, \mu_l \) and \( \mu_B \) from the theorem and the BIC in (19), we obtain

\[
\mathbb{P} \left( \| \Phi_S^* \Phi_{sc} \|_{B,1} > \frac{c_3}{\sqrt{\log p}} \right) \leq 2 \left( \frac{8c_2}{c_3} + \frac{2c_0(1+c_1)}{c_3} \right)^{4\log p}.
\]

By picking the constants \( c_0, c_1, c_2 \) small enough so that the base of the exponential term on the right hand side is less than 1/2, we get \( \mathbb{P}(\| \Phi_S^* \Phi_{sc} \|_{B,1} > c_3 / \sqrt{\log p}) < 2p^{-4\log 2} \). Thus, the complementary size condition fails to hold with probability at most \( 8p^{-4\log 2} \).

By combining the failures of the three conditions (and noting that the third condition already accounts for the first one), we have that Theorem 5 holds with probability at least \( 1 - 8p^{-4\log 2} - p^{-1}(2\pi \log p)^{-1/2} \).
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