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Research collaborations provide the foundation for scientific advances, but we have only recently begun to understand how they form and grow on a global scale. Here we analyze a model of the growth of research collaboration networks to explain the empirical observations that the number of collaborations scales superlinearly with institution size, though at different rates (heterogeneous densification), the number of institutions grows as a power of the number of researchers (Heaps’ law) and institution sizes approximate Zipf’s law. This model has three mechanisms: (i) researchers are preferentially hired by large institutions, (ii) new institutions trigger more potential institutions, and (iii) researchers collaborate with friends-of-friends. We show agreement between these assumptions and empirical data, through analysis of co-authorship networks spanning two centuries. We then develop a theoretical understanding of this model, which reveals emergent heterogeneous scaling such that the number of collaborations between institutions scale with an institution’s size.

I. INTRODUCTION

Science is largely a social endeavor. Research collaborations drive scientific discovery and produce more impactful work: papers with more co-authors garner more citations and appear in more prestigious venues [1, 2]. Collaboration enables researchers to mitigate the deleterious effects of the increasing complexity of knowledge [3] by leveraging the diversity of expertise [4] and different perspectives [5]. Our understanding of the growing collaboration networks, however, is still in its infancy. A recent paper explored the role of research institutions in the growth of scientific collaborations [6], showing that collaborations scale superlinearly with institution size: when an institution doubles in size, this creates roughly 30% more collaborations per person. Crucially, the scaling laws are different for each institution; therefore, larger institutions typically receive more advantage from collaboration than others. Additionally, the paper showed that institutions vary in size by many orders of magnitude, with the distribution approximated by Zipf’s law [7], while the number of institutions scales sub-linearly with the number of researchers, in agreement with Heaps’ law [8, 9]. The sublinear scaling implies that, even as more institutions appear, each institution gets larger on average, but this average belies an enormous variance.

Burghardt et al. [6] developed a stochastic model to explain these patterns, which we theoretically analyze here. In this model, a researcher appears at each time step and is preferentially hired by larger institutions (e.g., due to their prestige or funding). With a small probability, however, a researcher joins a newly appearing institution. The arrival of this new institution then triggers yet more new institutions to form in the future [10]. Finally, once hired, researchers make connections to other researchers and their collaborators with an independent probability.

Despite its simplicity, the model reproduces a range of empirical observations. The model combines three mechanisms. The first two mechanisms, known as Polya’s Urn with Triggering, qualitatively reproduces the observed Heaps’ law and Zipf’s law [10]. The mechanisms are the following (i) researchers are preferentially hired by large institutions, and (ii) new institutions trigger more potential institutions. The third mechanism is that researchers collaborate with friends-of-friends, which reproduces how collaborations scale with institution size [6] [11, 12]. These model assumptions are tested here using bibliographic data from four fields: computer science, physics, math, and sociology. We show that the data are in broad agreement with model’s assumptions about institution growth and links formation. We then explore the theory behind the model. We discover that the interaction of these mechanisms form novel emergent properties such as densification of links between emergent groups. Finally, this model shows qualitative agreement with empirical statistics, such as significant community structure, heterogeneous scaling laws of collaborations between institutions, and assortativity.

The rest of the paper is organized as follows. First, we describe comparisons between bibliographic data patterns and assumptions of the model. Next, we show how network statistics qualitatively agree with expectations. Third, we develop a theoretical grounding for the model, and finally compare these theoretic predictions to simulations.

II. A MODEL OF COLLABORATION GROWTH

Burghardt et al. [6] describe a stochastic growth model of institution formation that captures how institutions and collaborations jointly grow. They model the formation and growth of institutions by combining a Polya’s urn-like model described by Tria et al., [2014], and a model of network densification [11, 12]. Unlike existing
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FIG. 1. Schematic of our institution growth model. (a) New researchers are hired by an institution following a Pólya's urn-like model [10]. In this model, a new researcher is hired by an institution, denoted by a colored ball, picked uniformly at random from an urn. A new institution, where no researcher has been hired before, triggers \( \nu + 1 \) new colors to enter the urn, increasing the likelihood of more new institutions to hire a researcher. Both new and old institutions experience reinforcement, where \( \rho \) balls of the same color enter the urn. This creates a rich-get-richer effect where large institutions are more likely to hire a new researcher. (b) Each institution is composed of both internal collaborators (within each institution, green lines) and external collaborators (between institutions, purple lines). Once a researcher is hired, they choose one random internal and one random external collaborator. New collaborations are formed independently with probability \( p_B \), if hired by institution A, and \( p_B \) if hired by institution B. These new connections form triangles. Schematic taken from [6].

densification models [11, 13]. Burghardt et al.’s model reproduces the heterogeneous densification of internal (within-institution) and external (between-institution) collaborations, and the non-trivial growth of institutions. In the Appendix, we show that realistic variants of this model will also produce qualitatively similar behavior.

The model is as follows. Imagine an urn containing balls of different colors, with each color representing a different institution, as shown in Fig. 1a. Balls are picked with replacement, each ball representing a newly hired researcher. The color of the picked ball is recorded in a sequence to denote the institution that hires the researcher. After the ball is picked, \( \rho \) new balls of the same color are added to the urn. This step, known as “reinforcement” (left panel of Fig. 1a) [10], represents the additional resources and prestige given to a larger institution. If a ball with a new color that was not previously seen is picked, then \( \nu + 1 \) uniquely-colored balls are placed into the urn. This step is known as “triggering” (right panel of Fig. 1a) [10]. The new colors represent institutions that are now able to form because of the existence of a new institution. This model predicts Heaps’ law with scaling relation \( \sim N^{\nu/\rho} \) and Zipf’s law with scaling relation \( \sim n^{-(1+\nu/\rho)} \) [10]. In our simulations, we chose \( \rho = 4 \) and \( \nu = 2 \), which approximates scaling laws seen in data [6].

Next, we model heterogeneous and superlinear scaling of collaborations through a mechanism of network densification. Building on the work of [11, 12], each new researcher connects to a random researcher within the same institution, as well as an external researcher picked uniformly at random (left panel of Fig. 1b). Next, new collaborators are chosen independently from neighbors of neighbors with probability \( p_i \), where \( p_i \) is unique to each researcher’s institution (right panel of Fig. 1b). We let \( p_i \) be a Gaussian distributed random variable with mean, \( \mu = 0.6 \), and standard deviation, \( \sigma_p = 0.1 \) truncated between 0 and 1. This parameter controls the heterogeneity we observe in collaboration scaling. An example output of this model is shown in Fig. 2. This plot demonstrates the complex patterns that appear in an otherwise simple model.

To summarize, the model has four parameters: \( \rho \) and \( \nu \), which control Zipf’s law and Heaps’ law, and \( \mu_p \) and \( \sigma_p \), which controls densification. In our analysis of the model, we fix \( \rho = 4 \), \( \nu = 2 \), \( \mu_p = 0.6 \), which are in qualitative agreement with the statistics observed in empirical data [6]. While other plausible mechanisms for Zipf’s law [14–16], Heaps’ law [9], or densification [13] exist, the current model describes these patterns in a cohesive framework.
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FIG. 3. Rich-get-richer effect in institutions. The mean increase in institution size the next year as a function of its size, \( n \), in the current year for the fields of computer science, physics, math, and sociology. The model predicts the rate of institution growth is proportional to its size (black line), and the best fit for data follows a power-law \( \sim n^{0.9} \) with \( \alpha \approx 0.9 \).

III. COMPARING MODEL ASSUMPTIONS TO EMPIRICAL DATA

We test the model against bibliographic data collected by Burghardt et al., 2020, based on data from the Microsoft Academic Graph 2017 2018. Author names and institutional affiliations have been extracted from when each paper was written allowing us to reconstruct the co-authorship network and institution size over time. The data Burghardt et al. analyze covers four different fields: computer science, physics, math, and sociology. They show that these results are robust to various assumptions of the data including whether institution size is defined as the cumulative number of authors affiliated with an institution, or in the other extreme, the number of affiliated authors who have written a paper in a particular year. For simplicity, we define institution size as the cumulative number of affiliated authors. Data parsing is described in greater detail in Burghardt et al.

This model predicts the rate of institution growth is proportional to institution size (i.e., follows a preferential attachment mechanism), which we show is approximately correct in Fig. 3. In the growth model, the probability an institution hires a researcher is proportional to the number of balls associated with that institution in an urn, and the number of balls is proportional to the institution’s size. The probability an institution hires a researcher is therefore proportional to its size, \( n \) (black line). When we compare to data, we see a slight deviation with growth proportional to \( n^{\alpha} \) (dashed line) for \( n > 50 \), where \( \alpha \) is equal to 0.88±0.02, 0.80±0.02, 0.91±0.02, and 0.84±0.01 for computer science, physics, math, and sociology, respectively, based on linear regression. Alike to previous findings for preferential attachment 19 20, this figure demonstrates that the mechanism approximately captures the relationship between size and growth.

Next, the model assumes new connections are formed locally in order for networks to densify 9 11 12. We test this in Fig. 4 in which we compare the geometric mean distance between researchers before they form new collaborations (solid markers) with the distance between random researchers (null model, open markers). The model would predict that collaborations form between researchers who are two collaborations from each other. For example, if one researcher was Paul Erdös, then the other researcher would have had an Erdös number of two prior to collaborating 21.

In this figure, new collaborations are defined as those that appear the next year and never appeared in any previous year, and plots were made for data 10 years apart. For example, new links were those that first appeared in 1951, 1961, 1971, etc. We take the harmonic mean of the geodesic distance to account for uncommon cases in which components are disconnected, and therefore the geodesic distance is infinity. To determine error bars (shaded regions) in the null model, we use a form of bootstrapping. We repeat the following step \( M \) times: we find the mean distance of \( m \) random researchers, where \( m \) is the number of new links formed the next year. We let \( M \) be 100 for computer science and physics, and 300 for math and sociology. Error bars are simply the 95% quantiles of these bootstrapped data. Due to the cost of finding geodesic distances, computing these null model error bars took roughly 50 computer-hours to complete on 3.7 GHz Intel Core i5 processors. Comparing the distances of new research collaborations to this null model, we observe that researchers collaborate locally, often with high statistical significance. In rough agreement with the model, we see that researchers connect to one another when they are two to three collaborations apart, on average.

Finally, the first step of the model, institution growth, has the same set of mechanisms as Tria et al., 2014.
Supplementary material of [10] Eq. 4–5 implies that institutions should grow proportional to “time” in the model. Time in this case is the cumulative number of researchers hired within any university, $N$, therefore the size of the institution, $n$, should be proportional to $N$. For example, if there are fifty institutions that have hired 1,000 researchers in total, then once 2,000 researchers have been hired, the number of researchers within each institution should approximately double (assuming that the number of new institutions that appear is small). We test this qualitatively in Fig. 5 for each field. We find that the initial growth is usually much faster than linear (dashed line), and sometimes the asymptotic growth rate is sub-linear (e.g., the largest institution in Fig. 5d). That said, we also often see approximately linear growth. Overall, these results give mixed support for the hypothesis on average, but the variations from linear growth as high as that from a greedy modularity maximizing method [22], and similar modularity values with communities defined as institutions, with $\sigma_p = 0.0$ and $0.1$ (all values are larger than expected by chance [23]). (b) Network degree versus $N$. Inset: degree distribution for $\sigma_p = 0.0$ and $0.1$. (c) Assortativity versus $N$, showing consistently higher values for $\sigma_p = 0.1$ than $\sigma_p = 0.0$. (d) Clustering coefficient decreases approximately logarithmically with $N$.

IV. QUALITATIVE STATISTICS

Next, we measure network statistics of model simulations to check whether these statistics are realistic. We also find that the community structure, densification, assortativity, and clustering, shown in Fig. 6 are comparable to real networks. First, this model naturally produces community structure if we define “communities” as institutions. The modularity of these communities is nearly as high as that from a greedy modularity maximizing method [22], possibly because the institution-based communities are alike to the stochastic block model [24]. In the stochastic block model, communities are defined as a collection of nodes that are more likely to connect to each other than to outside nodes. Similarly, institutions in the model have different probabilities of forming connections within and between other institutions.

Second, we find that degree increases with $N$ as a power law, known as network densification [11] [13] (Fig. 6). While we designed individual institutions to densely, these results still reproduce previous global analysis demonstrating overall densification of the network. In addition, we see in the inset that the degree distribution is heavy-tailed, much like real networks [25]. Importantly, the model has no explicit degree preferential attachment mechanism; this distribution is an emergent property. Dependence of the degree distribution with $N$ can be seen in the Appendix Fig. 11.

Next, we find that assortativity increases with $N$ and is comparable to real social networks, including co-authorship networks we aim to model [26] (Fig. 6). Interestingly, however, assortativity begins to decrease again if $\sigma = 0.0$. When $\sigma > 0.0$, this model reproduces the heterogeneous densification, seen in empirical data [9].
as well as consistent positive values of assortativity. Finally, the local clustering coefficient decreases logarithmically, as shown in Fig. [6]. In contrast, a random network has a clustering coefficient that decreases as $1/n$ \[27\]. The model’s clustering coefficient is comparable to real data of a variety of sizes \[25\]. Whether clustering coefficient is stable in real data \[29\] or decreases with $n$ should be explored in the future. The variance of the local clustering coefficient within each network (inset of Fig. [6]), is also wide and should be compared to empirical data in the future.

V. ANALYSIS OF THE MODEL

Next, we develop a theoretical understanding of the model. We first analyze the scaling properties of internal collaborations. Because the mechanism to form internal collaborations ignores all nodes and links besides those within the institution itself, we can consider the institution’s internal collaboration network as an isolated network. The mechanism to make collaborations within this network can therefore be reduced to that of a previous model \[11, 12\]. The number of internal collaborations, $L_{int}$ increases with institution size, $n$ via the following formula

$$L_{int}(n+1) = L_{int}(n) + 1 + p(k_{int})$$

$$L_{int}(n) = L_{int}(n) + 1 + 2pL_{int}(n)/n$$

where $\langle k_{int} \rangle$ is the mean number of internal collaborations per researcher, equal to $2L_{int}(n)/n$. Intuitively, we add an edge by default, plus $p(k_{int})$ edges through additional collaborations. Using the results from previous papers \[11, 12\], we find that

$$L_{int}(n) = \begin{cases} \frac{n^p}{1-2p}, & p < 1/2 \\ n\ln(n), & p = 1/2 \\ A(p)n^{2p}, & p > 1/2 \end{cases}$$

where $A(p) = [(2p-1)\Gamma(1+2p)]^{-1}$. The scaling constants and exponents in this theory are taken across all realizations. In practice, however, the exponent works well for large institutes, and underestimates the exponent for small institutes, most likely because of finite size effects.

External scaling laws are much more nuanced, and require significant amounts of new analysis. We have two goals in our analysis. First, we want to show that internal and external collaboration exponents are superlinear. Second, we want to understand why internal and external collaboration exponents are poorly correlated. To this end, we start with a similar equation as before, but this time for external collaborations, $L_{ext}$:

$$L_{ext}(n+1) = L_{ext}(n) + 1 + p(k_{ext})$$

Our goal is to first find $\langle k_{ext} \rangle$, mean number of internal collaborations per researcher at external institutions. This value is surprisingly non-trivial compared to internal collaborations. First, we note that the first researcher is chosen at random among all researchers, meaning there is a preference to attach to researchers in larger institutes. While the institution size follows Zipf’s law \[10\],

$$p(n) = \frac{\nu}{\rho} n^{-(1+\nu/\rho)},$$

where we take the discrete size $n$ to be continuous, which works well for large institution sizes. The preference to attach to larger institutes means that we choose an institute of size $n_{ext}$ with probability

$$q(n) = \frac{np(n)}{\langle n \rangle}$$
where

$$\langle n \rangle = \int_1^N dn \ n \left( \frac{\nu}{\rho} \right)^{-1+\nu/\rho} \indent (7)$$

$$\sim \frac{\nu}{\rho - \nu} N^{1-\nu/\rho} \indent (8)$$

Because $\nu/\rho < 1$, we discover that $\langle n \rangle$ diverges. Therefore, we set cut-off equal to the total number of researchers, $N$. In full form, $q(n)$ is:

$$q(n) = \frac{(\rho - \nu)n^{-\nu/\rho}}{\rho N^{1-\nu/\rho}} \indent (9)$$

Moreover, by construct, we have the probability of $p$, $f(p)$, be Gaussian distributed, with mean $\mu_p$ and variance $\sigma_p^2$. Finally, $k_{\text{ext}}$ for an arbitrary institution is $2L_{\text{int}}(n)/n$.

Putting all this together, we discover that

$$\langle k_{\text{ext}} \rangle = \frac{2(\rho - \nu)}{\sigma_p \sqrt{2\pi \rho N^{1-\nu/\rho}}} \int_1^N dn \ n^{-\nu/\rho} \left( \int_0^{1/2} dp \ \exp[-(p - \mu_p)^2/(2\sigma_p^2)] \right) \left[ 1 - 2p \right] + \int_{1/2}^1 dp \ \frac{n^{2p-1-\nu/\rho} \exp[-(p - \mu_p)^2/(2\sigma_p^2)]}{(2p-1)\Gamma(1+2p)} \right]} \right)} \right)} \right)} \right)} \right)}$$

Sadly, this equation is not simple to solve. First, it diverges near $p = 1/2$. At this special point, the scaling law approaches $L_{\text{int}}(n) \sim n \ln(n)$, which is why the assumptions around $p$ diverge near $1/2$ break down. If we take the ends of the integrals to be 0 to $1/2 - \epsilon$ and $1/2 + \epsilon$ to 1, then $\langle k_{\text{ext}} \rangle$ becomes a constant proportional to $\ln(1/\epsilon)$. If this value is small compared to $N$, however, then from Eq. [4] $L_{\text{int}}(n) \sim n$, which does not agree with our findings. On the other hand, $\langle k_{\text{ext}} \rangle$ (and therefore $\ln(1/\epsilon)$) cannot be larger than $N - 1$. In other words, we can only connect to as many as nodes as there are in the network. If we assume $\langle k_{\text{ext}} \rangle \sim N$, then from Eq. [4] $L_{\text{int}}(n) \sim n^2$. This demonstrates a breakdown in the assumptions of a naive approximation of Eq. [10]

$$\langle k_{\text{ext}} \rangle = \frac{2(\rho - \nu)}{(2\mu_p - 1) \Gamma(1+2\mu_p) \rho N^{1-\nu/\rho}} \int_1^N dn \ n^{-2\mu_p-1+\nu/\rho} \left( \int_1^N dp \ \frac{\exp[2p\ln(n) - (p - \mu_p)^2/(2\sigma_p^2)]}{(2\mu_p - 1)\Gamma(1+2\mu_p)} \right)} \right)} \right)} \right)}$$

because the PDF quickly approaches 0 around $p = \mu_p$, we can extend the integral of $p$ to $\pm \infty$. Once we integrate, the result becomes

$$\langle k_{\text{ext}} \rangle = \frac{2(\rho - \nu)}{\sqrt{2\pi (2\mu_p - 1) \Gamma(1+2\mu_p) \rho N^{1-\nu/\rho}}} \left\{ F \left[ \frac{\nu - 2\mu_p\rho}{2\sqrt{2\rho \sigma_p}} \right] + N^{-\frac{\nu}{2} + 2\mu_p + 2\sigma_p \log(N)} F \left[ \frac{4\rho \log(N)\sigma_p^2 - \nu + 2\mu_p}{2\sqrt{2\rho \sigma_p}} \right] \right\} \right)} \right)}$$

where $F$ is the Dawson function [30]. If, on the other hand, $\sigma_p$ is zero, then we replace the Gaussian distribu-
We notice that variance increases the mean degree, but also that, for finite \( \sigma_p \), the scaling relation is not a power law. What we are interested in, however, is how \( \langle k_{\text{ext}} \rangle \) depends on \( n \), the institution size. Previous research shows, to first order, that \( n = N/N_i \), where \( N_i \) is the number of researchers when the first institute formed (c.f., Supplementary materials Eq. 4 of [10]). Substituting this into Eq. 16, we get \( \langle k_{\text{ext}} \rangle \) as a function of \( n \). We can finally substitute \( \langle k_{\text{ext}}(n) \rangle \) into Eq. 4 and notice that \( \langle k_{\text{ext}} \rangle \) does not depend on \( L_{\text{ext}} \), in contrast to internal collaborations. Knowing that \( L_{\text{ext}}(1) = 0 \), this iterative equation can be solved in the form of a series:

\[
L_{\text{ext}}(n) = \sum_{j=1}^{n-1} 1 + p(\langle k_{\text{ext}} \rangle)(j)
\]

\[
= n - 1 + p \sum_{j=1}^{n-1} \langle k_{\text{ext}} \rangle(j)
\]

sadly, there is in general no simple formula for this series, although if \( \sigma_p = 0 \)

\[
L_{\text{ext}}(n)_{\sigma_p=0} \sim p \sum_{j=1}^{n-1} j^{2\mu_p-1} = H(n - 1, 1 - 2\mu_p)
\]

where \( H \) is the harmonic function. The asymptotics of the harmonic function tell us that \( L_{\text{ext}}(n) \sim n^{2\mu_p} \), therefore, if \( \sigma_p = 0 \), the external collaboration is superscaling. Sadly, when \( \sigma_p \neq 0 \) the formula cannot be written more compactly. To make this formula numerically easier to compute, however, we can approximate this sum as an integral, which does not affect the results; instead, these values are effectively the same, but now much easier to compute. Even for \( \sigma_p > 0 \), scaling is approximately a power-law. This theoretical curve is plotted in Fig. 9a. We show that institutions that appear earlier (e.g., \( N_i = 10^3 \)) have a smaller scaling law than those that appear later (e.g., \( N_i = 3 \times 10^5 \)), and finite variance in \( p \) creates larger scaling laws than variance. Because institutions grow linearly with \( N_i \), this implies that smaller institutions should have a larger scaling law than larger ones [10]. We can also create a histogram of the scaling exponents in Fig. 9b. Because the cumulative number of institutes grows as \( N^{\nu/\rho} \sim N^{1/2} \), the number of new institutes scales as \( N^{-1/2} \), therefore we sample exponents with this frequency. External collaborations therefore create heterogeneous scaling exponents.

\[
\langle k_{\text{ext}} \rangle_{\sigma_p=0} = \frac{2(\rho - \nu)}{(2\mu_p - 1)\Gamma(1 + 2\mu_p)\rho N^{1-\nu/\rho}} \int_1^N dn n^{2\mu_p - (1+\nu/\rho)}
\]

(14)

\[
\langle k_{\text{ext}} \rangle_{\sigma_p=0} = \frac{2(\rho - \nu)}{(2\mu_p - 1)\Gamma(1 + 2\mu_p)\rho(2\mu_p - \nu/\rho)}(N^{2\mu_p - 1} - 1)
\]

(15)

FIG. 9. Theoretical scaling laws. (a) External degree, \( L_{\text{ext}} \), normalized by the cumulative number of researchers when the institution first formed, \( N_i \), versus the institution size. Solid lines are theory with \( \sigma_p > 0 \) and various values of \( N_i \). Dashed line is Eq. 21. (b) A theoretical histogram of scaling exponents, fit for \( n > 10 \), after \( N = 10^6 \).
independent of $p$. The heterogeneous scaling is instead an emergent property.

VI. COMPARING THEORY TO SIMULATIONS

![Simulated and theoretical collaboration scaling.](image)

FIG. 10. Simulated and theoretical collaboration scaling. (a) Internal collaborations are expected to scale as $\sim n^{2p}$ (Eq. 3), which agrees well with simulations, especially for large institution sizes, $n$. (b) In contrast, the external collaborations do not strongly correlate with the internal scaling theory $(s = 0.22, \text{p-value} < 10^{-6})$. Data gathered for 15 simulations for institutions with final size, $n > 50$.

We first compare theory with simulations for internal collaboration scaling exponents. Equation 3 predicts that, for $p > 1/2$, $L_{int} \sim n^{2p}$, therefore, we should see a significant correlation between the simulation scaling laws and $2p$, especially for large $n$. Figure 10 compares the simulation and theoretical exponents for 15 simulations with $\rho = 4$, $\nu = 2$, $\mu_p = 0.6$, and $\sigma_p = 0.1$ after 500K time steps. We recorded from $n \geq 10$ for institutions with more than 50 researchers at the final time step. In total there were 1582 simulated institutions studied. We find agreement with theory for large $n$ in Fig. 10a, and overall a significant correlation with theory (Spearman rank correlation, $s = 0.85, \text{p-value} < 10^{-6}$). We also find good agreement with simulations in Fig. 12, which further demonstrates that, as expected, variance in $p$ creates variance in the scaling exponents. Moreover, we can focus on $\sigma_p = 0.0$ data, and notice that, as $n$ becomes large, we have better and better agreement with the theory. The broad distribution of scaling exponents for both internal and external collaborations can be seen in the Appendix.

We next compare external collaboration with theory in Fig. 10b. Equations 21 and 16 predict low correlation between exponents and the $p$ parameters, which we also observe in simulations $(s = 0.22, \text{p-value} < 10^{-6})$, showing support for the theory’s qualitative distinction between internal and external scaling. We also see qualitative agreement with theory in Fig. 12. Namely, we see that $\sigma = 0.0$ theory is in reasonably good agreement with simulations, even for small $n$. With $\sigma_p = 0.1$, we find that scaling exponents tend to be larger, in agreement with Equations 21 and 16, which shows that the scaling exponents increase with $\sigma_p$.

That being said, the theory implies that final institution size is proportional to its age, and therefore we should see a correlation between the final institution size and the scaling exponent (Fig. 9). We find, however, no significant correlation with size ($\text{p-value} = 0.21$), as shown in the Appendix. Moreover, there is a significant correlation between internal and external scaling laws in simulations that is also not captured by the theory. These findings together demonstrate that the present theory does not fully describe the dynamics. Nonetheless, we are able to describe much of the behavior, including heterogeneous external collaboration scaling.

VII. CONCLUSION

Burghardt et al. [2020] found surprising statistical regularities in the growth of research institutions, and created a model to explain these regularities. We explore this model in greater detail and discover empirical agreement with model assumptions and realistic network properties such as significant community structure. Furthermore, we produce a theoretical grounding for this model and show agreement between theory and simulations. This theory demonstrates that while the the internal collaboration exponent is proportional to $p$, the external collaboration scaling parameter is approximately independent of all other parameters.

While these findings ground the Burghardt et al.’s model in a stronger empirical and theoretical foundation, there are limitations in what we can explain. First, the growth of institutions is sub-linearly related to its size ($\Delta n \sim n^{0.5}$), while the model predicts a linear relation. Second, while collaborations often form between friends of friends, this is not always the case, as the geodesic mean distance in Fig. 4 is greater than two. Finally, the model does not fully explain how the institution size correlates to the total number of researchers hired (Fig. 3). While it is expected to be linear, we see significant deviations, either due to the simplicity of our model, or potentially limitations in data collected prior to 1950 [8]. While agreement between model and data is still pretty close, these deviations suggest limitations of the current model to fully describe data. In addition, the theory predicts a much higher value for $(k_{ext})$ than we see in simulations, shown in Fig. 5. Similarly, the external collaboration distribution for simulations seen in Fig. 9 is not in agreement with Fig. 13 and it suggests a dependence on time. While we have made great progress, future work is needed to fully understand this model.

VIII. APPENDIX

We first check the robustness of the heavy-tailed degree distribution versus network size and $\sigma_p$, which is shown
in Fig. [11] In this data, which is averaged over 10 simulations, we find the wide degree distribution is robust to variations in model size and $\sigma_p$.

Next, we compare the collaboration scaling exponents for simulations with $\sigma_p = 0.0$ and 0.1 in Fig. [12] We find that, due to stochasticity, both parameters show variance in the collaboration exponents, although when $\sigma_p = 0.0$, the variance decreases significantly with $n$, while for $\sigma_p = 0.1$, the variance is high even for $n = 10^6$.

Finally, we explore robustness of results with respect to realistic model variants. The theoretical analysis predicts heterogeneous densification of collaborations within institutions and heterogeneous densification for external collaborations (between institutions). We check each of these qualitative results in Fig. [13] and compare these results for two variants of our model to check sensitivity of our analysis. In the original model, hired “researchers” initially create one internal and one external link. We look at a variant of this simulation in which the number of initial internal and external collaborators was Poisson distributed, with $\lambda = 1$ (i.e., on average one internal and one external collaborator). Importantly, Bhat et al. and Lambiotte et al. shows that number of links over time are not self-averaging in their densification model [11][12], therefore initial conditions greatly affect the final number of links and may affect the observed scaling behavior. Figure [13] shows our results. We find that, while there are slightly more outliers in the scaling exponent distribution, results are quantitatively very similar. Overall this suggests that our model robustly creates agreement their theory.
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