TWISTED LOGARITHMIC MODULES OF LATTICE VERTEX ALGEBRAS

BOJKO BAKALOV AND MCKAY SULLIVAN

Abstract. Twisted modules over vertex algebras formalize the relations among twisted vertex operators and have applications to conformal field theory and representation theory. A recent generalization, called twisted logarithmic module, involves the logarithm of the formal variable and is related to logarithmic conformal field theory. We investigate twisted logarithmic modules of lattice vertex algebras, reducing their classification to the classification of modules over a certain group. This group is a semidirect product of a discrete Heisenberg group and a central extension of the additive group of the lattice.
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1. Introduction

The notion of a vertex algebra was introduced by Borcherds \[12\] and developed in \[24,30,21,37,33\] among many other works. It provides a rigorous algebraic formulation of two-dimensional chiral conformal field theory \[11,26,14\], and is a powerful tool in the representation theory of infinite-dimensional Lie algebras \[29,33\]. The main motivating examples of vertex algebras were the lattice vertex algebras \[12\], which generalized the Frenkel–Kac realization of affine Kac–Moody algebras in terms of vertex operators \[22\]. In many applications vertex operators appeared in a “twisted” form, as in the principal realization of affine Kac–Moody algebras \[38,31\] and in the Frenkel–Lepowsky–Meurman construction of a vertex algebra with a natural action of the Monster group on it \[24,25\]. This led to the notion of a twisted module of a vertex algebra \[16,19\] that axiomatizes the properties of twisted vertex operators \[32,36,23\]. One of the important applications of twisted modules is to orbifolds in conformal field theory (see e.g. \[15,34,17,4\]). Twisted modules over lattice vertex algebras were classified in \[16\] in a special case and in the general case in \[5\].

The notion of a \(\varphi\)-twisted module was defined in \[16,19\] only for finite-order automorphisms \(\varphi\). In particular, both \(\varphi\) and the Virasoro \(L_0\) operator were assumed to be semisimple. The idea of deforming \(L_0\) with an automorphism of infinite order first appeared in \[2\]. Shortly thereafter, the notion of a \(\varphi\)-twisted module was generalized by Huang to the case when \(\varphi\) is not semisimple \[27\], and was further developed in \[3,7,28,41\]. This generalization was motivated by logarithmic conformal field theory (see e.g. \[35,1,13\]), and has promising applications to Gromov–Witten theory (cf. \[18,39,40,6,8\]). The main feature of such modules is that the twisted fields involve the logarithm of the formal variable; for this reason we also call them twisted logarithmic modules.

In \[3\] the first author gave a different definition of twisted logarithmic modules, which allowed him to prove a Borcherds identity for these modules. Twisted logarithmic modules according to Huang’s original
definition are also twisted logarithmic modules according to the definition in [3], and under certain additional assumptions, the definition in [3] implies Huang’s definition (see [28] for details).

In this paper we initiate the study of \( \varphi \)-twisted modules over a lattice vertex algebra \( V_Q \), where \( Q \) is an integral lattice and \( \varphi \) is an arbitrary automorphism of \( Q \) (which is then lifted to an automorphism of \( V_Q \)). The first step is to restrict such a module \( M \) to the Heisenberg subalgebra \( B^1(\mathfrak{h}) \subset V_Q \), where \( \mathfrak{h} = \mathbb{C} \otimes \mathbb{Z} Q \) is a vector space with the bilinear form induced from \( Q \). Then \( \varphi \) is also an automorphism of \( B^1(\mathfrak{h}) \), and \( M \) is a \( \varphi \)-twisted \( B^1(\mathfrak{h}) \)-module. Such modules were studied in our previous works [3, 7].

The next step is to find how the action of \( B^1(\mathfrak{h}) \) on \( M \) extends to \( V_Q \), i.e., to find the twisted vertex operators \( Y(e^\lambda, z) \) for \( \lambda \in Q \). Similarly to [32, 36, 23, 16, 5], these vertex operators are expressed as certain exponentials in the Heisenberg generators times some operators \( U_\lambda \) commuting with the nonzero modes of the Heisenberg algebra. Thus, the classification of \( \varphi \)-twisted \( V_Q \)-modules is reduced to that of modules over the \( \varphi \)-twisted Heisenberg algebra that are equipped with a compatible action of a certain group \( G_\varphi \). This is the main result of the present paper (see Theorem 5.6 below). Although we follow the approach of [5], our setting here is more involved. For instance, when \( \varphi \) has a finite order, the group \( G_\varphi \) contains as a subgroup a torus corresponding to the subspace of \( \varphi \)-invariant vectors in \( \mathfrak{h} \). In the general case, this torus is replaced by a Heisenberg group. Another difficulty is that when computing the products of twisted vertex operators \( Y(e^\lambda, z) \), we need to utilize special functions such as the Lerch transcendent \( \Phi \) and the digamma function \( \Psi \) (see e.g. [9, 10]).

Here is a more detailed description of the contents of the paper. In Section 2, we briefly recall the definition of a vertex (super)algebra and our main object, lattice vertex algebras (see [24, 30, 21, 37, 33]). Then we review the definition and properties of twisted logarithmic modules of vertex algebras, following [3].

In Section 3, we start our investigation of the structure of \( \varphi \)-twisted modules over a lattice vertex algebra \( V_Q \), where the automorphism \( \varphi \) is lifted from an automorphism of the lattice \( Q \). We find an expression for the twisted vertex operators \( Y(e^\lambda, z) \) in terms of the twisted Heisenberg algebra and certain operators \( U_\lambda \) (see Theorem 3.24).

Next, in Section 4, we compute the products of twisted vertex operators \( Y(e^\lambda, z) \), which allows us to determine the relations satisfied by the operators \( U_\lambda \) (see Theorem 4.3).

Motivated by these relations, in Section 5, we introduce a group \( G \) that acts on every \( \varphi \)-twisted \( V_Q \)-module. Imposing the \( \varphi \)-equivariance
condition for $\varphi$-twisted modules, we define the group $G_\varphi$ as a quotient of $G$ by a certain central subgroup. We prove that, conversely, every module over the $\varphi$-twisted Heisenberg algebra equipped with a compatible action of $G_\varphi$ can be extended to a $\varphi$-twisted $V_Q$-module (see Theorem 5.6).

Finally, in Section 6, we construct explicit examples from 3 and 4-dimensional lattices.

In a sequel we plan to classify the irreducible modules of the group $G_\varphi$, thus completing the classification and explicit construction of all irreducible $\varphi$-twisted $V_Q$-modules.

2. Preliminaries

In this section, we review the definitions and some properties of vertex algebras, lattice vertex algebras, and twisted logarithmic modules.

2.1. Vertex Algebras. Let us quickly recall the definition of a vertex (super)algebra following [30] (see also [24, 21, 37, 33]). A vertex algebra is a vector superspace $V = V_0 \oplus V_1$ with a distinguished even vector $1 \in V_0$ (vacuum vector), together with a parity-preserving linear map (state-field correspondence)

$$Y(\cdot, z) : V \otimes V \rightarrow V((z)) = V[[z]][z^{-1}].$$

Thus, for every $a \in V$, we have the field $Y(a, z) : V \rightarrow V((z))$. This field can be viewed as a formal power series from $(\text{End } V)[[z, z^{-1}]]$, which involves only finitely many negative powers of $z$ when applied to any vector. The coefficients in front of powers of $z$ in this expansion are known as the modes of $a$:

$$Y(a, z) = \sum_{n \in \mathbb{Z}} a(n) z^{-n-1}, \quad a(n) \in \text{End } V.$$

Then

$$a(n) = \text{Res}_z z^n Y(a, z),$$

where the formal residue $\text{Res}_z$ is defined as the coefficient of $z^{-1}$.

The following axioms must hold in a vertex algebra $V$:

(vacuum axioms) $Y(1, z) = \text{Id}, \quad Y(a, z)1 - a \in zV[[z]],$

where $\text{Id}$ denotes the identity operator;

(translation covariance) $[T, Y(a, z)] = \partial_z Y(a, z),$

where $Ta = a(-2)1$;

(locality) $(z-w)^n Y(a, z)Y(b, w) = (-1)^{p(a)p(b)}(z-w)^n Y(b, w)Y(a, z)$.
for all \( a, b \in V \) of parities \( p(a), p(b) \), respectively, where \( N \geq 0 \) is an integer depending on \( a, b \).

### 2.2. Lattice Vertex Algebras.

Now we recall the definition and some properties of lattice vertex algebras; see \([24, 30, 21, 37]\). Let \( Q \) be an integral lattice of rank \( d \), i.e., a free abelian group on \( d \) generators together with a nondegenerate symmetric bilinear form \( (\cdot | \cdot) : Q \times Q \to \mathbb{Z} \). Using bilinearity, we extend \( (\cdot | \cdot) \) to the vector space \( h = \mathbb{C} \otimes \mathbb{Z} Q \), which we view as an abelian Lie algebra.

The **Heisenberg Lie algebra** is defined as the affinization \( \hat{h} = h[t, t^{-1}] \oplus \mathbb{C} K \) with brackets

\[
[at^m, bt^n] = m\delta_{m, -n} (a|b) K, \quad [\hat{h}, K] = 0 \quad (m, n \in \mathbb{Z}).
\]

We will use the notation \( a_{(m)} = at^m \). Then the **free bosons**

\[
a(z) = \sum_{m \in \mathbb{Z}} a_{(m)} z^{-m-1} \quad (a \in h)
\]

satisfy

\[
[a(z), b(w)] = (a|b) K \partial_w \delta(z, w),
\]

where

\[
\delta(z, w) = \sum_{m \in \mathbb{Z}} z^{-m-1} w^m
\]

is the **formal delta function**.

The generalized Verma module, also known as the **Fock space**,

\[
B^1(h) = \text{Ind}_{h[t]}^\hat{h} \oplus \mathbb{C} K \mathbb{C}
\]

is constructed by letting \( h[t] \) act trivially on \( \mathbb{C} \) and \( K \) act as \( \text{Id} \). Then \( B^1(h) \) has the structure of a vertex algebra called the **free boson algebra** or the **Heisenberg vertex algebra**. The commutator (2.1) is equivalent to the following \( n \)-th products:

\[
a_{(0)}b = 0, \quad a_{(1)}b = (a|b) 1, \quad a_{(j)}b = 0 \quad (j \geq 2)
\]

for \( a, b \in h \), where \( 1 = 1 \) is the vacuum vector in \( B^1(h) \). Here and further, we identify \( a \in h \) with \( a_{(-1)}1 \in B^1(h) \).

Now let \( \varepsilon : Q \times Q \to \{\pm 1\} \) be a bimultiplicative function such that

\[
\varepsilon(\lambda, \lambda) = (-1)^{|\lambda|^2(\lambda^2+1)/2}, \quad \lambda \in Q.
\]

A unique such function exists up to equivalence and satisfies

\[
\varepsilon(\lambda, \mu)\varepsilon(\mu, \lambda) = (-1)^{(\lambda|\mu)+|\lambda|^2|\mu|^2}, \quad \lambda, \mu \in Q.
\]
Let $\mathbb{C}_\varepsilon[Q]$ be the twisted group algebra, which has a basis $\{e^\lambda\}_{\lambda \in Q}$ with multiplication given by

\begin{equation}
(2.6) \quad e^\lambda e^\mu = \varepsilon(\lambda, \mu)e^{\lambda+\mu}, \quad \lambda, \mu \in Q.
\end{equation}

The representation of $\hat{\mathfrak{h}}$ can be extended to the space $V_Q = B^1(\mathfrak{h}) \otimes \mathbb{C}_\varepsilon[Q]$ via

\begin{equation}
(2.7) \quad (at^m)(s \otimes e^\lambda) = (at^m + \delta_{m,0}(a|\lambda))s \otimes e^\lambda.
\end{equation}

In particular, we have

\begin{equation}
(2.8) \quad Y(a, z) = \sum_{m \in \mathbb{Z}} a(m)z^{-m-1}, \quad a \in \mathfrak{h},
\end{equation}

on $V_Q$ are called currents. The fields

\begin{equation}
Y(e^\lambda, z) = e^\lambda : \exp \int Y(\lambda, z):
\end{equation}

\begin{equation}
= e^\lambda z^\lambda \exp \left( \sum_{n=1}^{\infty} \lambda(-n) \frac{z^n}{n} \right) \exp \left( \sum_{n=1}^{\infty} \lambda(n) \frac{z^{-n}}{-n} \right)
\end{equation}

are called vertex operators, where $z^\lambda$ acts by

\begin{equation}
(2.9) \quad z^\lambda(s \otimes e^\mu) = z^{(\lambda|\mu)}(s \otimes e^\mu).
\end{equation}

The currents (2.8) and the vertex operators (2.9) generate a vertex algebra structure on $V_Q$, called a lattice vertex algebra, where the vacuum vector is given by $1 \otimes e^0$, the infinitesimal translation operator acts by

\begin{equation}
(2.10) \quad Te^\lambda = \lambda(-1)e^\lambda, \quad [T, a(m)] = -ma(m-1),
\end{equation}

and the parity in $V_Q$ is given by $p(a \otimes e^\lambda) = |\lambda|^2 \text{ mod } 2\mathbb{Z}$. Reminiscent of (2.6), the following formula holds in $V_Q$:

\begin{equation}
(2.11) \quad e^\lambda_{(-1-(\lambda|\mu))}e^\mu = \varepsilon(\lambda, \mu)e^{\lambda+\mu}.
\end{equation}

The locality of the vertex operators $Y(e^\lambda, z)$ and $Y(e^\mu, z)$ is established by showing that

\begin{equation}
(2.12) \quad (z_1 - z_2)^N Y(e^\lambda, z_1)Y(e^\mu, z_2) = (-1)^{|\lambda|^2|\mu|^2}(z_1 - z_2)^N Y(e^\mu, z_2)Y(e^\lambda, z_1),
\end{equation}

where $N$ is a constant depending on $\lambda$ and $\mu$. The constant $N$ is chosen so that the formula holds.
where \( N = \max(0, -\langle \lambda | \mu \rangle) \).

The currents (2.8) generate the Heisenberg vertex algebra \( B^1(\mathfrak{h}) \) as a subalgebra of \( V_Q \). Let \( \{v_1, \ldots, v_d\} \) be a basis of \( \mathfrak{h} \), and \( \{v^1, \ldots, v^d\} \) be its dual basis with respect to \( \langle \cdot | \cdot \rangle \). Then

\[
\omega = \frac{1}{2} \sum_{i=1}^d v^i(z^{-1})v_i \in B^1(\mathfrak{h}) \subset V_Q
\]

is a conformal vector (see e.g. [30]). The corresponding Virasoro field

\[
L(z) = Y(\omega, z) = \sum_{n \in \mathbb{Z}} L_n z^{-n-2}
\]

has central charge \( d = \dim \mathfrak{h} \).

### 2.3. Twisted Logarithmic Modules

Now we review the definition and properties of twisted logarithmic modules of vertex algebras, following [3]. The main distinguishing feature of such modules is the presence in the fields of a second formal variable, \( \zeta \), which plays the role of \( \log z \).

For a vector space \( M \over \mathbb{C} \), a logarithmic field on \( M \) is a formal series

\[
a(z) = a(z, \zeta) = \sum_{\alpha \in A} \sum_{m \in \alpha} a_m(\zeta) z^{-m-1},
\]

where \( A \) is a finite subset of \( \mathbb{C}/\mathbb{Z} \), \( a_m(\zeta) : M \rightarrow M[[\zeta]] \) is a power series in \( \zeta \) with coefficients in \( \text{End} M \), and for any \( v \in M \) we have \( a_m(\zeta) v = 0 \) for \( \text{Re} m \gg 0 \). Although \( a(z) \) depends on both \( z \) and \( \zeta \), for brevity we will write explicitly only the dependence on \( z \).

While in [3] the variables \( z \) and \( \zeta \) were considered independent, here we will impose the relation that \( z = e^\zeta \). More precisely, we will identify a logarithmic field \( a(z, \zeta) \) with \( z^c e^{-c\zeta} a(z, \zeta) \) for any \( c \in \mathbb{C} \), and extend this by linearity. In other words, if we denote the space of formal series (2.14) by \( \overline{\text{LFie}}(M) \), then the space of all logarithmic fields on \( M \) is the quotient space

\[
\text{LFie}(M) = \overline{\text{LFie}}(M) / \sum_{c \in \mathbb{C}} (z^c - e^{c\zeta}) \overline{\text{LFie}}(M).
\]

Note that the operators of differentiation with respect to \( z \) and \( \zeta \),

\[
D_z = \partial_z + z^{-1} \partial_\zeta, \quad D_\zeta = z \partial_z + \partial_\zeta,
\]

commute with \( z^c e^{-c\zeta} \) and are well defined on the quotient space \( \text{LFie}(M) \).

Let \( a(z), b(z) \in \text{LFie}(M) \) be logarithmic fields with parities \( p(a) \) and \( p(b) \), respectively. They are called local if there exists an integer \( N \geq 0 \).
such that
\[(z_1 - z_2)^N a(z_1)b(z_2) = (-1)^{p(a)p(b)}(z_1 - z_2)^N b(z_2)a(z_1).
\]
Then their \textit{n-th product} is defined by [3]:
\[(2.15) \quad (a(z)_{(n)}b(z))v = \frac{D_{z_1}^{N-1-n}}{(N-1-n)!} \left((z_1 - z_2)^N a(z_1)b(z_2)v \right)_{z_1 = z_2 = z}, \]
for \(v \in M\) and an integer \(n \leq N - 1\). For \(n \geq N\), we set the \(n\)-th product equal to 0. Note that the right-hand side of (2.15) remains the same if we replace \(N\) by \(N + 1\).

\textbf{Definition 2.1 (3).} Given a vertex algebra \(V\) and an automorphism \(\varphi\) of \(V\), a \textit{\(\varphi\)-twisted \(V\)-module} is a vector superspace \(M\) equipped with an even linear map \(Y : V \to \text{LFie}(M)\) such that \(Y(1, z) = \text{Id}\) is the identity on \(M\), and \(Y(V)\) is a local collection of logarithmic fields satisfying:
\[(2.16) \quad (\varphi\text{-equivariance}) \quad Y(\varphi a, z) = e^{2\pi i D} Y(a, z), \]
and
\[(2.17) \quad (n\text{-th product identity}) \quad Y(a_{(n)}b, z) = Y(a, z)_{(n)} Y(b, z)\]
for all \(a, b \in V\) and \(n \in \mathbb{Z}\).

We note that \(Y(a, z)\) depends on \(\zeta\) as well as \(z\), though we do not indicate this in the notation. As a consequence of the definition, the logarithmic fields satisfy (cf. [27]):
\[(2.18) \quad Y(T a, z) = D_z Y(a, z), \quad a \in V. \]

Let \(\tilde{V} \subseteq V\) be the subalgebra of \(V\) on which \(\varphi\) is \textit{locally-finite}, i.e., the set of vectors \(a \in V\) such that \(\text{span}\{\varphi^i a \mid i \geq 0\}\) is finite-dimensional. Then we can write
\[(2.19) \quad \varphi|_{\tilde{V}} = \sigma e^{-2\pi i N}, \quad \sigma \in \text{Aut}(\tilde{V}), \quad N \in \text{Der}(\tilde{V}), \]
where \(\sigma\) and \(N\) commute, \(\sigma\) is semisimple, and \(N\) is locally nilpotent on \(\tilde{V}\). The last condition means that for every \(a \in \tilde{V}\) we have \(N^i a = 0\) for \(i \gg 0\). As in [3], we will assume that for \(a \in \tilde{V}\) the logarithmic field \(Y(a, z) \in \text{LFie}(M)\) has a (unique) representative \(\tilde{Y}(a, z) \in \text{LFie}(M)\) that is a polynomial in \(\zeta\). Then \(\varphi\)-equivariance implies that
\[(2.20) \quad \tilde{Y}(\sigma a, z) = e^{2\pi i z \partial_z} \tilde{Y}(a, z), \quad \tilde{Y}(N a, z) = -\partial_z \tilde{Y}(a, z)\]
for \(a \in \tilde{V}\).

\textbf{Remark 2.2.} Our current definition of \(\text{LFie}(M)\) is more general than the definition in [3] in order to allow logarithmic fields that are power series in \(\zeta\) when \(\varphi\) is not locally finite, as is the case for twisted logarithmic modules of lattice vertex algebras. In the case when \(\varphi\) is locally
finite, we have $\bar{V} = V$. By choosing the representative $\bar{Y}(a, z)$ for each $Y(a, z) \in \text{LFie}(M)$, we may equate the more general definition we use in this paper to the original definition given in [3].

Remark 2.3. Huang’s definition of a twisted logarithmic module [27] assumes, among other things, that the vertex algebra $V$ is graded by finite-dimensional subspaces preserved by the automorphism $\varphi$. As a consequence, $\varphi$ is locally finite in [27]. It was shown in [28] that, under the additional assumptions of [27], the definitions of [27] and [3] are equivalent.

We denote the eigenspaces of $\sigma$ in $\bar{V}$ by

$$
V_\alpha = \{ a \in \bar{V} \mid \sigma a = e^{-2\pi i \alpha} a \}, \quad \alpha \in \mathbb{C}/\mathbb{Z}.
$$

It follows from (2.20) that

$$
X(a, z) = \bar{Y}(e^{\zeta N} a, z) = \bar{Y}(a, z) \bigg|_{\zeta = 0}
$$

is independent of $\zeta$, and the exponents of $z$ in $X(a, z)$ belong to $-\alpha$ for $a \in V_\alpha$. For $m \in \alpha$, the $(m + N)$-th mode of $a \in V_\alpha$ is defined as

$$
a_{(m+N)} = \text{Res}_z z^m X(a, z).
$$

Then

$$(2.21) \quad \bar{Y}(a, z) = X(e^{-\zeta N} a, z) = \sum_{m \in \alpha} (z^{-m-N-1} a)_{(m+N)},$$

where we use the notation $z^{-N} = e^{-\zeta N}$.

One of the main results of [3] is the Borcherds identity for twisted logarithmic modules. Here we will only need two of its consequences. One is the following commutator formula for modes:

$$(2.22) \quad [a_{(m+N)}, b_{(n+N)}] = \sum_{j=0}^{\infty} \left( \left( \binom{m+N}{j} a \right)_{(j)} b \right)_{(m+n-j+N)},$$

for $a \in V_\alpha$, $b \in V_\beta$, $m \in \alpha$, and $n \in \beta$. We also have

$$(2.23) \quad [a_{(m+N)}, Y(b, z)] = \sum_{j=0}^{\infty} Y\left( \left( \binom{m+N}{j} z^{m-j+N} a \right)_{(j)} b, z \right)$$

for $a \in V_\alpha$, $b \in V$, $m \in \alpha$. Note that in (2.23), the vector $b$ is not necessarily in $\bar{V}$. This is important in the case of twisted logarithmic modules of lattice vertex algebras because for them $\bar{V} \neq V$ in general (see Remark 3.1 below).
Another corollary of the Borcherds identity is a formula for the \((-1)\)-st product. For \(a \in V_\alpha\) and \(b \in V\), the \textit{normally ordered product} of \(Y(a, z)\) and \(Y(b, z)\) is defined by
\[
Y(a, z)Y(b, z) := \sum_{m \in \alpha} \Re m \leq -1 (z^{-m-N-1}a)_{(m+N)}Y(b, z) + (-1)^{p(a)p(b)} \sum_{m \in \alpha} \Re m \geq -1 Y(b, z)(z^{-m-N-1}a)_{(m+N)}.
\]
Then
\[
(2.24) \quad Y(a, z)Y(b, z) := \sum_{j=-1}^{N-1} z^{-j-1}Y\left((\left(\alpha_0 + N\right)_{(j)}a)_{(j)}b, z\right)
\]
for \(a \in V_\alpha\) and \(b \in V\), where \(\alpha_0 \in \alpha\) is the unique element such that \(-1 < \Re \alpha_0 \leq 0\).

2.4. \textbf{Twisted Logarithmic Modules of Free Bosons}. Consider a vector space \(h\) with a nondegenerate symmetric bilinear form \((\cdot | \cdot)\), as in Section 2.2. Let \(\varphi\) be an automorphism of \(h\) such that \((\cdot | \cdot)\) is \(\varphi\)-invariant, i.e.,
\[
(2.25) \quad (\varphi a | \varphi b) = (a | b), \quad a, b \in h.
\]
As in (2.19), we write
\[
(2.26) \quad \varphi = \sigma e^{-2\pi i N}, \quad \sigma N = N \sigma,
\]
where \(\sigma\) is semisimple and \(N\) is nilpotent on \(h\). Then (2.25) is equivalent to
\[
(2.27) \quad (\sigma a | \sigma b) = (a | b), \quad (Na | b) + (a | Nb) = 0
\]
for all \(a, b \in h\). We denote the eigenspaces of \(\sigma\) by
\[
h_\alpha = \{a \in h | \sigma a = e^{-2\pi i \alpha}a\}, \quad \alpha \in \mathbb{C}/\mathbb{Z}.
\]

\textbf{Definition 2.4} ([3]). The \(\varphi\)-\textit{twisted affinization} (or \(\varphi\)-\textit{twisted Heisenberg algebra}) \(\hat{h}_\varphi\) is the Lie algebra spanned by a central element \(K\) and elements \(a_{(m+N)} = at^m (a \in h_\alpha, m \in \alpha)\), with the Lie bracket
\[
[a_{(m+N)}, b_{(n+N)}] = \delta_{m,-n}(m+N)a | b)K
\]
for \(a \in h_\alpha, b \in h_\beta, m \in \alpha, n \in \beta\).

An \(\hat{h}_\varphi\)-module \(M\) is called \textit{restricted} if for every \(a \in h_\alpha, m \in \alpha, v \in M\), there is an integer \(L\) such that \((at^m)^i v = 0\) for all \(i \in \mathbb{Z}, i \geq L\). We note that every highest weight \(\hat{h}_\varphi\)-module is restricted (see [29]). The automorphism \(\varphi\) naturally induces automorphisms of \(h\) and \(B^1(h)\),
which we will denote again by $\varphi$. Then every $\varphi$-twisted $B^1(\mathfrak{h})$-module is a restricted $\hat{\mathfrak{h}}_{\varphi}$-module and, conversely, every restricted $\hat{\mathfrak{h}}_{\varphi}$-module uniquely extends to a $\varphi$-twisted $B^1(\mathfrak{h})$-module [3, Theorem 6.3].

We split $\mathbb{C}$ as a disjoint union of subsets $\mathbb{C}^+$, $\mathbb{C}^- = -\mathbb{C}^+$ and $\{0\}$ where

$$ (2.28) \quad \mathbb{C}^+ = \{ \gamma \in \mathbb{C} \mid \text{Re} \gamma > 0 \} \cup \{ \gamma \in \mathbb{C} \mid \text{Re} \gamma = 0, \text{Im} \gamma > 0 \}. $$

Then the $\varphi$-twisted Heisenberg algebra $\hat{\mathfrak{h}}_{\varphi}$ has a triangular decomposition

$$ (2.29) \quad \hat{\mathfrak{h}}_{\varphi} = \hat{\mathfrak{h}}_{\varphi}^- \oplus \hat{\mathfrak{h}}_{\varphi}^0 \oplus \hat{\mathfrak{h}}_{\varphi}^+, $$

where

$$ \hat{\mathfrak{h}}_{\varphi}^\pm = \text{span}\{ at^m \mid a \in \mathfrak{h}_\alpha, \alpha \in \mathbb{C}/\mathbb{Z}, m \in \mathbb{Z} \cap \mathbb{C} \} $$

and

$$ \hat{\mathfrak{h}}_{\varphi}^0 = \text{span}\{ at^0 \mid a \in \mathfrak{h}_0 \} \oplus \mathbb{C} K. $$

Starting from an $\hat{\mathfrak{h}}_{\varphi}^0$-module $R$ with $K = \text{Id}$, the (generalized) Verma module is defined by

$$ M_{\varphi}(R) = \text{Ind}_{\hat{\mathfrak{h}}_{\varphi}^0 \oplus \hat{\mathfrak{h}}_{\varphi}^0}^{\hat{\mathfrak{h}}_{\varphi}^-} R, $$

where $\hat{\mathfrak{h}}_{\varphi}^+$ acts trivially on $R$. These are $\varphi$-twisted $B^1(\mathfrak{h})$-modules.

In order to describe such modules explicitly, the following canonical forms for automorphisms $\varphi$ of $\mathfrak{h}$ preserving $(\cdot, \cdot)$ are used (see [3]). In the next two examples, $\mathfrak{h}$ is a vector space with a basis $\{ v_1, \ldots, v_d \}$ such that $(v_i|v_j) = \delta_{i+j,d+1}$ and $\lambda = e^{-2\pi i \alpha_0}$ for some $\alpha_0 \in \mathbb{C}$ such that $-1 < \text{Re} \alpha_0 \leq 0$.

**Example 2.5** $(d = 2\ell)$.

$$ \sigma v_i = \begin{cases} \lambda v_i, & 1 \leq i \leq \ell, \\ \lambda^{-1} v_i, & \ell + 1 \leq i \leq 2\ell, \end{cases} \quad \lambda^v_i = \begin{cases} v_{i+1}, & 1 \leq i \leq \ell - 1, \\ -v_{i+1}, & \ell + 1 \leq i \leq 2\ell - 1, \\ 0, & i = \ell, 2\ell. \end{cases} $$

Let us write $\lambda^{-1} = e^{-2\pi i \beta_0}$ where $-1 < \text{Re} \beta_0 \leq 0$. The symmetry

$$ (2.30) \quad v_i \mapsto (-1)^i v_{\ell+i}, \quad v_{\ell+i} \mapsto (-1)^{i+\ell+1} v_i \quad (1 \leq i \leq \ell) $$

allows us to switch $\lambda$ with $\lambda^{-1}$ and assume that $\alpha_0 \in \mathbb{C}^- \cup \{0\}$. For example, if $\text{Re} \alpha_0 = 0$, then we may switch the roles of $\alpha_0$ and $\beta_0$ if necessary to ensure that $\text{Im} \alpha_0 \leq 0$. If $-1 < \text{Re} \alpha_0 < 0$, then again employing the symmetry (2.30), we may assume $-1/2 \leq \text{Re} \alpha_0 < 0$. Finally, if $\text{Re} \alpha_0 = -1/2$, then (2.30) allows us to assume $\text{Im} \alpha_0 \geq 0$. 

Example 2.6 \((d = 2\ell - 1 \text{ and } \lambda = \pm1)\).

\[
\sigma v_i = \lambda v_i, \quad 1 \leq i \leq 2\ell - 1, \quad \mathcal{N} v_i = \begin{cases} (-1)^{i+1} v_{i+1}, & 1 \leq i \leq 2\ell - 2, \\ 0, & i = 2\ell - 1. \end{cases}
\]

Since \(\lambda = \pm1\), it follows that \(\alpha_0 = 0\) or \(-1/2\).

Proposition 2.7 \((\text{[3]}\))

Let \(\mathfrak{g}\) be a finite-dimensional vector space endowed with a nondegenerate symmetric bilinear form \((\cdot|\cdot)\) and with commuting linear operators \(\sigma, \mathcal{N}\) satisfying \((2.27)\), such that \(\sigma\) is invertible and semisimple and \(\mathcal{N}\) is nilpotent. Then \(\mathfrak{g}\) is an orthogonal direct sum of subspaces that are as in Examples 2.5 and 2.6.

The \(\varphi\)-twisted modules corresponding to Examples 2.5 and 2.6 are explicitly constructed in \([3]\). In each case, the action of the Virasoro operators \(L_k\) corresponding to the conformal vector \((2.13)\) can be written explicitly using the following proposition. In it we will use the notation

\begin{align}
\circ (at^m)(bt^n) &= \begin{cases} (at^m)(bt^n), & m \in \mathbb{C}^-, \\ (bt^n)(at^m), & m \in \mathbb{C}^+ \cup \{0\}. \end{cases}
\end{align}

Proposition 2.8 \((\text{[3, 7]}\))

If \(\varphi\) is as in Example 2.5, we have

\[
L_k = \sum_{i=1}^{\ell} \sum_{m \in \alpha_0 + \mathbb{Z}} \circ (v^i t^{-m})(v^i t^{k+m}) - \delta_{k,0} \frac{\ell}{2} \alpha_0 (\alpha_0 + 1) \text{Id}
\]

in any \(\varphi\)-twisted \(B^1(\mathfrak{g})\)-module. In the case of Example 2.6, we have

\[
L_k = \frac{1}{2} \sum_{i=1}^{d} \sum_{m \in \alpha_0 + \mathbb{Z}} \circ (v^i t^{-m})(v^i t^{k+m}) - \delta_{k,0} \frac{d}{4} \alpha_0 (\alpha_0 + 1) \text{Id}.
\]

3. The \(\varphi\)-twisted Vertex Operators

In this section, we start our investigation of the structure of \(\varphi\)-twisted modules over a lattice vertex algebra \(V_Q\), where the automorphism \(\varphi\) is lifted from an automorphism of the lattice \(Q\). We find an expression for the twisted vertex operators \(Y(e^\lambda, z)\) \((\lambda \in \mathbb{Q})\) in terms of the twisted Heisenberg algebra. We continue using the notation from Section 2.2.

3.1. Action of the Heisenberg Subalgebra

Let \(\varphi\) be an automorphism of the lattice \(Q\), so that \(\varphi\) preserves the bilinear form (see \((2.23)\)). We extend \(\varphi\) linearly to the vector space \(\mathfrak{g} = \mathbb{C} \otimes_\mathbb{Z} Q\), denoting the extension again by \(\varphi\). Again we will write \(\varphi = \sigma e^{-2\pi i \mathcal{N}}\) as in \((2.26)\).
The map $Q \times Q \to \{\pm 1\}$ given by $(\lambda, \mu) \mapsto \varepsilon(\varphi \lambda, \varphi \mu)$ is a 2-cocycle satisfying (2.1). Since $\varepsilon$ is unique up to equivalence, there exists some $\eta: Q \to \{\pm 1\}$ such that
\begin{equation}
\eta(\lambda)\eta(\mu)\varepsilon(\lambda, \mu) = \eta(\lambda + \mu)\varepsilon(\varphi \lambda, \varphi \mu), \quad \lambda, \mu \in Q.
\end{equation}
Then $\varphi$ can be lifted to an automorphism of the lattice vertex algebra $V_Q$, denoted again by $\varphi$, so that
\begin{equation}
\varphi(a_{(m)}) = (\varphi a)_{(m)}, \quad \varphi(e^\lambda) = \eta(\lambda)^{-1}e^{\varphi \lambda}
\end{equation}
for $a \in \mathfrak{h}$, $\lambda \in Q$, $m \in \mathbb{Z}$ (see e.g. [3]).

Remark 3.1. If $\varphi$ has an infinite order when acting on $\lambda \in Q$, then the vectors $\varphi^i(e^\lambda)$, $i \geq 0$, are linearly independent in $V_Q$. This means that the action of $\varphi$ on $e^\lambda$ is not locally finite and the decomposition (2.26) is not valid for such vectors. However, (3.2) guarantees that $\varphi$ is locally finite on the Heisenberg subalgebra $B^1(\mathfrak{h}) \subset V_Q$.

Assume that $M$ is a $\varphi$-twisted $V_Q$-module. Then the logarithmic fields $Y(a, z)$, $a \in \mathfrak{h}$, generate a $\varphi$-twisted $B^1(\mathfrak{h})$-module structure on $M$. Let $S_\sigma$ be the spectrum of $\sigma$, i.e., its set of eigenvalues, and let
\begin{equation}
A = \{\alpha \in \mathbb{C}/\mathbb{Z} \mid e^{-2\pi i \alpha} \in S_\sigma\}.
\end{equation}
Given $\alpha \in A$, we let $\pi_\alpha: \mathfrak{h} \to \mathfrak{h}_\alpha$ be the projection onto the corresponding eigenspace. We adopt the convention that
\begin{equation}
a_{(m+N)}(\alpha) = (\pi_\alpha a)_{(m+N)}, \quad m \in \alpha,
\end{equation}
for any $a \in \mathfrak{h}$ and $\alpha \in A$. In particular, $a_{(m+N)} = 0$ if $m \in \alpha$ for $\alpha \notin A$. We will also use the notation $\pi_0 = \pi_{\mathbb{Z}}$, $\mathfrak{h}_0 = \mathfrak{h}_{\mathbb{Z}}$, and $a_0 = \pi_0 a_0$.

Since $\mathfrak{h}_\alpha \perp \mathfrak{h}_\beta$ for $\beta \neq -\alpha$, we have
\begin{equation}
(\pi_\alpha a)[b] = (\pi_\alpha a)[\pi_{-\alpha} b], \quad \alpha \in A, \quad a, b \in \mathfrak{h}.
\end{equation}
Then from (2.23), (2.22), (3.3), we obtain
\begin{equation}
\begin{array}{l}
a_{(m+N)}(\alpha) \delta_{m,-n} = \left( (m+N)\pi_\alpha a[b] \right) \delta_{m,-n}, \quad m \in \alpha, \quad n \in \mathbb{C}.
\end{array}
\end{equation}
Let $\lambda \in Q$ and $\alpha \in A$. Then (2.7) and (2.23) imply
\begin{equation}
[a_{(m+N)}, Y(e^\lambda, z)] = \left( z^{m+N} \pi_\alpha a[\lambda] \right) Y(e^\lambda, z), \quad a \in \mathfrak{h}, \quad m \in \alpha.
\end{equation}

3.2. The Exponentials $E_{\lambda}(z)$. As usual, the solution of (3.6) is obtained in terms of the exponential of $\phi_\lambda(z)$, where $\phi_\lambda(z)$ is a logarithmic field satisfying $D_z\phi_\lambda(z) = Y(\lambda, z)$. To find such a field, recall that
\begin{equation}
Y(\lambda, z) = \sum_{\alpha \in A} \sum_{m \in \alpha} (z^{-m-1-N}\lambda)_{(m+N)} = \sum_{m \in \mathbb{C}} (z^{-m-1-N}\lambda)_{(m+N)}.
\end{equation}
For $m \in \mathbb{C} \setminus \{0\}$, the operator $(m + \mathcal{N}) : \mathfrak{h} \to \mathfrak{h}$ is invertible on $\mathfrak{h}$ with

$$
(m + \mathcal{N})^{-1} a = \sum_{j=0}^{\infty} \frac{(-\mathcal{N})^j}{m^j+1} a.
$$

Recall that the operator $z^{-\mathcal{N}}$ acts on $\mathfrak{h}$ as

$$
z^{-\mathcal{N}} a = e^{-\zeta \mathcal{N}} a = \sum_{j=0}^{\infty} \frac{1}{j!}(-\zeta)^j \mathcal{N}^j a.
$$

The sums in both (3.8) and (3.9) are finite, since $\mathcal{N}$ is a nilpotent operator on $\mathfrak{h}$.

We define linear operators $\mathcal{P}^\pm = \mathcal{P}^\pm \zeta : \mathfrak{h} \to \mathfrak{h}[\zeta]$ by

$$
\mathcal{P}^\pm a = \pm \frac{1}{\zeta \mathcal{N}}(z^\pm \mathcal{N} - 1)a = \pm \frac{1}{\zeta \mathcal{N}}(e^{\pm \zeta \mathcal{N}} - 1)a.
$$

These operators commute with $\sigma$ and hence preserve its eigenspaces $\mathfrak{h}_\alpha$. Note that by (2.27), 

$$
(\mathcal{P}^+ a | b) = (a | \mathcal{P}^- b), \quad a, b \in \mathfrak{h}.
$$

We also define the operator $\mathcal{P} = \mathcal{P}_\zeta = (\mathcal{P}^+ - \mathcal{P}^-)/2$, which satisfies

$$
(\mathcal{P} a | b) = -(a | \mathcal{P} b).
$$

Then the logarithmic field

$$
\phi_\lambda(z) = -\sum_{m \in \mathbb{C} \setminus \{0\}} ((m + \mathcal{N})^{-1} z^{-m-\mathcal{N}} \lambda)_{(m+\mathcal{N})} + (\zeta \mathcal{P}^{-\lambda})(0+\mathcal{N})
$$

satisfies $D_z \phi_\lambda(z) = Y(\lambda, z)$. Now we consider the exponentials

$$
E_\lambda(z)_\pm = \exp \left( -\sum_{m \in \mathbb{C}^\pm} ((m + \mathcal{N})^{-1} z^{-m-\mathcal{N}} \lambda)_{(m+\mathcal{N})} \right),
$$

and define

$$
E_\lambda(z) = E_\lambda(z)_+ E_\lambda(z)_-.
$$

**Proposition 3.2.** Let $a \in \mathfrak{h}$ and $m \in \alpha$. Then

$$
[a_{(m+\mathcal{N})}, E_\lambda(z)] = \begin{cases} 
(z^m \pi_\alpha a | \lambda) E_\lambda(z), & m \neq 0, \\
0, & m = 0.
\end{cases}
$$

**Proof.** The case when $m = 0$ follows immediately from (3.5). If $m \neq 0$, we use (3.5) and the fact that $\mathcal{N}$ satisfies (2.27) to compute

$$
[a_{(m+\mathcal{N})}, E_\lambda(z)] = -[a_{(m+\mathcal{N})}, (-m + \mathcal{N})^{-1}(z^{m-\mathcal{N}} \lambda)_{(-m+\mathcal{N})}] E_\lambda(z) \\
= -((m + \mathcal{N})\pi_\alpha a | (-m + \mathcal{N})^{-1} z^{m-\mathcal{N}} \lambda) E_\lambda(z) \\
= (z^m \pi_\alpha a | \lambda) E_\lambda(z).
$$
Lemma 3.3. The operators (3.12) satisfy
\[ \theta_h = \theta_h(\zeta) = e^{(\zeta P^{-h})(0+\mathcal{N})} = \exp\left(\frac{1 - e^{-\zeta N}}{N} h\right)_{(0+\mathcal{N})} \]
(3.12)
\[ = \exp\left(\zeta h - \frac{\zeta^2}{2!} N h + \frac{\zeta^3}{3!} N^2 h - \cdots\right)_{(0+\mathcal{N})}. \]

Proof. Using (3.5) and (2.27), we compute:
\[
[(\zeta P^{-h})(0+\mathcal{N}), (\zeta P^{-h'})(0+\mathcal{N})] = \left((1 - e^{-\zeta N})h_0 \left| \frac{1}{N}(1 - e^{-\zeta N})h' \right\rangle \right.
\]
\[= -\left(\frac{1}{N}(1 - e^{-\zeta N})h_0 \left| h' \right\rangle + \left(\frac{1}{N} e^{\zeta N}(1 - e^{-\zeta N})h_0 \right| h' \right) \]
\[= 2(\zeta P h_0 h'). \]
This proves (3.13). The fact that \(\theta_h, \theta_{-h} = \theta_0\) follows from (3.11). \(\square\)

Now we define the operators
\[ U_\lambda(z) = E_\lambda(z)^{-1} Y(e^h, z) \theta^{-1} E_\lambda(z)^{-1}, \quad \lambda \in Q. \]
(3.14)

Proposition 3.4. For \(a \in \mathfrak{h}\) and \(\lambda \in Q\), we have
\[ [a_{(m+\mathcal{N})}, U_\lambda(z)] = \delta_{m,0}(a_0|\lambda)U_\lambda(z). \]

Proof. First, as in the proof of Proposition 3.2, we have for \(m \neq 0\)
\[ [a_{(m+\mathcal{N})}, (n + \mathcal{N})^{-1} z^{-n-N} \lambda]_{(n+\mathcal{N})} = -\delta_{m,-n}(z^{m+N} \pi_\alpha a|\lambda). \]
From here and (3.6) we deduce that \([a_{(m+\mathcal{N})}, U_\lambda(z)] = 0\). Now assume that \(m = 0\). Then
\[ [a_{(0+\mathcal{N})}, U_\lambda(z)] \]
\[= (z^N a_0|\lambda)U_\lambda(z) + \left[a_{(0+\mathcal{N})}, \left(\frac{1}{N}(z^{-N} - 1)\lambda\right)_{(0+\mathcal{N})}\right]U_\lambda(z) \]
\[= (z^N a_0|\lambda)U_\lambda(z) + \left(N a_0 \left| \frac{1}{N}(z^{-N} - 1)\lambda \right\rangle \right)U_\lambda(z) \]
\[= (z^N a_0|\lambda)U_\lambda(z) - (z^N - 1)a_0|\lambda)U_\lambda(z) \]
\[= (a_0|\lambda)U_\lambda(z), \]
completing the proof. \(\square\)
Using (3.14) and Proposition 3.4 we obtain
\[(3.15) \quad Y(e^\lambda, z) = \lambda \theta^\lambda(z) E^\lambda(z) - \theta^\lambda(z) \lambda^\lambda E^\lambda(z).\]

On the other hand, from (2.10) and (2.18) we have
\[(3.16) \quad D_z Y(e^\lambda, z) = Y(\lambda(-1)^{\lambda}, z).\]

We will use this equality to produce a partial differential equation in \(z\) and \(\zeta\) satisfied by \(U^\lambda(z)\). In order to do so, we need two lemmas.

**Lemma 3.5.** Let \(A\) be an associative algebra and \(D: A \to A\) a derivation. Assume \(X \in A\) satisfies \([X, D(X)] = C\), where \(C\) commutes with \(X\). Then for any \(n \in \mathbb{N}\) we have
\[(3.17) \quad D(X^n) = nX^{n-1}D(X) - \frac{n(n-1)}{2}CX^{n-2} = nD(X)X^{n-1} + \frac{n(n-1)}{2}CX^{n-2}.\]

Furthermore, in any representation of \(A\) on which \(X\) can be exponentiated, we have
\[(3.18) \quad D(e^X) = e^X \left( D(X) - \frac{C}{2} \right) = \left( D(X) + \frac{C}{2} \right) e^X.\]

**Proof.** This lemma is a special case of the Baker–Campbell–Hausdorff formula. For completeness, we include a simple proof of (3.17) by induction on \(n\). The claim is clearly true for \(n = 0\) and \(n = 1\). Now assume it is true for \(n - 1\). Then
\[D(X^n) = D(X^{n-1})X + X^{n-1}D(X)\]
\[= \left( (n-1)X^{n-2}D(X) - \frac{(n-1)(n-2)}{2}CX^{n-3} \right)X + X^{n-1}D(X)\]
\[= (n-1)X^{n-2}(XD(X) - C) - \frac{(n-1)(n-2)}{2}CX^{n-2} + X^{n-1}D(X)\]
\[= nX^{n-1}D(X) - \frac{n(n-1)}{2}CX^{n-2}.\]

Similarly by shifting \(D(X)\) to the left instead of right we obtain the second line of (3.17). Then we prove (3.18) using (3.17):
\[D(e^X) = \sum_{n=0}^{\infty} \frac{1}{n!} \left( nX^{n-1}D(X) - \frac{n(n-1)}{2}CX^{n-2} \right)\]
\[= \sum_{n=1}^{\infty} \frac{X^{n-1}}{(n-1)!}D(X) - \frac{C}{2} \sum_{n=2}^{\infty} \frac{X^{n-2}}{(n-2)!}\]
\[= e^X \left( D(X) - \frac{C}{2} \right).\]
The second line of (3.18) is derived similarly using the second line of (3.17).

As in [3], introduce an operator $S: \mathfrak{h} \to \mathfrak{h}$ by $Sa = \alpha_0 a$ for $a \in \mathfrak{h}_\alpha$, $\alpha \in \mathcal{A}$, and extend linearly to all of $\mathfrak{h}$. Here, as before, $\alpha_0 \in \alpha$ is the unique element such that $-1 < \text{Re} \alpha_0 \leq 0$. We also define

$$\mathcal{A}^+ = \{ \alpha \in \mathcal{A} | \alpha_0 \in \mathbb{C}^+ \} = \{ \alpha \in \mathcal{A} | \text{Re} \alpha_0 = 0 \text{ and } \text{Im} \alpha_0 > 0 \},$$

and

$$\mathcal{A}^- = \{ \alpha \in \mathcal{A} | \alpha_0 \in \mathbb{C}^- \} = \{ \alpha \in \mathcal{A} | \text{Re} \alpha_0 < 0 \text{ or } \text{Re} \alpha_0 = 0 \text{ and } \text{Im} \alpha_0 < 0 \}.$$

Then $\mathcal{A} = \mathcal{A}^+ \cup \mathcal{A}^- \cup \{ \mathbb{Z} \}$.

Let us also introduce the notation

$$b_\lambda = \frac{|\lambda_0|^2 - |\lambda|^2}{2}, \quad \lambda \in \mathfrak{h}, \quad \lambda_0 = \pi_0 \lambda,$$

and recall that the normally ordered product $\circ \circ \circ \circ \circ$ is given by (2.31).

**Lemma 3.6.** For any $\lambda \in Q$ we have

$$D_\lambda Y(e^\lambda, z) = \circ Y(\lambda, z) Y(e^\lambda, z) \circ + z^{-1} b_\lambda Y(e^\lambda, z).$$

**Proof.** From (2.7) and (2.24), we obtain

$$:Y(\lambda, z) Y(e^\lambda, z): = \sum_{\alpha \in \mathcal{A}} :Y(\pi_\alpha \lambda, z) Y(e^\lambda, z):$$

$$= \sum_{\alpha \in \mathcal{A}} Y((\pi_\alpha \lambda)_{(-1)} e^\lambda, z) + \sum_{\alpha \in \mathcal{A}} z^{-1} Y(((\alpha_0 + \mathcal{N}) \pi_\alpha \lambda)_{(0)} e^\lambda, z)$$

$$= Y(\lambda_{(-1)} e^\lambda, z) + z^{-1} ((\mathcal{S} + \mathcal{N}) \lambda | \lambda) Y(e^\lambda, z)$$

$$= Y(\lambda_{(-1)} e^\lambda, z) + z^{-1} (\mathcal{S} \lambda | \lambda) Y(e^\lambda, z).$$

In the last line we used that $(\mathcal{N} \lambda | \lambda) = 0$ by (2.27).

From (3.4) and the symmetry of $(\cdot | \cdot)$ we have

$$\pi_\alpha \lambda | \lambda = (\pi_{-\alpha} \lambda | \lambda).$$

We also observe that

$$(-\alpha)_0 = \begin{cases} -\alpha_0, & \text{Re} \alpha_0 = 0, \\ -\alpha_0 - 1, & \text{Re} \alpha_0 < 0. \end{cases}$$

Hence for $\alpha \neq \mathbb{Z}, -\frac{1}{2} + \mathbb{Z}$, we have

$$(\alpha_0 \pi_\alpha \lambda | \lambda) + ((-\alpha)_0 \pi_{-\alpha} \lambda | \lambda) = \begin{cases} 0, & \text{Re} \alpha_0 = 0, \\ -(\pi_\alpha \lambda | \lambda), & \text{Re} \alpha_0 < 0. \end{cases}$$
In the case of \( \alpha_0 = -1/2 \), we have \((-\alpha)_0 = \alpha_0 \). Thus

\[
(S\lambda|\lambda) = \sum_{\alpha \in A} (\alpha_0 \pi_0 \lambda|\lambda)
\]

\[
= -\frac{1}{2} (\pi_{1/2^{+}} \lambda|\lambda) + \sum_{\alpha \in A \setminus \{1/2^{+}\}} \frac{1}{2} ((\alpha_0 \pi_0 \lambda|\lambda) + ((-\alpha)_0 \pi^{-\alpha} \lambda|\lambda))
\]

\[
= -\frac{1}{2} \sum_{\alpha \in A} (\pi_0 \lambda|\lambda).
\]

The final summation can alternatively be indexed by the complement of \( \{\alpha \in A \mid \text{Re} \alpha_0 = 0\} \) in \( A \), and from (3.20) we have

\[
\frac{1}{2} \sum_{\alpha \in A} (\pi_0 \lambda|\lambda) = \frac{1}{2} |\lambda_0|^2 + \sum_{\alpha \in A^+} (\pi_0 \lambda|\lambda)
\]

\[
= -\frac{1}{2} |\lambda_0|^2 + \sum_{\alpha \in A^+ \cup \{Z\}} (\pi_0 \lambda|\lambda).
\]

Thus

\[
(S\lambda|\lambda) = -\frac{1}{2} \sum_{\alpha \in A} (\pi_0 \lambda|\lambda) + \frac{1}{2} \sum_{\alpha \in A^+} (\pi_0 \lambda|\lambda)
\]

\[
= -\frac{1}{2} |\lambda|^2 - \frac{1}{2} |\lambda_0|^2 + \sum_{\alpha \in A^+ \cup \{Z\}} (\pi_0 \lambda|\lambda).
\]

Noting that

\[
:Y(\lambda, z) Y(e^\lambda, z):
\]

\[
= \sum_{\substack{m \in \mathbb{C} \\ \text{Re} \, m \leq -1}} (z^{-m-1-N} \lambda)_{(m+N)} Y(e^\lambda, z) + Y(e^\lambda, z) \sum_{\substack{m \in \mathbb{C} \\ \text{Re} \, m > -1}} (z^{-m-1-N} \lambda)_{(m+N)}
\]

\[
= z^0 Y(\lambda, z) Y(e^\lambda, z)^0 + \sum_{\alpha \in A^-} \left[ Y(e^\lambda, z), (z^{-\alpha_0-1-N} \lambda)_{(\alpha_0+N)} \right],
\]

and that by (3.6)

\[
\sum_{\alpha \in A^-} \left[ (z^{-\alpha_0-1-N} \lambda)_{(\alpha_0+N)}, Y(e^\lambda, z) \right] = z^{-1} \sum_{\alpha \in A^-} (\pi_0 \lambda|\lambda) Y(e^\lambda, z)
\]

\[
= z^{-1} |\lambda|^2 Y(e^\lambda, z) - z^{-1} \sum_{\alpha \in A^+ \cup \{Z\}} (\pi_0 \lambda|\lambda) Y(e^\lambda, z),
\]
we obtain
\[
:Y(\lambda, z)Y(e^\lambda, z): = \delta Y(\lambda, z)Y(e^\lambda, z) - z^{-1}|\lambda|^2 Y(e^\lambda, z)
\]
(3.23)
\[
+ z^{-1} \sum_{\alpha \in A^+ \cup \{\mathbb{Z}\}} (\pi_\alpha |\lambda) Y(e^\lambda, z).
\]
The desired result follows immediately from (3.16), (3.22), and (3.23).

3.4. Twisted Vertex Operators. In order to state the main result of this section, we need to introduce some additional notation. For any \(\lambda \in \mathfrak{h}\), we let
\[
a_\lambda = a_\lambda(\zeta) = \frac{(\mathcal{P}^+ - \lambda_0 |\lambda) - |\lambda_0|^2}{2},
\]
\[
c_\lambda = 2\pi i a_\lambda(2\pi i) + b_\lambda = \frac{(\mathcal{P}^- - \lambda_0 |\lambda) - |\lambda|^2}{2},
\]
\[
\tau_\lambda = \theta_\lambda(2\pi i),
\]
where \(\mathcal{P}^\pm\) is given by (3.10), \(\theta_\lambda\) by (3.12), \(b_\lambda\) by (3.19), and as before \(\lambda_0 = \pi_0 \lambda\).

Remark 3.7. When the automorphism \(\varphi\) is semisimple, we have \(\varphi = \sigma\) and \(\mathcal{N} = 0\). Then \(\mathcal{P}^\pm = \text{Id}, \theta_\lambda = e^{\lambda_0} = z^\lambda, \tau_\lambda = e^{2\pi i \lambda_0}, a_\lambda = 0,\) and \(c_\lambda = b_\lambda\). In this case, the result of the next theorem reduces to [5, Lemma 4.1].

Theorem 3.8. Assume that \(M\) is a \(\varphi\)-twisted \(V_Q\)-module. Then there exist operators \(U_\lambda (\lambda \in Q)\) on \(M\), independent of \(z\) and \(\zeta\), such that
\[
Y(e^\lambda, z) = U_\lambda \theta_\lambda e^{\zeta a_\lambda} z^{b_\lambda} E_\lambda(z),
\]
(3.24)
and
\[
[a_{(m+\mathcal{N})}, U_\lambda] = \delta_{m,0} (\pi_0 a |\lambda) U_\lambda,
\]
(3.25)
\[
U_\varphi = \eta(\lambda) e^{2\pi i \lambda} U_\lambda \tau_\lambda,
\]
(3.26)
for \(a \in \mathfrak{h}, m \in \mathbb{C}\).

Proof. Recalling (3.14) and (3.15), in order to prove (3.24), we will first compute \(D_z U_\lambda(z)\). Using Lemma 3.5 with \(D = D_z, X = (\zeta \mathcal{P}^-)(0+\mathcal{N}),\)
\[
D(\mathcal{P}^-)(0+\mathcal{N}) = (z^{-\mathcal{N}} - 1) \lambda_0 |\lambda),
\]
and
\[
C = [(\zeta \mathcal{P}^-)(0+\mathcal{N}), (z^{-\mathcal{N}} - 1) \lambda_0 |\lambda) = z^{-1} ((z^{-\mathcal{N}} - 1) \lambda_0 |\lambda),
\]
we obtain
\[ D_z \theta_\lambda = \theta_\lambda \left( (z^{-N-1})_{(0+N)} - \frac{1}{2} z^{-1} ((z^{-N} - 1) \lambda_0 \mid \lambda) \right). \]

Next we compute
\[ D_z E_\lambda(z) = \left( \sum_{m \in \mathbb{C}^-} (z^{-m-N-1})_{(m+N)} \right) E_\lambda(z) \]
\[ + E_\lambda(z) \left( \sum_{m \in \mathbb{C}^+} (z^{-m-N-1})_{(m+N)} \right) \]
\[ = \circ \left( Y(\lambda, z) - (z^{-1-N})_{(0+N)} \right) E_\lambda(z) \circ, \]
which gives
\[ D_z Y(e^\lambda, z) = \circ \circ \left( Y(\lambda, z) - (z^{-1-N})_{(0+N)} \right) E_\lambda(z) \circ. \]

By comparing (3.27) with Lemma 3.6, we find that \( U_\lambda(z) \) satisfies the following partial differential equation in \( z \) and \( \zeta \):
\[ D_z U_\lambda(z) = \frac{1}{2} z^{-1} ((z^{-N} - 1) \lambda_0 \mid \lambda) U_\lambda(z) + z^{-1} b_\lambda U_\lambda(z). \]

This implies that the operator (3.28)
\[ U_\lambda = z^{-b_\lambda} e^{-\zeta \alpha_\lambda} U_\lambda(z) \]
satisfies \( D_z U_\lambda = 0 \), which means that \( U_\lambda \) is a function of \( ze^{-\zeta} \). Since we quotient by the relations \( z^c = e^{c\zeta} \) \( (c \in \mathbb{C}) \), we can assume that \( U_\lambda \) is independent of \( z \) and \( \zeta \).

Now (3.26) follows immediately from Proposition 3.4. To finish the proof of the theorem, it remains to prove (3.26). Applying (2.16) and (3.2), we get
\[ e^{2\pi i D_\zeta} Y(e^\lambda, z) = \eta(\lambda)^{-1} Y(e^{\varphi \lambda}, z). \]

It is easy to check that
\[ e^{2\pi i D_\zeta} \theta_\lambda = e^{\frac{1}{2} (\zeta P - (1-\varphi) \lambda_0 \mid \lambda) \tau_\lambda \theta_{\varphi \lambda}}, \]
\[ e^{2\pi i D_\zeta} e^{\zeta \alpha_\lambda} = e^{\frac{1}{2} (\zeta P - (\varphi - 1) \lambda_0 \mid \lambda) + 2\pi i \alpha_\lambda + 2\pi i (2\pi i) \zeta \alpha_\lambda}, \]
\[ e^{2\pi i D_\zeta} E_\lambda(z) = E_{\varphi \lambda}(z). \]

Hence
\[ e^{2\pi i D_\zeta} Y(e^\lambda, z) = e^{2\pi i \lambda \tau_\lambda \theta_{\varphi \lambda} e^{\zeta \alpha_\lambda} z^{b_\lambda}} E_{\varphi \lambda}(z). \]

On the other hand,
\[ Y(e^{\varphi \lambda}, z) = U_{\varphi \lambda} \theta_{\varphi \lambda} e^{\zeta \alpha_\lambda} z^{b_\lambda} E_{\varphi \lambda}(z). \]

Substituting the last two expressions into (3.29), we obtain (3.26).
4. Products of Twisted Vertex Operators

Our next goal is to find the relations satisfied by the operators $U_\lambda$. To this end, we will express the product

$$(z_1 - z_2)^{-\langle \lambda | \mu \rangle} E_\lambda(z_1) E_\mu(z_2) |_{z_1 = z_2 = z}$$

in terms of the exponential $E_{\lambda + \mu}(z)$. Here and further, we will expand $(z_1 - z_2)^n$ as a formal power series in the domain $|z_1| > |z_2|$, namely,

$$(z_1 - z_2)^n = \sum_{j=0}^{\infty} \binom{n}{j} z_1^{n-j} (-z_2)^j.$$

4.1. Special Functions. We will make use of several well-known special functions, which we briefly review following [9, 10]. The first of these is the Lerch transcendent, a complex-valued function of three complex variables defined by the convergent series

$$(4.1) \Phi(z, s, a) = \sum_{m=0}^{\infty} \frac{z^m}{(m + a)^s}, \quad |z| < 1, \quad a \neq 0, -1, -2, \ldots.$$

The integral formula

$$(4.2) \Phi(z, s, a) = \frac{1}{\Gamma(s)} \int_0^\infty \frac{t^{s-1} e^{-at}}{1 - ze^{-t}} dt$$

analytically extends $\Phi$ to include the cases:

1. $\text{Re } a > 0$, $\text{Re } s > 0$, $z \in \mathbb{C} \setminus [1, \infty)$,
2. $\text{Re } a > 0$, $\text{Re } s > 1$, and $z = 1$.

Throughout the rest of this section, when dealing with $\ln(z)$ we will assume $-\pi < \arg(z) < \pi$. For $|z| > 1$, $z \notin (-\infty, 1) \cup (1, \infty)$, and $a \notin \mathbb{Z}$, the Lerch transcendent $\Phi(z, 1, a)$ admits the following convergent expansion (see [20]):

$$(4.3) \Phi(z, 1, a) = \pi iz^{-a} \text{sgn } \omega(z) + z^{-a} \pi \cot(\pi a) + z^{-1} \sum_{m=0}^{\infty} \frac{z^{-m}}{m + 1 - a}$$

$$= \pi iz^{-a} \text{sgn } \omega(z) + z^{-a} \pi \cot(\pi a) + z^{-1} \Phi(z^{-1}, 1, 1 - a),$$

where $\omega(z) = \arg(\ln z)$. We will also use the following obvious identities:

$$(4.4) \Phi(z, s, a) = z^a \Phi(z, s, a + n) + \sum_{k=0}^{n-1} \frac{z^k}{(k + a)^s},$$

and

$$(4.5) \partial_a \Phi(z, s, a) = -s \Phi(z, s + 1, a).$$
Other functions that can be derived from $\Phi$ are relevant to this text, including the polylogarithm

$$\text{Li}_s(z) = z\Phi(z, s, 1) = \sum_{n=1}^{\infty} \frac{z^n}{n^s}$$

and the Riemann zeta-function

$$\zeta(s) = \Phi(1, s, 1) = \sum_{n=1}^{\infty} \frac{1}{n^s}.$$  

We also need the closely related digamma function:

$$\Psi(a) = -\gamma + \sum_{m=0}^{\infty} \left( \frac{1}{m+1} - \frac{1}{m+a} \right), \quad a \neq 0, -1, -2, \ldots,$$

where $\gamma \approx 0.577216$ is the Euler–Mascheroni constant. The digamma function satisfies the following reflection formula:

$$\Psi(-a) - \Psi(a+1) = \pi \cot \pi a = 2\pi i \text{Li}_0(e^{-2\pi i a}) + \pi i,$$

for $a \in \mathbb{C} \setminus \mathbb{Z}$. The derivatives of the digamma function are the polygamma functions:

$$\Psi^{(j)}(a) = \partial_a^j \Psi(a) = (-1)^{j+1} j! \sum_{m=0}^{\infty} \frac{1}{(m+a)^{j+1}}$$

$$= (-1)^{j+1} j! \Phi(1, j+1, a),$$

defined for $j \in \mathbb{N}$ and $a \notin -\mathbb{N}$. The polygamma functions also satisfy a reflection formula obtained by taking the $j$th derivative of (4.6) with respect to $a$:

$$(-1)^j \Psi^{(j)}(-a) - \Psi^{(j)}(a+1) = -(-2\pi i)^{j+1} \text{Li}_{-j}(e^{-2\pi i a}),$$

for $a \in \mathbb{C} \setminus \mathbb{Z}$.

The polygamma functions are related to the Riemann zeta-function as follows:

$$\zeta(j+1) = \frac{(-1)^{j+1}}{j!} \Psi^{(j)}(1), \quad j = 1, 2, 3, \ldots.$$

The values of the Riemann zeta-function for nonnegative even integers can be obtained using the generating function

$$\sum_{j=0}^{\infty} \zeta(2j)x^{2j} = -\frac{1}{2} \pi x \cot(\pi x).$$
4.2. Products of Exponentials. Recall that for $\alpha \in \mathbb{C}/\mathbb{Z}$, we define $\alpha_0 \in \alpha$ to be the unique element such that $-1 < \text{Re} \alpha_0 \leq 0$. Let

$$
\alpha'_0 = \begin{cases} 
\alpha_0 + 1, & \alpha_0 \in \mathbb{C}^{-} \cup \{0\}, \\
\alpha_0, & \alpha_0 \in \mathbb{C}^{+},
\end{cases}
$$

and define the operator $S': \mathfrak{h} \rightarrow \mathfrak{h}$ by letting $S'a = \alpha'_0 a$ for $a \in \alpha$, $\alpha \in \mathcal{A}$ and extending linearly. We also introduce the operator $\Psi(S' + \mathcal{N}): \mathfrak{h} \rightarrow \mathfrak{h}$ via the following Taylor series expansion:

$$
\Psi(S' + \mathcal{N})\lambda = e^{\mathcal{N}\partial_z} \Psi(z) \bigg|_{z = S'\lambda} = \sum_{j=0}^{\infty} \frac{1}{j!} (S')^j \mathcal{N}^j \lambda
$$

(4.11)

Proposition 4.1. For $\lambda, \mu \in \mathbb{Q}$, we have

$$(z_1 - z_2)^{-(\lambda|\mu)} E_\lambda(z_1) E_\mu(z_2) \bigg|_{z_1 = z_2 = z} = z^{-(\lambda|\mu)} B_{\lambda,\mu} E_{\lambda + \mu}(z),$$

(4.12)

where

$$B_{\lambda,\mu} = \exp((\Psi(S' + \mathcal{N}) + \gamma)\lambda|\mu)$$

and $\gamma$ is the Euler–Mascheroni constant.

Proof. First note that using (4.12) we can rewrite (4.13) as

$$B_{\lambda,\mu} = \exp \sum_{\alpha \in \mathcal{A}} \sum_{j=0}^{\infty} \frac{1}{j!} (S')^j (\mathcal{N}^j \pi_\alpha \lambda | \mu),$$

where the $c_{\alpha,j}$ are constants given by

$$c_{\alpha,j} = \frac{1}{j!} \Psi(j)(\alpha'_0) + \delta_{j,0} \gamma.$$

We have:

$$E_\lambda(z_1) E_\mu(z_2) = E_\lambda(z_1)_+ E_\lambda(z_1)_- E_\mu(z_2)_+ E_\mu(z_2)_- = \exp(C) E_\lambda(z_1)_+ E_\mu(z_2)_+ E_\lambda(z_1)_- E_\mu(z_2)_-, $$

(4.14)

where $C$ is the commutator

$$\left[ \sum_{m \in \mathbb{C}^+} ((m + \mathcal{N})^{-1} z_1^{-m - \mathcal{N}} \lambda)_{m + \mathcal{N}}, \sum_{n \in \mathbb{C}^-} ((n + \mathcal{N})^{-1} z_2^{-n - \mathcal{N}} \mu)_{n + \mathcal{N}} \right].$$

Then using (3.5) and (2.27), we write $C$ as

$$C = \sum_{\alpha \in \mathcal{A}} \sum_{j=0}^{\infty} (-1)^{j+1} \left( \frac{z_2}{z_1} \right)^{\mathcal{N}} \frac{1}{m^{j+1} \left( \frac{z_2}{z_1} \right)^{m}} \sum_{m \in \mathbb{C}^+} \frac{1}{m^{j+1} \left( \frac{z_2}{z_1} \right)^{m}}.$$

(4.15)
where $\alpha^+ = \alpha \cap \mathbb{C}^+$ and the sum over $j$ is finite due to the nilpotency of $\mathcal{N}$.

For each $\alpha \in \mathcal{A}$ and $j \geq 1$, the sum

$$\sum_{m \in \alpha^+} \frac{1}{m^{j+1}} \left( \frac{z_2}{z_1} \right)^m = \sum_{m=0}^{\infty} \frac{1}{(m + \alpha'_0)^{j+1}} \left( \frac{z_2}{z_1} \right)^{m + \alpha'_0} = \left( \frac{z_2}{z_1} \right)^{\alpha'_0} \Phi \left( \frac{z_2}{z_1}, j + 1, \alpha'_0 \right)$$

converges for $|z_1| \geq |z_2|$, and from (4.7) we obtain

$$\left( \frac{z_2}{z_1} \right)^{\alpha'_0} \Phi \left( \frac{z_2}{z_1}, j + 1, \alpha'_0 \right) \bigg|_{z_1 = z_2 = z} = \frac{(-1)^{j+1}}{j!} \Psi^{(j)}(\alpha'_0) = (-1)^{j+1} c_{\alpha, j}.$$  

Now we consider the case when $j = 0$. Then the sum is

$$\sum_{m \in \alpha^+} \frac{1}{m} \left( \frac{z_2}{z_1} \right)^m = \left( \frac{z_2}{z_1} \right)^{\alpha'_0} \Phi \left( \frac{z_2}{z_1}, 1, \alpha'_0 \right), \quad |z_1| \geq |z_2|, \ z_1 \neq z_2.$$  

We cannot set $z_1 = z_2$ in this expression, because both the sum (4.1) and the integral formula (4.2) for $\Phi$ diverge.

Let $t = (\pi_\alpha \lambda | \mu)$. For $|z_1| > |z_2|$, we have

$$(z_1 - z_2)^{-t} = z_1^{-t} \exp \left( -t \ln \left( 1 - \frac{z_2}{z_1} \right) \right) = z_1^{-t} \exp \sum_{m=1}^{\infty} \frac{t}{m} \left( \frac{z_2}{z_1} \right)^m,$$

and

$$(z_1 - z_2)^{-t} \exp \left( - \left( \left( \frac{z_2}{z_1} \right)^N \pi_\alpha \lambda | \mu \right) \left( \frac{z_2}{z_1} \right)^{\alpha'_0} \Phi \left( \frac{z_2}{z_1}, 1, \alpha'_0 \right) \right)$$

$$= z_1^{-t} \exp \sum_{m=0}^{\infty} \left( \frac{t}{m + 1} \left( \frac{z_2}{z_1} \right)^{m+1} - \left( \left( \frac{z_2}{z_1} \right)^N \pi_\alpha \lambda | \mu \right) \frac{1}{m + \alpha'_0} \left( \frac{z_2}{z_1} \right)^{m + \alpha'_0} \right).$$

The sum in the right-hand side converges for $z_1 = z_2$ to

$$\sum_{m=0}^{\infty} \left( \frac{t}{m + 1} - \frac{t}{m + \alpha'_0} \right) = t(\Psi(\alpha'_0) + \gamma) = c_{\alpha, 0}(\pi_\alpha \lambda | \mu).$$

Plugging these into (4.15), we get

$$(z_1 - z_2)^{- (\lambda | \mu)} \exp(C) \bigg|_{z_1 = z_2 = z}$$

$$= \prod_{\alpha \in \mathcal{A}} \left( z^{-(\pi_\alpha \lambda | \mu)} \exp(c_{\alpha, 0}(\pi_\alpha \lambda | \mu)) \exp \sum_{j=1}^{\infty} c_{\alpha, j}(\mathcal{N}^j \pi_\alpha \lambda | \mu) \right)$$

$$= z^{-(\lambda | \mu)} \exp \sum_{\alpha \in \mathcal{A}} \sum_{j=0}^{\infty} c_{\alpha, j}(\mathcal{N}^j \pi_\alpha \lambda | \mu),$$
corollary 4.2. in every ϕ-twisted vq-module, we have
\begin{equation}
(z_1 - z_2)^{-(λ|μ)}Y(e^λ, z_1)Y(e^μ, z_2)\big|_{z_1 = z_2 = z} = B_{λ, μ}U_λU_μθ_{λ+μ}e^{ζa_{λ+μ}z^{b_{λ+μ}}}E_{λ+μ}(z)
\end{equation}
for λ, μ ∈ Q.

proof. first, we compute
\begin{align*}
a_{λ+μ} &= a_λ + a_μ + \left(\frac{P^+ + P^-}{2}\right)\lambda_0|μ) - (λ|μ), \\
b_{λ+μ} &= b_λ + b_μ + (λ_0|μ) - (λ|μ).
\end{align*}
using (3.25) we obtain
\begin{equation}
θ_λU_μ = e^{(ϕ-λ_0|μ)}U_μθ_λ.
\end{equation}
combining the above equations, (3.13), and proposition 4.1, we obtain the desired result.

4.3. products of operators Uλ. we recall that h_0 is the subset of elements of h that are fixed by σ. the operator (1 - σ) is invertible on (h_0)^⊥, and every λ ∈ h can be written uniquely in the form
\begin{equation}
λ = λ_0 + (1 - σ)λ_*, \quad λ_0 = π_0λ ∈ h_0, \quad λ_* ∈ (h_0)^⊥.
\end{equation}

theorem 4.3. for every ϕ-twisted vq-module, we have
\begin{equation}
U_λU_μ = ε(λ, μ)B_{λ, μ}^{-1}U_λU_μ = C_{λ, μ}U_μU_λ,
\end{equation}
where B_{λ, μ} is given by (4.13) and
\begin{equation}
C_{λ, μ} = (-1)^{|λ|^2|μ|^2}e^\pi i(λ|μ)\ e^{2π i(\frac{1}{N}λ_0|μ)}\ e^\frac{1}{2π i(N^\frac{1}{r} - 1)λ_0|μ)}.
\end{equation}

proof. let N ≥ max(0, -(λ|μ)) be such that the locality (2.12) holds for the logarithmic vertex operators Y(e^λ, z) and Y(e^μ, z). we apply (2.15) for Y(e^λ, z) and Y(e^μ, z) with n = -1 - (λ|μ). then from (4.16) we obtain
\begin{equation}
Y(e^{-1-(λ|μ)}e^μ, z) = (z_1 - z_2)^{-(λ|μ)}Y(e^λ, z_1)Y(e^μ, z_2)\big|_{z_1 = z_2 = z} = B_{λ, μ}U_μθ_{λ+μ}e^{ζa_{λ+μ}z^{b_{λ+μ}}}E_{λ+μ}(z).
\end{equation}
on the other hand, from (2.11) we have
\begin{equation}
Y(e^{-1-(λ|μ)}e^μ, z) = ε(λ, μ)Y(e^{λ+μ}, z) = ε(λ, μ)U_λU_μθ_{λ+μ}e^{ζa_{λ+μ}z^{b_{λ+μ}}}E_{λ+μ}(z).
\end{equation}
comparing (4.21) and (4.22), we get the first equality of (4.19).
To prove (4.20), first observe that by (3.21) and (4.11),
\[
(-\alpha)'_0 = -\alpha'_0 + 1, \quad \alpha \in A \setminus \{Z\}.
\]
Then from (2.27), (3.4), we get
\[
((1 - \sigma)\lambda_\ast |\mu) = ((1 - \sigma)\lambda_\ast |(1 - \sigma)\mu_\ast) = (\lambda |(1 - \sigma)\mu_\ast)
\]
and
\[
(4.23) \quad ((1 - S' - N)(1 - \sigma)\lambda_\ast |\mu) = (\lambda |(S' + N)(1 - \sigma)\mu_\ast).
\]
This implies
\[
(\Psi(S' + N)\mu |(1 - \sigma)\lambda_\ast) = (\Psi(-S' - N + 1)(1 - \sigma)\lambda_\ast |\mu).
\]
From the reflection formulas (1.8), we obtain
\[
(\Psi(-S' - N + 1) - \Psi(S' + N))(1 - \sigma)\lambda_\ast
= e^{\sqrt{N}z}(\Psi(-z) - \Psi(z + 1))|_{z=S'-1}(1 - \sigma)\lambda_\ast
= e^{\sqrt{N}z}(\pi \cot(\pi z))|_{z=S'-1}(1 - \sigma)\lambda_\ast
= \pi \cot(\pi(S' + N))(1 - \sigma)\lambda_\ast.
\]
Using that
\[
\cot(z) = \frac{e^{iz} + e^{-iz}}{e^{iz} - e^{-iz}} = \frac{1 + e^{-2iz}}{1 - e^{-2iz}} = \frac{2i}{1 - e^{-2iz}} - i
\]
and
\[
\varphi = e^{-2\pi i(S + N)} = e^{-2\pi i(S' + N)},
\]
we find
\[
(\pi \cot(\pi(S' + N))(1 - \sigma)\lambda_\ast |\mu) = 2\pi i\left(\frac{1 - \sigma}{1 - \varphi} \lambda_\ast |\mu\right) - \pi i((1 - \sigma)\lambda_\ast |\mu)
= 2\pi i\left(\frac{1 - \sigma}{1 - \varphi} \lambda_\ast |\mu\right) - \pi i(\lambda - \lambda_0 |\mu).
\]
Next we note that $S'$ acts as the identity on $h_0$. Thus by (4.9), (4.10), (4.12), we have

$$\begin{align*}
&\left((\Psi(S' + N') + \gamma)\mu\big|\lambda_0\right) - \left((\Psi(S' + N') + \gamma)\lambda_0\big|\mu\right) \\
&= \left((\Psi(1 - N) - \Psi(1 + N))\lambda_0\big|\mu\right) \\
&= \sum_{j=0}^{\infty} \left((-1)^j \frac{\Psi(j)(1)}{j!} - \frac{\Psi(j)(1)}{j!}\right) (N^j\lambda_0\big|\mu) \\
&= -2 \sum_{j=0}^{\infty} \zeta(2j + 2)(N^{2j+1}\lambda_0\big|\mu) \\
&= \left(\frac{1}{N}(\pi N \cot(\pi N) - 1)\lambda_0\big|\mu\right) \\
&= \left(\frac{1}{N} (\pi i N^2 + \varphi - 1)\lambda_0\big|\mu\right).
\end{align*}$$

Therefore

$$(-1)^{(\lambda|\mu)} C_{\lambda,\mu} = (-1)^{(\lambda|\mu)} B_{\mu,\lambda}$$

$$= (-1)^{(\lambda|\mu)} \exp\left((\Psi(S' + N') + \gamma)\lambda\big|\mu\right) - \left((\Psi(S' + N') + \gamma)\mu\big|\lambda\right)$$

$$= (-1)^{(\lambda|\mu)} e^{2\pi i (\frac{\varphi}{1 - \varphi} - N_{\lambda,\mu})} e^{-\pi i (\lambda - \lambda_0\big|\mu)} e^{\frac{\lambda}{N}(\pi i N^{2j+1} + \varphi - 1)\lambda_0\big|\mu)}$$

$$= e^{\pi i (\lambda_0\big|\mu)} e^{2\pi i (\frac{\varphi}{1 - \varphi} - N_{\lambda,\mu})} e^{\frac{1}{N}(\pi i N^{2j+1} + \varphi - 1)\lambda_0\big|\mu)}.$$  

This completes the proof of the theorem. □

**Remark 4.4.** When the automorphism $\varphi$ is semisimple, we have $\varphi = \sigma$ and $N' = 0$. Then

$$\frac{1}{N} \left(\pi i N^2 + \varphi - 1\right)\lambda_0 = -2 \sum_{j=0}^{\infty} \zeta(2j + 2) N^{2j+1}\lambda_0 = 0.$$

In this case, (4.20) reduces to [5, Eq. (4.44)]. When $\varphi = \sigma$ has finite order, our $B_{\lambda,\mu}$ coincide with those given by [5, Eq. (4.37)].

### 5. Reduction to Group Theory

As before, let $Q$ be an integral lattice with an automorphism $\varphi$. Building on the results of the previous section, here we will introduce a group $G$ that acts on every $\varphi$-twisted $V_Q$-module. Conversely, every module over the $\varphi$-twisted Heisenberg algebra equipped with an action of $G$ satisfying suitable $\varphi$-equivariance and compatibility conditions can be extended to a $\varphi$-twisted $V_Q$-module.
5.1. The Group $\hat{G}$. Recall that $\mathfrak{h} = \mathbb{C} \otimes \mathbb{Z} Q$ and we write $\varphi|_{\mathfrak{h}} = \sigma e^{-2\pi i N}$ (see (2.26)). We let $\mathfrak{h}_0$ be the subspace of vectors in $\mathfrak{h}$ fixed by $\sigma$, and define $B_{\lambda,\mu}$ by (4.13).

**Definition 5.1.** Let $\hat{G} = \mathbb{C}^\times \times Q \times \exp(\mathfrak{h}_0)$ be the set of elements of the form $c U_\lambda e^h$ ($c \in \mathbb{C}^\times$, $\lambda \in Q$, $h \in \mathfrak{h}_0$), with the multiplication determined by

\[
e^h e^{h'} = e^{\frac{1}{2}(N h|h')} e^{h+h'},
\]

\[
e^h U_\lambda e^{-h} = e^{(h|\lambda)} U_\lambda,
\]

\[
U_\lambda U_\mu = \varepsilon(\lambda, \mu) B_{\lambda,\mu}^{-1} U_{\lambda+\mu}.
\]

More explicitly, using (2.27), we can write

\[
(c U_\lambda e^h)(c' U_\mu e^{h'}) = cc' e^{(h|\mu-\frac{1}{2} N h')} \varepsilon(\lambda, \mu) B_{\lambda,\mu}^{-1} U_{\lambda+\mu} e^{h+h'}.
\]

**Proposition 5.2.** The set $\hat{G}$ with the multiplication defined above is a group with identity element $\mathbb{1} = 1 U_0 e^0$.

**Proof.** It is easy to check from (5.2) that $c U_\lambda e^h$ is invertible with

\[
(c U_\lambda e^h)^{-1} = c^{-1} \varepsilon(\lambda, \lambda) B_{\lambda,\lambda}^{-1} e^{(h|\lambda)} U_{-\lambda} e^{-h}.
\]

To prove the associativity in $\hat{G}$, note that the map $(\lambda, \mu) \mapsto B_{\lambda,\mu}$ is bimultiplicative by (4.13). Since $\varepsilon$ is a 2-cocycle, the map $(\lambda, \mu) \mapsto \varepsilon(\lambda, \mu) B_{\lambda,\mu}^{-1}$ is also a 2-cocycle, which implies the associativity of $U_\lambda$, $U_\mu$ and $U_\nu$. The general case is then straightforward using (5.1). $\square$

Recall the $\varphi$-twisted Heisenberg algebra $\hat{\mathfrak{h}}_\varphi$ from Definition 2.4. We introduce an action of $\hat{G}$ on $\hat{\mathfrak{h}}_\varphi$ by conjugation:

\[
(c U_\lambda e^h)(h'_{(m+N)}) = c' K)(c U_\lambda e^h)^{-1}
\]

\[
h'_{(m+N)} + \delta_{m,0} (h'|N h - \lambda) K + c' K.
\]

This action is compatible with (3.25) and the adjoint action of $\mathfrak{h}_0$ on $\hat{\mathfrak{h}}_\varphi$. We say that an $\hat{\mathfrak{h}}_\varphi$-module is an $(\hat{\mathfrak{h}}_\varphi, \hat{G})$-module if it is also a $\hat{G}$-module on which (5.3) holds. Such a module will be called restricted if it is restricted as an $\hat{\mathfrak{h}}_\varphi$-module (see Section 2.4). We say that an $(\hat{\mathfrak{h}}_\varphi, \hat{G})$-module is of level 1 if both $K \in \hat{\mathfrak{h}}_\varphi$ and $\mathbb{1} \in \hat{G}$ act as the identity operator.

5.2. The Subgroups $G$ and $N_\varphi$. We note that, as defined, the elements of the group $\hat{G}$ do not necessarily satisfy the condition (3.26)
induced by \( \varphi \)-equivariance. We will amend this issue by considering a quotient group in which (3.26) holds. Consider the elements

\[ g_\lambda = \eta(\lambda) e^{2\pi i c_\lambda} U^{-1}_\lambda \tau_\lambda \in \hat{G} \quad (\lambda \in Q), \]

where we use the notation from Section 3.4.

In particular, recall that

\[ \tau_h = \theta_h(2\pi i) = \exp\left( \mathbf{1} - e^{-2\pi i N} N \mathbf{1} \right) = \exp\left( \frac{1 - \varphi h}{N} \right) \mathbf{1} \]

for \( h \in \mathfrak{h} \) (see (2.26), (3.3), (3.12)). Notice that \( \tau_h = \tau_{h_0} \) only depends on \( h_0 = \pi_0 h \). By (3.13) and (4.17), we have:

\[ \tau_h \tau_{h'} = \exp \left( \frac{\varphi + \varphi^{-1} - 2}{2N} h_0 \right) \tau_{h+h'}, \]

\[ \tau_h U_\lambda \tau_{h}^{-1} = \exp \left( \frac{1 - \varphi h_0}{N} \right) U_\lambda, \]

\[ U_\lambda U_\mu = \varepsilon(\lambda, \mu) B_{\lambda, \mu} U_{\lambda+\mu}, \]

and \( \tau_h^{-1} = \tau_{-h} \).

**Definition 5.3.** Let \( G \) be the subgroup of \( \hat{G} \) consisting of all elements of the form \( c U_\lambda \tau_\mu \) \((c \in \mathbb{C}^\times, \lambda, \mu \in Q)\).

We observe that \( G \) contains as normal subgroups central extensions by \( \mathbb{C}^\times \) of the abelian additive groups \( Q \) and \( \pi_0 Q \).

**Remark 5.4.** The subgroup \( \mathbb{C}^\times \times \exp(\mathfrak{h}_0) \) of \( \hat{G} \) is a Lie group with a Lie algebra \( \mathfrak{h}_0^0 \), which is isomorphic to \( \mathfrak{h}_0 \oplus \mathbb{C} K \) with the Lie bracket \( [h, h'] = (N h | h') K \) (see (3.5)). This Lie algebra is a direct sum of abelian and finite-dimensional Heisenberg algebras. Similarly, the subgroup of \( G \) generated by \( \tau_\mu \) \((\mu \in Q)\) is a direct product of an abelian group and a discrete Heisenberg group.

**Proposition 5.5.** The set \( N_\varphi = \{ g_\lambda \mid \lambda \in Q \} \) is a central subgroup of \( G \). The action (5.3) of \( N_\varphi \) on \( \hat{h}_\varphi \) is trivial.

**Proof.** We will first prove that the elements \( g_\lambda \) are central in \( \hat{G} \). Since \( g_\lambda = c U_{(1-\varphi)\lambda} \tau_\lambda \) for some \( c \in \mathbb{C}^\times \), it will be enough to show that \( U_{(1-\varphi)\lambda} \tau_\lambda \) is in the center of \( \hat{G} \). Then

\[ e^h U_{(1-\varphi)\lambda} = e^{(h | (1-\varphi)\lambda)} U_{(1-\varphi)\lambda} e^h, \]

\[ e^h \tau_\lambda = e^{-(N h | (1-\varphi)\lambda)} \tau_\lambda e^h = e^{-(h | (1-\varphi)\lambda)} \tau_\lambda e^h \]

imply that \( e^h U_{(1-\varphi)\lambda} \tau_\lambda e^{-h} = U_{(1-\varphi)\lambda} \tau_\lambda \) for \( h \in \mathfrak{h}_0 \). The same calculation shows that

\[ (U_{(1-\varphi)\lambda} \tau_\lambda) h_{(m+N)} (U_{(1-\varphi)\lambda} \tau_\lambda)^{-1} = h_{(m+N)}. \]
Hence, $g_\lambda$ acts trivially on $\hat{h}_\varphi$.

Next, we will show that $U_\mu U_{(1-\varphi)\lambda} \tau_\lambda U_\mu^{-1} = U_{(1-\varphi)\lambda} \tau_\lambda$ for $\lambda, \mu \in Q$. Using (2.25) and (4.18), we compute
\[
e^{2\pi i \left(\frac{1-\varphi}{1-\varphi} - |\varphi\lambda|\right)} = e^{2\pi i \left((1-\varphi)\frac{1-\varphi^{-1}}{1-\varphi} \mu, \varphi\lambda\right)} = e^{-2\pi i \left((1-\varphi)\mu, \varphi\lambda\right)} = e^{2\pi i \left(\mu, \varphi\lambda\right)}.
\]

By a similar albeit longer computation, we obtain
\[
e^{\left(\pi i \left(1 + \frac{1}{|\varphi\lambda|} \right) - |\varphi\lambda|\right)} = e^{-\pi i (\mu, |\varphi\lambda|)} e^{2\pi i (P_{2n_1}\lambda, \mu)}.
\]

Then using (4.20), we find
\[
C_{\mu, (1-\varphi)\lambda} = e^{2\pi i (P_{2n_1}\lambda, \mu)}
\]
and
\[
U_\mu U_{(1-\varphi)\lambda} \tau_\lambda U_\mu^{-1} = C_{\mu, (1-\varphi)\lambda} e^{-2\pi i (P_{2n_1}\lambda, \mu)} U_{(1-\varphi)\lambda} \tau_\lambda = U_{(1-\varphi)\lambda} \tau_\lambda.
\]

Therefore, $g_\lambda$ is central in $\hat{G}$.

Finally, to prove that $N_\varphi$ is a subgroup of $G$, we will show that $g_\lambda g_\mu = g_{\lambda+\mu}$. We compute
\[
e^{2\pi i (c_\lambda + c_\mu)} = e^{-\pi i (P_\varphi P_\varphi) (\lambda, \mu)} e^{2\pi ic_{\lambda+\mu}},
\]
\[
\tau_\lambda U_\mu \tau_\lambda = e^{\pi i (P_\varphi P_\varphi) (\lambda, \mu)} U_\mu \tau_\lambda + \mu,
\]
\[
(U_\varphi U_{\varphi})^{-1} U_\lambda U_\mu = \frac{\eta(\lambda + \mu)}{\eta(\lambda) \eta(\mu)} U_{\varphi(\lambda+\mu)} U_{\lambda+\mu}.
\]

From these and the fact that $g_\lambda$ is central in $\hat{G}$, we obtain
\[
g_\lambda g_\mu = \eta(\mu) e^{2\pi ic_\mu} U_{\varphi}^{-1} g_\lambda U_\mu \tau_\mu
\]
\[
= \eta(\lambda) \eta(\mu) e^{2\pi i (c_\lambda + c_\mu)} U_{\varphi}^{-1} U_{\lambda} U_{\varphi}^{-1} U_\lambda \tau_\lambda U_\mu \tau_\mu
\]
\[
= \eta(\lambda + \mu) e^{2\pi ic_{\lambda+\mu}} U_{\varphi(\lambda+\mu)} U_{\lambda+\mu} \tau_\lambda + \mu
\]
\[
= g_{\lambda+\mu},
\]
which completes the proof. \qed

5.3. **Main Theorem.** Consider the quotient group $G_\varphi = G/N_\varphi$. Then having a $G_\varphi$-module is equivalent to having a $G$-module on which the $\varphi$-equivariance (3.26) holds. By Proposition 5.5, the action (5.3) of $G$ on $\hat{h}_\varphi$ induces an action of $G_\varphi$, and we can define the notion of an $(\hat{h}_\varphi, G_\varphi)$-module as in Section 5.1.

The following theorem, which is the main result of the paper, reduces the classification of $\varphi$-twisted $V_Q$-modules to the classification of restricted $(\hat{h}_\varphi, G_\varphi)$-modules.
Theorem 5.6. Every $\varphi$-twisted $V_Q$-module is naturally a restricted $(\hat{h}, G_\varphi)$-module of level 1. Conversely, any restricted $(\hat{h}, G_\varphi)$-module of level 1 extends to a $\varphi$-twisted $V_Q$-module.

Proof. Let $M$ be a $\varphi$-twisted $V_Q$-module. Then $Y(a, z)$ ($a \in \mathfrak{h}$) generate on $M$ the structure of a $\varphi$-twisted module over the Heisenberg subalgebra $B^1(\mathfrak{h}) \subset V_Q$. Hence, $M$ is a restricted $\hat{h}_\varphi$-module of level 1 by [3, Theorem 6.3]. We define the action of $U_\lambda$ ($\lambda \in Q$) by (3.14), (3.28). The $\varphi$-equivariance (3.26) is equivalent to $g_\lambda = \text{Id}$ on $M$ for all $\lambda \in Q$ (cf. (5.4)). This allows us to define $\tau_\lambda$ by

(5.7) \[ \tau_\lambda = \eta(\lambda)^{-1}e^{-2\pi i c_\lambda}U_\lambda^{-1}U_{\varphi\lambda}. \]

Then the group relations of $G$ and the adjoint action (5.3) are satisfied due to (3.25), (3.26), and (4.19). Thus $M$ is a restricted $(\hat{h}, G_\varphi)$-module of level 1.

Conversely, assume $M$ is a restricted $(\hat{h}, G_\varphi)$-module of level 1. We define the logarithmic fields

(5.8) \[ Y(a, z), \quad Y(e^\lambda, z), \quad a \in \mathfrak{h}, \; \lambda \in Q, \]

by (2.21) and (3.24) respectively. Since the fields $Y(a, z)$ generate a $\varphi$-twisted $B^1(\mathfrak{h})$-module structure on $M$ (see [3, Theorem 6.3]), they are local and satisfy the $\varphi$-equivariance (2.16). The $\varphi$-equivariance of $Y(e^\lambda, z)$ follows from (3.26). To show that $Y(a, z)$ is local with $Y(e^\lambda, z)$, we use (3.6), (3.7) and compute

\[
[Y(a, z_1), Y(e^\lambda, z_2)] = \sum_{a \in A} \sum_{m \in \alpha} (z_1^{-m-1-N^\alpha}z_2^m + N^\alpha a \mid \lambda) Y(e^\lambda, z_2)
= \delta(z_1, z_2) \left( \frac{z_2}{z_1} \right)^{S+N} a \mid \lambda) Y(e^\lambda, z_2).
\]

Thus locality follows from the fact that $(z_1 - z_2)\delta(z_1, z_2) = 0$ (see (2.22)). We will prove the locality of $Y(e^\lambda, z)$ and $Y(e^\mu, z)$ later.

Assuming that the fields $Y(e^\lambda, z), Y(e^\mu, z)$ are local, consider the subspace $\mathcal{W} \subset \text{LFie}(M)$ spanned by the fields (5.8). The smallest subspace $\hat{\mathcal{W}} \subset \text{LFie}(M)$ containing $\mathcal{W} \cup \{\text{Id}\}$ and closed under $D_\xi$ and all $n$-th products is a local collection, and the $n$-th products endow $\hat{\mathcal{W}}$ with the structure of a vertex algebra with vacuum vector $\text{Id}$ and translation operator $D_z$ (see [3, Theorem 3.7]). A $\varphi$-twisted $V_Q$-module structure on $M$ is equivalent to a homomorphism of vertex algebras $V_Q \rightarrow \hat{\mathcal{W}}$ satisfying the $\varphi$-equivariance (2.16).

It is well known that the lattice vertex algebra $V_Q$ can be generated by the elements $h = h_{(-1)}1$ and $e^\lambda$ ($h \in \mathfrak{h}, \; \lambda \in Q$), subject to the following relations:
Thus to show that
\[(4.22)\] All of these equations hold for the twisted fields by construction.

\[\text{(1) } h_{(n)}h' = \delta_{n,1}(h|h')1, \quad n \geq 0, \]
\[\text{(2) } h_{(n)}e^\lambda = \delta_{n,0}(h|\lambda)e^\lambda, \quad n \geq 0, \]
\[\text{(3) } Te^\lambda = \lambda_{(-1)}e^\lambda, \]
\[\text{(4) } e^\lambda(-(\lambda|\mu)-1)e^\mu = \varepsilon(\lambda, \mu)e^{\lambda+\mu}. \]

Thus to show that \(M\) carries the structure of a \(\varphi\)-twisted \(V_Q\)-module, it suffices to check that the same relations are satisfied by the twisted fields \(5.8\). Relations \(4\) and \(2\) for the twisted fields are equivalent to \(3.5\) and \(3.6\); \(3\) is equivalent to \(3.16\); and \(4\) is equivalent to \(4.22\). All of these equations hold for the twisted fields by construction.

It only remains to prove the locality of \(Y(e^\lambda, z)\) and \(Y(e^\mu, z)\). We do so by proving that
\[(5.9)\]
\[
(z_1 - z_2)^{-(\lambda|\mu)}Y(e^\lambda, z_1)Y(e^\mu, z_2) = (-1)^{|\lambda|^2+|\mu|^2+(\lambda|\mu)}(z_2 - z_1)^{-(\lambda|\mu)}Y(e^\mu, z_2)Y(e^\lambda, z_1),
\]
where if \((\lambda|\mu) > 0\), we expand \((z_1 - z_2)^{-(\lambda|\mu)}\) in the domain \(|z_1| > |z_2|\), and \((z_2 - z_1)^{-(\lambda|\mu)}\) in the domain \(|z_2| > |z_1|\). Let
\[
R_{\lambda,\mu}(z_1, z_2) = (z_1 - z_2)^{-(\lambda|\mu)}\exp(C),
\]
where \(C\) is given by \(4.15\). Then by \(4.14\), the left-hand side of \(5.9\) is equal to
\[
R_{\lambda,\mu}(z_1, z_2)U_\lambda\theta_\lambda(\zeta_1)U_\mu\theta_\mu(\zeta_2)A_{\lambda,\mu}(z_1, z_2),
\]
with
\[
A_{\lambda,\mu}(z_1, z_2) = e^{\zeta_1a_\lambda e^{\zeta_2b_\mu}z_1^{a_\lambda}z_2^{b_\mu}E_\lambda(z_1)+E_\mu(z_2)+E_\lambda(z_1)-E_\mu(z_2)} = A_{\lambda,\mu}(z_2, z_1).
\]

Using \(4.17\) and \(4.19\), we find
\[
U_\lambda\theta_\lambda(\zeta_1)U_\mu\theta_\mu(\zeta_2) = C_{\lambda,\mu} \exp\left(-\frac{1}{N}\left(\left(\frac{z_2}{z_1}\right)^N-1\right)\lambda_0|\mu\right)U_\mu\theta_\mu(\zeta_2)U_\lambda\theta_\lambda(\zeta_1).
\]

Thus to prove \(5.9\), it suffices to show that \(R_{\lambda,\mu}(z_1, z_2)\) and
\[(5.10)\]
\[
(-1)^{|\lambda|^2|\mu|^2+(\lambda|\mu)}C_{\lambda,\mu}^{-1} \exp\left(\frac{1}{N}\left(\left(\frac{z_2}{z_1}\right)^N-1\right)\lambda_0|\mu\right)R_{\mu,\lambda}(z_2, z_1)
\]
are expansions of the same holomorphic function in the domains \(|z_1| > |z_2|\) and \(|z_2| > |z_1|\), respectively.

From \(4.5\) and the proof of Proposition \(4.1\) we have
\[(5.11)\]
\[
\exp(C) = \exp\left(-\left(\frac{z_2}{z_1}\right)^{S'+N}\Phi\left(\frac{z_2}{z_1}, 1, S'+N\right)\lambda|\mu\right),
\]
where the right-hand side of (5.11) is expanded in the domain \(|z_1| > |z_2|\). In the same domain, we have
\[
(z_1 - z_2)^{-\frac{1}{2}} \exp\left(-\frac{1}{2} \ln \left(1 - \frac{z_2}{z_1}\right)\right) = z_1^{-\frac{1}{2}} \exp\left(-\frac{1}{2} \ln \left(1 - \frac{z_2}{z_1}\right)\right).
\]

Thus \(R_{\lambda, \mu}(z_1, z_2)\) is the expansion of
\[
(5.12) \quad z_1^{-\frac{1}{2}} \exp\left(-\ln \left(1 - \frac{z_2}{z_1}\right) + \left(\frac{z_2}{z_1}\right)^{S' + N} \Phi\left(\frac{z_2}{z_1}, 1, S' + N\right)\right) \lambda |\mu\)
\]
for \(|z_1| > |z_2|\). We note that (5.12) is regular at \(z_1 = z_2\). Indeed, by Proposition 4.11
\[
-\left(\ln \left(1 - \frac{z_2}{z_1}\right) + \left(\frac{z_2}{z_1}\right)^{S' + N} \Phi\left(\frac{z_2}{z_1}, 1, S' + N\right)\right) \lambda |\mu\bigg|_{z_1 = z_2 = z}
= ((\Psi(S' + N) + \gamma) \lambda |\mu)
\]
It follows that the function (5.12) is holomorphic for \(z_2/z_1 \notin \mathbb{R}\). To complete the proof of locality, it suffices to show that (5.10) is equal to (5.12) expanded in the domain \(|z_2| > |z_1|, z_2/z_1 \notin \mathbb{R}\). Observe that as functions
\[
(5.12) \quad z_1^{-\frac{1}{2}} \exp\left(-\ln \left(1 - \frac{z_2}{z_1}\right)\right) = (-1)^{(\lambda |\mu)} z_2^{-\frac{1}{2}} \exp\left(-\ln \left(1 - \frac{z_1}{z_2}\right)\right)
\]
for \(z_2/z_1 \notin \mathbb{R}\). Next, we write \(\lambda = \lambda_0 + (1 - \sigma)\lambda_*\) as in (4.18), and consider separately the two resulting factors in (5.12).

For the first one, we use (4.23) and the expansion formula (4.3) to obtain
\[
\left(\frac{z_2}{z_1}\right)^{S' + N} \Phi\left(\frac{z_2}{z_1}, 1, S' + N\right) (1 - \sigma) \lambda_* |\mu\right)\]
\[
= \pi \text{ sgn}(\omega(z_2/z_1)) ((1 - \sigma) \lambda_* |\mu) + (\pi \cot(\pi(S' + N))(1 - \sigma) \lambda_* |\mu) \]
\[
+ \left(\frac{z_1}{z_2}\right)^{S' + N} \Phi\left(\frac{z_1}{z_2}, 1, S' + N\right) (1 - \sigma) \mu_* |\lambda\right).
\]
To simplify the second factor resulting from (5.12), notice that (4.3) and (4.4) imply
\[
z^{1+a} \Phi(z, 1, 1 + a) = z^a \Phi(z, 1, a) - \frac{z^a}{a}
= \pi \text{ sgn} \omega(z) + \pi \cot(\pi a) + z^{a-1} \Phi(z^{-1}, 1, 1 - a) - \frac{z^a}{a}.
\]
Then
\[
\left(\frac{z_2}{z_1}\right)^{1+N} \Phi\left(\frac{z_2}{z_1}, 1, 1 + N\right) \lambda_0 |\mu\right)
\]
\[
= \pi \text{ sgn}(\omega(z_2/z_1)) (\lambda_0 |\mu) - \left(\frac{1}{N}\right) \left(\frac{z_2}{z_1}\right)^N \lambda_0 |\mu\right)
\]
\begin{equation*}
+ \left( \frac{1}{N} \left( \pi N \cot(\pi N) - 1 \right) \lambda_0 \middle| \mu \right) \\
+ \left( \left( \frac{z_1}{z_2} \right)^{1-N} \Phi\left( \frac{z_1}{z_2}, 1, 1 - N \right) \lambda_0 \middle| \mu \right)
\end{equation*}
\begin{equation*}
= \pi \text{sgn}(\omega(z_2/z_1)) (\lambda_0 \middle| \mu) + \left( \frac{1}{N} \left( \left( \frac{z_1}{z_2} \right)^N - 1 \right) \mu_0 \middle| \lambda \right) \\
+ \left( \frac{1}{N} \left( \pi N \cot(\pi N) - 1 \right) \lambda_0 \middle| \mu \right) \\
+ \left( \left( \frac{z_1}{z_2} \right)^{1+N} \Phi\left( \frac{z_1}{z_2}, 1, 1 + N \right) \mu_0 \middle| \lambda \right).
\end{equation*}

Plugging these into (5.12) and using the expression for $C_{\lambda, \mu}$ from the proof of Theorem 4.3, we obtain (5.10).

\section{Examples of $\varphi$-twisted $V_Q$-modules}

In this section, we demonstrate the utility of the results of the previous section by working out two small-dimensional examples in detail.

\subsection{Example of a Rank 4 Lattice.}

We begin with the integral lattice

\[ Q = \text{span}_\mathbb{Z}\{\lambda_1, \lambda_2, \lambda_3, \lambda_4\}, \]

with bilinear form $(\cdot \middle| \cdot): Q \times Q \rightarrow \mathbb{Z}$ defined by

\[ (\lambda_1 | \lambda_4) = (\lambda_4 | \lambda_1) = (\lambda_2 | \lambda_3) = (\lambda_3 | \lambda_2) = 1, \]

and all other scalar products of basis elements are zero. We let $\varphi: Q \rightarrow Q$ be the automorphism given by

\[ \varphi \lambda_1 = \lambda_1 - \lambda_2, \quad \varphi \lambda_2 = \lambda_2, \quad \varphi \lambda_3 = \lambda_3 + \lambda_4, \quad \varphi \lambda_4 = \lambda_4. \]

It is easy to check that $(\cdot \middle| \cdot)$ is $\varphi$-invariant. We let $\mathfrak{h} = \mathbb{C} \otimes_{\mathbb{Z}} Q$. Then we can write $\varphi = e^{-2\pi i N}$, where

\[ N \lambda_1 = \frac{1}{2\pi i} \lambda_2, \quad N \lambda_2 = 0, \quad N \lambda_3 = -\frac{1}{2\pi i} \lambda_4, \quad N \lambda_4 = 0, \]

and $N^2 \lambda_1 = N^2 \lambda_3 = 0$. We use the 2-cocycle

\[ \varepsilon(\lambda_4, \lambda_1) = \varepsilon(\lambda_3, \lambda_2) = -1, \]

and $\varepsilon = 1$ on all other pairs of basis vectors. This allows us to choose $\eta = 1$ in (3.1), since $\varepsilon(\lambda_i, \lambda_j) = \varepsilon(\varphi \lambda_i, \varphi \lambda_j)$ for all $i, j$.

Recall that the $\varphi$-twisted Heisenberg algebra $\mathfrak{h}_\varphi$ has a triangular decomposition given by (2.29). We consider the $\mathfrak{h}_\varphi^0$-module

\[ R = \mathbb{C}[x_{1,0}, q_1^{\pm 1}, q_2^{\pm 1}], \]
with the action
\[ \lambda_1(0+N) = x_{1,0}, \quad \lambda_2(0+N) = q_1 \partial_{q_1}, \]
\[ \lambda_3(0+N) = -\frac{1}{2\pi i} \partial_{x_{1,0}}, \quad \lambda_4(0+N) = q_2 \partial_{q_2}, \]
and we let \( M_\varphi(R) \) be the corresponding generalized Verma module for \( \hat{h}_\varphi \). We label the action of \( \hat{h}_- \) by the commuting variables:
\[ \lambda_1(-m+N) = x_{1,m}, \quad \lambda_2(-m+N) = 2\pi i x_{2,m}, \]
\[ \lambda_3(-m+N) = \frac{1}{2\pi i} (m \partial_{x_{2,m}} - \partial_{x_{1,m}}), \quad \lambda_4(-m+N) = m \partial_{x_{1,m}}, \]
for \( m \in \mathbb{N} \). Then
\[ M_\varphi(R) \cong \mathbb{C}[x_{1,0}, q_1^{\pm 1}, q_2^{\pm 1}, \{x_{i,m}\}_{1 \leq i \leq 4; m=1,2,...}], \]
and the action of \( \hat{h}_\varphi^+ \) is given by
\[ \lambda_1(m+N) = m \partial_{x_{4,m}} + \partial_{x_{3,m}}, \quad \lambda_2(m+N) = 2\pi i m \partial_{x_{3,m}}, \]
\[ \lambda_3(m+N) = \frac{1}{2\pi i} (m \partial_{x_{3,m}} - \partial_{x_{1,m}}), \quad \lambda_4(m+N) = m \partial_{x_{1,m}}, \]
for \( m \in \mathbb{N} \).

We define the following operators on \( M = M_\varphi(R)[e^{\pm 2\pi i x_{1,0}}] \):
\[ U_{\lambda_1} = q_2, \quad U_{\lambda_2} = (-1)^{q_1} q_1 q_2 e^{-2\pi i x_{1,0}}, \]
\[ U_{\lambda_3} = q_1 e^{-\frac{2\pi}{q_2} q_2 \partial_{q_2}}, \quad U_{\lambda_4} = (-1)^{q_2} q_2 \partial_{q_1}, \]
and \( \tau_\lambda \) by (5.7). It is straightforward to check that (3.25) holds, and the operators \( U_\lambda \) satisfy the following commutation relations:
\[ U_{\lambda_1} U_{\lambda_2} = U_{\lambda_2} U_{\lambda_1}, \quad U_{\lambda_2} U_{\lambda_3} = - U_{\lambda_3} U_{\lambda_2}, \]
\[ U_{\lambda_1} U_{\lambda_3} = e^{\frac{2\pi}{q_1} q_1 \partial_{q_1}} U_{\lambda_3} U_{\lambda_1}, \quad U_{\lambda_2} U_{\lambda_4} = U_{\lambda_4} U_{\lambda_2}, \]
\[ U_{\lambda_1} U_{\lambda_4} = - U_{\lambda_4} U_{\lambda_1}, \quad U_{\lambda_3} U_{\lambda_4} = U_{\lambda_4} U_{\lambda_3}, \]
which agree with the relations (4.19). Hence \( M \) is a representation of the group \( G \) from Definition 5.3. It is also straightforward to check that the compatibility (5.3) holds and all elements of \( N_\varphi \) act as the identity on \( M \). Thus \( M \) is a restricted \( (\hat{h}_\varphi, G_\varphi) \)-module of level 1. By Theorem 5.6, the logarithmic fields
\[ Y(a, z), \quad a \in \mathfrak{h}, \]
and
\[ Y(e^{\lambda}, z) = U_{\lambda} \theta_{\lambda} e^{a_{\lambda} z} b_{\lambda} E_{\lambda}(z), \quad \lambda \in Q, \]
generate a \( \varphi \)-twisted \( V_Q \)-module structure on \( M \).
Explicitly, the logarithmic vertex operators corresponding to the generators \( e^{\lambda} \) are:

\[
Y(e^{\lambda}, z) = q_2 e^{\xi x_{1,0}} e^{-\frac{\zeta^2}{4\pi^2} n \partial_{\lambda_1}} \exp\left( \sum_{n=1}^{\infty} \left( \frac{1}{n} x_{1,n} + \frac{1 - n\zeta}{n^2} x_{2,n} \right) z^n \right) 
\times \exp\left( -\sum_{n=1}^{\infty} \left( \partial_{x_{4,n}} - \zeta \partial_{x_{3,n}} \right) z^{-n} \right),
\]

\[
Y(e^{\lambda_2}, z) = (-1)^{q_1 \partial_{\lambda_1}} e^{-2\pi i x_{1,0}} z^{q_1 \partial_{\lambda_1}} \exp\left( 2\pi i \sum_{n=1}^{\infty} x_{2,n} \frac{z^n}{n} \right) 
\times \exp\left( -2\pi i \sum_{n=1}^{\infty} \partial_{x_{3,n}} z^{-n} \right),
\]

\[
Y(e^{\lambda_3}, z) = q_1 e^{\xi x_{1,0}} e^{-\frac{\zeta^2}{4\pi^2} n \partial_{\lambda_2}} \exp\left( \sum_{n=1}^{\infty} \left( \frac{1}{n} x_{3,n} + \frac{1 - n\zeta - 1}{n^2} x_{4,n} \right) z^n \right) 
\times \exp\left( -\frac{1}{2\pi i} \sum_{n=1}^{\infty} \left( \partial_{x_{2,n}} + \zeta \partial_{x_{1,n}} \right) z^{-n} \right),
\]

\[
Y(e^{\lambda_4}, z) = (-1)^{q_2 \partial_{\lambda_2}} e^{-\partial_{x_{1,0}} z^{q_2 \partial_{\lambda_2}}} \exp\left( \sum_{n=1}^{\infty} x_{4,n} \frac{z^n}{n} \right) \exp\left( -\sum_{n=1}^{\infty} \partial_{x_{1,n}} z^{-n} \right).
\]

The vectors

\[
v_1 = \lambda_1, \quad v_2 = \frac{\lambda_2}{2\pi i}, \quad v_3 = 2\pi i \lambda_3, \quad v_4 = \lambda_4
\]

form a basis for \( \mathfrak{h} \) for which \( \varphi \) and \((\cdot|\cdot)\) are as in Example 2.5. Let \( \omega \in \mathfrak{h} \) be the conformal vector given by (2.13). Then the action of the Virasoro operator \( L_0 \) on \( M \) is given by Proposition 2.8 with \( \alpha_0 = 0 \):

\[
L_0 = \sum_{i=1}^{4} \sum_{n=1}^{\infty} nx_{i,n} \partial_{x_{i,n}} + \sum_{n=1}^{\infty} \left( x_{4,n} \partial_{x_{3,n}} - x_{2,n} \partial_{x_{1,n}} \right)
+ x_{1,0} q_2 \partial_{\lambda_2} + \frac{1}{2\pi i} q_1 \partial_{\lambda_1} \partial_{x_{1,0}}.
\]

6.2. Example of a Rank 3 Lattice. For an example on which \( \mathcal{N} \) acts as a single Jordan block, we revisit Example 6.10 from [3]. Let \( \mathfrak{h} \) be the Cartan subalgebra of a type \( A_1^{(1)} \) affine Kac–Moody algebra. The dual space \( \mathfrak{h}^* \) has a basis \( \{ \alpha_1, \delta, \Lambda_0 \} \) with a nondegenerate symmetric bilinear form \((\cdot|\cdot)\) defined by:

\[
(\alpha_1|\alpha_1) = 2, \quad (\delta|\Lambda_0) = (\Lambda_0|\delta) = 1,
\]
Consider the integral lattice \( Q = \text{span}_\mathbb{Z}\{\alpha_1, \delta, \Lambda_0\} \). We let \( \varphi = t_{\alpha_1} \) be the element of the affine Weyl group which acts on \( h^* \) by
\[
\varphi \alpha_1 = \alpha_1 - 2\delta, \quad \varphi \delta = \delta, \quad \varphi \Lambda_0 = \Lambda_0 + \alpha_1 - \delta.
\]
Then \( \varphi \) is an automorphism of the lattice, and \((\cdot|\cdot)\) is \( \varphi \)-invariant. We can write \( \varphi = e^{-2\pi iN} \), where
\[
N\alpha_1 = \delta, \quad N\delta = 0, \quad N\Lambda_0 = -\frac{\alpha_1}{2\pi i}, \quad N^2\Lambda_0 = \frac{\delta}{2\pi^2},
\]
and \( N^2\alpha_1 = N^2\Lambda_0 = 0 \). We use the 2-cocycle \( \varepsilon \) with
\[
\varepsilon(\alpha_1, \alpha_1) = \varepsilon(\delta, \Lambda_0) = -1,
\]
and \( \varepsilon = 1 \) on all other pairs of generators. Again we can assume \( \eta = 1 \) on \( Q \).

We identify \( h \) with its dual space and write \( h = \mathbb{C} \otimes_\mathbb{Z} Q \). We consider the \( \hat{\mathfrak{h}}^0 \)-module
\[
R = \mathbb{C}[x_{1,0}, q^\pm 1],
\]
with the action
\[
\Lambda_0(0+N) = -\frac{\sqrt{2}}{2\pi i} x_{1,0}, \quad \alpha_1(0+N) = -\sqrt{2} \partial x_{1,0}, \quad \delta(0+N) = q \partial q.
\]
We let \( M_\varphi(R) \) be the corresponding generalized Verma module for \( \hat{\mathfrak{h}}^\varphi \).

We label the action of \( \hat{\mathfrak{h}}^{-\varphi} \) by the commuting variables:
\[
\Lambda_0(-m+N) = -\frac{\sqrt{2}}{2\pi i} x_{1,m}, \quad \alpha_1(-m+N) = \sqrt{2} x_{2,m}, \quad \delta(-m+N) = -\frac{2\pi i}{\sqrt{2}} x_{3,m},
\]
for \( m \in \mathbb{N} \). Then
\[
M_\varphi(R) \cong \mathbb{C}[x_{1,0}, q^\pm 1, x_{i,m}| 1 \leq i \leq 3; m = 1, 2, \ldots],
\]
and the action of \( \hat{\mathfrak{h}}^{\varphi^+} \) is given by
\[
\Lambda_0(m+N) = -\frac{\sqrt{2}}{2\pi i} (m \partial x_{3,m} + \partial x_{2,m}),
\]
\[
\alpha_1(m+N) = \sqrt{2} (m \partial x_{2,m} - \partial x_{1,m}),
\]
\[
\delta(m+N) = -\frac{2\pi i}{\sqrt{2}} m \partial x_{1,m}.
\]
Let \( M = M_\varphi(R)[e^{\pm \sqrt{2} x_{1,0}}] \). We define the operators \( U_\lambda \) on \( M \) by
\[
U_{\Lambda_0} = q, \quad U_{\alpha_1} = -ie\frac{\varphi}{\sqrt{2}} \partial_q e^{-\sqrt{2} x_{1,0}}, \quad U_\delta = (-1)^{\varphi} q \partial_q e^{\frac{\varphi}{\sqrt{2}} \partial x_{1,0}}.
\]
and $\tau_\lambda$ by (5.7). These operators agree with (4.19). In particular,

$$U_{\Lambda_0}U_{\alpha_1} = e^{-\frac{\pi i}{3}}U_{\alpha_1}U_{\Lambda_0},$$

$$U_{\Lambda_0}U_{\delta} = -U_{\delta}U_{\Lambda_0},$$

$$U_{\alpha_1}U_{\delta} = U_{\delta}U_{\alpha_1}.$$ 

As in the previous example, $M$ is a restricted $(\hat{\mathfrak{h}}, G_\varphi)$-module of level 1, and hence can be extended to be a $\varphi$-twisted $V_Q$-module.

Explicitly, the logarithmic vertex operators corresponding to the generators are:

$$Y(e^{\Lambda_0}, z) = qe^{-\frac{\sqrt{2}}{2\pi i}\zeta x_{1,0}}e^{-\frac{\sqrt{2}}{2\pi i}\zeta \partial x_{1,0} + \frac{\sqrt{2}}{12\pi^2}q\partial_q}e^{\frac{\sqrt{2}}{2\pi i}}$$

$$\times \exp \left( -\frac{\sqrt{2}}{2\pi i} \sum_{n=1}^{\infty} \left( \frac{1}{n} x_{1,n} + \frac{1-n\zeta}{n^2} x_{2,n} - \frac{n^2\zeta^2 + 2n\zeta + 2}{2n^3} x_{3,n} \right) z^n \right)$$

$$\times \exp \left( \sqrt{2} \sum_{n=1}^{\infty} \left( \partial x_{3,n} - \zeta \partial x_{2,n} - \frac{\zeta^2}{2} \partial x_{1,n} \right) z^{-n} \right),$$

$$Y(e^{\alpha_1}, z) = -ie^{\frac{\pi}{\sqrt{2}}\partial_q}e^{-\sqrt{2}x_{1,0}e^{-\sqrt{2}\zeta \partial x_{1,0} - \frac{\zeta^2}{2\pi i}q\partial_q}}$$

$$\times \exp \left( \sqrt{2} \sum_{n=1}^{\infty} \left( \frac{1}{n} x_{2,n} + \frac{n\zeta - 1}{n^2} x_{3,n} \right) z^n \right)$$

$$\times \exp \left( -\sqrt{2} \sum_{n=1}^{\infty} \left( \partial x_{2,n} + \zeta \partial x_{1,n} \right) z^{-n} \right),$$

$$Y(e^{\delta}, z) = (-1)^{\partial_q}e^{\frac{2\pi i}{\sqrt{2}}\partial_{e^{\delta}}}e^{\frac{2\pi i}{\sqrt{2}}\partial_{e^{\delta}}}z^{\partial_q} \exp \left( -\frac{2\pi i}{\sqrt{2}} \sum_{n=1}^{\infty} x_{3,n} \frac{z^n}{n} \right)$$

$$\times \exp \left( \frac{2\pi i}{\sqrt{2}} \sum_{n=1}^{\infty} \partial x_{1,n} z^{-n} \right).$$

After a change of variables (cf. [8, Remark 2.2]) and a certain reduction, the above operators $Y(e^{\alpha_1}, z)$ and $Y(e^{\delta}, z)$ are related to Milanov’s vertex operators from [39].

The vectors

$$v_1 = -\frac{2\pi i}{\sqrt{2}} \Lambda_0, \quad v_2 = \frac{\alpha_1}{\sqrt{2}}, \quad v_3 = -\frac{\sqrt{2}}{2\pi i} \delta$$

form a basis for $\mathfrak{h}$ for which $\varphi$ and $(\cdot | \cdot)$ are as in Example 2.6. Again we let $\omega \in \mathfrak{h}$ be the conformal vector given by (2.13); then the action of
the Virasoro operator $L_0$ on $M$ is given by Proposition 2.8 with $\alpha_0 = 0$:

$$L_0 = \sum_{i=1}^{3} \sum_{n=1}^{\infty} nx_{i,n} \partial x_{i,n} + \sum_{n=1}^{\infty} \left( x_{3,n} \partial x_{2,n} - x_{2,n} \partial x_{1,n} \right)$$

$$- \frac{\sqrt{2}}{2\pi i} x_{1,0} q \partial q + \frac{1}{2} \partial^2 x_{1,0}.$$
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