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Abstract—Reconfigurable intelligent surface (RIS)-assisted transmission and space shift keying (SSK) appear as promising candidates for future energy-efficient wireless systems. In this paper, two RIS-based SSK schemes are proposed to efficiently improve the error and throughput performance of conventional SSK systems, respectively. The first one, termed RIS-SSK with passive beamforming (RIS-SSK-PB), employs an RIS for beamforming and targets the maximization of the minimum squared Euclidean distance between any two decision points. The second one, termed RIS-SSK with Alamouti space-time block coding (RIS-SSK-ASTBC), employs an RIS for ASTBC and enables the RIS to transmit its own Alamouti-coded information while reflecting the incident SSK signals to the destination. A low-complexity beamformer and an efficient maximum-likelihood (ML) detector are designed for RIS-SSK-PB and RIS-SSK-ASTBC, respectively. Approximate expressions for the average bit error probabilities of the source and/or the RIS are derived in closed-form assuming ML detection. Extensive computer simulations are conducted to verify the performance analysis. Results show that RIS-SSK-PB significantly outperforms the existing RIS-free and RIS-based SSK schemes, and RIS-SSK-ASTBC enables highly reliable transmission with throughput improvement.
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I. INTRODUCTION

THE deployment of the fifth generation (5G) cellular networks is accelerating across the world. This wireless communication standard is expected to support lots of new applications and services, which require various enabling technologies. Among these, energy-efficient transmission is a key enabler for energy-constrained networks, such as Internet of Things. However, the traditional digital modulation schemes that alter the amplitude, phase, and/or the frequency of a sinusoidal carrier signal often involve complicated operations, such as mixing and filtering.

Recently, the concept of index modulation (IM) that leverages upon the ON/OFF state of the transmission entities to convey information has created completely new dimensions for energy-efficient transmission [1]–[4]. As a prominent member of IM, spatial modulation (SM) uses the transmit antennas of a multiple-input multiple-output (MIMO) system in an innovative fashion [5]–[7]. In SM, only a single transmit antenna is activated for each transmission of a constellation symbol, and the index of the active antenna is used to convey extra information bits. By limiting the active antenna to simply transmit an unmodulated sinusoidal carrier signal, SM evolves into space shift keying (SSK) that employs the index of the active antenna only for information transfer [8]. Since the traditional signal modulation is avoided, SSK achieves high energy efficiency and enjoys low transceiver complexity. Therefore, SSK is a promising candidate for future energy-efficient wireless communications. However, SSK still faces challenges. On one hand, SSK-based solutions are based on the fact that different active antennas lead to different channel realizations, whereas they cannot configure the wireless propagation environment itself. The system performance of SSK highly depends on the distinctness of the channel signatures associated with different active antennas. Hence, rich scattering in the propagation environment and/or a large number of receive antennas are required for SSK to avoid poor error performance. Unfortunately, these requirements may not be satisfied in general. On the other hand, the sinusoidal carrier signal itself transmitted from the active antenna does not carry any information, resulting in low system throughput. For SSK, embedding information in the carrier signal while avoiding traditional digital modulation is still an open issue.

The emerging technology of reconfigurable intelligent surfaces (RISs) has also received a lot of research interests due to the distinctive capability of turning an uncontrollable and unfavorable environment into a controllable and benign entity [9]–[11]. An RIS is a man-made planar surface consisting of a large number of reflecting elements. Each of those elements...
is able to reflect the incident signals by applying an adjustable phase shift. This dynamically adjustable reflection, that goes beyond Snell’s law, is accomplished without any form of the conventional power amplifiers, since no new signal is generated at the RIS side, and with no contamination of the impinging signal with reception thermal noise. In the literature, an RIS is often deployed to modify channel links and/or to transmit its own information. Specifically, to modify channel links, the RIS-based dual-hop scheme was proposed in [13] for single-input single-output systems, where the RIS is adjusted to maximize the instantaneous receive signal-to-noise ratio (SNR). In [15], an RIS was utilized to minimize the symbol error rate of precoded spatial multiplexing MIMO systems via the joint reflecting and precoding optimization. A cosine similarity-based low-complexity reflecting optimization was proposed in [16] for RIS-assisted spatial multiplexing MIMO systems by maximizing the overall channel gain. The authors in [17] employed an RIS to enhance the secrecy rate of MIMO transmission in the presence of an eavesdropper by jointly optimizing the transmit covariance and reflection coefficient matrices. References [18]–[21] applied the RIS technology to multiuser downlink multiple-input single-output systems. In [18] and [19], the transmit power was minimized via the joint optimization of the active beamforming at the base station and the passive beamforming (PB) at the RIS, by allowing continuous and discrete reflection coefficients, respectively. Aiming to maximize the energy efficiency, the transmit power for each user and the reflection coefficients with both infinite [20] and realistic low-resolution [21] phase configuration codebooks were jointly optimized. Due to the attractive advantages, researchers are also utilizing RISs to enhance other existing techniques, such as non-orthogonal multiple access [22] and orthogonal frequency division multiplexing [23]. As the authors in [24] applied reconfigurable antennas to SSK, the authors in [25] proposed the intelligent RIS-SSK, which makes real-time adjustments to the reflection coefficients for maximizing the instantaneous receive SNR provided that the active antenna index is known to the RIS per transmission.

Besides solely acting as a signal reflector, an RIS can be employed for information transfer by adjusting the reflection coefficients [26]. For an RIS-aided channel, the capacity-achieving scheme was demonstrated to jointly encode information in the RIS configuration as well as in the transmitted signal [27]. Both phase shift keying (PSK) and quadrature amplitude modulation can be achieved at each reflecting element, thus providing a new design of MIMO transmission [28]. In [29], the reflecting modulation that uses the indices of reflecting patterns for information embedding was introduced into traditional MIMO frameworks. In [30] and [31], the SM principle was applied to an RIS, i.e., the information is carried by the ON/OFF status of reflecting elements. In [32], the PB was performed at the RIS to steer the signal towards a certain receive antenna, thus using the index of the selected receive antenna to convey information. Based on [32], [33] further applied SM to the RF side, leading to even higher system throughput. Similar to the antenna-based MIMO, Alamouti space-time block coding (ASTBC) and Vertical Bell Labs layered space-time (VBLAST) schemes was implemented with an RIS in [34].

Motivated by the challenges faced by SSK and the recently identified potential of the amalgamation of RISs and SSK, we study RIS-based SSK in this paper towards future energy-efficient wireless communications. Two RIS-based SSK schemes are proposed to improve the error and throughput performance of conventional SSK systems, respectively. The contributions of this paper are summarized as follows.

- The first proposed scheme, which is called RIS-SSK with PB (RIS-SSK-PB), employs an RIS for PB and targets the maximization of the minimum squared Euclidean distance between any two decision points. Compared with the intelligent RIS-SSK scheme in [25], RIS-SSK-PB achieves the following advantages: 1) the knowledge of the active antenna index is not required any more at the RIS; 2) the reflection coefficients are not adjusted online per transmission any more; and 3) higher diversity gains can be obtained with the same detection complexity. We devise a semi-definite relaxation (SDR) method for the considered RIS reflection optimization problem as well as a low-complexity algorithm. We analyze the bit error rate (BER) performance of RIS-SSK-PB over Rayleigh fading channels assuming two transmit antennas and maximum-likelihood (ML) detection. An approximate expression for the average bit error probability (ABEP) of RIS-SSK-PB is also derived in closed-form.

- The second proposed scheme, which is called RIS-SSK with ASTBC (RIS-SSK-ASTBC), employs an RIS for ASTBC and enables the RIS to transmit its own Alamouti-coded information, while reflecting the incident SSK signals to the destination. We design a low-complexity ML detector for RIS-SSK-ASTBC. The BER performance of RIS-SSK-ASTBC with ML detection over Rayleigh fading channels is analyzed. Approximate and asymptotic ABEP expressions are derived in closed-form for the source and the RIS, which reveal that their information bits have two-diversity-order protection with increasing SNR or the number of reflecting elements.

The rest of this paper is organized as follows. The transceiver structure and the performance analysis of RIS-SSK-PB are presented in Section II. Section III describes the scheme of RIS-SSK-ASTBC, including the system model and performance analysis. Section IV presents computer simulation results, followed by the conclusion in Section V.

**Notation:** Column vectors and matrices are in the form of lowercase and capital bold letters, respectively. Superscripts $^*$, $^T$, and $^H$ stand for conjugate, transpose, and Hermitian transpose, respectively. $j = \sqrt{-1}$ denotes the imaginary unit. $\mathrm{tr}(\cdot)$ and $\mathrm{rank}(\cdot)$ return the trace and rank of a matrix, respectively. $\mathrm{diag}(\cdot)$ transforms a vector into a diagonal matrix. $(\mathcal{C})\mathcal{N}(\mu, \sigma^2)$ represents the (complex) Gaussian distribution with mean $\mu$ and variance $\sigma^2$. The probability of an event and the probability density function (PDF) of a random variable are denoted by $\Pr(\cdot)$ and $f(\cdot)$, respectively. $Q(\cdot)$ represents the Gaussian $Q$-function. $E\{\cdot\}$ and $\text{Var}\{\cdot\}$ denote expectation and variance, respectively. $|\cdot|$, $\angle$, and $\Re\{\cdot\}$ denote the absolute,
characterize the performance limit of RIS-SSK-PB, we assume the channel state information (CSI) of the source-to-RIS and RIS-to-destination links is perfectly known to the RIS and the destination. Note that the channel estimation in RIS-empowered wireless communications is a challenging problem, however, with encouraging approaches already [23], [35].

For each transmission, the source encodes \( b_S \) bits into an index \( l \in \{1, \ldots, N_t\} \), and then emits an unmodulated carrier signal from the antenna with the index \( l \) towards the RIS, resulting in the SSK signal

\[
x = \left[0, \ldots, 0, 1, 0, \ldots, 0\right]^T,
\]

where \( b_S = \log_2(N_t) \), and \( N_t \) is assumed to be an arbitrary integer power of two, such that \( l \) can be easily obtained by converting the \( b_S \) bits into the decimal representation. The RIS reflects the incident signal with reflection vector \( \phi = [\exp(j\theta_1), \ldots, \exp(j\theta_N)]^T \in \mathbb{C}^{N \times 1} \), leading to the received baseband signal at the destination as follows:

\[
y = f^T \Phi G x + w = f^T \Phi g_l + w,
\]

where \( \Phi = \text{diag}(\phi) \) and \( w \) is the additive white Gaussian noise (AWGN) at the destination, which follows the distribution \( \mathcal{CN}(0, N_0) \). We define the transmit signal-to-noise ratio (SNR) as \( \rho = 1/N_0 \). With (2), the destination adopts ML detection to decode \( l \), namely

\[
\hat{l} = \arg \min_l \|y - f^T \Phi g_l\|^2,
\]

where \( \hat{l} \) is the estimate of \( l \). The destination then recovers \( b_S \) information bits from \( \hat{l} \). We observe from (3) that the value of \( \phi \) undoubtedly influences the error performance. In the next subsection, we will focus on the optimization of \( \phi \).

### B. Reflecting Optimization

In the intelligent RIS-SSK scheme of [25], \( \phi \) is optimized by maximizing the instantaneous receive SNR at the destination. More specifically, the received signal in (2) can be rewritten as

\[
y = \sum_{i=1}^{N} f_i g_{il} \exp(j\theta_i) + w.
\]

Obviously, the instantaneous receive SNR is given by

\[
\rho \left| \sum_{i=1}^{N} f_i g_{il} \exp(j\theta_i) \right|^2,
\]

which is maximized when \( \theta_i = -\angle f_i - \angle g_{il} \). This optimization criterion, however, requires that the knowledge of the active antenna index be available at the RIS in real time, and that \( \phi \) be adjusted online per transmission even though the CSI remains unchanged, which is unrealistic. Moreover, since the BER performance of SSK highly depends on the channel difference associated with different active transmit antennas [5], [6], maximizing the receive SNR may not lead to good performance. These observations motivate us to propose other optimization algorithms.
Let us first examine the conditional pairwise error probability (PEP), which is defined as the probability of detecting \( l \) incorrectly as \( \hat{l} \) conditioned on \( G, f, \) and \( \phi \), namely

\[
\Pr \left( l \to \hat{l} \mid G, f, \phi \right) = \Pr \left( \left| y - f^T \Phi g_l \right|^2 > \left| y - f^T \Phi g_{\hat{l}} \right|^2 \right) = \Pr \left( \left| f^T \Phi (g_l - g_{\hat{l}}) \right|^2 - 2 \Re \{ w^* [f^T \Phi (g_l - g_{\hat{l}})] \} > 0 \right)
\]

\[
= \Pr \left( D > 0 \right)
\]

(5)

where \( D \) is a Gaussian random variable with

\[
E\{D\} = -\left| f^T \Phi (g_l - g_{\hat{l}}) \right|^2,
\]

\[
Var\{D\} = 2N_0 \left| f^T \Phi (g_l - g_{\hat{l}}) \right|^2.
\]

Hence, we have

\[
\Pr \left( l \to \hat{l} \mid G, f, \phi \right) = Q \left( \sqrt{\frac{\left| f^T \Phi (g_l - g_{\hat{l}}) \right|^2}{2}} \right).
\]

(8)

Then, according to the union bounding technique \[37\], an upper bound on the instantaneous error probability of active antenna index detection can be expressed as

\[
P_e \leq \frac{2}{N_t} \sum_{l=1}^{N_t} \sum_{l=1}^{N_t} \Pr \left( l \to \hat{l} \mid G, f, \phi \right)
\]

\[
\leq (N_t - 1) \cdot Q \left( \sqrt{\frac{d_{\min}}{2}} \right)
\]

(9)

where \( d_{\min} \) is defined as

\[
d_{\min} = \min_{l, \hat{l}} \left| f^T \Phi (g_l - g_{\hat{l}}) \right|^2.
\]

(10)

Therefore, from (9), we propose to optimize \( \phi \) by maximizing \( d_{\min} \), namely

\[
(P1) : \quad \max_{\phi} \ d_{\min}
\]

s.t. \( \theta_i \in [0, 2\pi) \), \( i = 1, \ldots, N_t \).

(11)

For \( N_t = 2 \), the optimal solution to problem (P1) can be easily derived in closed-form as

\[
\phi_{opt} = \arg \max_{\phi} \left| f^T \Phi (g_1 - g_2) \right|^2 = \arg \max_{\phi} \left| \sum_{i=1}^{N} f_i (g_{1i} - g_{2i}) \exp (j\theta_i) \right|^2
\]

\[
= \left| -\angle f_1 - \angle (g_{11} - g_{21}), \ldots, -\angle f_N - \angle (g_{1N} - g_{2N}) \right|^T.
\]

(13)

Unfortunately, for \( N_t > 2 \), it is not an easy task to solve problem (P1) optimally due to the max-min criterion of (11). Therefore, we first apply the SDR method and then propose a low-complexity algorithm to solve problem (P1) sub-optimally in the following.

1) SDR Method: For SDR, by introducing an auxiliary variable \( t \), problem (P1) can be equivalently reformulated as

\[
(P2) : \quad \max_{\phi} \ t
\]

s.t. \( \left| f^T \Phi (g_l - g_{\hat{l}}) \right|^2 \geq t, \forall l, \hat{l} = 1, \ldots, N_t, l \neq \hat{l} \),

\[
\theta_i \in [0, 2\pi), \forall i = 1, \ldots, N_t.
\]

(15)

(16)

However, problem (P2) is still non-convex due to the constraint in (15). Actually, the term on the left-hand side of (15) can be expressed as

\[
\left| f^T \Phi (g_l - g_{\hat{l}}) \right|^2 = \left| f^T \frac{\text{diag}}{} (g_l - g_{\hat{l}}) \phi \right|^2 = \phi^H R \phi = \text{tr} \left( R \phi \phi^H \right),
\]

(17)

where \( R = (f^T \frac{\text{diag}}{} (g_l - g_{\hat{l}}))^H (f^T \frac{\text{diag}}{} (g_l - g_{\hat{l}})) \). Define \( V = \phi \phi^H \) with \( V \succeq 0 \) and \( \text{rank}(V) = 1 \). Since the rank-one constraint is non-convex, we use SDR to relax this constraint. As a result, problem (P2) is reduced to

\[
(P3) : \quad \max_{\phi} \ t
\]

s.t. \( \text{tr}(RV) \geq t, \forall l, \hat{l} = 1, \ldots, N_t, l \neq \hat{l} \),

\[
V_{ii} = 1, \forall i = 1, \ldots, N_t,
\]

\[
V \succeq 0.
\]

(18)

(19)

(20)

(21)

Obviously, problem (P3) is a convex semi-definite program and can be solved by existing convex optimization solvers, such as CVX \[38\]. However, the rank-one constraint is relaxed in problem (P3), such that the solution may not satisfy \( \text{rank}(V) = 1 \). This implies that the optimal objective value of problem (P3) is an upper bound on that of problem (P1). Therefore, extra steps are required to obtain a rank-one solution from the solution to problem (P3). Specifically, after taking the eigenvalue decomposition of \( V \) as \( V = U \Sigma U^H \), where \( U \in \mathbb{C}^{N \times N} \) and \( \Sigma \in \mathbb{C}^{N \times N} \) are a unitary matrix and a diagonal matrix, respectively, we can obtain a suboptimal solution to problem (P3) as \( \phi = U \Sigma^{1/2} \), where \( \Sigma^{1/2} \) is a random vector with each element drawn from \( CN(0, 1) \). Further, by generating a sufficiently large number of realizations of \( r \) and selecting the one, denoted by \( \hat{r} \), that maximizes \( d_{\min} \), the sub-optimal solution to problem (P1) can be derived as \( \phi = [\phi_1/|\phi_1|, \ldots, \hat{\phi}_N/|\hat{\phi}_N|^T] \), where \( [\phi_1, \ldots, \hat{\phi}_N]^T = U \Sigma^{1/2} \).

2) Low-Complexity Algorithm: To achieve lower complexity than the SDR method, we propose a low-complexity algorithm here. The core idea is to derive a set of \( \phi \), denoted by \( \mathcal{A} \), from which the \( \phi \) capable of maximize \( d_{\min} \) in (10) is selected as the solution to problem (P1). Obviously, \( \mathcal{A} \) is the key. Inspired by the solution to the case of \( N_t = 2 \), a heuristic \( \mathcal{A} \) with \( N_t(N_t - 1)/2 \) entries can be constructed by \( \phi_{ij} = [-\angle f_1 - \angle (g_{1j} - g_{1j}), \ldots, -\angle f_N - \angle (g_{Nj} - g_{Nj})]^T \), where \( i, j \in \{1, \ldots, N_t\}, i < j \). Note that since the optimal \( \phi \) may not be included in \( \mathcal{A} \), the low-complexity algorithm is suboptimal. However, as will be shown in Section V, compared with the SDR method, this algorithm can achieve satisfying performance with much reduced complexity.
C. Performance Analysis for $N_t = 2$

Since the reflection matrix $\Phi$ is directly correlated with the channel matrices $f$ and $G$, as seen from Section II.B, it is very difficult to derive the distribution of the composite channel matrix $f^T \Phi G$ and analyze the BER performance of RIS-SSK-PB for a general case of $N_t$. Therefore, we focus only on the performance analysis for $N_t = 2$ to obtain insights.

For $N_t = 2$, the optimal $\phi$ is given in (13). From (8), the instantaneous BEP of RIS-SSK-PB can be expressed as

$$P_{bi} = Q \left( \sqrt{\frac{\rho v^2}{2}} \right),$$

(22)

where $v = \sum_{i=1}^{N} |f_i| |g_{i1} - g_{i2}|$. Under the assumption of $N \gg 1$, and according to the central limit theorem (CLT) [39], $v$ can be regarded as a Gaussian random variable following the distribution $N(\mu_v, \sigma_v^2)$, where $\mu_v$ and $\sigma_v^2$ can be derived as follows:

$$\mu_v = \frac{\sqrt{2}}{4} \pi N, \quad \sigma_v^2 = \left( 2 - \frac{\pi^2}{8} \right) N.$$ (23)

Hence, $|v|^2$ is a noncentral chi-square random variable with one degree of freedom and noncentrality parameter $a^2 = \pi N^2/8$, whose moment generating function is given by

$$\Psi_{|v|^2}(s) = \left( \frac{1}{1 - 2\sigma^2 s} \right)^{1/2} \exp \left( \frac{a^2 s}{1 - 2\sigma^2 s} \right).$$ (24)

Then, the ABEP of RIS-SSK-PB with $N_t = 2$ can be obtained by averaging $P_{bi}$ over $|v|^2$, namely

$$P_b = E[|v|^2 P_{bi}] \approx \frac{1}{12} \Psi_{|v|^2} \left( -\frac{\rho}{4} \right) + \frac{1}{4} \Psi_{|v|^2} \left( -\frac{\rho}{3} \right),$$

$$= \frac{1}{12} \left( \frac{2}{2 + \sigma^2 \rho} \right)^{1/2} \exp \left( -\frac{a^2 \rho}{4 + 2\sigma^2 \rho} \right) + \frac{1}{4} \left( \frac{3}{3 + 2\sigma^2 \rho} \right)^{1/2} \exp \left( -\frac{a^2 \rho}{3 + 2\sigma^2 \rho} \right),$$ (25)

where the approximation results from [40].

$$Q(x) \approx \frac{1}{12} \exp \left( -\frac{x^2}{2} \right) + \frac{1}{4} \exp \left( -\frac{2x^2}{3} \right).$$ (26)

Since $\sigma^2$ and $a^2$ grows linearly and quadratically with increasing $N$, respectively, we observe from $P_b$ that the performance improvement achieved by doubling $N$ is greater than that by doubling $\rho$, i.e., doubling $N$ results in SNR gains greater than 3 dB. Moreover, as $\exp(-x)$ is a concave function, the SNR gains achieved by doubling $N$ are increasingly small.

Remark 1: Since the proposed reflecting optimization is aimed to maximize the minimum squared Euclidean distance between any two decision points, RIS-SSK-PB is expected to outperform the intelligent RIS-SSK in terms of BER. Moreover, the instantaneous knowledge of the active antenna index is not required at the RIS, and the reflection coefficients are not adjusted online per transmission, but only when any of the channel matrices change, for RIS-SSK-PB. The drawback of RIS-SSK-PB is that the reflecting optimization involves high computational complexity in comparison with the intelligent RIS-SSK. Fortunately, the operation can be implemented offline, and the results remain unchanged until the CSI varies. In addition, the detection complexity and the requirement of CSI of RIS-SSK-PB are the same as those of the intelligent RIS-SSK.

III. THE RIS-SSK-ASTBC SCHEME

In this section, we present the RIS-SSK-ASTBC scheme, in which the RIS not only reflects the incident SSK signals but also transmits its own information via ASTBC.

A. System Model

The system model for RIS-SSK-ASTBC is depicted in Fig. 2, where the RIS with an even number of reflecting elements is divided into two sub-surfaces, namely sub-surface #1 and sub-surface #2, each containing $N/2$ reflecting elements. In RIS-SSK-ASTBC, the source transmits SSK symbols to the destination via the RIS symbol-by-symbol with guard intervals in between, while the RIS conveys its own information to the destination through the Alamouti transmission scheme. We assume that channel links experience small-scale flat Rayleigh fading as in RIS-SSK-PB. It should be noted that, different from the case in RIS-SSK-PB, the CSI of both links is required at the destination only, not at the RIS any more.

Each complete transmission is comprised of two time slots. In the first time slot, the RIS’s own information of $b_R = 2 \log_2(M)$ bits is loaded into the RIS controller. Specifically, the first $\log_2(M)$ bits are used to adjust the phase shifts of the sub-surface #1 to $\theta_i = \alpha_1$ with $i = 1, \ldots, N/2$, and the remaining $\log_2(M)$ bits are used to adjust the phase shifts of the sub-surface #2 to $\theta_i = \alpha_2$ with $i = N/2 + 1, \ldots, N$, where $\alpha_1, \alpha_2 \in \mathcal{M} = \{0, 2\pi/M_1, 2\pi/M_2, \ldots, 2\pi(M_1 - 1)/M_2\}$. In this manner, two virtual $M$-PSK symbols are generated at the RIS. Meanwhile, the source transmits $b_S = \log_2(N_t)$ bits via an SSK signal towards the RIS. Therefore, the received signal at the destination in the first time slot can be expressed as

$$y_1 = \exp(j\alpha_1) \sum_{i=1}^{N/2} f_i g_{id} + \exp(j\alpha_2) \sum_{i=N/2+1}^{N} f_i g_{id} + w_1,$$ (27)
where $l$ denotes the index of the active transmit antenna and $w_1$ represents the AWGN at the destination in the first time slot. The first and second summations of terms are from sub-surface #1 and sub-surface #2, respectively. In the second time slot, the phase shifts of the sub-surface #1 are adjusted to $\theta_i = \pi - \alpha_2$ with $i = 1, \ldots, N/2$, and the phase shifts of the sub-surface #2 are adjusted to $\theta_i = -\alpha_1$ with $i = N/2 + 1, \ldots, N$. The source transmits the same SSK signal as that in the first time slot. Therefore, the received signal at the destination in the second time slot can be given by
\[ y_2 = -\exp(-j\alpha_2) \sum_{i=1}^{N/2} h_i g_{il} \exp(-j\alpha_1) \sum_{i=N/2+1}^{N} h_i g_{il} + w_2, \] (28)
where $w_2$ denotes the AWGN at the destination in the second time slot. The spectral efficiency of RIS-SSK-ASTBC is $\log_2(M) + \log_2(N_1)/2$ bits per channel use (bpcu), while that of traditional SSK is $\log_2(N_1)$ bpcu. Obviously, RIS-SSK-ASTBC achieves a higher spectral efficiency than traditional SSK in the case of $M > \sqrt{N_1}$.

After re-organizing (27) and (28) into a matrix form, we have
\[ y = [y_1, y_2]^T = \begin{bmatrix} \exp(j\alpha_1) & \exp(j\alpha_2) \\ -\exp(-j\alpha_2) & \exp(-j\alpha_1) \end{bmatrix} \begin{bmatrix} \sum_{i=1}^{N/2} h_i g_{il} \\ \sum_{i=N/2+1}^{N} h_i g_{il} \end{bmatrix} + w, \] (29)
where $w = [w_1, w_2]^T$. From (29), the optimal ML detector can be formulated as
\[ \hat{l}, \hat{\alpha}_1, \hat{\alpha}_2 = \arg\min_{l, \alpha_1, \alpha_2} \|y - Ch_l\|^2, \] (30)
where $\hat{l}$, $\hat{\alpha}_1$, and $\hat{\alpha}_2$ are the estimates of $l$, $\alpha_1$, and $\alpha_2$, respectively. Unfortunately, the computational complexity of the optimal ML detector in (30) in terms of complex multiplications is $O(N_1 M^2)$, which becomes impractical for large values of $N_1$ and $M$. The design of low-complexity ML detector will be investigated as follows.

Given a realization of $l \in \{1, \ldots, N_1\}$, according to the classical Alamouti principle, we can obtain the combined signals as follows:
\[ (r_1)_l = y_1 h^*_1 l + y_2 h_2 l = (|h_{1l}|^2 + |h_{2l}|^2) \exp(j\alpha_1) + h_{1l} w_1 + h_{2l} w_2, \] (31)
\[ (r_2)_l = y_1 h_{2l}^* - y_2 h_{1l} = (|h_{1l}|^2 + |h_{2l}|^2) \exp(j\alpha_2) - h_{1l} w_2 + h_{2l} w_1. \] (32)
Then, in the case of the $l$-th antenna being activated, the ML metric can be calculated by
\[ D(l) = \min_{\alpha_1 \in M} \left| (r_1)_l - (|h_{1l}|^2 + |h_{2l}|^2) \exp(j\alpha_1) \right|^2 + \min_{\alpha_2 \in M} \left| (r_2)_l - (|h_{1l}|^2 + |h_{2l}|^2) \exp(j\alpha_2) \right|^2. \] (33)
Finally, the ML receiver makes a decision onto the active antenna index from
\[ \hat{l} = \arg\min_l D(l), \] (34)
and recovers $\alpha_1$ and $\alpha_2$ from
\[ \hat{\alpha}_1 = \arg\min_{\alpha_1 \in M} \left| (r_1)_l - (|h_{1l}|^2 + |h_{2l}|^2) \exp(j\alpha_1) \right|^2, \] (35)
\[ \hat{\alpha}_2 = \arg\min_{\alpha_2 \in M} \left| (r_2)_l - (|h_{1l}|^2 + |h_{2l}|^2) \exp(j\alpha_2) \right|^2. \] (36)
As seen from (33), the computational complexity of this detector in terms of complex multiplications is reduced to $O(2N_1 M)$.

B. Performance Analysis

In this subsection, approximate and asymptotic ABEP expressions are derived in closed-form for the source and the RIS of RIS-SSK-ASTBC utilizing the optimal ML detector.

1) ABEP of the Source: The source information is completely conveyed through the active antenna index. Let us first study the conditional PEP from (30), which is the probability of detecting $(l, C)$ conditioned on $G$ and $f$,
\[ \Pr \left( (l, C) \rightarrow (\hat{l}, \hat{C}) | G, f \right) = \Pr \left( \|y - Ch_l\|^2 > \|y - \hat{C}h_1\|^2 \right) \]
\[ = Q \left( \sqrt{\rho \|Ch_l - \hat{C}h_1\|^2} \right). \] (37)
Here, we resort to the CLT under the assumption of $N \gg 1$ for the calculation of this PEP. Under the CLT, each entry of $Ch_l$ can be treated as a random variable following the distribution $\mathcal{CN}(0, N)$. Hence, when $l \neq \hat{l}$, it can be shown that $\|Ch_l - \hat{C}h_1\|^2$ is a central chi-square random variable with four degrees of freedom, whose PDF is given by
\[ f(x) = \frac{x}{A N^2} \exp \left( -\frac{x}{BN} \right), \] (38)
where $A = 4$ and $B = 2$. Averaging $\Pr((l, C) \rightarrow (\hat{l}, \hat{C}) | G, f)$ over $\|Ch_l - \hat{C}h_1\|^2$ results in the following unconditional PEP [47, Eq. (64)]:
\[ \Pr \left( (l, C) \rightarrow (\hat{l}, \hat{C}) \right) = \int_0^{+\infty} Q \left( \sqrt{\frac{x}{2}} \right) f(x) dx \]
\[ = 3p^2 - 2p^3, \] (39)
where
\[ p = \frac{1}{2} \left( 1 - \sqrt{\frac{N\rho}{2 + N\rho}} \right). \] (40)
According to the union bounding technique, an upper bound on the error probability of active antenna index detection is given by

\[ P_e \leq \frac{1}{N_t M^2} \sum_{i \neq i'} \sum_{\mathbf{c}, \hat{\mathbf{c}}} \Pr \left( (i, \mathbf{C}) \rightarrow (i', \hat{\mathbf{C}}) \right) \]

\[ = M^2 (N_t - 1) (3p^2 - 2p^3). \tag{41} \]

Finally, the ABEP of the source can be expressed as [42, Eq. (13)]

\[ P_{bS} \approx \frac{1}{2} P_e \cdot \frac{N_t}{N_t - 1}. \tag{42} \]

2) **ABEP of the RIS**: It is obvious that the error events for phase shift detection can be categorized into two complementary types, depending on whether the index of the active antenna is detected correctly or not. Thus, the overall ABEP of the RIS can be given by

\[ P_{bRIS} \approx \frac{1}{2} P_e + (1 - P_e) P_A, \tag{43} \]

where \( P_e \) is given in (41), \( P_A \) is the ABEP of \( M \)-PSK demodulation in the case of correct detection for the active antenna index, and the factor \( 1/2 \) accounts for the ABEP in the case of incorrect detection for the active antenna index.

For the calculation of \( P_A \), the instantaneous receive SNR per virtual PSK symbol can be derived from (35) or (36) as \( \rho ||\mathbf{h}_i||^2 \). Therefore, the conditional ABEP of \( M \)-PSK demodulation can be expressed as [45, Eq. (8.23)]

\[ P_A ||\mathbf{h}_i||^2 \approx \frac{2}{\max (\log_2 (M), 2)} \times \sum_{i=1}^{\max(M/4,1)} Q \left( \sqrt{2\rho g_{PSK}(i)||\mathbf{h}_i||^2} \right), \tag{44} \]

where \( g_{PSK}(i) = \sin^2 \left( \frac{(2i-1)\pi}{M} \right) \). By resorting to the CLT, \( ||\mathbf{h}_i||^2 \) can be approximated as a central chi-square random variable with four degrees of freedom, whose PDF is given by (38) with \( A = 1/4 \) and \( B = 1/2 \). Then, by averaging \( P_A ||\mathbf{h}_i||^2 \) over \( ||\mathbf{h}_i||^2 \), we have

\[ P_A \approx \frac{2}{\max (\log_2 (M), 2)} \times \sum_{i=1}^{\max(M/4,1)} 3[q(i)]^2 - 2[q(i)]^3, \tag{45} \]

where

\[ q(i) = \frac{1}{2} \left( 1 - \sqrt{\frac{\rho g_{PSK}(i) N}{2 + \rho g_{PSK}(i) N}} \right). \tag{46} \]

Finally, by substituting (41) and (45) into (43), we obtain the ABEP of the RIS.

3) **Asymptotic Analysis**: By taking the Taylor series of the exponential function and ignoring higher order terms, (38) reduces to

\[ f(x) \approx \frac{x}{4N^2}. \tag{47} \]

With the simplified PDF in (47), the unconditional PEP in (39) can be re-calculated asymptotically as

\[ \Pr \left( (i, \mathbf{C}) \rightarrow (i', \hat{\mathbf{C}}) \right) \rightarrow \frac{3}{4} \cdot \rho^2 N^2. \tag{48} \]

Putting (48) into (41) yields

\[ P_e \leq \frac{3}{4} M^2 (N_t - 1) (3p^2 - 2p^3). \tag{49} \]

Then, by substituting (49) into (42), we have the asymptotic ABEP of the source as follows:

\[ P_{bS} \approx \frac{3}{8} M^2 N_t (\rho N^2)^{-2}, \tag{50} \]

which achieves a diversity order of two. Interestingly, we observe from (50) that the achievable diversity order of the source is irrelevant to \( N \), namely the number of reflecting elements. However, increasing \( N \) is equivalent to increasing \( \rho \), both of which decrease the PEP quadratically. These observations also apply to the RIS. Similar to (48), we have

\[ P_A \rightarrow \frac{3}{2} \max (\log_2 (M), 2) \times \sum_{i=1}^{\max(M/4,1)} (\rho g_{PSK}(i) N)^{-2}. \tag{51} \]

Further, at high SNR, (43) can be simplified to

\[ P_{bRIS} \approx \frac{1}{2} P_e + P_A. \tag{52} \]

Substituting (49) and (51) into (52) results in the asymptotic ABEP of the source. Obviously, we observe from \( P_{bS} \) and \( P_{bRIS} \) that the information bits from both the source and the RIS have two-diversity-order protection with increasing SNR or the number of reflecting elements. Moreover, doubling \( N \) is equivalent to doubling \( \rho \), such that a consistent SNR gain of about 3 dB gain can be achieved every time \( N \) is doubled for both the source and the RIS.

**Remark 2**: In RIS-SSK-ASTBC, the reflection coefficients completely depend on the information to be transmitted from the RIS, and no beamforming is performed at the RIS. Hence, the CSI is not needed at the RIS. Actually, if the CSI is available at the RIS, we can implement the Alamouti transmission and beamforming simultaneously at the RIS, further enhancing the performance of RIS-SSK-ASTBC.

### IV. Simulation Results and Comparisons

In this section, we perform Monte Carlo simulations to assess the uncoded BER performance of RIS-SSK-PB and RIS-SSK-ASTBC. In all simulations, we plot the BER versus \( \rho = 1/N_0 \). The channels are assumed to be Rayleigh flat fading channels, the CSI is perfectly known to the destination and/or the RIS, and any path loss effect is neglected. For RIS-SSK-PB, the traditional SSK [8] and the intelligent RIS-SSK [25] are taken as reference schemes. The amplify-and-forward aided SSK and blind RIS-SSK are excluded from the performance comparison, since they have been shown to be inferior to the intelligent RIS-SSK in [25]. For RIS-SSK-ASTBC, RIS-SSK-VBLAST that employs the two-antenna based VBLAST scheme to transmit RIS’s private information is chosen as a benchmark. All considered schemes employ single-antenna ML detection for fair comparisons. Each BER point is obtained by averaging over at least \( 10^3 \) transmission.
Fig. 3. Performance comparison among traditional SSK, intelligent RIS-SSK, and RIS-SSK-PB, where $N_t = 2$ and $N = 4, 8, 16, 32, 64, 128$.

A. RIS-SSK-PB

Fig. 3 depicts the comparison results among traditional SSK, intelligent RIS-SSK, and RIS-SSK-PB, where $N_t = 2$ and $N = 4, 8, 16, 32, 64, 128$. The approximate ABEP curves derived in Section II.C are also presented for RIS-SSK-PB. As shown in Fig. 3, due to the nature of the CLT, the analytical results become more accurate with increasing $N$. When $N \geq 32$, the analytical ABEP curves can predict the simulated counterparts very well. With increasing $N$, the BER performance of both intelligent RIS-SSK and RIS-SSK-PB improve, and both perform much better than traditional SSK for all $N$ in the overall SNR region. Moreover, RIS-SSK-PB significantly outperforms the intelligent RIS-SSK for all $N$ and SNR values. In particular, RIS-SSK-PB achieves an additional diversity gain over the intelligent RIS-SSK, and the gain becomes more prominent when $N$ is a smaller value. Fortunately, even for $N = 128$, approximately 3 dB SNR gain is obtained by RIS-SSK-PB over the intelligent RIS-SSK, at a BER value of $10^{-4}$. Note that these advantages are achieved along with the benefits of avoiding the requirements of active antenna index information and online phase adjustments.

In Fig. 4, we make comparisons among traditional SSK, intelligent RIS-SSK, and RIS-SSK-PB, where $N_t = 4$ and $N = 4, 8, 16$. For RIS-SSK-PB, both the SDR and low-complexity beamforming algorithms are taken into account. The random simulation times in the SDR method for solving problem (P3) is set as 100. As seen from Fig. 4 with the aid of a 4-element RIS, both the intelligent RIS-SSK and RIS-SSK-PB perform much better than traditional SSK throughout the SNR region. Moreover, no matter which beamforming algorithm is employed, RIS-SSK-PB achieves a higher diversity gain than the intelligent RIS-SSK and traditional SSK. In particular, RIS-SSK-PB with the SDR method outperforms the intelligent RIS-SSK when SNR is greater than -1 dB, achieving approximately 19 dB SNR gain at a BER value of $10^{-4}$. Notably, the low-complexity beamformer suffers from about 3 dB performance loss as compared with the SDR method at a BER value of $10^{-4}$. However, RIS-SSK-PB with the low-complexity beamforming is still superior to the intelligent RIS-SSK and traditional SSK with much reduced complexity.

Fig. 5. Performance of RIS-SSK-ASTBC for: (a) the source and (b) the RIS, where $N_t = 2$, $M = 2$, and $N = 4, 8, 16, 32, 64, 128$. 

The approximate ABEP curves derived in Section II.C are also presented for RIS-SSK-PB. As shown in Fig. 3, due to the nature of the CLT, the analytical results become more accurate with increasing $N$. When $N \geq 32$, the analytical ABEP curves can predict the simulated counterparts very well. With increasing $N$, the BER performance of both intelligent RIS-SSK and RIS-SSK-PB improve, and both perform much better than traditional SSK for all $N$ in the overall SNR region. Moreover, RIS-SSK-PB significantly outperforms the intelligent RIS-SSK for all $N$ and SNR values. In particular, RIS-SSK-PB achieves an additional diversity gain over the intelligent RIS-SSK, and the gain becomes more prominent when $N$ is a smaller value. Fortunately, even for $N = 128$, approximately 3 dB SNR gain is obtained by RIS-SSK-PB over the intelligent RIS-SSK, at a BER value of $10^{-4}$. Note that these advantages are achieved along with the benefits of avoiding the requirements of active antenna index information and online phase adjustments.

In Fig. 4, we make comparisons among traditional SSK, intelligent RIS-SSK, and RIS-SSK-PB, where $N_t = 4$ and $N = 4, 8, 16$. For RIS-SSK-PB, both the SDR and low-complexity beamforming algorithms are taken into account. The random simulation times in the SDR method for solving problem (P3) is set as 100. As seen from Fig. 4 with the aid of a 4-element RIS, both the intelligent RIS-SSK and RIS-SSK-PB perform much better than traditional SSK throughout the SNR region. Moreover, no matter which beamforming algorithm is employed, RIS-SSK-PB achieves a higher diversity gain than the intelligent RIS-SSK and traditional SSK. In particular, RIS-SSK-PB with the SDR method outperforms the intelligent RIS-SSK when SNR is greater than -1 dB, achieving approximately 19 dB SNR gain at a BER value of $10^{-4}$. Notably, the low-complexity beamformer suffers from about 3 dB performance loss as compared with the SDR method at a BER value of $10^{-4}$. However, RIS-SSK-PB with the low-complexity beamforming is still superior to the intelligent RIS-SSK and traditional SSK with much reduced complexity.
source and the RIS achieve a diversity order of two, which is 128. However, there is no diversity improvement, since the RIS-SSK-ASTBC achieves the same spectral efficiency as RIS-SSK-VBLAST. For instance, the source and the RIS of RIS-SSK-ASTBC employing a higher constellation size for ASTBC significantly outperforms RIS-SSK-VBLAST, though about 3 dB SNR gain is observed at a BER value of $10^{-3}$.

Fig. 6, we observe that the approximate and asymptotic ABEP expressions have been derived for the source and/or the RIS in closed-form assuming ML detection. Computer simulations have corroborated the performance analysis and the performance improvement achieved by RIS-SSK-PB and RIS-SSK-ASTBC. It could be concluded that the two proposed schemes are viable candidates for energy-efficient and ultra-reliable communications. Also, RIS-SSK-ASTBC can be extended by employing general STBC with more than two sub-surfaces at the RIS. For future work, we intend to extend the proposed RIS-SSK schemes to more practical RIS models, including the RIS unit cell model of \[ \text{[17]} \] and the mutual-impedances-based end-to-end model of \[ \text{[18]} \].

V. Conclusion

In this paper, we have proposed RIS-SSK-PB and RIS-SSK-ASTBC schemes to improve the error performance and throughput of traditional SSK systems, respectively. In RIS-SSK-PB, the RIS is employed for beamforming, which maximizes the minimum squared Euclidean distance between any two decision points. The SDR and low-complexity algorithms have been developed for the reflecting optimization. In RIS-SSK-ASTBC, the RIS is employed for ASTBC, which enables the RIS to transmit its own Alamouti-coded information while reflecting the incident signals. A low-complexity ML detector has been studied for RIS-SSK-ASTBC. The approximate ABEP expressions have been derived for the source and the RIS closed-form assuming ML detection. Computer simulations have corroborated the performance analysis and the performance improvement achieved by RIS-SSK-PB and RIS-SSK-ASTBC. It could be concluded that the two proposed schemes are viable candidates for energy-efficient and ultra-reliable communications. Also, RIS-SSK-ASTBC can be extended by employing general STBC with more than two sub-surfaces at the RIS. For future work, we intend to extend the proposed RIS-SSK schemes to more practical RIS models, including the RIS unit cell model of \[ \text{[17]} \] and the mutual-impedances-based end-to-end model of \[ \text{[18]} \].
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