Abstract—This paper presents a method to cope with autonomous assembly tasks in the presence of uncertainties. To this aim, a Peg-in-Hole operation is considered, where the target workpiece position is unknown and the peg-hole clearance is small. Deep learning based hole detection and 3D surface reconstruction techniques are combined for accurate workpiece localization. In detail, the hole is detected by using a convolutional neural network (CNN), while the target workpiece surface is reconstructed via 3D-Digital Image Correlation (3D-DIC). Peg insertion is performed via admittance control that conforms the suitable compliance to the peg. Experiments on a collaborative manipulator confirm that the proposed approach can be promising for achieving a better degree of autonomy for a class of robotic tasks in partially structured environments.

I. INTRODUCTION

The evolution of manufacturing in the last decade demands for more autonomous, safe and effective robotic systems, capable of fast adaption to rapidly changing production requirements. Such a flexibility can be achieved by endowing robotic systems with advanced capabilities of executing complex tasks in partially structured environments. Thus, new approaches, integrating different methodologies and technologies, are to be investigated.

The Peg-in-Hole assembly task is a challenging task due to accuracy required both for detecting the hole and positioning the robot. The common approach to Peg-in-Hole includes two steps: the search, aimed at localizing the hole and aligning the peg to its axis, and the insertion. Regarding the insertion phase, the accumulated errors due to imperfect knowledge of the hole position and robot positioning errors, make the pure position control approach possible only in the presence of generous clearances. Thus, active or passive force control methods are to be adopted, in particular the approaches based on impedance control [1] are the most popular. Impedance approaches to the Peg-in-Hole can be found in [2], [3] for single-arm robots or in [4] for multi-arm systems.

Regarding the search phase, the existing approaches can be roughly classified into those based on visual sensor feedback and those based on exploration of the hole neighborhood. Among the first category, in [5] a high-speed camera is adopted to align the peg to the hole, while more recently [6] proposed a visual coaxial system. Whilst high performance can be achieved via visual methods, in practical scenarios they can suffer from light conditions, texture or reflection of the objects. Moreover, visual servoing methods are affected by calibration errors and by the fact that often the peg occludes the eye-in-hand camera field of view. Regarding the exploration of the hole neighborhood, it often requires the use of force-torque sensors, as in [2], where a shape recognition algorithm is adopted to extract the outline of the peg from the force-torque sensor data collected during the contact with the object surface. A common approach is to map the interaction moments onto the position and tilt of the hole, in order to guide the peg pose during the insertion [7].

The presence of force/torque sensors increases the overall system cost. Thus, approaches aimed at estimating the state of contact using only joint position sensors have been developed: e.g., in [8] a blind search method is proposed, consisting in tilting and covering the hole neighborhood by moving the peg along an assigned spiral path. Similarly, in [9], dealing with the insertion of a charging plug in its socket, a search path describing a Lissajous curve is adopted, while the wrist-mounted force/torque sensor is replaced by the joint torque sensors commonly mounted on collaborative robots.

Blind search methods are often time-consuming and require an accurate initial estimate of the hole position in order to converge. Hence, visual and force-torque data have been used together in [10], where a learning-based visual servoing is adopted to map the distance from the peg center to the hole, while a spiral search is in charge of the fine alignment. Deep learning has been recently used in [11], where a self supervised multi-modal representation of the sensory output is applied, and in [12], where a multi-layer perceptron network is trained on a data set including object position and interaction forces for a polyhedral peg in contact with the holes.

In this paper, an autonomous strategy, able to cope with large errors on pose of the target workpiece, is proposed...
and experimentally tested for a Peg-in-Hole assembly task. A collaborative robot manipulator (Fig. 1(a)) equipped with an Intel Realsense D435 camera (Fig. 1(b)) is considered. The robot carries a steel peg (Fig. 1(b)), while the workpiece is characterized by non-flat steel surface that holds four unchamfered holes (Fig.1(c)) with small peg-hole clearance. It is assumed that the workpiece is positioned in the robot workspace with positional uncertainty much greater than the size of the holes. A CNN based approach for object detection is combined with a 3D surface reconstruction method to accurately localize the holes. In detail, the holes are detected by using the YOLOv3 detector [13] provided by the Darknet framework [14]. The 3D surface reconstruction is obtained with 3D-Digital Image Correlation (3D-DIC), a non-contact full-field technique widely used for shape, deformation, and strain measurements in experimental mechanics [15]. From a series of image-pairs of contiguous surface areas (with partial overlap), 3D-DIC computes highly dense and regularly spaced 3D points over an extended field of view of the test part. Contrarily to single-camera eye-in-hand DIC systems [16], 3D-DIC is used to merge the reconstructed patches within the same reference system, without information on the end-effector pose. A continuous distribution of normal vectors is computed over the tessellated surface and then transferred to the robot reference frame together with the information on the 3D position of the hole. Finally, the peg insertion is performed by means of an admittance control [17], conferring mechanical impedance behavior to the peg, without resorting to a wrist-mounted force/torque sensor.

II. SYSTEM DESCRIPTION

The considered setup consists of a robot manipulator equipped with a camera in eye-in-hand configuration. In particular, the Franka Emika Panda robot has been used, characterized by 7 revolute joints, each mounting a torque sensor, and equipped with an Intel Realsense D435 camera, mounted on the end-effector via a 3D printed support (see Fig. 1b). The camera holds two stereo infrared imagers, an RGB module and an infrared projector. The task is to insert the peg in Fig.2, with a diameter of 12.2 mm, in one of the holes, characterized by a diameter of 12.4 mm and unknown tilt, of a workpiece manufactured by bending and forming a steel sheet into a geometry with either flat and curved regions (Fig. 3). It is assumed that the peg is symmetric and rigidly grasped by the robot gripper.

The coordinated frames of interest are the inertial frame, \( \Sigma_c \), coincident with the robot base frame, the frame attached to the robot end-effector, \( \Sigma_e \), the frame attached to the tip of the peg, \( \Sigma_p = \{ O_p, n_p, s_p, a_p \} \) (Fig. 2) and \( \beta \) reference frames \( \Sigma_h_i = \{ O_{h_i}, n_{h_i}, s_{h_i}, a_{h_i} \} \) (\( i = 1, \ldots, \beta \)), each attached to the center of the \( \beta \) holes (Fig. 3).

Due to the assumption of rigid grasp for the peg, the position \( p_p \) of \( O_p \) can be described as

\[
p_p = p_e + R_e p'_p, \tag{1}
\]

where \( p_e \) and \( R_e \) are, respectively, the position and orientation of the robot end-effector, given by the standard direct kinematics, \( p'_p \) is the constant relative position of \( O_p \) in \( \Sigma_e \). The orientation of \( \Sigma_p \) is represented by the rotation matrix

\[
R_p = R_e R'_p, \tag{2}
\]

where \( R'_e \) is the constant relative rotation matrix of the peg frame with respect to end-effector frame.

The dynamics of a \( n \) degrees of freedom manipulator is given by

\[
M(q) \ddot{q} + C(q, \dot{q}) \dot{q} + F(q) + g(q) = \tau + \tau_e, \tag{3}
\]

where \( q \in \mathbb{R}^n \) (\( \dot{q} \) and \( \ddot{q} \)) is the vector of joint positions (velocities and accelerations), \( \tau \in \mathbb{R}^n \) is the vector of joints torques, \( M(q) \in \mathbb{R}^{n \times n} \) is the symmetric and positive definite inertia matrix, \( C(q, \dot{q}) \in \mathbb{R}^{n \times n} \) is the centripetal and Coriolis terms matrix, \( g(q) \in \mathbb{R}^n \) is the vector of gravity terms, \( F \in \mathbb{R}^{n \times n} \) is the matrix of viscous friction terms. The term \( \tau_e = J^T(q) h \in \mathbb{R}^n \) represents the torques induced at the joints by the contact wrench \( h = [f^T \mu^T]^T \in \mathbb{R}^6 \) exerted by the environment on the peg tip, where \( f \in \mathbb{R}^3 \) is the force and \( \mu \in \mathbb{R}^3 \) is the moment. The matrix \( J(q) \in \mathbb{R}^{n \times n} \) is the Jacobian of the robot, mapping the joint velocities in the linear and angular velocity of the frame \( \Sigma_p \).

III. PEG-IN-HOLE STRATEGY

In an assembly line, in the presence of small production volumes and complex 3-D parts, often the positioning of the target object is manually operated. Hence, it is assumed that the workpiece is located within the robot workspace, but uncertainties on both the holes’ position and their tilt can be far larger than the task tolerance.

To tackle the above described problems, the following strategy (depicted in Fig. 4) is proposed:

- The robot moves its eye-in-hand camera over a semi-sphere spanning its workspace, in such a way to scan the workpiece surface. In each position, a pair of images is acquired with the previously calibrated eye-in-hand stereo-cameras system. In the current setup, the two Realsense IR cameras are used.
- The acquired images are the input for a CNN that detects the holes on the workpiece surface.
- Each pair of stereo-images from the acquired series is processed with 3D Digital Image Correlation (DIC) [15] to retrieve the 3D position of a highly dense set of points on a portion of the workpiece surface; a subsequent merging operation allows the transformation of each reconstructed point cloud from the local coordinate system of the master camera to a common global reference

![Fig. 2. Peg with the attached frame (left) and its dimensioning (right).](image1.png)

![Fig. 3. Workpiece with a \( \Sigma_h \) frame (left) and hole dimensioning (right).](image2.png)
A. Holes detection

A supervised approach has been chosen to detect the holes on the surface of the workpiece. This choice is motivated by the fact that the surface is textured and this can lead to false positives when using unsupervised computer vision techniques (e.g., the Hough circle transform). Among the different supervised object detection architectures, the YOLOv3 [13] has been chosen, since it is faster than classifier-based systems but with similar accuracy. YOLOv3 makes predictions with a single network evaluation by considering object detection as a single regression problem. Given an image, YOLOv3 exploits a 53-layers CNN (called Darknet-53) to generate a vector of bounding boxes and class predictions in the output. To create the “hole detector”, 175 images of size 640×480 and captured at different distances from the holes, have been annotated using the LabelImg tool. We considered 108 images as training set and the remaining 67 as test set. An Intel Xeon 3.7 GHz CPU 32 GB RAM with a NVIDIA Quadro P4000 8GB GPU has been used to carry out the training phase, which required about 10 hours to complete with batch and subdivision sizes of 64 and 16, respectively. The processing time for detecting the holes on a single frame is about 27ms. Holes are detected into each image pair, creating a binary mask to facilitate the subsequent greyscale thresholding and centroids computation.

B. 3D surface reconstruction

The workpiece surface is provided with a stochastic black speckle pattern on a white background, thus allowing the implementation of an area-based image registration with a subset-based DIC approach. Briefly, for each image pairs captured by the stereo IR Realsense sensor at the maximum spatial resolution (1280 × 720 pixels), a regular dense grid of points (5 pixel pitch) is defined over the region of interest (ROI) of the reference image (master camera). The DIC algorithm then seeks for the best correspondence in the target image on the basis of the local distribution of the greyscale intensity over a subset of 21 × 21 pixels around each data point. The sensor coordinates of the pairs of corresponding image points are hence used to reconstruct the position of the 3D workpiece point via triangulation. To this aim, the stereo-camera system was previously calibrated by using 30 images of a 2D checkerboard flat pattern according to the camera calibration method proposed in [18]. An average reprojection error of 0.036 and 0.042 pixels was found for the right and left camera, respectively. The target was reconstructed in the 30 positions over the measurement volume with an error of 0.24 ± 0.17 mm. For each position of the scanning sequence, a point cloud of a portion of the workpiece surface is reconstructed in the reference system of the master camera (Fig.5). DIC is then used to match overlapping portions of the ROIs in image pairs from contiguous hand positions. Finally, the rigid transformation that overlaps with the minimum distance the corresponding points data in two contiguous point clouds is found through nonlinear optimization.

Fig. 4. The proposed peg in hole pipeline.

Fig. 5. 3D reconstruction and merging of the point clouds from four different contiguous positions of the eye-in-hand camera. The z axis is the optical axis of the master camera in the first position of the sequence.
transformations are used to move and merge the point clouds into a unique reference system (master camera in the first position of the sequence). The merging error, defined as the average Euclidean distance between corresponding points from four contiguous views, is 0.26 ± 0.18 mm, that is only slightly larger than the reconstruction error. From the highly dense and regular set of points measured with DIC, a triangular mesh was automatically built via the Delaunay tessellation algorithm. A plane was calculated for each triplet of points of the mesh, thus allowing to retrieve the distribution of the local normal vector over the whole reconstructed surface with the same spatial resolution of the DIC points grid reconstruction (about 2 mm spacing). Fig. 5 shows the surface patches 3D-reconstruction and merging, and the obtained tessellated mesh with superimposed the position of the hole centers calculated via triangulation.

C. Approach to the hole

The above procedure allows to compute the positions, $p_{h_i}^*$, $(i = 1, \ldots , \beta)$, of the hole centers, $O_h$, and their normal unit vector, $a_{h_i}$, in the reference frame $\Sigma_0$ of the master camera in the first position of the sequence. In order to perform the Peg-in-Hole task, it is necessary to transform such vectors in the inertial frame. Let us define the $(4 \times 4)$ homogeneous transformation matrices $A_{p_i}$, performing the transformation between the peg frame, $\Sigma_p$, in the first position of the sequence and the inertial frame, and $A_{p_i}^c$, performing the transformation between the master camera frame, $\Sigma_c$, and the peg frame, $\Sigma_p$, obtained via the calibration method. Hence, the generic hole center position in the inertial frame can be computed as

$$
[p_{h_i}^*] = A_{p_i} A_{p_i}^c [p_{h_i}^*]_1,
$$

where the subscript $i$ is omitted for brevity; it is worth remarking that, since $A_p^p$ is constant, it is $A_{p_i}^c = A_{p_i}^p$. Similarly, the vector normal to the workpiece surface in $O_h$ can be transformed in the inertial frame as

$$
a_h = R_p R_b a_{h_i},
$$

where $R_p$ is the rotation matrix extracted by the homogeneous transformation matrix $A_p^c$.

In order to approach the hole, the robot motion is planned to move the origin of $\Sigma_p$ in the neighborhood of the workpiece surface and, at the same time, to align the axis $a_p$ to $a_h$. To this aim, a closed-loop inverse kinematics algorithm with task priority [19] has been implemented, where two tasks are assigned: peg alignment (primary task with highest priority) and position tracking of $O_p$ (secondary task with lower priority). The goal of the peg alignment task is to align the unit vector $a_p$ to $a_h$, thus the task function is

$$
\sigma_1 = (a_h - a_p)^T (a_h - a_p),
$$

with corresponding Jacobian matrix

$$
J_1 = 2 (a_h - a_p)^T S(a_p) J_0(q) \in \mathbb{R}^{1 \times \nu},
$$

where $S(\cdot)$ is the skew symmetric operator ([20], pp.106-107) and $J_0(q)$ is the orientation part of the Jacobian $J(q)$ defined in (3). The position tracking task is aimed at tracking a desired trajectory for the peg tip, from its current position to a target point $P_t$, whose coordinate in the reference frame $\Sigma_h$ are $(0,0,\Delta_1)$, i.e., a point belonging to the axis $a_h$ at a distance $\Delta_1$ from $O_h$. The task function is the position of $O_p$, $p_p$, and the task Jacobian, $J_2$, is the positional part of the Jacobian $J(q)$ defined in (3). In order to compute the commanded joint velocities, a Null-Space Behavioral control [19] is devised, in which the velocities of the secondary task are projected onto the null space of the primary task Jacobian, i.e.,

$$
\dot{q} = J_1^T (-k\sigma_1) + (I_n - J_1^T J_1) J_2^T (p_{p_d} + K(p_{p_d} - p_p)),
$$

where $p_{p_d}$ ($p_{p_d}$) is the desired position (linear velocity) of $O_p$, while $k$ and $K \in \mathbb{R}^{1 \times \nu}$ are, respectively, a positive definite scalar and matrix gain. The matrix $I_n - J_1^T J_1$ is a projector onto the null space of $J_1$, with $I_n$ the $n \times n$ identity matrix.

D. Peg insertion

Once the approach phase has been completed, the desired pose $x_d = [p_d^T \phi_d]^T$ for $O_p$ can be computed. In particular, the orientation is kept constant while the desired position trajectory is a fifth degree polynomial from the approach phase to a target point $P_2$, whose coordinate in the $\Sigma_h$ are $(0,0,\Delta_2)$, where $\Delta_2$ includes the height of the cylindrical part of the peg, called $\delta$ in Fig.2, and a further translation along $-a_h$ that favors the insertion.

In order to limit the mechanical stresses and ensure compliance to the peg, an admittance control has been implemented at the peg tip level. It is assumed that the robot manipulator is not equipped with a wrist-mounted force/torque sensor, but, as usual in collaborative robots, with torque sensors at the joints. Thus, the wrench acting on the peg tip is estimated via an observer based on the generalized momentum

$$
\nu = M(q) \dot{q},
$$

In detail, an estimate of the torques induced at the joints by the contact wrench can be computed as follows [21]

$$
\hat{\tau}_c = K_o \left[ (\nu(t) - \nu(t_0)) + \int_{t_0}^t (C(q) \dot{q} - F \dot{q} - g(q) + \tau + \hat{\tau}_c) ds \right],
$$

where $t$ and $t_0$ are the current and initial time instant respectively, $K_o \in \mathbb{R}^n$ is a positive definite gain matrix. By reasonably assuming that $\dot{q}(t_0)$ is null, it implies that $\nu(t_0)$ is null as well. Then, the following dynamics for the estimation is obtained

$$
\dot{\hat{\tau}}_c + K_o \hat{\tau}_c = K_o \tau_c.
$$

Equation (11) is a first-order low-pass dynamic system, therefore, $\tau_c \rightarrow \tau_c$ when $t \rightarrow \infty$ for any positive definite gain matrix $K_o$. Then, by considering the expression of $\tau_c$ in (3) an estimate of the external wrench is [22]

$$
\hat{h} = J^T(q) \hat{\tau}_c.
$$

Then, the reference pose for $\Sigma_p$, $x_r = [p_r^T \phi_r]^T$, is computed via the admittance filter

$$
M_p \Delta \dot{x} + D_p \Delta \dot{x} + K_p \Delta x = T_\Lambda^T(\phi_p) \hat{h},
$$

where $M_p$, $D_p$ and $K_p$ are, respectively, the virtual inertia, damping and stiffness matrices imposed to the peg,
\[ \Delta x = x_d - x_r, \quad \text{and} \]
\[ T_A^T(\phi_p) = \begin{bmatrix} 1 & 0 \\ 0 & T(\phi_p) \end{bmatrix}, \]
(14)

with \( T(\phi_p) \) the matrix that maps the time derivative of the Euler angles \( \phi_p \), representing the peg orientation, to the angular velocity ([20], pp.120-121). Finally, the joint velocities are computed as

\[ \dot{q} = [T_A(\phi_p)J]^\dagger (\dot{x}_r + \Lambda(x_r - x)), \]
(15)

where \( \Lambda \in \mathbb{R}^{6 \times 6} \) is a positive definite gain matrix.

IV. EXPERIMENTAL RESULTS

For the experiments, the robot has been commanded via the libfranka interface, running at 1 KHz, that provides joint positions, velocities and torques. The robot has been controlled in velocity-mode by sending the desired joint velocities output by the kinematic inversions (8) for the approach and (15) for the insertion. The dynamic parameters identified in [23] have been adopted to build in the wrench observer (10). Such parameters have been suitably modified in order to take into consideration the contribution to the inertia and gravity terms of the gripper and the peg.

In order to perform the 3D surface reconstruction, 4 pairs of images have been taken by the stereo infrared imagers of the Realsense camera via the librealsense2 library. Then, hole detection is performed on each image.

Table I reports the inverse kinematics gains as well as the observer and admittance filter parameters. It is worth noticing that the virtual stiffness \( K_p \) has been tuned in such a way the peg is more stiff along the \( z \) axis and more compliant along the other axes in order to simplify the insertion in the hole. For practical implementation of the control scheme, the following adjustments have been made:

- The estimated contact wrench \( h \) output by the wrench observer (10) is filtered with a digital low-pass filter before sending to the admittance filter.
- To suppress non-existent small force and torque estimations owing to unmodeled dynamics and sensor noise, a dead zone on the admittance filter input has been implemented. Any value of force component below 3 N and any value of moment below 1 Nm estimated by the observer were neglected. Moreover, to achieve a continuous wrench signal, the same thresholds have been subtracted from higher estimations. This implies that the admittance filter receives as input a wrench slightly lower than the real interaction wrench.

Fig. 6 reports some snapshots taken during the experiment. Fig. 6(a) shows the random selected robot initial pose; in Fig. 6(b), the robot reaches the target point \( P_t \) at the end of the approach phase; in Figs. 6(c) and 6(d), the poses corresponding, respectively, to the beginning of the insertion phase (at about 7 seconds) and the maximum contact wrench are reported; finally, Fig. 6(e) shows the end of the insertion phase (at about 15 seconds).

Fig. 7 reports the filtered external forces (Fig. 7(a)) and moments (Fig. 7(b)) estimated by the observer during the insertion. The maximum force is experienced along the \( z \) axis, coherently with the assigned virtual stiffness and the tilt of the considered hole, and thus, non-negligible moments around the \( x \) and \( y \) axis arise. Such forces and moments cause a deviation of the trajectories output by the admittance filter with respect to the desired ones (Fig. 8).

Finally, Fig. 9 shows the peg alignment task error: it can be noticed that the error converges to zero during the approach phase, then, during the insertion, when the task is not active, due to uncertainties on workpiece reconstruction and on camera calibration, the peg slightly modifies its tilt and the error grows up. The value of \( 1.4 \times 10^{-4} \) at the end of the insertion represent the squared norm error between the actual hole tilt and the estimated one.

A video of the experiment can be found at https://tinyurl.com/iros2020.

V. CONCLUSIONS AND FUTURE WORK

In this paper, an approach to achieve autonomous execution of robotic assembly tasks in partially structured environments is developed and experimentally demonstrated through a classical Peg-in-Hole task. The present work is only a preliminary approach to the problem and it can be further improved and complemented under several points of view. The performance of the 3D-DIC strongly depends on the quality of the pattern on the surface and the illumination. In practice, it is not always possible to ensure the presence
of a suitable pattern on the surface, but it is possible to use stereo-cameras with larger sensor resolution and specially designed projected patterns. As for the interaction control, future work will be devoted to test different formulations of the admittance control (e.g., by expressing the orientation errors via geometrically meaningful representations).
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