Mapping of the energetically lowest exciton in bulk 1T-HfS$_2$
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By combining electron energy-loss spectroscopy and state-of-the-art computational methods, we were able to provide an extensive picture of the excitonic processes in 1T-HfS$_2$. The results differ significantly from the properties of the more scrutinized group VI semiconducting transition metal dichalcogenides such as MoS$_2$ and WSe$_2$. The measurements revealed a parabolic exciton dispersion for finite momentum $q$ parallel to the $\Gamma K$ direction which allowed the determination of the effective exciton mass. The dispersion decreases monotonically for momentum exchanges parallel to the $\Gamma M$ high symmetry line. To gain further insight into the excitation mechanisms, we solved the ab initio Bethe-Salpeter equation for the system. The results matched the experimental loss spectra closely, thereby confirming the excitonic nature of the observed transitions, and produced the momentum dependent binding energies. The simulations also demonstrated that the excitonic transitions for $q || \Gamma M$ occur exactly along that particular high symmetry line. For $q || \Gamma K$ on the other hand, the excitations traverse the Brillouin zone crossing various high symmetry lines. A particular interesting aspect of our findings was that the calculation of the electron probability density revealed that the exciton assumes a six-pointed star-like shape along the real space crystal planes indicating a mixed Frenkel-Wannier character.

I. INTRODUCTION

HfS$_2$ is one of the lesser researched members of the family of quasi-two-dimensional, semiconducting transition-metal dichalcogenides (TMD) which, after the discovery of graphene, have attracted attention due to their interesting electronic, optical and mechanical properties. The crystals grow in parallel stacked layers held together by rather weak Van-der-Waals forces. Each individual layer is made up of a slab of hafnium atoms sandwiched between two layers of sulfur atoms bound by comparatively strong ionic-covalent bonds. For this work, the 1T polytype was used in which the six nearest-neighbor sulfur atoms form an octahedral coordination around a hafnium atom (space group: $P3m1$, $D_{3d}^3$) [1–4]. So far, practical applications of the material have been limited to experimental field-effect [5] and photo [6] transistors. Theoretical considerations also suggest its usefulness in optoelectronic devices [7] and as a photocatalyst for water splitting [8]. Computational methods [9–13] were employed to predict some of the characteristics of HfS$_2$ and it has been investigated by techniques such as Raman spectroscopy [5, 6, 14, 15], optical spectroscopy [2, 4, 9, 16–18], photoemission spectroscopy [19–22], transport measurements [3, 23], and x-ray diffraction [1, 3]. However, the extent of current experimental research is significantly smaller compared to other layered semiconductors and a variety of its properties are still waiting to be studied. Based on our knowledge, there has been no systematic examination of the occurrence of excitons in HfS$_2$. An earlier electron energy-loss study was unable to resolve this type of excitation [24]. Moreover, since the electronic structure of hafnium disulfide differs significantly from that of more extensively researched transition metal dichalcogenides, such as 2H-MoS$_2$ and 2H-WSe$_2$ [25–35], findings from studies of excitonic phenomena in the latter materials cannot be applied to HfS$_2$. Consequently, a new, comprehensive investigation is necessary to obtain a fundamental understanding of the non-trivial excitonic transitions in this material. Our study presents the exciton’s dispersion, effective mass, binding energies, transition origins within the Brillouin zone, and an in-plane real space picture of the bound two particle system.

II. EXPERIMENTAL AND NUMERICAL ANALYSIS METHODS

We used transmission electron energy-loss spectroscopy (EELS) to map the dispersion of the excitons. EELS is an electron scattering technique whose doubly differentiated cross section is proportional to the loss function

$$L(q, \omega) = \text{Im} \left( -\frac{1}{\epsilon(q, \omega)} \right) = \frac{\epsilon_2(q, \omega)}{\epsilon_1^2(q, \omega) + \epsilon_2^2(q, \omega)}$$

where $\epsilon_1(q, \omega)$ and $\epsilon_2(q, \omega)$ represent the real and imaginary parts of the momentum $q$ and energy $\omega$ dependent dielectric function $\epsilon(q, \omega)$ [36, 37]. The method is well suited to investigate the momentum dependence of electronic excitations in semiconductors [33, 38–43], such as excitonic transitions or collective excitations. We applied this technique to the 1T polytype of bulk single crystal hafnium disulfide, purchased from HQ Graphene. The material was exfoliated ex situ up to a thickness of approximately 100 nm using adhesive tape. The film thickness was estimated by comparing the transparency and color of the cleaved films under an optical micro-
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scope with those of samples characterized by AFM. The chosen thickness was a trade-off between the count rate, which decreases with the number of layers, and the negative effects of multiple scattering, which intensify with the layer count. The films were put on platinum transmission electron microscopy grids, placed in the transmission electron energy-loss spectrometer and aligned in situ relative to the probe electron beam based on electron diffraction. The diffraction patterns were also used to verify the quality of the crystal structure. The purpose-built spectrometer [37, 44] has a primary electron energy of 172 keV and an energy and momentum resolution of $\Delta E = 82$ meV and $\Delta q = 0.04$ Å$^{-1}$, respectively. It is equipped with a helium flow cryostat. The measurements were performed at 20 K to reduce thermal broadening. To determine if the electron beam caused damage to the sample, diffraction patterns and energy-loss spectra with low momentum transfer values were measured repeatedly and found to be insensitive to the beam exposure.

Electron energy-loss spectra between 0.2 and 7 eV were measured for momentum transfer values $q$ parallel to ΓM (ΓM) ranging from 0.1 through 1.3 Å$^{-1}$ (1.0 Å$^{-1}$) in 0.1 Å$^{-1}$ increments (see Fig. 2). Based on the experimentally determined diffraction patterns, the distances between the $\Gamma$ and $K$ points as well as the $\Gamma$ and $M$ points were determined to be 1.15 and 1.0 Å$^{-1}$, respectively. Those numbers deviate by not more than 0.5% from the values derived from the crystal parameters measured by other authors [1–3].

The loss spectra reflect the superposition of all EELS responses corresponding to a chosen momentum transfer vector - that is, a particular momentum difference and direction - across the whole scattering plane, which, in our setup, is parallel to the in-plane crystal layers of the real and reciprocal lattice. Consequently, the spectral features cannot be associated with specific points in the band structure solely based on the momentum transfer value. Moreover, an interpretation based on the band structure alone does not provide information about oscillator strengths, exciton binding energies, and their momentum dependence. Therefore, theoretical simulations were used to verify the excitonic nature of the observed excitations and their properties. The same approach has been used successfully to analyze the excitonic phenomena in h-BN [45]. We employed the ABINIT simulation package (a plane wave code [46]) to compute the band structure according to density functional theory (DFT) using the Perdew–Burke–Ernzerhof (PBE) approximation for the exchange-correlation potential with Troullier-Martins pseudopotentials (with four electrons per hafnium atom and six electrons per sulfur atom). The lattice parameters of the simulated $1T$-HfS$_2$ crystal were $a = 3.63$ Å and $c/a = 1.61$. The density has been computed on a $11 \times 11 \times 5 \Gamma$-centered grid with a cutoff energy of 50 Ha. These and the subsequent Bethe-Salpeter computations of the dielectric functions were performed without spin-orbit coupling because its inclusion had a negligible effect on the band dispersion (see Appendix A for details). The optical properties have been computed with the EXC code [47] in two ways: within the random phase approximation neglecting local fields and by solving the Bethe-Salpeter equation. In either case, three valence and three conduction bands have been included and the Brillouin zone was sampled with a $36 \times 36 \times 4 \Gamma$-centered k-mesh. A cutoff energy of 50 eV defines the dimension of the polarizability matrix, and 100 eV is the cutoff setting the size of the basis to represent the independent particle (IP) matrix elements. The static screening entering the electron-hole interaction has been computed in the random phase approximation with local fields including 100 bands and using a cutoff of 270 eV for the matrix dimension and 135 eV for the wave functions. Due to the typical underestimation of the gap at the DFT level [48], a rigid shift of the empty states (scissor operator) of 1.4 eV was used to account for the quasiparticle correction. More elaborate GW corrections required more extensive pseudopotentials [49] which would have increased the computational workload significantly. The scissor correction was determined by comparing the position of the energetically lowest lying exciton in the calculated and experimental loss spectra. The theoretical spectra were convoluted with a Gaussian of width 0.04 eV. The loss functions for the ΓM and Γk directions were computed from the real and imaginary parts of $\epsilon(q, \omega)$ according to Eq. 1 (see Fig. 3).

Solving the BSE expressed in a basis of IP transitions, the spectral intensity $I_\lambda(q)$

$$I_\lambda(q) = \left| \sum_{k,v,c} \tilde{\rho}_{kvc}(q) A^{qvc}_\lambda \right|^2 = \left| \sum_{k,v,c} M^{kvc}_\lambda(q) \right|^2$$

of the $\lambda$-th exciton can be expressed as the squared modulus of a linear combination of all the dipole matrix elements $\tilde{\rho}_{kvc}(q)$ between the occupied (also referred to as valence or initial) states $[v,k]$ and the empty (also referred to as conduction or final) states $[c,k+q]$ in the dipole approximation with the same $q$.

The coefficients of the linear combination $A^{qvc}_\lambda$ are IP components of the excitonic wave function. $M^{kvc}_\lambda(q)$ can be used to visualize the individual particle transitions contributing to the formation of the excitonic spectral features and, thereby, allowing the identification of the origins of the excitonic transitions in reciprocal space. This approach is described in more detail in Ref. [45]. Individual particle transition maps, which plot $\log(|\sum_{v,c} M^{kvc}_\lambda(q)|/|I_\lambda(q)|)$ for $k$ and $k+q$ in $k$ space, depict the involved valence and conduction states, respectively.

### III. RESULTS AND DISCUSSION

The DFT band structure is presented in Fig. 1. The valence band maximum exhibits only a weak dispersion close to the Γ point of the Brillouin zone. The absolute conduction band minimum is at the $M$ point yielding an indirect DFT band of 0.84 eV (2.24 eV after applying the scissor operator). There are also less pronounced min-
ima at the \( \Gamma \) point and roughly halfway between \( \Gamma \) and \( K \). The direct DFT gap at \( \Gamma \) is 1.61 eV (3.01 eV with scissor operator). Pronounced valence band maxima and conduction band minima at the same position in reciprocal space, a feature that gives rise to the direct excitonic transitions in MoS\(_2\) and WSe\(_2\) around their \( K \) points, are missing. As a result, HfS\(_2\) exhibits electronic properties that are very distinct from those of the aforementioned two substances.

### A. Loss Spectra

The EELS spectra measured with \( q \) parallel to the \( \Gamma K \) and \( \Gamma M \) direction are depicted in Fig. 2 (a) and (b), respectively. The graph for \( q = 0.1 \) Å\(^{-1}\) parallel to \( \Gamma K \) shows an energy gap up to approximately 2.6 eV followed by a peak at 2.84 eV. This feature disperses to lower energies upon increasing the momentum transfer until it reaches 2.45 eV at \( q = 0.7 \) Å\(^{-1}\). For larger \( q \), the peak shifts back to higher energies and the peak intensity grows. The BSE loss spectra [Fig. 3 (a)] mirror this behavior of the energetically lowest peak. In contrast, the features do not exist in the spectra derived from the random phase approximation (see Appendix B), which ignores electron-hole interactions, confirming that the peaks are of excitonic origin. The plots of the energy peak positions versus the momentum transfer values extracted from the spectra are plotted in Fig. 4 (a). The experimental and computed parabolic curvatures display a remarkable degree of agreement. The lowest energy position resulting from the calculations is at 0.67 Å\(^{-1}\).

The measured loss spectra for \( q \parallel \Gamma M \) [Fig. 2 (b)], reveal that the exciton peak monotonically red-shifts down to 2.17 eV as \( q \) increases from 0.1 Å\(^{-1}\) through 1.00 Å\(^{-1}\). As before, the computed spectra [Fig. 3 (b)] follow the experimentally found trend closely [Fig. 4 (b)].

The experimentally determined dispersion of the exciton in Fig. 4 (a) was fitted using the effective mass approximation [50] (EMA) to estimate the effective exciton mass \( m^* \) from the experimental energy \( E(q) \) and momentum values around the momentum \( q_0 \) associated with the energy minimum \( E(q_0) \):

\[
E(q) = E(q_0) + \frac{\hbar^2}{2m^*}(q - q_0)^2. \tag{3}
\]

The fitted EMA function is plotted in Fig. 4 (a) as a dashed gray line with \( E(q_0) = 2.46 \) eV, \( q_0 = 0.70 \) Å\(^{-1}\) and an effective exciton mass of 3.75 m\(_o\) (m\(_o\) represents the electron mass). The dispersion curvature derived from the BSE simulation leads to slightly smaller effective mass of 3.16 m\(_o\).

### B. Exciton Transition Origins

IP transition maps were produced for three exemplary momentum transfer values parallel to the \( \Gamma M \) (Fig. 5) and \( \Gamma K \) (Fig. 6) directions in the \( \Gamma KM \) plane [51], respectively. Because equivalent plots for the AHL plane [51] showed no relevant differences compared to the ones for the \( \Gamma KM \) plane, they are not presented in this work. The locations in the maps with the highest \( \log(|\sum_{\ell} M_{\ell}^{\text{sc}}(q)|/|I_\ell(q)|) \) values add the most to the formation. Those are the valence and conduction states where the exciton’s hole and electron are located, respectively.

For the momentum transfer values parallel to the \( \Gamma M \) direction, the \( q \) orientation in the transition maps is 30° counterclockwise from the positive horizontal axis as indicated by the black arrows in the maps depicted in Fig. 5. For \( q = 0.17 \) Å\(^{-1}\), the most intense occupied states are 0.28 Å\(^{-1}\) away from the \( \Gamma \) point along the \( \Gamma M \) high symmetry line parallel to \( q \) [Fig. 5 (a)]. The predominant conduction states are along the same path a distance of 0.44 Å\(^{-1}\) away from the center of the Brillouin zone [Fig. 5 (b)]. In Fig. 5 (c), that location information is transferred to a band structure plot to also visualize the approximate energy positions of the transition. For clarity, the transition information in reciprocal space are also summarized in the inset in Fig. 5 (c). For increasing momentum transfer values, the relevant valence states advance towards the \( \Gamma \) point and the conduction states to \( M \) [Fig. 5 (d) and (e)] until the exciton bridges the indirect quasi-particle gap between \( \Gamma \) and \( M \) for \( q = 1.00 \) Å\(^{-1}\) [Fig. 5 (g) and (h)].

The formation of the exciton with \( q \) parallel to the \( \Gamma K \) direction is comparatively more complicated. For small exchanged momenta (\( q = 0.29 \) Å), the major contributing occupied states are along the \( \Gamma K \) high symmetry lines adjacent to the one parallel to \( q \) [Fig. 6 (a)]. In contrast, the predominant conduction states are approximately midway along the neighboring \( \Gamma M \) lines [Fig. 6 (b)]. As before, Fig. 6 (c) shows the projection of the transition information onto the band structure and the Brillouin zone.

At \( q = 0.67 \) Å\(^{-1}\), the calculated dispersion reaches its minimum energy value. The valence states for that momentum originate from the \( \Gamma M \) lines perpendicular to \( q \) [Fig. 6 (d)] while the unoccupied states shift closer to the \( M \) points [Fig. 6 (e)].

For \( q = 1.15 \) Å\(^{-1}\) \( || \Gamma K \), the major contributions from the valence states continue to move another 30° to roughly the center following \( \Gamma K \) symmetry lines [Fig. 6 (g)]. The related occupied states shift approximately to the \( KM \) lines 0.1 Å\(^{-1}\) away from the \( M \) point [Fig. 6 (h)]. The energy difference between those states decreases again leading to the parabolic dispersion curve.

### C. Binding Energies and Exciton Size

Another interesting property of the excitons is their binding energy \( E_B \) and its dependence on momentum. A priori, it cannot be assumed that this energy difference between the onset of the single particle continuum and the exciton’s quasi-particle band is constant in momentum space. For example, it has been shown that the curvature of the exciton dispersions in h-BN can be different from that of the single particle transitions leading to momentum dependent changes in the binding energy [45]. To determine that energy as a function of \( q \), we com-
pared the energy-momentum dispersion of the IP transitions with that of the energetically lowest feature of the imaginary part of the dielectric function calculated from the BSE. The resulting dispersion relations are depicted in Fig. 7. For $q || \Gamma K$, the binding energy varies between 0.14 and 0.17 eV. The values for $\Gamma M$ are similar and range from 0.13 through 0.17 eV. This shows that the binding energies in HfS$_2$ are quite momentum independent. For comparison, the reported values for the energetically lowest excitons in bulk 2H-MoS$_2$ and 2H-WSe$_2$ are more than 2 times lower, that is, 0.05 - 0.06 eV [52–55].

The binding energies lead to the question whether we are dealing with a rather localized Frenkel exciton or a delocalized Wannier-Mott exciton. To picture the spatial extent and character of the bound electron-hole pair in greater detail, we determined the excitonic wave function from the diagonalized BSE for $q = 0$ Å$^{-1}$. The calculation was done as a function of the electron position with the hole localized on a sulfur atom. This assumption is justified because the top valence band is largely made up of sulfur $p$ states. The outcome of the simulation is presented in Fig. 8. The electron distributions are clustered exclusively around the hafnium atoms even though sulfur has empty $4p$ states that could hold additional electrons. The reason is that $p \rightarrow p$ transitions are prohibited in the dipole approximation so excitations from the top valence band, which is largely of $p$-character, will populate mainly hafnium $d$ states instead of sulfur $p$ states. More importantly, the electron density for the bound electron is highest around the hafnium atoms surrounding the location of the hole at a distance of up to 1 to 2 in-plane lattice constants and, consequently, the exciton size exceeds that of a primitive cell. This observation agrees with the rough estimate of the real space size of the exciton $r_{\lambda=1}$ according to the three-dimensional Mott-Wannier model [55]:

$$r_{\lambda=1} = \frac{\epsilon^2}{2E_B \sqrt{\epsilon_f \epsilon_i}} \quad (4)$$

Based on our calculations, the binding energy is 170 meV for the direct transition at the $\Gamma$ point. The out-of-plane and in-plane dielectric constants were computed by other authors to be $\epsilon_i = 5.8$ and $\epsilon_f = 10.4$, respectively, for the bulk material [56]. Consequently, the exciton radius is on the order of 5 Å which is somewhat in excess of the in-plane lattice constant $a = 3.6$ Å [1–3]). For comparison, the radius in bulk 2H-WSe$_2$ is $\sim 18$ Å. The larger size is consistent with the smaller binding energy of 55 meV ([55]) in tungsten diselenide suggesting that the dielectric screening is weaker in HfS$_2$. However, besides the mentioned core probability distribution around the hole, there is also noticeable electron probability density adjoining the hafnium atoms along the six directions originating from the sulfur atom accommodating the hole and running perpendicular to the sides of the Wigner-Seitz cell surrounding that atom. The radius of those extensions is approximately 20 Å. In contrast, the atoms along the lines passing though the corners of that primitive cell show hardly any electron probabilities associated with the exciton beyond the span of two lattice constants. This star-like shape indicates a mixed Frenkel-Wannier character of the exciton in the plane, which can be rationalized by close inspection of the band structure. The direct transitions are strongest in the vicinity of the $\Gamma$ point. In that region, the valence band is largely flat (see inset in Fig. 8). The same is true for the conduction band in the $\Gamma M$ direction so the exciton is localized (Frenkel-type) along this path. In contrast, the conduction band in the $\Gamma K$ direction has a larger curvature making the exciton more delocalized (Wannier-like). Because the orientation of the reciprocal hexagonal primitive cell is rotated by 30° relative to the one in real space, the in-plane real space extent of the exciton is larger for directions emanating from the hole through the centers of the sides of the Wigner-Seitz cell as observed in Fig. 8.

IV. SUMMARY

We identified the energetically lowest excitons in bulk 1T-HfS$_2$. The electron energy-loss spectra reveal a parabolic exciton dispersion with an energetic minimum at 0.7 Å$^{-1}$ for momentum transfer values parallel to the $\Gamma K$ direction. Based on this, we calculated an effective exciton mass of 3.75 m$_e$. In contrast, the dispersion in the $\Gamma M$ direction decreases monotonically with increasing momentum exchange up to 1.00 Å$^{-1}$. To further analyze the data, we calculated the loss functions along the same directions by solving the ab initio Bethe Salpeter equation. The experimental and computational results matched very well. The momentum dependent binding energies were determined to be between 130 and 170 meV and the exciton and IP dispersions are very similar. In addition, the excitonic wave function was presented and exposed the mixed Frenkel-Wannier character of the exciton in the crystal planes. Moreover, we studied how the IP transitions combine to form the excitons and found that the excitations with momentum parallel to the $\Gamma M$ high symmetry line transition along that path. In contrast, the picture for the exciton with $q || \Gamma K$ is more complex. Its point of origin moves across a number of high symmetry lines as the momentum transfer changes while transitions end more and more away from the same $\Gamma M$ line. This work is a further example in which the analysis of the combination of the involved IP transitions helped reveal nontrivial exciton properties and, therefore, showed that it is a powerful tool for the interpretation of excitonic processes.
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A. APPENDIX: EFFECT OF THE INCLUSION OF SPIN-ORBIT COUPLING ON THE BAND STRUCTURE

The DFT band structure calculations presented earlier in this work were performed without including spin-orbit coupling. To evaluate the effect of spin-orbit coupling, we also calculated the band structures with and without spin-orbit coupling using Hartwigsen-Goedecker-Hutter (HGH) pseudopotentials instead of Troullier-Martins (TM) pseudopotentials and an energy cutoff of 70 Ha. Employing different pseudopotentials was necessary because the BSE simulation could not be launched from HGH data due to technical input-output issues. As can be seen in Fig. 9, including the spin-orbit coupling has only a negligible effect on the band dispersion. Therefore, it was not required to include it in the Bethe-Salpeter computations. Moreover, the band dispersion is not significantly affected by the use of TM pseudopotentials compared to the HGH pseudopotentials (see Fig. 9). The difference in the band gap produced by the two approaches is irrelevant because of our choice to use the scissor operator.

B. APPENDIX: COMPARISON OF LOSS SPECTRA BASED ON THE BETHE-SALPETER EQUATION AND THE RANDOM PHASE APPROXIMATION

To verify that the energetically lowest peaks in the energy-loss spectra obtained from the BSE calculations are of excitonic nature, the spectra were also computed based on the random phase approximation (RPA). The RPA neglects the electron-hole interactions that give rise to excitons. Therefore, excitonic phenomena will not be reflected in its results. A comparison of the outcomes of the two methods is presented in Fig. 10 showing that the features in question are not present in the RPA-based loss spectra confirming that they are of excitonic origin.
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Figure 1: (Color online) DFT band structure calculated without spin-orbit coupling for bulk 1T-HfS$_2$ before (black solid lines) and after (red dashed lines) applying the scissor operator.

Figure 2: (Color online) Electron energy-loss spectra for bulk 1T-HfS$_2$ measured at 20 K with $q$ parallel to the a) $\Gamma K$ and b) $\Gamma M$ directions for the momentum transfer values indicated in the plots. The solid spectral lines represent the binomially smoothed data (smoothing factor 1) and the black dotted lines signify the measured data points. The measured intensities were normalized at 5 eV and subsequently offset for clarity. The dashed, black lines serve as a guide to the eye to identify the energetically lowest exciton.
Figure 3: BSE simulation of the loss functions for bulk 1T-HfS₂ and \( q \) parallel to the (a) ΓK and (b) ΓM directions blue-shifted by 1.4 eV. The plots are offset along the intensity axis for clarity. The dashed, black lines serve as a guide to the eye to identify the energetically lowest exciton.

Figure 4: Comparison of the dispersion of the energetically lowest energy-loss peak based on EELS measurements (×) and BSE simulations (○) for \( q \) parallel to the (a) ΓK and (b) ΓM directions. The gray dotted line in (a) represents the EMA fit of the EELS data.
Figure 5: (Color online) The first and second columns show the IP transition maps for the valence and conduction states, respectively, for the energetically lowest exciton ($\lambda = 1$) and the indicated momentum transfer values parallel to the $\Gamma M$ direction in the $\Gamma KM$ plane. The black dots outlining the Brillouin zone represent the $k$ points used in the calculations where $\log(\left|\sum_{\nu,c} M_{k\nu c}^{\lambda}(q)/|I_{\lambda}(q)|\right|) = 0$. The gray lines trace the high symmetry lines. The orientation and length of the black arrows beginning at the center of the plots symbolize the direction and magnitude of the momentum transfers employed in the computations. The plots in the third column depict the DFT band structure after applying the scissor operator and the IP transitions derived from the IP transition maps for the indicated momentum transfer values parallel to $\Gamma M$. The insets show the same transitions in the $\Gamma KM$ plane of the Brillouin zone.
Figure 6: (Color online) Same as Fig. 5 but for $q \parallel \Gamma K$. 
Figure 7: Energy-momentum dispersions of the IP transitions (○) and the energetically lowest exciton (×) for \( q \parallel \Gamma K \) and (b) \( q \parallel \Gamma M \) directions. All points have been blue-shifted by 1.4 eV.

Figure 8: (Color online) Modulus of the exciton wave function (depicted in red) of the energetically lowest exciton in bulk HfS\(_2\) for \( q = 0 \) Å\(^{-1}\). The hole is located on a sulfur atom (black sphere) in the center of the image. The green hexagon represents the hexagonal primitive cell (Wigner-Seitz cell). The inset shows the DFT band structure around the \( \Gamma \) point and the location of the direct excitonic transition associated with the wave function.

Figure 9: (Color online) (a) DFT band structure for bulk 1T-HfS\(_2\) with (red dashed line) and without (black solid line) including spin-orbit coupling using Hartwigsen-Goedecker-Hutter pseudopotentials. The blue dotted line represents the band structure without considering spin-orbit coupling using Troullier-Martins pseudopotentials. Panels (b) and (c) show close-ups of the conduction and valance bands around the \( \Gamma \) point. Panel (d) depicts the Brillouin zone associated with the material.
Figure 10: (Color online) Loss functions for selected $q$ values parallel to the (a) $\Gamma K$ and (b) $\Gamma M$ directions based on RPA (solid lines) and BSE (dotted lines) simulations for bulk 1T-HfS$_2$. The spectra are blue-shifted by 1.4 eV and offset along the intensity axis for clarity.