EXPLICIT TAMAGAWA NUMBERS FOR CERTAIN ALGEBRAIC TORI OVER NUMBER FIELDS
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Abstract. Given a number field extension $K/k$ with an intermediate field $K^+$ fixed by a central element of the corresponding Galois group of prime order $p$, we build an algebraic torus over $k$ whose rational points are elements of $K^\times$ sent to $k^\times$ via the norm map $N_{K/K^+}$. The goal is to compute the Tamagawa number of that torus explicitly via Ono's formula that expresses it as a ratio of cohomological invariants. A fairly complete and detailed description of the cohomology of the character lattice of such a torus is given when $K/k$ is Galois. Partial results including the numerator are given when the extension is not Galois, or more generally when the torus is defined by an étale algebra.

We also present tools developed in SAGE for this purpose, allowing us to build and compute the cohomology and explore the local-global principles for such an algebraic torus.

Particular attention is given to the case when $[K : K^+] = 2$ and $K$ is a CM-field. This case corresponds to tori in $\text{GSp}_{2n}$, and most examples will be in that setting. This is motivated by the application to abelian varieties over finite fields and the Hasse principle for bilinear forms.

1. Introduction

The notion of a Tamagawa number as a geometric invariant of an algebraic group over a number field is now a fairly well understood topic. The Tamagawa number is defined as a volume of a certain fundamental domain with respect to a canonical measure. It is known that this volume is closely related to local-global principles and mass formulae. One of the early big contributions to this subject was a formula by Ono [Ono63] which computes the Tamagawa number $\tau(T)$ of an algebraic torus.

This formula was refined in [Vos98] into the formula $\tau(T) = \frac{|\text{Pic}(T)|}{|\text{III}(T)|}$, where both invariants involved can be computed algebraically in the cohomology of the character lattice $X^\times(T)$ of $T$. The formula can however be hard to evaluate in practical situations, for a general torus. The Tate-Shafarevich group, whose order is the denominator of the formula, is famously hard to compute and depends heavily on the local structure of the splitting field of the torus. In this article, we evaluate the Tamagawa numbers for a particular class of algebraic tori that arise in situations of the following kind.

To a bilinear form over a number field $k$ we can associate an adjoint involution on a $k$-algebra (see [KMR98]). In the event that this $k$-algebra is a field $K$, the fixed points under the involution form a subfield $K^+$. One can look at the elements of $K^\times$ whose image under the norm map $N_{K/K^+}$ belongs to the base field $k$. Those elements in fact form the set of points of an algebraic torus and it turns out that the Tate-Shafarevich group of this torus determines obstructions to the Hasse principle for the bilinear form we started with. Such a construction was made
and explained in [Cor97] with $K$ being a CM-field and where an example of a torus with a nontrivial Tate-Shafarevich group was computed.

More generally, the motivation of this article was to give tools and results allowing one to compute the Tamagawa numbers of arbitrary maximal tori of the algebraic group $\text{GSp}_{2n}$ arising as centralizers of regular semisimple elements. Those tori are always split by an étale algebra with an involution fixing an index two subfield in each summand. While some of our results remain true in a more general setting, we focus mainly on the case where the involution is central in the absolute Galois group of $k$, in particular we give results for CM-étale algebras. The motivation for this comes from [AAG+19], which establishes a mass formula for the size of the isogeny class of an ordinary principally polarized abelian variety over a finite field. This mass formula includes the Tamagawa number of the centralizer of the Frobenius element of the abelian variety, which is such a torus in $\text{GSp}_{2n}$ splitting over a CM-étale algebra. The same torus and its Tamagawa number were also objects of interest in [GSY19] dealing with class numbers of CM algebraic tori.

In order to conjecture some of the results presented in this article, it was very important to be able to compute the cohomology of those tori procedurally. Therefore, many tools in SAGE were implemented to define algebraic tori, including extensive methods to construct and study character lattices. The classes (in the sense of programming) of algebraic tori and $G$-lattices are to be part of a future release of SAGE. This makes defining character lattices via induction, morphisms, quotients, resolutions, sums, etc much easier and lets us compute their cohomology, and in many cases, the Tate-Shafarevich group. Most of the results conjectured using those tools have then led to proofs presented in this article, but some examples of Tate-Shafarevich groups are still only known by those computational methods. It is made clear in this article when an example or a result is only known via computation.

1.1. **Statement of the main results.** Throughout this article, $T$ belongs to a class of algebraic tori including maximal tori of $\text{GSp}_{2n}$. More precisely, $T$ is obtained by the following construction:

$$T = \text{Ker} \left( \mathbb{G}_m \times_{\text{Spec}(k)} \mathbb{R}_{K/k}(\mathbb{G}_m) \xrightarrow{(x,y) \mapsto x^{-1}N_{K/K}(y)} \mathbb{R}_{K^+/k}(\mathbb{G}_m) \right),$$

where $K, K^+$ are as in §2.2. Instead of focusing on a CM-field, we take any Galois field extension of the number field $k$ with intermediate field fixed by a central element of the corresponding Galois group of prime order. In the later parts of the paper we allow $K$ to be non-Galois, or even more generally, an étale algebra which is a direct sum of such fields. We start by reformulating Ono’s formula as

$$\tau(T) = \frac{\hat{H}^1(k, X^*(T))}{|\text{Pic}^0(X^*(T))|}$$

and our results are based on a description of the structure of the character lattice for this class of tori.

It turns out that the transfer map (verlagerung) from the Galois group of the splitting field of the torus to the subgroup of elements fixing the intermediate extension $K^+$ is the key concept allowing us to relate the cohomology of $X^*(T)$ to the one of an auxiliary torus, whose cohomology we compute in §2.3. We therefore reintroduce this mapping in our precise setting with a slight twist.

We then apply the counting argument given by the transfer map to an explicit computation of the group $\hat{H}^1(k, X^*(T))$, and prove the following in Theorem 7.11:
Theorem 1.1. Let $T$ be a torus associated with an extension $K/k$ as above. Assuming that $K/k$ is Galois and $K^+$ is a subfield of $K$ fixed by a central subgroup of $\text{Gal}(K/k)$ of prime order $p$, we have that $\tilde{H}^1(k, X^*(T))$ is trivial when the $p$-Sylow subgroups of $\text{Gal}(K/k)$ are cyclic, and is isomorphic to $\mathbb{Z}/p\mathbb{Z}$ otherwise.

Next we focus on the denominator of Ono’s formula for this class of tori. This number depends on which subgroups of the Galois group arise as decomposition groups, but given a list of subgroups, we describe an algorithmic way to compute $\text{III}^1(T)$. In particular, if we only consider restriction maps to cyclic subgroups we obtain an invariant $\text{III}^1_{\psi}(T)$ with $1 \leq |\text{III}^1(T)| \leq |\text{III}^1_{\psi}(T)|$. This leads to the following results:

Theorem 1.2. Assuming that $K/k$ is Galois, let $G = \text{Gal}(K/k)$, $N = \text{Gal}(K^+/k)$, and let $G_p$ be a $p$-Sylow subgroup of $G$. Then

- If $\tilde{H}^1(k, X^*(T)) = 0$ (i.e. if $G_p$ is cyclic) then $\tau(T) = \frac{1}{\sharp}$. (Corollary 6.4 + Theorem 5.0).
- If $G$ is abelian then $\text{III}^1_{\psi}(T) = \mathbb{Z}/p\mathbb{Z}$ if the $p$-Sylow subgroup of $G$ has a presentation $G_p = \mathbb{Z}/p^i \mathbb{Z} \times \cdots \mathbb{Z}/p^n \mathbb{Z}$ with $n > 1$, $i_n > \max(i_1, \cdots, i_{n-1})$, and $N$ is contained in the summand $\mathbb{Z}/p^n \mathbb{Z}$. Otherwise, $\text{III}^1_{\psi}(T) = \text{III}^1(T) = 0$. (Proposition 6.7).
- If $G_p$ is not cyclic and $N$ is not contained in the commutator subgroup of $G$, then $\text{III}^1_{\psi}(T) = \mathbb{Z}/p\mathbb{Z}$ if the $p$-Sylow subgroup of $G^\text{ab}$ is cyclic or of the form described above. Otherwise $\text{III}^1(T) = \text{III}^1_{\psi}(T) = 0$. (Proposition 6.17).

We also give a general description of $\text{III}^1_{\psi}(T)$ and exhibit computations for Galois groups up to order 256. Then given elements $\alpha \in \text{III}^1_{\psi}(T) \supset \text{III}^1(T)$, we describe which subgroups need to appear as decomposition groups need so that $\alpha \notin \text{III}^1(T)$, which in turn allows us to determine $\text{III}^1(T)$. In the last two cases described in the previous theorem, this description takes a simpler form, which we establish in Proposition 6.22.

In a final section we give an early approach to extending the results, in particular to non-Galois field extensions. First, we briefly comment on the case where $K^+$ is not necessarily fixed by a central element, but any normal cyclic subgroup of $\text{Gal}(K/k)$. We also bring attention to the lack of known lower bound for the Tamagawa number in question, entertaining the possibility of this lower bound being 0. The major part of this section is dedicated to computing explicitly the numerator of the Tamagawa number for possibly non-Galois fields. For CM-fields, we give a complete description in terms of a condition that is easy to check computationally. Namely, in 7.6 we prove:

Theorem 1.3. Let $K/\mathbb{Q}$ be a CM-field with Galois closure $K^+$ and Galois group $G = \text{Gal}(K^+/\mathbb{Q})$. We have $\tilde{H}^1(\mathbb{Q}, X^*(T)) \subset \mathbb{Z}/2\mathbb{Z}$. Moreover, $\tilde{H}^1(\mathbb{Q}, X^*(T)) = 0$ if and only if there is $g \in G$ such that $|\langle g \rangle|G/N_2|$ is odd, where $N_2 = \text{Gal}(K^+/K)$.

In particular, we give the following data:

Proposition 1.4. Let $K/\mathbb{Q}$ be a CM-field. Then

- If $[K : \mathbb{Q}] = 4$ then $\tau(T) = 1$ unless $K/\mathbb{Q}$ is Galois with Galois group $(\mathbb{Z}/2\mathbb{Z})^2$, in which case $\tau(T) = 2$. (Proposition 7.3)
- If $[K : \mathbb{Q}] = 6$ then $\tau(T) = 1$. (Proposition 7.13)
• If $[K : \mathbb{Q}] = 8$ then we list the values for $\hat{H}^1(\mathbb{Q}, X^*(T))$ and $\text{III}^1_{\mathcal{S}}(T)$ in \cite{Rü20}.

Lastly, we consider the case of CM-étale algebras and give some results, with intended applications to the formula in \cite{AAG+19}. We again give a somewhat elementary description of the numerator of Ono’s formula, and show a few examples. Notably, the Example \cite{Rü20} shows that if $K = K^\mathcal{S}_1$ for some $r \geq 1$, $K_1$ a CM-field, and $K^+ = (K^+_1)^{\mathfrak{S}_r}$, if we define $T_{K_1}$ to be the torus associated with $K_1$, then $\tau(T) = 2^{r-1} \tau(T_{K_1})$. This can lead to a construction of tori with large Tamagawa numbers.

Throughout this paper, we used the LMFDB \cite{LMF20} to create concrete examples of CM-fields and applied the results to compute the corresponding interesting Tamagawa numbers.
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2. Preliminaries

2.1. Definition of the tori. Consider a finite Galois extension $K/k$ of number fields with intermediate field $K^+$ such that $[K : k] = pm$, and $[K : K^+] = p$ for some prime number $p$ and some integer $n$. Throughout this article we will let $G = \text{Gal}(K/k)$, $N = \langle \iota \rangle = \text{Gal}(K/K^+)$, and $H = \text{Gal}(K^+/k)$. Furthermore, we assume $N$ to be central in $G$, which is automatically true when $p = 2$. The notation $K^+$ comes from the main goal of this article, which is to give results related to the main theorem of \cite{AAG+19}. In that case, we have $k = \mathbb{Q}$, and $K$ is a Galois CM-field with maximal totally real subfield $K^+$, in particular $p = 2$. We have an exact sequence

\begin{equation}
1 \to N \to G \to H \to 1.
\end{equation}

Consider the algebraic torus of rank $(p-1)n + 1$ defined by

$$T = \text{Ker} \left( \mathbb{G}_m \times \text{Spec}(k) \to \mathbb{R}_{K/k}(\mathbb{G}_m) \to \mathbb{R}_{K^+/k}(\mathbb{G}_m) \right).$$
In particular, $\mathbf{T}(k) = \left\{ x \in K^\times : \prod_{i=0}^{p-1} \ell^i(x) \in k^\times \right\}$.

**Example 2.1.** Consider the case where $p = 2$ and $K$ is a CM-field over $k = \mathbb{Q}$, with maximal totally real subfield $K^+$. We get $\mathbf{T} \subset \mathrm{GSp}_{2n}$. These tori arise in [AAG+10] as centralizers of the Frobenius element corresponding to a principally polarized ordinary abelian variety. Also, in this case, $\iota$ is the Rosati involution.

For any $G$-module $M$, we let $\hat{H}^i(G, M) = \check{H}^i(K/k, M)$ denote its $i$-th Tate Cohomology group, and for all $i \in \mathbb{Z}$ we define

$$\mathrm{III}^i(M) = \text{Ker} \left( \hat{H}^i(G, M) \to \prod_{v} \hat{H}^i(G_v, M) \right),$$

where $\nu$ ranges over primes of $K$ and $G_v$ is the corresponding decomposition group (see [PR94]).

The goal of this article is to give a computation for the Tamagawa number $\tau(\mathbf{T}) = \tau_k(\mathbf{T})$. We will not recall the definition of Tamagawa numbers, which can be found in the introduction of [Yos95]. To compute the latter we will focus on the formula given by the following theorem:

**Theorem 2.2** ([Ono63], p.68). Let $\mathbf{T}$ be an algebraic torus over a number field $k$ and splitting over a Galois extension $L$. Then

$$\tau(\mathbf{T}) = \frac{\left| \hat{H}^1(L/K, \mathbf{X}^*(\mathbf{T}) \right|}{\left| \mathrm{III}^1(\mathbf{T}(K)) \right|}.$$

Using Tate-Nakayama duality (see [PR94]) one can rewrite the latter equality with $\mathrm{III}^1(\mathbf{T}(K)) = \mathrm{III}^2(\mathbf{X}^*(\mathbf{T}))$.

We now define an auxiliary torus of rank $(p-1)n$:

$$\mathbf{T}_1 = \text{Ker} \left( R_{K/Q}(\mathbb{G}_m) \xrightarrow{N_{K/K^+}} R_{K^+/Q}(\mathbb{G}_m) \right) = R_{K^+/Q} \mathcal{R}_{K^+}(\mathbb{G}_m).$$

Here $\mathbf{T}_1(k) = \left\{ x \in K^\times : \prod_{i=0}^{p-1} \ell^i(x) = 1 \right\}$.

**Example 2.3.** In the same setting as Example 2.1 we have $\mathbf{T}_1 = \mathbf{T} \cap \mathrm{Sp}_{2n}$. Note that $\mathrm{Sp}_{2n}$ is the derived subgroup of $\mathrm{GSp}_{2n}$.

The two tori sit in the exact sequence

$$1 \to \mathbf{T}_1 \to \mathbf{T} \to \mathbb{G}_m \to 1. \tag{2.2}$$

### 2.2. Character lattices

Consider the group algebras $\mathbb{Z}[G]$ and $\mathbb{Z}[N]$ with respective augmentation ideals $J_G$ and $J_N$. By definition $N = \text{Gal}(K/K^+) = \langle \iota \rangle$.

As $G$-modules, we have $\mathbf{X}^*(\mathbf{T}_1) = \mathbf{X}^*(R_{K^+/Q} \mathcal{R}_{K^+}(\mathbb{G}_m)) = \mathbb{Z}[G]/L_1$, where $L_1 = \left\{ a \in \mathbb{Z}[G] : \iota a = a \right\} = \mathbb{Z}[G]/(1 + \iota + \cdots + \iota^{p-1}) = \text{Ind}_N^G(J_N)$.

The injection $\mathbf{T}_1 \subset \mathbf{T}$ yields a surjection $\mathbf{X}^*(\mathbf{T}) \twoheadrightarrow \mathbf{X}^*(\mathbf{T}_1)$, and we get the description $\mathbf{X}^*(\mathbf{T}) = \mathbb{Z}/L$ where $L = L_1 \cap J_G$.

We recover the corresponding exact sequences

$$0 \to \mathbb{Z} \to \mathbf{X}^*(\mathbf{T}) \to \mathbf{X}^*(\mathbf{T}_1) \to 0, \tag{2.3}$$

and

$$0 \to L \to L_1 \to \mathbb{Z} \to 0. \tag{2.4}$$
For the sake of simplicity we will now write $\Lambda$ and $\Lambda_1$ to denote $X^*(T)$ and $X^*(T_1)$ respectively.

2.3. Computation of the Tamagawa number for the auxiliary torus. The cohomology of $T_1 = R_{K^+/Q} R_{K/K^+}^{(1)}(\mathbb{G}_m)$ and its character lattice $\Lambda_1$ are very easy to compute, and will be useful for the rest of this article.

**Proposition 2.4.** We have $\hat{H}^i(G, \Lambda_1) = 0$ if $i$ is even, and $\hat{H}^i(G, \Lambda_1) = N$ if $i$ is odd.

**Proof.** As a consequence of Shapiro’s Lemma, we have $\hat{H}^i(K/k, T_1(K)) = \hat{H}^i(K/K^+, R_{K/K^+}^{(1)}(\mathbb{G}_m)(K))$. Similarly, we get $\hat{H}^i(G, \Lambda_1) = \hat{H}^i(N, X^*(R_{K/K^+}^{(1)}(\mathbb{G}_m)))$. Note that we can write $X^*(R_{K/K^+}^{(1)}(\mathbb{G}_m)) = \mathbb{Z}[N]/\mathbb{Z}$ where we identify $\mathbb{Z}$ with its diagonal embedding in $\mathbb{Z}[N]$. Taking the cohomology of the short exact sequence

$$0 \to \mathbb{Z} \to \mathbb{Z}[N] \to \mathbb{Z}[N]/\mathbb{Z} \to 0,$$

the middle term being cohomologically trivial, we get $\hat{H}^i(N, \mathbb{Z}[N]/\mathbb{Z}) = \hat{H}^{i+1}(N, \mathbb{Z})$. Since $N$ is cyclic, its cohomology is 2-periodic, hence $\hat{H}^i(N, \mathbb{Z}[N]/\mathbb{Z}) = \hat{H}^2(N, \mathbb{Z}) = N^2$ as desired. □

**Corollary 2.5.** We have $\tau(T_1) = p$.

**Proof.** We use Propositions 2.4 and 2.2. The numerator is $|\hat{H}^1(G, \Lambda_1)| = p$, and the denominator $\Pi^2(\Lambda_1)$ is a subgroup of $\hat{H}^2(G, \Lambda_1) = 0$, hence $\tau(T_1) = \frac{p}{1}$. □

Note that since $N$ is cyclic, there will be primes in $K$ inert over $K^+$, and therefore, any torus over $K^+$ splitting over $K$ will have a trivial denominator in the formula of theorem 2.2 since $N$ itself will appear as the decomposition group of an inert prime.

3. Tools for generic computations on algebraic tori in SAGE

Local-global principles, and more generally, cohomological invariants of algebraic tori are notoriously hard to compute directly outside of examples fitting in some nice short exact sequences such as norm-one tori with splitting field having particularly nice decomposition groups. In [Ono63], the author proves that the Tamagawa number of $R_{K/Q}^{(1)}(\mathbb{G}_m)$ where $K = \mathbb{Q}(\sqrt{5}, \sqrt{29}, \sqrt{109}, \sqrt{281})$ is $\frac{1}{4}$. This specific extension is chosen because all its decomposition groups are cyclic, and it is abelian, which lets the author use Lyndon’s formula (see [Lyn48, p. 287]) to compute its cohomology groups.

More recently, in [HY17], the authors have used GAP to compute cohomology of tori over local fields. In this paper, tori are studied through their character lattices with action of the Galois group of their minimal splitting field. The latter is seen as a finite subgroup of $GL_n(\mathbb{Z})$. This forces the user to input the action of the group as matrices, and also does not allow for someone to consider Galois group with possibly trivial action on the character lattice.

To ease the study of such objects, I implemented the classes of algebraic tori and $G$-lattices (to be seen as lattices of characters of tori) in SAGE. Those methods are to be added in a future release of SAGE and are presently available on my personal
Examples such as Ono’s can be recreated directly very easily. Moreover, the tools implemented for $G$-lattices provide many ways to create a lattice. We now show the construction of $\Lambda$ and $\Lambda_1$ for $G = \mathbb{Q}_8$, and $N = Z(G).$

\begin{verbatim}
sage: G = QuaternionGroup()
sage: N = G.center()
sage: Gm = GLattice(1); Gm
Ambient lattice of rank 1 with an action by a group of order 1
sage: IL = Gm. induced_lattice(G)
sage: Ld = IL. fixed_sublattice(N)
sage: L = Ld. zero_sum_sublattice()
sage: Lambda_d = IL. quotient_lattice(Ld); Lambda_d
Ambient lattice of rank 4 with a faithful action by a group of order 8
sage: Lambda = IL. quotient_lattice(L); Lambda
Ambient lattice of rank 5 with a faithful action by a group of order 8
\end{verbatim}

One can freely use direct sums, pullbacks, restrictions, duals, the norm map, and many more functions to create lattices. Then many methods have been implemented with cohomological uses, such as dimension-shifting, (co)flabby resolutions, restrictions. In particular, we have implemented a method to compute the Tate-Shafarevich groups $\text{III}^i$ for $i = 1, 2.$ For $i = 1$ the program computes the restriction on $H^1$ directly, whereas for $i = 2,$ since all cyclic subgroups of the Galois group appear as decomposition groups, we can use a flabby resolution of the lattice, to reduce the computation to the case $i = 1.$ More explicitly, given a group $G$ acting on a lattice $\Lambda,$ we follow constructions made in \cite{HY17} to compute a resolution

$$0 \to \Lambda \to P \to L \to 0,$$

where $P$ is permutation, i.e. can be writte $P = \bigoplus_{i=1}^\ell \mathbb{Z}[G/H_i]$ for normal subgroups $H_1, \ldots, H_\ell,$ and $L$ is flabby, meaning $\check{H}^{-1}(H, L) = 0$ for all subgroups $H \subset G.$ Then by diagram chasing (see \cite[Lemma 2.9.1, Proposition 2.9.2]{Lor05}), we get $\text{III}^2(\Lambda) = \text{III}^1(L).$ Moreover, if every decomposition group is cyclic, then $\text{III}^2(\Lambda) = \check{H}^1(G, L).$

If the group associated to the lattice is the Galois group of a number field extension, then the algorithm will build every decomposition group, otherwise it will assume that every decomposition group is cyclic and the user can input the list of desired non-cyclic decomposition groups.

Continuing our example with $G = \mathbb{Q}_8.$

\begin{verbatim}
sage: for i in range(-5, 6):
    ....:     print("H^"+str(i)+": Lambda: " , Lambda.Tate_Cohomology(i), " , Lambda_d: " , Lambda_d.Tate_Cohomology(i))
\end{verbatim}

\begin{verbatim}
H^-5: Lambda: [], Lambda_d: [2]
H^-4: Lambda: [4], Lambda_d: []
H^-3: Lambda: [2], Lambda_d: [2]
H^-2: Lambda: [2, 2], Lambda_d: []
H^-1: Lambda: [2], Lambda_d: [2]
H^0: Lambda: [4], Lambda_d: []
H^1: Lambda: [2], Lambda_d: [2]
H^2: Lambda: [2, 2], Lambda_d: []
H^3: Lambda: [], Lambda_d: [2]
H^4: Lambda: [4], Lambda_d: []
H^5: Lambda: [2], Lambda_d: [2]
\end{verbatim}
This confirms the computations of the cohomology of $\Lambda_1$ done in the previous section, as well as computing the numerator of $\tau(T)$, which is $|H^1(G, \Lambda)| = 2$. For the denominator, note that the subgroups of $Q_8$ are either cyclic or $Q_8$ itself. Therefore, if $Q_8$ appears as a decomposition group then $\Xi(T) = 0$ and $\tau(T) = 2$.

\texttt{sage}: $\Sha = \text{Lambda Tate Shafarevich lattice}(2); \Sha$

and so $\tau(T) = \frac{1}{2}$.

Those methods have been used to compute the Tamagawa numbers of tori for every field extension up to degree 16 and helped greatly with conjecturing the results proved in the rest of the article. We note that for some of these cases, no other method of finding the Tamagawa number is known.

4. Transfer map as a counting function

4.1. Definition and properties. Let $tr = tr^G_N : G \to N$ denote the usual transfer map as defined in citerotman. We will need some algebraic manipulations on the character lattice of $T$ to build cocycles explicitly. We will use a counting functions directly related to $tr$, therefore this section will be mostly proving results already known about $tr$ in our setting, and no prior knowledge of transfer maps.

We start with a finite group $G$ and a central subgroup $N$ fitting in the short exact sequence \[ 1 \to N \to G \to H = G/N \to 1. \]

We let $G_p, G^{ab}$ denote a $p$-Sylow subgroup, and the abelianization of $G$ respectively. Write $|G_p| = p^r$ for some $r \in \mathbb{N}$.

For $g \in G$ we will write $\overline{g} = gN \in H$. For each coset $h \in H$, let $\hat{h} \in G$ be a representative.

Let $g \in G$ and $h \in H$. Since $h = \hat{h}N$, we have $\hat{gh} \in \overline{\hat{g}}\overline{\hat{h}}N = \{i\overline{\hat{g}}\overline{\hat{h}} : 1 \leq i \leq p\}$. Define the map $\psi : G \times H \to \mathbb{Z}/p\mathbb{Z}$ by $\psi(g, h) = \psi(g, \hat{h})$. We want to study the map $\phi : G \to \mathbb{Z}/p\mathbb{Z}$, $g \mapsto \sum_{h \in H} \psi(g, h)$. It is clear from the definition of the transfer map that we have $tr = g \mapsto \psi(g)$, but we will show directly that it is well-defined and independent on the choice of representatives. We can immediately check from the definition that $\hat{\psi}(1) = \hat{\phi}(1) = 0$ and $\hat{\psi}(i) = \hat{\phi}(i) = |H|$, regardless of the choice of representatives.

Lemma 4.1. $\phi$ does not depend on the choice of representatives.

Proof. Fix $h_0 \in H$. Consider another choice of representative map “$1$” such that $\overline{h_0} = \overline{\hat{h}_0}$ and $\hat{h} = \hat{h}$ for all $h \in H \setminus \{h_0\}$. The general case is obtained by repeating this process since $h = \hat{h}N$, every representative differ by a power of $i$. Write $\overline{\hat{g}}, \overline{\hat{h}}, \phi, \phi$ the corresponding maps. Let $g \in G \setminus \{1, \epsilon\}$. If $h \notin \{\overline{g^{-1}h_0}, h_0\}$ then $\overline{gh} = \overline{\hat{gh}} = i\overline{\hat{g}}\overline{\hat{h}} = i\overline{\psi(g, \hat{h})}\overline{\hat{h}}$, hence $\overline{\psi}(g, h) = \overline{\psi}(g, h)$. Now observe that

\[ g \overline{h_0} = i \overline{gh_0} = i \overline{\psi(g, h_0)} \overline{\hat{h}} = i \overline{\psi(g, h_0)} ^{\psi(g, h_0) + 1} \overline{\hat{h}}, \]

and

\[ g \overline{g^{-1}h_0} = \overline{g^{-1}h_0} = i \overline{\psi(g, g^{-1}h_0)} \overline{\hat{h}_0} = i \overline{\psi(g, g^{-1}h_0)}, \overline{\hat{h}_0} = i \overline{\psi(g, g^{-1}h_0)} \overline{\hat{h}_0}. \]

Therefore, $\psi(g, h_0) = \psi(g, h_0) + 1$ and $\psi(g, \overline{g^{-1}h_0}) = \psi(g, \overline{g^{-1}h_0}) - 1$, hence they compensate each other and $\phi(g) = \overline{\phi}(g)$. \qed
Remark 4.2. For \( p = 2 \), the function \( \varphi \) counts the parity of the number of representatives of elements of \( H \) which are not sent to another representative under the multiplication by \( \iota \).

**Proposition 4.3.** \( \varphi \) is a group homomorphism.

**Proof.** For the previous claim, notice that we have \( \psi(g_1g_2, h) = \psi(g_1, g_2h) + \psi(g_2, h) \) for all \( g_1, g_2 \in G \) and \( h \in H \). Summing this relation over \( H \) yields the desired result. \( \square \)

**Corollary 4.4.** \( \varphi \) factors through \( (G^\text{ab})_p \). If \( p \vert |H| \) (equivalently \( r > 1 \)) then \( N \subset \text{Ker}(\varphi) \).

**Proof.** \( \varphi \) is a group homomorphism and \( \Bbb{Z}/p\Bbb{Z} \) is abelian, so the morphism factors through \( G^\text{ab} \). Also, by virtue of \( \varphi \) being a homomorphism, if \( g \) has order coprime to \( p \) then its image is 0.

For all \( h \in H \) we have \( \psi(\iota, H) = 1 \) by definition. So \( \varphi(\iota) = |H| \) hence \( \varphi(N) = 0 \) when \( p \vert |H| \).

**Lemma 4.5.** If \( G = G_p \) is cyclic, then \( \varphi \) is surjective.

**Proof.** Write \( G = \langle \iota \rangle \), with \( \iota^{p-1} = \iota \). We make the choice \( \iota^iN = \iota^j \) where \( 0 \leq j \leq p-1 \). Clearly \( \iota^iN = \iota^{i+1}N \) if \( 0 \leq i \leq p-1 \), and \( \iota^{p-1}N = \iota \), so \( \varphi(\iota) = 1 \).

**Lemma 4.6.** Let \( g \in G \). If \( \iota \in \langle g \rangle \) then \( \varphi(g) = |\langle g \rangle \backslash G| \).

**Proof.** Note that \( \iota \in \langle g \rangle \) therefore \( \langle g \rangle \backslash G \cong \langle g \rangle \backslash \bigcup_i \langle g \rangle h_i \). Consequently \( \langle g \rangle \backslash G = \bigcup_i \langle g \rangle h_i \). Left multiplication by \( g \) preserves each right coset, so by the same computation as in Lemma 4.5 we have \( \sum_{h \in \langle g \rangle h_i} \psi(g, h) = 1 \), hence \( \varphi(g) = |\langle g \rangle \backslash H| = |\langle g \rangle \backslash G| \).

**Corollary 4.7.** If \( G_p \) is cyclic, then \( \varphi \) is surjective.

**Proof.** Let \( g \) be a generator of \( G_p \). By Lemma 4.6 \( \varphi(g) = |G_p \backslash H| = |G_p \backslash G| \), which is coprime to \( p \), hence \( \varphi \) is surjective.

**Proposition 4.8.** \( \varphi \) is the zero map if and only if \( G_p \) is noncyclic.

**Proof.** We have already shown that \( \varphi \) is surjective if \( G_p \) is cyclic. Now assume that \( G_p \) is not cyclic. Let \( g \in G \). We want to show \( \varphi(g) = 0 \).

- **Case 1.** Assume \( \iota \in \langle g \rangle \). By Lemma 4.6 we have \( \varphi(g) = |\langle g \rangle \backslash G| \), which is still divisible by \( p \) since \( \langle g \rangle \) is cyclic and therefore cannot be a \( p \)-Sylow subgroup. So \( \varphi(g) = 0 \).

- **Case 2.** Assume \( \iota \not\in \langle g \rangle \). This means that the sets \( g^iN \) are all distinct sets for \( 0 \leq i \leq \ell \) where \( \ell \) is the order of \( g \). Decompose \( \langle g \rangle H = \bigcup_i \langle g \rangle h_i \). By Lemma 4.6 we are free to pick representatives, so we pick \( g^i h_j = g^i h_j^\ast \) for some representative \( h_j^\ast \) of \( h_j \). Multiplication by \( g \) preserves all the cosets, and

\[
\widetilde{gg^i h_j} = gg^i h_j = g^{i+1} h_j = \widetilde{g^i h_j}.
\]

Therefore \( \psi(g, \langle g \rangle h_i) = 0 \) for all \( h_i \) hence \( \varphi(g) = 0 \).

\( \square \)
Corollary 4.9. Let $G$ be a finite group with central subgroup $N$ of order $p$. If $G_p$ is cyclic, then $G_p$ has a unique subgroup of order $|G_p|G|$. In particular this subgroup is normal and $G_p$ is its complement.

Proof. The idea is to take the kernel of $\varphi$, and repeat the process to the kernel, and so on, until we get to a group whose $p$-Sylow is just $N$, and take its complement.

We will proceed by induction on $r$. Recall that $|G_p| = p^r$. If $r = 1$ then $G_p = N \cong G/\text{Ker}(\varphi)$, and $\text{Ker}(\varphi)$ has therefore a complement by Schur-Zassenhaus Theorem, so we can write $G = \text{Ker}(\varphi) \times N$. Assume now that $G_p$ is cyclic and $r > 1$. Let $m = |G_p|G|$. We have a surjective group homomorphism $\varphi : G \to \mathbb{Z}/p\mathbb{Z}$, let $M$ denote its kernel. We know that $|M| = |G|/p = p^{r-1}m$, so we can use our induction hypothesis to conclude that $M$ contains a unique normal subgroup of size $m$, call it $C$. By uniqueness, $C$ is a characteristic subgroup of $K$ (stable under any automorphism), and $M$ is normal in $G$, therefore $C$ is normal in $G$. $\square$

Remark 4.10. The assumption that $N$ is central is necessary. For example, the dihedral group $D_{18}$ has a normal subgroup of order 3, but no normal group of order 2.

4.2. Application to explicit computation of the first cohomology groups.

In this section we apply the results of the previous section to compute $\hat{H}^1$ directly. In §5 we give a shorter, albeit more abstract proof.

For $\lambda \in \mathbb{Z}G$, let $[\lambda]$ denote its image in the quotient $\Lambda = \mathbb{Z}/L$, and $\{\lambda\}$ denote the 1-cocycle defined by $\{\lambda\}_g = g[\lambda] - [\lambda]$.

Lemma 4.11. For all $g \in G$ we have $\sum_{i=0}^{p-1} i^\lambda g = 0$.

Proof. Such a coboundary is immediately values in $L$ by definition of $L$ as sublattice of $\mathbb{Z}[G]^N$ of zero-sum vectors. $\square$

For each $h \in H$ fix a choice of preimage $\hat{h} \in G$, and for the sake of convenience, we choose $1 = 1$.

Note that the cohomology of the exact sequence $\xymatrix{0 \ar[r] & \mathbb{Z} \ar[r] & \mathbb{Z}(G) \ar[r] & \mathbb{Z}(G) \ar[r] & N}$ gives

$$0 = \hat{H}^1(G, \mathbb{Z}) \rightarrow \hat{H}^1(G, \Lambda) \rightarrow \hat{H}^1(G, \Lambda_1) = N.$$\)

The equality on the right was proved in Proposition 2.4. Therefore, $\hat{H}^1(G, \Lambda)$ embeds as a subgroup of $N \cong \mathbb{Z}/p\mathbb{Z}$, hence one only needs to find one nontrivial 1-cocycle to determine $\hat{H}^1(G, \Lambda) = N$.

Theorem 4.12. Define the coboundary $b = \{\sum_{i=0}^{p-1} i \sum_{h \in H} i^{\hat{h}} h\}$. If $G_p$ is not cyclic then $b = pa$ where $a$ is a nontrivial 1-cocycle, in particular $\hat{H}^1(G, \Lambda) = N$.

Proof. Recall that for all $g \in G$ we have $g^{\hat{h}} = i^{\psi(g,h)} f h$. For $g \in G$ and $0 \leq k \leq p-1$ we define $I^k_g = \{h \in H : \psi(g,h) = k\}$. It is clear that $\bigcup_{0 \leq k \leq p-1} I^k_g = H$. In particular, we have that $p$ divides $\sum_{k=0}^{p-1} k|I^k_g| = \sum_{h \in H} \psi(g,h)$ for all $g \in G$. Also note that in $\Lambda$, for all $g \in G$ we have $[g \sum_{i=0}^{p-1} i] = [\sum_{i=0}^{p-1} i]$. 

We only want to know the result modulo $p$, so the following computation will be done in $\Lambda/p\Lambda$.

$$b_g = g \left( \sum_{i=0}^{p-1} \sum_{h \in H} [i^ih] \right) - \sum_{i=0}^{p-1} \sum_{h \in H} [i^ih]$$

$$= \sum_{i=0}^{p-1} \left( \sum_{k=0}^{p-1} \sum_{h \in I_g^k} [i^i+k^gh] - \sum_{i=0}^{p-1} \sum_{k=0}^{p-1} [i^kgh] \right)$$

$$= \sum_{i=0}^{p-1} \sum_{k=0}^{p-1} \sum_{h \in I_g^k} [i^i+k^gh] - \sum_{i=0}^{p-1} \sum_{k=0}^{p-1} [i^kgh]$$

$$= \sum_{i=0}^{p-1} \sum_{k=0}^{p-1} \left( \sum_{h \in I_g^k} [i^i+k^gh] - \sum_{i=0}^{p-1} [i^kgh] \right).$$

We are working modulo $p$ and $\iota$ has order $p$ so we have that $\sum_{i=0}^{p-1} i[i^i+k^gh] = \sum_{i=0}^{p-1} (i-k)[i^i-k^gh]$. Therefore,

$$b_g = \sum_{i=0}^{p-1} \sum_{k=0}^{p-1} \left( \sum_{h \in I_g^k} [i^i+k^gh] - \sum_{i=0}^{p-1} [i^kgh] \right)$$

$$= \sum_{i=0}^{p-1} \sum_{k=0}^{p-1} \sum_{h \in I_g^k} -k[i^kgh] = \sum_{k=0}^{p-1} \sum_{h \in I_g^k} \sum_{i=0}^{p-1} [i^kgh]$$

$$= \sum_{k=0}^{p-1} -k|I_g^k| \left( \sum_{i=0}^{p-1} [i^i] \right) = -\left( \sum_{i=0}^{p-1} [i^i] \right) \sum_{k=0}^{p-1} k|I_g^k| = 0.$$

We have proved that each coordinate of $b_g$ is a multiple of $p$ for all $g \in G$, hence $a = \frac{b}{p}$ is a 1-cocycle of $G$ with coefficients in $\Lambda$. We are left to show that $a$ is not a coboundary. Since $\sum_{i=0}^{p-1} [i^i] = 0$ by Lemma 4.11 we can generate all coboundaries with $\{ [i^i] : i \in \mathbb{Z}/\mathbb{Z} \iota \neq 1 h \in H \}$.

We now mimic the computation above to compute $b_{i,\iota}$. 
\[ b_\ell = \sum_{i=0}^{p-1} \sum_{h \in H} \hat{i} \{ t^{i + \ell} \hat{h} \} - \sum_{i=0}^{p-1} \sum_{h \in H} \hat{i} \{ t^i \hat{h} \} = \sum_{h \in H} \left( \sum_{i=0}^{p-1} \hat{i} \{ t^{i + \ell} \hat{h} \} - \sum_{i=0}^{p-1} \hat{i} \{ t^i \hat{h} \} \right) \]

\[ = \sum_{h \in H} \left( \sum_{i=0}^{p-1} \sum_{h \in H} \left( i - \ell \right) \{ t^i \hat{h} \} - \sum_{i=0}^{p-1} \hat{i} \{ t^i \hat{h} \} \right) \]

\[ = \sum_{h \in H} \left( \sum_{i=0}^{p-1} \sum_{h \in H} \left( i - \ell \right) \{ t^i \hat{h} \} - \sum_{i=0}^{p-1} \hat{i} \{ t^i \hat{h} \} \right) \]

\[ = - \sum_{h \in H} \left( \sum_{i=0}^{p-1} \sum_{h \in H} \left( i - \ell \right) \{ t^i \hat{h} \} - \sum_{i=0}^{p-1} \hat{i} \{ t^i \hat{h} \} \right) = \sum_{h \in H} \left( \sum_{p=0}^{p-1} \hat{i} \{ t^i \hat{h} \} \right) - \ell |H| \sum_{i=0}^{p-1} \hat{i} \{ t^i \hat{h} \}. \]

Therefore, \( a_\ell = \sum_{h \in H} \left( \sum_{i=0}^{p-1} \hat{i} \{ t^i \hat{h} \} \right) - \ell |H| \sum_{i=0}^{p-1} \hat{i} \{ t^i \hat{h} \}. \) In particular, using that for all \( h \in H \) we have \( \{ \hat{i} \} = [x] + \sum_{i \neq 1} (|i| - [t^i \hat{h}]) = \sum_{i=0}^{p-1} |i| \) we have

\[ a_\ell = \sum_{h \in H} \left( \sum_{i=0}^{p-1} \hat{i} \{ t^i \hat{h} \} \right) - \ell \frac{|H|}{p} \sum_{i=0}^{p-1} |i| = \sum_{h \in H} \sum_{i \neq 0} \hat{i} \{ t^i \hat{h} \} - |H| \left( \frac{\ell}{p} - 1 \right) \sum_{i=0}^{p-1} |i|. \]

Fix \( \hat{h} \neq 1. \) If \( 2 \leq \ell \leq p - 1 \) then \( \{ t^{\ell+1} \hat{h} \} = \left[ t^{\ell+1} \hat{h} \right] \) is a summand for some \( k \). Now for \( \ell = 0 \) we have

\[ \{ \hat{h} \} = \left[ t^0 \hat{h} \right] - \left[ t^1 \hat{h} \right] = \sum_{i=0}^{p-1} |i| = 2 \left[ t^0 \hat{h} \right] - \sum_{i=2}^{p-1} |i| \hat{h}. \]

The \( \left[ t^i \hat{h} \right] \)-coefficient of \( a_\ell \) for \( \ell \neq 1 \) is always 1. The goal is to use this fact for each \( h \in H \). Because of this, if \( a \) is a sum of coboundaries, it must contain summands spanned by \( \{ \left[ t^i \hat{h} \right] : \ell \neq 1 \} \). However, each of those coboundaries evaluated at \( t \) are of the form \( \{ t^{\ell+1} \hat{h} - t^\ell \hat{h} \} \), hence summing them will simplify by a telescopic argument, and there is only one possibility to get the desired described coefficients for \( a_\ell \).

Assuming \( a \) is a coboundary, then assume \( k\{ \hat{h} \} \) is a summand for some \( k \in \mathbb{N}. \) On order to have a coefficient 1 at \( \hat{h} \) the only possibility is to add \( (2k+1) \{ t^{p-1} \hat{h} \} \), but the evaluation of the latter at \( t \) has \( \left[ t^{p-1} \hat{h} \right] \)-coefficient \(- (2k + 1)\). Since that coefficient must also be 1, and the only other generating coboundary having nonzero \( \left[ t^{p-1} \hat{h} \right] \)-coordinate is \( \left[ t^{p-2} \hat{h} \right] \), it means that \( 3k + 2 \{ t^{p-2} \hat{h} \} \) must also be a summand. We can repeat the process for each power of \( i \), and we determine that for each \( h \) the cocycle \( a \) must have a summand of the form \( \sum_{i=0}^{p-1} \left( (i+1)k + i \right) \{ t^{p-i} \hat{h} \} \). Using Lemma 4.11, we know that \( \sum_{i=0}^{p-1} \hat{i} \{ t^i \hat{h} \} = 0 \), hence this summand can be written as

\[ \sum_{i=0}^{p-1} \left( (i+1)k + i \right) \{ t^{p-i} \hat{h} \} = \sum_{i=0}^{p-1} \left( (i+1)k + i \right) \{ t^{p-i} \hat{h} \} - \sum_{i=0}^{p-1} \hat{i} \{ t^i \hat{h} \} \]

\[ = \sum_{i=0}^{p-1} \{ (k+i) \} \{ t^{p-i} \hat{h} \} = (k+1) \sum_{i=0}^{p-1} \hat{i} \{ t^i \hat{h} \} \]
However in the basis we picked for Λ, looking modulo p, we have that
\[ \sum_{i=0}^{p-1} i\{i^\ell \hat{h}\} = \sum_{i=0}^{p-1} i[p^{\ell-i} \hat{h}] - \sum_{i=0}^{p-1} i[p^{\ell-i} \hat{h}] \pmod{p} \]
\[ \equiv \sum_{i=0}^{p-1} (i + 1)[p^{\ell-i} \hat{h}] - \sum_{i=0}^{p-1} i[p^{\ell-i} \hat{h}] \equiv \sum_{i=0}^{p-1} [p^{\ell-i} \hat{h}] \pmod{p} \]

Therefore, in our basis for Λ, modulo p, our coboundary \((k + 1) \sum_{i=0}^{p-1} i\{i^\ell \hat{h}\}\) does not have any \([i^\ell \hat{h}]\)-coordinate, for \(\ell \neq 1\), hence \(a\) cannot be a sum of those generating coboundaries, which yields \(H^1(G, Λ) \neq 0\). \(\square\)

**Lemma 4.13.** If \(G\) is cyclic, then for all \(i\) we have \(\hat{H}^i(G, Λ) = \begin{cases} 0 & \text{if } i \text{ is odd} \\ G/N & \text{if } i \text{ is even} \end{cases} \).

**Proof.** Since \(G\) is cyclic, its cohomology is 2-periodic hence we only need to solve it for \(i = 0, 1\). Using the definition \(Λ = \mathbb{Z}[G]/L\) we have \(\hat{H}^i(G, Λ) = \hat{H}^{i+1}(G, L)\). The action of \(G\) on \(L\) factors through \(G/N\), and \(L\) is isomorphic to the augmentation ideal of \(\mathbb{Z}[G/N]\), so we have the short exact sequence
\[ 0 \to L \to \text{Ind}^G_N(\mathbb{Z}) = \mathbb{Z}[G/N] \to \mathbb{Z} \to 0. \]
Since it is an augmentation ideal, \(L\) has no \(G\)-fixed point, so \(\hat{H}^0(G, L) = 0\). Taking the cohomology of the sequence above, using Shapiro Lemma, and Hilbert 90, we get
\[ 0 \to \hat{H}^0(N, \mathbb{Z}) \to \hat{H}^0(G, \mathbb{Z}) \to \hat{H}^1(G, L) \to \hat{H}^1(N, \mathbb{Z}). \]
We used the cyclicity of \(G\) to write \(\hat{H}^0(G, \mathbb{Z}) = \mathbb{Z}/|G|\mathbb{Z} = G\). This finishes the proof. \(\square\)

**Proposition 4.14.** If \(G_p\) is cyclic, then \(\hat{H}^1(G, Λ) = 0\).

**Proof.** Assume \(G_p\) is cyclic. Using Corollary 4.13, we can write \(G = M \rtimes G_p\) for some subgroup \(M\) of order coprime to \(p\). The corresponding inflation-restriction exact sequence is:
\[ 0 \to H^1(G_p, Λ^M) \to H^1(G, Λ) \to H^1(M, Λ)^{G_p} \to H^2(G_p, Λ^M) \to H^2(G, Λ). \]
Again, \(H^i(G, Λ) \subset N\) so in particular, it is \(p\)-torsion, but \(H^1(M, Λ)\) is \(|M|\)-torsion, hence the map \(H^1(G, Λ) \to H^1(M, Λ)^{G_p}\) is trivial. Therefore, \(H^1(G_p, Λ^M) = H^1(G, Λ)\).

Look at the short exact sequence of \(M\)-modules
\[ 0 \to L \to \mathbb{Z}[G] \to Λ \to 0. \]
Taking the group cohomology, we get
\[ 0 \to L^M \to \mathbb{Z}[G/M] = \mathbb{Z}[G_p] \to Λ^M \to H^1(M, L) \to 0, \]
which gives us the short exact sequence
\[ (4.1) \quad 0 \to \mathbb{Z}[G_p]/L \cap \mathbb{Z}[G_p] \to Λ^M \to H^1(M, L) \to 0. \]
Importantly, since \(M\) is normal in \(G\), every term in this sequence has a \(G/M = G_p\)-module structure. Notably, fixed elements of \(H^1(M, L)\) by \(G_p\) corresponds to the image of the restriction map \(H^i(G, L) \to H^i(M, L)\).
Now, let $\Lambda_p = \mathbb{Z}[G_p]/L \cap \mathbb{Z}[G_p]$. This is the same construction as for one $\Lambda$, but replacing $G$ by $G_p$; in particular we can use 4.13 to compute its cohomology. Taking the Tate-cohomology of (4.1), we get
\[ \hat{H}^{i-1}(G_p, H^1(M, L)) \to \hat{H}^i(G_p, \Lambda_p) \to \hat{H}^i(G_p, \Lambda^M) \to \hat{H}^i(G_p, H^1(M, L)). \]
We have that $H^1(M, L)$ is $|M|$-torsion, and $|M|$ is coprime to $p$, hence for all $i$ we have $\hat{H}^i(G_p, H^1(M, L)) = 0$. Consequently, $\hat{H}^i(G_p, \Lambda_p) = \hat{H}^i(G_p, \Lambda^M)$, and using Lemma 4.13 we obtain $\hat{H}^i(G_p, \Lambda^M) = 0$, as desired. □

Remark 4.15. Note that in the proof above we do not necessarily have $\Lambda^M = \mathbb{Z}[G]^M/L^M$. Indeed, the group $H^1(M, L)$ might not be trivial. For example, when $G = \mathbb{Z}/24\mathbb{Z}$, we have $M = \mathbb{Z}/3\mathbb{Z}$ and $H^1(M, L) = M$.

Remark 4.16. The proof of Proposition 4.14 shows more generally that whenever $G$ is $p$-nilpotent, then $\hat{H}^i(G, \Lambda) = \hat{H}^i(G_p, \Lambda_p)$ (with the notations of the proof).

5. Computing the rest of the Cohomology groups

We now give a more abstract application of the transfer map to compute all cohomology groups. The following commutative diagram is just a reformulation of the short exact sequences (2.13) and (2.14).

\[
\begin{array}{cccccccc}
0 & 0 \\
\downarrow & & \downarrow & & \downarrow & & \downarrow & & \downarrow \\
0 & \to & L & \to & L_1 & \to & \mathbb{Z} & \to & 0 \\
\downarrow & & \downarrow & & \downarrow & & \downarrow & & \downarrow \\
0 & \to & \mathbb{Z}[G] & \to & \mathbb{Z}[G] & \to & 0 \\
\downarrow & & \downarrow & & \downarrow & & \downarrow & & \downarrow \\
0 & \to & \mathbb{Z} & \to & \Lambda & \to & \Lambda_1 & \to & 0 \\
\downarrow & & \downarrow & & \downarrow & & \downarrow & & \downarrow \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0
\end{array}
\]

This diagram commutes and has both exact rows and columns. Note that an element of $\mathbb{Z}$ in the top right can be lifted to an element of $L_1$, which imbeds into $\mathbb{Z}[G]$. It can be sent to the left copy of $\mathbb{Z}[G]$ and into the quotient $\Lambda$, this element is however trivial in the quotient $\Lambda_1$ so by exactness of the sequence below, it belongs to the image of the injection $\mathbb{Z} \to \Lambda$. This gives us a map $\mathbb{Z} \to \mathbb{Z}$ which is just the identity.

Let $S$ be a subgroup of $G$. We want to compute $\hat{H}^i(S, \Lambda)$. Since $\mathbb{Z}[G]$ is cohomologically trivial, as direct sum of induced $S$-modules, we get the following exact sequence on cohomology.

\[
\begin{array}{cccccccc}
\hat{H}^{i-1}(S, \Lambda_1) & \to & \hat{H}^i(S, \mathbb{Z}) & \to & \hat{H}^i(S, \Lambda) & \to & \hat{H}^{i+1}(S, \Lambda_1) \\
\downarrow & & \downarrow & & \downarrow & & \downarrow & & \downarrow \\
\hat{H}^i(S, L_1) & \to & \hat{H}^i(S, \mathbb{Z}) & \to & \hat{H}^{i+1}(S, L_1) & \to & \hat{H}^{i+1}(S, \mathbb{Z}) & \to & \hat{H}^{i+2}(S, L_1)
\end{array}
\]
Note that we will not prove the commutativity of this diagram because it is not needed. Each vertical arrow is an isomorphism, so we will compute each element in the bottom row and this will give us the cohomology groups on the top row.

**Lemma 5.1.** For any subgroup $S \leq G$ we have that $L_1 \cong \text{Ind}_N^S(\mathbb{Z})[G:N S]$ as an $S$-module.

**Proof.** Let $S' = N S$ and decompose $G$ into the right cosets $G = \sqcup g_i S'$ and so $\mathbb{Z}[G]$ is the $\mathbb{Z}$-span of $\mathbb{Z}[S'g_i]$, each of them being an $S'$-module. Each summand is isomorphic to $\mathbb{Z}[S']$, hence

$$L_1 \cong \{ a \in \mathbb{Z}[S'] : \forall i \in S \}^{[G:S']} \cong \mathbb{Z}[S'/N]^{[G:S']} \cong \text{Ind}_N^S(\mathbb{Z})^{[G:S']}.$$ 

□

**Corollary 5.2.** Let $S \leq G$ be a subgroup. For all $i \in \mathbb{Z}$ we have

$$\hat{H}^{2i}(S, L_1) = \begin{cases} N^{[G:S]} & \text{if } i \in S \\ 0 & \text{else} \end{cases}, \text{ and } \hat{H}^{2i+1}(S, L_1) = 0.$$ 

**Proof.** If $i \notin S$ then $L_1 \cong \text{Ind}_N^S(\mathbb{Z})^{[G:S]} = \text{Ind}_N^S(\mathbb{Z})^{[G:S]}$, hence is induced. If $i \in S$ then $\hat{H}^i(S, L_1) \cong \mathbb{Z}^{[G:S]}$. Since $N$ is cyclic, we only need to compute $\hat{H}^0(N, \mathbb{Z}) = N$ and $\hat{H}^1(N, \mathbb{Z}) = 0$. □

Plug this in the second row of the previous diagram. If we pick $i$ odd then we have

$$0 \to \hat{H}^i(S, \mathbb{Z}) \to \hat{H}^{i+1}(S, L) \to \hat{H}^{i+1}(S, L_1) \xrightarrow{\varphi_1} \hat{H}^{i+1}(S, \mathbb{Z}) \to \hat{H}^{i+2}(S, L) \to 0.$$ 

**Corollary 5.3.** Let $S \leq G$ be a subgroup such that $i \notin S$. Then for all $i \in \mathbb{Z}$ we have $\hat{H}^{i+1}(S, L) \cong \hat{H}^i(S, \mathbb{Z})$. Consequently $\hat{H}^i(S, \Lambda) = \hat{H}^i(S, \mathbb{Z})$.

**Proof.** This is a direct consequence of plugging in the results of Corollary 5.2 in [5.1]. □

**Lemma 5.4.** If the transfer map $\text{tr}_N^G : G \to N$ is trivial, then $\hat{H}^i(G, \Lambda) = N$ and $\hat{H}^2(G, \Lambda) = G^{ab}$, otherwise $\hat{H}^1(G, \Lambda) = 0$ and $\hat{H}^2(G, \Lambda) = G^{ab}/N$. This result is still true if $N$ is not assumed to be a central subgroup of $G$.

**Proof.** The sequence [5.1] with $S = G$ and $i = 1$ is

$$0 \to \hat{H}^2(G, L) \to N \xrightarrow{\varphi_1} G^{ab} \to \hat{H}^3(G, L) \to 0.$$ 

We used Hilbert 90 to write $\hat{H}^1(G, \mathbb{Z}) = 0$. Using the short exact sequence

$$0 \to \mathbb{Z} \to \mathbb{Q} \to \mathbb{Q}/\mathbb{Z} \to 0$$

with trivial action of $G$ (and $N$), we note that the middle term is cohomologically trivial (it is uniquely divisible), hence we can write

$$\hat{H}^2(G, L_1) = \hat{H}^2(G, \mathbb{Z}[G/N]) = \hat{H}^2(N, \mathbb{Z}) = \hat{H}^1(N, \mathbb{Q}/\mathbb{Z}) = \text{Hom}(N, \mathbb{Q}/\mathbb{Z}) = N.$$ 

Likewise $\hat{H}^2(G, \mathbb{Z}) = \hat{H}^1(G, \mathbb{Q}/\mathbb{Z}) = \text{Hom}(G, \mathbb{Q}/\mathbb{Z}) = G^{ab}$. Classically (see [Bro94, Chapter III, section 9]), the corresponding map $\hat{H}^2(N, \mathbb{Z}) \to \hat{H}^2(G, \mathbb{Z})$ is induced by the transfer map. Therefore, the map $\varphi_1$ is really a map on the dual groups $\text{Hom}(N, \mathbb{Q}/\mathbb{Z}) \to \text{Hom}(G, \mathbb{Q}/\mathbb{Z})$ defined by $\alpha \mapsto \alpha \circ \text{tr}_N^G$. We have $\hat{H}^1(G, \Lambda) = \hat{H}^2(G, L) = \text{Ker}(\varphi_1)$. The order of $N$ being prime, we have $\text{tr}_N^G$ is either trivial or
surjective. In the former case \( \hat{H}^1(G, \Lambda) = N \), else \( \hat{H}^1(G, \Lambda) = 0 \). Plugging this back into the equation above, we get the corresponding result for \( \hat{H}^2(G, \Lambda) = \hat{H}^3(G, L) \).

The assumption of \( N \) being central in \( G \) has only been used to compute the triviality of the transfer map in terms of the structure of a \( p \)-Sylow subgroup of \( G \). This section has only used the fact that \( N \) is normal so far. Thus, we do not need the assumption that \( N \) is central here.

\[ \text{Lemma 5.5.} \] Let \( S \leq G \) with \( \iota \in S \). If the transfer map \( \text{tr}^S : S \to N \) is trivial, then \( \hat{H}^i(S, \Lambda) = \hat{H}^i(S, \hat{\mathbb{Z}}) \) for \( i \) even and \( \hat{H}^i(S, \Lambda)/\hat{H}^i(S, \hat{\mathbb{Z}}) = N^{[G:S]} \) for \( i \) odd.

\[ \text{Proof.} \] The map \( \varphi_i \) of equation (5.1) is the natural map from \( \hat{H}^i(S, \text{Ind}_N^S)_{[G:S]} = \hat{H}^i(N, \hat{\mathbb{Z}}) \) to \( \hat{H}^i(S, \hat{\mathbb{Z}}) \). This is exactly the corestriction map on cohomology, induced by the transfer map. We refer again to the section on the transfer map in [Bro94, Chapter III, section 9]. Therefore, if the transfer map is trivial, \( \varphi_i \) is trivial, hence we get the two exact sequences:

\[ 0 \to \hat{H}^i(S, \hat{\mathbb{Z}}) \to \hat{H}^{i+1}(S, L) \to \hat{H}^{i+1}(S, L_1) \to 0, \]

and

\[ 0 \to \hat{H}^{i+1}(S, \hat{\mathbb{Z}}) \to \hat{H}^{i+2}(S, L) \to 0, \]

which yields the desired result by replacing \( \hat{H}^i(S, L) \) by \( \hat{H}^{i-1}(S, \Lambda) \).

With all this preparation, we can now give results for the cohomology groups involved in the computation of the Tamagawa number.

\[ \text{Theorem 5.6.} \] Let \( S \leq G \).

- If \( \iota \notin S \) then \( \hat{H}^1(S, \Lambda) = 0 \) and \( \hat{H}^2(S, \Lambda) = S^{ab} \).
- If \( \iota \in S \) and \( S_p \) is cyclic, then \( \hat{H}^1(S, \Lambda) = N^{[G:S]} - 1 \) and \( \hat{H}^2(S, \Lambda) = S^{ab}/N \).
- If \( \iota \in S \) and \( S_p \) is not cyclic, then \( \hat{H}^1(S, \Lambda) = N^{[G:S]} \) and \( \hat{H}^2(S, \Lambda) = S^{ab} \).

\[ \text{Proof.} \] By Hilbert 90, we have \( \hat{H}^1(S, \hat{\mathbb{Z}}) = 0 \). Taking the cohomology of the exact sequence

\[ 0 \to \hat{\mathbb{Z}} \to \hat{\mathbb{Q}} \to \hat{\mathbb{Q}}/\hat{\mathbb{Z}} \to 0, \]

since the middle term is uniquely divisible, we have \( \hat{H}^2(S, \hat{\mathbb{Z}}) = \hat{H}^1(S, \hat{\mathbb{Q}}/\hat{\mathbb{Z}}) = \text{Hom}(S, \hat{\mathbb{Q}}/\hat{\mathbb{Z}}) = S^{ab} \).

The exact sequence (5.1) with \( i = 1 \) becomes

\[ 0 \to \hat{H}^2(S, L) \xrightarrow{\xi} \hat{H}^2(S, L_1) \xrightarrow{\nu} S^{ab} \to \hat{H}^3(S, L) \to 0. \]

By Corollary 5.3 and Lemma 5.5 we get the first and last cases.

If \( S \) is cyclic, then \( \hat{H}^2(S, L) = \hat{H}^0(S, \hat{\mathbb{Z}}) = \{ \{a_i\} \in N^{[G:S]} : \prod a_i = 1 \} = N^{[G:S]} - 1 \). Therefore, the cokernel of \( \xi \) of (5.2) is isomorphic to \( N \). Since we have

\[ 0 \to \text{Coker}(\xi) \to S \to \hat{H}^3(S, L) \to 0, \]

as desired.

Now assume \( S_p \) is cyclic. We can follow the proof of Proposition 4.14 verbatim. Let \( \bar{K}_S = K \cap S \) be the complement of \( S_p \) in \( S \). We get \( \hat{H}^1(S, \Lambda) = \hat{H}^1(S_p, \Lambda^{K_S}) \) and look at the cohomology of

\[ 0 \to L \to \mathbb{Z}[G] \to \Lambda \to 0. \]

This time \( \mathbb{Z}[G]^{K_S} = \mathbb{Z}[G_p]^{[K:K_S]} \). Still following the proof of 4.14 the same cohomological sequence yields

\[ \hat{H}^1(S_p, \Lambda^{K_S}) \cong \hat{H}^1(S_p, \mathbb{Z}[G_p]^{[K:K_S]} / L^{K_S}) = \hat{H}^2(S_p, L^{K_S}) = \]
Proposition 6.2. We have
\[ X \subseteq G \]
we know that the composite map
\[ X \to \hat{H}^0(S_p, L^1_K) \]
we get
\[ \hat{H}^0(S_p, L^1_K) = N^1[G_p:G_p][K:K] = N^2[G:G] \]. Therefore, \( \hat{H}^1(S, \Lambda) = N^2[G:G]^{-1} \), and we can then follow the same argument as the cyclic case above. \qed

6. Computation of the denominator

6.1. Generalities on the denominator. The goal of this section is to give computations of the denominator of the Tamagawa number as stated in Theorem [2].

Lemma 6.1. The group \( \hat{H}^1(K/k, T(K)) \) is \( p \)-torsion, and therefore so is \( \Pi^1(T(K)) \).

Proof. We look at the cohomology of the short exact sequence [2] and get
\[ \hat{H}^1(K/k, T_1(K)) \to \hat{H}^1(K/k, T(K)) \to \hat{H}^1(K/k, \mathbb{G}_m(K)) = 0. \]
Therefore, we have a surjection \( \hat{H}^1(K/k, T_1(K)) \to \hat{H}^1(K/k, T(K)) \), so it suffices to prove that \( \hat{H}^1(K/k, T_1(K)) \) is \( p \)-torsion.

Now \( \hat{H}^1(K/k, T_1(K)) = \hat{H}^1(K/k, R_{K'/K}(\mathbb{G}_m(K))) \) which in turns equals
\[ \hat{H}^1(K/K', R_{K'/K}(\mathbb{G}_m(K))) \] by Shapiro’s Lemma.

Now looking at the cohomology of the short exact sequence
\[ 1 \to R_{K'/K}(\mathbb{G}_m) \to R_{K/K'}(\mathbb{G}_m) \to \mathbb{G}_m \to 1, \]
we get \( \hat{H}^1(K/K', R_{K'/K}(\mathbb{G}_m(K))) = \hat{H}^0(K/K', \mathbb{G}_m(K)) = (K^+)^\times / N_{K'/K}(K^\times), \) which is clearly \( p \)-torsion, since \( N_{K'/K}(K^\times) \) contains \( N_{K'/K}(K^\times) = (K^\times)^p \). \qed

By Tate-Nakayama duality (see [PR94] p.307), we know that \( \Pi^1(T(K)) = \Pi^2(X^*(T)) \).

Proposition 6.2. We have
\[ \frac{p}{[G^{ab}[p]]} \leq \tau(T) \leq p. \]

Proof. We know that the numerator of Ono’s formula is \( |\hat{H}^1(G, \Lambda)| \leq p \), and the denominator is a subgroup of \( \hat{H}^2(G, \Lambda) = G^{ab} \), and is \( p \)-torsion, so it is contained in \( G^{ab}[p] \). \qed

Proposition 6.3. If \( G_p \) is cyclic, then \( \Pi^1(T(K)) = 0 \).

Proof. By Chebotarev density Theorem, every cyclic subgroup of \( G \) appears as the decomposition group at unramified places. In particular, so does \( G_p \). Therefore, we know that \( \Pi^2(\Lambda) \subset \ker(\hat{H}^2(G, \Lambda) \to \hat{H}^2(G_p, \Lambda)) \). By restriction-corestriction, we know that the composite map
\[ \hat{H}^2(G, \Lambda) \to \hat{H}^2(G_p, \Lambda) \to \hat{H}^2(G, \Lambda) \]
is multiplication by \( [G : G_p] \). Since the image of \( \Pi^2(\Lambda) \) through the restriction map is trivial, we get that \( \Pi^2(\Lambda) \) annihilated by \( [G : G_p] \), which is coprime to \( p \). Therefore, \( \Pi^2(\Lambda) \) is both \( p \)-torsion and \([G : G_p]\)-torsion, and is hence trivial. \qed

Corollary 6.4. If \( G_p \) is cyclic, then \( \tau(T) = 1 \).

Proof. Proposition [1] tells us that the numerator is 1 whereas Proposition 6.3 gives us the triviality of the denominator. \qed
If $G_p$ is not cyclic, the answer depends on ramification groups and therefore depends on the particular field $K$. We will give an explanation of the computation in general, with some bounds and examples.

Let $\mathcal{C}$ denote the set of cyclic subgroups of $G$, and let $\mathcal{D}$ be the set of subgroups of $G$ not in $\mathcal{C}$ arising as decomposition groups of $K/k$. In particular, subgroups in $\mathcal{D}$ can only occur at some ramified primes. If $F$ is a collection of subgroups of $G$ then we let

$$\Pi^i_F(\Lambda) = \text{Ker} \left( \hat{H}^i(G, \Lambda) \rightarrow \prod_{S \in F} \hat{H}^i(S, \Lambda) \right).$$

**Lemma 6.5.** If $G \in \mathcal{F}$ or $G_p \in \mathcal{F}$, then $\Pi^2_F(\Lambda) = 0$.

*Proof.* The first case is immediate. For the second case, consider the restriction-corestriction maps

$$\hat{H}^1(G, \mathbf{T}) \rightarrow \hat{H}^1(G_p, \mathbf{T}) \rightarrow \hat{H}^1(G, \mathbf{T}),$$

the composition of the two maps is multiplication by the index of $G_p$, which is coprime to $p$. Since $H^1(G, \mathbf{T})$ is $p$-torsion, this is an isomorphism, hence the restriction map $\hat{H}^1(G, \mathbf{T}) \rightarrow \hat{H}^1(G_p, \mathbf{T})$ is an injection. \hfill $\Box$

Also, we clearly have

$$\Pi^2(\Lambda) = \Pi^2_{\mathcal{C} \cup \mathcal{D}}(\Lambda) = \Pi^2_{\mathcal{C}}(\Lambda) \cap \Pi^2_{\mathcal{D}}(\Lambda) \subset \Pi^2_F(\Lambda).$$

We will be now focusing on computing $\Pi^2_F(\Lambda)$. By Theorem 5.6, assuming $G_p$ is not cyclic, we can rewrite this as

$$\Pi^2_F(\Lambda) = \text{Ker} \left( G^{ab} \rightarrow \prod_{\alpha \in G} \langle \alpha \rangle \times \prod_{\alpha \in G} \langle \alpha \rangle / \langle \alpha \rangle \right).$$

We know that $\Pi^2_F(\mathbb{Z}) = \Pi^1(\mathbb{Z}) = 0$, in particular, $G^{ab} \rightarrow \prod_{\alpha \in G} \langle \alpha \rangle$ is an injection.

For $\alpha \in G$, the morphism of groups $G^{ab} \rightarrow \langle \alpha \rangle$ is not canonical, it is a map on the Pontryagin’s duals of the groups, it is the map $\text{Hom}(G, \mathbb{Q}/\mathbb{Z}) \rightarrow \text{Hom}(\langle \alpha \rangle, \mathbb{Q}/\mathbb{Z})$ given by restriction. By virtue of $\Pi^2(\Lambda)$ being $p$-torsion we can restrict the computation to elements $\alpha$ of $G^{ab}[p]$.

We denote the isomorphism $G^{ab} \rightarrow \text{Hom}(G, \mathbb{Q}/\mathbb{Z})$ by $g \mapsto t_g$. This morphism depends on the choice of presentation of $G^{ab}$. We can rewrite $\text{Ker}(G^{ab} \rightarrow \langle \alpha \rangle) = \{g \in G^{ab} : t_g(\alpha) = 0\}$.

**Example 6.6.** If $p = 2$ and $G$ is the quaternion group $Q_8$, then all proper subgroups of $G$ are cyclic, and all nontrivial subgroups contain $i$. Write $G = \langle \alpha, \beta \rangle$ with $\alpha^2 = \beta^2 = i, \beta\alpha\beta^{-1} = \alpha^{-1}$. Then $G^{ab} = (\mathbb{Z}/2\mathbb{Z})^2$. Every element of $G^{ab}$ is 2-torsion, and hence is sent to 2-torsion elements of $\langle \alpha \rangle \times \langle \beta \rangle$, which is the subgroup $N \times N$. However, $\Pi^2_F(\Lambda) = \text{Ker} \left( G^{ab} \rightarrow \langle \alpha \rangle / N \times (\langle \beta \rangle / N) \right)$. By our previous point, every element is mapped into $N \times N$, and hence belongs to this kernel. Consequently $\Pi^2(\Lambda)$ is trivial if and only if $G$ appears as decomposition group, else $\Pi^2(\Lambda) = (\mathbb{Z}/2\mathbb{Z})^2$.

Let $K$ be given by the polynomial $x^8 + 68x^6 + 986x^4 + 4624x^2 + 4624$. Using the LMFDB [LMF20], we know that this is a CM field with Galois group $Q_8$, discriminant $2^{22} \cdot 7^6$, and both decomposition groups at ramified primes are cyclic,
isomorphic to $\mathbb{Z}/4\mathbb{Z}$. Therefore, in this case, $\tau(T) = \frac{3}{4} = \frac{1}{2}$. This is the smallest example of non-integral Tamagawa number for the tori we are interested in. If $|G| \leq 8$ and $G \neq Q_8$, then $\tau(T) \in \{1, 2\}$.

6.2. Denominator in the abelian case. Here $G = G^{ab}$ and $G_p$ is not cyclic. We can assume $G = G_p$. Indeed, $G$ will decompose in a direct sum of its Sylow subgroups, and cyclic subgroups contained in $q$-Sylow subgroups never contain $N$ when $p \neq q$. Therefore, the map $G_p \to \prod_{g \in G_p} (g)$ is always trivial and does not contribute to $\prod_{r=1}^2 (\Lambda) \subset G[p] \subset G_p$.

Write down $G = \bigoplus_{i=1}^r (\mathbb{Z}/p^i\mathbb{Z})^{n_i}$ with $n_r \neq 0$ and let $\mathcal{C}_0 = \mathcal{C}_2 \cup \mathcal{C}_1$ be the collection of cyclic subgroups of $G$, where $\mathcal{C}_0$ is the collection of cyclic groups containing $N$. We can write $g \in G$ as $g = \sum_{i=1}^r \tilde{m}_i$, where $\tilde{m}_i \in (\mathbb{Z}/p^i\mathbb{Z})^{n_i}$. Let us denote the isomorphism $G \to \text{Hom}(G, \mathbb{Q}/\mathbb{Z})$ via $g \mapsto t_g$ where

$$t_{\sum_{i=1}^r \tilde{m}_i} \left( \sum_{i=1}^r \tilde{r}_i \right) = \frac{\sum_{i=1}^r \tilde{m}_i \cdot \tilde{r}_i}{p^i} \in \mathbb{Q}/\mathbb{Z}.$$ 

Note that in particular $t_g(h) = t_h(g)$ for all $g, h \in G$. The goal is to find $C = \langle g \rangle$ such that $\iota \notin C$ and $t_{\iota}(g) \neq 0$. Since $\iota$ has order $p$, one can write $\iota = \sum_{i=1}^r p^{i-1} \tilde{K}_i$ where $\tilde{K}_i \in (\mathbb{Z}/p^i\mathbb{Z})^{n_i}$. Let $g = \sum_{i=1}^r \tilde{m}_i \in G$, we have

$$t_{\iota}(g) = \frac{\sum_{i=1}^r p^{i-1} \tilde{K}_i \cdot \tilde{m}_i}{p^i} = \frac{1}{p} \sum_{i=1}^r \tilde{K}_i \cdot \tilde{m}_i.$$ 

In particular, we can take each $\tilde{m}_i \in (\mathbb{Z}/p\mathbb{Z})^{n_i}$. More rigorously, we can use the projection $\mathbb{Z}/p^r\mathbb{Z} \to \mathbb{Z}/p\mathbb{Z}$, which yields a projection $\phi : G \to G[p] = (\mathbb{Z}/p\mathbb{Z})^{\sum_{i=1}^r n_i}$. We have $t_{\iota}(g) = t_{\iota}(\phi(g))$. Define $m : G \to \mathbb{Z}$ by

$$m \left( \sum_{i=1}^r \tilde{m}_i \right) = \min \left\{ \{i \in \{1, \cdots, r\} : \tilde{m}_i \neq 0\} \cup \{0\} \right\},$$

it is invariant under the choice of basis. Note that we took $G$ non-cyclic, hence $\sum_{i=1}^r n_i \geq 2$.

- **Case 1.** $n_{m(\iota)} \geq 2$. Take $g$ with $\tilde{m}_j = 0$ if $j \neq m(\iota)$, and $\tilde{m}_{m(\iota)}$ is some nonzero vector such that $\tilde{K}_{m(\iota)} \cdot \tilde{m}_{m(\iota)} \neq 0$ in $\mathbb{Z}/p\mathbb{Z}$, and $\tilde{m}_{m(\iota)}$ is not collinear to $\tilde{K}_{m(\iota)}$. This is easy to find, if $K_{m(\iota)}$ has two nonzero coordinates, take $\tilde{m}_{m(\iota)}$ with only a 1 at those coordinates, and 0 everywhere else. If $\tilde{K}_{m(\iota)}$ has only one nonzero coordinate, then take $\tilde{m}_{m(\iota)}$ to contain two 1’s, one where $\tilde{K}_{m(\iota)}$ is supported, and one where it’s not. Since the two vectors are not collinear, we have $\iota \notin \langle g \rangle$ as desired.

- **Case 2.** $n_{m(\iota)} = 1$ and $m(\iota) < r$. Here we repeat the same process as before, take $g$ such that $\tilde{m}_{m(\iota)} = (1)$. If $\iota \in \langle g \rangle$, which happens if $\tilde{K}_j = 0$ for $j \neq m(\iota)$, then pick $\tilde{m}_r$ to be a vector with one 1 and the rest 0. We cannot have $\iota \in \langle g \rangle$ anymore because in this case $\tilde{K}_r = 0$, and so to have $\iota = g^e$ we would need $p^r | e$, but that would make $g^e = 0$, which is absurd. Again we have found a suitable $g$.

- **Case 3.** $n_{m(\iota)} = 1$ and $m(\iota) = r$. In this case, assume we found such a $g$, then we would need $\tilde{m}_r \neq 0$. Recall that we can take $\tilde{m}_r = (\ell)$ with $1 \leq \ell \leq p - 1$, and so $g$ has order $p^r$. In particular, $p^{r-1}g$ has order $p$, and
5.6 we have \( \hat{p} \) unique subgroup of \( \hat{\iota} \) side note, this further explains why we only need to cover to the cyclic group generated by \( \alpha \) so is its image under the restriction map \( \prod \) non-cyclic \( p \) \( \gamma \) same morphism as in previous subsection and pick \( \mathbb{G} \) abelianization of \( \mathbb{H} \) General case.

We have proved:

**Proposition 6.7.** Assume \( G \) is abelian. If \( G_p = \bigoplus_{i=1}^r \left( \mathbb{Z}/p^i\mathbb{Z} \right)^{n_i} \) with \( n_r \neq 0 \) and \( \mathcal{C} \) is the collection of cyclic subgroups of \( G \), we have \( \Sigma^2\mathbb{G}(\Lambda) = 0 \) unless \( G_p \) is not cyclic, \( n_r = 1 \) and \( N \) is equal to the \( p \)-torsion elements of the summand \( \mathbb{Z}/p^r\mathbb{Z} \), in which case \( \Sigma^2\mathbb{G}(\Lambda) \cong N \).

The last condition corresponds to \( n_r = 1 \) and \( m(\iota) = r \), hence \( N \) cannot be supported on any summand but \( \mathbb{Z}/p^r\mathbb{Z} \). This case is not common.

**Corollary 6.8.** If \( G \) is abelian then \( \hat{\iota}(\mathbb{T}) \in \{1, p\} \).

**Example 6.9.** Assume \( G = (\mathbb{Z}/2\mathbb{Z})^2 \). Here \( r = 1 \) and \( n_2 = 2 \neq 1 \) so by Proposition 6.7, we get \( \Sigma^1(\mathbb{T}) = 1 \).

**Example 6.10.** Assume \( G = \text{Gal}(\mathbb{K}/\mathbb{K}) \cong \mathbb{Z}/2\mathbb{Z} \times \mathbb{Z}/4\mathbb{Z} \) with \( \iota = (0, 2) \). The only noncyclic subgroup is \( H = (\mathbb{Z}/2\mathbb{Z})^2 \). As it turns out, \( H^2(H, \Lambda) \cong H \) and \( \iota \in \text{Ker}(G \to H) \), hence if \( G \) does not appear itself as a decomposition group, then \( \Sigma^1(\mathbb{T}) = N \) and \( \tau(\mathbb{T}) = 1 \).

**Example 6.11.** In the same spirit as previous examples, an immediate application of the proposition implies the triviality of \( \Sigma^1(\mathbb{T}) \) when \( G \) is abelian and (2.1) splits.

### 6.3. General case.

The computation only depends on the \( p \)-torsion points of the abelianization of \( G \), therefore we will assume without loss of generality that \( G \) is a non-cyclic \( p \)-group.

Let \( G' \) denote the commutator subgroup of \( G \).

Let \( \alpha \in G \) such that \( \alpha \notin G' \) and \( \alpha^p \in G' \) (we only care about the \( p \)-torsion points of \( G_{\text{ab}} \)). We fix an isomorphism \( G/G' \cong \text{Hom}(G, \mathbb{Q}/\mathbb{Z}) \) so that there is \( g \in G \) such that \( t_\alpha \in \langle t_g \rangle \) and \( t_\alpha(g) \neq 0 \). Indeed, to do so, we can write a presentation of \( G_{\text{ab}} \) as \( \prod_i (\mathbb{Z}/p^m_i \mathbb{Z}) \) where \( t_\alpha \) is only supported on one summand, then we can take the same morphism as in previous subsection and pick \( g \in G \) such that \( t_g \) is a generator of that summand.

If \( \iota \notin \langle g \rangle \) then \( \hat{H}^2(\langle g \rangle, \Lambda) = \langle g \rangle \), and the image of \( \alpha \) under \( \hat{H}^2(G, \Lambda) \to \hat{H}^2(\langle g \rangle, \Lambda) \) is not trivial, therefore \( t_\alpha \notin \Sigma^2(\mathbb{G}) \). If \( \iota \in \langle g \rangle \), then since \( t_\alpha \) is \( p \)-torsion, so is its image under the restriction map \( G_{\text{ab}} \to \langle g \rangle \), and \( \langle g \rangle \) is cyclic, hence has a unique subgroup of \( p \)-torsion elements, hence \( t_\alpha \) is sent into \( N \subset \langle g \rangle \). By Theorem 5.6, we have \( \hat{H}^2(\langle g \rangle, \Lambda) = \langle g \rangle / N \), hence \( t_\alpha \) is sent to 0 via the restriction map. As a side note, this further explains why we only need to cover \( p \)-torsion elements, since the rest need not be sent into \( p \)-torsion elements of \( \langle g \rangle \).

Again, by normality of \( N \) and unicity of \( p \)-torsion elements in cyclic groups, we have that \( \iota \in \langle g \rangle \) if and only if \( \iota \in \langle \alpha \rangle \). Also by normality of \( N \) in \( G \), if \( \iota \) belongs to the cyclic group generated by \( \alpha \), it belongs to the cyclic group generated by any conjugate of \( \alpha \), so the condition \( \iota \in \langle \alpha \rangle \) only depends on \( t_\alpha \) and not the choice of lift.

Let us restate those observations in a couple lemmas.

**Lemma 6.12.** Assume \( G_p \) is non-cyclic. Fix \( \alpha \in G \) with image \( t_\alpha \in G_{\text{ab}} \supset \Sigma^2(\mathbb{G}) \). If \( t_\alpha \in \Sigma^2(\mathbb{G}) \), then \( \alpha^p \in G' \) and \( \iota \in \langle \alpha \rangle \).
**Lemma 6.13.** Fix $\alpha \in G$ satisfying the conditions of Lemma 6.12. We have $t_\alpha \notin \Pi^2_\phi(\Lambda)$ if and only if and there is $t_\gamma \in G^{ab}$ such that $t_\alpha(g) \neq 0$ and $\iota \notin \langle g \rangle$.

*Proof.* This follows immediately from the discussion above and Theorem 5.6. \hfill $\square$

**Example 6.14.** We have computed $\Pi^2_\phi(\Lambda)$ in Example 6.6. We have seen that for every $g \in G$ we have $t_\gamma \in \Pi^2_\phi(\Lambda)$. We can check that for every $g \in G$ we have $g^2 \in \langle \iota \rangle = G'$ so both conditions hold.

**Remark 6.15.** Assume $G$ is abelian, i.e. $G' = \{1\}$. The conditions of Lemma 6.12 become: $\alpha$ is $p$-torsion and $\iota \in \langle \alpha \rangle$. In particular $N \subset \langle \alpha \rangle$ and the two groups have the same size, hence the condition can be reduced to $\alpha \in N$. We therefore recover the observation of the previous subsection that $\Pi^2(\Lambda) \subset N$ in the abelian case. Therefore, if $G$ is abelian then $|\Pi^2(\Lambda)| \in \{1, p\}$.

The abelian case already shows that the conditions of Lemma 6.12 are only necessary and not sufficient. This is because in the choice of $g \in G$ such that $t_\alpha(g) \neq 0$ we have required so far that $t_\alpha \in \langle t_\gamma \rangle$. We now give a non-abelian example.

**Example 6.16.** Assume $p = 2$ and $G$ is the dihedral group $D_4$. We write a presentation of $D_4 = \langle \alpha, \beta \rangle$ with $\alpha^4 = \beta^2 = 1$, and $\beta \alpha \beta = \alpha^{-1}$. There is only one choice of $N$, that is $N = Z(G)$ and $\iota = \alpha^2$. Similarly to Example 6.6 we have $G' = \langle \iota \rangle$ and $G^{ab} = (\mathbb{Z}/2\mathbb{Z})^2$. We choose a presentation sending $\alpha$ to $(1, 0)$ and $\beta$ to $(0, 1)$, with the same identification with $\text{Hom}(G, \mathbb{Q}/\mathbb{Z})$ as in the previous subsection.

In this case $\iota \notin \langle \beta \rangle$ so $\beta \notin \Pi^2(\Lambda)$. Also, $\alpha$ satisfies the conditions of 6.12 but $t_\alpha(\alpha \beta) = 1/2$, and $\iota \notin \langle \alpha \beta \rangle$, hence $\alpha \notin \Pi^2(\Lambda)$ either. We have just shown that $\Pi^2(\Lambda) = 0$ and if $\text{Gal}(K/k) = G$ then $\tau(T) = 2$.

Also note that $D_4$ and $Q_8$ are the only nonabelian groups of order 8 so we have computed all possible Tamagawa numbers for $|G| = 8$. Only two of those groups have potentially nontrivial denominator, those groups are $Q_8$ and $\mathbb{Z}/2\mathbb{Z} \times \mathbb{Z}/2\mathbb{Z}$ where $N$ is respectively $Z(Q_8)$ and $\langle (0, 2) \rangle$.

**Proposition 6.17.** If $\iota \notin G'$ then $\Pi^2_\phi(\Lambda)$ only depends on $G^{ab}$, and can be computed by Proposition 6.7. In particular, $\Pi^2(\Lambda) \subset N$.

*Proof.* In order to have both $\alpha^p \in G'$ and $\iota \in \langle \alpha \rangle$, we need $\alpha^p = 0$, and therefore $|\langle \alpha \rangle| = p = |N|$, thus $N = \langle \alpha \rangle$ and we are left to find an element $\beta \in G^{ab}$ such that $t_\alpha(\beta) \neq 0$ as in the previous subsection. \hfill $\square$

**Remark 6.18.** Applying Proposition 6.17 comes with one crucial caveat. In the previous section, we assume $G$ abelian and $G_p$ cyclic. This is due to us knowing the case when $G_p$ is cyclic. However, it is possible to have $G$ not abelian with $G_p$ non cyclic, but the $p$-Sylow of $G^{ab}$ is cyclic (and containing the nontrivial projection of $N$). In that case, the computations done in the previous section remain true and we obtain $\Pi^2_\phi(\Lambda) = N$ (since, with notations of that section, $n_r = 1$ and $m(\iota) = r$). In order for $\Pi^2(\Lambda)$ to be trivial in that case, we need a decomposition group whose $p$-Sylow is not cyclic and whose projection on $G^{ab}$ is onto. In general, we will see in Proposition 6.22 that if $\Pi^2_\phi(\Lambda) = \mathbb{Z}/p\mathbb{Z}$, then $\Pi^2(\Lambda) = 0$ if and only if there is a subgroup with non-cyclic $p$-Sylow subgroups such that the projection on the summand of the $p$-Sylow subgroup of $G^{ab}$ containing $N$ is onto.

**Remark 6.19.** Proposition 6.17 covers in particular the case where (2.1) splits.
The only difficulty of the computation comes therefore when $N \subset G'$. As shown in Example 6.6, we can have $|I_\Pi^2(\Lambda)| > |N|$. For any $\alpha \in G$ let us write $I_\alpha = \{g \in G : t_\alpha(g) \neq 0\}$ and $\hat{I}_\alpha = \cap_{g \in t_\alpha}(g)$. We can rewrite Lemmas 6.12 and 6.13 as: $\alpha \in I_\Pi^2(\Lambda)$ if and only if $\alpha = \Pi_\eta \neq 0$ and $\hat{I}_\alpha \in I_\alpha$. As we saw, this implies in particular, that $\hat{I}_\alpha \in I_\alpha$. This is simply because if $S \in \{D \in \mathcal{D} : D_p \text{ is not cyclic}, D \cap I_\alpha \neq \emptyset\}$ then by Theorem 5.8 we get that the image of $\alpha$ under the restriction map $H^2(G, \Lambda) \to \hat{H}^2(S, \Lambda) = S^{ab}$ is nonzero since it is supported on some $g \in I_\alpha \cap S$. 

**Proposition 6.20.** Assume there is $0 \neq t_\alpha \in I_\Pi^2(\Lambda)$. Then $t_\alpha \in I_\Pi^2(\Lambda)$ if and only if $\{D \in \mathcal{D} : D_p \text{ is not cyclic, } D \cap I_\alpha \neq \emptyset\} = \emptyset$. In other words, $t_\alpha \notin I_\Pi^2(\Lambda)$ if and only if there is a ramified prime $p \in K$ such that the corresponding decomposition group $G(p)$ has non-cyclic $p$-Sylow subgroup and contains some element of $I_\alpha$.

**Proof.** This method also computes $I_\Pi^2(\Lambda)$ when $i$ does not belong to the derived subgroup $G'$ according to Proposition 6.17.

**Example 6.21.** Let $G = \mathbb{Z}/2\mathbb{Z} \times \mathbb{Z}/4\mathbb{Z}$ and $i = (0, 2)$. We have seen in Example 6.10 that $I_i = \{(1, 1), (0, 1)\}$ and therefore $\hat{I}_i = N$. In order to have $I_\Pi^2(\Lambda) = 0$ we would need to have a non-cyclic decomposition group containing $(1, 1)$ or $(0, 1)$. For either one of these elements, the only non-cyclic group containing them is $G$, so $I_\Pi^2(\Lambda) = 0$ if and only if $K/k$ contains an inert prime.

This argument together with Proposition 6.7 yields a full description of the triviality of $I_\Pi^2(\Lambda)$ in the case where $G$ is abelian.

**Proposition 6.22.** If $G$ is Galois and abelian, and $I_\Pi^2(\Lambda) \neq 0$, then write $G_p = \prod_{k=1}^{\ell} \mathbb{Z}/p^{i_k}\mathbb{Z}$ with $\ell > 1$ and $i_\ell > \max(i_1, \ldots, i_{\ell-1})$ with $N \subset \mathbb{Z}/p^{i_\ell}\mathbb{Z}$ according to Proposition 6.7. Then $I_\Pi^2(\Lambda) = 0$ if and only if there is a ramified prime for $K/k$ with non-cyclic decomposition group $H$ such that the projection of $H$ on the summand $\mathbb{Z}/p^{i_\ell}\mathbb{Z}$ is onto.

6.4. **Results for 2-groups.** When $p = 2$, we used Lemma 6.13 to compute $I_\Pi^2(\Lambda)$ for $G$ with $|G_2| < 256$, and for $G_2$ the first 29631 groups of order 256. The results are available at [Rü20]. We can get the following bounds.

**Proposition 6.23.** Assume $|G_2| \leq 128$. Then $|I_\Pi^2(\Lambda)| \in \{1, 2, 4, 8\}$. The only case with $|I_\Pi^2(\Lambda)| = 8$ happens for $G = M_4(2)_{15}D_4$. In particular, for such Galois groups we have

$$\frac{1}{4} \leq \tau(T) \leq 2.$$

Here $M_4(2)_{15}D_4$ is the small group of GAP label $(128, 802)$, the 15th non-split extension of $D_4$ by $M_4(2)$ acting via $D_4/\mathbb{Z}/2\mathbb{Z} = (\mathbb{Z}/2\mathbb{Z})^2$.

So far over half the groups of order 256 were checked, and no group was found that would give $|I_\Pi^2(\Lambda)| \geq 16$. 


7. Extensions of the results

7.1. Bounds for the Tamagawa number. It is not clear whether the bounds in Proposition 6.2 are tight. The upper bound certainly is, and the lower bound is tight as we have seen in Example 6.6. Other groups computed in §6.4 reach this bound but in general $G^{\text{ab}}[p]$ is much smaller than $|G|$. If $G_p$ is abelian, we know that the denominator is at most $p$, and so $1 \leq \tau(T) \leq p$.

It is not clear in general if we can have $N = G'$ and $\mathbb{H}^2_F(\Lambda) = G/N$. The only such example currently is $G = Q^8$. For $p = 2$ there is no other example of size $\leq 128$. We do not know if there is a finite number of such groups. Even more, it seems that for a fixed $p$, there might not be universal lower bound for all such tori. In particular, there might be algebraic tori in the general symplectic groups with Tamagawa numbers arbitrarily small, but if true this would require tori of very large ranks to get $|\mathbb{H}^2_F(\Lambda)| > 8$.

7.2. Non-central subgroup. The main application of this article happens when $p = 2$, in which case $N$ being normal and central are equivalent. When taking $p > 2$ we have chosen to focus on $p$ central rather than the more general $p$ normal. This more restricted setting allowed us to reformulate most of results in terms of $p$-Sylow subgroups of $G$, whereas for $N$ normal, we would have needed to write everything in terms of the transfer mapping. Most results in the article remain true, including the bound of Proposition 6.2. However, Proposition 4.8 is not true anymore, therefore the following computations should be written in terms of the transfer mapping rather than $p$-Sylow subgroups in the vein of Lemma 5.4 which still holds true.

Example 7.1. Assume $G = D_3$ and $N$ is its unique normal subgroup of order 3. Then $G^3$ is cyclic, but $\mathbb{H}^1(G, \Lambda) = \mathbb{Z}/3\mathbb{Z}$. This is indeed a direct consequence of the triviality of the transfer map in that case. The assertion follows from Lemma 5.3.

7.3. Non-Galois extension. The definition of our tori also makes sense in the setting of a non-Galois extension $K/k$. Let $K^+$ denote the corresponding Galois closure. We then have the following extension diagram

$$
\begin{pmatrix}
K^+ \\
| N_2 \\
| K \\
| p \\
K^+ \\
| k
\end{pmatrix} \rightarrow \begin{pmatrix}
G \\
| N_1
\end{pmatrix}
$$

where $G = \text{Gal}(K^+/k)$, $N_1 = \text{Gal}(K^+/K^+)$, and $N_2 = \text{Gal}(K^+/K)$. Note that if $p = 2$, we have that $K/K^+$ is necessarily Galois, and so $N_2$ is normal in $N_1$.

We recall the definition of our torus of rank $[K^+:k](p-1)+1$:

$$
(7.1) \quad T = \text{Ker} \left( \mathbb{G}_m \times_{\text{Spec}(k)} R_{K/k}(\mathbb{G}_m) \rightarrow x \rightarrow x^{-1}N_{K/K^+}(y) R_{K^+/k}(\mathbb{G}_m) \right).
$$

Observe that $X^*(R_{K^+/k}\mathbb{G}_m) = \mathbb{Z}[G/N_1]$, and $X^*(R_{K/k}\mathbb{G}_m) = \mathbb{Z}[G/N_2]$, and therefore the norm map $N_{K/K^+} : R_{K/k}\mathbb{G}_m \rightarrow R_{K^+/k}\mathbb{G}_m$ yields the corresponding
map on the character lattices \(\mathbb{Z}[G/N_1] \rightarrow \mathbb{Z}[G/N_2]\) defined by

\[
gN_1 \mapsto \sum_{hN_2 \in N_1/N_2} ghN_2 = g \cdot \left( \sum_{h \in N_1/N_2} hN_2 \right).
\]

By definition of \(T\) as kernel, we get the definition of \(X^*(T)\) through the dual sequence:

\[0 \rightarrow \mathbb{Z}[G/N_1] \rightarrow \mathbb{Z} \oplus \mathbb{Z}[G/N_2] \rightarrow X^*(T) \rightarrow 0,\]

where the first map is the direct sum of the augmentation map and the norm map above. This corresponds with the description made in [Cor97].

When \(K = K^2\) is Galois, then \(N_2 = \{1\}\), and hence we get \(N_1 = N\) as in the previous sections.

**Remark 7.2.** We now write a description of \(X^*(T)\) which is not particularly interesting for theoretical purposes, but does simplify its construction in SAGE.

Let \(\phi : \mathbb{Z}[G/N_1] \rightarrow \mathbb{Z}[G/N_2]\) be the map defined above. Its image is the span (as \(G\)-module) of \(\phi(N_1)\). One can check that \(\phi|_{\mathbb{Z}[G/N_1]} : \mathbb{Z}[G/N_1] \rightarrow \mathbb{Z}[G/N_2]^{N_1}\) is onto and contains \(\phi(N_1)\). Consequently, the image of \(\phi\) can be written \(\mathbb{Z}[G/N_2]^{N_1}\), which we use to denote \(G \cdot \mathbb{Z}[G/N_2]^{N_1}\). If \(K^+ / k\) is Galois then \(N_1\) is normal in \(G\), hence \(\mathbb{Z}[G/N_1]^{N_1} = \mathbb{Z}[G/N_1]\) and \(\text{Im}(\phi) = \text{Im}(\phi|_{\mathbb{Z}[G/N_1]}) = \mathbb{Z}[G/N_2]^{N_1}\).

Using this description, we can write

\[X^*(T) = \mathbb{Z}[G/N_2] / J \mathbb{Z}[G/N_2]^{N_1},\]

where \(J\) denotes the augmentation ideal. This explains why we build the \(N_1\)-invariant elements of \(\mathbb{Z}[G/N_2]\) and then complete the result into a \(G\)-submodule in the following examples. Building the map \(\phi\) and its image is also possible, but more cumbersome.

### 7.4. Non-Galois extensions of degree 4

Assume \(K\) is a non-Galois field extension of degree 4: in this setting \(K^+ / k\) is quadratic hence Galois. Looking at the transitive subgroups of \(S_4\), we observe that the only possibility of having an intermediate field \(K^+ / k\) of degree 2 is to have \(G\) be a group of order 4 or \(D_4\). Therefore since \(K\) is non-Galois, we get \(G = D_4\). Taking \(N_2\) to be any non-normal subgroup of \(D_4\) of degree 2 and \(N_1\) any (normal) subgroup of \(D_4\) of order 4 containing \(N_2\). Then SAGE computations show that \(|H^1(G, X^*(T))| = 2\) and \(|\Pi^2| \leq |\Pi^2(X^*(T))| = 1\).

```
1 sage: G = DihedralGroup(4)
2 sage: N2 = {h for h in G.subgroups() if h.order() == 2}[1]
3 sage: N1 = {h for h in G.subgroups() if h.order() == 4}[0]
4 sage: N2.is_normal(G)
5 True
6 sage: N2.is_normal(N1)
7 True
8 sage: Z = GLattice(N2, 1)
9 sage: IL = Z.induced_lattice(G)
10 sage: SM = IL.fixed_sublattice(N1)
11 sage: SL = SM.complete submodule().zero_out_sublattice()
12 sage: L = IL.quotient_lattice(SL)
13 sage: L.Tate_Cohomology(1)
14 []
15 sage: L.Tate_Shafarevich_lattice(2)
16 []
```

**Proposition 7.3.** Let \(K / k\) be an extension of degree 4 with intermediate extension \(K^+ / K\) of degree 2. Define \(T\) as in (7.3). If \(K / k\) is Galois and \(\text{Gal}(K/k) = (\mathbb{Z}/2\mathbb{Z})^2\) then we get \(\tau(T) = 2\), else \(\tau(T) = 1\).
Proof. The only non-Galois case is computed above. The numerator in the case $K/k$ Galois follows from Theorem 4.12 for $G = (\mathbb{Z}/2\mathbb{Z})^2$ and Proposition 4.14 for $G = \mathbb{Z}/4\mathbb{Z}$. The denominator in the Galois case is always trivial, when $G = \mathbb{Z}/4\mathbb{Z}$ this follows from Proposition 6.3 and when $G = (\mathbb{Z}/2\mathbb{Z})$ it was done in Example 6.10.

Example 7.4. Motivated by the application of the Tamagawa number in the formula of [AAG+19], we decided to compute the Tamagawa number related to the centralizer of the Frobenius of either Hyperelliptic curves with isomorphic Jacobians appearing in [How96]. We can consider the hyperelliptic curve $X$ over $\mathbb{F}_3$ defined by the equation $y^2 = x^5 + x^3 + x^2 - x - 1$. The Frobenius polynomial of this curve is $x^4 - x^3 + x^2 - 3x + 9$ which yields a non-Galois extension of $\mathbb{Q}$. Therefore if $T$ is the centralizer of this Frobenius in $GSp_4$, we get $\tau(T) = 1$.

7.5. The numerator of the Tamagawa number for general non-Galois extensions. As before, we define the auxiliary torus

$$ T_1 = \text{Ker} \left( R_{K/\mathbb{Q}}(G_m) \to R_{K^+/k}(G_m) \right) = R_{K^+/\mathbb{Q}}R^{(1)}_{K/K^+}(G_m). $$

We have the exact sequence

$$ 1 \to T_1 \to T \to G_m \to 1. \tag{7.2} $$

In particular,

$$ 0 \to \mathbb{Z} \to X^*(T) \to X^*(T_1) \to 0, $$

and by Hilbert 90, we get $|\hat{H}^1(G, X^*(T))| = |\hat{H}^1(G, X^*(T_1))|$. Let $\Lambda = X^*(T)$ and $\Lambda_1 = X^*(T_1)$. From the same reasoning as for $T$, we get the exact sequence

$$ 0 \to \mathbb{Z}[G/N_1] \to \mathbb{Z}[G/N_2] \to \Lambda_1 \to 0. $$

The corresponding cohomology yields

$$ 0 = \hat{H}^1(N_2, \mathbb{Z}) \to \hat{H}^1(G, \Lambda_1) \to \hat{H}^2(N_1, \mathbb{Z}) = N_1^{ab} \to \hat{H}^2(N_2, \mathbb{Z}) = N_2^{ab}. $$

The map $N_1^{ab} \to N_2^{ab}$ is just the restriction map on the dual groups $\varphi : \text{Hom}(N_1, \mathbb{Q}/\mathbb{Z}) \to \text{Hom}(N_2, \mathbb{Q}/\mathbb{Z})$.

If $K/K^+$ is Galois, then $N_2$ is normal in $N_1$, therefore if $\alpha \in \text{Ker}(\varphi)$, then $\alpha|_{N_2} = 0$ and hence $\alpha$ is induced from a character of $N_1/N_2 = \mathbb{Z}/p\mathbb{Z}$. In this case, $\hat{H}^1(G, \Lambda_1) = \text{Ker}(\varphi) = (\mathbb{Z}/p\mathbb{Z})^{ab} = p$. In the case $K/K^+$ is not Galois, and hence $N_2$ is not normal, if $\alpha \in \text{Ker}(\varphi)$ then $\text{Ker}(\alpha)$ is a normal subgroup of $N_1$ containing $N_2$, but $N_2$ has prime index, hence $\alpha = 0$. Therefore we proved:

**Proposition 7.5.** We have $\tau(T) \leq |\hat{H}^1(G, \Lambda_1)|$, and $|\hat{H}^1(G, \Lambda_1)| = \mathbb{Z}/p\mathbb{Z}$ if $K/K^+$ is Galois, else $\hat{H}^1(G, \Lambda_1) = 0$.

**Proof.** We have shown the second assertion. The first one comes from the formula of Theorem 2.2 and the cohomology of character lattices of (7.2).

**Remark 7.6.** If $K^+$ contains a $p$-root of unity, then $K/K^+$ is always Galois since it has degree $p$, in particular when $p = 2$ any quadratic extension is Galois so in this case we always get $\tau(T) \leq 2$. Note that from the classical results, if $p$ is the smallest prime dividing $|N_1| = [K^2 : K^+]$ then $N_2$ is automatically normal in $N_1$. In particular this holds when $N_1$ is a $p$-group.
The cohomology of the sequence of character lattices associated to \( (7.2) \) yields
\[
0 \to \hat{H}^1(G, \Lambda) \to \hat{H}^1(G, \Lambda_1) \to \hat{H}^2(G, \mathbb{Z}) \to 0.
\]
Now using the fact that \( \hat{H}^1(G, \Lambda_1) = \text{Ker}(\text{Hom}(N_1, \mathbb{Q}/\mathbb{Z}) \to \text{Hom}(N_2, \mathbb{Q}/\mathbb{Z})) \), we get:

**Proposition 7.7.** We have the equality
\[
\hat{H}^1(G, \Lambda) = \text{Ker} \left( \hat{H}^1(G, \Lambda_1) \to \hat{H}^2(G, \mathbb{Z}) \right) = \{ \alpha \in \text{Hom}(N_1, \mathbb{Q}/\mathbb{Z}) : \alpha|_{N_2} = 0, \quad \alpha \circ \text{tr}_{\Lambda_1}^G = 0 \}.\]

The last equality of the Proposition seems a little ambiguous since \( \text{tr}_{\Lambda_1}^G \) is valued in \( N_1^{ab} \), but note that elements of \( \text{Hom}(N_1, \mathbb{Q}/\mathbb{Z}) \) factor through \( N_1^{ab} \) and hence we only need to look at pre-transfers.

**Lemma 7.8.** We have \( \hat{H}^1(G, \Lambda) \subset \mathbb{Z}/2\mathbb{Z} \), and \( \hat{H}^1(G, \Lambda) = \mathbb{Z}/2\mathbb{Z} \) if and only if \( \text{tr}_{\Lambda_1}^G(G) \subset N_2 \).

*Proof.* The first assertion follows from the fact
\[
\hat{H}^1(G, \Lambda) \subset \hat{H}^1(G, \Lambda_1) = \text{Hom}(N_1/N_2, \mathbb{Q}/\mathbb{Z}) = \mathbb{Z}/2\mathbb{Z}.
\]
Here \( \text{Hom}(N_1/N_2, \mathbb{Q}/\mathbb{Z}) \) is identified with characters of \( N_1 \) trivial on \( N_2 \). The only nontrivial element of this group is the character \( \alpha : N_1 \to \mathbb{Q}/\mathbb{Z} \) defined by \( \alpha(N_2) = 0 \) and \( \alpha(\rho N_2) = 1/2 \).

Therefore, by the description of \( \hat{H}^1(G, \Lambda) \) in the previous section, we only need to determine if the image of \( \text{tr}_{\Lambda_1}^G \) is contained in \( \text{Ker}(\alpha) = N_2 \). If this is the case then \( \hat{H}^1(G, \Lambda) = \mathbb{Z}/2\mathbb{Z} \), else \( \hat{H}^1(G, \Lambda) = 0 \). \( \square \)

**Corollary 7.9.** If \( [K^+ : \mathbb{Q}] \) is odd, then \( \hat{H}^1(G, \Lambda) = 0 \).

*Proof.* Assume \( [K^+ : \mathbb{Q}] \) is odd. Since \( \rho \) is central, we have \( \text{tr}_{\Lambda_1}^G(\rho) = \rho|_{G/N_2} = \rho|_{(K^+:\mathbb{Q})} = \rho \notin N_2 \) since \( K \) is not totally real. \( \square \)

**Corollary 7.10.** If \( K \) is a CM-field of degree 6 then \( \hat{H}^1(G, \Lambda) = 1 \).

We now know the numerators for all extensions of degree 4 and 6.

**Theorem 7.11.** Let \( K/\mathbb{Q} \) be a CM-field and \( \Lambda = X^*(T) \). We have \( \hat{H}^1(G, \Lambda) \subset \mathbb{Z}/2\mathbb{Z} \). Moreover, \( \hat{H}^1(G, \Lambda) = 0 \) if and only if there is \( g \in G \) such that \( |\langle g \rangle \rangle_{G/N_2} = 0 \) is odd, where \( G = \text{Gal}(K^2/\mathbb{Q}) \) and \( N_2 = \text{Gal}(K^4/K) \).

In particular, if \( K/\mathbb{Q} \) is Galois, then we recover the result that \( \hat{H}^1(G, \Lambda) = 0 \) if and only if the 2-Sylow subgroups of \( \text{Gal}(K/\mathbb{Q}) \cong G/N_2 \) are cyclic.

*Proof.* We will use \((7.8)\) and compute the transfer map \( \text{tr}_{\Lambda_1}^G \). This proof will be somewhat technical so the reader can refer to a simplified example going through the main ideas of the proof in Example \((7.12)\).

Decompose \( G \) into the left cosets: \( G = \bigsqcup_{i=1}^m x_iN_1 \) and write \( X = \{ x_1, \ldots, x_n \} \).

Fix \( g \in G \). Let \( \tilde{\sigma} \in S_X \) such that \( g x_i N_1 = \tilde{\sigma}(x)N_1 \) for all \( x \in X \). Let \( \tilde{\sigma} = \tilde{\xi}_1 \cdots \tilde{\xi}_\ell \) be the decomposition of \( \tilde{\sigma} \) as product of disjoint cyclic permutations.
For all $1 \leq i \leq \ell$ write $\tilde{\xi}_i = (x_{i_1} \cdots x_{i_\ell})$. Write
\[ g^\tilde{\xi}_i = x_{i_1}^{-1} g^\tau x_{i_1} = (x_{i_1}^{-1} g x_{i_1}) (x_{i_2}^{-1} g x_{i_2}) \cdots (x_{i_\ell}^{-1} g x_{i_\ell}) \in N_1. \]

Then $\text{tr}^G_{N_1}(g) = \prod_{i=1}^{\ell} g^\tilde{\xi}_i N_1^t$ where $N_1^t$ denotes the commutator subgroup of $N_1$.

Note that this cycle decomposition is equivalent to a decomposition of $G$ into double cosets $(g)\backslash G/N_1$ via $G = \bigsqcup_{j=1}^{\ell} \bigsqcup_{i=1}^{r_j} g^j x_{j_i}. N_1 = \bigsqcup_{j=1}^{\ell} (g)x_{j_i}. N_1$. In particular, $\ell = |(g)\backslash G/N_1|$.

We have that $N_1 = N_2 \sqcup \rho N_2$, so $G = (\bigsqcup_{i=1}^{\ell} x_i. N_2) \sqcup (\bigsqcup_{i=1}^{\ell} \rho x_i. N_2)$. Let $\rho X = \{px \mid x \in X\}$, and let $\sigma \in S_{X_{\rho} \cup \rho X}$ such that $gxN_2 = \sigma(x)N_2$ for all $x \in X \cup \rho X$.

Since for all $x \in X$ we have $gxN_1 = \sigma(x)N_1$, then either $gxN_2 = \tilde{\sigma}(x)N_2$ or $gxN_2 = \rho \tilde{\sigma}(x)N_2$, hence for all $x \in X$ we have $\sigma(x) = \tilde{\sigma}(x)$ or $\sigma(x) = \rho \tilde{\sigma}(x)$.

Decompose $\sigma = \xi_1 \cdots \xi_t$ into disjoint cycles, where $t = |(g)\backslash G/N_2|$. Define the action of $\rho$ on $S_{X_{\rho} \cup \rho X}$ via $\rho \tau(x) = \tau(px)$.

Clearly for all $1 \leq i \leq t$, both $\xi_i$ and $\rho \cdot \xi_i$ appear in the decomposition of $\sigma$ since the latter is $\rho$-invariant.

Let $X' \subset X$ denote a set of representatives of $(g)\backslash G/N_1$. For all $1 \leq j \leq \ell$ we have the identification $\tilde{\xi}_j = \tilde{\xi}_j x_j$ for some $x_j \in X'$, where $\tilde{\xi}_j$ denotes the action of $\delta$ on the orbit of $x$. Likewise for all $1 \leq i \leq t$ we have $\xi_i = \xi_i x_i$ or $\xi_i = \xi_i px_i x_i$ for some $x_i \in X'$. Let $x_i \in X'$, the cycle $\tilde{\xi}_i$ corresponds to two permutations $\xi_i$ and $\xi_i px_i x_i$. If $\xi_i \neq \xi_i px_i x_i$ then $\tilde{\xi}_i \rho$ has the same length as $\xi_i$ and $\rho$ is central hence $g^\tilde{\xi}_i = g^{\xi_i} = g^{\xi_i px_i x_i}$, thus $g^\tilde{\xi}_i \in N_2$. If $\xi_i = \xi_i px_i x_i$, then the length of $\tilde{\xi}_i$ is twice the size of $\xi_i$, and in particular $g^\tilde{\xi}_i = (g^{\xi_i})^2$ and $g^{\xi_i} \in \rho N_2$. Note that
\[ \eta := \left|\left\{x \in X' \mid g^\tilde{\xi}_i \notin \rho N_2 \right\}\right| = \left|\left\{x \in X' \mid \xi_i \rho \cdot \xi_i \right\}\right| = \left|\{1 \leq i \leq t : \xi_i = \rho \cdot \xi_i\}\right|. \]

On the one hand $\text{tr}^G_{N_1}(g) = \prod_{i=1}^{\ell} g^\tilde{\xi}_i \in \rho^\eta N_2$ belongs to $N_2$ if and only if $\eta$ is even. On the other hand, $\eta$ is the number of fixed points of the action of the involution $\rho$ on $\{\xi_1, \cdots, \xi_t\}$, hence $\eta \equiv t \pmod{2}$. We got $\text{tr}^G_{N_1}(g) \in N_2$ if and only if $t$ is even, and $t = |(g)\backslash G/N_2|$. We conclude that $\text{Im}(\text{tr}^G_{N_1}) \subset N_2$ if and only if $|(g)\backslash G/N_2|$ is even for all $g \in G$ and then we can use Lemma 7.8.

If $K/Q$ is Galois, then $N_2$ is normal in $G$, so $(g)\backslash G/N_2$ is even for all $g \in G$ if and only if every cyclic subgroup of Gal$(K/Q) \cong G/N_2$ has even index, which is true if and only if the 2-Sylow subgroups of $G/N_2$ are not cyclic. \(\square\)

Example 7.12. Using the notations of the previous theorem, we will give a minimal example to explain the reasoning.

Assume $|G/N_1| = 3$ and we pick the left coset representatives $x, y, z \in G$. Then we have
\[ G = \bigsqcup_{i=0}^{1} \rho^i x N_2 \sqcup \rho^i y N_2 \sqcup \rho^i z N_2. \]

Pick $g \in G$ with associated permutations $\tilde{\sigma} \in S_{G/N_1}$ and $\sigma \in S_{G/N_2}$ as in the theorem. We will also assume that $\tilde{\sigma} = \tilde{\xi}_1 = (x \ y \ z)$, and $\sigma$ sends $x$ to $px$, $y$ to $\rho y$. Since $\tilde{\sigma}(z) = x$, there are then two possibilities for the image of $z$ under $\sigma$.

- $\sigma(z) = x$. We can therefore write $\sigma = (x \ y \ z)(px \ y \ \rho z) = \xi_3 \xi_{px}$, and $\rho$ permutes both (disjoint) cycles. Equivalently $|(g)\backslash G/N_2| = 2$. By centrality of $\rho$ we have $g^\tilde{\xi}_i = g^{\xi_3} = g^{\xi_{px}} \in N_2$. 

\[ \sigma(z) = \rho x. \] Now \( \sigma = (x \, y \, z \, x \, y \, \rho z) = \zeta_3. \] This is the case when \( \zeta_3 \) is fixed under the action of \( \rho \). Equivalently \( |\langle g \rangle G/N_2| = 1 \). In particular, we have \( g^{i\zeta} \in \rho N_2 \), and \( g^{i\zeta} = (g^{i\zeta})^2 \in N_2 \).

This is the argument we use in the proof, the image of the pre-transfer will belong in \( \rho^i N_2 \) where \( i \) is the number of fixed cycles in the decomposition of \( \sigma \). The non-fixed cycles come in pairs, so this number has the same parity as \( |\langle g \rangle G/N_2| \).

### 7.7. Examples computed by SAGE.
We have determined the Tamagawa numbers of the tori corresponding to CM-fields of degree 4, and we have seen the numerator of Ono’s formula is always trivial for CM-fields of degree 6. Moreover, using SAGE, one can check that \( \mathfrak{III}_T(T) \) is trivial in the latter case. We get the following proposition.

**Proposition 7.13.** Let \( K/Q \) be a CM-field of degree 6, then \( \tau(T) = 1 \).

For degree 8 extensions, one can easily compute the numerator and \( \mathfrak{III}_T^2(T) \); the results are available at [Rü20]. We can notice that there are only 6 different groups \( \text{Gal}(K^2/Q) \) such that \( \mathfrak{III}_T^2(T) \neq 0 \), in all those cases we have \( \mathfrak{III}_T^2(T) = \mathbb{Z}/2\mathbb{Z} \).

**Example 7.14.** Assume \( K \) is the CM-field defined by the polynomial \( x^8 + 8x^6 + 17x^4 + 9x^2 + 1 \). The corresponding Galois group is \( C_2^2 : S_4 \), of order 192 with action 8T39 on the roots. We get \( \tau(T) = 2 \). The totally real subfield is defined by \( x^4 - x^3 - 5x^2 + 4x + 3 \) and has Galois group \( S_4 \).

**Example 7.15.** Let \( f_1, f_2, f_3 \) the three following polynomials:
\[ f_1 = x^8 + 14x^6 + 36x^4 + 28x^2 + 4, \]
\[ f_2 = x^8 + 28x^6 + 250x^4 + 868x^2 + 961, \]
\[ f_3 = x^8 + 14x^6 + 39x^4 + 32x^2 + 8. \]

Let \( K_1, K_2, K_3 \) be the corresponding CM-fields with respective tori \( T_1, T_2, \) and \( T_3 \). All have Galois group \( \text{Gal}(K_i^2/Q) = C_2^2 : D_4 \) with label (32, 6), however \( \tau(T_1) = 2 \) and \( \tau(T_2) = \tau(T_3) = 1 \). Indeed, despite the extensions having the same Galois group, they correspond to a different transitive action on 8 points, respectively 8T19, 8T20, 8T21. Here both \( K_1^+ \) and \( K_3^+ \) are Galois, with respective Galois groups \( \mathbb{Z}/4\mathbb{Z} \) and \( (\mathbb{Z}/2\mathbb{Z})^2 \). The field \( K_1^+ \) is not Galois, the Galois group of its Galois closure is \( D_4 \).

**Example 7.16.** Let \( K \) be the non-Galois CM-field defined by
\[ f = x^8 - 3x^7 + 27x^6 - 85x^5 + 331x^4 - 690x^3 + 1513x^2 - 1694x + 1801. \]

The Galois group of its closure is the Semidihedral group \( QD_{16} = Q_8 \rtimes \mathbb{Z}/2\mathbb{Z} \). Every decomposition group here is cyclic, hence using the table for extensions of degree 8 in [Rü20] we get that \( \tau(T) = \frac{1}{5} \). This example is particularly interesting because in the Galois case, Proposition 6.3 tells us that if the numerator of Ono’s formula equals 1, then so does the denominator. However in this non-Galois case, we can have trivial \( H^1(Q, X^*(T)) \) but not \( \mathfrak{III}_1^1(T) \).

### 7.8. Tori split over a CM-Étale algebra.
Let \( K = \bigoplus_{i=1}^r K_i \) be an étale algebra over \( \mathbb{Q} \) with the intermediate étale subalgebra \( K^+ = \bigoplus_{j=1}^m K_j^+ \). We can again define the tori.
\[ T^K = \text{Ker} \left( \mathbb{G}_m \times \text{Spec}(\mathbb{Q}) \to \mathbb{R}_{K/Q}(\mathbb{G}_m), (x,y) \mapsto x^{-1} N_{K/K^+}(y) \right) \mathbb{R}_{K^+/Q}(\mathbb{G}_m), \]

and

\[ T^K_i = \text{Ker} \left( \mathbb{R}_{K_i/Q}(\mathbb{G}_m) \to \mathbb{R}_{K^+_i/Q}(\mathbb{G}_m) \right) \mathbb{R}_{K^+/Q}(\mathbb{G}_m). \]

Assume that \( K \) is a CM-étale algebra, with complex involution \( \rho \) and \( K^+ \) is the étale algebra fixed by \( \rho \). Since each \( K_i^+ \) is totally real and \( \rho \) is the complex conjugation, we have \( r = m \), and for each \( 1 \leq i \leq r \) we can define

\[ T_{K_i} = \text{Ker} \left( \mathbb{G}_m \times \text{Spec}(\mathbb{Q}) \to \mathbb{R}_{K_i/Q}(\mathbb{G}_m), (x,y) \mapsto x^{-1} N_{K_i/K^+_i}(y) \right) \mathbb{R}_{K^+_i/Q}(\mathbb{G}_m), \]

and

\[ T_{K_i}^K = \text{Ker} \left( \mathbb{R}_{K_i/Q}(\mathbb{G}_m) \to \mathbb{R}_{K^+_i/Q}(\mathbb{G}_m) \right) \mathbb{R}_{K^+/Q}(\mathbb{G}_m). \]

We have \( T^K_1 = \prod_{i=1}^r T_{K_i}^K \), and \( T^K \subset T^K \subset \prod_{i=1}^r T^K_i \) with corresponding exact sequences

\[ 1 \to T^K_i \to T^K \to \mathbb{G}_m \to 1, \]

and

\[ 1 \to T^K \to \prod_{i=1}^r T^K_i \to \mathbb{G}_{m}^{r-1} \to 1. \]

The respective exact sequences of character lattices are

\[ 0 \to \mathbb{Z} \to X^*(T^K) \to X^*(T^K_1) \to 0, \]

and

\[ 1 \to \mathbb{Z}^{r-1} \to \bigoplus_{i=1}^r X^*(T^K_i) \to X^*(T^K) \to 1. \]

Thanks to the previous section we have computed

\[ \hat{H}^1(\mathbb{Q}, X^*(T^K_1)) = \bigoplus_{i=1}^r \hat{H}^1(\mathbb{Q}, X^*(T^K_i)) = (\mathbb{Z}/2\mathbb{Z})^r \]

and Theorem 7.11 gives us a formula for \( \bigoplus_{i=1}^r \hat{H}^1(\mathbb{Q}, X^*(T^K_i)). \)

The cohomology of (7.5) and (7.6) gives us an estimate of the numerator of \( \tau(T) \). We have the inequality

\[ \prod_{i=1}^r |\hat{H}^1(\mathbb{Q}, X^*(T^K_i))| \leq |\hat{H}^1(\mathbb{Q}, X^*(T^K))| \leq 2^r. \]

Let \( K^\sharp \) be a Galois extension of \( \mathbb{Q} \) splitting every \( T^K_i \), and hence splitting \( T^K \) too. Let \( G = \text{Gal}(K^\sharp/\mathbb{Q}) \). For each \( i \in \{1, \ldots, r\} \) we let \( K^\sharp_i \) denote the Galois
Corollary 7.18. Assume $K_i$ and $K_i^+$ its maximal totally real subfield. We write $G_i = \text{Gal}(K_i^+/\mathbb{Q})$, $H_i = \text{Gal}(K_i^2/K_i^+)$ and $N_i = \text{Gal}(K_i^+/{K_i})$.

Continuing with the cohomology of \(Z(\Phi)\), we get

$$0 \to \hat{H}^1(G, X^*(T^{K_i})) \to \hat{H}^1(G, X^*(T^{K_i^+})) = \bigoplus_{i=1}^r \hat{H}^1(G, X^*(T^{K_i})) \to \hat{H}^2(G, \mathbb{Z}).$$

We have computed the rightmost arrow in the previous section for a single CM-field, this time we have to consider the sum of those mappings. If $g \in G$ and $1 \leq i \leq r$, we let

$$\nu^i_g = \frac{|(gH_i)/G, H_i|/N_i|}{2} = \frac{|(gH_i)/G|/N_i|}{2} \in \mathbb{Q}/\mathbb{Z}.$$  

Let $k = (k_1, \ldots, k_r) \in (\mathbb{Z}/2\mathbb{Z})^r$, and define $\phi_k \in \text{Hom}(G, \mathbb{Q}/\mathbb{Z})$ by $\phi_k(g) := \sum_{i=1}^r k_i \nu^i_g$. To sum up the results of Theorem 7.11, we get that

**Lemma 7.17.**

$$\hat{H}^1(G, X^*(T)) = \ker(\varphi), \quad \text{where } \varphi : \begin{cases} (\mathbb{Z}/2\mathbb{Z})^r \to \text{Hom}(G, \mathbb{Q}/\mathbb{Z}) \\ k \mapsto \phi_k \end{cases}.$$  

We can recover previous computations of $\hat{H}^1(G, X^*(T^{K_i})) = \ker(\varphi \circ \eta_i)$ where $\eta_i : \mathbb{Z}/2\mathbb{Z} \to (\mathbb{Z}/2\mathbb{Z})^r$ is the injection in the $i$th coordinate. In particular, we again have

$$\hat{H}^1(G, X^*(\prod_{i=1}^r T^{K_i})) = \bigoplus_{i=1}^r \ker(\varphi \circ \eta_i) \subset \ker(\varphi) = \hat{H}^1(G, X^*(T)).$$

**Corollary 7.18.** Assume $K = \bigoplus_{i=1}^r (K_i)^{\oplus_{j_i}}$ for some $j_1, \ldots, j_r \in \mathbb{N}$. Define $I = \{1 \leq i \leq r : \hat{H}^1(G, X^*(T^{K_i})) = 0\}$. Then we get

$$\bigoplus_{i \in I} (\mathbb{Z}/2\mathbb{Z})^{j_i} \oplus \bigoplus_{i \in I} (\mathbb{Z}/2\mathbb{Z})^{j_i-1} \leq \hat{H}^1(G, X^*(T)) \leq \bigoplus_{i=1}^r (\mathbb{Z}/2\mathbb{Z})^{j_i}.$$  

**Proof.** For each $i$, let $\tilde{\varphi}^i$ denote the restriction of $\varphi$ to the labels corresponding to $K_i^{j_i}$.

Let $1 \leq i \leq r$. If $\hat{H}^1(G, X^*(T^{K_i})) = \mathbb{Z}/2\mathbb{Z}$, then $\tilde{\varphi}^i$ is identically zero, hence $(\mathbb{Z}/2\mathbb{Z})^{j_i} = \ker(\tilde{\varphi}^i)$. If however $\hat{H}^1(G, X^*(T^{K_i})) = 0$, then $\tilde{\varphi}^i$ will send every zero-sum vector of $(\mathbb{Z}/2\mathbb{Z})^{j_i}$ to 0, hence $(\mathbb{Z}/2\mathbb{Z})^{j_i-1} = \ker(\tilde{\varphi}^i)$. \qed

**Corollary 7.19.** Assume $K = \bigoplus_{i=1}^r (K_i)^{\oplus_{j_i}}$ for some $j_1, \ldots, j_r \in \mathbb{N}$ such that $\text{Gal}(K^{2}/\mathbb{Q}) = \bigoplus_{i=1}^r \text{Gal}(K_i^{2}/\mathbb{Q})$. We get

$$\hat{H}^1(G, X^*(T)) = \bigoplus_{i=1}^r (\mathbb{Z}/2\mathbb{Z})^{j_i-1} \hat{H}^1(G_i, X^*(T^{K_i})).$$  

**Proof.** In that case, the triviality of each $\varphi_i$ can be tested independently on each quotient $G/H_i = G_i$. Therefore, following the notations of the proof of Corollary 7.18, we have $\prod_{i=1}^r \ker(\tilde{\varphi}^i) = \ker(\varphi)$. \qed

**Example 7.20.** Let $K = (K_1)^{\oplus r}$ where $K_1/\mathbb{Q}$ is a Galois CM-field with Galois group $G = G_1$. By Corollary 7.19 and Theorem 4.12 we know that $\hat{H}^1(Q, X^*(T)) = (\mathbb{Z}/2\mathbb{Z})^{r-1}$ if the 2-Sylow subgroups of $G$ are cyclic, otherwise $\hat{H}^1(Q, X^*(T)) = \bigoplus_{i=1}^r \text{Hom}(G_i, \mathbb{Q}/\mathbb{Z})$.
(\mathbb{Z}/2\mathbb{Z})^r$. Since $K_1$ is Galois, we have $\hat{H}^2(G, X^*(T^K_1)) = \hat{H}^2(G, X^*(T_1)) \oplus r = 0$ by Corollary 5.2. Therefore the cohomology of (7.5) yields

$$0 \to \hat{H}^1(G, X^*(T^K)) \to \hat{H}^2(G, X^*(T^K_1)) \to \hat{H}^2(G, X^*(T^K)) \to 0.$$ 

The first arrow has trivial cokernel if $G_2$ is non-cyclic, else it has cokernel $\mathbb{Z}/2\mathbb{Z}$. Therefore, we get $\hat{H}^2(G, X^*(T^K)) = \hat{H}^2(G, \mathbb{Z})$ if $G_2$ is not cyclic, else we get $\hat{H}^2(G, X^*(T^K)) = \hat{H}^2(G, \mathbb{Z})/N_1$. The same logic works for the cohomology of any subgroup of $G$. Therefore, we get $\Pi^2(T^K) = \Pi^2(T^{K_1})$. We can conclude

$$\tau(T^K) = 2^{r-1} \tau(T^{K_1}).$$ 

The exact same reasoning gives us the following proposition.

**Proposition 7.21.** Assume $K = \bigoplus_{i=1}^r (K_i) \oplus j_i$ for some $j_1, \ldots, j_r \in \mathbb{N}$ such that each $K_i$ is a Galois CM-field and $\text{Gal}(K/\mathbb{Q}) = \prod_{i=1}^r \text{Gal}(K_i/\mathbb{Q})$. We get

$$\tau(T^K) = \prod_{i=1}^r 2^{j_i - 1} \tau(T^{K_i}).$$
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