Can footwear satisfaction be predicted from mechanical properties?
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ABSTRACT
Research is often conducted to investigate footwear mechanical properties and their effects on running biomechanics, but little is known about their influence on runner satisfaction, or how well the shoe is perceived. A tool to predict runner satisfaction in a shoe from its mechanical properties would be advantageous for footwear companies. Data in this study were from a database (n = 615 subject-shoe pairings) of satisfaction ratings (gathered after participants ran on a treadmill), and mechanical testing data for 87 unique subjects across 61 unique shoes. Random forest and elastic net logistic regression models were built to test if footwear mechanical properties and subject characteristics could predict runner satisfaction in 3 ways: degree-of-satisfaction on a 7-point Likert scale, overall satisfaction on a 3-point Likert scale, and willingness-to-purchase the shoe (yes/no response). Data were divided into training and validation sets, using an 80–20 split, to build the models and test their accuracy, respectively. Model accuracies were compared against the no-information rate (i.e. proportion of data belonging to the largest class). The models were not able to predict degree-of-satisfaction or overall satisfaction from footwear mechanical properties but could predict runner’s willingness to purchase with 68–75% accuracy. Midsole Gmax at the heel and forefoot appeared in the top five of variable importance rankings across both willingness-to-purchase models, suggesting its role as a major factor in purchase decisions. The negative regression coefficient for both heel and forefoot Gmax indicated that softer midsoles increase the likelihood of a shoe purchase. Future models to predict satisfaction may improve accuracy with the addition of more subject-specific parameters, such as running goals or foot proportions.
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Introduction
Footwear research and development is often focused on how the designs of various shoe properties alter running biomechanics in order to investigate a link to injury prevention or performance enhancement. An often-overlooked aspect of this research is how changes to footwear mechanical properties influence runner satisfaction in the shoe, or, in other words, how well a shoe meets a runner’s requirements in terms of fit, cushioning, comfort, performance, and other relevant aspects. Here, satisfaction refers to the initial satisfaction felt in a shoe that compels a runner to purchase a shoe. While the benefits of innovations to reduce injury occurrence or aid performance to runners are obvious, the likelihood of a runner buying the shoe will also depend on the satisfaction they feel with the shoe.

Footwear manufacturers often highlight how innovations to shoe features will benefit the runner. This strategy implies runners seek shoes with features that improve performance or reduce injury. Although the literature is inundated with biomechanical studies on footwear characteristics, conclusions surrounding their effects on injury and performance remain equivocal. For example, midsole thickness appears to alter running biomechanics (Chambon et al., 2014; Law et al., 2019; TenBroek et al., 2014), but results remain mixed on how it influences other parameters such as shock attenuation (impact peak, loading rate, tibial acceleration) (Chambon et al., 2014; Hamill et al., 2011;
Law et al., 2019) and running performance (metabolic efficiency) (Burns & Tam, 2020; Hoogkamer, 2020). The story is similar for midsole hardness and impact characteristics (Nigg et al., 2012; Sterzing et al., 2013). More resilient midsole foams seem to improve running economy (Nigg et al., 2012; Sterzing et al., 2013), while heavier shoes increase oxygen consumption by about 1% per 100 grams (Franz et al., 2012; Frederick et al., 1984). Optimal longitudinal stiffness values may exist to benefit running performance (Ortega et al., 2021; Roy & Stefanyshyn, 2006), but these likely vary between individuals and may be speed-dependent (Day & Hahn, 2021; McLeod et al., 2020). Notably, a shoe perceived as more comfortable shows slight benefits to metabolic demand compared to shoes rated as uncomfortable (Luo et al., 2009). This litany of ambiguous results across biomechanical studies provides little insight into which footwear characteristics may be important to individual runners.

While biomechanical studies dominate the literature, footwear manufacturers also collect data on footwear perception through wear testing. Mechanical properties are thought to be necessary for perceived comfort (Miller et al., 2000), but their relationship to overall satisfaction is unclear. In surveys of runners worldwide, cushioning is often cited as a critical feature in footwear (Clifton et al., 2011; Schubert et al., 2011) although the importance of specific features may differ between gender (Clifton et al., 2011) and age (Schubert et al., 2011). Runners can perceive differences in midsole hardness (Milani et al., 1997) and tend to rate softer shoes (i.e. decreased hardness) as having better cushioning (Sterzing et al., 2013, 2015). However, it is not as simple as ‘softer is better’ as hard shoes have been found to be more comfortable than soft shoes when combined with high torsional stiffness (Miller et al., 2000).

It would be helpful for shoe manufacturers to know which mechanical properties are the most important in determining the satisfaction of a shoe to a runner. Furthermore, the ability to predict if a shoe will be well-received based simply on its mechanical properties would be invaluable to footwear manufacturers. Therefore, the purpose of this study was to determine the relationship between the mechanical properties of footwear and runner satisfaction. In addition, we investigated the relationship between perceived cushioning and the willingness of the runners to purchase the footwear.

Methods

Data collection

Data used in this study were obtained from a database of shoe mechanical properties and footwear perception data compiled from multiple studies conducted at the Brooks Run Research Laboratory. The database contained responses ($n = 615$) from 86 unique participants (24 males, 62 females; $66.0 \pm 10.3$ kg; $1.68 \pm 0.07$ m; $36.3 \pm 8.9$ years-old; see Figure 1 for distribution of participant characteristics), in which they rated footwear based on cushioning and satisfaction. Responses were taken after participants ran in the shoes for two minutes on a treadmill. Also noted within the database were mechanical testing data on 61 shoe models across seven brands. This research was conducted according to all applicable regulations, and informed consent was obtained from each participant prior to testing.

The mechanical properties of each shoe were assessed using a custom gravity-driven impact test machine, using the ASTM F1976-13 standard. Each shoe was impacted 30 times at two locations, in the

![Figure 1](image_url)

Figure 1. A simple histogram shows the distribution of males and females in the dataset. Violin plots show the distribution, across all subjects, of age, body mass, and height. The cross and circle represent the median and mean, respectively, of the data.
heel and forefoot (FF), with an 8.5 kg mass. Drop height was varied between shoes to maintain an energy input of 5J. The mean of the last 10 impacts was used to calculate mechanical variables. Mechanical variables derived were: Gmax, energy return (ER), loading rate (LR), time-to-peak (TTP). Midsole stiffness on the Asker-C scale (Duro) was also assessed using a hand-held durometer (Shore C, Instron, Norwood, MA, USA). Other measures related to the mechanical properties of each shoe were heel and FF stack height (including sock liner), longitudinal bending stiffness (Flex), and shoe weight. A summary of the mechanical properties across all shoes can be seen in Figure 2.

Footwear perceptual data were gathered after participants ran on an instrumented force treadmill (Bertec Corporation, Columbus, OH, USA) for one minute at 3.35 m/s and for one minute at their preferred pace. Participants ran in different models of shoes from several manufacturers but were blinded to the brand by taping over any visible logos. After running for a total of two minutes in each shoe, runners were asked a series of questions rating the shoes in terms of heel cushioning, forefoot cushioning, longitudinal flexibility, transition, energy return, stability, and overall satisfaction. Subjects were given extra time on the treadmill if they felt two minutes was not enough time to form an opinion on the shoe. The focus of the models in this paper is on their overall satisfaction, which can also be viewed as their point-of-purchase satisfaction. Subjects were asked to rate their overall satisfaction with the shoe and whether or not they would be willing to purchase it. A definition of satisfaction was not provided to the runners as we wanted them to use their own personal criteria. We did ask that participants try to only consider factors that influence the feel and performance of the shoe (i.e.
cushioning, weight, flexibility, energy return, etc.), and to ignore aesthetics (i.e. colour). Overall satisfaction was rated on a 7-point Likert scale, with very dissatisfied rated as 1 and very satisfied rated as a 7, while willingness-to-purchase the shoe was answered on a Yes/No basis. Satisfaction questions asked to participants, including answer choices, can be seen in Supplementary Material 1. Figure 3 presents the distribution of satisfactory responses across all shoes as grouped by brand.

Data analysis

In pre-processing, 7-point overall satisfaction scores were transformed into a 3-point scale to allow for a general satisfaction score. Here, all dissatisfied responses (score of 1–3 on a 7-point scale) were given a score of 1, all neutral scores (score of 4) were re-scored as 2, and all satisfied responses (score of 5–7) were re-scored as a 3. This removed the level of satisfaction as a confounding factor while also maintaining a distinction between satisfaction and willingness to purchase.

High collinearity amongst predictors can influence the performance and stability of some predictive models (Kuhn & Johnson, 2013). Therefore, a correlation matrix of the mechanical properties was created, and all Pearson Product Moment Correlations (Figure 4) above 0.8 and below −0.8 were evaluated to determine which variables to remove from the models. Correlations between values at the heel and FF were ignored, as previous research has shown different cushioning between the two locations can impact perception (Sterzing et al., 2013). LR, TTP, and Gmax at each location all showed the highest correlations with each other. Since LR is calculated from TTP, and TTP is derived from Gmax, random forest models were run with LR and TTP removed to see if predictive performance improved (see ‘Model building’ section).
Random Forest

Random forest models, decision tree-based algorithms designed for regression or classification, were chosen as one of the types of models to test the predictive power of shoe mechanical properties on overall satisfaction. In essence, a decision tree is a series of ‘if-then’ statements that try to describe the response variable (Kuhn & Johnson, 2013). Decision trees start with a root node, which is the predictor that best splits the data and creates two more nodes (Starmer, 2021). At each subsequent node, another variable is chosen that best splits the data based on a metric of the lowest impurity (e.g., Gini impurity to measure the probability of misclassification using the selected variable) (Starmer, 2021). This process repeats until no parameters remain or the addition of a parameter does not reduce impurity (Starmer, 2018). If a parameter does not reduce impurity, then it is eliminated from the model (Starmer, 2018). In random forest models, a collection, or forest, of trees (on the order of hundreds or thousands) is built and a final prediction is made based on the average or most common prediction of all tree models in the forest (Kuhn & Johnson, 2013). This prediction via aggregation reduces variance in the overall model (Kuhn & Johnson, 2013). Random forests also reduce the correlation between trees by choosing amongst a random subset of predictors at each node, instead of all available predictors (Hastie et al., 2009; Kuhn & Johnson, 2013). The drawback to random forest models is that the relationships between predictors and the outcome remain unknown, but they do provide each predictor’s importance to the model (Kuhn & Johnson, 2013).

The algorithms for each model also contain hyperparameters that can be tuned and optimised to increase accuracy. For the random forest algorithm, the number of variables randomly selected at each node (called \( m_{\text{try}} \)) is the most tuneable hyperparameter, but a default value of \( \sqrt{p} \), where \( p \) is the number of predictors, is typically used (Hastie et al., 2009; Kuhn & Johnson, 2013). Other hyperparameters can also be tuned and optimised (Kuhn & Johnson, 2013), but Probst et al. (2019) found random forest models are robust to the
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values used. Therefore, default values were used for the number of trees in the forest (1000) and the minimum number of samples in the terminal node (1). The ordinal forest algorithm, a variation of the random forest model that handles ordinal outcome variables, also has hyperparameters (number of score sets tried prior to calculation of optimal score set, size of the forests grown for each score set, and size of the final forest) that can be tuned, although default values are also robust to dataset size (Hornung, 2020).

Logistic regression

Logistic regression models, which handle binary responses (i.e. Yes/No) by modelling the probability of belonging to a specified class, were also chosen as one of the predictive modelling methods in this study. While tree-based models (e.g., random forest model) are better able to handle complex data relationships, logistic regressions provide the relationship between the predictors and the outcome (Hastie et al., 2009). An extension of the logistic regression, typically called an ordered logistic regression, handles ordinal data with >2 classes.

Elastic net regularisation can be applied to logistic regression to handle collinearity and provide feature selection (Kuhn & Johnson, 2013; Zou & Hastie, 2003). This method is a combination of two regularisation methods, ridge regression (L2 regularisation) and LASSO (least absolute shrinkage and selection operator, or L1 regularisation), both of which add a penalty to large parameter coefficients if they do not reduce the sums of squared errors (Kuhn & Johnson, 2013; Zou & Hastie, 2003). The elastic net algorithm (Friedman et al., 2010) used in this study has two hyperparameters that require tuning. The first hyper-parameter, \( \alpha \), is the mixing percentage for the two regularisation methods, so that \( \alpha = 0 \) is pure ridge regression and \( \alpha = 1 \) is pure LASSO (Friedman et al., 2010; Kuhn & Johnson, 2013). The second hyperparameter, \( \lambda \), is the strength of the penalty and can be found automatically by the algorithm (Friedman et al., 2010).

Model building

Three models were built using one of the satisfaction scores as the outcome variable. The degree-of-satisfaction model used the original 7-point Likert scale; the overall satisfaction used the 3-point transformed scale; the final model used the willingness-to-purchase responses. The predictors for the models included all of the shoes’ mechanical properties and their classification as a stability shoes (Yes/No), in addition to participant characteristics such as body mass, age, and sex. Two versions of each model were also built: an elastic net logistic regression model using the full set of predictors and a random forest model using a reduced set of predictors (LR and TTP removed due to collinearity). Ordinal forests and ordered logistic regressions were used for the degree-of-satisfaction and overall satisfaction models due to the ordinal nature of the responses. Outliers were removed (one participant and two shoe models) and data were centred and scaled for the logistic regression models. Descriptions of models are presented in Table 1, while the list of predictors used for each model can be seen in Table 2.

The data were randomly divided into a training set (80% of data), used to build and train the models, and a validation set (20% of data), used for validation of the final model. Data splitting was performed using a stratified method based on the shoe model to preserve proportions in the training and validation sets. From the training set, 10 repeats of 5-fold cross-validation were used to build the model. Hyperparameters tuned in the models were: \textit{mtry} (range: 1 to \( \sqrt{p} \)) for the random forest models, the number of trees in the final forest (# trees in the final forest: 1000, 2000, 3000, 4000,
5000) for the ordinal forest models, and a tuning length of 10 for the logistic regression models. Setting the tuning length to 10 tells the algorithm to tune over 10 evenly spaced values of \( \alpha \) between 0.1 and 1, as well as 10 random values of \( \lambda \) for each \( \alpha \). Due to their insensitivity to the dataset size (Hornung, 2020; Probst et al., 2019), other hyper-parameters were kept at their defaults for both model algorithms (Friedman et al., 2010; Hornung, 2020; Kuhn, 2021; Liaw & Wiener, 2002). When all repeats were completed, the model with the highest accuracy was chosen. The accuracy of this model with new data was then tested with the original validation set.

**Statistical analyses**

Model performance was evaluated by comparing its accuracy against the no information rate (NIR). The accuracy is calculated as the percent of correct predictions, and the NIR is the percent of the sample that belongs to the largest group, i.e. the model’s accuracy if it classified every observation in the validation set as belonging to the largest group (Kuhn, 2021). An exact test with an alpha of 0.05 was performed to determine if the accuracy and NIR were significantly different. Sensitivity and specificity were only calculated for models where accuracy was significantly greater than NIR. All statistical analyses were run in R (R Core Team, 2020). The R code used for this study can be found in Supplementary Material 2.

**Results**

Overall, the ordinal forest models to predict degree-of-satisfaction and overall satisfaction performed poorly, with prediction accuracies not significantly different than the NIR (Table 3). However, the random forest model to determine willingness-to-purchase showed 75% accuracy, which was significantly better than the NIR \( (p = 0.001; \text{Table 3}) \). In the random forest version of the willingness-to-purchase model, age and body mass were the most important predictors overall, while Heel Gmax was the most important mechanical property (Table 2). The runner’s sex was the least important factor, and stability shoe classification was eliminated from the model.

The accuracies of the degree-of-satisfaction and overall satisfaction models were not significantly different from the NIR when modelled as ordered logistic regressions (Table 3). The logistic regression model for predicting whether a shoe would be bought had an accuracy of 68%, which was significantly different from the NIR. The \( \alpha \) for the final model was 0.6, indicating an almost even mixture of ridge and LASSO regularisation. Heel ER was the mechanical property with the largest (absolute

---

Table 2. Variable importance, by rank, for each version of the willingness-to-purchase model.

| Rank | Random forest | Elastic net (coef) |
|------|---------------|-------------------|
| 1    | Age           | Stability \(-0.488\) |
| 2    | Body Mass     | Heel ER \(-0.357\) |
| 3    | Heel Gmax     | FF Gmax \(-0.273\) |
| 4    | Heel Stack    | Heel Gmax \(-0.209\) |
| 5    | FF Gmax       | FF Stack \(-0.202\) |
| 6    | FF Duro       | Flex \(-0.173\) |
| 7    | Heel Duro     | Sex \(0.134\) |
| 8    | FF ER         | FF Duro \(-0.091\) |
| 9    | Heel ER       | Age \(0.072\) |
| 10   | Shoe Weight   | Shoe Weight \(-0.046\) |
| 11   | FF Stack      | FF ER \(-0.044\) |
| 12   | Flex          | Heel LR \(-0.021\) |
| 13   | Sex           | Body Mass \(0.008\) |
| 14   | Stability     | Heel Stack \(-0.001\) |
| 15   | Heel Gmax     | Heel Duro |
| 16   | Heel TTP      | FF TTP |
| 17   | FF LR         | FF LR |
| 18   | Intercept     | Intercept \(0.100\) |

Elastic Net refers to the elastic net logistic regression. Italicised variables were eliminated from the models. Regression coefficients (coef) are shown for each variable for the elastic net model.

Table 3. Summary of results for each model.

|                   | Degree-of-satisfaction | Overall satisfaction | Willingness-to-purchase |
|-------------------|-------------------------|----------------------|-------------------------|
|                   | RF          | EN        | RF          | EN        | RF          | EN        |
| Accuracy          | 22.13       | 24.58     | 63.93       | 59.32     | 74.59       | 67.80     |
| 95% CI            | [15.12, 30.54] | [17.12, 33.35] | [54.75, 72.43] | [49.89, 68.27] | [65.91, 82.04] | [58.57, 76.10] |
| NIR               | 26.23       | 23.73     | 60.66       | 57.63     | 50.00       | 55.08     |
| p-value           | \(0.072\)   | \(<0.001\) | \(<0.001\)  | \(<0.001\) | \(<0.001\)  | \(<0.001\) |
| Sensitivity       | –           | –         | –           | –         | 73.77       | 69.81     |
| Specificity       | –           | –         | –           | –         | 75.41       | 66.15     |

Accuracy refers to the model’s accuracy with the overall validation set while NIR is the ‘no information rate’. ‘RF’ and ‘EN’ refer to the random forest and elastic net logistic regression models, respectively. Bold denotes a model with accuracy significantly greater than NIR \( (p < 0.05) \).
value) coefficient, indicating its importance to the model (Table 2). TTP and LR at the FF were eliminated from the model, in addition to the heel durometer.

**Discussion**

The purpose of this study was to determine if the overall satisfaction (i.e. how well a shoe meets a runner’s requirements in terms of fit, cushioning, comfort, performance, and other relevant aspects of a shoe) can be predicted from its mechanical properties. Overall satisfaction ratings, based on comfort, cushioning, fit, performance, etc., for each shoe, were obtained in three ways: on a 7-point Likert scale (i.e. degree-of-satisfaction), said scale transformed into a 3-point scale (i.e. overall satisfaction), and whether or not a person would buy the shoe. Our results suggest that mechanical properties can perform better than random guessing (i.e. NIR), but are still limited in their ability to predict satisfaction. Our models could not predict degree-of-satisfaction, but they were able to predict willingness to buy with approximately 65% accuracy.

Variables describing midsole hardness were consistently ranked among the most important mechanical properties for determining a runner’s willingness to purchase a shoe. Gmax at the heel and forefoot ranked as two of the top three mechanical properties in both random forest and logistic regression versions (Table 2). The negative regression coefficient for both Gmax values suggests that softer shoes increase the likelihood a shoe will be purchased. This finding is supported by previous research that reported the importance of shoe cushioning (Clifton et al., 2011; Schubert et al., 2011), and the preference for softer shoes (Sterzing et al., 2013, 2015).

The importance of mechanical properties implicated in running performance was mixed across the random forests and logistic regression. Lighter shoes (Franz et al., 2012) and more resilient midsole foams (Worobets et al., 2014) are thought to improve the running economy, so it is reasonable to expect shoe weight and energy return to be important to a runner choosing a shoe. However, the models showed that shoe weight was of low importance to the runners when they considered a possible purchase. It is possible that runners could not perceive the differences in shoe weight (Mohr et al., 2016). The importance of energy return in the midsole was quite mixed across models. Heel energy return was the most important mechanical property in the logistic regression (with forefoot energy return ranked quite low), while energy return at the heel and forefoot were of middling importance in the random forest. As a result, energy return as an important feature for footwear satisfaction remains inconclusive, although Clifton et al. (2011) found that it was not a requirement for an ideal shoe in either men or women. However, the negative coefficient for heel energy return in the logistic regression suggests runners prefer shoes with less energy return.

Our results show that mechanical properties are able to predict a runner’s willingness to purchase between two-thirds and three-fourths of the time. However, these prediction accuracies are still not ideal and thus, some improvements to models are required. It is possible that the addition of other mechanical properties not quantified here, such as torsional stiffness (Miller et al., 2000), may improve the accuracies of our models. While we utilised standard metrics typically reported in the footwear industry and scientific literature, non-standard metrics, like the rate of stiffness during loading and unloading, could influence runner perception and are a topic of future exploration. However, Miller et al. (2000) noted that mechanical properties are important for comfort perception but are not enough. Our prediction accuracies agreed with this conclusion, despite trying to control for differences in preference between ages (Schubert et al., 2011) and sexes Clifton et al., 2011). Other subject-specific characteristics are likely needed to create models with better prediction accuracies. Anatomical factors, such as skeletal alignment and foot proportions, may impact perceived fit and comfort (Miller et al., 2000; Mündermann et al., 2001). Controlling for a runner’s goals may also be needed, as leisure runners may have different shoe preferences to goal- or performance-oriented runners. Alternatively, runners could be grouped together based on which features are most important to them when searching for a shoe.

Despite the similar predictive performance, variable importance rankings were quite inconsistent amongst the two versions of the
willingness-to-purchase model (Table 2) with signif-

icant prediction accuracies. For example, the 
classification of a stability shoe was eliminated 
from the random forest but was the most impor-
tant predictor for the logistic regression. This result 
can be explained by the difference in how random 
forests and logistic regressions form relationships 
between predictors. Logistic regressions form linear 
relationships amongst the predictors, while random 
forests form more complex relationships by using 
predictor combinations to create regions within the 
data (Kuhn & Johnson, 2013). The performance of 
random forests can be adversely affected if the data 
does not fit into these regions (Kuhn & Johnson, 
2013), which could explain the similar accuracies 
between the two models; although the random for-
est did perform better than the logistic regression.

There are several limitations associated with this 
study. Likert scales were chosen as the methodo-
logical approach to assess degree-of-satisfaction. 
Visual analogue scales, which use a continuous 
scale as opposed to an ordinal scale are a popular 
alternative. A study comparing the two methodolo-
gies found that visual analogue scales were gen-
ernally more stable across running trials and sessions 
(Mills et al., 2010). However, for overall comfort, 
the Likert scale scores were stable across sessions 
but not trials, while the opposite was found for the 
visual analogue scale (Mills et al., 2010). Thus, it is 
possible that the choice of scale influenced our 
results. The shoes used in this study came primar-
ily (two-thirds) from one footwear company. The 
shoes from one company were a mix of production 
and prototype shoes while shoes from the other 
brands were production-only. However, runners 
were blinded to shoe brands and models, and all 
shoe properties were within the range of what is 
available on the market. Finally, satisfaction scores 
were based on running in the shoes for a short 
period of time on a treadmill. Although this meth-
ethodology reflects the limited experience in a shoe at 
the time of purchase, it is possible that longer runs 
and/or different surfaces could change a runner’s 
perception of a shoe.

Conclusion

In conclusion, it does seem feasible to predict a 
runner’s overall satisfaction with a shoe from 
mechanical properties alone. Our models were not 
able to predict a runner’s degree of satisfaction in a 
shoe and, while models predicting willingness-to-
purchase outperformed random guessing (i.e. no 
information rate), prediction accuracy was still 
relatively low. Future statistical models to predict 
runner satisfaction should incorporate more sub-
ject-specific characteristics, such as whether a run-
ner is a leisure- vs. performance-oriented, the 
distance of a typical run, and various foot dimen-
sions and proportions.
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