Essential site scanning analysis: A new approach for detecting sites that modulate the dispersion of protein global motions

Burak T. Kaynak*, Ivet Bahar*, Pemra Doruker

Department of Computational and Systems Biology, School of Medicine, University of Pittsburgh, Pittsburgh, PA 15232, USA

1. Introduction

Experimental studies including NMR [1], inelastic neutron scattering [2], hydrogen exchange mass spectroscopy [3], and femtosecond optical Kerr-effect spectroscopy [4] provide insights into the effects of ligand binding on protein structure and dynamics, including the conformational flexibility and fluctuations of the protein. Features of fluctuation dynamics, akin to vibrational modes of motions in molecular systems, can be computationally characterized by normal mode analyses (NMAs) [5] and experimentally observed by inelastic neutron scattering [2], optical microscopy [6] and extraordinary acoustic Raman spectroscopy [7–8]. Of interest is the lowest frequency end of the vibrational spectrum, which is usually populated by modes that collectively engage large substructures, if not the entire structure, at a relatively low energetic cost, hence named as global modes or soft modes. NMAs using elastic network models (ENMs) [9–11] have shown that soft modes usually guide/facilitate the cooperative transitions between the apo and holo states of allosteric proteins [12–14]. This observation led to increased interest in exploring the soft modes and their alterations, toward rational design of allosteric modulators.

The X-ray crystallographic data deposited in the Protein Data Bank [15] contain information, not only on mean coordinates, but also on the fluctuations in the atomic positions of individual residues as well as the anisotropy of these fluctuations [16–18]. These fluctuations, known as Debye-Waller/B-factors, generally depend on the resolution of the structure [19], the crystallization temperature [20–21], and crystal contacts that may bias the measurements [22–23]. In addition to fluctuation dynamics, crystallographic data can indirectly provide information on large-scale conformational variability, reflected by the structures resolved for the same protein (or its structural homologues) under different conditions [14,20,21,24], e.g. in ligand-bound or -unbound states, or at different stages of an allosteric cycle. Previous studies have shown that such conformational variabilities can be satisfactorily described by the global modes via ENM analysis of a representative conformer from the ensemble [13,14,25]. The time scale of these
global motions is of the order of 100 s of nanoseconds or longer, depending on the size of the protein, as comparisons with microseconds molecular dynamics (MD) simulations have shown [26–27].

Structure-based computational studies for uncovering allosteric communication mechanisms and predicting allosteric sites utilize a plethora of models and methods [28–30]. Among them, several stand out using ENMs [31–33], MD simulations [36–37] and graph theory [38]. Studies that combine ENM-based features with machine learning methods have shown significant success in identifying allosteric sites [39–41]. Most approaches for detecting allosteric binding sites require a priori information on cavities and/or the orthosteric site in assigning a quantitative measure, or score, to possible sites. Cavity detection methods have shown considerable success for identifying small molecule binding sites. Yet, not all allosteric sites observed in experiments are captured by these methods. Fig. 1 illustrates a few such cases. Therein, the pockets predicted by ConCavity [42] and Fpocket [43], two useful and widely used software packages for detecting cavities/pockets that potentially bind small ligands, are shown. Panels A and B, generated for two kinases, Jnk-1 (PDB id: 3o2m [44]) from the mitogen-activated protein kinase (MAPK) family and hexokinase I (PDB id: 1cza [45]), respectively, show that the cavities predicted by ConCavity (in green meshes) do accurately include the binding site for the orthosteric ligand (magenta sticks) but do not account for the binding site of the allosteric ligand (red sticks in both panels). Panels C and D show that the pockets predicted by Fpocket (gold meshes) account for the binding sites of the orthosteric and allosteric ligands of Jnk-1 (panel C), but not the allosteric ligand binding site of ribonucleotide reductase R1 (PDB id: 4r1r [46]) (panel D). Protein-protein interactions (PPI) interfaces are even more challenging to accurately detect due to their relatively large size and flat surface properties.

We recently developed a residue-specific ENM [47] to assess the specific effect of ligand binding on the vibrational spectrum uniquely accessible to each protein [48]. Application of this method to a dataset of 315 proteins resolved in ligand-bound form revealed an increase in global modes’ frequencies upon ligand binding, for 87% of the examined proteins. This increase was observed by evaluating the mode spectrum of the liganded protein in comparison to that of its holoto form, the latter being generated by removing the ligand(s) in silico. These positive shifts in frequencies were attributed to a narrowing of the harmonic well along soft modes upon ligand binding. In addition to allosteric site residues, several other residues exhibited a high sensitivity to substrate/drug-binding. Our ENM analysis of molecular dynamics (MD) trajectories generated for triosephosphate isomerase [49] also pointed to constraints on the functional modes of the enzyme experienced in the presence of an allosteric inhibitor. There is a need to systematically assess such sites that could be selectively targeted to effectively alter the global dynamics of the target protein.

Motivated by these studies that exposed the structure-encoded sensitivity of global dynamics to ligand binding at functional sites, we present here the new ENM-based methodology, the so-called Essential Site Scanning Analysis (ESSA). Global modes of motion have been traditionally defined [50] as ‘essential dynamics’. Here, essential residues are defined as those that alter the essential/global dynamics if bound to a ligand. ESSA serially probes the potential of all residues for altering the frequency dispersion of global modes in response to possible ligand binding. This is mimicked by increasing the local density of the network in the vicinity of a scanned residue, which is achieved by addition of extra nodes at its heavy atoms’ loci, on top of the original coarse-grained network. We aim to answer the following questions in this study: Can we detect, using ESSA, a set of residues that can play key roles in altering the global dynamics of proteins? Do these key residues occupy structural loci that correspond to ligand binding sites, including PPI sites? Can we use the outputs from ESSA to narrow down the multiple sites identified by druggability simulations to filter those with the strongest impact on structural dynamics, if targeted? A critical assessment of the functional significance of ESSA outputs will indeed disclose the essential role of ESSA-predicted residues in binding allosteric or orthosteric ligands, serving as key mechanical sites, or mediating PPIs. Furthermore, a new protocol that integrates Fpocket outputs with ESSA is shown to be successful in allosteric site prediction.

**Fig. 1.** Comparison of computationally predicted ligand-binding pockets with known ligand-binding sites. Pockets identified by ConCavity (A-B) and Fpocket (C-D) are displayed by green and gold meshes, respectively, and the allosteric (red) and orthosteric (magenta) ligands are shown in sticks. (A) The orthosteric ligand of Jnk-1 (PDB id: 3o2m) coincides with the meshes; whereas the allosteric ligand does not. (B) Similarly, the allosteric ligand in hexokinase I (PDB id: 1cza) cannot be captured by the meshes, in contrast to the two orthosteric ligands (magenta sticks) that fall into two distant pockets. (C) Pockets detected by Fpocket for Jnk-1 (as in panel A) contact the allosteric ligand on both sides but do not fully enclose it. (D) No pocket is detected around the allosteric ligand of ribonucleotide reductase R1 (PDB id: 4r1r). The ligand binds to a mobile loop that is stabilized it in the complex. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
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2. Materials and methods

2.1. Datasets

We first formed a dataset of 25 monomeric proteins by merging two curated datasets [31–32], which are composed of crystal structures resolved in the presence of allosteric and orthosteric ligands. Supplementary Table S1 describes this so-called Dataset I. The table lists the PDB ids of the complexes (1st column), the name of the protein (2nd column), and the corresponding allosteric and orthosteric ligand structures (columns 3 and 4). In 17 of the examined proteins, both types of ligands were bound to the protein. The remaining eight had a ligand bound to either the orthosteric or the allosteric site. In those cases, we used the structural data resolved for the same protein with at least 90% sequence identity.

12 proteins from the Dataset I, for which there was an apo structure resolved for the same protein in the presence of the 2nd type of ligand (see the corresponding PDB id and root-mean-square deviation (RMSD) from the original complex) to reconstruct a ternary complex with the corresponding PDB id and root-mean-square deviation (RMSD) (bottom portion)

Supplementary Table S2 lists the PDB ids of the ligand-bound proteins (top portion) and their apo counterparts (bottom portion). We used this dataset for further assessing the performance of ESSA for prediction.

2.2. Generation of ESSA profiles

We conducted the ESSA using two widely used ENMs, namely the Gaussian network model (GNM) [51–53] and the anisotropic network model (ANM) [54–56] with the ProDy [57] default parameters for inter-residue contact threshold distances (respective cutoff radii of 10 and 15 Å) between node pairs connected by elastic springs. Both network models, GNM and ANM, identify the positions of network nodes with those of the Cα- atoms, and use uniform force constants of 1 kcal/(molÅ²) for all the springs of the network. These models yield a spectrum of N-1 (GNM) or 3 N-6 (ANM) nonzero modes of harmonic motions for a protein of N residues. Each mode k is characterized by a frequency and mode shape described by the respective eigenvalue, ω_k, and eigenvector, v_k, of the Kirchhoff (GNM) or Hessian (ANM) matrices describing the network topology. We refer to these quantities as the reference frequencies and mode shapes (in the unbound state).

To mimic the local ‘crowding’ induced by ligand binding near residue i, we populated the vicinity of residue i by adding extra nodes at the positions of all its heavy atoms (other than the a-carbon that already exists in the reference network). The extra nodes were treated as ‘environment’ and ESSA was performed for the system (ENM composed of N nodes in the presence of this environment/perturbation) using the reduced model approach [58] implemented in ProDy [57]; and repeated for all residues 1 ≤ i ≤ N. Extra nodes and their interactions were treated using the same parameters as those of the original/reference network.

We evaluated the percent shift in the eigenvalue ω_k of the global mode k in response to the crowding near residue i using

$$\Delta \omega_k^{(i)} = \left( \frac{\omega_k^{(i)} - \omega_k}{\omega_k} \right) \times 100.$$  

Note that the order of the modes may differ in the reference and perturbed network, and the difference ω_k^{(i)} − ω_k in Eq. (2.2.1) is evaluated after reordering the modes to select the best-matching modes between the two networks (using the ProDy function ‘matchModes’). In order to increase the robustness of the results, an effective shift in global mode frequencies is defined for each residue as the mean (Δω_k^{(i)}) over the smallest ten modes (1 ≤ k ≤ 10), and a z-score (z_i) is assigned to quantify the effect of ligand binding near residue i on global dynamics

$$z_i = \frac{\Delta \omega_k^{(i)} - \mu}{\sigma},$$  

(2.2.2)

Here μ and σ denote the respective mean and the standard deviation of (Δω_k^{(i)}) over all residues. The plot of z_i - scores as a function of residue index i is referred to as the ESSA profile. We then analyze whether this profile obtained in the absence of ligands can distinguish ligand-binding residues (within 4.5 Å atom–atom distance from the ligand) for the complexes in our dataset (see Sections 3.1 and 3.2).

2.3. Protocol for ESSA-based prediction of allosteric sites

We developed a new protocol for predicting allosteric sites in apo structures, as well as complexes after removing bound ligands in silico. Here, we first determine the pockets of the specific structure using Fpocket [43] with its default parameters. Second, an ESSA score is assigned to each pocket, which corresponds to the median (or the maximum) of the z-scores of the residues lining that pocket. Then, we rank-order the pockets based on these scores. As allosteric sites usually have relatively higher hydrophobic density [40], we use this feature, provided by Fpocket, for further screening. For this step, we determine a local hydrophobic density (LHD) z-score for each pocket based on all the pockets detected in the structure and then retain only those with positive LHD z-scores. In the case of very close ESSA values, we use LHD to refine the ranking further. As a result of these steps, all pockets are rank ordered in terms of their allosteric potential.

3. Results and discussion

3.1. Essential residues identified by ESSA to influence global dynamics are enriched in ligand-binding sites

We performed an ESSA for each protein in our Dataset I. Mainly, we evaluated the change in the eigenvalue dispersion of global modes as a metric for probing essential sites that may elicit considerable alterations in dynamics if bound to a ligand.

Figure 2A-C presents the results for lysine acetyltransferase, an allosteric enzyme (PDB id: 4avb [59]). Panel A displays the corresponding ESSA profile, and panels B and C show its 3D structure viewed from two different perspectives to view its allosteric and orthosteric sites. The surface of the protein is color-coded by ‘essentiality’ (z_i - score) predicted by ESSA for each residue i from blue (lowest) to red (highest). Both allosteric and orthosteric sites are detected as essential sites (colored red) in panels B and C. The histogram on the right ordinate (panel A) shows the individually normalized distributions (densities) for allosteric, orthosteric and the remaining residues.

As a quantitative analysis, we rank-ordered the residues based on their z-scores and examined those lying in the top quartile (top 25%, z_i > 0.59), which is separated by the cyan dashed line in panel A. Residues known to coordinate one or more allosteric ligands (indicated by red circles in panel A) stand out in terms of their ability to shape the global dynamics. 59% of those residues lies in this upper quartile. Likewise, 48% of those binding the orthosteric ligand ACO lie in the top quartile of the z_i -scores, in support of the enrichment of both allosteric and orthosteric sites among essential residues detected by ESSA.
Fig. 2. ESSA highlights the essential sites of lysine acetyltransferase (A–C) and hexokinase I (D–E). (A) z-scores calculated for lysine acetyltransferase (PDB id: 4avb) give a measure of the extent of frequency shift in the global modes induced by each residue (abscissa). Highest values refer to those sites inducing the highest shift, if targeted by a ligand. Allosteric sites/residues (within 4.5 Å from any ligand atom) are indicated by red circles, and orthosteric sites by blue circles. The horizontal line (dashed cyan) indicates the top quartile. The individually normalized distributions of z-scores for allosteric (red bars), orthosteric (blue bars) and other (black contour, no color) residues are shown along the right ordinate. (B–C) Lysine acetyltransferase viewed from two different perspectives, color-coded by z-scores from red (highest) to blue (lowest). The diagrams display (B) the allosteric ligand and (C) the orthosteric ligand, both in white sticks (enclosed in white circles). (D–E) Similar results for hexokinase I (PDB id: 1cca), bound to one allosteric (red circles) and two orthosteric ligands (blue and magenta circles). We note in this case sharp peaks in the ESSA profile corresponding to the global hinge center (gray circles in D, central red region in E). Results are obtained using the GNM in ESSA. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)

The examination of the entire dataset will show below that allosteric and orthosteric sites generally exhibit higher z-scores than the rest of the protein, in line with their dominant role in defining functional dynamics. However, we note that the z-scores vary over a broad range (as could be seen in the histograms on the right ordinate of Fig. 2A) and not all proteins’ allosteric or orthosteric sites are distinguished by high scores. For example, the orthosteric site residues of glutamate racemase (PDB id: 2jfn [60]) are observed to undergo minimal changes in their global dynamics upon ligand binding, as illustrated in Supplementary Fig. S1 panels A–C, while. In contrast, 94% of residues that bind the allosteric ligand of glutamate racemase lie in the top quartile (z > 0.47) in this case, in support of the evolutionary selection of allosteric sites from amongst the residues that possess a strong structure-encoded ability to modulate the global dynamics. Likewise, Fig. S1 shows that the allosteric site of Jnk-1 (not detected by ConCavity in Fig. 1A) is clearly distinguished by the peaks in the ESSA profile (panel D) as well as the color-coded diagram (panel E), while the z-scores for the orthosteric site indicate a moderate effect (panel F).

3.2. Global hinges of multidomain proteins are distinguished as essential sites

In addition to allosteric and orthosteric sites, previous studies have shown that the global hinge centers play a critical role in mediating the global dynamics and are often evolutionarily exploited due to their essential mechanical role [61–63]. We examined whether such centers were detected by ESSA.

Fig. 2D–E presents the results for hexokinase I, a two-domain enzyme also illustrated in Fig. 1B. This enzyme contains a central hinge at the interface between two domains, and three sites of interest, one allosteric and two orthosteric (panel E). Hinge site residues are distinguished by high peaks in panel A, consistent with their key mechanical roles mediating the relative movements of the two domains. Furthermore, careful examination shows that 42% of allosteric- and 73 and 80% of the two orthosteric ligand-binding residues lie in the top quartile of rank-ordered list of essential residues (z-score > 0.39).

The case studies in subsections 3.1 and 3.2 show that allosteric and orthosteric sites, as well as key mechanical sites, tend to lie among those identified by ESSA to be essential to modulating global modes. Yet, individual cases show differences, e.g. allosteric residues are distinguished in glutamate racemase (Fig. S1A); whereas key mechanical residues overshadow others in hexokinase I (Fig. 2D). Toward understanding the general behavior, we undertake a systematic study of all proteins in Dataset I, next.

3.3. Dataset analysis points to the propensity of ligand-binding sites to alter the dispersion of global modes

We performed a systematic ESSA for all proteins in the Dataset I. As described in Methods this dataset includes monomeric proteins with known allosteric- and orthosteric-ligand binding loci compiled in earlier datasets [31–32], summarized in Table S1. Our analysis led to the results presented in Fig. 3. The z-scores are convoluted therein with a sigmoid function, \( \sigma(x) = \frac{1}{1 + e^{-x}} \), to map them into the interval [0,1] and obtain the cumulative distributions for the dataset.

In Fig. 3 panels A and B, the normalized distributions of z-scores are shown for three non-overlapping residue sets, namely those
occupying allosteric sites (panel A) and those at the orthosteric sites (panel B) compared to the rest of the residues that do not interact with these specific ligands. We clearly observe a relatively high population of ligand-binding residues in the high z-score region for both allosteric and orthosteric sites. The respective mean values (and standard deviations) of the z-scores for the sets of allosteric, orthosteric, and rest are 0.60 ± 0.21, 0.61 ± 0.18, and 0.48 ± 0.19.

We also examined the z-score histogram for residues participating in hinge centers (shortly called hinge residues) evaluated for all dataset proteins using ProDy. We determined the hinge residues by calculating the residue mean-square fluctuations (MSFs) driven by the softest ten GNM modes and selecting those residues (N/10 of them) exhibiting the lowest MSFs. Fig. 3C compares the histograms for hinge residues and non-hinge residues. Even though some hinge residues are located at highly flexible linkers such that the effect of increased crowding in their vicinity would be small, we still observe an overrepresentation of hinge sites among essential (high z-scoring) residues consistent with their overall mechanical role: the mean z-scores and standard deviations are 0.56 ± 0.17 and 0.48 ± 0.20 for the respective hinge and non-hinge subsets.

As an additional assessment of the identification of essential residues by ESSA, we calculated the percentage of residues in each set that have z-scores lying in the top quartile. Fig. 3D shows the results in box plots for all residues belonging to three sets (a total of 421 and 444 residues in allosteric and orthosteric sites, and 9,017 residues in the rest) on the left of the dashed pink line. Red and blue boxes clearly demonstrate that the respective allosteric- and orthosteric-ligand binding sites populate this top quartile, and therefore have an impact on global modes. In contrast, the remaining residues, shown in green box, have percentages sharply located around 24%. We also display the results for hinge residues (a total of 976 residues) on the right side, which also reveals the enrichment of essential residues at hinge centers, although this effect is not as strong as that of allosteric and orthosteric sites.

Finally, we examined whether the essential residues identified by ESSA tend to be evolutionarily conserved. We evaluated the conservation scores of the two mutually exclusive subsets of residues: those with z-scores in the top quartile (2,472 of them) and other residues (7,386 of them), using ConSurf [64]. As can be seen in the normalized distributions of conservation scores (where the upper limit refers to fully conserved sites) displayed in Fig. 3E, essential residues (magenta bars) exhibit a higher propensity to be evolutionary conserved than others (yellow bars). Similarly, Fig. 3F shows that the hinges are significantly more conserved than the non-hinges.

Overall, this analysis demonstrates that ligand-binding residues, orthosteric or allosteric, are selected amongst those essential sites that possess a relatively higher propensity to elicit global changes in protein dynamics. Likewise, residues participating in hinge centers generally colocalize with essential sites. ESSA emerges as a simple, efficient tool for a quick assessment of the potential functional role of residues as ligand-binding or hinge sites in any protein, which could be readily exploited in more extensive, structural-proteome scale analyses, including multimeric complexes.

3.4. ESSA integrated with Fpocket successfully predicts allosteric sites

To assess whether ESSA scores could be utilized for detecting allosteric pockets, we developed the new protocol described in Section 2.3 and applied it to the Dataset II of 12 proteins that have been resolved in both apo and holo forms (Table S2). Below we present the results from our comparative analysis and discuss the performance of this protocol.
3.4.1. Comparison with other methods

Results from ESSA-based evaluation are summarized in Table S2 along with those from two other ENM-based tools available online, PARS [33] and AllositePro [40]. These servers do not require prior input on orthosteric site(s), which is also the case in our algorithm. We chose a stringent criterion for ESSA-based predictions, such that only the allosteric sites detected in the top 3 predictions among all pockets are labelled as successful. Note that the total number of pockets may be up to 50 in some proteins. Calculations performed using the holo structure (in which the ligand has been removed in silico) as input showed that 10 out of 14 allosteric sites present in Dataset II are successfully predicted by ESSA, as opposed to the 2/14 and 8/14 success rates of PARS and AllositePro, respectively. More importantly, in the more challenging test of using apo structures as input, ESSA shows 7/14 success rate, which is well above those (both 2/14) of PARS and AllositePro.

3.4.2. Cryptic sites

Conformational rearrangements in apo structures may result in cryptic pockets, i.e. those unavailable in the apo form, but becoming accessible upon conformational changes. In our dataset, there are four cryptic allosteric sites (see Table S2), which could not be detected by Fpocket and thus led to unsuccessful predictions. Not surprisingly, these sites could not be detected by the other two structures either. We examined the possibility of capturing such sites upon repeating the analysis for alternative conformers sampled along the first three global modes, using our ClustENM algorithm [65]. The cryptic pockets of beta-lactamase (PDB id: 1zg4 [66]) and MAP kinase 14 (PDB id: 5uoj [67]) became exposed, leading to successful ESSA predictions.

3.4.3. Ligand bound to hinge site

Another unsuccessful case in our dataset was ribonuclease reductase R1 protein (PDB id: 4rlr [46]) in Fig. 1D, where the ligand binds to a hinge site at the base of a flexible loop, thereby stabilizing the loop in the complex. This site could not be predicted by any of the tools, as no pockets could be detected at this allosteric hinge site in either the apo or the holo structure resolved for this enzyme. We note, however, that the essentiality of this site is captured by the ESSA profile (Fig. S3). Interestingly, the use of ESSA alone, rather than combined ESSA/Fpocket protocol, would have been sufficient to unambiguously capture this allosteric site.

3.5. ESSA can detect multiple binding sites resolved in alternative structures

We would like to point to an inherent problem in the assessment of prediction algorithms based on current benchmarks or datasets, including the one in this study. In general, a single complex structure is used for each protein among those available in these datasets. However, there may be different binding sites that are resolved in alternative structures for the same protein or in homologous structures. Therefore, some pockets that appear to be ‘false positives’ may in fact be pointing to true positives, either observed in another structure or not resolved yet. In the following, we present two such examples from our dataset.

3.5.1 G-protein coupled receptors (GPCR) present multiple ligand-binding sites accounted for by ESSA. Alternative binding sites exist at different regions of GPCRs, including intracellular, extracellular and lipid-exposed (transmembrane) allosteric regions, as well as the buried orthosteric site [68]. The only GPCR in our dataset was the muscarinic acetylcholine receptor (PDB id: 4mqt [69]) resolved in the presence of an allosteric (2CU, LY2119620) and an orthosteric (iperoxo) ligand. Here, the allosteric site exposed to the extracellular medium (Fig. 4A), and the buried orthosteric site (not shown) stood out in terms of their ESSA scores. Furthermore, ESSA performed for another GPCR, the free fatty acid receptor 1 (PDB id: 5rzy [70]), detected the lipid-facing allosteric sites at two different locations. Fig. 4B and C show the corresponding binding poses of apoPAM (AP8) and the partial agonist (MK-8666) in excellent agreement with ESSA-predicted hot spots. We also note the G protein binding site as an essential site, which will be revisited below.

3.5.2c-Abl kinase, another highly promiscuous enzyme with experimentally proven ligand-binding sites captured by ESSA. Fig. 5 illustrates the results for c-Abl kinase (PDB id: 3pyy [71]). As can be seen, the essential sites include both the orthosteric (magenta) and allosteric (red, myristoylation) sites that proved to be effective in cancer treatment when administered in combination. Additionally, several other ligands bound to homologous structures retrieved from the PDB reside close to other high-scoring regions.

Overall, this analysis suggests that some of the high-scoring regions which do not necessarily overlap with known ligand/drug-binding sites, could actually point to hot spots that have not yet been resolved in the presence of ligands by experiments, rather than being false positives, and those sites could provide valuable hypotheses for polypharmacological strategies.

3.6. Essential sites preferentially locate at PPI interfaces

We also examined whether the essential sites identified by ESSA for modulating protein dynamics could also play a role in mediating the interfacial sites between protein pairs.

3.6.1. GPCR

As a first example, we considered the interaction of the muscarinic acetylcholine receptor, with its cognate G protein. Interestingly, the G protein binding site is identified as an essential site (Fig. 4D), shown with the G-protein aligned from a more recent structure (PDB id: 6okk [72]). This study suggests that the sites susceptible to elicit cooperative changes in global modes upon binding substrates, including PPI sites, could be located by ESSA.

As a further analysis, inspired by a recent study [41], we investigated whether the loci of essential sites identified above could be further consolidated by performing a graph theoretical analysis of signal propagation across the GPCR. Essentially, we asked whether the significance of the identified sites could be further assessed by evaluating the betweenness centrality [73] (BC) of the GNM nodes that represent the GPCR. BC measures the importance of a node as a bridge in signal communication by calculating the fraction of shortest paths passing through that node. Strikingly, the residues with top 5% centrality scores (evaluated by NetworkX [74]) were found to form a path connecting the allosteric site to the G-protein binding site, also passing through the orthosteric site (Fig. 4E).

3.6.2. Protein phosphatase 2A (PP2A)

The Ser/Thr phosphatase PP2A is composed of a PR65 HEAT repeat scaffold (gray), a regulatory subunit (salmon) and a catalytic subunit (magenta), shown in Fig. 6A. In this hetero-trimeric PP2A holoenzyme (PDB id: 2iae [75]), the horseshoe-shaped scaffold interacts simultaneously with the catalytic and regulatory subunits, holding them in close proximity. The regulatory subunit also forms pseudo-HEAT repeats and interacts with the catalytic regulatory subunits, near its active site. We performed a two-fold ESSA. First, we scanned the scaffold, and we found that the essential sites are populated in the interior surface of the horseshoe, with one of the prominent regions lying next to the catalytic subunit binding site (see Fig. 6B). Next, we scanned the catalytic subunit, which yielded as essential sites to three hot spots corresponding to the binding...
interfaces with the other subunits, shown by white arrows (Fig. 6C). The opposite view in panel D further shows that the peptide-binding region on the catalytic subunit is correctly identified.

As protein–protein interfaces may cover large portions of the protein surface, it may be of interest to determine how discriminative the ESSA scores are in comparison to a randomized signal. Fig. S4 presents such a comparison of ESSA profiles (original vs. shuffled). The interfacial residues are populated on the peaks of the original ESSA profile and the color-coded diagram highlights the hot spots formed by spatially contiguous residues consistent with the known PPIs (panels A-C). No such properties can be observed upon shuffling the residues (panels D-F). Further investigation on a larger dataset will be pursued in order to determine the utility of ESSA in terms of PPIs.

3.7. ESSA assists in selecting target sites in combination with druggability simulations

In recent years significant efforts have focused on conducting druggability simulations which proved to be particularly useful for identifying potentially allosteric sites and estimating binding free energies and entropies [76–78]. They are MD simulations car-
Prior studies showed that druggability trajectories point to numerous sites which could benefit from narrowing down with the help of additional tools that identify essential sites, especially for large complexes. We investigated the potential utility of ESSA for this aim. As will be presented next ESSA can be applied to multimeric systems (no modification required) with high computationally efficiency.

Application of ESSA to AMPA receptor (PDB id: 3kg2 [79]), a tetrameric complex composed of multiple domains (Fig. 7A), pointed to several essential sites located at domain interfaces (delimited by the dashed lines), as well as intra-domain regions. Notably, essential sites coincided with the ligand (glutamate) binding clefts of the dimers in the ligand-binding domain (LBD) (indicated by the gray arrows; see also panel D). It is interesting to note that the only region within the transmembrane domain (TMD) that showed a moderate signal coincided with the binding site for a channel blocker (panel E).

The interfacial region between the dimers in the N-terminal domain (NTD; one of which is enclosed by magenta ellipse in Fig. 7A) is in excellent agreement with known ligand binding sites of the tetramer, and previous druggability results [80] for the GluA3 NTD dimer (PDB id: 3o21 [81]). Fig. 7B illustrates the results from these simulations, with the probes (shown in red spheres) preferentially binding at a few sites. Among them, those between the lower lobes of the monomers forming the NTD dimers has been experimentally shown to bind allosteric ligands. The latter stands out in ESSA (applied to both the dimer and the whole receptor in panels C and A, respectively) as an essential site for ligand binding.

This analysis demonstrates the utility of ESSA for selecting amongst multiple sites pointed by druggability simulations to be druggable. ESSA identifies those essential sites that impact the dynamics. Thus, combination of ESSA with druggability simulations would help identify druggable sites that also impact the dynamics. Alternatively, ESSA can be efficiently used for scanning large complexes/assemblies and identifying essential sites, whose druggability simulations may then be explored by more focused simulations using only the specific subunits. Such an approach seems valuable for narrowing down the alternatives for allo-targeting purposes.

Fig. 6. Essential sites predicted for heterotrimeric PP2A holoenzyme. (A) The complex (PDB id: 2iae) is composed of the PR65 heat-repeat scaffold (gray), the catalytic subunit (magenta) and the regulatory subunit (salmon) with a peptide (orange sticks, within black circle) bound to catalytic subunit. (B) Scanning of the PR65 scaffold shows a hot spot at the catalytic unit binding site (within white circle). (C) Scanning of the catalytic subunit indicates hot spots for binding (white arrows) to the scaffold PR65 (gray surface) and regulatory (salmon surface) subunits, and (D) and another region (cyan) shown from a different perspective that coincides with the peptide-binding site (peptide in orange sticks). ESSA results were obtained using the ANM. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)

Fig. 7. ESSA and druggability analysis of AMPA receptor. (A) AMPA receptor (PDB id: 3kg2) color-coded by ESSA results. The tetrameric receptor is composed of two extracellular domains (N-terminal (NTD), ligand-binding (LBD)), a transmembrane domain (TMD) and a C-terminal domain (not resolved). Essential sites are at the interdomain boundaries and a few intradomain regions, such as the ligand-binding sites of the LBD (shown by gray arrows) and the interface of NTD forming dimers (enclosed in ellipses). (B) Druggable sites of NTD dimer (PDB id: 3o21, monomers colored green and cyan) from druggability simulations with various probes (red spheres). The dimer in (A) is shown within the magenta square. (C) ESSA results for the NTD dimer. Dashed ellipse encloses the essential residues predicted by ESSA. (D) Essential site predicted for the LBD domain has been observed to bind multiple ligands such as the competitive agonist ZK 200,775 (white sticks, PDB id: 3kg2) and positive allosteric modulator cyclothiazide (magenta sticks, aligned from PDB id: 6dlz). (E) Channel blocker spider toxin analog NASPM (aligned from PDB id: 6dm1) shown from the intracellular side. ESSA results were obtained using ANM. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
4. Conclusion

In the current study, we present an efficient ENM-based scanning methodology, ESSA, for identifying essential sites of proteins, i.e., those playing a dominant role in defining the dispersion of global modes. This modification of the soft modes can originate from small molecule binding or PPIs. First, we illustrated the functional significance of such sites via a statistical analysis on a dataset of proteins. AllostERIC and orthostERIC ligand-binding residues as well as hinge residues were found to be populated in such key regions that induce cooperative effect on the protein dynamics.

Second, we designed an integrated protocol, which combined ESSA with Pochko so as to make predictions on potential allosteric sites. Tests performed on a dataset including not only holo but also apo structures showed that the new approach outperformed two other ENM-based allosteric-site prediction algorithms, PARS and AlloSitePro. In the case of cryptic pockets observed in some apo structures, generation of new conformers using ClustENM [65] allowed us to identify transient pockets and detect associated allosteric sites using ESSA. The integration of ESSA and ClustENM has potential to study cryptic pockets at the proteome level.

Another utility of ESSA is the identification of multiple sites, which may provide insight for new ligand- or drug-binding sites for target proteins. Different allosteric binding sites of GPCRs such as those at the extracellular or lipid-facing regions as well as the orthosteric binding site simultaneously stand out in the ESSA profile. Likewise, different ligands bound to homologous structures of C-Abi kinase retrieved from the PDB were shown to reside close to high-scoring regions as well. This suggests that some of the high-scoring regions predicted by ESSA, which have (not yet) been experimentally confirmed, are not necessarily false positives. Simultaneous targeting of multiple essential sites could be exploited for polypharmacological purposes. Moreover, it is shown for AMPA receptor that ESSA can narrow down the set of druggable sites indicated by druggability simulations to those that impact the dynamics.

Furthermore, ESSA can help identifying epitopes for binding substrate proteins or assembling subunits, as presented for GPCR-G protein and trimeric PP2A subunits. This approach provides a unifying picture for identifying ligand-binding sites and effect on protein dynamics which needs to be further assessed on a dataset of protein–protein complexes.

Finally, ESSA lends itself to high-throughput analysis and could be applied at the structural proteome level due to its computational efficiency. A recent study demonstrated the utility of considering ENM-based structural dynamics in a machine learning algorithm for an improved assessment of the effect of point mutations (missense variants), neutral or deleterious, on protein function [82–83]. It remains to be seen whether the ESSA profiles, which may provide insight for new ligand- or drug-binding sites for target proteins, can help in identifying essential sites of proteins, possibly equipped with pocket information, could serve as additional ENM-based criteria for further improving the accuracy of such pathogenicity predictors.
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