Hydrodynamics from free-streaming to thermalization and back again
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Abstract

We study the evolution of the Knudsen and Reynolds numbers in (0+1)-dimensionally expanding fluids with Bjorken symmetry for systems whose microscopic mean free path rises more quickly with time than usually assumed. This allows us to explore within a simple 1-dimensional model the transition from initially thermalizing to ultimately decoupling dynamics. In all cases studied the dynamics is found to be controlled by a hydrodynamic attractor for the Reynolds number whose trajectory as a function of Knudsen number makes a characteristic turn as the dynamics changes from thermalizing to decoupling. We argue that this feature is robust and should also manifest itself in realistic 3-dimensional simulations of expanding heavy-ion collision fireballs.

Keywords: relativistic hydrodynamics, heavy-ion collisions, quark-gluon plasma

1. Introduction. The impressive success of modern formulations of relativistic dissipative hydrodynamics in explaining macroscopic properties of matter formed in high-energy collisions ranging from proton-on-proton to lead-on-lead [1–5] has raised interest in the apparently simple question: When does a macroscopic system start to exhibit hydrodynamic behavior? Not only has the answer to this question recently witnessed a paradigm shift [6–21] but so has the notion of what constitutes a ‘hydrodynamic’ theory. Traditionally, relativistic dissipative hydrodynamics has been regarded as an effective theory formulated as an expansion in gradients of macroscopic degrees of freedom (densities and flow velocities). In this approach applicability of fluid dynamics implies proximity to local thermodynamic equilibrium: large gradients generate large negative contributions to the local entropy density [22, 23], thus invalidating both convergence of the gradient expansion and proximity to local equilibrium.

This traditional approach has multiple problems. At first order in gradients (relativistic Navier-Stokes theory) the theory is acausal and unstable [24, 25]. Adding higher-order gradient corrections provides no systematic improvement since it was recently discovered that the gradient expansion is plagued by factorially growing coefficients and generically diverges [7]. The acausality problem can be circumvented by promoting the dissipative currents to independent dynamical degrees of freedom. These obey relaxation-type equations involving higher-order gradient terms multiplied by transport coefficients [26, 27] that reflect the interplay between microscopic interactions facilitating thermalization and gradient-driven macroscopic expansion which drives the system away from thermal equilibrium [28]. The structure of these relaxation-type equations is universal and restricted only by macroscopic symmetries while the transport coefficients (which control the relative importance of different gradient terms) are medium properties reflecting microscopic interaction dynamics [29–32].

Pursuing this program has led to the development of a variety of so-called second- and third-order causal dissipative hydrodynamic theories [29, 30, 33–36], including an anisotropic hydrodynamic framework that addresses the particularly large discrepancy between longitudinal and transverse flow gradients during the early stages of relativistic heavy-ion collisions [32, 37–40] and effectively resums certain classes of gradients to infinite order [41, 42]. In a highly symmetric limit, Bjorken flow [43], which applies to the earliest expansion stage of the medium created in such collisions, it was found that the diverging gradient series can be resummed in its entirety using Borel resummation [8], resulting in a time evolution that agrees with the above-mentioned low-order causal hydrodynamic approaches at late times, when the system approaches local thermal equilibrium, but remains well-behaved even at very early times when the system is very far away from local thermal equilibrium [11, 44]. Both the Borel-resummed full gradient expansion and the low-order causal hydrodynamic theories exhibit attracting behavior, in the sense that for arbitrary off-equilibrium initial conditions the dynamics quickly settles on the hydrodynamical attractor, on a time scale given by the microscopic relaxation time or shorter [11, 45, 46], and then follows it over macroscopic time scales until deviations from local equilibrium eventually vanish and the system becomes an ideal fluid.

Qualitatively, the hydrodynamic attractors associated with these partially or fully resummed hydrodynamic theories are all very similar [11, 45] but differ in detail depending on the underlying microscopic dynamics and the approximations made when coarse-graining it to obtain a macroscopic hydrodynamic description. For systems whose microscopic dynamics can be described by classical kinetic theory using the relativistic Boltzmann equation it was found that the evolution of non-
hydrodynamic moments of the distribution function, and of that function itself, is also controlled by attractors [47], and that both anisotropic [13, 15, 48] and third-order Chapman-Enskog hydrodynamics [35] describe this kinetic attractor with precision for both Bjorken [43] and Gubser [49] flows. The latter observation is of particular importance since, in contrast to the purely 1-dimensional longitudinal expansion of Bjorken flow, Gubser flow is intrinsically 3-dimensional, with such rapid transverse expansion that the system actually moves away from local equilibrium and becomes asymptotically free-streaming [50, 51]. Still, anisotropic and 3\textsuperscript{rd}-order hydrodynamics describe this evolution accurately even in the late-time free-streaming limit [52]. Existence of the attractor renders the asymptotic dynamical evolution insensitive to initial conditions – memory of the initial state is lost on the microscopic scattering time scale or even earlier [45, 46, 53, 54].

These prior observations have established that, contrary to previous belief, dissipative relativistic fluid dynamics can provide a quantitatively precise description of the far-off-equilibrium evolution of very rapidly and anisotropically expanding systems controlled by large space-time gradients, owing to the existence of off-equilibrium hydrodynamic attractors. However, most studies so far invoked simple flows with a high degree of symmetry, begging the question whether the insights gained are more universally applicable and can perhaps explain the phenomenological success of (3+1)-d numerical fluid dynamics in describing heavy-ion collisions. First numerical studies of attractor behavior for (3+1)-d systems with longitudinal boost invariance [14, 46, 55, 56] established the persistence of attractive behavior also in these more general systems where the evolution expands from being primarily 1-dimensional at early times to full-fledged 3-dimensional expansion where the Knudsen number (i.e. the ratio between microscopic and macroscopic length scales) grows again at late times. However, the nature of these late-time attractors in 3+1 dimensions and their dynamical emergence from the early-time Bjorken attractor remain incompletely understood.

2. Modeling the transition from thermalizing to decoupling dynamics in Bjorken flow. The key feature distinguishing realistic (3+1)-d expansion from (0+1)-d Bjorken expansion is a rapidly increasing expansion rate for the former as the effective dimensionality of the expansion increases with time [2, 57]. The physics controlling the microscopic scattering, on the other hand, remains unchanged, resulting for approximately massless constituents in a temperature dependence of the relaxation time $\tau_\text{e}(T)$ given by $T(\tau)\tau_\text{e}(\tau) = 5\hat{\eta} \approx \text{const.}$ ($\hat{\eta} = \eta/t$ is the shear viscosity to entropy density ratio). In Bjorken flow we cannot change the expansion rate $\theta \equiv \partial u/\partial x = 1/\tau$ (where $u'$ is the flow velocity field and $\tau$ is the longitudinal proper time) [43]. However, we can change the time dependence of the Knudsen number $Kn = \theta \tau_\text{e} = \tau_\text{e}/\tau$, making it grow at late times just as in the realistic (3+1)-d simulations: We simply change the temperature dependence of $\tau_\text{e}$ to $\tau_\text{e} = (5\hat{\eta}/T_0)(T_0/T)^{\Delta}$, with the power $\Delta(\tau)$ increasing from $\Delta = 1$ at early times to $\Delta > 3$ at late times.\footnote{Alternatively, one could change the structure of the collision term, see [58].} This allows us to study the evolution of the system and the hydrodynamic attractor as its dynamics changes character, from moving towards local equilibrium at early times to running away from it at late times when it approaches free-streaming. To set the stage, we first consider hydrodynamic evolution for several gradually increasing constant values of $\Delta$ before moving to the interesting time-dependent case $\Delta(\tau)$.

Earlier work [15, 48, 52] has established anisotropic (aHydro) and 3\textsuperscript{rd}-order Chapman-Enskog (CE) hydrodynamics as particularly accurate approximations to an underlying kinetic theory of massless degrees of freedom,\footnote{Although the precision of these hydrodynamic approaches for Bjorken flow has been shown only for conformal theories where $T\tau_{\text{s}} = \text{const}$. We have no reason to doubt that it persists for more general temperature dependences of $\tau_{\text{s}}$.} and we will hence focus on these two specific frameworks. Even though a nonlinear temperature dependence of $1/\tau_{\text{s}}$ breaks conformal symmetry we continue to ignore bulk viscosity and set the bulk viscous pressure to $\Pi = 0$. Symmetries of Bjorken flow limit the shear stress $\pi^{\alpha\beta}$ to a single independent component for which we take the unitless ratio $\hat{\pi} \equiv -\tau^{2}\pi^{\alpha\beta}/(\epsilon + P)$; here $\eta/s$ denotes space-time rapidity along the beam direction and $\epsilon$ and $P$ are the fluid’s energy density and equilibrium pressure. We use a conformal equation of state $P = \epsilon/3$ such that $\epsilon + P = \frac{4}{3} \epsilon$, \( s \propto e^{1/4} \), and $T \propto e^{1/4}$. We also introduce the shorthand $\hat{\tau} = \tau/\tau_{\text{s}}$ for the longitudinal proper time in units of the microscopic relaxation time $\tau_{\text{s}}$. Subscripts 0 denote initial conditions.

The evolution follows the energy conservation law [59]

$$\tau \frac{d\ln[(\epsilon/\rho_0)^{3/4}]}{d\tau} = -(1 - \hat{\pi})$$

(1)

together with the shear stress relaxation equation

$$\tau \frac{d\hat{\pi}}{d\tau} + \hat{\pi} = \frac{5}{12} \frac{\epsilon}{\hat{\pi}^{2}} - \frac{4}{3} \hat{\pi}^{2} - \frac{3}{4} \bar{F}(\hat{\pi})$$

(2)

for anisotropic hydrodynamics [48, 59] or instead

$$\tau \frac{d\hat{\pi}}{d\tau} + \hat{\pi} = \frac{4}{15} \frac{10}{\hat{\pi}^{2}} - \frac{412}{1447} \hat{\pi}^{2}$$

(3)

for 3\textsuperscript{rd}-order Chapman-Enskog hydrodynamics [35]. The function $F(\hat{\pi})$ in Eq. (2) was originally defined in Eq. (36) of Ref. [48] in terms of the momentum deformation parameter of an underlying anisotropic distribution function (see also [13]). This definition is restricted to the interval $-\frac{1}{2} \leq \hat{\pi} \leq \frac{1}{2}$ (i.e. to positive longitudinal and transverse effective pressures) in which $F(\hat{\pi})$ smoothly interpolates between $F(-\frac{1}{2}) = 1$ and $F(\frac{1}{2}) = 0$. Here we use a polynomial fit\footnote{For $\hat{\pi} \leq 1/3$ we use $F(\hat{\pi}) = 0.2 - 1.185268 + 1.303858\hat{\pi} + 0.9487198\hat{\pi}^2$; for $\hat{\pi} > 1/3$ we set $F(\hat{\pi}) = -0.015076$.} to extrapolate $F(\hat{\pi})$ beyond this range and thereby Eq. (2) into transient regions of negative transverse or longitudinal pressures.

The two key parameters describing the off-equilibrium evolution (1-3) are the inverse Knudsen number

$$Kn^{-1} = \hat{\tau} = \hat{\tau}_0 \left( \frac{T}{T_0} \right)^{\Delta} \left( \frac{T_0}{T} \right)^{\Delta} \left( \frac{\tau_0}{\tau} \right)$$

with $\hat{\tau}_0 = \tau_0 T_0 / 5\hat{\eta}$.\footnote{For $\hat{\eta} \leq 1/3$ we use $F(\hat{\pi}) = 0.2 - 1.185268 + 1.303858\hat{\pi} + 0.9487198\hat{\pi}^2$; for $\hat{\pi} > 1/3$ we set $F(\hat{\pi}) = -0.015076$.}
and the inverse Reynolds number $Re^{-1} = \bar{\tau}$. Knudsen number drives deviations from local equilibrium while $Re^{-1}$ quantifies the fluid’s dissipative response in terms of its actual deviation from local equilibrium. For Bjorken flow the evolution of the inverse Knudsen number is given by

$$\frac{d\bar{\tau}}{d\tau} = 1 - \frac{\Delta}{3} (1 - \bar{\tau}) + \frac{d\Delta}{d\tau} \ln(T/T_0).$$

For $\Delta = \text{const}$, Eqs. (2)-(4) show that, for identical initializations $(\tau_0, \bar{\tau}_0)$ at different starting times $\tau_0$, the evolutions of both the inverse Knudsen and inverse Reynolds numbers are functions only of the scaled time $\ln(\tau/\tau_0)$. The attractor for $\bar{\tau}$ is obtained by evolving (2,3) with initial conditions at $\tau_0 = 0$ corresponding to zero right hand sides, i.e. with $\eta_{\text{attr}} = \bar{\tau}$ and $\eta_{\text{CE}} \approx 0.235$ [45], respectively. The first value agrees with the free-streaming limit; the second is $\sim 1\%$ off. We set $T_0 = 2\text{ GeV}$ at $\tau_0 = 0.004\text{ fm/c}$ and $\bar{\tau} = 0.24 \approx (4\pi)^{-1}$.

**3. Results. (a) Constant $\Delta$.** We solve Eqs. (2)-(4) numerically for different choices of $\Delta$, covering a wide range of far-off-equilibrium initial conditions with large fixed initial Knudsen number. Previous studies [53] have shown (see also Fig. 4 below) that for $\Delta < 3$ the inverse Knudsen number grows with time (i.e. the system approaches local equilibrium) as $\bar{\tau} \sim \tau T_{\text{id}}^3 \sim \tau^{1-\Delta/3}$ where $T_{\text{id}}(\tau)$ is the ideal Bjorken cooling law. Hence we start our presentation of results with the more interesting choices $\Delta = 3$ (Fig. 1), $\Delta = 4$ (Fig. 2), and $\Delta = 5$ (Fig. 3) for which we do not expect the system to thermalize.

Figs. 1a,b show the time evolution with aHydro of the inverse Knudsen and Reynolds numbers for a variety of initial values $\bar{\tau}_0$. Fig. 1c shows the evolution of the inverse Reynolds number as a function of inverse Knudsen number. In all three panels the thick blue dashed line is the aHydro attractor, obtained by solving the equations with the above-mentioned attractor initial conditions implemented at $\tau_0 = 0$. The thin solid red line shows the corresponding CE attractor for comparison; it lies slightly below the aHydro attractor, indicating a somewhat smaller shear stress and correspondingly reduced viscous heating throughout the evolution.

The black dashed lines in Fig. 1a correspond to different initial conditions $\bar{\tau}_0$. The splitting between them is caused by variations in viscous heating at early times before the differing initial deviations from the attractor have decayed. After their decay, all dashed black lines are parallel, i.e. they all follow the same power law.

According to Figs. 1b,c, for $\Delta = 3$ the inverse Reynolds number remains approximately constant for $\tau \lesssim 10^3 \tau_0$, decaying to zero long after the interval shown in the plot. Comparing with the conformal case $\Delta = 1$ where $\bar{\tau}$ drops to $\approx 0$ after several dozen fm/c [45] one realizes that increasing the growth rate for the mean free path by raising $\Delta$ from 1 to 3 strongly delays thermalization.

As already noted, the inverse Knudsen number shown in Fig. 1a increases with time as a power law $\bar{\tau} \sim \tau^\alpha$ with $\alpha \approx 1/4$. This can be understood as follows: after rapid decay of the initial deviation of $\bar{\tau}$ from the attractor value (after a time $\tau \lesssim 0.1\tau_0$, i.e. at $\text{Kn} \gtrsim 10$, cf. Fig. 1c), the shear stress follows the attractor which for $\Delta = 3$ remains for a long time close to the free-streaming value of 1/4. For $10 \lesssim \tau/\tau_0 \lesssim 10^3$ the evolution of the inverse Knudsen number can therefore be solved approximately by using Eq. (4) with $\Delta = 3$ to yield $\bar{\tau} \sim \tau^{\alpha_\text{attr}}$. The slightly larger slope in Fig. 1a for aHydro (dashed blue) compared to CE (solid red) reflects the slightly larger attractor value for $\bar{\tau}$ in aHydro.

The increase with time of $\text{Kn}^{-1}$ is halted in aHydro by further increasing $\Delta$ to 4 — see Fig. 2a. This is again understood by writing Eq. (4), after decay of the initial deviation from the attractor at some time $\tau_*$, as

$$\bar{\tau} \approx \bar{\tau}_* \left( \frac{\tau}{\tau_*} \right)^{(1+\Delta/\alpha_{\text{attr}})-1/3}, \quad \bar{\tau}_* \equiv \bar{\tau}(\tau_*).$$

Contrary to naive first expectation, the system does eventually thermalize into local equilibrium, due to shear-stress-induced viscous heating as reflected in the weak growth of the inverse Knudsen number shown in Fig. 1a.
Taking $\bar{\mu}_{\text{attr}} = \frac{1}{2}$ for aHydro, the effects of viscous heating should be exactly balanced by the now even faster growth of the mean free path, leading to constant inverse Knudsen number. However, owing to the weak coupling between the evolution of $\bar{\mu}$ and $\bar{\pi}$, $\bar{\mu}$ decreases very slightly with time, leading to $\bar{\mu}_{\text{attr}}(\tau) < \bar{\mu}_{\text{attr}}^{ \text{aHydro} } = \frac{1}{2}$ at any time $\tau \neq 0$. We checked that this explains quantitatively the slightly negative slope of the aHydro attractor in Fig. 2a, as well as the larger slope for CE since $\bar{\mu}_{\text{attr}}^{ \text{aHydro} } < \bar{\mu}_{\text{attr}}^{ \text{CE} }$. On much longer time scales $\bar{Kn}^{-1}$ is numerically found to continue its decrease, never thermalizing but approaching asymptotic free-streaming. Accordingly, the inverse Reynolds number shown in Fig. 2b never drops visibly below 1/4 and approaches exactly that value at late times. For $\Delta = 5$ (Fig. 3) the inverse Knudsen number $\bar{Kn}^{-1}$ decreases more rapidly with time, and the system moves away from thermalization more quickly. When initialized in thermal equilibrium, $\bar{\pi}_0 = 0$, the inverse Reynolds number quickly approaches the free-streaming value and stays there (Fig. 3b). Plotting the inverse Reynolds number against the inverse Knudsen number in Fig. 3c, early times now correspond to “large” $\bar{Kn}^{-1}$ near the right edge of the plot, and the system evolves leftward towards smaller values of $\bar{Kn}^{-1}$, all at constant $Re^{-1} = \bar{\pi}_{\text{attr}}$.

We conclude this part of our discussion by summarizing in Fig. 4 the time evolution of the attractor solutions for the inverse Knudsen and Reynolds numbers for $\Delta = 1$ through 5. For $\Delta < 4$ the attractors are characterised by $\bar{Kn}^{-1}$ increasing with time, although the growth keeps falling as $\Delta$ gets bigger, delaying thermalization. For $\Delta = 4$, $\bar{Kn}^{-1}$ begins to decrease with time; as $\Delta$ increases further this trend strengthens. The shear stress shown in Fig. 4b decreases with time for $\Delta = 1$, indicating thermalization; thermalization is delayed for $\Delta = 2, 3$, and it never happens for $\Delta \geq 4$ where $\bar{\pi}$ is approximately frozen at the free-streaming value.

(b) Time-dependent $\Delta(\tau)$. To simulate within the restrictions of Bjorken symmetry the transition from early thermalization to late decoupling dynamics, and to explore the behavior of the hydrodynamic attractor during this transition, we study a time-dependent $\Delta(\tau)$ that interpolates between $\Delta_i = 1$ at early and $\Delta_f = 6$ at late times, with a transition around $\tau_i = 10 \text{ fm} = 2500 \tau_0$ (cf. Fig. 5a):

$$\Delta(\tau) = \frac{\Delta_f - \Delta_i}{\Delta_f - \Delta_i} e^{-(\tau - \tau_0)/\tau_{tr}} \quad \text{for} \quad \tau \geq \tau_0. \tag{6}$$

Figure 5 shows that even with this time-dependent $\Delta$ the evolution of the inverse Reynolds number is controlled by a hydrodynamic attractor. At early times $\tau < \tau_i$ the inverse Knudsen number $\bar{Kn}^{-1}$ increases with time, i.e. the system moves

Note that now the last term in Eq. (4) couples the evolution of the Knudsen number directly to that of the energy density (for constant $\Delta$ its evolution was decoupled).
closer to local equilibrium. Around \( \tau \sim \tau_n \), Kn \(^{-1}\) drops steeply by almost 3 orders of magnitude and then continues to decrease more moderately, following the attractor for fixed \( \Delta_f = 6 \) and thereby moving rapidly away from thermal equilibrium. Fig. 5c shows that the inverse Reynolds number quickly relaxes from its initial condition to the attractor for \( \Delta = 1 \), starting close to the free-streaming limit but decreasing slowly for \( \tau < \tau_n \) as the system moves towards local equilibrium. This decrease is halted at \( \tau \sim \tau_n \) after which \( \text{Re}^{-1} \) increases again and soon settles on the free-streaming limit (\( \text{Re}_{\text{fs}}^{-1} = 0.25 \) for aHydro and \( \approx 0.235 \) for third-order CE). Plotting the evolution of \( \text{Re}^{-1} \) against the inverse Knudsen number in Fig. 5d we see the system initially moving right and slightly downward before turning around and moving left again and slightly upward. This is qualitatively reminiscent of the pattern shown in Fig. 2 of Ref. [14] for (2+1)-dimensional hydrodynamic expansion with longitudinal boost-invariance. We checked with additional calculations that the system joins the free-streaming attractor similarly rapidly if the evolution starts away from the attractor at a time \( \tau \gg \tau_n \) (for example at \( \tau_i = \tau_n \) or \( \tau_i = 100 \tau_n \)) as long as the initial Knudsen number is large, \( \text{Kn}_{\text{in}} \ll 1 \).

Figure 6 shows (as dashed green, dotted magenta and solid black lines for \( \Delta = 1, 2, \) and 6, respectively) the aHydro attractor for \( \text{Re}^{-1} \) as a function of the inverse Knudsen number Kn \(^{-1}\), together with a number of dashed lines indicating aHydro solutions with various off-attractor initial conditions. One should note the characteristic change of shape of the thin dashed lines as the Knudsen number increases from the right towards the left, reflecting the transition near Kn \(^{-1}\) from exponential to power-law decay of initial deviations of \( \text{Re}^{-1} \) from the attractor value [45, 46]. Even though the change of the temperature dependence of the relaxation time \( \tau_n \) between \( \Delta = 1 \) and \( \Delta = 6 \) reflects a significant change in a key medium property of the fluid, the attractors for these differing \( \Delta \)-values remain rather close to each other. While for \( \Delta = 1 \) and 2 the system evolves in time from the left towards the right along the corresponding attractor, the arrow of time points in the opposite direction (i.e. from the right towards the left) for \( \Delta = 6 \).

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{figure6.png}
\caption{(Color online) The aHydro attractor for \( \text{Re}^{-1} \) for \( \Delta = 1 \) (dashed green), \( \Delta = 2 \) (dotted magenta), and \( \Delta = 6 \) (solid black), together with a few solutions for \( \Delta = 6 \) with off-attractor initial conditions (thin black dashed) imposed at various initial values for the inverse Knudsen number Kn \(^{-1}\).}
\end{figure}

Comparison with Fig. 5 clarifies how in Fig. 5d the system first moves right along the dashed green attractor for \( \Delta = 1 \) and then crosses over to the solid black \( \Delta = 6 \) attractor, turning around in the process to follow the latter towards the left.

4. Summary. We found that by parametrically modifying the temperature dependence of the relaxation time in a simple (0+1)-dimensional expanding fluid one can systematically study the transition from thermalizing dynamics for small and decreasing Knudsen numbers to decoupling and eventual free-streaming dynamics at large and increasing Knudsen numbers. In realistic (3+1)-dimensional simulations of heavy-ion collisions this transition is caused by the change in dimensionality of the expansion, from initially (0+1)-d to eventually (3+1)-d, and can only be studied numerically. In our (0+1)-d Bjorken toy model we trigger this transition by modifying the temperature dependence of the microscopic scattering rate as a function of time. This allows us to study this transition in significant detail and with a large degree of semi-analytic control. We find that throughout its history, from initial thermalizing dynamics through the transition towards dynamical decoupling and ultimately free-streaming dynamics, the system’s evolution is controlled by a hydrodynamic attractor. We computed this attractor for relativistic anisotropic and 3\( ^{1/3} \)-order Chapman-Enskog dissipative hydrodynamics and discussed its properties. The shape of the attractor for \( \text{Re}^{-1} \) as a function of \( \text{Kn}^{-1} \) was found to exhibit only weak sensitivity to changes in the medium properties distinguishing thermalizing from decoupling dynamics. The only major distinction between these different dynamics is the direction in which the expanding system evolves along this quasi-universal attractor. Up to necessary redefinitions of the Knudsen and inverse Reynolds numbers to account for transverse expansion and the existence of multiple shear stress components together with a bulk viscous pressure, we expect a similar attractor to rule all fluid cells in a three-dimensionally expanding fluid, with the possible exception of dilute cells near its outer surface whose microscopic relaxation times may be too long for them to reach the attractor before the fluid breaks up into free-streaming hadrons. Future work will check this expectation.
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