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Abstract

We define a notion of logarithmic, Coulomb and Riesz interactions in any dimension for random systems of infinite charged point configurations with a uniform background of opposite sign. We connect this interaction energy with the “renormalized energy” studied by Serfaty et al., which appears in the free energy functional governing the microscopic behavior of logarithmic, Coulomb and Riesz gases. Minimizers of this functional include the Sine-beta processes in the one-dimensional Log-gas case. Using our explicit expression (inspired by the work of Borodin-Serfaty) we prove their convergence to the Poisson process in the high-temperature limit as well as a crystallization result in the low-temperature limit for one-dimensional systems.

1 Introduction

1.1 General setting

Logarithmic, Coulomb and Riesz interactions. We consider a system of points (which we can think of as being point particles carrying a positive unit charge) in the Euclidean space \( \mathbb{R}^d \) interacting pairwise via logarithmic, Coulomb or Riesz pairwise interactions

\[
g(x) = -\log |x|, \quad \text{in dimension } d = 1,
\]

\[
g(x) = -\log |x|, \quad \text{in dimension } d = 2,
\]

or in general dimension

\[
g(x) = \frac{1}{|x|^s}, \quad \max(0, d - 2) \leq s < d.
\]

Cases (1.1) and (1.2) are known as one- and two-dimensional log-gases, and we will refer to them as the “logarithmic cases”. One-dimensional log-gases have been extensively studied for their connection with important random matrix models known as the \( \beta \)-ensembles (see [For10]). The two-dimensional log-gas is known in the physics literature as a two-dimensional one-component plasma (see [AJ81]) and can also model non-Hermitian random matrices such as the Ginibre ensemble [Gin65]. The cases (1.3) correspond to higher-dimensional Coulomb gases (if \( s = d - 2 \)) or Riesz gases.

The statistical mechanics of \( N \) points \( (x_1, \ldots, x_N) \) interacting pairwise via \( g \) under a confining potential \( V \) at inverse temperature \( \beta \in (0, +\infty) \) is given by the canonical Gibbs measure

\[
d\mathbb{P}_{N,\beta}(x_1, \ldots, x_N) := \frac{1}{Z_{N,\beta}} e^{-\beta(\sum_{i \neq j} g(x_i-x_j)+N\sum_{i=1}^N V(x_i))} dx_1 \ldots dx_N,
\]
where $Z_{N,\beta}$ is a normalizing constant. The macroscopic behavior i.e. the behavior of the empirical measure $\mu_N := \frac{1}{N} \sum_{i=1}^N \delta_{x_i}$ is well studied in the limit $N \to \infty$, see e.g. [Ser14] and the references therein. The limiting macroscopic arrangement is described by the equilibrium measure $\mu_{eq}$, which is a probability measure on $\mathbb{R}^d$, depending on $V$, with compact support $\Sigma$, such that $\{\mu_N\}_N$ converges weakly to $\mu_{eq}$, $\mathbb{P}_{N,\beta}$-a.s.

In order to study the microscopic arrangement of the particles, Sandier-Serfaty have derived in [SS12] (see also [SS13], [RS15], [PS15]) a second-order energy functional $W_N$ which governs the fluctuations around $\mu_{eq}$, together with an object $\mathcal{W}$ defined on infinite point configurations which is the limit of $W_N$ as $N \to \infty$ in the sense of $\Gamma$-convergence of functionals (see [Ser14]). Let $x_1 := N^{1/d} x_1, \nu_N := \sum_{i=1}^N \delta_{x_i}$ and let $\mu_{eq}^\prime$ be the push-forward of $\mu_{eq}$ by $x \mapsto N^{1/d} x$. The “blown-up” point configuration $\nu_N^\prime$ encodes the position of particles at the microscopic (inter-particle) scale $N^{-1/d}$. We let

$$W_N(x_1, \ldots, x_N) := \frac{1}{N} \int_{\triangle} g(x - y)(d\nu_N^\prime - d\mu_{eq}^\prime(x)) \otimes (d\nu_N - d\mu_{eq}^\prime(y)),$$

where $\triangle$ is the diagonal. It can be seen that $W_N$ computes (up to the factor $\frac{1}{N}$) the Coulomb/Riesz interaction of the electric system made of the finite (charged) point configuration $\nu_N^\prime$ and of a negatively charged background of density $d\mu_{eq}^\prime$, with itself, without the infinite self-interactions of the charges because the diagonal $\triangle$ is excluded.

An integration by parts shows that $W_N$ may be re-written with the help of the associated electric field $E_{loc} := \nabla \star (\nu_N^\prime - \mu_{eq}^\prime)$, whose norm is computed in a renormalized fashion to take care of the singularities around each charge (we will come back to this procedure in Section 3.1). Following the same procedure, a renormalized energy functional $\mathcal{W}$ is defined on the space of electric fields corresponding to infinite point configurations together with a uniform background of intensity 1. If $\mathcal{C}$ is a point configuration, its Coulomb/Riesz energy $\mathcal{W}(\mathcal{C})$ is then defined as

$$\mathcal{W}(\mathcal{C}) := \inf_E \mathcal{W}(E),$$

where the infimum is taken among the set of electric fields $E$ which are compatible with $\mathcal{C}$. Finally if $P$ is a random point process (a probability measure on point configurations) its energy is defined by

$$\mathcal{W}^{\text{elec}}(P) := \mathcal{W}(P)[\mathcal{W}].$$

We refer to Section 3.3 for more details. The superscript “elec” is added by us and refers to this “electric” approach to the definition of a Coulomb/Riesz energy.

**Free energy at microscopic scale.** In [LS15] S. Serfaty and the author have obtained a second-order (or process level) large deviation principle concerning the average microscopic behaviour of the particles under the canonical Gibbs measure at inverse temperature $\beta \in (0, +\infty)$. This behaviour is characterized by a certain random point process $P$ (the law of a random point configuration) and it amounts to minimizing a free energy functional of the form

$$\mathcal{F}_\beta(P) := \beta \mathcal{W}^{\text{elec}}(P) + \text{ent}[P][\Pi]$$

on the space $\mathcal{P}_{\mu_1}(\mathcal{X})$ of translation-invariant random point processes whose mean density of points is 1. The term $\text{ent}[P][\Pi]$ denotes the specific relative entropy of $P$ with respect to the Poisson point process of intensity 1 on $\mathbb{R}^d$, it is the infinite-volume analogue of the usual relative entropy.

From a physics perspective, knowing the minimizers of the free energy and how they behave as $\beta$ varies allows one to retrieve some of the thermodynamic properties of the physical system at
the microscopic scale (e.g. the existence of phase transitions). From the random matrix theory point of view, it was proven in [LS15] that an important family of point processes governing the microscopic behavior of eigenvalues, namely the Sine$_\beta$ processes of Valko-Virag (see [VV09]), minimizes $F_\beta$ for $\beta > 0$. Hence it would be very useful to have information on $F_\beta$, its level sets and its minimizers (depending on $\beta$). A drawback of the free energy $F_\beta$ is that computing it explicitly is hard. The energy term in particular is difficult to evaluate and except for the case of periodic configurations (for which exact formulas hold) no value of $W$ is known and the mere finiteness of $W(C)$ for a given point configuration $C$ is unclear in general (see however [GS13] for some criteria). On the other hand, level sets of $W$ are easily seen to be degenerate because small perturbations of any given configuration $C$ typically do not change its energy. Concerning both issues, it turns out to be helpful to look for a definition of the energy directly at the level of stationary random point processes instead of averaging the energy computed configuration-wise.

The approach of Borodin-Serfaty. In [BS13] a related notion of a renormalized energy for random point processes was introduced in the logarithmic setting (1.1) and (1.2). Given a stationary random point process $P$, Borodin and Serfaty proceed by periodizing the point process induced in a square (or interval) of sidelength $R$ and computing its renormalized energy by the mean of explicit formulas valid in the periodic setting. If $(a_1, \ldots, a_N)$ is a configuration in a torus $T$ of volume $N$ in $\mathbb{R}^d$, the associated periodic point configuration has an energy

$$W(a_1, \ldots, a_N) = \frac{c_{d,s}^2}{N} \sum_{i \neq j} G_{\text{per}}^\text{per}(a_i - a_j) + c_{d,s}^2 \lim_{x \to 0} \left( G_{\text{per}}^\text{per}(x) + \frac{\log(x)}{c_{d,s}} \right),$$

where $c_{d,s}$ is a constant and $G_{\text{per}}^\text{per}$ is a certain periodic Green function which has a logarithmic singularity at 0. Taking the expectation under $P$, using an expansion of $G_{\text{per}}^\text{per}$ and sending $N \to \infty$ they obtain an energy $W_{BS}(P)$ (our notation) which may be written, up to an additive constant, as

$$(1.6) \quad W_{BS}(P) = \int_{\mathbb{R}^d} -\log |v| (\rho_{2,P}(v) - 1) dv,$$

where $\rho_{2,P}$ denotes the two-point correlation function of $P$, which can be seen as a function of one variable by stationarity (we abuse notation and let $\rho_{2,P}(v) := \rho_{2,P}(0,v)$). Using this explicit expression in terms of $\rho_{2,P}$, they are able to compute the energy $W_{BS}$ for some specific point processes (e.g. the Sine$_\beta$ processes for $\beta = 1, 2, 4$, and the Ginibre point process) as well as to solve minimization problems (the minimization of $W_{BS}$ over a large class of determinantal point processes). However no general rigorous connection is drawn between $W_{BS}$ and the electric definition $W_{\text{elec}}$ which derives from the energy functional $W_N$. Moreover the formulas of [BS13] only apply to random point processes for which $\rho_{2,P}(x,y) - 1$ decays fast enough as $|x - y| \to \infty$. The approach of the present paper is strongly inspired by the one of [BS13] and is an attempt to give a partial connection between $W_{BS}$ and $W_{\text{elec}}$.

1.2 Main results

The purpose of this paper is twofold. First we introduce an energy $W_{\text{int}}$ ("int" as "intrinsic") defined on $P_{s,1}(\mathcal{X})$ which is expressed only in terms of $g$ and of the two-point correlation function, and we connect $W_{\text{int}}$ with $W_{\text{elec}}$. In a second part we use $W_{\text{int}}$ to handle the energy term in $F_\beta$, which allows us to describe the behavior of minimizers of $F_\beta$ in the limiting cases $\beta \to 0$ (in any dimension) and $\beta \to \infty$ (in dimension 1).
New definition of the Coulomb/Riesz energy. If $P$ is a stationary random point process of intensity 1 and $\rho_{2,P}$ denotes its two-point correlation function, we define in Section 3.2 its “intrinsic” energy (with respect to the interaction $g$) as

$$\mathbb{W}^{\text{int}}(P) := \liminf_{R \to \infty} \frac{1}{R^d} \int_{C_R^2 \setminus \triangle} g(x, y)(\rho_{2}(x, y) - 1) dx dy,$$

where $C_R$ is the hypercube $[-\frac{R}{2}, \frac{R}{2}]^d$. An equivalent formulation is

$$(1.7) \quad \mathbb{W}^{\text{int}}(P) := \liminf_{R \to \infty} \frac{1}{R^d} \int_{[-R,R]^d\setminus\{0\}} g(v)(\rho_{2,P}(v) - 1) \prod_{i=1}^d (R - |v_i|) dv,$$

where $v = (v_1, \ldots, v_d)$ and where we made again the abuse of notation $\rho_{2,P}(v) := \rho_{2,P}(0,v)$. The expression (1.7) shows similarities with (1.6) in the logarithmic cases.

Let us also define, in the logarithmic cases

$$(1.8) \quad D^{\log}(P) := C^{\log} \limsup_{R \to \infty} \left( \frac{1}{R^d} \int_{C_R^2} (\rho_{2,P}(x, y) - 1) dx dy + 1 \right) \log R,$$

where $C^{\log}$ is a constant whose value is irrelevant for our concerns.

Finally we introduce the free energy functional analogous to $F_\beta$ (defined in (1.5))

$$\mathcal{F}_\beta := \beta \mathbb{W}^{\text{int}} + \text{ent}[\cdot|\Pi],$$

or in the logarithmic cases

$$\mathcal{F}_\beta := \beta (\mathbb{W}^{\text{int}} + D^{\log}) + \text{ent}[\cdot|\Pi].$$

Let us recall the following definition: let $X$ be a topological space and $f, g : X \to \mathbb{R}$ two functions. We say that $g$ is the lower semi-continuous regularization of $f$ if for any $x \in X$ we have

$$g(x) = \liminf_{y \to x} f(y).$$

Our first main result is

**Theorem 1.** The functionals $\mathbb{W}^{\text{elec}}$ and $\mathbb{W}^{\text{int}}$ are related as follows.

- In the one-dimensional logarithmic case (1.1), $\mathbb{W}^{\text{elec}}$ is the lower semi-continuous regularization of $\mathbb{W}^{\text{int}} + D^{\log}$, and for any $\beta \in (0, +\infty)$, $\mathcal{F}_\beta$ is the lower semi-continuous regularization of $\mathcal{F}_\beta$.

- In the non-Coulomb cases (1.3) with $s > d - 2$, $\mathbb{W}^{\text{elec}}$ is the lower semi-continuous regularization of $\mathbb{W}^{\text{int}}$, and for any $\beta \in (0, +\infty)$, $\mathcal{F}_\beta$ is the lower semi-continuous regularization of $\mathcal{F}_\beta$.

- In the two-dimensional logarithmic (Coulomb) case (1.2), we have

$$\mathbb{W}^{\text{elec}} \leq \mathbb{W}^{\text{int}} + D^{\log}$$

- In the higher dimensional Coulomb cases (1.3) with $s = d - 2$, we have

$$\mathbb{W}^{\text{elec}} \leq \mathbb{W}^{\text{int}}.$$
A first interest of Theorem 1 is that it provides a way of showing that a given random point process has finite energy. For example in the $d = 3$ Coulomb case, the Poisson point process of intensity 1 is easily seen to satisfy $\mathbb{W}^{\text{int}}(\Pi) = 0$, hence $\mathbb{W}^{\text{elec}}(\Pi)$ is finite and nonpositive.

Let us emphasize that Theorem 1 is less precise in the Coulomb cases than in the cases (1.1) and (1.3) with $s > d - 2$, to which we will henceforth refer as the “non-Coulomb cases”.

In the following statement, by saying that two minimization problems are equivalent we mean that both functionals have exactly the same infima. If $g$ is the lower semi-continuous regularization of $f$ on $X$, then the minimization problems associated to $f$ and $g$ are equivalent, thus

Corollary 1.1. We deduce from Theorem 1 that in the non-Coulomb cases

1. Minimizing $\mathbb{W}^{\text{elec}}$ on $\mathcal{P}_{s,1}(X)$ is equivalent to minimizing $\mathbb{W}^{\text{int}}$ (or $\mathbb{W}^{\text{int}} + D^{\text{log}}$) on $\mathcal{P}_{s,1}(X)$.

2. For any $\beta \in (0, +\infty)$, minimizing $F_\beta$ on $\mathcal{P}_{s,1}(X)$ is equivalent to minimizing $F'_\beta$ on $\mathcal{P}_{s,1}(X)$.

Applications. We use the explicit expression of $\mathbb{W}^{\text{int}}$ and its link with $\mathbb{W}^{\text{elec}}$ to perform simple computations, which allow us to prove the following two results concerning the minimization of $F_\beta$ in the limit $\beta \to 0$ and $\beta \to \infty$.

**High-temperature limit.** As can be expected, when $\beta \to 0$ any minimizer of $F_\beta$ gets close to the minimizer of the entropy term.

**Theorem 2.** For all cases (1.1), (1.2), (1.3), the minimizers of $F_\beta$ converge as $\beta \to 0$ to the law of the Poisson point process $\Pi$. Moreover this convergence holds in entropy sense i.e.\n
$$\lim_{\beta \to 0} \sup_{F_\beta(P_\beta) = \min F_\beta} \text{ent}[P_\beta|\Pi] = 0.$$\n
In the special case of one-dimensional log-gases, as proven in [LS15] a minimizer of $F_\beta$ is the Sine$\beta$ process of Valko-Virag [VV09]. Hence our method yields another proof for a recent result of Allez and Dumaz [AD14]:

**Corollary 1.2.** As $\beta \to 0$ the Sine$\beta$ point process converges weakly in the space of Radon measure (endowed with the topology of vague convergence) to the law of a Poisson point process on $\mathbb{R}$.

**Low-temperature limit.** In dimension 1 we may also characterize the limit $\beta \to \infty$ (the low temperature limit) of the minimizers of $F_\beta$. We let $P_\mathbb{Z}$ be the stationary random point process associated to the lattice $\mathbb{Z}$

$$P_\mathbb{Z} := \int_0^1 \delta_{x+\mathbb{Z}} \, dx,$$

which can also be seen as the law of the point configuration $u + \mathbb{Z}$ where $u$ is a uniform random variable in $[0,1]$ and where we let $x + \mathbb{Z}$ denote the point configuration $\{x + k, k \in \mathbb{Z}\}$.

**Theorem 3 (Crystallization for $d = 1$).** For $d = 1$ and in both cases (1.1) or (1.3), the random point process $P_\mathbb{Z}$ is the unique minimizer of $\mathbb{W}^{\text{elec}}$ on $\mathcal{P}_{s,1}(X)$. Moreover if $\{P_\beta\}_{\beta}$ is a family of minimizers of $F_\beta$, we have

$$\lim_{\beta \to \infty} P_\beta = P_\mathbb{Z}.$$
Theorem 3 is a crystallization result, proving the convergence to the one-dimensional crystal as $\beta \to \infty$. A similar result was proven in the one-dimensional logarithmic case in [Leb15] by using the explicit expression available in the periodic setting together with an approximation by periodic point processes. The method here is similar in spirit but follows a simpler approach which works for Riesz cases as well.

1.3 Open questions

Let us now briefly mention some questions that are raised by, or related to our present study.

Minimizers of $\mathcal{W}^{\text{int}}$. Could one determine the infimum of $\mathcal{W}^{\text{int}}$ (thus of $\mathcal{W}^{\text{relec}}$ in the non-Coulomb cases) thanks to its explicit form? A necessary condition on the realizability of $\rho_2$ as a two-point correlation function of some stationary random point process of intensity one is that $T_2 := \rho_2 - 1$ satisfies

$$T_2 \geq -1, \quad \hat{T}_2 \geq -1,$$

(see [KLS07, Section 2]) where $\hat{T}_2$ denotes the Fourier transform of $T_2$ (in a sense that should, in general, be precised). Thus we may start by asking whether the linear optimization problem of minimizing

$$\liminf_{R \to \infty} \int_{[-R,R]^d} T_2(v)g(v) \prod_{i=1}^d \left(1 - \frac{|v_i|}{R}\right) dv$$

can be solved on the convex set $\{T_2 \geq -1, \hat{T}_2 \geq -1\}$. It is unclear to us whether the symmetry of the constraints on $T_2$ and $\hat{T}_2$ might be of any use (however let us observe that the two-point correlation function of $P_2$ is its own Fourier transform, and that the expected minimizer in $d = 2$, namely the stationary random point process associated to the triangular lattice, exhibits a self-duality of the same kind).

Decorrelating random point processes. We may also investigate the problem of minimizing $\mathcal{W}^{\text{int}}$ over particular sub-classes of $\mathcal{P}_{s,1}(\mathcal{X})$. We have already mentioned the work of [BSi13] where this minimization is considered over determinantal point processes in dimension $d = 1, 2$. Another interesting aspect is that of “decorrelating” random point processes. Let us say that $P$ is a decorrelating random point process (or that $P$ decorrelates) when $T_2(v) := \rho_2(v) - 1$ tends to 0 as $|v| \to \infty$, with some speed criterion to be fixed, or when $T_2$ lies in some reasonable class (e.g. $L^p$-spaces). It is unclear to us whether there is a minimizing sequence for $\mathcal{W}^{\text{int}}$ made of random point processes which decorrelate. A negative answer would hint at a soft kind of phase transition as $\beta$ varies. Indeed as $\beta \to 0$ the minimizers of $\mathcal{F}_\beta$ converge to the law of a Poisson point process $\Pi$ (according to Theorem 2), which is a typical decorrelating random point process, and as $\beta \to \infty$ they would rather leave this class.

The 1d Log-gas case. Such a transition may be formally observed in the one-dimensional logarithmic case. Let us recall that for $d = 1, s = 0$ there exists a “concrete” family of minimizers for $\mathcal{F}_\beta$ stemming from Random Matrix Theory (RMT), namely the Sine-$\beta$ processes. They arise as the $N \to \infty$ limit of microscopic point processes observed in the so-called “Gaussian $\beta$-ensembles”, which are a generalization for any $\beta$ of the classical Gaussian ensembles of RMT (see [DE02] and [VV09]). It is known (see [Nak14]) that Sine-$\beta$ is also the law of the limiting microscopic point process for the “Circular $\beta$-ensemble”, which is another RMT model. The $N \to \infty$ limit for two-point correlation function of the Circular $\beta$-ensemble has been derived in
two-point correlation function of $P$, allowing us here to construct a global electric field from a local one, and by definition computed in terms of the energy of $R$. For any determinantal point process, we introduce the alternative object also raising the question of finding the minimizer (or a minimizing sequence) for $P$. We start by using a convexity argument to show that $\Pi$ of random point processes converging to $\Pi$ is the screening lemma element is the notation. Plan of the paper and ideas of proof. In Section 2 we give some general definitions and notation. In Section 3 we recall the definition of the $\Pi$ of [PS15] (following [SS12], [SS14], [RS15]) which, heuristically $\beta$ of the two-point correlation function of $Sine_{\beta}$, i.e. formally we have

$$T_{2, Sine_{\beta}}(x) := \rho_{2, Sine_{\beta}}(x) - 1 \approx \sum_{k=1}^{\beta/2} f_k(x) x^{-4k^2/\beta},$$

where $f_k(x)$ is a slowly oscillating function. The leading term of $T_{2, Sine_{\beta}}(x)$ as $x \to \infty$ is of order $x^{-4/\beta}$, we would thus expect $T_{2, Sine_{\beta}}$ to leave the class $L^p$ as soon as $\beta \geq 4p$.

Decorrelating random point process of minimal energy. A negative answer would also raise the question of finding the minimizer (or a minimizing sequence) for $W^{\text{int}}$ among decorrelating random point processes. It seems to us that a good candidate for a lower bound on the energy is given by the hypothetical “hardcore Poisson point process” $\Pi_{hc}$ whose two-point correlation function would be $\rho_{2, hc} = 1 - 1_B$ where $B$ is the ball of center 0 and unit volume in $\mathbb{R}^d$. In dimension $d = 1$ it is not hard to construct a sequence of random point processes whose energies converge to the associated energy $\int_B \log |v|$. In arbitrary dimension, it easy to see that any sub-Poissonian random point process (i.e. a random point process such that $\rho_2 \leq 1$, e.g. any determinantal point process) has a larger energy than $\Pi_{hc}$.

Plan of the paper and ideas of proof. In Section 2 we give some general definitions and notation. In Section 3 we recall the definition of the renormalized energy in the sense of [SS12], [RS15], [PS15], then we introduce the alternative object $W^{\text{int}}$ defined on the space of random point processes, and in the stationary case we give a simple expression of $W^{\text{int}}(P)$ in terms of the two-point correlation function of $P$.

In Section 4 we give some preliminary results. In particular we observe that while $W^{\text{elec}}$ is by definition computed in terms of the energy of $\Pi$ of global electric fields defined on the whole space $\mathbb{R}^{d+k}$, the object $W^{\text{int}}$ is rather a limit as $R \to \infty$ of the energy of local electric fields defined on hypercubes of sidelength $R$.

Section 5 is devoted to the proof of Theorem 1. The proof goes in two steps: first we show that $W^{\text{elec}} \leq W^{\text{int}}$ (or $W^{\text{int}} + D^{\log}$ in the logarithmic cases) on the space $P_{s,1}(\mathcal{X})$, then conversely (in the non-Coulomb cases) for any $P \in P_{s,1}(\mathcal{X})$ we prove the existence of a “recovery sequence” $\{P_N\}_N$ converging to $P$ and such that $\lim_{N \to \infty} W^{\text{int}}(P_N) \leq W^{\text{elec}}(P)$. In both steps the key element is the screening lemma of [PS15] (following [SS12], [SS14], [RS15]) which, heuristically speaking, allows us here to construct a global electric field from a local one, and vice versa.

In Section 6 we prove Theorem 2 about the convergence to the law of the Poisson point process $\Pi$ of minimizers of $F_\beta$ as $\beta \to 0$. If $W^{\text{elec}}(\Pi)$ is finite we may see directly that $\text{ent}[P_\beta|\Pi]$ must go to zero as $\beta \to 0$, and then the specific Pinsker inequality implies that $P_\beta \to \Pi$ as $\beta \to 0$. However in some cases the finiteness of $W^{\text{elec}}(\Pi)$ is false (e.g. $d = 1, s = 0$, see [LS15]) or yet unknown ($d = 2, s = 0$). We use the fact that $W^{\text{elec}} \leq W^{\text{int}} + D^{\log}$ to construct a sequence of random point processes converging to $\Pi$ in entropy sense and whose renormalized energy is finite.

In Section 7 we restrict ourselves to the one-dimensional cases (1.1) or (1.3) and we prove the crystallization result of Theorem 3. We start by using a convexity argument to show that $P_\beta$ is the only minimizer of $W^{\text{int}}$ over $P_{s,1}(\mathcal{X})$. More precisely we obtain a quantitative bound below on $W^{\text{int}}(P) - W^{\text{int}}(P_\beta)$ in terms of the two-point correlation function of $P$. This translates into a bound below for $W^{\text{elec}}(P) - W^{\text{elec}}(P_\beta)$ which implies that $P_\beta$ is also the only minimizer of $W^{\text{elec}}$. Moreover as $\beta \to \infty$ we show that $W^{\text{elec}}(P_\beta)$ must go to $W^{\text{elec}}(P_\beta)$, which in turn implies
that as $\beta \to \infty$ the two-point correlation function of $P_\beta$ converges to $\rho_2$ in the distributional sense. Thanks to the “rigidity” of the lattice it is not hard to deduce that in fact $P_\beta$ converges to $P^0$ as $\beta \to \infty$.
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2 Definitions and notation

2.1 Generalities

If $(X, d_X)$ is a metric space we let $P(X)$ be the space of Borel probability measures on $X$ and we endow $P(X)$ with the distance

\begin{equation}
\tag{2.1}
d_{P(X)}(P_1, P_2) = \sup \left\{ \int F(dP_1 - dP_2) \mid F \in \text{Lip}_1(X) \right\},
\end{equation}

where $\text{Lip}_1(X)$ denotes the set of functions $F : X \to \mathbb{R}$ that are 1-Lipschitz with respect to $d_X$ and such that $\|F\|_\infty \leq 1$. It is well-known that the distance $d_{P(X)}$ metrizes the topology of weak convergence on $P(X)$. If $P \in P(X)$ is a probability measure and $f : X \to \mathbb{R}^d$ a measurable function, we denote by $E_P[f]$ the expectation of $f$ under $P$.

The ambient Euclidean space of dimension $d$ is denoted by $\mathbb{R}^d$. We will often need to work in $\mathbb{R}^{d+k}$ where $k = 0$ (in the case of Coulomb interactions) or 1 (see Section 2.2).

For any $R > 0$ we denote by $C_R$ the hypercube $[-R/2, R/2]^d \subset \mathbb{R}^d$ and by $\hat{C}_R$ the hypercube $[-R/2, R/2]^{d+k} \subset \mathbb{R}^{d+k}$. Similarly we let $B_R$ be the ball of center 0 and radius $R$ in $\mathbb{R}^d$ and $\hat{B}_R$ be the ball of center 0 and radius $R$ in $\mathbb{R}^{d+k}$.

If $A$ is a set, we let $\triangle := \{(x, x), x \in A\} \subset A \times A$ be the diagonal of $A$.

2.2 Point configurations and random point processes

Point configurations. If $A$ is a Borel set of $\mathbb{R}^d$ we denote by $\mathcal{X}(A)$ the set of locally finite point configurations in $A$ or equivalently the set of non-negative, purely atomic Radon measures on $A$ giving an integer mass to singletons (see [DVJSS]). We will often write $\mathcal{C}$ for $\sum_{p \in \mathcal{C}} \delta_p$.

We endow the set $\mathcal{X} := \mathcal{X}(\mathbb{R}^d)$ (and the sets $\mathcal{X}(A)$ for $A$ Borel) with the topology induced by the topology of weak convergence of Radon measure (also known as vague convergence or convergence against compactly supported continuous functions), these topologies are metrizable and we fix an arbitrary compatible distance.

The additive group $\mathbb{R}^d$ acts on $\mathcal{X}$ by translations $\{\theta_t\}_{t \in \mathbb{R}^d}$: if $\mathcal{C} = \{x_i, i \in I\} \in \mathcal{X}$ we let

\begin{equation}
\tag{2.2}
\theta_t \cdot \mathcal{C} := \{x_i - t, i \in I\}.
\end{equation}

We denote by $N_R : \mathcal{X} \to \mathbb{N}$ the number of points of a configuration in the hypercube $C_R$, and by $D_R$ the discrepancy $D_R = N_R - R^d$.

Random point processes. A random point process is a probability measure on $\mathcal{X}$. We denote by $P(\mathcal{X})$ the set of translation-invariant (or stationary) random point processes. We endow $P(\mathcal{X})$ with the topology of weak convergence of probability measures on $\mathcal{X}$. A compatible distance on $P(\mathcal{X})$ is defined in (2.1).
Remark 2.1. Another natural topology on $\mathcal{P}(\mathcal{X})$ is the “convergence of the finite distributions” \cite[Section 11.1]{DVJ08}, also called the “convergence with respect to vague topology for the counting measure of the point process”. The two notions of convergence coincide as stated in \cite[Theorem 11.1.VII]{DVJ08}.

We will use several times the operation of averaging a random point process over translations in some measurable subset. If $P$ is a random point process in $\mathbb{R}^d$ and $K$ a measurable subset of $\mathbb{R}^d$ with finite, non-zero Lebesgue measure, we define the average $P^K_\text{av}$ of $P$ over translations in $K$ as the law of the random variable $u_K + C$ where $u_K$ is uniformly distributed according to the normalized Lebesgue measure on $K$, and $C$ has law $P$. The sum of a vector and a point configuration is defined as the point configuration

$$x + C := \{x + p, p \in C\}.$$

Hyperuniformity. Following \cite{TS03} we say that a random point process $P$ is hyperuniform if we have

$$\mathbb{E}_P[\mathcal{P}^2_K] = O(R^{d-1}).$$

For a stationary one-dimensional random point process $P$, hyperuniformity is easily seen to be equivalent to the following property: for some $r > 0$, there are $P$-a.s. between $k - r$ and $k + r$ points in any interval of length $k$.

2.3 Correlation functions

Let $P \in \mathcal{P}(\mathcal{X})$ be a random point process. For any $n \geq 1$ the $n$-point correlation function $\rho_{n,P}$ is the linear form on (a subspace of) the linear space of bounded measurable functions $\varphi_n : \mathbb{R}^n \to \mathbb{R}$ with compact support defined by (we abbreviate “p.d.” for “pairwise distinct”)

$$\rho_{n,P}(\varphi_n) = \mathbb{E}_P \sum_{x_1, \ldots, x_n \in C \text{ p.d.}} \varphi_n(x_1, \ldots, x_n).$$

If the $n$-point correlation function exists as a distribution and can be identified with a measurable function, we will write $\int \rho_{n,P}\varphi_n$ instead of $\rho_{n,P}(\varphi_n)$. Heuristically speaking, the one-point correlation function $\rho_1$ (also called the intensity of the random point process) gives the density of the process at each point, while the two-point correlation function $\rho_2(x, y)$ gives the probability of having a point both at $x$ and $y$. In this paper we will work with stationary random point processes such that $\rho_1 \equiv 1$ and we denote by $\mathcal{P}_{s,1}(\mathcal{X})$ this set.

2.4 Dimension extension

We recall some elements from \cite{PS15} to which we refer for more details. Outside of the Coulomb cases the Riesz kernel $g$ is not the convolution kernel of a local operator, but rather of a fractional Laplacian. It can be transformed into a local but inhomogeneous operator of the form $\text{div}(|y|^{-s-\gamma} \nabla)$ by adding one space variable $y \in \mathbb{R}$ to the space $\mathbb{R}^d$. In what follows, $k$ will denote the dimension extension. We take $k = 0$ in all the Coulomb cases, i.e. $s = d-2$ and $d \geq 3$ or \eqref{Coulomb2} and in all other cases we take $k = 1$. We use an auxiliary parameter $\gamma$ defined by

$$\gamma := s - d + 2 - k$$

where the convention is to take $s = 0$ in the logarithmic cases. In particular we have $\gamma = 0$ in the logarithmic cases \eqref{Coulomb1} (where $k = 1$) and \eqref{Coulomb2} (where $k = 0$).
Points in the space $\mathbb{R}^d$ will be denoted by $x$, and points in the extended space $\mathbb{R}^{d+k}$ by $X = (x, y)$, $x \in \mathbb{R}^d$, $y \in \mathbb{R}^k$. The interaction kernel $g$ is naturally extended to $\mathbb{R}^{d+k}$. We will often identify $\mathbb{R}^d \times \{0\}$ and $\mathbb{R}^d$. The measure $\delta_{\mathbb{R}^d}$ is the Radon measure on $\mathbb{R}^{d+k}$ which corresponds to the Lebesgue measure on the hypersurface $\mathbb{R}^d \subset \mathbb{R}^{d+k}$.

Finally we let $c_{d,s}$ be the constant depending on $d, s$, such that $-\text{div}(|\gamma|\nabla g) = c_{d,s}\delta_{\mathbb{R}^d}$ in $\mathbb{R}^{d+k}$ (the values of $c_{d,s}$ are given in [PS15]).

2.5 Electric fields and random electric fields
Let $p < \frac{d+k}{d+1}$ be fixed. We think of the space $L^p_{\text{loc}}(\mathbb{R}^{d+k}, \mathbb{R}^{d+k})$ as the space of electric fields generated by the charged particles together with a certain uniformly charged background and we endow this space with the weak $L^p$ topology.

Local electric fields. If $\mathcal{C}$ is a finite point configuration and $R > 0$ we let
\begin{equation}
\Phi^{\text{loc}}(\mathcal{C}) := c_{d,s} g \ast (\mathcal{C} - 1_{C_R}\delta_{\mathbb{R}^d}), \quad E^{\text{loc}}(\mathcal{C}) := \nabla \Phi^{\text{loc}} = c_{d,s} \nabla g \ast (\mathcal{C} - 1_{C_R}\delta_{\mathbb{R}^d}).
\end{equation}

where $g\ast$ denotes the convolution (computed in $\mathbb{R}^{d+k}$) with the interaction kernel $g$. It implies that
\begin{equation}
-\text{div}(|\gamma|E^{\text{loc}}) = c_{d,s}\nabla g \ast (\mathcal{C} - 1_{C_R}\delta_{\mathbb{R}^d}).
\end{equation}

The scalar field $\Phi^{\text{loc}}$ physically corresponds to the electrostatic potential generated by the point charges of $\mathcal{C}$ together with a background of density $\mu$. The vector field $E^{\text{loc}}$ can be thought of as the associated electrostatic field. It is easy to see that $E^{\text{loc}}$ fails to be in $L^2_{\text{loc}}$ because it blow ups like $|x|^{-(s+1)}$ near each point of $\mathcal{C}$, however $E^{\text{loc}}$ is in $L^p_{\text{loc}}(\mathbb{R}^{d+k}, \mathbb{R}^{d+k})$.

Electric fields. We now introduce a special class of vector fields that correspond to electric fields generated by a system made of an infinite point configuration $\mathcal{C}$ and a negatively charged background in all $\mathbb{R}^d$. We let $\text{Elec}$ be the class of “electric vector fields” i.e. the set of vector fields $E$ belonging to $L^p_{\text{loc}}(\mathbb{R}^{d+k}, \mathbb{R}^{d+k})$ that satisfy
\begin{equation}
-\text{div}(|\gamma|E) = c_{d,s}(\mathcal{C} - \delta_{\mathbb{R}^d}) \quad \text{in } \mathbb{R}^{d+k}
\end{equation}
where $\mathcal{C} \in \mathcal{X}(\mathbb{R}^d)$ is a point configuration. We say that $E$ is compatible with $\mathcal{C}$ if (2.8) holds. If $E$ is in $\text{Elec}$ we let
\[
\text{Conf}(E) := \frac{1}{c_{d,s}} \text{div}(|\gamma|E) + \delta_{\mathbb{R}^d}
\]
be the underlying point configuration $\mathcal{C}$, in other words $E$ is compatible with $\mathcal{C}$ if and only if $\text{Conf}(E) = \mathcal{C}$.

Truncation procedure. The renormalization procedure of [RS15], [PS15] (inspired by the original work of [BBH94]) uses a truncation of the singularities which we now recall. We define the truncated Riesz (or Coulomb, or logarithmic) kernel as follows: for $1 > \eta > 0$ and $X \in \mathbb{R}^{d+k}$, let
\begin{equation}
f_\eta(X) = (g(X) - g(\eta))^+
\end{equation}
with a slight abuse of notation: since $g$ is a radial function we write $g(\eta)$ for the value of $g$ at any point on a sphere of radius $\eta$. 

If $E_{\text{loc}}$ is a local field as in (2.6) we let
\begin{equation}
E_{\eta}^{\text{loc}}(X) := E_{\text{loc}}(X) - \sum_{p \in C} \nabla f_{\eta}(X - p).
\end{equation}

Similarly if $E$ is an electric field as in (2.8) we let
\begin{equation}
E_{\eta}(X) := E(X) - \sum_{p \in C} \nabla f_{\eta}(X - p).
\end{equation}

Random electric process. A probability measure on $\mathcal{P}(L_{\text{loc}}^p(R^d+k, R^d+k))$ concentrated on $\text{Elec}$ is called a random electric process. We say that $P_{\text{elec}}$ is stationary when it is invariant under the (push-forward by) translations $E \mapsto E(\cdot - x)$ for any $x \in R^d$.

2.6 Specific relative entropy

Let $P$ be a stationary random point process on $R^d$. The relative specific entropy $\text{ent}[P | \Pi]$ of $P$ with respect to $\Pi$, the law of the Poisson point process of uniform intensity 1, is defined by
\begin{equation}
\text{ent}[P | \Pi] := \lim_{R \to \infty} \frac{1}{|C_R|} \text{Ent} \left( P_{|C_R} | \Pi_{|C_R} \right),
\end{equation}
where $P_{|C_R}$ denotes the random point process induced in $C_R$, and $\text{Ent}(\cdot | \cdot)$ denotes the usual relative entropy (or Kullbak-Leibler divergence) of two probability measures defined on the same probability space. We take the appropriate sign convention for the entropy so that it is non-negative: if $\mu, \nu$ are two probability measures defined on the same space we let $\text{Ent}(\mu | \nu) := \int \log \frac{d\mu}{d\nu} d\mu$ if $\mu$ is absolutely continuous with respect to $\nu$ and $+\infty$ otherwise. We have in fact by super-additivity
\begin{equation}
\text{ent}[P | \Pi] = \sup_{R \geq 1} \frac{1}{|C_R|} \text{Ent} \left( P_{|C_R} | \Pi_{|C_R} \right).
\end{equation}
The functional $P \mapsto \text{ent}[P | \Pi]$ is affine lower semi-continuous on $\mathcal{P}_{*,1}(X)$ and its sub-level sets are compact. We refer to [RAS09, Chap. 6] for a proof of these statements.

3 Definitions for the energy of a random point process

In this section we recall the derivation of a renormalized energy for random point processes from (1.4) then we introduce our alternative definition of a (logarithmic, Coulomb or Riesz) energy for random point processes.

3.1 The electric approach

Renormalized energy of an electric field. We now recall the computation of the renormalized energy $\mathcal{W}(E)$ following [PS15] (see also [Ser14] and the references therein). For any $E \in \text{Elec}$ we define
\begin{equation}
\mathcal{W}_{\eta}(E) := \lim_{R \to \infty} \frac{1}{c_{d,s}} \frac{1}{R^d} \int_{C_R \times R^k} |y|^\gamma |E_{\eta}|^2 - g(\eta)\, dy,
\end{equation}
where $E_{\eta}$ is the truncated field as in (2.11), and we let
\begin{equation}
\mathcal{W}(E) := \lim_{\eta \to 0} \mathcal{W}_{\eta}(E).
\end{equation}

For convenience we have chosen a definition of $\mathcal{W}$ which differs from a multiplicative constant $c_{d,s}$ from the one in [PS15].
The electric definition. We then define

\[ W_\eta(C) = \inf W_\eta(E), \quad W(C) = \inf W(E), \]

where both infimum are among electric fields \( E \) compatible with \( C \). Similarly if \( P \) is a random point process we let

\[ W_\eta^{\text{elec}}(P) = \mathbb{E}_P [W_\eta], \quad W^{\text{elec}}(P) = \mathbb{E}_P [W]. \]

The following lemma was proven in [LS15]:

**Lemma 3.1.** Let \( P \) be a stationary random point process such that \( W_\eta^{\text{elec}}(P) \) is finite. Then there exists a stationary random electric process \( P^{\text{elec}} \) such that the push-forward of \( P^{\text{elec}} \) by \( \text{Conf} \) is equal to \( P \) and which satisfies

\[ \mathbb{E}_{P^{\text{elec}}} [W] = W_\eta^{\text{elec}}(P). \]

We also have the following lower semi-continuity result for the electric energy. Let us emphasize that lower-semi continuity only holds at the level of stationary random point processes, and not for point configurations or arbitrary random point processes.

**Lemma 3.2.** The maps \( P \mapsto W_\eta^{\text{elec}}(P) \) and \( P \mapsto W^{\text{elec}}(P) \) are lower semi-continuous on \( \mathcal{P}_{s,1}(\mathcal{X}) \).

**Proof.** See e.g. [PS15, Lemma 4.1.]

This provides a definition for the energy of a random infinite point configuration with a uniform negative background. However the computation of \( W_\eta^{\text{elec}}(P) \) or of \( W(C) \) (or even the search for an upper bound on these quantities) appears involved in general because it amounts to finding compatible electric fields for infinite point configurations. Let us mention that in the case of a periodic configuration (hence also for the stationary random point process associated to it) exact formulas are known in the cases (1.2) (see [SS12]), (1.1) (see [SS14]), for the higher-dimensional Coulomb case (1.3) with \( s = d - 2 \) (see [RS15]) and for Riesz gases (see [PS15]).

### 3.2 The intrinsic approach

In this section we define an energy functional \( W^{\text{int}} \) on the space of random point processes, using only the nature of the pairwise interaction.

If \( A, B \) are two (measurable) subsets of \( \mathbb{R}^d \) we define \( \text{Int}[A, B] \) as the interaction energy between \( A \) and \( B \)

\[ \text{Int}[A, B](C) := \int_{(A \times B) \setminus \triangle} g(x - y)(dC(x) - dx) \otimes (dC(y) - dy). \]

In view of (1.4), for any \( R > 0 \) we define \( \mathcal{H}_R^{\text{int}} : \mathcal{X}(C_R) \to \mathbb{R} \) as the interaction of \( C_R \) with itself (the diagonal being excluded) i.e. \( \mathcal{H}_R^{\text{int}} := \text{Int}[C_R, C_R] \) or in other terms

\[ \mathcal{H}_R^{\text{int}}(C) := \int_{C_R \setminus \triangle} g(x - y)(dC - dx) \otimes (dC - dy). \]

Given a random point process \( P \), a natural way of defining the energy (per unit volume) of \( P \) is the following:

**Definition 3.3.** Let \( P \) be a random point process of intensity 1. We define its intrinsic energy \( W^{\text{int}} \) by

\[ W^{\text{int}}(P) := \liminf_{R \to \infty} \frac{1}{R^d} \mathbb{E}_P [\mathcal{H}_R^{\text{int}}(C)]. \]
Expression with correlation functions. The energy defined by (3.8) can be re-written with the help of one- and two-point correlation functions of \( P \). In order for the expression to make sense, we restrict ourselves to random point processes whose two-point correlation function exists as a Radon measure in \( \mathbb{R}^d \times \mathbb{R}^d \). We will then abuse notation and consider \( \rho_2 \) as a function instead of a measure, writing \( \rho_2(x, y) \) instead of \( d\rho_2 \).

Lemma 3.4. For any random point process \( P \) of intensity 1 such that \( \rho_2 \) exists as a Radon measure, the following identity holds

\[
\mathbb{W}^{\text{int}}(P) = \liminf_{R \to \infty} \frac{1}{R^d} \iint_{C^2_R \setminus \Delta} g(x - y)(\rho_2(x, y) - 1)\, dx\, dy.
\]

Proof. First we may re-write \( H_R^{\text{int}}(C) \) as :

\[
H_R^{\text{int}}(C) = \iint_{C^2_R \setminus \Delta} g(x - y)(dC - dx) \otimes (dC - dy)
= \iint_{C^2_R \setminus \Delta} g(x - y)(dC \otimes dC) + \iint_{C^2_R \setminus \Delta} g(x - y)(dx \otimes dy) - 2 \iint_{C^2_R \setminus \Delta} g(x - y)dC \otimes dy
\]

and by definition of the correlation functions (see Section 2.3) we get

\[
\mathbb{E}_P[H_R^{\text{int}}] = \iint_{C^2_R \setminus \Delta} g(x - y)\rho_2(x, y)dxdy + \iint_{C^2_R \setminus \Delta} g(x - y)dxdy - 2 \iint_{C^2_R \setminus \Delta} g(x - y)\rho_1(x)dxdy.
\]

By assumption \( P \) has intensity 1 i.e. \( \rho_1 = 1 \) and we are left with

\[
\frac{1}{R^d} \mathbb{E}_P[H_R^{\text{int}}] = \frac{1}{R^d} \iint_{C^2_R \setminus \Delta} g(x - y)(\rho_2(x, y) - 1)\, dx\, dy,
\]

which yields (3.9). \( \square \)

The stationary case. If the random point process \( P \) is stationary we may derive a somewhat simpler expression for \( \mathbb{W}^{\text{int}}(P) \). In what follows \( \rho_2(v) \) stands for \( \rho_2(0, v) \). The change of variables \( (u, v) = (x + y, x - y) \) gives

\[
\iint_{([-R/2, R/2]^d \setminus \Delta)} g(x - y)(\rho_2(x, y) - 1)\, dx\, dy = \frac{1}{2^d} \int_{v \in [-R, R]^d \setminus \{0\}} \int_{u \in S_R(v)} g(v)(\rho_2(v) - 1)\, du\, dv
\]

\[
= \int_{v \in [-R, R]^d \setminus \{0\}} |S_R(v)|g(v)(\rho_2(v) - 1)\, dv,
\]

where \( S_R(v) \) denotes the set

\[
S_R(v) := \{ x + y : x, y \in C_R, x - y = v \}.
\]

The Lebesgue measure \( |S_R(v)| \) of \( S_R(v) \) is easily computed for \( v = (v_1, \ldots, v_d) \)

\[
|S_R(v_1, \ldots, v_d)| = 2^d \times \prod_{i=1}^d (R - |v_i|).
\]

Indeed we have \( S_R(v) = \{2x - v : x, y \in C_R, x - y = v\} \) which implies that

\[
|S_R(v)| = 2 \times |\{x \in C_R, x - v \in C_R\}|,
\]
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moreover $S_R(v)$ tensorizes i.e. if $v = (v_1, \ldots, v_d) \in [-R, R]^d$ we get

$$\left| S_R(v_1, \ldots, v_d) \right| = 2^d \prod_{i=1}^d \left| \{ x_i \in [-R/2, R/2], x_i - v_i \in [-R/2, R/2] \} \right|$$

which leads to (3.10). Finally we obtain the following expression for any $P$ in $\mathcal{P}_{s,1}(\mathcal{X})$ (such that $\rho_2$ is a Radon measure)

$$\mathcal{W}_{\text{int}}(P) = \liminf_{R \to \infty} \frac{1}{R^d} \int_{[-R,R]^d \setminus \{0\}} g(v)(\rho_2(v) - 1) \prod_{i=1}^d (R - |v_i|) dv.$$
where \( \vec{n} \) denotes the unit normal vector. It results from two different operations. Let us first recall that
\[
\mathcal{H}_R^{\text{int}}[\mathcal{C}] := \iint_{C_r^2 \setminus \Delta} g(x - y)(d\mathcal{C} - dx) \otimes (d\mathcal{C} - dy)
\]
Since \( E^{\text{loc}} = \nabla \Phi^{\text{loc}} \) satisfies (2.7) we may formally write
\[
\mathcal{H}_R^{\text{int}}[\mathcal{C}] \approx -\frac{1}{c_{d,s}} \int_{\mathbb{R}^{d+k}} \Phi^{\text{loc}}(t) \text{div}(|y|^{\gamma} \nabla \Phi^{\text{loc}})(t).
\]
Of course \( \text{div}(|y|^{\gamma} \nabla \Phi^{\text{loc}})(t) \) is in fact supported on \( C_R \). For any \( S > R \) an integration by parts yields
\[
\mathcal{H}_R^{\text{int}}[\mathcal{C}] \approx \frac{1}{c_{d,s}} \int_{\partial \hat{C}_s} |y|^{\gamma} |E^{\text{loc}}|^2 + \frac{1}{c_{d,s}} \int_{\partial \hat{C}_s} |y|^{\gamma} \Phi^{\text{loc}} E^{\text{loc}} \cdot \vec{n}.
\]
Since \( E^{\text{loc}} \) is not in \( L^2 \) the previous computation does not make sense, however it can be made rigorous in a renormalized fashion by truncating the interaction close to the charges at scale \( \eta > 0 \) and subtracting a diverging term as \( \eta \to 0 \) (here \( g(\eta) \)) for each charge. We refer to [PS15] for more details.

We now turn to the boundary term in (4.5). A mean value argument applied to \( g \) and \( \nabla g \) shows that for \( S \geq 2R \) we have
\[
|\Phi^{\text{loc}}(X) - D_R g(X)| \leq C(N_R + R^d)RS^{-s-1},
\]
\[
|E^{\text{loc}}(X) - D_R \nabla g(X)| \leq C(N_R + R^d)RS^{-s-2},
\]
unformly for \( X \in \partial \hat{C}_S \). Indeed it is easy to see that the first derivative of \( t \mapsto g(X - t) \) is bounded by \( CS^{-s-1} \) and that its second derivative is bounded by \( CS^{-s-2} \) for any \( t \) in \( C_R \), uniformly for \( X \in \partial \hat{C}_S \), and with a constant \( C \) depending only on \( d, s \) (because \( S > 2R \)). Moreover we have \( |\nabla g(S)| \leq CS^{-s-1} \), the perimeter of \( \partial \hat{C}_S \) is \( O(S^{d+k-1}) \) and \( |y|^{\gamma} \leq CS^{\gamma} \) on \( \partial \hat{C}_S \). Since \( \gamma = s - d + 2 - k \) we have \( S^{\gamma+d+k-1} = S^{s+1} \).

Combining the estimates above we get for any \( S > 2R \)
\[
\left| \int_{\partial \hat{C}_s} |y|^{\gamma} \Phi^{\text{loc}} E^{\text{loc}} \cdot \vec{n} \right| \leq CS^{s+1} \left( D_R^2 \frac{|g(S)|}{S^{s+1}} + (N_R^2 + R^d) \left( \frac{R}{S^{2s+2}} + \frac{R^d}{S^{d+2}} + \frac{R^2}{S^{2s+3}} \right) \right)
\]
with a constant \( C \) depending only on \( d, s \).

In the cases (1.3) the right-hand side is \( O(S^{-s}) \) as \( S \to \infty \) and \( s > 0 \). We thus obtain
\[
(4.6) \quad \left| \int_{\partial \hat{C}_s} |y|^{\gamma} \Phi^{\text{loc}} E^{\text{loc}} \cdot \vec{n} \right| = o_{S \to \infty}(1).
\]
In the logarithmic cases we have \( s = 0 \) and \( g(S) = \log S \), hence if we set \( S = R^4 \) we get
\[
(4.7) \quad \left| \int_{\partial \hat{C}_{R^4}} |y|^{\gamma} \Phi^{\text{loc}} E^{\text{loc}} \cdot \vec{n} \right| \leq C^{\text{log}} D_R^2 \log R + O \left( N_R^2 R^{-5} \right) + o_R(1),
\]
for a certain universal constant \( C^{\text{log}} \).

Combining (1.3) and (4.6) and letting \( S \to \infty \) we obtain, in the cases (1.3)
\[
\lim_{\eta \to 0} \left( \frac{1}{c_{d,s}} \int_{\mathbb{R}^{d+k}} |y|^{\gamma} |E^{\eta}_{\text{loc}}|^2 - N_R g(\eta) \right) = \mathcal{H}_R^{\text{int}}[\mathcal{C}].
\]
Combining (4.5) and (4.7) we obtain, in the logarithmic cases
\[
\lim_{\eta \to 0} \left( \frac{1}{c_{d,s}} \int_{\mathcal{C}_R} |y|^{\gamma} |E_{\eta}^{\text{loc}}|^2 - N_R g(\eta) \right) \leq \mathcal{H}_R^{\text{int}}[\mathcal{C}] + C^{\text{log}} D_{\mathcal{R}}^2 \log R + O \left( N_R^2 R^{-5} \right) + o_R(1),
\]
where we have used the trivial bound \( \int_{\mathcal{C}_R} |y|^{\gamma} |E_{\eta}^{\text{loc}}|^2 \leq \int_{\mathcal{C}_{R^2}} |y|^{\gamma} |E_{\eta}^{\text{loc}}|^2. \)

From [PS15, Lemma 2.3] we know that the limit as \( \eta \to 0 \) is almost monotonous, more precisely for any \( \eta \in (0, 1) \) and \( S > 2R \) we have
\[
(4.8) \quad \int_{\mathcal{C}_S} |y|^{\gamma} |E_{\eta}^{\text{loc}}|^2 - N_R g(\eta) \leq \lim_{\eta \to 0} \left( \frac{1}{c_{d,s}} \int_{\mathcal{C}_S} |y|^{\gamma} |E_{\eta}^{\text{loc}}|^2 - N_R g(\eta) \right) + N_R o_R(1).
\]

We thus obtain (4.4) and (4.2). Inequalities (4.3) and (4.4) follow easily by taking the expectation under \( P. \)

4.2 Bound below on the interaction

The self-interaction of an electric system of point charges with a negative background in a given set \( K \) is bounded below in terms of the number of points in \( K \) (and the volume of \( K \) in the logarithmic cases).

**Lemma 4.2.** Let \( K \) be a compact subset such that \( K \subset C_R \) and let \( \mathcal{C} \) be a point configuration in \( K \). We denote by \( \mathcal{N}(\mathcal{C}, K) \) the number of points in \( K \), and we denote by \( \text{Int}[K, K](\mathcal{C}) \) the interaction energy of \( K \) with itself as in (1.6).

In the cases (1.3) we have
\[
(4.9) \quad \text{Int}[K, K](\mathcal{C}) \geq -C \left( \mathcal{N}(\mathcal{C}, K) \right).
\]

In the logarithmic cases we have
\[
\text{Int}[K, K](\mathcal{C}) \geq -C \left( \mathcal{N}(\mathcal{C}, K) + (\mathcal{N}(\mathcal{C}, K) - |K|)^2 \log R + N^2(\mathcal{C}, K) R^{-5} \right).
\]

In both inequalities \( C \) is a positive constant depending on \( d, s. \)

**Proof.** Letting \( E_{\eta}^{\text{loc}} \) be the local electric field generated by \( \mathcal{C} \) in \( K \) and arguing as in the proof of Lemma 4.1 we obtain
\[
\text{Int}[K, K](\mathcal{C}) = \lim_{\eta \to 0} \left( \frac{1}{c_{d,s}} \int_{\mathcal{C}_S} |y|^{\gamma} |E_{\eta}^{\text{loc}}|^2 - N_R g(\eta) \right) + \frac{1}{c_{d,s}} \int_{\partial B_S} |y|^{\gamma} \Phi^{\text{loc}} E_{\eta}^{\text{loc}} \cdot \vec{n}.
\]

As seen in (4.8) the limit as \( \eta \to 0 \) is almost monotonous. In the cases (1.3), choosing \( \eta = \frac{1}{2} \) and letting \( S \to \infty \) we obtain
\[
(4.10) \quad \text{Int}[K, K] \geq \frac{1}{c_{d,s}} \int_{\mathbb{R}^{d+k}} |y|^{\gamma} |E_{\frac{1}{2}}^{\text{loc}}|^2 - \mathcal{N}(\mathcal{C}, K) (g(1/2) + C),
\]
which yields (4.9).

In the logarithmic cases, choosing \( \eta = \frac{1}{2} \) and taking \( S = R^4 \) we obtain
\[
\text{Int}[K, K] \geq \frac{1}{c_{d,s}} \int_{\mathcal{C}_{R^4}} |y|^{\gamma} |E_{\frac{1}{2}}^{\text{loc}}|^2 - \mathcal{N}(\mathcal{C}, K) (g(1/2) + C) \left( \int_{\partial B_{R^4}} |y|^{\gamma} \Phi^{\text{loc}} E_{\frac{1}{2}}^{\text{loc}} \right).
\]

Controlling the boundary term as in the proof of Lemma 4.1 yields (4.10). \( \square \)
4.3 Discrepancy estimates

The following lemma is an adaptation of the discrepancy estimates of \[PS15\] to show how the finiteness of $\mathbb{W}^{\text{int}}(P)$ (instead of $\mathbb{W}^{\text{elec}}(P)$) implies that $P$ has a number variance of order $o(R^{2d})$.

**Lemma 4.3.** Let $P$ be a stationary random point process of intensity 1.

In the cases \[1.3\] if $\mathbb{W}^{\text{int}}(P)$ is finite then we have

\[\mathbb{E}_P[D_R^2] = o(R^{2d}).\]  \hspace{1cm} (4.11)

In the logarithmic cases if $D^{\log}(P)$ is finite then we also have \[4.11\].

**Proof.** In the logarithmic cases, the result is straightforward since $D^{\log}(P) < +\infty$ implies that $\mathbb{E}_P[D_R^2] = o(R^d)$.

We now turn to the cases \[1.3\]. Applying \[PS15\] Lemma 2.2 with $\eta = \frac{1}{2}$ we get

\[
\frac{1}{R^s} D_R^2 \min \left( 1, \frac{D_R}{R^d} \right) \leq C \int_{\mathbb{R}^{d+k}} |y|^\gamma |E_{1/2}^{\text{loc}}|^2 + CN_R.
\]

Taking the expectation under $P$ yields

\[
\mathbb{E}_P \left[ \frac{1}{R^s} D_R^2 \min \left( 1, \frac{D_R}{R^d} \right) \right] \leq C \mathbb{E}_P \left[ \int_{\mathbb{R}^{d+k}} |y|^\gamma |E_{1/2}^{\text{loc}}|^2 \right] + CR^d,
\]

where $E^{\text{loc}}$ denotes the local field generated by $C$ in $C_R$ and $C$ is a constant depending on $d, s$.

We know from Lemma 4.4 that

\[
\int_{\mathbb{R}^{d+k}} |y|^\gamma |E_{1/2}^{\text{loc}}|^2 - N_Rg(\frac{1}{2}) \leq \mathcal{H}^{\text{int}}_R[C] + CN_R,
\]

and combining the previous two estimates we obtain that

\[
\mathbb{E}_P \left[ \frac{1}{R^s} D_R^2 \min(1, \frac{D_R}{R^d}) \right] \leq C \mathbb{E}_P [\mathcal{H}^{\text{int}}_R] + CR^d = O(R^d).
\]

Using Jensen’s inequality and the fact that $s < d$ we get

\[
\mathbb{E}_P[D_R^2] = O(R^{d+\frac{2s}{d}}) = o(R^{2d}),
\]

which proves \[4.11\]. \hfill \Box

4.4 The screening lemma

For convenience we recall the “screening lemma” following \[SS12\], \[SS14\], \[RS15\], \[PS15\] and \[LS15\]. We present it here in a simplified form which will be enough for our purposes, we refer to \[LS15\] for the most general statement available and to \[PS15\] for a proof.

The result consists in the following: given a point configuration $C$ in $C_R$ and a compatible electric field $E$, we wish to construct another compatible field $E^{\text{scr}}$ such that $E^{\text{scr}} \cdot \vec{n} = 0$ on the boundary of $C_R \times \mathbb{R}^k$. Indeed such screened fields may be pasted together in adjacent hypercubes because their normal component vanish (and in particular are equal), which will allow us to construct *global* fields defined in the whole space.

Of course this construction is not possible in general (e.g. it is easy to see that it imposes a condition on the number of points in $C_R$, which must match exactly the volume of $C_R$). However, under some conditions on $E$ to be “screenable”, by extending $C_R$ a bit and modifying $C$ only in a thin layer of width $\varepsilon R$ we may find a new point configuration $C^{\text{scr}}$ and a compatible screened field $E^{\text{scr}}$, such that moreover the energy of $E^{\text{scr}}$ is bounded in terms of the energy of $E$. 
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**Lemma 4.4.** There exists $R_0 > 0$ depending on $d, s$ and $\eta_0 > 0$ depending only on $d$ such that the following holds.

Let $0 < \varepsilon < \frac{1}{2}$ and $0 < \eta < \eta_0$ be fixed. Let $C_R$ be a hypercube of sidelength $R$ for some $R > 0$, and let $K$ be the hypercube of sidelength $\lceil R \rceil$ (where $\lceil R \rceil$ denotes the smallest integer larger than $R$).

Assume that $E$ is a vector field defined in $C_R \times \mathbb{R}^k$ such that
\[ -\text{div}(|y|^\gamma E) = c_{d,s} (C - \delta_{R^d}) \quad \text{in } C_R. \]

Let $M > 1$ such that $E$ satisfies:
\[ \frac{1}{R^d} \int_{C_R \times \mathbb{R}^k} |y|^\gamma |E_{\text{loc}}|^2 \leq M. \]

In the case $k = 1$ (the non-Coulomb cases) we define $e_{\varepsilon,R}$ as
\[ e_{\varepsilon,R} := \frac{1}{\varepsilon^d R^d} \int_{C_R \times \mathbb{R} \setminus (\varepsilon^2 R, \varepsilon^2 R^2)} |y|^\gamma |E|^2. \]

Under the assumption that the following inequalities are satisfied
\[ R > \max \left( \frac{R_0}{\varepsilon^2}, \frac{R_0 M}{\varepsilon^3} \right), \]
\[ R > \left\{ \begin{array}{ll}
\frac{R_0 M^{1/2}}{\varepsilon^{d+3/2}} \max(R_0 M^{1/(1-\gamma)} \varepsilon^{-1/(1-\gamma)}, R_0 \varepsilon^{1/(1-\gamma)}) & \text{if } k = 0 \\
\frac{R_0 M^{1/(1-\gamma)} \varepsilon^{-1/(1-\gamma)}, R_0 \varepsilon^{1/(1-\gamma)}} & \text{if } k = 1,
\end{array} \right. \]
there exists a point configuration $C_{\text{scr}}$ in $K$ and a vector field $E_{\text{scr}} \in L^p_{\text{loc}}(\mathbb{R}^{d+k}, \mathbb{R}^{d+k})$ such that
1. The configuration $C_{\text{scr}}$ has exactly $|K|$ points in $K$.
2. The configurations $C$ and $C_{\text{scr}}$ coincide on $\text{Int}_\varepsilon := \{ x \in C_R, \text{dist}(x, \partial C_R) \geq 2\varepsilon R \}$.
3. We have
\[ \int_{K \times \mathbb{R}^k} |y|^\gamma |E_{\text{scr}}| \leq \left( \int_{C_R \times \mathbb{R}^k} |y|^\gamma |E_{\text{loc}}|^2 \right) (1 + C\varepsilon) + Cg(\gamma)M \varepsilon R^d + C e_{\varepsilon,R} R^d + o(R^{d-1}). \]

for some constant $C$ depending only on $s, d$.

### 4.5 Minimality of the local energy

The following was proven in [LS13, Lemma 3.13.]. It expresses the fact that the local electric field $E_{\text{loc}}$ has a lower energy than any “screened” field compatible with the same point configuration.

**Lemma 4.5.** Let $R \geq 1$ be an integer and $C$ be a point configuration in $C_R$. Let $E_{\text{loc}}$ be the local electric field generated by $C$ in $C_R$ as in (2.4). Let $E \in L^p_{\text{loc}}(\mathbb{R}^{d+k}, \mathbb{R}^{d+k})$ be a vector field satisfying
\[ \begin{array}{ll}
-\text{div}(|y|^\gamma E) = c_{d,s} (C - \delta_{R^d}) & \text{in } C_R \times \mathbb{R}^k \\
E \cdot \nu = 0 & \text{on } \partial C_R \times \mathbb{R}^k.
\end{array} \]

Then, for any $0 < \eta < 1$ we have
\[ \int_{\mathbb{R}^{d+k}} |y|^\gamma |E_{\eta}|^2 \leq \int_{C_R \times \mathbb{R}^k} |y|^\gamma |E|^2. \]
5 Connection of the electric and intrinsic approach

This section is devoted to the proof of Theorem 1. It goes in two steps.

1. First we establish an upper bound $W_{\text{elec}} \leq W_{\text{int}}$ (or $W_{\text{int}} + D_{\log}$ in the logarithmic cases). The proof of this “electric-intrinsic” inequality is the purpose of Section 5.1.

2. Then, in the non-Coulomb cases, for any $P \in P_{s,1}(X)$ we construct a sequence $\{P_N\}_N$ of stationary random point processes which converges to $P$ and such that $W_{\text{elec}}(P)$ is bounded below by $\lim_{N \to \infty} W_{\text{int}}(P_N)$ (we also ensure that $P_N$ is hyperuniform, in particular $D_{\log}(P_N)$ is always zero). Moreover we have $\lim_{N \to \infty} \text{ent}[P_N|\Pi] = \text{ent}[P|\Pi]$.

These two steps immediately imply Theorem 1.

**Re-writing of the additional term.** Using the definition of the two-point correlation function (which exists by assumption as a Radon measure) we get

$$\int_{C_R^2} (\rho_2(x,y) - 1) dxdy = E_P[N_R(N_R - 1)] - R^{2d} = E_P[N_R^2] - R^{2d} - E_P[N_R].$$

Since $P$ has intensity 1 we have $E_P[N_R] = R^d$ hence

$$\int_{C_R^2} (\rho_2(x,y) - 1) dxdy = E_P[D_R^2] - R^d. \tag{5.1}$$

Equation (5.1) allows us to write the term $D_{\log}$ (defined in (1.8)) in terms of $\rho_2$ equivalently as

$$D_{\log}(P) = C_{\log} \limsup_{R \to \infty} \left( \frac{1}{R^d} \int_{C_R^2} (\rho_2(x,y) - 1) dxdy + 1 \right) \log R$$

$$= C_{\log} \limsup_{R \to \infty} \frac{1}{R^d} E_P[D_R^2 \log R]. \tag{5.2}$$

5.1 The electric-intrinsic inequality

*Until the end of Section 5.1, $P$ denotes a stationary random point process of intensity 1 on $\mathbb{R}^d$ such that $W_{\text{int}}$ is finite. In the logarithmic cases we assume that $D_{\log}(P)$ is finite.*

The following proposition is the first part of the proof of Theorem 1.

**Proposition 5.1.** Under the above assumptions, we have in the cases (1.3)

$$W_{\text{elec}}(P) \leq W_{\text{int}}(P),$$

and in the logarithmic cases $W_{\text{elec}}(P) \leq W_{\text{int}}(P) + D_{\log}(P)$.

**Screenability of the local electric fields.** Let $\eta, \varepsilon > 0$ be fixed. Let $\{R_n\}_n$ be an increasing sequence of real numbers such that $\lim_{n \to \infty} R_n = +\infty$ and

$$\lim_{n \to \infty} \frac{1}{R_n^d} E_P[H_{R_n}^{\text{int}}] = W_{\text{int}}(P). \tag{5.3}$$

We start by an auxiliary lemma.
Lemma 5.2. Let $E_{\phi,n}^{\text{loc}}$ denote the local electric field generated by a point configuration in $C_R$. The following inequality holds

$$P\left(\frac{1}{R^n} \int_{C_R \times \mathbb{R}^k} |y|^\gamma |E_{\phi,n}^{\text{loc}}|^2 \leq M\right) = 1 - O(M^{-1}),$$

moreover, in the case $k = 1$,

$$P\left(\frac{1}{\varepsilon^4 R_n^d} \int_{C_R \times (\mathbb{R} \setminus (-\varepsilon^2 R_n, \varepsilon^2 R_n))} |y|^\gamma |E_{\phi,n}^{\text{loc}}|^2 \leq \left(10R_0 \varepsilon^{\frac{2}{1-\gamma}}\right)^{\gamma - 1} R_n^{d-s}\right) = 1 - o_n(1).$$

Proof. The first point (5.4) follows directly from Markov’s inequality and the assumptions on $P$. Indeed we have, in the cases (1.4) (using (1.3))

$$E_P\left[\frac{1}{c_{d,s}} \int_{C_R \times \mathbb{R}^k} |y|^\gamma |E_{\phi,n}^{\text{loc}}|^2\right] \leq E_P[\mathcal{H}^{\text{int}}_{R_n}] + O(R_n^d),$$

and in the logarithmic cases (using (1.4))

$$E_P\left[\frac{1}{c_{d,s}} \int_{C_R \times \mathbb{R}^k} |y|^\gamma |E_{\phi,n}^{\text{loc}}|^2\right] \leq E_P[\mathcal{H}^{\text{int}}_{R_n}] + C \log E_P[\mathcal{D}^2_{R_n}] \log R_n + O(R_n^d),$$

where the terms $O(R_n^d)$ depend on $\eta$.

To prove the second point (5.5) let us fix $X = (x, y)$ with $x \in C_R$ and $y \geq \varepsilon^2 R_n$. We may estimate $E_{\phi,n}^{\text{loc}}(X)$ as follows: let $R_0 > 0$ and let us divide $R_n$ into $O(R_n^d / R_0^d)$ hypercubes $\{C_i\}_{i \in I}$ of sidelength $\in (\frac{1}{2} R_0, \frac{3}{2} R_0)$. For any $i \in I$ we have by a mean value argument

$$\left|\int_{C_i} \nabla g(X-t)(dC(t) - dt)\right| \leq C|D_i||y|^{-s-1} + CR_0(N_i + R_0^d)|y|^{-s-2},$$

where $D_i$ (resp. $N_i$) denotes the discrepancy (resp. the number of points) in $C_i$. Summing over $i \in I$ we get

$$|E_{\phi,n}^{\text{loc}}(X)| \leq C \sum_{i \in I} |D_i||y|^{-s-1} + CR_0(N_i + R_0^d)|y|^{-s-2}.$$ 

We may thus write, using the stationarity of $P$

$$E_P[|E_{\phi,n}^{\text{loc}}(X)|^2] \leq C \frac{R_0^{2d}}{R_0^d} E_P[D_{R_0}^2]|y|^{-2s-2} + CR_0(E[N_{R_n}^2] + R_0^d)|y|^{-2s-4}.$$ 

Using Lemma (4.11) or the fact that $D_{\phi}^{\text{log}}(P)$ is finite we have $E[N_{R_n}^2] = R_0^d + O(R_0^{2d})$. Finally, integrating over $C_R \times \mathbb{R} \setminus (-\varepsilon^2 R_n, \varepsilon^2 R_n)$ we obtain

$$E_P\left[\frac{1}{\varepsilon^4 R_n^d} \int_{C_R \times (\mathbb{R} \setminus (-\varepsilon^2 R_n, \varepsilon^2 R_n))} |y|^\gamma |E_{\phi,n}^{\text{loc}}|^2\right] \leq \frac{1}{\varepsilon^4} \left(C E_P[D_{R_0}^2] R_0^{2d} \frac{1}{R_0^d (\varepsilon^2 R_n)^{d+s}} + CR_0 R_0^{2d} \frac{1}{(\varepsilon^2 R_n)^{d+s+2}}\right).$$

Using the fact that $\frac{1}{R_0} E_P[D_{R_0}^2] = o(1)$ as $R_0 \to \infty$ (see Lemma (1.3)), we obtain

$$E_P\left[\frac{1}{\varepsilon^4 R_n^d} \int_{C_R \times (\mathbb{R} \setminus (-\varepsilon^2 R_n, \varepsilon^2 R_n))} |y|^\gamma |E_{\phi,n}^{\text{loc}}|^2\right] = o(R_n^{d-s}).$$

The bound (5.5) follows by Markov’s inequality.  

□
We now turn to the proof of Proposition 5.1.

**Proof. Screening the local electric fields.** When \( \eta, \varepsilon > 0 \) and \( M > 0 \) are fixed we denote by \( S_{R_n, \eta}^{M, \varepsilon} \) the set of point configurations in \( C_{R_n} \) such that \( E_{\eta}^{\text{loc}, n} \) satisfies (5.4) and, in the case \( k = 1, (\text{5.5}) \). For any \( C \) in \( S_{R_n, \eta}^{M, \varepsilon} \) the conclusions of Lemma 4.4 apply to \( E_{\eta}^{\text{loc}, n} \). We may thus find a point configuration \( C_{\text{scr}} \) in \( K_n := C_{[R_n]} \) and a compatible field \( E_{\text{scr}} \) such that

1. The point configurations \( C \) and \( C_{\text{scr}} \) coincide on a large subset of \( C_{R_n} \), namely \( \{ x \in C_{R_n}, \text{dist}(x, \partial C_{R_n} \geq 2\varepsilon R_n) \} \).
2. The vector field \( E_{\text{scr}} \) is screened i.e. \( E_{\text{scr}} \cdot \vec{n} = 0 \) on \( \partial K_n \times \mathbb{R}^k \).
3. The energy of \( E_{\text{scr}} \) is bounded in terms of that of \( E_{\eta}^{\text{loc}, n} \) as in (4.19).

\[
(5.6) \quad \int_{K_n \times \mathbb{R}^k} |y|^\gamma |E_{\eta}^{\text{scr}}|^2 \leq \left( \int_{C_{R_n} \times \mathbb{R}^k} |y|^\gamma |E_{\eta}^{\text{loc}, n}|^2 \right) (1 + C \varepsilon) + C g(\eta) M \varepsilon R^d_n + C e_{\varepsilon, R} R^d_n + o(R^{d-1}),
\]

where \( e_{\varepsilon, R} \) is defined in (4.12).

**Constructing a global electric field.** Any such point configuration (resp. vector field) may be extended periodically in the whole space \( \mathbb{R}^d \). The main point is that since \( E_{\text{scr}} \) is screened we can paste together several copies of \( E_{\text{scr}} \) periodically without creating divergence at the boundary of two tiles. Let \( C_{\text{per}} \) (resp. \( E_{\text{per}} \)) be the resulting periodic point configuration (resp. vector field).

We let \( P_n \) be the conditional expectation of \( P \) knowing \( S_{R_n, \eta}^{M, \varepsilon} \) and we let \( P_{\text{per}}^n \) be the push-forward of \( P_n \) by the map \( C \mapsto C_{\text{per}} \) defined above. Finally we let \( P_{\text{av}}^n \) be the average of \( P_{\text{per}}^n \) over translations in \( K_n \). Taking the expectation of (5.6) under \( P \) we see that (with \( \mathbb{W}_{\eta}^{\text{elec}} \) as defined in (4.3))

\[
\mathbb{W}_{\eta}^{\text{elec}}(P_{\text{av}}^n) \leq \frac{1}{R^d_n} E_{P_n} \left[ \frac{1}{c_{\text{d}, s}} \int_{K_n \times \mathbb{R}^k} |y|^\gamma |E_{\eta}^{\text{scr}}|^2 \right] - g(\eta)
\]

\[
\leq \frac{1}{R^d_n} E_{P_n} \left[ \frac{1}{c_{\text{d}, s}} \int_{C_{R_n} \times \mathbb{R}^k} |y|^\gamma |E_{\eta}^{\text{loc}, n}|^2 \right] (1 + C \varepsilon) - g(\eta) + C g(\eta) M \varepsilon
\]

\[
+ C e_{\varepsilon, R} P_n[e_{\varepsilon, R_n}] + o(R^{-1}).
\]

From Lemma 5.2 we see that as \( M \to \infty, n \to \infty \) the random point process \( P_n \) converges to \( P \). In particular we may bound the expectations under \( P_n \) in the right-hand side by the expectation under \( P \) at a small cost

\[
E_{P_n} \left[ \int_{C_{R_n} \times \mathbb{R}^k} |y|^\gamma |E_{\eta}^{\text{loc}, n}|^2 \right] \leq E_P \left[ \int_{C_{R_n} \times \mathbb{R}^k} |y|^\gamma |E_{\eta}^{\text{loc}, n}|^2 \right] (1 + o(1)),
\]

\[
E_{P_n}[e_{\varepsilon, R_n}] \leq E_P[e_{\varepsilon, R}] (1 + o(1))
\]

where both terms are \( o(1) \) as \( M \to \infty, n \to \infty \) (keeping \( \varepsilon, \eta \) fixed). By definition of \( e_{\varepsilon, R} \) and a mean value argument we see that up to changing \( \varepsilon \) into \( 2\varepsilon \) we may assume that

\[
E_P[e_{\varepsilon, R_n}] = E_P \left[ \frac{1}{c_{\text{d}, s} R^d_n} \int_{C_{R_n} \times (\mathbb{R} \setminus (-e^2 R_n, e^2 R_n))} |y|^\gamma |E_{\eta}^{\text{loc}, n}|^2 \right] \leq \frac{1}{c_{\text{d}, s} R^d_n} M.
\]
We thus get
\[ \mathbb{W}^\text{elec}_\eta(P_{n}^{\text{av}}) \leq \frac{1}{R_n} \mathbb{E}_P \left[ \frac{1}{c_{d,s}} \int_{C_{R_n} \times \mathbb{R}^d} |y|^7 |E_{\eta}^{\text{loc},n}|^2 \right] (1 + o(1))(1 + C\varepsilon) - g(\eta) \]
\[ + Cg(\eta)M\varepsilon + C\varepsilon^{-5}R_n^{-1}. \]

The convergence of \( P_n \) to \( P \) implies the convergence of \( P_{n}^{\text{av}} \) to \( P \) as \( M,n \to \infty \) and \( \varepsilon \to 0 \). This might be seen as follows: the topology on \( \mathcal{P}(\mathcal{X}) \) is such that for any fixed \( \delta > 0 \), if two random point processes coincide (or are close to each other) in \( C_{R_0} \) for \( R_0 \) large enough, then they are \( \delta \)-close. In particular \( P_n \) and \( P \) are very close to each other in \( C_{R_n} \) because on the one hand the vast majority of point configurations under \( P \) are screenable and on the other hand the screening procedure does not modify the points in a large interior part of \( C_{R_n} \). Heuristically speaking, if \( R_n \) is larger than some \( R_0 \) then \( P_n \) and \( P \) should be \( \delta \)-close. Now when averaging the random point process \( P_n \) over translations in \( C_{R_n} \) there is a nonzero proportion of \( z \in C_n \) which are such that the translation by \( z \) of the thin layer of \( C_{R_n} \) in which the points have been modified ends up intersecting \( C_{R_0} \), thus \( P_{n}^{\text{av}} \) look less like \( P \) in \( C_0 \). However when \( R_n \gg R_0 \) this proportion is of order \( \varepsilon \), hence \( P_{n}^{\text{av}} \) still converges to \( P \) when taking \( M,n \) large and \( \varepsilon \) small.

**Conclusion.** Taking \( M \) large, letting \( n \to \infty \) and using (4.3) or (4.4) we obtain, by lower semi-continuity of \( \mathbb{W}_\eta^\text{elec} \) over \( \mathcal{P}_{s,1}(\mathcal{X}) \), (see Lemma 3.2) that
\[ \mathbb{W}_\eta^\text{elec}(P) \leq \mathbb{W}^\text{int}(P)(1 + C\varepsilon) + O(\varepsilon) + o_\eta(1), \]
plus an additional \( \mathcal{D}^{\text{log}} \) term in the logarithmic cases. Sending \( \varepsilon \to 0 \) and \( \eta \to 0 \) we finally obtain that \( \mathbb{W}_\eta^\text{elec}(P) \leq \mathbb{W}^\text{int}(P) \) or, in the logarithmic cases \( \mathbb{W}_\eta^\text{elec}(P) \leq \mathbb{W}^\text{int}(P) + \mathcal{D}^{\text{log}} \), which concludes the proof of Proposition 5.3. \( \square \)

### 5.2 Construction of a recovery sequence

In this section \( P \) denotes a stationary random point process of intensity \( 1 \) such that \( \mathbb{W}_\eta^\text{elec}(P) \) is finite. Moreover we assume that we are in one of the non-Coulomb cases, i.e. \( d = 1 \) or \( d \geq 2 \) and \( s > d - 2 \).

The following result forms the second step in the proof of Theorem 1.

**Proposition 5.3.** There exists a sequence \( \{P_N\}_N \) of hyperuniform random point processes in \( \mathcal{P}_{s,1}(\mathcal{X}) \) such that
\[ \lim_{N \to \infty} P_N = P, \quad \lim_{N \to \infty} \text{ent}[P_N|\Pi] = \text{ent}[P|\Pi], \]
and satisfying
\[ \lim_{N \to \infty} \mathbb{W}^\text{int}(P_N) = \mathbb{W}^\text{elec}(P). \]

Let us observe that since the random point processes are hyperuniform, in the logarithmic cases they satisfy \( \mathcal{D}^{\text{log}}(P_N) = 0 \) for any \( N \).

The proof of Proposition 5.3 goes in two steps.

1. First we construct an auxiliary sequence of random point processes which converges to \( P \) and such that almost every point configuration is finite and “screened” i.e. there exists an associated screened electric field. This is done in Lemma 5.4.

2. Next, we extend this random point process in the whole space and make it stationary, before bounding its interaction energy in terms of \( \mathbb{W}_\eta^\text{elec}(P) \).
5.2.1 An auxiliary sequence

**Lemma 5.4.** There exists a sequence \( \{P_N^{(1)}\}_N \) of random point processes in \( \mathcal{P}(\mathcal{X}(C_N)) \) such that

0. The sequence \( \{P_N^{(1)}\}_N \) converges to \( P \) as \( N \to \infty \). More precisely, there exists a sequence \( \{L_N\}_N \) such that \( L_N = N(1 - o(1)) \) and the respective restrictions of \( P_N^{\text{mod}} \) and \( P \) to \( C_{L_N} \) are arbitrarily close as \( N \to \infty \).

1. For \( P_N^{(1)} \)-a.e. point configuration \( C^{(1)} \) there exists a screened electric field \( E^{(1)} \) satisfying

\[
- \text{div}(|y|\gamma E^{(1)}) = c_{d,s}(C^{(1)} - \delta_{R^d}) \quad \text{in} \quad C_N \times \mathbb{R}^k,
\]

\[
E^{(1)} \cdot \hat{n} = 0 \quad \text{on} \quad \partial C_N \times \mathbb{R}^k.
\]

In particular the point configurations have \( P_N^{(1)} \)-a.s. \( N^d \) points in \( C_N \). We also have

\[
\min_{p \in C^{(1)}} \text{dist}(p, \partial C_N) \geq \eta_0,
\]

for some \( \eta_0 > 0 \) depending only on \( d,s \).

2. The following estimate holds

\[
\limsup_{N \to \infty} \lim_{\eta \to 0} \mathbb{E}_{P_N^{(1)}} \left[ \frac{1}{c_{d,s} N^d} \int_{C_N \times \mathbb{R}^k} |y|\gamma |E^{(1)}_\eta|^2 - g(\eta) \right] \leq \mathbb{W}^{\text{elec}}(P).
\]

3. The relative entropies of \( P_N^{(1)} \) and \( P_{C_N} \) with respect to \( \Pi_{|C_N} \) are close

\[
\text{Ent}[P_N^{(1)} | \Pi_{|C_N}] = \text{Ent}[P_{C_N} | \Pi_{|C_N}] + o(N^d).
\]

**Proof.** This follows from the analysis of [LS15], and we sketch here the main steps.

Let \( \mathbb{P}^{\text{elec}} \) be a stationary electric process associated to \( P \) as in Lemma 3.1. For fixed \( R, M, \varepsilon, \eta > 0 \) we say that an electric field \( E \) is in \( S^{M,\varepsilon}_{R,\eta} \) (or is screened) if its energy is controlled as follows

\[
\frac{1}{R^d} \int_{C_R \times \mathbb{R}^d} |y|\gamma |E_\eta|^2 \leq M \quad \text{and, if} \quad k = 1, \quad \frac{1}{\varepsilon^4 R^d} \int_{C_R \times \mathbb{R}^d \setminus (-\varepsilon R, \varepsilon R)^d} |y|\gamma |E_\eta|^2 \leq 1.
\]

Under the assumption that \( \mathbb{W}^{\text{elec}}(P) \) is finite, then the probability \( \mathbb{P}^{\text{elec}}(S^{M,\varepsilon}_{R,\eta}) \) tends to 1 as \( M, R \to \infty \) for any \( \varepsilon, \eta > 0 \) fixed. This is proven in [LS15, Lemma 5.10] and is similar in spirit to Lemma 5.2.

If \( R \) is an integer much larger than \( M \) and \( E \) is in \( S^{M,\varepsilon}_{R,\eta} \), the screening procedure as in Lemma 4.1 (see also [PS15, Proposition 6.1] and [LS15, Proposition 5.2]) applies. In particular we may change the underlying point configuration in a thin layer of size \( \leq \varepsilon R \) close to the boundary of \( C_R \) and obtain a new screened point configuration \( C^{\text{scr}} \) in \( \mathcal{X}(C_R) \) as well as a compatible screened electric field \( E^{\text{scr}} \) which satisfies (5.9). It also ensures that (5.10) holds. The screening procedure is described in [LS15, Section 5.1]. The energy of \( E^{\text{scr}} \) is bounded in terms of the energy of \( E \) as in (4.15).

The next step is to regularize the point configurations \( C^{\text{scr}} \) by separating the pair of points which are close from each other. This regularization procedure is described in [LS15, Section 5.2], and another electric field \( E^{\text{mod}} \) can be associated to the regularized point configurations, with a good energy bound. The main benefit of this procedure is to control the difference between

\[
\frac{1}{R^d} \int_{C_R \times \mathbb{R}^d} |y|\gamma |E^{\text{mod}}_\eta|^2 - g(\eta)
\]

and its limit as \( \eta \to 0 \). In general the limit may be much larger
because of the contribution of pairs of points which are very close, at distance \( \ll \eta \), and which are not “seen” when truncating at scale \( \eta > 0 \).

We let \( \varepsilon, \eta \) tend to 0 and \( M \) tend to infinity (depending on \( N \)) and we pick \( R = N \) large enough. We let \( P^{(1)}_N \) be the associated random point process in \( C_N \). Most of the point configurations (or electric fields) are “screenable”, the screening procedure only modifies the configuration in a thin boundary layer of \( C_N \), and the regularization moves only a small fraction of the points by a small distance. This ensures that \( P^{(1)}_N \) converges to \( P \) as \( N \to \infty \).

The estimates on the energy of the screened-then-regularized electric fields are such that (5.11) holds (see [LS15, Section 6.3.4.] with \( E \) (5.11) holds (see [LS15, Section 6.3.4.] with \( E \)).

Concerning the entropy, letting the new/modified points of the configurations move in small balls allow us to recover a small, nonzero volume in phase space without affecting the energy, since only a small fraction of the points have been deleted/created/modified, it gives (5.12) (see [LS15, Section 6.3.5] for a precise analysis of the volume loss).

\[ \text{Proof. Step 1. Construction of the random point process.} \]

Let \( \{P^{(1)}_N\}_N \) be as in Lemma 5.4 and let us extend \( P^{(1)}_N \) in the whole space \( \mathbb{R}^d \) as follows. Let \( \{\tilde{C}_i\}_{i \in I} \) be a tiling of \( \mathbb{R}^d \) by a family of hypercubes of sidelength \( N \) and let \( x_i \) be the center of \( x_i \) (we may impose that one of the \( x_i \)’s is 0). Let \( \{P^{(1)}_{N,i}\}_{i \in I} \) be the laws of independent point processes distributed as \( P^{(1)}_N \).

To any family \( \{C^{(i)}\}_{i \in I} \) of point configurations in \( C_N \) we may associate the point configuration

\[ C := \sum_{i \in I} \theta_{x_i} \cdot C^{(i)} \]

which amounts to “paste” the point configuration \( C^{(i)} \) in the hypercube \( \tilde{C}_i \).

For any \( i \in I \), let \( E^{(i)} \) be an electric field which is compatible with \( C^{(i)} \) as in (5.8) and screened as in (5.8). By the latter condition, the normal component of each \( E^{(i)} \) vanishes on the boundary of \( C_N \times \mathbb{R}^k \), thus we may paste together such fields along the boundaries and their energy is additive. In particular the electric field \( E \) defined by

\[ E(x) := \sum_{i \in I} E^{(i)}(x - x_i) \]

is compatible with \( C \) and moreover we have

\[ \int_A |E|\eta|^2 = \sum_{i \in I} \int_A |E^{(i)}|\eta|^2 \]

for any measurable subset \( A \subset \mathbb{R}^{d+k} \) and any \( \eta > 0 \). Let us also observe that, by construction, the normal component of \( E \) vanishes on the boundary of \( C_{mN} \times \mathbb{R}^k \) for any \( m \geq 1 \) (in fact it is easy to see that it vanishes on any path included in \( N\mathbb{Z}^d \times \mathbb{R}^k \)).

We let \( P^{(2)}_N \) be the random point process obtained by pasting \( P^{(1)}_{N,i} \) in \( \tilde{C}_i \) for \( i \in I \), or in other terms the push-forward of the product measure of the \( \{P^{(1)}_{N,i}\}_{i \in I} \) by the map

\[ \{C^{(i)}\}_{i \in I} \mapsto C := \sum_{i \in I} \theta_{x_i} \cdot C^{(i)}. \]

For any \( z \in C_N \), we let \( P^{(2)}_{N,z} = \theta_z \cdot P^{(2)}_N \) be the push-forward of \( P^{(2)}_N \) by the translation by a vector \( z \). We also define \( P^{(3)}_N \) as the uniform average of \( P^{(2)}_{N,z} \) for \( z \in C_N \). It is not hard to check that \( P^{(3)}_N \) is a hyperuniform stationary random point process which converges to \( P \) as \( N \to \infty \).
Step 2. Estimates on the energy. We fix $z \in C_N$ and $m \geq 1$, and we use the subscript $z$ to denote a translation by $z$, e.g. $C_{mN,z}$ denotes the hypercube $C_{mN}$ translated by $z$.

By construction, to $P^{(2)}_{N,z}$-almost every point configuration in $C_{(m+1)N,z}$ we may associate an electric field $E$ whose normal component vanishes on the boundary of $C_{(m+1)N,z} \times \mathbb{R}^k$.

Let us recall that $\text{Int}[A,B](C)$ denotes the interaction energy between the sets $A$ and $B$ (cf. (5.6)). By minimality of the local energy (cf. Lemma 4.5) we have for $P^{(2)}_{N,z}$-almost every $C$

$$\text{Int}[C_{(m+1)N,z}, C_{(m+1)N,z}](C) \leq \lim_{\eta \to 0} \left( \frac{1}{c_{d,s}} \int_{C_{(m+1)N,z} \times \mathbb{R}^k} |E_\eta|^2 - N^d g(\eta) \right).$$

Using (5.11) we see that the right-hand side is bounded in terms of $\mathcal{W}^{\text{elec}}(P)$ as $N \to \infty$, more precisely we obtain

$$\limsup_{N \to \infty} \limsup_{m \to \infty} \frac{1}{(mN)^d} \mathbb{E}_{P^{(2)}_{N,z}} \left[ \text{Int}[C_{(m+1)N,z}, C_{(m+1)N,z}] \right] \leq \mathcal{W}^{\text{elec}}(P),$$

and both limits (as $m \to \infty$ and $N \to \infty$) are uniform for $z \in C_N$.

This gives an asymptotic upper bound on the expectation of $\text{Int}[C_{(m+1)N,z}, C_{(m+1)N,z}]$ under $P^{(2)}_{N,z}$, however the relevant quantity to control in order to get (5.7) is rather the expectation of $\text{Int}[C_{mN}, C_{mN}]$. We thus need to bound the difference $\text{Int}[C_{(m+1)N,z}, C_{(m+1)N,z}] - \text{Int}[C_{mN}, C_{mN}]$.

Let us write $\text{Int}[C_{(m+1)N,z}, C_{(m+1)N,z}]$ as

$$\text{Int}[C_{(m+1)N,z}, C_{(m+1)N,z}] = \text{Int}[C_{mN}, C_{mN}] + 2\text{Int}[C_{mN}, C_{(m+1)N,z} \setminus C_{mN}] + \text{Int}[C_{(m+1)N,z} \setminus C_{mN}, C_{(m+1)N,z} \setminus C_{mN}].$$

We may bound the last term in the right-hand side of (5.15) using Lemma 4.2 with (for the notations of the lemma) $K = C_{(m+1)N,z} \setminus C_{mN}$ and $R = (m+1)N$. In $C_{(m+1)N,z} \setminus C_{mN}$ there are $O(m^{d-1})$ points, and the discrepancy between the number of points and the volume is also such that $(N(K) - |K|)^2 = O(m^{d-1})$. Applying (4.9) in the cases (1.3) and (4.10) in the logarithmic case we obtain

$$\text{Int}[C_{(m+1)N,z} \setminus C_{mN}, C_{(m+1)N,z} \setminus C_{mN}] \geq o(m^d) \text{ as } m \to \infty.$$

We are left to estimate the interaction term $\text{Int}[C_{mN}, C_{(m+1)N,z} \setminus C_{mN}]$. We may split it as

$$\text{Int}[C_{mN}, C_{(m+1)N,z} \setminus C_{mN}] = \text{Int}[C_{(m-1)N,z}, C_{(m+1)N,z} \setminus C_{mN}] + \text{Int}[C_{mN} \setminus C_{(m-1)N,z}, C_{(m+1)N,z} \setminus C_{mN}],$$

and we will prove

$$\mathbb{E}_{P^{(2)}_{N,z}} \left[ \text{Int}[C_{mN}, C_{(m+1)N,z} \setminus C_{mN}] \right] = o(m^d).$$

**Studying** $\text{Int}[C_{(m-1)N,z}, C_{(m+1)N,z} \setminus C_{mN}]$. First we claim that

$$\mathbb{E}_{P^{(2)}_{N,z}} \left[ \text{Int}[C_{(m-1)N,z}, C_{(m+1)N,z} \setminus C_{mN}] \right] = o(m^d).$$

To prove (5.19) let us write

$$\text{Int} \left[ C_{(m-1)N,z}, C_{(m+1)N,z} \setminus C_{mN} \right] = - \frac{1}{c_{d,s}} \int_{C_{(m-1)N,z}} \Phi^a \text{div}(|y|^2 E^b),$$
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where $\Phi^a$ is the local electric potential generated by the system of charges in $C_{(m+1)N,z}\setminus C_{mN}$ i.e.

$$\Phi^a(x) := \int_{C_{(m+1)N,z}\setminus C_{mN}} g(x - t)(dC(t) - dt)$$

and $E^b$ is the screened electric field associated to the system of charges in $C_{(m-1)N,z}$. Using (5.10) we may also write

$$\text{Int}\left[ C_{(m-1)N,z}, C_{(m+1)N,z}\setminus C_{mN} \right] = -\frac{1}{c_{d,s}} \hat{C}_{(m-1)N,z} \Phi^a_{\eta_0} \text{div}(|y|^\gamma E^b_{\eta_0}),$$

because the minimal distance between a point charge in $C_{(m-1)N,z}$ and one in $C_{(m+1)N,z}\setminus C_{mN}$ is $\geq \eta_0$. An integration by parts and Cauchy-Schwarz’s inequality yield (observing also that $C_{(m-1)N,z} \subset C_{(m+2)N}$)

$$\text{(5.20)} \quad \text{Int}\left[ C_{(m-1)N,z}, C_{(m+1)N,z}\setminus C_{mN} \right] \geq -C_{\eta_0} \hat{C}_{(m+2)N} \times R_k |y| |E^a_{\eta_0}|^2, $$

for some constant $C$ depending on $d, s$. Using the definition of $P^{(2)}_{N,z}$ we have

$$E_{P^{(2)}_{N,z}} \left[ \int_{\mathbb{R}^{d+k}} |E^b_{\eta_0}|^2 \right] \leq m^d E_{P^{(2)}_{N}} \left[ \int_{C_{N} \times \mathbb{R}^k} |E^{(1)}_{\eta_0}|^2 \right],$$

where $E^{(1)}$ is as in (5.8). Using (5.11) we obtain that

$$\limsup_{N \to \infty, m \to \infty} E_{P^{(2)}_{N,z}} \left[ \int_{\mathbb{R}^{d+k}} |E^b_{\eta_0}|^2 \right] \leq \mathcal{W}_{\text{elec}}(P) + C$$

with $C$ depending only on $d, s$. In particular this yields

$$E_{P^{(2)}_{N,z}} \left[ \int_{\mathbb{R}^{d+k}} |E^b_{\eta_0}|^2 \right] = O(m^d).$$

Using Jensen’s inequality we may thus bound the second term in the right-hand side of (5.20) as

$$\text{E}\left[ \left( \int_{\mathbb{R}^{d+k}} |y|^\gamma |E^b_{\eta_0}|^2 \right)^{1/2} \right] = O(m^{d/2}).$$

It remains to control the first term in the right-hand side of (5.20). We claim that

$$\text{E}_{P^{(2)}_{N,z}} \left[ \int_{C_{(m+2)N} \times \mathbb{R}^k} |y|^\gamma |E^a_{\eta_0}|^2 \right] = o(m^d).$$

Since $E^a$ is the local field generated by the configuration in $C_{(m+1)N,z}\setminus C_{mN}$ we may, by almost monotonicity as in Lemma 4.1 compare $\int_{C_{(m+2)N} \times \mathbb{R}^k} |y|^\gamma |E^a_{\eta_0}|^2$ with the interaction energy

$$\text{Int} \left[ C_{(m+1)N,z}\setminus C_{mN}, C_{(m+1)N,z}\setminus C_{mN} \right],$$
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up to a boundary term in the logarithmic case (which is bounded as usual) and a term of order \(O(m^{d-1})g(\eta_{0}) = o(m^{d})\). We now prove that

\[
\text{(5.23)} \quad \mathbf{E}_{\eta_{0,N,z}}^{(2)}\left[ \text{Int}[C_{(m+1)N,z} \setminus C_{mN}, C_{(m+1)N,z} \setminus C_{mN}] \right] = o(m^{d}).
\]

Let us recall that \(\{C_{I}\}_{I \in I} \) denotes a tiling of \(\mathbb{R}^d\) by a family of hypercubes of sidelength \(N\). We let \(J_{N,z}\) be the set of indices

\[
J_{N,z} := \{ j \in I, (\bar{C}_{j,z} \cap C_{(m+1)N,z} \setminus C_{mN}) \neq \emptyset \},
\]

and it is clear that the cardinal of \(J_{N,z}\) is \(O(m^{d-1})\). We may then write the interaction of \(C_{(m+1)N,z} \setminus C_{mN}\) with itself as

\[
\text{Int} \left[ C_{(m+1)N,z} \setminus C_{mN}, C_{(m+1)N,z} \setminus C_{mN} \right] = -\sum_{j_{1} \neq j_{2} \in J_{N,z}} \int_{(\bar{C}_{j_{1},z} \cap C_{(m+1)N,z} \setminus C_{mN}) \times (\bar{C}_{j_{2},z} \cap C_{(m+1)N,z} \setminus C_{mN})} g(x-y)(dC(x)-dx)(dC(y)-dy),
\]

\[
+ \sum_{j \in J_{N,z}} \text{Int}[\bar{C}_{j,z} \cap C_{(m+1)N,z} \setminus C_{mN}, \bar{C}_{j,z} \cap C_{(m+1)N,z} \setminus C_{mN}].
\]

The previous identity is nothing but writing the interaction of a collection of (possibly truncated) hypercubes with itself as the sum of hypercubes-hypercubes interactions plus the sum of self-interactions.

Since there are \(O(m^{d-1})\) elements in \(J_{N,z}\) we have

\[
\mathbf{E}_{\eta_{0,N,z}}^{(2)} \left[ \sum_{j \in J_{N,z}} \text{Int}[\bar{C}_{j,z} \cap C_{(m+1)N,z} \setminus C_{mN}, \bar{C}_{j,z} \cap C_{(m+1)N,z} \setminus C_{mN}] \right] = O(m^{d-1}).
\]

It remains to bound the sum of interactions between two disjoint hypercubes. We have, if the two hypercubes are not adjacent (since there are only \(O(m^{d-1})\) pairs of adjacent hypercubes in the sum, all giving a contribution of order \(O(1)\), we may neglect these terms),

\[
\int_{(\bar{C}_{j_{1},z} \cap C_{(m+1)N,z} \setminus C_{mN}) \times (\bar{C}_{j_{2},z} \cap C_{(m+1)N,z} \setminus C_{mN})} g(x-y)(dC(x)-dx)(dC(y)-dy)
\]

\[
\geq -Cg(\text{dist}(\bar{C}_{j_{1}}, \bar{C}_{j_{2}})),
\]

with a constant \(C\) depending on \(N\) and \(d, s\). For any fixed \(j \in J_{N,z}\) we have (the sum is implicitly restricted to non-adjacent hypercubes)

\[
\sum_{j' \neq j \in J_{N,z}} g(\text{dist}(\bar{C}_{j}, \bar{C}_{j'})) \leq C \int_{1}^{mN} r^{-s}r^{d-2}dr \leq C(m^{d-1-s} + 1),
\]

with a constant \(C\) depending on \(N\) and on \(d, s\). The element of volume is only \(r^{d-2}\) because we are summing terms on the boundary of \(C_{mN}\). We may then estimate the sum of pairwise hypercube interactions as

\[
\sum_{j_{1} \neq j_{2} \in J_{N,z}} g(\text{dist}(\bar{C}_{j_{1}}, \bar{C}_{j_{2}})) \leq O(m^{d-1})(O(m^{d-1-s}) + O(1)) = o(m^{d}),
\]

because we are restricted to the non-Coulomb cases for which \(s > d - 2\). It proves (5.23) hence also (5.22). Combining (5.22) and (5.21) we obtain (5.19).
Study of $\text{Int} \left[ C_{mN} \cap C_{(m-1)N,z}, C_{(m+1)N,z} \backslash C_{mN} \right]$. It remains to control the last term in the right-hand side of (5.17), which is another boundary-boundary interaction and is bounded as in (5.23).

Conclusion for the energy. Finally, combining (5.16) and (5.18) we obtain that

$$E_{P_N^{(2)}} \left[ \text{Int} \left[ C_{(m+1)N,z}, C_{(m+1)N,z} \right] - \text{Int} \left[ C_{mN}, C_{mN} \right] \right] \geq o(m^d),$$

with a $o(m^d)$ depending on $N$ and $d,s$, but uniform in $z \in C_N$. Combining this estimate with (5.14) we thus conclude that

$$\limsup_{N \to \infty} \limsup_{m \to \infty} E_{P_N^{(3)}} \left[ \text{Int} \left[ C_{mN}, C_{mN} \right] \right] \leq \mathbb{W}_{\text{elec}}(P).$$

Step 3. Entropy and conclusion. The convergence of the entropy follows easily from (5.12) and the definition of the relative specific entropy, indeed we have

$$\text{ent}[P_N^{(3)}|\Pi] = \frac{1}{N^d} \text{Ent}[P_N|\Pi_{C_N}] + o(1).$$

To summarize, we have shown that the sequence $\{P_N^{(3)}\}_N$ satisfies the requirements of Proposition 5.3, which concludes the proof.

6 High-temperature limit

In this section we apply the results of Section 5 to study the limit as $\beta \to 0$ (the high-temperature limit) of the minimizers of $F_{\beta}$. We prove their convergence to the law of the Poisson point process in all cases (1.1), (1.2), (1.3) as stated in Theorem 2.

6.1 Specific Pinsker inequality

The well-known Pinsker inequality gives an upper-bound on the total variation distance between probability measures in terms of their Kullback-Leibler divergence:

$$(6.1) \quad |P - Q|_{TV} \leq \left( \frac{1}{2} \text{Ent}(P) \right)^{1/2}$$

where $|P - Q|_{TV}$ is the total variation defined by

$$(6.2) \quad |P - Q|_{TV} := \sup \{P(A) - Q(A), A \text{ measurable} \}.$$

Combining the Pinsker inequality with the property (2.13) of the specific relative entropy we get for any stationary random point process $P$ the following specific (infinite-volume) Pinsker inequality:

$$(6.3) \quad \sup_{N \geq 1} \frac{|P_{C_N} - \Pi_{C_N}|_{TV}}{|C_N|^2} \leq \sqrt{\frac{1}{2} \text{ent}[P|\Pi]}.$$

Since the total variation convergence implies weak convergence of probability measures, it is clear that the convergence in specific relative entropy sense implies the weak convergence of random point processes i.e. if a sequence of stationary random point processes $\{P_k\}_k$ satisfies

$$\lim_{k \to \infty} \text{ent}[P_k|\Pi] = 0$$

then the sequence $\{P_k\}_k$ converges to $\Pi$. 28
6.2 Finite energy approximation the Poisson point process

Since the two-point correlation function of the Poisson point process satisfies $\rho_2 \equiv 1$ we clearly have $W_{\text{int}}(\Pi) = 0$ in all cases (1.1), (1.2) and (1.3). In the case (1.3) it thus follows that $W_{\text{elec}}(\Pi)$ is finite, according to the electric-intrinsic inequality of Section 5.1. For the one-dimensional Log-gas it has been proven in [LS15] that $W_{\text{elec}}(\Pi) = +\infty$, and the answer is unknown in the two-dimensional Log-gas case (the result of Section 5.1 is not enough because $D_{\log}(\Pi)$ is infinite). However we may always construct random point processes which converge in entropy sense to $\Pi$ and whose renormalized energies are finite.

Lemma 6.1. There exists a sequence $\{\pi_k\}_k$ of stationary random point processes in $P_{s,1}(\mathcal{X})$ satisfying

1. $W_{\text{elec}}(\pi_k)$ is finite for all $k$.
2. $\lim_{k \to \infty} \text{ent}[\pi_k|\Pi] = 0$.

Proof. For any $k \geq 1$, let $\{C_i^k\}_{i \in I}$ be a tiling of $\mathbb{R}^d$ by a countable family of disjoint copies of the hypercube $C_k$, and let $\{B_i^k\}_i$ be the law of a family of independent Bernoulli point processes with $k^d$ points in $C_i^k$. We let $\pi_{t_k}^i$ be the random point process consisting of the union of all $B_i^k$ for $i \in I$. Finally we define $\pi_k$ by averaging $\pi_{t_k}$ over a “fundamental domain” i.e. we let

$$\pi_k := u_k + \pi_{t_k}^i,$$

where $u_k$ is a uniform random variable in $C_k$ (if $C$ is a point configuration we let $x + C$ denote the point configuration $\{x + p, p \in C\}$, cf. also (1.10)).

The random point processes $\pi_k$ defined this way are clearly stationary and of intensity 1. The two-point correlation function of $\pi_k$ is easy to compute:

$$\rho_2^k(x, y) = \begin{cases} 1 - \frac{1}{k} & \text{if } x \text{ and } y \text{ belong to the same hypercube } C_i^k, \\ 1 & \text{otherwise.} \end{cases}$$

The two-point correlation function of $\pi_k$ could be deduced from (6.5) by averaging $\rho_2(x, y)$ over translations of both coordinates by a vector in $C_k$. Let us simply observe that $\rho_2(x, y) - 1$ is bounded (because $\rho_2$ is) and has compact support (e.g. $\rho_2(x, y) = 1$ as soon as $|x - y| \geq \sqrt{dk}$) which implies (using the expression (6.12)) that $W_{\text{int}}(\pi_k)$ is finite. Moreover, observing that

$$\int_{C_k^2} (\rho_2(x, y) - 1) = -1$$

we also get that

$$\int_{C_k^2} (\rho_2(x, y) - 1) = -1 + O(R^{d-1})$$

which implies in view of (6.14) that $E_{\pi_k}[D_{\log}^k] = O(R^{d-1})$, hence $D_{\log}(\pi_k)$ is zero. Using the electric-intrinsic inequality we conclude that $W_{\text{elec}}(\pi_k)$ is finite for all $k \geq 1$ which proves the first point.

We are left to prove the second point of the lemma. Let $\mathcal{E}_k^t$ be the measurable subset of point configurations which have exactly $k^d$ points in each hypercube $C_i^k$, and let $\mathcal{E}_k$ be the subset obtained by averaging $\mathcal{E}_k^t$ over $C_k$, more precisely we let

$$\mathcal{E}_k := \bigcup_{x \in C_k, C \in \mathcal{E}_k^t} x + C$$
where the sum $x + C$ is defined as above. By definition $\pi_k$ coincides with the law of the Poisson point process conditioned to the event $E_k$. For any $R > 0$ we may thus estimate the relative entropy

\[(6.7) \quad \text{Ent} \left[ (\pi_k)_{C_R} \mid \Pi_{C_R} \right] = - \log \Pi_{C_R} (E_k).
\]

Since $E_k^R \subset E_k$ we may bound below $\Pi_{C_R} (E_k)$ by $\Pi_{C_R} (E_k^R)$ which is easier to compute, indeed we only have to estimate the probability that $N_{R,k} = \left\lceil \frac{R}{k} \right\rceil^d \approx \frac{R^d}{k^d}$ disjoint hypercubes of sidelength $k$ receive exactly $k^d$ points, and we can bound below $\Pi_{C_R} (E_k^R)$ by

\[
\Pi_{C_R} (E_k^R) \geq \left( e^{-k^d \left( \frac{k^d}{(k^d)!} \right)} \right)^{N_{R,k}}.
\]

An elementary estimate using Stirling’s formula shows that

\[(6.8) \quad - \log \Pi_{C_R} (E_k^R) \leq C \frac{R^d}{k^d}
\]

with a universal constant $C$. We deduce from (6.7) and (6.8) that

\[
\frac{1}{R^d} \text{Ent} \left[ (\pi_k)_{C_R} \mid \Pi_{C_R} \right] = O(k^{-d})
\]

hence by definition of $\text{ent}[\cdot \mid \Pi]$ we also have $\text{ent}[\pi_k \mid \Pi] = O(k^{-d})$, which proves the second point of the lemma.

\[\square\]

6.3 Proof of Theorem 2

From Lemma 6.1 the proof of Theorem 2 is straightforward.

Proof. For any $\beta > 0$, let $P_\beta$ be a minimizer of $F_\beta$. In particular we have

\[
\beta W_{\text{elec}} (P_\beta) + \text{ent}[P_\beta \mid \Pi] \leq \beta W_{\text{elec}} (\pi_k) + \text{ent}[\pi_k \mid \Pi]
\]

for any $k \geq 1$, where $\{\pi_k\}_k$ is the sequence of random point processes constructed in Lemma 6.1. Since $W_{\text{elec}}$ is bounded below by some constant depending only on $d, s$ we have

\[(6.9) \quad \sup_{F_\beta (P_\beta) = \min F_\beta} \text{ent}[P_\beta \mid \Pi] \leq \text{ent}[\pi_k \mid \Pi] + \beta \left( W_{\text{elec}} (\pi_k) - \min W_{\text{elec}} \right).
\]

Since $\text{ent}[\pi_k \mid \Pi] = o_k(1)$ and $W_{\text{elec}} (\pi_k)$ is always finite, we get (1.9) by considering $k$ large enough and $\beta$ small enough (depending on $k$). The fact that convergence in entropy sense implies weak convergence was observed in Section 6.1.

Since $\text{Sine}_\beta$ was proven to be a minimizer of $F_\beta$ for the one-dimensional Log-gas, we get Corollary 1.2 as an immediate consequence of Theorem 2. This convergence result was recently established in [AD14] by analysing the family of coupled diffusion processes defining the point processes $\text{Sine}_\beta$. Here we rely only on the fact that the $\text{Sine}_\beta$ process minimizes the free energy functional $F_\beta$. 
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7 Low temperature limit in one dimension

In this section we prove Theorem 3 i.e. we use the link between $\mathcal{W}_{\text{elec}}$ and $\mathcal{W}_{\text{int}}$ to give a minimization result on the energy in the one-dimensional case. As can be expected the minimizer of $\mathcal{W}_{\text{elec}}$ is attained by a “crystalline state” which in dimension 1 corresponds simply to the lattice $\mathbb{Z}$. In the remaining of this section we deal with the cases (1.1) or (1.3) with $d = 1$ and $0 < s < 1$.

In [SS14] (in the one-dimensional logarithmic case) the minimality of $\mathcal{W}(\mathbb{Z})$ among the energies of periodic configurations was proven using an explicit formula valid in the periodic setting, together with the convexity of the interaction kernel. An argument of approximation by periodic configurations was then used to prove that $\mathbb{Z}$ is a global minimizer of the energy (however, it is not unique). In [Leb15] we turned this convexity argument into a quantitative estimate in order to bound below the difference $\mathcal{W}_{\text{elec}}(P) - \mathcal{W}_{\text{elec}}(P_\mathbb{Z})$ in terms of the two-point correlation function of $P$, first in the periodic case, then in the general stationary case using the same kind of approximation. It was enough to prove that $P_\mathbb{Z}$ is the unique minimizer of $\mathcal{W}_{\text{elec}}$ among stationary point processes in the case $d = 1, s = 0$. It also yields the fact that if $\mathcal{W}_{\text{elec}}(P_n) \to \mathcal{W}_{\text{elec}}(P_\mathbb{Z})$ then the two-point correlation function of $P_n$ converges to that of $P_\mathbb{Z}$. In the following we prove the same result in all one-dimensional cases, first at the level of hyperuniform random point processes (which include periodic point processes) then in the general stationary case using the approximation argument of Proposition 5.3. We also observe that convergence of the two-point correlation functions to that of $P_\mathbb{Z}$ in fact implies weak convergence of the random point processes.

7.1 The k-th neighbor correlation functions

In the one-dimensional case the two-point correlation function of a stationary random point process admits a decomposition as the sum of the $k$-th neighbor correlation functions.

Let $P$ be in $\mathcal{P}_{\text{st}}(\mathcal{X})$ such that the two-point correlation $\rho_2$ exists as a Radon measure in $\mathbb{R} \times \mathbb{R}$. For any $k \geq 1$ we define the $k$-th neighbor correlation function $\rho_{2,k}$ by duality, letting for any $\varphi \in C_c(\mathbb{R} \times \mathbb{R})$

$$\int \varphi \rho_{2,k} := \frac{1}{2} \mathbb{E}_P \left[ \sum_{x,y \in C, y \text{ k-th neighbor of } x} \varphi(x, y) + \varphi(y, x) \right].$$

In (7.1) if $x, y$ belong to a point configuration $C$ we say that $y$ is the $k$-th neighbor of $x$ if $x < y$ and $C([x, y[) = k + 1$. We will abbreviate “$k$-th neighbor of” by k.n.o. in the formulas. Since $P$ is stationary we may see $\rho_{2,k}$ as a measure on $\mathbb{R}$ by letting $\rho_{2,k}(x) := \rho_{2,k}(0, x)$ (in the rest of this section we will use the same notation for both interpretations of $\rho_{2,k}$).

Lemma 7.1. For any $k \geq 1$, for any compactly supported, measurable, even function $\varphi : \mathbb{R} \to \mathbb{R}$, we have

$$\mathbb{E}_P \left[ \sum_{x,y \in C \cap [-L/2,L/2]} \varphi(x - y) \right] = \int_0^L \varphi(x) \rho_{2,k}(x)(1 - x/L).$$

Proof. We use the definition (7.1) together with a change of variable $(x, y) \mapsto (x - y, x + y)$ as in the re-writing of $\mathcal{W}_{\text{int}}$ in Section 3.2. 
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7.2 Minimization: the hyperuniform case

Lemma 7.2. The unique minimizer of \( \Psi^\text{int} \) among random point processes in \( \mathcal{P}_\text{hyp}(\mathcal{X}) \) is the random point process \( P_Z \) defined in (1.10). Moreover for any such \( P \) we have

\[
\Psi^\text{int}(P) - \Psi^\text{int}(P_Z) \geq c \sum_{k=1}^{\infty} \int_0^{+\infty} \min \left( \frac{(x - k)^2}{k^{s+2}}, 1 \right) \rho_{2,k}(x),
\]

with a constant \( c \) depending only on \( s \).

Proof. Since there are a.s. \( r \) points in any interval of length \( r \) the \( k \)-th neighbor correlation function of \( P \) is supported in \([k - r, k + r]\). We may thus write, for any \( R > 0 \)

\[
\frac{1}{R} \int_{-R}^R g(x)(\rho_2(x) - 1)(R - |x|)dx = \frac{2}{R} \int_0^R g(x) \left( \sum_{k=1}^{R+r} \rho_{2,k} - 1 \right) (R - x)dx.
\]

Let \( \psi_R : x \mapsto \frac{2}{R} g(x)(R - x) \). By definition of \( \Psi^\text{int} \) (see (3.12)) we get

\[
\Psi^\text{int}(P) = \liminf_{R \to \infty} \int_0^R \psi_R(x) \left( \sum_{k=1}^{R+r} \rho_{2,k} - 1 \right) dx,
\]

and for \( P_Z \) it is easy to see that the \( \liminf \) is actually a \( \lim \) and we have

\[
\Psi^\text{int}(P_Z) = \lim_{R \to \infty} \int_0^R \psi_R(x) \left( \sum_{k=1}^{R} \delta_k - 1 \right) dx.
\]

Subtracting (7.3) in (7.4) we get

\[
\Psi^\text{int}(P) - \Psi^\text{int}(P_Z) = \liminf_{R \to \infty} \int_0^R \psi_R(x) \left( \sum_{k=1}^{R+r} \rho_{2,k} - \sum_{k=1}^{R} \delta_k \right).
\]

We may re-write the previous expression as

\[
\Psi^\text{int}(P) - \Psi^\text{int}(P_Z) = \liminf_{R \to \infty} \int_0^{+\infty} \psi_R(x) \left( \sum_{k=1}^{R+r} \rho_{2,k} - \sum_{k=1}^{R} \delta_k \right) + E_{R,r}
\]

where the error term \( E_{R,r} \) is bounded using the fact that \( \rho_{2,k} \) is supported on \([k - r, k + r]\) and that \( |\psi_R| \) is decreasing on \([R - 2r, R]\) (for \( R \) large enough).

\[
|E_{R,r}| \leq \int_0^R \psi_R(x) \left( \sum_{k=1}^{R+r} \rho_{2,k} + \sum_{k=1}^{R} \delta_k \right) \leq C r |\psi(R - 2r)| = o_R(1).
\]

Let us now observe that \( \psi_R \) is a convex function, more precisely for \( x \in (0, +\infty) \) we have \( \psi_R'(x) \geq \frac{x}{2^s R^2} \) for some positive constant \( c \) depending on \( s \). Moreover for all \( k \geq 1 \), since \( P \) is of intensity 1 we have \( \int \rho_{2,k} = 1 \) (\( \rho_{2,k} \) is the probability law of the \( k \)-th neighbor) and since \( P \) is periodic the expectation \( \int x \rho_{2,k}(x) \) is finite and thus equal to \( k \) (the \( k \)-th neighbor is in average at distance \( k \)). Combining this observation with the convexity estimate we may write

\[
\int_0^{+\infty} \psi_R(x) (\rho_{2,k} - \delta_k) \geq \int_0^{+\infty} \frac{(x - k)^2}{\max(x,k)^{s+2}} \rho_{2,k}(x) \geq c \int_0^{+\infty} \min \left( \frac{(x - k)^2}{k^{s+2}}, 1 \right) \rho_{2,k}(x),
\]
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with $c$ depending only on $s$. Inserting this bound in (7.6) and using (7.7) we get
\[ \mathcal{W}^\text{int}(P) - \mathcal{W}^\text{int}(P_Z) \geq \liminf_{R \to \infty} \sum_{k=1}^{[R-r]} \int_0^{+\infty} \min \left( \frac{(x-k)^2}{k^{s+2}}, 1 \right) \rho_{2,k}(x) + o_R(1) \]

Hence finally by taking the limit $R \to \infty$ we obtain that
\[ (7.8) \quad \mathcal{W}^\text{int}(P) - \mathcal{W}^\text{int}(P_Z) \geq \sum_{k=1}^{+\infty} \int_0^{+\infty} \min \left( \frac{(x-k)^2}{k^{s+2}}, 1 \right) \rho_{2,k}(x), \]

which proves (7.3). This lower bound implies that $P_Z$ is a minimizer of $\mathcal{W}^\text{int}$ among hyperuniform random point processes and also that it is unique. Indeed $\mathcal{W}^\text{int}(P) = \mathcal{W}^\text{int}(P_Z)$ implies (by (7.3)) that $\rho_{2,k} = \delta_k$ for all $k \geq 1$, hence the two-point correlation function of $P$ coincides with the one of $P_Z$, which is enough to conclude that $P = P_Z$ (see e.g. [Leb15]). \hfill $\square$

### 7.3 Proof of Theorem 3

We may now give the proof of our minimization result for $\mathcal{W}^\text{elec}$. First let us observe that $\mathcal{W}^\text{elec}(P_Z) = \mathcal{W}^\text{int}(P_Z)$. The inequality $\leq$ is true by Proposition 5.1. Moreover Proposition 5.3 ensures that there exists a sequence of hyperuniform random point processes and also that it is unique. Indeed $\mathcal{W}^\text{int}(P) = \mathcal{W}^\text{int}(P_Z)$ implies (by (7.3)) that $\rho_{2,k} = \delta_k$ for all $k \geq 1$, hence the two-point correlation function of $P$ coincides with the one of $P_Z$, which is enough to conclude that $P = P_Z$ (see e.g. [Leb15]).

**Proof.**

**Step 1. Minimization of $\mathcal{W}^\text{elec}$.** Let $P$ be a minimizer of $\mathcal{W}^\text{elec}$ on $\mathcal{P}_{s,1}(\lambda')$. From Proposition 5.3 we get a sequence $\{P_n\}_n$ of hyperuniform random point processes converging to $P$ and such that $\{\mathcal{W}^\text{int}(P_n)\}_n$ converges to $\mathcal{W}^\text{elec}(P)$. For any $k, n \geq 1$ let $\rho_{2,k}^{(n)}$ denote the $k$-th neighbour correlation function of $P_n$. In the hyperuniform case, (7.3) implies that for any $M > 0$ and $k \geq 1$ we have
\[ (7.9) \quad \mathcal{W}^\text{int}(P_n) - \mathcal{W}^\text{int}(P_Z) \geq \int_0^{2M} \min \left( \frac{(x-k)^2}{k^{s+2}}, 1 \right) \rho_{2,k}^{(n)}(x), \]

and the right-hand side is bounded below by (see (7.2))
\[ \int_0^{2M} \min \left( \frac{(x-k)^2}{k^{s+2}}, 1 \right) \rho_{2,k}^{(n)}(x) \quad \text{where we let } \varphi_k(x) := \min \left( \frac{(x-k)^2}{k^{s+2}}, 1 \right). \quad \text{Since } \{P_n\}_n \text{ converges to } P \text{ we have} \]
\[ (7.10) \quad E_{P_n} \left[ \sum_{C \in [-M,M]_y} \varphi_k(x-y) \right] = E_P \left[ \sum_{C \in [-M,M]_y} \varphi_k(x-y) \right] + o_n(1) \]
\[ = \int_0^{2M} \varphi_k(x) \rho_{2,k}(x) \left( 1 - \frac{x}{2M} \right) + o_n(1) \geq \frac{1}{2} \int_0^M \varphi_k \rho_{2,k}(x) + o_n(1). \]

Combining (7.9) and (7.10) we see that
\[ \int_0^M \min \left( \frac{(x-k)^2}{k^{s+2}}, 1 \right) \rho_{2,k}(x) \leq 2 \left( \mathcal{W}^\text{int}(P_n) - \mathcal{W}^\text{int}(P_Z) \right) + o_n(1), \]
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but as \( n \to \infty \) we have \( W_{\text{int}}(P_n) \to W_{\text{elec}}(P) \leq W_{\text{elec}}(P_\infty) = W_{\text{int}}(P_\infty) \). It implies that

\[
\int_0^M \min \left( \frac{(x-k)^2}{k^{s+2}}, 1 \right) \rho_{2,k}(x) = 0
\]

for all \( M > 0 \) and \( k \geq 1 \). Finally we get that \( \rho_{2,k} = \delta_k \) for all \( k \geq 1 \) and we conclude as in the proof of Lemma \( 14.2 \) that \( P = P_\infty \), which ensures that \( P_\infty \) is the unique minimizer of \( W_{\text{elec}} \) on \( P_{s,1}(X) \).

If \( P \) is not a minimizer the same argument shows that

\[
W_{\text{elec}}(P) - W_{\text{elec}}(P_\infty) \geq \sum_{k=1}^{+\infty} \int_0^{+\infty} \min \left( \frac{(x-k)^2}{k^{s+2}}, 1 \right) \rho_{2,k}(x)
\]

as in the hyperuniform setting.

**Step 2. Energy of minimizers of \( F_\beta \) tends to \( W_{\text{elec}}(P_\infty) \).** On the other hand we claim that if \( \{P_\beta\}_{\beta > 0} \) is a family of minimizers of \( F_\beta \) then we must have

\[
\lim_{\beta \to 0} W_{\text{elec}}(P_\beta) = W_{\text{elec}}(P_\infty).
\]

To prove \( 7.12 \) we cannot directly evaluate \( F_\beta \) over \( P_\infty \) and compare with \( P_\beta \) because \( \text{ent} [P_\beta | \Pi] \) is infinite. However we may argue as in Section 6.2 and show that there exists a sequence \( \{\pi_k\}_k \) of stationary random point processes in \( P_{s,1}(X) \) satisfying

1. \( \text{ent} [\pi_k | \Pi] \) is finite for all \( k \).
2. \( \lim_{k \to \infty} W_{\text{elec}}[\pi_k] = W_{\text{elec}}(P_\infty) \).

Such a sequence can be constructed by chosing a “vibrating” approximation of \( P_\infty \). For any \( k \geq 1 \) we let \( \{V_{k,m}\}_{m \in \mathbb{Z}} \) be a countable family of i.i.d. random variables distributed uniformly in \([-\frac{1}{k}, \frac{1}{k}]\), then we let \( \pi_k^f \) be the random point process

\[
\pi_k^f := \sum_{m \in \mathbb{Z}} \delta_{m+V_{k,m}}
\]

and finally we define \( \pi_k \) by averaging \( \pi_k^f \) over \([0, 1]\). It is easy to check that \( \pi_k \) is a stationary random point process of intensity 1. In fact \( \pi_k \) may equivalently be defined as a renewal process with increments distributed as \( 1 + V_{k,2} - V_{k,1} \). The specific relative entropy of \( \pi_k \) coincides with its “entropy rate”, it is finite (see [DVJJS] Section 14.8.) and blows up as \( k \to \infty \) like the entropy of \( V_{k,2} - V_{k,1} \). Concerning the energy, we have the bound

\[
W_{\text{elec}}(P_\infty) \leq W_{\text{elec}}(\pi_k) \leq W_{\text{int}}(\pi_k)
\]

and the fact that \( W_{\text{int}}(\pi_k) \) converges to \( W_{\text{int}}(P_\infty) = W_{\text{elec}}(P_\infty) \) can be checked directly with the help of the formula defining \( W_{\text{int}} \). Indeed the two-point correlation function of \( \pi_k \) may be written as

\[
\rho_{2,\pi_k} = \sum_{m \in \mathbb{Z}} \psi_k(m + \cdot)
\]

where \( \psi_k \) is a triangular “hat function” of width \( \frac{1}{2k} \) and integral 1. For any \( m \in \mathbb{Z} \) and \( R > 0 \), a mean value argument shows that

\[
\left| \int \psi_k(m + \cdot) \log |x|(1 - \frac{|x|}{R}) - \log |m|(1 - \frac{m}{R}) \right| \leq \frac{C}{k^2} \left( \frac{1}{m^2} + \frac{1}{mR} \right).
\]
Consequently, we get
\[
\limsup_{R \to \infty} \left| \int_{[-R,R]} (\rho_{2,\pi_k} - \rho_{2,\Xi}) (1 - \frac{|x|}{R}) \right| = O \left( \frac{1}{k^2} \right),
\]
and we obtain that \(\lim_{k \to \infty} \mathbb{W}^{\text{int}}(\pi_k) = \mathbb{W}^{\text{int}}(P_\beta)\).

With the help of the sequence \(\{\pi_k\}_k\) we obtain \((7.12)\) by arguing as in Section 6.3 indeed since \(\text{ent}[P_\beta|\Xi]\) is always non-negative we have
\[
\mathbb{W}^{\text{elec}}(P_\beta) \leq \mathbb{W}^{\text{elec}}(\pi_k) + \frac{1}{\beta} \text{ent}[\pi_k|\Xi] \leq \mathbb{W}^{\text{elec}}(P_\beta) + \frac{1}{\beta} \text{ent}[\pi_k|\Xi] + o_k(1)
\]
and \((7.12)\) follows by choosing \(k, \beta\) large enough.

Step 3. Convergence of the two-point function of minimizers of \(F_\beta\). Combining \((7.11)\) and \((7.12)\) we see that if \(\rho_{2,k}^{(\beta)}\) denotes the \(k\)-th neighbor correlation function of \(P_\beta\), we have for any
\[
x \sum_{k=1}^{\infty} \int_0^{+\infty} \min \left( \frac{(x-k)^2}{k^{3/2}}, 1 \right) \rho_{2,k}^{(\beta)}(x) \to 0
\]
as \(\beta \to \infty\). Arguing as in the proof of [Leb15, Lemma 2.3] we deduce that \(\rho_{2}^{(\beta)}\) converges to \(\sum_{k \in \mathbb{Z}} \delta_k\) in the distributional sense as \(\beta \to \infty\). Let us observe that
\[
\rho_{2,\Xi} := \sum_{k \in \mathbb{Z}} \delta_k
\]
is the two-point correlation function of \(P_\Xi\).

Step 4. Weak convergence of the minimizers of \(F_\beta\). It is not hard to see that this convergence implies in fact the weak convergence of \(P_\beta\) to \(P_\Xi\) as \(\beta \to \infty\). For any \(\frac{1}{2} > \epsilon > 0\) let \(\chi_\epsilon\) be a smooth non-negative function which is equal to 1 on the set \(\cup_{k \in \mathbb{Z}} [k - 1 + \epsilon, k - \epsilon]\) and to 0 on \(\mathbb{Z}\). For any \(T > 0\) we let \(\tau_{T,\epsilon}\) be a non-negative continuous function such that \(\tau_{T,\epsilon} \equiv 1\) on \([-T + \epsilon, T - \epsilon]\) and 0 outside \([-T, T]\). We let \(\varphi_{\epsilon,T}\) be the continuous, compactly supported map
\[
\varphi_{\epsilon,T}(x,y) := \chi_\epsilon(x-y) \tau_{T,\epsilon}(x) \tau_{T,\epsilon}(y).
\]
Let \(A_{T,\epsilon}\) be the event “there is no pair \((x,y)\) of points of the configuration in \([-T + \epsilon, T - \epsilon]\) such that \(|x-y| \in \cup_{k \in \mathbb{Z}} [k - 1 + \epsilon, k - \epsilon]\)”. Since \(\int \varphi_{\epsilon,T} \rho_{2,\Xi} = 0\) and since \(\rho_{2}^{(\beta)}\) converges to \(\rho_{2,\Xi}\) as \(\beta \to \infty\) we have
\[(7.13)\]
\[
P_\beta(A_{T,\epsilon}) \to 1
\]
as \(\beta \to \infty\). In other words, with probability tending to 1 as \(\beta \to \infty\), a configuration under \(P_\beta\) locally looks like a (translated) subset of \(\mathbb{Z}\) in which all the points have been displaced at a distance at most \(\epsilon\).

The variance under \(P_\beta\) of the number of points in \([-T, T]\) is bounded as \(\beta \to \infty\), because it is controlled by the energy \(\mathbb{W}^{\text{elec}}(P_\beta)\), which itself converges (to \(\mathbb{W}^{\text{elec}}(P_\Xi)\)). This follows from the discrepancy estimates (see e.g. [Leb15, Lemma 2.1] or [LS15, Lemma 3.10]). In particular we have uniform integrability under \(P_\beta\) of the number of points in \([-T, T]\) as \(\beta \to \infty\). In particular, conditioning \(P_\beta\) to \(A_{T,\epsilon}\), we have an average of \(2T + o(1)\) points in \([-T, T]\) as \(\beta \to \infty\), because \((7.13)\) holds.

Finally we deduce that for any \(\epsilon > 0\), with probability tending to 1 as \(\beta \to \infty\), a configuration under \(P_\beta\) locally looks like a translate of \(\mathbb{Z}\) in which all the points have been displaced at a distance at most \(\epsilon\). This implies the convergence of \(P_\beta\) to \(P_\Xi\) as \(\beta \to \infty\).

\[\square\]
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