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Abstract  Prediction of the likely evolution of traffic scenes is a challenging task because of high uncertainties from sensing technology and the dynamic environment. It leads to failure of motion planning for intelligent agents like autonomous vehicles. In this paper, we propose a fluid-inspired model to estimate collision risk in road scenes. Multi-object states are detected and tracked, and then a stable fluid model is adopted to construct the risk field. Objects’ state spaces are used as the boundary conditions in the simulation of advection and diffusion processes. We have evaluated our approach on the public KITTI dataset; our model can provide predictions in the cases of misdetection and tracking error caused by occlusion. It proves a promising approach for collision risk assessment in road scenes.
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1 Introduction

Collision risk assessment is an essential task for vehicles driving on the road. It requires predicting the likely evolution of the current traffic situation, and assessing how dangerous the future situation might be. Risk can be intuitively understood as the likelihood and severity of the damage that a vehicle of interest may suffer in the future. Some quantitative risk indicators like time-to-collision, time-to-brake, and time-to-steer are widely used in advanced driver assistance systems like automatic emergency braking. But they are of limited use in complex traffic scenes: for example, they under-estimate collision risk at intersections with stopped cars, and over-estimate collision risk on a curved road [1].

Recently, risk assessment has mainly been based on prediction of future motion and estimation of collision occurrence from various sensors like cameras, LiDAR, and radar. The collision risk can be computed by integrating over all possible future trajectories and estimating collisions between each possible pair [2, 3]. Trajectory prediction plays an important role in risk assessment; approaches to modeling can be categorized into three types with an increasing degree of abstraction: physics-based, maneuver-based, and interaction-aware. Compared to the others, interaction-aware motion models can provide a reliable estimate of long-term motion and risk, but their computational requirements limit their applicability in real-time risk assessment.

Another way to present the surrounding environment is to use occupancy-based methods [4–6]. Spatial information concerning vehicles, cyclists, pedestrians, and other obstacles is quantified into a probabilistic distribution of occupancy of a grid. Dynamic grid occupancy is computed by recognizing surrounding objects using sensors mounted on the vehicle. However, interaction between multiple objects causes difficulties: occlusion can lead to failure of object detection, motion prediction, and occupancy grid generation. Risk assessment involving occluded objects is difficult to tackle because their state information cannot be acquired.

Humans use internal physics to predict how dynamical systems evolve [7]: capturing and utilizing the physics of a system is critical to improving the
performance of motion prediction and risk assessment. Accurate physical models are also essential for controlling intelligent vehicles which can interact with the traffic environment. For instance, field theory is widely adopted in modeling traffic behaviors. Yang et al. [8] employed an artificial potential field for modeling car following, where the host vehicle works as an individual charge in a potential field. Wang et al. [9] proposed to model driver–vehicle–road interactions in a unified way including a potential field, a kinetic field, and a behavior field. Their goal is to improve risk assessment under complex traffic environments. A recent line of work focuses on how to use physics to make inferences in a complex multi-agent environment. For example, robots can quickly learn manipulation skills when predicting the consequences of physical interactions [10]. Li et al. [11] proposed modeling interacting vehicle motions as an entire physical system instead of predicting a single motion.

However, for risk assessment for intelligent vehicles, practical applications of these models are limited due to the uncertainty of motion prediction and the high computational requirements. Hence, in this paper, we aim to integrate a fluid-inspired field model into approaches to collision risk assessment for real road scenes. The goal is to reveal evolving spatiotemporal information about object motions by considering multi-object interaction, and to improve the efficiency of path prediction and risk assessment, using a modest amount of computation.

Fluid dynamics is a common tool for simulating a variety of natural phenomena, e.g., water vapor forming into clouds and smoke curling from a glowing cigarette. We assume that fluid dynamics can be adapted to compute a risk map. If we imagine that each nearby vehicle is emitting virtual smoke which is animated by the motion of the vehicles, we presume that a vehicle of interest may sense the risk by observing the smoke. Using the above assumption, we design a method to construct a risk map inspired by fluid dynamics.

Classic fluid simulation involves an iterative process of advection and diffusion [12]. Advection is the process by which a fluid’s velocity transports itself and other quantities in the fluid, while diffusion is derived from the physics that viscous fluids have a certain resistance to flow. The influence of an object’s motion on the surrounding environment can be modeled inspired by this fluid model. If an object moves comparatively quickly, the velocity of advection is high, and its threat to other objects increases, and vice versa. By means of diffusion, the fluid model also helps to reveal hidden spatial information in the presence of missing data. In order to analyze interactive motion and estimate collision risk, we extract 3D object state information and modify the advection and diffusion processes based on the fusion of state space sequences. This new fluid-inspired approach to risk assessment provides an alternative risk representation for intelligent vehicles.

The remainder of this paper is organized as follows: in Section 2, related work on 3D object detection, object tracking, and risk assessment is presented. In Section 3, LiDAR-based 3D object detection is briefly introduced, and then a 3D Kalman filter is used to predict object motions and generate a continuous state space for multiple objects. The formulation of the fluid model and its application are covered as the key points of this work. In Section 4, the method is evaluated using the real-world public KITTI dataset. Its applications to several typical traffic scenarios are also considered. Section 5 provides a discussion and concludes this paper.

2 Related work

In this section, we briefly review recent studies on 3D object detection, object tracking, and risk assessment on road scenes. In recent years, with the development of deep neural networks, research into computer vision tasks, such as image classification, object detection, and semantic segmentation, has made significant progress. In the field of object detection, two kinds of network are used: two-stage networks, e.g., R-CNN, Faster R-CNN, and Mask R-CNN, and one-stage networks, e.g., YOLO and SSD. These methods show great improvements over traditional methods like SVM and AdaBoost. Some ideas are employed in 3D object detection using point clouds from LiDAR, RGB-D, and stereo cameras. Three categories of approach exist: (i) projection from 3D point clouds to 2D images, e.g., Complex-YOLO [13] and BirdNet [14], (ii) voxel feature based detection, e.g., 3DFCN [15], Vote3Deep [16], and VoxelNet [17], and (iii) multi-modal fusion approaches, e.g., x MV3D [18] and AVOD [19].
Research into multi-object tracking (MOT) has focused on the data association issue based on tracking-by-detection and learning-to-track methods. Both batch methods [20, 21] and online methods [22, 23] explore how to learn a similarity function for data association. More recent studies on MOT have integrated hierarchical features from deep convolution networks [24, 25] and correlation filters [26]. In addition, use of a reinforcement learning algorithm has been proposed to link data in online MOT: e.g., Markov decision processes (MDP) have proved suitable for dynamic environments [27]. Multiple objects can be modeled using multi-agents which have their own lifetime to perform certain tasks and maintain certain states.

Using history trajectory analysis based on multi-object tracking, object motion can be predicted in a reasonable way over a limited time interval. For example, Dueholem et al. [28] extracted trajectories of surrounding vehicles from panoramic camera arrays and then classified vehicle motions by a hidden Markov model into certain states like overtaking and lane change. According to a survey about trajectory prediction [2], physics-based models and maneuver-based models are widely studied and used [29, 30], while interaction-aware models form the focus of state-of-the-art research since they can provide longer-term predictions than the other models [31, 32]. Schulz et al. [31] proposed a dynamic Bayesian network to model the states of multi-agents for intelligent vehicles in urban scenarios. Generative adversarial networks have also been employed for the real-world task of vehicle behavior prediction, considering interactions between multiple entities as a whole system [32].

In risk assessment, field-based approaches have been proposed for automatic vehicle guidance over a long history. Electric field models are used to interpret the vehicle’s motion as an electron within an electric field, and the system is transformed into a risk field reflecting the risk at a certain position in the dynamic environment [33]. Wolf and Burdick [34] introduced a vehicle collision avoidance system in a full two-dimensional field with lane, road, car, and velocity potential function components. Recent work [35] assessed collision risks by risk potential modeling of predicted motion of the surrounding vehicles under various driving conditions. Wang et al. [36] proposed a hybrid field model to assess driving safety in a pre-collision warning system. We proposed a fluid-inspired risk map representation for surrounding vehicles from a forward-moving monocular camera [37], but it does not take the scale, orientation, or velocities of vehicles into account. In this work, we focus on collision risk assessment by building a fluid-inspired field from the state spaces of observed objects, giving an alternative method of risk representation in the traffic context. Moreover, it is a real-time risk assessment method, compatible with various model inputs.

3 Approach

In this paper, the key question is how to model interactions between multiple objects based on fluid dynamics. The system pipeline has two parts: (i) 3D object detection and tracking, and (ii) fluid-inspired risk assessment, as shown in Fig. 1. Since the risk assessment is independent from the 3D object detection and tracking part, this framework is compatible with various kinds of sensor input, such as LiDAR, radar and cameras. Here, we use point cloud data from LiDAR as input, as LiDAR is typically available on intelligent vehicles.

![Fig. 1](image-url) Our system has two main parts: 3D object detection, and tracking and fluid-inspired risk assessment.
3.1 3D object detection and tracking

In our work, a state-of-the-art 3D detector, PointRCNN [38], is employed to provide detection results using the KITTI pre-trained model. The whole PointRCNN network involves two stages: (i) bottom-up 3D proposal generation, and (ii) canonical 3D box refinement. The first stage directly generates 3D proposals while the second stage refines the proposals in canonical coordinates by fusion of semantic features and local spatial features. This 3D object detection module provides n 3D bounding boxes \( \mathcal{D}_t = \{ \mathbf{D}^1_t, \ldots, \mathbf{D}^n_t \} \) at time step \( t \), in terms of the 3D coordinates of each object’s center \( x^i, y^i, z^i \), size \( l^i, w^i, h^i \), and heading angle \( \theta^i \): \( \mathbf{D}^i_t = (x^i, y^i, z^i, \theta^i, l^i, w^i, h^i)^T \).

We then employ the Kalman filter to iteratively predict the entire state spaces of \( n \) object trajectories \( \mathcal{T}_t = \{ \mathbf{T}^1_t, \ldots, \mathbf{T}^n_t \} \) with a constant velocity model. The state space of each object trajectory is formulated as a 10-dimensional vector \( \mathbf{T}^i_t = (x^i, y^i, z^i, \theta^i, l^i, w^i, h^i, v^i_x, v^i_y, v^i_z)^T \). The motion model of object \( i \) at time step \( t \) is formulated as

\[
\mathbf{T}^i_t = \mathbf{F} \mathbf{T}^i_{t-1} + \mathbf{w}_{t-1} \tag{1}
\]

where

\[
\mathbf{F} = \begin{pmatrix}
1 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 1 \\
0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 \\
\end{pmatrix}
\]

and

\[
\mathbf{w}_{t-1} \sim \mathcal{N}(0, \mathbf{Q}_{t-1})
\]

Using the motion model, the trajectories of all observed objects can be predicted as follows: the trajectory at the prediction step is

\[
\hat{\mathbf{T}}^i_t = \mathbf{F} \hat{\mathbf{T}}^i_{t-1} \tag{2}
\]

and the covariance matrix at the prediction step is

\[
\hat{\mathbf{P}}^i_t = \mathbf{F} \hat{\mathbf{P}}^i_{t-1} \mathbf{F}^T + \mathbf{Q}_{t-1} \tag{3}
\]

Note that the initial covariance matrix \( \hat{\mathbf{P}} \) and the noise matrix \( \mathbf{Q} \) are given at the first step of the iteration.

Then, the data association module is employed by matching the current detection results \( \mathbf{D}^i_t \) with predicted trajectories \( \hat{\mathbf{T}}^i_t \) by using the metric of 3D IoU and the Hungarian algorithm [39]. The data association module generates matched pairs of detected and predicted trajectories \( (\mathbf{D}^i_t, \hat{\mathbf{T}}^i_t)_{\text{match}} \). Then, using the matched pairs in the correction step of the Kalman filter, the measurement model of the Kalman filter is involved, defined as

\[
\mathbf{D}^i_t = \mathbf{H} \hat{\mathbf{T}}^i_t + \mathbf{v}_t \tag{4}
\]

with

\[
\mathbf{H} = \begin{pmatrix}
1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 \\
\end{pmatrix}
\]

and

\[
\mathbf{v}_t \sim \mathcal{N}(0, \mathbf{R}_t)
\]

During the correction step, the Kalman gain matrix is

\[
\mathbf{K}_t = \hat{\mathbf{P}}^i_t \mathbf{H}^T (\mathbf{H} \hat{\mathbf{P}}^i_t \mathbf{H}^T + \mathbf{R}_t)^{-1} \tag{5}
\]

the corrected trajectory is

\[
\tilde{\mathbf{T}}^i_t = \hat{\mathbf{T}}^i_t + \mathbf{K}_t (\mathbf{D}^i_t - \mathbf{H} \hat{\mathbf{T}}^i_t) \tag{6}
\]

and the correction covariance matrix is

\[
\tilde{\mathbf{P}}^i_t = (\mathbf{I} - \mathbf{K}_t \mathbf{H}) \hat{\mathbf{P}}^i_t \tag{7}
\]

The final output of the Kalman filter comprises the corrected trajectories of objects based on the matched pairs, denoted \( \tilde{\mathbf{T}}_t = \{ \tilde{\mathbf{T}}^1_t, \ldots, \tilde{\mathbf{T}}^n_t \} \) where \( \tilde{\mathbf{T}}^i_t = (\tilde{x}^i, \tilde{y}^i, \tilde{z}^i, \tilde{\theta}^i, \tilde{l}^i, \tilde{w}^i, \tilde{h}^i, \tilde{v}_x^i, \tilde{v}_y^i, \tilde{v}_z^i)^T \), reflecting the motions of surrounding objects relative to the ego-vehicle (the agent which perceives the surrounding environment by mounted sensors).

In order to manage the birth and death of trajectories, unmatched detections are considered as potential objects entering the perspective field and corresponding new trajectories are created. Conversely, unmatched trajectories are regarded as potential objects leaving the perspective field. After an unmatched trajectory has been present for several consecutive frames, it is removed from the state space \( \tilde{\mathbf{T}}_t \), terminating the corresponding object’s trajectory.

Next, we employ the fluid model to perform collision risk assessment using the trajectories \( \tilde{\mathbf{T}}_t \).

3.2 Fluid-inspired field representation

In our work, instead of employing long-term trajectory prediction, risk assessment in the traffic
environment is based on the fluid motion. Using the trajectories of tracked objects, we are able to compute the dynamic 2D risk field in a bird’s-eye view based on a fluid-inspired field representation. Our key assumption is that the fluid-like animation of a density field provides the risk map. Our model is that each vehicle on the road emits some invisible smoke, whose animation is driven by the motion of the vehicle. Our intuition is that high density of the virtual smoke indicates a closer distance to the nearby vehicle. In addition to the static distance, the density of the smoke also responds to vehicle motion, providing dynamic update of the risk. Therefore, by sensing the density of the smoke, the ego-vehicle may obtain a risk map for the driving environment.

We now describe how we compute the fluid-like risk field. Because risk is a virtual concept which cannot be perfectly modeled as a fluid, we do not need to strictly adhere to incompressible flow. Instead of implementing an accurate fluid simulation, we propose a computational pipeline inspired by the Navier–Stokes equations. In the field of fluid dynamics, a fluid whose density and temperature are nearly constant can be described by a velocity field \( u \) and a pressure field \( p \) [40]. Given the initial velocity and pressure at \( t = 0 \), the evolution of these quantities over time is given by the Navier–Stokes equations for incompressible flow [12]:

\[
\nabla \cdot u = 0
\]

\[
\frac{\partial u}{\partial t} = -(u \cdot \nabla)u - \frac{1}{\rho} \nabla p + \nu \nabla^2 u + f \tag{8}
\]

where \( \nu \) is the kinematic viscosity of the fluid, \( \rho \) is the (constant) fluid density, and \( f \) represents an external force that acts on the fluid.

Instead of solving the Navier–Stokes equation (8) with an accurate numerical solver, we only need an approximate solution that produces a fluid-like density field. We therefore solve the equations based on the stable fluids technique proposed in Ref. [40]. Following the standard Euler solver, the Navier–Stokes equations are split into three simpler equations: driving force \( \partial u / \partial t = f \), advection \( \partial u / \partial t = -u \cdot \nabla u \), diffusion \( \partial u / \partial t = \nu \nabla^2 u \) and projection \( \partial u / \partial t = -(1/\rho) \nabla p \), such that \( \nabla \cdot u = 0 \). We solve them separately for the velocity field, followed by an advection step for the density field \( R \):

\[
\frac{\partial R}{\partial t} = -(u \cdot \nabla) R + \nu \nabla^2 R \tag{9}
\]

where the velocity field \( u \) is found from Eq. (8) and \( \nu \) controls the diffusion rate of the density field. See Ref. [40] for implementation details.

In our model, \( f \) encapsulates acceleration due to external forces applied to the fluid. We assume that external forces come from the motions of objects in the fluid. This leads to the velocity of the fluid field changing. We set the external force to the relative velocities of the surrounding vehicles with respect to the ego-vehicle. It captures the relative motion between the vehicles and drives the risk map for the ego-vehicle. We have also tested our approach with only advection, only diffusion and with both advection and diffusion, as shown in Fig. 2. We do not recommend omitting the advection or diffusion steps, in order to produce the desired animation of the virtual smoke.

Unlike simulating an incompressible fluid, we model the fluid-like risk map by assuming that each surrounding vehicle emits virtual smoke. In other words, we need to add sources to the field, causing the velocity field to not be divergence-free. Therefore, before we animate the virtual smoke using the fluid-like model, we need to add sources at the locations of the surrounding vehicles. Specifically, each tracked vehicle is “injected” into the fluid as a source, which is formulated as

\[
\frac{\partial R}{\partial t} = S(x, l, w) \tag{10}
\]

with the boundary conditions \( R(x, 0) = w_0(x) \) and \( w_1(x) = R(x, \Delta t) \). The source \( S \) is added at the beginning of each iteration, and is set to be linearly correlated with the positions and sizes of objects. An approximation method can be used here to solve Eq. (10) since the “injected” vehicles have continuous trajectories, and do not vary considerably. This linear method may be written:

\[
R(x) = R_0(x) + \Delta t S(x, l, w) \tag{11}
\]

where \( R_0 \) is the density field in the previous frame.

If we only add sources to the density field, after a
short period of computation, the entire map will be blurred, with a high density. Therefore, we model dissipation of the virtual smoke to keep the density field visually clear. The dissipation term can be solved implicitly, as done for the diffusion term, and is formulated as

\[(I + \Delta t \alpha) R'(x) = R(x)\]  

(12)

where \(I\) is the identity operator, \(\Delta t\) is the time step, the coefficient \(\alpha\) controls the dissipation rate, and \(R'\) is the dissipated density field.

The original diffusion problem is solved by applying an isotropic Gaussian filter as shown in Fig. 4(a); thus, the distribution of the risk field around each object is isotropic. To better present the possible risk, we introduce anisotropy along the velocity of the tracked objects in the diffusion step, as illustrated in Fig. 4(b).

The diffusion stencil for isotropic diffusion is uniform around each grid cell, i.e., \(\gamma(i \pm 1, j \pm 1) = \lambda\). The stencil at neighboring grid cells is updated as

\[\gamma(i + \text{sgn}(v_x), j) = \lambda + \beta v_x\]
\[\gamma(i, j + \text{sgn}(v_y)) = \lambda + \beta v_y\]

(13)

where \(\beta\) is the parameter controlling anisotropy and the \(\text{sgn}\) function is formulated as

\[\text{sgn}(x) = \begin{cases} \frac{\text{d}}{\text{d}x} |x|, & \text{if } x \neq 0 \\ 0, & \text{otherwise} \end{cases}\]  

(14)

Note that more complex anisotropy could be modeled by using the Laplace operator \(\nabla^2\), but we adopt the above updating scheme because it is a simple and efficient encoding method for the short-term prediction of surrounding objects.

4 Results and discussion

4.1 Introduction

In the experiments, we first evaluate the risk assessment module on synthetic data. Then, the proposed method is tested on the KITTI dataset, which contains LiDAR data clips, calibration files, and image sequences (with 10 Hz sampling frequency).

We highlight the behavior of this method using a case of tracking failure, as shown in Fig. 3, where the 11th vehicle is lost in (b) compared with (a). Because it takes time to advect and diffuse the smoke, even if a vehicle disappears due to tracking failure, its evolving smoke from the previous frames persists and still leaves useful hints to the driving system. Due to time-coherence, the missing vehicle has high probability of reappearing and it makes sense to keep the information from it. In comparison, as shown in the upper row of Fig. 3, when a vehicle disappears and reappears, the distance field drastically changes and may misguide the decision-making. In comparison, the fluid field continues to predict the evolving system while considering uncertainty.

Next, we evaluated the whole pipeline of the fluid-based risk assessment method on the KITTI tracking test set, including several typical traffic scenarios, such as an expressway, an intersection, and a roundabout. We focus on vehicles as a unique category and ignore other objects like pedestrians and cyclists. The PointRCNN with model on the pre-trained KITTI object detection dataset was employed
to detect 3D objects in the LiDAR point cloud data. Then, the Kalman filter was adopted to track multiple objects and corrected trajectories were used to assess collision risk based on the fluid model. The process of fluid modeling is computed on a single 2.5 GHz CPU thread, taking about 25 ms for each iteration. The field was updated frame by frame at a resolution of $512 \times 512$, corresponding to an area of $80 \text{ m} \times 80 \text{ m}$, as illustrated in Fig. 5. The risk map covered an area of $-40 \text{ m}$ to $+40 \text{ m}$ in the lateral direction and $-20 \text{ m}$ to $+60 \text{ m}$ in the longitudinal direction. By default, we set the parameters $\alpha = 0.96$, $\beta = 5.0$, and $\mu = 1.0$. The region is selected arbitrarily in this experiment, and one could set different scales according to the requirements of risk assessment. Note that a higher resolution involves more computational cost. Our aim was to verify the effectiveness of the model, without considering various weather and illumination conditions such as a rainy day or night.

4.2 Expressway

The first case is on an expressway as illustrated in Fig. 6. Two vehicles are driving near the ego-vehicle: the green one is in front of it, and the red one is...
overtaking it. Figure 6(b) makes it easy to see that these two vehicles are moving faster than the ego-vehicle. At the beginning of this sequence, the green vehicle with a faster speed has been tracked for a while, its distance from the ego-vehicle increasing continuously. Thus, the risk field of the green vehicle is an arrow-like shape, with almost no probability of collision between the green vehicle and the ego-vehicle. In frame 70 (the next sample), the red vehicle appears in the lane to the left of the ego-vehicle. Since the ego-vehicle has just recognized the red one, it does not update the risk field. Then, the interaction between the red one and the ego-vehicle continuously changes risk field, and the red one shows a similar risk representation as the green one. This case qualitatively shows that the fluid-inspired risk representation matches a human assessment.

4.3 Intersection

The second case is at an intersection, and is much more complex than the expressway. There are two states for the ego-vehicle: waiting at a crossroads, and crossing the intersection. The former is shown in Fig. 7. In this case, several vehicles are driving in front of the ego-vehicle. Since the ego-vehicle is stopped, the influence of target vehicles on the risk field depends solely on their own motions. For example, when target vehicles turn left and approach the ego-vehicle (in a stopped state), the high risk area is located at the front-left side of these vehicles. It is consistent with the intuition that if an object approaches with a certain velocity, the collision risk increases as the relative distance decreases. Moreover, as certain vehicles are static in this sequence, their influence on risk is small since there is almost no relative movement between the ego-vehicle and these vehicles.

As the ego-vehicle turns and crosses the intersection (see Fig. 8), the surrounding objects make a reasonable risk field representation. Especially, at the beginning of the sequence, there is no risk because all vehicles are static including the ego-vehicle. Once the vehicle moves, the risk field changes. The last frame shows when the ego-vehicle moves, the stationary vehicles still contribute to a high risk region. This is because the target vehicles are dense in a small area.

Fig. 7 Risk assessment when the ego-vehicle is stopped at an intersection, from KITTI tracking test set 0010: (a) LiDAR point cloud annotated with 3D bounding boxes; (b) 3D object tracking results projected onto the synchronized image sequence; (c) risk representation based on the fluid field.
The relative motion changes the pressure in the fluid where substances tend to squish and slosh.

4.4 Roundabout

The third case is at a roundabout as shown in Fig. 9. This is a typical traffic scenario in which traffic is allowed to flow in one direction around a central island, with priority typically given to traffic already in the junction. It is still difficult for intelligent vehicles because the roundabout conditions are complex and in most cases no traffic light controls the traffic flow and provides traffic guidance.

The samples are selected from the KITTI tracking test set 0008, where the ego-vehicle follows another vehicles driving into a roundabout. Around the roundabout, each vehicle follows its lane until it drives out of the roundabout. Qualitative results are shown in Fig. 9(c). The headings of target vehicles obviously differ from the directions of their trajectories. The effects of their motion on the risk representation are calculated based on their historic trajectories. The areas of high risk are in the direction of target vehicles’ trajectories in the view of the ego-vehicle due to their motions. We find that when objects leave the ego-vehicle’s perceptive field, the substance of the risk field dissipates immediately: there is no risk from these vehicles.

When the ego-vehicle approaches another vehicle, the risk is computed by using their relative movement as shown in Fig. 10. In this case, 6 samples from frame 70 to frame 120 are used to illustrate the process of approach. Since the relative velocity decreases, the risk correspondingly declines to a low level. Since the ego-vehicle does not completely stop, there is a low level risk field around the vehicles.

As shown in the cases above, the fluid-inspired risk assessment method not only works for the ego-vehicle, but also provides a risk estimation for the local traffic situation. It could also be used for traffic situation analysis for road-side surveillance systems. As mentioned above, failure of detection and tracking due to various issues like occlusion is a potential threat to intelligent vehicles. Next, we consider risk assessment in the case of the detection and tracking failure.

4.5 Detection and tracking failure

In Fig. 11, consider the area marked by red circles in the risk map. They indicate changing risk when a vehicle becomes lost due to occlusion. In frames 122
Fig. 9  Risk assessment at a roundabout from KITTI tracking test set 0008: (a) LiDAR point cloud annotated with 3D bounding boxes; (b) 3D object tracking results projected on the synchronized image sequence; (c) risk representation based on the fluid field.

Fig. 10  Risk assessment when the ego-vehicle approaches other vehicles from KITTI tracking test set 0013: (a) LiDAR point cloud annotated with 3D bounding boxes; (b) the 3D object tracking results projected on the synchronized image sequence; (c) risk representation based on the fluid field.
Fluid-inspired field representation for risk assessment in road scenes

Fig. 11 The fluid model provides a field-based representation of an object for which tracking fails. Red circles indicate risk map changes when the vehicle becomes lost due to occlusion.

to 124, it is successfully detected and tracked (blue 3D bounding box), but then it is fully occluded by another vehicle and no longer tracked in frames 125 to 127. In the last two frames 128, 129, this vehicle is detected and tracked as a new object. In this sequence, the risk field still reflects the influence of the occluded vehicle through the processes of advection and diffusion, even though it is not detected and tracked.

4.6 Comparison

Lastly, we compare our model with the state-of-the-art predictive occupancy map (POM) [3], which represents risk as a reciprocal of time taken for surrounding vehicles to occupy a region, as shown in Fig. 13. The risk is computed based on the advanced time-to-occupancy (ATTO), an indicator similar to TTC.

We take the KITTI tracking test set 0006 as an example to show the difference between our model and POM; results are illustrated in Fig. 12. Compared to the POM, the fluid-inspired risk is calculated based on both the current motion of surrounding vehicles and their historical influence on the road. It highlights the effect of each object’s previous motion on the

Fig. 12 Comparison of the fluid-inspired and POM risk maps.
traffic scene. In addition, the fluid-inspired risk map further considers uncertainty of relative motion and observation between surrounding vehicles and the ego-vehicle, while the POM uses a simple and direct method, just taking the observations to calculate the risk. Once an object is no longer detected due to occlusion, it is difficult for the POM to handle the risk representation.

One should note that in real urban scenarios, there are not only vehicles but also other vulnerable road users, such as pedestrians, cyclists, and motorcyclists, with different attributes to vehicles. Especially, in complex road scenes like busy intersections, such objects should be carefully considered. Moreover, road geometric attributes are another important factor which should be studied in collision risk estimation. Geometric attributes like drivable road space and curvature can be acquired by state-of-the-art technologies like CNN-based semantic segmentation and lane marking detection, but are outside the scope of this paper. We hope to study the impact of road geometry and other road users in following work.

5 Conclusions

In this paper, we propose an approach of fluid-inspired risk assessment, which can be easily integrated with different modes of data, like point clouds and image sequences. We use a state-of-the-art 3D detector and a 3D Kalman filter for multi-object tracking to estimate the state space of surrounding objects (using vehicles as an example). Then, advection and diffusion processes handle the physically evolving risk field in order to build a dynamic risk map for intelligent vehicles. This method enables short-term prediction of the distribution along with the trajectory of each object, even when object detection and tracking fails and sensor data is imperfect. We have evaluated our proposed approach on the public KITTI dataset.

This method targets advanced driver assistance systems and autonomous driving systems. For planning and control of autonomous vehicles, our proposed risk estimation method provides constraints for behavioral decisions and local path planning. Once decisions and local paths have been determined, control of the vehicle would be executed based on methods like PID and model predictive control. Note that both driving assistance and autonomous driving are high-level tasks which require understanding of traffic scenarios. Our method can capture dynamic information about multi-object interactions at the conceptual level by solely using possibly uncertain estimated trajectories. In future we will explore how to combine other road elements like lane markings, geometric information, and static obstacles for further planning and decision-making. While in this work, although we do not focus on tracking occluded objects, we do believe stable tracking is beneficial for risk assessment. Therefore, a systematic field-based method to deal with the challenges of tracking surrounding vehicles is also part of our future work.
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