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ABSTRACT
All-neural end-to-end (E2E) automatic speech recognition (ASR) systems that use a single neural network to transduce audio to word sequences have been shown to achieve state-of-the-art results on several tasks. In this work, we examine the ability of E2E models to generalize to unseen domains, where we find that models trained on short utterances fail to generalize to long-form speech. We propose two complementary solutions to address this: training on diverse acoustic data, and LSTM state manipulation to simulate long-form audio when training using short utterances. On a synthesized long-form test set, adding data diversity improves word error rate (WER) by 90% relative, while simulating long-form training improves it by 67% relative, though the combination doesn’t improve over data diversity alone. On a real long-form call-center test set, adding data diversity improves WER by 40% relative. Simulating long-form training on top of data diversity improves performance by an additional 27% relative.

Index Terms— speech recognition, rmt, end-to-end, sequence-to-sequence, long-form

1. INTRODUCTION
Automatic speech recognition (ASR) enabled technologies have become increasingly prominent and mainstream over the last few years. From mobile phones, to smart digital assistants (e.g., Google Home, Amazon Alexa, Apple Siri, and Microsoft Cortana), ASR technologies power a wide variety of user interactions. While this widespread adoption owes its success to deep learning [1], the technology at the heart of state-of-the-art ASR systems has remained fairly static over the last couple of decades; context-dependent phonemes as acoustic units and weighted finite state transducers (WFSTs) remain integral parts of a conventional ASR system [2].

The dominance of conventional hybrid speech recognizers, however, is being challenged by the growing body of research which has focused on end-to-end (E2E) models. Such models replace the components of a traditional ASR system – the acoustic model (AM), the pronunciation model (PM), and the language model (LM) – with a single, all-neural network that directly produces output character or word units given input acoustic frames. Examples include connectionist temporal classification (CTC) with character [3][4] or word-based [5][6] targets, the recurrent neural network transducer (RNN-T) [7][8], and attention-based encoder-decoder models [9][10][11][12][13][14]. On medium-scale tasks such as LibriSpeech [15] or large-scale voice-search tasks [16][17][18], such E2E models have been shown to outperform conventional ASR systems.

The acoustic and linguistic characteristics of speech vary widely across domains [1]. Ideally, we would like to train a single ASR system that performs equally well across all domains [19]. Building an E2E ASR system that generalizes well to multiple domains is particularly challenging since E2E models learn all system components directly from the training data. In this work, we investigate the generalization ability of streaming E2E ASR systems – specifically, the recurrent neural network transducer (RNN-T) [7][8]— to determine its robustness to domain mismatches between training and testing. We find that the tight coupling results in a large performance degradation due to such a domain mismatch. We also identify a related, but distinct limitation of such E2E models – their inability to decode long-form speech (e.g., long YouTube videos), when trained on short training utterances. We consider two complementary solutions that are targeted towards alleviating these issues: training on diverse acoustic domains, which improves generalization accuracy on unseen domains; and simulating long-form training by manipulating the model’s internal recurrent state, which improves accuracy on long-form speech. On an unseen domain of real long-form utterances comprised of anonymized call-center conversations, we find that training with diverse data improves word error rate (WER) by 40%; simulating long-form training data provides an additional 27% WER reduction without significantly degrading performance on any of the in-domain test sets.

The structure of the rest of this paper is as follows: In Sec. 2 we describe the RNN-T model used in this work. In Sec. 3 we describe the specific techniques proposed to improve performance on out-of-domain data: increasing training data diversity (Sec. 3.1) and simulating long-form speech during training (Sec. 3.2). We describe our experimental setup and the training and test sets used in this work in Sec. 4 and report results and analysis in Sec. 5 and 6 respectively, before concluding in Sec. 7.

2. RECURRENT NEURAL NETWORK TRANSDUCER
We denote the input speech utterance as $x = [x_1, \ldots, x_T]$, where $x_t \in \mathbb{R}^d$ correspond to individual acoustic frames. During training, we assume that we are also provided with the corresponding label sequence, $y = [y_1, \ldots, y_T]$, where $y_t \in \mathcal{Y}$, the set of output labels. We use word-pieces [23] as output units in this work.

The RNN-T model was proposed by Graves [7][8], as an extension of CTC [24], and is depicted in Fig. 1. The model defines a probability distribution over the set of output labels augmented with a special blank symbol, b. The blank symbol is introduced to account for the fact that we do not have frame-level alignments for the labels. We define the set of all valid frame alignments for the labels as: $\mathcal{D} = \{d | d = [d_1, \ldots, d_L], d_i \in \{0, 1\}^T, \sum_i d_i = L\}$. In the authors’ experience, RNN-T models are better suited for streaming long-form ASR tasks, compared to other E2E variants [20][21][22].

3For example, the cat basks in the sun might be decomposed into the word-pieces the, cat, basks, in, the, sun.
The RNN-T model can be trained by optimizing log-likelihood over the training set: \( P(\hat{y} | x) \), where \( \hat{y} = (\hat{y}_1, \cdots, \hat{y}_{T+U}) \), such that \( \hat{y} \) is identical to \( y \) after removing all blank symbols. Thus, by construction, all sequences in \( B(x, y) \) contain exactly \( T \) blank symbols.

As can be seen in Fig. 1, the RNN-T model consists of three main components: the encoder, the prediction network (both modeled using LSTMs [25]), and the joint network (modeled using a feed-forward network). The RNN-T model defines the total probability of the output sequence by marginalizing over all possible alignments:

\[
P(y | x) = \sum_{\hat{y} \in B(x, y)} P(\hat{y} | x)
\]

(1)

\[
P(y | x) = \sum_{\hat{y} \in B(x, y)} \prod_{i=1}^{T+U} P(\hat{y}_i | x_1, \cdots, x_{t_i}, y_0, \cdots, y_{u_i})
\]

(2)

where, \( y_0 = \langle \text{sos} \rangle \) is a special symbol denoting the start of the utterance; \( u_i \), and \( t_i - 1 \) are the total number of non-blank, and blank symbols respectively in the partial alignment sequence \((\hat{y}_1, \cdots, \hat{y}_{t_i-1})\). Thus, the outputs at each frame are conditioned on the sequence of previous predictions.

Specifically, the encoder (analogous to the AM in a traditional ASR system) receives an input acoustic frame, \( x_{t_i} \), before transforming it into a higher-level representation, \( h_{t_i}^{enc} \). The prediction network (analogous to an RNN LM) receives as input the previous non-blank label, \( y_{u_i} \), and computes an embedding, \( p_{u_i} \), which is fed to the joint layer. Finally, the joint network computes logits, \( z_i \), by combining the outputs of the two other layers through two feed-forward layers – first with a tanh activation function, followed by a linear activation function. When the output from the final softmax layer corresponds to the blank symbol, the encoder is fed with the next input frame while leaving the prediction network state unchanged; if the output from the final softmax layer is non-blank, the label is fed to the prediction network while leaving the encoder state unchanged.

The RNN-T model can be trained by optimizing log-likelihood over the training set: \( \mathcal{L} = \sum_{(x, y)} \log P(y | x) \), and the required gradients can be computed using dynamic programming [7,8].

### 3. Improving Long-Form Modeling

As described in Sec. 2, E2E ASR systems directly model the posterior of word sequences given audio. Such models do not require frame-level alignments; instead, alignments are learned implicitly during training, with recurrent neural networks such as LSTMs [25]. Consequently, the models tend to be more sensitive to the specific characteristics of the acoustics they are trained with compared to non-recurrent models, or models that use pre-computed alignments. As we show in this work, if the acoustic characteristics of speech differ during inference, the model’s performance can degrade significantly. For example, a model trained on anonymized voice-search utterances performs poorly when captioning YouTube videos; the degradation is more severe than would be expected in conventional ASR systems [19].

A related, but more subtle issue, is the lack of generalization to long audio sequences. As we show in Sec. 5 decoding a long-duration audio test set with a model trained using short-duration voice-search queries results in poor performance. Part of the difficulty in decoding long audio sequences comes from the fact that this condition differs significantly from how models are trained. Since hardware accelerators typically have small amounts of on-device memory, it is challenging to use extremely long utterances with mini-batch training. Therefore, training utterances are segmented into smaller chunks – typically a few seconds long. Moreover, training E2E models, which have recurrent structures, on long utterances is challenging because of the vanishing gradient problem [28]. The problem is exacerbated because the model has to implicitly align long segments when learning \( P(y | x) \). In the following sections, we discuss alternatives to training directly on long-utterances.

#### 3.1. Increasing Data Diversity Through Multidomain Training

Given the large capacity of neural net based models, specific mismatches are most commonly addressed by collecting a wide-variety of training data. Techniques such as multi-condition training have been shown to improve performance in noisy and farfield conditions [29,30]. To address domain mismatch, multidomain training has been proposed with considerable success for conventional neural network acoustic models [19,31]. We explore a similar strategy of expanding training data to include a diverse set of conditions. Apart from addressing acoustic mismatches, multidomain data also increases the diversity of utterance lengths.

#### 3.2. Simulating Long-Form Characteristics During Training

As mentioned before, the constraints imposed by modern hardware accelerators restrict our ability to train on very long audio segments. Since the model’s recurrent state (i.e., the state of the LSTMs)

\[
\hat{y} = \langle \text{the} \rangle \langle \text{cat} \rangle \langle \text{b} \rangle \text{ and } \hat{y}' = \langle \text{b} \rangle \langle \text{the} \rangle \langle \text{cat} \rangle \langle \text{b} \rangle.
\]
evolves over time, this introduces a mismatch between training and inference. During training, the LSTM states are reset after processing each training utterance; during inference on long-form audio, however, the LSTM states are propagated without reset for several time-steps. Since the LSTM states convey almost all information that is to be propagated from one step to the next, we consider algorithms that manipulate the initial LSTM states.

Let \( L(0) \) represent the initial state of the model. For RNN-T, \( L(0) \equiv \{ L_0(0), L_p(0) \} \), where \( L_0(0) \) and \( L_p(0) \) are the initial states of the encoder and the prediction network’s LSTM layers, respectively. Specifically, for LSTMs, \( L_i(0) \equiv [C_i(0), M_i(0)] \), for \( i \in \{e, p\} \), where \( C_i(0) \) and \( M_i(0) \) are the initial cell state and memory, respectively. Typically, \( C_i(0) \) and \( M_i(0) \) are set to all-0 vectors, 0. The states evolve in a recurrent fashion:

\[
L^k(0) = 0, \\
L^k(t, u) = \text{LSTM}(x^k_t, y^k_u, L^k(t - 1, u - 1)), \quad \forall t, u \in [1, \ldots, T^k; 1, \ldots, U^k].
\]

Here, \( T^k \) is the total number of frames, \( U^k \) is the number of output tokens, and \( k \) indexes training examples. We omit the index \( k \), when it is clear from context.

### 3.2.1. Random State Sampling (RSS)

The first technique that we investigate in the context of manipulating initial LSTM states is random state sampling (RSS). In this technique, we assume that LSTM states follow a certain distribution. To simulate long segments of audio, instead of setting initial LSTM states to an all-0 vector, as is typically done during training, we sample initial states from the assumed distribution. In this work, for simplicity, we assume that the LSTM states follow a random normal distribution:

\[
L(0) \sim N(0, I)
\]

During inference, we initialize LSTM states to all-0 vector – the expected value of the initial states used during training.

### 3.2.2. Random State Passing (RSP)

The second technique that we investigate, random state passing (RSP), simulates long-form audio more directly. Instead of sampling from an assumed distribution, we save final states from every mini-batch as we train. The initial states for subsequent examples are then sampled from these saved states. In addition to the LSTM states, we also save and propagate the final output token from the utterances in the mini-batch. Thus, the technique is equivalent to concatenating training utterances and their transcripts. The process is illustrated in Fig. 2.

While we propagate the states forward, the gradients are not passed back across mini-batches. This is similar in spirit to the truncated back propagation through time algorithm, which is widely used for training recurrent neural nets [32]. The idea of propagating just the states forward has recently also been used for training transformer-XL language models to learn long context [33]. In the current work, we propagate states across utterances with probability 0.5, and reset the LSTM states to all-zero vectors otherwise:

\[
L^k(0) = \begin{cases} 0, & \text{with probability 0.5} \\ L^j_e(T^j), L^j_p(U^j) & \text{with probability 0.5} \end{cases}
\]

\[
L^k(t, u) = \text{LSTM}(x^k_t, y^k_u, L^k(t - 1, u - 1)), \quad \forall t, u \in [1, \ldots, T^k; 1, \ldots, U^k],
\]

where, \( j \) corresponds to an utterance in a different mini-batch. \( L^k(T^k, U^k) \) is saved to be used as the initial state for subsequent examples. During inference, we use an all-0 initial state for the LSTMs.

### 4. EXPERIMENTAL SETTINGS

We conduct detailed experiments on various training sets to determine the effectiveness of the proposed methods. Our experimental setup, training and evaluation sets are described in the subsequent sections.

#### 4.1. Model Architecture

As our acoustic frontend, we use 128-dimensional log-mel filterbank energies computed on 32 msec windows with a 10 msec hop. Features from 4 contiguous frames are stacked, and then sub-sampled by a factor of 3. Thus, the RNN-T model receives inputs at a frame rate of 30 msec. All experiments use multi-condition training for data augmentation and to simulate noisy conditions [30]. Additionally, we generate both 8 kHz and 16 kHz versions of the training data to reduce acoustic mismatch due to sampling rates [19, 34].

Our RNN-T model architecture is similar to the architecture proposed in [35]: The model uses 8 unidirectional LSTM layers for the encoder and 2 unidirectional LSTM layers for the prediction network. The encoder and the prediction network LSTMs have 2,048 units each, which are projected down to 640 output units after each layer. The encoder network also uses a time-reduction layer after the 2nd LSTM layer, which stacks output features from 2 contiguous timesteps and subsamples them by a factor of 2; the final encoder outputs are thus at a 60 msec frame rate. The joint network has a single layer with 640 units. The target transcript is represented as a sequence of word-piece tokens [23] with a vocabulary size of 4,096; these are embedded into 128 dimensions before being fed into the prediction network.
In total, the models contain 120 million trainable parameters. They are trained using TensorFlow \[36\] and the open-source Lingvo toolkit \[37\], using \(8 \times 8\) Tensor Processing Units (TPUs) \[38\]. For optimization, we use mini-batches of size 4,096 with an Adam optimizer \[39\] and synchronized stochastic gradient descent.

### 4.2. Datasets

To evaluate the proposed techniques, we use a variety of training and test sets, all containing English speech. The training sets include data from four domains: anonymized and hand-transcribed utterances representative of voice-search and far-field use cases, segmented telephony speech, and semi-supervised YouTube video segments \[40\] \[5\]. The amount of audio in the training set for each of these domains is shown in Tab. 1. We report results obtained by training on just the voice-search subset (Search), or on data from all domains (multidomain).

#### Table 1: Utterance length statistics for training data in this work.

| Application Domain | Total (hours) | Mean (sec.) | Median (sec.) |
|--------------------|---------------|-------------|---------------|
| Search             | 56k           | 6.2         | 4.8           |
| Farfield           | 38k           | 3.9         | 3.5           |
| Telephony          | 4k            | 4.4         | 3.0           |
| YouTube            | 190k          | 5.9         | 4.5           |

Fig. 3: Distribution of number of input frames and output tokens: (a) Number of frames for search subset (b) Number of output tokens for search subset (c) Number of frames for the multidomain set (d) Number of output tokens for the multidomain set.

#### Table 2: Utterance length statistics for test data in this work.

| Test set          | Total (hours) | Mean (sec.) | Median (sec.) |
|-------------------|---------------|-------------|---------------|
| Search            | 60            | 7.6         | 5.8           |
| TTS-Audiobook     | 7             | 65.6        | 62.7          |
| Telephony         | 10            | 4.7         | 3.7           |
| YouTube           | 26            | 319.0       | 303.8         |
| Call-center       | 26            | 220.4       | 133.6         |

### 5. RESULTS

#### 5.1. Generalization of Search Models on Long-Form Sets

We report results of the model trained only on the search subset in Tab. 3 where we also indicate deletion (D), insertion (I) and substitution (S) rates. The table highlights the generalization problems discussed in the earlier sections. As can be seen, the model performs well on the in-domain search test set, obtaining a WER of 4.9%. The model is trained with a mix of 8 kHz and 16 kHz data, which helps with the performance on the telephony test set, which is at 17.5%, but performance on the other sets is poor. On the YouTube set, this model achieves a WER of 69.1%. On the acoustically simpler TTS-Audiobook set, the model obtains a WER of 49.0%. These results clearly indicate that the model trained only on a single domain with unique acoustic characteristics, fails to generalize to new conditions. For TTS-Audiobook, YouTube and call-center test sets, the deletion rates are markedly high. An analysis of the results indicates that for these acoustically distinct sets, with significantly longer utterances, the model prefers predicting sequences of blanks instead of valid words.

#### 5.2. Multidomain Training: Impact of Data Diversity

Next, we compare how increasing data diversity helps improve performance. An important consideration when using multidomain data is determining how utterances should be sampled from each of these domains during training. This is particularly important, since different domains might have different amounts of data. In previous work \[31\], Ghahremani et al. recommend that gradients of utterances from a particular domain should be scaled by the inverse of
the square root of the number of utterances in the domain, thus effectively over-sampling domains with less data. In Tab. 4 we compare three sampling strategies: 1) Sample from each domain with equal probability (Uniform-Domain); 2) Further divide each domain into subdomains and sample from each subdomain with equal probability (Uniform-Subdomain); 3) Sample from each domain with probability proportional to the total number of utterances in the domain (Count-Weighted). As can be seen in the table, for E2E ASR models, we find that, contrary to [31], the best strategy is to sample utterances proportional to the amount of training data in each domain. In fact, if we over-sample domains or sub-domains with less data, the model rapidly overfits on these domains.

Table 4: Comparison of various sampling strategies when training with multidomain data

| Test set  | Uniform-Subdomain | Uniform-Domain | Count-Weighted |
|-----------|-------------------|----------------|----------------|
| Search    | 5.7               | 5.1            | 4.9            |
| Telephony | 13.3              | 11.9           | 8.7            |
| YouTube   | 14.6              | 12.7           | 11.9           |

In Tab. 5 we report results when only the search subset is used for training. As can be seen, on the search test set, the baseline model, which uses all-0 initial LSTM states, and both RSS and RSP perform similarly, obtaining WERs of 4.9%, 4.8%, and 5.0%, respectively. On the TTS-Audiobook set, RSS improves WER by 37% relative, and RSP improves WER by 67% relative. While RSP consistently improves performance, it alone is insufficient to completely account for acoustic dissimilarities between training and testing: For example, on the YouTube test set, even though RSP improves WERs by 11% relative, the overall WER is still as high as 61.7%. The effect of state-passing is similar to multidomain training; on the TTS-Audiobook set, the deletion rates were reduced from 43.6 percentage points to 6.9.

Table 5: Results comparing models trained on search and multidomain data. For the multidomain model, (deletions / insertions / substitutions) are also shown.

| Test set     | WER (%) | D / I / S (%) |
|--------------|---------|---------------|
| Search       | 4.9     | 4.6 / 0.8 / 3.0 |
| TTS-Audiobook| 49.0    | 4.7 / 0.5 / 3.7 |
| Telephony    | 17.5    | 7.9 / 1.5 / 4.0 |
| YouTube      | 69.1    | 12.0 / 3.1 / 7.3 |
| Call-center  | 58.0    | 34.7 / 26.5 / 2.4 |

5.3. Simulating Long-Form Utterances During Training

Finally, we present results using random state sampling and random state passing techniques. For RSS, we only sample initial states for the encoder LSTMs, since we empirically found it to work better than sampling initial states of both encoder and projection network.

In the previous section, we demonstrated that increasing training data diversity and simulating long-form utterances can significantly improve performance. In this section, we analyze how performance varies as training progresses, and how continued training affects generalization as the model learns to fit the training data better. We investigate generalization performance of the models trained on search and multidomain data, on both in-domain (Search and YouTube) and...
out-of-domain test sets (TTS-Audiobook and Call-center). These results are presented in Fig. 4, where we contrast the baseline model (blue), and the same model trained with RSP (red) using search (solid line) and multidomain (dashed line) training sets.

As can be seen in the figure, the models trained only on search data perform similarly on the in-domain search test set, with performance continuing to improve as training proceeds. However, when examining performance on the remaining test sets, it is apparent that generalization performance on unseen domains continues to degrade as performance on the in-domain test set continues to improve. It is also interesting to note that on the TTS-Audiobook test set – which is not as acoustically challenging as YouTube – RSP can significantly stabilize performance when recognizing long-form audio, although performance does begin to degrade slightly after 100k steps, which translates to approximately 13 epochs. On the more challenging YouTube test set, which contains longer audio and more acoustic diversity, the WER of the RSP model continues to severely degrade after about 100k steps. Interestingly, after 50k steps the WER on the YouTube test set is 34.5%, which is significantly better than the model at convergence. Although RSP addresses some forms of overfitting, as shown by the results on the TTS-Audiobook set, it fails to prevent regression in performance on the YouTube set which, apart from length mismatch, has significant acoustic dissimilarities with the search training set.

The multidomain-trained models show similar trends: On the search, TTS-Audiobook and YouTube test sets, both the baseline and RSP models get better as training progresses. On the Call-center test set, however, the RSP model degrades much slower than the baseline, achieving significantly better performance at convergence. Comparing the models trained on search versus the ones trained on multidomain data, we can see that training with a variety of data prevents the model from significantly regressing on all of the diverse test conditions. Even on the Call-center test set, the relative degradation in performance of the multidomain-trained models is much lower than the degradation of the search-trained models.

7. CONCLUSIONS

In this work, we investigated the generalization abilities of streaming E2E ASR models – specifically, the RNN-T model – in order to determine its robustness to domain mismatches between training and inference. We find that RNN-T models are particularly susceptible to such mismatches, resulting in poor performance on unseen domains. We also identified a related, but distinct failure mode: the model’s inability to recognize long-form speech utterances during inference, when the model is only exposed to short segments during training. In order to overcome these issues, we proposed and evaluated two methods: increasing training data diversity, and simulating long-form audio during training by manipulating the models internal recurrent state. In experimental results, we find that both proposed techniques are complementary, resulting in significant performance improvements on unseen domains containing long utterances.
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