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Abstract. Consider the scattering of an acoustic plane wave by a bounded elastic obstacle which is immersed in a homogeneous medium. This paper concerns the transient analysis of such a coupled acoustic-elastic wave propagation problem. A compressed coordinate transformation is proposed to reduce equivalently the scattering problem into an initial-boundary value problem in a bounded domain over a finite time interval. The reduced problem is shown to have a unique weak solution by using the Galerkin method. The stability estimate and a priori estimates with explicit time dependence are obtained for the weak solution. The proposed method and the reduced model problem are useful for numerical simulations.
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1. Introduction
Consider the scattering of a time-domain acoustic plane wave by a bounded penetrable obstacle which is immersed in a free space occupied by a homogeneous acoustic medium. The obstacle is assumed to be made of a homogeneous and isotropic elastic medium. When the incident wave hits on the surface of the obstacle, the scattered acoustic wave will be generated in the open space. Meanwhile, an elastic wave is induced inside the obstacle. This scattering phenomenon leads to an acoustic-elastic interaction problem. The surface divides the whole space into the interior and exterior of the obstacle where the wave propagation is governed by the elastic wave equation and the acoustic wave equation, respectively. The acoustic and elastic wave equations are coupled on the surface through two continuity conditions: the kinematic interface condition and the dynamic condition. The dynamic interaction between an elastic structure and surrounding air or fluid medium is encountered in many areas of engineering and industrial design and identification [15,17,35,37], such as detection of submerged objects, vibration analysis for aircraft and automobiles, and ultrasound vibro-acoustography.

The acoustic-elastic interaction problems have continuously attracted much attention by many researchers. There are a lot of available mathematical and numerical results, especially for the time-harmonic wave equations [8,11,16,26,28–30,33,39,40,43]. The time-domain problems have received considerable attention due to their capability of capturing wide-band signals and modeling more general material and nonlinearity [4,38,42]. Many approaches are attempted to solve numerically the time-domain problems such as coupling of boundary element and finite element with different time quadratures [12,14,18,27,34,40]. Comparing with the time-harmonic scattering problems, the time-domain problems are less studied due to the additional challenge of the temporal dependence. The analysis can be found in [6,19,20,32] for the time-domain acoustic and electromagnetic scattering problems. We refer to [21] and [22] for the
mathematical analysis of the time-dependent elastic scattering problems in unbounded structures.

The wave scattering usually involves exterior boundary value problems such as the acoustic-elastic interaction problem which is discussed in this paper. The unbounded domain needs to be truncated into a bounded one. Therefore, appropriate boundary conditions are required on the boundaries of the truncated domains so that no artificial wave reflection occurs. Such boundary conditions are called transparent boundary conditions (TBCs) or non-reflecting boundary conditions [36]. They are the subject matter of much ongoing research [1,23–25]. The research on the perfectly matched layer (PML) technique has undergone a tremendous development since Berenger proposed a PML for solving the Maxwell equations [3, 41]. The basic idea of the PML technique is to surround the domain of interest by a layer of finite thickness fictitious material which absorbs all the waves coming from inside the computational domain. When the waves reach the outer boundary of the PML region, their values are so small that the homogeneous Dirichlet boundary conditions can be imposed. Comparing with the PML method for the time-harmonic scattering problems, the rigorous mathematical analysis is much more sophisticated for the time-domain PML method due to the challenge of the dependence of the absorbing medium on all frequencies [5,7,9,10,31].

Recently, Bao et al. have done some mathematical analysis for the time-domain acoustic-elastic interaction problem in two dimensions [2]. The problem was reformulated into an initial-boundary value problem in a bounded domain by employing a time-domain TBC. Using the Laplace transform and energy method, they showed that the reduced variational problem has a unique weak solution in the frequency domain and obtain the stability estimate for the solution in the time-domain. A priori estimates with explicit time dependence were achieved for the solution of the time-domain variational problem. In addition, the PML method was discussed and a first order symmetric hyperbolic system was considered for the truncated PML problem. It was shown that the system has a unique strong solution and the stability is also obtained for the solution.

In this paper, we carry out the mathematical analysis for the two- and three-dimensional acoustic-elastic interaction problems by using a different method. It is known that waves have finite speed of propagation in the time-domain, which differs from the infinite speed of propagation for time-harmonic waves. We make use of this fact and propose a compressed coordinate transformation to reduce the problem equivalently into an initial-boundary value problem in a bounded domain. Given any time $T$, we consider the problem in the time interval $(0,T]$. The method begins with constructing an annulus to surround the obstacle. The inner sphere can be chosen as close as possible to the obstacle, but the radius of the outer sphere should be chosen sufficiently large so that the scattered acoustic wave cannot reach it at time $t=T$. Hence the homogeneous Dirichlet boundary condition can be imposed on the outer sphere. Then we apply the change of variables and compress the annulus into a much smaller annulus by mapping the outer sphere into a sphere which is slightly larger than the inner sphere while keeping the inner sphere unchanged. The reduced problem can be formulated in a compact domain where the obstacle is only enclosed by a thin annulus. Based on the Galerkin method and energy estimates, we prove the existence and uniqueness of the weak solution for the corresponding variational problem. Furthermore, we obtain a priori estimates with explicit dependence on the time for the pressure of the acoustic wave and the displacement of the elastic wave. The method does not introduce any approximation or truncation error. It avoids the complicated error or convergence analysis
which needs to be carefully done for the TBC or PML method. Therefore, the reduced model problem is potentially suitable for numerical simulations due to its simplicity and small computational domain.

The paper is organized as follows. In Section 2, we introduce the model equations for the acoustic-elastic interaction problem and propose the compressed coordinate transformation to reduce the problem into an initial-boundary value problem. Section 3 is devoted to the analysis of the reduced problem, where the well-posedness and stability are addressed, and a priori estimates with explicit time dependence are obtained for the time-domain variational problem. The paper is concluded with some general remarks in Section 4. To avoid distraction from the main results, we present in the Appendices the details of the change of variables for the compressed coordinate transformation.

2. Problem formulation

In this section, we introduce the problem geometry and model equations, and propose a compressed coordinate transformation to reduce the acoustic-elastic scattering problem into an initial boundary value problem in a bounded domain over a finite time interval.

2.1. Problem geometry. Consider a bounded elastic obstacle which may be described by the bounded domain $D \subset \mathbb{R}^d$ with a Lipschitz continuous boundary $\partial D$, where $d = 2$ or 3. We assume that $D$ is occupied by an isotropic linearly elastic medium which is characterized by a constant mass density $\rho_2 > 0$ and Lamé parameters $\lambda, \mu$ satisfying $\mu > 0, \lambda + \mu > 0$. The obstacle’s surface divides the whole space $\mathbb{R}^d$ into the interior domain $D$ and the exterior domain $\mathbb{R}^d \setminus \bar{D}$. The elastic wave and the acoustic wave propagates inside $D$ and $\mathbb{R}^d \setminus \bar{D}$, respectively. The exterior domain $\mathbb{R}^d \setminus D$ is assumed to be connected and filled with a homogeneous, compressible, and inviscid air or fluid with a constant density $\rho_1 > 0$. It is known that the acoustic wave has a finite speed of propagation in the time-domain. Hence, for any given time $T > 0$, we may always pick a sufficiently large $R > 0$ such that the acoustic wave cannot reach the surface $\partial B_R = \{ x \in \mathbb{R}^d : |x| = R \}$. Denote the ball $B_a = \{ x \in \mathbb{R}^d : |x| < a \}$ with the boundary $\partial B_a = \{ x \in \mathbb{R}^d : |x| = a \}$, where $a > 0$ is a constant such that $D \subset B_a$. Usually we have $a \ll R$. Let $b$ be an appropriate constant satisfying $a < b \ll R$. Define $B_b = \{ x \in \mathbb{R}^d : |x| < b \}$ and $\partial B_b = \{ x \in \mathbb{R}^d : |x| = b \}$. We shall consider a compressed coordinate transformation which compresses the annulus $\{ x \in \mathbb{R}^d : a < |x| < R \}$ into the much smaller annulus $\{ x \in \mathbb{R}^d : a < |x| < \bar{R} \}$ by mapping $\partial B_R$ into $\partial B_b$ while keeping $\partial B_a$ unchanged. Then the acoustic-elastic interaction problem will be formulated in the bounded domain $B_b$. The problem geometry is shown in Figure 2.1.

2.2. The model equations. Let the obstacle be illuminated by an acoustic plane wave $p^{inc}(x,t) = \vartheta(ct - x \cdot d)$, where $\vartheta$ is a smooth function with a compact support and $d \in S^{d-1}$ is a unit propagation direction vector. The acoustic wave field in $\mathbb{R}^d \setminus \bar{D}$ is governed by the conservation and the dynamics equations in the time-domain:

$$
\nabla p(x,t) = -\rho_1 \partial_t v(x,t), \quad c^2 \rho_1 \nabla v(x,t) = -\partial_t p(x,t), \quad x \in \mathbb{R}^d \setminus \bar{D}, \ t > 0, \tag{2.1}
$$

where $p$ is the pressure, $v$ is the velocity, $\rho_1 > 0$ and $c > 0$ are the density and wave speed, respectively. Eliminating the velocity $v$ from (2.1), we may easily verify that the pressure $p$ satisfies the acoustic wave equation

$$
\frac{1}{c^2} \partial_t^2 p(x,t) - \Delta p(x,t) = 0, \quad x \in \mathbb{R}^d \setminus \bar{D}, \ t > 0. \tag{2.2}
$$
The scattered field $p^{sc} = p - p^{inc}$ is excited due to the interaction between the incident field and the obstacle. It follows from (2.2) and the expression of the plane incident wave $p^{inc}$ that the scattered field $p^{sc}$ also satisfies the acoustic wave equation

$$
\frac{1}{c^2} \partial_t^2 p^{sc}(x,t) - \Delta p^{sc}(x,t) = 0, \quad x \in \mathbb{R}^d \setminus \bar{D}, \ t > 0.
$$

By assuming that the incident field vanishes for $t \leq 0$, i.e., the system is assumed to be quiescent at the beginning, we may impose the homogeneous initial conditions for the scattered field

$$
p^{sc}|_{t=0} = \partial_t p^{sc}|_{t=0} = 0 \quad \text{in } \mathbb{R}^d \setminus \bar{D}.
$$

Since the acoustic wave in (2.3) has a finite speed of propagation, for any given time $T > 0$, we may always pick a sufficiently large $R > 0$ such that the scattered field $p^{sc}$ cannot reach the surface $\partial B_R$, i.e., the homogeneous Dirichlet boundary condition can be imposed

$$
p^{sc} = 0 \quad \text{on } \partial B_R \times (0,T].
$$

Recall that the domain $D$ is occupied by a linear and isotropic elastic body. Under the hypothesis of small amplitude oscillations in the obstacle, the elastic wave satisfies the linear elasticity equation

$$
\nabla \cdot \sigma(u(x,t)) - \rho_2 \partial_t^2 u(x,t)) = 0, \quad x \in D, \ t > 0.
$$

where $u = (u_1, \ldots, u_d)^\top$ is the displacement vector, $\rho_2 > 0$ is the density, and the Cauchy stress tensor $\sigma$ is given by the generalized Hooke’s law:

$$
\sigma(u) = 2\mu \varepsilon(u) + \lambda \text{tr}(\varepsilon(u)) I, \quad \varepsilon(u) = \frac{1}{2} \big( \nabla u + (\nabla u)^\top \big).
$$

Here the Lamé constants $\mu, \lambda$ satisfy $\mu > 0, \lambda + \mu > 0$, $I$ is the identity matrix, $\varepsilon(u)$ is known as the strain tensor, and $\nabla u$ is the displacement gradient tensor defined by

$$
\nabla u = \begin{bmatrix}
\partial_{x_1} u_1 & \cdots & \partial_{x_d} u_1 \\
\vdots & \ddots & \vdots \\
\partial_{x_1} u_d & \cdots & \partial_{x_d} u_d
\end{bmatrix}.
$$
Substituting (2.5) into (2.4), we obtain the time-domain Navier equation
\[ \mu \Delta u(x,t) + (\lambda + \mu) \nabla \cdot u(x,t) - \rho_2 \partial_t^2 u(x,t) = 0, \quad x \in D, \ t > 0. \]

Since the system is assumed to be quiescent, the displacement vector is constrained by the homogeneous initial conditions:
\[ u(x,t)|_{t=0} = \partial_t u(x,t)|_{t=0} = 0, \quad x \in D. \]

To describe the coupling of acoustic and elastic waves at the interface, the kinematic interface condition is imposed to ensure the continuity of the normal component of the velocity on \( \partial D \):
\[ n_D \cdot v(x,t) = n_D \cdot \partial_t u(x,t), \quad x \in \partial D, \ t > 0, \]
where \( n_D \) is the unit normal vector on \( \partial D \) pointing towards \( \mathbb{R}^2 \setminus \bar{D} \). Noting \(-\rho_1 \partial_t v(x,t) = \nabla p(x,t)\), we have
\[ \partial_n p(x,t) = n_D \cdot \nabla p(x,t) = -\rho_1 n_D \cdot \partial_t^2 u(x,t), \quad x \in \partial D, \ t > 0. \]
In addition, the following dynamic interface condition is required
\[ -p(x,t)n_D = \mu \partial_n \mu u(x,t) + (\lambda + \mu)(\nabla \cdot u(x,t))n_D, \quad x \in \partial D, t > 0. \]

To summarize, the acoustic scattering by an elastic obstacle can be formulated as an initial boundary value problem in the bounded domain \( B_R \) over the finite time interval \( (0,T] \):
\[
\begin{aligned}
\frac{1}{\rho} \partial_t^2 p - \Delta p &= 0, & \text{in } B_R \setminus \bar{D} \times (0,T], \\
p|_{t=0} &= \partial_t p|_{t=0} = 0, & \text{in } B_R \setminus \bar{D} , \\
\mu \Delta u + (\lambda + \mu) \nabla \cdot u - \rho_2 \partial_t^2 u &= 0, & \text{in } D \times (0,T], \\
\partial_n p &= -\rho_1 n_D \cdot \partial_t^2 u, & \text{in } D , \\
-p n_D &= \mu \partial_n u + (\lambda + \mu)(\nabla \cdot u)n_D, & \text{on } \partial D \times (0,T].
\end{aligned}
\]

Now we introduce some useful notation. The scalar, vector, and matrix real-valued \( L^2 \) inner products are defined by
\[ (a,b)_D := \int_D ab \, dx, \quad (a,b)_D := \int_D a \cdot b \, dx, \quad (A,B)_D := \int_D A : B \, dx, \]
where the colon denotes the Frobenius inner product of square matrices, i.e., \( A : B = tr(AB^\top) \). When using complex-valued functions, the complex conjugate will be used as needed. Let \( \Omega \) be a bounded open domain with Lipschitz boundary \( \partial \Omega \). Denote by \( L^2(\Omega) \) the space of square integrable functions in \( \Omega \) equipped with the norm \( \| \cdot \|_{L^2(\Omega)} \). Let \( H^s(\Omega) \), \( s \in \mathbb{R} \) be the standard Sobolev space equipped with the norm \( \| \cdot \|_{H^s(\Omega)} \). Denote \( L^2(D) = L^2(D)^d, \ H^1(D) = H^1(D)^d \), and \( L^2(\partial D) = L^2(\partial D)^d \), which have norms characterized by
\[ \| u \|_{L^2(D)}^2 = \sum_{j=1}^d \| u_j \|^2_{L^2(D)}, \quad \| u \|_{H^1(D)}^2 = \sum_{j=1}^d \| u_j \|^2_{H^1(D)}, \quad \| u \|_{L^2(\partial D)}^2 = \sum_{j=1}^d \| u_j \|^2_{L^2(\partial D)}. \]

The 2-norm of the gradient tensor is defined by
\[ \| \nabla u \|_{L^2(D)^{d \times d}}^2 = \int_D |\nabla u|_F^2 \, dx. \]
2.3. The reduced problem. In this section, we propose the compressed coordinate transformation to reduce equivalently the acoustic-elastic interaction problem (2.6) into an initial boundary value problem in a much smaller domain $B_b$. Although $R$ is chosen to be large enough so that the scattered wave cannot reach $\partial B_R$, $b$ does not have to be large as long as $b > a$. The width of the annulus $b - a$ can be small and the annulus $B_b \setminus \bar{B}_a$ can be put as close as possible to enclose the obstacle $D$, which makes it particularly attractive for the numerical simulation.

Consider the change of variables

$$
\rho = \zeta(r) = \begin{cases}
r, & r \in [0, a), \\
\eta(r), & r \in [a, b],
\end{cases}
$$

where

$$
\eta(r) = \frac{\xi(r)}{(b-r)(R-b)+(b-a)^2}, \quad \xi(r) = a^2(R-b)+r(a^2+(b-2a)R).
$$

A simple calculation yields

$$
\eta'(r) = \frac{(R-a)^2(b-a)^2}{((b-r)(R-b)+(b-a)^2)^2}.
$$

It is clear to note that

$$
\eta(a) = a, \quad \eta(b) = R, \quad \eta'(a) = 1,
$$

which imply that the function $\zeta \in C^1[0, b]$ is positive and monotonically increasing, i.e., $\zeta > 0$ and $\zeta' > 0$. Hence, the transform $\zeta$ keeps the ball $B_a$ to itself while compresses the annulus $B \setminus \bar{B}_a$ into the annulus $B_b \setminus \bar{B}_a$. Define $\Omega = B_b \setminus \bar{D}$ and its boundary $\partial\Omega = \partial D \cup \partial B_b$.

Let $v$ be the transformed scattered field of $p$ under the change of variables. It follows from the Appendices that $v$ satisfies

$$
\frac{\beta}{c^2} \partial_t^2 v - \nabla \cdot (M \nabla v) = 0 \quad \text{in } \Omega \times (0, T],
$$

where the variable coefficients

$$
\beta = \frac{\zeta \zeta'}{r}, \quad M = Q \begin{bmatrix} \frac{\zeta}{r} & 0 \\ 0 & \frac{r \zeta'}{\zeta'} \end{bmatrix} Q^\top, \quad Q = \begin{bmatrix} \cos \theta - \sin \theta \\ \sin \theta \cos \varphi & \cos \theta \sin \varphi \end{bmatrix} \quad \text{for } d = 2
$$

and

$$
\beta = \frac{\zeta^2}{r^2}, \quad M = Q \begin{bmatrix} \frac{\zeta^2}{r^2} & 0 & 0 \\ 0 & \zeta' & 0 \\ 0 & 0 & \zeta' \end{bmatrix} Q^\top, \quad Q = \begin{bmatrix} \sin \theta \cos \varphi & \cos \theta \cos \varphi - \sin \varphi \\ \sin \theta \sin \varphi & \cos \theta \sin \varphi \cos \varphi \cos \varphi \\ \cos \theta & -\sin \theta & 0 \end{bmatrix} \quad \text{for } d = 3.
$$

Here $(r, \theta)$ and $(r, \theta, \varphi)$ are the polar and spherical coordinates in the two- and three-dimensions, respectively. It is easy to note that $\beta$ is a continuous positive function, $Q$ is an orthonormal matrix, and $M$ is a symmetric positive definite matrix with continuous matrix entries. The details are given in the Appendices.
For the given $p^{inc}$, there exists a smooth lifting $v_0$ which has a compact support contained in $\Omega \times [0,T]$ and satisfies the boundary conditions $v_0 = p^{inc}$ on $\partial B_h$. Hence we may equivalently consider the following initial boundary value problem

$$
\begin{align*}
\frac{\beta}{c^2} \partial_t^2 p - \nabla \cdot (M \nabla p) &= f & \text{in } \Omega \times (0,T], \\
p &= 0 & \text{on } \partial B_h \times (0,T], \\
p|_{t=0} = g, \quad \partial_t p|_{t=0} = h & \text{in } \Omega, \\
\mu \Delta u + (\lambda + \mu) \nabla \cdot u - \rho_2 \partial_t^2 u &= 0 & \text{in } D \times (0,T], \\
u|_{t=0} = \partial_t u|_{t=0} = 0 & \text{in } D, \\
\partial_{n_D} p &= -\rho_1 n_D \cdot \partial_t^2 u, & \text{on } \partial D \times (0,T], \\
-p n_D &= \mu \partial_{n_D} u + (\lambda + \mu)(\nabla \cdot u) n_D & \text{on } \partial D \times (0,T].
\end{align*}
$$

where $f \in L^2(\Omega), g \in \bar{H}_0^1(\Omega) := \{u \in H^1(\Omega) : u = 0 \text{ on } \partial B_h\}, h \in L^2(\Omega)$.

3. Well-posedness

In this section, we examine the well-posedness of the reduced initial-boundary value problem (2.7) and present a priori estimates for the solution.

3.1. Existence and uniqueness. Taking the inner products in (2.7a) and (2.7d) with the test functions $q \in \bar{H}_0^1(\Omega)$ and $v \in H^1(D)$, respectively, we arrive at the variational problem: to find $(p, u) \in \bar{H}_0^1(\Omega) \times H^1(D)$ for all $t > 0$ such that

$$
\frac{\beta}{c^2} (\partial_t^2 p, q)_\Omega - (\nabla \cdot (M \nabla p), q)_\Omega = (f, q)_\Omega, \quad \forall q \in \bar{H}_0^1(\Omega),
$$

$$
\rho_2 (\partial_t^2 u, v)_D - (\mu \Delta u + (\lambda + \mu) \nabla \cdot u, v)_D = 0, \quad \forall v \in H^1(D).
$$

Using the integration by parts and initial and boundary conditions (2.7c), (2.7e), (2.7b), and (2.7f)--(2.7g), we have

$$
(\frac{\beta}{c^2} \partial_t^2 p, q)_\Omega + a_0[p, q; t] - \int_{\partial D} \rho_1 (n_D \cdot \partial_t^2 u) q ds = (f, q)_\Omega, \quad \forall q \in \bar{H}_0^1(\Omega),
$$

$$
(\rho_2 \partial_t^2 u, v)_D + a_1[u, v; t] + \int_{\partial D} p n_D \cdot v ds = 0, \quad \forall v \in H^1(D),
$$

where the bilinear forms

$$
a_0[p, q; t] = \int_\Omega (M^{1/2} \nabla p) \cdot (M^{1/2} \nabla q) dx,
$$

$$
a_1[u, v; t] = \mu \int_D (\nabla u) : (\nabla v) dx + (\lambda + \mu) \int_D (\nabla \cdot u)(\nabla \cdot v) dx.
$$

Suppose that $(p(x,t), u(x,t))$ are smooth solutions of (2.7) and define the associated mappings $p : [0,T] \rightarrow \bar{H}_0^1(\Omega)$ and $u : [0,T] \rightarrow H^1(D)$ by

$$
[p(t)](x) := p(x,t), \quad x \in \Omega, \quad t \in [0,T],
$$

$$
[u(t)](x) := u(x,t), \quad x \in D, \quad t \in [0,T].
$$
Introduce the function \( f : [0, T] \rightarrow L^2(\Omega) \) by

\[
[f(t)](x) := f(x, t), \quad x \in \Omega, \; t \in [0, T].
\]

We seek a weak solution \( (p, u) \) satisfying \( (p''(x), u''(x)) \in H^{-1}(\Omega) \times H^{-1}(D) \) for a.e. \( t \in [0, T] \). Hence the inner product \( (\cdot, \cdot) \) can also be interpreted as the pairing \( (\cdot, \cdot) \) which is defined between the dual spaces of \( H^{-1} \) and \( H^1 \).

**Definition 3.1.** We say that the function \( (p, u) \in L^2(0, T; \overline{H}_0^1(\Omega)) \times L^2(0, T; H^1(D)) \) with \( (p', u') \in L^2(0, T; L^2(\Omega)) \times L^2(0, T; L^2(D)) \) and \( (p'', u'') \in L^2(0, T; H^{-1}(\Omega)) \times L^2(0, T; H^{-1}(D)) \) is a weak solution of the initial boundary value problem (2.7) if it satisfies

1. \( \forall q \in \overline{H}_0^1(\Omega), \; v \in H^1(D) \) and a.e. \( t \in [0, T] \),

\[
\left( \frac{\beta}{2} p''(x), q \right)_\Omega + (\rho_1 p_2 u'', v)_D + a_0[p, q; t] + \rho_1 (a_1[u, v; t] + a_2[p, v; t] + a_3[u, q; t]) = (f, q)_\Omega,
\]

where

\[
a_2[p, v; t] = \int_{\partial D} p n_D \cdot v \, ds,
\]

\[
a_3[u, q; t] = \int_{\partial D} -(n_D \cdot u'') q \, ds.
\]

2. \( p(0) = g, \; p'(0) = h \).

We adopt the Galerkin method to construct the weak solution of the initial boundary value problem (2.7) by solving a finite dimensional approximation. We refer to [13] for the method to construct the weak solutions of the general second order parabolic and hyperbolic equations. The method begins with selecting orthonormal basis functions: select functions \( w_k := (w_k(x), w_k(x))^\top, k \in \mathbb{N} \) by requiring that the smooth functions \( \{w_k(x)\}_{k=1}^{\infty}, \{w^e_k(x)\}_{k=1}^{\infty} \) is the standard orthogonal basis of \( L^2(\Omega) \) and \( L^2(\partial\Omega) \) respectively, and \( \{w_k(x)\}_{k=1}^{\infty} \) is also the orthogonal basis of \( H_0^1(\Omega) \); select functions \( W_k := (W_k(x), W_k(x))^\top, k \in \mathbb{N} \) by requiring that the smooth functions \( \{W_k(x)\}_{k=1}^{\infty}, \{W^e_k(x)\}_{k=1}^{\infty} \) is the standard orthogonal basis of \( L^2(D) \) and \( L^2(\partial D) \) respectively, and \( \{W_k(x)\}_{k=1}^{\infty} \) is also the orthogonal basis of \( H_0^1(D) \).

For positive integers \( s, l, N := s + l, \; w_k^e = 0(k = 1, \ldots, s), \; w_k^e = 0(k = s + 1, \ldots, N) \), let

\[
p_N(t) := \sum_{j=1}^{N} p_{Nj}(t) w_j = \sum_{j=1}^{s} p_{Nj}^i(t) w_j^i + \sum_{j=s+1}^{N} p_{Nj}^e(t) w_j^e. \tag{3.1}
\]

For positive integers \( m, n, \; M := m + n, \; W_k^e = 0(k = 1, \ldots, m), \; W_k^e = 0(k = m + 1, \ldots, M) \), let

\[
u_M(t) := \sum_{j=1}^{M} u_{Mj}(t) W_j = \sum_{j=1}^{m} u_{Mj}^i(t) W_j^i + \sum_{j=m+1}^{M} u_{Mj}^e(t) W_j^e. \tag{3.2}
\]

The coefficients \( p_{Nj}(t), u_{Mj}(t) \) satisfy the initial conditions

\[
p_{Nj}(0) = (g, w_j), \quad p_{Nj}'(0) = (h, w_j), \quad u_{Mj}(0) = 0, \quad u_{Mj}'(0) = 0, \tag{3.3}
\]
respectively, i.e., there exists a positive constant $C$ that imply that the bilinear forms $a$ and $p$.

It follows from (3.4) that

$$a_0[p_N, w_k; t] = \sum_{j=1}^{N} d_j^2(t) p_{Nj}(t),$$

$$a_1[u_M, W_j; t] = \sum_{j=1}^{M} c_j(t) u_{Mj}(t),$$

where $d_j^2(t) = a_0[w_j, w_k; t]$, $j, k = 1, ..., N$ and $c_j(t) = a_1[W_j, W_k; t]$, $j, k = 1, ..., M$. Define $D = [d_{ik}]_{N \times N}$ and $C = [c_{ijk}]_{M \times M}$.

Recall that the matrix $M$ is symmetric positive definite. It follows from the definition of $a_0[p,q; t]$ and $a_1[u,v; t]$ that there exist positive constants $C_j$, $j = 1, ..., 4$ such that

$$C_1\|p\|_{H^1(\Omega)}^2 \leq |a_0[p,p; t]| \leq C_2\|p\|_{H^1(\Omega)}^2, \quad \forall p \in H_0^1(\Omega)$$

and

$$C_3\|u\|_{H^1(D)}^2 \leq |a_1[u,u; t]| \leq C_4\|u\|_{H^1(D)}^2, \quad \forall u \in H_0^1(D),$$

which imply that the bilinear forms $a_0$ and $a_1$ are coercive in $H_0^1(\Omega)$ and $H_0^1(D)$, respectively, i.e., there exists a positive constant $C$ such that

$$a_0[p,p; t] \geq C\|p\|_{H^1(\Omega)}^2, \quad \forall p \in H_0^1(\Omega),$$

$$a_1[u,u; t] \geq C\|u\|_{H^1(D)}^2, \quad \forall u \in H_0^1(D).$$

Similarly, we have from (3.4) that

$$a_2[p_N, W_j; t] = \rho_1 \sum_{j=1}^{N} e_j(t) p_{Nj}(t),$$

$$a_3[u_M, w_k; t] = \rho_1 \sum_{j=1}^{M} f_j(t) u_{Mj},$$

where $e_j(t) = a_2[w_j, W_k; t]$ and $f_j(t) = a_3[u_M, w_k; t]$. The proof is completed.
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where $e_j^k(t) = (w_j n_k, W_k)_{\partial D}, \ j = 1, \ldots, N, k = 1, \ldots, M$ and $l_j^k(t) = (n_k W_j, w_k)_{\partial D}, \ j = 1, \ldots, M, k = 1, \ldots, N$. Define $E = [e_j^k]_{n \times l}$ and $L = [l_j^k]_{l \times n}$.

Let $f_k(t) = (f(t), w_k)_\Omega, \ k = 1, \ldots, N$.

Substituting (3.5)–(3.10) into (3.4), we obtain a linear system of second order equations

$$AU''_M + BU_M = F,$$

subject to the initial conditions (3.3), where $M = M + N$.

Let $U_M = (u_{iM1}, \ldots, u_{iM m}; u_{eMM}, \ldots, u_{eMM}); p_{M1}, \ldots, p_{MN}, p_{N(s+1)}, \ldots, p_{NN})^\top$.

$$F = (0, \ldots, 0; f_1^1, \ldots, f_s^1; 0, \ldots, 0)^\top$$

Since $A$ is invertible, it follows from the standard theory of ordinary differential equations that there exists a unique $C^2$ function $U_M(t)$ consisting of $p_N$ and $u_M$ which satisfy (3.3)–(3.4) for $t \in [0, T]$.

Define two product spaces

$$H^1 := H^1(D) \times L^2(\partial D) \times H^1(\Omega) \times L^2(\partial \Omega),$$

$$L^2 := L^2(D) \times L^2(\partial D) \times L^2(\Omega) \times L^2(\partial \Omega).$$

Let $U = (u^i; u^e; p^i; p^e)^\top$. The norms of $U$ in $H^1$ and $L^2$ are defined by

$$\|U\|_{H^1}^2 = \|u^i\|_{H^1(D)}^2 + \|u^e\|_{L^2(\partial D)}^2 + \|p^i\|_{H^1(\Omega)}^2 + \|p^e\|_{L^2(\partial \Omega)}^2,$$
It is clear to note that
\[\|U\|_{L^2}^2 = \|u\|_{L^2(\Omega)}^2 + \|p\|_{L^2(\Omega)}^2 + \|\varepsilon\|_{L^2(\Omega)}^2.\]

**Theorem 3.2.** There exists a positive constant \(C\) depending only on \(\Omega, D, T,\) and the coefficients of the acoustic-elastic interaction problem (2.6) such that
\[
\max_{t \in [0,T]} \left( \|u''_M(t)\|_{L^2} + \|u''_{\overline{M}}(t)\|_{H^1} + \|u''_{\overline{M}}(t)\|_{L^2(\partial\Omega)} \right) \\
\leq C \left( \|f\|_{L^2(\Omega)}^2 + \|g\|_{H^1(\Omega)}^2 + \|h\|_{L^2(\Omega)}^2 \right), \quad \overline{M} = 1,2, \ldots,
\]
where \(u''_{\overline{M}} = (u_M, p_N)^\top\).

**Proof.** It is easy to see that the lower triangular matrix \(A\) has a bounded inverse \(A^{-1}\). We have from (3.11) that
\[
U''_{\overline{M}} + A^{-1}BU''_{\overline{M}} = A^{-1}F. \tag{3.12}
\]
Taking the inner product with \(U''_{\overline{M}}\) on both sides of (3.12) yields
\[
(U''_{\overline{M}}, U'_M) + (A^{-1}BU'_{\overline{M}}, U'_M) = (A^{-1}F, U'_M) \quad \text{for a.e. } t \in [0,T]. \tag{3.13}
\]
Observe that
\[
(U''_{\overline{M}}, U'_M) = \frac{d}{dt} \left( \frac{1}{2} \|U'_M\|^2 \right). \tag{3.14}
\]
Combining (3.13)–(3.14) and using the Cauchy–Schwarz inequality, we obtain
\[
\frac{1}{2} \frac{d}{dt} \|U'_M\|^2 \leq |(A^{-1}BU'_{\overline{M}}, U'_M)| + |(A^{-1}F, U'_M)| \\
\leq \frac{1}{2} \left( \|A^{-1}BU'_{\overline{M}}\|^2 + \|U'_M\|^2 + \|A^{-1}F\|^2 + \|U'_M\|^2 \right) \\
\leq \frac{1}{2} \|A^{-1}B\|^2 \|U'_{\overline{M}}\|^2 + \|U'_M\|^2 + \frac{1}{2} \|A^{-1}F\|^2. \tag{3.15}
\]
It is clear to note that
\[
\frac{1}{2} \frac{d}{dt} \|U'_M\|^2 \leq |(U'_{\overline{M}}, U'_M)| \leq \frac{1}{2} \left( \|U'_M\|^2 + \|U'_{\overline{M}}\|^2 \right). \tag{3.16}
\]
Using (3.15) and (3.16), we may consider the inequality
\[
\alpha'(t) \leq C_1 \alpha(t) + \delta(t), \quad t \in [0,T],
\]
where \(\alpha(t) = \|U'_M\|^2 + \|U'_{\overline{M}}\|^2\), \(C_1 = \max \left\{ (1 + \|A^{-1}B\|_{op}^2), 3 \right\}, \delta(t) = \|A^{-1}F\|\). Here \(\cdot\|_{op}\) denotes the operator norm. It follows from the Grönwall inequality that
\[
\alpha(t) \leq e^{C_1 t} \left( \alpha(0) + \int_0^t \delta(s)ds \right), \quad t \in [0,T].
\]
A simple calculation yields
\[
\alpha(t) \leq e^{CT} \left( \alpha(0) + \|f\|_{L^2(\Omega)} \right), \tag{3.17}
\]
where
\[
\alpha(0) = \|U'_{\overline{M}}(0)\|^2 + \|U'_{\overline{M}}(0)\|^2 \leq \left( \|h\|_{L^2(\Omega)}^2 + \|g\|_{H^1(\Omega)}^2 \right).
\]
By Parseval’s equality, we have
\[ \|F\|^2 = \sum_{k=1}^{m} |(f, w_k)|^2 \leq \|f\|_{L^2(\Omega)}^2 \]
and
\[ \|U_M(0)\|^2 + \|U_M(0)\|^2 = \sum_{k=1}^{m} |(h, w_k)|^2 + \sum_{k=1}^{m} |(g, w_k)|^2 \leq \|h\|_{L^2(\Omega)}^2 + \|g\|_{H^1(\Omega)}^2. \]

In fact, we may have from straightforward calculations that
\[ \|u^{\parallel}_M(t)\|^2 = \int_{D} \left( \sum_{j=1}^{M} u_{M_j}^i(t) W_j^i + \left( \sum_{j=1}^{M} u_{M_j}^i(t) \nabla W_j^i \cdot \sum_{k=1}^{M} u_{M_k}^i(t) \nabla W_k^i \right) dx \right. \\
+ \left. \int_{\Omega} \left( \sum_{j=M+1}^{M+s} p_{N_j}^i(t) W_j^i \left( \sum_{k=M+1}^{M+s} p_{N_k}^i(t) W_k^i \right) + \left( \sum_{j=M+1}^{M+s} p_{N_j}^i(t) \nabla w_j^i \cdot \sum_{k=M+1}^{M+s} p_{N_k}^i(t) \nabla w_k^i \right) dx \right) \\
+ \sum_{j=m+1}^{M} |u_{M_j}^i(t)|^2 \|W_j^i\|_{L^2(\partial D)} + \sum_{j=M+s+1}^{M} |p_{N_j}^i(t)|^2 \|w_j^i\|_{L^2(\partial \Omega)} \right) \\
= \sum_{j=1}^{M} \|u^{\parallel}_M(t)\|^2 = \|U_M(t)\|^2. \] (3.18)

Similarly,
\[ \|u^{\parallel}_M(t)\|^2 = \|U_M(t)\|^2. \] (3.19)

Combining (3.17)–(3.19) leads to
\[ \|u^{\parallel}_M\|^2_{L^2} + \|u^{\parallel}_M\|^2_{H^1} \leq C \left( \|g\|^2_{H^1(\Omega)} + \|h\|^2_{L^2(\Omega)} + \|f\|^2_{L^2(0,T;L^2(\Omega))} \right). \]

Noting that \( t \in [0,T] \) is arbitrary, it follows that
\[ \max_{t \in [0,T]} \left( \|u^{\parallel}_M\|^2_{L^2} + \|u^{\parallel}_M\|^2_{H^1} \right) \leq C \left( \|g\|^2_{H^1(\Omega)} + \|h\|^2_{L^2(\Omega)} + \|f\|^2_{L^2(0,T;L^2(\Omega))} \right). \] (3.20)

For any \( v \in H^1, \|v\|_{H^1} \leq 1, \) let \( v = v_1 + v_2, \) where \( v_1 \in \text{span}\{\tilde{W}_1, \ldots, \tilde{W}_M\} \) and \( (v_2, \tilde{W}_k) = 0, k = 1, \ldots, M, \) where \( \tilde{W}_k := (W_k(x), w_k(x))^T, \) \( w_k(x) = 0 \) \( (k = 1, \ldots, M), \)
\( W_k(x) = 0 \) \( (k = M+1, \ldots, M). \) Note that
\[ v_1(t) = \sum_{j=1}^{M} v^{\parallel}_M(t) \tilde{W}_j, \quad \|v_1\|_{H^1} \leq 1. \]

Let \( V_M = (v^{\parallel}_M, \ldots, v^{\parallel}_M). \) By the definition of the operator norm
\[ \|u^{\parallel}_M\|_{H^{-1}} = \sup_{\|v\|_{H^1} = 1} \langle u^{\parallel}_M, v \rangle = \sup_{\|v\|_{H^1} = 1} \langle u^{\parallel}_M, v_1 \rangle. \] (3.21)

It follows from (3.1), (3.2), and (3.12) that
\[ \langle u^{\parallel}_M, v \rangle = \langle u^{\parallel}_M, v_1 \rangle_{H^1} = \langle u^{\parallel}_M, v_1 \rangle_{H^1}. \]
The proof is completed after combining (3.20) and (3.23).

In fact, we may easily verify that
\[
(u''_{M}, v_{1})_{H^{1}} = \left( \sum_{i=1}^{M} u^{i}_{M}(t) \tilde{W}_{i}, \sum_{j=1}^{M} v^{j}_{M}(t) \tilde{W}_{j} \right)_{H^{1}} = (U''_{M}, V_{M})
\]
\[
\leq \|U''_{M}\| \|V_{M}\| \leq \|A^{-1}F - A^{-1}B U_{M}\| \leq C \left( \|f\|_{L^{2}(\Omega)} + \|U_{M}\| \right).
\] (3.22)

Following from (3.18), (3.21), and (3.22) gives
\[
\|u''_{M}\|_{H^{-1}} \leq C \left( \|f\|_{L^{2}(\Omega)} + \|u_{M}\|_{H^{1}} \right).
\]

Hence,
\[
\int_{0}^{T} \|u''_{M}\|_{H^{-1}}^{2} dt \leq C \int_{0}^{T} \left( \|f\|_{L^{2}(\Omega)} + \|u_{M}\|_{H^{1}} \right)^{2} dt
\]
\[
\leq C \left( \|g\|_{H^{1}(\Omega)} + \|h\|_{L^{2}(\Omega)} + \|f\|_{L^{2}(0,T,L^{2}(\Omega))} \right).
\] (3.23)

The proof is completed after combining (3.20) and (3.23).

Now we pass to the limits in the Galerkin approximations to obtain the existence of a weak solution.

**Theorem 3.3.** There exists a weak solution of the initial boundary value problem (2.7).

**Proof.** It follows from the energy estimate in Theorem 3.2 that
\[
\{ u_{M,N} \}_{M,N=1}^{\infty} \text{ is bounded in } L^{2}(0,T;H^{1}),
\]
\[
\{ u'_{M,N} \}_{M,N=1}^{\infty} \text{ is bounded in } L^{2}(0,T;L^{2}),
\]
\[
\{ u''_{M,N} \}_{M,N=1}^{\infty} \text{ is bounded in } L^{2}(0,T;H^{-1}).
\]

Therefore, there exists a subsequence still denoted as \{ u_{M,N} \}_{M,N=1}^{\infty} and \( u \in L^{2}(0,T;H^{1}) \)
with \( u' \in L^{2}(0,T;L^{2}) \) and \( u'' \in L^{2}(0,T;H^{-1}) \) such that
\[
\begin{align*}
\{ u_{M,N} \} \rightharpoonup u & \quad \text{weakly in } L^{2}(0,T;H^{1}), \\
\{ u'_{M,N} \} \rightharpoonup u' & \quad \text{weakly in } L^{2}(0,T;L^{2}), \\
\{ u''_{M,N} \} \rightharpoonup u'' & \quad \text{weakly in } L^{2}(0,T;H^{-1}),
\end{align*}
\] (3.24)

which imply
\[
\begin{align*}
\{ (u_{M,N},p_{N}) \} \rightharpoonup (u,p), \\
\{ (u'_{M,N},p'_{N}) \} \rightharpoonup (u',p'), \\
\{ (u''_{M,N},p''_{N}) \} \rightharpoonup (u'',p'').
\end{align*}
\]

Next we fix integers \( N_{1}, N_{2} \) and choose functions \( q \in C^{1}([0,T];H_{0}^{1}(\Omega) \times L^{2}(\partial\Omega)) \) and
\( v \in C^{1}([0,T];H_{0}^{1}(D) \times L^{2}(\partial D)) \) of the form
\[
q(t) = \sum_{k=1}^{N_{1}} q_{N_{1}k}(t)w_{k}, \quad v(t) = \sum_{j=1}^{N_{2}} v_{N_{2}j}(t)w_{j},
\] (3.25)
where \( q_{N,k}, v_{N,j}, k = 1, \ldots, N_1, j = 1, \ldots, N_2 \) are smooth functions. Letting \( m \geq \max\{N_1, N_2\} \) where \( m = \min\{M, N\} \), we have from (3.4) that
\[
\int_0^T \left( \frac{\beta^2}{c} (p''_m, q) + \rho_1 \rho_2 (u''_m, v) + a_0 [p_m, q; t] + \rho_1 a_1 [u_m, v; t] \right) dt = \int_0^T (f, q) dt + \rho_1 \int_{\partial D} (p_m n_D \cdot v - (n_D \cdot u''_m) q) ds = \int_0^T (f, q) dt. \tag{3.26}
\]
Using (3.24) and taking the limits \( m \to \infty \) in (3.26) yields
\[
\int_0^T \left( \frac{\beta^2}{c} (p'', q) + \rho_1 \rho_2 (u'', v) + a_0 [p, q; t] + \rho_1 a_1 [u, v; t] \right) dt = \int_0^T (f, q) dt, \tag{3.27}
\]
which holds for any function \( q \in L^2([0, T]; \tilde{H}^1_0(\Omega)) \) and \( v \in L^2([0, T]; H^1(D)) \) since functions of the form (3.25) are dense in the space. Moreover, we have from (3.27) that for any \( \bar{q} \in H^1_0(\Omega), \bar{v} \in H^1(D) \) and \( t \in [0, T] \)
\[
\frac{\beta^2}{c} (p'', \bar{q}) + \rho_1 \rho_2 (u'', \bar{v}) + a_0 [p, \bar{q}; t] + \rho_1 a_1 [u, \bar{v}; t] + \rho_1 \int_{\partial D} (p n_D \cdot \bar{v} - (n_D \cdot u'') \bar{q}) ds = (f, \bar{q})
\]
and
\[
p \in C(0, T; L^2(\Omega)), \quad p' \in C(0, T; H^{-1}(\Omega)), \quad u \in C(0, T; L^2(D)), \quad u' \in C(0, T; H^{-1}(D)).
\]

Next is to verify
\[
p|_{t=0} = g, \quad p'|_{t=0} = h. \tag{3.28}
\]
Choose any function \( q \in C^2([0, T]; \tilde{H}^1_0(\Omega)) \) with \( q(T) = q'(T) = 0 \) and \( v \in C^2([0, T]; H^1(D)) \) with \( v(T) = v'(T) = 0 = v(0) = v'(0) \). Using the integration by parts twice with respect to \( t \) in (3.27) gives
\[
\int_0^T \left( \frac{\beta^2}{c} (q'', p) + \rho_1 \rho_2 (v'', u) + a_0 [p, q; t] + \rho_1 a_1 [u, v; t] \right) \ dt = \int_0^T (f, q) dt - (p(0), q'(0)) + (p'(0), q(0)). \tag{3.29}
\]
Similarly, we have from (3.26) that
\[
\int_0^T \left( \frac{\beta^2}{c} (q'', p_m) + \rho_1 \rho_2 (v'', u_m) + a_0 [p_m, q; t] + \rho_1 a_1 [u_m, v; t] \right) \ dt = \int_0^T (f, q) dt - (p_m(0), q'(0)) + (p'_m(0), q(0)). \tag{3.30}
\]
Taking the limits \( m \to \infty \) in (3.30), using (3.3) and (3.24), we get
\[
\int_0^T \left( \frac{\beta^2}{c} (q'' \cdot p) + \rho_1 \rho_2 (v'' \cdot u) + a_0 [p, q; t] + \rho_1 a_1 [u, v; t] \right)
+ \rho_1 \int_{\partial D} (p n_D \cdot v - (n_D \cdot u) q'') \, ds \, dt
\]
\[= \int_0^T (f, q) \, dt - (g, q'(0)) + (h, q(0)). \tag{3.31}
\]
Comparing (3.29) and (3.31), we conclude (3.28) since \( q(0) \) and \( q'(0) \) are arbitrary. Hence \((p, u)\) is a weak solution of the initial boundary value problem (2.7).

**Proof.** It suffices to show that \( p = 0, u = 0 \) if \( f = g = h = 0 \). Fix \( 0 \leq t \leq T \) and let
\[
E(t) := E_1(t) + E_2(t),
\]
where
\[
E_1(t) = \left\| \frac{\sqrt{\beta}}{c} \partial_t p \right\|_{L^2(\Omega)}^2 + \| M^{\frac{1}{2}} \nabla p \|_{L^2(\Omega)}^2,
\]
\[
E_2(t) = \left\| \sqrt{\rho_1 \rho_2} \partial^2_t u \right\|_{L^2(D)}^2 + \left\| \sqrt{\rho_1 (\lambda + \mu)} \nabla (\partial_t u) \right\|_{L^2(D)}^2 + \left\| \sqrt{\rho_1 \mu} \nabla (\partial_t u) \right\|_{L^2(D)}^2.
\]
Then for each \( t \in [0, T] \), we have
\[
E(t) - E(0) = \int_0^t E'(\tau) \, d\tau = \int_0^t E_1'(\tau) \, d\tau + \int_0^t E_2'(\tau) \, d\tau. \tag{3.33}
\]
Following from (3.32) and the integration by parts, we obtain
\[
\int_0^t E_1'(\tau) \, d\tau = 2 \int_0^t \int_\Omega \left( \frac{\beta^2}{c^2} (\partial^2_t p (\partial_t p)) + (M^{\frac{1}{2}} \nabla (\partial_t p)) \cdot (M^{\frac{1}{2}} \nabla p) \right) \, dx \, d\tau
\]
\[= 2 \int_0^t \int_\Omega \left( (\partial_t p) (\nabla (M \nabla p)) + (M^{\frac{1}{2}} \nabla (\partial_t p)) \cdot (M^{\frac{1}{2}} \nabla p) + (\partial_t p) f \right) \, dx \, d\tau
\]
\[= 2 \int_0^t \int_\Omega \left( -(M^{\frac{1}{2}} \nabla (\partial_t p)) \cdot (M^{\frac{1}{2}} \nabla p) + (M^{\frac{1}{2}} \nabla (\partial_t p)) \cdot (M^{\frac{1}{2}} \nabla p) + (\partial_t p) f \right) \, dx \, d\tau
\]
\[+ 2 \int_0^t \int_{\partial B} \partial n_p (\partial_t p) \, ds \, d\tau - 2 \int_0^t \int_{\partial D} (\partial n_p) (\partial_t p) \, ds \, d\tau
\]
\[= 0.
\]
Let \( f \) be the unique weak solution of the initial boundary value problem (3.32). Thus, combining (3.33)–(3.35), we obtain
\[
E(t) = E_1(t) + E_2(t) = 0,
\]
which implies that
\[
\partial_t p = \nabla p = \partial_t^2 u = \nabla \cdot (\partial_t u) = \nabla (\partial_t u) = 0.
\]
Thus we obtain from initial conditions in (3.32) that \( p = 0, u = 0 \) if \( f = g = h = 0 \), which completes the proof. \( \square \)

3.2. Stability. In this section we discuss the stability estimate for the unique weak solution of the initial boundary value problem (3.32).

**Theorem 3.5.** Let \((p, u)\) be the unique weak solution of the initial boundary value problem (3.32). Given \( f \in L^2(\Omega), g \in H^1_0(\Omega), h \in L^2(\Omega) \), there exists a positive constant \( C \) such that
\[
\begin{align*}
\max_{t \in [0, T]} \left\{ &\|\partial_t p(\cdot, t)\|_{L^2(\Omega)}^2 + \|\nabla p(\cdot, t)\|_{L^2(\Omega)}^2 \\
+ &\|\partial_t^2 u(\cdot, t)\|_{L^2(D)}^2 + \|\nabla \cdot (\partial_t u(\cdot, t))\|_{L^2(D)}^2 + \|\nabla (\partial_t u(\cdot, t))\|_{L^2(D,x,t)}^2 \right\} \\
\leq &C \left( \|f\|_{L^2(\Omega)}^2 + \|g\|_{H^1(\Omega)}^2 + \|h\|_{L^2(\Omega)}^2 \right).
\end{align*}
\]
Proof. It follows from the discussion in the previous section that the initial boundary value problem (2.7) has a unique weak solution \((p, u)\) satisfying

\[
\begin{align*}
p &\in L^2(0,T; H^1_0(\Omega)) \cap H^1(0,T; L^2(\Omega)), \\
u &\in L^2(0,T; H^1(D)) \cap H^1(0,T; L^2(D)).
\end{align*}
\]

For any \(t \in [0,T]\), consider the energy function

\[
E(t) := E_1(t) + E_2(t),
\]

where

\[
E_1(t) = \frac{\sqrt{c}}{\epsilon} \|\partial_t p\|_{L^2(\Omega)}^2 + \|M^{1/2} \nabla p\|_{L^2(\Omega)}^2,
\]

\[
E_2(t) = \|\rho_1 \rho_2 \partial_t^2 u\|_{L^2(D)}^2 + \|\sqrt{\rho_1(\lambda + \mu)} \nabla \cdot (\partial_t u)\|_{L^2(D)}^2 + \|\sqrt{\rho_1 \mu} \nabla (\partial_t u)\|_{L^2(D)^d \times d}^2.
\]

Then for each \(t \in [0,T]\), we have

\[
E(t) - E(0) = \int_0^t E'(\tau)d\tau = \int_0^t E_1'(\tau)d\tau + \int_0^t E_2'(\tau)d\tau.
\]

By (3.32) and the integration by parts, we obtain

\[
\begin{align*}
\int_0^t E_1'(\tau)d\tau &= 2 \int_0^t \int_\Omega \left( \frac{\sqrt{c}}{\epsilon} (\partial_t^2 p)(\partial_t p) + (M^{1/2} \nabla (\partial_t p)) \cdot (M^{1/2} \nabla p) \right)dx d\tau \\
&= 2 \int_0^t \int_\Omega \left( ((\partial_t p)(\nabla \cdot (M^{1/2} \nabla p)) + (M^{1/2} \nabla (\partial_t p)) \cdot (M^{1/2} \nabla p) + (\partial_t p)f \right) dx d\tau \\
&= 2 \int_0^t \int_\Omega \left( -(M^{1/2} \nabla (\partial_t p)) \cdot (M^{1/2} \nabla p) + (M^{1/2} \nabla (\partial_t p)) \cdot (M^{1/2} \nabla p) + (\partial_t p)f \right) dx d\tau \\
&\quad + 2 \int_0^t \int_{\partial D} \rho_1 \rho_2 (\nabla \cdot (\partial_t^2 u)) (\partial_t p) d\sigma d\tau + 2 \int_0^t \int_\Omega (\partial_t p)f dx d\tau,
\end{align*}
\]

and

\[
\begin{align*}
\int_0^t E_2'(\tau)d\tau &= 2 \int_0^t \int_D \left( \rho_1 \rho_2 (\partial_t^2 u) \cdot (\partial_t^2 u) + \rho_1 (\lambda + \mu) \nabla \cdot (\partial_t^2 u) \right) \nabla (\partial_t u) dx d\tau \\
&\quad + 2 \int_0^t \int_D \rho_1 \mu \nabla (\partial_t^2 u) \cdot \nabla (\partial_t u) dx d\tau \\
&= 2 \int_0^t \int_D \left( \rho_1 (\lambda + \mu) \nabla \cdot (\partial_t^2 u) \right) \nabla (\partial_t u) dx d\tau \\
&\quad + 2 \int_0^t \int_D \rho_1 \mu \nabla (\partial_t^2 u) \cdot \nabla (\partial_t u) dx d\tau \\
&= 2 \int_0^t \int_D \left( \rho_1 (\lambda + \mu) \nabla \cdot (\partial_t^2 u) \right) \nabla (\partial_t u) dx d\tau \\
&\quad + 2 \int_0^t \int_D \rho_1 \mu \nabla (\partial_t^2 u) \cdot \nabla (\partial_t u) dx d\tau \\
&\quad + 2 \int_0^t \int_{\partial D} \rho_1 (\mu \partial_{n_D} (\partial_t u) \cdot \partial_t^2 u + (\lambda + \mu) \nabla \cdot (\partial_t u) n_D) (\partial_t^2 u) dx d\tau.
\end{align*}
\]
\[ = -2 \int_0^t \int_{\partial D} \rho_1 (\partial_t p) (n_D \cdot \partial_t^2 u) \, ds \, dt. \] (3.38)

It is easy to note that
\[
E(0) = \| \frac{\sqrt{\beta}}{c} \partial_t p \|_{L^2(\Omega)}^2 + \| M^{\frac{1}{2}} \nabla p \|_{L^2(\Omega)}^2 \\
= \| \frac{\sqrt{\beta}}{c} h \|_{L^2(\Omega)}^2 + \| M^{\frac{1}{2}} \nabla g \|_{L^2(\Omega)}^2.
\]

Combining (3.36)–(3.38) leads to
\[
\| \frac{\sqrt{\beta}}{c} \partial_t p \|_{L^2(\Omega)}^2 + \| M^{\frac{1}{2}} \nabla p \|_{L^2(\Omega)}^2, \\
\quad + \| \sqrt{\rho_1 (\lambda + \mu)} \nabla \cdot (\partial_t u) \|_{L^2(\Omega)}^2 + \| \sqrt{\rho_1 \mu} \nabla (\partial_t u) \|_{L^2(\Omega)}^2 \\
\leq 2 \int_0^t \int_{\Omega} (\partial_t p) f \, dx \, dt + \| \frac{\sqrt{\beta}}{c} h \|_{L^2(\Omega)}^2 + \| M^{\frac{1}{2}} \nabla g \|_{L^2(\Omega)}^2, \\
\leq 2 \max_{t \in [0,T]} \left\{ \| \partial_t p(\cdot,t) \|_{L^2(\Omega)}^2 \right\} + \| f \|_{L^1(0,T;L^2(\Omega))}^2 + \| M^{\frac{1}{2}} \nabla g \|_{L^2(\Omega)}^2.
\]

Using the Young inequality, we obtain
\[
\max_{t \in [0,T]} \left\{ \| \partial_t p(\cdot,t) \|_{L^2(\Omega)}^2 + \| \nabla p(\cdot,t) \|_{L^2(\Omega)}^2, \\
\quad + \| \partial^2 u(\cdot,t) \|_{L^2(\Omega)}^2 + \| \nabla (\partial_t u(\cdot,t)) \|_{L^2(\Omega)}^2 + \| \partial_t u(\cdot,t) \|_{L^2(\Omega)}^2 \right\} \\
\leq C \left( \| f \|_{L^1(0,T;L^2(\Omega))}^2 + \| M^{\frac{1}{2}} \nabla g \|_{L^2(\Omega)}^2 \right), \\
\leq C \left( \| f \|_{L^1(0,T;L^2(\Omega))}^2 + \| g \|_{H^1(\Omega)}^2 + \| h \|_{L^2(\Omega)}^2 \right),
\]

which completes the proof. \(\square\)

### 3.3. A priori estimates

In this section we derive an a priori stability estimate for the wave field with an explicit dependence on the time.

The variational problem of (3.32) is to find \((p,u) \in \tilde{H}^1_0(\Omega) \times H^1(D)\) for \(t \in [0,T]\) such that
\[
\int_\Omega \frac{\beta}{c^2} (\partial_t^2 p) q \, dx = - \int_\Omega (M^{\frac{1}{2}} \nabla q) \cdot (M^{\frac{1}{2}} \nabla q) \, dx + \int_{\partial D} \rho_1 (n_D \cdot \partial_t^2 u) q \, ds \\
+ \int_\Omega f q \, dx, \quad \forall q \in \tilde{H}^1_0(\Omega), \quad (3.39)
\]

and
\[
\int_D \rho_2 (\partial_t u) \cdot v \, dx = - \int_D [(\mu \nabla \partial_t u) \cdot (\nabla v) + (\lambda + \mu) (\nabla \cdot (\partial_t u) (\nabla \cdot v))] \, dx \\
- \int_{\partial D} (\partial_t p) (n_D \cdot v) \, ds, \quad \forall v \in H^1(D). \quad (3.40)
\]

**Theorem 3.6.** Let \(u\) be the unique weak solution of the initial boundary value problem (2.7). Given \(f \in L^1[0,T;L^2(\Omega)]\), \(g,h \in L^2(\Omega)\), there exist positive constants \(C_1,C_2\) such that
\[
\| p \|_{L^\infty(0,T;L^2(\Omega))} + \| \nabla p \|_{L^\infty(0,T;L^2(\Omega))}
\]
\[ + \|
\partial_t u\|_{L^\infty(0,T;L^2(D))}^2 + \| \nabla u \|_{L^\infty(0,T;L^2(D)^{d \times d})}^2 + \| \nabla \cdot u \|_{L^\infty(0,T;L^2(D))}^2 \leq C_1 \left( \| g \|_{L^2(\Omega)}^2 + T^2 \| f \|_{L^1(0,T;L^2(\Omega))}^2 + T^2 \| h \|_{L^2(\Omega)}^2 \right) \]

and

\[ \| p \|_{L^2(0,T;L^2(\Omega))}^2 + \| \nabla p \|_{L^2(0,T;L^2(\Omega))}^2 + \| \partial_t u \|_{L^2(0,T;L^2(D))}^2 + \| \nabla u \|_{L^2(0,T;L^2(D)^{d \times d})}^2 + \| \nabla \cdot u \|_{L^2(0,T;L^2(D))}^2 \leq C_2 \left( T \| g \|_{L^2(\Omega)}^2 + T^2 \| f \|_{L^1(0,T;L^2(\Omega))}^2 + T^2 \| h \|_{L^2(\Omega)}^2 \right). \]

**Proof.** Let \( 0 < s < T \) and define an auxiliary function

\[ \Psi_1(x,t) = \int_t^s p(x,\tau)d\tau, \quad x \in \Omega, \quad 0 \leq t \leq s. \]

\[ \Psi_2(x,t) = \int_t^s \partial_\tau u(x,\tau)d\tau, \quad x \in D, \quad 0 \leq t \leq s. \]

It is clear to note that

\[ \Psi_1(x,s) = 0, \quad \partial_t \Psi_1(x,t) = -p(x,t), \quad (3.41) \]

and

\[ \Psi_2(x,s) = 0, \quad \partial_t \Psi_2(x,t) = -\partial_t u(x,t). \quad (3.42) \]

For any \( \phi(x,t) \in L^2(0,s;L^2(\Omega)) \), using integration by parts and (3.41), we have

\[ \int_0^s \phi(x,t) \Psi_1(x,t)dt = \int_0^s \left( \phi(x,t) \int_t^s p(x,\tau)d\tau \right) dt \]

\[ = \int_0^s \left[ \left( \int_0^t \phi(x,\tau)d\tau \right) \left( \int_t^s p(x,\tau)d\tau \right) \right] \left( \int_t^s p(x,\tau)d\tau \right) dt \]

\[ = \left[ \left( \int_0^t \phi(x,\tau)d\tau \right) \left( \int_t^s p(x,\tau)d\tau \right) \right]_0^s - \int_0^s \left[ \left( \int_0^t \phi(x,\tau)d\tau \right) \left( \int_t^s p(x,\tau)d\tau \right) \right]' dt \]

\[ = -\int_0^s \left[ \left( \int_0^t \phi(x,\tau)d\tau \right) \left( \int_t^s p(x,\tau)d\tau \right)' \right] dt \]

\[ = -\int_0^s \left[ \left( \int_0^t \phi(x,\tau)d\tau \right) \left( -p(x,t) \right) \right] dt \]

\[ = \int_0^s \left( \int_0^t \phi(x,\tau)d\tau \right) p(x,t)dt. \quad (3.43) \]

Taking the test function \( q = \Psi_1 \) in (3.39) and integrating from \( t = 0 \) to \( t = s \) yields

\[ \int_0^s \left( \int_\Omega \frac{\beta}{c} (\partial_t^2 p \Psi_1)_x dx \right) dt = -\int_0^s \left( \int_\Omega (M \cdot \nabla p) \cdot (M \cdot \nabla \Psi_1) dx \right) dt \]

\[ + \int_0^s \left( \int_{\partial D} \rho_D (n_D \cdot \partial^2 u) \Psi_1 ds \right) dt + \int_0^s \left( \int_\Omega f \Psi_1 dx \right) dt \]
Using (3.42) and initial condition (3.32e), we deduce

\[ \Phi \]

Similarly, for any \( \mathbf{v} = \Psi_2 \) in (3.40) and integrating from \( t = 0 \) to \( t = s \) that

\[ \int_0^s \left( \int_D \rho_2 \partial_t^2 \partial_t \mathbf{u} \cdot \Psi_2 d\mathbf{x} \right) dt = -\int_0^s \left[ \left( \int_D [\mu \nabla \partial_t \mathbf{u} : (\nabla \Psi_2) + (\lambda + \mu)(\nabla \cdot \partial_t \mathbf{u})(\nabla \cdot \Psi_2)] d\mathbf{x} \right) \right] dt \]

\[ \]

(3.47)

Using (3.42) and initial condition (3.32e), we deduce

\[ \int_0^s \left( \int_D \rho_2 \partial_t^2 \partial_t \mathbf{u} \cdot \Psi_2 d\mathbf{x} \right) dt = \int_D \int_0^s \rho_2 \left( \partial_t (\partial_t^2 \mathbf{u} \cdot \Psi_2 + \partial_t^2 \mathbf{u} \cdot \partial_t \mathbf{u}) \right) d\mathbf{x} dt \]

\[ = \int_D \rho_2 \left( \partial_t^2 \mathbf{u} \cdot \Psi_2 \right)_{|\mathbf{t}=0}^s + \frac{1}{2} \partial_t \mathbf{u}^2_{|\mathbf{t}=0}^s d\mathbf{x} \]
\[= \frac{\rho_2}{2} \| \partial_t u(\cdot, s) \|^2_{L^2(D)} \] (3.48)

and
\[
\int_0^s \left( \int_{\partial D} (\partial_t p)(n_D \cdot \Psi_2) \right) ds = \int_{\partial D} \int_0^s [\partial_t (p(n_D \cdot \Psi_2)) + p(n_D \cdot \partial_t u)] dt dx
\]
\[
= \int_{\partial D} (p(n_D \cdot \Psi_2))_0^s ds + \int_0^s \int_{\partial D} p(n_D \cdot \partial_t u) ds dt
\]
\[
= \int_0^s \int_{\partial D} p(n_D \cdot \partial_t u) ds dt. \quad (3.49)
\]

Using (3.47), (3.48) and (3.49) yields
\[
\frac{\rho_2}{2} \| \partial_t u(\cdot, s) \|^2_{L^2(D)} + \int_0^s \left( \int_D [(\mu \nabla \partial_t u): (\nabla \Psi_2) + (\lambda + \mu)(\nabla \cdot \partial_t u)(\nabla \cdot \Psi_2)] dx \right) dt
\]
\[
= \frac{\rho_2}{2} \| \partial_t u(\cdot, s) \|^2_{L^2(D)}
+ \frac{1}{2} \left( \mu \left\| \int_0^s \nabla (\partial_t u(\cdot, t)) dt \right\|^2_{L^2(D)^{d \times d}} + (\lambda + \mu) \left\| \int_0^s \nabla \cdot (\partial_t u(\cdot, t)) dt \right\|^2_{L^2(\mathbb{R}^d)} \right)
\]
\[
= - \int_0^s \int_{\partial D} p(n_D \cdot \partial_t u) ds dt. \quad (3.50)
\]

Multiplying (3.46) by \( \rho_1 \) and then adding it to (3.50), we obtain
\[
\frac{1}{2} \| \sqrt{\beta c^2} p(\cdot, s) \|^2_{L^2(\Omega)} + \frac{1}{2} \int_\Omega \int_0^s M^2 \nabla p(\cdot, t) dt \right\|^2_{L^2(\mathbb{R}^d)} dx + \frac{\rho_1 \rho_2}{2} \| \partial_t u(\cdot, s) \|^2_{L^2(D)}
\]
\[
+ \frac{\rho_1}{2} \left( \mu \left\| \int_0^s \nabla (\partial_t u(\cdot, t)) dt \right\|^2_{L^2(\mathbb{R}^d)^{d \times d}} + (\lambda + \mu) \left\| \int_0^s \nabla \cdot (\partial_t u(\cdot, t)) dt \right\|^2_{L^2(\mathbb{R}^d)} \right)
\]
\[
= \int_0^s \int_\Omega f(x, t) \Psi_1(x, t) dx dt + \frac{1}{2} \| \sqrt{\frac{\beta}{c^2}} g \|^2_{L^2(\Omega)} + c^{-2} \beta \int_\Omega h(x) \Psi_1(x, 0) dx. \quad (3.51)
\]

Next, we estimate the two terms on the left-hand side of (3.51) separately. It follows from the Cauchy–Schwarz inequality that
\[
c^{-2} \beta \int_\Omega h(x) \Psi_1(x, 0) dx = c^{-2} \beta \int_\Omega h(x) \left( \int_0^s p(x, t) dt \right) dx
\]
\[
= c^{-2} \beta \int_0^s \left( \int_\Omega h(x) p(x, t) dx \right) dt
\]
\[
\leq C(\| h \|_{L^2(\Omega)}) \int_0^s \| p(\cdot, t) \|_{L^2(\Omega)} dt. \quad (3.52)
\]

For \( 0 \leq t \leq s \leq T \), we have from (3.43) that
\[
\int_0^s \int_\Omega \left( \int_\Omega f(x, t) \Psi_1(x, t) dx \right) dt = \int_\Omega \left( \int_0^s \left( \int_0^t f(x, \tau) d\tau \right) p(x, t) dt \right) dx
\]
\[
\leq \int_0^s \int_0^t \| f(\cdot, \tau) \|_{L^2(\Omega)} \| p(\cdot, t) \|_{L^2(\Omega)} d\tau dt
\]
Substituting (3.52)-(3.53) into (3.51), we have for any \( s \in [0,T] \) that

\[
\frac{1}{2} \sqrt{\frac{\beta}{C_2}} \|p'\|_{L^2(\Omega)}^2 + \frac{1}{2} \int_0^s \int_\Omega M^\frac{1}{2} \nabla p(\cdot,t) \, dx \, dt + \frac{\rho_1 \rho_2}{2} \|\partial_t u(\cdot,s)\|_{L^2(D)}^2
\]

\[
+ \frac{\rho_1}{2} \left( \mu \left( \int_0^s \nabla(\partial_t u(\cdot,t)) \, dt \right)^2 + (\lambda + \mu) \int_D \int_0^s \nabla \cdot (\partial_t u(\cdot,t)) \, dx \, dt \right)
\]

\[
\leq \frac{\beta}{2C_2} \|g\|_{L^2(\Omega)}^2 + \left( \int_0^s \int_\Omega p(\cdot,t) \, dx \, dt + C \|h\|_{L^2(\Omega)} \right) \int_0^s \|p(\cdot,t)\|_{L^2(\Omega)} \, dt.
\]

Taking the \( L^\infty \)-norm with respect to \( s \) on both sides of (3.54) yields

\[
\|p\|_{L^\infty(0,T;L^2(\Omega))}^2 + \|\nabla p\|_{L^\infty(0,T;L^2(\Omega))}^2
\]

\[
+ \|\partial_t u\|_{L^\infty(0,T;L^2(D))}^2 + \|\nabla u\|_{L^\infty(0,T;L^2(D))^d}^2 + \|\nabla \cdot u\|_{L^\infty(0,T;L^2(D))}^2
\]

\[
\leq C_1 \|g\|_{L^2(\Omega)}^2 + C_2 T \left( \|f\|_{L^1(0,T;L^2(\Omega))}^2 + \|h\|_{L^2(\Omega)} \right) \|p\|_{L^\infty(0,T;L^2(\Omega))}.
\]

Applying the Young inequality yields

\[
\|p\|_{L^\infty(0,T;L^2(\Omega))}^2 + \|\nabla p\|_{L^\infty(0,T;L^2(\Omega))}^2
\]

\[
+ \|\partial_t u\|_{L^\infty(0,T;L^2(D))}^2 + \|\nabla u\|_{L^\infty(0,T;L^2(D))^d}^2 + \|\nabla \cdot u\|_{L^\infty(0,T;L^2(D))}^2
\]

\[
\leq C_1 \left( \|g\|_{L^2(\Omega)}^2 + T^2 \|f\|_{L^1(0,T;L^2(\Omega))}^2 + T^2 \|h\|_{L^2(\Omega)}^2 \right).
\]

Integrating (3.54) with respect to \( s \) from 0 to \( T \) and using the Cauchy-Schwarz inequality and the Young inequality, we can get

\[
\|p\|_{L^2(0,T;L^2(\Omega))}^2 + \|\nabla p\|_{L^2(0,T;L^2(\Omega))}^2
\]

\[
+ \|\partial_t u\|_{L^2(0,T;L^2(D))}^2 + \|\nabla u\|_{L^2(0,T;L^2(D))^d}^2 + \|\nabla \cdot u\|_{L^2(0,T;L^2(D))}^2
\]

\[
\leq C_2 \left( T \|g\|_{L^2(\Omega)}^2 + T^3 \|f\|_{L^1(0,T;L^2(\Omega))}^2 + T^3 \|h\|_{L^2(\Omega)}^2 \right),
\]

which completes the proof. \( \square \)

4. Conclusion

In this paper, we have studied the two- and three-dimensional acoustic-elastic wave scattering problem on a finite time interval. The acoustic and elastic wave equations are coupled on the surface of the elastic obstacle. We propose the compressed coordinate transformation to reduce equivalently the scattering problem into an initial-boundary value problem in a bounded domain. The reduced problem is proved to have a unique weak solution by using the Galerkin method. A priori estimates with explicit time dependence are also established for the acoustic pressure and elastic displacement of the time-domain variational problem. We believe that the method of compressed coordinate transformation can be applied to many other time-domain scattering problems imposed in open domains. The model problem is suitable for numerical simulations. We hope to report the work on the numerical analysis and computation elsewhere in the future.

Appendix A. Change of variables in two dimensions. Let \( x = (x,y) \in \mathbb{R}^2 \) and \( \rho = |x| \). The polar coordinates \((\rho,\theta)\) are related to the Cartesian coordinates \((x,y)\) by \( x = \rho \cos \theta, y = \rho \sin \theta \). The local orthonormal basis is

\[
e_\rho = (\cos \theta, \sin \theta)^\top, \quad e_\theta = (-\sin \theta, \cos \theta)^\top.
\]
Denote by $\nabla_\rho$ and $\nabla_\rho \cdot$ the gradient operator and the divergence operator in the old coordinates $(\rho, \theta)$, respectively. We study the two-dimensional acoustic wave equation:

$$\frac{1}{c^2} \partial_t^2 u(\rho, \theta, t) - \Delta_\rho u(\rho, \theta, t) = 0 \quad \text{in} \quad \mathbb{R}^2, \; t > 0, \tag{A.1}$$

where $\Delta_\rho$ is the Laplace operator and $c > 0$ is the wave speed.

Consider the change of variables $\rho = \zeta(r)$, where $\zeta$ is a smooth and invertible function. Denote by $\nabla_r$ and $\nabla_r \cdot$ the gradient operator and the divergence operator in the new coordinates $(r, \theta)$, respectively.

**Lemma A.1.** Let $v(r, \theta, t) = u(\rho, \theta, t)|_{\rho = \zeta(r)}$ be a differentiable scalar function, then

$$\nabla_\rho u(\rho, \theta, t)|_{\rho = \zeta(r)} = Q \begin{bmatrix} 1 \\ \zeta(r) \end{bmatrix} Q^\top \nabla_r v(r, \theta, t),$$

where $R$ is an orthonormal matrix given by

$$Q(\theta) = \begin{bmatrix} \cos \theta & -\sin \theta \\ \sin \theta & \cos \theta \end{bmatrix}.$$

**Proof.** It follows from the straightforward calculations that

$$\nabla_\rho u|_{\rho = \zeta(r)} = \partial_\rho u|_{\rho = \zeta(r)} e_\rho + \frac{1}{\rho} \partial_\theta u|_{\rho = \zeta(r)} e_\theta$$

$$= \frac{1}{\zeta} \partial_r v e_r + \frac{1}{\zeta} \partial_\theta v e_\theta$$

$$= \begin{bmatrix} \cos \theta & -\sin \theta \\ \sin \theta & \cos \theta \end{bmatrix} \begin{bmatrix} \frac{1}{\zeta} \\ 0 \frac{r}{\zeta} \end{bmatrix} \begin{bmatrix} \partial_r v \\ \frac{1}{r} \partial_\theta v \end{bmatrix}$$

$$= Q \begin{bmatrix} \frac{1}{\zeta} \\ 0 \frac{r}{\zeta} \end{bmatrix} Q^\top \nabla_r v,$$

which completes the proof.

**Lemma A.2.** Let $v(r, \theta, t) = u(\rho, \theta, t)|_{\rho = \zeta(r)}$ be a differentiable vector function, then

$$\nabla_\rho \cdot u(\rho, \theta, t)|_{\rho = \zeta(r)} = \beta^{-1}(r) \nabla_r \cdot (K(r, \theta) v(r, \theta, t)),$$

where

$$\beta(r) = \frac{\zeta(r) \zeta'(r)}{r}, \quad K(r, \theta) = Q \begin{bmatrix} \frac{\zeta(r)}{r} \\ 0 \zeta'(r) \end{bmatrix} Q^\top.$$

**Proof.** Let $u = u_\rho e_\rho + u_\theta e_\theta$ and $v = v_r e_r + v_\theta e_\theta$. A simple calculation yields that

$$\nabla_\rho \cdot u(\rho, \theta, t)|_{\rho = \zeta(r)} = \frac{1}{\rho} \frac{\partial}{\partial \rho} (\rho u_\rho) + \frac{1}{\rho} \partial_\theta (u_\theta)$$

$$= \frac{1}{\zeta} \partial_r (\zeta v_r) + \frac{1}{\zeta} \partial_\theta (v_\theta)$$
\[
\frac{\beta(r)}{c^2} \partial_t^2 v(r, \theta, t) - \nabla_r \cdot (M(r, \theta) \nabla_r v(r, \theta, t)) = 0.
\]

Proof. Using Lemma A.2–Lemma A.3, we have from (A.1) that

\[
0 = \left( \frac{1}{c^2} \partial_t^2 u - \Delta u \right)|_{\rho=\zeta(r)} = \frac{1}{c^2} \partial_t^2 v - \beta^{-1} \nabla_r \cdot (M \nabla_r v).
\]

The proof is completed by multiplying the above equation by \(\beta\). \qed

Appendix B. Change of variables in three dimensions. Let \(x = (x, y, z) \in \mathbb{R}^3\) and \(\rho = |x|\). The spherical coordinates \((\rho, \theta, \varphi)\) are related to the Cartesian coordinates \((x, y, z)\) by \(x = \rho \sin \theta \cos \varphi, y = \rho \sin \theta \sin \varphi, z = \rho \cos \theta\). The local orthonormal basis is

\[
e_\rho = (\sin \theta \cos \varphi, \sin \theta \sin \varphi, \cos \theta)^T,
\]
\[ e_{\theta} = (\cos \theta \cos \varphi, \cos \theta \sin \varphi, -\sin \theta)^\top, \]
\[ e_{\varphi} = (-\sin \varphi, \cos \varphi, 0)^\top. \]

Again, denote by \( \nabla_\rho \) and \( \nabla_\rho \cdot \) the gradient operator and the divergence operator in the old coordinates \((\rho, \theta, \varphi)\), respectively. In this section, we present parallel results for the three-dimensional acoustic wave equation:

\[
\frac{1}{c^2} \partial_t^2 u(\rho, \theta, \varphi, t) - \Delta_\rho u(\rho, \theta, \varphi, t) = 0 \quad \text{in } \mathbb{R}^3, \quad t > 0, \quad (B.1)
\]

where \( \Delta_\rho \) is the Laplace operator and \( c > 0 \) is the wave speed.

Consider the change of variables \( \rho = \zeta(r) \), where \( \zeta \) is a smooth and invertible function. Denote by \( \nabla_r \) and \( \nabla_r \cdot \) the gradient operator and the divergence operator in the new coordinates \((r, \theta, \varphi)\), respectively.

**Lemma B.1.** Let \( v(r, \theta, \varphi, t) = u(\rho, \theta, \varphi, t)|_{\rho = \zeta(r)} \) be a differentiable scalar function, then

\[
\nabla_\rho u(\rho, \theta, \varphi, t)|_{\rho = \zeta(r)} = Q \begin{bmatrix}
\frac{1}{\zeta'(r)} & 0 & 0 \\
0 & \frac{r}{\zeta(r)} & 0 \\
0 & 0 & \frac{r}{\zeta(r)}
\end{bmatrix} Q^\top \nabla_r v(r, \theta, \varphi, t),
\]

where \( R \) is an orthonormal matrix given by

\[
Q(\theta, \varphi) = \begin{bmatrix}
\sin \theta \cos \varphi & \cos \theta \cos \varphi & -\sin \varphi \\
\sin \theta \sin \varphi & \cos \theta \sin \varphi & \cos \varphi \\
\cos \theta & -\sin \theta & 0
\end{bmatrix}.
\]

**Proof.** It follows from the straightforward calculations that

\[
\nabla_\rho u|_{\rho = \zeta(r)} = \partial_\rho u|_{\rho = \zeta(r)} e_\rho + \frac{1}{\rho} \partial_\theta u|_{\rho = \zeta(r)} e_\theta + \frac{1}{\rho \sin \theta} \partial_\varphi u|_{\rho = \zeta(r)} e_\varphi
\]

\[
= \frac{1}{\zeta'} \partial_r v e_r + \frac{1}{\zeta} \partial_\theta v e_\theta + \frac{1}{\zeta \sin \theta} \partial_\varphi v e_\varphi
\]

\[
= \begin{bmatrix}
\sin \theta \cos \varphi & \cos \theta \cos \varphi & -\sin \varphi \\
\sin \theta \sin \varphi & \cos \theta \sin \varphi & \cos \varphi \\
\cos \theta & -\sin \theta & 0
\end{bmatrix} \begin{bmatrix}
\frac{1}{\zeta'} & 0 & 0 \\
0 & \frac{\zeta}{r} & 0 \\
0 & 0 & \frac{\zeta}{r}
\end{bmatrix} \begin{bmatrix}
\partial_r v \\
\frac{1}{\zeta} \partial_\theta v \\
\frac{1}{\zeta \sin \theta} \partial_\varphi v
\end{bmatrix}
\]

\[
= Q \begin{bmatrix}
\frac{1}{\zeta'} & 0 & 0 \\
0 & \frac{\zeta}{r} & 0 \\
0 & 0 & \frac{\zeta}{r}
\end{bmatrix} Q^\top \nabla_r v,
\]

which completes the proof.

**Lemma B.2.** Let \( \mathbf{v}(r, \theta, \varphi, t) = u(\rho, \theta, \varphi, t)|_{\rho = \zeta(r)} \) be a differentiable vector function, then

\[
\nabla_\rho \cdot \mathbf{u}(\rho, \theta, \varphi, t)|_{\rho = \zeta(r)} = \beta^{-1}(r) \nabla_r \cdot (K(r, \theta, \varphi) \mathbf{v}(r, \theta, \varphi, t)),
\]

where \( \beta(r) \) is the speed of sound.
where
\[ \beta(r) = \frac{\zeta^2(r)\zeta'(r)}{r^2}, \quad K(r, \theta, \varphi) = Q \begin{bmatrix} \frac{\zeta^2(r)}{r} & 0 & 0 \\ 0 & \frac{\zeta(r)\zeta'(r)}{r} & 0 \\ 0 & 0 & \frac{\zeta(r)\zeta'(r)}{r} \end{bmatrix} Q^\top. \]

**Proof.** Let \( u = u_\rho e_\rho + u_\theta e_\theta + u_\varphi e_\varphi \) and \( v = v_r e_r + v_\theta e_\theta + v_\varphi e_\varphi \). A simple calculation yields that
\[
\nabla_\rho \cdot u(\rho, \theta, \varphi, t) |_{\rho = \zeta(r)} = \left( \frac{1}{\rho^2} \partial_\rho (\rho^2 u_\rho) + \frac{1}{\rho \sin \theta} \partial_\theta (\sin \theta u_\theta) + \frac{1}{\rho \sin \theta} \partial_\varphi (u_\varphi) \right) |_{\rho = \zeta(r)}
\]
\[
= \frac{1}{\zeta^2 \zeta'} \partial_r (\zeta^2 v_r) + \frac{1}{\zeta \sin \theta} \partial_\theta (\zeta \sin \theta v_\theta) + \frac{1}{\zeta \sin \theta} \partial_\varphi (\zeta v_\varphi)
\]
\[
= \frac{r^2}{\zeta^2 \zeta'} \left[ \frac{1}{r^2} \partial_r \left( \frac{\zeta^2}{r^2} v_r \right) + \frac{1}{r \sin \theta} \partial_\theta \left( \frac{\zeta'}{r} \sin \theta v_\theta \right) + \frac{1}{r \sin \theta} \partial_\varphi \left( \frac{\zeta'}{r} v_\varphi \right) \right]
\]
\[
= \beta^{-1} \nabla_r \cdot \left( \frac{\zeta^2}{r^2} v_r e_r + \frac{\zeta'}{r} v_\theta e_\theta + \frac{\zeta'}{r} v_\varphi e_\varphi \right)
\]
\[
= \beta^{-1} \nabla_r \cdot \left( \zeta^2 Q \begin{bmatrix} v_r \\ v_\theta \\ v_\varphi \end{bmatrix} \right)
\]
\[
= \beta^{-1} \nabla_r \cdot (Kv),
\]
which completes the proof. \( \square \)

**Lemma B.3.** Let \( v(r, \theta, \varphi, t) = u(\rho, \theta, \varphi, t) |_{\rho = \zeta(r)} \) be a differentiable function, then
\[
\Delta_\rho u(\rho, \theta, \varphi, t) |_{\rho = \zeta(r)} = \beta^{-1}(r) \nabla_r \cdot (M(r, \theta, \varphi) \nabla_r v(r, \theta, \varphi, t)),
\]
where
\[
M(r, \theta, \varphi) = Q \begin{bmatrix} \frac{\zeta^2(r)}{r^2 \zeta'(r)} & 0 & 0 \\ 0 & \zeta'(r) & 0 \\ 0 & 0 & \zeta'(r) \end{bmatrix} Q^\top.
\]

**Proof.** It is easy to note that
\[
\Delta_\rho u |_{\rho = \zeta(r)} = \nabla_\rho \cdot (\nabla_\rho u) |_{\rho = \zeta(r)}.
\]
Using similar steps of the change of variables for the proofs of Lemmas B.1–B.2, we have
\[
\nabla_\rho \cdot (\nabla_\rho u) |_{\rho = \zeta(r)} = \beta^{-1} \nabla_r \cdot \left( KQ \begin{bmatrix} 1 \zeta' \\ 0 \zeta \\ 0 \zeta' \end{bmatrix} Q^\top \nabla_r v \right)
\]
\[
= \beta^{-1} \nabla_r \cdot \left( Q \begin{bmatrix} \frac{\zeta^2}{r^2 \zeta'} \\ 0 \zeta' \\ 0 \zeta' \end{bmatrix} Q^\top \nabla_r v \right)
\]
\[
= \beta^{-1} \nabla_r \cdot (M \nabla_r v),
\]
which completes the proof.

**Theorem B.1.** In the new coordinates \((r, \theta, \varphi)\), the acoustic wave Equation (B.1) becomes

\[
\beta(r) \frac{\partial^2}{c^2} v(r, \theta, \varphi, t) - \nabla_r \cdot (M(r, \theta, \varphi) \nabla_r v(r, \theta, \varphi, t)) = 0.
\]

**Proof.** Using Lemma B.2–Lemma B.3, we have from (B.1) that

\[
0 = \left( \frac{1}{c^2} \partial_t^2 u - \Delta_\rho u \right) \bigg|_{\rho = \zeta(r)} = \frac{1}{c^2} \partial_t^2 v - \beta^{-1} \nabla_r \cdot (M \nabla_r v).
\]

The proof is completed by multiplying the above equation by \(\beta\).

**REFERENCES**

[1] B. Alpert, L. Greengard, and T. Hagstrom, *Nonreflecting boundary conditions for the time-dependent wave equation*, J. Comput. Phys., 180:270–296, 2002.

[2] G. Bao, Y. Gao, and P. Li, *Time-domain analysis of an acoustic-elastic interaction problem*, Arch. Ration. Mech. Anal., 292:835–884, 2018.

[3] J.-P. Berenger, *A perfectly matched layer for the absorption of electromagnetic waves*, J. Comput. Phys., 114:185–200, 1994.

[4] Q. Chen and P. Monk, *Discretization of the time domain CFIE for acoustic scattering problems using convolution quadrature*, SIAM J. Math. Anal., 46:3107–3130, 2014.

[5] Z. Chen, *Convergence of the time-domain perfectly matched layer method for acoustic scattering problems*, Int. J. Numer. Model., 16:124–146, 2009.

[6] Z. Chen and J.-C. Nédélec, *On Maxwell equations with the transparent boundary condition*, J. Comput. Math., 26:284–296, 2008.

[7] Z. Chen and X. Wu, *Long-time stability and convergence of the uniaxial perfectly matched layer method for time-domain acoustics scattering problems*, SIAM J. Numer. Anal., 50:2632–2655, 2012.

[8] A.G. Dallas, *Analysis of a limiting-amplitude problem in acousto-elastic interactions*, Technical Report, DTIC Document, 1989.

[9] A.T. De Hoop, P.M. Van den Berg, and R.F. Remis, *Absorbing boundary conditions and perfectly matched layers-analytic time-domain performance analysis*, IEEE Trans. Magn., 38:657–660, 2002.

[10] J. Diaz and P. Joly, *A time domain analysis of PML models in acoustics*, Comput. Meth. Appl. Mech. Eng., 195:3820–3853, 2006.

[11] J. Donea, S. Giuliani, and J.-P. Halleux, *An arbitrary Lagrangian-Eulerian finite element method for transient dynamic fluid-structure interactions*, Comput. Meth. Appl. Mech. Eng., 33:689–723, 1982.

[12] O.V. Estorff and H. Antes, *On FEM-BEM coupling for fluid-structure interaction analyses in the time domain*, Int. J. Numer. Meth. Eng., 31:1151–1168, 1991.

[13] L.C. Evans, *Partial Differential Equations*, Graduate Studies in Mathematics, Amer. Math. Soc., Providence, RI, Second Edition, 19, 2010.

[14] L. Fan and P. Monk, *Time dependent scattering from a grating*, J. Comput. Phys., 302:97–113, 2015.

[15] P.J. Fahy and P. Gardonio, *Sound and Structural Vibration: Radiation, Transmission and Response*, Academic Press, 2007.

[16] J.J. Faran, *Sound scattering by solid cylinders and spheres*, J. Acoust. Soc. Amer., 23:405–418, 1951.

[17] M. Fatemi and J.F. Greenleaf, *Ultrasound-stimulated vibro-acoustic spectrography*, Science, 280:82–85, 1998.

[18] B. Flemisch, M. Kaltenbacher, and B.I. Wohlmuth, *Elasto-acoustic and acoustic-acoustic coupling on non-matching grids*, Int. J. Numer. Meth. Eng., 67:1791–1810, 2006.

[19] Y. Gao and P. Li, *Analysis of time-domain scattering by periodic structures*, J. Diff. Eqns., 261:5094–5118, 2016.

[20] Y. Gao and P. Li, *Electromagnetic scattering for time-domain Maxwell’s equations in an unbounded structure*, Math. Models Meth. Appl. Sci., 25:1843–1870, 2017.
[21] Y. Gao, P. Li, and Y. Li, *Analysis of time-domain elastic scattering by an unbounded structure*, Math. Meth. Appl. Sci., 41(16):7032–7054, 2018.

[22] Y. Gao, P. Li, and B. Zhang, *Analysis of transient acoustic-elastic interaction in an unbounded structure*, SIAM J. Math. Anal., 49:3951–3972, 2017.

[23] D. Givoli, *Numerical Methods for Problems in Infinite Domains*, Academic Press, Elsevier, 1992.

[24] M.J. Grote and J.B. Keller, *Exact nonreflecting boundary conditions for the time dependent wave equation*, SIAM J. Appl. Math., 55:280–297, 1995.

[25] T. Hagstrom, *Radiation boundary conditions for the numerical simulation of waves*, Acta Numer., 8:47–106, 1999.

[26] M. Hamdi and P. Jean, *A mixed functional for the numerical resolution of fluid-structure interaction problems*, in G. Comete-Bellot and J.E.F. Williams (eds.), Aero- and Hydro-Acoustics, Springer, 269–276, 1986.

[27] M. Hassell, T. Qiu, T. Sanchez-Vizuet, and F.-J. Sayas, *A new and improved analysis of the time domain boundary integral operators for acoustic wave equation*, J. Integral Eqs. Appl., 29:107–136, 2017.

[28] G.C. Hsiao, *On the boundary-field equation methods for fluid-structure interactions*, in L. Jentsch and F. Tröltzsch (eds.), Problems and Methods in Mathematical Physics, Teubner-Texte Math., Teubner, Stuttgart, 134:79–88, 1994.

[29] G.C. Hsiao, R.E. Kleinman, and G.F. Roach, *Weak solutions of fluid-solid interaction problems*, Math. Nachr., 218:139–163, 2000.

[30] G. Hu, A. Kirsch, and T. Yin, *Factorization method in inverse interaction problems with bi-periodic interfaces between acoustic and elastic waves*, Inverse Probl. Imaging, 10:103–129, 2016.

[31] S. Kucukcoban and L. Kallivokas, *Mixed perfectly-matched-layers for direct transient analysis in 2D elastic heterogeneous media*, Comput. Meth. Appl. Mech. Eng., 200:57–76, 2011.

[32] P. Li, L.-L. Wang, and A. Wood, *Analysis of transient electromagnetic scattering from a three-dimensional open cavity*, SIAM J. Appl. Math., 75:1675–1699, 2015.

[33] C.J. Luke and P.A. Martin, *Fluid-solid interaction: acoustic scattering by a smooth elastic obstacle*, SIAM J. Appl. Math., 55:904–922, 1995.

[34] A. Márquez, S. Meddahi, and V. Selgas, *A new BEM-FEM coupling strategy for two-dimensional fluid-solid interaction problems*, J. Comput. Phys., 199:205–220, 2004.

[35] H. J.-P. Morand and R. Ohayon, *Fluid Structure Interaction*, John Wiley, 1995.

[36] J.-C. Nédélec, *Acoustic and Electromagnetic Equations Integral Representations for Harmonic Problems*, Appl. Math. Sci., Springer-Verlag, New York, 144, 2001.

[37] R. Ohayon and C. Soize, *Structural Acoustics and Vibration: Mechanical Models, Variational Formulations and Discretization*, Elsevier, 1997.

[38] D.J. Riley and J.-M. Jin, *Finite-element time-domain analysis of electrically and magnetically dispersive periodic structures*, IEEE Trans. Antennas Propag., 56:3501–3509, 2008.

[39] J.J. Shirron and T.E. Giddings, *A finite element model for acoustic scattering from objects near a fluid-fluid interface*, Comput. Meth. Appl. Mech. Eng., 196:279–288, 2006.

[40] D. Soares and W. Mansur, *Dynamic analysis of fluid-soil-structure interaction problems by the boundary element method*, J. Comput. Phys., 219:498–512, 2006.

[41] E. Turkel and A. Yefet, *Absorbing PML boundary layers for wave-like equations*, Appl. Numer. Math., 27:533–557, 1998.

[42] L. Wang, B. Wang, and X. Zhao, *Fast and accurate computation of time-domain acoustic scattering problems with exact nonreflecting boundary conditions*, SIAM J. Appl. Math., 72:1869–1898, 2012.

[43] T. Yin, G. Hu, L. Xu, and B. Zhang, *Near-field imaging of obstacles with the factorization method: fluid-solid interaction*, Inverse Problems, 32:015003, 2016.