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Abstract. Light sheet fluorescence microscopy (LSFM) is a powerful tool for investigating model organisms including zebrafish. However, due to scattering and refractive index variations within the sample, the resulting image often suffers from low contrast. Structured illumination (SI) has been combined with scanned LSFM to remove out-of-focus and scattered light using square-law detection. Here, we demonstrate that the combination of LSFM with linear reconstruction SI can further increase resolution and contrast in the vertical and axial directions compared to the widely adopted root-mean-square reconstruction method while using the same input images. We apply this approach to imaging neural activity in 7-day postfertilization zebrafish larvae. We imaged two-dimensional sections of the zebrafish central nervous system in two colors at an effective frame rate of 7 frames per second. © The Authors. Published by SPIE under a Creative Commons Attribution 4.0 Unported License. Distribution or reproduction of this work in whole or in part requires full attribution of the original publication, including its DOI. [DOI: 10.1117/1.NPh.6.1.015009]
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1 Introduction

A fundamental problem in biomedical science is understanding the three-dimensional (3-D) structure of the brain and other organs at the cellular level. Large, thick specimens and live model organisms, such as zebrafish, C. elegans, and fruit flies, are widely used for studying organ development, human diseases, and the nervous system. Light sheet fluorescence microscopy (LSFM), also known as selective plane illumination microscopy (SPIM), is a prevalent imaging method that has gained wide attention during the past decade. Distinct from the widely used epi-illumination widefield (WF) microscope or laser scanning confocal microscope, the planar illumination scheme of LSFM allows researchers to study biological samples in three dimensions with significantly less light exposure and drastically lower illumination intensity, while still allowing for improved optical sectioning. What makes this possible is the sheet-like illumination of the sample at the focal plane of the detection objective lens, which greatly suppresses out-of-focus light. Additionally, because of its WF detection scheme, LSFM has a much higher temporal resolution over a large field-of-view (FoV) compared with laser point scanning techniques, such as confocal microscopy and two-photon microscopy.

Several groups have demonstrated the superior, high temporal performance of light sheet systems in both two and three dimensions. Various configurations of LSFM have been developed and applied to different sizes of samples. These include single cell imaging, small multicellular samples, such as C. elegans, D. melanogaster, and zebrafish embryos, samples which are hundreds of microns in size, such as C. elegans and zebrafish larvae, and even samples up to a few centimeters in size, such as whole mouse embryos and human prostate tissue. Even though LSFM provides a high temporal resolution and excellence in optical sectioning, the resulting images are greatly affected by the thickness of the sample, especially when applied to large and semiopaque samples. Scattering introduces extra background light into the resulting image, which leads to a lower signal-to-noise ratio (SNR) and reduced contrast. A number of methods have been proposed to address this issue, such as using the nondiffracting Bessel beams for excitation. Unfortunately, the side lobes of the Bessel beam also introduce extra out-of-focus light, which worsens the sectioning performance of the system. With Airy beams, a deconvolution process is required, and this approach requires the side lobes of the beam to remain in focus, limiting the detection to 0.4 NA. Using confocal slit detection (CSD) or twophoton excitation in conjunction with a Bessel or Airy beam can help minimize this problem. However, because these measures result in a higher light dose on the sample, they result in an increased rate of photo bleaching and increased risk of photodamage to the sample.

An alternative approach is combining structured illumination microscopy (SIM) with LSFM. SIM was first employed in conventional WF fluorescence microscopy as an optical sectioning method, which works by projecting a sinusoidal illumination pattern onto the sample and reconstructing the optically sectioned image using three images with a phase difference of $2\pi/3$. SIM has been combined with LSFM by replacing the light sheet created by a cylindrical lens with a scanned Gaussian or Bessel beam that can be modulated to create an SI pattern. This approach is referred to as digitally scanned light sheet microscopy (DSLM). For optical sectioning, three
sinusoidal patterns are most commonly combined using the root mean square (RMS) reconstruction algorithm.\textsuperscript{25} HiLo microscopy has also been combined with LSFM as an alternative reconstruction algorithm.\textsuperscript{29,30} Previously, we have shown that combining the SIM images using a linear reconstruction structured illumination (LR-SI) algorithm produces images with a flatter frequency response and better image fidelity at low signal intensities.\textsuperscript{31}

In this study, we combine LR-SI with DSLM.\textsuperscript{32} LR-SI has previously been combined with LSM to study early stage \textit{C. elegans} embryos and other samples with linear dimensions of \(\sim 50\ \mu m\) or less;\textsuperscript{14} here, we apply LR-SI to zebrafish larvae with a lateral dimension of \(\sim 300\ \mu m\). Additionally, we combine digital scanning and SI with electronic CSD.\textsuperscript{33,34} We analyze LR-SI both with and without (LR-SI-non) the zero-order term and compare the performance to DSLM and RMS-SI. Despite requiring more intensive postprocessing, LR-SI-non achieves a final optically sectioned image with higher contrast, while using the same number of frames, than the RMS method. Therefore, there is no sacrifice in imaging speed. We evaluate the performance of our DSLM system comparing RMS-SI and LR-SI with different parameters, imaging fluorescent bead phantoms and thick biological samples (zebrafish larvae) and compare the contrast enhancement. We apply this approach to imaging neural activity in Pentylenetetrazol (PTZ) treated 7-day postfertilization (dpf) zebrafish larvae using a GCaMP indicator and demonstrate two-color imaging at 7 frames per second (fps).

2 Materials and Methods

2.1 Optical Setup and Control System

The system, shown in Fig. 1, is a modification of the OpenSPIM platform.\textsuperscript{27} The system described here was developed to image zebrafish larvae expressing the GCaMP5 calcium indicator and red fluorescent protein (RFP). We use two lasers, a 488-nm laser (Coherent OBIS LX 50 mW) and a 561-nm laser (Coherent OBIS LS 50 mW) to sequentially excite the fluorescence. The lasers are combined by a dichroic mirror (Thorlabs DMLP505T) for multicolor imaging, and they copropagate into the sample. First, a telescope lens pair expands the laser beam by a factor of 2. The beam is then directed onto a dual-axis galvo mirror scanner (Thorlabs GVSM002). After the galvo mirror scanner, the light passes through a 0.6x reducing telescope lens pair, which reimages the galvo onto the back pupil of the illumination objective lens (Olympus UMLFLN10X/W 3.3 mm WD, 0.3 NA). The light forms a Gaussian beam with a 6.5-\(\mu m\) FWHM waist at the focal plane of the objective, which is scanned to form a scanning light sheet.

The detection objective lens (Olympus, UMLFLN20X/W, 3.3 mm WD 0.5NA) collects the fluorescent light, and the image formed by the tube lens (Olympus U-TLU 180 mm efl) is relayed by two 4f systems onto the sCMOS camera (Hamamatsu Orca Flash 4.0v2). The final magnification of the system is either 26.67 or 33.3. The 26.67 magnification gives an effective pixel size of 244 nm and FoV of 500 \(\times\) 250 \(\mu m^2\). The 33.3 magnification gives an effective pixel size of 195 nm and FoV of 399.4 \(\times\) 199.7 \(\mu m^2\). A multibandpass filter (Semrock FF01-514/605/730-25) is placed in front of the camera. The two relay systems serve to both increase the magnification and provide access to the back pupil plane for an adaptive optics (AO) system. The AO system is not implemented in this work and will be described in a forthcoming publication.

The sample holder is placed in a 4-D translation stage (Picard industries USB 4D-STAGE) so that the sample position can be adjusted relative to the illumination and detection unit. We use the stage translation approach to acquire 3-D data. The sample is moved along the \(z\) axis of the detection objective lens and a series of cross-sectional images of the sample are captured. The galvo scanner is driven by a sawtooth voltage waveform using a Digilent analog shield (DAC) and Arduino microcontrollers.

![Fig. 1 Optical setup of the system. A 10× 0.3 NA water dipping objective is used as the illumination objective lens and a 20× 0.5 NA water dipping objective is used as the detection objective lens. M1–8: mirrors; D1, dichroic mirror; T1: 2x magnification lens pair (25 and 50 mm efl); T2 5/3 demagnification lens pair (50 and 30 mm); T3 2/3 demagnification lens pair (300 m and 200 mm efl); TL: tube lens (180 mm efl); L1–2: relay lenses (f1 = 100 mm; f2 = 200 mm); GV: two-axis galvo mirror.](https://www.spiedigitallibrary.org/journals/Neurophotonics/015009-2)
We use the light sheet mode of the camera in which lines of pixels are read from the top of the sensor to the bottom. Figures 2(a) and 2(b) show the sawtooth waveform, which is used to drive the galvo scanner. This waveform is synchronized with the signal generated by the rolling shutter of the camera. The width of the rolling shutter is set to the full-width half-maximum (FWHM) of the Gaussian beam in pixels. This way, only the activated area of the sensor is illuminated, and the background light is further decreased. The laser beams are alternately turned on for each vertical scan so that information from both channels is acquired in an interleaved manner. For high-speed, large FoV functional imaging, the exposure time for each pixel line is set to 0.76 and a 19 μs delay occurs between each line exposure. A delay of 0.73 ms between each vertical scan is also added. By using 1024 lines of pixels, we are able to achieve a 20.96-ms interval time between each frame, corresponding to 23.85 fps imaging speed for two channels. The system has a power of the system, we tested various sets of T1 lens pairs with a pattern phase difference of \( \pi \), and an effective NA of the illumination objective lens, so that we can achieve a 20.96-ms interval time between each frame, corresponding to 23.85 fps imaging speed for two channels. The system has a resolution of 510 nm laterally and 2.8 μm axially in the green channel. For the purpose of enhancing the optical sectioning power of the system, we tested various sets of T1 lens pairs (2x, 3x, and 5x magnifications). This allows us to change the effective NA of the illumination objective lens, so that we can obtain a thinner sheet (FWHM: 7, 4, 2.8 μm). The microscope is controlled through a Dell precision 5810 Tower with 32 GB RAM, Intel(R)Xeon(R) E5-1603 v3 processor and custom-developed LabVIEW program. The synchronization signal is achieved through two Arduino microcontroller boards and a chipKit u32 microcontroller board with a DAC shield.

2.2 Structured Illumination and Image Reconstruction

Fig. 2 Implementation of DSLM-SI. (a) Illustration of the SI light sheet configuration. (b) Top: controlling waveform of the galvo scanner for a 500 μm × 500 μm FoV. Bottom: the laser modulation waveform with \( k_0 = 0.0427 \) μm\(^{-1} \) is shown.

The SI pattern is formed by modulating the illumination laser beam. As the laser beam scans along the y axis of the detection objective lens’s focal plane, an Arduino microcontroller is used to digitally modulate the laser intensity to create the SI pattern. This approach allows us the flexibility to rapidly change the SI frequency so that the optimum optical sectioning power can be achieved. We acquire three images sequentially for each channel with a pattern phase difference of \( 2\pi/3 \) between sequential images.

In linear fluorescence microscopy, the fluorescence intensity can be described as follows:

\[
I(\vec{r}) = E(\vec{r}) \otimes H(\vec{r}),
\]

where \( E(\vec{r}) \) is the fluorescence emission and \( H(\vec{r}) \) is the point spread function (PSF) of the system. \( E(\vec{r}) \) is the product of the sample labeling concentration \( S(\vec{r}) \), and the excitation intensity pattern of the system \( L(\vec{r}) \):

\[
E(\vec{r}) = S(\vec{r}) \cdot L(\vec{r}).
\]

For SI, \( L(\vec{r}) \) is given by

\[
L(\vec{r}) = L_0[1 + \cos(\vec{k}_0 \cdot \vec{r} + \phi_1)],
\]

where \( k_0 \equiv 2\pi NA/\lambda \) is used for the optimal optical sectioning. The sinusoidal illumination results in superimposed shifted copies of the sample information \( \tilde{D}_{\pm k_0}(\vec{k}) = \tilde{H}(\vec{k})S(\vec{k} \mp \vec{k}_0) \) in addition to the WF image, where the tilde represents the Fourier transform.

After acquiring images of the sample, we employ both the RMS method\(^{25} \) and the LR-SI method\(^{11} \) to reconstruct the optically sectioned images. The RMS method is given by Eq. (4), the WF image by Eq. (5), and the LR-SI sectioned image by Eqs. (7) or (8):

\[
I_{\text{sectioned}} = \sqrt{(I_{\phi_1} - I_{\phi_2})^2 + (I_{\phi_2} - I_{\phi_3})^2 + (I_{\phi_3} - I_{\phi_1})^2},
\]

\[
I_{\text{st}} = \frac{1}{3}(I_{\phi_1} + I_{\phi_2} + I_{\phi_3}).
\]

In the LR-SI method, the shifted sample information, \( \tilde{D}_{\pm k_0}(\vec{k}) \), can be separated with Eq. (6), in which \( \phi_1 = 0 \), \( \phi_2 = 2\pi/3 \), \( \phi_3 = 4\pi/3 \), and \( F^{-1}() \) represents the inverse Fourier transform:
\[ I_{LR-SI} = \mathcal{F}^{-1} \left\{ \frac{\mathcal{H}^*(\hat{k}) D_{\omega}(\hat{k}) + \mathcal{H}^*(\hat{k} + \hat{k}_0) D_{\omega+k}(\hat{k} + \hat{k}_0) + \mathcal{H}^*(\hat{k} - \hat{k}_0) D_{\omega-k}(\hat{k} - \hat{k}_0)}{[\mathcal{H}(\hat{k})]^2 + [\mathcal{H}(\hat{k} + \hat{k}_0)]^2 + [\mathcal{H}(\hat{k} - \hat{k}_0)]^2 + w^2} \right\}. \]  

(7)

The out-of-focus and scattering components of the signal are heavily concentrated near 0 spatial frequency. Therefore, to remove the scattering and background, we can calculate the LR-SI reconstruction without the zero-order term, Eq. (8). This method will be referred to as LR-SI-non:

\[ I_{LR-SI_{\text{non-zero}}} = \mathcal{F}^{-1} \left\{ \frac{\mathcal{H}^*(\hat{k} + \hat{k}_0) D_{\omega+k}(\hat{k} + \hat{k}_0) + \mathcal{H}^*(\hat{k} - \hat{k}_0) D_{\omega-k}(\hat{k} - \hat{k}_0)}{[\mathcal{H}(\hat{k} + \hat{k}_0)]^2 + [\mathcal{H}(\hat{k} - \hat{k}_0)]^2 + w^2} \right\}. \]  

(8)

Similar approaches to linear removal of the out-of-focus light have been proposed by Heintzmann\(^\text{30}\) and Peng.\(^\text{31}\) In the approach by Heintzmann, implemented in a standard SIM, a Gaussian notch filter is used to remove the center of the OTF for the 0 and ±1 orders. Removing the center of the OTF for the ±1 orders is not necessary to remove out-of-focus light but could potentially aid in removing higher spatial frequency scattered light. We believe that this is unlikely to be a factor in our system. Peng implemented nonlinear SI in a two-photon Bessel light sheet microscope. In this approach, numerical filters are used to combine the negative half of the negative orders with the positive half of the positive orders, also eliminating the zero order.

The parameter \(w\) in Eqs. (7) and (8) is manually adjusted to achieve the optimal reconstructed image, which is evaluated by eye. The Wiener parameter is set to 0.31 for LR for all the data shown below. The reconstruction algorithm is written in Python with additional packages including Numpy and Scipy. As we mentioned above, the LR approach has a higher computational cost compared to the RMS method; the LR takes 315.3 s to process a 972 MB image stack, which is 52.2 times longer than the RMS method.

### 2.3 Sample Preparation

In this work, we use dye phantoms, subdiffraction fluorescent beads and biological samples to test the performance of our system. For fluorescent dye phantom preparation, first, we mix the dye with DMSO into a 1.3-mM stock solution, and then dilute the stock fluorescent dye (ThermoFisher Scientific Alexa Fluor 488 or Alexa Fluor 568) in 0.2% agar in the ratio of 0.042. The fish were then diluted with E3 media in a ratio of 0.042. Both ends were plugged with 3% agar gel.

For the functional data analysis, Fig. 8(b), the intensity value of each time point is the sum of the RoI. The background value is established by averaging the intensity value over a 10-s period. The SBR is calculated by taking the peak intensity over the maximum intensity in each of five randomly selected regions of interest (RoI), each 20 × 20 pixels, and then dividing by the background value to produce a ratio. For the biological sample images, we applied the same method. The difference was only that the RoIs were larger (200 × 200 pixels), and the back-grounds were also larger (500 × 500 pixels).

For live zebrafish embryo sample preparation, we followed the protocol described in Ref. 40. First, the 7 dpf elavl3; GCaMP5G/\(\text{elavl3:GCaMP5G}\) on a nacre (mitfa1/2/\(\text{mitfa1/2/}\)) background were originally provided by Drs. M. Ahrens and D. Robson,\(^\text{3}\) and fish transgenic for gadjb:RFP were originally provided by Dr. S. Higashijima.\(^\text{3}\) All adult fish were maintained in an Aquatic Habitats (Apopka, Florida) multirack system. Habitat water consisted of reverse osmosis filtered/sterilized water to which sodium bicarbonate and other salts (Instant Ocean, Aquarium Systems, Inc., Mentor, Ohio) were added to maintain pH between 7.0 and 7.4 and conductivity between 400 and 430 \(\mu\)S. All experimental procedures were conducted in accordance with the University of Georgia Institutional Animal Care and Use Committee.

### 2.4 Zebrafish Studies

Adult and larval zebrafish (\(\text{Danio rerio}\)) were obtained from lines maintained in the University of Georgia Zebrafish Facility following standard procedures.\(^\text{5}\) Embryos and larvae were staged using standard staging criteria.\(^\text{37,38}\) Wild-type fish of the WIK strain were originally obtained from the Zebrafish International Research Center (ZIRC). Fish transgenic for \(\text{elavl3:GCaMP5G}\) on a nacre (mitfa1/2/\(\text{mitfa1/2/}\)) background were originally provided by Drs. M. Ahrens and D. Robson,\(^\text{3}\) and fish transgenic for gadjb:RFP were originally provided by Dr. S. Higashijima.\(^\text{3}\) All adult fish were maintained in an Aquatic Habitats (Apopka, Florida) multirack system. Habitat water consisted of reverse osmosis filtered/sterilized water to which sodium bicarbonate and other salts (Instant Ocean, Aquarium Systems, Inc., Mentor, Ohio) were added to maintain pH between 7.0 and 7.4 and conductivity between 400 and 430 \(\mu\)S. All experimental procedures were conducted in accordance with the University of Georgia Institutional Animal Care and Use Committee.

For live zebrafish embryo sample preparation, we followed the protocol described in Ref. 40. First, the 7 dpf elavl3; GCaMP5G; gadjb:RFP; mitfa1/2/\(\text{mitfa1/2/}\) transgenic larvae were paralyzed with alpha-bungarotoxin (125.25 \(\mu\)M \(\alpha\)-BTX). For fish that were not already genetically mutated to experience abnormal neural events, 15 mM PTZ was added to the environment to induce the abnormal neural condition. For fixed samples (structural imaging), samples were bathed in diluted tricane solution, which consists of 0.4% tricane-s solution that has been diluted with E3 media in a ratio of 0.042. The fish were then placed in a 0.2% agarose solution mounted in the FEP tubing. Both ends were plugged with 3% agar gel.

### 2.5 Data Analysis

We calculated the signal-to-background ratio (SBR) and SNR for both the beads image and the sample image across all methods. For the beads images, we first calculated the background value using the mean intensity value of five different dark, featureless regions (50 × 50 pixels) around the image. The noise is calculated by taking the average of the standard deviations from the above five regions. The signal is calculated by taking the maximum intensity in each of five randomly selected regions of interest (RoI), each 20 × 20 pixels, and then dividing by the background value to produce a ratio. For the biological sample images, we applied the same method. The difference was only that the RoIs were larger (200 × 200 pixels), and the backgrounds were also larger (500 × 500 pixels). For the functional data analysis, Fig. 8(b), the intensity value of each time point is the sum of the RoI. The background value is established by averaging the intensity value over a 10-s period and the noise is the standard deviation over the 10-s period. The SBR is calculated by taking the peak intensity over the
background value, and the SNR is calculated using the peak intensity over the noise.

3 Results and Discussion

In LSFM, the thickness of the sheet is directly related to the optical sectioning performance of the system. A thinner beam will introduce much less out-of-focus light into the system and allow us to achieve a higher $z$ axis resolution. The thinner beam is also directly related to the modulation depth of the SI pattern because the ideal sectioning strength corresponds to a spatial frequency $k_0 = \frac{\text{NA}}{\lambda}$. For our system, the ideal SI pattern wavelength is $\sim 1 \mu\text{m}$, smaller than the Gaussian beam waist. Therefore, a thinner beam will allow us to achieve much better contrast. Figure 3 shows different beam profiles for different amounts of initial magnification of the 488-nm laser and the pattern used for SI. The Rayleigh length of the beam is directly proportional to the beam waist ($Z_R = \frac{\pi w_0^2}{\lambda}$), which means that the FoV is inversely proportional to optical sectioning strength.

We created beams with three different waists (BM1, BM2, and BM3) by expanding the laser beam by $2\times$, $3\times$, and $5\times$ using different lenses in the T1 lens pair in Fig. 1. BM1 has a FWHM of $6.60 \pm 0.18 \mu\text{m}$ and a corresponding Rayleigh length of $305 \mu\text{m}$, BM2 has a FWHM of $4.38 \pm 0.16 \mu\text{m}$ with a Rayleigh length of $110 \mu\text{m}$, and BM3 has a FWHM of $3.85 \pm 0.15 \mu\text{m}$ with a Rayleigh length of $40 \mu\text{m}$. For this work, BM1 is used, because it has the largest Rayleigh length and therefore results in the largest FoV, allowing us to capture the entire width of the zebrafish larval central nervous system.

Fig. 3 Illumination beam profile and modulation depth of the SI pattern. Characterization using the dye phantom described in Sec. 2.4 (a). Beams BM1, BM2, BM3 are formed by using $2\times$, $3\times$, $5\times$ magnification lens pair, respectively. The scale bar is $50 \mu\text{m}$. (b) Intensity profile at the beam waist. (c)–(e) SI patterns generated using the $2\times$ lens pair. SI patterns of $9.36$, $4.68$, and $2.34 \mu\text{m}$. The FoV is $99.84 \times 99.84 \mu\text{m}^2$, cutout from the $399.36 \times 399.36 \mu\text{m}^2$ image. Scale bar is $40 \mu\text{m}$. (f)–(h) Frequency space representations of (c)–(e), respectively. Scale bar is $0.3 \mu\text{m}^{-1}$. (i)–(j) Normalized intensity plots of the cross-section of the images in (c) and (d). Dotted line is the experimental result and the solid line is the theoretical value.
Figures 3(c)–3(e) demonstrate the different SI patterns created in the Alexa 561 dye phantom. Figures 3(f)–3(h) show the corresponding Fourier transforms to Figs. 3(c)–3(e). Figures 3(i)–3(k) show the theoretical modulation depth and the experimental results with the fluorescent dye phantom. Here, we used the 48-pixel pattern (9.36 μm), which provides the best modulation depth with the 6.60-μm beam waist, which is critical for later reconstruction.

Figure 4 compares the optical sectioning performance of the WF DSLM system to RMS-SI, LR-SI, and LR-SI-non methods using the 200-nm YG fluorescent bead phantom. The images are acquired with an illumination pattern wavelength of 9.36 μm. Figures 4(a)–4(c) are 99.84 × 99.84 μm² regions from the 399.36 × 399.36 μm² image. The PSF is measured using the intensity profile of the fluorescent beads. Ten beads are measured from different sets of images. The lateral PSF is plotted in Fig. 4(i), and Fig. 4(j) is the axial PSF. The WF image results in a FWHM of 631 ± 19 nm in the y axis and 4.49 ± 0.25 μm in the z axis, while the FWHM of the PSF with RMS-SI is 623 ± 23 nm and 4.48 ± 0.28 μm. That of the LR-SI image is 478 ± 19 nm and 4.01 ± 0.23 μm, and that of the LR-SI-non is 470 ± 15 nm and 3.86 ± 0.29 μm. The resolution with LR-SI is better due to the Wiener filter in Eqs. (7) and (8), which boosts the higher frequencies. We calculated the SBR of each method; the LR-SI-non image shown in Fig. 4(d) has a SBR of 146.5 ± 45.5, whereas the images in Figs. 4(a)–4(c) have SBRs of 6.6 ± 1.25 (WF), 103.2 ± 26.7 (RMS-SI), and 13.87 ± 3.25 (LR-SI), respectively. LR-SI-non yields a SBR 23.8 times higher than that of the WF image and 42% higher than that of the widely adopted RMS-SI method. WF has a SNR of 368.9 ± 75.1.

The SNRs for RMS-SI, LR-SI, and LR-SI-non are 167.8 ± 43.5, 319.4 ± 74.9, and 181.0 ± 56.2.

Then, we tested our system with thick biological samples, zebrafish larvae, using a 11.7-μm illumination pattern with the 2× magnification lens pair. Figure 5 illustrates the gad1b:RFP expression in a 7-day-old zebrafish larva’s central nervous system, acquired in the DSLM-SI mode. Figures 5(a)–5(d), from left to right, are the WF, RMS-SI, LR-SI, and LR-SI-non images. Enlarged cuts from Figs. 5(a)–5(d) are shown in Figs. 5(e)–5(h), and the contrast enhancement is demonstrated through the line intensity y-profile at the location noted in Fig. 5(e) for each of the methods. The line intensity profile is shown in Fig. 6. The LR-SI-non has better contrast in comparison with LR-SI, due to the removal of the zero-order term during the reconstruction process, which eliminates the scattering component. We then compared the SBR and SNR values across the four methods, LR-SI-non shows the highest SBR value, which is 194.8 ± 26.7, and WF, RMS, and LR-SI have values of 26.1 ± 4.4, 48.5 ± 9.8, and 31.8 ± 4.4, respectively. Unlike the result that we acquired using bead phantoms, the LR-SI has an SNR value of 335.5 ± 46.7; the SNR of LR-SI-non is 254.6 ± 34.9; the SNR of RMS-SI is 71.8 ± 14.6; that of WF is 116.8 ± 19.6. LR-SI-non’s SNR is 3.5 times higher than that of RMS-SI.

LR-SI-non and RMS-SI have the largest SBR values because they remove background—out-of-focus and scattered—light. LR-SI-non has higher SNR than RMS-SI because both the +1 and −1 SI orders contribute to the image while RMS-SI effectively isolates only one order. The relative values of SBR and SNR are different for beads and fish because the frequency...
content of the image as well as the amount of background light in the image strongly affect how the LR-SI and LR-SI-non techniques compare to WF and RMS-SI. The images of zebrafish larvae have more low-frequency content compared to the bead phantoms. Different amounts of background light can be due to different amounts of scattering in the sample, and misalignment of the light sheet can also lead to more background light.

Figure 7 shows three different time points during a 2-min video clip, comparing the four different methods. From top to bottom, the series of images shows the WF, RMS-SI, LR-SI, and LR-SI-non methods, respectively. From left to right, the interval between each time point is 0.5 s. It shows that neural activity can be captured by our system with an effective two-color rate of 7 fps.

The intensity change is plotted as a function of time in Fig. 8. LR-SI-non has a SBR of 2.8 and LR-SI has a SBR of 2.4, which shows that LR-SI-non has higher peak signals relative to the background. However, the LR-SI-non also results in lower SNR compared to LR-SI (91 compared to 350). In Fig. 8, neural events can be observed at the approximate times.

The intensity profiles along line at the location noted in Fig. 5(e) for each of the reconstruction methods. The Wiener parameter (w) is set to 0.31 for the LR.

The optic tectum of the larval zebrafish is a major part of the midbrain and consists of a large number of unmyelinated axons. This results in a relatively uniform fluorescent region in the image. This region is largely contained within the lower frequency bandwidth. Removal of the zero-order term during the reconstruction process results in a lower intensity of the signal, which leads to lower SNR in the RoI.

When imaging large samples, absorption and scattering structures inside the sample in the excitation light path cause stripe artifacts. Figure 9 shows 3-D stacks at a range of depths as a comparison between different methods. Here, we observe that stripe artifacts become much more noticeable as we image deeper into the sample. This is due to the extra tissue, which
Fig. 8 LR-SI image of a 7-day-old elavl3:GCaMP5g; gad1b:RFP; mitfa w2/w2 zebrafish larva treated with 15 mM PTZ. (a) Integration of the intensity at the location of the ROI is calculated. (b) Intensity change of the ROI noted in (a) plotted as a function of time. LR-SI-non shows higher peak signals relative to the background compared to LR-SI. However, the LR-SI-non results in lower SNRs relative to LR-SI method. The scale bar is 40 μm.

Fig. 9 Slices from a 3-D image stack of a 7-day-old elavl3:GCaMP5g; gad1b:RFP; mitfa w2/w2 zebrafish larva with DSLM-SI. From the top to bottom row: WF, RMS-SI, LR-SI, and LR-SI-non. Each column is a different depth into the sample. Image size is 399.36 μm × 399.36 μm and the scale bar is 50 μm.

Fig. 10 Comparison of optical sectioning performance. x – z planes from 3-D stack shown in Fig. 9: (a) WF, (b) RMS-SI, (c) LR-SI, and (d) LR-SI-non. Scale bar in (a) is 25 μm and image size is 252 μm × 210 μm.
introduces more scattered light. In addition, the stripe artifacts are much more obvious in RMS-SI and LR-SI-non, because the stripe artifacts are part of the high frequency structure of the image. Figure 10 shows axial cross-sections of the 3-D volume, illustrating the comparison between all four methods. LR-SI-non, Fig. 10(d), yields a stronger optically sectioned image. However, the stripe artifact is more apparent in comparison with Fig. 10(c). This is noted with a yellow arrow in Figs. 10(c) and 10(d). Various computational methods have been developed to mitigate the stripe artifacts, however, the large amount of data in LSFM images exponentially increases the computational cost of these methods. Multidirectional SPIM is a promising method for alleviating stripe artifacts; however, it is not compatible with SI. Self-reconstructing beams have been shown to mitigate stripe artifacts and are compatible with DSLM-SI and, therefore, could be used in combination with DSLM-SI and LR-SI reconstruction. Recently, two approaches that are also compatible with DSLM-SI have been developed to address this issue. We are also working on an approach to mitigating stripe artifacts that is compatible with DSLM-SI.

The effect of optical aberrations on SI has been studied previously, and the aberrations have been shown to decrease pattern contrast and decrease the SNR of the reconstructed image. By using FEP tubing to mount our samples, we have minimized the effect of spherical aberration in our system as can be seen by the measured axial width of the PSF, which is in good agreement with the theoretically expected PSF width from a well-corrected 0.5 NA objective (2/λNA ≈ 4.0 μm). Aberrations could be further controlled through the use of AO.

4 Conclusion

In conclusion, we have demonstrated the combination of linear SI with LSFM to image neural activity in the central nervous system of 7 dpf zebrafish larvae. Using linear SI, we can image 2-D planes in two colors at 7 fps. Linear SI shows higher SNR than both conventional DSLM and RMS-SI. In highly scattering sections, the scattering signal can be eliminated by removing the zero-order term in the linear SI reconstruction. Linear SI with the zero order removal also shows superior axial sectioning compared to RMS-SI in our setup, where the axial resolution of the imaging objective is comparable to the thickness of the light sheet. As the imaging plane is moved deeper into the sample where the sample is thicker, stripe artifacts become apparent due to absorption and scattering of the excitation beam. To address this problem, multiple computational approaches could be applied.

We are currently using the system to investigate neural activity in PTZ-treated zebrafish and different zebrafish mutants. Future work will involve making several improvements to the system including the use of fast axial scanning to enable volumetric imaging and the implementation of AO in the system to improve the resolution of the system.
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