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Abstract—In this paper, we describe a new algorithm to compute the extreme eigenvalue/eigenvector pairs of a symmetric matrix. The proposed algorithm can be viewed as an extension of the Jacobi transformation method for symmetric matrix diagonalization to the case where we want to compute just a few eigenvalues/eigenvectors. The method is also particularly well suited for the computation of sparse eigenspaces. We show the effectiveness of the method for sparse low-rank approximations and show applications to random symmetric matrices, graph Fourier transforms, and with the sparse principal component analysis in image classification experiments.
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I. INTRODUCTION

Low-rank eigenvalue decompositions (EVD) of matrices \([1, 3]\) are one of the most important algorithms in numerical linear algebra with many applications in applied mathematics, machine learning, and signal processing.

For full symmetric matrices, one of the most popular ways to build eigendecompositions is the QR algorithm \([2, 3]\). While this algorithm efficiently produces the complete eigenfactorization, it can be numerically expensive to run if the input matrix is very large or it has some special structure that is destroyed in the algorithm’s update steps. For sparse and/or large scale matrices, several methods have been proposed in the literature which compute just a few eigenvalues/eigenvectors pairs of interest (either a few of the extreme ones or a few near a given eigenvalue \(\lambda\); iterative subspace methods \([4]\) Chapter 7.3) with Rayleigh-Ritz acceleration \([5]\), Lanczos methods \([6]\) with restarts \([7]\), Jacobi-Davidson methods \([8, 9]\), Rayleigh quotient \([10]\) and trace minimization \([11]\) methods.

Introduced in 1848, the Jacobi method for the diagonalization of a symmetric matrix \([12]\) is a conceptually simple yet effective method to find all the eigenvalues/eigenvectors of a symmetric matrix. It is based on iteratively canceling the largest absolute value off-diagonal element in the matrix until we are left only with the diagonal elements (up to some precision). Because it is relevant to our work here, we will give an overall description of this algorithm in Section II.

The topic of great interest as there is still much research underway to perform faster \([13]\), structured \([14]\), and more robust decompositions \([15]\) with modern applications \([16]\). In recent years, driven mostly by applications in machine learning and signal processing, researchers have started to explore algorithms and theory for the construction of sparse eigenspaces.

In the era of big data, it is convenient to find eigenspaces that are easier to store (due to sparsity) and interpretable. To this end, the sparse principal component analysis (SPCA) method was introduced in \([17]\) to build sparse eigenspaces. As SPCA involves a sparsity constraint, it is NP-hard to solve in general \([18]\) and, therefore, there is continuous research to find better algorithms and tighter guarantees to find sparse principal components. There are several strategies proposed to solve the SPCA problem: the work in \([19, 17]\) added an \(\ell_1\) regularization to achieve sparsity, a direct formulation based on semidefinite programming \([20]\), greedy methods for SPCA \([21]\), iterative thresholding methods applied to the SVD \([22, 23]\), and generalized power method framework \([24]\).

In this paper, we propose an extension of the Jacobi method that computes only a few eigenvectors and is therefore well suited to build \(p\)-rank approximations. The method is also particularly well suited when searching for sparse eigenspaces.

The paper is organized as follows: Section II gives a brief outline of the Jacobi method for matrix diagonalization, Section III describes the main ideas of the paper and details the proposed algorithm, and finally, Section IV gives experimental evidence on the performance of the proposed method.

II. THE JACOBI METHOD FOR THE DIAGONALIZATION OF A SYMMETRIC MATRIX

The Jacobi eigenvalue algorithm is an iterative method that computes all the eigenvalues/eigenvectors of a real symmetric matrix. Starting from the given matrix \(S^{(0)} \leftarrow S\) the algorithm proposes a series of updates like \(S^{(k)} \leftarrow J_{ij}^{(k)} S^{(k-1)} J_{ij}\) where \(J_{ij}\) is called a Jacobi rotation matrix such that the entry \((i, j)\) of the matrix \(S^{(k)}\) is zeroed. At step \(k\), we choose to zero the largest absolute value entry in the matrix, i.e., \((i, j) = \arg \max_{q \neq r} |S_{rq}|\), and therefore guaranteeing that the iterates converge to a diagonally dominant matrix, i.e., \(\lim_{k \to \infty} S^{(k)} = \Lambda = \text{diag}(\Lambda)\) (the diagonal of eigenvalues, but they are not in any particular order). The method converges linearly at first and quadratically after a certain number of updates \([25]\). Moreover, it can be implemented efficiently on a parallel computing architecture \([26]\).

III. THE PROPOSED METHOD

In this section, we propose to modify the Jacobi method to compute only a few eigenvalues/eigenvectors. Similarly to the Jacobi method, we are concerned with two questions:
(A) how to choose the indices \((i, j)\) on which to operate? (B) what operation to perform on these chosen indices?

We propose to discuss our contribution in three steps: 1) we write the eigenvalue problem as a least-squares problem whose solution is a \(p\)-rank eigenspace; 2) to solve this least-square problem, we introduce basic building blocks for which we have closed-form solutions; and 3) we show that the eigenspace can be written as a product of these basic building blocks and we give an efficient algorithm to construct it.

**Result 1.** Given a vector \(\alpha \in \mathbb{R}^p\) and a symmetric matrix \(S \in \mathbb{R}^{n \times n}\) with its eigenvalue decomposition \(S = U \Lambda U^T\) where \(\lambda_1 \geq \lambda_2 \geq \cdots \geq \lambda_n\), then the following optimization problem in the variable \(\tilde{U} \in \mathbb{R}^{n \times n}\):

\[
\text{minimize}_{\tilde{U}, \ U^T \tilde{U} = I_n} \left\| \begin{bmatrix} \text{diag}(\alpha) & 0_{(n-p) \times p} \\ 0_{(n-p) \times p} & 0_{(n-p) \times (n-p)} \end{bmatrix} \right\|_{F}^2 - \tilde{U}^T S \tilde{U}, \quad (1)
\]

has the following solutions and objective function values:

- \(\alpha \in \mathbb{R}_+^p\) is sorted increasing: \(\tilde{U}\) contains the \(p\) eigenvectors associated with the largest \(p\) eigenvalues of \(S\) and the objective function value is \(\sum_{q=1}^{p} (\alpha_q - \lambda_q)^2 + \sum_{q=p+1}^{n} \lambda_q^2\);
- \(\alpha \in \mathbb{R}^p\) is sorted decreasing: \(\tilde{U}\) contains the \(p\) eigenvectors associated with the smallest \(p\) eigenvalues of \(S\) and the objective function value is \(\sum_{q=1}^{n-p} \lambda_q^2 + \sum_{q=p+1}^{n} (\alpha_{p-q+1} - \lambda_{n-p+q})^2\).

In both cases, the columns of \(\bar{U}\) are stored in the decreasing order of their associated eigenvalues.

**Proof.** We denote the left matrix by \(A\) and then we have the objective function \(\|A - \tilde{U}^T S \tilde{U}\|_F^2 = \|A\|_F^2 + \|S\|_F^2 - 2\text{tr}(A \tilde{U}^T S \tilde{U})\). By the Courant-Fischer theorem [27, Corollary 4.3.39], we maximize the trace term by choosing \(\tilde{U}\) to be the \(p\) eigenvectors of \(S\) such that \(\text{tr}(A \tilde{U}^T S \tilde{U}) = \sum_{i=1}^{p} \alpha_i \lambda_{ri}\) is largest for some ordering \(r\). To maximize the trace, the ordering is such that either the largest eigenvalues are picked (when \(\alpha_i\) is positive) or the smallest eigenvalues (when \(\alpha_i\) is negative). Eigenvalues/eigenvectors can be chosen in order to minimize the objective function as described in the result.

**Remark 1** (Modification of the scores \(C_{ij}\)). As discussed in Result 1 for (1), we would exactly minimize the objective function if \(\alpha\) would contain \(p\) eigenvalues of \(S\) but we assume that these are not available a priori. Therefore we are in a situation where after applying a transformation on indices \((i, j)\) the new score on those indices is not zero (it is actually \(2(S_{ii} - S_{jj})\), assuming \(S_{ii} \geq S_{jj}\)). To guarantee that the appropriate scores are zero, instead of (5), we use:

\[
C_{ij} = (A_{ij} - A_{ii})(S_{ii} - S_{jj}) + \sqrt{(S_{ii} - S_{jj})^2 + 4S_{ij}^2}, \quad (6)
\]

This new score is zero when \(S_{ij}\) is zero and the diagonal elements \(S_{ii}\) and \(S_{jj}\) are in decreasing order. These are the only cases when improvement in the objective function cannot be achieved. Otherwise, the scores are strictly positive. By construction we have that the \((i, j)\)th element of \(G_{ij}^2 S_{ij}\) is set to zero (and the new diagonal elements are \(D\) from (3)).

**Result 3.** Assume now that \(\tilde{U}\) in (1) is written as:

\[
\tilde{U} = \prod_{q=1}^{k} G_{i_qj_q} = G_{i_1j_1} G_{i_2j_2} \cdots G_{i_kj_k}, \quad (7)
\]

then we can solve (1) several times: at step \(q\) we minimize \(\|A - \tilde{U}^T S \tilde{U}\|_F^2\) where \(S(q-1) = G_{i_{q-1}j_{q-1}} \cdots G_{i_1j_1} S G_{i_1j_1} \cdots G_{i_{q-1}j_{q-1}}\). Similarly to the Jacobi method, our updates are \(S \leftarrow G_{i_qj_q}^T S(q-1) G_{i_qj_q}\).

Based on these results, we give the full description of the proposed method in Algorithm 1. We first compute all the scores \(C_{ij}\) which takes order \(O(p n)\) operations and then proceed with the iterative phase where we apply a single (3) to the symmetric input matrix \(S\) – this takes \(O(n)\) operations. Finally, only scores that have indices \((i, j)\) previously used are updated (all other scores remain the same) – this again takes \(O(n)\). Therefore, the computational complexity of Algorithm 1 is \(O(n(p + q))\). Depending on the application, we usually have that \(p \sim O(1)\) and we suggest taking \(k \sim O(n \log_2 n)\) to balance the accuracy of the eigenspace with its sparsity, see the Experimental Results section. Some remarks are in order.

**Remark 2** (The connection to the Jacobi method). Similarly to the Jacobi method, Algorithm 1 also has two steps: find
Algorithm 1

Input: Symmetric matrix $S \in \mathbb{R}^{n \times n}$, dimension of eigenspace $p \in \mathbb{N}^*$, target $\alpha \in \mathbb{R}^p$, and number of basic transformations/iterations $k \geq 1$.

Output: Approximate eigenspace $\hat{U} \in \mathbb{R}^{n \times p}$ as in (7).

1. Initialize: $\hat{U} \leftarrow I_n$, $S^{(0)} \leftarrow S$, $C_{ij}$ with (6) for $j > i \geq p$.
2. Iterative process, for $q = 1, \ldots, k$:
   - Find $(i_q^*, j_q^*) = \arg \max_{ij} C_{ij}$.
   - Build $G_{ij_q^*j_q^*}$ according to (2) and (3) using $S^{(q-1)}$.
   - Update $S^{(q)} \leftarrow G_{ij_q^*j_q^*}^T S^{(q-1)} G_{ij_q^*j_q^*}^T$ and $\hat{U} \leftarrow \hat{U} G_{ij_q^*j_q^*}$.
   - With (6), update $C_{ij}^q$ for $j > i_q^*$ and $C_{ij}^q$, for $i \leq p$.

indices $(i, j)$ and apply a transformation such that we are closer to the stated objective (diagonalize the matrix). But we differ from the Jacobi method in both steps: the selection of the indices is made with (6) instead of the maximum absolute value off-diagonal element and the transformation is not a Jacobi rotation but it is (3) (a general $2 \times 2$ orthonormal transformation: rotation or reflection). Regarding these scores, we have that $C_{ij} = |S_{ij}|^2$ in the Jacobi method when $S_{ii} = S_{jj}$. Despite these differences, our method can also benefit from the parallelization techniques developed for the Jacobi method (25, 30).

Remark 3 (On the convergence of Algorithm 1). Because at each step of the proposed algorithm we make choices to maximally reduce the objective function in (4) we are at each step of the proposed algorithm we make choices $\lambda_p - \lambda_{p+1}$ for the choice of $\alpha$: with $\alpha = 1_{p \times 1}$ or $\alpha = -1_{p \times 1}$ (see also next Remark 4). Otherwise, when we recover sparse eigenspaces with small $k$ (as with $k \sim O(n)$ or $k \sim O(n \log_2 n)$) these convergence results do not hold.

Remark 4 (On the choice of $\alpha$). As it is clear from Result 1 that it would be ideal to have the true eigenvalues of $S$ for which we want to recover the eigenvectors. Unfortunately, these are not available in general. Therefore we propose two ways of choosing $\alpha$: i) either $\alpha_i \in \{\pm 1\}$ (as per Result 1, to recover highest and lowest eigenvalues, respectively) or ii) $\alpha$ is a decreasing/increasing series. In the first case, if the entries of $\alpha$ are equal then $C_{ij} = 0$ for all $i, j \leq p$ and therefore we have that $\lim_{k \to \infty} S^{(k)} = \begin{bmatrix} S_1 & 0_{p \times (n-p)} \\ 0_{(n-p) \times p} & S_2 \end{bmatrix}$ where the two blocks $S_1 \in \mathbb{R}^{p \times p}$ and $S_2 \in \mathbb{R}^{(n-p) \times (n-p)}$ are symmetric and they split the $n$ eigenvalues of $S$. This means that we do not compute the eigenvectors, but a linear combination of the eigenvalues (in some applications, like principal component analysis (PCA), this is sufficient). In the second case, we have in general that $C_{ij} \neq 0$ for $j > i \geq 1$ and therefore we reach $\lim_{k \to \infty} S^{(k)} = \begin{bmatrix} D_1 & 0_{p \times (n-p)} \\ 0_{(n-p) \times p} & S_3 \end{bmatrix}$ where now $D_1 \in \mathbb{R}^{p \times p}$ is the diagonal with $p$ eigenvalues and we therefore recover their actual $p$ eigenvectors. We note that if $\alpha_1 = 1, \alpha_2 = -1$ and the rest are zero then Algorithm 1 approximates both the extreme eigenvalue/vector pairs simultaneously.

Remark 5 (A block version of Algorithm 1). In Algorithm 1 we have chosen indices two at a time. We can extend the method to deal with blocks of size $b \times b$ just as in block Jacobi methods (38, 39, 40). In this case, we do assume we have a procedure to perform the EVD of a $b \times b$ matrix (the simple formulas of the $2 \times 2$ case are no longer available). A natural way is to choose blocks of size $b = 2p$ such that we pick $p$ pairs like $(i, \arg \max C_{ij})$ for all $i \leq p$ (restricting such that no duplicate indices appear). In this case, we do compute the explicit eigenvectors and therefore the choice of $\alpha$ is not relevant to the final result (we are in the second case of Remark 4).

Remark 6 (Algorithm 1 for large sparse matrices). When the given $S$ is a large sparse matrix we are concerned with the fill-in that happens during Algorithm 1. We note that, at each step, the fill-in is at most $O(n)$. Regarding the scores, we have that most $S_{ij} = 0$ and therefore the critical quantity in (6) which is $|S_{ii} - S_{jj}| - (S_{ii} - S_{jj})$ takes either the value 0 when the diagonal entries are ordered decreasing, i.e., $S_{ii} > S_{jj}$), or $2(S_{jj} - S_{ii})$ otherwise (in this case, the $G_{ij}$ in (3) is a reflector that flips rows/columns $i$ and $j$ in $S$, ensuring a diagonal with decreasing elements). Therefore, by ordering the diagonal entries of $S$ we can have exactly as many non-zero scores $C_{ij}$ as non-zero off-diagonal entries $S_{ij}$.

Remark 7 (Sparse eigenspaces and sweeping the indices). Maximizing the scores leads to the best possible update at each step of the algorithm and can be exploited to build sparse eigenspaces (we stop after just a few transformations $k \ll n^2$). Still, this step can be expensive as the maximum score needs to be found at each iteration. Furthermore, if we look to approximate the eigenspace giving up sparsity then sweeping all the indices in order is an appropriate solution (analogously to cyclic Jacobi algorithms (40, 41)).

Remark 8 (Algorithm 1 for Hermitian matrices). As with the Jacobi method for complex-valued matrices (25), the proposed algorithm is immediately extensible to the Hermitian case. In (6), for Hermitian $S \in \mathbb{C}^{n \times n}$ we have that $C_{ij} = (A_{jj} - A_{ii})(\sqrt{|S_{ii} - S_{jj}|^2 + 4|S_{ij}|^2} - (S_{ii} - S_{jj}))$ and then the decomposition in (3) is over the complex field.

IV. EXPERIMENTAL RESULTS

In this section, we use the proposed method to construct low-rank approximations of 1) random matrices; 2) Laplacian matrices of random graphs; 3) covariance matrices in the context of principal component analysis (PCA) as a dimensionality reduction techniques before classification. To
measure the quality of the eigenspace approximation $\bar{U}$ we construct for a given $S$, we use the approximation accuracy:

$$\epsilon(S, \bar{U}) = \frac{\text{tr}(\bar{U}^T S \bar{U})}{\sum_{i=1}^{p} \lambda_i} \quad (\%).$$

The eigenvalues $\lambda_i$ can be either the lowest or highest of $S$ and we assume $\sum_{i=1}^{p} \lambda_i \neq 0$, i.e., we are not trying to recover the null space of $S$ of size $p$. Good approximations are obtained whenever $\epsilon \approx 1$ (or 100%). We will always compare with the classic Jacobi method (search for the maximum absolute off-diagonal element but using (3)). Full source code is online\(^1\).

1) **Low-rank approximations of random symmetric matrices:** We generate random matrices $X \in \mathbb{R}^{n \times n}$ with entries drawn i.i.d. from the standard Gaussian distribution, then initialize $S \leftarrow XX^T$ and we build rank $p = 20$ approximations of $S$. In Figure 1 we show the results obtained in the decomposition of these random matrices for $n = 1024$. We compare against the Jacobi method and also show the block variant of the proposed method (see Remark 5). We always perform better than the Jacobi method in these experiments, showing that selecting indices via (6) brings benefits.

2) **Graph Fourier transforms: eigenvectors of graph Laplacians:** In many graph signal processing applications\(^4\),\(^5\),\(^6\), we are interested in estimating the eigenvectors associated with the lowest eigenvalues of an undirected graph Laplacian $L$. These eigenvectors are define the graph Fourier transform\(^45\) and are useful as they provide “low-frequency” information about graph signals. We generate random community graphs of $n = 256$ nodes with the Graph Signal Processing Toolbox\(^2\), for which we decompose the sparse positive semidefinite Laplacians as $L = U \Lambda U^T$ and recover the eigenvectors from $U$ associated with the lowest eigenvalues from $\Lambda$. To compute the lowest eigenvalues we take Algorithm 1 with $\alpha = -1_{p \times 1}$ and $\alpha = -\log_2(p + 1, \ldots, 2)$ (a negative increasing sequence), same as taking $-L$ instead of $L$.

3) **Dimensionality reduction via sparse PCA:** In the context of machine learning applications, given a dataset, it is important to compute the eigenvectors associated with the highest eigenvalues of the covariance matrix. We consider a classification example with the USPS dataset\(^3\) with 10 classes for which $n = 256$ and the number of data points is $N = 9298$. From the data matrix $X \in \mathbb{R}^{n \times N}$ we explicitly compute the covariance $C = XX^T$ and apply Algorithm 1 on $C$ to get the $p$ principal components. We use the $K$-nearest neighbors ($K$-NN) classification algorithm with $K = 15$, but before we perform dimensionality reduction with $p = 15$. Results are shown in Figure 3. We compare against the full PCA, the sparse Johnson-Lindenstrauss (S-JL) transform\(^46\) for $p = 30$ components (for $p = 20$ as with PCA the performance is poor because S-JL is not data dependent) with sparsity $s = 3$ per column (overall sparsity 30%).

---

\(^1\)https://github.com/cristian-rusu-research/JACOBI-PCA
\(^2\)https://epfl-lts2.github.io/gspbox-html/
\(^3\)https://github.com/darshanbagul/USPS_Digit_Classification
In this paper, we have described an extension of the Jacobi method for the diagonalization of matrices for the computation just of a few eigenvalue/eigenvector pairs of a symmetric (or Hermitian) matrix. We show experimental results where we recover sparse eigenspaces associated with both of the highest and lowest eigenvalues and we highlight a trade-off between sparsity and eigenspace recovery accuracy.
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