ON THE LINEAR ORDERING PROBLEM AND THE RANKABILITY OF DATA

Abstract. In 2019, Anderson et al. proposed the concept of rankability, which refers to a dataset’s inherent ability to be meaningfully ranked. In this article, we give an expository review of the linear ordering problem (LOP) and then use it to analyze the rankability of data. Specifically, the degree of linearity is used to quantify what percentage of the data aligns with an optimal ranking. In a sports context, this is analogous to the number of games that a ranking can correctly predict in hindsight. In fact, under the appropriate objective function, we show that the optimal rankings computed via the LOP maximize the hindsight accuracy of a ranking. Moreover, we develop a binary program to compute the maximal Kendall tau ranking distance between two optimal rankings, which can be used to measure the diversity among optimal rankings without having to enumerate all optima. Finally, we provide several examples from the world of sports and college rankings to illustrate these concepts and demonstrate our results.
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1. Introduction. The linear ordering problem (LOP) is a classical optimization problem that was classified as NP-hard in 1979 by Garey and Johnson [13]. The LOP has received considerable attention in the literature due to its many applications in archaeology, economics, and ranking [9, 14, 23, 27, 28]. Much attention has also been given to the computational aspects of the LOP, which include heuristic, branch-and-bound, and relaxation methods [6, 11, 16, 17, 18, 22, 28, 30].

In many ranking applications, the data is often assumed to be totally rankable, i.e., observations are some noisy evaluations of an objective function that reflects the true unique ranking [8]. In [1], the authors questioned this assumption by proposing the concept of rankability, which refers to a dataset’s inherent ability to be meaningfully ranked. When viewed as a digraph, these authors consider an acyclic tournament digraph to be the ideal dataset, which has one unique ranking that perfectly aligns with all pairwise information in the dataset. Moreover, given a dataset that can be represented as a digraph with binary weights, they measure rankability by computing the number of edge changes (additions or deletions) that
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need to be made in order to obtain an acyclic tournament digraph, and the number of distinct acyclic tournament digraphs that can be obtained given that number of edge changes. The number of edge changes is used as a distance to ideal, and the number of distinct acyclic tournament digraphs that can be obtained is used as a measure of diversity. Note that these values can be computed as a LOP, but the latter value requires the enumeration of all optimal solutions, which is not practical for most applications. Also, this rankability model is limited to data that can be represented as a digraph with binary weights.

In this article, we give an expository review of the LOP and then use it to analyze the rankability of data in a manner that is capable of handling weighted data and does not require the enumeration of all optimal solutions. Specifically, the degree of linearity is used to quantify what percentage of the data aligns with an optimal ranking, which can be used as the distance to ideal. In the context of sports, this is analogous to the number of games that a ranking can correctly predict in hindsight. In fact, under the appropriate objective function, we show that the optimal rankings computed via the LOP maximize the hindsight accuracy of a ranking. Moreover, we develop a binary program to compute the maximal Kendall tau ranking distance between two optimal rankings, which provides a measure of diversity without having to enumerate all optima. Finally, we provide several examples from the world of sports and college rankings to illustrate these concepts and demonstrate our results.

2. The Linear Ordering Problem. Let \( n = \{1, 2, \ldots, n\} \), where \( n \geq 2 \), and \( a_{ij} \in \mathbb{R}_{\geq 0} \) for \( i, j \in [n] \). Then, the LOP determines a symmetric re-ordering of the matrix \( A = [a_{ij}] \), i.e., a similarity transformation of \( A \) via a permutation matrix, that results in a maximal upper-triangular sum. Equivalently, if \( A \) is the adjacency matrix of a simple digraph \( \Gamma \), then the LOP seeks to find a spanning acyclic tournament sub-digraph of \( \Gamma \) with maximal weight sum, where we use the convention that an edge has weight zero if and only if the edge does not exist. The integer program formulation of this problem, denoted LOP \((A)\), is described as follows [28]:

\[
\begin{align*}
\text{maximize} & \quad \sum_{i \neq j: i, j \in [n]} a_{ij} x_{ij} \\
\text{subject to} & \quad x_{ij} + x_{ji} = 1, \quad \forall i < j: i, j \in [n], \\
& \quad x_{ij} + x_{jk} + x_{ki} \leq 2, \quad \forall i < j, i < k, j \neq k: i, j, k \in [n], \\
& \quad x_{ij} \in \{0, 1\}, \quad \forall i \neq j: i, j \in [n],
\end{align*}
\]

where the \( x_{ij} \) are decision variables that indicate whether the edge \((i, j)\), with weight \( a_{ij} \), should be included in the sub-digraph of \( \Gamma \) with maximal weight sum. Note that constraint (1b) ensures that the sub-digraph is a spanning tournament and constraint (1c) forces the tournament to contain no dicycles. Formal definitions of tournaments and dicycles can be found in [18].

A binary vector \( X = [x_{ij}] \in \{0, 1\}^{n(n-1)} \), where \( x_{ij} \) satisfy constraints (1b)–(1d), is a feasible solution of LOP \((A)\). We can use constraint (1b) to project the feasible solution space to \( \{0, 1\}^{(\begin{array}{c} n \\ 2 \end{array})} \) by substituting every variable \( x_{ij} \), where \( j > i \), with \( 1 - x_{ji} \). An optimal solution of LOP \((A)\) is a feasible solution of LOP \((A)\) that is maximal with respect to the objective function in (1a). Given an optimal solution of LOP \((A)\), the value of the objective function is called the optimal value of LOP \((A)\).

Let \( S_n \) denote the set of permutations on \([n]\). Throughout this article, we use the term permutation and ranking interchangeably. Note that there is a bijection
between $S_n$ and the set of feasible solutions of LOP ($A$). Indeed, every feasible solution $X = [x_{ij}]$ corresponds to a unique permutation $\sigma \in S_n$, where $x_{ij} = 1$ if and only if $\sigma(i) < \sigma(j)$. We say that $\sigma \in S_n$ is an optimal ranking of LOP ($A$) if it corresponds to an optimal solution $X$ of LOP ($A$).

The Linear Ordering Polytope, which we denote by $P_{LO}^n$, is the convex hull of all feasible solutions of LOP ($A$). While $P_{LO}^n$ is technically contained in $\mathbb{R}^{n(n-1)}$, using the constraint (1b) it can be projected to $\mathbb{R}^{(n^2)}$. For example, see Figure 1, $P_{LO}^3$ can be viewed as the convex hull of the set of permutations on $(1, 2, 3)$.

![Figure 1. Linear Ordering Polytope: $P_{LO}^3$](image)

As with any polytope, the minimal equation system of $P_{LO}^n$ is defined as the largest possible collection of linearly independent equations satisfied by all points of $P_{LO}^n$ [19]. Furthermore, the dimension of $P_{LO}^n$, denoted $\dim P_{LO}^n$, is defined by the cardinality of the largest possible affinely independent subset of $P_{LO}^n$. The dimension theorem states that $\dim P_{LO}^n$ is equal to the dimension of the ambient space minus the size of the minimal equation system of $P_{LO}^n$ [26, Section 0.5]. A classical result from Grötschel, Jünger and Reinelt [17] shows that the minimal equation system of $P_{LO}^n$ is completely described by constraint (1b); hence, the dimension of the linear ordering polytope satisfies

$$\dim P_{LO}^n = n(n-1) - \frac{n(n-1)}{2} = \left(\frac{n}{2}\right).$$

Note that $a^T x \leq a_0$, where $a \in \mathbb{R}^{n(n-1)}$ and $a_0 \in \mathbb{R}$, denotes a valid inequality of $P_{LO}^n$ if it is satisfied by all $x \in P_{LO}^n$. Furthermore, a face $F \subseteq P_{LO}^n$ is defined by $F = \{x \in P_{LO}^n : a^T x = a_0\}$ and facet of $P_{LO}^n$ is a face of $P_{LO}^n$ of dimension $\dim P_{LO}^n - 1$.

To solve the LOP, linear programming techniques such as the simplex method [11] and the ellipsoid method [22] require the polytope to satisfy

$$P_{LO}^n \subseteq \left\{ x \in \mathbb{R}^{n(n-1)} : Cx \leq b \right\},$$

for some $C \in \mathbb{R}^{m \times n(n-1)}$ and $b \in \mathbb{R}^m$. It is worth noting that the computer software works with the hyperplane description of the polytope, i.e., the right hand side of the above equation, and not the convex hull description, which is not practical as it requires all $n!$ feasible solutions.

For $n \leq 5$, the minimal equation system (1b), the 3-dicycle inequalities (1c), and the trivial inequalities $0 \leq x_{ij} \leq 1, i \neq j \in [n]$, completely describe $P_{LO}^n$; however,
for larger dimensions, additional valid inequalities are required. To avoid redundant inequalities, there has been considerable interest in defining facet inequalities for $P_{LO}^n$. In [17], it is shown that simple $k$-fences and simple Möbius ladders can be used to construct facet defining inequalities of $P_{LO}^n$. For small dimensions, the Fourier-Motzkin algorithm can be used to compute complete descriptions of $P_{LO}^n$. For $n = 6$, there are 15 equations forming the minimal equation system, 30 trivial inequalities, 40 3-dicycle inequalities, 120 3-fence inequalities, and 360 Möbius ladder inequalities [28]. The complete description for $n = 7$ given in [30] consists of 87472 facets.

In general, there is good reason to believe it is unlikely to efficiently arrive at a complete description of $P_{LO}^n$ such that the number of facets is bound by a polynomial in $n$. Indeed, if we had such a complete description of $P_{LO}^n$, then we could invoke a polynomial-time algorithm like the ellipsoid method to find the optimal solution. In turn this would imply a polynomial-time algorithm for the LOP, which appears unlikely for an NP-hard problem.

**Example 1.** Consider the digraphs shown in Figure 2, where the weight of each edge is equal to 1. Each of these digraphs correspond to a LOP that seeks to find a spanning acyclic tournament sub-digraph with maximal weight sum, using the convention that an edge has weight zero if and only if the edge does not exist.

![Figure 2. Simple Digraphs on 3 vertices](image)

In Figure 3, we display the optimal ranking(s) for each LOP corresponding to the Digraphs I-IV from Figure 2. Each optimal ranking is denoted by a black vertex on the linear ordering polytope; in the case where there are multiple optimal solutions, the black vertices are connected by black lines. Note that every point on the black line corresponds to an optimal solution of the linear programming relaxation [28]. In the case where the black lines outline a face of the linear ordering polytope, every point on the face corresponds to an optimal solution of the linear programming relaxation.

Since Digraph I is itself an acyclic tournament, it follows that there is one unique optimal solution corresponding to the ranking $(1, 2, 3)$. There is a bidirectional edge between vertices 2 and 3 in Digraph II. Hence, the objective value in (1a) does not vary between solutions $x_{23} = 1$ and $x_{32} = 1$. Therefore, there are two distinct optimal solutions corresponding to the optimal rankings $(1, 2, 3)$ and $(1, 3, 2)$. Digraph III is a 3-dicycle and is therefore isomorphic under cyclic-permutations of the vertices. Thus, there are three distinct optimal solutions corresponding to the optimal rankings $(1, 2, 3)$, $(3, 1, 2)$, and $(2, 3, 1)$. Finally, Digraph IV is the complete digraph on 3 vertices, and it follows that every point on $P_{LO}^3$ corresponds to an optimal ranking.
3. Rankability and the Linear Ordering Problem. In ranking applications, the data is often assumed to be totally rankable, i.e., observations are some noisy evaluations of an objective function that reflects the true unique ranking. Recently, however, some in the ranking community have challenged this assumption; specifically, in [1, 4] quantitative metrics are proposed for measuring the rankability of data, and in [8] general preference modeling methods are developed without assuming total rankability.

Since the linear ordering problem results in a ranking that is optimal with respect to the objective function in (1a), it is natural to consider what properties of the LOP can be used to analyze the rankability of the underlying data. In particular, we show that the degree of linearity can be used to quantify what percentage of the data aligns with an optimal ranking, and the optimal diameter can be used to quantify the diversity among all optimal ranking(s).

3.1. The Degree of Linearity. Given $a_{ij} \in \mathbb{R}_{\geq 0}$, for $i, j \in [n]$, not all zero, the degree of linearity of $A = [a_{ij}]$ is defined as follows [28]:

$$\lambda(A) = \max_{\sigma \in S_n} \frac{\sum_{\sigma(i) < \sigma(j)} a_{ij}}{\sum_{i \neq j} a_{ij}},$$

i.e., $\lambda(A)$ is the maximum upper-triangular sum as a percentage of the total sum of $A$, over all possible symmetric re-orderings of $A$. Since the maximum is clearly attained at an optimal ranking of LOP ($A$), it follows that the degree of linearity of $A$ can be written as

$$\lambda(A) = \frac{k^*}{\sum_{i \neq j} a_{ij}},$$

where $k^*$ denotes the optimal value of LOP ($A$). Note that Digraphs I–IV in Figure 2 have an adjacency matrix with degree of linearity equal to 1, 3/4, 2/3, and 1/2, respectively. In general, the degree of linearity is a value between 1/2 and 1 [28].
The degree of linearity is used in linear programming to study the integrality gap of the tournament relaxation [28], and in economics to study economic development [9]. With regards to the former application, note that the integrality gap is the ratio of the optimal objective value associated with the linear programming relaxation and the optimal objective value of the LOP. For the latter application, researchers have noted that large and highly developed economies have a low degree of linearity since there is a high circulation in the flow of goods among sectors, whereas underdeveloped economies tend to exhibit a clear hierarchy and, hence, a high degree of linearity. Typical degree of linearity values are 70% for developed economies and 90% for underdeveloped economies [27].

For rankability purposes, we are interested in the degree of linearity as it quantifies the percentage of data that aligns with an optimal ranking.

Example 2. In Figure 4, the rankings of several features used in the U.S. World News College Rankings are reported for 10 liberal arts colleges, listed in alphabetical order, for the year 2013. These rankings, and others, can be found from the supplementary material in [7]. Numbering the colleges as they appear from top to bottom in Figure 4, i.e., in alphabetical order, let \( a_{ij} \) denote the number of features that college \( i \) outperforms college \( j \), where 0.5 is awarded to both schools in the case of a tie. Then, the adjacency matrix \( A = [a_{ij}] \) is defined by

\[
A = \begin{bmatrix}
0 & 5 & 4.5 & 3.5 & 2 & 3.5 & 1.5 & 2.5 & 3.5 & 0.5 \\
0 & 0 & 3 & 3 & 1.5 & 2 & 1 & 0 & 2 & 0 \\
0.5 & 2 & 0 & 2.5 & 1 & 2.5 & 1 & 0.5 & 1.5 & 0 \\
1.5 & 2 & 2.5 & 0 & 1 & 2 & 1 & 1 & 2 & 0 \\
3 & 3.5 & 4 & 4 & 0 & 4 & 2 & 2.5 & 3.5 & 1 \\
1.5 & 3 & 2.5 & 3 & 1 & 0 & 1 & 1.5 & 3 & 0 \\
3.5 & 4 & 4 & 4 & 3 & 4 & 0 & 3.5 & 3.5 & 2 \\
2.5 & 5 & 4.5 & 4 & 2.5 & 3.5 & 1.5 & 0 & 4.5 & 0 \\
1.5 & 3 & 3.5 & 3 & 1.5 & 2 & 1.5 & 0.5 & 0 & 0 \\
4.5 & 5 & 5 & 5 & 4 & 5 & 3 & 5 & 5 & 0
\end{bmatrix},
\]

and an optimal solution of LOP (\( A \)) will correspond to an optimal aggregate of the college feature rankings in Figure 4. For instance, using the CPLEX optimization suite [10], we are able to find an optimal ranking

\[
\sigma = (10, 7, 8, 5, 1, 6, 9, 2, 4, 3)
\]

of LOP (\( A \)), which indicates that with respect to the given data, Williams can be considered the best college and Carleton the worst college. Moreover, the symmetric
re-ordering of $A$ with respect to $\sigma$ results in the following matrix

$$A_\sigma = \begin{bmatrix}
0 & 3 & 4 & 4.5 & 5 & 5 & 5 & 5 & 5 \\
2 & 0 & 3 & 3.5 & 3.5 & 4 & 3.5 & 4 & 4 \\
1 & 2 & 0 & 3 & 2.5 & 4 & 3.5 & 3.5 & 4 \\
0.5 & 1.5 & 2 & 0 & 2.5 & 3.5 & 3.5 & 5 & 4.5 & 3 \\
0.5 & 1.5 & 1.5 & 0.5 & 2 & 0 & 3 & 3.5 & 3 \\
0 & 1 & 1.5 & 1 & 0 & 2 & 2 & 0 & 3 & 3 \\
0 & 1 & 1 & 0.5 & 0.5 & 2.5 & 1.5 & 2 & 0 & 2 \\
0 & 1 & 1 & 1.5 & 1 & 2 & 2 & 2 & 2.5 & 0
\end{bmatrix},$$

which can be formed by swapping the rows and columns indicated by the permutation $\sigma$. Taking the ratio of the upper-triangular sum and the total matrix sum gives

$$\lambda(A) = \frac{169}{225} \approx 0.75.$$

It is important to note that the values in the upper-triangular portion of $A_\sigma$ correspond to the number of features for which a higher ranked college in $\sigma$ outperformed a lower ranked college. Thus, approximately 75% of the data aligns with the optimal ranking $\sigma$, i.e., only 25% of the pairwise feature comparisons between any two colleges will disagree with the optimal ranking $\sigma$.

Furthermore, this observation holds for all optimal rankings of LOP ($A$). That is, while different optimal rankings will disagree on the ordering of certain schools, e.g., see Example 6, they all align with approximately 75% of the pairwise data.

3.2. The Optimal Diameter. Feasible binary programs such as the linear ordering problem and traveling salesman problem, often have multiple optimal solutions, which is of interest in applications as they allow the user to choose between alternative optima without deteriorating the objective function [15, 24, 29, 32]. Note that the Digraphs I–IV in Figure 2 correspond to LOPs with 1, 2, 3, and 6 optimal solutions, respectively.

In applications, the number of optimal solutions can be too large for enumeration to be practical. Therefore, in [5], the authors present the optimal diameter of a feasible binary program as a metric for measuring the diversity among all optimal solutions. In particular, a binary program is developed whose optima contain two optimal solutions of the given binary program that are as diverse as possible with respect to the optimal diameter. The main focus of their study is on the diameter polytope, i.e., the polytope underlying the optimal diameter binary program, and to show that much of its structure is inherited from the polytope underlying the given binary program.

For rankability purposes, we are not interested in studying the diameter polytope of general binary programs, but rather the optimal diameter of a given LOP. Also, in this context, the optimal diameter can be regarded as the maximal Kendall tau rank distance between any two optimal rankings of the LOP [5, Proposition 3.2]. The Kendall tau rank distance was developed by Maurice Kendall in 1938 [21], and is equal to the number of discordant pairs between two rankings. For instance, the Digraphs I-IV in Figure 2 correspond to LOPs whose optimal solution(s) have a maximal Kendall tau ranking distance of 0, 1, 2, and 3, respectively.
Here, we develop a binary program whose optima contain two optimal solutions of a given LOP that are as far apart as possible with respect to the Kendall tau ranking distance. This program is similar to but more straightforward than the optimal diameter binary program in [5]. Also, this program is similar to those developed in [2, 23], where the author in [23] is interested in two optimal solutions of separate LOPs that are as close together as possible, and the authors in [2] are interested in two optimal solutions of the same LOP that are as far apart as possible. The programs in [2, 23] use the projection trick for LOP discussed in Section 2 to cut the number variables in half. After implementing the same projection trick, our model will have \((\binom{n}{2})\) fewer variables and \((\binom{n}{2})\) fewer constraints than the models in [2, 23]. Finally, we note that the validity of the models in [2, 23] is never proven as we do for our model here.

Let \(k^*\) denote the optimal value of LOP (A) and consider the following binary program, which we denote by KT \((A, k^*)\):

\[
\begin{align*}
\text{minimize} & \quad \sum_{i \neq j : i, j \in [n]} z_{ij} & (2a) \\
\text{subject to} & \quad x_{ij} + x_{ji} = 1, \quad \forall i < j : i, j \in [n], & (2b) \\
& \quad y_{ij} + y_{ji} = 1, \quad \forall i < j : i, j \in [n], & (2c) \\
& \quad x_{ij} + x_{jk} + x_{ki} \leq 2, \quad \forall i < j, i < k, j \neq k : i, j, k \in [n], & (2d) \\
& \quad y_{ij} + y_{jk} + y_{ki} \leq 2, \quad \forall i < j, i < k, j \neq k : i, j, k \in [n], & (2e) \\
& \quad \sum_{i \neq j : i, j \in [n]} a_{ij}x_{ij} = k^*, & (2f) \\
& \quad \sum_{i \neq j : i, j \in [n]} a_{ij}y_{ij} = k^*, & (2g) \\
& \quad x_{ij} + y_{ij} - z_{ij} \leq 1, \quad \forall i \neq j : i, j \in [n], & (2h) \\
& \quad x_{ij}, y_{ij}, z_{ij} \in \{0, 1\}, \quad \forall i \neq j : i, j \in [n], & (2i)
\end{align*}
\]

where the \(x_{ij}\) and \(y_{ij}\) are decision variables that form optimal solutions of LOP (A), by constraints (2b)–(2g), and the decision variable \(z_{ij}\) is used to ensure that these optimal solutions are as far apart as possible, by constraint (2i).

A binary vector \(X \oplus Y \oplus Z\), where \(X = [x_{ij}]\), \(Y = [y_{ij}]\), and \(Z = [z_{ij}]\), is a feasible solution of KT \((A, k^*)\) provided that \(x_{ij}, y_{ij}, z_{ij}\) satisfy constraints (2b)–(2i). An optimal solution of KT \((A, k^*)\) is a feasible solution of KT \((A, k^*)\) that is minimal with respect to the objective function in (2a). Given an optimal solution of KT \((A, k^*)\), the objective function value is called the optimal value of KT \((A, k^*)\).

**Proposition 3.** Given an optimal solution of KT \((A, k^*)\), \(z_{ij} = 1\) for some \(i \neq j\), \(i, j \in [n]\), if and only if \(x_{ij} = y_{ij} = 1\).

**Proof.** For the sake of contradiction, suppose that \(z_{ij} = 1\) for some \(i \neq j\), \(i, j \in [n]\), and either \(x_{ij} = 0\) or \(y_{ij} = 0\). Then, constraint (2h) would also be satisfied if \(z_{ij} = 0\); hence, \(z_{ij} = 1\) contradicts the objective sense of (2a). Conversely, suppose that \(x_{ij} = y_{ij} = 1\) for some \(i \neq j\), \(i, j \in [n]\). Then, \(z_{ij} = 1\) in order to satisfy (2h), and the result follows. \(\square\)

For two rankings, \(\sigma_1, \sigma_2 \in S_n\), we define the set of discordant pairs, denoted \(D(\sigma_1, \sigma_2)\), by the set of all \((i, j) \in [n] \times [n]\) such that \(\sigma_1\) and \(\sigma_2\) don’t agree on their relative ranking of \(i\) and \(j\), i.e., \(\sigma_1(i) < \sigma_1(j)\) and \(\sigma_2(i) > \sigma_2(j)\), or \(\sigma_1(i) > \sigma_1(j)\) and \(\sigma_2(i) < \sigma_2(j)\).
and \(\sigma_2(i) < \sigma_2(j)\). Also, the set of concordant pairs, denoted \(C(\sigma_1, \sigma_2)\), is defined by the set of \((i, j) \in [n] \times [n]\) such that \(\sigma_1\) and \(\sigma_2\) do agree on their relative ranking of \(i\) and \(j\), i.e., \(C(\sigma_1, \sigma_2) = T - D(\sigma_1, \sigma_2)\), where \(T = \{(i, j) \in [n] \times [n] : i < j\}\). Note that the Kendall tau ranking distance between \(\sigma_1\) and \(\sigma_2\) is equal to \(|D(\sigma_1, \sigma_2)|\).

**Theorem 4.** Let \(\sigma_1, \sigma_2 \in S_n\) be optimal rankings for LOP \((A)\) that correspond to an optimal solution of KT \((A, k^*)\). Then, the optimal value of KT \((A, k^*)\) is equal to \(|C(\sigma_1, \sigma_2)|\).

**Proof.** By Proposition 3, the optimal value of KT \((A, k^*)\) counts the number of distinct pairs \((i, j) \in [n] \times [n]\), where \(i \neq j\) and \(x_{ij} = y_{ij} = 1\). If \(i < j\), then \(x_{ij} = y_{ij} = 1\) if and only if \((i, j) \in C(\sigma_1, \sigma_2)\); otherwise, if \(i > j\), then \(x_{ij} = y_{ij} = 1\) if and only if \((j, i) \in C(\sigma_1, \sigma_2)\). Therefore, the optimal value of KT \((A, k^*)\) counts the number of distinct pairs in \(C(\sigma_1, \sigma_2)\).

Now, given \(\sigma_1, \sigma_2 \in S \subseteq S_n\), we say that \(D(\sigma_1, \sigma_2)\) is maximal with respect to \(S\) provided that \(|D(\pi_1, \pi_2)| \leq |D(\sigma_1, \sigma_2)|\) for all \(\pi_1, \pi_2 \in S\). Similarly, we say that \(C(\sigma_1, \sigma_2)\) is minimal with respect to \(S\) provided that \(|C(\sigma_1, \sigma_2)| \leq |C(\pi_1, \pi_2)|\) for all \(\pi_1, \pi_2 \in S\).

**Corollary 5.** Let \(S \subseteq S_n\) denote the set of optimal rankings for LOP \((A)\). Then, an optimal solution of KT \((A, k^*)\) yields \(\sigma_1, \sigma_2 \in S\) such that \(C(\sigma_1, \sigma_2)\) is minimal and, equivalently, \(D(\sigma_1, \sigma_2)\) is maximal with respect to \(S\).

**Proof.** Note that every pair of rankings \(\sigma_1, \sigma_2 \in S\) corresponds to at least one feasible solution of KT \((A, k^*)\), and vice-versa. Hence, by the objective sense of (2a) and Theorem 4, any optimal solution of KT \((A, k^*)\) yields \(\sigma_1, \sigma_2\) such that \(C(\sigma_1, \sigma_2)\) is minimal with respect to \(S\). Furthermore, since

\[|C(\sigma_1, \sigma_2)| = {n \choose 2} - |D(\sigma_1, \sigma_2)|,\]

it follows that \(D(\sigma_1, \sigma_2)\) is maximal with respect to \(S\).

Let \(\kappa(A)\) denote the maximal Kendall tau ranking distance between any two optimal solutions of LOP \((A)\). Then, Corollary 5 implies that the binary program KT \((A, k^*)\) can be used to compute the value of \(\kappa(A)\) for any LOP \((A)\) with optimal value \(k^*\). Furthermore, by Proposition 3, the optima of KT \((A, k^*)\) yields two optimal solutions \(X\) and \(Y\) of LOP \((A)\) that are as far apart as possible with respect to the Kendall tau ranking distance.

It is worth noting that since the input for KT \((A, k^*)\) is an optimal value for LOP \((A)\), the computation of \(\kappa(A)\) is an NP-hard problem. This is not to say that the complexity of the program KT \((A, k^*)\) is necessarily NP-hard. Indeed, if we assume that the value of \(k^*\) is provided via an oracle machine, then the NP-hardness of KT \((A, k^*)\) is not immediately clear since there is no obvious way to apply the standard reductions argument.

**Example 6.** Using the count method in the SCIP optimization suite [12], we enumerate all optima for the college ranking LOP from Example 2, as shown below:

\[
\begin{align*}
\sigma_1 &= (10, 7, 8, 5, 1, 6, 9, 2, 4, 3), & \sigma_4 &= (10, 7, 8, 5, 1, 6, 9, 2, 3, 4), \\
\sigma_2 &= (10, 7, 5, 8, 1, 6, 9, 2, 4, 3), & \sigma_5 &= (10, 7, 5, 8, 1, 6, 9, 2, 3, 4), \\
\sigma_3 &= (10, 7, 5, 1, 8, 6, 9, 2, 4, 3), & \sigma_6 &= (10, 7, 5, 1, 8, 6, 9, 2, 3, 4).
\end{align*}
\]
Note that the six optima only vary in their relative rankings of Amherst, Carleton, Claremont, Haveford, and Swarthmore; thus, the relative rankings of all other colleges: Bowdoin, Middlebury, Pona, Wellsley, and Williams are firmly decided.

In Example 2, we saw that the degree of linearity \( \lambda(A) \) is approximately equal to 0.75, i.e., about 75% of the data aligns with any of the optimal rankings shown above. Moreover, using CPLEX, we can solve KT \((A,k^*)\) to find \( \kappa(A) = 3 \), i.e., there is a maximum of three discordant pairs between any two optimal rankings of LOP \((A)\), which is readily verified by observing the optimal rankings shown above. Note that \( \lambda(A) \) and \( \kappa(A) \) can be used to analyze the rankability of the college rankings data. Specifically, we know that approximately 75% of our data agrees with any optimal ranking of LOP \((A)\) and that any two optimal rankings can have at most 3 discordant pairs, i.e., any two optimal rankings will agree with at least \( 42/45 \approx 93\% \) of the relative college rankings. It is important to note that this information can be obtained solely from \( \lambda(A) \) and \( \kappa(A) \), and we do not require all optimal solutions which is impractical in many applications.

3.2.1. Optimally Valid Inequalities. The general solution process of binary programs in well-established solvers like CPLEX, GUROBI [20], or SCIP, typically involves a partial enumeration scheme known as the branch-and-bound approach. Note that, given \( n \) binary decision variables, a total enumeration tree would have \( 2^n + 1 \) nodes, where each node corresponds to the given binary program with some of its decision variables fixed to either zero or one. Since this is exponential in the size of the input, straight enumeration is not useful in practice. In the branch-and-bound approach, the linear programming relaxation is used to prune off branches of the tree to make the search more efficient in practice.

Sometimes additional information that is known about the optimal solutions of the binary program can be expressed as a linear inequality. If this linear inequality is valid only for the optimal solutions of the considered binary program, then we say that it is an optimally valid inequality. Adding such inequalities to the original binary program may significantly change the underlying polytope as it cuts off all non-optimal solutions for which the inequality is not valid. This in turn may lead to a smaller branch-and-bound tree, and a faster solution process in practice.

Propositions 7–8 show two optimally valid inequalities for KT \((A,k^*)\). We have not verified the impact of these optimally valid inequalities from a computational perspective, but believe they are worth mentioning and investigating in this way. For small \( n \), these inequalities can be explicitly added to the program KT \((A,k^*)\). Otherwise, more advanced techniques such as row generation can be used [16].

**Proposition 7.** For each \( i, j \in [n] \) such that \( i \neq j \), the inequality

\[
   z_{ij} + z_{ji} \leq 1
\]

is optimally valid for KT \((A,k^*)\).

**Proof.** By Proposition 3, an optimal solution of KT \((A,k^*)\) has \( z_{ij} = 1 \) for some \( i, j \in [n] \) such that \( i \neq j \), if and only if \( x_{ij} = y_{ij} = 1 \). Since \( x \) and \( y \) correspond to optimal solutions of LOP \((A)\), it follows from constraint (1b) that \( z_{ij} \) and \( z_{ji} \) cannot both equal 1, which implies that (3) holds for all optimal solutions of KT \((A,k^*)\).

Moreover, note that feasible solutions of KT \((A,k^*)\) that are not optimal can have both \( z_{ij} \) and \( z_{ji} \) equal to 1 since the objective function in (2a) is not minimized. Thus, for feasible solutions of KT \((A,k^*)\) that are not optimal, (3) does not hold for all \( i, j \in [n] \) such that \( i \neq j \). ☐
Proposition 8. For each $i, j, k \in [n]$ such that $i < j$, $i < k$, and $j \neq k$, the inequality

$$z_{ij} + z_{jk} + z_{ki} \leq 2 \tag{4}$$

is optimally valid for $\text{KT}(A, k^*)$.

Proof. By Proposition 3, an optimal solution of $\text{KT}(A, k^*)$ has $z_{ij} = 1$ for some $i, j \in [n]$ such that $i \neq j$, if and only if $x_{ij} = y_{ij} = 1$. Since $x$ and $y$ correspond to optimal solutions of LOP $(A)$, it follows from constraint (1c) that

$$z_{ij} + z_{jk} + z_{ki} \leq 2,$$

which implies that (4) holds for all optimal solutions of $\text{KT}(A, k^*)$.

Moreover, note that feasible solutions of $\text{KT}(A, k^*)$ that are not optimal can have all $z_{ij}$, $z_{jk}$, and $z_{ki}$ equal to 1 since the objective function in (2a) is not minimized. Thus, for feasible solutions of $\text{KT}(A, k^*)$ that are not optimal, (4) does not hold for all $i, j, k \in [n]$ such that $i < j$, $i < k$ and $j \neq k$.

4. Rankability in the NFL. Rankings are often used in sports to determine a linear ordering of the teams. For instance, the BCS College Football Rankings is used to determine which teams get to play in the post-season. These rankings are created by human polls and an aggregation of six computer rankings [25]. In the NFL, the playoff teams are determined by division and win-loss records; however, rankings are still important in the betting world [25]. In this section, we use the LOP to analyze the rankability of NFL game data, which was accessed from Kaggle [31]. In particular, we show how the degree of linearity and the maximal Kendall tau distance can be used to analyze the hindsight and foresight accuracy of rankings, which are two common strategies for comparing the relevance of sport rankings [25].

4.1. Hindsight Accuracy. While rankings can be chosen at random, they are usually formed from game data. For instance, the Massey method uses point-score data and the Colley method uses win-loss data to rate teams [25]. The hindsight accuracy of a ranking is the percentage of games, from the data used to form that ranking, for which it correctly predicts the outcome. For instance, suppose you obtain a ranking $\sigma \in S_n$ of $n \geq 2$ teams from the regular season game data for a particular year. Then, the hindsight accuracy of $\sigma$ is the percentage of games during the regular season for which the higher ranked team in $\sigma$ won the game.

Now, define $A = [a_{ij}]$, where $a_{ij}$ is the number of games team $i$ won against team $j$ and 0.5 is awarded to both teams in the case of a tie. Then, the following result provides a non-trivial bound on the hindsight accuracy of any ranking $\sigma \in S_n$.

Proposition 9. The degree of linearity of $A$ is an upper bound on the hindsight accuracy of any ranking in $S_n$. Moreover, the rankings in $S_n$ that have maximum hindsight accuracy correspond to the optimal rankings of LOP $(A)$.

Proof. Let $t$ denote the number of games that ended in a tie and define $c(\sigma)$ to be the number of games correctly predicted by $\sigma \in S_n$. For each $\sigma \in S_n$, the corresponding symmetric re-ordering of $A$ has an upper-triangular sum equal to $c(\sigma) + 0.5t$. Thus, the optimal value of LOP $(A)$ satisfies

$$k^* = \max_{\sigma \in S_n} c(\sigma) + 0.5t.$$
Let \( m \) denote the total number of games played, then the degree of linearity of \( A \) satisfies

\[
\lambda(A) = \frac{k^*}{\sum_{i \neq j} a_{ij}} = \max_{\sigma \in S_n} \frac{c(\sigma)}{m} + 0.5t \geq \max_{\sigma \in S_n} \frac{c(\sigma)}{m},
\]

and the result follows.

**Example 10.** From 1970 to 2019, the matrix \( A \) is formed using the NFL regular season game data. Then, using the CPLEX optimization suite, we compute the optimal value and an optimal ranking of LOP \( A \). In Figure 5, we report the degree of linearity of \( A \) and the hindsight accuracy of the given optimal ranking of LOP \( A \). Moreover, for comparison, we include the hindsight accuracy of the Massey and Colley rankings.

![Figure 5](image)

**Figure 5.** The degree of linearity and the hindsight accuracy of NFL rankings.

As expected from Proposition 9, the degree of linearity serves as an upper bound for the hindsight accuracy of all rankings. Moreover, the hindsight accuracy of the optimal ranking is nearly identical to the degree of linearity, the only discrepancy is the result of games that ended in a tie. Finally, it is worth noting that the hindsight accuracy of the Massey and Colley rankings also correlate strongly with the degree of linearity; consider the correlation matrix in Figure 6.

### 4.2. Foresight Accuracy

The **foresight accuracy** of a ranking is the percentage of future games that ranking can predict. For instance, suppose \( \sigma \in S_n \) is a ranking of \( n \geq 2 \) teams formed from the regular season game data for a particular year. The foresight accuracy of \( \sigma \) would be the percentage of playoff games for which the higher ranked team in \( \sigma \) won the game. In general, there is no relationship between the hindsight accuracy and foresight accuracy of a ranking. As an example, note that the correlation between the hindsight and foresight accuracy of the Colley and Massey rankings from 1970 to 2019 in the NFL is 0.0451 and −0.1368, respectively. This lack of correlation can be partially explained by the structure of the NFL playoffs, that is, only certain teams make it to the playoffs, and not all of those teams play each other as is done in round-robin style tournaments.
Example 11. From 1970 to 2019, the matrix $A$ from Proposition 9 is formed using the regular season game data. Note that any two optimal rankings of LOP ($A$) have the same hindsight accuracy, yet they can have vastly different foresight accuracy. In Figure 7, we show the absolute difference between the foresight accuracy of two optimal rankings of LOP ($A$). In particular, the two optimal rankings are computed via KT ($A, k^*$) to be as far apart as possible with respect to the Kendall tau ranking distance. Note that these two rankings are not necessarily the most diverse among the playoff teams; hence, they may not maximize the absolute difference between the foresight accuracy of two optimal rankings of LOP ($A$).

Nonetheless, Figure 7 still leads to an interesting analysis, especially if we consider the two extreme points: $(1992, 0)$ and $(1999, 0.55)$. In Figure 8, the playoff teams in two optimal NFL rankings computed via KT ($A, k^*$) for the years 1992 and
1999 are shown. The diversity between these rankings is displayed using dashed lines to illustrate how the ranking of an individual team changes.

**Figure 8.** Diversity among NFL playoff teams in two optimal rankings for years 1992 and 1999.

**Example 12.** In 1992, the Kendall Tau ranking distance among the playoff teams is equal to 2, which corresponds to the relative changes in the rankings among the Redskins, Vikings, and Dolphins. Moreover, the only playoff game among these three teams is between the Vikings and Redskins, see Figure 9. Since both optimal rankings in 1992 have the Redskins ranked higher than the Vikings, they both correctly predict the outcome of that game. Moreover, since all other games in the playoff progression are between teams whose relative ranking is the same in both rankings in 1992, it follows that these rankings have the same prediction for each game.

It is worth emphasizing that both optimal rankings from 1992 have a hindsight accuracy of 81% and a foresight accuracy of 64%. Also, these optimal rankings did not correctly predict any of the three games that the Dallas Cowboys played in. Interestingly, the betting odds favored the Cowboys in two of those three games, including the Super Bowl game where the Cowboys were favored to win over the Bills with a point-spread of $-6.5$; moreover, the Cowboys covered the spread winning 52 to 17. It seems that the betting experts were able to see something that these optimal rankings based solely on win-loss data did not see.

**Example 13.** In 1999, there is much more diversity in the relative rankings of the playoff teams. For instance, the Super Bowl winner: St. Louis Rams, can be considered the 2nd best team in the right-sided optimal ranking and the worst team in the left-sided optimal ranking as shown in Figure 8. It seems that the right-sided ranking is more inline with how the betting experts viewed these teams since the Rams were favored in all three of their games, and they covered the spread in two of those three games. Moreover, the right-sided ranking correctly predicts the outcome...
Figure 9. NFL playoff progression in 1992; the opaque team lost the indicated matchup.

Figure 10. NFL playoff progression in 1999; the opaque team lost the indicated matchup.

of 82% of the playoff games, whereas the left-sided optimal ranking only correctly predicts the outcome of 27% of the playoff games, see Figure 10.

5. Conclusion. The linear ordering problem (LOP) provides novel insight into the rankability of a dataset. In particular, the degree of linearity can be used as a non-trivial upper bound on the hindsight accuracy of all rankings. In Figure 5, we saw that the hindsight accuracy of the Massey and Colley NFL rankings were usually around 5% to 10% below the degree of linearity.

Also, the binary program KT ($A, k^*$) can be used to measure the maximal Kendall tau ranking distance between any two optimal rankings of LOP ($A$). In Figures
and 8, we saw that this binary program can be used to identify optimal rankings that have vastly different foresight accuracy. As noted in Example 11, this binary program does not necessarily maximize the diversity among playoff teams. For this reason, as future research, it would be worthwhile to consider adaptations to KT \((A, k^*)\) that seek to maximize diversity among playoff teams. It may even be worth considering maximizing the diversity among playoff teams that are from the same conference, thus optimizing the likelihood of those teams playing each other in the playoffs. Of course, this motivation can be generalized to adapting KT \((A, k^*)\) to optimize the diversity in the optimal rankings of LOP \((A)\) among a subset of vertices.

We conclude by noting that the NFL data in Section 4, required us to solve instances of LOP \((A)\) and KT \((A, k^*)\) to optimality for \(n \geq 30\). Also, instances of the program from [23], which is similar to KT \((A, k^*)\), have been solved to optimality for \(n \geq 100\). While the complexity of LOP \((A)\) and KT \((A, k^*)\) suggest computational limitations, more advanced techniques such as column and row generation combined with heuristics will likely lead to improved scalability of our work [3, 6, 16]. For future research, we are interested in pursuing questions that arise from the computational challenges of measuring rankability for larger data sets.
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