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Abstract

In this letter we study the potential benefits of improper signaling for a secondary user (SU) in underlay cognitive radio networks. We consider a basic yet illustrative scenario in which the primary user (PU) always transmit proper Gaussian signals and has a minimum rate constraint. After parameterizing the SU transmit signal in terms of its power and circularity coefficient (which measures the degree of impropriety), we prove that the SU improves its rate by transmitting improper signals only when the ratio of the squared modulus between the SU-PU interference link and the SU direct link exceeds a given threshold. As a by-product of this analysis, we obtain the optimal circularity coefficient that must be used by the SU depending on its power budget. Some simulation results show that the SU benefits from the transmission of improper signals especially when the PU is not highly loaded.
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I. INTRODUCTION

Interference management techniques, the main limiting factor in current wireless networks, have received a lot of attention in recent years. One of the most interesting results is regarding the statistical nature of the transmitted signals in an interference-limited network. In such scenarios, the use of proper complex Gaussian signals has typically been assumed due to the fact that these are capacity achieving in the point-to-point, broadcast and multiple access channels [1]. However, some recent results have proven that improper complex Gaussian signals increase the achievable rates in various interference-limited networks [2]–[5], hence calling into question the widely-used assumption of proper Gaussian signals when interference presents a limiting factor. Improper signals have real and imaginary parts that have unequal power and/or are correlated. They have been successfully applied to enlarge the achievable rate region of the K-user multiple-input multiple-output interference channel (MIMO-IC) [3], as well as to provide additional degrees of freedom in some specific scenarios [4], [5].

At the same time, cognitive radio (CR) has emerged as a paradigm for efficient utilization of radio resources [6]. The fundamental idea of CR is to let the so-called cognitive users intelligently use side information for spectrum sharing. Typically, these users are called unlicensed or secondary users (SUs), which coexist with licensed or primary users (PUs) without disrupting the PUs’ communication. Three main CR schemes have been proposed, which require different cognition levels: interweave, overlay, and underlay [7]. In this letter, we consider underlay CR, where the SUs are allowed to coexist with the PUs as long as they guarantee the PUs a given performance metric. Underlay CR has been studied for a wide range of scenarios [8]–[11]. Typically, optimization of the CR network (power control, beamforming, etc.) is carried out under interference temperature constraints to protect the PUs. On the other hand, other works have considered a rate constraint at the PU [9], or use spatial shaping constraints when the SU is equipped with multiple antennas [10].

In this letter we study whether improper signaling can be beneficial in underlay CR. More specifically, we consider a basic yet illustrative CR scenario, in which one single-antenna SU wishes to access the channel in the presence of a single-antenna primary point-to-point link that has a rate constraint. Since the PU is typically unaware of the SU and thus no cooperation exists between them, we assume that the PU always transmits proper Gaussian signals (i.e., its
transmission strategy is independent of that of the SU), whereas the SU may transmit either proper or improper Gaussian signals depending on which signaling scheme performs better. We analyze this setting and prove that the SU improves its rate by transmitting improper signals only when the ratio of the squared modulus between the SU-PU interference link and the SU direct link exceeds a given threshold. To the best of our knowledge, this is the first work that tackles the problem of improper signaling in CR scenarios.

The remainder of this letter is organized as follows. Section II reviews some properties of improper random variables and introduces the system model. Section III derives the achievable rate of the SU for the proper and improper cases. In Section IV we provide some numerical examples to illustrate our findings. Section V presents the concluding remarks.

II. IMPROPER SIGNALING IN UNDERLAY COGNITIVE RADIO

A. Preliminaries of improper random variables

Here we provide the main definitions and results on improper random variables that will be used throughout the paper. For a comprehensive analysis of improper signals, we refer the reader to [12].

The complementary-variance of a zero-mean complex random variable $x$ is defined as $\tau_x = \mathbb{E}\{x^2\}$, where $\mathbb{E}\{\cdot\}$ is the expectation operator. If $\tau_x = 0$, then $x$ is called proper, otherwise improper.

The circularity coefficient of a complex random variable $x$ is defined as the absolute value of the quotient of its complementary-variance and variance, i.e.,

$$\kappa_x = \frac{|\tau_x|}{\sigma_x^2}.$$  \hspace{1cm} (1)

The circularity coefficient satisfies $0 \leq \kappa_x \leq 1$ and measures the degree of impropriety of $x$. If $\kappa_x = 1$ we call $x$ maximally improper.

B. System description

We consider a CR scenario, modeled as a two-user single-input single-output interference channel (SISO-IC), where a SU wishes to access the channel in presence of a PU. As depicted in Fig. I, the PU transmits with fixed power, $p \leq P$, and has a minimum rate constraint, $\bar{R}$; whereas the SU must adjust its transmit power, $q \leq Q$, in order to control the interference level
at the primary receiver such that its rate requirement is guaranteed. In this setting, the signal received by the primary and secondary receivers can be expressed, respectively, as

\[ y_p = h \sqrt{p} s_p + g \sqrt{q} s_s + n_p , \]  
\[ y_s = f \sqrt{q} s_s + d \sqrt{p} s_p + n_s , \]

where \( h, d, g \) and \( f \) are the PU-PU, PU-SU, SU-PU and SU-SU channels (see Fig. 1); \( n_p \sim \mathcal{CN}(0, \sigma^2_p) \) and \( n_s \sim \mathcal{CN}(0, \sigma^2_s) \) are the noise at the primary and secondary receivers, respectively, where \( \mathcal{CN}(0, \sigma^2) \) denotes a proper complex Gaussian distribution with zero mean and variance \( \sigma^2 \); and \( s_p \) and \( s_s \) are the Gaussian transmitted symbols, with \( \mathbb{E}\{|s_p|^2\} = \mathbb{E}\{|s_s|^2\} = 1 \).

For the sake of simplicity, we assume henceforth \( \sigma_p = \sigma_s = \sigma \). Our results can be easily extended to different noise variances. In general terms, the signal transmitted by the SU can be parameterized in terms of its power, \( q \), and the circularity coefficient, \( \kappa \), which measures the degree of impropriety. The rate achieved by the PU can be written in terms of the circularity coefficient as \[ R_{PU}(q, \kappa) = \frac{1}{2} \log_2 \left( 1 + \frac{p |h|^2}{\sigma^2 + q |g|^2} \right) + \frac{1}{2} \log_2 \frac{1 - \kappa_{yp}^2}{1 - \kappa_{inp}^2} , \]

where \( \kappa_{yp} \) and \( \kappa_{inp} \) are the circularity coefficients of the received and interference-plus-noise signals at the PU, respectively, which are given by

\[ \kappa_{yp} = \frac{\kappa}{1 + \frac{p|h|^2 + \sigma^2}{q|g|^2}} , \]
\[ \kappa_{inp} = \frac{\kappa}{1 + \frac{\sigma^2}{q|g|^2}} . \]

Taking \( \kappa = 0 \) in (4) yields the well-known expression for the proper signaling case. Furthermore, using [3, eq. (30)] the achievable rate of the SU as a function of \( q \) and \( \kappa \) can be expressed as

\[ R_{SU}(q, \kappa) = \frac{1}{2} \log_2 \left( \frac{q |f|^2}{\tilde{\sigma}^2} \left( 1 - \kappa^2 \right) \frac{q |f|^2}{\tilde{\sigma}^2} + 2 \right) + 1 \],

where \( \tilde{\sigma}^2 = \sigma^2 + p |d|^2 \) is the interference-plus-noise power at the secondary receiver.

From these expressions it becomes evident that, if \( q \) is kept fixed, increasing the degree of impropriety of the transmitted signal will clearly decrease the achievable rate of the SU but, at the same time, it will also increase the rate of the PU, thus allowing the SU to increase its transmit power while keeping the rate of the PU above its requirement. It is therefore clear that
there exists a tradeoff between the additional transmit power that must be used for the SU to maintain its proper signaling rate, and the extra power that it is allowed to transmit. Improper signaling will be beneficial only when the latter is greater than the former. In the next section we derive the achievable rate of the SU as a function of $\kappa$, which will shed light onto this tradeoff.

### III. Achievable Rates

In this section we derive the achievable rate of the SU for both cases, i.e., proper and improper transmissions, when the PU data rate is constrained as $R_{PU}(q, \kappa) \geq \bar{R}$, by expressing the allowable transmit power, $q$, as a function of $\kappa$. We express the rate constraint as a fraction of the maximum achievable rate (in the absence of interference), i.e., $\bar{R} = \alpha R_{PU}(0, 0) = \alpha \log_2 \left( 1 + \frac{q|h|^2}{\alpha^2} \right)$, where $\alpha \in [0, 1]$ is the loading factor. Notice that, since setting $\kappa = 0$ yields a proper Gaussian signal, the results obtained for the improper case can be specialized to the proper one. However, for the sake of exposition, we provide separate expressions for both cases.

#### A. Proper signaling case

When $\kappa = 0$, the achievable rate of the SU can be expressed as

$$R_{SU}(\kappa = 0) = \log_2 \left( 1 + \frac{q(\kappa = 0)|f|^2}{\sigma^2} \right),$$

(8)
q(κ = 0) is the allowable power for the proper case, which is obtained by equating (4) to \(\alpha R_{PU}(0,0)\) with κ = 0, and is given by

\[
q(\kappa = 0) = \frac{\sigma^2}{|g|^2} \left( \frac{\gamma(1)}{\gamma(\alpha)} - 1 \right),
\]

where \(\gamma(a) = 2^{\alpha R_{PU}(0,0)} - 1\), i.e., the required signal-to-noise ratio (SNR) needed to achieve a rate \(\alpha R_{PU}(0,0)\) in the absence of interference. Note that we have dropped the dependence with \(q\) in (8), since the rate of the SU is now a function of \(\kappa\) only.

B. Improper signaling case

Analyzing the achievable rate of the SU as a function of \(\kappa\) will provide us with insights on the properties of improper signaling for this scenario. To this end, we provide the following lemma.

**Lemma 1.** When the rate of the PU is constrained as \(R_{PU} \geq \alpha R_{PU}(0,0)\), the achievable rate of the SU can be expressed in terms of its circularity coefficient as

\[
R_{SU}(\kappa) = \frac{1}{2} \log_2 \left[ \frac{2q(\kappa)|f|^2}{\bar{\sigma}^2} \left( 1 - \beta \frac{|f|^2 \sigma^2}{|g|^2 \bar{\sigma}^2} \right) + \frac{|f|^4 \sigma^4}{|g|^4 \bar{\sigma}^4} \left( \frac{\gamma(2)}{\gamma(2\alpha)} - 1 \right) + 1 \right],
\]

where \(q(\kappa)\) is the allowed transmit power, which is given by

\[
q(\kappa) = \left[ \sqrt{\beta^2 + (1 - \kappa^2) \left( \frac{\gamma(2)}{\gamma(2\alpha)} - 1 \right) - \beta} \right] \frac{\sigma^2}{|g|^2 (1 - \kappa^2)},
\]

and \(\beta = 1 - \frac{\gamma(1)}{\gamma(2\alpha)}\) is a parameter that satisfies \(\beta \leq 1\).

**Proof.** Please refer to Appendix A.

Lemma 1 provides an alternative expression for the SU rate that depends on \(\kappa\) only through its impact on the allowed transmit power, \(q(\kappa)\). With this observation, we obtain the following result.

**Theorem 1.** When the rate of the PU is constrained as \(R_{PU} \geq \alpha R_{PU}(0,0)\) and \(q(0) < Q\), the achievable rate of the SU is improved by transmitting improper signals if and only if

\[
\frac{|g|^2 \bar{\sigma}^2}{|f|^2 \sigma^2} > \beta,
\]
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with $\beta = 1 - \gamma(1) / \gamma(2\alpha)$. Furthermore, when (12) holds, the optimal value of $\kappa$ is given by

$$
\kappa^* = \begin{cases} 
1 & \text{if } q(1) \leq Q \\
\sqrt{1 - \frac{\sigma^2}{Q|g|^2} \left( \frac{\gamma(2)}{\gamma(2\alpha)} - 1 \right) \frac{\sigma^2}{Q|g|^2} - 2\beta} & \text{otherwise}
\end{cases}
$$

(13)

Proof. Please refer to Appendix [B]

This theorem provides a necessary and sufficient condition for improper signaling to be beneficial in the considered scenario, which, thanks to its simplicity, provides interesting insights. We observe that, since $\beta \leq 1$ and $\tilde{\sigma}^2 = \sigma^2 + p|d|^2 \geq \sigma^2$, if the gain of the interfering channel, $g$, is greater than that of the SU direct channel, $f$, then the use of improper signaling will always enhance the SU data rate independently of the rate constraint and SNR of the PU. Alternatively, when the SNR of the PU, $\gamma(1)$, is equal to or greater than $\gamma(2\alpha)$ (i.e., $\alpha \leq 0.5$ and hence the PU can achieve its rate constraint by using only the real or imaginary part of the transmitted symbol), improper signaling also improves the SU rate independently of the interfering and SU direct channels. Moreover, it is shown that, if improper signaling is beneficial, then maximally improper signals are optimal. Note, however, that the optimal transmitted signals may not always be chosen as maximally improper due to the limited power budget at the SU. In those cases, the circularity coefficient must be the minimum value that allows the SU to transmit with its maximum power. Condition (12) shows that improper signaling is beneficial if the increase in allowable power due to improper transmissions is greater than the additional power needed by the SU to maintain the rate achieved by proper signaling.

IV. NUMERICAL EXAMPLES

In this section we provide some numerical examples that illustrate our findings. Assuming Rayleigh fading, all channel coefficients are distributed as $\mathcal{CN}(0,1)$. The SNR of the PU and SU is respectively defined as $\text{SNR}_{PU} = \frac{P}{\sigma^2}$ and $\text{SNR}_{SU} = \frac{Q}{\sigma^2}$. Since the PU has no additional constraints, we set $p = P$, i.e., it transmits with its maximum available power. Without loss of generality, we consider $\sigma^2 = 1$. All results are averaged over $10^5$ independent channel realizations.

Fig. 2 shows the achievable rate of the SU as a function of its SNR for $\alpha = 0.8$ and different values of $\text{SNR}_{PU}$. In this scenario, we observe a noticeable improvement by using improper signaling, with relative gains in the considered SNR regime of up to 9, 23 and 56 % for $\text{SNR}_{PU} =$...
10, 20 and 30 dB, respectively. Fig. 3 shows the achievable rate of the SU for α = 0.5. In this case, the improvement is significantly higher than in the previous scenario, achieving a relative rate improvement up to 292, 297 and 256 % for SNR\textsubscript{PU} = 10, 20 and 30 dB, respectively. This is because the rate requirement for the PU is less stringent, hence providing the SU with more possibilities for improving its rate. Furthermore, a loading factor of α = 0.5 permits the PU to achieve its requirement only with the real or imaginary part of the transmitted symbol, which, according to Theorem [1] makes improper signaling beneficial in all channel realizations and allows the SU to transmit with its maximum power.

### V. Conclusion

In this letter we have analyzed the benefits of improper Gaussian signaling for underlay CR. To this end, we have considered a basic yet illustrative scenario, the two-user SISO-IC, and derived the achievable rate of the SU as a function of its circularity coefficient when the PU
Fig. 3. Achievable rate of the SU as a function of its SNR, for different SNRs of the PU and $\alpha = 0.5$.

has a rate constraint. This expression allows us to obtain a simple and insightful condition to determine when improper signaling is beneficial, as well as the optimal circularity coefficient in those cases. Our numerical results indicate that the SU may benefit from the transmission of improper signals especially when the PU is not highly loaded. Further lines of research include the design of practical constraints for the SU taking account of impropriety (e.g., interference temperature), as well as the extension of these results to other CR scenarios.

APPENDIX A

PROOF OF LEMMA 1

Equating (4) to $\alpha R_{PU}(0, 0)$ we have

$$
\left( \frac{q|g|^2 + p|h|^2 + \sigma^2}{q|g|^2} \right)^2 - \kappa^2 = 2^{2\alpha R_{PU}(0, 0)} .
$$

(14)
After some manipulations, the foregoing expression yields the second-order equation

\[
q^2 = \frac{\sigma^2 \left[ \left( \frac{\gamma(2)}{\gamma(2\alpha)} - 1 \right) \sigma^2 - 2 |g|^2 \beta q \right]}{|g|^4 (1 - \kappa^2)},
\]

whose solution is given by (11). On the other hand, using (7) we have

\[
2^{2R_{SU}} = \frac{|f|^4}{\sigma^4} (1 - \kappa^2) q^2 + \frac{2 |f|^2}{\sigma^2} q + 1.
\]

Finally, (10) is obtained by substituting (13) in (16), which concludes the proof.

APPENDIX B

PROOF OF THEOREM 1

First, it is clear that \(q(\kappa)\) is an increasing function. This can be readily observed by noticing that an improper interference increases the rate of the PU and, consequently, tolerates a higher amount of interference. This property can also be noticed by analyzing the derivative of \(q(\kappa)\) with respect to \(\kappa\), which yields the same conclusion and we omit due to lack of space. On the other hand, \(R_{SU}(\kappa)\) depends on \(\kappa\) only through its impact on \(q(\kappa)\). Since the term within the logarithm in (10) is linear in terms of \(q(\kappa)\), it will increase with \(q(\kappa)\) (and, consequently, with \(\kappa\)) as long as it has a positive slope, i.e.,

\[
\frac{2 |f|^2}{\sigma^2} \left( 1 - \beta \frac{|f|^2 \sigma^2}{|g|^2 \sigma^2} \right) > 0.
\]

After some manipulations of this expression, we obtain condition (12). Now assume that condition (12) holds (i.e., improper signaling is beneficial) and let \(Q\) be the power budget. Since \(R_{SU}(\kappa)\) increases with \(\kappa\), the optimal value of \(\kappa\) can be set to 1 if the resulting transmit power is below the power budget, thus obtaining the first case in (13). Otherwise, maximum power transmission is allowed by selecting \(\kappa\) accordingly, i.e., \(q(\kappa) = Q\), which yields the second case. This concludes the proof.
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