Local Training for PLDA in Speaker Verification
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Abstract—PLDA is a popular normalization approach for the i-vector model, and it has delivered state-of-the-art performance in speaker verification. However, PLDA training requires a large amount of labeled development data, which is highly expensive in most cases. A possible approach to mitigate the problem is various unsupervised adaptation methods, which use unlabeled data to adapt the PLDA scattering matrices to the target domain.

In this paper, we present a new ‘local training’ approach that utilizes inaccurate but much cheaper local labels to train the PLDA model. These local labels discriminate speakers within a single conversion only, and so are much easier to obtain compared to the normal ‘global labels’. Our experiments show that the proposed approach can deliver significant performance improvement, particularly with limited globally-labeled data.

Index Terms—PLDA, i-vector, speaker verification

I. INTRODUCTION

The i-vector model plus various normalization approaches offers the standard framework for modern speaker verification systems [1], [2], [3], [4]. Basically, the i-vector model uses a Gaussian mixture model (GMM) or a deep neural network (DNN) to collect the Baum-Welch sufficient statistics of an utterance, and then projects it onto a low-dimensional total variability space. These low-dimensional representations, or i-vectors, involve mixed information from both speakers and channels, and therefore require some normalization techniques to separate speaker information from other undesired variability. Probabilistic linear discriminant analysis (PLDA) is one of the most popular normalization methods. It assumes that i-vectors of utterances of a particular speaker form a Gaussian distribution, with the mean vector following a normal distribution [2]. Scoring the hypothesis that two i-vectors belong to the same speaker with the PLDA model involves marginalization of the prior distribution under the two hypotheses that the two i-vectors are from the same speaker or not. Combined with length normalization, PLDA delivers state-of-the-art performance in various test benchmarks [4].

Training a PLDA model requires a large amount of labeled data, usually thousands of speakers, each with multiple sessions. For example, in the two popular development databases Fisher [5] and Switchboard [6], there are 12,399 and 543 speakers, respectively. In many practical situations, collecting such a large amount of labeled data is very difficult and time consuming. For instance, for a phone-call archive from a call-center service, it is often highly difficult and time consuming to tell whether two calls are from the same speaker, and it is more difficult to cluster calls from customers into thousands of speakers. Therefore, a typical situation that we often encounter is: a small labeled database is available, but it is often out-of-domain; on the other hand, there is a large amount of in-domain data but the data are difficult to label. This situation is also reflected in the NIST i-vector challenge [7], where 36,572 unlabeled i-vectors were provided for system building. How to use unlabeled data is a critical problem in particular for practical systems.

A number of techniques have been proposed to deal with the situation, most of them are based on unsupervised adaptation. For example, Garcia-Romero et al. [8] used an out-of-domain PLDA to cluster in-domain data into some pseudo speakers, based on which the PLDA covariance matrices were adapted. Villalba and colleagues [9] proposed a variational Bayesian method where the unknown labels were treated as latent variables. Liu et al. [10] proposed an approach where unlabeled data (i-vectors) were treated as from a universal speaker. The i-vectors of the universal speaker and other speakers were pooled together to train the PLDA model. Wang et al. [11] proposed a domain-adaptation approach based on maximum likelihood linear transformation (MLLT), and Rahman et al. [12] proposed a dataset-invariant covariance normalization approach that normalized i-vectors by a global covariance matrix computed from both in-domain and out-domain data. This is equal to project i-vectors of in-domain and out-domain speakers onto a third dataset-invariant space, so the PLDA model trained with the projected i-vectors is more robust against data mismatch.

In this paper, we propose a new PLDA training approach that is different from the above methods. The basic idea is to use the prior knowledge that a conversation involves only a few participants, and these participants can be easily separated by listeners or any audio segment method, resulting in conversation-based labels. These labels, however, only valid within individual conversations as they do not consider anything about the labels in other conversations. To obtain labels that can be used for PLDA training, we further assume that all
speakers in any two conversations are distinct, leading to speaker labels something like ‘conversation-id:speaker-id-in-conversation’. This assumption, of course, is not certainly true, because it is very possible that one speaker appears in multiple conversations. However, we find that in some practical scenarios, the possibility that the same speaker appears in two or more conversions is rather low. For example, in a call center archive of one week, customers in different conversations are almost different. We call the speaker labels that only discriminate participants within individual conversions as local labels, and the conventional labels that accurately discriminate cross-conversation speakers as global labels. The PLDA training with local labels is identical to the procedure with global labels. Note that a major difficulty for speaker labeling is the comparison for speakers within different conversations, which means local labels are much cheaper than global labels, although they are not thus accurate and can be only regarded as partial supervision.

This paper is structured as follows: Section II presents the local training approach, and Section III presents the experiments, followed by some conclusions in Section IV.

II. LOCAL PLDA TRAINING

In this section, the conventional PLDA model is briefly reviewed, and our proposed local PLDA training approach is then presented in details.

A. PLDA model

PLDA is an extension of the linear discriminative analysis (LDA), by introducing a Gaussian prior on the mean vector of classes. Combined with length normalization, PLDA has delivered state-of-the-art performance in speaker verification. Letting \( w_{ij} \) denote the i-vector of the \( j^{th} \) utterance (session) of the \( i^{th} \) speaker, the PLDA model can be formulated as follows:

\[
w_{ij} = u + V y_i + z_{ij}
\]

where \( u \) is the speaker-independent global factor, and \( y_i \) and \( z_{ij} \) represent the speaker-level and utterance-level factors, respectively. The matrix \( V \) involves the bases of the speaker subspace. Note that both \( y_i \) and \( z_{ij} \) are assumed to follow a full-rank Gaussian prior. The model can be trained via an EM algorithm [13], and the similarity of two i-vectors can be computed as the ratio of the evidence (likelihood) of two hypotheses: whether or not the two i-vectors belong to the same speaker [14].

B. Global training and local training

Training a PLDA model also requires a large amount of labeled data, usually thousands of speakers each with multiple sessions. These labels discriminate speakers within multiple sessions and are global labels. Global labels are very expensive, because it is usually very hard to tell whether a voice from a new utterance is from a speaker in a set that involves thousands of speakers that are already known, or from a new speaker. Most of existing databases were collected following a registration-and-recording approach, which identifies speaker identities by meta information, instead of manual labeling. This approach is cheap in data labeling, but is costly in hiring speakers and managing the recording. Furthermore, it is not applicable in many practical scenarios where some in-domain data are important and therefore should be collected in a real-life environment but the meta information is not available.

Some unsupervised learning methods have been proposed to solve the problem, as discussed already in the introduction [8], [9], [10], [11], [12]. Basically, these methods focus on i-vector normalization or adaptation, so that the normalized or adapted i-vectors can be better discriminated by the PLDA model that has been trained already. In other words, they can not improve the discriminative capability of the PLDA model.

We propose a local training approach that can be regarded as a weak-supervised method. Basically we label speakers in a conversation-independent way, which means that the labels only discriminate speakers within the same conversion, and speakers in different conversations are simply assumed to be different. With the local labels obtained, PLDA is trained as usual. We call this training based on local labels local training. Although this supervision is not fully accurate, we hope it is still possible to improve PLDA.

Fig. 1 illustrates the difference between local labels and global labels, where each speaker is represented by a particular color. For global labels, the segments from the same speaker but different conversations are correctly labeled. For local labels, speakers in different conversations are labeled as distinct.

III. EXPERIMENT

The proposed local training approach is tested on a speaker verification task with telephone speech from a call-center archives. The system is designed based on the GMM-i-vector framework. We first present the data profile and then report the results. Some analysis will be given to show in which condition the local training is most effective.

A. Databases and experimental setting

The training data used to train the GMM-i-vector system are composed of 500 hours of conversational speech signals. These data are used to train the UBMs and the \( T \) matrix of the i-vector model. The development data used to train the PLDA model are divided into two sets: the Global set and the Local set, with global and local labels respectively. Note that, the environmental condition of the Local set is more close to the condition of the evaluation data, which means that the Local set can be regarded as in-domain data and the unsupervised learning would be helpful. More details about the development data are shown in Table I.

The evaluation set involves 1,236 speakers and the enrollment speech for each speaker is 15 seconds long. The test is conducted in 3 conditions, where the length of the test utterances grows from 5 seconds to 15 seconds. The details of the evaluation data are shown in Table II.
The acoustic feature used in our experiments is the 60-dimensional Mel frequency cepstral coefficients (MFCCs), which involves 20-dimensional static components plus the first and second order derivatives. The frame size is 25 ms and the frame shift is 10 ms. The UBM involves 1,024 Gaussian components and the dimensionality of the i-vectors is 100. The performance is evaluated in terms of Equal Error Rate (EER) \[15\].

### B. Basic results

We test three training strategies for PLDA, as shown below:

- **Global training (GT):** The conventional PLDA training with the Global dev set. It is regarded as the baseline in our experiment.
- **Local training (LT):** Local PLDA training with the Local dev set.
- **Pooled training (Pool):** PLDA training with both the Global set and the Local set.

The results are shown in Table III. For comparison, the results with cosine scoring are also reported. We first observe that all the three PLDA training approaches obtained significant performance improvement compared to the cosine scoring. This is particular interesting for the LT approach, where only local labels are available. This confirms our conjecture that cheap local labels can be used to train PLDA and obtain performance improvement with little effort on data labeling.

Table I

|               | # of Spks | # of Utts |
|---------------|-----------|-----------|
| **Global**    | 6,000     | 42,719    |
| **Local**     | 5,532     | 64,943    |

Table II

|               | # of Spks | # of Utts | Duration(s) | # of Trials |
|---------------|-----------|-----------|-------------|-------------|
| **C5**        | 1,236     | 3,708     | 5           | 4,583,088   |
| **C10**       | 1,236     | 2,472     | 10          | 3,055,392   |
| **C15**       | 1,236     | 2,472     | 15          | 3,055,392   |

At the same time, it can be observed that the global training (GT) is still the most effective, and the local training (LT) and the pool training (Pool) are unable to beat the GT. This should be attributed to the noise in local labels, caused by the fact that the same speakers appeared in different conversations are simply labeled as distinct speakers.

### C. Study on pooled training

The superior performance with GT over LT is expected, due to the more accurate supervision with global labels. However, the lower performance with the pooled training compared to the GT is a bit surprising. As we have argued, the supervision with local labels is noisy but informative, which can be seen from the LT results in Table III. One reason that the performance was deteriorated is that the global training is so strong (6000 speakers in the Global set) that the noisy local training is not necessary. More investigations are required to confirm the conjecture and experiment with the condition under which local training is effective.

We first investigate the performance change with different amount of locally labeled data, with the globally labeled data fixed. The results are shown in Fig. 2. For a clear presentation, we only show the results on the test condition C5; the performance on C10 and C15 show similar trends. In Fig. 2, the number of speakers of the globally labeled data (global speaker) is set to 0, 200 and 3000 respectively, corresponding to the three curves in the picture. The number of speakers of local labeled data (local speaker) varies from 0 to 2000. Note that the case of 0 global speaker is just the local training approach, and the case of 0 local speaker is simply the global training approach.
From the results shown in Fig. 2, we first observe that the performance of the local training approach is monotonically improved with more locally labeled data. When the locally labeled data is insufficient, the performance of the pooled training seems saturated at a level close to the performance of global training with hundreds of global speakers. Moreover, it can be seen that when the number of global speakers is 200 (the dash line), involving locally labeled data is helpful. The performance is firstly improved when a small number of local speakers are involved, and then it is degraded a little when more local speakers are involved. This result indicates that the information conveyed by locally labeled data is useful when the globally labeled data are insufficient. When the number of global speakers is 3000 (the dot line), involving locally labeled data does not improve the performance; actually it may deteriorate the performance if the locally labeled data are too many.

As a summary, we find that the local training is mostly effective when the global training is weak, i.e., the number of global speakers is small. If the globally labeled data are sufficient, the local training is not very useful. In practice, it is often the case that globally labeled data are very limited, suggesting the potential value of the local training approach.

IV. CONCLUSION

This paper proposed a local training approach for PLDA and verified its potential in speaker verification. Based on the assumption that speakers in different conversations tend to be distinct, local labels possess a high probability to be correct and so can be used as weak supervision to train PLDA. Experimental results demonstrated that the local training approach can improve system performance when globally labeled data are limit. A particular problem of the local training is the conversion independent assumption. Future work will investigate to what extent this assumption holds would result in an effective local training.
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