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Abstract

We develop an optimization algorithm suitable for Bayesian learning in complex models. Our approach relies on natural gradient updates within a general black-box framework for efficient training with limited model-specific derivations. It applies within the class of exponential-family variational posterior distributions, for which we extensively discuss the Gaussian case for which the updates have a rather simple form. Our Quasi Black-box Variational Inference (QBVI) framework is readily applicable to a wide class of Bayesian inference problems and is of simple implementation as the updates of the variational posterior do not involve gradients with respect to the model parameters, nor the prescription of the Fisher information matrix. We develop QBVI under different hypotheses for the posterior covariance matrix, discuss details about its robust and feasible implementation, and provide a number of real-world applications to demonstrate its effectiveness.

1 Introduction

Machine Learning (ML) techniques have been proved to be successfully in many prediction and classification tasks across natural-language processing [55], computer vision [23], time-series [26] and finance applications [9], among the several ones. Recently, Bayesian methods have gained considerable interest in the field as an attractive alternative to point estimation, especially for their ability to address uncertainty via posterior distribution, generalize while reducing overfitting [14], and for enabling sequential learning [10] while retaining prior and past knowledge. Although Bayesian principles have been proposed in ML decades ago [e.g. 30, 31, 25], it has been only recently that fast and feasible methods boosted a growing use of Bayesian methods in complex models [38, 18, 19].

The most challenging task is the computation of the posterior [16]. In the typical ML setting characterized by a high number of parameters and a considerable size of data, traditional sampling methods turn unfeasible, yet approximate methods such as Variational Inference (VI) have been shown to be suitable and successful [44, 53, 15, 5]. Furthermore, recent research advocates the use of the natural gradients for boosting the optimum search and the training [54], enabling fast and accurate Bayesian learning algorithms that are scalable and versatile.

Stochastic Gradient Descent (SGD) methods [42] promoted the use of VI for complex high-dimensional DL models [15, 43], yet they require significant implementation and tuning [41]. On the other hand, the use of natural gradients [1] within the VI framework under exponential family approximations has been shown to be notably efficient and robust [15, 54, 18], often leading to simple updates [19]. In particular, the common choice of a Gaussian approximation to the true posterior [37], results from [6] and [40] leads to simple updates of the variational mean and precision matrix.
We provide results and update rules under both full and diagonal posterior covariance assumptions. We propose Quasi Black-box Variational Inference (QBVI) which introduces natural gradients updates under which the updates take a rather simple form, embracing both closed-form natural gradient VI methods and black-box elements (thus the word “quasi”).

Black-box methods are of straightforward and general use relying on stochastic sampling without model-specific derivations. Even though black-box methods can benefit from numerous improvements such as variance reduction techniques, applying natural gradient updates is challenging, as the specification of the Fisher matrix is required.

We propose Quasi Black-box Variational Inference (QBVI) which introduces natural gradients updates within the black-box VI framework. It combines the flexibility of black-box methods with the SGD theory for exponential family VI in a feasible, scalable and flexible optimizer. In particular, we rely on VI to approximate the true posterior via parameters’ updates that only involve function queries without requiring backpropagation, assumptions on the form of the likelihood, or restrictions on the backbone network. Instead, we employ the typical variational Gaussian assumption, under which the updates take a rather simple form, embracing both closed-form natural gradient VI elements and black-box elements (thus the word “quasi”).

We provide results and update rules under both full and diagonal posterior covariance assumptions, and discuss the generalization of the proposed method under the well-established mean-field approximation. We furthermore develop the method of Control variates for large-MC sampling, and provide solutions for valid covariance updates adapting developments from existing methods. Following and discussing the typical practicalities and recommendations in VI applications, we provide experiments to validate the proposed optimizer, showing its feasibility in complex learning tasks and promoting its use as a practical and ready-to-use tool for Bayesian optimization.

2 Variational Inference for Bayesian deep learning

2.1 Variational inference

Let \( y \) denote the data and \( p(y|\theta) \) the likelihood of the data based on a postulated model with \( \theta \in \Theta \), a \( d \)-dimensional vector of model parameters. Let \( p(\theta) \) be the prior distribution on \( \theta \). The goal of Bayesian inference is the posterior distribution \( p(\theta|y) = p(\theta)p(y|\theta)/p(y) \). Bayesian inference is generally difficult due to the fact that the marginal likelihood \( p(y) \) is often intractable and of unknown form. In high-dimensional applications, Monte Carlo (MC) methods for sampling the posterior are challenging and unfeasible, and Variational Inference (VI) is an attractive alternative.

VI consists of an approximate method where the posterior distribution is approximated by a probability density \( q(\theta) \) (called variational distribution) belonging to some tractable class of distributions \( \mathcal{Q} \), such as the exponential family. VI thus turns the Bayesian inference problem into that of finding the best approximation \( q^*(\theta) \in \mathcal{Q} \) to \( p(\theta|y) \) by minimizing the Kullback-Leibler (KL) divergence from \( q(\theta) \) to \( p(\theta|y) \),

\[
q^* = \arg \min_{q \in \mathcal{Q}} \text{KL}(q||p(\theta|y)) = \arg \min_{q \in \mathcal{Q}} \int q(\theta) \log \frac{q(\theta)}{p(\theta|y)} d\theta.
\]

By simple manipulations, it can be shown the KL minimization problem is equivalent to the maximization problem of the so-called Lower Bound (LB) on \( \log p(y) \) e.g.,

\[
\mathcal{L}(q) := \int q(\theta) \log \frac{p(\theta)p(y|\theta)}{q(\theta)} d\theta = \mathbb{E}_q \left[ \log \frac{p(\theta)p(y|\theta)}{q(\theta)} \right].
\]

For any random vector \( \theta \) and a function \( q(\theta) \) we denote by \( \mathbb{E}_f[q(\theta)] \) the expectation of \( q(\theta) \) where \( \theta \) follows a probability distribution with density \( f \), i.e. \( \mathbb{E}_f[q(\theta)] = \mathbb{E}_{\theta \sim f}[q(\theta)] \). To make explicit the dependence of the LB on some vector of parameters \( \zeta \) parametrizing the variational posterior we write \( \mathcal{L}(\zeta) = \mathcal{L}(q_\zeta) = \mathbb{E}_{q_\zeta} \left[ \log p(\theta) - \log q_\zeta(\theta) + \log p(y|\theta) \right] \). We operate within the fixed-form variational inference (FFVI) framework, where the parametric form of the variational posterior is set.
2.2 SGD and natural gradients

A straightforward approach to maximize the LB is that of using a gradient-based method such as SGD, ADAM, RMSprop. In the FFVI setting with $Q$ being the exponential family, the LB is often optimized in terms of the natural parameter $\lambda$ [53]. The application of the SGD update based on the standard gradient is problematic because it ignores the information geometry of the distribution $q_\lambda$ [1], as it implicitly relies on the Euclidean norm to capture the dissimilarity between two distributions which can indeed be a quite poor and misleading measure of dissimilarity [19]. By replacing the Euclidean norm with the KL divergence, the SGD update results in the following natural gradient update:

$$
\lambda_{t+1} = \lambda_t + \beta_t \left[ \nabla_\lambda \mathcal{L}(\lambda) \right]_{\lambda=\lambda_t}
$$

(1)

The natural gradient update results in better step directions towards the optimum when optimizing the parameter of a distribution. The natural gradient of $\mathcal{L}(\lambda)$ is obtained by rescaling the euclidean gradient $\nabla_\lambda \mathcal{L}(\lambda)$ by the inverse of the Fisher Information Matrix (FIM) $\mathcal{I}_\lambda$,

$$
\tilde{\nabla}_\lambda \mathcal{L}(\lambda) = \mathcal{I}_\lambda^{-1} \nabla_\lambda \mathcal{L}_\lambda.
$$

(2)

By replacing in the above $\nabla_\lambda \mathcal{L}(\lambda)$ with a stochastic estimate $\tilde{\nabla}_\lambda \mathcal{L}(\lambda)$ one obtains a stochastic natural gradient update.

2.3 Maximization of the Lower Bound

With respect to an exponential-family prior-posterior pair of the same parametric form, with natural parameters $\eta$ and $\lambda$ respectively, the natural gradient of the LB is given by

$$
\tilde{\nabla}_\lambda \mathcal{L}(\lambda) = \tilde{\nabla}_\lambda \mathbb{E}_{q_\lambda} \left[ \log \frac{p_\eta(\theta)}{q_\lambda(\theta)} \right] + \tilde{\nabla}_\lambda \mathbb{E}_{q_\lambda} \left[ \log p(y|\theta) \right]
$$

(3)

$$
= \eta - \lambda + \tilde{\nabla}_\lambda \mathbb{E}_{q_\lambda} \left[ \log p(y|\theta) \right].
$$

(4)

A proof is provided in Appendix F.1. By applying (4) to (1), we have the compact update [18]

$$
\lambda_{t+1} = (1 - \beta) \lambda_t + \beta \left( \eta + \tilde{\nabla}_\lambda \mathbb{E}_{q_\lambda} \left[ \log p(y|\theta) \right] \right).
$$

(5)

Two points are critical. First the $\mathcal{I}_\lambda^{-1}$ requirement, which is implicit in the natural gradient definition. Though impractical, it is perhaps possible to estimate $\mathcal{I}_\lambda^{-1}$ at each iteration with an iterative conjugate gradient method using only matrix-vector products [51], or exploiting a certain (assumed or imposed) structure of the FIM [49]. Second, the expectation in (5) is generally intractable as it depends on the specified log-likelihood. Thus, sampling methods can be used.

2.4 Exponential family basics

Assume $q_\lambda(\theta)$ belongs to an exponential family distribution. Its probability density function is parametrized as

$$
q_\lambda(\theta) = h(\theta) \exp \left( \phi(\theta)^\top \lambda - A(\lambda) \right),
$$

(6)

where $\lambda \in \Omega = \{ \lambda \in \mathbb{R}^d : A(\lambda) < +\infty \}$ is the natural parameter, $\phi(\theta)$ the sufficient statistic, $A(\lambda) = \log \int h(\theta) \exp(\phi(\theta)^\top \lambda) d\nu$ the log-partition function, determined upon the measure $\nu$, $\phi$, and the function $h$. When $\Omega$ is a non-empty open set, the exponential family is referred to as regular. Furthermore, if there are no linear constraints among the components of $\lambda$ and $\phi(\theta)$, the exponential family [6] is of minimal representation. Non-minimal families can always be reduced to minimal families through a suitable transformation and reparametrization, leading to a unique parameter vector $\lambda$ associated with each distribution [53]. The mean (or expectation) parameter $m \in \mathcal{M}$ is defined as a function of $\lambda$, $m(\lambda) = \mathbb{E}_{q_\lambda}[\phi(\theta)] = \nabla_\lambda A(\lambda)$. Moreover, for the Fisher Information Matrix $\mathcal{I}_\lambda = \mathbb{E}_{q_\lambda} \left[ \nabla_\lambda^2 \log q_\lambda(\theta) \right]$ it holds that $\mathcal{I}_\lambda = \nabla_\lambda^2 A(\lambda) = \nabla_\lambda m$. Under minimal representation, $A(\lambda)$ is convex, thus the mapping $\nabla_\lambda A = m : \Omega \to \mathcal{M}$ is one-to-one, and $\mathcal{I}_\lambda$ is positive definite and invertible [35]. Therefore, under minimal representation we can express $\lambda$ in terms of $m$ and thus $\mathcal{L}(\lambda)$ in terms of $\mathcal{L}(m)$ and vice versa [19]. Furthermore, for a generic differentiable function $\mathcal{L}$,
by applying the chain rule, \( \nabla_\lambda \mathcal{L} = \nabla_\lambda m \nabla_m \mathcal{L} = \nabla_\lambda (\nabla_\lambda A(\lambda)) \mathcal{L} = \nabla_\lambda^2 A(\lambda) \mathcal{L} = I_\lambda \nabla_m \mathcal{L} \), from which
\[
\hat{\nabla}_\lambda \mathcal{L} = I_\lambda^{-1} \nabla_\lambda \mathcal{L} = I_\lambda^{-1} (I_\lambda \nabla_m \mathcal{L}) = \nabla_m \mathcal{L},
\]
expressing the natural gradient in the natural parameter space as the gradient in the expectation parameter space. Eq. (7) enables the computation of natural gradients in the natural parameter space without requiring the FIM \([17, 19]\). This translates into the following equivalence:
\[
\hat{\nabla}_\lambda \mathcal{L} = \eta - \lambda + \hat{\nabla}_\lambda E_q \lambda [\log p(y|\theta)] = \eta - \lambda + \nabla_m E_q \lambda [\log p(y|\theta)].
\]

3 Proposed method

3.1 Quasi-Black-box natural-gradient VI

Our approach relies on the following equivalence for the natural gradient of the LB:
\[
\hat{\nabla}_\lambda \mathcal{L}(\lambda) = \eta - \lambda + \hat{\nabla}_\lambda E_q \lambda [\log p(y|\theta)]
\]
\[
= \eta - \lambda + \lambda E_q \lambda [\hat{\nabla}_\lambda \log q_\lambda(\theta)] \log p(y|\theta).
\]

A proof is provided in Appendix\([\ref{appendix}]\). The difference between equations (9) and (10) is substantial. Eq. (9) involves the natural gradient with respect to the log-likelihood, thus implicitly the natural gradient with respect to the underlying function of the covariates over which (9) is parametrized. Eq. (10) instead requires the gradients of the score function of the variational distribution only. If \( \hat{\nabla}_\lambda [\log q(\theta)]\) is available in closed form, \(\hat{\nabla}_\lambda [\log q_\lambda(\theta)]\) is indeed tractable when \(q_\lambda(\theta)\) is Gaussian. For a function \(f_\lambda\) of the natural parameter, \([\ref{gut}]\) shows that the natural gradient \(\hat{\nabla}_\lambda f_\lambda\) corresponds to the gradient \(\nabla_m f_m\) where neither the FIM or its inverse are involved (under minimal representation we can express \(f_\lambda\) in terms of \(m\)), i.e. \(f_m := f_\lambda\). Eqs. (10) and (7) therefore lead to the following update:
\[
\lambda_{t+1} = (1 - \beta) \lambda_t + \beta (\eta + E_q \lambda [\nabla_m [\log q_\lambda(\theta)] \log p(y|\theta)]).
\]

We refer to our approach based on the above update as Quasi-Black-box (natural-gradient) Variational Inference (QBVI). Indeed the (natural) gradient of the lower bound involves two ingredients: (i) function queries for \(\log p(y|\theta)\) evaluated at some value \(\theta\) drawn from the posterior \(q_\lambda(\lambda)\), without requiring model-specific derivations for \(\log p(y|\theta)\) typical in VI applications, and (ii) \(\nabla_m [\log q_\lambda(\theta)]\) that needs to be provided. Thus the name quasi-black-box. Algorithm\([\ref{algorithm}]\) summarized the approach in the general case of an exponential-family prior-posterior pair of the same parametric form.

3.2 QBVI under Gaussian variational posteriors

This section focuses on the implementation of the natural gradient update \(\hat{\nabla}_\lambda \mathcal{L}\) under the typical multivariate Gaussian variational framework, perhaps the most prominent in VI \([24, 22, 50]\) and Bayesian learning \([13, 4, 18, 38]\) among the many others.

The multivariate Gaussian distribution \(\mathcal{N}(\mu, S)\) with \(d\)-dimensional mean vector \(\mu\) and covariance matrix \(S\) can be seen as a member of the exponential family \([6]\). Its density reads
\[
q_\lambda(\theta) = (2\pi)^{d/2} \exp\{\phi(\theta)^\top \lambda - \frac{1}{2} \mu^\top S^{-1} \mu - \frac{1}{2} \log |S|\},
\]
where
\[
\phi(\theta) = \begin{bmatrix} \theta \\ \theta^\top \end{bmatrix}, \quad \lambda = \begin{bmatrix} \lambda_1 \\ \lambda_2 \end{bmatrix} = \begin{bmatrix} S^{-1} \mu \\ \frac{1}{2} S^{-1} \end{bmatrix}, \quad m = \begin{bmatrix} m_1 \\ m_2 \end{bmatrix} = \begin{bmatrix} \mu \\ \mu^\top \end{bmatrix},
\]
and \(A(\lambda) = -\frac{1}{2} \lambda_1^\top \lambda_2 S^{-1} \lambda_1 - \frac{1}{2} \log(-2 \lambda_2)\). On the other hand, \(\zeta = [\zeta_1, \zeta_2]^\top\) with \(\zeta_1 = \mu = m_1\) and \(\zeta_2 = S = m_2 - \mu \mu^\top\), constituting the common parametrization of the multivariate Gaussian distribution in terms of its mean and variance-covariance matrix.
Proposition 1 For a differentiable function \( L \), and for \( q_\lambda \sim \mathcal{N}(\mu, S) \),
\[
\nabla_{m_1} L = \nabla_\mu L - 2[\nabla S L]\mu, \quad \nabla_{m_2} L = \nabla S L
\]
where \( m_1 = \mu \) and \( m_2 = S + \mu \mu^T \) are the expectation parameters of \( q_\lambda \) \cite{17}.

By applying the above proposition to \( (9) \) and \( (10) \), the computation of the gradient of the LB with respect to \( m \), reduces to evaluating \( \nabla_m \log p(y|\theta) \), and thus to its gradients with respect to \( \mu \) and \( S + \mu \mu^T \). In the next proposition these gradients are shown to be of a rather simple form.

Proposition 2 For \( q_\lambda(\theta) \) being a Gaussian distribution with mean \( \mu \) and covariance matrix \( S \), with natural parameters \( \lambda_1, \lambda_2 \) and expectation parameters \( m_1, m_2 \), be \( v = S^{-1}(\theta - \mu) \), then
\[
\nabla_\mu \log q_\lambda(\theta) = v, \quad \nabla_S \log q_\lambda(\theta) = -\frac{1}{2} (S^{-1} - vv^T).
\]
Furthermore,
\[
\nabla_{m_1} \log q_\lambda(\theta) = S^{-1} \theta - vv^T \mu, \quad \nabla_{m_2} \log q_\lambda(\theta) = \nabla_S \log q_\lambda(\theta).
\]
A proof is provided in Appendix F.2 Proposition enables the online computation of the updates for the posteriors’ natural parameter, in particular for a full-covariance Gaussian variational posterior the QBVI translates in the following updates for \( \mu \) and \( S^{-1} \):
\[
S_{t+1}^{-1} = (1 - \beta)S_t^{-1} + \beta [S_0^{-1} + \mathbb{E}_{q_\lambda} \left[(S_0^{-1} - v_t v_t^T) \log p(y|\theta)\right]], \quad (12)
\]
\[
\mu_{t+1} = \mu_t + \beta S_{t+1} [S_0^{-1} (\mu_0 - \mu_t) + \mathbb{E}_{q_\lambda}[v_t \log p(y|\theta)]], \quad (13)
\]
where \( S_0 \) and \( \mu_0 \) respectively denote the mean vector and variance-covariance matrix of the prior distribution. A proof is provided in Appendix F.2. Note that the updates involve a total of \( d + d^2 \) parameters, and additional \( d + d^2 \) hyper-parameters are required for the prior specification. The updates are further simplified under an isotropic Gaussian prior of mean zero \( \mu_0 = 0 \) and variance-covariance matrix \( S_0 = I/\tau \), with \( \tau > 0 \) a scalar precision parameter. This is a common prior in Bayesian inference, e.g. \cite{11,51}, and BNN applications, e.g. \cite{13,18,22}, that furthermore requires the specification of only one prior hyper-parameter.

Furthermore, assuming that the variation posterior is diagonal, the optimization problem reduces to the estimation of \( 2d \) parameters. Be \( s \) and \( s^{-1} \) the column vector corresponding to the diagonal of \( S \) and \( S^{-1} \) respectively, the QBVI update reads:
\[
s_{t+1}^{-1} = (1 - \beta)s_{t}^{-1} + \beta [s_0^{-1} + \mathbb{E}_{q_\lambda} \left[(s_0^{-1} - v_t \odot v_t) \log p(y|\theta)\right]], \quad (14)
\]
\[
\mu_{t+1} = \mu_t + \beta s_{t+1} [-\tau \mu_t + \mathbb{E}_{q_\lambda}[v_t \log p(y|\theta)]],
\]
where \( v_t = s^{-1}_t \odot (\theta - \mu_t) \), \( \tau \in \mathbb{R}^d \), and \( \odot \) is the element-wise product. The expectations in \((12)\) and \((13)\) depend on the chosen likelihood and its parametrization in terms of \( \theta \), thus cannot be further simplified. While the typical Bayesian framework is here resembled in terms of prior-posterior assumptions, \( \log p(y|\theta) \) is unconstrained in its form and complexity, and conjugacy is not a requirement. The updates do not require the gradients of the likelihood, resulting in simple updates (especially under a diagonal posterior and isotropic prior) that exploit natural gradients w.r.t. the variational distribution. Automatic differentiation and backpropagation are here irrelevant potentially enabling the implementation of QBVI in low-level and basic programming languages. The QBVI thus constitutes a generic and ready-to-use solution for Bayesian inference in complex models under a Gaussian variational approximation. The general QBVI algorithm is summarized in Algorithm 2. The exit function \( f_{exit} \) is discussed in Appendix B.

3.3 Contributions, limitations and related methods

QBVI stands as an algorithm that shares several similarities with several existing alternatives while differing from them as well. In particular, it lies in the gap between feasible natural gradient approaches without requiring the FIM (VON \cite{19} rationale and exponential family properties) and black-box methods (BBVI\cite{41} rationale and the use of the score estimator) that do not require models’ gradients. QBVI provides a solution in this direction. Importantly, the complexity of the underlying model or backbone network is of little relevance for the adoption of QBVI over any suitable likelihood.
Whatever the complexity of the underlying backbone model, outputs are parsed to the likelihood. Only an extensive overview of our approach compared to related words is provided in Appendix ??.

### 4.1 Gradient estimation and control variates

For the implementation of the algorithms 1 and 2, the central aspect to be addressed is the estimation of gradients’ expectations and the use of control variates, for which we provide some new analytical results. This is tackled in the following subsection. With $\lambda = \lambda_t$ and $\theta_s \sim q_{\lambda}, n = 1, \ldots, N_s$, in order to make the update applicable in practice, expectations can be approximated via MC sampling by the following naive estimators:

$$
\mathbb{E}_{q_s} \left[ (S_t^{-1} - v_t v_t^\top) \log p(y|\theta) \right] \approx \frac{1}{N_s} \sum_{s=1}^{N_s} \left[ (S_t^{-1} - S_t^{-1} (\theta_s - \mu_t) (\theta_s - \mu_t)^\top S_t^{-1}) \log p(y|\theta_s) \right],
$$

$$
\mathbb{E}_{q_s} [v_t \log p(y|\theta)] \approx \frac{1}{N_s} \sum_{s=1}^{N_s} \left[ S_t^{-1} (\theta_s - \mu_t) \log p(y|\theta_s) \right],
$$

where the matrix products are replaced with appropriate element-wise products for the diagonal posterior case.

### Algorithm 1 General QBVI implementation

1: Set hyper-parameters: $0 < \beta < 1, N_s$
2: Set priors and initial values: $\eta, \lambda_0$
3: Set: $t = 1$, Stop = false
4: while Stop = true do
5:   Generate: $\theta_s \sim q_{\lambda_t}, s = 1 \ldots N_s$
6:   $\hat{g} = 1/N_s \sum_s \nabla_m \log q_s(\theta) \log p(y|\theta)$
7:   $\lambda_{t+1} = (1 - \beta) \lambda_t + \beta (\eta + \hat{g})$
8:   $t = t + 1$, Stop = $f_{\text{exit}}(\ldots)$
9: end while

Algorithm 2 QBVI, full-covariance Gaussian

1: Set hyper-parameters: $0 < \beta < 1, N_s$
2: Set priors and initial values: $S_0, \mu_0, S_1, \mu_1$
3: Set: $t = 1$, Stop = false
4: while Stop = true do
5:   Generate: $\theta_s \sim q_{\lambda_t}, s = 1 \ldots N_s$
6:   $\hat{g}_s = 1/N_s \sum_s (S_t^{-1} \theta_s - v_t v_t^\top) \log p(y|\theta_s)$
7:   $\hat{g}_n = 1/N_s \sum_s v_t \log p(y|\theta_s)$
8:   $S_{t+1}^{-1} \left[ (1 - \beta) S_t^{-1} + \beta [S_0^{-1} + \hat{g}_s] \right]$
9:   $\mu_{t+1} \left[ \mu_t + \beta S_{t+1}^{-1} (S_0^{-1} (\mu_0 - \mu_t) + \hat{g}_n) \right]$.
10: $t = t + 1$, Stop = $f_{\text{exit}}(\ldots)$
11: end while

Algorithm 2 Lines 6-7: update (11), line 9: an exit rule, e.g. $f_{\text{exit}}(L_t, P_t, T)$ (see Appendix ??). Algorithm 2 Lines 6-7: estimate the expectations in (12) and (13), lines 8-9: updates (13) and (12). Line 9: see Algorithm 1.

An extensive overview of our approach compared to related words is provided in Appendix ??.

Here we mention that as references for empirically testing QBVI we adopt a Monte Carlo Markov Chain (MCMC) sampler the Black-Bock Variational Inference (BBVI) method of [31], the Cholesky Gaussian Variational Bayes (CGVB) [47], and the Manifold Gaussian Variational Bayes (MGVB) of [50]. MCMC is indicative of the true non-variational posterior, BBVI is perhaps the close-most related method, using the log-score trick, but not natural parameters, for Gaussian variational CGVB updates the Cholesky factor with euclidean gradients while adoption of the reparametrization trick (thus model gradients) for controlling the variance of the estimated gradients of the LB. Lastly, MGVB is based on manifold optimization. It uses approximate natural gradients and has the advantage of guaranteeing positive-definiteness of the covariance matrix updated throughout the iterations.

### 4 Implementation aspects

#### 4.1 Gradient estimation and control variates
We test the QBVI algorithm on different real-world data, in classification and prediction problems. A proof is provided in Appendix F.5, along with the definition of matrices $D$, analytically tractable and correspond to (CV) [39, 43], by approximating $E_{q}\left[ \nabla_{m} \log q_{\lambda}(\theta) \right] \log p(y|\theta)$ with

$$\frac{1}{N_s} \sum_{i=1}^{N_s} \nabla_{m_{i}} \left[ \log q(\theta_{i}) \right] \left( \log p(y|\theta_{i}) - c_{i} \right),$$

which is an unbiased estimator of the expected gradient but of equal or smaller variance than the naive MC average across samples. For $i = 1, 2$, the optimal $c_{i}$ minimizing the variance of the CV estimator is

$$c^{*}_{i} = \text{Cov}(\nabla_{m_{i}}, \log q(\theta)) \log p(y|\theta), \nabla_{m_{i}}, \log q(\theta))/\text{V}(\nabla_{m_{i}}, \log q(\theta)).$$

(15)

To ensure the unbiasedness of the estimator, the samples used to estimate $c^{*}_{i}$ must be independent of the ones used to estimate the gradient $\nabla_{m_{i}}, \log q(\theta)$. In practice, this is straightforward, as at iteration $t$, $c^{*}_{i}$ is estimated by reusing samples $\theta_{i}$ previously drawn from $q_{\lambda(t-1)}$, earlier used to estimate the former CV gradient. Under a variational Gaussian posterior, the variance terms $\text{V}(\nabla_{m_{i}}, \log q(\theta))$ in (15) are analytically tractable and correspond to

$$\text{V}(\nabla_{m_{i}}, \log q(\theta)) = \text{diag}(S^{-1}(S + D)S^{-1}), \quad \text{V}(\nabla_{m_{i}}, \log q(\theta)) = \frac{1}{4} \text{vec}^{-1}[\text{diag}(Q)].$$

A proof is provided in Appendix [F.5] along with the definition of matrices $D$ and $Q$. The above restricts the MC-based estimation of $c^{*}_{i}$ only to the covariance term in (15), clearly intractable as it depends on the general form of $\log p(y|\theta)$. For the CV estimator, we suggest selecting $N_{s} \approx 100$, as a compromise between estimates' variance and performance. In BNN frameworks exploiting the reparametrization trick [4] a single MC draw can suffice for providing satisfactory estimates of the gradients, but direct comparison is here difficult as it does require the gradient of the loss with respect to each network’s parameter, and the expectation is usually taken with respect to a standard normal distribution. Within Appendix [E] we empirically illustrate the importance of variance control and address the impact of $N_{s}$ on the variance of the gradients and on the LB.

### 4.2 Further considerations for the implementation

Besides the gradient estimation, there are a number of practicalities and actual implementation details that nevertheless are important that need to be put in place for a smooth implementation. Such standard provisions are collectively discussed in appendix [E]. Separately in Appendix [C] we discuss the implementation of a mean-field variant of QBVI, while in Appendix [D] we tackle the issue related to positive definiteness of the variational covariance matrix.

### 5 Experiments

The paper introduces a new approach for tackling VI despite the form and complexity of the underlying backbone method. Even for the most elaborate deep-learning applications that may lead to outputs through a sequence of numerous and complex layers, for VB the outputs are parsed into a likelihood function, whose numerical values feed QBVI. In practical applications, the most common forms for the likelihood would those analogous to logistic and linear regression. Indeed a DL network for binary classification would return from its last layer class probabilities for which the very same likelihood of the standard logistic regression applies. Our experiments cover these two common situations and furthermore show that QBVI is applicable (as it should) to non-standard forms of the likelihood function (which is indeed not a part of QBVI, like it is for the class of methods using model’s gradients). With this rationale, we decided to suggest experiments that are based on simple models, but relevant (in the form of the likelihood) for more elaborated cases. Extensive results and deeper analyses can be found in Appendix [E] along with comparisons between QBVI and the baseline methods introduced in Section 3.3.

We test the QBVI algorithm on different real-world data, in classification and prediction problems. The most simple scenario for applying our method is that of the logistic regression. In this case, the updates (13) and (14) immediately apply, and the likelihood has a simple form. We report our results on two datasets. The Labour datasets [33] consists of 753 individuals and 7 variables, with a binary response variable indicating whether the participants are currently in the labour force. A 75%-25% split is applied to extract the training and testing sets, hyperparameters are provided in Appendix [E].

---

Footnote: Publicly available data [http://www.key2stats.com/data-set/view/140](http://www.key2stats.com/data-set/view/140)
We explore and inspect for anomalies in the dynamics of the learning process for QBVI in Fig. 2. The smoothed LB (\( \bar{L} \) of Appendix B) is increasing reaching a plateau in both training and test data after about 1000 epochs (left plot), accordingly the likelihood of the data given the model parameters and the likelihood of the variational posterior display a similar behavior (rightmost plot), suggesting solidity in the learning phase. Standard performance measures display high learning rates at a very early epoch and reach satisfactory steady levels at about epoch 300 already (middle panel). Figure 2 points out a robust and smooth underlying learning process with a relatively fast convergence of the lower bound, variational likelihood, and performance metrics, where the magnitude of MC sampling noise is furthermore relatively small compared to the growth rate of such curves. Results corresponding to the posterior parameters at the maximum value of the LB are reported in Table 1: despite the different optimization objectives (LB as opposed to log-likelihood), the data log-likelihood (LL) under the QBVI and maximum-likelihood (ML) estimates are very close. Performance measures are aligned as well, with rather negligible differences. Note that Table 1 is not meant to address whether the models are adequate and satisfactory in achieving the best performance metrics (LL or others, e.g. accuracy) for the given data and classification task, this is here out of scope. Rather it points out that for the chosen model, QBVI provides a full-Bayesian prescription where the posterior means well-align to the ML estimates leading to negligible differences in the models’ LLs evaluated at the ML and QBVI estimates.

Figure 1 depicts the learning of the variational parameters and compares the marginal posterior across different models. From the top row, we observe that variational parameters are readily updated within a few iterations and relatively stable later. For the marginals (bottom row), we observe a remarkable accordance between the QBVI approximation, the Monte-Carlo-Markov-Chain sampler of the true posterior, and the state-of-the-art Gaussian Manifold VI approach [50] taken as reference.

The above discussion applies as well to the Statlog (German Credit Data) Data Set[^1], consisting of 24 categorical attributes for 1000 instances for the associated classification task of classifying good or bad credit risk.

Experiments of regression are performed on financial data. We consider the Heterogeneous Autoregressive model (HAR) or realized volatility [8] and the GARCH(1,1) model [5]. For the two, we respectively use daily values of 5-minutes sub-sampled realized volatility [56] and daily close returns for the S&P 500 index from Jan 1, 2018 to May 15, 2022 (1087 entries).[^2] The regression results in the bottom part of Table 1 again show a remarkable alignment between QBVI and maximum likelihood performance measures: it is in the availability of (approximate) joint posterior where the actual difference between two approaches lies. Note that regression requires the estimation of the disturbances’ variance, for which we use the mean-field approximation in Algorithm 3, see Appendix C. For all the four datasets, further results are reported in Appendix E.

[^1]: Publicly available data: [archive.ics.uci.edu/ml/datasets/statlog+(german+credit+data)](https://archive.ics.uci.edu/ml/datasets/statlog+(german+credit+data))
[^2]: Publicly available data: [realized.oxford-man.ox.ac.uk](https://realized.oxford-man.ox.ac.uk)
Figure 2: Model learning across iterations. Lower bound (the maximum on the training set marked with a red triangle), performance measures, and loglikelihoods.

Table 1: Performance measures for the different datasets. Comparison with the alternative method discussed in Section 3.3 can be found in Appendix E.

|          | Labour data |               | Credit data |               |             |
|----------|-------------|---------------|-------------|---------------|-------------|
|          | Train set   | Test set      | Train set   | Test set      |             |
|          | QBVI        | ML            | QBVI        | ML            |             |
| Precision| 0.710       | 0.708         | 0.698       | 0.698         |             |
| Recall   | 0.701       | 0.699         | 0.676       | 0.676         |             |
| Accuracy | 0.711       | 0.709         | 0.612       | 0.612         |             |
| F1       | 0.703       | 0.701         | 0.746       | 0.746         |             |
| LL       | -332.99     | -332.98       | -113.89     | -113.80       |             |

|          | HAR model   |               | GARCH model |               |             |
|          | Train set   | Test set      | Train set   | Test set      |             |
|          | QBVI        | ML            | QBVI        | ML            |             |
| MSE $\times 10^5$ | 10946       | 10945         | 10169       | 10338         |             |
| LL       | -249.65     | -249.60       | -73.69      | -74.22        |             |
|          |             |               | 8.75        | 8.73          | 4.96        |
|          |             |               | -2587.27    | -2587.34      | 878.02      |
|          |             |               |             |               | 878.04      |

6 Conclusion

Whereas Bayesian inference is highly attractive in high-risk domains and applications, several difficulties hinder its use in ML and complex models from a wide audience. Whereas Variational Inference (VI) is an established effective approach for approximating the true posterior with a tractable one, the actual implementation of the parameters’ updates is not straightforward. We introduce a Quasi Black-box VI (QBVI) method for the Bayesian learning under a Gaussian variational approximation. Our approach develops on the SGD algorithm with steps in the direction of the natural gradient, to optimize the lower bound on the log-likelihood.

Based on certain properties of the exponential family and of the Gaussian distribution, we show that the generally complex natural gradient update can be feasibly approximated by sampling terms that require only function queries of models’ likelihood, but not their gradients. Our approach extends the scope of Bayesian learning to the wide class of models for which gradients are difficult or costly to compute, and typical VI model-specific derivations are unfeasible. We provide details on the robust and practical implementation of QBVI update and test its performance on well-established datasets and models. Future research might develop in two directions, virtually extending the current research and overcoming its limitations. On the other hand, from a theoretical perspective, it is relevant to enable the QBVI update for exploiting the information in structured or factor-decomposed covariance matrices, perhaps resulting in faster updates and increased efficiency, and explore extensions over the Gaussian variational framework. Among the limitations of our work are the trade-off between the convenience of the black-box approach opposed to alternative making use of models’ gradients thus achieving a lower approximation error of the stochastic gradients. Future research direction could explore feasible and effective approaches to variance reduction to be applied in combination, or in alternative, to control variates. In addition the positive-definite constraint is not handled within QBVI and future research could develop in this direction with aid of the manifold optimization theory.
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A QBVI in the context of the related literature

With respect to the NGVI update of [13], QBVI differs by the use of the log-score estimator Eq. (10) does not require the differentiability of the log-likelihood. At any point in the learning process, even though with zero probability, the current value of \( \theta \) might be such that the gradient \( \nabla \log p(y|\theta) \) in Eq. (9) does not exist and NGVI unfeasible. This e.g. would apply to any DL architecture using e.g. ReLU or binary-step activation functions. In practice, this would be irrelevant as in a setting where the expectations are estimated \( N \) MC samples would occur only if the sample values are the same and equal to the point \( \theta \) where the function is non-differentiable.

The difference with respect NGVI derived method such as VON, VOGN, V ADAM and AdaGrad [18, 19, 38] methods is the simplicity of QBVI where the use of the log-score estimator avoids the computation of model’s gradient \( \mu \) and hessian \( \Sigma \) of the (negative) log-likelihood and the corresponding assumptions on the log-likelihood for evaluating \( \nabla \mu \mathcal{L} \) and \( \nabla \Sigma \mathcal{L} \) respectively as \( \mathbb{E}_q[\mu(\theta)] \) and \( \frac{1}{2} \mathbb{E}_q[\Sigma(\theta)] \) [37], arising when applying Eq. (1) to Eq. (7) [18] appendices E and D].

With respect to the CVI the method of [17], QBVI uses the log-score gradient estimator while CIV requires the computation of the model’s gradients and theoretical assumption on the function \( \mathcal{L} \) and its gradients (detail in [17]). Furthermore, CVI uses stochastic approximation of the FIM and gradients of the log-likelihood, while QVI relies on Eq. (7) to handle the exact computation of the natural gradient without requiring the FIM. With respect to the CVI for mean-field approximations, QBVI does not make a distinction between conjugate and non-conjugate terms: in QBVI the prior-posterior pair is assumed of the same form generally resulting in non-conjugate computations. If the prior-(true) posterior is conjugate, adopting a variational approximating for the posterior would generally turn the inference non-conjugate, unless the chosen form of the variational posterior is the same as the true posterior, in which case the variational approximation would be useless and the inference problem turn perhaps analytically tractable. Over the MGVB approach of [50], QBVI uses exact natural gradients (w.r.t. \( \lambda_1, \lambda_2 \)), whereas MGVB an approximate version (w.r.t. \( \mu, S \)). MGVB is however granted to provide a positive definite update of \( S^{-1} \) while QBVI, as the methods described above, does not. Positive-definite issues are tackled in [28], where the Bayesian learning rule [20] is augmented with an additional term meant to grant the constraint on \( \lambda \). Despite QBVI model gradients, thus model-specific derivations are still involved both in [28] and [20]. Also, methods updating the Cholesky factor do require model gradients, as based on the reparametrization trick [47, 46, 45].

Applying the score-estimator within the algorithm of [28] is certainly a direction to explore for rendering QBVI robust to positive-definite issues in the update of \( \lambda_2 \). Without referring to the exponential family, the use of SGD is discussed as well in [54] with the use of a score-function estimator, yet the FIM is approximated with MC sampling (and its inversion is nevertheless required) here inefficient in light of Eq. (7) [29] uses an NGVI update for tackling the general relaxed optimization problem of minimizing an expectation \( \mathbb{E}_q[f(\theta)] \) with their INGO algorithm. QBVI can be seen as a specific adaptation for the purpose of Bayesian inference. With \( f \) being a generic function, in [29] it is not decomposed into \( p(\theta) \log p(y|\theta) \), leads to the VI-ready updates (12), (13). Our paper furthermore adopts variance control and tackles the positive-definiteness constraint for the diagonal covariance case. For VI, QBVI is preferred as the variance of the MC gradients is reduced: INGO samples Eq. (4), QBVI Eq. (5), [52] also provides a closely related algorithm, based on an approximate MC estimation of the FIM (later inverted). On the other hand, we use the results on exponential families to achieve an exact natural gradient update that implicitly avoids the computation of the inverse FIM. Both QBVI and [52] use control variates yet we provide an analytic treatment of the denominator involved in computing the optimal coefficients \( c^*_i \).

QBVI closely relates to BBVI [41]. QBVI introduces is the use of natural gradients, that in the context of exponential-family distributions do not require the computation of \( I^{-1} \). Also, the simplification argument in Appendix F of the LB gradient under the same parametric form of the prior-variational posterior pair immediately adapts to euclidean gradients improving the efficiency of BBVI. Note that there are considerable issues in adopting euclidean gradients for Gaussian VI, especially related to the initialization of the variational posterior and the impossibility to precisely locate quadratic-form optima [54]. A direct comparison with SVI [15], is challenging as SVI applies to a specific class of graphical model where the distinction between local and global hidden variables and natural parameters at a variational distribution level turn the natural gradient computation tractable but qualitatively different form QBVI. Furthermore, in the topic modeling context of [15] it is rather inappropriate to assume the same parametric form for the prior and variational posterior.
As noted in [29], there is a further subtle difference w.r.t. MGVB, BBVI, and SVI, the methods relying on the NGVI update (e.g. QBVI, VON, INGO). In the latter ones the natural gradients update the natural parameters. Indeed the NGVI updates are provided for \((\mu, \Sigma)\) as \((\lambda_1, \lambda_2)\) is not a sufficient prescription for generating samples according to the variational posterior. In particular, for the class of NGVI-related models (including QBVI) \(\mu\) is retrieved from the definition of \(\lambda_1\) from the updated \(\lambda_1\).

Among the works that do consider variance control, control variates are predominant, see e.g. [32] [41] [50] [49] and [51] Section 3.7. The use of the reparametrization trick [22] falls outside the scope of providing a general algorithm as model-specific gradients are required. [41] discusses partial averaging by exploiting the mean-field structure of their variational posterior. In a non-mean-field setting partial averaging appears inapplicable, though it could be partially exploited in BNN with a layer-wise block-diagonal posterior covariance matrix ignoring variables’ correlations between different layers (for a Gaussian variational posterior this is indeed a mean-field specification where layers are treated independently [38, Appendix B.3]). We adopt control variates as they are predominant in the relevant literature and their implementation is immediate, a perhaps feasible alternative could be retrieved by adapting the doubly stochastic variational Bayes principle of [37]. Alternative strategies for variance control, can be found e.g. in [32].

B Implementation aspects and practical recommendations

Classification, regression, and mean-field QBVI. In general classification problems models’ outputs are based on the class of predicted maximum probability, and implicitly rely on a softmax activation function at the last layer. In this setting, the QBVI update outlined above immediately applies as \(\log p(y|\theta)\) corresponds to the log-likelihood loss \(\sum_{i=1}^M y_{i,c} \log p_i(c)\), with \(y_{i,c}\) representing a one-key-hot encoding of the \(i\)-th target with true class \(c\), and \(p_i(c)\) the predicted probability of class \(c\) for the \(i\)-th sample. Though the parametric form of \(\log p(y|\theta)\) is different, for certain regression problems such as Binomial or Poisson regression, the outlined QBVI update applies as well. However, additional parameters might enter into play. For instance, take the linear regression: we can explicitly write the Gaussian likelihood as \(\log p(y|f_\theta(x),v)\), and the variational posterior as \(q(\lambda, \nu)\), with \(f_\theta\) represents the underlying regression with weights \(\theta\). The residuals’ variance \(v\) is generally unknown and needs to be estimated. In Appendix [x] we show that by introducing a corresponding additional variational parameter, the Bayesian inference on the posterior \(p(\theta_1, v|y)p(v|y)\) is readily enabled within a straightforward mean-field form of the QBVI update.

Constraints on model parameters. Imposing constraints on the back-bone network parameter is straightforward and does not require modifications for the QBVI update. In QBVI, network weights are sampled from the variational Gaussian, defined on the real line. Assume that a constraint is imposed on a network weight \(w\) such that it should lie on a support \(S\). It suffices to identify a suitable transform \(f: \mathbb{R} \to S\) and feed-forward the network by applying \(w = f(\theta)\). Of course, the implication of applying transformations is that the Gaussian variational assumption holds for \(\theta = f^{-1}(w)\) (e.g. logit or log of \(w\) if \(f\) is the sigmoid or exponential function, respectively aiming at guaranteeing \(0 < w < 1\) and \(w > 0\)), rather than the actual model parameter \(w\) for which the variational approximation is \(N(f^{-1}(\theta); \mu, S)\det(J_{f^{-1}}(\theta))\), with \(J_{f^{-1}}\) the Jacobin of the inverse transform [24]. Example. For the mixing coefficient \(w\) the TABL layer [48], the constraint \(0 < w < 1\) applies. The sigmoid function maps \(\mathbb{R}\) to \((0, 1)\); by replacing \(w\) with \(f(\theta) = 1/(1 + \exp(-\theta))\), although \(\theta \in \mathbb{R}, 0 < w < 1\) holds. Example. A more elaborate example is described with Table [7].

LB smoothing and stopping criterion. At each iteration the LB is expected to improve, yet the stochastic nature of the estimates \(\hat{L}(\lambda)\) introduces noise that can violate its expected non-decreasing behavior. By using a moving average on the LB over a certain number of iterations \(w\), the noise in \(\hat{L}(\lambda) = 1/w \sum_{i=1}^t \hat{L}(\lambda_{t-i+1})\) is reduced and \(\hat{L}\) is stabilized. A typical stopping rule is that terminating the learning after \(\hat{L}(\lambda)\) did not improve for a certain number of iterations, so-called patience parameter \(P\). The final estimate for \(\lambda\) is taken as that corresponding to \(\max \hat{L}(\lambda)\). Alternatively one might terminate the learning why the change in the parameters is within a certain threshold, this would not even require the computation of the LB, however setting such a threshold can be challenging as it might depend on the scale and length of \(\lambda\) [50].
Control variates. This aspect is discussed in Sec\textsuperscript{4.2}. Here we discuss the importance of enabling a variance control method by providing empirical illustrations (Credit data). Fig\textsuperscript{3} shows that the impact of variance control is major under a relatively low number of MC samples. In the left panel, CVs are not used, in the right panel they are: small \(N_s\) does lead to improved noise levels in the LB but after CV the progression of the LB and thus of the learning of the variational parameter is (on average) comparable with that of much higher values for \(N_s\). On the contrary, without CVs (left panel) the convergence towards the minimum may be slower. The left panel of figure\textsuperscript{4} reports the variance of the MC estimator for the gradient of \(\lambda_1\) under different \(N_s\) schemes without the use of CVs: not surprisingly the higher \(N_s\) the lower the variance of the estimator. When enabling for CV, the variance level is on average comparable across different levels of \(N_s\) thought deviations can be considerable when \(N_s\) is small. The rightmost plot in Fig\textsuperscript{4} depicts the covariance term in the CV computation Eq. \textsuperscript{15} between the score-estimator of the gradient and the variational log-density, upon which depends the effectiveness of the variance reduction. Based on these plots we suggest that an appropriate trade-off between gradients’ variance, LB smoothness, and computational efforts is about \(N_s = 100\), which we adopt throughout our analyses.

Figure 3: Progression of the \(\mathcal{L}\) without (left) and with (right) control variates, for different numbers of MC samples \((N_s)\).

Mini-batches. It is typical in ML applications to work on data subsets or mini-batches. For a batch size \(M\) chosen uniformly at random from the total sample of size \(N\), the QBVI update can be smoothly implemented on mini-batches by accounting for proper rescaling of \(\log p(y|\theta)\) by \(N/M\) to obtain an estimate of \(\mathcal{L}\) that is correct in scale. Mini-batch gradients feed the updates of \(\mu\) and \(S\) at each iteration resulting in gradient estimates that are more efficient while avoiding computational overhead compared to SGD. On the other hand, mini-batches avoid memory-expensive operations involving the full sample. Table\textsuperscript{2} reports estimates and LBs for an experiment involving 50000 records (detail in the caption). The impact of the number of MC draws \(N_s\) is aligned with the observations referring to Figure\textsuperscript{3} and\textsuperscript{4} that is a minor and unbiased effect across batch sizes. Regarding the batch size, we observe some offset with respect to the estimates obtained over the full sample (a single batch). We investigated this effect and found that it turns to be a consequence of a poor approximation of the sample likelihood \(\sum_{i=1}^{N} \log p(y|\theta_s)\) with \(N/M \sum_{i=1}^{M} \log p(y|\theta)\). For small \(M\) the variance of \(\sum_{i=1}^{M} \log p(y|\theta)\) is quite considerable across mini-batches which likely overshoots (positively or negatively). Though the minibatch likelihood is on average unbiased, this is rescaled by the additional

Figure 4: Effect of the use of CVs and number of MC samples \((N_s)\) on the variance of the gradients. Top row. \(\mathcal{L}\) without the use of CVs (left) and with CVs (right). Bottom. Variance of the MC gradient for updating \(\lambda_1\) without CV (left) and with CVs (middle), estimates of the covariance between \(\nabla_m [\log q(\theta)]\) \(\log p(y|\theta)\) and \(\nabla_m \log q(\theta)\) (right).
Momentum and adaptive learning rate

Gradient clipping

Example. Variational posterior on $\sigma^2$ too if the variational posterior factorizes as:

$$q(\sigma^2) = q_1(\sigma^1)q_2(\sigma_2), \ldots, q_k(\theta_k) = \prod_{i=1}^{k} q_k(\theta_k),$$

corresponding to an approximation to the true posterior $p(\theta_1, \ldots, \theta_k | y)$ by $q(\theta)$, where the dependence between $\theta_1, \ldots, \theta_k$ is ignored.

Example. Consider a regression problem of a target $y_i$ based on some data $x_i$, formulated as

$$y_i = f_0(x_i) + \varepsilon_i,$$

with $\varepsilon_i$ a source of i.i.d. noise. Typically $\varepsilon \sim \mathcal{N}(0, \sigma^2)$, with $\sigma^2 > 0$ corresponding to the residuals’ variance. This easily fits the QBVI framework by considering a suitable prior and variational posterior on $\sigma^2$, as done so far for the elements in $\lambda$. Under the mean-field assumption, the variational posterior factorizes as:

$$q(\theta, \sigma^2) = q_1(\theta)q_0(\sigma^2).$$

Table 2: Mini-batch experiments. Results for 100 iterations. Synthetic data generated from a logistic regression with true parameters $\beta = (-5, 0, -4, -5, 2)$. Sample size is 50,000. ML estimates are $\hat{\beta}_{ML} = (-4.56, -0.17, -3.67, -4.97, -1.91)$.

| Mini-batch size | 64 | 128 | 254 | 514 | 1028 | 2056 | Mini-batch size | 64 | 128 | 254 | 514 | 1028 | 2056 |
|-----------------|----|-----|-----|-----|------|------|-----------------|----|-----|-----|-----|------|------|
| $N_s = 25$      |    |     |     |     |      |      | $N_s = 50$      |    |     |     |     |      |      |
| $\beta_1$      | -3.03 | -3.34 | -3.73 | -4.35 | -4.57 | -4.37 | -3.00 | -3.65 | -3.73 | -4.25 | -4.52 | -4.43 |
| $\beta_2$      | -0.31 | -0.53 | -0.23 | -0.17 | -0.12 | -0.16 | -0.39 | -0.53 | -0.18 | -0.17 | -0.12 | -0.17 |
| $\beta_3$      | -2.51 | -2.86 | -3.12 | -3.31 | -3.50 | -3.54 | -2.51 | -2.97 | -3.09 | -3.23 | -3.49 | -3.58 |
| $\beta_4$      | -3.12 | -3.45 | -4.18 | -4.40 | -4.76 | -4.78 | -3.03 | -3.64 | -4.18 | -4.48 | -4.76 | -4.86 |
| $\beta_5$      | 0.82 | 1.09 | 1.29 | 1.62 | 1.70 | 1.78 | 0.80 | 1.09 | 1.41 | 1.56 | 1.71 | 1.82 |
| $\bar{\mathcal{L}}$ | -823.16 | -745.56 | -695.26 | -697.95 | -674.96 | -691.86 | -819.83 | -743.86 | -697.84 | -697.84 | -674.82 | -691.55 |
| $N_s = 100$     |    |     |     |     |      |      | $N_s = 200$     |    |     |     |     |      |      |
| $\beta_1$      | -2.91 | -3.61 | -3.78 | -4.31 | -4.51 | -4.34 | -2.90 | -3.61 | -3.79 | -4.24 | -4.53 | -4.44 |
| $\beta_2$      | -0.35 | -0.48 | -0.18 | -0.19 | -0.14 | -0.15 | -0.33 | -0.47 | -0.18 | -0.12 | -0.12 | -0.16 |
| $\beta_3$      | -2.47 | -2.97 | -3.06 | -3.23 | -3.51 | -3.53 | -2.50 | -2.97 | -3.04 | -3.24 | -3.49 | -3.64 |
| $\beta_4$      | -3.03 | -3.64 | -4.13 | -4.42 | -4.77 | -4.79 | -3.03 | -3.64 | -4.13 | -4.45 | -4.77 | -4.84 |
| $\beta_5$      | 0.82 | 1.06 | 1.42 | 1.59 | 1.74 | 1.69 | 0.84 | 1.05 | 1.43 | 1.58 | 1.71 | 1.75 |
| $\bar{\mathcal{L}}$ | -820.58 | -742.72 | -694.84 | -697.26 | -674.24 | -688.18 | -819.53 | -741.57 | -694.30 | -697.52 | -674.04 | -686.00 |

C Mean-field QBVI

Be $\theta = (\theta_1, \theta_2, \ldots, \theta_k)$. The mean-field variational Bayes framework assumes the following factorization for the variational posterior

$$q(\theta) = q_1(\theta_1)q_2(\theta_2), \ldots, q_k(\theta_k) = \prod_{i=1}^{k} q_k(\theta_k),$$

and adaptive learning rate. The large variance of the estimate of $g_t = \nabla_{\lambda} \mathcal{L}(\lambda_t)$ might be detrimental for the learning process if the learning rate $\beta$ is too large. To control the noise of the sample gradient estimates, it is common (e.g. in ADAM or Adagrad) to smooth the gradient by the use of moving averages (momentum method): $\bar{g} = g_t + (1 - \gamma_0)g_{t-1}$, with $0 < \gamma_0 < 1$. Also, it is convenient to adaptively decrease the learning rate after a certain number of iterations $t'$. That is, $\lambda_{t+1} = \lambda_t + \beta_t g_t$, with e.g. $\beta_t = \min(\epsilon_0, \epsilon_0 t^{-\gamma})$, for some fixed (small) learning rate $\epsilon_0$.

Gradient clipping. Especially at earlier iterations, the norm of $g_t$ can be quite large, and perhaps its variance too if $N_s$ is relatively small. This might lead to updates that are too large and capable of determining a non-positive definite update for $S$, if the above recommendations in $D$ are ignored. It is a common practice to rescale the $L_2$-norm $|| \cdot ||$ of the estimated gradient $g_t$ whenever it is larger than a certain threshold $l_{max}$, while preserving its direction. That is, $g_t$ is replaced by $g_t l_{max}/||g_t||$, before momentum is possibly applied $[51]$. 


The Inverse-Gamma distribution is a common choice for the prior and variational posterior, \( p_{\nu_0} = IG(a_0, b_0) \), and \( q_\nu = IG(\alpha, \beta) \). The prior is parametrized over the prior parameter \( \nu_0 = (a_0, b_0) \) and the variational posterior over \( \nu = (\alpha, \beta) \), which can be updated with natural gradient updates.

Although the Inverse-Gamma distribution is a member of the exponential family note that (7), from which updates in alternative non-natural parametrizations can be worked out (as actually done for \( \nu \) in (3,2)). In general, nothing restricts the variational form to differ from the Inverse-gamma specification, and perhaps to update the vector of the natural parameters (within an exponential-family choice of \( q_\nu \)) via (5). Following (8) and (11),

\[
\nu_{t+1} = (1 - \epsilon)\nu_t + \epsilon \left( \nu_0 + \mathbb{E}_q \left[ \nabla_\nu \log q_\nu(\sigma^2) \right] \log p(y|\theta, \sigma^2) \right)
\]

(16)

where \( \epsilon \) is the learning rate. For the Inverse-gamma, with \( \psi'(\alpha) = \partial \log \Gamma(\alpha)/\partial^2 \alpha \),

\[
\nabla_\nu \log q_\nu(v) = \mathcal{I}_\nu^{-1} \nabla_\nu \log q_\nu(v) = \begin{bmatrix} \psi'(\alpha) & -1/\beta \\ -1/\beta & \frac{1}{\beta^2} \end{bmatrix} \begin{bmatrix} \log \beta - \frac{\Gamma'(\alpha)}{\Gamma(\alpha)} - \log v \\ \frac{\alpha}{\beta} - \frac{1}{v} \end{bmatrix}
\]

(17)

can be directly plugged into the above two updates for \( \alpha_{t+1} \) and \( \beta_{t+1} \). The lower bound

\[
\mathcal{L}(\lambda, \alpha, \beta) = \mathbb{E}_{q_\lambda} \left[ \log p(\theta_1) + \log p(\alpha_0, \beta_0)(\theta_2) + \log p_\lambda(y|\theta_1, \theta_2) - \log q_\lambda(\theta_1) - \log q(\alpha, \beta)(\theta_2) \right]
\]

can be easily evaluated by sampling \( \theta_1 \) from \( q_\lambda \), \( \theta_2 \) from \( q_\nu \), based on the values of \( (\lambda, \alpha, \beta) \) at the current iteration, from which \( \log p(y|\theta_1, \theta_2) \) can be evaluated. Algorithm 3 summarize the above mean-field QBVI approach, applicable for typical univariate regression problems.

In a general setting where the variational posterior is factorized \( k \) terms, the above applies to each of the \( k \) factors. Whether any of the \( q_k \) is a member of the exponential family or nor, one can adopt several alternatives. (i) If \( q_k \) is Gaussian, apply the QBVI update discussed in section 3.2 (ii-a) If \( q_k \) is a member of the exponential family, apply either (5) or (10) on the natural parameter. (ii-b) If \( q_k \) is a member of the exponential family not parametrized over the natural parameter, apply (5) with the definition (2). (iii) Abandon natural gradients and adopt the naive Black-box approach (41) on euclidean gradients for the factor \( q_k \), (ii-a) corresponds to is a QBVI update that does not exploit (7), from which updates in alternative non-natural parametrizations can be worked out (as actually done for \( \zeta = (\mu, S^{-1}) \) in [3,2]). (ii-b) corresponds to the standard VI setting. (iii) is a pure black-box optimizer, that does not exploit the advantages provided by natural gradients.

In case targets and/or one or more of the \( q_k \) factors are multivariate, changes in the above discussion are limited to an appropriate choice of the likelihood (and prior-variational posterior pairs).

Example. Consider the problem of estimating the parameters of a multivariate normal distribution \( p(y|\mu, \Sigma) = \mathcal{N}(\theta_1 = \mu, \theta_2 = \Sigma) \). For the variational posteriors of \( \theta_1 \) and \( \theta_2 \) one might respectively take \( q_1 \sim \mathcal{N}(\mu, S) \) and \( q_2 \sim \text{Wishart}(V, 1) \), and update the variational parameters
As of (12), the update of the covariance matrix needs to hold. Be positive definiteness on \( S \) exists and is positive definite as well. As the QBVI update involves through an appropriate transformation or bounding the learning rate based on the sign and magnitude of the gradient driving the current update. For the full-diagonal case, the positivity constraint \((\alpha, \beta) > 0\) is critical only for the components in \( S \) for which \((\alpha, \beta) > 0\) to be invalid. Eq. \((18)\) suggest that at every iteration \( t \):

\[
(1 - \beta) s_t^{-1} + \beta \left[ s_0^{-1} + \mathbb{E}_{\alpha, \beta} \left[ (s_t^{-1} - v_i \odot v_i) \log p(y|\theta) \right] \right] > 0
\]

needs to hold. Be \( h_t \) a short-hand notation for the above term between the square brackets, and for convenience drop the subscript \( t \). The constraint reads

\[
s^{-1} + \beta(h - s^{-1}) > 0.
\]  

As \( 0 < \beta < 1 \) the positivity constraint \((18)\) is critical only for the components in \( h \) for which \( h - s^{-1} \) is of negative sign. For these components, a too large value of \( \beta \) can cause \( S^{-1} \) to be invalid. Eq. \((18)\) rewrites \( \beta(h - s^{-1}) > -s^{-1} \) so that

\[
\begin{cases}
\beta > \frac{s^{-1}}{h - s} & \text{if } h - s^{-1} > 0, \\
\beta < \frac{s^{-1}}{h - s} & \text{if } h - s^{-1} < 0.
\end{cases}
\]
The above divisions are intended to be element-wise. The first condition is irrelevant as it satisfies $s^{-1} + \beta(h - s^{-1}) > 0$ by hypothesis, while the second imposes an upper bound on all those components for which $h - s^{-1} < 0$. Note that $s^{-1} + \beta(h - s^{-1}) > 0$ is automatically satisfied for all the $i = 1, \ldots, d$ components if $\beta$ is smaller than the smallest component of $-s^{-1}/(h - s^{-1})$. So the constraint:

$$0 < \beta < \arg\min_{i: (h_i - s^{-1})<0} \frac{-s_i^{-1}}{h_i - s_i} = \beta^* < 1.$$ 

In practice, one might set

$$\beta = \min\{\beta_0, \delta\beta^*\},$$

where $\beta_0$ is a predefined maximum allowed learning rate, and $0 < \delta < 1$ ensures $s^{-1}$ is inside the feasible set [18]. With this approach, the diagonal matrix $S^{-1}$ is guaranteed to be positive definite, and $S$ is a valid covariance matrix.

### D.2.2 Transformations

With $\xi = \xi(\lambda)$ being an alternative parametrization of the variational density,

$$\mathcal{I}_\xi = J\mathcal{I}_\lambda J^T, \quad \text{with } J = \nabla\xi \lambda$$

[27] Ch. 6.2. If $\xi$ is invertible, the Jacobian matrix $J$ is invertible and

$$\tilde{\nabla}_\xi \mathcal{L} = \mathcal{I}^{-1} \xi \nabla \mathcal{L} = \left(J^{-1} \mathcal{I}_\lambda^{-1} J^{-1}\right) J (\nabla \mathcal{L}) = (\nabla \xi) \nabla \mathcal{L}$$

where the last equality is in virtue of the Inverse transform theorem [Murray]. Assume $S$ is a diagonal covariance matrix. For some vector $a$, let $a^{-1}$ denote the vector obtained by applying the element-wise division $1/a$, and $\text{diag}(a)$ the square diagonal matrix with diagonal $a$. To constrain the $d \times 1$ vector $s^{-1}$ corresponding to the diagonal of $S^{-1}$ to be positive, we apply the transform $\xi : (\lambda_1, \lambda_2) \mapsto (\lambda_1^{-1}, -\log(-\lambda_2))$. Be $\xi^{(2)} = -\log(-\xi_2)$, and note that $0 < 2 \exp(-\xi^{(2)}) = s^{-1}$, guaranteeing that all the entries in $s^{-1}$ are positive.

Under the diagonal covariance assumption $\lambda_2$ is the $d \times 1$ vector $-\frac{1}{2}s^{-1}$, $\lambda_1 = s^{-1} \odot \mu$, $\tilde{\nabla}_\lambda \mathcal{L}(\lambda)$ is the $2d \times 1$ vector $(\tilde{\nabla}_\lambda \mathcal{L}(\lambda)^T, \nabla \lambda \mathcal{L}(\lambda)^T)^T$ and

$$\nabla \lambda \xi = \begin{bmatrix} I_d & 0 \\ 0 & -(\text{diag}(\lambda_2))^{-1} \end{bmatrix} = \begin{bmatrix} I_d & 0 \\ 0 & \text{diag}(2s) \end{bmatrix}.$$ 

Therefore the natural gradient of the LB w.r.t. $\xi$ becomes

$$\tilde{\nabla}_\xi \mathcal{L}(\lambda) = (\nabla \lambda \xi)^T \tilde{\nabla}_\lambda \mathcal{L} = \begin{bmatrix} \eta_1 - \lambda_1 + \tilde{\nabla}_\lambda \mathbb{E}_q[\log p(y|\theta)] \\ \text{diag}(2s) \left( \eta_2 - \lambda_2 + \tilde{\nabla}_\lambda \mathbb{E}_q[\log p(y|\theta)] \right) \end{bmatrix} = \begin{bmatrix} \tilde{\nabla}_{\xi^{(1)}} \mathcal{L}(\lambda) \\ \tilde{\nabla}_{\xi^{(2)}} \mathcal{L}(\lambda) \end{bmatrix}.$$ 

From [8], natural gradients can be replaced with euclidean gradients w.r.t. to the expectation parameter $m$. Furthermore, as for [10], $\nabla_m \mathbb{E}_q[\log p(y|\theta)] = \mathbb{E}_q[m \log q_\lambda] \log p(y|\theta)$, and Proposition [2] applies:

$$\tilde{\nabla}_{\xi^{(2)}} \mathcal{L}(\lambda) = \text{diag}(2s) \left( \eta_2 - \lambda_2 + \tilde{\nabla}_\lambda \mathbb{E}_q[\log p(y|\theta)] \right)$$

$$= 2s \odot \left( -\frac{1}{2}s_0^{-1} + \frac{1}{2}s^{-1} + \mathbb{E}_q \left[ \frac{1}{2}(s_t^{-1} - v_t \odot v_t) \log p(y|\theta) \right] \right)$$

$$= -s \odot \left( s_0^{-1} - s^{-1} + \mathbb{E}_q \left[ (s_t^{-1} - v_t \odot v_t) \log p(y|\theta) \right] \right).$$

This gives the following Q-BVI update,

$$\xi_t^{(2)} = \xi_t^{(2)} - \beta s_t \odot \left[ s_0^{-1} - s_t^{-1} + \mathbb{E}_q \left[ (s_t^{-1} - v_t \odot v_t) \log p(y|\theta) \right] \right]$$

$$s_t^{-1} = \text{diag} \left( 2e^{-\xi_t^{(2)}} \right)$$

$$\mu_{t+1} = \mu_t + \beta s_{t+1} \odot [-\tau \mu_t + \mathbb{E}_q[v_t \log p(y|\theta)]]$$.
D.3 Full covariance

D.3.1 Updating the Cholesky factor

A $d \times d$ covariance matrix, symmetric and positive definite, requires the specification of $d + \binom{d}{2}$ free parameters, if $S$ is a covariance matrix the Cholesky factor $L$ is the unique lower-triangular matrix such that $S = LL^\top$. While the off-diagonal elements are unconstrained, for $1 \leq i \leq d$, the diagonal elements $l_{i,i}$ must be positive. By updating $L$ rather than $S$, a fully unconstrained optimization is achieved by log-transforming the diagonal and updating the lower-triangular matrix where $z_{i,j} = \log l_{i,j}$ for $i = j$, $z_{i,j} = l_{i,j}$ for $i > j$, and $z_{i,j} = 0$ if $i < j$, and applying the inverse transform to retrieve the Cholesky factor for $S$. This is an alternative framework that lies outside from the spirit of the QBVI update, as it updates $\zeta = (\mu, L)$ instead of $\lambda = (\lambda_1, \lambda_2)$, and additionally requires $I^{-1}_\zeta$ and $\nabla L \log q_\lambda$. We are currently developing and extending the above direction in a separate manuscript.

D.3.2 Covariance update on the manifold of positive definite symmetric matrices

Tran et al. [50] and [28] advanced the idea of performing VI where the variational parameter space is studied as a Riemann manifold. A multivariate Gaussian distribution parametrized by $\zeta = (\mu, S)$ can be viewed as a Riemann manifold equipped with the Riemann metric provided by the Fisher information matrix. In this context, $I^{-1}_\zeta$ approximates as a block-diagonal matrix with blocks $S_2S \otimes S$ where $\otimes$ denotes the Kronecker product. This enables to approximate the natural gradients for a Gaussian distribution w.r.t. $\mu$ and $S$ respectively as $S\nabla_\mu \mathcal{L}(\zeta)$ and $2S\nabla_S \mathcal{L}(\zeta)S$. The central insight is that of updating $S$ such that it remains within the (Gaussian) manifold. This is achieved by considering the first-order approximation of the exponential map projecting a point on the tangent space of the manifold at the current point (where the natural gradient lies) back to the manifold, called retraction. The adopted retraction method of [50] is justified by [28]. [28] provides further theoretical and practical developments, especially related to VOGN [38], in the context of the general Bayesian learning rule [21]. As for the update of the Cholesky factor, this corresponds to an alternative framework that methodologically deviates from QBVI: the positive-definiteness issue constitutes a limitation of QBVI that future work may explore based on the manifold theory.

E Experiments, additional results

Table 3: Hyperparameters, apply to all the optimizes listed in Table 4. The maximum number of iterations is set to 1000.

| Text reference | $l_{\text{max}}$ | $\beta$ | $P$ | $\gamma_\mu$ |
|---------------|-----------------|--------|-----|-------------|
| Value         | 1000            | 0.1    | 500 | 0.4         |

| Text reference | $w$ | $S_0$ | $\mu_0$ | $t'$ |
|---------------|-----|-------|---------|------|
| Value         | 30  | 5     | 0       | 800  |

The following tables report additional results concerning the variational estimates under different models on the full data. The VI models include QBVI, QBVI with diagonal covariance matrix (QBVI*), Black-box Variational Inference (BBVI) [41], Cholesky Gaussian Variational Bayes (CGVB) [47], following the implementation discussed in [51], Manifold Gaussian Variational Bayes (MGVB) [50], Monte Carlo Markov Chain approximation of the actual posterior (MCMC), and Maximum Likelihood (ML). We remark that CGVB is based on the reparametrization trick and constitutes a benchmark that does require models’ gradients. MGVB does not, yet it develops over the manifold theory on an approximate-form FIM rather than the exact one based on the duality of the natural-expectation-parameter representations of exponential family distributions. For VI models we include the value of the Lower bound ($\mathcal{L}$). QBVI regression models under the mean-field framework of Algorithm 3 where the regression variance is approximated with an inverse gamma prior and posterior is denoted by (QBVI†). ML variances are extracted from the asymptotic covariance matrix. Models are initialized with the same hyper-parameters. Throughout the models and datasets, we observe
a remarkable alignment between the posteriors’ estimates indicating that all the Bayesian models perform comparably, thus the use of our black-box approach seems to come at any cost in terms of bias or increased (posterior) variance of the estimated. Certainly, the smaller number of trainable parameters for the diagonal QBVI version explains the (small) discrepancy observed in the estimated parameters with respect to the alternative optimizers. It is furthermore interesting to observe that the VI estimates are close to the ML one, indicating that the Gaussian approximation is rather appropriate for the data and models considered.

Matlab and Python implementations of the QBVI optimizer are available at [TBD] and developed upon the open-source VBLab package, see [51].

Table 4: Estimates of posteriors’ means and variances for the Labour dataset.

|   | QBVI* | QBVI | BBVI | CGVB | MGVB | MCMC | ML  | QBVI | MCMC | ML  |
|---|-------|------|------|------|------|------|-----|------|------|-----|
| $\beta_0$ | 0.672 | 0.675 | 0.679 | 0.678 | 0.678 | 0.676 | 0.679 | 0.041 | 0.040 | 0.040 |
| $\beta_1$ | -1.485 | -1.488 | -1.478 | -1.486 | -1.487 | -1.482 | -1.476 | 0.054 | 0.054 | 0.057 |
| $\beta_2$ | -0.082 | -0.083 | -0.084 | -0.084 | -0.084 | -0.085 | -0.085 | 0.006 | 0.006 | 0.006 |
| $\beta_3$ | -0.572 | -0.574 | -0.572 | -0.574 | -0.574 | -0.566 | -0.571 | 0.015 | 0.015 | 0.014 |
| $\beta_4$ | 0.496 | 0.493 | 0.489 | 0.492 | 0.493 | 0.494 | 0.485 | 0.013 | 0.013 | 0.012 |
| $\beta_5$ | -0.638 | -0.637 | -0.627 | -0.638 | -0.638 | -0.643 | -0.625 | 0.021 | 0.021 | 0.020 |
| $\beta_6$ | 0.608 | 0.609 | 0.602 | 0.609 | 0.609 | 0.612 | 0.599 | 0.020 | 0.020 | 0.020 |
| $\beta_7$ | 0.051 | 0.050 | 0.045 | 0.049 | 0.049 | 0.052 | 0.045 | 0.043 | 0.043 | 0.043 |
| $\mathcal{L}$ & -358.265 & -356.639 & -359.560 & -356.638 & -356.637 & -356.639 & -359.560 & -356.639 & -356.639 & -356.639 |
We work on the two terms in (19) separately. The first term rewrites as
\[
\partial \lambda \mathcal{L}_{\lambda_{1}}(\lambda_{1}) = \lambda_{0} - \lambda_{1} + \mathbb{E}_{q_{\lambda_{1}}} \left[ \nabla_{\lambda_{1}} \log p(y|\theta) \right].
\]
with \( \lambda_{0} \) and \( \lambda_{1} \) being respectively the natural parameters of the prior \( p_{\lambda_{0}}(\theta) \) and of the variational posterior \( q_{\lambda_{1}}(\theta) \).

\[
\nabla_{\lambda_{1}} \mathcal{L}(\lambda) = \nabla_{\lambda_{1}} \mathbb{E}_{q_{\lambda_{1}}} \left[ \log \frac{p_{\lambda_{0}}(\theta)p(y|\theta)}{q_{\lambda_{1}}(\theta)} \right] = \nabla_{\lambda_{1}} \mathbb{E}_{q_{\lambda_{1}}} \left[ \log \frac{p_{\lambda_{0}}(\theta)}{q_{\lambda_{1}}(\theta)} \right] + \nabla_{\lambda_{1}} \mathbb{E}_{q_{\lambda_{1}}} \left[ \log p(y|\theta) \right]
\]

(19)

Be \( p \) and \( q \) members of the exponential family. Their densities can be expressed in the form
\[
p_{\lambda_{0}}(\theta) = h_{0}(\theta) \exp\{ \phi_{0}(\theta)^{\top} \lambda_{0} - A_{0}(\lambda_{0}) \}, \quad q_{\lambda_{1}}(\theta) = h_{1}(\theta) \exp\{ \phi_{1}(\theta)^{\top} \lambda_{1} - A_{1}(\lambda_{1}) \},
\]
with \( \phi_{0}(\theta) \) and \( \phi_{1}(\theta) \) the sufficient statistics, \( h_{0}(\theta) \) and \( h_{1}(\theta) \) the base functions (or carrying densities) and \( A_{0}, A_{1} \) the log-partition functions of \( p \) and \( q \) respectively. Let \( \langle \cdot \rangle \) denote the dot product.

We work on the two terms in (19) separately. The first term rewrites as
\[
\nabla_{\lambda_{1}} \mathbb{E}_{q_{\lambda_{1}}} \left[ \log \frac{h_{0}(\theta)}{h_{1}(\theta)} + \phi_{0}(\theta)^{\top} \lambda_{0} - \phi_{1}(\theta)^{\top} \lambda_{1} - A_{0}(\lambda_{0}) + A_{1}(\lambda_{1}) \right].
\]
Thus the derivative with respect to \( \lambda_{1} \) is
\[
\frac{\partial}{\partial \lambda_{1}} \mathbb{E}_{q_{\lambda_{1}}} \left[ \log \frac{h_{0}(\theta)}{h_{1}(\theta)} + \phi_{0}(\theta)^{\top} \lambda_{0} - \phi_{1}(\theta)^{\top} \lambda_{1} - A_{0}(\lambda_{0}) + A_{1}(\lambda_{1}) \right] = \frac{\partial}{\partial \lambda_{1}} \langle m_{1}, \lambda_{1} \rangle + m_{1},
\]
as \( m_1 = \mathbb{E}_{q_{\lambda_1}}[\phi_1(\theta)] \) and \( m_1 = \partial A(\lambda_1)/\partial \lambda_1 \) too.

By expanding the derivative of the dot product,
\[
\frac{\partial}{\partial \lambda_1} \mathbb{E}_{q_{\lambda_1}} \left[ \log \frac{h_0(\theta)}{h_1(\theta)} \right] + \frac{\partial}{\partial \lambda_1} \mathbb{E}_{q_{\lambda_1}} \left[ \phi_0(\theta) \right]^\top \lambda_0 = \langle \frac{\partial}{\partial \lambda_1} m_1, \lambda_1 \rangle.
\]

and recalling the exponential family property
\[
\frac{\partial}{\partial \lambda_1} \mathbb{E}_{q_{\lambda_1}} \left[ \phi_0(\theta) \right]^\top \lambda_0 = \mathbb{I}_{\lambda_1} \frac{\partial^2}{\partial \lambda_1^2} A(\lambda_1) = \frac{\partial}{\partial \lambda_1} m_1,
\]
we lastly have
\[
\nabla_{\lambda_1} \mathbb{E}_{q_{\lambda_1}} \left[ \log \frac{p_{\lambda_0}(\theta)}{q_{\lambda_1}(\theta)} \right] = \mathbb{I}_{\lambda_1}^{-1} \left[ \frac{\partial}{\partial \lambda_1} \mathbb{E}_{q_{\lambda_1}} \left[ \log \frac{h_0(\theta)}{h_1(\theta)} \right] + \frac{\partial}{\partial \lambda_1} \mathbb{E}_{q_{\lambda_1}} \left[ \phi_0(\theta) \right]^\top \lambda_0 - \mathbb{I}_{\lambda_1} \lambda_1 \right]
= \mathbb{I}_{\lambda_1}^{-1} \frac{\partial}{\partial \lambda_1} \mathbb{E}_{q_{\lambda_1}} \left[ \log \frac{h_0(\theta)}{h_1(\theta)} \right] + \mathbb{I}_{\lambda_1}^{-1} \frac{\partial}{\partial \lambda_1} \mathbb{E}_{q_{\lambda_1}} \left[ \phi_0(\theta) \right]^\top \lambda_0 - \lambda_1.
\]

If \( p_{\lambda_0} \) and \( q_{\lambda_1} \) are exponential family members of the same parametric form, they share the sufficient statistic and base functions, i.e. \( \phi_0 = \phi_1 \) and \( h_0 = h_1 \). Then,
\[
\frac{\partial}{\partial \lambda_1} \mathbb{E}_{q_{\lambda_1}} \left[ \phi_0(\theta) \right] = \frac{\partial}{\partial \lambda_1} \mathbb{E}_{q_{\lambda_1}} \left[ \phi_1(\theta) \right] = \frac{\partial}{\partial \lambda_1} m_1 = \mathbb{I}_{\lambda_1},
\]
thus the very simple form:
\[
\nabla_{\lambda_1} \mathbb{E}_{q_{\lambda_1}} \left[ \log \frac{p_{\lambda_0}(\theta)}{q_{\lambda_1}(\theta)} \right] = \lambda_0 - \lambda_1.
\]

For the second term,
\[
\nabla_{\lambda_1} \mathbb{E}_{q_{\lambda_1}} \left[ \log p(y|\theta) \right] = \int \nabla_{\lambda_1} \left[ q_{\lambda_1}(\theta) \log p(y|\theta) \right] d\theta
= \int \nabla_{\lambda_1} \left[ q_{\lambda_1}(\theta) \right] \log p(y|\theta) + q_{\lambda_1}(\theta) \nabla_{\lambda_1} \left[ \log p(y|\theta) \right] d\theta
= \int q_{\lambda_1}(\theta) \nabla_{\lambda_1} \left[ \log q_{\lambda_1}(\theta) \right] \log p(y|\theta) d\theta + 0
= \mathbb{E}_{q_{\lambda_1}} \left[ \nabla_{\lambda_1} \left[ \log q_{\lambda_1}(\theta) \right] \log p(y|\theta) \right]
\]
The score function exists, scores and likelihoods are bounded, and via Theorem of dominated convergence derivatives and integrals can be exchanged [7].

### F.2 Proposition 2: gradient with respect to the expectation parameter

We shall prove that under \( q_{\lambda}(\theta) \sim \mathcal{N}(\mu, S) \), with \( m_1 = \mu \), \( m_2 = \mu \mu^\top + S \) and \( V = (\theta - \mu)(\theta - \mu)^\top \) it holds that
\[
\nabla_{m_1} \log q_{\lambda}(\theta) = S^{-1}(\theta - VS^{-1}\mu),
\]
\[
\nabla_{m_2} \log q_{\lambda}(\theta) = -\frac{1}{2} (S^{-1} - S^{-1}VS^{-1}).
\]

From Proposition [1] gradients of \( \log q_{\lambda}(\theta) \) with respect to \( S \) and \( \mu \) are required. An solution to the rather complex problem \( \nabla_S \log q_{\lambda}(\theta) \) is provided in [2] (indeed standard maximum likelihood estimation simplifies the problem by considering the much simpler derivative with respect to \( S^{-1} \)).

For the quadratic form in \( \log q_{\lambda}(\theta) \), one has \( \nabla_\mu \left[ (\theta - \mu)S^{-1}(\theta - \mu)^\top \right] = 2S^{-1}(\theta - \mu) \), therefore
\[
\nabla_\mu \log q_{\lambda}(\theta) = S^{-1}(\theta - \mu).
\] \hspace{1cm} (20)

Form Proposition [1]
\[
\nabla_{m_1} \log q_{\lambda}(\theta) = \nabla_\mu \log q_{\lambda}(\theta) - 2[\nabla_S \log q_{\lambda}(\theta)] \mu
= S^{-1}(\theta - \mu) + (S^{-1} - S^{-1}VS^{-1}) \mu = S^{-1}(\theta - VS^{-1}\mu),
\]
\[
\nabla_{m_2} \log q_{\lambda}(\theta) = \nabla_S \log q_{\lambda}(\theta).
\]
F.3 QBVI under a full-covariance Gaussian variational posterior

Update for Gaussian variational posterior in the natural parameter space.

Apply the SGD update [1] for the loss $\mathcal{L}$

$$\nabla_\lambda \mathcal{L}(\lambda) = \eta - \lambda + \mathbb{E}_{q_\lambda} (\nabla_m \log q_\lambda(\theta)) \log p(y|\theta)$$

with the natural gradient in [10] to obtain the generic update in the natural parameters space:

$$\lambda_{t+1} = \lambda_t + \beta \left[ \eta - \lambda_t + \mathbb{E}_{q_\lambda} \left[ \nabla_\lambda \log q_\lambda(\theta) \right] \log p(y|\theta) \right]$$

$$= (1 - \beta) \lambda_t + \beta \left[ \eta + \mathbb{E}_{q_\lambda} \left[ \nabla_\lambda \log q_\lambda(\theta) \right] \log p(y|\theta) \right]$$

As $\nabla_\lambda \log q_\lambda(\theta)$, we replace the natural gradients with the gradients with respect to $m$ given in Proposition [2]

$$\mathbb{E}_{q_\lambda} \left[ \nabla_\lambda \log q(\theta) \right] \log p(y|\theta) = \mathbb{E}_{q_\lambda} \left[ S^{-1} (\theta - VS^{-1} \mu) \log p(y|\theta) \right],$$

$$= S^{-1} \mathbb{E}_{q_\lambda} \left[ (\theta - VS^{-1} \mu) \log p(y|\theta) \right],$$

$$= -\frac{1}{2} S^{-1} \mathbb{E}_{q_\lambda} \left[ (S^{-1} - S^{-1} VS^{-1}) \log p(y|\theta) \right].$$

The updates in the natural parameter space results in

$$\lambda_{t+1}^{(1)} = (1 - \beta) \lambda_t^{(1)} + \beta \eta_t^{(1)} \mathbb{E}_{q_\lambda} \left[ S_t^{-1} (\theta - VS_t^{-1} \mu_t) \log p(y|\theta) \right], \quad \text{(21)}$$

$$\lambda_{t+1}^{(2)} = (1 - \beta) \lambda_t^{(2)} + \beta \eta_t^{(2)} - \frac{1}{2} \beta \mathbb{E}_{q_\lambda} \left[ (S_t^{-1} - S_t^{-1} VS_t^{-1}) \log p(y|\theta) \right], \quad \text{(22)}$$

where $\lambda^{(1)}, \lambda^{(2)} (\eta^{(1)}, \eta^{(2)})$ are respectively the first and second natural parameters of the variational Gaussian posterior (Gaussian prior) and $I$ is the identity matrix of appropriate size. The learning rate $\beta$ can defined component-wise $\beta = (\beta^{(1)}, \beta^{(2)})^T$ and be adaptive $\beta = \beta_t$.

Update for $S^{-1}$. In (22) substitute $\lambda_2 = -\frac{1}{2} S^{-1}$:

$$-\frac{1}{2} S_t^{-1} = -\frac{1}{2} (1 - \beta) S_t^{-1} + \beta \left[ -\frac{1}{2} S_0^{-1} + \mathbb{E}_{q_\lambda} \left[ \nabla_m \log q(\theta) \right] \log p(y|\theta) \right] \quad \text{(23)}$$

$$S_t^{-1} = (1 - \beta) S_t^{-1} + \beta \left[ S_0^{-1} - 2\beta \mathbb{E}_{q_\lambda} \left[ \nabla_m \log q(\theta) \right] \log p(y|\theta) \right]$$

$$S_{t+1}^{-1} = (1 - \beta) S_t^{-1} + \beta \left[ S_0^{-1} + \mathbb{E}_{q_\lambda} \left[ (S_t^{-1} - S_t^{-1} VS_t^{-1}) \log p(y|\theta) \right] \right]$$

Update for $\mu$. In (21) substitute $\lambda_1 = S^{-1} \mu$:

$$\mu_{t+1} = (1 - \beta) S_{t+1}^{-1} \mu_t + \beta S_{t+1} \left[ S_0^{-1} \mu_0 + \mathbb{E}_{q_\lambda} \left[ \nabla_m \log q_\lambda(\theta) \right] \log p(y|\theta) \right].$$

Multiply the update for $S_{t+1}$ in (23) by $S_{t+1} \mu_t$ to obtain

$$(1 - \beta) S_{t+1}^{-1} \mu_t = \mu_t - \beta S_{t+1} \left[ S_0^{-1} \mu_t - 2\beta \mathbb{E}_{q_\lambda} \left[ \nabla_m \log q_\lambda(\theta) \right] \log p(y|\theta) \right]$$

So for update of $\mu_{t+1}$, using the first relation from Proposition [1]

$$\mu_{t+1} = \mu_t + \beta S_{t+1} \left[ S_0^{-1} \mu_0 - S_0^{-1} \mu_t + \mathbb{E}_{q_\lambda} \left[ \nabla_m \log q_\lambda(\theta) \right] \log p(y|\theta) \right]$$

$$= \mu_t + \beta S_{t+1} \left[ S_0^{-1} \mu_0 - S_0^{-1} \mu_t + \mathbb{E}_{q_\lambda} \left[ S_t^{-1} (\theta - \mu_t) \log p(y|\theta) \right] \right]$$
F.4 Control variates (i). Validity of the control variate

For $\nabla_{m_i}\log q(\theta)$ to be valid control variate it must hold $E_q[\nabla_{m_i}\log q(\theta)] = 0$. Let the $j$-th component of $m_i$ be denoted by $m_{ij}$. It suffices to prove that $E_q[\nabla_{m_{ij}}\log q(\theta)] = 0, \forall j$.

$$E_q[\nabla_{m_{ij}}\log q(\theta)] = E_q\left[\frac{\partial}{\partial m_{ij}} q(\theta)\right] = \int q(\theta) \frac{\partial q(\theta)}{\partial m_{ij}} d\theta = \frac{\partial}{\partial m_{ij}} \int q(\theta) d\theta = \frac{\partial}{\partial m_{ij}} 1 = 0, \forall j.$$ 

If $m_i$ is a matrix, the above analogously applies to $\text{vec}(m_i)$, and the corresponding matrix of derivatives is the zero matrix.

F.5 Control variates (ii). Variance of the gradients

Recall the gradients with respect to the expectation parameters can be written in terms of gradients with respect to the mean and variance of the Gaussian variational posterior $\theta \sim q(\mu, S)$, with $\mu \in \mathbb{R}^{K \times 1}$ begin the column vector of means, $S \in \mathbb{R}^{K \times K}$ the variance-covariance matrix. From Proposition 2 recall that

$$\nabla_{m_1} \log q(\theta) = \nabla_{\mu} \log q(\theta) - 2\nabla_S [\log q(\theta)] \mu,$$

$$\nabla_{m_2} \log q(\theta) = \nabla_S \log q(\theta),$$

with $m_1 = \mu$ and $m_2 = \mu\mu^T + S$. This implies that three terms are required for computing the variance of each gradient, these are: (i) $\nabla(\nabla_{\mu} \log q(\theta))$, (ii) $\nabla(\nabla_S \log q(\theta))$, and (iii) $\text{Cov}(\nabla_{\mu} \log q(\theta), \nabla_S \log q(\theta))$.

Notation. For a $K \times 1$ vector $a$, $\text{vcov}(a)$ is the usual variance-covariance matrix $\mathbb{E}[(a - \mathbb{E}[a])(a - \mathbb{E}[a])^T]$. For a $K \times L$ matrix $A$, by $\nabla(A)$ we mean the $K \times L$ matrix of the variances of the individual elements in $A$, that is $(\nabla(A))_{ij} = \nabla(A_{ij})$. $\text{vcov}(A)$ is the matrix size $K^2 \times K^2$ defined as the variance-covariance matrix of the vector $\text{vec}[A]$, i.e. $\text{vcov}(A) = \text{vcov}(\text{vec}[A])$. In the univariate case, $\text{Cov}$ is used in place of $\text{vcov}$ to simplify the notation.

(i) Variance of the gradient of the variational likelihood with respect to $m_2$.

It is useful to recall the relationship between the Wishart and the multivariate Gaussian distribution, and a further result on the linear combinations of Wishart distributions through non-random matrices.

Proposition 3 Let $X_1, \ldots, X_n$ be independent $K \times 1$ random vectors all having a multivariate normal distribution with mean zero and covariance matrix $\frac{1}{n} S$. Let $K \leq n$. Define $W = \sum X_i X_i^T$, then $W$ has a Wishart distribution with parameters $n$ and $\hat{S}$, denoted by $W(n,S)$. For a proof see [12].

Theorem 1 If $A$ is a $W(n, \Sigma)$ and $M$ is $k \times m$ of rank $k$ then $MAM^t$ is $W(n, M\Sigma M^t)$. For a proof see [12].

Corollary 1 Be $V = (X - \mu)(X - \mu)^T$ with $X \sim N(\mu, S)$, then $S^{-1}VS^{-1} \sim W(1, S^{-1})$.

Proof. $(X - \mu)$ distributes as a $K$-variate normal distribution with mean zero and covariance matrix $S$. Following Proposition 3 $V = (X - \mu)(X - \mu)^T \sim W(1, S)$. $S^{-1}$ is symmetric and of rank $K$, thus by applying Theorem 1 one has $S^{-1}VS^{-1} \sim W(1, S^{-1})$.

For the covariance matrix of $\nabla_{m_2} \log q_\lambda(\theta)$ we have

$$\text{vcov}(\nabla_{m_2} \log q(\theta)) = \text{vcov}(-\frac{1}{2} S^{-1} + \frac{1}{2} S^{-1}VS^{-1}) = \frac{1}{4} \text{vcov}(S^{-1}VS^{-1}).$$

By Corollary 1 the covariance matrix of $S^{-1}VS^{-1}$ is that of the $W(1, S^{-1})$ distribution, indicated by $Q$, then

$$\text{vcov}(\nabla_{m_2} \log q(\theta)) = \frac{1}{4} Q$$
By definition, \( Q = \text{vcov}(\text{vec}(S^{-1}VS^{-1})) \), therefore the variances of the individual entries in \( S^{-1}VS^{-1} \) are found on the diagonal of \( Q \). That is \( \text{diag}(Q) = \text{vec}(\text{V}(S^{-1}VS^{-1})) \), so

\[
\text{V}(\nabla_{m_2} \log q(\theta)) = \frac{1}{4} \text{vec}^{-1}[\text{diag}(Q)].
\]

For the Wishart distribution, the term \( \text{diag}(Q) \) can be easily computed as

\[
S^{-1} \otimes S^{-1} + \text{diag}(S^{-1})\text{diag}(S^{-1})^\top.
\]

(ii) Variance of the gradient of the variational likelihood with respect to \( m_1 \).

We prove the following:

\[
\text{vcov}(\nabla_{m_1} \log q(\theta)) = S^{-1}(S + D)S^{-1},
\]

where \( D \) is defined in (26).

From Proposition 2

\[
\nabla_{m_1} \log q(\theta) = S^{-1}(\theta - \mu) + (S^{-1} - S^{-1}VS^{-1})\mu
\]

\[
= S^{-1}(\theta - V S^{-1}\mu)
\]

\[
= S^{-1}(\theta - V z),
\]

with \( z = S^{-1}\mu \) being a constant column vector and \( V = (\theta - \mu)(\theta - \mu)^\top \). The covariance matrix corresponds to,

\[
\text{vcov}(\nabla_{m_1} \log q(\theta)) = S^{-1} \text{vcov}(\theta - V z)S^{-1\top}
\]

\[
= S^{-1}(\text{vcov}(\theta) + \text{vcov}(V z) + \text{vcov}(\theta, V z))S^{-1}.
\]

Since \( \text{vcov}(\theta) \) is trivially equal to \( S \), it turns out that there are two terms that need to be addressed.

(ii-a) Term \( \text{vcov}(V z) \).

We first develop on the \( K \times K \) matrix \( \text{vcov}(V z) \). The diagonal elements correspond to variances, that is for \( j = 1, \ldots, K \),

\[
\text{V}[(Vz)_{jj}] = \sum_{i=1}^{V} z_i^2 \text{V}(V_{ji}) + 2 \sum_{i\neq h} z_i z_j \text{Cov}(V_{ji}, V_{jh}).
\]

For any \( j \) all the relevant variance and covariance terms are found in the variance-covariance matrix \( Q \) of the \( W(1, S) \) distribution of \( V \). In particular, for \( j = 1 \) the relevant part of \( Q \) is the sub-matrix \( Q^{(1,1)} \) extracted from \( Q \) by taking rows 1, \ldots, \( K \) and columns 1, \ldots, \( K \)

\[
\text{V}[(Vz)_{11}] = \sum_{i=1}^{V} z_i^2 Q_{ii}^{(1,1)} + 2 \sum_{i\neq j} z_i z_j Q_{ij}^{(1,1)},
\]

for \( i, j = 1, \ldots, K \). For \( j = 2, Q^{(2)} \) is extracted from \( Q \) by taking rows and columns from \( K + 1, \cdots, 2K \), and similarly

\[
\text{V}[(Vz)_{22}] = \sum_{i=1}^{V} z_i^2 Q_{ii}^{(2,2)} + 2 \sum_{i\neq j} z_i z_j Q_{ij}^{(2,2)},
\]

again, for \( i, j = 1, \ldots, K \). Analogously for the \( j \)th row, \( Q^{(j,j)} \) is extracted from \( Q \) by taking rows and columns from \( (j - 1)K + 1, \cdots, jK \), and similarly

\[
\text{V}[(Vz)_{jj}] = \sum_{i=1}^{V} z_i^2 Q_{ii}^{(j,j)} + 2 \sum_{i\neq j} z_i z_j Q_{ij}^{(j,j)},
\]
for \(i, j = 1, \ldots, K\). The \(j\)-th variance can be analogously expressed in terms of matrix multiplication as
\[
V[(Vz)_{jj}] = z^T Q^{(j,j)} z,
\]
which can be proved by expanding the matrix product and observing that \(Q^{(j,j)}\) is symmetric. For the generic covariance term \(\text{Cov}((Vz)_{ij}, (Vz)_{jj})\), one has
\[
\text{Cov}((Vz)_{ij}, (Vz)_{jj}) = \text{Cov} \left( \sum_h V_{ih} z_h, \sum_k V_{ik} z_k \right) = \sum_h \sum_k z_h z_k \text{Cov}(V_{ih}, V_{ik}).
\]
Again, the relevant covariance terms are found in \(Q\). Be \(Q^{(i,j)}\) the sub-matrix of \(Q\) obtained by extracting rows \((i-1)K + 1, \ldots, iK\) and columns \((j-1)K + 1, \ldots, jK\). Similarly to the variance case
\[
\text{Cov}((Vz)_{ij}, (Vz)_{jj}) = z^T Q^{(i,j)} z,
\]
That is, the generic \(i\)-th row of \(\text{vcov}(Vz)\) corresponds to the vector
\[
(z^T Q^{(i,1)} z, z^T Q^{(i,2)} z, \ldots, z^T Q^{(i,K)} z).
\]
The partitioned matrix \(Q\) of size \(K^2 \times K^2\) into the \(Q^{(i,j)}\) sub-matrices each of size \(K \times K\) is vectorized into a \(K^3 \times K^3\) matrix of \(K^2\) vertically-stacked blocks of \(K \times K\) matrices and further block-diagonalized to obtain the \(K^3 \times K^3\) matrix
\[
BQ = \text{Bdiag}(Q^{(1,1)}, Q^{(2,1)}, \ldots, Q^{(K,1)}, Q^{(1,2)}, \ldots, Q^{(K,K)}).
\]
In this way, a compact form for the whole variance-covariance matrix can be retrieved in terms of Kronecker \((\otimes)\) products as
\[
D = \text{vec}^{-1} \left[ \text{diag} \left( (I_{K \times K} \otimes z)^T BQ(I_{K \times K} \otimes z) \right) \right],
\]
where \(\text{diag}\) is the operator that extracts the diagonal elements of a matrix into a column vector, \(I_{K \times K}\) denotes the identity matrix of size \(K \times K\) and \(\text{vec}^{-1}\) the inverse of the vectorization operator. Eq. \((26)\), can be proved by expanding the products and recognizing that the product of the three matrices corresponds to a diagonal matrix whose diagonal is equal to \(\text{vec}(\text{vcov}(Vz))\), thus the composed function \(\text{vec}^{-1}[\text{diag}(.)]\). Eq. \((26)\) provides a compact notation and formal method for computing \(\text{vec}(\text{vcov}(Vz))\). Thought the \(BQ\) matrix is sparse and the matrix products in \((26)\) are computationally efficient, the initialization of \(BQ\) requires a \(N^3 \times K^3\) array which is likely to exceed the maximum array size, thus in practical applications one might construct \(\text{vcov}(Vz)\) from \((25)\) by exploiting the symmetry of \(\text{vcov}(Vz)\), which however leads to \(O(K^2)\) complexity.

\((ii-b)\) Term \(\text{vcov}(\theta, Vz)\)

The second element of interest are the covariances \(\text{Cov}(\theta_j, (Vz)_j)\), that is, the pair-wise covariances between the rows of the column-vectors \(\theta\) and \(Vz\),
\[
\text{Cov}(\theta_j, (Vz)_j) = \text{Cov}(\theta_j, V_{j1} z_1 + \cdots + V_{jK} z_K) = \text{Cov}(\theta_j, V_{jj} z_j) + \sum_{i \neq j} \text{Cov}(\theta_j, V_{ji} z_i).
\]
Regarding the first term in the above sum, it is useful recalling that for a standard normal \(Y\), \(\text{Cov}(Y, Y^2) = 0\), from which
\[
\text{Cov}(\theta_j, \theta_j^2) = \text{Cov} \left( \mu_j + S_{jj} Y, (\mu_j + S_{jj} Y)^2 \right) = S_{jj}^3 \text{Cov}(Y, Y^2) + 2\mu_j S_{jj}^2 = 2\mu_j S_{jj}.
\]
Therefore,
\[
\text{Cov}(\theta_j, V_{jj} z_j) = z_j \text{Cov} \left( \theta_j, (\theta_j - \mu_j)^2 \right) = z_j \left( \text{Cov}(\theta_j, \theta_j^2) - 2\mu_j S_{jj} \right) = 0.
\]
For the generic term $\text{Cov}(\theta_j, V_{ji} z_i)$,
\[
z_i \text{Cov}(\theta_j, (\theta_j - \mu_j)(\theta_i - \mu_i)) = z_i (\text{Cov}(\theta_j, \theta_j \theta_i) - \mu_i S_{ji} + \mu_j S_{ji})
\]
\[
= z_i (E[\theta_j^2 \theta_i] - E[\theta_j \theta_i]E[\theta_i] - \mu_i S_{jj} + \mu_j S_{ji}).
\]  \hfill (29)

As the variational distribution for $\theta$ is a $K$-variate Gaussian, standard marginalization and conditioning results imply that $\theta_j \theta_i$ are jointly Gaussian and $\theta_j | \theta_i$ is a conditional univariate Gaussian distribution with mean $\mu_j + S_{ji} S^{-1}_{ii} (\theta_i - \mu_i)$ and variance $S^{-1}_{jj} - S_{ji} S^{-1}_{ii} S_{ij}$. By the law of the total expectation, for the second term in (29) we have
\[
E[\theta_j, E[\theta_j | \theta_i]] = E[\theta_j (\mu_j + S_{ji} S^{-1}_{ii} (\theta_i - \mu_i))] \mu_i
\]
\[
= E[\theta_j \mu_j + \theta_i S_{ji} S^{-1}_{ii} (\theta_i - \mu_i)] \mu_j
\]
\[
= (\mu_i \mu_j + S_{ji} S^{-1}_{ii} E[\theta_j^2] - S_{ji} S^{-1}_{ii} \mu_j^2) \mu_j.
\]

For $Y$ being a univariate Gaussian of mean $\mu$ and unit variance, $Y^2$ distributes as a non-central chi-squared with one degree of freedom and centrality parameter $\lambda = \mu^2$, for which the mean is $1 + \lambda$ and the variance $2 + 4\lambda$. Similarly, $\theta_i / S_{ii}$ follows a non-central chi-squared with one degree of freedom and centrality parameter $\lambda = \mu_i^2 / S_{ii}$. So $E[\theta_j^2] = (1 + \frac{\mu_j^2}{S_{ji}}) S_{ii} = S_{ii} + \mu_j^2$, and lastly
\[
E[\theta_j \theta_i] = \mu_i \mu_j + S_{ji} \mu_j.
\]  \hfill (30)

Also for the first expectation in (29), we write $E[\theta_j^2 | \theta_i] = E[\theta_j, E[\theta_j^2 | \theta_i]]$ and recognize that $\theta_j^2 | \theta_i$ is also a non-central chi-squared, so that
\[
E[\theta_j^2 | \theta_i] = S_{ji} + \mu_j^2 = S_{ji} + (\mu_j + S_{ji} S^{-1}_{ii} (\theta_i - \mu_i))^2
\]
\[
= S_{ji} + [\mu_j^2 + 2\mu_j S_{ji} S^{-1}_{ii} (\theta_i - \mu_i) + S_{ji}^2 S^{-2}_{ii} (\theta_i^2 - 2\theta_i \mu_i + \mu_i^2)].
\]

Now $E[\theta_j^2 \theta_i]$ can be expanded as
\[
E[\theta_i, E[\theta_j^2 | \theta_i]] = E[\theta_i S_{ji} + \theta_i \mu_j^2 + 2 \mu_j S_{ji} S^{-1}_{ii} \theta_i^2
\]
\[
- 2 \mu_j \mu_i S_{ji} S^{-1}_{ii} \theta_i + S_{ji}^2 S^{-2}_{ii} (\theta_i^3 - 2 \mu_i \theta_i^2 + \mu_i^3)]
\]
\[
= \mu_i S_{ji} + \mu_i \mu_j^2 + 2 \mu_j S_{ji} S^{-1}_{ii} E[\theta_j^2]
\]
\[
- 2 \mu_j \mu_i^2 S_{ji} S^{-1}_{ii} + S_{ji}^2 S^{-2}_{ii} [E[\theta_j^3] - 2 \mu_i E[\theta_j^2] + \mu_i^2].
\]  \hfill (31)

As $E[\theta_j^2] = S_{ii} + \mu_j^2$, $E[\theta_j^3]$ corresponds to the third non-central moment of the normal distribution, known to be $\mu_j^3 + 3 \mu_i \mu_j S_{ii}$, the very last term in (31) simplifies to $\mu_i S_{ji}$. Further noticing that $S_{ij} = S_{ji}$,
\[
E[\theta_i, E[\theta_j^2 | \theta_i]] = \mu_i [S_{ji} + S_{ji} S^{-1}_{ii} S_{ij}] + 2 \mu_j S_{ji} + \mu_i \mu_j^2
\]
\[
= \mu_i [S_{jj} - S_{ji} S^{-1}_{ii} S_{ij} + S_{ji}^2 S^{-1}_{ii}] + 2 \mu_j S_{ji} + \mu_i \mu_j^2
\]
\[
= \mu_i S_{jj} + 2 \mu_j S_{ji} + \mu_i \mu_j^2.
\]  \hfill (32)

and by subtracting (32) to (30) as for (29), we obtain
\[
\text{Cov}(\theta_j, \theta_i \theta_j) = \mu_i S_{jj} + \mu_j S_{ji}.
\]  \hfill (33)

Thus, for the generic covariance term $\text{Cov}(\theta_j, V_{ji} z_i)$ appearing in (27),
\[
\text{Cov}(\theta_j, V_{ji} z_i) = z (\mu_i S_{jj} + \mu_j S_{ji} - \mu_i S_{jj} - \mu_j S_{ji}) = 0, \ \forall i \neq j.
\]  \hfill (34)

Therefore from (28) and (34), the terms in (27) are all zero:
\[
\text{Cov}(\theta_j, (V z)_j) = 0, \ \forall j.
\]

Returning to (24), we finally have
\[
v_{\text{cov}}(\nabla_m \log q(\theta)) = S^{-1} (S + D) S^{-1},
\]
with $D = v_{\text{cov}}(V z)$ given in (26), which completes the proof.