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This initial exploratory study’s primary focus is to investigate the effectiveness of a virtual patient training platform to present a health condition with a range of symptoms and severity levels. The secondary goal is to examine visualization’s role in better demonstrating variances of symptoms and severity levels to improve learning outcomes. We designed and developed a training platform with a four-year-old pediatric virtual patient named JAYLA to teach medical learners the spectrum of symptoms and severity levels of Autism Spectrum Disorder in young children. JAYLA presents three sets of verbal and nonverbal behaviors associated with age-appropriate, mild autism, and severe autism. To better distinguish the severity levels, we designed an innovative interface called the spectrum-view, displaying all three simulated severity levels side-by-side and within the eye span. We compared its effectiveness with a traditional single-view interface, displaying only one severity level at a time. We performed a user study with thirty-four pediatric trainees to evaluate JAYLA’s effectiveness. Results suggest that training with JAYLA improved the trainees’ performance in careful observation and accurate classification of real children’s behaviors in video vignettes. However, we did not find any significant difference between the two interface conditions. The findings demonstrate the applicability of the JAYLA platform to enhance professional training for early detection of autism in young children, which is essential to improve the quality of life for affected individuals, their families, and society.
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1 INTRODUCTION

Virtual patients represent a compelling application of embodied conversational agents. These agents are computer-generated characters that demonstrate human-like behaviors and properties in conversations, including engagement with and response to verbal and nonverbal communications (Cassell et al., 2000). Virtual patients are widely used for training in the medical field (Talbot et al., 2019). A research study shows that applying virtual patients for testing clinical examination interview skills is valid (Johnsen et al., 2007). This study reports a significant correlation between students’ performance when interviewing a virtual patient and students’ performance when interviewing a standardized patient, trained actors who pretend to have a particular health condition (Loprepiato, 2016). But, using young children as standardized patients is challenging; often, they cannot behave reliably or consistently, and hiring them is not universally accepted for ethical reasons (Tsai, 2004). Additionally, certain common examinations and
procedures are not ethical to perform on a child for training purposes (e.g. a genital examination) (Khoo et al., 2017). Pediatric virtual patients may offer a safe, effective, and ethical means to train healthcare professionals.

Many clinical conditions have a spectrum of symptoms ranging from mild to severe, including Autism Spectrum Disorder (ASD). ASD is a neurodevelopmental disorder that is characterized by impairments in social and communication skills as well as stereotypical behaviors (Association, 2013). ASD cannot be cured, but early diagnosis and interventions are crucial to reducing the symptoms and improving the quality of life for children with ASD and their families (Buescher et al., 2014). In January 2020, the American Academy of Pediatrics called for building increased capacity to care for children and youth with ASD, including a more comprehensive focus on educating pediatric trainees about screening, diagnosis, and management (Hyman et al., 2020). Data indicates that 33–50% of children with ASD are not diagnosed until after the age of six (Sheldrick et al., 2017). Delayed diagnoses is associated with disparities in the training of healthcare professionals, low perceived self-efficacy and failure to correctly screen for ASD (Mussap et al., 2020). To best serve their communities and increase the proportion of children who are correctly diagnosed with ASD, enhanced training methods are needed. The next generation of pediatric professionals needs access to novel teaching tools that will bridge disparities in training, increase self-efficacy and reduce diagnostic error, a noble goal to which we hope to contribute.

Virtual patients have the power to simulate disorders with a spectrum of symptoms in a controlled learning environment (Kotranza et al., 2010). Unlike a real medical setting, controlled learning environments are free of distractions and have defined educational objectives (Issenberg et al., 2005), providing the potential to reduce cognitive load and increase learning outcomes (Choi et al., 2014). When used to simulate a spectrum of symptoms, virtual patients enable learners to compare and contrast across severity levels (Kotranza et al., 2010). Virtual patient simulations can be deployed to different platforms with varying levels of immersion ranging from desktop virtual environments to head-mounted displays, but 2D platforms are accessible to a broader audience. A review of literature related to best practices in user interface design for comparative practice provided evidence that juxtaposition design, placing elements close together in space and within eye span, can improve comparison tasks (Gleicher et al., 2011). Thus, it would follow that virtual patient training using an interface constructed based on juxtaposition design principles, referred to as the “spectrum-view” in this study, may better present disorders with a range of symptoms, enhancing learning outcomes compared to a “single-view” interface.

This study introduces JAYLA (Junior Agent to typiFY Levels of Autism), a pediatric virtual patient platform. The JAYLA platform is a desktop-based application that provides a technical framework for presenting health conditions with a spectrum of symptoms and severity levels. JAYLA can portray the verbal and nonverbal behaviors of a four-year-old African American girl in the context of a bubble-blowing activity with an examiner (See Figure 1). JAYLA is designed with three sets of verbal and nonverbal behaviors (age-appropriate, mild autism, severe autism) to demonstrate differences among them.

We conducted a user study with pediatric trainees to examine the effectiveness of the JAYLA platform and its two interfaces. Trainees were randomly assigned to the single-view or the spectrum-view interface (See Figure 2). In each condition, JAYLA portrayed three different behaviors: age-appropriate, mild autism, and severe autism. Trainees in the single-view interface observed one version of JAYLA at a time on the screen. However, trainees in the spectrum-view interface could compare and contrast all three versions of JAYLA at once on the screen. To measure the learning outcomes, trainees were asked to assess the behaviors of real children in three short video vignettes using a validated screening tool in a pre- and post-test. Then, trainees’ ratings were compared to experts’ ratings. In this paper, we address the following research questions:

RQ1: After training with the JAYLA platform, would trainees be able to better identify and classify real children’s behaviors in video vignettes using a validated screening tool and their ratings more closely match experts’ ratings in the post-test stage?

RQ2: Would the choice of interface (single-view vs. spectrum-view) affect the trainees’ ability to identify and classify real children’s behaviors in video vignettes using a validated screening tool and their ratings more closely match experts’ ratings in the post-test stage?

The main contributions of this initial exploratory study are:

![Figure 1](https://example.com/figure1.png)
1) Introducing a new effective training platform using a pediatric virtual patient to teach various symptoms and severity levels of autism in young children to healthcare professionals. The effectiveness of the JAYLA platform offers promising new directions, paving the way for developing more interactive versions of the JAYLA simulation and studying how its flexibility impacts learning outcomes. In this initial study, trainees learned deficits in social reciprocity are among the main characteristics of ASD. They also learned the variety of symptoms and severity levels of ASD and the process of identifying them.

2) Evaluating the simulated emotions and behaviors of JAYLA (age-appropriate, mild, and severe) and the overall simulation experience. We learned that the JAYLA’s simulated emotions were expressive, her behaviors were appropriate, and the overall simulation experience was perceived as helpful for ASD training.

3) Exploring the impact of visualization for presenting a health condition with a spectrum of symptoms and severity levels. While our analysis did not show a statistically significant difference between the two interfaces, the qualitative analysis of open feedback results suggests that the spectrum-view could have some advantages over the single-view interface. This initial exploratory study provided insights regarding the effects of visualization, hopefully encouraging further research for more conclusive results.

2 BACKGROUND

2.1 Training With Video Vignettes Vs. Virtual Character Simulations

Videos vignettes of real pediatric patients have been used in residency training programs to demonstrate the difference between typical and atypical play in children (Major, 2015). Although these videos are beneficial in teaching specific concepts, this approach involves some challenges, such as invasion of patients’ privacy or inability to control differences in individual characteristics or environment settings. Another approach is producing training videos by recruiting experienced clinicians, actors, or standardized patients to play in particular training scenarios (Major, 2015; Verkuyl et al., 2016). Some drawbacks are associated with this approach, such as being resource-intensive, costly, and lacking flexibility in modifying contents after production. There is an opportunity to use virtual characters to achieve similar effectiveness in training at a lower cost.

Research in both behavioral and neuroimaging fields suggests that virtual characters are perceived comparably to real human beings. For example, there is empirical evidence that users’ perception ratings of nonverbal behaviors performed by human beings in videos do not significantly differ from the same behaviors performed by virtual characters, indicating overall correspondence between video recordings and animations (Bente et al., 2001). Additionally, research shows that virtual emotional expressions are recognized as effective as natural emotional expressions for displaying emotions (Dyck et al., 2008). Similar results are shown in functional neuroimaging research, which suggests that emotional expressions of virtual faces can elicit the same brain responses evoked by real human faces (Bahrami et al., 2019). One advantage of virtual characters over videotaped human beings is virtual characters are capable of demonstrating realistic behaviors, but they can also be systemically manipulated and fully controlled (Vogele and Bente, 2010). Hence, virtual characters can provide a good balance between ecological validity and experimental control. Another advantage is the independence of the animation and appearance of the virtual characters, making it easy to scale up the simulation with various virtual characters of different ages, sex, race, and ethnicity with the same animation (Bente and Krämer, 2011). Also, virtual character simulations have the potential to become interactive which can further enhance the effectiveness of training.

2.2 Pediatric Training Using Simulations

In healthcare, simulation-based training includes any educational activity that leverages simulation to replicate clinical scenarios (Ziv et al., 2005). Simulation-based training provides a safe space for participants to learn from their mistakes without adverse consequences (Ziv et al., 2005). Virtual patients are computer simulations, a promising technological innovation, that can provide: 1) uniform and reliable training, 2) replication of a wide range of patients’ behaviors (Talbot et al., 2019), and 3) simulation of
nearly any demographic group, including young children. Yet, research related to pediatric virtual patients lags behind the body of work associated with adult virtual patients (Dukes et al., 2016).

Initial research on pediatric virtual patients showed even low-fidelity characters can provide a valuable learning experience as long as the simulation scenarios cover important clinical topics (Bloodworth et al., 2010; Pence et al., 2013). Emerging research provides evidence that a pediatric virtual patient platform that incorporates medical experts during the design and evaluation phases of development considerably reduces the scenario creation time. For example, authors in (Dukes et al., 2016) developed a platform that could generate pediatric virtual patients with different appearances and scenarios, and reduced scenario creation time from approximately nine months to approximately 30 min. However, their platform was limited in its ability to generate diverse nonverbal symptoms.

2.3 Virtual Character Applications in Autism

It has been evident that individuals with autism are attracted to technologies and like to spend plenty of time watching television, using computers and other mobile devices (Mineo et al., 2009). This makes computers a good platform for delivering social and communicational skill training to individuals with ASD and resulted in numerous ASD-specific computer-assisted learning applications, including virtual reality training applications (Parsons and Mitchell, 2002; Putnam and Chong, 2008).

Virtual reality simulations that leverage reinforcement learning and multimodal interactions have shown promising results in improving the communication and social skills of people with ASD across the spectrum and in different age groups. A number of meta-studies provided a review of existing work on computer-based and virtual reality-based interventions for autism (Bellani et al., 2011; Ramdoss et al., 2012; Georgescu et al., 2014). A variety of ASD related deficits have been targeted for these interventions including: social skills (Hopkins et al., 2011), social norm understanding (Mitchell et al., 2007), communication and language development (Tartaro and Cassell, 2008; Bernardini et al., 2014), joint attention (Cheng and Huang, 2012), emotions recognition (Didehbani et al., 2016), and empathy (Cheng et al., 2010). In virtual reality interventions, virtual characters are used in a wide range of applications such as role-playing or computer-aided diagnosis. In role-playing applications, virtual characters can play the role of social interaction partners, coaches, or tutors. For example, virtual characters acting in the roll of peers are shown to be more effective than typically developing peers in engaging children with ASD in storytelling and contingent discourse (Tartaro and Cassell, 2008). In job training, virtual agents as interviewers are shown to be effective in providing individuals with ASD the opportunity to practice repeatedly and help them overcome their anxiety and become better-prepared (Burke et al., 2018; Smith et al., 2014). A recent study has used the nonverbal interaction between virtual characters and individuals with ASD as an objective measure for computer-assisted diagnosis assessment of ASD (Roth et al., 2020). However, very few studies attempted to use virtual characters to simulate ASD related behaviors that can be used for training doctors, special education teachers, and caregivers.

2.4 Simulating Autistic Behaviors Using Agents

Research shows there is inadequate training for key individuals, such as healthcare professionals and teachers, surrounding the spectrum of symptoms indicative of ASD (Golnik et al., 2009; Busby et al., 2012). This has motivated researchers to develop training simulations that can educate professionals about various symptoms and severity levels of ASD and fill this gap.

In the education field, TLE TeachLive™ (Bousfield, 2017), a mixed-reality classroom with student avatars who can respond in real-time, was used to simulate the behaviors of students with ASD. They investigated the difference between novice and expert teachers’ pedagogy skills toward a nineteen-year-old male student avatar with ASD in an inclusive secondary classroom. An interactor in real-time controlled the student avatars’ verbal and nonverbal behaviors. An interactor is a person “trained in acting, improvisation, and human psychology” (Bousfield, 2017). The interactor’s role is vital for the immersive and individualized learning experience, but it is resource-intensive and requires training to ensure consistency and fidelity of the simulation. In addition, the avatar with ASD is modeled based on an individual with specific symptoms of ASD. Thus it is not representative of the spectrum of behaviors associated with ASD.

In a similar context, authors in (Best, 2019) developed training for pre-service teachers to teach how to identify and adequately respond to bullying situations involving elementary age students with ASD. This study used the TeachLive™ simulator to record scenarios in which a virtual student with ASD is bullied by typically developing virtual students. The characteristics of the virtual student with ASD were designed based on the DSM-5 (Association, 2013) and reviewed by an expert. Similar to (Bousfield, 2017), this study used only one virtual student with ASD who displayed specific characteristics that are not representative of all individuals with ASD.

In robotics, researchers developed an interactive training tool using a NAO humanoid robot to simulate four different severity levels of autism in children (Baraka et al., 2017). The robot’s behaviors were developed as a response to three predefined stimuli used in ASD diagnosis, including response to name, shared attention, and asking for a snack preference. This interactive humanoid robot can be used to train ASD therapists and educate people about different forms of ASD. However, NAO humanoid robots cannot display facial expressions and eye contact, which are important for identifying ASD. Also, robots are less accessible compared to web-based virtual characters.

Overall, the prior works simulating autistic behaviors, despite their limitations, offer a promising opportunity for training and educating different groups of people about the characteristics and severity levels of autism. To our knowledge, JAYLA is the first pediatric virtual patient platform that is designed to show a spectrum of verbal and nonverbal symptoms and severity levels of ASD.

2.5 ASD Assessment

ASD is a highly prevalent, lifelong neurodevelopmental disorder primarily characterized by mild to severe deficits in: 1) reciprocal
social interactions, 2) communication, and 3) restricted and repetitive patterns of behaviors (Association, 2013). We chose ASD for two reasons: 1) high prevalence, currently estimated at one in fifty-four children (Baio et al., 2018), and 2) substantial impact of early diagnosis and intervention on children’s development (Buescher et al., 2014).

To evaluate the effectiveness of training, we needed videos of real children across the spectrum of ASD for pre- and post-testing. We were looking for structured videos where the participants followed the same set of activities to demonstrate social reciprocity. Social reciprocity is defined as a back-and-forth flow of social interaction (Association, 2013). This led us to the Multimodal Dyadic Behavior (MMDB) dataset. The MMDB dataset contains multimodal recordings of 160, three to 4 min sessions of semi-structured play interactions between trained adult examiners and children between the ages of fifteen and thirty months old following Rapid-ABC protocol (Rehg et al., 2013). Rapid-Attention Back and Forth, Communication (Rapid-ABC) is a 4 min validated autism screener, with five activities: 1) saying hello, 2) playing ball, 3) turning pages of a book, 4) pretending a book is a hat on your head, and 5) tickling (Ousley et al., 2013). These activities are designed to elicit social-communication behaviors such as affect, eye contact, joint attention behaviors (e.g. mutual focus of two individuals on the same thing), and social reciprocity (Ousley et al., 2013). The presence or absence of each behavior, along with an ease-of-engagement score which was calculated as part of the original study, helped us pick appropriate videos (Ousley et al., 2013). In this study, we focused on training for social reciprocity and used the playing ball activity videos.

To assess the behaviors of JAYLA and children in the videos in a standardized way, we used the Childhood Autism Rating Scale, Second Edition (CARS-2) (Schopler et al., 2010). The CARS-2 is a validated rating scale which is based upon direct observation and provides assessment opportunities on the range of autism symptoms and the spectrum of severity. For this study, we utilized the portion of the CARS-2 focused on social reciprocity.

3 SYSTEM DESIGN

Different components related to the design and development of the JAYLA platform include: 1) scenario, 2) JAYLA development, 3) interfaces development, and 4) scaffolding strategies.

3.1 Scenario

One of the main characteristics of ASD is deficits in social reciprocity. Individuals with ASD have difficulties with social reciprocity, including troubles with back-and-forth conversation, reduced sharing of interests, and failure to initiate or respond to social interactions (Association, 2013). There is no deterministic medical test (such as a blood test) for diagnosing ASD, and healthcare professionals must rely on their clinical judgment based on interviews with parents and observing the child’s behaviors to diagnose ASD (On Children with Disabilities, 2001). Healthcare professionals usually engage a child in social games, such as a bubble-blowing activity, to carefully observe and assess the child’s behaviors and level of engagement (On Children with Disabilities, 2001). Based on prior research and to investigate JAYLA’s effectiveness in a case study, we implemented a bubble-blowing scenario. This activity shows back-and-forth interactions between JAYLA and the examiner to demonstrate different social reciprocity responses characteristic of typically developing (age-appropriate) children and those with mild and severe ASD.

3.2 JAYLA Development

The work described here reflects our efforts in conceptualizing JAYLA as a flexible platform to investigate pediatric virtual patients to simulate ASD behavioral symptoms across different severity levels. JAYLA’s behaviors were developed through an iterative design process in collaboration with a pediatric physician as a subject matter expert and the text-book definitions of ASD severity levels. To evaluate the validity of training with JAYLA, we focused on the bubble-blowing activity, a standard clinical examination to assess social reciprocity in young children (On Children with Disabilities, 2001).

Research shows that African American children and girls are under-diagnosed with ASD (Baio et al., 2018). Healthcare simulators, writ large, also suffer from a lack of diversity. This motivated us to choose an African American girl 3D model for JAYLA. The 3D model was purchased from the DAZ3D studio and was rigged and animated using the mixamo website. The animations were modified using MAYA and Unity Mecanim system, which can support complex interactions between animations. To ensure high-levels of realism, JAYLA’s voice was recorded by a young girl.

The JAYLA platform used a modular architecture and broke down the process of creating multimodal behaviors in small and meaningful parts called action units, allowing reusability and sharing across different scenarios. For example, non-verbal action units of JAYLA in the bubble-blowing activity (e.g., fidgeting, hand flapping, and body rocking) are not context-specific. They can be reused for additional activities that demonstrate other characteristics of ASD. To modularize JAYLA’s behaviors, we created different pools of action units for each version of JAYLA, including: audio tracks, facial expressions, and animation clips. Each reaction of JAYLA is created by synchronization and blending multiple action units selected from different pools. This forms a state machine with each state containing a mix of an audio track, eye-contact, facial expression, and animation. The transitions between states can be triggered based on input signals (e.g., voice commands, appropriate buttons, or the Unity3D script). The eye-contact behaviors are controlled from the unity3D script and simulated by adding varying degrees of random looking behavior. The age-appropriate JAYLA keeps the longest eye-contact by looking at the center of the virtual camera. The mild JAYLA shows less consistent eye-contact by looking away, and severe JAYLA mostly avoids eye contact by looking at the toy or around the room. Also, different dummy 3D targets were placed around the virtual room to help to simulate the eye gaze when JAYLA is looking at the bubbles. Table 1 summarizes these behaviors.

In this initial study, we aimed to create a standardized experience and simplify the evaluation of JAYLA’s simulated behaviors, demonstrating different severity levels of ASD. We
TABLE 1  | Summary of the designed verbal and nonverbal behaviors for each severity level.

| Age-appropriate | Eye contact | Facial expression | Stereotypical movement | Attention |
|-----------------|-------------|-------------------|------------------------|-----------|
| Appropriate comments and engagement with the conversation | Good eye contact | Smiling and showing shared enjoyment | No stereotypical movements | Maintains attention |
| Mid autism | Few verbal comments and little engagement with the conversation | Less consistent eye contact | Little smile and showing little shared enjoyment | Few stereotypical movements with her hands | Less consistent attention |
| Severe autism | Nonverbal and no engagement with the conversation | Very poor eye contact | Neutral facial expression and no shared enjoyment | Frequent stereotypical movements e.g. hand flapping | Ignores the examiner and bubbles to play with another toy |

decided to use an entirely controlled version of JAYLA that is synchronized with a 1 min video of an examiner, which also makes it consistent with the length of the video vignettes of the real children. For this purpose, we recorded a 1 min video of a physician acting as an examiner trying to engage a child in a bubble-blowing activity and controlled the examiner’s actions. Then, JAYLA’s verbal and nonverbal behaviors were synchronized with the examiner’s actions to create three side-by-side videos of JAYLA and the examiner. 

3.3 Interfaces Development

As stated previously, juxtaposition design has been shown to be effective for comparison tasks (Gleicher et al., 2011). To investigate the effects of visualization on learning outcome, we developed two interfaces: 1) the single-view interface, and 2) the spectrum-view interface (see Figure 2).

The single-view interface displays one of the three side-by-side videos of JAYLA and the examiner at a time on the screen and in random order. After each video, trainees were asked to assess JAYLA’s behaviors. The spectrum-view interface displays all three side-by-side videos of JAYLA and the examiner in random order within the eye span of the participants and in one screen. This allows participants to compare and contrast JAYLA’s behaviors between different versions. Participants could either watch videos individually or watch all three videos at the same time. To avoid talk overs while playing all three videos at once, trainees were able to mute/unmute the videos. Trainees were asked to assess each video only after they finished watching all three videos.

3.4 Scaffolding Strategies

Scaffolding can reduce the learner’s cognitive load, i.e. amount of working memory resources, and therefore improve learning outcomes (Van de Pol et al., 2010). The JAYLA platform incorporates various scaffolding strategies, including: 1) instructing, 2) modeling, 3) questioning, and 4) feedback (Van de Pol et al., 2010) that are discussed next.

Instructions are an integral part of the learning process (Van de Pol et al., 2010). Prior research shows that the instructor’s credibility plays a key role in students’ learning (Martin and Myers, 2018). Therefore, providing instructions by a credible instructor could be a factor for enhanced learning outcomes. The JAYLA platform has some instructional videos regarding the definition of social reciprocity and its identifying factors. The instructional videos are made by recording our pediatric physician collaborator, who is also a clinician educator for pediatric trainees, explaining the concepts.

Modeling is widely studied and shown to be effective in boosting learning (Van de Pol et al., 2010). Modeling is a demonstration of a particular skill and has two types: behavioral (mimicking the behaviors) and cognitive (mimicking the thought process) (Dennen, 2004). The JAYLA platform incorporates both types of modeling. JAYLA utilizes behavioral modeling to demonstrate the interaction between an examiner and three simulated versions of JAYLA. In addition, JAYLA leverages cognitive modeling by explaining the rationale behind the correct choice using feedback videos discussed below.

Questioning requires trainees to provide an active linguistic or cognitive answer to questions (Van de Pol et al., 2010). The JAYLA platform incorporates questioning by asking participants to assess the behaviors of real children in videos using the CARS-2 screening tool.

Feedback provides the opportunity for trainees to learn from their mistakes and correct errors before applying their new skills in a real medical setting (Ziv et al., 2005). The JAYLA platform provides instant feedback to trainees. After submitting the answers to the CARS-2 assessment questions, trainees receive their results and watch a feedback video that summarizes details of the ASD symptoms portrayed by JAYLA for each severity level. Feedback videos also help with cognitive modeling by explaining the relevant considerations and rationale for the correct assessment. The trainees are then expected to use similar strategies for identifying ASD in the post-test videos of real children.

4 EXPERIMENT

A user study with pediatric trainees was conducted to evaluate the learning outcomes of training with the JAYLA platform and test the two designed interfaces. Evaluation of the learning outcomes was done based on a pre- and post-test.

4.1 Participants

Thirty four pediatric trainees (24 females, 10 males) were recruited and randomly assigned into the two conditions. Due to incomplete surveys, four trainees were excluded. 16 trainees (nine females, seven males) used the single-view interface, and fourteen trainees (12 females, two males) used the spectrum-view interface. Pediatric trainees were recruited from different professional programs at various stages of the learning
continuum, including: 21 pediatric residents, five medical students on their required pediatric rotation, three physician assistants, and one nurse practitioner studying to be a Doctor of Nursing Practice. Each study session took approximately 40 min, and trainees were compensated with a $20 Amazon gift card.

4.2 Study Design and Procedure

The Institutional Review Board approved the study design, and all trainees provided consent prior to the start of the study. All of the sessions were video and audio recorded to have a log of events. Prior to beginning, trainees were instructed about the different stages of the study. The study is organized into five stages (See Figure 3). Note that the main difference between the two conditions is in stage three, autism training with JAYLA, which has two different interfaces: a single-view interface and a spectrum-view interface. This study is computer-based, and trainees used mouse and keyboards to complete the surveys.

Stage 1: A pre-survey with demographic questions.

Stage 2 & 4: In both the pre- and post-test stages, trainees were asked to assess the behaviors of three real children in short (≈ 1 min) videos: a child with age-appropriate behavior, a child with mild autism, and a child with severe autism (See Figure 4). These videos were taken from the MMDB dataset discussed previously. To avoid an order effect, a video of each severity level was randomly assigned to both the pre- and post-test, and all videos were played in random order. The assessments comprised four questions adopted from the CARS-2 screening tool.

Stage 3: Trainees first watched an instructional video of a board-certified general pediatrician (“DH”), with more than ten years of clinical practice experience in academic settings, explaining the concept of social reciprocity and providing instructions on how to identify deficits in social reciprocity by paying attention to language, eye contact, facial expression, stereotypical movements such as hand flapping, and the child’s engagement throughout the activity. Trainees were then randomly assigned to either the single-view or the spectrum-view interface. Similar to the pre- and post-tests, after each JAYLA video, trainees were asked to assess JAYLA’s behaviors using the CARS-2. However, unlike the pre- and post-tests, trainees were provided with two types of immediate feedback: one correct answers along with their scores, two feedback videos explaining the reasoning for the right answers.

Stage 5: A post-survey with two open-ended questions.

4.3 Measures

We used the four questions related to social reciprocity from the CARS-2 questionnaire as a measure for evaluating the video vignettes of real children and videos of JAYLA. During the study,
5 RESULTS

This section describes the results of the quantitative analysis of the CARS-2 learning measure from the pre- and post-test stages. We then report the main themes that emerged through a qualitative analysis of the two open-ended questions from the post-survey.

5.1 CARS-2 Learning Measure

Trainees’ learning was assessed in a pre- and post-test format. Before and after training with JAYLA, the trainee’s ability to correctly identify three different behavior categories (age-appropriate, mild autism, and severe autism) in three different video vignettes of real children was assessed. Trainees’ answers to the four CARS-2 questions after each video vignette was used as a learning measure.

Learning data was analyzed using a two-factor split-plot (one within-subjects factor and one between-subjects factor) ANOVA. CARS-2 questions served as within-subject variables while the interface served as a between-subject factor. The data were normally distributed, and there were no outliers. There was homogeneity of variances (p > 0.05) and covariances (p > 0.001), as assessed by Levene’s test of homogeneity of variances and Box’s M test, respectively. Mauchly’s test of sphericity was not needed, we can presume that the assumption of the sphericity is met since there were only two levels of repeated measure (e.g., pre-test and post-test only). Data provided no evidence of a statistically significant interaction between the groups and time on CARS-2 scores, $F(1, 28) = 0.031, p = 0.862$, partial $\eta^2 = 0.001$. The main effect of time showed a statistically significant difference in mean CARS-2 scores between the pre-test scores ($M = 7.73, SD = 2.64$) and post-test scores ($M = 9.47, SD = 2.74$), $F(1, 28) = 6.975, p = 0.013$, partial $\eta^2 = 0.2$. However, the main effect groups showed that there was no difference in mean CARS-2 scores between the two conditions in the post-test, the single-view ($M = 9.69, SD = 3.16$) and the spectrum-view interface ($M = 9.22, SD = 2.26$), $F(1, 28) = 0.625, p = 0.436$, partial $\eta^2 = 0.02$ (see Table 3).

5.2 Simulation Ratings

To assess the simulation quality and its relevance for ASD training, the trainees were asked to respond to eight Likert-scale type questions in the post-survey regarding all three versions of JAYLA and the overall simulation experience. This was done at the end of the training experience after participants were exposed to both real children’s video vignettes and JAYLA’s simulated videos. The trainees’ attitudes toward simulated emotions and behaviors of JAYLA and the overall simulation experience were positive, they considered JAYLA’s emotions expressive and JAYLA’s behaviors appropriate for the task. The trainees found the simulation informative, entertaining, and they wish to use the same or similar simulations in the future. Table 2 summarizes the mean and standard deviation of ratings for all trainees.

5.3 Qualitative Results

To better understand the effectiveness of the JAYLA platform on trainees learning and gain insight on trainees’ perceptions toward the training, we conducted a qualitative analysis on the trainees’ answers to the two open-ended questions from the post-survey:

1. What did you learn about ASD and its variety of symptoms?
2. Please specify your additional comments or feedback.

Thematic analysis with an open coding method was used to derive common themes. We grouped the major themes into three

---

**TABLE 2** Summary of the trainees’ ratings on emotions and behaviors of JAYLA and the simulation experience.

| Categories | Items (-3 strongly disagree to +3 strongly agree) | M     | SD    |
|------------|-------------------------------------------------|-------|-------|
| Emotions   | JAYLA is able to have emotions                   | 2.10  | 1.16  |
|            | JAYLA is able express emotions                   | 2.17  | 1.15  |
| Behaviors  | The behaviors of JAYLA are appropriate for the task | 1.97  | 1.30  |
|            | The behaviors of JAYLA are realistic             | 1.53  | 1.26  |
| Simulation | The simulation has been informative               | 2.90  | 0.73  |
|            | The simulation has been entertaining              | 2.47  | 0.82  |
|            | I’d like to use the simulation again in the future | 2.40  | 1.00  |
|            | I’d like to use similar simulations to further my knowledge in other areas | 2.63  | 0.72  |

**TABLE 3** CARS-2 scores (max-score = 12).

|                  | Pre-test CARS-2 scores | Post-test CARS-2 scores |
|------------------|------------------------|-------------------------|
| Single-view      | M = 8.06, SD = 2.79    | M = 9.69, SD = 3.16     |
| Spectrum-view    | M = 7.36, SD = 2.5     | M = 9.22, SD = 2.26     |
| All trainees     | M = 7.73, SD = 2.64    | M = 9.47, SD = 2.74     |
categories: 1) Learning Areas, 2) Interface Feedback, and 3) Other Feedback.

5.3.1 Learning Areas

Deficits in social reciprocity. (16 of 30) trainees stated that the simulation experience provided new learning related to deficits in social reciprocity, one of the behavioral characteristics associated with ASD, e.g., “I hadn’t considered that an inability to stay attuned to social interaction could be a sign of ASD.” or “social interaction is the main defect.”

Variety of symptoms and severity levels of ASD. (17 of 30) trainees stated that the simulation reinforced or provided new learning related to the range of variety of symptoms associated with ASD, “I learned that ASD is, as the name implies, a spectrum of symptoms. There can be different severity levels.” or “There are various degrees, all containing the same basic principles that are hallmarks of Autism but just to lesser degrees in milder forms and there are tell-tale signs that we as examiners can look for in every child, even with minimal interaction.”

Process of identifying ASD symptoms. (17 of 30) trainees described specific symptoms of ASD and where to look to find them, e.g., “To evaluate, look for eye contact, shared emotion, ability to maintain attention to the activity, and repetitive movements” or “Symptoms include lack of eye contact, less social reciprocity, stereotypical movement, decreased ability to express emotions and less verbal communication.”

The JAYLA platform was informative and useful. (9 of 30) trainees reported that the simulation was informative and furthered their knowledge, e.g., “Interesting use of JAYLA to show the spectrum of autism. The videos of the children, JAYLA, and the feedback videos were useful in further my understanding of what characteristics to look for along the spectrum of autism.” or “I like JAYLA. I like the simulation as it allows me to watch eye contact, hands, and conversation. It makes you more aware of what to look for in real patients.”

5.3.2 Interface Feedback

Single-view interface may be confusing. (4 of 16) trainees in the single-view interface mentioned it was hard for them to rate JAYLA’s behavior since they don’t have a baseline for what a virtual toddler is capable of doing, e.g., “Also, some exposure to what an age-appropriate JAYLA is like and is capable of as a simulation would have been helpful to keep in the back of your mind and compare to each simulation. Prior to seeing the age-appropriate JAYLA, I was unsure what things the simulation was capable of, so I did not have a framework to work with what abnormal for the simulation would have been.” or “examples for a computerized child beforehand to understand the spectrum of emotions the computerized child can have give us an idea of how realistic to expect the child to be because that may affect our responses.”

Spectrum-view interface may be appealing. (2 of 14) trainees in the spectrum-view condition provided positive feedback about the spectrum-view format, e.g., “The three-column format is unique” and “I liked the format.”

5.3.3 Other Feedback

Mild autism is subtle. (12 of 30) trainees stated that mild autism is more difficult to identify compared to age-appropriate behaviors or severe autism, e.g., “Sometimes, I felt that the mild symptoms were harder to pick up on, whether in the videos of real children or the simulation.” or “it was easier to identify the children with severe autism and the children without autism. I learned more about the different presenting variations of mild autism and feel I am better equipped to identify patients with mild and severe autism.” This finding is aligned with prior ASD research that indicates ASD symptoms may stay unrecognized for young children with mild ASD, which can lead to delayed diagnosis (Faras et al., 2010).

6 DISCUSSION

This study’s primary purpose was to investigate the effectiveness of the JAYLA platform as a training tool for identifying the spectrum of symptoms and severity levels of ASD in young children. We also explored two interfaces for presenting the spectrum of the disorder. A user study was conducted to examine two research hypotheses:

H1 (Improved Learning): Trainees’ assessments of real children video vignettes using the CARS-2 screening tool will more closely match experts’ ratings in the post-test stage.

H2 (Interface Comparison): Trainees who used the spectrum-view interface will better assess real children video vignettes using the CARS-2 screening tool and more closely match experts’ ratings in the post-test stage compared to the single-view interface trainees.

6.1 Improved Learning (H1)

We accept the primary hypothesis based on the statistically significant difference between the CARS-2 scores in pre-test and post-test with a large effect size. The JAYLA platform is shown to be effective in significantly improving the trainees’ performance in identifying and classifying real children’s behaviors in the post-test videos using the CARS-2 screening tool. After training with JAYLA, trainees’ assessments of the real children from the MMDB videos more closely matched the experts’ ratings.

The results of the qualitative analysis of learner comments support the quantitative findings regarding our main hypothesis. Trainees highlighted different learning areas when responding to the open-ended questions. This provides evidence that the trainees demonstrated an understanding of the main objectives of the training, which are critical for identifying ASD in young children. Table 4 summarizes the main qualitative themes and the number of trainees who mentioned them.

The effectiveness of the JAYLA platform may be associated with several scaffolding strategies that are incorporated into the simulation, including: 1) instructing, 2) modeling, 3) questioning, and 4) feedback. Prior research shows that these scaffolding strategies are effective in reducing cognitive load and increasing learning outcomes (Van de Pol et al., 2010). We are
TABLE 4 | Summary of learning areas from qualitative results.

| Learning areas                                                                 | # Of trainees |
|-------------------------------------------------------------------------------|--------------|
| Deficits in social reciprocity is one of the main characteristics of ASD     | 16           |
| Variety of symptoms and severity levels of ASD                               | 17           |
| Process of identifying ASD symptoms                                           | 17           |
| The JAYLA platform is informative and useful                                  | 9            |

unable to discern which strategy is the most effective component without further examination. However, trainees wrote positive comments about some of these strategies, which provide some evidence of efficacy. For example, one trainee highlighted the value of JAYLA in teaching signs of ASD, “I like Jayla. I like the simulation as it allows me to watch eye contact, hands, and conversation. It makes you more aware of what to look for in real patients.” Another trainee referred to the instructor’s name while answering a question. It suggests that the information that was given by the instructor was a learning source, “As mentioned by Dr. DH, if you smile at someone you expect them to smile back at you.” Additionally, a trainee highlighted the benefit of a combination of different components: “The videos of the children, Jayla and the feedback videos were useful in further my understanding of what characteristics to look for along the spectrum of autism.”

6.2 Interface Comparison (H2)

Our statistical analysis does not demonstrate a statistically significant difference between the two interfaces. This could be associated with the small sample size. Based on the qualitative results, (4 of 16) trainees who experienced the single-view interface mentioned that it was difficult for them to recognize the severity level of JAYLA’s behaviors before seeing the age-appropriate video of JAYLA. Trainees asserted that they had no prior knowledge of what a simulated virtual toddler is capable of doing. However, the trainees who experienced the spectrum-view interface did not describe this issue, and (2 of 14) trainees mentioned that they liked the interface format.

Trainees who experienced the spectrum-view interface had the advantage of comparing and contrasting all three versions of JAYLA, yet this did not lead to a different outcome. To gain insights, we further studied the prior work on the effects of spectrum-view interface design on potential outcomes. We identified two potential factors: 1) JAYLA video size, and 2) The split-attention effect.

JAYLA video size. In the spectrum-view interface, the same display was split among three side by side videos of JAYLA and the examiner, resulting in videos of relatively small size and low resolution. Prior studies show improved comparison task performance with increased display size and resolution (Ni et al., 2006), as well as affecting the appeal and accuracy of retention (Hou et al., 2012). We plan to incorporate larger display sizes with a juxtaposition design to explore the impact in the future.

Split-attention effect. Trainees’ attention was divided between the three views of JAYLA, which could result in a split-attention effect. The split-attention effect is a type of cognitive load that occurs when a modality, such as video, is used to deliver different types of information within the same screen (Castiello and Umiltà, 1990). This requires learners to split their attention between sources of information. While spectrum-view visualization can enhance learning by providing the ability to compare and contrast, the split-attention effect can be an unintended consequence. Therefore, whether the spectrum-view interface design, based on juxtaposition principles, can improve the JAYLA platform needs further investigation.

6.3 Limitations

There are some limitations to this study. First, recruiting medical trainees (medical students and residents) was challenging, leading to a limited sample size. We recruited thirty-four participants from the target user group, but this number was further reduced after excluding four participants because of incomplete surveys. Second, due to time constraints for pediatric residents and the time frame of recruitment, it was necessary to recruit from a diverse population of healthcare trainees. In the future, and informed by the lessons learned, we plan to extend our data with more samples from a broader range of backgrounds. Third, our study did not have a control group who received traditional training (e.g., through a PowerPoint presentation) to have a baseline for comparison. Although having a controlled group could give higher validity to our findings, two main reasons prevented us: 1) lack of a standard ASD training tool to use as a baseline, and 2) a limited number of participants, which led us to explore the most exciting research questions, e.g., comparing the effectiveness of spectrum-view interface with a more commonly used single-view interface. Future studies could explore the effectiveness of JAYLA compared to other available training tools such as text books or PowerPoint.

7 CONCLUSION AND FUTURE WORK

This initial exploratory study presents our approach to applying a virtual pediatric patient for presenting a health condition with a spectrum of symptoms and severity levels. The JAYLA platform was designed to teach the variety of symptoms and severity levels of ASD to pediatric trainees. The design is based on various scaffolding strategies with JAYLA as its main component. JAYLA simulates three sets of behaviors that contrast mild and severe autism as well as age-appropriate behaviors in a controlled manner. To investigate the effect of visualization on learning outcomes, two different interfaces, single-view and spectrum-view, were implemented. The spectrum-view interface was designed based on juxtaposition principles to enhance the comparison task. A user study with thirty pediatric trainees was conducted, and the quantitative and qualitative data were analyzed. The results show that the JAYLA platform is effective in teaching important characteristics of ASD and improving trainees’ ability to assess the video vignettes of real children accurately, but we did not find any significant difference between the two interfaces.

As JAYLA’s modular architecture can support interactivity, we plan to utilize more benefits of this virtual patient platform by
enabling behavior transitions through trainee voice commands, a feature under development at the moment that would allow trainees to explore the spectrum interactively at any time or place. We also aim to expand the simulations to include moderate autism (closer to severe) in addition to mild autism (closer to age-appropriate) and other important characteristics of ASD, such as joint attention impairment. The JAYLA platform can also be used to train various groups of individuals, such as pre-school teachers and parents. We would like to explore the spectrum presentation further and improve on the spectrum-view interface limitations.

Overall, the JAYLA platform opens the path to a number of exciting training applications, including other disorders with a spectrum of symptoms and severity levels. We hope that JAYLA inspires more research in pediatric virtual patients for training pediatric specialists in a controlled manner in the spectrum of impairment, which can help distinguish the symptoms of each severity level, and consequently lead to a more accurate diagnosis.
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