A Machine-learning Based Initialization for Joint Statistical Iterative Dual-energy CT with Application to Proton Therapy
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Abstract Dual-energy CT (DECT) has been widely investigated to generate more informative and more accurate images in the past decades. For example, Dual-Energy Alternating Minimization (DEAM) algorithm achieves sub-percentage uncertainty in estimating proton stopping-power mappings from experimental 3-mm collimated phantom data. However, elapsed time of iterative DECT algorithms is not clinically acceptable, due to their low convergence rate and the tremendous geometry of modern helical CT scanners. A CNN-based initialization method is introduced to reduce the computational time of iterative DECT algorithms. DEAM is used as an example of iterative DECT algorithms in this work. The simulation results show that our method generates denoised images with greatly improved estimation accuracy for adipose, tonsils, and muscle tissue. Also, it reduces elapsed time by approximately 5-fold for DEAM to reach the same objective function value for both simulated and real data.

1 Introduction

Over the last 20 years, proton radiotherapy has been increasingly used to treat certain types of cancers because it has fewer side effects than traditional radiation. The absorbed dose reaches the maximum value after the proton beam traveling a certain depth in the object and then drops to near zero immediately. This peak is relatively narrow and is known as the Bragg peak. The estimated proton stopping power ratio (SPR) mapping allows radiation oncologists to align the Bragg peak to the tumor of the object, irradiating diseased tissues while sparing healthy cells. The current clinical practice estimates the SPR mappings from the single-energy CT (SECT) results, which leads to 2 – 3.5% proton beam range uncertainty.

Dual-energy CT (DECT) SPR estimation methods were introduced to reduce the SPR uncertainty. Previous studies have shown that our iterative DECT algorithm, dual-energy alternating minimization (DEAM), has achieved sub-percentage uncertainty in estimating proton stopping-power mappings from experimental 3 mm collimated phantom data [1]. However, iterative DECT algorithms are quite time-consuming when reconstructing 3D image volumes from helical sinograms, due to the large system operator and its low convergence rate. Compared to SECT, DECT algorithms reconstruct two measured sinograms scanned at different peak energies, which at least doubles the required number of system operations per iteration. Moreover, because the objective function of DEAM is decoupled in two more domains than the objective function in single-energy monoenergetic CT alternating minimization (AM), DEAM converges much slower than the AM algorithm with respect to the number of iterations. These factors make it difficult to get an accurate DECT result within a clinically acceptable time (20 minutes). Several algorithm-based and implementation-based acceleration methods have been taken into account, including GPU computation and the ordered subsets method, but it still takes more than 4 hours for the DEAM algorithm to converge. Figure 1(a) shows the plotted objective function of DEAM versus time in minutes. It can be seen that the objective function converges after around 400 minutes. Figure 1(b) shows the percentage biases of the SPR mapping derived from DEAM results with different elapsed time. The SPR biases are calculated inside 5 regions of interest, corresponding to 5 different materials in a virtual human head phantom. It can be seen that the percentage biases reach the \((-1\%, +1\%)\) range after around 180 minutes and become steady after around 380 minutes, 9 \(\times\) or 19 \(\times\) greater than the target elapsed time.

Neural networks have been widely used in image processing and reconstruction because they are able to learn complicated potential image features which are difficult to capture with model-based methods. However, CNNs do not reliably generate accurate and critical information due to data susceptibility. As a result, they have been combined with the model-based optimization method to take advantage of the known physics knowledge. In [2, 3], researchers plug a pre-trained denoising CNN as a prior into a model-based optimization algorithm to solve different inverse imaging problems. In [4], an unrolled network of the model-based algorithm is constructed with trained hyper-parameters and a CNN regularizer for mask-
based lensless imaging. In [5], photoacoustic tomography images are updated iteratively by a pre-trained CNN based on the previous image volume and the gradient computed by the model-based algorithm. In this paper, we introduce a CNN-based initialization method to better estimate the initial condition of DEAM, which takes advantage of CNN’s speedup while sparing the data susceptibility.

2 Materials and Methods

2.1 Dual Energy Alternating Minimization (DEAM)

DEAM is a joint statistical iterative algorithm that minimizes the objective function given by the sum of I-divergence [6],

\[ I(d||g) = \sum_j d_j(y) \ln \frac{d_j(y)}{g_j(y : c)} - d_j(y) + g_j(y : c), \tag{1} \]

and a penalty term,

\[ R(c) = \lambda \sum_{i=1}^{2} \sum_{x \in N_i} w(x,\tilde{x}) \Phi(c_i(x) - c_i(\tilde{x})), \tag{2} \]

\[ \Phi(t) = \delta^2 \left( \frac{t}{\delta} \right) + \log \left( 1 - \frac{t}{\delta} \right), \tag{3} \]

where \( x, y \) denote the indices of the discretized image space and measurement space, respectively. \( N_i \) denotes the set of the neighboring voxels of the image index \( x, w(x,\tilde{x}) \) is the voxel weight calculated as the inverse physical distance between voxel \( x \) and \( \tilde{x} \), and \( \delta \) are two hyper-parameters that control the weight and sparsity of the regularization term. \( c \) denotes the image component index (specifically 1 for polystyrene and 2 for CaCl2), \( j \) denotes measured data index (specifically 1 for 90 kVp and 2 for 140 kVp), \( d \) denotes measured data, \( g(y : c) \) denotes the estimation of measured data based on image components \( c \), which is the forward model, written as

\[ g_j(y : c) = \sum_E I_{0,j}(y,E) \exp \left( - \sum_x h(x,y) \sum_{i=1}^{2} \mu_i(E)c_i(x) \right), \tag{4} \]

where \( \mu_i(E) \) denotes the attenuation coefficient of the \( i \)th material at energy \( E \). \( I_{0,j} \) denotes the photon counts of the \( j \)th peak energy in the absence of an object, which contains information of the spectrum and the bowtie filter, and \( h(x,y) \) denotes the system operator that represents the helical fan beam CT system.

The original initial condition was estimated by an iterative filtered backprojection (iFBP) based algorithm [7] which requires less computational resources but has less in-practice accuracy than DEAM algorithm.

2.2 CNN-based initialization method

The architecture of the whole CNN-based estimation process is shown in figure 2. The main idea is to utilize CNN to estimate a better initial guess based on iFBP, our previous initialization method for DEAM. The proposed CNN has a widely used U-net structure originally from [8] with some modifications. Its encoding-decoding structure allows the neural network to learn global features and reduce noise. This CNN takes four inputs: iFBP \( c_1 \) image, iFBP \( c_2 \) image, the DEAM update direction of \( c_1 \), and the DEAM update direction of \( c_2 \). It has been observed that the CNN trained with update directions performs better than the CNN trained without update directions. All the input and output images share the same positioning and sampling information, so the entire process could take advantage of the image alignment. Due to the computational cost and their physical property, each slice of the 3D reconstructed image is trained or tested separately. The reconstructed image with the size 610 × 610 is zero-padded to 640 × 640 pixels to fit this U-net structure. The update directions for two basis vector model (BVM) components \( c_1, c_2 \) read

\[ ud_i(x) = \log \sum_{j} p_{ij}^B(x) / \sum_{j} q_{ij}^B(x), \tag{5} \]

where \( p_{ij}^B \) denotes the backprojection of the \( j \)th measured data recalculated based on BVM and the spectrum for the \( i \)th basis, and \( q_{ij}^B \) denotes the backprojection of the \( j \)th estimation data recalculated based on BVM and the spectrum for the \( i \)th basis. Therefore, the update direction gives the pixel-wise distance of the estimated components to the “truth.” In unregularized DEAM, two basis vector model components \( c_1, c_2 \) are updated by

\[ c_i^{k+1}(x) = c_i^k(x) - \frac{1}{Z_i(x)} \log \frac{\sum_j p_{ij}^{B,k}(x)}{\sum_j q_{ij}^{B,k}(x)}, \tag{6} \]

where \( Z_i(x) \) is the auxiliary variable to ensure convergence. Then, the CNN estimation

\[ c_1, c_2 = CNN(c_1, c_2, ud_1, ud_2) \tag{7} \]

could be regarded as an update step of DEAM whose step size and regularization term are trained rather than embedded.

3 Results and Discussion

3.1 Simulation results

The measured data is simulated from the ICRP [9], a virtual female phantom. The simulation system operator has the same geometry as the Phillips Brilliance Big Bore CT scanner. The reconstruction and CNN training-testing process are done in a 20-threaded computer with 4 GTX 1080TI. The training process takes the iFBP result of ICRP chest and its corresponding update directions as the input and takes the ground truth of ICRP chest as the output. In the test process, the input of the trained CNN is the iFBP result of ICRP head. Figure 3 shows an example slice of the training and testing.
data. Chest iFBP is noisier than head iFBP since the larger area of the chest leads to the larger line integral of attenuation coefficients. Compared the CNN head result to the ground truth, the CNN eliminates most of the noise of iFBP images but introduces some artifacts.

Figure 4 shows the quantitative comparison. Five regions of interest are selected for different materials and indicated by red lines in 4(a). 4(b) shows the objective function of DEAM starting from different initial condition versus time. The objective function of iFBP is initially around 10 times larger than the objective function of CNN estimation. The objective function of CNN estimation after 3 minutes is close to the objective function of iFBP after 25 minutes, which means CNN introduces \( \sim 8 \times \) speedup in this case. 4(c) and (d) are the plots of percentage bias and percentage standard deviation of SPR mapping estimated by 20 minutes DEAM result starting from CNN estimation, the result of CNN estimation, iFBP, 20 minutes DEAM result starting from iFBP, the result of iFBP and converged DEAM.

Converged DEAM has the best overall performance. The uncertainty measures of converged DEAM for all ROIs are within 1%. iFBP has the worst overall performance with the largest uncertainty measures. CNN and CNN-DEAM-20min have less bias than iFBP-DEAM-20min in muscle tissue, tonsils, and adipose tissue, but the bias of CNN and CNN-DEAM-20min beyond \( \pm 1\% \) range in spongiosa (cranium) and brain. Due to the absence of brain tissue and spongiosa (cranium) in training data, it is not surprising that CNN fails to estimate their BVM components. We hypothesize that it
Figure 5: Examples of real patient images. From left column to right column: training input, training output, test input, test output. Top row: C1; Bottom row: C2.

Figure 6: Real patient objective function of DEAM starting from iFDK and CNN estimation vs. time.

could be fixed by containing brain slices in the training data. iFBP got the highest standard deviation, which matches the noise level of iFBP images. Standard deviation of iFBP-DEAM-20min is the second highest, because the data fidelity term is much greater than the penalty term in early iterations, so DEAM tends to reduce the data fidelity term rather than the penalty term. CNN and CNN-DEAM-20min did a great job in the standard deviation analysis since the U-net structure is good at denoising.

3.2 Clinic results

In this section, all 90 kVp and 140 kVp clinically measured data are acquired sequentially on the Phillips Brilliance Big Bore CT scanner, with 12 mm collimation. The CNN takes iFBP of the head scan as the training input and DEAM converged result of the same head scan as the training input. In the test process, iFBP of the head scan of a different patient is used as the input. The example images of the experimental training and testing data are shown in figure 5. Figure 6 shows the plot of the real patient objective function of DEAM starting from iFDK and CNN estimation versus time. Similar to simulation results, the objective function of CNN estimation after 8 minutes is close to the objective function of iFBP after 70 minutes, which means CNN also introduces $\sim 8 \times$ speedup in the real patient case.

4 Conclusion

We have proposed a CNN-based method that improves the initial guess for DEAM. We only show the CNN-based initialization of one iterative algorithm, but it is applicable for other iterative algorithms. This CNN initialization method takes iFBP result as the input, generating a denoised image with a great improvement of estimation uncertainty for adipose, tonsils, and muscle tissue in the simulation task. However, the method did not work well in estimating brain and spongiosa tissue, due to the absence of brain and spongiosa (cranium) in training data. We hypothesize that the misestimation of spongiosa and brain tissue could be fixed by containing brain slices in the training data. It is desirable to use CNN trained with head-neck images for head-neck data, and CNN trained with thorax images for thorax data. Also, in both the simulation and real patient tasks, the proposed method reduces elapsed time approximately 8-fold for DEAM to reach the same objective function value.
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