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Abstract: Aimed at the two problems of color deviation and poor visibility of the underwater image, this paper proposes an underwater image enhancement method based on the multi-scale fusion and global stretching of dual-model (MFGS), which does not rely on the underwater optical imaging model. The proposed method consists of three stages: Compared with other color correction algorithms, white-balancing can effectively eliminate the undesirable color deviation caused by medium attenuation, so it is selected to correct the color deviation in the first stage. Then, aimed at the problem of the poor performance of the saliency weight map in the traditional fusion processing, this paper proposed an updated strategy of saliency weight coefficient combining contrast and spatial cues to achieve high-quality fusion. Finally, by analyzing the characteristics of the results of the above steps, it is found that the brightness and clarity need to be further improved. The global stretching of the full channel in the red, green, blue (RGB) model is applied to enhance the color contrast, and the selective stretching of the L channel in the Commission International Eclairage-Lab (CIE-Lab) model is implemented to achieve a better de-hazing effect. Quantitative and qualitative assessments on the underwater image enhancement benchmark dataset (UIEBD) show that the enhanced images of the proposed approach achieve significant and sufficient improvements in color and visibility.
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1. Introduction

Underwater vision has played an important role in different fields of science such as marine biology research [1], inspection of underwater man-made objects [2], and control of underwater vehicles [3]. Underwater images suffer from color cast and poor visibility resulting from absorption and scattering effects in the optical propagation process [4,5], which makes the enhancement and restoration of underwater images a challenging task.

Underwater image processing methods are categorized into two broad classes based on whether the physical principle of underwater optical propagation is applied or not. These two kinds of categories are called image restoration techniques and image enhancement methods, respectively. Image restoration based on the basic physics of light propagation establishes an underwater imaging model via some prior knowledge and finally recovers the degraded image. Equation (1) is considered as the simplified underwater image imaging model [6]:

$$I_\lambda(x) = J_\lambda(x)t_\lambda(x) + (1 - t_\lambda(x))B_\lambda,$$

where $x$ represents one particular pixel of the image, the wavelength $\lambda \in \{\text{red, green, blue}\}$, $I_\lambda(x)$ and $J_\lambda(x)$ respectively represent the image to be restored and the image after restoration, and $B_\lambda$ is defined as the background light, $t_\lambda(x)$ as the transmission map. In 2017, Peng et al. [7] proposed a method based on image blurring and light absorption (IBLA) to estimate more accurate background light and underwater scene depth. In 2018, they
proposed another method based on generalized dark channel prior (GDCP) [8] by calculating the difference between the observed intensity and the background light. Due to the complexity of the combination of natural light and abnormal artificial light in underwater real image shooting, the common imaging model can hardly illustrate the color attenuation and absorption. In this paper, we apply the method based on pixel intensity redistribution to process the distorted image.

The image enhancement based on pixel intensity redistribution changes the pixel values in either the spatial domain or a transformed domain [9], which uses qualitative subjective criteria to produce a more visually pleasing image and does not rely on any physical model for the image formation [10]. In 2017, Ghani and Isa [11] proposed a method based on recursive adaptive histogram modification (RAHIM). The saturation and brightness of the HSV color model are modified by Rayleigh distribution and the human visual system to improve the natural performance of image color. Ancuti et al. [12] introduced a method based on white balancing and multi-scale fusion. Their approach improves global contrast and is especially good at processing color deviation images, but the contrast of the resulting image needs to be further improved. In 2018, Huang et al. [13] put forward relative global histogram stretching (RGHS) in the red, green, blue (RGB) and Commission International Eclairage-Lab (CIE-Lab) color models, which effectively improves the visual effect of the blurred image, except for the color deviation image. In 2020, Bai et al. [14] proposed an enhancement method based on global and local equalization of the histogram and dual-image multi-scale fusion (GLHDF), which obtained good performance, but there existed some limitations in processing turbid water images.

In recent years, deep learning methods, especially convolutional neural networks (CNN) and generative adversarial networks (GAN), have been applied in image-based tasks such as image enhancement and underwater object detection [15]. Li et al. proposed WaterGAN [16] in 2018 and UWGAN [17] in 2019, both based on generative adversarial networks (GANs), to generate realistic underwater images. To solve the difficulty of lack of dataset in underwater image processing, Hou et al. [18] designed an underwater image synthesis algorithm (UISA) based on the physical model of underwater optical propagation and built the synthetic underwater image dataset (SUID) by outdoor ground-truth images. Li et al. [19] built a large-scale and real-world underwater image enhancement benchmark dataset (UIEBD). In 2020, Anwar and Li [20] provided a comprehensive and in-depth survey of the deep learning-based underwater image enhancement and pointed out that, in most cases, the deep learning-based methods fall behind state-of-the-art conventional methods. It is difficult to develop the deep learning method because of the lack of a real underwater image dataset. The reality of the generated underwater images has hardly been examined.

To enhance the underwater image, it is necessary to give priority to the correction of color deviation. In the color correction study, the unsupervised color correction method (UCM) [21], RGHS [13], and integrated color model-Rayleigh distribution (ICM-RD) [22] achieve color deviation correction through global stretching. However, the first two methods cannot effectively remove the blue-green deviation and ICM-RD has an obvious over-compensation in the red channel. Ancuti et al. [12] proposed underwater white-balancing, which can effectively reduce the color deviation caused by various lighting or medium attenuations. In this paper, white-balancing is selected to correct the color deviation.

Considering the lack of contrast and clarity of the image after white-balancing, it is necessary to further enhance the image. In the current image enhancement methods, fusion is widely used, which can achieve the multi-scale fusion of two enhanced images and improve the image quality, and the selection of weight coefficient is particularly critical. In the classical fusion algorithm, the saliency weight map has the disadvantage of low contrast in effectively distinguishing the saliency target of the underwater image. In this paper, the saliency detection method, combined with spatial and contrast cues proposed by Fu et al. [23], is combined into the fusion algorithm, which can effectively distinguish saliency targets and make the fusion image more consistent with human vision.
After analyzing the characteristics of the image processed in the first two stages, the problem of color deviation has been greatly improved. Considering the poor color contrast and dark brightness of the image caused by the relatively concentrated histogram, it is necessary to enhance the brightness of the image. The global stretching algorithm has poor performance in color deviation correction, but it can effectively improve the image contrast and achieve de-hazing. To stretch the brightness elements of the CIE-Lab model better, firstly, the RGB model channels are globally stretched to enhance the overall color contrast of the image. The image is then transferred to the Lab model, and the L channel of the CIE-Lab model is selectively stretched globally. Figure 1 shows the output images of each stage. The proposed method can effectively deal with a variety of underwater degradation.

Figure 1. The results of each stage.

This paper will discuss the three phases of the underwater image enhancement algorithm, and the results of the qualitative and quantitative comparison of the proposed classical and state-of-the-art methods will be shown.

2. Methodology

As illustrated in Figure 2, the proposed multi-scale fusion and global stretching of dual-model (MFGS) method consists of three stages, namely: (1) Color correction based on white-balancing, (2) Updated multi-scale fusion, and (3) Global stretching of dual-model. The first step aims to correct the color deviation of the underwater image. Due to the poor contrast and clarity of the restored image, sharpening and gamma correction are used to enhance the image, and the multi-scale pyramid with updated saliency weight is used for image fusion in the process of the second step. Finally, to solve the problem of poor brightness caused by a too concentrated histogram of the color model, global stretching of the corresponding channels is carried out in RGB and CIE-Lab models, respectively. Next, we will introduce each stage in detail.
2. Methodology

As illustrated in Figure 2, the proposed method overview is designed to correct various color and brightness issues in underwater images. The process involves multiple stages: white-balancing, sharpening, gamma correction, multiscale fusion with updated saliency weight, RGB stretching, and LAB stretching. These steps are crucial for achieving high-quality images, especially in underwater environments where light distortion is significant.

2.1. Color Correction Based on White-Balancing

Due to the scattering of light and the absorption of light by the water medium, the color of the underwater image (especially deep water images) tends to have a blue-green distortion. Before enhancing the image quality, priority should be given to correct the color deviation. In the color correction study, white-balancing can effectively eliminate the undesirable color deviation caused by various lighting or medium attenuation characteristics. Traditional white balance algorithms such as principal component analysis (PCA) [24], gray world [25], and white patch retinex [26] are compared and analyzed in Figure 3. The gray world algorithm can achieve good visual performance for reasonable distortion underwater scenes. Due to the absorption of red light, the average value of the red channel is very small, which may lead to overcompensation of the channel at the position where red appears (Gray world divides each channel according to the average value).

Taking advantage of the relatively good preservation of the green channel underwater, some values of the green channel are selected to compensate for the red light attenuation. Based on the upper limit of the dynamic range of each channel, all channel values are normalized and limited to the range [0, 1]. The compensation ratio coefficient of the red channel is designed as follows:

$$r_{rc}(x) = I_g(x) \times (1 - I_r(x)),$$

(2)

where $I_r(x)$ and $I_g(x)$ are the pixel values of the image in the red and green channel, respectively. ∴ $I_g(x), I_r(x) \in [0,1]$. $r_{rc}(x) \in [0,1]$. The final pixel value of the red channel is defined as:

$$I_{rc}(x) = I_r(x) + r_{rc}(x) \times (T_g - T_r),$$

(3)
where $T_r$ and $T_g$ are the average of $I_r$ and $I_g$. In turbid water or water areas with a high concentration of plankton, the blue light attenuation is obvious due to the absorption of organic matter (lines 5–7). To calculate the compensation coefficient of the blue channel and compensate the blue channel, the following equations are used:

$$r_{bc}(x) = I_g(x) \times (1 - I_b(x)), \quad (4)$$

$$I_{bc}(x) = I_b(x) + r_{bc}(x) \times (T_g - T_b)), \quad (5)$$

where $I_b(x)$ is the pixel value of the blue channel. After the attenuation has been compensated, gray world is applied to compensate for the illuminant color cast. The first stage can effectively correct the color deviation. Next, we need to deal with the problem of insufficient contrast and clarity caused by the loss of edge and detail information.

### 2.2. Multi-Scale Fusion with Updated Saliency Weight

After color deviation correction, the image details are blurred. We need to further enhance the image contrast. Image fusion is widely used in image decomposition [27], image de-hazing [28], multispectral video enhancement [29], and underwater image enhancement. Ancuti et al. improved their previous fusion-based underwater de-hazing approach [30] and proposed an alternative definition of inputs and weights to deal with severely degraded scenes [12]. The first input is obtained by gamma correction to correct the global contrast, and the second input is a sharpened version of the white balance image to reduce the degradation caused by scattering. By independently employing a fusion process at every scale level, the potential artifacts due to the sharp transitions of the weight maps are minimized. However, the selection of saliency weight cannot effectively highlight the obvious target in the image. In this paper, the fusion process from Ancuti et al. [12] is used, and we adjust the saliency weight coefficient to improve the attention of saliency objects in the fusion process. The process of this step is shown in Figure 4.

![Image](image.png)

**Figure 4.** The two inputs are derived from the white-balancing image. Input 1 is the sharpened version of the white-balancing image and Input 2 is the gamma-corrected version of the white-balancing image. The rest of the pictures are three corresponding normalized weight maps and the merged weight maps for two inputs. The last one is the multi-scale fusion result.

The sharpened version of the white balance image is selected to be the first input of the fusion process, and the formula is defined as follows:

$$S = (I + N\{I - G \times I\})/2, \quad (6)$$

where $S$ is the output image after sharpening and $I$ is the white-balancing image. $G \times I$ denotes the Gaussian filtered version of $I$. $N\{\cdot\}$ represents the linear normalization operator. Another input is the gamma-corrected image. In the process of blending, pixels with high weight values are more represented in the final image. In this paper, three weight coefficients were selected according to the algorithm of Ancuti et al. [12].

Laplacian contrast weight ($W_l$) estimates the global contrast by computing the absolute value of a Laplacian filter applied on each input luminance channel.
Saturation weight ($W_{Sat}$) enables the fusion algorithm to adapt to chromatic information by advantaging highly saturated regions. This weight map is simply computed as the deviation between the $R_k$, $G_k$, and $B_k$ color channels and the luminance, $L_k$, of the $k^{th}$ input:

$$W_{Sat} = \sqrt{\frac{1}{3}[(R_k - L_k)^2 + (G_k - L_k)^2 + (B_k - L_k)^2]} \quad (7)$$

Saliency weight ($W_{S}$) is aimed at emphasizing the salient objects that lose their prominence in the underwater scene. Ancuti et al. [12] have employed the saliency estimator of Achantay et al. [31]. However, the effect of the estimated saliency map is not ideal and cannot effectively highlight the main target in the image. For underwater scenes, the center of the image is usually brighter than the surrounding area due to the influence of artificial lighting. This scenario is known as the ‘central bias rule’, which means that when the distance between the object and the image center increases, the attention gain is depreciating. In this paper, we have employed the cluster-based saliency algorithm of Fu et al. [23], which combines the contrast and spatial cues. The spatial cue $w^s(k)$ of the cluster $C^k$ is defined as:

$$w^s(k) = \frac{1}{n^k} \sum_{j=1}^{M} \sum_{c=1}^{N_c} \left[ K(\|z_j^c - c^i\|^2_0, \sigma^2) \cdot \delta(p_j^{ci} - C^k) \right] \quad (8)$$

where $\delta(\cdot)$ is the Kronecker delta function, $c^i$ denotes the center of the image, Gaussian kernel, $K(\cdot)$, computes the Euclidean distance between the pixel, $z_j^c$, and the image center, $c^i$, the variance, $\sigma^2$, is the normalized radius of images, and the normalization coefficient, $n^k$, is the pixel number of clusters, $C^k$. The result of this saliency map is better than the original map in the paper of Ancuti et al. [12] (Figure 5).

Figure 5. The saliency weight maps of two methods. In the first column, two images of the same scene are the sharpened version and the gamma corrected version of white-balancing images, respectively. The images in the second and third columns represent the saliency weight maps obtained by Ancuti et al. [12] and our method, respectively.
Three corresponding normalized weight maps are merged into one weight map:

\[
\overline{W}_k = \frac{(W_k + \delta)}{K \sum_{k=1} W_k + K \cdot \delta},
\]

where \( K = 2 \) (the number of input images) and \( k \in [1, 3] \), \( \overline{W}_k \) denotes the normalized weight map and \( \delta \) denotes a small regularization term that ensures that each input contributes to the output.

The multi-scale decomposition is based on the Laplacian pyramid originally described in Burt and Adelson [32]. Each source input, \( I_k \) is decomposed into a Laplacian pyramid while the normalized weight maps, \( \overline{W}_k \), are decomposed using a Gaussian pyramid. The mixing of the Laplacian inputs with the Gaussian normalized weights is performed independently at each level, \( l \):

\[
R_l(x) = \sum_{k=1}^{K} G_l \{ \overline{W}_k \} L_l \{ I_k(x) \},
\]

where \( L_l \) and \( G_l \) present the level of the Laplacian pyramid and Gaussian pyramid, \( k \) denotes the number of the input images, and \( R_l \) denotes the reconstructed image. The enhanced output is obtained by summing the fused contribution of all levels. This stage enhances the edge and detail information, but the image tone is dark. The brightness and clarity should be further improved.

2.3. Global Stretching of Dual-Model

After multi-scale fusion processing, the color balance and the contrast of the image have been greatly improved. It was found that, after the fusion of the gamma-corrected image, the brightness of the image is relatively dark. The histogram of the underwater image is relatively concentrated, resulting in low contrast and visibility. In the contrast enhancement study, UCM [21], ICM-RD [22], and RGHS [13] achieve a global enhancement in the whole histogram modification process. UCM only stretches the histogram in the channels of the RGB model, and it cannot deal with the color deviation effectively. ICM-RD and RGHS are based on the assumption that the histogram distribution of the RGB channel is consistent with the Rayleigh distribution. RGHS is combined with an imaging model to calculate the relative stretching parameters. Because of the complexity of image distortion, the imaging model cannot fully describe the underwater illumination, and most of the histograms of the RGB channels in real underwater images do not conform to the assumption of the Rayleigh distribution.

In this paper, according to the previous related works, the RGB channel histogram is first globally stretched to enhance the color contrast. After the pre-processing, the color of the image is relatively satisfactory. The L element representing the brightness in the Lab model is stretched globally to improve the overall brightness of the image. The commonly used linear histogram stretching formula is shown in Equation (11).

\[
p_o = \left( \frac{p_i - I_{\text{min}}}{I_{\text{max}} - I_{\text{min}}} \right) (O_{\text{max}} - O_{\text{min}}) + O_{\text{min}},
\]

where \( p_i \) and \( p_o \) are the input and output pixels, respectively. \( I_{\text{min}}, I_{\text{max}}, O_{\text{min}}, \) and \( O_{\text{max}} \) are the fixed parameters for the before and after stretching images, respectively.

Global stretching in RGB color model. After separating the three channels of the RGB color model, we set the desired range \([O_{\text{min}}, O_{\text{max}}]\) to \([0, 255]\). Specifically,

\[
I_{ko}(x) = \left( \frac{I_{k}(x) - I_{k\text{min}}}{I_{k\text{max}} - I_{k\text{min}}} \right) (255 - 0) + 0,
\]
where the channel $k \in \{red, green, blue\}$. The stretching process is shown in Figure 6. After stretching, the histogram of the image covers the whole range of values, and the visual contrast and brightness of the image are improved. To further improve the image brightness, we chose the CIE-Lab model, which defines the most kinds of color to adjust the image feature parameters. After this step, the image is transformed from the RGB model to the Lab model.

Figure 6. The stretching process in the RGB color model. (a) is the entire histogram distribution of three channels (RGB). (b–d) is the histogram distribution of a single channel in RGB color model, respectively.

Global stretching in CIE-Lab color model. In the Lab model, the ‘L’ component is used to adjust the brightness of the image, and the values ranging from 0 to 100 denote darkest to the brightest. The color gradations of the ‘a’ and ‘b’ components are modified to acquire color correction. After the first two stages of processing, the color deviation of the underwater image has been better improved. There is no extra stretching and compensation for the ‘a’ and ‘b’ components. The ‘L’ component is applied with linear slide stretching, given by Equation (11), which ranges between 0.1% and 99.9% and is stretched to the range [0, 100]. The 0.1% of the lower and upper values in the image are set to 0 and 100, respectively.

\[
L_{o}(x) = \left( \frac{L_{i}(x) - L_{\min}}{L_{\max} - L_{\min}} \right) (100 - 0) + 0, \quad (13)
\]

where $L_{\min} = L_{o}(N/100)$, $L_{\max} = L_{o}(-N/100)$, and $L_{o}(x) = sort(L(x))$. $N$ represents the number of components in the L channel. As shown in Figure 7, the stretched image is transformed to the RGB model and is taken as the final output. Compared with the stretched image in the RGB model, the brightness and contrast of the image are increased.

In the next section, the results of the proposed algorithm will be evaluated quantitatively and qualitatively and compared with the current algorithm.

![RGB-Stretching](image)

(a)

![LAB-Stretching](image)

(b)

Figure 7. The stretching process in the Lab color model. Line (b) is the histogram distribution of the L component of the corresponding image in line (a), respectively.
3. Results and Discussion

In this section, we compare the proposed approach with the existing classical and state-of-the-art underwater restoration/enhancement techniques, namely, unsupervised color correction (UCM) [21], Rayleigh distribution (RD) [22], relative global histogram stretching (RGHS) [13], image blurriness and light absorption (IBLA) [7], global and local equalization of histogram and fusion (GLHDF) [14], and color balance and fusion (Fusion) [12]. The results of each method are evaluated qualitatively and quantitatively. In 2018, Mangeruga et al. [33] concluded that, even if the quantitative metrics can provide a useful indication about image quality, they do not seem reliable enough to be blindly employed for an objective evaluation of the performances of an underwater image enhancement algorithm. They then proposed some guidelines for underwater image enhancement based on the benchmarking of different methods [34].

Qualitative evaluation is mainly evaluated in terms of contrast, visibility, and color. Quantitative evaluation is mainly evaluated in terms of underwater image quality measure (UIQM) [35], patch-based contrast quality index (PCQI) [36], and underwater color image quality evaluation (UCIQE) [37]. The UIQM and UCIQE metrics are dedicated to underwater image assessment. They address three important criteria: colorfulness, sharpness, and contrast. A high PCQI value indicates an enhanced image with high contrast. Finally, the execution time of each method is evaluated.

The proposed underwater image enhancement method has no limitation on the resolution of input images. The resolution of the output image is consistent with that of the input image. In the UIEBD, the resolution of the raw images is quite different, and the range is from $300 \times 168$ to $2180 \times 1447$. According to the types of image degradation, 890 images in the UIEBD dataset [19] are divided into three categories. Data A represents images with obvious blue/green color deviation (Figure 8), Data B represents shallow water images with natural light (lines 1–4 in Figure 9) and Data C represents turbid water images (lines 5–7 in Figure 9). Figures 8 and 9 only present the experimental results of some randomly selected images from the Data A/B/C. Tables 1 and 2 respectively show the corresponding quantitative analysis results of Figures 8 and 9. Because of the poor performance of UCM [21] in qualitative evaluation, we do not carry out a quantitative analysis of UCM.

![Figure 8. The qualitative evaluation result of 7 selected images from Data A.](image-url)
that the method has a good performance on contrast enhancement.

The qualitative evaluation result of 7 selected images from Data B/C.

| Data | RD [22] | RGHS [13] | IBLA [7] |
|------|---------|-----------|----------|
| A    | UIQM    | PCQI      | UCIQE    | UIQM    | PCQI      | UCIQE    | UIQM    | PCQI      | UCIQE    |
| 1    | 1.986   | 1.340     | 34.383   | 2.273   | 1.110     | 31.028   | 2.386   | 1.073     | 13.808   |
| 2    | 2.952   | 1.156     | 34.328   | 3.091   | 1.190     | 31.589   | 2.419   | 1.056     | 28.186   |
| 3    | 2.983   | 1.042     | 34.117   | 3.142   | 1.121     | 30.180   | 2.676   | 1.099     | 20.676   |
| 4    | 2.666   | 1.287     | 32.500   | 2.048   | 1.304     | 31.315   | 1.914   | 1.113     | 13.040   |
| 5    | 2.500   | 1.260     | 35.688   | 2.254   | 1.315     | 31.859   | 1.636   | 1.108     | 17.175   |
| 6    | 2.745   | 1.058     | 35.087   | 2.034   | 0.967     | 31.491   | 2.502   | 0.952     | 17.076   |
| 7    | 1.336   | 1.240     | 38.017   | 1.629   | 1.295     | 32.355   | 1.713   | 1.078     | 8.190    |
| Average | 2.453 | 1.197 | 34.874 | 2.353 | 1.186 | 31.402 | 2.178 | 1.055 | 16.879 |

| Data | GLHDF [14] | Fusion [12] | Our Method |
|------|-------------|-------------|-------------|
| A    | UIQM        | PCQI        | UCIQE       | UIQM        | PCQI        | UCIQE       | UIQM        | PCQI        | UCIQE       |
| 1    | 2.549       | 1.270       | 33.709      | 2.494       | 1.227       | 15.905      | 2.499       | 1.237       | 31.477      |
| 2    | 2.826       | 1.193       | 32.767      | 3.139       | 1.216       | 18.166      | 3.213       | 1.260       | 31.189      |
| 3    | 2.799       | 1.101       | 32.099      | 3.048       | 1.162       | 14.192      | 3.135       | 1.134       | 30.207      |
| 4    | 2.505       | 1.314       | 32.871      | 3.201       | 1.273       | 13.343      | 3.190       | 1.329       | 29.357      |
| 5    | 2.588       | 1.284       | 34.755      | 2.992       | 1.314       | 12.406      | 2.750       | 1.303       | 29.697      |
| 6    | 2.624       | 1.148       | 28.952      | 2.897       | 1.153       | 13.667      | 2.880       | 1.113       | 29.289      |
| 7    | 2.670       | 1.301       | 36.889      | 1.756       | 1.309       | 16.604      | 1.660       | 1.261       | 34.998      |
| Average | 2.652 | 1.230 | 33.149 | 2.790 | 1.236 | 14.898 | 2.761 | 1.234 | 30.888 |

Figure 8 shows the qualitative results of various algorithms for the image with blue/green deviation (Data A). The results of RD [22] and GLHDF [14] are more colorful and produce unexpected oversaturation with a red hue. The results of UCM [21], RGHS [13], and IBLA [7] still have obvious color deviation. Fusion [12] and the proposed approach have a good performance on this kind of image distortion. The results of the proposed algorithm are clearer and brighter than Fusion, and the color contrast is more obvious.

As illustrated in Table 1, RD [22] and GLHDF [14] perform better in UCIQE index. The color of these two algorithms is more saturated. The UCIQE value of the proposed method is significantly higher than Fusion [12]. In terms of UIQM and PCQI index, Fusion achieves the highest average value, followed by the proposed method.
Table 2. The quantitative evaluation result of 7 selected images from Data B/C.

| Data B/C | RD [22] | RGHS [13] | IBLA [7] |
|----------|---------|-----------|----------|
|          | UIQM    | PCQI      | UCIQE    | UIQM    | PCQI      | UCIQE    | UIQM    | PCQI      | UCIQE    |
| 1        | 2.749   | 1.160     | 31.477   | 2.753   | 1.200     | 30.347   | 1.640   | 0.956     | 35.010   |
| 2        | 3.413   | 1.225     | 34.612   | 3.319   | 1.230     | 28.946   | 0.860   | 0.727     | 36.087   |
| 3        | 3.262   | 1.101     | 33.240   | 2.440   | 1.089     | 31.440   | 0.652   | 0.638     | 35.764   |
| 4        | 3.139   | 1.083     | 33.813   | 2.997   | 1.097     | 30.929   | 1.286   | 0.706     | 36.287   |
| 5        | 2.240   | 1.217     | 35.177   | 2.034   | 1.150     | 32.355   | 1.423   | 0.816     | 39.603   |
| 6        | 3.033   | 1.086     | 34.175   | 2.105   | 1.198     | 35.858   | 2.395   | 1.055     | 34.993   |
| 7        | 1.629   | 1.014     | 37.796   | 1.417   | 1.001     | 36.915   | 0.983   | 1.004     | 35.528   |
| Average  | 2.476   | 1.125     | 34.518   | 2.399   | 1.124     | 32.158   | 1.320   | 0.843     | 36.182   |

| Data B/C | GLHDF [14] | Fusion [12] | Our method |
|----------|-------------|--------------|-------------|
|          | UIQM        | PCQI         | UCIQE       | UIQM    | PCQI      | UCIQE    |
| 1        | 2.942       | 1.177        | 30.530      | 3.083   | 1.196     | 18.335   | 2.773   | 1.234     | 29.653   |
| 2        | 3.492       | 1.181        | 32.849      | 3.503   | 1.218     | 19.584   | 3.323   | 1.301     | 31.501   |
| 3        | 2.776       | 1.028        | 31.055      | 2.688   | 1.193     | 16.249   | 2.623   | 1.200     | 31.853   |
| 4        | 3.033       | 1.086        | 31.370      | 3.160   | 1.069     | 28.215   | 3.203   | 1.151     | 30.497   |
| 5        | 2.792       | 1.114        | 33.074      | 2.780   | 1.285     | 15.220   | 2.274   | 1.272     | 32.042   |
| 6        | 2.491       | 1.068        | 34.115      | 2.105   | 1.198     | 23.082   | 2.001   | 1.131     | 30.447   |
| 7        | 2.316       | 0.946        | 37.858      | 1.810   | 1.120     | 18.632   | 1.554   | 1.067     | 29.719   |
| Average  | 2.835       | 1.086        | 32.979      | 2.733   | 1.183     | 19.902   | 2.536   | 1.194     | 30.816   |

For Data B and Data C in Figure 9, the results of UCM [21] and IBLA [7] are dark. There is excessive red compensation in the results of RD [22]. RGHS [13] and GLHDF [14] have a better effect on shallow water image processing (Data B), but when dealing with turbid water images (Data C), there exist blue and red deviation, respectively. Fusion [12] and our approach can effectively smooth the image color. And the brightness of underwater images is enhanced effectively by the proposed method.

It can be seen from the data in Table 2 that the average value of the PCQI index of our algorithm is the highest for shallow water images. The GLHDF algorithm [13], which performs well in color and saturation, obtains a higher UIQM value. Although IBLA [7] does not perform well in qualitative evaluation, it has the highest UCIQE value.

Table 3 shows the average results of quantitative evaluation of 890 real underwater images in the underwater image enhancement benchmark dataset (UIEBD) [16]. The proposed method achieves the highest average value of the PCQI index, which indicates that the method has a good performance on contrast enhancement.

Table 3. The quantitative evaluation result of the entire UIEBD [16].

| Method       | UIEBD [6] |
|--------------|-----------|
|              | UIQM      | PCQI      | UCIQE    |
| RD [22]      | 2.569     | 1.097     | 34.106   |
| RGHS [13]    | 2.110     | 1.063     | 31.950   |
| IBLA [7]     | 1.684     | 0.956     | 31.027   |
| GLHDF [14]   | 2.747     | 1.075     | 31.958   |
| Fusion [12]  | 2.816     | 1.113     | 25.016   |
| Our method   | 2.691     | 1.143     | 31.177   |

In the execution time evaluation, we randomly selected 100 images of different sizes to test the execution time under the same equipment conditions. The device processor used in this paper is Intel (R) Pentium (R) CPU G620 @ 2.60GHz, and the two kinds of software involved are MATLAB R2017b and Pycharm 2020.2.3. The average execution time of different algorithms for a single image is shown in Table 4.
Table 4. The execution time evaluation result.

| Method       | Total(s)  | Average(s) | Rank |
|--------------|-----------|------------|------|
| UCM [21]     | 4698.966  | 46.990     | 6    |
| RD [22]      | 3232.541  | 32.325     | 5    |
| RGHS [13]    | 2490.714  | 24.907     | 4    |
| IBLA [7]     | 11,494.855| 114.95     | 7    |
| GLHDF [14]   | 787.181   | 7.872      | 1    |
| Fusion [12]  | 885.323   | 8.853      | 2    |
| Our method   | 1225.595  | 12.256     | 3    |

It can be seen from Table 4 that the average execution speed of the GLHDF is the fastest among the tested algorithms, and the proposed algorithm is inferior to the GLHDF and the Fusion algorithm.

From the results of qualitative evaluation, the proposed algorithm and Fusion [12] have certain advantages in correcting color deviation, which can effectively remove different degrees of green, blue, and yellow deviation. The performance of UCM [21], RGHS [13], and IBLA [7] is unsatisfactory. In the case of serious color deviation, RD [22] and GLHDF [14] have the problem of incomplete color deviation removal and excessive red compensation. Although the results of the quantitative evaluation cannot be blindly used, they can be used as a reference. The proposed algorithm achieves a higher PCQI value, which means that it performs better in contrast enhancement. RD [22] and GLHDF [14], which have better performance in color richness, have higher UCIQE values. Fusion, with better color balance, has the highest UIQM value. Additionally, Fusion [12] and GLHDF [14] perform well in algorithm execution time. To shorten our execution time, a simplified version of the Fusion method can be chose to replace multi-scale fusion with the price of sacrificing the quality of image details. Specifically, the sharpened image and the gamma-corrected image are directly combined with the corresponding weight coefficients to get the fusion results. In general, the proposed method deals effectively with a variety of underwater image distortion scenes.

4. Conclusions

This paper proposes an enhancement method based on multi-scale fusion and global stretching of dual-model (MFGS). This method is realized by simple pixel value redistribution without relying on the underwater optical imaging model. The main contributions of this paper can be summarized as follows: (1) Regarding the problem that the saliency weight map in the fusion algorithm cannot effectively distinguish the saliency target, we updated the saliency weight map by combining contrast and spatial cues to highlight the obvious target in the processed image. (2) To further enhance the brightness of the fused image, after stretching the histogram of the RGB channel, the pixel values in the L channel of the Lab model that range between 0.1% and 99.9% are stretched to the range [0, 100].

Through qualitative and quantitative analysis, the proposed method deals with a variety of underwater image distortion scenes effectively and has advantages in improving contrast and correcting color deviation compared with other algorithms. In terms of the color richness of the resulting images and the execution time, there are still deficiencies with the latest algorithm. In future work, the structure of our algorithm will be further adjusted to shorten the execution time, and optimization of the color compensation method under different color deviation will also be the focus of future research. With the wide application of underwater vision in different scientific research fields, underwater image enhancement will play an increasingly important role in the process of image and video processing in marine biology research and underwater archaeology. Most of the target images of the current algorithms are shallow water images. When the artificial light source is added to deep water images, the raw images will face more diverse noises, and image enhancement will face more challenges. The effective enhancement of degraded images can provide convenience for many underwater studies.
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Abbreviations
The following abbreviations are used in this manuscript:

- MFGS Multi-scale fusion and global stretching of dual-model
- RGB Red, green, blue
- CIE-Lab Commission International Eclairage-Lab
- UIEBD Underwater image enhancement benchmark dataset
- IBLA Image blurring and light absorption
- GDCP Generalized dark channel prior
- RAHIM Recursive adaptive histogram modification
- HSV Hue, saturation, value
- RGHS Relative global histogram stretching
- GLHDF Global and local equalization of the histogram and dual-image multi-scale fusion
- CNN Convolutional neural networks
- GAN Generative adversarial network
- UCM Unsupervised color correction method
- ICM-RD Integrated color model-Rayleigh distribution
- RD Rayleigh distribution
- PCA Principal component analysis
- UIQM Underwater image quality measure
- PCQI Patch-based contrast quality index
- UCIQE Underwater color image quality evaluation
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