In Situ Thermometry of a Cold Fermi Gas via Dephasing Impurities
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The precise measurement of low temperatures is a challenging, important, and fundamental task for quantum science. In particular, in situ thermometry is highly desirable for cold atomic systems due to their potential for quantum simulation. Here, we demonstrate that the temperature of a noninteracting Fermi gas can be accurately inferred from the nonequilibrium dynamics of impurities immersed within it, using an interferometric protocol and established experimental methods. Adopting tools from the theory of quantum parameter estimation, we show that our proposed scheme achieves optimal precision in the relevant temperature regime for degenerate Fermi gases in current experiments. We also discover an intriguing trade-off between measurement time and thermometric precision that is controlled by the impurity-gas coupling, with weak coupling leading to the greatest sensitivities. This is explained as a consequence of the slow decoherence associated with the onset of the Anderson orthogonality catastrophe, which dominates the gas dynamics following its local interaction with the immersed impurity.

Temperature measurements are crucial for many experiments using ultracold atomic gases, for example when calibrating quantum simulators or when determining equations of state. Unfortunately, standard thermometry techniques such as time-of-flight or in situ absorption imaging are inherently destructive and involve integration over the line of sight. A minimally disturbing method to probe local temperature profiles would be beneficial for numerous experimental scenarios of current interest, including thermalization dynamics after a quench or energy transport between separate thermal reservoirs. Further motivation is provided by recent progress in the preparation of homogeneous ultracold gases, whose constant density distribution does not carry information on temperature, thus rendering standard in situ thermometry techniques ineffective.

An appealing alternative method of in situ thermometry exploits impurity atoms as probes embedded within the ultracold gas. The advantage of this approach is that a single atom can be confined to submicron length scales and its state is relatively easy to characterize. For example, temperature can be inferred by allowing the impurities to equilibrate with the gas and then measuring their mean energy or a similar observable. This method has proved useful in several recent experiments but becomes challenging at low temperatures where equilibration is slow and the probe’s energy levels must be finely tuned. These limitations can be overcome by harnessing the probe’s nonequilibrium dynamics for thermometry. Perhaps the most extreme example is pure dephasing, where the energy of the probe is conserved and thus normal thermalization is completely suppressed. Nevertheless, coherences between the probe energy eigenstates can develop into correlations with the environment that are sensitive to temperature.

In this Letter, we apply this idea to address a long-standing challenge in cold-atom physics: namely, thermometry of degenerate Fermi gases. Specifically, we propose to measure the temperature of an ultracold Fermi gas by observing the nonequilibrium dephasing dynamics of impurities immersed within it. We focus on a promising setup that has already been realized in the laboratory, where the gas atoms effectively interact only with the impurities and not with each other. In this setting, the Anderson orthogonality catastrophe (OC) imprints characteristic signatures on the decoherence dynamics of the impurity, which can be observed using Ramsey interferometry. The optimal precision of our thermometry protocol can be evaluated in terms of the quantum Fisher information,
and we reveal a tradeoff between measurement time and precision controlled by the impurity-gas interaction strength. Since this coupling can be experimentally tuned over a wide range of values by means of Feshbach resonances [64], our approach allows for precise in situ thermometry of homogeneous Fermi gases in the deeply degenerate regime.

**Thermometry by qubit dephasing.**—Let us begin with the general scenario of a two-level probe (qubit) $\hat{S}$ undergoing pure dephasing induced by its environment $E$. The total Hamiltonian is $\hat{H} = \hat{H}_S + \hat{H}_E + \hat{H}_i$, where $\hat{H}_i$ is an interaction which satisfies $[\hat{H}_S, \hat{H}_I] = 0$. We assume that the system is initially prepared in the product state $\hat{\rho} = |+\rangle\langle+| \otimes \hat{\rho}_E(T)$, where $\hat{\rho}_E(T)$ is a thermal state of the environment at temperature $T$ and $|+\rangle = (|0\rangle + |1\rangle)/\sqrt{2}$ is an equal superposition of the qubit’s energy eigenstates. The populations of these eigenstates are strictly conserved in time, while the qubit coherences decay according to the decoherence function

$$v(t) = \text{Tr}[e^{i\hat{H}_I t/\hbar} e^{-i\hat{H}_S t/\hbar} \hat{\rho}_E(T)],$$

where $\hat{H}_I = \langle j|\hat{H}_E + \hat{H}_I|j\rangle$ is the Hamiltonian of the environment conditioned on the qubit eigenstate $j = 0, 1$. In a frame rotating at the qubit precession frequency, the state of the qubit is given by $\hat{\rho}_S(T) = \frac{1}{2}(1 + v \cdot \sigma)$, where $v = (\text{Re}[v], \text{Im}[v], 0)$ is the Bloch vector and $\sigma = (\sigma_x, \sigma_y, \sigma_z)$ are Pauli matrices.

The initial temperature of the gas parametrizes the probe state $\hat{\rho}_S(T)$ via the decoherence function in Eq. (1). If the dependence of $v(t)$ on $T$ is well understood, this temperature can therefore be inferred from the statistics of measurements made on a large ensemble of identically prepared probes. Any such temperature estimate carries an unavoidable uncertainty due to the random character of quantum measurement and the finite size of the ensemble. To find the optimal measurement that minimizes this uncertainty, we appeal to the theory of quantum parameter estimation [65–67].

In general, a measurement is described by a positive operator-valued measure $\{\hat{\Pi}(\xi)\}$ satisfying $\int d\xi \hat{\Pi}(\xi) = 1$, where $\xi$ labels the possible outcomes. Performing $N$ independent measurements on identical qubit preparations yields the random outcomes $\xi = \{\xi_1, \xi_2, \ldots, \xi_N\}$, from which a temperature prediction is generated via an estimator function $T_{\text{esti}}(\xi)$. We consider unbiased estimators with $\text{E}[T_{\text{esti}}] = T$, where

$$\text{E}[T_{\text{esti}}] = \int d\xi_1 \cdots \int d\xi_N p(\xi_1|T) \cdots p(\xi_N|T) T_{\text{esti}}(\xi),$$

and $p(\xi|T) = \text{Tr}[\hat{\Pi}(\xi) \hat{\rho}_S(T)]$. The expected uncertainty of the temperature estimate is quantified by $\Delta T^2 = \text{E}[(T_{\text{esti}} - T)^2]$ and the error of any unbiased estimator obeys the quantum Cramér-Rao bound $\Delta T^2 \geq 1/N\mathcal{F}_T^Q$ [68]. Here, $\mathcal{F}_T$ is the Fisher information associated with the measurement,

$$\mathcal{F}_T = \int d\xi p(\xi|T) \left(\frac{\partial \ln p(\xi|T)}{\partial T}\right)^2 = \frac{1}{\langle \Delta \hat{X}^2 \rangle} \left(\frac{\partial \langle \hat{X} \rangle}{\partial T}\right)^2,$$

and the second equality holds for projective measurements on a two-level system, with $\langle \hat{X} \rangle$ and $\langle \Delta \hat{X}^2 \rangle$ the mean and variance of the measured observable $\hat{X}$. The Fisher information of any positive operator-valued measure is bounded by the quantum Fisher information (QFI) $\mathcal{F}_T^Q = \max_\xi \mathcal{F}_T(\hat{X}) = \mathcal{F}_T(\hat{\lambda}_T)$ and the maximum is achieved by projective measurements of a specific observable: the symmetric logarithmic derivative (SLD), denoted by $\hat{\lambda}_T$ [65]. We also define the quantum signal-to-noise ratio (QSNR) $Q^2 = T^2\mathcal{F}_T^Q$, which bounds the signal-to-noise ratio as $T/\Delta T \leq \sqrt{NQ}$. Hence, $Q$ quantifies the ultimate sensitivity limit of our impurity thermometer.

For a qubit probe, the QFI has a simple expression in terms of the Bloch vector [69], and for pure dephasing it can be conveniently written in polar coordinates using $v = |v| e^{i\phi}$ as

$$\mathcal{F}_T^Q = \frac{1}{1 - |v|^2} \left(\frac{\partial |v|}{\partial T}\right)^2 + |v|^2 \left(\frac{\partial \phi}{\partial T}\right)^2 = \mathcal{F}_T + \mathcal{F}_T^\phi.$$

The QFI comprises two terms, respectively corresponding to the Fisher information for measurements of $\hat{\sigma}_\parallel = \cos(\phi) \hat{\sigma}_x + \sin(\phi) \hat{\sigma}_y$ and $\hat{\sigma}_\perp = \cos(\phi) \hat{\sigma}_x - \sin(\phi) \hat{\sigma}_y$, i.e., parallel and perpendicular to the Bloch vector of $\hat{\rho}_S(T)$. Neglecting irrelevant shift and scale factors, the SLD is given by

$$\hat{\lambda}_T \propto \cos(\phi) \hat{\sigma}_\parallel + \sin(\phi) \hat{\sigma}_\perp, \quad \tan(\phi) = \frac{|v|(1 - |v|)^2 \partial \phi}{\partial T|v|}.$$

Since the SLD is optimal in the sense of the quantum Cramér-Rao bound, measuring $\hat{\lambda}_T$ minimizes the uncertainty in the temperature estimate due to the finite number of samples. Note that the SLD is temperature dependent and thus some prior information on $T$ is assumed. In practice, measuring $\hat{\lambda}_T$ requires an efficient prescription to evaluate $|v|$, $\phi$ and their temperature derivatives from an accurate theoretical model for $\hat{\rho}_S(T)$, as well as the ability to measure an arbitrary combination of $\hat{\sigma}_\parallel$ and $\hat{\sigma}_\perp$.

**Physical model.**—From here on, we focus on a scenario realized in recent experiments [54], which satisfies the aforementioned desiderata for optimal thermometry. Here, the qubit comprises two spin states of an impurity immersed in a spin-polarized Fermi gas (see Fig. 1). We assume that the impurity is confined to the ground state of a species-selective potential so that its kinetic energy can be neglected. The only relevant collision process at low temperatures is s-wave scattering, which does not occur
\[ \hat{h}_0 = -\frac{\hbar^2}{2m} \nabla^2 + V_{\text{ext}}(\mathbf{r}), \quad (7) \]
\[ \hat{h}_1 = \hat{h}_0 + V_{\text{imp}}(\mathbf{r}), \quad (8) \]

where \( m \) is the atomic mass, \( V_{\text{ext}}(\mathbf{r}) \) is an external potential, \( V_{\text{imp}}(\mathbf{r}) = \int d\mathbf{r}' \nu_{\text{int}}(\mathbf{r} - \mathbf{r}') \chi(\mathbf{r}')^2 \) is the scattering potential generated by a static impurity with wave function \( \chi(\mathbf{r}) \), and \( V_{\text{int}}(\mathbf{r}) \) is the interatomic interaction potential. Collisions in the \( s \)-wave channel are described by the regularized pseudopotential \( V_{\text{int}}(\mathbf{r}) = (2\pi\hbar^2a/m)\delta(\mathbf{r})(\partial/\partial r)r \), with \( a \) the scattering length and \( m_{\text{red}} \) the reduced mass [72]. Crucially, Eq. (6) replaces a complex many-body expectation value with a determinant over single-particle states, allowing efficient computation of a temperature estimate from the experimental data.

Decoherence in a homogeneous gas.—From here on, we focus on a three-dimensional (3D), homogeneous Fermi gas \( (V_{\text{ext}} = 0) \) of mean density \( \bar{n} \) that is trapped in a box large enough to prevent finite-size effects. We assume the impurity is tightly confined so that the infinite-mass approximation is valid, i.e., \( |\chi(\mathbf{r})|^2 \approx \delta(\mathbf{r}) \) and \( m_{\text{red}} = m \). Analytical solutions for the single-particle wave functions are available in this case [63]; see the Supplemental Material for details of numerical calculations as well as an analytical treatment of the weak-coupling limit [73]. The physical scales of the gas are determined by the Fermi wave vector \( k_F = (6\pi^2\bar{n})^{1/3} \), energy \( E_F = \hbar^2k_F^2/2m \), time \( \tau_F = \hbar/E_F \), and temperature \( T_F = E_F/k_B \), while the dimensionless parameter \( k_Fa \) quantifies the impurity-gas coupling. The time evolution of the magnitude of the decoherence function for this system is shown in Fig. 2 for various coupling strengths and temperatures. We also plot the corresponding finite-temperature absorption spectra, which are related to \( v(t) \) by a Fourier transform

\[ A(\omega) = \pi^{-1}\text{Re} \int_0^\infty dt e^{-i\omega t} v(t). \quad (9) \]

Note that \( A(\omega) \) is equivalent to the probability distribution of work performed by suddenly switching on the impurity potential \( V_{\text{imp}}(\mathbf{r}) \) [59,77,78]. Since the properties of \( v(t) \) and \( A(\omega) \) have been extensively discussed in the literature [24,56,62,63,79–81], here we simply summarize the notable features.

Scattering from the impurity generates particle-hole excitations in the gas. For weak coupling and low temperature, these excitations are initially limited to the vicinity of the Fermi surface due to Pauli blocking (see Fig. 1), but repeated scattering events eventually reorganize the entire Fermi sea: this is the essence of the OC [56]. Figure 2 shows that at relatively short times \( \tau_F < t < \hbar\beta \), the OC manifests itself in a universal decoherence function \( v(t) \sim e^{i\omega t}(\delta_\beta/\beta)^2 \), where \( \delta_\beta = -\arctan(k_Fa) \) is the scattering phase at the Fermi surface and \( \hbar\omega \) is a collisional

FIG. 1. Schematic depiction of the system. (a) A cold Fermi gas (blue) is perturbed by a localized impurity (gray) with two internal states that undergo pure dephasing. (b) Scattering from the impurity disturbs the atoms’ initial equilibrium distribution \( f(E) \). Pauli blocking restricts the resulting particle-hole excitations to a region near the Fermi surface. (c) The creation of holes exactly...
shift of the impurity’s energy levels [63]. This short-time behavior is essentially dictated by the high-frequency tails of $A(\omega)$, which describe collective excitations of the whole Fermi sea and thus are largely insensitive to temperature. At later times, $v(t)$ departs from the zero-temperature behavior, decaying exponentially with a temperature-dependent rate for $t \gtrsim \hbar \beta$. This long-time behavior is determined by low-energy excitations close to the Fermi surface whose distribution is highly temperature dependent. This is seen in the dominant feature of the absorption spectra near $\omega = \Delta E$ where the zero-temperature edge singularity [79], resulting from the discontinuous Fermi surface, is softened at finite temperature into a broad peak (see Fig. 2 inset). The width of the peak is determined by both the temperature and the scattering length: larger values of $|k_F a|$ lead to a broader peak and thus a faster onset of exponential decay in the time domain.

**Thermometric performance.**—We now turn to the metrological implications of these features. Figure 3 shows the QSNR as a function of time and temperature for $k_F a = -0.5$. At a given temperature, the optimal measurement time corresponds to the maximum sensitivity, i.e., $Q_{\max} = \max_t Q(t) = Q(t_{\max})$, which shifts to progressively later times as the temperature decreases. We find that the maximum QSNR, shown by the large yellow region in Fig. 3, coincides with the relevant temperature range for current experiments [30,54,82], i.e., $T \gtrsim 0.1T_F$, and good precision is retained down to the deeply degenerate regime. For example, with a coupling strength of $k_F a = -0.5$ and a temperature of $T = 0.1T_F$ we find $Q_{\max} \approx 0.45$, meaning that an error of $\Delta T / T = 10\%$ can be achieved with $N \approx 500$ measurements after a time $t_{\max} \approx 150\tau_F$, which is on the order of milliseconds for typical experimental parameters. This is eminently feasible, since a single gas sample may include thousands of independent impurities [54] and have a lifetime of several seconds [16,29].

Naturally, the maximum precision depends on the coupling strength. In Fig. 4(a) we show the dynamical QSNR for various scattering lengths finding, remarkably, that weaker coupling enhances thermometric performance. This can be understood by virtue of Eq. (4), which shows that probe states with high purity, i.e., large $|v|$, have a larger QFI. Since a state with high purity may have a sharply peaked distribution of measurement outcomes, a small parameter change is statistically easier to distinguish. Weak coupling is then preferable in light of the slower initial power-law decoherence—due ultimately to Pauli exclusion reducing the available phase space for scattering—which maintains purer, and therefore more sensitive, probe states. This is also illustrated in Fig. 4(b), which

FIG. 2. Decoherence functions (main) and absorption spectra (inset) for the homogeneous gas, with coupling $k_F a = -0.5$ (blue), $k_F a = -1.5$ (red), and $k_F a = -6$ (green); and temperature $T = 0$ (dotted), $T = 0.01T_F$ (solid), and $T = 0.1T_F$ (dashed). Spectra for $T = 0$ not shown.

FIG. 3. QSNR as a function of temperature and evolution time for $k_F a = -0.5$.
shows the path traced by the Bloch vector for two nearby temperatures and two coupling strengths. Clearly, weaker coupling ensures that the probe maintains larger purities and consequently is more sensitive to small temperature changes. In Fig. 4(c) we show that Q max is always larger for smaller scattering strengths, indicating that this qualitative picture holds for all temperatures.

However, this improved precision comes at the cost of measurement time. Indeed, from Fig. 2 we know that the onset of thermal behavior is delayed by weak coupling. We quantitatively examine the thermometric implications of this in Fig. 4(d) where we find that both Q max and t max diverge as |k Fa| \to 0. In this limit, the universal exponent determining the decoherence rate is (δ F/π) 2 = O((k Fa) 2), whereas the phase evolves as φ = wt, with w = O(k Fa) [73]. The QFI [Eq. (4)] is thus dominated by F 2 F while the SLD [Eq. (5)] is approximately \hat{Λ} F ≈ \hat{σ} F, corresponding to a phase estimation protocol [65,66]. Since w is temperature dependent, small temperature variations develop over time into large, distinguishable phase differences, resulting in the asymptotic scalings t max ∼ |k Fa| -2 and Q max ∼ |k Fa| -1 at weak coupling [73]. The universal OC physics is therefore crucial because slow, algebraic decoherence allows a long time for phase accumulation without sacrificing the purity of the probe state.

Discussion.—Homogeneous ultracold gases represent a challenge for in situ thermometry, necessitating destructive time-of-flight measurements [11,16]. In fermionic systems this problem is exacerbated because the Pauli exclusion principle restricts thermal excitations to a small energy window near the Fermi surface, meaning that density measurements of any kind provide little information on temperature. In contrast, our proposal to infer temperature from decoherence is designed to exploit this structure of the Fermi sea. Specifically, exclusion effects slow the decay of the impurity decoherence function, allowing for enhanced sensitivity. Moreover, our scheme is inherently nonequilibrium, thus alleviating the need for thermalization of the probe before accurate temperature estimation is feasible.

The sensitivity of our probe can be controlled by using a Feshbach resonance to change the scattering length. Remarkably, we have shown that the highest QSNR is obtained for weak coupling, in contrast with the sensitivity enhancement found for thermalizing probes at strong coupling [83]. Practically speaking, weak coupling reduces the number of measurements needed to achieve a given precision, albeit at the cost of increasing the measurement time (and vice versa). This tunability allows the protocol to be optimized depending on the experimental constraints at hand. It is worth noting that the impurity decoherence function exhibits a universal dependence on a small number of parameters, k Fa, E F, and T, which can each be determined via a similar interferometric protocol. For example, either k Fa or E F can be determined from the temperature-independent behavior of ψ(t) at short times. This may assist calibration of the thermometer and obviates the need to incorporate independent measurements of the density or scattering length—with their associated experimental uncertainties—into the parameter estimation procedure.

Our analysis focused on homogeneous gases where conventional in situ thermometry is difficult. However, the same approach could in principle be applied to trapped gases with arbitrary geometry. In the Supplemental Material [73], we consider thermometry of the one-dimensional (1D) Fermi gas, finding similar sensitivities to the 3D case. Interestingly, the norm of the decoherence function is similar for homogeneous and harmonically trapped 1D gases (for ω 0t ≪ π, with ω 0 the trap frequency [58]). However, the complex phase of ψ(t) is significantly modified by the presence of the harmonic trap. Since this phase is sensitive to temperature, an optimally precise temperature estimator for a harmonically confined gas should account for the trap configuration. We emphasize that our theory based on Eq. (6) is computationally efficient for any size and geometry, requiring only the single-particle wave functions.

In summary, we have proposed a minimally destructive and local thermometry protocol based on the decoherence of immersed impurities, which offers a solution to the challenge of in situ thermometry for homogeneous Fermi gases. This complements recently developed techniques based on two-photon spectroscopy [84,85]. Future work could address the effect of impurity motion [86,87] and correlations between probes generated via their mutual interaction with the gas [25,88,89].
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