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Abstract. We study the structure of the branch set of solutions to Plateau’s problem in metric spaces satisfying a quadratic isoperimetric inequality. In our first result, we give examples of spaces with isoperimetric constant arbitrarily close to the Euclidean isoperimetric constant \((4\pi)^{-1}\) for which solutions have large branch set. This complements recent results of Lytchak–Wenger and Stadler stating, respectively, that any space with Euclidean isoperimetric constant is a CAT(0) space and solutions to Plateau’s problem in a CAT(0) space have only isolated branch points. We also show that any planar cell-like set can appear as the branch set of a solution to Plateau’s problem. These results answer two questions posed by Lytchak and Wenger. Moreover, we investigate several related questions about energy-minimizing parametrizations of metric disks: when such a map is quasisymmetric, when its branch set is empty, and when it is unique up to a conformal diffeomorphism.

1. Introduction

1.1. Branch sets of minimal disks. Plateau’s problem asks for the existence of a disk of minimal area whose boundary is a prescribed Jordan curve of finite length. While the problem has a longer history, the first rigorous general solutions of Plateau’s problem in Euclidean space were given independently by Douglas [Dou31] and Radó [Rad30] in the 1930s. This has since been generalized to various other settings, including homogeneously regular Riemannian manifolds [Mor48], metric spaces satisfying various notions of bounded curvature [Nik79, Jos94, MZ10], and certain Finsler manifolds [OvdM14, PvdM17]. Note that arbitrary area minimizers need not have any good regularity properties. Thus Plateau’s problem is usually solved by minimizing some energy functional or integrand among mappings in a suitable Sobolev space. For a metric space \(X\) and Jordan curve \(\Gamma \subset X\), let \(\Lambda(\Gamma, X)\) denote the family of Sobolev maps \(u \in W^{1,2}(\mathbb{D}, X)\) whose trace \(u|_{\mathbb{S}^1}\) is a weakly monotone parametrization of \(\Gamma\). We refer to a map \(u \in \Lambda(\Gamma, X)\) of minimal area and minimal energy among area-minimizers as a solution to Plateau’s problem or a minimal disk. Precise definitions of the terms used here are given in Section 2.

A unified approach to the above results was given by Lytchak–Wenger in [LW17a] using the quadratic isoperimetric inequality as a basic axiom. A metric space \(X\) satisfies a \(C\)-quadratic isoperimetric inequality if every closed Lipschitz path \(\gamma: \mathbb{S}^1 \to X\) bounds a Sobolev disk \(f \in W^{1,2}(\mathbb{D}, X)\) of area at most \(C \cdot \ell(\gamma)^2\). More generally, \(X\) satisfies a \((C, l_0)\)-local quadratic isoperimetric inequality if this property holds for all paths \(\gamma\) of length at most \(l_0\). In [LW17a], it is shown that if \(X\) is a proper metric space satisfying a \((C, l_0)\)-quadratic isoperimetric inequality, then every Jordan curve of sufficiently small length admits a locally Hölder continuous...
solution to Plateau’s problem that moreover extends to a continuous function on \( \mathbb{D} \). The assumption of a quadratic isoperimetric inequality is quite broad. It holds for all the classes of spaces mentioned above, as well as for more exotic spaces such as higher-dimensional Heisenberg groups equipped with the Carnot–Carathéodory metric.

With the existence of solutions to Plateau’s problem established, one can study their topological properties. Remarkable results due to Osserman and Gulliver–Osserman–Royden show that solutions in \( \mathbb{R}^3 \) are immersions and hence local embeddings \[ \text{Oss70, GOR73}. \] On the other hand, complex varieties are area minimizers and hence there are many examples of solutions in \( \mathbb{R}^n \) for \( n \geq 4 \) that are not immersed \[ \text{Fed65}. \] Nevertheless, any solution to Plateau’s problem in \( \mathbb{R}^n \) is a branched immersion. This fact has recently been generalized by Stadler to solutions of Plateau’s problem in CAT(0) spaces \[ \text{Staar} \] in the sense that any minimal disk in a CAT(0) space is a local embedding outside a finite set of branch points.

It is natural to ask how the branch set behaves for general metric spaces satisfying a quadratic isoperimetric inequality. Recall that, by the classical isoperimetric inequality, the Euclidean plane satisfies a quadratic isoperimetric inequality with constant \( C = (4\pi)^{-1} \). According to a recent deep result of Lytchak–Wenger \[ \text{LW18b} \], any proper geodesic metric space satisfying a quadratic isoperimetric inequality with the Euclidean constant \( (4\pi)^{-1} \) is a CAT(0) space. In particular, by the above result of Stadler, the branch set of a solution to Plateau’s problem is finite. The situation is different for spaces with larger isoperimetric constant. A standard example is to construct a surface by collapsing a nonseparating continuum \( E \) in the Euclidean plane to a point. As discussed in Example 11.3 of \[ \text{LW18a} \], taking \( E \) to be a closed disk or a line segment in \( \mathbb{D} \), the quotient surface \( Z = \mathbb{D}/E \) with the length metric induced by the Euclidean distance satisfies a \( (2\pi)^{-1} \)-isoperimetric inequality, where the constant \( (2\pi)^{-1} \) is optimal.

Motivated by these examples, Lytchak and Wenger ask in Question 11.4 of \[ \text{LW18a} \] whether there exist solutions to Plateau’s problem having large branch set in metric spaces with quadratic isoperimetric constant smaller than \( (2\pi)^{-1} \). A negative answer would have been desirable for applications concerning minimal surfaces in Finsler manifolds, since every finite-dimensional normed space satisfies a \( C \)-quadratic isoperimetric inequality for some \( C < (2\pi)^{-1} \) \[ \text{Cre20} \]. However, it turns out that the answer to Question 11.4 in \[ \text{LW18a} \] is affirmative, in fact for any isoperimetric constant \( C > (4\pi)^{-1} \). This is our first result.

**Theorem 1.1.** For all \( C > (4\pi)^{-1} \), there is a proper geodesic metric space \( (X, d) \) satisfying a \( C \)-quadratic isoperimetric inequality and a rectifiable Jordan curve \( \Gamma \) in \( X \) such that any solution of Plateau’s problem for \( \Gamma \) collapses a nondegenerate continuum to a point.

The space \( X \) in Theorem 1.1 necessarily depends on \( C \), since by \[ \text{Cre20} \] a proper metric space satisfying a \( C \)-quadratic isoperimetric inequality for all \( C > (4\pi)^{-1} \) is also a CAT(0) space.

The spaces we use to prove Theorem 1.1 are a variation on the example in Section 5.1 of \[ \text{RRR19} \]. The basic idea is to modify the quotient construction in Example 11.3 of \[ \text{LW18a} \] by deforming the Euclidean metric on \( \mathbb{D} \) by a conformal weight that decays exponentially to zero at the collapsed set. By taking the ball of radius \( \alpha > 0 \) centered at the point arising from the collapsed set, we obtain a family of spaces \( X_\alpha \) whose isoperimetric constant goes to \( (4\pi)^{-1} \) as \( \alpha \to 0 \). We
find it interesting both that this type of construction has the properties required by Theorem 1.1 and that an asymptotically sharp estimate of the isoperimetric constant in our family of examples can be proved.

We note in particular that the space $X$ in Theorem 1.1 is homeomorphic to $\overline{\mathbb{D}}$, with $\Gamma$ the boundary of $X$. Thus our result shows that the strong geometric properties of CAT(0), and even CAT($\kappa$), surfaces are lost as soon as the Euclidean isoperimetric constant $(4\pi)^{-1}$ is replaced with anything larger. For example, CAT($\kappa$) surfaces are locally bi-Lipschitz equivalent to a disk in the Euclidean plane and thus locally Ahlfors 2-regular (see [Res93, Theorem 9.10]), something that is not the case for our examples.

In fact, there is no loss of generality to consider in Theorem 1.1 only spaces $X$ homeomorphic to $\mathbb{D}$, with $\Gamma$ the boundary curve of $X$. This is due to the following observations made in [LW18a] and [Cre21]: if $X$ satisfies a $C$-quadratic isoperimetric inequality and $u: \mathbb{D} \rightarrow X$ is a solution of Plateau’s problem for a given rectifiable curve $\Gamma \subset X$, then $u$ factors as

$$
\begin{array}{c}
\mathbb{D} \\
\uparrow P \\
\downarrow u \\
Z \\
\downarrow \bar{u} \\
X
\end{array}
$$

where

(i) $Z$ is a geodesic metric space homeomorphic to $\mathbb{D}$ that satisfies a $C$-quadratic isoperimetric inequality;

(ii) $P: \mathbb{D} \rightarrow Z$ is a solution to Plateau’s problem for $\partial Z$ in $Z$,

(iii) $\bar{u}: Z \rightarrow X$ is length preserving: $\ell(P \circ \gamma) = \ell(u \circ \gamma)$ for all paths $\gamma$ in $\mathbb{D}$.

Moreover, if $X$ itself is homeomorphic to $\mathbb{D}$ and $\Gamma = \partial X$, then $\bar{u}$ is an isometry. In fact, Questions 11.4 and 11.5 from [LW18a] are stated in terms of the map $P$ rather than $u$. However, by the above observations, it suffices to consider the case that $X$ is geodesic and homeomorphic to $\overline{\mathbb{D}}$ with $\Gamma = \partial X$ and $u$ is a solution to Plateau’s problem for $\Gamma$ in $X$. For this reason, we restrict ourselves to this setting for the remainder of the paper.

1.2. **Canonical parametrizations of disks.** Throughout this section, let $Z$ be a geodesic metric space homeomorphic to $\mathbb{D}$ satisfying a $C$-quadratic isoperimetric inequality with rectifiable boundary $\Gamma = \partial Z$. In this situation, a map $u \in \Lambda(\Gamma, Z)$ is a minimal disk if and only if it is energy-minimizing. Thus in the following we call such a $u$ an *energy-minimizing parametrization of $Z$.*

According to the classical uniformization theorem, a simply connected Riemann surface is conformally equivalent to either the Euclidean plane, the 2-sphere, or the open unit disk. The *uniformization problem* asks for conditions on a metric space $Z$ homeomorphic to a given model space $X$, such as $\mathbb{R}^2$ or $S^2$, that guarantee the existence of a homeomorphism from $X$ onto that space that is also geometry-preserving in some sense, such as being quasiisymmetric or quasisymmetric. The prototypical result of this type is a theorem of Bonk–Kleiner that an Ahlfors 2-regular metric sphere is quasisymmetrically equivalent to the standard 2-sphere if and only if it is linearly locally connected [BK02]. This result has since been extended in various directions, including in the papers [Wil08, Wil10, Raj17, Iko19].

An alternative approach to uniformization results such as the Bonk–Kleiner theorem is given in [LW20] using the existence results for Plateau’s problem in metric
spaces satisfying a quadratic isoperimetric inequality. In the following discussion, we limit ourselves to the case that $X = \mathbb{D}$, although the methods can apply more generally. In [LW20], Lytchak–Wenger show that, if $Z$ is Ahlfors 2-regular and linearly locally connected, then any energy-minimizing parametrization of $Z$ is a quasisymmetric homeomorphism. Moreover, such a parametrization is canonical in the sense that it is unique up to a conformal diffeomorphism of $\overline{\mathbb{D}}$.

In the latter part of this paper, we present several results that give a nearly complete picture of the behavior of energy-minimizing parametrizations in the quadratic isoperimetric inequality setting. First, we show that the converse implication to the theorem of Lytchak and Wenger also holds, namely that $Z$ is quasisymmetrically equivalent to $\mathbb{D}$ only if $Z$ is Ahlfors 2-regular. Recall the standing assumption in this section that $Z$ is a geodesic metric space homeomorphic to $\mathbb{D}$ satisfying a $C$-quadratic isoperimetric inequality with rectifiable boundary $\Gamma = \partial Z$.

**Theorem 1.2.** Suppose that $\Gamma = \partial Z$ is a chord-arc curve. Let $u \in \Lambda(\Gamma, Z)$ be an energy-minimizing parametrization of $Z$. The following are equivalent:

(i) $u$ is a quasisymmetric homeomorphism.

(ii) $Z$ is quasisymmetrically equivalent to $\mathbb{D}$.

(iii) $Z$ is doubling.

(iv) $Z$ is Ahlfors 2-regular.

Recall that a curve $\Gamma$ is called a chord-arc curve if it bi-Lipschitz equivalent to $S^1$. Note that in Theorem 1.2 the disk $Z$ is not assumed to be linearly locally connected. Rather, this follows from the quadratic isoperimetric inequality together with the chord-arc condition. We also observe that Theorem 1.2 does not hold without the assumption of a quadratic isoperimetric inequality. Examples of geodesic metric spaces of finite Hausdorff 2-measure quasisymmetrically equivalent to $\mathbb{D}$ that are not Ahlfors 2-regular are constructed in [Rom19]. The assumption that $\partial Z$ is a chord-arc curve also cannot be dropped, as seen by considering the example of a Euclidean domain with outward-pointing cusp, equipped with the intrinsic metric, which is doubling but not quasisymmetrically equivalent to the unit disk.

We now discuss assumptions under which the energy-minimizing parametrization is a quasiconformal homeomorphism in the sense of the conformal modulus definition. Note that any quasisymmetric mapping $u$ as in Theorem 1.2 is also quasiconformal, although the reverse is not true in general. A recent theorem of Rajala [Raj17] characterizes metric spaces quasiconformally equivalent to a domain in $\mathbb{R}^2$ in terms of a condition on conformal modulus called reciprocity. Roughly speaking, reciprocity requires that the moduli of path families associated to quadrilaterals and annuli are not too large; see [Raj17, Definition 1.3] for the precise definition. In the following result, we observe that if a reciprocal metric space also satisfies a quadratic isoperimetric inequality, then a quasiconformal parametrization is obtained from a solution to Plateau’s problem, analogously to in the quasisymmetric case.

**Theorem 1.3.** If $Z$ is quasiconformally equivalent to $\mathbb{D}$, then any energy-minimizing parametrization $u \in \Lambda(\Gamma, Z)$ is a quasiconformal homeomorphism. Moreover, $u$ is unique up to a conformal diffeomorphism of $\mathbb{D}$.

In the situations of Theorem 1.2 and Theorem 1.3, every energy-minimizing parametrization of $Z$ is a homeomorphism. This is not true in general, as seen from the examples discussed in Section 1.1. However, by [LW18a, Theorem 8.1], the
energy-minimizing parametrization \( u \) is a uniform limit of homeomorphisms \( \mathbb{T} \to Z \) and thus its fibers are cell-like sets, i.e., non-separating continua. Question 11.5 in [LW18a] asks whether arbitrary cell-like subsets of \( \mathbb{T} \), such as non-contractible sets and sets that are not Lipschitz retracts, can appear as fibers of energy-minimizing parametrizations. The following result answers this question by showing that, up to topological equivalence, arbitrary cell-like sets can occur as fibers even for a single disk \( Z \).

**Theorem 1.4.** Let \( E \) be a cell-like subset of \( \mathbb{R}^2 \), \( z \in Z \) and \( u \) be an energy-minimizing parametrization of \( Z \) such that \( u^{-1}(z) \) is nondegenerate. Then there is another energy-minimizing parametrization \( v \) of \( Z \) such that \( v^{-1}(z) \) is homeomorphic to \( E \).

In particular, by Theorem 1.1 we can produce a fiber homeomorphic to \( E \) in a space \( Z \) with isoperimetric constant arbitrarily close to the Euclidean constant. In fact, the branch set obtained by combining the example in Theorem 1.1 with the proof of Theorem 1.4 is the singular fiber \( v^{-1}(z) \). Thus, up to topological equivalence, we can also produce arbitrary cell-like sets as branch sets.

Another consequence of Theorem 1.4 is that whenever, in a given space \( X \) satisfying a quadratic isoperimetric inequality, one can rule out the existence of a minimal disk that is constant on an open ball in the interior of \( D \), then the fibers of any minimal disk in \( X \) must be totally disconnected. In particular, in this case any minimal disk \( u \) bounding a given Jordan curve \( \Gamma \subset X \) must map \( S^1 \) homeomorphically onto \( \Gamma \). For example, the result of Stadler discussed above rules out such collapsing in CAT(0) spaces, and hence we are able to partially recover Theorem A in [Mes00].

In the settings of Theorem 1.2 and Theorem 1.3 energy-minimizing parametrizations are uniquely determined up to conformal diffeomorphism of \( \mathbb{T} \). This fact justifies the term “canonical parametrization” used in [LW20] for linearly locally connected, Ahlfors 2-regular disks. However, our next result shows that uniqueness up to conformal diffeomorphism does not hold in general. This is another consequence of Theorem 1.4.

**Corollary 1.5.** If \( Z \) admits a energy-minimizing parametrization that is not a homeomorphism, then there are infinitely many energy-minimizing parametrizations that are pairwise not equivalent up to a conformal diffeomorphism of \( \mathbb{T} \).

Again, by Theorem 1.1 such disks may be produced with arbitrary close to Euclidean isoperimetric constant.

In light of Corollary 1.5 one might conjecture that energy-minimizing parametrizations are unique up to a conformal diffeomorphism provided that \( Z \) admits some homeomorphic energy-minimizing parametrization. However, this is false. In Example 6.2 we give an example of a disk \( Z \) for which some energy-minimizing parametrizations are homeomorphic and others are not. This is related to the topic of removable sets for conformal maps, also known as negligible sets for extremal distance or sets of absolute area zero, in complex analysis; see [AB50] and [You15].

Next, one might conjecture that energy-minimizing parametrizations are unique up to a conformal diffeomorphism provided that every energy-minimizing parametrization is a homeomorphism. We expect, based on Theorem 1.6 in [AB50], that the answer is also negative in general. On the other hand, we ask whether the converse to Theorem 1.3 holds.
Question 1.6. Suppose that energy-minimizing parametrizations of $Z$ are unique up to a conformal diffeomorphism of $\overline{B}$. Is then $Z$ quasiconformally equivalent to $\overline{B}$?

1.3. Outline of the proofs. We explain the main ideas used to prove Theorem 1.1 since this is the most involved of our results. For our construction, we define a singular Riemannian metric on $\mathbb{R}^2$ by a radially symmetric conformal factor that vanishes on the unit disk and satisfies certain decay conditions, listed in Definition 4.1. Let $(X, d)$ denote the resulting metric space and $o$ the point in $X$ corresponding to the collapsed unit disk in $\mathbb{R}^2$. We denote by $X_\alpha$ the metric space obtained by equipping the ball $B(o, \alpha)$ with the subspace metric. Our main task is to show that the isoperimetric constant of the spaces $X_\alpha = B(o, \alpha)$ converge to $(4\pi)^{-1}$ as $\alpha \to 0$. The space $X$ used to prove Theorem 1.1 is then the space $X_\alpha$ for some sufficiently small $\alpha$.

To prove the asymptotic convergence of the isoperimetric constants, we consider $X_\alpha$ equipped with the rescaled metric $d/\alpha$. Let $\hat{X}_\alpha$ denote the resulting metric space. Clearly $X_\alpha$ and $\hat{X}_\alpha$ have the same isoperimetric constant. In light of Stadler’s result on the branch set of minimal disks in CAT(0) spaces, it is necessary that our construction have some region of positive curvature. In fact, the space $\hat{X}_\alpha$ is a smooth Riemannian manifold of positive and non-integrable curvature outside the point $o$. On the other hand, the curvature diverges to $+\infty$ at $o$ slowly enough that the rescaled spaces $\hat{X}_\alpha$ asymptotically flatten out away from the origin and hence converge in the sense of ultralimits to a CAT(0) space.

One potential approach to proving the convergence of the isoperimetric constants could be to explicitly determine isoperimetric sets in the spaces $\hat{X}_\alpha$. However, even when there are natural candidates for isoperimetric sets in a given space, it is typically difficult to prove that a candidate set is indeed an isoperimetric set; see for example [MR02, FM13]. Indeed, this approach seems intractable for the spaces we construct, since balls around the origin are not isoperimetric sets and there are also no other natural candidates available. Instead, we consider a sequence of almost isoperimetric sets $A_\alpha \subset \hat{X}_\alpha$ and show that the isoperimetric ratio $|A_\alpha|/\ell(\partial A_\alpha)^2$ converges to $(4\pi)^{-1}$. It follows from our choice of conformal factor that, away from the origin, the spaces $\hat{X}_\alpha$ are increasingly well approximated by a corresponding CAT(0) space, the unit ball in the cone over a circle of length $\ell(\partial \hat{X}_\alpha)$. The main remaining observation is that boundary length and area of almost isoperimetric sets $A_\alpha$ cannot accumulate too much near $o$; see Lemma 4.7. One ingredient in this proof that might be useful in other situations is the general fact (Lemma 3.1) that almost isoperimetric sets satisfy a coarse chord-arc type condition.

We give a short discussion of the other proofs. For the proof of Theorem 1.2, the main implication is to show that the doubling condition implies Ahlfors 2-regularity. We first prove the respective equivalence of the doubling condition and Ahlfors-2-regularity for proper metric spaces homeomorphic to $\mathbb{R}^2$ in Proposition 5.1. To prove Theorem 1.2 we embed the given disk isometrically in a metric plane, similarly to the constructions in [Cre21, Crear, Staar], and deduce the result for the disk from the planar one. To prove Theorem 1.4 we apply the Riemann mapping theorem to the complement of the nondegenerate fiber to obtain additional parametrizations of $Z$. As in [Oss70], conformal invariance of energy implies that these discontinuous parameter transforms create new energy-minimizing parametrizations.
1.4. **Organization.** The paper is organized as follows. In Section 2, we give an overview of the relevant definitions and notation related to metric Sobolev spaces, Plateau’s problem, and quasiconformal mappings. Section 3 contains the lemma on the chord-arc condition mentioned above. The proof of Theorem 1.1 is given in Section 4. The proofs of Theorem 1.2 and Theorem 1.3 are in Section 5. Section 6 contains the proofs of Theorem 1.4 and Corollary 1.5 as well as Example 6.2.

2. Preliminaries

Let $\|\cdot\|$ denote the Euclidean norm on $\mathbb{R}^2$ and $L^2$ denote Lebesgue measure on $\mathbb{R}^2$. We use $d_{\|\cdot\|}$ to denote the Euclidean length element. In Cartesian coordinates $(x_1, x_2)$, this is given by $d_{\|\cdot\|} = \sqrt{dx_1^2 + dx_2^2}$. For $E \subset \mathbb{R}^2$ and $x \in \mathbb{R}^2$ let $d_{\|\cdot\|}(x, E) = \inf\{\|x - y\| : y \in E\}$ denote the Euclidean distance from $x$ to $E$. Let $D$ denote the open unit disk in $\mathbb{R}^2$. More generally, let $D_k = \{x \in \mathbb{R}^2 : |x| < k\}$ denote the open disk of radius $k > 0$.

Throughout this section, $(X, d)$ and $(Y, d')$ will be metric spaces. The diameter of a set $A \subset X$ is $\operatorname{diam}(A) = \sup\{d(x, y) : x, y \in A\}$. For $x \in X$ and $r > 0$, denote by $B(x, r)$ the open ball $\{y \in X : d(x, y) < r\}$, by $B\overline{(x, r)}$ the closed ball $\{y \in X : d(x, y) \leq r\}$ and by $S(x, r)$ the sphere $\{y \in X : d(x, y) = r\}$. Given $\alpha > 0$, we use $\alpha X$ to denote the space $X$ equipped with the metric $\alpha d$.

A *path* is a continuous map $\gamma : I \to X$, where $I$ is a real interval or $S^1$. We call $\gamma$ a *closed path* in the case that $I = S^1$. The length of a path $\gamma$ is denoted by $\ell(\gamma)$. The space $X$ is *geodesic* if for every $x, y \in X$ there is a path $\gamma$ connecting $x$ to $y$ of length $\ell(\gamma) = d(x, y)$. Recall that, if $X$ is geodesic, then $\overline{B}(x, r)$ is the topological closure of $B(x, r)$. A *curve* is the image of a path. The image of the path $\gamma$ is denoted by $\operatorname{Im}(\gamma)$. A set $\Gamma \subset X$ is a *Jordan curve* if it is homeomorphic to $S^1$.

2.1. **Geometric notions.** Let $p \geq 0$. For a metric space $X$, the *Hausdorff p-measure* of a set $E \subset X$ is defined as

$$
\mathcal{H}^p(E) = \lim_{\varepsilon \to 0} \inf \left\{ \sum_{j=1}^{\infty} \omega(p) \operatorname{diam}(A_j)^2 : E \subset \bigcup_{j=1}^{\infty} A_j, \operatorname{diam} A_j < \varepsilon \right\},
$$

where $\omega(p) = \pi^{p/2}/\Gamma(d/2 + 1)$. Note that the normalization constant $\omega(n)$ guarantees that the Hausdorff $n$-measure with respect to the Euclidean metric on $\mathbb{R}^n$ coincides with $n$-dimensional Lebesgue measure. In this paper, the term *area* refers to the Hausdorff 2-measure and we also write $|A|$ for $\mathcal{H}^2(A)$.

A metric space $X$ is *Ahlfors 2-regular* if there exists a constant $C \geq 1$ such that $C^{-1} r^2 \leq \mathcal{H}^2(B(x, r)) \leq Cr^2$ for all $x \in X$ and $r \in (0, \operatorname{diam} X)$. We say that $X$ is *Ahlfors 2-regular up to some scale* if there is $r_0 > 0$ such that this estimate holds for all $r < r_0$. A metric space $X$ is *doubling* if there exists $C \geq 1$ such that for all $x \in X$ and $r > 0$, the ball $B(x, 2r)$ can be covered by $C$ balls of radius $r$. We say that $X$ is *doubling up to some scale* if there is $r_0 > 0$ such that this holds for all $r < r_0$.

For a given $\lambda \geq 1$ and $R > 0$, a metric space $X$ is $(\lambda, R)$-linearly locally connected if the following two properties hold:

- **(LLC1)** If $x \in X$ and $r \in (0, R]$, then for all $y, z \in B(x, r)$ there exists a continuum $E \subset B(x, r)$ such that $y, z \in E$.
- **(LLC2)** If $x \in X$ and $r \in (0, R]$, then for all $y, z \in X \setminus B(x, r)$ there exists a continuum $E \subset X \setminus B(x, r)$ such that $y, z \in E$. 

In this case, we say that $X$ is **linearly locally connected up to some scale**. The space $X$ is **linearly locally connected** if the above holds for some $\lambda \geq 1$ and all $R > 0$. Recall that a continuum is a compact and connected set. A continuum is said to be **nondegenerate** if it consists of more than one point. Note that, if $X$ is geodesic, then balls are connected and hence (LLC1) is automatically satisfied for $\lambda = 1$ and any $R > 0$. Also, note that a bounded connected metric space that is linearly locally connected up to some scale is in fact linearly locally connected.

For a given $\lambda \geq 1$ and $R > 0$, a metric space $(X, d)$ is $(\lambda, R)$-**linearly locally contractible** if every ball $B(x, r) \subset X$ of radius $r \leq R$ can be contracted to a point inside the ball $B(x, \lambda r)$. In this case, we say that $X$ is **linearly locally contractible up to some scale**. The space $X$ is **linearly locally contractible** if this holds for all $R \leq \text{diam}(X)/\lambda$.

The two properties of linear local connectedness and linear local contractibility are quantitatively equivalent for compact connected topological 2-manifolds [BK02, Lemma 2.5]. Similarly, we have the following fact for metric surfaces homeomorphic to $\mathbb{R}^2$.

**Lemma 2.1.** Let $X$ be a proper metric space homeomorphic to $\mathbb{R}^2$. Then the following implications hold:

(i) If $X$ is $(\lambda, R)$-linearly locally contractible, then $X$ is $(\lambda', R)$-linearly locally connected for all $\lambda' > \lambda$.

(ii) If $X$ is $(\lambda, R)$-linearly locally connected, then $X$ is $(\lambda, R')$-linearly locally contractible for $R' = R/\lambda$.

Recall that a metric space $X$ is **proper** if all closed bounded subsets of $X$ are compact.

**Proof.** This follows from modifying the proof of Lemma 2.5 in [BK02], where the corresponding result is proved for closed surfaces. To obtain (i) note first that the proof of (LLC1) follows exactly as in [BK02]. To prove (LLC2), we apply properness to obtain compactness of the closed balls $K_1, K_2$ used in the proof of Lemma 2.5 in [BK02]. Note here that the isomorphism $H_1(Z, Z \setminus K) \simeq H^{n-1}(K)$ follows as in [BK02] from [Spa81, Theorem 17, p. 296] after embedding $Z$ into its one-point compactification $\mathbb{S}^2$ and applying [Spa81, Theorem 1, p. 188]. The proof of (ii) follows the corresponding proof in [BK02] without modification, even without assuming properness. Moreover, since we assume that $X$ is homeomorphic to $\mathbb{R}^2$ rather than an arbitrary closed 2-manifold as in [BK02], we obtain the quantitative statement given in (ii). $\square$

### 2.2. Modulus and metric Sobolev spaces.

There are various notions of Sobolev spaces with metric space targets. We use the so-called **Newtonian Sobolev space**. See [HKST15] for further background and equivalence to other definitions. Let $\Delta$ be a family of paths in $X$. A Borel function $\rho: X \to [0, \infty]$ is **admissible** for $\Delta$ if $\int_{\gamma} \rho \, ds \geq 1$ for all locally rectifiable paths $\gamma \in \Delta$. The *(conformal)* modulus of $\Delta$ is defined as

$$\text{mod} \, \Delta = \inf_X \int_X \rho^2 \, dH^2,$$

the infimum taken over all admissible functions $\rho$ for $\Delta$. A property is said to hold for **almost every path** in $\Delta$ if there is a subfamily $\Delta_0 \subset \Delta$ of zero modulus such that the property holds for all $\gamma \in \Delta \setminus \Delta_0$. 


Let $\Omega \subset \mathbb{R}^2$ be a bounded domain and $u: \Omega \to X$ be a Borel function. The function $g: \Omega \to [0, \infty]$ is an upper gradient for $u$ if

$$d((u \circ \gamma)(a), (u \circ \gamma)(b)) \leq \int_{\gamma} g \, ds$$

for every rectifiable path $\gamma: [a, b] \to X$. We say that $u$ is a weak upper gradient if the same holds for almost every path $\gamma$ in $X$. The Dirichlet space $D^{1,2}(\Omega, X)$ is defined as the collection of those $u: \Omega \to X$ having an upper gradient in $L^2(\Omega)$. It is a standard fact that every mapping $u \in D^{1,2}(\Omega, X)$ has a minimal weak upper gradient, denoted by $g_u$, meaning that $g_u \leq g$ almost everywhere for any weak upper gradient $g$ of $u$. The Reshetnyak energy $E_2^+(u)$ of a mapping $u \in D^{1,2}(\Omega, X)$ is defined as

$$E_2^+(u) = \int_{\Omega} g_u^2 \, d\mathcal{L}^2.$$ 

If $\varphi: \Omega' \to \Omega$ is a conformal diffeomorphism and $u \in D^{1,2}(\Omega, X)$ then one has $u \circ \varphi \in D^{1,2}(\Omega', X)$ and

$$E_2^+(u) = E_2^+(u \circ \varphi).$$

Denote by $L^2(\Omega, X)$ the set of those measurable and essentially separably valued functions $u: \Omega \to X$ such that the function $u^2(z) = d(x, u(z))$ lies in $L^2(\Omega)$ for some and thus any $x \in X$. The Newtonian-Sobolev space $N^{1,2}(\Omega, X)$ is defined as the intersection $L^2(\Omega, X) \cap D^{1,2}(\Omega, X)$.

The approximate metric derivative at $z \in \Omega$ of a map $u: \Omega \to X$ is the unique seminorm $\text{ap} \text{ md} u_z$ satisfying

$$\text{ap} \text{ lim}_{y \to z} \frac{d(u(y), u(z)) - \text{ap} \text{ md} u_z(y - z)}{\|y - z\|} = 0,$$

provided this exists. Here, $\text{ap} \text{ lim}$ denotes the approximate limit, meaning that $z$ is a density point of a measurable set $K \subset \Omega$ for which this limit exists when restricted to $K$. If $u \in N^{1,2}(\Omega, X)$, then the approximate metric derivative is defined for almost all $z \in \Omega$; see [LW17a] Proposition 4.3. The parametrized (Hausdorff) area of a mapping $u \in N^{1,2}(\Omega, X)$ is

$$\text{Area}(u) = \int_{\Omega} J(\text{ap} \text{ md} u_z) \, d\mathcal{L}^2(z).$$

Here,

$$J(s) = \frac{\pi}{\mathcal{L}^2(B_s)},$$

where $B_s$ is the unit ball of the seminorm $s: \mathbb{R}^2 \to [0, \infty)$. Also one has

$$g_u(z) = \max_{v \in S^1} \{\text{ap} \text{ md} u_z(v)\}$$

for almost every $z \in \Omega$. Thus

$$\text{Area}(u) \leq E_2^+(u),$$

where equality holds precisely if $u$ is weakly conformal. Here, we say a map $u$ is weakly conformal if for almost every $z \in \Omega$ one has $\text{ap} \text{ md} u_z = \lambda(z)\|\cdot\|$ for some $\lambda(z) \geq 0$. We say that a map $u: \Omega \to X$ satisfies Lusin’s condition $(N)$ if
\( \mathcal{H}^2(u(N)) = 0 \) for every subset \( N \subseteq \Omega \) of Lebesgue measure zero. If \( u \in N^{1,2}(\Omega, X) \) satisfies Lusin’s condition (N), then the area formula

\[
\text{Area}(u) = \int_X \#\{z \in \Omega : u(z) = x\} \, d\mathcal{H}^2(x)
\]

holds; see [Kar07].

If \( \Omega \) is a Lipschitz domain, then any \( u \in N^{1,2}(\Omega, X) \) uniquely determines a trace \( u|_{\partial \Omega} : \partial \Omega \to X \), defined for \( \mathcal{H}^1 \)-almost every \( v \in \partial \Omega \). If \( \Omega = \mathbb{D} \) this is given by \( u|_{\partial \Omega}(v) = \lim_{t \to 1} u(tv) \) for almost every \( v \in S^1 \).

2.3. **The quadratic isoperimetric inequality and Plateau’s problem.** Recall from the introduction that \( X \) satisfies a \( C \)-quadratic isoperimetric inequality if every closed Lipschitz path \( \gamma : S^1 \to X \) equals the trace of some disk \( u \in N^{1,2}(\mathbb{D}, X) \) of area at most \( C \cdot \ell(\gamma)^2 \). In this case, the infimal such constant \( C \) is denoted by \( C(X) \) and called the isoperimetric constant of \( X \). If \( X \) is proper, this infimum is in fact a minimum, and hence \( X \) satisfies a \( C(X) \)-quadratic isoperimetric inequality [Crear]. By [LW18] and [Res68], a proper geodesic metric space \( X \) satisfies a \((4\pi)^{-1}\)-quadratic isoperimetric inequality if and only if it is a CAT(0) space. If \( X \) is a proper geodesic metric space homeomorphic to \( \overline{\mathbb{D}} \) or \( \mathbb{R}^2 \), then by [LW20, Theorem 1.4] there is the following more geometric characterization: \( X \) satisfies a \( C \)-quadratic isoperimetric inequality if and only if

\[
\mathcal{H}^2(U) \leq C \cdot \ell(\partial U)^2.
\]

for every Jordan domain \( U \subset X \). In the following, let \( \Gamma \) be a Jordan curve in \( X \).

We define \( \Lambda(\Gamma, X) \) as the set of those maps \( u \in N^{1,2}(\mathbb{D}, X) \) whose trace \( u|_{S^1} \) has a representative that is a monotone map \( S^1 \to \Gamma \). The filling area of a Jordan curve \( \Gamma \subset X \) is defined as

\[
\text{Fill}(\Gamma) = \inf\{\text{Area}(u) : u \in \Lambda(\Gamma, X)\}.
\]

We call \( u \in \Lambda(\Gamma, X) \) a solution to the Plateau problem for \( \Gamma \) in \( X \) if \( \text{Area}(u) = \text{Fill}(\Gamma) \) and the energy \( E^2(u) \) is minimal among all such \( u \). We need the following consequence of the main results in [LW17a].

**Theorem 2.2.** Let \( X \) be a proper metric space satisfying a \( C \)-quadratic isoperimetric inequality, and let \( \Gamma \subset X \) be a rectifiable Jordan curve. Then there is a solution \( u \) to the Plateau problem for \( \Gamma \) in \( X \). Any such solution has a representative that satisfies Lusin’s condition (N) and extends to a continuous function on \( \overline{\mathbb{D}} \).

By choosing this continuous representative, we may thus assume that a solution to the Plateau problem is a continuous map \( \overline{\mathbb{D}} \to X \) that restricts to a monotone map \( S^1 \to \Gamma \) on the boundary.

Let \( Z \) be a geodesic metric space homeomorphic to \( \overline{\mathbb{D}} \) that satisfies a \( C \)-quadratic isoperimetric inequality and has a rectifiable boundary curve \( \Gamma = \partial Z \). In this case, \( u \in \Lambda(\Gamma, Z) \) is a solution to the Plateau problem if and only if \( E^2(u) \) is minimal among all mappings in \( \Lambda(\Gamma, Z) \); see the proof of Theorem 2.7 in [Cre19]. Thus, in this case we call \( u \) an energy-minimizing parametrization of \( Z \). By Theorem 1.2 and Proposition 2.9 in [LW20], any energy-minimizing parametrization is a cell-like map \( u : \overline{\mathbb{D}} \to Z \). Here, a map \( u \) is called cell-like if it is surjective and \( u^{-1}(z) \) is a cell-like set for any \( z \in Z \). A compact subset \( K \) of an absolute neighborhood retract (such as a topological manifold) is cell-like if \( K \) is contractible to a point in any neighborhood containing it. A subset \( K \subset \overline{\mathbb{D}} \) is cell-like if and only if \( K \) is a
nonseparating continuum which does not contain $\mathbb{S}^1$. See [Dav86, Sec. III.15] and Section 7 in [LW18a].

2.4. Conformal and quasiconformal mappings. Depending on the situation, we denote the Riemann sphere by $\hat{\mathbb{C}}$ or $\hat{\mathbb{R}}^2$. It turns out that a domain $G \subseteq \hat{\mathbb{C}}$ is simply connected if and only if $\hat{\mathbb{C}} \setminus G$ is a cell-like set. If $G \subset \mathbb{C}$ is a bounded simply connected domain, then, by the Riemann mapping theorem, there is a conformal diffeomorphism $f: \mathbb{D} \to G$. If $G$ is a Jordan domain, that is, if $\partial G$ is a Jordan curve, then Carathéodory’s theorem states that $f$ extends to a homeomorphism $\mathbb{D} \to \mathbb{C}$.

A homeomorphism $f: X \to Y$ between metric spaces of locally finite Hausdorff 2-measure is quasiconformal if there exists $K \geq 1$ such that

$$K^{-1} \mod \Delta \leq \mod f\Delta \leq K \mod \Delta$$

for all path families $\Delta$ in $X$. The smallest value $K$ for which the first inequality holds is called the inner dilatation of $f$, while the smallest value $K$ for which the second inequality holds is called the outer dilatation of $f$.

The next definition is closely related. A homeomorphism $f: X \to Y$ is quasisymmetric if there exists a homeomorphism $\eta: [0, \infty) \to [0, \infty)$ such that

$$\frac{d'(f(x), f(y))}{d'(f(x), f(z))} \leq \eta\left(\frac{d(x, y)}{d(x, z)}\right)$$

for all triples of distinct points $x, y, z \in X$. It is straightforward to show that the doubling property is quantitatively preserved by a quasisymmetric homeomorphism, as well as the properties of linear local connectedness and contractibility.

We refer the reader to [Vai71] for the basic theory of quasiconformal mappings in the planar setting. A classical result is that a homeomorphism $f: \mathbb{R}^2 \to \mathbb{R}^2$ is quasiconformal if and only if it is quasisymmetric. This equivalence of definitions is valid in metric spaces with well-behaved geometry [HKST01] but not in general, even for metric surfaces with locally finite Hausdorff 2-measure [Raj17, Rom19].

3. Almost isoperimetric curves

For this section, let $X$ be a metric space satisfying a quadratic isoperimetric inequality and $C = C(X)$ the isoperimetric constant of $X$. We say that a rectifiable Jordan curve $\Gamma \subset X$ is an $\varepsilon$-isoperimetric curve if

$$\frac{\text{Fill}(\Gamma)}{\ell(\Gamma)^2} \geq \frac{C}{1 + \varepsilon}.$$ 

It follows from the proof of Lemma 1.5 in [Cre20] that actual isoperimetric curves are chord-arc curves. Since small local perturbations of a given chord-arc curve have a controlled effect on the isoperimetric ratio but can destroy the chord-arc condition, this is not true in general for $\varepsilon$-isoperimetric curves. To overcome this problem, we make the following definition. For $\delta \in (0, 1)$ and $\lambda \geq 1$, a closed rectifiable Jordan curve $\Gamma$ in $X$ is a $(\delta, \lambda)$-chord-arc curve if, for every $x, y \in \Gamma$ such that the lengths $l_1, l_2$ of the two arcs of $\Gamma$ between $x$ and $y$ satisfy $\delta l_2 \leq l_1 \leq l_2$, one has

$$l_1 \leq \lambda d(x, y).$$
Lemma 3.1. Let $\lambda > 1 + \sqrt{2}$ and $0 < \delta < 1$. Then there is a constant $\varepsilon > 0$ depending only on $\delta, \lambda$ such that every $\varepsilon$-isoperimetric curve in any geodesic metric space satisfying a quadratic isoperimetric inequality is a $(\delta, \lambda)$-chord-arc curve.

Proof. Let $K = 4\lambda^{-1} + 2\lambda^{-2} < 2$ and 
$$\varepsilon = \frac{(\delta + 1)^2}{\delta^2 + K\delta + 1} - 1.$$ 
Let $\Gamma$ be a rectifiable Jordan curve that does not satisfy a $(\delta, \lambda)$-chord-arc condition. Then there exist $x, y \in \Gamma$ such that $\delta l_2 \leq l_1 \leq l_2$ and $\lambda d(x, y) < l_1$.

The quadratic isoperimetric inequality implies that 
$$\text{Fill}(\Gamma) \leq C((l_1 + d(x, y))^2 + (l_2 + d(x, y))^2) < C \left( l_1^2 + \frac{2}{\lambda^2} l_1^2 + l_2^2 + \frac{2}{\lambda^2} l_1 l_2 + \frac{1}{\lambda^2} l_2^2 \right)$$
$$\leq C \left( l_1^2 + Kl_1 l_2 + l_2^2 \right).$$

However,
$$\frac{l_1^2 + Kl_1 l_2 + l_2^2}{(l_1 + l_2)^2} \leq \frac{(\delta l_2)^2 + K\delta l_2^2 + l_2^2}{(\delta l_2 + l_2)^2} = \frac{1}{1 + \varepsilon}.$$ 
Now (4) together with (5) imply that $\Gamma$ is not $\varepsilon$-isoperimetric. \qed

4. SURFACES WITH ALMOST EUCLIDEAN ISOPERIMETRIC CONSTANT

4.1. The construction. The examples used to prove Theorem 1.1 come from the following general construction. Choose a continuum $E \subset \overline{D}_K$. Equip $\overline{D}_K$ with the singular Riemannian metric $g_E = \lambda_E^2 \cdot g_{||\cdot||}$, where
$$\lambda_E(x) = e^{-1/d_\overline{D}_K(x, E)} \cdot \frac{1}{d_{\overline{D}_K}(x, E)^2}$$ 
for $x \notin E$ and $\lambda_E(x) = 0$ for $x \in E$. Explicitly, this means that we define the length $\ell_E$ of an absolutely continuous path $\gamma : I \to \overline{D}_K$ by the formula
$$\ell_E(\gamma) = \int_I \lambda_E(\gamma(t)) \cdot \|\gamma'(t)\| \, dt,$$
and a pseudometric $d_E$ on $\overline{D}_K$ by $d_E(x, y) = \inf \ell_E(\gamma)$, where the infimum is taken over all absolutely continuous paths $\gamma$ joining $x$ to $y$. We obtain a metric space, denoted by $X_E$, by identifying the set $E$ to a point $[E]$. The preceding definition is a variation on the example in Section 5.1 of [RRR19], where the special case $E = \{0\}$ is considered. As noted there, the space $X_E$ is not Ahlfors 2-regular in this case.

We consider specifically two instances of the above construction. In the first example, we choose some $K > 0$ and $E = E_0 = \{0\}$. In the second example, we choose some $K > 1$ and $E = E_1 = \overline{D}$. We use the second of these examples to prove Theorem 1.1, though we include the first as well since it is simpler and illustrates the main ideas involved.

We perform now the parameter transform corresponding to the exponential map at the collapsed point $[E] \in X_E$. More precisely, we represent $g_E$ in polar coordinates and then parametrize the radial directions by arc length. With the corresponding change of variables for $E = E_0, E_1$ we may represent $g_E$ as a singular
Lemma 4.3. The right inequality is implied by continuity of $f$ and hence we obtain (2). The left inequality in Claim (3) follows from Condition (b).

Definition 4.1. A continuous function $f: [0, R] \to [0, \infty)$ is called an admissible density if it satisfies the following:

(a) $f$ is increasing, with $f(0) = 0$.
(b) $f(r) \geq r$ for all $r \in [0, R]$.
(c) For all $r \in (0, 1]$, one has $\lim_{\alpha \to 0} f(\alpha r)/(r f(\alpha)) = 1$. Moreover, this convergence is uniform with respect to $r$ on each compact subset of $(0, 1]$.

Recall that the standard disk $\mathbb{B}$ may be represented as $[0, 1] \times_f S^1$ where $f$ is the admissible density given by $f(r) = r$. The following lemma can be shown by elementary computations, and the proof is omitted.

Lemma 4.2. For $R = e^{-1}$, it holds that the function $f: [0, R] \to [0, \infty)$ defined by $f(r) = r \log(1/r)$ is admissible, and for $R = e^{-1/2} = e^{-(1+\sqrt{5})/2}$ that the function $f: [0, R] \to [0, \infty)$ defined by $f(r) = r \log(1/r)(1 + \log(1/r))$ is admissible.

Fix an admissible density $f: [0, R] \to [0, \infty)$ and let $X^f$ be the warped product $[0, R] \times_f S^1$. The point $\{0\} \times S^1$ in $X^f$ is denoted by $o$. The definition of admissible density provides us with the following geometric properties.

Lemma 4.3. Let $r \in (0, R)$.

(1) The nearest point projection $P: X^f \to \mathbb{B}(o, r)$ is well-defined and 1-Lipschitz.
(2) It holds that $|\mathbb{B}(o, r)| \leq r \ell(S(o, r))$.
(3) We have $2\pi r \leq \ell(S(o, r)) \leq C \cdot \ell(S(o, r/2))$ for some $C$ independent of $r$.

Proof. Claim (1) follows immediately from Condition (a) in Definition 4.1. By Condition (a)

$$|\mathbb{B}(o, r)| = 2\pi \int_0^r f(s) ds \leq 2\pi f(r) r = r \cdot \ell(S(o, r)),$$

and hence we obtain (2). The left inequality in Claim (3) follows from Condition (b). The right inequality is implied by continuity of $f$ and Condition (c).

For each $\alpha \in (0, R)$, define $X^f_\alpha$ as the ball $\mathbb{B}(o, \alpha) \subset X^f$ endowed with the subspace metric. By Lemma 4.3[1], the space $X^f_\alpha$ may be represented as the warped product $[0, \alpha] \times_f S^1$ and in particular is a geodesic metric space. Our aim is to show that the quadratic isoperimetric constant of the spaces $X^f_\alpha$ converges to $(4\pi)^{-1}$ as $\alpha \to 0$. Since the isoperimetric constant is invariant under rescaling, we may
equivalently consider the rescaled spaces $\hat{X}_\alpha^f = \alpha^{-1} \cdot X_\alpha^f$. Equivalently one may represent $\hat{X}_\alpha^f$ as the warped product $[0,1] \times f_\alpha^\infty \mathbb{S}^1$, where $f_\alpha : [0,1] \to [0,\infty)$, $f_\alpha(r) = f(\alpha r)/\alpha$ is an admissible density. These rescaled spaces $\hat{X}_\alpha^f$ have the advantage that they do not degenerate to a point in the limit. In fact, the spaces $\hat{X}_\alpha^f$ converge in the sense of ultralimits to a CAT(0) space. This follows from Lemma 4.4 below.

For each $\beta \in (0,\infty)$, we denote by $C_\beta$ the Euclidean cone over a circle of length $\beta$. We refer to Section 3.6.2 of [BB10] for the definition and basic properties of metric cones. The cone $C_\beta$ may be represented as the warped product $[0,\infty) \times_c \mathbb{S}^1$, where $c_\beta(r) = \beta/(2\pi) \cdot r$. We note that $C_\beta$ is a CAT(0) spaces if and only if $\beta \geq 2\pi$. It follows readily that $c_\beta$ is an admissible density for all $\beta \geq 2\pi$.

**Lemma 4.4.** For each $\alpha > 0$, let $Y_\alpha$ be the unit ball in the cone over a circle of length $\ell(\partial \hat{X}_\alpha^f)$. Then there is a homeomorphism $F_\alpha : \hat{X}_\alpha^f \to Y_\alpha$ such that:

1. $d(F_\alpha(x),o) = d(x,o)$ for all $x \in \hat{X}_\alpha^f$.
2. For fixed $k \in (0,1)$ the restriction of $F_\alpha$ to $\hat{X}_\alpha^f \setminus B(o,k)$ is $(1 + \delta_\alpha)$-bi-Lipschitz, where $\delta_\alpha \downarrow 0$ as $\alpha \to 0$.

**Proof.** Let $\beta = \ell(\partial \hat{X}_\alpha^f)$. The homeomorphism $f_\alpha$, as a set function, is the identity map when $Y_\alpha$ and $\hat{X}_\alpha^f$ are represented as warped products as above. Note that $\beta = 2\pi f_\alpha(1) = 2\pi f(\alpha)/\alpha$. Hence, by condition (C) in Definition 4.1

$$\frac{f_\alpha(r)}{c_\beta(r)} = \frac{f(\alpha r)}{f(\alpha) r} \to 1$$

as $\alpha \to 0$. This implies the claim. \qed

4.2. Non-optimal quadratic isoperimetric inequality. As the first step towards Theorem 1.1, we prove directly that $X^f$ satisfies the quadratic isoperimetric inequality for some constant $C$.

**Lemma 4.5.** For any admissible density $f : [0,R] \to \mathbb{R}$, the space $X^f = [0,R] \times f \mathbb{S}^1$ satisfies a $C$-quadratic isoperimetric inequality for some $C > 0$.

**Proof.** Let $\Gamma \subset X$ be a rectifiable Jordan curve bounding a closed region $A$. As discussed in Section 2.2, it suffices to find a uniform upper bound on the isoperimetric ratio $|A|/\ell(\Gamma)^2$. If $A$ is far apart from $o$ relative to the length of $\Gamma$, this uniform bound is a consequence of Lemma 4.4. To handle the case where $A$ is close to or contains the origin, we need a more refined argument involving the geometric estimates in Lemma 4.3.

For convenience of notation, we consider $\mathbb{S}^1$ as the quotient space $[-\pi,\pi]/\sim$ under the identification $-\pi \sim \pi$. By Proposition 3 and Remark 4 in [MHH11], we may assume that $A$ is symmetrized with respect to the axis $\{(r,0) : r \geq 0\}$. That is, for all $r_0 > 0$ the set $\{\theta \in [-\pi,\pi] : (r_0,\theta) \in A\}$ is a symmetric interval. Moreover, by passing to the convex hull, we may assume that $A$ is totally convex within $X^f$. We split into three cases based on whether $o$ lies in the interior, the exterior or on the boundary of $A$.

In the first case, suppose that $o \in \partial A$. Then, by convexity and symmetry, we may represent $A$ as

$$A = \{(r,\theta) : -\pi \leq \theta \leq \pi, 0 \leq r \leq \bar{r}_0\}$$

where $\bar{r} : [-\pi,\pi] \to [0,\bar{R}]$ is upper semicontinuous, axis symmetric, nonincreasing on $[0,\pi]$ and such that $\bar{r}_{-\pi} = \bar{r}_\pi = 0$. We partition $A$ into sectorial regions in the
following way. Let
\[ A_n = \{(r, \theta) \in A : 2^{-n-1} \bar{r}_0 \leq r \theta \leq 2^{-n} \bar{r}_0\} \]
and
\[ L_n = \{(r, \theta) \in \partial A : 2^{-n-1} \bar{r}_0 \leq r \leq 2^{-n} \bar{r}_0\}. \]

Let \( \theta_n \) denote the maximal positive value of \( \theta \) such that \( \bar{r}_\theta \geq 2^{-n} \bar{r}_0 \). So for all \( \theta \in (\theta_n, \theta_{n+1}) \), we have \( 2^{-n-1} \bar{r}_0 \leq \bar{r}_\theta \leq 2^{-n} \bar{r}_0 \). Let \( \ell_n \) denote the \( d_f \)-length of \( L_n \) and set \( \tau_n = \theta_{n+1} - \theta_n \). By Lemma 4.3(1) and the fact that \( o \in \partial A \), we obtain the lower bound
\[ (7) \quad \ell_n \geq \max \left\{ \frac{\tau_n}{\pi} \ell(S(o, 2^{-n-1} \bar{r}_0)), 2^{-n} \bar{r}_0 \right\}. \]

On the other hand, Lemma 4.3(2) yields
\[ |A_n| \leq \frac{\tau_n}{\pi} |B(o, 2^{-n} \bar{r}_0)| \leq \frac{\tau_n}{\pi} \ell(S(o, 2^{-n} \bar{r}_0)) 2^{-n} \bar{r}_0. \]

Combining these two inequalities with Lemma 4.3 gives \( |A_n| \leq C \ell_n^2 \), where \( C \) is as in Lemma 4.3. This gives
\[ |A| = \sum_{n=1}^\infty |A_n| \leq C \sum_{n=1}^\infty \ell_n^2 \leq C \left( \sum_{n=1}^\infty \ell_n \right)^2 \leq C \ell(\Gamma)^2 \]
as desired.

In the second case, suppose that \( o \) lies in the interior of \( A \). We proceed similarly to the previous case. We may again describe \( A \) as in 4.3 except that now we have \( \bar{r}_{-\pi} = \bar{r}_\pi > 0 \). Thus only finitely many of the \( \tau_n \) are nonzero. Let \( N \) denote the largest value of \( n \) such that \( \tau_n > 0 \). For each \( n < N \), the above estimates for \( \ell_n \) and \( |A_n| \) still apply. However, for the case \( n = N \), we can no longer guarantee that \( \ell_N \geq 2^{-N} \bar{r}_0 \). Instead, we argue as follows. First, suppose that \( \tau_N \leq \pi/2 \). Then
\[ |A| = \sum_{n=1}^N |A_n| \leq 2 \sum_{n=1}^{N-1} |A_n| \leq 2C \sum_{n=1}^{N-1} \ell_n^2 \leq 2C \left( \sum_{n=1}^{N-1} \ell_n \right)^2 \leq 2C \cdot \ell(\Gamma)^2. \]

Next, suppose that \( \tau_N \geq \pi/2 \). Then the estimates 2 and 3 from Lemma 4.3 give
\[ |A_N| \leq \frac{\tau_N}{\pi} \left| B(o, 2^{-N} \bar{r}_0) \right| \leq \frac{1}{2\pi} \frac{\tau_N}{\pi} \ell(S(o, 2^{-N} \bar{r}_0))^2 \]
\[ \leq \frac{C^2}{\pi} \left( \frac{\tau_N}{\pi} \ell(S(o, 2^{-N-1} \bar{r}_0)) \right)^2 \leq \frac{C^2}{\pi} \ell_N^2. \]

Estimating as before, this implies \( |A| \leq C_0 \cdot \ell(\Gamma)^2 \) where \( C_0 = \max\{2C, C^2/\pi\} \).

In the final case, assume that \( o \notin A \). Let \( \bar{r}_0 \) be the largest value of \( r \) such that \( (r, 0) \in A \). Suppose first that \( B(o, \bar{r}_0/2) \cap A \neq \emptyset \). This implies that \( \ell(\partial A) \geq \bar{r}_0 \). Let \( \bar{A} \) denote the convex hull of \( A \) and \( \{o\} \). Then we have that \( |\bar{A}| \geq |A| \) and \( \ell(\partial \bar{A}) \leq \ell(\partial A) + \bar{r}_0 \geq 2\ell(\partial A) \). Applying one of the previous cases gives
\[ \frac{|A|}{\ell_g(\partial A)^2} \leq \frac{4|\bar{A}|}{\ell_g(\partial \bar{A})^2} \leq 4C_0. \]

The remaining possibility is that \( B(o, \bar{r}_0/2) \cap A = \emptyset \). However, in this case, since \( A \subseteq B(o, \bar{r}_0) \), by Lemma 4.3 and Lemma 4.3(3), the isoperimetric ratio of \( A \) is
comparable to the isoperimetric ratio of a set \( \tilde{A} \) in the cone \( C_\beta \) over a circle of length \( \beta = \ell(S(o, \tilde{r}_0))/\tilde{r}_0 \geq 2\pi \). Hence, since \( C_\beta \) is a CAT(0) space,

\[
\frac{|A|}{\ell(\partial A)^2} \leq \frac{|\tilde{A}|}{\ell(\partial \tilde{A})^2} \leq \frac{(1 + \delta_R)^4}{4\pi}
\]

where \( \delta_R \) is chosen as in Lemma 4.4 for \( k = 1/2 \). Thus \( X^f \) satisfies a \( C_1 \)-quadratic isoperimetric inequality where \( C_1 = \max\{4C_0, (1 + \delta_R)^4/(4\pi)\} \). \( \square \)

4.3. **Asymptotically sharp isoperimetric inequality.** Now we prove the convergence of the isoperimetric constants.

**Theorem 4.6.** Let \( f : [0, R] \to \mathbb{R} \) be an admissible density, and for \( \alpha \in (0, R) \) let \( X^f_\alpha \) be the warped product \([0, \alpha] \times_f S^1\). Then for any \( C > (4\pi)^{-1} \) there is \( \alpha > 0 \) such that \( X^f_\alpha \) satisfies a \( C \)-quadratic isoperimetric inequality.

**Proof.** Let \( C_\alpha \) be the isoperimetric constant of \( X^f_\alpha \). By Lemma 4.3, the constants \( C_\alpha \) are nondecreasing in \( \alpha \) and by Lemma 4.5 they are finite. Our objective is to show that

\[
\lim_{\alpha \to 0} C_\alpha = \frac{1}{4\pi}.
\]

Since \( C_\alpha \) is nondecreasing it suffices to show that \( \limsup_{\alpha_n \to \infty} C_{\alpha_n} = (4\pi)^{-1} \) for some sequence \( (\alpha_n) \) with \( \alpha_n \to 0 \). Choose such a sequence \( (\alpha_n) \). We write \( X_n \) for the rescaled space \( \tilde{X}^f_{\alpha_n} = \alpha_n^{-1} \cdot X^f_{\alpha_n} \) as in Section 4.3.

Fix a sequence \( (\varepsilon_n) \) such that \( \varepsilon_n \to 0 \). For each \( n \in \mathbb{N} \) we may choose an \( \varepsilon_n \)-isoperimetric domain \( A_n \subset X_n \), see Section 3 for the definition. Replacing \( \alpha_n \) by a smaller value if necessary, we assume that there is \( x \in \partial A_n \) such that \( d(o, x) = 1 \). We also assume that \( A_n \) is symmetrized as in the proof of Lemma 4.5. Recall that, by Lemma 4.5, \( \partial A_n \) satisfies a \( (\delta_n, \lambda) \)-chord arc condition, where \( \lambda = 3 \) and \( \delta_n \to 0 \). The chord-arc condition, together with the geometric estimates in Lemma 4.3, implies that the area of the sets \( A_n \) cannot asymptotically concentrate at the vertex point \( o \). The following lemma, whose proof is deferred to the end of this section, makes this precise.

**Lemma 4.7.** For each \( \nu \in (0, 1) \), define \( b' : \mathbb{R} \to \mathbb{R} \) by \( b'_\nu = |A_n \cap B(o, \nu)| \). Then \( \|b'\|_\infty \to 0 \) as \( \nu \to 0 \).

The proof of (3) is a straightforward argument using Lemma 4.7 and the comparison result Lemma 4.4 and the observation that Euclidean cones satisfy a \( (4\pi)^{-1} \)-quadratic isoperimetric inequality.

Fix \( \mu > 0 \). Let \( \nu \in (0, \frac{1}{2}) \) be such that \( \max\{\nu, \|b'\|_\infty\} \leq \mu \). Let \( N \in \mathbb{N} \) be large enough so that \( F_n := F_{\alpha_n} \) as in Lemma 4.3 is \((1 + \mu)\)-bi-Lipschitz on \( X_n \setminus B(o, \nu) \) for \( n \geq N \). If \( A_n \) does not intersect \( B(o, \nu) \), denote by \( K^\nu_n \) the image set \( F_n(A_n) \) in \( Y_n \). Otherwise, denote by \( K^\nu_n \) the convex hull of \( F_n(A_n) \setminus B(o, \nu) \) and the vertex point \( o \). In the former case we immediately have \( \ell(\partial K^\nu_n) \leq (1 + \mu)\ell(\partial A_n) \) and in the latter one \( \ell(\partial A_n) \geq 1 \), which implies

\[
\ell(\partial K^\nu_n) \leq (1 + \mu)\ell(\partial A_n) + 2\nu \leq (1 + 3\mu)\ell(\partial A_n).
\]

Applying Lemma 4.7 we obtain the estimate

\[
|A_n| \leq (1 + \mu)^2 |K^\nu_n| + b'_\nu \leq (1 + \mu)^2 |K^\nu_n| + \mu.
\]
Combining these observations with the fact that \( Y_n \) is a CAT(0) space, we obtain

\[
\frac{|A_n|}{\ell(\partial A_n)^2} \leq (1 + \mu)^2(1 + 3\mu)^2 \frac{|K_n^\nu|}{\ell(\partial K_n^\nu)^2} + \mu \leq \frac{(1 + \mu)^2(1 + 3\mu)^2}{4\pi} + \mu.
\]

Thus

\[
\limsup_{n \to \infty} C_n = \limsup_{n \to \infty} \frac{|A_n|}{\ell(\partial A_n)^2} \leq \frac{(1 + \mu)^2(1 + 3\mu)^2}{4\pi} + \mu.
\]

Since \( \mu > 0 \) is arbitrary, this completes the proof of (5).

The proof of Lemma 4.7 requires the following auxiliary lemma, stating that the boundary lengths of \( A_n \) cannot accumulate too much at the origin.

**Lemma 4.8.** For each \( \nu \in (0, 1) \), define \( l^\nu_n : \mathbb{N} \to \mathbb{R} \) by \( l^\nu_n = \ell(\partial A_n \cap B(o, \nu)) \). Then \( \|l^\nu_n\|_\infty \to 0 \) as \( \nu \to 0 \).

**Proof.** Fix \( \mu > 0 \) and choose \( \delta, \nu_0 > 0 \) accordingly to be determined later. Let \( N \in \mathbb{N} \) be such that \( \delta_n \leq \delta \) for all \( n \geq N \). As a first observation, \( \text{diam}(X_n) \leq 2 \) and the chord-arc condition imply that \( \ell(\partial A_n) \leq 2\lambda \). We claim that

\[
(9) \quad \nu_n \leq \mu.
\]

for all \( n \geq N \) and \( \nu \leq \nu_0 \). If \( A_n \) does not intersect \( B(o, \nu) \) this is obvious. So let's assume otherwise. Then \( \partial A_n \) divides into two connected arcs, one contained in \( B(o, \nu) \) and one contained in \( X_n \setminus B(o, \nu) \). We set \( l_1 = \ell^\nu_n \) and \( l_2 = \ell(\partial A_n \setminus B(o, \nu)) \). Since \( A_n \) intersects \( B(o, \nu) \) and \( S(o, 1) \), we must have \( l_2 \geq 1 - \nu \). Now we repeatedly apply the \((\delta_n, \lambda)\)-chord-arc condition. In the case that \( l_1 \leq l_2 \), we have

\[
l_1 \leq 2\lambda \cdot \max\{\delta, \nu\}
\]

In the case that \( l_2 \leq l_1 \), either

\[
l_1 \leq \frac{l_2}{\delta} \leq \frac{2\lambda\nu}{\delta}
\]

or

\[
1 - \nu \leq l_2 < \delta \cdot \ell(\partial A_n) \leq 2\lambda\delta.
\]

However, the latter is contradiction for \( \nu_0 \) and \( \delta \) sufficiently small. Thus (9) follows upon choosing a small \( \delta \leq \mu/(2\lambda) \) and setting \( \nu_0 = \mu\delta/(2\lambda) \).

Thus we have \( \|l^\nu_n\|_\infty \leq \max\{\mu, \ell^\nu_1, \ldots, \ell^\nu_{N-1}\} \) for all \( \nu \leq \mu^2/(2\lambda\Lambda) \). Since \( l^\nu_n \to 0 \) pointwise, this establishes the lemma.

**Proof of Lemma 4.7** Let \( n \in \mathbb{N} \) and \( \nu \in (0, 1) \). If \( A_n \) does not intersect \( B(o, \nu) \), then \( b^\nu_n = 0 \). So assume otherwise. Denote by \( K^\nu_n \) the convex hull of \( A_n \cap \partial B(o, \nu) \) and set \( H^\nu_n = A_n \cap B(o, \nu) \setminus K^\nu_n \). Then \( \ell(\partial H^\nu_n) \leq \ell^\nu_n + 2\nu \). Moreover, observe that \( S^\nu_n \) is contained in a sector in \( B(p, \nu) \). Thus Lemma 4.3[2] implies that \( |S^\nu_n| \leq \nu\ell(\partial A_n) \leq 2\lambda\nu \) and hence

\[
(10) \quad b^\nu_n \leq |S^\nu_n| + |H^\nu_n| \leq \nu L + C(\|l^\nu_n\|_\infty + 2\nu)^2.
\]

where \( C \) is as in Lemma 4.5. Observe that the right-hand side of (10) is independent of \( n \) and, by Lemma 4.8, converges to 0 as \( \nu \to 0 \).
4.4. Proof of Theorem 1.1. Now we complete the proof of Theorem 1.1. Let $C > (4\pi)^{-1}$. We consider the space $X_E$ as in Section 4.1, taking $E = \overline{D}$ and some $K > 1$. By Theorem 4.6, for $K > 1$ sufficiently small the space $X_E$ satisfies a $C$-quadratic isoperimetric inequality. Thus it suffices to show that any energy-minimizing parametrization $u: \overline{D} \to X_E$ collapses a nondegenerate continuum in $\overline{D}$ to a point. Since any energy-minimizing parametrization is a cell-like map, it is enough to show that there is no homeomorphic energy-minimizing parametrization of $X_E$.

Let $P: \overline{D} \to X_E$ be the canonical map given by $P(z) = [Kz]$. Then the map $P$ is continuous and is contained in $N^{1,2}(\partial X_E, X_E)$, since it is the postcomposition of a diffeomorphism by a Lipschitz map. Thus $P \in \Lambda(\partial X_E, X_E)$. Also $P$ restricts to a conformal diffeomorphism on $A = D \setminus B_r$, where $r = 1/K$, and maps $D_r$ to the collapsed point $o$. The approximate metric derivative of $P$ is given by

$$\text{ampd}_P(v) = K\lambda_E(Kz)\|v\|.$$ 

This observation, together with the equality case in (2) and the area formula (3), implies

$$E_2^2(P) = \text{Area}(P) = \mathcal{H}^2(X_E).$$

Suppose that $u: \overline{D} \to X_E$ is a homeomorphic energy-minimizing parametrization. Then, by Theorem 2.2, $u$ satisfies Lusin’s condition (N). Hence, inequality (2) and the area formula (3) give

$$E_2^2(P) = \mathcal{H}^2(X_E) \leq \text{Area}(u) \leq E_2^2(u) \leq E_2^2(P).$$

Thus by the equality case in (2) the map $u$ is weakly conformal. In particular $u$ is also a minimizer of the Dirichlet energy, which in the metric context is also called the Korevaar–Schoen energy; cf. [LW17b]. Thus, for $p = u^{-1}(o)$ the restriction of $u$ to $D \setminus \{p\}$ is a continuous and weakly harmonic map in the classical sense taking values in the smooth Riemannian manifold $X_E \setminus \{o\}$. Such continuous, weakly harmonic maps between Riemannian manifolds are however automatically smooth; see Theorem 9.4.1 in [Jos17]. Thus, the composition $P^{-1} \circ u$ is a smooth weakly conformal homeomorphism $D \setminus \{p\} \to A$ and hence either holomorphic or anti-holomorphic. However, such a map cannot exist by Riemann’s theorem on the removability of singularities of holomorphic maps.

5. Canonical parametrizations

5.1. Quasisymmetric parametrizations. In this section, we give the proof of Theorem 1.2. This proof depends on the following proposition.

**Proposition 5.1.** Let $X$ be a proper geodesic metric space homeomorphic to $\mathbb{R}^2$ such that $\mathcal{H}_X^2$ is locally finite.

1. Assume $X$ satisfies a quadratic isoperimetric inequality. Then $X$ is doubling if and only if $X$ is Ahlfors $2$-regular.
2. Assume $X$ satisfies a local quadratic isoperimetric inequality. Then $X$ is doubling up to some scale if and only if $X$ is Ahlfors $2$-regular up to some scale.

In the following proof, we say that a closed path $\gamma: S^1 \to X$ winds around $p \in X$ if $p \notin \text{Im}(\gamma)$ and $\gamma$ is noncontractible within $X \setminus \{p\}$. We use the following observation: if $\gamma$ winds around $p \in X$ and $\eta: [0, 1] \to X \setminus \{p\}$ is a path connecting...
Proof. It is clear that any Ahlfors 2-regular space is doubling. It remains to prove the converse. Observe that, by the proof of Theorem 8.5 in [LW18a], the assumptions that $X$ is proper, geodesic, homeomorphic to $\mathbb{R}^2$, of locally finite Hausdorff 2-measure and satisfies a quadratic isoperimetric inequality imply that $X$ is lower Ahlfors 2-regular. Note here that [LW18a] Lemma 6.11] applied in the proof holds for any space of topological dimension 2 by [HW41] Theorem VII.2.

Assume now that $X$ is also doubling. We claim that $X$ is upper Ahlfors 2-regular. By the coarea inequality [Fed69] 2.10.25-26 and because $\mathcal{H}^2_X$ is locally finite, $\mathcal{H}^1(S(x,s))$ is finite for almost every $s \in (0, \infty)$. Choose such $s \in (3r, 4r)$. Since $B(x,r)$ is connected and contained in a bounded component of $X \setminus S(x,s)$, there is a connected component $K$ of $S(x,s)$ such that $x$ is contained in a bounded component of $X \setminus K$. Now $K$ is a Peano continuum by Corollary 2B in [Pre92]. Hence, by [W18] Theorem IV.6.7, there is a Jordan curve $\Gamma \subset K$ of finite length that winds around $x$.

Since $X$ is doubling, there are a number $M$ which only depends on the doubling constant of $X$ and points $z_1, \ldots, z_M \in X$ such that $B(x,4r) \subset \overline{B}(z_1,r) \cup \cdots \cup \overline{B}(z_M,r)$. Thus there are points $y_1, \ldots, y_M \in \Gamma$ such that $\Gamma \subset Y$, where $Y = \overline{B}(y_1,2r) \cup \cdots \cup \overline{B}(y_M,2r)$. By the Arzelà–Ascoli theorem and lower semicontinuity of length, there exists a rectifiable path $\gamma : S^1 \to Y$ that winds around $x$ and has minimal length among all paths with image in $Y$ and winding around $x$. Since $\gamma$ has minimal length, $\gamma$ must be injective, and hence its image is a Jordan curve.

Next, let $z, w \in \gamma$ be such that both arcs $\gamma_+, \gamma_-$ of $\gamma$ connecting $z$ to $w$ have equal length. Since $X$ is geodesic there is a path $\eta$ connecting $z$ to $w$ within $Y$ satisfying $\ell(\eta) \leq 4Mr$. By the observation preceding the proof, either the concatenation $\gamma_+ \cdot \eta$ or the concatenation $\gamma_- \cdot \eta$ must wind around $x$. Let $\nu$ be the respective path winding around $x$. Then the length minimality of $\gamma$ gives

$$2\ell(\gamma_+) = \ell(\gamma) \leq \ell(\nu) = \ell(\gamma_+) + \ell(\eta),$$

which implies that $\ell(\gamma_+) \leq \ell(\eta)$ and hence $\ell(\gamma) \leq 8Mr$. Since $B(x,r)$ is connected, $\gamma$ winds around $x$ and, since $B(x,r) \cap \gamma = \emptyset$, the ball $B(x,r)$ is contained in the Jordan domain bounded by $\gamma$. Thus the quadratic isoperimetric inequality implies

$$\mathcal{H}^2(B(x,r)) \leq C \cdot \ell(\gamma)^2 \leq 4K \cdot \ell(\eta)^2 \leq 16M^2C \cdot r^2,$$

where $C$ is the quadratic isoperimetric constant of $X$. This completes the proof.

This follows from the proofs of (1), since both implications come with control on the scales.

Proof of Theorem 1.2 (i) \implies (ii) This is immediate.

(iii) \implies (iv) By [LW18a] Theorem 1.6 and the finiteness of $\mathcal{H}^2(Z)$, the space $Z$ is lower Ahlfors 2-regular. To prove upper Ahlfors regularity, we embed $Z$ into a metric plane $X_Z$ and apply Proposition 5.1. The construction of the plane $X_Z$ is essentially borrowed from [Cre21]. Let $\partial Z$ be endowed with its intrinsic metric and let $W = \partial Z \times [0, \infty)$ with the product metric. Then we let $X_Z$ be the metric quotient of $Z \sqcup W$ under identification of $\partial Z$ and $\partial Z \times \{0\}$. By [Cre21], Section 3],
$X_Z$ is proper, geodesic, homeomorphic to $\mathbb{R}^2$, contains $X$ isometrically and satisfies a local quadratic isoperimetric inequality. Thus by Proposition 5.1 it suffices to show that $X_Z$ is doubling.

Consider a ball $B(x, 2r) \subset X_Z$. If $B(x, 2r) \cap Z = \emptyset$, then $B(x, 2r)$ is contained in $C_1$ balls $B(y_i, r)$, where $y_i \in W$ and $C_1$ is the doubling constant of $W$. Similarly the desired estimate follows if $B(x, 2r) \subset Z$. Thus assume $y \in \partial Z \cap B(x, 2r)$. Then $B(x, 2r)$ is contained in $B(y, 4r)$. This in turn is, as a set, contained in the union of $B_Z(y, 4r)$ and $B_W(y, (4\lambda + 1)r)$; see [Cre21, Section 3]. Thus the doubling estimate follows since $Z$ and $W$ are doubling.

**(iv) \implies (i)** We claim that if $Z$ is Ahlfors 2-regular, then the energy-minimizing parametrization $u$ is quasisymmetric. By Theorem 1.1 in [LW20], it suffices to show that $Z$ is linearly locally connected. The proof of this does not rely on the Ahlfors 2-regularity of $Z$ but only on the quadratic isoperimetric inequality and the chord-arc condition.

Observe that $Z$ is linearly locally contractible by Theorem 8.6 in [LW18a]. Thus Theorem 3.2 of [Cre21] implies that $X_Z$ is linearly locally contractible up to some scale, and hence Proposition 5.1 that $X_Z$ is linearly locally connected up to some scale. Let $\lambda \geq 1, R > 0$ be such that $X_Z$ is $(\lambda, R)$-linearly locally connected. We claim that $Z$ is $(\lambda', R)$-linearly locally connected where $K$ is the chord-arc constant of $\partial Z$ and $\lambda' = 2\lambda(K + 1)$. This completes the proof since $Z$ is bounded. The constant $\lambda'$ is chosen such that when $w_1, w_2 \in \partial Z \cap B(x, r/\lambda')$ where $x \in Z$ and $0 < r \leq R$ then one of the arcs of $\partial Z$ between $w_1$ and $w_2$ is contained in $B(x, r/\lambda)$.

Note that the (LLC1) property follows immediately from $Z$ being a geodesic metric space. Thus it remains to show the (LLC2) property. To this end, let $y_1, y_2 \in Z \setminus B(x, r)$ where $x \in Z$ and $0 < r \leq R$. Then there is a continuum $K \subset X_Z \setminus B(x, r/\lambda)$ containing $y_1$ and $y_2$. For $i = 1, 2$ let $K_i$ be the connected of $K \cap Z$ in which $y_i$ lies. If $K_1 = K_2$ then we are done since $\lambda' \geq \lambda$. Otherwise let $z_1 \in K_1 \cap \partial Z$. Since $z_1 \in \partial Z \setminus B(x, r/\lambda)$ and by our choice of $\lambda'$, one of the arcs of $\partial Z$ between $z_1$ and $z_2$ must be contained in $Z \setminus B(x, r/\lambda')$. Joining $K_1, K_2$ and this arc gives the desired continuum. \hfill \Box

### 5.2. Quasiconformal parametrizations

We prove Theorem 1.3 which states that an energy-minimizing parametrization of $Z$ is a quasiconformal homeomorphism if $Z$ is reciprocal (Definition 1.3 in [Raj17]). By [Raj17, Thm. 1.4], this condition is equivalent to $Z$ admitting some quasiconformal parametrization by $\overline{D}$.

**Proof of Theorem 1.3.** Let $u : \mathbb{D} \to Z$ be an energy-minimizing parametrization. By assumption, there exists a $K$-quasiconformal mapping $g : \overline{D} \to Z$. Then the composition $h = g^{-1} \circ u$ is a continuous monotone mapping of $\overline{D}$ to itself. We note that $u$ satisfies the modulus inequality $\text{mod} \Gamma \leq Q \cdot \text{mod} u \Gamma$ for all path families $\Gamma$ in $\overline{D}$ for $Q = 4/\pi$; see Section 3 in [LW20]. Thus $h : \overline{D} \to \overline{D}$ satisfies

\begin{equation}
\text{mod} \Gamma \leq KQ \cdot \text{mod} h \Gamma
\end{equation}

for all path families $\Gamma$ in $\overline{D}$. It is standard to show that the modulus inequality (11) and the monotonicity of $h$ imply that $h$ is a homeomorphism. For example, see Theorem 3.6 in [LW20] for a similar argument. Indeed, suppose there exists a nondegenerate continuum $E \subset \partial \mathbb{D}$ such that $h(E)$ is a point. Choose a nondegenerate continuum $F \subset \partial \overline{D} \setminus E$. As shown in Proposition 3.5 of [Raj17], the family of paths $\Gamma(E, F)$ that intersect both $E$ and $F$ has positive modulus. However,
mod $h \Gamma(E, F) = 0$, since the modulus of the family of all paths intersecting a point in $\mathbb{D}$ is zero. This contradicts (11), and we conclude that $h$ is a homeomorphism.

Since $h$ is a homeomorphism satisfying the one-sided modulus inequality (11), it follows from the classical theory of planar quasiconformal mappings that $h$ is in fact quasiconformal; see Theorem 22.3 and Theorem 34.1 of [Väi71]. Thus $u$ is quasiconformal, being the composition of quasiconformal homeomorphisms.

It remains to show uniqueness up to conformal diffeomorphism. To this end, let $u$ and $v$ be energy-minimizing parametrizations. Then $\varphi = v^{-1} \circ u$ defines a quasiconformal homeomorphism $\mathbb{D} \to \mathbb{D}$, and hence $\varphi$ is also quasisymmetric. From this point on, one can argue exactly as in the proof of Theorem 6.1 in [LW20] to see that $\varphi$ is in fact a conformal diffeomorphism. Since $u = v \circ \varphi$ this completes the proof. □

In fact, the inverse of the map $f_0$ produced in Theorem 1.5 of [Raj17] is an energy-minimizing parametrization of $Z$. This is a consequence of the fact, shown in the proof of [Raj17, Thm. 1.5], that $f_0^{-1}$ is infinitesimally isotropic in the sense of Definition 3.3 in [LW20]. In particular, by [Raj17, Thm. 1.5] and its proof, any energy-minimizing parametrization $u$ has minimal outer dilatation among all quasiconformal mappings $g : \mathbb{D} \to Z$ and has inner dilatation at most 2.

6. SURGERING ENERGY-MINIMIZING PARAMETRIZATIONS

In this section, we prove Theorem 1.4 and Corollary 1.5 and present Example 6.2. For all these, we will surger a given energy-minimizing parametrization to produce new ones with desired properties. The main tools are the Riemann mapping theorem, invariance of energy under precomposition by conformal diffeomorphisms and the following simple negligibility lemma.

**Lemma 6.1.** Let $X$ be a complete metric space, $K \subset \mathbb{D}$ be compact and $\Omega = \mathbb{D} \setminus K$. Suppose that $u : \overline{\mathbb{D}} \to X$ is continuous and satisfies $\mathcal{H}^1(u(K)) = 0$ and $u|_\Omega \in N^{1,2}(\Omega, X)$. Then $u \in N^{1,2}(\mathbb{D}, X)$ and $E^2_+(u) = E^2_+(u|_\Omega)$.

With the exception of Example 6.2, the set $K$ is always a continuum, and hence $u(K)$ is a single point.

**Proof.** Let $\rho \in L^2(\Omega)$ be an upper gradient of $u|_\Omega$. Define $\tilde{\rho} : \mathbb{D} \to [0, \infty)$ by

$$
\tilde{\rho}(z) = \begin{cases} 
\rho(z) & \text{if } z \in \Omega \\
0 & \text{if } z \in K \cap \mathbb{D}.
\end{cases}
$$

We claim that $\tilde{\rho}$ is an upper gradient of $u$. By definition, for any absolutely continuous path $\gamma \subset \Omega$ with end points $x$ and $y$ one has

$$
\ell(u \circ \gamma) \leq \int_{\gamma} \rho = \int_{\gamma} \tilde{\rho}.
$$

By the continuity of $u$, the same upper gradient inequality holds if the interior of $\gamma$ lies in $\Omega$ but $x$ and $y$ potentially lie in $K \cap \mathbb{D}$. Now let $\gamma : [a, b] \to \mathbb{D}$ be an absolutely continuous path between the points $x, y \in \mathbb{D}$. Then $\gamma^{-1}(\Omega) \subset [a, b]$ is a countable union of relatively open subintervals $I_i$. Thus, since $\mathcal{H}^1(u(K)) = 0$, one has

$$
d(u(x), u(y)) \leq \ell(u \circ \gamma) = \sum_i \ell(u \circ \gamma|_{I_i}) \leq \sum_i \int_{\gamma|_{I_i}} \tilde{\rho} \leq \int_{\gamma} \tilde{\rho}.
$$
We have shown that $\tilde{\rho}$ is an upper gradient of $u$ and hence $u \in N^{1,2}(\mathbb{D}, X)$ and $E^2_+ (u) \leq E^2_+ (u|_{\Omega})$. The inequality $E^2_+ (u|_{\Omega}) \leq E^2_+ (u)$ holds because every upper gradient of $u$ restricts to an upper gradient of $u|_{\Omega}$.

\section{Fibers of energy-minimizing parametrizations}

In this section, we give the proofs of Theorem 1.4 and Corollary 1.5.

\textbf{Proof of Theorem 1.4.} Let $z \in Z$ and $u: \overline{B} \to Z$ be as in Theorem 1.4. Let $F \subset \overline{B}$ be the nondegenerate fiber $u^{-1}(z)$. Then $F$ is cell-like.

First, assume that $z \in \partial Z$. Then $F$ intersects $S^1$ in a proper connected subset. We may also assume without loss of generality that $E \subset \overline{B}$ intersects $S^1$ in a single point. To verify this, let $\overline{B} \subset \mathbb{R}^2$ be a closed ball of least radius containing $E$ and let $p \in \partial B \cap E$. Let $\overline{B'} \subset \overline{B}$ be a closed ball intersecting $S^1$ in a single point $p'$. The assumption may be achieved by replacing $E$ with $\varphi(E)$, where $\varphi: \overline{B} \to \overline{B}$ is a homeomorphism mapping $p$ to $p'$.

We observe that $\Omega_1 = \mathbb{D} \setminus E$ and $\Omega_2 = \mathbb{D} \setminus F$ are simply connected domains. By the Riemann mapping theorem, there is a conformal diffeomorphism $f_i: \mathbb{D} \to \Omega_i$ for each $i \in \{1, 2\}$. By Corollary 2.17 and Proposition 2.14 in [Pom92], these extend to homeomorphisms $f_1: \mathbb{D} \cup I_1 \to \overline{\mathbb{D}} \setminus E$ and $f_2: \mathbb{D} \cup I_2 \to \overline{\mathbb{D}} \setminus F$ where $I_1$ and $I_2$ are open subintervals of $\mathbb{S}^1$. Let $h: \overline{\mathbb{D}} \to \overline{\mathbb{D}}$ be a Möbius transformation such that $h(I_1) = I_2$. Define $v: \mathbb{D} \to Z$ by

$$v(w) = \begin{cases} 
z & \text{if } w \in E \\
(u \circ f_2 \circ h \circ f_1^{-1})(w) & \text{if } w \notin E
\end{cases}$$

Note that $v$ is continuous, $v|_{\Omega_1}$ is a monotone parametrization of $\Gamma$ and $v^{-1}(z) = E$. Also, by Lemma 6.1 and conformal invariance of energy, one has $v \in N^{1,2}(\mathbb{D}, Z)$ and

$$E^2_+ (v) = E^2_+ (v|_{\Omega_1}) = E^2_+ (u|_{\Omega_2}) \leq E^2_+ (u).$$

Thus $v$ is an energy-minimizing parametrization.

For the second case, assume that $z \in Z \setminus \partial Z$. Then $\hat{\mathbb{C}} \setminus F$ and $\hat{\mathbb{C}} \setminus E$ are simply connected domains containing $S^1$. By the Riemann mapping theorem, there is a conformal diffeomorphism $f: \hat{\mathbb{C}} \setminus E \to \hat{\mathbb{C}} \setminus F$. Let $\Omega \subset \hat{\mathbb{C}}$ be the complementary domain of the Jordan curve $\Gamma = f^{-1}(S^1)$ that contains $E$. Let $g: \mathbb{D} \to \Omega$ be a conformal diffeomorphism, which again exists by the Riemann mapping theorem. Note that $g$ extends to a homeomorphism $\overline{\mathbb{D}} \to \overline{\Omega}$ by Carathéodory’s theorem. Define $v: \mathbb{D} \to Z$ by

$$v(w) = \begin{cases} 
z & \text{if } w \in g^{-1}(E) \\
(u \circ f \circ g)(w) & \text{if } w \notin g^{-1}(E)
\end{cases}$$

Note that $v$ is continuous, $v|_{\Omega_1}$ is a monotone parametrization of $\Gamma$ and $v^{-1}(z) = g^{-1}(E)$ is homeomorphic to $E$. Again, Lemma 6.1 and the conformal invariance of energy imply that $v \in N^{1,2}(\mathbb{D}, Z)$ and

$$E^2_+ (v) = E^2_+ (v|_{\mathbb{D} \setminus g^{-1}(E)}) = E^2_+ (u|_{\mathbb{D} \setminus E}) \leq E^2_+ (u).$$

Thus $v$ is an energy-minimizing parametrization.

Corollary 1.5 follows easily from Theorem 1.4.
Proof of Corollary 1.5. Assume $u$ is an energy-minimizing parametrization of $Z$ and $z \in Z$ is such that $u^{-1}(z)$ is nondegenerate. Then, by Theorem 1.4 for any cell-like subset $E \subset \mathbb{R}^2$ there is an energy-minimizing parametrization $v_E : \overline{D} \to Z$ such that $v_E^{-1}(z)$ is homeomorphic to $E$. On the other hand, whenever $v_E$ and $v_F$ are equivalent up to conformal diffeomorphism, then $E$ is homeomorphic to $F$. Thus it suffices to note that there are infinitely many (in fact, even uncountably many) cell-like subsets of $\mathbb{R}^2$ that are pairwise not homeomorphic. \hfill \square

6.2. A counterexample. We conclude with an example to show that a situation may happen where one energy minimizer is a homeomorphism while another energy minimizer is not. We observe the following topological fact: if $E, \hat{E} \subset \hat{C}$ are closed and non-separating and $f : \hat{C} \setminus E \to \hat{C} \setminus \hat{E}$ is a homeomorphism, then $f$ induces a homeomorphism $\hat{f} : \hat{C} / E \to \hat{C} / \hat{E}$, where $E$ (resp. $\hat{E}$) is the decomposition of $\hat{C}$ formed by the components of $E$ (resp. $\hat{E}$). More precisely, $E$ is the partition of $\hat{C}$ consisting of the connected components of $E$ and the single-point sets $\{x\}$, $x \in \hat{C} \setminus E$, and $\hat{C} / E$ is the corresponding quotient space. See the proof of Lemma 5.2 in [IR20].

A compact set $E \subset C$ is removable for conformal mappings if every conformal map $f : \hat{C} \setminus E \to \Omega$, where $\Omega$ is a domain in the Riemann sphere $\hat{C}$, extends to a conformal map $\hat{f} : \hat{C} \to \hat{C}$, that is, a Möbius transformation. See [You15] for an overview of the topic.

Example 6.2. Let $E \subset [0, 1/2] \times \{0\}$ be a totally disconnected set that is not removable for conformal maps. The existence of such a set follows from Theorem 14 in [AB50]; see Example 6.1 and the preceding discussion in [IR20] for a particular example. Let $Z$ be the metric disk obtained by equipping $D$ with the singular Riemannian metric $\chi_{\hat{D} \setminus E} \cdot g_{\|\cdot\|}$. Since $E \subset [0, 1/2] \times \{0\}$, we see that $Z$ satisfies a $(2\pi)^{-1}$-isoperimetric inequality. Moreover, the natural projection map $P : \overline{D} \to Z$ is a homeomorphic energy minimizer for $Z$. We also make the observation that $P(E)$ has $H^1$-measure zero in $Z$.

Since $E$ is totally disconnected, we may identify $\hat{C}$ and $\hat{C} / E$. By the assumption that $E$ is not removable for conformal maps, there exists a set $\hat{E} \subset \hat{C}$ and a conformal map $f : \hat{C} \setminus \hat{E} \to \hat{C} \setminus E$ that does not extend to a Möbius transformation. Then $\hat{E}$ cannot be totally disconnected. Otherwise, by our topological observation, $f$ would extend to a homeomorphism $\hat{f} : \hat{C} \to \hat{C}$ which, by Corollary 5.2 in [You15], would be conformal. Let $\hat{\pi} : \hat{C} \to \hat{C} / \hat{E}$ be the canonical projection and $\hat{f} : \hat{C} / \hat{E} \to \hat{C}$ be the homeomorphism induced by $f$. Let $\overline{\Pi} \subset \hat{C}$ be the Jordan domain such that $(\hat{f} \circ \hat{\pi})(\overline{\Pi}) = \overline{D}$ and $h : \overline{D} \to \overline{\Pi}$ be a conformal map. Then, as in the previous subsection, we may apply Lemma 6.1 to $K = h^{-1}(\overline{E})$ to see that $\hat{P} = P \circ \hat{f} \circ \hat{\pi} \circ h$ defines an energy-minimizing parametrization. On the other hand, since $\hat{\pi}$ fails to be injective on $\Omega$, $\hat{P}$ is not a homeomorphism.
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