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Abstract—We develop variational regularization methods which leverage sparsity-promoting priors to solve severely ill-posed inverse problems defined on the 3D ball (i.e. the solid sphere). Our method solves the problem natively on the ball and thus does not suffer from discontinuities that plague alternate approaches where each spherical shell is considered independently. Additionally, we leverage advances in probability density theory to produce Bayesian variational methods which benefit from the computational efficiency of advanced convex optimization algorithms, whilst supporting principled uncertainty quantification. We showcase these variational regularization and uncertainty quantification techniques on an illustrative example. The C++ code discussed throughout is provided under a GNU general public license.
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I. INTRODUCTION

Inverse problems on Euclidean manifolds have been researched extensively and associated techniques have found effective application in countless domains. However, increasingly often one wishes to consider inverse problems defined on curved, non-Euclidean manifolds, e.g. diffusion magnetic resonance imaging (MRI) [1] and 2D dark matter reconstructions on the sphere, and many aspects of geophysics [2], [3], [4], astrophysics [5], [6], and molecular modeling [7] on the 3D ball, for which very few techniques have been developed.

Inverse problems are often solved by Bayesian Markov chain Monte Carlo (MCMC) sampling methods or variational approaches (optimization etc.). MCMC methods are highly computationally demanding on the ball, due to the computational complexity of transforms on curved manifolds, and are infeasible for many applications. Variational methods, which solve inverse problems through classical optimization techniques, are typically scalable and robust, supporting both theoretical guarantees, and can support principled uncertainty quantification (as demonstrated in this letter). Such techniques are thus perfectly suited to scientific analysis on the ball, where computational efficiency and probabilistic interpretations are highly desirable. Variational methods have been considered over the sphere [8], [9], [10], often leveraging ideas from compressed sensing [11], [12], and typically promoting sparsity in spherical wavelet dictionaries, e.g. [13], [14], [15], to recover state-of-the-art results. Spherical techniques have been used tomographically (as concentric spherical shells) to model radially distributed datasets, however holistic approaches, which perform analysis natively on the underlying manifold (the ball), are crucially missing. Wavelet transforms on the 3D ball have been developed to support radically distributed problems [16], [17], [18], [19], [20], [21], however these dictionaries have, to our best knowledge, not been leveraged to perform variational inference on the ball.

In this letter we develop scalable techniques, with associated open-source software, which leverage variational regularization methods to solve ill-posed and/or ill-conditioned inverse problems natively on the ball. Furthermore, leveraging recent developments in the theory of probability density theory [22], we demonstrate how convex variational regularization techniques can be combined with advances in probability density theory to construct computationally efficient signal reconstruction techniques on the ball with principled uncertainty quantification, or ‘Bayesian variational regularization’.

II. BAYESIAN VARIATIONAL REGULARIZATION ON BALL

In this section we develop mathematical techniques for the analysis of spin signals on the 3D ball and wavelets on the directional ball, scalable convex optimization algorithms on the ball, and variational regularization techniques which support principled Bayesian uncertainty quantification. Throughout we adopt separable eigenfunctions on the ball, with radial basis functions given by the Laguerre polynomials [23], [24] and angular basis functions given by the spin spherical harmonics $sY_{ℓm}$ [25], [26], [27], [28]. As spin spherical harmonic transform are more common in the associated literature, we will focus primarily on the novel radial components [21], and the Bayesian interpretation [22], [29], [30], [31].

A. Spin signals on the ball

Here we discuss the construction of Spherical-Laguerre basis functions on the 3D ball, developed in previous work [21] and adopted throughout this letter. First let us define the Laguerre basis functions along the radial half-line $K_{p}(r)$ as

$$K_{p}(r) \equiv \sqrt{\frac{p!}{(p+2)!}} \frac{e^{-\tau r}}{\sqrt{\tau r}} L_{p}^{(2)}(\frac{\tau r}{r})$$

where $L_{p}^{(2)}$ is the $p^{th}$-associated $2^{nd}$-order Laguerre polynomial [23], [24], and $\tau \in \mathbb{R}^{+}$ is a scale factor that adds a scaling flexibility. These basis functions are orthonormal on $\mathbb{R}^{+}$, i.e. $\langle K_{p}|K_{q}\rangle_{\mathbb{R}^{+}} = \delta_{pq}$, and complete, by Gram-Schmidt orthogonalization and exploiting polynomial completeness on $L^{2}([\mathbb{R}^{+}, r^{2}e^{-\tau r} \, dr])$ [21]. Any square-integrable function $f \in L^{2}([\mathbb{R}^{+}])$ can be projected into this basis as

$$f_{p} = \langle f|K_{p}\rangle = \int_{\mathbb{R}^{+}} dr r^{2} f(r) K_{p}(r),$$

which supports exact synthesis by

$$f(r) = \sum_{p=0}^{\infty} f_{p} K_{p}(r).$$
Real-world functions are typically a good approximation bandlimited, i.e. the Fourier-Laguerre coefficients of signals \( f \in \mathbb{R}^+ \) are such that \( f_p = 0, \forall p \geq P \), and so this summation is truncated at \( P \). We adopt the Gauss-Laguerre quadrature (see e.g. [32]), which is commonly used to numerically evaluate integrals over the radial half-line, and was used to develop an exact sampling theorem on Spherical-Laguerre space [21].

Suppose we adopt these radial basis functions which we then combine with the spin-s spherical harmonic angular basis functions \( Y_{\ell m}^d(\omega) \) [25], [26] for \( \ell \in \mathbb{Z} \) and \( \omega = (\theta, \psi) \in \mathbb{S}^2 \), where \( \theta = \{0, \pi\} \) is the colatitude and \( \psi \in [0, 2\pi) \) is the longitude. In such a case, we can straightforwardly define the Spherical-Laguerre basis functions

\[
\rho_s(r) = (K_\rho(r)Y_{\ell m}^d(\omega))_{\ell \in \mathbb{Z}} \in \mathbb{R}^\infty \times \mathbb{S}^2,
\]

which are orthogonal \( \{\langle \rho_s(r), \rho_s'(r') \rangle \}_{j \in \mathbb{Z}} \) and onto which any square integrable spin-s function on the ball \( s f \in L^2(\mathbb{S}^3) \) can be projected by

\[
s f(r) = \sum_{j \in \mathbb{Z}} \sum_{j' \in \mathbb{Z}} \rho_s(r), f_s(r) \rho_s'(r),
\]

where \( \rho_s(r) = d^3 r = r^2 \sin \theta \, dr \, d\theta \, d\psi \) is the rotation invariant measure (Haar measure) on the ball. By considering the separability and completeness of angular and radial basis functions this projection supports exact synthesis, such that

\[
s f(r) = \sum_{p=0}^{P-1} \sum_{\ell=0}^{\ell-1} \sum_{m=-\ell}^{\ell} s f_{\ell mp} \rho_s(r)
\]

where \( L, P \in \mathbb{Z}^+ \) are the angular [27] and radial [21] bandlimits respectively. In this work, by considering the relations presented in this subsection, fast adjoint Spherical-Laguerre transforms were constructed, facilitating variational regularization on the ball (see Section III).

B. Directional scale-discretized wavelets on the ball

Here we extend the Spherical-Laguerre wavelets on the 3D ball developed in previous work [21] to 4D directional scale-discretized wavelets on the ball. Furthermore, we extend the discussion to include spin-signals, which arise in various areas of physics e.g. quantum mechanics and weak gravitational lensing [31]. Consider the radial translation operator \( T_r \), for \( r \in \mathbb{R}^+ \) (see [21], [33] for further details), and rotation \( R_{\mathbf{R}_p} \), for Euler angles \( \rho = (\alpha, \beta, \gamma) \in \text{SO}(3) \) with \( \alpha \in [0, 2\pi) \), \( \beta \in [0, \pi) \), and \( \gamma \in [0, 2\pi) \), with action \( (R_{\mathbf{R}_p} f)(\omega) \equiv e^{-i \Omega} f(R_{\mathbf{R}_p}^{-1} \omega) \). Further define the concatenation of these transforms to be the 4D transformation \( \mathcal{L}_h = T_r R_{\mathbf{R}_p} \) for \( h = (r, \rho) \in \mathbb{H}^{4+} := \mathbb{R}^+ \times \text{SO}(3) \). Leveraging this composite transformation one can straightforwardly define the directional wavelet coefficients \( W_s \Psi^{j, j'} \in L^2(\mathbb{S}^3) \) of any square integrable spin-s function \( s f \in L^2(\mathbb{S}^3) \) by the directional convolution

\[
W_s \Psi^{j, j'}(h) \equiv (s f \otimes_s \Psi^{j, j'})(h) \equiv \langle s f, \mathcal{L}_h \Psi^{j, j'} \rangle_{\mathbb{S}^3} = \int_{\mathbb{S}^3} \mu_\rho(r) s f(r)(\mathcal{L}_h \Psi^{j, j'})^*(r),
\]

where \( \Psi^{j, j'} \in L^2(\mathbb{S}^3) \) is the wavelet kernel at angular and radial scales \( j, j' \in \mathbb{Z}^+ \) respectively. These scales determine the volume over which a given wavelet function has compact support [21]. Typically, wavelet coefficients do not capture low frequency signal content, which instead is captured by axisymmetric scaling functions \( s \mathcal{T} \in L^2(\mathbb{S}^3) \) with coefficients \( W_s \mathcal{T} \in L^2(\mathbb{S}^3) \) defined by the axisymmetric convolution \( \otimes \) with a spin-s signal \( s f \in L^2(\mathbb{S}^3) \) such that

\[
W_s \mathcal{T}(r) \equiv (s f \otimes_s \mathcal{T})(r) \equiv (s f, \mathcal{L}_r \mathcal{T})_{\mathbb{S}^3} = \int_{\mathbb{S}^3} \mu_\rho(r) s f(r)(\mathcal{L}_r \mathcal{T})^*(r),
\]

where \( \mathcal{L}_r \) is an axisymmetric simplification of the full 4D transformation \( \mathcal{L}_h \). For suitable choices of wavelet and scaling generating functions (those which satisfy wavelet admissibility) these projections support exact synthesis by

\[
s f(r) = \sum_{j=0}^{j'} \sum_{j=0}^{j'} \sum_{\mathbf{R}_p} \int_{\mathbb{S}^3} \mu_\rho(r) W_s \Psi^{j, j'}(r)(\mathcal{L}_h \Psi^{j, j'})^*(r),
\]

where \( \mu_\rho(h) = d^4 h = r^2 \sin \theta \, dr \, d\theta \, d\beta \, d\gamma \) is the Haar measure on \( \mathbb{H}^{4+} \). By construction [21] this wavelet dictionary exhibits both good frequency and spatial localization, permits exact synthesis, and leverages optimal sampling theories for efficient transforms. Furthermore, by adopting adjoint Spherical-Laguerre transforms (see subsection II-A) fast adjoint 4D wavelet transforms on the ball were constructed.

C. Efficient transformations on the ball

Variational methods on the ball require an additional level of complexity over those defined on the spherical manifolds, which are already significantly computationally expensive. The forward and inverse Spherical-Laguerre transforms are computed through the FLAG\(^1\) package [21] with computational complexity \( \sim O(L^4) \), but on spin spherical harmonic transforms provided by the SSHT\(^2\) package [27], [8]. Similarly, forward and inverse wavelets transforms on the 3D ball are computed through the FLAGLET\(^3\) package [21] with computational complexity \( \sim O(N L^4) \), where \( N \in \mathbb{Z}^+ \) is the wavelet dimensionality, built on the wavelet transforms provided by the S2LET\(^4\) package [34], [14], [28], [15], [13], [35]. Both these transforms on the ball (FLAG and FLAGLET) scale at least quartically with bandlimit. Therefore, even optimally sampled transforms on the ball are very computationally expensive, motivating attention to scalable implementations.

D. Bayesian variational regularization on the ball

Consider measurements \( y \in \mathbb{R}^M \), e.g. observations on the sky with some radial component, which may be related to some intrinsic underlying field of interest on the ball \( z \in \mathbb{R}^{N x 3} \) by a sensing operator \( \Phi \in \mathbb{R}^{M \times N x 3} : z \mapsto y \). Further suppose measurements are polluted with noise \( n \), then our measurement model is generally given by \( y = \Phi x + n \), which is both

1https://astro-informatics.github.io/flag/
2https://astro-informatics.github.io/ssht/
3http://astro-informatics.github.io/flaglet/
4https://astro-informatics.github.io/s2let/
classically ill-posed in the sense of Hadamard [36] and may be seriously ill-conditioned. There are many methods for inferring \( x \) from \( y \), in this work we will consider a Bayesian variational approach, so as to benefit from the computational efficiency of variational methods (a key component on the ball) whilst retaining the principled statistical interpretation provided by Bayesian methods.

In a Bayesian sense, given a sufficient understanding of our physical system (including e.g. the forward model and the noise distribution etc.) we can assign a likelihood distribution \( P(y|x; \Phi) \), which acts as a data-fidelity constraint on our solutions. Furthermore, suppose we have some \textit{a priori} knowledge as to the nature of our latent variable, e.g. \( x \) is presumed to be sparse in a given dictionary, then we can straightforwardly define a Bayesian prior distribution \( P(x) \), which acts as a regularization functional to stabilize our inference. With these distributions defined we can construct our posterior distribution through Bayes’ theorem

\[
P(x|y; \Phi) \propto P(y|x; \Phi)P(x),
\]

where we drop the normalization term (Bayesian evidence) as it does not affect our solution, and for simplicity, is that which maximizes the posterior odds (i.e. the most likely one), called the \textit{maximum a posteriori} (MAP) solution, given by

\[
x_{\text{MAP}} \equiv \arg\max_x \{ P(x|y; \Phi) \},
\]

\[
\propto \arg\min_x \{ -\log( P(y|x; \Phi)P(x) ) \},
\]

\[
\propto \arg\min_x \{ h(x) = f(x) + g(x) \},
\]

where the second line comes from the monotonicity of the logarithm function. The final line highlights that MAP estimation, for the common class of log-concave distributions, yields convex objectives \( h(x) \), and this is equivalent to unconstrained convex optimization. Such optimization problems typically leverage 1st-order information to efficiently converge to global (from convexity) extremal solutions [37]. For convex but non-differentiable objectives (e.g. sparsity priors) gradient information is accessed through the proximal projection [38], and thus extremal solutions are efficiently recovered via proximal optimization algorithms [39], [37]. Such algorithms permit strong guarantees of both convergence and rate of convergence, however they still only recover point estimates and do not naively support uncertainty quantification.

\[ P(x \in C_{\alpha} | y; \Phi) = \int_{x \in \mathbb{R}^{N_{\beta^3}}} P(x|y; \Phi)|_{C_{\alpha}} \, dx = 1 - \alpha, \]

which is computationally intractable in high dimensional settings, such as data on the ball, even for moderate resolutions. In our method we adopt a recently derived conservative approximation (which is valid for all log-concave posteriors or convex objectives) to the highest posterior density (HPD) credible set \( C_{\alpha} \supseteq C_{\alpha} \) defined by

\[
C'_{\alpha} \subset \mathbb{C}^{N_{\beta^3}} := \left\{ x : h(x) \leq \epsilon_{\alpha} \right\},
\]

\[
\epsilon_{\alpha} = h(x_{\text{MAP}}) + \sqrt{16N \log(3/\alpha) + N}, \tag{12}
\]

which allows one to approximate \( C_{\alpha} \) with knowledge only of the MAP solution \( x_{\text{MAP}} \) and the dimension \( N_{\beta^3} \). This is a crucial realization for variational methods on complex manifolds (such as the ball), as the necessity for scalable, computationally efficient approaches is paramount. Furthermore, the approximation error is bounded above [22] thus affording sensitivity guarantees (i.e. \( \epsilon_{\alpha} \) cannot become arbitrarily larger than \( \epsilon_{\alpha} \)). The error in this approximation has been assessed in a variety of application domains [29], [40] and has been benchmarked against proximal MCMC methods [41].

A number of uncertainty quantification techniques have recently been developed which are built around this approximation, in a variety of settings, many of which exploit linearity [10] to facilitate extremely rapid computation. In this letter we consider, for the first time on the ball, perhaps the most straightforward uncertainty quantification technique, Bayesian hypothesis testing [29], [30], [42]. Bayesian hypothesis testing is conducted as follows. A feature of \( x_{\text{MAP}} \) is adjusted to construct a surrogate solution \( x_{\text{SUR}} \) from which it is determined if this solution belongs to the credible set at confidence 100(1-\alpha)% confidence. If \( x_{\text{SUR}} \) does not belong to \( C_{\alpha} \) then it necessarily does not belong to \( C_{\alpha} \) (from the conservative nature of the approximation in Equation 12) and therefore the feature is statistically significant at 100(1-\alpha)% confidence. Conversely, if \( x_{\text{SUR}} \in C_{\alpha} \) then the statistical significance of the feature of interest is indeterminate. In this letter we consider features \( \Omega \subset \mathbb{C}^{N_{\beta^3}} \) to be local sub-structure and thus hypothesis tests in this case relate to the physicality of local structure, \textit{i.e.} whether these structures are aberrations or physical signals.

One can straightforwardly leverage Bayesian hypothesis testing to constrain the maximum and minimum intensities a partition of \( x_{\text{MAP}} \) can take, such that the resulting surrogate \( x_{\text{SUR}} \) saturates the approximate level-set threshold \( \epsilon_{\alpha} \). In this sense one can recover local voxel level Bayesian error bars coined \textit{local credible intervals} [29], [30], [42], [10]. The concept of Bayesian hypothesis testing can further be leveraged to consider hypothesis tests which quantify the uncertainty in \textit{e.g.} feature location [43] and global features [31].

\[ \Phi = \mathbf{M}^{-1} \mathbf{K} \mathbf{B}^{-1} \mathbf{B}^\dagger \mathbf{K} \mathbf{B}^{-1} \mathbf{M}^\dagger \]
one finds the MAP estimate is given by
\[
x^{\text{MAP}} = \arg\min_{x \in \mathbb{R}^{n_B}} \left\{ \frac{1}{2\sigma^2} \| \Phi x - y \|^2 + \lambda \| \Psi^1 x \|_1 \right\}
\] (15)
with regularization parameter \( \lambda \in \mathbb{R}^+ \) which we marginalize over [44], to maintain a principled Bayesian interpretation.

A. Experiment details

We generate a ground truth signal \( x^{\text{TRUE}} \) by smoothing a random signal on the ball, effectively generating a pseudo-Gaussian random field, which is bandlimited at \( L \) in the angular domain and \( P = L \) along the radial line. This ground truth is mapped by \( \Phi \) to simulated observations which are subsequently polluted with \( i.i.d. \) noise, drawn from a univariate Gaussian distribution, to form simulated observations \( y \), such that the input signal to noise ratio,
\[
\text{SNR} = 20 \times \log_{10} \left( \frac{\| \Phi x^{\text{TRUE}} \|_2}{\| \Phi x^{\text{TRUE}} - y \|_2} \right),
\] (16)
is 30dB. An analogous SNR definition is used to quantify the reconstruction fidelity between \( x \) and a recovered solution \( x^* \). Both the naive inversion (SNR \( = -2.707 \)dB), and MAP (SNR \( = 10.293 \)dB) estimators are recovered, and are presented in Figure 1. Note that the variational solution is recovered in the analysis unconstrained setting through the proximal forward-backward algorithm [45], [37]. This dramatic improvement in reconstruction fidelity is compounded by the fact that our estimator also supports principled Bayesian uncertainty quantification, namely hypothesis testing of structure e.g. the diffuse, high intensity region \( \Omega \) highlighted in Figure 1 was correctly determined to be physical at 99% confidence.

IV. DISCUSSION & CONCLUSIONS

Whilst there are many methods which consider reconstruction over the 3D ball by analyzing individual concatenated spherical shells, to the best of our knowledge, this is the first article which develops variational regularization methods natively on the ball. Leveraging recent developments in probability concentration theory, we demonstrate how MAP estimation (unconstrained optimization) permits principled uncertainty quantification. Our Bayesian variational approach benefits from the computational efficiency of convex optimization whilst facilitating principled uncertainty quantification. We demonstrate that our variational approach is effective at solving seriously ill-posed and ill-conditioned inverse problems on the ball, recovering very accurate, robust estimates of the underlying ground truth. In future collaborative work we will apply these methods to more realistic simulations and observational data, for a variety of application domains. As a bi-product of this work an open-source, flexible, scalable object oriented C++ software, B3INV\(^5\) was created which is constructed on the convex optimization package SOPT\(^6\) [46], [47], [48], [49]. Additionally, fast adjoint operators which were written and collected into the FLAG and FLAGLET codebases.

\(^5\)https://github.com/astro-informatics/b3inv
\(^6\)http://astro-informatics.github.io/sopt/
