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ABSTRACT

How should a machine intelligence perform unsupervised structure discovery over streams of sensory input? One approach to this problem is to cast it as an apperception task [1]. Here, the task is to construct an explicit interpretable theory that both explains the sensory sequence and also satisfies a set of unity conditions, designed to ensure that the constituents of the theory are connected in a relational structure. However, the original formulation of the apperception task had one fundamental limitation: it assumed the raw sensory input had already been parsed using a set of discrete categories, so that all the system had to do was receive this already-digested symbolic input, and make sense of it. But what if we don’t have access to pre-parsed input? What if our sensory sequence is raw unprocessed information?

The central contribution of this paper is a neuro-symbolic framework for distilling interpretable theories out of streams of raw, unprocessed sensory experience. First, we extend the definition of the apperception task to include ambiguous (but still symbolic) input: sequences of sets of disjunctions. Next, we use a neural network to map raw sensory input to disjunctive input. Our binary neural network is encoded as a logic program, so the weights of the network and the rules of the theory can be solved jointly as a single SAT problem. This way, we are able to jointly learn how to perceive (mapping raw sensory information to concepts) and apperceive (combining concepts into declarative rules).

© 2021 The Author(s). Published by Elsevier B.V. This is an open access article under the CC BY license (http://creativecommons.org/licenses/by/4.0/).

1. Introduction

There are, broadly speaking, two approaches to interpreting the results of machine learning systems [2–4]. In one approach, post-hoc interpretation, we take an existing machine learning system, that has already been trained, and try to understand its inner state. In the other approach, designing explicit already-interpretable machine learning systems, we constrain the design of the machine learning system to guarantee, in advance, that its results will be interpretable.

In this paper, we take the second approach to unsupervised learning. Our system takes as input a temporal sequence of raw unprocessed sensory information, and produces an interpretable theory capturing the regularities in that sequence. It combines an unsupervised program synthesis system for constructing explicit first-order theories, with a binary neural net-
work that transforms raw unprocessed sensory information into symbolic information that can be accessed by the program synthesis system. Thus, the system jointly synthesizes an explanatory symbolic theory, connected to a learned, sub-symbolic perceptual front-end.

1.1. Unsupervised learning and apperception

Consider a machine, equipped with various sensors, receiving a stream of sensory information. Somehow, it must make sense of this sensory stream. But what, exactly, does “making sense” involve, and how, exactly, should it be performed?

*Unsupervised learning* occupies a curious position within the space of AI tasks in that, while it is acknowledged to be of central importance to the progress of the field, it is also frustratingly ill-defined. What, exactly, does it mean to “make sense” of unlabelled data? There is no consensus on what the problem is, let alone the solution.

*Self-supervised learning* has emerged as a well-defined sub-field within unsupervised learning [6,7]. Here, the task is to use the unlabelled sensory sequence as a source of supervised learning problems: we try to predict future states given previous states. Now, the vague under-specified unsupervised learning problem has been replaced by the well-defined task of predicting certain data points conditioned on others.

But there is more, we submit, to making sense than just predicting (or retrodicting) held-out states. Predicting future held-out states is certainly *part* of what is involved in making sense of the sensory given—but it is not, on its own, sufficient.

Recently, we proposed an alternative approach to unsupervised learning [1]. The problem of “making sense” of sequences is formalised as an *apperception task*. Here, the task is to construct an explicit theory that both explains the sequence and also satisfies a set of unity conditions designed to ensure that the constituents of the theory—the objects, properties, and propositions—are combined together in a relational structure. We developed an implementation, the Apperception Engine, and showed, in a range of experiments, how this system is able to outperform recurrent networks and other baselines on a range of tasks, including Hofstadter’s Seek Whence dataset [8].

But in our initial implementation, there was one fundamental limitation: we assumed the sensory input was provided in symbolic form. We assumed *some other system had already parsed the raw sensory input into a set of discrete categories*, so that all the Apperception Engine had to do was receive this already-digested symbolic input, and make sense of it. But what if we don’t have access to pre-parsed input? What if our sensory sequence is raw unprocessed information—a sequence of noisy pixel arrays from a video camera, for example?

1.2. Overview

Our central contribution is an approach for unsupervised learning of interpretable symbolic theories from raw unprocessed sensory data. We achieve this through a major extension of the Apperception Engine so that it is able to work from this raw input. This involves two phases. First, we extend the Apperception Engine to receive ambiguous (but still symbolic) input; sequences of disjunctions. Second, we use a neural network to map raw sensory input to disjunctive input. Our binary neural network is encoded as a logic program, so the weights of the network and the rules of the theory can be found *jointly* by solving a single SAT problem. This way, we are able to simultaneously learn how to perceive (mapping raw sensory information to concepts) and apperceive (combining concepts into rules).

We tested our system in three domains. In the first domain, the Apperception Engine learned to solve sequence induction tasks, where the sequence was represented by noisy MNIST images [9]. In the second, it learned the dynamics of Sokoban from a sequence of noisy pixel arrays. In the third, it learned to make sense of sequences of noisy ambiguous data without knowledge of the underlying spatial structure of the generative model.

This system is, to the best of our knowledge, the first system that is able to learn explicit provably correct dynamics of non-trivial games from raw pixel input. We discover that generic inductive biases embedded in our system suffice to induce these game dynamics from very sparse data, i.e. less than two dozen game traces. We see this as a step toward machines that can flexibly adapt and even synthesize their own world models [10,11], starting from raw sub-symbolic input, while organizing and representing those models in a format that humans can comprehend, debug, and verify.

In Section 3, we describe the Apperception Engine as it operates on discrete symbolic input. In Section 4, we extend the system to handle raw unprocessed input. Section 5 shows our experimental results.

2. Background

2.1. Logic programming

In this paper, we use basic concepts and standard notation from first-order logic [12] and from logic programming [13–15]. A function-free atom is an expression of the form \(p(t_1, \ldots, t_n)\), where \(p\) is a predicate of arity \(n \geq 0\) and each \(t_i\) is

---

1 Yann LeCun famously said that “If intelligence was a cake, unsupervised learning would be the cake, supervised learning would be the icing on the cake, and reinforcement learning would be the cherry on the cake. We know how to make the icing and the cherry, but we don’t know how to make the cake.” [5].
either a variable or a constant. We shall use $a, b, c, \ldots$ for constants, $X, Y, Z, \ldots$ for variables, and $p, q, r, \ldots$ for predicate symbols.

A **ground substitution** is a mapping from variables to constants. For example, applying ground substitution $\sigma = [X \mapsto a, Y \mapsto b]$ to atom $p(X, Y, X)$, written $p(X, Y, X)[\sigma]$, produces $p(a, b, a)$.

A set of first-order formulas $\alpha_1, \ldots, \alpha_n$ **entails** $\beta$, written $\alpha_1, \ldots, \alpha_n \models \beta$, if every interpretation that satisfies $\alpha_1, \ldots, \alpha_n$ also satisfies $\beta$. For details, see any standard logic textbook [12].

A **Datalog clause** is a definite clause of the form $\alpha_1 \land \ldots \land \alpha_n \rightarrow \alpha_0$ where each $\alpha_i$ is an atom and $n \geq 0$. A **Datalog program** is a set of Datalog clauses.

### 2.2. Related work

Unsupervised modelling of temporal sequences to understand and predict the underlying data-generating process is at the heart of statistics, engineering and the sciences, with countless applications. Most sequence models are probabilistic approaches and model the distribution of observed time series, allowing us to model the uncertainty and ambiguity arising from noisy measurements or partial observability. Traditionally, due to computational limitations, sequence models were informed by strong prior knowledge about particular domains and usually contained few tunable parameters, e.g. [16,17]. The advent of deep learning methods and the availability of large scale data sets has revolutionized sequence modelling [18,19] with applications in e.g. language modelling [20], model-based reinforcement learning [21] and health care [22], by incorporating general learned function approximation to replace strong prior assumptions.

Probabilistic sequence models can broadly be divided into two classes (with some overlap): **auto-regressive models** and **latent variable** models. Auto-regressive models directly capture the temporal dependencies of observed variables by modelling the distribution of each time slice conditioned on the history of observations. This results in conceptually simple and fast model training procedures using maximum-likelihood estimation, without having to commit to restrictive conditional independence assumptions [23–27]. At the same time, auto-regressive models for raw sensory data are usually large and therefore costly to evaluate at test time, hindering their application to e.g. planning problems with long-horizons where thousand of model evaluations are often necessary. Furthermore, they are usually not humanly interpretable and specifying prior domain knowledge is difficult.

Latent variable models can in principle address these shortcomings [28]. They aim to capture the statistical dependencies of time series by positing latent variables that underlie the observed data [29,30]. This latent structure is usually assumed to be simpler than the observed high-dimensional raw data, and can therefore in principle reduce the computational demands of long-range predictions, therefore facilitating applications to e.g. reinforcement learning and planning [31,32,11]. Furthermore, low-dimensional latent models are often used for finding simple, structured explanations in exploratory data analysis [33,34]. Allowing for uncertainty over latent entities in order to capture multiple hypotheses of observed phenomena comes at the price of necessitating sophisticated approaches for fitting models to data. Most approaches either apply explicit probabilistic inference to determine the distributions over latent variables from observations, or they rely on implicit or likelihood-free methods [35,36].

Modern latent variable sequence models mostly capture latent structure with contiguous variables, as this allows approximate model-fitting methods with gradient descent on parameters as a sub-routine [37,38]. However, predictions under these models are often subject to degrading fidelity with increasing prediction horizon. Although often inevitable to some degree, this effect is exacerbated by the inability of latent variables to capture discrete, or categorical structure, resulting in a “conceptual drift” in domains where the ground truth can be described by discrete concepts. Discrete (or mixed discrete-continuous [39]) latent variable models can in principle alleviate this issues [40,41], however, fitting these efficiently to data remains challenging in spite of recent progress [42,43], making them often worse models than their continuous counterparts. Nevertheless, due to their attractive properties of compactness and interpretability, recent efforts have attempted to apply them to model-based reinforcement learning [44,45].

**Neural-symbolic approaches.** Neural networks and inductive logic programming have complementary advantages and disadvantages [46]. Neural networks are robust to noisy and ambiguous input, and can scale to enormous datasets, but they are data-hungry and can fail to generalise effectively to data outside the training distribution. Inductive logic programming, by contrast, is data-efficient and can achieve strong generalisation, but is often unable to handle noisy data, and struggles to handle ambiguous data (e.g., the raw pixel data from a camera).

**Neural-symbolic computing (NeSy)** is a collection of approaches that aim to combine the best of both worlds [47–49]. In these approaches, logical inference is re-implemented in a neural network: discrete facts with values from $\{0, 1\}$ are replaced by probabilities in $[0, 1]$, and crisp logical operators (such as Boolean conjunction) are replaced by probabilistic or fuzzy functions (such as a t-norm). This approach has been applied to classical propositional logic [50,51], non-classical propositional logics and modal logics [52,53], and first-order logic [54–56].

Our approach is similar to NeSy in that both approaches share the common goal of trying to combine the best of neural and symbolic models, by unifying the noise-robustness of neural nets with the strong generalisation of symbolic methods. But they differ in how exactly to achieve that unification: while NeSy reimplements logical inference inside a neural network, our approach reimplements the neural network inside a logical system. Instead of taking the neural network as basic,
and reimplementing logical inference inside the neural network, we take the logical system as basic, and reimplement the neural network inside the logical system (see Section 4.4).

Relational reinforcement learning. Another approach that learns first-order rules to achieve strong generalisation is relational reinforcement learning [57,58]. The key difference between their approach and ours is that their learned rules are used to represent a policy, while our learned rules are used to represent the next state transition function.

3. Discrete apperception

In describing the Apperception Engine, we shall use three increasingly complex forms of sequential input. We start by assuming that the sensory sequence has already been discretised into ground atoms of first-order logic representing sensor readings. So, for example, the (discrete) fact that light sensor a is red might be represented by the atom red(a). Next, we expand to consider disjunctive input sequences. For example, to represent that sensor a is either red or orange we would represent our uncertainty by red(a) ∨ orange(a). Finally, we let go entirely of our simplifying assumption of already-discretised sensory input and consider sequences of raw unprocessed input. Consider, for example, a sequence of pixel arrays from a video camera.

3.1. Making sense of unambiguous symbolic input

Definition 1. An unambiguous symbolic sensory sequence is a sequence of sets of ground atoms. Given a sequence S = (S1, S2, ...), a state S is a set of ground atoms, representing a partial description of the world at a discrete time step t.

Example 1. Consider, the following sequence S1:10. Here there are two sensors a and b, and each sensor can be either on or off.

\[
\begin{align*}
S_1 &= \{\} \\
S_2 &= \{\text{off}(a), \text{on}(b)\} \\
S_3 &= \{\text{on}(a), \text{off}(b)\} \\
S_4 &= \{\text{on}(a), \text{on}(b)\} \\
S_5 &= \{\text{on}(b)\} \\
S_6 &= \{\text{on}(a), \text{off}(b)\} \\
S_7 &= \{\text{on}(a), \text{on}(b)\} \\
S_8 &= \{\text{off}(a), \text{on}(b)\} \\nS_9 &= \{\text{on}(a)\} \\
S_{10} &= \{\}
\end{align*}
\]

Note that there is no expectation that a sensory sequence contains readings for all sensors at all time steps. Some of the readings may be missing. In state S5, we are missing a reading for a, while in state S9, we are missing a reading for b. In states S1 and S10, we are missing sensor readings for both a and b. \(\triangleright\)

The Apperception Engine makes sense of a sensory sequence by constructing a unified theory that explains that sequence. The key notions, here, are “theory”, “explains”, and “unified”. We consider each in turn.

Definition 2. A theory is a four-tuple \((\phi, I, R, C)\) where:

- \(\phi\) is a type signature specifying the types of constants, variables, and arguments of predicates
- \(I\) is a set of initial conditions (ground atoms, well-typed according to \(\phi\))
- \(R\) is a set of rules in Datalog\(^{\omega}\), an extension of Datalog that incorporates rules describing how properties change over time
- \(C\) is a set of constraints

There are two types of rule in Datalog\(^{\omega}\). A static rule is a definite clause of the form \(\alpha_1 \land ... \land \alpha_n \rightarrow \alpha_0\), where \(n \geq 0\) and each \(\alpha_i\) is an unground atom consisting of a predicate and a list of variables. Informally, a static rule is interpreted as: if conditions \(\alpha_1, ..., \alpha_n\) hold at the current time step, then \(\alpha_0\) also holds at that time step. A causal rule is a clause of the form \(\alpha_1 \land ... \land \alpha_n \rightarrow \alpha_0\), where \(n \geq 0\) and each \(\alpha_i\) is an unground atom. A causal rule expresses how facts change over time. Rule \(\alpha_1 \land ... \land \alpha_n \rightarrow \alpha_0\) states that if conditions \(\alpha_1, ..., \alpha_n\) hold at the current time step, then \(\alpha_0\) holds at the next time step. All variables in rules are implicitly universally quantified. So, for example, \(\text{on}(X) \rightarrow \text{off}(X)\) states that for all objects \(X\), if \(X\) is currently on, then \(X\) will become off at the next-time step.

There are three types of constraint. A unary constraint is an expression of the form \(\forall X, p_1(X) \oplus ... \oplus p_n(X)\), where \(n > 1\), meaning that for all \(X\), exactly one of \(p_1(X), ..., p_n(X)\) holds.\(^2\) A binary constraint is an expression of the form \(\forall X, \forall Y, r_1(X, Y) \oplus ... \oplus r_n(X, Y)\) where \(n > 1\), meaning that for all objects \(X\) and \(Y\), exactly one of the binary relations hold. A uniqueness constraint is an expression of the form \(\forall X : t_1, \exists Y : t_2, r(X, Y)\), which means that for all objects \(X\) of type \(t_1\) there exists a unique object \(Y\) such that \(r(X, Y)\).

\(^2\) We write \(p_1(X) \oplus ... \oplus p_n(X)\) to mean exclusive disjunction between \(n\) atoms, not the application of \(n - 1\) xor operations.
Example 2. Consider the type signature $\phi = (T, O, P, V)$, consisting of types $T = \{s\}$, objects $O = \{a: s, b: s\}$, predicates $P = \{on(s), off(s), r(s, s), p_1(s), p_2(s), p_3(s)\}$, and variables $V = \{X: s, Y: s\}$. Consider the theory $\theta = (\phi, I, R, C)$, where:

$$
I = \begin{cases} 
  p_1(b) \\
  p_2(a) \\
  r(a, b) \\
  r(b, a) 
\end{cases} 
\quad R = \begin{cases} 
  p_1(X) \Rightarrow p_2(X) \\
  p_2(X) \Rightarrow p_3(X) \\
  p_3(X) \Rightarrow p_1(X) \\
  p_1(X) \rightarrow on(X) \\
  p_2(X) \rightarrow on(X) \\
  p_3(X) \rightarrow off(X) 
\end{cases} 
\quad C = \begin{cases} 
  \forall X: s, on(X) \oplus off(X) \\
  \forall X: s, p_1(X) \oplus p_2(X) \oplus p_3(X) \\
  \forall X: s, \exists Y: r(X, Y) 
\end{cases}
$$

Definition 3. Every theory $\theta = (\phi, I, R, C)$ generates an infinite sequence $\tau(\theta)$ of sets of ground atoms, called the trace of that theory. Here, $\tau(\theta) = (A_1, A_2, \ldots)$, where each $A_t$ is the smallest set of atoms satisfying the following conditions:

- $I \subseteq A_1$
- If there is a static rule $\beta_1 \land \ldots \land \beta_m \rightarrow \alpha$ in $R$ and a ground substitution $\sigma$ such that $A_t$ satisfies $\beta_i[\sigma]$ for each antecedent $\beta_i$, then $\alpha[\sigma] \in A_t$
- If there is a causal rule $\beta_1 \land \ldots \land \beta_m \Rightarrow \alpha$ in $R$ and a ground substitution $\sigma$ such that $A_{t-1}$ satisfies $\beta_i[\sigma]$ for each antecedent $\beta_i$, then $\alpha[\sigma] \in A_t$
- Frame axiom: if $\alpha$ is in $A_{t-1}$ and there is no atom in $A_t$ that is incompatible with $\alpha$ w.r.t. constraints $C$, then $\alpha \in A_t$. Two ground atoms are incompatible if there is some constraint $c$ in $C$ and some substitution $\sigma$ such that the ground constraint $c[\sigma]$ precludes both atoms being true. The intuition here is that once something is true, it keeps on being true until something else becomes true that is incompatible with it.

Note that the state transition function is deterministic: $A_t$ is uniquely determined by $A_{t-1}$.

Example 3. The infinite trace $\tau(\theta) = (A_1, A_2, \ldots)$ for the theory $\theta$ of Example 2 begins with:

$$
A_1 = \{on(a), on(b), p_2(a), p_1(b), r(a, b), r(b, a)\} \\
A_2 = \{off(a), on(b), p_3(a), p_2(b), r(a, b), r(b, a)\} \\
A_3 = \{on(a), off(b), p_1(a), p_3(b), r(a, b), r(b, a)\} \\
A_4 = \{on(a), on(b), p_2(a), p_1(b), r(a, b), r(b, a)\} \\
\ldots
$$

Note that the trace repeats at step 4. It is possible to show in general that the trace always repeats after some finite set of time steps, since the set of ground atoms is finite and the state transition of Definition 3 is Markov [1].

Next we define what it means for a theory to "explain" a sensory sequence.

Definition 4. Given finite sequence $S = (S_1, \ldots, S_T)$ and (not necessarily finite) $S'$, $S \subseteq S'$ if $S' = (S_1, S_2', \ldots)$ and $S_t \subseteq S_t'$ for all $1 \leq t \leq T$. If $S \subseteq S'$, we say that $S$ is covered by $S'$, or that $S'$ covers $S$. A theory $\theta$ explains a sensory sequence $S$ if the trace of $\theta$ covers $S$, i.e. $S \subseteq \tau(\theta)$.

In providing a theory $\theta$ that explains a sensory sequence $S$, we make $S$ intelligible by placing it within a bigger picture: while $S$ is a scanty and incomplete description of a fragment of the time-series, $\tau(\theta)$ is a complete and determinate description of the whole time-series.

Example 4. The theory $\theta$ of Example 2 explains the sensory sequence $S$ of Example 1, since the trace $\tau(\theta)$ (as shown in Example 3) covers $S$. Note that $\tau(\theta)$ "fills in the blanks" in the original sequence $S$, both predicting final time step 10, retrodicting initial time step 1, and imputing missing values for time steps 5 and 9.

In this paper, we do not focus on Kant exegesis, but do provide some key references. All references to the Critique of Pure Reason use the standard [A/B] reference system, where $A$ refers to the First Edition (1781), and $B$ refers to the Second Edition (1787). “The principle of the synthetic unity of apperception is the supreme principle of all use of the understanding” [B136]; it is “the highest point to which one must affix all use of the understanding, even the whole of logic and, after it, transcendental philosophy” [B134].
Definition 5. A trace $\tau(\theta)$ is (i) a sequence of (ii) sets of ground atoms composed of (iii) predicates and (iv) objects. For the theory $\theta$ to be unified is for unity to be achieved at each of the following four levels:

- Objects are united in space. A theory $\theta$ satisfies spatial unity if for each state $A_i$ in $\tau(\theta) = \langle A_1, A_2, \ldots \rangle$, for each pair $(x, y)$ of distinct objects, $x$ and $y$ are connected via a chain of binary atoms $\langle r_1(x,z_1), \ldots, r_n(z_{n-1}, z_n), r_{n+1}(z_n, y) \rangle$ in $A_i$. The intuition here is that every pair of objects are always connected, directly or indirectly.
- Predicates are united via constraints. A theory $\theta = \langle \phi, I, R, C \rangle$ satisfies conceptual unity if for each unary predicate $p$ in $\phi$, there is some constraint $C$ in $R$ of the form $\forall X.t. p(X) \land q(X) \Rightarrow p_{(r)}$, and for each binary predicate $r$ in $\phi$, there is either some constraint in $C$ of the form $\forall X.t_1, Y.t_2. r(X, Y) \land s(X, Y) \Rightarrow \exists Y.t_2, r(X, Y)$. The intuition here is that every predicate is connected to some other predicate via some constraint.
- Ground atoms are united into sets (states) by jointly respecting constraints and static rules. A theory $\theta = \langle \phi, I, R, C \rangle$ satisfies static unity if every state $A_i$ in $\tau(\theta) = \langle A_1, A_2, \ldots \rangle$ satisfies all the constraints in $C$ and is closed under the static rules in $R$.
- States (sets of ground atoms) are united into a sequence by causal rules. A sequence $(A_1, A_2, \ldots)$ of states satisfies temporal unity with respect to a set $R_\exists$ of causal rules if, for each $\alpha_1 \land \ldots \land \alpha_n \Rightarrow \alpha_0$ in $R_\exists$, for each ground substitution $\sigma$, for each time step $t$, if $\{\alpha_1[\sigma], \ldots, \alpha_n[\sigma]\} \subseteq A_t$, then $\alpha_0[\sigma] \in A_{t+1}$. Note that, from the definition of the trace in Definition 3, the trace $\tau(\theta)$ automatically satisfies temporal unity.

Example 5. The theory $\theta$ of Example 2 satisfies the four unity conditions since:

- For each state $A_i$ in $\tau(\theta)$, a is connected to b via the singleton chain $\langle r(a, b) \rangle$, and b is connected to a via $\langle r(b, a) \rangle$.
- The predicates of $\theta$ are on, off, $p_1, p_2, p_3, r$. Here, on and off are involved in the constraint $\forall X.s. \exists Y.t. r(X) \land q(X) \Rightarrow \exists Y.t, r(X, Y)$, while $p_1, p_2, p_3$ are involved in the constraint $\forall X.s. \exists Y.t. p_1(X) \land p_2(X) \land p_3(X)$, and $r$ is involved in the constraint $\forall X.s. \exists Y.t. r(X, Y)$.
- Let $\tau(\theta) = \langle A_1, A_2, A_3, A_4, \ldots \rangle$. It is straightforward to check that $A_1$, $A_2$, and $A_3$ satisfy each constraint in $C$. Observe that $A_4$ repeats $A_1$, and the dynamics are Markov, so all subsequent states are copies of $A_1$, $A_2$, and $A_3$. Hence, every state in the infinite sequence $\tau(\theta)$ satisfies each constraint.
- Temporal unity is automatically satisfied by the definition of the trace $\tau(\theta)$ in Definition 3.

Now we are ready to define the central notion of “making sense” of a sequence.

Definition 6. A theory $\theta$ makes sense of a sensory sequence $S$ if $\theta$ explains $S$, i.e. $S \subseteq \tau(\theta)$, and $\theta$ satisfies the four conditions of unity of Definition 5.

Example 6. The theory $\theta$ of Example 2 explains the sensory sequence $S$ of Example 1, since $S \subseteq \tau(\theta)$ (Example 4) and $\theta$ satisfies the four conditions of unity (Example 5).

Definition 7. The input to an apperceiptic task is a triple $(S, \phi, C)$ consisting of a sensory sequence $S$, a suitable type signature $\phi$, and a set $C$ of (well-typed) constraints such that (i) each predicate in $S$ appears in some constraint in $C$ and (ii) $S$ can be extended to satisfy $C$: there exists a sequence $S'$ covering $S$ such that each state in $S'$ satisfies each constraint in $C$.

Given such an input triple $(S, \phi, C)$, the simple apperceiptic task is to find the lowest cost theory $\theta = \langle \phi', I, R, C' \rangle$ such that $\phi'$ extends $\phi$, $C' \supseteq C$, and $\theta$ makes sense of $S$. (Note that $C'$ extends $C$, adding additional constraints between invented predicates). Here, the cost of $\theta$ is just the total number of ground atoms in $I$ plus the total number of unground atoms in the rules of $R$.

Example 7. Recall that theory $\theta$ of Example 2 makes sense of the sequence from Example 1. Now consider an alternative theory based on the type signature $\phi_2 = \langle T_2, O_2, P_2, V_2 \rangle$, where $T_2 = \{s\}$, $O_2 = \{a:s, b:s, c:s\}$, $P_2 = \{\text{on}(s), \text{off}(s), \text{right}(s, s)\}$, and $V_2 = \{X:s, Y:s\}$. Let the alternative theory $\theta_2 = \langle \phi_2, I_2, R_2, C_2 \rangle$ where

$$I_2 = \{\text{on}(a), \text{on}(b), \text{right}(a, b), \text{right}(b, c), \text{off}(c), \text{right}(c, a)\}$$

---

4. Strictly speaking, since traces are composed of purely syntactic entities, we really mean constants not objects, throughout.
5. See [B203]. See also the Third Analogy [A211-215/B256-262].
6. See [A103-11]. See also: “What form of disjunctive judgement may do is contribute to the acts of forming categorical and hypothetical judgements the perspective of their possible systematic unity”, [59, p.105].
7. See the schema of community [A144/B183-4].
8. See the schema of causality [A144/B183].
\[ R_2 = \{ \text{right}(X, Y) \land \text{off}(X) \Rightarrow \text{off}(Y), \text{right}(X, Y) \land \text{on}(X) \Rightarrow \text{on}(Y) \} \]

\[ C_2 = \{ \forall X: \text{sensor}, \text{on}(X) \oplus \text{off}(X), \forall Y: \text{sensor}, \text{right}(X, Y) \} \]

Now \( \theta_2 \) also makes sense of the sensory sequence \( S \) from Example 1. But while \( \theta \) used three invented predicates \( (p_1, p_2, \text{and } p_3) \), \( \theta_2 \) makes use of an invented object, \( c \), postulated to explain the sensory sequence more concisely. Note that while \( \theta \) has cost 16, \( \theta_2 \) has cost 12. 

3.2. The Apperception Engine

Next, we describe how our system, the Apperception Engine, solves apperception tasks. Given as input an apperception task \((S, \phi, C)\), the engine searches for a type signature \( \phi' \) and a theory \( \theta = (\phi', I, R, C') \) such that \( \phi' \) extends \( \phi \), constraints \( C' \supseteq C \) and \( \theta \) is a unified interpretation of \( S \). We use the type signature to constrain the set of available theories, as type-checking has been shown to drastically reduce the search space in program synthesis tasks [60].

A template is a structure for circumscribing a large but finite set of theories. It is a type signature together with constants that bound the complexity of the rules in the theory.

The Apperception Engine enumerates templates of increasing complexity. For each template, it finds the theory with the lowest cost that satisfies the conditions of unity. If it finds such a theory, it stores it. When it has run out of processing time, it returns the lowest cost theory it has found from all the templates it has considered.

The most complex part of the process is finding, for a given template, a lowest cost theory that both explains the given sensory sequence and also satisfies the four unity conditions. In order to jointly abduce a set \( I \) (of initial conditions) and induce sets \( R \) and \( C \) (of rules and constraints), we implement a Datalog interpreter in Answer Set Programming (ASP). This interpreter takes a set \( I \) of atoms (reified as a set of ground ASP terms) and sets \( R \) and \( C \) of rules and constraints (also reified as terms), and computes the trace of the theory \( \tau(\theta) = (S_1, S_2, \ldots) \) up to a finite time limit.

We implement the conditions of unity as ASP constraints, and we implement the cost minimization as an ASP program that counts the number of atoms in each rule and in each initialisation atom in \( I \), and uses an ASP weak constraint [61] to minimize this total. Then we generate ASP programs representing the sequence \( S \), the initial conditions, the rules and constraints. We combine the ASP programs together and ask the ASP solver (clingo [62]) to find a lowest cost solution. (There may be multiple solutions that have equally lowest cost; the ASP solver chooses one of them). We extract a readable interpretation \( \theta \) from the ground atoms of the answer set. We do not go into more detail, for reasons of space.\(^9\) The source code is available at https://github.com/RichardEvans/apperception.

4. Raw apperception

In this section, we extend the Apperception Engine so that it can handle raw unprocessed sensory input. This is the central contribution of the paper. First, we shall define what it means to make sense of a disjunctive sensory sequence. Second, we shall show how to use a neural network to transform raw unprocessed sensory input into a disjunctive sensory sequence.

4.1. Making sense of disjunctive symbolic input

In this section, we extend the Apperception Engine to handle disjunctive sensory input.

Definition 8. A disjunctive input sequence is a sequence of sets of disjunctions of ground atoms.

A disjunctive input sequence generalises the input sequence of Section 3.1 to handle uncertainty. Now if we are unsure if a sensor \( a \) satisfies predicate \( p \) or predicate \( q \), we can express our uncertainty as \( p(a) \lor q(a) \).

Example 8. Consider, for example, the following sequence \( D_{1:10} \). This is a disjunctive variant of the unambiguous sequence from Example 1. Here there are two sensors \( a \) and \( b \), and each sensor can be on or off.

\[
\begin{align*}
D_1 &= \{ \} & D_2 &= \{ \text{off}(a), \text{on}(b) \} & D_3 &= \{ \text{off}(a) \lor \text{on}(a), \text{off}(b) \} \\
D_4 &= \{ \text{on}(a), \text{on}(b) \} & D_5 &= \{ \text{off}(a) \lor \text{on}(a), \text{on}(b) \} & D_6 &= \{ \text{on}(a), \text{off}(b) \} \\
D_7 &= \{ \text{on}(a), \text{on}(b) \} & D_8 &= \{ \text{off}(a), \text{on}(b) \} & D_9 &= \{ \text{off}(a) \lor \text{on}(a) \} \\
D_{10} &= \{ \} 
\end{align*}
\]

\( D_{1:10} \) is weaker than \( S_{1:10} \) from Example 1, as each \( D_i \) is entailed by \( S_i \), but not vice-versa. Observe that \( D_3 \) is unsure whether \( a \) is on or off, while in \( S_3 \) \( a \) is definitely on. \( \triangleright \)

\(^9\) For more information, see [1].
Recall that the \( \subseteq \) relation describes when one (finite) sequence is covered by another. We extend the \( \subseteq \) relation to handle disjunctive input sequences in the first argument.

**Definition 9.** Let \( D = (D_1, \ldots, D_T) \) be a (finite) disjunctive input sequence and \( S \) be an input sequence. \( D \subseteq S \) if \( S \) contains a finite subsequence \( (S_1, \ldots, S_T) \) such that \( S_i \models D_i \) for all \( i = 1 \ldots T \).

**Example 9.** The theory \( \theta \) of Example 2 explains the disjunctive sequence \( D \) of Example 8, since the trace \( \tau(\theta) \) (as shown in Example 3) covers \( D \). For example, \( D_3 = \{ \text{off}(a) \lor \text{on}(a), \text{off}(b) \} \), the trace of \( \theta \) at time-step 3 is \( A_3 = \{ \text{on}(a), \text{off}(b), p_1(a), p_3(b), r(a, b), r(b, a) \} \), and \( A_3 \models D \).

The disjunctive apperception task generalises the simple apperception task of Definition 7 to disjunctive input sequences.

**Definition 10.** The input to a disjunctive apperception task is a triple \((D, \phi, C)\) consisting of a disjunctive input sequence \(D\), a suitable type signature \(\phi\), and a set \(C\) of (well-typed) constraints such that (i) for each disjunction featuring predicates \(p_1, \ldots, p_n\), there exists a constraint in \(C\) featuring each of \(p_1, \ldots, p_n\), (ii) \(D\) can be extended to satisfy \(C\).

Given such an input triple \((D, \phi, C)\), the **disjunctive apperception task** is to find a lowest cost theory \( \theta = (\phi', I, R, C') \) such that \(\phi'\) extends \(\phi\), \(C' \supseteq C\), \(D \subseteq \tau(\theta)\), and \(\theta\) satisfies the four unity conditions of Definition 5. (Note that the unity conditions carry over entirely unchanged when we move from a simple to a disjunctive apperception task).

### 4.2. Making sense of raw input

The reason for introducing the disjunctive apperception task is as a stepping stone to the real task of interest: making sense of sequences of raw uninterpreted sensory input.

**Definition 11.** Let \( \mathcal{R} \) be the set of all possible raw inputs. A **raw input sequence** of length \( T \) is a sequence \((r_1, \ldots, r_T)\) in \( \mathcal{R}^T \). Here \( \mathcal{R} \) is the set of all possible raw inputs for a single time step, e.g. the set of all \( 20 \times 20 \) binary pixel arrays.

A raw apperception framework uses a neural network \( \pi_w \), parameterised by weights \( w \), to map subregions of each \( r_i \) into subsets of classes \( \{1, \ldots, n\} \). Then the results of the neural network are transformed into a disjunction of ground atoms, transforming the raw input sequence into a disjunctive input sequence.

**Definition 12.** A **raw apperception framework** is a tuple \((n, \pi_w, \Delta, \phi, C)\), where:

- \(n\) is the number of classes that the perceptual classifier \( \pi_w \) uses
- \(\pi_w\) is a neural network, a multilabel classifier mapping subregions of \( r_i \) to subsets of \( \{1, \ldots, n\} \); \(\pi\) is parameterised by weight vector \(w\)
- \(\Delta\) is a “disjunctifier” that converts the results of the neural network \(\pi_w\) into a set of disjunctions; it takes as input the result of repeatedly applying \(\pi_w\) to the \(N\) subregions \(\{p_1^1, \ldots, p_N^1\}\) of \(r_i\), and produces as output a set of \(N\) disjunctions of ground atoms
- \(\phi\) is a type signature
- \(C\) is a set of constraints

The input to a raw apperception task is a raw sequence together with a raw apperception framework. Given sequence \(r = (r_1, \ldots, r_T)\) and framework \((n, \pi_w, \Delta, \phi, C)\), the **raw apperception task** \(^\text{11}\) is to find the lowest cost weights \(w\) and theory \(\theta\) such that \(\theta\) is a solution to the disjunctive apperception task \(\langle(D_1, \ldots, D_T), \phi, C \rangle\) where \(D_i = \Delta(\pi_w(p_i^1), \ldots, \pi_w(p_i^N))\).

The best \((\theta, w)\) pair is:

\[
\arg\max_{\theta, w} \log p(\theta) + \sum_{i=1}^T \sum_{j=1}^N \log \frac{1}{|\{p \in P | k_j^i \in \pi_w(p)\}|}
\]

where \(P = \{p_i^j | i = 1 \ldots T, j = 1 \ldots N\}\) is the union of the subregions appearing at each position \(j\) and at each time-step \(i\), and \(k_j^i\) is the atom in the \(i\)th state of \(\tau(\theta)\) that represents the class of the object in region \(j\).

The intuition here is that \(p(\theta) \propto \exp^{-\text{cost}(\theta)}\) represents the prior probability of the theory \(\theta\), while the second term penalises the neural network \(\pi_w\) for mapping many elements to the same class. In other words, it prefers highly selective

---

\(^\text{10}\) This repeated application of the same neural net to each subregion is inspired by the convolutional neural network \([63]\).

\(^\text{11}\) For concrete examples of this rather abstract definition, see Sections 5.2.2 and 5.3.3.
classes, minimising the number of elements that are assigned by $\pi_w$ to the same class. This particular optimisation can be justified using Bayes theorem, as we now show.

4.3. Finding the most probable interpretation

We are given a raw sequence $r = (r_1, \ldots, r_T)$ together with a raw framework $(\pi, \pi_w, \Delta, \phi, C)$, where neural network $\pi$ is parameterised by weight vector $w$. We want to find the most probable theory $\theta$ and weights $w$ given our raw input sequence $r$:

$$\arg\max_{\theta, w} p(\theta, w | r)$$

By Bayes rule, this is equivalent to

$$\arg\max_{\theta, w} \frac{p(r | \theta, w) \cdot p(\theta, w)}{p(r)}$$

Since the denominator does not depend on $\theta$ or $w$, this is equivalent to:

$$\arg\max_{\theta, w} p(r | \theta, w) \cdot p(\theta, w)$$

Assuming the priors of $\theta$ and $w$ are independent, $p(\theta, w)$ can be decomposed to get:

$$\arg\max_{\theta, w} p(r | \theta, w) \cdot p(\theta) \cdot p(w)$$

Let us assume the prior $p(w)$ on the weight vector is uniform, so can be dropped:

$$\arg\max_{\theta, w} p(r | \theta, w) \cdot p(\theta)$$

Let the trace $\tau(\theta) = (A_1, A_2, \ldots, A_T)$. Since $\tau(\theta)$ is deterministically generated from the theory $\theta$, $p(r | \theta, w) = p(r, \tau(\theta) | \theta, w)$. As the dynamics are Markov, $p(r(\theta) | \theta, w) = p(A_1 | \theta, w) \cdot \prod_{i=2}^T p(A_i | A_{i-1}, \theta, w)$. Together with each $r_i$ being conditionally independent of $r_{i-1}$ given $\theta$, we get:

$$p(r | \theta, w) = p(r, \tau(\theta) | \theta, w)$$

$$= p(A_1 | \theta, w) \cdot p(r_1 | A_1, \theta, w) \cdot \prod_{i=2}^T p(A_i | A_{i-1}, \theta, w) \cdot p(r_i | A_i, \theta, w)$$

$$= p(A_1 | \theta, w) \cdot \prod_{i=2}^T p(A_i | A_{i-1}, \theta, w) \cdot \prod_{i=1}^T p(r_i | A_i, \theta, w)$$

This enables us to rewrite Formula (5) as:

$$\arg\max_{\theta, w} p(\theta) \cdot p(\tau(\theta) | \theta, w) \cdot \prod_{i=1}^T p(r_i | A_i, \theta, w)$$

Since the latent symbolic trace $\tau(\theta)$ is deterministically generated from the theory $\theta$, $p(\tau(\theta) | \theta, w) = 1$, and we can remove this term to get:

$$\arg\max_{\theta, w} p(\theta) \cdot \prod_{i=1}^T p(r_i | A_i, \theta, w)$$

Since $r_i$ is conditionally independent of $\theta$ given $A_i$ and $w$, we can rewrite to:

$$\arg\max_{\theta, w} p(\theta) \cdot \prod_{i=1}^T p(r_i | A_i, w)$$
Assuming raw data $r_i$ can be decomposed into disjoint non-overlapping subregions $p_i^1, \ldots, p_i^N$, we can rewrite to:

$$
\arg \max_{\theta, \mathbf{w}} p(\theta) \cdot \prod_{i=1}^T \prod_{j=1}^N p(p_i^j \mid A_i, \mathbf{w})
$$

(9)

Assume that subregion $p_i^j$ is stochastically sampled conditioned on the latent $k_i^j$ in $A_i$. Here, $k_i^j$ is an atom featuring a class label from $\{1, \ldots, n\}$ representing the type of object in region $j$ at time $i$. Assume the raw subregions are sampled uniformly. Then the probability of the particular subregion $p_i^j$ is 1 divided by the number of subregions that are mapped to class $k_i^j$:

$$
p(p_i^j \mid A_i, \mathbf{w}) = p(p_i^j \mid k_i^j, \mathbf{w}) = \frac{1}{\{p \in P \mid k_i^j \in \pi_w(p)\}}
$$

(10)

where $P = \{p_i^j \mid i = 1..T, j = 1..N\}$ is the union of the subregions appearing at each position $j$ and at each time-step $i$.

Substituting Equation (10) in Formula (9) gives:

$$
\arg \max_{\theta, \mathbf{w}} p(\theta) \cdot \prod_{i=1}^T \prod_{j=1}^N \frac{1}{\{p \in P \mid k_i^j \in \pi_w(p)\}}
$$

(11)

Since log(.) is monotonic, we can rewrite to:

$$
\arg \max_{\theta, \mathbf{w}} \log p(\theta) + \sum_{i=1}^T \sum_{j=1}^N \log \frac{1}{\{p \in P \mid k_i^j \in \pi_w(p)\}}
$$

(12)

The left summand of Equation (12) represents the prior probability of theory $\theta$. We assume $p(\theta) \propto 2^{-\text{len}(\theta)}$. The right summand is maximum when the fewest raw images $p$ are assigned to each class $k_i^j$. Optimizing this value means preferring lots of highly selective classes over high entropy classes. Other approaches which also seek to minimize entropy include [54–66].

### 4.4. Applying the Apperception Engine to raw input

In the experiments that follow, we use a binary neural network [67–71] for our parameterised perceptual classifier. Binary neural networks (BNNs) are increasingly popular because they are more efficient (both in memory and processing) than standard artificial neural networks. But our interest in BNNs is not so much in their resource efficiency as in their discreteness.

In the BNNs that we use [70], the node activations and weights are all binary values in $\{0, 1\}$. If a node has $n$ binary inputs $x_1, \ldots, x_n$, with associated binary weights $w_1, \ldots, w_n$, the node is activated if the total sum of inputs $\text{xnor}$-ed with their weights is greater than or equal to half the number of inputs. In other words, the node is activated if

$$
\sum_{i=1}^n [x_i = w_i] \geq \left\lfloor \frac{n}{2} \right\rfloor
$$

Because the activations and weights are binary, the state of the network can be represented by a set of atoms, and the dynamics of the network can be defined as a logic program.\footnote{See the Supplementary Material for the details of how the binary neural network is implemented in ASP.} This means we can combine the low-level perception task (of mapping raw data to concepts) and the high-level apperception task (of combining concepts into rules) into a single logic program in ASP, and solve both simultaneously using SAT.

### 4.5. Example

Suppose we start with the simple sequence $\text{abababababab} \ldots$ We shall re-present this alphabetic sequence as a sequence of bit vectors, letting $a$ be represented by either 00 or 01, and $b$ be represented by either 10 or 11. Using this encoding, one possible representation of $\text{abab}$ is 00, 10, 01, 11, 01, 10.

When this sequence of bit vectors is given to the Apperception Engine, the engine needs to jointly learn a perceptual classifier (that groups the bit vectors into classes, thereby transforming raw data into ground atoms), and a theory (that explains how the ground atoms change over time). For this simple problem, a suitable raw apperception framework is:
The binary neural network maps each bit vector to a distribution over the classes $p$ and $q$. The disjunctifier turns the network's output into a ground atom, $p(s)$ or $q(s)$. The Apperception engine takes the sequence of sets of ground atoms, and produces a theory that explains how the atoms change over time.

The network is parameterized by weights $w$, and the theory is represented by $\theta$. The best $\theta, w$ pair found by the Apperception engine is shown in Figs. 1 and 2. The theory $\theta$ states that $p(s)$ is true initially, and then $s$ alternates between $p$ and $q$ according to the rules $p(X) \rightarrow q(X)$ and $q(X) \rightarrow p(X)$. This theory produces the sequence $\{p(s), q(s), p(s), q(s), p(s), q(s), \ldots\}$. Thus, the engine has recaptured the original sequence $ababab$, but with $a$ replaced by $p$, and $b$ replaced by $q$.

The log probability of this interpretation, according to Equation (12), depends on two factors: the size of the theory and the number of bit vectors that are assigned to the same class. In this case, the size of the theory is 5 (as there is one ground atom in the initial conditions, and four atoms in the rules). Since the network assigns two bit vectors to class $p$ and two to class $q$. 

---

**Fig. 1.** Interpreting the simple example of Section 4.5. The binary neural network maps each bit vector to a distribution over the classes $p$ and $q$. The disjunctifier turns the network's output into a ground atom, $p(s)$ or $q(s)$. The Apperception engine takes the sequence of sets of ground atoms, and produces a theory that explains how the atoms change over time.

**Fig. 2.** A simple binary neural network with no hidden layers that solves the simple worked example of Section 4.5. The weights of the network are shown on the left, and the mapping produced by the network is shown on the right. Note that two of the weights are unlabelled, as these weights can be either 0 or 1, without affecting the result.

- $n = 2$, since there are two classes. We shall call these classes $p$ and $q$. Note that these classes $p$ and $q$ are distinct from the original labels $a$ and $b$. Here, $p$ and $q$ are the predicates that the Apperception engine uses to make sense of the raw data, as opposed to the original class labels $a$ and $b$, which are not available to the engine.
- $\pi_w$ is a binary neural network mapping bit vectors (of length 2) to vectors (also of length 2, but this time representing the distribution over the classes $p$ and $q$). In this simple example, the neural network does not need any hidden layers. (For examples that require networks with hidden layers, see Sections 5.1, 5.2, and 5.3.)
- $\Delta$ is a “disjunctifier” that converts the results of the neural network $\pi_w$ into a set of disjunctions. In this case, if the network outputs $p = 1, q = 0$ then the disjunctifier produces $p(s)$; otherwise, it produces $q(s)$. (Note there are no ambiguities in the input, and hence no disjunctions needed for this simple example. For examples that use disjunctions, see Sections 5.1, 5.2, and 5.3.)
- $\phi$ is a type signature with one object $s$, and two unary predicates $p$ and $q$.
- $C = \{\forall X, p(X) \oplus q(X)\}$

The network is parameterized by weights $w$, and the theory is represented by $\theta$. The best $\theta, w$ pair found by the Apperception engine is shown in Figs. 1 and 2. The theory $\theta$ states that $p(s)$ is true initially, and then $s$ alternates between $p$ and $q$ according to the rules $p(X) \rightarrow q(X)$ and $q(X) \rightarrow p(X)$. This theory produces the sequence $\{p(s), q(s), p(s), q(s), p(s), q(s), \ldots\}$. Thus, the engine has recaptured the original sequence $ababab$, but with $a$ replaced by $p$, and $b$ replaced by $q$.

The log probability of this interpretation, according to Equation (12), depends on two factors: the size of the theory and the number of bit vectors that are assigned to the same class. In this case, the size of the theory is 5 (as there is one ground atom in the initial conditions, and four atoms in the rules). Since the network assigns two bit vectors to class $p$ and two to class $q$. 
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**Fig. 1.** Interpreting the simple example of Section 4.5. The binary neural network maps each bit vector to a distribution over the classes $p$ and $q$. The disjunctifier turns the network’s output into a ground atom, $p(s)$ or $q(s)$. The Apperception engine takes the sequence of sets of ground atoms, and produces a theory that explains how the atoms change over time.

**Fig. 2.** A simple binary neural network with no hidden layers that solves the simple worked example of Section 4.5. The weights of the network are shown on the left, and the mapping produced by the network is shown on the right. Note that two of the weights are unlabelled, as these weights can be either 0 or 1, without affecting the result.
Thus, the total log probability for this theory is $-5 + -6 = -11$.

Consider, by way of contrast, an alternative degenerate interpretation that maps all four bit vectors to $p$ and none to $q$. The theory for this degenerate interpretation is just:

$$I = \{ p(s) \}$$

$$R = \{ \}$$

$$C = \{ \forall X \cdot p(X) \oplus q(X) \}$$

This interpretation is the great leveller, blurring all distinctions. Since it sees all bit vectors as essentially the same, it does not need to postulate rules to explain how things change, as it doesn’t perceive any change.

The degenerate interpretation has a shorter theory of size 1, but the second summand in Equation (12) fares worse, since four vectors are assigned the same class:

$$\sum_{i=1}^{T} \sum_{j=1}^{N} \log_{2} \frac{1}{|\{p \in P \mid k^j \in \pi_w(p)\}|} = 6 \cdot \log_{2} \left( \frac{1}{2} \right) = -6$$

The total log probability for the degenerate theory is $-1 + -12 = -13$.

Thus, the first theory gets a better score (-11) than the degenerate theory (-13). Further, as the length of the sequence increases, the difference between the two theories increases linearly. Thus, Equation (12) prefers the interpretation that makes more fine-grained discriminations, even if the theory needed to explain how the fine-grained classifications change is more complex.

This is, of course, a simplified example for expository purposes. For a more complex example along the same lines, where some of the bit vectors are ambiguous, and where the system is not provided with the length of the bit vectors, see Section 5.3.

5. Experiments

5.1. Seek Whence with noisy images

The Seek Whence dataset is a set of challenging sequence induction problems designed by Douglas Hofstadter [8]. In each problem, you are given a sequence of symbols, and have to predict the next symbol in the sequence. For example:

- 2, 2, 2, 3, 2, 2, 3, 2, 2, 3, 3, ...
- 1, 6, 2, 6, 3, 6, 6, 6, 6, 6, 6, ...
- 1, 0, 1, 1, 1, 1, 2, 1, 1, 3, 1, 4, 1, ...

Hofstadter called the third sequence the “theme song” of the Seek Whence project because of its difficulty. There is a “perceptual mirage” in the sequence because of the sub-sequence of five 1’s in a row that makes it hard to see the intended pattern: $(1, x, 1)^*$ for increasing $x$.

5.1.1. The data

In Hofstadter’s original dataset, the sequences are lists of discrete symbols. In our modified dataset, we replaced each discrete symbol with a corresponding MNIST image.

To make it more interesting (and harder), we deliberately chose particularly ambiguous images. Consider Fig. 3a. Here, the leftmost image could be a 0 or a 2, while the next could be a 5 or possibly a 6. Of course, we humans are unphased by these ambiguities because the low Kolmogorov complexity [72] of the high-level symbolic sequence helps us to resolve the ambiguities in the low-level perceptual input. We would like our machines to do the same.

For each sequence, the held-out data used for evaluation is a set of acceptable images, and a set of unacceptable images, for the final held-out time step. See Fig. 3. We provide a slice of the sequence as input, and use a held-out time step for evaluation. If the correct symbol at the held-out time step is $s$, then we sample a set of unambiguous images representing $s$ for our set of acceptable next images, and we sample a set of unambiguous images representing symbols other than $s$ for our set of unacceptable images.

5.1.2. The model

In this experiment, we combined the Apperception Engine with a three-layer perceptron with dropout that had been pre-trained to classify images into ten classes representing the digits 0 – 9. For each image, the network produced a probability distribution over the ten classes.
We chose a threshold (0.1), and stipulated that if the probability of a particular digit exceeded the threshold, then the image possibly represents that digit. According to this threshold, some of the images (the first, second, and sixth) of Fig. 4a are ambiguous, while others (the third, fourth, and fifth) are not.

Our pre-trained neural network MNIST classifier has effectively turned the raw Apperception task into a disjunctive apperception task. Once the input has been transformed into a sequence of disjunctions, we apply the APPERCEPTION ENGINE to resolve the disjunctions and find a unified theory that explains the sequence.

In terms of the formalism of Section 4.2, the raw input \( r = (r_1, \ldots, r_T) \) is a sequence of MNIST images from \([0, 1]^{28 \times 28}\). The framework \( (n, \pi_w, \Delta, \phi, C) \) consists of:

- \( n = 10 \), representing the digits '0'–'9'
- \( \pi_w \), a pre-trained MNIST classifier with frozen weights \( w \)
- \( \Delta \) takes the output of the pre-trained MNIST classifier, and produces a single disjunction of all the classes for which the network outputs a probability that is above the threshold
- A type signature \( \phi = (T, O, P, V) \) consisting of two types: sensors and integers, and two predicates: \( \text{value}(\text{sensor}, \text{int}) \) representing the numeric value of a sensor, and \( \text{succ}(\text{int}, \text{int}) \) representing the successor relation
- \( C \) contains one constraint that insists that every sensor always has exactly one numeric value

The input type signature \( \phi \) and initial constraints \( C \) are:

\[
\phi = \begin{cases} 
T = \{\text{sensor, int}\} \\
O = \{s: \text{sensor, 0:int, 1:int, 2:int, \ldots}\} \\
P = \{\text{value}(\text{sensor, int}), \text{succ}(\text{int, int})\} \\
V = \{X: \text{sensor, N:int}\} \\
C = \{ \forall X: \text{sensor}, \exists! N: \text{int} \text{value}(X, N) \}
\end{cases}
\]

We ran the APPERCEPTION ENGINE on a standard Unix desktop, allowing 4 hours for each sequence. Fig. 4 shows some results.

5.1.3. Understanding the interpretations

Fig. 5a shows the unified theory found for the “theme song” sequence, while Fig. 5b shows the interpretation in detail.

Let us use try to understand, in detail, why the APPERCEPTION ENGINE believes the bottom MNIST image in Fig. 5a (at time step 13) should be interpreted as a '1', rather than a '6'. According to the neural network, the image could either be classified as a '1' or a '6'. In fact, the network thinks it is rather more likely to be a '6'. Nevertheless, the overall assessment of the APPERCEPTION ENGINE is that the image represents a '1'. Why is this?
Interpreting \textit{Seek Whence} sequences from raw images. Each MNIST image is passed to a pre-trained neural network classifier that emits a distribution over the digits 0–9. A threshold of 0.1 is applied to the probability distribution, generating a disjunction over the values of the sensor. For example, the disjunction \(0 \lor 6\) is short-hand for \(\text{value}(s,0) \lor \text{value}(s,6)\). The sequence of disjunctions is passed to the \textsc{Apperception Engine}, which produces a unified theory that resolves the disjunctions and explains the sequence. The predicates \textit{value} and \textit{succ} are provided to the system, while all other predicates are invented.

At a high level, the explanation for this interpretation is that the whole sequence exhibits a particular regularity described by a single general pattern with low Kolmogorov complexity, and that, given this overall structure, the best way to read the final symbol is as a ‘1’ rather than as a ‘6’.

More specifically, Fig. 5a describes the following simple process: the sensor is a read-write head that moves between three cells, in a cycle. These cells are \(o_1\), \(o_2\), and \(o_3\), which are placed in the order: \(o_1\), \(o_3\), \(o_2\). Initially, cells \(o_1\) and \(o_2\) have value 1, while cell \(o_3\) has value 0. The head reads the value of the current cell, and writes it onto an output tape. When the
Fig. 5. Interpreting the sequence 1, 0, 1, 1, 1, 1, 1, 2, 1, 1, 3, 1, 1, 4, 1, ...

head moves over the middle cell (o_3), it increments the value of that cell. When it moves over either of the other two cells, its value remains unchanged.

Note that the only predicates that are given to the Apperception Engine are value (provided by the neural network) and the succ relation (provided as prior knowledge). Every other predicate is invented, its meaning entirely determined by its inferential role in the rules and constraints of the theory in which it is embedded.
Now, at this particular moment (time step 15 of Fig. 5a), the read-write head is on the cell $o_2$. This cell has value 1. So the sensor must be reading a ‘1’ rather than a ‘6’. There is no comparably simple theory that makes sense of the data which resolves the final image to a ‘6’. So, given the plausibility (simplicity) of the whole theory that explains all the data, we are compelled to interpret the image as a ‘1’.

5.1.4. The baselines

Given the raw input to the APPERCEPTION ENGINE, neural models are the most appropriate baselines for comparison. However, the modes of operation of these two systems differ greatly. The APPERCEPTION ENGINE outputs a compact theory which aims to fully explain the sequence, making these rules useful for prediction, imputation, retrodiction as well as explanation. With a neural model, it is hard to induce a verifiably correct and explainable theory. However, we can compare it to the APPERCEPTION ENGINE in terms of their predictive capabilities.

In order to make a fair “like-for-like” comparison between the neural baseline and the APPERCEPTION ENGINE, we impose the following requirements on the baseline:

- It must learn using self-supervision, predicting future time-steps from earlier time-steps.
- It must be able to work with variable-length data, since the different trajectories are of different lengths.
- It must be able to handle noisy or ambiguous data, since the raw data in all three of our experiments is noisy and ambiguous.

These requirements imply we should use a model from the Recurrent Neural Network family of models, of which we opt for the Long Short-Term Memory (LSTM) [73], given its stable and favourable performance.

However, given that the APPERCEPTION ENGINE is able to induce a meaningful theory from a single sequence, we also want to compare how well the baseline LSTM fares with:

- learning from small amount of data, since the APPERCEPTION ENGINE is able to learn from a handful of data.
- interpretability, which, though we cannot fully achieve with a neural model, can be incorporated into a model which can induce an explainable representation of the next state. This provides explainability at the level of the state only, as the state transition function itself remains opaque and inscrutable.

These two added dimensions enable us to compare APPERCEPTION ENGINE and the baseline(s) on fairer grounds by:

- learning from an increasing amount of data
- employing two baseline variations, differing in their ability to produce an interpretable representation of the next state:
  i) the vanilla LSTM, which does not produce an interpretable state at all and is a purely auto-regressive model, predicting the next raw sensory image from the previous ones, and ii) a latent state LSTM using a relaxed discrete distribution as a bottleneck, in which an LSTM encodes an almost discrete representation of the next state, before being decoded into a raw sensory output. Note these two baselines have the same number of hyperparameters.

We will abide by these desiderata, making slight adjustment on the Seek Whence task to ensure fair comparison and same testing conditions for both systems. Concretely, here we only compare the APPERCEPTION ENGINE to the vanilla LSTM, and do not compare it to the latent state LSTM. This is because since the APPERCEPTION ENGINE uses a pre-trained MNIST model to classify digits, providing the pre-trained MNIST model to the vanilla LSTM too obviates the need for an interpretable latent state, as the baseline is effectively predicting an already interpretable digit label from previous digit labels.

We opted for this approach on the Seek Whence task only, since we can utilise the pre-trained MNIST model to produce the target for the next sequence element. This is possible because we do not retrain the MNIST model, as training would otherwise lead to unstable learning, and degenerate solutions, which we observed in our earlier experiments.
The vanilla LSTM model, depicted in Fig. 6, is using the same pre-trained MNIST model and an LSTM with 10 hidden units. It is optimised with the Adam optimiser [74] with a learning rate of 0.01. Every experiment is repeated 10 times on different random seeds, and the presented results are averaged over these 10 seeds.

5.1.5. Results

Our Seek Whence experiments contained 10 sequences:

For each symbolic sequence, we generated multiple MNIST image sequences. To generate an MNIST image sequence, we chose $\alpha$, the number of ambiguities, and then sampled an image sequence with exactly $\alpha$ ambiguous images. We let $\alpha$ range from 0 to 10. An image counts as ambiguous relative to our threshold of 0.1 if two or more classes are assigned a probability of higher than 0.1 by our pre-trained neural network.

Fig. 7 shows how accuracy deteriorates as we increase the number of ambiguous images. The interpretations are very robust to a small number of ambiguous images. Eventually, once we have 10 ambiguous images (for sequences of average length 12), the results begin to degenerate, as we would expect. But the key point here is that the Apperception Engine’s accuracy is robust to a number of ambiguities.

Comparing with the baseline, we can see that the performance of vanilla LSTM also drops with the increasing number of ambiguous images, when trained on a single example, though not as significantly as the Apperception Engine. This problem is fixed with an increasing number of training examples, as expected for a neural model, which perform well with noisy inputs. Qualitative analysis of models per sequence shows that the vanilla LSTM can easily learn to predict elements of easy sequences such as the all-zero and the alternating zero-one sequences. However, they struggle with other sequences, correctly predicting only static elements of a sequence (e.g. 1 in $\{1, x, 1\}^*$), but failing to learn an approximation to the succ relation that is necessary to learn a sequence of increasing numbers. Though seemingly unfair—requiring a neural model to learn the succ relation—we emphasise that any background knowledge needs to be explicitly hard-coded into the architecture of the model necessitating non-trivial modifications per task, as opposed to the Apperception Engine where the addition of background knowledge is straightforward. In addition, model performance is highly dependent on the parameter initialisations, shown by the confidence intervals in Fig. 7.

5.2. Sokoban

In Section 5.1, we used a hybrid architecture where the output of a pre-trained neural network was fed to the Apperception Engine. We assumed that we already knew that the images fell into exactly ten classes (representing the digits 0–9), and that we had access to a network that already knew how to classify images.

But what if these assumptions fail? What if we are doing pure unsupervised learning and don’t know how many classes the inputs fall into? What if we want to jointly train the neural network and solve the apperception problem at the same time?
In this next experiment, we combined the APPERCEPTION ENGINE with a neural network, simultaneously learning the weights of the neural network and also finding an interpretable theory that explains the sensory given.

We used Sokoban\textsuperscript{13} as our domain. Here, the system is presented with a sequence of noisy pixel images together with associated actions. The system must jointly (i) parse the noisy pixel images into a set of persistent objects, and (ii) construct a set of rules that explain how the properties of those objects change over time as a result of the actions being performed. We wanted the learned dynamics to be 100% correct. Although next-step prediction models based on neural networks are able, with sufficient data, to achieve accuracy of 99\% \cite{Graves2013}, this is insufficient for our purposes. If a learned dynamics model is going to be used for long-term planning, 99\% is insufficiently accurate, as the roll-outs will become increasingly untrustworthy as we progress through time, since 0.99\textsuperscript{t} quickly approaches 0 as t increases.

5.2.1. The data

In this task, the raw input is a sequence of pairs containing a binarised 20 × 20 image together with a player action from \( \mathcal{A} = \{ \text{north}, \text{east}, \text{south}, \text{west} \} \). In other words, \( \mathcal{R} = \mathbb{B}^{20 \times 20} \times \mathcal{A} \), and \( (r_1, \ldots, r_T) \) is a sequence of (image, action) pairs from \( \mathcal{R} \).

Each array is generated from a 4 × 4 grid of 5 × 5 sprites. Each sprite is rendered using a certain amount of noise (random pixel flipping), and so each 20 × 20 pixel image contains the accumulated noise from the various noisy sprite renderings.

Each trajectory contains a sequence of (image, action) pairs, plus held-out data for evaluation. Because of the noisy sprite rendering process, there are many possible acceptable pixel arrays for the final held-out time step. These acceptable pixel arrays were generated by taking the true underlying symbolic description of the Sokoban state at the held-out time step, and producing many alternative renderings. A set of unacceptable pixel arrays was generated by rendering from various symbolic states distinct from the true symbolic state. Note that the acceptable and unacceptable images are used only for evaluation, not for training. Fig. 8 shows an example.

In our evaluation, a model is considered accurate if it accepts every acceptable pixel array at the held-out time step, and rejects every unacceptable pixel array. This is a stringent test. We do not give partial scores for getting some of the predictions correct.

5.2.2. The model

In outline, we convert the raw input sequence into a disjunctive input sequence by imposing a grid on the pixel array and repeatedly applying a binary neural network to each sprite in the grid. In detail:

1. We choose a sprite size \( k \), and assume the pixel array can be divided into squares of size \( k \times k \). We assume all objects fall exactly within grid cell boundaries. In this experiment, \textsuperscript{14} we set \( k = 5 \).

2. We choose a number \( m \) of persistent objects \( o_1, \ldots, o_m \). We choose a number \( n \) of distinct types of objects \( v_1, \ldots, v_n \), and add an additional type \( v_0 \) (where \( v_0 \) is a distinguished identifier that will be used to indicate that there is nothing at a grid square). We choose a total map \( \kappa : \{0_1, \ldots, 0_m \} \rightarrow \{v_1, \ldots, v_n \} \) from objects to types. For example, we might choose three objects \( (m = 3) \) and two types \( (n = 2) \), where \( o_1 \) is of type \( v_1 \), while both \( o_2 \) and \( o_3 \) are of type \( v_2 \).

3. We apply a binary neural network (BNN) to each \( k \times k \) sprite in the grid. The BNN implements a mapping \( \mathbb{B}^{k \times k} \rightarrow \{v_0, v_1, \ldots, v_n\} \). If sprite \( s \) is at \( (x, y) \), then \( \text{BNN}(s) = v_i \) can be interpreted as: it looks as if there is some object of type \( v_i \) at grid cell \( (x, y) \), for \( i > 0 \). If \( \text{BNN}(s) = v_0 \), it means that there is nothing at \( (x, y) \). See Fig. 9. For each time step, for each grid cell, we convert the output of the BNN into a disjunction of ground atoms: if sprite \( s \) is at \( (x, y) \), and \( \text{BNN}(s) = v_i \), then we create a disjunction featuring each object \( o \) of type \( v_i \) stating that any of them could be at \( (x, y) \). See Fig. 10.

4. We use the APPERCEPTION ENGINE to solve the disjunctive apperception task generated by steps 1–3.

\textsuperscript{13} Sokoban is a puzzle game where the player controls a man who moves around a two-dimensional grid world, pushing blocks onto designated target squares.

\textsuperscript{14} Giving the system the grid cell boundaries is a substantial piece of information that helps the APPERCEPTION ENGINE overcome the combinatorial complexity of the problem. But for a series of experiments in which we do not provide any spatial information, see Section 5.3.
Fig. 9. A binary neural network maps sprite pixel arrays to types \{v_0, v_1, v_2\}.

Fig. 10. A binary neural network converts the raw pixel input into a set of disjunctions. There is one object \(o_1\) of type \(v_1\) and two objects \(o_2, o_3\) of type \(v_2\). If sprite \(s\) is at \((x, y)\), and \(BNN(s) = v_i\), then we create a disjunction featuring each object \(o\) of type \(v_i\) stating that any of them could be at \((x, y)\).

Fig. 11. Interpreting Sokoban from raw pixels. Raw input is converted into a sprite grid, which is converted into a grid of types \(v_0, v_1, v_2\). The grid of types is converted into a disjunctive apperception task. The APPERCEPTION ENGINE finds a unified theory explaining the disjunctive input sequence, a theory which explains how objects’ positions change over time. The top four rules of \(R\) (in blue) describe how the man \(X\) moves when actions are performed. The middle four rules (in magenta) define four invented predicates \(p_1, \ldots, p_4\) that are used to describe when a block is being pushed in one of the four cardinal directions. The bottom four rules (in red) describe what happens when a block is being pushed in one of the four directions.

For each Sokoban trajectory, we gave the APPERCEPTION ENGINE 48 hours running on a standard Unix desktop to find the lowest cost interpretation according to the score of Definition 12.15

5.2.3. Understanding the interpretations

Fig. 11 shows the best theory16 found by the APPERCEPTION ENGINE from one trajectory of 17 time steps. When neural network next-step predictors are applied to these sequences, the learned dynamics typically fail to generalise correctly to different-sized worlds or worlds with a different number of objects [31]. But the theory leaned by the APPERCEPTION ENGINE applies to all Sokoban worlds, no matter how large, no matter how many objects. Not only is this learned theory correct, but it is provably correct.17

Fig. 12 shows the evolving state over time. The grid on the left is the raw perceptual input, a grid of 20 \(\times\) 20 pixels. The second element is the output of the binary neural network: a 4 \(\times\) 4 grid of predicates \(v_0, v_1, v_2\). If \(v_i\) is at \((x, y)\), this means “it looks as if there is some object of type \(i\) at \((x, y)\)” (but we don’t yet know which particular object). So, for example, the grid in the top row states that there is some object of type 1 at \((3, 4)\), and some object of type 2 at \((4, 1)\). Here, \(v_0\) is a distinguished predicate meaning there is nothing at this grid square.

15 See the Supplementary Materials for more details on this experiment.
16 The rules in \(R\) describe the state transitions conditioned on actions being performed. They do not describe the conditions under which the particular actions are available. For example, in Sokoban, you cannot push a block left if there is another block to the left of the block that you are trying to push. Action availability is not represented explicitly in the theory \(\theta = (\phi, I, R, C)\).
17 The fixed rules of Sokoban determine a deterministic state transition function \(tr: S \times A \rightarrow S\) from board states and actions to board states. We can show that, for any board state \(S\) and action \(A\), if \(\tau(\theta)\) contains \(S \cup A\) at time \(t\), then \(\tau(\theta)\) contains \(tr(S, A)\) at time \(t + 1\).
The third element is a 4 × 4 grid of persistent objects: if \( o_i \) is at \((x, y)\) this means: the particular persistent object \( o_i \) is at \((x, y)\). The fourth element is a set of ground atoms. This is a re-representation of the persistent object grid (the fourth element) together with an atom representing the player’s action. The fifth element shows the latent state. In Sokoban, the latent state stores information about which objects are being pushed in which directions. Here, in the top row, \( p_1 (o_2) \) means that persistent object \( o_2 \) is being pushed up. The sixth element shows which rules fire in which situations. In the top row, three rules fire. The first rule describes how the man moves when the north action is performed. The second rule concludes that a block is pushed northwards if a man is below the block and the man is moving north. The third rule describes how the block moves when it is pushed northwards.

Looking at how the engine interprets the sensory sequence, it is reasonable—in fact, we claim, inevitable—to attribute beliefs to the system. In the top row of Fig. 11, for example, the engine believes that the object at \((3, 3)\) is the same type of thing as the object at \((4, 1)\), while the object at \((3, 4)\) is not the same type of thing as the object at \((4, 1)\). As well as beliefs about particular situations, the system also has general beliefs that apply to all situations. For example, whenever the north action is performed, and the man is below a block, then the block is pushed upwards. One of the reasons for using a purely declarative language such as Datalog27 is that individual atoms and clauses can be interpreted as beliefs. If, on the other hand, the program that generated the trace had been a procedural program, it would have been much less clear what beliefs, if any, the procedure represented (Fig. 13).

5.2.4. The baselines

We use two baselines for the Sokoban task, per the desiderata of Section 5.1.4. Both the baselines apply an array of parameter-sharing multilayer perceptrons (MLPs) to each block of the game state, and concatenate the result with the one-hot representation of the actions as the model input. The vanilla LSTM, is fed the model input, and trained to directly predict the desired raw output, following the output MLP, without any constraints on the internal representation. The latent state LSTM, on the other hand, is fed the model input to produce the parameters of the Gumbel-Softmax continuous approximation to the categorical distribution, one per each block of the state, which are then mapped to the next state with an output MLP. These distributions, when the model is learned well, can encode a close-to-symbolic representation of the current state without direct supervision. The output MLP, present in both baselines, is a two-layer perceptron which targets the next raw state of the sequence. Note that these two baselines have the same number of trainable parameters and differ only in the ability to produce an interpretable latent state (Fig. 14).

Given that these presented baselines are generative models over a large state space, in order to compare them to the APPERCEPTION ENGINE, we add a density estimation classifier on its output. The classifier fits a Gaussian per class, trained on log-probabilities of independently sampled acceptable and unacceptable test states calculated over the Bernoulli distribution outputted by the model. Note that this is done for the purpose of our evaluation only.

We trained the baselines with the Adam optimizer, varying the learning rate in [0.05, 0.01, 0.005, 0.001], batch size in [512, 1024] and executing each experiment 10 times. We selected the best set of hyperparameters by choosing the parameters with the best development set performance, and averaged the performance across 10 repetitions with different random seeds. During training of the late state LSTM, we annealed the temperature of the Gumbel-Softmax with an exponential decay, from 2.0 to 0.5 with a per-epoch decay of 0.0009.
5.2.5. Results

We took ten trajectories of length 22. For each trajectory, we evaluated on eight subsequences of lengths 3 to 17 in increments of 2. For each subsequence of length \( n \), we used the remaining \( 22 - n \) time-steps for evaluation. The results are shown in Fig. 15. While most of the trajectories do not contain enough information for the engine to extract a correct theory, three of them are able to achieve 100% accuracy on the held-out portion of the trajectory. Of course, getting complete accuracy on the held-out portion of a single trajectory is necessary, but not sufficient, to confirm that the induced theory is actually correct on all possible Sokoban configurations. We checked each of the three accurate induced theories, and verified by inspection that one of the three theories was correct on all possible Sokoban maps, no matter how large, and no matter how many objects.\(^{18}\)

Next, we compare the Apperception Engine to the LSTM baselines. We train both baseline models on a single trajectory containing enough information to extract the correct theory. In addition, we train the neural baseline on an increasingly large training set.

\(^{18}\) Note that state of the art ILP systems are unable to learn the correct dynamics of Sokoban given from hundreds of trajectories \cite{75}. 
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**Fig. 13.** The latent state LSTM baseline for the Sokoban task. The perceptual input data is per-sprite fed into an array of parameter-sharing MLPs and then concatenated with the action data. The result is fed into an LSTM which predicts the parameters of an array of Gumbel-Softmaxes, one per sprite. These distributions approximate a symbolic state of the board, which is then decoded back into perceptual data of the following step. This differs from the vanilla LSTM baseline for the same task which does not map to the latent state of Gumbel-Softmax distributions only, meaning the induced state of the board is dense and non-interpretable.

**Fig. 14.** The results on the Sokoban task. Apperception is trained on only a single example and the dashed line represents the apperception results on only that example. The neural baseline is trained on an increasing number of training examples. The shaded area is the 95% confidence interval on 10 runs with different random seeds.
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Both the vanília LSTM and latent state LSTM are not able to absolutely correctly distinguish between acceptable and unacceptable next steps, neither from the single example, nor a large number of examples. However, as expected, the accuracy of both baselines increases with increasing size of the training set, though it shows the tendency to plateau without reaching the maximum. By inspecting the latent distributions of the latent state LSTM, we see that the model learns to approximate the symbolic state of the board well—the resulting distribution roughly corresponds to the state, though the visual inspection of the decoded state shows that the model largely focuses on the large objects (such as the block O) the best, while possibly ignoring smaller objects (such as the man X). An important thing to emphasise here is that the performance of the model is highly dependent on the initial random seed which makes cherry-picking a necessity. From these findings, we conclude that the neural networks can somewhat learn to predict the next state, and even induce a near-to-symbolic representation of the state, though the model requires a larger number of training instances and the performance of the model is not fully reliable.

On the other hand, the APPERCEPTION ENGINE is able to learn a fully explainable theory of the said sequence from that single example.

### 5.3. Fuzzy sequences

In the Sokoban experiments described in Section 5.2 above, the system jointly solved low-level perception and high-level apperception. It performed low-level perception by finding the weights of the binary neural network and it performed high-level apperception by finding a unified theory that solves the apperception task. Because both tasks were encoded as a single SAT problem, and solved jointly, information could flow in both directions, both bottom-up and top-down.

But there were two pieces of domain-specific knowledge that we injected: the dimensions of the sprite grid and the number of distinct types of objects. In this final set of experiments, we investigate what happens when we jointly solve low-level perception and high-level apperception without providing a spatial structure or any hint as to the number of classes.

#### 5.3.1. The data

In these experiments, the inputs are binary sequences that were generated by a stochastic process from an underlying symbolic sequence with low Kolmogorov complexity. See Fig. 16. We start with a simple symbolic sequence, e.g., \( aabbaabbaabb \ldots \). We generate a map from symbols to sets of binary vectors. This map contains some ambiguities, some binary vectors that are associated with multiple symbols: in Fig. 16, for example, 011 is ambiguous between \( a \) and \( b \). We convert the sequence of symbols into a sequence of binary vectors by sampling (uniformly randomly) for each symbol in the sequence one of the corresponding vectors. Then we concatenate the binary vectors into one large sequence, thus throwing away the information about where the sequence is segmented. Fig. 17 shows six example sequences.

We want the APPERCEPTION ENGINE to recover the underlying symbolic structure from this fuzzy, ambiguous sequence, without giving it privileged access to the segmentation information—we want the system to recover the segmentation information as part of the perceptual process.

#### 5.3.2. The held-out data

To evaluate the accuracy of the models, we consider what the model predicts about a held-out portion of the sequence. Because the sequence is ambiguous, there are many different acceptable continuations of it (see Fig. 18).
Fig. 16. Generating fuzzy sequences. We start with a symbolic sequence, and convert into a binary vector. We use a map from discrete symbols to sets of binary vectors. Some of the binary vectors are ambiguous between different symbols; these are shown in red. For each symbol in the original symbolic sequence, we sample one of the corresponding vectors using the map. Finally, we concatenate the binary vectors to produce one large sequence where the segmentations have been thrown away.

Fig. 17. Six example sequences. In each, we show the original symbolic sequence, the randomly sampled vectors, and the final concatenated result.

Fig. 18. A fuzzy sequence with held-out data. Ambiguous vectors are shown in red.
5.3.3. The models

To find the best interpretation of a fuzzy sequence, we consider a set of models, and find the one with the highest probability (see Definition 12). Each model is an Apperception Engine combined with a binary neural network.

Recall that the given binary sequence is formed by starting with a symbolic sequence $(S_1, \ldots, S_T)$ from an alphabet of size $n$, then sampling, for each $S_i$, a binary vector of length $k$, and then concatenating the vectors together to produce a single binary vector of size $T \times k$.

We withhold certain crucial information from our model: we do not provide the size $k$ of the constituent binary vectors, and we do not provide the number $n$ of symbols in the alphabet. Instead, we perform a grid search over pairs $(k_g, n_g)$, where $k_g$ is the guessed value of $k$ and $n_g$ is the guessed value of $n$, and choose the pair with the best score.

For a particular $(k_g, n_g)$ pair, we divide the given binary sequence into $T \cdot k/k_g$ vectors $v_1, \ldots, v_{T \cdot k/k_g}$ each of size $k_g$, and create a binary neural network with output layer of size $n_g$. We apply the binary neural network to each vector. We use a type signature with $n_g$ unary predicates $p_1, \ldots, p_{n_g}$.

We apply the network to each vector $v_1, \ldots, v_{T \cdot k/k_g}$ and generate, for each $v_t$, a disjunction $p_{x_1}(s) \lor \ldots \lor p_{x_n}(s)$ holding at time $t$, where $(p_{x_1}, \ldots, p_{x_n})$ are the subset of predicates $p_1, \ldots, p_{n_g}$ that the network's $x_i$'th output is 1. For example, if $n_g = 5$ and the neural network's output layer is $(1, 0, 1, 1, 0)$ on input $v_t$, then the disjunction $p_1(s) \lor p_3(s) \lor p_4(s)$ is added at time $t$. The $s$ is a distinguished constant representing the (single) sensor.

In terms of the formalism of Section 4.2, the raw input sequence is a sequence $(r_1, \ldots, r_T)$ of binary vectors from $\mathbb{B}^k$. The framework $(n, \pi_w, \Delta, \phi, C)$ consists of:

- A number $n$ of classes
- A binary neural network $\pi_w$ mapping $\mathbb{B}^k \rightarrow \mathbb{B}^n$
- A “disjunctifier” $\Delta$ that translates the output of $\pi_w$ into a single disjunction of ground atoms
- A type signature $\phi = (T, O, P, V)$ consisting of one type, sensor, one object $s$ of type sensor, and predicates $p_1, \ldots, p_n$ for each of the output classes.
- $C$ contains the constraint that every sensor satisfies exactly one of the $p_i$ predicates

In a little more detail, the binary neural network $BNN$, parameterised by weights $w$, takes a binary vector of length $k$ and maps it to a binary vector of length $n$. Now the perceptual classifier $\pi$ uses the binary neural network’s output to generate a disjunction: if the $i$’th output is 1, then the sensor $s$ could satisfy $p_i$:

$$\pi_w(r) = \{ s | \exists i, p_i(s) | BNN_w(r)[i] = 1 \}$$

Figs. 19 and 20 provide two examples. In Fig. 19, the guesses are correct as $k_g = k$ and $n_g = n$. Here, each vector $v_i$ is of length 3, just as in the true generative process, and there are two predicates $p$ and $q$ corresponding to the two symbols of the original symbolic sequence. In Fig. 20, the guesses are incorrect as $k_g = 2 \neq k$ and $n_g = 3 \neq n$.

Repeated application of the binary neural network to the vectors $v_i, \ldots, v_{T \cdot k/k_g}$ produces $T \cdot k/k_g$ disjunctions of the form $p_{x_1}(s) \lor \ldots \lor p_{x_n}(s)$. See the fifth column in Figs. 19 and 20. The disjunctive sensory sequence is passed to the Apperception Engine which attempts to resolve the disjunctions and find a unified interpretation. (Note that strictly speaking there is no temporal sequence here: the weights of the binary neural network, the resolutions of the disjunctions, and the unified
theory are found jointly and simultaneously. But for some simplified expository purposes it does make sense to think of the binary neural network as operating before the Apperception Engine).

Once we have chosen $k_g$ and $n_g$, we create an initial type signature with $n_g$ unary predicates $p_1, \ldots, p_{n_g}$, and then iterate through increasingly complex templates, with an increasingly large number of invented predicates and additional rules. This iterative procedure produces a set of theories that need to be compared. From each pair of guesses of $k_g$ and $n_g$, we find a vector $w$ of network weights plus a theory $\theta$ that satisfies the unity conditions. We score $(w, \theta)$ using the function of Definition 12.

5.3.4. Understanding the interpretations

Fig. 20 shows one interpretation of the fuzzy sequence of Fig. 16. In this interpretation, the guessed vector length $k_g = 2$ is wrong as the actual vector length is 3. The guessed number of predicates $n_g = 3$ is also wrong as the fuzzy sequence was generated from the symbol sequence $aabbabbaabbb \ldots$ that uses 2 symbols.

In this interpretation, vectors are mapped to concepts as follows:

$$(0,0) \mapsto p(s) \lor r(s) \quad (0,1) \mapsto r(s) \quad (1,0) \mapsto q(s) \lor r(s) \quad (1,1) \mapsto r(s)$$

Note that every vector is mapped to $r$.

The interpretation found is very simple. The atom $r(s)$ is initially true, and then remains true forever. Nothing changes. Because the guessed vector size is wrong, the system is unable to discern any distinctions in the input, and maps everything to the single concept $r$. This interpretation makes no discriminations, and blurs all distinctions. It is inaccurate on the held-out data.

Fig. 19 shows another interpretation of the same noisy sequence. In this case, the guessed vector size $k_g = 3$ is correct, as is the guessed number of predicates $n_g = 2$. In this interpretation, vectors are mapped to concepts as follows:

$$(0,0,0) \mapsto p(s) \quad (0,0,1) \mapsto p(s) \quad (0,1,0) \mapsto p(s) \quad (0,1,1) \mapsto p(s) \lor q(s)$$

$$(1,0,0) \mapsto q(s) \quad (1,0,1) \mapsto q(s) \quad (1,1,0) \mapsto q(s) \quad (1,1,1) \mapsto q(s)$$

Here, the mapping has one ambiguity on vector $(0,1,1)$. Note that this ambiguity is unavoidable given the original ambiguous mapping in Fig. 16.

Note that the system has discerned the underlying symbolic sequence $ppqqppqqpqq \ldots$, isomorphic to the original symbolic sequence $aabbabbaabbb \ldots$ of Fig. 16 that was used to generate the fuzzy sequence. The rules $R$ use $f$ and $g$ as invented predicates to count how many times we are in the two states of $p$ and $q$.

It is pleasing that the system is able to recover the underlying symbolic sequence as well as the low-level mapping from vectors to concepts, from fuzzy ambiguous sequences. This interpretation is accurate on all the held-out data (see Section 5.3.2).

The two interpretations are compared in Fig. 21. The left figure (a) shows the interpretation of Fig. 20 which blurs all distinctions. The right figure (b) shows the interpretation of Fig. 19, which correctly discerns the underlying symbolic structure.

The probability of the accurate interpretation (see Definition 12) is significantly higher than the probability of the inaccurate interpretation. In general, throughout our experiments, the most probable interpretations coincide with the accurate interpretations. This means we are able to retrieve the correct values of $k_g$ and $n_g$ by taking the interpretation with the highest probability. See Section 5.3.6.
Fig. 21. Two interpretations of a sequence generated from aabaabbaabab... with $k = 3$. In both (a) and (b), we show the raw concatenated input, the input divided into chunks of size $k_g$, the output of the binary neural network, and the disjunction generated by the multiclassifier. The sensor state column shows how each disjunction is resolved, while the latent state shows the ground atoms that were invented to explain the surface sequence. The final column shows all the rules whose preconditions are satisfied at that moment.

5.3.5. The baselines

Both baselines for the Fuzzy Sequences follow the desiderata of Section 5.1.4 too. Concretely, after applying a two-layer MLP to each input element, the input is passed to either i) a vanilla LSTM, followed by a two-layer MLP, a model which directly predicts the next raw element of the sequence, or ii) the latent state LSTM which predicts the interpretable Gumbel-Softmax distribution, followed by a two-layer MLP which decodes the samples from the distribution into the following raw element of the sequence.

We trained the baselines with the Adam optimizer, and trained the models on two dataset sizes, one containing a single sequence, the other containing 1000 sequences. For the single sequence trained dataset, we set the learning rate to 0.01, and for the 1000-sequence dataset, we did a hyperparameter search over the batch size in $[256, 512]$ and the learning rate in $[0.01, 0.005]$. After noticing that the latent state LSTM struggles with producing a crisp distribution, we introduced the KL-weighing $\beta$ parameter [76] and set it to $\beta = 0.1$ to produce better representations. We ran both baselines on each instance of the task 10 times on different random seeds.

Given that the output of these baselines is constrained into a small space, we do not apply the density estimation classifier as in the Sokoban baseline case, but simply discretise the output and check whether it is in the test set of acceptable or unacceptable sequences. If the output was in the set of acceptable sequences, we scored the model with 1.0, 0.0 if it was in the set of unacceptable ones and 0.5 if it was in neither. We present the model accuracy averaged over the 10 different random seeds.

5.3.6. Results

Fig. 22 shows, for six fuzzy sequences, an evaluation of different theories with different guesses for $k_g$ and $n_g$. The accurate theories (those that correctly predict all held-out data) are shown in black, while inaccurate theories are shown in red. Notice that the score (based on the log probability of the $(w, \theta)$ pair from Definition 12) is a reliable indicator of the accuracy of the interpretation. This means that we can run a grid search over guesses for $k_g$ and $n_g$, choose the interpretation with the highest score, and confidently expect that this interpretation will be accurate on the held-out data. The central point here is that we do not need to provide the system with information about the way the fuzzy sequence is grouped into chunks. Rather, the system itself can induce the correct way to group the data as part of the apperception process.

Since the induced baseline representations often were not sharply discrete, we did not compare it to the APPERCEPTION ENGINE on the same scoring but we evaluated it only on its capacity to correctly predict elements of the sequence.

Training on a single sequence, in Fig. 23, we observe that both the baselines correctly learn to predict only the abababab... sequence and the aaabaaabaaab... sequence. The latent state LSTM also correctly learns to predict the abacabcabc... $(k = 2)$ sequence, with vanilla LSTM missing the correct choice of parameters on said sequence.

On 1000 sequences, in Fig. 24, we observe on average higher accuracy achieved by both baselines, in particular for the aaabaaabaaab... sequence, even though these accuracies cannot indicate the correct choice of parameters of that sequence. This indicates that with more data the models are able to learn the sequences better, in all cases but most interestingly the ababababab... sequence, where we now see a significant drop in accuracy. In addition, the latent state LSTM can now predict the parameters of the aabaabbaabab... sequence correctly.

Our baselines, thus, though they can certainly learn the correct sequence in some seeds, on average cannot provide a reliable accuracy for choosing correct parameter guesses across all sequences. We conjectured this might be due to
underfitting—i.e. the model needing more capacity, so we experimented with significantly larger models (up to 10 times the number of parameters). However, we observed that in those cases, the models memorised the sequences and increased in accuracy in general, but the accuracy again could not be reliably used to accurately pick the correct sequence parameters. We also took a look at the curious results on the \textit{ababababab...} sequence, wondering why a model trained on a single sequence performed better than the one trained on 1000 sequences. Interestingly, both models correctly predicted the first digit of both symbols (\textit{a} encoded as either 00 or 01 and \textit{b} encoded as 01 or 10 or 11), but they hedged their bets on the second digit often encoding it as a value close to 0.5. In the case of the model trained on a single sequence, the model overfit to the sequence, finding a good optimum more frequently on average than the model trained on 1000 sequences which averaged the second digit more often and made predictions of the ambiguous 01 instead of 00 for \textit{a}. On a related note, looking into the Gumbel-Softmax parameters of the \textit{latent state LSTM} shows that, when the model learns the sequence well, it does induce a meaningful crisp distribution, but when it does not it learns a distribution which is not useful for interpretation. We also notice that for the sequences these models cannot learn, they exhibit severe overfitting on the single example, an expected phenomenon when trained on a low number of examples. In addition, yet again we noticed that the model is seed dependent, stable only when learning the sequence in the two aforementioned cases.

6. Discussion

In conclusion, we outline the key strengths and limitations of our system.

6.1. Appealing features of the APPERCEPTION ENGINE

As a system for unsupervised induction of general laws from raw unprocessed data, the APPERCEPTION ENGINE has the following appealing features: it is (i) interpretable, (ii) accurate, and (iii) data-efficient. We shall consider each in turn.

6.1.1. Interpretability

The APPERCEPTION ENGINE produces a theory, an explicit program in \textit{Datalog} $\geq$, to make sense of its given input. This theory is interpretable at three levels.

First, we can understand the general ontology that the system is using: we know what persistent objects the system has posited, the types of those persistent objects, and the sorts of predicates that can apply to those objects. In Sokoban, for example, we understand there are three objects: $o_1$ of type $t_1$, and $o_2$ and $o_3$ of type $t_2$ (see Section 5.2.3). The synthesised constraints act like type judgements to restrict the set of models. For example, the constraint $\forall Y: t_2, \exists C: cell, in_2(Y, C)$ states that every block is placed in exactly one cell.

Second, we can understand how the system interprets particular moments in time. In Sokoban, in Fig. 11, at time step $t_1$, for example, we understand that the system thinks $o_1$ is below $o_2$, that $o_3$ is in the top right corner, and that $o_2$ is

---

Fig. 22. Evaluating interpretations for six fuzzy sequences. Interpretations that are accurate (on all held-out data) are shown in black, while inaccurate interpretations are shown in red. In all our experiments, the highest-scoring interpretations are always accurate.
Fig. 23. The results of the neural baselines, a) the vanilla LSTM, and b) the latent state LSTM trained on a single sequence of the Fuzzy Sequences task. Striped bars denote the correct \((n,k)\) possibilities, as in Fig. 22.

being pushed up by \(o_1\). As well as being able to interpret the fluent properties and relations, we can also interpret how the system connects the raw perceptual input to the persistent objects at each moment. In Fig. 11, for example, we can see how subregions of the \(20 \times 20\) pixel array correspond to particular persistent objects.
The results of the neural baselines, a) the vanilla LSTM, and b) the latent state LSTM trained on 1000 sequences of the Fuzzy Sequences task. Striped bars denote the correct \((n,k)\) possibilities, as in Fig. 22.

Third, we can understand the general dynamics that the system believes hold universally (for all objects, and for all times). The engine is designed to satisfy the Kant-inspired constraint that whenever something changes, there must be a general universal law that explains that change; there is no change that is not intelligible. When we inspect the synthesised laws, we understand how the system believes properties change over time.
For example, the fifth rule learned for Sokoban is:

\[ in_1(X, C_1) \land in_2(Y, C_2) \land below(C_1, C_2) \land action(south) \rightarrow p_3(Y) \]

Now \( p_3 \) is an invented predicate; its meaning is not apparent just from this single rule. But if we look at the other rule in which \( p_3 \) figures:

\[ p_3(Y) \land in_2(Y, C_1) \land below(C_1, C_2) \Rightarrow in_2(Y, C_2) \]

we can see that \( p_3 \) is being used to represent that a block is being pushed south. Now we can understand the rule whose head is \( p_3 \) as: when the south action is performed, when the man \( X \) is above a block \( Y \), then \( Y \) is pushed downwards.

It must be acknowledged, however, that the theories produced by the Apperception Engine are only readable by a small subset of humans—those comfortable reading logic programs. Whenever we say that a system is “interpretable”, we mean interpretable for a particular audience in a particular context. So, although we have provided evidence that the system is interpretable for some people, there is much work to do to provide interpretations accessible to a wider audience.

As a logic program increases in size, and as the number of invented predicates increases, the program becomes less and less interpretable [77]. However, logic programs are – we claim – more interpretable than their procedural counterparts because they are so concise. A single Datalog clause is a powerful computational construct: each quantified variable in the clause represents a single for-loop in a procedural language. In an evaluation of program-verification tasks, a Datalog program was found to be up to two orders of magnitude shorter than its Java counterpart [78].

### 6.1.2. Accuracy

The Apperception Engine attempts to discern the nomological structure that underlies the raw sensory input. In our experiments, we found the induced theory to be very accurate as a predictive model, no matter how many time steps into the future we predict. For example, in Seek Whence (Section 5.1), the theory induced in Fig. 5a allows us to predict all future time steps of the series, and the accuracy of the predictions does not decay with time.

In Sokoban (Section 5.2), the learned dynamics are not just 100% correct on all test trajectories, but they are provably 100% correct. These laws apply to all Sokoban worlds, no matter how large, and no matter how many objects. Our system is, to the best of our knowledge, the first that is able to go from raw video of non-trivial games to an explicit first-order nomological model that is provably correct.

In the noisy sequences experiments (Section 5.3), the induced theory is an accurate predictive model. In Fig. 19, for example, the induced theory allows us to predict all future time steps of the series, and does not degenerate as we go further into the future.

#### 6.1.3. Data efficiency

Neural nets are able to solve some sequence induction IQ tasks from raw input when trained on a sufficiently large number of training examples [79]. Neural nets are also able to learn the dynamics of Sokoban from raw input, when trained on a sufficiently large number of episodes [80].

But these models are notoriously data-hungry. In comparison with humans, who are often capable of learning concepts from a handful of data [81], artificial neural networks need thousands or millions of examples to reach human performance.

The Apperception Engine, by contrast, is much more data-efficient. While a neural network needs millions of trajectories to achieve reasonable accuracy on Sokoban [31], our system is able to learn a perfectly accurate model from a single trajectory. While a neural network needs hundreds of thousands of examples to achieve human-level performance on Raven’s Progressive Matrices [79], our system is able to discern a pattern from a single sequence. The reason for our system’s unusual data efficiency is the strong (but domain-independent) inductive bias that we inject via the Datalog≥ language (Definition 2) and the unity constraints (Definition 5).

A system that can learn an accurate dynamics model from a handful of examples is extremely useful for model-based reinforcement learning. Standard model-free algorithms require millions of episodes before they can reach human performance on a range of tasks [31]. Algorithms that learn an implicit model are able to solve the same tasks in thousands of episodes [82]. But a system that learns an accurate dynamics model from a handful of examples should be able to apply that model to plan, anticipating problems in imagination rather than experiencing them in reality [83], thus opening the door to extremely sample efficient model-based reinforcement learning. We anticipate a system that can learn the dynamics of an ATARI game from a handful of trajectories, and then apply that model to plan, thus playing at reasonable human level on its very first attempt.

#### 6.1.4. Summary

We can see, then, that a number of problems that have dogged neural networks since their very conception are solved or finessed when we move to a hybrid neuro-symbolic architecture that combines low-level perception with high-level apperception.

---

19 Some complex games, such as Montessori’s Revenge, will need more trajectories, and active exploration, in order to discern all the game dynamics.
The **APPERCEPTION Engine** inherits the traditional advantages of Inductive Logic Programming methods, in being data-efficient, generalising well, and supporting continual learning. But our system has two key features which distinguish it from standard ILP. First, it does not require human-labelled training data, but works with unsupervised sequences of sensory input. Second, it does not expect its input in pre-processed symbolic form; rather, it is able to work with raw unprocessed sensory input (e.g. noisy pixels).

6.2. What makes it work

What is it about the architecture that enables the **APPERCEPTION Engine** to satisfy the desiderata listed above? We identify three features which are critical to its success: (i) the declarative logic programming language that is used as the target language for program synthesis, (ii) the strong inductive bias injected into the system, and (iii) the hybrid architecture that combines binary neural networks with symbolic program synthesis.

6.2.1. The declarative logic programming language **Datalog**

When designing a program synthesis system, a critical decision is: what form should the target language take? Our target language, **Datalog**, has two features which we regard as critical to the system's success.

First, the language is very concise. A single datalog clause is a powerful computational construct: each quantified variable in the clause represents a single for-loop in a procedural language. In an evaluation of program-verification tasks, a datalog program was found to be two orders of magnitude shorter than its Java counterpart [78]. Concision is very important in program synthesis: the search space of programs considered is \( b^n \) where \( b \) is the mean branching factor and \( n \) is the program length. Thus, a concise language (in which \( n \) is shorter) is much more tractable for search [84] The conciseness of **Datalog** is a key feature allowing us to synthesise theories for non-trivial domains (see the experiments in Sections 5.1.1, 5.2, and 5.3). If we had used a less concise target language, we would not have been able to solve these problems.

The second critical feature of **Datalog** is that the language is declarative. The constituents of **Datalog** programs are individual clauses. Each clause can be interpreted separately as a *judgement* that makes a distinctive claim about the world. Of course, the meaning of one clause depends on the set of clauses in which it is embedded, but (given its embedding context) a single clause still has a unique meaning as a particular claim about the world.

Contrast this *declarative decomposability* of datalog with the procedural case: in an imperative program, the constituents are procedures, not clauses, and a procedure cannot be interpreted as a judgement with a truth-condition—a procedure is just a recipe for getting something done. The declarative decomposability of **Datalog** was critical to the interpretations of Sections 5.1.3, 5.2.3, and 5.3.4.

Michalski [85] was well aware of the importance of declarative decomposability:

The results of computer induction should be symbolic descriptions of given entities, semantically and structurally similar to those a human expert might produce observing the same entities. *Components of these descriptions should be comprehensible as single ‘chunks’ of information, directly interpretable in natural language, and should relate quantitative and qualitative concepts in an integrated fashion*

6.2.2. Our inductive bias is essential to data-efficient learning

In each of our experiments, the **APPERCEPTION Engine** is shown to be significantly more data-efficient than the neural network baselines. This data efficiency is only possible because of the significant inductive bias that has been injected into the system. This inductive bias involves three main aspects.

First, there is inductive bias in the *form of clauses* that are allowed in the **Datalog** language. The only rules that the system is allowed to produce are general rules that quantify over all objects and all times. The system is simply incapable of formulating a rule that applies only to a particular individual, or only to a particular time. In other words, the system is *doomed to generalise*. This inductive bias comes from Kant. He argued that all judgements are universal (apply to all objects).

20 In Kant’s cognitive architecture, there is no such thing as a specific judgement. Our system respects this Kantian restriction. Although our system can only construct universally quantified rules, it is capable of constructing complex theories that treat different cases differently. But the simplicity prior in Equation (12) means we prefer theories with a shorter description length, all other things being equal.

The second form of inductive bias is the introduction of *persistent objects*. The system is forced to reinterpret the ephemeral play of transitory sense data as a re-presentation of a set of persistent objects, with properties that change over time. Again, this inductive bias is inspired by Kant.

---

20 This follows directly from two central claims, that judgements are rules [Prolegomena 4:305], and that rules, in turn, are “the representation of a universal condition” [Critique of Pure Reason, A113].

21 LFIT has a similar inductive bias [86].

22 The introduction of persistent objects is inevitable in domains like Sokoban. But it is notable that, even in domains like Seek Whence that do not feature persistent objects at the surface, it is the ability to posit latent persistent objects, with properties that change over time, that is needed to make sense of the sequences.

23 See the Critique of Pure Reason [A182/B224] ff.
The third form of inductive bias is the unity conditions on an acceptable theory (Definition 5). These include spatial unity, conceptual unity, static unity, and temporal unity. These constraints, again, are inspired by Kant’s discussion in the Critique of Pure Reason.24

The standard objection to inductive bias, of course, is that although it helps the system learn efficiently in certain domains, the same bias also prevents the system learning effectively in others. According to this objection, inductive bias must be domain-specific bias that can only help performance in some domains while hindering performance in others.25

We do not accept this argument. The inductive bias we inject is intended to be maximally general bias that applies to all domains that we can understand. The general assumptions we make—that the world is composed of persistent objects, that changes to objects must be covered by general explanatory rules, and so on—are not domain-specific insights but rather general insights about any situation that we are capable of making sense of.

6.2.3. Our hybrid neuro-symbolic architecture is essential for learning explicit theories from raw data

Our hybrid architecture allows both neural networks and symbolic program synthesis methods to play to their respective strengths. It has often been noted that artificial neural networks and inductive logic programming have complementary strengths and weaknesses [46]: neural networks are robust to noisy and ambiguous data, but are data inefficient and inscrutable. Inductive logic programming approaches to machine learning, by contrast, are data-efficient and provide interpretable models, but do not easily handle noisy data,26 let alone ambiguous data. Our hybrid architecture attempts to combine the best of both worlds, using a neural network to map noisy ambiguous raw input to discrete concepts, and using program synthesis to generate interpretable models from handfuls of data.

The overall architecture, because it represents both the binary neural network and the unsupervised program synthesis system as a single ASP program, allows information to flow both ways: both bottom-up and top-down. Because the weights of the neural network and the rules of the APPERCEPTION ENGINE are found jointly by a single SAT problem, considerations from one are able to influence the other. In the bottom-up direction, considerations from the binary neural network used for low-level perception are able to influence the rules formed by the symbolic system used for high-level apperception. In the top-down direction, considerations from the rules formed by the symbolic system can influence the sorts of typifications produced by the neural network.

6.3. Limitations and further work

We highlight three types of limitation: (i) expressive limitations of the Datalog\(\rightarrow\) language, (ii) performance limitations of the program synthesis system, and (iii) limitations of the system as a whole to provide useful human-readable explanations.

6.3.1. Expressive limitations of Datalog\(\rightarrow\)

The APPERCEPTION ENGINE generates theories expressed in Datalog\(\rightarrow\). Thus, limitations of the expressive power of this target language restrict the types of theories that can be formed and the types of domains that can be understood.

A fundamental limitation of using Datalog\(\rightarrow\) is that it requires that the underlying dynamics can be expressed as rules that operate on discrete concepts. While the system is capable of handling raw, noisy, continuous sensory input, it assumes that the underlying dynamics of the system can be represented by rules that operate on discrete concepts. There are many domains where the underlying dynamics are discrete while the surface output is noisy and continuous: Raven’s progressive matrices, puzzle games, and ATARI video games, for example. But our system will struggle in domains where the underlying dynamics are best modelled using continuous values, such as models of fluid dynamics. Here, the best our system could do is find a discrete model that crudely approximates the true continuous dynamics. Extending Datalog\(\rightarrow\) to represent continuous change would be a substantial and ambitious project.

Another major limitation of Datalog\(\rightarrow\) is that it assumes that causal rules are strict, universal and exceptionless. There is no room in the current representation for defeasible causal rules (where normally, all other things being equal, a causes b) or non-deterministic causal rules (where a causes either b or c). In future work, we plan to implement non-deterministic causal rules either by synthesising normal logic programs under the stable model semantics or by synthesising disjunctive rules.

6.3.2. Performance limitations of the program synthesis system

In our approach, making sense of sensory input means finding a theory that explains that input. Finding a theory means searching through the space of logic programs. This is a huge and daunting task. For example, the APPERCEPTION ENGINE takes 5 GB of RAM and 48 hours on a standard 4-core Unix desktop to make sense of a single Sokoban trajectory consisting of 17 pixel arrays of size 20 \times 20. This is, undeniably, a computationally expensive process.

We would like to scale our approach up so that we can learn the dynamics of ATARI games from raw pixels. But this will prove to be challenging, as games such as Pacman are substantially harder than our Sokoban test-case in every dimension:

\[24\] For spatial and temporal unity, see the Schematism. For static and temporal unity, see the Principles.

\[25\] For thoughtful discussions of the “no free lunch theorem” see [87] and [88].

\[26\] There have been some notable recent attempts to address this [89].
it requires us to increase the number of pixels, the number of colours, the number of time-steps, the number of trajectories, the number of objects, and the complexity of the dynamics.

The dominant reason for our system’s scaling difficulties is that it uses a maximising SAT solver to search through the space of logic programs. Finding an optimal solution to an ASP program with weak constraints is in \( \Sigma_2 \); but this complexity is a function of the number of ground atoms, and the number of ground atoms of our ASP program is exponential in the length of the Datalog\(^2\) program we are synthesising.

We are considering various different ways of improving the performance of our system so we can scale up to harder problems such as ATARI. One option is to focus on optimising the ASP representation, for example by pruning the grounding size by using the HEX extension of ASP \([90]\). Another option is to consider entirely different ways of synthesising logic programs, for example by using a neural network to guide the search through the space of logic programs \([91,92]\).\(^{27}\)

We are excited by the prospect of scaling up the APPERCEPTION ENGINE to the next level, in order to induce robust causal models for ATARI, 3D simulations, and other complex worlds. But it will, we believe, require substantial further research.

6.3.3. Limitations of the APPERCEPTION Engine as an explanatory system

In Sections 5.1.3, 5.2.3, and 5.3.4, we tried to show how the APPERCEPTION ENGINE interpreted a particular problem. By displaying the ground atoms representing each moment in time, and by displaying the Datalog\(^2\) rules holding over all moments in time, we attempted to show what it was “thinking”, to explain why it made the predictions that it did.

These explanations are, perhaps, acceptable to a particular audience—technical people who are comfortable interpreting logic programs. But different audiences have different requirements and competencies. There is much further work to do to make these interpretations accessible to a wider audience.

We would also like, in further work, to evaluate empirically how effective the interpretations provided are, by testing whether the machine’s interpretations are able to help humans to understand the domain. In a recent paper, Muggleton et al. \([93]\) showed that when human subjects were given the output of an ILP system, and were able to read and interpret those results, their performance in a task markedly increased. We would like to try a similar experiment with the APPERCEPTION ENGINE on the Seek Whence tasks. We plan to give a subset of subjects the theory generated by the engine, and see if they are able to use the theory to predict the continuations more accurately.

6.4. Concepts

We conclude by discussing how the APPERCEPTION ENGINE represents concepts.

What does it mean to understand a concept? When we claim that a particular agent understands a particular concept, what exactly are we attributing to it?

In Robert Brandom’s monumental Making It Explicit \([94]\), he provides an inferentialist\(^{28}\) interpretation of concept understanding, in which an agent understands a concept when both the following conditions are satisfied:

1. it knows when to apply the concept; in other words, it knows the circumstances of application
2. it knows the inferential commitments of applying the concept; in other words, it knows the consequences of application

For example, an agent understands the concept “red” if:

1. it is able, when confronted with objects that are red, to apply the concept “red” to them
2. it understands the inferential consequences of saying that something is red: it knows that no (monochromatic) red object is also blue, that red objects are coloured, that crimson objects are red, and so on.

Both of these capacities are required. Neither on its own is sufficient for concept understanding.

Consider, for example, a parrot that has been trained to utter “red” when it sees something that looks red. The parrot knows when to apply the concept, thus satisfying the first of the two conditions for concept understanding. But it does not know the consequences of applying the concept: it does not know that “red” and “blue” are incompatible, that red things are coloured, and so on.

Or consider, for example, Frank Jackson’s famous thought experiment:

Mary is a brilliant scientist who is, for whatever reason, forced to investigate the world from a black and white room via a black and white television monitor. She specializes in the neurophysiology of vision and acquires, let us suppose, all the physical information there is to obtain about what goes on when we see ripe tomatoes, or the sky, and use terms like “red”, “blue”, and so on.

\(^{27}\) We cannot just apply these techniques “out of the box”, however, because our problem is unsupervised.

\(^{28}\) Inferentialism comes to us from Wilfrid Sellars who in turn was attempting to rearticulate Kant’s vision of concept understanding.
Now Mary knows the inferential consequences of “red”. In fact, as a leading neurophysiologist, she understands the inferential consequences of colour concepts better than anyone. But, as she has spent all her life in a black and white room, she does not yet know when to apply the concept “red”. If she opens the door and is confronted with a red colour patch, she will not immediately know what colour it is.

We can use this two-aspect inferentialist interpretation of concept understanding to diagnose the limitations of both connectionism and symbolic AI. The trouble with connectionism, according to the inferentialist, is that it focuses only on the circumstances of application, while ignoring the equally important consequences of application. A neural network can be trained to emit “dog” when presented with an image of a dog, but it does not know that all dogs are mammals, that no dog is also a cat, or that corgis are a type of dog. The trouble with symbolic AI, according to the inferentialist, is that it focuses only on the consequences of application—the inferential relations between concepts—while ignoring the equally crucial circumstances of application. This criticism applies to good old-fashioned AI (GOFAI) as well as more modern forms of symbolic AI such as inductive logic programming. In traditional GOFAI, a human hand-engineers the logical rules describing the inferential connections between concepts, while in inductive logic programming, the system constructs the rules itself. But in both cases, the symbolic system does not have a way of mapping raw perceptual input onto concepts. If we want to build a concept understanding system, then, we will need the system to understand both the circumstances of application and the consequences of application. The APPERCEPTION ENGINE, when connected to a neural network in the manner described above, is an attempt to realise both aspects of the inferentialist’s interpretation of concept understanding.
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