A simple test for spacetime symmetry
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Abstract

This paper presents a simple method for investigating spacetime symmetry for a given metric. The method makes use of the curvature conditions that are obtained from the Killing equations. We use the solutions of the curvature conditions to compute an upper bound on the number of Killing vector fields, as well as Killing–Yano (KY) tensors and closed conformal KY tensors. We also use them in the integration of the Killing equations. By means of the method, we thoroughly investigate KY symmetry of type D vacuum solutions such as the Kerr metric in four dimensions. The method is also applied to a large variety of physical metrics in four and five dimensions.
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1. Introduction

Spacetime symmetry has played an important role in general relativity, particularly isometry that is described by Killing vector fields

\[ V_\nu \xi_\mu + V_\mu \xi_\nu = 0. \]  

The analysis of the equation leads to the well-known result that if the spacetime dimension is given by \( n \), the metric admits at most \( n(n + 1)/2 \) linearly independent Killing vector fields. Only Minkowski, de Sitter and anti-de Sitter spacetimes are maximally symmetric, which admits the maximum number of Killing vector fields. At the same time, it is not always easy to find Killing vector fields for a given metric because one needs to solve coupled partial differential equations obtained from (1). Alternatively, a Killing vector field \( \partial/\partial x \) can be identified if all metric components are independent of a coordinate \( x \). However, finding such a coordinate is still difficult.
Meanwhile, Killing–Yano (KY) tensors have been recognized to be describing hidden symmetry of spacetimes because thanks to such symmetry many complicated physical problems become tractable. For instance, the Kerr spacetime admits a nondegenerate rank-2 KY tensor that guarantees integrability of the Hamilton–Jacobi equation for geodesics [2–5]. KY tensors were originally introduced in [1] as a generalization of Killing vector fields to higher-rank antisymmetric tensors

\[ \nabla_{\mu} k_{\nu_1 \nu_2 \cdots \nu_p} + \nabla_{\nu} k_{\mu\nu_2 \cdots \nu_p} = 0. \]  

(2)

In four dimensions, if a spacetime admits a nondegenerate rank-2 KY tensor, the Hamilton-Jacobi equation for geodesics, the Klein–Gordon and the Dirac equations can be solved by separation of variables [6–8]. The similar properties can be seen also in higher dimensions (see reviews [9, 10] and references therein). However, it is as difficult to find KY tensors as Killing vector fields.

The purpose of this paper is to present a simple method for investigating KY tensors for a given metric. Since rank-1 KY tensors are 1-forms dual to Killing vector fields, the method can be applied to Killing vector fields, too. We also deal with the Hodge duals of KY tensors, which are known as closed conformal Killing–Yano (CCKY) tensors. The idea is based on the work of U Semmelmann [11]. It was shown that one can introduce a connection on the vector bundle \( E^p(M) \equiv \Lambda^p T^*M \oplus \Lambda^{p+1} T^*M \), known as a Killing connection, whose parallel sections are one-to-one corresponding to rank-\( p \) KY tensors. In this paper, using the Killing connection, we calculate the curvature on the vector bundle \( E^p(M) \). From the curvature and its covariant derivative, we obtain some curvature conditions that provide necessary conditions for the parallel sections. Solving the curvature conditions, the number of linearly independent solutions puts an upper bound on the number of KY tensors.

A feature of the method is that the curvature conditions are obtained as algebraic equations, which enables us to compute the upper bound for any metric. In section 3, we actually compute the upper bound on the number of Killing vector fields on the Kerr spacetime. We will see that the Kerr spacetime admits exactly two Killing vector fields without solving the Killing equation. Another feature is that the solution of the curvature conditions gives an ansatz for solving the original differential equations (1) and (2). As we will see in section 3, the Killing equation for the Kerr metric becomes tractable with such an ansatz.

This paper is organized as follows: in section 2, we begin with a familiar discussion on the maximum number of Killing vector fields. Following [11], we introduce the Killing connection and calculate its curvature. Hence, we obtain the curvature conditions that provide an upper bound on the number of Killing vector fields. Section 3 shows how to exploit the obtained curvature conditions. As an example, we actually investigate Killing vector fields on the Kerr spacetime. In section 4, we extend the discussion in section 2 to higher-rank KY tensors. Similar to Killing vector fields, we introduce a Killing connection. Calculating its curvature, we derive curvature conditions that provide an upper bound on the number of KY tensors. We also discuss the curvature conditions on CCKY tensors. In section 5, only using type D vacuum conditions, we thoroughly investigate KY symmetry of type D vacuum solutions in four dimensions. Section 6 also investigates KY tensors for some physical metrics in four and five dimensions, where we only list the results (see tables 1, 2 and 3). Section 7 is devoted to discussion and conclusions.
2. Curvature conditions on Killing vector fields

As is well-known, the maximum number of linearly independent Killing vector fields on an $n$-dimensional spacetime $M$ with a Lorentzian metric $g_{\mu\nu}$ is obtained by the following discussion (e.g., see the Wald’s book [12]). The Killing equation (1) is written as

$$\nabla_{\mu} \xi_{\nu} = L_{\mu\nu},$$

(3)

where $L_{\mu\nu} = V_{\mu\nu}$, and $V$ is the Levi-Civita connection. Taking the covariant derivative, equation (3) leads to

$$\nabla_{\mu} L_{\nu\rho} = -R_{\mu\rho\sigma} \xi_{\sigma},$$

(4)

where $R_{\mu\rho\sigma}^{\tau}$ is the Riemann curvature. Equations (3) and (4) show that a Killing vector field $\xi_{\mu}$ is determined by the initial values of $\xi_{\mu}$ and $L_{\mu\nu}$ at a point on $M$. Since $L_{\mu\nu}$ is antisymmetric, one can provide at most $n(n + 1)/2$ data at each point, which give the maximum number of Killing vector fields.

We consider the covariant derivative of equation (4). Then, we obtain the curvature condition

$$\left( \nabla_{\mu} R_{\rho\mu\nu} \right) \xi_{\lambda} - \left( \nabla_{\nu} R_{\rho\mu\nu} \right) \xi_{\lambda}
- R_{\mu\rho\sigma} \xi_{\sigma} L_{\nu\rho} + R_{\mu\alpha\rho} \xi_{\rho} L_{\nu\beta} - R_{\mu\rho\sigma} L_{\nu\rho\beta} + R_{\mu\rho\sigma} L_{\nu\rho\beta} = 0,$$

(5)

where we have used equation (3). Since the condition is no longer differential equations but linear algebraic equations for $\xi_{\mu}$ and $L_{\mu\nu}$ at each point on $M$. In four dimensions, there are 20 equations for 10 functions. In $n$ dimensions, there are $n^2(n^2 - 1)/12$ equations for $n(n + 1)/2$ functions.

Furthermore, taking the covariant derivative of equation (5), we obtain the curvature condition

$$\nabla_{\mu} \left( \nabla_{\nu} R_{\rho\mu\nu} \right) \xi_{\lambda} - \nabla_{\nu} \left( \nabla_{\mu} R_{\rho\mu\nu} \right) \xi_{\lambda}
- R_{\mu\rho\sigma} \nabla_{\nu} L_{\sigma\rho} + R_{\mu\alpha\rho} \nabla_{\nu} L_{\sigma\beta} - R_{\mu\rho\sigma} \nabla_{\nu} L_{\sigma\beta} + R_{\mu\rho\sigma} \nabla_{\nu} L_{\sigma\beta} = 0,$$

(6)

where the derivative terms $\nabla_{\nu} \xi_{\mu}$ and $\nabla_{\nu} L_{\mu\nu}$ have been replaced by $\xi_{\mu}$ and $L_{\mu\nu}$ with the help of equations (3) and (4). It provides further restrictions on the values of $\xi_{\mu}$ and $L_{\mu\nu}$ at each point on $M$.

One can take further derivatives of the curvature condition and, in principle, one could take the infinite number of the derivatives. However, in this paper, we only deal with the curvature condition (5) and its first derivative (6). Those conditions are strong enough to restrict the values of $\xi_{\mu}$ and $L_{\mu\nu}$ at least for metrics that we investigate in this paper, as we will see later. If the curvature conditions only have the trivial solution, $\xi_{\mu} = L_{\mu\nu} = 0$, one can conclude that the metric admits no Killing vector field.

3. Killing vector fields on the Kerr spacetime

We investigate Killing vector fields on the Kerr spacetime by use of the curvature conditions (5) and (6). For the Kerr metric, we begin with the metric form [5]
\[ ds^2 = \frac{r^2 + \rho^2}{Q} dr^2 + \frac{r^2 + p^2}{P} dp^2 - \frac{Q}{r^2 + p^2}(dr - p^2 d\sigma)^2 + \frac{P}{r^2 + p^2}(d\tau + r^2 d\sigma)^2, \]  

where

\[ Q = r^2 - 2mr + a^2, \quad P = a^2 - p^2. \]

For later calculation, we introduce an orthonormal frame

\[ e^1 = \frac{dr}{\sqrt{Q_1}}, \quad e^2 = \frac{dp}{\sqrt{Q_2}}, \]

\[ e^1 = \sqrt{Q_1}(d\tau - p^2 d\sigma), \quad e^\perp = \sqrt{Q_2}(d\tau + r^2 d\sigma), \]

where

\[ Q_1 = \frac{Q}{r^2 + p^2}, \quad Q_2 = \frac{P}{r^2 + p^2}. \]

In such a frame, the metric is written as \( g = e^i e^j + e^j e^i - e^i e^i + e^\perp \wedge e^\perp. \) Since all the metric components are independent of the coordinates \( \tau \) and \( \sigma, \) \( \partial / \partial \tau \) and \( \partial / \partial \sigma \) are Killing vector fields. The dual 1-forms are given by

\[ \xi_1 = \sqrt{Q_1} e^1 + \sqrt{Q_2} e^\perp, \]

\[ \xi_2 = p^2 \sqrt{Q_1} e^1 - r^2 \sqrt{Q_2} e^\perp, \]

which are known Killing 1-forms on the Kerr spacetime.

For the metric, we first solve the curvature condition (5) for \( \xi_\mu \) and \( L_{\mu \nu}. \) Suppose that

\[ \xi = a_1 e^1 + a_2 e^2 + a_3 e^\perp + a_4 e^\perp \quad \text{and} \quad L = a_5 e^1 \wedge e^2 + a_6 e^1 \wedge e^\perp + a_7 e^1 \wedge e^\perp + a_8 e^2 \wedge e^\perp + a_9 e^2 \wedge e^\perp + a_{10} e^1 \wedge e^\perp \]

where \( a_i (i = 1, ..., 10) \) are unknown functions. Solving equation (5), we obtain

\[ a_7 = \frac{2r}{r^2 + p^2} \left( a_4 \sqrt{Q_1} - a_3 \sqrt{Q_2} \right), \]

\[ a_8 = \frac{2p}{r^2 + p^2} \left( a_4 \sqrt{Q_1} - a_3 \sqrt{Q_2} \right), \]

hence, \( \xi_\mu \) and \( L_{\mu \nu} \) take the form

\[ \xi = a_3 e^1 + a_4 e^2, \]

\[ L = a_6 e^1 \wedge e^2 + \frac{2r}{r^2 + p^2} \left( a_4 \sqrt{Q_1} - a_3 \sqrt{Q_2} \right) e^1 \wedge e^\perp + \frac{2p}{r^2 + p^2} \left( a_4 \sqrt{Q_1} - a_3 \sqrt{Q_2} \right) e^2 \wedge e^\perp + a_9 e^2 \wedge e^\perp, \]

where \( a_3, a_4, a_6 \) and \( a_9 \) are arbitrary functions. Since the solution of the curvature condition (5) is parametrized by four parameters at each point, the Kerr metric admits at most four Killing vector fields.
Furthermore, in addition to the curvature condition (5), we solve the curvature condition (6). Then, we find the solution

\[ a_6 = 2\left( \frac{1}{r} \sqrt{Q_1} \right) a_3 - \frac{2r}{r^2 + p^2} a_4, \quad (17) \]

\[ a_9 = \frac{2p}{r^2 + p^2} a_3 + 2\left( \frac{1}{r} \sqrt{Q_2} \right) a_4. \quad (18) \]

Since the independent parameters have reduced to two parameters \( a_3 \) and \( a_4 \), the Kerr metric admits at most two Killing vector fields. As we already have two Killing vector fields, we can conclude that the Kerr metric admits exactly two Killing vector fields.

Finally, we attempt to solve the Killing equation (1). We already know of course that the two Killing 1-forms are given by (11) and (12). However, even if we did not know the Killing 1-forms, we can obtain them as follows. Since the Killing 1-forms on the Kerr spacetime must take the form (15), we make use of the form as an ansatz for solving the Killing equation. Then, it comes to be easy to solve the Killing equation. The solution is given by

\[ a_3 = \left( c_1 + c_2 p^2 \right) \sqrt{Q_1}, \quad a_4 = \left( c_1 - c_2 r^2 \right) \sqrt{Q_2}. \quad (19) \]

hence, we have

\[ \xi = c_1 \left( \sqrt{Q_1} e^1 + \sqrt{Q_2} e^2 \right) + c_2 \left( p^2 \sqrt{Q_1} e^1 - r^2 \sqrt{Q_2} e^3 \right). \quad (20) \]

where \( c_1 \) and \( c_2 \) are constants. This is indeed the linear combination of the known Killing 1-forms (11) and (12).

4. Generalization

The discussion in section 2 can be interpreted as the following. From equations (3) and (4), one can introduce a connection \( D_{\mu} \) on the vector bundle \( E^1(M) \equiv T^*M \oplus \Lambda^2 T^*M \)

\[ D_{\mu} \left( \xi_{\nu}, L_{\mu\nu} \right) \equiv \left( \begin{array}{c} V_{\mu} \partial_{\nu} \xi_{\theta} - L_{\mu\nu} \\ V_{\mu} L_{\nu\nu} + R_{\nu\mu\sigma} \xi_{\sigma} \end{array} \right), \quad (21) \]

where \( \xi_{\mu} \) is a 1-form and \( L_{\mu\nu} \) is a 2-form. The connection is known as a Killing connection. It is manifest that if a section \( \hat{\xi}_A \) of \( E^1(M) \) is given by a Killing vector field \( \xi^\mu \) and its exterior derivative \( V(\mu_{\nu\sigma}) \), then \( \hat{\xi}_A = (\xi_{\mu}, V(\mu_{\nu\sigma})) \) satisfies

\[ D_{\mu} \hat{\xi}_A = 0, \quad (22) \]

which means that \( \hat{\xi}_A \) is a parallel section of \( E^1(M) \). Conversely, one can demonstrate that if \( \hat{\xi}_A = (\xi_{\mu}, L_{\mu\nu}) \) is a parallel section of \( E^1(M) \), \( \xi^\mu \) is a Killing vector field and \( L_{\mu\nu} \) is its exterior derivative, \( L_{\mu\nu} = V(\mu_{\nu\sigma}) \). It follows that Killing vector fields on \( M \) are in one-to-one correspondence with parallel sections of \( E^1(M) \). Since the number of linearly independent parallel sections is bound by the rank of \( E^1(M) \), the number of linearly independent Killing vector fields is also bound by the rank of \( E^1(M) \), which is given by \( n(n + 1)/2 \).
Calculating the curvature of the Killing connection $D_\nu$, we obtain some conditions for the parallel sections $\xi_A$ of $E^1(M)$. Since we have equation (22), the parallel sections $\xi_A$ satisfy the curvature condition

$$R_{\mu A B} \xi_B^A = 0,$$

where $R_{\mu A B}$ is called a Killing curvature. The Killing curvature gives linear maps $\xi_A \rightarrow \xi'_A = R_{\mu A B}^B \xi_B^A$ for any choice of $\mu$ and $\nu$ at each point on $M$. Moreover, taking the covariant derivative of the curvature condition (23) on $E^1(M)$, we obtain further condition

$$D_\nu R_{\nu A B} \xi_B^A = 0,$$

where $D_\nu R_{\nu A B}$ is defined by (41). Since those conditions are algebraic equations for $\xi_A$, they give restrictions on the values of $\xi_A$ at each point on $M$. Hence, investigating the linearly independent solutions of the curvature conditions, we obtain an upper bound on the number of linearly independent Killing vector fields.

4.1. Curvature conditions on KY tensors

The discussion about Killing vector fields can be naturally generalized to higher-rank KY tensors and CKY tensors. For the purpose, we slightly change our notation. Let $(M, g)$ be an $n$-dimensional Riemannian or Lorentzian manifold and $\nabla$ be the Levi-Civita connection. We work in a local orthonormal frame of $TM$ denoted by $\{X_a\}$ and its dual frame of $T^*M$ denoted by $\{e^a\}$. Namely, they satisfy $X_a \cdot e^b = \delta^b_a$ where $\cdot$ is the interior product. The Latin indices $a, b, \ldots$ range from 1 to $n$. To deal with Riemannian and Lorentzian metrics simultaneously, we define the matrix $\eta_{ab} = g(X_a, X_b)$ which is diagonal with entries $\pm 1$. The signature is $(+, +, \cdots, +)$ for Riemannian or $(-, +, \ldots, +)$ for Lorentzian metrics. We also define $X^a = \eta^{ab} X_b$ and $e_a = \eta_{ab} e^b$, where $\eta^{ab}$ is the inverse of $\eta_{ab}$. For a vector field $V = V^a X_a$, we introduce the dual 1-form $V^* = V^a e_a$. In other words, $V^* = g(V, \cdot)$.

A rank-$p$ KY tensor (or a KY $p$-form) $k$ is defined as a $p$-form satisfying

$$\nabla_X k = \frac{1}{p + 1} X \lhd dk,$$

for any vector field $X$. Covariantly differentiating (25), we obtain

$$\nabla_X (dk) = \frac{p + 1}{p} R^*(X) k,$$

where

$$R^*(X) \equiv e^a \wedge R(X, X_a).$$

The Riemann curvature is defined by

$$R(X, Y) \equiv \nabla_X \nabla_Y V - \nabla_Y \nabla_X V - [X, Y].$$

In accordance with equations (25) and (26), one can introduce a connection $D$ on the vector bundle $E^p(M) \equiv \Lambda^p TM \oplus \Lambda^{p+1} TM$ [11]

$$D_X \left( \frac{\alpha}{\eta} \right) \equiv \nabla_X \left( \frac{\alpha}{\eta} \right) - \Gamma(X) \left( \frac{\alpha}{\eta} \right).$$
where \( \omega \) is a section of \( \Lambda^p T^* M \), \( \eta \) is a section of \( \Lambda^{p+1} T^* M \) and

\[
\Gamma'(X) \equiv \begin{pmatrix}
0 & \frac{1}{p + 1} X \cdot \\
\frac{p + 1}{p} R^+ (X) & 0
\end{pmatrix}. \tag{30}
\]

If a section \( \hat{\omega} = (\omega, \eta) \) of \( E^p(M) \) is given by a KY \( p \)-form \( \omega = k \) and its exterior derivative \( \eta = dk \), then it satisfies the parallel equation

\[
D_X \hat{\omega} = 0. \tag{31}
\]

Conversely, if \( \hat{\omega} = (\omega, \eta) \) is a parallel section of \( E^p(M) \) then \( \omega \) is a KY \( p \)-form and \( \eta \) is its exterior derivative, \( \eta = d\omega \). It follows that KY \( p \)-forms on \( M \) are in one-to-one correspondence with parallel sections of \( E^p(M) \). Hence, the maximum number of KY \( p \)-forms is bound by the rank of \( E^p(M) \) \[^{11} \] , which is given by

\[
\text{rank } E^p(M) = \begin{pmatrix}
\frac{n}{p} + \left( \frac{n + 1}{p + 1} \right)
\end{pmatrix}. \tag{32}
\]

The equality is attained if a spacetime is maximally symmetric. Note that when we take \( p = 1 \), equations (25) and (26) are equivalent to equations (3) and (4). Equations (29) and (31) correspond to equations (21) and (22), respectively. The maximum number (32) becomes \( n(n + 1)/2 \) for \( p = 1 \).

As before, we calculate the curvature of the Killing connection (29) by

\[
\mathcal{R} (X, Y) \equiv D_X D_Y - D_Y D_X - D_{[X,Y]}, \tag{33}
\]

on the vector bundle \( E^p(M) \). A straightforward calculation leads to the Killing curvature written by

\[
\mathcal{R} (X, Y) = \begin{pmatrix}
N_{11}(X, Y) & 0 \\
N_{21}(X, Y) & N_{22}(X, Y)
\end{pmatrix}. \tag{34}
\]

The entries are given by

\[
N_{11}(X, Y) = R(X, Y) + \frac{1}{p} \left\{ X \cdot R^+(Y) - Y \cdot R^+(X) \right\},
\]

\[
N_{21}(X, Y) = -\frac{p + 1}{p} \left\{ (\nabla_X R)^+(Y) - (\nabla_Y R)^+(X) \right\}, \tag{35}
\]

\[
N_{22}(X, Y) = R(X, Y) + \frac{1}{p} \left\{ R^+(X)(Y \cdot * ) - R^+(Y)(X \cdot * ) \right\},
\]

where

\[
(\nabla_X R)^+(Y) = e^a \wedge (\nabla_X R)(Y, X_a). \tag{36}
\]

Since we have equation (31), the parallel sections \( \hat{\omega} = (\omega, \eta) \) of \( E^p(M) \) satisfy the curvature condition

\[
\mathcal{R} (X, Y) \hat{\omega} = 0, \tag{37}
\]

which is equivalent to the conditions

\[
N_{11}(X, Y) \omega = 0, \tag{38}
\]
\[ N_{21}(X,Y)\omega + N_{22}(X,Y)\eta = 0. \quad (39) \]

To obtain further conditions for the parallel sections, we calculate the covariant derivative of the curvature condition (37). Then, we obtain for parallel sections the condition
\[
(\mathcal{D}_X \mathcal{R})(Y,Z)\omega = 0, \quad (40)
\]
where
\[
(\mathcal{D}_X \mathcal{R})(Y,Z)\omega \equiv \mathcal{D}_X (\mathcal{R}(Y,Z)\omega) - \mathcal{R}(Y,Z)(\mathcal{D}_X \omega)
- \mathcal{R}(\nabla_X Y,Z)\omega - \mathcal{R}(Y,\nabla_X Z)\omega
= (\nabla_X \mathcal{R})(Y,Z)\omega - \Gamma(X)\mathcal{R}(Y,Z)\omega + \mathcal{R}(Y,Z)\mathcal{R}\Gamma(X)\omega. \quad (41)
\]

Note that the Bianchi identity is given by
\[
(\mathcal{D}_X \mathcal{R})(Y,Z) + (\mathcal{D}_Y \mathcal{R})(Z,X) + (\mathcal{D}_Z \mathcal{R})(X,Y) = 0. \quad (42)
\]
More explicitly, equation (40) is given by
\[
(\nabla_X N_{11})(Y,Z)\omega + \frac{1}{p+1}N_{11}(Y,Z)(X \lrcorner \eta) = 0, \quad (43)
\]
\[
(\nabla_X N_{21})(Y,Z)\omega + \frac{p+1}{p}N_{22}(Y,Z)\mathcal{R}\Gamma(X)\omega
+ (\nabla_X N_{22})(Y,Z)\eta + \frac{1}{p+1}N_{22}(Y,Z)(X \lrcorner \eta) = 0, \quad (44)
\]
where we have used equations (31), (38) and (39).

Note that when we take \( p = 1 \), \( N_{11}(X,Y) = 0 \) holds identically for all \( X \) and \( Y \). It follows consequently that equations (38) and (43) are automatically satisfied. When we take \( p = n - 1 \), \( N_{22}(X,Y) = 0 \) identically holds for all \( X \) and \( Y \).

4.2. Curvature conditions on CCKY tensors

Similarly, for a CCKY \( p \)-form \( \mathbf{h} \), we have
\[
\nabla_X \mathbf{h} = -\frac{1}{n-p+1}X^s \wedge \delta \mathbf{h}, \quad (45)
\]
\[
\nabla_X (\delta \mathbf{h}) = -\frac{n-p+1}{n-p}R^-(X)\mathbf{h}, \quad (46)
\]
where
\[
R^-(X) \equiv X^s \lrcorner R(X, X_a). \quad (47)
\]
Hence, this time, one can introduce a connection \( \mathcal{D} \) on the vector bundle \( \mathcal{E}^p(M) \equiv \Lambda^p T^*M \oplus \Lambda^{p-1} T^*M \)
\[
\mathcal{D}_X \left( \frac{\mathbf{h}}{\delta \mathbf{h}} \right) \equiv \nabla_X \left( \frac{\mathbf{h}}{\delta \mathbf{h}} \right) - \Gamma(X)\left( \frac{\mathbf{h}}{\delta \mathbf{h}} \right), \quad (48)
\]
where

\[
\Gamma(X) = \begin{pmatrix}
0 & \frac{1}{n-p+1}X^a \wedge & -\frac{1}{n-p+1}X^a \wedge R^\gamma(X) \\
-n-p & 0 & X^a \wedge R^\gamma(X)
\end{pmatrix}.
\] (49)

Similar to KY tensors, we can demonstrate that CCKY tensors on \( M \) are in one-to-one correspondence with parallel sections of \( \hat{E}^p(M) \). Hence, the number of CCKY \( p \)-forms is bound by the rank of \( \hat{E}^p(M) \), which is given by

\[
\text{rank } \hat{E}^p(M) = \binom{n}{p} + \binom{n}{p-1} = \binom{n+1}{p}.
\] (50)

Note that the number of rank-\( p \) CCKY tensors is same as that of rank-(\( n-p \)) KY tensors because CCKY tensors are given as the Hodge duals of KY tensors.

Calculating the curvature of the Killing connection (49), we obtain the Killing curvature

\[
R(X, Y) = \begin{pmatrix}
M_{11}(X, Y) & 0 \\
M_{21}(X, Y) & M_{22}(X, Y)
\end{pmatrix}
\] (51)

with the entries

\[
M_{11}(X, Y) = R(X, Y) + \frac{1}{n-p} \left\{ X^a \wedge R^\gamma(Y) - Y^a \wedge R^\gamma(X) \right\},
\]

\[
M_{21}(X, Y) = \frac{n-p+1}{n-p} \left\{ (V_X R)^\gamma(Y) - (V_Y R)^\gamma(X) \right\},
\]

\[
M_{22}(X, Y) = R(X, Y) + \frac{1}{n-p} \left\{ R^\gamma(X) \left( Y^a \wedge \ast \right) - R^\gamma(Y) \left( X^a \wedge \ast \right) \right\}.
\] (52)

where

\[
(V_X R)^\gamma(Y) = e^a \wedge (V_X R)(Y, e_a).
\] (53)

Hence, we obtain the curvature conditions

\[
M_{11}(X, Y) \omega = 0,
\] (54)

\[
M_{21}(X, Y) \omega + M_{22}(X, Y) \eta = 0.
\] (55)

Furthermore, as before, the covariant derivatives of the curvature conditions lead to further conditions. Now, they are given by

\[
(V_X M_{11})(Y, Z) \omega - \frac{1}{n-p+1} M_{11}(Y, Z)(X \wedge \eta) = 0,
\] (56)

\[
(V_X M_{21})(Y, Z) \omega - \frac{n-p+1}{n-p} M_{21}(Y, Z) R^\gamma(X) \omega
\]

\[
+ (V_X M_{22})(Y, Z) \eta - \frac{1}{n-p+1} M_{22}(Y, Z)(X \wedge \eta) = 0.
\] (57)
5. KY tensors on type D vacuum spacetimes

By use of the method that was shown in previous sections, we shall reconsider KY symmetry of type D vacuum solutions. The results in this section cover the previous works [13–18] (see propositions 5.1–5.4). This section also aims to illustrate how simply the method enables us to investigate KY symmetry of type D vacuum solutions.

We work in the Newman–Penrose formalism, which introduces the complex null tetrad \( X_a = \{k, l, m, \bar{m}\} \) that satisfies
\[
g(k, l) = 1, \quad g(m, \bar{m}) = -1. \tag{58}
\]
The basis \( k \) and \( l \) are real vector fields, whereas \( m \) and \( \bar{m} \) are complex. The complex conjugate of \( m \) is denoted by \( m \). The 1-forms \( \{e^a\} \) that satisfy
\[
\eta_{ab} g^{kl} = \delta_k^b \delta_l^a \quad \text{with} \quad (k, \bar{m}, l, m, \bar{m}, \bar{m},) \quad \text{and} \quad e^a = \eta_{ab} e^b. \tag{59}
\]

Using the matrix \( \eta_{ab} = g(X_a, X_b) \), we define 1-forms \( \{e^a\} = \{k^a, l^a, m^a, \bar{m}^a\} \) by \( e_a = \eta_{ab} e^b \). For the null tetrad, the spin coefficients are defined as usual:

\[
\kappa = g(m, V_k k), \quad \sigma = g(m, V_m k), \quad \lambda = g(l, V_m \bar{m}), \quad \rho = g(m, V_n k),
\]
\[
\mu = g(l, V_m \bar{m}), \quad \tau = g(m, V_k k), \quad \pi = g(l, V_k k),
\]
\[
\alpha = \frac{1}{2} \left\{ g(l, V_m k) + g(m, V_m \bar{m}) \right\}, \quad \beta = \frac{1}{2} \left\{ g(l, V_m k) + g(m, V_m \bar{m}) \right\},
\]
\[
\epsilon = \frac{1}{2} \left\{ g(l, V_k k) + g(m, V_k \bar{m}) \right\}, \quad \gamma = \frac{1}{2} \left\{ g(l, V_k k) + g(m, V_k \bar{m}) \right\}. \tag{60}
\]

where the all spin coefficients are complex in general.

Firstly, we consider type D conditions. There are two principal null directions of multiplicity two in type D spacetimes. When the \( k \) and \( l \) are chosen along the two principal null directions, type D conditions are given by a complex scalar function \( \Psi \neq 0 \)
\[
C(k, l, m, \bar{m}) = \Phi - \bar{\Phi}, \quad C(k, l, k, l) = \Phi - \bar{\Phi}.
\]
where \( C \) is the Weyl curvature. The other components are vanishing. In addition, we consider vacuum condition, under which the Riemann curvature is equal to the Weyl curvature. From the Goldberg–Sachs theorem, type D vacuum conditions lead to
\[
\kappa = \sigma = \nu = \lambda = 0. \tag{61}
\]
Furthermore, making the boost and the rotation of the basis, we can set \( \epsilon = 0 \) while preserving (61).

All type D vacuum solutions in four dimensions were obtained by W Kinnersley [19]. He classified the solutions into four cases (case I–IV). However, we do not use the explicit expressions of the solutions. Only using type D vacuum conditions on the Weyl curvature and its covariant derivatives, we compute the Killing curvature (34) on the vector bundle \( E^p(M) \) (see appendix for details). Solving the curvature conditions (37) and (40), the following propositions 5.1–5.4 are obtained.

**Proposition 5.1.** Every type D vacuum solution, with the exception of case III of Kinnersley’s classification [19], admits exactly one rank-2 KY tensor. Case III solution does not admit any rank-2 KY tensor.
Proof. The Killing curvature on $E^2(M)$ are given by (A.31)-(A.48). Solving the curvature conditions (A.29), the solution $\omega = (\omega, \eta)$ is given at each point by

$$\omega = \omega_1 k_a \wedge l_a + \omega_2 m_a \wedge \bar{m}_a, \quad (62)$$

$$\eta = \eta_1 k_a \wedge l_a \wedge m_a + \eta_2 k_a \wedge l_a \wedge \bar{m}_a + \eta_3 k_a \wedge m_a \wedge \bar{m}_a + \eta_4 l_a \wedge m_a \wedge \bar{m}_a, \quad (63)$$

where $\omega_1$ and $\omega_2$ are free complex parameters and

$$\eta_1 = -3\tau(\omega_1 - \omega_2), \quad \eta_2 = 3\pi(\omega_1 - \omega_2),$$

$$\eta_3 = 3\rho(\omega_1 - \omega_2), \quad \eta_4 = -3\mu(\omega_1 - \omega_2). \quad (64)$$

Impose the reality conditions $\bar{\omega} = \omega$ and $\bar{\eta} = \eta$, the parameters must satisfy the conditions $\omega_1 = \bar{\omega}_1$, $\omega_2 = -\bar{\omega}_2$, $\eta_2 = \bar{\eta}_3$, $\eta_3 = -\bar{\eta}_3$ and $\eta_4 = -\bar{\eta}_4$. The reality conditions together with (64) lead to the conditions

$$\rho + \bar{\rho})\omega_1 - (\rho - \bar{\rho})\omega_2 = 0, \quad (65)$$

$$\mu + \bar{\mu})\omega_1 - (\mu - \bar{\mu})\omega_2 = 0, \quad (66)$$

$$\tau + \bar{\tau})\omega_1 - (\tau - \bar{\tau})\omega_2 = 0, \quad (67)$$

where $\omega_1$ is a real and $\omega_2$ is a pure imaginary parameter. For cases I–III ($\rho \neq 0$), the spin coefficients $\rho, \mu, \tau$ and $\pi$ satisfy the relations (e.g., see [20])

$$\mu = -U\rho, \quad \rho \tau + \rho \pi = 0, \quad (68)$$

where $U$ is a certain real function. Then, equation (66) is equivalent to (65). Equation (67) is written as

$$(\rho \tau + \rho \pi)\omega_1 - (\rho \tau + \rho \pi)\omega_2 = 0. \quad (69)$$

For cases I and II, $\tau$ is pure imaginary and hence equation (69) reduces to equation (65). This implies that the case I and II solutions admit at most one rank-2 KY tensor. On the other hand, we have two independent conditions (65) and (69) for case III, to which the nonzero solution for $\omega_1$ and $\omega_2$ does not exist. Thus, the case III solution does not admit any rank-2 KY tensor. For case IV, we have $\rho = \mu = 0$ [19]. Equations (65) and (66) become identities. Equation (67) remains as the only equation to solve, so that case IV solution admits at most one rank-2 KY tensor. Since it is known that every type D vacuum solution, except for the case III solution, admits (at least) a rank-2 KY tensor [13–17], we arrive at the statement of the present proposition.

Remark. Proposition 5.1 is consistent with the result of [18]. In [18], spacetimes admitting at least two rank-2 KY tensors were discussed in four dimensions. Since type D vacuum solutions admit just one rank-2 KY tensor, they are outside the latter class of metrics. When considering the Euclidean counterparts of the solutions, we can construct self-dual Ricci-flat (hyper-Kähler) metrics for particular choices of the parameters. In those cases, we obtain additional rank-2 KY tensors that are hyper-Kähler forms (see section 6.3 for details).

Proposition 5.2. Case II and III solutions admit exactly two Killing vector fields, whereas case I and IV admit exactly four Killing vector fields.
Proof. The Killing curvature on $E^1(M)$ is given by (A.17)–(A.28). Solving the curvature condition (A.15) obtained from the Killing curvature, the parallel sections $\omega = (\omega, \eta)$ of $E^1(M)$ are necessarily written at each point on $M$ as

$$\omega = \omega_1 k_0 + \omega_2 l_0 + \omega_3 m_0 + \omega_4 \bar{m}_0,$$

$$\eta = \eta_1 k_0 \wedge l_0 + \eta_2 k_0 \wedge m_0 + \eta_3 k_0 \wedge \bar{m}_0 + \eta_4 l_0 \wedge m_0 + \eta_5 l_0 \wedge \bar{m}_0 + \eta_6 m_0 \wedge \bar{m}_0,$$

where $\omega_i (i = 1, \ldots, 4)$ and $\eta_j (j = 1, \ldots, 6)$ are free complex parameters with the constraints

$$\eta_2 = 2\tau \omega_1 - 2\mu \omega_3, \quad \eta_3 = -2\pi \omega_2 + 2\mu \omega_4,$$

$$\mu \omega_1 - \rho \omega_2 - \pi \omega_3 + \tau \omega_4 = 0.$$  

The reality conditions $\bar{\omega} = \omega$ and $\bar{\eta} = \eta$ imply that $\omega_1 = \bar{\omega}_1$, $\omega_2 = \bar{\omega}_2$, $\omega_3 = \bar{\omega}_3$, $\eta_1 = \eta_\bar{1}$, $\eta_2 = \eta_\bar{2}$, $\eta_3 = \eta_\bar{3}$, and $\eta_6 = -\eta_\bar{6}$. Together with (72), the remaining degrees of freedom are given by four real parameters for case II and IIIb, or given by five real parameters for case I, IIIa and IV. In addition, solving the condition (44) (cf (6)) that is obtained from the covariant derivative of the curvature condition (A.15), we obtain the result of the proposition. □

Proposition 5.3. All type D vacuum solutions admit no rank-3 KY tensor.

Proof. The Killing curvature on $E^3(M)$ are given by (A.51)–(A.56). In particular, $N_{i1}(k, l)$ and $N_{11}(m, \bar{m})$ are given by diagonal matrices with nonzero entries that are independent of any spin coefficient. It follows that their kernels are vanishing. Hence, we find that there exists no rank-3 KY tensor. □

Remark. Since the Hodge duals of KY tensors are CCKY tensors, propositions 5.1–5.3 hold even if we replace the rank-$p$ KY tensors by rank-$(4 - p)$ CCKY tensors.

A covariantly constant $p$-form is a rank-$p$ KY tensor and also a rank-$p$ CCKY tensor. From proposition 5.3, we immediately find that all type D vacuum solutions do not admit any covariantly constant 1-forms and 3-forms. As was seen in the proof of proposition 5.1, KY 2-forms on type D vacuum solutions must take the form

$$\omega = \omega_1 k_0 \wedge l_0 + \omega_2 m_0 \wedge \bar{m}_0,$$

where $\omega_1$ is a real and $\omega_2$ is a pure imaginary function that satisfy the conditions (65)–(67). Similarly, CCKY 2-forms on type D vacuum solutions must take the same form as (73), where $\omega_1$ and $\omega_2$ satisfy the conditions

$$(\rho - \beta)\omega_1 - (\rho + \beta)\omega_2 = 0,$$

$$(\mu - \beta)\omega_1 - (\mu + \beta)\omega_2 = 0,$$

$$(\tau - \pi)\omega_1 - (\tau + \pi)\omega_2 = 0.$$  

Hence, covariantly constant 2-forms on type D vacuum solutions take the form (73) that satisfy the conditions (65)–(67) and (74)–(76). The conditions only have the trivial solution $\omega_1 = \omega_2 = 0$. Therefore, we obtain the following proposition.
Proposition 5.4. All type D vacuum solutions do not admit any covariantly constant forms of rank one, two and three.

6. Examples

It would be interesting to compute the Killing curvatures (34) and (35) and solve the curvature conditions (38), (39), (43) and (44) for various physical metrics. In this section, we thoroughly investigate KY symmetry of some type D solutions, a cosmological metric and some gravitational instantons in four dimensions. We also investigate black hole, ring and string metrics in five dimensions.

The procedure is as follows: after we compute the Killing curvatures (34) and (35), we first solve the curvature conditions (38) and (39). Next, with the solutions of (38) and (39), we solve the curvature conditions (43) and (44). Finally, using the solutions of (38), (39), (43) and (44) as an ansatz, we attempt to integrate the Killing equations. Thus, we obtain the precise number of Killing vector fields and KY tensors for every metric in this section. The obtained results are listed in tables 1, 2 and 3.

6.1. Type D solutions in four dimensions

The Plebanski–Demianski solution [21] is a type D solution of the Einstein–Maxwell equation with the cosmological constant \( \lambda \). The metric is written in the form [22]

\[
\begin{align*}
\text{d}r^2 &= \frac{1}{(1 - br)^2} \left\{ -\frac{Q}{r^2 + p^2} \left( \text{d}r - p^2 \text{d}\sigma \right)^2 \\
&\quad + \frac{r^2 + p^2}{Q} \text{d}r^2 + \frac{r^2 + p^2}{p} \text{d}p^2 + \frac{p}{r^2 + p^2} \left( \text{d}\tau + r^2 \text{d}\sigma \right)^2 \right\},
\end{align*}
\]

(77)

where

\[
\begin{align*}
Q &= -\left( a^2 b^2 + \lambda / 3 \right) r^4 - 2bmr^3 + r^2 - 2mr + a^2 + e^2 + g^2, \\
P &= -\left[ \left( a^2 + e^2 + g^2 \right) b^2 + \lambda / 3 \right] p^4 + 2bmp^3 - p^2 + 2np + a^2.
\end{align*}
\]

(78)

(79)

The solution contains seven non-vanishing parameters \( m, n, e, g, a, b \) and \( \lambda \). Clearly, the metric admits two Killing vector fields \( \partial / \partial \tau \) and \( \partial / \partial \sigma \). No rank-2 and rank-3 KY tensor has been known. Our calculation shows that the metric admits exactly two Killing vector fields and no rank-2 and rank-3 KY tensor.

Under a limit of spacetime parameters, the space of KY solutions might increase in dimension but never reduce, as was stated in [24]. In the limit \( e = g = \lambda = 0 \), the Plebanski–Demianski metric becomes case III solution of Kinnersley’s classification, which has same dimension of the space of KY solutions as the Plebanski–Demianski metric. This implies that the vanishing of \( e, g \) and \( \lambda \) is not irrespective of an enhancement of KY symmetry. However, the vanishing of other parameters does causes an enhancement of KY symmetry. If the acceleration parameter \( b \) is vanishing, the Plebanski–Demianski metric (77) reduces to the Carter metric [5, 23].

We have computed the Killing curvatures and solved the curvature conditions with a package of the computational software ‘Mathematica’. The Mathematica package, we developed by ourselves, is available on the webpage at http://www.research.kobe-u.ac.jp/fsci-pacos/KY_upperbound/.
\[ ds^2 = \frac{r^2 + p^2}{Q} dr^2 + \frac{r^2 + p^2}{P} dp^2 \]
\[ - \frac{Q}{r^2 + p^2} (d\tau - p^2 d\sigma)^2 + \frac{P}{r^2 + p^2} (d\tau + r^2 d\sigma)^2, \] (80)

where
\[ Q = -\lambda/3r^4 + r^2 - 2mr + a^2 + e^2 + g^2, \] (81)
\[ P = -\lambda/3p^4 - p^2 + 2np + a^2. \] (82)

The metric admits two Killing vector fields \( \partial/\partial \tau \) and \( \partial/\partial \sigma \). It is known [25] that any metric admitting a nondegenerate rank-2 KY tensor is written in the form (80). Hence, Carter metric admits at least one rank-2 KY tensor. Our calculation shows that for arbitrary functions \( Q(r) \) and \( P(p) \), the metric admits exactly two Killing vector fields and exactly one rank-2 and no rank-3 KY tensor. Due to the vanishing of the acceleration parameter \( b \), the rank-2 KY tensor has appeared.

Kerr metric (7) recovers when we take \( \lambda = 0 \) in the metric (80). Furthermore, we take the static limit of the Kerr metric. Then, the metric becomes the Schwarzschild metric
\[ ds^2 = -f(r) dr^2 + \frac{dr^2}{f(r)} + r^2 d\theta^2 + r^2 \sin^2 \theta d\phi^2, \] (83)

where
\[ f(r) = 1 - \frac{2m}{r}. \] (84)

Since the spacetime is static and spherically symmetric, the metric admits four Killing vector fields. It is also known that the metric admits a (degenerate) rank-2 KY tensor. Our calculation proves that the metric admits exactly four Killing vector fields, exactly one rank-2 and no rank-3 KY tensors.

The Wahlquist metric [26–29] is a type D solution of the Einstein equation for perfect fluids with the equation of state \( \rho + 3p = \text{const.} \). The metric is given by
Table 2. The numbers of rank-\( p \) KY tensors on some gravitational instantons.

| 4D Euclidean self-dual metrics | \( p = 1 \) | \( p = 2 \) | \( p = 3 \) |
|-------------------------------|-----------|-----------|-----------|
| \( \lambda \neq 0 \)          |           |           |           |
| Plebanski–Demianski           | 2         | 1         | 0         |
| Kerr-bolt                     | 2         | 1         | 0         |
| Taub–NUT                      | 4         | 1         | 0         |
| \( \lambda = 0 \)            |           |           |           |
| Plebanski–Demianski           | 2         | 3         | 0         |
| Kerr-bolt                     | 2         | 4         | 0         |
| Taub–NUT                      | 4         | 4         | 0         |

Table 3. The numbers of rank-\( p \) KY tensors on black hole, ring and string spacetimes in five dimensions.

| 5D metrics | \( p = 1 \) | \( p = 2 \) | \( p = 3 \) | \( p = 4 \) |
|------------|-----------|-----------|-----------|-----------|
| Maximally symmetric space     | 15        | 20        | 15        | 6         |
| Myers–Perry               | 3         | 0         | 1         | 0         |
| Emparan–Reall             | 3         | 0         | 0         | 0         |
| Kerr string               | 3         | 1         | 0         | 1         |

\[
d\!s^2 = \frac{r^2 + p^2}{Q(1 + \beta r^2)}dr^2 + \frac{r^2 + p^2}{P(1 + \beta p^2)}dp^2
\]
\[= - \frac{Q}{r^2 + p^2}(dr - p^2d\sigma)^2 + \frac{P}{r^2 + p^2}(d\tau + r^2d\sigma)^2, \quad (85)\]

where

\[
Q = a^2 - 2mr\sqrt{1 - \beta^2r^2} + r^2 + \frac{\mu_0}{\beta^2}\left[r^2 - \frac{\arcsin(\beta r)\sqrt{1 - \beta^2r^2}}{\beta}\right], \quad (86)
\]
\[
P = a^2 + 2np\sqrt{1 + \beta^2p^2} - p^2
\]
\[= - \frac{\mu_0}{\beta^2}\left[p^2 - \frac{\arcsinh(\beta p)\sqrt{1 + \beta^2p^2}}{\beta}\right]. \quad (87)\]

The metric contains five constants \( m, n, a, \beta \) and \( \mu_0 \). One can immediately find that the metric admits two Killing vector fields \( \partial/\partial \tau \) and \( \partial/\partial \sigma \). If one takes the limit \( \beta \to 0 \), the metric becomes the Kerr–NUT–(A)dS metric [5]. For the Wahlquist metric, our calculation shows that it admits exactly two Killing vector fields, no rank-2 and rank-3 KY tensor. Note that the Wahlquist metric admits a rank-2 generalized KY tensor with torsion [30].
6.2. Cosmological model

The Friedmann–Lemaître–Robertson–Walker metric is widely used for a cosmological model. The metric is given by

$$\text{d}s^2 = -\text{d}t^2 + a(t)^2 \left\{ \frac{\text{d}r^2}{1 - Kr^2} + r^2 \text{d}\theta^2 + r^2 \sin^2 \theta \text{d}\phi^2 \right\},$$

(88)

where $a(t)$ is an arbitrary nonzero function of the time $t$. Since the spatial part is a three-dimensional maximally symmetric space with the constant curvature $K$, the metric admits at least six Killing vector fields. For particular choices of $a(t)$ and $K$, the FLRW metric describes maximally symmetric, where the metric admits the maximum number of Killing vector fields. Our calculation shows that such enhancement of isometry happens only when the spacetime becomes maximally symmetric. Calculating the curvature condition, we find that the enhancement of isometry happens only when the condition

$$a^2a - \dot{a}^2 - K = 0$$

(89)

is satisfied. This shows that the FLRW spacetime becomes maximally symmetric.

A rank-2 KY tensor $k$ on $(M^4, g) = -\text{d}t^2 + a(t)^2 \hat{g}$ is given by $k = a(t)^2 \hat{k}$, where $\hat{k}$ is a rank-2 KY tensor on $(M^3, \hat{g})$. For the FLRW metric, $(M^3, \hat{g})$ is a three-dimensional maximally symmetric space with the constant curvature $K$, which admits four rank-2 KY tensors. In a similar fashion to Killing vector fields, our calculation confirms that the FLRW metric admits the only four rank-2 KY tensors with the exception of maximally symmetric case. It is also known [31] that the metric admits a rank-3 KY tensor. Our calculation shows that it is the only rank-3 KY tensor in the FLRW spacetime with the exception of maximally symmetric case.

6.3. Gravitational instantons

We discuss Euclidean metrics with the self-dual Weyl curvature in four dimensions, which are obtained from the Plebanski–Demianski family (77). We make a shift from $a^2$ to $a^2 - n^2$ and then take $n = im$ and $e = ig$. Moreover, we perform the Wick rotation $r \rightarrow i\sigma$ with $m \rightarrow im$ and $b \rightarrow ib$. Then, the metric becomes

$$\text{d}s^2 = \frac{1}{(1 + bnp)^2} \left\{ \frac{Q}{r^2 - p^2} (\text{d}\tau - p^2 \text{d}\sigma)^2 ight.$$

$$\left. + \frac{r^2 - p^2}{Q} \text{d}r^2 + \frac{p^2 - r^2}{P} \text{d}p^2 + \frac{P}{p^2 - r^2} (\text{d}\tau - r^2 \text{d}\sigma)^2 \right\},$$

(90)

where

$$Q = \left[ (a^2 - m^2) b^2 - \lambda \right] r^4 + 2bmr^3 - r^2 + 2mr + a^2 - m^2,$$

$$P = \left[ (a^2 - m^2) b^2 - \lambda \right] p^4 - 2bmp^3 - p^2 - 2mp + a^2 - m^2.$$

(91)

The metric is an Einstein metric, that is, a vacuum solution to the Einstein equation with cosmological constant $\lambda$. The Weyl curvature is self-dual. The BPS conditions were discussed in [36]. The metric admits two Killing vector fields. Our calculation finds a rank-2 KY tensor.
\[
\omega = \frac{1}{(r + p)(1 + b pr)^3} \left\{ \left( bf (r, p) + \lambda p (r + p) \right) dr \wedge \left( d\tau - p^2 d\sigma \right) \\
+ 3 b P dr \wedge \left( d\tau - r^2 d\sigma \right) + 3 b Q dp \wedge \left( d\tau - p^2 d\sigma \right) \\
+ \left( bf (r, p) + \lambda r (r + p) \right) dp \wedge \left( d\tau - r^2 d\sigma \right) \right\},
\]  
(92)

where

\[
f (r, p) = 3 \left( m^2 - a^2 \right) \left\{ \left( 1 + b pr \right)^2 + b \left( r^2 + p^2 \right) \right\} \\
- 3 m (1 - b pr)(r - p) + \lambda p r^2 - 3 pr.
\]  
(93)

This rank-2 KY tensor is, as far as we know, new.

When we take \( b = 0 \), the metric (90) becomes self-dual Kerr-bolt metric [38] with cosmological constant [39]. Furthermore, when we take \( a = 0 \), the metric becomes self-dual Taub–NUT metric with cosmological constant [40]. Appropriately performing a coordinate transformation, the metric is written as

\[
ds^2 = \frac{dr^2}{F(r)} + \left( r^2 - m^2 \right) \left( d\theta^2 + \sin^2 \theta d\phi^2 \right) \\
+ 4 m^2 F(r) d\psi + \cos \theta d\phi^2 ,
\]  
(94)

where

\[
F(r) = \frac{\lambda}{3} \left( \frac{r + m}{r - m} \right) (r_+ - r)(r - r_-),
\]  
(95)

\[
r_\pm = m \pm \sqrt{4m^2 + \frac{3}{\lambda}}.
\]  
(96)

In particular, for \( \lambda = 0 \), the metric reduces to the self-dual Taub–NUT metric [33]. The self-dual Taub–NUT metric admits four Killing vector fields. It also admits three covariantly constant 2-forms, which are the hyper-Kähler forms. In addition, there is a fourth rank-2 KY tensor that is not covariantly constant [34]. Our calculation proves that the metric admits the only four Killing vector fields, the only four rank-2 and no rank-3 KY tensor.

If a self-dual metric is Ricci flat, it becomes hyper-Kähler in four dimensions, which admits three covariantly constant hyper-Kähler forms. This explains an increasing of the number of rank-2 KY tensors when the cosmological constant vanishes. Therefore, it is nontrivial [34, 35] that the Kerr-bolt and the Taub–NUT metrics with \( \lambda = 0 \) admit one additional rank-2 KY tensor, respectively.

6.4. Black holes, rings and strings in five dimensions

To see if the method works well also in higher dimensions, we investigate black holes, rings and strings in five dimensions: Myers–Perry, Emparan–Reall and Kerr string metrics. They all are known as stationary, axially symmetric solutions of the vacuum Einstein equation, which admit three Killing vector fields.

The Myers–Perry metric [41] is a vacuum solution describing rotating black holes in an asymptotically flat spacetime. The metric in five dimensions is given by
The metric contains three parameters $a$, $b$ and $m$. The three Killing vector fields are given by $\partial/\partial \vartheta_0$, $\partial/\partial \vartheta_1$, and $\partial/\partial \vartheta_2$. The metric also admits a rank-3 KY tensor \[42, 43\]. Our calculation shows that the Myers–Perry metric admits exactly three Killing vector fields, exactly one rank-3 and no rank-2 and rank-4 KY tensor.

The Emparan–Reall metric \[44\] is a vacuum solution describing singly rotating black rings. The metric in the ring coordinates is given by

\[
\frac{\mathrm{d}s^2}{Q} = \frac{r^2 + p^2}{Q} \mathrm{d}r^2 + \frac{r^2 + p^2}{P} \mathrm{d}p^2 \\
- \frac{Q}{r^2 + p^2} \left( \mathrm{d}\vartheta_0 - p^2 \mathrm{d}\vartheta_1 \right)^2 + \frac{P}{r^2 + p^2} \left( \mathrm{d}\vartheta_0 + r^2 \mathrm{d}\vartheta_1 \right)^2 \\
+ \frac{ab}{rp} \left( \mathrm{d}\vartheta_0 + \left( r^2 - p^2 \right) \mathrm{d}\vartheta_1 - r^2 p^2 \mathrm{d}\vartheta_2 \right)^2, 
\]

where

\[
Q = - \left( \frac{r^2 + a^2}{r^2 + b^2} \right) \left( r^2 + b^2 \right), 
\]

\[
P = \left( a^2 - p^2 \right) \left( b^2 - p^2 \right). 
\]

The parameters are $R$, $\nu$ and $\lambda$, which are corresponding to the radius and the thickness of the ring. The metric admits three Killing vector fields $\partial/\partial \vartheta_1$, $\partial/\partial \varphi$ and $\partial/\partial \vartheta_2$. No higher rank KY tensors have been discovered for the metric. Our calculation shows that the Emparan–Reall metric admits exactly three Killing vector fields and no rank-2, rank-3 and rank-4 KY tensor.

The Kerr string metric is also a vacuum solution describing rotating black strings. The metric is given by

\[
\frac{\mathrm{d}s^2}{Q} = \frac{r^2 + p^2}{Q} \mathrm{d}r^2 + \frac{r^2 + p^2}{P} \mathrm{d}p^2 \\
- \frac{Q}{r^2 + p^2} \left( \mathrm{d}\vartheta - p^2 \mathrm{d}\sigma \right)^2 + \frac{P}{r^2 + p^2} \left( \mathrm{d}\vartheta + r^2 \mathrm{d}\sigma \right)^2 + \mathrm{d}\varphi^2, 
\]

where $Q$ and $P$ are given by \[8\]. The metric admits three Killing vector fields $\partial/\partial \tau$, $\partial/\partial \varphi$ and $\partial/\partial \vartheta_2$. The metric also admits a rank-2 KY tensor \[37\]. Furthermore, the dual 1-form of the Killing vector field $\partial/\partial \varphi$, i.e., $\delta \varphi$, is clearly closed. Hence, the 1-form $\delta \varphi$ is covariantly constant. This means that the Hodge dual of $\delta \varphi$ is a rank-4 KY tensor. Our calculation shows that the Kerr string metric admits exactly three Killing vector fields, exactly one rank-2, no rank-3 and exactly one rank-4 KY tensor.
In this paper, we have shown a simple method for exploring KY symmetry of spacetimes, which computes an upper bound on the number of KY tensors, including Killing vector fields and CCKY tensors, for a given metric by using the curvature conditions of Killing equations. Discussing some curvature conditions on Killing vector fields in section 2 and solving them for the Kerr spacetime in section 3, we have overviewed how the method is applied to obtain Killing vector fields. In section 4, we have calculated the curvature conditions on KY and CCKY tensors from the geometric viewpoint. We have introduced a connection $\nabla$, called a Killing connection, on the vector bundle $E^p(M) \equiv \Lambda^p T^*M \oplus \Lambda^{p+1} T^* M$ whose parallel sections are in one-to-one correspondence with rank-$p$ KY tensors. Calculating the curvature of the connection, we have obtained (38) and (39). Differentiating the curvature conditions, we have obtained further conditions (43) and (44). Similarly, we have obtained (54)–(57) for CCKY tensors. Since the number of linearly independent solutions of the curvature conditions puts an upper bound on the number of Killing vector fields, KY and CCKY tensors, we have provided the explicit expression of the curvature conditions in terms of the Riemann curvature.

The solutions to rank-$p$ KY equations can exist if the holonomy of the Killing connection $D$ lies in some subgroup of $GL(N, R)$ where $N$ is the rank of $E^p(M)$, whose generators are given by the Killing curvature and its differentials, $D^k R$, for $0 \leq k < \infty$ [45]. Therefore, in order to determine the precise number of KY tensors, one has to compute an infinite series of the curvature conditions. However, we have found it interesting that the curvature conditions obtained from the Killing curvature ($k = 0$) and its differential of first order ($k = 1$) are strong only to determine the precise number of KY tensors at least for metrics in four and five dimensions investigated in sections 5 and 6. We have thus obtained tables 1, 2 and 3.

The method has some notable features. The first point is that the curvature conditions are linear algebraic equations, which enables us to compute the upper bound on the number of KY tensors for any metric. Another feature is that the method gives an ansatz for solving Killing equations. Actually, as was seen in section 3, the Killing equation for the Kerr metric becomes tractable with such an ansatz. Furthermore, the method applies well also to degenerate cases, e.g., to the case of Schwarzschild metric where the rank-2 KY tensor is degenerate, while the rank-2 CCKY nondegenerate case has been well understood in [52–55]. Similarly, the method is also powerful in covariantly constant cases. Thus, the method discussed in this paper is practically useful for finding KY tensors for a given metric.

As a future work, it is of great interest to study the curvature conditions on conformal Killing–Yano (CKY) tensors [46, 47]. Following [11, 50], one can introduce a Killing connection whose parallel sections are one-to-one corresponding to CKY tensors. In a similar way to this paper, one can calculate the curvature of such a connection [48, 56]. The curvature conditions were partly obtained in [11, 32, 47, 49]. As was discussed in [32, 48, 50], the curvature conditions on CKY tensors are conformal invariant, which are entirely written in terms of the Weyl curvature and its covariant derivatives. Similar to this paper, one could discuss the curvature conditions on CKY tensors for type D vacuum spacetimes, which would give the counterparts to propositions 5.1–5.3. It would also be interesting to investigate CKY symmetry for various metrics, e.g, see [51] for CKY tensors in the near horizon extreme Kerr geometry.
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Appendix. Type D vacuum conditions in the Newman–Penrose formalism

To compute the Killing curvature (34) for type D vacuum solutions, this appendix collects type D vacuum conditions. When the Riemann curvature defined in (28) acts on \( p \)-forms, it is written in the form

\[
R(X, Y) = (R(X, Y)e^a) \wedge X_a = R(X, Y, X^a, Y_b)e^b \wedge X_{a\bot},
\]

where \( R(X, Y, Z, W) = g(R(X, Y)Z, W) \). The Weyl curvature is defined by

\[
\begin{align*}
C(X, Y, Z, W) &= R(X, Y, Z, W) \\
&= -K(X, Z)g(Y, W) + K(X, W)g(Y, Z) \\
&+ K(Y, Z)g(X, W) + K(Y, W)g(X, Z),
\end{align*}
\]

where \( K(X, Y) \) is the Schouten tensor defined by

\[
K(X, Y) = \frac{1}{n-2} \left( \frac{S}{2(n-1)}g(X, Y) - Ric(X, Y) \right)
\]

with the Ricci curvature \( Ric(X, Y) = R(X^a, X, Y_a) \) and the scalar curvature \( S = Ric(X^a, X_a) \). In analogy with (A.1), we define

\[
C(X, Y) = C(X, Y, X^a, Y_b)e^b \wedge X_{a\bot}.
\]

In type D spacetimes, using the conditions (60), we have

\[
\begin{align*}
C(k, l) &= A(k, l, m) + \tilde{A}(k, l, m), \\
C(k, m) &= \Psi(\tilde{m}_a \wedge k < l \wedge m), \\
C(l, m) &= \tilde{\Psi}(\tilde{m}_a \wedge l < k \wedge m), \\
C(m, \tilde{m}) &= -\tilde{A}(k, l, m) + \tilde{A}(k, l, m),
\end{align*}
\]

where

\[
\begin{align*}
A(k, l, m) &= \Psi(k_a \wedge k < l \wedge m_a \wedge m < l \wedge m - \tilde{m}_a \wedge l \wedge \tilde{m}), \\
\tilde{A}(k, l, m) &= \tilde{\Psi}(k_a \wedge k < l \wedge m_a \wedge m < l \wedge m + \tilde{m}_a \wedge l \wedge \tilde{m}).
\end{align*}
\]

To calculate the covariant derivatives of the Weyl curvature, we introduce the spin coefficients (59). For the null tetrad, the covariant derivatives are calculated as
\[ V_X e^\mu = - e^\nu \left( V_X X^\nu \right) e^\mu. \]

Hence, we have
\[ V_k k_\sigma = - \pi m_\sigma - \pi \tilde{m}_\sigma, \quad V_l l_\sigma = - (\alpha + \beta) k_\sigma - \mu \tilde{m}_\sigma, \]
\[ V_k l_\sigma = 0, \quad V_l l_\sigma = (\gamma + \bar{\gamma}) l_\sigma + \tau m_\sigma + \bar{\tau} \tilde{m}_\sigma, \]
\[ V_m l_\sigma = (\bar{\alpha} + \beta) l_\sigma + \rho \tilde{m}_\sigma, \]
\[ V_k m_\sigma = - \pi l_\sigma, \quad V_l m_\sigma = \tau k_\sigma - (\gamma - \bar{\gamma}) m_\sigma, \]
\[ V_m m_\sigma = \rho k_\sigma - \mu l_\sigma + (\alpha - \beta) m_\sigma, \]
\[ V_m m_\sigma = - (\alpha - \beta) m_\sigma, \]

where we have used the conditions (61) and \( \epsilon = 0 \). From the second Bianchi identities, we have the relations
\[ k(\Psi) = 3 \rho \Psi, \quad l(\Psi) = - 3 \mu \Psi, \]
\[ m(\Psi) = 3 \tau \Psi, \quad \bar{m}(\Psi) = - 3 \bar{\epsilon} \Psi. \]

Thanks to the relations (A.8) and (A.9), the covariant derivatives of the Weyl curvature are calculated as
\[ (V_k C)(k, l) = 3 \rho A(k, l, m) + 3 \bar{\rho} \tilde{A}(k, l, m) - 3 \pi C(k, m) - 3 \bar{\pi} C(k, \tilde{m}), \]
\[ (V_l C)(k, m) = 3 \rho C(k, m), \]
\[ (V_k C)(l, m) = 3 \tilde{\rho} C(l, m) + 3 \bar{\pi} \tilde{A}(k, l, m), \]
\[ (V_l C)(m, \tilde{m}) = - 3 \mu A(k, l, m) + 3 \bar{\mu} \tilde{A}(k, l, m) + 3 \pi C(k, m) - 3 \bar{\pi} C(k, \tilde{m}), \]
\[ (V_l C)(k, l) = - 3 \mu A(k, l, m) - 3 \bar{\mu} \tilde{A}(k, l, m) - 3 \pi C(l, m) - 3 \bar{\pi} C(l, \tilde{m}), \]
\[ (V_l C)(k, m) = - 3 \mu C(k, m) + 3 \epsilon A(k, l, m), \]
\[ (V_l C)(l, m) = - 3 \mu C(l, m), \]
\[ (V_l C)(m, \tilde{m}) = 3 \mu A(k, l, m) - 3 \bar{\mu} \tilde{A}(k, l, m) + 3 \pi C(l, m) - 3 \bar{\pi} C(l, \tilde{m}), \]
\[ (V_m C)(k, l) = 3 \tau A(k, l, m) - 3 \bar{\pi} \tilde{A}(k, l, m) - 3 \mu C(k, m) - 3 \bar{\mu} \tilde{A}(k, l, m), \]
\[ (V_m C)(k, m) = 3 \tau C(k, m), \]
\[ (V_m C)(l, m) = - 3 \tau C(l, m), \]
\[ (V_m C)(l, \tilde{m}) = - 3 \tau A(k, l, m) + 3 \pi C(k, m) - 3 \bar{\mu} \tilde{A}(k, l, m), \]
\[ (V_m C)(l, \tilde{m}) = 3 \tau C(l, m) + 3 \bar{\mu} \tilde{A}(k, l, m). \]

We have obtained type D vacuum conditions on the Weyl curvature (A.5) and its covariant derivatives (A.10). Since the Riemann curvature is replaced by the Weyl curvature in vacuum spacetimes, we can compute the Killing curvature (34) on \( E^p(M) \) for type D vacuum solutions. In subsequent sections, we provide the explicit expressions of the Killing curvatures for \( p = 1, 2 \) and 3. Then, we use the following basis on \( A^p(M) \):

(a) 1-forms
\[ e^1 = k_\sigma, \quad e^2 = l_\sigma, \quad e^3 = m_\sigma, \quad e^4 = \tilde{m}_\sigma. \]
(b) 2-forms
\[
\begin{align*}
\epsilon^1_{(2)} &= k_x \wedge l_x, & \epsilon^4_{(2)} &= k_x \wedge m_x, & \epsilon^5_{(2)} &= k_x \wedge \bar{m}_x, \\
\epsilon^2_{(2)} &= l_x \wedge m_x, & \epsilon^3_{(2)} &= l_x \wedge \bar{m}_x, & \epsilon^6_{(2)} &= m_x \wedge \bar{m}_x.
\end{align*}
\] (A.12)

(c) 3-forms
\[
\begin{align*}
\epsilon^1_{(3)} &= k_x \wedge l_x \wedge m_x, & \epsilon^3_{(3)} &= k_x \wedge l_x \wedge \bar{m}_x, \\
\epsilon^2_{(3)} &= k_x \wedge m_x \wedge \bar{m}_x, & \epsilon^4_{(3)} &= l_x \wedge m_x \wedge \bar{m}_x.
\end{align*}
\] (A.13)

(d) 4-forms
\[
\text{vol} = k_x \wedge l_x \wedge m_x \wedge \bar{m}_x.
\] (A.14)

A.1. Killing curvature for $\rho = 1$

Let us first compute the Killing curvature on $E^1(M)$. Since we have $N_{11}(X, Y) = 0$ for any vectors $X$ and $Y$, the curvature condition is given by
\[
N_{21}(X, Y) \omega + N_{22}(X, Y) \eta = 0.
\] (A.15)

Namely, we only have to compute $N_{21}(X, Y)$ and $N_{22}(X, Y)$. With respect to the basis (A.11) and (A.12), the section $\hat{\omega} = (\omega, \eta)$ of $E^1(M)$ is written as
\[
\omega = \sum_{j=1}^{4} \omega_j \epsilon^j, \quad \eta = \sum_{i=1}^{6} \eta_i \epsilon^i_{(2)},
\] (A.16)

where $\omega_j$ and $\eta_i$ are unknown functions. For every choice of vector basis $X$ and $Y$, $N_{21}(X, Y)$ and $N_{22}(X, Y)$ are given as matrices by
\[
N_{21}(k, l) = 6 \Psi \begin{pmatrix} 
\mu \Psi + \rho \bar{\Psi} & -\rho \Psi - \rho \bar{\Psi} & -\pi \Psi + \tau \bar{\Psi} & \tau \Psi - \bar{\Psi} \\
-\pi \bar{\Psi} & 0 & \rho \Psi & 0 \\
-\tau \Psi & 0 & 0 & \rho \bar{\Psi} \\
0 & -\pi \bar{\Psi} & \rho \bar{\Psi} & 0 \\
0 & -\pi \Psi & 0 & \mu \Psi \\
-\mu \Psi + \bar{\mu} \bar{\Psi} & \rho \Psi + \bar{\rho} \bar{\Psi} & \pi \Psi + \tau \bar{\Psi} & -\tau \Psi - \bar{\tau} \bar{\Psi}
\end{pmatrix},
\] (A.17)
\[
N_{22}(k, m) = 6 \Psi \begin{pmatrix} 
-\tau & 0 & \rho & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
-\mu & \rho & \pi & -\tau \\
\tau & 0 & -\rho & 0
\end{pmatrix}.
\] (A.18)
$$\bar{N}_{21}(k, \bar{m}) = 6\bar{\Psi} \begin{pmatrix} -\tau & 0 & 0 & \bar{\rho} \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ -\bar{\mu} & \bar{\rho} & -\bar{\tau} & \bar{\pi} \\ 0 & 0 & 0 & 0 \\ -\bar{\tau} & 0 & 0 & \bar{\rho} \end{pmatrix}. \quad (A.19)$$

$$\bar{N}_{21}(l, \bar{m}) = 6\bar{\Psi} \begin{pmatrix} 0 & -\bar{\pi} & \bar{\beta} & 0 \\ 0 & 0 & 0 & 0 \\ -\bar{\mu} & \bar{\rho} & -\bar{\tau} & \bar{\pi} \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & -\bar{\pi} & \bar{\mu} & 0 \end{pmatrix}. \quad (A.20)$$

$$\bar{N}_{21}(l, \bar{m}) = 6\bar{\Psi} \begin{pmatrix} 0 & -\pi & 0 & \mu \\ -\mu & \rho & \pi & -\tau \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & \pi & 0 & -\mu \end{pmatrix}. \quad (A.21)$$

$$\bar{N}_{21}(m, \bar{m}) = 6 \begin{pmatrix} -\mu\Psi + \bar{\mu}\bar{\Psi} & \rho\Psi - \bar{\rho}\bar{\Psi} & \pi\Psi + \bar{\pi}\bar{\Psi} & -\tau\Psi - \bar{\tau}\bar{\Psi} \\ \tau\Psi & 0 & -\rho\Psi & 0 \\ -\bar{\tau}\bar{\Psi} & 0 & 0 & \bar{\rho}\bar{\Psi} \\ 0 & -\bar{\pi}\bar{\Psi} & \bar{\mu}\bar{\Psi} & 0 \\ 0 & \pi\Psi & 0 & -\mu\Psi \\ \bar{\rho}\Psi + \bar{\mu}\bar{\Psi} & -\rho\Psi - \bar{\rho}\bar{\Psi} & -\pi\Psi + \bar{\pi}\bar{\Psi} & \tau\Psi - \bar{\tau}\bar{\Psi} \end{pmatrix}. \quad (A.22)$$

$$\bar{N}_{22}(k, l) = 3 \begin{pmatrix} 0 & 0 & 0 & 0 & 0 \\ 0 & \Psi & 0 & 0 & 0 \\ 0 & 0 & -\Psi & 0 & 0 \\ 0 & 0 & 0 & -\Psi & 0 \\ 0 & 0 & 0 & 0 & -\Psi \end{pmatrix}. \quad (A.23)$$

$$\bar{N}_{22}(k, m) = 3 \begin{pmatrix} 0 & \Psi & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 \\ 0 & -\Psi & 0 & 0 & 0 \end{pmatrix}. \quad (A.24)$$
\[ N_{22}(k, m) = 3 \begin{pmatrix} 0 & 0 & \Psi & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 \end{pmatrix}, \quad \text{(A.25)} \]

\[ N_{22}(l, m) = 3 \begin{pmatrix} 0 & 0 & 0 & -\Psi & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 \end{pmatrix}, \quad \text{(A.26)} \]

\[ N_{22}(l, m) = 3 \begin{pmatrix} 0 & 0 & 0 & -\Psi & 0 \\ 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 \end{pmatrix}, \quad \text{(A.27)} \]

\[ N_{22}(m, m) = 3 \begin{pmatrix} 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & -\Psi & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & -\Psi & 0 & 0 \\ 0 & 0 & 0 & 0 & \Psi & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 \end{pmatrix}. \quad \text{(A.28)} \]

### A.2. Killing curvature for \( p = 2 \)

Next, we compute the Killing curvature on \( E^2(M) \). The curvature condition is given by

\[ \begin{pmatrix} N_{11}(X, Y) & 0 \\ N_{12}(X, Y) & N_{22}(X, Y) \end{pmatrix} \begin{pmatrix} \omega \\ \eta \end{pmatrix} = 0. \quad \text{(A.29)} \]

With respect to the basis (A.12) and (A.13), the section \( \hat{\omega} = (\omega, \eta) \) of \( E^1(M) \) is written as

\[ \omega = \sum_{j=1}^{6} \omega_j e_{(2)}^{(j)}, \quad \eta = \sum_{i=1}^{4} \eta_i e_{(3)}^{(i)}, \quad \text{(A.30)} \]

where \( \omega_j \) and \( \eta_i \) are unknown functions. For every choice of vector basis \( X \) and \( Y \), the matrices of \( N_{11}(X, Y) \), \( N_{21}(X, Y) \) and \( N_{22}(X, Y) \) with respect to the basis (A.12) and (A.13) are given by

\[ N_{11}(k, l) = \frac{3}{2} \begin{pmatrix} 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & \Psi & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & -\Psi & 0 & 0 \\ 0 & 0 & 0 & 0 & \Psi & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 \end{pmatrix}. \quad \text{(A.31)} \]
\[ N_{11}(k, m) = \frac{3}{2} \begin{pmatrix} 0 & \Psi & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & -\Psi & 0 & 0 & 0 \end{pmatrix}, \quad (A.32) \]

\[ N_{11}(k, \bar{m}) = \frac{3}{2} \begin{pmatrix} 0 & 0 & \bar{\Psi} & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & \bar{\Psi} & 0 & 0 & 0 \end{pmatrix}, \quad (A.33) \]

\[ N_{11}(l, m) = \frac{3}{2} \begin{pmatrix} 0 & 0 & 0 & 0 & -\Psi & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & -\Psi & 0 \end{pmatrix}, \quad (A.34) \]

\[ N_{11}(l, \bar{m}) = \frac{3}{2} \begin{pmatrix} 0 & 0 & 0 & 0 & -\Psi & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & -\Psi & 0 \end{pmatrix}, \quad (A.35) \]

\[ N_{11}(m, \bar{m}) = \frac{3}{2} \begin{pmatrix} 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & \Psi & 0 & 0 & 0 \\ 0 & 0 & 0 & \Psi & 0 & 0 \\ 0 & 0 & 0 & 0 & \Psi & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 \end{pmatrix}, \quad (A.36) \]

\[ N_{23}(k, l) = \frac{9}{2} \begin{pmatrix} \tau \Psi + \bar{\tau} \bar{\Psi} & \mu \Psi & 0 & -\bar{\rho} \bar{\Psi} & 0 & -\tau \Psi + \bar{\tau} \bar{\Psi} \\ \pi \Psi + \tau \bar{\Psi} & 0 & 0 & -\rho \Psi & -\pi \Psi + \tau \bar{\Psi} \\ -\rho \Psi + \rho \bar{\Psi} & -\pi \Psi & \#\Psi & 0 & 0 & \rho \Psi + \rho \bar{\Psi} \\ -\mu \Psi + \mu \bar{\Psi} & 0 & 0 & -\tau \Psi & \tau \Psi & \mu \Psi + \mu \bar{\Psi} \end{pmatrix}, \quad (A.37) \]

\[ N_{23}(k, m) = \frac{9}{2} \begin{pmatrix} 0 & -\tau & 0 & 0 & 0 & 0 \\ -\rho & -\pi & 0 & 0 & 0 & \rho \\ 0 & \rho & 0 & 0 & 0 & 0 \\ \tau & \mu & 0 & 0 & 0 & -\tau \end{pmatrix}, \quad (A.38) \]
\[ N_{21}(k, \hat{m}) = \frac{9}{2} \Psi \begin{pmatrix} -\rho & 0 & -\pi & 0 & 0 & -\rho \\ 0 & 0 & -\tau & 0 & 0 & 0 \\ 0 & 0 & -\rho & 0 & 0 & 0 \\ -\tau & 0 & -\mu & 0 & 0 & -\tau \end{pmatrix}. \tag{A.39} \]

\[ N_{21}(l, m) = \frac{9}{2} \bar{\Psi} \begin{pmatrix} 0 & 0 & 0 & -\pi & 0 & 0 \\ 0 & 0 & 0 & -\tau & 0 & 0 \\ 0 & 0 & 0 & -\rho & 0 & 0 \\ 0 & 0 & 0 & -\mu & 0 & 0 \end{pmatrix}. \tag{A.40} \]

\[ N_{21}(l, \hat{m}) = \frac{9}{2} \Psi \begin{pmatrix} \mu & 0 & 0 & 0 & -\tau & -\mu \\ 0 & 0 & 0 & 0 & -\pi & 0 \\ -\pi & 0 & 0 & 0 & \rho & \pi \\ 0 & 0 & 0 & 0 & \mu & 0 \end{pmatrix}. \tag{A.41} \]

\[ N_{21}(m, \hat{m}) = \frac{9}{2} \bar{\Psi} \begin{pmatrix} -\tau \Psi + \bar{\pi} \bar{\Psi} & -\mu \Psi & 0 & -\bar{\rho} \bar{\Psi} & 0 & \tau \Psi + \bar{\pi} \bar{\Psi} \\ -\pi \Psi + \bar{\tau} \bar{\Psi} & 0 & \bar{\rho} \bar{\Psi} & 0 & \rho \Psi + \bar{\tau} \bar{\Psi} \\ \rho \Psi + \bar{\rho} \bar{\Psi} & \pi \Psi & 0 & 0 & -\rho \Psi + \bar{\rho} \bar{\Psi} \\ \mu \Psi + \bar{\tau} \bar{\Psi} & 0 & 0 & -\tau \Psi & -\tau \Psi - \mu \Psi + \bar{\rho} \bar{\Psi} \end{pmatrix}. \tag{A.42} \]

\[ N_{22}(k, l) = \frac{3}{2} \begin{pmatrix} -\Psi - \bar{\Psi} & 0 & 0 & 0 \\ 0 & -\Psi + \bar{\Psi} & 0 & 0 \\ 0 & 0 & \Psi + \bar{\Psi} & 0 \\ 0 & 0 & 0 & -\Psi - \bar{\Psi} \end{pmatrix}. \tag{A.43} \]

\[ N_{22}(k, m) = \frac{3}{2} \begin{pmatrix} 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ \Psi & 0 & 0 & 0 \end{pmatrix}. \tag{A.44} \]

\[ N_{22}(k, \hat{m}) = \frac{3}{2} \begin{pmatrix} 0 & 0 & -\bar{\Psi} & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & -\bar{\Psi} & 0 & 0 \end{pmatrix}. \tag{A.45} \]

\[ N_{22}(l, m) = \frac{3}{2} \begin{pmatrix} 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & -\bar{\Psi} \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \end{pmatrix}. \tag{A.46} \]

\[ N_{22}(l, \hat{m}) = \frac{3}{2} \begin{pmatrix} 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & \Psi \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \end{pmatrix}. \tag{A.47} \]
Finally, we compute the Killing curvature on $E^3(M)$. Now, we have $N_{22}(X, Y) = 0$. Since we also have $N_{21}(X, Y) = 0$, the curvature condition is given by

$$N_{11}(X, Y) \omega = 0.$$  \hfill (A.49)

With respect to the basis (A.13) and (A.14), the section $\tilde{\omega} = (\omega, \eta)$ of $E^3(M)$ is written as

$$\omega = \sum_{j=1}^{4} \omega_j e_{j3}, \quad \eta = \eta_1 \text{vol},$$  \hfill (A.50)

where $\omega_j$ and $\eta_1$ are unknown functions. For every choice of basis $X$ and $Y$, the matrix of $N_{11}(X, Y)$ is given by

$$N_{11}(k, l) = \begin{pmatrix}
\Psi - \bar{\Psi} & 0 & 0 & 0 \\
0 & -\Psi + \bar{\Psi} & 0 & 0 \\
0 & 0 & \Psi + \bar{\Psi} & 0 \\
0 & 0 & 0 & -\Psi - \bar{\Psi}
\end{pmatrix}. \hfill (A.51)$$

$$N_{11}(k, m) = \begin{pmatrix}
0 & 0 & 0 & 0 \\
0 & 0 & \Psi & 0 \\
0 & 0 & 0 & 0 \\
\Psi & 0 & 0 & 0
\end{pmatrix}. \hfill (A.52)$$

$$N_{11}(k, \bar{m}) = \begin{pmatrix}
0 & 0 & -\bar{\Psi} & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & -\bar{\Psi} & 0 & 0
\end{pmatrix}. \hfill (A.53)$$

$$N_{11}(l, m) = \begin{pmatrix}
0 & 0 & 0 & 0 \\
0 & 0 & 0 & -\bar{\Psi} \\
-\bar{\Psi} & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{pmatrix}. \hfill (A.54)$$

$$N_{11}(l, \bar{m}) = \begin{pmatrix}
0 & 0 & 0 & \Psi \\
0 & 0 & \Psi & 0 \\
0 & \Psi & 0 & 0 \\
0 & 0 & 0 & 0
\end{pmatrix}. \hfill (A.55)$$
\[
N_{11}(\mathbf{m}, \bar{\mathbf{m}}) = \begin{pmatrix}
-\Psi - \bar{\Psi} & 0 & 0 \\
0 & \Psi + \bar{\Psi} & 0 \\
0 & 0 & -\Psi + \bar{\Psi}
\end{pmatrix}.
\]
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