Relative sparsity for medical decision problems
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Existing statistical methods can estimate a policy, or a mapping from covariates to decisions, which can then instruct decision makers (eg, whether to administer hypotension treatment based on covariates blood pressure and heart rate). There is great interest in using such data-driven policies in healthcare. However, it is often important to explain to the healthcare provider, and to the patient, how a new policy differs from the current standard of care. This end is facilitated if one can pinpoint the aspects of the policy (ie, the parameters for blood pressure and heart rate) that change when moving from the standard of care to the new, suggested policy. To this end, we adapt ideas from Trust Region Policy Optimization (TRPO). In our work, however, unlike in TRPO, the difference between the suggested policy and standard of care is required to be sparse, aiding with interpretability. This yields “relative sparsity,” where, as a function of a tuning parameter, \( \lambda \), we can approximately control the number of parameters in our suggested policy that differ from their counterparts in the standard of care (eg, heart rate only). We propose a criterion for selecting \( \lambda \), perform simulations, and illustrate our method with a real, observational healthcare dataset, deriving a policy that is easy to explain in the context of the current standard of care. Our work promotes the adoption of data-driven decision aids, which have great potential to improve health outcomes.
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1 | INTRODUCTION

Although risk models for mortality and morbidity are commonly used in the healthcare setting, decision models, which can provide guidance with respect to which treatment to choose, are not. Much in the way that risk models can help providers and patients determine prognosis, decision models can help providers and patients make better, or even optimal, treatment decisions. There has therefore been great interest in the statistics and machine learning communities on developing methodology to estimate decision models from data.1-3 For example, authors have developed methods with applications to the management of hypotension,4-6 sepsis,5 and diabetes.6,7 However, there remains a major barrier to widespread adoption of decision models: it is sometimes difficult to justify to decision-makers why they should replace the established standard of care, or their “behavioral policy,” with a new, suggested policy. In this work, we provide methodology for deriving policies that are easy to explain in the context of the standard of care, and whose adoption is therefore easy to justify.
To develop policies that are easy to explain in the context of the standard of care, we build on the policy search framework, in which one defines a reward function and attempts to find a policy that will maximize it directly. In order to perform policy search, one uses importance sampling or policy gradients, which are equivalent to certain techniques in inverse probability weighting. Policy search differs from Q-learning and model based reinforcement learning, where the value function and transition probabilities are modeled, respectively. In policy search, one specifies a model only for the policy, and the expected reward is optimized directly as a function of the policy parameters. This is convenient when one wishes to place a constraint on the policy itself, as we will in the current work.

Our work is related to Trust Region Policy Optimization (TRPO), where one maximizes some reward, but also requires that the suggested policy be in some sense close to the data-generating behavioral policy. In the current literature, TRPO is primarily applied to nonmedical problems, such as updating a robot’s behavior without taking too large of a step. In the robotics setting, since one can simply change the code by which a machine behaves, there is no need to justify a change in policies. Hence, in TRPO, the difference between the suggested and behavioral policies is a black box; there is no requirement that the policies be parameterized, and if they are, there is no guarantee that the difference between the parameters of the two policies be interpretable. In healthcare, however, it is important to explain to patients and providers why they should shift from their current policy, which is the standard of care, to a new policy. To this end, our main methodological development is a relative sparsity penalty on the parameters of the suggested and behavioral policies. We aim to provide a suggested policy such that there is a sparse, and therefore an interpretable difference between the parameters of the suggested and behavioral policies, facilitating the explanation and justification of the suggested policy.

Interpretability is a widely discussed topic in statistical modeling in healthcare. Our focus here is not on the standard notion of the interpretability of a model, but instead on the interpretability of the difference between two models. Since sparsity is thought to improve interpretability by reducing the cognitive load on the end-user, we build on the sparsity-inducing Lasso penalty and its extensions to sparse reinforcement learning. In contrast to these studies, where the Lasso constraint region is centered at zero, our Lasso constraint region is centered at the parameters of the behavioral policy, giving us a type of relative Lasso, which leads to sparse differences between the parameters of the suggested and behavioral policies. One can view this recentered Lasso as a nonstandard case of a fusion penalty, where the behavioral policy parameter is constrained to equal its maximum likelihood estimator (for a description of fusion penalties, see eg, Reference). In other words, unlike in the standard formulation of fusion penalties, we do not jointly shrink the suggested policy parameter toward the behavioral policy parameter and the behavioral policy parameter toward the suggested policy parameter (this would involve a joint optimization over both the behavioral and suggested policy parameters). Instead, as in a recentered Lasso, we only shrink the suggested policy parameter toward the behavioral policy parameter. We do so with a two-stage approach: first we estimate the behavioral policy, and then we estimate the suggested policy, making use of the estimate of the behavioral policy. This two-stage approach is key to the decision making application, because the estimate of the behavioral policy cannot be biased in the direction of another parameter, which would occur in a typical fusion. Although our approach is different from the standard Lasso, our focus on a Lasso-type penalty, which constrains the parameters of the two policies, serves to distinguish our work not just from Schulman et al., but also from work on contrastive interpretability in reinforcement learning. A recent example of contrastive interpretability research is Yao et al., which employs a penalty similar to TRPO, and although Yao et al. provides a sparse list of the actions at which two policies differ, the difference between the parameters of the policies in Yao et al. is still, as in Schulman et al.'s (nonsparse) black box.

In our work, however, in contrast to both Yao et al. and Schulman et al., we generate a sparse difference between the parameters of the suggested and behavioral policies, which gives a succinct explanation as to why, at the level of the weights placed on different covariates, the two policies might disagree. Ultimately, our proposed methodology allows for the derivation of a policy that is easy to explain in the context of the standard of care. In addition to proposing a new objective function, we develop a problem-specific criterion for selecting the regularization parameter, which dictates the tradeoff between expected reward, that is, value, and relative sparsity. Our work facilitates the justification and adoption of data-driven treatment strategies, and ultimately enhances our ability to translate decision aids into the clinic, where they might substantially improve health outcomes.

**2 | DATA AND FRAMEWORK**

Consider the single stage decision problem, which is a special case of a Markov Decision Process, and encompasses many problems in medicine. Let us have an initial state, \( S_0 \in \mathbb{R}^K \), which is comprised of \( K \) covariates. The dimension \( k \)
of the state is denoted $S_{0:k}$, and each dimension corresponds to a different covariate. One covariate may be, for example, a patient’s blood pressure, and another might be heart rate. Let us also have a binary action, $A_0 \in \{0, 1\}$, which may be, for example, the administration of a medication, such as a vasopressor, which constricts the vasculature, and is sometimes used in the setting of low blood pressure, or hypotension. Let the final state be $S_1$. Let us observe $i = 1, \ldots, n$ independent and identically distributed trajectories of the form $\{S_{i:0}, A_{i:0}, S_{i:1}\}$, where each trajectory corresponds to one patient. A trajectory is sampled from a true distribution, denoted by $P_0(S_0, A_0, S_1)$, which can be factored into an initial state distribution, $P_0(S_0)$, a transition probability, $P_0(S_1|A_0, S_0)$, and an action distribution, $P_0(A_0|S_0)$. We will denote an arbitrary action distribution by dropping the subscript 0. In other words, an arbitrary action distribution will be denoted $P(A_0|S_0)$, and we will call this arbitrary action distribution a “policy” and refer to it from now on as $\pi(A_0|S_0)$ as is convention.

Define a deterministic reward function, $R(S_0, A_0, S_1)$, which may be, for example, the patient’s final blood pressure, which we may want to maximize if the patient is initially hypotensive. In reinforcement learning, dynamic treatment regimes, and control theory, we often seek a policy that will give us trajectories with higher reward. For example, one can alter the policy by which one assigns vasopressors to obtain better final blood pressures. We will categorize policies according to the following definition.

**Definition 1.** A policy $\pi(A_0 = a_0|S_0 = s_0)$ is deterministic if $\pi(A_0 = a_0|S_0 = s_0) = 0$ or 1 for all $a_0, s_0$. A policy $\pi(A_0 = a_0|S_0 = s_0)$ is stochastic if $0 < \pi(A_0 = a_0|S_0 = s_0) < 1$ for all $a_0, s_0$.

In our work, we will be targeting a stochastic policy, which turns out to be essential to achieving our goal of deriving a policy that is justifiable with respect to the current standard of care, as discussed in Section 5.4. We will further parameterize the policy with $\beta = (\beta_1, \ldots, \beta_K)^T$, so that

$$\pi_\beta(A_0 = 1|S_0 = s_0) = \text{expit}(\beta^T s_0) = \frac{\exp(\beta^T s_0)}{1 + \exp(\beta^T s_0)}.$$  \hspace{1cm} (1)

For interpretability, in this study, we will only consider $\beta^T s_0$, which is linear in the parameters $\beta$, and we will not consider basis expansions—see, for example, Hastie et al.\cite{hastie1990generalized} for more discussion of basis expansions—of $S_0$ (ie, $S_0^0, S_0^1, \ldots$).

Since $A_0$ is binary, we have that

$$\pi_\beta(A_0 = a_0|S_0 = s_0) = \pi_\beta(A_0 = 1|S_0 = s_0)^{a_0}(1 - \pi_\beta(A_0 = 1|S_0 = s_0))^{1-a_0}.$$  \hspace{1cm} (2)

We will parameterize the behavioral policy with $b = (b_1, \ldots, b_K)^T$, so that

$$\pi_b(A_0 = 1|S_0 = s_0) = \text{expit}(b^T s_0) = \frac{\exp(b^T s_0)}{1 + \exp(b^T s_0)}.$$  \hspace{1cm} (2)

Let the parameter of the true behavioral policy be $b_0$, so that the data is truly sampled from the distribution

$$P_0(S_0, A_0, S_1) = P_0(S_0)\pi_{b_0}(A_0|S_0)P(S_1|A_0, S_0).$$

The likelihood of a trajectory under the true initial state distribution, the true transition distribution, and an arbitrary policy, $\pi_b$, is $P_b(S_0, A_0, S_1) = P_0(S_0)\pi_b(A_0|S_0)P_0(S_1|A_0, S_0)$. Define also $l(b) = \log P_b(S_0, A_0, S_1)$, and define the log-likelihood of the observed data as

$$l_n(b) = \sum_{i=1}^n \log P_b(S_{i:0}, A_{i:0}, S_{i:1}),$$  \hspace{1cm} (3)

where here and elsewhere an “$n$” subscript denotes an estimator from data with $n$ observations. If we consider the maximizer of the log-likelihood, $b_n = \arg \max_b l_n(b)$, then $b_n$ is an estimator for $b_0$, and $\pi_{b_n}$ is an estimator for $\pi_{b_0}$.

Much of the existing literature on dynamic treatment regimes and reinforcement learning focuses on finding a policy, $\pi_\beta$, that maximizes the expected reward, which is conventionally called “value.”\cite{weisenthal2019} For any arbitrary parameter $\beta$, since $A_0 \in \{0, 1\}$ and $S_0, S_1 \in \mathbb{R}^K$, define the value, $V_0(\beta)$, under a policy, $\pi_\beta$, as the expected reward,

$$V_0(\beta) = E_\beta R(S_0, A_0, S_1) = \sum_{a_0} \int_{s_0} \int_{s_1} R(s_0, a_0, s_1) p(s_1|a_0, s_0) \pi_\beta(a_0|s_0) p(s_0) ds_1 ds_0.$$  \hspace{1cm} (4)
In our work, it is not our goal to maximize $V_0$ alone, but $V_0$ will be a part of our objective function, so we will now describe the properties of its maximizer. If we define $\pi_0 = \arg \max_x V_0(x)$ to be the nonparametric policy that maximizes $V_0$, then it can be shown, as in existing literature,\textsuperscript{1,37,39} that
\begin{equation}
\pi_0(A_0 = 1|s_0) = I(E(R|S_0 = s_0, A_0 = 1) - E(R|S_0 = s_0, A_0 = 0) > 0), \tag{5}
\end{equation}
where we suppress the arguments of $R$ for compactness, and $I(\cdot)$ is an indicator function. Although it is a known result, we show that Equation (5) holds using our notation, and for our problem setting, in Appendix B. We will discuss the implications of Equation (5) for our proposed joint objective in Sections 5.3 and 5.4.

3 \quad IMPORTANCE SAMPLING

Ideally, to estimate $V_0(\beta) = E_\beta R$, we would just prospectively take actions under the suggested policy, $\pi_\beta$, and observe the rewards. However, doing so in a medical setting is often not possible for ethical reasons, and we can therefore only observe data generated under the behavioral policy, $\pi_b$. To therefore estimate the value that we would obtain had we, possibly contrary to fact, taken actions according to some policy $\pi_\beta$, we need to take a counterfactual expectation. This can be done with importance sampling,\textsuperscript{9,10} which is known in the causal inference literature as inverse probability weighting.\textsuperscript{1,12,13} Note further that under assumptions such as positivity, consistency, and no measured confounding, one can show that $V_0(\beta)$ is causally identified.\textsuperscript{5,7,40}

We will now describe an estimand for the counterfactual value, $V_0(\beta)$. Suppose
\begin{equation}
0 < \pi_b(A_0 = a_0|S_0 = s_0) < 1 \text{ for all } s_0,a_0. \tag{6}
\end{equation}
This assumption is often called positivity, and, by Definition 1, it is equivalent to stochasticity of $\pi_b$. As in prior work,\textsuperscript{10,11,41} it can be shown that
\begin{equation}
V_0(\beta) = E_b \left\{ \frac{\pi_\beta(A_0|S_0)}{\pi_b(A_0|S_0)} R(S_0, A_0, S_1) \right\}. \tag{7}
\end{equation}
Equation (7) follows from a density transform and the fact that the initial state and transition distributions cancel, leaving us only a ratio of the policies (for completeness, a derivation of Equation (7) is provided in Appendix A). We accordingly define an inverse probability weighted estimator for $V_0(\beta)$, assuming a known behavioral policy parameter, $b$, as
\begin{equation}
V_n(\beta, b) = \frac{1}{n} \sum_{i=1}^{n} \pi_\beta(A_{i,0} = a_{i,0}|S_{i,0} = s_{i,0}) R(S_{i,0}, A_{i,0}, S_{i,1}). \tag{8}
\end{equation}
The parameter of the optimal policy (subject to no constraints, which we will soon change) is
\begin{equation}
\beta_0 = \arg \max_\beta V_0(\beta). \tag{9}
\end{equation}
We can define the corresponding estimator, $\beta_n = \arg \max_\beta V_n(\beta, b_0)$, by substituting a plug-in estimator, $b_n$, for $b_0$. It is often useful to constrain $\beta$ during this optimization in some way, which will be the focus on the next section.

4 \quad TRUST REGION POLICY OPTIMIZATION

If we combine the value, $V_n$, with a penalty on the Kullback-Leibler (KL) divergence between $\pi_\beta$ and some known $\pi_b$, we recover an off-policy version of the penalized Trust Region Policy Optimization (TRPO) estimator, which is given in section 4 of Schulman et al.,\textsuperscript{17}
\begin{equation}
\beta_n = \arg \max_\beta V_n(\beta, b) - \lambda KL(\pi_\beta, \pi_b). \tag{10}
\end{equation}
The objective function in Equation (10) is similar to those in Futoma et al.\(^3\) and Farahmand et al.\(^{42}\) since minimizing an empirical version of KL divergence is equivalent to maximizing likelihood (for a proof, see the section on M-estimators in van der Vaart\(^{43}\)). Maximizing the objective function defined by Equation (10) yields a \(\pi_{\beta_n}\) that \"stays close\" to the behavioral policy, \(\pi_{b_0}\), which stabilizes the optimization by mitigating instability in the ratio that is present in \(V_n\) in Equation (8).

The objective in Equation (10) is applied predominantly in robotics, where justification of a policy change is not as important, and hence the difference between \(\pi_{b_0}\) and \(\pi_{\beta_n}\), if they are parameterized at all, which is not required, is not guaranteed to be sparse (i.e., the difference between \(b_0\) and \(\beta_n\) is not guaranteed to be sparse). In a healthcare setting, in contrast, one must convince the healthcare provider and the patient to adopt a new treatment policy. Hence, in a healthcare setting, we require that the difference between \(\pi_{b_0}\) and \(\pi_{\beta_n}\) be sparse (i.e., the difference between \(b_0\) and \(\beta_n\) be sparse). This sparsity provides relative interpretability, and the ability to justify the suggested policy, which is the deliverable of our proposed method, and which we will describe in the next section.

5 | METHODOLOGY

5.1 | Relative sparsity

As mentioned, in a healthcare setting, unlike in robotics, we have to convince the provider and patient to adopt a suggested policy. Hence, the difference between \(\pi_{b_0}\) and \(\pi_{\beta_n}\) must be interpretable. We have already taken one step toward making the difference interpretable by parameterizing our policy. Our major contribution toward making the difference interpretable, however, is the relative sparsity penalty, which requires that only a few of the coefficients in the suggested policy, \(\pi_{\beta_n}(A_0 = a_0|S_0 = s_0)\), deviate from their respective coefficients in the behavioral policy, \(\pi_{b_0}(A_0 = a_0|S_0 = s_0)\). Concretely, our objective is

\[
J_0(\beta, b_0, \lambda) = V_0(\beta) - \lambda||\beta - b_0||_1. \tag{11}
\]

This penalty yields relative sparsity, which leads to an interpretable difference between the suggested and behavioral policy, and therefore facilitates justification of the suggested policy. The constraint region implied by this relative Lasso penalty, as it compares to standard Lasso, is shown in Figure 1.

We define an estimator for \(J_0\) to be

\[
J_n(\beta, b_n, \lambda) = V_n(\beta, b_n) - \lambda||\beta - b_n||_1. \tag{12}
\]

The true parameters of our relatively sparse policy, \(\beta_{0,\lambda} = \arg \max_\beta J_0(\beta, b_0, \lambda)\), are estimated using \(\beta_{n,\lambda} = \arg \max_\beta J_n(\beta, b_n, \lambda)\). Note that we ensure that each coefficient is penalized equally by scaling the states as described in

\begin{figure}
\centering
\includegraphics[width=\textwidth]{constraint_region.png}
\caption{Constraint region of the relative sparsity penalty in the context of a decision problem. We show how the relative sparsity penalty re-centers the standard diamond shaped constraints of the \(L_1\) norm. If we are optimizing over the parameters \(\beta = (\beta_1, \beta_2)^T\) of a policy \(\pi_\beta\), the relative sparsity constraint region is centered at the parameter of the behavioral policy \(b_0 = (b_{0,1}, b_{0,2})^T\), whereas the standard lasso constraint region, which gives absolute sparsity, is centered at the zero vector \(0 = (0, 0)^T\). Our relative sparsity constraint must be considered in the context of a decision problem, shown to the right. The relative sparsity objective function gives relative interpretability of the policy \(\pi_{\beta_n}\) with respect to the behavioral policy \(\pi_{b_0}\), which is not guaranteed under the absolute sparsity constraint.}
\end{figure}
Appendix G (assume that any state that we refer to in the simulations, which are in Section 6, and the real data analysis, which is in Section 7, is scaled).

5.2 | A problem-specific \( \lambda \) selection criterion

The hyperparameter \( \lambda \) controls the tradeoff between relative sparsity and value. In the robotics setting of Schulman et al.,\(^{17}\) \( \lambda \) is often updated iteratively according to Equation (10). In other words, a robot performs a task according to policy 1, updates to policy 2 by defining the behavioral policy as policy 1, performs the task according to policy 2, updates to policy 3 by defining the behavioral policy as policy 2, and so on. In contrast, in healthcare, \( \lambda \) must be chosen once, and in a problem-specific manner.

We believe that the appropriate tradeoff between sparsity and value depends on the decision problem. For example, consider blood pressure management in the outpatient, primary care setting. In this setting, we can prescribe a fairly benign blood pressure medication and watch its effect over time. It might be possible to suggest a new policy that changes many of the coefficients with respect to the standard of care, and the providers and patients would still adopt the new policy, because such a policy could lead to large changes in expected reward, or value, with little risk of doing harm to the patient. Now consider the inpatient, intensive care unit setting, where stakes are higher. Blood pressure control might impact the patient’s mortality within s. In this setting, a policy must be clearly justifiable relative to established care practices. It might be better if very few of the coefficients diverge from the standard of care, and small increases in expected reward, or value, might be preferable to larger increases that risk causing harm to the patient.

We can obtain policies for these two different scenarios with different settings of \( \lambda \), since there will be a tradeoff with respect to expected reward, or value, and relative sparsity. Ideally, one would choose a policy with a difference from behavior that is just sparse enough, but not more sparse, since relative sparsity decreases value. Formally, let us choose a policy with value that is greater than \( V^{\text{min}} \), which we might define to be the minimal clinically acceptable value. To set \( V^{\text{min}} \), one might consult guidelines\(^{44}\) or, in a more data-driven fashion, one might set \( V^{\text{min}} \) to be a value that is some number of standard errors above the value of the behavioral policy. If we determine that, in addition, based on the nature of the decision problem, we would like only approximately \( C \) coefficients to differ from behavior (this is perhaps a crude way to measure the “stakes,” but it is at least quantitative), then, if \( I(\cdot) \) is an indicator function, we target

\[
\lambda_0 = \max \left\{ \arg \min_{\lambda: V_0, \lambda \geq V^{\text{min}}} |D_{0,\lambda} - C| \right\},
\]

(13)

where

\[
D_{0,\lambda} = \sum_{k=1}^{K} I( |\beta_{0,\lambda,k} - b_{0,k}| > \Delta )
\]

is the number of coefficients that diverge beyond some tolerance \( \Delta \in \mathbb{R} \) from their behavioral counterparts. Hence, we are targeting a sparse policy within the set of policies that have value greater than \( V^{\text{min}} \). We further take a maximum in Equation (13) to ensure that, of all the policies with \( D_{0,\lambda} = C \) and value greater than \( V^{\text{min}} \), we take the one that has coefficients that are as close as possible to the coefficients of the behavioral policy. Note that one could replace the max in Equation (13) with a min, which might yield a policy with value that overshoots \( V^{\text{min}} \). However, in doing so, we might lose closeness to the behavioral policy. Since we are guaranteed value above \( V^{\text{min}} \), we recommend instead using a min in (13) and increasing \( V^{\text{min}} \) if a policy with higher value is desired. Closeness to behavior, which translates to closeness of the suggested policy coefficients to the behavioral policy coefficients, leads to a more clinically palpable policy, which promotes adoption. If we look at an example of the level sets around \( \beta_0 \) and \( b_0 \), which we show in Figure 2, we can see that, generally,

\[
\lambda \leq \lambda' \Rightarrow V_0(\beta_{0,\lambda}) \geq V_0(\beta_{0,\lambda'}),
\]

(14)

and, hence, we lose some value by taking the maximum in (13), but we gain the maximum closeness to behavior within the set of policies that have value of at least \( V^{\text{min}} \).
We acknowledge that the user-defined number of diverging covariates, $C$, might be challenging to set, but we still give practitioners the option; if there is no clear best choice of $C$, it can be simply set to $1$ to target maximum sparsity within the class of policies that achieve value larger than or equal to $V^{\text{min}}$. In other words, we are choosing a $\lambda_0$ that gives a policy with value above some threshold, $V^{\text{min}}$, but that has $D_{0,\lambda_0}$ parameters that diverge from behavior, and we want $D_{0,\lambda_0}$ to be as close as possible to $C$. Note that $D_{0,\lambda}$ depends on $\lambda$ through $\beta_{0,k}$, which maximizes $J_0$ in Equation (11). Note also that $\Delta$ can be set according to the magnitudes of the coefficients; for example, if the coefficients in the training data are large, we can set $\Delta \approx 1$, whereas if the coefficients are small, we can set $\Delta \approx 0.01$.

We estimate $\lambda_0$ with

$$\lambda_n = \max \left\{ \arg \min_{\lambda: \lambda_0 \leq V^{\text{min}}} |D_{n,\lambda} - C| \right\},$$

(15)

where

$$D_{n,\lambda} = \sum_{k=1}^{K} I \left( |\beta_{n,\lambda,k} - b_{n,k}| > \Delta \right)$$

is the number of coefficients that diverge empirically from their behavioral counterparts. Since $D_{n,\lambda_0}$ is random, taking values $d_{n,\lambda_0}$, we will show tables of its empirical distribution when we perform simulations in Section 6.

To aid in choosing $C$ and $\lambda$, we can perform a visualization of the coefficients in the training set as we vary $\lambda$. As long as only the training data is used, this procedure can be interactive; it may be the case that for some problems we cannot obtain a policy with approximately $C$ coefficients that diverge that also has value above $V^{\text{min}}$, in which case we can assess the results in the training data and, in collaboration with the decision makers, perhaps choose a larger target $C$. When $V^{\text{min}}$ is large, this may require decision makers to reduce their expectations for sparsity, and vice versa. Having set $V^{\text{min}}$, $C$, and $\Delta$, we then choose $\lambda$ by minimizing Equation (13). One can then use the test data to estimate the value of the final policy, as we show in Sections 6 and 7. We provide pseudocode in Appendix J.

**Corollary 1.** Recall Definition 1, which states that a policy $\pi$ is deterministic if and only if $\pi(a_0|s_0) = 1$ or $0$ for all $a_0, s_0$. Assume the form of the optimal policy follows Equation (1), that is, $\pi_{\beta_0} = \expit(\beta_0^T s_0)$, and that $|s_{0,k}| < \infty$ for all $k = 1, \ldots, K$. A policy $\pi_{\beta_0}$ is deterministic if and only if one of the entries in its parameter vector $\beta_0$ is infinite (or becomes arbitrarily large in magnitude).

Corollary 1, for which we provide a formal proof in Appendix C, follows from the fact that the expit function equals one or zero only when its input is positive or negative infinity (or arbitrarily large). We use the terminology “arbitrarily large
in magnitude” because sometimes parameters do not become infinite in magnitude, but approach infinity in magnitude, such that the policy they parameterize is essentially deterministic. Corollary 1 will help us interpret our simulation results and give insight into the behavior of the maximizer of the penalized relative sparsity objective in Equation (11).

5.3 | Stochasticity of \( \pi_{b_0,i} \)

By Equation (5), which gives an expression for \( \pi_0 = \arg \max V_0 \) as an indicator function, if \( \pi_{b_0} \) is assumed to be close to \( \pi_0 \), then \( \pi_{b_0} \) is deterministic. Hence, by Corollary 1, \( \pi_{b_0} \) will have some parameters that equal or approach infinity in magnitude. By the following Lemma, however, \( b_{0,i} = \arg \max_{b} J_0 \), will be finite.

**Lemma 1.** For \( \lambda > 0 \), if we assume Equation (6), Equation (1), and that \( E(R(S_0, A_0, S_1)|S_0 = s_0, A_0 = a_0) < \infty \)

for all \( s_0, a_0 \), then the policy \( \pi_{b_0} \) is stochastic. In other words, \( |b_{0,i,k}| < \infty \) for all \( k \) (and \( b_{0,i,k} \) does not become arbitrarily large in magnitude).

We provide a proof in Appendix D. The finiteness of \( b_{0,i} \) turns out to play an essential role in the justifiability of \( \pi_{b_0,i} \) with respect to the standard of care, a fact on which we will elaborate in the next section.

5.4 | On \( L_1, L_0 \), and absolute sparsity

In summary, the key objective of our proposed approach is to facilitate the justification and adoption of data-driven treatment strategies, and ultimately enhance our ability to translate decision aids into the clinic. This has motivated us to develop a method that simultaneously controls the (1) closeness, defined as the divergence between the suggested policy probability of treatment, \( \pi_{b_0,i} (A_0 = 1|S_0 = s_0) \), and the behavioral policy probability of treatment, \( \pi_b (A_0 = 1|S_0 = s_0) \), and (2) sparsity between the coefficients of the behavioral policy and the suggested policy, which, we hypothesize, act in concert to promote the adoption of a new policy in the clinic. This joint closeness and sparsity can be achieved by using an \( L_1 \) norm in the penalty.

Closeness to the standard of care is important, because it is challenging to specify a reward perfectly, and sometimes therefore it is safer to stay close to the standard of care, which is a vetted guideline in many cases. In our method, the \( L_1 \) penalty is important because the \( L_1 \) penalty shrinks, which achieves this closeness to behavior, in addition to selecting, which we need for relative sparsity. That closeness to behavior is important for safety has been explored extensively in other work (see Achiam’s survey on safe reinforcement learning). Note that, in general, closeness to established guidelines is important in a healthcare setting, because dramatic changes are often not easily accepted or may take a very long time to be adopted.

Hence, we use an \( L_1 \) penalty not for computational reasons, as is commonly the case when an \( L_1 \) penalty is used to approximate an \( L_0 \) (best subsets) penalty, but instead because the \( L_1 \) penalty, while selecting, which reduces cognitive burden for the end-user, also shrinks the coefficients to behavior. Hence, the \( L_1 \) penalty is, for our motivation, as useful in the low-dimensional case as in the high dimensional case. This desired shrinkage does not occur with an \( L_0 \) penalty. Concretely, define \( \beta^0_{b_0} \) to be a parameter vector in which the reward-relevant parameters are set to their corresponding entries in \( \beta_0 = \arg \max_{b} V_0 \) (also, note that \( \beta_0 = \arg \max_{b} J_0(\beta, b_0, \emptyset) \)), and the reward-irrelevant parameters are set to their corresponding behavioral counterparts in \( b_0 \). This would be the resulting policy if we could use an \( L_0 \) rather than \( L_1 \) penalty, where the \( L_0 \) policy counts the number of nonbehavioral coefficients. The \( L_1 \) solution is known to approximate the \( L_0 \) solution, which is useful because the \( L_0 \) problem is NP-Hard. The \( L_1 \) solution does not equal the \( L_0 \) solution, because the \( L_1 \) norm shrinks instead of purely selecting coefficients, which is considered a drawback. Often, in the literature (eg, in Tibshirani et al.23) it is the likelihood that is being penalized, and the selected maximum likelihood estimators are of interest, so it is not desirable to shrink (bias) their estimates.

In our case, however, the fact that the \( L_1 \) penalty shrinks is a benefit. If we could exactly obtain the \( L_0 \) solution, \( \beta^0_{b_0} \), at least one of the selected coefficients would tend toward infinity by Corollary 1. Hence, the coefficients that would be selected in the suggested policy would be arbitrarily larger in magnitude than the unselected coefficients. Hence, the suggested policy would ignore the behavioral covariates, which is not desirable. The property that we call “justifiability”
is, in fact, a combination of relative sparsity and also of shrinkage, where the shrinkage must be pronounced enough to allow the behavioral policy coefficients to impact the linear predictor $\beta^{T}_0 S_0$ and hence to impact the resulting policy, $\pi_{\beta_0,\lambda}$. Hence, the fact that the $L_1$ norm shrinks is key to providing a suggested policy that is not dominated by the reward-relevant covariates, as would occur with the $L_0$ solution. Thus, the shrinkage that is commonly viewed as a drawback to the $L_1$ norm is, in our case, crucial to obtaining a policy with the desired properties.

Define also $J_0^{Abs}(\beta, \lambda)$, in contrast to our Equation (11) objective, which is $J_0(\beta, b_0, \lambda) = V_0 - \lambda ||\beta - b_0||_1$.

$$J_0^{Abs}(\beta, \lambda) = V_0(\beta) - \lambda ||\beta||_1.$$ 

Whereas the parameter $\beta^{T}_0$ sets the unselected coefficients to their behavioral counterparts, here the parameter $\beta^{Abs}_0 = \arg \max_{\beta} \beta^{Abs}_0 S_0$ sets these same coefficients to zero. However, because the selected coefficients tend in magnitude toward infinity, $(\beta^{Abs}_0)^T S_0$ effectively equals $(\beta^{T}_0)^T S_0$, and hence $\pi^{Abs}_{\beta_0,\lambda}$ is indistinguishable from $\pi^{Abs}_{\beta_0}$). Hence, the shrinkage of the $L_1$ penalty is also essential for differentiating the relative sparsity penalty from an absolute sparsity penalty. We show the properties of the relative sparsity objective as it relates to other reinforcement learning methods in Table 1.

### 5.5 Estimation of the behavioral policy

We now describe estimation of the standard of care (behavioral) policy parameters in more detail. The standard of care policy parameters are estimated as $b_0$ that maximizes the likelihood, $l_n$ (Equation (3)), of the observed data (this can be estimated by using the generalized linear model (GLM) R package). The estimate $b_n$ is derived after covariate scaling, so that the covariates for the behavioral policy and for the suggested policy, which are penalized toward one another, pertain to the same data.

| TABLE 1 The properties of relative sparsity as it relates to other reinforcement learning approaches. |
|---------------------------------------------------------------|
| Proposed (relative sparsity): $V_n(\beta, b) - \lambda L_1(\beta, b)$ | Parameter $\pi_{\beta}$ | Max. value | Relative sparsity | Absolute sparsity | Close to behavior | Specify behavior | Specify value or transitions |
| TRPO: $V_n(\pi_{\beta}, \pi_{\beta}) - \lambda KL(\pi_{\beta}, \pi_{\beta})$ | No | No | No | Yes | Yes | No | No |
| Absolute relative sparsity $V_n(\beta, b) - \lambda L_2(\beta, b)$ | Yes | No | Yes | No | Yes | Yes | No |
| Absolute sparsity: $V_n(\beta, b) - \lambda L_3(\beta)$ | Yes | No | No | Yes | Yes | No | No |
| Absolute sparsity: $V_n(\beta, b) - \lambda L_4(\beta)$ | Yes | No | No | Yes | Yes | No | No |
| Unconstrained: $V_n(\beta, b) - \lambda L_5(\beta)$ | No | Yes | No | No | Yes | No | Yes |
| Q-learning | No | Yes | No | Yes | No | Yes | No |
| Sparse Q-learning | No | Yes | No | Yes | No | Yes | Yes |
| Model-based (standard) | No | Yes | No | Yes | No | Yes | Yes |
| Model-based ($V_n - \lambda Likelihood$) | No | Yes | No | Yes | No | Yes | Yes |

Note: “Parametric $\pi_{\beta}$” is whether $\beta$ is parametric. “Max. value” indicates whether the policy is optimal with respect to $V_0$, which will never be the case when there is a penalty. “Relative sparsity” indicates whether there will be only a sparse set of coefficients that differ between the behavioral and suggested policy. “Absolute sparsity” indicates whether the policy will have a sparse set of nonzero coefficients, which is equivalent to a relative sparsity to a randomized behavioral policy, which has $b_0 = (0, \ldots, 0)$. “Close to behavior” indicates whether the suggested policy probabilities of treatment will be similar to the behavioral policy probabilities of treatment. “Specify behavior” indicates whether we must have a model for the behavioral policy; we consider only the policy search (arg max $V_n$) objectives for all but the Q-learning and model-based approaches, and hence we consider specification of behavior necessary, because it is necessary for policy search. “Specify value or transitions” indicates whether we must propose models for these aspects of the environment and reward structure, which can be nontrivial, and is required in Q-learning and model-based approaches. For the unconstrained approach, we consider the nonparametric optimizer that achieves maximal value. Note that TRPO can be formulated with a parametric policy, $\pi_{\beta}$, but this is not required, and it is often not the case given that the application area is robotics (the policy might be parametric, but it would be over-parameterized as in Deep Learning).
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as we have included in Figure I1. Note that a calibration curve (computed on held out data) helps us assess the reasonableness of the model specification and the estimation; there is an associated calibration curve shape for a model that is too simple for the true data generating mechanism (an s-shaped curve) and an associated calibration curve shape for an estimation procedure that is overfitting (an s-shaped curve that is reflected over the identity line).51-53 In our case, since we assume that the behavioral policy is linear in the parameters by Equation (2), we plot a calibration curve to assess whether linearity is too restrictive. In this study, we also reduced noise in estimation of \( b_n \) by using a penalized estimator,38 where the penalty was chosen by cross validation (this can be done with the CV.GLMNET54 R package).

6 | SIMULATIONS

6.1 | Scenario

In our simulations, we will investigate a problem inspired by inpatient blood pressure control. In particular, let us consider inpatient hypotension management, which will be the focus of our real data analysis in Section 7. Suppose, as will be the case in the real data analysis, we have determined that healthcare providers take into account \( K = 9 \) covariates when making a decision. Suppose that we have also determined that hypotension management is a high-stakes decision problem, so we fix \( V_{\text{min}} \) to be the value that is 2 standard errors above the standard of care, and we suppose that the healthcare providers will only adopt a policy that diverges from the standard of care for approximately one covariate. We split the data into a training and test set. We use the training set to better understand how many coefficients will diverge for each \( \lambda \), allowing us to assess the feasibility of our requirement on value, \( V_{\text{min}} \), and the number of diverging coefficients, \( C \), and we use the test set to obtain a valid estimate of value, \( V_0 \).

Fix the sample size to be \( n = 1000 \), the number of Monte-Carlo repetitions to be \( M = 500 \), and the states to be \( S_0, S_1 \in \mathbb{R}^9 \). Recall from Equation (1) that

\[
\pi_{b_0}(A_0 = 1|S_0 = s_0) = \expit(b_0^T s_0),
\]

and set the parameter of the true behavioral policy to be \( b_0 = (-0.01, 0.02, 0, \ldots, 0)^T \). Hence, although we have a priori suspected that 9 covariates are relevant to the decision problem, the true behavioral actors base their decisions only on the first two covariates.

6.2 | Data generation

Draw the initial state \( S_0 \sim N(\mu_0, \Sigma_0) \) and draw the action from a Bernoulli distribution,

\[
A_0|S_0 \sim \text{Bern} \left( \pi_{b_0}(A_0 = 1|S_0 = s_0) \right),
\]

where \( \mu_0 = (45, \ldots, 45)^T \) and \( \Sigma_0 \), the initial state covariance, is a \( K \)-dimensional matrix with 300 on its diagonals except for covariance of 100 between \( S_{0,1} \) and \( S_{0,2} \). We choose this initial state to make the problem directly interpretable in terms of mean arterial pressure (MAP), as in the real data analysis. Draw the final state

\[
S_1|A_0, S_0 \sim N(S_0 + \tau^T S_0 A_0, \Sigma),
\]

where \( \Sigma \), the transition covariance, is a \( K \)-dimensional matrix with 300 on its diagonals except for covariance of 200 between \( S_{1,1} \) and \( S_{1,2} \). Let the coefficient for the action in Equation (16) be \( \tau = (0.1, 0.7, 0, \ldots, 0) \), so that only the first and second covariate of the state affect the transition. Note that \( \tau \) is also called the “treatment effect.” Set the reward function to be

\[
R(S_0, A_0, S_1) = S_{1,2}.
\]
Hence, the transition will depend on two covariates (and hence the reward, which depends on the transition because the transition leads to the final state, will depend on two covariates). If we imagine that the second covariate is blood pressure, then this reward reflects our goal of raising blood pressure, where blood pressure might depend on both the past blood pressure and another covariate, such as heart rate. Since we have made the states in the range of a typical MAP, we will now be able to interpret the expected reward as the expected MAP.

The following fact will guide us in ensuring that our simulation results are reasonable. For the reward in our simulations, if the true optimizer of the unpenalized objective is $\beta_0 = \arg \max \beta V_0$, as in Equation (7), then, for $\zeta_1$ and/or $\zeta_2$ arbitrarily large,

$$\beta_0 = (\zeta_1, \zeta_2, 0, \ldots, 0).$$

Equation (18), which is derived in Appendix H, follows from the definition of the reward in Equation (17), an application of Equation (5), and our choice of treatment effect $\tau$. Hence, since $\beta_{0,1}$ and $\beta_{0,2}$ tend toward infinity, we expect that $\beta_{0,1,1}$ and $\beta_{0,1,2}$ will have positive signs (note also that $b_{0,2} > 0$, so even when $\lambda$ is large, $\beta_{0,2,2} > 0$, and the opposite for $b_{0,1}$ and $\beta_{0,1,1}$), but, by Lemma 1, since $L_1$ shrinks, neither will be arbitrarily large.

### 6.3 Results

We see in Figure 3, which shows the average coefficients over 500 datasets, that, as $\lambda$ increases along the horizontal axis, the relative sparsity penalty shrinks reward-irrelevant coefficients to their behavioral counterparts. We show confidence intervals for the coefficients $\beta_{n,\lambda}$ using a Monte-Carlo standard error estimate, as described in Appendix F. For the confidence intervals around $V_n$, we use the estimator described in Appendix E and take an average of these confidence intervals over datasets. The coefficients in the top panel are the averages over datasets, and the $\overline{\lambda}_n$ selection in the middle panel of Figure 3 is made by optimizing the criterion in Equation (13) for these average coefficients (we do this once with the averages, to show how one selection would appear based on the top panel, and we also do this for each dataset, to show the distribution of selections). The $\overline{\lambda}_n$ selection on the average coefficients occurs when one coefficient is nonbehavioral, since $C = 1$. Since this is a simulation, and we generate multiple datasets, we also employ our $\lambda$ selection criterion in Equation (13) for each of the individual Monte-Carlo datasets, giving $M$ selections of $\lambda_n$, and we show the distribution of $\overline{\lambda}_n$ in the bottom panel of Figure 3. Based on the $\lambda_n$ that is selected in each dataset, we have corresponding covariates that are selected (ie, their coefficients are not set to their behavioral counterparts).

We show the distribution over simulated datasets of the value function $V_n$, the mean estimated probability of treatment (and its closeness to behavior), and the degree of relative sparsity. We show this for the true optimal policy, the unconstrained optimization of $V_n$, the constrained optimization of $J_n$ (with selected $\lambda_n$), and the behavioral policy, in Figure 4. We see that, as expected, the value without a penalty is higher on average, because we lose some value by constraining toward behavior, but we gain proximity to behavior and relative sparsity in doing so. Note still that, over Monte-Carlo datasets, the distribution of which is shown in Figure 4, the observed/behavioral policy has expected blood pressure of $V_n = 67.60$ and that the suggested policy has expected blood pressure of $V_n = 74.12$, where the latter is at least two standard errors above the observed policy. Note that other methods that find an optimal policy, but do not require modeling of the behavioral policy, would give the same solution as the top row of Figure 4, and they do not allow us to obtain relative sparsity or closeness to behavior, since neither the behavioral nor the suggested policy is modeled directly, and any closeness to behavior precludes optimality. Methods like TRPO (Equation 10) allow us to obtain closeness to behavior, but not relative sparsity, since the KL divergence penalty does not impose sparsity (for more discussion, see Table 1). To better characterize the relative sparsity that we observe in the policies estimated on the simulated datasets, we include the distribution of $D_{n,\lambda_n}$, the number of selected coefficients over Monte-Carlo datasets, as defined by Equation (13), in Figure 4. We see that $D_{n,\lambda_n}$, the number of diverging parameters under the selected $\lambda_n$, matches our target of $C = 1$ more than half of the time, and that we approximately achieve our goal of $C = 1$ in all cases. Sometimes we also select $D_{n,\lambda_n} = 2$, due to the correlation between $S_{0,1}$ and $S_{0,2}$. We report the covariate selection proportions in Table 2, where we see that the most reward-relevant covariate, $S_{0,2}$, is most often selected (along with sometimes the covariate $S_{0,1}$, which is correlated with $S_{0,2}$ and more faintly related to the reward. The other covariates are selected less often).
Figure 3  Average coefficients ($\beta_n$, $\lambda_n$, $b_n$) and value ($V_n$) in the 500 simulated data sets. In the top panel, the solid, horizontal lines correspond to the coefficients, $b_n$, of the behavioral policy, $\pi_{b_n}$, and the changing, dotted lines correspond to the coefficients, $\beta_n$, $\lambda_n$, of the suggested policy, $\pi_{\beta_n, \lambda_n}$. The vertical dotted line, $\lambda_n$, indicates the choice of $\lambda$ based on Equation (13) when using the average of the coefficients over Monte-Carlo datasets. The bottom panel shows the distribution of the different $\lambda_n$ that are selected using Equation (13) over the Monte-Carlo datasets. Note that $\Delta$ is the threshold for considering a coefficient equal to its behavioral counterpart. Note that we do not start the $\lambda$ grid at 0, since the unconstrained version is difficult to optimize, and the coefficient magnitudes for the unconstrained version are very large, so the range of the y-axis becomes large as well, making it difficult to visualize the changes in coefficients within the desired $\lambda$ range.

7  |  REAL DATA ANALYSIS

7.1  |  Research objective

There is variability in vasopressor administration for hypotensive patients in the intensive care unit (ICU), and trials on vasopressors have been inconclusive.\textsuperscript{55-57} Vasopressor usage is therefore an interesting potential target for medical decision models. Vasopressor use in the inpatient setting can impact a patient greatly, and the onset of action is often in minutes. Vasopressors can stabilize blood pressure, but they have a variety of adverse effects. Secondary to excessive vasoconstriction, vasopressors can cause organ ischemia and infarction, hyperglycemia, hyperlactatemia, tachycardia, and tachyarrhythmias.\textsuperscript{57} Whether to prescribe vasopressors is a subtle and high stakes decision. To change behavior with respect to vasopressor usage, therefore, any divergence from the established care guidelines should be clear and justifiable. Let us therefore try to obtain a policy that has value at least 2 standard errors above the behavioral policy, but that diverges from behavior with respect to only 1 or 2 covariates.

7.2  |  Dataset and cohort selection

We consider the MIMIC III dataset,\textsuperscript{58-60} which is a freely available, observational electronic health record dataset from the Beth Israel Deaconess Medical Center. We briefly describe cohort selection. We consider only the medical ICU
Empirical distributions of value, probability of treatment, and relative sparsity for data policies over simulated datasets. We show the distribution over simulated datasets of the value, mean estimated probability of assigning treatment (and its proximity to behavior), and relative sparsity. We show these plots for unconstrained optimization ($\beta_n = \arg\max V_n$, which would be the result of any reinforcement learning method that just finds the optimal policy, and allows neither closeness to behavior nor relative sparsity); for the suggested policy ($\beta_{n, \lambda_n}$, where $\beta_{n, \lambda} = \arg\max J_n$); and for the behavioral policy, $b_n = \arg\max l_n$, where $V_n$, $J_n$, and $l_n$ are value, penalized value, and log likelihood, respectively. Note that the suggested policy provides value, closeness to behavior, and relative sparsity, all of which facilitate adoption of the suggested policy into the clinic.

| TABLE 2 | Selection proportion for each covariate over 500 simulated datasets. |
|---------|---------------------------------------------------------------|
| $S_{0,1}$ | $S_{0,2}$ | $S_{0,3}$ | $S_{0,4}$ | $S_{0,5}$ | $S_{0,6}$ | $S_{0,7}$ | $S_{0,8}$ | $S_{0,9}$ |
| $\hat{p}$ (selected) | 0.27 | 0.97 | 0.12 | 0.10 | 0.12 | 0.10 | 0.10 | 0.10 | 0.11 |

Note: Note that only $S_{0,2}$ and, to a lesser extent, $S_{0,1}$, are truly relevant to the reward, and that there is some correlation between $S_{0,1}$ and $S_{0,2}$.

(ie, we do not consider the surgical or trauma ICUs). If a patient has been hospitalized multiple times, we take the first hospitalization, and if a patient is admitted to the medical ICU multiple times within one hospital stay, we take the first medical ICU stay. In our decision problem, which we will describe in detail in Section 7.3, we will analyze a time window that begins at hypotension onset and lasts 30 minutes. We excluded the 7 out of $n = 4,715$ patients who left the ICU before those 30 minutes had elapsed.

7.3 Decision problem

We amend code from Futoma et al\textsuperscript{3} to obtain a decision problem that begins approximately at the onset of hypotension. Hypotension is assessed according to mean arterial pressure (MAP), a weighted average of diastolic and systolic blood pressures, where the weights reflect the amount of time in diastole and systole; MAP is also the product of cardiac
output and total peripheral vascular resistance. We define time zero to be approximately at the first MAP < 60, which is a threshold for hypotension. After 15 minutes, we construct \( S_0 \), which contains a summary of all of the covariates at this time point. We found it was better to let \( S_0 \) be a summary of the first 15 minutes instead of the observed MAP < 60 itself, because one MAP < 60 may be influenced by random fluctuations, whereas if MAP < 60 at time zero and is still < 60 after 15 minutes, then it is likely that the patient is experiencing a sustained hypotensive episode. We use the set of covariates from Futoma et al, which includes MAP, heart rate (HR), urine output, lactate, Glasgow coma score (GCS), serum creatinine, fraction of inspired oxygen (FiO2), total bilirubin, and platelet count. These covariates would all be of interest when deciding whether to administer vasopressors. For MAP, if there was more than one measurement within a time interval, we used the most recent, assuming the most recent measurement would be most relevant as a reward and when deciding whether to administer vasopressors in the next time step. These covariates, taken as a vector, define the state. The action \( A_0 \), based on \( S_0 \), is whether to administer vasopressors from time 15 minutes to time 30 minutes. The final state, \( S_1 \), contains a summary of MAP and all other covariates at 30 minutes.

The vasopressor units are total micrograms of medication given each hour per kilogram of body weight. In particular, as in Futoma et al, we consider Dopamine, Epinephrine, Norepinephrine, Vasopressin, and Phentylephrine. The various doses and brands of vasopressors are converted based on the code in Futoma et al to a Norepinephrine equivalent using the method in Komorowski et al Intravenous Norepinephrine has a half life of approximately 2.4 minutes. Hence, we consider the MAP at 30 minutes to depend only on the vasopressors administered from 15 to 30 minutes, and not on those administered from 0 to 15 minutes. Since we analyze intensive-care-unit data, most patients are started on vasopressors before the 15 minute time point, in which case our decision becomes whether to continue or to stop the medication. We finally define a reward that reflects the short term goal of increasing MAP in the setting of severe hypotension. In our real data analysis, we took MAP to be the first covariate in the state, so we define the reward to be \( R(S_0, A_0, S_1) = S_{1,1} \). Vasopressors should increase this reward.

As an example of a trajectory, one patient was found to have MAP = 58, which indicated hypotension. Vasopressor infusion was initiated within minutes. From 0 to 5 minutes, as the patient received the vasopressor infusion, their MAP changed from 58 to 48. Hence, since we take MAP to be the first covariate, we had MAP = 48 as \( S_{0,1} \). From 15 to 30 minutes, the vasopressor infusion was maintained, so \( A_0 = 1 \). Finally, at 30 minutes, MAP = 53, so \( S_{1,1} = 53 \). Hence, this patient had trajectory \((S_{0,1} = 48, A_0 = 1, S_{1,1} = 53)\) and \( R(S_0, A_0, S_1) = 53 \) (in practice, the state covariates are scaled, as described in Section 5.1 and Appendix G, but this is essentially the trajectory).

The measurements that contribute to the covariates are provided in extensive tables that are part of the MIMIC-III database (eg, one of the tables has roughly 330 million rows), which were processed using bash scripts from Futoma et al As in Futoma et al, extreme, nonphysiologically feasible values of covariates were floored or capped, missing static covariates were imputed by the median, and time dependent covariates were imputed by last observation carry forward.

### 7.4 Results

We first evaluate the specification of the model for the behavioral policy in Equation (2), which is integral to inverse probability weighting in Equation (8) and also to the penalty in Equation (12). For this, we show a calibration curve (Figure 11 of Section 1). We see high concordance between the observed and estimated probabilities, and therefore we conclude that our model for the behavioral policy, Equation (2), is a reasonable model, and that we can then proceed with optimizing Equation (12) for the proposed method. Since we only have one real dataset, unlike in simulations, we split the data into single train and test sets, but we repeat this split 100 times and average the results. We recommend that this resampling be done if the objective function is not otherwise stabilized. We show the coefficient paths as a function of \( \lambda \) in Figure 5. We see that the coefficient for MAP withstands the relative sparsity penalty, requiring a large \( \lambda \) to finally reach its behavioral counterpart, whereas coefficients for variables like platelet count quickly approach their behavioral counterparts, causing virtually no change in value. To best assess which coefficients withstand the push to behavior, and how this impacts the value, \( V_n \), it is vital to perform some type of repeated sampling, as we have done here, because the individual test train splits can be noisy. One can also stabilize \( V_n \) in other ways, which might be less computationally intensive.

Here, we determined that for the criterion in Equation (13), given value, \( V_n \), that is at least as great as \( V_{\min} \), \( C = 1 \) diverging covariates would be acceptable. Note that \( \lambda \) is the threshold for considering a coefficient equal to behavior and was chosen based on visual inspection of the top panel. We ultimately see that we are able to illustrate the behavior of the relative sparsity penalty with real data, and that we obtain a policy that is sparse relative to the behavioral policy while on
average increasing value, $V_n$. In the real data, over resampled datasets, the distributions of which are shown in Figure 6, the average final MAP when following the standard of care is 57.46, while the average final MAP when following the suggested policy is 59.89, an increase of more than two standard errors (and 60 is the limit at which the vital organs are adequately perfused\textsuperscript{44}).

In particular, to justify this suggested policy to providers and patients, we only need to discuss MAP, because the parameters for all of the other covariates align with the existing standard of care. Recall that every patient in the cohort was determined to be hypotensive, and that we observe them for 15 minutes to obtain their initial MAP (which is used to determine whether to treat), and then we observe them for another 15 minutes to obtain their final MAP (the reward). Note that the behavioral coefficient on the initial MAP is negative. In the behavioral policy, the providers prefer to treat patients with lower initial MAP more than patients with higher initial MAP; this makes intuitive sense, since blood pressure should be treated when it is low. In the unconstrained, reward-maximizing policy (or the “optimal” policy), the coefficient on initial MAP is positive. The optimal policy would require that all patients be treated, and that patients with higher initial MAP be treated more than patients with lower MAP (within the cohort of hypotensive patients). The suggested policy, with a coefficient for MAP that is near zero, is somewhere in the middle; it tends to treat patients with higher initial MAP along with patients with lower initial MAP, and this increases the average reward. More discussion
FIGURE 6  Empirical distributions of value, mean probability of treatment, and relative sparsity for data policies over resamples of the real data. We show the distribution over resampled datasets of the value, mean estimated probability of assigning treatment (and its proximity to behavior), and relative sparsity. We show these plots for the suggested policy ($\beta_n, \lambda_n$, where $\beta_n, \lambda_n = \arg\max J_n$); and for the behavioral policy, $b_n = \arg\max l_n$, where $V_n, J_n, l_n$ are value, penalized value, and log likelihood, respectively. Note that the suggested policy provides value, closeness to behavior, and relative sparsity, all of which facilitate adoption of the suggested policy into the clinic.

on the MAP coefficient as it jointly relates to residual confounding, the specified reward, and the decision problem, is provided in the next section.

8 | DISCUSSION

8.1 | Summary

We show how the relative sparsity penalty can be used to obtain a policy that is easy to explain in the context of the current standard of care, and therefore readily justifiable. We contrast our work with existing KL-based behavior constraints, which have been primarily focused on applications in robotics, and in which the difference between the suggested and behavioral policy is a black box. Our methodology, which makes the difference between the suggested and behavioral policy sparse, and therefore more interpretable, has strong practical implications for the adoption (and interrogation) of data-driven decision aids in a healthcare setting.

8.2 | Limitations and future work

We first discuss some real data analysis limitations. We emphasize that any policy derived with our method should be reviewed by the medical care team, and we hope that our method, in its interpretability, facilitates this type of review.

We discuss the implications and plausibility of the assumptions needed for causal identification. A major assumption is that we have measured all confounders. Our list of covariates (given in Section 7.3), which match those in Futoma et al., appears to be quite comprehensive for this problem, but it is also important to recognize that the no unmeasured confounders assumption cannot be tested empirically. We note that the suggested policy has a positive, though near zero, coefficient on MAP, whereas the behavioral policy, or standard of care, has a negative coefficient on MAP. This may be because of residual confounding. There are different etiologies of hypotension (eg, sepsis and hemorrhage), which are associated with different mechanisms by which the body becomes hypotensive (eg, different effects on vasopressor-binding adrenergic receptors), which might in turn alter the way the body responds to vasopressors. It
may be the case that one subgroup, for example, with hypotension due to sepsis, responds less strongly to vasopressors and has a lower baseline MAP than another subgroup, for example, with hypotension due to hemorrhage. To maximize the average reward, or the average final blood pressure, over these two subgroups of patients, it makes sense to preferentially treat the subgroup of patients who have stronger responses to vasopressors. The standard of care, however, might be more likely to give vasopressors to the subgroup experiencing sepsis than to the subgroup experiencing hemorrhage (generally, vasopressors and fluids are the first line treatment for sepsis, whereas there is more controversy about using vasopressors for hemorrhage). In such a case, the signs on the MAP coefficient for the behavioral and reward-maximizing policy, to which the suggested policy is drawn, may be different. Therefore, the subgroup to which patients belong may be an unmeasured confounder. These subgroups might be quite complex and interact with patient characteristics. Although the covariates in Futoma et al., which we use in our real data analysis, might fluctuate somewhat according to subgroup, a covariate that identifies these subgroups explicitly is not included. This may be because of the difficulty in establishing such subgroups. Sometimes, diagnoses such as “sepsis” are assigned at the end of the hospitalization (which makes it difficult to establish the time of onset), and such assignments, which are often generated for claims, can be of poor quality. It would be interesting to possibly use microbiology results to, for example, determine sepsis status in future work. The MIMIC dataset has many additional covariates, and considering the high-dimensional case might also be a direction of future work.

The specified reward, which is the final MAP in our case, might also be partially responsible for the positive coefficient for MAP in the reward-maximizing policy, to which the suggested policy is drawn. In particular, the specified reward may be over-simplified. Although it is sensible to increase MAP, a reward that is based only on increasing MAP may be overly simplistic because it leaves out other aspects that might also be important. This specified reward could be improved by taking into account mortality and morbidity. When taking into account mortality and morbidity, the reward-maximizing policy might be more discerning with respect to the coefficient on MAP. A more indirect way to take into account mortality and morbidity using the proposed method would be to change the weight that we place on the specified reward by setting a smaller minimum value cutoff for the suggested policy, or a smaller \( V_{\text{min}} \) in (13). By sacrificing some value, this allow us to choose a tuning parameter that yields a suggested policy that is closer to the standard of care. The standard of care optimizes its own reward, which likely takes into account mortality and morbidity, and, therefore, by choosing a policy that is close to the standard of care, we can do the same.

In general, the proposed method provides transparency about the coefficients that change when moving from the behavioral to the suggested policy. This generates useful discussion about the coefficients. If the difference between a coefficient in the suggested policy and the standard of care is not clinically palpable, action must be taken before implementation of the policy into the clinic. First, if it is suspected that confounders are unmeasured, these confounders should be collected if at all possible. There will sometimes be evidence of this, because the standard of care coefficients might be unexpected, or, upon consult with a provider, we might find that they take into account some outcome-influencing variables that we had not collected. Second, if it is suspected that the reward function is overly simplistic, then one can discuss lowering the minimum value, \( V_{\text{min}} \) in (13), in order to move toward the standard of care. Third, one might also re-evaluate the decision problem. In our case, for example, the problem is somewhat simplified; we have discretized time, and we have not taken into account mortality and morbidity in the reward. This has allowed us to avoid methodology needed for survival analysis and continuous time, which could be the subject of future work. Note also that reward function learning is an active area of research.

The high concordance between observed and estimated probabilities seen in the calibration curve further supports the functional form posited for the behavioral policy in Equation (2), which we also consider to be a causal assumption, because the form of the behavioral policy plays such an important role in inverse probability weighting. For cases when Equation (2) does not hold, which would be detectable by a calibration curve, one could improve any issues with model misspecification by using basis expansions of the states. This then allows us to fit a complex behavioral function that is still linear in the parameters, but not in the covariates (e.g., consider \( \beta_1 HR + \beta_2 \text{MAP} \) vs. \( \beta_1 HR + \beta_2 HR^2 + \beta_3 \text{MAP} + \beta_4 \text{MAP}^2 \)). We could then map the bases to their respective covariates, and describe which covariates change from behavior accordingly. Another direction for future work would be to consider decoupling, in which case we could make the behavioral policy in the value nonparametric and make the behavioral policy in the penalty parameteric (possibly with basis expansions). Such an addition might complicate convergence of the inverse probability weighted estimator, which is known to be sensitive to nonparametric nuisance parameters, especially in the high-dimensional case, but this may be acceptable with a large enough sample. This is a consequence of slower convergence of the nonparametric estimator. Note that although there are other methods that allow one to sidestep the difficulty in specifying the behavioral policy altogether, these methods do not model the suggested policy directly, and therefore do not allow us to obtain relative sparsity between the
coefficients of the behavioral policy and the suggested policy (for more discussion, see Section 5.4 and Table 1). As in any modeling, overfitting is always a risk, for both the behavioral and suggested policy. For the behavioral policy, we describe our method to prevent overfitting in Section 5.5. We believe that the overfitting issue for the suggested policy is mitigated by the parametric nature of the models and by the penalty toward behavior. We believe that evidence for the suggested policy not overfitting is that the out of sample (test) value function (in Figures 3 and 5) corresponding to suggested policy is a nondecreasing function (and matches the training value function). Specifically, if the suggested policy estimates were affected by overfitting, the resulting test value function might increase and then decrease (or be nonsmooth with several local minima and maxima).

In terms of causal assumptions, we also assume positivity, or that in the behavioral policy/standard of care any action is possible given any state, which can be tested empirically, and we did so in the preliminary data analysis that accompanied this work. Other causal assumptions include the stable unit treatment value assumption (SUTVA) and consistency of the states as potential outcomes of the actions, both of which are generally reasonable, since we observe the blood pressure under a certain treatment, and one patient’s treatment does not influence another patient’s blood pressure. We have included some additional references on causal identification in our setting. We emphasize that even with careful consideration of the plausibility of the causal assumptions, as we have attempted here, it is important to conduct trials to evaluate any clinical decision aids before translation to routine care.

In conclusion, we present a method to obtain policies that are easy to explain in the context of the standard of care. We believe that using statistical methods to help solve decision problems in healthcare will be an iterative process involving collaboration among data analysts, healthcare providers, and patients. We hope that the proposed methodology can help us better explain and justify data-driven policies to healthcare providers and patients, facilitating the adoption of these policies and invigorating the discussion.
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APPENDIX A. DERIVATION OF IMPORTANCE SAMPLING ESMIMAND

We show a derivation of Equation (8). Note,

\[ V_0(\beta) = E_\beta[R(S_0, A_0, S_1)] \]

\[ = E_{\theta_0} \left\{ \frac{P_\theta(S_0, A_0, S_1)}{P_0(S_0, A_0, S_1)} R(S_0, A_0, S_1) \right\} \]
APPENDIX B. PROOF THAT THE MAXIMIZER OF UNPENALIZED VALUE IS AN INDICATOR

Although Equation (5) is a known result,\textsuperscript{1,37,39} we prove it here, for completeness, in our notation and for our problem setting. Write

\[
V_0(\pi) = E_\pi (R(S_0, A_0, S_1))
= E_\pi (E(R(S_0, A_0, S_1)|S_0, A_0))
= \int_{S_0} E(R|S_0 = s_0, A_0 = 1) \pi(A_0 = 1|s_0)p(s_0)ds_0
+ \int_{S_0} E(R|S_0 = s_0, A_0 = 0) \pi(A_0 = 0|s_0)p(s_0)ds_0
= \int_{S_0} (E(R|S_0 = s_0, A_0 = 1) - E(R|S_0 = s_0, A_0 = 0)) \pi(A_0 = 1|s_0)p(s_0)ds_0
+ \int_{S_0} E(R|S_0 = s_0, A_0 = 0) p(s_0)ds_0
= I + II,
\]

where

\[
I = \int_{S_0} (E(R|S_0 = s_0, A_0 = 1) - E(R|S_0 = s_0, A_0 = 0)) \pi(A_0 = 1|s_0)p(s_0)ds_0
\]

and the second term, (II), does not depend on \( \pi \), so we can ignore it when we consider the maximization of \( V_0 \).

Suppose

\[
E(R|S_0 = s_0, A_0 = 1) - E(R|S_0 = s_0, A_0 = 0) > 0.
\]

If so, since \( \pi(A_0 = 1|s_0) \leq 1 \), then

\[
\int_{S_0} (E(R|S_0 = s_0, A_0 = 1) - E(R|S_0 = s_0, A_0 = 0)) \pi(A_0 = 1|s_0)p(s_0)ds_0
\leq \int_{S_0} (E(R|S_0 = s_0, A_0 = 1) - E(R|S_0 = s_0, A_0 = 0)) p(s_0)ds_0.
\]

Hence,

\[
\pi_0(A_0 = 1|s_0) = I(E(R|S_0 = s_0, A_0 = 1) - E(R|S_0 = s_0, A_0 = 0) > 0).
\]
APPENDIX C. PROOF OF DETERMINISM COROLLARY

We prove Corollary 1. Recall, by Definition 1, that if a policy \( \pi \) is deterministic, then \( \pi(A_0 = 1|S_0 = s_0) = 1 \) or 0. Recall that by Equation (1),

\[
\pi_{\beta_0}(A_0 = 1|S_0 = s_0) = \expit(\beta_0^T s_0).
\]

Now, if \( \logit(p) = 1/(1 - p) \), then

\[
\expit(\beta_0^T s_0) = 1 \iff \logit(\expit(\beta_0^T s_0)) = \logit(1) \iff \beta_0^T s_0 = \infty \iff \exists k \text{ s.t. } |\beta_{0,k}| = \infty,
\]

since \( s_{0,k} < \infty \), \( \forall k \) and \( \logit(p) \to \infty \) as \( p \to 1 \).

We say however that the entries of \( \beta_0 \) tend in magnitude toward infinity rather than “equal” infinity in magnitude because, for some rewards, setting entries of \( \beta_0 \) equal in magnitude to infinity can lead to an undefined linear predictor, \( \beta_0^T s_0 \). For example, let \( S_0 \in \mathbb{R}^2 \) and consider the maximization of \( V_0 = E_{\pi}R \) with \( R(S_0, A_0, S_1) = (S_{0,1} - 2S_{0,2})A_0 \). Note that

\[
E_{\pi}R(S_0, A_0, S_1) = E_{\pi}[(S_{0,1} - 2S_{0,2})A_0]
\]

\[
= E_{\pi}[E[(S_{0,1} - 2S_{0,2})A_0|S_0]]
\]

\[
= E_{\pi}[(S_{0,1} - 2S_{0,2})E[A_0|S_0]]
\]

\[
= E_{\pi}[(S_{0,1} - 2S_{0,2})\expit(\beta^T S_0)]
\]

\[
= E_{\pi}[(S_{0,1} - 2S_{0,2})\pi_\beta(A_0 = 1|S_0)].
\]

The last line is maximized by

\[
\pi_{\beta_0} = I(S_{0,1} - 2S_{0,2} > 0).
\]

(C1)

Since we have a policy \( \pi_{\beta_0} = \expit(\beta_{0,1}S_{0,1} + \beta_{0,2}S_{0,2}) \), we can approximate this indicator by setting \( \beta_{0,1} \) arbitrarily large but finite, and \( \beta_{0,2} = -2\beta_{0,1} \), so that

\[
\pi_{\beta_0} = \expit(\beta_{0,1}S_{0,1} - 2\beta_{0,1}S_{0,2}) = \expit(\beta_{0,1}(S_{0,1} - 2S_{0,2}))
\]

which approximates the indicator in Equation (C1) as \( \beta_{0,1} \) becomes large in magnitude. However, if we set \( \beta_{0,1} = \infty \), we get \( \beta_{0,2} = -2\infty = \infty \), and

\[
\pi_{\beta_0}(A_0 = 1|S_0 = s_0) = \expit(\infty S_{0,1} - \infty S_{0,2}).
\]

which is undefined.

More generally, the standard rules of arithmetic must hold for the entries of \( \beta_0 \), which is not the case when one or more entries of \( \beta_0 \) is infinite in magnitude. Hence, it appears that for some rewards, a linear model might simply not be expressive enough; we can never have \( \pi_0 \) be equaled by \( \pi_{\beta_0} \), since \( \pi_0 \) is a deterministic indicator function and \( \pi_{\beta_0} \) that maximizes the expected reward cannot have coefficients that are infinite in magnitude, and therefore cannot be deterministic. In practice, an expit with large parameters can approximate an indicator function well; that is, the value \( V_0(\beta_0) \) when \( \beta_{0,k} \) is arbitrarily large but finite in magnitude for some particular \( k \) is essentially the same as if \( |\beta_{0,k}| = \infty \).

APPENDIX D. PROOF OF FINITE PARAMETERS

We prove Lemma 1. To maximize \( V_0 \) requires, by Equation (5), that

\[
\pi_{\beta}(A_0 = 1|S_0) = I(\pi(E(R|S_0 = s_0, A_0 = 1) - E(R|S_0 = s_0, A_0 = 0)).
\]

\[
3088
\]
which only occurs, by Corollary 1, if $|b| \leq \varepsilon$, tends arbitrarily closely to $\infty$ for some $k$. However, suppose, by contradiction, that $|b| = \infty$ for some $k$. In this case, the term $-|b| - b_0|_1 = -\infty$, since $b_0 < \infty$ by positivity (Equation 6) and Corollary 1. In this case, $J_0(\beta)$ cannot be at its maximum. Hence, under the stated assumptions, by Corollary 1, $\pi_{\beta_0,.}$ is stochastic. In general, although $V_0$ draws some entry of $\beta$ in magnitude toward $\infty$, the penalty draws the same entry in the opposite direction.

APPENDIX E. THE VARIANCE OF THE VALUE ESTIMATOR

We derive a conservative estimator for the asymptotic variance of $\sqrt{n}V_n(\beta, b_n)$, which we will denote $\sigma_\gamma^2$. Note that we do not derive an expression for the variance of $J_n = V_n - \lambda|b| - b_n|$. We focus on $V_n$, because we are interested in the value of the policy $\pi_{\beta_0,.}, V_n(\beta_{n,i}, b_n)$, which we can report to the end-user to give a sense of how much the suggested policy might improve reward on average. In contrast, $J_n$ provides the value adjusted by the penalty, and the objective $J_n$ is useful for obtaining $\beta_{n,i}$, but $J_n$ does not, like $V_n$, have an interpretation that can be explained to the end-user.

Our estimator for $\sigma_\gamma^2$ is thus

$$\sigma_\gamma^2(V_n) = \frac{1}{n} \sum_{i=1}^{n} \left( \frac{\pi_{\beta}(A_{i,0} = a_{i,0} | S_{i,0} = s_{i,0})}{\pi_{b_0}(A_{i,0} = a_{i,0} | S_{i,0} = s_{i,0})} R(S_{i,0}, A_{i,0}, S_{i,1}) - V_n(\beta, b_n) \right)^2. \quad (E1)$$

To show how we obtain $\sigma_\gamma^2(V_n)$, recall that $\{S_{i,0}, A_{i,0}, S_{i,1}\}$ are independent and identically distributed and write,

$$\sigma_\gamma^2 = \text{var} \left( \sqrt{n}V_n(\beta, b_0) \right)$$

$$= n \text{var} \left( \frac{1}{n} \sum_{i=1}^{n} \frac{\pi_{\beta}(A_{i,0} = a_{i,0} | S_{i,0} = s_{i,0})}{\pi_{b_0}(A_{i,0} = a_{i,0} | S_{i,0} = s_{i,0})} R(S_{i,0}, A_{i,0}, S_{i,1}) \right)$$

$$= \frac{1}{n} \sum_{i=1}^{n} \text{var} \left( \frac{\pi_{\beta}(A_{i,0} = a_{i,0} | S_{i,0} = s_{i,0})}{\pi_{b_0}(A_{i,0} = a_{i,0} | S_{i,0} = s_{i,0})} R(S_{i,0}, A_{i,0}, S_{i,1}) \right)$$

$$= \text{var} \left( \frac{\pi_{\beta}(A_{i,0} = a_{i,0} | S_{i,0} = s_{i,0})}{\pi_{b_0}(A_{i,0} = a_{i,0} | S_{i,0} = s_{i,0})} R(S_{i,0}, A_{i,0}, S_{i,1}) \right)$$

$$= E_{b_0} \left( \pi_{\beta}(A_{i,0} = a_{i,0} | S_{i,0} = s_{i,0}) R(S_{i,0}, A_{i,0}, S_{i,1}) - V_0(\beta) \right)^2. \quad (E1)$$

Hence, we set

$$\sigma_\gamma^2(V_n) = \frac{1}{n} \sum_{i=1}^{n} \left( \frac{\pi_{\beta}(A_{i,0} = a_{i,0} | S_{i,0} = s_{i,0})}{\pi_{b_0}(A_{i,0} = a_{i,0} | S_{i,0} = s_{i,0})} R(S_{i,0}, A_{i,0}, S_{i,1}) - V_n(\beta, b_n) \right)^2.$$

This is a conservative estimator for the variance as it does not take into account that the behavioral policy is estimated using the data.

APPENDIX F. MONTE-CARLO OR REPEATED SAMPLE CONFIDENCE INTERVALS FOR THE COEFFICIENTS OF THE SUGGESTED POLICY

In the simulations, since we have repeated Monte-Carlo datasets, and in the real data, since we perform repeated test-train splits, we compute confidence intervals for $\beta_{n,i}$. This serves as an indicator of the degree of variability in these estimates, and these intervals are useful to see in the figures. Although it is not certain that $\beta_{n,i}$ has a representation as an average, we assume that roughly

$$\sqrt{n}(\beta_{n,i} - \beta_{0,i}) \xrightarrow{\text{d}} N(0, \sigma^2(\beta_i)),$$
where $\sigma^2(\beta_i)$ is the variance in the limit. To construct confidence intervals, for $M$ Monte-Carlo datasets or repeated test-train splits, we estimate $\sqrt{\sigma^2(\beta_i) / n}$, the standard error, with

$$
\sigma_n(\beta_{n,i}) = \sqrt{\text{var}_M \left( \hat{\beta}_{n,i}^{(m)} \right)},
$$

where $\hat{\beta}_{n,i}^{(m)}$ is the estimate from Monte-Carlo dataset $m$, which can be estimated by computing the empirical variance of the $M$ Monte-Carlo estimators, $\hat{\beta}_{n,i}^{(1)}, \ldots, \hat{\beta}_{n,i}^{(M)}$, where the empirical variance of a random estimator $x^{(m)}$ is $\text{var}_M(x^{(m)}) = \frac{1}{M-1} \sum_{m=1}^{M} (x^{(m)} - \frac{1}{M} \sum_{m=1}^{M} x^{(m)})^2$. We then construct a 95% confidence interval for $\beta_{0,i}$ by adding or subtracting the standard error,

$$
\beta_{n,i} \pm z_q \sigma_n(\beta_{n,i}),
$$

where $z_q$ is the 97.5% quantile of a standard normal distribution. Although the intervals are not necessarily nominal, they give bounds that reflect the uncertainty of the estimate $\beta_{n,i}$. Note that these confidence intervals for the coefficients have different meaning under Monte-Carlo than under repeated sampling of the real data.

**APPENDIX G. SCALING**

Note that we must scale the state covariates for the penalty. In particular, we want that for all $k \neq k'$, our estimates $\beta_{n,k}$ and $\beta_{n,k'}$ are constrained equally. Standardization for reinforcement learning has been discussed, and we take a similar approach here. For $i = 1, \ldots, n, k = 1, \ldots, K$, let $\sigma_{n,k}$ be an estimate for the standard deviation of the dimension $k$ of the state. So that we do not have to rename all states $S_0$ to $\tilde{S}_0$, in an abuse of notation, let $\tilde{S}_0$ refer to the raw, unscaled states. Then scale $(\tilde{S}_{1,0})_k$ as $(S_{1,0})_k = (\tilde{S}_{1,0})_k / \sigma_{n,k}.$

**APPENDIX H. DERIVATION OF SIMULATION ESTIMAND**

We provide a derivation of Equation (18).

Apply Equation (5) to obtain

$$
\pi_0(A_0 = 1|S_0) = I \{(E(R|S_0 = s_0, A_0 = 1) - E(R|S_0 = s_0, A_0 = 0)) > 0\}
= I \{(E(S_1|S_0 = s_0, A_0 = 1) - E(S_1|S_0 = s_0, A_0 = 0)) > 0\}
= I \{(S_0 + \tau^T S_0 A_0 - S_0) > 0\}
= I \{(r_1 S_{0,1} + r_2 S_{0,2}) > 0\}.
$$

We must now take a policy of the form of Equation (2), $\text{expit}(\beta_0^T S_0)$, and make it as close as possible to $I \{(r_1 S_{0,1} + r_2 S_{0,2}) > 0\}$. We have that

$$
\text{expit}(\beta_0^T S_0) = I \{(r_1 S_{0,1} + r_2 S_{0,2}) > 0\} \iff \beta_{0,1} \text{ and/or } \beta_{0,2} \text{ are arbitrarily large.}
$$

Note that we do not have $\beta_{0,1} = \infty$ or $\beta_{0,2} = \infty$, but instead just that $\beta_{0,1}$ or $\beta_{0,2}$ are arbitrarily large, since otherwise we encounter issues with linear predictors being undefined, as discussed at the end of Appendix C. In practice, our estimate $\hat{\beta}_{n,2}$ should dominate $\hat{\beta}_{n,1}$ in magnitude, since $r_2 >> r_1$, and hence $S_{0,2}$ contributes more to the reward. We therefore expect $\hat{\beta}_{n,2}$ to be selected more often than $\hat{\beta}_{n,1}$, although $\hat{\beta}_{n,1}$ should be selected more often than if $r_1 = 0$.

**APPENDIX I. EVALUATING THE SPECIFICATION OF THE BEHAVIORAL POLICY MODEL IN THE REAL DATA**

To evaluate the specification of the behavioral policy model in Equation (2), we show a calibration curve in Figure 11.
FIGURE II Real data calibration curve for the behavioral policy. We show a calibration curve for the real data, in which the estimated and observed probabilities are compared on held out data. Note that the points are chosen according to the quintiles of the distribution of the predictions. We resample the data, each time training on one half and then generating a calibration curve for the test data, and then we finally average these curves. The high concordance of the behavioral estimates, \( \pi_{bn} (A_0 = 1| S_0 = s_0) \), with the observed probabilities serves as evidence that the behavioral policy posited in Equation (2) is reasonable.

APPENDIX J. PSEUDOCODE

Note that the code is posted to github under relative sparsity.

# Hashtag (#) indicates comments

Input:
- M # Number Monte-Carlo or resamples of real data
- Real dataset if not Monte-Carlo
- Lambda grid for suggested policy
- Lambda grid for behavioral policy
- X # Targeted number standard errors above behavioral value
- C # Number diverging coefficients

Repeat M times and average:
- If simulation:
  - Generate data and split into test and train
- Else:
  - Randomly sample real data and split into test and train
  - Fit behavioral policy on training data using cv.glmnet with lambda grid for behavioral policy
  - Fit a policy on training data for each lambda, using relative sparsity objective function
  - Compute training and test value for each policy
  - Compute training and test value variance for each policy
  - Select lambda on train data

# Useful to have one for each dataset to see distrib
# Target value X SE above behavior with C nonbehavioral coefficients

Return:
- Set of M suggested policies # For example, if want to inspect distribution
Average coefficients over M datasets
Average train and test value over M datasets
# Will be used to select final policy on average coefficients and value

# Check the calibration of the behavioral policy
Compute (test set) average calibration curve on real data using M test-train splits
# We do not check in simulation, since we know the true generating policy

Plot distributions of M policy value, probability treatment, and relative sparsity

If real data and calibration is not reasonable:
    Break # Behavioral policy is not well specified; do not proceed with real data analysis
Else if calibration is reasonable, or in simulation:
    Plot behavioral coefficients as horizontal lines
    Plot the suggested policy coefficients as they vary over lambda (with confidence intervals)
    Plot the train and test value as they vary over lambda (with confidence intervals)
    Select lambda_bar on average coefficients and average value
    # Target value X SE above behavior with C nonbehavioral coefficients
    # This was done within each dataset, but here it is done on the average, which is less noisy
    Final policy is one indexed by lambda_bar
    Plot lambda_bar on value plot, visualize train value of lambda_bar
    Plot lambda_bar on coefficient plot (train data), visualize number of diverging coefficients

If train data value and relative sparsity adequate
    Stop: use policy with lambda_bar
    Assess test value of policy with lambda_bar
    # Best estimate of real world value
Else:
    Increase or decrease C, X, gather more data, or reassess reward
    Start from beginning