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Abstract. In this article we calculate the signature character of certain Hermitian representations of $GL_N(F)$ for a $p$-adic field $F$. We further give a conjectural description for the signature character of unramified representations in terms of Kostka numbers.

0. Introduction.

Let $F$ be a finite extension of the field $\mathbb{Q}_p$ of $p$-adic rational numbers and let $G^\vee$ be a connected reductive group over $F$. Let $I \subset G(F)$ be an Iwahori subgroup. We consider irreducible admissible (complex) representations $\mathcal{V}$ of $G(F)$ such that the space of Iwahori fixed vectors $\mathcal{V}^I$ is nonzero. It is well known that those representations correspond to representations of the Hecke algebra $\mathcal{H}$ associated to the extended Weyl group $\tilde{W}$ of $G$. Moreover Barbasch and Moy proved in [BM1] that $\mathcal{V}$ is Hermitian (resp. unitary) if and only if $\mathcal{V}^I$ is Hermitian (resp. unitary) with respect to a certain involution of $\mathcal{H}$.

The Hecke algebra $\mathcal{H}$ contains the group algebra $\mathbb{C}[W]$ of the Weyl group of $G$ as a subalgebra. In particular we can consider for every irreducible $\mathcal{H}$-module $V$ and for every irreducible representation $\lambda$ of $W$ the space $V_\lambda = \text{Hom}_W(\lambda, V)$. If $V$ is Hermitian, $V_\lambda$ inherits a Hermitian form. In this article we study the signatures $\sigma_\lambda(V)$ of this induced Hermitian form for $G = GL_N$. We call the tuple $(\sigma_\lambda(V))_\lambda$ the signature character of $V$.

To do this we reduce the problem to an analogous one for modules with real central character of a certain graded Hecke algebra $\mathbb{H}$ defined by Lusztig [Lu2]. Again we can consider $\mathbb{C}[W]$ as a subalgebra of $\mathbb{H}$. For these $\mathbb{H}$-modules there is a classification analogous to the Langlands classification which parametrizes irreducible representations in terms of subsets $S$ of a chosen basis of roots, a tempered representation $U$ of the standard Levi subgroup $M$ corresponding to $S$ and a dominant real character $\nu$ of the center of $M$. These irreducible $\mathbb{H}$-modules $L(S, U, \nu)$ are quotients of so called standard modules $X(S, U, \nu)$.

Our strategy to calculate the signature character is the following: We fix $S$ and $U$ as above. The dominant real characters $\nu$ form a cone. Those $\nu$ such that $X(S, U, \nu)$ is reducible define affine hyperplanes in this cone. We call these hyperplanes “reducibility walls”. For $\nu$ outside the reducibility walls the signature
character is locally constant in $\nu$. Moreover, “nearby zero” Tadić’s classification of unitary representations of $GL_N$ [Ta] implies that $X(S,U,\nu) = L(S,U,\nu)$ is unitary. As it is possible to determine the $\mathbb{C}[W]$-structure of the standard modules, we know the signature character of $L(S,U,\nu)$ for small $\nu$.

On the other hand a limit argument by Barbasch and Moy [BM3] also gives an expression of the Hermitian form for $\nu$ “nearby infinity” which allows us to express the signature character purely in terms of the character of the symmetric groups and certain Kostka numbers. For example our description of the signature at infinity implies that for $S = \emptyset$ we have $\sigma_\lambda = \chi_\lambda(w_0)$ at infinity (where $\chi$ denotes the character of representations of $W$ and $w_0$ is the longest element in $W$). Hence to calculate the remaining signature characters we fix a $\nu_0$ lying on a single reducibility wall and a one parameter family $t \mapsto \nu(t)$ for small $t$ with $\nu(0) = \nu_0$ such that $\nu(t)$ does not lie on the reducibility wall for $t \neq 0$. We then would like to express the sum or the difference of the signature characters of $L(S,U,\nu(t))$ for positive and negative $t$.

We cannot do this for all reducibility walls. Instead of this we concentrate on those walls which are needed to calculate the signature character for unramified representation (i.e. for those representations with $S = \emptyset$). Here we give a precise conjecture for the difference and the sum of signature characters of both sides. Moreover we prove this conjecture for unramified representations. As a consequence we get an explicit expression of the signature character of unramified representations $L(\emptyset, 1, \nu)$ with $L(\emptyset, 1, \nu) = X(\emptyset, 1, \nu)$ in terms of Kostka numbers. We also give a description of the signature characters on the reducibility walls for unramified representations.

We will now give a short overview over the organization of our work: In the first chapter we describe the equivalence between irreducible representations $\mathcal{V}$ of $G^\vee(F)$ with $\mathcal{V}^I \neq (0)$ and irreducible representations with real central character of the associated graded Hecke algebra $\mathbb{H}$. The second chapter contains three classifications of irreducible $\mathbb{H}$-modules. The first is in terms of conjugacy classes of pairs $(s,e)$ of a semisimple element $s$ and a nilpotent element $e$ in the Lie algebra $\mathfrak{gl}_N$. The second one is the Langlands classification already described above. And the third classification is the translation of the Bernstein-Zelevinsky classification of representations of $GL_N(F)$ in terms of supercuspidal representations to the setting of graded Hecke algebras. We also explain how to obtain one classification from one of the other ones.

In the third chapter we introduce the Zelevinsky involution which will allow us to calculate also the signature character of irreducible representations $L(S,U,\nu)$ which are a proper quotient of the standard module $X(S,U,\nu)$. The content of the fourth chapter is the description of the $W$-module structure of the standard modules.

The fifth chapter contains the classification of Hermitian and unitary $\mathbb{H}$-modules and the formal definition of the signature character of an irreducible $\mathbb{H}$-module. In the sixth chapter we express the Hermitian form on standard modules in terms of a certain intertwining operator. Here we follow closely Barbasch and Moy [BM3].
Chapter Seven contains the description of the reducibility walls and also the theorem that for unramified representations the isolated unitary representations are precisely those which lie on the intersection of \([N/2]\) reducibility walls. In the eighth chapter we give an explicit algorithm to compute the signature “nearby infinity”. We do this by making more precise a description of Barbasch and Moy given in [BM3].

The ninth chapter now deals with the topic of crossing the reducibility walls. We define the “height” of such a wall and study reducibility walls of height 1 and 2 in more detail as those are the walls which occur in the unramified case. Then we prove our wall crossing theorems in the unramified case. We further formulate a conjecture for the general case of crossing reducibility walls of height one.

In the tenth chapter we give a conjecture for crossing certain walls of height bigger than one and use these conjectures to give an explicit description of the signature character for unramified representations in terms of Kostka numbers. Finally in the last chapter we calculate the signature character for all Hermitian representations of \(GL_N\) for \(N = 2, 3\) and 4.

**Notations:** We use the following notations: All algebraic varieties and all representations are assumed to be over the complex numbers \(\mathbb{C}\).

If \(R\) is any ring, we denote by \(M_n(R)\) the ring of \((n \times n)\)-matrices. If \(A \in M_n(R)\) and \(B \in M_m(R)\) are two matrices we denote by \(A \oplus B \in M_{n+m}(R)\) the bloc matrix \(\begin{pmatrix} A & 0 \\ 0 & B \end{pmatrix}\), and \(\text{diag}(\alpha_1, \ldots, \alpha_N) \in M_N(R)\) denotes the diagonal matrix with entries \(\alpha_1, \ldots, \alpha_N \in R\). Finally let \(I_N \in GL_N(R)\) be the identity matrix.

If \(W\) is a finite group, we denote by \(\tilde{W}\) the set of isomorphism classes of irreducible representations of \(W\).

1. Representations of \(p\)-adic groups and graded Hecke algebras

1.1. Let \(G^\vee\) be a split (connected) reductive group over a \(p\)-adic field \(F\) and let \(G\) be the Langlands dual group over \(\mathbb{C}\). Let \(\mathcal{R} = (X, Y, R, R^\vee, \Pi)\) be the based root datum of \(G\) and \(s_\alpha \in GL(X)\) the reflections associated to the roots \(\alpha \in R\). Denote by \(W\) the Weyl group of \(R\), i.e. the group generated by the \(s_\alpha\) for \(\alpha \in R\). The root base \(\Pi\) defines a partial order on \(R^\vee\) by \(\alpha_1^\vee \leq \alpha_2^\vee\) if \(\alpha_2^\vee - \alpha_1^\vee\) is a linear combination with nonnegative integer coefficients of elements of \(\{\alpha^\vee | \alpha \in \Pi\}\). We denote by \(\Pi_m\) the set of all \(\beta \in R\) such that \(\beta^\vee\) is a minimal element for this partial order.

Elements in the semidirect product \(\tilde{W} = W \ltimes X\) are written in the form \(wa^x\) for \(w \in W\) and \(x \in X\). We set

\[
\tilde{S} = \{s_\alpha | \alpha \in \Pi \} \cup \{s_\alpha a^\alpha | \alpha \in \Pi_m\} \subset \tilde{W}.
\]

The root base \(\Pi\) defines a system of positive roots \(R^+ \subset R\) and a length function

\[
l:\tilde{W} \to \mathbb{N}_0,
\]

\[
l(wa^x) = \sum_{\alpha \in R^+ \atop w(\alpha) \in R^-} \langle x, \alpha^\vee \rangle + 1 + \sum_{\alpha \in R^+ \atop w(\alpha) \in R^+} \langle x, \alpha^\vee \rangle.
\]
which extends the usual length function on the Coxeter subgroup of $\tilde{W}$ which is generated by $\tilde{S}$.

We further set
\[ R^b = \{ \alpha \in R \, | \, \alpha^\vee \in 2Y \}. \]

For example if $(X, Y, R, R^\vee, \Pi)$ is simple and simply connected (i.e. it is indecomposable and $R^\vee$ generates $Y$), $R^b$ is nonempty iff the Dynkin type is $B_n$.

1.2. We are interested in the following category of representations of $G^\vee(F)$: Let $I \subset G^\vee(F)$ be an Iwahori subgroup. We call a smooth representation $V$ on a complex vector space $I$-spherical if it is of finite length and if every subquotient of $V$ is generated by its fixed vectors with respect to $I$.

Denote by $H(G^\vee//I)$ the Hecke algebra of $G^\vee(F)$ with respect to $I$. The underlying vector space consists of the $C$-valued functions of the (discrete) quotient $I\backslash G^\vee(F)/I$ with finite support, and the algebra structure is given by convolution. For every smooth representation $V$ of $G^\vee(F)$ the space of $I$-fixed vectors $V^I$ is naturally an $H(G^\vee//I)$-module and the functor $V \mapsto V^I$ induces an equivalence between the category of $I$-spherical representations of $G^\vee(F)$ and the category of left $H(G^\vee//I)$-modules which are of finite length (or equivalently finite dimensional as $C$-vector spaces).

1.3. The Hecke algebra $H(G^\vee//I)$ can be described directly in terms of generators and relations using the based root datum $R$. More precisely, it can be considered as a specialization of the affine Hecke algebra $H = H_R$ associated to $R$ which is defined as follows:

Let $B$ be the braid group of $R$, i.e. the group with generators $T_w$ for $w \in \tilde{W}$ and relations $T_w T_{w'} = T_{ww'}$ whenever $l(w) + l(w') = l(ww')$. Denote by $z$ an indeterminate. Then $H$ is the $C[z, z^{-1}]$-algebra which is the quotient of the group algebra (over $C[z, z^{-1}]$) of the braid group $B$ by the two sided ideal generated by the elements
\[ (T_s + 1)(T_s - z^2) \]
for $s \in \tilde{S}$. For $w \in \tilde{W}$ we denote the image of $T_w$ in $H$ again by $T_w$.

Let $q$ be the number of elements in the residue field (of the ring of integers) of $F$ and denote by $\xi_q : C[z, z^{-1}] \rightarrow C$ the $C$-algebra homomorphism which sends $z$ to $q$. Then a classical result of Iwahori and Matsumoto [IM] shows that $H(G^\vee//I)$ is isomorphic to $H \otimes_{C[z, z^{-1}], \xi_q} C$.

1.4. We collect some properties of $H$: Let
\[ X_{\text{dom}} = \{ x \in X \, | \, \langle x, \alpha^\vee \rangle \geq 0 \text{ for all } \alpha \in \Pi \} \]
be the set of dominant weights. We define for $x \in X$ an element $\tilde{T}_x \in B$ as follows: Write $x = x_1 - x_2$ with $x_1, x_2 \in X_{\text{dom}}$ and set
\[ \tilde{T}_x = T^{-1}_{a^{x_1}} T_{a^{x_2}}. \]
This is easily seen to be well-defined. Its image in $\mathcal{H}$ is again denoted by $\bar{T}_x$. Further set
\[ \theta_x = z^{-l(T_x)}\bar{T}_x \in \mathcal{H} \]
where $l: B \to \mathbb{Z}$ is the unique extension of the length function $l$ to $B$.

Let $\mathcal{O}$ be the group algebra of $X$ over the ring $\mathbb{C}[z,z^{-1}]$. Then the map $x \mapsto \theta_x$ defines an embedding of $\mathbb{C}[z,z^{-1}]$-algebras $\mathcal{O} \to \mathcal{H}$ ([Lu2] 3.4). In the sequel we consider $\mathcal{O}$ as a subring of $\mathcal{H}$. We further have (loc. cit. 3.7 and 3.11):

**Proposition.** The Hecke algebra $\mathcal{H}$ is a free left $\mathcal{O}$-module and a free right $\mathcal{O}$-module with basis $\{T_w \mid w \in W\}$ in each case. The center $\mathcal{Z}$ of the Hecke algebra $\mathcal{H}$ consists the $W$-invariants of $\mathcal{O}$.

1.5. Every finite-dimensional left $\mathcal{H}$-module $V$ admits a (unique) primary decomposition with respect to the center $\mathcal{Z}$ of $\mathcal{H}$
\[ V = \bigoplus_{\chi} V_{\chi} \]
where $\chi$ runs through the set of characters of the center $\mathcal{Z}$. As $\mathcal{Z} = \mathcal{O}^W = \mathbb{C}[z,z^{-1}][X]^W$, the characters of $\mathcal{Z}$ are given by pairs $(Wt, z_0)$ where $Wt$ is a $W$-orbit of $T = Y \otimes_{\mathbb{C}} \mathbb{C}^\times$ and where $z_0 \in \mathbb{C}^\times$. This induces a decomposition of the category of finite-dimensional left $\mathcal{H}$-modules into the direct sum of the categories $\mathcal{H}\text{Mod}_\chi$ of finite-dimensional left $\mathcal{H}$-modules $V$ such that $\zeta - \chi(\zeta)$ is nilpotent on $V$ for all $\zeta \in \mathcal{Z}$. If $\chi$ corresponds to the pair $(Wt, z_0)$, we also write $\mathcal{H}\text{Mod}_{Wt, z_0}$.

1.6. The categories $\mathcal{H}\text{Mod}_{Wt, z_0}$ are equivalent to categories of finite-dimensional left $\mathcal{H}$-modules where $\mathcal{H}$ is a graded version of $\mathcal{H}$. Instead of explaining how to obtain $\mathcal{H}$ from $\mathcal{H}$ by grading with respect to a certain ideal, we give the abstract definition of the graded Hecke algebra $\mathcal{H} = \mathcal{H}_\mathcal{R}$ associated to a reduced root datum $\mathcal{R} = (X, Y, R, R^\vee, \Pi)$.

We set $\mathcal{O} = \mathbb{C}[r] \otimes_{\mathbb{C}} \text{Sym}(X \otimes_{\mathbb{Z}} \mathbb{C})$. It carries an action by $W$ induced by the trivial action on $\mathbb{C}[r]$ and the canonical action on $X$. As a $\mathbb{C}$-vector space we have
\[ \mathcal{H} = \mathcal{O} \otimes_{\mathbb{C}} \mathbb{C}[W] \]
with a structure of associative $\mathbb{C}$-algebra with unit $1 \otimes e$, defined by the rules:

(i) $\mathcal{O} \to \mathcal{H}$, $\theta \mapsto \theta \otimes e$ is an algebra homomorphism.
(ii) $\mathbb{C}[W] \to \mathcal{H}$, $w \mapsto 1 \otimes w$ is an algebra homomorphism.
(iii) $(\theta \otimes e)(1 \otimes w) = \theta \otimes w$ for $\theta \in \mathcal{O}$ and $w \in W$.
(iv) For all $\alpha \in \Pi$ and $\theta \in X$ we have
\[ (1 \otimes s_\alpha)(\theta \otimes e) - (^\vee \theta \otimes e)(1 \otimes s_\alpha) = 2r\alpha(\alpha^\vee, \theta). \]
(v) $r$ is in the center of $\mathcal{H}$.
Usually we will omit the $\otimes$ when denoting elements in $\mathbb{H}$ and write $t_w$ instead of $1 \otimes w$. For $\alpha \in R$ we further set $t_{\alpha} := t_{s_{\alpha}}$. For example the relation (iv) becomes

$$t_{\alpha} \cdot \theta - s_{\alpha} \cdot t_{\alpha} = 2r_{\langle \alpha^\vee , \theta \rangle}.$$ 

Note that this relation is equivalent to

$$\theta \cdot t_{\alpha} - t_{\alpha} \cdot s_{\alpha} \theta = 2r_{\langle \alpha^\vee , \theta \rangle}.$$ 

1.7. The center of $\mathbb{H}$ consists of the $W$-invariants of $O$. As above we get a decomposition of the category of finite-dimensional left $\mathbb{H}$-modules into categories $\mathbb{H}\text{-Mod}_{Wu,r_0}$ where $(Wu,r_0)$ runs through the set of pairs consisting of a $W$-orbit of an elements $u \in Y \otimes \mathbb{C}$ and a complex number $r_0$. In the sequel we will consider a character of the center of $\mathbb{H}$ also as a pair $(\{s\}, r_0)$ where $\{s\}$ is a $G$-conjugacy class of a semisimple element of $g$ and where $r_0$ is a complex number.

1.8. The relation between $\mathcal{H}$-modules and $\mathbb{H}$-modules is the following (see [Lu2] 8-10 and [Lu3] 4): As we are mainly interested in the case $G = GL_N$ we make the following additional assumptions to simplify notations:

- The derived group of $G$ is simply connected (or equivalently the center of $G^\vee$ is connected).
- $R^b = \emptyset$.

Fix a central character of $\mathcal{H}$ corresponding to a pair $(Wt, z_0)$. To simplify notations further we assume that $z_0$ is a positive real number, different from 1. Further we choose an auxiliary $t$ in the Weyl orbit $Wt$. The following constructions will be independent of this choice (up to isomorphism which is given by $w \in W$ if $t$ is replaced by $wt$). We can decompose $T = C^\times \otimes \mathbb{Z} Y$ into an elliptic and a hyperbolic part, namely $T = T_{\text{ell}} \times T_h$ where

$$T_{\text{ell}} = \{ z \in C^\times \mid |z| = 1 \} \otimes Y, \quad T_h = \mathbb{R}_{>0} \otimes Y.$$ 

This is a decomposition of real Lie groups. We can therefore write uniquely $t = t_e t_h$ where $t_e \in T_{\text{ell}}$ and $t_h \in T_h$.

Let $R(t) = (X,Y,R(t),R^\vee(t),\Pi(t))$ be the root datum with

$$R(t) = \{ \alpha \in R \mid \alpha(t_e) = 1 \},$$

$$R^\vee(t) = \{ \alpha^\vee \in R^\vee \mid \alpha \in R(t) \}.$$ 

Then $R^+(t) = R(t) \cap R^+$ is a system of positive roots and the associated set of simple roots is $\Pi(t)$. We write $W(t)$ for the Weyl group of the root datum $R(t)$.

Denote by

$$\log_{z_0} : T_h = \mathbb{R}_{>0} \otimes \mathbb{Z} Y \to \mathbb{R} \otimes \mathbb{Z} Y$$

the isomorphism induced by

$$\mathbb{R}_{>0} \sim \mathbb{R}, \quad x \mapsto \log(x)/2 \log(z_0).$$

Note that the isomorphism class of $R(t)$ does not depend on the choice of $t$ in its Weyl orbit.

The relation between $\mathcal{H}$-modules and $\mathbb{H}$-modules is now given by the next proposition.
1.9. Proposition. The categories $\mathcal{H}_R \text{Mod}_{Wt,z_0}$ and $\mathcal{H}_{R(t)} \text{Mod}_{W(t)\log_2(t_0),1/2}$ are equivalent. More precisely, denote by $\hat{\mathcal{H}}$ (resp. $\hat{\mathcal{H}}$) the completion of $\mathcal{H}_R$ (resp. $\mathcal{H}_{R(t)}$) with respect to the maximal ideal of the center corresponding to $(Wt,z_0)$ (resp. $(W(t)\log_2(t_0),1/2)$) (hence $\mathcal{H}_R \text{Mod}_{Wt,z_0}$ resp. $\mathcal{H}_{R(t)} \text{Mod}_{W(t)\log_2(t_0),1/2}$ is the category of modules of finite length over $\hat{\mathcal{H}}$ resp. $\hat{\mathcal{H}}$). Then $\hat{\mathcal{H}}$ and $\hat{\mathcal{H}}$ are Morita equivalent.

Proof. This follows from the main result of [Lu2] 8-10 and [Lu3] 4 with similar notation due to our assumptions. We also replace the indeterminate $r$ in loc. cit. by $r/2\log(z_0)$. First of all we can replace $\mathcal{R}$ by its derived root datum $\text{der}(\mathcal{R}) = (X_{\text{der}}, Y_{\text{der}}, R_{\text{der}}, R'_{\text{der}}, \Pi_{\text{der}})$, i.e. $Y_{\text{der}} = Y \cap \{\alpha \mid \alpha \in R\}_R$. Then $Y_{\text{der}}$ is a direct summand of $Y$ and if we set $T_{\text{der}} = Y_{\text{der}} \otimes \mathbb{C}^\times$, we get a decomposition $T = T' \times T_{\text{der}}$ such that $\alpha(t') = 1$ for all $\alpha \in R$ and hence a decomposition $t = t't_{\text{der}}$. Now $R(t)$, $R'(t)$ and $W(t)$ depend only on the derived root datum and on $t_{\text{der}}$.

Now our assumption in (1.8) implies that we are in the situation of [Lu3] 4.4. Then loc. cit. 4.5 shows that the group $\Gamma_t$ defined in [Lu2] 8.1 is trivial which implies the result as explained in [Lu3] 4.9. □

1.10. If $\mathcal{R}$ is the root datum of $G = GL_N$ or more generally of a reductive group $G$ whose simple components are of Dynkin type $A_n$, then for any choice of $t$ the root datum $\mathcal{R}(t)$ is the root datum of a Levi subgroup of $G$, namely of the centralizer of $t_e$ (after considering $T$ as a maximal torus of $G$ which is well defined up to conjugacy). For other Dynkin types this is not true in general.

2. Classification of $\mathbb{H}$-modules

2.1. From now on we make the simplifying assumption that $G$ is isomorphic to a Levi subgroup of $GL_N$ (hence isomorphic to a product of groups of the form $GL_{N_i}$). Let $\mathcal{R} = (X,Y,R,R',\Pi)$ the based root datum of $G$, $W$ its Weyl group, and denote by $\mathbb{H}$ the associated Hecke algebra. We fix $r_0 \in \mathbb{C} \setminus \{0\}$, and denote by $\text{Irr}_{r_0}(\mathbb{H})$ the set of equivalence classes of irreducible $\mathbb{H}$-modules, where $r \in \mathbb{H}$ acts by $r_0$.

2.2. We set $t = Y \otimes \mathbb{C}$ and denote by $t^* = X \otimes \mathbb{C}$ the dual. Define further

$$\mathfrak{z} = \{\lambda \in t \mid \langle \lambda, \alpha \rangle = 0 \text{ for all } \alpha \in R\},$$

$$\mathfrak{z}^* = \{x \in t^* \mid \langle \alpha^\vee, x \rangle = 0 \text{ for all } \alpha^\vee \in R^\vee\}.$$

Then $\mathfrak{z}$ is canonically isomorphic to the center of $\text{Lie}(G)$ and the duality of $t$ and $t^*$ induces a perfect duality of $\mathfrak{z}$ and $\mathfrak{z}^*$. The subspace $\mathfrak{z}^*$ of $X \otimes \mathbb{C}$ has as a complement the space generated by $\alpha \in R$.

Every element $\nu \in \mathfrak{z}$ defines a one-dimensional $\mathbb{H}$-module $\mathbb{C}_\nu = \mathbb{C}_{\nu,r_0}$ where $r$ acts by multiplication with $r_0$, $\alpha \in R$ acts by multiplication with $2r$, $\xi \in \mathfrak{z}^*$ acts by $\nu(\xi)$ and $s_\alpha$ acts trivially.
2.3. Let $S \subset \Pi$ be a subset and denote by $(X,Y,R_S,R_S',S)$ the corresponding subroot system with Weyl group $W_S$ and associated graded Hecke algebra $\mathbb{H}_S$. For this root system we have the subspaces $\mathfrak{z}_S$ and $\mathfrak{z}_S'$ as in (2.2). Note that $\mathbb{H}_S$ is isomorphic to the graded Hecke algebra associated to a Levi subgroup $M$ of $G$ and that $M$ again satisfies the condition in (2.1).

We have a canonical embedding $\mathbb{H}_S \subset \mathbb{H}$ which makes $\mathbb{H}$ into a free $\mathbb{H}_S$-module of rank $\#(W/W_S)$. If $U$ is a $\mathbb{H}_S$-module we also write $\text{Ind}_{\mathbb{H}_S}^{\mathbb{H}}(U)$ instead of $\mathbb{H} \otimes_{\mathbb{H}_S} U$.

2.4. By [Lu1I] there exists a bijection between $\text{Irr}_{r_0}(\mathbb{H})$ and the set of $G$-conjugacy classes of pairs of the form $(s,e)$ where $s \in \mathfrak{g}$ is semisimple, $e \in \mathfrak{g}$ is nilpotent such that $[s,e] = 2r_0e$.

Denote by $L_G(s,e,r_0) = L(s,e)$ the irreducible $\mathbb{H}$-module corresponding to the conjugacy class $\{(s,e)\}$ of $(s,e)$. By [Lu5] 1.15, $L(s,e)$ is the unique irreducible quotient of a standard module $X_G(s,e,r_0) = X(s,e)$ associated to $\{(s,e)\}$. See [Lu1] 8 and [Lu4] 10 for the definition of the $X(s,e)$ (and [Lu4] 10.11 for the fact that both constructed modules are isomorphic).

2.5. By definition of the standard module $X_G(s,e,r_0)$ [Lu1] 8, its central character exists and is given by the pair $(\{s\},r_0)$ (1.7). In particular this is also true for the irreducible quotient $L_{r_0}(s,e)$.

2.6. Next we will describe the Langlands classification. Let $s \in \mathfrak{g} = \mathfrak{gl}_N$ be semisimple and $e \in \mathfrak{gl}_N$ nilpotent such that $[s,e] = 2r_0e$. First choose a homomorphism of Lie algebras

$$\psi: \mathfrak{sl}_2 \to \mathfrak{gl}_N$$

such that $e = \psi\begin{pmatrix} 0 & 1 \\ 0 & 0 \end{pmatrix}$ and such that $[s,f] = -2r_0f$ where $f = \begin{pmatrix} 0 & 0 \\ 1 & 0 \end{pmatrix}$. This implies $[s,h] = [s,[e,f]] = 0$ by the Jacobi identity if $h = \psi\begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}$. Such a homomorphism exists and is uniquely determined up to conjugation with $z \in G$ such that $\text{Ad}(z)e = e$ and $\text{Ad}(z)s = s$ by a variant of the Jacobson-Morozov theorem (see [KL] 2.4(g) and 2.4(h)).

2.7. From now on assume that $r_0$ is a positive real number and that the conjugacy class of $s$ is in $(Y \otimes_{\mathbb{Z}} \mathbb{R})/W$ and define $t := s - r_0h$. Then $t$ is a semisimple element of $\mathfrak{g}$ whose conjugacy class depends only on the conjugacy class of $(s,e)$. Note that $t$ commutes with $s$ and with the image of $\psi$. We call the conjugacy class of $(s,e)$ (or the associated simple module $L(s,e)$) tempered if $t = 0$.

If $\{(s,e)\}$ is tempered, we have $L(s,e) = X(s,e)$ by [Lu5] 1.21.

2.8. We state the following version of Langlands classification for $\mathbb{H}$-modules which is a slight reformulation of [Ev] (recall that we assume that $r_0 \in \mathbb{R}$ and $\{s\} \in (Y \otimes_{\mathbb{Z}} \mathbb{R})/W)$:
Theorem. For every irreducible $\mathbb{H}$-module $V$ there exists a triple $(S,U,\nu)$ where $S$ is a subset of $\Pi$, $U$ is an irreducible tempered representation of $\mathbb{H}_S$ and where
\[ \nu \in \mathfrak{z}^+_S = \{ \lambda \in \mathfrak{z}_S \cap Y \otimes \mathbb{R} | \langle \lambda, \alpha \rangle > 0 \text{ for all } \alpha \in \Pi \setminus S \} \]
such that $V$ is the unique irreducible quotient of $\text{Ind}_{\mathbb{H}_S}^{\mathbb{H}} (U \otimes \mathbb{C} \nu)$. Further $S$ and $\nu$ and the isomorphism class of $U$ are uniquely determined by the isomorphism class of $V$. We set $L(S,U,\nu) = V$ and $X(S,U,\nu) = \text{Ind}_{\mathbb{H}_S}^{\mathbb{H}} (U \otimes \mathbb{C} \nu)$.

If $L(S',U',\nu')$ is any other irreducible subquotient of $\text{Ind}_{\mathbb{H}_S}^{\mathbb{H}} (U \otimes \mathbb{C} \nu)$ coming from a triple $(S',U',\nu')$, we have $\nu' < \nu$ (with respect to the extended Bruhat order on $\tilde{W}$).

The triple $(S,U,\nu)$ is called Langlands data associated to $V$.

2.9. We keep the notations of (2.6). In particular we have the $G$-conjugacy class $\{(s,e)\}$ and the associated irreducible $\mathbb{H}$-module $L(s,e)$. We are now going to explain how to obtain the Langlands data $(S,U,\nu)$ corresponding to $L(s,e)$. We follow [Lu5] 3.9ff choosing for $\tau$ in loc. cit. the homomorphism $\mathbb{C} \to \mathbb{R}$ which associates to each complex number its real part. We use a somewhat more explicit but less canonical description. For this we fix a Borel subgroup $B$ of $G$ and a maximal torus $T$ of $G$ contained in $G$ which gives an identification of the abstract based root datum $\mathcal{R}$ with the based root datum of $(G,B,T)$. In particular we have an identification $\text{Lie}(T) = t = Y \otimes \mathbb{C}$. The conjugacy class of $s$ is then an element in $(Y \otimes \mathbb{R})/W$ (because we assumed that $s$ is real). After $G$-conjugation we can assume that $s$ is a diagonal matrix and that $(s,e) = (s_1,e_1) \oplus \cdots \oplus (s_l,e_l)$ where $e_i$ is of the form
\[
e_i = \begin{pmatrix}
0 & 0 & \cdots & 0 \\
1 & 0 & \cdots & 0 \\
& 1 & \cdots & 0 \\
& & & 1 & 0
\end{pmatrix}.
\]
Let $\sigma_i$ be the first entry in the diagonal matrix $s_i$. We can assume that $\sigma_1 + \frac{1}{2} m_1 \geq \cdots \geq \sigma_m + \frac{1}{2} m_l$. Now we can choose $\psi$ as in (2.6) such that $h \in Y \otimes \mathbb{R} \subset t$, in particular $t = s - r_0 h \in Y \otimes \mathbb{R}$. We have $\langle t, \alpha \rangle \geq 0$ for all $\alpha \in \Pi$.

We set
\[ S = \{ \alpha \in \Pi | \langle t, \alpha \rangle = 0 \}. \]

Then $\mathbb{H}_S$ is isomorphic to the graded Hecke algebra associated to Levi subalgebra $\mathfrak{m} = \text{Cent}_g(t)$. Note that $s$ and the image of $\psi$ are contained in $\mathfrak{m}$. Let $M$ be the corresponding Levi subgroup of $G$. As the derived group of $G$ is simply connected, we have $M = Z_G(t)$. Further we have $[r_0 h, e] = 2r_0 e$. Hence the conjugacy class of $(r_0 h, e)$ defines an irreducible representation
\[ U := L_M(r_0 h, e) \]
of $\mathbb{H}_S$. By definition this is a tempered representation of $\mathbb{H}_S$. Finally let $\nu$ by the dominant representative of the $W$-orbit of $t$. By definition we have $\nu \in \mathfrak{h}^+_S$. We then have $U \otimes \mathbb{C}_\nu = L_M(s,e) = X_M(s,e)$ and by [Lu5] 3.38 we have $X_G(s,e) = \text{Ind}_{H_M}^G(U \otimes \mathbb{C}_\nu)$.

2.10. For the rest of chapter 2 let us assume that $G = GL_N$. Hence the $p$-adic group $G^\nu$ is isomorphic to $GL_N$ and we have the classification of representations of the $p$-adic group $GL_N(F)$ by Bernstein-Zelevinsky in terms of supercuspidal representations. By a theorem of Casselman (see e.g. [Ca] 3.8) an irreducible admissible representation of $GL_N(F)$ admits nontrivial fixed vector under an Iwahori subgroup if and only if its supercuspidal support consists of unramified quasi-characters. Using (1.9) we obtain a classification of irreducible $H$-modules where $r \in H$ acts by $1/2$ (or equivalently a classification of irreducible modules of the algebra $\mathbb{H}^{1/2}_{GL_1} = (\mathbb{H} \otimes \mathbb{C}[r], r \mapsto 1/2 \mathbb{C})$) which we call the BZ-classification. We further can assume that the central character is real. It is described in the next sections.

2.11. For $G = GL_1$, $\mathbb{H}^{1/2}_G$ is nothing but a polynomial algebra in one indeterminate and we consider any complex number as a one-dimensional representation of $\mathbb{H}^{1/2}_{GL_1}$.

Let $\tilde{N} = (N_1, \ldots, N_m)$ be a tuple of positive integers and set $GL_{\tilde{N}} = GL_{N_1} \times \ldots GL_{N_m}$. If $V_i$ is an $\mathbb{H}^{1/2}_{GL_{N_i}}$-module ($i = 1, \ldots, m$), we set $V_1 \boxtimes \cdots \boxtimes V_m$ for the module of

$$\mathbb{H}^{1/2}_{GL_{\tilde{N}}} = \mathbb{H}^{1/2}_{GL_{N_1}} \otimes \cdots \otimes \mathbb{H}^{1/2}_{GL_{N_m}}$$

whose underlying vector space is $V_1 \otimes \cdots \otimes V_m$ and which is endowed with the componentwise action. We further set

$$V_1 \boxtimes \cdots \boxtimes V_m = \mathbb{H}^{1/2}_{GL_N} \otimes_{\mathbb{H}^{1/2}_{GL_{\tilde{N}}}} (V_1 \boxtimes \cdots \boxtimes V_m)$$

where $N = N_1 + \cdots + N_m$.

If in particular $(\sigma_1, \ldots, \sigma_m)$ is a tuple of complex numbers, $\sigma_1 \boxtimes \cdots \boxtimes \sigma_m$ is a $\mathbb{H}^{1/2}_{GL_m}$-module.

2.12. Given $m \in \mathbb{N}$ and $\sigma$ a real number, define the segment

$$\Delta(\sigma, m) = [\sigma, \sigma + 1, \ldots, \sigma + m - 1]$$

The real number $\sigma + \frac{m-1}{2}$ is called the center of $\Delta(\sigma, m)$, and the integer $m \geq 1$ is called the length of $\Delta(\sigma, m)$.

Consider $\Delta_1 = \Delta(\sigma_1, m_1)$ and $\Delta_2 = \Delta(\sigma_2, m_2)$ two segments. We will say that $\Delta_1$ and $\Delta_2$ are linked if $\Delta_1 \not\subseteq \Delta_2$ and $\Delta_2 \not\subseteq \Delta_1$ and $\Delta_1 \cup \Delta_2$ is of the form $\Delta(\tau, m')$, for some $\tau \in \{\sigma_1, \sigma_2\}$.

Further, we say that $\Delta_1$ precedes $\Delta_2$, if $\Delta_1$ and $\Delta_2$ are linked and $\tau = \sigma_1$. 

2.13. With these definitions we can establish the following facts ([Ze],[KL],[Ku]):

1. Take \( \Delta = \Delta(\sigma,m) \) as above. Then, \( \sigma \bigcirc (\sigma+1) \bigcirc \cdots \bigcirc (\sigma+m-1) \) is reducible for \( m > 1 \) and has a unique irreducible quotient \( L(\Delta) \).

2. Let \((\Delta_1 , \ldots , \Delta_l )\) be a tuple of segments as above, and assume that \( \Delta_i \) does not precede \( \Delta_j \) for \( i < j \), then \( L(\Delta_1) \bigcirc \cdots \bigcirc L(\Delta_l) \) admits a unique irreducible quotient \( L(\Delta_1 , \ldots , \Delta_l ) \).

3. Every irreducible admissible representation of \( \mathbb{H}_{GL_N}^{1/2} \) is isomorphic to some \( L(\Delta_1 , \ldots , \Delta_l ) \) where \((\Delta_1 , \ldots , \Delta_l )\) is a tuple as in (2). If \((\Delta'_1 , \ldots , \Delta'_k )\) is any other tuple as in (2) such that \( L(\Delta_1 , \ldots , \Delta_l ) \cong L(\Delta'_1 , \ldots , \Delta'_k ) \) then \( l = k \) and \( \Delta'_i = \Delta_{\pi(i)} \) for some permutation \( \pi \in S_l \).

4. \( L(\Delta_1) \bigcirc \cdots \bigcirc L(\Delta_l) \) is irreducible if and only if no two segments \( \Delta_i \) and \( \Delta_j \) are linked.

We set
\[
X(\Delta_1 , \ldots , \Delta_l ) := L(\Delta_1) \bigcirc \cdots \bigcirc L(\Delta_l).
\]

2.14. Let us connect the BZ-classification with the classification by conjugacy classes of pairs \((s,e)\) such that \([s,e] = e\) (note that to simplify we are still in the case \( r_0 = 1/2 \) which we can assume anyway because of (1.9)).

Let \( V = L(\Delta(\sigma_1,m_1), \ldots , \Delta(\sigma_l,m_l)) \) be an irreducible representation of \( \mathbb{H}_{GL_N}^{1/2} \) with \( N = m_1 + \cdots + m_l \). Denote by \( \gamma_i = \sigma_i + \frac{1}{2}(m_i - 1) \) the center of \( \Delta(\sigma_i,m_i) \). We assume that \( \gamma_1 \geq \gamma_2 \geq \cdots \geq \gamma_l \) which in particular implies that \( \Delta(\sigma_i,m_i) \) does not precede \( \Delta(\sigma_j,m_j) \) for \( i < j \). We set
\[
s = \bigoplus_{i=1}^{l} \text{diag}(\sigma_i,\sigma_i + 1, \ldots , \sigma_i + m_i - 1), \quad e = \bigoplus_{i=1}^{l} n_{m_i}
\]
where \( n_d \) is the nilpotent \((d \times d)\)-matrix
\[
n_d = \begin{pmatrix}
0 & 1 & 0 & \cdots & 0 \\
1 & 0 & 1 & \cdots & 0 \\
\vdots & \ddots & \ddots & \ddots & \vdots \\
0 & \cdots & \cdots & \cdots & 1 \\
1 & 0 & & & & \\
\end{pmatrix}.
\]
Then we have \([s,e] = e\) and the irreducible \( \mathbb{H}_{GL_N}^{1/2} \)-module associated to the conjugacy class of \((s,e)\) is isomorphic to \( V \).

Now we can use (2.9) to compute the corresponding Langlands triple \((S,U,\nu)\). For this we have to construct the element \( t \): We assume that the based root datum is given by the Borel pair \( T \subset B \) of \( GL_N \) where \( T \) is the diagonal torus and \( B \) the Borel subgroup of upper triangular matrices. The simple roots in \( \Pi \) are then given by the linear forms \( \alpha_i : \text{diag}(x_1, \ldots , x_N) \mapsto x_i - x_{i+1} \) for \( i = 1, \ldots , N - 1 \).

As homomorphism \( \psi : \mathfrak{sl}_2 \to \mathfrak{gl}_N \) we choose the unique \( \psi \) such that \( \psi \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix} = e \) and such that \( \psi \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix} = \text{diag}(h_1, \ldots , h_l) \) where \( h_i = \text{diag}(-m_i + 1, -m_i + \ldots, -m_i) \).
Hence we have
\[ t = s - \frac{1}{2} h = \bigoplus_{i=1}^{l} \text{diag}(\gamma_i, \ldots, \gamma_i). \]

2.15. We give an example: Let \( V \) be the irreducible \( \mathbb{H}^{1/2}_{GL_6} \)-module given by the sequence of segments
\[ ([2, 3], [0, 1, 2], [1]). \]
Then we have \( V = L(s, e) \) where \( s = \text{diag}(2, 3, 0, 1, 2, 1) \) and
\[
e = \begin{pmatrix}
0 & 1 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 1 & 0 \\
1 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1 & 0 & 0
\end{pmatrix}.
\]
Further \( t = \text{diag}(5/2, 5/2, 1, 1, 1, 1) \) and hence \( S = \Pi \setminus \{\alpha_2\} \). The tempered representation \( U \) can be considered as an \( (\mathbb{H}^{1/2}_{GL_2} \otimes \mathbb{H}^{1/2}_{GL_4}) \)-module and it is the tensor product of the \( \mathbb{H}^{1/2}_{GL_2} \)-module \( U_1 \) and the \( \mathbb{H}^{1/2}_{GL_4} \)-module \( U_2 \) where \( U_1 \) is given (with respect to the BZ-classification) by \([-1/2, 1/2]\) and \( U_2 \) is given by \(([−1, 0, 1], [0])\). We have \( \mathfrak{S}_S^+ = \{(x_1, x_1, x_2, x_2, x_2, x_2) \in \mathbb{R}^6 \mid x_1 > x_2\} \) and \( \nu = (5/2, 5/2, 1, 1, 1, 1) \).

2.16. We remark that we can also check the irreducibility of \( X(s, e) \) directly: The Levi subgroup \( Z_G(s) \) acts on the vector space \( \{n \in \mathfrak{gl}_N \mid [s, n] = n\} \) by conjugation and \( X(s, e) \) is irreducible if and only if \( e \) lies in the unique open orbit of that action.

2.17. Let \( \mathcal{M} \) be a multiset of segments and let \( X(\mathcal{M}) \) be the corresponding standard module. The irreducible subquotients of \( X(\mathcal{M}) \) can be described as follows ([Zc]):

An elementary operation on a multiset \( \mathcal{M} \) is by definition to take two segments \( \Delta_1 \) and \( \Delta_2 \) which are linked from \( \mathcal{M} \) and to replace them by \( \Delta_1 \cup \Delta_2 \) and \( \Delta_1 \cap \Delta_2 \). For two multisets \( \mathcal{M}_1 \) and \( \mathcal{M}_2 \) we say that \( \mathcal{M}_1 \preceq \mathcal{M}_2 \) if \( \mathcal{M}_1 \) can be obtained from \( \mathcal{M}_2 \) by elementary operations.

With this definition we have that \( L(\mathcal{M}') \) occurs as irreducible subquotient of \( X(\mathcal{M}) \) if and only if \( \mathcal{M}' \preceq \mathcal{M} \).

Further, \( X(\mathcal{M}) \) has a unique irreducible quotient and a unique irreducible submodule and the isomorphism classes of both of them occur with multiplicity one in \( X(\mathcal{M}) \).

Zelevinsky shows in loc. cit. that if all real numbers which occur in all segments of \( \mathcal{M} \) are pairwise distinct, \( L(\mathcal{M}') \) occurs in \( X(\mathcal{M}) \) with multiplicity one for all \( \mathcal{M}' \preceq \mathcal{M} \).
2.18. Let \( V = L(s, e) = L(\Delta_1, \ldots, \Delta_l) \) be an irreducible \( \mathbb{H}_{GL_N}^{1/2} \)-module with associated Langlands data \( (S, U, \nu) \). Then we call \( V \) \textit{unramified} if the following equivalent conditions are satisfied:

(1) We have \( e = 0 \) and \( s \) is a regular semisimple element.
(2) The length of all segments \( \Delta_i \) is equal to 1 and their centers are pairwise different.
(3) \( S = \emptyset \).

2.19. Let \( V = L(\Delta_1, \ldots, \Delta_l) \) be an irreducible \( \mathbb{H}_{GL_N}^{1/2} \)-module with associated Langlands data \( (S, U, \nu) \). Then the following assertions are equivalent:

(1) \( V \) is tempered.
(2) \( S = \Pi \) and \( \nu = 0 \).
(3) All centers of the segments \( \Delta_i \) are equal to zero.

3. The Zelevinsky involution

3.1. Let \( G \) be a reductive group over \( \mathbb{C} \) with based root datum \( (X, Y, R, R^\vee, \Pi) \) and let \( \mathbb{H}_G \) be the associated graded Hecke algebra. We define an involution on \( \mathbb{H}_G \) which we show to be induced by the Zelevinsky involution on the affine Hecke algebra \( \mathcal{H}_G \) for \( G = GL_N \). By abuse of notation we will call it also Zelevinsky involution and denote it by \( \zeta \). It is defined as

\[
\begin{align*}
\zeta(r) &= r, \\
\zeta(t_w) &= (-1)^{l(w)} t_{w_0 w w_0} \quad \text{for } w \in W, \\
\zeta(\theta) &= w_0 \theta \quad \text{for } \theta \in X
\end{align*}
\]

where \( w_0 \) is the element of maximal length in the Weyl group \( W \) of \( G \).

It is easy to check that \( \zeta \) preserves the relations in (1.6) defining the graded Hecke algebra.

For every \( \mathbb{H}_G \)-module \( V \) (where the \( \mathbb{H}_G \)-module structure is given by a \( \mathbb{C} \)-algebra homomorphism \( \rho: \mathbb{H}_G \to \text{End}(V) \)) we write \( \zeta(V) \) for the \( \mathbb{H}_G \)-module given by \( \rho \circ \zeta \). This defines an involutive endofunctor of the category of \( \mathbb{H}_G \)-modules \( \mathbb{H}_G \text{-Mod} \).

3.2. Note that from the definition we get the following observation

\textbf{Remark.} Let \( V \) be an \( \mathbb{H}_G \)-module which admits a central character \( \chi \). Then \( \zeta(V) \) also admits a central character \( \chi' \), and we have \( \chi = \chi' \).

3.3. We want to describe the effect of \( \zeta \) on irreducible \( \mathbb{H}_{GL_N}^{1/2} \)-modules given by the BZ-classification. For this we show that \( \zeta \) induces Zelevinsky’s involution. To prove this we make the following definition: Let \( \mathcal{R}_N \) be the Grothendieck group of the category of finite-dimensional \( \mathbb{H}_{GL_N}^{1/2} \)-modules with real central character and set...
\( R = \bigoplus_{N \geq 0} R_N \) where \( GL_0 \) is by definition the trivial group (and hence \( R_0 = \mathbb{Z} \)). The map
\[
R_{N_1} \times R_{N_2} \rightarrow R_{N_1 + N_2}, \quad ([V_1], [V_2]) \mapsto [V_1 \boxtimes V_2]
\]
makes \( R \) into a graded ring. For every segment \( \Delta \) as in (2.12) we have the corresponding irreducible representation \( [L(\Delta)] \in R \) and the same arguments given for the analogous statement for representations of \( GL_N(F) \) in [Ze] 7 show that this makes \( R \) into the polynomial algebra over \( \mathbb{Z} \) in indeterminates \( \Delta \) where \( \Delta \) runs through all segments.

### 3.4. The Zelevinsky involution defines an involutive automorphism of the graded ring \( R \). We define another involution which is by definition the unique involutive automorphism \( \zeta' \) of \( R \) such that
\[
\zeta'(L([\sigma, \sigma + 1, \ldots, \sigma + m - 1])) = L([\sigma + m - 1], [\sigma + m - 2], \ldots, [\sigma])
\]
which is the analog of the automorphism constructed by Zelevinsky in [Ze] 9.12.

**Proposition.** The involutions \( \zeta \) and \( \zeta' \) of \( R \) coincide.

**Proof.** This follows from results of Moeglin and Waldspurger [MW] I for the affine Hecke algebra using (1.9). We remark that the elements \( X_i \) (resp. \( S_j \)) of loc. cit. are those which are called \( \theta e_i \) (resp. \( T s_j \)) in (1.4) where \( e_i \in \mathbb{Z}^N = X \) is the \( i \)-th standard base vector and \( s_j \) is the reflection corresponding to the base root \( (x_1, \ldots, x_N) \mapsto x_j - x_{j+1} \). Further not that for the image \( t s_j \) of \( S_j \) in the graded Hecke algebra we have \( t s_j^{-1} = t s_j \). Finally note that \( q \) in loc. cit. is equal to \( z^2 \) in (1.3) and hence that under the transition to the graded Hecke algebra as described in (1.9) the factor \( q \) becomes 1. □

### 3.5. Now let \( V = L(\Delta(\sigma_1, m_1), \ldots, \Delta(\sigma_l, m_l)) \) be an irreducible \( \mathbb{H}_{GL_N}^{1/2} \)-module. We want to explain the effect of \( \zeta \) on \( V \). For this we follow [MW] II: Set \( \Delta_i = \Delta(\sigma_i, m_i) \) and let \( \mathcal{M} \) be the multiset (i.e. the set with multiplicities) of the segments \( \Delta_i \). By loc. cit. \( \zeta(V) \) is the irreducible representation associated to the mutis set \( \mathcal{M}^# \) of segments where \( \mathcal{M}^# \) is defined as follows:

For \( t \in \mathbb{R}/\mathbb{Z} \) write \( \mathcal{M}_t = \{ \Delta_i \in \mathcal{M} \mid \sigma_i \equiv t \mod \mathbb{Z} \} \). Then \( \mathcal{M} \) is the disjoint union of the \( \mathcal{M}_t \) where \( t \) runs through \( \mathbb{R}/\mathbb{Z} \) and we set
\[
\mathcal{M}^# = \bigcup_{t \in \mathbb{R}/\mathbb{Z}} \mathcal{M}^#_t.
\]

Hence we will from now on assume that \( \sigma_1 \equiv \cdots \equiv \sigma_l \mod \mathbb{Z} \). We introduce a total order on the set of segments by saying \( \Delta(\sigma_1, m_1) \geq \Delta(\sigma_2, m_2) \) if
\[
\sigma_1 > \sigma_2, \quad \text{or} \quad \sigma_1 = \sigma_2 \quad \text{and} \quad \sigma_1 + m_1 \geq \sigma_2 + m_2.
\]

Further, if \( \Delta = \Delta(\sigma, m) \), we set
\[
\Delta^- = \Delta(\sigma, m - 1).
\]
Let \( \delta \) be the biggest real number appearing in one of the segments of \( \mathfrak{M} \) and let \( \Delta_{i_0} \) be a segment containing \( \delta \) which is maximal with this property. Necessarily we have \( \delta = \sigma_{i_0} + m_{i_0} - 1 \). Now define inductively integers \( i_1, \ldots, i_r \):

- \( \Delta_i \) is a segment of \( \mathfrak{M} \) preceding \( \Delta_{i-1} \) such that \( \sigma_i + m_i - 1 = \delta - s \) and such that \( \Delta_i \) is maximal with this property.
- \( i_r \) is the last integer which can be defined this way.

We set \( \mathfrak{M}^- = (\Delta'_1, \ldots, \Delta'_l) \)

where

\[
\Delta'_i = \begin{cases} 
\Delta_i^- & \text{if } i \in \{i_0, \ldots, i_r\} \\
\Delta_i & \text{otherwise.}
\end{cases}
\]

Note that \( \Delta'_i \) can be empty. Now we define

\[
\mathfrak{M}^\# = \{\Delta(\delta - r, r + 1)\} \cup (\mathfrak{M}^-)^\#
\]

and proceed inductively.

3.6. We give an example of the effect of \( \zeta \): For

\[
\mathfrak{M} = ([3, 4], [2, 3, 4], [1, 2], [1/2], [0], [-1/2], [-1, 0, 1])
\]

we get

\[
\mathfrak{M}^\# = ([4], [4], [3], [1, 2, 3], [0, 1, 2], [0], [-1/2, 1/2], [-1]).
\]

3.7. There has also been given another combinatorial description of \( \zeta \) in [KZ].

4. \( W \)-structure of standard modules

4.1. We assume in this chapter that \( G = GL_N \) hence we have \( W = S_N \). As \( \mathbb{H}_G \) contains \( \mathbb{C}[W] \) as a subalgebra, every \( \mathbb{H}_G \)-module \( V \) has also the structure of a representation of \( W \). We are interested in the \( \mathbb{C}[W] \)-module structure of the standard modules \( X(s, e) \) and the irreducible quotient \( L(s, e) \).

4.2. Let us briefly recall some facts of the theory of representations of \( W = S_N \). The set of isomorphism classes of irreducible representations of \( S_N \) is denoted by \( \hat{S}_N \). We have two distinguished (irreducible) representations of \( S_N \), namely the trivial representation \( 1 \) and the sign representation \( \text{sgn} \). These are the only 1-dimensional representations of \( S_N \).

Denote by \( \mathcal{P}(N) \) the set of partitions of \( N \). Given a partition \( d = [d_1 \geq \cdots \geq d_N \geq 0] \in \mathcal{P}(N) \), define the transpose of \( d \) as \( d^t = [d_1^t \geq \cdots \geq d_N^t \geq 0] \) with \( d_i^t = \# \{ j \mid d_j \geq i \} \). For \( d \in S_N \) we set \( S_d = S_{d_1} \times \cdots \times S_{d_N} \) which we embed into \( S_N \) in the usual way.
The set $\hat{S}_N$ is in bijection to $\mathcal{P}(N)$: The representation $\pi_d$ corresponding to $d \in \mathcal{P}(N)$ is the unique irreducible representation of $S_N$ such that

(a) The restriction of $\pi_d$ to the subgroup $S_d$ of $S_N$ contains a copy of the trivial representation.

(b) The restriction to $S_d$ contains a copy of the sign representation.

The tensor product with the sign representation defines an involution on $\hat{S}_N$. More precisely, we have $\pi_d \cong \pi_d \otimes \text{sgn}$. The dimension of $\pi_d$ is the number of standard Young tableaux of shape $d$.

On the other hand, there exists a bijective correspondence between the set of $\text{GL}_N$-orbits of nilpotent elements in $\mathfrak{gl}_N$ and the set $\mathcal{P}(N)$ given by the block sizes of the Jordan normal form of the nilpotent element. Combining these two facts we obtain a bijection between nilpotent orbits in $\mathfrak{gl}_N$ and $\hat{S}_N$.

Via this bijection, the principal nilpotent orbit corresponds to the trivial representation, and the zero orbit corresponds to the sign representation.

On the set of nilpotent $G$-orbits of $\mathfrak{g}$ there is a partial order where we say that $\mathcal{O} \leq \mathcal{O}'$ iff $\mathcal{O}$ is contained in the closure of $\mathcal{O}'$. This corresponds to a partial order on $\mathcal{P}(N)$ which is given by $d \leq d'$ iff $d_1 + \cdots + d_k \leq d'_1 + \cdots + d'_k$ for all $k = 1, \ldots, N$. Hence we get also a partial order on $\hat{S}_N$ such that $\mathbf{1}$ is the greatest element and $\text{sgn}$ is the smallest element.

4.3. Let $e \in \mathfrak{gl}_N$ be a nilpotent element, and $\mathcal{B}_e$ be the variety of Borel subgroups of $\text{GL}_N$ that contain $e$. The Springer correspondence tells us that $H^*(\mathcal{B}_e) = H^*(\mathcal{B}_e, \mathbb{C})$ carries an action of the Weyl group $W$ such that $H^{\dim(\mathcal{B}_e)}(\mathcal{B}_e)$ is isomorphic to the irreducible $W$-representation corresponding to the $G$-orbit of $e$.

We want to describe the $W$-action of the standard module $X_{\text{GL}_N}(s, e, r_0)$. If we let $r_0$ vary, these standard modules are by definition the fibres of a vector bundle with $W$-action over the affine line. As representations of a finite group cannot be deformed, the $W$-structure of $X_{\text{GL}_N}(s, e, r_0)$ is independent of $r_0$. Hence we can assume $r_0 = 0$ and we have an isomorphism of $W$-modules ([Lu4] 10.13)

$$X(s, e) \cong H^*(\mathcal{B}_e) \otimes \text{sgn}.$$ 

On the other hand, if $d$ is the partition corresponding to the $\text{GL}_N$-orbit of $e$, there is an isomorphism of $W$-modules (e.g. [CP])

$$H^*(\mathcal{B}_e) \cong \text{Ind}_{S_d}^{S_N}(\mathbf{1}).$$

Finally the multiplicity of $\pi_{d'}$ in $\text{Ind}_{S_d}^{S_N}(\mathbf{1})$ is given by the Kostka number $K_{d', d}$ (see e.g. [Ma] I,6 for a definition).

Altogether we obtain:

**Proposition.** Fix an $r_0 \in \mathbb{C}$. Let $s$ in $\mathfrak{gl}_N$ be a semisimple element and $e \in \mathfrak{gl}_N$ be a nilpotent element such that $[s, e] = 2r_0e$. Let $\mathbf{e}$ be the partition corresponding to the $\text{GL}_N$-orbit of $e$. Then the $W$-structure of the standard module $X(s, e)$ is given by

$$[X(s, e) : \pi_d] = K_{d', \mathbf{e}}, \quad d \in \mathcal{P}(N).$$

In particular, $X(s, 0)$ is isomorphic to $\mathbb{C}[W]$ as a $W$-module.
4.4. We want to compare the underlying $W$-module structures of an $\mathbb{H}_{GL_N}$-module $V$ and its image under the Zelevinsky involution as defined in (3.1). The involution $\zeta$ on $\mathbb{H}_{GL_N}$ restricts to an involution on the subalgebra $\mathbb{C}[W]$ which we denote again by $\zeta$ and which induces an involutive endofunctor $\zeta$ of the category $\text{Rep}(W)$ of representations of $W$. Its effect is described by the following result:

**Proposition.** Let $V$ be a representation of $W$. Then we have

$$\zeta(V) \cong V \otimes \text{sgn}.$$ 

**Proof.** This follows directly from the definitions: The endofunctor on $\text{Rep}(W)$ given by $\zeta$ is isomorphic to the one given by the involution $w \mapsto (-1)^{l(w)}w$ on $\mathbb{C}[W]$. □

4.5. Let $X(s,e)$ be a standard module. By (4.3) the $\lambda \in \hat{W}$ corresponding to the dual partition of the Jordan type of $e$ is the unique maximal $\lambda \in \hat{W}$ occurring in $X(s,e)$ and we have $[X(s,e) : \lambda] = 1$.

Moreover it follows from [BM1] that the sum $X'$ of all $\mathbb{H}^{1/2}_G$-submodules of $X(s,e)$ which do not contain $\lambda$ is a maximal $\mathbb{H}^{1/2}_G$-submodule of $X(s,e)$ and that we have $X/X' = L(s,e)$.

5. Hermitian and unitary $\mathbb{H}$-modules

5.1. We return briefly to the general notations of the first chapter. The $\mathbb{C}$-vector space $X \otimes_{\mathbb{Z}} \mathbb{C}$ has a conjugation coming from the complex conjugation $\mathbb{C}$ and this induces a complex anti-linear algebra involution on $\text{Sym}(X \otimes_{\mathbb{Z}} \mathbb{C})$ which we denote by $\theta \leftrightarrow \bar{\theta}$. For $w \in W$ we denote by $t_w$ the corresponding element in $\mathbb{C}[W] \subset \mathbb{H}_G$. Let $w_0 \in W$ be the longest element.

Define the $*$-operation on $\mathbb{H}_G$ as follows:

$$t_w^* = t_{w^{-1}}, \quad \text{for } w \in W,$$

$$\theta^* = (-1)^{\deg \theta} t_{w_0} (w_0 \bar{\theta}) t_{w_0}, \quad \text{for } \theta \in \text{Sym}(X \otimes_{\mathbb{Z}} \mathbb{C}),$$

$$r^* = r.$$

It is easy to check that this defines a complex anti-linear involution on the algebra $\mathbb{H}_G$. We call a finite-dimensional $\mathbb{H}$-module $X$ **Hermitian** if there is a non-degenerate Hermitian form $\langle \cdot, \cdot \rangle$ on $X$ such that

$$\langle H \cdot x_1, x_2 \rangle = \langle x_1, H^* \cdot x_2 \rangle$$

for $H \in \mathbb{H}$, and $x_1, x_2 \in X$. By [BM2] 5 this notion of being Hermitian corresponds to the obvious one if $X$ comes from an admissible representation of $G^\vee(F)$ be the procedure described in (1.2) and (1.9).
5.2. Now let us again assume that $G = GL_N$ and let $V$ be an irreducible $\mathbb{H}^{1/2}_{GL_N}$-module with real central character. We want to express the property that $V$ is Hermitian in terms of the Langlands and the Bernstein-Zelevinsky classification.

First let $(S, U, \nu)$ be the Langlands data associated to $V$. Then it follows from [BM3] 1.5 that $V$ is Hermitian if and only if there exists a $w \in W$ satisfying

\begin{align*}
(1) & \quad w(\nu) = -\nu, \\
(2) & \quad w(S) = S, \\
(3) & \quad w(U) \cong U.
\end{align*}

Because of (1) and $\nu \in \mathfrak{z}_S^+$ we have necessarily $w \in w_0W_S$ where $W_S$ is the subgroup of $W$ generated by $s_\alpha$ for $\alpha \in S$. If we write $\Pi = \{\alpha_1, \ldots, \alpha_N\}$ as in (2.14), the identity (2) then implies that $\alpha_i \in S$ if and only if $\alpha_{N-i} \in S$ for all $i = 1, \ldots, N-1$.

Now assume that $V = L(\Delta_1, \ldots, \Delta_l)$. By [Ta] its Hermitian dual is given by $L(\Delta^h_1, \ldots, \Delta^h_l)$ where

\[ [x, x+1, \ldots, x+m-1]^h = [-(x+m-1), \ldots, -x]. \]

In particular we see:

**Proposition.** Let $V = L(\Delta_1, \ldots, \Delta_l)$ with $\Delta_i = \Delta(\sigma_i, m_i)$ be given as above. Then $V$ is Hermitian if and only if we can group together the segments to pairs $\Delta_i$ and $\Delta_{i_2}$ ($i_1$ not necessarily different from $i_2$) such that

1. The center of $\Delta_{i_1}$ is the negative of the center of $\Delta_{i_2}$.
2. We have $m_{i_1} = m_{i_2}$.

5.3. We now recall Tadić’s description of unitary representations [Ta] transferred to the setting of graded Hecke algebras:

We phrase this in terms of the Kaszhdan-Lusztig classification: For any integer $d \geq 1$ we define the $(d \times d)$-matrix

\[ n_d = \begin{pmatrix} 0 \\ 1 & 0 \\ 1 & 0 \\ \vdots \ & \vdots \\ 1 & 0 \end{pmatrix}. \]

Let $L(s, e)$ be an irreducible $\mathbb{H}^{1/2}_{GL_N}$-module. Then $L(s, e)$ is unitary if and only if $(s, e)$ is conjugate to a direct sum $\bigoplus (s_i, e_i)$ where $(s_i, e_i)$ is of one of the following forms

(I) $s_i = s(l_i, d_i)$ and $e_i = n^{\oplus l_i}_{d_i}$ with

\[ s(l, d) = \bigoplus_{j=1}^l \text{diag}(\frac{-l-d}{2} + j, \frac{-l-d}{2} + j + 1, \ldots, \frac{-l+d}{2} + j - 1). \]

(II) $s_i = (s(l_i, d_i) + \alpha I_{l_i d_i}) \oplus (s(l_i, d_i) - \alpha I_{l_i d_i})$ and $e_i = n^{\oplus 2l_i}_{d_i}$ for some real number $\alpha_i$ with $0 < \alpha_i < \frac{1}{2}$. 

5.4. An unramified irreducible $\mathbb{H}^{1/2}_{GL_N}$-module $L(s,0)$ is unitary if and only if $s$ is conjugated to a direct sum of diagonal matrices $s_i$ which are of one of the following forms

(I) $s_i = \text{diag}(\frac{1-l_i}{2}, \frac{1-l_i}{2} + 1, \ldots, l_i-1)$,

(II) $s_i = \text{diag}(\frac{1-l_i}{2} - \alpha_i, \frac{1-l_i}{2} + \alpha_i, \ldots, l_i-1 - \alpha_i, \frac{l_i-1}{2} + \alpha_i)$ for some real number $0 < \alpha_i < \frac{1}{2}$.

5.5. Let $V$ be a finite-dimensional Hermitian $\mathbb{H}_G$-module and let $\langle \cdot, \cdot \rangle: V \times V \to \mathbb{C}$ be a non-degenerate Hermitian form on $V$ such that $\langle hv, v' \rangle = \langle v, h^* v' \rangle$ for all $h \in \mathbb{H}_G$ and all $v, v' \in V$. Decompose $V = \bigoplus_{i \in I} V_i$ into an orthogonal sum of irreducible $W$-representations. The restriction $\langle \cdot, \cdot \rangle_i$ of $\langle \cdot, \cdot \rangle$ to $V_i$ is either positive or negative definite. For each $\lambda \in \hat{W}$ we set

$$
\sigma^+_\lambda(V, \langle \cdot, \cdot \rangle) = \#\{i \in I \mid V_i \cong \lambda, \langle \cdot, \cdot \rangle_i \text{ is positive definite}\},
$$

$$
\sigma^-_\lambda(V, \langle \cdot, \cdot \rangle) = \#\{i \in I \mid V_i \cong \lambda, \langle \cdot, \cdot \rangle_i \text{ is negative definite}\},
$$

$$
\sigma_\lambda(V, \langle \cdot, \cdot \rangle) = \sigma^+_\lambda(V, \langle \cdot, \cdot \rangle) - \sigma^-_\lambda(V, \langle \cdot, \cdot \rangle).
$$

These numbers are independent of the choice of the orthogonal decomposition of $V$ into irreducible $W$-representations.

Assume that $V$ is irreducible as an $\mathbb{H}_G$-module. In this case $\langle \cdot, \cdot \rangle$ is uniquely determined up to a nonzero real number. Hence the class of $(\sigma_\lambda(V, \langle \cdot, \cdot \rangle))_{\lambda \in \hat{W}} \in \mathbb{Z}^{\hat{W}}$ in $\mathbb{Z}^{\hat{W}}/\{\pm 1\}$ is independent of the choice of $\langle \cdot, \cdot \rangle$ (here $\{\pm 1\}$ acts on $\mathbb{Z}^{\hat{W}}$ by $\varepsilon \cdot (\sigma_\lambda) = (\varepsilon\sigma_\lambda)$). We call this class $\Sigma(V)$.

5.6. If $\bar{\Sigma} \in \mathbb{Z}^{\hat{W}}/\{\pm 1\}$ is the signature character of some irreducible Hermitian representation we define a lift $\Sigma \in \mathbb{Z}^{\hat{W}}$ as follows: For every irreducible $\mathbb{H}^{1/2}_{GL}$-module $V$ there exists a unique maximal $\lambda \in \hat{W}$ such that $[V : \lambda] > 0$, and moreover we have $[V : \lambda] = 1$ (4.5). We let $\Sigma$ be the unique lift of $\bar{\Sigma}$ such that $\Sigma_\lambda = 1$. Using this normalization, we get a map

$$\Sigma: \{\text{irreducible Hermitian } \mathbb{H}^{1/2}_{GL}\text{-modules}\} \to \mathbb{Z}^{\hat{W}}.$$

5.7. The bijection $\bar{W} \to \hat{W}$ which sends $U$ to $U \otimes \text{sgn}$ defines a $\mathbb{Z}$-linear automorphism of $\mathbb{Z}^{\hat{W}}$ (by taking the corresponding permutation matrix) and this induces a bijection of order 2 on $\mathbb{Z}^{\hat{W}}/\{\pm 1\}$ which we denote again by $[(\sigma_\lambda)] \mapsto [(\sigma_\lambda)] \otimes \text{sgn}$.

**Proposition.** For every irreducible $\mathbb{H}^{1/2}_{GL}$-module $V$ we have

$$\Sigma(\zeta(V)) = \bar{\Sigma}(V) \otimes \text{sgn}.$$

**Proof.** It follows directly from the definitions that the involution $^*$ and the Zelevinsky involution $\zeta$ (3.1) commute with each other. Hence (4.4) implies the proposition. $\square$
6. Intertwining operators and the Hermitian from

6.1. In the sequel we will use the following notations: We set \( G = GL_N \) and fix a standard parabolic subgroup, given by a subset \( S \) of the set of the simple roots, corresponding to an ordered partition \((N_1, \ldots, N_r)\) of \( N \) and denote by \( M \) the associated standard Levi subgroup. Instead of \( H \) we choose an identification of unitary form (unique up to a positive scalar) on \( U \), and we call \( \nu \) for irreducible tempered representations \( U \) on \( H \) of the form \( \nu \). Hence we have for all \( i, N_i = N + 1 - i \), and \( U_i \) is isomorphic to \( U_{r+1-i} \). In the sequel we choose an identification of unitary \( \mathbb{H}^{1/2}_{GL} \)-modules \( U_i \cong U_{r+1-i} \). Finally \( \nu \) will be given by an element in \( S^+ \) which we can consider as an \( r \)-tuple of real numbers \( \nu \in C_{(N_1, \ldots, N_r)} \) with

\[
C_{(N_1, \ldots, N_r)} := \{ (\nu_1, \ldots, \nu_r) \in \mathbb{R}^r \mid \nu_1 > \cdots > \nu_r, \nu_i + \nu_{r+1-i} = 0 \text{ for } i = 1, \ldots, r \}.
\]

We denote by \( X(S, U, \nu) \) the associated standard module and by \( L(S, U, \nu) \) its unique irreducible quotient, and we call \( \nu \) the Hermitian parameter.

Let \( W_M \) be the Weyl group of \( M \), and we set \( W = W_G \). We identify \( W_M \) with \( S_{N_1} \times \cdots \times S_{N_r} \), embedded in \( W = S_N \) as usual. Let \( w_0 \) be the element of maximal length in \( W \) and let \( w_{0,M} \) be the element of minimal length in the double coset \( W_M w_0 W_M \). Note that as \( w_0 \) normalizes \( W_M \), \( w_0 W_M = W_M w_0 = W_M \) and \( w_{0,M}^2 = 1 \). Our identification of \( U_i \) with \( U_{r+1-i} \) then gives an identification \( U \cong w_{0,M}(U) \).

We fix the following isomorphism of \( \mathbb{H}_M \)-modules preserving unitary forms

\[
\tau: U_r \otimes \cdots \otimes U_1 \cong U_1 \otimes \cdots \otimes U_r = U,
\]

\[
\tau: u_r \otimes \cdots \otimes u_1 \mapsto u_1 \otimes \cdots \otimes u_r
\]

Note that we can consider \( \tau \) as an isomorphism \( w_{0,M}(U) \cong U \).

6.2. We are now introducing elements following [BM3] 1.6 and 1.7: Fix \( w \in W \) and let \( w = s_1 \cdots s_l \) be a reduced decomposition. Then define \( \rho_w = \rho_1 \rho_2 \cdots \rho_l \) where \( \rho_i = t_{\alpha_i} \alpha_i - 2r \) if \( s_i \) corresponds to the simple root \( \alpha_i \). Using a result of Lusztig ([Lu2] 5.2), it is shown in [BM3] 1.6 that \( \rho_w \) does not depend on the choice of the reduced decomposition of \( w \) and that we have for all \( \theta \in \mathbb{O} \)

\[
\theta \rho_w = \rho_w(w^{-1} \theta).
\]

6.3. There is a unique \( \mathbb{O} \)-linear map \( \varepsilon_M: \mathbb{H}_G \rightarrow \mathbb{H}_M \) such that \( \varepsilon(t_w) = t_w \) for \( w \in W_M \) and \( \varepsilon(t_w) = 0 \) for \( w \in W \setminus W_M \).
We are now going to define an Hermitian form $\beta_{S,U,\nu}$ on $X(S,U,\nu)$ as follows: Recall (2.2) that for each $\mu \in \mathfrak{z}_S$ there exists a one-dimensional $H^1/2_M$-module, i.e. a $\mathbb{C}$-algebra homomorphism $H^1/2_M \to \mathbb{C}$ which we denote by $h \mapsto h(\nu)$.

For $w, w' \in W$ and $u, u' \in U \otimes \mathbb{C}_\nu$ we set

$$\beta_{S,U,\nu}(t_w \otimes u, t_w' \otimes u') = \langle \varepsilon(t_{w'}^{-1}t_w \rho_{w_0,M})(\nu)\tau(u), u' \rangle_U.$$

This is well defined by (6.2.1).

6.4. The Hermitian form $(\ , \ )$ on $X(S,U,\nu)$ defined by

$$(t_w \otimes u, t_w' \otimes u') = \langle \varepsilon(t_{w'}^{-1}t_w)(\nu)u, u' \rangle_U$$

is unitary as we have

$$(t_w \otimes u, t_w \otimes u) = \langle u, u \rangle_U.$$

Hence the signature character of $\beta_\nu$ can be computed as follows. Consider the $H_G$-linear map

$$A_{w_0,M} : X(S,U,\nu) = H_G \otimes_{\mathbb{H}_M} (U \otimes \mathbb{C}_\nu) \to H_G \otimes_{\mathbb{H}_M} (U \otimes \mathbb{C}_{-\nu}) = X(S,U,-\nu),$$

$$h \otimes u \mapsto h\rho_{w_0,M} \otimes \tau(u).$$

As $\mathbb{C}[W_M]$ acts trivially on $\mathbb{C}_\nu$, source and target of $A_{w_0,M}$ are canonically isomorphic as $\mathbb{C}[W]$-modules, hence we can also consider $A_{w_0,M}$ as an endomorphism of a $\mathbb{C}[W]$-module $X$, and for each $\lambda \in \hat{W}$ we get an induced endomorphism $A_{w_0,M,\lambda}$ on $\text{Hom}_W(\lambda, X)$. We denote the number of positive eigenvalues minus the number of negative eigenvalues of $A_{w_0,M,\lambda}$ by $\sigma_\lambda(A_{w_0,M})$ and set $\Sigma(A_{w_0,M}) = (\sigma_\lambda(A_{w_0,M}))_{\lambda \in \hat{W}}$. Then we have

$$\Sigma(A_{w_0,M}) = \Sigma(\beta_\nu).$$

**Proposition.** Assume that $A_{w_0,M}$ is nonzero. Then its image is isomorphic to $L(S,U,\nu)$ and $\beta_\nu$ is up to a scalar the Hermitian form given by the involution $*$ (5.1).

**Proof.** Let $X' \subset X(S,U,\nu)$ be the maximal submodule. Then we have $X/X' = L(S,U,\nu)$ (2.17). We have to show that the restriction $A' : X' \to X(S,U,\nu)^h$ of $A_{w_0,M}$ to $X'$ is always zero. As $X(S,U,\nu)$ has a unique irreducible quotient, namely $L(S,U,\nu)$, $X(S,U,\nu)^h$ has a unique irreducible submodule, namely $L(S,U,\nu)^h$ which is isomorphic to $L(S,U,\nu)$ as $L(S,U,\nu)$ is Hermitian. As $X(S,U,\nu)^h$ is of finite length, the image of $A'$ has to contain this unique irreducible submodule if $A'$ is nonzero. This would imply that $X'$ has a subquotient which is isomorphic to $L(S,U,\nu)$ but this is a contradiction to the fact that $L(S,U,\nu)$ occurs with multiplicity one in $X(S,U,\nu)$. $\square$
7. Reducibility walls

7.1. We keep the notations from (6.1).

For fixed $S$ and $U$ we call $\nu \in C_{(N_1,\ldots,N_r)}$ irreducible if the $\mathbb{H}_{GL_N}^{1/2}$-module $X(S,U,\nu)$ is irreducible and denote by $C_{0(N_1,\ldots,N_r)}$ the set of irreducible $\nu$.

Every irreducible Hermitian irreducible $\mathbb{H}_{GL_N}^{1/2}$-module $V$ defines a signature character $\Sigma(V) \in \mathbb{Z}^W$ (5.6). We obtain a map

$$C_{(N_1,\ldots,N_r)} \to \mathbb{Z}^W, \quad \nu \mapsto \Sigma(L(S,U,\nu)).$$

By (6.3) and (6.4) this map is locally constant on $C_{0(N_1,\ldots,N_r)}$.

7.2. Write $L(S,U,\nu) = L(\Delta_1,\ldots,\Delta_s)$ (2.13). Note that the number and the length of the segments do not depend on $\nu$. The standard module $X(S,U,\nu)$ is irreducible if and only if no two of the segments can be linked. Hence the reducibility locus, i.e. $C_{(N_1,\ldots,N_r)} \setminus C_{0(N_1,\ldots,N_r)}$, is a union of hyperplanes of the form

$$H_\alpha = \{ \nu \in C_{(N_1,\ldots,N_r)} \mid \langle \alpha, \nu + \chi \rangle = 1 \}$$

where $\alpha \in R^+$ runs through a certain set of positive roots (cf. (9.4)) and where $\chi$ is the central character of the tempered representation $U$.

7.3. We make this more concrete in the case of an unramified representations, i.e. for the case $S = \emptyset$ and hence $U$ the trivial representation. In this case all segments have length 1 and $\nu = (\nu_1,\ldots,\nu_N)$ is irreducible if and only if $\langle \nu, \alpha \rangle \neq 1$ for all $\alpha \in R^+$, i.e. $\nu_i - \nu_j \neq 1$ for all $i < j$.

For every root $\alpha \in R^+$ we define the corresponding reducibility wall

$$H_{\alpha} = \{ \nu \in C_{N} \mid \langle \alpha, \nu \rangle = 1 \}.$$

Set $M = \lfloor N/2 \rfloor$. Via $(\nu_1,\ldots,\nu_N) \mapsto (\nu_1,\ldots,\nu_M)$ we can identify $C_{N}$ with $D_{M}$ where

$$D_{M} = \{ (x_1,\ldots,x_M) \in \mathbb{R}^M \mid x_1 > \cdots > x_M > 0 \}.$$

Via this identification the reducibility walls can be described as follows. Assume first that $N$ is even. Here we have that all nonempty reducibility walls are the following:

$$H_{ij}^{\pm} = \{ (x_1,\ldots,x_M) \in D_{M} \mid x_i \pm x_j = 1 \}, \quad \text{for } 1 \leq i < j \leq M$$

and

$$H_{i,\frac{1}{2}} = \{ (x_1,\ldots,x_M) \in D_{M} \mid x_i = \frac{1}{2} \}, \quad \text{for } 1 \leq i \leq M.$$
For $N$ odd, we have in addition to the walls above those of the form
\[ H_{j,1} = \{(x_1, \cdots, x_M) \in D_M \mid x_j = \pm 1\}, \quad \text{for } 1 \leq j \leq M. \]

We will give a description of the reducibility walls in terms of the roots, namely, we will determine a subset of the set of roots such that each reducibility plane is determined by one element in this subset. The first easy remark is that
\[ H^+_\alpha = H^-_{-\alpha} \]
\[ H^-_\alpha = H^+_{-\alpha} \]
for any $\alpha$ in the root lattice. Denote by
\[ K = \{ \alpha^\pm_{i,j} = e_i \pm e_j \mid 1 \leq i < j \leq N \} \cup \{ \alpha_i = e_i - e_{N-i+1} \mid i = 1, \cdots, M \} \]
\[ \cup \{ \alpha_{i,M} = e_i - e_{M+1} \mid i = 1, \cdots, M \}. \]
We have a one to one correspondence between the set of all vanishing walls and elements in $K$, namely, $H^\pm_{i,j}$ maps to $\alpha^\pm_{i,j}$, and also between each $H^\pm_{i,j}$ to $\alpha_i = e_i - e_{N-i+1}$, if $N$ is even. Now if $N$ is odd, we also have that $H^\pm_{j,1}$ corresponds to $\alpha_{i,M} = e_i - e_{M+1}$.

We have the following trivial intersection rules for the walls:

1. $H^+_{ij} \cap H^-_{ik} = H^-_{jk} \cap H^+_{ik} = H^+_i \cap H^+_j = 0$.
2. $H^+_{ij} \cap H^+_pk = 0$.
3. $H^-_{ij} \cap H^-_{ij} = 0$.
4. $H^+_{ij} \cap H^+_jk = 0$.
5. $H^+_i \cap H^+_j = 0$.
6. $H^-_{ij} \cap H^-_{ik} = H^-_{jk} \cap H^-_{j,1} = 0$.
7. $H^+_{ij} \cap H^-_{i,1} = H^+_i \cap H^+_j = H^+_i \cap H^+_j = H^+_i \cap H^-_{j,1} = 0$.

Now let $R' \subset R^+$ be a set of positive roots. We set
\[ H_{R'} = \bigcap_{\alpha \in R'} H_{\alpha}. \]

**Proposition.** Let $R' \subset R^+$ be such that $H_{R'}$ consists of a single point $\nu = (\nu_1, \ldots, \nu_N)$. Then $L(\nu)$ is unitary.

**Proof.** Let $J \subset R'$ be a minimal subset such that $H_J = H_{R'}$. In particular we have #J = M. We say that two walls $H$ and $H'$ in $J$ are equivalent if there exist walls $H = H_0, H_1, \ldots, H_{r-1}, H_r = H'$ in $J$ such that the set of indices for the wall $H_k$ has nonempty intersection with the set of indices of $H_{k+1}$. Let $J = \bigcup J_\alpha$ be the decomposition into equivalence classes with respect to this relation. $J_\alpha$ has to be a set of walls of one of the following forms:

1. $J_\alpha = \{ H^-_{i_1,i_2}, H^-_{i_2,i_3}, \ldots, H^-_{i_{m-1},i_m} \}$.
2. $J_\alpha = \{ H^+_{i_1,i_2}, H^+_{i_2,i_3}, \ldots, H^+_{i_{m-1},i_m}, H_{i_m,1} \}$.
3. $J_\alpha = \{ H^-_{i_1,i_2}, H^-_{i_2,i_3}, \ldots, H^-_{i_{m-1},i_m}, H_{i_m,1} \}$.
4. $J_\alpha = \{ H^+_{i_1,i_2}, H^+_{i_2,i_3}, \ldots, H^+_{i_{m-1},i_m}, H_{i_m,i_{m+1}} \}.$
As we have \( \#J = \sum \#J_\alpha = M = \#\{ \text{indices of walls occuring in } J \} \), in \( J_\alpha \) have to be \( \#J_\alpha \) indices, and this means that only the cases (ii) and (iii) are possible. As the \( \nu_i \) are pairwise different, each of the cases (ii) and (iii) can occur only once. Now it follows from Tadić’s description of unitary representations (5.4) that \( L(\emptyset, 1, \nu) \) has to be unitary. \( \square \)

8. Signature at Infinity

8.1. Recall from (7.1) that the signature character is constant on the connected components of \( C_0^{(N_1, \ldots, N_r)} \). It is easy to see that there is a unique connected component \( C_\infty \) of \( C_0^{(N_1, \ldots, N_r)} \) such that for all roots \( \alpha \in \Pi \setminus S \) the set of real numbers \( \{ \nu(\alpha) | \nu \in C \} \) is not bounded. In this section we want to describe the signature of \( X(S, U, \nu) = L(S, U, \nu) \) for \( \nu \in C_\infty \). For this we follow Barbasch and Moy [BM3].

8.2. As a \( W \)-module we have \( X(S, U, \nu) \cong \mathbb{C}[W] \otimes_{\mathbb{C}[W_M]} U \). Let \( \varepsilon : \mathbb{C}[W] \rightarrow \mathbb{C}[W_M] \) be the \( \mathbb{C} \)-linear map with \( \varepsilon(t_w) = t_w \) for \( w \in W_M \) and \( \varepsilon(t_w) = 0 \) for \( w \in W \setminus W_M \) and define a \( \mathbb{C}[W] \)-invariant Hermitian form on \( X(S, U, \nu) \) by

\[
\beta_\infty(t_w \otimes u, t_{w'} \otimes u') = \langle \varepsilon(t_{w'^{-1}tw}, \tau(u)), u' \rangle_U.
\]

As in (5.5) this defines a signature character \( \Sigma_\infty \in \mathbb{Z}^W \) which depends only on \( S \) and \( U \).

A limit argument using (7.1) (cf. [BM3] 2.3) shows that for \( \nu \in C_\infty \) the signature character of \( \beta_\nu \) and the signature character of \( \beta_\infty \) coincide. Hence we get that for \( \nu \in C_\infty \) the class of \( \Sigma_\infty \) in \( \mathbb{Z}^W / \{ \pm 1 \} \) is equal to the class of the signature of \( \beta_\nu \) in \( \mathbb{Z}^W / \{ \pm 1 \} \).

8.3. To calculate the signature character of \( \beta_\infty \) we make the following general remark. Let \( (V, \langle , \rangle) \) be any finite-dimensional complex unitary space and \( f \in \text{End}(V) \) be a self-adjoint endomorphism (in particular \( f \) is semisimple). We define a Hermitian form \( \beta_f \) on \( V \) by

\[
\beta_f(v, v') = \langle fv, v' \rangle.
\]

This form is non-degenerate iff \( f \) is invertible and in this case its signature is equal to

\[
\#\{ \text{positive eigenvalues of } f \} - \#\{ \text{negative eigenvalues of } f \}
\]

where we count eigenvalues with multiplicity. Now assume further that \( f^2 = \text{id}_V \). Then \( f \) has only eigenvalues \( +1 \) or \( -1 \), and the signature of \( \beta_f \) is nothing but \( \text{Tr}(f) \).
8.4. Let us apply this to the unitary form \( \langle t_w \otimes u, t_{w'} \otimes u' \rangle = \langle \varepsilon(t_{w'-1}t_w)u, u' \rangle_U \) on \( X(S, U, \nu) \) and to \( f = r_{w_0,M} \) given by

\[
r_{w_0,M} : t_w \otimes u \mapsto t_w t_{w_0,M} \otimes \tau(u).
\]

Then it follows that \( \Sigma_{\infty} = (\sigma_{\infty, \lambda}) \in \mathbb{Z}^\hat{W} \) with

\[
(8.4.1) \quad \sigma_{\infty, \lambda} = \dim(\lambda)^{-1} \text{Tr}(r_{w_0,M}|_{X_\lambda})
\]

where \( \dim(\lambda) \) denotes the complex dimension of the irreducible \( W \)-representation corresponding to \( \lambda \in \hat{W} \) and \( X_\lambda \) denotes the \( \lambda \)-isotypical component of the left \( W \)-module \( X = X(S, U, \nu) \).

Now let \( \chi_\lambda \) be the character on \( W \) corresponding to the irreducible representation \( \lambda \). The projection \( p_\lambda \) from \( X \) onto its isotypical component \( X_\lambda \) is given by

\[
t \otimes u \mapsto \frac{\dim(\lambda)}{\# W} \sum_{w \in \hat{W}} \chi_\lambda(w)(wt \otimes u).
\]

Hence if we define for \( w \in W \) a \( \mathbb{C} \)-linear endomorphism \( f^w \) of \( X \) by

\[
t \otimes u \mapsto wt w_{0,M} \otimes \tau(u),
\]

we have

\[
\sigma_{\infty, \lambda} = \dim(\lambda)^{-1} \text{Tr}(p_\lambda \circ r_{w_0,M})
= (\# W)^{-1} \sum_{w \in \hat{W}} \chi_\lambda(w) \text{Tr}(f^w).
\]

For \( z \in W \) let \( \ell_z : X \to X \) be the left multiplication with \( z \). Then we have

\[
\ell_z \circ f^w \circ \ell_z^{-1} = f^{zwz^{-1}}.
\]

In particular we see that \( \text{Tr}(f^w) \) depends only on the conjugacy class of \( w \). Identifying conjugacy classes in \( W \) with irreducible representations of \( W \), we get

\[
(8.4.2) \quad \sigma_{\infty, \lambda} = (\# W)^{-1} \sum_{\mu \in \hat{W}} N(\mu) \chi_\lambda(\mu) \text{Tr}(f^w(\mu))
\]

where \( N(\mu) \) is the number of elements of \( W \) in the conjugacy class \( \mu \) and where \( w(\mu) \) is some element in \( \mu \).
8.5. It remains to calculate the trace of $f^w$. Let $[W/W_M]$ be a system of representatives in $W$ of the quotient $W/W_M$. As a $\mathbb{C}$-vector space, $X$ is isomorphic to $\bigoplus_{w \in [W/W_M]} C t_w \otimes U$. Hence

\begin{equation}
(8.5.1) \quad \text{Tr}(f^w) = \sum_{x \in [W/W_M], z^{-1} w_0, M \in W_M} \text{Tr}(z^{-1} w_0 M \tau | U).
\end{equation}

It remains to determine for $x = (x_1, \ldots, x_r) \in W_M = S_{N_1} \times \ldots S_{N_r}$ the trace of the endomorphism $u \mapsto x \tau(u)$ of $U$. For this we set $U'_i = U_i \otimes U_{r+1-i}$ for $i = 1, \ldots, [r/2]$ and also $U'_{(r+1)/2} = U_{(r+1)/2}$ if $r$ is odd. Then we have

$$U = U'_1 \otimes \cdots \otimes U'_{[(r+1)/2]}$$

and the endomorphism $x \tau | U$ is the tensor product of the endomorphisms $x'_i \tau_i | U'_i$ where $x'_i = (x_i, x_{r+1-i})$ (and $x'_{[(r+1)/2]} = x'_{[(r+1)/2]}$ if $r$ is odd) and $\tau_i$ is the endomorphism of $U'_i$ which switches the two components (and is the identity on $U'_{(r+1)/2}$ if $r$ is odd). Therefore we have

\begin{equation}
(8.5.2) \quad \text{Tr}(x \tau | U) = \prod_{i=1}^{[(r+1)/2]} \text{Tr}(x'_i \tau_i | U'_i).
\end{equation}

8.6. Hence we are reduced to the following situation: For an integer $M \geq 1$ let $V$ be a finite-dimensional $S_M$-module und set $U = V \otimes V$. For $(x_1, x_2) \in S_M \times S_M$ we want to determine the trace of $\ell(x_1, x_2) \circ \tau$ with

$$\tau : v_1 \otimes v_2 \mapsto v_2 \otimes v_1,$$

$$\ell(x_1, x_2) : v_1 \otimes v_2 \mapsto x_1 v_1 \otimes x_2 v_2.$$ 

We claim that

$$\text{Tr}(\ell(x_1, x_2) \circ \tau) = \sum_{\lambda \in \hat{S}_M} \langle V : \lambda \rangle \chi_\lambda(x_1 x_2).$$

First note that if we have a decomposition of $S_M$-modules $V = V' \oplus V''$, a concrete matrix multiplication shows that

$$\text{Tr}(\ell(x_1, x_2) \circ \tau) | (V \otimes V) = \text{Tr}(\ell(x_1, x_2) \circ \tau) | (V' \otimes V') + \text{Tr}(\ell(x_1, x_2) \circ \tau) | (V'' \otimes V'').$$

Therefore we can assume that the $S_M$-module $V$ is irreducible, say of isomorphism class $\lambda \in \hat{S}_M$. Of course, then we know that the trace of left multiplication with $x_1 x_2$ on $V$ is simply $\chi_\lambda(x_1 x_2)$. Hence the claim follows if we prove the following lemma:
Lemma. Let \( k \) be a field, let \( V \) be a finite-dimensional \( k \)-vector space and let \( f_1 \) and \( f_2 \) be two endomorphisms of \( V \) and let \( \tau : V \otimes V \to V \otimes V \) the map that switches components. Then we have

\[
\text{Tr}((f_1 \otimes f_2) \circ \tau) = \text{Tr}(f_1 \circ f_2).
\]

Proof. One easily reduces to the case that \( k \) is algebraically closed. Using the fact that the set of semisimple endomorphisms is dense within the space all endomorphisms with respect to the Zariski topology, we can also assume that \( f_1 \) is semisimple. Choose a basis \((e_i)\) of \( V \) such that \( f_1 \) is given by a diagonal matrix \( A_1 \) with respect to this basis. Denote by \( A_2 \) the matrix of \( f_2 \). Then the map \((f \otimes f') \circ \tau\) sends \( e_i \otimes e_j \) to \( (A_1)_{jj} e_j \otimes (\sum_l (A_2)_{li} e_l) \). Hence we see that the trace of \((f_1 \otimes f_2) \circ \tau\) is nothing but \( \sum_i (A_1)_{ii} (A_2)_{ii} \) which is the same as the trace of \( f_1 \circ f_2 \). \( \square \)

8.7. In (8.4) we described an algorithm which reduced the computation of the signature character of \( X(S,U,\nu) \) for \( \nu \in C_\infty \) to the computation of the isomorphism class of \( U \) as a \( \mathbb{C}[W_M] \)-module (which we know by (4.3)) and the computation of the characters of the symmetric group (which is well-known).

In the case of unramified representations (i.e. where \( S \) is empty and \( U \) is the trivial representation) we have:

Corollary. For unramified representations the signature character of \( \beta_\infty \) is equal to \((\sigma_\infty, \lambda)_{\lambda \in \hat{W}} \in \mathbb{Z}^{\hat{W}} \) with

\[
\sigma_\infty, \lambda = \chi_\lambda(w_0).
\]

Proof. This is a straight forward application of the algorithm above. Note that we do not only have equality in \( \mathbb{Z}^{\hat{W}} / \{\pm 1\} \) but even in \( \mathbb{Z}^{\hat{W}} \) as we have \( \chi_1(w_0) = 1 \). \( \square \)

9. Wall crossing

9.1. We continue to use the notations of (6.1). Also denote by \( \chi \) the central character of \( U \). Let \((s,e)\) be a pair as in (2.4) corresponding to \( L(S,U,\nu) \). We can conjugate \((s,e)\) such that \( s = \chi + \nu \in t \). Note that the conjugacy class of \( e \) depends only on \( S \) und \( U \). Let \( R_M \subset R \) be the root system of the Levi subgroup \( M \). We further assume that we are not in the trivial case that the cone \( C_{(N_1,\ldots,N_r)} \) of Hermitian parameters is empty.

The tempered representations \( U_i \) are of the form \( L(\Delta_i^1,\ldots,\Delta_i^r) \) where \( \Delta_i^j = \Delta(-(m_j^i - 1)/2, m_j^i) \) is a segment with center 0. We order these segments such that \( j \mapsto m_j^i \) is nonincreasing.

Let \( \Delta_1,\ldots,\Delta_m \) be a tuple of segments such that \( L(\Delta_1,\ldots,\Delta_m) = L(S,U,\nu) \). We call the number of pairs \((\Delta_i, \Delta_j)\) such that \( \Delta_i \) precedes \( \Delta_j \) the height of \( \nu \).

Hence \( \nu \) is irreducible if and only if the height of \( \nu \) is zero. For every reducibility wall \( H \) the height of \( \nu \in H \) is constant equal to some positive integer \( \text{height}(H) \)
outside those points that lie on an intersection of $H$ with some other reducibility wall. We call $\text{height}(H)$ the \textit{height} of the reducibility wall.

Our goal in this chapter is to cross these walls. More precisely let $\nu_0$ be a Hermitian parameter, such that there exists a unique reducibility wall $H$ with $\nu_0 \in H$. Then we can find a small positive real number $\varepsilon$ and a non constant map

$(-\varepsilon, \varepsilon) \to C_{(N_1, \ldots, N_r)}$, \quad $t \mapsto \nu(t)$

which is the restriction of an affine map $\mathbb{R} \to \mathbb{R}^N$ such that

(i) $\nu(0) = \nu_0$.

(ii) $\nu(t)$ is irreducible for all $t \neq 0$.

Then for $t > 0$ (resp. $t < 0$), the signature character of $L(S, U, \nu(t))$ is constant and we call it $\Sigma^+$ (resp. $\Sigma^-$). The goal of this chapter is to find an expression for $\Sigma^+ + \Sigma^-$ and for $\Sigma^- - \Sigma^+$.

9.2. To do this we use a filtration which is called in [Vo] 3 the Jantzen filtration: Let $\mathbb{H}$ be a $\mathbb{C}$-algebra with a complex antilinear involution $^*$ and let $E$ be a left $H$-module which is a finite dimensional $\mathbb{C}$-vector space. Let $\beta_t$ be a real analytic family of Hermitian forms on $E$ defined for small real $t$ such that $\beta_t(hx, y) = \beta_t(x, h^*y)$ for all $h \in \mathbb{H}, x, y \in E$. Assume that $\beta_t$ is non-degenerate for $t \neq 0$. Then there is a unique sequence of subspaces

$E = E^0 \supset E^1 \supset \cdots \supset E^n = (0)$

such that the meromorphic family of Hermitian forms $\beta^i_t = \frac{1}{t} \beta_t(x, y)|_{E^i}$ can be extended to an analytic family of Hermitian forms on $E^i$ and such that the radical of $\beta^i_0$ is equal to $E^{i+1}$. In particular $\beta^i_0$ induces a non-degenerate pairing $\beta^i$ on $\text{gr}^i(E) = E^i/E^{i+1}$.

Explicitly $E^i$ can be defined as

$E^i = \{ x \in E \mid \beta_t(x, y) \text{ vanishes at least to order } i \text{ at } t = 0, \text{ for any } y \in E \}$.

Note that our definition of the $E^i$ varies a little bit from the definition given in loc. cit., but it is easily seen that both definitions are equivalent. Moreover it follows from the definition that the $E^i$ are also $\mathbb{H}$-submodules of $E$ and that $\beta^i_t$ are Hermitian with respect to the involution $^*$.

Let $\sigma^i$ be the signature of $\beta^i_t$, and denote by $\sigma^+$ (resp. $\sigma^-$) the signature of $\beta_t$ for small positive (resp. negative) $t$. Then we have (loc. cit.)

$\sigma^+ - \sigma^- = 2 \sum_{i \geq 1 \text{ odd}} \sigma^i,$

$\sigma^+ + \sigma^- = 2 \sum_{i \geq 0 \text{ even}} \sigma^i.$
9.3. Now let \( \langle , \rangle \) be a fixed unitary form on \( E \) and let \( f_t : E \to E \) be the analytic family of selfadjoint endomorphisms such that \( \beta_t(x, y) = \langle f_t(x), y \rangle \). Then \( \det(f_t) \) is non-zero for \( t \neq 0 \) and the analytic map \( t \mapsto \det(f_t) \) has a zero of order
\[
\sum_{i > 0} i(\dim(E^i) - \dim(E^{i-1})) = \sum_{i > 0} i \dim(\gr^i(E))
\]
in \( t = 0 \).

9.4. Let \( \mathcal{O}_e \) be the closure of the orbit of \( e \) in \( \mathcal{N}(s) = \{ n \in \mathfrak{g} \mid [s, n] = n \} \) under the action of \( \mathbb{Z}_G(s) \). For all \( \nu \) we define \( R_\nu \) as the set of roots \( \alpha \in R^+ \) such that \( g^\alpha \subset \mathcal{N}(s) \) and such that there exists a nonzero element \( e_\alpha \in \mathfrak{g}^\alpha \) such that \( e + e_\alpha \notin \mathcal{O}_e \). These are those roots which “link” segments of \( X(S, U, \nu) \). We have \( R_\nu = \emptyset \) if and only if \( \nu \) is irreducible. If \( \nu \) lies on a unique reducibility wall \( H \), \( R_\nu \) is independent of \( \nu \), and we call it \( R_H \).

Then for all \( \alpha \in R_H \), \( \text{sgn}(\alpha(\nu(t) + \chi) - 1) \) is independent of \( \alpha \in R_H \) and we have
\[
\text{sgn}(\alpha(\nu(t) + \chi) - 1) = -\text{sgn}(\alpha(\nu(-t) + \chi) - 1)
\]
for all \( t \in (-\epsilon, \epsilon) \). After a possible substitution of \( t \mapsto -t \) we can and will from now on assume that \( \text{sgn}(\alpha(\nu(t) + \chi) - 1) = \text{sgn}(t) \).

9.5. Let \( H \) be a reducibility wall of height one and fix \( t \mapsto \nu(t) \) as above. We write \( L(S, U, \nu(0)) \) as \( L(\mathfrak{M}) \) where \( \mathfrak{M} \) is a multiset of segments \( \Delta_1, \ldots, \Delta_m \). As \( H \) is of height one, there exists a unique pair \((\Delta_i, \Delta_j)\) of segments, such that \( \Delta_i \) precedes \( \Delta_j \). We denote \( \mathfrak{M}' \) the multiset consisting of the segments \( \Delta_i \) for \( l \neq i, j \) and the segments \( \Delta_i \cap \Delta_j \) and \( \Delta_i \cup \Delta_j \). By (2.13) and (2.17) we have an exact sequence
\[
0 \to L(\mathfrak{M}') \to X(\mathfrak{M}) \to L(\mathfrak{M}) \to 0
\]
and \( L(\mathfrak{M}) \) is again Hermitian, and we have \( L(\mathfrak{M}) = X(\mathfrak{M}') \) otherwise \( \nu(0) \) would not lie on a unique reducibility wall.

We now apply (9.2) to \( E = X(\nu(t)) \) which as a \( \mathbb{C}[W] \)-module does not depend on \( t \) and its Hermitian form \( \beta_t \). It is of the form
\[
X(\nu(t)) = E^0 \supsetneq L(\mathfrak{M}') = E^1 = \cdots = E^\omega \supsetneq (0) = E^{\omega + 1}
\]
for some \( \omega \geq 1 \), and we have
\[
\gr^0(E) = L(\nu(0)).
\]
As \( L(\mathfrak{M}') \) is an irreducible module, its signature character has to be equal to the signature character of \( \beta_\omega \) up to a sign \( \varepsilon \).

If we set \( \Sigma^+ = \lim_{t \to 0^+} \Sigma(L(S, U, \nu(t))) \) and \( \Sigma^- = \lim_{t \to 0^-} \Sigma(L(S, U, \nu(t))) \) we will therefore have
\[
\begin{align*}
\Sigma^+ + \Sigma^- &= \begin{cases} 
2\Sigma(L(S, U, \nu(0))), & \text{if } \omega \text{ is odd,} \\
2\Sigma(L(S, U, \nu(0))) + 2\varepsilon\Sigma(L(\mathfrak{M}')), & \text{if } \omega \text{ is even,}
\end{cases} \\
\Sigma^+ - \Sigma^- &= \begin{cases} 
2\varepsilon\Sigma(L(\mathfrak{M}')), & \text{if } \omega \text{ is odd,} \\
0, & \text{if } \omega \text{ is even.}
\end{cases}
\end{align*}
\]
Hence if \( \omega \) is even, the signature characters on both sides of the wall are equal. If \( \omega \) is odd, we can calculate \( \Sigma^+ \) (resp. \( \Sigma^- \)) if we know \( \Sigma(L(M')) \) and \( \Sigma^- \) (resp. \( \Sigma^+ \)) as this allows us also to calculate \( \varepsilon \): By (4.3) we know that the sign representation occurs with multiplicity one in \( X(S, U, \nu(t)) \) for all \( t \) and \( L(M') \). Hence the equality

\[
(\Sigma^+)_{\text{sgn}} - (\Sigma^-)_{\text{sgn}} = 2\varepsilon \Sigma(L(M'))_{\text{sgn}}
\]

implies that we have \( (\Sigma^+)_{\text{sgn}} = -(\Sigma^-)_{\text{sgn}} \) and

\[
\varepsilon = \Sigma(L(M'))_{\text{sgn}} (\Sigma^+)_{\text{sgn}}.
\]

9.6. In fact we conjecture the following:

**Conjecture for reducibility walls of height one.** We always have the \( \omega \) is odd. Hence

\[
\Sigma^+ - \Sigma^- = \varepsilon 2\Sigma(L(M')),
\]

\[
\Sigma^+ + \Sigma^- = 2\Sigma(L(M)).
\]

with \( \varepsilon = \Sigma(L(M'))_{\text{sgn}} (\Sigma^+)_{\text{sgn}} = -\Sigma(L(M'))_{\text{sgn}} (\Sigma^-)_{\text{sgn}}. \)

9.7. Now let \( H \) be a reducibility wall of height two and again fix \( t \mapsto \nu(t) \) as above. We write \( L(S, U, \nu(0)) \) as \( L(M) \) where \( M \) is a multiset of segments \( \Delta_1, \ldots, \Delta_m \). Now there exist two pairs \( (\Delta_{i_1}, \Delta_{j_1}) \) and \( (\Delta_{i_2}, \Delta_{j_2}) \) of segments, such that \( \Delta_{i_k} \) precedes \( \Delta_{j_k} \) for \( k = 1, 2 \). We can assume that \( \Delta_{j_2} \) does not precede \( \Delta_{i_1} \). Note that it is possible that \( \Delta_{j_1} \) precedes \( \Delta_{i_2} \). We denote \( M_1 \) (resp. \( M_2, \) resp. \( M' \)) the multiset of segments which we get from \( M \) by linking \( (\Delta_{i_1}, \Delta_{j_1}) \) (resp. \( (\Delta_{i_2}, \Delta_{j_2}) \), resp. both \( (\Delta_{i_1}, \Delta_{j_1}) \) and \( (\Delta_{i_2}, \Delta_{j_2}) \).

By (2.17) we know that \( L(M) \) is the unique irreducible quotient of \( X(M) \), \( L(M') \) is the unique irreducible submodule of \( X(M) \) and that the other irreducible subquotients of \( X(M) \) are isomorphic to \( L(M_1) \) and \( L(M_2) \). We assume that \( L(M_1) \) and \( L(M_2) \) both occur with multiplicity one \( X(M) \). The standard modules satisfy the inclusions \( X(M') \subset X(M_i) \subset X(M) \) for \( i = 1, 2 \). \( L(M') = X(M') \) is the unique irreducible submodule of \( X(M) \), we have exact sequences

\[
0 \rightarrow L(M') \rightarrow X(M_i) \rightarrow L(M_i) \rightarrow 0,
\]

and \( L(M) = X(M)/(X(M_1) + X(M_2)) \).

Further \( L(M') \) is Hermitian and as \( \nu(0) \) lies only on a unique reducibility wall, we have \( L(M') = X(M') \). \( L(M_1) \) is non-Hermitian, its Hermitian dual is \( L(M_2) \).

Again we apply (9.2) to \( E = X(M) \) with its family of Hermitian forms \( \beta_t \). As the Hermitian forms induced on the graded pieces of the Jantzen filtration are non-degenerate, it follows that the Jantzen filtration will be of the form

\[
X(M) = E^0 \supseteq X(M_1) + X(M_2) = E^1 = \cdots = E^{\omega_1} \supseteq X(M') = E^{\omega_1+1} = \cdots = E^{\omega_2} \supseteq (0) = E^{\omega_2+1}
\]
for integers $\omega_2 \geq \omega_1 > 0$. Here $\omega_2 = \omega_1$ means that only $L(M)$ and $X(M_1) + X(M_2)$ occur as graded pieces in the filtration.

If $\omega_2 > \omega_1$, the signature character of the form $\beta^{\omega_2}$ induced on the irreducible module $\text{gr}^{\omega_2}(E) = L(M')$ is equal to the signature character of $L(M')$ up to a sign $\varepsilon$.

Again we can use (9.2) to compute difference and sum of $\lim_{t \to 0^+} \Sigma(L(S,U,\nu(t)))$ and $\lim_{t \to 0^-} \Sigma(L(S,U,\nu(t)))$ in terms of $\Sigma(L(M))$, $\Sigma(L(M'))$ and $\Sigma(L(M_1) \oplus L(M_2))$. Note that the last signature is zero as $L(M_1)$ and $L(M_2)$ are dual to each other.

9.8. We now consider wall crossing in the unramified case. Hence from now on we assume that $S$ is empty. Hermitian representations are then given by elements $\nu \in C_{(1,\ldots,1)} = \{(\nu_i) \in \mathbb{R}^N \mid \nu_i + \nu_{N+1-i} = 0\}$. For simplicity we write $X(\nu)$ for the corresponding standard module and $L(\nu)$ for its unique irreducible quotient.

We now consider the $\mathbb{H}_G$-linear homomorphism

$$A_{w_0} : h \otimes 1 \mapsto h\rho_{w_0} \otimes 1$$

defined in (6.4). As the leading term of $\rho_{w_0}$ is $t_{w_0} \prod_{\alpha \in R^+} \alpha$, $A_{w_0}$ is nonzero as we have $\prod_{\alpha \in R^+} \langle \alpha, \nu \rangle \neq 0$. Hence we can calculate the signature character of $L(\nu)$ using the form $\beta_\nu$ defined in (6.3). If we write $w_0 = s_{k} s_{k-1} \ldots s_1$ as a product of simple reflections, we get a decomposition $A_{w_0} = T_k \circ T_{k-1} \circ \cdots \circ T_1$ where $T_i$ is an $\mathbb{H}_G$-linear map

$$T_i : \mathbb{H}_G \otimes_{\mathbb{H}_T} \mathbb{C}_{s_{i-1} \ldots s_1(\nu)} \rightarrow \mathbb{H}_G \otimes_{\mathbb{H}_T} \mathbb{C}_{s_i \ldots s_1(\nu)}.$$

Source and target of each $T_i$ are canonically isomorphic as $\mathbb{C}[W]$-modules and hence we can consider $T_i$ as an endomorphism of $\mathbb{C}[W]$-modules.

For each simple root $\alpha \in \Pi$ we define the Levi subgroup $G^\alpha$ of $G$ by $\text{Lie}(G^\alpha) = t \oplus g^\alpha \oplus g^{-\alpha}$. If the simple reflection $s_i$ corresponds to the simple root $\alpha_i$, $T_i$ can be written as $\text{id}_{\mathbb{H}_G} \otimes T_i^{\alpha_i}$ with

$$T_i^{\alpha_i} : \mathbb{H}_{G^{\alpha_i}} \otimes_{\mathbb{H}_T} \mathbb{C}_{s_{i-1} \ldots s_1(\nu)} \rightarrow \mathbb{H}_{G^{\alpha_i}} \otimes_{\mathbb{H}_T} \mathbb{C}_{s_i \ldots s_1(\nu)},

h \otimes 1 \mapsto h(\tau_{\alpha_i} - 1) \otimes 1.$$}

Similarly as above we can consider $T_i^{\alpha_i}$ as an endomorphism of $\mathbb{C}[S_2]$-modules. Further by (4.3) we know source and target are isomorphic to $\mathbb{C}[S_2] = \text{sign} \oplus 1$. An easy calculation shows that $T_i^{\alpha_i}$ acts on sign by the scalar $1 - \langle \alpha_i, s_{i-1} \ldots s_1(\nu) \rangle$ and on $1$ by the scalar $-1 - \langle \alpha_i, s_{i-1} \ldots s_1(\nu) \rangle$.

9.9. Now fix a reducibility wall $H$ and a map $t \mapsto \nu(t)$ as above using the normalization in (9.4). We necessarily have $R_H = \{\alpha_0, -w_0(\alpha_0)\}$ for some $\alpha_0 \in R^+$, in particular the height of $H$ is at most 2.

We apply the discussion in (9.8) to $\nu = \nu(t)$ and get $A_{w_0}(t)$. For $t = 0$ we see that $T_i^{\alpha_i}$ (and hence $T_i$) is invertible for all $i$ except for

$$i \in J_H := \{j \mid s_1 s_2 \ldots s_{j-1} \alpha_j : R_H\}.$$

Further for $i \in J_H$, $T_i^{\alpha_i}$ acts on the 1-component by the scalar
\[-\langle \alpha_i, s_{i-1} \ldots s_1(\nu(t)) \rangle - 1\]
which is equal to $-2$ at $t = 0$ and it acts on the sign-component by the scalar
\[\langle \alpha_i, s_{i-1} \ldots s_1(\nu(t)) \rangle - 1\]
which is a linear function of $t$, in particular its vanishing order is 1.

9.10. We keep the notation of (9.8) and assume that we are in the situation of (9.5), in particular $H$ is a reducibility wall of height one and $J_H$ consists of a single element $j$. By the arguments above we have that
\[\text{ord}_{t=0} \det(A_{w_0}(t)) = \dim L(\mathfrak{M}') = \dim E_1.\]
Hence it follows from (9.3) that $\omega = 1$. We will also show that in this case we always have $\varepsilon = -1$. Let $\lambda \in \hat{W}$ be the maximal element occurring in $L(\mathfrak{M}')$. As the multiplicity of $\lambda$ in $L(\mathfrak{M}')$ is 1, the signature of the Hermitian form induced by $\beta_1$ on the one-dimensional space $V = \text{Hom}_{\hat{W}}(\lambda, L(\mathfrak{M}'))$ is equal to $\pm 1$. We have to show that it is equal to $-1$.

By the definition we have to show that the derivative of the function
\[\rho: t \mapsto 1 - \langle \alpha_j, s_{j-1} \ldots s_1(\nu(t)) \rangle\]
is negative in $t = 0$. As this is a linear function it suffices to show that $\text{sgn}(\rho(t)) = -\text{sgn}(t)$. By definition of $\nu(t)$ (9.4), we have $\text{sgn}(\langle \alpha, \nu(t) \rangle - 1) = \text{sgn}(t)$ for the unique $\alpha \in R_H$. By (9.9) we have $\alpha = s_1s_2 \ldots s_{j-1}\alpha_j$. Hence we see that
\[\text{sgn}(\rho(t)) = -\text{sgn}(\langle \alpha_j, s_{j-1} \ldots s_1(\nu(t)) \rangle - 1)\]
\[= -\text{sgn}(\langle \alpha, \nu(t) \rangle)\]
\[= -\text{sgn}(t).\]

Hence we get:

9.11. Theorem. For unramified representations and for $\nu(0)$ lying in a reducibility wall of height one, we have
\[\lim_{t \to 0^-} \Sigma(\beta_{\nu(t)}) + \lim_{t \to 0^+} \Sigma(\beta_{\nu(t)}) = 2\Sigma(L(\nu(0))),\]
\[\lim_{t \to 0^-} \Sigma(\beta_{\nu(t)}) - \lim_{t \to 0^+} \Sigma(\beta_{\nu(t)}) = 2\Sigma(L(\mathfrak{M}')).\]

9.12. Note that we also have
\[\Sigma(L(\nu(0))) = \Sigma(L(\mathfrak{M}')) \otimes \text{sgn}\]
as $L(\nu(0))$ is the Zelevinsky dual of $L(\mathfrak{M}')$ (4.4).
9.13. We keep the notation of (9.9) and assume that we are in the situation of (9.7), in particular $H$ is a reducibility wall of height two and $J_H$ consists of two elements $j_1$ and $j_2$.

If we set $m := \# W$, we have $\dim(X(\mathfrak{M})) = m$ and it follows from (9.9) that

$$\text{ord}_{t=0} \det(A_{w_0}(t)) = m.$$  

If we define $\omega_1$ and $\omega_2$ as in (9.7), we have by (9.3)

$$m = \omega_1 \dim(X((M)_1) + X((M)_2)) + (\omega_2 - \omega_1) \dim(X(\mathfrak{M})).$$

There exist two pairs $(i_1, j_1)$ and $(i_2, j_2)$ of indices such that $\nu_{j_k}(0) - \nu_{i_k}(0) = 1$ for $k = 1, 2$. We can assume that $i_1 < i_2$. We distinguish the cases $j_1 \neq i_2$ and $j_1 = i_2$.

By (4.3) we have in the first case (resp. in the second case)

$$\text{dim}(X(\mathfrak{M}_{i_1})) = m/2, \quad \text{dim}(X(\mathfrak{M})) = m/4$$

(resp. $\text{dim}(X(\mathfrak{M}_{i_1})) = m/2, \quad \text{dim}(X(\mathfrak{M})) = m/6$)

and it follows that

$$m = \omega_1 \frac{3}{4} m + (\omega_2 - \omega_1) \frac{1}{4} m$$

(resp. $m = \omega_1 \frac{5}{6} m + (\omega_2 - \omega_1) \frac{1}{6} m$).

As $\omega_2 \geq \omega_1$ are positive integers, this implies in both cases

$$\omega_1 = 1, \quad \omega_2 = 2.$$  

Therefore (9.2) implies

$$\Sigma^- + \Sigma^+ = 2 \Sigma(L(\nu(0))) + \varepsilon 2 \Sigma(L(\mathfrak{M})).$$

where

$$\Sigma^+ = \lim_{t \to 0^+} \Sigma(\beta_{\nu(t)}),$$

$$\Sigma^- = \lim_{t \to 0^-} \Sigma(\beta_{\nu(t)}).$$

Moreover it also follows that $\Sigma^- - \Sigma^+$ is nothing but two times the signature character of $L(\mathfrak{M}_1) \oplus L(\mathfrak{M}_2)$ which is zero as those two modules are Hermitian duals of each other.

Similarly as in (9.5) this implies

$$\varepsilon = (\Sigma^+)_{\text{sign}} \Sigma(L(\mathfrak{M}))_{\text{sgn}} = (\Sigma^-)_{\text{sign}} \Sigma(L(\mathfrak{M}))_{\text{sgn}}.$$  

Hence we get:
9.14. **Theorem.** For unramified representations and for \( \nu(0) \) lying in a reducibility wall of height two, we have

\[
\begin{align*}
\Sigma^+ - \Sigma^- &= 0, \\
\Sigma^+ + \Sigma^- &= 2\Sigma(L(\nu(0))) + \varepsilon 2\Sigma(L(\mathcal{M}')) \\
&= 2(\Sigma(L(\mathcal{M}'')) \otimes \text{sign} + \varepsilon \Sigma(L(\mathcal{M}'))) 
\end{align*}
\]

where

\[
\varepsilon = (\Sigma^+)_{\text{sign}} \Sigma(L(\mathcal{M}'))_{\text{sgn}} - (\Sigma^-)_{\text{sign}} \Sigma(L(\mathcal{M}'))_{\text{sgn}}.
\]

9.15. Again we have

\[
\Sigma(L(\nu(0))) = \Sigma(L(\mathcal{M}')) \otimes \text{sgn}
\]

as \( L(\nu(0)) \) is the Zelevinsky dual of \( L(\mathcal{M}') \).

10. **Signature character for unramified representations**

10.1. We will now give a conjectural inductive procedure the calculate the signature character for unramified representations.

For this we consider Bernstein-Zelevinsky parameter giving rise to standard irreducible representations of \( \mathbb{H}_{GL_N}^{1/2} \) of the following form: If \( N \) is even, we set for \( 0 \leq m \leq N/2 \) and real numbers \( \nu_1 > \cdots > \nu_m > 0 \):

\[
\mathcal{M}^N_{\nu_1, \ldots, \nu_m} := (\nu_1, \ldots, \nu_m, \left[ -\frac{1}{2}, \frac{1}{2} \right], \ldots, \left[ -\frac{1}{2}, \frac{1}{2} \right], -\nu_m, \ldots, -\nu_1).
\]

If \( N \) is odd, we set for \( 0 \leq m \leq \lfloor (N-1)/2 \rfloor \)

\[
\mathcal{M}^N_{\nu_1, \ldots, \nu_m} := (\nu_1, \ldots, \nu_m, \left[ -\frac{1}{2}, \frac{1}{2} \right], \ldots, \left[ -\frac{1}{2}, \frac{1}{2} \right], 0, -\nu_m, \ldots, -\nu_1).
\]

We conjecture the following:

**Conjecture.** Assume that \( X(\mathcal{M}^N_{\nu_1, \ldots, \nu_m}) \) is irreducible. Then \( \Sigma(X(\mathcal{M}^N_{\nu_1, \ldots, \nu_m})) \) depends only on the cardinality of \( \{ \nu_i \mid \nu_i > \frac{1}{2} \} \).

It follows from (9.14) that the conjecture is true in the unramified case.
10.2. From now on we will assume that the conjectures (9.6) and (10.1) hold. In particular the following is well-defined: For integers $N \geq 1$, $0 \leq m \leq N/2$ and $0 \leq r \leq (N - 2m)/2$ we set

$$\Sigma^N(m, r) := \Sigma(X(\mathfrak{M}^N_{\nu_1, \ldots, \nu_m}))$$

where $\nu_1 > \ldots \nu_r > \frac{1}{2} > \nu_{r+1} > \ldots > \nu_m$.

Let $e$ be the partition $(2^m, 1^{N-2m})$ of $N$. Further let $S$ be the set of simple roots corresponding to the ordered partition

$$\lambda := \begin{cases} 
(1^{N/2-m}, m, 1^{N/2-m}), & \text{if } N \text{ is even}, \\
(1^{(N-1)/2-m}, m + 1, 1^{(N-1)/2-m}), & \text{if } N \text{ is odd}.
\end{cases}$$

and let $U$ be the tempered representation of the standard Levi subgroup corresponding to $\lambda$ which is given due to the Bernstein-Zelevinsky classification by

$$\underbrace{(0) \otimes \cdots \otimes (0)}_{m \text{ times}} \otimes \underbrace{([\frac{1}{2}, \frac{1}{2}], \ldots, [-\frac{1}{2}, \frac{1}{2}])}_{N/2-m \text{ times}} \otimes \underbrace{(0) \otimes \cdots \otimes (0)}_{m \text{ times}}$$

if $N$ is even and by

$$\underbrace{(0) \otimes \cdots \otimes (0)}_{m \text{ times}} \otimes \underbrace{([\frac{1}{2}, \frac{1}{2}], \ldots, [-\frac{1}{2}, \frac{1}{2}])}_{N/2-m \text{ times}} \otimes \underbrace{(0) \otimes \cdots \otimes (0)}_{m \text{ times}}$$

if $N$ is odd.

**Proposition.** For $r = 0$ and $r = m$ we can calculate $\Sigma^N(m, r)$ as follows:

1. For $d \in \hat{S}_N$ we have

$$\Sigma^N(m, 0)_d = K_{d', e}.$$

2. Let $\Sigma_\infty(S, U)$ the signature at infinity (8.2) corresponding to $(S, U)$. Then we have

$$\Sigma^N(m, m) = \Sigma_\infty(S, U).$$

**Proof.** By (5.3) we know that $X(\mathfrak{M}^N_{\nu_1, \ldots, \nu_m})$ is unitary if all $\nu_i < \frac{1}{2}$. Hence (1) follows from (4.3).

By (10.1) $\Sigma^N(m, m)$ is nothing but the signature at infinity with respect to $(S, U)$. Therefore we know that the classes of $\Sigma^N(m, m)$ and $\Sigma_\infty(S, U)$ in $\mathbb{Z}^\hat{W}/\{\pm 1\}$ are equal. A calculation using the algorithm in (8.4) then gives equality even in $\mathbb{Z}^\hat{W}$. □
10.3. By (9.6) we have the equality
\[ \Sigma^N(m, r - 1) - \Sigma^N(m, r) = 2\Sigma^N(m + 1, r - 1). \]

By induction this implies for \(0 \leq k \leq r\)
\[ \Sigma^N(m, r) = \sum_{i=0}^{k} (-2)^i \binom{k}{i} \Sigma^N(m + i, r - k). \]

In particular:

**Proposition.** For \(N, m\) and \(r\) as above:
\[ \Sigma^N(m, r) = \sum_{i=0}^{r} (-2)^i \binom{r}{i} \Sigma^N(m + i, 0) \]

which allows us to calculate \(\Sigma^N(m, r)\) as we know the right hand side by (10.2).

10.4. As we know not only the signature character of unitary modules but also of representations at infinity, our conjectures implies in particular: Let \(w_0 \in S_N\) be the longest element and let \(\lambda\) be a partition of \(N\). Set \(r = \lfloor N/2 \rfloor\). Then we have by (10.3) and (8.7):
\[ \chi_{\lambda}(w_0) = \sum_{i=0}^{r} (-2)^i \binom{r}{i} \Sigma^N(i, 0)_\lambda \]
\[ = \sum_{i=0}^{r} (-2)^i \binom{r}{i} K_{\lambda^t, (2^i, 1^{N-2i})}. \]

11. Examples

11.1. We conclude with the calculation of signature characters of \(GL_N\) for \(N = 2, 3, 4\). Each time we will classify irreducible \(\mathbb{H}_{GL_N}\)-representations by the Langlands data \((S, U, \nu)\).

We will describe \(S\) be the corresponding ordered partition \((\sigma_1, \ldots, \sigma_r)\) of \(N\). As we consider only Hermitian modules, we always have that \(\sigma_i = \sigma_{r+1-i}\).

The tempered representation \(U\) of \(GL_{\sigma_1} \times \cdots \times GL_{\sigma_r}\) is a tensor product of irreducible tempered representations \(U_i\) of \(GL_{\sigma_i}\) and each \(U_i\) will be described by its Bernstein-Zelevinsky datum. The condition of being Hermitian implies that \(U_i \cong U_{r+1-i}\).

Finally \(\nu\) will be considered as an \(r\)-tuple of real numbers \((\nu_1, \ldots, \nu_r)\) with \(\nu_1 > \cdots > \nu_r\). We have \(\nu_i + \nu_{r+1-i} = 0\) because of the property of being Hermitian.

If \((S, U, \nu)\) is a Langlands datum, we denote by \(\mathfrak{M}(S, U, \nu)\) the corresponding Bernstein-Zelevinsky datum.
11.2. We now consider the case $GL_2$.

$S = (2), U = ([−\frac{1}{2}, \frac{1}{2}]):$ In this case we necessarily have $\nu = (0)$ and $\mathfrak{M}(S, U, \nu) = ([−\frac{1}{2}, \frac{1}{2}])$ and $X(S, U, \nu)$ is irreducible (2.13) and is unitary (5.3). Hence by (4.3):

$$\Sigma(L(S, U, \nu)) = (1^2) = \text{sgn}.$$  

$S = (2), U = (0, 0):$ Again $\nu$ is $(0)$, $X(S, U, \nu)$ is irreducible and unitary, hence

$$\Sigma(L(S, U, \nu)) = (1^2) + (2) = \text{sgn} + 1.$$  

$S = (1, 1):$ $U$ is necessarily $(0) \otimes (0)$, and $\nu$ is of the form $(\nu_1, -\nu_1)$ with $\nu_1 > 0$. We have $\mathfrak{M}(S, U, \nu) = (\nu_1, -\nu_1)$ and $X(S, U, \nu)$ is irreducible if and only if $\nu_1 \neq \frac{1}{2}$. For $\nu_1 < \frac{1}{2}$, $L(S, U, \nu)$ is unitary, for $\nu_1 > \frac{1}{2}$, we are nearby infinity and can apply (8.7). Alternatively we can use (9.11). Finally for $\nu_1 = \frac{1}{2}$ we have $L(\frac{1}{2}, -\frac{1}{2}) = \zeta(L([-\frac{1}{2}, \frac{1}{2}]))$ by (3.4). Hence we get

$$\Sigma(L(S, U, (\nu_1, -\nu_1))) = \begin{cases} 
(1^2) + (2), & \nu_1 < \frac{1}{2}, \\
(2), & \nu_1 = \frac{1}{2}, \\
-(1^2) + (2), & \nu_1 > \frac{1}{2}.
\end{cases}$$

11.3. We now consider the case $N = 3$:

$S = (3):$ Again $\nu = (0)$ and we have

$$\Sigma(L(S, U, \nu)) = \begin{cases} 
(1^3), & U = ([-1, 0, 1]), \\
(1^3) + (2, 1), & U = ([−\frac{1}{2}, \frac{1}{2}], 0), \\
(1^3) + (2, 1) + (3), & U = (0, 0, 0).
\end{cases}$$

$S = (1, 1, 1):$ We have $U = (0) \otimes (0) \otimes (0)$ and $\nu = (\nu_1, 0, -\nu_1)$. The standard module $X(S, U, \nu)$ is irreducible for $\nu_1 \neq \frac{1}{2}, 1$ and it is unitary for $\nu_1 < \frac{1}{2}$. At $\nu_1 = \frac{1}{2}$ we have a reducibility wall of height one and at $\nu_1 = 1$ a reducibility wall of height two. Further we have $L(\frac{1}{2}, 0, -\frac{1}{2}) = \zeta(L([-\frac{1}{2}, \frac{1}{2}], 0))$ and $L(1, 0, -1) = \zeta(L([-1, 0, 1]))$. Hence we get

$$\Sigma(S, U, (\nu_1, 0, -\nu_1)) = \begin{cases} 
(1^3) + 2(2, 1) + (3), & \nu_1 < \frac{1}{2}, \\
(2, 1) + (3), & \nu_1 = \frac{1}{2}, \\
-(1^3) + 0(2, 1) + (3), & \frac{1}{2} < \nu - 1 < 1, \\
(3), & \nu_1 = 1, \\
(1^3) + 0(2, 1) + (3), & \nu_1 > 1.
\end{cases}$$

11.4. Finally consider $N = 4$:
\( S = (4) \): We have \( \nu = (0) \) and
\[
\Sigma(S, U, \nu) = \begin{cases} 
(1^4), & U = ([-\frac{3}{2}, -\frac{1}{2}, \frac{1}{2}, \frac{3}{2}]), \\
(1^4) + (2, 1^2), & U = ([1, 0, 1], 0), \\
(1^4) + \lambda_2 + (2^2) = (0, 1), & U = ([\frac{1}{2}, \frac{1}{2}, -\frac{1}{2}, \frac{1}{2}]), \\
(1^4) + 2(2, 1^2) + (2^2) + (3, 1), & U = ([\frac{1}{2}, \frac{1}{2}], 0, 0), \\
(1^4) + 3(2, 1^2) + 2(2^2) + 3(3, 1) + (4), & U = (0, 0, 0, 0).
\end{cases}
\]

\( S = (2, 2), U = ([-\frac{1}{2}, \frac{1}{2}] \otimes [-\frac{1}{2}, \frac{1}{2}]) \): We have \( \nu = (\nu_1, -\nu_1) \) and
\[
\mathfrak{M}(S, U, \nu) = ([\frac{1}{2} + \nu_1, \frac{1}{2} + \nu_1], [-\frac{1}{2} - \nu_1, \frac{1}{2} - \nu_1]).
\]

Hence \( X(S, U, \nu) \) is reducible for \( \nu_1 = \frac{1}{2} \) and \( \nu_1 = 1 \), and both are reducibility walls of height one. For \( \nu_1 < \frac{1}{2} \), \( L(S, U, \nu) \) is unitary and for \( \nu_1 > 1 \) we are nearby infinity. Hence we can calculate both signature characters ((4.3) and (8.4)ff):
\[
\Sigma(L(S, U, \nu)) = \begin{cases} 
(1^4) + (2, 1^2) + (2^2), & \nu_1 < \frac{1}{2}, \\
(1^4) - (2, 1^2) + (2^2), & \nu_1 > 1.
\end{cases}
\]

For \( \frac{1}{2} < \nu_1 < 1 \) we can use the conjecture (9.6) to cross one of the reducibility walls. Hence the conjecture implies in this case the following both equalities
\[
\Sigma(L(S, U, \nu)) = (1^4) - (2, 1^2) + (2^2) - 2\Sigma(L(-\frac{3}{2}, -\frac{1}{2}, 1, \frac{3}{2})),
\]
\[
\Sigma(L(S, U, \nu)) = (1^4) + (2, 1^2) + (2^2) - 2\Sigma(L(-1, 0, 1, 0)).
\]

The right hand sides coincide and we get conjecturally for \( \nu = (\nu_1, -\nu_1) \) and \( \frac{1}{2} < \nu_1 < 1 \):
\[
\Sigma(L(S, U, \nu)) = -(1^4) - (2, 1^2) + (2^2).
\]

Finally we can now again use (9.6) to compute
\[
\Sigma(L(S, U, (\nu_1, -\nu_1))) = \begin{cases} 
(2^2), & \nu_1 = \frac{1}{2}, \\
-(2, 1^2) + (2^2), & \nu_1 = 1.
\end{cases}
\]

\( S = (2, 2), U = (0, 0) \otimes (0, 0) \): We have \( \mathfrak{M}(S, U, \nu) = (\nu_1, \nu_1, -\nu_1, -\nu_1) \) for \( \nu_1 > 0 \). The only reducibility wall is at \( \nu_1 = \frac{1}{2} \) and it is of height 4. For \( \nu_1 < \frac{1}{2} \) we are in the unitary case, for \( \nu_1 > \frac{1}{2} \) we are nearby infinity, and for \( \nu_1 = \frac{1}{2} \) we have \( L(\frac{1}{2}, \frac{1}{2}, -\frac{1}{2}, -\frac{1}{2}) = \zeta(L([-\frac{1}{2}, \frac{1}{2}]), [-\frac{1}{2}, \frac{1}{2}])) \). Hence:
\[
\Sigma(L(S, U, (\nu_1, -\nu_1))) = \begin{cases} 
(1^4) + 3(2, 1^2) + 2(2^2) + 3(3, 1) + (4), & \nu_1 < \frac{1}{2}, \\
(2^2) + (3, 1) + (4), & \nu_1 = \frac{1}{2}, \\
(1^4) - (2, 1^2) + 2(2^2) - (3, 1) + (4), & \nu_1 > \frac{1}{2}.
\end{cases}
\]
\[ S = (1, 2, 1), \quad U = (0) \otimes [-\frac{1}{2}, \frac{1}{2}] \otimes (0): \text{ We have } \mathfrak{M}(S, U, \nu) = (\nu_1, [-\frac{1}{2}, \frac{1}{2}], -\nu_1) \text{ for } \nu_1 > 0. \text{ The reducibility walls are at } \nu_1 = \frac{1}{2} (\text{height one}) \text{ and } \nu_1 = \frac{3}{2} (\text{height two}). \text{ As above we get}
\]
\[
\sum(L(S, U, \nu)) = \begin{cases} 
\frac{7}{2} (1^4) + 2(2, 1^2) + (2^2) + (3, 1), & \nu_1 < \frac{1}{2}, \\
\frac{7}{2} (\frac{1}{2}, 1^2) + 0(2^2) + (3, 1), & \nu_1 = \frac{1}{2}, \\
\frac{7}{2} (1^4) - (2, 1^2) + 0(2, 2) + (3, 1) + (4), & \frac{1}{2} < \nu_1 < \frac{3}{2}, \\
\frac{7}{2} (2^2) - (3, 1), & \nu_1 = \frac{3}{2}, \\
\frac{7}{2} (1^4) + 0(2, 1^2) - (2^2) + (3, 1), & \nu_1 > \frac{3}{2}. 
\end{cases}
\]
\[ S = (1, 1, 1, 1), \quad U = (0) \otimes (0, 0) \otimes (0): \text{ Here is } \mathfrak{M}(S, U, \nu) = (\nu_1, 0, 0, -\nu_1) \text{ for } \nu_1 > 0. \text{ The reducibility walls are at } \nu_1 = \frac{1}{2} (\text{height one}) \text{ and } \nu_1 = 1 (\text{height four}). \text{ We get}
\]
\[
\sum(L(S, U, \nu)) = \begin{cases} 
\frac{7}{2} (1^4) + 3(2, 1^2) + 2(2^2) + 3(3, 1) + (4), & \nu_1 < \frac{1}{2}, \\
\frac{7}{2} (\frac{1}{2}, 1^2) + (2, 2) + 2(3, 1) + (4), & \nu_1 = \frac{1}{2}, \\
\frac{7}{2} (1^4) - (2, 1^2) + 0(2, 2) + (3, 1) + (4), & \frac{1}{2} < \nu_1 < 1, \\
\frac{7}{2} (3, 1) + (4), & \nu_1 = 1, \\
\frac{7}{2} (1^4) - (2, 1^2) + 0(2, 2) + (3, 1) + (4), & \nu_1 > 1. 
\end{cases}
\]
\[ S = (1, 1, 1, 1): \text{ Here we have } \mathfrak{M}(S, U, \nu) = (\nu_1, \nu_2, -\nu_2, -\nu_1) \text{ with } \nu_1 > \nu_2. \text{ There are four reducibility walls, namely those given by the conditions } \nu_1 = \frac{1}{2} (\text{height one}), \nu_1 + \nu_2 = 1 (\text{height two}), \nu_2 = \frac{1}{2} (\text{height one}), \text{ and } \nu_1 - \nu_2 = 1 (\text{height two}). \text{ We know that the signature character does not change if we cross walls of height two (9.14) and we can use (9.11) to calculate } \sum(L(S, U, \nu)) \text{ for those } \nu \text{ such that } X(S, U, \nu) \text{ is irreducible:}
\]
\[
\sum(L(S, U, \nu)) = \begin{cases} 
\frac{7}{2} (1^4) + 3(2, 1^2) + 2(2^2) + 3(3, 1) + (4), & \nu_2 < \nu_1 < \frac{1}{2}, \\
\frac{7}{2} (1^4) - (2, 1^2) + 0(2^2) + (3, 1) + (4), & \nu_2 < \frac{1}{2} < \nu_1, \\
\frac{7}{2} (1^4) - (2, 1^2) + 2(2^2) - (3, 1) + (4), & \frac{1}{2} < \nu_2 < \nu_1. 
\end{cases}
\]
\[ \text{For representations lying on a single reducibility wall we can use (9.11) if this wall is of height one:}
\]
\[
\sum(L(S, U, \nu)) = \begin{cases} 
\frac{7}{2} (2^2) + (3, 1) + (4), & \nu_2 < \nu_1 = \frac{1}{2}, \\
\frac{7}{2} (2^2) + (3, 1) + (4), & \frac{1}{2} = \nu_2 < \nu_1 < \frac{3}{2}, \\
\frac{7}{2} (2^2) + (3, 1) + (4), & \frac{1}{2} = \nu_2 < \frac{3}{2} < \nu_1, 
\end{cases}
\]
\[ \text{For representations lying on a single reducibility we use the Zelevinsky involution if this wall is of height two:}
\]
\[
\sum(L(S, U, \nu)) = \begin{cases} 
\frac{7}{2} (2^2) + (3, 1) + (4), & \nu_2 = 1 - \nu_1 < \frac{1}{2}, \\
\frac{7}{2} (2^2) + (3, 1) + (4), & \nu_2 = \nu_1 - 1 < \frac{1}{2}, \\
\frac{7}{2} (2^2) - (3, 1) + (4), & \nu_2 = \nu_1 - 1 > \frac{1}{2}. 
\end{cases}
\]
Finally there is a unique representation which lies on two reducibility walls, namely $L(\frac{3}{2}, \frac{1}{2}, -\frac{1}{2}, -\frac{3}{2})$ and this representation is unitary. It is the Zelevinsky dual of $L([-\frac{3}{2}, -\frac{1}{2}, \frac{1}{2}, \frac{3}{2}])$ and hence we have in this case

$$\Sigma(L(S, U, \nu)) = (4).$$
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