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Abstract

We provide a short and elementary proof for the recently proved result by G. da Prato and H. Frankowska that – under minimal assumptions – a closed set is invariant with respect to a stochastic control system if and only if it is invariant with respect to the (associated) deterministic control system.
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1 Introduction

We deal in this note with invariance of controlled stochastic differential systems. We consider a non-empty, closed subset $K \subset \mathbb{R}^n$ and ask for characterizations of invariance of $K$ with respect to a controlled stochastic differential system

\begin{align}
    dX_t &= b(X_t, u_t)dt + \sigma(X_t, u_t)dW_t, \quad t \geq 0, \\
    X_0 &= x \in \mathbb{R}^n,
\end{align}

driven by a $d$-dimensional Brownian motion $W$.

Invariance of $K$ here means that $P[X_t^{x,u} \in K] = 1$, for all $x \in K$, all times $t \geq 0$ and all admissible control processes $u$.

There exist already a lot of literature concerning invariance as well as the connected notion of viability; characterizations of both have been expressed through stochastic tangent cones (§1), viscosity solutions of second-order partial differential equations (e.g. see
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A natural approach of the notion of invariance is to look at the associated controlled ordinary differential system:

\[ x'(t) = \tilde{b}(x(t), u(t)) + \sigma(x(t), u(t))v(t), \quad t \geq 0, \]
\[ x(0) = x, \]

where \( \tilde{b}(x, u) \) denotes the Stratonovich drift \( \tilde{b}(x, u) = b(x, u) - \frac{1}{2} \sum_{i=1}^{d} \langle D_x \sigma^i(x, u), \sigma^i(x, u) \rangle \) and \( v \in L^1_{\text{loc}}([0, \infty), \mathbb{R}^n) \). For the case without control it is well known that invariance with respect to (1) is equivalent to invariance with respect to the ordinary differential system (2) (see [10], [16], [2]). Recently G. da Prato and H. Frankowska [9] proved the result on the equivalence for controlled deterministic and stochastic systems under minimal assumptions on the involved parameters. Our aim here is to provide a new, short and very elementary proof of this intuitive equivalence result.

The intuition behind our main result stems from the local asymptotics of the stochastic systems, which correspond precisely to those of the deterministic system. Reading this insight, which is well-known in numerical analysis for the given stochastic differential system, in the correct way, leads us to the proof. A central step in our investigation is to show that stochastic as well as deterministic invariance is equivalent to invariance with respect to constant controls. This permits us to pass from deterministic invariance to stochastic invariance by the classical Wong-Zakai-approach to martingale problems (which can be seen as a sort of Euler-Mayurama-scheme, too). Concerning the other direction of the proof, the necessary conditions on the parameters follow naturally from a stochastic Taylor expansion. As a crucial tool we apply optimization theory, since both invariance problems can be associated with problems of minimal distance to \( K \). Hence we can also assert an equivalence between first and second order Hamilton-Jacobi-Bellman systems.

2 Main Theorem

Let \( U \) be some compact metric space and, for \( d, n \geq 1 \), let \( b \) be a bounded and continuous map from \( \mathbb{R}^n \times U \) to \( \mathbb{R}^n \), Lipschitz in \( x \in \mathbb{R}^n \) uniformly in \( u \in U \), and \( \sigma \) a continuous map from \( \mathbb{R}^n \times U \) to \( \mathbb{R}^n \times d \), differentiable with respect to \( x \), such that \( \sigma \) and \( D_x \sigma \) are bounded and Lipschitz, both uniformly in \( u \).

Let \( W \) be a \( d \)-dimensional Brownian motion on some probability space \( (\Omega, \mathcal{F}, P) \) and \( (\mathcal{F}_t, t \geq 0) \) the filtration generated by \( W \), satisfying the usual assumptions. We denote by \( U \) the set of all \( U \)-valued processes \( (u_t) \) that are progressively measurable w.r.t. \( (\mathcal{F}_t, t \geq 0) \).

For \( (u_t) \in U \), we consider the controlled stochastic differential system:

\[ dX_t = b(X_t, u_t)dt + \sigma(X_t, u_t)dW_t, \quad t \geq 0, \]
\[ X_0 = x \in \mathbb{R}^n. \]

It is well known that under the above assumptions on \( b \) and \( \sigma \), the system (3) has a unique strong solution, which we denote by \( X^{x,u} \).

We associate to this system the usual second order operator: for \( \varphi \in C^2(\mathbb{R}^n, \mathbb{R}) \), \( x \in \mathbb{R}^n \) and \( u \in U \),

\[ \mathcal{L}_{x,u} \varphi = \langle b(x, u), \varphi(x) \rangle + \frac{1}{2} \text{tr}(D^2 \varphi(x) \sigma(x, u) \sigma^*(x, u)). \]
We denote by \( \tilde{b} \) the Stratonovich drift
\[
\tilde{b}(x, u) = b(x, u) - \frac{1}{2} \sum_{i=1}^{d} \langle D^i_x \sigma^i(x, u), \sigma^i(x, u) \rangle,
\]
where \( \sigma^i(x, u) \) is the \( i \)-th column of the matrix \( \sigma(x, u) \).

Furthermore we consider a non empty closed set \( K \subset \mathbb{R}^n \). The notion of invariance of \( K \) with respect to (3) is defined as follows:

**Definition 2.1** We say that \( K \) is invariant with respect to (3) if, for all \( x \in K, u \in U, \) and \( t \geq 0 \), \( P[X_t^{x,u} \in K] = 1 \).

We also shall introduce the deterministic system:
\[
x'(t) = \tilde{b}(x(t), u(t)) + \sigma(x(t), u(t))v(t), \quad t \geq 0 \]
\[
x(0) = x, \]

\( x(t) = \tilde{b}(x(t), u(t)) + \sigma(x(t), u(t))v(t) \) is invariant w.r.t. (4) if, for every \( x \in K, u \in U \) and \( v \in B \), the solution of (4) will be denoted by \( x^{x,u,v} \). The associated first order operator is, for \( \varphi \in C^1(\mathbb{R}^n) \),
\[
\mathcal{L}_{x,u} = \langle \tilde{b}(x, u), D\varphi(x) \rangle.
\]

**Definition 2.2** We say that a closed set \( K \) is invariant w.r.t. (4) if, for every \( x \in K, u \in A \) and \( v \in B \), \( x^{x,u,v}(t) \in K \) for every \( t \geq 0 \).

For \( \varphi : \mathbb{R}^n \rightarrow \mathbb{R} \), we denote by \( \text{Argmax}_K \varphi \) the set of \( x \in K \) such that \( \varphi \) attains a maximum at \( x \) in \( K \).

Our main result is the following theorem.

**Theorem 2.1** The following assertions are equivalent:

- a) \( K \) is invariant with respect to (3);
- b) For all \( \varphi \in C^2 \) and \( x \in \text{Argmax}_K \varphi \), it holds that
  \[
  \sup_{u \in U} \mathcal{L}_{x,u} \varphi(x) \leq 0, \quad \langle \sigma^i(x,u), D\varphi(x) \rangle = 0, \forall i \in \{1, \ldots, d\}, \forall u \in U;
  \]
- c) For all \( \varphi \in C^2 \) and \( x \in \text{Argmax}_K \varphi \), it holds that
  \[
  \sup_{u \in U} \mathcal{L}_{x,u} \varphi(x) \leq 0, \quad \langle \sigma^i(x,u), D\varphi(x) \rangle = 0, \forall i \in \{1, \ldots, d\}, \forall u \in U;
  \]
  the matrix \( A_{\varphi,x} = (a_{ij}) \) with \( a_{ij} = \langle \sigma^i(x,u), D_x \langle \sigma^j(\cdot,u), D\varphi(\cdot) \rangle(x) \rangle \)
  is symmetric and semidefinite negative;
- d) \( K \) is invariant with respect to (4);
- e) For all \( \varphi \in C^2 \) and \( x \in \text{Argmax}_K \varphi \), it holds that
  \[
  \sup_{u \in U, v \in \mathbb{R}^d} \left\{ \mathcal{L}_{x,u} \varphi(x) + \langle \sigma(x,u), D\varphi(x) \rangle \right\} \leq 0.
  \]
Lemma 2.1 The following Lemma is crucial in the proof of the Theorem.

Using again the scaling property of Brownian motion, we have, for all \( t \geq 0 \),
\[ A_{\varphi, \alpha, \sigma} = (\sigma^i \sigma^j \varphi(x))_{ij} \text{ is symmetric semidefinite negative.} \]

The following Lemma is crucial in the proof of the Theorem.

Lemma 2.1 Let \( (W_t)_{t \geq 0} \) be a standard \( \mathbb{R}^d \)-valued Brownian motion issued from 0 and \( (R_t)_{t \geq 0} \) a real stochastic process satisfying \( \lim_{t \to 0} \frac{R_t}{t} = 0 \) in probability.

Let \( (\alpha_i, 1 \leq i \leq d) \in \mathbb{R}^d, (\beta_i, 1 \leq i \leq d) \in \mathbb{R}^d, (\gamma_{ij}, (i, j) \in \{1, \ldots, d\}^2, i \neq j) \in \mathbb{R}^{d^2 - d} \) and \( \delta \in \mathbb{R} \). Suppose that, for all \( t \geq 0 \), \( P \)-a.s.,
\[
\sum_{i=1}^{d} \alpha_i W_t^i + \sum_{i=1}^{d} \beta_i (W_t^i)^2 + \sum_{1 \leq i \neq j \leq d} \gamma_{ij} \int_0^t W_s^i dW_s^j + \delta t + R_t \leq 0.
\]

Then it holds that
i) \( \alpha_i = 0 \), for all \( i \in \{1, \ldots, d\} \);
ii) the matrix \( A \in \mathbb{R}^{d \times d} \) defined by
\[
\begin{align*}
A_{ij} &= \gamma_{ij}, \text{ for } (i, j) \in \{1, \ldots, d\}^2, \text{ with } i \neq j, \\
A_{ii} &= 2\beta_i, i \in \{1, \ldots, d\},
\end{align*}
\]
is symmetric and semidefinite negative;
iii) \( \delta \leq 0 \).

Proof: It is easy to see that
\[
\sum_{i=1}^{d} \beta_i (W_t^i)^2 + \sum_{i \neq j} \gamma_{ij} \int_0^t W_s^i dW_s^j + \delta \sqrt{t} + \frac{R_t}{\sqrt{t}} \to 0, \text{ as } t \searrow 0,
\]
while,
\[
\forall t \geq 0, \sum_{i=1}^{d} \alpha_i W_t^i \overset{(d)}{=} \sum_{i=1}^{d} \alpha_i W_1^i.
\]

It follows that the left hand term of (8) divided by \( \sqrt{t} \), say \( L_t \), converges in distribution to \( \sum_{i=1}^{d} \alpha_i W_t^i \). Now the assumption \( P[L_t \leq 0] = 1 \) for all \( t > 0 \) implies that \( P[\sum_{i=1}^{d} \alpha_i W_t^i \leq 0] = 1 \), too. It follows that, necessarily \( \alpha_1 = \ldots = \alpha_d = 0 \).

Using again the scaling property of Brownian motion, we have, for all \( (i, j) \in \{1, \ldots, d\}^2 \) and for all \( t \geq 0 \),
\[
\int_0^t W_s^i dW_s^j \overset{(d)}{=} \int_0^1 W_s^i dW_s^j.
\]

By the same arguments as above, we can deduce from (8) that, \( P \)-a.s.,
\[
\sum_{i=1}^{d} \beta_i (W_t^i)^2 + \sum_{i \neq j} \gamma_{ij} \int_0^t W_s^i dW_s^j + \delta \leq 0.
\]
Let us focus now on a fixed arbitrary couple of indexes \((i, j)\) with \(i \neq j\). After conditioning by \(\sigma(W^i_s, W^j_s, s \geq 0)\), we get from (9), \(P\text{-a.s.},\)

\[
\beta_i(W^i_1)^2 + \beta_j(W^j_1)^2 + \gamma_{ij} \int_0^1 W^i_s dW^j_s + \gamma_{ji} \int_0^1 W^j_s dW^i_s + \delta + \sum_{k \neq i, j} \beta_k^2 \leq 0.
\]

(10)

Introducing the Levy area \(L_{ij} = \int_0^1 W^i_s dW^j_s - \int_0^1 W^j_s dW^i_s\), we can write:

\[
\gamma_{ij} \int_0^1 W^i_s dW^j_s + \gamma_{ji} \int_0^1 W^j_s dW^i_s = \frac{1}{2}(\gamma_{ij} + \gamma_{ji})W^i_1W^j_1 + \frac{1}{2}(\gamma_{ij} - \gamma_{ji})L_{ij}.
\]

If we substitute this in (10), it follows that, \(P\text{-a.s.},\)

\[
\frac{1}{2}(\gamma_{ij} - \gamma_{ji})E[L_{ij} | W^i_1 = W^j_1 = 0] + \delta + \sum_{k \neq i, j} \beta_k^2 \leq 0.
\]

But, even after conditioning by \(W^i_1 = W^j_1 = 0\), the distribution of \(L_{ij}\) is symmetric and of unbounded support. Consequently it holds that \(\gamma_{ij} = \gamma_{ji}\).

Since \((i, j) \in \{1, \ldots, d\}^2, i \neq j\) was chosen arbitrarily, (9) becomes now, \(P\text{-a.s.},\)

\[
\sum_{i=1}^d \beta_i(W^i_1)^2 + \sum_{i < j} \gamma_{ij}W^i_1W^j_1 + \delta \leq 0,
\]

or, equivalently,

\[
\frac{1}{2}(W_1, AW_1) + \delta \leq 0.
\]

(11)

Since the support of \(W_1\) is \(\mathbb{R}^d\), ii) and iii) follow.

\(\diamond\)

**Proof of the Theorem.** We consider the following two additional assertions, where \(u \in U\) is identified with the deterministic constant control process \(u_t = u, t \geq 0\). Notice that \(X^{x, u}\) is defined by (11) and \(x^{x, t, u, v}\) by (4).

f) For all \(u \in U, x \in K\) and \(t \geq 0, P[X^{x, t, u}_t \in K] = 1.\)

g) For all \(u \in U, x \in K\) and any admissible control \(v \in B\), the function \(x^{x, t, u, v}(t)\) takes its values in \(K\).

The proof will be organized as follows:

```
 d  g  f  a
  \
  e  c  b
```

- d) \(\Rightarrow\) g) is trivial.
• g) ⇒ f): We fix some $u \in U$ and consider a scheme which converges in distribution to the solution of the stochastic differential equation (1) with constant, deterministic control $u_t = u$. For the construction we apply the following limit theorem [12, Theorem 1, p. 698]: For all $t \geq 0$, we set $\xi_t = W_{t+1} - W_t$. The process $(\xi_t)_{t \geq 0}$ is strictly stationary and ergodic. We let $\eta_t^m = \sqrt{m} \xi_t$, $t \geq 0$, $m \geq 1$, and put

$$Y_t^m = \int_0^t \eta_s^m ds, t \geq 0.$$  

Notice that $Y^m$ is a stochastic process with differentiable trajectories. Furthermore, the process $Y^m$ converges $\omega$-wise, uniformly on compacts to $W$, as $m \to \infty$. Consequently, it converges also in distribution on pathspace. Theorem 1 from [12] tells now that the unique solution of

$$dX_t^m = \dot{b}(X_t^m, u) dt + \sigma(X_t^m, u) dY_t^m, \quad X_0^m = x,$$

converges in distribution on pathspace to $X^{x,u}$. The conditions as stated in [12] on $\sigma$ are slightly stronger than our assumptions, namely $C^2$ is required. However, the proof in [12] also holds for $\sigma$ satisfying our $C^{1,1}$-assumptions. Certainly we cannot deduce by [12, Theorem 1] a rate of convergence for $X^m \to X^{x,u}$, but we also do not need such a rate for our purposes.

We know that, by assumption, with probability 1, $X_t^m \in K$ for all $x \in K$, $t \geq 0$ and $n \geq 1$, whence we obtain the result: Indeed, if $d_K(x)$ denotes the distance from $x \in \mathbb{R}^n$ to $K$, we have

$$E[d_K(X_t)] = \lim_{n \to \infty} E[d_K(X_t^m)] = 0, \text{ for all } t \geq 0.$$  

• f) ⇒ c): Consider a constant control $u_t \equiv u \in U$ and suppose that, for all $x \in K$ and $t \geq 0$, $P[X_t^{x,u} \in K] = 1$. Let $\varphi \in C^2$ and $x \in \text{Argmax}_K \varphi$. Up to change $\varphi$ outside of some open set including $x$, we can suppose that $\varphi$, $\|D\varphi\|$ and $\|D^2\varphi\|$ are bounded. We can apply the stochastic Taylor expansion formula ([13] or [5]): for all $t \geq 0$, $P$-a.s.,

$$\varphi(X_t^{x,u}) = \varphi(x) + \sum_{i=1}^d \sigma_u^i(x) W_t^i + \sum_{i=1}^d (\sigma_u^i(x))^2 \varphi(x) \frac{(W_t^i)^2}{2} + \sum_{i \neq j} \sigma_u^i(x) \int_0^t W_s^i dW_s^j + \tilde{b}_u \varphi(x)t + R_t,$$

where $R_t$ satisfies $R_t \to 0$ in probability as $t \to 0$. We apply here the operator-notations $\sigma_u^i(x) = \langle \sigma(x, u), D\varphi(x) \rangle$ and $\tilde{b}_u \varphi(x) = \langle \tilde{b}(x, u), D\varphi(x) \rangle$.

Since $K$ is invariant for the constant control $u$ and since $x \in \text{Argmax}_K \varphi$, we have $P$-a.s., for all $t \geq 0$, $\varphi(X_t^{x,u}) \leq \varphi(x)$. Thus, $P$-a.s., for any fixed $t \geq 0$,

$$\sum_{i=1}^d \sigma_u^i(x) W_t^i + \sum_{i=1}^d (\sigma_u^i(x))^2 \varphi(x) \frac{(W_t^i)^2}{2} + \sum_{i \neq j} \sigma_u^i(x) \int_0^t W_s^i dW_s^j + \tilde{b}_u \varphi(x)t + R_t \leq 0.$$  

Now we can apply Lemma [2.1] and get exactly the claim.
• \( \text{c) } \Rightarrow \text{b) } \) becomes trivial as soon we write
\[
b_u \varphi(x) + \frac{1}{2} \text{tr}(D^2 \varphi(x) \sigma(x,u) \sigma^*(x,u)) = \frac{1}{2} A_{\varphi,x} + \tilde{b}_u \varphi(x).
\]

• \( \text{b) } \Rightarrow \text{a) } : \) The proof is adapted from the equivalent result about viability in \([6]\). It is easy to see that, if \( \text{b) } \) holds, then the map \( f : x \mapsto 1 - \mathbb{1}_K(x) \) is a supersolution of\[
\sup_{u \in U} \mathcal{L}_{x,u} f(x) = 0.
\]
We consider now a constant \( C \geq 1 \) and an uniformly continuous application \( g \) from \( \mathbb{R}^n \) to \([0,1]\) that satisfies \( g(x) = 0 \) if and only if \( x \in K \). Since, for all \( x \in \mathbb{R}^n \), \( g(x) \leq Cf(x) \), \( f \) is also a supersolution of the following Hamilton-Jacobi-Bellman equation
\[
(12) \quad \sup_{u \in U} \mathcal{L}_{x,u} f(x) + g(x) - Cf(x) = 0.
\]
But we know that the unique solution \( V \) with polynomial growth of \((12)\) can be represented as
\[
V(x) = \sup_{u \in U} E[\int_0^\infty e^{-Cs} g(X^{x,u}_s) ds].
\]
By the comparison theorem, we then have
\[
V(x) \leq f(x), \quad x \in \mathbb{R}^n.
\]
For \( x \in K \), this implies that, for all \( u \in U \), for all \( t \geq 0 \), \( P[X^{x,u}_t \in K] = 1 \).
• \( \text{a) } \Rightarrow \text{f) } \) is trivial.
• \( \text{c) } \Rightarrow \text{e) } \) is trivial.
• \( \text{e) } \Rightarrow \text{d) } \) could be deduced from \( \text{b)} \Rightarrow \text{a)} \) if \( v \) would take its values in a compact space and if \( b \) and \( \sigma \) would be replaced by suitable functions. Let us clarify this point: We fix \( x \in K \), \( v \in \mathcal{B} \) and \( u \in \mathcal{A} \). We wish to prove that
\[
x^{x,u,v}(t) \in K, \quad \text{for all } t \geq 0.
\]
For any integer \( n \geq 0 \), we can define the control \( t \mapsto v_n(t) := \pi_n(v(t)) \), where \( \pi_n \) denotes the projection onto \( \overline{B(0,n)} \).
By standard estimates, the sequence \( x^{x,u,v_n} \) converges to \( x^{x,u,v} \) uniformly on every compact intervals \([0,T]\). Obviously \( x^{x,u,v_n} \) is solution to the following control system
\[
(13) \quad x'(t) = \tilde{b}(x(t),u(t)) + \sigma(x(t),u(t))v(t), \quad u(t) \in U, v(t) \in \mathcal{B}(0,n), \quad x(0) = x,
\]
with \( (u,v) \) taking values in the compact set \( U \times \overline{B(0,n)} \). Hence we can apply the already proved relation \( \text{b) } \Rightarrow \text{a) } \) to the control system \((13)\) with \( b(x,u) \) replaced by \( \tilde{b}(x,u) + \sigma(x,u)v \), \( \sigma \) replaced by \( 0 \) and the control \( u \) replaced by \( (u,v) \). In this case the relation \((5)\) reduces to
\[
\sup_{u \in U, v \in \mathcal{B}(0,n)} \{ \mathcal{L}'_{x,u} \varphi(x) + \langle \sigma(x,u)v, D \varphi(x) \rangle \} \leq 0.
\]
Consequently, we deduce from \( \text{e) } \) that \( x^{x,u,v_0}(t) \in K, \) for all \( t \geq 0 \). By passing to the limit with respect to \( n \), we obtain that \( x^{x,u,v}(t) \in K \) for all \( t \geq 0 \). Our claim is proved.
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