Structural band-gap tuning in g-C$_3$N$_4$
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1 Introduction

Hydrogen production is a critical step in a possible future hydrogen economy.\textsuperscript{1–4} Water, due to its abundance, could be an ideal source of hydrogen in the production process. Among the various ways to split water, photocatalysis—using the sun as a source of energy and a photocatalytic material—is one of the most promising methods.\textsuperscript{5–14} However, the use of sunlight sets two important restrictions on the photo-catalytic material used as anode: First, it should be a semiconductor capable of absorbing light in the visible range of the solar spectrum (between 1.6 and 3.2 eV). Second, the H$^+/H_2$ and the O$_2/H_2O$ electrode potentials should lie in-between the edges of the conduction and valence bands. One of the most studied semiconductors for this purpose is TiO$_2$,\textsuperscript{15–25} however, its large band gap of 3.2 eV restricts adsorption to the UV range.\textsuperscript{26} The investigation of this relationship and its manifestations towards the reduction of CO$_2$ and other pollutants.\textsuperscript{28–30} which exhibits promising properties towards the reduction of CO$_2$ and other pollutants.\textsuperscript{31–35} In addition, g-C$_3$N$_4$ has shown remarkable properties toward the photocatalytic splitting of water.\textsuperscript{36,37} Also, the edges of the conduction and valence bands are in the correct position with respect to the H$^+/H_2$ reduction and O$_2/H_2O$ oxidation potentials. X-ray diffraction (XRD) shows that the distance between layers is $\sim$3.26 Å, while the in-plane lattice constant varies from 6.71 to 6.81 Å.\textsuperscript{38,39} Although the band gap is only slightly above its optimal value, the photo-catalytic activity could significantly benefit from a small band-gap reduction.

In 2009, Wang et al.\textsuperscript{38} found that the temperature at which g-C$_3$N$_4$ samples were prepared and the band gap: An increase in the temperature results in a decrease in the band gap. In the same work, the authors also report a change in the XRD peak located at 27.3° towards higher angles as the temperature increases. Similar results were found by Dong and co-workers.\textsuperscript{28} This experimental evidence strongly suggests a direct relationship between the layer separation and the band gap in g-C$_3$N$_4$, but this relationship was not explored in either of those works, as the focused was on sample preparation and characterization. The investigation of this relationship and its
underlying physics is the main focus of the present article.

It is well known that several systems exhibit a relationship between structural aspects and the band gap.\textsuperscript{37–50} Of particular interest is the similarly-layered graphene monoxide, where the band gap can be tuned through strain.\textsuperscript{51} In this case, the change of the band gap was shown to be due to large variations in the conduction band, while the valence band experiences only small changes upon deformation of the system’s geometry. This particular finding guided our own research on g-C\textsubscript{3}N\textsubscript{4}.

2 Experimental and Computational Details

2.1 Experimental Details

In a typical synthesis, 2 g of melamine monomer (TCI) were put into an alumina boat with a cover, and heated to a certain temperature in the range of 500 – 650 °C with a ramp rate of 5 °C/min\textsuperscript{−1} in a horizontal tube furnace (Carbolite MTF3216) under flowing Ar, and then the temperature was kept at the certain temperature (500, 550, 600, or 650 °C) for 4 hours. The resulting powders with color from light yellow to light brown—see the inset in the lower panel of Figure 1—were collected for use without further treatment. This change in color has been observed by other groups and is believed to be due to the change in the layer condensation and the change in the band gap of the system.\textsuperscript{37}

XRD diffraction patterns were recorded for 2θ values ranging from 5° to 60° in order. X-ray diffraction measurements were conducted with a Rigaku Ultima III diffractometer (Cu Kα radiation, X-ray wavelength of 1.54187 Å, operating at 40 keV with a cathode current of 44 mA). For visualization purposes, a running average over 20 data points has been made to plot the XRD data. The UV-Vis spectra were obtained for the dry-pressed KBr disk samples using Cary 5000 UV-Vis-NIR spectrophotometer. The spectra were recorded from 200 – 800 nm at ambient conditions.

2.2 Computational Details

Our \textit{ab initio} calculations were performed at the DFT level with the VASP code.\textsuperscript{52} We used projector augmented wave (PAW) pseudopotentials\textsuperscript{53} and a plane-wave expansion with a kinetic-energy cutoff of 983 eV. Due to the strong van der Waals interaction between the layers of g-C\textsubscript{3}N\textsubscript{4}, we used the vdW-DF exchange-correlation functional.\textsuperscript{54–56} In all cases, we relaxed our systems until the forces on all atoms were less than 1 meV/Å. We used a \textit{k}-point sampling of $5 \times 5 \times 5$ centered at the \Gamma point.

To model g-C\textsubscript{3}N\textsubscript{4}, we constructed a hexagonal supercell with lattice vectors of magnitude $a = b$ and $c$. The supercell contains two stacked tri-s-triazine units in order to simulate possible stacking configurations. Throughout this manuscript we will refer to the separation between layers as $d$, which is exactly half the lattice constant $c$, i.e. $d = c/2$. Each tri-s-triazine unit is comprised of eight N atoms and six C atoms—thus, our systems contain 28 atoms in their supercell.

We used the GW approximation at the level of $G_0W_0$ to calculate the electronic structure of the system and its band gap.\textsuperscript{57} The same approach has given excellent agreement with experiments in our previous work on this material.\textsuperscript{58} The Green’s function and the screened Coulomb interaction were calculated within DFT, where the exchange energy was treated at the level of Hartree Fock. The Green’s function and the dielectric matrix were calculated using 140 bands, while the cutoff energy for the response function was set to a value of 90 eV.

3 Results

3.1 Layer Stacking and Band Gap

We begin by reporting the experimental layer separation and band gap. XRD measurements were taken on the four g-C\textsubscript{3}N\textsubscript{4} samples prepared at 500, 550, 600, and 650 °C. In addition, the band gap of these samples was measured through the absorbance in the UV-Vis spectrum; results are shown in Figure 1. The upper panel clearly shows the peak at $\sim$27°, which increases from 27.1° to 27.3° as the temperature increases from 500 to 650 °C, corresponding to a reduction of the interlayer distance $d$ from 3.290 to 3.267 Å. In the lower panel of this figure, the Tauc plot shows that the band gap decreases from 2.75 to 2.62 eV over the same temperature range. Using ultraviolet photoelectron spectroscopy (UPS) we were able to determine that the valence bands of the samples prepared at 500, 550, and 600 °C are located 0.9 eV below the Fermi level, while the valence band of the sample prepared at 650 °C is located 1.13 eV below the Fermi level (see the supplementary materials for further details). As mentioned earlier, the behavior of the layer separation and band gap as a function of sample preparation temperature has been observed separately before,\textsuperscript{28,38,44} but a direct relationship between the lattice constant and band gap was not considered.

To explain the above experimental results, further insight into the structure of g-C\textsubscript{3}N\textsubscript{4} is needed. Unfortunately, the XRD spectra do not allow for a detailed structural analysis. While the large peak around 27° is related to the layer separation and reveals insightful information, the subtleties of the precise layer stacking is encoded in a series of peaks at higher angles (see Figures S1 and S2 in the supplementary materials), which cannot be resolved experimentally. Note that, in the upper panel of Figure 1 there is another feature around 45°, which we will analyze further below. As such, we will use a combined experimental and theoretical approach to shed...
light on the layer stacking as a function of temperature.

The layer stacking of g-C₃N₄ exhibits several (meta)stable configurations, located at local minima in the potential energy surface. To find possible stackings, we performed a quasi-random structure search, starting from more than 20 possible different stackings, which were subsequently relaxed. Surprisingly, all starting configurations relax to one of only four possible final stackings, which are depicted in Figure 2. The family of AB stackings (AB₁, AB₂, and AB₃) exhibits tri-s-triazine units in adjacent layers that are shifted with respect to each other. The nomenclature 180-AB refers to a situation where the tri-s-triazine unit in one layer is rotated 180° with respect to the adjacent layer—in this family we only find one member, which we label 180-AB₄. Interestingly, stacking the tri-s-triazine units exactly on top of each other (referred to as AA) is not amongst the local minima; it is very high in energy (see Table 1) and will not be considered further here.

Table 1 shows the lattice constants, relative energy, and band gaps of the different stacking configurations. As expected, the lattice constants a and b are almost not affected by the stacking configuration. Our values of a and b differ slightly from our own XRD measurements and other groups,³⁸ which indicate a = 6.81 Å, however, yet other groups also report a = 7.3 Å.⁵⁹ On the other hand, our results are in good agreement with the dimensions of the tri-s-triazine unit, i.e. a ≃ 7.13 Å.³⁸ Overall, we find the stacking 180-AB₄ to be lowest in energy, band gap, and layer separation, and a direct relationship between those quantities becomes apparent.

We combine our experimental and theoretical results in Figure 3, which is one of the pertinent results of our study. The two groups of points show a remarkable resemblance (with the exception of the layer separation of the 180-AB₄ structure, being predicted slightly too large), based on which we are the first to assign stacking labels—and thus detailed structural information—to the experimental results. This result suggests that the temperature at which the sample is prepared determines the stacking configuration that dominates the sample. It is important to mention that, although we find excellent agreement between experiment and theory concerning the change in the band gap as a function of layer distance, there is a discrepancy in the absolute values of the band gaps of ~0.2 eV. This discrepancy is partly the result of vdW-DF’s well-know

### Table 1

| Stacking | ΔE  | a = b | d     | E₉  |
|----------|-----|-------|-------|-----|
| AA       | 0.86| 7.174 | 3.632 | 3.15|
| AB₃      | 0.14| 7.177 | 3.313 | 3.00|
| AB₁      | 0.12| 7.178 | 3.301 | 2.93|
| AB₂      | 0.12| 7.177 | 3.296 | 2.93|
| 180-AB₄  | 0.00| 7.178 | 3.297 | 2.86|
tendency to overestimate lattice constants.\textsuperscript{60} If we calculate the band gap for the experimental lattice constants of e.g. 180-AB\textsubscript{1} (\(a = b = 6.81\) and \(d = 3.267\) Å), we find a band gap of 2.73 eV, which is within 4\% of the experimental value. Note that with the \textit{GW} method we calculate the quasi-particle gap, while our experiments measure the optical gap, and their difference is related to the exciton binding energy. As such, the remainder of the discrepancy is likely due to excitonic effects, which Wei and co-workers have found to be important in related systems.\textsuperscript{61}

The assignment of the dominating stacking configuration to the experimental data in Figure 3 is also supported by Figures S1 and S2 of the supplementary materials, where we analyze the peak in the XRD spectra around 45° further. Figure S2 of the supplementary materials shows that all of our calculated stacking configurations exhibit two peaks at 43.7° and 45.8° and that their heights gradually shift from the latter to the former with decreasing total energy. As the two peaks cannot be resolved separately in experiments, this manifests itself in a slight overall shift to lower angles of the broad peak measured, which is exactly what is observed experimentally in Figure S1 in the supplementary materials.

Although not the main focus of this paper, one interesting question remains—why do the samples assume different stacking configurations when prepared at different temperatures? We see from Table 1 and Figure 3 that increasing temperatures leads to lower-energy stackings. It is tempting to assume that the local energy minima of the higher-energy stacking configurations are “larger” (and thus easier to get trapped into) and that lower-energy stackings are separated by increasingly larger barriers that can only be overcome by sufficiently high temperatures. However, from our random-structure search we find that the first statement is not true. And, from nudged-elastic band calculations to find the transition states between stackings, we further find that the second statement is not true either—the energy barriers separating stackings are of such magnitude (on the order of 1 \(k_B T\)) that they can easily be overcome at room temperature. As such, further research is needed to answer this question and at the moment we are performing \textit{ab initio} molecular-dynamics simulations to study the behavior of this system as a function of temperature.

### 3.2 A Model System

In the previous section we made the relationship between the layer separation and the band gap explicit, providing even a linear equation in Figure 3. However, we have not yet explained the physical origin of this peculiar relationship, which is the main focus of the present section. To this end, we use the stacking configuration AB\textsubscript{1} as a model system and analyze this relationship further. Note that we could have used either of the other stackings, with only minimal changes in the results.

First, we calculate the band gap of the system as a function of the lattice constants \(a = b\) and the distance between layers \(d\); results are presented in Figure 4. From this figure it is obvious that the relation is almost perfectly linear in both dimensions and we provide the equation of the corresponding fitted plane. To explain this behavior, in Figure 5 we plot the local density of states (LDOS) of the N atom at the edge of the tri-s-triazine unit for two different lattice constants. From the figure it can be seen that, in both cases, the top of the valence band is comprised of \(s, p_x,\) and \(p_y\) states, while the bottom of the conduction band is comprised only of unoccupied \(p_z\) states. In particular, we find that the unoccupied \(p_z\) states shift towards higher energies as the lattice constant \(a\) increases from 6.81 to 7.40 Å. In general, and true for all grid points calcul-
lated in Figure 4, the $p_z$ states experience a higher energy shift than the $s$, $p_x$, and $p_y$ states, causing the band gap to increase as the lattice constant $a$ increases. The exact same behavior is found for increasing the layer separation $d$.

This is a well-known effect also observed in other systems, due to the reduction of hybridization between $p_z$ states of neighboring atoms, and we identify it here as the main mechanism underlying the structure/band gap relationship in g-$C_3N_4$. To further support this conclusion, we again use the AB$_1$ model system and calculate its band gap as the two layers are rigidly slid against each other from 0 to 0.6 Å along the unit vector $b$. This way, the hybridization between atoms of adjacent layers is forced to gradually grow. Indeed, we find that the conduction band of the system is gradually displaced towards lower energies and the band gap continuously changes from 2.93 to 2.88 eV. In summary, the hybridization and overlap of the $p_z$ states, which clearly depends on structural aspects such as the lattice constants, is the determining mechanism in the structure/band gap relationship.

We conclude this section by estimating pressures necessary to lower the band gap of g-$C_3N_4$. As can be seen in Figure 4, the largest effect would result from reducing the lattice constants $a$ and $b$—but this is technologically not feasible, in particular in a powder. On the other hand, from the same figure we know also the change in the band gap with layer separation $d$, and we also know the total energy as a function of $d$. As such, we can calculate the pressure required to reach a particular layer separation and can then relate this to the band gap, as can be seen in Figure S3 of the supplementary materials. Overall, we find that fairly large pressures are required and the band gap changes by 0.03 eV for every GPa of pressure along the c-axis. On the other hand, it may be possible to change the in-plane lattice constant of g-$C_3N_4$ by growing it on a lattice-mismatch substrate such as graphite, boron nitride, or metals with hexagonal structures. Of particular promise is Sc, which exhibits the necessary hexagonal symmetry with a lattice constant of 3.31 Å when cleaved along the [0001] plane, potentially resulting in a band gap of 2.51 eV (according to our fit from Figure 3).

### 3.3 Generalization to g-$C_3N_4$

In the previous section we found that the hybridization of $p_z$ states is responsible for the almost linear relationship between the lattice constants and band gap in the model AB$_1$ system. However, these results are easily generalized to the other stackings and in Figure 6 we plot the LDOS of the N atom at the edge of the tri-$s$-triazine unit for the various stackings considered. As expected, the conduction band in all four systems is comprised only of $p_z$ states and the band gap is governed by the position of these states. In all cases the band gap is susceptible to stress and to the stacking configuration adopted by the system through the same mechanism, i.e. the conduction band of all stackings experiences large variations, while the valence band experiences only small shifts upon changes in the geometry of the system.

This mechanism also explains the findings of Li et al., where oxygen doping was found to decrease the band gap of g-$C_3N_4$ by 0.21 eV. We now know that the influence of oxygen upon the electronic structure and thus the band gap is mostly indirect, in that it changes the layer separation from 3.26 Å to 3.24 Å and thus indirectly influences the band gap through our proposed mechanism. This opens the door for a different line.

---

**Fig. 5** LDOS of the N atom at the edge of the tri-$s$-triazine unit, resolved into the states $s$, $p_x$, $p_y$, and $p_z$. The upper and lower panel show the LDOS for different lattice constants.

**Fig. 6** LDOS of the N atom at the edge of the tri-$s$-triazine unit. The LDOS has been resolved into the states $s$, $p_x$, $p_y$, and $p_z$. 

---
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of research, where the main focus is on decreasing the layer separation by means of doping or intercalating g-C₃N₄—a direction we are already actively pursuing.

4 Summary

In this work we combine experimental spectroscopy and ab initio calculations to study the g-C₃N₄ system. We have shown that the band gap of g-C₃N₄ depends on the stacking configuration and, more generally, it depends on the lattice constants in an almost perfectly linear relationship. We explain this peculiar finding by analyzing the density of states and find that the top of the valence band in this system is comprised of $p_x$ and $p_y$ states, while the bottom of the conduction band is comprised of $p_z$ states only. As the lattice constants decrease, the increase of overlap between $p_z$ states of neighboring atoms causes them to experience a higher energy shift than the $s$, $p_x$, and $p_y$ states. As a consequence, the band gap shrinks.

Our main finding is the uncovering of this underlying mechanism that controls the structure/band gap relationship. Knowledge and understanding of this mechanism is essential for further band-gap tuning of g-C₃N₄ for the purpose of photocatalysis, where it controls the frequency of light absorbed and thus the efficiency of such devices. Our main point is that band-gap tuning should focus on decreasing the lattice constants of this system. Although we show that this is possible through high external pressure, we believe that doping, intercalating, or stress created by lattice mismatch is the most promising way to tune the band gap of g-C₃N₄.
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I. ULTRAVIOLET PHOTOELECTRON SPECTROSCOPY

Ultraviolet photoelectron spectroscopies (UPS) were obtained on a PHI Versa Probe II scanning XPS microprobe, Physical Electronics, equipped with a Pre-vac UV source (UV40A). The UPS radiation is generated by a He-gas discharge lamp (He I = 21.22 eV; UV source settings: $I_{\text{emis}} = 100$ mA, $U_{\text{source}} = 0.52$ kV, $P_{\text{He}} = 9.6 \times 10^{-2}$ mbar), and measurements were made using the He I excitation (21.2 eV) and recorded with a constant pass energy of 1.75 eV in the ultrahigh vacuum chamber of the XPS instrument. Samples were placed at normal incidence to the analyzer. The source to analyzer angle was set to 45°. During the measurement, both e-gun and Ar gun were turned on for neutralization. The pressure in the main chamber was $2.6 \times 10^{-7}$ Pa. Samples were loaded in the UHV chamber overnight to allow sample degasing and to let the UHV pressure drop below $1 \times 10^{-6}$ Pa.

Figure S4 shows a series of UPS spectra for the four g-C$_3$N$_4$ samples prepared at 500, 550, 600, and 650 °C in the valence band region. In particular, the $E_{\text{VB}}$ positions, based on linear extrapolation, are shown and numerical values are collected in Table S1. Because the samples are insulators at room temperature, their work function cannot be measured by standard bias techniques using UPS.

$^\text{I. Experimental Conditions}$$^\text{I. Experimental Conditions}$

| Temperature | $E_g$  | $E_{\text{VB}}$ | $E_{\text{CB}}$ |
|-------------|-------|----------------|----------------|
| 500 °C      | 2.75  | −0.90          | 1.85           |
| 550 °C      | 2.69  | −0.90          | 1.79           |
| 600 °C      | 2.68  | −0.90          | 1.78           |
| 650 °C      | 2.62  | −1.13          | 1.49           |
FIG. S1. Enlarged experimental XRD spectra around the peak at \( \sim 45^\circ \) for the g-C\(_3\)N\(_4\) samples prepared at 500, 550, 600, and 650 °C.

FIG. S2. Calculated XRD spectra at higher angles for the four g-C\(_3\)N\(_4\) stacking configurations.
FIG. S3. (top) Pressure vs. layer separation $d$ in the AB$_1$ stacking of g-C$_3$N$_4$. (bottom) Band gap of AB$_1$ as a function of the applied pressure along the $c$ axis.

FIG. S4. UPS spectra in the valence band region of the four g-C$_3$N$_4$ samples prepared at 500, 550, 600, and 650 °C. The inset shows the full spectra between $-1$ and 13 eV.