Clustering and Classification Based on Distributed Automatic Feature Engineering for Customer Segmentation
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Abstract: To beat competition and obtain valuable information, decision-makers must conduct in-depth machine learning or data mining for data analytics. Traditionally, clustering and classification are two common methods used in machine mining. For clustering, data are divided into various groups according to the similarity or common features. On the other hand, classification refers to building a model by given training data, where the target class or label is predicted for the test data. In recent years, many researchers focus on the hybrid of clustering and classification. These techniques have admirable achievements, but there is still room to ameliorate performances, such as distributed process. Therefore, we propose clustering and classification based on distributed automatic feature engineering (AFE) for customer segmentation in this paper. In the proposed algorithm, AFE uses artificial bee colony (ABC) to select valuable features of input data, and then RFM provides the basic data analytics. In AFE, it first initializes the number of cluster \( k \). Moreover, the clustering methods of \( k \)-means, Wald method, and fuzzy c-means (FCM) are processed to cluster the examples in variant groups. Finally, the classification method of an improved fuzzy decision tree classifies the target data and generates decision rules for explaining the detail situations. AFE also determines the value of the split number in the improved fuzzy decision tree to increase classification accuracy. The proposed clustering and classification based on automatic feature engineering is distributed, performed in Apache Spark platform. The topic of this paper is about solving the problem of clustering and classification for machine learning. From the results, the corresponding classification accuracy outperforms other approaches. Moreover, we also provide useful strategies and decision rules from data analytics for decision-makers.
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1. Introduction

With the rapid changes of the marketing environment, it is fiercely competitive and is becoming more and more complicated for decision-making [1,2]. The decision-makers always want to process data analytics to pursue the maximum profits. To make profits, the primary task is to discover the useful information of customers. In addition, there is a need to carry out strategies for customer segmentation to promote the number of customers and amount of consumption [3–5]. Generally, a dataset obtained from marketing always includes much raw data, such as products and items. It is hard for machine mining to find the useful information between customer, transaction log, and purchase behavior. It is also
impossible to make an effective strategy based on the basic statistics, because it may not be able to find the useful decision information.

In related works, RFM and clustering are used for customer segmentation. RFM means recency, frequency, and monetary value for marketing analysis [6–8]. It can analyze the important information for purchase amount, sales volume, and customer behavior, and it is a useful preprocess method for data analytics. For the clustering method, it is a process of aggregating datasets into different segmentations according to their similarities. It is a widely used algorithm in marketing analytics [9–12]. Recently, the integration of RFM and clustering provides more useful information for customer segmentation [13]. Combining clustering and RFM, it can adopt different strategies for various customers according to the results of clustering [14–18]. The hybrid of clustering and RFM is, indeed, able to divide the customers well, but it lacks interpretation and verification means [19]. The clustering method also needs to guess the initial number of clusters. Although several methods for guessing the initial number of clusters have been developed, they cannot clearly reflect the differences between variant customers and are difficult to use in real applications [20]. The classification method, such as a decision tree, could discover rules for decision-making [21]. A classification and regression tree (CART) uses the Gini index to create tree-like rules for decision-makers, and could provide useful information. However, CART could ameliorate the classification accuracy by improving the Gini index [22,23].

To solve the above drawbacks, AFE is a novel way to develop strategies for selecting useful subset features. It can find these useful features in datasets to generate a new set of features for clustering, and can promote the performance by deleting the irrelevant feature and the redundant features [24]. Moreover, it can initialize the number of clusters for clustering and adjust the value of parameters for classification. In this paper, we propose the most up-to-date issue of clustering and classification based on distributed automatic feature engineering for customer segmentation. In the proposed algorithm, AFE uses ABC to select valuable features and initialize the number of clusters. RFM provides the basic data analytics. The clustering methods of $k$-means, Wald method, and FCM are processed for customer segmentation. The classification method of an improved fuzzy decision tree generates classification accuracy and decision rules. AFE also determines the value of the split number in the improved fuzzy decision tree to increase classification accuracy. The proposed clustering and classification based on automatic feature engineering for customer segmentation is distributed performed in Apache Spark platform. It is dedicated to ameliorating the performance of machine learning in computer and engineering science and symmetry. The contributions of this paper are as follows:

- To use clustering technologies of Wald method, $k$-means, and FCM, which provides better clustering for customer segmentation.
- The proposed classification algorithm of the improved fuzzy decision tree can ameliorate the classification accuracy and provides decision rules for decision-makers.
- The proposed algorithm integrates the symmetry merit of clustering and classification for machine learning.
- AFE is used to select the useful features and adjust the number of clusters and the value of parameters of the improved fuzzy decision tree.
- Apache Spark provides the distributed environment for these above methods to improve the performance.
- We provide some useful strategies and decision rules for decision-makers.

We organize the sections in this paper as follows. First, we introduce the related approaches about AFE, RFM, Wald method, $k$-means, FCM, and the decision tree in Section 2. We present the proposed method of clustering and classification based on distributed AFE and data used in Section 3. In Section 4, we present results and discussions. Section 5 contains conclusions and suggestions.
2. The Related Approaches

In this section, we introduce the related approaches in the proposed methods. These approaches include AEF, RFM, \(k\)-means, Ward method, FCM, and the decision tree.

2.1. The Introduction of AFE and RFM

AFE is an important data preprocessing in many applications. It can ameliorate the performance of the classifier, because it can build models using the important selected features. In AFE, we use the wrapper method to assess the quality of selected features. It creates a subset of features by adopting the accuracy rate of the classifier as the performance measure, and then the classifier assesses the quality of the feature subset. Thereafter, the feature subset with the best performance is set as the selected features.

For RFM, it means recency, frequency, and monetary. It is a useful tool to rank customers in certain categories in numerical values. For recency, this means that customers have purchased products and it is more likely that they will remember the products for subsequent purchases [25]. The frequency of customers’ transactions may be affected by product type, purchase price, replenishment, or replacement demand. For monetary, the value of currency comes from the profit margin between the customer and the expenditure during the transaction.

2.2. The Introduction of \(k\)-Means, Ward Method, and FCM

\(k\)-means is one of the famous unsupervised learning techniques for cluster analysis. Cluster analysis is used to aggregate or divide a dataset into several clusters according to the similarity value. For \(k\)-means, it needs to decide the number of clusters (\(k\)) in advance. It starts with randomly generated centroids and iteratively calculates new centroids to converge to the final clusters. There are four steps in \(k\)-means [26].

Step 1: The positions of \(k\) centroids are generated randomly.

Step 2: Each data point in the dataset will be assigned to its nearest centroid, and then new centroids are generated.

Step 3: To recalculate the new clusters by assigning all data points to their nearest centroids, and then new clusters are created.

Step 4: The process will be iterated between step 2 and step 3 until the stop criteria has been met.

Ward method uses the minimum within-cluster variance to generate clusters. The method uses the error sum of squares (ESS) to calculate the distances from data points to the \(m\)th cluster. It is defined as the following equation:

\[
ESS_m = \sum_{l=1}^{k} \| X_{lm} - \bar{X}_m \|^2
\]

\[
ESS = ESS_1 + ESS_2 + \cdots + ESS_k
\]

where \(\bar{X}_m\) is the centroid of the \(m\)th cluster, and \(X_{lm}\) is the \(l\)th data point in the \(m\)th cluster.

Fuzzy c-means are one of the famous clustering techniques that assigns every data point (\(n\)) in a dataset belonging to every cluster (\(m\)) with a certain fuzzy value [27]. The fuzzy membership value is calculated as follows:

\[
\mu_{nm} = \frac{1}{\sum_{l=1}^{k} \left( \frac{\| X_n - \bar{X}_m \|^2}{\| X_n - \bar{X}_l \|^2} \right)}
\]

where \(\mu_{nm}\) is the fuzzy membership value for the data point \(X_n\) belonging to the \(m\) cluster.

2.3. The Introduction of the Decision Tree

A decision tree is a tree structure that contains one root node, internal nodes, and leaf nodes [28]. Each leaf node corresponds to a decision rule. The root node and the internal
node correspond to the attribute test that selects the best split data and the partition threshold of this attribute. Each node will divide the dataset into two nodes, respectively, according to the test attribute. The root node contains all the data points of the dataset, and so recursively moves down to the leaf node. Figure 1 shows the tree structure of a decision tree.

![Decision Tree Diagram](image)

**Figure 1.** The tree structure of a decision tree.

The Gini index is used to select the best explanatory variable and determine the split point of the best dichotomy of the explanatory variable. If there are $k$ classes with the probability of data points belonging to class $l$ for classification problems, the Gini index of the probability distribution is presented as follows [29]:

$$Gini(p) = 1 - \sum_{l} P_l^2$$  \hspace{1cm} (4)

If a dataset $T$ with $n$ data points is split into $k$ subsets $\{T_1, T_2, \cdots, T_k\}$ with sizes $\{n_1, n_2, \cdots, n_k\}$, respectively, the Gini index of the split data is given by the following equation:

$$Gini_{split}(T) = \sum_{l=1}^{k} \frac{n_l}{n} Gini(T_l)$$  \hspace{1cm} (5)

If a dataset $T$ is divided into two parts: $T_1$ and $T_2$, according to whether the characteristic $a$ takes a specific value or not:

$$T_1 = \{(x, y) \in T | T(x) = a\}, \ T_2 = T - T_1$$  \hspace{1cm} (6)

Under a binary decision tree, the Gini index of dataset $T$ is defined as follows:

$$Gini(T, A) = \frac{m_1}{n} Gini(T_1) + \frac{m_2}{n} Gini(T_2)$$  \hspace{1cm} (7)

The Gini index represents the uncertainty for a dataset. The higher the Gini index is, the higher the purity of classification will be.

3. Methods and Data

In this paper, we propose clustering and classification based on distributed AFE. In the proposed algorithm, it is based on Apache Spark with AFE, RFM, Wald method, $k$-means, FCM, and the improved fuzzy decision tree. Spark is an open and useful platform for large-scale data processing [30,31]. Moreover, it can run fast analytics against data of any size with in-memory execution. Figure 2 shows the architecture of the proposed algorithm. In Spark, AFE is the driver and main program that controls worker nodes to start or stop processes. Cluster manager dominates the resources of CPU and memory in the Spark
platform. Worker nodes are processes which run computations according to the driver program. Figure 3 presents the flow chart of the proposed algorithm. In Figure 3, AFE selects useful features, determines the number of clusters ($k$), and adjusts the value of the split number for the improved fuzzy decision tree. Wald method, $k$-means, and FCM are executed to calculate the samples as predetermined clusters from AFE. Thereafter, the improved fuzzy decision tree is executed to generate decision rules and ameliorate the classification accuracy for decision-makers. It is noted that the value of the split number of the improved fuzzy decision tree is also determined by AFE. Finally, the proposed clustering and classification based on distributed AFE is recursively processed until the stop criterion has been met.

Figure 2. The proposed clustering and classification based on distributed AFE.

Figure 3. The flow chart of the proposed clustering and classification based on distributed AFE.
In this paper, a supermarket provides the dataset from 1 January 2017 to 31 December 2018. There are 4376 customers, 105,170 transaction logs, and 11,171 products. This dataset is well preprocessed, and there are no missing values in this dataset. The detailed dataset is described in Table 1.

| Data       | Number of Data | Number of Fields |
|------------|----------------|------------------|
| Customers  | 4376           | 9                |
| Transaction logs | 105,170     | 10               |
| Products   | 11,171         | 32               |

There are 11,171 products in this dataset. The top 5 most-bought products for all customers are shown in Figure 3. These products include rice, milk, tissue paper, oil, and laundry detergent as shown in Figure 4.

![Figure 4. The top 5 most-bought products.](image)

Because there are many products in the dataset, it is very important to distinguish valuable features (products) and the number of clusters (customer segmentation). Traditionally, grid search is used to search intervals. It will not take intolerable computing power when the search interval is very large. On the other hand, it is impossible to render a satisfactory performance for setting this search interval [32]. We implement AFE to solve this problem. In AFE, \( N \) is the number of products, \( k \) is the cluster number, and \( a \) is the value for dividing a dataset \( T \) into two parts. The representation of solution \( S_i = [s_{i1}, s_{i2}, \cdots, s_{iN}, k_i, a_i] \) is set in the artificial bee colony (ABC). The artificial bee colony (ABC) algorithm simulates the bee function of employees, onlookers, and scouters [33]. The initially generated number of the population is \( \theta = 50 \) of \( m \)-dimension.

\[
f(y_i), y_i \in R^m, \quad i \in \{1, 2, 3, \cdots, \theta\}
\]

where \( y_i = [y_{i1}, y_{i2}, \cdots, y_{im}] \) is the position, \( m = N + 2 \), \( f(y_i) \) is the object value (classification accuracy) of the \( i^{th} \) solution. A feasible position \( P_i = [p_{i1}, p_{i2}, \cdots, p_{im}] \) from \( y_i \) is updated according to the following equation:

\[
s_{ij} = y_{ij} + \mu \cdot (y_{ij} - y_{kj})
\]
where \( s_{ij} \) is a new feasible solution, \( k \in \{1, 2, 3, \ldots, \theta \} \) and \( j \in \{1, 2, 3, \ldots, m \} \), \( k \) is different from \( j \), and \( \mu \) is a random number in \([-1, 1]\). For the onlooker, it assesses the information on nectar from all employees. The probability of choosing a solution by the onlooker is defined as follows:

\[
P_i = \frac{\text{Obj}_i}{\sum_{n=1}^{\theta} \text{Obj}_n}
\]

(10)

where \( \text{Obj}_i \) is the value of the \( ith \) solution with the object value \( f(y_i) \). If it cannot find any further solution, these employed bees will become scout bees. Therefore, the solution is abandoned. The new solution is chosen by the scout bee as follows:

\[
y_j = y^{\text{min}}_j + \alpha \left(y^{\text{max}}_j - y^{\text{min}}_j\right)
\]

(11)

where \( \alpha \) is a random number in \([0, 1]\), and \( y^{\text{min}}_j \) and \( y^{\text{max}}_j \) are the low bound and upper bound for the solution of dimension \( j \).

After selecting features, RFM is used to aggregate related information. For recent purchase date, this is the number of days from the last purchase day to the beginning day. The smaller the calculation value is, the more recently the customer has purchased goods in the supermarket. In contrast, if the value is higher, the customer has not purchased goods in the supermarket for a long time. For frequency of purchase, this means the number of times that a customer purchases products from 1 January 2017 to 31 December 2018. The higher the value is, the more frequently the customer purchases. In contrast, the smaller the value is, the less frequently the customer purchases. For monetary, this is the average total amount of products purchased by customers from 1 January 2017 to 31 December 2018. The higher the value is, the higher the customer’s consumption ability is.

Thereafter, \( k \)-means, Ward method, and FCM are used for clustering. The majority of labels (target variables) for the above three methods will be set as the label of customer segmentation. This process will be repeated until the label of samples has been completely distinguished. The performance of clustering is evaluated by the proposed improved fuzzy decision tree. In the improved fuzzy decision tree, we modify the Gini index to ameliorate the classification performance. Let \(|T|\) be the sum of membership values in a fuzzy set of dataset \( T \). If the dataset \( T \) is split into \( k \) fuzzy subsets \( \{T_1, T_2, \ldots, T_k\} \), the Gini index of the split data is calculated by the following equation [34]:

\[
\text{Gini}(T) = 1 - \sum_{l=1}^{k} \left( \frac{|T_l|}{|T|} \right)^2
\]

(12)

\[
\text{Gini}_{\text{split}}(T) = \sum_{l=1}^{k} \frac{|\mu_l|}{|\mu|} \text{Gini}(T_l)
\]

(13)

where the sum of membership values for all data points in fuzzy set \( T_l \) is \(|\mu_l|\). The sum of membership values in the fuzzy set \( T \) is \(|\mu|\). It is noted that the membership values are obtained from the method of FCM.

4. Results and Discussions

In the proposed algorithm, the best number of customer segmentation is \( k = 4 \), obtained from AFE. Then, \( k \)-means, Ward method, and FCM use \( k \) to find the label for all samples. Finally, we use the improved fuzzy decision tree to discover six decision rules. The proposed clustering and classification based on distributed AFE is processed in Spark. In Spark, we use the broadcast variables to send a read-only value to worker nodes for starting or stopping operation. Figure 5 shows the tree structure of customer segmentation.
According to the rules of the improved fuzzy decision tree, we summarize four customer segmentations, namely high-value customer (#4), loyal customer (#1), potential customer (#2), and lost customer (#3). These decision rules are shown in Table 2.

Table 2. The decision rules of four customer segmentations.

| Customer Segmentation       | Rules                                                                 |
|-----------------------------|----------------------------------------------------------------------|
| High-value customer (#4)    | The purchase time is less than 312.5 days, and the transaction amount is more than CNY 2490. |
|                             | The purchase time is more than or equal to 312.5 days, and the transaction amount is more than CNY 2469. |
| Loyal customer(#1)          | The purchase time is less than 312.5 days, the transaction amount is more than or equal to CNY 936.6, and the transaction amount is less than CNY 2490. |
|                             | The purchase time is more than or equal to 312.5 days, the transaction amount is more than or equal to CNY 933, and the transaction amount is less than CNY 2469. |
| Potential customer(#2)      | When the purchase time is less than 312.5 days, the transaction amount is less than CNY 936.6. |
| Lost customer(#3)           | When the purchase time is more than or equal to 312.5 days, the transaction amount is less than CNY 933. |

The number of customers in each segmentation is shown in Table 3, and the related proportion of customer for four segmentations is shown in Figure 6. The proportion of loyal customers (#1) is 10.96% with 480 customers, potential customers (#2) is 24.91% with 1090 customers, lost customer (#3) is 2.7% with 118 customers, and high-value customers (#4) is 61.44% with 2690 customers. It is obvious that the high-value customers play an important role in this supermarket.

Table 3. The number of customers in each segmentation.

| Customer Segmentation       | Number of Customers |
|-----------------------------|---------------------|
| Loyal customers (#1)        | 480                 |
| Potential customers (#2)    | 1090                |
| Lost customers (#3)         | 118                 |
| High-value customers (#4)   | 2690                |
Figure 6. The proportion of four customer segmentations.

Loyal customers belong to segmentation #1. In either number or purchase amount, the proportion of loyal customer segmentation is not high, at about 11%. Loyal customers are the people who come to consume frequently and spend more than a certain amount of money in all segmentations. The top five most-bought products for loyal customers are shown in Figure 7. The loyal customers have the same top five most-bought products and the same ranking as all customers.

Figure 7. The top 5 most-bought products for loyal customers.

The results show the main demographics of the loyal customers:

A. The proportion of male consumers has increased significantly (23.5%, 2018), but the main consumers are still women (76.5%, 2018).

B. Educational background in 2017 was mainly below high school (54.7%, 2017), but it changed to university in 2018 (64.4%, 2018).

C. Consumers are mostly married (92.0%, 2018).

D. In 2017, the family population was mainly concentrated in seven or more people (66.8%, 2017), but, in 2018, it was replaced by a family of three to four people (54.0%, 2018).
E. In 2017, occupation was dominated by the service industry (63.8%, 2017), but it was scattered in business (40.2%, 2018), service industry (32.0%, 2018), and housewife (21.7%, 2018) in 2018.

F. The income/month is concentrated in the range of CNY 10,000 to 15,000 (30.6%, 2018) and more than CNY 15,000 (53.5%, 2018).

Potential customers are segmentation #2. They refer to those whose last purchase time is less than 312.5 days, but the transaction amount is less than CNY 939.6. They have a certain degree of activity to the supermarket, but their purchasing power is not strong enough. For the supermarket, it can develop appropriate marketing strategies to improve their consumptions and cultivate them to the loyal customer segmentation. The top five most-bought products for potential customers are shown in Figure 8. It is noted that wine is a most-bought product for potential customers.

Figure 8. The top 5 most-bought products for potential customers.

It can be seen from the results that the potential customers have the following characteristics:

A. In terms of gender, women accounted for the majority in 2017 and 2018 (about 76%).
B. In terms of education background, they are mainly university graduates within the two years.
C. The majority of people are married, but the number of married people has decreased from 82% to 69% from the perspective of marital status from 2017 to 2018.
D. In terms of family population, the family has three to four people (about 50%), followed by more than seven people (about 30%) within two years.
E. In terms of occupation, the largest occupation is housewife, followed by business in 2017 and 2018.
F. From the perspective of family monthly income, this is CNY 5000 to 10,000 in 2017, and more than CNY 15,000 in 2018.

Lost customers belong to segmentation #3. In either number or purchase amount, it accounts for the smallest proportion of the whole customer segmentation, at about 2.7%. The supermarket owner does not want to produce this customer segmentation. However, there is no significant difference between the most-bought products purchased by the lost customers and other customers. Because there are many college students in this segmentation, students like products such as yogurt, frozen pasta, frozen fast food, and so on. Therefore, it can be found that students’ diet habits are fast and convenience-oriented.
The results show that the lost customers have the following characteristics between 2017 and 2018:

A. The female consumer is the largest proportion (66.52% and 67.14% in 2017 and 2018).
B. Education background is mainly college students (30.92% and 37.66% in 2017 and 2018).
C. The family population is mainly concentrated in three to four people (49.92%, 2017), but 12 people (29.46%, 2018) and more than seven people (28.96%, 2018) have an increasing trend.
D. The monthly income of the family changes from CNY 15,000 to CNY 50,000–10,000 between 2017 and 2018.

High-value customers have been regarded as the valuable assets of supermarkets. In supermarket information, high-value customers accounted for 61.44% of total customers, and the total transaction amount was CNY 63,059,718, which also accounted for 61.4% of the total amount. The supermarket’s sales are mainly from high-value customers, and this is the main source of customers. It is an important issue to predict the future revenue of the supermarket for high-value customers. Compared with loyal customers, high-value customers have the largest transaction amount, but, in terms of purchase time, i.e., the time from the latest consumption, it is relatively long. Therefore, it is necessary to find effective means to shorten purchase time through marketing strategy. The top five most-bought products for high-value customers are shown in Figure 9.

![Figure 9. The top five most-bought products for high-value customers.](image-url)

The results show that the high-value customers have the following characteristics between 2017 and 2018:

A. The largest proportion of consumers is male (67.14%, 2018), but the proportion of female consumers cannot be ignored (32.86% in 2018).
B. Most consumers are married, but there is a decreasing trend (77.38%, 2018)
C. The family population is more than seven people (47.54%, 2017), gradually replaced by more than three to four people (44.07%, 2018)
D. Housewife accounted for the most common job in 2017 and 2018.
E. The income/month of the family is CNY 10,000–15,000 (33.76%, 2018).

We use 80% of the dataset as training data, and the other 20% of the dataset as test data. To test the performance of the proposed algorithm, different methods, such as decision tree (DT), k-nearest neighbor (KNN), back-propagation network (BPN), and random forest (RF), are compared. DT is a pure decision tree without fuzzy function. KNN classifies data points based on the nearest neighbors, and it is similar to k-means. BPN is a useful neural network behavior, which focuses on the input/output data points. In BPN, we use three layers, and the number of the neuron is the same as the initial population of ABC. RF is an ensemble learning method that constructs multiple decision trees. Table 4 shows the results of classification accuracy, and it is noted that these compared methods are under the same condition without Spark. From Table 4, the classification accuracy of the proposed algorithm for customer segmentation is 98.49%. From Table 4, it is obvious that the proposed algorithm outperforms all compared methods. The proposed algorithm has the best classification accuracy among those well-known approaches for customer segmentation.

| Method     | Classification Accuracy |
|------------|-------------------------|
| DT         | 85.63%                  |
| RF         | 90.82%                  |
| KNN        | 80.35%                  |
| BPN        | 85.18%                  |
| The proposed algorithm | 98.49% |

5. Conclusions and Suggestions

In this paper, we propose clustering and classification based on distributed AFE for customer segmentation. The dataset has 4376 customers, 105,170 transaction logs, and 11,171 products. The proposed algorithm includes AFE, RFM, Wald method, FCM, k-means, and an improved fuzzy decision tree. In the proposed algorithm, AFE uses ABC to select valuable products for RFM, and then RFM provides the basic data analytics for customer segmentation. AFE also adjusts the number of customer segmentation k. Thereafter, k-means, Wald method, and FCM find the customers in those of four customer segmentations. The four customer segmentations are high-value customer, loyal customer, potential customer, and lost customer. Finally, AFE determines the value of the split number for the improved fuzzy decision tree. Moreover, we use the improved fuzzy decision tree to find six decision rules for decision-makers. The proposed algorithm is based on Spark, because Spark provides the distributed environment to improve the performance for data analytics. From the results, the classification accuracy of the proposed algorithm is up to 98.49%.

Finally, some marketing strategies are suggested for decision-makers. The customers in the loyal segmentation are mainly families with three to four or more than seven people, so the products with a large package usually have a certain appeal to them. According to the characteristics, potential customers are highly active to the supermarket, but the total amount is not high. The marketing suggestions are mainly to promote high unit price products and stimulate the purchase quantity to increase the total consumption amount, such as wine. The lost customers are the consumers who seldom come to consume and they buy products less. Therefore, it is necessary to increase the frequency of customers coming to the store and increase the consumption amount through marketing strategy. The composition of high-value customers is mainly married men, and most of the products purchased are related to family necessities. We advocate the combination of multiple products and lengthen the time of the series activities to improve the frequency of coming to the supermarket. In the future, Apache Spark can also be performed to predict the performance of the proposed method in the case of big data collections.
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