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Abstract

We study the space of 3d $\mathcal{N} = 6$ SCFTs by combining numerical bootstrap techniques with exact results derived using supersymmetric localization. First we derive the superconformal block decomposition of the four-point function of the stress tensor multiplet superconformal primary. We then use supersymmetric localization results for the $\mathcal{N} = 6$ $U(N)_k \times U(N + M)_{-k}$ Chern-Simons-matter theories to determine two protected OPE coefficients for many values of $N, M, k$. These two exact inputs are combined with the numerical bootstrap to compute precise rigorous islands for a wide range of $N, k$ at $M = 0$, so that we can non-perturbatively interpolate between SCFTs with M-theory duals at small $k$ and string theory duals at large $k$. We also present evidence that the localization results for the $U(1)_{2M} \times U(1 + M)_{-2M}$ theory, which has a vector-like large-$M$ limit dual to higher spin theory, saturates the bootstrap bounds for certain protected CFT data. The extremal functional allows us to then conjecturally reconstruct low-lying CFT data for this theory.
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1 Introduction and Summary

The vast majority of studies so far that apply the numerical conformal bootstrap technique \cite{1} to superconformal field theories (SCFTs) with extended supersymmetry have been performed only for operators that belong to half-BPS supermultiplets \cite{5–24}.\textsuperscript{2} Consequently, general constraints on the space of such SCFTs have been explored only when these SCFTs preserve the maximal amount of supersymmetry in their respective dimensions, because only then does the stress-energy tensor sit in a half-BPS multiplet. Our goal in this work is to perform a general study of SCFTs with $\mathcal{N} = 6$ supersymmetry in three spacetime dimensions. We will achieve this by studying the four-point function $\langle S S S S \rangle$ of the scalar superconformal primary $S$ of the stress tensor multiplet. Because $\mathcal{N} = 6$ is less than the maximal $\mathcal{N} = 8$ possible superconformal symmetry in three dimensions, the stress tensor multiplet is only 1/3-BPS \cite{27,28}.

Three-dimensional $\mathcal{N} = 6$ SCFTs provide a unique window into theories of quantum gravity via the anti-de Sitter/Conformal Field Theory (AdS/CFT) correspondence \cite{30–32}.\textsuperscript{4} Firstly, due to the large amount of supersymmetry these theories are amenable to exact computations of various protected quantities, as we will describe in more detail below. Secondly, the less-than-maximal supersymmetry allows the existence of large families of such SCFTs \cite{34,35} that interpolate between weakly-coupled theories, theories with weakly-coupled supergravity duals in both ten and eleven dimensions, and theories with weakly-coupled higher-spin duals in $AdS_4$ \cite{36}. The known examples of $\mathcal{N} = 6$ SCFTs consist of the Aharony-Bergman-Jafferis-Maldacena (ABJM) and Aharony-Bergman-Jafferis (ABJ) gauge theories with gauge groups $U(N)_k \times U(N + M)_{-k}$ \cite{34,35} or $SO(2k)_{2k} \times USp(2 + 2M)_{-k}$ \cite{35,37}, with integer $N, M$ and Chern-Simons coefficient $k$, as well as version of these theories where the gauge group is quotiented out by a discrete subgroup, where the $U$ groups are replaced

\textsuperscript{1}For reviews, see \cite{2–4}.
\textsuperscript{2}See, however, \cite{25,26}.
\textsuperscript{3}Half-BPS multiplets in 3d $\mathcal{N} = 6$ SCFTs have been studied in \cite{29}.
\textsuperscript{4}See, for instance, \cite{33} for a review.
by $SU$, or where extra $U(1)$ factors with certain Chern-Simons levels appear [38]. This set of theories is very rich, as can be seen from various limits in parameter space. In the limit $k \gg N, M$, the SCFTs are weakly coupled and one can use perturbation theory. In the limit $M, k \gg N$ with $M/k$ fixed there is a weakly-interacting higher-spin dual description in $AdS_4$. In the limit $N \gg M, k$ there is a weakly-interacting M-theory dual description. Finally, in the limit $N, k \gg M$ with $N/k$ fixed there is a weakly-interacting type IIA string dual description.

Given a known CFT, the ideal outcome of a numerical conformal bootstrap study is to show that under a certain set of assumptions the CFT is unique, or that at least some of the CFT data can be uniquely determined. This has so far been accomplished in one of two ways. The first is to find (small) islands in the space of CFT data surrounding the known CFT. If one can argue that these islands shrink to a point as precision is increased, then one can determine part of the CFT data. For instance, in the case of the 3d Ising model, a numerical bootstrap study of the four-point functions of the only two relevant operators gave allowed regions in the space of scaling dimensions of these operators that look like small islands surrounding the known values of these scaling dimensions for the Ising CFT [39–41]. Besides the 3d Ising model, there are very few other examples where similar small islands have been found with minimal physical assumptions—see, for instance, [42–45]. One can also find islands in the space of OPE coefficients multiplying semishort superconformal blocks which, due to supersymmetry, cannot be deformed into long blocks. Such islands were found for 3d $\mathcal{N} = 8$ SCFTs (which are, of course, a particular case of the 3d $\mathcal{N} = 6$ SCFTs we study here) in [9, 12], in which case exactly computable localization results for certain protected OPE coefficients were also inputted to further shrink the islands and identify them with known theories. The theories studied in [9,12] were strongly-interacting gauge theories which, in the limit where the rank of the gauge group is taken to infinity, are dual to weakly-coupled M-theory in eleven dimensions. In the present work we will find similar islands for the much larger class of 3d $\mathcal{N} = 6$ SCFTs.

The other method used to “solve” for part of the CFT data of a known CFT applies to cases where one can argue that this CFT saturates certain bounds in the limit of infinite bootstrap precision. In such a case, it is believed that there is a unique solution to the crossing equation and the CFT data can be extracted using the extremal functional method [46–48].

---

5We will find evidence from supersymmetric localization that all these more exotic versions have the same correlators we consider as certain $U(N)_k \times U(N+M)_{-k}$ or $SO(2)_{2k} \times USp(2+2M)_{-k}$ theories, so we can restrict to these standard theories for simplicity.

6Ref. [49] showed that it is sometimes possible that there could be several extremal functionals, but in all cases that were studied they produced the same CFT spectrum.
One application of this method has been to the 3d Ising model, which was argued to saturate the lower bound on the coefficient $c_T$ which appears in the stress-tensor two-point function $[48,50]$. In this paper we will find compelling evidence that the $U(1)_{2M} \times U(1+M)_M$ ABJ theory, which has a higher-spin limit at large $M$, also saturates certain bootstrap bounds. This makes the theory amenable to a precision bootstrap study. It is worth noting that the more restrictive bounds on $\mathcal{N} = 8$ SCFTs derived in $[10,12]$ were saturated by the $U(N)_2 \times U(N+1)_{-2}$ ABJ theory with $\mathcal{N} = 8$ supersymmetry, which in the large $N$ limit has an M-theory dual description. So the present work shows that one can use the numerical bootstrap to study both SCFTs with supergravity and higher-spin dual descriptions.

As in the $\mathcal{N} = 8$ case studied in $[10,12]$, our bootstrap analyses are aided by supersymmetric localization, allowing us to analytically compute certain protected data that appears in $\langle SSSS \rangle$. Exact computations using supersymmetric localization$^7$ are possible in any $\mathcal{N} \geq 2$ SCFT in 3d $[52,53]$, but when $\mathcal{N} < 4$ they can only give local CFT data related to conserved currents, such as $c_T$. For $\mathcal{N} \geq 4$ SCFTs, however, one can combine localization with the 1d topological sector discovered in $[9,54]$, whose explicit description for Lagrangian theories was determined in $[55-57]$, to compute all half-BPS (in $\mathcal{N} = 4$ language) OPE coefficients. For instance, we can use localization in our $\mathcal{N} = 6$ case to compute not only $c_T$ but also a certain $1/3$-BPS OPE coefficient (that would be half-BPS in $\mathcal{N} = 4$) that appears in $\langle SSSS \rangle$. For the $U(N)_k \times U(N+M)_{-k}$ theory these computations take the form of $N$ dimensional integrals, which can be evaluated exactly for small $N$, and also to all orders in $1/N$ using the Fermi gas technique $[58,59]$. For the $U(1)_k \times U(1+M)_{-k}$ and $SO(2k)_{2k} \times USp(2+2M)_{-2k}$ cases we derive one-dimensional integrals that can be computed exactly for all $M$ and $k$.

The rest of this paper is organized as follows. In Section 2 we review basic properties of $\langle SSSS \rangle$ and derive the superblock decomposition. In Section 3, we compute $c_T$ and the squared $1/3$-BPS OPE coefficient $\lambda_{(B,2)_{22}}^2$ for various choices of $M, N, k$. In Section 4, we use the numerical bootstrap to compute non-perturbative bounds on CFT data, which we then combine with the localization results to derive precise islands and study the $U(1)_{2M} \times U(1+M)_{-2M}$ theory using the extremal functional. Finally, in Section 5, we end with a discussion of our results and of future directions. Various technical details are discussed in the appendices. We also include an attached Mathematica notebook with the explicit $\langle SSSS \rangle$ superconformal blocks.

$^7$For a review, see $[51]$. 
2 Superconformal block expansion of \( \langle SSSS \rangle \)

In this section we derive the superconformal block expansion for the \( \langle SSSS \rangle \) four-point correlator. We begin with a brief review of constraints that superconformal symmetry places on \( \langle SSSS \rangle \); a more detailed discussion can be found in Section 2 of [60]. Section 2.2 restricts the supermultiplets which can appear in the \( S \times S \) OPE, and hence exchanged in \( \langle SSSS \rangle \), to a small number of possibilities. Section 2.3 applies the superconformal Casimir equation to each of the allowed supermultiplets to fix the superconformal blocks which contribute to \( \langle SSSS \rangle \). Finally, in Section 2.4 we determine the superblock decomposition for \( \langle SSSS \rangle \) in free fields theories.

2.1 Constraints from conformal symmetry and R-symmetry

In any 3d \( \mathcal{N} = 6 \) SCFT, the stress tensor sits in a 1/3-BPS multiplet \([27, 28]\). The superconformal primary of this multiplet is a dimension 1 scalar operator transforming in the 15 of the \( \mathfrak{so}(6) \) R-symmetry algebra. Using the isomorphism \( \mathfrak{so}(6) \cong \mathfrak{su}(4) \), we will write this operator as a 4 \( \times \) 4 traceless hermitian matrix \( S_{ab}(\vec{x}) \), where \( a = 1, \ldots, 4 \) and \( b = 1, \ldots, 4 \) are \( \mathfrak{su}(4) \) fundamental and anti-fundamental indices, respectively. To avoiding carrying around indices, we find it convenient to contract them with an auxiliary matrix \( X \), thus defining

\[
S(\vec{x}, X) \equiv X^a_b S_{b}^a(\vec{x}).
\]

(2.1)

We normalize \( S(\vec{x}, X) \) such that its two-point function is

\[
\langle S(\vec{x}_1, X_1)S(\vec{x}_2, X_2) \rangle = \frac{\text{tr}(X_1X_2)}{x_{12}^2}.
\]

(2.2)

We will not need many details about other operators in the stress tensor multiplet, but for completeness we list the conformal primaries of this multiplet in Table 1. Apart from the superconformal primary, the only operators that will appear in the discussion below are the fermions \( \chi_\alpha, F_\alpha \) and \( \overline{F}_\alpha \), which all have dimension 3/2 and transform in the 6, 10, and \( \overline{10} \) of \( \mathfrak{so}(6)_R \), as well as the (pseudo) scalar operator \( P \) of dimension 2 transforming in the 15 of \( \mathfrak{so}(6)_R \).\(^8\)

As discussed in [60], conformal and R-symmetry invariance imply that the four-point

\(^8\)As can be seen from Table 1, all 3d \( \mathcal{N} = 6 \) theories also have a \( U(1) \) flavor symmetry whose conserved current \( j \) also belongs to the stress tensor multiplet. The superconformal primary \( S \) is invariant under this flavor symmetry, so this symmetry will not play a role in this work.
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| Operator | Δ  | Spin | \( \mathfrak{so}(6)_R \) irrep |
|----------|----|------|----------------|
| \( S \)  | 1  | 0    | 15 = [011]     |
| \( \chi \) | 3/2 | 1/2  | 6 = [100]      |
| \( F \) | 3/2 | 1/2  | 10 = [020]     |
| \( \bar{F} \) | 3/2 | 1/2  | \( \overline{10} = [002] \) |
| \( P \) | 2   | 0    | 15 = [011]     |
| \( J \) | 2   | 1    | 15 = [011]     |
| \( j \) | 2   | 1    | 1 = [000]      |
| \( \psi \) | 5/2 | 3/2  | 6 = [100]      |
| \( T \) | 3   | 2    | 1 = [000]      |

Table 1: The conformal primary operators in the \( N = 6 \) stress tensor multiplet. For each such operator, we list the scaling dimension, spin, and \( \mathfrak{so}(6)_R \) representation.

The function of \( S(\vec{x}, X) \) must take the form

\[
\langle S(\vec{x}_1, X_1) S(\vec{x}_2, X_2) S(\vec{x}_3, X_3) S(\vec{x}_4, X_4) \rangle = \frac{1}{|\vec{x}_{12}|^2 |\vec{x}_{34}|^2} \sum_{i=1}^{6} S^i(U, V) B_i, \tag{2.3}
\]

where we define the R-symmetry structures

\[
\begin{align*}
B_1 &= \text{tr}(X_1X_2) \text{tr}(X_3X_4), \\
B_2 &= \text{tr}(X_1X_3) \text{tr}(X_2X_4), \\
B_3 &= \text{tr}(X_1X_4) \text{tr}(X_2X_3), \\
B_4 &= \text{tr}(X_1X_4X_2X_3) + \text{tr}(X_3X_2X_4X_1), \\
B_5 &= \text{tr}(X_1X_2X_3X_4) + \text{tr}(X_4X_3X_2X_1), \\
B_6 &= \text{tr}(X_1X_3X_4X_2) + \text{tr}(X_2X_4X_3X_1),
\end{align*}
\tag{2.4}
\]

and where \( S^i \) are arbitrary functions of the conformally-invariant cross-ratios

\[
U \equiv \frac{x_{12}^2 x_{34}^2}{x_{13}^2 x_{24}^2}, \quad V \equiv \frac{x_{14}^2 x_{23}^2}{x_{13}^2 x_{24}^2}, \tag{2.5}
\]
While the form (2.3) has simple properties under crossing symmetry, namely

\[
S^1(U, V) = S^1 \left( U, \frac{V}{U} \right), \quad S^2(U, V) = US^1 \left( \frac{1}{U}, \frac{V}{U} \right), \quad S^3(U, V) = \frac{U}{V} S^1(V, U),
\]

\[
S^4(U, V) = S^4 \left( U, \frac{1}{V} \right), \quad S^5(U, V) = US^4 \left( \frac{1}{U}, \frac{V}{U} \right), \quad S^6(U, V) = \frac{U}{V} S^4(V, U),
\]

it is not the most convenient form to work with for writing a conformal block decomposition because each conformal block will contribute to several different $S^i$. To do better, we can take linear combinations of $S^i$ such that each such linear combination corresponds to a specific $\mathfrak{so}(6)$ irrep being exchanged in the $s$-channel OPE. The possible such irreps are those appearing in the tensor product

\[
15 \otimes 15 = 1_s \oplus 15_a \oplus 15_s \oplus 20'_s \oplus (45_a \oplus 45_a) \oplus 84_s. \tag{2.7}
\]

We define $S_r$ to receive contributions only from operators in the $s$-channel OPE that belong to $\mathfrak{so}(6)_R$ irrep $r$, so that [60]

\[
\tilde{S} \cdot B = \begin{pmatrix}
S_{1_s} & S_{15_a} & S_{15_s} & S_{20'_s} & S_{45_a \oplus 45_a} & S_{84_s}
\end{pmatrix},
\]

\[
B = \begin{pmatrix}
1 & 0 & 0 & 0 & 0 & 0 \\
\frac{1}{15} & -\frac{1}{5} & \frac{1}{6} & \frac{1}{24} & -\frac{1}{8} & \frac{1}{16} \\
\frac{1}{15} & \frac{1}{8} & \frac{1}{6} & \frac{1}{24} & -\frac{1}{8} & \frac{1}{16} \\
-\frac{1}{30} & 0 & -\frac{1}{6} & -\frac{1}{12} & 0 & \frac{1}{8} \\
\frac{1}{2} & \frac{1}{2} & \frac{1}{2} & 0 & 0 & 0 \\
\frac{1}{2} & -\frac{1}{2} & \frac{1}{2} & 0 & 0 & 0
\end{pmatrix}. \tag{2.8}
\]

Each of the functions $S_r$ can then be expanded as a sum of conformal blocks

\[
S_r(U, V) = \sum_{\text{conformal primaries } O_{\Delta, \ell, r}} a_{\Delta, \ell, r} g_{\Delta, \ell}(U, V), \tag{2.9}
\]

where the sum is taken over all the distinct conformal primary operators $O_{\Delta, \ell, r}$ transforming in the representation $r$ which appear in the $S \times S$ OPE. In (2.9), $\Delta$ and $\ell$ are the scaling dimension and spin, respectively, of $O_{\Delta, \ell, r}$.

Invariance under the full $\mathfrak{osp}(6|4)$ superconformal algebra relates the various four-point functions of stress-tensor multiplet operators, and furthermore it imposes relations on the $S^i(U, V)$ defined above. As shown in [60], there are two such relations obeyed by the $S^i$ and
they take the form

\[
\begin{align*}
\partial_u S^6(U, V) &= \frac{1}{2U^2} \left[-(U^3\partial_u + U^2V\partial_v)S^1 + (1 - V + U(V - 1)\partial_u + UV\partial_v)S^2
\right. \\
&\quad+ (1 - U - V - U(1 - 2U + U^2 - V)\partial_u + U(1 - U)V\partial_v)S^3 \\
&\quad+ (2 - U + 2U(U + V - 1)\partial_u + 2UV\partial_v)S^4 \\
&\quad- U(1 + 2U(U - 1)\partial_u + 2UV\partial_v)S^5 + US^6], \\
\partial_v S^6(U, V) &= \frac{1}{2U} \left[U(U\partial_u + (V - 1)\partial_v)S^1 + (1 - U\partial_u - U\partial_v)S^2
\right. \\
&\quad+ (1 + U(U - 1)\partial_u + UV\partial_v)S^3 + (2 - 2U\partial_v)S^4 \\
&\quad+ (2U^2\partial_u + 2UV\partial_v)S^5].
\end{align*}
\] (2.10)

2.2 The $S \times S$ OPE

As a first step towards determining the superconformal block decomposition of the $\langle SSSS \rangle$ correlator, we turn to the task of determining which $\mathcal{N} = 6$ supermultiplets may appear in the $S \times S$ OPE. By using the R-symmetry selection rules and the fact that $S(\vec{x}, X)$ is a 1/3-BPS operator we can restrict our attention to only a handful of $\mathcal{N} = 6$ supermultiplets. In Section 2.3 we can then apply the superconformal Casimir equation in order to fully fix the superconformal blocks corresponding to each of these supermultiplets.

2.2.1 $\mathcal{N} = 6$ Supermultiplets

The unitary multiplets of a 3d $\mathcal{N} = 6$ theory are given in [27, 28]. Each multiplet can be labeled by the conformal dimension $\Delta$, spin $\ell$, and $\mathfrak{so}(6)$ R-symmetry irrep $r = [a_1 a_2 a_3]$ of its superconformal primary. These multiplets fall into three possible classes. Long multiplets have conformal dimension above the unitarity bound

\[
\Delta > \ell + a_1 + \frac{1}{2}(a_2 + a_3) + 1 
\] (2.11)

and do not satisfy any shortening conditions. Semishort, or $A$-type, multiplets occur at the bottom of the continuum in (2.11)

\[
\Delta = \ell + a_1 + \frac{1}{2}(a_2 + a_3) + 1
\] (2.12)
and satisfy shortening conditions. Finally, if \( \ell = 0 \) we can also have short, or \( B \)-type, multiplets with dimension

\[
\Delta = a_1 + \frac{1}{2}(a_2 + a_3), \tag{2.13}
\]

below the end of the lower continuum in (2.11), also obeying shortening conditions. Multiplets can furthermore be distinguished by their BPSness. For generic representations \( A \)-type multiplets are \( 1/12 \)-BPS and \( B \)-type multiplets are \( 1/6 \)-BPS, but for specific R-symmetry representations the multiplets may be higher BPS. We list all possible multiplets in Table 2. Note that the stress-tensor multiplet discussed in the previous subsection is a \((B, 2)\) multiplet in the notation of Table 2.

Table 2: Multiplets of \( \mathfrak{osp}(6|4) \) and the quantum numbers of their superconformal primary, where \( \Delta_B = a_1 + \frac{1}{2}(a_2 + a_3) \).

| Type | \( \Delta \) | Spin | Multiplet | \( \mathfrak{so}(6)_R \) | BPS |
|------|------------|------|-----------|-----------------|-----|
| Long | \( > \Delta_B + \ell + 1 \) | \( \ell \) | Long \( [a_1a_2a_3] \) | 0 |
| \( A \) | \( \Delta_B + \ell + 1 \) | \( \ell \) | \( (A, 1) \) \( [a_1a_2a_3] \) | 1/12 |
| | | | \( (A, 2) \) \( [0a_2a_3] \) | 1/6 |
| | | | \( (A, +) \) \( [0a_20] \) | 1/4 |
| | | | \( (A, -) \) \( [00a_3] \) | 1/4 |
| | | | \( (A, \text{cons.}) \) \( [000] \) | 1/3 |
| \( B \) | \( \Delta_B \) | 0 | \( (B, 1) \) \( [a_1a_2a_3] \) | 1/6 |
| | | | \( (B, 2) \) \( [0a_2a_3] \) | 1/3 |
| | | | \( (B, +) \) \( [0a_20] \) | 1/2 |
| | | | \( (B, -) \) \( [00a_3] \) | 1/2 |
| | | | \( \text{Trivial} \) \( [000] \) | 1 |

Of course, not all possible multiplets contain operators that can appear in the \( S \times S \) OPE due to various selection rules. Note for instance that the operators in the \( S \times S \) OPE must transform in the irreducible representations of \( \mathfrak{so}(6) \) which appear in (2.7). Due to \( 1 \leftrightarrow 2 \) crossing symmetry even spin operators must be in the \( 1, 15, 20', \) or \( 84 \) while odd spin operators must be in the \( 15, 45, \) or \( 45 \). A large number of supermultiplets contain operators in at least one of these irreps, so by themselves these conditions are not very restrictive.

We can do better by using the fact that \( S(\vec{x}, X) \) is a \( 1/3 \)-BPS operator, and as such is annihilated by certain Poincaré supercharges. If \( Q \) is a Poincaré supercharge annihilating \( S(\vec{x}, X) \) (for any \( \vec{x} \) but a specific \( X \)), then it also annihilates \( S(\vec{x}, X)S(\vec{y}, X) \). We will explore the consequences of this fact in the next subsection.
2.2.2 Operators in the $S \times S$ OPE

Let us begin by writing the generators of $\mathfrak{osp}(6|4)$ in terms of the $\mathfrak{so}(6)$ and $\mathfrak{sp}(4)$ Cartan subalgebras. The Lie algebra $\mathfrak{so}(6)$ has a three dimensional Cartan subalgebra, spanned by orthogonal operators $^9$ $H_1$, $H_2$, and $H_3$. The other twelve R-symmetry generators take the form:

$$R_{\pm 1, \pm 1, 0}, \quad R_{\pm 1, 0, \pm 1}, \quad R_{0, \pm 1, \pm 1}, \quad R_{\pm 1, \mp 1, 0}, \quad R_{\pm 1, 0, \mp 1}, \quad R_{0, \pm 1, \mp 1},$$

where for each $R$ the subscripts are correlated and label the weights of each of these generators under the Cartan subalgebra:

$$[H_i, R_{r_1, r_2, r_3}] = r_i R_{r_1, r_2, r_3}, \quad \text{for } i = 1, 2, 3. \tag{2.14}$$

We take the simple roots of $\mathfrak{so}(6)$ to be the raising operators

$$\mathcal{R}^+ = \{ R_{1, -1, 0}, R_{0, 1, 1}, R_{0, 1, -1} \},$$

while their corresponding lowering operators are

$$\mathcal{R}^- = \{ R_{-1, 1, 0}, R_{0, -1, -1}, R_{0, -1, 1} \}.$$

A highest weight state is one that is annihilated by each element of $\mathcal{R}^+$; the highest weight state of the 15 is then $R_{1,1,0}$.

We perform a similar procedure with the conformal group $\mathfrak{sp}(4)$. We can take one Cartan element to be the dilatation operator $D$ and the other to be the rotation operator $J^0$. The other two rotation operators are the raising and lowering operators $J^\pm$. The $H_i$, $D$, and $J^0$ span a Cartan subalgebra of $\mathfrak{osp}(6|4)$.

We can now write the $\mathfrak{osp}(6|4)$ supercharges in terms of their charges under this subalgebra. The $Q$s and $S$s can be written as

$$Q_{\pm 1,0,0}^\pm, \quad Q_{0,\pm 1,0}^\pm, \quad Q_{0,0,\pm 1}^\pm, \quad \text{and } S_{\pm 1,0,0}^\pm, \quad S_{0,\pm 1,0}^\pm, \quad S_{0,0,\pm 1}^\pm,$$

$^9$For instance, in the 6 irrep of $\mathfrak{so}(6)_R$, we can represent the Cartan generators by the matrices

$$H_1 = \begin{pmatrix} \sigma_2 \\ 0 \\ 0 \end{pmatrix}, \quad H_2 = \begin{pmatrix} 0 \\ \sigma_2 \\ 0 \end{pmatrix}, \quad H_3 = \begin{pmatrix} 0 \\ 0 \\ \sigma_2 \end{pmatrix},$$

where $\sigma_2$ is the second Pauli matrix.
respectively, where the superscript is the $J^0$ charge and the subscripts are the $H_i$ charges. (The sign in the superscript is uncorrelated with the signs in the subscripts.) Note that the $Q$s have scaling dimension $+1/2$ and the $S$s have scaling dimension $-1/2$, so their charges under dilatation operator are also manifest in this notation.

Given an irreducible representation of $osp(6|4)$, the highest weight state $|\Delta, \ell, r\rangle$ is one which is annihilated by the raising operators of $osp(6|4)$:

$$K^\mu |\Delta, \ell, r\rangle = S^\pm_{a,b,c} |\Delta, \ell, r\rangle = J^+ |\Delta, \ell, r\rangle = R^+ |\Delta, \ell, r\rangle = 0,$$

where $R^+ \in \mathbb{R}^+$, and is an eigenstate of each of the Cartans:

$$H_i |\Delta, \ell, r\rangle = r_i |\Delta, \ell, r\rangle, \quad D |\Delta, \ell, r\rangle = \Delta |\Delta, \ell, r\rangle, \quad J^0 |\Delta, \ell, r\rangle = 2\ell |\Delta, \ell, r\rangle.$$

(2.16)

Here $\Delta$ and $\ell$ are the conformal dimension and spin of the superconformal primary, and the $r = (r_1, r_2, r_3)$’s are the highest weight states of the R-symmetry representation of the superconformal primary. These weights are related to the Dynkin label $[a_1a_2a_3]$ by the equation

$$r_1 = a_1 + \frac{a_2 + a_3}{2}, \quad r_2 = \frac{a_2 + a_3}{2}, \quad r_3 = \frac{a_2 - a_3}{2}$$

(2.17)

and always satisfy $r_1 \geq r_2 \geq r_3$.

The highest weight state of the stress-tensor multiplet, $|SH\rangle$, has conformal $\Delta = 1$, spin $\ell = 0$, and R-symmetry weights $(1, 1, 0)$. It can be created by acting with the operator\(^{10}\) $\hat{S}_{1,1,0}(0)$ on the vacuum. The stress-tensor is a $1/3$-BPS multiplet, satisfying the shortening condition

$$Q |SH\rangle = 0 \text{ for all } Q \in Q^+ = \{Q^\pm_{1,0,0}, \quad Q^\pm_{0,1,0}\},$$

(2.18)

which in turn implies that

$$Q \hat{S}_{1,1,0}(\vec{x}) = 0 \text{ for all } \vec{x} \in \mathbb{R}^3 \text{ and all } Q \in Q^+.$$  

(2.19)

This is equivalent to imposing that $\hat{S}(\vec{x}, X)$ has no fermionic descendant in the 64 of $so(6)$. We will find it useful to further define

$$Q^0 = \{Q^\pm_{0,0,\pm1}\}, \quad Q^- = \{Q^\pm_{-1,0,0}, \quad Q^\pm_{0,-1,0}\}, \quad Q = Q^+ \cup Q^0 \cup Q^-$$

(2.20)

\(^{10}\)To avoid confusion between the superconformal generators $S^\pm_{r_1,r_2,r_3}$ and components of the stress-tensor superconformal primary $\hat{S}_{r_1,r_2,r_3}(x)$, in this section we adopt the convention that the latter operators are always hatted.
along with analogous definitions for the $S$-supercharges.

Let $\Phi_2,2,0(\vec{x})$ be any operator which appears in the OPE $\hat{S}_{1,1,0} \times \hat{S}_{1,1,0}$ and $|\Phi\rangle = \Phi_{2,2,0}(0) |0\rangle$ the associated state. This is the highest weight state of an 84 multiplet which is annihilated by $R^+$ and $Q^+$. Without loss of generality we can take this operator to be a conformal primary which is annihilated by $J^+$; if it is not we can act with the raising operators $K^\mu$ and $J^+$ to construct such an operator. Because any operator $S^+ \in S^+$ is of the form $[K, Q^+]$ for some $Q^+ \in Q$, we find that $S^+$ also annihilates $|\Phi\rangle$. So in total, we have the conditions

$$Q^+ |\Phi\rangle = J^+ |\Phi\rangle = R^+ |\Phi\rangle = S^+ |\Phi\rangle = K^\mu |\Phi\rangle = 0 \text{ for any } R^+ \in R^+ , \ Q^+ \in Q^+ , \ S^+ \in S^+. \quad (2.21)$$

Our task it to determine which supermultiplets $|\Phi\rangle$ may belong to.

By acting with operators in $S$ on $|\Phi\rangle$ we can construct states of lower conformal dimension. Consider first constructing a state $|O'\rangle$ by acting with all eight supercharges in $S^0 \cup S^-:

$$|O'\rangle = S_{0,+1,0}^+ S_{0,+1,0}^- S_{0,-1,0}^+ S_{0,-1,0}^- S_{0,0,+1}^+ S_{0,0,+1}^- S_{0,0,-1}^+ S_{0,0,-1}^- |\Phi\rangle. \quad (2.22)$$

By assumption $|\Phi\rangle$ satisfies (2.21), and it is straightforward to see that $|O'\rangle$ then also satisfies (2.21). Because the $S$ operators anticommute with themselves, we furthermore find that any operator in $S^0 \cup S^-$ annihilates $|O'\rangle$. The state $|O'\rangle$ is therefore annihilated by all of the $S$ and by $J^+$ and $R^+$, and so either $|O'\rangle$ is the highest weight state of the superconformal primary of the supermultiplet, or $|O'\rangle = 0$. In either case we conclude that there exists some $0 \leq k \leq 8$ for which acting with any $k + 1$ operators from $S^0 \cup S^-$ annihilates $|\Phi\rangle$, but for which acting with just $k$ operators does not:

$$|O\rangle = S_1 \cdots S_k |\Phi\rangle \neq 0 \quad (2.23)$$

for some string of $k$ operators $S_i \in S^0 \cup S^-$. It is again easy to see that $|\Phi\rangle$ satisfies (2.21) and is annihilated by the operators in $S^0 \cup S^-$; we hence conclude that $|O\rangle$ is the highest weight state of the superconformal primary of the multiplet. Note that the different orderings of the operators $S_i$ in (2.23) are equivalent, up to an overall minus sign.

Let us denote the $so(6)$ weights of $|O\rangle$ by

$$w = (2,2,0) + \sum_i v_i, \quad (2.24)$$

where $v_i = (v_{i1}, v_{i2}, v_{i3})$ are the $so(6)$ Cartans of the $S_i$ we act with in (2.23). Because $|O\rangle$
is a highest weight state we must have

\[ w_1 \geq w_2 \geq |w_3|, \] (2.25)

which provides a useful additional constraint on (2.23).

As discussed in the previous section, \(|\mathcal{O}\rangle\) belongs to one of the three types of unitary representations of \(\mathfrak{osp}(6|4)\). If \(|\mathcal{O}\rangle\) is part of a long multiplet, it is annihilated by all of the raising operators (2.15) but satisfies no other conditions. If instead it belongs to an A-type multiplet it satisfies shortening conditions [27]

\[ \left( Q_{4_1,4_2,4_3}^- - \frac{1}{2\ell} Q_{4_1,4_2,4_3}^+ J^- \right) |\mathcal{O}\rangle = 0 \] (2.26)

with the specific weights \(q_i\) depending on the \(\mathfrak{so}(6)\) weights of \(|\mathcal{O}\rangle\). Finally, if it is part of a B-type multiplet, it is annihilated by both \(Q_{4_1,4_2,4_3}^+\) and \(Q_{4_1,4_2,4_3}^-\) for specific weights \(q_i\). Furthermore for B-type multiplets \(|\mathcal{O}\rangle\) is always a scalar.

With this information out of the way, we now simply enumerate all possibilities for (2.23), subject to the constraint (2.25). The simplest case is where \(|\Phi\rangle\) is itself the highest weight primary. Then we have a \((B,2)\) multiplet in the 84.

Next let us extend this reasoning to the case

\[ |\mathcal{O}\rangle = S_1 \cdots S_n |\Phi\rangle \text{ where } S_i \in S^0. \] (2.27)

Because \(\{Q^+, S^0\}\) consists only of positive R-symmetry generators, we see that \(|\mathcal{O}\rangle\) is annihilated by \(Q^+\) and hence we still have a \((B,2)\) multiplet. The possible R-symmetry representations are the [022] (which is the 84), the [031] and its conjugate [013], and the [040] and its conjugate [004]. We can however eliminate the [031] possibility, as in this case one needs to act with an odd number of supercharges to construct an operator in the 84 from the superconformal primary.

Let us next consider the cases

\[ |\mathcal{O}\rangle = S_1 \cdots S_n S_{-1,0,0}^\pm |\Phi\rangle \text{ where } S_i \in S^0, \] (2.28a)

\[ |\mathcal{O}\rangle = S_1 \cdots S_n S_{0,-1,0}^\pm |\Phi\rangle \text{ where } S_i \in S^0, \] (2.28b)

\[ |\mathcal{O}\rangle = S_1 \cdots S_n S_{-1,0,0}^+ S_{-1,0,0}^- |\Phi\rangle \text{ where } S_i \in S^0. \] (2.28c)

\[ |\mathcal{O}\rangle = S_1 \cdots S_n S_{-1,0,0}^+ S_{0,-1,0}^- |\Phi\rangle \text{ where } S_i \in S^0, \] (2.28d)
Cases (2.28a) and (2.28c) violate (2.25) and so are not possible. For the other two possibilities we find that \( |\mathcal{O}\rangle \) is annihilated by \( S_{1,0,0}^\pm \) and so \( |\mathcal{O}\rangle \) must be a \( B \)-type multiplet. Using (2.25) we find that the possible multiplets for (2.28b) are

\[(B, 1) \text{ in the [120], [102], or a } (B, 2) \text{ in the [111]},\]

while for (2.28d) we can only have a \((B, 1)\) in the [200]. We can furthermore eliminate the \((B, 2)\) in the [111] as an option because in this multiplet only fermions transform in the \(84\).

The next cases to consider are

\[|\mathcal{O}\rangle = S_1 \cdots S_n S_{-1,0,0}^+ S_{0,-1,0}^- |\Phi\rangle \text{ where } S_i \in S^0, \quad (2.29a)\]

\[|\mathcal{O}\rangle = S_1 \cdots S_n S_{-1,0,0}^+ S_{0,-1,0}^- S_{0,-1,0}^+ |\Phi\rangle \text{ where } S_i \in S^0. \quad (2.29b)\]

\[|\mathcal{O}\rangle = S_1 \cdots S_n S_{0,-1,0}^- S_{0,-1,0}^+ |\Phi\rangle \text{ where } S_i \in S^0. \quad (2.29c)\]

Case (2.29c) violates (2.25) and so is forbidden. For other two cases we find some combination of \( Q_{1,0,0}^- \) and \( Q_{1,0,0}^+ \) annihilate \( |\mathcal{O}\rangle \), so \( |\mathcal{O}\rangle \) must be either an \( A \)-type or \( B \)-type multiplet. For (2.29a) we find that (2.25) restricts us to an \((A, +)\) or \((B, +)\) in the [020], an \((A, -)\) or \((B, -)\) in the [002], or an \((A, 2)\) or \((B, 2)\) in the [011]. For (2.29b) we instead find that \( |\mathcal{O}\rangle \) is an \((A, 1)\) or \((B, 1)\) multiplet in the [000]. However, we can rule out all \( B \)-type multiplets; the \((B, \pm)\) and \((B, 1)\) only contains fermionic operators in the \(84\), while due to its shortening conditions the \((B, 2)\) does not contain any operator in the \(84\). Thus only the \( A \)-type multiplets are possible.

Finally, we have the case

\[|\mathcal{O}\rangle = S_1 \cdots S_n S_{-1,0,0}^+ S_{0,-1,0}^- S_{0,-1,0}^- S_{0,-1,0}^- |\Phi\rangle \text{ where } S_i \in S^0. \quad (2.30)\]

Now \( |\mathcal{O}\rangle \) need not be annihilated by an supercharges, so it can be a long multiplet. The condition (2.25) however forces it to be an \( \mathfrak{so}(6) \) singlet. If \( |\mathcal{O}\rangle \) satisfies any shortening conditions it must be either a conserved current multiplet or the trivial (vacuum) multiplet, but neither of these contain an operator in the \(84\) so these are both ruled out.

We summarize our results in the first 11 lines of Table 3, where we give the full list of all possible superconformal blocks which contain an operator in the \(84\).

Our next task is to extend our arguments to operators \( \Psi, \bar{\Psi} \) and \( \Xi \) in the \(45, 4\overline{5} \) and \( 20' \)
of \( \mathfrak{so}(6) \) respectively. The highest weight state under \( \mathfrak{so}(6) \) for each of these operators is

\[
\Psi_{2,1,1}, \quad \Psi_{2,1,-1}, \quad \text{and} \quad \Xi_{2,0,0}
\]

respectively, and so if these operators appear in the OPE \( \hat{S} \times \hat{S} \) they must appear in

\[
\Psi_{2,1,1} \in \hat{S}_{1,1,0} \times \hat{S}_{1,0,1}, \quad \Psi_{2,1,-1} \in \hat{S}_{1,1,0} \times \hat{S}_{1,0,-1}, \quad \text{and} \quad \Xi_{2,0,0} \in \hat{S}_{1,1,0} \times \hat{S}_{1,-1,0}.
\]

The shortening conditions on \( S \) imply that \( Q_{1,0,0}^+ \) annihilates \( \hat{S}_{1,\pm 1,0} \) and \( \hat{S}_{1,0,\pm 1} \), and so must annihilate \( \Psi_{2,1,1}, \Psi_{2,1,-1} \) and \( \Xi_{2,0,0} \). We can then repeat the analysis previously performed for \( \Phi_{2,2,0} \), and recover the same list of multiplets that we found by analyzing the conditions for the operators in the 84. We thus conclude that any supermultiplet appearing in \( S \times S \) not listed in the first 11 lines of Table 3 can contain non-zero contributions only from operators in the 15 and 1.

Restricting the supermultiplets for which only operators in the 15 and 1 appear in the \( S \times S \) OPE is more subtle and requires the use of superconformal Ward identities. While we include the details of this analysis in Appendix A, the result is very simple. There are only 3 such supermultiplets: the identity supermultiplet (containing just the identity operator), the stress tensor multiplet itself, as well as a conserved multiplet (\( A, \text{cons.} \)) whose superconformal primary is an \( \mathfrak{so}(6) \) singlet scalar with scaling dimension 1.

Table 3 shows a summary of our analyses containing all the possible supermultiplets which can appear in the \( S \times S \) OPE. By using the superconformal Casimir equation we shall find that most of these supermultiplets can in fact be exchanged; we mark those that cannot in red.

### 2.3 Superconformal Casimir equation

Just as the s-channel conformal blocks are eigenfunctions of the quadratic conformal Casimir when the Casimir acts only on the first two operators in a four-point function, superconformal blocks are eigenfunctions of the quadratic superconformal Casimir (see for instance \([14, 61]\) for similar discussions with less supersymmetry). In the conformal case, this fact implies that the conformal blocks obey a second order differential equation. In the superconformal case, the equation obeyed is more complicated because it mixes together four-point functions of operators with different spins. In the case we are interested in, namely for the four-point function of the stress tensor multiplet superconformal primary, the superconformal Casimir equation involves both the \( \langle SSSS \rangle \) four-point function as well as four-point functions of two
\begin{table}
\centering
\begin{tabular}{|c|c|c|c|c|}
\hline
Multiplet & $\mathfrak{so}(6)_R$ & $\Delta$ & $\ell$ & Case \\
\hline
$(B, 2)$ & $[022] = 84$ & 2 & 0 & (2.27) \\
$(B, 1)$ & $[200] = 20'$ & 2 & 0 & (2.28d) \\
$(A, +)$ & $[020] = 10$ & $\ell + 2$ & half-integer & (2.29a) \\
$(A, -)$ & $[002] = 10$ & $\ell + 2$ & half-integer & (2.29a) \\
$(A, 2)$ & $[011] = 15$ & $\ell + 2$ & integer & (2.29a) \\
$(A, 1)$ & $[100] = 6$ & $\ell + 2$ & half-integer & (2.29b) \\
\hline
Long & $[000] = 1$ & $> \ell + 1$ & integer & (2.30) \\
\hline
$(B, +)$ & $[040] = 35$ & 2 & 0 & (2.27) \\
$(B, -)$ & $[004] = 35$ & 2 & 0 & (2.27) \\
$(B, 1)$ & $[120] = 45$ & 2 & 0 & (2.28b) \\
$(B, 1)$ & $[102] = 45$ & 2 & 0 & (2.28b) \\
$(A, \text{cons.})$ & $[000] = 1$ & $\ell + 1$ & integer & Appendix A \\
$(B, 2)$ & $[011] = 15$ & 1 & 0 & Appendix A \\
Trivial & $[000] = 1$ & 0 & 0 & Appendix A \\
\hline
\end{tabular}
\caption{Table of superconformal blocks not eliminated by our analysis. The $\mathfrak{so}(6)_R$, $\Delta$ and $\ell$ given the R-symmetry, conformal dimension and spin of the superconformal primary of the exchanged multiplet. The rows in red are for multiplets which we do not eliminate, but for which the superconformal Casimir equation cannot be solved and so no superconformal block exists.}
\end{table}
scalar and two fermionic operators.

To fix conventions, let us denote by $M_{\alpha\beta}$, $P_{\alpha\beta}$, $K^{\alpha\beta}$, and $D$ the Lorentz generators, the momentum generators, the special conformal generators, and the dilatation generator. Here $\alpha, \beta = 1, 2$ are spinor indices raised and lowered with the epsilon symbol. The precise normalization of these operators is fixed by our convention for the conformal algebra, which we give in Appendix B. It is straightforward to check that in these conventions, the quadratic conformal Casimir

$$C_C = \frac{1}{2} M_{\alpha\beta} M^{\alpha\beta} + D(D - 3) - \frac{1}{2} P_{\alpha\beta} K^{\alpha\beta} \quad (2.31)$$

commutes with all conformal generators. The normalization of $M_{\alpha\beta}$ is such that when acting on an operator of spin $\ell$ placed at $\vec{x} = 0$, the first term in this expression evaluates to $\frac{1}{2} M_{\alpha\beta} M^{\alpha\beta} = \ell(\ell + 1)$. Similarly, when acting on an operator of scaling dimension $\Delta$ also placed at $\vec{x} = 0$, the dilatation operator evaluates to $D = \Delta$. Since a conformal primary $O_{\Delta, \ell}$ of dimension $\Delta$ and spin $\ell$, placed at $\vec{x} = 0$, is annihilated by all special conformal generators $K^{\alpha\beta}$, it follows that $O_{\Delta, \ell}(0)$ is an eigenstate of $C_C$ with eigenvalue $\ell(\ell + 1) + \Delta(\Delta - 3)$. By conformal symmetry this implies that for any operator $O(\vec{x})$ that belongs to a conformal multiplet whose conformal primary has dimension $\Delta$ and spin $\ell$, we have

$$C_C O = \lambda_C(\Delta, \ell) O, \quad \lambda_C(\Delta, \ell) \equiv \ell(\ell + 1) + \Delta(\Delta - 3). \quad (2.32)$$

The discussion in the previous paragraph can be generalized to the superconformal case for a theory with $\mathcal{N}$-extended superconformal symmetry. (We will of course set $\mathcal{N} = 6$ shortly, but let us keep $\mathcal{N}$ arbitrary for now.) The superconformal algebra is generated by the conformal generators $M_{\alpha\beta}$, $P_{\alpha\beta}$, $K^{\alpha\beta}$, and $D$ described above, as well as the Poincaré supercharges $Q_{\alpha I}$, the superconformal charges $S^{\alpha I}$, and the R-symmetry generators $R_{IJ}$. Here, $I = 1, \ldots, \mathcal{N}$ is an $\mathfrak{so}(\mathcal{N})$ vector index, and $R_{IJ}$ is anti-symmetric. The normalizations of these operators is fixed by the commutation and anti-commutation relations in Appendix B. Using these commutation relations, one can check that the quadratic superconformal Casimir

$$C_S = C_C + \mathcal{N} D - \frac{1}{2} C_R + \frac{i}{2} Q_{\alpha I} S^{\alpha I}, \quad C_R \equiv \frac{1}{2} R_{IJ} R_{IJ} \quad (2.33)$$

commutes with all the conformal generators. Here, the R-symmetry generators are such that when acting on an operator in a representation $\mathbf{r}$ of $\mathfrak{so}(\mathcal{N})$, we have $C_R = \lambda_R(\mathbf{r})$, where $\lambda_R(\mathbf{r})$ is the eigenvalue of the quadratic Casimir of $\mathfrak{so}(\mathcal{N})$ normalized so that $\lambda_R(\mathcal{N}) = \mathcal{N} - 1$. For
the case of $\mathfrak{so}(6)$ and the various representations we will encounter, we have the quadratic Casimir eigenvalues in Table 4. Eq. (2.33) implies that when acting on the superconformal irrep $r$ of $\mathfrak{so}(6)$, we have the quadratic Casimir eigenvalues in Table 4.

| irrep $r$ of $\mathfrak{so}(6)$ | $\lambda_R(r)$ |
|-------------------------------|----------------|
| 1                            | 0              |
| 6                            | 5              |
| 15                           | 8              |
| $20'$                        | 12             |
| $45$, $\bar{45}$             | 16             |
| 84                           | 20             |

Table 4: Eigenvalues of $C_R$ in the $\mathcal{N} = 6$ case where the R-symmetry algebra is $\mathfrak{so}(6)_R$.

primary operator $\mathcal{O}_{\Delta,\ell,r}$ of spin $\ell$, dimension $\Delta$, and R-symmetry representation $r$, placed at $\vec{x} = 0$, the superconformal Casimir gives $\Delta(\Delta + \mathcal{N} - 3) + \ell(\ell + 1) - \frac{1}{2}\lambda_R(r)$; this follows because any such an operator is annihilated by $S^I_\alpha$. Superconformal symmetry then implies that if $\mathcal{O}$ is any operator in a superconformal multiplet whose superconformal primary has dimension $\Delta$, spin $\ell$ and R-symmetry irrep $r$, we have

$$C_S\mathcal{O} = \lambda(\Delta, \ell, r)\mathcal{O}, \quad \lambda_S(\Delta, \ell, r) \equiv \lambda_C(\Delta, \ell) + \mathcal{N}\Delta - \frac{1}{2}\lambda_R(r).$$ (2.34)

Let us now use the Casimirs above to obtain an equation for the superconformal blocks. Suppose we have four superconformal primary scalar operators $\phi_i$, $i = 1, \ldots, 4$, of dimension $\Delta_\phi$ and R-symmetry representation $r_\phi$. The four-point function has the conformal block decomposition

$$\langle \phi_1(\vec{x}_1)\phi_2(\vec{x}_2)\phi_3(\vec{x}_3)\phi_4(\vec{x}_4) \rangle = \frac{1}{|\vec{x}_{12}|^{2\Delta_\phi}|\vec{x}_{34}|^{2\Delta_\phi}} \sum_{\text{conf primaries}} c_{\Delta,\ell,r}g_{\Delta,\ell}(U,V).$$ (2.35)

A superconformal block corresponding to the supermultiplet $\mathcal{M}_{\Delta_0,\ell_0}^{r_0}$ whose superconformal primary has quantum numbers $(\Delta_0, \ell_0, r_0)$ consists of the conformal primary operators in the sum on the RHS of (2.35) that belong to the same supermultiplet as $\mathcal{O}_{\Delta_0,\ell_0,r_0}$:

$$\langle \phi_1(\vec{x}_1)\phi_2(\vec{x}_2)\phi_3(\vec{x}_3)\phi_4(\vec{x}_4) \rangle \bigg|_{\mathcal{M}_{\Delta_0,\ell_0}^{r_0}} = \frac{1}{|\vec{x}_{12}|^{2\Delta_\phi}|\vec{x}_{34}|^{2\Delta_\phi}} \sum_{\text{conf primaries}} c_{\Delta,\ell,r}g_{\Delta,\ell}(U,V).$$ (2.36)

Let us now applying the superconformal Casimir operator (2.33), assuming to act only on the first two operators. To specify which of the four $\phi$’s an operator is acting on, let us use a
subscript “(12)” if the operator is acting on $\phi_1$ and $\phi_2$ and a superscript “(i)” if the operator acts only on $\phi_i$. From (2.34), we see that

$$C^{(12)}_S - C^{(12)}_C + \frac{1}{2} C^{(12)}_R - \sum_{i=1}^{2} \left( C^{(i)}_S - C^{(i)}_C + \frac{1}{2} C^{(i)}_R \right) = \frac{i}{2} \left( Q_{\alpha I}^{(1)} S_I^{(2)\alpha} + Q_{\alpha I}^{(2)\alpha} S_I^{(1)\alpha} \right).$$

(2.37)

When we apply this expression to (2.36), we act with the Casimirs with upper index (i) on the LHS of the equation, and with the ones with upper index (12) on the RHS of the equation—for instance $C^{(1)}_C$ simply gives $\lambda^{(1)} C_{\Delta \phi, 0}$, while $C^{(12)}_R$ gives $\lambda^{(12)} R_{\Delta \phi, 0}$. Thus, we obtain the following relation:

$$\left. \left\langle \left( Q_{\alpha I}^{(1)} \phi_1 \right) (\vec{x}_1) (S_I^{(2)} \phi_2) (\vec{x}_2) \phi_3 (\vec{x}_3) \phi_4 (\vec{x}_4) \right\rangle - \left\langle \left( S_I^{(2)} \phi_1 \right) (\vec{x}_1) (Q_{\alpha I}^{(2)} \phi_2) (\vec{x}_2) \phi_3 (\vec{x}_3) \phi_4 (\vec{x}_4) \right\rangle \right|_{\mathcal{M}_{\Delta_0, \ell_0, r_0}}^{1 \leq 1 \leq 4} = \sqrt{|\vec{x}_{12}|^{2\Delta_0} |\vec{x}_{34}|^{2\Delta_0}} \sum_{\text{conf primaries} \atop \mathcal{O}_{\Delta, \ell, r} \in \mathcal{M}_{\Delta_0, \ell_0}^{\lambda^{(1)} \lambda^{(12)}}} \alpha_{\Delta, \ell, r} c_{\Delta, \ell, r} g_{\Delta, \ell}(U, V).$$

(2.38)

where

$$\alpha_{\Delta, \ell, r} = \lambda^{(1)} S_{\Delta_0, \ell_0, r_0} - \lambda^{(1)} C_{\Delta, \ell} + \frac{1}{2} \lambda^{(12)} R_{\Delta, \ell} - 2N\Delta_\phi.$$  

(2.39)

The RHS of Eq. (2.38) can be easily evaluated provided we know all the conformal primaries occurring in the multiplet $\mathcal{M}_{\Delta_0, \ell_0}^{\lambda^{(1)} \lambda^{(12)}}$. To evaluate the LHS, note that

$$(S_I^{(2)} \phi)(\vec{x}) = x^{\mu} \gamma^{\alpha\beta}_\mu (Q_{\beta I} \phi)(\vec{x}),$$

(2.40)

and so Eq. (2.38) becomes

$$\left. \left\langle \left( Q_{\alpha I}^{(1)} \phi_1 \right) (\vec{x}_1) (Q_{\beta I}^{(2)} \phi_2) (\vec{x}_2) \phi_3 (\vec{x}_3) \phi_4 (\vec{x}_4) \right\rangle \right|_{\mathcal{M}_{\Delta_0, \ell_0, r_0}}^{1 \leq 1 \leq 4} = \sqrt{|\vec{x}_{12}|^{2\Delta_0} |\vec{x}_{34}|^{2\Delta_0}} \sum_{\text{conf primaries} \atop \mathcal{O}_{\Delta, \ell, r} \in \mathcal{M}_{\Delta_0, \ell_0}^{\lambda^{(1)} \lambda^{(12)}}} \alpha_{\Delta, \ell, r} c_{\Delta, \ell, r} g_{\Delta, \ell}(U, V).$$

(2.41)

In general, there are Ward identities relating the LHS of (2.41) to $\langle \phi_1 \phi_2 \phi_3 \phi_4 \rangle$, but the relations may not be sufficient to determine the LHS of (2.41) completely in terms of $\langle \phi_1 \phi_2 \phi_3 \phi_4 \rangle$. This general discussion can be applied to the case of interest to us, namely the $\langle SSSS \rangle$
correlator in 3d $\mathcal{N} = 6$ SCFTs. If we replace $\phi_i(\vec{x}_i)$ by $S(\vec{x}_i, X_i)$, then $\langle S S S S \rangle$ can be expanded in R-symmetry channels as in (2.3), and so can all the equations above. In particular, we replace $c_{\Delta, \ell, r} \rightarrow c_{\Delta, \ell, r}^i B_i$ in all these equations, with $c_{\Delta, \ell, r}^i$, placed in a row vector, determined in terms of the coefficients $a_{\Delta, \ell, r}$ defined in (2.9) via

$$c_{\Delta, \ell, r}^i = \begin{pmatrix} a_{\Delta, \ell, 1} & a_{\Delta, \ell, 15} & a_{\Delta, \ell, 20} & a_{\Delta, \ell, 45} & a_{\Delta, \ell, 84} \end{pmatrix} B^{-1},$$

with $B$ defined in (2.8). Thus (2.41) becomes

$$\begin{align*}
\frac{i}{2} x_{21}^\mu \gamma_\mu^{\alpha\beta} \langle Q_{\alpha I} S(\vec{x}_1, X_1) Q_{\beta I} S(\vec{x}_2, X_2) S(\vec{x}_3, X_3) S(\vec{x}_4, X_4) \rangle_{\mathcal{M}_{\Delta_0, \ell_0, r_0}} \\
= \frac{1}{|\vec{x}_{12}|^2 |\vec{x}_{34}|^2} \sum_{\text{conf primaries} \Omega_{\Delta, \ell, r} \in \mathcal{M}_{\Delta_0, \ell_0}} a_{\Delta, \ell, r} c_{\Delta, \ell, r}^i g_{\Delta, \ell}(U, V) B_i,
\end{align*}$$

with $\alpha_{\Delta, \ell, r}$ evaluated in this particular case to

$$\alpha_{\Delta, \ell, r} \equiv \lambda_S(\Delta_0, \ell_0, r_0) - \lambda_C(\Delta, \ell) + \frac{1}{2} \lambda_R(r) - 12.$$

The remaining challenge is to evaluate the LHS of (2.43). This can be done by noting that $Q_{\alpha I} S(\vec{x}, X)$ is a linear combination of the fermions $\chi, F$, and $\overline{F}$ in the stress tensor multiplet, as given in Appendix D of [60]. Consequently, the LHS of (2.43) can be written in terms of the functions of $(U, V)$ appearing in the correlators $\langle \chi\chiSS \rangle, \langle \chi FSS \rangle, \langle FFSS \rangle$, and $\langle \overline{F} FSS \rangle$. These functions are denoted by $\mathcal{C}_{\alpha, a}^i, \mathcal{E}_{\alpha, a}^i, \mathcal{F}_{\alpha, a}^i$, and $\mathcal{G}_{\alpha, a}^i$, respectively, in Appendix D of [60]. Here, the index $i$ runs over the R-symmetry structures and the index $a = 1, 2$ runs over the two spacetime structures of a fermion-fermion-scalar-scalar correlator. Denoting $\chi_{n, a} = (\mathcal{F}_{1, a}, \mathcal{F}_{1, a}, \mathcal{G}_{2, a}, \mathcal{G}_{3, a}, \mathcal{G}_{4, a}, \mathcal{E}_{1, a}, \mathcal{E}_{2, a}, \mathcal{E}_{3, a}, \mathcal{C}_{1, a}, \mathcal{C}_{2, a}, \mathcal{C}_{3, a})$, where $n = 1, \ldots, 12$, we find

$$\begin{align*}
\frac{i}{2} x_{21}^\mu \gamma_\mu^{\alpha\beta} \langle Q_{\alpha I} S(\vec{x}_1, X_1) Q_{\beta I} S(\vec{x}_2, X_2) S(\vec{x}_3, X_3) S(\vec{x}_4, X_4) \rangle &= \sum_{i, n} \beta_{i, n} \mathcal{C}_{n, 1}^i \left( \chi_{n, 1}^{1, a} - \frac{V - U - 1}{2U} \chi_{n, 2}^{1, a} \right) B_i \frac{1}{|\vec{x}_{12}|^2 |\vec{x}_{34}|^2} \\
&= \sum_{i, n} \beta_{i, n} \mathcal{C}_{n, 1}^i \left( \chi_{n, 1}^{1, a} - \frac{V - U - 1}{2U} \chi_{n, 2}^{1, a} \right) B_i \frac{1}{|\vec{x}_{12}|^2 |\vec{x}_{34}|^2} \\
&= \sum_{i, n} \beta_{i, n} \mathcal{C}_{n, 1}^i \left( \chi_{n, 1}^{1, a} - \frac{V - U - 1}{2U} \chi_{n, 2}^{1, a} \right) B_i \frac{1}{|\vec{x}_{12}|^2 |\vec{x}_{34}|^2} \\
&= \sum_{i, n} \beta_{i, n} \mathcal{C}_{n, 1}^i \left( \chi_{n, 1}^{1, a} - \frac{V - U - 1}{2U} \chi_{n, 2}^{1, a} \right) B_i \frac{1}{|\vec{x}_{12}|^2 |\vec{x}_{34}|^2}.
\end{align*}$$

(2.45)
with the coefficients \( \beta_{i,n} \) given by

\[
\beta_{i,n} = \begin{pmatrix}
4 & 4 & -32 & -4 & -4 & 0 & 16 & 16 & 0 & -16 & -128 & -128 \\
20 & 4 & 0 & 0 & 0 & 4 & 0 & 0 & -16 & 0 & -128 & -128 \\
4 & 20 & 0 & 0 & 0 & 4 & 0 & 0 & 16 & 0 & -128 & -128 \\
-12 & -12 & 0 & 0 & 0 & 4 & 0 & 0 & 0 & 0 & 0 & 128 \\
-4 & -8 & 0 & 2 & -10 & -2 & -8 & -24 & -8 & 0 & 128 & 0 \\
-8 & -4 & 0 & -10 & 2 & -2 & -24 & -8 & 8 & 0 & 0 & 128
\end{pmatrix}.
\]  

(2.46)

Thus, Eq. (2.41) reduces to the 6 equations (one for each \( i \)):

\[
\sum_{n=1}^{12} \beta_{i,n} \left[ \mathcal{X}^{n,1}(U,V) - \frac{V-U-1}{2U} \mathcal{X}^{n,2}(U,V) \right] \bigg|_{\mathcal{M}_{\Delta_0,\ell_0}^{r_0}} = \sum_{\text{conf primaries} \atop \mathcal{O}_{\Delta,x} \in \mathcal{M}_{\Delta_0,\ell_0}^{r_0}} \alpha_{\Delta,\ell,x} c_{\Delta,\ell,x}^i g_{\Delta,\ell}(U,V).
\]

(2.47)

To use this equation for finding the coefficients \( c_{\Delta,\ell,x}^i \) of a given superconformal block, one should also expand the fermion-fermion-scalar-scalar correlators on the LHS in conformal blocks corresponding to operators belonging to the supermultiplet \( \mathcal{M}_{\Delta_0,\ell_0}^{r_0} \). Fortunately, we do not have to do this for all 24 functions \( \mathcal{X}^{n,a} \) because, as explained in Appendix D of [60], \( \mathcal{O}^{i,a} \), \( \mathcal{E}^{i,a} \), \( \mathcal{F}^{i,a} \), and \( \mathcal{G}^{i,a} \) can be completely determined from \( S^i \) and \( F^{1,a} \). Since we have already expanded the \( S^i \) in conformal blocks,

\[
S^i(U,V) \bigg|_{\mathcal{M}_{\Delta_0,\ell_0}^{r_0}} = \sum_{\text{conf primaries} \atop \mathcal{O}_{\Delta,x} \in \mathcal{M}_{\Delta_0,\ell_0}^{r_0}} c_{\Delta,\ell,x}^i g_{\Delta,\ell}(U,V),
\]

(2.48)

all that is left to do is to also expand \( F^{1,a} \).

The \( s \)-channel conformal block decomposition of a fermion-fermion-scalar-scalar four-point function was derived in [62]. For each conformal primary being exchanged, there are two possible blocks appearing with independent coefficients. For \( F^{1,a} \), if we denote the corresponding coefficients by \( d_{\Delta,\ell,x} \) for the first block and \( e_{\Delta,\ell,x} \) for the second block, we can then write:

\[
\left( \begin{array}{c}
F_{1,1}^{1,a} \\
F_{1,2}^{1,a}
\end{array} \right) \bigg|_{\mathcal{M}_{\Delta_0,\ell_0}^{r_0}} = \sum_{\text{conf primaries} \atop \mathcal{O}_{\Delta,x} \in \mathcal{M}_{\Delta_0,\ell_0}^{r_0}} d_{\Delta,\ell,x} \begin{pmatrix} g_{\Delta,\ell} \\ 0 \end{pmatrix} + e_{\Delta,\ell,x} \begin{pmatrix} D_1 g_{\Delta,\ell} \\ D_2 g_{\Delta,\ell} \end{pmatrix},
\]

(2.49)
where $g_{\Delta,\ell}$ are the scalar conformal blocks appearing above and $D_{1,2}$ are differential operators:

$$
D_1 = 2 + 2U \left[ -2\partial_V - 2V\partial_V^2 - \partial_U + 2U\partial_U^2 \right],
$$
$$
D_2 = 4U \left[ (V - 1)(\partial_V + V\partial_V^2) + U(\partial_U + 2V\partial_U\partial_V + U\partial_U^2) \right].
$$

(2.50)

(Each doublet of functions $(\mathcal{X}^{n,1}, \mathcal{X}^{n,2})$ appearing on the LHS of (2.47) has a similar block decomposition, but as mentioned above, we only need this decomposition for $(\mathcal{F}^{1,1}, \mathcal{F}^{1,2})$.)

Using the relations between $\mathcal{X}^{n,a}$ and $S^i$ and $\mathcal{F}^{1,a}$ given in Appendix D of [60] together with the decompositions (2.48) and (2.49), we obtain a system of linear equations for $c^i_{\Delta,\ell,r}$, $d^i_{\Delta,\ell,r}$, and $e^i_{\Delta,\ell,r}$ that has to be obeyed for all values of $(U,V)$. Expanding $g_{\Delta,\ell}$ to sufficiently high orders in $U$ is then enough to determine the linearly-independent solutions of this system of equations, and thus determine the coefficients $c^i_{\Delta,\ell,r}$ of the superconformal block corresponding to the supermultiplet $\mathcal{M}^{r_0}_{\Delta_0,\ell_0}$.

We performed this analysis for all the multiplets described in Table 3. The coefficients $c^i_{\Delta,\ell,r}$ for each multiplet are included in the attached Mathematica notebook. The multiplets marked in red in Table 3 did not give solutions to the system of equations that determines the $c^i_{\Delta,\ell,r}$. For each of the remaining multiplets we found between one and three solutions. Since any linear combination of superconformal blocks is a superconformal block, we are free to choose a basis of blocks with specific normalizations. In other words, for the coefficients $a^I_{\Delta,\ell,r}$ in (2.9) can be written as

$$
a^I_{\Delta,\ell,r} = \sum_I \lambda^2_I a^I_{\Delta,\ell,r},
$$

(2.51)

where $I$ ranges over all superconformal blocks, $\lambda^2_I$ are theory-dependent coefficients, and $a^I_{\Delta,\ell,r}$ represent the solution to the super-Casimir equation for superconformal block $I$, normalized according to our choosing. In Table 5, we list all the superconformal blocks as well as enough values for $a^I_{\Delta,\ell,r}$ in order to determine the normalization of the blocks.\footnote{The $(A,+)$ and $(A,-)$ multiplets are each other’s complex conjugates and they must appear together in the $S \times S$ OPE.}

A superconformal block $\mathcal{G}_I$ is simply

$$
\mathcal{G}_I^r(U,V) = \sum_{\text{conf primaries}} \sum_{\mathcal{O}^I_{\Delta,\ell,r} \in \mathcal{M}^{r_0}_{\Delta_0,\ell_0}} a^I_{\Delta,\ell,r} g_{\Delta,\ell}(U,V),
$$

(2.52)

where the index $I = \mathcal{M}^{r_0}_{\Delta_0,\ell_0}$ of the block encodes both the supermultiplet $\mathcal{M}^{r_0}_{\Delta_0,\ell_0}$ as well
as an integer $n = 1, 2, \ldots$ denoting which block this is according to Table 5. (In the cases where there is a single superconformal block per multiplet, we omit the index $n$.)

As discussed in Appendix B.3 of [60], the stress-tensor multiplet forms a representation not only of the superconformal group $OSp(6|4)$, but also of a larger group $(Z_2 \times Z_2) \rtimes Sp(6|4)$ which includes both a parity transformation $\mathcal{P}$ and discrete R-symmetry transformation $\mathcal{Z}$. The parity transformation $\mathcal{P}$ extends the spacetime symmetries from $Spin(3, 2) \cong Sp(4, \mathbb{R})$ to $Pin(3, 2)$, while $\mathcal{Z}$ extends the R-symmetry group from $SO(6)$ to $O(6)$. In any local CFT the scalar three-point function $\langle SSS \rangle$ is non-zero, which implies that in a $\mathcal{Z}$-invariant theory the operator $S$ transforms as a pseudotensor $15^-$, while the supercharges transform as $O(6)$ vectors.

Table 5 includes the $\mathcal{P}$ and $\mathcal{Z}$ charges relative to that of the superconformal primary, which are relevant for $\mathcal{N} = 6$ theories that are invariant under these discrete symmetries. We derive $\mathcal{P}$ charges for each superblock by noting that any two primaries $O_{\Delta, \ell}$ and $O_{\Delta', \ell'}$ in a supermultiplet have the same parity if and only if $\Delta' - \Delta \equiv \ell' - \ell \mod 2$. To derive the $\mathcal{Z}$ charges we use the $O(6)$ tensor product of two pseudo-tensors:

$$15^- \otimes 15^- = 1_s^+ \oplus 15_a^+ \oplus 15_s^- \oplus 20_s^+ \oplus 90_a \oplus 84_s^+. \quad (2.53)$$

Reflection positivity implies that the coefficients $a_{\Delta, \ell, r}$ in (2.9) are non-negative for all $r$. Because for each superconformal block in Table 5 there exists an operator that receives contributions only from that block, it follows that the coefficients $\lambda_{\ell}^2$ in (2.51) are non-negative. This is the reason why we wrote these coefficients in (2.51) manifestly as perfect squares. They are the squares of real OPE coefficients.$^{12}$

Let us end this section by describing the unitarity limits of the long blocks obtained by taking $\Delta \to \ell + 1$. For the scalar blocks, we obtain (up to normalization) either a spin-$0$ conserved block for the parity-even structure or a $(B, 1)_{2,0}^{[200]}$ block for the parity odd structure:

$$\text{Long}_{\Delta,0}^{[000],1} \to (A, \text{cons})_{1,0}^{[000]}, \quad \text{Long}_{\Delta,0}^{[000],2} \to (B, 1)_{2,0}^{[200]}. \quad (2.54)$$

For odd $\ell \geq 1$ there is a single block and it approaches a spin-$\ell$ conserved block:

$$\ell \geq 1 \text{ odd: } \text{Long}_{\Delta,\ell}^{[000]} \to (A, \text{cons})_{\ell+1,\ell}^{[000]} \quad (2.55)$$

$^{12}$In other words, for each multiplet for which there are several superconformal blocks, the number of superconformal 3-point structures equals the number of superconformal blocks. This is so because each superconformal 3-point structure contains different operators from the exchanged multiplet.
| Superconformal block | normalization | $P$ | $Z$ |
|----------------------|--------------|-----|-----|
| $\text{Long}_{\Delta,0}^{[000],n}$ | $n = 1$: $(a_{\Delta,0,1}, a_{\Delta+1,0,1}) = (1, 0)$ | + | + |
|  | $n = 2$: $(a_{\Delta,0,1}, a_{\Delta+1,0,1}) = (0, 1)$ | − | + |
| $\text{Long}_{\Delta,\ell}^{[000]}, \ell \geq 1 \text{ odd}$ | $a_{\Delta+1,\ell+1,15_s} = 1$ | + | + |
| $\text{Long}_{\Delta,\ell}^{[000],n}, \ell \geq 2 \text{ even}$ | $n = 1$: $(a_{\Delta,\ell,1}, a_{\Delta+1,\ell,1}, a_{\Delta+1,\ell,15_s}) = (1, 0, 0)$ | + | + |
|  | $n = 2$: $(a_{\Delta,\ell,1}, a_{\Delta+1,\ell,1}, a_{\Delta+1,\ell,15_s}) = (0, 1, 0)$ | − | + |
|  | $n = 3$: $(a_{\Delta,\ell,1}, a_{\Delta+1,\ell,1}, a_{\Delta+1,\ell,15_s}) = (0, 0, 1)$ | − | − |
| $(A,1)^{[100],n}_{\ell+2,\ell}$ | $\ell - \frac{1}{2} \geq 1 \text{ odd}$ | $n = 1$: $(a_{\ell+2,\ell+1,15_s}, a_{\ell+2,\ell+1,15_s}) = (1, 0)$ | + | + |
|  | $n = 2$: $(a_{\ell+2,\ell+1,15_s}, a_{\ell+2,\ell+1,15_s}) = (0, 1)$ | − | − |
| $(A,2)^{[011]}_{\ell+2,\ell}$ | $\ell \geq 0 \text{ even}$ | $a_{\ell+2,\ell,15_s} = 1$ | + | − |
|  | $\ell \geq 0 \text{ odd}$ | $a_{\ell+2,\ell,15_s} = 1$ | + | + |
| $(A,+)^{[020]}_{\ell+2,\ell}$ | $\ell - \frac{1}{2} \geq 0 \text{ even}$ | $a_{\ell+2,\ell+1,15_s} = 1$ | + | − |
| $(A,-)^{[002]}_{\ell+2,\ell}$ | $\ell - \frac{1}{2} \geq 0 \text{ even}$ | $a_{\ell+2,\ell+1,15_s} = 1$ | + | − |
| $(A,\text{cons})^{[000]}_{\ell+1,\ell}$ | $\ell \geq 0 \text{ even}$ | $a_{\ell+1,\ell,15_s} = 1$ | + | − |
| $(A,\text{cons})^{[000]}_{\ell+1,\ell}$ | $\ell \geq 1 \text{ odd}$ | $a_{\ell+2,\ell+1,15_s} = 1$ | + | − |
| $(B,1)^{[200]}_{2,0}$ | | $a_{2,0,20'} = 1$ | + | + |
| $(B,2)^{[022]}_{2,0}$ | | $a_{2,0,84} = 1$ | + | + |
| $(B,2)^{[011]}_{1,0}$ | | $a_{1,0,15} = 1$ | + | − |

Table 5: A summary of the superconformal blocks and their normalizations in terms of a few OPE coefficients. The values $a_{\Delta,\ell,r}$ in this table correspond to $a_{\Delta,\ell,r}^I$ in Eq. (2.51)—we omitted the index $I$ for clarity. Note that the $(A, \pm)$ are complex conjugates and do not by themselves have well defined $Z$ parity, but together they can be combined into a $Z$-even and a $Z$-odd structure.
Lastly, for even $\ell \geq 2$ we have three superconformal blocks. The parity even one approaches a spin-$\ell$ conserved block, while the parity odd ones approach the two superconformal blocks for the $(A, +)^{[020]}_{\ell+2,\ell}$ multiplet:

$$
\begin{align*}
\ell \geq 2 \text{ even:} & \quad \text{Long}^{[000],1}_{\Delta,\ell} \rightarrow (A, \text{cons})^{[000]}_{\ell+1,\ell}, \\
& \quad \text{Long}^{[000],2}_{\Delta,\ell} \rightarrow (A, 1)^{[100],1}_{\ell+3/2,\ell-1/2}, \\
& \quad \text{Long}^{[000],3}_{\Delta,\ell} \rightarrow (A, 1)^{[100],2}_{\ell+3/2,\ell-1/2}.
\end{align*}
$$

Even though the blocks on the RHS of (2.54)–(2.56) involve short or semishort superconformal multiplets, they sit at the bottom of the continuum of long superconformal blocks. All other short and semishort superconformal blocks are isolated, as they cannot recombine into a long superconformal block. In particular, if the correlator $\langle SSSS \rangle$ contains one of these isolated superconformal blocks, any sufficiently small deformation of $\langle SSSS \rangle$ also must, while the other blocks can instead disappear by recombining into a long block. This distinction will be important when we consider the numerical bootstrap.

### 2.4 Examples: GFFT and free $\mathcal{N} = 6$ hypermultiplet

There are two theories for which we can determine the superconformal block decomposition and all CFT data. The first is the generalized free field theory (GFFT), where correlators of $S$ are computed using Wick contractions with the propagator $\langle S(\vec{x}_1, X_1)S(\vec{x}_2, X_2) \rangle = \frac{\text{tr}(X_1 X_2)}{|\vec{x}_{12}|}$. In terms of the functions $S^i(U, V)$, the $\langle SSSS \rangle$ correlator is:

$$
S^i_{\text{GFFT}}(U, V) = \begin{pmatrix}
1 & U & V & 0 & 0 & 0 \\
\end{pmatrix}.
$$

This theory does not have a stress-energy tensor, and it is thus non-local and therefore not of primary interest here. However, the GFFT four-point function does represent the leading term in the strong-coupling limit of correlators of the local SCFTs that are discussed in the next section. If we think about the $S$ operators as single-trace, then in the superconformal block decomposition of $\langle SSSS \rangle$ only double-trace operators appear, with schematic form $S \partial_{\mu_1} \cdots \partial_{\mu_\ell} \Box^p S$ of spin $\ell$ dimension $2 + \ell + 2p$ with positive integer $\ell$ and $p$. The GFFT defined as above does not necessarily have $\mathcal{N} = 6$ supersymmetry, but it can be completed into an $\mathcal{N} = 6$ preserving theory by considering similar rules for calculating correlators of any four stress-tensor multiplet operators from Table 1. We can expand (2.57) in superconformal blocks to read off the CFT data given in Table 6.
The second theory that is exactly computable is a free theory. Let us consider four complex scalar \( \phi_a, a = 1, \ldots, 4 \) and their complex conjugates \( \bar{\phi}^a \), with the two-point function normalized as \( \langle \phi_a(\vec{x}_1)\phi^b(\vec{x}_2) \rangle = \frac{\delta^b_a}{|\vec{x}_1-\vec{x}_2|} \). In this theory, we can consider the operator \( S(\vec{x}, X) = \phi_a(\vec{x})\bar{\phi}^b(\vec{x})X^a_b \). The \( \langle SSSS \rangle \) correlator can then be computed using Wick contractions of the \( \phi \) and \( \bar{\phi} \)'s, and in terms of the \( S_i \) it is given by

\[
S_{\text{free}}^i(U, V) = \left( 1 \quad U \quad U \quad \frac{U}{\sqrt{V}} \quad \frac{\sqrt{U}}{\sqrt{V}} \quad \sqrt{U} \right).
\] (2.58)

As was the case with the GFFT, this correlator does not necessarily correspond to an \( \mathcal{N} = 6 \) SCFT, but it can be embedded in one by considering the \( \phi_a \) as the components of an \( \mathcal{N} = 6 \) hypermultiplet that also contains 4 complex fermions. The four-point function (2.58) can then be expanded into superconformal blocks to give the CFT data given in Table 6. Note that the free theory has the same spectrum as the GFFT, except that it also contains conserved current multiplets for each spin, has a stress tensor multiplet, and does not have a \((B, 1)^{[200]}_{2,0}\) multiplet.

For both the GFFT theory and the free theory of an \( \mathcal{N} = 6 \) hypermultiplet, one can alternatively obtain the CFT data listed in Table 6 by performing a decomposition of the correlators in the analogous \( \mathcal{N} = 8 \) SCFTs, as described in Appendix D. Indeed, the \( \mathcal{N} = 6 \) GFFT is a subsector of the \( \mathcal{N} = 8 \) GFFT, where the \( \mathcal{N} = 6 \) stress tensor multiplet is embedded into the \( \mathcal{N} = 8 \) stress tensor multiplet. Similarly, the theory of an \( \mathcal{N} = 6 \) free hypermultiplet has \( \mathcal{N} = 8 \) supersymmetry because a free \( \mathcal{N} = 6 \) hypermultiplet is identical in field content with an \( \mathcal{N} = 8 \) hypermultiplet: they both consist of eight real scalars and eight Majorana fermions.

3 Exact results in \( \mathcal{N} = 6 \) SCFTs

3.1 Known \( \mathcal{N} = 6 \) SCFTs

\( \mathcal{N} = 6 \) CFTs with Lagrangians were classified in [38], up to discrete quotients that do not affect correlators of \( S \).\(^{13}\) In \( \mathcal{N} = 3 \) SUSY notation, they are Chern-Simons-matter theories with two matter hypermultiplets. There are two possible families of gauge groups

\(^{13}\)See [63] for a conjectured classification that takes into account discrete quotients.
| $\lambda^2_{(B,2)^{[011]}_{1,0}}$ | $S^i_{\text{GFFT}}$ | $S^i_{\text{free}}$ |
|--------------------------|------------------|------------------|
|                          | 0                | 4                |
| $\lambda^2_{(B,2)^{[022]}_{2,0}}$ | 2                | 4                |
| $\lambda^2_{(B,1)^{[200]}_{2,0}}$ | $\frac{4}{3}$ | 0                |
| $\lambda^2_{(A,\text{cons.})^{[000]}_{+1,\ell}}$ for $\ell = 0, 1, 2, \ldots$ | 0                | 4                |
| $\lambda^2_{(A,2)^{[011]}_{\ell+2,\ell}}$ for $\ell = 0, 1, 2, \ldots$ | 16, 256, 4096, 32,768, \ldots | 8, 32, 3712, 34,304, \ldots |
| $\lambda^2_{(A,+)^{[002]}_{\ell+3/2,\ell+1/2}}$ for $\ell = 0, 2, \ldots$ | 16, 644, 6,144, \ldots | 8, 8, 7872, 3, 122,56, \ldots |
| $\lambda^2_{(A,1)^{[100]}_{\ell+3/2,\ell+3/2}}$ for $\ell = 0, 2, \ldots$ | 512, 315, \ldots | 64, 63, \ldots |
| $\lambda^2_{(A,1)^{[100]}_{\ell+3/2,\ell+3/2}}$ for $\ell = 0, 2, \ldots$ | 1024, 105, \ldots | 128, 21, \ldots |
| $\Delta_{(0,1)}$ | 2, 4, \ldots | 2, 4, \ldots |
| $\Delta_{(0,2)}$ | 3, 5, \ldots | 3, 5, \ldots |
| $\Delta_{(\ell,n) \geq 1}$, $\ell$ odd | $\ell + 2$, $\ell + 4$, \ldots | $\ell + 2$, $\ell + 4$, \ldots |
| $\Delta_{(\ell,2,1)\ell}$ even | $\ell + 2$, $\ell + 4$, \ldots | $\ell + 2$, $\ell + 4$, \ldots |
| $\Delta_{(\ell,2,2)\ell}$ even | $\ell + 3$, $\ell + 5$, \ldots | $\ell + 3$, $\ell + 5$, \ldots |
| $\Delta_{(\ell,2,3)\ell}$ even | $\ell + 3$, $\ell + 5$, \ldots | $\ell + 3$, $\ell + 5$, \ldots |

Table 6: Low-lying CFT data for the generalized free field theory (GFFT) $S^i_{\text{GFFT}}$ and the free theory $S^i_{\text{free}}$. We write $\Delta_{(\ell,n)}$ to denote the scaling dimension of the superblock corresponding to the structure $\text{Long}_{\Delta,\ell}^{[000],n}$.
and representations: \(^\text{14}\)

\[ SU(N)_k \times SU(N + M)_{-k} \times U(1)_{K}^L, \quad K^{ab} q_a q_b = \frac{1}{k} \left( \frac{1}{M + N} - \frac{1}{N} \right), \quad (3.1) \]

for \( N, M \geq 1 \) where the hypermultiplets are in the bifundamental of \( SU(M) \times SU(N) \), and

\[ USp(2 + 2M)_k \times U(1)_{K}^L, \quad K^{ab} q_a q_b = -\frac{1}{2k}, \quad (3.2) \]

for \( M \geq 0 \) where the hypermultiplets are in the fundamental of \( USp(2+2M) \). In both cases, the hypermultiplets have equal and opposite charges \( q_i \) for \( i = 1, \ldots, L \) under the \( U(1) \)'s. The matrix \( K^{ab} \) is the inverse of the matrix \( K_{ab} \) of Chern-Simons levels for the \( L U(1) \) gauge groups, and must satisfy the relations given in (3.1) and (3.2). Note that when \( N = 1 \) in (3.1), the hypermultiplets are just in the fundamental of \( SU(1+M) \) with appropriate charges under the \( U(1) \)'s.

As we shall show in Appendix E.3, the \( S^3 \) partition function for both families of theories is independent of \( L \), as long as the conditions in (3.1) and (3.2) are obeyed, up to an overall normalization constant. This leads us to conjecture that all these theories have the same \( S \) correlators, so for this sector we only need consider two families of theories. One is the AJB(M) family \(^\text{15}\)

\[ U(N)_k \times U(N + M)_{-k}, \quad (3.3) \]

with \( M \leq |k| \) \(^{34, 35}\), which is the special case of (3.1) where \( L = 2 \) with \( q_1 = q_2 = 1 \) and \( K_{11} = kN, \quad K_{22} = -k(N + M), \quad \) and \( K_{12} = 0 \). The other family is

\[ SO(2)_{2k} \times USp(2 + 2M)_{-k}, \quad (3.4) \]

with \( M + 1 \leq |k| \) \(^{35, 37}\), is the \( L = 1, \quad q = 1 \) case of (3.2). Sending \( k \to -k \) gives a parity-conjugate theory, so without loss of generality we can focus on \( k > 0 \). Seiberg duality

\(^{14}\)The case \( SU(N)_k \times SU(N)_{-k} \) describes the BLG theories \(^{64-66}\).

\(^{15}\)When \( N = 1, M = 0 \), the ABJM theory describes a free SCFT equivalent to the theory of eight massless real scalars and eight Majorana fermions described in Section 2.4. For \( M = 0 \) and \( N > 1 \), ABJM flows to the product of a free SCFT and a strongly-coupled SCFT, while for all other parameters ABJM theory has a unique stress tensor.
imposes additional equivalences between each family:

\[
U(N)_k \times U(N + M)_{-k} \leftrightarrow U(N)_{-k} \times U(N + |k| - M)_k ,
\]
\[
SO(2)_k \times USp(2 + 2M)_{-k} \leftrightarrow SO(2)_{-2k} \times USp(2(|k| - M - 1) + 2)_k .
\]

In particular, the \(k = 2M\) case of ABJM is parity invariant, as is the \(k + 1 = 2M\) case of the \(SO(2) \times USp(2 + 2M)\) theory.

The \(U(N)_k \times U(N + M)_{-k}\) ABJ theories can be interpreted as effective theories on \(N\) coincident M2-branes placed at a \(\mathbb{C}^4/\mathbb{Z}_k\) singularity in the transverse directions, together with a discrete flux due to \(M\) fractional M2-branes localized at the singularity. The \(N \gg k^5\) limit is described by weakly coupled M-theory on \(AdS_4 \times S^7/\mathbb{Z}_k\), while the large \(N, k\) limit with \(N \sim k\) and finite \(M\) is described by weakly coupled Type IIA string theory on \(AdS_4 \times \mathbb{CP}^3\).

When \(M, k\) are large and \(N\) is finite, ABJ theory becomes a vector model with weakly-broken higher-spin symmetry, which is dual to \(\mathcal{N} = 6\) higher-spin Vasiliev theory on \(AdS_4\) [36]. The finite coupling \(\lambda \equiv M/k\) with \(\lambda \leq 1\) is related to the parity breaking \(\theta_0\) parameter in Vasiliev theory, such that \(\lambda = 0, 1\) correspond to the free theory and \(\lambda = 1/2\) corresponds to a parity-invariant theory. The \(SO(2)_k \times USp(2 + 2M)_{-k}\) case in the large \(M, k\) limit with fixed \(\lambda = M/k\) is also a vector model dual to \(\mathcal{N} = 6\) higher-spin Vasiliev theory on \(AdS_5\) with similar properties [67].

### 3.2 Exactly calculable CFT data

In the next section, we will derive numerical bounds on the CFT data of 3d \(\mathcal{N} = 6\) SCFTs parameterized in terms of \(c_T\), which is defined as the coefficient appearing in the two-point function of the canonically-normalized stress-tensor,

\[
\langle T_{\mu\nu}(\vec{x}) T_{\rho\sigma}(0) \rangle = \frac{c_T}{64} (P_{\mu\rho} P_{\nu\sigma} + P_{\nu\rho} P_{\mu\sigma} - P_{\mu\nu} P_{\rho\sigma}) \frac{1}{16\pi^2 \vec{x}^2} , \quad P_{\mu\nu} \equiv \eta_{\mu\nu} \nabla^2 - \partial_\mu \partial_\nu , \quad (3.6)
\]

and, in the normalization (2.2) for the external operator \(S(\vec{x}, X)\), it is inversely related to the square of the OPE coefficient of the stress tensor multiplet:

\[
c_T = \frac{64}{\lambda_{(B,2)}^{2,0}[011]} . \quad (3.7)
\]

Here \(c_T\) is defined such that it equals 1 for a (non-supersymmetric) free massless real scalar or a free massless Majorana fermion. Hence \(c_T = 16\) for the free \(\mathcal{N} = 6\) hypermultiplet.
described in Section 2.4, which also has $\mathcal{N} = 8$ and is equivalent to ABJM theory with $M = 0$ and $N = 1$.

This $c_T$ is a particularly useful parameterization of physical theories. It can be computed exactly using supersymmetric localization for any $\mathcal{N} \geq 2$ SCFT with a Lagrangian description by taking two derivatives of the squashed sphere partition function with respect to the squashing parameter [68, 69]. For theories with at least $\mathcal{N} = 4$ supersymmetry, the stress tensor multiplet contains R-symmetry currents that from an $\mathcal{N} = 2$ point of view are flavor currents, and one can argue that $c_T$ is proportional to the two-point functions of such flavor currents [11]. Such two-point functions can be computed by taking two derivatives of the round sphere partition function with respect to a mass parameter [70]. For the $\mathcal{N} = 6$ theories that we focus on here, we will define a mass parameter $m$ with a normalization such that

$$c_T = -\frac{64}{\pi^2} \frac{\partial^2 \log Z}{\partial m^2} \bigg|_{m=0}. \tag{3.8}$$

In these theories, supersymmetric localization [52] implies that the quantity $Z(m)$ can be expressed as an $N$-dimensional integral for any $k,M$,\(^\text{16}\) and can be evaluated exactly at small $N$ and to all orders in $1/N$ for $M \leq k \leq N$ using the Fermi gas method [10, 58, 59]. In particular, for $N = 1$ we can exactly compute the one-dimensional integral for any $M, k$, such as the large $M \sim k$ limit that describes the vector like limit, which can also be computed in a large $M$ expansion to any order as described in [71]. For the various quantum gravity theories we discuss the leading order expressions for $c_T$ are then [11, 72]:

- M-theory, Type IIA string theory: \(c_T \approx \frac{64}{3\pi} \sqrt{2kN^{3/2}}\),
- Higher-spin theory: \(c_T \approx \frac{16Nk}{\pi} \sin(\lambda\pi)\), \(\tag{3.9}\)

so that M-theory (at finite $k$) scales like $N^{3/2}$, string theory (where $k \sim N$) has the typical matrix-like scaling $N^2$, while the higher-spin theory (where $k \sim M$ for finite $N$) has the typical vector-like linear scaling.

We can similarly compute the OPE coefficient squared $\lambda^2_{(B,2)_{2,0}}$ by taking four derivatives of the mass deformed free energy as described in [10, 60, 73, 74], to get analytical results in

\(^{16}\)For the orthogonal group case, it is always a one-dimensional integral.
the same range of $M, N, k$ as described for $c_T$ (see Eq. (3.27) of [60]):

$$\lambda_{(B,2)_{0}^{[22]}} = 2 + \left. \frac{\partial^4 m \log Z}{\partial^2 m \log Z} \right|_{m=0}.$$  \hspace{1cm} (3.10)

This short OPE coefficient is the $\mathcal{N} = 6$ analogue of the $\mathcal{N} = 8$ short OPE coefficient computed in [10].

We should point out that in the limit in which $\log Z$ and its mass derivatives go to infinity, we have $c_T \to \infty$ and $\lambda_{(B,2)_{0}^{[22]}} \to 2$. This is expected because in this limit the CFT correlators factorize, and the $\langle SSSS \rangle$ correlator is that of the GFFT theory described in Section 2.4. Indeed, as can be seen from Table 6 GFFT has $\lambda_{(B,2)_{1,0}^{[11]}} = 0$, corresponding to $c_T = \infty$, and $\lambda_{(B,2)_{0}^{[22]}} = 2$.

In the rest of this section we shall focus on computing $c_T$ and $\lambda_{(B,2)_{0}^{[22]}}$ in both the $U(N)_k \times U(N + M)_{-k}$ and $SO(2k) \times USp(2 + 2M)_{-k}$ theories. We will compute these quantities exactly for finite $M$ and $N$, as well as in the large $M$ expansion at fixed $\lambda = \frac{M}{k}$ and $N = 1$, which describes the higher-spin limit of these theories. For the $U(N)_k \times U(N + M)_{-k}$ theory, we will also review the all orders in $1/N$ results at finite $M \leq k \leq N$ in [10], which describes the M-theory limit for finite $k, M$ and Type IIA string theory limit for $k \sim N$ and finite $M$. As noted previously and proven explicitly in appendix E.3, the sphere partition function $Z(m)$ is left unchanged by the presence of additional $U(1)$ factors, and so our results also hold for the more general families of $\mathcal{N} = 6$ theories (3.1) and (3.2).

### 3.3 $U(N)_k \times U(N + M)_{-k}$ theory

Using supersymmetric localization, the mass-deformed $U(N)_k \times U(N + M)_{-k}$ partition function can be reduced to $M + 2N$ integrals [52,75]:

$$Z_{M,N,k}(m) = \int d^{M+N} \mu \ d^{N} \nu \frac{e^{-\pi k (\sum_{i} \nu_i^2 - \sum_{a} \nu_a^2)} \prod_{i<j} 4 \sinh^2 \left[ \pi (\mu_i - \mu_j) \right] \prod_{a<b} 4 \sinh^2 \left[ \pi (\nu_a - \nu_b) \right]}{\prod_{i,a} 4 \cosh \left[ \pi (\mu_i - \nu_a) + \frac{\pi m}{2} \right] \cosh \left[ \pi (\mu_i - \nu_a) \right]},$$  \hspace{1cm} (3.11)

up to an overall $m$-independent normalization factor. Our first task will be to write (3.11) as an $N$-dimensional integral that we can then evaluate more easily. For the massless case $m = 0$ such a reduction was achieved in [76]. In Appendix E.1, we extended their methods...
to the massive partition function (3.11) and show that

$$Z_{M,N,k}(m) = Z_0 e^{-\frac{\pi}{2} M N m} \int d^N y \prod_{a<b} \tan^2 \left( \frac{\pi (y_a - y_b)}{k} \right) \times \prod_{a=1}^{N} \left[ e^{i \pi y_a} \frac{M-1}{2 \cosh (\pi y_a)} \prod_{l=0}^{M-1} \tanh \left( \frac{\pi (y_a + i(l + 1/2))}{k} \right) \right],$$

where $Z_0$ is again an overall factor which is independent of the mass parameter $m$. Since our interest is ultimately in computing derivatives of $\log Z$ with respect to $m$, the value of $Z_0$ is unimportant. Let us now discuss various limits in which we can evaluate (3.12) exactly or approximately.

### 3.3.1 Small $M, N, k$

When $M, N, k$ are small integers, we can evaluate (3.12) as contour integrals. Let us begin with the case $N = 1$. We must compute

$$\hat{Z}_{M,1,k}(m) \equiv \frac{Z_{M,1,k}(m)}{Z_0} = e^{-\frac{\pi}{2} M m} \int_{-\infty}^{\infty} dx \ e^{i \pi x m} F_{M,k}(x),$$

where we define

$$F_{M,k}(x) = \frac{1}{2 \cosh (\pi x)} \prod_{l=0}^{M-1} \tanh \left( \frac{\pi (x + i(l + 1/2))}{k} \right).$$

All poles of $F_{M,k}(x)$ are located at $x = \frac{i}{2} + iK$ for $K \in \mathbb{Z}$. Furthermore $F_{M,k}(x)$ is periodic in the complex plane, with

$$F_{M,k}(x + iK) = (-1)^k F_{M,k}(x).$$

By closing the integral (3.13) in the upper-half of the complex, we may therefore reduce it to a finite sum of poles

$$\hat{Z}_{M,1,k}(m) = \frac{2 \pi i e^{-\frac{\pi}{2} M m}}{1 - (-1)^k e^{-k \pi m}} \sum_{K=1}^{k-1} \operatorname{Res}_{x=\frac{i}{2} + iK} \left[ e^{i \pi x} F_{M,k}(x) \right].$$

We can then evaluate the residues and derive analytic expressions for $\hat{Z}_{M,1,k}(m)$ for any $M$ and $k$. We can then compute $c_T$ and $\lambda^2_{(B^2)_{[022]}}$ using (3.8) and (3.10). Table 7 lists these quantities for various values of $M$ and $k$. Note that the analytic results become increasingly elaborate as $M$ and $k$ become larger, and so we include analytic expressions in Table 7 only
Table 7: OPE coefficients $\frac{16}{c_T}$ and $\lambda^2_{(B,2)_{2,0}}$ in various $U(1)_k \times U(1+M)_{-k}$ ABJ theories.

| $M$ | $k$ | $\frac{16}{c_T}$ | $\lambda^2_{(B,2)_{2,0}}$ |
|-----|-----|------------------|--------------------------|
| 1   | 2   | $\frac{3}{4} = 0.75$ | $\frac{16}{5} = 3.2$ |
| 3   | $\frac{5+2\sqrt{3}}{13}$ ≈ 0.6511 | $\frac{612-62\sqrt{3}}{169} \approx 2.986$ |
| 4   | $\frac{3(\pi-2)}{4(3\pi-8)}$ ≈ 0.6009 | $\frac{2(512-441\pi+90\pi^2)}{5(8-3\pi)^2} \approx 2.921$ |
| 2   | 4   | $\frac{3(\pi-4)}{15\pi-52}$ ≈ 0.5281 | $\frac{4(12544-6936\pi+945\pi^2)}{5(52-15\pi)^2} \approx 2.715$ |
| 5   | 0.4667 | 2.618 |
| 6   | 0.4309 | 2.582 |
| 3   | 6   | 0.4005 | 2.498 |
| 4   | 8   | 0.3211 | 2.381 |
| 5   | 10  | 0.2674 | 2.307 |
| 6   | 12  | 0.2290 | 2.258 |

if a concise expression exists.

The above analysis can be generalized to the $N > 1$ case by repeatedly integrating over $z_k$. When $N = 2$, for instance, we must evaluate

$$Z_{M,2,k}(m) = e^{-\frac{3}{2}MNm} \int dz_1 dz_2 e^{i\pi(z_1+z_2)m} \tanh^2 \frac{\pi(z_1-z_2)}{k} \prod_{a=1}^2 F_{M,k}(z_a).$$

We evaluate this by first integrating over $z_1$ while fixing $|\text{Im}(z_2)| < \frac{k}{2}$. We can perform this integral by closing the contour in the upper half complex plane and then summing over the poles, which occur at

$$z_1 = \frac{iN}{2} \quad \text{and} \quad z_1 = z_2 + ik(K+1/2),$$

where $K$ is a positive integer. Because both $K(z)$ and $\tanh z$ are periodic in the complex plane, we need only sum the poles with imaginary part less than $k$; the rest can be resummed as a geometric series. Having integrated over $z_1$, we perform the $z_2$ integral in a similar fashion. For general $N$ we must repeat this process for each of the $N$ integration variables. We list results in Table 8 for the $U(2)_k \times U(M+2)_{-k}$ theory, and in Table 9 for the $U(N)_k \times U(N)_{-k}$ ABJM theory.
\begin{center}
\begin{tabular}{c|c|c|c}
&M& \( \frac{16}{c_T} \) & \( \lambda^2_{(B,2)_{[022]}_{k,0}} \) \\
\hline
1 & 2 & 0.3177 & 2.479 \\
 & 3 & 0.2697 & 2.384 \\
 & 4 & 0.2425 & 2.339 \\
\hline
2 & 4 & 0.2242 & 2.302 \\
 & 5 & 0.1986 & 2.262 \\
 & 6 & 0.1822 & 2.239 \\
\hline
3 & 6 & 0.1736 & 2.221 \\
 & 8 & 0.1419 & 2.175 \\
 & 10 & 0.1201 & 2.144 \\
 & 12 & 0.1041 & 2.122 \\
\end{tabular}
\end{center}

Table 8: OPE coefficients \( \frac{16}{c_T} \) and \( \lambda^2_{(B,2)_{[022]}_{k,0}} \) in various \( U(2)_k \times U(M + 2)_{-k} \) ABJ theories.

\begin{center}
\begin{tabular}{c|c|c|c}
& \( \frac{16}{c_T} \) & \( \lambda^2_{(B,2)_{[022]}_{k,0}} \) \\
\hline
2 & \( \frac{3}{8} = 0.375 \) & \( \frac{13}{5} = 2.6 \) \\
3 & \( \frac{3(\pi^2-10)}{45\pi^2-446} \approx 0.2095 \) & 2.309 \\
 & 0.1838 & 2.258 \\
\hline
4 & 0.1381 & 2.195 \\
 & 0.1191 & 2.161 \\
 & 0.1071 & 2.143 \\
\end{tabular}
\end{center}

Table 9: OPE coefficients \( \frac{16}{c_T} \) and \( \lambda^2_{(B,2)_{[022]}_{k,0}} \) in various \( U(N)_k \times U(N)_{-k} \) ABJM theories.
3.3.2 Higher-spin limit

We now compute \(Z_{M,1,k}(m)\) at large \(M\) and fixed \(\lambda = \frac{M}{k}\), which is the vector model limit of the \(U(1)_k \times U(1 + M)_{-k}\) theory. The special case where \(m = 0\) has already been considered in [71], so our task is to generalize their work to non-zero mass. Starting with (3.13) and performing a change of variables \(x \to x - \frac{iM}{2}\), we find that

\[
\hat{Z}_{M,1,k}(m) = \int dx e^{ixm} \exp \left[ \sum_{l=-M}^{M-1} \log \tanh \frac{\pi(x + il)}{k} - R(x) \right],
\]

where \(R(x) = \log(2 \cosh(\pi x))\) for even \(M\) and \(R(x) = \log(2 \sinh(\pi x))\) for odd \(M\). We can now use the asymptotic expansion

\[
f(x, \lambda, k) \equiv \sum_{l=-M}^{M-1} \log \tanh \frac{\pi(x + il)}{k} - R(x) \sim \cos \frac{2x\partial_\lambda}{k} \sinh \frac{\partial_\lambda}{k} \log \tan \frac{\pi \lambda}{2},
\]

derived in [71]. The right-hand expression should be understood as a formal series expansion, which can be written more verbosely as

\[
f(x, \lambda, k) = \sum_{n=0}^{\infty} \frac{(-1)^n f_{2n}(k, \lambda)}{(2n)!} \frac{x^{2n}}{k^{2n-1}},
\]

where \(f_{2n}(k, \lambda) = \sum_{p=0}^{\infty} \frac{4^n (2 - 4^p) B_{2p} \partial_\lambda^{2p+2n-1} \log \tan \frac{\pi \lambda}{2}}{(2p)! k^{2p}}\).

Rather than working with \(x\), it is more convenient to perform a change of variables \(x = k^{1/2} \xi\), so that

\[
F(\xi, \lambda, k) \equiv f(k^{1/2} \xi, \lambda, k) = \sum_{n=0}^{\infty} \frac{(-1)^n f_{2n}(k, \lambda)}{(2n)!} \frac{\xi^{2n}}{k^{n-1}}.
\]

The first few terms of \(F(\xi, \lambda, k)\) are

\[
F(\xi, \lambda, k) = \text{cons.} - 2\pi \csc(\pi \lambda) \xi^2 + \frac{1}{3} \pi^3 (\cos(2\lambda \pi) + 3) \csc^3(\lambda \pi) \frac{\xi^4}{k} + O(k^{-2}),
\]

while higher order terms look more complicated but can also be easily computed. We can now evaluate

\[
\hat{Z}_{M,1,k}(m) = \int d\xi \ e^{i\xi \sqrt{E} m + F(\xi, \lambda, k)}
\]
at large $k$, and at each order in $k^{-1}$ we must merely evaluate a Gaussian integral. After a little work we find that

$$c_T = \frac{16k \sin(\pi \lambda)}{\pi} + 4(\cos(2\pi \lambda) + 3) - \frac{\pi(3 + 13 \cos(2\pi \lambda)) \sin(\pi \lambda)}{3k}$$

$$+ \frac{\pi^2(5 + 7 \cos(2\pi \lambda)) \sin^2(\pi \lambda)}{k^2} + \cdots,$$

$$\lambda^2_{(B,2)_{[022]}} = 2 + \frac{\pi(3 + \cos(2\pi \lambda)) \csc(\lambda \pi)}{2k} + \frac{\pi^2(\cos(2\pi \lambda) - 3) \cot^2(\pi \lambda)}{k^2}$$

$$+ \frac{\pi^3(1074 + 785 \cos(2\pi \lambda) - 450 \cos(4\pi \lambda) + 127 \cos(6\pi \lambda)) \csc^3(\pi \lambda)}{768k^3} + \cdots. \quad (3.24)$$

Solving for $\lambda^2_{(B,2)_{[022]}}$ in terms of $c_T$ we find

$$\lambda^2_{(B,2)_{[022]}} = 2 + \frac{8(3 + \cos(2\pi \lambda))}{c_T} - \frac{64 \sin^2(\pi \lambda)(3 + 5 \cos(2\pi \lambda))}{c_T^2} + \cdots, \quad (3.25)$$

from which we see that in the limit of large $c_T$, the theory with the lowest value of $\lambda^2_{(B,2)_{[022]}}$ at fixed $c_T$ is that with $\lambda = 1/2$. For this reason, the $\lambda = \frac{1}{2}$ theory, namely the case of $U(1)_{2M} \times U(1 + M)_{-2M}$, will prove of special interest to us when considering numeric bootstrap bounds. Specializing to this case and going to a higher order than as given in (3.24), we can expand $\lambda^2_{(B,2)_{[022]}}$ in $1/c_T$:

$$\lambda^2_{(B,2)_{[022]}} = 2 + \frac{16}{c_T} + \frac{1}{2} \left( \frac{16}{c_T} \right)^2 + \frac{1}{12} \left( \frac{16}{c_T} \right)^3 + \frac{2}{3} \left( \frac{16}{c_T} \right)^4 - \frac{217}{240} \left( \frac{16}{c_T} \right)^5$$

$$+ \frac{979}{480} \left( \frac{16}{c_T} \right)^6 - \frac{71291}{15120} \left( \frac{16}{c_T} \right)^7 + \cdots. \quad (3.26)$$

Comparing to the exact values computed in Table 7, we find that (3.26) gives answers to within 1% of the exact results already for $M = 4$.

### 3.3.3 Supergravity limit

We will also be interested in the large $N$ expansion. Taking $N$ large while keeping $M$ and $k$ fixed (with $M \leq k$) corresponds to the M-theory limit, while taking $N$ large while keeping $M$ and $N/k$ fixed describes the Type IIA string theory limit. Results for the M-theory limit were already computed in [10] to all orders in $1/N$, which we now briefly review. Using the Fermi gas method [58], the mass deformed partition function was computed to all orders in
Table 10: OPE coefficients $\frac{16}{cT}$ and $\lambda^2_{(B,2)_{2,0}}$ in various $U(10)_k \times U(10 + M - k)$ ABJ theories, as computed from the all orders in $1/N$ formula (3.27).

\begin{table}[h]
\centering
\begin{tabular}{|c|c|c|}
\hline
$k$ & $M$ & $\frac{16}{cT}$  \\
\hline
2 & 0 & 0.0361459  \\
3 & 0 & 0.0301815  \\
4 & 0 & 0.0265295  \\
& 1 & 0.0250946  \\
6 & 0 & 0.0221553  \\
& 1 & 0.0208109  \\
& 2 & 0.0200682  \\
10 & 0 & 0.0178216  \\
& 1 & 0.0166285  \\
& 2 & 0.0157899  \\
& 3 & 0.0152331  \\
& 4 & 0.0149146  \\
\hline
\end{tabular}
\end{table}

\(1/N\ [10,59]::\)

\[Z \approx e^{A C^{-1} \operatorname{Ai} \left[ C^{-1/2} (N - B) \right]} , \quad C = \frac{2}{\pi^2 k (1 + m^2)} ,
B = \frac{\pi^2 C}{3} - \frac{1}{6k} \left( 1 + \frac{1}{1 + m^2} \right) - \frac{k}{12} + \frac{k}{2} \left( \frac{1}{2} - \frac{M}{k} \right)^2 ,
A = \frac{2A[k] + A[k(1 + im)] + A[k(1 - im)]}{4} ,
\]

where the constant map function $A$ is given by [77].

\[A(k) = \frac{2\zeta(3)}{\pi^2 k} \left( 1 - \frac{k^3}{16} \right) + \frac{k^2}{\pi^2} \int_0^\infty dx \frac{x}{e^{kx} - 1} \log \left( 1 - e^{-2x} \right) .
\]
3.4 $SO(2)_{2k} \times USp(2+2M)_{-k}$ theory

We now discuss the mass-deformed sphere partition function for the $SO(2)_{2k} \times USp(2+2M)_{-k}$ theory. Using supersymmetric localization, this quantity can be written as an $(M+1)$-dimensional integral [52,78]:

$$Z_{M,k}(m) \propto \int d\mu d^M \nu e^{2\pi i k (\mu^2 - \sum_a \nu_a^2)} \times \prod_a \sinh^2 [2\pi \nu_a] \prod_{a<b} \sinh^2 [\pi(\nu_a + \nu_b)] \sinh^2 [\pi(\nu_a - \nu_b)] \prod_b \cosh \left[ \pi(\mu - \nu_b) + \frac{\pi m}{2} \right] \cosh \left[ \pi(\mu + \nu_b) + \frac{\pi m}{2} \right] \cosh \left[ \pi(\mu - \nu_b) \right] \cosh \left[ \pi(\mu + \nu_b) \right],$$

(3.29)

up to an overall $m$-independent factor. In [79] it was shown that the massless partition function $m=0$ could be further simplified to a single integral. Generalizing their results to non-zero $m$ is straightforward, as we outline in Appendix E.2. We show that

$$Z_{M,k}(m) = Z_0 \cosh \frac{\pi m}{2} \int \frac{dx \sinh \left( \frac{x}{2k} + \pi m \right) \cosh \frac{x}{4k}}{\sinh \frac{x+2\pi m}{4k} \cosh \left( \frac{x}{2k} + \frac{\pi m}{2} \right) \sinh \left( \frac{x+2\pi m}{4k} \right)} \prod_{l=-M}^{M} \sinh \left( \frac{x+2\pi il}{4k} + \frac{\pi m}{2} \right) \cosh \frac{x+2\pi il}{4k},$$

(3.30)

where $Z_0$ is an overall constant which is independent of $m$. We will now compute mass derivatives of this quantity, first at finite $M,k$, and then in the large $M$ and fixed $\lambda = M/k$ expansion.

3.4.1 Finite $M,k$

For computing $c_T$ and $\lambda^2_{(B,2)_{2,0}}$ let us use the first expression (3.30). We are thus led to evaluate

$$Z_{M,k}(m) = \frac{Z_0}{\cosh \frac{\pi m}{2}} \int_{-\infty}^{\infty} dx \ G_{M,k}(x;m),$$

(3.31)

where we define

$$G_{M,k}(x;m) = \frac{\sinh \left( \frac{\pi x}{k} + \pi m \right) \cosh \frac{\pi x}{2k}}{\sinh \left( \pi x + k\pi m \right) \cosh \left( \frac{\pi x}{k} + \frac{\pi m}{2} \right) \sinh \left( \frac{\pi x}{2k} + \frac{\pi m}{2} \right)} \prod_{l=-M}^{M} \sinh \left( \frac{\pi x + \pi il}{2k} + \frac{\pi m}{2} \right) \cosh \frac{\pi x + \pi il}{2k}.$$

(3.32)
The function $G_{M,k}(x)$ has poles at

$$p_N = Ni, \quad q_N = Ni - \frac{km}{\pi}, \quad r_N^\pm = \left(2N + 1 \pm \frac{1}{2}\right)ik - \frac{km}{2\pi}$$

for integer $N$, and, as with $F_{M,k}(x)$ in the previous section, is periodic in the complex plane: $G_{M,k}(x + 2ki) = G_{M,k}(x)$. Unlike in the previous section, however, $G_{M,k}(x)$ does not vanish at infinity and so we cannot directly evaluate (3.31) by closing the contour in the upper-half plane. To fix this issue we instead compute the regularized integral

$$\hat{I}_{M,k}(m, \xi) = \frac{1}{\cosh \frac{\pi m}{2}} \int dx e^{i\xi x} G_{M,k}(x), \quad (3.33)$$

in the limit $\xi \to 0^+$. We then find that

$$\lim_{\xi \to 0^+} \hat{I}(m, \xi) = \frac{-\pi}{k \cosh \frac{\pi m}{2}} \left( \text{Res}_{x=r_i^+} [x G_{M,k}(x)] + \text{Res}_{x=r_i^-} [x G_{M,k}(x)] \right) + \sum_{N=1}^{2k-1} \text{Res}_{x=p_N} [x G_{M,k}(x)] + \text{Res}_{x=q_N} [x G_{M,k}(x)] \right). \quad (3.34)$$

For small values of $M$ and $k$ we can easily sum over poles, and then compute $c_T$ and $\lambda^{2\text{[B,2]}_{1022}}$ using (3.8) and (3.10). We list results for various $M$ and $k$ in Table 11.

### 3.4.2 Higher-spin limit

Finally, we study the large $M$ limit of the $SO(2)_{2k} \times USp(2 + 2M)_{-k}$ theory, keeping $\lambda = \frac{M}{k}$ fixed. To this we shall find it useful to perform a change of variables $x \to -x - 2\pi km$ so that

$$Z_{M,k}(m) = \frac{-Z_0}{\cosh \frac{\pi m}{2}} \int dx \frac{\sinh \frac{x}{2k} \cosh \left(\frac{x}{4k} + \frac{\pi m}{2}\right)}{\sinh \frac{x}{2} \cosh \left(\frac{x}{2k} + \frac{\pi m}{2}\right) \sinh \frac{x}{4k}} \prod_{l=-M}^{M} \frac{\sinh \frac{x + 2\pi il}{4k} + \frac{\pi m}{2}}{\cosh \left(\frac{x + 2\pi il}{4k} + \frac{\pi m}{2}\right)}, \quad (3.35)$$

where we define

$$g(x, \lambda, k) = -\log \sinh \frac{x}{2} + \sum_{l=-M}^{M} \log \sinh \frac{x + 2\pi il}{4k} - \sum_{l=-M}^{M} \log \cosh \frac{x + 2\pi il}{4k}. \quad (3.36)$$
\[
M \quad k \quad \frac{16}{c_T} \quad \lambda^2_{(B,2)_{2,0}}
\]
\[
\begin{array}{c|c|c|c}
0 & 1 & 1 & 4 \\
2 & \frac{3}{4} = 0.75 & \frac{16}{5} = 3.2 \\
3 & 0.6511 & 2.986 \\
3 & 0.6009 & 2.921 \\
1 & 2 & \frac{3}{4} = 0.75 & \frac{16}{5} = 3.2 \\
3 & 0.4778 & 2.648 \\
4 & 0.3879 & 2.503 \\
2 & 4 & 0.3879 & 2.503 \\
5 & 0.3021 & 2.366 \\
6 & 0.2603 & 2.312 \\
3 & 6 & 0.1957 & 2.225 \\
4 & 8 & 0.1568 & 2.175 \\
5 & 10 & 0.1307 & 2.144 \\
6 & 12 & 0.1121 & 2.121 \\
\end{array}
\]

Table 11: OPE coefficients $\frac{16}{c_T}$ and $\lambda^2_{(B,2)_{2,0}}$ in various $SO(2k) \times USp(2 + 2M)$ theories

We compute $g(x, \lambda, k)$ at large $k = \lambda^{-1}M$ using an Euler-MacLaurin expansion. For the cosh terms this is straightforward

\[
\sum_{l=-M}^{M} \log \cosh \frac{x + 2\pi il}{4k} = \text{cons.} + \frac{x^2}{2k} \left[ \frac{\tan \frac{\lambda \pi}{2}}{4\pi} + \frac{1 + \tan^2 \frac{\lambda \pi}{2}}{16} + O(k^{-2}) \right] + \frac{x^4}{24k^3} \left[ -\frac{\tan \frac{\lambda \pi}{2}}{16\pi(1 + \cos(\lambda \pi))} + O(k^{-1}) \right], \tag{3.37}
\]

where the cons. term is independent of $m$. The sinh terms are more difficult due to the appearance of logarithmic terms. To address this we begin by rewriting

\[
\sum_{l=-M}^{M} \log \sinh \frac{x + 2\pi il}{4k} = \sum_{l=-M}^{M} \log \sinh \frac{x + 2\pi il}{4k} + \sum_{l=-M}^{M} \log \frac{x + 2\pi il}{4k}. \tag{3.38}
\]
The first summation on the RHS can be expanded using the Euler-MacLaurin series, but to handle the second we can use the asymptotic expansion:

\[ \sum_{l=-\infty}^{\infty} \log \frac{x + 2\pi il}{2} \sim \text{cons.} + \log \frac{x}{2}. \] (3.39)

Combining these expansions, we conclude that

\[ -\log \frac{x}{2} + \sum_{l=-M}^{M} \log \sinh \frac{x + 2\pi il}{4k} = \text{cons.} - \frac{x^2}{2k} \left( \cot \frac{\pi \lambda}{2} - \frac{\csc^2 \frac{\pi \lambda}{2}}{16k} + \ldots \right) + \frac{x^4}{24k^3} \left( \frac{\sin(\pi \lambda) \csc^4 \frac{\pi \lambda}{2}}{64\pi} + \ldots \right). \] (3.40)

Expanding the other term in (3.35) at large \( k \) is straightforward. Performing a change of variables \( \xi = k^{-1/2}x \), we then find that

\[ Z_{M,k}(m) \propto \frac{Z_0}{\cosh \frac{\pi m}{2}} \int d\xi \exp \left[ \frac{\xi^2 \csc(\pi \lambda)}{4\pi} + \ldots \right], \] (3.41)

where the suppressed terms are higher order in \( m \) and/or \( k^{-1} \). We can thus compute derivatives of \( Z_{M,k}(m) \) at each order in \( k^{-1} \) as Gaussian integrals to get

\[ c_T = \frac{32k \sin(\pi \lambda)}{\pi} + 8(1 + 2 \cos(\pi \lambda) + \cos(2\pi \lambda)) + \frac{\pi \sin(\pi \lambda)[27 + 48 \cos(\pi \lambda) + 29 \cos(2\pi \lambda)]}{3k} + O(k^{-2}) \]

\[ \lambda^2_{(B,2)_{2,0}} = 2 + \frac{\pi^2[18 + 3 \cos(2\pi \lambda) + 30 \cos(2\pi \lambda) - 19 \cos(3\pi \lambda)]}{64k^2[\cos(\pi \lambda) - 1]} + O(k^{-3}). \] (3.42)

Comparing to the exact results in Table 11, we see that already for \( k = 2 \) the approximations (3.42) are within a couple percent of the exact answers.

Solving for \( \lambda^2_{(B,2)_{2,0}} \) in terms of \( c_T \), we find

\[ \lambda^2_{(B,2)_{2,0}} = 2 + \frac{8(\cos(2\pi \lambda) + 3)}{c_T} - \frac{32 \sin^2(\pi \lambda)(17 + 16 \cos(\pi \lambda) + 23 \cos(2\pi \lambda))}{c_T^2} + \ldots, \] (3.43)

from which we see that, at least at large \( c_T \), the theory with \( \lambda = 1/2 \) has the smallest value.
of $\lambda^2_{(B,2)_{2,0}^{[022]}}$. This fact will be useful in the next section. Plugging in $\lambda = 1/2$ in (3.43) and expanding to higher orders in $1/c_T$, we obtain

$$\lambda^2_{(B,2)_{2,0}^{[022]}} = 2 + \frac{16}{c_T} + \frac{3}{4} \left( \frac{16}{c_T} \right)^2 - \frac{1}{24} \left( \frac{16}{c_T} \right)^3 + \frac{21}{64} \left( \frac{16}{c_T} \right)^4 - \frac{277}{640} \left( \frac{16}{c_T} \right)^5$$

$$+ \frac{225}{512} \left( \frac{16}{c_T} \right)^6 - \frac{418547}{967680} \left( \frac{16}{c_T} \right)^7 + \cdots.$$  

(3.44)

Together with (3.26), this expression will be useful in the next section.

4 Numerical bootstrap

We will now use the results of the previous sections to derive the crossing equations for the superblock expansion of 3d $\mathcal{N} = 6$ SCFTs suitable for numerical bootstrap study. These crossing equations allow us to numerically bootstrap upper/lower bounds on CFT data of general 3d $\mathcal{N} = 6$ SCFTs. By imposing the specific values of $c_T$ and $\lambda^2_{(B,2)_{2,0}^{[022]}}$ as computed analytically for various theories in Section 3, we will find islands in the space of semishort OPE coefficients for each $N, k, M$. We will also argue that the $U(1)^{2M} \times U(1+M)^{-2M}$ theory saturates the numerical lower bound on $\lambda^2_{(B,2)_{2,0}^{[022]}}$ for a given value of $c_T$.

4.1 Crossing equations

The position space crossing equations were written in (2.6). For the $s$-channel superblock expansion the nontrivial constraint is the one given by $(x_1, X_1) \leftrightarrow (x_3, X_3)$. In terms of the $S_r(U, V)$ basis in (2.8), the crossing equations (2.6) can be written in using a 6-component vector

$$d^i(U, V) = \begin{pmatrix}
15F_{-1,s} + 80F_{-15,s} + 64F_{-84,s} \\
F_{-15,s} + F_{-45,s} + F_{-15,s} + 4F_{-84,s} \\
3F_{-15,s} - 12F_{-45,s} + 16F_{-84,s} \\
3F_{-20'} - 2F_{-45,s} + 2F_{-84,s} \\
15F_{+1,s} - 15F_{+15,s} - 60F_{+20'} - 60F_{+45,s} + 56F_{+84,s} \\
3F_{+15,s} - 3F_{+15,s} - 9F_{+20'} - 3F_{+45,s} + 14F_{+84,s}
\end{pmatrix},$$

(4.1)

where we define

$$F_{\pm r}(U, V) \equiv V^2 S_r(U, V) \pm U^2 S_r(V, U).$$

(4.2)
Combining the crossing equations with the superconformal block decomposition, we can then define a \(d^i_I\) for each superconformal block \(I\) listed in Table 2 by replacing each \(S_r\) in \(d^i\) by \(G^r_I\) defined in (2.52). The crossing equations in terms of these \(d^i_I\) can then be written as

\[
0 = d^i_{\text{Id}} + \frac{64}{c_T} d^i_{(B,2)_{1,0}^{[011]}} + \sum_{I \neq \text{Id},(B,2)_{1,0}^{[011]}} \lambda^2_I d^i_I,
\]

where we normalized the squared OPE coefficient of the identity multiplet to \(\lambda^2_{\text{Id}} = 1\), and parameterized our theories by the value of \(\lambda^2_{(B,2)_{1,0}^{[011]}} = \frac{64}{c_T}\) (see (3.7)). The sum in (4.3) should then be understood as running over all other superconformal blocks for multiplets appearing in the \(S \times S\) OPE.

These six crossing equations are in fact redundant due to \(\mathcal{N} = 6\) superconformal symmetry, similar to the \(\mathcal{N} = 8\) case in [11,12]. It is important to remove these redundancies, since otherwise they cause numerical instabilities in the bootstrap algorithm. As in [12], we can do this using the explicit expressions for the crossing equations in (4.3) in terms of superblocks, where each \(S_r(U,V)\) is a linear combination of conformal blocks for each supermultiplet. We then expand in \(z, \bar{z}\) derivatives as

\[
F_{+r}(U,V) = \sum_{p+q = \text{even}} \sum_{p \leq q} \frac{2}{p!q!} \left( z - \frac{1}{2} \right)^p \left( \bar{z} - \frac{1}{2} \right)^q \partial^p \partial^q_{\bar{z}} F_{+r}(U,V)|_{z=\bar{z}=\frac{1}{2}},
\]

\[
F_{-r}(U,V) = \sum_{p+q = \text{odd}} \sum_{p < q} \frac{2}{p!q!} \left( z - \frac{1}{2} \right)^p \left( \bar{z} - \frac{1}{2} \right)^q \partial^p \partial^q_{\bar{z}} F_{-r}(U,V)|_{z=\bar{z}=\frac{1}{2}},
\]

where \(z, \bar{z}\) are written in terms of \(U, V\) as

\[
U = z\bar{z}, \quad V = (1 - z)(1 - \bar{z}).
\]

In the sums in Eqs. (4.4) we only consider terms that are nonzero and independent according to the definition (4.2). We then truncate these sums to a finite number of terms by imposing that

\[
p + q \leq \Lambda,
\]

and then consider the finite dimensional matrix \(\tilde{d}^{(p,q)}_i\) whose rows as labeled by \(i = 1, \ldots, 6\) are those of \(d^i\), and whose columns as labeled by \((p, q)\) are the coefficients of the \(\partial^p \partial^q_{\bar{z}} S_r(U,V)|_{z=\bar{z}=\frac{1}{2}}\).
that appear in each entry of $d^i$ after expanding like (4.4) using the definition (4.2) of $F_{\pm,r}(U,V)$ in terms of $S_r(U,V)$. Finally, we check numerically to see which crossing equations are linearly independent for each value of $\Lambda$, and find that a linearly independent subspace for any $\Lambda$ is given by

$$\{d^3, d^4, d^5, d^6\},$$

(4.7)

where we include all nonzero $z, \bar{z}$ derivatives for the crossing equations listed.\(^{17}\)

We now have all the ingredients to perform the numerical bootstrap using the crossing equations (4.3), where we restrict to the linearly independent set of crossing equations (4.7). We can now derive numerical bounds on both OPE coefficients and cabling dimensions using numerical algorithms that are by now standard (see for instance [12, 39]) and can be implemented using SDPB [41, 80]. In each case, the numerical algorithms involve finding functionals $\alpha$ that act on the vector of functions $d^i(U,V)$ and return a linear combination of derivatives of these functions evaluated at the crossing-symmetric point $U = V = 1/4$. In all the numerical studies presented below, we will restrict the total derivative order $\Lambda$ (see (4.6)) to be $\Lambda = 39$, and we will only consider acting with $\alpha$ on blocks that have spin up to $\ell_{\text{max}} = 50$.

4.2 Bounds on short OPE coefficients and the extremal functional conjecture

We begin by deriving numerical bootstrap bounds on the squared OPE coefficients $\lambda^2_{(B,2)^{[011]}_{1,0}} = \frac{54}{c_T}$ and $\lambda^2_{(B,2)^{[022]}_{2,0}}$ that were computed using supersymmetric localization in specific $\mathcal{N} = 6$ SCFTs from the ABJ(M) family in the previous section.

First, we can derive a lower bound on $c_T$ that applies to all $\mathcal{N} = 6$ SCFTs. To do so, we consider linear functionals $\alpha$ satisfying

$$\alpha(d^i_{(B,2)^{[011]}_{1,0}}) = 1,$$

$$\alpha(d^i_I) \geq 0, \quad \text{for all superconf. blocks } I \notin \{\text{Id}, (B,2)^{[011]}_{1,0}\}.$$  

(4.8)

From (4.3), the existence of such an $\alpha$ implies

$$\frac{64}{c_T} \leq -\alpha(d^i_{\text{Id}}).$$

(4.9)

\(^{17}\)In the analogous $\mathcal{N} = 8$ case studied in [11], the linearly independent set consisted of just one crossing equation with all of its derivatives, as well as a second crossing equation with only derivatives in $z$. 
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We performed such a numerical study, and we found

\[ c_T \geq 15.5, \quad (4.10) \]

where recall that \( c_T = 16 \) corresponds to the theory of a free \( \mathcal{N} = 6 \) massless hypermultiplet, which also has \( \mathcal{N} = 8 \) SUSY. The bound (4.10) can be compared to the analogous \( \mathcal{N} = 8 \) bound \( c_T \geq 15.9 \) computed in [10] with \( \Lambda = 43 \). In both cases, we expect the numerics should be converging to \( c_T \geq 16 \) in the infinite \( \Lambda \) limit, simply because there are no known \( \mathcal{N} = 6 \) SCFTs with \( c_T \) smaller than 16. The fact that the \( \mathcal{N} = 6 \) bound (4.10) is weaker than the \( \mathcal{N} = 8 \) one suggests that the \( \mathcal{N} = 6 \) numerics are slightly less converged than the \( \mathcal{N} = 8 \) numerics. In the remainder of this paper, we will only show results for \( c_T \geq 16 \).

Let us now compute bounds on the squared OPE coefficient \( \lambda_2^{(B,2)_{2,0}^{[011]}} \) as a function of \( c_T \). In general, to find upper/lower bounds on the OPE coefficient of an isolated superblock \( I^* \) that appears in (4.3), we consider linear functionals \( \alpha \) satisfying

\[
\begin{align*}
\alpha(d_{I^*}) &= s, & s = 1 \text{ for upper bounds}, & s = -1 \text{ for lower bounds}, \\
\alpha(d_I) &\geq 0, & \text{for all short and semi-short } I \notin \{ \text{Id}, (B, 2)^{[011]}_{1,0}, I^* \}, \\
\alpha(d_I) &\geq 0, & \text{for all long } I \text{ with } \Delta_I \geq \ell + 1. 
\end{align*}
\]

(4.11)

The existence of such an \( \alpha \) implies that

\[
\begin{align*}
\text{if } s = 1, \quad &\lambda_2^{I^*} \leq -\alpha(d_{\text{Id}}) - \frac{64}{c_T} \alpha(d_{(B,2)_{1,0}^{[011]}}), \\
\text{if } s = -1, \quad &\lambda_2^{I^*} \geq \alpha(d_{\text{Id}}) + \frac{64}{c_T} \alpha(d_{(B,2)_{1,0}^{[011]}}),
\end{align*}
\]

(4.12)

thus giving us both an upper and a lower bound on \( \lambda_2^{I^*} \). Using this procedure, our numerical study gives the upper and lower bounds shown in black in Figure 1. On the same plot, we indicated in blue the bounds obtained with \( \Lambda = 43 \) in the \( \mathcal{N} = 8 \) case, as derived in [10]. While the upper bounds for the \( \mathcal{N} = 6 \) and \( \mathcal{N} = 8 \) cases are very similar and likely differ only because of the different value of \( \Lambda \) that was used, the lower bounds are qualitatively different. Indeed, the \( \mathcal{N} = 6 \) and \( \mathcal{N} = 8 \) lower bounds meet at \( \frac{16}{c_T} = 0, 1 \), and at around .71, where the \( \mathcal{N} = 8 \) bound has a kink.\(^{18}\) At other values of \( \frac{16}{c_T} \), the \( \mathcal{N} = 6 \) lower bound is significantly weaker than the \( \mathcal{N} = 8 \) one, which suggests that it may be saturated by \( \mathcal{N} = 6 \) SCFTs that do not have \( \mathcal{N} = 8 \) SUSY.

\(^{18}\)This \( \mathcal{N} = 8 \) kink was previously observed in [9,11].
Figure 1: Upper and lower bounds on the \( \lambda^2_{(B,2)_{022}^{[022]}} \) OPE coefficient in terms of the stress-tensor coefficient \( c_T \), where the orange shaded region is allowed, and the plot ranges from the generalized free field theory (GFFT) limit \( c_T \to \infty \) to the free theory \( c_T = 16 \). The black lines denote the \( \mathcal{N} = 6 \) upper/lower bounds computed in this work with \( \Lambda = 39 \), the blue lines denotes the \( \mathcal{N} = 8 \) upper/lower bounds computed in [10] with \( \Lambda = 43 \). The red and orange dots denote the exact values in Tables 7 and 11 for the \( U(1)_2 \times U(1+M)_{-2M} \) and \( SO(2)_{4M+2} \times USp(2+2M)_{-(2M+1)} \) theories, respectively, for \( M = 1, 2, \ldots \), while the gray dots denote the GFFT and free theory values from Table 6.
Indeed, in Figure 1 we also mark in red and orange the values of the OPE coefficients computed analytically for the $U(1)_{2M} \times U(1+M)_{-2M}$ and $SO(2)_{4M+2} \times USp(2M+2)_{-(2M+1)}$ in Eqs. (3.26) and (3.44), respectively, and we see that these values do lie outside the $\mathcal{N} = 8$ region and come close to saturating the $\mathcal{N} = 6$ bounds. We chose to plot the exact results for these particular theories because, of all the exact results that we computed, these ones are the SCFTs in their respective families that come closest to saturating the lower bounds in Figure 1. The red dots are slightly closer to the lower bound than the orange ones, as can also be seen analytically at large $c_T$ by comparing the $1/c_T^2$ terms in (3.26) and (3.44). We hence conjecture that, in the infinite $\Lambda$ limit, it is the $U(1)_{2M} \times U(1+M)_{-2M}$ theory that saturates the numerical lower bound. This is reminiscent of the $\mathcal{N} = 8$ case in [10], where the $U(N)_2 \times U(N+1)_{-2}$ theory was found to saturate the corresponding lower bound.

To orient the reader about the spectrum of the superconformal block decomposition of the $\langle SSSS \rangle$ correlator in the higher-spin limit, we list the low-lying CFT data for a parity-preserving theory such as $U(1)_{2M} \times U(1+M)_{-2M}$ in Table 12. The spectrum is similar to that in Table 6, except that the conserved multiplets combine with double trace multiplets according to (2.54)–(2.56) to form single trace long multiplets whose scaling dimensions are close to unitarity. Since these multiplets are single trace, their OPE coefficients are $O(c_T^{-1})$, as opposed to all the other double trace operators whose OPE coefficients are $O(c_T^0)$. For $\mathcal{N} = 6$ SCFTs that do not preserve parity, all the scaling dimensions for any given spin should appear in all structures.

4.3 Bounds on semishort OPE coefficients

Let us now discuss upper and lower bounds on OPE coefficients for isolated superconformal blocks that appear in the $\langle SSSS \rangle$. (Recall that the isolated superconformal blocks are the short and semishort superblocks in Table 5 which do not appear on the RHS of (2.54)–(2.56).) Using the algorithm presented in (4.11)–(4.12), we determined such bounds as shows in Figure 2. In these plots, our $\Lambda = 39 \mathcal{N} = 6$ upper/lower bounds are shown in black, and they can be compared to the $\Lambda = 43 \mathcal{N} = 8$ bounds computed in [10], which in these figures are shown in blue. As in Figure 1 discussed above, in all these plots, the $\mathcal{N} = 6$ and $\mathcal{N} = 8$ lower bounds meet at around $\frac{16}{c_T} \sim .71$. Note that the $\mathcal{N} = 6$ upper/lower bounds do not converge at the GFFT and free theory points yet, whose exactly known values where listed in Table 6 and are denoted by gray dots, which is evidence that they are not fully

\footnote{We only discuss single and double trace operators here, since higher trace operators have squared OPE coefficients that are suppressed as $c_T^{-n}$ for $n > 2$ traces, and so would be very difficult to see numerically.}
parity-preserving higher-spin limit

| \( \lambda^2_{(B,2)[011]} \) | \( 2 + O(c_T^{-1}) \) |
| \( \lambda^2_{(B,2)[022]} \) | \( 2 + O(c_T^{-1}) \) |
| \( \lambda^2_{(A,2)[011]} \) for \( \ell = 0, 1, 2, \ldots \) | \( \frac{16}{3} + O(c_T^{-1}), \frac{256}{45} + O(c_T^{-1}), \frac{4096}{525} + O(c_T^{-1}), \ldots \) |
| \( \lambda^2_{(A,+)_{\ell+5/2,\ell+1/2}} \) for \( \ell = 0, 2, \ldots \) | \( \frac{16}{9} + O(c_T^{-1}), \frac{6144}{1225} + O(c_T^{-1}), \ldots \) |
| \( \lambda^2_{(A,1)_{100,1}} \) for \( \ell = 0, 2, \ldots \) | \( \frac{512}{315} + O(c_T^{-1}) \) |
| \( \lambda^2_{(A,1)_{100,2}} \) for \( \ell = 0, 2, \ldots \) | \( \frac{1024}{105} + O(c_T^{-1}) \) |
| \( \Delta_{(0,1)} \) | \( 2 + O(c_T^{-1}), 4 + O(c_T^{-1}), \ldots \) |
| \( \lambda^2_{(0,1)} \) | \( \frac{32}{15} + O(c_T^{-1}), \frac{256}{315} + O(c_T^{-1}), \ldots \) |
| \( \Delta_{(0,2)} \) | \( 1 + O(c_T^{-1}), 3 + O(c_T^{-1}), \ldots \) |
| \( \lambda^2_{(0,2)} \) | \( \frac{4}{5} + O(c_T^{-1}), \frac{64}{315} + O(c_T^{-1}), \ldots \) |
| \( \Delta_{\ell \geq 1}, \ell \) odd | \( \ell + 1 + O(c_T^{-1}), \ell + 2 + O(c_T^{-1}), \ell + 4 + O(c_T^{-1}), \ldots \) |
| \( \lambda^2_{\ell \geq 1}, \ell \) odd | \( O(c_T^{-1}), \frac{1024}{525} + O(c_T^{-1}), \frac{8192}{5085} + O(c_T^{-1}), \ldots \) |
| \( \Delta_{\ell \geq 2,1}, \ell \) even | \( \ell + 1 + O(c_T^{-1}), \ell + 2 + O(c_T^{-1}), \ell + 4 + O(c_T^{-1}), \ldots \) |
| \( \lambda^2_{\ell \geq 2,1}, \ell \) even | \( O(c_T^{-1}), \frac{2048}{315} + O(c_T^{-1}), \frac{6556}{21021} + O(c_T^{-1}), \ldots \) |
| \( \Delta_{\ell \geq 2,2}, \ell \) even | \( \ell + 3 + O(c_T^{-1}), \ell + 5 + O(c_T^{-1}), \ldots \) |
| \( \lambda^2_{\ell \geq 2,2}, \ell \) even | \( \frac{16384}{14587} + O(c_T^{-1}), \frac{131072}{135135} + O(c_T^{-1}), \ldots \) |
| \( \Delta_{\ell \geq 2,3}, \ell \) even | \( \ell + 3 + O(c_T^{-1}), \ell + 5 + O(c_T^{-1}), \ldots \) |
| \( \lambda^2_{\ell \geq 2,3}, \ell \) even | \( \frac{8192}{1617} + O(c_T^{-1}), \frac{524288}{135135} + O(c_T^{-1}), \ldots \) |

Table 12: Low-lying single and double trace CFT data for a parity-preserving \( \mathcal{N} = 6 \) SCFT such as the \( U(1)_{2M} \times U(1 + M)_{-2M} \) theory in the higher-spin limit. We write \( \Delta_{(\ell,n)} \) and \( \lambda^2_{(\ell,n)} \) to denote the scaling dimensions and OPE coefficients squared, respectively, of the superblock corresponding to the structure \( \text{Long}^{[000],n}_{\Delta,\ell} \).
converged. The exception is the bound on the OPE coefficient for \((A, +)^{[002]}_{\ell+2, \ell}\), which is our most constraining plot.

In addition to the upper and lower bounds, in Figure 2 we also plotted in dashed red the values of the OPE coefficients as extracted from the extremal functional under the assumption that the lower bound of Figure 1 is saturated. As we can see, the extremal functional values for the OPE coefficients come close to saturating several of the bounds in this figure, but not all.

### 4.4 Bounds on long scaling dimensions

Lastly, let us show bounds on the scaling dimensions of the long multiplets. To find upper bounds on the scaling dimension \(\Delta^*\) of the lowest dimension operator in a long supermultiplet with spin \(\ell^*\) that appears in (4.3), we consider linear functionals \(\alpha\) satisfying

\[
\alpha(d^i_{Id}) + \frac{64}{c_T} \alpha(d^i_{(B, 2)^{[011]}_{1, 0}}) = 1,
\]

\[
\alpha(d^i_I) \geq 0, \quad \text{for all short and semi-short } I \notin \{Id, (B, 2)^{[011]}_{1, 0}\},
\]

\[
\alpha(d^j_I) \geq 0, \quad \text{for all long } I \text{ with } \Delta_I \geq \Delta^*_I,
\]

where we set all \(\Delta^*_I\) to their unitarity values except for \(\Delta^*_I\). If such a functional \(\alpha\) exists, then this \(\alpha\) applied to (4.3) along with the reality of \(\lambda_I\) would lead to a contradiction. By running this algorithm for many values of \((c_T, \Delta^*_I, \ell^*)\) we can find an upper bound on \(\Delta^*_I\) in this plane.

Since for the long multiplets \(\text{Long}_{\Delta, \ell}^{[000]}\) of even spin \(\ell\) there are several superconformal blocks (two for \(\ell = 0\) and three for \(\ell \geq 2\)), we can ask what the upper bound on \(\Delta^*\) is independently for each superconformal structure \(\text{Long}_{\Delta, \ell}^{[000], n}\). To be explicit, we denote by \(\Delta_{(\ell, n)}\) the bound obtained from the structure \(\text{Long}_{\Delta, \ell}^{[000], n}\). (For odd \(\ell\), we simply denote the bound by \(\Delta_{\ell}\)).

For general \(\mathcal{N} = 6\) SCFTs, the bounds for different \(n\) need not be the same, but we do expect that a long multiplet \(\text{Long}_{\Delta, \ell}^{[000]}\) in a generic \(\mathcal{N} = 6\) SCFTs will contribute to all superconformal structures and, if this is the case, the lowest dimension long multiplet must obey all the bounds obtained separately from each superconformal structure. Since the superconformal structures are distinguished by they parity \(\mathcal{P}\) and \(\mathcal{Z}\) charges (see Table 5), in an SCFT that preserves these symmetries, \(\Delta_{(\ell, n)}\) represents the upper bound on the lowest long multiplet with the \(\mathcal{P}\) and \(\mathcal{Z}\) charges that correspond to the structure \(\text{Long}_{\Delta, \ell}^{[000], n}\) as given in Table 5.
Figure 2: Upper and lower bounds on various semishort OPE coefficients squared in terms of $c_T$, where the orange shaded regions are allowed, and the plots ranges from the GFFT limit $c_T \to \infty$ to the free theory $c_T = 16$. The black lines denote the $\mathcal{N} = 6$ upper/lower bounds computed in this work with $\Lambda = 39$, the blue lines denote the $\mathcal{N} = 8$ upper/lower bounds computed in [10] with $\Lambda = 43$. The red dashed lines denotes the spectrum read off from the functional saturating the lower bound in Figure 1, which we identify with the $U(1)^2 M \times U(1+M)_{-2M}$ theory. The gray dots denote the GFFT and free theory values from Table 6.
Our bounds on the scaling dimensions of long multiplets of spin \( \ell = 0, 1, 2 \) are presented in Figures 3–7. The bounds on the first superconformal structure, namely \( \Delta_{(0,1)} \) for \( \ell = 0 \), \( \Delta_1 \) for \( \ell = 1 \), and \( \Delta_{(2,1)} \) for \( \ell = 2 \), shown in Figures 3, 4, and 5, respectively, are relatively straightforward to understand: they interpolate smoothly between the values of the corresponding scaling dimensions at the free \( \mathcal{N} = 6 \) hypermultiplet theory at \( \frac{16}{c_T} = 1 \) and the GFFT at \( \frac{16}{c_T} = 0 \). This is unlike in the \( \mathcal{N} = 8 \) case where the upper bounds on the scaling dimension exhibit kinks at \( \frac{16}{c_T} \sim .71 \).

The bounds on the other structures, namely \( \Delta_{(0,2)} \) for \( \ell = 0 \) and \( \Delta_{(2,2)} \) and \( \Delta_{(2,3)} \) for \( \ell = 2 \), are more subtle. Let us start discussing \( \Delta_{(0,2)} \) first. Recall that, as per (2.54), the unitarity limit of the Long\(^{[000]}\, \Delta_0 \) superconformal block is precisely given by the \((B,1)_{2,0}^{[200]}\) superconformal block, so what bound \( \Delta_{(0,2)} \) we find depends on what assumptions we make...
Figure 4: Upper bounds on the scaling dimension of the lowest dimension $\ell = 1$ long multiplet (which has a unique superconformal structure) in terms of $c_T$, where the orange shaded region is allowed, and the plot ranges from the GFFT limit $c_T \to \infty$ to the free theory $c_T = 16$. The black line denotes the $\mathcal{N} = 6$ upper bound computed in this work with $\Lambda = 39$, the blue line denote the $\mathcal{N} = 8$ upper bound computed in [10] with $\Lambda = 43$. The gray dots denote the GFFT and free theory values from Table 6.
Figure 5: Upper bound on the scaling dimension of the lowest dimension $\ell = 2$ long multiplet in terms of $c_T$ for the $\text{Long}_{\Delta,2}^{[000],1}$ superconformal structure, which for parity preserving theories has the same parity as the superprimary. The orange shaded region is allowed, and the plot ranges from the GFFT limit $c_T \to \infty$ to the free theory $c_T = 16$. The black line denotes the $\mathcal{N} = 6$ upper bound computed in this work with $\Lambda = 39$, the blue line denote the $\mathcal{N} = 8$ upper bound computed in [10] with $\Lambda = 43$. The gray dots denote the GFFT and free theory values from Table 6.
about the possibility of having a \((B, 1)_{2,0}^{[200]}\) multiplet appearing in the \(S \times S\) OPE. If we assume that there are no \((B, 1)_{2,0}^{[200]}\) operators that appear in the \(S \times S\) OPE, then we obtain the bound in Figure 6. As we can see from this figure, the bound \(\Delta_{0,2}\) smoothly goes from the GFFT value 1 at \(\frac{16}{c_T} = 0\) to the free theory value 3 at \(\frac{16}{c_T} = 1\). This suggests that it is possible for \(\mathcal{N} = 6\) SCFTs to not contain \((B, 1)_{2,0}^{[200]}\) multiplets, and indeed the \(U(1)_{2M} \times U(1+M)_{-2M}\) theory is an example of an \(\mathcal{N} = 6\) SCFT with this property.

For \(\Delta_{(0,2)}\), the extremal functional result that we identify with the \(U(1)_{2M} \times U(1+M)_{-2M}\) theory, shown in red, is close to the unitarity value for large \(c_T\). This is suggestive of an approximately broken higher spin current, as one generically expects for such vector-like theories. For \(\Delta_1\) and \(\Delta_{(2,1)}\) we do not yet have sufficient precision to accurately show the extremal functional results. We would also expect to see approximately conserved currents in these sectors, but since they are single trace their OPE coefficients start at \(O(c_T^{-1})\), which make them especially difficult to see from numerics.

In [9], it was shown that all \(\mathcal{N} = 8\) SCFTs with \(\frac{16}{c_T} < .71\) contain a short multiplet (namely \((B, 2)_{2,0}^{[0200]}\)) that upon reduction to \(\mathcal{N} = 6\) includes a \((B, 1)_{2,0}^{[200]}\) multiplet—see (D.4) for the reduction of \(\mathcal{N} = 8\) superconformal blocks to \(\mathcal{N} = 6\) ones. Thus, the bound presented in Figure 6 does not have to apply to \(\mathcal{N} = 8\) SCFTs with \(\frac{16}{c_T} < .71\). Indeed, the upper bound determined in [9] on the lowest long multiplet Long\(_{\Delta,0}^{[0000]}\) of an \(\mathcal{N} = 8\) SCFT, which upon reduction to \(\mathcal{N} = 6\) contributes to the Long\(_{\Delta,0}^{[000]}\) superconformal block, is given by the blue line in Figure 6. Because for \(\frac{16}{c_T} < .71\) this line lies outside the \(\mathcal{N} = 6\) bound in Figure 6, it follows that any \(\mathcal{N} = 8\) SCFT that saturates the \(\mathcal{N} = 8\) bound must contain a \((B, 1)_{2,0}^{[200]}\) multiplet from the \(\mathcal{N} = 6\) point of view.\(^{20}\)

For the \(\Delta_{(2,2)}\) and \(\Delta_{(2,3)}\) bounds, we should recall that, at unitarity, the \((A, 0)_{\Delta,\ell+1}^{[000],2}\) and \((A, 0)_{\Delta,\ell+1}^{[000],3}\) superblocks become \((A, 1)_{\ell+5/2,\ell+1/2}^{[00]}\) and \((A, 1)_{\ell+5/2,\ell+1/2}^{[00]}\), as per (2.56). Thus, the bound \(\Delta_{(2,n)}\), with \(n = 2, 3\) depends on what we assume about \((A, 1)_{\ell+5/2,\ell+1/2}^{[00],n-1}\). Our first result is that if we assume that \((A, 1)_{7/2,3/2}^{[00],n-1}\) does not appear in the \(S \times S\) OPE, we find that the long multiplet bound is at the unitarity value \(\Delta_{(2,n)} = 3\), which implies that the assumption that \((A, 1)_{7/2,3/2}^{[00],n-1}\) does not appear in the \(S \times S\) OPE was incorrect. Thus, all \(\mathcal{N} = 6\) SCFTs must contain \((A, 1)_{7/2,3/2}^{[00]}\) multiplets! This is consistent with the result in [9] that all \(\mathcal{N} = 8\) SCFTs must contain an \(\mathcal{N} = 8\) \((A, 2)_{3,1}^{[0020]}\) multiplet, which reduces to the

\(^{20}\)It may seem curious that in Figure 6, at \(c_T = 16\), where the free theory has in fact \(\mathcal{N} = 8\) SUSY, the lowest operator (marked by a gray dot) that contributes to the Long\(_{\Delta,0}^{[0000]}\) block does not obey the \(\mathcal{N} = 8\) bound in blue. This is because in that case the Long\(_{\Delta,0}^{[0000]}\) multiplet that gives the \(\mathcal{N} = 8\) bound is replaced by an \(\mathcal{N} = 8\) conserved current multiplet \((A, \text{cons.})_{0,0}^{[0000]}\) which no longer contributes to the Long\(_{\Delta,0}^{[000]}\). The gray dot in Figure 6 instead comes from a Long\(_{2,0}^{[000]}\) multiplet in \(\mathcal{N} = 8\).
Figure 6: Upper bounds on the scaling dimension of the lowest dimension $\ell = 0$ long multiplet in terms of $c_T$ for the second superconformal structure $\text{Long}_{[000]}^{(0)^2}$, which for parity preserving theories has the opposite parity as the superprimary. The orange shaded region is allowed, and the plot ranges from the GFFT limit $c_T \to \infty$ to the free theory $c_T = 16$. The black line denotes the $\mathcal{N} = 6$ upper bound computed in this work with $\Lambda = 39$, the blue lines denote the $\mathcal{N} = 8$ upper bounds computed in [10] with $\Lambda = 43$. At $c_T = 16$ the $\mathcal{N} = 8$ upper bound does not apply, as the $\mathcal{N} = 8$ superblock becomes a conserved current that does not decompose to $\text{Long}_{[000]}^{(0)^2}$. The red dashed line denotes the spectrum read off from the functional saturating the lower bound in Figure 1, which we identify with the $U(1)_{2M} \times U(1+M)_{-2M}$ theory. The gray dots denote the GFFT and free theory values from Table 6.
Figure 7: Upper bounds on the scaling dimension of the lowest dimension $\ell = 2$ long multiplet in terms of $c_T$ for the $\text{Long}_{\Delta,2}^{[000],2}$ (left) and $\text{Long}_{\Delta,2}^{[000],3}$ (right) superconformal structures, which for parity preserving theories have the opposite parity as the superprimary, and for $\mathcal{Z}$ preserving theories has the same charge for $\text{Long}_{\Delta,2}^{[000],2}$ and the opposite charge for $\text{Long}_{\Delta,2}^{[000],3}$. The orange shaded region is allowed, and the plot ranges from the GFFT limit $c_T \to \infty$ to the free theory $c_T = 16$. The black lines denotes the $\mathcal{N} = 6$ upper bounds computed in this work with $\Lambda = 39$, the blue lines denote the $\mathcal{N} = 8$ upper bounds computed in [10] with $\Lambda = 43$. At $c_T = 16$ the $\mathcal{N} = 8$ upper bound does not apply, as the $\mathcal{N} = 8$ superblock becomes a conserved current that does not decompose to $\text{Long}_{\Delta,2}^{[000],2}$ or $\text{Long}_{\Delta,2}^{[000],3}$. The gray dots denote the GFFT and free theory values from Table 6.

$(A,1)_{7/2,3/2}^{[100]} \mathcal{N} = 6$ multiplet as per (D.4).

Next, we can derive revised bounds $\Delta_{(2,n)}$, with $n = 2, 3$, under the assumption that the $S \times S$ OPE contains the $(A,1)_{7/2,3/2}^{[100],n-1}$ superblocks. As we can see from Figure 7, we found that the bounds $\Delta_{(2,n)}$ are slightly above 5 for all $c_T$, with little dependence on $c_T$. This is consistent with the value at both GFFT and free theory. For comparison, we also showed the second lowest operator for $\mathcal{N} = 8$ theories, which corresponds to the lowest long spin 2 $\mathcal{N} = 8$ operator.\(^{21}\) We do not show any extremal functional results for these plots, because we do not yet have sufficient numerical precision.

### 4.5 Islands for semishort OPE coefficients

In the previous subsection we discussed numerical bounds that apply to all 3d $\mathcal{N} = 6$ SCFTs. In particular, we noticed that the upper/lower bounds on $(A,+)_{1/2,1/2}^{[002]}$ for $\ell = 1/2, 5/2$ were

\(^{21}\)It may again seem curious that at $c_T = 16$, where the free theory has $\mathcal{N} = 8$ SUSY, the gray dot does not obey the $\mathcal{N} = 8$ bound. At exactly the free theory point, this $\mathcal{N} = 8$ operator becomes a conserved current which no longer decomposes to a parity odd $\mathcal{N} = 6$ long multiplet, which is why the $\mathcal{N} = 6$ free theory value of the second lowest operator, denoted by the second lowest gray dot, does not coincide with the $\frac{16}{c_T} \to 1$ limit of the $\mathcal{N} = 8$ upper bound.
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Figure 8: Islands in the space of the semi-short OPE coefficients \( \lambda^2 (A, +)_{[002]} \) (to be defined precisely later) for \( U(N)_k \times U(N)_{-k} \) ABJM theory for various \( N, k \). These bounds are derived from the \( \mathcal{N} = 6 \) bootstrap with \( \Lambda = 39 \) derivatives, and with the short OPE coefficients (i.e. \( c_T \) and \( \lambda^2 (B, 2)_{[022]} \)) fixed to their values in each theory using the exact localization results of [9] for \( N = 2, 3, 4 \) as shown in Table 9 and the all orders in \( 1/N \) formulae in [10] for \( N = 10 \) as shown in Table 10.

extremely constraining. This implies that for a given value of \( c_T \), we could find a small island in the space of \( (\lambda^2 (A, +)_{5/2, 1/2}, \lambda^2 (A, +)_{9/2, 5/2}) \) using the OPE island algorithm described in the previous subsection. We can make this island even smaller, and correlate it to a physical theory, by imposing values of \( c_T \) and \( \lambda^2 (B, 2)_{[022]} \) computed using localization in Section 3. We show the results of these plots for \( U(N)_k \times U(N)_{-k} \) for a variety of \( N, k \) in the Figure 8. Note that the islands are small enough that we can distinguish each value of \( N \) and \( k \), which allows us to non-perturbatively interpolate between M-theory at small \( k \) and Type IIA at large \( k \).

One difficulty with trying to fix a physical theory by imposing two exactly computed quantities, \( c_T \) and \( \lambda^2 (B, 2)_{[022]} \), is that the most general \( \mathcal{N} = 6 \) ABJ(M) theory has gauge group \( U(N)_k \times U(N+M)_{-k} \) and so is described by 3 parameters \( N, k, M \). While for physical theories these parameters should be integers, we expect that the numerical bootstrap should find
Figure 9: Islands in the space of the semi-short OPE coefficients \( \lambda^2_{(A,+)[002]} \) for \( U(10)_{10} \times U(10+M)_{-10} \) ABJM theory for \( M < k/2 = 5 \). These bounds are derived from the \( \mathcal{N} = 6 \) bootstrap with \( \Lambda = 39 \) derivatives, and with \( c_T \) and \( \lambda^2_{(B,2)[i02]} \) fixed to their values in each theory using the all orders in \( 1/N \) localization formulae in [10] for \( N = 10 \). Note that the axes describe a very narrow range in parameter space.

Theories with any real value of these parameters, so we are effectively trying to parameterize a 3-dimensional space of theories. Since we are only imposing two quantities, these islands are expected to have a finite area even at high numerical precision corresponding to the third direction in “theory space”. Thankfully, this third direction appears to be very small. We can quantify this by fixing \( N = k = 10 \) and computing islands for several different values of \( M \leq k/2 = 5 \). As shown in Figure 9, the island is not very sensitive to the value of \( M < N \), which explains why we were able to get such small islands in a 3-dimensional conformal manifold by just imposing two values of the parameters.

5 Conclusion

In this paper, we have three main results. Firstly, we setup up the conformal bootstrap for the stress tensor multiplet scalar bottom component four-point function \( \langle SSSS \rangle \), by
computing the superblock decomposition and deriving the four independent crossing equations. Secondly, we computed both $c_T$ and the short OPE coefficient squared $\lambda^2_{(B,2)_{022}}$ using the supersymmetric localization [52] formula for the mass deformed free energy in both the $U(N)_k \times U(N + M)_{-k}$ and $SO(2)_{2k} \times USp(2 + 2M)_{-k}$ ABJM theories for a wide range of $N, k, M$, including the exact results for the vector-like limit $N = 1$ and arbitrary $k, M$, which extends the all orders in $1/N$ results for the $M \leq k \leq N$ case [10]. Finally, we combined all these ingredients to non-perturbatively study the ABJM theories. In particular, by inputting the exact values of $c_T$ and $\lambda^2_{(B,2)_{022}}$ for a given $k, N$ and $M = 0$, we found precise rigorous islands in the space of semishort OPE coefficients that interpolate between M-theory at small $k$ and type IIA string theory at $k \sim N$. We also conjectured that in the infinite precision limit, the numerical lower bound on $\lambda^2_{(B,2)_{022}}$ is saturated by the family of $U(1)_{2M} \times U(1 + M)_{-2M}$ theories, which allowed us to non-rigorously read off all CFT data in $\langle SSSS \rangle$ using the extremal functional method. Interestingly, in the regime of large $c_T$, we found a spin zero long multiplet whose scaling dimension approaches a zero spin conserved current multiplet at large $c_T$, as expected from weakly broken higher spin symmetry.

There are several ways we can improve upon our 3d $\mathcal{N} = 6$ bootstrap study. From the numerical perspective, it will be useful to improve the precision of our study. This is parameterized by the parameter $\Lambda$ defined in the main text. While we used $\Lambda = 39$ in this work, which is close to the $\Lambda = 43$ values used in the analogous $\mathcal{N} = 8$ studies [10, 12], for $\mathcal{N} = 6$ this value has not led to complete convergence. For instance, we found the lower bound $c_T \geq 15.5$, compared to the $\mathcal{N} = 8$ result $c_T \geq 15.9$; both are expected to converge to the free theory $c_T = 16$. More physically, we expect that approximately conserved currents should appear in the extremal functional that conjecturally describes the $U(1)_{2M} \times U(1 + M)_{-2M}$ theory. We found such an operator in the zero spin sector as shown in Figure 6, but for higher spin these operators are hard to see from the numerics at large $c_T$, since their OPE coefficients start at $O(c_T^{-1})$. The main obstacle to increasing $\Lambda$ at the moment is not SDPB, which due to the recent upgrade [80] can easily handle four crossing equations at very high $\Lambda$, but simply the difficulty in computing numerical approximations to the superblocks at large $\Lambda$. In particular it would be extremely useful to have an efficient code for approximations of linear combinations of conformal blocks with $\Delta$ dependent coefficients around the crossing symmetric point. Currently the code scalar_blocks code, found on the bootstrap collaboration website,[22] is only able to efficiently compute single conformal blocks.

[22]This code can be found at https://gitlab.com/bootstrapcollaboration/scalar_blocks/blob/master/Install.md.
From the analytical perspective, it would be interesting to derive the $1/c_T$ corrections to $\langle SSSS \rangle$ for ABJ theories in the vector-like limit, such as for $U(N)_k \times U(N+M)_{-k}$ at finite $N$ and large $M,k$ with fixed $M/k$. This would complement the order $1/c_T$ correlator that was computed in the supergravity limit in [81] and was successfully matched to numerical bootstrap results in [82]. We expect that the vector-like correlator can be computed by generalizing [83,84] to $\mathcal{N} = 6$, and hope to report on these results soon in a future publication.

We could also make further use of localization to improve our results. In this study we were only able to impose two analytic constraints, $c_T$ and $\lambda^2_{(B,2)}$, while ABJM is parameterized by three parameters $N,M,k$. For this reason there are not enough constraints to uniquely pick out a single ABJM theory and so we should not expect our islands to shrink indefinitely as we increase $\Lambda$. We think this is the reason why the islands shown in Figure 8, while small, are still much bigger than the $\mathcal{N} = 8$ islands computed in [12]. Localization conveniently provides us a third quantity given by four mixed mass derivatives of the mass deformed free energy, which as shown [60] is related to an integral of $\langle SSSS \rangle$. While this integrated constraint can be imposed analytically in a large $N$ expansion as in [60,74], it is not yet known how to impose it on the numerical bootstrap in our case. Perhaps the method used in [85], where a similar similar integrated constraint was successfully imposed on the numerical bootstrap of a certain supersymmetric 2d theory, could be applied to our case. Another option would be to look at a larger system of correlators involving fermions. This would allow us to impose parity, which would restrict the set of known $\mathcal{N} = 6$ SCFTs to a few families such as $U(N)_k \times U(N)_{-k}$ parameterized by only two parameters each.

Once we can fully fix the three-parameters ABJM theory, it would be interesting to see if we can match integrability results computed for the lowest dimension singlet scaling dimension in the leading large $N$ ’t Hooft limit at fixed $\lambda_{t \text{Hooft}} = N/k$ and $M = 0$. On the integrability side some results are available, for instance, in [86,87]. On the localization side, we would need to compute the derivatives of the mass deformed free energy in the $1/N$ expansion at finite $\lambda_{t \text{Hooft}}$. In fact, the zero mass free energy has already been computed in this limit in [88] by applying topological recursion to the Lens space $L(2,1)$ matrix model, so computing $c_T$ and $\lambda^2_{(B,2)}$ should correspond to just computing two- and four-body operators in this matrix model. This could potentially lead to the first precise comparison between integrability and the numerical conformal bootstrap.

Finally, it would be interesting to consider the superconformal block decomposition of other correlators involving operators which are less than half-BPS but still have scalar superprimaries, which makes them feasible to numerical bootstrap. For instance, in $\mathcal{N} = 4$
theories the stress tensor multiplet is only 1/4-BPS but still has a scalar superprimary. Similarly, while conserved current multiplets are half-BPS for \( \mathcal{N} = 4 \) theories (and were studied using the numerical bootstrap in [18]), for \( \mathcal{N} = 3 \) theories they are 1/3-BPS and for \( \mathcal{N} = 2 \) theories are only 1/4-BPS. Many localization results exist which could be applied to these cases, including \( \mathcal{N} = 4 \) results computed in [89].
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A Multiplets with only 15s and 1s in the \( S \times S \) OPE

In the main text we were able to restrict the possible superconformal blocks where operators in the \( 84, 45, \overline{45} \) or \( 20' \) are exchanged. This leaves us to consider superblocks where the only exchanged operators are in the 1 or \( 15 \). We will analyze this possibility using the superconformal Ward identities.

Let us fix some supermultiplet \( \mathcal{M} \) and define

\[
S^{(\mathcal{M})}_s(U, V) = \sum_{(\Delta, \ell, r) \in \mathcal{M}} a_{\Delta, \ell, r} g_{\Delta, \ell}(U, V)
\]

(A.1)

to be the contribution from s-channel \( \mathcal{M} \) exchange to \( S_s(U, V) \). The superconformal Ward identities apply to each superblock independently, and so \( S^{(\mathcal{M})}_s(U, V) \) must satisfy the Ward identities (2.10). If we demand that no operators in the \( 84, 45, \overline{45} \) or \( 20' \) are exchanged, we then find that

\[
U^2 \partial_U \left( S^{(\mathcal{M})}_1 + S^{(\mathcal{M})}_{15_s} \right) + [2U(U + 2V - 2)] \partial_V + 4UV \partial_V - 2(V - 1)] S^{(\mathcal{M})}_{15_s} = 0
\]

\[
U \partial_V (S^{(\mathcal{M})}_1 + S^{(\mathcal{M})}_{15_s}) + [-4U \partial_U - 2U \partial_V + 2] S^{(\mathcal{M})}_{15_s} = 0.
\]

(A.2)
To make further progress we can consider the correlator
\[
\langle S(\vec{x}_1, X_1)S(\vec{x}_2, X_2)P(\vec{x}_3, X_3)P(\vec{x}_4, X_4) \rangle = \frac{1}{x_1 x_2 x_3 x_4} \sum_{i=1}^{6} \mathcal{P}^i(U, V) \mathcal{B}_i,
\]
where \( \mathcal{B}_i \) are defined as in (2.4). The Ward identities relating \( \mathcal{P}^i(U, V) \) to \( \mathcal{S}^i(U, V) \) have been computed in [60]. Note that because both \( S \) and \( P \) transform in the 15 of \( \mathfrak{so}(6) \), the correlators \( \langle SSSS \rangle \) and \( \langle SSPP \rangle \) have the same R-symmetry structures. Since we are interested in s-channel conformal block expansion, we are led to define \( \mathcal{P}_r(U, V) \) in an analogous fashion to \( \mathcal{S}_r(U, V) \) in (2.8).

If s-channel exchange of \( M \) only contributes to the 1 and 15 channels in the \( \langle SSSS \rangle \) correlator, this must also be true of \( \langle SSPP \rangle \) and so
\[
\mathcal{P}^{(M)}_{20'}(U, V) = \mathcal{P}^{(M)}_{45 \oplus 45}(U, V) = \mathcal{P}^{(M)}_{84}(U, V) = 0.
\]
Combining this with (A.2) and the Ward identities derived in [60], we find that
\[
\mathcal{D} \mathcal{S}^{(M)}_1(U, V) = \mathcal{D} \mathcal{S}^{(M)}_{15}(U, V) = \mathcal{D} \mathcal{S}^{(M)}_{15_a}(U, V) = 0,
\]
where \( \mathcal{D} \) is the differential operator
\[
\mathcal{D} = 2U^2 \partial_U^2 + 2(U + V - 1)\partial_U \partial_V + 2UV \partial_V^2 + U \partial_U + (1 + 2U - V) \partial_V.
\]

Our next step is to rewrite the cross-ratios \((U, V)\) using radial coordinates \((r, \eta)\)
\[
U = \frac{16 r^2}{(1 + r^2 + 2r\eta)^2}, \quad V = \frac{(1 + r^2 - 2r\eta)^2}{(1 + r^2 + 2r\eta)^2}.
\]
Conformal blocks have a relatively simple form in radial coordinates:
\[
g_{\Delta, \ell}(r, \eta) = r^\Delta \sum_{k=0}^{\infty} r^{2k} p_{\Delta, \ell, k}(\eta),
\]
where each \( p_{\Delta, \ell, k}(\eta) \) is polynomial in \( \eta \) [90]. In particular, the leading term is given by
\[
p_{\Delta, \ell, 0}(\eta) = P_\ell(\eta),
\]
where \( P_n(x) \) is the \( n \)th Legendre polynomial. Since \( \mathcal{S}_r^{(M)}(U, V) \) is the sum of a finite number
of conformal blocks, we expect that

\[ S_r^{(M)}(U, V) = r^\Delta \left( q_r(\eta) + O(r^2) \right) \]  \tag{A.10}

for some polynomial \( q_r(\eta) \).

Let us translate (A.5) into radial coordinates:

\[
\left[ r^2(r^2 - 1)\partial_r^2 + 2r^3\partial_r - (r^2 - 1)(\eta^2 - 1)\partial_\eta^2 - 2(r^2 - 1)\eta\partial_\eta \right] S_r^{(M)}(r, \eta) = 0. \tag{A.11}
\]

Substituting (A.10) into this equation we find that \( q_r(\eta) \) satisfies Legendre’s equation

\[
(1 - \eta^2)q''_r(\eta) - 2\eta q'_r(\eta) + \Delta(\Delta - 1)q_r(\eta) = 0. \tag{A.12}
\]

Hence \( q_r(\eta) \) is a polynomial if and only if \( \Delta \in \mathbb{Z} \), in which case \( q_r(\eta) = aP_{\Delta+1}(\eta) \) for some arbitrary constant \( a \). Since unitarity implies that \( \Delta \geq 0 \), we conclude that \( S_r^{(M)}(r, \eta) \) includes a contribution from either an operator with twist \( \Delta - \ell = 1 \), or else from the identity operator \( \Delta = \ell = 0 \).

Any operator in a superconformal multiplet has twist greater than or equal to the twist of the superconformal primary. Thus if \( M \) is not the trivial supermultiplet then its superconformal primary must have twist one. Examining Table 2, we see that aside from the stress-tensor multiplet the only other such multiplets are conserved currents: A-type multiplets whose superprimary is an R-symmetry singlet with conformal dimension \( \Delta = \ell + 1 \). We conclude that any superblock in which the only exchanged operators transform in the 1 or 15 must correspond to the exchange of the trivial, stress-tensor, or a conserved current multiplet.
B Superconformal algebra

We follow the conventions of Appendix B of [9] for both the conformal and superconformal generators. In particular, the commutation relations for the conformal generators are

\[
\begin{align*}
[M_{\alpha}, P_{\gamma}] &= \delta_{\gamma}^\beta P_{\alpha\delta} + \delta_{\delta}^\beta P_{\alpha\gamma} - \delta_{\alpha}^\beta P_{\gamma\delta}, \\
[M_{\alpha}, K_{\gamma}] &= -\delta_{\gamma}^\beta K_{\alpha\delta} - \delta_{\delta}^\beta K_{\alpha\gamma} + \delta_{\alpha}^\beta K_{\gamma\delta}, \\
[M_{\alpha}, M_{\gamma}] &= -\delta_{\gamma}^\beta M_{\alpha\delta} + \delta_{\delta}^\beta M_{\alpha\gamma}, \\
[D, P_{\alpha\beta}] &= P_{\alpha\beta}, \\
[D, K_{\alpha\beta}] &= -K_{\alpha\beta}, \\
[K_{\alpha\beta}, P_{\gamma}] &= 4\delta_{(\alpha\beta)}^\gamma M_{\delta} + 4\delta_{(\gamma\delta)}^\alpha D.
\end{align*}
\] (B.1)

In radial quantization, the conjugation properties of the conformal generators are

\[
\begin{align*}
(P_{\alpha\beta})^\dagger &= K_{\alpha\beta}, & (K_{\alpha\beta})^\dagger &= P_{\alpha\beta}, \\
(M_{\alpha\beta})^\dagger &= M_{\beta\alpha}, & D^\dagger &= D.
\end{align*}
\] (B.2)

The extension of the conformal algebra to the \(\mathfrak{osp}(N|4)\) superconformal algebra is given by

\[
\begin{align*}
\{Q_{\alpha r}, Q_{\beta s}\} &= 2\delta_{rs} P_{\alpha\beta}, & \{S_{\alpha r}^\alpha, S_{\beta r}^\beta\} &= -2\delta_{rs} K_{\alpha\beta}, \\
[K_{\alpha\beta}, Q_{\gamma}] &= -i\left(\delta_{\alpha}^\gamma S_{\beta r}^\delta + \delta_{\beta}^\gamma S_{\alpha r}^\delta\right), & [P_{\alpha\beta}, S_{\gamma r}^\gamma] &= -i\left(\delta_{\alpha}^\gamma Q_{\beta r} + \delta_{\beta}^\gamma Q_{\alpha r}\right), \\
[M_{\alpha\beta}, Q_{\gamma}] &= \delta_{\gamma}^\beta Q_{\alpha r} - \frac{1}{2}\delta_{\alpha\beta} Q_{\gamma r}, & [M_{\alpha\beta}, S_{\gamma r}^\gamma] &= -\delta_{\alpha}^\gamma S_{\beta r}^\delta + \frac{1}{2}\delta_{\alpha\beta} S_{\gamma r}^\gamma, \\
[D, Q_{\alpha}] &= \frac{1}{2} Q_{\alpha r}, & [D, S_{\alpha r}^\alpha] &= -\frac{1}{2} S_{\alpha r}^\alpha, \\
[R_{rs}, Q_{at}] &= i(\delta_{rt} Q_{as} - \delta_{st} Q_{ar}), & [R_{rs}, S_{\alpha r}^\alpha] &= i(\delta_{rt} S_{\alpha s}^\alpha - \delta_{st} S_{\alpha r}^\alpha), \\
[R_{rs}, R_{tu}] &= i(\delta_{rt} R_{su} + \cdots), & \{Q_{\alpha r}, S_{\beta r}^\beta\} &= 2i\left(\delta_{\alpha}^\beta \left(M_{\alpha\beta} + \delta_{\alpha}^\beta D\right) - i\delta_{\alpha}^\beta R_{rs}\right).
\end{align*}
\] (B.3-B.8)

where \(R_{rs}\) are the anti-symmetric generators of the \(\mathfrak{so}(N)\) R-symmetry. In addition to (B.2), we also have the following conjugation properties:

\[
\begin{align*}
(Q_{\alpha r})^\dagger &= -i S_{\alpha r}^\alpha, & (S_{\alpha r}^\alpha)^\dagger &= -i Q_{\alpha r}, \\
(R_{rs})^\dagger &= R_{rs}.
\end{align*}
\] (B.9)
C  Characters of $\mathfrak{osp}(6|4)$

In this section we will review the character formulas of $\mathfrak{osp}(6|4)$, which were computed in [27], as well as their decomposition under $\mathfrak{osp}(6|4) \to \mathfrak{so}(3,2) \oplus \mathfrak{so}(6)$. This decomposition was used in Section 2 to determine which conformal primaries reside in each supermultiplet appearing in the $S \times S$ OPE.

The $\mathfrak{osp}(6|4)$ characters are defined in terms of the quantum numbers and generators given in Section 2.2 as

$$\chi(\Delta;j;r)(s, x, y) \equiv \text{Tr}_{R(\Delta;j;r)} \left( s^{2D} x^{2J_3} y_1^{H_1} y_2^{H_2} y_3^{H_3} \right). \quad (C.1)$$

Their explicit form for the multiplets we consider are

$$\chi^{(A,\pm)}(\Delta;j;r_1,r_2,r_3)(s, x, y) = s^{2\Delta} P(s, x) \sum_{a_1,a_2,a_3=0}^{2} \sum_{\bar{a}_1,\bar{a}_2,\bar{a}_3=0}^{1} s^{a_1+a_2+a_3+\bar{a}_1+\bar{a}_2+\bar{a}_3} \chi_{2j+\bar{a}_1+\bar{a}_2+\bar{a}_3}(x) \times \prod_{i=1}^{3} \chi_{j_{a_i}}(x), \quad (C.2)$$

$$\chi^{(B,+))(\Delta;0;r_1,r_2,r_3)(s, x, y) = s^{2\Delta} P(s, x) \sum_{a_1,a_2,a_3=0}^{2} s^{a_1+a_2+a_3} \left( \prod_{i=1}^{3} \chi_{j_{a_i}}(x) \right) \chi_{(r-a_1,r-a_2,r-a_3)}(y), \quad (C.3)$$

$$\chi^{(A,n)}(\Delta;j;r_1,...,r_{n+1},...,r_{3})(s, x, y) = s^{2\Delta} P(s, x) \sum_{a_1,a_2,a_3=0}^{2} \sum_{\bar{a}_1,...,\bar{a}_n=0}^{2} \sum_{a_1,...,a_n=0}^{1} s^{a_1+a_2+a_3+\bar{a}_1+\bar{a}_2+\bar{a}_3} \chi_{2j+\bar{a}_1+...+\bar{a}_n}(x) \times \prod_{i=n+1}^{3} \chi_{j_{a_i}}(x) \left( \prod_{i=1}^{3} \chi_{j_{\bar{a}_i}}(x) \right) \chi_{(r_1+\bar{a}_1-r_2+\bar{a}_2-r_3+\bar{a}_3)}(y), \quad (C.4)$$

$$\chi^{(B,n)}(\Delta;0;r_1,...,r_{n+1},...,r_{3})(s, x, y) = s^{2\Delta} P(s, x) \sum_{a_1,a_2,a_3,\bar{a}_{n+1},...,\bar{a}_3=0}^{2} s^{a_1+a_2+a_3+\bar{a}_{n+1}+...+\bar{a}_3} \left( \prod_{i=n+1}^{3} \chi_{j_{\bar{a}_i}}(x) \right) \chi_{(r_1-a_1,...,r_1-a_n,r_{n+1}+\bar{a}_{n+1}-a_{n+1},...,r_3+\bar{a}_3-a_3)}(y), \quad (C.5)$$

where the long multiplet corresponds to $(A,0)$, we define $j_a \equiv a \pmod{2}$, the $\mathfrak{su}(2)$ and
so \( \mathfrak{so}(6) \) characters are

\[
\chi_j(x) = \frac{x^{j+1} - x^{-j-1}}{x - x^{-1}}, \quad (C.6)
\]

\[
\chi_r(y) = \frac{\det \left[ y_i^{r_j+3-j} + y_i^{-r_j-3+j} \right] + \det \left[ y_i^{r_j+3-j} - y_i^{-r_j-3+j} \right]}{2 \prod_{1 \leq i < j \leq 3} (y_i + y_i^{-1} - y_j - y_j^{-1})}, \quad (C.7)
\]

and the function \( P(s, x) \) is related to the \( \mathfrak{so}(3, 2) \) character and takes the form

\[
P(s, x) = \frac{1}{1 - s^4} \sum_{n=0}^\infty s^{2n} \chi_{2n}(x). \quad (C.8)
\]

The products of the \( \mathfrak{su}(2) \) characters in (C.2)–(C.5) are easily transformed into sums of such characters by decomposing \( \mathfrak{su}(2) \) tensor products. After doing so, we see that (C.2)–(C.5) become sums over \( \mathfrak{so}(3, 2) \oplus \mathfrak{so}(6) \) characters, as desired.\(^{23}\)

\section*{D Decomposing \( \mathcal{N} = 8 \) superblocks to \( \mathcal{N} = 6 \)}

In this appendix we discuss how the superblocks that appeared in the four-point function of the \( \mathcal{N} = 8 \) stress tensor superprimary \( \Phi \) decompose into the \( \mathcal{N} = 6 \) superblocks discussed for \( \langle SSPP \rangle \) in the main text. This serves as both a consistency check of our \( \mathcal{N} = 6 \) superblocks, and also allows us to translate the \( \mathcal{N} = 8 \) numerical bootstrap results of [9–12] into \( \mathcal{N} = 6 \) language, which we will use to compare to the \( \mathcal{N} = 6 \) results in Section 4. \( \Phi \) transforms in the \( 35_c \) of the \( \mathcal{N} = 8 \) R-symmetry group \( SO(8) \), which decomposes to \( SO(6) \times U(1) \) as

\[
35 \rightarrow 15_0 \oplus 10_2 \oplus \overline{10}_{-2}, \quad (D.1)
\]

so \( \Phi \) decomposes to \( S \) as well as the superprimaries of the multiplets \( (B, +)^{020}_{1,0} \) and \( (B, +)^{002}_{1,0} \) that are charged under \( U(1) \). Since we are only interested in correlators of \( S \), we will always restrict to \( U(1) \) singlets when decomposing from \( \mathcal{N} = 8 \) to \( \mathcal{N} = 6 \) in this appendix, which

\(^{23}\)Sometimes the \( \mathfrak{so}(6) \) characters in (C.2)–(C.5) appear with negative Dynkin labels. One can then try to use the identity

\[
\chi_{r^\omega}(y) = (-)^{\ell(\omega)} \chi_r(y),
\]

to obtain a character with non-negative Dynkin labels. In this identity \( \omega \) is an element of the \( \mathfrak{so}(6) \) Weyl group \( S_4 \), \( r^\omega = \omega(r + \rho) - \rho \) is a Weyl reflection, \( \rho = (2, 1, 0) \) is the Weyl vector, and \( (-)^{\ell(\omega)} \) is the signature of the Weyl transformation. If there is no Weyl transformation such that \( r^\omega \) correspond to non-negative integer Dynkin labels, then \( \chi_r = 0 \).
Table 13: The possible superconformal multiplets in the $\mathcal{S} \times \mathcal{S}$ OPE. The $\mathfrak{so}(3, 2) \oplus \mathfrak{so}(8)_R$ quantum numbers are those of the superconformal primary in each multiplet.

we will denote using an arrow instead of an equality.

The $N = 8$ multiplets that appear in $\mathcal{S} \times \mathcal{S}$ are listed in Table 13. We can decompose the characters for these superblocks, as computed in [11], into the characters of the $N = 6$ superblocks as computed from the previous Appendix to get the following decomposition of multiplets:

\[
\begin{align*}
(B, +)_{1,0}^{[0020]} & \rightarrow (B, 2)_{1,0}^{[011]} , \\
(B, +)_{2,0}^{[0040]} & \rightarrow (B, 2)_{2,0}^{[022]} , \\
(B, 2)_{2,0}^{[0200]} & \rightarrow (B, 2)_{2,0}^{[022]} \oplus (B, 2)_{2,0}^{[020]} \oplus (A, 2)_{2,0}^{[011]} \oplus (A, 0)_{2,0}^{[000]} , \\
(A, +)_{\ell+2, \ell}^{[0020]} & \rightarrow (A, +)_{\ell+5/2, \ell+1/2}^{[002]} \oplus (A, -)_{\ell+5/2, \ell+1/2}^{[002]} \oplus (A, 2)_{\ell+2, \ell}^{[011]} \oplus (A, 2)_{\ell+3, \ell+1}^{[011]} , \\
(A, 2)_{\ell+2, \ell}^{[0100]} & \rightarrow (A, 2)_{\ell+2, \ell}^{[011]} \oplus (A, 2)_{\ell+3, \ell+1}^{[011]} \oplus 2 \times (A, 1)_{\ell+5/2, \ell+1/2}^{[100]} \oplus (A, 0)_{\ell+3, \ell+1}^{[000]} \oplus (A, 0)_{\ell+2, \ell}^{[000]} , \\
\text{Long}_{\Delta, \ell}^{[000]} & \rightarrow \text{Long}_{\Delta, \ell}^{[000]} \oplus \text{Long}_{\Delta+1, \ell-1}^{[000]} \oplus 2 \times \text{Long}_{\Delta+1, \ell+1}^{[000]} \oplus \text{Long}_{\Delta+2, \ell}^{[000]} , \\
(A, \text{cons.})_{\ell+1, \ell}^{[000]} & \rightarrow (A, \text{cons.})_{\ell+2, \ell+1}^{[000]} \oplus (A, \text{cons.})_{\ell+2, \ell+1}^{[000]} ,
\end{align*}
\]

where $2 \times$ denotes that the multiplet appears twice.

The $N = 8$ stress tensor correlator was written in [11] in the basis

\[
\langle \mathcal{S}(\tilde{x}_1, Y_1) \mathcal{S}(\tilde{x}_2, Y_2) \mathcal{S}(\tilde{x}_3, Y_3) \mathcal{S}(\tilde{x}_4, Y_4) \rangle = \frac{1}{x_{12}^2 x_{23}^2 x_{34}^2} \left[ \mathcal{S}(U, V) Y_{12}^2 Y_{23}^2 + \mathcal{S}(U, V) Y_{13}^2 Y_{24}^2 + \mathcal{S}(U, V) Y_{14}^2 Y_{23}^2 \right.
\]

\[
+ \mathcal{S}(U, V) Y_{13} Y_{14} Y_{23} Y_{24} + \mathcal{S}(U, V) Y_{12} Y_{14} Y_{23} Y_{34} + \mathcal{S}(U, V) Y_{12} Y_{13} Y_{24} Y_{34} \right] ,
\]

\[\text{(D.3)}\]

\[\text{In [11], the long multiplet was denoted as } (A, 0).\]
where Y are \( \mathfrak{so}(8) \) null vectors. As shown in Section 2.7.1 of [60], this decomposes to the \( \mathcal{N} = 6 \) basis in (2.3) as

\[
\{ \mathcal{S}^1, \mathcal{S}^2, \mathcal{S}^3, \mathcal{S}^4, \mathcal{S}^5, \mathcal{S}^6 \} \rightarrow \{ \mathcal{S}^1, \mathcal{S}^2, \mathcal{S}^3, 4\mathcal{S}^4, 4\mathcal{S}^5, 4\mathcal{S}^6 \}.
\]

Finally, we can decompose the explicit \( \mathcal{N} = 8 \) superblocks \( \mathfrak{g}_{\mathcal{M}_d^{[d,d,d,d,d,d]}(U,V)} \) given in [11] into the \( \mathcal{N} = 6 \) superblocks \( \mathfrak{g}_{\mathcal{M}_d^{[d,d,d]}(U,V)} \) given in the attached Mathematica file to get

\[
\begin{align*}
\mathfrak{g}_{(B,+)}^{[0020]}_{1,0} & \rightarrow \frac{1}{4} \mathfrak{g}_{(B,2)}^{[011]}_{3,0}, \\
\mathfrak{g}_{(B,+)}^{[0040]}_{2,0} & \rightarrow \frac{1}{4} \mathfrak{g}_{(B,2)}^{[002]}_{2,0}, \\
\mathfrak{g}_{(B,2)}^{[0020]}_{2,0} & \rightarrow \frac{1}{16} \mathfrak{g}_{(B,2)}^{[022]}_{2,0} + \frac{1}{3} \mathfrak{g}_{(A,2)}^{[011]}_{2,0} + \frac{4}{35} \mathfrak{g}_{\text{Long}_2,0}^{[000]}, \frac{1}{8} \mathfrak{g}_{(B,1)}^{[000]}, \\
\mathfrak{g}_{(A,+)}^{[0020]}_{\ell + 2,\ell} & \rightarrow \frac{1}{4} \mathfrak{g}_{(A,2)}^{[011]}_{\ell + 2,\ell} + \frac{(4 + \ell)^2}{(5 + 2\ell)(7 + 2\ell)} \mathfrak{g}_{(A,2)}^{[011]}_{\ell + 3,\ell} + \frac{1 + \ell}{4 + 2\ell} \mathfrak{g}_{(A,+)}^{[020]}_{\ell + 5/2,\ell + 1/2}, \\
\mathfrak{g}_{(A,2)}^{[0020]}_{\ell + 2,\ell} & \rightarrow -\frac{1}{4} \mathfrak{g}_{(A,2)}^{[011]}_{\ell + 2,\ell} - \frac{(3 + 2\ell)(5 + 2\ell)}{(7 + 2\ell)(9 + 2\ell)} \mathfrak{g}_{\text{Long}_{\ell +3,\ell +1}}^{[000]} - \frac{1 + \ell}{9 + 3\ell} \mathfrak{g}_{(A,1)}^{[000]}_{\ell + 5/2,\ell + 1/2} - \mathfrak{g}_{(A,1)}^{[000]}_{\ell + 5/2,\ell + 1/2}, \\
\mathfrak{g}_{\text{Long}_{\Delta,\ell}}^{[000]} & \rightarrow \mathfrak{g}_{\text{Long}_{\Delta,\ell}}^{[000],1} + \frac{4(\ell - 1)^2(-\Delta + \ell + 1)(\Delta + \ell)}{(2\ell - 1)(2\ell + 1)(\ell - \Delta)(\Delta + \ell + 1)} \mathfrak{g}_{\text{Long}_{\Delta +1,\ell -1}}^{[000]}, \\
& \quad + \frac{4\Delta(-\Delta + \ell + 1)(\Delta + \ell)}{3(\Delta + 2)(\ell - \Delta)(\Delta + \ell + 1)} \mathfrak{g}_{\text{Long}_{\Delta +1,\ell}}^{[000],2} + \frac{4(-\Delta + \ell + 1)(\Delta + \ell)}{(\ell - \Delta)(\Delta + \ell + 1)} \mathfrak{g}_{\text{Long}_{\Delta +1,\ell}}^{[000],3} \\
& \quad + \frac{4(\ell + 1)(\ell + 2)(\Delta + \ell)(\Delta + \ell + 2)}{(2\ell + 1)(2\ell + 3)(\Delta + \ell + 1)(\Delta + \ell + 3)} \mathfrak{g}_{\text{Long}_{\Delta +1,\ell +1}}^{[000]} \\
& \quad + \frac{4(\Delta + 4)^2(-\Delta + \ell + 1)(\Delta + \ell)}{(2\Delta + 5)(2\Delta + 7)(\ell - \Delta)(\Delta + \ell + 1)} \mathfrak{g}_{\text{Long}_{\Delta +2,\ell}}^{[000],1}, \\
\mathfrak{g}_{(A,\text{cons.})}^{[000]}_{\ell + 1,\ell} & \rightarrow \mathfrak{g}_{(A,\text{cons.})}^{[000]}_{\ell + 1,\ell} + \frac{4(\ell + 1)(\ell + 2)}{(2\ell + 2)(2\ell + 4)} \mathfrak{g}_{(A,\text{cons.})}^{[000]}_{\ell + 2,\ell + 1}, \\
\end{align*}
\]

where for \( \mathfrak{g}_{\text{Long}_{\Delta,0}}^{[000]} \) we should ignore the \( \mathfrak{g}_{\text{Long}_{\Delta +1,-1}}^{[000]} \) and \( \mathfrak{g}_{\text{Long}_{\Delta +1,0}}^{[000]} \) terms on the RHS.

\(^{25}\)This was for a basis of \( SO(8) \) matrices \( \mathcal{X} \), but as noted there its the exact same decomposition for the basis of \( Y \)’s.
E  Simplifying the $S^3$ partition function

In this appendix we describe how to simplify the $S^3$ partition function for various $\mathcal{N} = 6$ theories. In Section E.1 we consider the $U(N)_k \times U(N + M)_{-k}$, and in Section E.2 we consider the $SO(2)_{2k} \times USp(2 + 2M)_{-2k}$ theory. We close by demonstrating that additional $U(1)$ factors do not change the $S^3$ partition function.

E.1 ABJ theory

We will begin with the generalization of (3.11) to the case of two mass deformations $m_\pm$:

$$Z_{M,N,k}(m_+, m_-) = \int d^{M+N} \mu d^N \nu \frac{e^{-i\pi k (\sum \mu_i^2 - \sum \nu_j^2)} \prod_{i<j} 4 \sinh^2 \left[ \pi (\mu_i - \mu_j) \right] \prod_{a<b} 4 \sinh^2 \left[ \pi (\nu_a - \nu_b) \right]}{\prod_{i,a} 4 \cosh \left[ \pi (\mu_i - \nu_a) + \frac{\pi m_+}{2} \right] \cosh \left[ \pi (\mu_i - \nu_a) + \frac{\pi m_-}{2} \right]},$$

(E.1)

which we aim to simplify from $2N + M$ integrals to an expression with merely $N$ integrals. To achieve this we will follow the methods of [76] which considered the special case $m_+ = m_- = 0$. We are ultimately only interested in computing $Z$ up to an overall normalization constant $Z_0$ which is independent of $m_\pm$.

Our first step is to use the determinant formula:

$$\prod_{i<j} 2 \sinh \frac{x_i - x_j}{2} \prod_{a<b} 2 \sinh \frac{y_a - y_b}{2} \prod_{i,a} 2 \cosh \frac{\xi_i - \xi_a}{2} = \prod_{i=1}^{N+M} e^{-\frac{1}{2} M x_i} \prod_{a=1}^{N} e^{\frac{1}{2} M y_a} \det (A(x, y))$$  

(E.2)

where $A(x, y)$ is the matrix

$$A_{ij}(x, y) = \frac{\theta_{N,i}}{2 \cosh \frac{x_i - y_j}{2}} + e^{(N+M+1/2-j)y_j} \theta_{j,N+1}, \quad \text{where} \quad \theta_{i,j} = \begin{cases} 1 & i \geq j \\ 0 & \text{otherwise} \end{cases},$$

(E.3)

which is proven in [76] by using a generalization of the Cauchy determinant formula. Ap-
plying this formula with \( x_i = 2\pi\mu_i \) and \( y_i = 2\pi\nu_i + \pi m_- \), we can rewrite (E.1) as

\[
Z_{M,N,k}(m_+, m_-) = (N + M)! e^{-M N(m_+ + m_-)} \int d^{M+N} \mu \ d^{N} \nu \prod_{j=1}^{N+M} e^{-\pi(ik\mu_j^2 + 2M\mu_j)} \\
\times \prod_{a=1}^{N} \frac{e^{\pi(ik\nu_a^2 + 2M\nu_a)}}{2 \cosh \left( \frac{\pi (\mu_a - \nu_a)}{2} \right)} \prod_{j=N+1}^{N+M} e^{(2(N+M-j)+1)\pi\mu_j} \\
\times \sum_{\text{perms } \sigma} (-1)^{\text{sgn} (\sigma)} \prod_{i=1}^{N+M} \left( \frac{\theta_{N,\sigma(i)}}{2 \cosh \left( \frac{\pi (\mu_i - \nu_{\sigma(i)})}{2} \right)} + e^{(2(N+M-\sigma(i))+1)\pi\mu_i} \theta_{\sigma(i),N+1} \right),
\]  
\[
(E.4)
\]

where the sum over \( \sigma \) is a sum over all permutations \( \sigma(i) \) of \( N + M \) elements.

We next take the Fourier transform of the coshines

\[
\frac{1}{2 \cosh(\pi p)} = \frac{1}{\pi} \int_{-\infty}^{\infty} dx \frac{e^{2ixp}}{2 \cosh(x)}. \quad (E.5)
\]

The \( \mu \) and \( \nu \) integrals then become Gaussian and can be easily performed. We thus find that

\[
Z_{M,N,k}(m_+, m_-) \propto e^{-\frac{\pi}{2} M N(m_+ + m_-)} \\
\times \sum_{\sigma} (-1)^{\sigma} \left( \int d^N x \ d^{N+M} y \prod_{a=1}^{N} e^{-\frac{\pi}{4} x_a (y_a - y_{\sigma(a)}) + \frac{\pi}{2} M (y_a - y_{\sigma(a)}) + i(x_a m_+ + y_a m_-)} \\
\times \prod_{l=N+1}^{N+M} \left[ \pi e^{-\frac{\pi}{4} (N+\frac{1}{2}-l)^2} \delta (y_l + i\pi(N+M+1/2-l)) e^{\frac{\pi}{4} y_l^2 + \frac{\pi}{2}(N+1/2-l)y_{\sigma(l)}} \right] \right).
\]  
\[
(E.6)
\]

So long as \( 2M < |k| + 1 \), we can integrate over \( x_i \), leaving

\[
Z_{M,N,k}(m_+, m_-) \propto e^{-\frac{\pi}{2} M N(m_+ + m_-)} \sum_{\sigma} (-1)^{\sigma} \int d^{N+M} y \prod_{a=1}^{N} e^{\frac{\pi}{4} M (y_a - y_{\sigma(a)}) + i y_a m_-} \\
\times \prod_{l=N+1}^{N+M} \left[ \pi e^{-\frac{\pi}{4} (N+\frac{1}{2}-l)^2} \delta (y_l + i\pi(N+M+1/2-l)) e^{\frac{\pi}{4} y_l^2 + \frac{\pi}{2}(N+1/2-l)y_{\sigma(l)}} \right].
\]  
\[
(E.7)
\]

After a change of variable \( y_a \to y_a/2 \) and judicious use of the equation \( \sum_a y_a = \sum_{\sigma} y_{\sigma(a)} \) we
find that

\[
Z_{M,N,k}(m_+,m_-) \propto e^{-\frac{N}{2}MN(m_+ + m_-)} \sum_{\sigma} (-1)^\sigma \int d^{N+M} y \prod_{a=1}^{N} \frac{e^{iy_a m_-}}{2 \cosh \left[ \frac{y_a}{2} \right]} \times \prod_{l=N+1}^{N+M} \left[ \pi e^{-\frac{\pi}{2} \left( (N+\frac{1}{2} - l)^2 \delta (y_l + i\pi (N + M + 1/2 - l)) e^{\pi i y_l - \frac{MN}{2} y_l} \right) + \frac{i\pi}{2} (N+M+1/2-l) y_l} \right] \times \det \left( \frac{\theta_{N,l}}{2 \cosh \left[ \frac{y_l - y_{l-1} + k\pi m_+}{2k} \right]} + e^{\frac{i\pi}{2} (N+M+1/2-l) y_{l+1}, \theta_{l,N+1}} \right). \tag{E.8}
\]

Applying (E.2) again, integrating over \(y_{N+1}, \ldots, y_{N+M}\), and then performing a final change of variables \(y_a \to 2\pi y_a\), we arrive at our final expression

\[
Z_{M,N,k}(m_+,m_-) = e^{-\frac{N}{2}MNm_+} Z_0 \cosh^{N \pi m_+} \int d^N y \prod_{a<b} \frac{\sinh^2 \left[ \frac{\pi(y_a - y_b)}{k} + \frac{\pi m_+}{2} \right] \cosh \left[ \frac{\pi(y_a - y_b)}{k} - \frac{\pi m_+}{2} \right]}{2 \cosh \left[ \frac{\pi(y_a - y_b)}{k} + k\pi m_+ \right]} \times \prod_{a=1}^{N} \left( \frac{e^{i\pi y_a m_-}}{2 \cosh \left[ \frac{\pi(y_a)}{2} \right]} \prod_{l=0}^{M-1} \frac{\sinh \left[ \frac{\pi (y_a + (l+1/2))}{k} \right]}{\cosh \left[ \frac{\pi (y_a + (l+1/2))}{k} - \frac{\pi m_+}{2} \right]} \right). \tag{E.9}
\]

Equation (3.12) in the main text is simply the special case of this where we set \(m_- = m\) and \(m_+ = 0\).

**E.2 \(SO(2) \times USp(2 + 2M)\) theory**

In this section we shall reduce the \(SO(2)_{2k} \times USp(2 + 2M)_{-k}\) sphere partition function (3.29) down to a single integral. As in the previous section, we will work with a slightly more general partition function

\[
Z_{M,k}(m_+, m_-) \propto \int d\mu d^M \nu e^{2\pi ik(\mu^2 - \sum_a \nu_a^2)} \times \prod_a \sinh^2 (2\pi \nu_a) \prod_{a<b} \sinh^2 \left[ \pi (\nu_a + \nu_b) \right] \sinh^2 \left[ \pi (\nu_a - \nu_b) \right] \prod_b \cosh \left[ \frac{2\pi (\mu - \nu_+ + \pi m_+)}{2} \right] \cosh \left[ \frac{2\pi (\mu + \nu_+ + \pi m_-)}{2} \right] \cosh \left[ \frac{2\pi (\mu + \nu_- + \pi m_-)}{2} \right] \cosh \left[ \frac{2\pi (\mu - \nu_- + \pi m_-)}{2} \right], \tag{E.10}
\]

where we have two mass deformations \(m_\pm\). We follow the derivation in [79], which considered the special case \(m_+ = m_- = 0\). They however consider the general \(SO(2N) \times USp(2N+2M)\) theory, while here we only focus on the \(N = 1\) case, for which the manifest \(\mathcal{N} = 5\) SUSY is
enhanced to $\mathcal{N} = 6$.

We begin by rewriting (E.10):

$$Z_{M,k}(m_+, m_-) \propto \int d\mu d^{M+1} \nu \, e^{\frac{\mu}{4\pi} (\mu^2 - \sum \nu_a^2)}$$

$$\times \frac{\prod_a \sinh^2 \frac{\nu_a}{k} \prod_{a<b} \sinh^2 \frac{\nu_a + \nu_b}{2k} \sinh^2 \frac{\nu_a - \nu_b}{2k}}{\prod_b \cosh \left( \frac{\mu - \nu_b}{2k} + \frac{m_+}{2} \right) \cosh \left( \frac{\mu + \nu_b}{2k} + \frac{m_+}{2} \right) \cosh \left( \frac{\mu - \nu_b}{2k} + \frac{m_-}{2} \right) \cosh \left( \frac{\mu + \nu_b}{2k} + \frac{m_-}{2} \right)}$$

(E.11)

with $\tilde{k} = 2k$, in order to match the conventions of [79]. Our first major step is to use the Cauchy-Vandermonde determinant, given in (2.6) of [79]:

$$\prod_a \sinh \nu_a \prod_{a<b} \frac{\sinh \frac{\nu_a + \nu_b}{2k} \sinh \frac{\nu_a - \nu_b}{2k}}{\cosh \frac{\mu - \nu_a - \nu_b}{2k} \cosh \frac{\mu + \nu_a + \nu_b}{2k}}$$

$$= \det \left( \begin{bmatrix} \sinh \frac{\nu_a}{2k} \\ \cosh \frac{\mu + \nu_b - \nu_a}{2k} \cosh \frac{\mu + \nu_a + \nu_b}{2k} \\ \sinh \frac{(2b-1)\nu_a}{2k} \end{bmatrix} \right)_{b=1, \ldots, M}.$$  

(E.12)

We can simplify this expression by introducing canonical position and momentum operators $\hat{q}$ and $\hat{p}$ which satisfy $[\hat{q}, \hat{p}] = 2\pi i \tilde{k}$. We denote the $\hat{q}$ eigenstates by $|\nu\rangle$, and introduce states $|m\rangle$ such that

$$2 \sinh \frac{m\nu}{\tilde{k}} = \langle m | \nu \rangle,$$

allowing us to simplify the lower block of (E.12). The upper block can be simplified using the Fourier transform, giving us (2.9) of [79]:

$$\frac{\sinh \frac{\nu_a}{2k} \cosh \frac{\mu + \nu_b - \nu_a}{2k} \cosh \frac{\mu + \nu_a + \nu_b}{2k}}{\cosh \frac{\mu - \nu_a - \nu_b}{2k} \cosh \frac{\mu + \nu_a + \nu_b}{2k}} \propto \langle \nu_a | \frac{1}{2} \hat{p} | \mu + \tilde{k}m_+ \rangle.$$  

(E.14)

We then find that our version of equation (2.11) is [79]

$$Z(m_+, m_-) \propto \int d\mu d^{M+1} \nu \, \frac{\prod_a \sinh \frac{\nu_a}{k} \prod_{a<b} \sinh \frac{\nu_a + \nu_b}{2k} \sinh \frac{\nu_a - \nu_b}{2k}}{\prod_b \cosh \frac{\mu - \nu_b}{2k} \cosh \frac{\mu + \nu_b}{2k} \cosh \frac{\mu - \nu_b}{2k} \cosh \frac{\mu + \nu_b}{2k}}$$

$$\times \langle \mu + \tilde{k}m_+ | e^{\frac{i}{4\pi} \hat{p}^2} e^{\frac{i}{4\pi} \hat{q}^2} \frac{1}{2 \sinh \frac{\tilde{\nu}}{2} \hat{p}} \hat{1} - e^{-\frac{i}{4\pi} \hat{q}^2} e^{-\frac{i}{4\pi} \hat{p}^2} | \nu_1 \rangle \prod_{m=1}^M [ m | e^{-\frac{i}{4\pi} \hat{q}^2} e^{-\frac{i}{4\pi} \hat{p}^2} | \nu_{m+1} \rangle.$$  

(E.15)
Applying (2.125) of [79], we find that

\[
Z(m_+, m_-) \propto \int d\mu d^{M+1}\nu \prod_a \sinh \frac{\nu_a}{k} \prod_{a<b} \sinh \frac{\nu_a + \nu_b}{2k} \prod_b \cosh \frac{\nu_a + \nu_b - km_+}{2k} \cosh \frac{\mu + \nu_b}{2k} \\
\times \delta(\mu + km_+ - \nu_1) \prod_{m=1}^M \delta(\nu_{m+1} - 2\pi im) \\
\times \frac{1}{\cosh \frac{m_+-m_-}{2}} \int \frac{d\mu}{\sinh \frac{\mu + 2km_+}{2k}} \frac{d\nu}{\cosh \frac{\mu + 2km_+}{2k}} \\
\times \prod_{l=1}^M \sinh \frac{\mu + 2\pi il}{4k} \cosh \frac{\mu + 2\pi il}{4k} \\
\times \frac{1}{\cosh \frac{m_+-m_-}{2}} \int \frac{d\mu}{\sinh \frac{\mu + 2km_+}{2k}} \frac{d\nu}{\cosh \frac{\mu + 2km_+}{2k}} \\
\times \prod_{l=-M}^{-1} \sinh \frac{\mu + 2\pi il}{4k} \cosh \frac{\mu + 2\pi il}{4k},
\]  
(E.16)

and this completes the derivation.

### E.3 Additional $U(1)$ factors

In this section we shall show that given an $\mathcal{N} = 6$ Chern-Simons gauge theory with gauge group $G = SU(N) \times U(N + M)$ or $G = USp(2 + 2M)$, the $S^3$ partition function for the theory $G \times U(1)^L$ is equivalent to that of the theory $G \times U(1)$, up to an overall constant. To this end we note that the mass-deformed $S^3$ partition function for the $G \times U(1)^L$ can be generically written as

\[
Z_{G \times U(1)^L}(m_+, m_-) = \int d\chi_1 \ldots d\chi_N e^{\pi \sum_{ab} K_{ab} \chi_a \chi_b} Z_G(m_+ + 2q \cdot \chi, m_- + 2q \cdot \chi), \quad (E.17)
\]

where $K_{ab}$ is the matrix of Chern-Simons levels for the $U(1)$s $q = (q_1, \ldots, q_L)$ are the charges of the (bi)fundamentals under each $U(1)$, and $Z_G(m_+, m_-)$ is the $S^3$ partition function for the theory without any $U(1)$ factors. In order for $G \times U(1)^N$ to have $\mathcal{N} = 6$ supersymmetry, $K_{ab}$ and $q_a$ must satisfy the condition

\[
\sum_{a,b} K_{ab} q_a q_b = \frac{1}{k_G}
\]  
(E.18)

for some $G$ dependent constant $k_G$, where $K_{ab}$ is the inverse of $K_{ab}$ [38].
To simplify (E.17), we first perform a change of basis of $\chi_a$ such that $q_a = (1, 0, \ldots, 0)$. Because $K_{ab}$ is symmetric, we can then perform a second change of basis to $\chi_2, \ldots, \chi_L$, so that $K_{ab}$ take the form

$$K_{ab} = \begin{pmatrix} K_{11} & K_{12} & 0 & \ldots \\ K_{12} & 1 & 0 & \ldots \\ 0 & 0 & 1 & \ldots \\ \vdots & \vdots & \vdots & \ddots \end{pmatrix}.$$  \hspace{1cm} (E.19)

We can now integrate over $\chi_2, \chi_3, \ldots$ leaving us with

$$Z_{G \times U(1)}(m_+, m_-) \propto \int d\chi_1 e^{i\pi(K_{11} - K_{12}^2)\chi^2} Z_G(m_+ + 2\chi_1, m_- + 2\chi_1),$$  \hspace{1cm} (E.20)

We then note that, in this basis, the condition (E.18) becomes:

$$K_{11} - K_{12}^2 = k_G,$$  \hspace{1cm} (E.21)

and so

$$Z_{G \times U(1)}(m_+, m_-) \propto \int d\chi_1 e^{i\pi k_G \chi^2} Z_G(m_+ + 2\chi_1, m_- + 2\chi_1).$$  \hspace{1cm} (E.22)

We now simply recognize the right-hand side of this equation is the partition function for the $G \times U(1)$ theory, and have hence shown what we set out to prove.
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