Scaling multi-species occupancy models to large citizen science datasets
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1. Citizen science datasets can be very large and promise to improve species distribution modelling, but detection is imperfect, risking bias when fitting models. In particular, observers may not detect species that are actually present. Occupancy detection models can estimate and correct for this observation process, and multi-species occupancy detection models exploit similarities in the observation process, which can improve estimates for rare species. However, the computational methods currently used to fit these models do not scale to large datasets.

2. We develop approximate Bayesian inference methods and use graphics processing units (GPUs) to scale multi-species occupancy detection models to very large citizen science data. We fit multi-species occupancy detection models to one month
of data from the eBird project consisting of 186,811 checklist records comprising 430 bird species. We evaluate the predictions on a spatially separated test set of 59,338 records, comparing two different inference methods – Markov chain Monte Carlo (MCMC) and variational inference (VI) – to occupancy detection models fitted to each species separately using maximum likelihood.

3. We fitted models to the entire dataset using VI, and up to 32,000 records with MCMC. Variational inference fitted to the entire dataset performed best, outperforming single-species models on both AUC (90.4% compared to 88.7%) and on log likelihood (-0.080 compared to -0.085). We also evaluate how well range maps predicted by the model agree with expert maps. We find that modelling the detection process greatly improves agreement and that the resulting range maps agree as closely with expert maps as ones estimated using high quality survey data.

4. Our results demonstrate that multi-species occupancy detection models are a compelling approach to model large citizen science datasets, and that, once the observation process is taken into account, they can model species distributions accurately.
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1 Introduction

Citizen science datasets, that is, datasets collected by volunteers, can be extremely useful for ecological research. Their value lies in their large spatial and temporal scale: datasets are often collected across large areas, and throughout the year. This allows ecologists to investigate important questions that would be hard or impossible to answer with conventional datasets. Such questions are, for example, how species ranges and migration patterns are shifting over time (Dickinson et al., 2010).
Aided by the use of the internet and smartphones, modern citizen science projects often amass enormous amounts of data. In this work, we focus on the eBird dataset, a dataset of bird sightings. It contains over 100 million bird sightings each year\(^1\), collected throughout the year and across the world (Sullivan et al., 2009). This makes it far larger than many other datasets. For example, the North American Breeding Bird Survey (BBS) (Pardieck et al., 2020) is collected only once a year and consists of a comparatively small number of sightings.

Datasets as large and frequently collected as eBird should allow ecologists to investigate more hypotheses. For example, the larger sample of eBird may allow estimates of ranges for species that are rarely observed in the BBS. However, analysing such datasets is complicated by the quality of the sightings. While the BBS is a high-quality survey, with a standardised protocol and skilled observers, eBird sightings are made following different protocols, by observers with different skill levels, at different times of day. As a result, while the BBS records can plausibly be treated as presences or absences along sampling routes (as done, for example in Harris (2015)), doing the same for eBird data risks introducing severe bias.

The data could also be modelled as presence-only data, another well-established approach in species distribution modelling. However, this fails to make use of a crucial part of eBird data: participants are asked whether they reported all species they were able to identify confidently. Participants are encouraged to do so, and in the majority of records, all species are reported. In this case, the absence of a record implies that the species was not observed, and thus that the data is more than just “presence-only”. This is crucial, since only limited inferences can be drawn from presence-only data. At best, relative suitability of sites can be assessed (see Guillera-Arroita et al. (2015), for example). We note that eBird also contains some ad-hoc sightings where participants may report only a subset of species, but we focus on the complete records in this paper.

\(^1\)see https://ebird.org/about
Occupancy detection models are a natural approach to model datasets like eBird (MacKenzie et al., 2002; Altwegg and Nichols, 2019). These models assume that, at each visit to a site, a species is detected with probability \( p \) if it is present; this probability of detection is a function of covariates, such as the time of day and time spent birding. The probability of presence \( \Psi \) at the site is inferred jointly with \( p \); it is modelled as a function of environmental covariates. In this way, occupancy detection models aim to separate the biological process determining \( \Psi \) from the observation process determining \( p \).

Occupancy detection models can be fitted separately to each species by maximum likelihood (MacKenzie et al., 2002). A multi-species occupancy detection (MSOD) model instead models all species at once by placing a hierarchical Bayesian prior on the coefficients modelling the observation process \( p \)\(^{ii}\). This is particularly useful when modelling rare species: for these species, the detection coefficients will be shrunk towards the group mean, which is often reasonable, since we expect similarity in the observation processes across species. MSOD models were initially proposed by Kery and Royle (2009) and are typically fitted with Markov chain Monte Carlo (MCMC) software such as \textsc{WinBUGS} or \textsc{JAGS}.

Both single-species and multi-species occupancy detection models are well known in ecology, and the potential advantages of modelling imperfect detection for species distribution modelling and citizen science data have been discussed in previous work (see Guillera-Arroita (2017); Altwegg and Nichols (2019), for example). However, existing methods for fitting MSOD models are unable to scale to large citizen science datasets such as eBird. For example, recent work Guillera-Arroita et al. (2019) reported that it took hours to fit an MSOD model to around 1,000 observations of about 100 species. We will see that even a single month of eBird data consists of almost 200,000 checklists,

\(^{ii}\)A hierarchical prior can also be placed on the coefficients modelling the biological process \( \Psi \), but we focus on the observation process here.
suggesting that a different approach is needed to fit models to this data in a reasonable amount of time.

We make the following contributions in this paper. Firstly, we develop efficient Bayesian inference approaches which allow us to fit MSOD models to very large datasets. To do so, we propose a sparse data structure to make evaluation of the likelihood more efficient and make use of Graphics Processing Units (GPUs) to accelerate computations. We fit models using both MCMC, and variational inference. Secondly, we evaluate the predictive performance of these models on a spatially separated test set. We find that they outperform maximum likelihood fitted separately to each species on both AUC and log likelihood, especially for rarely-observed species. The variational inference approach performed best: it fitted the full dataset in under two hours while achieving similar evaluation metrics as MCMC, which took multiple days to fit. Finally, we demonstrate that predictions made by the model agree as well with expert range maps from BirdLife International (BirdLife International, 2020) as those estimated using data from the North American Breeding Bird Survey (Pardieck et al., 2020). Compared to the BBS, we argue that using eBird data has two main advantages: (1) over 80% of species observed fewer than eight times in the BBS are observed at least 20 times in the eBird dataset, expanding the number of species for which we can produce reliable range maps, and (2) eBird data are collected throughout the year. We thus believe that our approach is compelling for large citizen science datasets, and are excited about the opportunities it offers for advancing ecological research.
2 Methods

2.1 Model

In this section, we briefly revisit the assumptions behind multi-species occupancy detection modelling. The true presence or absence of a species $j$ at site $i$, $y_{ij}$, is modelled conditional on a column vector of environmental covariates $\mathbf{x}_{i}^{(\text{env})}$ for that site. This is the same assumption made in many presence/absence (PA) models. The difference is that PA models assume that $y_{ij}$ is observed directly, while occupancy detection models do not. Mathematically speaking, we model $y_{ij}$ as follows:

\begin{align*}
    y_{ij} &\sim \text{Bern}(\Psi_{ij}), \\
    \text{logit}(\Psi_{ij}) &= \mathbf{x}_{i}^{(\text{env})} \beta^{(\text{env})}_{j} + \gamma_{j}, \\
    \beta^{(\text{env})}_{j} &\overset{iid}{\sim} \mathcal{N}(0, I), \\
    \gamma_{j} &\overset{iid}{\sim} \mathcal{N}(0, 10^2).
\end{align*}

Here, the vector of coefficients $\beta^{(\text{env})}_{j}$ models the environmental response for species $j$, and $\gamma_{j}$ is a species-specific intercept.

Occupancy detection models assume that there is a possibility that any given observer may have overlooked a species that is actually present. Observers may also incorrectly identify a species, but in this study we make the common assumption that there are no false positives. We refer the interested reader to Altweeg and Nichols (2019) for a detailed discussion of the assumptions made in occupancy detection modelling.

Our dataset takes the form of records $s_{ijk}$, where $s_{ijk} = 1$ if the $k$-th observation for species $j$ at site $i$ was a presence, and zero otherwise. We make the following assumptions...
for \( s_{ijk} \):

\[
p(s_{ijk} = 1 \mid y_{ij} = 1) = p_{ijk}, \quad (5)
\]

\[
p(s_{ijk} = 1 \mid y_{ij} = 0) = 0, \quad (6)
\]

\[
\logit(p_{ijk}) = x_{ik}^{(obs)} \beta_{j}^{(obs)}. \quad (7)
\]

In words, Equation 5 says that the probability of observing species \( j \) in site \( i \) on the \( k \)-th visit, assuming that it is present, is \( p_{ijk} \); Equation 6 rules out false positives; and Equation 7 sets up a logistic regression model for the detection probability in terms of the observation covariates.

The key feature of the multi-species occupancy detection models used in this paper is that the species-specific observation coefficients \( \beta_{j}^{(obs)} \) are given a hierarchical prior:

\[
\beta_{jl}^{(obs)} \overset{iid}{\sim} \mathcal{N}(\mu_{l}, \sigma_{l}^{2}), \quad (8)
\]

\[
\mu_{l} \overset{iid}{\sim} \mathcal{N}(0, 1), \quad (9)
\]

\[
\sigma_{l} \overset{iid}{\sim} \mathcal{N}^{+}(1), \quad (10)
\]

where \( \mathcal{N}^{+}(1) \) denotes the half-normal distribution with a standard deviation of 1. This prior models each species’ coefficient as drawn from a group prior distribution. As mentioned in the introduction, this is useful since we expect that many observation coefficients across species are likely to be similar. For example, for most species, the probability of observation is likely to be lower at night, so the group mean \( \mu_{l} \) for a “night-time” indicator would likely be negative, and its variance \( \sigma_{l}^{2} \) would indicate the strength of this prior belief.

We note that the vector of environmental coefficients \( \beta_{j}^{(env)} \) could similarly be given a hierarchical prior, and this is done in many MSOD models. When designing the model, we chose not to do this as niches can differ greatly between species and thus we
expected that pooling coefficients towards a group prior would be less useful than for the observation process, but the extension would be straightforward to implement.

The assumptions above lead to the following likelihood for all $N$ sites, $J$ species, and $K = \sum_i K_i$ checklists, where $K_i$ is the number of checklists at site $i$:

$$p(y, s \mid \theta) = \prod_{i=1}^{N} \prod_{j=1}^{J} p(y_{ij} \mid x_i) \prod_{k=1}^{K_i} p(s_{ijk} \mid y_{ij}, x_{ik}^{(obs)}).$$

(11)

This is the complete-data likelihood. In practice, only $s$ is observed. To produce a likelihood for $s$ only, $y$ can be summed out (see section A of the supplementary material) to yield:

$$p(s \mid \theta) = \prod_{i=1}^{N} \prod_{j=1}^{J} \left[ (1 - \Psi_{ij}) \prod_{k=1}^{K_i} (1 - s_{ijk}) + \Psi_{ij} \prod_{k=1}^{K_i} (p_{ijk})^{s_{ijk}} (1 - p_{ijk})^{1-s_{ijk}} \right].$$

(12)

### 2.2 Computational approaches

The model presented in the previous subsection is well known. The likelihood in Equation 12 was first proposed for a single species by MacKenzie et al. (2002), where it was used to fit models with maximum likelihood. The extension to multiple species with hierarchical priors on coefficients was first proposed by Kery and Royle (2009). There, the authors fit the model to 267 1km$^2$ units sampled 2-3 times for 134 species, focusing on the estimation of species richness. The same dataset, this time considering 158 species, was analysed by Guillera-Arroita et al. (2019), where the authors wrote that the model took about 7 hours to fit with the modelling software JAGS. It is usually fitted using a data augmentation approach originally proposed by Royle et al. (2007), which is more efficient than directly using the likelihood in Equation 12 when sampling using the MCMC algorithms implemented in WinBUGS (Lunn et al., 2000). While these approaches are well understood and trusted, as discussed previously, they are unable to fit datasets
as large as eBird in a reasonable time.

To accelerate computations, we implemented the code to evaluate the log posterior density using Google’s JAX package (Bradbury et al., 2018), which automatically parallels code evaluation and is able to use GPUs. Rather than using the augmentation approach of Royle et al. (2007), we calculate the likelihood as it is stated in Equation 12, which we found to be efficient. This means we can do without the additional assumptions made by Royle et al. (2007) and avoid introducing latent parameters, simplifying the model’s interpretation.

We use two inference methods: MCMC using the No-U-Turn sampler (NUTS) (Hoffman and Gelman, 2014), and mean-field variational inference. For MCMC, we used NUTS as implemented in the numpyro software package (Phan et al., 2019). NUTS is the main approach used by many well-known software packages, such as Stan (Stan Development Team, 2020). It is a version of Hamiltonian Monte Carlo (HMC), used for example in the greta package (Golding, 2019). NUTS and HMC are often more efficient than the MCMC algorithms used in WinBUGS and JAGS (Monnahan et al., 2017).

Our mean-field variational inference approach is based on automatic differentiation variational inference (ADVI) (Kucukelbir et al., 2017), specifically the variant proposed by Giordano et al. (2018). This variant allows the use of second-order optimisation, rather than the stochastic optimisation used for ADVI. We prefer second-order optimisation for two reasons: firstly, it has no tuning parameters, and secondly, convergence is easily detected. We implemented the approach in JAX. We provide both a python package and an R package to allow users to fit our approaches.iii Unlike MCMC, variational inference does not provide samples from the exact posterior distribution. Instead, it approximates the posterior distribution using independent univariate normal distributions, one for each parameter. The parameters of these distributions are optimised

---

iiiThe python package is available at https://github.com/martiningram/occu_py, and the R package (recommended) is available at https://github.com/martiningram/roccupy.
to minimise the Kullback-Leibler divergence between the approximation and the posterior distribution. This type of variational inference tends to underestimate parameters’ marginal variances and is also unable to capture posterior correlations. However, it often provides good estimates of the posterior means, and it can be much faster to fit. Later in this paper, we find that when predicting to unseen data, the gap between MCMC and ADVI narrows as more data is used, suggesting that modelling correlations becomes less important when data are abundant. We include more mathematical details about ADVI in section D of the supplementary material. Our version of ADVI has one parameter that has to be chosen: the number of fixed draws, $M$, used to evaluate an expectation in the objective. A larger $M$ yields more precise estimates of the objective, so it should be set as large as possible given the available memory constraints.

As mentioned in the introduction, occupancy detection models are commonly estimated using maximum likelihood fitted to each species separately. To compare our methods against this approach, we had initially planned to use the implementation in the software package unmarked (Fiske and Chandler, 2011) but found it to be very inefficient. We believe this is because of two factors. First, unmarked does not use gradient information to optimise the objective, which requires using costly numerical differentiation instead. Second, and more importantly, unmarked stores the observations as a matrix of size $N \times K_{\text{max}}$, where $K_{\text{max}}$ is the maximum number of observations at a site. If a site is visited fewer than $K_{\text{max}}$ times, the remaining observations are coded as missing. This is convenient when sites are visited roughly equally often, but becomes very inefficient when they are not. In the dataset used in this analysis, most sites are visited just once, but some are visited hundreds of times, resulting in a matrix of observations that contains a very large number of missing entries.

To avoid this inefficiency, we instead encode observations using one long binary vector for each species, together with another vector of integers specifying which site each
observation was made in. We use this sparse representation to efficiently estimate the likelihood both for the hierarchical models proposed and for a faster implementation of maximum likelihood. Our focus in this paper is on hierarchical occupancy detection models, but we show in the supplementary material that the fast maximum likelihood implementation recovers the same coefficients as \textbf{unmarked} on an example dataset (section \text{G}), and that it scales much more efficiently as the number of checklists is increased (section \text{B}).

2.3 Dataset

We used the eBird Basic Dataset (EBD) for our analysis. We focused on a single month, June 2019, and limited records to the United States of America. We also limited the species in the analysis to those found in the North American Breeding Bird Survey to facilitate comparisons with that dataset. Records outside of the mainland of the US were dropped. This resulted in 430 species with at least one observation. We further used the \texttt{blockCV} software package (Valavi et al., 2019) to split the dataset into four folds, of which we used three as a training set and the fourth as a spatially separated test set.

The basic unit of observation in the eBird dataset is the checklist. When an eBird user goes bird watching, they are asked to record the species they were able to identify. An important difference between eBird data and other citizen science datasets is that participants are asked whether they reported all species they were able to identify on their trip, or whether they included only a subset. They are strongly encouraged to report all species they were able to identify, and generally do so. We used only these complete records. The absence of this flag would complicate modelling, as it would be unclear whether an observer truly did not observe a species or chose not to report it.

In addition, eBird users are required to record a number of additional fields, depending
on the protocol used. We subsetted the data to the three most common protocols:

1. *Traveling* and *Traveling – property specific* (58.4% of checklists): Birds observed while travelling. Observers record the duration of their trip as well as the distance travelled.

2. *Stationary* (40.0% of checklists): Birds seen while the observer stays at a certain location, recording the time spent.

3. *Area* (0.4% of checklists): Birds seen while the observer systematically searches an area. Both the time spent searching and the area searched are recorded.

Each checklist record includes a single latitude and longitude entry. To ensure that these spatial coordinates were close to the location of the observations, we dropped checklists following the *Traveling* protocol with distances travelled greater than 3km, which resulted in roughly every third checklist in this protocol being dropped. For the same reason, we dropped checklists in the *Area* protocol with areas of over 9 km$^2$ searched, of which there were only five.

The full dataset consisted of 323,299 checklists. After all filtering steps, a total of 246,149 checklists remained, of which 186,811 were in the training set, and the remaining 59,338 formed the test set. The locations of these checklists and the split into train and test sets chosen automatically by the blockCV package are shown in Figure 1.

Finally, we kept only species with at least five observations in the training set, resulting in a total of 426. Even after these processing steps, the dataset remained very large, at 186,811 observations of these 426 species. For comparison, the Swiss bird dataset used in Guillera-Arroita et al. (2019) consisted of 267 sites sampled 2-3 times with records for 158 species. If every site were sampled three times, this would result in 861 checklists. The full dataset considered here thus contains over 100 times as many observations of almost three times as many species, demonstrating the need for more scalable inference.
2.4 Choice of covariates and sites

To fit the model described in subsection 2.1 to this dataset, we had to choose which environmental variables $X^{(env)}$ to include. Since climate is likely to strongly influence bird distribution, we included the worldclim climate variables (Hijmans et al., 2005) at a resolution of 10 minutes of a degree, which is roughly equivalent to about $18 \times 18$ km$^2$ in area.$^{iv}$ Among these, we removed highly correlated covariates as follows: going through each column in order, if a column of the design matrix had a sample correlation greater than 95% with a previous column, we dropped it from the analysis. This eliminated three of the nineteen covariates.

$^{iv}$This is the area spanned at the equator; at the latitudes in question, the equivalent area will be somewhat smaller.
Occupancy detection models assume that the data consist of sites that are repeatedly visited. In surveys, sites are chosen and visited several times, while in eBird, checklist locations are not chosen systematically. To still be able to apply occupancy detection models, we broke the area of interest into sites. To do this, we used the environmental covariates to define a grid across the study area. The worldclim covariates are constant within cells of roughly $18 \times 18$ km$^2$ area, as described in the previous paragraph. Using these cells as the sites $i = 1, \ldots, N$ resulted in a total of 15,011 sites containing at least one checklist. Most cells (3,498) contained only a single checklist, but some contained hundreds, the most being 928.

At this point, we would like to point out a potential issue with our choice of data. The likelihood given in Equation 12 assumes that sites are independent conditional on the observation and environmental covariates. Although the assumption that checklists are collected independently from each other is likely to be reasonable, the occupancy of cells is likely to be spatially correlated, for example due to unmeasured covariates. Put simply, knowing that a species is present in one cell likely raises the probability of it being present in a neighbouring cell, even if the two locations have the same, or very similar, environmental covariates. The model presented here could be extended to also model spatial correlation, as was proposed for example in Johnson et al. (2013).

However, we choose not to pursue this route here, for the following reasons. Firstly, from a practical point of view, a spatial model would raise difficult computational challenges. Secondly, adding a spatial effect is also complicated by the problem of spatial confounding (Johnson et al., 2013; Hodges and Reich, 2010) which, summarised briefly, says that adding a spatial effect can cause bias in the estimates of the coefficients of a regression model. To address spatial confounding, the spatially-correlated errors are often modified to explain only variation not explained by the environmental covariates. In such a modified model, the estimated environmental coefficients have the same pos-
terior means, but larger variances (see Figure 1 in Johnson et al. (2013), for example). This means that the model presented should produce good posterior mean estimates of the environmental coefficients, even if their variance estimates are likely to be somewhat overconfident. In summary, we argue that while a spatial extension would be interesting and useful future work, the simpler approach presented here can still produce reasonable predictions.

In addition to the worldclim climate variables, we included land cover covariates derived from the National Land Cover Database in its 2016 iteration (Homer et al., 2012). We aggregated these as follows. Four of the covariates related to “developed” areas of varying intensity. We grouped these together into a single category. Three of the categories – “Unknown”, “Barren Land”, and “Perennial Ice/Snow” – were very rarely assigned, so we grouped them together into the category “Other”. Finally, we combined the two categories relating to wetlands into a single category.

We derived binary indicators of whether each cell contained a particular land cover. For example, the “has_open_water” covariate takes the value of 1 if the cell is partly classified as “Open Water”, and zero otherwise. We considered two alternative summaries: an indicator of the majority land cover for each cell, and the fraction of the cell occupied by each land cover type. We chose the binary indicator over the majority cover since it encodes more information. Compared to the fraction covered, we believe the indicator to be a more useful summary in a linear model. Our reasoning is that, taking a water bird as an example, the availability of any water is likely to drastically increase the probability that the cell is suitable, but the difference between, say, 20% or 40% of the cell being covered by water is unlikely to increase it much further.

A list of all environmental covariates used together with their means and standard deviations is given in Table 1 in the supplementary material. We further included the square of each worldclim covariate since the unimodal environmental responses implied
by quadratic terms are more ecologically plausible than straight line fits. Some authors have argued that species response curves are skewed and thus quadratic terms are not sufficient (Austin, 2007). The model could be extended to include spline terms or interactions to improve its fit, but for simplicity, we included only quadratic terms here. All in all, we used a total of 43 environmental covariates. All covariates apart from the indicators were standardised to have mean 0 and standard deviation 1 in the training data.

The observation covariates should be chosen to provide information about $p_{ijk}$, the probability that a species is observed given that it is present. To do this, we included the (log-transformed) duration spent birding in minutes, as well as the protocol type (Stationary, Travelling, or Area). The detection probability is also likely to be affected by the time of day. To take this into account, we obtained the times of sunrise and sunset for each checklist and categorised the observation times into eight categories based on the time to sunrise and from sunset (please see section E of the supplementary material for a description of these categories).

We also expected the land cover to affect the probability of detection, for two reasons. Firstly, land cover can make it more difficult to detect species presence. For example, a densely wooded area may reduce visibility compared to an open grassy area. Secondly, checklists only cover part of the site: sites are around $18 \times 18$ km$^2$ in size, but checklists cover a route of 3 km at most. So, even though a site may be partly covered by forest, making it suitable for a forest-dwelling bird, the observations may not be made in that part of the cell. To take these factors into account, we used the NLCD dataset at a finer $1.5 \times 1.5$ km$^2$ resolution to determine the dominant land cover for each checklist and included this indicator as a covariate. We aggregated the land cover covariates more coarsely for the detection probability, to “Forest”, “Developed”, “Water”, and “Other”, since we expected these to affect detection probabilities the most. All together, this
resulted in 13 covariates used to model the observation process.

2.5 Evaluation

Evaluating occupancy detection models is challenging, since no ground truth is available for the true presence and absence of species. We therefore evaluate the different approaches in two stages: first, by how well they are able to predict the observations in the spatially separated test set. This evaluation only assesses the model’s ability to predict joint detection and suitability, so its ability to separate the two is not evaluated. Our assumption is that better evaluation performance on the separated test set translates to improved estimates of occupancy, but we acknowledge that this is not necessarily so. For this reason, we also include a comparison of predicted suitability maps with expert range maps, which provides a qualitative evaluation of the model’s ability to separate the two processes.

To evaluate the utility of using more data, we fitted the proposed inference approaches – variational inference and MCMC – to different dataset sizes. We created smaller datasets from the full one by randomly selecting a sample of checklists from the training set, starting with 1,000 and doubling them until 32,000 checklists are reached. For variational inference, we also fitted 64,000 checklists, 100,000 checklists and, finally, the full training set of 186,811. As mentioned previously, the variational inference approach requires fixing a number of draws $M$ to estimate the objective, with large $M$ reducing bias but also requiring more memory. We used $M = 100$ up to 4,000 checklists, $M = 50$ for 8,000, $M = 25$ for 16,000 up to 100,000, and $M = 15$ for the full 186,811 checklists. Using $M = 100$ should incur only a small amount of bias, so we did not explore using larger $M$ than this for the smaller number of checklists. For the larger datasets, we chose $M$ to be as large as possible given the available GPU memory.

We added two baseline models to compare against. First, we fitted the smallest
dataset of 1,000 checklists with Stan (Stan Development Team, 2020). We did this to ensure that the MCMC approach in \texttt{numpyro} worked as expected. Second, we fitted each species separately using maximum likelihood on the full dataset. We used only the full dataset since, unlike the Bayesian models which fall back to the prior in the absence of data, maximum likelihood inference requires a minimum number of observations to avoid singular estimates. Some species are observed very rarely, so only using the full dataset ensured that each species was observed at least once in the data.

As we increased the number of checklists, we faced two computational issues. When the dataset included more than 16,000 checklists, the MCMC approach in \texttt{numpyro} failed to converge using its default settings. We were able to address this by switching from single precision arithmetic to double precision. When using the variational inference approach, the largest checklist datasets required a large amount of GPU memory. For this reason, we used an NVIDIA P100 GPU with 16GB of memory for the variational inference approaches, while an NVIDIA GTX-2070 GPU with 8GB of memory was used for the MCMC approach.

To assess the quality of predictions, we use the area under the receiver operating characteristic curve (AUC) and mean log likelihood. AUC estimates the probability that a randomly chosen positive example will be ranked more highly than a randomly chosen negative example (Fielding and Bell, 1997), making it easy to interpret. However, AUC only assesses the ability of the model to rank its predictions, not the calibration of the predicted probabilities. The log likelihood, our second metric, also assesses calibration, and it is maximised when the predicted probabilities are equal to the true probabilities, making it a proper scoring rule (Gneiting and Raftery, 2007). We calculated each species’ mean log likelihood by computing the log probability assigned to the observed outcome in each checklist, and then computing its average. We refer the interested reader to Lawson et al. (2014) for a detailed discussion of the differences between AUC and log
The metrics above evaluate how well the different methods are able to predict unseen, spatially separated data from the eBird dataset. As mentioned at the start of the section however, if model scores highly on these metrics, this does not necessarily mean that it is a good model of species distribution. Each data point in eBird is affected not only by the biological process of interest but also the observation process, and it cannot be used to evaluate either in isolation. To address this, we initially considered using the North American Breeding Bird Survey (BBS) (Pardieck et al., 2020), a high quality survey dataset, as ground truth. This dataset consists of routes, each of which is divided into fifty stops, spaced half a mile apart. At each stop, surveyors remain stationary for three minutes and record all bird species they were able to detect. Participants in the survey are highly skilled, but we believe that the BBS protocol is still likely to miss species that are actually present. For example, observations are made by roads, which may make it hard to observe certain kinds of species. They also tend to be made at a particular time of day (usually in the early morning) and the time spent per stop is short.

In view of these issues, we instead compared the models’ predictions against expert range maps from BirdLife International (2020). These expert maps also do not represent ground truth: they are based on subjective judgement, and they are generally not specified at a high level of detail. Still, good agreement with expert maps should indicate that a model is in line with established knowledge, which may build trust.

Our aim in using the expert maps was to answer two questions. First, how does the best MSOD model fitted to eBird compare to the same model fitted to high-quality BBS data; and second, how much is agreement improved when using an MSOD model compared to treating the data as presence/absence. To answer the first question, we fitted an MSOD model to BBS by treating the fifty stops made along each survey route as repeat visits to the same site. For the second, we fitted PA models to BBS and eBird.
To do this for the BBS dataset, we treated a species as present if it was observed at least once on a route and absent otherwise. For eBird, we fitted a PA model by assuming that each checklist consisted of presence/absence data. To keep the PA models as similar to the MSOD models as possible, we used the same model for ψ as in subsection 2.1, but treated y as being directly observed.

To evaluate how well a model agrees with an expert map, we first predicted the probability of presence, ψ, for each cell of the worldclim covariates in the study area. We then computed the square error between the predicted probability and the value in the expert map for each cell (either 1 or 0). We summarised the overall error by taking the mean of these square errors, which is also known as the Brier score.

3 Results

3.1 Evaluation results

Figure 2 shows the evaluation results for different numbers of checklists. The top panel, comparing AUC, shows a clear increasing trend as the number of checklists increases. At 1,000 checklists, MCMC clearly outperforms VI, at around 83% AUC compared to about 80.1% for VI. This difference shrinks as the dataset size is increased, however, and at 32,000 checklists, VI’s AUC is essentially identical to MCMC’s. This suggests that, for prediction, the ability to capture posterior correlations becomes less important as the amount of data grows. Most of the improvement comes between the dataset sizes of 1,000 and 32,000, with AUC improving from 80% to 89.7% for VI. The very largest datasets improve AUC slightly further, with VI fitted to the entire dataset reaching 90.4% AUC. Maximum likelihood fitted to the entire dataset separately for each species achieves a lower AUC of around 88.7%. This gap suggests that modelling the observation process with a hierarchical model is able to improve predictions. Stan fitted to 1,000
checklists performs exactly as well as MCMC, suggesting that numpyro’s estimates are very similar to those made by Stan.

The middle panel, comparing log likelihood, shows a similar trend. There appears to be a slight downward trend as the number of checklists grows beyond 32,000 in VI, which may be because the number of fixed draws to approximate the objective is reduced to allow the model to be loaded in memory. The difference is very small, however, and unlikely to be important in practice. Maximum likelihood performs worse on log likelihood than on AUC: even hierarchical models fitted to a random sample of 2,000 checklists outperform maximum likelihood fitted to the entire dataset, indicating that calibration is substantially improved using the Bayesian multi-species models.

Finally, the bottom panel compares the runtime of the different approaches. The slowest of all approaches is Stan fitted to the 1,000 checklists. We note that while we attempted to write the Stan model efficiently, more could be done to improve its performance. Our purpose here is not to provide a benchmark comparing Stan and numpyro, but to use Stan as a trusted method to ensure numpyro is providing reliable estimates. numpyro’s runtime increased as the number of checklists grows, and fitting 32,000 checklists took around 18 hours. Variational inference was substantially faster, taking less than two hours to fit the largest dataset. Given the similar AUC and log-likelihood metrics but dramatically faster runtime, we believe VI to be the most compelling inference approach and analyse the detectability estimates of the model fitted to the full dataset using VI in the rest of the manuscript.

In the introduction, we suggested that multi-species occupancy detection models may be particularly useful to predict rarely-observed species due to their ability to borrow strength. To investigate this, we calculated the improvement in AUC for each species when using the MSOD model fitted using VI compared to maximum likelihood fitted separately to each species. Figure 3 shows these AUC improvements as a function of the
Figure 2: Evaluation results by number of checklists. The top panel shows AUC, the middle panel log likelihood, and the bottom the runtime in hours. Please note that the x-axis is on a log scale for all three panels, and the runtime is on a log scale also. The inference approaches are abbreviated as follows: VI denotes the multi-species occupancy detection model fitted with variational inference; MCMC GPU denotes the same model fitted using MCMC, with (float) denoting single and (double) double precision arithmetic; Stan refers to the same model fitted using the Stan software; finally, ML refers to fitting separate models to each species using maximum likelihood. The maximum likelihood result fitted to the entire dataset is shown dashed to aid visual comparisons against the other results.
Figure 3: The figure shows the improvement in AUC for the multi-species occupancy detection model as compared to maximum likelihood fitted to each species separately. Both are fitted using the entire training set. Each point is a species in the dataset. Please note that the x-axis is shown on a logarithmic scale. The ten species with the largest absolute difference are annotated. Error bars show two standard errors estimated using bootstrapping.

The number of observations for each species in the training dataset. The figure suggests that for the most common species with more than 1,000 presences or so, the single-species approach (using maximum likelihood) and the multi-species approaches generally achieve a similar AUC. For rarer species however, there appears to be a clear benefit to partially pooling the observation process: almost all species show a positive improvement in AUC, and some improve a considerable amount. Of those that show reduced AUC, almost all error bars overlap with zero, indicating that the proposed model almost always performs as well or better than maximum likelihood.
| Coefficient                        | Group mean | Group sd |
|-----------------------------------|------------|----------|
| Intercept                         | -1.83      | 0.86     |
| Protocol: Stationary              | -0.43      | 0.38     |
| Protocol: Traveling               | -0.03      | 0.00     |
| Daytime: Early morning            | -0.16      | 0.27     |
| Daytime: Late morning             | -0.32      | 0.27     |
| Daytime: Mid-day                  | -0.46      | 0.33     |
| Daytime: Early evening            | -0.49      | 0.35     |
| Daytime: Late evening             | -0.49      | 0.35     |
| Daytime: Dusk                     | -1.79      | 1.18     |
| Daytime: Night                    | -1.78      | 1.03     |
| Dominant Land Cover: Developed    | -0.90      | 0.72     |
| Dominant Land Cover: Forest       | -0.44      | 0.86     |
| Dominant Land Cover: Water        | -0.47      | 0.60     |
| Log duration                      | 0.45       | 0.20     |

Table 1: Group means and standard deviations for the detectability model inferred by the variational inference model fitted to all training checklists.

### 3.2 Detectability estimates

Table 1 shows the group means and standard deviations inferred by the variational inference model fitted to all checklists in the training set. The reference classes for the categorical variables are “Area” for protocol, “dawn” for daytimes, and “Other” for land cover. The log duration is standardised so that a log duration of zero corresponds to about 22 minutes spent birding. The group intercept of $-1.83 \pm 0.86$ suggests that a typical bird species has a logit$^{-1}(-1.83) \approx 13.8\%$ probability of being detected when 22 minutes is spent following the Area protocol, but that a probability of logit$^{-1}(-1.83 - 2 \times 0.86) \approx 2.8\%$ or as high as logit$^{-1}(-1.83 + 2 \times 0.86) \approx 47.3\%$ would not be very surprising. In fact, the species with the lowest intercept is the Northern goshawk (*Accipiter gentilis*), whose intercept is logit$^{-1}(-5.99) \approx 0.25\%$, indicating that this species is very unlikely to be detected even if present. The American robin (*Turdus*...
migratorius) has the highest intercept at logit$^{-1}(0.77) \approx 68.4\%$. The group mean for log duration is positive, indicating that in general, a longer time spent birding raises the chance of detection, as one might expect.

The means of -0.43 and -0.03 imply that compared to the Area protocol, bird species are somewhat less likely to be detected when following the Stationary protocol, and roughly as likely when following the Traveling protocol. The group standard deviation of 0.38 suggests that there is variability among the Stationary coefficients by species, and indeed they range from -1.37 for Bell’s vireo (Vireo bellii) to 1.14 for the Ruby-throated hummingbird (Archilochus colubris). It is likely that the stationary protocol is often followed by observers in their back yards, where hummingbirds are often attracted to feeders, which may explain this high coefficient. By contrast, the group standard deviation for the Traveling protocol is zero, indicating that the variational inference procedure estimates no difference among birds here compared to the Area protocol.

All daytime group means are smaller than zero, suggesting that most bird species are most easily detected at dawn, the reference class, which is consistent with common knowledge. Birds are typically considerably less likely to be detected at dusk and night, but the group standard deviations of 1.18 and 1.03, respectively, indicate that there is considerable variation by species. Figure 4 investigates this in more depth. Species above the dashed line are more likely to be detected at night, while those below it (the majority) are more likely to be detected at dawn. For some species, the difference is dramatic: the Eastern Whip-poor-will (Antrostomus vociferus), for instance, is estimated to be very likely to be detected at night (61.3%) but quite unlikely to be detected at dawn (5.2%). The other species more likely to be detected at night are generally other nocturnal species such as owls and other nightjars, which appears reasonable.

All three land cover categories are estimated to decrease the probability of detecting most birds. The largest amount of variability is estimated to be among the forest cover
class, at 0.86. Abert’s Towhee (*Melozone aberti*) is estimated to be much less likely to be detected in forests (-3.88), while the Varied Thrush (*Ixoreus naevius*) is much more likely to be detected there (+1.88).

### 3.3 Expert map evaluation

Figure 5 shows the mean Brier score across species for each combination of model (MSOD and PA) and dataset (eBird and BBS). A lower Brier score indicates better agreement, on average, with the expert maps from *BirdLife International (2020)*. The figure shows
that there is a large improvement in agreement when using MSOD models on eBird compared to PA, emphasising the importance of accounting for the observation process. The MSOD model fitted to eBird has the lowest Brier score on average, but there is overlap in the standard errors with MSOD fitted to BBS. Comparing the Brier scores between these approaches, MSOD fitted to eBird had a lower error for 238 of 357 birds, or 66.7%. A sign test suggested that this advantage is very unlikely to be due to chance ($p = 2.9 \times 10^{-10}$). Figure S2 in the supplementary material investigates the differences between these approaches further by comparing the Brier scores for these two approaches. Most scores are similar, but MSOD on eBird may agree slightly better when predicting water birds. Fitting the MSOD model slightly improves agreement on BBS compared to PA, but the change is not as dramatic as for the eBird dataset. We also provide an interactive web application\(^v\) where range maps predicted by the four approaches can be compared for species of interest. Overall, the results suggest that an MSOD model fitted to eBird data agrees with expert maps at least as well as the same model fitted to the high-quality survey data.

When comparing to BBS, it became apparent that the eBird data may be particularly useful for predicting the distributions of rare species. In the comparison above, we included only species that were observed at least eight times in the BBS data, as species with fewer observations were unlikely to be well estimated. Of the species fitted here, 47 were observed this rarely. About 80.8% of these are observed at least 20 times in the eBird dataset, and 55.3% are observed more than 100 times, increasing the number of species for which predictions could be made. Figure 6 shows one such species: the Northwestern Crow (*Corvus caurinus*). This species had zero observations in the BBS training set and a prediction was thus impossible. By contrast, eBird contained 213 observations of *Corvus caurinus* in the training set, and the suitability map predicted in Figure 6 agrees well with the expert map.

\(^v\)Accessible here: [https://martingingram.shinyapps.io/range_map_comparisons/](https://martingingram.shinyapps.io/range_map_comparisons/)
Figure 5: Comparison of mean Brier scores across species, treating the expert map as ground truth. A lower score indicates better agreement. The error bars indicate two standard errors.

We note that the predicted map in Figure 6 shows the posterior mean. The posterior mean is a reasonable point estimate as it minimises the expected square error (see e.g. (Berger, 1985, p.161)), but it does not show the uncertainty in the posterior. We discuss how to obtain and visualise the uncertainty in the model’s predictions in section H of the supplementary material.

4 Discussion and conclusions

The focus of this paper was to develop methods to scale multi-species occupancy detection models to large datasets. We believe them to be a compelling model for citizen science data, making the most of the wealth of data collected while accounting for the heterogeneity in the observation process.

The ability to partially pool the coefficients in the observation process sets this work
Figure 6: Predicted suitabilities and expert range map for *Corvus caurinus*. Note the expert map has the species’ distribution restricted to the North-West corner of the United States, and we have highlighted this with a blue box.
apart from previous work applying occupancy detection models to citizen science data. For example, Johnston et al. (2019) fitted a single-species occupancy detection model to a single bird species using eBird data. In this work, we have shown that partial pooling can improve model predictions, both in AUC and log likelihood.

Another approach taken in Johnston et al. (2019) was to model the encounter rate using random forests. Such models are able to model complicated environmental responses, which may provide a better fit to the observed data. However, this added flexibility comes at the cost of interpretability: the high-dimensional interactions and non-linear functions fitted by random forests can be hard to understand. Perhaps more importantly, unlike occupancy detection models, random forests cannot estimate detection and occupancy probabilities separately, further complicating interpretation. A more compelling alternative could be to retain the occupancy detection modelling framework but use either generalised additive (Hastie and Tibshirani, 1986) or Gaussian process models (Ingram et al., 2020) to allow for more complex environmental responses.

A key result of the paper is that, when evaluated against expert maps, the model fitted to citizen science data performs at least as well as the same model fitted to the high quality BBS dataset. As we have pointed out, compared to survey data, citizen science data has the advantage of being more abundant, allowing predictions to be made for rare species like the Northwestern crow (*Corvus caurinus*). In addition, while the BBS is only performed once a year, eBird data is collected throughout, and the model presented could be fitted to different time periods to investigate how distributions change over the course of a year, or over time.

We see a number of ways to further refine the proposed model. The detection probabilities could be made observer-specific, perhaps using an estimate of observer skill such as that derived by Kelling et al. (2015). The possibility of false positives could be taken into account, perhaps using the methodology of Yu et al. (2014) to identify species
most at risk of being confused. To estimate changes in occupancy over time, a dynamic version of the proposed model could be developed (Royle and Kéry, 2007). The prior means could also be refined using species-specific information: for example, a species indicator of whether it is nocturnal or not could be used to set a prior expectation for the daytime coefficients.

As discussed previously, the model presented in this paper is non-spatial and treats presences in each cell as independent conditional on the environmental covariates. We have argued that this is a reasonable approximation, but we believe that extending the model to account for spatial autocorrelation would be worthwhile and should improve posterior variance estimates. A second useful spatial extension could be to allow the environmental coefficients to vary throughout each species’ range (Osborne et al., 2007). This could improve the model’s predictions, as the study region is large, and species’ environmental responses may differ across their range.

From the point of view of ecological research, we are excited about the possible applications of our approach. The ability to make estimates for species too rare in the BBS could be used to investigate their range shifts over time. To this end, the model could be fitted to data from previous years, and the range estimates could be compared. Similarly, because eBird is collected each month, changes in phenology, such as species migration patterns, could be assessed. While maps of species migration are already being produced with eBird data (see Sullivan et al. (2009), for example), our estimates corrected for observer bias may be preferable, especially when data are sparse. We also note that apart from the set of covariates chosen, our approach is general and not tied to the eBird dataset. It could thus be applied also to other citizen science datasets, and other species.

Finally, we would like to emphasise that the reason occupancy detection models can be fitted to eBird data is the existence of the flag indicating that all species that were
observed were reported. Without this flag, eBird data would be presence-only data, and at best we could only estimate relative suitability (see Guillera-Arroita et al. (2015), for example). With the flag, as we have shown, reasonable predictions can be made which we argued can even compete with those based on systematic surveys. We believe that this has strong implications for the design of citizen science protocols: citizen scientists should be asked to report not only which species they observed, but also which species they were looking for but did not observe.
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Appendices

A. Derivation of observed-data likelihood

The likelihood factorises across sites and species. Focusing on just one site and species:

\[
p(y_{ij}, s_{ij1}, ..., s_{ijK_i} \mid \theta) = p(y_{ij} \mid x_i) \prod_{k=1}^{K_i} p(s_{ijk} \mid y_{ij}, x_{ijk}^{(\text{obs})}).
\] (1)

Since \(y_{ij}\) is not observed, we sum it out to get the observed-data likelihood:

\[
p(s_{ij1}, ..., s_{ijK_i} \mid \theta) = p(y_{ij} = 0 \mid x_i) \prod_{k=1}^{K_i} p(s_{ijk} \mid y_{ij} = 0, x_{ik}^{(\text{obs})}) + \]
\[
p(y_{ij} = 1 \mid x_i) \prod_{k=1}^{K_i} p(s_{ijk} \mid y_{ij} = 1, x_{ik}^{(\text{obs})})
\] (2)

We now focus on each term in turn. Firstly:

\[
p(y_{ij} = 0 \mid x_i) \prod_{k=1}^{K_i} p(s_{ijk} \mid y_{ij} = 0, x_{ik}^{(\text{obs})}) = (1 - \Psi_{ij}) \prod_{k=1}^{K_i} p(s_{ijk} \mid y_{ij} = 0, x_{ik}^{(\text{obs})})
\] (4)
The first term, $1 - \Psi_{ij}$, is given by the linear model with a logit link described in the main text. The second term is a product. Focusing on one checklist $k$, it is:

$$p(s_{ijk} \mid y_{ij} = 0, x_{ik}^{(obs)}).$$

(5)

This is the probability of making the observation $s_{ijk}$ when the species is truly absent. A common assumption, and one made here, is that there are no false positives. Hence:

$$p(s_{ijk} = 1 \mid y_{ij} = 0, x_{ik}^{(obs)}) = 0.$$  

(6)

This implies that Equation 4 is non-zero only when the species was not observed on any of the $K_i$ checklists at site $i$. This is intuitively reasonable: if one or more sightings of a species have been made at a site and false positives are ruled out, we can be sure that the species is present, meaning $y_{ij} = 0$ is impossible. This term can thus be written as:

$$p(y_{ij} = 0 \mid x_i) = \prod_{k=1}^{K_i} (1 - s_{ijk}),$$

(7)

which is equal to $p(y_{ij} = 0 \mid x_i)$ if the species was not observed on any of the checklists, and 0 otherwise.

The second term is:

$$p(y_{ij} = 1 \mid x_i) \prod_{k=1}^{K_i} p(s_{ijk} \mid y_{ij} = 1, x_{ik}^{(obs)}) = \Psi_{ij} \prod_{k=1}^{K_i} (p_{ijk})^{s_{ijk}} (1 - p_{ijk})^{1 - s_{ijk}}.$$  

(8)

Putting the two together and computing the product across sites and species yields the final expression:

$$p(s \mid \theta) = \prod_{i=1}^{N} \prod_{j=1}^{J} \left[ (1 - \Psi_{ij}) \prod_{k=1}^{K_i} (1 - s_{ijk}) + \Psi_{ij} \prod_{k=1}^{K_i} (p_{ijk})^{s_{ijk}} (1 - p_{ijk})^{1 - s_{ijk}} \right].$$

(9)

In practice, when implemented in software, this expression is computed on the log scale to prevent underflow.

**B. Speed comparison with unmarked package**

To demonstrate the benefits of our proposed data structure, and of gradient-based optimisation for maximum likelihood, we compare the runtime of our proposed approach against that of the R package *unmarked* (Fiske and Chandler, 2011). We show in a separate section of the supplementary material that the two approaches estimate the same coefficients; here, our focus is on comparing the speed of the two implementations.

To perform this comparison, we select a single species, *Cardinalis cardinalis*, and investigate how the model fitting time changes as the number of checklists used is increased.
The model used is slightly simpler than the one discussed in the manuscript. It uses the worldclim variables with quadratic terms, but no land cover, as the suitability covariates, and protocol type, time of day, and log duration to model the detection probabilities.

The result of the comparison is shown in Figure S1. The speed increase when using the proposed method is dramatic: the largest number of checklists considered here, 64,000, took about 38 minutes to fit using unmarked, but only about five seconds using the proposed approach. As mentioned in the main text, this is due to a combination of using a more efficient data structure, the availability of gradients in the optimisation, and the use of a GPU.

**C. Environmental covariate summaries**

Table 1 shows summaries of the environmental covariates used.

**D. Automatic differentiation variational inference**

Here, we give a brief overview of the variational inference approach used in this paper. For a more detailed description, we refer the reader to Kucukelbir et al. (2017) and Giordano et al. (2018).

In Bayesian inference, the goal is to estimate the posterior distribution of the model
| Covariate                                      | Mean   | Standard deviation |
|-----------------------------------------------|--------|--------------------|
| Annual Mean Temperature                       | 105.84 | 51.73              |
| Mean Diurnal Range                            | 132.41 | 20.99              |
| Isothermality                                 | 35.98  | 6.93               |
| Temperature Seasonality                       | 8361.72| 1875.86            |
| Max Temperature of Warmest Month              | 295.46 | 36.81              |
| Min Temperature of Coldest Month              | -74.96 | 71.91              |
| Temperature Annual Range                      | 370.42 | 60.24              |
| Mean Temperature of Wettest Quarter           | 150.95 | 83.59              |
| Mean Temperature of Driest Quarter            | 56.87  | 112.97             |
| Mean Temperature of Warmest Quarter           | 211.10 | 42.37              |
| Annual Precipitation                          | 849.06 | 409.48             |
| Precipitation of Wettest Month                | 109.04 | 53.19              |
| Precipitation of Driest Month                 | 38.22  | 27.87              |
| Precipitation Seasonality                     | 36.07  | 20.88              |
| Precipitation of Warmest Quarter              | 230.97 | 118.17             |
| Precipitation of Coldest Quarter              | 193.70 | 161.21             |
| has_open_water                                 | 0.08   | 0.27               |
| has_deciduous_forest                          | 0.23   | 0.42               |
| has-evergreen_forest                          | 0.21   | 0.41               |
| has_mixed_forest                              | 0.10   | 0.30               |
| has_shrub_or_scrub                            | 0.21   | 0.41               |
| has_grassland_or_herbaceous                   | 0.16   | 0.36               |
| has_pasture_or_hay                            | 0.14   | 0.35               |
| has_cultivated_crops                          | 0.26   | 0.44               |
| has_other                                     | 0.02   | 0.13               |
| has_developed                                 | 0.10   | 0.30               |
| has_wetlands                                  | 0.12   | 0.32               |

Table 1: Covariates used as part of the suitability model, together with their means and standard deviations across the entire dataset.
parameters θ given the observed data y, p(θ | y). By Bayes’ rule, this is given by:

\[ p(\theta \mid y) = \frac{p(\theta)p(y \mid \theta)}{p(y)} \]

This posterior distribution is rarely available in closed form. Markov chain Monte Carlo
methods like Hamiltonian Monte Carlo construct a Markov chain whose stationary
distribution is \( p(\theta \mid y) \) to sample from the posterior distribution. Variational inference,
on the other hand, approximates the posterior distribution \( p(\theta \mid y) \) with a distri-
bution \( q(\theta; \eta) \), where \( \eta \) are the parameters of this distribution. Here, we use independent
Gaussian distributions to approximate the posterior:

\[ q(\theta; \eta) = \prod_{i=1}^{N} q(\theta_i \mid \mu_i, \sigma_i^2). \]

This means that the variational parameters \( \eta \) are the collection of means \( \mu_i \) and variances
\( \sigma_i^2 \). The goal is to find parameters \( \eta^* \) which make \( q(\theta; \eta) \) match the true posterior \( p(\theta \mid y) \) as closely as possible.

The way in which variational inference achieves this is by minimizing the Kullback-
Leibler (KL) divergence between \( q(\theta; \eta) \) and \( p(\theta \mid y) \). The KL divergence can be written as:

\[ \text{KL}[q(\theta; \eta) \mid \mid p(\theta \mid y)] = -\mathbb{E}_{\theta \sim q(\theta;\eta)}[\log p(\theta) + \log p(y \mid \theta)] - \mathbb{H}[q(\theta; \eta)] + \text{constant}, \]

where the first term is the negative expected value of the unnormalised log posterior dis-
tribution taken over the variational distribution, and the second is the negative entropy
of the variational approximation.

For factorising normal distributions, the second term is available in closed form, leaving
the first term. It can be rewritten as

\[ -\mathbb{E}_{z \sim \mathcal{N}(0,I)}[\log p(\theta(z, \eta)) + \log p(y \mid \theta(z, \eta))], \]

where

\[ \theta(z, \eta) = \sigma \odot z + \mu, \]

and \( \odot \) denotes element-wise multiplication. This reparameterisation means that the
expectation does not depend on the parameters \( \eta \), and so the gradient of the expectation
is equal to

\[ -\mathbb{E}_{z \sim \mathcal{N}(0,I)}[\nabla \log p(\theta(z, \eta)) + \log p(y \mid \theta(z, \eta))]. \]  

This gradient is calculated using automatic differentiation, forming the “AD” in the
abbreviation “ADVI”.

In the original paper (Kucukelbir et al., 2017), this objective is optimised using
stochastic optimisation. Stochastic optimisation relies on first-order optimisation, which
Table 2: The table shows the percentage of checklists classified as each land cover across the entire dataset.

| Land Cover   | Percentage |
|--------------|------------|
| Other        | 0.334      |
| Forest       | 0.299      |
| Developed    | 0.280      |
| Water        | 0.087      |

can be challenging since it involves a number of tuning parameters. For this reason, we use the variant proposed in Giordano et al. (2018), which fixes a set of $M$ draws for $z$ in Equation 10. This incurs a small amount of bias, but allows the use of second order methods to optimise the objective, which eliminate tuning parameters in the optimisation. Choosing $M$ to be large reduces bias, but also requires more memory. We implemented the code in the JAX framework (Bradbury et al., 2018) and optimise the objective using the Newton conjugate gradient trust-region algorithm implemented in python’s scipy package (Virtanen et al., 2020).

E. Details of observation covariates

The daytime classifications, together with the percentage of checklists classified as each, are the following:

- Dawn (2.6%): One hour before sunrise
- Dusk (1.1%): One hour after sunset
- Early morning (30.7%): First three hours after sunrise
- Late evening (11.5%): Last three hours before sunset
- Night (1.1%): Time between dusk and dawn
- Early evening (12.8%): Three hours before late evening
- Late morning (25.4%): Three hours after early morning
- Remaining times (14.8%): Mid-day

Table 2 shows the percentage of checklists assigned to each land cover type.

The mean log duration across the dataset is 3.10, or about 22 minutes, with a standard deviation of 1.29.
Figure S2: Scatter plot of Brier scores obtained by an MSOD model fitted to BBS (x-axis) against those obtained by an MSOD model fitted to eBird (y-axis). The points are coloured by the habitat assigned to them by the All About Birds website. The dashed line indicates equal error.
F. Brier score comparison

In the main text, we describe how we use Brier scores to assess agreement with expert range maps. The two models which performed best on this metric were multi-species occupancy detection (MSOD) models fitted to eBird and the North American Breeding Bird Survey (BBS). Figure S2 compares the Brier scores from these models for each species. They are coloured by the habitat assigned to them by the All About Birds website, with the habitats “Shorelines”, “Rivers”, “Oceans”, “Lakes”, and “Marshes” grouped together into one “Water” habitat. The agreement is similar for most species, but a number of water birds seem to have a lower Brier score when using the MSOD model on eBird, indicating somewhat better agreement with the expert maps.

G. Comparison of coefficients found by unmarked

In this section, we compare the coefficients estimated by our proposed maximum likelihood approach against those estimated by the unmarked package (Fiske and Chandler, 2011). To do this, we use the widenvt data included in unmarked. Please see the following pages for details. They are also included as a vignette in the ROccuPy package which accompanies this paper.¹

¹Available at https://github.com/martiningram/roccupy
Comparison with unmarked package

```r
library(roccupy)

The goal of this vignette is to show how one can convert from the data format used in `unmarked` to the one used in `roccupy`, and that the maximum likelihood algorithm in `roccupy` closely matches the estimates from `occu` in `unmarked`.

First, load the example data in the `unmarked` package:

```r
library(unmarked)
wt <- read.csv(system.file("csv","widewt.csv", package="unmarked"))
```

The data looks as follows:

```r
head(wt)
#>    site y.1 y.2 y.3 elev   forest length   date.1   date.2   date.3
df #>     1    0    0    0 -1.1729446 1.824549 0.3099471
#>     2    0    0    0 -1.1265010 1.629241 -2.904339 -1.0471958
#>     3    0    0    0 -0.1976283 1.458615 -1.690053 -0.4757672
#>     4    0    0    0 -0.1047411 1.686399 -2.190053 -0.6900529
#>     5    0    0    0 -1.0336137 1.280934 -1.832910 0.1670899
#>     6    0    0    0 -0.8478392 1.808289 -2.618624 0.1670899
#>    date.3  ivel.1  ivel.2  ivel.3
df #>     1    1.3813757 -0.5060353 -0.5060353 -0.5060353
#>     2    0.5985614 -0.9907486 -1.1621491
#>     3    1.4528042 -1.3386644 -1.6099164
#>     4    1.2385185 -0.9272669 -1.1970640
#>     5    1.3813757  0.8803737  1.0422520
#>     6    1.3813757 -0.8989603
```

While `unmarked` uses what one might call a “wide” data format, `roccupy` uses a “long” format. We will have to melt the observation covariates. To do so, let us first pull out the columns that belong together:

```r
site_covs <- wt[, c("elev", "forest", "length")]
obs_cov_1 <- wt[, c("site", "date.1", "date.2", "date.3")]
obs_cov_2 <- wt[, c("site", "ivel.1", "ivel.2", "ivel.3")]
```

```r
y <- wt[, c("site", "y.1", "y.2", "y.3")]

head(obs_cov_1)
#>     site  date.1  date.2  date.3
df #>     1 1.3813757 -0.5060353 -0.5060353 -0.5060353
#>     2 0.5985614 -0.9907486 -1.1621491
#>     3 1.4528042 -1.3386644 -1.6099164
#>     4 1.2385185 -0.9272669 -1.1970640
#>     5 1.3813757  0.8803737  1.0422520
#>     6 1.3813757 -0.8989603
```
```
Now, we `melt` each of them so that each row in the result corresponds to a single visit.

```r
library(reshape2)

# Melt date covariate
melted_cov_1 <- melt(obs_cov_1, id.vars='site')
sites_1 <- melted_cov_1$site
vals_1 <- melted_cov_1$value

# Melt ivel covariate
melted_cov_2 <- melt(obs_cov_2, id.vars='site')
sites_2 <- melted_cov_2$site
vals_2 <- melted_cov_2$value

# Melt presence/absence
melted_y <- melt(y, id.vars='site')
sites_y <- melted_y$site
vals_y <- melted_y$value

# Double-check that the order appears unchanged:
all(sites_1 == sites_2)  #> [1] TRUE
all(sites_2 == sites_y)  #> [1] TRUE
```

The key motivation for using the long format is that it is sparse. Rather than having to fill missing visits with `NA`, they are simply omitted in the long format. We now put together all the observation-level information and discard the `NA` rows. Note that we subtract 1 from each site so that numbering is zero-based – this is because `roccupy` uses python under the hood, which uses zero-based indexing.

```r
cur_data <- data.frame(cbind(date=vals_1, ivel=vals_2, site=sites_1 - 1, y=vals_y))
no_nas <- na.omit(cur_data)

# Check how many were removed
print(dim(cur_data))  #> [1] 711 4
print(dim(no_nas))   #> [1] 665 4
```

In this case, the savings are negligible. For citizen science data like eBird, however, they are considerable.

Now, we can pull out the arrays we need for the `roccupy` model:

```r
X_obs <- no_nas[, c('date', 'ivel')]
checklist_cell_ids <- no_nas$site
X_env <- site_covs
y_checklist <- data.frame(cur_species=no_nas$y)
```

Now, fit the model:

```r
result <- ssod_ml('forest + elev + length', 'date + ivel', X_env, X_obs,
                  y_checklist, checklist_cell_ids)
```

We can extract the estimated coefficients:

```r
coef(result)  #> $env_coefs
```
And we can compare this with what `unmarked` produces:

```r
y <- wt[, 2:4]
siteCovs <- wt[, 5:7]
obsCovs <- list(date = wt[, 8:10], ivel = wt[, 11:13])

umf <- unmarkedFrameOccu(y = y, siteCovs = siteCovs, obsCovs = obsCovs)

fm1 <- occu(formula = ~ date + ivel ~ forest + elev + length, data = umf)
```

Agreement is very close:

```r
print(coef(fm1, 'state'))
#> psi(Int) psi(forest) psi(elev) psi(length)
#> -1.8901055 1.2132748 1.3803024 0.5253698

print(coef(fm1, 'det'))
#> p(Int) p(date) p(ivel)
#> 1.2295738 0.0873526 0.1531697
```

Prediction works as follows:

```r
# Predict suitability:
suit_pred <- predict(result, X_env, type='env')

# Predict probability of observing:
# Note that here X_env and X_obs lengths must match.
obs_pred <- predict(result, X_env[checklist_cell_ids + 1, ], X_obs, type='obs')

head(obs_pred)
#>  cur_species
#> 1  0.01379148
#> 2  0.02741241
#> 3  0.12800547
#> 4  0.17307471
#> 5  0.01257659
#> 6  0.18577793
```
Figure S3: Two posterior distributions of $\Psi$ for different species. The two outer dashed lines indicate the 95% credible interval of the posterior, and the inner line shows the posterior mean.

H. Visualising the uncertainty in model predictions

As mentioned in the main text, we typically produce maps of species presence using the posterior mean probabilities. In this section, we also investigate ways to visualise the uncertainty in the predictions.

We first clarify the different estimates that can be made. In the main text, we discuss how the prediction of the environmental suitability of a site $i$ for species $j$ is given by:

$$\logit(\Psi_{ij}) = \mathbf{x}_i^{(\text{env})} \mathbf{\beta}_j^{(\text{env})} + \gamma_j.$$  

(11)

Equivalently, the probability of presence $\Psi_{ij}$ can be written as:

$$\Psi_{ij} = \logit^{-1}(\mathbf{x}_i^{(\text{env})} \mathbf{\beta}_j^{(\text{env})} + \gamma_j).$$  

(12)

Once the model has been fitted, it produces posterior distributions for $\mathbf{\beta}_j^{(\text{env})}$ and $\gamma_j$. This in turn implies a posterior distribution for $\Psi_{ij}$. Two such posterior distributions are shown in Figure S3. The left panel shows a prediction with large uncertainty: the posterior distribution includes both very low and fairly high probabilities. The posterior mean is at around 21%, indicating some chance that the species is present, but the 95% credible interval is [2.0%, 67.7%], reflecting the large amount of uncertainty in the posterior. On the other hand, the plot on the right shows a confident prediction, with a mean at 96.6% and a 95% credible interval of [92.9%, 98.6%].

We can show these credible intervals on a map by plotting three maps, one for the lower end, one for the mean, and one for the upper end of the credible intervals. This
is shown in Figure S4 for the species *Corvus caurinus* mentioned in the main text. The map shows that the model is confident about which regions are not suitable for the species, namely almost all of the United States. There is a large amount of uncertainty in the prediction for the northwestern corner, where the posterior probabilities range from very low values to very high values. The model’s mean prediction agrees well with the expert map, but the figure gives a more nuanced view: the model predicts that the northwestern corner may or may not be suitable, but that most of the US is not suitable.
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Figure S4: The three maps summarise the posterior probabilities predicted for *Corvus caurinus*. From top to bottom, they show the 2.5% percentile, mean, and 97.5% percentile probabilities, respectively.