I. INTRODUCTION

Alzheimer’s Disease (AD) is a neurodegenerative disease that is widely considered to be one of the major future challenges in healthcare. It is currently the sixth-leading cause of death and affects about 5.7 million people in the U.S. alone, with estimates to increase to 14 million by 2050 [1]. The disease accounts for 60% to 80% of all the dementia cases, affecting mainly individuals over 65 years old [2]. The symptoms include memory loss, impaired reasoning or judgment, mood and behavior changes, disorientation, and difficulties with language. The pathological hallmark of AD is the accumulation of beta-amyloid plaques and neurofibrillary tangles in specific regions of the brain, particularly the hippocampus [3]. There is currently no cure for the disease, and early diagnosis is crucial to preventive measures.

An automated diagnosis of AD could be highly beneficial to patients and consequently, the use of Machine Learning using MRI data has been a very active area of research. The most common approach is to classify subjects as either Cognitively Normal (CN) or AD. Earlier studies have used handcrafted features combined with general classifiers [10], [11]. Most of these models use measurements of relevant brain structures such as hippocampal and ventricular volume as features. In recent years, the use of deep learning architectures for automated feature learning has been the method of choice. In particular, several studies have applied stacked auto-encoders [12], [13] and 3D convolutional networks [14]–[16] or variations of both.

While the aforementioned deep models have consistently achieved high accuracy figures in distinguishing between CN and AD subjects – in many cases, on par with the performance of experienced clinicians [15], [16] – it is still unclear if the high accuracy measured results from appropriate problem modeling rather than the exploitation of correlative factors present in the data. Since deep models are intrinsically complex, it is not clear what information in the brain scan makes the model actually arrive at its decisions. As mistakes can have catastrophic effects, this black-box aspect of deep models makes it difficult for doctors to trust them. In this sense, there are many arguments in favor of model explainability while separating CN from AD subjects, including:

- Validation: Every model decision should be made clear for appropriate validation by a clinician so that the reliance of the model on the correct features is guaranteed.
Validation is particularly important to assure that the model is not exploiting artifacts in the data. With deep models, however, the challenge for clinicians is that they have no context for why a diagnosis was chosen.

- Exploration: Explainable models trained on a large number of examples may provide insights about AD diagnosis, which were previously unclear to clinicians. Model explainability is thus paramount in view of the importance of anatomy in the interpretation of AD brains.
- Compliance with regulations: New regulations propose that individuals affected by algorithmic decisions have a right to explanation [17]. Therefore, models will necessarily have to become explainable in order to provide satisfactory answers for legal questions.

Model explanation methods often rely on occluding regions of the image in order to isolate their influence on the model prediction [18]. This is performed by temporarily setting all pixels of this region to a particular value. Our hypothesis was that existing occlusion-based methods are ill-suited to the task of explaining AD diagnosis in deep models. This is because occluding patches of the image interferes with the predicted image label.

Occlusion-based methods were proposed for image classification tasks in which the objects of interest are presented against a variety of backgrounds and color intensities. By contrast, in brain scans, the images are very similar and are normally registered so that the same brain regions occupy roughly the same positions. Occluding patches of the image generates images outside of the distribution to which the model was trained for, leading to unreliable explanations. For instance, occluding parts of a healthy brain would reduce the amount of brain tissue, a process that is also caused by the disease, and could effectively change the label of the image being explained.

In this paper, we propose an approach for explaining model decisions [19], [20], in the context of registered brain images, that addresses the issues of current occlusion-based methods. The method, which we refer to as Swap Test, produces a heatmap of the most relevant image regions according to a model for a single image. That is, our method provides a visual explanation as to why the diagnosis decision was made by highlighting regions of the brain scan, a format that can be easily understood by clinicians. We use an axiomatic approach to evaluate our hypothesis and our numerical results show that the proposed method is indeed superior as compared to the occlusion-based approach. This result is demonstrated using a representative range of CNN architectures, which have accurate predictions in comparison to a baseline.

The remainder of this paper is organized as follows. Section 2 discusses relevant related work. Section 3 presents our method for explainable AD diagnosis using deep learning models. In Section 4, we present our experimental setup, and in Section 5, we report our results. Finally, Section 6 concludes our paper.
III. METHOD

Our methodology is divided into three steps: image preprocessing, classification models, and model explanation. This section explains each step in detail.

A. Image Preprocessing

The first step prepares the raw MRI images by removing unnecessary information and enabling the comparison of different brain scans. The raw MRI images first need to go through a preprocessing pipeline. Compared to simply using the raw images as input to the model, we observed a significant increase in model performance when first applying this pipeline. The specific steps are skull stripping, voxel intensity standardization, registration, and sampling:

- **Skull Stripping** – This step is to find the region of the image occupied by the brain, a process known as skull stripping. Once a mask for the brain in the image is identified, it is possible to remove the remaining body parts from the image (e.g. residual neck voxels). This is useful to decrease the amount of unnecessary information in the image, which act as noise, and also reduce the dimensionality, which may simplify the classification task [36], [37]. The method employed is the Brain Extraction Tool [38] implemented in FSL [39]. In some of the early results, the method failed to correctly identify the brain area due to a large portion of the neck being present in the image. To address this issue, an option that employs segmentation steps for a more robust result was used instead.

- **Standardization** – This step is used to facilitate the comparison of different images by normalizing the voxel intensity values to a single standard range. Even images from the same person, taken in the same machine, and with the same sequence show different ranges of intensity values for the same brain areas [40]. To address this issue we scale all images to a common value range. The input range is selected using the 0.21\textsuperscript{st} and 99.8\textsuperscript{th} percentiles to account for intensity outliers.

- **Registration** – This step aims to align the images based on brain structures to further aid in the comparison of different images. The registration is performed to the MNI152 atlas\footnote{http://nist.mni.mcgill.ca/?p=858} using affine transformation, which does not deform the images as it only includes translations, rotations, rescaling, and shearing. The similarity metric used was the correlation ratio. The FMRIB’s Linear Image Registration Tool (FLIRT) [41] in FSL was used to perform the registration.

- **Sampling** – The final step is to extract a patch of size 100 × 100 × 100 voxels around the center. This region is known to be affected by the disease and was selected with the aid of an experienced radiologist. This region is shown in Figure 1 superposed on the registration atlas.

B. Classification Models

The second step is to fit CNN classification models to a training set of the data and then evaluate them on a separate test set.

The design ideas for our CNN architectures are rooted in successful 2D natural image classification models, namely AlexNet [22] and VGG16 [34]. Table [4] describes the network architectures in detail. Specifically, we considered four different CNN architectures, two are variations of AlexNet [22] and the other two are variations of VGG16 [34]. The ResNet [32] architecture was not considered because authors in [42] showed the superiority of VGG16.

The difference between each of the two AlexNet and VGG16 variations is how to handle the image dimensions. The first variation is a standard 3D CNN, which uses three-dimensional operations (convolutions and pooling). The second is an adapted 2D CNN, which we refer to as 2D + Channel (2D+C). This variation represents one of the image dimensions using the layer depth, which usually is the color channel in RGB images. In effect, the model uses as input stacked 2D slices in a given plane, and has the advantage of...
shown to be effective in many applications, they may fail in and GradCAM [50].

Variations of the occlusion test are possible when the network brain image cause the model to change its outputs the most. In this section, we discuss the data used in the experiments, our procedure for the classification evaluation and finally, our procedure for the explainability evaluation.

C. Model Explanation

The last step is the novel explanation method which can be applied to a trained model to obtain a visual heatmap of the prediction for a given input brain scan.

Deep learning models involve sequences of non-linear convolutional layers and pooling that have different dimensionality from the input image, making it very difficult to interpret the relative importance of discriminating patterns in original data space. The Occlusion Test [18] (OT) is a popular model explanation approach, in which the model is repeatedly tested with portions of the input image occluded to create a heatmap showing which parts of the brain image that actually have influence on the network output, that is, which parts of the brain image cause the model to change its outputs the most. Variations of the occlusion test are possible when the network parameters can be inspected directly [46], leading to a number of approaches, including LRP [47], DeepLift [48], CAM [49], and GradCAM [50].

As previously mentioned, while these approaches were shown to be effective in many applications, they may fail in explaining decisions about AD diagnosis due to the nature of the data. This may partially explain the limitations recently reported in [42], [51]. To address these issues we propose the following alternative method.

The Swap Test — In order to interpret the network predictions, we produce heatmaps to visualize the areas of the brain image most indicative of AD using a task-specific approach for explaining model decisions in the context of registered brain scans, which we refer to as the Swap Test (ST).

The Swap Test works as follows.

- Given a brain image $I$ to be explained, a reference image $R$ is randomly selected for comparison from a specific group. Brain images classified as CN are compared to true positives and images classified as AD are compared to true negatives.
- A patch of a fixed size from $I$ is then copied to the same region in $R$, and the resulting image is used in the model to obtain a probability of AD. This is done to every cubic patch of the image and used to create a heatmap.
- The process is then repeated for multiple references and averaged to account for individual variations in order to obtain a more robust result. This is only possible because the images were registered and the same brain structures occupy roughly the same positions in every image.

With this approach, it is possible to find which regions of the image increase/decrease the predicted probability the most when the rest is known to be contributing to the opposite class. The patch size and number of references are hyperparameters of the method. There is a trade-off in choosing the patch size. Smaller patches increase the spatial resolution of the heatmap but they also increase the noise due to model uncertainty.

IV. Experiments

In this section, we discuss the data used in the experiments, our procedure for the classification evaluation and finally, our procedure for the explainability evaluation.

A. Data

To fit the proposed model and validate its performance, data from two datasets were used. The first one is the Alzheimer’s
Disease Neuroimaging Initiative (ADNI), which collects MRI scans from subjects, and clinical diagnosis of AD every 6 or 12 months. The second one is the Australian Imaging, Biomarker & Lifestyle Flagship Study of Ageing (AIBL), which also collects both types of data. High-resolution 3D T1-weighted MR images were acquired on 3T scanners. We selected a single scan per subject visit, and when multiple sequences were available for a visit, we selected the most frequent one among the dataset distribution.

B. Classification Evaluation

In this section, we discuss how we evaluated the classification. All models are trained for separating the Alzheimer’s cohort (AD) from the cognitively normal cohort (CN). The initial set of images contained 826 subjects classified as CN and 422 classified as AD. Each image is a 3D tensor of intensity values with size 100 × 100 × 100.

Subjects were randomly divided into training, validation, and test sets, each of them containing respectively 1,779, 427, and 575 images (since subjects had multiple visits). We carefully included each subject into just one of the sets, in order to avoid biased generalization estimates due to same subject image similarities (that is, we ensured that every patient had scans in only one set). We chose the Area under the Receiver Operating Characteristic curve (or simply AUC) as our classification metric due to class imbalance.

Results obtained with the VGGNet and ResNet architectures proposed in [42] were used for baseline comparison. Specifically, the VGGNet3D contains four blocks of 3D convolutional layers and 3D max pooling layers, followed by a fully connected layer, a batch normalization layer, a dropout layer, another fully connected layer, and the softmax output layer. The Adam optimizer was used to optimize model parameters. Learning rate was set to 0.000027, and the batch size was set to 5. The binary cross-entropy loss function was used.

For ResNet3D, a six-residual-block architecture is built. Each residual block consists of two 3D convolutional layers with $3 \times 3 \times 3$ filters that have a batch normalization layer and a RELU layer between them. Skip connections (identity mapping of a residual block) add a residual block element-by-element to the following residual block, explicitly enabling the following block to learn a residual mapping rather than a full mapping. For optimization, Nesterov accelerated stochastic gradient descent was used. Learning rate was set to 0.000027, and the batch size was set to 5. As with VGGNet3D, the cross-entropy loss function was used.

C. Explainability Evaluation

In this section, we discuss how we evaluated the explainability of our method. Unlike the diagnosis classification for which we have the ground truth labels, we do not have the ground truth explanations, nor is it feasible to obtain. To evaluate the explanations we then adopt the methodology proposed by Montavon et al. [54], which defines two desirable properties of explanations: continuity and selectivity. Next, we provide a brief explanation of each and how they were implemented.

- Continuity: If this property is satisfied we expect similar images to have similar explanations. If two brain images are nearly equivalent, then the explanations of their predictions should also be nearly equivalent. In other words, we expect the explanation function to be continuous.

  Given an input image, we can obtain a similar image by applying a small perturbation. We measure continuity by calculating the $l_2$ norm between the original heatmap and the heatmap derived from the perturbed image, as shown in the following equation:

$$
\max_{x} \frac{||C(x) - C(x')||_1}{||x - x'||_2}
$$

where $x$ is the original image, $x'$ is the modified image, and $C(x)$ and $C(x')$ are the corresponding heatmaps. We use the expected norm between heatmaps from different images as a reference for comparison. If there is continuity, we expect the measured value to be significantly lower than the reference value.

- Selectivity: This property states that the most relevant regions in the heatmap should have a higher impact on the model if removed. Selectivity quantifies how fast the class probability changes when removing the most relevant features.

  We measure selectivity with a reversed version of both swap and occlusion tests. Instead of swapping/occluding each cubic region, the rest of the image is swapped/occluded to measure its separate relevance. We then measure the Pearson correlation coefficient between the standard and reversed heatmaps, and thus selectivity values are in the range of −1 to +1 (perfect positive correlation). If there is selectivity, we expect a negative correlation since regions of higher relevance in the standard heatmap would cause higher drops to the prediction in the reversed heatmap when removed.

V. Results

We start this section by reporting the classification performance of all four CNN architectures. We then report the explainability performance, starting with the continuity and selectivity values observed for all architectures, followed by a visual qualitative evaluation of the heatmaps produced by the proposed Swap Test in identifying key brain regions that are known to be associated with AD.

A. Classification Performance

We first conducted preliminary experiments to select the hyperparameters of the 2D+CNN networks. We observed that the sagittal plane provided slightly better classification results, although by a small margin. We also performed multiple experiments with a different number of slices, and we observed no significant difference in performance when using up to 1 every 5 slices. We adopted these values for the rest of the experiments.
Figure 2 shows the final classification performance for each model. Results for the baseline models are also shown in the figure. Clearly, all models achieved similar AUC values, except for the AlexNet 2D+C which outperformed the other models by a larger margin, despite having a smaller capacity and not performing 3D operations. Gains in classification performance range from 2.4% (VGG16 3D vs. VGGNet 3D) to 8.1% (AlexNet 2D+C vs ResNet 3D). Overall, we conclude that both the 3D and 2D+C networks showed their effectiveness, with no clear winner. Finally, regarding the different CNN architectures, we conclude that AlexNet performs better than VGGNet, and VGGNet performs better than ResNet.

### B. Explainability Performance

Table II shows the continuity and selectivity values for each model. Results for both metrics consist of the average over 50 randomly sampled images. Lower values for continuity indicate that similar images have more similar heatmaps. The baseline continuity value is 30.596, which was calculated as the average $\ell^2$ norm between all the heatmaps from different images we generated. Both ST and OT heatmaps were generated with patches of 20 voxel wide cubes, which we found to be a good compromise between spatial resolution and noise. We used 5 reference images for ST, which we found to be enough to produce robust heatmaps.

| Model               | Swap Continuity | Occlusion Continuity | Swap Selectivity | Occlusion Selectivity |
|---------------------|-----------------|----------------------|-----------------|-----------------------|
| AlexNet 2D+C        | 16.861          | 30.361               | -0.615          | -0.059                |
| VGG16 2D+C          | 17.431          | 24.928               | -0.643          | 0.224                 |
| AlexNet 3D          | 16.035          | 37.887               | -0.364          | 0.215                 |
| VGG16 3D            | 15.492          | 41.879               | -0.485          | 0.039                 |

The continuity values for ST in all models were significantly lower than the baseline value, as required by continuity, which was not observed for OT. This indicates that similar images according to OT may actually generate completely unrelated heatmaps, implying the absence of continuity. Further, there is a strong negative correlation of the selectivity values for ST for all models, as we hypothesized. For OT, on the other hand, there was either no significant correlation or a small positive correlation.

### C. Qualitative Analysis of Visual Explanations

To visually check the quality of the heatmaps generated by our proposed visual explanation approach, we take one MRI scan for visual inspection and present the corresponding heatmaps. Figure 3 shows the ST explanation for a sample image of an AD patient that was correctly classified using AlexNet 2D+C. The 3D image is shown in sagittal slices displayed from left to right and top to bottom. These heatmaps should be read as an indication of where the network model sees evidence of AD. As can be seen, the model uses meaningful patterns as a basis for its decision, since the heatmaps correlate with what is known from the literature. Specifically, the network assigned importance the left hippocampus and ventricles.

For comparison, figure 4 shows both the ST and OT explanations for another sample true positive image, shown in coronal slices. The ST correctly highlighted the region of the hippocampus, with more emphasis given to the left side. On the other hand, the OT identified a region outside of the brain as being relevant.

### VI. Conclusion

Alzheimer’s Disease is the most common form of dementia and currently there is no available cure for the disease. The available AD diagnostics that use deep learning models function as black boxes, meaning that results do not include any explanation of why the machine decides a patient has the disease or not. While deep learning models are extraordinarily accurate, their adoption in healthcare has been slow because doctors and regulators cannot verify their results. It has become clear that the ability to provide understandable and reliable explanations is a crucial aspect of the implementation of any automated diagnosis model for AD, in order to convey trust when adopted and to comply with upcoming regulations.

In this paper, we proposed a novel model explanation approach specifically designed for registered brain MRI scans. Our experiments showed that the proposed approach exhibits desirable explainability properties, while the opposite trend was observed when using a typical occlusion test. Finally, our results indicate that 2D+C models provide better selectivity numbers, while 3D models provide slightly better continuity numbers. Further, by visually inspecting the results we found that our proposed Swap Test explanation approach indicates regions that are classically related to AD diagnosis.

However, we still cannot make any claim about causal relationships, and future studies are necessary to more systematically investigate the relationship between manifested neurobiological markers and Swap Test explanations.
Fig. 3: Visual assessment (best viewed in color): ST explanation for a sample true positive image shown in ten equally spaced sagittal slices displayed from left to right and top to bottom. Here the model focused on the left hippocampus and ventricles.

Fig. 4: Visual assessment (best viewed in color): ST explanation (left) and OT explanation (right) for a sample true positive image shown in coronal slices. While the ST correctly highlighted the hippocampus, the OT highlighted a region outside the brain.
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