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Abstract—Consistent motion estimation is fundamental for all mobile autonomous systems. While this sounds like an easy task, often, it is not the case because of changing environmental conditions affecting odometry obtained from vision, Lidar, or the wheels themselves. Unsusceptible to challenging lighting and weather conditions, radar sensors are an obvious alternative.

Usually, automotive radars return a sparse point cloud, representing the surroundings. Utilizing this information to motion estimation is challenging due to unstable and phantom measurements, which result in a high rate of outliers.

We introduce a credible and robust probabilistic approach to estimate the ego-motion based on these challenging radar measurements; intended to be used within a loosely-coupled sensor fusion framework. Compared to existing solutions, evaluated on the popular nuScenes dataset and others, we show that our proposed algorithm is more credible while not depending on explicit correspondence calculation.

Index Terms—Range Sensing, Probabilistic Inference, Radar Odometry, Gaussian Mixtures

I. INTRODUCTION

In order to develop autonomous vehicles, a robust and fault-aware localization or SLAM system is essential. Consequently, the combination of various sensors with their specific strengths is mandatory. Consider the following: a vehicle drives in an urban environment between tall buildings or inside tunnels on a rainy, foggy, or snowy day at night. A global navigation satellite system (GNSS) most likely will have non-line-of-sight and multipath errors. Lidar suffers from rain and fog, and the vision sensors have poor accuracy because of the lighting conditions and the presence of snow. However, a radar sensor would show a robust behavior within these challenging environmental conditions, and by using a Doppler radar, its detections are augmented by velocity information based on Doppler shift.

Recently, radar has been used in different automotive applications, such as object tracking or ego-motion estimation. While the latter is the focus of our work, we aim for a solution to be independently used as part of a sensor fusion or SLAM framework – like a virtual odometry sensor. Specifically, we use the term ego-motion to describe the relative transformation of the ego-vehicle between two consecutive measurements or scans. The used pipeline for estimating the ego-motion typically varies based on the measurement properties of the sensor – e.g., is the environment sparsely or densely represented. For sensors with a sparse measurement, point set registration (PSR) is part of the motion-estimation problem. PSR aims to find the best alignment between two point sets. Various algorithms emerged over time, but we still see a gap when it comes to the robustness and credibility of these algorithms. Particularly, if we think of integrating motion-estimation results into a loosely-coupled sensor fusion framework, we need a fully probabilistic approach to be consistent in the end.

We tackle the PSR problem as part of the motion estimation probabilistically to cope with the challenges regarding outliers in the automotive radar measurements. By modeling one of the two consecutive point sets as a Gaussian Mixture Model (GMM), we can omit the often needed preprocessing step for finding corresponding points. Fig. 1 shows a simple 1D PSR problem, with the reference point set modeled as GMM and two scenarios for a consecutive (current) point set, with and without an outlier. While using GMMs is not new in this context, we optimized the problem in a feasible time without...
violating the probability’s assumptions in the objective function – this utilizes our earlier work [20] and will be explained further in Section III. In consequence, we get a consistent estimation result, meaning that the calculated covariance represents the estimation’s true uncertainty – as can be seen in Section IV. The following Section reviews the existing ego-motion estimation approaches.

In summary, our main contributions are as follows: 1) we model and solve the objective function for an automotive ego-motion radar estimation in a thorough probabilistic way without explicit point-to-point correspondences and 2) we investigate and compare the consistency of our approach to the often used summing approximation of this problem. Furthermore, we provide an exhaustive credibility evaluation on different scenarios and release our implementation in the spirit of transparency and benchmarking.

II. RELATED WORK

Radar sensors got miniaturized over the last years and became a standard sensor in the automotive domain. These sensors typically provide a limited number of targets in each measurement, like the ARS 408-21 from Continental used in the nuScenes datasets [11] or the General Purpose Radar from Bosch used in our experiments. Instead of these commonly used sensors, the authors in [2] or [3] used the Navtech CTS350-X, which returns 1D power readings while rotating 360° resulting in a dense 2D intensity image. In consequence, they need an additional keypoint extraction step. Recently, low-cost solutions like the AWR1843 from Texas Instruments prove to be applicable even to indoor ego-motion estimation [4]. They provide 3D target measurements through a special transmitter antennas setup to estimate the detection’s elevation. Within this paper, we use the sparse automotive type and concentrate on its specific properties. However, most of the addressed challenges like the high outlier rate also apply to the other sensor variants.

Estimating ego-motion is usually a pipeline starting with raw sensor information. It aims to compute a robust and credible motion estimation, while the intermediate steps define the estimation algorithm itself. Depending on the sensor’s measurement information, the estimation pipeline needs to be adapted. E.g., in [5], the authors needed a feature detection and feature matching step for the Navtech radar sensor, as the sensor represents its surroundings in a dense 2D intensity image. However, as common automotive radars include such a step already, available approaches usually aim to find the best alignment between two sparse point sets, without the feature detection step, like in [6] or [7].

In the following, we try to give a brief overview of used algorithms for the PSR problem in general and in relation to automotive Doppler radar sensors. Specifically, we focus on pure motion estimation algorithms feasible to integrate into a larger sensor fusion framework, which is credible in the end – often, this is referred to as loosely-coupled integration. Consequently, we need to stress the algorithms’ covariance estimation capabilities.

Iterative Closest Point (ICP) is a well-known approach to address the PSR problem. The authors of [8] introduced the standard ICP approach using an explicit correspondence technique to build the error metric but ignoring possible uncertainty of target measurements within the metric. Likewise, they did not discuss how to calculate the estimation’s uncertainty. This is done later by [9], where the author follows the error propagation model to additionally estimate the ICP’s uncertainty. Using the error propagation model is motivated by the missing target noise model within the ICP’s error metric. In addition to that, the authors of [10] provided an approach to also integrate the targets’ standard deviation into the error metric. This is done in two steps: constructing correspondence pairs using the Euclidean distance metric and following a probabilistic framework to build the cost function for the point pairs.

Normal Distribution Transformation (NDT) is a probabilistic, cell based, condensed representation of measurements, introduced in [11] for a 2D laser range finder. Additionally, the authors proposed a scan matching algorithm, applying a point-to-distribution error metric. In [12] the authors extended this approach for three dimensions and achieved a 3D-NDT registration while implementing a distribution-to-distribution error metric. Both works miss a thorough discussion about the estimation’s uncertainty, though. Later in [7], an uncertainty estimation was added by applying the error propagation described in [9]. In addition to that, [6] introduced a method to weight the NDT cells based on the sensor’s noise.

A full probabilistic approach to the PSR problem was introduced in [6]. The authors used a Gaussian Mixture Model (GMM) to represent not only the model point set but also the current point set. In consequence, the registration problem lies in aligning two GMMs. To solve this, the authors introduced the $L_2$ distance as a statistical metric for minimizing the GMMs’ alignment error. Later, the authors in [13] applied this approach for an ego-motion estimation based on an automotive Doppler radar. Additionally, they joint the spatial and Doppler information to suppress the impact of moving targets. In [14], the former approach is combined with the NDT representation, and a method for calculating the estimator’s uncertainty is integrated. For this, they follow the error propagation model of [9].

For completeness, we also refer to the idea of registration-free approaches where the vehicle’s motion is estimated based only on the current radar scan. In [15], the authors used the Doppler information and the targets’ azimuth angle to estimate the motion vector (in 2DoF), using a single-track Ackermann constraint. Then, the authors proposed a second work [16], which optimizes a full 2D vehicle motion state (3DoF) using at least two Doppler radar sensors. In [17], the authors extend [16] to achieve a full 3D ego-motion, using two mmWave radars in an orthogonal configuration. In the same vein, [18] proposed the RADERODO approach, where it follows the idea of [15] to estimate the translational motion and the NDT approach for the yaw rate estimation. Recently, [19] introduced a radar-inertial sensor platform to estimate a 3D velocity through jointing the linear velocity with yaw rate from an IMU.

Discussion: We are focusing on an uncertainty-aware ego-motion estimation algorithm for sensors returning a very sparse environment representation with high outlier probability, e.g., an automotive Doppler radar. Having this in mind, ICP may
come up as a possible way of solving at least the PSR problem in this task, but mainly because of the high amount of outliers, it is not feasible. With the work using the NDT representation, we mentioned another possible way of solving the PSR problem. Even though it is robust against outliers, it is more suitable for sensors returning a dense environment representation. Building the NDT with a very limited number of points will be difficult and insufficient. Furthermore, most of the approaches use a summing-based likelihood approximation to be robust against outliers. This may not be obvious at first glance, but even if the correct measurement noise is used, the likelihood approximation corrupts the estimator’s internal uncertainty representation. Thus, most of these approaches need to utilize the error propagation model to return an uncertainty estimation. In contrast, we propose a fully probabilistic framework based on correct likelihood joints with feasible computation effort by leveraging our earlier work [20]. Moreover, we provide a way to make the likelihood robust against the impact of outliers, as well as get credible results of the estimator’s uncertainty.

III. Probabilistic Motion Estimation

In the following, we derive our full likelihood implementation and clarify the differences to the sum approximation method [7]. The estimation process is additionally visualized in Fig. 1 as a simple 1D scenario to give an intuitive summary of the algorithms. As part of the motion estimation, PSR aims to find the best transformation to align two point sets. In the automotive domain, PSR aligns the current or moving point set \(M\) with the previous or model point set \(\mathcal{F}\), to find the best estimate for the state \(x = [x_{\text{trans}}, x_{\text{rot}}]^T\). We assume, that each point set consists of \(K\) targets, given in polar space \(\tilde{m}_k = [r_k, \theta_k]^T\), where \(r\) is the radius and \(\theta\) the azimuth angle. Further, we assume information about the targets’ standard deviation with \(\sigma_r\) and \(\sigma_{\theta}\) for both dimensions. In Cartesian coordinates, we speak of \(m_k\) for the target’s position within the sensor frame and \(\Sigma_k\) for its propagated covariance. For including the velocity measurements into the process, we additionally need the targets’ Doppler information with \(v_k\) and \(\sigma_v\).

Following [6] or [7], the measurement’s point set could also be represented as multivariate GMM with \(K\) components. If we do this for the model point set with \(K = |\mathcal{F}|\) targets, we get

\[
P(m | \mathcal{F}) = \sum_{j=1}^{|\mathcal{F}|} w_j \mathcal{N}(m | m_j, \Sigma_j) \quad \text{with} \quad w = \frac{1}{|\mathcal{F}|}. \tag{1}
\]

This represents a measurement state probability of an arbitrary point \(m\) within the model coordinate frame. The GMM components \(\mathcal{N}(m | m_j, \Sigma_j)\) represent the target measurements. A simple example of two 1D targets, combined into a GMM, is shown in Fig. 1 as a simple 1D scenario to give an intuitive summary.

Thinking of the PSR problem, we need an objective function to be optimized. As the objective consists of aligning the two scans, we need a distance metric, which accounts for measurement uncertainties in both consecutive point sets. Meaning a distribution-to-distribution error metric – often only point-to-distribution is used. A possible distance metric, which has been used and derived in [6] or [7], is the \(\mathcal{L}_2\) metric between two distributions \(\mathcal{N}(x | \mu_1, \Sigma_1)\) and \(\mathcal{N}(x | \mu_2, \Sigma_2)\) with

\[
D_{\mathcal{L}_2} = \mathcal{N}(0 | \mu_1 - \mu_2, \Sigma_1 + \Sigma_2). \tag{2}
\]

By using the GMM of the previous scan \(\mathcal{F}\) and the distance metric \([2]\) we can formulate the likelihood for a target \(m_i\) out of \(M\) to be present in the previous measurement \(\mathcal{F}\) as

\[
P(m_i | \mathcal{F}, x) \propto \sum_{j=1}^{|\mathcal{F}|} s_j \exp \left( -\frac{1}{2} \| r_i - \mu_j \|_2^2 | \Sigma_j + \Sigma_i \right). \tag{3}
\]

Now, we have an additional condition in the likelihood, which is the state \(x\). It is used for the residual function \(r_i\) (please note the difference to the scalar \(r\) – the radius in polar space of a target) representing the transformation of point \(m_i\) into the model frame:

\[
r_i(x) = R(x_{\text{rot}}) m_i + x_{\text{trans}}. \tag{4}
\]

Please also note that we use \(\mu\) now for a GMM component’s mean instead of \(m\), to stress that it is not part of a residual function but the noise model. Since we transform the measurement of target \(m_i\), we also have to propagate its covariance matrix by \(\Sigma_i = R \Sigma_i R^T\) using the current estimate’s rotation matrix \(R(x_{\text{rot}})\). Combined with \(\Sigma_j\), the covariance matrix of GMM component \(j\), represents the component’s noise as of \([2]\). The weight and a normalizing component is represented by

\[
s_j = w \det \left( \Sigma_j + \Sigma_i \right)^{-\frac{1}{2}} \quad \text{with} \quad w = \frac{1}{|\mathcal{F}|}. \tag{5}
\]

**Objective Function:** Optimizing the vehicle’s motion based on the stated PSR problem, is the process of maximizing

\[
P(x | M, \mathcal{F}) \propto P(M | \mathcal{F}, x), \tag{6}
\]

where \(P(M | \mathcal{F}, x)\) is the joint model of all targets’ measurement probabilities \(P(m_i | \mathcal{F}, x)\) – or expressed in words: how likely is it, that the set \(M\) is been generated out of \(\mathcal{F}\) with transformation \(x\). At this point, we have to differ between the approximation via summing [7] e.g. proposed in [7] and the natural way of using the full likelihood \([8]\):

\[
P(M | \mathcal{F}, x) \sim \sum_{i=1}^{|M|} P(m_i | \mathcal{F}, x) \tag{7}
\]

\[
P(M | \mathcal{F}, x) = \prod_{i=1}^{|M|} P(m_i | \mathcal{F}, x) \tag{8}
\]

Again, via the above measurement likelihood, both approaches aim to find the best transformation (\(x\)), maximizing the likelihood for all current targets to have the best correspondence with the model GMM distribution.

The summing approach (SA) is commonly used in the literature, as it shows a robust behavior against the impact of outliers, whereas the pure likelihood approach most likely will fail because of them, due to the mathematical multiplication, see Fig. 1. However, because of the approximation via summing, the SA induces multiple local maxima, which makes it sensitive to a good initial guess in the optimization step. Moreover, the
covariance estimation is problematic, which will be explained later on. On the other hand, we have the drawbacks of outlier integration in the likelihood approach, which will be addressed now.

Cost Function: For efficient optimization in the context of Gaussian distributed measurements, least-squares optimization is the obvious choice. Therefore, the searched maximum likelihood solution

\[ \hat{x} = \arg\max_x P(x | \mathcal{M}, \mathcal{F}), \]  

of the objective function is transformed into a minimization problem

\[ \hat{x} = \arg\min_x -\log P(x | \mathcal{M}, \mathcal{F}), \]

using the negative log-likelihood – now we speak of the cost function. In combination with only normal distributed constraints, the cost function simplifies into the common least squares formulation. However, we have a GMM as the noise model for the model point set. Therefore, we follow the robust least squares approach in [20], converting the GMM[3] into a loss function \( \rho \) resulting in the following least squares problem:

\[ \hat{x} = \arg\min_x \frac{1}{2} \sum_{i=1}^{\mid M \mid} \| \rho_r(x_i) \|^2. \]

For the GMM’s loss function implementation, we use the proposed Max-Sum-Mixture (MSM). This way, we get an optimization problem to be solved in feasible processing time – please see [20] for a more complete elaboration.

State definition: Till now, we did not restrict the estimated transformation \( x \) in its DoF. While in general, the presented PSR methods would be applicable to full 3D motion estimation, we can restrict it in our automotive examples to 2D. Further, we assume a nonholonomic car-like vehicle, reducing our estimated state to 2DoF with \( x \) having only a longitudinal translation and an angle of rotation. If a non-negligible sideslip is expected, the method can easily be extended to 3DoF.

Outlier Model: In contrast to the SA, which has a natural robustness against outliers, the likelihood approach needs to model them explicitly – as can be seen in our simple example in Fig. 1. Robust cost functions or M-estimators like presented in [21] Appendix, 6] are one possibility. As we already use a loss function implementing a GMM, the natural way is to model the outlier component directly into it. Therefore, we can approximate the uniform distribution over the measurement space of the radar sensor with additional GMM components and merge the inlier and outlier distribution for the previous scan \( \mathcal{F} \).

For the outlier distribution, we approximate a model based on the radar’s measurement space as Gaussians in the form of a conic ray, like it is described in [22] Ch. 6.4.1]. There, two parameters \( \alpha \) and \( \beta \) regulate the number and width of the components generated and two additional parameters \( s_{\text{min}} \) and \( s_{\text{max}} \) to limit the range accordingly. Following the equations, we get range parameters for a number of \( N_g \) components. Transforming it into polar space, we need the additional parameter \( \sigma_\theta \) for the angle uncertainty, which is specified according to the sensor’s FoV. Then, we can transform the components into Cartesian space getting \( x_k \) and the two by two covariance \( \Sigma_k \) to get the GMM

\[ P(m_o) = \frac{1}{\sum_{k=1}^{N_g} w_k} \cdot \mathcal{N}(m | x_k, \Sigma_k) \]

with its components weighted by \( w_k = \sqrt{\det \Sigma_k} \).

Finally, this new GMM[12] has to be combined with the model GMM[3] for each current measurement:

\[ P(m_i | \mathcal{F}, x, m_o) = w_o \cdot P(m_o) + (1 - w_o) \cdot P(m_i | \mathcal{F}, x) \]

where it introduces a tuning parameter \( w_o \), which represents the expected amount of outliers – it weights both sets of GMM components accordingly.

Doppler Integration: Till now, we addressed ego-motion estimation as an application for PSR utilizing range sensors like lidar and radar. However, apart from spatial information, the automotive radar provides Doppler measurements. In [13] equ. 14], these are jointly used with the correspondence likelihood to suppress non-stationary objects. We followed this approach in our SA implementation, as can be seen in [13]. However, as the Doppler information is a nearly independent measurement, we could also model it like an extra sensor within the objective function, which we did in our likelihood approach, see [14]

\[ P(M | \mathcal{F}, x) \sim \sum_{i=1}^{\mid M \mid} P(m_i | \mathcal{F}, x) \cdot P(v_i | x, \theta_i, \Delta t) \]  
\[ P(M | \mathcal{F}, x) = \prod_{i=1}^{\mid M \mid} P(m_i | \mathcal{F}, x) \cdot P(v_i | x, \theta_i, \Delta t) \]  

With the Doppler information, we get a good measurement of the vehicle’s longitudinal translation over time. Even the information about the relative rotation may be improved if the sensor is not located in the vehicle’s center of rotation. A measurement model for the expected Doppler velocity of each target can be found in [13]. As we work with relative transformation in our state definition \( x \) instead of velocities, we use the proposed model with small modifications, as stated in (15)

\[ P(v_i | x, \theta_i, \Delta t) \propto \exp \left( -\frac{1}{2} \| \hat{u}_i - v_i \cdot \Delta t \|^2 / \sigma_{\hat{u}_i}^2 + \sigma_{\theta}^2 \right) \]

Here, \( \hat{u}_i \) is the measurement model [16] for the expected Doppler velocity, expressed as relative translation. In comparison to [13], we omit the lateral translation, as we use only 2DoF in combination with Doppler information in our implementation. Further, we use the same notation for the sensor offset relative to the car’s center of rotation with \( x_S, y_S \), and \( \alpha_S \). With \( \sigma_{\hat{\theta}} \), we account for the measured and uncertain azimuth angle of target \( i \) – see (17)

\[ \hat{u}_i = \begin{bmatrix} x_{\text{rot}} \cdot y_S - x_{\text{tran}} \cdot x_S \\ -x_{\text{rot}} \cdot y_S \end{bmatrix} \begin{bmatrix} \cos(\theta_i + \alpha_S) \\ \sin(\theta_i + \alpha_S) \end{bmatrix} \]  
\[ \sigma_{\hat{\theta}}^2 = (\frac{\partial \hat{u}_i}{\partial \theta} \cdot \sigma_{\theta_i})^2 \]  

}\]
In consequence of our state definition, we do not use the pure Doppler measurement in [15] but transform it by using the time difference between the measurements with \( \Delta t \). This measurement may also be uncertain, why we need to consider it in our measurement variance \( \sigma_{u_i}^2 \), see [19].

\[
\begin{align*}
    u_i &= v_i \cdot \Delta t \\
    \sigma_{u_i}^2 &= \left[ \frac{\partial u_i}{\partial v_i} \quad \frac{\partial u_i}{\partial \Delta t} \right] \cdot \text{diag}(\sigma_{v_i}^2, \sigma_{\Delta t}^2) \cdot \left[ \frac{\partial u_i}{\partial v_i} \quad \frac{\partial u_i}{\partial \Delta t} \right]^T
\end{align*}
\]

Covariance Estimation: Unfortunately, the importance of a good covariance estimate is often neglected, and the evaluation focus of new registration approaches lies mostly on the mean error. Aiming at more complex sensor fusion with several sensors and possible pre-processing steps to reduce the problem’s size, we need to stress the consistency of a pre-processing step like the present ego-motion estimation. An algorithm with a good mean error but a bad covariance estimate will probably lead to a bad overall performance compared to the one with less quality in the mean error but consistent covariances. In work like [9] or [11], the covariance is calculated in a post-registration step, as the measurements’ noise models are not taken into account within the registration step. In contrast to this, we have all necessary noise models already included within the optimization problem. Accordingly, we can get the estimate’s covariance by inverting the Hessian, which is a byproduct of the optimization and represents the cost function’s shape around the optimized value. Further, as we are minimizing a negative log-likelihood, we can also refer to the Hessian as Fisher Information Matrix (FIM), indicating how much information about the estimated state is given by the observations.

Implementation: The presented likelihood approach is implemented within GTSAM and used through the accompanied Matlab wrapper. For implementing the objective [9] based on [14] one variable vector representing a translation and rotation is used. Each targets’ position within the current measurement is used in a unary factor, connected to the variable vector. The previous measurement and outlier distribution is represented within a special noise model for GMMs and added to each of these factors. Additionally, the same amount of unary factors is added for the Doppler measurements. For additional robustness against local minima, we also used the heuristic concept of covariance scaling (e.g., mentioned by [6]) to get better initialization points, meaning that we first run a maximum of 5 iteration steps with scaled covariances (by factor 5), before the correct ones are used.

For the SA, a pure Matlab implementation leveraging the nonlinear programming solver is used.

### IV. Evaluation

We start our evaluation with a common PSR problem, motivated by the idea to compare against a standard ICP implementation using error propagation for the covariance estimate. In the following experiment, we extended this Monte Carlo simulation with regard to representing automotive radar sensor measurements. With the perfectly-known measurements’ uncertainty in both simulation scenarios, a consistency analysis can be done. Finally, real-world data gathered with a mobile robot and a car is evaluated to show the applicability to real-world scenarios, whereas the automotive scenario is based on the publicly available nuScenes dataset. According to our main objective of a loosely-coupled algorithm, all experiments evaluate only the scan-to-scan performance with no previous knowledge, i.e., zero initialization.

#### A. Simulated Point Set Registration

In PSR, we try to estimate a transformation aligning two sets of points. Regarding the radar-based motion estimation at hand, this is referred to as the spatial registration and can be done. Finally, real-world data gathered with a mobile robot and a car is evaluated to show the applicability to real-world scenarios, whereas the automotive scenario is based on the publically available nuScenes dataset. According to our main objective of a loosely-coupled algorithm, all experiments evaluate only the scan-to-scan performance with no previous knowledge, i.e., zero initialization.

| Experiment | PSR | Radar |
|------------|-----|-------|
| Num. of Configurations | 100 | 50 |
| Num. of Landmarks | 20 (+16) | 20 (+16) |
| Landmark Generation | \( U (r \mid (10 \pm 5) \text{ m}) \) | \( U (r \mid (20 \pm 18) \text{ m}) \) |
| Clustering (size) | 40 % (3) | 40 % (3) |
| Runs per Configuration | 1000 | 500 |
| Transformation sampling | \( U (x, y \mid \pm 0.25 \text{ m}) \) | \( U (x \mid \pm 0.25 \text{ m}) \) |
| Measurement noise | \( N (r \mid 0, (0.2 \text{ m})^2) \) | \( N (r \mid 0, (0.2 \text{ m})^2) \) |

Note: Only for the PSR experiment, we ignore the nonholonomic constraint and use a full 2D state for better comparison to PSR problems in general.
TABLE II
SUMMARIZED RESULTS

| Alg.   | RMSE [m] | RMSE [''] | ANEES | Average Iterations | Average Runtime [ms] |
|--------|----------|-----------|-------|--------------------|---------------------|
| PSR    |          |           |       |                    |                     |
| ICP    | 0.200    | 1.30      | 1.31  | 3.5                | 0.3                 |
| MSM    | 0.121    | 0.99      | 1.07  | 4.2                | 2.0                 |
| SA     | 0.266    | 10.5     | 1.57  | 13.6               | 26.9               |
| PSR-C  |          |           |       |                    |                     |
| ICP    | 0.156    | 1.07      | 1.51  | 5.9                | 0.3                 |
| MSM    | 0.097    | 0.77      | 1.21  | 5.5                | 3.8                 |
| SA     | 0.206    | 8.22      | 0.72  | 13.6               | 74.4               |
| Sim    |          |           |       |                    |                     |
| MSM    | 0.052    | 0.35      | 0.98  | 6.4                | 2.8                 |
| SA     | 0.266    | 8.57      | 23.6  | 9.8                | 10.7                |
| MSM-D  | 0.017    | 0.35      | 1.02  | 6.1                | 5.7                 |
| SA-D   | 0.049    | 8.54      | 21.81 | 8.1                | 9.6                 |
| Sim-C  |          |           |       |                    |                     |
| MSM    | 0.044    | 0.29      | 1.26  | 7.5                | 4.7                 |
| SA     | 0.256    | 8.33      | 15.72 | 10.0               | 27.0                |
| MSM-D  | 0.012    | 0.28      | 1.09  | 6.9                | 9.8                 |
| SA-D   | 0.040    | 8.31      | 16.90 | 8.0                | 23.5                |
| Robo   |          |           |       |                    |                     |
| MSM    | 0.107    | 1.12      | 2.53  | 8.2                | 3.0                 |
| SA     | 0.085    | 1.36      | 0.16  | 7.5                | 11.0                |
| MSM-D  | 0.011    | 1.11      | 1.68  | 5.9                | 6.0                 |
| SA-D   | 0.017    | 1.37      | 0.20  | 6.1                | 9.4                 |
| NuSc   |          |           |       |                    |                     |
| MSM    | 0.163    | 0.15      | 1.61  | 11.1               | 23.2                |
| SA     | 0.091    | 0.13      | 0.09  | 11.2               | 242.9               |
| MSM-D  | 0.012    | 0.10      | 3.36  | 6.2                | 34.0                |
| SA-D   | 0.226    | 5.31      | 2.33  | 7.2                | 225.0               |
| NuScT  |          |           |       |                    |                     |
| MSM    | 0.168    | 0.15      | 1.63  | 10.9               | 22.7                |
| MSM-D  | 0.012    | 0.10      | 4.49  | 6.1                | 34.3                |

B. Simulated Radar

For the synthetic radar dataset, the PSR experiment is repeated but with small modifications. Considering now a sensor with limited FoV, we generate the landmarks only in front of the sensor. Naturally, the limited FoV in combination with the applied transformations for the second point set fosters an outlier appearance. In consequence, the number of landmarks, shown in Table I, is only the number of created landmarks. However, the number of corresponding landmarks for estimating the motion estimation is less. The ratio between corresponding and non-corresponding landmarks is shown in Fig. 2. Again, we also simulate a problem with clustered landmarks, and additionally, a Doppler velocity is simulated for each of the landmarks with a standard deviation of 0.3 m s⁻¹.

C. Mobile Robot Dataset

Our main motivation for using the radar sensor in a loosely-coupled way for motion estimation emerged from developing a robust sensor fusion algorithm for two mobile robots, described in [25]. Lately, we extended the robots’ sensor setup by an automotive radar sensor. The sensor is mounted near to the center of the robot and detects up to 48 targets with 10 Hz. It is interfaced via CAN-bus and measures the horizontal angle, distance, Doppler velocity, and additional properties for each target. Among the additional properties, a standard deviation for the measurements is given.

For evaluation of our algorithm, we recorded a dataset at the TU Chemnitz campus. The area is mostly surrounded by buildings with a small street and about 60% grass-covered with some trees. Unfortunately, no exact ground truth is available. So, we used batch optimization over several sensor information originating from wheel odometry, IMU, and an external UWB distance-measuring system instead. Based on visual verification of the calculated trajectory with the satellite images, we claim to have a remaining error of less than 0.5 m. We additionally compared our trajectory to a solution calculated using the Cartographer framework [20] based on measurements recorded with an onboard Velodyne VLP-16, resulting in negligible differences.

In contrast to the synthetic scenarios, information about ground truth correspondences between consecutive scans is not available. However, this is an important evaluation metric, so we use a simple classification scheme for correspondence estimation based on the Bhattacharyya distance [27]

\[
D_{\text{Bhat}} = \frac{1}{8} \| \mu_1 - \mu_2 \|^2 + \frac{1}{2} \ln \left( \frac{1}{\bar{\Sigma}} \left( | \Sigma_1 | \cdot | \Sigma_2 | \right)^{-\frac{1}{2}} \right). \tag{20}
\]

Basically, this gives us a similarity rating between two distributions \( N(\mu_1, \Sigma_1) \) and \( N(\mu_2, \Sigma_2) \), where smaller values represent higher overlapping. For clarification, \( \Sigma \) stands for a mean with \( \Sigma = 0.5 \cdot (\Sigma_1 + \Sigma_2) \), \( |\Sigma| \) is the squared Mahalanobis distance respective the determinant. Using the vehicle’s ground truth, we can transform the current scan and evaluate \( D_{\text{Bhat}} \) for all possible landmark combinations. Then, we select for each landmark in the current scan one landmark with the smallest distance from the previous. A landmark pair is then classified as correspondence if the distance is smaller than a threshold. We defined the empirically determined threshold to be 1. All landmarks within the current and the previous scan without correspondence represent the number of outliers or non-corresponding landmarks. In Fig. 2, the classification result can be seen. Compared to the simulation scenario, the amount of non-corresponding targets is increased. Further, some motion estimates will be based on a very small number of correspondences.

D. nuScenes

With the nuScenes dataset [1], we chose a publicly available dataset for further evaluation and the possibility of benchmarking against our solution. The dataset provides ground truth and automotive radar data for 850 driving scenes with changing complexity each of 20 s in length. Out of the five radar sensors the car is equipped with, we use only the front radar, which is captured with 13 Hz and a maximum of 125 targets. Each measurement can be read as a point cloud with additional information like Doppler velocity, standard deviation, or quality classification for each target – e.g. regarding a validity or ambiguity state. Each scene also includes the extrinsic calibration describing the sensor’s position and angle within the car’s body frame. In contrast to our other experiments, the sensor’s lever arm increases the angular accuracy when using doppler information.

Our evaluation is done for the mini dataset and the first 500 of the 700 trainval training scenes. For each dataset, we

\(^3\)The specific type is a General Purpose Radar V1.0 from Bosch.

\(^4\)The used type is an ARS 408-21 from Continental.
consider all scenes together as a single experiment, resulting in 2600 respective 130k estimation problems. As the scenes are very different in their properties, it is also interesting to look at each scene separately, which we do for the trainval dataset. For the mini dataset, the outlier statistics are shown again in [Fig. 2] calculated in the same way as for the mobile robot dataset. Compared to the other datasets, we generally have more landmarks but a similar outlier to correspondence ratio like in the mobile robot dataset.

Side notes: 1) To remain consistent with our algorithms, we convert the dataset’s radar sensor information regarding the given Doppler information from Cartesian coordinates to an absolute Doppler velocity pointing towards the sensor, including the given noise. 2) As we convert the Doppler into a translation by using the time difference between two consecutive measurements, we need to give it an uncertainty, which is \( \sigma = 5 \text{ ms} \). This can be evaluated by the timestamps, which fluctuate around 13 Hz.

V. RESULTS

In the following, we evaluate our results based on two metrics: 1) the relative angle and position error as RMSE\(^{[1]}\) and 2) the average normalized estimation error squared (ANEES). For the ANEES, we follow \([28, \text{ Chp. 5.4}]\), but normalize with the problem’s dimension as stated in \([29]\). The later metric gives us insight into the goodness (or credibility) of the estimators’ covariance calculation. If the estimator is perfectly credible, the ANEES value equals 1. However, this holds only under the assumption of a \( \chi^2 \)-distributed NEES – otherwise, the ANEES is not meaningful. Additionally, we provide the average runtime per registration, evaluated on a standard AMD Ryzen 7 desktop PC.

Simulation: We start by comparing the results of the simulated experiments. Because of a bigger chance to reach local minima, the sum approximation has a higher RMSE for both, the translation and rotation, as can be seen in [Table II] (PSR, Sim, PSR-C, and Sim-C – C refers to the clustered dataset). Of course, the common ICP approach with its closed-form covariance estimation is the fastest solution but does not include the landmarks’ covariances within the registration process. Accordingly, it performs a bit worse regarding RMSE and consistency. Generally, we find the ANEES values for all simulation experiments for our likelihood approach reasonably close to one, which means a consistent estimation. The estimated covariance based on the SA, on the other hand, is not useful, as the SA violates the Gaussian assumption by adding the probabilities instead of jointing them. This results in NEES values not following a \( \chi^2 \)-distribution\(^{[1]}\) making the ANEES evaluation inconclusive. In the simulation with clustered landmarks, more information is introduced into the problem, resulting in a decreased error and increased runtime. We can also see in the ANEES that the covariance is slightly more overconfident. By adding the Doppler information in the simulated radar experiment (marked with -D in [Table II]), the translational RMSE gets better – as we would expect. Likewise, we see an increase in runtime for the likelihood approach as additional factors are introduced into the optimization problem.

Real World: As before, the results are summarized in [Table II] where Robo corresponds to the mobile robot dataset. The combined results of the two considered nuScenes datasets are named NuSc and NuScT respective for the mini and trainval variant. Looking at the mobile robot dataset results, we see basically identical RMSE values for the approximation and the likelihood approach considering the assumed accuracy of the ground truth. For the nuScenes mini dataset however, the RMSE values for the pure spatial estimation show a slightly better performance in advance to the approximation approach, but worse if we include the Doppler information – again, the approximation approach is more sensitive to local minima. The trainval dataset is only evaluated for the likelihood and confirms the evaluation of the mini dataset, as it has nearly identical RMSE errors.

Regarding the ANEES values, we see that all results show more or less a trend to be overconfident. The worst result is with about 4.5 – to get an impression, what this means: if we get an ANEES of about 4, we need to multiply the estimated standard deviation by a factor of two to be consistent again. If we take the uncertainties of the provided data into account, the deviations to the simulated results are explainable. In real-world scenarios, there is always the question of how good is the sensor’s information about the noise. Unfortunately, this is not provided within the used sensors’ datasheets but states a critical parameter for the overall consistency. Likewise, there is no information about the algorithm the sensors use for estimating the targets’ standard deviation for velocity and position. Additionally, further unknowns like the goodness of ground truth, time stability between measurements, or the number of outliers play a role within the evaluation and lead to tunable parameters.

If we look into the error and consistency statistics over the 500 scenes of the trainval dataset in [Fig. 3], the impact of scene property variation becomes evident. We see a big spread for the error as well as for the ANEES. Further investigation could be done here, in which special situations, the likelihood approach does not perform well. Especially in scenes where the car does not move, there is the trend for the ANEES value to become very low.

\[ \text{RMSE} = \left( \frac{1}{m} \sum_{k=1}^{m} (|\text{err}_k|^2) \right)^{1/2} \] where \( |\text{err}_k| \) corresponds to either the translational or rotational part of the scan-to-scan performance compared to the ground truth.

\[ \text{ANEES} = \frac{\sum_{k=1}^{m} (|\text{err}_k|^2)}{m} \]

\(^{[2]}\)A plot is omitted here because of space constraints.
experiments based on the nuScenes dataset underlined 130k we were able to achieve robust estimation results, including transform. be done regarding this, e.g., by adding this possibility to the to be robust against this problem, further investigation can registration in 3D laser scans. However, a remaining problem point sets with known measurement noise or feature-based used in related tasks. These could be pure PSR on unstable simulation experiments and about 130k experiments based on the nuScenes dataset underlined the robustness of our method with and without using Doppler information. Overall, it is perfectly suitable as simplified sensor information to be included within a multi-sensor fusion algorithm in a loosely-coupled way, as it is uncertainty aware. As our method is based on standard least-squares minimiza-
tion, but with more complex noise models representing the measurements and outliers, we think it is universal to be also used in related tasks. These could be pure PSR on unstable point sets with known measurement noise or feature-based registration in 3D laser scans. However, a remaining problem of optimization algorithms are local minima, which also lead to wrong covariance estimates. Even if our approach seems to be robust against this problem, further investigation can be done regarding this, e.g., by adding this possibility to the estimated covariance like done in [30] by using the unscented transform.

VI. CONCLUSION

We presented a feasible way to solve the ego-motion estimation based on a thorough probabilistic strategy. Utilizing the challenging automotive Doppler radar measurements with sparse environment representation and a high outlier rate, we were able to achieve robust estimation results, including a reasonable covariance quality. Whereas the estimator’s covariances in simulation showed a nearly perfect credibility of our algorithm – released as open sourced. Our extensive evaluation of about 125k simulation experiments and about 130k experiments based on the nuScenes dataset underlined the robustness of our method with and without using Doppler information. Overall, it is perfectly suitable as simplified sensor information to be included within a multi-sensor fusion algorithm in a loosely-coupled way, as it is uncertainty aware.

As our method is based on standard least-squares minimization, but with more complex noise models representing the measurements and outliers, we think it is universal to be also used in related tasks. These could be pure PSR on unstable point sets with known measurement noise or feature-based registration in 3D laser scans. However, a remaining problem of optimization algorithms are local minima, which also lead to wrong covariance estimates. Even if our approach seems to be robust against this problem, further investigation can be done regarding this, e.g., by adding this possibility to the estimated covariance like done in [30] by using the unscented transform.
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Fig. 3. To give a deeper insight regarding possible result variations, the plots show evaluation results for the nuScenes trainval dataset per scene, whereas the blue boxes correspond to the results using Doppler velocity and the black boxes without. Note, that the axis units for the position RMSE are given in meters and for the angular RMSE in degrees.