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Abstract—In the manufacturing industry, spray painting is often an important part of the manufacturing process. Especially in the automotive industry, the perceived quality of the final product is closely linked to the exactness and smoothness of the painting process. For complex products or low batch size production, manual spray painting is often used. But in large scale production with a high degree of automation, the painting is usually performed by industrial robots. There is a need to improve and simplify the generation of robot trajectories used in industrial paint booths. A novel method for spray paint optimization is presented, which can be used to smooth out a generated initial trajectory and minimize paint thickness deviations from a target thickness. The smoothed-out trajectory is then projected to the geometry and used as a paint deposition model. After generating an initial trajectory, the position and duration of each trajectory segment are used as optimization variables. The primary goal of the optimization is to obtain a paint applicator trajectory, which would closely match a target paint thickness when executed. The algorithm has been shown to produce satisfactory results on both a simple 2-dimensional test example, and a non-trivial industrial case of painting a tractor fender. The resulting trajectory is also proven feasible to be executed by an industrial robot.

Note to Practitioners—The work is motivated by the need to generate well-performing robot trajectories in robotized spray-painting booths. The described method applies to cases where robotic spray painting is to be used for painting a surface with an even layer of paint at a specified thickness. The method generates and optimizes robot trajectories and is shown to be able to generate a satisfactory paint cover for simple test cases as well as more realistic industrial cases. For a user it could be implemented as is, or be obtained as a standalone service, but there are some prerequisites that need to be fulfilled to make use of the optimization method. It is assumed that the surface to be painted is available as a CAD-model and that physical testing has been performed to determine the characteristics of the paint and nozzle. These physical tests amount to spraying paint on a flat piece of material at a few different distances from the surface and measuring the cross section of the paint thickness. The resulting trajectory can be executed on any industrial painting robot that can handle linear motion commands.

Index Terms—Industrial robots, manufacturing automation, robot motion, spray painting, trajectory optimization.

I. INTRODUCTION

Spray painting has been used for more than a century as an efficient way to apply an even layer of paint to details and parts of all sizes. Initially this was a purely manual process, using airbrushes or other handheld devices. Manual spray painting is still used, even in industries which are otherwise highly automated. However, a significant part of industrial spray painting is now automated. The degree of automation is bound to increase, since it is one of the key drivers for increasing quality and lowering costs [1]. Early automation developments included automated linear spray systems, which have advanced to the fully automated and robotized spray-painting booths used in many industries today.

Robotic spray painting is a commonly used painting technique in highly automated production processes, such as in the automotive industry. Often a manual teaching pendant is used to time-consumingly generate robot trajectories. By simulating the process offline, it is possible to create tools that simplify the work for a spray-painting engineer. Accurately simulating the resulting paint thickness for a given robot trajectory and providing this as feedback to the operator, makes it possible to modify and improve robotic trajectories before, or ideally instead of, physical testing.
After an accurate forward simulation of a process is achieved, the focus is generally shifted towards solving the inverse problem. In this case, where the forward simulation finds a resulting paint thickness for a given robotic painting trajectory, the inverse problem becomes finding a painting trajectory given a desired paint thickness. More precisely, the problem could be stated as follows: given a desired paint thickness and a triangulated model of a fixed geometry to be painted, find a painting trajectory that when executed produces a paint thickness that as closely as possible matches the target thickness. The optimization problem was described in [2] where an initial trajectory was assumed to be previously generated. This paper aims to provide a more complete description of the process of going from a specified surface to be painted, to executable robot trajectories. To achieve this, the initial trajectories, which are an important starting point of the optimization, need to be generated with a focus on the feasibility and structure of the trajectory. The initial curve generation is done by covering a rectangular area with a sweeping curve using a specified sweep width, projecting this curve onto the specified surface, and finally modifying the curve with extra waypoints and extended sweeps.

Apart from the paint thickness objective, there are some additional requirements placed on the final trajectory. These mainly relate to executability. It is also important that the generated trajectory lies within the set of parameter combinations, where the chosen projection-based paint deposition model gives accurate results. This is an accuracy problem, which is not easy to specify or include in the optimization problem, since there are no strict borders of the feasible region. Some parameters behave quite regularly and predictably. For example, the linear scaling of the projection profile with increasing perpendicular distance to the target has been experimentally verified. For other parameters the accuracy degrades rapidly, for example when approximating the paint deposition on parts of the geometry with very high curvature. These problems are handled in the cost function by penalising several deviation measures from the feasible initial trajectory.

Related problems within the area of robotics that have been extensively studied include trajectory generation for point-like features, such as spot welding [3]. It also includes curve following applications, such as lay down of sealant material, where the curve is already defined by the seam between the sheet metal parts [4]. The added complexity of features with higher degrees of freedom and higher model uncertainty makes the optimization of paint applicator trajectories a comparatively harder problem to solve. The overall goal is to formulate a paint thickness optimization problem that accurately captures the behaviour of the physical system.

The main contributions of the work presented in this paper can be summarized as follows:

- Generating solution trajectories that are feasible to directly execute on industrial painting robots.
- An algorithm for generating initial spray painting trajectories, that cover the surface with sufficient paint, while having a simple topology with few or no intersections and twists.
- Incorporating an accurate paint deposition model in the trajectory optimization based on experimental data.

Just as it is important for the optimization problem to accurately capture the physical system, it also has to be solvable within reasonable execution times. This is something that will be application dependent. The trajectory optimization has initially been used in an offline stage, meant to be used in a setup stage of an industrial painting line. In an offline stage, short execution times are not critical. Instead, computationally expensive droplet tracing algorithms can be used in a post processing step to verify or improve the solution trajectories. Using the optimization problem formulation presented in this paper, solutions are found in a matter of minutes even for reasonably complex industrial cases. This opens up the possibility of using the solution trajectories in low batch size painting booths, where incoming objects are scanned in connection with their arrival at the painting booth.

The proposed iterative optimization procedure is shown to produce an even paint thickness for typical non-trivial industrial use cases of robotic paint coating, and the proposed paint deposition model has been tuned to closely match physical experiments of rotary bell applicators. Additionally, later stages of the development have been performed in parallel with physical testing in order to be able to handle practical considerations for typical cases. The optimization problem is specialized for spray painting applications, but the proposed problem formulation is quite general and could be applied in similar situations with a defined goal function over a continuous surface. Similar applications might include automated cleaning of non-trivial surfaces or refining a laser measurement mapping of a complex geometry.

Some background and motivation for the work as well as a brief summary of previous work and contributions can be found in Section II. A description of the overall problem to be solved is given in Section III, along with an overview of how the work presented here fits into a modularized workflow to find a solution. The method for generating initial painting trajectories is described in Section IV, while the paint optimization problem is defined in Section V. Plots of the resulting paint thickness when running the optimization on a simple test-geometry, as well as an industrial case of a tractor fender to be painted, are presented in Section VI. A discussion about the method, model and the results can be found in Section VII. Finally, some conclusions and recommendations for further research are given in Section VIII.

II. BACKGROUND

Paint deposition modelling is a field which has received attention from both industry and academia, and multiple different models have been developed and are used in different settings. These models include simple cover checking, projection methods using for example a composite Gaussian formulation [5], or even full dynamic simulation of electrically charged paint droplets dispersed from a rotary bell nozzle [6]–[9].

In the general case, to accurately simulate the paint thickness produced by a given paint applicator trajectory, a set of
coupled non-linear differential equations needs to be solved. Such a computationally expensive simulation is infeasible to be used directly in an optimization routine. But it is possible to simplify the paint deposition problem, and we are satisfied to find a reasonable approximation to the resulting paint thickness. This is done by fitting parameters to experimentally found thickness measures of simple test trajectories. The simplified deposition model is based on projecting a footprint profile onto a target geometry. This experimentally verified model is reasonably accurate in a region of parameter values, as long as they do not deviate too much from the different sets of parameters used to tune the model. The initial trajectory is assumed to be in this feasible region. During the optimization the deviations from the initial trajectory is limited to ensure that the final solution is within a region of acceptable model accuracy. The main parts of the paint projection method is described in Section V, and a thorough explanation can be found in [10]. The necessary calculations can be divided into a paint flow calculation and a paint projection scaling.

Optimizing or creating a painting trajectory, given a representation of a geometry, has been a research topic for many years. Examples of contributions in the area from the early ‘90s include both trajectory planning for uniform circular paint deposition on early CAD-models [11], and more analytical treatment of the underlying functions in the optimization problem [12]. Later work has expanded this to more general surfaces, while still focusing on finding an optimal overlap for adjacent sweeps. A common method, where intersecting planes parallel to the bounding box of the surface generate the painting trajectory, is outlined in [13]. The same technique is used in [14], but an additional post-processing step is introduced in order to achieve uniform overlap between adjacent passes on surfaces with heavy curvature. In [15] the proposed method produces a painting trajectory on a triangulated 2D surface by computing curves with minimized geodesic curvature, and a comparison to the method of intersecting planes is performed. An integer programming approach is described in [16], while [17] outlines a constrained multi-objective optimization problem for achieving uniform thickness while minimizing both cycle time and material waste.

More recent work on optimizing trajectories for thermal spraying [10] has directly influenced the formulation of the trajectory optimization problem presented here. However, in this paper a more accurate paint projection profile is directly included into the optimization problem, with the parameters of the deposition model tuned to physical experiments. The objective function is also extended to model more precise behaviour of the physical robot system, which will execute the solution trajectory.

III. PROBLEM DESCRIPTION

The painting trajectory optimization approach presented in this paper has been developed and refined during a project called SelfPaint, where the goal is to automate the full process of spray-painting parts in a painting booth [18]. The overall problem is to handle an incoming geometry to be painted, with the goal of automatically finding a robot trajectory that can be executed in the painting booth. The resulting paint coverage should closely match the target thickness and always be within specification.

The trajectory optimization has been included as one of the modules of the self-programming painting cell. The full SelfPaint workflow [19] also includes earlier modules such as point cloud scanning with CAD model fitting, and later modules that include physics-based simulations as well as physical testing and verification.

The following two sections describe the initial curve generation and the optimization problem definition, but first some notations and concepts that will be used later are briefly introduced. The applicator trajectory that is generated and then optimized is assumed to be piecewise linear. The sketch of a paint applicator trajectory seen in Fig. 1, shows how a typical robotic paint trajectory is defined. The trajectory consists of trajectory segments, each one starting and ending in a waypoint with specified values for applicator position and orientation. It is these waypoints along with the segment durations that are modified in order to obtain a satisfactory paint coating.

IV. INITIAL CURVE GENERATION

The trajectory optimization can be initialized using any defined curve, which could be manually specified. But in order to automate the process of finding a trajectory for a specified surface, this initial curve needs to be algorithmically generated. The initial curve generation does not need to find a perfect applicator trajectory, but the generated initial curve still needs to have some positive traits, all of which might be difficult or impossible for the subsequent optimization to fix. The main points in this regard are: i) It needs to cover the surface with sufficient paint. ii) It should have a simple topology with few or no intersections and twists.

For the latter, we decided to follow the typical paint program pattern of having a sequence of sweeps. Each sweep has relatively low curvature, starts at one edge of the surface and ends at the opposite edge. After turning around at the edge, possibly both outside the surface and with the painting turned off, a new sweep follows parallel to the previous sweep but in the opposite direction. The distance between subsequent sweeps should be kept around a user specified value, based
Fig. 2. Illustration of the steps when generating the initial curve. The spherical pivot markers, $\Theta$, are used to indicate the position and orientation of the projected points. In the first figure the points are initialized on the initial rectangle, shown in light gray. In the next two figures they are projected onto the triangulated surface, $S$, or its extension. Green points indicate paint nozzle positions at each waypoint, given by moving projected points a certain offset in the surface normal direction. The light green piecewise linear curve indicates the path the paint nozzle would follow when executing the painting instruction.

Fig. 3. Sketch of a simplified case of the pseudo projection method for a point, $p$, with parallel planes and right angles for the ray tracing direction, $n$, and the search direction, $u$. The surface, $S$, to be painted is here divided into an inner part, with small variations of the surface normal, and the edge effect area, which could have large surface normal variation and is avoided for surface normal calculations. The magnified circle represents the calculation of stable surface normals. Sampled surface normals shown as gray arrows in the shaded edge effect area are too close to the surface boundary and are not included in the calculation. The remaining samples, shown as black arrows, are used to calculate the new normal, $\tilde{n}$.

A. Algorithm Description

We are given a triangulated surface $S$ to be painted, and a user-defined point and normal direction that together specify a plane $P$. We further have access to an efficient implementation of a ray tracing projection operator $P_S(p, v)$, that given any point $p$ and direction $v$ computes the point on $S$ closest to $p$ along the line $\{p + \alpha v, \alpha \in \mathbb{R}\}$, if any such points exist. If no ray tracing projection onto $S$ is found, we say that $p$ is outside $S$.

The user may also influence the algorithm with the following parameters, which also are represented in Fig. 2a and Fig. 3.

- $w_{\text{sweep}}$, the required distance between consecutive sweeps.
- $d_{\text{max}}$, the maximum allowed segment length.
- $d_{\text{edgeMax}}$, the maximum distance to the surface edge for keeping waypoints outside the surface.
- $d_{\text{edgeOffset}}$, the required distance to the surface edge for interior waypoints to be considered stable for normal estimation.
- $r_{\text{cyl}}$, a radius/distance used for surface normal smoothing.

With these input data and tools, the following steps, which are described in detail below, outline the method:

1) Compute a rectangle $R$ on the plane $P$, onto which all surface points can be orthogonally projected. Generate a regular raster-based curve $C_R$ on $R$.
2) Project each sweep of $C_R$ onto $S$ in a generalized sense to be defined in Section IV-B.
3) Modify the sweep to properly fit $S$.

The results after each of these steps are shown for a model example in Fig. 2. A simplified representation of the second step of the algorithm, along with a schematic description of most parameters can be found in Fig. 3.

Step 1: All surface mesh vertices of $S$ are orthogonally projected onto the plane $P$, and a rectangle $R$ is created on $P$ containing all projected points with a certain margin.
A curve $C_R$ is created as a simple raster, i.e., the sweeps are straight lines, spaced $w_{\text{sweep}}$ apart, along one of the rectangle directions. The segment length is uniform and chosen as large as possible without exceeding $d_{\text{max}}$.

**Step 2:** Each sweep of $C_R$ is projected onto $S$ in a generalized sense. A key concept is whether a point is feasible. This means that it is possible to compute a pseudo-projection onto $S$, as described in Section IV-B. For now, it is enough to point out that it does not only include points that actually project directly onto the surface using $\mathcal{P}_S$, but the pseudo-projection also extends outside the surface. The reason to allow points that in effect project outside the surface, is that these points also contribute paint to the surface, in particular close to surface edges.

**Step 3:** In steps 3a-d the sweep is modified to fix cases where consecutive waypoints are too close or too far apart, and to move the endpoints to the boundary of the feasible area.

**Step 3a:** Sequences of infeasible waypoints are removed at both ends of the sweep, while feasible points are projected onto $S$ or its extension using pseudo projection. Sweeps where less than two points are feasible are discarded altogether. For interior non-feasible points, due to holes for instance, a new position is computed from neighbouring feasible points by linear interpolation.

**Step 3b:** The end points of the sweep are maximally extended tangentially while maintaining feasibility, i.e. extending them slightly further would render them infeasible.

**Step 3c:** Waypoints closer than $d_{\text{max}}/2$ to each other are recursively merged until no such too-short segments remain. Merging of two waypoints is done by first replacing them with their average. If this new point is feasible, its pseudo projection is used, otherwise it is kept unchanged. An exception applies when one of the original points is an endpoint of a sweep. In that case, the endpoint is used, and the other waypoint point is discarded.

**Step 3d:** Segments longer than $d_{\text{max}}$ are recursively divided into two segments until no such segments exist. Segment division is done by inserting a new point in the middle of the segment, and pseudo projection is applied to the new point if feasible.

### B. Computing Normals and Pseudo-Projection

When a ray tracing projection is successful, the underlying surface model provides a surface normal at the projected point. A rather abrupt change in normal direction could be caused by natural irregularities of the surface, or at points close to the surface edges, where there is usually a flange, or an area with large curvature. This will lead to possibly large fluctuations of the normal, which from a painting perspective is something we would like to avoid. As previously discussed, we would also like to be able to project down points even if they are outside the surface. These are the main motivations for the pseudo-projection operation described below and shown in Fig. 3; to stabilize the surface normal computation against edge effects and small surface variations, and to extend the computation outside the surface.

Conceptually, the aim of the pseudo-projection and normal calculation is to reliably handle the projection of points, even if they like point $p$ in Fig. 3 project outside the surface onto the surface extension. The calculation should also handle points that project onto an area close to the edge, referred to in the figure as the edge effect area, and shown as a gray shaded area. For these cases, we want to find a point $p'$ that projects onto the inner part of the surface, where a stable normal can be calculated, and use this normal instead. The three surfaces seen in the figure, the inner surface, the edge effect area, and the surface extension, are not well-defined. They are rather meant to give a simplified, but useful, mental picture of how the user parameters specified in Section IV-A affect the ray tracing and line search steps presented in this section.

For each point $p$ that we try to project onto the surface during the various phases of the method, its orientation is described by a right-handed orthonormal frame $(t, b, n)$. The tangent, $t$, points along the direction of the curve, and the normal, $n$, typically points toward the surface. The bi-direction, $b$, is uniquely determined by the other two: $b = n \times t$. For points of the initial raster curve $C_R$, $n$ is given by the user-defined normal direction of $\mathcal{P}$ and $t$ is given as the sweep direction. For all subsequent points, $n$ and $t$ are outputs of the pseudo-projection algorithm as described below.

The main idea behind computing stable normals is to avoid edge effects by only using surface points on the inner part of $S$, or to otherwise use the closest such point. To do this we introduce a concept of edge distance $d_{\text{edge}}(p, u)$ to the surface edge $\partial S$, given a point $p$ and a direction $u$. The edge distance is calculated using a simple line search along $u$ based on ray tracing projections along the direction $n$, see the simplified sketch in Fig. 3. The search finds the transition point between being on or outside $S$. For simplicity we only consider the search directions $u = \pm t$ and $u = \pm b$. For a point outside $S$, we require that $d_{\text{edge}} < d_{\text{edgeMax}}$ for some of the four directions, otherwise the point is deemed infeasible. If $d_{\text{edge}} < d_{\text{edgeMax}}$ for some directions, or $p$ is on the surface but $d_{\text{edge}} < d_{\text{edgeOffset}}$ for some directions, we search along these directions to the surface interior for a new point $p'$ such that $d_{\text{edge}} > d_{\text{edgeOffset}}$ for all directions. If this is not possible, $p$ is deemed infeasible.

The new interior point $p'$ is the basis for the surface normal computation, but to make the calculation more robust, we also sample 8 points on the tangent plane spanned by $p', t$ and $b$, uniformly sampled at distance $r_{\text{cyl}}$ from $p'$. Points that are closer than $d_{\text{edgeOffset}}$ to the edge are discarded, see Fig. 3. The remaining normals are fed into a simple cluster algorithm, with the aim to avoid the influence of outlier normals when averaging.

After a new normal $\tilde{n}$ has been computed according to above, a new tangent is given by

$$\tilde{t} = t - (t \cdot \tilde{n})\tilde{n}.$$ 

The projected point is given by

$$\tilde{p} = p + d\tilde{n},$$

where $d$ is the distance between $p'$ and its projection on $S$. The point $\tilde{p}$ and the unit vector $\tilde{n}$ combined are the result of a successful *pseudo projection* of the right-handed orthonormal frame $(t, b, n)$ onto $S$. 
C. A Modified Method

The procedure described in Section IV-A has one major drawback. If the surface has a slope with respect to \( P \) in the direction perpendicular to the sweep directions, the distance between sweeps will increase after projection. This is illustrated in Fig. 4a. The way we deal with this is to use the projection method to create only a single, stable sweep. This sweep is then propagated sideways in both directions at proper distances. Each waypoint in the new sweep is moved in a direction perpendicular to both the normal direction and the mean of the direction of the incoming and outgoing segments. Thereafter, the sweep is pseudo projected and modified according to Section IV-A. The result of the modified method is shown in Fig. 4b. Here the sweeps cover the full surface, and they are more evenly spaced. This is a simpler version of the same basic method employed by [15], where an advanced geometrical analysis is used to pick the first sweep.

V. OPTIMIZATION PROBLEM DEFINITION

After generating initial trajectories, the next step is to formulate an optimization problem that modifies the trajectory waypoints, in order to produce an even paint cover matching the target thickness. The problem is formulated as a continuous non-linear optimization problem, and the general form of the optimization problem can be stated using the following notation:

\[
\min_{x \in X} J(x),
\]

such that \( g(x) \geq 0 \),

\( h(x) = 0 \).

The cost function, \( J \), is minimized over the variable space, \( X \), to find optimal variable values, \( x \), while fulfilling both inequality constraints, \( g \), and equality constraints, \( h \).

A. Variables

The variables in the optimization problem consist of all segment durations and all waypoints of the painting trajectory, including the direction of the applicator nozzle. This is described as a quaternion along with time durations of each segment between two consecutive waypoints. The notation used is \( x \) for waypoint positions, \( q \) for quaternion applicator directions and \( \Delta \tau \) for segment durations. Here the notation is fully indexed for both \( n \) number of applicator waypoints and the variable dimensions at each waypoint, but often a simplified notation will be used, where one or more indices are dropped.

\[ x_{i,j}, \quad i \in \{1, \ldots, n\}, \quad j \in \{1, \ldots, 3\}, \]
\[ q_{i,j}, \quad i \in \{1, \ldots, n\}, \quad j \in \{1, \ldots, 4\}, \]
\[ \Delta \tau_i, \quad i \in \{1, \ldots, n - 1\} \]

The index \( j \) is used for the three spatial dimensions of the position and the four quaternion values that specify the orientation.

B. Goal Function

The goal function combines different aspects of what an optimal trajectory should fulfill. The main consideration is to obtain a paint thickness that matches the target thickness as closely as possible for all areas of the painted geometry. The paint projection used to calculate the paint thickness is exemplified by Fig. 5 and consists of a reference paint thickness which is projected to the target geometry. The reference thickness is a radially symmetric spline curve that can be fitted to experimental data of spray painting along a straight line, by reversing the integration exemplified by the projection distributions of Fig. 6.

Apart from the paint thickness, there are other aspects of the applicator trajectory which also need to be included in the goal function, in order to obtain a trajectory that is executable. The goal function is therefore a sum of \( J_{\text{paint}} \), which relates to the paint thickness objective, and \( J_{\text{path}} \), which includes all costs related to the applicator trajectory.

The part of the objective function related to paint thickness is the sum of squared paint differences compared to the desired paint thickness \( T_{\text{ref}} \):

\[
J_{\text{paint}} = \sum_k A_k (T(p_k) - T_{\text{ref}})^2.
\]
Fig. 5. Representation of the main components of the paint projection. The position of the modeled point source effects how the footprint profile is projected to the static geometry. The figure shows notations for spray cone distances and angles, a TCP-centered coordinate system as well as the position and normal vector of a point on the static geometry.

Here \( T(p_k) \) is the paint thickness at node \( p_k \) of the surface, and \( A_k \) is the surface area represented by \( p_k \). The regions \( A_k \) must partition the surface, and there are multiple such representations that could be used. The partitioning has been implemented using triangle vertices as nodes, and a third of the sum of the area of all triangles connected to the vertex as the corresponding area.

The goal function concerning the applicator path, \( J_{\text{path}} \), consists of a weighted sum of objectives. It includes the squared difference of consecutive waypoints for the position and orientation of the applicator nozzle as well as the total duration of the application motion,

\[
J_{\text{path}} = \sum_{i=1}^{n-1} \sum_{j=1}^{3} (x_{i+1,j} - x_{i,j})^2 + \sum_{i=1}^{n-1} \sum_{j=1}^{4} (q_{i+1,j} - q_{i,j})^2 + \sum_{i=1}^{n-1} \Delta t_i.
\]

The positional and orientational objectives act similar to spring forces, evenly distributing points along the trajectory. The weights \( w_x \) and \( w_q \) determine how much changes in position and orientation along the trajectory are penalised. These minimization terms guide the search towards a trajectory that will be easier for a robot to execute. Smoothing changes between segments is also beneficial for the accuracy of the projection model, which is calibrated using long sweeps with constant velocity.

Including durations in the objective function makes it possible to prioritize short execution time by increasing the corresponding weight \( w_t \). This constraint also has the added benefit that it will directly affect the amount of paint consumed when executing the trajectory, since the primary use case is an applicator with constant paint flow. Handling changes of paint flow at discrete trajectory points has also been implemented, but will not be further addressed here.

The paint thickness calculation is performed for each node of the target geometry, by integrating the amount of paint that each node receives over the span of the painting trajectory. Assuming the velocity of the paint applicator nozzle is constant over a single segment between waypoints, the paint thickness calculation is a sum of local paint flow contributions

\[
T(p_k) = \sum_{i=1}^{n-1} \left( \Delta t_i \sum_{\ell} \Delta T(x_{\ell}, p_k) \right).
\]

Here \( \Delta t_i \) is the segment time and \( \Delta T(x_{\ell}, p_k) \) is the calculated paint thickness contribution at a point \( p_k \), on the geometry for a paint applicator with its tool center point (TCP) at \( x_{\ell} \). The summation over index \( \ell \) consists of the subdivision of each segment according to a user supplied time step. This thickness calculation can be seen as a discrete version of integrating a brush function \( B(x, p) \) over the continuously parametrized path \( x(s) \),

\[
T(p) = \int B(x(s), p) ds.
\]

The brush function, \( B(x, p) \), uses the current position of the applicator TCP, \( x \), calculates the projection source point, \( x_{\text{src}} \), and projects a footprint profile, \( f(r) \), down on a specified point, \( p \), on the fixed geometry. The footprint profile used here is an experimentally fitted curve of spline functions that tries to approximate the paint distribution obtained when spraying in a line over a flat surface at a specified distance, see Fig. 6. The brush function calculation consists of three parts, the footprint profile, a scalar product of the surface normal and the direction of the applied paint, and finally a scaling factor,

\[
B(x(s), p) = f(r)(-v_{\text{normal}} \cdot \overrightarrow{px}) \left( \frac{d}{d} \right)^2.
\]

Here, \( d \) is the distance in the \( z \)-direction from the projection source to the current point on the geometry, with surface normal \( v_{\text{normal}} \), see Fig. 5. The vector \( \overrightarrow{px} \) represents the vector of the applied paint, which is a scaled vector from the position of the applicator projection source \( x_{\text{src}}(s) \) to the point \( p \) on the geometry,

\[
\overrightarrow{px} = \frac{p - x_{\text{src}}(s)}{d}.
\]

Describing the projection method in a bit more detail, it starts by defining a projection cone. This gives a reasonable approximation to the deposition of paint for a range of distances to the target geometry. The paint applicator is modelled as a point source a distance \( d_{\text{src}} \) behind the TCP of the applicator, see Fig. 5. This distance \( d_{\text{src}} \) is calculated by using two defined points on the cone, one at the edge of the footprint profile and one point closer to the TCP. Using an \((r, z)\)-plane with the TCP as origin, these two points are described by their displacements from the TCP, \((r_{\text{far}}, d_{\text{far}})\) and \((r_{\text{near}}, d_{\text{offsrc}})\) respectively. The displacement values can be used to calculate the angle of the
projection cone,
\[
\tan \theta = \frac{r_{\text{far}} - r_{\text{near}}}{d_{\text{ref}} - d_{\text{offset}}},
\]
which makes it possible to find the distance from the TCP to the point source,
\[
d_{\text{src}} = \frac{r_{\text{near}}}{\tan \theta} - d_{\text{offset}}.
\]

The distance \(d_{\text{src}}\) from the point source to the reference footprint profile is calculated and is used when projecting the footprint profile to the target geometry,
\[
d_{\text{sr}} = d_{\text{src}} + d_{\text{ref}}.
\]

\section*{C. Constraints}

The solution is improved in an iterative procedure with an upper bound on how much each variable can change between iterations. These limitations are set using box bounds, lower and upper limits of the variables \(x_{i,j}\), \(q_{i,j}\) and \(\Delta t_i\) that are modified at each iteration. There are also absolute upper and/or lower limits on most included variables, for example segment durations, along with constraints limiting a number of derived properties. These include limits on velocity, step length, deviations from a target distance from the geometry, applicator angle deviations from the surface normal and constraints to keep all quaternions normalized.

Selecting in what way the variables should be constrained is important, since the solver will be able to exploit inaccuracies in the model or cost function. As an example, the accuracy of the deposition model is only satisfactory in a region of parameter values around the combination of parameters where it was experimentally verified. If it was experimentally tested at a painting distance of 400 mm, then it might only be sufficiently accurate for distances in the range 300-600 mm. Another, more exploitable, issue is that the model is most accurate when the applicator direction is perpendicular to the surface. Without constraining the trajectory, the optimizer will find solutions with the applicator down close to and almost parallel to the surface, where the deposition cone is spread out over a larger area.

\section*{D. Optimization}

With the problem formulated as a continuous non-linear optimization problem, a solution trajectory is found by using an interior point non-linear solver, IPOPT [20]. Ideally the optimization would be run to convergence, since this would represent a trajectory where, given user supplied preferences of weights, the different parts of the objective function are optimally balanced against each other. The weights in the objective function can be used to guide the optimization, but we also want to make use of information contained in the initial trajectory. Assuming the initial trajectory is generated to be feasible, both in terms of executability and model accuracy, limiting deviations from it is beneficial with respect to both of these aspects. The solver is run for a fixed number of iterations, in order to improve the initial solution, while keeping the solution in the feasible region. The deviation limits of each variable are reset in each run of the optimization, allowing...
Fig. 7. Test case of a square plate with a side length of 1.0 m, an initial path with a sweep width of 180 mm, and a target thickness of 50 μm. The figures show from left to right the resulting paint thickness for the initial trajectory with a constant velocity, the thickness after applying a speed optimization but leaving the path unchanged, and after performing a full optimization where the trajectory points are also allowed to move.

Fig. 8. Industrial test case of tractor fender to be painted, along with a representation of an example of an initial path.

the trajectory to iteratively improve, even if the deviations are strictly limited in each iteration. The execution time for a single iteration increases with the size of the trajectory and the complexity of the geometry, which is why limiting the number of optimization steps is included as an option. This non-convergence in each iteration is not optimal but can be seen as a tolerable trade-off, especially when viewed as a local update of deviation limits during the iterative improvement of the trajectory.

VI. RESULTS

A number of test cases have been setup to validate the accuracy of the process simulation and optimization. As an academic test example, to exemplify the performance of the optimization, a simple square plate is used. Fig. 7 shows an initial trajectory with a sweep width of 180 mm, where the typical banded thickness of the dual peak applicator function can be clearly seen. After optimizing the speed along the trajectory, the thickness differences are clearly reduced, but the banded structure is still clearly visible. Finally utilizing full optimization, where the trajectory points are also allowed to be moved and reoriented during the optimization, the result is further improved and most of the banded structure of the resulting paint thickness is smoothed out. As previously discussed, points outside the geometry can still contribute paint to the surface. Here we can see that the optimization solver has moved the top and bottom sweep away from the geometry. The sweeps are still contributing paint to the surface, but this might be a sign that it is possible to achieve a similar paint coverage even if the number of sweeps is reduced.

An example of an industrial case is seen in Fig. 8 where a CAD-model of a tractor fender is used as the target to be painted. Also visible in the figure is an example of an initial path, which consists of a few sweeps, curved around the geometry. The paint thickness obtained for an initial trajectory with four sweeps can be seen in Fig. 9 along with the thickness obtained after running the optimization. The optimized trajectory has a similar shape as the initial trajectory with most of the points only moved short distances. It also produces a paint thickness that for almost all regions of the target geometry is close to the target thickness of 50 μm.

A comparison between the projection-based deposition model described in this article and physical painting experiments is provided in Fig. 10. We refer to [19] for an explanation of the physical testing setup, while providing an overview of the results here. The graphs show that the optimization model has, based on the projection-based deposition model, provided a painting trajectory which gives a fairly uniform paint thickness close to the target of 50 μm. However, for measurement lines L4, L5, and L6 the agreement with the physical experiments is less than desirable. This was found to be due to the fact that the applicator gave a radically different
footprint when painting on a much narrower surface than the one painted when obtaining the footprint profile (which was a $1 \times 1$ metre plate). Furthermore, in the experiments there is an electrostatic effect which draws the paint towards the edge of the surface even when painting outside of it. This effect is also not captured by the projection-based deposition model and therefore the optimization model is unable to compensate for it. This effect can be observed clearly at the end of measurement line L6. This is an area where the painting trajectory turns outside of the surface such that the projection footprint does not hit the fender, but in the physical experiments the paint is accumulated on the edge of the fender due to the electrostatic effect. A discussion about these edge cases can be found in Section VII, and handling them is one of the main goals of later physics-based simulation modules in the SelfPaint workflow [18].

VII. DISCUSSION

Both physical and virtual experiments found the results to be fairly insensitive to changes to the positional and orientational penalty weights $w_x$ and $w_q$, or to the box bounds in the optimization model. Given an initial path that covers the surface and a normal industrial painting robot, these parameters do not need to be tuned in order to achieve an executable trajectory that gives uniform thickness. However, the parameter $w_t$, which penalizes the total time of the trajectory, may affect the result of the optimization drastically. A value that is too large will give a shorter execution time for the path, but at the cost of paint uniformity, and therefore this parameter should be tuned depending on the desired result.

How trajectories are formulated and how the initial curve is generated will affect the final result. The optimization step cannot alter the main outline of the initial curve. If the sweep width is chosen too large for instance, there will not be enough paint everywhere on the surface after optimization. Choosing too long segments will provide too few waypoints and too little flexibility for the optimization step. Too short segments, on the other hand, may lead to erratic behaviour. There is a fairly big window for the maximum segment length where the final result is not significantly affected. The same can be said for other moderate variations of the initial curve.

The modified version of the initial curve generation algorithm suffers from one potential problem. When propagating the first sweep forward and backward, small irregularities, like bending, tend to be accumulated and increased. This problem is addressed in [15], and is the motivation for using a start curve with low geodesic curvature that in effect splits the Gaussian curvature in two equal parts. The same principles could be used to select the best projected sweep. Another possible improvement could be to generate the full set of sweeps, and moving them closer to each other whenever they are too far apart. A few new sweeps might still have to be added at the ends, but clearly fewer than in the present method.

The painting trajectories have been modeled as a piecewise linear curve where the waypoints are used as optimization variables. In reality, a robot trajectory will often be smoothed out in the vicinity of waypoints to avoid the robot stopping at each waypoint. Larger deviations from the piecewise linear trajectory will typically further smooth out the velocity profile of the movement. One possible extension will be to more closely model the robot trajectory and incorporate additional robot code parameters into the trajectory optimization and generation, making use of previous work on robot controller modelling [21].

The projection-based deposition model used in the optimization has accuracy limitations, that in some cases might significantly affect the final result. It is therefore an ongoing
work to make use of more accurate physics-based simulations of the paint deposition, to further improve the applicator trajectory. The proposed workflow is to use the projection-based optimization to improve the geometric path of the applicator, and then use results from the physics-based deposition model to further improve the velocity profile along the path. The last step is particularly important in order to compensate for changing footprints along the geometry, due to for example electrostatic effects, which the projection-based deposition model does not capture.

In the presented method, there is no inherent time dependent behaviour of the paint application process. In reality, such application dependent processes must be considered. For example, it is often desirable to paint neighbouring regions within a limited time frame. Also, the number of second passes over an area are often minimized in order to avoid degrading the surface finish. For future work, this is an interesting extension, to try to model the time dependent behaviour.

The proposed optimization method is able to find a solution that satisfies many of the overall goals of a painting instruction. Its search is guided by generated initial trajectories that manage to cover the surface while minimizing intersections and twists. The optimization method makes use of a paint projection method, which has been accurately tuned to physical experiments on flat surfaces. The solution trajectories are feasible and have been executed on robots in an industrial test case to perform a physical evaluation of the results. The evaluation shows good agreement with physical results, especially in low curvature areas, while high curvature and edge effects are not fully captured with the presented method.

Going forward, the goal is to increase the usability and accuracy of the paint deposition model. The presented results show feasibility of the method, and that it can be used to generate implementable solutions. When the resulting trajectory is evaluated using the projection method, the result is very promising. This shows that the optimization itself is not a significant cause of paint thickness deviations. For a given paint deposition model the optimization manages to find good solutions. It is however important to try to limit the possibility of the optimization algorithm taking advantage of weaknesses in the projection method. The accuracy of the paint deposition model will directly affect the resulting paint thickness. Physical testing for a large set of industrial cases will be needed to further evaluate deposition models and design choices in the optimization. Determining and handling problem cases with high paint thickness deviations will aid further development of the optimization workflow.

VIII. Conclusion

The proposed optimization method is able to find a solution that satisfies many of the overall goals of a painting instruction. Its search is guided by generated initial trajectories that manage to cover the surface while minimizing intersections and twists. The optimization method makes use of a paint projection method, which has been accurately tuned to physical experiments on flat surfaces. The solution trajectories are feasible and have been executed on robots in an industrial test case to perform a physical evaluation of the results. The evaluation shows good agreement with physical results, especially in low curvature areas, while high curvature and edge effects are not fully captured with the presented method.

Going forward, the goal is to increase the usability and accuracy of the paint deposition model. The presented results show feasibility of the method, and that it can be used to generate implementable solutions. When the resulting trajectory is evaluated using the projection method, the result is very promising. This shows that the optimization itself is not a significant cause of paint thickness deviations. For a given paint deposition model the optimization manages to find good solutions. It is however important to try to limit the possibility of the optimization algorithm taking advantage of weaknesses in the projection method. The accuracy of the paint deposition model will directly affect the resulting paint thickness. Physical testing for a large set of industrial cases will be needed to further evaluate deposition models and design choices in the optimization. Determining and handling problem cases with high paint thickness deviations will aid further development of the optimization workflow.
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