Criteria for partial entanglement of three qubit states arising from distributive rules
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Abstract
It is known that the partial entanglement/separability violates distributive rules with respect to the operations of taking convex hull and intersection. In this note, we give criteria for three-qubit partially entangled states arising from distributive rules, together with the corresponding witnesses. The criteria will be given in terms of diagonal and anti-diagonal entries. They actually characterize those partial entanglement completely when all the entries are zero except for diagonal and anti-diagonal entries. Important states like Greenberger–Horne–Zeilinger diagonal states fall down in this class.
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1 Introduction

The notion of entanglement from quantum physics is now one of the most important resources in current quantum information and quantum computation theory. Recall that a state is called (fully) separable if it is a convex sum of pure product states and entan-
gled if it is not separable. In multi-partite systems, the notion of entanglement depends on the partitions of subsystems to get various kinds of partial entanglement. In the tri-partite system with subsystems $A$, $B$ and $C$, we have three kinds of bi-separability, that is, $A–BC$, $B–CA$ and $C–AB$ separability according to the bi-partitions of the subsystems. We call those basic bi-separability. We will denote by $\alpha$, $\beta$ and $\gamma$ the convex cones consisting of all $A–BC$, $B–CA$ and $C–AB$ separable un-normalized states, respectively. In the three-qubit cases, the convex cones $\alpha$, $\beta$ and $\gamma$ are sitting in the real vector space of all three-qubit self-adjoint matrices, which is a 64-dimensional real vector space.

Many authors have considered the intersections and convex hulls for basic bi-separable states, which will be denoted by $\land$ and $\lor$, respectively. Note that the convex hull of two convex cones coincides with the nonnegative sum. After it was shown in [1] that a three-qubit state in $\alpha \land \beta \land \gamma$ need not to be fully separable as a tri-partite state, several authors have considered intersections and convex sums of the convex cones $\alpha$, $\beta$ and $\gamma$. See [2,3] for intersections of two of them and [4,5] for convex hull of them. See also [6–12] for further development in more general contexts. We recall that a tri-partite state is called genuinely entangled if it does not belong to $\alpha \lor \beta \lor \gamma$.

Very recently, the authors and Szalay [13] have considered the lattice, denoted by $L$, generated by three convex cones $\alpha$, $\beta$ and $\gamma$ with respect to the two operations of convex hull and intersection, and showed that this lattice violates the distributive rules. More precisely, it was shown that the following inequalities

\begin{align}
(\alpha \land \beta) \lor (\alpha \land \gamma) &\leq \alpha \land (\beta \lor \gamma), \\
\alpha \lor (\beta \land \gamma) &\leq (\alpha \lor \beta) \land (\alpha \lor \gamma)
\end{align}

are strict. We refer to [14,15] for general theory of lattices.

For a convex cone $C$ in a real vector space $V$ with a bi-linear pairing $\langle \cdot, \cdot \rangle$, the dual cone $C^\circ$ is defined by the convex cone consisting of all $y \in V$ satisfying $\langle x, y \rangle \geq 0$ for every $x \in C$. For given two self-adjoint matrices $x = [x_{ij}]$ and $y = [y_{ij}]$, we use the bi-linear pairing

$$
\langle x, y \rangle = \text{Tr}(xy^t) = \sum_{ij} x_{ij} y_{ij},
$$

where $y^t$ denotes the transpose of $y$. We recall that matrices in the dual cones play the roles of witnesses. For example, we have $\varrho \notin (\alpha \land \beta) \lor (\alpha \land \gamma)$ if and only if there exists

$$
W \in [(\alpha \land \beta) \lor (\alpha \land \gamma)]^\circ = (\alpha^\circ \lor \beta^\circ) \land (\alpha^\circ \lor \gamma^\circ)
$$

such that $\langle W, \varrho \rangle < 0$. See [11] for the details. We note that the following inequalities

\begin{align}
\alpha^\circ \lor (\beta^\circ \land \gamma^\circ) &\leq (\alpha^\circ \lor \beta^\circ) \land (\alpha^\circ \lor \gamma^\circ), \\
(\alpha^\circ \land \beta^\circ) \lor (\alpha^\circ \land \gamma^\circ) &\leq \alpha^\circ \land (\beta^\circ \lor \gamma^\circ)
\end{align}

\(\square\) Springer
are also strict, by duality.

The main purpose of this paper is to give criteria for the convex cones arising in the above inequalities (1)–(4) in the three-qubit cases. Criteria will be given in terms of diagonal and anti-diagonal entries. Criteria of such kinds have been considered for the convex cone $\alpha \lor \beta \lor \gamma$ in [16–18] to get sufficient conditions for genuine entanglement. Such criteria for $\alpha$, $\beta$, $\gamma$ and $\alpha^\circ$, $\beta^\circ$, $\gamma^\circ$ also can be found in [19, Proposition 5.2] and [20, Theorem 6.2], respectively, (see also Propositions 3.1 and 3.3 of [19]) from which we also get criteria for intersections like $\alpha \land \beta$ and $\alpha^\circ \land \beta^\circ$. Convex sums like $\alpha \lor \beta$ and $\alpha^\circ \lor \beta^\circ$ have been considered in [11]. Finally, we found criteria for the convex cones of the type $\alpha \lor (\beta \land \gamma)$ in [13] in the context of distributive rules. Therefore, we will concentrate on the convex cones of the following types

$$ (\alpha \land \beta) \lor (\alpha \land \gamma), \quad \alpha^\circ \lor (\beta^\circ \land \gamma^\circ), \quad (\alpha^\circ \land \beta^\circ) \lor (\alpha^\circ \land \gamma^\circ). $$

The whole convex cones of partially separable states we are considering can be drawn in the following diagram with the inclusion relations.

We also have the similar diagram for the dual cones consisting of witnesses.
We recall that a matrix is called $X$-shaped [21] if all the entries are zero except for diagonal and anti-diagonal entries. $X$-shaped states will be called $X$-states. Many important states like GHZ diagonal states belong to this class. If a three-qubit state is (partially) separable, then its $X$-part is also (partially) separable, and so any separability criteria for $X$-states will give rise to a necessary criteria for general three-qubit states. In this paper, we will give necessary conditions for three-qubit states (respectively, witnesses) to belong to convex cones listed in (5) [respectively, the dual of (5)] in terms of diagonal and anti-diagonal entries. Such conditions are also sufficient when states/witnesses are $X$-shaped. In particular, we will find lattice identities for the first and third convex cones in (5) when states/witnesses are $X$-shaped. See Corollaries 3.2 and 5.3.

After we collect known results for criteria in the next section, we will give criteria for the convex cones of the type $(\alpha \wedge \beta) \lor (\alpha \wedge \gamma)$ in Sect. 3, where we will also show that the lattice $\mathcal{L}$ is not complemented. Criteria for the types $(\alpha^o \lor (\beta^o \lor \gamma))$ and $(\alpha^o \lor \beta^o) \lor (\alpha^o \land \gamma)$ will be given in Sects. 4 and 5, respectively. In Sect. 6, we restrict our attention on GHZ diagonal states, to exhibit all GHZ diagonal states belonging to convex cones considered in the paper.

The authors are grateful to the referee for bringing their attention to GHZ diagonal states.

**2 Summary of the known criteria**

States and witnesses in the tensor product $M_2 \otimes M_2 \otimes M_2$ of $2 \times 2$ matrices may be written as an $8 \times 8$ matrices with respect to the lexicographic order of indices for subsystems. Then $X$-shaped states/witnesses are of the form

$$X(a, b, z) = \begin{pmatrix} a_1 & a_2 & a_3 & z_1 \\ a_2 & a_4 & z_2 & z_3 \\ a_3 & z_4 & b_3 & b_4 \\ z_1 & z_2 & b_2 & b_1 \end{pmatrix},$$

for $a, b \in \mathbb{R}^4$ and $z \in \mathbb{C}^4$. It is well known that every GHZ diagonal state [22] is in this form, and an $X$-state $\varrho = X(a, b, z)$ is GHZ diagonal if and only if $a = b$ and $z \in \mathbb{R}^4$. See [23].

We denote by $\varrho_X$ the $X$-part of a state $\varrho$, in the obvious sense. If we denote by $\mathcal{L}$ the lattice generated by $\alpha, \beta$ and $\gamma$ in the three-qubit case, then we have

$$\varrho \in \sigma \implies \varrho_X \in \sigma,$$

for every $\sigma \in \mathcal{L}$. In fact, it is easily seen that if (7) holds for $\sigma$ and $\tau$ then it also holds for $\sigma \land \tau$ and $\sigma \lor \tau$. We have already seen that the generators $\alpha, \beta$ and $\gamma$ of $\mathcal{L}$ satisfy...
(7) in [11, Proposition 2.2], and so it follows that (7) holds for every \( \sigma \in \mathcal{L} \). If we denote by \( \mathcal{L}^o \) the lattice generated by \( \alpha^o, \beta^o \) and \( \gamma^o \), then we also have

\[
W \in \sigma \implies W_X \in \sigma,
\]

(8) for every \( \sigma \in \mathcal{L}^o \), by the identity \( \langle \varrho_X, W \rangle = \langle \varrho, W_X \rangle \).

By a pair \( \{i, j\} \), we always mean throughout this paper an unordered set with two elements among \( 1, 2, 3, 4 \), that is, we assume that \( i \neq j \). For a given three-qubit X-shaped state \( \varrho = X(a, b, z) \), we consider the inequalities

\[
\begin{align*}
S_1[i, j] & : \quad \min \{ |a_i b_j|, |a_j b_i| \} \geq \max \{|z_i|, |z_j|\}, \\
S_2[i, j] & : \quad \min \left\{ |a_i b_j| + |a_j b_i|, |a_k b_k| + |a_l b_l| \right\} \geq \max \left\{ |z_i| + |z_j|, |z_k| + |z_l| \right\}, \\
S_3 & : \quad \sum_{j \neq i} |a_j b_j| \geq |z_i|, \quad i = 1, 2, 3, 4, \\
S_4[i, j[k, \ell]] & : \quad \min \left\{ |a_i b_j| + |a_j b_i|, |a_k b_k| + |a_l b_l| \right\} \geq \max \left\{ |z_i| + |z_j|, |z_k| + |z_l| \right\}.
\end{align*}
\]

The inequalities \( S_1 \) and \( S_2 \) are defined for a pair \( \{i, j\} \), where the pair \( \{k, \ell\} \) appearing in the inequality \( S_2[i, j] \) are chosen so that \( \{i, j, k, \ell\} = \{1, 2, 3, 4\} \). On the other hand, the inequality \( S_4 \) is defined for arbitrary two pairs \( \{i, j\} \) and \( \{k, \ell\} \). We note that the inequality \( S_4[i, j[k, \ell]] \) holds automatically for any X-states \( \varrho = X(a, b, z) \) when \( \{i, j\} = \{k, \ell\} \). If \( \{i, j\} \cap \{k, \ell\} = \emptyset \), we note that the three inequalities \( S_2[i, j], S_2[k, \ell] \) and \( S_4[i, j[k, \ell]] \) are same.

We summarize the results for three-qubit X-shaped states \( \varrho = X(a, b, z) \) as follows: First of all, it was shown in [19, Proposition 5.2] and [11, Proposition 3.1] that

- \( \varrho \in \alpha \) if and only if \( S_1[1, 4] \) and \( S_1[2, 3] \) hold;
- \( \varrho \in \beta \) if and only if \( S_1[1, 3] \) and \( S_1[2, 4] \) hold;
- \( \varrho \in \gamma \) if and only if \( S_1[1, 2] \) and \( S_1[3, 4] \) hold.

Analogous results for multi-qubit states are also known in [19]. As for the convex hulls of them, the authors showed in [11] the following:

- \( \varrho \in \beta \lor \gamma \) if and only if \( S_2[1, 4] \) (equivalently \( S_2[2, 3] \)) holds;
- \( \varrho \in \gamma \lor \alpha \) if and only if \( S_2[1, 3] \) (equivalently \( S_2[2, 4] \)) holds;
- \( \varrho \in \alpha \lor \beta \) if and only if \( S_2[1, 2] \) (equivalently \( S_2[3, 4] \)) holds.

On the other hand, it has been known earlier [16–19] that

- \( \varrho \in \alpha \lor \beta \lor \gamma \) if and only if \( S_3 \) holds.

See also [11, Proposition 4.5]. Finally, the authors and Szalay showed in [13, Theorem 2.1] that the following

- \( \varrho \in \alpha \lor (\beta \lor \gamma) \) if and only if \( S_4[i, j[k, \ell]] \) holds whenever \( \{i, j\}, \{k, \ell\} \) are two of \( \{1, 2\}, \{1, 3\}, \{2, 4\}, \{3, 4\} \);
- \( \varrho \in \beta \lor (\gamma \lor \alpha) \) if and only if \( S_4[i, j[k, \ell]] \) holds whenever \( \{i, j\}, \{k, \ell\} \) are two of \( \{1, 2\}, \{1, 4\}, \{2, 3\}, \{3, 4\} \);
- \( \varrho \in \gamma \lor (\alpha \lor \beta) \) if and only if \( S_4[i, j[k, \ell]] \) holds whenever \( \{i, j\}, \{k, \ell\} \) are two of \( \{1, 3\}, \{1, 4\}, \{2, 3\}, \{2, 4\} \)
hold for $X$-states $\rho = X(a, b, z)$ in the contexts of distributive rules.

For an $X$-shaped self-adjoint matrix $W = X(s, t, u)$ with $s_i, t_i \geq 0$ and $u \in \mathbb{C}^4$, we also consider the following inequalities:

$$
W_1[i, j] : \sqrt{s_i t_i} + \sqrt{s_j t_j} \geq |u_i| + |u_j|,
W_2[i, j] : \sum_{k \neq i} \sqrt{s_k t_k} \geq |u_i|, \quad \sum_{k \neq j} \sqrt{s_k t_k} \geq |u_j|,
W_3 : \sum_{i=1}^4 \sqrt{s_i t_i} \geq \sum_{i=1}^4 |u_i|
$$

for a pair $\{i, j\}$. Three-qubit $X$-shaped witnesses $W = X(s, t, u)$ which are dual of the basic bi-separability have been considered in [20, Theorem 6.2] and [11, Proposition 3.3] as follows:

- $W \in \alpha^o$ if and only if $W_1[1, 4]$ and $W_1[2, 3]$ hold;
- $W \in \beta^o$ if and only if $W_1[1, 3]$ and $W_1[2, 4]$ hold;
- $W \in \gamma^o$ if and only if $W_1[1, 2]$ and $W_1[3, 4]$ hold.

On the other hand, the joins of them have been characterized in [11, Theorem 5.2]:

- $W \in \beta^o \lor \gamma^o$ if and only if $W_2[1, 4], W_2[2, 3]$ and $W_3$ hold;
- $W \in \gamma^o \lor \alpha^o$ if and only if $W_2[1, 3], W_2[2, 4]$ and $W_3$ hold;
- $W \in \alpha^o \lor \beta^o$ if and only if $W_2[1, 2], W_2[3, 4]$ and $W_3$ hold.

Finally, it was shown in [19, Theorem 5.5] and [11, Proposition 4.2] that

- $W \in \alpha^o \lor \beta^o \lor \gamma^o$ if and only if $W_3$ holds.

### 3 Criteria for $(\alpha \land \beta) \lor (\alpha \land \gamma)$

In this section, we look for criteria for the convex cones of the type $(\alpha \land \beta) \lor (\alpha \land \gamma)$. To do this, we first consider the following inequalities:

$$
(x \land y) \lor (x \land z) \leq x \land (x \lor (y \land z)) \land (y \lor (z \land x)) \land (z \lor (y \land x))
$$

$$
= x \land (y \lor (z \land x)) \land (z \lor (y \land x))
$$

$$
\leq x \land (y \lor (z \land x))
$$

$$
\leq x \land (y \lor z), \quad (9)
$$

which hold in general in an arbitrary lattice. From the first inequality of (9), we have natural necessary conditions. We show that they are sufficient for $X$-states.

**Theorem 3.1** For a three-qubit state $\rho$ with the $X$-part $X(a, b, z)$, we have the following:

(i) if $\rho \in (\alpha \land \beta) \lor (\alpha \land \gamma)$, then the inequalities $S_1[1, 4], S_1[2, 3]$ and $S_4[i, j|k, \ell]$ hold for any different pairs $\{i, j\}$ and $\{k, \ell\}$;

(ii) if $\rho \in (\beta \land \gamma) \lor (\beta \land \alpha)$, then the inequalities $S_1[1, 3], S_1[2, 4]$ and $S_4[i, j|k, \ell]$ hold for any different pairs $\{i, j\}$ and $\{k, \ell\}$;

(iii) if $\rho \in (\gamma \land \alpha) \lor (\gamma \land \beta)$, then the inequalities $S_1[1, 2], S_1[3, 4]$ and $S_4[i, j|k, \ell]$ hold for any different pairs $\{i, j\}$ and $\{k, \ell\}$. 
If $\varrho = \mathcal{X}(a, b, z)$ then the converses also hold.

**Proof** We prove the last one. The necessity follows from (9), more precisely from the inequality

$$(\gamma \land \alpha) \lor (\gamma \land \beta) \leq \gamma \land (\alpha \lor (\beta \land \gamma)) \land (\beta \lor (\gamma \land \alpha)) \land (\gamma \lor (\alpha \land \beta)),$$

and the criteria [13, Theorem 2.1] for convex cones in the right side. We prove the converse when $\varrho = \mathcal{X}(a, b, z)$. To do this, we suppose that $\varrho$ satisfies $S_1[1, 2], S_1[3, 4]$ and $S_4[i, j|k, \ell]$ for different pairs $\{i, j\}$ and $\{k, \ell\}$. In order to show that $\varrho \in (\gamma \land \alpha) \lor (\gamma \land \beta)$, we suppose that $W = \mathcal{X}(s, t, u) \in (\gamma \lor \alpha \lor \beta) \land (\gamma \lor \beta \lor \alpha)$ and will prove $\langle W, \varrho \rangle \geq 0$. So, we assume that $W$ satisfies $W_2[1, 3]$, $W_2[2, 4]$, $W_2[1, 4]$, $W_2[2, 3]$, and $W_3$.

If $\varrho \in \alpha$ or $\varrho \in \beta$, then there is nothing to prove since $\varrho \in \gamma$ by $S_1[1, 2]$ and $S_1[3, 4]$. Therefore, we may assume that $\varrho \notin \alpha$ and $\varrho \notin \beta$. By $\varrho \notin \alpha$, we may assume $|z_4| > \sqrt{a_1b_1}$ without loss of generality. By $\varrho \notin \beta$, we have one of the following:

$$|z_3| > \sqrt{a_1b_1}, \quad |z_1| > \sqrt{a_3b_3}, \quad |z_2| > \sqrt{a_4b_4}, \quad |z_4| > \sqrt{a_2b_2}.$$ 

The second implies $|z_1| + |z_4| > \sqrt{a_1b_1} + \sqrt{a_3b_3}$, which violates $S_4[1, 4|1, 3]$. The third also violates $S_4[2, 4|1, 4]$. Therefore, we have two cases: Either $|z_4|, |z_3| \geq \sqrt{a_1b_1}$ or $|z_4| \geq \sqrt{a_1b_1}, |a_2b_2|$. We consider the case: $|z_4|, |z_3| \geq \sqrt{a_1b_1}$. By $S_4[1, i|3, 4]$ with $i = 2, 3, 4$, we have

$$\min\{\sqrt{a_2b_2}, \sqrt{a_3b_3}, \sqrt{a_4b_4}\} \geq |z_4| + (|z_3| - \sqrt{a_1b_1}).$$

Therefore, we have

$$\sqrt{s_2t_2} \sqrt{\bar{a}_2b_2} + \sqrt{s_3t_3} \sqrt{\bar{a}_3b_3} + \sqrt{s_4t_4} \sqrt{\bar{a}_4b_4} - |u_4||z_4| \\
\geq (\sqrt{s_2t_2} + \sqrt{s_3t_3} + \sqrt{s_4t_4}) \min\{\sqrt{a_2b_2}, \sqrt{a_3b_3}, \sqrt{a_4b_4}\} - |u_4||z_4| \\
\geq (\sqrt{s_2t_2} + \sqrt{s_3t_3} + \sqrt{s_4t_4} - |u_4|)|z_4| + (\sqrt{s_2t_2} + \sqrt{s_3t_3} + \sqrt{s_4t_4}) (|z_3| - \sqrt{a_1b_1}) \\
\geq (\sqrt{s_2t_2} + \sqrt{s_3t_3} + \sqrt{s_4t_4} - |u_4|) \sqrt{a_1b_1} + (\sqrt{s_2t_2} + \sqrt{s_3t_3} + \sqrt{s_4t_4}) (|z_3| - \sqrt{a_1b_1}) \\
= -|u_4| \sqrt{a_1b_1} + (\sqrt{s_2t_2} + \sqrt{s_3t_3} + \sqrt{s_4t_4}) |z_3|,$$

where the last inequality follows from $W_2[4, 1]$. On the other hand, we also have

$$\sqrt{s_1t_1} \sqrt{a_1b_1} - |u_1||z_1| - |u_2||z_2| - |u_3||z_3| \\
\geq \sqrt{s_1t_1} \sqrt{a_1b_1} - |u_1| \sqrt{a_1b_1} - |u_2| \sqrt{a_1b_1} - |u_3| \sqrt{a_1b_1} - |u_3||z_3|,
by $S_1[1, 2]$. Summing up the above two inequalities, we have

$$
\frac{1}{2} (W, q) = \frac{1}{2} \sum_{i=1}^{4} [s_i a_i + t_i b_i + 2 \text{Re}(u_i z_i)]
\geq \sum_{i=1}^{4} (\sqrt{s_i t_i} - |u_i||z_i|)
\geq (\sqrt{s_1 t_1} - |u_1| - |u_2| - |u_4|) \sqrt{a_1 b_1}
\geq (\sqrt{s_1 t_1} - |u_1| - |u_2| - |u_4|) \sqrt{a_1 b_1}
= \left( \sum_{i=1}^{4} \sqrt{s_i t_i} - \sum_{j=1}^{4} |u_j| \right) \sqrt{a_1 b_1},
$$

by $W_2[3, 1]$. This is nonnegative by $W_3$.

It remains to consider the case: $|z_4| \geq \sqrt{a_1 b_1}, \sqrt{a_2 b_2}$. We use $S_4[1, 2|i, 4]$ with $i = 1, 2, 3$, to get $\sqrt{a_1 b_1} + \sqrt{a_2 b_2} - |z_4| \geq \max(|z_1|, |z_2|, |z_3|)$, and so

$$
\left( \sum_{i=1}^{4} \sqrt{s_i t_i} - |u_4| \right) \left( \sqrt{a_1 b_1} + \sqrt{a_2 b_2} - |z_4| \right) \geq \left( \sum_{i=1}^{3} |u_i| \right) \max(|z_1|, |z_2|, |z_3|)
\geq \sum_{i=1}^{3} |u_i||z_i|,
$$

by $S_1[3, 4]$. We continue as follows:

$$
= \left( - \sum_{i \neq 1} \sqrt{s_i t_i} + |u_4| \right) \sqrt{a_1 b_1} + \left( - \sum_{i \neq 2} \sqrt{s_i t_i} + |u_4| \right) \sqrt{a_2 b_2}
+ (\sqrt{s_1 t_1} + \sqrt{s_2 t_2} + 2\sqrt{s_3 t_3} + 2\sqrt{s_4 t_4} - 2|u_4|) |z_4|
\geq \left( - \sum_{i \neq 1} \sqrt{s_i t_i} + |u_4| \right) |z_4| + \left( - \sum_{i \neq 2} \sqrt{s_i t_i} + |u_4| \right) |z_4|
+ (\sqrt{s_1 t_1} + \sqrt{s_2 t_2} + 2\sqrt{s_3 t_3} + 2\sqrt{s_4 t_4} - 2|u_4|) |z_4| = 0,
$$

by the inequalities $W_2[4, 1]$ and $W_2[4, 2]$.

In order to summarize the role of inequality $S_4[i, j|k, \ell]$, we consider the following six convex cones

$$
\sigma_1 = \alpha \lor \beta,
\sigma_2 = (\alpha \lor \beta) \land (\alpha \lor \gamma),
\sigma_3 = \alpha \lor (\beta \land \gamma),
$$
Table 1 The role of inequality $S_4[i, j | k, \ell]$ for the convex cones $\sigma_i$

|        | $[1, 2]$ | $[1, 3]$ | $[1, 4]$ | $[2, 3]$ | $[2, 4]$ | $[3, 4]$ |
|--------|----------|----------|----------|----------|----------|----------|
| $[1, 2]$ | $\sigma_3$ | $\sigma_6$ | $\sigma_6$ | $\sigma_3$ | $\sigma_1$ |          |
| $[1, 3]$ |          | $\sigma_6$ | $\sigma_6$ | $\sigma_2$ | $\sigma_3$ |          |
| $[1, 4]$ |          |          | $\sigma_5$ | $\sigma_6$ | $\sigma_6$ |          |
| $[2, 3]$ |          |          |          | $\sigma_6$ | $\sigma_6$ | $\sigma_3$ |
| $[2, 4]$ |          |          |          |          |          | $\sigma_3$ |
| $[3, 4]$ |          |          |          |          |          |          |

This table shows that $\sigma_1 = \alpha \lor \beta$ is determined by $S_4[1, 2|3, 4]$. The convex cone $\sigma_2 = (\alpha \lor \beta) \land (\alpha \lor \gamma)$ is determined by an extra inequality $S_4[1, 3|2, 4]$, and $\sigma_3 = \alpha \lor (\beta \land \gamma)$ is determined by the six inequalities labelled by $\sigma_1$, $\sigma_2$ and $\sigma_3$. The convex cone $\sigma_4 = \alpha$ is determined by another inequalities $S_4[1, 4]$ and $S_4[2, 3]$ which imply these six inequalities. One more inequality $S_4[1, 4|2, 3]$ is required in order to determine $\sigma_5 = \alpha \land (\beta \lor \gamma)$, and all the inequalities are required to determine $\sigma_6 = (\alpha \land \beta) \lor (\alpha \land \gamma)$ as well as $S_4[1, 4]$ and $S_4[2, 3]$. We note that $S_4[i, j]$ may be recovered if we allow $S_4[i, i | j, j]$

\[
\sigma_4 = \alpha,
\sigma_5 = \alpha \land (\beta \lor \gamma),
\sigma_6 = (\alpha \land \beta) \lor (\alpha \land \gamma),
\]

which make the chain $\sigma_1 \supset \sigma_2 \supset \sigma_3 \supset \sigma_4 \supset \sigma_5 \supset \sigma_6$ of inclusions. We provide Table 1 to see which inequalities $S_4[i, j | k, \ell]$ we need to determine $\sigma_i$ for $i = 1, 2, 3, 4, 5, 6$. We recall again that both $S_2[i, j]$ and $S_2[k, \ell]$ coincide with $S_4[i, j | k, \ell]$ when $\{i, j\} \cap \{k, \ell\} = \emptyset$.

We denote by $X$ the real vector space of all three-qubit $X$-shaped self-adjoint matrices, and define

\[
\sigma_X := \sigma \cap X = \{ \varrho_X : \varrho \in \sigma \},
\]

for each $\sigma \in \mathcal{L}$, where the last identity follows from (7). Then, it is easily seen that

\[
(\sigma \land \tau)_X = \sigma_X \land \tau_X, \quad (\sigma \lor \tau)_X = \sigma_X \lor \tau_X,
\]

and so, we see that

\[
\mathcal{L}_X = \{ \sigma_X : \sigma \in \mathcal{L} \}
\]

is the lattice generated by $\alpha_X$, $\beta_X$ and $\gamma_X$, which are 16 affine-dimensional convex bodies sitting in the real vector space $X$. We write

\[
P := [\alpha \lor (\beta \land \gamma)] \land [\beta \lor (\gamma \land \alpha)] \land [\gamma \lor (\alpha \land \beta)]
\]
in the lattice $\mathcal{L}$. Then we have

$$P_X = [\alpha_X \lor (\beta_X \land \gamma_X)] \land [\beta_X \lor (\gamma_X \land \alpha_X)] \land [\gamma_X \lor (\alpha_X \land \beta_X)]$$

in $\mathcal{L}_X$. Theorem 3.1 shows that the following lattice theoretic identities hold among generators $\alpha_X$, $\beta_X$ and $\gamma_X$ of the lattice $\mathcal{L}_X$.

**Corollary 3.2** We have the following identities

$$(\alpha_X \land \beta_X) \lor (\alpha_X \land \gamma_X) = \alpha_X \land P_X,$$

$$(\beta_X \land \gamma_X) \lor (\beta_X \land \alpha_X) = \beta_X \land P_X,$$

$$(\gamma_X \land \alpha_X) \lor (\gamma_X \land \beta_X) = \gamma_X \land P_X.$$

We also write

$$Q := [\alpha \land (\beta \lor \gamma)] \lor [\beta \land (\gamma \lor \alpha)] \lor [\gamma \land (\alpha \lor \beta)]$$

in the lattice $\mathcal{L}$. We will also have later the dual identities for $\alpha_X \lor Q_X$, $\beta_X \lor Q_X$ and $\gamma_X \lor Q_X$ in the lattice $\mathcal{L}_X$.

It was asked in [13] whether the lattice $\mathcal{L}$ is complemented or not. Recall that a lattice $L$ is called complemented if every $x \in L$ has a complement $y \in L$ satisfying $x \land y = 0$ and $x \lor y = 1$, where 0 and 1 are the least and greatest elements of $L$, respectively. Note that $\alpha \land \beta \land \gamma$ and $\alpha \lor \beta \lor \gamma$ are the least and the greatest elements of the lattice $\mathcal{L}$. We will show that $\alpha$ has no complement in the lattice $\mathcal{L}$. To do this, we recall the results in [11]. We denote by $\Delta$ the collection of eight diagonal states $X(E_i, 0, 0)$ and $X(0, E_i, 0)$ with the usual orthonormal basis $\{E_1, E_2, E_3, E_4\}$, which generate extreme rays of every convex cones in $\mathcal{L}$ by [11, Theorem 4.3]. We also denote by $\text{Ext}(C)$ the set of points of a convex cone $C$ which generate extreme rays, and put

$$\mathcal{E}_\alpha = \text{Ext}(\alpha_X) \setminus \Delta, \quad \mathcal{E}_\beta = \text{Ext}(\beta_X) \setminus \Delta, \quad \mathcal{E}_\gamma = \text{Ext}(\gamma_X) \setminus \Delta.$$
which implies $\mathcal{E}_\beta \cup \mathcal{E}_\gamma \subset \text{Ext}(\sigma_X)$ by the mutual disjointness of $\mathcal{E}_\alpha$, $\mathcal{E}_\beta$, $\mathcal{E}_\gamma$ and $\Delta$. We also have

$$\Delta \subset \alpha_X \land \beta_X \land \gamma_X = \alpha_X \land \sigma_X \subset \sigma_X,$$

and so we have $\beta_X \lor \gamma_X \subset \sigma_X$. Therefore, we have

$$\alpha_X \land \beta_X \land \gamma_X \subseteq \alpha_X \land (\beta_X \lor \gamma_X) \subset \alpha_X \land \sigma_X = \alpha_X \land \beta_X \land \gamma_X$$

by the criteria in Sect. 2. This contradiction shows that the lattice $\mathcal{L}$ is not complemented.

Returning to the inequalities in (9), we recall that a lattice $\mathcal{L}$ is called distributive if all the inequalities in (9) are identities for every $x, y, z \in \mathcal{L}$, and modular if $(x \land y) \lor (x \land z)$ coincides with $x \land (y \lor (z \land x))$ for every $x, y, z \in \mathcal{L}$. We have considered in [13] the $X$-state given by

$$\varrho_1 = X((2, 1, 1, 2)(2, 1, 1, 2), (2, 0, 1, 0)) \in \alpha \land (\beta \lor (\gamma \land \alpha))$$

in order to show that the lattice $\mathcal{L}$ is not modular. We also consider

$$\varrho_2 = X((2, 1, 1, 2), (2, 1, 1, 2), (2, 1, 0, 0)) \in \alpha \land (\gamma \lor (\beta \land \alpha))$$

to see that the strict inequalities

$$(\alpha_X \land \beta_X) \lor (\alpha_X \land \gamma_X) \trianglelefteq \alpha_X \land (\beta_X \lor (\gamma_X \land \alpha_X)),$$

$$(\alpha_X \land \beta_X) \lor (\alpha_X \land \gamma_X) \trianglelefteq \alpha_X \land (\gamma_X \lor (\beta_X \land \alpha_X))$$

hold. If we take meet of these two formulae, we see that the identity holds when we plug $\alpha_X$, $\beta_X$ and $\gamma_X$ into $x$, $y$ and $z$ in following general inequality

$$(x \land y) \lor (x \land z) \leq x \land (y \lor (z \land x)) \land (z \lor (y \land x)). \quad (11)$$

See also Corollary 5.3 for the dual identity. These identities are very special from the viewpoint of general lattice theory or convex geometry. To see this, we consider the lattice of all convex sets on the plain with respect to the convex hull and intersection. In this lattice, we take a closed disc with a diameter $AB$ and two line segments $AC$ and $BD$ so that these line segments touch the disc at single points $A$ and $B$, respectively. We plug the disc, the line segments $AC$ and $BD$ into $x$, $y$ and $z$ in (11). Then the left side is the just line segment $AB$, but the right side is the intersection of the two triangles $\triangle ABC$ and $\triangle ABD$ inside of the disc, which is much bigger that the line segment $AB$ in general.
4 Criteria for $\alpha^\circ \vee (\beta^\circ \wedge \gamma^\circ)$

In this section, we give criteria for the convex cones of the type $\alpha^\circ \vee (\beta^\circ \wedge \gamma^\circ)$. For a self-adjoint $W = X(s, t, u)$, we consider the inequality $W_4[i, j]$ which combines the following two inequalities:

\[
W_{4a}[i, j] : \sqrt{s_i t_i} + \sqrt{s_j t_j} + 2 \min\{\sqrt{s_k t_k}, \sqrt{s_\ell t_\ell}\} \geq |u_i| + |u_j|, \\
W_{4b}[i, j] : \sqrt{s_i t_i} + \sqrt{s_j t_j} + 2(\sqrt{s_k t_k} + \sqrt{s_\ell t_\ell}) \geq |u_i| + |u_j| + 2 \max\{|u_k|, |u_\ell|\}
\]

for a pair $[i, j]$, where $\{k, \ell\}$ is chosen so that $\{i, j, k, \ell\} = \{1, 2, 3, 4\}$. We have the following:

**Theorem 4.1** If a self-adjoint three-qubit matrix $W$ with the $X$-part $X(s, t, u)$ belongs to the convex cone

\[
\alpha^\circ \vee (\beta^\circ \wedge \gamma^\circ), \quad (\text{respectively } \beta^\circ \vee (\gamma^\circ \wedge \alpha^\circ) \text{ and } \gamma^\circ \vee (\alpha^\circ \wedge \beta^\circ))
\]

then $W$ satisfies $W_3$ together with the following:

(i) $W_2[i, j]$ whenever $\{i, j\}$ is one of $\{1, 2\}, \{1, 3\}, \{2, 4\}, \{3, 4\}$ (respectively $\{1, 2\}, \{1, 4\}, \{2, 3\}, \{3, 4\}$ and $\{1, 3\}, \{1, 4\}, \{2, 3\}, \{2, 4\}$);

(ii) $W_4[i, j]$ whenever $\{i, j\}$ is one of $\{1, 4\}, \{2, 3\}$ (respectively $\{1, 3\}, \{2, 4\}$ and $\{1, 2\}, \{3, 4\}$).

If $W$ is $X$-shaped, then the converse holds.

**Proof** We will prove for the convex cone $\gamma^\circ \vee (\alpha^\circ \wedge \beta^\circ)$. Suppose that $W \in \gamma^\circ \vee (\alpha^\circ \wedge \beta^\circ)$. The required inequalities $W_2[i, j]$ and $W_3$ follow from

\[
\gamma^\circ \vee (\alpha^\circ \wedge \beta^\circ) \leq (\gamma^\circ \wedge \alpha^\circ) \wedge (\gamma^\circ \wedge \beta^\circ).
\]

To get the inequalities $W_{4a}$ and $W_{4b}$, we may assume that $s_i, t_i > 0$ as in the proof of [13, Theorem 2.1]. We consider

\[
\varrho_{i,j,k} := X\left(\sqrt{\frac{t_i}{s_i}} E_i + \sqrt{\frac{t_j}{s_j}} E_j + 2 \sqrt{\frac{t_k}{s_k}} E_k, \\
\sqrt{\frac{s_i}{t_i}} E_i + \sqrt{\frac{s_j}{t_j}} E_j + 2 \sqrt{\frac{s_k}{t_k}} E_k, \\
- e^{-i\theta_i} E_i - e^{-i\theta_j} E_j \right),
\]

\[
\varrho_{i,j,k,\ell} := X\left(\sqrt{\frac{t_i}{s_i}} E_i + \sqrt{\frac{t_j}{s_j}} E_j + 2 \sqrt{\frac{t_k}{s_k}} E_k + 2 \sqrt{\frac{t_\ell}{s_\ell}} E_\ell, \\
\sqrt{\frac{s_i}{t_i}} E_i + \sqrt{\frac{s_j}{t_j}} E_j + 2 \sqrt{\frac{s_k}{t_k}} E_k + 2 \sqrt{\frac{s_\ell}{t_\ell}} E_\ell, \\
- e^{-i\theta_i} E_i - e^{-i\theta_j} E_j - 2e^{-i\theta_k} E_k \right),
\]
where $\theta_m = \text{arg } z_m$. When $\{[i, j], [k, \ell]\} = \{(1, 2), (3, 4)\}$, both of them satisfy $S_1[1, 2], S_1[3, 4], S_2[1, 2]$, and so, belong to $\gamma \wedge (\alpha \vee \beta)$. We expand $\langle W, \varrho_{i,j,k} \rangle \geq 0$ and $\langle W, \varrho_{i,j,k,l} \rangle \geq 0$ to get the required inequalities $W_{4a[i,j]}$ and $W_{4b[i,j]}$.

For the converse, it suffices to show the inequality $\langle W, \varrho \rangle \geq 0$ under the following assumptions:

- $W = X(s, t, u)$ satisfies $W_3$;
- $W = X(s, t, u)$ satisfies $W_2[i,j]$ whenever $\{i,j\}$ is one of $\{1,3\}, \{1,4\}, \{2,3\}, \{2,4\}$;
- $W = X(s, t, u)$ satisfies both $W_{4a[i,j]}$ and $W_{4b[i,j]}$ whenever $\{i,j\}$ is one of $\{1,2\}, \{3,4\}$;
- $\varrho = X(a, b, z) \in \gamma \wedge (\alpha \vee \beta)$, or equivalently $\varrho$ satisfies $S_1[1,2], S_1[3,4]$ and $S_2[1,2]$.

By the inequalities $W_3, W_2[1,4]$ and $W_2[2,3]$, we have $W \in \beta^o \vee \gamma^o$. Similarly, we also have $W \in \gamma^o \vee \alpha^o$ by $W_3, W_2[1,3]$ and $W_2[2,4]$. If $\varrho \in (\gamma \wedge \alpha) \vee (\gamma \wedge \beta)$, then we have $\langle W, \varrho \rangle \geq 0$ by the duality. If $\varrho \notin (\gamma \wedge \alpha) \vee (\gamma \wedge \beta)$ then both $\varrho \notin \alpha$ and $\varrho \notin \beta$ hold, since $\varrho \in \gamma$. By $\varrho \notin \alpha$, we may assume that

$$|z_4| > \sqrt{a_1 b_1}$$

without loss of generality. As for $\varrho \notin \beta$, we have the following four possibilities:

$$|z_3| > \sqrt{a_1 b_1}, \quad |z_1| > \sqrt{a_3 b_3}, \quad |z_2| > \sqrt{a_4 b_4}, \quad |z_4| > \sqrt{a_2 b_2}.$$  

The second implies $|z_4| > \sqrt{a_1 b_1} \geq |z_1| > \sqrt{a_3 b_3} \geq |z_4|$ by $S_1[3,4]$, which is a contradiction. Because the third also implies $|z_2| > \sqrt{a_4 b_4} \geq |z_4| > \sqrt{a_1 b_1} \geq |z_2|$ by $S_1[1,2]$, we have two possibilities, the first and the fourth. We consider the following four cases:

(I) $|z_4| \geq |z_3| \geq \sqrt{a_1 b_1}$,

(II) $|z_3| \geq |z_4| \geq \sqrt{a_1 b_1}$,

(III) $|z_4| \geq \sqrt{a_1 b_1} \geq \sqrt{a_2 b_2}$,

(IV) $|z_4| \geq \sqrt{a_2 b_2} \geq \sqrt{a_1 b_1}$.

For the case (I), we use the inequality $S_2[1,2]$ to see $\sqrt{a_2 b_2} \geq |z_3| + |z_4| - \sqrt{a_1 b_1}$. Therefore, we have

$$\frac{1}{2} \langle W, \varrho \rangle \geq \sum_{i=1}^{4} \sqrt{s_{i'1}} \sqrt{a_i b_i} - |u_i| |z_i|$$

$$= (\sqrt{s_{2'2}} \sqrt{a_2 b_2} + \sqrt{s_{3'3}} \sqrt{a_3 b_3} + \sqrt{s_{4'4}} \sqrt{a_4 b_4} - |u_4| |z_4|)$$

$$+ (\sqrt{s_{1'1}} \sqrt{a_1 b_1} - |u_1| |z_1| - |u_2| |z_2| - |u_3| |z_3|)$$

$$\geq \sqrt{s_{2'2}} (|z_3| + |z_4| - \sqrt{a_1 b_1}) + \sqrt{s_{3'3}} |z_4| + \sqrt{s_{4'4}} |z_4| - |u_4| |z_4|$$

$$+ (\sqrt{s_{1'1}} \sqrt{a_1 b_1} - |u_1| \sqrt{a_1 b_1} - |u_2| \sqrt{a_1 b_1} - |u_3| |z_3|),$$
by $S_1[3, 4]$ and $S_1[1, 2]$. We continue as follows:

$$= (\sqrt{s_2 t_2} + \sqrt{s_3 t_3} + \sqrt{s_4 t_4} - |u_4|) |z_4| + (\sqrt{s_2 t_2} - |u_3|) |z_3|$$

$$+ (\sqrt{s_1 t_1} - \sqrt{s_2 t_2} - |u_1| - |u_2|) \sqrt{a_1 b_1}$$

$$\geq (\sqrt{s_2 t_2} + \sqrt{s_3 t_3} + \sqrt{s_4 t_4} - |u_4|) |z_3| + (\sqrt{s_2 t_2} - |u_3|) |z_3|$$

$$+ (\sqrt{s_1 t_1} - \sqrt{s_2 t_2} - |u_1| - |u_2|) \sqrt{a_1 b_1}$$

by $W_2[4, 1]$. This is equal to

$$= (2\sqrt{s_2 t_2} + \sqrt{s_3 t_3} + \sqrt{s_4 t_4} - |u_3| - |u_4|) |z_3|$$

$$+ (\sqrt{s_1 t_1} - \sqrt{s_2 t_2} - |u_1| - |u_2|) \sqrt{a_1 b_1}$$

$$\geq (2\sqrt{s_2 t_2} + \sqrt{s_3 t_3} + \sqrt{s_4 t_4} - |u_3| - |u_4|) \sqrt{a_1 b_1}$$

$$+ (\sqrt{s_1 t_1} - \sqrt{s_2 t_2} - |u_1| - |u_2|) \sqrt{a_1 b_1}$$

$$= \left( \sum_{i=1}^{4} \sqrt{s_i t_i} - \sum_{i=1}^{4} |u_i| \right) \sqrt{a_1 b_1}$$

by $W_4a[3, 4]$, which is nonnegative by $W_3$. For the case (II), note that the conclusion and all the conditions on $W$ and $\varphi$ are invariant under switching the first and the second subsystems, except $|z_3| \geq |z_4| \geq a_1 b_1$. It changes $|z_3| \geq |z_4| \geq a_1 b_1$ into $|z_4| \geq |z_3| \geq \sqrt{a_1 b_1}$, which is exactly the case (I).

For the case (III), we first note the following inequality

$$|u_3||z_3| \leq \left( \sum_{i=1}^{4} \sqrt{s_i t_i} - |u_1| - |u_2| - |u_4| \right) (\sqrt{a_1 b_1} + \sqrt{a_2 b_2} - |z_4|)$$

by $W_3$ and $S_2[1, 2]$. Therefore, we have

$$\sum_{i=1}^{4} \sqrt{s_i t_i} \sqrt{a_i b_i} - |u_i||z_i| \geq \left( \sqrt{s_1 t_1} \sqrt{a_1 b_1} + \sqrt{s_2 t_2} \sqrt{a_2 b_2} + \sqrt{s_3 t_3} |z_3| + \sqrt{s_4 t_4} |z_4| \right)$$

$$+ \left( \sqrt{a_1 b_1} - |u_3| \right) \left( \sqrt{a_1 b_1} + \sqrt{a_2 b_2} - |z_4| \right)$$

by $S_1[3, 4]$ and $S_1[1, 2]$. This is equal to the following:

$$= (\sqrt{s_1 t_1} + \sqrt{s_2 t_2} + 2\sqrt{s_3 t_3} + 2\sqrt{s_4 t_4} - |u_1| - |u_2| - 2|u_4|) |z_4|$$

$$+ (\sqrt{s_2 t_2} - \sqrt{s_3 t_3} - \sqrt{s_4 t_4} + |u_1| + |u_2| + |u_4|) \sqrt{a_1 b_1}$$

$$+ (\sqrt{s_1 t_1} - \sqrt{s_3 t_3} - \sqrt{s_4 t_4} + |u_4|) \sqrt{a_2 b_2}.$$

Using $W_4b[1, 2]$, we may replace $|z_4|$ by $\sqrt{a_1 b_1}$ to the smaller quantity

$$(\sqrt{s_1 t_1} + \sqrt{s_3 t_3} + \sqrt{s_4 t_4} - |u_4|) (\sqrt{a_1 b_1} - \sqrt{a_2 b_2}).$$
This is nonnegative by $W[4, 2]$, and so we completed the proof for the case (III).

It remains to prove the case (IV). The conclusion and all the conditions on $W$ and $\varrho$ except $|z_4| \geq \sqrt{a_2b_2} \geq \sqrt{a_1b_1}$ are invariant under switching the first and the second subsystems and the local unitary operation by $I \otimes I \otimes \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}$. They change $|z_4| \geq \sqrt{a_2b_2} \geq \sqrt{a_1b_1}$ into $|z_3| = |\bar{z}_3| \geq \sqrt{a_2b_2} \geq \sqrt{a_1b_1}$, and again into $|z_4| \geq \sqrt{a_1b_1} \geq \sqrt{a_2b_2}$. This is the case (III).

\[\square\]

5 Criteria for $(\alpha^o \land \beta^o) \lor (\alpha^o \land \gamma^o)$

As for the convex cones of the type $(\alpha^o \land \beta^o) \lor (\alpha^o \land \gamma^o)$, we have the following criteria:

**Theorem 5.1** For a three-qubit self-adjoint matrix $W$ with the $X$-part $X(s, t, u)$, we have the following:

(i) If $W \in (\alpha^o \land \beta^o) \lor (\alpha^o \land \gamma^o)$, then inequalities $W_1[1, 4], W_1[2, 3], W_3, W_2[i, j], W_4[i, j]$ hold for every pair $\{i, j\}$.

(ii) If $W \in (\beta^o \land \gamma^o) \lor (\beta^o \land \alpha^o)$, then inequalities $W_1[1, 3], W_1[2, 4], W_3, W_2[i, j], W_4[i, j]$ hold for every pair $\{i, j\}$.

(iii) If $W \in (\gamma^o \land \alpha^o) \lor (\gamma^o \land \beta^o)$, then inequalities $W_1[1, 2], W_1[3, 4], W_3, W_2[i, j], W_4[i, j]$ hold for every pair $\{i, j\}$.

If $W$ is $X$-shaped, then the converses also hold.

**Proof** We will prove (i) and its converse for $W = X(s, t, u)$. The necessity follows from the inclusion

$$(\alpha^o \land \beta^o) \lor (\alpha^o \land \gamma^o) \leq \alpha^o \land (\alpha^o \lor (\beta^o \land \gamma^o)) \lor (\beta^o \lor (\alpha^o \land \gamma^o)) \lor (\gamma^o \lor (\alpha^o \land \beta^o)),$$

by [11, Proposition 3.3] and Theorem 4.1.

We prove the converse when $W = X(s, t, u)$. To do this, we suppose the following:

- $W = X(s, t, u)$ satisfies $W_1[1, 4], W_1[2, 3], W_3, W_2[i, j], W_4[i, j]$ hold for every pair $\{i, j\}$;
- $\varrho = X(a, b, z) \in (\alpha \lor \beta) \land (\alpha \lor \gamma)$, that is, satisfies $S_2[1, 2], S_2[1, 3]$,

and prove the inequality

$$\langle W, \varrho \rangle \geq 0. \tag{12}$$

If $\varrho \in \alpha$, then we have (12) since $W \in \alpha^o$ by $W_1[1, 4]$ and $W_1[2, 3]$. If $\varrho \in \beta$, then we have $\varrho \in \beta \land (\alpha \lor \gamma)$, and so the inequality (12) follows since $W \in \beta^o \lor (\gamma^o \land \alpha^o)$. We also have (12) when $\varrho \in \gamma$ by the same reasoning.

Therefore, we may assume that $\varrho \notin \alpha, \varrho \notin \beta$ and $\varrho \notin \gamma$. By $\varrho \notin \alpha$, we may assume

$$(A4) \ |z_4| > \sqrt{a_1b_1}.$$
Therefore, it suffices to consider the following five cases:

\[
(B1) \ |z_1| > \sqrt{a_3 b_3}, \quad (B2) \ |z_2| > \sqrt{a_4 b_4}, \quad (B3) \ |z_3| > \sqrt{a_1 b_1}, \quad (B4) \ |z_4| > \sqrt{a_2 b_2}.
\]

We also have the following four cases

\[
(C1) \ |z_1| > \sqrt{a_2 b_2}, \quad (C2) \ |z_2| > \sqrt{a_1 b_1}, \quad (C3) \ |z_3| > \sqrt{a_4 b_4}, \quad (C4) \ |z_4| > \sqrt{a_3 b_3},
\]

by the assumption \( \varrho \notin \beta \). Under the assumption (A4), we have the implications \((B1) \Rightarrow (C4), (B2) \Rightarrow (C2), (C1) \Rightarrow (B4)\) and \((C3) \Rightarrow (B3)\). Conversely, the condition (A4) can be implied as \((B3), (C4) \Rightarrow (A4)\) and \((B4), (C2) \Rightarrow (A4)\). Hence, it suffices to consider the following eight cases:

\[
(A4), (B1); \quad (A4), (B2); \quad (A4), (C1); \quad (A4), (B3), (C2);
(4), (A3); \quad (B3), (C4); \quad (B4), (C2); \quad (A4), (B4), (C4).
\]

Switching the second and third subsystems interchanges

\[
(A4), (B1) \leftrightarrow (A4), (C1), \quad (A4), (B2) \leftrightarrow (A4), (C3), \quad (B3), (C4) \leftrightarrow (C2), (B4).
\]

Therefore, it suffices to consider the following five cases:

\[
(B3), (C4); \quad (A4), (B3), (C2); \quad (A4), (B4), (C4); \quad (A4), (B1); \quad (A4), (B2).
\]

[Case I: \((B3)\) and \((C4)\)]. We have \(|z_4| \geq \sqrt{a_3 b_3} \geq |z_3| \geq \sqrt{a_1 b_1}\), and

\[
\frac{1}{2} \langle W, \varrho \rangle \geq \sum_{i=1}^{4} \sqrt{s_1 t_i \sqrt{a_1 b_1}} - |u_i||z_i| \geq \sqrt{s_1 t_1 \sqrt{a_1 b_1} + \sqrt{s_2 t_2}(|z_3| + |z_4| - \sqrt{a_1 b_1}) + \sqrt{s_3 t_3 \sqrt{a_3 b_3} + \sqrt{s_4 t_4} |z_4|} - |u_1|\sqrt{a_1 b_1} - (\sum_{i=1}^{4} \sqrt{s_1 t_i} - \sum_{i \neq 2} |u_i|)(\sqrt{a_1 b_1} + \sqrt{a_3 b_3} - |z_4|) - |u_3||z_3| - |u_4||z_4|
\]

by \(S_2[1, 2], W_3\) and \(S_2[1, 3]\). This is equal to

\[
= (\sqrt{s_1 t_1} + 2\sqrt{s_2 t_2} + \sqrt{s_3 t_3} + 2\sqrt{s_4 t_4} - |u_1| - |u_3| - 2|u_4||z_4|
+ (-\sum_{i \neq 3} \sqrt{s_1 t_i} + \sum_{i \neq 2} |u_i|)\sqrt{a_3 b_3} + (\sqrt{s_2 t_2} - |u_3|)|z_3|
+ (-2\sqrt{s_2 t_2} - \sqrt{s_3 t_3} - \sqrt{s_4 t_4} + |u_3| + |u_4|)\sqrt{a_1 b_1}.
\]
Therefore, applying \( W_{4b}[1, 3] \), we have

\[
\frac{1}{2} \langle W, \varrho \rangle \geq \left( \sqrt{s_1 t_1} + 2 \sqrt{s_2 t_2} + \sqrt{s_3 t_3} + 2 \sqrt{s_4 t_4} - |u_1| - |u_3| - 2 |u_4| \right) \sqrt{a_3 b_3} \\
+ \left( - \sum_{i \neq 3} \sqrt{s_i t_i} + \sum_{i \neq 2} |u_i| \right) \sqrt{a_3 b_3} + \left( \sqrt{s_2 t_2} - |u_3| \right) |z_3| \\
+ \left( -2 \sqrt{s_2 t_2} - \sqrt{s_3 t_3} - \sqrt{s_4 t_4} + |u_3| + |u_4| \right) \sqrt{a_1 b_1} \\
= \left( \sqrt{s_2 t_2} + \sqrt{s_3 t_3} + \sqrt{s_4 t_4} - |u_4| \right) \sqrt{a_3 b_3} + \left( \sqrt{s_2 t_2} - |u_3| \right) |z_3| \\
+ \left( -2 \sqrt{s_2 t_2} - \sqrt{s_3 t_3} - \sqrt{s_4 t_4} + |u_3| + |u_4| \right) \sqrt{a_1 b_1}.
\]

By \( W_2[4, 1], W_{4a}[3, 4] \) and \(|z_3| \geq \sqrt{a_1 b_1} \), this is greater than or equal to

\[
\geq \left( \sqrt{s_2 t_2} + \sqrt{s_3 t_3} + \sqrt{s_4 t_4} - |u_4| \right)|z_3| + \left( \sqrt{s_2 t_2} - |u_3| \right)|z_3| \\
+ \left( -2 \sqrt{s_2 t_2} - \sqrt{s_3 t_3} - \sqrt{s_4 t_4} + |u_3| + |u_4| \right)|z_3| = 0.
\]

[Case II: (A4), (B3) and (C2)]. We have \(|z_4|, |z_3|, |z_2| \geq \sqrt{a_1 b_1} \). In this case, we may assume that \(|z_2| \geq |z_3| \) by switching the second and the third subsystems. Put

\[
\lambda_2 := |z_2| - \sqrt{a_1 b_1}, \quad \lambda_3 := |z_3| - \sqrt{a_1 b_1}, \quad \lambda_4 := |z_4| - \sqrt{a_1 b_1},
\]

which are nonnegative by the assumption. by considering two subcases.

[Subcase II-1: \( \lambda_2 \leq \lambda_3 + \lambda_4 \)]. We have

\[
\frac{1}{2} \langle W, \varrho \rangle \geq \sum_{i=1}^{4} \sqrt{s_i t_i} \sqrt{a_i b_i} - |u_i||z_i| \\
\geq \sqrt{s_1 t_1} \sqrt{a_1 b_1} + \sqrt{s_2 t_2} (|z_3| + |z_4| - \sqrt{a_1 b_1}) \\
+ \sqrt{s_3 t_3} (|z_2| + |z_4| - \sqrt{a_1 b_1}) + \sqrt{s_4 t_4} |z_4| - |u_1| \sqrt{a_1 b_1} - \sum_{i=2}^{4} |u_i||z_i|,
\]

by \( S_2[1, 2] \) and \( S_2[1, 3] \). By a direct calculation, this is equal to

\[
= \left( \sum_{i=1}^{4} \sqrt{s_i t_i} - \sum_{i=1}^{4} |u_i| \right) \sqrt{a_1 b_1} \\
+ (\sqrt{s_3 t_3} - |u_2|) \lambda_2 + (\sqrt{s_2 t_2} - |u_3|) \lambda_3 + (\sqrt{s_2 t_2} + \sqrt{s_3 t_3} + \sqrt{s_4 t_4} - |u_4|) \lambda_4,
\]

which is greater than or equal to the following

\[
(\sqrt{s_3 t_3} - |u_2|) \lambda_2 + (\sqrt{s_2 t_2} - |u_3|) \lambda_3 + (\sqrt{s_2 t_2} + \sqrt{s_3 t_3} + \sqrt{s_4 t_4} - |u_4|) \lambda_4, \quad (13)
\]

by \( W_3 \). We note that the sum of the following two terms

\[
\sqrt{s_3 t_3} - |u_2|, \quad \sqrt{s_2 t_2} - |u_3|
\]

are nonnegative by \( W_1[2, 3] \), and so at most one of them is negative possibly. If both of them are nonnegative, then the proof is complete by \( W_2[4, 1] \). If \( \sqrt{s_2 t_2} - |u_3| < 0 \),
then we replace $\lambda_3$ in (13) by $\lambda_2$ which satisfies $\lambda_2 \geq \lambda_3$ by $|z_2| \geq |z_3|$, to get

$$\frac{1}{2} \langle W, \varrho \rangle \geq (\sqrt{s_3 t_3} - |u_2|)\lambda_2 + (\sqrt{s_2 t_2} - |u_3|)\lambda_2 + (\sqrt{s_2 t_2} + \sqrt{s_3 t_3} + \sqrt{s_4 t_4} - |u_4|)\lambda_4$$

$$= (\sqrt{s_2 t_2} + \sqrt{s_3 t_3} - |u_2| - |u_3|)\lambda_2 + (\sqrt{s_2 t_2} + \sqrt{s_3 t_3} + \sqrt{s_4 t_4} - |u_4|)\lambda_4,$$

which is nonnegative by $W_1[2, 3]$ and $W_2[4, 1]$ again. If $\sqrt{s_3 t_3} - |u_2| < 0$, then we replace $\lambda_2$ in (13) by $\lambda_3 + \lambda_4$ to get

$$\frac{1}{2} \langle W, \varrho \rangle \geq (\sqrt{s_3 t_3} - |u_2|)(\lambda_3 + \lambda_4) + (\sqrt{s_2 t_2} - |u_3|)\lambda_3 + (\sqrt{s_2 t_2} + \sqrt{s_3 t_3} + \sqrt{s_4 t_4} - |u_4|)\lambda_4$$

$$= (\sqrt{s_2 t_2} + \sqrt{s_3 t_3} - |u_2| - |u_3|)\lambda_3 + (\sqrt{s_2 t_2} + 2\sqrt{s_3 t_3} + \sqrt{s_4 t_4} - |u_2| - |u_4|)\lambda_4,$$

which is also nonnegative by $W_1[2, 3]$ and $W_{4a}[2, 4]$.

[Subcase II-2: $\lambda_2 \geq \lambda_3 + \lambda_4$]: In this case, we have

$$\frac{1}{2} \langle W, \varrho \rangle \geq \sum_{i=1}^{4} \sqrt{s_i t_i} \sqrt{a_i b_i} - |u_i||z_i|$$

$$\geq \sqrt{s_1 t_1} \sqrt{a_1 b_1} + \sqrt{s_2 t_2} |z_2| + \sqrt{s_3 t_3} (|z_2| + |z_4| - \sqrt{a_1 b_1}) + \sqrt{s_4 t_4} |z_4|$$

$$- |u_1| \sqrt{a_1 b_1} - \sum_{i=2}^{4} |u_i||z_i|,$$

by $S_2[1, 3]$. This is equal to the following:

$$= \left( \sum_{i=1}^{4} \sqrt{s_i t_i} - \sum_{i=1}^{4} |u_i| \right) \sqrt{a_1 b_1} + ((\sqrt{s_2 t_2} + \sqrt{s_3 t_3} - |u_2| - |u_3|) + |u_3|) \lambda_2$$

$$- |u_3|\lambda_3 + \sqrt{s_3 t_3} + \sqrt{s_4 t_4} - |u_4|)\lambda_4,$$

which is, by $W_3$ and $W_1[2, 3]$, greater than or equal to

$$\geq ((\sqrt{s_2 t_2} + \sqrt{s_3 t_3} - |u_2| - |u_3|) + |u_3|) (\lambda_3 + \lambda_4) - |u_3|\lambda_3 + (\sqrt{s_3 t_3} + \sqrt{s_4 t_4} - |u_4|)\lambda_4$$

$$= (\sqrt{s_2 t_2} + \sqrt{s_3 t_3} - |u_2| - |u_3|) \lambda_3 + (\sqrt{s_2 t_2} + 2\sqrt{s_3 t_3} + \sqrt{s_4 t_4} - |u_2| - |u_4|)\lambda_4.$$

This is nonnegative by $W_1[2, 3]$ and $W_{4a}[2, 4]$.

[Case III: (A4), (B4), (C4)]. We have $|z_4| \geq \sqrt{a_1 b_1}, \sqrt{a_2 b_2}, \sqrt{a_3 b_3}$. We may assume that $\sqrt{a_2 b_2} \geq \sqrt{a_3 b_3}$ by switching the second and the third subsystems. Put

$$\mu_1 := |z_4| - \sqrt{a_1 b_1}, \quad \mu_2 := |z_4| - \sqrt{a_2 b_2}, \quad \mu_3 := |z_4| - \sqrt{a_3 b_3}.$$

Note that $\mu_2 \leq \mu_3$ by assumption. We proceed by considering two subcases.

[Subcase III-1: $\mu_3 \leq \mu_1 + \mu_2$]. In this case, we have

$$\frac{1}{2} \langle W, \varrho \rangle \geq \sum_{i=1}^{4} \sqrt{s_i t_i} \sqrt{a_i b_i} - |u_i||z_i|$$

$$\geq \sum_{i=1}^{4} \sqrt{s_i t_i} \sqrt{a_i b_i} + \sqrt{s_4 t_4} |z_4| - |u_1| \sqrt{a_1 b_1} - |u_2|((\sqrt{a_1 b_1} + \sqrt{a_3 b_3} - |z_4|)$$

$$- |u_3|(\sqrt{a_1 b_1} + \sqrt{a_2 b_2} - |z_4|) - |u_4||z_4|,$$
by $S_2[1, 3]$ and $S_2[1, 2]$. By a direct computation, this becomes

\[
\frac{1}{2} (W, \varrho) \geq \left( \sum_{i=1}^{4} \sqrt{s_i t_i} - \sum_{i=1}^{4} |u_i| \right) \sqrt{a_1 b_1} \\
+ \left( \sum_{i \neq 1} \sqrt{s_i t_i} - |u_4| \right) \mu_1 + (- \sqrt{s_2 t_2} - |u_3|) \mu_2 + (- \sqrt{s_3 t_3} - |u_2|) \mu_3.
\]  

(14)

If $- \sqrt{s_2 t_2} + |u_3| < 0$, then this is, by $W_2[4, 1]$ and $\mu_2 \leq \mu_3$, greater than or equal to the following

\[
\geq \left( \sum_{i=1}^{4} \sqrt{s_i t_i} - \sum_{i=1}^{4} |u_i| \right) \sqrt{a_1 b_1} + (- \sqrt{s_2 t_2} + |u_3| - \sqrt{s_3 t_3} + |u_2|) \mu_3 \\
\geq \left( \sum_{i=1}^{4} \sqrt{s_i t_i} - \sum_{i=1}^{4} |u_i| \right) \sqrt{a_1 b_1} + (- \sqrt{s_2 t_2} + |u_3| - \sqrt{s_3 t_3} + |u_2|) \sqrt{a_1 b_1} \\
= (\sqrt{s_1 t_1} + \sqrt{s_4 t_4} - |u_1| - |u_4|) \sqrt{a_1 b_1} \\
+ (- \sqrt{s_2 t_2} + |u_3|) \mu_2 + (- \sqrt{s_2 t_2} - \sqrt{s_3 t_3} + |u_2| + |u_3|) \sqrt{a_1 b_1} \\
+ (\sqrt{s_2 t_2} - |u_3|) (\mu_1 + \mu_2)
\]

by $W_1[2, 3]$ and $\sqrt{a_1 b_1} \geq \mu_3$. This becomes

\[
= (\sqrt{s_1 t_1} + \sqrt{s_4 t_4} - |u_1| - |u_4|) \sqrt{a_1 b_1} \\
+ (2 \sqrt{s_2 t_2} + \sqrt{s_3 t_3} + \sqrt{s_4 t_4} - |u_3| - |u_4|) \mu_1,
\]

which is nonnegative by $W_1[1, 4]$ and $W_4[3, 4]$.

[Subcase III-2: $\mu_3 \geq \mu_1 + \mu_2$. We use $S_2[1, 3]$ to get the inequality

\[
\frac{1}{2} (W, \varrho) \geq \sum_{i=1}^{4} \sqrt{s_i t_i} \sqrt{a_i b_i} - |u_i| |z_i| \\
\geq \sum_{i=1}^{3} \sqrt{s_i t_i} \sqrt{a_i b_i} + \sqrt{s_4 t_4} |z_4| \\
- |u_1| \sqrt{a_1 b_1} - |u_2| (\sqrt{a_1 b_1} + \sqrt{a_3 b_3} - |z_4|) - |u_3| \sqrt{a_3 b_3} - |u_4| |z_4|.
\]
which is equal to
\[
= \left( \sum_{i=1}^{4} \sqrt{s_{i_1}} - \sum_{i=1}^{4} |u_i| \right) \sqrt{a_1 b_1} + \left( \sqrt{s_{2_2}} + \sqrt{s_{3_3}} + \sqrt{s_{4_4}} - |u_3| - |u_4| \right) \mu_1 \\
- \sqrt{s_{2_2}} \mu_2 + \sqrt{s_{2_2}} \mu_3 + \left( -\sqrt{s_{2_2}} - \sqrt{s_{3_3}} + |u_2| + |u_3| \right) \mu_3.
\]
by a direct calculation. Using \( W_1[2, 3] \) and \( \mu_3 \leq \sqrt{a_1 b_1} \), we continue
\[
\geq \left( \sum_{i=1}^{4} \sqrt{s_{i_1}} - \sum_{i=1}^{4} |u_i| \right) \sqrt{a_1 b_1} + \left( \sqrt{s_{2_2}} + \sqrt{s_{3_3}} + \sqrt{s_{4_4}} - |u_3| - |u_4| \right) \mu_1 \\
- \sqrt{s_{2_2}} \mu_2 + \sqrt{s_{2_2}} (\mu_1 + \mu_2) + \left( -\sqrt{s_{2_2}} - \sqrt{s_{3_3}} + |u_2| + |u_3| \right) \sqrt{a_1 b_1} \\
= \left( \sqrt{s_{1_1}} + \sqrt{s_{4_4}} - |u_1| - |u_4| \right) \sqrt{a_1 b_1} \\
+ \left( 2 \sqrt{s_{2_2}} + \sqrt{s_{3_3}} + \sqrt{s_{4_4}} - |u_3| - |u_4| \right) \mu_1,
\]
which is nonnegative by \( W_1[1, 4] \) and \( W_{4a}[3, 4] \).

[Case IV: (A4), (B1)]. We have \( |z_4| \geq \sqrt{a_1 b_1} \geq |z_1| \geq \sqrt{a_3 b_3} \). By Case III, we may suppose that \( a_2 b_2 \geq |z_4| \). By \( W_3 \) and \( S_2[1, 3] \), we have
\[
\frac{1}{2} (W, q) \geq \sum_{i=1}^{4} \sqrt{s_{i_1}} \sqrt{a_1 b_1} - |u_i||z_i| \\
\geq \sqrt{s_{1_1}} 1 + \sqrt{s_{2_2}} + \sqrt{s_{3_3}} + \sqrt{s_{4_4}} + \sqrt{a_3 b_3} + \sqrt{s_{4_4}} |z_4| - |u_1||z_1| \\
- \left( \sum_{i=1}^{4} \sqrt{s_{i_1}} - \sum_{i=1}^{4} |u_i| \right) \left( \sqrt{a_1 b_1} + \sqrt{a_3 b_3} - |z_4| \right) \\
- |u_3||a_3 b_3| - |u_4||z_4|
\]
which becomes
\[
= \left( \sqrt{s_{1_1}} + 2 \sqrt{s_{2_2}} + \sqrt{s_{3_3}} + 2 \sqrt{s_{4_4}} - |u_1| - |u_3| - 2 |u_4| \right) |z_4| \\
+ \left( - \sum_{i=1}^{4} \sqrt{s_{i_1}} + \sum_{i=1}^{4} |u_i| \right) \sqrt{a_1 b_1} \\
- |u_1||z_1| + \left( -\sqrt{s_{1_1}} - \sqrt{s_{3_3}} + |u_1| + |u_4| \right) - \sqrt{s_{2_2}} \sqrt{a_3 b_3}.
\]
Using \( W_{4b}[1, 3] \) and \( W_1[1, 4] \), we continue
\[
\geq \left( \sqrt{s_{1_1}} + 2 \sqrt{s_{2_2}} + \sqrt{s_{3_3}} + 2 \sqrt{s_{4_4}} - |u_1| - |u_3| - 2 |u_4| \right) \sqrt{a_1 b_1} \\
+ \left( - \sum_{i=1}^{4} \sqrt{s_{i_1}} + \sum_{i=1}^{4} |u_i| \right) \sqrt{a_1 b_1} \\
- |u_1||z_1| + \left( -\sqrt{s_{1_1}} - \sqrt{s_{4_4}} + |u_1| + |u_4| \right) - \sqrt{s_{2_2}} |z_1|,
\]
which is equal to
\[
= \left( \sqrt{s_{1_1}} + \sqrt{s_{2_2}} + \sqrt{s_{4_4}} - |u_4| \right) \left( \sqrt{a_1 b_1} - |z_1| \right).
\]
This is nonnegative by \( W_2[4, 3] \).
[Case V: (A4), (B2)]. In this case, we have \(|z_2| \geq \sqrt{a_4b_4} \geq |z_4| \geq \sqrt{a_1b_1}|. By Case II, we may suppose that \(\sqrt{a_1b_1} \geq |z_3|\). Using \(S_2[1,3]\), we proceed

\[
\frac{1}{2} \langle W, \varrho \rangle \geq \sum_{i=1}^{4} \sqrt{s_{1i}} \sqrt{a_1b_1} - |u_i||z_i|
\]

\[
\geq \sqrt{s_{1t}} \sqrt{a_1b_1} + \sqrt{s_{2t}} |z_2| + \sqrt{s_{3t}} (|z_2| + |z_4| - \sqrt{a_1b_1}) + \sqrt{s_{4t}} \sqrt{a_4b_4}
\]

\[
- |u_1| |a_1b_1| - |u_2| |z_2| - |u_3| \sqrt{a_1b_1} - |u_4||z_4|
\]

\[
= (\sqrt{s_{2t}} + \sqrt{s_{3t}} - |u_2| - |u_3|) |z_2|
\]

\[
+ \sqrt{s_{4t}} |z_4| + (\sqrt{s_{3t}} - |u_4|) |z_4|
\]

\[
+ (\sqrt{s_{1t}} - \sqrt{s_{3t}} - |u_1| - |u_3|) \sqrt{a_1b_1}.
\]

By \(W_1[2,3]\) and \(|z_2| \geq |z_4|\), we have

\[
\frac{1}{2} \langle W, \varrho \rangle \geq ((\sqrt{s_{2t}} + \sqrt{s_{3t}} - |u_2| - |u_3|) |z_4|
\]

\[
+ \sqrt{s_{4t}} |z_4| + (\sqrt{s_{3t}} - |u_4|) |z_4|
\]

\[
+ (\sqrt{s_{1t}} - \sqrt{s_{3t}} - |u_1| - |u_3|) \sqrt{a_1b_1}.
\]

This is equal to

\[
= (\sqrt{s_{2t}} + \sqrt{s_{3t}} + \sqrt{s_{4t}} - |u_2| - |u_4|) |z_4| + (\sqrt{s_{1t}} - \sqrt{s_{3t}} - |u_1| - |u_3|) \sqrt{a_1b_1}.
\]

Using \(W_4a[2,4]\), we may replace \(|z_4|\) by \(\sqrt{a_1b_1}\), to get

\[
\frac{1}{2} \langle W, \varrho \rangle \geq (\sqrt{s_{2t}} + \sqrt{s_{3t}} + \sqrt{s_{4t}} - |u_2| - |u_4|) \sqrt{a_1b_1}
\]

\[
+ (\sqrt{s_{1t}} - \sqrt{s_{3t}} - |u_1| - |u_3|) \sqrt{a_1b_1},
\]

which is equal to \((\sum_{i=1}^{4} \sqrt{s_{1i}} - |u_i|) \sqrt{a_1b_1} \geq 0\) by \(W_3\). This completes the proof. \(\square\)

We recall the definition of \(Q\) in Sect. 3:

\[
Q := [\alpha \wedge (\beta \vee \gamma)] \vee [\beta \wedge (\gamma \vee \alpha)] \vee [\gamma \wedge (\alpha \vee \beta)].
\]

Then we have

\[
Q^\circ = [\alpha^\circ \vee (\beta^\circ \wedge \gamma^\circ)] \wedge [\beta^\circ \vee (\gamma^\circ \wedge \alpha^\circ)] \wedge [\gamma^\circ \vee (\alpha^\circ \wedge \beta^\circ)].
\]

For a given \(\sigma \in \mathcal{L}\), we define

\[
\sigma_X^\circ := \sigma^\circ \cap X = \{W \in X : \langle W, \varrho \rangle \geq 0 \text{ for every } \varrho \in \sigma\}
\]

\[
= \{W \in X : \langle W, \varrho \rangle \geq 0 \text{ for every } \varrho \in \sigma_X\}.
\]

The last identity follows from (8), and we see that the \(X\)-part \((\sigma^\circ)_X\) of \(\sigma^\circ\) coincides with the dual of \((\sigma_X)^\circ\) of \(\sigma_X\) in the space \(X\). By Theorem 5.1, we have the following:
Corollary 5.2 We have the following identities

\[
\left( \alpha_X^\circ \wedge \beta_X^\circ \right) \lor \left( \alpha_X^\circ \wedge \gamma_X^\circ \right) = \alpha_X^\circ \wedge Q_X,
\]
\[
\left( \beta_X^\circ \wedge \gamma_X^\circ \right) \lor \left( \beta_X^\circ \wedge \alpha_X^\circ \right) = \beta_X^\circ \wedge Q_X,
\]
\[
\left( \gamma_X^\circ \wedge \alpha_X^\circ \right) \lor \left( \gamma_X^\circ \wedge \beta_X^\circ \right) = \gamma_X^\circ \wedge Q_X.
\]

Taking the dual cones in the vector space \( X \), we get the following identities among the generators \( \alpha_X, \beta_X \) and \( \gamma_X \) of the lattice \( L_X \), which is the lattice theoretic dual identities of those in Corollary 3.2.

Corollary 5.3 We have the following identities

\[
\left( \alpha_X \lor \beta_X \right) \land \left( \alpha_X \lor \gamma_X \right) = \alpha_X \lor Q_X,
\]
\[
\left( \beta_X \lor \gamma_X \right) \land \left( \beta_X \lor \alpha_X \right) = \beta_X \lor Q_X,
\]
\[
\left( \gamma_X \lor \alpha_X \right) \land \left( \gamma_X \lor \beta_X \right) = \gamma_X \lor Q_X.
\]

6 Greenberger–Horne–Zeilinger diagonal states

We recall that an \( X \)-state \( X(a, b, z) \) is GHZ diagonal if and only if \( a = b \) and \( z \in \mathbb{R}^4 \). More generally, we will say that an \( X \)-shaped matrix \( X(s, t, u) \) is GHZ diagonal if and only if \( s = t \) and \( u \in \mathbb{R}^4 \). In this section, we exhibit all the GHZ diagonal states which belong to the convex cones considered in this paper. For this purpose, we search for extreme rays of the corresponding convex cones. We consider the following local operation

\[
U = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix} \otimes \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix} \otimes \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix},
\]

which interchanges \(|0\rangle\) and \(|1\rangle\) in each subsystem \( M_2 \otimes M_2 \otimes M_2 \). For an \( X \)-shaped self-adjoint three-qubit matrix \( W = X(s, t, u) \), we define

\[
\tilde{W} := U W U^* = X(t, s, \bar{u}).
\]

We also define

\[
W_{GHZ_d} := \frac{W + \tilde{W}}{2} = X \left( \frac{s + t}{2}, \frac{s + t}{2}, \text{Re } u \right).
\]

Then an \( X \)-shaped matrix \( W \) is GHZ diagonal if and only if \( W = W_{GHZ_d} \), and the identity

\[
\langle W_{GHZ_d}, \varrho \rangle = \langle W, \varrho_{GHZ_d} \rangle
\]

holds for every \( X \)-shaped \( W \) and \( \varrho \), as in the proof of [23, Theorem 3.2]. We also define \( W_{GHZ_d} = (W_X)_{GHZ_d} \) for a general three-qubit self-adjoint matrix \( W \). Then, \( W \) is GHZ diagonal if and only if \( W = W_{GHZ_d} \). Further, the identity (15) also holds.
for every self-adjoint $\sigma$ and $W$. We denote by $V$ the eight-dimensional real vector space consisting of GHZ diagonal matrices. If we take a convex cone $\sigma \in \mathcal{L}$, then the dual cone $(\sigma \cap V)^\circ$ of $\sigma \cap V$ in the vector space $V$ coincides with $\sigma^\circ \cap V$, because
\[
\langle W, \varrho \rangle = \langle W_{GHZ_d}, \varrho \rangle = \langle W, \varrho_{GHZ_d} \rangle \geq 0,
\]
for $W \in (\sigma \cap V)^\circ$ and $\varrho \in \sigma$. For GHZ diagonal states, we will use the notation
\[
X(a, a, z) = X\left( \begin{array}{c} a_1 a_2 a_3 a_4 \\ z_1 z_2 z_3 z_4 \end{array} \right),
\]
(16)
with real variables $a_i$ and $z_i$ for $i = 1, 2, 3, 4$.

We also note that all the conditions $S_1$, $S_2$, $S_3$ and $S_4$ for GHZ diagonal states are determined by finitely many linear inequalities with respect to eight real variables. For example, the inequality $S_4[i, j|k, \ell]$ is actually the combination of the following eight linear inequalities:
\[
a_i + a_j \geq \pm z_k \pm z_\ell, \quad a_k + a_\ell \geq \pm z_i \pm z_j
\]
for a GHZ diagonal state $X\left( \begin{array}{c} a_1 a_2 a_3 a_4 \\ z_1 z_2 z_3 z_4 \end{array} \right)$. For a given convex cone $\sigma \in \mathcal{L}$ considered in this paper, the convex cone $\sigma^\circ \cap V$ is determined by finitely many hyperplanes which cover all maximal faces of $\sigma \cap V$. The same is true for $\sigma^\circ \cap V$. If $\varrho$ is an extreme ray of $\sigma \cap V$, then its dual face
\[
\varrho' := \{W \in (\sigma \cap V)^\circ : \langle W, \varrho \rangle = 0\}
\]
of the dual cone $\sigma^\circ \cap V$ is a maximal face. See [11, Theorem 5.3]. Therefore, we conclude that $\sigma \cap V$ has only finitely many extreme rays, which must be orthogonal to a hyperplane determining a maximal face of the dual cone $\sigma^\circ \cap V$. Considering the coefficients of the characteristic linear inequalities of $\sigma^\circ \cap V$, it is straightforward to find all the candidates of extreme rays of the convex cone $\sigma \cap V$. We denote by $\mathcal{CE}_\sigma$ the set of candidates for extreme rays of $\sigma \cap V$ arising in this way. We take a chain of convex cones from the diagram (6) and list up in Table 2 all the candidates in $\mathcal{CE}_\sigma$. Note that the diagonal states
\[
\Delta = \left\{ X(1000, 0010, 0001) \right\}
\]
are extreme rays of all the convex cones.

At this moment, it must be pointed out that several inequalities of Theorem 5.1 are redundant. Let us consider the criteria of $(\alpha_\chi^\circ \land \beta_\chi^\circ) \lor (\alpha_\chi^\circ \land \gamma_\chi^\circ)$ in Theorem 5.1. One may easily see that $W_1[1, 4]$ and $W_1[2, 3]$ imply the inequalities $W_3$, $W_2[1, 2]$, $W_2[1, 3]$, $W_2[2, 4]$, $W_2[3, 4]$ and $W_4[1, 4]$, $W_4[2, 3]$. We may also add one of $W_1[1, 4]$, $W_1[2, 3]$ and one of $W_{4b}[1, 2]$, $W_{4a}[1, 3]$, $W_{4a}[2, 4]$, $W_{4a}[3, 4]$, to get the inequalities $W_{4b}[1, 2]$, $W_{4b}[1, 3]$, $W_{4b}[2, 4]$ and $W_{4b}[3, 4]$. For an example, we get a part of $W_{4b}[1, 2]$ from $W_1[2, 3]$ and $W_{4a}[1, 3]$. In Table 2, the states determined by these redundant inequalities are excluded.
The convex cones in the first column are increasing downward with respect to inclusion. For each convex cone $\sigma$ in the first column, we list up all the states in $CE_\sigma$ which arise from characteristic inequalities for the dual cone $\sigma^\circ$. The collection $CE_\sigma$ contains all extreme rays of the convex cone $\sigma \cap V$ consisting of GHZ diagonal states. We prove that all the states in $CE_\sigma$ are indeed extreme.

| $\sigma$ | $\alpha \vee \beta \wedge \gamma$ | $\alpha \wedge \beta$ | $(\alpha \vee \beta) \wedge (\gamma \wedge \delta_1)$ | $\alpha \wedge (\beta \vee \gamma)$ | $\alpha \vee (\beta \wedge \gamma)$ | $\alpha \vee (\beta \wedge \delta_1)$ | $\alpha \wedge (\beta \vee \delta_1)$ |
|----------|---------------------------------|----------------------|---------------------------------|---------------------------------|---------------------------------|---------------------------------|---------------------------------|
| $CE_\sigma$ | $12$ | $4$ | $20$ | $4$ | $4$ | $4$ | $4$ |
| number of $CE_\sigma$ | $20 + 8 = 28$ | $20 + 8 = 28$ | $20 + 8 = 28$ | $20 + 8 = 28$ | $20 + 8 = 28$ | $20 + 8 = 28$ | $20 + 8 = 28$ |

Table 2: All the extreme rays of the convex cones $\sigma \cap V$
In order to prove that all the candidates are actually extreme rays, we use again duality in the vector space $V$. Suppose that $\sigma$ is a convex cone in Table 2 with the set $\mathcal{CE}_\sigma$ containing all the candidates of extreme rays of $\sigma \cap V$. We first recall that the bi-dual face

$$(\varrho')' = \{ \psi \in \sigma \cap V : \langle W, \psi \rangle = 0 \text{ for every } W \in \varrho' \}$$

is the smallest exposed face of $\sigma \cap V$ containing $\rho$. Thus, a state $\varrho \in \sigma \cap V$ is extreme if its bi-dual face $\varrho''$ consists of nonnegative scalar multiples of $\varrho$. Because $\mathcal{CE}_\sigma$ contains all extreme rays of $\sigma \cap V$, we see that this is the case if for each $\psi \in \mathcal{CE}_\sigma \setminus \{ \varrho \}$, there exists a witness $W_\psi \in V$ such that $\langle W_\psi, \varrho \rangle = 0$ and $\langle W_\psi, \psi \rangle > 0$. By taking $W = \sum_\psi W_\psi$, this is equivalent to the existence of a witness $W \in V$ satisfying

$$\langle W, \varrho \rangle = 0, \quad \langle W, \psi \rangle > 0 \text{ for each } \psi \in \mathcal{CE}_\sigma \setminus \{ \varrho \},$$

(17)

which is a seemingly stronger condition. Note that (17) actually tells us that $W$ belongs to $\sigma^\circ \cap V = (\sigma \cap V)^\circ$, since every state in $\sigma \cap V$ is a convex combination of states in $\mathcal{CE}_\sigma$. Geometrically, it is clear that the condition (17) is equivalent to the claim that the dual face $\varrho'$ is a maximal face of the dual cone $\sigma^\circ \cap V$.

To prove that all the states in $\mathcal{CE}_\sigma$ are extreme, we begin with the convex cone $\sigma = \alpha \land (\beta \lor \gamma)$. For $\varrho = \chi_{10000}$, one can check the witness $W = \chi_{0111}$ works. For other states like $\chi_{1111}$, $\chi_{1011}$, $\chi_{1101}$, $\chi_{1201}$, $\chi_{1221}$, the following witnesses $\chi_{1111}$, $\chi_{1011}$, $\chi_{1101}$, $\chi_{1201}$, $\chi_{1221}$ satisfy (17), respectively. This shows that all the candidates in Table 2 are really extreme rays of the corresponding convex cones.
7 Conclusion

In this paper, we gave criteria for the convex cones listed in (5). In the plain terminologies, a state $\rho$ belongs to the convex cone $(\alpha \wedge \beta) \lor (\alpha \wedge \gamma)$ if and only if it is a mixture of a simultaneously $A–BC$ and $B–CA$ bi-separable state and a simultaneously $A–BC$ and $C–BA$ bi-separable state. We gave a necessary condition for a three-qubit state $\rho$ to have this property in terms of diagonal and anti-diagonal entries of $\rho$, and showed that this condition is also sufficient when $\rho$ is X-shaped. We also found all the GHZ diagonal states which distinguish kinds of partial separability. For example, we can read out from Table 2 all the extremal GHZ diagonal states which violate distributive rules.

It was asked in [13] whether the lattice $\mathcal{L}$ is free or not. The identities in Corollary 3.2 actually shows that the lattice $\mathcal{L}_X$ is not free, because we have exhibited a lattice generated by three elements which give rise to a strict inequality in (11). It is natural to ask whether the identity holds in (11) when $(x, y, z) = (\alpha, \beta, \gamma)$. This is to equivalent to ask whether the following properties

- $\rho$ is $A–BC$ separable;
- $\rho$ is a mixture of $B–CA$ separable state and a simultaneously $C–AB$ and $A–BC$ separable state;
- $\rho$ is a mixture of $C–BA$ separable state and a simultaneously $B–AC$ and $A–BC$ separable state,

for a three-qubit state $\rho$ implies that $\rho$ is a mixture of a simultaneously $A–BC$ and $B–CA$ bi-separable state and a simultaneously $A–BC$ and $C–BA$ bi-separable state. We have seen in this paper that this is the case when $\rho$ is X-shaped. This question must be related with the question whether the lattice $\mathcal{L}$ is free or not.
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