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Abstract. A canonical factorization is given for a quadratic pencil of accretive operators in a Hilbert space. We establish a criterion in order that the linear factors, into which the pencil splits, generates a holomorphic semi-group of contraction operators. As an application, we study a result of existence, uniqueness, and maximal regularity of the strict solution for complete abstract second-order differential equation in the non-homogeneous case. An illustrative example is also given.
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1. Introduction

Many problems in mathematical physics and mechanics can be described by the following second order linear differential equation

\[ u''(t) - 2Bu'(t) - Cu(t) = 0, \]  

where \( u(t) \) is a vector-valued function in an appropriate (finite or infinite dimensional) Hilbert space \( \mathcal{H} \), \( B \) and \( C \) are linear (bounded or unbounded) operators on \( \mathcal{H} \). Properties of the differential equation (1.1) are closely connected with spectral properties of a quadratic pencil

\[ Q(\lambda) = \lambda^2I - 2\lambda B - C, \quad (\lambda \in \mathbb{C}); \]  

which is obtained by substituting exponential functions \( u(t) = \exp(\lambda t)x, \) \( x \in \mathcal{H} \) into (1.1). In many applications \( B \) and \( C \) are self-adjoint positive definite operators. An important and subtle problem in the theory of such operator pencils is to factoring them and studying the spectral properties of the factors. Under some assumptions, Krein and Langer [13] proved that a
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self-adjoint polynomial of the form (1.2) can always be written as a product of two linear factors as follows

\[ \lambda^2 I - 2\lambda B - C = (\lambda I - Z_1)(\lambda I - Z_2), \]  

(1.3)

with \( Z_1 \) and \( Z_2 \) are a roots of the quadratic operator equation

\[ Q(Z) = Z^2 I - 2BZ - C = 0. \]  

(1.4)

Of particular interest is the separation of spectral values of \( Q \) between the spectra of the roots. Such separation may be complicated, even in the case of eigenvalues, see [23] and references therein. The factorization theorems have been studied extensively also for the self-adjoint quadratic operator pencils under the extra condition of strong and weak damping. For the exhaustive survey on these topics, please see the two seminal books [17] and [18] and the references therein.

But some models of continuous mechanics are reduced to differential equation (1.1) with sectorial operators, see [1,3,8,12] and references therein. In this cases methods, developed for self-adjoint operators, cannot be applied.

The main objective of the manuscript is to find sufficient conditions on, in general, unbounded linear accretive operators \( B \) and \( C \) on the Hilbert space, under which a factorization (1.3) is possible. The approach is based on the perturbation theory of accretive operators. We also obtain a criterion in order that the linear factors, into which the pencil splits, generates an holomorphic semi-group of contraction operators. We apply this result to establish a theorem of existence, uniqueness, and maximal regularity of the strict solution of an abstract second order evolutionary equations generated by such pencils in the non-homogeneous case.

2. Accretive Operators Framework

In this section, we introduce the notation and the operator theoretic framework used in the rest of our work. Throughout this paper \( \mathcal{H} \) is a complex Hilbert space with an inner product \( < \cdot,\cdot> \) and norm \( \|\cdot\| \). Let \( B(\mathcal{H}) \) denote the Banach space of all bounded linear operators on \( \mathcal{H} \). Given a linear operator \( T \) on \( \mathcal{H} \) we denote by \( \mathcal{D}(T) \), \( \mathcal{N}(T) \), and \( \mathcal{R}(T) \) the domain, the null space and the range of \( T \), respectively. For a closable densely defined linear operator \( T \) in some Hilbert space \( \mathcal{H} \) we denote by \( \sigma(T) = \sigma_p(T) \) the spectrum, and by \( \sigma_p(T) \) the point spectrum of \( T \). For \( \lambda \in \rho(T) \), the inverse \( (\lambda I - T)^{-1} \) is, by the closed graph theorem, a bounded operator on \( \mathcal{H} \) and will be called the resolvent of \( T \) at the point \( \lambda \).

Recall that a linear operator \( T \) with domain \( \mathcal{D}(T) \) in a complex Hilbert space \( \mathcal{H} \) is said to be accretive if

\[ \text{Re} < Tx, x > \geq 0 \quad \text{for all } x \in \mathcal{D}(T) \]

or, equivalently if

\[ \|(\lambda + T)x\| \geq \lambda\|x\| \quad \text{for all } x \in \mathcal{D}(T) \text{ and } \lambda > 0. \]

An accretive operator \( T \) is called maximal accretive, or \( m \)-accretive for short, if one of the following equivalent conditions is satisfied:
1. $T$ has no proper accretive extensions in $\mathcal{H}$;
2. $T$ is densely defined and $\mathcal{R}(\lambda + T) = \mathcal{H}$ for some (and hence for every) $\lambda > 0$;
3. $T$ is densely defined and closed, and $T^*$ is accretive.

In particular, every m-accretive operator is accretive and closed densely defined, its adjoint is also m-accretive (cf. [14], p. 279). Furthermore,
\[
(\lambda + T)^{-1} \in \mathcal{B}(\mathcal{H}) \quad \text{and} \quad \| (\lambda + T)^{-1} \| \leq \frac{1}{\lambda} \quad \text{for} \quad \lambda > 0.
\]

In particular, a bounded accretive operator is m-accretive. Óta showed in [22, Theorem 2.1] that, if $T$ is closed and an accretive such that there is a positive integer $n$ with $\mathcal{D}(T^n)$ is dense in $\mathcal{H}$ and $\mathcal{R}(T^n) \subset \mathcal{D}(T)$, then $T$ is bounded. In particular, for a closed and accretive operator $T$, if $\mathcal{R}(T)$ is contained in $\mathcal{D}(T)$, or in $\mathcal{D}(T^*)$, then $T$ is automatically bounded, see also [22, Theorem 3.3]. Also, if $T$ is maximal accretive, then
\[
\mathcal{N}(T) = \mathcal{N}(T^*) \quad \text{and} \quad \mathcal{N}(T) \subseteq \mathcal{D}(T) \cap \mathcal{D}(T^*). \tag{2.1}
\]

The numerical range is very useful set by what we can we define the accretive operators. For a linear operator $T : \mathcal{D}(T) \to \mathcal{H}$ it is defined by
\[
W(T) := \{ < Tx, x > : x \in \mathcal{D}(T), \quad \text{with} \quad \| x \| = 1 \}, \tag{2.2}
\]
It is well-known that $W(T)$ is a convex set of the complex plane (the Toeplitz–Hausdorff theorem), and in general is neither open nor closed, even for a closed operator $T$. Clearly, an operator $T$ is accretive when $W(T)$ is contained in the closed right half-plane
\[
W(T) \subset \mathbb{C}_+ := \{ z \in \mathbb{C} : \text{Re}(z) \geq 0 \}.
\]

Further, if $T$ is m-accretive operator then $W(T)$ has the so-called spectral inclusion property
\[
\sigma(T) \subset \overline{W(T)}. \tag{2.3}
\]

A linear operator $T$ in a Hilbert space $\mathcal{H}$ is called sectorial with vertex $z = 0$ and semi-angle $\omega \in [0, \pi/2)$, or $\omega$-accretive for short, if its numerical range is contained in a closed sector with semi-angle $\omega$,
\[
W(T) \subset \mathcal{S}(\omega) := \{ z \in \mathbb{C} : | \arg z | \leq \omega \} \tag{2.4}
\]
or, equivalently,
\[
| \text{Im} \ < Tx, x > \ | \leq \tan \omega \ \text{Re} \ < Tx, x > \quad \text{for all} \ x \in \mathcal{D}(T).
\]

An $\omega$-accretive operator $T$ is called m-$\omega$-accretive, if it is m-accretive. We have $T$ is m-$\omega$-accretive if and only if the operators $e^{\pm i\theta}T$ is m-accretive for $\theta = \frac{\pi}{2} - \omega$, $0 < \omega \leq \pi/2$. The resolvent set of an m-$\omega$-accretive operator $T$ contains the set $\mathbb{C} \setminus \mathcal{S}(\omega)$ and
\[
\| (T - \lambda I)^{-1} \| \leq \frac{1}{\text{dist} (\lambda, \mathcal{S}(\omega))}, \quad \lambda \in \mathbb{C} \setminus \mathcal{S}(\omega).
\]

In particular, m-$\pi/2$-accretivity means m-accretivity. A 0-accretive operator is symmetric. An operator is positive if and only if it is m-0-accretive.
It is known that the \( C_0 \)-semigroup \( T(t) = \exp(-tT), \ t \geq 0 \), has contractive and holomorphic continuation into the sector \( S(\pi/2\omega) \) if and only if the generator \( T \) is \( m-\omega \)-accretive, see [14, Theorem V-3.35].

Recently, the authors of [2] obtained a precise localization of the numerical range of one-parameter semigroup \( T(t) = \exp(-tT), \ t \geq 0 \), generated by an \( m-\omega \)-accretive operator, \( \omega \in [0, \pi/2) \). More precisely, by [2, Theorem 3.4], we have

\[
W(\exp(-tT)) \subseteq \Omega(\omega) = \{ z \in \mathbb{C} : |\text{Im} \sqrt{z}| \leq \frac{1}{2}(1 - |z|) \tan(\omega) \}, \quad t \geq 0,
\]

with limiting cases: \( \Omega(0) = [0, 1] \) and \( \Omega(\pi/2) = \mathbb{D} \). In particular, the family \( \exp(-tT), t \geq 0 \), is a quasi-sectorial contractions semigroup in the terminology of [2].

We mention that if \( T \) is \( m \)-accretive, then for each \( \alpha \in (0, 1) \) the fractional powers \( T^\alpha, 0 < \alpha < 1 \), are defined by the following Balakrishnan formula, see [4],

\[
T^\alpha x = \frac{\sin(\pi\alpha)}{\pi} \int_0^\infty \lambda^{\alpha-1} T(\lambda + T)^{-1} x dt,
\]

for all \( x \in D(T) \). The operators \( T^\alpha \) are \( m-(\alpha\pi)/2 \)-accretive and, if \( \alpha \in (0, 1/2) \), then \( D(T^\alpha) = D(T^{*\alpha}) \). It was proved in [15, Theorem 5.1] that, if \( T \) is \( m \)-accretive, then \( D(T^{1/2}) \cap D(T^{*1/2}) \) is a core of both \( T^{1/2} \) and \( T^{*1/2} \) and the real part \( \text{Re} T^{1/2} := (T^{1/2} + T^{*1/2})/2 \) defined on \( D(T^{1/2}) \cap D(T^{*1/2}) \) is a selfadjoint operator. Further, by [15, Corollary 2],

\[
D(T) = D(T^*) \implies D(T^{1/2}) = D(T^{*1/2}) = D(T^{1/2}_R) = D[\phi],
\]

where \( \phi \) is the closed form associated with the sectorial operator \( T \) via the first representation theorem [14, Sect. VI.2.1] and \( T^R \) is the non-negative selfadjoint operator associated with the real part of \( \phi \) given by \( \text{Re} \phi := (\phi + \phi^*)/2 \).

3. A Canonical Factorization of Monic Quadratic Operator Pencils

In this section, we will investigate a canonical factorization of quadratic operator pencils \( Q \) of the form

\[
Q(\lambda) = \lambda^2 I - 2\lambda B - C,
\]

on a Hilbert space with domain \( D(Q) = D(B) \cap D(C) \), where \( \lambda \in \mathbb{C} \) is the spectral parameter and the two operators \( B \) and \( C \) with domain \( D(C) \) and \( D(B) \), respectively, satisfy one of the following conditions,

(C.1) there exists \( \alpha \geq 0, 0 \leq \beta < 1 \) and \( \delta \geq 0 \) such that

\[
\text{Re} \langle B^2 x, C x \rangle \geq -\alpha \|x\|^2 - \beta \|B^2 x\|^2 - \delta \|B^2 x\| \|x\|,
\]

for all \( x \in D(B^2) \subset D(C) \).
(C.2) $C$ is $B^2$-bounded with lower bound $< 1$, i.e. there exists $a \geq 0$ and $0 \leq b < 1$ such that
\[ \|Cx\|^2 \leq a\|x\|^2 + b\|B^2x\|^2, \quad \text{for all } x \in \mathcal{D}(B^2) \subset \mathcal{D}(C). \]

(C.3) $I + C(B^2 + t_0)^{-1}$ is boundedly invertible, for some $t_0 > 0$.

(C.4) $B$ is accretive and $\mathcal{D}(B) \subset \mathcal{D}(C)$.

(C.5) $B$ is accretive and $C$ is bounded.

**Proposition 3.1.** Let $B^2$ be $m$-accretive and $C$ is accretive. If the operator $B$ and $C$ verifies one of the conditions above, then the operator $\Lambda = B^2 + C$ with domain $\mathcal{D}(B^2)$ is $m$-accretive.

**Proof.** Assume (C.1), then by [21, Theorem 3.10] we can prove that $B^2 + C$ is $m$-accretive. For the convince of the reader we give a detailed proof of this fact and adapted to the Hilbert case. First, we have $B^2 + C$ is accretive and densely defined. We show that $B^2 + C$ is closed. In fact, it follows from (C.1) that
\[
\|B^2x\|^2 = \text{Re} < B^2x, B^2x > \\
\leq \text{Re} < (B^2 + C)x, B^2x > + \alpha \|x\|^2 + \beta \|B^2x\|^2 + \delta \|B^2x\| \|x\|, \\
\text{for all } x \in \mathcal{D}(B^2). \]

So, we have
\[
(1 - \beta) \|B^2x\|^2 \leq [\delta \|x\| + \|B^2 + C\|\|B^2x\| + \alpha \|x\|^2, \\
\text{for all } x \in \mathcal{D}(B^2). \]

Solving this inequality, we obtain
\[
\|B^2x\| \leq \frac{1}{1 - \beta} \|B^2 + C\|\|x\| + \kappa \|x\| \tag{3.2}
\]

for all $x \in \mathcal{D}(B^2)$, with $\kappa = \frac{\delta + \sqrt{\alpha(1 - \beta)}}{1 - \beta}$. On the other hand, since $\mathcal{D}(B^2) \subset \mathcal{D}(C)$, with $\mathcal{D}(B^2)$ dense in $\mathcal{H}$, there exists a constant $\vartheta > 0$, such that
\[
\|Cx\| \leq \vartheta(\|x\| + \|B^2x\|), \tag{3.3}
\]

for all $x \in \mathcal{D}(B^2)$. Now, let a sequence $(x_n)_n \subset \mathcal{D}(B^2)$ such that $x_n \rightarrow x$ and $(B^2 + C)x_n \rightarrow y$. Applying the inequality (3.2) to $x$ replaced by $x_n - x_m$, we see that the sequence $(B^2x_n)_n$ converge. Since $B^2$ is closed we conclude that $B^2x_n \rightarrow B^2x$ and $x \in \mathcal{D}(B^2)$. By (3.3), we have
\[
\|(B^2 + C)(x_n - x)\| \leq \vartheta \|x_n - x\| + (1 + \vartheta) \|B^2(x_n - x)\|. \\
\]

Hence $(B^2 + C)x_n \rightarrow (B^2 + C)x$ and $y = (B^2 + C)x$, which shows $B^2 + C$ is closed. On the other hand, we have
\[
\text{Re} < B^2x, tCx > \geq -t\alpha \|x\|^2 - t\beta \|B^2x\|^2 - t\delta \|B^2x\| \|x\|, \\
\text{for all } 0 \leq t \leq 1. \quad \text{Since } t\beta < 1, \text{ by the same argument, we assert that } \\
(B^2 + tC) \text{ is closed for all } 0 \leq t \leq 1. \quad \text{Hence, } (B^2 + tC) \text{ is closed and accretive for all } 0 \leq t \leq 1. \]

By [21, Lemma 3.1], the dimension of $\mathcal{R}(B^2 + C + \lambda)^\perp$ and $\mathcal{R}(B^2 + \lambda)^\perp$ are the same for all $\lambda > 0$. Since $B^2$ is $m$-accretive, we conclude that $B^2 + C$ is $m$-accretive.
If (C.2) holds, the result follows by [9, Theorem 2.]. Also (C.2) implies (C.1) in the case of $\gamma = 0$, see [20, Remark 4.4]. In fact, setting $\alpha = a/2$ and $\beta = (b+1)/2$, we have that for $x \in \mathcal{D}(B^2)$,

$$\|Cx\|^2 \leq 2\alpha \|x\|^2 + (2\beta - 1)\|B^2 x\|^2 \leq \|(B^2 + C)x\|^2 - \|B^2 x\|^2 + 2\alpha \|x\|^2 + 2\beta \|B^2 x\|^2$$

$$= 2(\text{Re} < B^2 x, Cx > + \alpha \|x\|^2 + \beta \|B^2 x\|^2) + \|Cx\|^2.$$

Hence $\text{Re} < B^2 x, Cx > + \alpha \|x\|^2 + \beta \|B^2 x\|^2 \geq 0$.

Assume that (C.3) is satisfied. Since $B^2 + C$ is densely defined and accretive, it suffices to show that $\mathcal{R}(B^2 + C + t_0) = \mathcal{H}$. But this follows immediately from

$$B^2 + C + t_0 = (I + C(B^2 + t_0)^{-1})(B^2 + t_0),$$

and clearly $B^2 + C + t_0$ is invertible.

Now, we consider (C.4). Since $B$ is an accretive operator, by [11, Theorem 1.2], we have for an arbitrary $\nu > 0$,

$$\|Bx\|^2 \leq \nu \|x\|^2 + \frac{1}{\nu} \|B^2 x\|^2, \quad (3.4)$$

for all $x \in \mathcal{D}(B^2)$. Since $\mathcal{D}(B) \subset \mathcal{D}(C)$, with $\mathcal{D}(B)$ dense in $\mathcal{H}$, there exists a constant $\eta > 0$, such that

$$\|Cx\|^2 \leq \eta \|Bx\|^2,$$

for all $x \in \mathcal{D}(B)$. It follows that

$$\|Cx\|^2 \leq \eta(\nu \|x\|^2 + \frac{1}{\nu} \|B^2 x\|^2),$$

for all $x \in \mathcal{D}(B^2)$. Choosing $\nu > 0$ so large that $\frac{\eta}{\nu} < 1$, we get $C$ is $B^2$-bounded with lower bound $< 1$.

Finally, clearly (C.5) is a particular case of (C.4). \qed

Remark 3.2. 1. In (C.3), if we assume further $\mathcal{D}(B^2) \subset \mathcal{D}(C)$, then by [25, Proposition 2.12], the lower bound $b$ in (C.2) is equal to

$$\sup_{t>0} \|C(B^2 + t)^{-1}\|.$$

Hence, if we assume further, $\|C(B^2 + t_0)^{-1}\| < 1$ for some $t_0 > 0$, so $I + C(B^2 + t_0)^{-1}$ is boundedly invertible, for some $t_0 > 0$. In this case (C.3) implies (C.2).

2. If the condition (C.4) is satisfied, clearly $\mathcal{D}(Q) = \mathcal{D}(B)$.

3. In (C.4) and (C.5), $B$ is m-accretive. Indeed, choosing $\nu > 0$ so large that $\frac{1}{\nu} < 1$ in (3.4), we obtain $B$ is $B^2$-bounded with lower bound $< 1$.

Then $B^2 + B$ with domain $\mathcal{D}(B^2)$ is m-accretive. Now, let us remark that

$$\left(\frac{1}{4}I + B^2 + B\right)x = \left(\frac{1}{2}I + B\right)^2 x.$$
for all \( x \in D(B^2) \). Since the operator on the left-hand side is invertible, then \((\frac{1}{2}I + B)^2\) is invertible, so \(\frac{1}{2}I + B\) is also invertible. It follows that \( B \) is m-accretive.

In the sequel, we assume that \( B^2 \) be m-accretive and \( C \) is accretive verify the condition (C.1), unless otherwise specified.

Now, we state some properties of the operator \( \Lambda = B^2 + C \). The first important one is the existence and uniqueness of its square root. This is an immediate consequence of [14, Theorem 3.35, p. 281].

**Corollary 3.3.** The operator \( \Lambda \) admits unique square root \( \Lambda^{\frac{1}{2}} \) \( m-(\pi/4) \)-accretive operator with \( D(B^2) \) is a core of \( \Lambda^{\frac{1}{2}} \) (that is, the closure of the restriction of \( \Lambda^{\frac{1}{2}} \) to \( D(B^2) \) is again \( \Lambda^{\frac{1}{2}} \)).

**Proposition 3.4.** If \( C \) is \( \theta \)-accretive, with \( 0 \leq \theta < \pi/2 \), then
\[
N(\Lambda) \subset N(B^2) \cap N(C^*).
\]

**Proof.** (1) Let \( x \in D(B^2), x \neq 0 \), such that \( \Lambda x = 0 \), as before, we have
\[
\text{Re} \langle \Lambda x, x \rangle = \text{Re} \langle B^2x, x \rangle + \text{Re} \langle Cx, x \rangle,
\]

then
\[
\text{Re} \langle B^2x, x \rangle \leq \text{Re} \langle \Lambda x, x \rangle \quad \text{and} \quad \text{Re} \langle Cx, x \rangle \leq \text{Re} \langle \Lambda x, x \rangle.
\]

Therefore, \( \text{Re} \langle \Lambda x, x \rangle = 0 \) implies that \( \text{Re} \langle B^2x, x \rangle = 0 \) and \( \text{Re} \langle Cx, x \rangle = 0 \). On the other hand, since \( C \) is \( \theta \)-accretive, with \( 0 \leq \theta < \pi/2 \), then
\[
|\text{Im} \langle Cx, x \rangle| \leq \tan(\theta)\text{Re} \langle Cx, x \rangle.
\]

Thus,
\[
\text{Im} \langle Cx, x \rangle = 0 \quad \text{and} \quad \text{Im} \langle B^2x, x \rangle = -\text{Im} \langle Cx, x \rangle = 0,
\]

hence
\[
\langle B^2x, x \rangle = 0 \quad \text{and} \quad \langle Cx, x \rangle = 0.
\]

Since \( B^2 \) is m-accretive operator, we conclude that \( x \in N(B^2) \) and \( x \in N(C^*) \). \( \Box \)

Now, we define the linear factors \( Z_1 \) and \( Z_2 \) by
\[
Z_1 = B + \Lambda^{\frac{1}{2}}
\]
and
\[
Z_2 = B - \Lambda^{\frac{1}{2}}
\]
with domain \( D(B) \cap D(\Lambda^{\frac{1}{2}}) \), into which the quadratic pencil (3.1) can be decomposed.

**Proposition 3.5.** Assume that \( B(D(B^2)) \subset D(B^2) \) and \( \Lambda^{\frac{1}{2}}(D(B^2)) \subset D(B^2) \). \( Q \) takes the following form,
\[
Q(\lambda)x = \frac{1}{2}(\lambda I - Z_1)(\lambda I - Z_2)x + \frac{1}{2}(\lambda I - Z_2)(\lambda I - Z_1)x,
\]
(3.5)
for all \( x \in \mathcal{D}(B^2) \).

In particular, if \( B\Lambda^{\frac{1}{2}} = \Lambda^{\frac{1}{2}}B \) on \( \mathcal{D}(B^2) \), then \( Q \) admits the following canonical factorization,

\[
Q(\lambda)x = (\lambda I - Z_1)(\lambda I - Z_2)x = (\lambda I - Z_2)(\lambda I - Z_1)x, \quad (3.6)
\]

for all \( x \in \mathcal{D}(B^2) \).

Proof. We have \( \mathcal{D}(B^2) \subset \mathcal{D}(Z_1) = \mathcal{D}(Z_2) = \mathcal{D}(\Lambda^{\frac{1}{2}}) \cap \mathcal{D}(B) \) and \( \mathcal{D}(B^2) \subset \mathcal{D}(C) \).

The fact that \( B(\mathcal{D}(B^2)) \subset \mathcal{D}(B^2) \) and \( \Lambda^{\frac{1}{2}}(\mathcal{D}(B^2)) \subset \mathcal{D}(B^2) \), we have

\[
\mathcal{D}(B^2) \subset \mathcal{D}(B\Lambda^{\frac{1}{2}}), \quad \mathcal{D}(B^2) \subset \mathcal{D}(\Lambda^{\frac{1}{2}}B) \quad \text{and} \quad \mathcal{D}(B^2) \subset \mathcal{D}(Z_1^2). \]

Now, we can verify that

\[
Z_1^2x - BZ_1x - Z_1Bx - Cx = 0,
\]

for all \( x \in \mathcal{D}(B^2) \), hence on \( \mathcal{D}(B^2) \), we have

\[
Q(\lambda) = Q(\lambda) - (Z_1^2 - BZ_1 - Z_1B - C)
= \lambda^2I - 2\lambda B - C - Z_1^2 + BZ_1 + Z_1B + C
= \lambda^2I - Z_1^2 - B(\lambda - Z_1) - (\lambda - Z_1)B
= \frac{1}{2}(\lambda - Z_1)(\lambda + Z_1 - 2B) + \frac{1}{2}(\lambda + Z_1 - 2B)(\lambda - Z_1)
= \frac{1}{2}(\lambda I - Z_1)(\lambda I - Z_2) + \frac{1}{2}(\lambda I - Z_2)(\lambda I - Z_1).
\]

Now, if \( B\Lambda^{\frac{1}{2}} = \Lambda^{\frac{1}{2}}B \) on \( \mathcal{D}(B^2) \), we obtain (3.6). \( \square \)

In the sequel, we investigate some properties of the operators \( Z_1 \) and \( Z_2 \).

Proposition 3.6. Assume that \( \mathcal{D}(\Lambda^{\frac{1}{2}}) \subset \mathcal{D}(B) \), then for any \( \varepsilon > 0 \), there exist \( r_1, r_2 > 0 \), such that \( Z_1 + r_1 \) and \( -Z_2 + r_2 \) are \( m\)-\( \psi \)-accretive operators with \( \psi = \pi/4 + \varepsilon \).

In particular, \(-Z_1 - r_1 \) and \(-Z_2 - r_2 \) generates holomorphic \( C_0 \)-semigroup of contraction operators \( T_1(z) \) and \( T_2(z) \) of angle \( \pi/2 - \psi \).

Proof. Now assume that \( \mathcal{D}(\Lambda^{\frac{1}{2}}) \subset \mathcal{D}(B) \). It follows that

\[
\|Bx\| \leq a\|x\| + b\|\Lambda^{\frac{1}{2}}x\| \quad (3.7)
\]

for all \( x \in \mathcal{D}(\Lambda^{\frac{1}{2}}) \) and for some nonnegative constants \( a \) and \( b \). On the other hand, since \( \Lambda^{\frac{1}{2}} \) is \( m\)-\((\pi/4)\)-accretive and both \( B \) and \( -B \) satisfy (3.7), by [14, Theorem IX-2.4], we obtain the desired results. \( \square \)

Remark 3.7. If \( a = 0 \) in (3.7), we have \( r_1 = r_2 = 0 \) (cf. [14, Theorem IX-2.4]).

Proposition 3.8. If \( \mathcal{D}(\Lambda^{\frac{1}{2}}) \subset \mathcal{D}(B) \) and \( B \) is accretive, then \( Z_1 \) is \( m\)-\( \pi/4 \)-accretive operators. In particular, \(-Z_1 \) generates holomorphic \( C_0 \)-semigroup \( T_1(z) \) of angle \( \pi/4 \).

Further, if \( B \) is \( \theta \)-accretive with \( 0 \leq \theta < \pi/2 \), then \( \mathcal{N}(Z_1) = \mathcal{N}(B) \cap \mathcal{N}(\Lambda^{\frac{1}{2}}) \).
Proof. By [19, Theorem 6.10], we have for an arbitrary \( \rho > 0 \),
\[
\| \Lambda^\frac{1}{2} x \|^2 \leq \frac{1}{\pi^2} \left( \rho \|x\|^2 + \frac{1}{\rho} \|\Lambda x\|^2 \right),
\]
for all \( x \in D(B^2) \).

Thus by (3.8) and (3.7), we obtain
\[
\| Bx \|^2 \leq 2a \left( 1 + \frac{\rho}{\pi^2} \right) \|x\|^2 + \frac{2b}{\pi^2 \rho^2} \|\Lambda x\|^2,
\]
for all \( x \in D(B^2) \) and an arbitrary \( \rho > 0 \). Thus
\[
\| B(t + \Lambda^\frac{1}{2})^{-1} x \|^2 \leq 2a \left( 1 + \frac{\rho}{\pi^2} \right) \| (t + \Lambda^\frac{1}{2})^{-1} x \|^2 + \frac{2b}{\pi^2 \rho} \| \Lambda (t + \Lambda^\frac{1}{2})^{-1} x \|^2,
\]
for all \( x \in \mathcal{H} \).

Hence
\[
\left\| B(t + \Lambda^\frac{1}{2})^{-1} \right\|^2 \leq \frac{2a}{t^2} \left( 1 + \frac{\rho}{\pi^2} \right) + \frac{2b}{\pi^2 \rho} \left\| \Lambda (t + \Lambda^\frac{1}{2})^{-1} \right\|^2.
\]

Letting \( t \) to \(+\infty\), we assert that
\[
M = \sup_{t > 0} \left\| B(t + \Lambda^\frac{1}{2})^{-1} \right\| < \frac{2b}{\pi^2 \rho^2}.
\]
(cf. [25, Proposition 2.12]). Since \( \rho \) is arbitrary, we can choose it such that
\[
\frac{2b}{\pi^2 \rho^2} < 1.
\]
Thus \( Z_1 \) is m-accretive. Since \( B \) is accretive and \( \Lambda^\frac{1}{2} \) is m-(\( \pi/4 \))-accretive, then \( Z_1 \) is m-(\( \pi/4 \))-accretive. By [14, Theorem IX-1.24], the factor \(-Z_1\) generates holomorphic \( C_0 \)-semigroup \( T_1(z) \) of angle \( \pi/4 \).

The inclusion \( \mathcal{N}(B) \cap \mathcal{N}(\Lambda^\frac{1}{2}) \subset \mathcal{N}(Z_1) \) is obvious. Conversely, let \( x \in \mathcal{D}(Z_1), \, x \neq 0 \), such that \( Z_1 x = 0 \), we have
\[
\Re < Z_1 x, x > = \Re < B x, x > + \Re < \Lambda^\frac{1}{2} x, x >,
\]
then
\[
\Re < B x, x > \leq \Re < Z_1 x, x > \quad \text{and} \quad \Re < \Lambda^\frac{1}{2} x, x > \leq \Re < Z_1 x, x >.
\]
Therefore, \( \Re < Z_1 x, x > = 0 \) implies that \( \Re < B x, x > = 0 \) and \( \Re < \Lambda^\frac{1}{2} x, x > = 0 \). On the other hand, we have
\[
|\Im < B x, x >| \leq \tan(\theta) \Re < B x, x >
\]
and
\[
|\Im < \Lambda^\frac{1}{2} x, x >| \leq \Re < \Lambda^\frac{1}{2} x, x >.
\]
Thus,
\[
\Im < B x, x > = 0 \quad \text{and} \quad \Im < \Lambda^\frac{1}{2} x, x > = 0,
\]
hence
\[
< B x, x > = 0 \quad \text{and} \quad < \Lambda^\frac{1}{2} x, x > = 0.
\]
Since $B$ is m-$\theta$-accretive (see Remark 3.2) and $\Lambda^{\frac{1}{2}}$ is m-(\pi/4)-accretive, we conclude that 

$$Bx = 0 \quad \text{and} \quad \Lambda^{\frac{1}{2}}x = 0.$$ 

Consequently, $\mathcal{N}(Z_1) \subset \mathcal{N}(B) \cap \mathcal{N}(\Lambda^{\frac{1}{2}})$. \hfill \Box

**Remark 3.9.** In Proposition 3.1, if we assume only $B$ is m-accretive, $C + B^2$ need not be m-accretive, because $B^2$ fails to be accretive (with the same vertex as $B$) even in the case of an accretive matrix $B$ with numerical range contained in a sector of angle less than $\pi/4$, as the following example shows.

**Example.** Let $\mathcal{H} = \mathbb{C}^2$ and 

$$B = \begin{bmatrix} 4 - i & 4i \\ 4i & 16 + 4i \end{bmatrix}.$$ 

For $x = (x_1, x_2) \in \mathbb{C}^2$, we have 

$$\text{Re} \ <Bx, x> = 4|x_1|^2 + 16|x_2|^2$$

and 

$$\text{Im} \ <Bx, x> = -|x_1|^2 + 8\text{Re}(x_1 \overline{x_2}) + 4|x_2|^2 \leq 3|x_1|^2 + 8|x_2|^2 < \text{Re} \ <Bx, x>.$$ 

Thus 

$$W(B) \subset S_{\pi/4}.$$ 

However, for $x = (1, 0)$, we have 

$$<B^2x, x> = -1 - 8i,$$

it follows that $W(B^2)$ is not a subset of the right half complex plane.

**Remark 3.10.** The operator pencil $Q$ is not necessarily an accretive, because we can find an eigenvalues not located in the closed right half-plane. Indeed, let $\lambda$ be an eigenvalue of $Q$ and $v \in \mathcal{D}(Q)$ its corresponding eigenvector with $\|v\| = 1$. Let us remark that if $\lambda = 0$, then $0 = <Cv, v>$ and hence $0 \in W(C)$. In the sequel we assume that $\lambda \neq 0$ with $\lambda = \alpha + i\beta$. Then 

$$<Q(\lambda)v, v> = 0,$$

and consequently, taking real and imaginary parts, 

$$(\alpha^2 - \beta^2) - 2\alpha\text{Re} <Bv, v> + 2\beta\text{Im} <Bv, v> - \text{Re} <Cv, v> = 0,$$

and 

$$2\alpha\beta - 2\beta\text{Re} <Bv, v> - 2\alpha\text{Im} <Bv, v> - \text{Im} <Cv, v> = 0.$$ 

It follows that 

$$\text{Re} <Cv, v> = (\alpha^2 - \beta^2) - 2\alpha\text{Re} <Bv, v> + 2\beta\text{Im} <Bv, v>,$$

and 

$$\text{Im} <Cv, v> = 2\alpha\beta - 2\beta\text{Re} <Bv, v> - 2\alpha\text{Im} <Bv, v>.$$
Since \( \text{Re} \langle Cv, v \rangle \geq 0 \), we obtain from the first relation,
\[
2\alpha \text{Re} \langle Bv, v \rangle \leq \alpha^2 - \beta^2 + 2\beta \text{Im} \langle Bv, v \rangle.
\]
The fact that \( |\text{Im} \langle Bv, v \rangle| \leq \text{Re} \langle Bv, v \rangle \), we get
\[
2\alpha \text{Re} \langle Bv, v \rangle \leq \alpha^2 - \beta^2 + 2|\beta| \text{Re} \langle Bv, v \rangle.
\]
Thus
\[
2(\alpha - |\beta|) \text{Re} \langle Bv, v \rangle \leq \alpha^2 - \beta^2.
\]
Now, if assume \( |\alpha| \leq |\beta| \), it follows that
\[
(\alpha - |\beta|) \text{Re} \langle Bv, v \rangle \leq 0.
\]
Consequently, \( \alpha \leq |\beta| \).

Remark 3.11. Similar results can be obtained by interchanging the role of \( B^2 \) and \( C \), be careful with domains. In this case we have \( \mathcal{D}(C) \subset \mathcal{D}(B^2) \subset \mathcal{D}(B) \).

4. An Application to an Abstract Second-Order Differential Equation

Let us consider, in the complex Hilbert space \( \mathcal{H} \), the following abstract second order differential equation
\[
u''(x) - 2Bu'(x) - Cu(x) = f(x), \quad x \in (0, 1), \tag{4.1}
\]
under the boundary conditions
\[
u(0) = u_0, \quad \nu(1) = u_1, \tag{4.2}
\]
where \( B \) and \( C \) are two closed operators in a Hilbert space with domains \( \mathcal{D}(B) \) and \( \mathcal{D}(C) \), respectively, \( f \in L^p(0, 1; \mathcal{H}) \), \( 1 < p < \infty \) and \( u_0, u_1 \) are given elements in \( \mathcal{H} \). We seek for a strict solution \( \nu \) to (4.1)–(4.2), i.e. a function \( \nu \) such that
\[
\begin{aligned}
i) & \; \nu \in W^{2,p}(0, 1; \mathcal{H}) \cap L^p(0, 1; \mathcal{D}(C)), \; \nu' \in L^p(0, 1; \mathcal{D}(B)), \\
iin) & \; \nu \text{ satisfies } (4.1) - (4.2).
\end{aligned}
\tag{4.3}
\]

Theorem 4.1. Let \( B \) and \( C \) two operators in a Hilbert space \( \mathcal{H} \) such that
\begin{enumerate}
\item \( B^2 \) is \( m \)-accretive and \( C \) is accretive satisfy one of conditions of Proposition 3.1.
\item \( \mathcal{D}((B^2 + C)^{1/2}) \subset \mathcal{D}(B). \)
\item \( B(\mathcal{D}(B^2)) \subset \mathcal{D}(B^2) \) and \( (B^2 + C)^{1/2}(\mathcal{D}(B^2)) \subset \mathcal{D}(B^2). \)
\item \( (B^2 + C)^{-1/2} \) exist and bounded.
\item \( B(B^2 + C)^{1/2} = (B^2 + C)^{1/2}B \) on \( \mathcal{D}(B^2). \)
\item \( f \in L^p(0, 1; \mathcal{H}) \) with \( 1 < p < \infty \).
\end{enumerate}

Then the problem (4.1)–(4.2) has a classical solution \( \nu \) if and only if
\[
Z_1^2 e^{-Z_1} u_0, \quad Z_1^2 e^{-Z_1} u_1 \in L^p(0, 1; \mathcal{H}).
\]
In this case, \( u \) is uniquely determined by

\[
\begin{align*}
  u(x) &= (I - e^{Z_2-Z_1})^{-1}e^{xZ_2}u_0 + (I - e^{Z_2-Z_1})^{-1}e^{-(1-x)Z_1}u_1 \\
  &\quad - (I - e^{Z_2-Z_1})^{-1}e^{xZ_2}e^{-Z_1}\left(u_1 - (Z_2 - Z_1)^{-1}\int_0^1 e^{(1-s)Z_2}f(s)ds\right) \\
  &\quad - (I - e^{Z_2-Z_1})^{-1}e^{-(1-x)Z_1}e^{Z_2}\left(u_0 + (Z_2 - Z_1)^{-1}\int_0^1 e^{-sZ_1}f(s)ds\right) \\
  &\quad + (I - e^{Z_2-Z_1})^{-1}(Z_2 - Z_1)^{-1}e^{xZ_2}\int_0^1 e^{-sZ_1}f(s)ds \\
  &\quad - (I - e^{Z_2-Z_1})^{-1}(Z_2 - Z_1)^{-1}e^{-(1-x)Z_1}\int_0^1 e^{-(1-s)Z_2}f(s)ds \\
  &\quad + (Z_2 - Z_1)^{-1}\int_0^x e^{(x-s)Z_2}f(s)ds - (Z_2 - Z_1)^{-1}\int_x^1 e^{(x-s)Z_1}f(s)ds.
\end{align*}
\]

**Proof.** Under the assumptions, by Proposition 3.6 and Remark 3.7, the factors \(-Z_1\) and \(Z_2\) generates bounded holomorphic \(C_0\)-semigroup \((e^{-tZ_1})_{t \geq 0}\) and \((e^{tZ_2})_{t \geq 0}\), respectively. Also, \(D(Z_1) = D(Z_2) = D(\Lambda^{1/2})\) and

\[
D(Z_1Z_2) = \{x \in D(Z_2); Z_2x \in D(Z_1)\} = \{x \in D(Z_2); Z_2x \in D(Z_2)\} = D(Z_2^2),
\]

\[
D(Z_2Z_1) = \{x \in D(Z_1); Z_1x \in D(Z_2)\} = \{x \in D(Z_1); Z_1x \in D(Z_1)\} = D(Z_1^2).
\]

But

\[
D(Z_1^2) = \left\{x \in D(\Lambda^{1/2}); Z_1x \in D(\Lambda^{1/2})\right\}
\]

and

\[
D(Z_2^2) = \left\{x \in D(\Lambda^{1/2}); Z_2x \in D(\Lambda^{1/2})\right\}.
\]

The fact that, \(B(D(B^2)) \subset D(B^2)\) and \(\Lambda^{1/2}(D(B^2)) \subset D(B^2)\), we obtain \(D(B^2) \subset D(Z_1^2)\) and \(D(B^2) \subset D(Z_2^2)\), with \(D(B^2)\) densely defined on \(H\). Furthermore, \(e^{-tZ_1}u_0 \in D(Z_1^n)\) and \(e^{tZ_2}u_1 \in D(Z_2^n)\) for all \(u_0, u_1 \in H, t > 0\) and \(n \in \mathbb{N}\). Hence \(u(x) \in D(C)\) for all \(x \in (0, 1)\). Since the two \(C_0\)-semigroups are holomorphic, \(u(.)\) can be differentiated any numbers of times. Now, by taking \(-B\) instead \(B\), \(A = -C\), \(L = -Z_1\) and \(M = Z_2\) in [8, Theorem 5.], all assumptions of this theorem are fulfilled. Hence we obtain the desired result. \(\square\)

5. An Example of a Second-order Partial Differential Equation

The aim of this section is to use the obtained results to discuss the existence, uniqueness, and maximal regularity of the strict solution for the following
non-homogeneous second order differential equation,

\[
\begin{aligned}
\frac{\partial^2 u}{\partial x^2}(x, y) - 2i p_0(y) \frac{\partial^2 u}{\partial y \partial x}(x, y) - 2i p_1(y) \frac{\partial u}{\partial x}(x, y) - \alpha p_0(y) \frac{\partial u}{\partial y}(x, y) \\
- (\alpha p_1(y) + \beta) u(x, y) + \gamma u(x, y) = f(x, y), \quad x \in (0, 1), \quad y \in (0, 1)
\end{aligned}
\]

where,

\begin{itemize}
  \item \( f \in L^p(0, 1; L^2(0, 1; \mathbb{C})) \), \( 1 < p < \infty \),
  \item \( \alpha \in \mathbb{R}, \beta \in \mathbb{C}, p_0, p_1 \in C^1(0, 1) \) and \( p_0(x) \neq 0 \) for all \( x \in [0, 1] \).
  \item \( \gamma = -\left( \frac{r + 1}{4\varepsilon} M_1 + M_2 \right) \), with \( r > 0 \) and \( \varepsilon \) are arbitrary and chosen such that \( m_0 - \varepsilon(1 + r)M_1 > 0 \), for some nonegative constants \( m_0, M_1 \) and \( M_2 \) are described below.
\end{itemize}

The second order differential equation \((E)\) is equivalent to

\[
\frac{\partial^2 u}{\partial x^2}(x, y) - 2i B \frac{\partial u}{\partial x}(x, y) - C u(x, y) + \gamma u(x, y) = f(x, y), \quad x \in (0, 1), \quad y \in (0, 1).
\]

with the boundary conditions

\[
u(0, y) = u_0(y), \quad u(1, y) = u_1(y), \quad y \in (0, 1),
\]

where,

\[
\begin{aligned}
B &= p_0 \frac{\partial}{\partial y} + p_1, \quad D(B) = \{ \psi \in H^1(0, 1) : \psi(0) = \psi(1) = 0 \}
\end{aligned}
\]

and

\[
\begin{aligned}
C &= \alpha p_0 \frac{\partial}{\partial y} + (\alpha p_1 + \beta), \quad D(C) = \{ \phi \in H^1(0, 1) : \phi(0) = \phi(1) = 0 \}.
\end{aligned}
\]

with \( \phi(y) = u(x, y) \) and \( \psi(y) = \frac{\partial u}{\partial x}(x, y) \), \( x \in (0, 1), \quad y \in (0, 1) \). We seek for a strict solution \( u(., y) \) to \((5.1)-(5.2)\), i.e. a function \( u(., y) \in L^2(0, 1; \mathbb{C}) \) such that \( 4.3 \) holds. This will be done by the following preparatory results.

**Claim 1.** The operator \(-B^2 - \gamma I\) is \(m, \omega\)-accretive, with \( \omega = \arctan \left( \frac{1}{r} \right) \).

**Proof.** For \( \psi \in D(B^2) \subset \{ \psi \in H^2(0, 1) : \psi(0) = \psi(1) = 0 \} \subset D(B) \), we have

\[
-B^2 \psi = \varphi_0 \psi'' + \varphi_1 \psi' + \varphi_2 \psi,
\]

with \( \varphi_0 = -p_0^2, \varphi_1 = -p_0(p_0' + 2p_1) \) and \( \varphi_2 = -(p_1^2 + p_0 p_1') \). Under the assumptions there exists a nonegative constants \( m_0, M_0 \) and \( M_1 \) such that

\[
- \varphi_0 > m_0 > 0, \quad |\varphi_1 - \varphi_0'| \leq M_1, \quad \text{and} \quad |\varphi_2| \leq M_2.(5.3)
\]

By \([14, \text{Example V-3.34}]\), \(-B^2\) is \(m, \omega\)-accretive operator with vertex \( \gamma \), where

\[
\gamma = -\left( \frac{r + 1}{4\varepsilon} M_1 + M_2 \right), \quad \omega = \arctan \left( \frac{1}{r} \right), \quad r > 0 \text{ and } \varepsilon \text{ is chosen such that}
\]
\( m_0 - \varepsilon(1 + r)M_1 > 0 \). Hence the operator \(-B^2 - \gamma I\) is m-\(\omega\)-accretive, with 
\[ \omega = \arctan \left( \frac{1}{r} \right). \]

Claim 2. If \(\alpha p_1 + \text{Re}(\beta) - \frac{\alpha}{2} p'_0 \geq 0\) then \(C\) is an accretive operator.

Proof. Let \(\psi \in D(C)\), we have
\[
<C\psi, \psi> = \alpha \int_0^1 p_0(y)\psi'(y)\bar{\psi}(y)dy + \int_0^1 (\alpha p_1(y) + \beta) |\psi(y)|^2 dy.
\]
By integration by parts,
\[
<C\psi, \psi> = -\alpha \int_0^1 p_0(y)\psi(y)\bar{\psi}'(y)dy + \int_0^1 (\alpha p_1(y) + \beta - \alpha p'_0(y)) |\psi(y)|^2 dy.
\]
Also
\[
<C\psi, \psi> = \alpha \int_0^1 p_0(y)\psi(y)\bar{\psi}'(y)dy + \int_0^1 (\alpha p_1(y) + \bar{\beta}) |\psi(y)|^2 dy.
\]
Thus
\[
\text{Re} <C\psi, \psi> = \int_0^1 (\alpha p_1 + \text{Re}(\beta) - \frac{\alpha}{2} p'_0) |\psi(y)|^2 dy.
\]
Hence the desired result.

If we take \(\alpha = 1\) and \(\beta = 0\) in Claim 2, we obtain

Claim 3. If \(p_1 - \frac{1}{2} p'_0 \geq 0\) then \(B\) is an accretive operator. In particular, by Remark 3.2, \(B\) is m-accretive.

Claim 4. If \(p_1 - \frac{1}{2} p'_0 \geq 0\) and \(\alpha p_1 + \text{Re}(\beta) - \frac{\alpha}{2} p'_0 \geq 0\), then \(-\Lambda = -B^2 + C - \gamma I\) with domain \(D(B^2)\) is m-accretive. Also, \(-\Lambda\) admits an unique square root \((-\Lambda)^{1/2}\) m-(\(-\pi/4\))-accretive.

Proof. By Claim 1. \(-B^2 - \gamma I\) with domain \(D(B^2)\) is m-accretive, by Claim 2. \(C\) is an accretive and by Claim 3. \(B\) is an accretive operator. Also, \(D(B) = D(C)\). Now the desired result holds from the \((C.4)\) and Proposition 3.1.

Claim 5. If \(p''_0\) is continuous on \([0, 1]\), then \((-B^2 + C - \gamma I)^{-1}\) exist and bounded.

Proof. As before; for \(\psi \in D(B^2) \subset \{\psi \in H^2(0, 1) : \psi(0) = \psi(1) = 0\} \subset D(B)\), we have
\[
[-B^2 + C - \gamma I]\psi = \varphi_0 \psi'' + (\varphi_1 + \alpha p_1) \psi' + (\varphi_2 + \alpha p_1 + \beta - \gamma) \psi,
\]
with \(\varphi_0 = -p''_0\), \(\varphi_1 = -p_0(p'_0 + 2p_1)\) and \(\varphi_2 = -(p''_1 + p_0p'_1)\). Since \(p''_0\) and \(p'_1\) are continuous on \([0, 1]\), it follows that \(\varphi_0', \varphi_1' + \alpha p_1'\) and \(\varphi_2 + \alpha p_1 + \beta - \gamma\) are continuous on \([0, 1]\). By a similar way as in [14, Sect. 3-III. p. 146-149], we prove that \((-B^2 + C - \gamma I)^{-1}\) exist and bounded.

Combining Claim 4. Corollary 3.3, Propositions 3.6 and 3.8, we obtain,
Claim 6. The operators $Z_1 = iB + (-\Lambda)^{1/2}$ and $Z_2 = iB - (-\Lambda)^{1/2}$ with domain $\mathcal{D}(\Lambda^{1/2}) \subset \mathcal{D}(B)$ are $B^2$-bounded and closed operators. Furthermore, the closure of the restriction of $Z_i$ to $\mathcal{D}(B^2)$ is again $Z_i$, $i = 1, 2$, $-Z_1$ generates holomorphic $C_0$-semigroup $T_1(z)$ of angle $\pi/4$ and $Z_2$ generates holomorphic $C_0$-semigroup $T_2(z)$ of angle $\pi/4$.

We are now ready to state the following existence and uniqueness result.

Theorem 5.1. Let the equation (E) on $\mathcal{H} = L^2(0, 1; \mathbb{C})$. Assume that
1. $f \in L^p(0, 1; \mathcal{H})$, $1 < p < \infty$,
2. $\alpha \in \mathbb{R}$, $\beta \in \mathbb{C}$, $p_0 \in C^2(0, 1)$, $p_1 \in C^1(0, 1)$ and $p_0(x) \neq 0$ for all $x \in [0, 1]$,
3. $p_1 - \frac{1}{2} p_0' \geq 0$ and $\alpha(p_1 - \frac{1}{2} p_0') + \text{Re}(\beta) \geq 0$,
4. $\gamma = -\left(\frac{r + 1}{4\varepsilon} M_1 + M_2\right)$, with $r > 0$ and $\varepsilon$ are arbitrary and chosen such that $m_0 - \varepsilon(1 + r)M_1 > 0$, for some nonnegative constants $m_0$, $M_1$ and $M_2$ are given by (5.3),
5. $B(-\Lambda)^{1/2} = (-\Lambda)^{1/2}B$ on $\mathcal{D}(B^2)$.

Then the problem (5.1)–(5.2) has a classical solution $u$ if and only if

$$Z_1^2 e^{-Z_1} u_0, \quad Z_2^2 e^{-Z_1} u_1 \in L^p(0, 1; \mathcal{H}).$$

In this case, $u$ is uniquely determined as in Theorem 4.1.

Proof. Thus the restriction of $Z_1$ and $-Z_2$ to $\mathcal{D}(B^2)$ are $m-(\pi/4)$-accretive operators. Also; by Claim 5., the inverse of $(-\Lambda)^{1/2}$ exist and bounded. Thus, all assumptions of Theorem 4.1 are fulfilled. Consequently, we get the desired result. \hfill $\square$
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