ABSTRACT

We present the GPU version of DeePMD-kit, which, upon training a deep neural network model using \textit{ab initio} data, can drive extremely large-scale molecular dynamics (MD) simulation with \textit{ab initio} accuracy. Our tests show that the GPU version is 7 times faster than the CPU version with the same power consumption. The code can scale up to the entire Summit supercomputer. For a copper system of $113,246,208$ atoms, the code can perform one nanosecond MD simulation per day, reaching a peak performance of 86 PFLOPS (43\% of the peak). Such unprecedented ability to perform MD simulation with \textit{ab initio} accuracy opens up the possibility of studying many important issues in materials and molecules, such as heterogeneous catalysis, electrochemical cells, irradiation damage, crack propagation, and biochemical reactions.
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1 INTRODUCTION

In recent years, there has been a surge of interest in using \textit{ab initio} simulation tools for a microscopic understanding of various macroscopic phenomena in many different disciplines, such as chemistry, biology, and materials science. One of the most powerful tools has been the \textit{ab initio} molecular dynamics (AIMD) scheme \cite{13}. By generating on-the-fly the potential energy surface (PES) and the interatomic forces from first-principles density functional theory (DFT) \cite{25, 30} during molecular dynamics (MD) simulations, it is possible to obtain an accurate description of the dynamic behavior of the system under study at the atomic level. However, due to the complexity associated with DFT, the spatial and temporal scales accessible by AIMD have been limited. Most routine AIMD calculations can only deal with small systems with hundreds of atoms on the time scale of picoseconds. Although many linear-scaling DFT methods have been developed \cite{12, 22} and some of them have been implemented on high performance computing (HPC) architectures for large-scale atomic simulation with tens of thousands of atoms \cite{18, 59}, they are mostly limited to insulating systems with relatively large band gaps.

For many problems of practical interests, such as heterogeneous catalysis, electrochemical cells, irradiation damage, crack propagation in brittle materials, and biochemical reactions, etc., a system size of thousands to millions of atoms, or even larger, is often required. In these cases, one usually has to resort to empirical force fields (EFFs), currently the main driving force of large-scale MD. In the past two decades, tremendous efforts have been made to develop parallel algorithms and softwares for EFF-based MD (EFFMD) on general purpose HPC machines \cite{9, 11, 14–21, 24, 26, 27, 31, 33, 34, 41, 42, 47, 55, 69}. Representative examples include the optimization of the long-range electrostatic interaction \cite{5, 37, 43, 45} and adapted MD algorithms for accelerators like GPU \cite{4, 40, 45, 53} and FPGA \cite{56, 60}. Besides general-purpose HPCs, there have also been constant attempts to build special-purpose hardware to boost the performance of MD simulation. See, e.g., Refs. \cite{38, 39, 48, 49, 54}. These attempts have made it possible to perform EFFMD for systems up to a spatial scale of sub-millimeters (twenty trillion atoms) \cite{55} or a temporal scale of up to milliseconds \cite{49}. Unfortunately, the practical significance of these efforts is hindered by the limitation of the accuracy and transferability of the EFFs. For example, it has been hard, if not impossible, to develop accurate and general-purpose EFF models for multi-element alloys.
Recent development of machine learning (ML) methods have brought new hope to addressing this problem and there have been a flurry of activities on ML-based models of the PES [7, 8, 16, 23, 44, 46, 51, 65, 67]. Despite the growing importance of the ML-based MD (MLMD), publicly available softwares are still rare in comparison to the atomic coordinates and momenta by numerical schemes. The few existing ones are mainly designed for MDML running on desktop GPU workstations or on CPU-only clusters [1, 3, 28, 32, 50, 58, 61]. To the best of our knowledge, no attempt has been made to implement and optimize MLMD to fully utilize the computational resources of modern heterogeneous supercomputers like Summit. As a consequence, although in principle MLMD makes it possible to achieve AIMD accuracy with EFFMD efficiency, this has not been realized in practice.

Among the various ML models proposed in the past few years, the Deep Potential (DP) scheme [23, 65, 67] stands out as an end-to-end way of constructing accurate and robust PES models for a wide variety of systems. This was made possible due to the smooth symmetry-preserving embedding sub-net in DP (in addition to the fitting net), as well as the adaptive data generating scheme (in the framework of concurrent learning [70]) Deep Potential Generator (DP-GEN) [68]. DP-based molecular dynamics (DeePMD) can reach the accuracy of AIMD while reducing its cost by several orders of magnitude. Generalizations of the DP scheme have also made it possible to represent the free energy of coarse-grained particles [66] and various electronic properties [52, 63, 64]. In addition, an open-source implementation of DeePMD, named DeePMD-kit [58], has attracted researchers from various disciplines. DP models have been used to study problems like first-order phase transitions [10], infrared spectroscopy and Raman spectroscopy [52, 64], nuclear quantum effects [29], and various phenomena in chemistry [6, 15, 62] and materials sciences [17, 35, 36, 57].

Nevertheless, the performances of DeePMD-kit and other DeePMD-based codes are limited by their sub-optimal implementation. Although the training of DP models is rather efficient (typically less than one day on a single GPU card for most systems), extensive optimizations are required for model inference, namely to predict the energy and forces on-the-fly during an MD run, and to truly boost AIMD to large system size and long time scale.

To perform large-scale MD simulations, DeePMD-kit interfaces with LAMMPS [42] and TensorFlow [2]. LAMMPS provides the basic infrastructure for MD, while TensorFlow provides a flexible toolbox for the deep learning part of DeePMD. In each MD step, DeePMD-kit retrieves atomic coordinates from LAMMPS that maintains the atomic information and the spatial partitioning of the system. Then environment matrices that describe the relative positions of atoms are computed from the coordinates. In this step, the memory is accessed in a random order, which cannot be efficiently implemented by standard TensorFlow operators, so it is implemented by DeePMD-kit as a customized TensorFlow operator. Next, the environment matrices are converted to descriptors that describe the neighboring environment of atoms, and the descriptors are passed to a standard deep neural network (DNN) to produce atomic energies. This step is implemented by standard TensorFlow operators. Finally, the atomic energies and forces (obtained by back propagation) are returned to LAMMPS to update the atomic coordinates and momenta by numerical schemes.

The Summit supercomputer, which has a peak performance of 200 PFLOPS (Peta floating point operations per second), provides us with an unprecedented opportunity to speedup DeePMD. However, the original DeePMD-kit is not suitable for the heterogeneous architecture of Summit for the following reasons: (1) The environment matrix is only implemented on CPUs, this becomes the computational bottleneck when the descriptors and atomic energies are computed on GPUs. (2) Although standard TensorFlow operators support GPU computation, the original DeePMD-kit cannot assign multiple GPUs to multiple MPI processes in a massively parallel environment, thus only single GPU serial computation or multiple CPUs parallel computation are feasible. (3) The sizes of the DNNs in DP are relatively small, and the efficiency of the standard TensorFlow computational graph is relatively low.

To fully harness the power of Summit and future supercomputers, we need to address the following questions: (1) What is the best parallelization scheme for DeePMD-kit on a heterogeneous supercomputer like Summit? (2) How can we improve the efficiency of DeePMD-kit on a GPU supercomputer for both customized and standard TensorFlow operators? (3) What is the scaling bottleneck of DeePMD-kit and how can we further improve its efficiency on architectures of future supercomputers? Furthermore, we would also like to understand: (1) What is the limit of DeePMD-kit on Summit both in terms of system size and computational speed (time-to-solution)? (2) What is the maximal achievable speedup factor of the GPU version of DeePMD-kit versus the CPU version by using the same number of nodes or the same power consumption?

The main contributions of this paper are:

- We find that DeePMD can use the same data distribution scheme of EFFMD, and parallelization is highly scalable on heterogeneous supercomputers.
- By carefully optimizing the CUDA customized TensorFlow operators and re-constructing the architecture of the standard TensorFlow operators, DeePMD-kit can reach 43% peak performance (86 PFLOPS) on Summit.
- By carefully analysing the scaling of DeePMD-kit, we identify the latency of both the GPU and network as the bottleneck of the current heterogeneous platform, which requires future improvements to push the limit of scales and applications that DeePMD-kit can handle.

- Our test results show that the GPU version of DeePMD-kit can scale up to the entire Summit supercomputer, on a copper system with 113 million atoms. The strong scaling of a water system shows that DeePMD-kit can reach 110 MD steps per second for a 4 million molecular water system with ab initio accuracy.

The rest of this paper is organized as follows: The Deep Potential algorithm is introduced in Section 2, with implementation details provided in Section 3. The physical system and testing platform are presented in Sections 4 and 5, respectively. Results are discussed in Section 6, followed by a performance analysis in Section 7. Conclusions are drawn in Section 8.
2 THE DEEP POTENTIAL MODEL

The central quantity of an MD simulation is the PES $E$, a function of the atomic coordinates $(r_1, \ldots, r_N) \in \mathbb{R}^{3N}$. The DP model expresses $E$ as a sum of atomic contributions, i.e., $E = \sum_i E_i$. The contribution $E_i$ from the atom $i$ depends only on $\mathcal{R}_i$, the local environment of $i$: $\mathcal{R}_i = \{ r_j : j \in \mathcal{L}(i) \}$, where $r_{ij} = r_i - r_j$. Here the neighbor index set $\mathcal{L}(i)$ is defined by $\{ j : |r_{ij}| \leq r_c \}$, and $r_c$ is a predefined cutoff radius. In the DP model, $\mathcal{R}_i$ is first mapped via an embedding net onto a symmetry-preserving descriptor $\mathcal{D}$, and then $\mathcal{D}$ is mapped via a fitting net $\mathcal{N}$ to give $E_i$, i.e.,

$$E_i = \mathcal{N}(\mathcal{D}(\mathcal{R}_i)).$$

Here the fitting net $\mathcal{N}$ is chosen to be a fully connected DNN with $l$ hidden layers:

$$\mathcal{N}(x) = \mathcal{L}_l^f \circ \cdots \circ \mathcal{L}_1^f (x),$$

where $\circ$ denotes the function composition. Within each hidden layer, a skip connection between the input and the output is used,

$$\mathcal{L}_k^f (x) = x + \tanh(x \cdot W_k^f + b_k^f),$$

with the weight $W_k^f$ being a square matrix and the bias $b_k^f$ being a vector with the same size as the input $x$. The activation function tanh is applied component-wise.

The descriptor $\mathcal{D}$, which is required to preserve the translational, rotational and permutational symmetries, has the form

$$\mathcal{D}(\mathcal{R}_i) = (G^e_1)^T \tilde{\mathcal{R}}_i (\mathcal{R}_i)^T G_i,$$

where $\tilde{\mathcal{R}}_i \in \mathbb{R}^{N_m \times 4}$ is the environment matrix, and $N_m$ is the largest number of neighbors for all the atoms. Each raw of the environment matrix is a four dimensional vector:

$$s(r_{ij}) \times \left(1, x_{ij}/|r_{ij}|, y_{ij}/|r_{ij}|, z_{ij}/|r_{ij}| \right),$$

where $s(r_{ij}) = w(|r_{ij}|)/|r_{ij}|$ and $w(|r_{ij}|)$ is a gating function that decays smoothly from 1 to 0 at $|r_{ij}| = r_c$. The gating function ensures the smoothness of the environment matrix. $(x_{ij}, y_{ij}, z_{ij})$ are the Cartesian coordinates of $r_{ij}$. If the number of neighbors of atom $i$ is less than $N_m$, the empty entries of $\tilde{\mathcal{R}}_i$ will be filled by zeros. $G_i \in \mathbb{R}^{N_m \times M}$ is called the embedding matrix, with each raw being a $M$ dimensional vector

$$(G_i(s(r_{ij})), \ldots, G_M(s(r_{ij}))).$$

Here for each neighbor $j$, the input scalar $s(r_{ij})$ is mapped to the output $M$ dimensional vector $G = (G_1, \ldots, G_M)$ via the so-called embedding net $G$, a DNN with the form

$$G(x) = \mathcal{L}_M^e \circ \cdots \circ \mathcal{L}_1^e \circ \mathcal{L}_0^e (x).$$

The first hidden layer is a standard feed forward network taking a scalar as input and outputting a vector of size $s_1$:

$$\mathcal{L}_0^e (x) = \tanh(x \cdot W_0^e + b_0^e),$$

where $W_0^e \in \mathbb{R}^{s_1}$ and $b_0^e \in \mathbb{R}$ denote the weight and bias, respectively. The rest of the hidden layers are expressed as

$$\mathcal{L}_k^e (x) = (x, x) + \tanh(x \cdot W_k^e + b_k^e).$$

Here the output size is twice of the input size, i.e., $s_k = 2s_{k-1}$. The weight is a matrix of size $s_{k-1} \times s_k$ and the bias is a vector of size $s_k$. $(x, x) \in \mathbb{R}^{s_k}$ denotes the concatenation of two $x \in \mathbb{R}^{s_{k-1}}$.

3 IMPLEMENTATION

3.1 Parallelization

The DeePMD-kit takes advantage of the LAMMPS software package [42] by replacing the EFF with the energy and forces derived only restriction imposed on the sizes of hidden layers is that the output size of the final layer should be identical to $M$, i.e., $s_m = M$.

In Eq. (4), the matrix $G^e_1 \in \mathbb{R}^{N_m \times M^e}$ with $M^e < M$ is a sub-matrix of $G_1$ formed by taking the first $M^e$ columns of $G_1$.

Remark 1. The DP formulation (1) can be easily generalized to multi-component (with atoms of multiple chemical species) systems. In this case, a fitting net $\mathcal{N}$ is built for each chemical species in the system, i.e., $E_i = \mathcal{N}_\alpha_i (\mathcal{D}(\mathcal{R}_i))$, where $\alpha_i$ denotes the chemical species of the atom indexed with $i$. The chemical species of the neighbors of the atom $i$ are encoded in the descriptor (4) by separate embedding nets built for all possible combinations of the chemical species of two neighboring atoms, i.e., $G^{\alpha_i \alpha_j}(s(r_{ij}))$. For example, for a system with 3 chemical species, 3 fitting nets and 9 embedding nets will be constructed.

Remark 2. The force on atom $i$ is defined as the negative gradient of the total energy with respect to $r_i$:

$$F_i = - \nabla_{r_i} E = - \sum_j \nabla_{r_j} E_j.$$ (10)

In the DP model, the force is analytically calculated by the back propagation.

Remark 3. For one evaluation of the DP model, the fitting net is evaluated for each atom, so the computational cost is of $O(N)$. The embedding net is evaluated for each pair of neighbors, so the computational cost is of $O(N \times N_m)$. The value of $N_m$ depends on the density of the system and $r_c$. Usually $N_m$ is of the order 100 ~ 1000. Therefore, the evaluation of the embedding net is roughly two to three orders of magnitude more expensive than the fitting net.

Figure 1: Data distribution and workflow of the DeePMD-kit. (a) Spatial subdivision of a system and the associated allocation of computational resources. Each sub-region is represented by a square. (b) The ghost region (red) for one sub-region (green). The open particles in the big circle with radius $r_c$ are the neighbors of the solid particle. The width of the ghost region should be equal to or larger than $r_c$. (c) The single-atom DP workflow. The green step, i.e., the environment matrix $\mathcal{R}_i$, is implemented by a customized TensorFlow operator, while the red steps are implemented by standard TensorFlow operators (see the text for details).
Algorithm 1 Formatting the neighbor list

**Input:** Atomic position \( \{r_{ij}\} \), the corresponding neighbor list \( \mathcal{L}(i) \)

**Output:** Formatted neighbor list \( \tilde{\mathcal{L}}(i,j) \)

1. for each \( i \in [0,N_i) \) do
2.     for each \( k \in [0, \mathcal{L}(i).size) \) do
3.         \( j = \mathcal{L}(i,k) \)
4.         \( r_{ij} = r_{ij} - r_{ii} \)
5.         \( |r_{ij}| = \sqrt{r_{ij} \cdot r_{ij}} \)
6.         \( S(i,k,0) = a(j) \), \( S(i,k,1) = |r_{ij}| \), \( S(i,k,2) = j \)
7.     end for
8.     Sort the second dim with the third dim as key \( S \rightarrow S^* \)
9.     Pad the second dim \( S^* \rightarrow S^{**} \)
10.    \( \tilde{\mathcal{L}}(i,:) = S^{**}(i,:,2) \)

3.2.2 Customized TensorFlow operators. The customized TensorFlow operator for the environment matrix \( \mathcal{R}_i \) is denoted by "Environment" and dominates the computational cost after linking the GPU TensorFlow library, because unlike the standard TensorFlow operators that support GPU, it only supports CPU in the original version of DeePMD-kit. The operator Environment includes two steps, formatting the neighbor list and computing the environment matrix by using the formatted neighbor list.

The algorithm for formatting the neighbor list is shown in Alg. 1. The arbitrary ordered neighbor list of atom \( i \) shown in Fig. 2(a) is sorted first based on the type of neighboring atoms, and then on the atomic distances \( r_{ij} \). In the case where two neighbors are of the same type and distance, the neighbor with a smaller atomic index is placed before the neighbor with a larger atomic index. The neighbors with different types in the neighbor list are then padded, so that they are aligned to the maximal number of neighbors of that type, as shown in Fig. 2(a). The reason for this operation is the following: in the computation of the embedding matrix, the neighbors of atoms \( i \) are scanned over, and each row of the embedding matrix \( \mathcal{G}_i \) is computed by passing \( s(r_{ij}) \) (the first element of the corresponding row of \( \mathcal{R}_i \)) to the embedding net \( G^{\alpha_i,\alpha_j} \), which introduces a conditional branching according to the type of atom \( j \). Sorting and padding of the neighbor list avoids this unfavorable branching. In our GPU code, the construction of the neighbor list is still on CPU, because the neighbor list update policy of GPU LAMMPS is problematic for DeePMD-kit. In practice, the neighbor list is usually updated every 10 to 50 steps in an MD simulation, so our current implementation results in a satisfactory performance.

In order to efficiently format the neighbor list on the GPU, we perform the following optimization steps:
1. **Naive CUDA customized kernels.** The first step of optimization is to write a single CUDA customized kernel to accelerate the computation of Alg. 1. In this step, the first for loop (line 1) is unrolled with CUDA blocks and threads. Each CUDA thread is then responsible for calculating and sorting the neighbor list of a particular atom $i$.

2. **Converting array of structures (AoS) to structure of arrays (SoA).** A single element of the intermediate neighbor list $S$ is expressed by a structure (see Alg. 1). For example the $k$th neighbor of the $i$th atom $S(i,k)$ is a structure of three elements $(a(j),|r_{ij}|,j)$, where $a(j)$ and $j$ are integers and $|r_{ij}|$ is a floating point number. Thus the corresponding GPU memory is not coalesced during the sorting procedure. One way of improving the GPU performance is to store the neighbor list as SoA instead of AoS. The SoA can improve the memory coalescing significantly, thus improving the performance of the CUDA kernel.

3. **Unrolling of two for loops.** Two CUDA customized kernels are used to implement Alg. 1 in this step. The first kernel is used to construct the intermediate neighbor list $S$ (line 1-6). In this implementation, the first and the second for loops are unrolled with CUDA blocks and threads respectively to further exploit the computing power of V100 GPU. Then the intermediate neighbor list is sorted and padded using a second kernel.

4. **Compressing elements of the neighbor list to a 64 bit integer.** The NVIDIA CUB library provides state-of-the-art and reusable software components for every layer of the CUDA programming model, including block-wide sorting. To efficiently use the CUB library, we compress $S(i,k)$ into an unsigned long long number with the following equation:

$$\tilde{S}(i,k) = a(j) \times 10^{15} + |r_{ij}| \times 10^8 + j$$

(11)

The 19 decimals of an unsigned long long integer is divided into 3 parts to store the neighbor list information: 4 decimal are used to store the atomic type of the neighbor atom $a(j)$, 10 decimals are used to store the distance of atom $i$ and its neighbor atom $|r_{ij}|$, 5 decimals are used to store the atomic index of the neighbor atom $j$. The range of all the three parts are carefully chosen to fulfill the restrictions that the total number of atom types is smaller than 1843, the cut-off radius is smaller than 100 Å, and the number of neighbors is smaller than 100,000. These restrictions are rarely violated in typical MD simulations. The data compression is carried out before sorting, and a decompression procedure is needed afterwards. Both the compression and decompression are accelerated via CUDA customized kernels, and the corresponding computational time is negligible. We find that the compression reduces the total number of comparisons by half during the sorting procedure without deteriorating the accuracy of the result.

Fig. 3 (a) shows the reduction of wall clock time associated with each stage of optimization. We find that after all optimizations, the neighbor list formatting is accelerated by 141 times with respect to the baseline.

The algorithm of the second step of the operator Environment, computing the environment matrix, is shown in Alg. 2 and graphically illustrated by Fig. 2 (b). The formatted neighbor list is taken as input, and the corresponding environment matrix is built based on line 6 in Alg. 2. It is noted that the padded neighbors are skipped in the computation, and the corresponding places of the environment matrix are filled with zeros.

The optimization for the computation of the environment matrix follows the optimization steps 3 of formatting the neighbor list. The for loops in Alg. 2 (line 1 and 2) are unrolled with CUDA blocks and threads. Each thread only works on a specific $i, j, k$ to fully exploit the computing power of V100 GPU. Two extra TensorFlow customized operators, ProdVirial and ProdForce, are also accelerated with the same fashion. These operators are used to calculate the force and virial outputs after the executions of embedding net and fitting net.

Fig. 3 (b) shows the wall clock time of the customized TensorFlow operators. The testing results show that our GPU implementation achieves 120, 35 and 16 times of speedup for the Environment, ProdVirial, ProdForce operators, respectively. It is noted that the time for GPU memory allocations and the CPU-GPU memory copy operations are not included in the tests. For the water system consisting of 12,288 atoms, the total execution time of all three customized operators reduced from 363 to ~6 ms, achieving a speedup of 60 times. Since the customized operators take ~78% of the total time, the GPU version of DeePMD-kit gains a speedup of 4.27 compared to the baseline implementation.

---

**Algorithm 2 Computing the environment matrix $\tilde{R}$**

**Input:** Atomic position $\{r_i\}$, formatted neighbor list $\tilde{L}(i)$

**Output:** Environment matrix $\tilde{R}_i$

1. for each $i \in \{0, N_i\}$ do
2. for each $k \in \{0, \tilde{L}(i).size\}$ do
3. $j = \tilde{L}(i,k)$
4. if $j$ is not a padded neighbor then
5. $r_{ij} = r_j - r_i$, $|r_{ij}| = \sqrt{|r_{ij}|^2 + |r_{ij}|^2}$
6. $\tilde{R}(i,k) = s(r_{ij})(1,s_{ij}/|r_{ij}|, t_{ij}/|r_{ij}|, z_{ij}/|r_{ij}|)$
7. else
8. $\tilde{R}(i,k) = (0, 0, 0, 0)$
9. end if
10. end for
11. end for
while only 6% of the execution time is used in the fitting net in our
(b) Implementation with our optimized TensorFlow opera-

3.2.3 Optimization of the embedding net. The environment matrix
is used to compute the embedding matrix and assemble the de-
scriptor, and finally the atomic energy contribution is computed by
the fitting net, which takes the descriptor as input. All these steps
are implemented by the standard TensorFlow execution graph. As
discussed in Remark 2 in Section 2, the computational cost of the
fitting net is of order \( O(N_m) \), while the cost of the embedding net
is of order \( O(N_m \times N_l) \), where \( N_l \) being the number of atoms in the
computing unit and \( N_m \) being the maximal number of neighbors
of an atom. After optimizing the customized TensorFlow operators,
about 85% of the total execution time is spent on the embedding net,
while only 6% of the execution time is used in the fitting net in our
benchmark system. Therefore, in this section, we benchmark and
optimize the performance of the embedding net. The embedding net (Eq. (7)) is composed of several hidden layers. Except for the
very first layer (8), the successive layers (9) output a vector that is
twice as large as the input vector. Most of the computational cost
is spent on the successive layers (Eq. (9)) rather than the first layer
(Eq. (8)). Therefore, we focus our attention on the successive layers.

The execution graph of Eq. (9) with standard TensorFlow oper-
ers is presented in Fig. 4 (a). The TensorFlow operators such as
the MATMUL, component-wise SUM, TANH and CONCAT are
executed to perform the operations of matrix-matrix multiplication,
summation, activation function, and concatenation, respectively.
MATMUL and TANH are two of the most computationally inten-
sive operators, and they can reach 72% and 16% of the peak on
the GPU, respectively. Other operators such as CONCAT and SUM
are bandwidth intensive with little floating point operations. Al-
though linking to the GPU supported TensorFlow library provides
considerable speedup compared to the CPU code, as shown in Sec-
tion 3.2.1, our profiling results show that the total computational
time is still dominated by those bandwidth intensive operators. For
example, the computational time of CONCAT and SUM operators
contributes 43% of the total. Thus we identify these bandwidth-
intensive operators as the ones that we make the greatest effort to
optimize.

First, we notice that the summation and matrix-matrix multipli-
cation are treated as two separated operators for evaluating \( x \cdot W + b \)
in the TensorFlow execution graph, as shown in Fig. 4 (a). The MAT-
MUL operator is invoked to calculate \( x \cdot W \), where \( x \) is a matrix
of size 376, 832 \( \times \) 50 (oxygen-hydrogen embedding) and \( w \) is
the weight matrix of size 50 \( \times \) 100 in the benchmark system. Next, the
SUM operator is called to add the bias \( b \) to the resulting matrix \( x \cdot W \).
As shown in Fig. 4 (b), the MATMUL and SUM operators can be
replaced by a single CUBLAS GEMM call \( C = aA \times B + \beta C \), which
has both matrix-matrix multiplication and summation, thereby
avoiding the corresponding SUM operator in the optimized imple-
mentation. It is noted that \( b \) is a vector, and it is converted to a
matrix format by multiplying with a transpose of the vector \textit{one}.
The wall clock for performing the SUM and MATMUL operators is
reduced by 39% after merging them into a single CUBLAS GEMM
call.

Next, we move on to the optimization of the CONCAT operator
shown in Fig. 4 (a). The CONCAT operator is performed to con-
catenate two \( xx \) to form \((x,x)\) in Eq. (9). The concatenation result,
together with the result matrix of TANH operator, are summed up
to produce the output of the embedding net. In the standard Ten-
sorFlow execution graph, the CONCAT operator is implemented
via the EIGEN library, which is a C++ template library for linear
algebra. In our optimized version, we replace the CONCAT operator
with a matrix-matrix multiplication:

\[
(x,x) \rightarrow x \times (I, I),
\]

so that the following SUM operator (with the result of TANH) can
be merged into one GEMM operator. It is noted that, in terms of
performance, the matrix-matrix multiplication is marginally better
than the implementation of CONCAT by EIGEN, and the main
benefit comes from the removal of the SUM operator. The wall
clock time of the CONCAT and SUM operators is reduced by 30%
after the optimization.

Last but not the least, we optimize the TANHGrad operator,
which performs the derivation of \( \tanh(x) \) in the backward propa-
gation of the embedding net. It is noted that Fig. 4 only shows the
forward propagation of the embedding net, and the TANHGrad
operator is not included. However, in each MD step, both forward
and backward propagation of the embedding net are executed.

Noticing that the derivative of \( \tanh(x) \) is also a function of \( \tanh(x) \),
i.e., \( \frac{d}{dx} \tanh(x) = 1 - \tanh^2(x) \), we merge the TANH and TANHGrad
operators by implementing both functions in the same CUDA cus-

tomized kernel. Our testing results show that 37% of the execution
time is saved for the TANH and TANHGrad operators after opti-
mization.

With all the optimizations above, an overall speedup factor of
1.21 is achieved compared to the results in Section 3.2.2, and the
cost of the matrix-matrix multiplication changes from 29% to 60%
of the total execution time in the benchmark system.

3.2.4 GPU memory accommodation. The memory footprint of the
GPU version of DeePMD-kit sets the limit of the system size, since
each NVIDIA V100 GPU on the Summit supercomputer only has 16

![Figure 4: Schematic plot of the execution graph of Eq. 9.](image-url)

(a) Implementation with the standard TensorFlow operators.
(b) Implementation with our optimized TensorFlow opera-
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Figure 5: Schematic illustration of two systems, water and copper, tested in this study. Shown in the figure are the system sizes accessible on different machines using different methods. (a) Sizes accessible by a typical AIMD simulation on HPC; (b) Sizes accessible by a typical DeePMD simulation with a single GPU; (c) Sizes accessible by the current study, the simulations using 27,360 GPUs on summit.

GB memory. In the GPU code, the most memory demanding part is the embedding matrix $G$. The number of floating point numbers to store one embedding matrix is approximately $N_l \times N_m \times M$. Here $N_l$ is the number of atoms residing on the GPU, $N_m$ is the maximal number of neighbors, and $M$ is the width of the output layer of the embedding net. Therefore, the GPU memory requirement is not only restricted by the size of the network ($M$), but also related to the number of neighbors included in the neighbor list. In the execution, three layers of embedding net are used, and the output matrix size is twice of the input matrix. In the last layer, the sizes of both the output matrix and its derivative are $N_l \times N_m \times M$. An extra matrix of size $N_l \times N_m \times M$ is used to perform the concatenation operation. Therefore, a total of 4.5 copies of the embedding matrix are needed in the DeePMD-kit calculations as the equation shown below:

$$4.5 \times N_l \times N_m \times M \times \text{sizeof(data\_type)}$$  \hspace{1cm} (13)

For a typical system, such as the water and copper systems that will be discussed later, the memory requirement grows linearly with the number of atoms. Note that $N_m$ is usually of the order of a hundred, and $M$ is usually 100 in practice. For example, if we take $N_l = 25,000$, $N_m = 138$, $M = 100$ and $\text{data\_type} = \text{double}$, the memory usage of $G$ reaches 12.42 GB. This estimate can be verified by the numerical results in Section 6.

4 THE PHYSICAL SYSTEM

As shown in Fig. 5, we use two representative examples, water and copper, to investigate the performance of the GPU DeePMD-kit software package. Water, despite its simple molecular structure, has an unmatched complexity in the condensed (liquid) phase, as a result of the delicate balance between weak non-covalent inter-molecular interactions, e.g. the hydrogen bond network and van der Waals dispersion, thermal (entropic) effects, and nuclear quantum effects. Copper represents an important and yet relatively simple metallic system, well suited as a benchmark. The training data of the water and copper systems are describe in Refs. [65, 67], and [70], respectively. The DP models for both systems share almost the same architecture: sizes of the embedding and fitting nets are $25 \times 50 \times 100$ and $240 \times 240 \times 240$, respectively. The cut-off radii of water and copper systems are 6 Å and 8 Å, respectively, and the maximal numbers of neighbors are 138 and 500, respectively. Extensive benchmarks and theoretical studies have been conducted using DeePMD-kit, thus the accuracy of the model is reasonably assured. As a result, we can focus on the computational performance of the MD simulations.

The strong scaling of GPU DeePMD-kit is tested using the water system composed of 12,582,912 atoms (4,194,304 water molecules), while the weak scaling is investigated using the copper system with 4,139 atoms per GPU card. The MD equations are numerically integrated by the Velocity-Verlet scheme for 500 steps (the energy and forces are evaluated for 501 times) at time-steps of 0.5 fs and 1.0 fs, respectively. The velocities of the atoms are randomly initialized subjected to the Boltzmann distribution at 330 K. The neighbor list with a 2 Å buffer region is updated every 50 time steps. The thermodynamic data including the kinetic energy, potential energy, temperature, pressure are collected and recorded in every 20 time steps.

5 MACHINE CONFIGURATION

All numerical tests are performed on the Summit supercomputer. Fig. 6 shows the architecture of one of the 4608 Summit computing nodes. Each computing node consists of two identical groups, and each group has one IBM POWER 9 socket and 3 NVIDIA Volta V100 GPUs connected via NVLink with a bandwidth of 50 GB/s. Each POWER socket has 22 physical CPU cores and share 256 GB DDR4 CPU main memory, and each V100 GPU has its own 16 GB
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Figure 7: Average wall clock time (log-scaled) of single MD
step for a water system with 12,582,912 atoms using both
CPU and GPU versions of the DeePMD-kit.

high bandwidth memory. The CPU bandwidth is 135 GB/s and GPU
bandwidth is 900 GB/s. Each GPU has a theoretical peak perform-
ance of 7 TFLOPS double precision operations. The two groups of
hardware are connected via X-Bus with a 64 GB/s bandwidth. The
computing nodes are interconnected with a non-blocking fat-tree
using a dual-rail Mellanox EDR InfiniBand interconnect with a total
bandwidth of 25 GB/s.

In this paper, we utilize the MPI+CUDA programming model. In
all the GPU tests, we use 6 MPI tasks per computing node (3 MPI
tasks per socket to fully take advantage of both CPU-GPU affinity
and network adapter), and each MPI task is bound to an individual
GPU.

6 NUMERICAL RESULTS

We compare the efficiency of the GPU version of DeePMD-kit to
its CPU version for the water system with 12,582,912 atoms. In the
CPU calculations, we utilize 42 MPIs per node to take full advantage
of the Power 9 CPU sockets. In Fig. 7, we estimate the wall clock
time per MD step averaged over 500 MD steps using both the CPU
and GPU versions of DeePMD-kit. All numerical experiments in
this paper are performed using double precision due to the high
accuracy nature of the DeePMD-kit code.

First, we compare the performance of the GPU version of DeePMD-
kit to its CPU version with the same number of nodes. Note that the
CPU version can accommodate bigger physical systems because the
size of the CPU memory per node (512 GB) is 5 times bigger than
that of the GPU (96 GB) as shown in Fig. 6. However, in terms of
computational speed, testing results indicate that the GPU version
can be 39 times faster on 80 Summit nodes (480 V100 NVIDIA GPUs
against 3,360 POWER 9 CPU cores). The speedup factor decreases
to 16 when 4,560 nodes are used (27,360 GPUs against 191,520
CPU cores). The decrease of the speedup factor is due to the fact
that, as shown in Fig. 8, the CPU code has a better strong scaling
cmpared to the GPU code. It is also worth noting that the GPU
version is already much faster than the CPU version in the baseline
implementation: as shown in Fig. 7, the GPU baseline is 39 times
faster than that of the CPU code when using 3,360 CPU cores, and
even faster than that of the CPU code on 4,560 nodes. A detailed
discussion of the scaling will be presented in Section 7.

Next, we compare the GPU version to the CPU version under
the same power consumption, which is particularly important for
the upcoming exascale computing era. The power consumption of
a single POWER 9 socket is 190 watts, and 300 watts for a single
NVIDIA V100 GPU. Hence, the power consumption of a single CPU
node with 2 POWER 9 CPU sockets is 380 watts, while the power
consumption of each GPU node with 6 NVIDIA V100 GPUs and 2
POWER 9 CPU sockets is 2,180 watts. 80 GPU nodes on Summit
has a power consumption of 174,400 watts, and that is equivalent
to the power consumption of 459 CPU nodes. In our tests, the GPU
version of the DeePMD-kit can be 7 times faster compared to the
CPU version under the same power consumption.

Fig. 8 demonstrates the strong scaling of a 12,582,912-atom water
system with respect to the number of nodes. For this system, we
find our GPU implementation can perfectly scale up to 640 nodes
(3,840 GPUs) with 3,276 atoms per GPU, and continue to scale up to
the entire Summit supercomputer (4,560 nodes with 27,360 GPUs)
with 455 atoms per GPU. We remark that the strong scaling defines
the speed of the MD simulation, i.e., the GPU code can finish 110
MD steps per second for the water system of 12,582,912 atoms
(4,194,304 molecules) when scaled to 4,560 Summit nodes. This
delivers a capability of simulating the water system for 4.8 ns (with
a time steps of 0.5 fs) in one day.

Fig. 9 shows the weak scaling of the GPU version of the DeePMD-
kit for the copper systems. In the test, each MPI holds 4, 139 copper
atoms on average. The number of GPUs scales from 1, 710 to 15, 360,
and the corresponding number of atoms varies from 7, 077, 888 to
113, 246, 208, respectively. Our tests show that the GPU version
of DeePMD-kit can achieve perfect scaling up to 4, 560 nodes. For the
113, 246, 208 systems with copper atoms, we achieve 86.2 PFLOPS
with 4, 560 Summit nodes, reaching 43% of the peak performance
of Summit. Each MD step only takes 83 milliseconds, therefore
enabling one nanosecond simulation in one day. A detailed discussion on the floating point operations per second (FLOPS) will be presented in the next section.

7 PERFORMANCE ANALYSIS

In this section, we provide a detailed analysis for the GPU version of DeePMD-kit. The total number of floating point operations (FLOP) for the 12,582,912 atoms water system is $1.2483 \times 10^{17}$. This is collected from the CUDA profiling tool NVPROF. Although NVPROF only collects the FLOP number on the GPU, in our implementation, the CPU is only in charge of constructing and communicating the neighbor list and the corresponding FLOP number only accounts for less than 1% of the total FLOP. The FLOPS is calculated by $(\text{total FLOP})/\text{(total time)}$ and the corresponding efficiency is calculated via $	ext{FLOPS} \times \text{(number of nodes)} / 43 \text{ TFLOPS}$ (each V100 GPU has 7.0 TFLOPS, and each IBM Power 9 socket 515 GFLOPS, thus $7 \times 6 + 0.515 \times 2 = 43 \text{ TFLOPS}$ in total.). The efficiency of GPU version of DeePMD-kit is 38% when using 480 GPUs, and decreases to 13% when using 27,360 GPUs for the water system with 12,582,912 atoms, as shown in Fig. 10. On the other hand, the weak scaling of the copper system shows the GPU version of DeePMD-kit achieves a peak performance of 86 PFLOPS in double precision with 4,560 nodes on Summit (43% of the peak) when calculating 113,246,208 copper atoms.

We notice that the GPU version of DeePMD-kit shows better performance (43% of the peak) on the copper system than the water system (36.8% of the peak). This is mainly due to two reasons: first, the average numbers of neighbors for each atom are 500 and 138 for the copper and water systems, respectively. Thus, the corresponding GEMM operation takes a larger proportion in the copper system compared to that of the water system. Secondly, since copper is a mono-species atomic system, no extra sorting and slicing in the computation of the embedding matrix is needed as discussed in Section 3. Fig. 11 shows the proportion of different operations for both water and copper systems on the GPU. We find that the GEMM operator takes 92% and 64% of the GPU time for the copper and water system, respectively.

The total computational time of the MD simulation can be divided into four parts: Pair, MPI Communication, Neighbor, and Others. The wall clock time for 500 steps of MD for each part is listed in Table 1 and shown in Fig. 10. On the other hand, the weak scaling of the copper system shows the GPU version of DeePMD-kit achieves a peak performance of 86 PFLOPS in double precision with 4,560 nodes on Summit (43% of the peak) when calculating 113,246,208 copper atoms.

We notice that the GPU version of DeePMD-kit shows better performance (43% of the peak) on the copper system than the water system (36.8% of the peak). This is mainly due to two reasons: first, the average numbers of neighbors for each atom are 500 and 138 for the copper and water systems, respectively. Thus, the corresponding GEMM operation takes a larger proportion in the copper system compared to that of the water system. Secondly, since copper is a mono-species atomic system, no extra sorting and slicing in the computation of the embedding matrix is needed as discussed in Section 3. Fig. 11 shows the proportion of different operations for both water and copper systems on the GPU. We find that the GEMM operator takes 92% and 64% of the GPU time for the copper and water system, respectively.

The total computational time of the MD simulation can be divided into four parts: Pair, MPI Communication, Neighbor, and Others. The wall clock time for 500 steps of MD for each part is listed in Table 1 and shown in Fig. 10. On the other hand, the weak scaling of the copper system shows the GPU version of DeePMD-kit achieves a peak performance of 86 PFLOPS in double precision with 4,560 nodes on Summit (43% of the peak) when calculating 113,246,208 copper atoms.

We notice that the GPU version of DeePMD-kit shows better performance (43% of the peak) on the copper system than the water system (36.8% of the peak). This is mainly due to two reasons: first, the average numbers of neighbors for each atom are 500 and 138 for the copper and water systems, respectively. Thus, the corresponding GEMM operation takes a larger proportion in the copper system compared to that of the water system. Secondly, since copper is a mono-species atomic system, no extra sorting and slicing in the
Table 1: Wall clock time of the computationally intensive components for calculating 500 MD steps of 12,582,912 atoms of water system. All the testing results are in seconds.

| Number of GPUs | 480    | 960    | 1,920  | 3,840  | 7,680  | 15,360 | 27,360 |
|----------------|--------|--------|--------|--------|--------|--------|--------|
| Pair           | 88.4   | 45.03  | 24.08  | 13.13  | 7.66   | 5.46   | 4.25   |
| Comm           | 1.18   | 0.59   | 0.31   | 0.13   | 0.11   | 0.16   | 0.16   |
| Neighbour      | 2.39   | 1.18   | 0.57   | 0.28   | 0.13   | 0.06   | 0.03   |
| Others         | 0.32   | 0.30   | 0.12   | 0.09   | 0.08   | 0.08   | 0.09   |
| Total time     | 92.3   | 47.1   | 25.1   | 13.6   | 8.0    | 5.8    | 4.5    |

| Number of CPU cores | 3,360 | 6,720 | 13,440 | 26,880 | 53,760 | 107,520 | 191,520 |
|---------------------|-------|-------|--------|--------|--------|---------|---------|
| Total Time          | 3632.8| 1824.5| 914.3  | 468.3  | 237.0  | 120.8   | 74.5    |

Table 2: Average number of atoms (per GPU), ghost atom number (per GPU) and FLOPS for a 12,582,912 atom water system.

| #GPUs | 480    | 960    | 1,920  | 3,840  | 7,680  | 15,360 | 27,360 |
|-------|--------|--------|--------|--------|--------|--------|--------|
| #atoms| 26214  | 13107  | 6553   | 3276   | 1638   | 819    | 459    |
| #ghosts| 25566  | 16728  | 11548  | 7962   | 5467   | 3995   | 3039   |
| FLOPS | 1.35   | 2.65   | 4.98   | 9.16   | 15.63  | 21.66  | 27.51  |
| % of Peak| 38.54  | 37.76  | 35.46  | 32.64  | 27.85  | 19.30  | 13.75  |

The communication of the ghost region is performed with the adjacent MPI tasks, and the data size is listed in Table 2. The received size of a ghost region for each GPU from its neighboring MPI tasks is 25,566 (613 KB) when using 480 GPUs, and decreases to 3,039 (73 KB) when using 27,360 GPUs. Table 1 shows that the communication time decreases as the data size becomes smaller from 480 to 7,680 GPUs. Eventually, the communication time of the ghost region is dominated by the latency of the network, thus it stops scaling when using 15,360 and 27,360 GPUs in Table 2.

Collective MPI communication is also needed in obtaining the global properties for data IO during the simulation. Properties such as total energy, the stress, and the temperature, etc. are collected via MPI_Allreduce. Since each of those properties is merely one double precision number, the MPI_Allreduce operations are dominated by network latency. However, these latency can be a bottleneck in the extreme scale run if the physical properties are collected at every time step. By setting the output of the above mentioned properties to every 20 time steps, we find that the latency only accounts for less than 1% of the total time.

8 CONCLUSION

In this work, we propose the GPU adapted algorithms and re-implement the DeePMD-kit package on the heterogeneous supercomputer Summit.

The weak scaling tests show that DeePMD-kit can scale up to 99% of the Summit supercomputer, reaching a peak performance of 86.2 PFLOPS (43% of the peak). For this particular system, each MD step only takes 83 milliseconds, thereby enabling nanoseconds time scale simulation with ab initio accuracy for the first time. For a typical water system consisting of 12,582,912 atoms, our GPU code can scale up to 27,360 GPUs and run MD for 110 steps in one second. Compared to the CPU version, the GPU code is 16–39 times faster when using the same number of nodes, and 7 times faster under the same power consumption. These achievements make it possible to simulate various processes and phenomena, such as heterogeneous catalysis, electrochemical cells, irradiation damage, crack propagation in brittle materials, and biochemical reactions, with ab initio accuracy. The success of our GPU code relies on: (1) adapting the data distribution of the classical MD software, (2) carefully optimizing the customized TensorFlow operators on GPU (3) optimizing the standard TensorFlow operators on GPU. We remark that all these optimization techniques can be employed by other DPMD packages. We also analyze the scaling, and identify that the latency of both GPU and the network is the key for future improvement of exascale supercomputers to further accelerate the DPMD codes.

Table 2: Average number of atoms (per GPU), ghost atom number (per GPU) and FLOPS for a 12,582,912 atom water system.
GPU DeePMD-kit on Summit

Although we only demonstrate the optimization on the GPU Summit supercomputer, such strategies can also be applied to other heterogeneous architectures. For example, it can be easily converted to the Heterogeneous-compute Interface for Portability (HIP) programming model to run on the next exascale supercomputer Frontier, which will be based on AMD GPUs.
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