Analysis of the Fisher-KPP equation with a time-dependent Allee effect
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Abstract
In this short note, we study the Fisher-KPP population model with a time-dependent Allee threshold. We consider the time dependence as sinusoidal functions and rational functions as they relate to varying environmental situations of the model. Employing the generalized Riccati equation mapping method, we obtain exact traveling wave solutions. Also, when the time-dependent Allee threshold decays to a constant value, we recover the traveling wave solution of the degenerate Fitzhugh-Nagumo equation from our general solution.

1. Introduction

One-dimensional reaction-diffusion equations of the form

\[ \partial_t u = \partial_{xx} u + f(u), \; \; t > 0, \; \; x \in (-\infty, \infty), \]  

(1.1)

where \( f(u) \) is a sufficiently smooth function of \( u \), are used to model phenomena that occur in many areas of science and engineering [1–5]. Equation (1.1) reduces to the well known Fisher-KPP equation when \( f(u) = u(1 - u) \) and is given by [6, 7]

\[ \partial_t u = \partial_{xx} u + u(1 - u), \]

where \( u(x, t) \) is the density of the population of genes at time \( t \) and space position \( x \). Here, \( u(1 - u) \) is known as the logistic growth function.

However, a growth function is said to be of the Allee type if it satisfies, for some \( \rho \in (0, 1/2) \),

\[ f(u) = u(1 - u)(u - \rho), \; \; \text{for all } u \in (0, 1). \]  

(1.2)

The parameter \( \rho \) corresponds to the so-called ‘Allee threshold’ [8]. Equation (1.1) with (1.2) is the Fisher-KPP equation with Allee effect and is given by

\[ \partial_t u = \partial_{xx} u + u(1 - u)(u - \rho). \]  

(1.3)

This equation can also be thought of as the degenerate Fitzhugh-Nagumo equation [3] which is used to model impulse propagation in nerve axons.

The Allee effect has to do with the fact that the fitness of small populations is sometimes negative, i.e., if the population density is too small, the species or group of individuals will not survive. To model this effect an extra factor \( (u - \rho) \) is added to the logistic growth of the Fisher-KPP equation. In realistic situations, there is no need for the Allee threshold to be a constant. With a changing population habitat due to seasonal variations and/or other external impacts on environmental conditions, the Allee threshold itself could depend on time and possibly, space. The Allee effect is covered in detail in [8–11].

If one considers the Allee threshold to be just time-dependent, that is \( \rho = \rho(t) \), then equation (1.3) can be written as,

\[ \partial_t u = \partial_{xx} u + u(1 - u)(u - \rho(t)). \]  

(1.4)
In a recent work, a generalized Fisher equation with time-dependent coefficients given by

$$\partial_t u = f(t)\partial_{xx}u + g(t)u - h(t)u^2,$$

where, $f(t)$ represents a time-dependent diffusion coefficient, $g(t)$, a growth coefficient and $h(t)$, a competition parameter was studied by Hammond [12]. The time-dependent coefficients in (1.5) can be thought of as representing long term changes in climate or short-term seasonality [12, 13]. Assuming $f(t)$ to be a constant, (1.5) was analyzed in [14] and [15] using the Painlevé property for partial differential equations and the generalized Riccati equation expansion method respectively. A somewhat similar equation to (1.5) that is given by

$$\partial_t u = f(t)\partial_{xx}u + g(t)u - h(t)u^3,$$

where, the only difference is a $u^3$ term instead of a $u^2$ term, was also studied recently by Trikia and Wazwaz [16] and Öğün and Kart [17] in order to find exact solutions.

In this short note, our objective is to find exact traveling wave solutions for the Fisher-KPP equation with time-dependent Allee threshold (1.4). Our analysis considers a variety of different practically relevant functions, as they relate to seasonal changes and/or externally impacted environment, for the Allee threshold. As far as we can gather from the literature, such a study has not been carried out yet.

2. Existence of traveling wave solutions

In order to look for a traveling wave solution of equation (1.4), we define

$$u(x, t) = U(\xi), \quad \xi = \kappa x - \omega(t),$$

where $\omega(t)$ is a time-dependent differentiable function and $\kappa$ is a non-zero real number. Then equation (1.4) can be rewritten as

$$\kappa^2 U_{\xi\xi} + \omega'(t)U_\xi + U(1 - U)(U - \rho(t)) = 0.$$  

(2.1)

By letting $U_\xi = W$, we formulate equation (2.2) into a system of first order differential equations

$$U_\xi = W, \quad \kappa^2 W_\xi = -\omega'(t)W - U(1 - U)(U - \rho(t)).$$

(2.2)

To determine whether the system (2.3) has bounded nontrivial traveling wave solutions with boundary values 0 and 1 as $\xi \rightarrow \pm\infty$, we assume that there is a heteroclinic orbit (in the $U$-$W$ phase plane) in the shape of a parabola, and therefore we make the ansatz $W = bU(1 - U) = b(U - U^2)$. Then, $\kappa^2 W_\xi = b\kappa^2(1 - 2U)U_\xi = b\kappa^2(1 - 2U)W = b\kappa^2(1 - 2U)(U - U^2) = b^2\kappa^2U - 3b^2\kappa^2U^2 + 2b^2\kappa^2U^3.$

(2.3)

From system (2.3), we also have

$$\kappa^2 W_\xi = -\omega'(t)W - U(1 - U)(U - \rho(t)) = -b\omega'(t)(U - U^2) - U(1 - U)(U - \rho(t)) = [-b\omega'(t) + \rho(t)]U + [b\omega'(t) - 1 - \rho(t)]U^2 + U^3.$$  

(2.4)

Equating equations (2.4) and (2.5) gives

$$[2b^2\kappa^2 - 1]U^3 - [3b^2\kappa^2 + b\omega'(t) - 1 - \rho(t)]U^2 + [b^2\kappa^2 + b\omega'(t) - \rho(t)]U = 0.$$  

Since this last equation is valid for all $U$, equating the coefficients of $U^3, U^2,$ and $U$ to zero, we obtain $b = \pm\frac{1}{\sqrt{2}\kappa}$ and $b\omega'(t) = \rho(t) - \frac{1}{2}$. So, the time-dependent wave speed $c'(t)$ is governed by

$$c'(t) = \frac{\omega'(t)}{\kappa} = \pm\frac{1}{\sqrt{2}}(2\rho(t) - 1).$$

(2.5)

Note that for $\rho(t) = \frac{1}{2}$, we find $c'(t) = 0$ and thus we have a standing wave solution for the Fisher-KPP equation when the Allee threshold takes the maximum possible value. Also, for any $\rho(t)$, there are two traveling wave solutions with different speeds.

On the other hand, assuming $\rho(t) = \rho > 0$ and $\omega(t) = \omega t$, where $\omega \neq 0$, and by making the ansatz $W = bU(1 - \rho)$, the system (2.3) has bounded nontrivial traveling wave solutions with boundary values 0 and $\rho$ as $\xi \rightarrow \pm\infty$ and wave speed $c = \frac{\omega}{\kappa} = \frac{\omega}{\frac{\rho}{\sqrt{2}}}(\rho - 2)$. Also, by making the ansatz $W = b(U - \rho)(1 - U)$, the system (2.3) has bounded nontrivial traveling wave solutions with boundary values $\rho$ and 1 as $\xi \rightarrow \pm\infty$ and wave speed $c = \frac{\omega}{\kappa} = \frac{\omega}{\frac{\rho}{\sqrt{2}}}(\rho + 1)$. Figure 1 shows the 2-D graphs of the three possible kink wave solutions to the Fisher-KPP equation (1.4).
3. Exact traveling wave solutions

In the past, the exact solutions for nonlinear evolution equations have been investigated by many authors who were interested in nonlinear phenomena. Many effective and powerful methods have been presented such as Hirota’s bilinear method [18], inverse scattering transform [19], homogeneous balance method [20], auxiliary equation method [21], hyperbolic function method [22], Exp-function method [23], G'/G-expansion method [24], and many more. In [25], Zhu presents a so-called generalized Riccati equation mapping method to construct exact traveling wave solutions of nonlinear evolution equations by assuming that the traveling wave solutions can be expressed by a polynomial in \( f(\xi) \), where \( f(\xi) \) is a solution of the generalized Riccati equation of the form

\[
\phi'(\xi) = \alpha \phi^2(\xi) + \beta \phi(\xi) + \gamma, \quad (3.1)
\]

where \( \alpha, \beta, \) and \( \gamma \) are real constants. The degree of the polynomial can be determined by the homogeneous balance method, and the coefficients can be obtained by solving a set of algebraic equations.

For the present work, we will focus on only the three solutions, given by,

\[
\phi_1(\xi) = -\frac{1}{2\alpha}\beta + \frac{\sqrt{\Delta}}{2}\tanh\left(\frac{\sqrt{\Delta}}{2}\xi\right), \quad (3.2)
\]

\[
\phi_2(\xi) = -\frac{1}{2\alpha}\beta + \frac{\sqrt{\Delta}}{2}\coth\left(\frac{\sqrt{\Delta}}{2}\xi\right), \quad (3.3)
\]

and

\[
\phi_3(\xi) = -\frac{1}{2\alpha}\beta + \frac{\sqrt{\Delta}}{2}\left(\tanh(\sqrt{\Delta} \xi) \pm i \text{sech}(\sqrt{\Delta} \xi)\right), \quad (3.4)
\]

where \( \Delta = \beta^2 - 4\alpha\gamma > 0 \) and \( \alpha \neq 0 \). The reader interested in other forms of solutions for equation (3.1) is referred to [25].

In order to look for the traveling wave solution of equation (1.4), as in section 2, we make the transformation \( u(x, t) = U(\xi) \), where \( \xi = \kappa x - \omega(t) \), and change equation (1.4) into the following ordinary differential equation

\[
\kappa^2 U_{\xi\xi} + \omega(t) U_{\xi} + U(1 - U)(U - \rho(t)) = 0. \quad (3.5)
\]

Considering the homogeneous balance between \( U_{\xi\xi} \) and \( U^3 \) in equation (3.5), \( K + 2 = 3K \Leftrightarrow K = 1 \), we simply seek the solutions of equation (3.5) of the form

\[
U(\xi) = \gamma_0 + \gamma_1\phi, \quad \gamma_1 = 0, \quad (3.6)
\]

where \( \phi = \phi(\xi) \) satisfies the generalized Riccati equation (3.1) and \( \gamma_0 \) and \( \gamma_1 \) are constants to be determined later.

Substituting equation (3.1) and equation (3.6) into equation (3.5) and collecting coefficients of polynomials of \( \phi^k (k = 0, 1, \ldots, 6) \), then setting each coefficient to zero, we obtain a system of algebraic equations for \( \alpha, \beta, \gamma, \gamma_0, \gamma_1, \) and \( \kappa \). Solving the resulting system with the aid of Maple, we obtain

\[
\gamma_0 = \frac{\alpha + \beta\gamma_1}{2\alpha}, \quad \gamma = \frac{\beta^2\gamma_1^2 - \alpha^2}{4\alpha\gamma_1^2}, \quad \kappa = \frac{\pm\gamma_1}{\sqrt{2}\alpha}, \quad \text{and} \quad \omega'(t) = \frac{\gamma_1(1 - 2\rho(t))}{2\alpha}, \quad (3.7)
\]

\[
\gamma_0 = \frac{\alpha \rho + \beta\gamma_1}{2\alpha}, \quad \gamma = \frac{\beta^2\gamma_1^2 - \alpha^2\rho^2}{4\alpha\gamma_1^2}, \quad \kappa = \frac{\pm\gamma_1}{\sqrt{2}\alpha}, \quad \text{and} \quad \omega = \frac{\gamma_1(\rho - 2)}{2\alpha}, \quad (3.8)
\]
and
\[ \gamma = -\frac{\alpha + 1 + \beta \gamma_1}{2\alpha}, \]
\[ \gamma = -\frac{\beta^2 \gamma_1 + 2\alpha^2 \rho - \alpha^2 (\rho^2 + 1)}{4\alpha \gamma_1^2}, \]
\[ \kappa = \pm \frac{\gamma_1}{\sqrt{2} \alpha}, \quad \text{and} \quad \omega = \frac{\gamma_1 (\rho + 1)}{2 \alpha}, \]
(3.9)
where \( \alpha, \beta, \) and \( \gamma_1 \) are arbitrary non-zero real numbers.

Substituting (3.7), noting \( \Delta = \frac{\alpha^2 \rho^2}{\gamma_1^2} > 0, \) with the solutions (3.2), (3.3), and (3.4) of equation (3.1) into equation (3.6), we obtain the exact traveling wave solutions of (1.4) as follows:
\[ u(x, t) = -\frac{1}{2} \left( \frac{\sqrt{2}}{4} x - \frac{1}{4} t + \frac{\rho}{2} t \right), \]
(3.10)
\[ u(x, t) = \frac{1}{2} \left( \frac{\sqrt{2}}{4} x - \frac{1}{4} t + \frac{\rho}{2} t \right), \]
(3.11)
and
\[ u(x, t) = \frac{1}{2} \left( \frac{\sqrt{2}}{4} x - \frac{1}{4} t + \frac{\rho}{2} t \right), \]
(3.12)
where
\[ \omega(t) = \int \frac{\gamma_1 (1 - 2 \rho(t))}{2\alpha} dt, \]
(3.13)
\( \varepsilon = \pm 1, \) \( \eta = \pm 1, \) and \( \alpha \) and \( \gamma_1 \) are arbitrary non-zero real numbers.

Equations (3.10), (3.11), and (3.12) are the exact traveling wave solutions of (1.4) with time-dependent Allee effect \( \rho(t) \), traveling at time-dependent speed \( c(t) = \frac{\alpha \rho}{t} \). Equation (3.10) represents a kink/anti-kink wave solution, while equation (3.12) represents a complex-valued wave solution with real kink/anti-kink and imaginary bell/anti-bell wave shapes. Equation (3.11) gives a solution in the form of a hyperbolic function. Clearly, the exact traveling wave solutions of (1.3) can be obtained from equations (3.10), (3.11), and (3.12) by assuming that \( \rho(t) = \rho_1 \) a constant. For instance, the exact anti-kink wave solution with asymptotic values 0 and 1, given by,
\[ u(x, t) = \frac{1}{2} \left( \frac{\sqrt{2}}{4} x - \frac{1}{4} t + \frac{\rho}{2} t \right), \]
(3.14)
is obtained from equation (3.10) when \( \varepsilon = 1, \) \( \alpha = 1, \) and \( \gamma_1 = 1. \) Figure 2 shows the exact solutions obtained from (3.10) with different \( \rho(t) \) functions, when \( \rho(t) = \sin(t) \) and \( \rho(t) = \frac{1}{4} + \frac{1}{t + 1} \), respectively. Here, one can relate the sinusoidal function \( \sin(t) \) to natural seasonal variations and the function \( \frac{1}{4} + \frac{1}{t + 1} \) to any external impacts on the environment.

Now, substituting (3.8), noting \( \Delta = \frac{\alpha^2 \rho^2}{\gamma_1^2} > 0, \) with the solution (3.2) of equation (3.1) into equation (3.6), we obtain the exact traveling wave solution of (1.3) as follows:
\[ u(x, t) = \frac{1}{2} \left( \frac{\sqrt{2}}{4} x - \frac{1}{4} t + \frac{\rho}{2} t \right), \]
(3.15)
where \( \varepsilon = \pm 1 \) and \( \alpha \) and \( \gamma_1 \) are arbitrary non-zero real numbers.

Equation (3.15) represents a kink/anti-kink wave solution with asymptotic values 0 and \( \rho \). Exact solution in the form of a hyperbolic function or complex-valued wave solution with real kink/anti-kink and imaginary bell/anti-bell wave shapes can be obtained in the same manner as before using (3.3), and (3.4), respectively.

Moreover, substituting (3.9), noting \( \Delta = \frac{\alpha^2 \rho^2 - \rho^2}{\gamma_1^2} > 0, \) with the solution (3.2) of equation (3.1) into equation (3.6), we obtain the exact traveling wave solution of (1.3) as follows:
\[ u(x, t) = \frac{1}{2} \left( \frac{\sqrt{2}}{4} x - \frac{1}{4} t + \frac{\rho}{2} t \right), \]
(3.16)
where \( \varepsilon = \pm 1 \) and \( \alpha \) and \( \gamma_1 \) are arbitrary non-zero real numbers.

Equation (3.16) represents a kink/anti-kink wave solution with asymptotic values \( \rho \) and 1. Also, other types of exact solutions can be obtained in the same manner as before using (3.3), and (3.4).

In the case, where the effect of seasonal variation is combined to any externally impacted environment, one could choose the Allee threshold as
Using equation (3.13), we have
\[ \omega(t) = \frac{19}{100}(t + 1) - \frac{1}{4}\ln(t + 1) + \text{Ci}(t + 1), \]
and hence,
\[ \lim_{t \to \infty} \rho(t) = 0.31 \quad \text{and} \quad \lim_{t \to \infty} \frac{\omega(t)}{t} = 0.19, \]
where \( \text{Ci} \) is the Cosine Integral function.

Therefore, equation (3.10), with the time-dependent Allee effect (3.17), approaches the wave solution (3.14) of equation (1.3) as \( t \to \infty \), as shown in figure 3. The solution in figure 3 is obtained when \( \varepsilon = 1, \alpha = 1, \) and \( \gamma_1 = 1 \). This behavior is also valid for the other solutions (3.11) and (3.12).
It should be noted that these new exact traveling wave solutions with interesting characteristics were obtained assuming that the traveling wave can be expressed as a first order polynomial, see (3.6), in terms of a solution of the generalized Riccati equation. If one is to express the traveling wave as a higher order polynomial, it may be possible to find other exciting new solutions for the Fisher-KPP equation with a time-dependent Allee threshold. However, such an analysis can be tedious and it is beyond the scope of this short note.

4. Conclusions

In this work, we obtained exact traveling wave solutions of kink/anti-kink types for the Fisher-KPP equation with a time-dependent Allee effect. We considered the time-dependency in the form of sinusoidal and exponentially decaying functions as they relate to seasonal variations and/or external impacts on the environment. In the case of the decaying Allee effect, when the limit of decay is a constant, we were able to recover the traveling wave solution of the degenerate Fitzhugh-Nagumo equation from our general solution. The results presented here are new and they will add to the body of knowledge on reaction-diffusion equations with Allee effect. Any future work in this area could focus on an Allee threshold that is both time and space dependent. No new data were created or analysed in this study.

ORCID iDs

Lewa’ Alzaleq © https://orcid.org/0000-0002-0661-3188
Valipuram Manoranjan © https://orcid.org/0000-0002-2323-0912

References

[1] Britton N F 1986 Reaction-Diffusion Equations and Their Application to Biology (New York: Academic)
[2] Broadbridge P and Rogers C 1993 On a nonlinear reaction–diffusion boundary–value problem: application of a Lie–Bäcklund symmetry Acta Mech. 34 318–32
[3] Fitzhugh R 1961 Impulses and physiological states in theoretical models of nerve membrane Biophys. J. 1 445
[4] Hill J M and Smyth N F 1990 On the mathematical analysis of hotspots arising from microwave heating Mathematical Engineering in Industry 17 1823–34
[5] Ludford G S 1956 Combustion and Chemical Reactions (Providence, R.I.: American Mathematical Society)
[6] Fisher R A 1937 The wave of advance of advantageous genes Annals of Human Genetics 7 335–69
[7] Kolmogorov A K, Petrovsky N P and Piscounov S 1937 Etude de I equations de la diffusion avec croissance de la quantite de materia et son application a un probolome biologique Bulletin University Moscow 1 1–25
[8] Roques L, Garnier J, Hamel F and Klein E K 2012 Allee effect promotes diversity in traveling waves of colonization Proc. of the National Academy of Sciences 109 8828–33
[9] Courchamp F, Berec L and Gascoigne J 2008 Allee effects in ecology and conservation Environ. Conserv. 36 80–5
[10] Jonhstout C H 2016 Traveling wave solutions of reaction-diffusion equations in population dynamics Bachelor thesis Mathematical Institute University of Leiden 1–33
[11] Stephens P A, Sutherland W J and Freckleton R P 1999 What is the Allee effect? Oikos 87 185–90
[12] Hammond J F 2012 Analysis and simulation of partial differential equations in mathematical biology: applications to bacterial biofilms and Fisher’s equation University of Colorado at Boulder
[13] Hammond J F and Bortz D M 2011 Analytical solutions to Fisher’s equation with time-variable coefficients Appl. Math. Comput. 218 2497–508
[14] Gao Y-T and Tian B 2001 Symbolic computation for the Fisher-type equation with variable coefficients Int. J. Mod. Phys. C 12 1251–9
[15] Li B, Chen Y and Zhang H Q 2005 Soliton-like solutions and periodic form solutions for two variable-coefficient diffusion equations using symbolic computation Acta Mech. 174 77–89
[16] Triki H and Wazwaz A-M 2016 Trial equation method for solving the generalized Fisher equation with variable coefficients Phys. Lett. A 380 1260–2
[17] Öğün A and Kart C 2007 Exact solutions of Fisher and generalized Fisher equations with variable coefficients Acta Mathematicae Applicatae Sinica, English Series 23 563–8
[18] Hirota R 1971 Exact solution of the Korteweg–De Vries equation for multiple collisions of solitons Phys. Rev. Lett. 27 1192–4
[19] Ablowitz M J and Clarkson P A 1991 Solitons, Nonlinear Evolution Equations and Inverse Scattering Transform (Cambridge: Cambridge University Press)
[20] Wang M L 1996 Exact solution for a compound KdV-Burgers equations Phys. Lett. A 213 279–87
[21] Sirendeariegi S and Sun J 2003 Auxiliary equation method for solving nonlinear partial differential equations Phys. Lett. A 309 378–96
[22] Hosseini K, Zahibi A, Samadani F and Ansari R 2018 New explicit exact solutions of the unstable nonlinear Schrödinger’s equation using the Exp- and hyperbolic function methods Opt. Quantum Electron. 50 82
[23] He J H and Wu X H 2006 Exp-function method for nonlinear wave equations Chaos Solitons Fractals 30 700–8
[24] Feng Q H and Zheng B 2010 Traveling wave solutions for the Fifth-Order Sawada-Kotera equation and the general Gardner equation by (G′/G)-expansion method WSEAS Transactions on Mathematics 9 171–80
[25] Zhu S D 2008 The generalizing Riccati equation mapping method in non-linear evolution equation: application to (2+1)-dimensional Boiti-Leon-Pempinelle equation Chaos Solitons Fractals 37 1335–42