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ABSTRACT
Understanding the average motion of a multitude of superfluid vortices in the interior of a neutron star is a key ingredient for most theories of pulsar glitches. In this paper we propose a kinetic approach to compute the mutual friction force that is responsible for the momentum exchange between the normal and superfluid components in a neutron star, where the mutual friction is extracted from a suitable average over the motion of many vortex lines. As a first step towards a better modelling of the repinning and depinning processes of many vortex lines in a neutron star, we consider here only straight and non-interacting vortices: we adopt a minimal model for the dynamics of an ensemble of point vortices in two dimensions immersed in a non-homogeneous medium that acts as a pinning landscape. Since the degree of disorder in the inner crust or outer core of a neutron star is unknown, we compare the two possible scenarios of periodic and disordered pinscapes. This approach allows to extract the mutual friction between the superfluid and the normal component in the star when, in addition to the usual Magnus and drag forces acting on vortex lines, also a pinning force is at work. The effect of disorder on the depinning transition is also discussed.
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1 INTRODUCTION
In the standard description of glitches - sudden spin-ups observed in the otherwise steadily decreasing rotational frequency of a pulsar - the neutron star is assumed to be divided in two components that can rotate with slightly different angular velocities (Haskell & Melatos 2015): a normal component, the rotational period of which can be tracked by observing the pulsar electromagnetic emission, and a superfluid one, which is threaded by $\sim 10^{18}$ quantised vortices with circulation $\kappa = 2 \times 10^{-3}$ cm$^2$/s (for recent reviews see Haskell & Sedrakian 2018; Chamel 2017a). The possibility of pinning between vortices and impurities in the inner crust (Anderson & Itoh 1975), or with quantized flux-tubes in the outer core (Alpar 2017), forces the superfluid to lag behind the normal component during the spin-down and a superfluid current develops in the frame of the normal component. Part of the angular momentum carried by this superfluid neutron current may be sporadically released: unpinned by a still uncertain trigger, vortices suddenly transfer this excess of angular momentum to the normal component, causing a glitch. Regarding the glitch trigger, the reason why $\sim 10^{12}$ out of $\sim 10^{18}$ vortices simultaneously unpin during a giant glitch in the Vela remains elusive, and proposed mechanisms range from hydrodynamical instabilities (Glampedakis & Andersson 2009; Khomenko et al. 2019), starquakes (Baym et al. 1969; Akbal & Alpar 2018; Giliberti et al. 2019) and self-organized criticality of the vortex configuration (Melatos et al. 2008).

In complete analogy with the two-fluid description of superfluid $^4$He, the key ingredient that allows for a transfer of angular momentum between the superfluid and normal components in a pulsar is the mutual friction force (Langlois et al. 1998; Andersson et al. 2006), which is also an important damping mechanism for the large-scale oscillations of rapidly rotating and cold neutron stars (Mendel 1991a).

Recent observations of glitches in the Crab (Shaw et al. 2018) and the Vela (Palfreyman et al. 2018) pulsars have been used to obtain constraints on the strength of the mutual friction (Ashton et al. 2019; Montoli et al. 2020a), which can shed light on the microscopic dissipative channels occurring in the star (Alpar et al. 1984b; Jones 1991; Epstein & Baym 1992; Graber et al. 2018) and, indirectly, on the internal region where the glitch originates (Haskell et al. 2018; Pizzochero et al. 2020).

Despite glitches may be a promising tool to probe the internal physics of neutron stars (Ho et al. 2015; Montoli et al. 2018).
a complete description of the glitch dynamics would rely on connecting the macroscopic hydrodynamic modelling of the neutron superfluid in the pulsar interior with the complex physics of many quantized vortex lines at the mesoscale, i.e. over length scales of the order of the average vortex separation (Warszawski & Melatos 2011; Warszawski et al. 2012; Haskell & Melatos 2016). A similar problem arises also for laboratory superfluids, in particular for $^4$He, where different models are used to describe the superfluid at different scales, ranging from quantum methods to resolve the vortex core, to the Hall-Vinen-Bekarevich-Khalatnikov (HV BK) hydrodynamics at the macroscopic scale, where the velocity fields are averaged over a fluid element (Barenghi et al. 2001). This average procedure should be carried out over a portion of fluid containing several vortex lines. At this scale, the vortex core is not resolved, so that the dynamics can be described in terms of the vortex filament model (Schwarz 1985). In particular, in a homogeneous medium, the motion of such a vortex filament is determined by the forces acting upon the line: the classical Magnus force and a drag force (Sonin 2016). Under the simplifying assumption of straight vortex lines, the vortex-mediated mutual friction entering in the HV BK equations can be obtained (Hall & Vinen 1956; Bekarevich & Khalatnikov 1961; Sourie & Chamel 2020a).

To date, most glitch studies build on a minimal two-fluid hydrodynamic model that is formally equivalent to the HV BK equations (Prix 2004; Haskell & Sedrakian 2018). However, differently from the case of $^4$He, the neutron superfluid in a neutron star is immersed into a non-homogeneous background. For example, in the inner crust the dripped neutrons coexist with complex structures of bounded nucleons, like a crystal lattice or various kinds of pasta phases (Chamel & Haensel 2008; Newton 2013). In such an environment the usual derivation of the HV BK mutual friction should be extended to take into account for the additional effect of inhomogeneities which may act as sites for pinning and hinder the outward motion of vortices (Anderson & Itoh 1975; Alpar et al. 1984a; Seveso et al. 2016). The aim of this work is to make a step in this direction by calculating the average response to an externally fixed superfluid current of such a vortex filament is determined by the forces acting on the line: the classical Magnus force and a drag force (Sonin 2016). Under the simplifying assumption of straight vortex lines, the vortex-mediated mutual friction entering in the HV BK equations can be obtained (Hall & Vinen 1956; Bekarevich & Khalatnikov 1961; Sourie & Chamel 2020a).

The paper is organized as follows. In Sec 2 the hydrodynamic two-fluid formalism usually employed in neutron star applications is outlined and the macroscopic mutual friction is linked to an ensemble average of the local velocity of many vortex lines. In Sec 3 we assume a particular “minimal” model for vortex dynamics where non-interacting vortex segments are immersed into a non-homogeneous pinning landscape (a more general case is described in App A). Since the degree of impurities and disorder in a neutron star is uncertain (Jones 1999; Chamel & Haensel 2008; Sauls et al. 2020), two models for the pinning landscape are considered: one in which the pinning force field is periodic and one with quenched randomness (Sec 4). In Sec 5 we present a numerical estimate of the average dynamics defined in Sec 3 for several sets of parameters. Sec 6 is devoted to study the behavior of the average vortex velocity in the adiabatic limit of very slow lag variations; the results relevant for pulsar glitch modelling are discussed. Our findings and conclusions are summarized in Sec 7.

2 FROM VORTICITY TRANSPORT TO MUTUAL FRICTION

It is worth revisiting how to introduce a macroscopic friction force into a two-fluid HV BK-like model by using only the macroscopic fields of the hydrodynamic theory plus an auxiliary field that will be interpreted as the local average velocity of the quantized vortex lines in a fluid element (see also Sonin 2016).

We adopt a simplified description for the matter in the inner crust of a neutron star, consisting of a charge neutral mixture of protons and electrons and superfluid neutrons. The hydrodynamic equations of motion for this system reduce to a two-fluid model for two interacting species at zero temperature, the superfluid neutrons and a charge neutral normal fluid consisting of protons and electrons locked together by electromagnetic interactions on time scales shorter than those of interest for our problem (see e.g. Langlois et al. 1998). Corrections to this model due to generation of heat via friction between the components is neglected.

We consider the Newtonian two-fluid equations derived by, for instance, Prix (2004) and Andersson & Comer (2006). Each fluid satisfies an Euler-type equation for constituent $x, y = n, p$ ($n$ for free neutrons, $p$ for the normal component)

$$\left( \partial_t + v_x \nabla \right) \rho_x + \epsilon_x v_x^2 \nabla v_x^2 + \nabla \xi_x = F_x^s, \tag{1}$$

where $v_{nx} = v_x - v_n$ is the velocity of the $y$-component as seen in the local rest frame of the $x$-component and

$$p_x^s = v_x^2 + \epsilon_x v_x^2 = (1 - \epsilon_x) v_n^2 + \epsilon_x v_y^2 \tag{2}$$

is the momentum per unit mass. The non-dissipative entrainment coupling between the two fluids is encoded into the parameters $\epsilon_x$ (see e.g. Chamel 2017b). The term $\xi_x$ accounts for the chemical potential and gravity, while the mutual forces per unit mass $F_x^s$ on the RHS of are (in principle unknown) phenomenological friction forces between the components that conserve the total momentum of the mixture (i.e. Newton’s third law is implemented as $\rho_n F_n^s = -\rho_p F_p^s$, where $\rho_x$ is the density of the $x$-constituent).

To connect $F_x^s$ with the dynamics of quantized vortices at a smaller scale by using only the information contained into the LHS of (2), we introduce an auxiliary macroscopic field $v_{nx}$ that is interpreted as the local coarse-grained velocity of the quantized vortex lines in a fluid element (see also Andersson et al. 2006). A natural way of doing this is by considering the macroscopic vorticity transport. Hence, let us rewrite (2) for the free neutrons as

$$\partial_t p_n + L v_{nn} p_n + \nabla \xi_n = F_n, \tag{3}$$
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where we used the Lie derivative of the momentum covector

\[(L_{v_n} p_n)_i = v_n^j \nabla_j p_n + p_n^j \nabla_i v_n j \, . \tag{4}\]

Writing (6) in terms of the Lie derivative is convenient since

\[L_{v_n} p_n = \omega_n \times v_n + \nabla (p_n \cdot v_n) \, , \tag{5}\]

where

\[\omega_n = \nabla \times p_n \, . \tag{6}\]

is the macroscopic vorticity of the superfluid (Carter & Khatlonikov 1994; Prix 2004). Taking the curl of (6) and using (5) gives the macroscopic vorticity transport,

\[\partial t \omega_n + \nabla \times (\omega_n \times v_n) = \nabla \times F_n \, . \tag{7}\]

To introduce the average vortex velocity \(v_L\), we demand that vorticity is transported as

\[\partial_t \omega_n + \nabla \times (\omega_n \times v_L) = 0 \, . \tag{8}\]

Because of the cross product in the above equation, we define \(v_L\) to be orthogonal to \(\omega_n\) with no loss of generality (see Gavassino et al. (2020) for a complementary definition of this auxiliary velocity field in general relativity). Now, equations (7) and (8) are consistent only if

\[F_n = -\omega_n \times (v_L - v_n) + \nabla \lambda_n \, . \tag{9}\]

The constant of integration \(\nabla \lambda_n\) will be neglected in the following, as it can be included into the term \(\nabla \xi_n\) in (6). Hence, modeling \(v_L\) is equivalent to providing a definite form to the mutual friction \(F_n\). In this vein, the quantized vortex lines are auxiliary entities that allow us to obtain \(v_L\) by means of an ensemble average in a local fluid element.

Extracting the average velocity of the vortex ensemble is trivial in the absence of quantum turbulence. In this case, the vortices in a fluid element are locally aligned along the unit vector \(\hat{n}\) and the quantity \(n = |\omega_n|/\kappa\) can be interpreted as the local density of vortex lines per unit area of a surface orthogonal to \(\kappa\), so that the coarse grained vorticity reads \(\omega_n = \kappa n_n\). Furthermore, the average velocity \(v_L\) may be expressed as \(^1\)

\[v_L = \langle \dot{x} \rangle + v_p = \frac{1}{N_v} \sum_{i=1}^{N_v} \dot{x}_i + v_p \, , \tag{10}\]

where the sum is performed by considering a local fluid element containing a sample of \(N_v\) quantized vortex lines with velocity \(\dot{x}_i\) in the frame of the normal component. Since the flow induced by the circulation around each of the \(N_v\) vortices has zero average, the \(v_p\) appearing in (9) is the prescribed velocity field at infinity (i.e. the background prescribed flow in which the fluid element is immersed). Therefore,

\[F_n = -\kappa n_n (\dot{x} - v_p) = -\kappa n_n \langle f_M \rangle \, , \tag{11}\]

where all the \(\dot{x}_i\) are calculated for a given and constant value of the velocity lag \(v_p\). For later convenience we also introduced the velocity \(\langle f_M \rangle = \kappa \times (\dot{x} - v_p)\), that is a rescaled ensemble average of the Magnus force. Since \(F_n \approx -2\Omega \langle f_M \rangle\), where \(\Omega\) is the angular velocity of the neutron star, in the following we will refer to both \(F_n\) and \(\langle f_M \rangle\) simply as "mutual friction".

### 3 Straight Vortex Dynamics in a Pinning Landscape

We now provide a definite model for the dynamics of the single vortex velocity \(\dot{x}\), introduced in (10). We consider a straight segment of vortex line, modelled as a point with a vector \(\kappa\) attached, directed along the vortex itself. The overdamped equation of motion for such a point vortex is (see e.g. Sedrakian 1995; Andersson et al. 2011)

\[\rho_\kappa \times (\dot{x}(t) - v_{np}) - \eta \dot{x}(t) + \tilde{f} = 0 \, , \tag{12}\]

where \(x(t)\) is the position of the vortex at time \(t\) in a plane orthogonal to \(\kappa\). The additional force per unit length \(\tilde{f}\) models the interaction with a non-homogeneous background medium in which the vortex is immersed (Sedrakian 1995; Haskell & Melatos 2016). To keep notion simple, we define \(\dot{x}, v_{np}\) and \(\tilde{f}\) to be orthogonal to \(\kappa\) (otherwise we would explicitly include a projection on the plane orthogonal to \(\kappa\)).

Equation (12) defines the dynamics of a vortex in the ensemble: the first term is the Magnus lift force and the next two terms are the longitudinal frictional force owing to the interaction of the vortex line with the constituents of the normal component.

In principle, the interaction with other vortex lines changes the value of \(v_{np}\), making it a dynamical variable that is function of the position of all vortex lines in the fluid element. In this work we will consider only the case in which \(v_{np}\) is a constant value of the background velocity lag, namely we consider an ensemble of non-interacting point vortices.

To recast the differential equation (12) into normal form, it is convenient to represent the vectors in the plane as complex numbers, so that \(i\) is the imaginary unit

\[i (\dot{x} - v_{np}) = \mathcal{R} \dot{x} + \tilde{f} = 0 \, , \tag{13}\]

where \(\mathcal{R} = \eta/(\rho_\kappa)\) is a real parameter setting the drag-to lift ratio and \(\tilde{f}\) is the complex placeholder for the rescaled force \(\tilde{f}\). It follows that

\[\dot{x}(t) + \frac{iv_p}{\mathcal{R} - i} = \frac{f - iv_v}{\mathcal{R} - i} = \cos \theta_d e^{-i \theta_d} (v_{np} + if) \, . \tag{14}\]

where the dissipation angle \(\theta_d \in [0, \pi/2]\) is related to the drag via \(\mathcal{R} = \tan \theta_d\). When \(f = 0\), the positive parameter \(\theta_d\) reduces to the angle between the vortex velocity and the lag \(v_{np}\), see e.g. Epstein & Baym (1992) and Celora et al. (2020). The drag coefficient \(\mathcal{R}\) and the dissipation angle \(\theta_d\) are typically small, so that, if pinning forces average to zero over the ensemble, the vortex lines mostly flow with a velocity close to the azimuthal superfluid velocity (Jones 1991). Equation (14) is equivalent to

\[\dot{x} = \cos \theta_d R_{\alpha_d}^{-1} (v_{np} + R_{\alpha_d} f) \, , \tag{15}\]

where the matrix \(R_{\alpha}\) performs an anticlockwise rotation of an angle \(\alpha\) in the plane. Alternatively, equation (15) can be

---

\(^1\) For notation convenience we assumed \(v_p \cdot \kappa = 0\), see the Appendix A for the general case. The mutual friction \(F_n\) is left unchanged by this assumption.
written by using a three-dimensional formalism
\[ \dot{x} = \frac{1}{1 + R^2} (\perp \mathbf{v}_{np} + \kappa \times \mathbf{f}) + \frac{\mathcal{R}}{1 + R^2} \left( \perp (\mathbf{f} - \mathbf{k} \times \mathbf{v}_{np}) \right), \]
(16)
where \( \perp \mathbf{ij} = \delta_{ij} - \mathbf{k}_i \mathbf{k}_j \) is the projector on the plane orthogonal to \( \mathbf{k} \). Thanks to (11), the mutual friction reads
\[ \frac{F_n}{\omega_n} = \frac{\mathcal{R}}{1 + R^2} \mathbf{k} \times \mathbf{v}_{np} + \frac{\mathcal{R}}{1 + R^2} (\mathbf{k} \times (\mathbf{f}) + \perp \mathbf{v}_{np}), \]
(17)
where the coarse grained field \( \langle \mathbf{f} \rangle \) is still unknown and should be locally calculated as
\[ \langle \mathbf{f} \rangle = \frac{1}{N_v} \sum_{i=1}^{N_v} \mathbf{f}(\mathbf{x}_i(t)). \]
(18)
The usual HVBK mutual friction, that is linear in the lag \( \mathbf{v}_{np} \), is recovered when \( \langle \mathbf{f} \rangle = 0 \): in this limit we have
\[ \frac{F_n}{\omega_n} = \frac{\mathcal{R}}{1 + R^2} \mathbf{k} \times \mathbf{v}_{np} + \frac{\mathcal{R}}{1 + R^2} \mathbf{k} \times (\langle \mathbf{f} \rangle + \perp \mathbf{v}_{np}), \]
(19)
in accordance with Andersson et al. (2006), cf. also Sonin (1987) and Donnelly (2005) for the \(^{3}\)He analogue.

Clearly, the results (17) and (24) are not the most general form of mutual friction one could obtain on the basis of a purely geometric argument, but depend on the particular equation of motion (12) assumed for a vortex. In Appendix A the mutual friction (17) is derived under the hypothesis of a more general equation for vortex motion (cf (17) with (A8)).

### 3.1 Non-linear mutual friction

Before moving to simulate the dynamics defined by (15), it can be useful to rewrite the mutual friction (17) in a way that resembles more closely the one used in many pulsar glitch models of the kind first proposed by Alpar et al. (1984a). According to this theory, in the internal layers of neutron stars coupling between the superfluid and the normal crust is achieved via thermal creep of the vortex lines against pinning energy barriers, in analogy with flux creep in Type-II superconductors (Anderson & Kim 1964). Therefore, it is natural to try to encode the effect of pinning into the linear form of mutual friction (24) in terms of unpinning probability, that is the weight function for the instantaneous number of (unpinned) moving vortices (see e.g. Jahan-Miri 2006; Link 2014). In fact, unless an additional dependence of \( \mathcal{R} \) on \( \mathbf{v}_{np} \) or \( \langle \mathbf{f} \rangle \) is explicitly taken into account (Celora et al. 2020), the HVBK form of mutual friction (24) is linear in the lag \( \mathbf{v}_{np} \) and this does not allow to describe the full sequence of dynamical phases expected in a glitch (unpinning, relaxation and repinning).

First, it is convenient to introduce a physical right-handed orthonormal basis \((\mathbf{e}_1, \mathbf{e}_2)\) on the plane orthogonal to \( \mathbf{k} \), defined by the unit vectors
\[ \mathbf{e}_1 = -\mathbf{k} \times \frac{\mathbf{v}_{np}}{|\mathbf{v}_{np}|}, \quad \mathbf{e}_2 = \frac{\mathbf{v}_{np}}{|\mathbf{v}_{np}|}. \]
(20)
In pulsar glitch applications, where the motion of the superfluid along \( \mathbf{e}_2 \) is assumed to be azimuthal, the unit vector \( \mathbf{e}_1 \) would be directed radially outward. In the limit of “free” vortices (i.e. \( \mathbf{f} = 0 \)), the velocity of a single vortex \( \dot{x} \) in (16) is constant and coincides with the local average \( \langle \mathbf{x} \rangle \) and we have
\[ \dot{x} = \mathbf{v}_{fr} = \mathbf{v}_{fr}^{\perp} \mathbf{e}_1 + \mathbf{v}_{fr}^{|} \mathbf{e}_2 \quad \text{(for } \mathbf{f} = 0), \]
(21)
where
\[ \mathbf{v}_{fr}^{\perp} = \sin \theta_d \cos \theta_d \mathbf{v}_{np}, \quad \mathbf{v}_{fr}^{|} = \cos^2 \theta_d \mathbf{v}_{np}. \]
(22)
In general, for \( \mathbf{f} \neq 0 \) the average velocity can always be expressed as
\[ \langle \dot{x} \rangle = \gamma_1(\mathbf{v}_{np}) \mathbf{v}_{fr}^{\perp} \mathbf{e}_1 + \gamma_2(\mathbf{v}_{np}) \mathbf{v}_{fr}^{|} \mathbf{e}_2, \]
(23)
where \( \gamma_1(\mathbf{v}_{np}) \) and \( \gamma_2(\mathbf{v}_{np}) \) are non-linear functions of the lag whose form depend on the details of the pinning landscape \( \mathbf{f} \). Therefore, using (11), the mutual friction components along \( \mathbf{e}_1 \) and \( \mathbf{e}_2 \) become
\[ (f_{1d}^{|}) = \mathbf{v}_{np} \cdot (\dot{x}_2) = \frac{1}{1 + \mathcal{R}^2} \mathbf{v}_{np}, \]
(24)
\[ (f_{2d}^{|}) = \langle \dot{x}_1 \rangle = \mathcal{R} \gamma_1(\mathbf{v}_{np}) \mathbf{v}_{np}, \]
(24)
that are manifestly non-linear in \( \mathbf{v}_{np} \) due to the expected dependence of the factors \( \gamma_1, \gamma_2 \) on the lag.

In some pulsar glitch models (e.g. Haskell 2016; Khoumenco & Haskell 2018), a non-linear mutual friction is introduced by means of formally splitting the vortex ensemble into a pinned and a free sub populations. This is equivalent to prescribing that \( \gamma_1, \gamma_2 \approx \gamma \), where \( \gamma \leq 1 \) is interpreted as the probability of finding a free vortex moving with velocity \( \mathbf{v}_{fr} \) in the sample (Jahan-Miri 2006; Link 2014). Clearly, when \( \mathbf{f} \neq 0 \), a vortex can not be identified as perfectly pinned or perfectly free but, when considering a large vortex ensemble, it is natural to ask whether a mixture of pinned and free vortex lines may reproduce the correct \( \langle \dot{x} \rangle \).

Therefore, let us momentarily assume for simplicity that \( \gamma_1, \gamma_2 \approx \gamma \) and brieﬂy discuss the consequences of such an ansatz. For the general picture of pulsar glitches based on pinning to be valid, two opposite regimes are expected. First, for a large lag \( \mathbf{v}_{np} \gg |\langle \mathbf{f} \rangle| \), the free-vortex regime should be recovered: in this limit \( \langle \dot{x} \rangle \approx \mathbf{v}_{fr} \), \( \gamma \approx 1 \) and the linear mutual friction (24) should be recovered. Conversely, for small values of \( \mathbf{v}_{np} \) the average motion of vortices is expected to be severely hindered, namely \( \gamma \ll 1 \). The simplest possibility to model this behaviour is to assume \( \gamma = \Theta(\mathbf{v}_{np} - v^*) \), where \( \Theta \) is the unit step function and \( v^* \) is a critical value (to be estimated by means of microscopic arguments) of the lag below which vortices are perfectly pinned (Haskell et al. 2012; Antonelli & Pizzochero 2017). Given this crude approximation, a sketch of the expected mutual friction is shown in Fig 1.
\(1 - \gamma\)\(n_p\) is the complementary density of pinned vortices. Inserting this formal splitting into (25), we must have that
\[
\partial_t n_{fr} = -\nabla \cdot (v_{fr}, n_{fr}) - n_e \Gamma \\
\partial_t n_{pin} = n_e \Gamma,
\]
where \(\Gamma = \Gamma(n_{pp}, v_{fr}, n_{pin})\), that can be either negative or positive, is the net rate for the unpinning and repinning processes.

Now, at the macroscopic level the fraction \(\gamma\) may locally change just because vortices are advected with a certain average velocity that can be non-uniform. However, by restricting ourselves to a mesoscopic domain with a conserved number of vortices \(N_e = N_{pin} + N_{fr}\) and uniform lag, we can link the local values of the rate \(\Gamma\) to the average motion of vortices: from \(\dot{\gamma} = \frac{N_{pin}}{N_e} = \Gamma\) we have
\[
\Gamma = \frac{d}{dt} \frac{|\langle \hat{x}\rangle|}{|\langle \hat{v}_{fr}\rangle|}.
\]
Clearly, the physics encoded into the total rate \(\Gamma\) will depend on the ingredients implemented into the description of the vortex ensemble (i.e. on the microscopic details of the dissipative processes at work, pinning and vortex-vortex interactions). In particular, assuming an ensemble of non-interacting vortices automatically excludes a class of depinning processes related to vortex proximity effects (Warszawski et al. 2012).

Despite the idea of describing the average vortex motion by means of chemical-like reactions as in (26) may be intriguing, in the following we will not rely on the assumption by means of chemical-like reactions as in (26) may be intriguing, in the following we will not rely on the assumption that \(\gamma_{1,2} = \gamma\). In fact, the components of the mutual friction will be extracted in full generality directly from (24) by calculating the average velocity components \(\langle \hat{x}_1 \rangle\) and \(\langle \hat{x}_2 \rangle\). This will allow us to perform a preliminary numerical analysis of this approximation (see Sec 6).

4 TWO-DIMENSIONAL PINNING LANDSCAPE

We now consider the case in which \(\beta\) models the interaction of the vortex with the surrounding non-uniform medium. In fact, the \(\beta\) term in (12) may also include also contributions other than pinning, like the the "elastic" contribution of the vortex array, which derives from the fact that the local velocity field around the vortex will also depend on the relative position of neighbouring vortices (Haskell & Melatos 2016). We shall not consider these effects in this work, so that each vortex in the ensemble is uncorrelated from the others.

Since we are considering straight vortex lines, it will be convenient to interpret \(\beta = f_x \hat{x} + f_y \hat{y}\) as a vector in the plane orthogonal to the vortex line. Moreover, the details of the inner-crust medium in which vortices are immersed are still quite uncertain (Chamel & Haensel 2008), so we will consider two different models for \(\beta\): one featuring quenched disorder and one describing a periodic medium (i.e. a lattice with no dislocations nor defects).

4.1 Disordered pinscape

It is convenient to model the effective two-dimensional pinning force field as \(\beta = -\nabla \Phi\), for a scalar potential of the form
\[
\Phi(x) = \Phi_0 \sum_n e^{-|x - r_n|^2/2a^2} + c,
\]
where \(c\) is an arbitrary constant and \(r_n\) are \(N_p\) fixed random positions uniformly distributed over a large area \(L^2 \gg a^2\). The factor \(\Phi_0\) sets the strength of the pinning interaction and can be either positive or negative. Gaussian potential wells have been already been used to model the interaction of a vortex with a pinning site in the three dimensional space (Link 2009; Wlazlowki et al. 2016). However, in the present context equation (28) is just a convenient prescription used to introduce some quenched disorder in the plane (see Appendix B). The potential (28) is defined by three parameters,
\[
\{\sigma, n_p = N_p/\pi a^2, \Phi_0\}
\]
that, leaving aside for the moment the sign of \(\Phi_0\), can be cast into the equivalent set
\[
\{\sigma, \lambda_p = 1/\sqrt{\pi n_p}, v_0 = |\Phi_0|/\lambda_p\},
\]
where \(v_0\) is a velocity parameter associated to the typical fluctuation of the potential and \(\lambda_p\) is the Wigner-Seitz radius associated to the positions \(r_n\).

The constant \(c\) in (28) is set to the value \(c = 2\pi \Phi_0 n_p$$a^2\), see (B4), so that the spatial average\(^2\) of the potential is zero, i.e. \(\langle \Phi \rangle = 0\) in the limit of large \(N_p\) and \(L\) but finite \(n_p\).

\(^2\) In this section and in Appendix B the symbol \(\langle q\rangle\) indicates a spatial average over the two-dimensional domain of a function \(q(x)\). Note that in the limit of large \(N_p\) and \(L\) but finite \(n_p\) a spatial average is equivalent to an average over various realizations of the variables \(r_n\) (i.e. average over the disorder). Whether \(\langle q\rangle\)
Moreover, in this limit the properties of the potential are described by its two-point correlation function
\[ C(|x - x'|) = \langle \Phi(x)\Phi(x') \rangle = \Phi_0^2 \sigma^2 \pi N_P e^{-|x-x'|^2/(4\sigma^2)}, \] (31)
which tells us that the typical deviation of the potential from its average value is
\[ \sqrt{C(0)} = [\Phi_0\sigma\sqrt{\pi N_P}] = v_0 \sigma \] (32)
Given (28), the resulting pinning force field
\[ f(x) = \frac{\Phi_0}{\sigma^2} \sum_a (x - r_a) e^{-|x-r_a|^2/2\sigma^2} \] (33)
is isotropic on large scales, i.e. \( \langle f \rangle = 0 \) and its correlation function reads
\[ D_{ij}(x - x') = \langle f^i(x)f^j(x') \rangle = \Phi_0^2 N_P \pi e^{-|x-x'|^2/4\sigma^2} \times \left[ \delta_{ij} - \frac{(x_i - x'_i)(x_j - x'_j)}{2\sigma^2} \right]. \] (34)

A typical realization of the pinning force field is shown in Fig 2, for the particular case \( l_P = \sigma \). It can be seen that, due to the correlation between the field evaluated at nearby locations, the force components tend to change sign over the typical length scale \( \sim 2\sigma \) set by the exponential term (34). In fact, the analytic form of \( D_{ij} \) allows to understand the geometry of the regions defined by the sign of the force components (i.e. the red and blue regions in Fig 2). For example, consider the auto-correlation of the component \( f_x \), namely fix \( i = j = x \) in (34). With no loss of generality we can set \( x' = 0 \). Now, \( D_{xx}(x) \) is always positive if we increase the \( y \) component of \( x \). Conversely, \( D_{xy}(x) \) becomes negative (indicating anti-correlation) by moving a distance of \( \sqrt{2}\sigma \) in the \( \hat{x} \) direction. This explains why the red and blue regions in the lower panel of Fig 2 tend to extend along the \( \hat{y} \) direction.

Finally, the diagonal elements \( D_{ii} \) tell us that the force component \( f_i \) fluctuates around zero with variance
\[ D_{ii}(0) = \langle f_i(x)f_i(x) \rangle = \Phi_0^2 N_P \pi /2. \] (35)

This result is interesting: it is not the ratio \( \Phi_0 / \sigma \) that directly sets the intensity of the force, as it could seem by looking at (33), but rather that
\[ |f| = \sqrt{D_{xx}(0) + D_{yy}(0)} = v_0. \] (36)
Since \( f(x) \) is the sum of many uncorrelated random variables, in the large \( N_P \) limit each component \( f_i \) is normally distributed around zero with a variance \( D_{ii}(0) = v_0^2/2 \), as shown in Fig 3.

### 4.2 Periodic pinscape

Since the degree of disorder in the inner crust is uncertain (Jones 1999; Sauls et al. 2020), for comparison purposes we also consider a periodic potential
\[ \Phi(x) = -A \sin(\alpha x_1) \sin(\alpha x_2) \] (37)
is a spatial average or an average over the vortex positions, i.e. \( \langle q \rangle = N_v^{-1} \sum_i q(x_i) \) as in (10), should be clear from the context.

The associated force \( f = -\nabla \Phi \). In fact, many glitch models consider an ordered potential with a regular bcc lattice geometry to represent pinning in the crust (Hirasawa & Shibazaki 2001; Seveso et al. 2016, e.g.). A direct comparison between the two pinscapes in (28) and (37) is difficult because the parameters of the models have different meanings. However, it is possible to try to rewrite \( A \) and \( \alpha \) in a way that at least some average properties of the two models are the same. In this case, instead of averaging over different realizations of the disorder as in Appendix B, to extract these average properties we can consider the autocorrelation function
\[ C(z) = \frac{A^2}{(2\pi)^2} \int d^2r \Phi(z + r)\Phi(r) \] (38)
\[ = \frac{A^2}{4} \cos(\alpha z_1) \cos(\alpha z_2) \] (39)
Figure 3. Distribution of the component $f_x$ of the pinning force $f$ for the model with disorder (33), in blue, and for the periodic model (45), in orange. The particular case $\sigma = l_P$ has been considered, so that $f_x$ is given in units of $v_0 = \Phi_0/\sigma$. The normalised histograms have been obtained by evaluating the force $f$ at $10^4$ random positions uniformly distributed over the whole domain. For comparison, the expected exact distribution for the disordered pinscape (a normalized Gaussian with variance $\sigma_0^2$) is shown.

where the integral is performed over a square of side $2\pi/\alpha$. The autocorrelation of the force field is obtained as

$$D_{ij}(z) = -\frac{\partial^2}{\partial z_i \partial z_j} C(z)$$

$$= A^2\alpha^2 \frac{\delta_{ij}}{4} [\delta_{ij} \cos(\alpha z_1) \cos(\alpha z_2) + (\delta_{ij} - 1) \sin(\alpha z_1) \sin(\alpha z_2)]$$

Similarly to (32) and (35), we have that the potential and the force fluctuate with a variance of

$$C(0) = \frac{A^2}{4} \quad D_{xx}(0) = D_{yy}(0) = \frac{A^2\alpha^2}{4}.$$  

Therefore, to compare the effect of the disordered and periodic pinning landscapes on the vortex motion, we set $A$ and $\alpha$ in such a way that $C(0)$ and $D_{ii}(0)$ are equal to the ones given in (32) and (35), namely we impose

$$\alpha = \frac{1}{\sqrt{2} \sigma} \quad A = \frac{2 \sigma \Phi_0}{l_P}.$$  

In this way the resulting pinning force is parametrized as

$$f_i(x) = \sqrt{2} v_0 \cos \left( \frac{x_i}{\sqrt{2} \sigma} \right) \sin \left( \frac{x_i}{\sqrt{2} \sigma} \right) \quad k \neq i.$$  

Figure 3 shows a comparison between the distributions of the values $f_i$ arising from the disordered model (33) and the periodic model (45) tuned according to (44). Now, the $f_i$ is not the sum of many independent random variables, so its distribution is not Gaussian, as in the disordered case. However, its average value is still $\langle f_i \rangle = \Phi_0/\sigma$ and the variance coincides with the one of the Gaussian. Moreover, since an hypothetical critical lag for unpinning cannot exceed the maximum of $f_i$, namely $\sqrt{2} v_0$, we automatically know that for this periodic pinning landscape the critical lag for unpinning $\nu^*$ will be $\nu^* < \sqrt{2} \Phi_0/l_P$. This can be clearly seen in Fig 3, where the distribution of $f_i$ drops to zero for $|f_i| > 1.41 \Phi_0/l_P$.

### 4.3 Typical parameters in a neutron star crust

Before moving to the numerical analysis of the system it is worth discussing the typical values of the three phenomenological parameters in (30). In the following, we will explicitly refer to the disordered pinscape (33). However, thanks to the tuning of the parameters in (44), the discussion also apply to the periodic pinscape (45).

First, the pinning landscape $f$ depends on two length scales, $\sigma$ and $l_P$. In the case in which $l_P \gg \sigma$, the potential $\Phi$ in (28) consists of many scattering centers, surrounded by regions in which the force is almost zero. In this limit, the study of a vortex scattering off a single potential well (Sedrakian 1995) can be used to investigate whether a vortex that unpins in a realistic NS setting would re-pin before encountering another vortex (Haskell & Melatos 2016). However, this is not the situation we expect in neutron star interiors, where the vortex core radius is comparable to the expected Wigner-Seitz radius of nuclei and the vortex may remain straight over many crystal domains (Link 2009); both these facts contribute to smear and renormalize the effective two-dimensional pinning potential of an extended vortex segment (Seveso et al. 2016). Moreover, it is also possible that the potential $\Phi$ would arise from the interaction with a kind of pasta phase rather than with nuclei organized in crystal domains.

To date this effective potential is very uncertain and it is not obvious how to express its properties starting from the knowledge of the energetics (Donati & Pizzochero 2004) and the dynamics (Bulgac et al. 2013; Wlazlowski et al. 2016) arising from the interaction of a vortex with a single nucleus. However, it is still possible to give at least a rough estimate of $\sigma$, $l_P$ and $v_0$.

From the practical point of view, in order to create an effective potential in which the single Gaussian wells are not clearly identifiable as separate scattering centers, we will set $\sigma = l_P$ in the rest of this work. Despite the single Gaussians may have a definite attractive or repulsive character depending on the sign of $\Phi_0$, the full potential is neither attractive nor repulsive. In fact, the inversion $\Phi_0 \to -\Phi_0$ does not change dramatically the overall shape of the potential when the average distance $l_P$ between the Gaussian centers is comparable to $\sigma$ (Link 2009).

Setting $l_P = \sigma$ in (33) and (45), the pinning field depends on two parameters only: the velocity $v_0 = |\Phi_0|/\sigma$ and the length scale $\sigma$. Hence, a natural time unit for the dynamics of a vortex in such a potential is $t_0 = \sigma^2/|\Phi_0|$.

To estimate $\sigma$, $v_0$ and $t_0$ we take the total energy difference $\Delta E_\beta$ between two reference configurations of a vortex segment of length $2R_{WS}$, where $R_{WS}$ the Wigner-Seitz radius in the inner crust; one configuration in which the vortex is superimposed to a nucleus and one in which it passes through the boundary between two adjacent Wigner-Seitz cells (Donati & Pizzochero 2004). The energy difference $\Delta E_\beta$ depends on an uncertain positive parameter $\beta = 1, 3$ related to the reduction of pairing expected from the polarization of the strongly correlated neutron medium (Donati & Pizzochero 2006), that can have a significant impact on the calculated values of $\Delta E_\beta$.

The typical force $F_\beta$ experienced by a vortex segment of length $\sim 2R_{WS}$ is therefore $F_\beta \approx \Delta E_\beta/R_{WS}$. Therefore,
the baryon density $\rho_B$, also the case $\beta = 0$ related neutrons (see Donati & Pizzochero 2006). For comparison, in (46), blue curves. The solid lines refer to the case $\beta = 3$ has been considered (dashed curves). To bracket all the possible values considered in the literature, the case $N = 5000$ is used for the blue curves (see Tab 3 in Seveso et al. 2016).

Figure 4. The phenomenological parameters $v_0$ and $t_0$ in the inner crust, according to the estimates given in (46), red curves, and (47), blue curves. The solid lines refer to the case $\beta = 1$, namely no reduction of pairing from the polarization of the strongly correlated neutrons (see Donati & Pizzochero 2006). For comparison, also the case $\beta = 3$ has been considered (dashed curves). To bracket all the possible values considered in the literature, the case $N = 5000$ is used for the blue curves (see Tab 3 in Seveso et al. 2016).

setting $\sigma \approx R_{WS}$ gives

$$v_0 \approx \frac{\Delta E_{\beta}}{2\kappa\rho_B R_{WS}^2} \quad t_0 \approx \frac{\sigma}{v_0} \approx \frac{2\kappa\rho_B R_{WS}^2}{\Delta E_{\beta}}.$$  \hspace{1cm} (46)

These two quantities are shown in Fig 4 as functions of the baryon density $\rho_B$ in the inner crust. The free neutrons density $\rho_n$ and $R_{WS}$ have been taken from Negele & Vautherin (1973) and $\Delta E_{\beta}$ from Donati & Pizzochero (2006). Considering that $\rho_n \approx 10^{14} g/cm^3$, $R_{WS} \sim 20 \div 40 \text{ fm}$ and $\Delta E_{\beta} \sim 1 \text{ MeV}$ in most of the inner crust, we have that $v_0 \sim 10^7 \text{ cm/s}$, in broad agreement with the estimate of the microscopic vortex velocity scale derived by considering the Bernoulli force exerted on a vortex by a nucleus (Gügercinoglu & Alpar 2016).

An alternative to this Wigner-Seitz approach, where the effective rigidity of the vortex is taken into account, has been proposed in Seveso et al. (2016). In this case the mesoscopic pinning force per unit length has been calculated by considering the energetics of a straight vortex segment immersed in a crystal domain of length $NR_{WS} \sim 10^3 R_{WS}$. Since the interactions with the single nuclei tend to cancel out, the resulting pinning force per unit length $f_{N\beta}$ turns out to be $f_{N\beta} \sim 10^{-(3+\epsilon)} \beta/R_{WS}$, the exact values depending on the values of $N$ and $\beta$ considered. In this case,

$$v_0 \approx \frac{f_{N\beta}}{\kappa\rho_B} \quad t_0 \approx \frac{\kappa\rho_n R_{WS}}{f_{N\beta}},$$  \hspace{1cm} (47)

which is shown in Fig (4) for the cases $\beta = 1, 3$ and $N = 5000$ (see Tab 3 in Seveso et al. 2016). Despite the large uncertainties, in the whole inner crust the typical timescale $t_0$ needed for a vortex to move a distance $\sim R_{WS}$ because of velocity fluctuations induced by the pin is $t_0 \sim 10^{-16} \text{ s}$ or smaller. Such a fluctuating fast motion of zero average velocity (if the lag is zero) happens on a timescale that is separated by more than ten orders of magnitude with respect to the modulations of the lag $v_{np}$ during the spin up phase in a glitch, which is expected to occur on the timescale of a second (Ashton et al. 2019; Montoli et al. 2020a). For this reason it makes sense to study the dynamics of the vortex ensemble for a fixed value of the external lag $v_{np}$, or for very slow modulations of the lag.

5 NUMERICAL ANALYSIS

Equation (14) is solved numerically for $N_F$, non-interacting vortices, distributed over a two-dimensional domain of size $L \times L$ with periodic boundary conditions. In this way the ensemble explores different parts of the pin landscape and, in the limit $L \gg l_F$, there is no need to average over different realizations of the disordered pinning potential: sub-domains of the pin landscape that are more than a few times $\sim 2 \sigma$ apart will tend to be uncorrelated and can be considered as belonging to different realizations of the disorder.

To set the computational domain we fix $N_F = 4 \times 10^4$, which gives $L \approx 355 l_F$. For the periodic pinning landscape in (45), a smaller domain of linear size $L = 2\sqrt{2\pi} \sigma$ encompassing a single period is sufficient.

It is worth mentioning that, given the above setting, the typical distance between two vortices is $l \sim l_F/\sqrt{N_F} \sim 30 \div 100 l_F$, while in real neutron star (if we tentatively identify $N_F$ with the number of pinning centers in our domain), a larger $l \sim l_F/\sqrt{N_F} \sim 10^3 l_F$ is expected. In fact, the typical distance between ions in the crust is $\sim 10^{-10} \text{ cm}$, while vortices are roughly $10^{-3} \text{ cm}$ far apart for a 10 Hz pulsar (Haskell & Melatos 2016). However, since we work with periodic boundary conditions, the computational domain is infinite and we can think the non-interacting point vortices as being very distant from one another, in different computational $L \times L$ cells that tessellate the plane. While this is not a problem for the periodic potential, it represents a possible point of concern when the random pinning potential is used, that is now periodic with period $L$. In fact, the tessellation introduces a preferred orientation in an object (the disordered pinning potential) that should not have any preferred direction.

A solution to this problem (alternative to the implementation of unpractical very large domains) stems from the fact that, although little is known about the defect structure of the crust, one does not in general expect the pinning landscape orientation to have anything to do with the local
lag direction \( \hat{e}_z \), even for a perfectly regular crystal (Seveso et al. 2016). Hence, we impose that each vortex (labelled by \( i = 1, ..., N_v \)) experiences the same strength of the background lag \( v_{np} \), but with a different (constant in time) orientation \( \hat{e}_j \), i.e.

\[
v^*_i = v_{np} \hat{e}^*_i = v_{np} (\cos \beta_i \hat{x} + \sin \beta_i \hat{y}) ,
\]

where the random \( \beta_i \) are uniformly drawn in \([0, 2\pi)\). In this way it is very unlikely that the vortices will tend to follow a preferred path in the computational domain (i.e. a particularly favourable valley in the potential aligned almost along the \( \hat{v}_f \)), because they will be dragged by the lag in different directions, some along the favourable path at the bottom of a valley, some against the walls of the valley itself.

Preliminary numerical tests have been performed to assess the robustness of our results when \( L \) is varied; qualitatively the results are always the same for \( L \geq 101p \) and we found no quantitative differences for \( L \geq 1001p \). This means that for \( L \geq 1001p \), different realizations of the disorder do not give rise to appreciable differences in \( \langle \hat{x}(t) \rangle \).

Finally, the following details are common to all the simulations performed. The pincase is initialized by computing and storing the values of \( f \) in a regular two-dimensional grid with \( \sim 10L/l_p \) points in each dimension (\( \sim 10^8L/l_p \) if the periodic potential is used). At each time step, bilinear interpolation is used to compute the pinning force at vortex positions. The contributions to the pincase from the Gaussians close to the borders are summed in a way that in the end the grid matches the periodic boundary condition requirement.

At \( t = 0 \), the random initial positions \( x_i(0) \) are uniformly drawn in the \( L \times L \) domain for \( i = 1, ..., N_v \). For \( t > 0 \), the trajectories \( x_i(t) \) are evolved with the Adams-Bashforth linear multistep method of the fifth-order with a constant time step \( \delta t = 10^{-5} \sigma^2/\Phi_0 \). All the results are unchanged if the time step is increased to \( \delta t = 10^{-3} \sigma^2/\Phi_0 \). During the evolution, we keep track of the instantaneous velocity \( \hat{x}_i(t) \), so that the components \( \langle \hat{x}_i(t) \rangle \) in the physical basis (20) are extracted as

\[
\langle \hat{x}_j(t) \rangle = N_v^{-1} \sum_i \hat{e}^*_j \cdot \hat{x}_i(t) \quad \text{for} \quad j = 1, 2
\]

at each time step.

5.1 Relaxation towards the pinned state

A first natural question is how fast a vortex randomly placed in the potential will pin. This kind of preliminary test is interesting from the theoretical point of view but it is better to keep in mind that in a real system this way of choosing the initial condition is highly unrealistic, as vortices happen to be at a specific position because of their past history. Therefore, this test is useful to see how fast a strongly out-of-equilibrium initial configuration (where the initial positions are completely uncorrelated with respect to the pinning potential) relaxes.

An example of this kind of relaxation for the periodic potential is shown in Fig 5, where \( \langle |\hat{x}(t)| \rangle \) is plotted for different values of the drag \( \mathcal{R} \) and of the lag \( v_{np} \). The figure shows that, as vortices tend to pin, the velocity calculated on the initial vortex configuration decreases from the initial value \( \langle |\hat{x}(0)| \rangle = |v_{fr}| \) on different timescales, depending on the lag and drag used. This can be understood by recalling that at \( t = 0 \) the \( N_v \) initial positions \( x_i(0) \) are sampled randomly, and so the forces \( f(x_i(0)) \). Therefore, according to Fig (3), we must have that \( \langle f(t) \rangle \approx 0 \), with a standard deviation of \( \langle \Phi_0 \rangle / (l_p \sqrt{N_v}) \). Hence, fluctuations of the order of \( \sim 0.01 \langle \Phi_0 \rangle / l_p \) around the value \( \langle \hat{x} \rangle = v_{fr} \) at \( t \approx 0 \) are a consequence of the finite number of vortices used (\( N_v = 10^4 \) here).

It is interesting to see whether the curves in Fig (5) obey some scaling property. A possibility would be to check if a rescaling of time \( t \to \mathcal{R} t \) can account for the different slopes of the curves for a fixed value of \( v_{np} \). Such a scaling is indeed expected since, for \( v_{np} = 0 \), the drag parameter sets the angle \( \theta_t \) that the vortex trajectory makes with the level sets \( \Phi = \text{const} \). To see this, consider \( v_{np} = 0 \) and the small angle expansion \( \mathcal{R} \approx 1 + \alpha R_{s/2} \), so that

\[
\dot{x} = -\cos \theta_t R_{-\theta_t} \nabla \Phi \approx -R_{\hat{z}} \nabla \Phi - \mathcal{R} \nabla \Phi .
\]

The term \( R_{s/2} \nabla \Phi \) is parallel to \( \Phi = \text{const} \) lines and, when averaged over many vortices, gives a negligible contribution to the average velocity since the level sets of \( \Phi_0 \) are almost always closed loops. Hence, we are left with

\[
\langle \dot{x} \rangle \approx -\mathcal{R} \nabla \Phi = \mathcal{R} \langle f \rangle .
\]

so that \( \mathcal{R} \) can be adsorbed into a rescaling of time.

This is verified numerically in Fig 6: the curves in the left panel coincide with the ones in Fig 5, while the other two panels show the analogous cases for a disordered potential made of “attractive” Gaussian wells (i.e. \( \Phi_0 < 0 \)) and a “repulsive” one (\( \Phi_0 > 0 \)). The simulations show that the expected scaling behaviour is recovered with a good approximation for all the lags and for all the different potentials tested, confirming that the scaling is a universal property of this kind of systems (i.e. independent on the potential used).
5.2 Response to slow lag variations: hysteresis

We now want to understand if there exist a well-defined depinning threshold corresponding to a critical value \(v_{np} = v^*\) above which a sample of pinned vortices starts to move with a non-zero average velocity.

To investigate this possibility we start with a pinned vortex configuration and slowly increase the lag, thus mimicking the effect of gradual spin-down in a pulsar. Hence, the simulation is pre-initialized with vortex lines in random positions and \(v_{np} = 0\). Each vortex is then evolved till its velocity is zero, so that it relaxes to the closest pinned position. Since the final pinned position does not depend on the value of \(R\), we can impose \(R = 1\) during this preliminary phase to speed-up this repinning process. After this preliminary procedure at \(v_{np} = 0\) is completed, the drag \(R\) is set to the actual value we want to consider and the real evolution starts: we set \(t = 0\) and the modulus of the input lag is slowly modulated for \(t > 0\) as

\[
v_{np}(t) = v_{np}^{\text{max}} \sin \left( \frac{2\pi t}{T} \right),
\]

where \(T\) is the period of the process. As seen in the previous subsection, due to the universal scaling property shown in Fig 6 the minimal requirement for \((52)\) to be a slow modulation is that \(T \gg t_0/R\). This condition is certainly met in a real pulsar, given the values of \(t_0\) in Fig (4).

To set a value \(T\) that is long enough (but not impractically long) in our simulations we performed some preliminary test, an example of which is shown in Fig 7. It can be seen how the velocity component parallel to the lag, i.e. \(\langle \dot{x}_2(t) \rangle\) as defined in \((49)\), follows the sinusoidal modulation in \((52)\) for different values of \(T\) and \(R = 10^{-2}\).

In the first phase of the evolution shown in Fig 7 (phase-1), the vortex velocity remains zero for all the values of \(T\) tested until a certain critical lag \(v^*\) is reached. Then, vortices unpin and \(\langle \dot{x}_2(t) \rangle\) quickly adjusts to the curve \(v_{np}^{\text{max}} \approx v_{np}(t)\). This means that, once the lag \(v_{np}(t)\) overcomes the critical value \(v^*\), the ensemble enters into a phase in which vortices almost move (on average) with the free velocity \(v_{fr}\), defined in \((22)\). This lasts till \(v_{np}(t)\) drops again below \(v^*\): for \(T = 10^4t_0\) the vortices tend to repin, but in a smoother way than the unpinning of phase-1. When they unpin again, for \(v_{np}(t) \approx -v^*\), the same abrupt behaviour of phase-1 is recovered. Therefore, it seems that the unpinning and the repinning behave differently, so that the periodic modulation of the lag gives rise to an hysteresis loop. This signals that the system retains some memory of the past, but a limited one because it disappears as the output is varied more slowly. Hence, we can identity this behaviour as a kind of rate-dependent hysteresis, which is a quite common property of dissipative driven systems. In fact, we find that the area of such an hysteresis loop decreases with increasing \(T\), namely the depinning and repinning paths are more similar when \(v_{np}(t)\) is varied slowly (compare e.g. the phases 1 and 2 in Fig 7).

The presence of rate-dependent hysteresis has also been observed in the motion of quantized flux-tubes in superconducting systems (Fily et al. 2010). The reason behind this hysteretic response can be understood by examining Fig (5), where it can be seen that the relaxation timescale of an out-of-equilibrium ensemble grows with the lag \(v_{np}\). Loosely speaking, vortices coming from a situation in which the lag is high relax more slowly (i.e. have a longer memory of their slightly out-of-equilibrium state) than vortices coming from a situation in which the lag is small but slowly increasing (which is the situation during the depinning process).

It is noteworthy that during phase-1 (and only during phase-1) all the cases behave in the same way. This is due to the initialization procedure needed to prepare the initial pinned configuration and is in accordance with the intuitive explanation of the hysteretic response.

Despite the presence of the hysteresis loop in Fig (5) tells us that a modulation with period \(T = 10^4t_0\) is not slow enough to be considered adiabatic (at least for \(R < 0.01\)), the fact that during phase-I all the curves follow the same path is reassuring: this means that we do not really need to simulate the system for very long times \(T\), but that we can use an intermediate value \(T \approx 10^4t_0\) to simulate phase-I (in fact, no differences between the cases \(T = 10^4t_0\) and \(T = 10^5t_0\) have been found during phase-1). Therefore, in the adiabatic limit also the repinning phase should follow the same path.

For this reason we fix \(T = 2 \times 10^4t_0\) in the following, and we simulate only the first quarter of the hysteresis loop. The results found in this way will be interpreted as the only possible lag-dependence in the limit of very slow lag modula-
larger than the to proceed on a timescale that is several orders of magnitude and of Sec 4.3, lag modulations in a real pulsar are expected the late phase-1 in the lower panel. For all the values are the corresponding to the shortest removed most of their intrinsic noise. The drawback of this are the depinning transition occurs at $T$ shown in the upper panel. For all the values tested, so that the hysteresis loop are the red numbers refer to the three different phases of the evolution that, as discussed in the previous subsection, a significant number of vortices may pin at very weak equilibrium points of the potential, which are absent in the periodic model. These vortices are also the first that start to move, so that a sharp depinning transition occurring at a well defined $v^*$ seems unlikely for the Gaussian model. Hence, the effect of disorder in the present context is analogous to the effect of disorder in equilibrium statistical mechanics, where it is known that microscopic quenched impurities may broaden a sharp first-order phase transition (Imry & Wortis 1979).

To check this behaviour we perform the same kind of simulation described in the previous subsection, but with the disordered potential (28). The results are shown in Fig 8, where we can see that, as expected, the average vortex velocity along the lag $\langle \dot{x}_2 \rangle$ is substantially different from zero also in the region of small $v_{np}$. The form of the curves suggests to assume that $\gamma_2 = (v_{np}/v^*)^\alpha$ and to perform a two-parameter fit

$$\langle \dot{x}_2 \rangle = \frac{1}{1 + R^2 v_{np}} v_{np} \left( \frac{v_{np}}{v^*} \right)^\alpha$$

(53)
to obtain the values of $v^*$ and $\alpha$. Since for the disordered potential there is no sharp transition between the pinned and unpinned regimes, in this case $v^*$ cannot be interpreted as a critical lag for unpinning. It just tells us that for $v_{np} \lesssim v^*$, the functional form in (53) is a valid approximation.

The results of the fit are shown in Fig 8. Due to the presence of intrinsic noise discussed in the previous subsection the fit is performed by considering only the the data points of disorder in the present context is analogous to the effect of disorder in equilibrium statistical mechanics, where it is known that microscopic quenched impurities may broaden a sharp first-order phase transition (Imry & Wortis 1979).

The arrows indicate the orientation of the hysteresis cycle and the red numbers refer to the three different phases of the evolution shown in the upper panel. For all the values $T$ tested, a sharp depinning transition occurs at $v^* = v_0$ during phase 1. To make the hysteresis loop more evident, the curves have been filtered to remove most of their intrinsic noise. The drawback of this are the artificial oscillations that can be seen in the blue curve (the one corresponding to the shortest $T$, that is the most noisy) during the late phase-1 in the lower panel.

Figure 7. Upper panel - Evolution of the average velocity component $\langle \dot{x}_2 \rangle$ of $N_v = 10^3$ vortices for $R = 10^{-2}$. The periodic potential has been used. Both $\langle \dot{x}_2 \rangle$ and $v_{np}$ are in units of $v_0 = \Phi_0/\sigma$. The lag is modulated according to (52) with $v_{np} = 5v_0$ and $T = 10^3 t_0$ (blue curve), $T = 10^3 t_0$ (orange curve), $T = 10^2 t_0$ (black dotted curve). Lower panel - The same evolution is plotted against the instantaneous lag speed $v_{np}(t)$. The arrows indicate the orientation of the hysteresis cycle and the red numbers refer to the three different phases of the evolution shown in the upper panel. For all the values $T$ tested, a sharp depinning transition occurs at $v^* = v_0$ during phase 1. To make the hysteresis loop more evident, the curves have been filtered to remove most of their intrinsic noise. The drawback of this are the artificial oscillations that can be seen in the blue curve (the one corresponding to the shortest $T$, that is the most noisy) during the late phase-1 in the lower panel.

5.3 Small lag regime: disordered pinscape

We have seen in the previous subsection that (in the case of a periodic potential) the vortices are pinned till $v_{np}(t)$ reaches a well defined critical value for the unpinning $v^*$. For the particular periodic pinscape in (45), the value of $v^*$ can be read from Fig 7, namely $v^* \approx v_0$ (we recall that, since $l_p = \sigma$, then all the velocities are in units of $v_0 = \Phi_0/\sigma$).

For the rotational dynamics of pulsars it is important to investigate more closely what happens for small lags $v_{np}(t) < v^*$, namely when the system is pinned or almost pinned, which corresponds to the non-linear regime sketched in Fig 1. This may not sound as an interesting question, since Fig 7 clearly shows that $\langle \dot{x}_2 \rangle = 0$ for $v_{np} < v_0$. However, perfect pinning may not be realized when the disordered potential is used.

The quenched disorder broadens the distribution of pinning forces (as shown in Fig 3), giving rise to a smoothed version of the sharp unpinning threshold observed for the periodic potential at $v^* \approx v_0$. In fact, during the initialization a significant number of vortices may pin at very weak equilibrium points of the potential, which are absent in the periodic model. These vortices are also the first that start to move, so that a sharp depinning transition occurring at a well defined $v^*$ seems unlikely for the Gaussian model. Hence, the effect of disorder in the present context is analogous to the effect of disorder in equilibrium statistical mechanics, where it is known that microscopic quenched impurities may broaden a sharp first-order phase transition (Imry & Wortis 1979).

To check this behaviour we perform the same kind of simulation described in the previous subsection, but with the disordered potential (28). The results are shown in Fig 8, where we can see that, as expected, the average vortex velocity along the lag $\langle \dot{x}_2 \rangle$ is substantially different from zero also in the region of small $v_{np}$. The form of the curves suggests to assume that $\gamma_2 = (v_{np}/v^*)^\alpha$ and to perform a two-parameter fit

$$\langle \dot{x}_2 \rangle = \frac{1}{1 + R^2 v_{np}} v_{np} \left( \frac{v_{np}}{v^*} \right)^\alpha$$

(53)
to obtain the values of $v^*$ and $\alpha$. Since for the disordered potential there is no sharp transition between the pinned and unpinned regimes, in this case $v^*$ cannot be interpreted as a critical lag for unpinning. It just tells us that for $v_{np} \lesssim v^*$, the functional form in (53) is a valid approximation.

The results of the fit are shown in Fig 8. Due to the presence of intrinsic noise discussed in the previous subsection the fit is performed by considering only the the data points satisfying $|\dot{x}_2| > 5 \times 10^{-3} v_0$. Furthermore, since we want to remain in the small lag regime, we also impose the upper limit $\langle \dot{x}_2 \rangle < 0.5v_0$ to fit the region. Both the values of $\alpha$ and $v^*$ increase with increasing $R$ and are not qualitatively different between the “attractive” and “repulsive” cases.

There is, however, a fundamental question that has to be addressed. The results in Fig 8 have been obtained for $T = 10^3 t_0$ that, as discussed in the previous subsection, produces a modulation of the lag that is slow enough when the periodic potential is used. There is no guarantee that this value of $T$ works also for the disordered potential, i.e. the results of the fit may depend on the value of $T$ (only in the adiabatic limit $T \to \infty$ the values of $v_\alpha$ and $\alpha$ are rate-independent). In fact, performing additional tests with $T = 10^3 t_0$ we find different values of $\alpha$ and $v^*$: in general, as the lag modulation approaches the adiabatic limit, the values of $\alpha$ and $v^*$ increase (e.g. for $R = 0.1$ we find $\alpha \approx 6$ and $v^* \approx 2.8$, while for $R = 1$ we get $\alpha \approx 9$ and $v^* \approx 2.9$).
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is shown. This curve is significantly thicker than the ones for \( \gamma_2 \) because the small denominator \( v^*_{\gamma} \) in (54) increases the signal-to-noise ratio when the drag parameter is small. The condition \( \gamma_1 = \gamma_2 \) is certainly not met for all the drag parameters and the potentials tested (even though the observed fact that \( \gamma_1 > \gamma_2 \) seems more severe for the periodic potential). The observed maximum difference between the two curves is of the order of 40% after the depinning transition, when the periodic potential is used. For the disordered potential, for both the attractive and repulsive cases, the relative difference between \( \gamma_1 \) and \( \gamma_2 \) for small lags is even higher and difficult to quantify precisely.

Again, these observed differences between \( \gamma_1 \) and \( \gamma_2 \) could be an artificial effect due to the fact that the evolution is not really adiabatic in our simulations. For this reason we repeat the numerical experiment of Fig (9) for the disordered attractive potential but with \( T = 10^8 t_0 \). We tested the drags \( \mathcal{R} = 0.1, 1 \) and the results are shown in Fig 10: we observe that the differences between \( \gamma_2 \) and \( \gamma_1 \) become less pronounced for \( \mathcal{R} = 0.1 \), although still present. The \( \gamma_1 \) curve is not reported for the case \( \mathcal{R} = 1 \), as it is practically superimposed to \( \gamma_2 \). In particular, the differences between \( \gamma_1 \) and \( \gamma_2 \) in the small lag region are much more pronounced if compared to the ones that can be seen in the first panel of Fig 9. Both curves can be conveniently fitted with a sigmoid-like function. We assume the form

\[
\gamma(v_{np}) = \frac{(v_{np}/v^*)^\alpha}{1 + (v_{np}/v^*)^\gamma} \tag{55}
\]

that is consistent with (53) in the small lag limit. We find \( \alpha = 9.1 \) for both \( \mathcal{R} = 0.1, 1 \), but \( v^* = 2.5 \) when \( \mathcal{R} = 0.1 \) and \( v^* = 2.8 \) for \( \mathcal{R} = 1 \).

Finally, it is worth commenting on the periodic case in Fig 9, which is particularly interesting since it reproduces the theoretical features expected for the unpinning threshold. First, even though we are not in the adiabatic limit, all the curves are collapsed on one another for \( \mathcal{R} \ll 1 \), differently from what happens in the disordered case. If the evolution were really adiabatic, we could expect the same kind of degeneracy also for the disordered case, on the basis of the universal scaling discussed in the previous section.

We observe perfect pinning for \( v_{np} < v^* \) (in particular, it happens that \( v^* = v_{0\gamma} \), see Figs 7 and 9) and a discontinuity in the derivative of \( \gamma_2 \) at \( v_{np} < \sqrt{2}v_{0\gamma} \). This can be understood in terms of the symmetry of the periodic potential. In fact, the two values \( v_{0\gamma} \) and \( \sqrt{2}v_{0\gamma} \) correspond to the minimum and to the maximum of \( |f| \) over the square boundaries that separate the stable and unstable regions drawn by the potential \( \Phi \). At \( t = 0 \) a vortex is pinned at the center of the stable region, but then it starts to migrate out as the lag increases, till it reaches the boundary (the smallest value of \( v_{np} \) for which the vortex may escape the stable region is the minimum of \( |f| \) on the boundary). On the other hand, no vortex can have a bounded motion (which velocity averages to zero) or can find a stable equilibrium position if \( v_{np} \geq \max(|f|) = \sqrt{2}v_{0\gamma} \), so that for \( v_{np} > \sqrt{2}v_{0\gamma} \) we are almost in a free-vortex limit (i.e. \( \gamma_2 = 1 \)). In fact, albeit partially hidden by the noise, the change in the derivative of \( \gamma_2 \) can be seen also for the case \( \mathcal{R} = 1 \) in the right panel of Fig 9. For the other cases \( \mathcal{R} \leq 0.1 \) all the curves are

---

This means that in the adiabatic limit we can expect the motion to be entirely suppressed for \( v_{np} < v^* \), as in the periodic case. The main difference will be in the shape of the depinning transition, that is smooth in the disordered case.

6 COMPARISON OF \( \gamma_1 \) AND \( \gamma_2 \)

We now ask whether a formal mixture of perfectly pinned and perfectly free vortices is sufficient to reproduce the behaviour of \( \langle x \rangle \), as discussed in Sec 3.1. Therefore, we have to check if the two quantities

\[
\gamma_{1,2} = \frac{1}{v_{1,2}^* N_v} \sum_i \varepsilon_i^{1,2} \cdot \langle \dot{x} \rangle \tag{54}
\]

extracted from simulations can be fitted with a single function \( \gamma(v_{np}) \) such that \( 0 \leq \gamma \leq 1 \). The ratio \( \gamma_2 \) is shown in Fig 9 for different values of the drag and for both the disordered and periodic potentials (the “attractive” and “repulsive” disordered cases are obtained with the same data used in Fig 8). For comparison, the curve \( \gamma_1(v_{np}) \) for \( \mathcal{R} = 0.1 \)
The curves in the left panel refer to the curves shown in the upper panel of Fig 8. For comparison, also the curve \(\gamma\) for \(R \ll 1\) and \(\Phi = 0\) potential with \(v_0 = 0\). The function \(\gamma\) superimposed to the red curve in Fig 9). As discussed in the previous subsection, this can be seen by comparing Fig 10 with the first panel of Fig 9. The general trend is that, by increasing \(T\), the differences between \(\gamma_2\) and \(\gamma_1\) become less pronounced, although still present. This is an indication that the depinning transition for a disordered pinscape can be modelled in the adiabatic limit by assuming that the curves \(\gamma_1 \approx \gamma_2\) are smooth sigmoid functions \(\gamma(v_{np})\), as in (55). Let us remark that the power-law form of (55) has been chosen for consistency with (53), but a more general behaviour has to be expected. The exact form of \(\gamma(v_{np})\) depend on the details of the pinscape.

On the other hand, when the periodic potential is used, we find no indication that the differences between \(\gamma_2\) and \(\gamma_1\) become less pronounced when \(T\) is increased: for \(T = 10^4\), the results are very similar to the ones in the third panel of Fig 9, in particular the pronounced overshoot of \(\gamma_1\) seems to be a stable feature. In this case \(\gamma_1(v_{np})\) and \(\gamma_2(v_{np})\) are not smooth sigmoid functions but have a derivative discontinuity at the depinning point \(v_{np} = v^*\) and at \(v_{np} = \sqrt{2} v_0\). In this interval of lags, the behaviour of \(\gamma_2(v_{np})\) is well described by equation (56).

6.1 Summary and discussion of the results

It may be useful to summarize the main results of our simulations that are directly linked to the mutual friction via equation (24). In brief, all the relevant information is contained in Fig 9.

First, the fact that the \(R = 0.1, 0.01, 0.001\) curves are not superimposed for the disordered pinscape (i.e. in the first two panels of Fig 9) has been interpreted as an indication that the lag modulation was not slow enough \((T = 10^4 t_0)\). Hence, additional simulations with \(T = 10^4 t_0\) show that the \(R = 1\) curve remains almost unchanged (it just shifts a bit on the left), while the one relative to \(R = 0.1\) is considerably shifted towards higher lags (so that it is basically superimposed to the red curve in Fig 9). As discussed in the previous subsection, this can be seen by comparing Fig 10 with the first panel of Fig 9. The general trend is that, by increasing \(T\), the differences between \(\gamma_2\) and \(\gamma_1\) become less pronounced, although still present. This is an indication that the depinning transition for a disordered pinscape can be modelled in the adiabatic limit by assuming that the curves \(\gamma_1 \approx \gamma_2\) are smooth sigmoid functions \(\gamma(v_{np})\), as in (55). Let us remark that the power-law form of (55) has been chosen for consistency with (53), but a more general behaviour has to be expected. The exact form of \(\gamma(v_{np})\) depend on the details of the pinscape.

On the other hand, when the periodic potential is used, we find no indication that the differences between \(\gamma_2\) and \(\gamma_1\) become less pronounced when \(T\) is increased: for \(T = 10^4 t_0\) the results are very similar to the ones in the third panel of Fig 9, in particular the pronounced overshoot of \(\gamma_1\) seems to be a stable feature. In this case \(\gamma_1(v_{np})\) and \(\gamma_2(v_{np})\) are not smooth sigmoid functions but have a derivative discontinuity at the depinning point \(v_{np} = v^*\) and at \(v_{np} = \sqrt{2} v_0\). In this interval of lags, the behaviour of \(\gamma_2(v_{np})\) is well described by equation (56).

7 CONCLUSIONS

We developed a kinetic approach to extract the vortex-mediated mutual friction as a function of the velocity lag between the normal and superfluid components in a neutron star. This approach is in principle applicable also to other systems, like laboratory superfluids and type-II superconductors and is, in fact, based on the same kind of many-
vortices simulations used to investigate flux-tube dynamics in superconducting samples (Mawatari 1997).

As a first step, we considered a minimal model able to reproduce the non-linear features of mutual friction expected in real neutron stars, namely the fact that there should be a critical lag $\nu^*$ (which value is defined by the properties of the pinning landscape) that separates two regimes: a sub-threshold regime where the dissipation induced by drag forces is suppressed and a super-critical regime in which the mutual friction recovers the linear HVBK form. Our model is minimal in the sense that possible additional non-linearities due to an explicit dependence of the drag parameter on the vortex velocity (Celora et al. 2020) have not been considered. Furthermore, also vortex tension (Link 2009; Haskell & Melatos 2016) and mutual vortex interactions (Warszawski & Melatos 2013; Fily et al. 2010) have been neglected.

In this minimal setting the presence of a depinning transition is a pure effect of the competition between the pinning potential and the Magnus force.

In a periodic potential we found a sharp depinning transition occurring at a well defined critical lag $\nu^*$, which value depends on the parameters of the pinscape. In this case, our simulations indicate that the effect of having a more or less effective dissipation (set by the drag parameter $R$) does not change the threshold lag $\nu^*$. On the other hand, if the non-homogeneous medium is highly disordered, resulting in a broader distribution of local pinning forces, the depinning transition turns out to be smooth and a well defined critical lag $\nu^*$ does not exist anymore.

In this sense, the disorder plays a role similar to that of temperature in vortex-creep models (Alpar et al. 1984a), as the temperature is expected to smooth the depinning transition (Link 2014; Antonelli & Pizzochero 2017). This may result (at least in the limit considered here, where interactions between vortices are neglected) into a more continuous release of angular momentum via more frequent but smaller glitches (McKenna & Lyne 1990; Montoli et al. 2020b). This leads us to speculate that in a periodic potential the sharp depinning transition may lead to a narrower distribution of glitch sizes, while in a disordered potential the transition is not well defined and thus glitch sizes are likely to be more broadly distributed. Hence, the different glitching behaviour of pulsars may also be due to glitches originating in different regions of the star with different pinning regimes (e.g. pinning in the pasta phase layer at the bottom of the inner crust may be well described in terms of a disordered pinscape).

Another qualitative point is that the level of dissipation sets the timescale with which the system responds to an externally imposed modulation of the lag: a fast modulation can result in a rate-dependent hysteresis of the mutual friction, especially if the system is weakly dissipative. This immediately implies that, for a fast modulation of the background lag, the threshold for repinning cannot be greater than the one for unpinning, at least in our model where the interactions between vortex lines are not taken into account. It would be interesting to check if the presence of interactions between vortex lines would promote the hysteresis to a rate-independent one (Fily et al. 2010). This would provide an automatic load and discharge mechanism for pulsar glitch models, where vortices unpin close to a certain value of the lag but must move till the lag relaxes to a smaller value before having a chance to repin.

From the quantitative point of view we were able to provide a functional form for the ratio $\gamma_2$ that defines the non-linear behavior of the mutual friction component orthogonal to the lag, see (24). For the periodic potential, the form of $\gamma_2 = \sigma^2/v_0$ is the one in equation (56), while for the disordered model we were only able to assess that the depinning transition is smooth and that $\gamma_2 \approx \gamma_1$ have the form of a sigmoid function.

There is also a theoretical issue that deserves further investigation, namely the question to which extent it is possible to assume that $\gamma_1 \approx \gamma_2$. Our preliminary simulations show that this could be the case in the adiabatic limit of very slow lag variations, which is the relevant limit for pulsar glitch modelling. Apart from being an interesting theoretical question, this is also of considerable practical value as it is much easier to resolve the average motion of the vortices in the direction parallel to the lag. We plan to investigate this in a forthcoming work.

Finally, let us remark that the present approach is purely phenomenological and that the link with the internal physics of neutron stars is provided by the interpretation of the hydrodynamic variables in the system (2) and by the values of the physical units of length $\sigma$, velocity $v_0$ and time $t_0 = \sigma/v_0$ given in Fig 4. Clearly, the present approach is applicable also to the case of superfluid $^4$He: a laboratory realization of the system studied here would be an Helium film over a substrate that could provide enough roughness to pin vortices, namely a two-dimensional version of the series of experiments reported by Tsakadze & Tsakadze (1980).
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APPENDIX A: GENERAL SOLUTION OF THE LINEAR EQUATIONS OF MOTION FOR STRAIGHT VORTICES

The classic derivation of the mutual friction force in the case of superfluid $^4$He (Hall & Vinen 1956; Bekarevich & Khatuntsev 1961) and neutron star interiors (Mendell 1991b; Langlois et al. 1998; Andersson et al. 2006) is extended to situations in which there is also a generic external field ($f$) that acts on the vortices. An alternative extension of the classical approach to include the effect of pinning with flux-tubes in the core is presented in Sourie & Chamal (2020b).

From the phenomenological point of view, the most general equation of motion for a straight vortex segment (i.e. a piece of vortex with no internal dynamics) immersed into two distinct background flows can be written on the basis of purely geometric considerations. We represent a vortex segment as a point particle, meaning that all the geometric degrees of freedom of an extended line that can bend are frozen in this description. Furthermore, imposing $\hat{\kappa} = \langle \hat{\kappa} \rangle$, implies that the lines are locally parallel (they are organized in parallel bundles that can bend only on length-scales bigger

MNRAS 000, 1–17 (2019)
than the extension of the macroscopic fluid element considered).

We indicate with \( \mathbf{v}_s \) and \( \mathbf{v}_p \) the two background velocity fields and with \( \mathbf{v}_v \) the vortex segment velocity in a generic frame. In the overdamped regime, the most general equation of motion for the vortex segment that is up to the first order in the relative velocities \( \mathbf{v}_s - \mathbf{v}_v \) and \( \mathbf{v}_p - \mathbf{v}_v \) is

\[
M^n (\mathbf{v}_L - \mathbf{v}_n) + M^p (\mathbf{v}_L - \mathbf{v}_p) + \langle \mathbf{f} \rangle = 0,
\]

where the two matrices \( M^n \) are functions of \( \mathbf{\hat{r}} \) and of some microphysical parameters that tune the interaction between the vortex line and the background flows. The \( M^n \) can be constructed as a linear combination of three fundamental matrices, \( K \) and \( \perp K \), where the two matrices \( M^p \) are functions of \( \mathbf{\hat{r}} \) and \( \perp \mathbf{\hat{r}} \).

\[
M^n_{ij} = K_{ij} - \xi_{\perp} \perp_{ij} - \xi_\parallel \parallel_{ij},
\]

\[
M^p_{ij} = R_x K_{ij} - R_\perp \perp_{ij} - R_\parallel \parallel_{ij},
\]

(A2)

where

\[
K_{ij} = \varepsilon_{a_0 a} R^a,
\]

\[
\perp_{ij} = \delta_{ij} - \varepsilon_{i a} \varepsilon_{j a},
\]

\[
\parallel_{ij} = \varepsilon_{i a} \varepsilon_{j a}.
\]

Note that the terms proportional to \( \xi_{\parallel}, \xi_{\perp}, R_{\parallel} \) and \( R_{\perp} \) have an explicit minus sign since they can be interpreted as arising from some kind of friction between the vortex and the currents. On the contrary, we do not specify the sign of \( R_x \) since it plays the role of a charge parameter in a Lorentz-like force, which may be positive or negative.

It is convenient to work in the frame of the p-fluid: in this frame we indicate the vortex velocity and the velocity of the n-fluid as \( \langle \mathbf{x} \rangle = \mathbf{v}_L - \mathbf{v}_n \) and \( \mathbf{v}_{np} = \mathbf{v}_n - \mathbf{v}_p \) respectively. Solving (A1) for the vortex velocity gives

\[
\langle \mathbf{x} \rangle = (M^n + M^p)^{-1} (M^n \mathbf{v}_{np} - \langle \mathbf{f} \rangle) = (B_{\perp} \perp + B_\parallel \parallel) \mathbf{v}_{np} + \langle C_{\perp} \perp + C_\parallel \parallel \rangle \langle \mathbf{f} \rangle,
\]

(A4)

where

\[
B_{\perp} = (1 + R_x + \xi_{\perp} R_\perp + R_\parallel^2) / D,
\]

\[
B_\parallel = (R_\parallel + \xi_{\parallel} R_\perp) / D,
\]

\[
C_{\perp} = (R_\perp + \xi_{\perp}) / D,
\]

\[
C_\parallel = (1 + R_x) / D.
\]

(A5)

and

\[
B_{\parallel} = \xi_{\parallel} / (\xi_{\parallel} + R_\parallel),
\]

\[
C_{\parallel} = 1 / (\xi_{\parallel} + R_\parallel).
\]

(A6)

In neutron star interiors the parameters \( \xi_{\parallel} \) and \( \xi_{\perp} \) are taken to be zero (see e.g. Carter et al. 2001; Sourie & Chamel 2020b), so that the mutual friction force is proportional to the Magnus force, in accordance with (9). Remembering that \( \perp = - K^2 \) and \( K \perp = - K \), it is immediate to find

\[
F_n |_{\mathbf{v}_{np}} = B_x K \mathbf{v}_{np} - B_\perp \perp_{\mathbf{v}_{np}} - C_\perp K \langle \mathbf{f} \rangle + C_\parallel \parallel \langle \mathbf{f} \rangle,
\]

(A7)

that is equivalent to the more familiar HVBK-like form

\[
F_n = B_x \mathbf{\omega}_n \times \mathbf{v}_{np} + B_\perp \perp_{\mathbf{\omega}_n} \times (\mathbf{\omega}_n \times \mathbf{v}_{np}) - C_\perp \mathbf{\omega}_n \times \langle \mathbf{f} \rangle - C_\parallel \parallel \mathbf{\omega}_n \times \langle \mathbf{f} \rangle.
\]

(A8)

The signs in (A7) and (A8) have been chosen so that the coefficients

\[
B_x = 1 - B_\perp,
\]

\[
B_\perp = B_x,
\]

\[
C_\perp = C_\parallel,
\]

\[
C_\parallel = C_x
\]

(A9)

are all positive. Note that the coefficients \( R_\parallel \) and \( \xi_{\parallel} \) do not contribute to the final form of the mutual friction: their role is just to guarantee that an inverse of the \( 3 \times 3 \) matrices \( M^n \) and \( M^p \) exists. Alternatively, \( R_\parallel \) and \( \xi_{\parallel} \) could be dropped altogether by restricting the inverse definition to be \( (M^n)^{-1} M^n = M^n (M^n)^{-1} = \perp \).

**APPENDIX B: CORRELATION FUNCTIONS**

Consider a potential in D spatial dimensions of the form

\[
\Phi_{N_P} (\mathbf{x}) = \sum_a \Phi_1 (|\mathbf{x} - \mathbf{r}_a| - c_{N_P}),
\]

(B1)

where the \( \mathbf{r}_a \) are \( N_P \) independent random variables, identically distributed with law \( p(\mathbf{r}_a) \) over the volume \([-L/2, L/2]^D\). The constant \( c_{N_P} \) is non-physical and can be added to ensure that \( \Phi_{N_P} (\mathbf{x}) \) has zero average. For a function \( g \) of the positions \( \mathbf{r}_a \) and of a parameter \( \mathbf{x} \), we define

\[
\langle g(\mathbf{x}) \rangle_{N_P} = \int \prod_a d^D r_a p(\mathbf{r}_a) g(\mathbf{x}; \mathbf{r}_1, \ldots, \mathbf{r}_{N_P}).
\]

(B2)

The limit of large \( N_P \) and \( L \) is always taken in a way that \( n_P = N_P / L^D \) is finite (we drop the subscript \( N_P \) when this limit is taken). Assuming that the law \( p \) and \( \Phi_1 \) are such that the property

\[
\langle \Phi_{N_P} (\mathbf{x}) \rangle_{N_P} \rightarrow \langle \Phi (\mathbf{x}) \rangle = n_P \int d^D r \Phi_1 (\mathbf{x} - \mathbf{r})
\]

(B3)

holds, it is possible to show that

\[
c_{N_P} \rightarrow c = n_P \int d^D r \Phi_1 (|\mathbf{r}|).
\]

(B4)

The large \( N_P \) limit of the correlation function

\[
C_{N_P} (\mathbf{x}, \mathbf{y}) = \langle \Phi_{N_P} (\mathbf{x}) \Phi_{N_P} (\mathbf{y}) \rangle_{N_P}
\]

(B5)

must depend only on the norm \( |\mathbf{x} - \mathbf{y}| \); by using (B1) and (B2), a direct calculation gives

\[
C (|\mathbf{z}|) = \langle \Phi (\mathbf{z}) \Phi (0) \rangle = n_P \int d^D r \Phi_1 (|\mathbf{z} - \mathbf{r}|) \Phi_1 (|\mathbf{r}|).
\]

(B6)

Note that, since \( \Phi_{N_P} \) is a sum of independent and identically distributed random variables \( \Phi_1 \), the above results are consistent with the usual formulation of the Central Limit Theorem.

In the present work the potential (B1) is a convenient tool to construct a disordered force, which is the physical field entering into the equation of motion for the vortex,

\[
f_{N_P} (\mathbf{x}) = - \nabla \Phi_{N_P} (\mathbf{x}) = \sum_a f_1 (\mathbf{x} - \mathbf{r}_a),
\]

(B7)

where

\[
f_1 (\mathbf{x}) = \frac{\mathbf{r}}{|\mathbf{r}|} \Phi_1' (|\mathbf{r}|).
\]

(B8)
Considering the force as arising from a potential is not strictly needed, but it simplifies the calculation of the correlation function

\[ D_{ij}^c(x, y) = \langle f_{ij}^c(x) f_{ij}^c(y) \rangle_{N_P} \]  

and it guarantees that

\[ \langle f_{ij}^c(x) \rangle_{N_P} \rightarrow \langle f(x) \rangle = 0 \]

in the limit of large \( N_P \). In fact, instead of carrying out a direct calculation, the correlation is more easily found by

\[ D_{ij}^c(x, y) = \frac{\partial^2}{\partial x^i \partial y^j} C_{N_P}(x, y). \]  

In the large \( N_P \) limit the correlation is expected to be translation invariant, so that (note the extra minus with respect to the above equation)

\[ D_{ij}(z) = -\frac{\partial^2}{\partial z^i \partial z^j} C(|z|) = -\frac{1}{|z|^2} \delta_{ij} - \frac{1}{|z|^4} C'' \]

where the projectors \( \perp_{ij} \) and \( ||_{ij} \) are defined as

\[ \perp_{ij} = \delta_{ij} - \frac{z^i z^j}{|z|^2} \] \( \quad ||_{ij} = \frac{z^i z^j}{|z|^2}. \)

It may be interesting to consider the trace of (B12): since the trace of \( \perp \) and \( || \) is \( D = 1 \) and \( 1 \) respectively,

\[ \langle f(z) \cdot f(0) \rangle = (1 - D) \frac{|c'|}{|z|} - C''. \]

The \( |z| \to 0 \) limit of expressions like (B12) or (B14) is more easily calculated by means of an equivalent formula for the correlation: for \( z = x - z \) we have

\[ D_{ij}(x - y) = \frac{\partial^2}{\partial x^i \partial y^j} C(|x - y|) \]

\[ = n_P \int d^D r \Phi_i(|r - z|) \Phi_j(|r|) \frac{r^i - z^i}{|r - z|} \frac{r^j}{|r|}. \]  

That immediately gives

\[ D_{ij}(0) = n_P \int d^D r \Phi_i(|r|)^2 \frac{r^i r^j}{|r|^2} = \frac{n_P \delta_{ij}}{D} \int d^D r \Phi_j(|r|)^2 \]  

and

\[ \langle f(0) \cdot f(0) \rangle = n_P \int d^D r \Phi_i(|r|)^2. \]

Using a Gaussian form for \( \Phi_i \) as in (28) and random variables \( r_a \) that are distributed uniformly according to \( p(r_a) = L^{-D} \), it is possible to obtain (31) for \( D = 2 \). More generally, the correlation and the constant \( c \) read

\[ C(|z|) = \Phi_0^2 n_P \sigma^D \pi^{D/2} e^{-|z|^2/4\sigma^2} \]  

\[ c = \Phi_0 n_P \sigma^D (2\pi)^{D/2}. \]

Similarly, the correlation function that generalises (34) to \( D \) spatial dimensions is

\[ D_{ij}(|z|) = \Phi_0^2 n_P \sigma^{D-2} \pi^{D/2} \left( \frac{\delta_{ij}}{2} - \frac{|z|^2}{4\sigma^2} ||_{ij} \right) e^{-|z|^2/4\sigma^2}, \]

while the variance of the random variable \( f(x) \) is

\[ \langle f(0) \cdot f(0) \rangle = \frac{D}{2} \Phi_0^2 n_P \sigma^{D-2} \pi^{D/2}. \]

The above relations can be useful to extend the present treatment to the case \( D = 3 \).
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