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Abstract

It is demonstrated that the probability density function—given by the square of a quantum mechanical wavefunction that is a real-valued eigenvector of a time-independent, one-body Schrödinger equation—satisfies a compressible-flow generalization of the Bernoulli equation, where the mass density is the probability density times the mass of the system; the pressure and velocity fields are defined by functions depending on the probability density, and the gradient and the Laplacian of the probability density. There are two possible directions of the velocity on a streamline, called uphill and downhill flow, where the fluid particles move in the direction of increasing and decreasing density, respectively. The “Bernoullian” equation, mentioned above, is not a statement of the conservation of energy; instead, it is a statement of local (spatial) conservation of specific energy, an intensive, uniform scalar-field that is a constant of motion for each fluid element. Relationships between the mathematical objects from the one-body quantum states considered, called Q1 probability states, and the corresponding objects from the steady flow states, called Q1 flow states, are discovered. For example, the integrand of the expectation value of the kinetic energy for a Q1 probability state is the sum of the kinetic-energy per volume and the pressure of the corresponding Q1 flow state. The velocity definition mentioned above implies a generalization of the steady-flow continuity equation where mass is not locally conserved, and where the pressure is proportional to the mass creation rate per volume. However, over all space, both mass and energy is conserved. The gradient of the Bernoullian equation, mentioned above, is demonstrated to be equivalent to the steady flow Euler equation for variable mass and irrotational flow. This implies that Q1 flow is a flow with variable mass, that is steady, irrotational, inviscid, and compressible. Speed of sound equations are obtained from a spherical, acoustic wave-pulse propagating along a streamline of an ambient state of Q1 flow with a spherical flow geometry and a uniform speed for both the fluid velocity and the wave pulse velocities (relative to the fluid velocity) restricted to a streamline. One of the solutions of the derived quadratic equation is that the wave-pulse velocity on a streamline is equal in magnitude but opposite in direction of the fluid velocity on the streamline. Possible interpretations for a flow with this solution are considered, including that it simply the solution for the case of steady flow with no wave pulse. The other solution is given by explicit formulas which depends on scalar fields of the ambient state, and this solution is the focus of attention from that point on. It is proven that the extremaums of the momentum per volume on a streamline occur at points that are Mach 1 speed. The developed formalism is applied to a particle in a one-
dimensional box, the ground and first excited-states of the one-dimensional harmonic oscillator, and the hydrogen 1s and 2s states. Some behavior is repeated in all the applications examined. For example, an antinode, a point of local-maximum density, has zero velocity and zero Mach speed on the streamline, while a node, a point of minimum density, has infinite velocity and Mach 2. In between the node and antinode is an extremum of the momentum, and Mach 1. The antinode is also an unstable equilibrium points, where, for downhill flow, the fluid particles are moving and accelerating away from the unstable equilibrium point where they end of at a node, if one exist, with infinite speed and zero mass. Another type of behavior is identified, called a fall, where the electron density is strictly decreasing away from the nucleus, as in the hydrogen 1s state. So that different flows can be compared with ease, and flows can be characterized, a reference flow, called ordinary Q1 flow, is defined. (All the figures appear after the citations.)
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I. INTRODUCTION

When one acquires knowledge of the fundamentals of quantum mechanics, it becomes clear that the meaning of the word ‘understand’, as in the phrase ‘to understand quantum mechanics’ is difficult to “define,” and a definition is needed for the comprehension of the statement “nobody understands quantum mechanics” by Feynman [1]. However, for any reasonable definition of the word “understand,” it is certainly true that, for all things being equal, it is much more difficult to understand the information contained in a state of quantum mechanics than one from classical mechanics. Therefore, it is not surprising that entire monographs are available that go beyond the mathematical structures used in quantum mechanics, including algebras and analysis [2, 3], and into topics such as quantum logic [4, 5].

For many applications of quantum mechanics, the values of physical properties, called observables, are given by a finite or infinite series, in particular, the electronic energy, and in these mathematical objects, very few terms can be assigned a “physical meaning,” as indicated by Mullikan:

... the more accurate the calculations became, the more the concepts tended to vanish into thin air. [6]

However, for one-electron stationary-states, whose wavefunctions satisfy the time-independent, electronic Schrödinger equation, there is one function, $-e|\psi|^2$, where $\psi$ is the complex-valued wave-function and $-e$ is the electron charge, that is often given an interpretation, as described by Raimes:

In many problems it is useful, if only as an intuitive aid, to picture the electron charge as spread out in a cloud having charge density $-e|\psi(r)|^2$ at position $r$. [7]

This gives a simple meaning from classical electrostatics of the potential-energy functional $\int v\rho\,d\mathbf{r}$, where $\rho = |\psi|^2$ is the probability density of the quantum state, and $v$ is the potential-energy of the corresponding classical system. Also, for many electron systems with wavefunctions that are approximated as a single Slater determinant, there is a simple classical interpretation given for the Coulomb integral: It is the classical Coulomb-repulsion between two charge clouds [7, 8]. For chemistry, many of the simple, but very useful, models used to describe chemical stability and reactivity have components of charge density, including Lewis...
dot structures. Crystal field theory also uses a simple electrostatic repulsion model, based on the charge densities determined by occupied orbitals, to describe the energy splitting of otherwise degenerate orbitals of metal complex ions.

In this paper, this idea of a state of a bound electron—and other one-body systems in a stationary state—being described as a continuum, with charge density $-e\rho$, is specialized and generalized to a steady-flow state of a fluid, such that $m\rho(r)$ is the mass density of the state with (total) mass $m$. Also, the momentum per volume and the pressure are taken as functions of the density $\rho$ and a subset of the partial derivatives of $\rho$: The momentum per volume vector field is proportional to the gradient of $\rho$, as in Fick’s law of diffusion [9], and the pressure, a scalar field, is proportional to the Laplacian of $\rho$, where in both cases, the proportionality constant depends on Plank’s constant $\hbar$. However, only one-body quantum states with real-valued wavefunctions are considered.

The precise mathematical statements giving momentum, pressure, and other conditions given below can be viewed as postulates. However, at this point, it is more convenient to categorize these statements as definitions of a type of fluid. This is similar to the approach used by Currie [10] when he describes a Newtonian fluid, except that he calls the four statements given for a Newtonian fluid, which can be viewed as definitions, postulates.

This paper is not about challenging the fundamental axioms that give probabilities of outcomes of the measurement of observables of a quantum state, or any other essential axiom of quantum mechanics. Instead, the results presented below are about building upon and contributing to what has been done.

Below (in Sec. II A) it is proved that the probability density function $\rho$, such that $\rho = \phi^2$, where $\phi$ is a real-valued eigenvector of a time-independent, one-body Schrödinger equation for a system with mass $m$, satisfies a compressible-flow generalization of the Bernoulli equation, where the mass density $\rho_m = m\rho$, pressure $p$, and vector velocity $\mathbf{u}$ fields are defined by (composite) functions depending on $\rho$, $\nabla \rho$ and $\nabla^2 \rho$. Also, there are two possible velocity directions $\mathbf{u}_\pm$, where $\mathbf{u}_- = -\mathbf{u}_+$, called uphill $\mathbf{u}_+$ and downhill $\mathbf{u}_-$ flow. Furthermore, the “Bernoullian” equation, mentioned above, is a statement of the local spatial and temporal conservation of (total) specific energy $\bar{E}$, an intensive variable, e.g., the energy per mass, that is a constant of motion for each fluid element. It is not a statement of the local conservation of the (total) energy, an extensive variable.

Relationships between the mathematical objects from the one-body quantum states con-
considered, called Q1 (or Q1.0) probability states, and the corresponding objects from the steady flow states, called Q1 flow states, are developed \( \text{(II B)} \). For example, the integrand of the expectation value of the kinetic energy for a Q1 probability state is the sum of the kinetic-energy per volume and the pressure of the corresponding Q1 flow state. Also, if the pressure of the Q1 flow state is \( \text{not} \) the zero function, then it cannot be a nonnegative function. Terminology are also developed \( \text{(II B)} \). For example, the kinetic energy per mass \( u^2/2 \) for a classical fluid, “corresponds” to \( m u^2/2 \), for the quantum fluid, where \( m u^2/2 \) is called the \textit{kinetic energy per amount}, \( m \) is the (total) mass of the system, and \( m u^2/2 \) has units of energy. (The scalar fields \( u^2/2 \) and \( m u^2/2 \) are also classified as specific \textit{open} and \textit{closed} quantities, respectively, with respect to the dimension of energy.)

The velocity, pressure and all terms terms within the Bernoullian equation, mentioned above, are examined \( \text{(II C)} \), for the 1s state of the hydrogenic atom with atomic number \( Z \). Also, the average pressure in the subspace where the pressure is positive is calculated.

The velocity definition for the Q1 flow states is shown to imply a generalization of the steady-flow continuity equation \( \text{(III)} \), where mass is \( \text{not} \) locally conserved, and where the pressure is proportional to the mass creation rate per volume. For downhill flow \( u_- \), a positive and negative pressure implies a positive and negative mass creation-rate, respectively. The total and positive mass creation rate, involving summing over the region of space where the pressure is positive, is calculated for hydrogen 1s state with downhill flow. In general, Q1 flow state do not conserve mass and energy \textit{locally}. However, over all space, they, of course, do conserve mass and energy.

There is nothing novel presented in Sec. \( \text{IV} \). It is the derivation of a form of the Euler equation for variable mass and irrotational flow, obtained by using a standard derivation \( \text{[11]} \) (and a vector calculus approach like one the one used by Kelly \( \text{[12]} \)), where the continuity equation is \( \text{not} \) used. This equation \( \text{(III)} \) is derived because it is not so common and it is needed in Sec. \( \text{V} \) where it is proven that the gradient of the Bernoullian equation from Sec. \( \text{II A} \) is equivalent to the steady flow version of \( \text{(II)} \). This implies that Q1 flow is a flow with variable mass, that is steady, irrotational, inviscid, and compressible.

Speed of sound equations are obtained \( \text{(VI)} \) from a spherical, acoustic wave-pulse propagating along a streamline \( L \) of an ambient state of Q1 flow with a spherical flow geometry, and a uniform speed for both the fluid \( |u_\pm| \) and the wave pulse \( -s_\pm \), relative to the fluid velocity. After setting up the problem \( \text{(VI A)} \), the momentum balance \( \text{(VI B)} \) and continu-
ity equations (VI.B) are combined (VI.D), giving a quadratic equation for the wave pulse (vector) component $-s_\pm$, and then this equation is applied to the hydrogenic 1s flow state (VI.E). Subsections (VI.F) and (VI.G) demonstrate that one of the solutions to the quadratic equation is $s_\pm = u_\pm$, where $u_\pm$ is the fluid velocity (component) on the streamline, and an explicit formula is derived for the other solution. A signed Mach speed $M_s$ is defined to be $M_s = u_\pm/(-s_\pm)$, and $M_a = M_s$, where $M_a$ is the Mach speed, if $M_s \geq 0$. Possible interpretations of the meaning of the $s_\pm = u_\pm$ solution are given (IX.B), including that it simply the solution for the case of steady flow with no wave pulse.

The properties of Q1 flows are compared to classical flows that are mass conserving, irrotational, steady, inviscid, compressible, and with no body force. For convenience, these classical flows are called the corresponding classical potential-free flows. The speed of sound quadratic equation from (VI.D) is easily modified to yield the speed of sound equation for the corresponding classical potential-free flows, and it is the same formulas as the well known one that was derived for a static ambient state with one-dimensional flow [11, 13]:

$$\pm \sqrt{\frac{d\rho}{d\rho_m}}.$$ 

It is proven that the extremums of the momentum density $\rho_m u_\pm$ on a streamline occur at points $r \in L$ of space where $\rho(r) \neq 0$ and $M_s(r) = M_a(r) = 1$ (VII).

Applications (VIII) of the formalism developed is applied to a fluid (or particle) in a one-dimensional box (VIII.A), the ground and first excited-state of the one-dimensional harmonic oscillator (VIII.B), and the hydrogen 2s state (VIII.C). For the ground state of a fluid in a one-dimensional box of length $[0, 1]$ in atomic units, where the density is maximum at 0.5 and zero at 0 and 1, the point $r = 0.5$ of maximum $\rho$ is an unstable equilibrium point. For $r > 0.5$, and a flow direction that moves away from the maximum $\rho$ at 0.5, the fluid particles are moving and accelerating to the right; for $r < 0.5$ they move and accelerate to the left. A similar type of behavior is seen by all states examined for similar regions where the density has a local maximum. Another behavior repeated is a Mach speed of 0 and 2 at the maximum and minimum densities, and in between these point, Mach 1 is obtained, where, as predicted, the momentum per volume is an extremum. Another type of behavior is identified, called a fall, where the electron density is strictly decreasing away from the nucleus. Also, in the limit of a fluid particle reaching a node, the particle have infinity speed and zero mass. So that different flows can be compared with ease, and flows can be characterized, a reference flow, called ordinary Q1 flow, is defined.
II. A BERNOULLIAN EQUATION FOR QUANTUM SYSTEMS.

A. The theoretic foundation

**Definition.** A quantum 1 (Q1) wavefunction $\phi$ is a real-valued eigenfunction of a one-body time-independent Schrödinger equation. A Q1 probability state is a state represented by a quantum 1 wavefunction $\phi$, where all information about the state is determined by the wavefunction $\phi$ (and the axioms of quantum mechanics).

Let $\phi$ be a Q1 wavefunction that is a solution of a one-body Schrödinger equation with external potential $V$ and mass $m$:

$$-rac{\hbar^2}{2m} \nabla^2 \phi + V \phi = \bar{E} \phi, \quad (1)$$

We next show that $\rho = \phi^2$ is a solution of the following:

$$\frac{1}{2} m u^2 + p \rho^{-1} + V = \bar{E}; \quad \rho(r) \neq 0, \quad (2)$$

$$u_{\pm} = \pm \frac{\hbar}{2m} \frac{\nabla \rho}{\rho}, \quad (3)$$

$$p = -\frac{\hbar^2}{4m} \nabla^2 \rho, \quad (4)$$

and $u^2 = |u_{\pm}|^2$. Equation (2) is a compressible-flow generalization of the Bernoulli equation [10, 11] with a mass density $\rho_m = m \rho$, and $\rho$ is the probability density of the Q1 state represented by $\phi$. Henceforth, we call $u_{\pm}$ and $p$ the velocity and pressure, respectively, regardless of their “actual” physical meaning. Note that there are two possible velocities $u_{\pm}$ and $u_{-}$, giving two possible directions along each streamlines. (An $N$–body generalization of (2), from the $N$–body generalization of (1), has been obtained elsewhere [14].)

For the proof below, the external potential $V$ is required to be a function such that the subspace \{ $r \in \mathbb{R}^3 | \rho(r) = 0$ \} has measure zero and the eigenfunctions of (1) are three times continuously differentiable. Hence, the condition $\rho \neq 0$ for (2) implies that $\rho$ satisfies the equation almost everywhere a.e, since \{ $r \in \mathbb{R}^3 | \rho(r) = 0$ \} has measure zero.

The proof involves first obtaining the following:

$$\longrightarrow \frac{1}{2} \phi \nabla^2 \phi = \frac{1}{8} \rho^{-1} \nabla \rho \cdot \nabla \rho - \frac{1}{4} \nabla^2 \rho \quad (5)$$
To show that this is an identity, we obtain two other auxiliary identities. The first one, given by
\[ -\frac{1}{2} \phi \nabla^2 \phi = \frac{1}{2} \nabla \phi \cdot \nabla \phi - \frac{1}{4} \nabla^2 \rho, \quad (6) \]
is obtained from the result of
\[ \frac{1}{2} \nabla^2 \rho = \frac{1}{2} \nabla \cdot (\phi \nabla \phi) = \nabla \phi \cdot \nabla \phi + \frac{1}{4} \rho \nabla^2 \phi. \]

For the second one,
\[ \to \nabla \phi \cdot \nabla \phi = \frac{1}{4} \rho - \frac{1}{4} \nabla \rho \cdot \nabla \rho, \quad (7) \]
we take the vector dot product of
\[ \nabla \rho = \nabla (\phi^2) = 2 \phi \nabla \phi \]
with itself, giving an equation that is equivalent to (7):
\[ \nabla \rho \cdot \nabla \rho = 4 \phi^2 \nabla \phi \cdot \nabla \phi = 4 \rho \nabla \phi \cdot \nabla \phi. \]
Substituting (7) into (6) gives (5). Multiply (1) by \( \phi \) and using (5) we have
\[ \frac{\hbar^2}{8m} \phi^2 \cdot \nabla \phi - \frac{\hbar^2}{4m} \nabla^2 \rho + V \rho = \bar{E} \rho \]
Multiplying by \( \rho^{-1} \) we obtain
\[ \frac{\hbar^2}{8m} \frac{\nabla \rho}{\rho} \cdot \frac{\nabla \rho}{\rho} - \frac{\hbar^2}{4m} (\nabla^2 \rho) \rho^{-1} + V = \bar{E} \]
Substituting definitions (3) and (4) gives (2). Hence, if \( \phi \) is a solution of (1), then \( \rho = \phi^2 \) satisfies (2). It is easily seen that the derivation is reversible giving the following: If \( \rho \) is a solution of (2), then a three times continuously differentiable function \( \phi \) such that \( \rho = \phi^2 \), satisfies (1). We indicate this state of affairs by stating that (1) and (2) are equivalent.

Note that the function \( |\phi| = +\sqrt{\rho} \) satisfies (1) a.e, since the subspace \( \{ r \in \mathbb{R}^3 | \rho(r) = 0 \} \) has measure zero, where \( |\phi| \) is not necessarily differentiable.

For later use for systems with a (total) charge \( q \neq 0 \), we write (2) as
\[ \frac{1}{2} mu^2 + p \rho^{-1} + q \Phi = \bar{E} \]
where \( \Phi \) is defined by \( V = q \Phi \), and the charge density is \( q \rho \).
B. Terminology, interpretations, and relationships of quantum particle states of (1) and the corresponding classical fluid states of (2)

The terminology and conventions used for states of a classical fluid and states of a quantum (bound) particle, are different and similar in ways that can lead to confusion when investigating relationships and the assignment of meaning to mathematical objects. Therefore, it is necessary to introduce some terminology so that statements are clear and unambiguous.

**Alias.** The kinetic energy per volume $\rho m u^2 / 2$ has the alias the 'kinetic-energy density,' and this is also done for other per volume quantities, especially ones involving energy.

**Definitions.** A Q1 (or Q1.0) density $\rho$ is a real valued solution of the Bernoullian (2), where the velocity and pressure are given by (3) and (4), respectively. A Q1 (or Q1.0) flow state is a state represented by a Q1 density $\rho$, and all information about the state is determined by the density $\rho$. A Q1 density is said to be normalized if

$$\int_{\mathbb{R}^3} \rho \, d\mathbf{r} = 1.$$

Frequently we compare the properties of Q1 flows to classical flows that are mass conserving, irrotational, steady, inviscid, compressible, and with no body force. For convenience, these flows are called the corresponding classical potential-free flows. For example, in Sec. VII a speed of sound equation is derived for Q1 flows, and this equation is easily modified to yield the speed of sound equation for the corresponding classical potential-free flows.

**Definitions.** Flow state with velocity fields $\mathbf{u}_+$ and $\mathbf{u}_-$ are said to have uphill and downhill flows, respectively.

Note that it follows from definition (3) that the direction of $\mathbf{u}_+$ and $\mathbf{u}_-$ on a streamline are towards increasing and decreasing density $\rho$, respectively. The velocity field definition (3) also indicates that Q1 flow states are irrotational. To obtain the velocity potential $\omega$ from (3), and avoid taking the natural logarithm of a dimensioned quantity, both densities are replaced by the dimensionless density $\tilde{\rho} = a_0^3 \rho$, where $a_0$ is the Bohr radius, giving

$$\omega = \pm \frac{\hbar}{2m} \ln \tilde{\rho}.$$  

If follows from (3) that the potential of the momentum density $\rho_m \mathbf{u}_\pm$ is $\pm (\hbar / 2m) \rho$. As in the Bernoulli equation for irrotational flow [10, 11], (2) holds for the entire flow field—there is only one constant $\bar{E}$, instead one for each streamline.
Alias. The pressure $p$ is also called the ’compression-energy density.’

Consider the following two equations: 1) The equation obtained by multiplying the Schrödinger’ (1) by $\phi$ and then followed by substituting $\rho = \phi^2$; and, 2) the Bernoullian’ (2) multiplied by $\rho$. Subtracting of these two equations gives

$$-\frac{\hbar^2}{2m}\phi \nabla^2 \phi = \frac{1}{2}\rho_m u^2 + p$$

(10)

Hence, the integrand of the expectation value of the kinetic energy for a Q1 probability state is the sum of the kinetic-energy and compression-energy densities of the corresponding Q1 flow state.

Definitions. Recall that $m$ and $q$ are the total change and mass of a system. A scalar-field is said to be open with respect to dimension of it has either energy per mass or energy per charge units; a closed scalar-field has units of energy. The scalar fields $u^2/2$ and $mu^2/2$ (of a Q1 flow state) are the specific open and closed kinetic-energies, respectively; these are also called the kinetic-energy per mass and per amount, respectively. The scalar fields $\Phi$ and $q\Phi$ are the specific open and closed electrostatic potential-energies, respectively; these are also called the potential-energy per charge and per amount, respectively. In general, an open scalar-field is closed by multiplying the open scalar-field by either the total mass $m$ or the total charge $q$ of the system. Hence, $p\rho_m^{-1}$ and $m(p\rho_m^{-1}) = p\rho^{-1}$ are the specific open and closed compression-energies, respectively. (An easy way to reconize this is to replace $p$ by $p_m$, since the pressure unit contains a mass-unit factor: $p_m\rho_m^{-1}$ and $p_m\rho^{-1}$ are certainly open and closed, respectively.)

For a one-electron atom with atomic number $Z$, the external potential $V$ can be written

$$V = (-e)\Phi, \quad \Phi(r) = \frac{Ze}{4\pi\varepsilon_0 r}$$

(11)

where $(-e)$ and $e$ are the electron and proton charges, respectively. The scalar field $\Phi$ is the classical electrostatic-potential of a point source with charge $Ze$; $\Phi$ is the specific open potential energy, or the potential energy per charge. Hence, $(-e)\Phi = V$—the external potential from the Schrödinger’ (1)—is the specific closed potential energy for Q1 flow states of hydrogenic electronic systems.

Let the specific closed (total) energy $\bar{E}$ be defined by Eq. (8), where $\bar{E}$ is also the energy eigenvalue of the Schrödinger equation (1); Eq. (8) is a statement of the local spatial and temporal conservation of (total) specific energy $\bar{E}$, an intensive variable with energy units,
that is a constant of motion for each fluid element. It is not a statement of the local
conservation of the (total) energy, an extensive variable.

Definition. The scalar field \( \rho \) is called the open density; the scalar fields \( \rho_m = m\rho \) and
\( \rho_q = q\rho \) are called the (closed) mass and charge densities, respectively. The symbol \( \doteq \) is
used for definitions.

Note that the kinetic energy density is equal to the specific open kinetic-energy times the
closed density \( \rho_m \)—the open-closed form—or the the specific closed kinetic-energy times the
open density \( \rho \)—the closed-open form:

\[
\left( \frac{1}{2}u^2 \right) \rho_m = \left( \frac{1}{2}mu^2 \right) \rho
\]

These are also called the classical and quantum density forms, respectively. Other energy
quantities are similar.

The various forms of (8) can be written

\[
\begin{align*}
\frac{1}{2}u^2 + p\rho_m^{-1} + \frac{q}{m} \Phi &= E, & \text{classical or open form} \quad (12) \\
\frac{1}{2}u^2 \rho_m + p + \frac{q}{m} \Phi \rho_m &= E\rho_m, & \text{classical density form} \quad (13) \\
\frac{1}{2}mu^2 + p\rho^{-1} + q\Phi &= E_m, & \text{quantum or closed form} \quad (14) \\
\frac{1}{2}mu^2 \rho + p + q\Phi \rho &= E_m\rho, & \text{quantum density form} \quad (15)
\end{align*}
\]

where \( E_m = mE = E \). If there is no chance of confusion, the words 'open' and 'closed' in
the above definitions can be suppressed.

For each cartesian coordinate \( \alpha \in \{x, y, z\} \) we require that the wavefunction satisfy

\[
\lim_{\alpha \to \pm\infty} \phi(r) = \lim_{\alpha \to \pm\infty} \frac{\partial \phi}{\partial \alpha} = 0
\]

Hence

\[
\int_{-\infty}^{\infty} \frac{\partial^2 \rho}{\partial \alpha^2} \, d\alpha = \left. \frac{\partial \rho}{\partial \alpha} \right|_{-\infty}^{\infty} = 2 \left. \frac{\partial \phi}{\partial \alpha} \right|_{-\infty}^{\infty} = 0
\]

and therefore

\[
\int_{\mathbb{R}^3} \nabla^2 \rho \, d\mathbf{r} = 0
\]

This result combined with (11) gives

\[
\int_{\mathbb{R}^3} p \, d\mathbf{r} = 0 \quad (16)
\]
This equation implies that if \( p(r) \geq 0 \) a.e, then \( p(r) = 0 \) a.e. Hence, if \( p(r) \neq 0 \) a.e, then we cannot have \( p(r) \geq 0 \) a.e. Hence, the pressure from quantum flows differ in this regard from classical flows where the pressures are required to be thermodynamic pressures, and such pressures satisfy \( p(r) \geq 0 \).

If \( V \) is a constant function, and there are no boundary condition imposed in \( \mathbb{R}^3 \), then there is no \textit{real-valued} eigenfunction of (11). Since (11) and (2) are equivalent, (2) also has no solutions if \( V \) is constant. Consider a Q1 static flow (\( \rho \) is uniform) where \( V \) is not a constant scalar field. In that case, (3) and (4) indicate that the velocity \( u_\pm \) and pressure \( p \) are the zero vector- and scalar-field, respectively. Hence, (2) has no solutions. (Eq. (11) only has the trivial solution, which is not an eigenfunction.) Hence, there does not exists a static Q1 flow state.

The summed kinetic-energy (over all space) of the Q1 flow state represented by \( \rho \) is

\[
\int_{\mathbb{R}^3} \left( \frac{1}{2} m u_\pm^2 \right) \rho \, dr,
\]

(17)

where \( m u_\pm^2 / 2 \) is the specific, closed kinetic-energy of the Q1 flow state. Analogous meanings also hold for the summed compression-, and (electrostatic) potential-energy. Since the scalar field \( \bar{E} \) is uniform and \( \rho \) is normalized, the summed total energy satisfies

\[
\int_{\mathbb{R}^3} \bar{E} \rho \, dr = \bar{E}.
\]

(18)

Hence, the summed total energy of the Q1 flow state is equal to the specific, closed total-energy \( \bar{E} \), where \( \bar{E} \) is also the energy of the corresponding Q1 probability state that satisfies (11). (Note that the summed kinetic-energy, defined above, can also be called the total kinetic energy, but we cannot do this when speaking about \( \bar{E} \), since \( \bar{E} \) is a kind of total energy.)

Let \( S \in \mathbb{R}^3 \). The kinetic energy over the subspace \( S \) (of the state represented by \( \rho \)) is given by (17) with \( \mathbb{R}^3 \) replaced by \( S \). A similar definition is used for the other energy-related scalar fields. For example, the compression energy over the subspace \( S \) is

\[
\int_{S} \left( p \rho^{-1} \right) \rho \, dr = \int_{S} p \, dr,
\]

and (16) indicates that the summed compression energy (over all space) is zero.

The potential energy over \( S \) satisfies

\[
\int_{S} \phi^* V \phi \, dr = \int_{S} V \rho \, dr
\]
With \( S = \mathbb{R}^3 \), the above equation indicates that the expectation value of the potential energy for a Q1 probability state is equal to the summed potential energy of the corresponding Q1 flow state. Except for special cases, the kinetic energy satisfies
\[
\int_S \left( -\frac{\hbar^2}{2m} \phi \nabla^2 \phi \right) \, d\mathbf{r} \neq \int_S \left( \frac{1}{2} \rho_m u^2 \right) \, d\mathbf{r}
\]
By setting \( S = \mathbb{R}^3 \) for the integral on the left hand-side (lhs), and using (10) and (16), we find that
\[
\int_{\mathbb{R}^3} \phi \hat{T} \phi \, d\mathbf{r} = \frac{1}{2} \int_{\mathbb{R}^3} \rho_m u^2 \, d\mathbf{r}, \quad \hat{T} = -\frac{\hbar^2}{2m} \nabla^2
\]
Hence, the expectation value of the kinetic energy for a Q1 probability state is equal to the summed kinetic energy of the corresponding Q1 flow state.

C. The ground state of hydrogenic atoms.

Henceforth, a large semicolon, ending a displayed equations with a dedicated line, as in (19) below, is read “where.”

Next we examine the velocity, pressure and the energy per amount terms within (8) for the 1s state of the hydrogenic atom with atomic number \( Z \). The flow is spherical with each unit vector \( \mathbf{r} \) tangent to a streamline, where the direction of downhill and uphill flow are \( \mathbf{r} \) and \( -\mathbf{r} \), respectively. While examining the derivations it is useful to be aware that, for the Hartee atomic units, the derived velocity, pressure and energy are
\[
\frac{\hbar}{ma_0}, \quad \frac{\hbar^2}{ma_0^2}, \quad \text{and} \quad \frac{\hbar^2}{ma_0^2},
\]
respectively. Also, the Bohr radius \( a_0 \) is \( 0.5292 \times 10^{-10} \) meter to four figures.

In spherical coordinates the open density, the probability density for hydrogenic 1s states [15], is
\[
\rho(r) = \frac{Z^3}{a_0^3} \pi^{-1} e^{-2Zr/a_0}, \quad (19)
\]
\( a_0 \) is the Bohr radius and \( m \) is the electron mass. The velocity field is
\[
\mathbf{u}_\pm = \pm \frac{\hbar}{2m} \frac{\nabla \rho}{\rho} = \pm \frac{\hbar}{2m} \rho^{-1} \frac{\partial \rho}{\partial r} \mathbf{r} = \pm \frac{\hbar}{2m} \rho^{-1} (-2Z/a_0) \rho \mathbf{r}
\]
In other words,
\[
\mathbf{u}_\pm = \mp \frac{Z\hbar}{ma_0} \mathbf{r}, \quad \frac{1}{2} m u^2 = \frac{1}{2} ma_0^2 \frac{Z^2 \hbar^2}{2 m a_0^2}, \quad (20)
\]
Hence, the speed $|\mathbf{u}_\pm|$ is constant. For $Z = 1$, $|\mathbf{u}_\pm| = \hbar/ma_0$, and this constant is both the derived Hartree unit of velocity and the speed of the electron in the first Bohr orbit of hydrogen \[15\]. The second equation from \[20\], for use below, is the specific closed kinetic energy, and $u$ can be chosen to be $|\mathbf{u}_\pm|$, but there are other choices, e.g., $u = \mathbf{u}_\pm \cdot \hat{\mathbf{r}}$. (For higher accuracy, the electron mass $m$ can be replaced by the reduced mass $\mu$; $a_0$ then becomes the modified Bohr radius $a_\mu$.)

Let $\bar{z} = Z/a_0$. Next we calculate the compression-energy density $p$ and the compression energy per amount $p\rho^{-1}$, starting with the Laplacian of $\rho$:

$$\nabla^2 \rho = r^{-2} \frac{\partial}{\partial r} \left( r^2 \frac{\partial \rho}{\partial r} \right) = -2\bar{z} r^{-2} \frac{\partial}{\partial r} \left( \rho r^2 \right) = -2\bar{z} r^{-2} (-2\bar{z} r^2 \rho + 2 r \rho) = 4\bar{z}^2 \rho - 4\bar{z} r^{-1} \rho$$

The pressure $p$, defined by \[4\], is

$$p(r) = -\frac{1}{4} \frac{\hbar^2}{m} \nabla^2 \rho = \left( -\frac{\hbar^2}{m} \bar{z}^2 + \frac{\hbar^2}{a_0 m} Z r^{-1} \right) \rho(r)$$

Using $\bar{z} = Z/a_0$, this equation can also be written

$$p(r) = \left( \frac{\hbar^2}{a_0 m} Z r^{-1} - \frac{\hbar^2}{a_0 m} \frac{Z^2}{a_0} \right) \rho(r) = \frac{Z \hbar^2}{a_0 m} \left( \frac{1}{r} - \frac{Z}{a_0} \right) \rho(r)$$

Substitute \[19\] for $\rho$ gives

$$p(r) = \frac{Z^4 \hbar^2}{a_0^5 m} \left( \frac{1}{r} - \frac{Z}{a_0} \right) \pi^{-1} e^{-2Zr/a_0}$$

Finally we express the pressure in a manner so that it is clearly dependent on $r/a_0$:

$$p(r) = Z^4 \frac{\hbar^2}{ma_0^5} \left( \frac{a_0}{r} - Z \right) \pi^{-1} e^{-2r/a_0},$$

where $\hbar^2/ma_0^5$ is the derived Hartree unit of pressure. For the hydrogen atom, the pressure is zero at $r = a_0$; it is positive and negative for $r < a_0$ and $r > a_0$, respectively. The pressure is plotted for the hydrogen atom in Fig. \[1\] for a calculation with $a_0$ in the Angstrom unit and $\hbar^2/ma_0^5$ in the Pascal unit. (All the figures appear after the citations.)

The positive $\mathbf{P}_+$ and negative $\mathbf{P}_-$ pressure subspaces of $\mathbb{R}^3$ for a Q1 flow are $\mathbf{P}_+ = \{ \mathbf{r} \in \mathbb{R}^3 | p(\mathbf{r}) > 0 \}$ and $\mathbf{P}_- = \{ \mathbf{r} \in \mathbb{R}^3 | p(\mathbf{r}) < 0 \}$, respectively. The compression energy $X$ over the positive pressure subspace $\mathbf{P}_+$ is

$$X = \int_{\mathbf{P}_+} (p\rho^{-1}) \rho \, d\mathbf{r} = \int_{\mathbf{P}_+} p \, d\mathbf{r}$$

(23)
Since the summed compression energy (over all space) is zero, as pointed out in the previous subsection, and since the set \( \{ r \in \mathbb{R}^3 | p(r) = 0 \} \) does not contribute to \( X \), the compression energy over the negative pressure subspace \( \mathbf{P}_- \) is \(-X\).

For the hydrogenic 1s state, the pressure \( p \) is a function of the radial spherical-coordinate only and \( \mathbf{P}_+ = \{ r \in \mathbb{R}^3 | r < a_0 \} \). Hence
\[
X = 4\pi \int_0^{a_0} r^2 p(r) \, dr = -\frac{\hbar^2}{m} \int_0^{a_0} r^2 \nabla^2 \rho \, dr
\]
and we substituted \([4]\). Expressing the Laplacian in spherical coordinates, we discover that
\[
r^2 \nabla^2 \rho = \frac{\partial}{\partial r} \left( r^2 \frac{\partial \rho}{\partial r} \right)
\]
Substituting this equation into the one above it and then using \([19]\) we get
\[
X = -\frac{\hbar^2}{m} a_0^2 \frac{\partial (a_0)}{\partial r} = -\frac{\hbar^2}{m} a_0^2 \left( -2Z^4 \frac{\pi}{a_0^3} e^{-2Z} \right), \quad \text{i.e.,}
\[
X = 2Z^4 \frac{\hbar^2}{ma_0^2} e^{-2Z}
\]
and \( \hbar^2/(ma_0^2) \) is the derived energy unit from the Hartree atomic units. For \( Z = 1 \), \( X \approx 0.27 \) a.u.

The average value \( \bar{p}_+ \) of the pressure in \( \mathbf{P}_+ \) is
\[
\bar{p}_+ = \frac{1}{\text{Vol}(\mathbf{P}_+)} \int_{\mathbf{P}_+} p \, d\mathbf{r} = \frac{3}{4\pi} \frac{1}{a_0^3} \left( 2Z^4 \frac{\hbar^2}{ma_0^2} e^{-2Z} \right) = \frac{3}{2} e^{-2Z} \pi^{-1} Z^4 \frac{\hbar^2}{ma_0^2}
\]
where we used \([23]\), \([24]\) and \( \text{Vol}(\mathbf{P}_+) \) is the volume of \( \mathbf{P}_+ \), a ball of radius \( a_0 \). For \( Z = 1 \), we have
\[
\bar{p}_+ = \frac{3}{2} e^{-2} \pi^{-1} \frac{\hbar^2}{ma_0^2} \approx 0.065 \frac{\hbar^2}{ma_0^2},
\]
about nineteen hundred gigapascals. The average value \( \bar{p}_- \) of the pressure in \( \mathbf{P}_- \) is zero, because the volume \( \text{Vol}(\mathbf{P}_-) \) is infinite.

Returning to the Eq. \((21)\), the specific compression energy \( p\rho^{-1} \) is
\[
p\rho^{-1} = -\frac{\hbar^2}{m} \dot{z}^2 + \frac{\hbar^2}{a_0 m} Z r^{-1}.
\]
Using the definition \([15]\)
\[
\frac{\hbar^2}{a_0 m} = \frac{e^2}{4\pi \varepsilon_0},
\]
e is the proton charge, we obtain the desired form:
\[
p\rho^{-1} = -\frac{\hbar^2}{m} \dot{z}^2 + \frac{e^2}{4\pi \varepsilon_0} Z r^{-1}
\]

\((25)\)
Adding the second equation from (20) to equations (25) and (11), we get

$$\frac{1}{2} m u^2 + p \rho^{-1} + (-e) \Phi_p(r) = \frac{Z^2 \hbar^2}{2 a_0^2 m} - \frac{\hbar^2}{m} v^2 + e^2 \frac{Z}{4 \pi \varepsilon_0} Z r^{-1} - \frac{Z e^2}{4 \pi \varepsilon_0}$$

In other words,

$$\frac{1}{2} m u^2 + p \rho^{-1} + (-e) \Phi_p(r) = -\frac{1}{2} \frac{Z^2 \hbar^2}{m a_0^2}$$

Comparing this result with (8) for \( q = -e \), we obtain

$$\bar{E} = -\frac{1}{2} \frac{Z^2 \hbar^2}{ma_0^2} = -\frac{e^2}{(4\pi \varepsilon_0)a_0} \frac{Z^2}{2}$$

The second form of the energy is obtained from \( 1/(a_0 m) = e^2/(4\pi \varepsilon_0 \hbar^2) \). As expected, \( \bar{E} \) is the eigenvalue of the Schrödinger equation (1) for the 1s ground state with atomic number \( Z \) [15].

For later use we compute \( (p \rho^{-1} + (-e) \Phi) \), a constant function, using (25) and (11):

$$p \rho^{-1} + (-e) \Phi = \frac{Z^2 \hbar^2}{a_0^2 m}$$

(26)

### III. THE CONTINUITY EQUATION FOR QUANTUM SYSTEMS

The differential and integral forms of the time-dependent continuity equations are [10, 11]

$$\frac{\partial}{\partial t} \rho_m + \nabla \cdot \rho_m \mathbf{u} = 0$$

(27)

$$\int_V \frac{\partial}{\partial t} \rho_m \, dV + \int_S \rho_m \mathbf{u} \cdot \hat{n} \, dS = 0$$

(28)

where \( \frac{\partial}{\partial t} = \partial/\partial t \) and \( \nabla \cdot \rho_m \mathbf{u} \) is the mass creation-rate density. For the quantum flows under consideration, a generalizations of the differential form of the continuity equation (27) for steady flows is obtained by multiplying the velocity definition (3) by the mass density \( \rho_m \) and then taking the divergence of the result:

$$\nabla \cdot \rho_m \mathbf{u}_\pm = \pm \frac{\hbar}{2} \nabla^2 \rho$$

(29)

Hence, for this steady-flow generalization of the continuity equation (27), mass is not locally conserved. Using \( \nabla^2 \rho = \nabla \cdot \nabla \rho \) with the divergence theorem, we obtain a generalization of (28) for steady flows:

$$\int_S \rho_m \mathbf{u}_\pm \cdot \hat{n} \, dS = \pm \frac{\hbar}{2} \int_S \nabla \rho \cdot \hat{n} \, dS$$

(30)
Generalizations of both (27) and (29), and both (28) and (30) are, respectively,
\[
\partial_t \rho_m + \nabla \cdot \rho_m u_\pm = \pm \frac{\hbar}{2} \nabla^2 \rho \tag{31}
\]
\[
\int_V \partial_t \rho_m \, dV + \int_S \rho_m u_\pm \cdot \hat{n} \, dS = \pm \frac{\hbar}{2} \int_S \nabla \rho \cdot \hat{n} \, dS \tag{32}
\]
Reversing the order of (29), followed by multiplying the equations by $\pm \hbar/(2m)$, and using $\rho_m/m = \rho$, we have
\[
\frac{\hbar^2}{4m} \nabla^2 \rho = \pm \frac{\hbar}{2} \nabla \cdot (\rho u_\pm)
\]
Comparing this result with the pressure definition (4) gives
\[
p = \pm \frac{\hbar}{2} \nabla \cdot \rho u_\pm \tag{33}
\]
Hence, the pressure is proportional to the mass creation rate per volume $\nabla \cdot \rho_m u$. Note that both velocity vectors $u_\pm$ give the same pressure scalar field, but their formulas differ. The previous equation can also be written
\[
\nabla \cdot \rho_m u_\pm = \mp \frac{2m}{\hbar} p \tag{34}
\]
Hence, for a point $\mathbf{r} \in \mathbb{R}^3$ on a streamline with downhill flow $u_-$, a positive pressure ($\mathbf{r} \in P_+$) implies a positive creation rate $[\nabla \cdot \rho_m u_\pm](\mathbf{r}) > 0$; a negative pressure ($\mathbf{r} \in P_-$) implies a negative creation rate $[\nabla \cdot \rho_m u_\pm](\mathbf{r}) < 0$. The analogous “switched around” conclusion for uphill flow is easily determined by noting the following: $[\nabla \cdot \rho_+ u_+](\mathbf{r}) > 0$ if and only if $[\nabla \cdot \rho_- u_-](\mathbf{r}) < 0$ and vice versa. Using (34), the total (and positive) mass-creation rate $\dot{M}$ for a Q1 downhill flow state is
\[
\dot{M} = \int_{P_+} \nabla \cdot \rho_m u_- \, d\mathbf{r} = \frac{2m}{\hbar} \int_{P_+} p \, d\mathbf{r} = \frac{2m}{\hbar} X ;
\]
$X$ is the compression energy, defined by (23). To compute $\dot{M}$ for a hydrogenic 1s state we use (24), giving
\[
\dot{M}_{1s} = 4Z^4 \frac{\hbar}{a_0^2} e^{-2Z}
\]
The constant $\hbar/a_0^2$, which looks like a derived Hartee unit, is
\[
\frac{\hbar}{a_0^2} = 3.767 \times 10^{-14} \text{ kg s}^{-1}
\]
to four figures. Using $4e^{-2} = 0.5413$ for the hydrogen atom ground state we have
\[
\dot{M}_{1s} = 2.039 \times 10^{-14} \text{ kg s}^{-1}
\]
The total electron mass-creation rate of one mole of noninteracting hydrogen atoms is about 12 billion kilograms per second. The \textit{electronic effective refresh rate} for a one electron flow is the number of electron masses $m_e$ created per second. For the hydrogen 1s state, it is

\[
\frac{\dot{M}}{m_e} = 2.238 \times 10^{16} \text{ e}^{-} \text{ Hz},
\]

about twenty thousand trillion electron masses per second.

Suppose the Q1 model presented here can be extended to many-body systems, and that it holds for all fundamental particles of atomic nuclei with mass. Then, according to the model, all ordinary matter is being simultaneously created and destroyed by an unknown nonlocal process, with separate mass creation and annihilation zones.

Since equation (29) is determined by the velocity definition (3), the mass creation (and annihilation) rate is determined by the velocity. It might be interesting, if possible, to develop a model where time dependent mass creation rates of different particles determines the velocity and other field quantities needed to describe motion, including both translation and rotation, of all objects with mass. The universe can then be modeled as a three-dimensional visual display, analog or digital, where, in the digital model, volumetric pixels of mass are created and destroyed as time proceeds. Relativistic effects might appear as a “natural” generalization. A mass increase caused by a process of an object moving to a higher speed, may, somehow, slow the mass creation and annihilation rates, which could be a fundamental for the relative speed that time passes.

IV. \textbf{THE VARIABLE MASS EULER EQUATION FOR IRROTATION FLOWS}

In the vast majority of derivation of the Euler equation, the differential form of the momentum-balance equation is used that does not hold for systems that do not conserve mass. Since our systems under consideration have variable mass, we need a form of the Euler equation that does not use the continuity equation. It is trivial to derive variable mass momentum-balance equations, one simply uses a standard derivation \cite{10}, but refrain from utilizing the continuity equation, leading to some extra terms in the working equation. Here we derive the variable-mass Euler equation for irrotation flows.

We start with the momentum balance equation for a fluid subject to a Coulombic body-
force with force per charge \((-\nabla \Phi)\):

\[
\frac{d}{dt} \int_V \rho_m u \, dV = \int_S \sigma n \, dS + \int_V q \rho (-\nabla \Phi) \, dV \tag{35}
\]

where \(\sigma\) is the stress tensor and \(n\) is the normal unit vector to the surface \(S\), the border of the subspace \(V\). First we work on the lhs. Using the Reynolds’ transport theorem, and the definition,

\[
\int_V g \frac{d(dV)}{dt} \triangleq \int_V g \nabla \cdot u \, dV
\]

where \(g\) is an arbitrary function, we obtain

\[
\frac{d}{dt} \int_{V(t)} \rho_m u \, dV = \int_V \left( \rho_m \frac{\partial u}{\partial t} + u \frac{d \rho_m}{d t} \right) \, dV + \int_V \rho_m \frac{d(dV)}{dt}
\]

Hence

\[
\frac{d}{dt} \int_V \rho_m u \, dV = \int_V \left( \rho_m \frac{\partial u}{\partial t} + \rho_m (\text{grad} u) u + \left( \frac{\partial \rho_m}{\partial t} + \nabla \rho_m \cdot u \right) u + (\nabla \cdot u) \rho_m u \right) \, dV \tag{36}
\]

where

\[
\dot{M} = \frac{\partial \rho_m}{\partial t} + \nabla \cdot (\rho_m u) = \dot{\rho} + (\nabla \cdot u) \rho_m \tag{37}
\]

and the continuity equation for systems that conserve mass is \(\dot{M} = 0\). Note that the definition above permits the use of a product rule of differentiation on the factors of the integrand: \(\rho_m \times u \times dV\), where \(dV\) is “considered” a factor, even though the symbol is excluded in some notations for integrals.

For the surface integral of Eq. (35), we apply the divergence theorem:

\[
\int_S \sigma n \, dS = \int_V \text{div} \sigma \, dV \tag{38}
\]

Substituting Eq. (36) and (38) into (35) gives the differential momentum-balance equation with variable mass:

\[
\rho_m \frac{\partial u}{\partial t} + \rho_m (\text{grad} u) u + \dot{M} u = \text{div} \sigma + q \rho (-\nabla \Phi), \tag{39}
\]

where we removed the integrations and obtained a true statement, since the equation with the integrations holds for all subspaces \(V\).

Next we consider only inviscid flows. By definition, these satisfy \(\sigma = -p I\), where \(p\) is the pressure. Using this equality and a vector identity, the first term on the right-hand side (39) for inviscid fluids becomes

\[
\text{div} \sigma = -\text{div} (p I) = -\nabla p
\]
Next we require $u$ to be irrotational, i.e., $\nabla \times u = 0$. This permits the use of the following equality:

\[
(\text{grad } u)u = \frac{1}{2} \nabla u^2, \quad \text{if} \quad \nabla \times u = 0
\]  

(40)

Substituting the above two equations into (39) we obtained the desired equation:

\[
p_m \frac{\partial u}{\partial t} + \frac{1}{2} p_m \nabla u^2 + \left( \frac{\partial p_m}{\partial t} + \nabla \cdot (p_m u) \right) u = -\nabla p - q \rho \nabla \Phi
\]

and we also used (37). This equation can also be written can be written

\[
\frac{\partial}{\partial t} (p_m u) + \frac{1}{2} p_m \nabla u^2 + \nabla \cdot (p_m u) u + \nabla p + q \rho \nabla \Phi = 0
\]  

(41)

This equation is the variable-mass Euler equation for the special case of irrotational flow. In other words, Eq. (41) is applicable to flows that are irrotational, compressible, inviscid, and variable-mass. We also require the body force to be Coulombic, but, obviously, $q \rho \nabla \Phi$ can be replaced by $p_m F$, where $F$ is a force per mass. In the special case where the flow is steady, incompressible, and mass is conserved, the division of (41) by $\rho$, followed by integration, yields the Bernoulli equation.

V. THE RELATIONSHIP BETWEEN THE BERNOULLIAN AND THE EULER EQUATIONS FOR Q1 FLOWS.

Let $A$ and $B$ be two equations. It is said that $A$ implies $B$, if $\phi$ is a solution of $A$ implies that $\phi$ is a solution of $B$, where $\phi$ is not the zero function. If $A$ implies $B$ and $B$ implies $A$, then equations $A$ and $B$ are equivalent.

Consider the gradient of the Beroullian (8)

\[
\frac{1}{2} m \nabla u^2 + \nabla \left( \frac{p}{\rho} \right) + q \nabla \Phi = 0,
\]  

(42)

In this section we show that the time dependent generalization of this equation, given by

\[
\rho^{-1} \frac{\partial}{\partial t} (p_m u) + \frac{1}{2} p_m \nabla u^2 + \nabla \left( \frac{p}{\rho} \right) + q \nabla \Phi = 0
\]  

(43)

is equivalent to the variable-mass Euler’ (41) with the condition that the velocity and pressure are given by (3) and (4).

The gradient of the Beroullian (43) implies variable-mass Euler’ (41). Substituting the function $p$, defined by Eq. (4), into (43) and multiplying the result by $\rho$ we obtain

\[
\frac{\partial}{\partial t} (p_m u) + \frac{1}{2} p_m \nabla u^2 - \frac{1}{4} \rho \nabla \left( \frac{\nabla^2 \rho}{\rho} \right) + q \rho \nabla \Phi = 0
\]  

(44)
For later use, note that
\[ \frac{\hbar}{2m} \rho \nabla \frac{1}{\rho} = -\frac{\hbar}{2m} \rho^{-2} \nabla \rho = -\frac{\hbar}{2m} \frac{\nabla \rho}{\rho} = u_- \quad (45) \]

Next we expand out a factor from the second term from (44) and then multiply it by a constant:
\[ \rho \nabla \left( \frac{\nabla^2 \rho}{\rho} \right) = \nabla (\nabla^2 \rho) + \rho (\nabla^2 \rho) \nabla \frac{1}{\rho} \]
\[ -\frac{1}{4} \frac{\hbar^2}{m} \rho \nabla \left( \frac{\nabla^2 \rho}{\rho} \right) = \frac{1}{2} \frac{\hbar}{m} \nabla \left( -\frac{\hbar}{2} \nabla^2 \rho \right) + \left( -\frac{\hbar}{2} \nabla^2 \rho \right) \left( \frac{\hbar}{2m} \right) \nabla \frac{1}{\rho} \]

Using (43) and the continuity Eq. (29) for the \( u_- \) velocity field, we obtain
\[ -\frac{1}{4} \frac{\hbar^2}{m} \rho \nabla \left( \frac{\nabla^2 \rho}{\rho} \right) = \frac{1}{2} \frac{\hbar}{m} \nabla (\nabla \cdot \rho_m u_-) + \nabla \cdot (\rho_m u_-) u_- \]
which can be written
\[ -\frac{1}{4} \frac{\hbar^2}{m} \rho \nabla \left( \frac{\nabla^2 \rho}{\rho} \right) = \nabla \left( \frac{\hbar}{2} \nabla \cdot \rho_m u_- \right) + \nabla \cdot (\rho_m u) u \]
where \( u = u_\pm \). Using (33) we get
\[ -\frac{1}{4} \frac{\hbar^2}{m} \rho \nabla \left( \frac{\nabla^2 \rho}{\rho} \right) = \nabla p + \nabla \cdot (\rho_m u) u \]

Substituting this into (44), we obtain the Euler equation (41) for a steady flow. Hence, (43) implies (41). Also, (42) implies the steady flow form of (41).

The variable-mass Euler’ (41) implies the gradient of the Bernoullian (43). Let \( u = u_- \). Using (33) and (3) we have
\[ \nabla \cdot (\rho_m u) u = \frac{2m}{\hbar} p \left( -\frac{\hbar}{2m} \frac{\nabla \rho}{\rho} \right) = -\frac{p}{\rho} \nabla \rho \quad (46) \]

Since \( u_+ u_+ = u_- u_- \), this same result also holds for velocity \( u_+ \). Let \( u = u_\pm \). The substitution of (46) into (41) gives
\[ \frac{\partial}{\partial t} (\rho_m u) + \frac{1}{2} \rho_m \nabla u^2 - \frac{p}{\rho} \nabla \rho + \nabla p + q \rho \nabla \Phi = 0 \]

Multiplying by \( \rho \) and rearrangement gives
\[ \rho \frac{\partial}{\partial t} (\rho_m u) + \frac{1}{2} \rho_m \rho \nabla u^2 + \rho \nabla p - \rho \nabla \rho + q \rho^2 \nabla \Phi = 0 \quad (47) \]

Next we set \( v = \rho^{-1} \) and derive an identity:
\[ \rho \nabla p - p \nabla \rho = v^{-1} \nabla p - p \nabla v^{-1} = v^{-1} \nabla p + pv^{-2} \nabla v = v^{-2} (v \nabla p + p \nabla v) \]
Hence, the identity:

\[ \rho \nabla p - p \nabla \rho = \rho^2 \nabla \left( \frac{p}{\rho} \right) \]

Substituting this result into (47) and dividing by \( \rho^2 \) gives the the Bernoullian (43). Hence, (41) implies (43). Also, the steady form of (47) implies (42).

Since \( \bar{E} \) is determined by \( m, q, \rho, \) and \( \Phi \), (42) determines \( \bar{E} \) and its integral, the Bernoullian (8). Therefore, the Bernoullian (8) and its integral (42) are equivalent. Hence, the Bernoullian (8) is equivalent to the variable-mass Euler’ (41) for steady flows with the condition that the velocity and pressure are given by (3) and (4), respectively. A Q1 flow is a flow with variable mass, that is steady, irrotational, inviscid, and compressible.

A Newtonian fluid is defined by four equations: 1) continuity, 2) Navier Stokes, 3) energy and 4) an equation of state for the pressure \( p \). For Q1 flows, there is a generalized continuity equation and a fluid that satisfies the Euler equation is a special case of one that satisfies the Navier Stokes. However, there is no equation of state of the pressure, as in the pressure as a function of the density that is used for an isentropic flows an isentropic mediums. Instead, Q1 flow has the pressure as a function of the Laplacian of the density \( \rho \), where the actual form of the function \( p \) depends on the “formula” for the density \( \rho \). An energy equation has been derived for Q1 flow, but it does not provide any useful information. Henceforth, we ignore any thermodynamic properties a Q1 state may have, and see if this approach leads to any short comings. For example, we do not define an isentropic process for Q1 fluid particles.

For later use, we write (8) and (43) in a more condensed form

\[ \frac{1}{2} m u^2 + P \rho^{-1} = \bar{E}, \quad (48) \]
\[ \rho^{-1} \frac{\partial}{\partial t}(\rho_m u) + \frac{1}{2} m \nabla u^2 + \nabla (P \rho^{-1}) = 0; \quad (49) \]

where the effective pressure \( P \) is defined \( P = p + q \rho \Phi \), which for all \( r \in \mathbb{R}^3 \) such that \( \rho(r) \neq 0 \), can be written

\[ P \rho^{-1} = p \rho^{-1} + q \Phi, \quad (50) \]

and \( P \rho^{-1} \) is the specific effective compression-energy or the (total) specific potential-energy. For the hydrogen 1s flow, \( P \rho^{-1} \) can be obtained by combining (50) and (26) with \( q = -e \):

\[ P \rho^{-1} = -\frac{Z^2 \hbar^2}{ma_0^2} \quad (51) \]
Hence, the hydrogen ground-state has both a constant specific potential-energy $P\rho^{-1}$ and, from (20), a constant specific kinetic-energy $mu^2/2$.

VI. THE SPEED OF SOUND

A. Setting up the problem

In this section we derive the speed of sound for a spherical, acoustic wave-pulse propagating along a streamline $L$ of an ambient state of Q1 flow with a spherical flow geometry and a uniform fluid speed $|u|$. The restriction of the velocity field $u$ to $L$ is $u|_L = u\mathbf{\hat{z}}$, where $\mathbf{\hat{z}}$ is a unit tangent vector of the streamline in an arbitrary direction, and $u$ is the (one-dimensional) velocity of the fluid in the streamline, the streamline velocity. To reduce clutter, henceforth, we suppress $|_L$ on $u|_L$, and write $u = u\mathbf{\hat{z}}$ for the velocities on the point set $L$, called the $u$-velocity streamline.

Consider three coordinate frames. 1) The static coordinate frame. A coordinate frame such that the ambient state satisfies the variable-mass Euler equation, Eq. (41), without the time derivative. In this frame, the velocity of fluid elements on the $u$-velocity streamline is, of course, $u$. 2) The fluid velocity frame. An inertial coordinate frame that moves along the $u$-velocity streamline with velocity $u$ relative to the static frame. In this frame, the velocity of fluid elements in the $u$-velocity streamline is, of course, 0.

Let the velocity of the wave pulse in the streamline $L$ in the fluid-velocity frame be $-s|_L = -s\mathbf{\hat{z}}$. Hence, the velocity of the wave pulse in the static coordinate frame is $u\mathbf{\hat{z}} - s\mathbf{\hat{z}}$, where $|s|$ is the speed of sound, and we do not require $s \geq 0$.

3) The wave-pulse frame. A coordinate frame that moves with the wave pulse. The fluid velocity in the wave-pulse frame is $s = s\mathbf{\hat{z}}$, right in front of the wave pulse, and $s = (s + d\bar{u})\mathbf{\hat{z}}$, right behind the wave pulse. All three coordinate frames have a Cartesian coordinate axis that contains the $\mathbf{\hat{z}}$ unit vector. The difference between the velocity right behind the wave pulse, and the velocity right in front of the wave pulse, denoted $d\bar{u}$, is the same from all three frames. It not necessary to know or to determine $d\bar{u}$, because it is eliminated below by combining the momentum-balance and continuity equations.

In order to derive a solvable equation, we only consider the special case where the speed of sound $|s|$ is constant. With this additional constraint, the wave-pulse coordinate frame,
like the other two frames, is inertial. For the static frame, let the parameter \( z \) be the position along the \( u \)-velocity streamline; hence, each vector-field and scalar-field restriction to the \( u \)-velocity streamline is a function of \( z \). At time \( t \), let \( z_1 \) and \( z_2 \) be the positions right in front and right behind the wave pulse, respectively. Except for the velocity field \( u \), the values of the pertinent fields for the velocity- and wave-pulse frames are equal to, and can be obtained from, the static frame, including velocity differences between two point on the \( u \)-streamline. The later convenience, unit vector \( \hat{w} \) is defined by \( \hat{w} = -\hat{z} \).

Figure 2 gives a summary of the state of affairs for a wave pulse where the ambient state is either a Q1 flow or the corresponding classical potential-free flow. The speed of sound equations for the corresponding classical potential-free flows can be obtained from the Q1 flow equations by replacing \( d(P\rho^{-1}) \) with \( \rho^{-1}dp \) and the constant \( \hbar \) with zero. For a classical ambient state, if the restrictions of \( \rho \) and \( p \) to the streamline on the interval \((z_1, z_2)\) are strictly increasing and the ambient state is static, then the direction of the wave pulse is \( \hat{w} = -\hat{z} \).

Next we derive and combine both the continuity and momentum-balance equations for an arbitrary inertial coordinate frame with a fluid velocity \( \bar{u}_\pm = \bar{u}_\pm \hat{z} \), where final equations also holds in the special where the wave pulse is absent. The combined general equation is applied to the wave pulse frame by setting \( \bar{u}_\pm = s_\pm \), in other words, \( \bar{u}_\pm|_L = s_\pm|_L \), yielding equations containing \( s_\pm \), where \( |s_\pm| \) is the speed sound. Note the the steady flow case is covered by setting \( \bar{u}_\pm = u_\pm \) and by removing the time dependent terms.

In the derivations that follow, for a wave pulse propagating on an ambient state, we assume that the time-dependent linear-momentum balance equation (49), a generalization of (42), holds; we also assume that the time-dependent continuity equation (32), a generalization of (30), holds.

### B. The Momentum Balance equation

In order to improve efficiency, imperative sentences are used for some derivations that start and end with a large vertical line.
Use the definition $\partial_t = \partial/\partial t$. After dividing the momentum balance equation (49) by $m$, take the dot product of the resulting equation with $d\mathbf{z} = \hat{\mathbf{z}} \, dz$, and then rearrange:

$$\rho^{-1} \partial_t (\rho \mathbf{u} \cdot d\mathbf{z}) + \nabla (P \rho^{-1}) \cdot d\mathbf{z} + \frac{1}{2} (\nabla \mathbf{u}^2) \cdot d\mathbf{z} = 0$$

$$\rho^{-1} \partial_t [\rho(z) \mathbf{u}(z)] \, dz + d(P \rho^{-1}) + \bar{u}(z) \, d\bar{u} = 0 \quad (52)$$

Use

$$\frac{\partial_t [\rho(z) \bar{u}(z)]}{\rho \bar{u}(z)} = \frac{\partial_t [\bar{u}(z)]}{\bar{u}(z)} \, dz + \frac{\partial_t \rho}{\rho} \, dz$$

and solve (52) for $-d\bar{u}(z)$:

$$- d\bar{u} = \frac{d(P \rho^{-1})}{\bar{u}} + \frac{\partial_t \bar{u}}{\bar{u}} \, dz + \frac{\partial_t \rho}{\rho} \, dz, \quad (53)$$

Set $\bar{u} = \bar{u}_\pm$ and multiply the result by the factor $-\rho m \bar{u}_\pm / d\rho m$ to put it into a more convenient form:

$$\rho m \bar{u}_\pm \frac{d\bar{u}_\pm}{d\rho m} = -\rho m \frac{d(P \rho^{-1})}{d\rho m} - \rho m \partial_t \bar{u}_\pm \frac{dz}{d\rho m} - \bar{u}_\pm \partial_t \rho \frac{dz}{d\rho m} \quad | \quad (54)$$

For later use (53) is rearranged:

$$\bar{u} = - \frac{d(P \rho^{-1})}{d\bar{u}} - \frac{\partial_t \bar{u}}{d\bar{u}} \, dz - \bar{u}^{-1} \partial_t \rho \frac{dz}{d\bar{u}} \quad (55)$$

C. The continuity equation for spherical flow

An orthonormal control region or volume is a connected and closed region of space $\mathbb{R}^3$ that is bordered by a set of disjoint surfaces $\{S_i\}$, where $i \in I$ and $I$ is an index set, such that two elements of $\{S_i\}$, $S_f$ and $S_b$, have unit normal-vectors $\hat{n}$ that are anti-parallel and parallel to the streamline unit-vectors, respectively; also, the other $S_i$ remaining members of $\{S_i\}$ have normal vectors that are perpendicular to any subset of a streamline contained in $\{S_i\}$. The elements $S_f$ and $S_b$ are said to be the front- and back-doors of the orthogonal control volume. A streamline enters the control volume through the front door and exits the backdoor.

Let $f$ be a scalar field; let $\mathbf{F}$ be a vector field. A steady flow is one dimensional if and only if the restriction of the scalar fields $f$ and $\mathbf{F} \cdot \hat{\mathbf{z}}$ to a door is a constant function, where $\hat{\mathbf{z}} = \mathbf{u}/|\mathbf{u}|$ and $\mathbf{u}$ is the velocity vector field. Spherical flow is one dimensional flow.

Consider the orthonormal control volume represented in Figure 2 where, for spherical flow, each streamline is a signed ray, and all rays begin at the same starting point. Let
z = 0 be the center of the spherical flow, the starting point. The area \(A(z_1)\) of the frontdoor \(S(z_1)\) is \(az_1^2\), where \(a \leq 4\pi\). Since, later the limit \(z_2 \to z_1\) is taken, make a first-order approximation for the area \(A(z_2)\) of backdoor \(S(z_2)\):

\[
A(z_2) = A(z_1) + dA, \quad A = az_1^2, \quad dA = 2az_1 
\]

The volume \(V(z)\) of the fluid between the origin and front door \(S(z_1)\) is \((a/3)z_1^3\). Make a first-order approximation for the volume of the system between the origin and the backdoor \(S(z_2)\):

\[
V(z_2) = V(z_1) + dV, \quad V(z_1) = \frac{a}{3}z_1^3 \quad dV = az_1^2 
\]

Hence, \(dV = V(z_2) - V(z_1)\) is the approximate volume of the control volume.

Next compute the individual terms from \([32]\), which, for later convenience, is written

\[
\frac{1}{A(z)} \int_V \partial_t \rho_m \, dV + \frac{1}{A(z)} \int_S \rho_m \mathbf{u}_\pm \cdot \mathbf{n} \, dA - \frac{\alpha_{\pm}}{A(z)} \int_S \mathbf{\nabla} \rho \cdot \mathbf{n} \, dA = 0; \quad \alpha_{\pm} = \pm \frac{h}{2} 
\]

Let \(\mathbf{u} = \mathbf{u}_\pm\). For the integral from the second term on the lhs, separate it into two parts:

\[
\int_S \rho_m \mathbf{u} \cdot \mathbf{n} \, dA = \int_{S(z_2)} \rho_m \mathbf{u} \cdot \mathbf{n} \, dA + \int_{S(z_1)} \rho_m \mathbf{u} \cdot \mathbf{n} \, dA 
\]

Treat the front door term of the rhs of this equation in two steps:

\[
\int_{S(z_1)} \rho_m \mathbf{u} \cdot \mathbf{n} \, dA = [\rho_m \mathbf{u}_1](n_1) \cdot \mathbf{n} (n_1) A(z_1) = -[\rho_m \mathbf{u}_1](z_1) \cdot \mathbf{z} (z_1) A(z_1)
\]

\[
\int_{S(z_1)} \rho_m \mathbf{u} \cdot \mathbf{n} \, dA = -\rho_m (z_1) \mathbf{u} (z_1) A(z_1) 
\]

In a two-step evaluation of the backdoor term on the rhs of \([30]\), neglect the second-order terms and the product of differentials:

\[
\int_{S(z_2)} \rho_m \mathbf{u} \cdot \mathbf{n} \, dA = [\rho_m \mathbf{u}_2](n_2) \cdot \mathbf{n} (n_2) A(z_2) = [\rho_m \mathbf{u}_2](z_2) \cdot \mathbf{z} (z_2) A(z_2)
\]

\[
= (\rho_m (z_1) + d\rho_m)(\mathbf{u} (z_1) + d\mathbf{u})(A(z_1) + dA)
\]

\[
= [\rho_m (z_1) d\mathbf{u} + \mathbf{u} (z_1) d\rho_m + \rho_m (z_1) \mathbf{u} (z_1)] (A(z_1) + dA)
\]

\[
\int_{S(z_2)} \rho_m \mathbf{u} \cdot \mathbf{n} \, dA = \rho_m (z_1) A(z_1) d\mathbf{u} + \mathbf{u} (z_1) d\rho_m + \rho_m (z_1) \mathbf{u} (z_1) A(z_1) + \rho_m (z_1) \mathbf{u} (z_1) dA 
\]
Substitute (61) and (62) into (60), set \( z_1 = z \), divide by \( A(z) \), and use \( dA/A(z) = 2\,dz/z \) from (56):
\[
\frac{1}{A(z)} \int_S \rho_m \mathbf{u} \cdot \hat{n} \, dA = \rho_m(z) \, d\bar{u} + \bar{u}(z) \, d\rho_m + 2\rho_m(z)\bar{u}(z)z^{-1} \, dz
\]
(63)

For the last term on the lhs of (58), first set \( \rho(r) = 1 \) in (63):
\[
\frac{1}{A(z)} \int_S \bar{u} \cdot \hat{n} \, dA = d\bar{u} + 2\bar{u}(z)z^{-1} \, dz, \quad \rho = 1
\]

To obtain the desired result, substitute the values \( \bar{u} = \nabla \rho \), \( \bar{u} = [\nabla \rho \cdot \hat{z}](z) \), \( d\bar{u} = d(\nabla \rho \cdot \hat{z}) \)
into the previous equation and multiply the equation by \(-\alpha \pm\):
\[
-\frac{1}{A(z)} \alpha \pm \int_S \nabla \rho \cdot \hat{n} \, dA = -\alpha \pm d(\nabla \rho \cdot \hat{z}) - 2\alpha \pm [\nabla \rho \cdot \hat{z}](z)z^{-1} \, dz
\]
(64)

For the first term on the lhs of (58), treat the integral using the mean value theorem, approximating the average value \([\partial_t \rho_m](z^*)\) of the integrand over the volume \( dV \) by \([\partial_t \rho_m](z_1)\), also use (57) for \( dV \) and set \( z_1 = z \):
\[
\frac{1}{A(z_1)} \int_V \partial_t \rho_m \, dV = \partial_t \rho_m(z_1) \frac{dV}{A(z_1)} = \partial_t \rho_m(z_1) \frac{a z_1^2 \, dz}{a z_1^2} = \partial_t \rho_m(z_1) \, dz
\]
(65)

Obtain the satisfaction of (58) by adding the rhs of (63), (64), and (65), and setting the sum to zero:
\[
\rho_m(z) \, d\bar{u} + \bar{u}(z) \, d\rho_m - \alpha \pm d(\nabla \rho \cdot \hat{z}) + \beta \, dz = 0;
\]
\[
\beta(z) = 2\rho_m(z)\bar{u}(z)z^{-1} + \partial_t \rho_m(z) - 2\alpha \pm [\nabla \rho \cdot \hat{z}](z)z^{-1}
\]
(66)

Obtain the desired result by solving for \(-d\bar{u} \):
\[
-d\bar{u} = \rho_m^{-1}(z)\bar{u}(z) \, d\rho_m - \alpha \pm \rho_m^{-1}(z) d(\nabla \rho \cdot \hat{z}) + \rho_m^{-1}(z)\beta \, dz
\]

Set \( \bar{u}_\pm = \bar{u} \) and multiply it by the factor \( \rho_m \bar{u}_\pm/d\rho_m \) to put it into a more convenient form:
\[
-\rho_m \bar{u}_\pm \frac{d\bar{u}_\pm}{d\rho_m} = \bar{u}_\pm^2 - \alpha \pm \bar{u}_\pm \frac{d(\nabla \rho \cdot \hat{z})}{d\rho_m} + \beta \bar{u}_\pm \frac{dz}{d\rho_m}
\]
(67)

For uniform flow, (67) still holds with
\[
\beta = \partial_t \rho_m(z), \quad \text{uniform flow}
\]
(68)

This follows because \( dA = 0 \) for uniform flow, and since \( dA/A(z) = 2\,z^{-1} \, dz \), the terms with \( z^{-1} \) factor do not appear for uniform flow.
D. The speed of sound quadratic equation

Next eliminate \( d\bar{u} \) from (67) and (54) by adding the two equations in two steps:

\[
\begin{align*}
\ddot{u}_\pm^2 - \alpha_\pm \bar{u}_\pm \frac{d(\nabla \rho \cdot \hat{z})}{d\rho_m} + \beta \bar{u}_\pm \frac{dz}{d\rho_m} - \rho_m \frac{d(P\rho_m^{-1})}{d\rho_m} - \rho_m \partial_t \bar{u}_\pm \frac{dz}{d\rho_m} - \bar{u}_\pm \partial_t \rho_m \frac{dz}{d\rho_m} &= 0 \\
\dot{u}_\pm^2 - \alpha_\pm \frac{d(\nabla \rho \cdot \hat{z})}{d\rho_m} \bar{u}_\pm - \rho_m \frac{d(P\rho_m^{-1})}{d\rho_m} + \gamma \frac{dz}{d\rho_m} &= 0;
\end{align*}
\]

(69)

\[
\gamma = \beta \bar{u}_\pm - \rho_m \partial_t \bar{u}_\pm - \bar{u}_\pm \partial_t \rho_m
\]

(70)

Consider the equation obtained by setting \( \bar{u}_\pm = s_\pm \) in (69). This equation represents the case of a wave pulse contained in, and moving with, the control volume. The function \( \rho_m \) is an independent variable at our disposal with the constraint that \( \rho_m(z_1) \) is taken from the ambient state. Let \( \rho_m \) be the limit of a sequence \( \phi_1, \phi_2, \ldots \) of continuous functions that converge point wise such that \( \rho_m \) has a jump discontinuity at \( z_1 \) and \( \rho_m(z_2) = \lim_{z \rightarrow z_1^+} \phi(z) \).

Hence, \( \lim_{n \rightarrow \infty} d\phi_n(z_1)/dz = \infty \), giving \( \lim_{n \rightarrow \infty} dz/d\phi_n(z_1) = 0 \), and (69) becomes

\[
\frac{s_\pm^2}{2} - \left( \pm \frac{\dot{h}}{2} \right) \frac{d(\partial \rho)}{d\rho_m} s_\pm - \rho_m \frac{d(P\rho_m^{-1})}{d\rho_m} = 0,
\]

(71)

where the following notation is used for the directional derivative \( \nabla f \cdot \hat{z} \) in the direction of the unit vector \( \hat{z} \):

\[
\partial f = \nabla f \cdot \hat{z},
\]

(72)

where, in this case, \( f = \rho \). The speed of sound \( |s| \) can be obtained from the quadratic formula applied to (71). (Substituting (66) for \( \beta \) into (70), I got \( \gamma = 2\rho_m \bar{u}^2 z^{-1} - 2\alpha_\pm [\nabla \rho \cdot \hat{z}] z^{-1} \bar{u} - \rho_m \partial_t \bar{u} \), and this simplifies to \( \gamma = \partial_t \bar{u} \) for uniform flow.)

Equation (69) also holds for uniform flow with the \( \beta \) formula (66) replaced by (68), and since \( \beta \) does not appear in (71), this equation also holds for uniform flow. Furthermore, (71) probably holds for a variety of flow geometries, with a similar limit taken that removed the \( \gamma \) term from (69).

E. The hydrogenic 1s state

Since, for hydrogenic atoms in the 1s state, the specific effective-compression-energy \( P\rho^{-1} \) (51) is constant,

\[
\frac{d(P\rho_m^{-1})}{d\rho_m} = \frac{d(P\rho^{-1})}{d\rho} = 0
\]

(74)
and \((71)\) reduces to
\[
s^2_\pm - \left( \pm \frac{\hbar}{2} \right) \frac{d(\partial \rho)}{d \rho_m} s_\pm = 0
\]  
\((73)\)

A solution is \(s_\pm = 0\) for both velocity directions. This is Mach \(\infty\). Hence, if \(P \rho^{-1}\) as a function of \(\rho\) is a constant, then the fluid has Mach speed \(\infty\). Such a flow is “silent” since it cannot propagate a wave pulse. A disturbance is only carried downstream with the fluid velocity.

For the second solution, divide \((73)\) by \(s\):
\[
s_\pm = \pm \frac{\hbar d(\partial \rho)}{2 d \rho_m}
\]

To evaluate the expression use \(\rho\) from \((19)\) and notation \((72)\) with the choice \(\hat{z} = \hat{r}\), where \(\hat{r}\) is the radial spherical-coordinate:
\[
s_\pm = \pm \frac{\hbar}{2} \frac{d(\nabla \rho \cdot \hat{r})}{d \rho_m} = \pm \frac{\hbar}{2 m d \rho} (\partial_r \rho) = \pm \frac{\hbar}{2 m d \rho} \left( - \frac{2 Z a_0}{a_0} \right) = \pm \frac{Z \hbar}{m a_0} = u_\pm
\]

Interpretations of this result are given at the end of the next subsection and in \((IXB)\).

F. Another speed of sound quadratic equation.

In order to apply \((71)\), it is assumed that all the functions from this equation can be taken from the ambient medium without the wave pulse. Let \(X\) be a scalar field that can be taken from the ambient medium. For many of the derivation and calculation that follow, it is useful to be aware that, we have
\[
\frac{dX}{d \rho} = \left( \frac{\partial^2 \rho}{\partial \rho \partial r} \right) = \left( \frac{\partial (\partial \rho)}{\partial \rho} \right)
\]

and notation \((72)\) is used. Note that the brackets \(\cdots\) matter: \((\partial X)/\partial \rho\) is the ratio of directional derivatives and the \(not\) the same as the partial derivative \(\partial X/\partial \rho\).

In order to assign another meaning to \(dX/d \rho\), besides being a ratio of differentials of the variable \(r \in \mathbb{R}\), consider a subspace \(S \subset \mathbb{R}^3\) such that both \(\rho\) and \(X\) are strictly monotone. In that case, the map \(\rho \rightarrow X\) exists with domain \(W = \text{Range} (\rho|_S)\). Hence, the derivative \(dX/d \rho\) with domain \(\text{Range} (\rho|_S)\) exists, and it satisfies \((74)\). This also holds for other scalar fields besides \(\rho\), in particular the streamline velocity \(u_\pm\).

In the special case of \(X = \partial \rho\), from \((74)\), we obtain
\[
\frac{d(\partial \rho)}{d \rho} = \left( \frac{\partial^2 \rho}{\partial \rho} \right) = \left( \frac{\partial (\partial \rho)}{\partial \rho} \right)
\]

\((75)\)
where the last statement defines \((\partial^2 \rho)\). Examples of the use of this notation is obtained from speed of sound equation (71) and the definition (3) of \(u_\pm\):

\[
s_\pm^2 - \left( \pm \frac{\hbar}{2} \right) \frac{(\partial^2 \rho)}{\partial \rho_m} s_\pm - \rho_m \frac{d(P\rho_m^{-1})}{d\rho_m} = 0 \tag{76}
\]

\[
u_\pm = u_\pm \cdot \hat{z} = \pm \frac{\hbar}{2m} \rho^{-1} \nabla \rho \cdot \hat{z} = \pm \frac{\hbar}{2m} \rho^{-1} \partial \rho \tag{77}
\]

For use below, we obtain an equality by taking the open-density derivative of this equation where \(u = u_+\):

\[
\frac{du}{d\rho} = \frac{\hbar}{2m} d\rho^{-1} \partial \rho = \frac{\hbar}{2m} \frac{d(\rho^{-1})}{d\rho} \partial \rho + \frac{\hbar}{2m} \rho^{-1} \frac{d(\partial \rho)}{d\rho} = -\left( \frac{\hbar}{2m} \rho^{-1} \partial \rho \right) \rho^{-1} + \rho^{-1} \frac{\hbar}{2m} \frac{d(\partial \rho)}{d\rho}
\]

The use of (77) and (75) gives the result

\[
\frac{du}{d\rho} = -u \rho^{-1} + \rho^{-1} \frac{\hbar}{2m} \frac{(\partial^2 \rho)}{\partial \rho_m}, \quad u = u_+ \tag{78}
\]

In order to find another speed of sound equation, we derive a relationship between the two density derivatives in (76). Solving (48) for \(P\rho^{-1}\), followed by taking the density derivative and the use of (78), with \(u = u_+\), gives

\[
\frac{d(\rho^{-1})}{d\rho} = \frac{1}{2m} \rho \frac{d}{d\rho} u^2 m \rho^{-1} - (\rho m \rho^{-1})^{\frac{1}{2}} \partial \rho \frac{d(\partial \rho)}{d\rho}
\]

Hence,

\[
\frac{d(P\rho^{-1})}{d\rho} = u_+^2 m - \frac{\hbar}{2m} \frac{(\partial^2 \rho)}{\partial \rho_m}
\]

Substituting \(u_+ = -u_-\) gives another equation. The combination of the two equations can be written

\[
-\rho_m \frac{d(P\rho_m^{-1})}{d\rho_m} = \left( \pm \frac{\hbar}{2} \right) \frac{(\partial^2 \rho)}{\partial \rho_m} u_+ - u_+^2 \tag{79}
\]

For later use, it can also be written

\[
\pm \frac{\hbar}{2} \frac{(\partial^2 \rho)}{\partial \rho_m} = -u_+^{-1} \rho \frac{d(P\rho^{-1})}{d\rho_m} + u_+ \tag{80}
\]

Substituting (79) into (76) we obtain the desired equality:

\[
s_\pm^2 - \left( \pm \frac{\hbar}{2} \right) \frac{(\partial^2 \rho)}{\partial \rho_m} s_\pm + \left( \pm \frac{\hbar}{2} \right) \frac{(\partial^2 \rho)}{\partial \rho_m} u_+ - u_+^2 = 0 \tag{81}
\]

For later use, we write down the quadratic formula for this equation:

\[
2s_\pm = -b_\pm \pm \sqrt{b_\pm^2 - 4C}; \tag{82}
\]

\[
b_\pm = -\left( \pm \frac{\hbar}{2} \right) \frac{(\partial^2 \rho)}{\partial \rho_m}, \quad C = -b_\pm u_+ - u_+^2 \tag{83}
\]
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By inspection, it is immediate obvious that one solution of (81) is \( s = u \pm \).

For the case of a corresponding classical potential-free flow, (52) and (32) hold with \( d(P\rho^{-1}) \) replaced by \( \rho^{-1}dp \) and \( h \) replaced by zero, giving, from (76), the well known result that was derived for a static ambient state with one-dimensional flow \([11, 13]\):
\[
s = \pm \sqrt{\frac{dp}{d\rho_{m}}} \tag{84}
\]
Hence, (76) is a generalization of (84). However, (81) does not have a classical corresponding equation with gravity neglected, because it is derived from (76) using the velocity definition (3), implying variable mass. Hence, for a wave pulse, \( s = u \) is not necessarily a solution of (84). In the special case where \( s = u \) is a solution of (84), the other solution must be \( s = -u \), and this is Mach 1. These two solutions \( s = \pm u \) also satisfy (84) in the so-called classical limit, where \( h \) is replaced by zero, and for a static fluid this gives \( s = 0 \).

One possible interpretation for a Q1 flow with the solution \( s = u \pm \) from (81) is that this is the case where there is no wave pulse, and this state can obtained by setting \( \bar{u} = u \) in (69) in the derivation. This possibility and a Mach 1 possibility, is discussed in Section (IX B).

G. The other solution of the quadratic formula for the speed of sound

As shown above, \( s = u \pm \) is one of the solutions of the quadratic equation (81), and possible interpretations of this solution is discussed in subsection VI E. For the quadratic formula (82), let the solution set be \( \{u, s\} \), and let \( u \pm \) satisfy the quadratic formula with the positive sign \( + \) in front of the square root. Add the two solutions of the quadratic formula:
\[
2u = -b + \sqrt{b^2 + 4C} \tag{85}
\]
\[
+ 2s = -b - \sqrt{b^2 + 4C} \tag{86}
\]
\[
s = -b - u \tag{87}
\]
By inspection, this result also covers the case where \( u \pm \) satisfies the quadratic formula with the negative sign \( - \) in front of the square root. Substituting (83) into the previous equation gives the desired result:
\[
s = \pm \frac{h}{2} (\partial^2 \rho) \rho_m - u \tag{88}
\]
Also, using \(-u_+ = u_-\) we discover that
\[
-s_+ = -\left(\frac{\hbar}{2} \frac{\partial^2 \rho}{\partial \rho_m} + u_+\right) = s_-
\]
Substituting (80) into (88) gives us another formula for the speed of sound |s|:
\[
s_\pm = -u_\pm^{-1} \rho \frac{d(P \rho^{-1})}{d \rho_m} |\quad (89)
\]
Recall that the fluid velocity on the \(L\) streamline relative in the static frame is \(u_\pm \hat{z}\); recall that the velocity of the wave pulse in the fluid velocity frame is \(-s_\pm \hat{z}\). In other words, the one-dimensional velocity of the wave pulse on the \(L\) streamline is \(-s_\pm \hat{z}\) relative to the velocity of the fluid on the \(L\) streamline. With this in mind, and utilizing (89), let the signed Mach speed \(M_s\), a generalization of the the Mach speed \(M_a\), be defined by
\[
M_s = \frac{u_\pm}{-s_\pm} = u^2 \left(\rho \frac{d(P \rho^{-1})}{d \rho_m}\right)^{-1},
\]
and note that \(M_s\) is nonnegative, if and only of \(d(P \rho^{-1})/d \rho_m\) is nonnegative. This formula on the rhs does not hold for the flow with the solution \((s_\pm = u_\pm)\) of the quadratic equation (81). However, if we set \(M_s = u_\pm/(-s_\pm)\) for this case, then \(M_s = -1\). Also, if \(M_s \geq 0\), we then set \(M_s = M_a\).

According to Equation (89) for a specified direction of a velocity fluid \(u_\pm\), the direction of the wave pulse in the velocity frame is determined by the sign of \(d(P \rho^{-1})/d \rho_m\), This issue is discussed in Section (IX C).

Let \(f\) be a scalar field. Consider uniform flow with the velocity vector direction along the \(\hat{z}\) axis. The Laplacian \(\nabla^2 f\) and second directional derivative \((\partial^2 f)\) of \(f\) are then equal. For example, \(f = \rho\) gives
\[
(\partial^2 \rho) = \nabla(\nabla \rho \cdot \hat{z}) \cdot \hat{z} = \partial^2 \rho / \partial z^2 = \nabla^2 \rho \quad (91)
\]
If \(p(z) = 0\), then (4) and the above equality gives \([\partial^2 \rho](z) = 0\). Combining this result with (88) and (90) gives the following: Uniform flow and \(p(z) = 0\) implies \(M_s = M_a = 1\).

**VII. EFFECT OF VARIATION IN FLOW CROSS-SECTIONAL AREA**

The following equation is applicable on a streamline of the corresponding classical, one-dimensional potential-free flows \([11]\):
\[
\frac{du}{u} = -\frac{dA}{A} \left(\frac{1}{1 - M_a^2}\right), \quad (92)
\]
A is the variable cross sectional area. This equation indicates that an area increase along the streamline results in a decrease in fluid speed, for subsonic flow \((\text{Ma} < 1)\), and an increase in fluid speed, for supersonic flow \((\text{Ma} > 1)\). A rearrangement of this equation for \(du \neq 0\),

\[
\frac{dA}{du} = -\frac{A}{u} (1 - \text{Ma}^2),
\]

(93)

indicates that Mach 1 is an extremum for the cross sectional area \(A\) in any region on the streamline where \(A\) is a function of the the velocity \(u\). Both Eqs. (92) and (93) are important for characterizing duct flow [11]. For example, if a duct is sufficiently long, a converging-diverging duct will obtain sonic speed \((\text{Ma} = 1)\) at the minimum cross sectional area, called the throat, for either subsonic or supersonic flow.

The above two equations are, of course, applicable for spherical flow.

In this section we derive equations that are analogous to (92) and (93) for Q1 flows: We follow the procedure explained by Munson, Young, and Okiishi [11] in their derivation of (92) and (93), deviating as little as possible, but using, of course, the analogous equations for Q1 flows. At key points of the derivation, the derived equations for Q1 flow are compared to the corresponding classical, one-dimensional potential-free flow equations.

Let \(u_2^2 = u_1^2\). Let the restriction of the velocity field \(u\) to the streamline \(L\) be \(u\hat{z}\), where \(\hat{z}\) is the unit tangent vector of the streamline in the direction of the velocity field. Taking the dot product of the momentum balance equation (49) with \(d\hat{z} = \hat{z} \, dz\), for steady flow, yields \(mu_\pm \, du_\pm + d(P\rho^{-1}) = 0\), or \(u_\pm \, du_\pm + d(P\rho^{-1}) = 0\), which, for \(u \neq 0\), can be written

\[
\frac{d(P\rho^{-1})}{u^2} = -\frac{du_\pm}{u_\pm}, \quad \text{quantum 1 flow}
\]

(94)

and the second one is the corresponding equation for a potential-free classical flow: A special case of the Q1 with \(d(P\rho^{-1}) = \rho^{-1}dp\). The continuity equation (32) for an othonormal control region with doors \(S_f\) and \(S_b\) is

\[
\int_{S_b+S_f} (\rho_\mu \hat{u}_\pm \cdot \hat{n} - \alpha_\pm \nabla \rho \cdot \hat{n}) \, dA = 0;
\]

\(\alpha_\pm\) is defined by (59). Since \(\hat{n}(r_1) = -\hat{z}(r_1)\) and \(\hat{n}(r_2) = \hat{z}(r_2)\), for \(r_1 \in S_f\) and \(r_2 \in S_b\), we have

\[
\int_{S_b} (\rho_\mu u_\pm - \alpha_\pm \partial \rho) \, dA - \int_{S_f} (\rho_\mu u_\pm - \alpha_\pm \partial \rho) \, dA = 0;
\]
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\( \partial \rho \) is the directional derivative in the direction of \( \hat{z} \). We require the flow to be one-dimensional, implying that

\[
[\rho_m u_\pm](r) = [\rho_m u_\pm](r'), \quad \partial \rho(r) = \partial \rho(r'); \quad r, r' \in S_i,
\]

and these equations are satisfied in two separate cases: \( i = f, b \), giving

\[
[\rho_m u_\pm A](r_2) - [\alpha_\pm \partial \rho A](r_2) - \{ [\rho_m u_\pm A](r_1) - [\alpha_\pm \partial \rho A](r_1) \} = 0
\]

Since we are interested in the limit of \( r_2 \rightarrow r_1 \), we approximate this equation to first order

\[
d[\rho_m u_\pm A - \alpha_\pm \partial \rho A] = 0
\]

Expand this equation out. Divide by \( \rho_m u_\pm A \). Rearrange.

\[
\frac{du_\pm}{u_\pm} + \frac{dA}{A} + \frac{d\rho_m}{\rho_m} = \alpha_\pm \frac{d(A \partial \rho)}{\rho_m Au_\pm}
\]

\[
-\frac{du_\pm}{u_\pm} - \frac{d\rho_m}{\rho_m} = \frac{dA}{A} + \alpha_\pm \frac{d(A \partial \rho)}{\rho_m Au_\pm}, \quad \text{Q1 flow} \quad (95)
\]

\[
-\frac{du}{u} - \frac{d\rho_m}{\rho_m} = \frac{dA}{A}, \quad \text{classical flow},
\]

The second one, again, is for the corresponding classical flow: A special case with \( \alpha_\pm = 0 \).

Add equations (94) and (95), and then continue with some algebraic manipulations so that the signed Mach Ms (90) can be substituted:

\[
\frac{d(P \rho_m^{-1})}{u^2} \left( 1 - \frac{u^2}{d(P \rho_m^{-1})/d\rho} \right) = \frac{dA}{A} + \alpha_\pm \frac{d(A \partial \rho)}{\rho_m Au_\pm}
\]

Make the substitution

\[
\frac{d(P \rho_m^{-1})}{u^2} (1 - \text{Ms}) = \frac{dA}{A} + \alpha_\pm \frac{d(A \partial \rho)}{\rho_m Au_\pm} \quad (96)
\]

\[
\frac{\rho_m^{-1} d\rho}{u^2} (1 - \text{Ma}^2) = \frac{dA}{A}, \quad \text{classical flow},
\]

The second one, again, is for the corresponding classical flow. The significant difference between the two arises from the difference in the formulas for Ma and Ms.
Substitute (94) into (95):

\[
\frac{du_\pm}{u_\pm} = \left( -\frac{dA}{A} + \alpha_\pm \frac{d(A\partial \rho)}{\rho_m Au_\pm} \right) \frac{1}{(1 - Ms)}
\]  

(97)

The corresponding classical flow equation is (92), and (92) implies (93).

It is our objective to obtain equations that are analogous to (92) and (93) for Q1 flows. In order to accomplish this objective, below we expand out and then simplify the two terms involving the cross sectional area in (97). However, before we do that, we first we obtain a useful equality by taking the dot product of \( dz = \hat{z} dz \) with the velocity equation (3) in the form \( u_\pm \rho_m = \pm \alpha \nabla \rho \), giving, for the streamline, the momentum per volume equation:

\[
\rho_m u_\pm = \alpha_\pm \partial \rho, 
\]

(98)

and \( u_\pm \rho_m \) is also called the ‘streamline momentum-density.’ Substitute this equality into the expansion of the factor from (97) involving the cross sectional area, we obtain

\[
-\frac{dA}{A} + \alpha_\pm \frac{d(A\partial \rho)}{\rho_m Au_\pm} = -\frac{dA}{A} + \alpha_\pm \frac{\partial \rho}{\rho_m u_\pm} \frac{dA}{A} + \alpha_\pm \frac{d(\partial \rho)}{\rho_m u_\pm} = \alpha_\pm \frac{d(\partial \rho)}{\rho_m u_\pm}
\]

Hence, the area terms cancel in (97), giving

\[
\frac{du_\pm}{u_\pm} = \alpha_\pm \frac{d(\partial \rho)}{\rho_m u_\pm} \frac{1}{(1 - Ms)}
\]

(99)

Hence, for the Q1 flows, we do not obtain the same type of relationship involving the cross sectional area, briefly mentioned in the introduction to this section, and described in detail elsewhere [11]. Instead, next we obtain a different relationship involving the streamline momentum-density \( \rho_m u_\pm \).

Substituting (98) into (99), we get

\[
\frac{du_\pm}{u_\pm} = \frac{d(\rho_m u_\pm)}{\rho_m u_\pm} \frac{1}{(1 - Ms)}
\]

(100)

If \( du_\pm \neq 0 \), this equation can also be written

\[
\frac{d(\rho_m u_\pm)}{du_\pm} = \rho_m (1 - Ms)
\]

(101)

Hence, the extremums of the momentum density \( \rho_m u_\pm \) on a streamline occur at points \( r \in L \) of space where \( \rho(r) \neq 0 \) and \( Ms(r) = 1 \). Also, since \( Ms \geq 0 \) implies \( Ma = Ms \), \( Ms(r) = 1 \) implies Mach 1.
Consider a point \( r' \in \mathbb{R} \) such that \( \rho(r') = 0 \). In that case, for the flows considered in the next section, we find that the limit \( u_\pm \to 0 \) as \( r \to r' \) does not exist and that \( |u_\pm| \to \infty \) as \( r \to r' \). Hence, the derivative \( d(\rho_m u_\pm)/du_\pm \) does not exist at points where \( \rho(r') = 0 \). Hence, extremums of the momentum density \( \rho_m u_\pm \) do not necessarily occur at such points.

**Definition.** A connected surface such that the momentum density is minimum and maximum on the streamlines are called nodes and antinodes, respectively. With the assumption mentioned above, the nodes and antinodes are defined by \( \rho(r) = 0 \) and \( \text{Ma}(r) = 1 \), respectively.

In the special case where \( u_\pm \neq 0 \) and \( u_\pm \) is constant, \((100)\) reduces to

\[
\frac{d\rho_m}{\rho_m} \cdot \frac{1}{(1 - \text{Ms})} = 0
\]

Hence, if \( d\rho_m \neq 0 \), \( \text{Ma} = \infty \), implying that \( |s_\pm| = 0 \). One example of this type of silent flow is presented in Sec. VI E for the hydrogenic 1s states.

(Next we show that \( u_\pm \neq 0 \) implies \( d\rho_m \neq 0 \), so the the statement '\( d\rho_m \neq 0 \)' above is an unnecessary condition. Let the restriction of \( \rho_m \) to the streamline \( L \) be a function of the streamline coordinate \( z \). With this requirement, \( d\rho_m = \partial \rho_m(z; dz) \), and \( d\rho_m = \partial \rho_m dz \). The requirement \( u_\pm \neq 0 \) and \((98)\) implies that \( \partial \rho_m \neq 0 \); \( \partial \rho_m \neq 0 \) and \( d\rho_m = \partial \rho_m dz \) implies that \( d\rho_m \neq 0 \).)

**VIII. APPLICATIONS**

The formula for the speed of sound for classical compressible flows \((84)\), \( s = \pm \sqrt{dp/d\rho_m} \), is derived with the restriction that the one-dimensional velocity \( u_\pm \) and wave pulse \( s_\pm \) are constant along the streamline (and the flow is either spherical or uniform). However, this same formula is, apparently, also very successful in describing compressible flows without these restrictions \([11, 17]\). With this in mind, it is assumed that \((88)\), and other derived speed of sound formulas, including \((89)\), hold, or are useful approximations, for Q1 flows.

In this section a set of Q1 flows are examined using the formulas derived in the previous sections for many physical properties, including the speed of sound. Flow that are neither uniform nor spherical are not considered, but I suspect that \((88)\) could be derived with a variety of flow geometry with the restriction of constant \( u_\pm \) and \( s_\pm \). (The speed of sound equations derived actually also hold if the sum \( u_\pm + s_\pm \) is constant, but \( u_\pm \) and \( s_\pm \) are not
constant, since the wave pulse frame is still inertial.)

All the calculations in this section use atomic units.

A. A fluid (or particle) in a one-dimensional box and ordinary Q1 flow

For a particle, or fluid, in a one-dimensional box of length \( \ell \), let \( \ell \) be the Bohr radius \( a_0 \). In one-dimensional cases, the directional derivatives reduce to ordinary derivatives, but the general notation is still used below, with the definition \( \partial \rho = d\rho/dr \), and \( r \in \mathbb{R} \) is the position variable for this subsection.

Start with the well known open density \( \rho \) with domain \([0, \ell]\) and quantum number \( (n = 1, 2, \cdots) \) for the Q1 probability states and compute the uphill flow velocity-component using (77), i.e., \( u_\pm = \pm \partial \rho / (2\rho) \), and the momentum density \( \rho u_\pm \):

\[
\rho(r) = 2 \sin^2(n\pi r) \\
\partial \rho(r) = 4n\pi \sin(n\pi r) \cos(n\pi r) \\
u_\pm(r) = \pm n\pi \cot(n\pi r) \\
\rho u_\pm(r) = \pm 2n\pi \sin(n\pi r) \cos(n\pi r)
\]

Compute the first term on the rhs of the wave pulse formula \(-s_+ \) given by \(-s_+ = -(1/2)\partial^2 \rho / \partial \rho \) + \( u_+ \):

\[
\partial^2 \rho(r) = 4n^2\pi^2[\cos^2(n\pi r) - \sin^2(n\pi r)] \\
\frac{1}{2} \frac{\partial^2 \rho}{\partial \rho m}(r) = \frac{1}{2} n\pi \left( \frac{\cos(n\pi r)}{\sin(n\pi r)} - \frac{\sin(n\pi r)}{\cos(n\pi r)} \right) \\
-\frac{1}{2} \frac{\partial^2 \rho}{\partial \rho m}(r) = -\frac{1}{2} n\pi \cot(n\pi r) + \frac{1}{2} n\pi \tan(n\pi r)
\]

Note \( s_+ \) : Obtain the wave pulse component \(-s_+ \) by adding \( (106) \) and \( (103) \):

\[
-s_+(r) = \frac{1}{2} n\pi [\cot(n\pi r) + \tan(n\pi r)]
\]

Calculate the signed Mach speed \( \text{Ms} \) by first obtaining its reciprocal:

\[
(90) : (\text{Ms})^{-1}(r) = -[s_+ u_+^{-1}](r) = \frac{1}{2} [1 + \tan^2(n\pi r)] = \frac{1}{2} \sec^2(n\pi r)
\]

\[
\text{Ms}(r) = 2 \cos^2(n\pi r)
\]
Hence, the signed Ms is nonnegative, giving \( Ma = Ms \), and the minimum and maximum values of Ms are 0 and 2 for all flow states, respectively. Also, \( Ms(r) = 1 \) at \( nr \in \{1/4, 3/4\} \), and this agrees with the extremum of momentum density, as predicted by Eq. (101), that occurs at points \( r \in [0,1] \) such that \( \partial[\rho u_+](r) = 0 \), where, from (104), the derivative is

\[
\partial[\rho u_+](r) = 2n\pi[\cos^2(n\pi r) - \sin^2(n\pi r)]
\]

Substitute \( \cos^2(n\pi r) = 1 - \sin^2(n\pi r) \) into (105) and use (4), i.e., \( p = -\partial^2 \rho/4 \), to calculate the pressure:

\[
p(r) = -n^2\pi^2[1 - 2\sin^2(n\pi r)]
\]

(109)

Use \( \rho^{-1}(r) = \csc^2(n\pi r)/2 \) and \( \csc^2 x = 1 + \cot^2 x \) to calculate the specific compression energy \( pp^{-1} \):

\[
[pp^{-1}](r) = -\frac{1}{2}n^2\pi^2[csc^2(n\pi r) - 2]
\]

(103)

\[
[pp^{-1}](r) = -\frac{1}{2}n^2\pi^2 \cot^2(n\pi r) + \frac{1}{2}n^2\pi^2
\]

(110)

Calculate the specific kinetic-energy \( mu_+^2/2 \) using (103) and the well known total energy \( \bar{E}_n \) using the formula for the specific total-energy (18), given by \( \bar{E}_n = mu_+^2/2 + pp^{-1} \):

\[
\frac{1}{2}[mu_+^2](r) = \frac{1}{2}n^2\pi^2 \cot^2(n\pi r)
\]

(111)

\[
\bar{E}_n = \frac{1}{2}n^2\pi^2
\]

(112)

Recall from subsection VI C, after Eq. (91), that it was proven that \( p(r) = 0 \) implies \( Ms(r) = Ma(r) = 1 \) for uniform flow. Equations. (108) and (109) give \( p(r) = 0 \) and \( Ma(r) = 1 \) for \( r \in \{1/4, 3/4\} \), if \( n = 1 \), and \( r \in \{1/8, 3/8, 5/8, 7/8\} = \{.125,.375,.625,.875\} \), if \( n = 2 \). These Mach 1 points are represented by vertical lines in the following plots.

Figure 3 presents a plot of the specific- compression \( pp^{-1} \) and the total \( \bar{E}_1 \) -energies with the density \( \rho \) (or the momentum-density potential \( \rho/2 \)) and the downhill velocity \( u_- \) of the ground-state flow in a one-dimensional box of length \( a_0 \) in atomic units. The specific kinetic \( mu_+^2/2 \) energy can be approximated from the figure by noting that \( mu_+^2/2 = \bar{E}_1 - pp^{-1} \). The point \( r = 0.5 \) is an unstable equilibrium point. The maximum density is also at \( r = 0.5 \) where the velocity is zero. For \( r > 0.5 \), and downhill flow, the fluid particles are moving and accelerating to the right, in other words, they move downhill with respect to the “density
hill,” so to speak; for \( r < 0.5 \) they move and accelerate to the left. In the limit of a fluid particle reaching a node, i.e., \( r \to 0 \) or \( r \to 1 \), the particle will have infinity speed and zero mass. From (34), given by \( \partial(\rho_m u_{\pm}) = \mp 2p \) for one-dimension and atomic units, it follows that for downhill flow, the streamline segments \((0.25, 0.75)\), where the pressure is positive, is the creation zone, or the source, and \((0, 0.25)\) and \((0.75, 1)\), where the pressure is negative, are the annihilation zones, or the sink.

Figure 4 presents a plot of the same variables for the first excited state for \( r \in [0, 0.5] \). The same general behavior as the ground state is observed, but with an unstable equilibrium point of 0.25 and nodes at 0 and 0.5. For downhill flow, the source is \((0.125, 0.375)\) and the sinks are \((0, 0.125)\) and \((0.375, 0.5)\). The plot from \( r \in [0.5, 1] \) can be obtained from Figure 4 using the periodic property \( f(x+0.5) = f(x) \) for \( x \leq 0.5 \). Hence, the other unstable equilibrium point is 0.75 and the nodes are 0, 0.5 and 1.

Let \( \bar{p}_n = p/(n\pi) \). Relate the momentum density \( u_\rho \) and the pressure by using (2 sin \( x \cos x = \sin 2x \)) in (104) and (1 - 2 \sin^2 x = \cos 2x) in (109):

\[
[\rho u_{\pm}]_n(r) = -2n\pi \sin(n\pi r) \cos(n\pi r) = -n\pi \sin(2n\pi r) \tag{113}
\]

\[
\bar{p}_n(r) = -n\pi [1 - 2 \sin^2(n\pi r)] = -n\pi \cos(2n\pi r) \tag{114}
\]

Hence

\[
\bar{p}_n \left( r - \frac{1}{4n} \right) = -n\pi \cos(2n\pi r - \pi/2) = -n\pi \sin(2n\pi r) = [u_{\rho}]_n(r) \tag{115}
\]

**Definition.** An equation of state for a Q1 flow, when it exists, for the pressure \( p \) and the effective pressure \( P \), are equations that define the maps \( \rho(r) \to p(r) \) and \( \rho(r) \to P(r) \), respectively, where the maps hold for \( \text{Range}(\rho) \).

Note that the above definition gives a stronger condition for an equation of state to exist than one where the pressure \( p \) is determined by \( \rho \) and a given nonempty set of its partial derivative, or the pressure is a functional of the density \( \rho \). Also, the definition is similar to how a thermodynamic equations of state from static fluids are used for substances undergoing laminar flow, or when a homogeneous substances becomes only a continuous one with independent variables represented by scalar fields [19].

By the definition above, (51), which can be written

\[
P(n) = -\frac{Z^2 \hbar^2}{ma_0^2} \eta, \quad \eta \in \text{Range}(\rho)
\]
is an effective pressure equation of state for the ground-states of hydrogenic atoms, and $P$ is a linear function of $\rho(r) \in \text{Range}(\rho)$. Combining (109) with $\rho = 2\sin^2(n\pi r)$ gives the pressure equation of state for all flow states in a one-dimensional box:

$$p(\eta) = -n^2\pi^2(1 - \eta),$$

and $p$ is an affine function of $\eta = \rho(r)$.

A function $f : \mathbb{R} \to \mathbb{R}$ is said to be symmetric with respect to the point $c \in \mathbb{R}$ within $l \in \mathbb{R}$ if $f(c + \delta) = f(c - \delta)$ for $\delta \in [0, l]$, and antisymmetric if $f(c + \delta) = -f(c - \delta)$. For the $n = 1$ flow state, the “± functions” $u_\pm, \rho u_\pm,$ and $s_\pm$ are antisymmetric with respect to the (maximum $\rho$) point $1/2$ within $1/2$, and $Ms$ and $\rho$ are symmetric under the same conditions. For the $n = 2$ flow state, the “± functions” are antisymmetric with respect to the (maximum $\rho$) points $1/4$ and $3/4$, within $1/4$ for both points, and $Ms$ and $\rho$ are symmetric under the same conditions.

Figure 5 presents a plot of the Mach speed and the pressure $p$ with the density $\rho$ and the downhill momentum density $\rho u_-$ of the ground-state flow. In atomic units, $\rho(r) + M_a = 2$, so a point $r$ where $\rho(r) > 1$, $M_a(r) < 1$, and vice versa; hence, when $\rho(r) > M_a(r)$ the flow is subsonic, and when $\rho(r) < M_a(r)$ the flow is supersonic. (Note if $\rho(r)$ is dimensioned, e.g., per cubic meter, it cannot be added to the dimensionless $M_a$.) Also, when $p > 0$ the flow is subsonic, and when $p < 0$ the flow is supersonic, and this is consistent with the result from the end of subsection VI G, where it is demonstrated that $p(r) = 0$ implies $Ms(r) = M_a(r) = 1$ for uniform flow. Furthermore, from (115) for $n = 1$ we have $p(r - 1/4)/\pi = u_- \rho(r)$.

As mentioned above, for the ground state, $Ms \geq 0$, giving $Ms = M_a$, and Mach 1 occurs at the points $r = 1/4$ and $3/4$, where $\rho u_-$ is either a maximum or minimum. The points $r = 1/4$ and $3/4$ divide the flow into subsonic and supersonic regions; they are analogous to choke points for the corresponding classical potential-free flows with variable cross section [11, 17].

Fig. 6 presents a plot of the downhill wave pulse $-s_-$ and velocity $u_-$ with, again, the density $\rho$ and the downhill momentum density $\rho u_-$ of the ground-state for the rhs region, $r \in [1/2, 1]$. As expected, at the Mach 1 point $r = 0.75, -s_-= u_-$, where $\rho u_-$ is maximized. The behavior of the functions for $r \in [0, 1/2]$ are obtained from the plots given by noting that the ± functions are antisymmetrical with respect to the maximum $\rho$ point of $1/2$ within $1/2$, and $p$ is symmetric. Therefore, at the Mach 1 point $r = 1/4,$ $\rho u_-$ is minimized.
So that different flows can be compared with ease, and flows can be characterized, a reference flow, called ordinary Q1 flow, is defined below. The properties defining ordinary Q1 flow are the ones viewed to be important that are exhibited repeatedly in the applications; they might hold for all Q1 flows. These properties are considered to be fluid (no pun intended), so they can be modified without hesitation.

Definitions. A node \( r_{\text{node}} \in \mathbb{R}^3 \) is a point on the streamline such that \( \rho(r_{\text{node}}) = 0 \). An antinode \( r_{\text{antinode}} \in \mathbb{R}^3 \) is a point on the streamline such that \( \nabla \rho(r_{\text{antinode}}) \cdot \hat{z} = 0 \). Let \( r_\infty \notin \mathbb{R}^3 \) be a point at infinity and let \( r_{\text{nuc}} \in \mathbb{R}^3 \) be the location of point charge, as in the nucleus of an atom, where the nucleus is treated as a point charge.

A (matter) closed flow segment \( S \) of a streamline \( L(\hat{z}) \) is a subset of \( L \) such that no matter can enter or leave \( S \) by convection. A primitive flow segment is a (matter) closed flow subset of a continuous streamline \( L(\hat{z}) \) that has the following properties: 1) The restriction \( \rho|_S \) is continuously differentiable, i.e., \( \nabla \rho(\mathbf{r}) \cdot \hat{z} \) exist and is continuous for all \( \mathbf{r} \in S \). 2) The flow segment \( S \) contains either i) the endpoints \( r_{\text{nuc}} \) and \( r_0 \in \{r_{\text{node}}, r_{\text{anti-node}}, r_\infty\} \) or ii) the end points \( r_{\text{anti-node}} \) and \( r_0 \in \{r_{\text{node}}, r_\infty\} \), and, for both cases, there are no other nodes or anti-nodes in (the closure) of \( S \). (For the fluid in a one-dimensional box, each endpoint, 0 and \( \ell \), is taken as a node \( r_{\text{node}} \).)

Let the parameter \( z \) be the position along the streamline \( L(\hat{z}) \). A continuous streamline \( L(\hat{z}) \) can be specified by a parametric function \( \mathbf{r} \), a path that depends on the independent variable \( z \), with an interval \( J \) as the domain, i.e., \( \mathbf{r} : J \to \mathbb{R}^3 \). Since the path \( \mathbf{r} \) is signed, i.e., it has a direction, the function \( \mathbf{r} \), with its signature, determines the unit tangent vector \( \hat{z} \) of the streamline.

A primitive flow segment \( S \) can be specified by the restriction \( \mathbf{r}|_I \), where, for example \( I = [z_{\text{anti-node}}, z_{\text{node}}] \) and \( \mathbf{r}(z_{\text{anti-node}}) = r_{\text{anti-node}} \). Hence, if \( L \) is specified by the function \( \mathbf{r} \), a particular \( S \) is completely specified by the interval \( [z_1, z_2] \subset J \), and the meaning of \( S = \{(\mathbf{r}, [z_1, z_2])\} \) is clear, where \( z_1 \) and \( z_2 \) are end points of an interval. We also write \( S = [\mathbf{r}_1, \mathbf{r}_2] \) where the path function is \( \mathbf{r} \), \( \mathbf{r}(z_i) = \mathbf{r}_i \), \( i = 1, 2 \), and \( [\mathbf{r}_1, \mathbf{r}_2] \) is an “line or arc interval,” with vectors \( \mathbf{r}_1 \) and \( \mathbf{r}_2 \) as end points.

The intervals \( I \) are required to be half open, as in \( [z_{\text{anti-node}}, z_\infty) \), if \( I \) has an end point at infinity \( z_\infty \), otherwise \( I \) is required to be closed. For one-dimensional models, uniform and spherical flows, the streamline is defined by \( L = (J, \hat{z}) \), where \( J \) is an interval and \( \hat{z} \) is the
unit tangent vector, a constant vector.

Since Q1 flows always have two flow directions, we often use unsigned streamlines \( L \) and primitive flow segments. Therefore, \( L = \text{Range}(r) \), and a tangent vector \( \hat{z} \) is not part of the definition. Also, for one-dimensional models, uniform and spherical flows, the streamline and the primitive flow segments are intervals, e.g., \( L = J \), where, for spherical flow, an interval \([r_1, r_2]\) is defined by the radial spherical-coordinate of the end points, and, because of symmetry, the two angles require to completely specify a streamline can be suppressed.

The ground-state flow in a one-dimensional box presented in Fig 5 has the following two primitive flow segments: \([0, 1/2]\) and \([1/2, 1]\), where \( z_{\text{node}} = 0, 1, z_{\text{anti-node}} = 1/2 \), and the streamline \( L \) satisfies \( L = [0, 1/2] \cup [1/2, 1] \), and \([0, 1/2), [1/2, 1]\) is a partitioning of \( L \). For flow in the \([1/2, 1]\) segment, \( u^\pm = 0 \) at \( r = 1/2 \). Therefore, all the fluid particles in the segment \([1/2, 1]\) do not flow into the other segment \([0, 1/2]\), and, similarly, the fluid particles from the flow segment \([0, 1/2]\) does not flow into the segment \([1/2, 1]\). Hence, the segments are (matter) closed. In general, since the velocity is zero at antinodes and the density is zero at nodes, primitive flow segments are closed, and they do not contain a proper subset that is closed.

A Q1 flow restricted to a streamline \( L \) is an ordinary Q1 streamline flow if \( \text{Ms}|_L \) is non-negative and the following conditions hold for each primitive flow segment \( S \) of \( L \) that does not contain a point-charge location \( r_{\text{nuc}} \) as an end point.

1) \( S \) contains one and only one unstable equilibrium point at \( r_{\text{anti-node}} \).

2) There exist a map \( \rho(r) \to \text{Ma}(r), r \in S, \) such that the restriction of the Mach speed \( \text{Ma} \) to \( \text{Range}(\rho|_S) \) is a strictly decreasing function of \( \rho(r) \in \text{Range}(\rho|_S) \).

3) For \( r \) restricted to \( L \) and \( s \in \{s_+, s_-\}, u \in \{u_+, u_-\} \), the following conditions are satisfied for all nodes \( r_{\text{anti-node}}, \) antinotes \( r_{\text{node}}, \) and points at infinity \( r_\infty \) that are members of the closure of \( L \):

i) As \( r \to r_{\text{anti-node}}, u \to 0, \) \( \text{Ma} \to 0. \)

ii) As \( r \to r_{\text{node}}, |u| \to \infty, \text{Ma} \to 2 \)

iv) As \( r \to r' \in \{r_{\text{node}}, r_{\text{anti-node}}\}, |\rho u| \to 0 \) and \( |s| \to \infty. \)

v) As \( r \to r_\infty, \) \( \text{Ma} \to \infty, |s|, |\rho u| \to 0 \)

The point \( u_\infty \), defined by \( |u| \to u_\infty \) as \( r \to r_\infty \), is called the speed limit of the streamline. An ordinary Q1 flow is a Q1 flow that is an ordinary Q1 streamline flow for each streamline.
**Definition.** Let $P$ be the set of all primitive flow segments of streamline $L$. The primitive flow segments $I$ and $I'$ are related if they contain the same antinode end-point $r_{\text{anti-node}}$, and this state of affairs is denoted by $(r_0, r_{\text{anti-node}}, r_0')$, where $I = [r_0, r_{\text{anti-node}}]$ and $I' = [r_{\text{anti-node}}, r_0']$, and $(r_0, r_{\text{anti-node}}, r_0')$ is called a flow pair or a flow hill. For a particle in a one dimensional box, the number of flow hills is $(n - 1)$, where $n$ is the number of nodes including the end points for the fluid in a box.

By examining the pertinent functions, $\rho$, $u$, $\rho u$, $s$, and $M_s$, it is easily verified, as it is illustrated in figures 3, 5 and 6, that the ground state fluid in a box is an ordinary Q1 flow containing one flow hill $(0, 1/2, 1)$.

It is also easily verified that the first excited state is an ordinary Q1 flow containing the two flow hills $(0, .25, .5), (.5, .75, 1)$. Figure (7) and (8) are plots of the same variables as in (5) and (6), respectively, but for the first excited state. Fig. (8) is for the $[3/4, 1]$ primitive flow segment, and the behavior of the functions in $r \in [0, 3/4]$ can be obtained by noting that the $\pm$-functions and $\rho$ are antisymmetric and symmetrical, respectively, with respect to the points 1/4, 2/4 and 3/4, all within 1/4, as displayed in Fig. (7) for $\rho u_-$ and $\rho$.

**B. The harmonic oscillator**

In this subsection we treat the ground state and first excited state of the harmonic oscillator, with quantum number $n = 0, 1$. The $Q1$ wavefunctions for the ground- and first excited-states of the harmonic oscillator are

\[
\phi_0(x) = \left(\frac{2\alpha}{\pi}\right)^{1/4} e^{-\alpha x^2}, \quad \phi_1(x) = 2 \left(\frac{2\alpha^3}{\pi}\right)^{1/4} x e^{-\alpha x^2}
\]

where $\alpha = m\omega/(2\hbar)$, $\omega = \sqrt{k/m}$, and the specific potential-energy is $V(x) = m\omega^2 x^2/2$. We choose $m, k = 1$, giving $\omega = 1$ and $\alpha = 1/2$ in atomic units.

1. **The harmonic oscillator ground state**

Start with the open density formula $\rho = \phi_0^2$ and (116) to compute the uphill flow velocity-component using (77), i.e., $u_{\pm} = \pm \partial \rho/(2\rho)$, the momentum density $\rho u_{\pm}$, and the specific
kinetic energy $\mu u^2/2$:

$$\rho(x) = \phi^2(x) = \pi^{-1/2} e^{-x^2}$$

$$\partial \rho(x) = -2x\rho(x)$$

(117)

$$u_+(x) = \frac{1}{2} [\rho^{-1} \partial \rho](x) = -x$$

(118)

$$\rho u_+ = -x\pi^{-1/2} e^{-x^2}$$

(119)

$$\frac{1}{2} \mu u^2(x) = \frac{1}{2} x^2$$

(120)

Using (117), compute the first term on the rhs of the wave pulse formula (88), given by

$$-s_+ = -(1/2) \partial^2 \rho / \partial \rho_m + u_+:

\partial^2 \rho(x) = -2\pi^{-1/2} \partial (xe^{-x^2}) = (-2 + 4x^2)\rho

(121)

\frac{1}{2} (\partial^2 \rho)(x) = \frac{1}{2} \left( \frac{-2 + 4x^2}{-2x} \right) = \frac{1}{2} x^{-1} + x

(122)

Compute the pressure $p$ using (121) and (4), i.e., ($p = -\partial^2 \rho / 4$), the specific compression energy $p\rho^{-1}$, the specific effective-compression energy $P\rho^{-1} = p\rho^{-1} + V$, with $V(x) = x^2/2$, and the well known specific total-energy $\bar{E}_0$ from (48):

$$p(x) = \left( \frac{1}{2} - x^2 \right) \rho$$

(123)

$$[p\rho^{-1}](x) = \frac{1}{2} - x^2$$

(124)

$$[P\rho^{-1}](x) = \frac{1}{2} - \frac{1}{2} x^2$$

(125)

$$\bar{E}_0 = \frac{1}{2} \mu u^2 + P\rho^{-1} = \frac{1}{2}$$

(126)

Fig. 9 presents the specific-effective-compression $P\rho^{-1}$, potential $V(x) = x^2/2$, and total $\bar{E}_0$-energies with the density $\rho$ and downhill velocity $u_-$ of the ground-state harmonic oscillator with $m, k = 1$ in atomic units. The same type of behavior is observed as in the particle in a box states considered, Figs. 3 and 4, with $x = 0$ being an unstable equilibrium point. For $p(x) = 0$ we obtain $[P\rho^{-1}](x) = V(x)$, and this is Mach 1. From (123), $p(x) = 0$ is satisfied at $x = \pm \sqrt{1/2}$. In the figure $x = \pm \sqrt{1/2}$ are represented by vertical lines where $[P\rho^{-1}](x)$ and $V(x)$ cross. A special case of this same type of crossing appears in Figs. 3 and 4, where $V(x) = 0$, giving $P\rho^{-1}(x) = p\rho^{-1}(x) = 0$ at the crossing points.
Note the total specific potential-energy satisfies \( P\rho^{-1} = -V + E_0 \), where \( V(x) = x^2/2 \).

It goes without saying that the behavior of a ground-state fluid-particle from the harmonic-oscillator flow with the specific potential-energy \( P\rho^{-1} \), and with an unstable equilibrium point at \( x = 0 \), is totally different, and in many ways opposite, of a point-mass particle of the corresponding classical harmonic-oscillator with the potential-energy function \( V \), and with a stable equilibrium point \( x = 0 \).

Note in the form

\[
-s_\pm = -(1/2)(\partial^2 \rho)/\partial \rho_m + u_\pm
\]

Obtain the wave pulse component \(-s_+\) by adding (118) and (122), and then obtain the signed Mach speed \( Ms \):

\[
-s_+(x) = -\frac{1}{2}x^{-1}
\]

\[
Ms(x) = u_+(-s_+^{-1}) = 2x^2
\]

Hence, \( Ms \geq 0 \), giving \( Ms = Ma \); also, \( Ma = 1 \) at \( x = \pm\sqrt{1/2} \), and these values agrees with the extremums of the momentum density that satisfies \( \partial(u_\rho) = 0 \), where from (119) we have

\[
\partial[\rho u_\rho](x) = -\pi^{-1/2}(\partial(xe^{-x^2})) = \pi^{-1/2}(-1 + 2x^2)e^{-x^2}
\]

Figure 10 presents the Mach speed \( Ma \) and the pressure \( p \) with the density \( \rho \) and the downhill momentum density \( \rho u_- \) of the ground-state harmonic oscillator for the subset \((-2, 0, 2)\) of the only flow hill \((-\infty, 0, \infty)\). Figure 11 presents the downhill wave pulse \(-s_-\) and velocity \( u_- \) with the density \( \rho \) and the downhill momentum density \( \rho u_- \) for the same flow, and for the primitive flow segment subset \([0, 2] \subset [0, \infty)\). The behavior of the functions for \( x \in [2, 0] \) can be obtained by noting that the \( \pm \)-functions and density \( \rho \) are antisymmetric and symmetrical, respectively, with respect to the antinode point 0 within \( \infty \).

By examining the pertinent functions, it is readily verified, and it is also illustrated in figures 9, 10 and 11 that the ground-state harmonic-oscillator flow is an ordinary Q1 flow with speed limit \( \infty \) for both primitive flow segments, i.e., \(|u| \to \infty \) as \( r \to \pm\infty \).

One significant difference with this flow compared to the fluid in a box flows is that ground-state harmonic-oscillator flow contains points at infinity \( r_\infty = \pm\infty \), while the flows for the fluid in a box contain node points \( r_{\text{node}} \). The two different types of points, \( r_{\text{node}} \) and \( r_\infty \), yield the following differences for the functions \( Ma \) and \(|s|\):

As \( r \to r_{\text{node}} \), \( Ma \to 2 \) and \(|s| \to \infty \), and as \( r \to r_\infty \), \( Ma \to \infty \) and \(|s| \to 0 \).
2. The harmonic oscillator first excited state

Starting with the open density formula \( \rho = \phi_1^2 \) and (116), compute the uphill flow velocity-component using (77), i.e., \( u_\pm = \pm \partial \rho / (2 \rho) \), the momentum density \( \rho u_\pm \), and the specific kinetic energy \( \mu u_\pm^2 / 2 \):

\[
\rho(x) = \beta x^2 e^{-x^2}, \quad \beta = 2 \left( \frac{1}{\pi} \right)^{1/2}
\]

\[
\partial \rho(x) = 2x \beta e^{-x^2} + (-2x)x^2 \beta e^{-x^2} = 2(x - x^3) \beta e^{-x^2}
\] \hspace{1cm} (127)

\[
u_+(x) = \frac{1}{2} \rho^{-1} \partial \rho(x) = \frac{1}{2} x^{-2}(2x - 2x^3) = x^{-2}(x - x^3)
\]

\[
u_+(x) = x^{-1} - x
\] \hspace{1cm} (128)

\[
[\rho \nu_+(x)] = \beta(x - x^3)e^{-x^2}
\] \hspace{1cm} (129)

\[
\frac{1}{2} [\mu \nu_+]^2(x) = \frac{1}{2}(x^{-1} - x)^2
\] \hspace{1cm} (130)

Since \( \rho \) has maximums at \( x = \pm 1 \) and a minimum at \( x = 0 \), the flow has two flow hills \((-\infty, -1, 0)\) and \((0, 1, \infty)\), and \( x = 0 \) is a node. Using (127), compute the first term on the rhs of the wave pulse formula \( -s_+ \) \hspace{1cm} (128), given by \( -s_+ = -(1/2) \partial^2 \rho / \partial \rho_m + u_+ \):

\[
\beta^{-1} \partial^2 \rho(x) = 2 \partial \left[ (x - x^3)e^{-x^2} \right]
\]

\[
\beta^{-1} \partial^2 \rho(x) = 2(1 - 3x^2)e^{-x^2} - 4x(x - x^3)e^{-x^2}
\]

\[
\partial^2 \rho(x) = (2 - 10x^2 + 4x^4) \beta e^{-x^2}
\]

\[
\frac{\partial^2 \rho}{\partial \rho}(x) = \frac{2 - 10x^2 + 4x^4}{2(x - x^3)}
\]

\[
- \frac{1}{2} \left( \frac{\partial^2 \rho}{\partial \rho} \right)(x) = - \frac{1}{2} \left( \frac{1 - 5x^2 + 2x^4}{x - x^3} \right)
\] \hspace{1cm} (131)

Compute the pressure \( p \) using (131) and \( \beta \), the specific compression energy \( p \rho^{-1} \), the specific effective-compression energy \( P \rho^{-1} = p \rho^{-1} + V \), with \( V(x) = x^2 / 2 \), and the well
known specific total-energy $E_1$ from (48):

$$p(x) = -\frac{1}{2}(1 - 5x^2 + 2x^4)\beta e^{-x^2} = -\frac{1}{2}x^{-2}(1 - 5x^2 + 2x^4)$$

$$[P \rho^{-1}] (x) = -\frac{1}{2}x^{-2}(1 - 5x^2 + 2x^4) + \frac{1}{2}x^2$$

$$[P \rho^{-1}] (x) = -\frac{1}{2}x^{-2} + \frac{5}{2} - x^2 + \frac{1}{2}x^2 = \frac{5}{2} - \frac{1}{2}x^{-2} - \frac{1}{2}x^2$$

$$\frac{1}{2}[m u^2] (x) = \frac{1}{2}(x^{-1} - x)^2 = \frac{1}{2}(x^{-2} + x^2 - 2) = \frac{1}{2}x^{-2} + \frac{1}{2}x^2 - 1$$

$$\bar{E}_1 = \frac{3}{2}$$

Substitute (132) into (88), in the form $-s_\pm = -(1/2)(\partial^2 \rho)/\partial \rho m + u_\pm$, to obtain the wave pulse component $-s_\pm$ with $u_\pm$ given by (128):

$$-s_\pm (x) = -\frac{1}{2} \left( \frac{1 - 5x^2 + 2x^4}{x - x^3} \right) + u_\pm (x) \quad (134)$$

This equation and (128) gives a formula for the signed Mach $M_s$, using $M_s = u_\pm/(-s_\pm)$.

Consider $(0, 1, \infty)$, the flow hill of the rhs of the streamline. From (133), it follows that for $x \in \mathbb{R}$, $p(x) = 0$ if and only if $(1 - 5x^2 + 2x^4) = 0$. By examining a plot of $(1 - 5x^2 + 2x^4)$, or the function $p(x)$, as in Fig.13, it is easily verified that $p(x) = 0$ for $x \in [0, \infty)$ is satisfied at approximately $x = 0.47$ and $1.51$. Since, $p(r) = 0$ implies $M_s(r) = M_a(r) = 1$ for uniform flow, $x = 0.47$ and $x = 1.51$ are approximately Mach 1 points. By examining a plot of the function $M_s$ restricted to the subsets of $[0, \infty)$, as in Fig. (13), where $M_s$ has a minimum at $x = 1$, and where $M_s(1) = 0$, it is almost certain that $M_s$ is non-negative. Hence, with great certainty, $M_s \geq 0$ and $M_s = M_a$ for $M_s$ restricted to $[0, \infty)$. Since $M_s$ is a symmetric with respect to the point $0$ within $\infty$, $M_a(x) = 1$ is satisfied at approximately $\pm 0.47$ and $\pm 1.51$, and the great certainty $M_s \geq 0$ and $M_s = M_a$ for the entire domain ($-\infty, \infty$). These Mach 1 points are represented by vertical lines in the following plots.

Figure (12) presents the same functions as in Fig. 9 for the flow-hill subset $[0, 2] \subset [0, 1, \infty)$ of the first excited state. Some of the same type of general behavior, as seen in the ground state, is observed, including an unstable equilibrium point at the antinode ($x = 1$). However, unlike the ground state, the functions restricted to $[0, \infty]$ are neither symmetric nor antisymmetric with respect to the antinode (at $x = 1$). The flow hill $[0, 1, \infty)$ is also distinct from the others considered, since it contains both a node (at $x = 0$) and a point at infinity, and for ordinary Q1 streamline flow, the limit values at the node and points at infinity differ for $|s|$ and $M_a$. The behavior of the functions for the flow hill ($-\infty, -1, 0$)
can be obtained by noting that the \( \pm \)-functions and the density \( \rho \) are antisymmetric and symmetrical, respectively, with respect to the node point at \( x = 0 \) within \( \infty \).

Figure [13] and [14] present the same functions as Fig. [10] and [11], respectively, but for the first excited state and the flow-hill subset \([0, 2.5] \subset [0, 1, \infty)\). Note that, unlike the previous cases, the maximum pressure does not occur at the anti-node, as indicated in Fig. [13].

By examining the pertinent functions, it is readily verified, and it is also illustrated in the three figures, that the first excited-state harmonic-oscillator flow is an ordinary Q1 flow. Also, as in the ground state, the speed limit is \( \infty \) for both primitive flow segments.

C. The hydrogen 2s state

In this subsection we treat the 2s state of the hydrogen atom. In spherical coordinates, each streamline depends on the radial coordinate \( r \) only. So the results hold for any streamline given by a ray \( r \in [0, \infty) \) for and any polar and azimuth angles.

Let \( h = 1/2 \). To calculate the pressure \( p \), note Eq. (A1) from Appendix A. Start with the Q1 wavefunction \( \phi \) of the hydrogen 2s state \([7, 15, 18]\) and calculate the radial directional-derivative in spherical coordinates: \( \partial \phi / \partial r \).

\[
\phi(r) = \eta(2 - r)e^{-hr}, \quad \eta = \frac{1}{4\sqrt{2\pi}} \tag{135}
\]

\[
\partial \phi = \eta[-1 - h(2 - r)]e^{-hr} = \eta(hr - 2)e^{-hr} \tag{136}
\]

Use this result for \( \partial \phi \) and also \([h - h(hr - 2) = h - h^2r + 2h = 3h - h^2r]\) to calculate the second directional derivative \( \partial^2 \phi \).

\[
\partial^2 \phi = \eta[h - h(hr - 2)]e^{-hr} = \eta(3h - h^2r)e^{-hr} \tag{137}
\]

Use (136), (137) and

\[
2r^{-1}(hr - 2) + (3h - h^2r) = 1 - 4r^{-1} + 3h - h^2r
\]
to calculate the Laplacian \((\nabla^2 \phi = 2r^{-1} \partial_\phi + \partial^2 \phi)\) of the wavefunction times \((-\phi/2)\) in spherical coordinates, the first term on the rhs of (A1), given by \(p = -\phi \nabla^2 \phi / 2 - \nabla \phi \cdot \nabla \phi / 2\).

\[
\nabla^2 \phi = \eta[2r^{-1}(h r - 2) + (3h - h^2 r)] e^{-hr}
\]

\[
\nabla^2 \phi = \eta(1 + 3h - 4r^{-1} - h^2 r)e^{-hr}
\]

\[
-\frac{1}{2} \phi \nabla^2 \phi = \frac{1}{2} \eta^2(r - 2)(1 + 3h - 4r^{-1} - h^2 r)e^{-r} \tag{138}
\]

Calculate the second term on the rhs of (A1) using (136).

\[
-\frac{1}{2} \nabla \phi \cdot \nabla \phi = -\frac{1}{2} (\partial \phi)^2 = -\frac{1}{2} \eta^2 (h r - 2)^2 e^{-r}
\]

Obtain the pressure \(p\), by adding this result to the rhs (138) as indicated in (A1).

\[
p(r) = \frac{1}{2} \eta^2 (r - 2)(1 + 3h - 4r^{-1} - h^2 r)e^{-r} - \frac{1}{2} \eta^2 (h r - 2)^2 e^{-r} \tag{139}
\]

Compute the streamline uphill velocity \(u_+ = u_+ \cdot \hat{r}\) by using (A3), given by \(u_+ = \partial u_+/u_+,\) (136), and \(\phi = \eta(2 - r)e^{-hr}\), and then compute the specific kinetic-energy \(mu_+^2 / 2\).

\[
u_+ = \frac{\partial \phi}{\phi} = (h r - 2)(2 - r)^{-1} = -\frac{1}{2}(r - 4)(r - 2)^{-1} \tag{140}
\]

\[
\frac{1}{2}mu^2 = \frac{1}{8} (r - 4)^2 (r - 2)^{-2}
\]

Use this formula for \(mu^2 / 2\), the well known eigenvalue of the Schrödinger equation for the 2s state, \(E_2 = -1/8\), and (48), which can be written \(P \rho^{-1} = E - \frac{1}{2} u^2\), to compute the specific compression-energy \(P \rho^{-1}\).

\[
P \rho^{-1} = -\frac{1}{8} [1 + (r - 4)^2 (r - 2)^{-2}] \]

The 2s state has the primitive flow segment \([0, 2]\) and the flow hill \([2, 4, \infty)\). The segment \([0, 2]\) contains the nucleus \(r_{\text{nuc}} = 0\) and the node \(r_{\text{node}} = 2\), but it does not contain an antinode. As discussed below, there two Mach points at 2.59 and 5.41, and these are represented by vertical lines in the following plots.

Fig. 15 presents the same type of specific energy plot as (9) and (12) but for the hydrogen 2s state with the flow-hill subset \([2, 7] \subset [2, 4, \infty)\). It follows from the shape of the specific potential-energy \(P \rho^{-1}\) that, overall, the absolute value of the acceleration is much greater on the lhs side of the unstable equilibrium point at 4.0 than on the rhs. This flow-hill subset resembles the corresponding subset \([0, 2] \subset [0, 1, \infty)\) for the first excited state of the
harmonic oscillator flow from Fig. (12), but the two differ significantly on the rhs of the unstable equilibrium point. Also, unlike the harmonic oscillator flows, the speed limit of $1/2$ is finite.

Fig. (16) presents the same scalar fields as in Fig. (15), but for the primitive flow segment $[0, 2]$, where $r = 0$ is the location of the nucleus. The density restricted to the segment $[0, 2]$ is a strictly decreasing function. Primitive flow segment that do not contain an antinode, like this one, are called fluid falls. The density $\rho$, velocity component $u_\pm$, and specific-effective-compression $P_\rho^{-1}$ have finite values at $r_{\text{nuc}} = 0$. The specific potentials $V = -1/r$ and $P_\rho^{-1}$ seem to be approximate mirror images of each other, with respect to the vertical line at about 1.

Use $\phi(r) = \eta(2 - r)e^{-hr}$ and (136) to calculate $\partial \rho(r)$ and $\partial^2 \rho(r)$.

$$
\partial \rho(r) = [\partial \phi^2](r) = 2[\phi \partial \phi](r) = 2\eta(2 - r)e^{-hr} \times h\eta(r - 4)e^{-hr}
$$

$$
\eta^{-2}\partial \rho(r) = (2 - r)(r - 4)e^{-r}
$$

$$
\eta^{-2}\partial^2 \rho = [-(r - 4) + (2 - r) - (2 - r)(r - 4)]e^{-r}
$$

Calculate the ratio $(\partial^2 \rho)/(\partial \rho)$ and then the compute the wave pulse $-s_+$ using (88), given by $-s_+ = -(1/2)\partial^2 \rho/\partial p_m + u_+$, and (140):

$$
\frac{(\partial^2 \rho)}{(\partial \rho)} = -(2 - r)^{-1} + (r - 4)^{-1} - 1
$$

$$
-s_+ = \frac{1}{2} \left[ 1 - (r - 2)^{-1} - (r - 4)^{-1} - (r - 4)(r - 2)^{-1} \right]
$$

This equation and (140) gives a formula for the signed Mach $M_s$, using $M_s = u_+ / (-s_+)$.

By examining a plot of the function $M_s$, as in Figures (17) and (19), it is almost certain that $M_s$ is non-negative. Also, there are two Mach 1 points, 2.59 and 5.41, and these are on either side of the only antinode at 4.0. Fig. (17) presents the same type of Mach–pressure plot as (10) and (13), but for the hydrogen 2s state with the flow-hill subset $[2, 6] \subset [2, 4, \infty)$. The overall behavior exhibited by the functions are similar to the ones displayed in Fig. (13). However, as expected, the two points $r \in \mathbb{R}^3$ where $p(r) = 1$, do not satisfy $M_a(r) = 1$.

Fig. (18) presents the same type of wave-pulse–velocity plot as (11) and (14), but for the hydrogen 2s state with the flow-hill subset $[2, 6] \subset [2, 4, \infty)$. The overall behavior exhibited by the functions are similar to the ones displayed in Fig. (14).
Fig. 19 presents the same functions as in both (17) and (18) but for the electron fall \([0, 2]\). All the functions, except for the pressure \(p\), have finite limits at the point-charge location \(r_{\text{nuc}} = 0\). In particular, note that \(\text{Ma}(r_{\text{nuc}}) = 8\). Also, the pressure has a similar shape as the one for the 1s flow, Fig. 1. As in part 2 of the definition of ordinary Q1 flow, there exist a map \(\rho(r) \rightarrow \text{Ma}(r)\), for \(r \in [0, 2]\), but the restriction of the Mach speed \(\text{Ma}\) to \(\text{Range}(\rho|_{[0,2]}))\) is a strictly increasing, not decreasing, function of \(\rho(r) \in \text{Range}(\rho|_{[0,2]}))\).

By examining the pertinent functions, it is not difficult to demonstrate that \(|\rho u_\pm| \rightarrow 0\), \(|s_\pm| \rightarrow 0\) and \(\text{Ma} \rightarrow \infty\), as \(r \rightarrow \infty\). Furthermore, it is readily verified, and it is also illustrated in the three figures, that the hydrogen 2s flow is ordinary Q1 flow.

The behavior of the hydrogen 1s flow, with the single electron fall \([r_{\text{nuc}}, r_\infty)\) of a given streamline, can be compared to the 2s flow at the limiting points \(r_{\text{nuc}}\) and \(r_\infty\). The \(r_\infty\) limits of \(|\rho u_\pm|\), \(|s_\pm|\), and \(|\text{Ma}|\) for the hydrogen 1s state are the same as the 2s state, and the limit of \(|u_\pm|\) differ, but they are both finite. Also all the functions, except for the pressure \(p\), have finite limits at the point-charge location \(r_{\text{nuc}} = 0\). However, the hydrogenic flow is different from the others considered, because it is a single fall with at point at infinity \(r_\infty\) as an end point.

**IX. DISCUSSION**

**A. The compatibility with quantum mechanics and the continuum assumption**

For later use, we note that we have used the time-dependent momentum balance (49) and continuity (32) equations for the derivation of the speed of sound equation (71). Since a limit was taken near the end of the derivation, there are probably many other equations which would give the same speed of sound equation. Hence, we have not extended the approach into the time dependent realm. In order to do so, assuming it is possible, it seems reasonable to expect the time dependent flow equation to be related in some way, or implied by, the time-dependent Schrödinger equation.

There is a huge difference between the information contained in a Q1 flow state and a corresponding Q1 probability state. For example, properties like the pressure of Q1 flow state are represented by a time independent scalar field; while, an observable for a Q1 probability state is represented by a single constant or a set of values with corresponding
probabilities, giving statistical information about measurement of the observable; there is no field. Still, it is worth considering if a Q1 flow state can coexist with a corresponding Q1 probability state without any contradictions.

Let $\phi$ be a normalized Q1 wavefunction. Let $\chi$ be a normalized, nondegenerate eigenvector with eigenvalue $\lambda$ of a Hermitian operator $\hat{O}$ with a discrete spectrum representing an observable, such that the inner product $(\phi, \chi)$ of the $L^2$ Hilbert space satisfies $|<\phi, \chi>|^2 \in (0, 1)$. Hence, $\phi$ and $\chi$ are linearly independent, but not orthogonal. According to an axiom of quantum mechanics, if a measurement is made of the observable with operator $\hat{O}$ for the probability state represented by $\phi$, then the probability of the measured value being equal to $\lambda$ is $|<\chi, \phi>|^2$. Also, if the measured value is $\lambda$, then the quantum mechanical system is in the probability state $\chi$ immediately after the measurement is made. In other words, the measurement has transformed the state $\phi$ into $\chi$. Such a transformation for the corresponding Q1 flow state involves a time-dependent process and non-steady flow. Hence, it is outside the range of applicability of Q1 flow. The same conclusion is easily shown to hold for observers represented by bounded self-adjoint operators such that $\lambda$ corresponds to a subspace, and to cases where the operator $\hat{O}$ is unbounded, but still self-adjoint, with a continuous spectrum. Therefore the assumed existence of a Q1 flow state does not lead to any contradictions with the corresponding existence of the Q1 probability state. Both states can coexist, within the very limit range of applicability of Q1 flows.

In this work, certain one-body quantum systems have been endowed with a continuum with vector and scalar fields. I do not have sufficient knowledge of experimental quantum-mechanics to know if the properties represented by these fields can be measured, to determine if they “exist” by some reasonable definition. Therefore, in order to proceed, and make some progress on this question, suppose these properties cannot be measured, nor can an experiment be performed that shows that their existence contradicts experimental facts.

Under these circumstances, how is it to be determined at some point in the future if this endowment is successful? To approach an answer to this question we turn to Marion and Thorton, where they discuss the appending of conservation postulates, including energy, on systems that do not have conservative potentials:

We therefore extend the usual concept of energy to include “electromagnetic energy” to satisfy our preconceived notion that energy must be conserved. This may seem an arbitrary and drastic step to take, but nothing, it is said, succeeds
as does success, and these conservation “laws” have been the most successful set of principles in physics.

Hence, the endowment will succeed if useful applications can be found.

B. Q1 flow with the solution $s_\pm = u_\pm$

Here two interpretations are given for a Q1 flow with the solution $s_\pm = u_\pm$ from (81).

1) Consider a a corresponding classical potential-free flow with Mach speed 1 and uniform velocity $u\hat{z}$. If a wave pulse travels downstream and upstream, the speed of the wave pulse in the static frame is $2u$ and $0u$, respectively. (This same behavior is also observed for a streamline $L$ of spherical flow with the wave pulse moving up or down the streamline $L$.) Assuming this type of behavior also holds for Q1 flow, the solution $s_\pm = u_\pm$ for Q1 flow is consistent with Mach 1, giving $u_\pm\hat{z} - s_\pm\hat{z} = 0$ for the wave-pulse velocity in the static frame, even though, for some reason, the corresponding solution $s_\pm = -u_\pm$, giving $u_\pm\hat{z} - s_\pm\hat{z} = 2u_\pm\hat{z}$ for wave-pulse velocity in the static frame, is absent.

2a) Since, for $s_\pm = u_\pm$, the velocity of the wave pulse in the static coordinate frame is $u_\pm\hat{z} - s_\pm\hat{z} = 0$, the solution $s_\pm = u_\pm$ is for the case where the wave pulse frame and the control volume are at rest relative to the static coordinate frame. Hence, the solution is simply the one for a steady flow with velocity $u_\pm$, and the “speed-of-fluid” equation is (69) with $\bar{u} = u$ and $\gamma = 0$, and there is no wave pulse.

2b) The possibility of time dependent flow cannot be ruled out because (69), with $\bar{u} = u$ and $\gamma \neq 0$, also yields (71) with $s_\pm = u_\pm$, where $\rho_m$ is taken as the limit of a sequence of functions. (There is no reason to continue with the derivation to (81), since $s_\pm = u_\pm$ is set.) Such a flow would be silent with respect to the static frame, since there is no moving wave-pulse relative to the static frame. Also, for such a flow, a disturbance is not carried downstream with the fluid velocity, instead, just like steady flow, fluid particles are perturbed as they pass through a disturbed region, but, since $\gamma \neq 0$ is permitted, the disturbance could be time dependent. Hence, the existence of a Q1 system that cannot carry a wave pulse is conceivable. The situation is different for classical systems, since the wave pulse velocity of $(-s_\pm) = -u_\pm$ is not always one of the solutions of the quadratic wave-pulse equation.
C. The Q1 wave pulse direction and the sign of the signed Mach Ms

First note that it follows from (90) that $M_s > 0$, if and only if the the directions of the wave-pulse velocity $(-s_\pm)$ is the same as the direction of the fluid velocity $u_\pm$, i.e., $u_\pm$ and $(-s_\pm)$ have the same sign, where the direction of the fluid velocity is considered specified. Also, the definition $Ma(r) = Ms(r)$ is only used in regions where $Ms(r) \geq 0$, since $Ma(r) \geq 0$ is a requirement.

From (89) and (90) it follows that $\rho_m(r)(d(P_\rho^{-1})/d\rho_m)(r) \geq 0$ if and only if $Ms(r) \geq 0$. (The factor $\rho_m$ is included for convenience, since $\rho_m$ is nonnegative.) Since the corresponding classical equations for the speed of sound can be obtain, in part, by replacing $d(P_\rho^{-1})$ by $\rho_m^{-1}dp$, $\rho_m \frac{d(P_\rho^{-1})}{d\rho_m} > 0$ corresponds to $\frac{dp}{d\rho_m} > 0$ (141) and, from the stability conditions [20, 21] of thermodynamics, the rhs inequality always holds for classical flows.

Since we have the correspondence (141), and since in all the applications considered, $Ms(r) \geq 0$ for the domain of the flow, and, hence, $[d(P_\rho^{-1})/d\rho_m](r) \geq 0$ for the domain of the flow, we make the following “mathematical hypothesis:” For Q1 flows $[d(P_\rho^{-1})/d\rho_m](r) \geq 0$, for the entire flow domain, and therefore $Ms(r) \geq 0$. Hence, we can set $Ma = Ms$ in all the above equations.

Appendix A: Orbital Expresssions

For every equality and formula involving the density $\rho$, there is a corresponding one involving orbitals $\phi$, since $\rho = \phi^2$. Here we derive some equalities involving orbitals. Obtain orbital expressions for $p$ by raarranging (6) and using (4).

\begin{align*}
-\frac{1}{4} \nabla^2 \rho &= -\frac{1}{2} \phi \nabla^2 \phi - \frac{1}{2} \nabla \phi \cdot \nabla \phi \\
p &= -\frac{\hbar^2}{2m} \phi \nabla^2 \phi - \frac{\hbar^2}{2m} \nabla \phi \cdot \nabla \phi \tag{A1}
\end{align*}
Use $\nabla \rho = 2\phi \nabla \phi$ and (3) to obtain an orbital expression for the velocity $u_{\pm}$, the velocity component $u_{\pm} = u_{\pm} \cdot \hat{z}$, and the kinetic energy density $\frac{m u^2}{2}$.

$$u_{\pm} = \pm \frac{\hbar}{2m} (\rho^{-1}) \nabla \rho = \pm \frac{\hbar}{m} (\phi^{-2}) \phi \nabla \phi$$

$$u_{\pm} = \pm \frac{\hbar \phi}{m}$$ \hspace{1cm} (A2)

$$u_{\pm} = \pm \frac{\hbar}{m} \frac{\partial \phi}{\phi}$$ \hspace{1cm} (A3)

$$\frac{1}{2} m u^2 = \frac{\hbar^2}{2m} \phi^{-2} \nabla \phi \cdot \nabla \phi$$ \hspace{1cm} (A4)

Obtain the orbital continuity equation from (A2).

$$\nabla \cdot (\phi u) = \pm \frac{\hbar}{m} \nabla^2 \phi$$
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FIG. 1: The pressure of hydrogen atom from Eq. (22).

FIG. 2: A representation of a spherical wave pulse and some of the functions needed for an ambient state with a Q1 flow and a corresponding classical potential-free flow.
FIG. 3: The specific compression $p \rho^{-1}$ and total $\bar{E}_1$ energies with the density $\rho$ and downhill velocity $u_-$ of the ground-state of a fluid in a one-dimensional box of length $a_0$ in atomic units.

FIG. 4: Same as Fig (3) but for the first excited state and for $r \in [0, 0.5]$. 
FIG. 5: The Mach speed $Ma$ and the pressure $p$ with the density $\rho$ and the downhill momentum density $\rho u_-$ of the ground-state of a fluid in a one-dimensional box of length $a_0$ in atomic units.

FIG. 6: The downhill wave pulse $-s_-$ and velocity $u_-$ with the density $\rho$ and the downhill momentum density $\rho u_-$ of the ground-state of a fluid in a dimensional box of length $a_0$ in atomic units for $r \in [1/2, 1]$. 
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FIG. 7: Same as (5), but for the first excited state with the two flow hill (0, .25, .5) and (.5, .75, 1).

FIG. 8: Same as (6), but for the first excited state and the primitive flow segment [3/4, 1].
FIG. 9: The specific-effective-compression $P \varrho^{-1}$, potential $V(x) = x^2/2$, and total $\bar{E}_0$-energies with the density $\varrho$ and downhill velocity $u_-$ of the ground-state harmonic oscillator $(-\infty, 0, +\infty)$ in atomic units.

FIG. 10: The Mach speed $Ma$ and the pressure $p$ with the density $\varrho$ and the downhill momentum density $\varrho u_-$ of the ground-state harmonic oscillator $(-\infty, 0, +\infty)$ in atomic units.
FIG. 11: The downhill wave pulse $-s_-$ and velocity $u_-$ with the density $\rho$ and the downhill momentum density $\rho u_-$ of the ground-state harmonic oscillator in atomic units for the flow segment subset $[0, 2] \subset [0, \infty)$.

FIG. 12: Same as (9), but for the first excited state and the flow-hill subset $[0, 2] \subset [0, 1, \infty)$. 
FIG. 13: Same as (10), but for the first excited state and the flow-hill subset $[0, 2.5] \subset [0, 1, \infty)$.

FIG. 14: Same as (11), but for the first excited state and the flow-hill subset $[0, 2.5] \subset [0, 1, \infty)$. 
FIG. 15: The specific-effective-compression $P\rho^{-1}$, potential $V(r) = -r^{-1}$, and total $\bar{E}_2$-energies with the density $\rho$ and downhill velocity $u_-$ of the 2s state of the hydrogen atom and the flow-hill subset $[2, 7] \subset [2, 4, \infty)$, The normalizing factor is $\eta = 1/(4\sqrt{2\pi})$.

FIG. 16: Same as (15), but for the electron fall $[0, 2]$. 
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FIG. 17: The Mach speed $Ma$ and the pressure $p$ with the density $\rho$ and the downhill momentum density $\rho u_-$ of the 2s state of the hydrogen atom and the flow-hill subset $[2, 6] \subset [2, 4, \infty)$.

FIG. 18: The downhill wave pulse $-s_-$ and velocity $u_-$ with the density $\rho$ and the downhill momentum density $\rho u_-$ of the 2s state of the hydrogen atom and the flow-hill subset $[2, 6] \subset [2, 4, \infty)$.
FIG. 19: The same functions as in both (17) and (18) but for the electron fall [0, 2].