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Abstract. The security of multivariate cryptosystems and digital signature schemes relies on the hardness of solving a system of polynomial equations over a finite field. Polynomial system solving is also currently a bottleneck of index-calculus algorithms to solve the elliptic and hyperelliptic curve discrete logarithm problem. The complexity of solving a system of polynomial equations is closely related to the cost of computing Gröbner bases, since computing the solutions of a polynomial system can be reduced to finding a lexicographic Gröbner basis for the ideal generated by the equations. Several algorithms for computing such bases exist: We consider those based on repeated Gaussian elimination of Macaulay matrices. In this paper, we analyze the case of random systems, where random systems means either semi-regular systems, or quadratic systems in \( n \) variables which contain a regular sequence of \( n \) polynomials. We provide explicit formulae for bounds on the solving degree of semi-regular systems with \( m > n \) equations in \( n \) variables, for equations of arbitrary degrees for \( m = n + 1 \), and for any \( m \) for systems of quadratic or cubic polynomials. In the appendix, we provide a table of bounds for the solving degree of semi-regular systems of \( m = n + k \) quadratic equations in \( n \) variables for \( 2 \leq k, n \leq 100 \) and online we provide the values of the bounds for \( 2 \leq k, n \leq 500 \). For quadratic systems which contain a regular sequence of \( n \) polynomials, we argue that the Eisenbud-Green-Harris conjecture, if true, provides a sharp bound for their solving degree, which we compute explicitly.

Introduction

Cryptosystems and digital signature algorithms based on the hardness of solving systems of multivariate polynomial equations belong to one of the five major families of post-quantum cryptography, multivariate (public-key) cryptography. Many systems arising in this context consist of quadratic equations and are therefore referred to as multivariate quadratic (MQ) systems. Given a system of quadratic polynomials over a finite field, \( \mathcal{F} \), and a vector \( y \), the problem of finding a vector \( x \) such that \( \mathcal{F}(x) = y \), referred to as the MQ problem, is known to be NP-hard.

Polynomial system solving is also a crucial step in index-calculus algorithms to solve the discrete logarithm problem on an elliptic curve, a hyperelliptic curve, or an abelian variety. In such algorithms, one attempts to find a decomposition of a point of an elliptic curve (or of an abelian variety) over a chosen factor base. Such a decomposition is produced as a solution to a suitable system of polynomial equations. In this setting, most systems considered will not have any solutions and once in a while one will produce a system which has a solution and hence produces a relation. The found relations allow the attacker to set up a linear system, whose solution reveals the discrete logarithm.

This work was started during the collaborative conference “Women in Numbers Europe 3”. The authors would like to acknowledge the organizers Sorina Ionica, Holly Krieger, and Elisa Lorenzo Garcia as well as the Henri Lebesgue Center, which hosted the conference. The symbolic algebra computations were performed with CoCoA 5 [1], Macaulay2 [18], Magma [10], and Wolfram Mathematica [31].
The best known approach for solving an arbitrary system of polynomial equations over a finite field is finding a Gröbner basis of the ideal generated by the polynomials in the system \[12\]. The first algorithm for computing Gröbner bases was introduced by Buchberger \[11\] in 1965. Subsequently, a number of system-solver algorithms have been proposed, including \[23, 21, 13, 16, 7\]. For a thorough summary, we refer the reader to \[20\].

Importantly, these algorithms do not rely on the specific algebraic structure of the original polynomials; they can therefore be applied to any system of equations. In particular, the complexity of computing a Gröbner basis of the public key of a multivariate cryptosystem or a multivariate digital signature algorithm gives an upper bound on the security of that system. Consequently, we are motivated to find tighter bounds on the complexity of Gröbner basis algorithms.

Several system solvers use Gaussian elimination of Macaulay matrices \[20\] to obtain a Gröbner basis. The complexity depends on the size to which this matrix grows, which in turn depends on the solving degree \(D\) of the system. This is the degree at which Gaussian elimination on the matrix reveals a Gröbner basis. It is difficult to know \(D\) in advance, so in practice the complexity of a system solver is often estimated from the degree of regularity of the system. Bardet, Faugére, and Salvy analyzed the F5 Algorithm in \[3\], giving a definition for the degree of regularity and an asymptotic upper bound on this degree for cryptographic semi-regular sequences. This bound is used widely in the cryptography community to estimate the security of multivariate polynomial cryptosystems and digital signatures.

In Section 2 of this paper, we provide evidence that the degree of regularity does not bound the solving degree of a system, in the case of inhomogeneous systems. Examples of this kind already appear in \[12\]. In this paper, however, we provide examples for which the difference between the degree of regularity and the solving degree is larger than in previously known examples.

Often cryptographers make the assumption that the systems that they analyze are random, where random means that the coefficients of the polynomials in \(F\) are chosen uniformly at random from the coefficient field. Of course, in practice MQ cryptosystems are not random in this sense, as they must be equipped with a backdoor with which a trusted user can easily invert the system. However, this invertible map is hidden by secret affine transformations, such that the resulting public system resembles a random system. In the same way, systems coming from index-calculus are not truly random systems. They, however, more closely resemble random systems, especially since they usually have no solutions, as it is the case for an overdetermined random system of equations.

In Sections 3 and 4 of this paper, we consider two distinct mathematical formulations for randomness of a system of equations. The first family of random systems that we consider are (cryptographic) semi-regular systems. Notice that systems whose coefficients are chosen uniformly at random in an infinite field (or in a large enough field) are known to be semi-regular for some choices of the parameters, and conjectured to always be. The second family of random systems that we consider are overdetermined quadratic systems of \(m\) equations in \(n\) variables, which contain a regular sequence of \(n\) polynomials. Notice that a system of quadratic equations for which the coefficients of the first \(n\) polynomials are chosen uniformly at random over an infinite (or large enough) field belongs to this family (the remaining \(m - n\) polynomials can be chosen arbitrarily). Therefore, this is a family of random systems which is larger than the one which is usually studied in the cryptographic literature.
The structure of the paper is organized as follows. In Section 1 we review some mathematical background on commutative algebra and semi-regular sequences that will be needed in the rest of the paper. In Section 2 we compare the notions of solving degree, degree of regularity, and Castelnuovo-Mumford regularity and give examples of polynomial systems for which the solving degree is greater than degree of regularity. Subsequently, in Section 3 we derive explicit bounds on the solving degree of homogeneous systems of \( n + 1 \) equations in \( n \) variables, and for systems of \( m \) quadratic or cubic equations in \( n \) variables, for any \( m \). Motivated by the examples in Section 2 we propose a new definition of cryptographic semi-regular sequence for inhomogeneous systems and we provide bounds for the solving degree of inhomogeneous systems which are cryptographic semi-regular systems according to our definition. Section 4 describes how the Eisenbud-Green-Harris conjecture, if true, can be used to bound the solving degree of overdetermined systems of quadratic polynomials. We conclude the paper by discussing some limitations to the applicability of the results of Section 4 to systems arising in cryptography, and a connection to the degree of regularity. In the appendix, we provide tables of bounds for the solving degree of semi-regular systems of \( m = n + k \) quadratic equations in \( n \) variables for \( 2 \leq k, n \leq 100 \) and online we provide the values of the bounds for \( 2 \leq k, n \leq 500 \).

1. Notation and preliminaries

In this section we recall some concepts, definitions and results which will be used throughout the paper. Let \( \mathbb{K} \) be a field and let \( R = \mathbb{K}[x_1, \ldots, x_n] \) be the polynomial ring in \( n \) variables with coefficients in \( \mathbb{K} \). Denote by \( \text{Mon}(R) \) the set of monomials of \( R \) and consider the degree reverse lexicographic order on \( R \). We let \( \text{max}\cdot\text{GB}\cdot\deg(I) \) denote the largest degree of an element in the reduced degree reverse lexicographic Gröbner basis of the ideal \( I \). For \( a \in \mathbb{R} \) we denote by \( \lfloor a \rfloor \) and \( \lceil a \rceil \) the floor and the ceiling of \( a \), respectively.

Let \( \mathcal{F} = \{f_1, \ldots, f_m\} \subseteq R \) be a system of polynomial equations and let \( I = (f_1, \ldots, f_m) \) be the ideal that they generate. A system is overdetermined if \( m > n \). Let \( d_i = \deg(f_i) \) for \( 1 \leq i \leq m \). We may assume without loss of generality that \( d_i \geq 2 \) for all \( i \). In fact, if \( \mathcal{F} \) contains a polynomial of degree 0, this is either 0 and can be eliminated, or an element of \( \mathbb{K}\{0\} \) and the reduced degree lexicographic Gröbner basis of \( I \) is the polynomial 1. If \( \mathcal{F} \) contains a polynomial of degree 1, this can be used to produce a new system in one less equation and one less variable, which has the same solutions as \( \mathcal{F} \).

If the equations of \( \mathcal{F} \) are not homogeneous, then we may associate to \( \mathcal{F} \) the system

\[
\mathcal{F}^h = \{f_1^h, \ldots, f_m^h\}.
\]

Here, for \( f \in R \), we denote by \( f^h \in S = R[t] \) the homogenization of \( f \) with respect to a new variable \( t \). If \( \mathcal{F} \) is a system of \( m \) inhomogeneous equations in \( n \) variables, then \( \mathcal{F}^h \) is a system of \( m \) homogeneous equations in \( n + 1 \) variables. Denote by \( J = (\mathcal{F}^h) \subseteq S \) the ideal generated by \( \mathcal{F}^h \).

One may associate to \( \mathcal{F} \) another homogeneous system, whose equations are obtained from those of \( \mathcal{F} \) by dropping the lower degree monomials. Precisely, for \( f \in R \) let

\[
f^{\text{top}} = f^h(x_1, \ldots, x_n, 0)
\]

be the polynomial obtained from \( f \) by homogenizing it with respect to \( t \) and setting \( t = 0 \). In other words, \( f^{\text{top}} \) is the homogeneous part of \( f \) of highest degree. We regard \( f^{\text{top}} \) as an element of \( R \). Then

\[
\mathcal{F}^{\text{top}} = \{f_1^{\text{top}}, \ldots, f_m^{\text{top}}\}
\]
is a system of \( m \) homogeneous equations in \( n \) variables. Denote by \((F^{\text{top}}) \subseteq R\) the ideal generated by \(F^{\text{top}}\).

For any \( f_1, \ldots, f_m \in R \), we may assume without loss of generality that \( f_1^{\text{top}}, \ldots, f_m^{\text{top}} \) are linearly independent. In fact, in case they are not, an equivalent system of equations with linearly independent homogeneous parts of highest degree can be obtained in polynomial time from \( f_1, \ldots, f_m \) by Gaussian elimination. Notice that if \( f_1^{\text{top}}, \ldots, f_m^{\text{top}} \) are linearly independent, then so are \( f_1, \ldots, f_m \) and \( f_1^h, \ldots, f_m^h \).

For \( d \geq 0 \), denote by \( R_d \) the \( \mathbb{K} \)-vector space generated by the monomials of \( R \) of degree \( d \). Then \( \dim_{\mathbb{K}} R_d = \binom{n+d-1}{d} \). If \( I \subseteq R \), then

\[
I_d = \{ f \in I \mid f \text{ homogeneous of degree } d \} \cup \{0\}
\]

is a finite dimensional \( \mathbb{K} \)-vector space for all \( d \geq 0 \). Clearly, \((R/I)_d = R_d/I_d\) is also a finite dimensional \( \mathbb{K} \)-vector space of dimension \( \dim_{\mathbb{K}}(R/I)_d = \dim_{\mathbb{K}} R_d - \dim_{\mathbb{K}} I_d \).

1.1. Commutative algebra review. Let \( I \subseteq R \) be a homogeneous ideal and suppose that \( f_1, \ldots, f_m \) is a minimal system of generators of \( I \) with \( \deg f_i = d_i \) for all \( i \). Then \( I \) is the homomorphic image of a free \( R \)-module \( F_0 \). More precisely, there is an epimorphism \( \phi_0 : F_0 \to I \), where \( F_0 = \bigoplus_{i=1}^n R(-d_i) \) with the basis \( \{e_1, \ldots, e_n\} \) and \( \phi_0(e_i) = f_i \). By \( R(-d_i) \) we mean a copy of the ring in which the degree of each element is shifted by \( d_i \), i.e., the degree of a monomial \( \prod_{j=0}^n x_j^{a_j} \) in \( R(-d_i) \) is \( (\sum_{j=1}^n a_j) + d_i \). With this new grading, \( \phi_0 \) becomes a degree-preserving homomorphism, which means that each element of degree \( d \) in \( F_0 \) maps to an element of the same degree in \( I \). The kernel of \( \phi_0 \) is generated by a finite number of homogeneous elements. As for \( I \), the \( R \)-module \( \ker \phi_0 \) is the homomorphic image of a free \( R \)-module \( F_1 \) and one may give a new grading to the elements of \( F_1 \), so that the map \( \phi_1 : F_1 \to \ker \phi_0 \) becomes degree-preserving. Since ker \( \phi_0 \subseteq F_0 \), \( \phi_1 \) may also be regarded as a degree-preserving map from \( F_1 \) to \( F_0 \), whose kernel is a homogeneous, finitely generated \( R \)-module. This process terminates after a finite number of steps, because for some \( p \leq n \) we have \( \ker \phi_p = 0 \) due to the Hilbert Syzygy Theorem. Thus we obtain an exact sequence of the form

\[
0 \to F_p \to \cdots \to F_2 \to F_1 \to F_0 \to I \to 0 \tag{1}
\]

in which each \( F_i \) is a free \( R \)-module of the form \( F_i = \bigoplus_{j} R(-j)^{\beta_{i,j}^R(I)} \). We say that the exact sequence \((1)\) has \textbf{length} \( p \).

\textbf{Definition 1.1.} An exact sequence as in \((1)\) constructed as we described above is a \textbf{graded minimal free resolution} of \( I \) and the numbers \( \beta_{i,j}^R(I) \) are the \textbf{graded Betti numbers} of \( I \). The Castelnuovo-Mumford regularity of \( I \), \( \text{reg}_R(I) \), is defined as

\[
\text{reg}_R(I) = \max\{j - i : \beta_{i,j}^R(I) \neq 0\}.
\]

If \( \mathcal{F} = \{f_1, \ldots, f_m\} \) is a sequence of homogeneous polynomials, we let \( \text{reg}_R(\mathcal{F}) \) denote the regularity of the ideal \( I = (\mathcal{F}) \). The \textbf{depth} of \( R/I \) is the maximum length of a regular sequence in \( R/I \). The ideal \( I \) is \textbf{Cohen-Macaulay} if the \textbf{Krull dimension} of \( R/I \) is equal to its depth.

It can be shown that the depth of \( R/I \) is \( n - p - 1 \), where \( p \) is the length of a minimal free resolution of \( I \). Although a graded minimal free resolution of a homogeneous ideal \( I \) is not unique, the graded Betti numbers of \( I \) are. In particular, the Castelnuovo-Mumford regularity of \( I \) and the depth of \( R/I \) are independent of the graded minimal free resolution used to compute them.
Definition 1.2. Let $I \subseteq R$ be a homogeneous ideal. The Hilbert function of $R/I$ is the function
\[ H_{R/I} : \mathbb{N} \rightarrow \mathbb{N} \]
\[ d \rightarrow \dim_K(R/I)_d. \]
The Hilbert series of $R/I$ is the formal power series
\[ HS_{R/I}(z) = \sum_{d \geq 0} H_{R/I}(d)z^d. \]

Notation 1.3. Let $h(z) = \sum_{d \geq 0} h_d z^d \in \mathbb{Z}[[z]]$ be a formal power series in the variable $z$, with integer coefficients. We denote by $[h(z)]$ the formal power series that one obtains by truncating $h(z)$ after the last consecutive positive coefficient, that is
\[ [h(z)] = \sum_{d=0}^\Delta h_d z^d, \]
where $\Delta = \sup\{d \geq 0 \mid h_0, \ldots, h_d > 0\}$.

We are often interested in homogeneous ideals with the following property.

Definition 1.4. Let $I \subseteq R$ be a homogeneous ideal. We say that $I$ is Artinian if there exists a $d \geq 0$ s.t. $I_d = R$.

Remark 1.5. The ideal $I \subseteq R$ is Artinian if and only if $HS_{R/I}(z)$ is a polynomial.

It can be shown that a homogeneous ideal $I = (f_1, \ldots, f_m) \subseteq R$ is Artinian if and only if $\mathcal{F} = \{f_1, \ldots, f_m\}$ contains a regular sequence of $n$ polynomials. This is the case if and only if the system $f_1 = \cdots = f_m = 0$ has no projective solutions, i.e., the only solution of the system is $x_1 = \cdots = x_n = 0$.

Throughout the paper, we often consider inhomogeneous systems $\mathcal{F}$ with at least a solution. For such a system, $J = (\mathcal{F}^h)$ is not Artinian. However, if $J$ is Cohen-Macaulay, one can consider an Artinian reduction. We give the definition of Artinian reduction only in the special case which will interest us.

Definition 1.6. Let $\mathcal{F}^h \subseteq S$ be a homogeneous system of polynomial equations which has finitely many (projective) solutions over the algebraic closure of $K$. Let $\ell \in S_1$ be a homogeneous linear form such that $\ell \nmid 0$ modulo $J = (\mathcal{F}^h)$. The ideal
\[ H = J + (\ell)/(\ell) \subseteq S/(\ell) \]
is an Artinian reduction of $J$.

Notice that a linear form $\ell$ as in Definition 1.6 may not exist. In that case, the ideal $J$ does not have an Artinian reduction over $K$.

Remark 1.7. In the situation of Definition 1.6 one has
\[ \operatorname{reg}_S(J) = \operatorname{reg}_{S/(\ell)}(H). \]

1.2. Homogeneous semi-regular sequences. In cryptography, we are often interested in analyzing the behavior of sequences of polynomials which are chosen “at random”. In algebraic geometry, this can be formalized via the concept of genericity. A property is generic or holds generically if there exists a nonempty Zariski-open set where the property holds. By identifying a polynomial with the vector of its coefficients, both the set of homogeneous polynomials of degree $d$ and that of arbitrary polynomials of degree $\leq d$ can be regarded as a projective space. Notice that we identify polynomials which are
the same up to a nonzero scalar multiple. Hence a **generic homogeneous polynomial of degree** \(d\) is a homogeneous polynomial of degree \(d\), which belongs to a given nonempty Zariski-open set in the projective space of all homogeneous polynomials of degree \(d\). Similarly, a **generic polynomial of degree** \(\leq d\) is a polynomial of degree \(\leq d\), which belongs to a given nonempty Zariski-open set in the projective space of all polynomials of degree \(\leq d\). Along the same lines, one defines a **generic sequence** of polynomials.

Notice that, in order for the concept of genericity to be meaningful, one needs to work over an **infinite field**. In fact, over an infinite field, a nonempty Zariski-open set is dense, i.e., its closure is the whole space. Over a finite field, on the other side, the Zariski topology is the discrete topology. Hence, over a finite field, every set of polynomials is a Zariski-open set. In particular, a proper Zariski-open set is never dense over a finite field. Therefore, over a finite field, a generic property is no longer a property which is true “almost everywhere”.

Semi-regular sequences were first introduced by Pardue in [25], which was later expanded and published as [26].

**Definition 1.8.** Let \(R = \mathbb{K}[x_1, \ldots, x_n]\) and assume that \(\mathbb{K}\) is an infinite field. If \(A = R/I\), where \(I\) is a homogeneous ideal, and \(f \in R_d\), then \(f\) is **semi-regular** on \(A\) if for every \(e \geq d\), the vector space map \(A_{e-d} \to A_e\) given by multiplication by \(f\) is of maximal rank (that is, either injective or surjective). A sequence of homogeneous polynomials \(f_1, \ldots, f_m\) is a **semi-regular sequence** if each \(f_i\) is semiregular on \(A/(f_1, \ldots, f_{i-1})\), \(1 \leq i \leq m\).

**Remark 1.9.** If \(m \leq n\), then \(f_1, \ldots, f_m\) is a semi-regular sequence if and only if it is a regular sequence.

Semi-regular sequences are conjectured by Pardue to be generic sequences of polynomials in [26, Conjecture B]. He proves that this fact is equivalent to Fröberg’s Conjecture [15], which is known to be true for many classes of ideals. See [29] for an up-to-date list of these classes.

Therefore, assuming that [26, Conjecture B] holds, “random” sequences of polynomials with coefficients in an infinite field \(\mathbb{K}\) are semi-regular. One advantage of dealing with semi-regular sequences is that their Hilbert function is known.

**Proposition 1.10 ([26 Proposition 1]).** Let \(f_1, \ldots, f_m \in R\) be homogeneous polynomials of degrees \(d_1, \ldots, d_m\). Then \(f_1, \ldots, f_m\) is a semi-regular sequence on \(R\) if and only if

\[
HS_{R/(f_1, \ldots, f_{\ell})}(z) = \left[\frac{\prod_{i=1}^{\ell} (1 - z^{d_i})}{(1 - z)^n}\right]
\]

for \(1 \leq \ell \leq m\).

The interest of semi-regular sequences for multivariate cryptography was first observed in [3]. Since the definition of semi-regular sequences adopted by Bardet, Faugère, and Salvy differs by the one given by Pardue, we will use the term **cryptographic semi-regular sequence**. The definition we give below is equivalent to [3, Definition 3], as shown in [2, Proposition 3.2.5].

**Definition 1.11.** Let \(\mathbb{K}\) be an arbitrary field. A sequence of homogeneous polynomials \(f_1, \ldots, f_m \in R\) is a **cryptographic semi-regular sequence** if

\[
HS_{R/(f_1, \ldots, f_m)}(z) = \left[\frac{\prod_{i=1}^{m} (1 - z^{d_i})}{(1 - z)^n}\right].
\]
Remark 1.12. Any cryptographic semi-regular sequence with \( m \geq n \) generates an Artinian ideal.

Notice that Definition 1.8 makes sense also over an arbitrary field. We now briefly compare semi-regular sequences over an arbitrary field with cryptographic semi-regular sequences. First of all, any semi-regular sequence is a cryptographic semi-regular sequence by Proposition 1.10. The fact that the converse does not hold follows from the example just above [26, Conjecture B].

Above we discussed a conjecture by Pardue which implies that sequences of polynomials whose coefficients are chosen uniformly at random over an infinite field are semi-regular with high probability. Pardue’s Conjecture and the related Fröberg’s Conjecture have been extensively studied and there is evidence in support of their correctness. In [4, Conjecture 2], Bardet, Faugère, and Salvy conjecture that, for \( n \to \infty \), the proportion of cryptographic semi-regular sequences in the set of all sequences of \( m \) polynomials in \( \mathbb{F}_2[x_1, \ldots, x_n] \) of degrees \( d_1, \ldots, d_m \) tends to 1. In [19, Theorem 7.14], Hodges, Molina, and Schlather disprove this conjecture and prove that the proportion tends to 0 as \( n \) tends to \( \infty \). They also propose variations of the conjecture that “most” sequences of \( m \) polynomials in \( \mathbb{F}_2[x_1, \ldots, x_n] \) are semi-regular and prove some related results. To the extent of our knowledge, none of these conjectures has been studied for finite fields different from \( \mathbb{F}_2 \).

1.3. The Macaulay matrix and the solving degree of a system of equations. For \( d \geq 1 \), the Macaulay matrix \( M_d(\mathcal{F}) \) of a polynomial system \( \mathcal{F} = \{f_1, \ldots, f_m\} \) is a matrix with entries in \( \mathbb{K} \) whose columns are indexed by all elements of \( \text{Mon}(R) \) of degree \( \leq d \), sorted in decreasing order from left to right with respect to the degree reverse lexicographic order. The rows are indexed by the polynomials \( m_i f_j \), where \( f_j \in \mathcal{F}, m_i \in \text{Mon}(R), \) and \( \deg m_i f_j \leq d \). The \( (k,l) \)-th entry of the matrix is the coefficient of the index of column \( l \) in the polynomial which is the index of row \( k \).

In order to compute a Gröbner basis of \( I \), one performs Gaussian elimination on the Macaulay matrix for increasing values of \( d \). The complexity of computing the reduced row echelon form (RREF) of these matrices is bounded by a known function of the solving degree, which is the largest degree which is involved in the computation. Therefore, the solving degree is the relevant parameter to estimate, in order to estimate the complexity of computing the solutions of the system \( \mathcal{F} \).

We analyze the following algorithm to compute the reduced Gröbner basis of \( I \) with respect to the degree reverse lexicographic order. Start in degree \( d = \max\{d_1, \ldots, d_m\} \). Perform Gaussian elimination on \( M_d(\mathcal{F}) \) to compute its RREF. Since the rows of \( M_d(\mathcal{F}) \) correspond to the polynomials \( m_i f_j \), Gaussian elimination corresponds to taking linear combinations of these polynomials. Hence, every row in the RREF corresponds to a polynomial in the ideal generated by \( \mathcal{F} \). In order to better keep track of what happens to each row, we use a variant of Gaussian elimination which does not permute the rows. Suppose the \( k \)th row of \( M_d(\mathcal{F}) \) is indexed by the polynomial \( m_i f_j \). Then the \( k \)th row in the RREF corresponds to a polynomial of the form \([m_i f_j + \text{a linear combination of other rows of } M_d(\mathcal{F})]\). If computing the RREF produces a polynomial \( f \) which has leading term strictly smaller than that of \( m_i f_j \) and \( \deg(f) < d \), then one appends to the matrix new rows \( uf \) for all \( u \in \text{Mon}(R) \) such that \( \deg(uf) \leq d \). This condition is checked for all rows. Gaussian elimination is then performed on the resulting matrix, and the process is repeated. Eventually, no degree reductions will be produced. Then we have either found a Gröbner basis of \( I \) and we stop, or we have not and we proceed to the next degree, \( d + 1 \).
The algorithm as described will compute a Gröbner basis for $I$. It does not, however, give a method for verifying whether the final matrix output corresponds to a Gröbner basis. One stopping criterion is that the S-polynomials corresponding to the output basis reduce to 0. Suppose we want to verify the output after $d$ iterations. The stopping criterion can be verified by Gaussian elimination, however, this will be of a matrix in degree $d' \leq 2d - 1$. Another possible stopping criterion is giving an a priori bound on the solving degree. Concretely, if one can prove that the solving degree of a system $F$ is at most $D$, then one can stop the computation in degree $D$.

**Definition 1.13.** Suppose $n \leq m$ and $d_1 \leq \cdots \leq d_m$. The Macaulay bound is

$$\sum_{i=m-n+1}^{m} (d_i - 1) + 1.$$

The Macaulay bound was shown by Lazard [23] to bound from above the degrees of the polynomials in a Gröbner basis of $(F)$, for a homogeneous system $F$ that has finitely many solutions over the algebraic closure of $\mathbb{K}$.

**Definition 1.14.** The solving degree of $F$, $\text{solv. deg}(F)$, is the least degree $d$ in which the algorithm described above returns a degree reverse lexicographic Gröbner basis of $I$.

Intuitively, the solving degree is the largest degree of the polynomials involved in the computation of the reduced degree reverse lexicographic Gröbner basis of $I$.

2. Solving degree, degree of regularity, and Castelnuovo-Mumford regularity

Let $F = \{f_1, \ldots, f_m\} \subseteq R$ and consider the degree reverse lexicographic order on $R$. We are interested in bounding the solving degree of $F$.

The concept of degree of regularity is widely used in the cryptographic literature.

**Definition 2.1 ([3, Definition 4]).** Let $F$ be a system of polynomial equations and assume that $(F^{\text{top}})_d = R_d$ for $d \gg 0$. The degree of regularity of $F$ is

$$d_{\text{reg}}(F) = \min\{d \geq 0 \mid (F^{\text{top}})_d = R_d\}.$$

If $(F^{\text{top}})_d \neq R_d$ for all $d \geq 0$, we let $d_{\text{reg}}(F) = \infty$.

It follows from [12, Proposition 4.5] that if $t_d^{\text{top}} = R_d$ for some $d \geq 0$, then $d_{\text{reg}}(F) = \text{reg}(F^{\text{top}})$.

Many authors use the degree of regularity as a heuristic upper bound or estimate for the solving degree. To the best of our knowledge, however, this has never been formalized and we could not find a proof in the literature that the degree of regularity produces an estimate for the solving degree. The next examples show that the degree of regularity is not an upper bound for the solving degree and that their difference can be non-negligible.

The next two examples are inspired by an example in [6, Page 10]. In both of them we use the largest step degree computed via the computer algebra system Magma [10], as a proxy for the solving degree. More precisely, we use the value of the largest step degree which appears in the Magma computation as a value of the solving degree.

**Example 2.2.** Let $R = \mathbb{F}_7[x, y, z]$ and let $f_x = x^7 - x$, $f_y = y^7 - y$, $f_z = z^7 - z$ be the field equations. Consider the equations

$$f_1 = x^5 + y^5 + z^5 - 1, \quad f_2 = x^3 + y^3 + z^2 - 1, \quad f_3 = y^6 - 1, \quad f_4 = z^6 - 1.$$
Consider the systems of equations

\[ \mathcal{F} = \left\{ \prod_{j=1}^{3} f_{i_j} \mid 1 \leq i_1 \leq i_2 \leq i_3 \leq 4 \right\} \cup \{f_x, f_y, f_z\}. \]

Observe that the system generates a radical ideal, since it contains the field equations. Using Magma one can compute

\[ \text{solv. deg}(\mathcal{F}) = 24 > 15 = d_{\text{reg}}(\mathcal{F}). \]

Notice that \( \mathcal{F} \) contains equations of degree 18, however, this still does not account for the gap between the solving degree and the degree of regularity of \( \mathcal{F} \).

**Example 2.3.** Let \( R = \mathbb{F}_7[x, y, z] \) and let \( f_x = x^7 - x, f_y = y^7 - y, f_z = z^7 - z \) be the field equations. Consider the equations

\[ f_1 = x^5 + y^5 + z^5 - 1, \quad f_2 = x^3 + y^3 + z^2 - 1, \quad f_3 = f_x, \quad f_4 = f_y, \quad f_5 = f_z. \]

Consider the systems of equations

\[ \mathcal{F} = \left\{ \prod_{1 \leq i \leq j \leq 5} f_i f_j \right\} \cup \{f_x, f_y, f_z\}. \]

Observe that \( \mathcal{F} \) generates a radical ideal, since it contains the field equations. Using Magma one can compute

\[ \text{solv. deg}(\mathcal{F}) = 21 > 13 = d_{\text{reg}}(\mathcal{F}). \]

Notice that \( \mathcal{F} \) contains equations of degree 14, however, this still does not account for the gap between the solving degree and the degree of regularity of \( \mathcal{F} \).

**Example 2.4.** Let \( \mathcal{F} = \{x^4 - 1, x^2 y - x^2, y^2 - 1\} \subseteq \mathbb{Z}_7[x, y] \). The ideal \( (\mathcal{F}^{\text{top}}) = (x^4, x^2 y, y^2) \) is generated by a cryptographic semi-regular sequence and \( d_{\text{reg}}(\mathcal{F}) = 4 \). The reduced Gröbner bases of the ideal \( I = (\mathcal{F}) \) with respect to the degree reverse lexicographic order with \( x > y \) is \( \{y - 1, x^4 - 1\} \) and \( \text{solv. deg}(\mathcal{F}) = 5 > 4 = d_{\text{reg}}(\mathcal{F}) \).

The regularity of the ideal generated by the system \( \mathcal{F}^h \) obtained by homogenizing the equations of \( \mathcal{F} \) with respect to a new variable is an upper bound on the solving degree of \( \mathcal{F} \), whenever the equations of \( \mathcal{F}^h \) generate an ideal in generic coordinates. This is the case in particular if \( \mathcal{F} \) contains the field equations. We refer the reader to [12, Definition 1.11] for the definition of generic coordinates.

**Theorem 2.5** ([12, Theorem 3.23 and Theorem 3.26]). Consider the degree reverse lexicographic order on \( R \). Assume that \( \mathcal{F} = \{f_1, \ldots, f_m\} \subseteq R \) contains the field equations and let \( J = (f_1^h, \ldots, f_m^h) \subseteq S \). Then

\[ \text{solv. deg}(\mathcal{F}) \leq \text{reg}(J). \]

It follows from Theorem 2.5 that, whenever \( t \not\mid 0 \) modulo \( J = (\mathcal{F}^h) \), then the degree of regularity essentially bounds the solving degree. Unfortunately, it is often the case that \( t \mid 0 \) modulo \( J \), as we discuss in Section 4.1. Therefore, the applicability of the next result is limited.

**Corollary 2.6.** Consider the degree reverse lexicographic order on \( R \). Assume that \( \mathcal{F} = \{f_1, \ldots, f_m\} \subseteq R \) contains the field equations and let \( J = (f_1^h, \ldots, f_m^h) \subseteq S \). If \( t \not\mid 0 \) modulo \( J \), then

\[ \text{solv. deg}(\mathcal{F}) \leq d_{\text{reg}}(\mathcal{F}). \]
Proof. Let \((\mathcal{F}^{\text{top}}) = (f_1^{\text{top}}, \ldots, f_m^{\text{top}}) \subseteq R\). The natural isomorphism \(S/(t) \cong R\) maps \(J + (t)/(t)\) to \((\mathcal{F}^{\text{top}})\). If \(t \not\equiv 0\) modulo \(J\), then \((\mathcal{F}^{\text{top}})\) is an Artinian reduction of \(J\), hence
\[
\text{reg}(J) = \text{reg}(\mathcal{F}^{\text{top}}) = d_{\text{reg}}(\mathcal{F}).
\]
The thesis now follows from Theorem 2.5.

\[\square\]

3. Solving degree of cryptographic semi-regular systems

Let \(\mathcal{F} = \{f_1, \ldots, f_m\} \subseteq R\) be a system of homogeneous or inhomogeneous equations. In the first subsection we provide explicit bounds on the solving degree of \(\mathcal{F}\) when the polynomials are homogeneous. In the second subsection we propose a definition of semi-regularity for inhomogeneous polynomials, which is different from that of [5]. Then we derive explicit bounds on the solving degree of \(\mathcal{F}\) when the polynomials are inhomogeneous. In addition, in the appendix we provide a table of upper bounds for the solving degree of cryptographic semi-regular systems with \(n\) variables and \(m = n + k\) quadratic equations, for \(1 \leq n, k \leq 100\).

3.1. Homogeneous cryptographic semi-regular sequences. The definition of cryptographic semi-regular sequence implicitly provides a bound for the solving degree of the corresponding system. In fact, since the Hilbert series of a cryptographic semi-regular sequence is given by the formula in Definition 1.11 for any given choice of \(m, n\) and the degrees \(d_1, \ldots, d_m\), one can use the formula to compute the Castelnuovo-Mumford regularity of the ideal \(I\) generated by the equations of the system \(\mathcal{F}\). Explicitly, the degree of the term with the first non-positive coefficient in the Hilbert series expansion is equal to the Castelnuovo-Mumford regularity of \(I\). The Castelnuovo-Mumford regularity of \(I\) provides a bound for the solving degree of \(\mathcal{F}\) by [12, Theorem 3.22], under the assumption that the ideal \(I\) is in generic coordinates. However, even if such a bound can be computed for any choice of \(m, n, d_1, \ldots, d_m\), it is a difficult task to provide an explicit formula for it.

If \(m \leq n\), then a cryptographic semi-regular sequence is a regular sequence. The Castelnuovo-Mumford regularity of a regular sequence is given by a simple formula, which coincides with the Macaulay bound for \(m = n\). If \(m > n\), asymptotic formulas for the degree of regularity of a cryptographic semi-regular sequence (which in this situation coincides with the Castelnuovo-Mumford regularity of the ideal that the sequence generates) are given in [3, 5].

In this subsection we produce new explicit bounds for the solving degree of homogeneous cryptographic semi-regular systems. Instead of making an asymptotic analysis, we study the situation when the difference \(m - n\) is small. More precisely, we provide explicit formulas in the cases: \(m = n + 1, n + 2 \leq m \leq n + 5\) and the equations are quadratic, or \(m = n + 2\) and the equations are cubic.

Our first result concerns the solving degree of systems consisting of \(n + 1\) generic homogeneous polynomials \(f_1, \ldots, f_{n+1}\) of degrees \(d_i = \deg(f_i), d_1 \leq \cdots \leq d_{n+1}\) over an infinite field. This can be easily computed by using a result of Migliore and Mirò-Roig [24]. Notice that, since the polynomials are generic and the field is infinite, then \(f_1, \ldots, f_n\) are a complete intersection. Therefore, \((f_1, \ldots, f_n)_d = R_d\) for \(d \geq d_1 + \cdots + d_n - n + 1\). Therefore, if \(d_{n+1} \geq d_1 + \cdots + d_n - n + 1\), then the last equation may be removed from the system, as \(f_{n+1} \in (f_1, \ldots, f_n)\). Hence we may assume without loss of generality that \(d_{n+1} \leq d_1 + \cdots + d_n - n\).

**Theorem 3.1.** Let \(\mathbb{K}\) be an infinite field and let \(\mathcal{F} = \{f_1, \ldots, f_{n+1}\}\) consist of \(n+1\) generic homogeneous polynomials of degrees \(d_i = \deg(f_i)\) in \(n\) variables. Let \(d_1 \leq d_2 \leq \cdots \leq d_{n+1}\).
Assume without loss of generality that $d_{n+1} \leq d_1 + \cdots + d_n - n$. Then $F$ is a cryptographic semi-regular sequence and

$$\text{solv. deg}(F) \leq \left\lfloor \frac{d_1 + \cdots + d_{n+1} - n - 1}{2} \right\rfloor + 1.$$  

In particular, if $d_1 = \cdots = d_{n+1} = 2$, then

$$\text{solv. deg}(F) \leq \left\lfloor \frac{n + 1}{2} \right\rfloor + 1$$

and if $d_1 = \cdots = d_{n+1} = 3$, then

$$\text{solv. deg}(F) \leq n + 2.$$

Proof. Let $I = (f_1, \ldots, f_{n+1}) \subseteq R$. The fact that $F$ is a cryptographic semi-regular sequence is explained in [24], using results from [28, 30]. By [24, Lemma 2.5] one has

$$\text{reg}(I) = \left\lfloor \frac{d_1 + \cdots + d_{n+1} - n - 1}{2} \right\rfloor + 1.$$

If $d_1 = \cdots = d_{n+1} = 2$, then

$$\text{reg}(I) = \left\lfloor \frac{n + 1}{2} \right\rfloor + 1.$$

If $d_1 = \cdots = d_{n+1} = 3$, then

$$\text{reg}(I) \leq n + 2.$$

Since $I$ is generated by generic polynomials, then it is in generic coordinates. Therefore we conclude by [12, Theorem 3.22].

The same result holds for homogeneous cryptographic semi-regular systems over a finite field. Over a field of characteristic zero, a random sequence of $n+1$ polynomials will be semi-regular, hence also cryptographic semi-regular, see [27]. However, we cannot make the same claim for polynomials over a finite field. Hence, in Theorem 3.2 we specify $F$ to be a homogeneous cryptographic semi-regular sequence. The proof of Theorem 3.2 is the same as the proof of Theorem 3.1.

Theorem 3.2. Let $\mathbb{K}$ be a finite field and let $F = \{f_1, \ldots, f_{n+1}\}$ be a homogeneous cryptographic semi-regular sequence of polynomials of degrees $d_i = \deg(f_i)$ in $n$ variables. Let $I = (f_1, \ldots, f_{n+1})$. Let $d_1 \leq d_2 \leq \cdots \leq d_{n+1}$. Assume without loss of generality that $d_{n+1} \leq d_1 + \cdots + d_n - n$. Then

$$\max \text{GB deg}(I) \leq \left\lfloor \frac{d_1 + \cdots + d_{n+1} - n - 1}{2} \right\rfloor + 1.$$  

In particular, if $d_1 = \cdots = d_{n+1} = 2$, then

$$\max \text{GB deg}(I) \leq \left\lfloor \frac{n + 1}{2} \right\rfloor + 1$$

and if $d_1 = \cdots = d_{n+1} = 3$, then

$$\max \text{GB deg}(I) \leq n + 2.$$

If in addition $I$ is in generic coordinates, then

$$\text{solv. deg}(F) \leq \left\lfloor \frac{d_1 + \cdots + d_{n+1} - n - 1}{2} \right\rfloor + 1.$$
In particular, if \( d_1 = \cdots = d_{n+1} = 2 \) and \( I \) is in generic coordinates, then
\[
\text{solv. deg}(\mathcal{F}) \leq \left\lfloor \frac{n+1}{2} \right\rfloor + 1
\]
and if \( d_1 = \cdots = d_{n+1} = 3 \) and \( I \) is in generic coordinates, then
\[
\text{solv. deg}(\mathcal{F}) \leq n + 2.
\]

**Remark 3.3.** Notice that the bound obtained in Theorem 3.1 and Theorem 3.2 implies that
\[
\text{solv. deg}(\mathcal{F}) \leq d_1 + \ldots + d_n - n,
\]
since \( d_{n+1} \leq d_1 + \ldots + d_n - n \). In particular, this bound is always better than the Macaulay bound.

We now study the case when \( n + 2 \leq m \leq n + 5 \) and the equations are homogeneous and quadratic. The assumption that \( \mathcal{F} \) generates an ideal which is in generic coordinates is satisfied for “sufficiently general” polynomials, or when \( \mathcal{F} \) contains the homogenizations of the field equations.

**Theorem 3.4.** Let \( \mathcal{F} = \{f_1, \ldots, f_m\} \) be a cryptographic semi-regular sequence of homogeneous polynomials of degree 2 in \( n \) variables. Let \( I = (\mathcal{F}) \) and let
\[
r(m, n) = \begin{cases} 
\left\lfloor \frac{4 + n - \sqrt{4 + n}}{2} \right\rfloor & \text{if } m = n + 2, \\
\left\lfloor \frac{6 + n - \sqrt{16 + 3n}}{2} \right\rfloor & \text{if } m = n + 3, \\
\left\lfloor \frac{8 + n - \sqrt{20 + 3n + \sqrt{128 + 39n + 3n^2}}}{2} \right\rfloor & \text{if } m = n + 4, \\
\left\lfloor \frac{10 + n - \sqrt{40 + 5n + \sqrt{288 + 75n + 5n^2}}}{2} \right\rfloor & \text{if } m = n + 5.
\end{cases}
\]
Then
\[
\text{max. GB. deg}(I) \leq r(m, n).
\]
If in addition we assume that \( I \) is in generic coordinates, then
\[
\text{solv. deg}(\mathcal{F}) \leq r(m, n).
\]

**Proof.** Let \( I = (f_1, \ldots, f_m) \subseteq R \). Since \( m > n \) and \( \mathcal{F} = \{f_1, \ldots, f_m\} \) is a cryptographic semi-regular sequence, then there exists a \( d \) such that \( I_d = R_d \). The Castelnuovo-Mumford regularity of \( I \) is the least such degree. By the definition of cryptographic semi-regular sequence, \( \text{reg}(I) \) is the least degree in which the formal power series \((1 - z^2)^m / (1 - z)^n\) has a non-positive coefficient. One has
\[
\frac{(1 - z^2)^m}{(1 - z)^n} = (1 - z)^{m-n}(1 + z)^m = \left( \sum_{j=0}^{m-n} (-1)^j \binom{m-n}{j} z^j \right) \left( \sum_{i=0}^{m} \binom{m}{i} z^i \right) \\
= \sum_{j=0}^{m-n} \left( \sum_{i=0}^{m} (-1)^j \binom{m-n}{j} \binom{m}{i} \right) z^{i+j}.
\]
Hence the coefficient of \( z^k \) in (2) is
\[
C_k = \sum_{l=0}^{k} (-1)^l \binom{m-n}{l} \binom{m}{k-l}.
\]
and for $k \geq m - n$ we have

$$C_k = \sum_{l=0}^{m-n} \left( -1 \right)^l \binom{m-n}{l} \binom{m}{k-l}$$

$$= \frac{m! (m-n)!}{k! (2m-n-k)!} \sum_{l=0}^{m-n} \left( -1 \right)^l \binom{2m-n-k}{m-n-l} \binom{m}{l}$$

Setting $r := m - n$, we have

$$C_k = \frac{(n+r)!}{k! (2r+n-k)!} f(r, k), \quad (3)$$

where

$$f(r, k) = r! \sum_{l=0}^{r} \left( -1 \right)^l \binom{2r+n-k}{r-l} \binom{m}{l}.$$  \quad (4)

By (3), $C_k$ and $f(r, k)$ have the same sign. Hence in order to find $\text{reg}(I)$, it suffices to find the smallest $k$ for which $f(r, k)$ is non-positive.

(i) Letting $m = n + 2$ in (4), we obtain

$$f(2, k) = 4k^2 - 4(4+n)k + n^2 + 7n + 12.$$  

As a function of $k$, $f(2, k)$ has two zeros

$$k_1 = (4 + n - \sqrt{4+n})/2, \quad k_2 = (4 + n + \sqrt{4+n})/2.$$  

So it is positive in $(-\infty, k_1) \cup (k_2, +\infty)$, and is negative in $(k_1, k_2)$. Since $\lceil k_1 \rceil < k_2$, the first non-positive coefficient of $z^k$ in (2) occurs for $k = \lceil (4 + n - \sqrt{4+n})/2 \rceil$.

(ii) Letting $m = n + 3$ in (4), we obtain

$$f(3, k) = -8k^3 + 12(6+n)k^2 - 2(92 + 33n + 3n^2)k + n^3 + 15n^2 + 74n + 120.$$  

As a function of $k$, $f(3, k)$ has three zeros

$$k_1 = (6 + n - \sqrt{16 + 3n})/2, \quad k_2 = (6 + n)/2, \quad k_3 = (6 + n + \sqrt{16 + 3n})/2,$$  

it is positive in $(-\infty, k_1) \cup (k_2, k_3)$, and negative in $(k_1, k_2) \cup (k_3, +\infty)$. Since $\lceil k_1 \rceil < k_2$, then $\text{reg}(I) = \lceil k_1 \rceil$.

(iii) Letting $m = n + 4$ in (4), we obtain

$$f(4, k) = 16k^4 - 32(8+n)k^3 + 8(172 + 45n + 3n^2)k^2 - 8(352 + 148n + 21n^2 + n^3)k$$

$$+ n^4 + 26n^3 + 251n^2 + 1066n + 1680.$$  

As a function of $k$, $f(4, k)$ admits four zeros

$$k_1 = (8 + n - \sqrt{20 + 3n + \sqrt{2\sqrt{128 + 39n + 3n^2}}}/2,$$  

$$k_2 = (8 + n - \sqrt{20 + 3n - \sqrt{2\sqrt{128 + 39n + 3n^2}}}/2,$$  

$$k_3 = (8 + n + \sqrt{20 + 3n - \sqrt{2\sqrt{128 + 39n + 3n^2}}}/2,$$  

$$k_4 = (8 + n + \sqrt{20 + 3n + \sqrt{2\sqrt{128 + 39n + 3n^2}}}/2.$$  

This function is positive in $(-\infty, k_1) \cup (k_2, k_3) \cup (k_4, +\infty)$, and negative in $(k_1, k_2) \cup (k_3, k_4)$. Since $\lceil k_1 \rceil < k_2$, then $\text{reg}(I) = \lceil k_1 \rceil$. 

(iv) Letting \( m = n + 5 \) in [1], we obtain
\[
 f(5, k) = -32k^5 + 80(10 + n)k^4 - 80(92 + 19n + n^2)k^3
 - 2(27024 + 12450n + 2175n^2 + 170n^3 + 5n^4)k^2
 + n^5 + 40n^4 + 635n^3 + 5000n^2 + 19524n + 30240.
\]
As a function of \( k \), \( f(5, k) \) admits five zeros
\[
 i_1 = \frac{1}{2} \left( 10 + n - \sqrt{40 + 5n + \sqrt{2} \sqrt{288 + 75n + 5n^2}} \right)
 i_2 = \frac{1}{2} \left( 10 + n - \sqrt{40 + 5n - \sqrt{2} \sqrt{288 + 75n + 5n^2}} \right)
 i_3 = \frac{10 + n}{2}
 i_4 = \frac{1}{2} \left( 10 + n + \sqrt{40 + 5n - \sqrt{2} \sqrt{288 + 75n + 5n^2}} \right)
 i_5 = \frac{1}{2} \left( 10 + n + \sqrt{40 + 5n + \sqrt{2} \sqrt{288 + 75n + 5n^2}} \right)
\]
Since the polynomial function \( f(k, 5) \) is continuous and positive in \( i \in (-\infty, i_1) \cup (i_2, i_3) \cup (i_4, i_5) \), the first change in sign from positive to negative occurs when
\[
 k = \left\lfloor \frac{1}{2} \left( 10 + n - \sqrt{40 + 5n + \sqrt{2} \sqrt{288 + 75n + 5n^2}} \right) \right\rfloor.
\]
We have proved that the Castelnuovo-Mumford regularity of \( I \) is \( \text{reg}(I) = r(m, n) \). The bound on the degree of the elements of the degree reverse lexicographic Gröbner basis of \( I \) now follows from [12, Proposition 4.5 and Remark 4.6]. The bound on the solving degree follows from [12, Theorem 3.22], under the assumption that \( I \) is in generic coordinates. □

Theorem 3.2 and Theorem 3.4 also provide an upper bound for the solving degree of homogeneous cryptographic semi-regular sequences for larger values of \( m \).

**Corollary 3.5.** Let \( \mathcal{F} = \{f_1, \ldots, f_m\} \) be a cryptographic semi-regular sequence of homogeneous polynomials of degree \( d = 2, 3 \) in \( n \) variables. Assume that \( m \geq n + 5 \) if \( d = 2 \) and that \( m \geq n + 1 \) if \( d = 3 \). Let \( I = (\mathcal{F}) \) and let
\[
 r(n, d) = \begin{cases} 
 \left\lfloor \frac{10 + n - \sqrt{40 + 5n + \sqrt{2} \sqrt{288 + 75n + 5n^2}}}{2} \right\rfloor & \text{if } d = 2, \\
 n + 2 & \text{if } d = 3.
\end{cases}
\]
Then
\[
 \max \text{. GB. deg}(I) \leq r(n, d).
\]
If in addition we assume that \( I \) is in generic coordinates, then
\[
 \text{solv. deg}(\mathcal{F}) \leq r(n, d).
\]
**Proof.** Notice that \( r(n, 2) \) is the Castelnuovo-Mumford regularity of an ideal \( H \) generated by a cryptographic semi-regular sequence consisting of \( n + 5 \) homogeneous quadratic polynomials. Moreover, \( r(n, 3) \) is the Castelnuovo-Mumford regularity of an ideal \( H \) generated by a cryptographic semi-regular sequence consisting of \( n + 1 \) homogeneous cubic polynomials. Since \( I \) contains such an ideal \( H \) and \( H \) is Artinian, then \( \text{reg}(I) \leq \text{reg}(H) \).

The bound on the degree of the elements of the degree reverse lexicographic Gröbner basis of \( I \) now follows from [12, Proposition 4.5 and Remark 4.6]. The bound on the
solving degree of $F$ follows from [12, Theorem 3.22], under the assumption that $I$ is in generic coordinates.

3.2. Inhomogeneous cryptographic semi-regular sequences. Let $F = \{f_1, \ldots, f_m\} \subseteq R$ be a system of inhomogeneous polynomial. Inhomogeneous cryptographic semi-regular sequences are defined in [5, Definition 5] as sequences $F$ such that $F^{\text{top}}$ is a cryptographic semi-regular sequence, according to Definition [1.11]. This definition allows the authors to estimate the degree of regularity of $F$.

The examples that we presented in Section 2, however, show that the degree of regularity of $F$ can be quite a bit smaller than its solving degree. In view of those examples, therefore, we propose a different definition. Instead of looking at the sequence $F^{\text{top}}$ of homogeneous parts of highest degree, we consider the sequence $F_h$ of the homogenizations of the original polynomials, with respect to a new variable.

Definition 3.6. An inhomogeneous system of polynomials $F = \{f_1, \ldots, f_m\} \subseteq R$ is a cryptographic semi-regular sequence if $F_h = \{f_h^1, \ldots, f_h^m\} \subseteq S = R[t]$ is a cryptographic semi-regular sequence.

Definition 3.6 is very natural also in view of Pardue’s Conjecture [26, Conjecture B]. Informally, Pardue’s Conjecture states that semi-regular sequences are sequences of generic polynomials, i.e. random systems of polynomials. If we think of a random inhomogeneous polynomial $f \in R$ of degree $d$ as a linear combination with randomly chosen coefficients of the monomials of $R$ of degree less than or equal to $d$, then its homogenization $f^h \in S$ is a linear combination with randomly chosen coefficients of the monomials of $S$ of degree $d$. In other words, $f$ is a random inhomogeneous polynomial of degree $d$ if and only if $f^h$ is a random homogeneous polynomial of degree $d$.

Definition 3.6 allows us to apply our results on homogeneous systems from the previous subsection to systems of inhomogeneous polynomials. As a direct consequence of Theorem 3.1, Theorem 3.2, Theorem 3.4, and Corollary 3.5, we obtain the following results.

Theorem 3.7. Let $\mathbb{K}$ be an infinite field and let $F = \{f_1, \ldots, f_m\} \subseteq R$ be a sequence of generic inhomogeneous polynomials of degrees $d_i = \deg(f_i)$, with $m \in \{n + 1, n + 2\}$. If $m = n + 2$, assume without loss of generality that $d_{n+2} \leq d_1 + \cdots + d_{n+1} - n - 1$. Then $F$ is a cryptographic semi-regular sequence and

\[
solv. \deg(F) \leq \begin{cases} d_1 + \cdots + d_{n+1} - n & \text{if } m = n + 1, \\ \left\lfloor \frac{d_1 + \cdots + d_{n+1} - n - 2}{2} \right\rfloor + 1 & \text{if } m = n + 2. \end{cases}
\]

In particular, if $d_1 = \cdots = d_m = 2$, then

\[
solv. \deg(F) \leq \begin{cases} n + 2 & \text{if } m = n + 1, \\ \left\lfloor \frac{n}{2} \right\rfloor + 2 & \text{if } m = n + 2, \end{cases}
\]

and if $d_1 = \cdots = d_{n+1} = 3$, then

\[
solv. \deg(F) \leq \begin{cases} 2n + 3 & \text{if } m = n + 1, \\ n + 3 & \text{if } m = n + 2. \end{cases}
\]

Proof. If $m = n + 1$, the thesis follows from observing that the homogenization of a sequence of $n + 1$ generic inhomogeneous polynomials in $n$ variables is a sequence of $n + 1$ generic homogeneous polynomials in $n + 1$ variables, hence it is a regular sequence. If $m = n + 2$, the thesis follows from applying Theorem 3.1 to $F^h$. □
The reason for working over an infinite field in Theorem 3.1 and Theorem 3.7 is that the notion of generic polynomials is defined only over infinite fields. Over finite fields, one can no longer speak of generic polynomials. Nevertheless, one obtains the same bounds for cryptographic semi-regular sequences over finite fields. The next theorem follows from applying Theorem 3.2 to $\mathcal{F}^h$.

**Theorem 3.8.** Let $\mathbb{K}$ be a finite field and let $\mathcal{F} = \{f_1, \ldots, f_m\} \subseteq R$ be a cryptographic semi-regular sequence of inhomogeneous polynomials of degrees $d_i = \deg(f_i)$, with $m \in \{n + 1, n + 2\}$. Let $I = (f_1, \ldots, f_m)$. If $m = n + 2$, assume without loss of generality that $d_{n+2} \leq d_1 + \cdots + d_{n+1} - n - 1$. Let

$$r(n, d_1, \ldots, d_m) = \begin{cases} d_1 + \cdots + d_{n+1} - n & \text{if } m = n + 1, \\ \left\lfloor \frac{d_1 + \cdots + d_{n+2} - n - 2}{2} \right\rfloor + 1 & \text{if } m = n + 2. \end{cases}$$

If $d_1 = \cdots = d_m = 2$, then

$$r(n, 2, \ldots, 2) = \begin{cases} n + 2 & \text{if } m = n + 1, \\ \left\lfloor \frac{n}{2} \right\rfloor + 2 & \text{if } m = n + 2. \end{cases}$$

and if $d_1 = \cdots = d_{n+1} = 3$, then

$$r(n, 3, \ldots, 3) = \begin{cases} 2n + 3 & \text{if } m = n + 1, \\ n + 3 & \text{if } m = n + 2. \end{cases}$$

Then

$$\max \text{. GB. } \deg(I) \leq r(n, d_1, \ldots, d_m).$$

If in addition $J = (\mathcal{F}^h)$ is in generic coordinates, then

$$\text{solv. } \deg(\mathcal{F}) \leq r(n, d_1, \ldots, d_m).$$

We now give an example of inhomogeneous cryptographic semi-regular sequences coming from index-calculus.

**Example 3.9.** Using PYTHON, we performed the index-calculus algorithm on elliptic curves defined over finite fields $\mathbb{F}_{q^n}$, $q$ a large prime number and $n \in \{3, 4, 5\}$. Following the approach of Joux-Vitse [9], we tried to decompose a random point on the curve as a sum of $n-1$ points of the factor basis and obtained overdetermined systems of $n$ equations in $n-1$ variables. Almost all the systems we produced are inhomogeneous cryptographic semi-regular systems. When we homogenize them, we obtain regular sequences of $n$ polynomials in $n$ variables. Therefore, their solving degree is bounded by $d_1 + \cdots + d_n - (n - 1)$ where $d_1, \ldots, d_n$ are the degrees of the $n$ polynomials.

Notice that, since systems of this kind usually have no solutions, it is natural to expect that their homogenizations also have no solutions. Since the homogenizations are systems of $n$ polynomials in $n$ variables, they have no solutions if and only if they are regular sequences.

We conclude the section with two more bounds on the solving degree of cryptographic semi-regular sequences of inhomogeneous polynomials. They follow from applying Theorem 3.4 and Corollary 3.5 to $\mathcal{F}^h$. 

Theorem 3.10. Let $F = \{f_1, \ldots, f_m\}$ be a cryptographic semi-regular sequence of inhomogeneous polynomials of degree 2 in $n$ variables. Let $I = (F)$ and let

$$r(m, n) = \begin{cases} 
\left\lceil \frac{(5 + n - \sqrt{5 + n})}{2} \right\rceil & \text{if } m = n + 3, \\
\left\lceil \frac{(7 + n - \sqrt{19 + 3n})}{2} \right\rceil & \text{if } m = n + 4, \\
\left\lceil \frac{(9 + n - \sqrt{23 + 3n + \sqrt{2\sqrt{170 + 45n + 3n^2}}})}{2} \right\rceil & \text{if } m = n + 5, \\
\left\lceil \frac{(11 + n - \sqrt{45 + 5n + \sqrt{2\sqrt{368 + 85n + 5n^2}}})}{2} \right\rceil & \text{if } m \geq n + 6.
\end{cases}$$

then

$$\max \text{GB} \deg(I) \leq r(m, n).$$

Assume in addition that $F^h$ generates an ideal which is in generic coordinates. Then

$$\text{solv. deg}(F) \leq r(m, n).$$

Theorem 3.11. Let $m \geq n + 2$ and let $F = \{f_1, \ldots, f_m\}$ be a cryptographic semi-regular sequence of inhomogeneous polynomials of degree 3 in $n$ variables. Let $I = (F)$, then

$$\max \text{GB} \deg(I) \leq n + 3.$$

Assume in addition that $F^h$ generates an ideal which is in generic coordinates. Then

$$\text{solv. deg}(F) \leq n + 3.$$

4. A consequence of the Eisenbud-Green-Harris Conjecture

In this section, we present a conjecture formulated by Eisenbud, Green, and Harris in [14]. The conjecture, if true, has implications on the solving degree of overdetermined systems of quadratic equations, which we explore in this section. Before we state the conjecture, we give a definition and establish some notation.

Definition 4.1. Let $\ell \geq 0$, $d > 0$. The Macaulay expansion of $\ell$ with respect to $d$ is

$$\ell = \left(\frac{\ell_d}{d}\right) + \cdots + \left(\frac{\ell_2}{2}\right) + \left(\frac{\ell_1}{1}\right)$$

where $\ell_d > \ell_{d-1} > \cdots > \ell_1 \geq 0$. Set $0^{(d)} := 0$ and

$$\ell^{(d)} := \left(\frac{\ell_d}{d+1}\right) + \cdots + \left(\frac{\ell_2}{3}\right) + \left(\frac{\ell_1}{2}\right).$$

Notice that $\binom{n}{a} = 0$ if $a < b$. It is easy to show that the Macaulay expansion of $\ell$ with respect to $d$ exists and is unique.

Example 4.2. The Macaulay expansion of 8 with respect to 3 is

$$8 = \left(\frac{4}{3}\right) + \left(\frac{3}{2}\right) + \left(\frac{1}{1}\right), \text{ hence } 8^{(3)} = \left(\frac{4}{4}\right) + \left(\frac{3}{3}\right) + \left(\frac{1}{2}\right) = 2.$$

The Macaulay expansion of 10 with respect to 3 is

$$10 = \left(\frac{5}{3}\right) + \left(\frac{1}{2}\right) + \left(\frac{0}{1}\right), \text{ hence } 10^{(3)} = \left(\frac{5}{4}\right) + \left(\frac{1}{3}\right) + \left(\frac{0}{2}\right) = 5.$$

The Eisenbud-Green-Harris Conjecture is a well-known conjecture in algebraic geometry, which has many equivalent formulations. The one that best suits our purpose is the following one.
Conjecture 4.3 ([14] Conjecture (V_m)]. Assume that \( f_1, \ldots, f_m \in R \) are homogeneous polynomials and that \( I = (f_1, \ldots, f_m) \) contains a regular sequence of \( n \) quadratic polynomials. Then
\[
H_{R/I}(d + 1) \leq H_{R/I}(d)
\]
for all \( d > 0 \).

In the next theorems, we explore the implications of Conjecture 4.3 on the solving degree of systems of quadratic equations.

Theorem 4.4. Assume that Conjecture 4.3 holds. Let \( F = \{f_1, \ldots, f_m\} \subseteq R \) be a system of homogeneous linearly independent quadratic polynomials such that \( I = (f_1, \ldots, f_m) \) is Artinian. Let \( \alpha \) be the unique integer such that
\[
\binom{n + 1}{2} - \binom{n - \alpha}{2} = \sum_{i=n-\alpha}^{n} i < m \leq \sum_{i=n-\alpha-1}^{n} i = \binom{n + 1}{2} - \binom{n - \alpha - 1}{2}.
\]
Then
\[
\max \text{GB. deg}(I) \leq n - \alpha.
\]
If in addition \( I = (f_1, \ldots, f_m) \) is in generic coordinates, then
\[
\text{solv. deg}(F) \leq n - \alpha.
\]

Proof. Let \( \mu := \sum_{i=n-\alpha-1}^{n} i - m \). By assumption \( 0 \leq \mu < n - \alpha - 1 \). One has
\[
\dim_{K}(R/I)_2 = \binom{n + 1}{2} - m = \binom{n - \alpha - 1}{2} + \mu,
\]
where the first equality follows from the linear independence of \( f_1, \ldots, f_m \) and the second from the binomial formula for the sum of the first \( n \) positive integers. Assuming that Conjecture 4.3 holds, we have
\[
\dim_{K}(R/I)_3 \leq \dim_{K}(R/I)_2(2) = \binom{n - \alpha - 1}{3} + \binom{\mu}{2},
\]
hence
\[
\dim_{K}(R/I)_4 \leq \dim_{K}(R/I)_3(3) \leq \binom{n - \alpha - 1}{4} + \binom{\mu}{3}.
\]
After repeatedly applying the inequality of Conjecture 4.3, we obtain
\[
\dim_{K}(R/I)_{n-\alpha} \leq \binom{n - \alpha - 1}{n - \alpha} + \binom{\mu}{n - \alpha - 1} = 0,
\]
since \( \mu < n - \alpha - 1 \). Therefore \( \text{reg}(I) \leq n - \alpha \) and we conclude by [12] Theorem 3.22, Proposition 4.5, and Remark 4.6. \( \square \)

Notice that Theorem 4.4 does not only apply to regular or semi-regular sequences, but more in general to any system of equations which contains a regular sequence of \( n \) quadratic equations.

Remark 4.5. For \( m = n \), Theorem 4.4 recovers the Macaulay bound. For \( m > n \), Theorem 4.4 provides a better bound than the Macaulay bound.

In spite of its simplicity, Theorem 4.4 has nontrivial consequences. For example, it implies the following bound on the complexity of solving systems of quadratic equations over fields of characteristics 2. The assertion follows immediately from Theorem 4.4. Due to its length and technicality, we omit the description of Weil descent from this paper. Interested readers should refer to [8] Chapter 7.
Corollary 4.6. Assume that Conjecture 4.3 holds. Let $F'$ be a system of $m$ homogeneous quadratic equations in $\mathbb{F}_2[x_1, \ldots, x_n]$ such that the ideal $(F')$ is Artinian. Choose a basis of $\mathbb{F}_{2^d}$ over $\mathbb{F}_2$ and let $F$ be the system which contains the Weil descent of the equations of $F'$ and the field equations of $\mathbb{F}_2$. Let $I = (F)$ and let $\ell = \dim_K(I_2)$. Let $a$ be the unique integer such that $\sum_{i=nd-a}^{nd} i < \ell \leq \sum_{i=nd-a-1}^{nd} i$. Then
\[
\max \text{ GB. deg}(I) \leq nd - a.
\]
If in addition $I$ is in generic coordinates, then
\[
\solv \text{ deg}(F) \leq nd - a.
\]

Theorem 4.4 can be used to bound the solving degree of an inhomogeneous system of equations as follows.

Theorem 4.7. Assume that Conjecture 4.3 holds. Let $F = \{f_1, \ldots, f_m\} \subseteq R$ be a system of inhomogeneous linearly independent quadratic polynomials such that $J = (F^h) \subseteq S$ is Artinian. Let $\alpha$ be the unique integer such that
\[
\left( \binom{n+2}{2} - \binom{n+1-\alpha}{2} \right) = \sum_{i=n+1-\alpha}^{n+1} i < m \leq \sum_{i=n-\alpha}^{n+1} i = \left( \binom{n+2}{2} - \binom{n-\alpha}{2} \right).
\]

Then
\[
\max \text{ GB. deg}(I) \leq n + 1 - \alpha.
\]
If in addition $J$ is in generic coordinates, then
\[
\solv \text{ deg}(F) \leq n + 1 - \alpha.
\]

Notice that the assumption that $J$ is Artinian is verified, e.g., when $f_1, \ldots, f_{n+1}$ are generic polynomials.

Corollary 4.8. Assume that Conjecture 4.3 holds. Let $K$ be an infinite field and let $F = \{f_1, \ldots, f_m\} \subseteq R$ be a system of inhomogeneous linearly independent quadratic polynomials such that $f_1, \ldots, f_{n+1}$ are generic. Let $\alpha$ be the unique integer such that
\[
\left( \binom{n+2}{2} - \binom{n+1-\alpha}{2} \right) = \sum_{i=n+1-\alpha}^{n+1} i < m \leq \sum_{i=n-\alpha}^{n+1} i = \left( \binom{n+2}{2} - \binom{n-\alpha}{2} \right).
\]

Then
\[
\max \text{ GB. deg}(I) \leq n + 1 - \alpha.
\]
If in addition $J = (F^h)$ is in generic coordinates, then
\[
\solv \text{ deg}(F) \leq n + 1 - \alpha.
\]

Finally, one can obtain a result for inhomogeneous systems, along the lines of Corollary 4.6.

Corollary 4.9. Assume that Conjecture 4.3 holds. Let $F'$ be a system of $m$ quadratic equations in $\mathbb{F}_{2^d}[x_1, \ldots, x_n]$ such that the ideal $(F'^h)$ is Artinian. Choose a basis of $\mathbb{F}_{2^d}$ over $\mathbb{F}_2$ and let $F$ be the system obtained from $F'$ by Weil descent. If $F$ contains $\ell$ linearly independent quadratic equations, let $a$ be the unique integer such that
\[
\sum_{i=(n+1)d-a}^{(n+1)d} i < \ell \leq \sum_{i=(n+1)d-a-1}^{(n+1)d} i.
\]
Then
\[
\max \text{ GB. deg}(I) \leq (n + 1)d - a.
\]

If in addition \( J = (F^h) \) is in generic coordinates, then
\[
\text{solv. deg}(F) \leq (n + 1)d - a.
\]

4.1. Limits to the applicability of Theorem 4.4 and relation with the degree of regularity. This subsection is devoted to a discussion on the applicability of Theorem 4.4 and the other results of Section 4 to systems arising in multivariate cryptography. We also establish a connection between the applicability of these results and the correctness of using the degree of regularity as a proxy for the solving degree. We use some results and standard arguments from commutative algebra, which we recall on a need-to-know basis, for the benefit of those who are not familiar with the commutative algebra literature. For the definition of degree of regularity and a discussion of its relation to the Castelnuovo-Mumford regularity, we refer the reader to [12, Section 4.1].

Throughout this subsection, we concentrate on the following situation.

Notation 4.10. Let \( K \) be a finite field and let \( F = \{f_1, \ldots, f_m\} \subseteq R \) be an inhomogeneous system of equations. Let \( F^h \subseteq S = R[t] \) be the system obtained by homogenizing the equations of \( F \) with respect to a new variable \( t \). Let \( I = (F) \subseteq R \) be the ideal generated by \( F \) and let \( J = (F^h) \subseteq S \) be the ideal generated by \( F^h \).

Assumption 4.11. We assume that \( F \) contains the field equations and that it has at least one solution. Assumption 4.11 is satisfied for most systems associated to multivariate cryptosystems or multivariate signature schemes, after possibly adding the field equations to the system. It is not satisfied for most systems arising in the relation-finding phase of index-calculus algorithms to solve the elliptic and hyperelliptic curve discrete logarithm problem, and more in general the discrete logarithm problem on abelian varieties [17], as most of these systems have no solutions.

By [12, Theorem 3.23 and Theorem 3.26], in order to bound the solving degree of \( F \) it suffices to bound the regularity of \( J \). Theorem 4.4 provides a bound on the regularity of certain Artinian ideals. However, whenever \( F \) has a solution, \( J \) is not Artinian. In fact, if \( J \) is Artinian, then the only solution of \( F^h \) is the trivial solution \( x_1 = \cdots = x_n = t = 0 \). In particular, it has no solutions with \( t = 1 \). Since Theorem 4.4 applies to an Artinian ideal and \( J \) is not Artinian, it would be natural to try to apply it to an Artinian reduction of \( J \). In this subsection, we argue that it is unlikely that \( J \) has an Artinian reduction.

Before we go into the details of why this is the case, we need to recall a few definitions and facts from commutative algebra. Let
\[
J : (x_1, \ldots, x_n, t)^\infty = \{f \in S \mid \text{there is a } d \geq 0 \text{ s.t. } fS_d \subseteq J\}
\]
be the saturation of \( J \) with respect to the homogeneous maximal ideal of \( S \). Here we denote by \( fS_d = \{fg \mid g \in S_d\} \). Let
\[
I^h = (f^h \mid f \in (f_1, \ldots, f_m))
\]
be the homogenization of the ideal \( I \). We stress that \( I^h \supseteq J \), but they are not always equal.

The following theorem gives equivalent conditions to \( J \) having an Artinian reduction and provides a connection with the degree of regularity. Its relevance follows from observing
that, whenever the equivalent conditions of the theorem hold, the solving degree of the system $F$ can be estimated by applying Theorem 4.4 to $F^\text{top}$.

**Theorem 4.12.** Adopt Notation 4.10 and assume that $F$ satisfies Assumption 4.11. The following are equivalent:

1. $J$ has an Artinian reduction,
2. $(F^\text{top})$ is an Artinian reduction of $J$,
3. $t \not| 0$ modulo $J$,
4. $J = I^h$.

If the equivalent conditions hold, then

$$\text{solv. deg}(F) \leq \text{reg}(F^\text{top}) = d_{\text{reg}}(F).$$

**Proof.** Notice that the standard isomorphism between $S/(t)$ and $R$ sends $J + (t)/(t)$ to $(F^\text{top})$. Therefore, (2) and (3) are equivalent by Definition 1.6. Clearly, (2) implies (1).

We now show that (1) implies (3). Suppose that $J$ has an Artinian reduction. We claim that this implies that $J = J : (x_1, \ldots, x_n, t)^\infty$. By Definition 1.6, there is a homogeneous linear form $\ell \in S_1$ such that $\ell \not| 0$ modulo $J$. Recall that, by definition of nonzero divisor, if $f \ell \in J$ for some $f \in S$, then $f \in J$. Let $f \in J : (x_1, \ldots, x_n, t)^\infty$ and let $d \geq 0$ be the least non-negative integer such that $fS_d \subseteq J$. If $d \geq 1$, then $f\ell S_{d-1} \subseteq fS_d \subseteq J$ and $\ell \not| 0$ modulo $J$, and let $fS_{d-1} \subseteq J$.

The latter contradicts the minimality of $d$, so it must be $d = 0$, i.e., $f \in J$. Since $J \subseteq J : (x_1, \ldots, x_n, t)^\infty$ by the definition of saturation, we conclude that $J = J : (x_1, \ldots, x_n, t)^\infty$. As shown in the proof of [12, Theorem 3.26], since $F$ contains the field equations, then $t \not| 0$ modulo $J : (x_1, \ldots, x_n, t)^\infty$. Since $J = J : (x_1, \ldots, x_n, t)^\infty$, then $t \not| 0$ modulo $J$. This establishes the equivalence of conditions (1), (2), and (3).

Equivalence of (3) and (4) can be shown as follows. Consider the saturation of $J$ with respect to $t$, that is

$$J : t^\infty = \{f \in S \mid \text{there is a } d \geq 0 \text{ s.t. } ft^d \in J\}.$$ 

One has

$$J \subseteq J : t^\infty = I^h,$$

where the inclusion follows from the definition and the equality by [22, Corollary 4.3.8]. Therefore, (4) is equivalent to $J : t^\infty \subseteq J$. To check that the inclusion $J : t^\infty \subseteq J$ is equivalent to (3), let $f \in J : t^\infty$ and let $d$ be the least non-negative integer such that $ft^d \in J$. If $t \not| 0$ modulo $J$ and $d \geq 1$, $ft^d \in J$ implies $ft^{d-1} \in J$, contradicting the minimality of $d$. Therefore it must be $d = 0$, i.e., $f \in J$, showing that $J : t^\infty \subseteq J$.

Conversely, if $J : t^\infty \subseteq J$, then $ft \in J$ implies $f \in J : t^\infty \subseteq J$, hence $t \not| 0$ modulo $J$.

Suppose now that the equivalent conditions hold. One has

$$\text{solv. deg}(F) \leq \text{reg}(J) = \text{reg}(F^\text{top}) = d_{\text{reg}}(F),$$

where the inequality follows from [12, Theorem 3.23 and Theorem 3.26], the first equality from Remark 1.7 since $(F^\text{top})$ is an Artinian reduction of $J$, and the second equality from the definition of $d_{\text{reg}}(F)$. \hfill $\Box$

Finally, we give some evidence that the equivalent conditions of Theorem 4.12 are unlikely to hold, for a system $F$ which satisfies Assumption 4.11. One of the equivalent conditions of Theorem 4.12 is the equality $J = I^h$. As far as we know, the most general situation when $J = I^h$ is when $F$ is a Gröbner basis of $I$ with respect to a degree-compatible term order, as shown in [22, Proposition 4.3.21]. It is clear that it is
unlikely that the polynomials of $\mathcal{F}$ are a Gröbner basis, at least for systems $\mathcal{F}$ associated to multivariate cryptosystems or multivariate signature schemes.

References

[1] John Abbott, Anna Maria Bigatti, Lorenzo Robbiano, CoCoA: a system for doing Computations in Commutative Algebra, available at http://cocoa.dima.unige.it
[2] Magali Bardet, Étude des systèmes algébriques surdétérminés. Applications aux codes correcteurs et à la cryptographie, PhD thesis, Université Pierre et Marie Curie - Paris VI (2004)
[3] Magali Bardet, Jean-Charles Faugère, Bruno Salvy, On the complexity of Gröbner basis computation of semi-regular overdetermined algebraic equations, in Proceedings of the International Conference on Polynomial System Solving, 71-74 (2004)
[4] Magali Bardet, Jean-Charles Faugère, Bruno Salvy, Complexity of Gröbner basis computation for semi-regular overdetermined sequences over $\mathbb{F}_2$ with solutions in $\mathbb{F}_2$, INRIA Research Report 5049 (2003), available at https://hal.inria.fr/inria-00071534
[5] Magali Bardet, Jean-Charles Faugère, Bruno Salvy, Bo-Yin Yang, Asymptotic behaviour of the degree of regularity of semi-regular polynomial systems, in Proceedings of MEGA 2005, Eighth International Symposium on Effective Methods in Algebraic Geometry (2005)
[6] Philip Benge, Valerie Burks, and Nicholas Cobar, Groebner Basis Conversion Using the FGLM Algorithm, available at https://www.math.lsu.edu/system/files/Groebner_presentation_final.pdf
[7] Luk Bettale, Jean-Charles Faugère, Ludovic Perret, Hybrid approach for solving multivariate systems over finite fields, Journal of Mathematical Cryptology 3.3, 177-197 (2009)
[8] Henri Cohen, Gerhard Frey, Roberto Avanzi, Christophe Doche, Tanja Lange, Kim Nguyen, Frederik Vercauteren, Handbook of elliptic and hyperelliptic curve cryptography, CRC Press (2005)
[9] Antoine Joux, Vanessa Vitse, Elliptic Curve Discrete Logarithm Problem over Small Degree Extension Fields - Application to the Static Diffie-Hellman Problem on $E(F_{p^k})$, Journal of Cryptology 26.1, 119-143 (2013)
[10] Wieb Bosma, John Cannon, Catherine Playoust, The Magma algebra system. I. The user language, Journal of Symbolic Computation 24, 235-265 (1997)
[11] Bruno Buchberger, Ein Algorithmus zum Auffinden der Basiselemente des Restklassenringes nach einem nulldimensionalen Polynomideal, Universität Innsbruck (1965)
[12] Alessio Caminata, Elisa Gorla, Solving multivariate polynomial systems and an invariant from commutative algebra, preprint (2017), available at http://arxiv.org/abs/1706.06319
[13] Nicolas Courtois, Alexander Klimov, Jacques Patarin, Adi Shamir, Efficient algorithms for solving overdetermined systems of multivariate polynomial equations, in Advances in Cryptology – EuroCrypt 2000, Lecture Notes in Computer Science 1807, Springer, 392-407 (2000)
[14] David Eisenbud, Mark Green, Joe Harris, Higher Castelnuovo Theory, Journées de Géométrie Algébrique d’Orsay (Orsay, 1992), Astérisque 218, 187-202 (1993)
[15] Ralf Fröberg, An inequality for Hilbert series of graded algebras, Mathematica Scandinavica 56, 117-144 (1985)
[16] Jean-Charles Faugère, A new efficient algorithm for computing Gröbner bases without reduction to zero ($F_5$), in Proceedings of the 2002 International Symposium on Symbolic and Algebraic Computation, 75-83 (2002)
[17] Pierrick Gaudry, Index calculus for abelian varieties of small dimension and the elliptic curve discrete logarithm problem, Journal of Symbolic Computation 44.12, 1690-1702 (2009)
[18] Daniel Grayson, Michael Stillman, Macaulay2, a software system for research in algebraic geometry, available at http://www.math.uiuc.edu/Macaulay2/
[19] Timothy Hodges, Sergio Molina, Jacob Schlather, On the existence of semi-regular sequences, Journal of Algebra 476, 519-547 (2017)
[20] Antoine Joux, Algorithmic cryptanalysis, Chapman and Hall/CRC (2009)
[21] Aviad Kipnis, Adi Shamir, Cryptanalysis of the HFE public key cryptosystem by relinearization, in Advances in Cryptology — CRYPTO’ 99, Lecture Notes in Computer Science 1666, Springer, 19-30 (1999)
[22] Martin Kreuzer, Lorenzo Robbiano, Computational Commutative Algebra 2, Springer (2005)
[23] Daniel Lazard, Gröbner bases, Gaussian elimination and resolution of systems of algebraic equations, in European Conference on Computer Algebra, Springer, 146-156 (1983)
Appendix A. Values of \( r(n + k, n) \) for \( 2 \leq k, n \leq 100 \)

In this appendix, we provide the Castelnuovo-Mumford regularity \( r(n + k, n) \) of the ideal generated by a cryptographic semi-regular system of \( n + k \) homogeneous quadratic equations in \( n \) variables. The value of \( r(n + k, n) \) bounds the solving degree of cryptographic semi-regular systems of \( n + k \) homogeneous polynomials in \( n \) variables or \( n + k \) inhomogeneous polynomials in \( n - 1 \) variables (under the assumption that the system is in generic coordinates, as discussed in Section 3). We have computed the value of \( r(n + k, n) \) for \( 2 \leq k, n \leq 500 \), however here we provide only the values for \( 2 \leq k, n \leq 100 \). A table containing all the values that we computed can be found at \url{bit.ly/wine-3}.
| k, n | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 | 14 | 15 | 16 | 17 | 18 | 19 | 20 | 21 | 22 | 23 | 24 | 25 | 26 |
|------|---|---|---|---|---|---|---|---|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|
| 2    | 2 | 2 | 2 | 2 | 2 | 2 | 2 | 2 | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   |
| 3    | 2 | 2 | 2 | 2 | 2 | 2 | 2 | 2 | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   |
| 4    | 2 | 2 | 2 | 2 | 2 | 2 | 2 | 2 | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   |
| 5    | 2 | 2 | 2 | 2 | 2 | 2 | 2 | 2 | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   |
| 6    | 2 | 2 | 2 | 2 | 2 | 2 | 2 | 2 | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   |
| 7    | 2 | 2 | 2 | 2 | 2 | 2 | 2 | 2 | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   |
| 8    | 2 | 2 | 2 | 2 | 2 | 2 | 2 | 2 | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   |
| 9    | 2 | 2 | 2 | 2 | 2 | 2 | 2 | 2 | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   |
| 10   | 2 | 2 | 2 | 2 | 2 | 2 | 2 | 2 | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   |
| 11   | 2 | 2 | 2 | 2 | 2 | 2 | 2 | 2 | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   |
| 12   | 2 | 2 | 2 | 2 | 2 | 2 | 2 | 2 | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   |
| 13   | 2 | 2 | 2 | 2 | 2 | 2 | 2 | 2 | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   |
| 14   | 2 | 2 | 2 | 2 | 2 | 2 | 2 | 2 | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   |
| 15   | 2 | 2 | 2 | 2 | 2 | 2 | 2 | 2 | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   |
| 16   | 2 | 2 | 2 | 2 | 2 | 2 | 2 | 2 | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   |
| 17   | 2 | 2 | 2 | 2 | 2 | 2 | 2 | 2 | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   |
| 18   | 2 | 2 | 2 | 2 | 2 | 2 | 2 | 2 | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   |
| 19   | 2 | 2 | 2 | 2 | 2 | 2 | 2 | 2 | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   |
| 20   | 2 | 2 | 2 | 2 | 2 | 2 | 2 | 2 | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   |
| 21   | 2 | 2 | 2 | 2 | 2 | 2 | 2 | 2 | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   |
| 22   | 2 | 2 | 2 | 2 | 2 | 2 | 2 | 2 | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   |
| 23   | 2 | 2 | 2 | 2 | 2 | 2 | 2 | 2 | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   |
| 24   | 2 | 2 | 2 | 2 | 2 | 2 | 2 | 2 | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   |
| 25   | 2 | 2 | 2 | 2 | 2 | 2 | 2 | 2 | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   |
| 26   | 2 | 2 | 2 | 2 | 2 | 2 | 2 | 2 | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   | 2   |

**Table 1.** $r(n+k, n)$ for $2 \leq k \leq 100, 2 \leq n \leq 26$
| k/n | 2 | 5 | 10 | 20 | 27 | 30 | 35 | 40 | 45 | 50 | 55 | 60 | 65 | 70 | 75 | 80 | 85 | 90 | 95 | 100 |
|-----|---|---|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|
| 2   | 23 | 24 | 25 | 26 | 27 | 28 | 29 | 30 | 31 | 32 | 33 | 34 | 35 | 36 | 37 | 38 | 39 | 40 | 41 | 42 |
| 3   | 23 | 24 | 25 | 26 | 27 | 28 | 29 | 30 | 31 | 32 | 33 | 34 | 35 | 36 | 37 | 38 | 39 | 40 | 41 | 42 |
| 4   | 22 | 23 | 24 | 25 | 26 | 27 | 28 | 29 | 30 | 31 | 32 | 33 | 34 | 35 | 36 | 37 | 38 | 39 | 40 | 41 |
| 5   | 21 | 22 | 23 | 24 | 25 | 26 | 27 | 28 | 29 | 30 | 31 | 32 | 33 | 34 | 35 | 36 | 37 | 38 | 39 | 40 |
| 6   | 20 | 21 | 22 | 23 | 24 | 25 | 26 | 27 | 28 | 29 | 30 | 31 | 32 | 33 | 34 | 35 | 36 | 37 | 38 | 39 |
| 7   | 19 | 20 | 21 | 22 | 23 | 24 | 25 | 26 | 27 | 28 | 29 | 30 | 31 | 32 | 33 | 34 | 35 | 36 | 37 | 38 |
| 8   | 18 | 19 | 20 | 21 | 22 | 23 | 24 | 25 | 26 | 27 | 28 | 29 | 30 | 31 | 32 | 33 | 34 | 35 | 36 | 37 |
| 9   | 17 | 18 | 19 | 20 | 21 | 22 | 23 | 24 | 25 | 26 | 27 | 28 | 29 | 30 | 31 | 32 | 33 | 34 | 35 | 36 |
| 10  | 16 | 17 | 18 | 19 | 20 | 21 | 22 | 23 | 24 | 25 | 26 | 27 | 28 | 29 | 30 | 31 | 32 | 33 | 34 | 35 |
| 11  | 15 | 16 | 17 | 18 | 19 | 20 | 21 | 22 | 23 | 24 | 25 | 26 | 27 | 28 | 29 | 30 | 31 | 32 | 33 | 34 |
| 12  | 14 | 15 | 16 | 17 | 18 | 19 | 20 | 21 | 22 | 23 | 24 | 25 | 26 | 27 | 28 | 29 | 30 | 31 | 32 | 33 |
| 13  | 13 | 14 | 15 | 16 | 17 | 18 | 19 | 20 | 21 | 22 | 23 | 24 | 25 | 26 | 27 | 28 | 29 | 30 | 31 | 32 |
| 14  | 12 | 13 | 14 | 15 | 16 | 17 | 18 | 19 | 20 | 21 | 22 | 23 | 24 | 25 | 26 | 27 | 28 | 29 | 30 | 31 |
| 15  | 11 | 12 | 13 | 14 | 15 | 16 | 17 | 18 | 19 | 20 | 21 | 22 | 23 | 24 | 25 | 26 | 27 | 28 | 29 | 30 |
| 16  | 10 | 11 | 12 | 13 | 14 | 15 | 16 | 17 | 18 | 19 | 20 | 21 | 22 | 23 | 24 | 25 | 26 | 27 | 28 | 29 |
| 17  | 9 | 10 | 11 | 12 | 13 | 14 | 15 | 16 | 17 | 18 | 19 | 20 | 21 | 22 | 23 | 24 | 25 | 26 | 27 | 28 |
| 18  | 8 | 9 | 10 | 11 | 12 | 13 | 14 | 15 | 16 | 17 | 18 | 19 | 20 | 21 | 22 | 23 | 24 | 25 | 26 | 27 |
| 19  | 7 | 8 | 9 | 10 | 11 | 12 | 13 | 14 | 15 | 16 | 17 | 18 | 19 | 20 | 21 | 22 | 23 | 24 | 25 | 26 |
| 20  | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 | 14 | 15 | 16 | 17 | 18 | 19 | 20 | 21 | 22 | 23 | 24 | 25 |
| 21  | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 | 14 | 15 | 16 | 17 | 18 | 19 | 20 | 21 | 22 | 23 | 24 |
| 22  | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 | 14 | 15 | 16 | 17 | 18 | 19 | 20 | 21 | 22 | 23 |
| 23  | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 | 14 | 15 | 16 | 17 | 18 | 19 | 20 | 21 | 22 |
| 24  | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 | 14 | 15 | 16 | 17 | 18 | 19 | 20 | 21 |
| 25  | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 | 14 | 15 | 16 | 17 | 18 | 19 | 20 |

Table 2. $r(n + k, n)$ for $2 \leq k \leq 100, 27 \leq n \leq 51$
Table 3. \( r(n+k, n) \) for \( 2 \leq k \leq 100, 52 \leq n \leq 76 \)

| k\( r \) | n | 52 | 53 | 54 | 55 | 56 | 57 | 58 | 59 | 60 | 61 | 62 | 63 | 64 | 65 | 66 | 67 | 68 | 69 | 70 | 71 | 72 | 73 | 74 | 75 | 76 |
|---|---|---|---|---|---|---|---|---|---|---|---|---|---|---|---|---|---|---|---|---|---|---|---|---|---|---|---|
| 2 | 12 | 13 | 14 | 15 | 16 | 17 | 18 | 19 | 20 | 21 | 22 | 23 | 24 | 25 | 26 | 27 | 28 | 29 | 30 | 31 | 32 | 33 | 34 | 35 | 36 | 37 |
| 3 | 12 | 13 | 14 | 15 | 16 | 17 | 18 | 19 | 20 | 21 | 22 | 23 | 24 | 25 | 26 | 27 | 28 | 29 | 30 | 31 | 32 | 33 | 34 | 35 | 36 | 37 |
| 4 | 12 | 13 | 14 | 15 | 16 | 17 | 18 | 19 | 20 | 21 | 22 | 23 | 24 | 25 | 26 | 27 | 28 | 29 | 30 | 31 | 32 | 33 | 34 | 35 | 36 | 37 |
| 5 | 12 | 13 | 14 | 15 | 16 | 17 | 18 | 19 | 20 | 21 | 22 | 23 | 24 | 25 | 26 | 27 | 28 | 29 | 30 | 31 | 32 | 33 | 34 | 35 | 36 | 37 |
| 6 | 12 | 13 | 14 | 15 | 16 | 17 | 18 | 19 | 20 | 21 | 22 | 23 | 24 | 25 | 26 | 27 | 28 | 29 | 30 | 31 | 32 | 33 | 34 | 35 | 36 | 37 |
| 7 | 12 | 13 | 14 | 15 | 16 | 17 | 18 | 19 | 20 | 21 | 22 | 23 | 24 | 25 | 26 | 27 | 28 | 29 | 30 | 31 | 32 | 33 | 34 | 35 | 36 | 37 |
| 8 | 12 | 13 | 14 | 15 | 16 | 17 | 18 | 19 | 20 | 21 | 22 | 23 | 24 | 25 | 26 | 27 | 28 | 29 | 30 | 31 | 32 | 33 | 34 | 35 | 36 | 37 |
| 9 | 12 | 13 | 14 | 15 | 16 | 17 | 18 | 19 | 20 | 21 | 22 | 23 | 24 | 25 | 26 | 27 | 28 | 29 | 30 | 31 | 32 | 33 | 34 | 35 | 36 | 37 |
| 10 | 12 | 13 | 14 | 15 | 16 | 17 | 18 | 19 | 20 | 21 | 22 | 23 | 24 | 25 | 26 | 27 | 28 | 29 | 30 | 31 | 32 | 33 | 34 | 35 | 36 | 37 |
| 11 | 12 | 13 | 14 | 15 | 16 | 17 | 18 | 19 | 20 | 21 | 22 | 23 | 24 | 25 | 26 | 27 | 28 | 29 | 30 | 31 | 32 | 33 | 34 | 35 | 36 | 37 |
| 12 | 12 | 13 | 14 | 15 | 16 | 17 | 18 | 19 | 20 | 21 | 22 | 23 | 24 | 25 | 26 | 27 | 28 | 29 | 30 | 31 | 32 | 33 | 34 | 35 | 36 | 37 |
| 13 | 12 | 13 | 14 | 15 | 16 | 17 | 18 | 19 | 20 | 21 | 22 | 23 | 24 | 25 | 26 | 27 | 28 | 29 | 30 | 31 | 32 | 33 | 34 | 35 | 36 | 37 |
| 14 | 12 | 13 | 14 | 15 | 16 | 17 | 18 | 19 | 20 | 21 | 22 | 23 | 24 | 25 | 26 | 27 | 28 | 29 | 30 | 31 | 32 | 33 | 34 | 35 | 36 | 37 |

The table continues in this pattern for values of k from 2 to 100 and values of n from 52 to 76.
Table 4. $r(n + k \leq 100, 77 \leq n \leq 100$)

| $k/n$ | $77$ | $78$ | $79$ | $80$ | $81$ | $82$ | $83$ | $84$ | $85$ | $86$ | $87$ | $88$ | $89$ | $90$ | $91$ | $92$ | $93$ | $94$ | $95$ | $96$ | $97$ | $98$ | $99$ | $100$
|-------|------|------|------|------|------|------|------|------|------|------|------|------|------|------|------|------|------|------|------|------|------|------|------|------|------|
| $2$   | $34$ | $35$ | $36$ | $37$ | $38$ | $39$ | $40$ | $41$ | $42$ | $43$ | $44$ | $45$ | $46$ | $47$ | $48$ | $49$ | $50$ | $51$ | $52$ | $53$ | $54$ | $55$ | $56$ | $57$ | $58$ |
| $3$   | $34$ | $35$ | $36$ | $37$ | $38$ | $39$ | $40$ | $41$ | $42$ | $43$ | $44$ | $45$ | $46$ | $47$ | $48$ | $49$ | $50$ | $51$ | $52$ | $53$ | $54$ | $55$ | $56$ | $57$ | $58$ |
| $4$   | $34$ | $35$ | $36$ | $37$ | $38$ | $39$ | $40$ | $41$ | $42$ | $43$ | $44$ | $45$ | $46$ | $47$ | $48$ | $49$ | $50$ | $51$ | $52$ | $53$ | $54$ | $55$ | $56$ | $57$ | $58$ |
| $5$   | $34$ | $35$ | $36$ | $37$ | $38$ | $39$ | $40$ | $41$ | $42$ | $43$ | $44$ | $45$ | $46$ | $47$ | $48$ | $49$ | $50$ | $51$ | $52$ | $53$ | $54$ | $55$ | $56$ | $57$ | $58$ |
| $6$   | $34$ | $35$ | $36$ | $37$ | $38$ | $39$ | $40$ | $41$ | $42$ | $43$ | $44$ | $45$ | $46$ | $47$ | $48$ | $49$ | $50$ | $51$ | $52$ | $53$ | $54$ | $55$ | $56$ | $57$ | $58$ |
| $7$   | $34$ | $35$ | $36$ | $37$ | $38$ | $39$ | $40$ | $41$ | $42$ | $43$ | $44$ | $45$ | $46$ | $47$ | $48$ | $49$ | $50$ | $51$ | $52$ | $53$ | $54$ | $55$ | $56$ | $57$ | $58$ |
| $8$   | $34$ | $35$ | $36$ | $37$ | $38$ | $39$ | $40$ | $41$ | $42$ | $43$ | $44$ | $45$ | $46$ | $47$ | $48$ | $49$ | $50$ | $51$ | $52$ | $53$ | $54$ | $55$ | $56$ | $57$ | $58$ |

**Semi-regular Sequences and Other Random Systems of Equations**