ABSTRACT

Since the dawn of mankind’s introduction to powered flights, there have been multiple incidents which can be attributed to aircraft stalls. Most modern-day aircraft are equipped with advanced warning systems to warn the pilots about a potential stall, so that pilots may adopt the necessary recovery measures. But these warnings often have a short window before the aircraft actually enters a stall and require the pilots to act promptly to prevent it. In this paper, we propose a deep learning-based approach to predict an Impending stall, well in advance, even before the stall-warning is triggered. We leverage the capabilities of long short-term memory (LSTM) recurrent neural networks (RNN) and propose a novel approach to predict potential stalls from the sequential in-flight sensor data. Three different neural network architectures were explored. The neural network models, trained on 26400 seconds of simulator flight data are able to predict a potential stall with > 95% accuracy, approximately 10 seconds in advance of the stall-warning trigger. This can significantly augment the Pilot’s preparedness to handle an unexpected stall and will add an additional layer of safety to the traditional stall warning systems.

1 Introduction

Stall related incidents are still one of the most common challenges in the aviation industry. It generally occurs when the wings generate inadequate lift and can potentially result in Loss of Control-Inflight (LOC-I), which can be fatal if the pilot is unable to recover the aircraft in time. According to Boeing’s statistical summary of aviation accidents, 1183 out of a total 2532 fatalities from 2009 through 2018 were related to loss of control-inflight (LOC-I) [1]. Stall is one of the main sources of LOC-I and accounted for nearly 20% of all the annual fatal accidents between 2000-2014 [2]. Despite the intensive pilot training to recognize and handle stalls, it is prevalent as a major cause or co-factor in aviation accidents [3] and demands efficient and innovative approach for detection and mitigation. Stall can occur due to a complex sequence of events leading to aircraft upset or due to adverse weather, clear air turbulence, or windshear in both visual (VMC) and instrument meteorological conditions (IMC) [4]. The outcome of such an event is primarily dependent on the prompt response from the flight crew in taking recovery measures. According to the federal aviation administration (FAA), the likelihood of a full stall increases proportionally with the amount of time taken by the pilot to identify an impending stall and act upon it [5]. In addition, the current stall identification strategy is reliant on the crew’s ability to infer a potential stall from the sight, sound, feel or the change in aircraft handling characteristics [5]. However, this is not a foolproof method to prevent stall and is susceptible to failure as established by its frequent occurrences to date. During the training phase, recognition and recovery from stall is administered in a controlled and predictable environment, with the pilots being aware of a potential stall. However, in real life, pilots are often
unaware as the aircraft is maneuvered into a stall unexpectedly, and have little time to address the sudden change in the cockpit environment. Therefore, technology that can assist pilots to predict potential stalls in-flight can inhibit this problem and improve situational awareness, thereby reducing flight envelope breach and stall related fatalities. LSTM recurrent neural networks, initially introduced by Hochreiter and Schmidhuber [6] are very good in dealing with sequential data [7–10], and since the changes in various flight parameters leading up to a stall are sequence data, this category of deep neural networks can perform exceptionally well in identifying potential stalls, as demonstrated in this paper. LSTM recurrent neural networks are also capable of perceiving long-range dependency as well as non-linearity in the temporal data and have been previously used by many researchers for solving a wide range of time-series related problems in aviation. Nanduri et al. demonstrated the application of LSTM recurrent neural networks in aircraft exceedance detection from multivariate time-series flight data [11]. It has also been successfully used to predict excess vibration in aircraft engines, attitude (aircraft orientation) control and trajectory prediction [12–14]. This paper will present a detailed approach to utilize the temporal evolution of in-flight sensor data in conjunction with LSTM recurrent neural networks to identify stalls in advance. The flight characteristics of each aircraft is unique but the same procedure can be followed in order to train the model with actual sensor data from any particular aircraft to predict stalls in the respective aircraft. Moreover, the pre-trained weights can be used when re-training the model with sensor data from actual aircraft or certified full motion flight simulators, which will accelerate the training process.

2 Aircraft stalls:

Stall is defined as the point when maximum aerodynamic lift is achieved and a further increase in angle of attack ($\alpha$) reduces lift [15]. Reduction of lift during aircraft stalls are primarily caused by boundary layer separation on top of the wings. As the angle of attack ($\alpha$) increases, adverse pressure gradient pushes the boundary layer backwards and this causes unsteady vortex which reduce lift drastically [16]. Loss of lift is often accompanied by diminished control response and high sink rate, which makes it extremely difficult to control the aircraft [17]. However, the challenging aspect of stall is that, it can occur at any airspeed, at any attitude (aircraft orientation) and at any power setting [5]. Various flight parameters directly influence the stall speed and its characteristics. Figure 1 shows the variation in the lift coefficient at various flight configurations (slat/flap position). Slats increase the angle of attack at which maximum lift is attained and flaps augment the magnitude of the maximum lift achievable. In addition to that, various combination of flight parameters such as thrust, airspeed, pitch, bank etc. affect the maximum lift coefficient and thus, are directly related to stall [15]. For instance, on 18th September 2008, a Boeing 717-200 on final approach into Alice Springs experienced momentary stall warning. Investigation report revealed that the flight crew rolled the aircraft at a 30$^\circ$ bank angle to intercept the final approach. A combination of increased wing loading, roll, pitch, low power, high air density at low altitude and changes to the relative wind led to the loss of airspeed as well as the increase in angle of attack [18]. Thereby, resulting in 2 consecutive, momentary stick shaker activation, which is a form of stall warning. Investigation further revealed that the pilot in command (PIC) was severely fatigued which contributed to the diminished situational awareness. However, LSTM recurrent neural networks are capable of learning the unique temporal evolution of the various associated parameters prior to a stall and can predict potential stalls well in advance, which can assist the
flight crew in avoiding flight conditions that may lead to stall warning or potential stalls. There are several regulations proposed by the Federal Aviation Administration (FAA) pertaining to aircraft stalls: 25-103 ‘Stall Speed’ [19], 25-203 ‘Stall Characteristics’ [20], 25-207 ‘Stall Warning’ [21]. According to these laws, the aircraft stall warning should be triggered at a speed, $V_{sw}$, which exceeds the speed at which stall is identified by at least five knots or five percent calibrated airspeed.

3 Methodology:

The probability of stall at a future time step is dependent on a multivariate sequence of flight parameters with $n$ historical timesteps. Therefore, the input can be characterized as a matrix of flight data and can be represented as:

$$
X = 
\begin{bmatrix}
P_{1-n}^1 & P_{1-n+1}^1 & P_{1-n+2}^1 & \cdots & P_{1-n}^1 \\
P_{2-n}^2 & P_{2-n+1}^2 & P_{2-n+2}^2 & \cdots & P_{2-n}^1 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
P_{1-n}^{16} & P_{1-n+1}^{16} & P_{1-n+2}^{16} & \cdots & P_{1-n}^{16}
\end{bmatrix}
$$

(1)

Here, the element $P_{1-n}^{16}$ represents the value of the 16th flight parameter (aircraft vertical speed), at the $(t-n)^{th}$ timestep. The matrix can be simplified and expressed as an input vector with each element representing a vector of flight parameters.

$$
X = [x_{t-n}, x_{t-n+1}, x_{t-n+2}, \ldots, x_t]
$$

(2)

where

$$
x_t = 
\begin{bmatrix}
P_1^1 \\
P_2^2 \\
P_3^3 \\
\vdots \\
P_{16}^{16}
\end{bmatrix}
$$

(3)

Each input vector $X$ is tagged with a label of 1 or 0, representing the stall warning state at a future timestep $(t+n)$. The input vector is then passed into an LSTM layer consisting of a sequence of LSTM cells corresponding to each timestep. For any given timestep $t$, the LSTM cell consists of three gate units, input gate $i_t$, forget gate $f_t$ and output gate $o_t$ [6]. The LSTM cell takes the flight parameter vector $x_t$ at time step $t$ and the output of the previous LSTM cell $h_{t-1}$ as inputs, which facilitates the transport of relevant information throughout the sequence. The updated cell state, $C_t$ and the cell output $h_t$ are passed onto the next cell to repeat the process throughout the sequence and the weight matrices are updated in order to minimize the loss function.

4 Data collection and preprocessing:

The training and test data were collected from the commercially available flight simulator- X-plane 11. Apart from pilot training, X-plane is also extensively used for research and as an engineering tool by researchers, defense contractors, air forces, aircraft manufacturers, Cessna as well as NASA for applications ranging from flight training to concept design and flight testing [22–30]. Nanduri et al. demonstrated the capability of X-plane in generating large volumes of Flight Operations Quality Assurance (FOQA) data which can be used for data mining algorithms and machine learning [31]. X-plane implements the blade element theory in its flight dynamics modules (FDM) to estimate the forces acting on an
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Figure 2: Schematic representation of data formatting and training data preparation

aircraft and closely model the aircraft’s flight characteristics [32]. In this method, the aircraft lifting surfaces are broken down into several longitudinal strips and the forces calculated in each strip are integrated to calculate the total lifting force. Thus, X-plane is able to demonstrate high degree of accuracy in modeling and simulating stall characteristics to within 4.67% of the actual aircraft [33]. Different flight parameters are exported from X-plane as temporal data. Each time step is associated with a flight parameter vector \( x_t \). The exported data also represents the aircraft’s stall warning state as a boolean data type (1 when stall warning=true and 0 when stall warning=false). This was used to identify stall warnings in the sequence data and collect the flight parameter sequence prior to stall warnings. Each sequence is then labeled with the stall warning state at a future times-step in order to prepare the final dataset. Figure 2 provides a schematic of the data formatting procedure and preparation of train, test and validation dataset. Since the dataset is composed of parameters with highly varying magnitudes, range and units, standardization is used to bring all the features to the same scale. This results in a distribution with mean of 0 and a standard deviation of 1.

\[
scaled\text{ feature } x' = \frac{x - \bar{x}}{\sigma}
\]  

(4)

Where, \( \bar{x} \) denotes the mean and \( \sigma \) denotes the standard deviation of the dataset.

5 Dataset description:

Around 53000 seconds of flight data were collected from the ‘Bombardier DHC-8-400 (Q400)’ turbo-prop aircraft in the simulator, then processed to create the final data-set, containing aggregated 26400 seconds of multivariate time series with 16 flight parameters: indicated airspeed, true airspeed, proportion of elevator, aileron and rudder deflections with respect to pilot inputs, aircraft pitch and roll, angle of attack, throttle positions (both engines), thrust (both engines), RPM (both engines), elevator deflection angle and aircraft vertical speed. The flight data is primarily collected from the climb, cruise, maneuver and descent phase since it contributes to around 80% of the flight time and highest number of stall incidents have occurred at this particular phase of the flight (Figure 3) [4]. Other phases of flight have not been
considered in this study, since the primary aim is to demonstrate the potential of artificial intelligence in predicting stall. Nevertheless, the risk of stall is also high during approach, landing and go-arounds as well and therefore are considered for inclusion in future studies. The training dataset consists of 2040 (1020 stall positive and 1020 stall negative) samples while the validation and test dataset both consist of 300 (150 stall positive and 150 stall negative) samples each. Therefore, the train, test and validation datasets are well balanced. Each sample in the dataset are comprised of 16 flight parameters at 10 previous timesteps.

6 Neural network architecture and Bayesian hyper-parameter optimization:

Three LSTM recurrent neural network architectures ("architecture A", "architecture B" and "architecture C") were designed to identify impending stall 10 seconds in advance. The structure of the three architectures are provided in Table 1.

| Architecture | LSTM layer (2) | FC layer (2) |
|--------------|----------------|-------------|
| Architecture A | Layer 1: 32 units | Layer 1: 16 units |
| | Layer 2: 16 units | Layer 2: 16 units (dropout = 0.5) |
| Total parameters | 9,969 |

| Architecture B | LSTM layer (4) | FC layer (2) |
|----------------|----------------|-------------|
| | Layer 1: 224 units | Layer 1: 64 units (dropout = 0.5) |
| | Layer 2: 128 units | Layer 2: 32 units |
| | Layer 3: 96 units | |
| | Layer 4: 80 units | |
| Total parameters | 547,009 |

| Architecture C | B-LSTM layer (5) | FC layer (2) |
|----------------|-----------------|-------------|
| | Layer 1: 192 units | Layer 1: 16 units |
| | Layer 2: 160 units | Layer 2: 16 units (dropout = 0.5) |
| | Layer 3: 128 units | |
| | Layer 4 & 5: 32 units | |
| Total parameters | 1,578,545 |

All architectures take flight parameter input from the previous ten timesteps including the current timestep t. The general structure of the three architectures are shown in Figure 4. “Architecture A” has 2 recurrent LSTM layers and the output
from the final LSTM layer is fed into fully connected layers. Each LSTM layer consists of 10 cells corresponding to 10 previous timesteps respectively. Therefore, the input matrix dimension for each training example is 16×10 (16 flight parameters and 10 timesteps). The 2 LSTM layers have 32 and 16 hidden units respectively followed by 2 fully connected layers with 16 hidden units each. The last fully connected layer with dropout of 0.5, passes information to the final output unit which uses a Boolean data type to represent the possibility of a stall from the temporal input data. Dropout is only applied to the non-recurrent layers based on the suggestions by Pham et al. and Zaremba et al. [34, 35]. Each of the 10 LSTM cells have 4 trainable weights and 4 trainable biases which results in a total of 9,969 trainable parameters in “Architecture A”.

The hyperparameters of “Architecture B” and “Architecture C” on the contrary have been optimized using Bayesian Optimization with Gaussian Process and is highlighted in Figure 5. Bayesian optimization is a sequential model based optimization (SMBO) algorithm, which uses surrogate function as a proxy to make informed decision and find the extrema of the objective function [36]. It utilizes the “Bayes rule”, which in this case seeks to find the probability of accuracy, given a particular combination of hyper-parameters. Mathematically it can be defined as:

\[
P(\text{Accuracy}|\text{Hyperparameter choice}) = \frac{P(\text{Hyperparameter choice}|\text{Accuracy})P(\text{Accuracy})}{P(\text{Hyperparameter choice})}
\]

Initially, a probabilistic or surrogate model is constructed by evaluating certain arbitrary combinations of hyperparameters. The surrogate model, which is an approximation of the objective function is created using the gaussian process [37]. The gaussian process is able to capture an effective estimate of the objective function after sufficient iterations. The subsequent hyperparameters used in the optimization process are chosen based on their performance on this surrogate model, which is characterized by the “Expected Improvement”, also known as the acquisition function. The “Expected Improvement” function, \(EI_{y^*}(x)\) introduces a threshold value \(y^*\) and searches for a combination of hyperparameters \(x\) using the surrogate model \(P(y|x)\), such that the accuracy \(y\) exceeds the threshold value. It is mathematically represented as:

\[
EI_{y^*}(x) = \int_{-\infty}^{y^*} (y^* - y)P(y|x)dy
\]

This function assists the optimizer in deciding the best candidate hyperparameters \(x\) to evaluate next. The chosen combination of hyperparameter is then used to train and evaluate the neural network’s accuracy on the validation dataset.
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Figure 5: Bayesian hyperparameter optimization with Gaussian process

The accuracy metric for the given hyperparameter combination is used to update the surrogate model and the process is repeated for a fixed number of iterations to seek the set of hyperparameters corresponding to the maxima of the objective function or in this case the accuracy.

“Architecture B” optimized by Bayesian optimization, consists of four recurrent unidirectional LSTM layers followed by fully connected layers. The LSTM layers have 224, 128, 96, 80 hidden units respectively and the fully connected layers have 64 and 32 hidden units respectively. A dropout of 0.5 is applied to the first fully connected layer with 64 hidden units. “Architecture C” is also tuned using Bayesian optimization similar to “Architecture B”. However, instead of unidirectional LSTM layers, it consists of 5 bidirectional stacked LSTM layers with 192, 160, 128, 32 and 32 hidden units in both directions. The outputs of the bidirectional LSTM layers are passed into 2 fully connected layers with 16 hidden units. In addition, a dropout of 0.5 is applied to the 2nd fully connected layer.

7 Experimental setup and training:

All models are trained on 2040 training data and tested on 300 separate test data. Furthermore, a different set of 300 data are used as validation set to tune the models. Each model is trained for 100 epochs with Adam (Adaptive moment estimation) optimizer [38]. To prevent over-fitting, dropout of 0.5 is added to the non-recurrent layer. The learning rate for “Architecture B” and “Architecture C” are chosen using Bayesian hyperparameter optimization. “He” initialization is used to initialize the weights and prevent activation outputs from vanishing or exploding during forward propagation. Since, we are dealing with a binary classification problem, binary cross-entropy or log loss is used as the cost function and is expressed as follows:

$$ J = - \frac{1}{N} \sum_{i=1}^{N} y_i \cdot \log(p(y_i)) + (1 - y_i) \cdot \log(1 - p(y_i)) $$

Finally, in order to evaluate the performance of each models, the training and validation loss are recorded and plotted after each epoch. The hyperparameter choice for each model is presented in Table 2.
Table 2: Hyperparameters for the 3 models

|                  | Architecture A       | Architecture B       | Architecture C       |
|------------------|-----------------------|-----------------------|-----------------------|
| Learning rate    | 0.001, 0.0001         | 0.0001                | 0.001                |
| Optimizer        | Adam                  | Adam                  | Adam                  |
| Initialization   | He uniform            | He uniform            | He uniform            |
| Loss function    | Binary cross-entropy   | Binary cross-entropy   | Binary cross-entropy   |
| Batch size       | 32                    | 32                    | 32                    |

8 Results and analysis:

In order to evaluate the performance, we report the accuracy, Area Under the ROC Curve (AUC), precision, recall and F score of the three models. These results, representing the performance of the 3 models on the test dataset, are presented in Table 3.

Table 3: Performance of the different models

| Models          | Accuracy | AUC   | Precision | Recall | F score |
|-----------------|----------|-------|-----------|--------|---------|
| Architecture A  | 0.95     | 0.955 | 0.955     | 0.95   | 0.949   |
| (0.0001)        |          |       |           |        |         |
| Architecture A  | 0.99     | 0.99  | 0.99      | 0.99   | 0.989   |
| (0.001)         |          |       |           |        |         |
| Architecture B  | 0.98     | 0.981 | 0.981     | 0.98   | 0.979   |
| Architecture C  | 0.99     | 0.99  | 0.99      | 0.99   | 0.989   |

The training and validation loss at each epoch for the 3 models reveal that “Architecture B” and “Architecture C” are able to minimize loss at fewer epochs compared to “Architecture A” (Figure 6).

Figure 6: Loss at each epoch for different models
Moreover, as seen from table 3, the accuracy of “Architecture B” and “Architecture C”, exceeds that of “Architecture A”. However, if a learning rate (LR) of 0.001 is used instead of 0.0001, “Architecture A” can achieve similar performance as the other two at fewer epochs. To further demonstrate the effectiveness of the models, the breakdown of prediction accuracy for the different models has been presented in Table 4.

| Architecture A (learning rate 0.0001) | Total number of True labels: 300 (Stall cases = 150; No stall cases = 150) |
|--------------------------------------|--------------------------------------------------------------------------|
| True negative | True positive | False negative | False positive |
| 150 (50%) | 135 (45%) | 15 (5%) | 0 |
| Architecture A (learning rate 0.001) | 150 (50%) | 147 (49%) | 3 (1%) | 0 |
| Architecture B (learning rate 0.0001) | 150 (50%) | 144 (48%) | 6 (2%) | 0 |
| Architecture C (learning rate 0.001) | 150 (50%) | 147 (49%) | 3 (1%) | 0 |

“Architecture A” trained with a learning rate of 0.0001, has a 5% false negative rate with 15 misclassified samples but is able to accurately identify all the “no-stall” cases. Out of 300 samples in the test set, “Architecture B” and “Architecture C” are able to correctly identify 294 and 297 sample respectively. Upon, close inspection of the three miss classified cases by “Architecture C”, it is seen that these are secondary stalls induced by abrupt control inputs. Figure 7 demonstrates the differences between a misclassified and correctly classified sample. The misclassified example (abrupt stall) has insufficient variation in the temporal data to correctly identify a potential stall, whereas the correctly classified sample (gradual stall) exhibits temporal variations in the flight parameters leading up to the stall. “Architecture A (LR=0.0001)” and “Architecture B” exhibit >95% accuracy whereas “Architecture C” exhibits 100% accuracy in predicting gradual stalls on the validation set. Therefore, the deep learning-based approach can provide useful warning to the pilots in case of a gradual stall.

**Figure 7:** Comparison of a misclassified sample (left) with a correctly classified sample (right)

### 9 Limitations and future scopes:

The deep learning approach presented in this paper is able to predict gradual stalls 10 seconds in advance. However, this deep learning method is unable to predict secondary stalls or stalls arising from sudden maneuvers (figure 7). A secondary stall occurs after recovery from a preceding stall and is typically caused by abrupt control inputs or when
the pilot attempts to return to the desired flightpath too quickly thus exceeding the critical angle of attack a second time. Furthermore, unpredictable events such as sudden gusts, turbulence or extreme maneuvers can rapidly push the aircraft beyond its flight envelope. As a result, there isn’t sufficient temporal information during a secondary stall or an abrupt stall for the LSTM recurrent neural network to make an accurate prediction. Nevertheless, the AI assisted stall prediction approach can complement conventional stall warning systems in predicting gradually developing stall and add an additional layer of safety to improve the flight crew’s situational awareness.

The current study focuses on stall during cruise phase of the flight. To allow the neural network to accurately predict stall during other phases of flight, additional parameters need to be taken into consideration. These parameters may include landing gear state, flap and slat positions, aircraft weight and center of gravity, altitude (to account for density and other atmospheric parameters) or even icing on the wings. All of these parameters, change during the course of a flight and can alter the stall characteristics of the aircraft. In addition, since the flight dynamics of each aircraft is unique, a general model is not applicable and the model needs to be trained separately for individual aircrafts. Though modern simulators are highly accurate in capturing the flight dynamics at various stages of flight, it is difficult to rely on simulation solely when it comes to flight safety. Therefore, flight test engineers and test pilots conduct simulation as well as test flights for certification of new aircrafts [15]. These test flights provide ample opportunity to gather useful flight data from the actual aircraft under controlled environment. Therefore, these test flight data can be used to train the neural network for better accuracy on actual flights.

10 Conclusion:

This paper presents a deep learning-based approach to predict potential stalls during flight. Uni-directional and bi-directional, stacked LSTM recurrent neural network architectures have been proposed to identify impending stalls from the in-flight sensor data. The models analyze various flight parameters from the previous timesteps to predict potential stalls in future timesteps. The models were evaluated on a test dataset of previously unseen flight parameter samples and were able to accurately predict impending stalls from these samples. The multilayer bi-directional LSTM architecture exhibits slightly better performance in terms of accuracy; however, all the models are capable of predicting potential stalls with high degree of accuracy. The limitations of the existing model and prospects of future study have also been addressed. LSTM neural networks have great potential to predict stalls or any dangerous flight events and thus augment the flight crew’s situational awareness. Therefore, this deep learning approach can be further studied to include stall prediction in all phases of flight.
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