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ABSTRACT

The introduction of Machine-to-Machine (M2M) communications in cellular networks creates a new set of challenges because of the unique service requirements and features of M2M devices. One of these challenges is the management of radio resources, especially on the uplink because of the unfairness and poor performance that occurs when allocating resources to users. Long Term Evolution (LTE) and LTE-Advanced (LTE-A) are excellent candidates for supporting M2M communications because of their native IP connectivity and scalability for a variety of devices. Therefore, LTE schedulers should be able to meet the needs of M2M devices such as time constraints and specific Quality of Service (QoS) requirements. In this paper, these constraints are studied and analyzed, focusing on three schedulers; they are Round Robin (RR), First Maximum Expansion (FME) and Maximum Throughput (MT). These methods do not provide QoS to users who use different types of traffic flows. The solution proposed in this work is a hybrid model between two schedulers each of them is the best scheduling solution for the real-time service and the other for the non-real-time service, in order to meet QoS criteria maximizing throughput and minimizing packet loss. Video and voip were selected as real-time traffic and best effort for non-real time. The simulations results show that the proposed scheduler reaches the lowest Packet Loss Rate (PLR), delivering highest throughput and goodput among the other strategies.
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1. INTRODUCTION

The Internet of Things (IoT) [1]-[2] refers to the continuous growth of networks of everyday objects that interconnect with each other or with other Internet systems via wireless sensors attached to them. IoT promises a future where billions of smart devices will be connected and managed through a range of communication networks and cloud-based servers, enabling the emergence of a broad spectrum of monitoring and control applications. Machine to Machine (M2M) communications [3] represent the IoT bridge supported by cellular networks. They are also known as Machine Type Communications (MTC) [4] and are a key technology for partially enabling IoT. M2M communication is a new paradigm that facilitates the ubiquitous connectivity between a myriad of devices without or with limited human intervention.
The growing demand for connectivity has challenged network operators to design new radio resource allocation algorithms to handle the massive scale of MTC at affordable costs [5]. Scheduling or resource allocation is one of the major challenges facing M2M communications over Long Term Evolution (LTE) networks. M2M traffic has unique characteristics; it usually consists of a large number of small data packets, with specific delays, generated by a potentially large number of devices competing on scarce radio resources [6]. Currently, LTE is an internationally recognized mobile communication standard for 4G [7]. With the advent of M2M devices and network capabilities, an appropriate uplink scheduling strategy is strongly needed for such systems. Scheduling method is one of the hot topics among current research for M2M on LTE. There are major differences between M2M communications and Human to Human (H2H) communications [8], [9].

In this paper, an in-depth research on the allocation of M2M communication resources and LTE scheduling is performed and a method for M2M uplink scheduling based on the existing LTE scheduling algorithms is introduced. This proposed scheduler provides increased system throughput and reduces the average system service time by using the appropriate scheduler depending on the type of service Real Time (RT) or Non Real Time (NRT). The rest of the paper is organized as follows: in section 2 we discuss the work already done in this context. Section 3 describe the M2M system architecture, the M2M traffic characteristics and the scheduling process for M2M communications. The fourth section deals with the procedure and the mathematical modeling of the problem of allocation of radio resources in LTE uplink, as well as the algorithms considered in this article. We present our solution proposed in section 5. We evaluate and analyze in section 6 the performances of the existing algorithms as well as our proposition and we indicate the best scheduler in term of throughput, goodput, fairness index, spectral efficiency and Packet Loss Rate (PLR).

2. RELATED WORKS

In this section, we review existing works addressing uplink scheduling issues due to incorporation of M2M in LTE systems. In [10], authors introduce a novel M2M scheduling metric that we term the `statistical priority`. Statistical priority is a term that indicates the uniqueness of the information carried by certain data packets sent by Machine Type Communications Devices (MTCDs). If an MTCD data unit is significantly dissimilar to the previously sent data, it is considered to carry non-redundant information. Consequently, it would be assigned higher statistical priority, and this MTCD should then be given higher priority in the scheduling process.

The authors in [11] propose a Smart Uplink Scheduling Algorithm based on existing LTE cellular network according to the characteristics of M2M services and LTE uplink scheduling. The algorithm integrates the improved Proportional Fairness scheduling algorithm with H2H and M2M service mix queuing model. This algorithm offers an increased system throughput the process and reduces the average delay of system service without affecting into the traditional voice and video communications.

M2M Aware Scheduling Algorithm (M2MA-SA) proposed in [12], the idea behind this solution is to create an algorithm which differentiates between M2M and H2H services. For massive M2M services, a compound 2-phase scheduling mechanism is presented, which combines maximum-utility scheduling with round robin scheduling. For H2H services, an algorithm named Iterative Maximum Expansion (IME) is used which satisfied the contiguity constraint of LTE uplink resource allocation. The simulation results show that M2MASA not only guarantees the QoS of H2H communication, but also improves the system throughput and the capacity of H2H users.

The authors of the article [13] introduce, analyze and simulate a new predictive/proactive resource allocation scheme for the LTE uplink for use with event based M2M applications. In this scheme, when one device in a group sends a scheduling request, the eNodeB identifies neighbor devices in the same group which may benefit from a predictive resource allocation in lieu of waiting for those neighbors to send a scheduling request at their next scheduled opportunity.

This paper [14] proves this energy minimized scheduling problem is NP-hard, and proposes a heuristic energy-efficient algorithm to address it. This algorithm effectively schedules the transmissions of an M2M node in the same time slots, so that the active time of the M2M node can be minimized. The experiment results show that under limited bandwidth resource, the algorithm can maintain fairness and low data dropping ratios while achieving energy efficiency for a reasonable number of M2M nodes.

In this article [15], the authors propose an M2M uplink scheduling algorithm that offers a balance between throughput and delay requirements. It is also adaptive to traffic characteristics since it considers both channel state and system deadlines in an adjustable manner according to network needs.

Mukesh Kumar Giluka et al proposed a class based dynamic priority scheduling algorithm for uplink transmission of M2M and H2H traffic in LTE. The performance of the algorithm is evaluated by QoS hybrid uplink scheduler based on service type for M2M communications in LTE... (Mariyam Ouaissa)
various metrics such as H2H throughput and system throughput and also compared with existing schedulers [16].

This work [17] discusses the challenges of scheduling UEs and M2M terminals in LTE networks. The LTE scheduler plays an important role in distributing radio resources to user equipments (UEs) and M2M terminals. We present a hybrid uplink scheduler that balances the radio resources allocation to preserve human users QoE and fairly fulfills M2M terminals communication requests. The simulation results show that the proposed solution provides fair scheduling of M2M terminals without impacting the UE.

In [18], the authors propose two scheduling schemes for the uplink of LTE based cellular systems, which take into account both the channel conditions and the maximum allowed delay of each device requesting to be served. In contrast to other scheduling algorithms no classes of devices are formed, but the exact delay constraint of each device is considered, approaching the requirements of M2M communications in a more realistic way. This way, the number of effectively served requests increases, while it becomes possible to exploit the exact delay constraints in order to put the devices in sleep modes, until next transmissions. It is also shown that dividing the devices into a limited number of QoS classes deteriorates the system’s performance.

3. BACKGROUND

In this section, we describe the network architecture of M2M system, we present the characteristics of M2M communications and we introduce the M2M scheduling process.

3.1. System Architecture

The architecture of a M2M system [19]-[20] includes several parts such as Machine Type Communication Devices (MTCDs), Machine Type Communication Gateways (MTCGs), the communication network and Machine Type Communication Servers (MTC Servers). The MTCD is the device used to collect information from the environment. The MTCD sends data to the base station, which is known as evolved Node B (eNodeB) in LTE, either directly or via an MTCG. The MTCG acts as a cluster head for a group of MTCDs. The MTCG applies some forms of processing on data coming from MTCDs, to compress the amount of data to be sent to the eNodeB. The MTC server is the end-target of the data sent by MTCDs. It receives data via the backhaul from the eNodeB and makes it available for access by human or machine type users through some application in Figure 1 [21], [22].

![Figure 1. M2M system architecture](image)

One of the important tasks of eNodeB in the LTE network is Radio Resource Management (RRM), which is the acceptance or rejection of network connection requests, ensuring optimal distribution of radio resources between terminals. It consists mainly of two elements Admission Control (AC) and Packet Scheduling (PS). The AC is responsible for the acceptance and rejection of new requests, but the PS realizes the allocation of resources effectively to the various users already accepted by the CA. The AC processes the new requests for connection to the network, the decision to accept or reject a request depends on the network’s ability to offer the Quality of Service (QoS) required by this request while ensuring the QoS of the requests already admitted in the system. The PS for its part performs the mapping, that is to say select the users who will use the channel by assigning them radio resources RBs that allow them to maximize the performance of the system [23].
There are several parameters to evaluate the performance of the system, for example we can mention: the spectral efficiency (total system throughput), the equity between the users, the waiting time of each user before it is served. The diversity of the performance parameters allowed the creation of several types of schedulers. For the uplink (considered in this article), the method used is Single Carrier Frequency Domain Multiple Access (SC-FDMA), a variant of Orthogonal Frequency Division Multiple Access (OFDMA), they have almost the same performance, but SC-FDMA transmits the sub-bands sequentially to minimize the Peak-to-Average Power Ratio (PAPR), this is necessary because for the uplink direction, the terminal equipment is provided with a battery with limited life. Two other parameters affect the design of LTE Uplink scheduling algorithms. These two parameters are imposed by the access method SC-FDMA, are: the minimization of the power of transmission in order to maximize the life of the batteries of the UEs and the RBs allocated to a single user must be contiguous. This makes the allocation of radio resources for LTE Uplink more difficult than for the Downlink [24]-[25].

3.2. The Characteristics of M2M Communications

M2M communications characteristics differ from those of H2H communications in several aspects. 3GPP TS22.368 makes a detailed prediction and classification for the prospective M2M services [26]. By analyzing we summarize the main characteristics of the M2M services in LTE as follows:

- a. The number of M2M terminals is so huge that it has at least two more orders of magnitude than that of the traditional H2H terminals.
- b. Most of the M2M communications traffic occurs in the uplink direction from the MTCDs to the eNB.
- c. M2M terminals initiate sessions frequently, but each session only lasts for a short time.
- d. Each M2M session sends only one or a few packets, and the length of each packet is very short.
- e. Many MTC applications have strict data transmission deadlines. Abiding by deadlines is necessary to report an alarm for a disaster, to maintain a certain data rate or a certain QoS and to send data before they become useless or obsolete.
- f. There are numerous types of MTCDs and they are used in a wide variety of applications. Hence, MTCDs vary widely in terms of requirements of deadlines and needed QoS.

3.3. The M2M Scheduling Process

Scheduling is the process performed by the eNodeB to allocate time-frequency resources known as Physical Resource Blocks (PRBs) to human User Equipment (UEs) or MTCDs in downlink [27]-[28] or uplink direction. For uplink scheduling, the assigned resources to a UE or an MTCD must be contiguous [29]. The general scheme of M2M uplink scheduling algorithms can be divided into 2 main steps:

Step 1 (Time Domain Packet Scheduling): In this step, the eNodeB selects an MTCD or a group of MTCDs with the highest priority based on channel state, fairness, delay, QoS, etc, to be scheduled for the current Transmission Time Interval (TTI).

Step 2 (Frequency Domain Packet Scheduling): In this step, the eNB selects the PRBs to be assigned to the terminal that have been selected in the TDPS stage. The selected MTCD is assigned contiguous PRBs based on channel state, taking data rate maximization and fairness into consideration [30].

4. OVERVIEW OF LTE UPLINK SCHEDULING

This section provides an overview of uplink scheduling process with mathematical modeling and studies the main scheduling algorithms using in LTE uplink network.

4.1. Uplink Scheduling Process

Scheduling is referring to the process of allocating resources to User Equipment based on scheduling algorithms that is located at the LTE base station.

Scheduling is a procedure that allocates physical resources for users according to a certain algorithm in each TTI. Resource Block (RB) is the minimum unit of resource allocation and TTI is 1ms, also RB is a resource grid that consists of 12 subcarriers in one time slot. The frequency resources corresponding to the RB can be occupied for a period of TTI once one RB is allocated to a user.

When having data to send, a user firstly sends an uplink scheduling request to base station and reports its own cache, which can make the scheduler of base station acquire necessary data and make an accurate decision about scheduling. Then the scheduler sends scheduling results to user. When receiving the permissible message of scheduling, user sends data as required in the scheduling results which specify the transmission format, the available resources and the transmission time. Besides, LTE uplink scheduling should satisfy the constraint that all RBs assigned to a service request are contiguous in frequency domain [31], [32].
4.2. Mathematical Modeling

The uplink scheduling algorithms take a matrix with K rows (number of active users) and M columns (number of RBs). \( M_{i,m} \) is the associated value in UE \( i \) and RB \( m \). Depending on the paradigm used, Channel Dependent (CD) or Proportional Fairness (PF), this value represents the Channel State Information (CSI) of each RB for each UE or the CSI rate report. The values of the matrix represent the association between UE-RB, these values are used by the scheduler in Figure 2.

There are two major CD and PF paradigms in the literature that make it possible to fill the matrix. The first CD, in the process of creating the matrix, Channel State Information (CSI) or the channel state is considered, so UEs that have the highest CSI values will have the chance to allocate more resources, this approach reaches the best values in flow, but she suffers from starvation problem. While the PF, meanwhile, he takes the CSI rate report for each UE. So equity is proportional to the CSI value and we create the matrix. This approach achieves good rates by solving the famine problem at the same time [33].

![Figure 2. UE-RB association matrix](image)

4.3. Scheduling Algorithms

Several approaches and algorithms have been proposed in the literature to answer the need to allocate resources efficiently. This diversity and multitude of algorithms is related to the factors considered allowing the optimal management of radio resource, specifically the type of traffic and QoS requested by the UE [34]-[35].

4.3.1 Round Robin (RR)

This is one of the classic schedulers used in many older systems. Its principle is too simple, just distribute the RBs on all the UEs that require radio resources. In our case, it is used as a reference to evaluate other schedulers. The principle of RR is to divide the set of RBs on the UEs, \( E(\frac{N_{RB}}{|N_{UE}|}) \) to form Resource Chunks (RC), the RC is a subset of RBs, after we distribute RCs across all UEs.

We note that \( E(\frac{N_{RB}}{|N_{UE}|}) \) is the integer part of the division.

4.3.2 First Maximum Expansion (FME)

The idea of this algorithm is to start allocating resources from the largest value in the matrix, then expand the process of allocating resources right and left. The steps of the FME algorithm are:

- Step 1: find the pair (UE0,RB0) with the largest value in the matrix.
- Step 2: allocated RB0 to UE0.
- Step 3: for this user, UE0 compare the values of the matrix for RB+1 and that of RB-1.
- Step 4: If the value on the right is greater than the one on the left, then widen the allocation to RB+1, otherwise go to RB-1.
- Step 5: for each column find the maximum value, allocate this RB to the selected user if it corresponds to the max value of the column or if it is not the max, but the allocation cannot be performed without that the constraint of contiguity be respected.
- Step 6: Repeat step 5 until all RBs are exhausted.
4.3.3. Maximum Throughput (MT)

This algorithm provides a maximum overall network throughput by allocating each RB to UEs that experience better quality of the radio channel. That means, a UE that has a very good quality of the channel will always be programmed by the scheduler for the transmission (uplink and/or downlink), the scheduler chooses the user \( i \) for the transmission of the \( k \)th resource block by the following formula:

\[
p_i^k = \text{arg} \max_i \left( d_i^k(t) \right); \quad 1 \leq i \leq N
\]

Where: \( d_i^k(t) \) is the expected debit for the user \( i \) at time \( t \) in the \( k \)th resource block and \( N \) the number of users in the cell. The disadvantage of this scheduler is that it is not fair when allocating resources for users at the edges of the cell.

5. OUR PROPOSED SCHEDULER

In order to find a compromise between throughput and fairness, we propose a new scheduling algorithm that takes advantage of the benefits of the RR scheduler and the FME scheduler to give high priority to real-time traffic. The proposed new scheduler is intended to combine RR and FME schedulers. Depending on the type of traffic flow, it can be said that when the real-time traffic is started, the RR is applied because the real-time traffic flow requires a very high data rate. Otherwise, FME is applied to show equity among other users. The flowchart in the Figure 3 shows the algorithm of the proposed scheduling. Differentiation between real-time and non-real-time occurs at the beginning of the scheduler before checking channel conditions to treat real-time traffic as a special case. This allows us to give higher priority to real-time traffic, so that the result appears in terms of maximum throughput and minimum packet loss. After that, we can apply RR scheduler to real time to get high throughput.

![Figure 3. Flowchart of the proposed scheduler](image)

6. RESULTS AND ANALYSIS

In this section, the uplink schedulers already mentioned and our proposal will be evaluated and compared using an open source simulator LTE-Sim [36]. To evaluate the QoS of a network, many parameters must be analyzed as throughput, goodput, fairness index, spectral efficiency and PLR [37]-[38].

6.1. Simulation Environment

The implementation of our proposed scheduler is made in a LTE uplink transmission for M2M communication developed with C++ using the LTE-sim simulator; we evaluate the QoS support for uplink transmission based on priority and differentiation between heterogeneous traffic for existing uplink scheduling techniques and our proposed.
In our simulation, we consider a single LTE cell, in which the users are uniformly distributed. In the centre of the cell, the eNodeB is positioned, whereas the users are modelled according to a random mobility model. In this paper, video and voip flows are used for real time services while infinite-buffer as known as Best effort (BE) flows represented the non-real time. The distribution of the users, in terms of traffic classes, is considered in our scenario as follows: 40% of users have video traffic flow, 40% users with voip traffic and 20% with best effort (infinite buffer). The purpose of this simulation is to evaluate the performance of the LTE network in high congestion, our evaluation is based on uplink schedulers implemented in the base stations of the LTE network which are RR, FME, MT and our proposed scheduler by the measurement of throughput, goodput, fairness, spectral efficiency and PLR, the simulation parameters are illustrated in the following Table 1.

| Table 1. Simulation Parameters |
|---------------------------------|
| Simulation Parameters | Values |
| System type | Single cell |
| Simulation duration | 120s |
| Flow duration | 120s |
| Frame structure | FDD |
| Mobility Model | Random direction |
| Cell radius | 1Km |
| System Bandwidth | 20 MHz |
| RB Bandwidth | 180 kHz |
| Time Slot | 0.5ms |
| Scheduling Time (TTI) | 1ms |
| Number of RBs | 100 RBs |
| Maximum delay | 0.1s |
| Video Bit Rates | 242 kbps |
| VoIP Bit Rates | 8.4 kbps |
| Number of MTCDs | 20 à 100 |

6.2. Evaluation Metrics

6.2.1 Throughput

This is the total bit rate in reception; the measurement of this bit rate is one of the important operations which make it possible to identify the average success rate of transfer of the messages on a communication channel. Its value is calculated for a time interval, by dividing the total amount of information received during this interval, by the duration of the interval in question. The general formula for the calculation of the useful flow is:

\[ \text{Throughput} = \frac{N_p \cdot T_p}{T} \]  

Where \( N_p \): is the number of packets received during the time interval  
\( T_p \): is the size of the package.  
\( T \): is the duration of the time interval.

6.2.2 Goodput

Goodput is the average rate of a successful transmission of data over a communication channel. In our simulation, this measure measures only the total data rate on the network, ignoring all other headers. A user’s goodput is measured by first counting the total number of successfully received data packets and calculating the number of bits received, which is ultimately divided by the total execution time of the simulation. We measure application performance using goodput as follows:

\[ \text{Goodput} = \frac{\text{Original Data}}{\text{Time}} \]  

Where original data is the number of bytes delivered at the receiver (that is, excluding retransmitted packets and headers), and Time is the amount of time required for the corresponding data delivery. We use average goodput to measure flow efficiency. The average goodput for n feed is defined as:

\[ \text{Average Goodput} = \frac{\sum_{i=1}^{n} (\text{Goodput}_i)}{n} \]
Indonesian J Elec Eng & Comp Sci  ISSN: 2502-4752

Where Goodputi is the goodput of the i flow and n the number of flows.

6.2.3 Fairness Index
Fairness Index is obtained by considering the rate achieved by each flow at the end of each simulation. Level of equity received by each flow according to Jain's Equity Index is given as follows:

$$\text{Fairness}_{\text{index}} = \frac{(\sum x_i)^2}{n \times \sum x_i^2}$$  \hspace{1cm} (5)

Where $x_i$ is the user's rate i and n is the number of enabled flows.

6.2.4 Spectral Efficiency
Spectral efficiency is defined as the maximum user rate divided by the bandwidth of the channel. This is the number of received bits correctly normalized by the resource consumed in time and bandwidth. Thus, spectral efficiency is strongly related to resource consumption and packet error rate.

$$\text{Spectral Efficiency} = \frac{D_{\text{max}}}{W_c}$$  \hspace{1cm} (6)

With $D_{\text{max}}$ is the maximum rate of the user and $W_c$ the bandwidth of the channel.

6.2.5 Packet Lost Rate
Improvement in Packet Loss Rate (PLR) estimation is a crucial issue, because its value has a big effect on network performance, especially when it comes to real-time traffic like voip and video streams. Packet loss is the lost bytes when transmitting packets. It expresses itself in rate of loss. This can be caused by many factors, mostly due to network congestion, as it can be caused by packet latency. The rate of lost packets is calculated as follows:

$$\text{PLR} = \frac{N_{PL}}{N_{PS}} \times 100$$  \hspace{1cm} (7)

NPL: is the number of packets lost.
NPS: is the number of packets sent.

6.3. Performance Evaluation
The average throughput of RR, FME, MT and proposed scheduler versus a different number of MTCDs is shown in Figure 4. This figure shows that the throughput achieved by the proposed method is better than other schemes. In fact, the proposed scheme tries to maximize total throughput. So system throughput of the proposed increases when the number of MTC devices rises.

The results about average goodput indicate that the proposed scheme followed by FME are the best compared to RR and MT for mixed traffic in Figure 5.

![Figure 4. Average Throughput](image1)

![Figure 5. Average Goodput](image2)
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Figure 6 shows the results in terms of fairness for the RR, FME, MT and our proposed scheduler. The results about Fairness Index indicate that RR is the best scheduler among them because RR does not depend on any channel feedback to assign RBs to MTCDs as others require. RR should have an ideal value of one, since it is fairly serving all MTCDs. The RR scheduler assigns PRBs cyclically so that the same throughput is guaranteed for all devices, that way Jain’s fairness index is maximize. Herein we use this index as the measurement criterion for data-rate fairness. The simulation shows that the proposed scheme achieved more interesting results than other schedulers compared to RR scheme.

As shown in Figure 7, the MT scheduler has a better spectral efficiency compared to that measured for the other scheduler because among the strong points of MT it allows to improve spectral efficiency, despite this it starts decreasing when we reach a large number of devices in our simulation it's 80 MTCDs. For our proposed scheduler we can see that have a high efficiency and the value of spectral efficiency increases as the number of devices increases.

Figure 6. Fairness index
Figure 7. Spectral efficiency

Figure 8 represents the evolution of the packet lost rate as a function of the number of MTCDs in the coverage area of the cell, when the number of active devices increases in the cell, the loss rate increases, in particular for the FME algorithm which reach a maximum rate. As shown in the figure, it can be seen that our proposed scheduler has the lowest PLR this is due to the combination between two different schedulers that takes advantage of their benefits in order to achieve maximum throughput and less packet lost rate.

Figure 8. Packet Lost Rate (PLR)

7. CONCLUSION
Packet scheduling and distributing resources among users is still the main challenge due to unfairness and low performance which occur when allocating resources to users. In this paper, the above mentioned challenges are studied and analyzed, focusing on three schedulers; they are RR, FME and MT.
These methods do not provide QoS to users that use different types of traffic flows. The proposed algorithm in this paper is to combine the RR scheduler and the FME scheduler in order to fulfill the QoS criteria maximizing throughput and minimizing the packet loss rate for real time service. Voice and video have been selected as real time traffic and best effort as non-real time. LTE-Sim simulator is used to compare between the mentioned schedulers and our proposed in terms of throughput, goodput, fairness index, packet loss ratio and spectrum efficiency. This new scheduler is considered as QoS scheduler that supports real and non-real time service in LTE Network. The main key for this scheduler is to maximize the throughput and to ensure the fairness among users with higher priority for real time. The newly proposed scheduler shows the best result among others where higher priority is given to the real time traffic flows (voip, video).
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