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Abstract

We apply a physical principle, previously used to eliminate ambiguities in quantum corrections to the 2 dimensional kink, to the case of spinning strings moving in $AdS_4 \times \mathbb{CP}^3$, thought of as another kind of two dimensional soliton. We find that this eliminates the ambiguities and selects the result compatible with AdS/CFT, providing a solid foundation for one of the previous calculations, which found agreement. The method can be applied to other classical string “solitons”.
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1 Introduction

Quantum corrections to solitons have a long and complicated history, and it has proven difficult to find an algorithmic way to calculate them, due to regularization-dependent ambiguities. The most studied case, for being the simplest and easiest to analyze, is the kink in two dimensions. Studies of its quantum corrections started with [1] (see also [2,3]), and supersymmetric extensions started with [4,7] and still go on (see [8] for basic techniques and references, and [9] for a review of recent results), due to the many subtleties present. In [10] a physical principle was proposed that eliminates the ambiguities and gives a quantum correction consistent (in the supersymmetric case) with supersymmetry.

A seemingly different area that has received a lot of attention lately is quantum corrections to classical (long) strings moving in gravitational backgrounds. The reasons for that interest are usually related to AdS/CFT, since one application has been to systems which have a field theory dual admitting a Bethe ansatz for the dual to the string. This is useful, since unlike other cases, when we need to invoke supersymmetry to match weak coupling field theory results to strong coupling gravity results, the Bethe ansatz allows one to have a prediction for the expected quantum correction at strong coupling. Then, provided we can trust AdS/CFT and the Bethe ansatz, we have a prediction for the expected quantum correction.

Of course, the classical string is just a type of solitonic solution in a two dimensional field theory (the sigma model of the string moving in the gravitational background), and as such a priori suffers from the same ambiguities as the largely studied kink. From this point of view, one should not be surprised that early calculations for the corrections to a spinning string in $AdS_4 \times CP^3$ gave different results, and apparently incompatible with AdS/CFT [11–14]. In [15], a calculation was proposed that matches with AdS/CFT expectations. See [16–23] for later related works.

However, the calculation in [15] still suffers from the same a priori ambiguities, and it amounts to a particular choice of regularization for them, whose only justification is a posteriori, through matching with AdS/CFT. It is the purpose of this paper to provide a justification for that calculation, by taking the physical principle of [10] and applying it to classical strings. We will show that its use for the model in [15] eliminates the ambiguities implicitly hidden there, and thus offers the possibility of extending the same method to other classical string solutions.

The paper is organized as follows. In section 2 we explain our method based on a physical principle, in section 3 we review how it applies to the case of the two dimensional kink, in section 4 we apply it to the spinning string in $AdS_4 \times CP^3$, and in section 5 we conclude.

---

1. Of course, systems with Bethe ansatz are interesting in their own right, outside the existence of AdS/CFT.
2. Later proposals were made on how it could be possible to match with AdS/CFT other calculations as well.
2 The method

As is well known, one-loop corrections to the energy of the vacuum are equivalent (via the exponentiation of one-loop determinants) to sums of zero-point fluctuations, for a bosonic mode $\sum \frac{1}{2} \hbar \omega^B$. If we have fermionic modes, they will contribute with $-\sum \frac{1}{2} \hbar \omega^F$. These fluctuations give rise in particular to the Casimir energy, which is the difference in this zero-point energy between the infinite space and a space of finite size. Of course, this answer is a priori ambiguous ($\infty - \infty$), and moreover highly divergent. Generically, $\omega \sim n$ implies a quadratic ($n^2$) divergence.

The same idea applies when we calculate the quantum mass of some soliton, generically denoted $\phi_{\text{sol}}(x)$, with classical mass $M$. We have to calculate the fluctuations in the presence of the soliton, i.e. eigenmodes around $\phi_{\text{sol}}(x)$, and subtract the fluctuations in its absence (in the vacuum). An extra factor to take into account is renormalization. In terms of Feynman diagrams, we know we have counterterms, which correspond to renormalizing the parameters of the theory, for instance a bare mass parameter $m_0$ becomes the renormalized mass $m$. When going to the fluctuation representation, a useful way of encoding the counterterm for the energy, $\delta M$, is by the variation of the classical mass $M$ when expressed in terms of unrenormalized parameters like $m_0$, vs. renormalized ones like $m$, with a result linear in $m_0 - m = \delta m$, where for $\delta m$ we need to take the result of the one-loop Feynman diagramatic calculation.

Therefore generically the one-loop contribution to the quantum mass of a soliton is given by

$$E_1 = \frac{1}{2} \sum_n (\omega^B_n - \omega^F_n) - \frac{1}{2} \sum_n (\omega^{(0)B}_n - \tilde{\omega}^{(0)F}_n) + \delta M.$$  

(2.1)

where the $\omega^B_n$, $\omega^F_n$ are the frequencies coming from the bosonic and fermionic parts of the action, respectively, labelled by an integer $n$, and the $(0)$ refers to the vacuum, i.e. without the soliton solution.

This expression contains ambiguities. The first type of ambiguities is due to the fact that we have generically the $\infty - \infty$ difference of quadratic divergences (if at large $n$, $\omega_n \sim n$, then $\sum \omega_n \sim n^2$), which a priori will be linearly divergent ambiguities, not even constant ambiguities. Here we should note that we would be tempted to say that if we have something like, say, $M = \sum_n \sqrt{1 + m^2/n^2} - \sum_n 1$, this is the same as $M = \sum_n m^2/(2n^2)$ which is finite. But this in fact amounts to a particular choice of regularization scheme. One needs more information to be precise about which regularization it is, but this would basically be part of the mode number regularization, if we would have instead of $n$, a $k_n$ together with a relation between $n$ and $k$. Mode number regularization means that we identify each mode in a sum with another mode in the other sum, effectively giving the summation operator as a common factor. In general however, we are not allowed to make the $\sum_n$ common if both sums are infinite. In terms of choosing a cut-off, there are always at least two ways to regularize, mode number cut-off (which corresponds to making the sum common) and energy/momentum cut-off. The second, choosing the same upper energy
instead for the two sums (convert sum over $k_n$ to integrals over $k$ and identify the variable $k$ in the two sums) gives different results if the sums are infinite \[24\]. Note that even in usual quantum field theory divergent integrals we can have this situation, just that usually one doesn’t think about it. For instance, if $\int f$ and $\int g$ are UV divergent, then $\int^\Lambda (f - g)$ automatically means that we take the same cut-off $\Lambda$ for $f$ and $g$, but we could in principle choose $\int^\Lambda f - \int^{\Lambda+a} g$, giving a different result. There might be situations where this is necessary.

Yet another type of ambiguity is related to the existence of different types of possible boundary conditions, in turn determining different functions $k_n$, or $k(n)$ in the continuum limit.

But we want a physically unambiguous way to determine the correct regularization and boundary conditions. In \[10\] a physical principle was used to fix both. The principle can be simply formulated by saying that the non-trivial topology of the soliton boundary does not introduce any extra energy.

The first part of the method involves the notion of topological boundary condition, i.e. that the boundary condition should not introduce boundary-localized energy (surface effects), thus fixing one type of ambiguity. For scalar fields, the boundary conditions should be compatible with the classical solution (if the classical solution is antiperiodic, then so must the boundary condition for fluctuations), but for fermions and higher spins we need to be more careful. The method was described in detail in \[10\]: consider the symmetries of the action and the symmetries of the solution. For the kink, the action has a $\{\phi \rightarrow -\phi, \psi \rightarrow \gamma_3 \psi\}$ symmetry and a $\psi \rightarrow -\psi$ symmetry, and the kink solution is antisymmetric in $\phi$. Then e.g., the fluctuations around the kink solution have

$$\phi(-L/2) = -\phi(L/2); \quad \phi'(-L/2) = -\phi'(L/2); \quad \psi(-L/2) = (-1)^q \gamma_3 \psi(L/2)$$  (2.2)

The second part is that when we take the classical soliton mass to zero, specifically by taking a relevant mass scale on which it depends, like the $m$ above, to zero, the quantum mass of the soliton should also go to zero, such that there is no mass depending purely on topology, i.e. localized at the boundary. That in turn means that we can calculate instead of the soliton mass, its derivative with respect to the relevant mass scale $m$, thus reducing the UV divergence of the result, and obtaining a “derivative regularization”. For instance, in the example above, $\partial M/\partial m = \sum_n m/(n^2 \sqrt{1 + m^2/n^2})$ is now indeed finite and unambiguous.

We should emphasize that it is not guaranteed that this procedure eliminates ambiguities in general, since taking only one derivative may not reduce the divergence sufficiently. Nevertheless, we hope that in many cases of interest, the result is unambiguous. Note that taking more derivatives will in general reduce further the divergence, but it is not clear if there is a physical principle that will correspond to this modified prescription.

We can therefore define our procedure as follows: Find the soliton solution $\phi_{sol}(x)$, find the frequencies of fluctuations around it, and the renormalization of the relevant mass
parameters. Then find the relevant mass parameter to define derivative regularization with respect to it, and topological boundary conditions. Ideally, the resulting quantum mass should be well-defined and unambiguous, and we should be able to calculate it. We will see that in the simple $\lambda \phi^4$ kink case it is indeed true, however the string soliton case is more complicated. We can prove that the resulting answer is unambiguous, but we will still need to employ the same procedure used in [15] to calculate it.

3 One-loop mass for the kink in $\phi^4$ theory

We want first to understand how this method applies to the kink solution of the $\phi^4$ theory in two dimensions. Here we review [10].

The theory has the Lagrangian

$$\mathcal{L} = -\frac{1}{2} (\partial_\mu \phi)^2 - \frac{\lambda}{4} (\phi^2 - \mu_0^2/\lambda)^2.$$ (3.1)

There are two degenerate vacuum states (trivial solutions), $\phi = \pm \mu_0/\sqrt{\lambda}$, and therefore topologically nontrivial, localized solutions (kinks) must tend to $\pm \mu_0/\sqrt{\lambda}$ as $x \rightarrow \pm \infty$.

We thus have two nontrivial, stable, finite energy solutions, the kink and anti-kink

$$\phi_{K,\bar{K}} = \pm \mu_0/\sqrt{\lambda} \tanh[\mu_0(x - x_0)/\sqrt{2}],$$ (3.2)

with classical mass $M_0 = 2\sqrt{2}\mu_0^3/3\lambda$.

The eigenfrequencies of small fluctuations around the vacuum (trivial sector) are

$$\tilde{\omega}_n = \sqrt{k_n^2 + m^2},$$ (3.3)

and the allowed values for $k_n$ come from the condition $k_n L = 2\pi n$, where $L$ is the size of the one dimensional spatial box in which we put the system.

The eigenfrequencies for small fluctuations around the kink (nontrivial sector) have the same expression as the trivial vacuum ($\omega_n = \sqrt{k_n^2 + m^2}$), but the condition for the allowed values of $k_n$ has a different form

$$k_n L + \delta(k_n) = 2\pi n,$$ (3.4)

where the explicit form of the phase shifts $\delta(k)$ is

$$\delta(k) = \left(2\pi - \arctan \left( \frac{3m}{m^2 - 2k^2} \right) \right) \epsilon(k),$$ (3.5)

and is obtained from the explicit scattering solutions in the potential generated by the perturbation around the kink.

In the case of fermionic fluctuations (for a supersymmetric version of the kink), which are 2 component vectors, there is a further phase shift $\theta(k)$ giving a $e^{\pm i\theta(k)/2}$ relative factor at $\pm \infty$ between the two components.
As we mentioned in the previous section, the one-loop counterterm for the soliton mass \( M \) comes from varying the classical \( M \) under the renormalization \( \delta m = m_0 - m \), and gives

\[
\delta M = \frac{3m}{4\pi} \int \frac{dk}{(k^2 + m^2)^{1/2}}, \quad m^2 = 2\mu^2. \quad (3.6)
\]

Now we have the necessary ingredients for the calculation of the one-loop correction to the energy. Substituting the frequencies in the expression for the 1-loop correction

\[
E_1 = \frac{1}{2} \sum \omega - \frac{1}{2} \sum \tilde{\omega} + \delta M, \quad (3.7)
\]
we obtain

\[
E_1 = \frac{1}{2} \sum \sqrt{k_n^2 + m^2} - \frac{1}{2} \sum \sqrt{k_n^2 + m^2 + \delta M}. \quad (3.8)
\]

As we can see, even after the subtraction, the sum is linearly divergent. To apply our derivative regularization, we must find the mass parameter which takes the soliton mass to zero, and take a derivative with respect to it. In this case, it is obvious, namely the mass parameter is \( m \). We then differentiate the energy with respect to \( m \), perform the summation and integrate back with respect to \( m \).

That will get rid of both linearly and logarithmically divergent ambiguities. The physical principle then dictates that the constant of integration is zero.

Taking the derivative, we obtain

\[
\frac{dE_1}{dm} = \frac{1}{2} \sum \frac{d\omega}{dm} - \frac{1}{2} \sum \frac{d\tilde{\omega}}{dm} + \frac{d\delta M}{dm}, \quad (3.9)
\]

where

\[
\frac{d\tilde{\omega}}{dm} = \frac{m}{\sqrt{k_n^2 + m^2}}, \\
\frac{d\omega}{dm} = \frac{1}{\sqrt{k_n^2 + m^2}} \left( m + \frac{k_n^2}{Lm} \delta'(k_n) \right). \quad (3.10)
\]

The sums are less divergent now, and can be turned into integrals by taking into account the conditions for the allowed \( k_n \)s (3.4), obtaining a finite result. Integrating back with respect to \( m \) we will get a constant of integration, but applying the physical principle, the constant is zero. Therefore finally the 1-loop energy correction is

\[
E_1 = m \left( \frac{1}{4\sqrt{3}} - \frac{3}{2\pi} \right). \quad (3.11)
\]

4 One-loop corrections to spinning strings on \( \text{AdS}_4 \times \mathbb{C}P^3 \)

4.1 Applying the method

We now try to apply the same method to the classical (long) string on the background \( \text{AdS}_4 \times \mathbb{C}P^3 \). This can be thought of just as another 2d field theory, with action

\[
S = \frac{R_{\text{AdS}}^2}{4\pi} \int d\tau \int_0^{2\pi} d\sigma \sqrt{g} g^{ab} \left( G_{\mu\nu}^{\text{AdS}} \partial_a X^\mu \partial_b X^\nu + 4 G_{\mu\nu}^{\mathbb{C}P^3} \partial_a X^\mu \partial_b X^\nu \right). \quad (4.1)
\]
As we have discussed, the first step is to understand the 2d vacuum and soliton solution. The (trivial) “vacuum” corresponds to the point-like string, equivalent to $\phi = \phi_0 = \text{constant}$ for the $\lambda\phi^4$ model. The nontrivial soliton whose mass we want to calculate is a spinning string solution, with nontrivial $X^\mu(\sigma, \tau)$.

The computation of the 1-loop energy correction for this soliton was done in different ways, obtaining different results. The calculation of [15] gave the correct result matching the expectation from AdS/CFT, but there was no a priori reason why it should be correct, given the implicit choice of regularization scheme needed to obtain it. We will therefore try to identify the ambiguities as above.

In order to apply our method, we note several complications with respect to the kink case. We note that (4.1) is a non-linear sigma model, and we have no potential, so formally it looks different from the kink. That however means we can avoid at least one ambiguity from the kink case. No potential means that the phase shifts $\delta(k)$ and $\theta(k)$ are not present, so at least the ambiguity of boundary conditions (related to non-zero $\delta(k)$ and $\theta(k)$) is not there. It is also lucky, since for the calculation of $\delta(k)$ and $\theta(k)$ we would need the full solutions, which as we will see are hard to find. The only ambiguity we still have is the UV divergence.

To deal with that, we need to define our physical regularization. But instead of the mass parameter $m$ of the kink, we will have several parameters (which come in the solution), and we have to carefully analyze which can be varied in order to relate the energies and use the derivative regularization. Note however that there are no parameters in the action (4.1) (other than $R_{\text{AdS}}$ which multiplies the whole action, so is not relevant), so the parameters of relevance will just characterize the vacuum solution. That also means that there are no counterterm contributions, since the only possible counterterm could be for $R_{\text{AdS}}$, which is not renormalized.

The parameter we want needs to be something that when equal to zero, takes the classical mass of the long string to zero, but also something that, like $m$ for the kink, is normally non-zero in the vacuum.

An extra complication will be, as we will see, that it is not possible to find the full solutions for the eigenfrequencies, only as an expansion in a large parameter $\omega$. But then it matters how $n$ is related to $\omega$; in particular, the expansion is not valid for $n > \omega$, which corresponds to the UV divergence we want to analyze. So the only goal we will have is to show that the physical derivative regularization obtained as above selects the regularization implicit in [15]. In order to actually compute the quantum correction, we will still need to use the same procedure as in [15].

In the following sections we will perform first the classical analysis of the model, then we will find the frequencies, and finally apply the derivative regularization.
4.2 The nontrivial soliton

In this subsection we will analyze the spinning string in AdS$_4 \times \mathbb{CP}^3$. We will see that there are several parameters present in this nontrivial solution, but there are relations between them due to the Virasoro constraints, so our search for the parameter that is nonzero in the vacuum, but takes the soliton mass to zero when it equals zero (the analog of the mass parameter $m$ for the kink), will be highly constrained. The conserved quantities, like the energy, which here has the meaning of “soliton mass” modulo an additive constant, will be dependent on these parameters. An important technical detail is that the Virasoro constraints are complicated, so we can only solve them perturbatively in certain limits, hence the same will happen for the energy (“soliton mass”).

The classical analysis for the string in this background have been done completely (see [15] or [11]), so here we will review the main points. The bosonic part of the action for the spinning string is the one in (4.1), which can be split as

$$S = S_{\text{AdS}_4} + S_{\mathbb{CP}^3}, \quad (4.2)$$

and the background metrics appearing in the nonlinear sigma model are

$$\begin{align*}
ds^2_{\text{AdS}_4} &= -\cosh^2 \rho \, dt^2 + d\rho^2 + \sinh^2 \rho \left( d\theta^2 + \sin^2 \theta d\phi^2 \right), \\
\bar{ds}^2_{\mathbb{CP}^3} &= d\bar{\zeta}_1^2 + \sin^2 \bar{\zeta}_1 \left[ d\bar{\zeta}_2^2 + \cos^2 \bar{\zeta}_1 \left( d\bar{\tau}_1 + \sin^2 \bar{\tau}_2 \left( d\bar{\tau}_2 + \sin^2 \bar{\tau}_3 \right) \right)^2 \\
&\quad + \sin^2 \bar{\zeta}_2 \left( d\bar{\zeta}_3^2 + \cos^2 \bar{\zeta}_2 \left( \left( d\bar{\tau}_2 + \sin^2 \bar{\tau}_3 \right)^2 + \sin^2 \bar{\zeta}_3 \cos^2 \bar{\tau}_3 \right) \right) \right].
\end{align*} \quad (4.3)$$

Here we have factored out the scale of the metric

$$R^2_{\text{AdS}} = \sqrt{\lambda} = \sqrt{2\pi^2 \lambda} = \sqrt{2\pi^2 N \over k_{\text{CS}}} \quad (4.5)$$

which is very large (very large $\lambda$, though finite).

The soliton we are interested in was found in [25]. It is a rotating string lying in an AdS$_3 \times S^1$ subspace of AdS$_4 \times \mathbb{CP}^3$, which from the point of view of the 2d worldsheet looks like a soliton with

$$\bar{t} = \kappa \tau, \quad \bar{\rho} = \rho, \quad \bar{\theta} = \frac{\pi}{2}, \quad \bar{\phi} = w \tau + k \sigma, \quad \bar{\tau}_1 = \bar{\tau}_3 = \frac{1}{2} (\omega \tau + m \sigma), \quad \bar{\tau}_2 = 0, \quad \bar{\zeta}_1 = \frac{\pi}{4}, \quad \bar{\zeta}_2 = \frac{\pi}{2}, \quad \bar{\zeta}_3 = \frac{\pi}{2}. \quad (4.6)$$

Unlike the kink case or usual quantum field theory, now we have also gravity on the worldsheet, which in the conformal gauge manifests itself in the presence of the Virasoro constraints $T_{ab} = 0$. For the solution (4.6), we have an equation of motion

$$w^2 - \kappa^2 - k^2 = 0, \quad (4.7)$$
and the Virasoro constraints reduce to
\[ r_1^2 w k + \omega m = 0, \]
\[ -r_0^2 \kappa^2 + r_1^2 (w^2 + k^2) + \omega^2 m^2 = 0. \] (4.8)

They can be solved perturbatively, as done in [15], in a certain limit that we will define shortly.

The charge densities are
\[ E = \int_0^{2\pi} \frac{d\sigma}{2\pi} r_0^2 \kappa = r_0^2 \kappa, \quad S = \int_0^{2\pi} \frac{d\sigma}{2\pi} r_1^2 w = r_1^2 w, \quad J_2 = J_3 = \int_0^{2\pi} \frac{d\sigma}{2\pi} \omega = \omega, \] (4.9)
so that the classical energy, spin and the charges under the second and third Cartan generators of SO(6) are
\[ E_0 = \sqrt{\hat{\lambda}} r_0^2 \kappa, \quad S = \sqrt{\hat{\lambda}} r_1^2 w, \quad J = J_2 = J_3 = \sqrt{\hat{\lambda}} \omega, \] (4.10)
where \( r_0 = \cosh \rho \).

The limit we use to solve the constraints (following [15]) and find some relations between the constants consists in taking large spin \( S \) and large angular momentum \( J \), with their ratio \( u \) (and also \( k \)) held fixed, i.e.
\[ S, \ J \to \infty, \quad u = -\frac{m}{k} = \frac{S}{J} = \frac{S}{J} = \text{fixed}. \] (4.11)

For this solution, the expansion of the classical energy at large \( J = \omega \) and thus large angular momentum \( J = \sqrt{\hat{\lambda}} J = \sqrt{\hat{\lambda}} \omega \) is given by
\[ E_0 = S + J + \frac{\hat{\lambda}}{2J} k^2 u (1 + u) - \frac{\hat{\lambda}^2}{8J^3} k^4 u (1 + u) (1 + 3u + u^2) \]
\[ + \frac{\hat{\lambda}^3}{16J^5} k^6 u (1 + u) (1 + 7u + 13u^2 + 7u^3 + u^4) + O \left( \frac{1}{J^7} \right). \] (4.12)

We will see later that this large \( \omega \) limit is also needed to have a workable form for the eigenfrequencies around the classical solution.

On top of this limit, in the next subsection we will use another perturbative expansion which will have as a limit a trivial sector (“vacuum”). We will later see that we need to be only a bit away from this new limit (i.e., to be in the perturbative expansion) in order to be able to use our regularization procedure.

4.3 The vacuum solution

Since the two dimensional soliton we are interested in corresponds in spacetime to a long spinning string, it follows easily that the trivial solution (“vacuum”) has to be a point-like string. Guided by the BMN limit [26], where we also have perturbations around a
state with large $J$, we know that the eigenvalues of the Hamiltonian, corresponding to perturbations around a BPS state, are the equivalent of the soliton mass, and therefore we look for states of lowest $E - J$ as the vacuum. We then vary the parameters in the nontrivial solution to obtain such a vacuum. This Hamiltonian is, as we saw, $E_0 - J$ from (4.12), where $S \sim r_1$ and $u \sim m$. The smallest value is then obtained for

$$
\begin{align*}
    r_1, m &\rightarrow 0, \\
    r_0 &\rightarrow 1.
\end{align*}
$$

(4.13)

which implies in particular very small $S$ as well (relative, since we formally took $S \to \infty$ before, though note that $\tilde{\lambda}$ is large in $S = \sqrt{\lambda r_1^2 w}$, with everything else $(J, \omega, k, \kappa)$ kept fixed in this second limit.

Then we obtain the “soliton mass” in the vacuum $E - J = 0$, as we wanted.

Taking these limits directly on the spinning solution we indeed get then the point-like string, the trivial solution we were looking for. Now that we have both solutions we can proceed to analyze quantum fluctuations around them.

### 4.4 The spectrum of quadratic fluctuations

#### 4.4.1 Bosons

To find the characteristics frequencies we expand the action (4.1) around the solution (4.6). For the bosonic fluctuations we have six scalars corresponding to motion on $\mathbb{CP}^3$: one is massless, other four degrees of freedom give the same result,

$$
p_0 = \sqrt{p_1^2 + \frac{1}{4}(\omega^2 - m^2)},
$$

(4.14)

and the last one gives

$$
p_0 = \sqrt{p_1^2 + (\omega^2 - m^2)}.
$$

(4.15)

From the scalars corresponding to motion in AdS space we find one massless degree of freedom, one massive one with

$$
p_0 = \sqrt{p_1^2 + \kappa^2},
$$

(4.16)

and two fluctuations whose dispersion relation is given by the roots of the quartic equation

$$
(p_0^2 - p_1^2)^2 + 4r_1^2\kappa^2 p_0^2 - 4(1 + r_1^2) \left( \sqrt{\kappa^2 + k^2} p_0 - k p_1 \right)^2 = 0.
$$

(4.17)

We can find the explicit solutions to this equation (though they do not give much information), but only when we expand in large $\omega$. 
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4.4.2 Fermions

For the fermionic part the spectrum contains four different frequencies, each being doubly-degenerate. Two such pairs have frequencies

\[(p_0)_{\pm 12} = \pm \frac{r_0^2 km}{2(m^2 + r_1^2 k^2)} + \sqrt{(p_1 \pm b)^2 + (\omega^2 + k^2 r_1^2)}, \quad b \equiv -\gamma m \frac{w^2 - \omega^2}{2(m^2 + r_1^2 k^2)}, \]

while the frequencies of the other two pairs are solutions of the equation

\[(p_0^2 - p_1^2)^2 + r_1^2 \kappa p_0^2 - (1 + r_1^2) \left( \sqrt{\kappa^2 + k^2} p_0 - kp_1 \right)^2 = 0. \]

(4.18)

which can be solved in the same limit as in the bosonic case.

With the bosonic and fermionic frequencies we can start to calculate the quantum corrections, formally defined as in (2.1). But in order to do that, we must apply a regularization technique, specifically the derivative regularization previously defined. For that, we need to find the parameter that plays the role of \(m\) for us.

4.5 Physical limit and regularization

We want the parameter to lead to \(E = J\) as it goes to zero, but be otherwise finite in the vacuum. Since

\[E_0 = S + J + \frac{\lambda}{2J} k^2 u(1 + u) - \frac{\lambda^2}{8J^3} k^4 u(1 + u)(1 + 3u + u^2) \]

\[+ \frac{\lambda^3}{16J^5} k^6 u(1 + u)(1 + 7u + 13u^2 + 7u^3 + u^4) + O\left(\frac{1}{J^7}\right). \]

(4.20)

we could try \(u\) or \(k\) only, as we have \(S = Ju\). Note one subtlety here: we have \(E_0 = E_0(S, J, \lambda, u, k)\), however \(u = S/J\) so there is an ambiguity in the split of \(E_0\) (how to we isolate the \(S\) dependence, when we could always write any \(u\) as \(S/J\)). We can consider that the \(S\) term is the one that is independent on \(k\), which will be useful shortly.

However, \(u\) is not a good parameter, since it becomes always zero in the vacuum. On the other hand, \(k\) stays fixed in the vacuum, yet \(k \to 0\) keeping everything else \((u, J, \omega, \kappa)\) fixed gives \(E_0 \to S + J\). That is then not enough, and we need to supplement our original definition of the nontrivial vacuum with \(u\) small, and therefore also \(w, S, m\) small, i.e. in the perturbative expansion away from the vacuum.

Therefore \(k\) is the parameter that relates the two energies. One more subtlety to note is that, since we will use the large \(\omega\) expansion, and since

\[u = \frac{S}{J} = \frac{r_1^2 w}{\omega} \lesssim \frac{1}{\omega}, \]

(4.21)

by doing the \(1/\omega\) expansion first, we will not be able to match terms linear in \(u\), as we will explain better later.
We should note that it was crucial that there were at least two parameters, \( J \) and \( k \): \( J \) to guarantee a long string, with large \( J \) giving a perturbation theory, and \( k \) to differentiate with respect to it. It is our hope that this is more general for long strings, with something like \( J \) guaranteeing a long string, and something like \( k \) giving the “shape”, allowing us to differentiate with respect to it.

We are finally ready for the calculation of the quantum correction to the energy.

### 4.6 Quantum correction to the energy

The one-loop energy correction was thought of as \[ E_1 = \frac{1}{\kappa} \langle \Psi | H_2 | \Psi \rangle, \] (4.22) where \( H_2 \) is the Hamiltonian for the quadratic fluctuations, but subtleties arose that were not well appreciated.

In order to understand what the issues are, we first review a few facts about previous calculations.

First, previous calculations have not taken into account the trivial sector or “vacuum” (cf. (2.1)), but considered only \( E_1 = \frac{1}{2} \sum_n (\omega_n^{\text{Bose}} - \omega_n^{\text{Fermi}}) \). Of course, at the classical level that does not matter, but it does matter at the quantum one-loop level. As we will see, removing the contribution of the trivial sector from the sum will help to the cancellation of some ambiguities.

Second, since one gets divergent sums in \( E_1 \), a regularization scheme is necessary, and various calculations gave regularization-dependent results [11–13]. In the calculations of [11–13] the sum was turned into an integral, after which a cut-off was introduced and the integral sign given as a common factor, effectively choosing a form of energy/momentum cut-off regularization, as we explained in section 2. In [14] a different regularization was chosen, where one combines a mode number cut-off with a certain grouping of terms: instead of \( \sum_n (\omega_n^{\text{Bose}} - \omega_n^{\text{Fermi}}) \), one forms combinations called \( \omega_n^{\text{heavy}} \) and \( \omega_n^{\text{light}} \) and then a certain \( n \)-dependent combination of \( \omega_n^{\text{light}} \) is added to \( \omega_n^{\text{heavy}} \), and the resulting sum over \( n \) is turned into an integral. This regularization gave a different result from the previous one. More recently, in [17], a modification of the regularization in [14] was given, with different combinations of \( \omega_n^{\text{heavy}} \) and \( \omega_n^{\text{light}} \).

Yet another type of regularization was considered in [15], where a regularization method used successfully in the case AdS$_5 \times S^5$ [28] was applied, together with a physically motivated redefinition of the coupling constant. The result of [15] is in agreement with AdS/CFT, so it was considered correct, but a priori we did not know which regularization scheme to choose to obtain an unambiguous result, since as we saw different schemes can lead to different results, exactly as in the case of the 2d kink. We can use matching with AdS/CFT only as a kind of a posteriori check, exactly as one used the saturation of the BPS bound for the 2d supersymmetric kink (where both the mass and the central charge of the kink get renormalized in the same way).
In what follows we take a large $\omega$ expansion for both trivial and nontrivial sectors, and we will focus on the leading order in this expansion. As mentioned above, this will force us to take a small $u$ expansion as well, and we can only say something about the leading term in the $u$ expansion.

More importantly, in [15] it was explained that if we expand in $1/\omega$, since we can allow any value of $p_1 = n$, we have two regions for the expansion: a) $1/\omega \to 0$ with $n$ fixed, i.e. $n \ll \omega$, for which we still have a discrete sum; and b) $n, \omega \to \infty$, with $x = n/\omega$=fixed, for which we can replace the sum with an integral. It was then noticed that while both regions contain divergences, the divergence of one can be identified with the divergence of the other, and can be dropped, obtaining a finite result. What we want to show here is that the ambiguity inherent in this procedure is removed by our method.

What we would have liked to do is take first the derivative with respect to $k$, and then do the sum over $n$, maybe with the same $1/\omega$ expansion, but this turns out to be prohibitively difficult, so we will be forced to follow the same analysis as [15] once we prove that our method eliminates the ambiguities.

We will start by analyzing region a), where we have discrete sums, and where

$$u \lesssim \frac{1}{\omega} \ll \frac{1}{n}. \quad (4.23)$$

The trivial sector (“vacuum”) is simpler, and illustrates the point well, so we will start with it. The sum of bosonic frequencies (bosonic summand) in the trivial sector is

$$\sqrt{w^2 - n(2k - n)} + \sqrt{n(2k + n) + w^2 + 4\sqrt{n^2 + \kappa^2/4}} + 2\sqrt{n^2 + \kappa^2}. \quad (4.24)$$

Replacing the perturbative solutions of the Virasoro constraints and expanding in $\omega$, we get

$$6\omega + \frac{6n^2 + k^2(u(u + 2) - 1)}{\omega}. \quad (4.25)$$

A similar procedure for the fermionic summand (minus the sum of fermionic frequencies) gives

$$-6\omega - \frac{12n^2 + k^2(u + 1)^2(u(u + 2) - 1)}{2\omega}. \quad (4.26)$$

Taking the sum of the two expressions to obtain the summand, we get terms like $n^2 - n^2$ and $\omega - \omega$ (since $\omega > n$, these are of the same type), which are ambiguous, but they will be cancelled after taking the derivative with respect to $k$. After the derivative with respect to $k$, the trivial sector summand $\tilde{e}(n)$ gives

$$\frac{\partial \tilde{e}(n)}{\partial k} \equiv \tilde{e}_k(n) = -\frac{k(1 - u(2 + u))^2}{\omega} + O\left(\frac{1}{\omega^3}\right). \quad (4.27)$$

with no $n^2 - n^2$ and $\omega - \omega$ ambiguities.
Moving on to the nontrivial sector, the leading terms in the large $\omega$ expansion of the nontrivial sector summand are

$$e(n) = \frac{1}{2\omega} \left[ n \left( 3n - 4\sqrt{n^2 + k^2u(1 + u)} + \sqrt{n^2 + 4k^2u(1 + u)} \right) - k^2(1 + u)(1 + 3u) \right] + O \left( \frac{1}{\omega^3} \right),$$

(4.28)

and it can be seen that again terms like $n^2 - n^2$ appear, but they are again cancelled by taking the derivative with respect to $k$. After $\partial/\partial k$, the summand of the nontrivial sector gives

$$\frac{\partial e(n)}{\partial k} \equiv e_k(n) = -\frac{2k(1 + u)(1 + 3u)}{2\omega} - \left( \frac{4knu(1 + u)}{\sqrt{n^2 + k^2u(1 + u)}} - \frac{4knu(1 + u)}{\sqrt{n^2 + 4k^2u(1 + u)}} \right) + O \left( \frac{1}{\omega^3} \right).$$

(4.29)

We note that even at $u = 0$, there is a constant piece that would give a divergence when summed over $n$, however it is the same one as in the trivial sector summand (4.27), so by subtracting the two we get rid of the last potential ambiguity.

We finally get

$$e_k(n) - \tilde{e}_k(n) = \frac{1}{\omega} \left( ku(u(4 + u) - 1) - 8 \right) + \frac{2knu(1 + u)}{\sqrt{n^2 + k^2u(1 + u)}} - \frac{2knu(1 + u)}{\sqrt{n^2 + 4k^2u(1 + u)}}.$$  

(4.30)

It would seem that we still have a divergence after we take the sum, but we need to remember that $u \ll 1/n$, so these terms linear in $u$ do not give rise to divergences in this limit (or another way of saying it is that they belong to the omitted higher order terms in $1/\omega < 1/n$).

The final result for the one-loop correction to the energy coming from region a) is the sum over (4.30), integrated over $k$ (with zero constant of integration).

There is a certain subtlety here, since in the end we want to calculate a correction to the energy that will turn out to have contributions linear in $u$, but as we mentioned, our only purpose (given our technical, i.e. calculational, limitations) is to show that the procedure of [15] becomes unambiguous if we consider our physical principle.

Let us now analyze the result of [15] and compare to what we get. Expanding (4.28), now called $e^{\text{sum}}(n)$ to emphasize that we are in region a), at large $n$ we get

$$e^{\text{sum}}(n) = \frac{1}{2\omega} \left( -k^2(1 + u)(1 + 3u) - \frac{3}{2n^2} k^4 u^2 (1 + u)^2 + ... \right) + O \left( \frac{1}{\omega^3} \right),$$

(4.31)

where the first term becomes divergent when summed over $n$ (singular piece) and the second term becomes regular. The divergence and hidden ambiguities implicit in (4.31) were eliminated in our result (4.30).
On the other hand, in region b), with $\omega/n = x = \text{fixed}$, the expansion of the summand, now denoted $e^{\text{int}}(x)$ gives [15]:

$$
e^{\text{int}}(x) = \frac{k^2(1 + u)}{2\omega} \left( \frac{1 + u(3 + 2x^2)}{(1 + x^2)^{3/2}} - 2\frac{1 + u(3 + 8x^2)}{(1 + 4x^2)^{3/2}} \right)

- \frac{k^4(1 + u)}{32\omega^3x^2} \left[ \frac{1}{(1 + x^2)^{7/2}} \left( 32u^2(1 + u) + (7 + u(77 + u(221 + 135u)))x^2 + 4(-7 + u(-7 + u(29 + 21u)))x^4 + 16u(1 + u(3 + u))x^6 + 16u(1 + u)x^8 \right)

+ \frac{8}{(1 + 4x^2)^{7/2}} \left( u^2(1 + u) + (1 + 3u(5 + u(11 + 5u)))x^2 + 8(-1 + 3u)(2 + u(4 + u))x^4 + 64u(2 + 3u)x^6 + 256u(1 + u)x^8 \right) \right] + O\left( \frac{1}{\omega^3} \right).$$

(4.32)

Note that in computing this expression we have also assumed the cancellation of $\infty - \infty$ terms that are a priori ambiguous, i.e. a priori the first term in the expansion would be $\omega$, not $1/\omega$, but its coefficient is of the type $z - z$ and is $k$-independent, therefore disappears under our $\partial/\partial k$. 3

Then we can check that at $x \to 0$, the coefficient of the $1/\omega$ term becomes regular (constant), whereas from $1/\omega^3$ on, we have inverse powers of $x$ at $x \to 0$, meaning a divergence in the integral $\int_0^\infty dx$. Note that these singular terms all come multiplied by powers of $u$, so we cannot properly analyze them using our method, as $u < 1/\omega$ for us (for technical reasons).

However, we have

$$
e^{\text{sum}}_\text{sing}(n) = e^{\text{int}}_{\text{reg}} \left( x = \frac{n}{\omega} \right),$$

as expected.

Similarly, in $e^{\text{int}}(x)$ have terms with inverse powers of $x$, which become singular (divergent) when integrated, but we can easily verify that

$$
e^{\text{int}}_{\text{sing}}(x) = e^{\text{sum}}_{\text{reg}}(n = \omega x).$$

(4.34)

Due to this fact, in [15] it was proposed to just drop these singular terms, but this procedure hides a regularization ambiguity, since for instance we could expand in a slightly

3Note also that the result in [14,2] contains the $1/\omega$ piece two subtracted terms linear in $u$ that become log divergent at $x \to \infty$ after an integration in $x$. If one allows for cut-offs $\Lambda_1, \Lambda_2$ for the two subtracted terms such that $\Lambda_1/\Lambda_2 \to c \neq 1$, then we can still obtain an ambiguous result in the final answer [11,3]. Such an ansatz, with $\Lambda_1/\Lambda_2 = 2$ instead of 1 for instance, leading to a difference of $2\ln 2$ in [11,3], was considered often starting with [14], but if we only allow $\Lambda_1 - \Lambda_2 = \text{finite}$, we don’t have an ambiguity (more comments on that at the end of this section). Observe that in any case this term is linear in $u$, and the approximation we used was for $u \lesssim 1/\omega$, hence a term linear in $u$ is really of at least one smaller order in $1/\omega$ in our case. Hence even in the case $\Lambda_1/\Lambda_2 \to c \neq 1$, we can at least claim that we have eliminated not only the $a \text{ priori } O(\omega)$ ambiguity that was implicit in the calculation, but also the ambiguity of the strict $1/\omega$ term (the piece not proportional to $u$), and to go beyond that we would need to avoid the constraint $u \lesssim 1/\omega$ which we needed solely in order to be able to calculate, but was not a theoretical restriction.
different parameter that $\omega$ and then by the same logic resolve to drop a different divergent piece from the total result. With our procedure, it becomes clear that result is unambiguous and free of potential divergences, and we are in fact led to drop the singular terms of $[15]$. Indeed, the effect of summing over $[4.30]$ and integrating over $k$ with zero constant is (to leading order in $u$, which is what we can check) the same as just dropping the divergent terms in $[4.31]$. In conclusion, we see that there were a priori $\infty - \infty$ ambiguities that were hidden in the formal $1/\omega$ expansion procedure above, but we have checked that our physical principle just cancels them, and then we can continue with the same calculation as in $[15]$. Namely, the one-loop correction is now

$$E^{(1)} = E_{n=0} + \sum_{n \geq 1} e^{\text{sum}}_{\text{reg}} + \int dx e^{\text{int}}_{\text{reg}}(x),$$

where $E_{n=0}$ is the zero mode contribution. The terms giving odd powers of $J$ are

$$E_{n=0} + \int dx e^{\text{int}}_{\text{reg}}(x) = S + J + \frac{\bar{h}(\lambda)k^2}{2J} u(1 + u) + O\left(\frac{1}{J^3}\right),$$

where

$$h(\lambda) = \sqrt{\lambda} - \ln 2 + O\left(\frac{1}{\sqrt{\lambda}}\right) = 2\pi \left(\sqrt{\lambda} - \frac{\ln 2}{2\pi} + O\left(\frac{1}{\sqrt{\lambda}}\right)\right) = 2\pi h(\lambda),$$

agrees with the value of $h(\lambda)$ argued in $[15]$ to be predicted by AdS/CFT (though a direct calculation of quantum corrections to the dual to $h(\lambda)$ is still lacking).

Note however that changing both the $h(\lambda)$ above and the energy correction simultaneously could maintain agreement (see e.g. $[17,19]$). Here we will assume, following $[15]$, that the choice of $h(\lambda)$ above is unambiguous (at least as long as the number of modes summed over in various terms differs only by a finite amount; in the heavy-light prescriptions used for instance in $[14]$, some terms are summed over twice as many modes than other terms, due to some unitarity prescription).

### 5 Conclusions

In this paper we have proposed to apply the physical principle developed in $[10]$ for elimination of ambiguities in the quantum corrections to the energy of two dimensional solitons, to the case of classical (long) strings moving in gravitational backgrounds, taking as a primer the case of the spinning string in $AdS_4 \times \mathbb{CP}^3$. In that case, it was found that there existed a certain regularization dependence, giving rise to different results (e.g $[15]$ and $[11]$). A procedure was devised in $[15]$ that gave a result consistent with AdS/CFT, but the regularization issue was hidden, without a clear physical principle to explain the choice. As the long history of the quantum corrections to the energy of two dimensional
kinks has shown, just because a certain regularization choice seems natural is no guarantee
that it is correct, and one needs some physical input to justify it.

It was our goal to justify the choice in [15] by a physical principle which can be applied
to other cases of long strings as well. We have found that technical reasons limit how far
we can calculate with our method in this case, but we can check that to leading order in \( u \)
our procedure eliminates the ambiguities, and therefore justifies the choice in [15], leading
to the result consistent with AdS/CFT. We hope to apply the same methods to other long
strings in the future.
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