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Abstract

The Clifford algebraic formulation of the Duffin-Kemmer-Petiau (DKP) algebras is applied to recast the De Donder-Weyl Hamiltonian (DWH) theory as an algebraic description independent of the matrix representation of the DKP algebra. We show that the DWH equations for antisymmetric fields arise out of the action of the DKP algebra on certain invariant subspaces of the Clifford algebra which carry the representations of the fields. The matrix representation-free formula for the bracket associated with the DKP form of the DWH equations is also derived. This bracket satisfies a generalization of the standard properties of the Poisson bracket.
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1 Introduction

In the year 2000, a matrix formulation of the De Donder-Weyl Hamiltonian field equations using the matrix form of the $\beta$ generators of the DKP algebra was established [1]. It was then observed that the $\beta$-matrix generators take part in the DWH field equations as the analogues of the symplectic matrix of particle mechanics. This result has linked the DWH theory [2-4] to the DKP matrix algebra [5-9] thus pointing to a new research front related to the algebraic structure underlying the DWH field equations.

The DWH theory has been an active field of research in mathematical physics with a wide range of results. The distinguished appeal of this theory as a theory that consists of a Hamiltonian system of covariant equations makes it especially attractive from the point of view of physics [10-13], notably in the contexts of
quantization of general relativity [14][16], quantization of field theory in curved space-time [17], quantum Yang-Mills theory [18][19] and quantum gravity [20].

The development of the DWH theory has a long history that we will not review in this article. For a list of references, the reader could consult [21][31]. Recently, the DKP form of the DWH equations for multicomponent fields was applied in [32] to write Einstein’s equations in the study of the polysymplectic integrator in numerical general relativity.

The aim of the present work is to contribute to the understanding of the relationship between the DKP algebra and the DWH equations. The Clifford algebra will herein be used to define the DKP algebra as a metric subalgebra (the notion to be explained below). This way of presenting the DKP algebra was first introduced in [33] and it was later applied to the study of concrete problems in the phase space picture of quantum mechanics [34][36]. The relationship between the DKP algebra and the Clifford algebra has been studied also in [37][38] but from different points of view.

Our main result is stated through a theorem which presents the derivation of the DWH field equations from the action of the DKP algebra on subspaces of the original Clifford algebra. This formulation is similar to that of the algebraic spinors [39][40] in which the first-order Dirac operator acts on the minimal left/right ideals of the Clifford algebra [33][31][42]. Minimal ideals of an algebra are representation spaces for irreducible representations of the algebra on itself. Let us emphasize, however, that the results reported here refer to the DKP algebra and the classical DWH theory.

The sequence of the presentation is as follows. In Section 2, the Clifford algebra is defined in terms of a pair of lagrangian subspaces of a vector space endowed with a split bilinear form. This is the starting point to access the decomposition of the algebra into its subalgebras. This procedure leads to the framework of projection operators whose algebraic properties will be used in most calculations in the paper. The decomposition of the algebra by means of those projectors has been applied already in [43] in order to recover the representation of Cartan’s spin matrices and to the definition of spinors. The same technique was further applied in [44] to the complete reduction of Clifford algebras.

In Section 3, a basic idempotent in the algebra is selected by means of automorphisms of the algebra. This will bring new insights into its invariance properties.

Section 4 introduces the ring of endomorphisms of the subspaces built from the basic invariant idempotent. This is then extended to multilinear endomorphisms in the Appendix following closely the original presentation in [33]. A new notation feature is also developed in Section 4. The subsequent use of this notation will serve two purposes: to make explicit how the algebra acts on its projected subspaces and/or ideals, and to provide a consistent system for calculations.

In Section 5, we introduce an additional structure into the algebra by equip-
ping the original lagrangian subspaces with a metric tensor. This extra structure allows the construction of metric sub-algebras in the Clifford algebra. The DKP algebra is introduced in this section in Proposition 1.

Thereafter the action of the DKP algebra on a distinct class of subspaces of the Clifford algebra is set forth in Proposition 2 of Section 6. Such an action encodes the \textit{linear} \( k \)-symplectic \cite{1,45,46} structure in the DKP formulation of the DWH theory in matrix representation-free form.

In Section 7, we globalize the algebras by means of an algebra bundle description of the DKP algebra. This step allows us to construct a “prototype” for the DWH equations which is the first step towards the DWH theory.

In Section 8, the main result of the paper is stated in the theorem which formulates the DWH field equations for antisymmetric fields in matrix representation-free form.

In Section 9, the construction of the bracket consistent with the DKP algebraic representation of the DWH theory is developed in details. It is demonstrated that the matrix representation-free form of the bracket satisfy certain properties which generalize the properties of the standard Poisson bracket.

We finish the paper in Section 10 with the conclusions and the outline of further developments.

2 Clifford algebra of a Split bilinear form

The Clifford algebra of the quadratic form \( Q \) on a vector space \( W \) over the field \( F \) is an associative algebra \( \mathbb{C} \) with \( 1 \) over \( F \), together with a homomorphism

\[
(\cdot) : W \to \mathbb{C}
\]

\[
w \mapsto (w)
\]

such that

(i) for each \( w \) in \( W \), \((w)^2 = Q(w) \cdot 1\);

(ii) the pair \( \{\mathbb{C}, (\cdot)\} \) is universal, that is, given another pair \( \{\mathbb{C}', W \xrightarrow{\cdot'} \mathbb{C}'\} \) which satisfies the condition (i), there is a homomorphism \( \psi \) from \( \mathbb{C} \) to \( \mathbb{C}' \) such that \((\cdot)' = \psi \circ (\cdot)\).

The map \((\cdot)\) is \( F \)-linear, i.e. \( c(w) = c(w) \) for \( w \in W \) and \( c \in F \).

Let \( W \) be even-dimensional. A bilinear form \( \langle \cdot, \cdot \rangle_W \) on \( W \) is called split if its Witt index\(^2\) is \( \frac{1}{2} \dim W \). The Clifford algebra of a split bilinear form is described as follows. Let \( V \) be a \( n \)-dimensional vector space and \( V^\ast \) its dual relative to the canonical pairing \( V \times V^\ast \xrightarrow{\langle \cdot, \cdot \rangle} F, (u,v) \mapsto \langle u,v \rangle \). This pairing is \( \text{GL}(n) \) invariant. We set \( W \) as the direct sum \( W = V \oplus V^\ast \). By using the

\(^2\)The Witt index of a non-degenerate symmetric bilinear form on a vector space \( W \) is the dimension of a maximal isotropic subspace of \( W \) relative to the form \( \langle \cdot, \cdot \rangle_W \). Maximal isotropic subspaces are also called \textit{Lagrangian subspaces} \cite{47}.
Thus the Clifford algebra relation (5) associated to the bilinear form (1) implies also continue to denote the Clifford product with juxtaposition of the elements $v, v'$ where $w = v \oplus \alpha$ and $w' = v' \oplus \alpha'$, with $v, v' \in V \oplus \{0\} \subset W$ and $\alpha, \alpha' \in \{0\} \oplus V^* \subset W$. It is easily seen that the GL($n$) invariant $\langle \cdot , \cdot \rangle _W$ turns out to be the quadratic form associated to this bilinear form. In other words, $(w)^2 = Q[w]$ and $2\langle w, w' \rangle _W = Q[w + w'] - Q[w] - Q[w']$. Note also that the subspaces $V$ and $V^*$ of $W$ are maximally isotropic (lagrangian) relative to the bilinear form (1).

The Clifford algebra of $(W, Q)$ can now be defined by setting the map $(\cdot ) : W \to \mathcal{L}$ by the following relations:

$$
(v)(\alpha) + (\alpha)(v) := \langle \alpha, v \rangle \cdot 1, \quad (2)
$$

$$
(v)(v') + (v')(v) := 0, \quad (3)
$$

$$
(\alpha)(\alpha') + (\alpha')(\alpha) := 0, \quad (4)
$$

where $v, v' \in V \oplus \{0\} \subset W$ and $\alpha, \alpha' \in \{0\} \oplus V^* \subset W$. It is then clear that $(w)^2 = Q[w] \cdot 1$ for all $w = v \oplus \alpha$ with $Q[w] := \langle \alpha, v \rangle$.

The set of relations (2)-(4) is just another way of writing the traditional Clifford algebra relation

$$
(w)(w') + (w')(w) = 2\langle w, w' \rangle _W \cdot 1 \quad (5)
$$

associated to the bilinear form $\langle \cdot , \cdot \rangle _W$. This can be shown by computing the algebra product using the ordered pair notation $(\cdot , \cdot )$ for the direct sum with the additional feature that it also means the mapping $(\cdot )$ into the Clifford algebra. So $(v) \equiv (v, 0)$, $(v') \equiv (v', 0)$, $(\alpha) \equiv (0, \alpha)$ and $(\alpha') \equiv (0, \alpha')$ are elements of the Clifford algebra coming from $V$ and $V^*$ respectively, image of $(\cdot )$ of the inclusions $i_1 : V \to W$ and $i_2 : V^* \to W$, and $0$ means the zero vector. We will also continue to denote the Clifford product with juxtaposition of the elements $(A)(B)\ldots(D)\ldots$ in accordance with our notation for the elements in the algebra. Thus the Clifford algebra relation (5) associated to the bilinear form (1) implies

$$
(v, 0)(v', 0) + (v', 0)(v, 0) = \langle 0, v' \rangle + \langle 0, v \rangle = 0,
$$

$$
(0, \alpha)(0, \alpha') + (0, \alpha')(0, \alpha) = \langle \alpha, 0 \rangle + \langle \alpha', 0 \rangle = 0
$$

and $\langle v, 0 \rangle (0, \alpha) + (0, \alpha)(v, 0) = \langle \alpha, v \rangle$,

which are just the relations (2)-(4). Throughout this paper and for practical reasons we shall use notation (2)-(4) in all calculations. So $(v)(v')$ actually means $(v, 0)(v', 0)$, $(v)(\alpha)$ means $(v, 0)(0, \alpha)$, $(\alpha)(v)$ means $(0, \alpha)(v, 0)$ and $(\alpha)(\alpha')$ means $(0, \alpha)(0, \alpha')$, for $v, v' \in V$ and $\alpha, \alpha' \in V^*$. This will bring much simplification in future calculations.

The Clifford algebra of $W = V \oplus V^*$ with the quadratic form $\langle \cdot , \cdot \rangle : V \times V^* \to F$ was called $G_n$ in (33) and here we will continue to adopt the same denomination.
3 Invariant projectors

Let $\mathbf{T}$ be an element of $\text{GL}(n)$, the general linear group of transformations on $V$. We consider the following automorphism

$$\Omega_{\mathbf{T}}(v) = (\mathbf{T}v) \quad \text{for all } v \in V,$$

where $(\cdot)$ embracing $v$ and $\mathbf{T}v$ continues to denote the map into the algebra $G_n$. It is easy to see that this automorphism preserves relations (2)-(4) and hence extends to an automorphism of the whole $G_n$. Among the elements $\mathbf{T}$ of the group we consider the scalings $c^I$ for $c$ a constant in $F$. They give rise to dilation automorphisms $\omega_c := \Omega_{c^I}$. They determine the identities

$$\omega_c(v) = (cv) = c(v) \quad \text{and} \quad \omega_c(u) = c^{-1}(u)$$

for all $v \in V \oplus \{0\}$ and $u \in \{0\} \oplus V^\ast$. Notice that if we choose the constants $c$ as pure imaginary, the $c^I$ become unitary automorphisms belonging to the circle group $T$.

We are interested in the subalgebra of $G_n$ which is invariant for all (dilation) automorphisms. Its definition is

$$G_n^0 := \{ \Lambda \in G_n : \omega_c \Lambda = \Lambda \quad \text{for all } c \in F \}.$$

Let $v_1, \ldots, v_m$ be vectors in $V \oplus \{0\}$ and $u_1, \ldots, u_n$ vectors in $\{0\} \oplus V^\ast$. An element

$$\Gamma := (u_1) \cdots (u_n)(v_1) \cdots (v_m)$$

in $G_n$ satisfies $\omega_c(\Gamma) = c^{m-n}\Gamma$. In particular, $\Gamma$ belongs to the dilation (or unitary) invariant subalgebra $G_n^0$ when $m = n$. These particular elements will play a fundamental role in $G_n$ and the invariant subalgebra $G_n^0$ is spanned by elements of such type.

For pairs of vectors $w = v \oplus \{0\}$ and $w' = \{0\} \oplus \alpha$ in $W$ we can build the following invariant projector:

$$\pi_W := \frac{(w')(w)}{(\alpha, v)_W} = \frac{(0, \alpha)(v, 0)}{(\alpha, v)_W} = \frac{(\alpha)(v)}{(\alpha, v)}.\$$

That this is a projection we can readily verify:

$$\pi_W^2 = \frac{(\alpha)(v)(\alpha)(v)}{(\alpha, v)(\alpha, v)} = \frac{(\alpha)(v)}{(\alpha, v)} = \pi_W.$$

This idempotent element of the algebra is associated to a non-isotropic direction of the space $W$.

In all formulas referring to vector, covectors, and tensors in general, we shall use the kernel letters like $v$, $\alpha$, etc... and superscript or subscript running
indices like $i, j, k, l \cdots$. The convention to be adopted in this article is that roman *kernel* letters will always refer to contravariant tensor objects and greek letters to covariant tensor objects. The superscript or subscript running indices are used in coherence with the standard principles of Ricci Calculus where the positioning of the indices is according to the behavior under transformation. The summation convention on repeated indices is also implicit unless otherwise stated. We shall warn the reader whenever new notation is introduced.

Let $e_1, \cdots, e_n$ be a basis of $V$ and $e^1, \cdots, e^n$ the dual basis in $V^*$. For each $j = 1, \cdots, \dim V$ we introduce the following projectors:

$$ (N_j) = (e_j)(e^j). \quad \text{no summation.} $$

They give rise to the idempotent

$$ (P) := (N_1) \cdots (N_n) = (P)^2. $$

This idempotent is fundamental to what follows. It satisfies the fundamental relations:

$$ (P)(0, \rho) \equiv (P)(\rho) = 0 \quad \text{and} \quad (v, 0)(P) \equiv (v)(P) = 0, \quad (6) $$

where $(v) = v^i(e_i) \in V$ and $(\rho) = \nu_j(e^j) \in V^*$. It follows from the relations (6) that contravariant tensors are left zero divisors of the idempotent $(P)$ and covariant tensors are right zero divisors of $(P)$. This fact will be used systematically in most forthcoming calculations.

4 Endomorphisms in $G_n$ and further developments in the notation

The algebraic calculus that will be used in future calculations will be developed in this and the next section. We start with the properties of the elements of the form $(P)(v)$ and $(\beta)(P)$ which we denote by

$$ (P_v) =: (P)(v, 0), \quad \text{and} \quad (\beta P) =: (0, \beta)(P). \quad (7) $$

They satisfy the relations

$$ (P_v)(P) = 0, \quad (P)(\beta P) = 0, \quad (\beta P)(\alpha P) = 0, \quad (P_v)(P_w) = 0, \quad (8) $$

$$ (P_v)(\beta P) = (\beta_v)(P), \quad (\beta P)(P_v) = (\beta)(P)(v) := (\beta_v), \quad (9) $$

which follow from using relation (2) along with relations (6). Hence, for the set of basis elements introduced in the end of last section we have

$$ (P_i)(\beta P) \equiv (P_i)(e^P) = \delta_i^j(P), $$

$$ (\beta P)(P_i) \equiv (e^j)(P)(e_i) \equiv (\beta_i). $$
From these algebraic properties follows

\[(\langle P_i \rangle)(\langle P_i \rangle) = \delta_i^j(\langle P_i \rangle),\]

which shows that the \((\langle P_i \rangle)\) form a set of linearly independent elements. These elements of \(G_n\) are operators acting from the left on objects of the form \((\alpha P) = (\alpha)(P)\) and from the right on \((P_v) = (P)(v)\), the action being simply the algebra multiplication. We denote the space of elements \((\alpha P)\) and \((P_v)\) by \(S^*\) and \(S\), respectively.

The projector \((\Pi_1) := \sum_{i=1}^{n}(\langle P_i \rangle)\) plays the role of the unit operator (the canonical unit tensor). We adopt the notation \((\Pi_0) \equiv (P)\). It follows that \((\Pi_0)(\Pi_1) = (\Pi_1)(\Pi_0) = 0\). Summing up, to every ordered pair \((\sigma, v)\) in \(V^* \times V\) there is a one-to-one correspondence with the elements \((\langle P_i \rangle)\) in \(G_n\) and hence with the linear endomorphisms

\[
\text{End} S^* \leftrightarrow V^* \times V \rightarrow \text{End} S
\]

For example, we compute the left action on \(S^*\),

\[
(\langle P_v \rangle)(\langle P \rangle) = \langle \sigma \rangle(P)(\alpha)(P) = \langle \sigma \rangle[(\alpha, v)1_{G_n} - (\alpha)(v)](P) = \langle (\alpha, v)(\langle P \rangle)1_{G_n}
\]

where we have used relations \((2)\) and \((3)\). The right action follows easily by analogous steps.

These maps embed \(V^* \times V\) into a matrix algebra of operators on the spaces \(S^*\) and \(S\). The algebraic product becomes the matrix product. The extension of these algebraic properties is detailed in the Appendix.

\section{Metric structure of the DKP algebra}

\subsection{Additional structure from a metric on \(V\)}

The introduction of a metric on \(V\) corresponds to specifying an isomorphism \(V \approx V^*\). Let \(g(\cdot|\cdot)_V\) be a symmetric non degenerate metric on the space \(V\) taking values in \(\mathbb{F}\). The metric \(g(\cdot|\cdot)_V\) gives rise to the flat and sharp isomorphisms

\[
\flat : V \rightarrow V^*, \quad v \mapsto \flat v = g(v|\cdot)_V := \tilde{v}, \quad v \in V,
\]

and \(\sharp = \flat^{-1}\).

The covector \(\tilde{v}\) in \(V^*\) denotes the linear functional whose value at any vector \(w \in V\) is

\[
\tilde{v}(w) = \langle \tilde{v}, w \rangle = g(v, w)_V.
\]
where \( \langle \cdot, \cdot \rangle \) continues to denote the canonical pairing of vectors and covectors.

When the basis \( \{ e_i \} \) and its dual \( \{ e^i \} \) are being used, we write \( g(e_i, e_j) := g_{ij} \) as usual. So the metric \( g \) has the expression \( g = \sum_{ij} g_{ij} e^i \otimes e^j \). This symmetric tensor induces the isomorphism \( \flat \) of the space \( V \) with the \( V^\ast \) so that each vector \( v \in V \) goes into a linear function \( g(v, \cdot) \) consisting of the scalar product with \( v \).

In the case of \( v \equiv e_i \) the map is given by

\[
e_k \mapsto \tilde{e}_k = g_{ik} e^i.
\]

Moreover, this isomorphism induces a scalar product on the dual space \( V^\ast \) and so a tensor of type \( (2,0) \) which we will denote by \( g_{-1} \). We write \( g_{-1}(e_i, e_j) := g^{ij} \) so that \( g_{-1} = \sum_{ij} g^{ij} e_i \otimes e_j \). This metric induces a map into \( V \):

\[
e^k \mapsto \xi^k = g^{ki} e_i.
\]

The two maps — from \( V \) to \( V^\ast \) and vice versa — are inverses of one another so that the operations of raising and lowering a given index are inverse of each other,

\[
g^{ij} g_{jk} = \delta^i_k.
\]

The “matrices” \( (g_{ij}) \) and \( (g^{ij}) \) are inverses.

### 5.2 DKP algebras

To bring the metric into the algebra we build \( (P_v) \) for \( v = \alpha \) that is

\[
(P_\alpha) := (P)(\alpha, 0) \equiv (P)(\alpha).
\]

Analogous relations to (9) are found but with the inverse metric:

\[
(P_\alpha)(e^P) = g_{-1}(\alpha, \beta)(P), \quad (e^P)(P_\alpha) = (\sigma)(P)(\alpha).
\]

Clearly in the basis \( \{ e_i \}, \{ e^i \} \) of \( V \) and \( V^\ast \) these relations are

\[
(P_\alpha)(e^P) = (P_\alpha)(\alpha) = g^{ij}(P), \quad (e^P)(P_\alpha) = (e^P)(P_\alpha) = g^{ij}(P_\alpha).
\]

The DKP metric algebra can now be described:

**Proposition 1.** The set of elements

\[
b^\alpha = (e^P) + (P_\alpha)
\]

in \( G_n \) generates a DKP-algebra.

**Proof.** In order to prove this proposition, we use relations (10), (8) and (9) to obtain the product relation of the generators of the DKP algebra but with the inverse metric. That is,

\[
b^{\alpha_1} b^{\alpha_2} b^{\alpha_3} + b^{\alpha_3} b^{\alpha_2} b^{\alpha_1} = g_{-1}(\alpha_1, \alpha_2) b^{\alpha_3} + g_{-1}(\alpha_3, \alpha_2) b^{\alpha_1}.
\]

\[\Box\]
Note that, using the negative sign in front of the inverse metric\(^3\) we can also define
\[
b^\alpha := (P^\alpha) - (P\alpha),
\] from which follows
\[
b^{\alpha_1} b^{\alpha_2} b^{\alpha_3} + b^{\alpha_3} b^{\alpha_2} b^{\alpha_1} = -g^{-1}(\alpha_1, \alpha_2) b^{\alpha_3} - g^{-1}(\alpha_3, \alpha_2) b^{\alpha_1}.
\]
There is also the reciprocal version that we write in the form,
\[
b_{\nu} := (P_{\nu}) - (\tilde{\nu} P).
\] (13)
They satisfy the relations,
\[
b_{\nu_1} b_{\nu_2} b_{\nu_3} + b_{\nu_3} b_{\nu_2} b_{\nu_1} = -g(\nu_1, \nu_2) b_{\nu_3} - g(\nu_3, \nu_2) b_{\nu_1}.
\]
The most common form found in the literature\(^9\) for the DKP generators can also be rewritten in this algebraic setting, they are
\[
\beta_i := (P_i) + \langle i \rangle P,
\] (14)
which satisfy
\[
\beta_i \beta_j \beta_k + \beta_k \beta_j \beta_i = g_{ij} \beta_k + g_{kj} \beta_i.
\]
The identity element of the algebra is the idempotent
\[
1_{\text{DKP}} = (P) + \sum_{i=1}^{n} (P_i).
\]
The generators (14) can also be written with the negative sign in front of the metric, that is,
\[
\beta_i := (P)(e_i) - g_{ij}(\alpha^i)(P),
\] (15)
which leads to
\[
\beta_i \beta_j \beta_k + \beta_k \beta_j \beta_i = -g_{ij} \beta_k - g_{kj} \beta_i.
\]
The form (15) of the DKP generators was already used in [34] in connection with the quantum Liouville equation in phase space.

6 Representation on Invariant subspaces

In what follows we will name each invariant subspace using the indice “p” defined in the Appendix. This will be better explained with the development of this section.

\(^3\)The negative sign in front of the metric is sometimes used in the case of the Clifford algebra relations in order to simplify the correspondence with quaternions: \(v w + w v = -2 g(v, w)\), with \(g(v, w)\) the Euclidean metric.

\(^9\)
6.1 Projecting onto Antisymmetric tensors

Let us use the projections $\Pi^p$ defined in Eqs. (38), (39) of the Appendix to project $G_n$ as follows:

$$Z(p) := (\Pi^0)G_n(\Pi^p) + (\Pi^1)G_n(\Pi^0)G_n(\Pi^p).$$

Elements of this space have the general form

$$Z(p) = (P_{\bullet \cdots \bullet}) + (P^{\bullet \cdots \bullet}).$$

By using the multi-index notation they can be written as

$$Z(p) = (P^I) + (\gamma P^I),$$

with $p = |I|$ running from 0 to $n = \dim V$ and $I$ accounting for a multi-index formed by a set of indices which are antisymmetric by permutation of pairs.

Objects with the algebraic properties of $(P^I)$ are known as antisymmetric tensors of rank “p”.

The dimension of the space $Z(p)$ is $(n!(n+1))/(p!(n-p)!)$.

**Proposition 2.** The $h^\alpha$-generators of the DKP algebra act from the left on the space $Z(p)$:

$$\text{DKP} \times Z(p) \rightarrow Z(p) : (h^\alpha, Z(p)) \mapsto h^\alpha Z(p),$$

$$b^\alpha Z(p) \in Z(p).$$

**Proof.** One can easily check from the idempotency of $(P)$ that $(^\alpha P)(P_I) = (^\alpha P_I)$, and using relations (8) along with $(P^I)(^\gamma P) = g^{-1}(\alpha, \gamma)(P)$ we compute,

$$b^\alpha Z(p) = (P_I) + (\gamma P_I) = (^\alpha P_I) - g^{-1}(\alpha, \gamma)(P_I),$$

which is again an element of $Z(p)$. The algebra is associative and it is easily seen that $1_{\text{DKP}}Z(p) = Z(p)$. \hfill \Box

Some particular cases will be presented next.

6.2 Scalars and Covectors

In this case the operator $(\text{12})$ acts on the subspace $Z(p=0) = (\Pi^0)G_n(\Pi^0) + (\Pi^1)G_n(\Pi^0)G_n(\Pi^0) \equiv (\Pi^0)G_n(\Pi^0) + (\Pi^1)G_n(\Pi^0)$.

$$h^\alpha Z(0) = (P^s\gamma P) = (^\gamma (P^s\gamma P) = s(\alpha, \gamma)(P),$$

where $s \in F$ and $\gamma \in V^\ast$. 
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6.3 Vectors and \((1,1)\)-tensors

This is the case \(p = 1\). The operator \([12]\) acts on the subspace

\[ Z_{(1)} = (\Pi_0)G_n(\Pi_1) + (\Pi_1)G_n(\Pi_0). \]

For \(\alpha\) an element of \(V^*\) and \(v, w\) any elements of \(V\), a typical element of the space \(Z_{(1)}\) has the form

\[ Z_{(1)} = v^i(P_i) + \alpha P_w, \]

which in the basis \(\{e_1, \cdots, e_n\}\) of \(V\) and \(\{e^1, \cdots, e^n\}\) of \(V^*\) reads

\[ Z_{(1)} = v^i(P_i) + T^k_l(P_k), \]

where \((P_i) = (e_i)\) and \((P) = (e^i)(e_k)\). Once again, we compute the algebra multiplication

\[ b^\alpha Z = [(\alpha P) - (P\alpha)][(P_i) + (P_k)] \]

which again belongs to \(Z_{(1)}\). All the computations follow from relations \([8]\) and \([10]\).

The next invariant subspace, \(p = 2\), is the space of pairs comprised of \(\binom{2}{0}\) and \(\binom{2}{1}\) tensors. Elements describing these pairs are written in the algebra in the form \(Z_{(2)} = (Pvw) + (Pxy)\). Note that \((Pvw) = -(Pwv)\) and \((Pxy) = -(Pyx)\) as a consequence of the antisymmetric nature of product in their definitions.

Similar results follow for antisymmetric tensors up to the rank \(p = n\).

7 DWH tensor field theory and DKP algebra

In this section we will show how the actions of the DKP algebra give rise to Hamiltonian equations of the same form as the ones of the DWH theory. To this purpose we have to globalize the algebras.

Suppose \(E_1 \xrightarrow{\pi_1} M\) is a vector bundle over a \(n\)-dimensional Euclidean manifold \(M\). Locally the bundle can be identified with \(M \times W\) where all fibers are identified with the fixed vector space \(W = V \oplus V^*\) introduced in Section 2. We assume once again that \(W\) is endowed with the bilinear form \([1]\) and its corresponding quadactic form \(\|w\|^2 = Q[w]\). At a point \(q \in M\), this quadratic form on the fiber \(W_q = \pi_1^{-1}(q)\) can be used to construct the Clifford algebra \(G_n(W_q)\). The result is the Clifford bundle \(G_n(E_1) \to M\) of \(E_1\). We call such an algebra bundle \(G_{(M,W)}\),

\[ G_{(M,W)} := \bigcup_{q \in M} \{q\} \times G_n(W_q). \]

Since DKP \(\subset G_n\), the DKP \(G_{(M,W)}\) bundle is under consideration too.

Let \(\psi\) be a section of \(G_{(M,W)}\) with values in the subspaces \(Z_{(p)}\) of \(G_{(M,W)}\). Let \(\Gamma(Z_{(p)})\) denote the space of these sections. Thus \(\psi\) is a map \(M \to Z_{(p)}\),
such that \( \psi(q) \in \mathcal{Z}_p(q) \) for all \( q \in M \), where \( \mathcal{Z}_p(q) \subset G(M,W)(q) \) denotes the vector-space fiber of \( \mathcal{Z}_p \) above the point \( q \). The DKP operators act on these fibers.

Let \( \mathfrak{g}(M) \) denote the algebra (over real numbers) of all real-valued, \( C^\infty \) functions on \( M \). The space \( \Gamma(\mathcal{Z}_p) \) is an \( \mathfrak{g}(M) \)-module. The product \( f\psi \) is defined point-wise:

\[
(f\psi)(q) = f(q)\psi(q)
\]

for \( q \in M \). Let \( \psi_a, 1 \leq a, b \leq \dim \mathcal{Z}_p(q) \) be an \( \mathfrak{g}(M) \)-basis of \( \Gamma(\mathcal{Z}_p) \). Each \( \psi \in \Gamma(\mathcal{Z}_p) \) can be written in the form \( \psi = f_a\psi_a \) with \( f_a \in \mathfrak{g}(M) \).

Now we describe the action of the DKP operators. For \( q \in M \), let \( L(\mathcal{Z}_p(q)) \) denote the algebra of \( \mathbb{R} \)-linear maps

\[
\mathfrak{b} : Z_p(q) \to Z_p(q).
\]

according to what has been established in Proposition 2 of the Section 6. As \( q \) varies, we obtain an algebra bundle, denoted by \( L(\mathcal{Z}_p) \). Let \( \Gamma(L(\mathcal{Z}_p)) \) denote the space of sections of this algebra bundle. An element \( \mathfrak{b} \in \Gamma(L(\mathcal{Z}_p)) \) has a value, at each point \( q \in M \), which is a \( \mathbb{R} \)-linear map: \( \mathfrak{b}(q) : \mathcal{Z}_p(q) \to \mathcal{Z}_p(q) \). Two elements, \( \mathfrak{b}, \mathfrak{b}' \) of \( \Gamma(L(\mathcal{Z}_p)) \) can be multiplied, that is,

\[
(\mathfrak{b}\mathfrak{b}')(q) = \mathfrak{b}(q)\mathfrak{b}'(q)
\]

for \( q \in M \). This makes \( \Gamma(L(\mathcal{Z}_p)) \) an algebra over \( \mathbb{F} \). Therefore a section \( \psi \in \Gamma(\mathcal{Z}_p) \) can be multiplied by a \( \mathfrak{b} \in \Gamma(L(\mathcal{Z}_p)) \) as follows:

\[
(\mathfrak{b}\psi) = \mathfrak{b}(q)\psi(q)
\]

for \( q \in M \). In this way, \( \Gamma(\mathcal{Z}_p) \) becomes an \( \Gamma(L(\mathcal{Z}_p)) \)-module.

It is convenient for the purpose of the formulation of the DKP description of the DWH theory to be able to write these algebraic operations in terms of tensor components.

In the Section 6 we classified the invariant subspaces of the algebra \( G_n \) according to the indice “\( p \)” which describes the rank of the tensor objects in the algebra. Let us start with \( p = 0 \). This corresponds to the description of a single scalar field variable “\( y \)”. We denote \( (y, \pi_i) \) the tensor field variables. These variables will be represented as elements of the space \( \mathcal{Z}_{(0)}(q) \subset G_n(W_q) \). In this way, to the pair of field variable \( (y, \pi_i) \) we assign the element

\[
\psi_{(0)} = y(P) + \pi_i(P)
\]

of \( \Gamma(\mathcal{Z}_{(p=0)}) \), which assumes values in the fiber \( \mathcal{Z}_{(0)}(q) \).

The reader should take careful notice of how we position the indices. The positioning of covariant and contravariant indices is critical because these indices have to be set in consistence with the elements of the algebra on which the DKP generators will act. Therefore their positioning is not directly following the notation conventions of the standard DWH theory at this stage. In the DWH theory the field indices are generic indices commonly written with Latin letters. They refer to coordinates in the space of field variables.

Next we introduce the differential operator:
Remark. We denote $\nabla_{Z(0)}$ the differential operator

$$(P)\frac{\partial}{\partial y} + (\mathcal{L})\frac{\partial}{\partial \pi}$$

which acts as derivations on the functions on $M \times Z_{(0)}$.

From these settings a prototype for the DWH equations for the fields of the form (16) emerges:

$$\mathfrak{h}^a \partial_a \phi_0 = \nabla_{Z(0)} \mathcal{H},$$

where $\partial_a, a=1, \ldots, n$ is the standard basis vector fields induced by the choice of coordinates on $M$.

Let us check this claim. The action on the l.h.s. of (17) is as follows

$$\mathfrak{h}^a \partial_a \phi_0 = \mathfrak{h}^a \partial_a \{y(P) + \pi_i(P)\}$$

$$= \{(aP) - \delta^{ab}(P)\}{\partial_a y(P) + \partial_a \pi_i(P)}$$

$$= \partial_a y(P) - \partial_a \pi^a(P).$$

The r.h.s. of (17) is

$$\nabla_{Z(0)} \mathcal{H} = (P)\frac{\partial \mathcal{H}}{\partial y} + (aP)\frac{\partial \mathcal{H}}{\partial \pi^a}.$$  \hspace{1cm} (19)

We equate (18) to (19) to obtain,

$$\partial_a \pi^a = -\frac{\partial \mathcal{H}}{\partial y}$$

and

$$\partial_a y = \frac{\partial \mathcal{H}}{\partial \pi^a}.$$  \hspace{1cm} (20)

The next case is $p=1$. In this case, the pair $(y^a, \pi^a_b)$ of field variables in $\Gamma(Z(1))$ is accordingly set as

$$\psi_{(1)} = y^a(R) + \pi^a_b(R)$$

and the operator

$$\nabla_{Z(1)} := (P)\frac{\partial}{\partial y_i} + (\mathcal{L})\frac{\partial}{\partial \pi_{i}^a}.$$  \hspace{1cm} (21)

The DWH like equations are

$$\mathfrak{h}^a \partial_a \psi_{(1)} = \nabla_{Z(1)} \mathcal{H}.$$  \hspace{1cm} (22)

The action on the l.h.s. of (22) is as follows:

$$\mathfrak{h}^a \partial_a \psi_{(1)} = \mathfrak{h}^a \partial_a \{y^a(R) + \pi^a_b(R)\}$$

$$= \{(aP) - \delta^{ab}(R)\}{\partial_a y^a(R) + \partial_a \pi^a_b(R)}$$

$$= \partial_a y^a(R) - \partial_a \pi^a_b(R).$$  \hspace{1cm} (23)
The r.h.s. of (20) is
\[ \nabla_{Z^{(1)}} \mathcal{H} = (P_a) \frac{\partial \mathcal{H}}{\partial y_a} + (\pi_c) \frac{\partial \mathcal{H}}{\partial \pi_{ca}}. \] (22)

By equating (21) to (22) as proclaimed by (20) we obtain:
\[ \partial_c \pi^ca = - \frac{\partial \mathcal{H}}{\partial y_a} \Rightarrow \partial_c \pi^ca = - \frac{\partial \mathcal{H}}{\partial y_a}, \]
and
\[ \partial_c y^a = \frac{\partial \mathcal{H}}{\partial \pi_{ca}}. \]

We have used the Euclidean metric to lower and raise the indices. These DWH like equations for the Hamiltonian \( \mathcal{H} \) describe the vector field \( \partial_c \) coupled to the operator \( b^c \) that represents the k-symplectic structure. In order to retrieve the DHW theory from this construction we have to turn to the space-time vector field \( \partial_\mu \) and use the operator \( \beta^\mu \partial_\mu \) instead of \( b^c \partial_c \). In other words we have to change from the Euclidean frame \( \partial_a \) to the space-time frame \( \partial_\mu \). This will be done in the next section. The operators \( \beta^\mu \) were used in [1] to find the De Donder-Weyl Hamiltonian field equations in matrix form. They were required to satisfy the relation
\[ \beta^\mu \beta^\nu \beta^\gamma + \beta^\gamma \beta^\nu \beta^\mu = - \delta^{\mu\nu} \beta^\gamma - \delta^{\gamma\nu} \beta^\mu \] (23)
which is not the form usually found in particle Physics in the DKP theory. The minus signs in the r.h.s. of (23) are crucial in order to represent the k-symplectic structure. In Section 5 we clarified the origin of these minus signs in the construction of the \( \beta \)'s.

8 DWH theory for antisymmetric fields arising out of the DKP algebra

Let \( X \) denote the space-time manifold. Coordinates of a point \( x \in X \) will be denoted by \( x^\mu, \mu = 0, \cdots, 3 \).

In order to obtain the DWH theory for antisymmetric fields we will transfer the bundle structures described in section 7 to space-time.

Let \( Z^{(p)} \to M \) be the vector bundle with fiber \( Z^{(p)}(q) \) as described in section 7. Let \( h : X \to M \) be a continuous map of the space-time \( X \) into \( M \). Consider the set
\[ h^*Z^{(p)} = \{(x, Z) \in X \times Z^{(p)} : h(x) = \pi(Z)\} \]
of points in the product \( X \times Z^{(p)} \). Now, any section (field) of \( Z^{(p)} \to M \) induces a section of \( h^*Z^{(p)} \) called the pullback section \( h^*s := s \circ h \). In this way, the DWH equations for fields we described in the Section 6.3 can be written for fields over the space-time \( X \). The result as it will be shown shortly is the DWH theory for antisymmetric fields.
We claim that the DWH equations for antisymmetric fields of rank \( p \) arise out of the equation

\[
\beta^\mu \partial_\mu \Psi(p) = \nabla Z(p) H. \tag{24}
\]

In this equation, the first order differential operator \( \beta^\mu \partial_\mu \) will now act on sections of \( h^* Z(p) \). Therefore, \( \Gamma(Z(p)) \) becomes a \( \mathfrak{S}(X) \)-module via pullback \( h^* \psi(p) \).

Let us prove this claim. Starting with the case \( p = 0 \) we write

\[
\Psi_0 = h^* y(P) + h^* \pi_i(P),
\]

where we have introduced the notations: \( h^* \psi(0) \equiv \Psi_0, h^* y \equiv y \) and \( h^* \pi_i \equiv \pi_i \) for the pullbacks. After choosing local charts around \( q \in M \) as well as around \( x \in X \), we denote \( \Lambda^\mu a \partial_\mu \) the pull back \( h^* (\partial_a) \) of the standard basis vector field \( \partial_a \) on \( M \) written in the space-time basis vector field \( \partial_\mu \) on \( X \). We make the transformation \( b^a \partial_a \rightarrow b^a \Lambda^\mu a \partial_\mu \). Notice that the contraction \( b^a \Lambda^\mu a \), with \( b^a = (a P) - \delta^a b(P_b) \), satisfies the relations \( (23) \) with the identification \( b^a \Lambda^\mu a \equiv \beta^\mu \).

For \( p = 0 \), the action on the l.h.s. of \( (24) \) is as follows

\[
\beta^\mu \partial_\mu \Psi_0 = b^a \Lambda^\mu a \partial_\mu \{y(P) + \pi_i(P)\} = \{a P\} \partial H / \partial y + \{a P\} \partial H / \partial \pi^a. \tag{25}
\]

and the r.h.s. of \( (24) \) explicitly is

\[
\nabla Z(0) H = (P) \partial H / \partial y + \{a P\} \partial H / \partial \pi^a. \tag{26}
\]

By equating \( (25) \) to \( (26) \) as claimed we obtain

\[
\partial_\mu [\Lambda^\mu a \pi^a] = - \partial H / \partial y
\]

and

\[
\Lambda^\mu a \partial_\mu y = \partial H / \partial \pi^a \Rightarrow \partial_\mu y = \partial H / \partial [\Lambda^\mu a \pi^a].
\]

These equations suggest that we chose \( \rho^a := \Lambda^\mu a \pi^a \) to represent the polymomenta of the DWH theory. Therefore we can think of the transformation \( \Lambda \) between coordinate charts on \( X \) as the map from the field variables \( \pi^a \) in the pullback of the \( \mathfrak{S}(M) \)-module \( \Gamma(Z(p)) \) to the polymomenta of the DWH theory.

The next case is \( p = 1 \). In this case, the pair \( (y^a, \pi^a) \) of field variables in \( \text{DKP}(M,W) \) is accordingly set as

\[
\Psi(1) = y^a(P) + \pi^a_i(P_i)
\]

and the operator

\[
\nabla Z(1) := (P_i) \partial / \partial y_i + (P_i) \partial / \partial \pi^a_i.
\]
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The DWH equations are
\[ \beta^\mu \partial_\mu \Psi_{(1)} = \nabla_{\mathcal{Z}(1)} H. \] (27)

The action on the l.h.s. of (27) can be computed:
\[ \beta^\mu \partial_\mu \Psi_{(1)} = \Lambda^\mu_c \delta^c_a \left[ \{ y^a (P^c) + \pi^a (P^c) \} \right] \]
\[ = \Lambda^\mu_c \{ \{ \delta^c_a (P^c) \} \left\{ \partial_\mu y^a (P^c) + \partial_\mu \pi^a (P^c) \right\} \}
= \Lambda^\mu_c \partial_\mu y^a (P^c) - \Lambda^\mu_c \partial_\mu \pi^a (P^c) \] (28)

and the r.h.s is
\[ \nabla_{\mathcal{Z}(1)} H = (P^c) \frac{\partial H}{\partial y^a} + (P^c) \frac{\partial H}{\partial \pi^a}. \] (29)

By equating (28) to (29) as declared in the eq. (27) we obtain:
\[ \partial_\mu [A^\alpha I^a] = - \frac{\partial H}{\partial y^a} \Rightarrow \partial_\mu p^{\mu a} = - \frac{\partial H}{\partial y^a} \Rightarrow \partial_\mu p^{\mu a} = - \frac{\partial H}{\partial y^a} \]

and
\[ \Lambda^\mu_c \partial_\mu y^a = \frac{\partial H}{\partial \pi^a} \Rightarrow \partial_\mu y^a = \frac{\partial H}{\partial \pi^a} \Rightarrow \partial_\mu y^a = \frac{\partial H}{\partial \pi^a}. \]

We have used the Euclidean metric to lower and raise the Latin indices. These equations match the form of the DWH equations for the Hamiltonian $H$. Thus, in general for all values of “$p$” we state these results as follows.

**Definition 1.** We set the operator
\[ \nabla_{\mathcal{Z}(p)} := (P^I) \frac{\partial}{\partial y^I} + (P^I) \frac{\partial}{\partial \pi^I}. \] (30)

This operator acts as derivations on the functions on $X \times \mathcal{Z}(p)$. Because the derivations $\frac{\partial}{\partial y^I}$ and $\frac{\partial}{\partial \pi^I}$ are “coefficients” of $(P^I)$ and $(P^I)$, $\nabla_{\mathcal{Z}(p)} F$ is an element of the invariant subspace $\mathcal{Z}(p)$ for a function $F$ on $X \times \mathcal{Z}(p)$. From the settings, $\Psi(p) = \{ y^I (P^I) + \pi^I (P^I) \} = \{ y^I (P^I) + \pi^I (P^I) \} + \pi^I (P^I)$ and $p^{\mu I} = \Lambda^\mu_c \pi^I$ we state:

**Theorem.** The DWH equations for the pair $(y^I, p^{\mu I})$ of field variables and polymomenta assume the form:
\[ \quad \beta^\mu \partial_\mu \Psi_{(p)} = \nabla_{\mathcal{Z}(p)} H. \] (31)

**Proof.** First we compute the product on the l.h.s. of (31),
\[ \beta^\mu \partial_\mu \Psi_{(p)} = \Lambda^\mu_c \{ \{ \delta^c_a (P^c) \} \left\{ \partial_\mu y^a (P^c) + \partial_\mu \pi^a (P^c) \right\} \}
= \Lambda^\mu_c \partial_\mu y^a (P^c) - \Lambda^\mu_c \partial_\mu \pi^a (P^c) \] (32)

Next we equate this result to the r.h.s.
\[ \nabla_{\mathcal{Z}(p)} H = (P^I) \frac{\partial H}{\partial y^I} + (P^I) \frac{\partial H}{\partial \pi^I} \] (33)
of \((31)\) to obtain
\[ \partial_\mu p_\mu^I = -\frac{\partial H}{\partial y^I} \quad \text{and} \quad \partial_\mu y^I = \frac{\partial H}{\partial p_\mu^I}. \]

\[ \square \]

9 Poisson like DKP bracket

In this section, we turn our attention to the bracket operation that, as will be shown shortly, can be considered as the analogue of the Poisson bracket for the DHW theory in the DKP representation.

Let \(\beta_\mu = (\Lambda^{-1})_\mu^a b_a\) where \(b_a\) is given in the definition \((13)\) and \((\Lambda^{-1})_\mu^a \Lambda_\nu^b = \delta_\mu^b\). We define the following formula for the bracket:

**Definition 2.**

\[
\{G, F\}^{(p)}_{\mu}(P) := (p!)^{-1} C_{(p)} \left[ \{\nabla^\dagger_{Z(p)} G\} \beta_\mu \{\nabla_{Z(p)} F\} \right],
\]

(34)

where the superscript “\((p)\)” continues to denote the rank of the antisymmetric fields \(y^I\). \(C_{(p)}\) denotes the contraction operation defined in the Eq. \((48)\) of the Appendix and \(\nabla^\dagger_{Z(p)} = (l^{l'} P) \frac{\partial}{\partial y^{l'}} + (l^{l'} P_i) \frac{\partial}{\partial \pi_i^{l'}}\)

is the adjoint of the operator \((30)\), computed according to the formulas \((45)\) and \((46)\) – see Appendix.

We will apply the formula \((34)\) to compute explicitly the case \(p = 1\) in ample detail and \(p = 2\) with emphasis on the main steps. The case \(p = 0\) is the simplest one.

So, for \(p = 1\),

\[
\{G, F\}^{(1)}_{\mu}(P) = C_{(1)} \left[ \{\nabla^\dagger_{Z(1)} G\} \beta_\mu \{\nabla_{Z(1)} F\} \right]
\]

\[
= C_{(1)} \left[ \left( (l^{l'} P) \frac{\partial G}{\partial y^{l'}} + (l^{l'} P_i) \frac{\partial G}{\partial \pi_i^{l'}} \right) \left\{ (\Lambda^{-1})_\xi^{\nu} \left[ \{P_{\nu}\} - \delta cd (d^{p} P) \right] \right\} \right]
\]

\[
= C_{(1)} \left[ \left( l^{l'} P \right) \frac{\partial G}{\partial y^{l'}} \frac{\partial \nabla F}{\partial y^{l'}} - (l^{l'} P_k) \frac{\partial G}{\partial p_\mu^{l'} \partial y_k} \right]
\]

\[
(l \rightarrow k \text{ in the first term}) = \left( \frac{\partial G}{\partial y^{l'}} \frac{\partial F}{\partial y^{k}} - \frac{\partial G}{\partial p_\mu^{l'} \partial y_k} \right) C_{(1)} \left[ (l^{l'} P_k) \right]
\]

\[
= \left( \frac{\partial G}{\partial y^{l'}} \frac{\partial F}{\partial y^{k}} - \frac{\partial G}{\partial p_\mu^{l'} \partial y_k} \right) \delta_\mu^k (P)
\]

\[
= \left( \frac{\partial G}{\partial y^{l'}} \frac{\partial F}{\partial y^{k}} - \frac{\partial G}{\partial y^j \partial p_\mu^{j'}} \right) (P).
\]
This bracket is similar to the one obtained earlier by Good [49] and Tapia [50]. In those references the Latin field indices are general. Here they describe Euclidean antisymmetric fields – see next case.

We compute the case for $p = 2$. The conjugate field variables are $(y^{ab}, \theta^\mu_{ab})$ where $y^{ab} = -y^{ba}$ and $\theta^\mu_{ab} = -\theta^\mu_{ba}$. We have

$$\{ G, F \}_\mu^{(2)}(P) = \frac{1}{2} C^{(2)} \left[ \nabla_{Z(2)}^\dagger G \beta^\mu \{ \nabla_{Z(2)} F \} \right]$$

$$= \cdots$$

$$= \frac{1}{2} \left( \frac{\partial G}{\partial y^k} \frac{\partial F}{\partial \theta^\mu_{ab}} - \frac{\partial G}{\partial \theta^\mu_{kt}} \frac{\partial F}{\partial y^a} \right) C^{(2)} \left[ \{ k^t F \}_{ab} \right]$$

$$= \frac{1}{2} \left( \frac{\partial G}{\partial y^k} \frac{\partial F}{\partial \theta^\mu_{ab}} - \frac{\partial G}{\partial \theta^\mu_{kt}} \frac{\partial F}{\partial y^a} \right) \left( \delta^k_c \delta^t_a - \delta^k_t \delta^a_c \right) (P)$$

$$= \left( \frac{\partial G}{\partial y^i} \frac{\partial F}{\partial \theta^\mu_{ab}} - \frac{\partial G}{\partial \theta^\mu_{ia}} \frac{\partial F}{\partial y^b} \right) (P).$$

We can proceed to higher values of $p$ up to $p = n = \dim M$. We conclude that the general expression for the bracket for antisymmetric fields of rank $0 \leq p \leq n$ is as follows:

$$\{ G, F \}_\mu^{(p)}(P) = \left( \frac{\partial G}{\partial y^i} \frac{\partial F}{\partial \theta^\mu_{ab}} - \frac{\partial G}{\partial \theta^\mu_{ia}} \frac{\partial F}{\partial y^b} \right) (P),$$

where $I$ is the multi-index of length “$p$”.

It is easily seen that the bracket \((34)\) is antisymmetric and fulfills the Leibniz rule

$$\{ GF, K \}_\mu^{(p)}(P) = (p!)^{-1} C^{(p)} \left[ \{ \nabla_{Z(p)}^\dagger GF \} \beta^\mu \{ \nabla_{Z(p)} K \} \right]$$

$$= \left\{ (p!)^{-1} C^{(p)} \left[ \{ \nabla_{Z(p)}^\dagger G \} \beta^\mu \{ \nabla_{Z(p)} K \} \right] \right\} F + G \left\{ (p!)^{-1} C^{(p)} \left[ \{ \nabla_{Z(p)}^\dagger F \} \beta^\mu \{ \nabla_{Z(p)} K \} \right] \right\}$$

$$= F \{ G, K \}_\mu^{(p)}(P) + G \{ F, K \}_\mu^{(p)}(P).$$

In order to verify the analogue of the Jacobi identity we use the formula \((34)\) to compute

$$\{ \{ G, F \}_\mu^{(p)}(P), K \}_\mu^{(p)}(P) = (p!)^{-1} C^{(p)} \left[ \{ \nabla_{Z(p)}^\dagger \left( \{ G, F \}_\mu^{(p)}(P) \right) \} \beta^\mu \{ \nabla_{Z(p)} K \} \right]$$

$$= (p!)^{-1} C^{(p)} \left[ \{ \nabla_{Z(p)}^\dagger \left( \frac{\partial G}{\partial y^i} \frac{\partial F}{\partial \theta^\mu_{ab}} - \frac{\partial G}{\partial \theta^\mu_{ia}} \frac{\partial F}{\partial y^b} \right) \} \beta^\mu \{ \nabla_{Z(p)} K \} \right]$$

$$= (p!)^{-1} C^{(p)} \left[ \{ \nabla_{Z(p)}^\dagger \left( \frac{\partial G}{\partial y^i} \frac{\partial F}{\partial \theta^\mu_{ab}} - \frac{\partial G}{\partial \theta^\mu_{ia}} \frac{\partial F}{\partial y^b} \right) \} \left( \begin{array}{c} (P_L) \frac{\partial K}{\partial \theta^\mu_{ab}} - \delta_{cd} (A^{-1})_\nu^\mu (P_L) \frac{\partial K}{\partial y^L} \\ \end{array} \right) \right].$$

(36)

The first term in the product of the two curly brackets in the above expression
expands as follows:

\[
\nabla^1_{Z(p)} \left( \frac{\partial G}{\partial y^I} \frac{\partial F}{\partial p^I_1} - \frac{\partial G}{\partial p^I_1} \frac{\partial F}{\partial y^I} \right) = \left( \{ P \} \frac{\partial}{\partial y^J} + \{ P_a \} \frac{\partial}{\partial \pi_{aJ}} \right) \left( \frac{\partial G}{\partial y^I} \frac{\partial F}{\partial p^I_j} - \frac{\partial G}{\partial p^I_j} \frac{\partial F}{\partial y^I} \right)
\]

\[
= \left( \{ P \} \right) \left[ \frac{\partial^2 G}{\partial y^I \partial y^J} \frac{\partial F}{\partial p^I_1} + \frac{\partial G}{\partial y^I} \frac{\partial^2 F}{\partial p^I_1 \partial y^J} - \frac{\partial^2 G}{\partial y^I \partial y^J} \frac{\partial F}{\partial p^I_1} - \frac{\partial G}{\partial y^I} \frac{\partial^2 F}{\partial p^I_1 \partial y^J} \right]
\]

\[
+ \left( \{ P_a \} \right) \left[ \frac{\partial^2 G}{\partial \pi_{aJ} \partial y^I} \frac{\partial F}{\partial p^I_1} + \frac{\partial G}{\partial \pi_{aJ}} \frac{\partial^2 F}{\partial p^I_1 \partial y^I} - \frac{\partial^2 G}{\partial \pi_{aJ} \partial y^I} \frac{\partial F}{\partial p^I_1} - \frac{\partial G}{\partial \pi_{aJ}} \frac{\partial^2 F}{\partial p^I_1 \partial y^I} \right].
\]

Multiplying this result from the left by the second curly bracket in (36) and further computing the contraction $(p!)^{-1}C_{(p)}$ we obtain

\[
\{ G, F \}^{(p)}_{(\mu, K)} = \left( \frac{\partial^2 G}{\partial y^I \partial y^J} \frac{\partial F}{\partial p^I_1} \frac{\partial K}{\partial p^J_1} + \frac{\partial G}{\partial y^I} \frac{\partial^2 F}{\partial p^I_1 \partial y^J} \frac{\partial K}{\partial p^J_1} + \frac{\partial^2 G}{\partial y^I \partial y^J} \frac{\partial F}{\partial p^I_1} \frac{\partial K}{\partial p^J_1} - \frac{\partial G}{\partial y^I} \frac{\partial^2 F}{\partial p^I_1 \partial y^J} \frac{\partial K}{\partial p^J_1} \right)
\]

\[
= \left( \{ P \} \right) + \left( \{ P_a \} \right) \left( \frac{\partial^2 G}{\partial \pi_{aJ} \partial y^I} \frac{\partial F}{\partial p^I_1} \frac{\partial K}{\partial p^J_1} + \frac{\partial G}{\partial \pi_{aJ}} \frac{\partial^2 F}{\partial p^I_1 \partial y^I} \frac{\partial K}{\partial p^J_1} - \frac{\partial^2 G}{\partial \pi_{aJ} \partial y^I} \frac{\partial F}{\partial p^I_1} \frac{\partial K}{\partial p^J_1} - \frac{\partial G}{\partial \pi_{aJ}} \frac{\partial^2 F}{\partial p^I_1 \partial y^I} \frac{\partial K}{\partial p^J_1} \right),
\]

which is the expected result. We would like to call the attention to the role played by the algebraic objects $(P_L)$, $(P_{L})$, $(P)$ and $(P_a)$ in these calculations. They occur in the situations:

\[
\{ P \}(P_L) = \{ P \}, \quad (P)$\(\{ P_L \} = 0, \quad (P_a)(P_L) = 0, \quad (P_a)(P_L) = \delta_a^a(\{ P \}).
\]

Finally, with some more effort, one can check that the following generalization of the Jacobi identity is satisfied:

\[
\{ [ G, F ]_{(\mu, K)}^{(p)}(P) + \text{cyclic}(G, F, K) = 0,
\]

where $A_{(\mu, \nu)} := \frac{1}{4}(A_{\mu \nu} + A_{\nu \mu})$. Therefore the formula (36) can be considered as an analogue of the Poisson bracket in the DKP matrix representation-free form for the DHW theory for antisymmetric fields. This result generalizes the result of ref. [1]. It is worth noting that formulas (34) and (37) have similar form to the equivalents obtained in [1], which are in fact the analogues of the traditional matrix formulation of the Poisson bracket. Here, $\beta^\mu$ plays the role of the Poisson structure.

10 Conclusion

The action of the DKP algebra on invariant subspaces of the Clifford algebra, including the spaces of antisymmetric fields, was used to formulate the DKP form of the covariant DWH field equations within an algebraic framework independent of matrix representation.

By means of an adequate choice of the sign in the construction of the DKP-generators the modified elements eq. (12) have led to the correct expression for
the \( \beta^\mu \)-generators which satisfy the relation \( \Box \) needed for the DKP formulation of the DWH equations. Effectively, the DKP operator in the form \( \mathcal{H}_2 \) and its action according to proposition 2 explain why these generators represent the \( k \)-symplectic structure on the space of pairs of field variables \( (y^I, p^I) \) of the polymomentum phase space. This leads us to the conclusion that the space of these pairs, as defined here, is the natural space of the conjugate variables for the DWH theory of antisymmetric fields. These results were summarized in the theorem of section 8 which establishes a simple matrix representation-free form for the DWH field equations using the DKP first order differential operator.

Finally, we have found the formula for a bracket operation that shows consistency with the DWH theory and fulfills a generalization of the properties of the Poisson bracket. In this formula, the \( \beta^{\mu} \)-generators of the DKP algebra play the role analogous to that of a Poisson structure, performing exactly as one would expect when compared to the traditional matrix formulation of the Poisson bracket in mechanics. The algebraic operations resulting from the formula contributed decisively to the results achieved. Such operations originated from a fully assembled multilinear calculus based on the relationship between the Clifford algebra and the DKP algebra as it was pioneered by Schönberg \( [33] \).

The vectorial nature of this type of bracket is related to the arbitrariness in the choice of the direction of time, as suggested in \( [51] \). This is important for the 3+1 decomposition in the traditional description of the relativistic dynamics of fields. It gives rise to the lapse and shift. Our approach to the bracket brings new perspectives for the advancement of research on this subject and we hope to return to this matter in another publication.

Overall, we have analyzed many useful aspects of the relationship between the Clifford and the DKP algebras. We believe this to be of practical interest for future applications, in particular the formulation of both algebras in terms of the projector basis (multilinear endomorphisms). This strategy allows direct access to the decomposition of these algebras and has proved to be very useful for the study of their representations.

It is now interesting to investigate how to extend the DKP formulation of the DWH theory to symmetric tensor fields, with the aim of including metric fields and, hopefully, gravity. It is our intention to address this issue in a future publication.

**Appendix: Multilinear endomorphisms in \( G_n \)**

In this Appendix we show that the splitting \( W = V \oplus V^* \) of the vector space \( W \) into two complementary lagrangian subspaces \( V \) and \( V^* \) under the bilinear form, relation \( \Box \), in addition with the corresponding invariant projector \( (P) \), lead to a useful basis to expand the algebra \( G_n \). The convenience of this type of basis is that it makes explicit the appearance of the spaces of algebraic spinors \( [33] [34] [40] [43] [44] \) in \( G_n \). These spaces turn out to be the minimal left and right ideals of the algebra. We will also introduce the multi-index notation which is particularly useful when dealing with multilinear algebras.
The projector basis of the split form

Start with a dual basis \( e_1, \ldots, e_n \) and \( e^1, \ldots, e^n \) of vectors and covectors respectively of the complementary lagrangian subspaces \( V \) and \( V^\ast \). Set the invariant projectors as follows,

\[
(\Pi_p) = (p!)^{-1} \sum_{j_1=1}^{n} \cdots \sum_{j_p=1}^{n} (j_1, \ldots, j_p)P_{j_1, \ldots, j_p},
\]

(38)

where

\[
(j_1, \ldots, j_p) := (e^{j_1}) \cdots (e^{j_p})(e_{j_p}) \cdots (e_{j_1}),
\]

and \( p = 0, \ldots, n \), \( \dim V = n \), with the convention that \( (\Pi_0) := (P) = (N_1) \cdot \cdots (N_n) = (e_1) \cdots (e_n)(e^n) \cdots (e^1) \). Notice that the projectors (38) are not postulated but they are constructed from Clifford products of isotropic basis vectors. This construction is due to Schöenberg [33].

A multi-index \( I \) of length \( k \) is a \( k \)-tuple of positive integers, say \( i_1 i_2 \cdots i_k \), from the set \( \{1, 2, \ldots, \dim V\} \). We are going to denote them by the upper-case roman letters and the associated indices will be denoted by the lower case letters. A multi-index is said to have the length \( |J| \) and in that case, we write \( |I| = p \) for the length of \( I \). We will also use the summation convention for the multi-index.

Using the multi-index notation we rewrite equations (38) and (39) accordingly,

\[
(\Pi_{|J|}) = (|J|!)^{-1} \sum_{J} (J^p_J),
\]

(40)

where \( J = j_1 \cdots j_{|J|}; \sum_{J} \) denotes the set \( \{j_1 \cdots j_{|J|}\} \) and \( |J| \) is a \( k \)-tuple that represents \( J \). The length \( |K| \) of the elements can only runs from 0 to \( \dim V \) in the \( G_n \) algebra.

As a consequence of the relations (2), (3), (3) and (6), the elements (39) satisfy the relation,

\[
(j_1, \ldots, j_p)P_{j_1, \ldots, j_p}P_{k_1, \ldots, k_1} = \delta_{q,p}^1 \delta_{k_1, \ldots, k_q}^1 (j_1, \ldots, j_p)P_{k_1, \ldots, k_1},
\]

(41)

where \( \delta_{q,p}^1 \) denotes the generalized Kronecker deltas,

\[
\delta_{k_1, \ldots, k_q}^1 = \begin{pmatrix} \delta_{k_1}^1 & \delta_{k_2}^1 & \cdots & \delta_{k_q}^1 \\ \delta_{k_1}^2 & \delta_{k_2}^2 & \cdots & \delta_{k_q}^2 \\ \vdots & \vdots & \ddots & \vdots \\ \delta_{k_1}^q & \delta_{k_2}^q & \cdots & \delta_{k_q}^q \end{pmatrix},
\]

or succinctly stated,

\[
(J^p_K)(J'_{K'}) = \delta_{|K|,|J'|} \Delta_K^p(J^p_K), \quad |K| = q, \quad |J'| = p',
\]

(42)

where \( \Delta_K^p = \delta_{k_1, \ldots, k_q}^1 \).
Relation (41) or (42) shows that the set of $2^{2n}$ elements (39) of $G_n$ with $p, q = 0, \ldots, n$ and $j_1 < \cdots < j_p$, $k_1 < \cdots < k_q$, $j, k = 1, \ldots, n$ are linearly independent and thus form a basis of $G_n$, which has dimension $2^{2n}$.

In particular, the generators $(e_j)$ and $(e^j)$ can be retrieved from the basis elements $(j_1, \cdots, j_p)P_{k_1, \cdots, k_1}$ by writing

\[
\begin{align*}
(e^j) &= \sum_p (p!)^{-1}(j_1, \cdots, j_p)P_{j_1, j_2, \cdots, j_p} = \sum_{|J|=0}^n (|J|)!^{-1}(j_1, \cdots, j_p)P_{j_1, \cdots, j_p}, \\
(e_j) &= \sum_p (p!)^{-1}(j_1, \cdots, j_p)P_{j_1, j_2, \cdots, j_p} = \sum_{|J|=0}^n (|J|)!^{-1}(j^1, \cdots, j_p)P_{j_1, \cdots, j_p},
\end{align*}
\]

which are seen to satisfy the defining relations (2), (4) of the $G_n$ algebra according to multiplication (41) or (42). Any element of the $G_n$ algebra can be written in the basis $(P_{P_{K}})$ as follows:

\[
\Lambda = \sum_{p,q=0}^n (p!)^{-1}A_{j_1, \cdots, j_p}^{k_1, \cdots, k_q}(j_1, \cdots, j_p)P_{k_1, \cdots, k_1} = \sum_{|J|=0}^n A_J K |(j^1, \cdots, j_p)P_{K_{P_{K}}}, \quad (43)
\]

where we can recognize the coefficients $A_{j_1, \cdots, j_p}^{k_1, \cdots, k_q}$ as tensor components. Notice that on expanding the sum, it covers different types of tensors of all possible ranks and valence up to rank $n$ including the zeroth rank, regarded as the scalars. The various tensors occur in the sum as mixed tensors as well as antisymmetric ones, either covariant or contravariant. The great advantage of studying the $G_n$ algebra in this basis is that by using the system of multilinear projectors $\Pi_{|J|}$ we can easily project on tensor spaces of different lengths within $G_n$. One of the most important projector is the minimal idempotent $\Pi_0 = (P)$. It projects $G_n$ onto its minimal left/right ideals. That is, take $\Lambda \in G_n$ written in the form (43) and compute the product or right projection $\Lambda(\Pi_0) = \Lambda(P)$ using rules (41). The result is

\[
\psi = \sum_{p=0}^n (p!)^{-1}A_{j_1, \cdots, j_p}(j_1, \cdots, j_p)P = \sum_{|J|=0}^n (|J|)!^{-1}A_J (j^1, \cdots, j_p).
\]

Let us call the space of these elements $G_n(P)$. Such space is isomorphic to the direct sum of the linear spaces of homogeneous forms of all orders up to $n = \dim V$. The set $G_n(P)$ is a minimal left ideal of $G_n$. Clearly, due to rules (41) one can easily check that the elements $\Lambda \in G_n$ are endomorphisms of $G_n(P)$. So $G_n(P)$ is the space of spinors of the vector space $W = V \oplus V^*$ we started with.

Upon left projection, the analogous arguments lead to the minimal right ideal $(P)G_n$ which is the dual of $G_n(P)$.

It is common in the literature to define these spinors as elements of the Grassmann algebra of the lagrangian subspace $V^*$ of $W$ [47,48]. This Grassmann
algebra turns out to be a Clifford module. The dual spinors belong to the Grassmann algebra of the complementary space $V$. These Clifford modules are isomorphic to the minimal left/right ideals of $G_n$. These minimal ideals are known as algebraic spinor spaces \[33, 39, 40, 43, 44\].

By using the system of multilinear projectors $(\Pi_p)$, we see that the projection $(\Pi_p)G_n(P)$ is isomorphic to the space of homogeneous forms of order (rank) $p$. By using the $(\Pi_p)$ we can also write an element of $G_n(P)$ in a basis free form

$$\psi = \sum_{|J|=0}^{n} (\Pi_{|J|}) \Lambda(P),$$

where $\Lambda \in G_n$.

From the multiplication rule (41) the following useful algebraic properties can be obtained which are used throughout the text

$$\sum_{|J|=0}^{n} (\Pi_{|J|}) = 1_{G_n}, \quad (\Pi_{|J|})(\Pi_{|K|}) = \delta_{|J|+|K|}(\Pi_{|J|})$$

and

$$(\alpha)(\Pi_{|J|}) = (\Pi_{|J|+1})(\alpha), \quad (\Pi_{|J|})(v) = (v)(\Pi_{|J|+1}). \quad (44)$$

In plain words, $(\Pi_{|J|})$ changes to $(\Pi_{|J|+1})$ when it moves left past a covariant vector, and $(\Pi_{|J|})$ changes to $(\Pi_{|J|+1})$ when it moves right past a contravariant vector. We also assume that $(\Pi_{-1}) = 0$ and $(\Pi_{n+1}) = 0$.

### 10.1 Adjunction and Contraction

Two further operations in the algebra can be defined. The first operation is **adjunction** which is defined as follows \[33\],

$$\left(e_i\right)^\dagger = (e_i, 0)^\dagger := (0, g_{ij}e_j^\dagger)$$

$$= (0, e_i) = g_{ij}(e^j) \equiv (\bar{e}_i)$$

and similarly,

$$\left(e^i\right)^\dagger = (0, e^i)^\dagger := (g_{ij}e_j, 0)$$

$$= (\xi^i, 0) = g_{ij}^\dagger(e_j) \equiv (\xi^i)$$

and hence $(P)^\dagger = (P)$. The adjunction is an involution of $G_n$. In the case of $G_n$ over the real numbers the adjunction becomes transposition which is an involution corresponding to the transformation $v \rightarrow \sum v^i e^i$, $\alpha \rightarrow \sum \alpha_i e_i$. In the complex case the involution corresponds to the transformation $v \rightarrow \sum (v^i)^* e_i^\dagger$ associated to a unitary metric $g_{ij} = h_{ij} \ [33]$

The other operation is **contraction**. Recall that the standard operation of contraction defined for tensors fields shrinks an $(r, s)$ tensor to an $(r-1, s-1)$
tensor. For example, for \((1,1)\) tensor fields on a manifold \(M\), the contraction shrinks into functions. It is defined as the \(\mathfrak{g}(M)\)-linear map

\[
C : \mathfrak{g}^1 \rightarrow \mathfrak{g}(M), \quad C(X \otimes \theta) = \langle \theta, X \rangle,
\]

for all one-forms \(\theta\) and vector fields \(X\). In the local chart \((U, x^1 \cdots x^n)\) we must have \(C(dx^i, \partial_j) = \delta^i_j\). So for a tensor field \(A \in \mathfrak{g}^1\), we obtain

\[
C \left( \sum A^j_i \partial_j \otimes dx^i \right) = \sum A^i_i = A^i_i.
\]

Einstein summation rule has been employed.

In analogy with this operation on tensors, we define a similar operation of \textbf{contraction in the algebra} \(G_n\). For example, for the elements \(A^j_i(P)\) we define:

\[
C[A^j_i(P)] = A^j_i C[(P)] := A^j_i(P)(P) = A^j_i \delta^i_j(P) = A^i_i(P)
\]

where the property (9) and the idempotency of \((P)\) have been used. We extend the contraction operation to the basis elements of \(G_n\) as follows:

\[
C_{(p)} [(P)] := \Delta^j_i_{(p)}(P)
\]

with \(|J| = |K| = p\). This full contraction shrinks the elements \((P)\) to multiples \(s(P)\) of the projectors \((P)\) in the subspace of the scalars in \(G_n\), with \(s\) an element of \(F\).
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