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Abstract

Dynamic treatment regimes (DTRs) are personalized, adaptive, multi-stage treatment plans that adapt treatment decisions both to an individual’s initial features and to intermediate outcomes and features at each subsequent stage, which are affected by decisions in prior stages. Examples include personalized first- and second-line treatments of chronic conditions like diabetes, cancer, and depression, which adapt to patient response to first-line treatment, disease progression, and individual characteristics. While existing literature mostly focuses on estimating the optimal DTR from offline data such as from sequentially randomized trials, we study the problem of developing the optimal DTR in an online manner, where the interaction with each individual affect both our cumulative reward and our data collection for future learning. We term this the DTR bandit problem. We propose a novel algorithm that, by carefully balancing exploration and exploitation, is guaranteed to achieve rate-optimal regret when the transition and reward models are linear. We demonstrate our algorithm and its benefits both in synthetic experiments and in a case study of adaptive treatment of major depressive disorder using real-world data.
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1 Introduction

Contextual bandits, where personalized decisions are made sequentially and simultaneously with data collection, are increasingly used to address important decision making problems
Figure 1: A simple DTR for the treatment of attention deficit hyperactivity disorder (ADHD). B-mod stands for behavioral modification therapy.

where data is limited and expensive to collect, with applications in product recommendation (Li et al. 2011), revenue management (Qiang and Bayati 2016), policymaking (Athey et al. 2018), and personalized medicine (Tewari and Murphy 2017). Bandit algorithms are also increasingly being considered in place of classic randomized trials in order to improve both learning and the outcomes for study participants (Athey et al. 2018, Villar et al. 2015).

But, in many cases decisions are not a one-and-done proposition and there is often a crucial opportunity to adapt to a unit’s response to initial treatment. Generally, a more conservative or more commonly effective treatment is often used at first, reverting to more intensive or more unique treatment if the patient’s condition does not respond to the initial intervention or dialing treatment back if the condition is in remission. Figure 1 for example, shows a personalized and adaptive treatment plan for the treatment of pediatric attention deficit hyperactivity disorder (ADHD) proposed by Pelham and Fabiano (2008). These adaptive treatment plans are called dynamic treatment regimes (DTRs; Murphy 2003). Crucially, in DTRs, the initial treatment choice not only affects the initial outcome, but also a subject’s features in future stages, which may further affect future decisions and outcomes. Therefore, successful learning of DTRs hinges on accurately learning both the outcome and the transition dynamics and their dependence on subject’s features.

Traditionally, DTRs are estimated offline, usually from data collected by sequential multiple assignment randomized trials (SMARTs), which randomize assignment at each decision
point. Many offline learning methods for DTRs have been proposed, which assume that we have access to the collection of observed trajectories for all patients who participated in the study. However, sequential randomized trials are usually costly and limited in size in practice, especially in healthcare domains. Thus, it would be attractive to use algorithms that learn an effective DTR in an online manner while ensuring subjects have good outcomes, much like the contextual bandit algorithms but being able to be response-adaptive at the unit level. Adaptivity is incredibly crucial in practice: while contextual bandits can personalize treatments to individuals’ baseline characteristics such as age, weight, comorbidities, etc., these features’ predictive ability pales in comparison to the informativeness of an individual’s actual response to an actual treatment.

In this paper, we study efficient online learning algorithms for optimal DTRs when the $Q$ functions are linear. As in contextual bandits, from each unit we interact with, we only observe bandit feedback, i.e., only the rewards of the actions taken and never that of the others, so we face the trade-off between exploration and exploitation: we are motivated to apply the current-best DTR so to collect the highest reward for the current unit, but we also need to explore other treatments for fear of missing better options for future units due to lack of data. Unlike contextual bandits, our decisions not only impact the immediate reward and which arm we observe at the present context for use in future learning, but they also impact both the possible reward in future stages for the same unit and the possible context at which we may obtain new data on future-stage reward structure. Our proposed algorithm tackles the trade-off between exploration and exploitation by carefully balancing the two imperatives and maintaining two sets of parameter estimators (one unbiased but imprecise, one biased but much more precise) to use in different context regions (inspired by Goldenshluger and Zeevi 2013). We prove that, under a sharp margin condition (i.e., $\alpha = 1$ in Assumption 2 below), our algorithm only incurs $O(\log T)$ regret after interacting with $T$ units, compared to the oracle policy that knows the true reward and transition models exactly. Our result is rate optimal and comparable to regret rates in the one-stage linear-response bandit problem where we may treat each unit only once.
1.1 Related Literature

**Dynamic Treatment Regimes.** DTRs generalize individualized treatment regimes (ITRs; Athey and Wager 2021, Kallus 2018, Qian and Murphy 2011, Zhao et al. 2012), which personalize single treatment interventions based on baseline unit features. In DTR models, additional interventions are made and can be tailored to the patient’s time-varying features, which may be impacted by previous interventions. A number of methods have been proposed to estimate the optimal DTR from batched data from either randomized trials or observational studies, including potential outcome imputation (Murphy et al. 2001), likelihood-based methods (Thall et al. 2007), A-learning (Murphy 2003, Schulte et al. 2014), and weight-based methods (Jiang et al. 2019, Zhang et al. 2013, Zhao et al. 2015), among others. Our work leverages ideas from Q-learning, which has been used for learning DTRs offline from both randomized trial data (Chakraborty et al. 2010, Shortreed et al. 2011, Song et al. 2015, Zhao et al. 2009) and observational data (Moodie et al. 2014). For a more complete review of DTR methods, see Chakraborty and Moodie (2013).

**Efficient Reinforcement Learning (RL).** Online algorithms and regret analysis appear rarely in the DTR literature. A closely related topic is studied in regret-efficient exploration in episodic RL problems. The tabular RL case, where both state and action spaces are finite, is well-studied in the literature (e.g., Azar et al. 2017). However, the state space (which corresponds to units’ features in DTR problems) is usually enormous or even infinite in real-world applications, which makes the tabular algorithms (whose regret grows polynomially in the number of states) untenable in practice. Thus, effectively modeling the problem structure is necessary. Jin et al. (2019) proposed an efficient RL algorithm with linear function approximation (LSVI-UCB) and proved $O(\sqrt{T})$ regret. The current work differs from Jin et al. (2019) by introducing the margin condition to the DTR problem, which allows for much lower regret rate when feature distributions are not arbitrarily concentrated near the decision boundary, as would indeed not occur in practice. In the context of RL with function approximation, our paper is the first to leverage such a condition to obtain logarithmic regret rates, which are faster than square-root rates that are minimax optimal in the absence of a margin condition. Moreover, we consider the new problem of
delayed feedback in Appendix C. Beyond regret minimization, some recent work studied other aspects of RL with linear/low-rank MDPs, including policy learning (Yang and Wang 2019) and representation learning (Agarwal et al. 2020).

**Contextual Bandits.** Contextual bandits extends multi-armed bandits (Lai and Robbins 1985) by introducing observations of side information at each time point (e.g., Auer 2002). While some literature makes no assumption about the context generating process and allows for adversarially chosen contexts (e.g., Beygelzimer et al. 2011), this can be overly pessimistic in real-world scenarios and inevitably leads to high regret. Thus, another line of literature considers the stochastic contextual bandit problem, which assumes that contexts and rewards are drawn i.i.d. from a stationary but unknown distribution (e.g., Dudik et al. 2011). We will focus on the stochastic setting in this paper.

The margin condition, which has been introduced to characterize the hardness of classification problems (Mammen and Tsybakov 1999), has been used in stochastic contextual bandits in Bastani and Bayati (2020), Goldenshluger and Zeevi (2013), Hu et al. (2022), Rigollet and Zeevi (2010), among others. The margin condition parameter (usually denoted as $\alpha \geq 0$) quantifies the concentration of contexts near the decision boundary between arms and crucially determines the learning difficulty of bandit problems. Among these, Hu et al. (2022), Perchet and Rigollet (2013), Rigollet and Zeevi (2010) assume non-parametric relationships between rewards and covariates. Nonparametric algorithms may perform poorly in moderate to high dimensions due to the curse of dimension, so much of the literature focuses on the case where the rewards are parametric – particularly, linear – functions of the observed contexts. Under the linear model, Goldenshluger and Zeevi (2013) achieve optimal $O(\log T)$ regret under a sharp margin ($\alpha = 1$). Bastani et al. (2021) show that the analysis techniques can be easily extended to general margin conditions.

### 1.2 Organization

The rest of the paper is organized as follows. In Section 2, we formally introduce the DTR bandit problem and assumptions. We describe our proposed algorithm in Section 3. In Section 4, we analyze our algorithm theoretically: we derive an upper bound on the regret
of our algorithm, and we show a matching lower bound on the regret of any algorithm. In Section 5 we evaluate the empirical performance of our algorithm on both synthetic data and a real-world sequenced randomized trial on treatment regimes for patients with major depressive disorder. We conclude our paper and discuss future directions in Section 6.

1.3 Notation

We use $\| \cdot \|$ to represent the Euclidean norm of vectors and the spectral norm of matrices, $\| \cdot \|_1$ to represent the $L_1$ norm of vectors, and $\| \cdot \|_\infty$ to represent the infinity norm of vectors. For any integer $n$, let $[n]$ denote the set $\{1, \ldots, n\}$. For two scalers $a, b \in \mathbb{R}$, let $a \wedge b = \min\{a, b\}$ and $a \vee b = \max\{a, b\}$. For an event $A$, the indicator variable $I(A)$ is equal to 1 if $A$ is true and 0 otherwise. For a set $S$, its cardinality is denoted as $|S|$. For a matrix $A$, its minimum and maximum eigenvalues are denoted as $\lambda_{\min}(A), \lambda_{\max}(A)$, respectively. For two functions $f_1(T) > 0$ and $f_2(T) > 0$, we use the standard notation for asymptotic order: $f_1(T) = O(f_2(T))$ represents $\limsup_{T \to \infty} f_1(T)/f_2(T) < \infty$, $f_1(T) = \Omega(f_2(T))$ represents $\liminf_{T \to \infty} f_1(T)/f_2(T) > 0$, and $f_1(T) = \Theta(f_2(T))$ represents simultaneously $f_1(T) = \Omega(f_2(T))$ and $f_1(T) = O(f_2(T))$.

2 The DTR Bandit Problem

We now formally formulate the DTR bandit problem. For simplicity, we focus on the two-armed two-stage DTR bandits. We present the extension to the general multi-armed problem in Appendix D and discuss the $M$-stage problem in Section 6.

2.1 Problem Setup

The DTR bandit problem proceeds in rounds indexed by $t$. For $t = 1, 2, \ldots$, nature draws a potential trajectory $\{X_{t,1}, X_{t,2}(a_1), X_{t,3}(a_1, a_2)\}_{a_1, a_2 \in [2]}$ i.i.d. from a fixed but unknown distribution $\mathcal{P}$. In the first stage of each round, the decision maker observes the initial context $X_{t,1} \in \mathcal{X}_1 \subseteq \mathbb{R}^p_1$ and pulls an arm $A_{t,1} \in [2]$ according to the observed context and the data collected so far. They then obtain an updated context $X_{t,2} = X_{t,2}(A_{t,1}) \in \mathcal{X}_2 \subseteq \mathbb{R}^p_2$. In the second stage, the decision maker pulls an arm $A_{t,2} \in [2]$ according to the updated
information set so far, and receives the final context \( \mathbf{X}_{t,3} = \mathbf{X}_{t,3}(A_{t,1}, A_{t,2}) \in \mathcal{X}_3 \subseteq \mathbb{R}^{p_3} \). The reward the decision maker gets from time \( t \) is
\[
Y_t = f(\mathbf{X}_{t,1}, A_{t,1}, \mathbf{X}_{t,2}, A_{t,2}, \mathbf{X}_{t,3})
\]
where \( f \) is a known function that aggregates all contexts and actions in this round into a scalar. To emphasize the dependence on actions, we write \( Y_t(a_1, a_2) \) as the potential reward had they taken \( a_1 \) in stage one and \( a_2 \) in stage two, i.e.,
\[
Y_t(a_1, a_2) = f(\mathbf{X}_{t,1}, a_1, \mathbf{X}_{t,2}(a_1), a_2, \mathbf{X}_{t,3}(a_1, a_2)),
\]
so \( Y_t = Y_t(A_{t,1}, A_{t,2}) \). Besides, we define the history prior to each stage as \( \mathbf{H}_{t,1} = \mathbf{X}_{t,1} \) and \( \mathbf{H}_{t,2} = (\mathbf{X}_{t,1}^T, A_{t,1}, \mathbf{X}_{t,2}^T)^T \), and the potential history prior to stage two had we pulled arm \( a_1 \) in stage one as \( \mathbf{H}_{t,2}(a_1) = (\mathbf{X}_{t,1}^T, a_1, \mathbf{X}_{t,2}(a_1))^T \); we let \( \mathcal{H}_1 = \mathcal{X}_1 \) and the support of \( \mathbf{H}_{t,2} \) be \( \mathcal{H}_2 \).

Specifically, the decision maker aims to maximize cumulative rewards at any horizon \( T \), namely \( \sum_{t=1}^{T} Y_t \), using an admissible policy (interchangeably called algorithm or allocation rule). An admissible policy, \( \mathcal{A} = \{A_{t,1}, A_{t,2}\} \), is a sequence of random functions \( A_{t,1} : \mathcal{H}_1 \rightarrow [2], A_{t,2} : \mathcal{H}_2 \rightarrow [2] \) such that, for each \( t \), \( A_{t,1} \) is conditionally independent of \( \{\mathbf{X}_{t',1}, A_{t',1}, \mathbf{X}_{t',2}(a_1), A_{t',2}, \mathbf{X}_{t',3}(a_1, a_2)\}_{t' \in [T], a_1 \in [2], a_2 \in [2]} \) given \( \{\mathbf{X}_{t',1}, A_{t',1}, \mathbf{X}_{t',2}, A_{t',2}, \mathbf{X}_{t',3}\}_{t' \in [t-1]} \), and \( A_{t,2} \) is conditionally independent of \( \{\mathbf{X}_{t',1}, A_{t',1}, \mathbf{X}_{t',2}(a_1), A_{t',2}, \mathbf{X}_{t',3}(a_1, a_2)\}_{t' \in [T], a_1 \in [2], a_2 \in [2]} \) given \( \{\mathbf{X}_{t',1}, A_{t',1}, \mathbf{X}_{t',2}, A_{t',2}, \mathbf{X}_{t',3}\}_{t' \in [t-1]} \cup \{\mathbf{X}_{t,1}, A_{t,1}, \mathbf{X}_{t,2}\} \), where we let \( A_{t',1} = A_{t',1}(\mathbf{X}_{t',1}) \), \( \mathbf{X}_{t',2} = \mathbf{X}_{t,2}(A_{t',1}), A_{t',2} = A_{t',2}(\mathbf{H}_{t',2}) \), and \( \mathbf{X}_{t',3} = \mathbf{X}_{t,3}(A_{t',1}, A_{t',2}) \).

2.2 Q-Functions and Regret

We can use Q-functions (cf. [Sutton and Barto 2018]) to conveniently represent the expected total rewards in future stages of each context-action pair if one were to follow the optimal policy. Specifically, we let
\[
Q_2(\mathbf{h}_2, a_2) = \mathbb{E}[Y_t | \mathbf{H}_{t,2} = \mathbf{h}_2, A_{t,2} = a_2], \tag{1}
\]
\[
Q_1(\mathbf{x}_1, a_1) = \mathbb{E}\left[ \max_{a_2 \in [2]} Q_2(\mathbf{H}_{t,2}, a_2) | \mathbf{X}_{t,1} = \mathbf{x}_1, A_{t,1} = a_1 \right]. \tag{2}
\]
Then \( Q_2(\mathbf{h}_2, a_2) \) represents the expected reward if we pull arm \( a_2 \) in stage 2 given history \( \mathbf{h}_2 \), while \( Q_1(\mathbf{x}_1, a_1) \) represents the expected reward if we pull arm \( a_1 \) in stage 1 given initial
context \( x_1 \) and then, when the resulting stage 2 context realizes, pull the arm in stage 2 that maximizes expected reward.

Had the decision maker known the true functions \( Q_1 \) and \( Q_2 \) (but not the realizations of \( X_{t,2}(a_1), X_{t,3}(a_1, a_2) \) before they are observed), the optimal decision at time \( t \) would be to follow the oracle policy \( \mathcal{A}^* \) that always pulls the arm with higher \( Q \)-function in each stage, i.e.,

\[
A^*_{t,1} \triangleq A^*_{t,1}(X_{t,1}) = \arg \max_{a_1 \in [2]} Q_1(X_{t,1}, a_1),
\]

\[
A^*_{t,2} \triangleq A^*_{t,2}(H^*_{t,2}) = \arg \max_{a_2 \in [2]} Q_2(H^*_{t,2}, a_2),
\]

where \( H^*_{t,2} = \left( X^\top_{t,1}, A^*_{t,1}, X^\top_{t,2}(A^*_{t,1}) \right)^\top \). (Notice \( A^*_{t,1}, A^*_{t,2} \) are random variables.) The average reward they would then get at each round (and, in particular, in round \( t \)) would be

\[
\mathbb{E}[Y_t(A^*_{t,1}, A^*_{t,2})].
\]

However, because they do not know these \( Q \)-functions, this optimal reward is infeasible in practice. The expected reward they would get in round \( t \) by following algorithm \( \mathcal{A} \) is

\[
\mathbb{E}[Y_t(A_{t,1}, A_{t,2})],
\]

where \( A_{t,1} = \mathcal{A}_{t,1}(X_{t,1}), X_{t,2} = \mathcal{A}_{t,2}(X_{t,1}), \) and \( A_{t,2} = \mathcal{A}_{t,2}(H_{t,2}) \). \( X_{t,2} \) may differ from \( X_{t,2}(A^*_{t,1}) \), because the decision maker may pull the suboptimal arm in the first stage.

Define the per-step regret \( r_t \) as the difference between these two average rewards:

\[
r_t \triangleq \mathbb{E}[Y_t(A^*_{t,1}, A^*_{t,2})] - \mathbb{E}[Y_t(A_{t,1}, A_{t,2})].
\]

We measure the performance of an algorithm \( \mathcal{A} \) by its expected cumulative regret compared to the oracle policy \( \mathcal{A}^* \) up to time \( T \), which quantifies how much \( \mathcal{A} \) is inferior to \( \mathcal{A}^* \):

\[
R_T(\mathcal{A}) = \sum_{t=1}^{T} r_t.
\]

The growth of this function in \( T \) quantifies the quality of \( \mathcal{A} \).

While the expected cumulative regret can be seen as the difference between two marginal expectations in two independent stochastic systems, it is often helpful to couple them via the context realizations in order to analyze the regret. For example, in contextual bandits,
one can rephrase the per-step expected regret as the expected mean-reward difference at each context. It turns out $Q$-functions are helpful in this respect as well. The following proposition shows that $r_t$ can actually be equivalently written as the sum of the expected differences in each of the $Q$-functions.

**Proposition 1.** For any $t \in [T]$,

$$r_t = \mathbb{E} \left[ Q_1(\mathbf{X}_{t,1}, A^*_t, 1) - Q_1(\mathbf{X}_{t,1}, A_t, 1) + \max_a Q_2(\mathbf{H}_{t,2}, a_2) - Q_2(\mathbf{H}_{t,2}, A_t, 2) \right].$$

Intuitively, Proposition 1 shows that the per-step expected regret comes from two sources: the total regret over both stages that we expect to get due to a suboptimal decision in the first stage (even if we follow the optimal policy afterwards) and the regret we expect to get due to a suboptimal decision in the second stage.

### 2.3 Assumptions

We now introduce several assumptions that rigorously define our problem instances. We first introduce the notion of sub-Gaussianity, which will be used repeatedly.

**Definition 1** (Sub-Gaussian random variables). A random variable $Z \in \mathbb{R}$ is $\sigma$-sub-Gaussian if $\mathbb{E}[e^{sZ}] \leq e^{\sigma^2 s^2/2}$ for all $s \in \mathbb{R}$.

This definition implies $\mathbb{E}Z = 0$ and $Var[Z] \leq \sigma^2$. Any bounded 0-mean random variable $Z$ with $|Z| \leq z_{\text{max}}$ is $z_{\text{max}}$-sub-Gaussian. Another classic example of a $\sigma$-sub-Gaussian random variable is the centered Gaussian distribution with variance $\sigma^2$.

**Linear $Q$-Functions** Our first assumption states that the $Q$-functions are linear in some feature maps of the history information, which is the typical modeling choice for $Q$-functions in the DTR literature [Chakraborty and Moodie 2013, Chakraborty et al. 2013].

**Assumption 1.** For $m \in [2]$, $a \in [2]$, there exists some known function $\psi_m : \mathcal{H}_m \to \mathbb{R}^{d_m}$ and some unknown parameter $\beta_{a,m}$ such that

$$Q_m(h_m, a) = \beta_{a,m}^T \psi_m(h_m).$$
Moreover, there exist positive constants \( x_{\text{max}}, b_{\text{max}}, \sigma \) such that \( \| \psi(h_m) \| \leq x_{\text{max}} \) for all \( h_m \in \mathcal{H}_m, \| \beta_{a,m} \| \leq b_{\text{max}}, \) and the residues

\[
\eta_{t,1}^{(a_1)} = \max_{a_2 \in [2]} Q_2(H_{t,2}(a_1), a_2) - Q_1(X_{t,1}, a_1), \\
\eta_{t,2}^{(a_1,a_2)} = Y_t(a_1, a_2) - Q_2(X_{t,2}(a_1), a_2)
\]

are \( \sigma \)-sub-Gaussian and independent of all else.

Boundedness of feature maps and parameters is necessary to guarantee that the per-step regret is finite in worst-case over instances, which ensures that exploration will not be uncontrollably costly. This assumption is common in literature \cite{BastaniBayati2020,GoldenshlugerZeevi2013} and is usually satisfied, because most attributes in practice are bounded in nature.

**Margin Condition.** Our second assumption is an adapted version of the margin condition commonly used in stochastic contextual bandits \cite{GoldenshlugerZeevi2013,RigolletZeevi2010} and classification \cite{MammenTsybakov1999}. It determines how the estimation error of \( Q \)-functions translates into regret of decision-making.

**Assumption 2.** There exist positive constants \( \gamma_1, \gamma_2, \alpha_1, \alpha_2 \) such that for any \( \kappa > 0, \)

\[
\mathbb{P}(0 < |Q_1(X_{t,1}, 1) - Q_1(X_{t,1}, 2)| \leq \kappa) \leq \gamma_1 \kappa^{\alpha_1}, \\
\mathbb{P}(0 < |Q_2(H_{t,2}(a_1), 1) - Q_2(H_{t,2}(a_1), 2)| \leq \kappa) \leq \gamma_2 \kappa^{\alpha_2} \quad \forall a_1 \in [2].
\]

To simplify notation we let \( \alpha = \min\{\alpha_1, \alpha_2\}. \)

Differently from existing literature, we impose the margin condition on the difference between \( Q \)-functions, rather than the mean reward functions. Moreover, because the second-stage covariate distribution is directly affected by the implemented algorithm, we explicitly require the margin condition to hold in the second stage for each initial-stage arm.

Intuitively, the margin condition quantifies the concentration of contexts very near the decision boundary, which measures the difficulty of determining the optimal arm. When either \( \alpha_1 \) or \( \alpha_2 \) is very small, the \( Q \)-functions in the corresponding stage can be arbitrarily close to each other with high probability, so even very small estimation error may lead
to suboptimal decisions. In contrast, when both $\alpha_1$ and $\alpha_2$ are very large, either the $Q$-functions are the same so that pulling which arm does not matter, or they are separated apart from each other with sufficient probability so that the optimal arm is easy to identify.

The next lemma shows that, for many continuous distributions with upper bounded density, we have $\alpha = 1$. In fact, Bastani and Bayati (2020), Goldenshluger and Zeevi (2013) explicitly assume $\alpha = 1$.

**Lemma 1.** Suppose each of $\psi_1(X_{t,1})$, $\psi_2(H_{t,2}(1))$ and $\psi_2(H_{t,2}(2))$ has a density and this density is bounded by $\mu_{\max}$. Then, Assumption 2 holds with $\alpha_m = 1$ and $\gamma_m = 12\mu_{\max} x_{\max}^d / \|\beta_{1,m} - \beta_{2,m}\|$.

**Positive-definiteness of Design Matrices.** Our last assumption is the positive-definiteness of design matrices in both stages, and we focus on decision regions where arm $a$ is optimal by a margin. Our Assumption 3 is closely related to assumption (A3) in Goldenshluger and Zeevi (2013) and assumptions 3 and EC.1 in Bastani and Bayati (2020).

**Assumption 3.** There exist positive constants $\Delta_1, \Delta_2, \phi_1, \phi_2$ such that the sets of histories where each arm is optimal in each stage,

$$U_{a,m} \triangleq \{ h \in H_m : Q_m(h, a) > Q_m(h, 3 - a) + \Delta_m \}, \quad a, m \in [2],$$

satisfy for all $a \in [2]$:

$$\lambda_{\min} (E [\psi_1(X_{t,1}) \psi_1^\top (X_{t,1}) 1 \{ X_{t,1} \in U_{a_1,1} \}]) \geq \phi_1, \tag{5}$$

$$\lambda_{\min} \left( \sum_{a_1 \in [2]} E [\psi_2(H_{t,2}(a_1)) \psi_2^\top (H_{t,2}(a_1)) 1 \{ H_{t,2}(a_1) \in U_{a_2,2}, X_{t,1} \in U_{a_1,1} \} \right) \geq \phi_2. \tag{6}$$

In the first stage, we require that the design matrices of $X_{t,1}$’s in the optimal regions are positive-definite (Eq. (5)). In the second stage, we require that the design matrices of $H_{t,2}(a_1)$’s in the optimal regions in the second stage which come from pulling the optimal arm in the optimal regions in the first stage are also positive-definite (Eq. (6)). These are common technical requirements for the uniqueness and convergence of OLS (ordinary least squares) estimators. Intuitively, Assumption 3 implies that, as long as we pull arm $a$ in stage $m$ when the context falls in $U_{a,m}$, it is possible to collect sufficient informative samples (of order $\Theta(t)$ at time $t$) on both arms without necessarily forcing exploration too often, and in turn we can quickly improve estimation accuracy without collecting too much regret. And,
as long as we have moderately accurate estimation of the parameters, we are very likely to
pull the right arm in the $U_{a,m}$ regions. Eqs. (5) and (9) also imply that for each arm there
is positive probability for it to be optimal by a margin:

**Lemma 2.** When Assumption 3 holds, there exists $p, p' > 0$ such that for all $a \in [2]:$

\[
\mathbb{P}(X_{t,1} \in U_{a,1}) \geq p, \tag{7}
\]

\[
\sum_{a_1 \in [2]} \mathbb{P}(H_{t,2}(a_1) \in U_{a,2}, X_{t,1} \in U_{a,1}) \geq p'. \tag{8}
\]

In real-world applications, we indeed often expect each of the treatments to be optimal
at least in some cases. Nonetheless, we will discuss a relaxation of Assumption 3 to allow
for arms that are suboptimal everywhere in Appendix D. Our algorithm for two arms is
unchanged; we only extend the analysis.

### 3 Algorithm

In this section we present our algorithm for the DTR bandits. Our algorithm adapts an idea
that originated in the one-stage problem (Goldenshluger and Zeevi 2013) to the sequential
setting: specifically, we maintain two sets of $Q$-function estimators at each time point, one
based solely on samples from forced (randomized) pulls at specially prescribed time steps
and the other based on all samples up to the current round, which includes rounds in which
we pull the arms that appear to be optimal based on past data, inducing a dependence
structure in the data. Which of the two estimates we use when determining which arm
appears better depends on how close we appear to be to the decision boundary. We discuss
the intuition and importance of this below.

#### 3.1 Forced-Pull Estimators and All-Samples Estimators

Our algorithm will occasionally force pull certain arms without regard to contextual observa-
tions. Fix $q \in \mathbb{Z}^+$ as our forced sampling schedule parameter. Similar to Bastani and
Bayati (2020), we prescribe the following time steps to perform force pulls: for $a_1, a_2 \in [2],
\[
\mathcal{T}_{(a_1, a_2)} \triangleq \{(2^{n+2}-4)q+j : j = q(2a_1+a_2-3)+1, q(2a_1+a_2-3)+2, \ldots, q(2a_1+a_2-2), n = 0, 1, 2, \ldots \}. \tag{9}
\]
Then, at time step $t$, if $t \in T_{(a_1,a_2)}$, we pull $a_1$ in stage one and $a_2$ in stage two regardless of what history we see. Moreover, we denote by $T_{a,1}(t) \triangleq (\cup_{a_2 \in [2]} T_{(a,a_2)}) \cap [t]$ and $T_{a,2}(t) \triangleq (\cup_{a_1 \in [2]} T_{(a_1,a)}) \cap [t]$ the time indices where we force pull arm $a$ in each stage, up to time $t$.

As we will show in Lemma 3, $|T_{a,m}(t)|$ is of order $\Theta(q \log t)$.

Based solely on forced samples, we get the forced-sample estimators. Define
\[
\tilde{\Sigma}_{a,m}(t) = \sum_{j \in T_{a,m}(t)} \psi_m(H_{j,m}) \psi_m^\top(H_{j,m}) \quad a, m \in [2],
\]
\[
\tilde{\beta}_{a,2}(t) = \tilde{\Sigma}_{a,2}^{-1}(t) \left( \sum_{j \in T_{a,2}(t)} \psi_2(H_{j,2}) Y_j \right) \quad a \in [2].
\]

Using $\tilde{\beta}_{a,2}(t)$, we can impute pseudo-outcomes
\[
\hat{Y}_j = \max_{a \in [2]} \tilde{\beta}_{a,2}^\top(t) \psi_2(H_{j,2}) \quad j \in [t],
\]
and estimate the first-stage parameter
\[
\tilde{\beta}_{a,1}(t) = \tilde{\Sigma}_{a,1}^{-1}(t) \left( \sum_{j \in T_{a,1}(t)} \psi_1(X_{j,1}) \hat{Y}_j \right) \quad a \in [2].
\]

Finally, we can compute the following forced-pull $Q$ estimators:
\[
\tilde{Q}_{t,m}(h, a) = \tilde{\beta}_{a,m}^\top(t) \psi_m(h).
\]

Next we discuss the $Q$-estimators constructed from all past samples. For $a, m \in [2]$, define $S_{a,m}(t) \triangleq \{ j \in [t] : A_{j,m} = a \}$ to be all rounds in which we pull arm $a$ in the $m$-th stage, up to time $t$. In contrast to the forced-pull estimators, the all-samples estimators are based on all samples collected:
\[
\hat{\Sigma}_{a,m}(t) = \sum_{j \in S_{a,m}(t)} \psi_m(H_{j,m}) \psi_m^\top(H_{j,m}) \quad a, m \in [2],
\]
\[
\hat{\beta}_{a,2}(t) = \hat{\Sigma}_{a,2}^{-1}(t) \left( \sum_{j \in S_{a,2}(t)} \psi_2(H_{j,2}) Y_j \right) \quad a \in [2],
\]
\[
\hat{Y}_j = \max_{a \in [2]} \hat{\beta}_{a,2}^\top(t) \psi_2(H_{j,2}) \quad j \in [t],
\]
\[
\hat{\beta}_{a,1}(t) = \hat{\Sigma}_{a,1}^{-1}(t) \left( \sum_{j \in S_{a,1}(t)} \psi_1(X_{j,1}) \hat{Y}_j \right) \quad a \in [2].
\]
Using these, we can compute the all-sample $Q$ estimators:

$$
\hat{Q}_{t,m}(h,a) = \hat{\beta}^T_{a,m}(t)\psi_m(h).
$$

### 3.2 Running the Algorithm

We now describe how the algorithm proceeds. The algorithm has three parameters: the scheduling parameter $q$ and the covariate diversity parameters $\Delta_1, \Delta_2$. (We discuss their choice in our empirical analyses in Section 5.) First, at time $t$, if $t$ falls into the forced sampling steps $T_{(a_1,a_2)}$, we pull $a_1$ in stage one and $a_2$ in stage two regardless of $H_{t,1}, H_{t,2}$. Otherwise, if $t \notin \bigcup_{a_1,a_2 \in [2]} T_{(a_1,a_2)}$, we use our $Q$-estimators to choose the action in each stage, using the forced-pull estimators if they provide a clear enough distinction between arms and otherwise using the all-samples estimators. Specifically, in the $m$-th stage, we first compare the $\tilde{Q}_{t-1,m}$ estimators of both arms, and if they differ by at least $\Delta_m/2$ at the observed history prior to the stage, $H_{t,m}$, then we pull the arm with higher $\tilde{Q}_{t-1,m}$ value. Otherwise, if the $\tilde{Q}_{t-1,m}$ values are too close, we pull the arm with higher $\hat{Q}_{t-1,m}$ value at $H_{t,m}$. At the end of time $t$, we update all estimators and enter the next round. We summarize our algorithm in Algorithm 1.

### 3.3 Explaining the Algorithm

We next give some intuition for our choices and for why to expect that Algorithm 1 should have low regret. Forced pulls offer clean, independent samples on both arms, and the second-stage OLS estimator based on them is unbiased and known to concentrate around the true parameter values. This also ensures that our $\tilde{Y}$ estimate is close to $\max_{a_2 \in [2]} Q_2(H_2(a_1), a_2)$, which leads to the concentration of the first-stage OLS estimator.

All these factors result in the concentration of the forced-pull $Q$-estimators around true $Q$-functions, and as we show in Proposition 3, we only need $\Theta(\log t)$ independent samples (as our forced-pull schedule ensures) to get a uniform $\Delta_m/4$-approximation of $Q_m$ with probability $O(t^{-2})$, for $m = 1, 2$. For each action, however, the $Q$-functions are not perfectly separated and they may be arbitrarily close, making it hard to choose the right action unless our estimates are well separated. When our approximation error on $Q_m$ is at most
Algorithm 1 DTRBandit

0: Input parameters: $\Delta_1, \Delta_2, q$

1: for $t = 1, 2, \ldots$ do

2: if $t \in T(a_1, a_2)$ for $a_1, a_2 \in [2]$ then

3: pull $A_{t,1} = a_1, A_{t,2} = a_2$

4: observe rewards and compute $\hat{\beta}_{a,m}(t), \bar{\beta}_{a,m}(t)$ for $a, m \in [2]$

5: else

6: for $m = 1, 2$ do

7: if $|\tilde{Q}_{t-1,m}(H_{t,m}, 1) - \tilde{Q}_{t-1,m}(H_{t,m}, 2)| > \Delta_m/2$ then

8: pull $A_{t,m} = \arg \max_{a=1,2} \tilde{Q}_{t-1,m}(H_{t,m}, a)$

9: else

10: pull $A_{t,m} = \arg \max_{a=1,2} \hat{Q}_{t-1,m}(H_{t,m}, a)$

11: end if

12: observe rewards and compute $\hat{\beta}_{a,m}(t)$ for $a \in [2]$

13: end for

14: end if

15: end for

$\Delta_m/4$, our error on the difference $Q_m(h, 1) - Q_m(h, 2)$ is at most $\Delta_m/2$. Thus, whenever $|\tilde{Q}_m(h, 1) - \tilde{Q}_m(h, 2)| > \Delta_m/2$, we are (almost) certain about which arm is optimal.

Moreover, as long as our $\Delta_m/4$-approximation applies, whenever $|Q_m(h, 1) - Q_m(h, 2)| > \Delta_m$, i.e., $h \in U_{1,m} \cup U_{2,m}$, we also expect to fall into such a scenario where the forced-samples estimators are $\Delta_m/2$-separated. Under Assumption $3$, this occurs with positive probability. Therefore, following our algorithm in these regions, we expect to collect $\Theta(t)$ samples on each arm in each stage, but only for contexts far from the margin. Assumption $3$ nonetheless ensures sufficient diversity in that region. Since this offers much more data than the very limited $\Theta(\log t)$ forced pulls, we get a much faster (of rate $\sqrt{t}$) concentration for the all-sample estimator, $\hat{Q}$. This allows us to make very accurate decisions near the margin, where the forced-pull estimator is not accurate enough.
4 Theoretical Guarantees

In this section, we provide a regret upper bound for Algorithm 1 as well as a matching (in order of $T$) lower bound on the regret of any other algorithm, which shows that our algorithm is rate optimal. We provide an outline of the proof of the above in Appendix A, where we break up the argument into modular Propositions, each of which we prove in detail in Appendix B.

Theorem 1. Let $\hat{A}$ denote our algorithm described in Algorithm 1. Suppose Assumptions 1 to 3 hold. Then there exists a constant $\tilde{C}$ such that, if $q \geq \tilde{C}$, then the expected regret of our algorithm is bounded as follows:

$$R_T(\hat{A}) = \begin{cases} O(d^{\alpha+1/2} (\log d)^{\alpha+1/2} T^{\frac{1}{2} - \alpha} + d \log d T + (d \log d)^2), & \alpha < 1 \\ O(d \log d)^{\frac{3}{2}} \log T + (d \log d)^2), & \alpha = 1 \\ O(d \log d \log T + (d \log d)^2 + d^{\alpha+1} (\log d)^{\alpha+2/2}), & \alpha > 1. \end{cases}$$

More specifically, letting

$$\tilde{C}_1 = \frac{16(\log d + 2) x_{max}^2 \left((128d x_{\infty}^2 \sigma^2 / \Delta_2^2 \phi_2) \lor 1\right)}{\phi_2},$$

$$\tilde{C}_2 = \frac{512(\log d + 2) d x_{max}^2 x_{\infty}^2 (1 \lor 64d x_{max}^4 / \phi_2^2)}{\Delta_2^2 \phi_2^2},$$

we have that, if $q \geq \tilde{C}_1 \lor \tilde{C}_2$, then our expected regret is bounded by:

$$R_T(\hat{A}) \leq 8q b_{max} x_{max} (3 \log T + 128q) + 24b_{max} x_{max} \left(49 + \frac{16d x_{max}^2}{\phi_1} + \frac{16d x_{max}^2}{\phi_2}\right)$$

$$+ 2^{a_1+2} \gamma_1 C_1^{-\alpha_1+1} ((M + 2)^{\alpha_1+2} + 2^{a_1+6}) f(\alpha_1)$$

$$+ 2^{a_2+3} \gamma_2 C_2^{-\alpha_2+1} ((M + 2)^{\alpha_2+2} + 2^{a_2+4}) f(\alpha_2),$$

where

$$f(\alpha') = \frac{2T^{1-\alpha'}}{1 - \alpha'} \mathbb{I}\{\alpha' < 1\} + \log T \mathbb{I}\{\alpha' = 1\} + \frac{2}{\alpha' - 1} \mathbb{I}\{\alpha' > 1\},$$

$$C_1 = \min \left\{ \frac{\phi_1^2}{128d x_{\infty}^2 x_{max}^2 \sigma^2}, \frac{\phi_2^2}{2048d x_{\infty}^2 x_{max}^2 \sigma^2} \right\},$$

$$C_2 = \frac{\phi_2^2}{32d x_{max}^2 x_{\infty}^2 \sigma^2},$$

$$M = \lfloor \sqrt{(\alpha + 4) \log((\alpha + 4)d)} \rfloor.$$
In the most relevant case of $\alpha = 1$ (cf. Lemma 1), our algorithm achieves logarithmic regret, which significantly improves on the existing square-root regret (see Section 1.1).

The regret rate obtained in Eq. (11) is optimal in its dependence on $T$ for $\alpha \leq 1$ and optimal up to a log factor for $\alpha > 1$. To see this first note that any one-stage linear-response contextual bandit instance $(\bar{P}_X, \bar{\beta}_1, \bar{\beta}_2, \bar{P}_{\eta(1)}, \bar{P}_{\eta(2)})$ can be embedded inside an instance of the DTR bandit problem by simply letting $X_{t,1} \sim \bar{P}_X$, $X_{t,2}(a_1) = \bar{\beta}_1^T X_{t,1} + \eta_t^{(a_1)}$, $X_{t,3}(a_1, a_2) \equiv 0$, and $Y_t = X_{t,2}$. In this construction, we essentially observe the same information and receive the same reward in the DTR bandit problem as in the one-stage bandit problem. Conversely, given any DTR bandit algorithm $A$, we can apply the algorithm in the one-stage linear-response bandit problem by treating it as a DTR instance with $X_{t,1} \sim \bar{P}_X$, $X_{t,2}(a_1) = \bar{\beta}_1^T X_{t,1} + \eta_t^{(a_1)}$, $X_{t,3}(a_1, a_2) \equiv 0$, and $Y_t = X_{t,2}$. And, the regret of $A$ up to round $T$ in the DTR bandit problem instance constructed above is exactly equal to its regret up to round $T$ in the given one-stage linear-response bandit instance.

Bastani et al. (2021) show that, in the one-stage linear-response contextual bandit problem, for any algorithm, there always exists an instance satisfying the first-stage parts of our assumptions (namely, Assumption 1 for the first-stage parameters, Eq. 3 of Assumption 2 and Eq. 5 of Assumption 3) such that the regret up to time $T$ is $\Omega \left( T^{\frac{1-\alpha}{2}} \right)$ when $\alpha < 1$, $\Omega(\log T)$ when $\alpha = 1$, and $\Omega(1)$ when $\alpha > 1$, where the asymptotic notation omits constants in $T$. By our above observation, such an instance can also be embedded into a DTR bandit instance with $\alpha_1 = \alpha$ and $\alpha_2 = \infty$, so the same lower bound applies to algorithms for the DTR bandit problem. Thus, Algorithm 1 is rate-optimal in $T$ when $\alpha \leq 1$, and only exceeds the lower bound by a factor of $\log T$ when $\alpha > 1$.

5 Empirical Study

We now compare the performance of DTRBandit with some benchmark algorithms on both synthetic data and the STAR*D dataset obtained from a randomized clinical trial.
5.1 Algorithms Considered

For both synthetic and STAR*D experiments, we will compare our algorithm with the following online benchmarks:

1. $\epsilon$-Greedy: At the beginning, we pull each of $(a_1, a_2)$ pairs $d$ times to enable initial estimation for $\hat{Q}_{a,m}$. In all subsequent rounds, with probability $1 - \epsilon$ we act greedily according to the $\hat{Q}$ estimates, and with probability $\epsilon$ we pull the other arm to explore. Greedy is a special case with $\epsilon = 0$.

2. LSVI-UCB: algorithm 1 in Jin et al. (2019), an upper-confidence-bound-based algorithm designed for linear MDPs. The tuning parameters are chosen as suggested in theorem 3.1 therein.

DTRBandit depends on the tuning parameters $\Delta_1$, $\Delta_2$, and $q$. We will investigate the how the algorithms performance with different parameter choices. In all experiments, we set $\Delta_1 = \Delta_2 = \Delta$ and abbreviate the corresponding algorithm as DTRB$(q, \Delta)$.

5.2 Synthetic Experiments

We start by considering a synthetic experiment where we generate data from a model that conforms to our linear $Q$ assumption. We let $X_{t,1}$ be i.i.d samples from Uniform(0, 1). The
second-stage contexts are generated from the following distributions:

\[
P(X_{t,1} = x_1) = x_1 \text{Beta}(4,1)(x_2) + (1 - x_1) \text{Beta}(1,2)(x_2),
\]

\[
P(X_{t,1} = x_1) = x_1 \text{Beta}(1,4)(x_2) + (1 - x_1) \text{Beta}(2,1)(x_2).
\]

Lastly, \(X_{t,3}(a_1,1) = X_{t,2}(a_1) + 1 + \epsilon_t(a_1,1)\), and \(X_{t,3}(a_1,2) = 3X_{t,2}(a_1) + \epsilon_t(a_1,2)\), where each \(\epsilon_t(a_1,a_2)\) is i.i.d. from Normal(0,1). The final reward \(Y(a_1,a_2)\) equals \(X_{t,3}(a_1,a_2)\). With these distributions, we can compute the \(Q\)-functions in closed form, and the corresponding optimal decision rule is: in the first stage, pull arm 1 when \(X_1 > 5/14\) and arm 2 otherwise; in the second stage, pull arm 1 when \(X_2 < 1/2\) and arm 2 otherwise. It is easy to check that our example satisfy the conditions in Lemma 1, so it satisfies Assumption 2 with \(\alpha = 1\).

Fig. 2 shows the regret for different algorithms in this setting. Here we simulate 40 independent paths up to \(T = 10,000\), and compute the average regret of different algorithms over these paths. Both Greedy and \(\epsilon\)-Greedy achieve linear regret in the long run, but for different reasons. Greedy suffers from a constant fraction of “bad” paths where the decision-maker stops exploring and repeatedly makes the suboptimal decision from early on due to lack of exploration. On the other hand, \(\epsilon\)-Greedy suffers from excessive exploration: randomizing with \(\epsilon\) probability at each time step means it chooses the sub-optimal arm with \(\Omega(\epsilon)\) probability at each time step, which accumulates to \(\Omega(\epsilon T)\) regret. LSVI-UCB achieves sub-linear regret, but performs significantly worse than DTRBandit. In contrast to these three, DTRBandit performs very well in the long run and has logarithmic regret.

We now briefly discuss the choice of tuning parameters \(\Delta\) and \(q\) for DTRBandit. On a high level, larger \(q\) means we perform more exploration, and larger \(\Delta\) means we rely more on

---

Figure 3: Expected regret of DTRBandit with different \(\Delta\) and \(q\) inputs.
hat-estimators instead of tilde-estimators. Fig. 3 shows the expected regret of DTRBandit with different $\Delta$ and $q$ inputs. First of all, DTRBandit is very robust to the choices of these parameters, and Fig. 3a shows that it achieves logarithmic regret across different parameter choices, which agrees with our theoretical results in Section 4. It is interesting to see that we can achieve logarithmic regret in practice even when $q$ is much smaller than what would be theoretically required by Theorem 1, and $\Delta$ is much larger than what would be theoretically required to satisfy Assumption 3. Moreover, the cumulative regret gets lower as $q$ gets smaller, and $\Delta$ gets larger. Therefore, in practice, we suggest following a “small $q$, large $\Delta$ (compared to the scale of rewards)” rule-of-thumb to choose these parameters.

5.3 Empirical Study: STAR*D Data

We next study the algorithms using real data, where our linear $Q$ assumption likely does not hold.

5.3.1 Background on STAR*D and Problem Formulation.

Sequenced Treatment Alternatives to Relieve Depression (STAR*D) was a multi-level randomized controlled trial designed to assess effectiveness of different treatment regimes for patients with major depressive disorder (Rush et al. 2004). The primary outcome at each level (i.e., stage) was assessed using the QIDS scores, which measures severity of depression and ranges from 0 to 26 in the sample. Before each treatment level, participants with a total clinician-rated QIDS-score of 0 to 5 were considered as having a clinically meaningful response and therefore in remission, and those without remission were eligible for future treatments and entered the next treatment level.

Following existing literature (Chakraborty et al. 2013, Liu et al. 2018), we focus on level 2/2A (referred to as stage 1) and level 3 (referred to as stage 2) of the study only. There were 1260 participants with complete features who entered stage 1; 468 of them achieved remission, 465 of them dropped out, and 327 of them entered stage 2. The treatments were divided into two groups: one group that involves SSRIs (selective serotonin reuptake inhibitors), and the other that involves only non-SSRIs.

We define the following context, treatment, and outcome variables:
• $X_1$: QIDS-score measured at the start of stage 1 ($\text{QIDS.start}_1$), the slope of QIDS-score over the previous level ($\text{QIDS.slope}_1$), and participant preference at the start of stage 1 ($\text{preference}_1$, taking values 1, 2). We let $\psi_1(H_1) = X_1$.

• $A_1$: 1 if treated with SSRI drugs in stage 1, and 2 if treated with non-SSRI drugs.

• $X_2$: QIDS.$\text{end}_1$ measured at the start of stage 1, QIDS.$\text{start}_2$, QIDS.$\text{slope}_2$ and preference$_2$ measured at the start of stage 2. We let $\psi_2(H_2) = (\text{QIDS.start}_2, \text{QIDS.slope}_2, \text{preference}_2)$.

• $A_2$: 1 if treated with SSRI drugs in stage 2, 2 if treated with non-SSRI drugs. In the dataset, if a patient is treated with a non-SSRI drug in stage 1, then $A_2 \equiv 2$.

• $X_3$: QIDS.$\text{end}_2$ measured at the start of stage 2.

• $Y$: Let $R = 1$ if the patient achieves remission before stage 2, and 0 otherwise. Define

$$Y = -R \cdot \text{QIDS.end}_1 - (1 - R) \cdot \left( \frac{\text{QIDS.end}_1 + \text{QIDS.end}_2}{2} \right).$$

Here we take the negative of QIDS-scores to make higher values correspond to better outcomes.

The STAR*D dataset is then viewed as 1260 observations of the above variables, one for each participant with complete features who entered stage 1. However, in contrast to existing literature that focuses on offline DTR estimation and evaluation methods, we aim to learn a mapping between patient covariates and the optimal treatment regime in an online and adaptive manner. Therefore, we do not simply observe all data points at once nor do we even observe all of them sequentially. We next discuss how we use this data to nonetheless evaluate online DTR bandit algorithms.

5.3.2 Off-policy DTR Bandit Algorithm Evaluation

For any given DTR bandit algorithm $\mathcal{A}$, we want to evaluate its performance using the average reward it collects up to each fixed time $T$, i.e.,

$$g_T(\mathcal{A}) = \mathbb{E} \left[ \frac{1}{T} \sum_{t=1}^{T} Y_t(A_{t,1}, A_{t,2}) \right],$$
where $A_{t,1}$ and $A_{t,2}$ are obtained by running algorithm $\mathcal{A}$. Because we only have access to outcomes of the treatments administered in the STAR*D dataset and never for treatments not administered, estimating $g_T(\mathcal{A})$ using this dataset is nontrivial. This is known as off-policy evaluation.

Our key idea for off-policy DTR bandit algorithm evaluation stems from the Policy-Evaluator Algorithm \cite{Li2011}, which gives an unbiased estimator of the average reward for contextual bandit algorithms. Assume that $S$ is a dataset obtained from a uniformly randomized sequential trial, i.e., $(a_1, a_2)$ are chosen uniformly at random to generate the data. Then we could evaluate a DTR bandit algorithm $\mathcal{A}$ as follows. We play through the data sequentially. First we set $t = 0$. For each data point $(x_1, a_1, x_2, a_2, x_3, y)$ in $S$, we first show $x_1$ to $\mathcal{A}$. If it takes an action different from $a_1$ in the first stage, we skip this data point, ignoring the outcomes, not adding it to our history, and not increasing the time counter $t$. Otherwise, we additionally show $(a_1, x_2)$ to $\mathcal{A}$. Again, if it takes an action different from $a_2$ in the second stage, we skip this data point. Otherwise, if it matched both $a_1$ and $a_2$, we add the outcome (divided by $T$) to our cumulative reward, add the data point to our history, and increment $t$. We repeat this procedure until we get $T$ samples in our trajectory. In the end, we must have an unbiased estimator for $g_T(\mathcal{A})$.

However, the STAR*D data does not come from a uniformly randomized trial and the randomization probabilities are adapted to each participant’s time-varying features (but not adapted over participants). Moreover, since we are evaluating a history-dependent online algorithm rather than a fixed policy, we cannot simply reweight the outcomes in the average reward computed from the previously mentioned method. We tackle this problem by using weighted sampling from STAR*D data (with replacement), so that each data point looks like coming from uniform randomization between arms. Specifically, first, we estimate the propensity $p_i$ of the $i$-th point $(x_{1i}, a_{1i}, x_{2i}, a_{2i}, x_{3i}, y_i)$ in STAR*D, i.e., the probability we choose $(a_{1i}, a_{2i})$ given the features. $p_i$ is estimated as the product of three parts: i) the probability of choosing $a_{1i}$ in stage 1 (from a logistic model using $x_{1i}$ as predictors), ii) the probability of stay/drop-out in stage 2 (from a logistic model using $x_{1i}, a_{1i}, x_{1i}a_{1i}$ and QIDS.slope2 as predictors), and iii) the probability of choosing $a_{1,2}$ in stage 2 if the $i$-th point is present in stage 2 (from a logistic model using $x_{1i}, a_{1i}, x_{1i}a_{1i}$ and $x_{2i}$ as predictors).
We then assign weight $1/p_i$ to the $i$-th data point, and to generate the next data point $(x_1, a_1, x_2, a_2, x_3, y)$, we sample from $S$ according to weights $\{1/p_i\}_{i \in S}$ with replacement. The rest of our algorithm is the same as in the uniformly randomized case, and the detailed evaluation procedure is summarized in Algorithm 2.

5.3.3 Comparison of Algorithms

Again, we compare the empirical performance of DTRBandit with Greedy, $\epsilon$-Greedy and LSVI-UCB. In addition, we use the following two as benchmarks for comparison:

1. Logging: the average rewards observed in the STAR*D dataset after adjusting for dropouts (which estimates $g_T(A)$ for the logging policy that generated the data).

2. Offline: the average rewards of the estimated optimal treatment regime using the whole offline dataset (given in Chakraborty et al. [2013]), which suggests treating a patient in stage 1 with SSRI if $(-0.73 + 0.01 \times \text{QIDS.start}_1 + 0.01 \times \text{QIDS.slope}_1 - 0.67 \times \text{preference}_1) > 0$ (and with a non-SSRI otherwise), and treating a patient in stage 2 with SSRI if $(-0.18 - 0.01 \times \text{QIDS.start}_2 - 0.25 \times \text{QIDS.slope}_2) > 0$ (and with a non-SSRI otherwise).
Table 1: Average rewards of different algorithms at $T = 5000$

| Algorithm         | DTRB(1, 10) | DTRB(1, 20) | DTRB(1, 50) | DTRB(2, 10) | DTRB(2, 20) | DTRB(2, 50) |
|-------------------|-------------|-------------|-------------|-------------|-------------|-------------|
|                   | $-7.680$    | $-7.561$    | $-7.552$    | $-7.688$    | $-7.604$    | $-7.547$    |
| Logging           | $-8.438$    | $-8.071$    | $-7.810$    | $-7.724$    | $-7.835$    | $-7.688$    |
| LSVI-UCB          |             |             |             |             |             |             |
| Greedy            |             |             |             |             |             |             |
| 0.1-Greedy        |             |             |             |             |             |             |
| 0.2-Greedy        |             |             |             |             |             |             |
| Offline           |             |             |             |             |             |             |

To be consistent with real-world practice, all algorithms are implemented with the extra condition that we do not enter the second stage when $\text{QIDS.end}_1 \leq 5$, and we can only use non-SSRI drugs in stage 2 if we use non-SSRI drugs in stage 1. When implementing DTRBandit and $\epsilon$-Greedy, because when $\text{QIDS.end}_1 \leq 5$, the outcome $Y$ is determined by the observations before stage 2, we define $\hat{Y} = \hat{Y} = \text{QIDS.end}_1$ for data points with $\text{QIDS.end}_1 \leq 5$; we attempted a similar change when implementing LSVI-UCB, but its performance gets worse, so we do not make this change for LSVI-UCB. Besides, for all algorithms, in both defining and estimating $Q_1(h, 2)$, we replace the max with the estimated value of pulling arm 2 in stage 2, because arm 2 is the only feasible arm afterwards. Our exploration schedule for DTRBandit is updated to explore the 3 first- and second-stage treatment combinations that appear in the data, because we do not need to learn about the infeasible treatment plan $(2, 1)$. Moreover, since Jin et al. (2019) require the feature map to be bounded by 1, we normalize the features when running LSVI-UCB. Lastly, for DTRBandit, we vary the margin parameter $\Delta$ and force-pull schedule parameter $q$, while following the general rule of “small $q$, large $\Delta$” as we discussed in Section 5.2. Compared with synthetic experiments, we choose smaller $q$’s since the horizon is shorter, and larger $\Delta$’s since the scale of the final outcome is much larger.

Table 1 presents the average rewards evaluated at $T = 5,000$. Here we generated 10 independent paths from the STAR*D data set, and compute the mean of the average rewards of different algorithms over these paths. All online algorithms improve substantially from the logging policy used in the original dataset. In particular, DTRBandit consistently performs well under different parameter choices, achieves the highest average reward among all online algorithms, and is often better than the Offline benchmark that roughly serves as a proxy for “good algorithms”. Interestingly, we find that the performance of DTRBandit gets better
when $q$ gets smaller and $\Delta$ gets larger. This is consistent with our discovery in Section 5.2 and can serve as a general guideline for choosing these parameters in practice.

6 Conclusions and Future Directions

In this paper, we define and solve the DTR bandit problem, where we can both personalize initial decision to each incoming unit and adapt a second-linear decision after observing the effect of the first-line decision. We propose a novel algorithm that achieves rate-optimal regret under the linear $Q$ model. Our algorithm shows favorable empirical performance in both synthetic scenarios and in a real-world healthcare dataset.

We discuss several extensions of work, some of which we will detail in the appendix. In Appendix C we extend our model to the setting where the feedback from second-stage outcomes may be delayed until after a new unit already arrives. We provide a revised algorithm for a large class of arrival processes, and show that the additional regret due to delays is additive. In Appendix D we discuss the extension to two-stage DTR bandits with more than two arms, where we also allow for the possibility of arms that are everywhere suboptimal, in violation of Assumption 3. We extend our analysis to show that a slightly modified algorithm has the same order of regret as in Theorem 1. Finally, the extension to $M > 2$ stages is straightforward. For each intermediate stage $m \in [M - 1]$, we can compute $\hat{Y}_{m,j} = \max_{a \in [2]} \tilde{\beta}_{a,m+1}(t) \psi_m(t, H_{j,m+1})$ and $\hat{Y}_{m,j} = \max_{a \in [2]} \hat{\beta}_{a,m+1}(t) \psi_m(t, H_{j,m+1})$. The corresponding $\tilde{\beta}_{a,m}(t)$ and $\hat{\beta}_{a,m}(t)$ can be obtained by regressing $\hat{Y}_{m,j}$ and $\hat{Y}_{m,j}$ on $\psi_m(H_{j,m})$. The rest of the algorithm can be extended by changing $m \in [2]$ to $m \in [M]$.
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Appendices

A  Regret Upper Bound Analysis

In this section, we provide an outline for the analysis of the regret upper bound. Here we break up our analysis into modular Propositions, each of which we prove in detail in Appendix B, and then we explain how these results come together to establish Theorem 1.

A.1  OLS Tail Inequality for Adaptive Observations with Measurement Error.

The key to get uniform (over $\mathcal{H}_1$ or $\mathcal{H}_2$) concentration bounds on the estimated $Q$-functions is to get good concentration bounds for the OLS estimators $\hat{\beta}_{a,m}, \hat{\beta}_{a,m}$. However, in our bandit setup, the observations from pulling a certain arm are not independent. Moreover, the true outcome $\max_{a_2 \in [2]} Q_2 (H_{t,2}(a_1), a_2)$ is not observable in practice, and we can only run OLS on an imputed value with some possible measurement error. In this section, we provide a general result for OLS estimators from adaptive samples with measurement error, which will be frequently utilized in later sections.

**Proposition 2 (OLS Tail Inequality for Adaptive Observations with Measurement Error).** Let $S = \{(H_i, Y_i)\}_{i=1}^n$ be samples generated from a linear model $Y_i = \beta^T g(H_i) + \epsilon_i + \delta_i$ with unknown $\beta \in \mathbb{R}^d$ and known $g : \mathcal{H} \rightarrow \mathbb{R}^d$. Assume that there exists a filtration $\{\mathcal{F}_i\}_{i=0}^n$ such that $\{g_j(H_i) \epsilon_i\}_{i=1}^n$ is a martingale difference sequence adapted to the filtration, where $g_j(H_i)$ denotes the $j$-th entry of $g(H_i)$. If $||g(H_i)|| \leq x_{\text{max}}$, $||g(H_i)||_{\infty} \leq x_{\infty}$ and $\epsilon_i$ is $\sigma$-sub-Gaussian for all $i \in [n]$ in an adaptive sense, the following tail inequality holds for all $\chi > 0$ and $\phi > 0$:

$$
\mathbb{P} \left( \left\| \hat{\beta} - \beta \right\| \geq \chi, \lambda_{\text{min}} \left( \hat{\Sigma} \right) \geq \phi \right) \leq 2d \exp \left( -\frac{\chi^2 \phi^2}{8n dx_{\infty}^2 \sigma^2} \right) + \mathbb{P} \left( \sum_{i=1}^n |\delta_i| \geq \frac{\chi \phi}{2x_{\text{max}}} \right),
$$

where $\hat{\Sigma} = \sum_{i=1}^n g(H_i) g^T(H_i)$ and $\hat{\beta} = \hat{\Sigma}^{-1} (\sum_{i=1}^n g(H_i) Y_i)$. 


A.2 Concentration of the Forced-Pull Estimators.

We are now equipped to prove the convergence of our forced-pull estimators. Define \( G_{t,m} \) to be the event that our \( \tilde{Q}_{t,m} \) has \textit{good} estimation accuracy \textit{uniformly} over both arms and all \( h \in \mathcal{H}_m \):

\[
G_{t,m} \triangleq \left\{ \max_{a \in [2]} \sup_{h \in \mathcal{H}_m} |\tilde{Q}_{t,m}(h,a) - Q_m(h,a)| \leq \frac{\Delta_m}{4} \right\}, \quad t \in [T], m \in [2],
\]

and \( G_t \) to be the event that both \( G_{t,1} \) and \( G_{t,2} \) hold at time \( t \):

\[
G_t \triangleq G_{t,1} \cap G_{t,2}.
\]

The following proposition shows that both \( G_{t,1} \) and \( G_{t,2} \) (thus, also \( G_t \)) hold with high probability.

**Proposition 3.** When \( q \geq \bar{C}_1 \lor \bar{C}_2 \) and \( t \geq 64q^2 \),

1. \( P(G_{t,1}) \geq 1 - \frac{8}{t^7} \),
2. \( P(G_{t,2}) \geq 1 - \frac{6}{t^7} \).

To prove Proposition 3, we note that by the construction of forced sampling, \( \{(H_{j,2}, Y_j) : j \in \mathcal{T}_{a,2}(t)\} \) is a set of independent samples. Therefore, we can use Proposition 2 to get concentration bounds for \( \tilde{\beta}_{a,2}(t) \). When \( \tilde{\beta}_{a,2}(t) \) is well-concentrated, \( \tilde{Y}_j \) is close enough to \( \max_{a \in [2]} \beta_{a,2}^T \psi_2(H_{j,2}) \), so applying Proposition 2 again we get concentration bounds for \( \tilde{\beta}_{a,1}(t) \). The only missing part is the positive-definiteness of the design matrices. Because \( \{H_{j,m} : j \in \mathcal{T}_{a,m}(t)\} \) are independent samples, by the matrix Chernoff inequality (see, e.g., Tropp 2013, Theorem 5.1.1), the minimal eigenvalue of the corresponding design matrix concentrates around the minimal eigenvalue of its mean. Assumption 3 guarantees that the latter is strictly positive, thus our design matrix has lower-bounded minimal eigenvalue with high probability (Lemmas 4 and 5). Proposition 3 then follows naturally.

A.3 Concentration of the All-Samples Estimators.

Next, we consider tail bounds on the all-samples estimators. Define \( M_{t,m} \) to be the event that the \textit{minimum} eigenvalues of both \( \hat{\Sigma}_{1,m}(t) \) and \( \hat{\Sigma}_{2,m}(t) \) grow at least linearly in \( t \):

\[
M_{t,m} = \left\{ \lambda_{\min}\left(\hat{\Sigma}_{1,m}(t)\right) \geq \frac{\phi_m t}{4} \right\} \cap \left\{ \lambda_{\min}\left(\hat{\Sigma}_{2,m}(t)\right) \geq \frac{\phi_m t}{4} \right\},
\]

(13)
For notation brevity, we let $M_t = M_{t,1} \cap M_{t,2}$. Consider the samples $\{(H_{j,2}, Y_j)\}_{j \in S_{a,2}(t)}$. Let $F_j$ be the $\sigma$-algebra generated by $\{H_{i,2}, A_{i,2}, Y_i\}_{i \in [j]} \cup H_{j+1,2}$. If we denote the $k$-th entry of $\psi_2(H_{j,2})$ as $\psi_{2k}(H_{j,2})$, it is easy to see that $\left\{\psi_{2k}(H_{j,2})^{(A_{j,1}, \ldots, A_{j,k})} I \{A_{j,2} = a\}\right\}_{j = 1}^T$ is a martingale difference sequence adapted to $F_j$. Therefore, we can use similar arguments as in the proof of Proposition 2 to get tail bounds on $\hat{\beta}_{a,1}(t)$ under the event $M_t$. Moreover, we can apply similar arguments to $\left\{(H_{j,1}, Y_j)\right\}_{j \in S_{a,2}(t)}$ to get a concentration bound on $\hat{\beta}_{a,2}(t)$ under $M_t$. Combining all these parts together we get the following two results:

**Proposition 4.** For any $t \in [T]$,

$$\mathbb{P}\left(\max_{h \in H_{t,1}} |\hat{Q}_{t,1}(h, a) - Q_1(h, a)| > \chi, M_t \right) \leq 2d \exp\left(-\frac{\phi_2^2 \chi^2 t}{128d x_{\max}^2 \sigma^2}\right) + 4d \exp\left(-\frac{\phi_1^2 \phi_2^2 \chi^2 t}{2048d x_{\max}^2 \sigma^2}\right).$$

**Proposition 5.** For any $t \in [T]$,

$$\mathbb{P}\left(\max_{a \in A_{t}} |\hat{Q}_{t,2}(x, a) - Q_2(x, a)| > \chi, M_t \right) \leq 2d \exp\left(-\frac{\phi_2^2 \chi^2 t}{32d x_{\max}^2 \sigma^2}\right).$$

What remains is to prove that $M_t^C$ happens with low probability. Consider the following subsets of $S_{a,m}$:

$$S_{a,1}(t) = \left\{ j \in [t] : j \notin \bigcup_{a_1, a_2 \in [2]} \mathcal{T}_{(a_1, a_2)}, H_{j,1} \in U_{a,1}, G_{j,-1,1} \right\}, \quad (14)$$

$$S_{a,2}(t) = \bigcup_{i \in [2]} \left\{ j \in [t] : j \notin \bigcup_{a_1, a_2 \in [2]} \mathcal{T}_{(a_1, a_2)}, H_{j,1} \in U_{i,1}, H_{j,2(i)} \in U_{a,2}, G_{j,-1} \right\}. \quad (15)$$

Lemma 7 shows that $\{H_{j,m} : j \in S'_{a,m}(t)\}$ are independent samples. We can then prove that under Assumption 3, $|S'_{a,m}(t)| < p_m t/4$ happens with low probability. Moreover, we can apply the matrix Chernoff inequality to show that $\lambda_{\min}\left(\sum_{s \in S'_{a,m}(t)} H_{s,m} H_{s,m}^T\right)$ concentrates around the smallest eigenvalue of the mean of $\sum_{s \in S'_{a,m}(t)} H_{s,m} H_{s,m}^T$, which grows linearly when $|S'_{a,m}(t)| = \Omega(t)$. Using the trivial relationship that $\lambda_{\min}\left(\hat{S}_{a,m}(t)\right) \geq \lambda_{\min}\left(\sum_{s \in S'_{a,m}(t)} H_{s,m} H_{s,m}^T\right)$, since all summand matrices are positive semidefinite, we can get the following bound on $\mathbb{P}(M_t^C)$:

**Proposition 6.** When $q \geq \tilde{C}_1 \vee \tilde{C}_2$, $t \geq 256q^2$ and $t \in \left(\cap_{a_1, a_2 \in [2]} \mathcal{T}_{(a_1, a_2)}^C\right) \cup \{2^i q : i \geq 5\}$ (i.e., when we do not force-pull, or when we are at the last step of a force-pull stage),

$$\mathbb{P}(M_t^C) \leq \sum_{m \in [2]} 2d \exp\left(-\frac{\phi_m t}{48x_{\max}^2}\right) + \frac{280}{t^2}.$$
A.4 Regret Upper Bound

Finally, we can compute the upper bound on our algorithm’s regret. Define \( \mathcal{T}_0 = \{ t : t \leq 256q^2 \} \cup \mathcal{T}_{1,1} \cup \mathcal{T}_{2,1} \). We then decompose the regret of our algorithm into four exhaustive cases:

1. \( R^{(1)} \): when we initialize or explore \((t \in \mathcal{T}_0)\);
2. \( R^{(2)} \): when \( t \not\in \mathcal{T}_0 \), and \( \mathcal{G}_{t-1} \cap \mathcal{M}_{t-1} \) does not hold;
3. \( R^{(3)} \): when \( t \not\in \mathcal{T}_0 \), \( \mathcal{G}_{t-1} \cap \mathcal{M}_{t-1} \) holds, and we pull the suboptimal arm in the first stage;
4. \( R^{(4)} \): when \( t \not\in \mathcal{T}_0 \), \( \mathcal{G}_{t-1} \cap \mathcal{M}_{t-1} \) holds, and we pull the suboptimal arm in the second stage.

Our regret is the sum of these four terms. To analyze our regret, we next show how control each of the terms, \( R^{(1)} \) to \( R^{(4)} \).

First, note that the per-step regret is always bounded by \( 6b_{\max} x_{\max} \). Because we have at most \( 3q \log t \) forced pulls on each arm up to time \( t \) when \( t \geq 64q^2 \) (Lemma 3), it is easy to see that \( R^{(1)} \leq 8q b_{\max} x_{\max} (3 \log T + 128q) \).

Next, Propositions 3 and 6 guarantee that \( \mathbb{P}(\mathcal{G}^C t \cup \mathcal{M}^C t) \) is of order \( O(1/t^2) \), so summing up over \( t \not\in \mathcal{T}_0 \) we get \( R^{(2)} \leq 24b_{\max} x_{\max} (49 + 16d_{\max}^2/\phi_1 + 16d_{\max}^2/\phi_2) \).

Thirdly, when \( \mathcal{G}_{t-1} \cap \mathcal{M}_{t-1} \) holds, we never make a mistake when we use only the \( \tilde{Q} \) estimators to make a decision, so regret comes only when the \( \tilde{Q} \) estimators are close and we use \( \hat{Q} \) estimators to make decisions. When \( \mathbf{H}_{t,1} \) falls into the region where \( |Q_1(\mathbf{H}_{t,1,1}) - Q_1(\mathbf{H}_{t,1,2})| = O (t^{-1/2}) \), our algorithm may pull the suboptimal arm. However, such event happens with low probability \( O(t^{-\alpha_1/2}) \) by Assumption 2 and the regret we incur in such an event is of order \( O(t^{-1/2}) \), so the total regret caused by such event is controllable. On the other hand, when \( \mathbf{H}_{t,1} \) falls into the region where \( |Q_1(\mathbf{H}_{t,1,1}) - Q_1(\mathbf{H}_{t,1,2})| = \Omega (t^{-1/2}) \), by Proposition 4 we very rarely make a mistake and pull the suboptimal arm at time \( t \). Therefore, using a peeling argument, we obtain \( R^{(3)} \leq 2^{2\alpha_1+2\gamma_1} C_1^{-\alpha_1+1} (M + 2)^{\alpha_1+2} + 2^{\alpha_1+6} f(\alpha_1) \).

The analysis of \( R^{(4)} \) is almost analogous to the analysis of \( R^{(3)} \), and we get \( R^{(4)} \leq 2^{\alpha_2+3\gamma_2} C_2^{-\alpha_2+1} (M + 2)^{\alpha_2+2} + 2^{\alpha_2+4} f(\alpha_2) \). Adding all four terms together we get the result in Theorem 1.
B Omitted Proofs

In this section, any $a$ denotes one of the arms and can take value in $[2]$.

B.1 Proofs in Section 2

Proof of Proposition 1. On one hand,

$$
E \left[ Y_t(A^*_t, A^*_t) \right] = E \left[ Q_2(H^*_t, A^*_t) \right] \\
= E \left[ \max_{a_2} Q_2(H^*_t, a_2) \right] \\
= E \left[ \max_{a_2} Q_2(H^*_t, a_2) | X_t, A^*_t \right] \\
= E \left[ Q_1(X_t, A^*_t) \right].
$$

On the other hand,

$$
E \left[ Y_t(A_t, A_t) \right] = E \left[ Q_2(H_t, A_t) \right] \\
= E \left[ \max_{a_2} Q_2(H_t, a_2) \right] - E \left[ \max_{a_2} Q_2(H_t, a_2) | X_t, A_t \right] + E \left[ Q_2(H_t, A_t) \right] \\
= E \left[ Q_1(X_t, A_t) - \max_{a_2} Q_2(H_t, a_2) \right] + E \left[ Q_2(H_t, A_t) \right].
$$

Taking a difference between these two we get the desired result.

Proof of Lemma 1. We will give a detailed proof for $\alpha_1 = 1$. The arguments for $\alpha_2 = 1$ are similar.

For simplicity suppose $\beta_{1,1} \neq \beta_{2,1}$; otherwise pulling either arm is optimal in stage 1. Letting $V_d(R)$ be the volume of the $R$-radius $d$-ball, we have

$$
P(0 < |Q_1(X_{t,1}) - Q_1(X_{t,2})| \leq \kappa) \leq 2P(0 < (\beta_{1,1} - \beta_{2,1})^T \psi_1(X_{t,1}) \leq \kappa) \\
\leq 2\mu_{\max} \int_0^{\kappa/\|\beta_{1,1} - \beta_{2,1}\|} V_{d-1} \left( (x_{\max}^2 - u^2)^{1/2} \right) du \\
\leq 12\mu_{\max} x_{\max}^d \kappa / \|\beta_{1,1} - \beta_{2,1}\|.
$$
B.2 Proofs for Regret Upper Bound

B.2.1 Proofs in Appendix A.1

Proof of Proposition 2. It is easy to check that \( \hat{\beta} - \beta = \hat{\Sigma}^{-1} \left( \sum_{i=1}^{n} g(H_i)\epsilon_i + \sum_{i=1}^{n} g(H_i)\delta_i \right) \). When the event \( \lambda_{\text{min}}(\hat{\Sigma}) \geq \phi \) holds,

\[
\| \hat{\beta} - \beta \| = \| \hat{\Sigma}^{-1} \left( \sum_{i=1}^{n} g(H_i)\epsilon_i + \sum_{i=1}^{n} g(H_i)\delta_i \right) \|
\leq \| \hat{\Sigma}^{-1} \| \cdot \left( \left\| \sum_{i=1}^{n} g(H_i)\epsilon_i \right\| + \left\| \sum_{i=1}^{n} g(H_i)\delta_i \right\| \right)
\leq \frac{1}{\phi} \left\| \sum_{i=1}^{n} g(H_i)\epsilon_i \right\| + \frac{1}{\phi} \left\| \sum_{i=1}^{n} g(H_i)\delta_i \right\|
\leq \frac{1}{\phi} \left\| \sum_{i=1}^{n} g(H_i)\epsilon_i \right\| + \frac{x_{\text{max}}}{\phi} \sum_{i=1}^{n} |\delta_i|.
\]

Therefore, for any \( \chi > 0 \),

\[
P\left( \| \hat{\beta} - \beta \| \geq \chi, \lambda_{\text{min}}(\hat{\Sigma}) \geq \phi \right) \leq P\left( \sum_{i=1}^{n} g(H_i)\epsilon_i \geq \frac{\chi\phi}{2} \right) + P\left( \sum_{i=1}^{n} |\delta_i| \geq \frac{\chi\phi}{2x_{\text{max}}} \right).
\]

Note that

\[
P\left( \sum_{i=1}^{n} g(H_i)\epsilon_i \geq \frac{\chi\phi}{2} \right) \leq d \sum_{j=1}^{d} P\left( \sum_{i=1}^{n} g_j(H_i)\epsilon_i \geq \frac{\chi\phi}{2\sqrt{d}} \right).
\]

Because each \( g_j(H_i)\epsilon_i \) is \( x_\infty \sigma \)-sub-Gaussian and \( \{ g_j(H_i)\epsilon_i \}_{i=1}^{n} \) is a martingale difference sequence adapted to the filtration \( \{ \mathcal{F}_i \}_{i=0}^{n} \), by Wainwright (2019, theorem 2.19),

\[
P\left( \sum_{i=1}^{n} g_j(H_i)\epsilon_i \geq \frac{\chi\phi}{2\sqrt{d}} \right) \leq 2 \exp \left( - \frac{\chi^2\phi^2}{8ndx_\infty^2\sigma^2} \right).
\]

Combining all above pieces we complete the proof.

\[\square\]

B.2.2 Proofs in Appendix A.2

First, we prove a supporting lemma on that bounds the number of forced pulls. Its proof is modified from lemma EC.8 in Bastani and Bayati (2020).

Lemma 3. If \( t \geq 64q^2 \), then \( q \log t \leq |T_{a,m}(t)| \leq 3q \log t \).
Proof of Lemma 3. Define the $n$-th consecutive round of forced pulls as

$$L_n = \{(2^{n+2} - 4)q + 1, \ldots, 2^{n+2}q\}, \quad n \geq 0.$$ 

By construction, each arm $a$ is sampled $2q$ times in the $m$-th stage during $L_n$. Let $n_t = \sup \{j \in \mathbb{N} : t \geq 2^{j+2}q\}$, and we have $2n_tq \leq |T_{a,m}(t)| \leq 2(n_t + 1)q$.

To obtain the lower bound, note that $t \leq 2^{n_t+3}q$, which implies $n_t \geq \log(t/8q)$. For $t \geq 64q^2$,

$$|T_{a,m}(t)| \geq 2n_tq \geq 2q \log \left(t/8q \right) \geq 2q \left(\log t - \log(8q) \right) \geq q \log t.$$

To obtain the upper bound, note that $t \geq 2^{n_t+2}q$, which implies $n_t \leq \log_2(t/4q)$.

$$|T_{a,m}(t)| \leq 2(n_t + 1)q \leq 2 \log_2(t/2q)q \leq 3q \log t.$$

I. Positive Definiteness of Design Matrices.

**Lemma 4.** For any $t \in [T]$,

$$\mathbb{P} \left( \lambda_{\min} \left( \tilde{\Sigma}_{a,1}(t) \right) \leq \frac{\phi_1}{2} \left| T_{a,1}(t) \right| \right) \leq d \exp \left( - \frac{|T_{a,1}(t)| \phi_1}{8x_{\max}^2} \right).$$

**Proof of Lemma 4.** First we have

$$\lambda_{\max} \left( \psi_1 \left( H_{j,1} \right) \psi_1^T \left( H_{j,1} \right) \right) = \max_{\|u\|=1} u^T \psi_1 \left( H_{j,1} \right) \psi_1^T \left( H_{j,1} \right) u \leq x_{\max}^2.$$ 

Moreover,

$$\lambda_{\min} \left( \mathbb{E} \left[ \tilde{\Sigma}_{a,1}(t) \right] \right) = \lambda_{\min} \left( \sum_{j \in T_{a,1}(t)} \mathbb{E} \left[ \psi_1 \left( H_{j,1} \right) \psi_1^T \left( H_{j,1} \right) \right] \right) \geq \lambda_{\min} \left( \sum_{j \in T_{a,1}(t)} \mathbb{E} \left[ \psi_1 \left( H_{j,1} \right) \psi_1^T \left( H_{j,1} \right) \right] \mathbb{I} \{H_{j,1} \in U_{a,1}\} \right) \geq \lambda_{\min} \left( \mathbb{E} \left[ \psi_1 \left( H_{j,1} \right) \psi_1^T \left( H_{j,1} \right) \right] \mathbb{I} \{H_{j,1} \in U_{a,1}\} \right) \geq \phi_1 \left| T_{a,1}(t) \right|. $$
Because \( \{ \psi_1 (H_{j,1}) \psi_1^T (H_{j,1}) \}_{j \in T_{a,1}(t)} \) are independent, by Matrix Chernoff inequality \( cf. \) Tropp 2015, Theorem 5.1.1,

\[
P \left( \lambda_{\min} \left( \tilde{\Sigma}_{a,1}(t) \right) \leq \frac{\phi_1}{2} |T_{a,1}(t)| \right) \leq d \exp \left( -\frac{|T_{a,1}(t)| \phi_1}{8 \mu_{\max}^2} \right).
\]

\[\square\]

**Lemma 5.** For any \( t \in [T] \),

\[
P \left( \lambda_{\min} \left( \tilde{\Sigma}_{a,2}(t) \right) \leq \frac{\phi_2}{4} |T_{a,2}(t)| \right) \leq d \exp \left( -\frac{|T_{a,2}(t)| \phi_2}{16 \mu_{\max}^2} \right).
\]

**Proof of Lemma 5.** By the same argument as in Lemma 4, we know \( \lambda_{\max} (\psi_2 (H_{j,2}) \psi_2^T (H_{j,2})) \leq \mu_{\max} \). Note that

\[
\tilde{\Sigma}_{a,2}(t) = \sum_{j \in T_{a,2}(t)} \psi_2 (H_{j,2}) \psi_2^T (H_{j,2})
\]

\[= \sum_{j \in T_{a,2}(t) \cap T_{1,1}(t)} \psi_2 (H_{j,2}(1)) \psi_2^T (H_{j,2}(1)) + \psi_2 (H_{j,2}(2)) \psi_2^T (H_{j,2}(2)), \]

where the last equality follows from our forced-pull schedule. Since

\[
\lambda_{\min} \left( \sum_{j \in T_{a,2}(t) \cap T_{1,1}(t)} \mathbb{E} [\psi_2 (H_{j,2}(1)) \psi_2^T (H_{j,2}(1)) + \psi_2 (H_{j,2}(2)) \psi_2^T (H_{j,2}(2))] \right)
\]

\[= \lambda_{\min} \left( \sum_{j \in T_{a,2}(t) \cap T_{1,1}(t)} \sum_{a_1 \in [2]} \mathbb{E} [\psi_2 (H_{j,2}(a_1)) \psi_2^T (H_{j,2}(a_1))] \right)
\]

\[\geq \sum_{j \in T_{a,2}(t) \cap T_{1,1}(t)} \lambda_{\min} \left( \sum_{a_1 \in [2]} \mathbb{E} [\psi_2 (H_{j,2}(a_1)) \psi_2^T (H_{j,2}(a_1))] \right)
\]

\[\geq \frac{\phi_2}{2} |T_{a,2}(t)|,
\]

and each term in the sum is independent, by Matrix Chernoff inequality,

\[
P \left( \lambda_{\min} \left( \tilde{\Sigma}_{a,2}(t) \right) \leq \frac{\phi_2}{4} |T_{a,2}(t)| \right) \leq d \exp \left( -\frac{|T_{a,2}(t)| \phi_2}{16 \mu_{\max}^2} \right).
\]

\[\square\]
II. Concentration of $\hat{Q}_{t,1}$ and $\hat{Q}_{t,2}$.

Proof of Proposition 3. First of all, for any $\chi > 0$,

$$\mathbb{P}\left(\|\tilde{\beta}_{a_2,2}(t) - \beta_{a_2,2}\| \geq \chi\right) \leq \mathbb{P}\left(\|\tilde{\beta}_{a_2,2}(t) - \beta_{a_2,2}\| \geq \chi, \lambda_{\min}\left(\Sigma_{a_2,2}(t)\right) \geq \frac{\phi_2}{4} |T_{a_2,2}(t)|\right) + d \exp\left(-\frac{|T_{a_2,2}(t)| \phi_2}{16x_{\max}^2}\right),$$

where the first inequality follows from Lemma 4 and the second inequality follows from Proposition 2. Statement 2 is a direct consequence of this result:

$$\mathbb{P}\left(\max_{a_2 \in [2]} \sup_{h \in H_2} |\hat{Q}_{t,2}(h, a_2) - Q_1(h, a_2)| > \frac{\Delta_2}{4}\right)$$

$$\leq \sum_{a_2 \in [2]} \mathbb{P}\left(\|\tilde{\beta}_{a_2,2}(t) - \beta_{a_2,2}\| > \frac{\Delta_2}{4x_{\max}}\right)$$

$$\leq 4d \exp\left(-\frac{\Delta_2^2 \phi_2^2 |T_{a_2,2}(t)|}{2048dx_{\max}^2 \sigma^2}\right) + 2d \exp\left(-\frac{|T_{a_2,2}(t)| \phi_2}{16x_{\max}^2}\right),$$

where the last inequality follows from Lemma 3 and $q \geq \tilde{C}_1$.

We now prove Statement 1. Note that

$$\mathbb{P}\left(\max_{a_1 \in [2]} \sup_{h \in H_1} |\hat{Q}_{t,1}(h, a_1) - Q_1(h, a_1)| > \frac{\Delta_1}{4}\right)$$

$$\leq \sum_{a_1 \in [2]} \mathbb{P}\left(\|\tilde{\beta}_{a_1,1}(t) - \beta_{a_1,1}\| > \frac{\Delta_1}{4x_{\max}}\right)$$

$$\leq \sum_{a_1 \in [2]} \mathbb{P}\left(\|\tilde{\beta}_{a_1,1}(t) - \beta_{a_1,1}\| > \frac{\Delta_1}{4x_{\max}}, \lambda_{\min}\left(\Sigma_{a_1,1}(t)\right) > \frac{\phi_1}{2} |T_{a_1,1}(t)|\right) + d \exp\left(-\frac{|T_{a_1,1}(t)| \phi_1}{8x_{\max}^2}\right),$$

where the last inequality follows from a union bound and Lemma 4. For any $j \in T_{a_1,1}(t)$,

$$\tilde{Y}_j = \max_{a \in [2]} \tilde{\beta}_{a,2}^T(t)\psi_2(H_{j,2})$$

$$= \beta_{a_1,1}^T \psi(X_{t,1}) + \max_{a \in [2]} \beta_{a_2,2}^T \psi_2(H_{j,2}) - \beta_{a_1,1}^T \psi(X_{t,1}) + \max_{a \in [2]} \tilde{\beta}_{a_2,2}^T(t)\psi_2(H_{j,2}) - \max_{a \in [2]} \beta_{a,2}^T \psi_2(H_{j,2})$$

$$= \beta_{a_1,1}^T \psi(X_{t,1}) + \tilde{y}_{j,1}^{(a_1)} + \max_{a \in [2]} \tilde{\beta}_{a_2,2}^T(t)\psi_2(H_{j,2}) - \max_{a \in [2]} \beta_{a_2,2}^T \psi_2(H_{j,2}).$$
Lemma 6. By Proposition [2]

\[ \Pr \left( \left\| \tilde{\beta}_{a,1}(t) - \beta_{a,1} \right\| > \frac{\Delta_1}{4x_{\max}}, \lambda_{\min} \left( \tilde{\Sigma}_{a,1}(t) \right) > \frac{\phi_1}{2} |T_{a,1}(t)| \right) \]

\[ \leq 2d \exp \left( - \frac{\Delta_1^2 \phi^2 |T_{a,1}(t)|}{512d x_{\max}^2 x_2 \sigma^2} \right) + \Pr \left( \sum_{j \in T_{a,1}(t)} \max_{a \in [2]} \tilde{\beta}_{a,2}(t) \psi_2(H_{j,2}) - \max_{a \in [2]} \beta_{a,2} \psi_2(H_{j,2}) \geq \frac{\Delta_1 \phi_1 |T_{a,1}(t)|}{16x_{\max}^2} \right) \]

\[ \leq 2d \exp \left( - \frac{\Delta_1^2 \phi^2 |T_{a,1}(t)|}{512d x_{\max}^2 x_2 \sigma^2} \right) + \sum_{a \in [2]} \Pr \left( \| \tilde{\beta}_{a,2} - \beta_{a,2} \| \geq \frac{\Delta_1 \phi_1}{16x_{\max}^3} \right) \]

\[ \leq 2d \exp \left( - \frac{\Delta_1^2 \phi^2 |T_{a,1}(t)|}{32768d x_{\max}^2 x_2 \sigma^2} \right) + d \exp \left( - \frac{|T_{a,2}(t)| \phi_2}{16x_{\max}^2} \right) \]

\[ \leq \frac{8}{t^2}, \]

where the last inequality follows from Lemma [3] \( q \geq \tilde{C}_1 \vee \tilde{C}_2 \).

\[ \Box \]

### B.2.3 Proofs in Appendix [A.3]

#### I. Characterization of \( S'_{a,m}(t) \).

**Lemma 6.** For any \( t \in [T] \), \( a, m \in [2] \),

\[ S'_{a,m}(t) \subseteq S_{a,m}(t). \]

**Proof of Lemma [6].** If we have \( \max_{a \in [2]} \sup_{h \in H} |\tilde{Q}_{j-1,1}(h,a) - Q_1(h,a)| \leq \Delta_1/4 \) (i.e., \( \mathcal{G}_{j-1,1} \)) and \( Q_1(H_{j,1,a}) > Q_1(H_{j,1,a}) + \Delta_1 \) (i.e., \( H_{j,1} \in U_{a,1} \)), we know

\[ \tilde{Q}_{j-1,1}(H_{j,1,a}) - \tilde{Q}_{j-1,1}(H_{j,1,3-a}) \]

\[ > \tilde{Q}_{j-1,1}(H_{j,1,a}) - Q_1(H_{j,1,a}) + Q_1(H_{j,1,3-a}) - \tilde{Q}_{j-1,1}(H_{j,1,a}) + \Delta_1 \]

\[ > \frac{\Delta_1}{2}. \]

By our algorithm, whenever \( j \notin \cup_{a_1,a_2 \in [2]} T_{(a_1,a_2)} \) and \( \tilde{Q}_{j-1,1}(H_{j,1,a}) - \tilde{Q}_{j-1,1}(H_{j,1,3-a}) > \Delta_1/2 \), we pull arm \( a \). Therefore, \( S'_{a,1}(t) \subseteq S_{a,1}(t) \).

Define

\[ S'_{(i,a)}(t) = \{ j \in [t] : j \notin \cup_{a_1,a_2 \in [2]} T_{(a_1,a_2)}, H_{j,1} \in U_{i,1}, H_{j,2}(i) \in U_{a,2}, \mathcal{G}_{j-1,1} \}, \]

so we have \( S'_{a,2}(t) = \cup_{i \in [2]} S'_{(i,a)}(t) \). Because \( S'_{(i,a)}(t) \subseteq S_{i,1}(t) \subseteq S_{a,1}(t) \), for any \( j \in S'_{(i,a)}(t) \), we have \( H_{j,2} = H_{j,2}(i) \). Moreover, \( \mathcal{G}_{j-1,2} \) and \( H_{j,2} \in U_{a,2} \) implies \( \tilde{Q}_{j-1,2}(H_{j,2,a}) - \tilde{Q}_{j-1,2}(H_{j,2}(i),a) < \Delta_2 \leq \Delta_1/4 \) and \( \tilde{Q}_{j-1,2}(H_{j,2,a}) - Q_2(H_{j,2}(i),a) + Q_2(H_{j,2}(i),a) - \tilde{Q}_{j-1,2}(H_{j,2}(i),a) + \Delta_1 \]

\[ > \Delta_1/2. \]
\[ Q_{j-1,2}(H_{j,2}, 3 - a) > \Delta_2/2, \text{ and by our algorithm } A_{j,2} = a. \text{ Thus } S'_{i,a}(t) \subseteq S_{a,2}(t), \text{ so } S'_{a,2}(t) \subseteq S_{a,2}(t). \]

\[ \square \]

**Lemma 7.** \{H_{j,1} : j \in S'_{a,1}(t)\} are i.i.d. and \{H_{j,2} : j \in S'_{a,2}(t)\} are independent samples.

**Proof of Lemma 7** Note that \( j \notin \cup_{a_1, a_2 \in [2]} T_{(a_1, a_2)} \) is deterministic. Because \( G_{j-1,1} \) and \( G_{j-1} \) only depend on samples in \( T_{1,1}(j - 1) \cup T_{2,1}(j - 1) \), they are independent of \( H_{j,1}, H_{j,2}(1) \) and \( H_{j,2}(2) \). Therefore, \( \{H_{j,1} : j \notin \cup_{a_1, a_2 \in [2]} T_{(a_1, a_2)} \} \) are i.i.d. samples from \( \mathcal{P}(X_1, H_{j,2}(1), H_{j,2}(2)) \), and whether \( H_{j,1} \) falls in \( U_{a,1} \) and whether \( \cup_{i \in [2]} \{H_{j,1} \in U_{i,1}, H_{j,2}(i) \in U_{a,2}\} \) holds are simply rejection sampling, so the results follow. \( \square \)

**II. Bounding \( \mathcal{M}^C_t \)**

**Proof of Proposition 6** Note that for any \( n \in \{0, 1, 2, \ldots\} \), we do not perform any forced-sampling in \( [2^{n+1}q + 1, (2^{n+2} - 4)q] \). For any \( t \in \left( \cap_{a_1, a_2 \in [2]} T_{(a_1, a_2)}^C \right) \cup \{2^q, \} \geq 5 \), define

\[ n_t = \sup \{ j \in \mathbb{N}_+ : t \geq 2^{j+2}q \} , \]

\[ V_t = [2^{n_t+1}q + 1, (2^{n_t+2} - 4)q] \cup [2^{n_t+2}q + 1, t] . \]

When \( t \geq 32q \),

\[ |V_t| = t - 2^{n_t+1}q - 4q \geq \frac{t}{2} - 4q \geq \frac{3}{5} t. \]

Let

\[ N_{a,m}(t) \triangleq S'_{a,m}(t) \cap V_t \subseteq S'_{a,m}(t). \]

We have

\[ \mathbb{I} \{ s \in N_{a,1}(t) \} = \mathbb{I} \{ G_{s-1,1} \} \mathbb{I} \{ H_{s,1} \in U_{a,1} \} \mathbb{I} \{ s \in V_t \} \geq \mathbb{I} \{ G_{2^{n_t+1}q} \} \mathbb{I} \{ G_{2^{n_t+2}q} \} \mathbb{I} \{ H_{s,1} \in U_{a,1} \} \mathbb{I} \{ s \in V_t \} , \]

where the inequality follows from the fact that when \( s \in [2^{n_t+1}q + 1, (2^{n_t+2} - 4)q] \), \( G_{s-1} = G_{2^{n_t+1}q} \) and when \( s \in [2^{n_t+2}q + 1, t] \), \( G_{s-1} = G_{2^{n_t+2}q} \).
Note that
\[
\lambda_{\min} \left( \hat{\Sigma}_{a,m}(t) \right) = \lambda_{\min} \left( \sum_{s \in S_{a,m}(t)} \psi_m(\mathbf{H}_{s,m}) \psi_m^T(\mathbf{H}_{s,m}) \right) \\
\geq \lambda_{\min} \left( \sum_{s \in N_{a,m}(t)} \psi_m(\mathbf{H}_{s,m}) \psi_m^T(\mathbf{H}_{s,m}) \right).
\]

Moreover, we have
\[
\lambda_{\min} \left( \mathbb{E} \left[ \sum_{s \in N_{a,1}(t)} \psi_1(\mathbf{H}_{s,1}) \psi_1^T(\mathbf{H}_{s,1}) \mid G_{2^{n+1}q} \cap G_{2^{n+1}q} \right] \right) \\
\geq \lambda_{\min} \left( \mathbb{E} \left[ \sum_{s \in V_i} \psi_1(\mathbf{H}_{s,1}) \psi_1^T(\mathbf{H}_{s,1}) \mathbb{I} \{ \mathbf{H}_{s,1} \in U_{a,1} \} \mathbb{I} \{ G_{2^{n+1}q} \cap G_{2^{n+1}q} \} \right] \right) \\
= \lambda_{\min} \left( \mathbb{E} \left[ \sum_{s \in V_i} \psi_1(\mathbf{H}_{s,1}) \psi_1^T(\mathbf{H}_{s,1}) \mathbb{I} \{ \mathbf{H}_{s,1} \in U_{a,1} \} \right] \right) \\
\geq \frac{3\phi_1 t}{8},
\]
and, by similar arguments,
\[
\lambda_{\min} \left( \mathbb{E} \left[ \sum_{s \in N_{a,2}(t)} \psi_2(\mathbf{H}_{s,2}) \psi_2^T(\mathbf{H}_{s,2}) \mid G_{2^{n+1}q} \cap G_{2^{n+1}q} \right] \right) \geq \frac{3\phi_2 t}{8}.
\]

By matrix Chernoff inequality (cf. Tropp 2015, Theorem 5.1.1),
\[
\mathbb{P} \left( \lambda_{\min} \left( \hat{\Sigma}_{a,m}(t) \right) \leq \frac{\phi_m t}{4}, G_{2^{n+1}q} \cap G_{2^{n+1}q} \right) \\
\leq \mathbb{P} \left( \lambda_{\min} \left( \sum_{s \in N_{a,m}(t)} \psi_m(\mathbf{H}_{s,m}) \psi_m^T(\mathbf{H}_{s,m}) \right) \leq \frac{\phi_m t}{4}, G_{2^{n+1}q} \cap G_{2^{n+1}q} \right) \\
\leq d \exp \left( -\frac{\phi_m t}{48x_{2\max}^2} \right).
\]

Finally, since \(2^{n+1}q > t/4 \geq 64q^2\), by Proposition 3,
\[
\mathbb{P} \left( G_{2^{n+1}q}^C \cup G_{2^{n+1}q+1}^C \right) \leq \frac{14}{(t/4)^2} + \frac{14}{(t/2)^2} \leq \frac{280}{t^2}.
\]

By a union bound we have
\[
\mathbb{P} \left( \mathcal{M}_t^C \right) \leq \sum_{m \in [2]} \sum_{a \in [2]} \mathbb{P} \left( \lambda_{\min} \left( \hat{\Sigma}_{a,m}(t) \right) \leq \frac{\phi_m t}{4}, G_{2^{n+1}q} \cap G_{2^{n+1}q} \right) + \mathbb{P} \left( G_{2^{n+1}q}^C \cup G_{2^{n+1}q+1}^C \right) \\
\leq 2d \exp \left( -\frac{\phi_m t}{48x_{2\max}^2} \right) + \frac{280}{t^2}.
\]
\[\square\]
III. Concentration of $\hat{Q}_{t,1}$ and $\hat{Q}_{t,2}$.

Proof of Propositions 4 and 5. First, following similar arguments as in the proof of Proposition 2 when the event $\lambda_{\text{min}}\left(\hat{\Sigma}_{a,2}(t)\right) \geq \phi$ holds,

$$
\left\|\hat{\beta}_{a,2}(t) - \beta_{a,2}\right\| \leq \frac{1}{\phi} \left\| \sum_{j \in S_{a,2}(t)} \psi_2(H_{j,2})\eta_{j,2}^{(A_j,1,a)} \right\| 
= \frac{1}{\phi} \left\| \sum_{j=1}^t \psi_2(H_{j,2})\eta_{j,2}^{(A_j,1,a)} \mathbb{I}\{A_j = a\} \right\|.
$$

Let $\mathcal{F}_j$ be the $\sigma$-algebra generated by $\{H_{i,2}, A_i, Y_i\}_{i \in[j]} \cup H_{j+1,2}$. If we denote the $k$-th entry of $\psi_2(H_{j,2})$ as $\psi_{2k}(H_{j,2})$, it is easy to see that $\left\{\psi_{2k}(H_{j,2})\eta_{j,2}^{(A_j,1,a)} \mathbb{I}\{A_j = a\}\right\}_{j=1}^T$ is a martingale difference sequence adapted to $\{\mathcal{F}_j\}_{j=1}^T$. Thus, for any $\chi' > 0$,

$$
\mathbb{P}\left(\left\|\hat{\beta}_{a,2}(t) - \beta_{a,2}\right\| > \chi', \lambda_{\text{min}}\left(\hat{\Sigma}_{a,2}(t)\right) \geq \phi\right) 
\leq \sum_{k=1}^{d} \mathbb{P}\left(\left\| \sum_{j=1}^t \psi_{2k}(H_{j,2})\eta_{j,2}^{(A_j,1,a)} \mathbb{I}\{A_j = a\} \right\| > \frac{\phi \chi'}{\sqrt{d}}\right) 
\leq 2d \exp\left(-\frac{\phi^2 \chi'^2}{2tdx_2^2 \sigma^2}\right).
$$

where the last inequality follows from Wainwright (2019, theorem 2.19).

Proposition 5 is a direct consequence of Eq. (19):

$$
\mathbb{P}\left(\max_{h \in \mathcal{H}_2} \left|\hat{Q}_{t,2}(h, a) - Q_2(h, a)\right| > \chi, \mathcal{M}_t\right) 
\leq \mathbb{P}\left(\left\|\hat{\beta}_{a,2}(t) - \beta_{a,2}\right\| > \frac{\chi}{x_{\text{max}}}, \lambda_{\text{min}}\left(\hat{\Sigma}_{a,2}(t)\right) \geq \frac{\phi^2 t}{4}\right) 
\leq 2d \exp\left(-\frac{\phi^2 \chi^2}{32dx_2^2 x_{\text{max}}^2 \sigma^2}\right).
$$

Now we prove Proposition 4. Note that

$$
\mathbb{P}\left(\max_{h \in \mathcal{H}_1} \left|\hat{Q}_{t,1}(h, a) - Q_1(h, a)\right| > \chi, \mathcal{M}_t\right) 
\leq \mathbb{P}\left(\left\|\hat{\beta}_{a,1}(t) - \beta_{a,1}\right\| > \frac{\chi}{x_{\text{max}}}, \mathcal{M}_t\right).
$$
Recall that \( \hat{\beta}_{a,1}(t) = \hat{\Sigma}_{a,1}^{-1}(t) \left( \sum_{j \in S_{a,1}(t)} \psi_1(H_{j,1}) \hat{Y}_j \right) \), where

\[
\hat{Y}_j = \max_{a_2 \in [2]} \hat{\beta}_{a_2,2}(t) \psi_2(H_{j,2}) \\
= \beta_{a,1}^T \psi(H_{t,1}) + \left( \max_{a_2 \in [2]} \beta_{a_2,2}^T \psi_2(H_{j,2}) - \beta_{a,1}^T \psi(H_{t,1}) \right) + \left( \max_{a_2 \in [2]} \hat{\beta}_{a_2,2}^T(t) \psi_2(H_{j,2}) - \max_{a_2 \in [2]} \beta_{a_2,2}^T \psi_2(H_{j,2}) \right) \\
= \beta_{a,1}^T \psi(H_{t,1}) + \eta_{j,1}^{(a)} + \left( \max_{a_2 \in [2]} \hat{\beta}_{a_2,2}^T(t) \psi_2(H_{j,2}) - \max_{a_2 \in [2]} \beta_{a_2,2}^T \psi_2(H_{j,2}) \right). \\
\]

Following similar arguments as in the proof of Proposition \ref{prop:asymptotic_normality}, when the event \( \lambda_{\min} \left( \hat{\Sigma}_{a,1}(t) \right) \geq \phi_1 t/4 \) holds,

\[
\left\| \hat{\beta}_{a,1}(t) - \beta_{a,1} \right\| \leq \frac{4}{\phi_1 t} \left\| \sum_{j \in S_{a,1}(t)} \psi_1(H_{j,1}) \eta_{j,1}^{(a)} \right\| + \frac{4x_{\text{max}}}{\phi_1 t} \sum_{j \in S_{a,1}(t)} |\delta_j| \\
\leq \frac{4}{\phi_1 t} \left\| \sum_{j=1}^t \psi_1(H_{j,1}) \eta_{j,1}^{(a)} \mathbb{I} \{ A_{j,1} = a \} \right\| + \frac{4x_{\text{max}}^2}{\phi_1} \max_{a_2 \in [2]} \left\| \hat{\beta}_{a_2,2}(t) - \beta_{a_2,2} \right\|. 
\]

Therefore,

\[
\mathbb{P} \left( \left\| \hat{\beta}_{a,1}(t) - \beta_{a,1} \right\| > \frac{\chi}{x_{\text{max}}} M_t \right) \\
\leq \mathbb{P} \left( \left\| \sum_{j=1}^t \psi_1(H_{j,1}) \eta_{j,1}^{(a)} \mathbb{I} \{ A_{j,1} = a \} \right\| > \frac{\phi_1 t \chi}{8x_{\text{max}}} \right) \\
+ \sum_{a_2 \in [2]} \mathbb{P} \left( \left\| \hat{\beta}_{a_2,2}(t) - \beta_{a_2,2} \right\| > \frac{\phi_1 \chi}{8x_{\text{max}}^3}, \lambda_{\min} \left( \hat{\Sigma}_{a_2,2}(t) \right) \geq \frac{\phi_2 t}{4} \right) \\
\leq 2d \exp \left( - \frac{\phi_1^2 \chi^2 t}{128 d x_{\text{max}}^2 x_{\text{max}}^2 \sigma^2} \right) + 4d \exp \left( - \frac{\phi_1^2 \phi_2^2 \chi^2 t}{2048 d x_{\text{max}}^2 x_{\text{max}}^2 \sigma^2} \right),
\]

where the last inequality follows from \cite{Wainwright2019} theorem 2.19 and Eq. \ref{eq:svm_bound}. \hfill \Box
B.2.4 Proof of Regret Upper Bound.

Proof of Theorem 1. Denote our algorithm as $A$. We have

$$R_T(A) = \sum_{t=1}^{T} \mathbb{E} \left[ |Q_1(H_{t,1}, 1) - Q_1(H_{t,1}, 2)| \mathbb{1}\{A_{t,1} \neq A_{t,1}^*\} \right] +$$

$$\sum_{t=1}^{T} \mathbb{E} \left[ |Q_2(H_{t,2}, 1) - Q_2(H_{t,2}, 2)| \mathbb{1}\{A_{t,2} \neq \arg\max_{a_2} Q_2(H_{t,2}, a_2)\} \right] \leq \sum_{t \in T_0} 4b_{\max}x_{\max} + \sum_{t \notin T_0} \mathbb{E} \left[ 4b_{\max}x_{\max} \mathbb{1}\{G_{t-1} \cup M_{t-1}\} \right]$$

$$\sum_{t \in T_0} 4b_{\max}x_{\max} + \sum_{t \notin T_0} \mathbb{E} \left[ 4b_{\max}x_{\max} \mathbb{1}\{G_{t-1} \cup M_{t-1}\} \right]$$

$$+ \sum_{t \notin T_0} \mathbb{E} \left[ |Q_1(H_{t,1}, 1) - Q_1(H_{t,1}, 2)| \mathbb{1}\{A_{t,1} \neq A_{t,1}^*, G_{t-1} \cap M_{t-1}\} \right]$$

$$+ \sum_{t \notin T_0} \mathbb{E} \left[ |Q_2(H_{t,2}, 1) - Q_2(H_{t,2}, 2)| \mathbb{1}\{A_{t,2} \neq \arg\max_{a_2} Q_2(H_{t,2}, a_2), G_{t-1} \cap M_{t-1}\} \right].$$

We now control each term of $R^{(1)}$ to $R^{(4)}$.

**Step I. Controlling $R^{(1)}$.** By Lemma 3 and the construction of our forced sampling schedule, $|T_0| \leq 6q \log T + 256q^2$, so

$$R^{(1)} \leq 8qb_{\max}x_{\max}(3 \log T + 128q).$$

**Step II. Controlling $R^{(2)}$.** By Propositions 3 and 6 when $t \geq 256q^2$ and $t \in \bigcap_{a_1,a_2 \in [2]} T_{(a_1,a_2)}^{C} \cup \{2^j q\}_{j \geq 5}$,

$$\mathbb{P} (G_{t}^{C} \cup M_{t}^{C}) \leq \mathbb{P} (G_{t}^{C}) + \mathbb{P} (M_{t}^{C})$$

$$\leq \frac{294}{t^2} + \sum_{m \in [2]} 2d \exp \left( -\frac{\phi_{m} t}{48x_{\max}^2} \right) \triangleq f_0(t).$$
Therefore,

\[
R^{(2)} = 4b_{\text{max}}x_{\text{max}} \sum_{t \notin \mathcal{T}_0} \mathbb{P}(G_{t-1}^C \cup \mathcal{M}_{t-1}^C) \\
\leq 4b_{\text{max}}x_{\text{max}} \sum_{t=256q^2}^{T} f_0(t - 1) \\
\leq 4b_{\text{max}}x_{\text{max}} \int_{t=1}^{\infty} f_0(t) dt \\
\leq 24b_{\text{max}}x_{\text{max}} \left( 49 + \frac{16d_2^2}{\phi_1} + \frac{16d_2^2}{\phi_2} \right).
\]

**Step III. Controlling \( R^{(3)}. \)** For any \( t \notin \mathcal{T}_0 \), when \( \mathcal{G}_{t-1} \) holds, \( \hat{Q}_{t-1,1}(\mathbf{H}_{t,1}, a) - \hat{Q}_{t-1,1}(\mathbf{H}_{t,1}, 3 - a) > \Delta_1/2 \) implies \( Q_1(\mathbf{H}_{t,1}, a) - Q_1(\mathbf{H}_{t,1}, 3 - a) > 0 \), so we never make mistakes when we use only the \( \hat{Q} \) estimators to make decision. Define

\[
D_1(t) = \left\{ \hat{Q}_{t-1,1}(\mathbf{H}_{t,1}, 1) - \hat{Q}_{t-1,1}(\mathbf{H}_{t,1}, 2) \leq 0, Q_1(\mathbf{H}_{t,1}, 1) - Q_1(\mathbf{H}_{t,1}, 2) \in (0, \Delta_1], \mathcal{M}_{t-1} \right\} \\
D_2(t) = \left\{ \hat{Q}_{t-1,1}(\mathbf{H}_{t,1}, 1) - \hat{Q}_{t-1,1}(\mathbf{H}_{t,1}, 2) \leq 0, Q_1(\mathbf{H}_{t,1}, 1) - Q_1(\mathbf{H}_{t,1}, 2) \in (0, \Delta_1], \mathcal{M}_{t-1} \right\}.
\]

We have

\[
R^{(3)} \leq \sum_{t \notin \mathcal{T}_0} \mathbb{E} \left[ |Q_1(\mathbf{H}_{t,1}, 1) - Q_1(\mathbf{H}_{t,1}, 2)| \mathbb{I} \{D_1(t) \cup D_2(t)\} \right].
\]

For any \( t \notin \mathcal{T}_0 \) and \( r = 0, 1, 2, \ldots \), define

\[
\mathcal{B}_{1,r}(t) = \{2r \delta_t \leq Q_1(\mathbf{H}_{t,1}, 1) - Q_1(\mathbf{H}_{t,1}, 2) \leq 2(r + 1)\delta_t\},
\]

where \( \delta_t \) is a parameter that we will choose later to minimize regret. Since

\[
D_1(t) \subseteq \bigcup_{r=0}^{\lfloor \Delta_1/(2\delta_t) \rfloor} \left\{ \hat{Q}_{t-1,1}(\mathbf{H}_{t,1}, 1) - \hat{Q}_{t-1,1}(\mathbf{H}_{t,1}, 2) \leq 0, \mathcal{B}_{1,r}(t), \mathcal{M}_{t-1} \right\},
\]

we have

\[
\mathbb{E} \left[ |Q_1(\mathbf{H}_{t,1}, 1) - Q_1(\mathbf{H}_{t,1}, 2)| \mathbb{I} \{D_1(t)\} \right] \\
\leq 2\delta_t \sum_{r=0}^{\lfloor \Delta_1/(2\delta_t) \rfloor} (r + 1)\mathbb{P}(\hat{Q}_{t-1,1}(\mathbf{H}_{t,1}, 1) - \hat{Q}_{t-1,1}(\mathbf{H}_{t,1}, 2) \leq 0, \mathcal{M}_{t-1}, \mathcal{B}_{1,r}(t))
\]
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Moreover, when \( B_{1,r}(t) \) holds, \( \hat{Q}_{t-1,1}(H_{t,1}) - \hat{Q}_{t-1,1}(H_{t,1}, 2) \leq 0 \) implies either \( |Q_1(H_{t,1}, 1) - Q_{t-1,1}(H_{t,1}, 1)| \geq r \delta_t \) or \( |Q_1(H_{t,1}, 2) - Q_{t-1,1}(H_{t,1}, 2)| \geq r \delta_t \). By a union bound,

\[
\Pr \left( \hat{Q}_{t-1,1}(H_{t,1}, 1) - \hat{Q}_{t-1,1}(H_{t,1}, 2) \leq 0, M_{t-1}, B_{1,r}(t) \right) \\
\leq \sum_{a \in [2]} \Pr \left( \left| Q_1(H_{t,1}, a) - \hat{Q}_{t-1,1}(H_{t,1}, a) \right| \geq r \delta_t, M_{t-1}, B_{1,r}(t) \right) \\
\leq \sum_{a \in [2]} \Pr \left( \sup_{h \in \mathcal{H}_1} \left| Q_1(h, a) - \hat{Q}_{t-1,1}(h, a) \right| \geq r \delta_t, M_{t-1}, B_{1,r}(t) \right) \\
\leq \sum_{a \in [2]} \Pr \left( \sup_{h \in \mathcal{H}_1} \left| Q_1(h, a) - \hat{Q}_{t-1,1}(h, a) \right| \geq r \delta_t, M_{t-1} \right) \Pr (B_{1,r}(t)),
\]

where the last equality follows from the fact that \( H_{t,1} \) is independent of \( \max_{h \in \mathcal{H}_1} \left| \hat{Q}_{t-1,1}(h, a) - Q_1(h, a) \right| \) and \( M_{t-1} \) (depending only on events up to time \( t - 1 \)).

By Proposition 4 and Assumption 2,

\[
\Pr \left( \sup_{h \in \mathcal{H}_1} \left| Q_1(h, a) - \hat{Q}_{t-1,1}(h, a) \right| \geq r \delta_t, M_{t-1} \right) \Pr (B_{1,r}(t)) \\
\leq \min \left\{ 1, 6d \exp (-C_1 r^2 \delta_t^2 (t - 1)) \right\} \Pr (B_{1,r}(t)) \\
\leq \gamma_1 (2 (r + 1) \delta_t) \alpha_1 \min \left\{ 1, 6d \exp (-C_1 r^2 \delta_t^2 (t - 1)) \right\}.
\]

If we set \( \delta_t = \frac{1}{\sqrt{C_1 (t - 1)}} \), we have

\[
\mathbb{E} \left[ |Q_1(H_{t,1}, 1) - Q_1(H_{t,1}, 2)| I \{ D_1(t) \cup D_2(t) \} \right] \\
\leq 8 \gamma_1 \delta_t \sum_{r = 0}^{[\Delta_1/(2 \delta_t)]} (r + 1) (2 (r + 1) \delta_t) \alpha_1 \min \left\{ 1, 6d \exp (-C_1 r^2 \delta_t^2 (t - 1)) \right\} \\
\leq 2^{\alpha_1 + 3} \gamma_1 C_1^{\alpha_1 + 1} (t - 1)^{-\alpha_1 + \frac{1}{2}} \sum_{r = 0}^{M} (r + 1)^{\alpha_1 + 1} J_1 \\
+ 2^{\alpha_1 + 6} d \gamma_1 C_1^{-\alpha_1 + \frac{1}{2}} (t - 1)^{-\alpha_1 + \frac{1}{2}} \sum_{r = M + 1}^{\infty} (r + 1)^{\alpha_1 + 1} \exp (-r^2). \]

We now control each term in the sum. Note that

\[
\sum_{r = 0}^{M} (r + 1)^{\alpha_1 + 1} = \sum_{r = 1}^{M + 1} r^{\alpha_1 + 1} = \int_1^{M + 2} r^{\alpha_1 + 1} dr = \frac{(M + 2)^{\alpha_1 + 2} - 1}{\alpha_1 + 2} \leq \frac{1}{2} (M + 2)^{\alpha_1 + 2},
\]
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so
\[ J_1 \leq 2^{\alpha_1+2}\gamma_1(M+2)^{\alpha_1+2}C_1^{-\frac{\alpha_1+1}{2}}(t-1)^{-\frac{\alpha_1+1}{2}}. \]

Moreover, when \( r \geq M+1 \geq \sqrt{(\alpha_1 + 4) \log((\alpha_1 + 4)d)} \), we have
\[
 r^2 - (\alpha_1 + 3) \log r - \log d \\
\geq (\alpha_1 + 4) \log((\alpha_1 + 4)d) - \frac{1}{2}(\alpha_1 + 3)(\log(\alpha_1 + 4) + \log \log((\alpha_1 + 4)d)) - \log d \\
\geq (\alpha_1 + 4) \log((\alpha_1 + 4)d) - \frac{1}{2}(\alpha_1 + 3)(\log(\alpha_1 + 4) + \log((\alpha_1 + 4)d)) - \log((\alpha_1 + 4)d) \\
= 0,
\]
so \( (r + 1)^{\alpha_1+1}e^{-r^2} \leq (2r)^{\alpha_1+1}e^{-r^2} \leq 2^{\alpha_1+1}/(dr^2) \). Therefore,
\[
 J_2 \leq 2^{\alpha_1+6}d\gamma_1C_1^{-\frac{\alpha_1+1}{2}}(t-1)^{-\frac{\alpha_1+1}{2}}\sum_{r=M+1}^{\infty} \frac{2^{\alpha_1+1}}{dr^2} \leq 2^{2^{\alpha_1+8}+\alpha_1+6}\gamma_1C_1^{-\frac{\alpha_1+1}{2}}(t-1)^{-\frac{\alpha_1+1}{2}}.
\]

Summing up over \( t \notin T_0 \), we have
\[
 R^{(3)} \leq \sum_{t=256q^2}^{T} 2^{\alpha_1+2}\gamma_1C_1^{-\frac{\alpha_1+1}{2}}((M+2)^{\alpha_1+2}+2^{\alpha_1+6})(t-1)^{-\frac{\alpha_1+1}{2}}
\]
\[
\leq 2^{\alpha_1+2}\gamma_1C_1^{-\frac{\alpha_1+1}{2}}((M+2)^{\alpha_1+2}+2^{\alpha_1+6}) \int_{t=1}^{T} t^{-\frac{\alpha_1+1}{2}}dt.
\]

Lastly, by basic calculus we get
\[
 \int_{t=1}^{T} t^{-\frac{\alpha_1+1}{2}}dt \leq \begin{cases} 
 \frac{2}{1-\alpha_1}T^{\frac{1-\alpha_1}{2}}, & \alpha_1 < 1 \\
 \log T, & \alpha_1 = 1 \\
 \frac{2}{\alpha_1-1}, & \alpha_1 > 1.
\end{cases}
\]

**Step IV. Controlling** \( R^{(4)} \). The proof of this part is almost analogous to the proof in Step III except for changing some constants. The only major difference is that, if we let
\[
 B_{2,r}(t) = \left\{ 2r\delta_t^{(2)} \leq Q_2(H_{t,2},1) - Q_2(H_{t,2},2) \leq 2(r+1)\delta_t^{(2)} \right\},
\]
since the distribution of \( H_{t,2} \) depends on which arm we pull in the first stage, we have
\[
 \mathbb{P}(B_{2,r}(t)) \leq \sum_{a \in [2]} \mathbb{P} \left( 0 < |Q_2(H_{t,2}(a),1) - Q_2(H_{t,2}(a),2)| \leq 2(r+1)\delta_t^{(2)} \right) \leq 2\gamma_2 \left( 2(r+1)\delta_t^{(2)} \right)^{\alpha_2}.
\]
Following similar arguments as in Step III, we get

\[ R(4) \leq \begin{cases} 
2^{\alpha_2+4}(1 - \alpha_2)^{-1}g_2C_2^{-\frac{\alpha_2+1}{2}}((M + 2)^{\alpha_2+2} + 2^{\alpha_2+4})T^{1-\alpha_2}, & \alpha_2 < 1 \\
2^{\alpha_2+3}g_2C_2^{-\frac{\alpha_2+1}{2}}((M + 2)^{\alpha_2+2} + 2^{\alpha_2+4})\log T, & \alpha_2 = 1 \\
2^{\alpha_2+4}(\alpha_2 - 1)^{-1}g_2C_2^{-\frac{\alpha_2+1}{2}}((M + 2)^{\alpha_2+2} + 2^{\alpha_2+4}), & \alpha_2 > 1.
\end{cases} \]

\[ \square \]

C DTR Bandit with Delayed Feedback

Because the second stage of a DTR might only occur some time after the first, in many real-life settings we do not get to observe all second-stage outcomes of previous arrivals before a new unit arrives, unlike what is modeled in Section 2.1. In this section, we show that for certain arrival processes, a modified version of Algorithm 1 can enjoy similar regret guarantees even when observation of some outcomes are delayed, incurring only an additive penalty due to delays.

We first define sub-exponential tails, which are used to characterize the arrival process.

Definition 2 (Sub-exponential Random Variables). A random variable \( X \) with mean \( \mu = \mathbb{E}[X] \) is sub-exponential if there are positive parameters \( (\nu, b) \) such that

\[ \mathbb{E}\left[e^{\lambda(X-\mu)}\right] \leq e^{\frac{\nu\lambda^2}{2}} \quad \forall|\lambda| < \frac{1}{b}. \]

Assume that first stage observations arrive in intervals \( I^1_t \), which are i.i.d. non-negative sub-exponential random variables with mean \( \mu_1 \) and parameters \( (\nu_1, b_1) \). That is, the first stage of the \( t \)-th unit arrives at time \( \sum_{t' \leq t} I^1_{t'} \). A special case is a Poisson arrival process, where the interarrival times are i.i.d. exponential. Moreover, assume for the \( t \)-th unit we observe the second stage context with a delay of \( I^2_t \) after its first-stage arrival, where \( I^2_t \) are i.i.d. non-negative sub-exponential random variables with mean \( \mu_2 \) and parameters \( (\nu_2, b_2) \). That is, the second stage of the \( t \)-th unit arrives at time \( I^2_t + \sum_{t' \leq t} I^1_{t'} \). Without loss of generality, assume we pull an arm and observe the outcome immediately after each context arrival – any delay in this can simply be added into the delay of observing the context.

We now describe our modified algorithm, which we summarize in Algorithm 3. For any timestep \( t \notin \cup_{a_1,a_2 \in [2]} T_{(a_1,a_2)} \), let \( e_t = \max\{j : t < j \in \cup_{a_1,a_2 \in [2]} T_{(a_1,a_2)}\} \geq t/2 \) be the
Algorithm 3 DelayedDTRBandit

0: Input parameters: $\Delta_1, \Delta_2, q$.

1: for arrival $(t, m) \in \mathbb{N} \times [2]$ do

2:   if $t \in T_{(a_1, a_2)}$ for $a_1, a_2 \in [2]$ then

3:       pull $A_{t,m} = a_m$

4:   else

5:       compute $\tilde{\beta}_{a,m}^{ob} (t-1), \tilde{\beta}_{a,m}^{ob} (e_t)$ for $a, m \in [2]$

6:       if $|\hat{Q}_{t,m}^{ob} (H_{t,m}, 1) - \hat{Q}_{t,m}^{ob} (H_{t,m}, 2)| > \Delta_m / 2$ then

7:           pull $A_{t,m} = \arg \max_{a=1,2} \hat{Q}_{t,m}^{ob} (H_{t,m}, a)$

8:       else

9:           pull $A_{t,m} = \arg \max_{a=1,2} \hat{Q}_{t-1,m}^{ob} (H_{t,m}, a)$

10:      end if

11:   end if

12: end for

last timestep before $t$ where we force-pull. Similar to Algorithm 1, our proposed algorithm for DTR bandit with delayed feedback maintains two sets of $Q$ estimators, $\hat{Q}_{t,m}^{ob} (h, a)$ and $\hat{Q}_{t,m}^{ob} (h, a)$, one based only on force-pull samples and the other based on all samples. There are two major differences from Algorithm 1. First, the corresponding $\beta$-estimators are based only the samples that have been observed by the time index $t$ (which is emphasized by the superscript “ob”). Second, when we make decisions at time $t$, our tilde estimator $\tilde{Q}_{t-1,m}^{ob} (x, a)$ is based on samples observed before $e_t$ instead of $t - 1$. This second change is in order to be able to guarantee a similar result as Proposition 6.

Algorithm 3 enjoys the same order of regret in terms of $T$ and $d$ dependence as in Theorem 1 as is shown below in Theorem 2. In particular, the additional regret due to delays is additive.

**Theorem 2.** Let $\hat{A}'$ denote our algorithm described in Algorithm 3. Suppose Assumptions 1 to 3 hold. Then there exists a constant $\tilde{C}$ such that, if $q \geq \tilde{C}$, then the expected regret of our
algorithm is bounded as follows:

\[
R_T(\hat{A}) = \begin{cases} 
O \left( d^{n+1} \left( \log d \right)^{1/2} T^{1/2} + d \log d \log T + (d \log d)^2 + \max \left( \frac{\nu_1^2}{\mu_1^2}, \frac{\nu_2^2}{\mu_1^2}, \frac{\nu_1^2}{\mu_1^2}, \frac{\nu_2^2}{\mu_1^2} \right) \right), & \alpha < 1 \\
O \left( d \log d \log T + (d \log d)^2 + \max \left( \frac{\nu_1^2}{\mu_1^2}, \frac{\nu_2^2}{\mu_1^2} \right) \right), & \alpha = 1 \\
O \left( d \log d \log T + (d \log d)^2 + d^{n+1} \left( \log d \right)^{1/2} + \max \left( \frac{\nu_1^2}{\mu_1^2}, \frac{\nu_2^2}{\mu_1^2}, \frac{\nu_1^2}{\mu_1^2}, \frac{\nu_2^2}{\mu_1^2} \right) \right), & \alpha > 1.
\end{cases}
\]

where the \( O \) notation hides anything that is constant in \( T, d, \mu_1, \mu_2, \nu_1, \nu_2, b_1, b_2 \).

**Proof Sketch of Theorem** Define the event

\[
O_t = \{ H_{1,2}, \ldots, H_{\lfloor t/2 \rfloor},2 \text{ arrive before } H_{t,1} \}.
\]

We have

\[
\mathbb{P}(O_t^C) \leq \sum_{i=1}^{\lfloor t/2 \rfloor} \mathbb{P} \left( \sum_{j=i+1}^{t} I_j^1 < I_1^2 \right) \\
\leq \frac{t}{2} \mathbb{P} \left( \sum_{j=\lfloor t/2 \rfloor + 1}^{t} I_j^1 < I_1^2 \right) \\
\leq \frac{t}{2} \mathbb{P} \left( \sum_{j=\lfloor t/2 \rfloor + 1}^{t} I_j^1 < \frac{1}{2} (t - \lfloor t/2 \rfloor) \mu_1 \right) + \frac{t}{2} \mathbb{P} \left( I_1^2 > \frac{t - 1}{4} \mu_1 \right).
\]

By Wainwright (2019) equation (2.18), we know that, when \( t \geq 8\mu_2/\mu_1 + 2 \),

\[
\mathbb{P} \left( \sum_{j=\lfloor t/2 \rfloor + 1}^{t} I_j^1 < \frac{1}{2} (t - \lfloor t/2 \rfloor) \mu_1 \right) \leq \exp \left( -\min \left\{ \frac{\mu_1^2}{16\nu_1^2}, \frac{\mu_1 t}{8b_1} \right\} \right),
\]

\[
\mathbb{P} \left( I_1^2 > \frac{t - 1}{4} \mu_1 \right) \leq \exp \left( -\min \left\{ \frac{(t - 1)\mu_1/4 - \mu_2}{2\nu_2^2}, \frac{(t - 1)\mu_1/4 - \mu_2}{2b_2} \right\} \right) \\
\leq \exp \left( -\min \left\{ \frac{\mu_1^2}{128b_1^2}, \frac{\mu_1 t}{16b_2} \right\} \right),
\]

which implies that for \( t \geq 8\mu_2/\mu_1 + 2 \),

\[
\mathbb{P}(O_t^C) \leq t \exp \left( -\min \left\{ \frac{\mu_1^2}{16\nu_1^2}, \frac{\mu_1 t}{8b_1}, \frac{\mu_1^2}{128b_1^2}, \frac{\mu_1 t}{16b_2} \right\} \right).
\]

This means that by the time the t-th first-stage context arrives, with high probability the decision maker would have observed outcomes for both stages of the first \( \lfloor t/2 \rfloor \) arrivals,
which is intuitively sufficient to get same-order estimation accuracy for the $Q$ estimators as
in the situation where we have prompt observations. At time $t$, we can use similar arguments
as in the proof of Theorem 1 to show that

$$
P(G_{c_1} \leq O(t^{-2}) + O(te^{-c't^2})),
$$

$$
P(M_{c_2} \leq O(t^{-2}) + O(te^{-c't^2} + O(te^{-c''t^2}))),
$$

for some constants $c, c', c''$ independent of $t, d, \mu_1, \mu_2, \nu_1, \nu_2, b_1, b_2$, where the extra term
$O(t \exp (-c \min \{\mu_1^2/\nu_1^2, \mu_1/\nu_1, \mu_1^2/\nu_2^2, \mu_1/\nu_2\} (t \wedge t^2)))$ accounts for situations where event $O_{c_1}$ fails. The rest of the proof is similar to the proof of Theorem 1. \qed

D Extension to Multiple Arms and to Allowing Suboptimal Arms

In this section, we briefly discuss how our algorithm and analysis can be modified to solve
the multiple-armed DTR bandits and also allowing for the possibility of suboptimal arms.

We index our arms in the first stage as $1, \ldots, K_1$ and in the second stage as $1, \ldots, K_2$. We
define $Q_{t,m}$ as in the 2-armed case except replacing $\max_{a \in [2]}$ with $\max_{a \in [K_m]}$. As before,
we assume that both $Q$-functions are linear, and the parameters are well bounded as in
Assumption 1. Moreover, we make slight modification to Assumptions 2 and 3 as follows:

Assumption 4 (Margin Condition). There exist positive constants $\gamma_1, \gamma_2, \alpha_1, \alpha_2$ such that
for any $\kappa > 0$,

$$
P(0 < |Q_1(X_{t1}, i) - Q_1(X_{t1}, j)| \leq \kappa) \leq \gamma_1 \kappa^{\alpha_1} \quad \forall i, j \in [K_1],
$$

$$
P(0 < |Q_2(H_{t2}(a), i) - Q_2(H_{t2}(a), j)| \leq \kappa) \leq \gamma_2 \kappa^{\alpha_2} \quad \forall a \in [K_1], i, j \in [K_2].
$$

Assumption 5 (Positive-definiteness of Design Matrices, Allowing for Suboptimal Arms).
Let $\{K_{\text{sub},1}, K_{\text{opt},1}\}$ and $\{K_{\text{sub},2}, K_{\text{opt},2}\}$ be partitions of $[K_1]$ and $[K_2]$, respectively. There
exist positive constants $\Delta_1, \Delta_2$ that satisfy the following properties:

- Sub-optimal arms satisfy $Q_{m}(h, a) < \max_{i \in [K_m]} Q_{m}(h, i) - \Delta_m, \forall m \in [2], h \in H_m, a \in K_{\text{sub},m}$.
• Let $U_{a,m} \triangleq \{ h \in \mathcal{H}_m : Q_m(h,a) > \max_{i \neq a} Q_m(h,i) + \Delta_m \}, \forall m \in \lfloor 2 \rfloor, a \in \mathcal{K}_{opt,m}$.

There exist $\phi_1, \phi_2 > 0$ such that

1. $\lambda_{\min} \left( \mathbb{E} \left[ \psi_1(X_{t,1}) \psi_1^T(X_{t,1}) \mathbb{I}\{X_{t,1} \in U_{a,1}\} \right] \right) \geq \phi_1, \forall a \in \mathcal{K}_{opt,1}$

2. $\lambda_{\min} \left( \sum_{i \in \mathcal{K}_{opt,1}} \mathbb{E} \left[ \psi_2(H_{t,2}(i)) \psi_2^T(H_{t,2}(i)) \mathbb{I}\{H_{t,2}(i) \in U_{a,2}, X_{t,1} \in U_{i,1}\} \right] \right) \geq \phi_2, \forall a \in \mathcal{K}_{opt,2}$.

It’s easy to see that Assumption 5 naturally imply that there exist $p_1, p_2 > 0$ such that

$$\mathbb{P}(X_{t,1} \in U_{a,1}) \geq p_1, \forall a \in \mathcal{K}_{opt,1},$$

$$\sum_{i \in \mathcal{K}_{opt,1}} \mathbb{P}(H_{t,2}(i) \in U_{a,2}, X_{t,1} \in U_{i,1}) \geq p_2, \forall a \in \mathcal{K}_{opt,2}.$$  

In contrast, this is not required for the remaining arms in $\mathcal{K}_{sub,1}, \mathcal{K}_{sub,2}$, which are allowed to be suboptimal everywhere as long as they are suboptimal by a margin.

We now proceeds to describe our algorithm. Our forced pull schedule is now for $a_1 \in [K_1], a_2 \in [K_2]$,

$$T_{(a_1,a_2)} \triangleq \{(2^n-1)K_1K_2q + j : j = q(K_2a_1 + a_2 - K_2 - 1) + 1, \ldots, q(K_2a_1 + a_2 - K_2), \ n = 0,1,\ldots \}.$$  

(21)

Both $\hat{Q}_{t,m}$ and $\check{Q}_{t,m}$ can be estimated in the same way as in the 2-armed case except replacing $\max_{a \in [2]}$ with $\max_{a \in [K_m]}$. In each stage, we first filter out seemingly suboptimal arms based on $\check{Q}_{t,m}$, then pull the arm with highest $\hat{Q}_{t,m}$ estimate among the remaining arms. The detailed algorithm is summarized in Algorithm 4.

Finally, we briefly explain how our analysis extends easily to show that Algorithm 4 has low regret. For $\forall t \in [T]$, define

$$G_t = \left\{ \max_{m \in [2]} \max_{a \in [K_m]} \sup_{h \in \mathcal{H}_m} \left| \hat{Q}_{t,m}(h,a) - Q_m(h,a) \right| \leq \frac{\Delta_m}{4} \right\}, \quad (22)$$

$$M_t = \left\{ \max_{m \in [2]} \min_{a \in \mathcal{K}_{opt,m}} \lambda_{\min} \left( \hat{\Sigma}_{a,m}(t) \right) \geq \frac{\phi_{mt}}{4} \right\}, \quad (23)$$

$$L_t = \left\{ \max_{a \in [K_2]} \left\| \hat{\beta}_{a,2}(t) - \beta_{a,2} \right\| \leq \frac{\Delta_2}{2r_{\max}} \right\}. \quad (24)$$

Compared to Eq. (13), here $M_t$ only requires the minimum eigenvalues of the design matrices for optimal arms to grow like $\Omega(T)$. Moreover, we define a new event $L_t$ that requires
Algorithm 4 K-armed DTRBandit

0: Input parameters: $\Delta_1, \Delta_2, q$.

1: for $t = 1, 2, \ldots$ do

2: \hspace{0.5em} if $t \in T(a_1, a_2)$ for $a_1 \in [K_1], a_2 \in [K_2]$ then

3: \hspace{1em} pull $A_{t,1} = a_1, A_{t,2} = a_2$

4: \hspace{1em} observe rewards and compute $\hat{\beta}_{a,m}(t), \tilde{\beta}_{a,m}(t)$, for $m \in [2]$ and $a \in [K_m]$

5: \hspace{0.5em} else

6: \hspace{1em} for $m = 1, 2$ do

7: \hspace{1.5em} set $\hat{K}_{opt,m} = \{a \in [K_m] : \max_{i \in [K_m]} \hat{Q}_{t-1,m}(H_{t,m}, i) - \tilde{Q}_{t-1,m}(H_{t,m}, a) \leq \frac{\Delta_m}{2}\}$

8: \hspace{1em} pull $A_{t,m} = \arg \max_{a \in \hat{K}_{opt,m}} \hat{Q}_{t-1,m}(H_{t,m}, a)$

9: \hspace{1em} observe rewards and compute $\hat{\beta}_{a,m}(t)$ for $a \in [K_m]$

10: \hspace{1em} end for

11: \hspace{0.5em} end if

12: end for

an additional estimation accuracy guarantee on $\max_{a \in [K_2]} \left\| \hat{\beta}_{a,2}(t) - \beta_{a,2} \right\|$. Following similar analysis as in Appendices 3.2.2 and 3.2.3 as long as $q$ is chosen large enough, we have $P(A^C_t \cup M^C_t \cup L^C_t) = O(1/t^2)$. Moreover, when $G_t \cap M_t \cap L_t$ holds, for all $a \in K_{opt,2}$, $\left\| \hat{\beta}_{a,2}(t) - \beta_{a,2} \right\|$ has a sub-Gaussian tail.

Controlling $\left\| \hat{\beta}_{a,1}(t) - \beta_{a,1} \right\|$ is more subtle due to suboptimal arms. Recall that

$$\hat{\beta}_{a,1}(t) = \hat{\Sigma}_{a,1}^{-1}(t) \left( \sum_{j \in S_{a,1}(t)} \psi_1(X_{j,1}) \hat{Y}_j \right),$$

where

$$\hat{Y}_j = \max_{a_2 \in [K_2]} \hat{\beta}_{a_2,2}(t) \psi_2(H_{j,2}) \psi_1(H_{t,1}) + \eta_{j,1}^{(a)} + \left[ \max_{a_2 \in [K_2]} \hat{\beta}_{a_2,2}(t) \psi_2(H_{j,2}) - \max_{a_2 \in [K_2]} \beta_{a_2,2} \psi_2(H_{j,2}) \right].$$

Thus, proving convergence of $\hat{\beta}_{a,1}(t)$ depends on controlling $\max_{a_2 \in [K_2]} \hat{\beta}_{a_2,2}(t) \psi_2(H_{j,2}) - \max_{a_2 \in [K_2]} \beta_{a_2,2} \psi_2(H_{j,2})$, but we can only guarantee sub-Gaussian convergence of $\hat{\beta}_{a_2,2}(t)$ for optimal arms in stage 2. This can be solved by the following arguments. By Assump-
for all $a' \in K_{\text{sub}, 2}, a \in K_{\text{opt}, 1}, j \in S_{a, 1}(t)$,

$$\beta_{a', 2}^T \psi_2(H_{j, 2}(a)) < \max_{a_2 \in [K_2]} \beta_{a_2, 2}^T \psi_2(H_{j, 2}(a)) - \Delta_2.$$  

Moreover, when $L_t$ holds, we have

$$\max_{a_2 \in [K_2], a \in K_{\text{opt}, 1}, j \in S_{a, 1}(t)} \left| \beta_{a, 2}^T \psi_2(H_{j, 2}(a)) - \hat{\beta}_{a_2, 2}^T \psi_2(H_{j, 2}(a)) \right| \leq \frac{\Delta_2}{2}.$$  

These two inequality imply that for any $a' \in K_{\text{sub}, 2},$

$$\hat{\beta}_{a', 2}^T(t) \psi_2(H_{j, 2}(a)) \leq \beta_{a', 2}^T(t) \psi_2(H_{j, 2}(a)) + \frac{\Delta_2}{2}$$

$$< \max_{a_2 \in [K_2]} \beta_{a_2, 2}^T \psi_2(H_{j, 2}(a)) - \frac{\Delta_2}{2}$$

$$\leq \max_{a_2 \in [K_2]} \hat{\beta}_{a_2, 2}^T \psi_2(H_{j, 2}(a)),$$

so

$$\max_{a_2 \in [K_2]} \hat{\beta}_{a_2, 2}^T \psi_2(H_{j, 2}(a)) = \max_{a_2 \in K_{\text{opt}, 2}} \hat{\beta}_{a_2, 2}^T \psi_2(H_{j, 2}(a)),$$

and

$$\max_{a_2 \in [K_2]} \hat{\beta}_{a_2, 2}^T(t) \psi_2(H_{j, 2}) - \max_{a_2 \in [K_2]} \beta_{a_2, 2}^T \psi_2(H_{j, 2})$$

$$= \max_{a_2 \in K_{\text{opt}, 2}} \hat{\beta}_{a_2, 2}^T \psi_2(H_{j, 2}(a)) - \max_{a_2 \in K_{\text{opt}, 2}} \beta_{a_2, 2}^T \psi_2(H_{j, 2})$$

$$\leq \max_{a_2 \in K_{\text{opt}, 2}} \left\| \hat{\beta}_{a_2, 2}(t) - \beta_{a_2, 2} \right\|_{x_{\max}}.$$  

Thus, when $G_t \cap M_t \cap L_t$ holds, for all $a \in K_{\text{opt}, 1},$ we can prove a similar sub-Gaussian convergence for $\left\| \hat{\beta}_{a, 1}(t) - \beta_{a, 1} \right\|$ as in Proposition 4. Besides, the estimation accuracy guaranteed by $G_t$ ensures that all suboptimal arms are ruled out of $K_{\text{opt}, m}$ in both stages, so we do not need to care about convergence of $\hat{\beta}_{a_2, m}(t)$ for suboptimal arms. The rest of the proof for the regret upper bound then follows similarly as in Appendix B.2.4 and we omit the details here.