Mixed state information theoretic measures in boosted black brane
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Abstract

In this paper, we study various mixed state information theoretic quantities for a boosted black brane geometry. We have considered two setups, namely, a strip-like sub system taken parallel and perpendicular to the direction of the boost. The quantities we calculate are the entanglement wedge cross-section, mutual information, entanglement negativity, and purification complexity. In the subsequent analysis, we have incorporated the thin-strip approximation and computed the leading order change (over pure AdS) in the concerned information theoretic quantities due to the boost parameter. We also show the relation of these quantities computed holographically to the energy and pressure of the boundary field theory. We then proceed to calculate the asymmetry ratios of these quantities, and observe that they are independent of the subsystem size. Finally, we proceed to study an interesting limit of the boosted black brane geometry, which is the so called AdS wave geometry. We once again compute all the mixed state information theoretic quantities for this geometry.

1 Introduction

In recent years the AdS/CFT correspondence [1–3] has emerged as a very powerful dictionary to study the strongly coupled (λ ≡ gYM2Nc ≫ 1) quantum field theories with the help of classical gravity. Due to this fascinating feature, this duality has its application from condensed matter physics to quantum chromodynamics. Furthermore, this conjecture has gifted us the ‘holographic’ way to compute various information theoretic quantities in the conformal field theory side. In the context of quantum information theory, entanglement entropy (EE), a measure of quantum correlation, plays the role of the cardinal. It has the following simple definition, provided by von Neumann. Consider a bipartite quantum system with the Hamiltonian of the form

$$H = H_A \otimes H_B$$

where $A \cup B$ is the full system. Now the entanglement entropy of the subsystem $A$ is defined as

$$S_A = -Tr(\rho_A \log \rho_A)$$

where $\rho_A$ is the reduced density matrix of the subsystem $A$, which is obtained by tracing out the degrees of freedom of the subsystem $B = A^c$. This symbolically reads $\rho_A = Tr_B(\rho_{AB})$, $\rho_{AB} = |\psi\rangle \langle \psi|$, where $|\psi\rangle \in \mathcal{H}$. The holographic counterpart of entanglement entropy is known as holographic entanglement entropy (HEE), which is computed by the Ryu-Takayanagi (RT) prescription [5–7]. The RT-preservation relates the area of a co-dimension-2 static minimal surface ($\Gamma_{min}^A$) in the bulk, to the von Neumann entropy (EE) of the reduced density matrix at the boundary. Keeping in mind this statement, the HEE of a subsystem $A$ at the boundary is given by

$$S_{EE}(A) = \frac{\text{Area}(\Gamma_{min}^A)}{4G_N}$$
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where \( G_N \) is the Newton’s gravitational constant. Similar to EE for field theories, the HEE also contains an ‘area-like’ divergent piece which is independent of the subsystem size (universal in nature) \([8]\). With definition of entanglement entropy in hand, one can define another quantum mechanical quantity known as the mutual information \((I(A:B))\) \([4]\)

\[
I(A:B) = S_A + S_B - S_{A:B}.
\]

It measures the collective correlation between the two subsystems \( A \) and \( B \). Furthermore, it is positive and finite. The holographic counterpart of the mutual information can be obtained by using the RT-prescription to compute the relevant von Neumann entropies. However, the von Neumann definition of entanglement entropy is not a good measure of quantum correlation if the state under consideration is a mixed one. Various research in this direction has suggested many different correlation measures for mixed states. Among these the entanglement of purification (EoP) \([9]\) is one of the most promising candidate. The process of purification suggests that one has to construct a pure state \(|\psi\rangle\) from the mixed density matrix \(\rho_{AB}\) by adding auxiliary degrees of freedom to the original Hilbert space \(\mathcal{H}\)

\[
\rho_{AB} = \text{tr}_{A'B'} |\psi\rangle \langle \psi| ; \ \psi \in \mathcal{H}_{AA'BB'} = \mathcal{H}_{AA'} \otimes \mathcal{H}_{BB'}
\]

(4)

The states \(|\psi\rangle\) are denoted as the purifications of \(\rho_{AB}\). In this set up, the EoP can be computed as \([9]\)

\[
E_P(\rho_{AB}) \equiv E_P(A,B) = \min_{\psi} S(\rho_{AA'}) ; \ \rho_{AA'} = \text{tr}_{BB'} |\psi\rangle \langle \psi|
\]

(5)

where the minimization is taken over any state \(|\psi\rangle\) with the property \(\rho_{AB} = \text{tr}_{A'B'} |\psi\rangle \langle \psi|\) being held constant. However, in the context of the QFT, it is a tricky task to compute the EoP. On the other hand, the holographic principle provides a quantity called the entanglement wedge cross-section (EWCS) \([10][11]\), which can be treated as the holographic counterpart of the EoP. This observation has led to the \(E_P = E_W\) duality. It has been observed that both \(E_P(A,B)\) and \(E_W(A,B)\) satisfy the following properties \([10]\)

\[
E_P(A,B) = S_{EE}(A) = S_{EE}(B) ; \ \frac{1}{2} I(A:B) \leq E_P(A,B) \leq \min [S_{EE}(A), S_{EE}(B)]
\]

\[
\frac{I(A:B) + I(A:C)}{2} \leq E_P(A,B \cup C).
\]

However, it is to be noted that the direct proof of \(E_P = E_W\) duality conjecture is yet to be discovered.

As we have mentioned earlier, there are several different proposed candidates to measure quantum correlation for mixed states. Apart from the EoP, entanglement negativity or the logarithmic negativity \([12][14]\) has emerged as other important correlation measures of mixed states. Entanglement negativity characterizes the upper bound on the distillable entanglement for a quantum system in a mixed state. Consider a tripartite scenario of a quantum mechanical set up, with the subsystems denoted as \(A_1, A_2\) and \(B\). The associated conditions are \(A = A_1 \cup A_2\) and \(B = A'\) \([15]\). The Hilbert space of the bipartite system \(A\) can be represented as \(\mathcal{H} = \mathcal{H}_1 \otimes \mathcal{H}_2\), where \(\mathcal{H}_1\) is the Hilbert space corresponding to the subsystem \(A_1\) and \(\mathcal{H}_2\) is the Hilbert space associated with the subsystem \(A_2\). Now the reduced density matrix of the subsystem \(A\) can be obtained by taking the trace over the full density matrix of the system with respect to the rest of the system, that is, \(A' = B\). This reads

\[
\rho_A = T_{A'}(\rho_{AB})
\]

(7)

where \(\rho_{AB}\) represents the total density matrix of the system in the mixed state. The computation involves a partial transpose of the reduced density matrix over one of the subsystems in the given bipartite system. This can be done in the following way. Let us consider \(|\epsilon_i^{(1)}\rangle\) and \(|\epsilon_j^{(2)}\rangle\) to be the basis of the Hilbert space associated with the subsystems \(A_1\) and \(A_2\) respectively. The partial transpose of the reduced density matrix with respect to \(A_2\) is defined as

\[
\left\langle \epsilon_i^{(1)} | e_j^{(2)} \right| \rho_A T_\mathcal{A}_2 \left| \epsilon_k^{(1)} | e_l^{(2)} \right\rangle = \left\langle \epsilon_i^{(1)} | e_j^{(2)} \right| \rho_A \left| \epsilon_k^{(1)} | e_l^{(2)} \right\rangle
\]

(8)
where $\rho_{A}^{T_{2}}$ represents the partial transpose of the total density matrix $\rho$ with respect to $A^{c}$. Entanglement negativity measures the degree to which $\rho_{A}^{T_{2}}$ is not positive, this actually signifies the term ‘negativity’. If the trace norm of the partial transpose reduced density matrix is denoted by $\| \rho_{A}^{T_{2}} \|_1$, then we actually define two quantities, one is negativity and another one is the entanglement negativity or logarithmic negativity.

The negativity between two subsystems $A_{1}$ and $A_{2}$ is defined in the following way [12]

$$N(\rho) = \frac{\| \rho_{A}^{T_{2}} \|_1 - 1}{2}.$$  \hspace{1cm} (9)

The above corresponds to the absolute value of the sum of negative eigenvalues of $\rho_{A}^{T_{2}}$. One can show that for unentangled product state $N(\rho)$ vanishes. On the other hand, entanglement negativity or logarithmic negativity between two subsystems $A_{1}$ and $A_{2}$ is defined as [12]

$$E_N(\rho) = \ln \left( \| \rho_{A}^{T_{2}} \|_1 \right).$$  \hspace{1cm} (10)

In the context of quantum field theory it is very hard to compute the above quantity. However, gauge/gravity duality provides us a systematic way to calculate it by using the bulk/boundary dictionary. Furthermore, there are also some other quantities to probe the mixed state entanglement, namely, the odd entropy [16, 18], reflected entropy [19, 21], etc.

Along with the above measures of quantum correlation, quantum complexity is one of the most fundamental quantity in context of quantum information theory. The computational complexity has its roots in the subject of computer science [22, 23]. In classical computation, an algorithm simply means a function which maps set of input bits to specific set of output bits. However, we are interested in quantum complexity. Here the function transform to the unitary operator $\hat{U}$ which acts on some input state for some number of qubits and gives an output quantum state on equal number of qubits. The unitary operation is constructed by set of elementary gates. If our reference state is $|\psi_R\rangle$ and the target state is $|\psi_T\rangle$, then one has to implement the following operation

$$|\psi_T\rangle = \hat{U} |\psi_R\rangle$$  \hspace{1cm} (11)

where $\hat{U}$ is an unitary operator which has been constructed with help of a set of elementary gates. Thus one can write the unitary operation as

$$\hat{U} = g_1g_2...g_n$$  \hspace{1cm} (12)

g_i denotes the elementary quantum gates. This in turn means that in order to reach the target state from the reference state one needs to implement the following operation in terms of the elementary gates

$$|\psi_T\rangle = \hat{U} |\psi_R\rangle = g_n...g_1 |\psi_R\rangle.$$  \hspace{1cm} (13)

Now the circuit complexity of the target state, $C(|\psi_T\rangle)$ is defined as the minimum number of the gates which are needed to construct the unitary operation. This is the way by following which one can define the complexity in the state space. There are various different ways to compute the quantum complexity [24, 27]. In the context of gauge/gravity duality, complexity plays an important role. In holography, it has been shown that the thermofield double state in the boundary field theory is dual to the two-sided eternal black hole in the bulk geometry. So in principle, by using the bulk geometry one can calculate the complexity of the $|\text{TFD}\rangle$ (thermofield double state) state living at the boundary conformal field theory. It captures the information behind the horizon of the black hole. There are various proposals to compute the complexity holographically. We shall briefly discuss these proposals later in this paper. However, for mixed state the computation of complexity is a bit tricky. Observations in this direction has revealed that one can also introduce the concept of “purification” in this context also. The purification complexity is defined as the minimal pure state complexity among all possible purifications available for a mixed state. If there two systems, say $A$ and $B$, the mutual complexity between them can be defined as [28, 32]

$$\Delta C = C(\rho_A) + C(\rho_B) - C(\rho_{A,B}).$$  \hspace{1cm} (14)

In this paper, we holographically compute all the quantities discussed above, for the boosted black brane geometry. We have performed the calculations for both subsystems along boost and subsystems perpendicular to the direction of boost. We have employed the Hubeny-Ryu-Takayanagi (HRT) formalism to compute
the entanglement entropy of the boundary theory holographically. We have also demonstrated that this matches with the result computed using the RT formalism in the appropriate limit. We have also computed the mentioned information theoretic quantities for the AdS wave geometry which is a special limit of the boosted black brane geometry.

The motivation to study this type of system lies in the fact that it has been observed that the boosted brane provides a direct subtle connection between the boundary field theory and string theory. In the language of AdS/CFT correspondence, when a pp wave is propagating along a particular direction in the world volume of the classical p-brane configuration, two different cases can arise depending upon whether the Bogomol'nyi-Prasad-Sommerfield (BPS) bound is saturated or not. If the BPS bound is not saturated, then the effect of including pp wave is equivalent to the inclusion of a locally Lorentz boost along the direction of propagation of the wave. However this equivalence is valid if the direction of propagation of the pp wave is uncompactified. On the other hand, if the direction of propagation is compactified on a circle then this equivalence is just valid locally. Another motivation to study this system is that boosted AdS black brane background corresponds to a strongly coupled anisotropic thermal plasma uniformly boosted (with respect to an observer seating in a static reference frame attached to the flat boundary spacetime) in a certain direction in the boundary theory [33, 34]. Such studies are important due to the experimental investigations of strongly coupled QCD plasma at RHIC and LHC [35–39]. Further, the boosted black brane geometry is the only regular solution of Einstein’s field equations describing a dual field theory living on a flat spacetime encoding a homogeneous constant stress tensor [40]. These solutions are found to give a generalised first law of entanglement thermodynamics which contain the effects of chemical potential and charge density. Further, the effect of IR deformation (excitations in the CFT side) can be captured by computing the HEE of the boosted black brane. The rotational symmetry in the boundary theory breaks down due to the boost along a specific direction, in other words boost introduces anisotropy in the boundary theory. Hence, boosted black brane geometries in the bulk are important in investigating anisotropies of boundary field theories. It is also to be noted that the boost direction is compactified along one of its lightcone coordinates gives rise to Lifshitz theory [41]. Various physical quantities such as energy, momentum and pressure can be obtained by expanding the bulk AdS geometry eq.(15)) in suitable Feffermann-Graham asymptotic coordinates [42, 43].

This paper is organized in the following way. In section (2), we provide a brief discussion on the bulk geometry, that is, the boosted black brane geometry. In section (3), we have computed various information theoretic quantities for subsystems with the orientation along the boost. In section (4), we do the same for subsystems perpendicular to the direction of boost. The asymmetry ratios associated with the computed quantities has been obtained in section (5). In section (6), we consider the AdS wave geometry which arises from the boosted black brane, at the large boost limiting condition and compute the discussed information theoretic quantities holographically. We summarize our findings to conclude in section (7). We also provide an Appendix for the sake of completeness.

2 Boosted black brane in $AdS_{d+1}$

The $AdS_{d+1}$ boosted black brane can be represented by the following metric [44,45]

$$ds^2 = \frac{1}{z^2} \left( \frac{f(z)}{K(z)} dt^2 + K(dy - \omega)^2 + dx_1^2 + \ldots + dx_{d-2}^2 + \frac{dz^2}{f(z)} \right)$$  \hspace{1cm} (15)

where

$$f(z) = 1 - \frac{z^d}{z_0^d} \quad , \quad K(z) = 1 + \beta^2 \gamma^2 \frac{z^d}{z_0^d}.$$ \hspace{1cm} (16)

In the above, $\beta$ is the boost parameter which is constrained as $0 \leq \beta \leq 1$ and it is related to the Lorentz factor as $\gamma = \frac{1}{\sqrt{1-\beta^2}}$. Further, $z_0$ is the position of the event horizon. From the metric above, it is clear that the boost is along the $y$ direction which in turn introduces anisotropy in that particular direction. The Kaluza-Klein 1-form $\omega$ reads

$$\omega = \beta^{-1} \left( 1 - \frac{1}{K(z)} \right) dt.$$ \hspace{1cm} (17)
In the following sections we will holographically compute various information theoretic measures by considering a strip like subsystem in both along the boost and perpendicular to the boost direction. We shall also investigate the effect of the boost parameter on these quantities.

3 Strip like subsystem along the boost

In this section we start our analysis by considering a strip-like subsystem \( A \). The geometry of this subsystem is specified by the volume \( V_{\text{sub}} = L^{d-2}l \), with \(- \frac{1}{2} \leq y \leq \frac{1}{2}\), and \( x_1, ..., x_{d-2} \in [0, L] \) with \( L \to \infty \). Further we assume that the length can vary only along the \( y \)-direction and the lengths in other directions are taken to be fixed. We choose the parametrization \( z = z(y) \) and \( t = t(y) \) in order to compute the surface area of the co-dimension two HRT surface \( \Gamma_A^{\text{min}}(t) \) which shall eventually lead us to the holographic entanglement entropy.

3.1 Holographic entanglement entropy

We now use the HRT prescription \([46]\) to holographically compute the entanglement entropy of subsystem \( A \). According to the HRT prescription, the HEE reads

\[
S_{EE}^\parallel = \frac{\text{Area}(\Gamma_A^{\text{min}}(t))}{4G_{d+1}}
\]

\[
= \frac{V_{d-2}}{2G_{d+1}} \int_{-\frac{1}{2}}^{\frac{1}{2}} dy \frac{z^{d-1}}{z^{d-1}} \sqrt{K(z) + \frac{z'^2}{f(z)} - t'^2 \left( \frac{f(z)}{K(z)} - \frac{K(z)}{\beta z' \beta^2} \left[ 1 - \frac{1}{K(z)} \right]^2 \right) - \frac{2t'(K(z) - 1)}{\beta}}. \quad (18)
\]

We now identify the Lagrangian \( \mathcal{L} = \mathcal{L}(z, z', t, t') \) from the above expression and note that \( y \) is a cyclic coordinate. This cyclic coordinate leads to the following conserved quantity

\[
\mathcal{H} = -K(z) \left( 1 - \frac{t'(1 - \frac{1}{K(z)})}{\beta} \right)
\]

\[
\sqrt{K(z) + \frac{z'^2}{f(z)} - t'^2 \left( \frac{f(z)}{K(z)} - \frac{K(z)}{\beta z' \beta^2} \left[ 1 - \frac{1}{K(z)} \right]^2 \right) - \frac{2t'(K(z) - 1)}{\beta}} = \text{constant} = c. \quad (19)
\]

Now we introduce the turning point \((z_t^\parallel, t_t^\parallel)\) inside the bulk at which \( z' \) and \( t' \) vanishes. This fixes the above constant to be \( c = -\frac{\sqrt{K(z_t^\parallel)}}{z_t^\parallel} \). This results in the following equation

\[
K(z) + \frac{z'^2}{f(z)} - t'^2 \left( \frac{f(z)}{K(z)} - \frac{K(z)}{\beta z' \beta^2} \left[ 1 - \frac{1}{K(z)} \right]^2 \right) - \frac{2t'(K(z) - 1)}{\beta} = \frac{K^2(z)}{K(z_t^\parallel) \left( \frac{z_t^\parallel}{z} \right)^{2(d-1)}} \left[ 1 - \frac{t'}{\beta} \left( 1 - \frac{1}{K(z)} \right) \right]^2.
\]

\[
(20)
\]

Substituting the above expression in eq. (18), we obtain the HEE to be

\[
S_{EE}^\parallel = \frac{V_{d-2}}{2G_{d+1}} \int_{-\frac{1}{2}}^{\frac{1}{2}} dy \frac{K(z)}{z^{d-1}} \left( \frac{z_t^\parallel}{z} \right)^{d-1} \left[ 1 - \frac{t'}{\beta} \left( 1 - \frac{1}{K(z)} \right) \right]. \quad (21)
\]

Before we proceed further, we want to make some remarks regarding the above expression. We observe that the first term in the above expression is the HEE in the RT-prescription \([5]\) obtained by setting \( dt = 0 \) in the metric (eq. (13)) and by choosing the parametrization \( z = z(y) \). On the other hand the second term represents a correction term which arises due to the HRT formalism \([46]\).
To proceed further, we express \( dy \) in terms of \( dz \) by using eq.\((20)\). This reads

\[
\frac{dy}{dz} = \left( \frac{z}{z_i} \right)^{d-1} \left[ 1 - \left( \frac{z}{z_i} \right)^{2d-2} \left( \frac{\beta}{\sqrt{z z_i}} \right) \right]^{\frac{1}{2}} \sqrt{K(z) f(z)} \left[ \frac{K(z)/K(z_i^i)}{K(z_i^i)} \left( 1 - \frac{\beta}{\sqrt{z z_i}} \left[ 1 - \frac{1}{K(z)} \right] \right) - \left( \frac{z}{z_i} \right)^{2d-2} \right] \frac{dz}{z^{d-1} \sqrt{f(z)}}.
\]

(22)

We now consider the thin strip approximation, that is, \( \left( \frac{z}{z_i} \right)^d \ll 1 \). Keeping this approximation in mind, we only consider terms up to \( \mathcal{O} \left( \left( \frac{z}{z_i} \right)^d \right) \) and neglect the higher order terms in eq.\((22)\). Eq.\((22)\) now simplifies to the following expression

\[
dy = \left( \frac{z}{z_i} \right)^{d-1} \frac{dz}{\sqrt{K(z) f(z)} \left[ \frac{K(z)/K(z_i^i)}{K(z_i^i)} \left( 1 - \frac{\beta}{\sqrt{z z_i}} \left[ 1 - \frac{1}{K(z)} \right] \right) - \left( \frac{z}{z_i} \right)^{2d-2} \right]}. \tag{23}
\]

Now substituting eq.\((23)\) in eq.\((21)\) and using the conditions \( z(y = 0) = z_i^||, z(y = \pm \frac{1}{2} t) = 0 \), we can write down HEE in the following form

\[
S_{EE}^|| = \frac{V_{d-2}}{2G_{d+1}} \int_{\epsilon}^{z_i^||} dz \sqrt{K(z)/K(z_i^i)} \frac{1}{\sqrt{f(z)} \left[ \frac{K(z)/K(z_i^i)}{K(z_i^i)} \left( 1 - \frac{\beta}{\sqrt{z z_i}} \left[ 1 - \frac{1}{K(z)} \right] \right) - \left( \frac{z}{z_i} \right)^{2d-2} \right]} - \frac{V_{d-2}}{2G_{d+1}} \int_{\epsilon}^{z_i^||} dz \sqrt{K(z)/K(z_i^i)} \frac{\beta}{\sqrt{f(z)} \left[ \frac{K(z)/K(z_i^i)}{K(z_i^i)} \left( 1 - \frac{\beta}{\sqrt{z z_i}} \left[ 1 - \frac{1}{K(z)} \right] \right) - \left( \frac{z}{z_i} \right)^{2d-2} \right]}.
\]

(24)

In the subsequent discussion, we are interested in the leading order correction in the HEE due to the boost. In \cite{44,45,47}, it was pointed out that in the perturbative expansion for small strips, to obtain the leading order boost correction in the HEE, considering a constant time slice is sufficient. In other words, when it comes to compute the leading order correction in the HEE (next to pure \( AdS \)), it is sufficient to work with the constant time slice co-dimension two RT-surface. The deviations in the geometry of the extremal surface away from the constant time slice contribute only to the second order terms in the perturbative expansion \cite{44,45,47}. To proceed further we will assume that all the computations are done in constant time slice, that is, we will set \( \beta' = 0 \). Therefore, under this approximation one can write down the subsystem size in terms of the bulk coordinate (by using eq.\((23)\)) as \cite{44,45}

\[
\frac{l}{2} = \int_{0}^{z_i^||} dz \sqrt{f(z) K(z)} \left[ \frac{\beta}{K(z_i^i)} \left( \frac{z}{z_i} \right)^{2d-2} \right]^{1/2}.
\]

(25)

\( \epsilon \) is the UV cut-off which has been introduced to regularize the area functional.
Keeping the above discussion in mind, one can obtain the following form of the HEE (by setting $t' = 0$) from eq. (24) [44, 45, 47]:

$$S_{EE}^{\parallel} = \frac{V_{d-2}}{2G_{d+1}} \int_{\epsilon}^{z_{l}} dz \sqrt{\frac{K(z)/K(z_{l})}{z^{d-1} \sqrt{f(z)}}} \frac{1}{\sqrt{\frac{K(z)}{K(z_{l})} - \left(\frac{z}{z_{l}}\right)^{2d-2}}}.$$

As mentioned earlier, we will now use the thin strip approximation which implies

$$\left(\frac{z_{l}}{z_{0}}\right)^{d} \ll 1, \beta^{2}\gamma^{2}\left(\frac{z_{l}}{z_{0}}\right)^{d} \ll 1$$

and we will keep terms up to $O(\beta^{2}\gamma^{2})$. Under the thin strip approximation, $\frac{K(z)}{K(z_{l})}$ can be written down as [44, 45]

$$\frac{K(z)}{K(z_{l})} \approx 1 + \beta^{2}\gamma^{2}\left(\frac{z_{l}}{z_{0}}\right)^{d} \left[\left(\frac{z}{z_{l}}\right)^{d} - 1\right].$$

Under the thin strip approximation and by using the expression given in eq. (28), the subsystem size is obtained to be [44, 45]

$$l = 2z_{l} \left[b_{0} + \frac{1}{2} \left(\frac{z}{z_{0}}\right)^{d} \left(b_{1} + \beta^{2}\gamma^{2}I_{l}\right)\right]$$

where the expressions corresponding to the constant terms $b_{0}, b_{1}$ and $I_{l}$ are given in the appendix. The subsystem size - turning point relation corresponding to the pure AdS$_{d+1}$ geometry can be obtained by taking the limits $\beta \to 0$ and $z_{0} \to \infty$. This reads [40]

$$l = 2b_{0}z_{l}$$

where $z_{l}$ is the turning point for pure AdS$_{d+1}$ geometry. To express $z_{l}^{\parallel}$ in terms $z_{l}$, we make use of eq. (29) and eq. (30). This results in

$$z_{l}^{\parallel} = \frac{l/2}{\left[b_{0} + \frac{1}{2} \left(\frac{z_{l}}{z_{0}}\right)^{d} \left(b_{1} + \beta^{2}\gamma^{2}I_{l}\right)\right]} \approx \frac{z_{l}}{1 + \frac{1}{2} \left(\frac{z_{l}}{z_{0}}\right)^{d} \left(b_{1} \frac{b_{0}}{b_{0} + \beta^{2}\gamma^{2}I_{l}}\right)}.$$

Now we proceed to compute the explicit form of HEE by using eq. (24) [44, 28]. Under the thin strip approximation, HEE is obtained to be [44, 45]

$$S_{EE}^{\parallel} = S_{div} + \frac{V_{d-2}}{2G_{d+1} (z_{l})^{d-2}} \left[1 + p^{d}a_{1} + q^{d} \left(\frac{d + 1}{d - 1} a_{0} - \frac{1}{a_{0}} b_{0}\right)\right]$$

where $S_{div}$ represents the subsystem independent divergent term $S_{div} = \frac{V_{d-2}}{2G_{d+1} (d-2)_{l}^{d-2}} \frac{1}{c^{d-2}}$ and $a_{0}$ is a constant term, given in the appendix. Furthermore, $p^{d} = \left(\frac{z_{l}}{z_{0}}\right)^{d}$ and $q^{d} = \beta^{2}\gamma^{2}\left(\frac{z_{l}}{z_{0}}\right)^{d}$. The finite part of the HEE can be written in terms of the subsystem size by using eq. (30), eq. (31) and eq. (32). This reads [44, 45]

$$S_{EE}^{\parallel} = S_{div} + \frac{V_{d-2}a_{0}}{2G_{d+1}} \left[\left(\frac{2b_{0}}{l}\right)^{d-2} + \frac{1}{2z_{l}^{d}} \left(\frac{l}{2b_{0}}\right)^{2} b_{1} \frac{a_{0}}{a_{0}} \left(\frac{d - 1}{2} + \beta^{2}\gamma^{2}\right)\right].$$
The higher order terms in the above expression of entanglement entropy is obtained in \[45\]. For the pure \(AdS_{d+1}\) background, the HEE is known to be\(^2\) [46]:

\[
S_{EE}^{\text{pure}} = S_{\text{div}} + \frac{V_{d-2}a_0}{2G_{d+1}} \left( \frac{2b_0}{l} \right)^{d-2} \tag{34}
\]

We now define a quantity \(\delta S_{EE}^\parallel\), in order to remove divergent piece and to represent the change in HEE due to the boost. This reads \[11,45\]

\[
\delta S_{EE}^\parallel \equiv S_{EE}^\parallel - S_{EE}^{\text{pure}} = \frac{V_{d-2}(d+1)b_1}{32G_{d+1}b_0^2} \left[ \frac{d-1}{d+1} + \frac{2\beta^2}{d+1} \right]. \tag{35}
\]

The expression of HEE in eq.\[33\] suggests that the entanglement entropy increases in the presence of the boost. A possible reason for this increase in the entanglement entropy is an increase in the are of the strip residing in the CFT side. Increase in the boost also leads to more excitations in the CFT side, and this may also be a reason for the increase in the entanglement entropy from the CFT point of view.

### 3.2 EWCS and Holographic mutual information

As we have mentioned earlier, the EE is a good way to quantify quantum entanglement as long as the system under consideration is in a pure state. We now holographically compute EoP, which is one of the promising candidates to quantify entanglement for mixed states. This we do by computing the holographic entanglement entropies for the boosted black brane. This computation holographically probes EoP on the basis of EE. We consider two strip like subsystems on the boundary \(\partial M\) which splits \(\delta S\) as \(...\)

\[
\min_{\Gamma_{AB}} \quad \delta S_{EE}^\parallel \quad \text{subject to} \quad \Gamma_{AB} \cap \Gamma_{\text{boost}} = 0.
\]

This can also be obtained from eq.\[33\] by taking the limits \(\beta \to 0\) and \(z_0 \to \infty\).
By using this above mentioned induced metric and the formula given in eq. (35), the minimal cross-section of the entanglement wedge ($M_{AB}$) is found to be

$$E_W^{\parallel} = \frac{V_{d-2}}{4G_{d+1}} \int \frac{dz}{z^{d-1} \sqrt{f(z)}}$$

where we have used the thin strip approximation. By using eq. (31), we can recast the above computed expression in terms of the subsystem size $l$ and the separation distance $x$. This reads

$$E_W^{\parallel} = \frac{V_{d-2}}{4G_{d+1}} \frac{V_{d-2}}{2(2b_0)^{d-2} G_{d+1} (d-2)} \left[ \frac{1}{x^{d-2}} - \frac{1}{(2l+x)^{d-2}} \right] + \left( \frac{1}{2} \frac{b_1}{b_0} - \frac{b_1}{b_0} - \frac{1}{d-1} \right) \left( \frac{x^2}{2} - \frac{(2l+x)^2}{2} \right)$$

where we have used the thin strip approximation. By using eq. (31), we can recast the above computed expression in terms of the subsystem size $l$ and the separation distance $x$. This reads

$$E_W^{\parallel} = \frac{V_{d-2}}{4G_{d+1}} \frac{V_{d-2}}{2(2b_0)^{d-2} G_{d+1} (d-2) 2(2l+x)^{d-2}} \left[ \frac{1}{x^{d-2}} - \frac{1}{(2l+x)^{d-2}} \right] + \left( \frac{1}{2} \frac{b_1}{b_0} - \frac{b_1}{b_0} - \frac{1}{d-1} \right) \left( \frac{x^2}{2} - \frac{(2l+x)^2}{2} \right)$$

The EWCS for the pure $AdS_{d+1}$ geometry can be obtained by taking the limit $\beta \to 0$, $z_0 \to \infty$ of the above expression, which gives

$$E_W^{\text{pure}} = \frac{V_{d-2}}{4G_{d+1}} \frac{V_{d-2}}{2(2b_0)^{d-2} G_{d+1} (d-2)} \left[ \frac{1}{x^{d-2}} - \frac{1}{(2l+x)^{d-2}} \right]$$

We now introduce a scaling for the sake of simplification. This reads

$$E_W^{\parallel} = \frac{2G_{d+1}}{V_{d-2}} E_W^{\parallel} \quad \text{and} \quad E_W^{\text{pure}} = \frac{2G_{d+1}}{V_{d-2}} E_W^{\text{pure}}.$$
The critical separation length $x_c$ and by using eqs. (45, 46) one needs to solve the above expressions in order to represent the EWCS and the dotted curves represent the HMI. With the explicit expressions of EWCS and HMI in hand, we shall now compute the critical separation length $x_c$ in this set up and try to represent it in terms of the subsystem length $l$ and boost parameter $\beta$. The critical separation length $x_c$ is defined as the point at which the mutual correlation between subsystems $A$ and $B$, that is, $I^l(A : B)$ vanishes and the EWCS shows a phase transition.

For the sake of simplicity, we firstly fix the spacetime dimension, namely, we perform the computations for $d = 3$ and $d = 4$. In $d = 3$, the condition $I^l(A : B) = 0$ at $x = x_c$ gives the following equation

$$2 \left( \frac{\sqrt{\pi} \Gamma(3/4)}{\Gamma(1/5)} \right)^2 \left[ 2 \frac{1}{x_c} + \frac{1}{2l + x_c} \right] + \frac{\sqrt{\pi} \Gamma(3/4)}{2 \sqrt{\pi} \Gamma(1/5)} \left( \frac{1}{2} - \frac{x_c^2}{2} - \frac{(2l + x_c)^2}{2} \right) = 0. \quad (48)$$

On the other hand, for $d = 4$ we get

$$2 \left( \frac{\sqrt{\pi} \Gamma(4/6)}{\Gamma(1/7)} \right)^3 \left[ 2 \frac{1}{x_c^2} + \frac{1}{(2l + x_c)^2} \right] + \frac{\sqrt{\pi} \Gamma(4/6)}{2 \sqrt{\pi} \Gamma(1/7)} \left( \frac{1}{4} - \frac{x_c^2}{2} - \frac{(2l + x_c)^2}{2} \right) = 0. \quad (49)$$

One needs to solve the above expressions in order represent $x_c$ in terms of the subsystem size $l$. We now graphically represent our observations.

It has been argued in [10] that mutual information in eq. (45) vanishes at a critical separation length, namely, $x_c$ for a fixed subsystem size. This in turn means that at $x = x_c$, EWCS shows a discontinuity which represent a phase transition between the connected phase and disconnected phase of the entanglement wedge. Upto $x = x_c$, connected phase is the physical whereas beyond $x > x_c$ disconnected phase is physical. Some recent works in this direction can be found in [51–55]. In order to compute the critical length $x_c$ for the case in hand, we firstly fix the parameters $d = 3$, $l = 3$ and $z_0 = 10$. We then plot the expressions of EWCS and HMI, namely $E_W$ and $I^l(A : B)$, for various values of the boost parameter $\beta$. We observe that increasing the value of the boost parameter causes earlier saturation of the HMI and in turn means earlier phase transition for the corresponding entanglement wedge. This has been shown in Fig. (1).

Similar to the HEE, we now compute the change in HMI and EWCS due to inclusion of the anisotropy (boost) in the boundary field theory. This has been given below

$$\delta I^l(A : B) \equiv I^l(A : B) - I^{pure}(A : B) = \frac{V_{d-2} b_1}{32 G_{d+1} b_0^2} \left( \frac{d - 1}{d + 1} + \frac{2 \beta^2 \gamma^2}{d + 1} \right) \left( 2l^2 - x^2 - (2l + x)^2 \right). \quad (51)$$
Further, if we take the adjacent subsystem limit, that is, $x \rightarrow 0$ in eq.(50) and compare the obtained expression with eq.(35), we observe

$$\delta E^\parallel_W = \lambda_1 \delta S^\parallel_{EE}.$$  

(52)

This in turn means that the change in EWCS due to the presence of boost is proportional to the boost initiated change in HEE upto a constant factor $\lambda_1^3$. It is to be kept in mind that we have shown this under the thin strip approximation. The above relation can be used to relate the leading order change in EWCS to the excitation energy and pressure of the boundary CFT. This can be done by using the relation for the change in HEE ($\delta S^\parallel_{EE}$) with the boundary field theoretic quantities like excitation energy and pressure. This relation reads \[44, 45\]

$$\delta S^\parallel_{EE} = \frac{1}{T_E} \left( \Delta E^\parallel - \frac{d - 1}{d + 1} \mathcal{V} \Delta P^\parallel \right)$$  

(53)

where $\Delta E^\parallel$, $\Delta P^\parallel$, $T_E$, $\mathcal{V} = V_{d-2l}$ are the excitation energy, pressure, entanglement temperature and volume of the subsystem respectively. The expressions for these quantities read \[44, 45\]

$$\Delta E^\parallel = \frac{V_{d-2l}}{16\pi G_{d+1}} \left( \frac{d - 1}{d} + \beta \alpha \right) \frac{d}{z^d_0}$$

$$\Delta P^\parallel = \frac{d}{16\pi G_{d+1}} \left( \frac{1}{d} + \beta \alpha \right) \frac{1}{z^d_0}$$

$$T_E = \frac{b^2 d}{a_1 \pi l}.$$  

(54)

Now by substituting eq.(53) in eq.(52), we obtain

$$\delta E^\parallel_W = \frac{\lambda_1}{T_E} \left( \Delta E^\parallel - \frac{d - 1}{d + 1} \mathcal{V} \Delta P^\parallel \right).$$  

(55)

### 3.3 Entanglement negativity

We now consider another entanglement measure known as the entanglement negativity (also known as the logarithmic negativity) ($E_N$) which is also a promising candidate to quantify entanglement for mixed states. In the introduction, we have briefly discussed the concept of entanglement negativity and its significance in context of quantum information theory. However, to proceed further we now qualitatively discuss how one can compute entanglement negativity holographically.

Two different proposals have been suggested by various literatures in this direction.

In one proposal, $E_N$ is given by the area of an extremal cosmic brane that terminates at the boundary of the entanglement wedge \[56,57\]. This proposal is motivated by the quantum error correcting codes and states that the logarithmic negativity is equivalent to the cross-sectional area of the entanglement wedge with a bulk correction term. However, for a general entangling surface this is difficult to compute due to the backreaction of the cosmic brane. This calculation simplifies a lot for a ball shaped subregion. In this set up, the backreaction is accounted for by an overall constant to the area of the entanglement wedge cross-section. Then it is conjectured that \[56,58\]

$$E_N = \chi_d \frac{E_W}{4G_N} + E_{bulk}$$  

(56)

where $E_W$ is the minimal cross-sectional area of the entanglement wedge associated with the concerned boundary region and $\chi_d$ is a constant which depends on the dimension of the spacetime. $E_{bulk}$ is the quantum correction term corresponding to the logarithmic negativity between the bulk fields on either sides of the entanglement wedge cross-section.

\[^3\text{The explicit expression of } \lambda_1 \text{ has been given in Appendix B.}\]
Another proposal suggests that the entanglement negativity is given by certain combinations of co-dimension-two static minimal bulk surfaces \([59, 64]\). Both of these proposals reproduce the exact known result of entanglement negativity in CFT. In this paper, we follow the second proposal where entanglement negativity is given by the a certain combination of the area of co-dimension-two static minimal surfaces in the bulk. These combinations can be obtained from the dual CFT correlators. Some recent works in this directions can be found in \([65–73]\).

We now compute \(E_N\) by considering two different set ups, namely, for two adjacent strip like subsystems and for two disjoint strip like subsystems. At first we consider adjacent scenario. Let us consider two strip like subsystems \(A\) and \(B\) with lengths \(l_1\) and \(l_2\) with zero-overlapping. In the case of such adjacent subsystems the entanglement negativity \((E_N)\) is defined as \([59, 64]\)

\[
E_{N_{adj}}^\parallel = \frac{3}{4} \left[ S_{EE}^\parallel (l_1) + S_{EE}^\parallel (l_2) - S_{EE}^\parallel (l_1 + l_2) \right].
\]

By using eq. (53), one can find the entanglement negativity for adjacent subsystems is

\[
E_{N_{adj}}^\parallel = \frac{3V_{d-2} a_0}{8G_{d+1}} \left[ (2b_0)^{d-2} \left( \frac{1}{l_1^{d-2}} + \frac{1}{l_2^{d-2}} - \frac{1}{(l_1 + l_2)^{d-2}} \right) \right]
\]

\[
+ \frac{1}{2z_0^d (2b_0)^2 a_0} \left( \frac{d - 1}{2} + \beta^2 \gamma^2 \right) \left[ l_1^2 + l_2^2 - (l_1 + l_2)^2 \right] \] \[+ \frac{3}{4} S_{div}. \tag{58}\]

For pure \(AdS_{d+1}\) background, the entanglement negativity for two adjacent subsystem can be obtained from the above expression by taking the limit \(\beta \to 0, \ z_0 \to \infty\). This reads

\[
E_{N_{adj}}^{\text{pure}} = \frac{3V_{d-2} b_1 (2b_0)^{d-2}}{16z_0^d G_{d+1} (2b_0)^2} \left[ \frac{d - 1}{2} + \beta^2 \gamma^2 \right] \left( l_1^2 + l_2^2 - (l_1 + l_2)^2 \right) . \tag{59}\]

One can take note from eq. (59) \([58, 59]\) that the divergent piece of the entanglement entropy contributes to the entanglement negativity. We now compute the change in \(E_N\) due to the inclusion of boost, this we define as

\[
\delta E_{N_{adj}}^\parallel \equiv E_{N_{adj}}^\parallel - E_{N_{adj}}^{\text{pure}} = \frac{3V_{d-2} b_1}{16z_0^d G_{d+1} (2b_0)^2} \left[ \frac{d - 1}{2} + \beta^2 \gamma^2 \right] \left( l_1^2 + l_2^2 - (l_1 + l_2)^2 \right) . \tag{60}\]

Furthermore, if we consider the subsystems to be of same length, that is, \(l_1 = l_2 = l\), we then obtain the following expression of \(\delta E_{N_{adjacent}}^\parallel\)

\[
\delta E_{N_{adj}}^\parallel |_{l_1=l_2} = \frac{3V_{d-2} b_1 l^2}{8z_0^d G_{d+1} (2b_0)^2} \left[ \frac{d - 1}{2} + \beta^2 \gamma^2 \right] . \tag{61}\]

As we have mentioned earlier, we now consider two disjoint strip like subsystems \(A\) and \(B\) with length \(l_1\) and \(l_2\). The subsystems under consideration are separated by a length \(x\). In this case the entanglement negativity reads \([41, 70]\)

\[
E_{N_{disj}}^\parallel = \frac{3}{4} \left[ S_{EE}^\parallel (l_1 + x) + S_{EE}^\parallel (l_2 + x) - S_{EE}^\parallel (l_1 + l_2 + x) - S_{EE}^\parallel (x) \right]. \tag{62}\]

We now make use of eq. (53) to find the explicit expression for \((E_N)\) in the disjoint set up. This is obtained to be

\[
E_{N_{disj}}^\parallel = \frac{3V_{d-2} a_0}{8G_{d+1}} \left[ (2b_0)^{d-2} \left( \frac{1}{(l_1 + x)^{d-2}} + \frac{1}{(l_2 + x)^{d-2}} - \frac{1}{(l_1 + l_2 + x)^{d-2}} - \frac{1}{x^{d-2}} \right) \right]
\]

\[
+ \frac{b_1/a_0}{2z_0^d (2b_0)^2} \left( \frac{d - 1}{2} + \beta^2 \gamma^2 \right) \left( (l_1 + x)^2 + (l_2 + x)^2 - (l_1 + l_2 + x)^2 - x^2 \right) \]. \tag{63}\]
Similar to the adjacent case, in the limit $\beta \to 0$ and $z_0 \to \infty$ of the above expression, we get the the pure $AdS_{d+1}$ result. This reads

$$E_{N_{dis}}^{\text{pure}} = \frac{3V_{d-2}a_0}{8G_{d+1}}(2b_0)^{d-2}(\frac{1}{(l_1 + x)^{d-2}} + \frac{1}{(l_2 + x)^{d-2}} - \frac{1}{(l_1 + l_2 + x)^{d-2}} - \frac{1}{x^{d-2}}).$$  \hspace{1cm} (64)$$

Furthermore, it is to be noted that in the disjoint set up, the entanglement negativity does not receive any contribution from the divergent piece. On the other hand, the change in entanglement negativity (disjoint case) due to the boost can be defined as

$$\delta E_{N_{dis}}^{||} = E_{N_{dis}}^{||} - E_{N_{dis}}^{\text{pure}} = \frac{3V_{d-2}b_1}{16z_0^d(2b_0)^2} \left( \frac{d-1}{2} + \beta^2\gamma^2 \right) \left( (l_1 + x)^2 + (l_2 + x)^2 - (l_1 + l_2 + x)^2 - x^2 \right).$$  \hspace{1cm} (65)$$

So far we have considered the subsystems have lengths $l_1$ and $l_2$. We now consider a special scenario where the lengths of the two strip like subsystems $A$ and $B$ are equal, that is, $l_1 = l_2 = l$. At this condition, the expressions given in eq.(61) \hspace{1cm} (63,64) \hspace{1cm} (65) \hspace{1cm} (66) get simplified to the following forms

$$E_{N_{dis}}^{\text{para}}|_{l_1=l_2} = \frac{3}{4} \left[ a_0(2b_0)^{d-2} \left( \frac{2}{(l + x)^{d-2}} - \frac{1}{(2l + x)^{d-2}} - \frac{1}{x^{d-2}} \right) + \frac{b_1/a_0}{2z_0^d(2b_0)^2} \left( \frac{d-1}{2} + \beta^2\gamma^2 \right) \left( 2(l + x)^2 - (2l + x)^2 - x^2 \right) \right].$$  \hspace{1cm} (66)$$

$$E_{N_{dis}}^{\text{pure}}|_{l_1=l_2} = \frac{3a_0}{4}(2b_0)^{d-2} \left( \frac{2}{(l + x)^{d-2}} - \frac{1}{(2l + x)^{d-2}} - \frac{1}{x^{d-2}} \right).$$  \hspace{1cm} (67)$$

where we have used the scaling $\bar{E}_N = \frac{2G_{d+1}}{V_{d-2}}E_N$. On the similar note, the change in entanglement negativity with the condition $l_1 = l_2 = l$ reads

$$\delta E_{N_{dis}}^{||}|_{l_1=l_2} = \frac{3V_{d-2}b_1}{16z_0^d(2b_0)^2G_{d+1}} \left( \frac{d-1}{2} + \beta^2\gamma^2 \right) \left( 2(l + x)^2 - (2l + x)^2 - x^2 \right).$$  \hspace{1cm} (68)$$

It is also reassuring to observe that if we consider the adjacent subsystem limit $x \to 0$ in eq.(68), we obtain eq.(61). On the other hand, if we compare the expression given in eq.(61) with eq.(65), we obtain the following relation

$$\delta E_{N_{adj}}^{||}|_{l_1=l_2} = \lambda_2 \delta S_{EE}^{||}.$$  \hspace{1cm} (69)$$

The above relation suggests that the change in entanglement negativity due to the presence of boost is proportional to the change in HEE upto a constant factor $\lambda_2^2$. This has also been observed in case of EWCS.

Now in order to understand the effect of the boost parameter on the entanglement negativity, we introduce a simple plot in fig.((2)). We plot the expression of $E_N$ which has been obtained for two disjoint subsystems with equal lengths $l$ (given in eq.(66)). We consider different values of the boost parameter $\beta$. We find that for $\beta \to 0$ and $z_0 \to \infty$, the entanglement negativity does not vanish at any value of the separation distance between two subsystems. However, for a non-zero, finite value of the boost parameter $\beta$, we observe that entanglement negativity vanishes at a critical separation distance $x'_c$. Furthermore the value of this critical separation length $x'_c$ decreases with the increase in the value of the boost parameter $\beta$. Thus, one can say that entanglement negativity measures correlation between two disjoint subsystems even when they are not in the connected phase because entanglement negativity vanishes at a larger value of the separation compared to mutual information and EWCS.

\footnote{The explicit expression of $\lambda_2$ has been given in Appendix B.}
3.4 Holographic subregion complexity

The basic concept of circuit complexity has already been discussed earlier. Now to proceed further, we shall describe various holographic proposals to compute the quantum complexity of the boundary states by using the bulk AdS geometry. There are various different proposals to compute the complexity holographically. Initially, it was suggested that the complexity of the boundary state is related to the volume of the Einstein-Rosen bridge (ERB) connecting the boundaries of a two-sided eternal black hole [26, 76, 77]. This has been dubbed as the ‘Complexity = Volume’ (CV) conjecture. This conjecture gives the following relation

\[ C_V(t_L, t_R) = V_{ERB}(t_L, t_R) \]

where \( R \) is the AdS radius and \( V_{ERB}(t_L, t_R) \) is the co-dimension one extremal volume of the ERB. This is bounded by the two spatial slices at times \( t_L \) and \( t_R \) of two CFTs, living on the two boundaries of the eternal black hole.

Another proposal relates the gravitational action computed in a certain bulk region known as the Wheeler-Dewitt (WdW) patch (which is bounded by the light sheets) to the quantum complexity of the boundary state. This proposal is denoted as the ‘Complexity = Action’ (CA) conjecture [28, 78–84]. Mathematically it can be represented as

\[ C_A = \frac{I_{WdW}}{\pi \hbar} \]

where \( I_{WdW} \) is the gravitational action evaluated on the WdW patch.

These conjectures depend on the whole state of the boundary system. However, there is another conjecture which depends on the reduced state of the physical system at the boundary. This is known as the holographic subregion complexity (HSC) conjecture. It relates co-dimension one volume \( (V(\gamma)) \) enclosed by the extremal RT surface to the complexity [86]

\[ C_V = \frac{V(\gamma)}{8\pi RG_{d+1}} \]

Some interesting works related to the holographic computation of complexity can be found in [87–101]. Now in this set up (where the subsystem is taken to be along the direction of the boost), if \( V(\gamma) \) denotes the

\footnote{There is also another proposal suggested for the holographic complexity which is known as the ‘Complexity = Spacetime volume’ (CV 2.0) [85] which states that complexity is related to the spacetime volume \( (\hat{V}) \) of the WdW patch \( C_{V2.0} = \frac{\hat{V}}{GR^2} \).}
maximal co-dimension-one volume enclosed by the co-dimension-two static, minimal Ryu-Takayanagi (RT) surface in the bulk, then the holographic subregion complexity (HSC) reads

\[ C^\parallel_V = \frac{V(\gamma)}{8\pi RG_{d+1}}. \] (73)

It is to be kept in mind that, in this case where the subsystem is placed parallel to the boost direction, the volume of the corresponding RT surface can be obtained by using eq. (15) and eq. (23). This in turn leads to the following [102]

\[ C^\parallel_V = \frac{V_{d-2}}{8\pi G_{d+1}(d-1)} \left[ \frac{l}{e^{d-1}} - \frac{2^{d-2} \pi \frac{d-1}{2}}{(d-1)} \frac{\Gamma(\frac{d}{2d-2})}{\Gamma(\frac{d}{2d-2})} \frac{l}{d^{d-2}} \right] \]

\[ - \frac{l^2}{4b_0^2 z_0} \left[ \frac{(d-2)\pi b_1}{2(d-1)b_0} + (2-d)c_0 \right] + \beta^2 \gamma^2 \left( \frac{(d-2)\pi}{2(d-1)^2 b_0} \left( \frac{2b_1}{b_0} - 1 \right) + c_2 - c_0 d \right) \]. (74)

where we have set AdS radius \( R = 1 \). Similarly the holographic subregion complexity for a subsystem of length \( l \) for pure \( AdS_{d+1} \) geometry reads

\[ C^\text{pure}_V = \frac{V^\text{pure}}{8\pi G_{d+1}} = \frac{1}{8\pi G_{d+1}} \left[ \frac{V_{d-2}}{d-1} \frac{l}{e^{d-1}} - \frac{2^{d-2} \pi \frac{d-1}{2}}{(d-1)^2} \frac{\Gamma(\frac{d}{2d-2})}{\Gamma(\frac{d}{2d-2})} \frac{V_{d-2}}{l^{d-2}} \right]. \] (75)

The above can be obtained by taking the limits \( \beta \to 0 \) and \( z_0 \to \infty \) of eq. (74). We compute the change in complexity due to the presence of the boost parameter. This we define as \( \delta C^\parallel_V \equiv C^\parallel_V - C^\text{pure}_V \). By substituting the corresponding expressions, we get

\[ \delta C^\parallel_V = -\frac{1}{8\pi G_{d+1}} \frac{V_{d-2}l^2}{4b_0^2 z_0^2 (d-1)} \left[ \frac{(d-2)\pi b_1}{2(d-1)b_0} + (2-d)c_0 \right] + \beta^2 \gamma^2 \left( \frac{(d-2)\pi}{2(d-1)^2 b_0} \left( \frac{2b_1}{b_0} - 1 \right) + c_2 - c_0 d \right). \] (76)

### 3.5 Mutual complexity

In order to find the complexity for mixed states, we follow the purification complexity (CoP) protocol. It is defined as the minimal complexity among all possible purifications of the mixed state. This implies optimization over the circuits which take the reference state (entangled product state) to a certain target state \( |\psi_{AB}\rangle \) (which is a purification of the desired mixed state \( \rho_A \)) and also optimization over the possible purifications of \( \rho_A \). This is expressed as \( C(\rho_A) = \min_B C(|\psi_{AB}\rangle) \): \( \rho_A = Tr_B |\psi_{AB}\rangle \langle \psi_{AB} | \langle \psi_{AB} | \langle \psi_{AB} | \) where \( \mathcal{A} = B \). In recent times, a quantity known as the ‘mutual complexity’ has been defined in order to compute the above mentioned mixed state complexity [28,30,103]. One starts with a state \( \rho_{AB} \) in the extended Hilbert space (original Hilbert space with auxiliary degrees of freedom), then by tracing out the degrees of freedom of \( B \), one obtains \( \rho_A \). Similarly, by tracing out the degrees of freedom of \( A \) leads to \( \rho_B \). These computed results along with the following formula leads to the mutual complexity [28]

\[ C = C(\rho_A) + C(\rho_B) - C(\rho_{AB}) \]. (77)

Now we will calculate the mutual complexity by using HSC conjecture. We consider two subsystems \( A \) and \( B \) of equal length \( l \) on the boundary Cauchy slice, separated by a distance \( x \). For \( \frac{x}{l} < 1 \), the mutual complexity is given by [28,32,51]

\[ \Delta C^\parallel = C^\parallel_V(A) + C^\parallel_V(B) - C^\parallel_V(A \cup B) = 2C^\parallel_V(l) - C^\parallel_V(2l + x) + C^\parallel_V(x) \] (78)
where in the last line we have used $C_\Psi^\parallel(A \cup B) = C_\Psi^\parallel(2l + x) - C_\Psi^\parallel(x)$, for $\frac{z}{l} < 1$. This relation is valid in general for two subsystems of equal length and with separation $x$. Now by using eq. (74), we find the mutual complexity as

$$\Delta C^\parallel = \frac{V_{d-2}}{8\pi G_{d+1}(d-1)} \left[ \frac{2^{d-2} \pi b_0^2}{(d-1)} \frac{\Gamma(\frac{d}{2(d-2)})}{\Gamma(\frac{1}{2d-2})} \frac{1}{(2l + x)^{d-2}} - \frac{1}{x^{d-2}} - \frac{2}{l^{d-2}} \right] - \frac{1}{4b_0^2 \gamma_0^2} \left[ \left( \frac{(d-2)\pi b_1}{2(2l+1)b_0^2} + (2 - d)c_0 \right) + \beta^2 \gamma^2 \left( \frac{(d-2)\pi}{2(2l+1)^2b_0^2} \left( \frac{2b_1}{b_0} - 1 \right) + c_2 - c_0d \right) \right] \left( 2l^2 + x^2 - (2l + x)^2 \right)$$

(79)

where the expressions corresponding to the constant terms $c_0$, $c_1$ and $c_2$ are given in the appendix. On the other hand, the mutual complexity for pure $AdS_{d+1}$ background is obtained to be

$$\Delta C^{\text{pure}} = \frac{V_{d-2}}{8\pi G_{d+1}(d-1)} \frac{2^{d-2} \pi b_0^2}{(d-1)} \frac{\Gamma(\frac{d}{2(d-2)})}{\Gamma(\frac{1}{2d-2})} \frac{1}{(2l + x)^{d-2}} - \frac{1}{x^{d-2}} - \frac{2}{l^{d-2}}$$

(80)

With the above expressions in hand, we can compute the change in mutual complexity, that is, $\delta C^\parallel = \Delta C^\parallel - \Delta C^{\text{pure}}$ as

$$\delta C^\parallel = -\frac{V_{d-2}}{8\pi G_{d+1}(d-1)} \frac{1}{4b_0^2 \gamma_0^2} \left[ \left( \frac{(d-2)\pi b_1}{2(2l+1)b_0^2} + (2 - d)c_0 \right) + \beta^2 \gamma^2 \left( \frac{(d-2)\pi}{2(2l+1)^2b_0^2} \left( \frac{2b_1}{b_0} - 1 \right) + c_2 - c_0d \right) \right] \left( 2l^2 + x^2 - (2l + x)^2 \right).$$

(81)

Similar to the previously computed quantities, we scale the mutual complexity in the following way

$$\vec{P}_C^{\text{para}} = \frac{2G_{d+1}}{V_{d-2}} \Delta C^\parallel \text{ and } \vec{P}_C^{\text{pure}} = \frac{2G_{d+1}}{V_{d-2}} \Delta C^{\text{pure}}.$$ 

(82)

With these expressions in hand, we proceed to represent our results graphically. It has been noted that there can be two different natures of the mutual complexity, that is, $\Delta C$ is said to be subadditive if $\Delta C > 0$ and superadditive if $\Delta C < 0$. In order to observe this for the case in hand, we take the help of fig. (3). We observe that for every chosen value of the boost parameter $\beta$, the mutual complexity is super-additive. Furthermore, the effect of the boost parameter on the mutual complexity can be noted firmly from the mentioned figure.

Figure 3: Variation of the mutual complexity with respect to the separation distance $x$ between the two subsystems. We have set $l = 3$, $d = 3$ and $z_0 = 10$. 
4 Strip perpendicular to the boost

In this section we consider a strip like subsystem having orientation perpendicular to the boost direction and compute various information theoretic measures as we have done in the previous section. Further, we assume that the subsystem is placed along the \( x_1 \) direction while boost is along the \( y \) direction. The subsystem is specified by the \(-\frac{i}{2} \leq x_1 \leq \frac{i}{2}, 0 \leq y \leq l_y\), and \( 0 \leq x_i \leq l_i \). \( l_y \) and \( l_i \) is taken to be very large, that is \( l_y, l_i >> l \). Furthermore we assume that that the lengths along the directions other than \( x_1 \) are fixed.

We now choose the parametrisation \( z = z(x_1) \) and \( t = t(x_1) \) to compute the the area of the co-dimension two static minimal surface \( \Gamma^\text{min} \). Similar to the previous section, we have taken the strip to be thin.

4.1 Holographic entanglement entropy

We now again use the HRT prescription to obtain the HEE of a strip perpendicular to the boost

\[
S^\text{EE}_E = \frac{V_{d-2}}{2G_{d+1}} \int_{-\frac{i}{2}}^{\frac{i}{2}} \frac{dx_1}{z^{d-1}} \sqrt{K(z)} \left[ 1 + \frac{z^2}{f(z)} - t^2 \left( \frac{f(z)}{K(z)} - \frac{1}{K(z)} - 1 \right)^2 \right]^{\frac{d}{2}}.
\]

Identifying the Lagrangian \( \mathcal{L} = \mathcal{L}(z, z', t, t') \) from the above expression, we note that \( x_1 \) is a cyclic coordinate. This results in the following conserved quantity

\[
\mathcal{H} = -\frac{\sqrt{K(z)}}{z^{d-1}} \left[ 1 + \frac{z^2}{f(z)} - t^2 \left( \frac{f(z)}{K(z)} - \frac{1}{K(z)} - 1 \right)^2 \right] = \text{constant} = c.
\]

Similar to the parallel case, we introduce the turning point \( (z^\downarrow_1, t^\downarrow_1) \) inside the bulk at which \( z' \) and \( t' \) vanishes. This fixes the above constant to be \( c = -\frac{\sqrt{K(z^\downarrow_1)}}{z^\downarrow_1} \). By using this value of the constant \( c \) in eq. (84), we obtain the following equation

\[
1 + \frac{z^2}{f(z)} - t^2 \left( \frac{f(z)}{K(z)} - \frac{1}{K(z)} - 1 \right)^2 = \frac{K(z)}{K(z^\downarrow_1)} \left( \frac{z^\downarrow_1}{z} \right)^{2d-2}.
\]

Using this above expression in eq. (83), the entanglement entropy of the strip is given by

\[
S^\text{EE}_E = \frac{V_{d-2}}{2G_{d+1}} \int_{-\frac{i}{2}}^{\frac{i}{2}} \frac{dx_1}{z^{d-1}} \frac{K(z)}{\sqrt{K(z^\downarrow_1)}} \left( \frac{z^\downarrow_1}{z} \right)^{d-1}.
\]

As we have mentioned in the parallel scenario, the above expression can also be obtained by following the RT prescription. To proceed further, we now write the boundary coordinate in terms of the bulk coordinate. This can be done by solving eq. (83). From eq. (83) we can write \( dx_1 \) in terms of \( dz \) in the following way

\[
dx_1 = \frac{dz \left( \frac{z^\downarrow_1}{z} \right)^{d-1}}{\sqrt{f(z)} \left[ \frac{K(z)}{K(z^\downarrow_1)} - \left( \frac{z^\downarrow_1}{z} \right)^{2d-2} \right]^{\frac{d}{2}}}. \tag{87}
\]

Again we consider the thin strip approximation, that is, in the above expression we will keep terms upto \( O \left( \left( \frac{z^\downarrow_1}{z} \right)^d \right) \) and neglect the higher order terms. Using this fact we recast the above expression in the following way

\[
dx_1 = \frac{dz \left( \frac{z^\downarrow_1}{z} \right)^{d-1}}{\sqrt{f(z)} \left[ \frac{K(z)}{K(z^\downarrow_1)} - \left( \frac{z^\downarrow_1}{z} \right)^{2d-2} \right]^{\frac{d}{2}}}. \tag{88}
\]
The HEE is therefore obtained to be [44, 45]

$$S_{EE}^\perp = \frac{V_{d-2}}{2G_{d+1}} \int_{z_t^\perp}^{z_t^\parallel} dz \left( \frac{d}{z^d} \right) \sqrt{f(z)} \left[ 1 - \left( \frac{z}{z_0^\perp} \right)^2 \right]^{d/2} .$$  \hspace{1cm} (89)

Using the above expression, the HEE is obtained to be [44, 45]

$$S_{EE}^\perp = \frac{\text{Area}(\Gamma_{min}^A)}{4G_{d+1}} = S_{\text{div}} + \frac{V_{d-2}a_0}{z_t^\perp} \left( 1 + \left( \frac{p^d + q^d}{2} \right) \frac{a_1 + q^d}{a_0} + \frac{d + 1}{d - 1} \frac{b_1}{a_0} - \frac{1}{d - 1} b_0 \right) \hspace{1cm} (90)$$

where $G_{d+1}$ is the $(d + 1)$-dimensional Newton’s constant and $V_{d-2} = l_y l_z \ldots l_{d-2}$ is the spatial volume of the boundary and $p^d = \left( \frac{z_t^{\perp}}{z_0} \right)^d$, $q^d = \beta^2 \gamma^2 \left( \frac{z_t^{\perp}}{z_0} \right)^d$. $S_{\text{div}}$ represents the subsystem independent divergent term $S_{\text{div}} = \frac{V_{d-2}}{2G_{d+1}(d-2)} c^{d-2}$. In obtaining the above expression, we use the thin strip approximation (eq.(27)) as we have done in previous section. This reads

$$\frac{K(z_t^\perp)}{K(z)} \approx 1 + \beta^2 \gamma^2 \left[ 1 - \left( \frac{z}{z_0^\perp} \right)^d \right] \left( \frac{z_t^\perp}{z_0} \right)^d .$$  \hspace{1cm} (91)

On the other hand, under the thin strip approximation, the relationship between the subsystem size $l$ and the turning point $z_t^\perp$ stands to be [44, 45]

$$l \approx 2 z_t^\perp \left[ b_0 + \frac{1}{2} \left( \frac{z_t^\perp}{z_0} \right)^d \left( b_1 + \beta^2 \gamma^2 l_1 \right) \right] .$$  \hspace{1cm} (92)

On the other hand, the relationship between $z_t^\perp$ and $\tilde{z}_t$ is obtained to be

$$z_t^\perp = \left( \frac{l/2}{b_0 + \frac{1}{2} \left( \frac{z_t^\perp}{z_0} \right)^d \left( b_1 + \beta^2 \gamma^2 l_1 \right) \right) \approx \frac{\tilde{z}_t}{1 + \frac{1}{2} \left( \frac{z_t^\perp}{z_0} \right)^d \left( \frac{b_0}{b_0^2 + \frac{\beta^2 \gamma^2}{l_1} l_1 \right) .}$$  \hspace{1cm} (93)

Now the HEE in terms of the subsystem size can be written down as [44, 45]

$$S_{EE}^\perp = S_{\text{div}} + \frac{V_{d-2}a_0}{2G_{d+1}} \left( \frac{2b_0}{l} \right)^{d-2} + \frac{V_{d-2}b_1 (d + 1) l^2}{32G_{d+1} b_0^2 z_0^d} \left( \frac{d - 1}{d + 1} + \beta^2 \gamma^2 \right) .$$  \hspace{1cm} (94)

With the help of eq.(91) and eq.(93), we can compute the change in HEE due to the presence of boost. This reads

$$\delta S_{EE}^\perp = S_{EE}^\perp - S_{EE}^{\text{pure}} = \frac{V_{d-2}b_1 (d + 1) l^2}{32G_{d+1} b_0^2 z_0^d} \left( \frac{d - 1}{d + 1} + \beta^2 \gamma^2 \right) .$$  \hspace{1cm} (95)

Furthermore, the above expression and eq.(35) leads to the following relation between $\delta S_{EE}^\perp$ and $\delta S_{EE}^\parallel$

$$\delta S_{EE}^\perp = \left[ \frac{1 + \frac{2}{d + 1} \beta^2 \gamma^2}{1 + \frac{d + 1}{d + 1} \beta^2 \gamma^2} \right] \delta S_{EE}^\parallel .$$  \hspace{1cm} (96)

From eq.(35) and eq.(95), one can note that $\delta S_{EE}^\perp \geq \delta S_{EE}^\parallel$, that is, the entanglement entropy of the strip lying perpendicular to the boost is larger than the entanglement entropy for the strip which is parallel to the boost. This in turn highlights boost induced anisotropic nature of the boundary theory, as the boost breaks the rotational symmetry in boundary field theory [34]. The reason for this enhanced entanglement entropy in the perpendicular direction compared to the parallel case is due to the pressure asymmetry on the CFT side. The CFT ‘pressure’ is a quantity that is different in the perpendicular and the parallel case. In the parallel case, the pressure is more than the perpendicular case and this difference is solely due to the boost [47]. Due to this unequal pressure, the excitations in the CFT side consumes more energy in the parallel strip in comparison to the perpendicular strip. This leads to an enhancement in the entanglement entropy in the perpendicular case compared to the parallel case [44, 45]. The argument suggests that the CFT ‘pressure’ in the boundary plays a crucial role in determining the entanglement entropy of the subsystems living in the boundary.
4.2 EWCS and Holographic mutual information

We now compute the minimal cross-section of the entanglement wedge, where the subsystems are perpendicular to the direction of boost. To do this let us consider two subsystems $A$ and $B$ with equal length $l$ and they are separated by a distance $x$. In the set up, we have to calculate the vertical constant $x_1$ hyper-surface with minimal area which splits the domain of the entanglement wedge $M_{AB}$ into two domains corresponding to $A$ and $B$. The time induced metric on this constant $x_1$ hyper-surface reads

$$ds^2_{ind} = \frac{1}{z_1^2} \left( Kdy^2 + \ldots + dx_{d-2}^2 + \frac{dz^2}{f(z)} \right).$$

The above mentioned induced metric leads to the following expression for EWCS

$$E^\perp_W = \frac{V_{d-2}}{4G_{d+1}(d-2)} \left[ \frac{1}{(z_1^\perp(x))^{d-2}} - \frac{1}{(z_1^\perp(2l + x))^{d-2}} \right] + \frac{V_{d-2}(1 + \beta^2 \gamma^2)}{16G_{d+1}z_0^{d}} \left[ (z_1^\perp(2l + x))^2 - (z_1^\perp(x))^2 \right].$$

Under the thin strip approximation, the explicit expression of $E^\perp_W$ is found to be

$$E^\perp_W = \frac{V_{d-2}}{2G_{d+1}} \left[ \frac{(2l_0)^{d-2}}{2(d-2)} \frac{1}{x^{d-2}} - \frac{1}{(2l + x)^{d-2}} \right] + \frac{V_{d-2}(1 + \beta^2 \gamma^2)}{4z_0^d(2l_0)^{2}} \left[ (2l + x)^2 - x^2 \right] \left[ \frac{1 + \beta^2 \gamma^2}{2} - \left( \frac{b_1}{b_0} + \frac{\beta^2 \gamma^2 I_1}{b_0} \right) \right].$$

By using eq.(93) in the above expression, we get EWCS in terms of the subsystem size $l$ and distance of separation $x$. This reads

$$E^\perp_W = \frac{2G_{d+1}}{V_{d-2}} E^\perp_W.$$

Furthermore, the change in EWCS in this set up stands to be

$$\delta E^\perp_W \equiv E^\perp_W - E^\perp_W^\text{pure} = \frac{V_{d-2}}{32G_{d+1}z_0^{d}l_0^2} \left[ \frac{1}{2} \left( 1 + \beta^2 \gamma^2 \right) - \left( \frac{b_1}{b_0} + \frac{\beta^2 \gamma^2 I_1}{b_0} \right) \right] \left[ (2l + x)^2 - x^2 \right].$$

We note that there exists a relation between $\delta E^\perp_W$ and $\delta E^\parallel_W$. This can be shown by using the eq(s). (50), (103)

$$\delta E^\perp_W = \left[ \frac{1}{2} \left( 1 + \beta^2 \gamma^2 \right) - \left( \frac{b_1}{b_0} + \frac{\beta^2 \gamma^2 I_1}{b_0} \right) \right] \delta E^\parallel_W.$$

Further, if we again consider the adjacent subsystem limit ($x \to 0$), the obtained expression of $\delta E^\perp_W$ then reads

$$\delta E^\perp_W = \frac{V_{d-2}l^2}{8G_{d+1}z_0^{d}l_0^2} \left[ \frac{1}{2} \left( 1 + \beta^2 \gamma^2 \right) - \left( \frac{b_1}{b_0} + \frac{\beta^2 \gamma^2 I_1}{b_0} \right) \right].$$

In this limit (adjacent subsystem limit), the relation given in eq.(103) stands to be true. Now if we compare the above expression with the one given in eq.(104), we get

$$\delta E^\perp_W = \lambda_3 \delta S^\perp_{EE}.$$

In order to relate $\delta E^\perp_W$ to the boundary CFT quantities, we recall the following relation

$$\delta S^\perp_{EE} = \frac{1}{T_E} \left( \Delta E - \frac{d - 1}{d + 1} V \Delta P \right).$$
where $\Delta E_\perp = \Delta E_\parallel$, $\Delta P_\perp = \frac{1}{2z_0} \frac{1}{\text{cosh}_d z_0}$. The expression of entanglement temperature $T_E$ is given in eq. (53). Now by using the above relation in eq. (105), we get

$$
\delta E_W^\perp = \frac{\lambda_3}{T_E} \left( \Delta E_\perp - \frac{d - 1}{d + 1} \nu \Delta P_\perp \right).
$$

(107)

On the other hand, the HMI in this set up is obtained to be

$$
I^\perp (A : B) = \frac{V_{d-2}}{2G_{d+1}} \left[ \frac{2^{d-2} b_d d^{-1}}{(d-2)} \left( -\frac{2}{ld-2} + \frac{1}{(2l+x)d-2} \right) \right. \\
+ \left. \frac{b_1 (d+1)}{16b_0^2 d^d} \left( \frac{d - 1}{d + 1} + \beta^2 \gamma^2 \right) \left[ 2l^2 - x^2 - (2l + x)^2 \right] \right].
$$

(108)

Similar to the EWCS, we now compute the change in HMI due to the boost. This reads

$$
\delta I^\perp (A : B) = I^\perp (A : B) - I^\perp \text{pure} (A : B) = \frac{V_{d-2} b_1 (d+1)}{32G_{d+1} b_0^2 d^d} \left( \frac{d - 1}{d + 1} + \beta^2 \gamma^2 \right) \left[ 2l^2 - x^2 - (2l + x)^2 \right]
$$

(109)

where $I^\perp \text{pure}(A : B)$ is the HMI with pure $AdS_{d+1}$ geometry in the bulk, given in eq. (40). Further, the relation between $\delta I^\perp (A : B)$ and $\delta I^\parallel (A : B)$ can be obtained by using eq. (51) and eq. (109)

$$
\delta I^\perp (A : B) = \left[ \frac{d - 1}{d + 1} + \beta^2 \gamma^2 \right] \delta I^\parallel (A : B).
$$

(110)

We again introduce the following scaling for the sake of simplicity

$$
\bar{I}^\perp \text{perp}(A : B) = \frac{2G_{d+1}}{V_{d-2}} I^\perp (A : B).
$$

(111)

Similar to the parallel case, we now graphically represent our results to show the effect of boost parameter $\beta$. This we have done in fig. (11). In the left panel, we have plotted the obtained expressions of EWCS and HMI. These are given in eq. (101) and eq. (111). We observe that the value of the critical separation length $x_c$ decreases with the increase in the value of the boost parameter. This observation is similar to the parallel case. In the right panel, we qualitatively compare EWCS and HMI computed in both perpendicular and parallel set up. This we show for $\beta = 0.99$. We have set $l = 3$, $d = 3$ and $z_0 = 10$. 

\[ \begin{array}{c}
\text{Figure 4: In this figure we have plotted EWCS and HMI as a function of separation distance $x$ between two subsystems of fixed length $l$. In the left panel, we have plotted the EWCS and HMI when the subsystems are taken perpendicular to the boost direction. In the right panel, we compare the EWCS and HMI computed in both perpendicular and parallel set up. This we show for $\beta = 0.99$. We have set $l = 3$, $d = 3$ and $z_0 = 10$.} 
\end{array} \]
and parallel set up. This we show for a particular value of the boost parameter, namely, $\beta = 0.99$. We observe that for the same value of the $\beta$, the discontinuity in EWCS occurs at an early value of $x$, for the perpendicular case.

As we have shown earlier, the critical separation distance $x_c$ can be represented in terms of the subsystem length and boost parameter. In order to do this we use the fact that mutual information vanishes at $x = x_c$.

For $d = 3$, $I^\perp (A : B) = 0$ at $x = x_c$ condition gives

$$2 \left( \frac{\sqrt{\pi} \Gamma(3/4)}{\Gamma(1/5)} \right)^2 \left[ - \frac{2}{l} + \frac{1}{x_c} + \frac{1}{2l + x_c} \right] + \frac{4\sqrt{\pi} \Gamma(3/4)}{16(10)^3} \left( \frac{x_c}{l} \right)^2 \left[ 2l^2 - x_c^2 - (2l + x_c)^2 \right] = 0 . \quad (112)$$

Similarly, for $d = 4$ we get

$$2 \left( \frac{\sqrt{\pi} \Gamma(4/6)}{\Gamma(1/7)} \right)^3 \left[ - \frac{2}{l^2} + \frac{1}{x_c^2} + \frac{1}{(2l + x_c)^2} \right] + \frac{4\sqrt{\pi} \Gamma(4/3)}{16(10)^4} \left( \frac{x_c}{l} \right)^2 \left[ 2l^2 - x_c^2 - (2l + x_c)^2 \right] = 0 . \quad (113)$$

In order to obtain the analytical expression corresponding to $x_c$, one needs to solve the above equation ($d = 3$). As we have mentioned earlier, the point $x_c$ is defined as the critical point at which the mutual information vanishes and the EWCS shows the phase transition from the connected phase to the disconnected phase. With the expressions of $I^\perp (A : B)$ and $I^\parallel (A : B)$ in hand, we can get a qualitative comparison between critical points computed in the parallel and perpendicular to the boost scenario. This we show in fig.(5). We observe that the deviation between the critical separation lengths is prominent for relatively larger value of the boost parameter $\beta$.

### 4.3 Entanglement negativity

We now proceed to compute the entanglement negativity ($E_N$) for the perpendicular case. Similar to the parallel case, we consider two different configurations, firstly two adjacent subsystems of length $l_1$ and $l_2$ and then two disjoint subsystems of length $l_1$ and $l_2$, separated by a distance $x$.

For the adjacent set up, entanglement negativity reads

$$E^\perp_{N_{a_0}} = \frac{3}{4} S_{div} + \frac{3V_{d-2}a_0(b_0)^{d-2}}{8G_{d+1}} \left( \frac{1}{l_1^{d-2}} + \frac{1}{l_2^{d-2}} - \frac{1}{(l_1 + l_2)^{d-2}} \right)$$

$$+ \frac{3V_{d-2}b_1(d + 1)}{128G_{d+1}b_0^{d-2}} \left( \frac{d - 1}{d + 1} + \beta^2 \gamma^2 \right) \left[ l_1^2 + l_2^2 - (l_1 + l_2)^2 \right] . \quad (114)$$

Figure 5: Comparison between the critical separation length $x_c$, computed for both parallel and perpendicular case.
On the other hand, the change in $E_N$ reads
\[
\delta E^\perp_{N_{adj}} = E^\perp_{N_{adj}} - E^\perp_{N_{adj}} = \frac{3V_{d-2}b_1(d+1)}{128G_{d+1}b_0^2z_0^d} \left[ \frac{d-1}{d+1} + \beta^2 \gamma^2 \right] \left[ \frac{l_1^2 + l_2^2 - (l_1 + l_2)^2}{2} \right]
\]
(115)

where $E^\perp_{N_{adj}}$ is given in eq. (119). One can now observe a relation between $\delta E^\parallel_{N_{adj}}$ and $\delta E^\perp_{N_{adj}}$ by using eqs. (60), (116). This reads
\[
\delta E^\perp_{N_{adj}} = \left[ \frac{d+1}{2} \right] \left[ \frac{d+1 + \beta^2 \gamma^2}{d+1} \right] \delta E^\parallel_{N_{adj}}.
\]
(116)

Now if we consider that the lengths corresponding to both of the subsystems are equal, that is, $l_1 = l_2 = l$, we then obtain
\[
\delta E^\perp_{N_{adj}}|_{l_1=l_2} = \frac{3V_{d-2}b_1(d+1)l^2}{64G_{d+1}b_0^2z_0^d} \left[ \frac{d-1}{d+1} + \beta^2 \gamma^2 \right].
\]
(117)

Now we consider two disjoint subsystems $A$ and $B$ of length $l_1$ and $l_2$ perpendicular to the boost direction, with a separation of $x$. In this case, the entanglement negativity reads
\[
E^\perp_{N_{dis}} = \frac{3V_{d-2}a_0(2b_0)^d}{8G_{d+1}} \left[ \frac{1}{(l_1+x)^{d-2}} + \frac{1}{(l_2+x)^{d-2}} - \frac{1}{(l_1+l_2+x)^{d-2}} - \frac{1}{x^{d-2}} \right]
\]
\[+ \frac{3V_{d-2}b_1(d+1)}{128b_0^2G_{d+1}z_0^d} \left( \frac{d-1}{d+1} + \beta^2 \gamma^2 \right) \left[ (l_1+x)^2 + (l_2+x)^2 - (l_1+l_2+x)^2 - x^2 \right].
\]
(118)

Similar to the parallel case, if we take the length of subsystems to be equal, that is $l_1 = l_2 = l$, then the entanglement negativity (disjoint configuration) reads
\[
E^\perp_{N_{dis}}|_{l_1=l_2} = \frac{3}{4} \left[ a_0(2b_0)^d \left( \frac{2}{(l+x)^{d-2}} - \frac{1}{(2l+x)^{d-2}} - \frac{1}{x^{d-2}} \right) \right]
\]
\[+ \frac{b_1(d+1)}{32b_0^2z_0^d} \left( \frac{d-1}{d+1} + \beta^2 \gamma^2 \right) \left[ 2(l+x)^2 - (2l+x)^2 - x^2 \right].
\]
(119)

Where $E^\perp_{N_{dis}} = \frac{2G_{d+1}}{V_{d-2}} E^\perp_{N}$. We now graphically represent the entanglement negativity of two disjoint subsystems (given in eq. (119)) with different values of the boost parameter. We find that $E_N$ computed for $\beta \to 0$ and $z_0 \to \infty$ does not vanishes at any value of the separation distance. However, for a non-zero, finite value of the $\beta$ parameter, $E_N$ vanishes at a finite value of the separation distance. Further, as we increase the $\beta$, entanglement negativity vanishes at a smaller value of the separation length. This is very much clear from the fig. (6). Furthermore, from the right panel of fig. (6) we observe that, entanglement negativity vanishes earlier for the perpendicular case, at the same value of the boost parameter (in this case $\beta = 0.99$). This we have observed in the parallel scenario also. We denote this length scale (at which $E_N$ vanishes) as the critical separation length $x_c$ for the entanglement negativity. We now compare the values of this length scale, computed in both parallel and perpendicular set up. This we have shown in fig. (7). We observe that in the perpendicular set up, the entanglement negativity vanishes for a smaller value of $x_c$, for the same value of the boost parameter. Furthermore, $x_c$ decreases with the increase in the boost parameter.

With this computed result (given in eq. (118)) in hand, we can now compute the quantity $\delta E^\perp_{N_{dis}}$. This reads
\[
\delta E^\perp_{N_{dis}} = \frac{3V_{d-2}b_1(d+1)}{128b_0^2G_{d+1}z_0^d} \left( \frac{d-1}{d+1} + \beta^2 \gamma^2 \right) \left[ (l_1+x)^2 + (l_2+x)^2 - (l_1+l_2+x)^2 - x^2 \right].
\]
(120)

It is clear from the above result that the divergent part in the entanglement entropy does not contribute to the entanglement negativity in case of disjoint subsystem which we have observed in the previous section.
Figure 6: In this above figure we have plotted entanglement negativity for two disjoint subsystems (when subsystems are perpendicular to the boost) with same length \( l \), as function of the separation distance \( x \). In the left panel, we probe the effect of the boost parameter on the entanglement negativity, computed in the perpendicular set up. In the right panel, we have compared the results of two different configurations. The blue curve shows the result when the subsystems are along the boost and the red curve represents the result when the subsystems are perpendicular to the boost. In both these cases we have taken the boost parameter \( \beta = 0.99 \). We have set \( d = 3 \), \( l = 3 \) and \( z_0 = 10 \).

Figure 7: Comparison between the critical separation length \( x_c \), computed for both parallel and perpendicular case, at which the entanglement negativity vanishes.

also. Furthermore, when \( l_1 = l_2 = l \), the change in entanglement negativity reads

\[
\delta E_{A,B,\parallel} \big|_{l_1=l_2} = \frac{3V_{d-2}b_1(d+1)}{1288G_{d+1}z_0^d} \left( \frac{d-1}{d+1} + \beta^2 \gamma^2 \right) \left[ 2(l + x)^2 - (2l + x)^2 - x^2 \right].
\]

With the help of the above expression and eq. (116), we can find the following relation

\[
\delta E_{A,B,\perp} \big|_{l_1=l_2} = \left[ \frac{d + 1}{2} \right] \left[ \frac{d+1}{d+1} + \beta^2 \gamma^2 \right] \delta E_{A,B,\parallel}.
\]

By looking at the above relation and the one given in eq. (117), we can conclude that the relation between \( \delta E_{N,\perp} \) and \( \delta E_{N,\parallel} \) stands to be unchanged irrespective of the adjacent or disjoint subsystem choice. Further, it is also reassuring to observe the fact that in the limit \( x \to 0 \), eq. (121) reproduces eq. (117). Similar to the
parallel set up, once again we construct a relation between \( \delta E^\perp_{N_{adj}} \vert_{l_1=l_2} \) and \( \delta S^\perp_{EE} \). This reads

\[
\delta E^\perp_{N_{adj}} \vert_{l_1=l_2} = \lambda_4 \delta S^\perp_{EE} .
\] (123)

### 4.4 Holographic subregion complexity

We now proceed to calculate the holographic subregion complexity of a strip like subsystem say \( A \) which is perpendicular to the direction of boost. In this set up, the HSC is obtained to be

\[
C^\perp_V = \frac{V^\perp(\Gamma)}{8\pi G_{d+1}}
\] (124)

where \( V^\perp(\Gamma) \) denotes the maximal co-dimension one volume enclosed by the co-dimension two minimal Ryu-Takayanagi (RT) surfaces in the bulk. Following similar procedure as we have done in case of the subsystem parallel to boost scenario, we compute the co-dimension one volume \( V^\perp(\Gamma) \) and substitute in eq. (124). This leads to the following [102]

\[
C^\perp_V = \frac{1}{8\pi G_{d+1}} \left[ \frac{V_{d-2}}{d-1} - \frac{2d^2-2}{(d-1)^2} \left( \frac{\Gamma(d-2)}{2\Gamma(2d-2)} \right)^{d-3} \frac{V_{d-2}}{d^2} - \frac{V_{d-2}l^2}{4b_0^2(d-1)^2} \left[ \frac{(d-2)\pi b_0}{2(d-1)b_0^2} + (2-d)c_0 \right] \right] + \beta^2 \gamma^2 \left[ \frac{(d-2)\pi I_1}{2\pi I_1} + c_2 - (d-1)c_0 \right].
\] (125)

On the other hand, the change in HSC is obtained to be

\[
\delta C^\perp_V = -\frac{V_{d-2}l^2}{32\pi G_{d+1} b_0^2(d-1)^2} \left[ \frac{(d-2)\pi b_0}{2(d-1)b_0^2} + (2-d)c_0 \right] + \beta^2 \gamma^2 \left[ \frac{(d-2)\pi I_1}{2\pi I_1} + c_2 - (d-1)c_0 \right].
\] (126)

Now we will relate this change in the HSC with the boundary field theoretic quantities. This provides a thermodynamics like law for HSC. The change in the holographic subregion complexity (\( \delta C^\perp_V \)) related to \( \delta S^\perp_{EE} \) (given in eq.(83)) and \( \delta S^\perp_{EE} \) (given in eq.(85)) reads [102]

\[
\delta C^\perp_V = \frac{1}{2(d-1)^3} \left[ \frac{\delta S^\perp_{EE}}{(d+1)b_0^2} - \frac{(d-2)}{(d-1)b_0^2} \right] \delta S^\perp_{EE}.
\] (127)

Now using eqs.(63),(106), one can relate the change in the holographic subregion complexity with the boundary field theoretic quantities like excitation energy, pressure in the following way.

\[
\delta C^\perp_V = \frac{1}{2(d-1)^3 T_E} \left[ \Delta E \left( \frac{d-2}{(d+1)b_0^2} - \frac{(d-2)}{b_0^2} \right) - \mathcal{V} \left( \frac{d-1}{d+1} \right) \left( \frac{\Delta P^\parallel}{b_0^2} - \Delta P^\perp \left( \frac{d-2}{b_0^2} - \frac{(d-3)}{(d+1)b_0^2} \right) \right) \right].
\] (128)

Similarly following [102], we can write \( \delta C^\parallel_V \) (given in eq.(76)) in the following way

\[
\delta C^\parallel_V = \frac{1}{2(d-1)^3 T_E} \left[ \Delta E \left( \frac{d-2}{(d+1)b_0^2} - \frac{(d-2)}{b_0^2} \right) - \mathcal{V} \left( \frac{d-1}{d+1} \right) \left( \frac{\Delta P^\parallel}{b_0^2} - \Delta P^\perp \left( \frac{d-2}{b_0^2} - \frac{(d-3)}{(d+1)b_0^2} \right) \right) \right]
\]

\[+ \frac{\mathcal{V}l^2 \beta^2 \gamma^2 c_0}{32\pi G_{d+1} (d-1)b_0^2 z_0^2} \left[ 1 + (d-2)(d+1)b_0^2 \frac{z_0^2}{b_0^2} \right].
\] (129)

From both the eqs.(128),(129), we observe an interesting fact that the change in complexity for strip placed along the perpendicular to the boost direction is related to the CFT pressure perendicular to boost and also on the pressure parallel to the boost. The same is true for the change in HSC for parallel strip (placed along \( y \)-direction).

With the computed result of HSC (given in eq.(125)) in hand, we now proceed to calculate the mutual
For the above mentioned configuration, mutual complexity reads
\[
\Delta C^\perp = C^\perp_V(A) + C^\perp_V(B) - C^\perp_V(A \cup B) = 2C^\perp_V(l) - C^\perp_V(2l + x) + C^\perp_V(x). \tag{130}
\]

For the above mentioned configuration, mutual complexity reads
\[
\Delta C^\perp = \frac{V_{d-2}}{8 \pi G_{d+1}(d-1)} \left[ \frac{2^{d-2} \pi^{d-1}}{(d-1)^d} \left( \frac{\Gamma \left( \frac{d}{2d-2} \right)}{\Gamma \left( \frac{1}{2d-2} \right)} \right)^{d-3} \left( \frac{1}{(2l + x)^{d-2}} - \frac{1}{x^{d-2}} - \frac{2}{l^{d-2}} \right) \right] + \frac{1}{4b_0^2z_0^2} \left[ \left( \frac{(d-2)\pi b_1}{2(d-1)b_0^2} + (2-d)c_0 \right) + \beta^2 \gamma^2 \left( \frac{(d-2)\pi I_l}{2b_0^2(d-1)} + c_2 - (d-1)c_0 \right) \right] \left[ 2l^2 + x^2 - (2l + x)^2 \right]. \tag{131}
\]

Furthermore, the change in mutual complexity \( \delta C^\perp = \Delta C^\perp - \Delta C^\text{pure} \) is obtained to be
\[
\delta C^\perp = -\frac{V_{d-2}}{8 \pi G_{d+1}(d-1)} \frac{1}{4b_0^2z_0^2} \left[ \left( \frac{(d-2)\pi b_1}{2(d-1)b_0^2} + (2-d)c_0 \right) + \beta^2 \gamma^2 \left( \frac{(d-2)\pi I_l}{2b_0^2(d-1)} + c_2 - (d-1)c_0 \right) \right] \times [2l^2 + x^2 - (2l + x)^2]. \tag{132}
\]

The relation between \( \delta C^\parallel \) and \( \delta C^\perp \) reads
\[
\delta C^\parallel = \frac{\delta C^\perp}{\delta C^\perp} = \left[ \left( \frac{(d-2)\pi b_1}{2(d-1)b_0^2} + (2-d)c_0 \right) + \beta^2 \gamma^2 \left( \frac{(d-2)\pi I_l}{2b_0^2(d-1)} + c_2 - c_0d \right) \right] \left[ \left( \frac{(d-2)\pi b_1}{2(d-1)b_0^2} + (2-d)c_0 \right) + \beta^2 \gamma^2 \left( \frac{(d-2)\pi I_l}{2b_0^2(d-1)} + c_2 - (d-1)c_0 \right) \right]. \tag{133}
\]

To obtain the above expression we have used eqs. \( \text{[81][132]} \). Similar to parallel case, we now introduce the scaling \( \overline{f}^\text{per}_C = \frac{2G_{d+1}}{V_{d-2}} \Delta C^\perp \) and proceed to represent our findings graphically. This we show in fig. \( \text{[8]} \), where we set \( d = 3 \), \( l = 3 \) and \( z_0 = 10 \). Similar to the parallel case, the mutual complexity in this scenario is also superadditive.

![Figure 8: Variation of mutual complexity with respect to the separation distance between two subsystems taken perpendicular to the direction of boost.](image-url)
5 Asymmetry ratio of different holographic measures

In this section we compute asymmetry ratio of different information theoretic measures. For entanglement entropy the asymmetry ratio is defined as

\[ A_{SE} = \frac{\delta S^{\perp}_{EE} - \delta S^{\parallel}_{EE}}{\delta S^{\perp}_{EE} + \delta S^{\parallel}_{EE}} \]  

(134)

By using eqs.(35) and eq.(95), \( A_{SE} \) can be computed. This reads

\[ A_{SE} = \frac{\beta^2\gamma^2}{2 + \frac{d+3}{d-1}\beta^2\gamma^2} \]  

(135)

It is clear from the above result that the asymmetry ratio for HEE is independent of the subsystem size. It depends only on the boost parameter and the value of the spacetime dimension. In the large boost limit \((\beta \rightarrow 1)\), eq.(135) can be recast to the form

\[ A_{SE}|_{\beta \rightarrow 1} = \frac{d-1}{d+3} \]  

(136)

Similarly, the asymmetry ratio for mutual information is obtained to be

\[ A_{I} = \frac{\delta I^{\perp} - \delta I^{\parallel}}{\delta I^{\perp} + \delta I^{\parallel}} = \frac{\beta^2\gamma^2}{2 + \frac{d+3}{d-1}\beta^2\gamma^2} \]  

(137)

In the above computation, we have used eqs.(51) and eq.(109) to get the explicit expression. The above result again implies that \( A_{I} \) is independent of the subsystem size. Again in the large boost limit \((\beta \rightarrow 1)\), eq.(137) reads

\[ A_{I}|_{\beta \rightarrow 1} = \frac{d-1}{d+3} \]  

(138)

The results given in eqs.(137,138) are similar to the ones we have obtained for HEE. This is quite natural as HMI is nothing but a certain combination of the HEE. On the other hand, the asymmetry ratio for the entanglement wedge cross-section reads (we use eqs.(50,102))

\[ A_{EW} = \frac{\delta E^{\perp}_{W} - \delta E^{\parallel}_{W}}{\delta E^{\perp}_{W} + \delta E^{\parallel}_{W}} = \frac{\beta^2\gamma^2 \left[ 1 - \frac{2\gamma}{\delta} \right]}{\left( 1 - \frac{2\gamma}{\delta} \right) + \frac{\beta^2\gamma^2}{2} \left[ 1 + \frac{2\gamma}{\delta} - 4\frac{\gamma}{\delta} \right]} \]  

(139)

In the limit \( \beta \rightarrow 1 \), the above expression simplifies to the following form

\[ A_{EW}|_{\beta \rightarrow 1} = \frac{2(1 - \frac{2\gamma}{\delta})}{1 + \frac{2\gamma}{\delta} - 4\frac{\gamma}{\delta}} \]  

(140)

From the obtained expression, given in the eqs.(139,140), it is clear that the asymmetry ratio for EWCS is independent of shape and size of the subsystem. Asymmetry ratio for the HSC reads 102

\[ A_{CV} = \frac{\delta C^{\perp}_{V} - \delta C^{\parallel}_{V}}{\delta C^{\perp}_{V} + \delta C^{\parallel}_{V}} = \left[ \frac{2-d}{2(d-1)^2\delta} - \frac{1}{2(d-1)^2(d+1)\delta} \right] \frac{R+2d-5}{2(d-1)^2(d+1)\delta} \]  

(141)

where \( A_{SE} \) is given in eq.(135) and \( R \) is

\[ R = \frac{\delta S^{\perp}_{EE}}{\delta S^{\parallel}_{EE}} = \frac{1 + \frac{2(d-1)^2\delta^2}{\gamma^2}}{1 + \frac{2d-1}{\gamma^2}\beta^2\gamma^2} \]  

(142)
The above result corresponding to HSC, matches with the ones given in [102]. In the limit \( \beta \to 1 \) eq.(141) reduces to
\[
A_{C_\nu}|_{\beta \to 1} = \left[ -\frac{2-d}{2(d-1)^2b_0^2} - \frac{1}{2(d-1)^2(d+1)b_0^2} \right] d - 1 \quad d + 3
\]  
(143)
Now by using eq(s).[68][121] the asymmetry ratio for entanglement negativity for disjoint intervals is obtained to be
\[
A_{E_{N_{dis}}} = \delta E_{N_{dis}}^\perp - \delta E_{N_{dis}}^\parallel = \frac{\beta^2 \gamma^2 d - 1}{2} \frac{d - 1}{d + 1} \cdot (d + 1) + \frac{\beta^2 \gamma^2 d - 3}{2}
\]  
(144)
On the other hand, for adjacent intervals the asymmetry ratio for the entanglement negativity reads
\[
A_{E_{N_{adj}}} = \frac{\delta E_{N_{adj}}^\perp - \delta E_{N_{adj}}^\parallel}{\delta E_{N_{adj}}^\perp + \delta E_{N_{adj}}^\parallel} = \frac{\beta^2 \gamma^2 d - 1}{2} \frac{d - 1}{d + 1} \cdot (d + 1) + \frac{\beta^2 \gamma^2 d + 3}{2}
\]  
(145)
It is interesting to observe that for both the adjacent and disjoint interval case, the asymmetry ratio for entanglement negativity is same and independent of the subsystem size. In the large boost limit (\( \beta \to 1 \)), both the eqs.(144)(145) reduces to the following expression
\[
A_{E_{N_{dis}}}|_{\beta \to 1} = A_{E_{N_{adj}}}|_{\beta \to 1} = \frac{d - 1}{d - 3}
\]  
(146)
Further, the asymmetry ratio for mutual complexity reads
\[
A_{\Delta C} = \frac{\beta^2 \gamma^2 \left( \frac{(d-2)\pi I_1}{2b_0(d-1)} + c_2 - (d - 1)c_0 - \frac{(d-2)\pi}{2(d-1)^2b_0} \left( \frac{2b_1}{b_0} - 1 \right) - c_2 + c_0(d) \right)}{2 \left( \frac{(d-2)b_1}{2(d-1)b_0} + (2 - d)c_0 \right)} + \beta^2 \gamma^2 \left( \frac{(d-2)\pi I_1}{2b_0(d-1)} + c_2 - (d - 1)c_0 + \frac{(d-2)\pi}{2(d-1)^2b_0} \left( \frac{2b_1}{b_0} - 1 \right) + c_2 - c_0(d) \right)
\]  
(147)
In the large boost limit (\( \beta \to 1 \)), the above expression simplifies to the following form
\[
A_{\Delta C}|_{\beta \to 1} = \frac{\left( \frac{(d-2)\pi I_1}{2b_0(d-1)} + c_2 - (d - 1)c_0 - \frac{(d-2)\pi}{2(d-1)^2b_0} \left( \frac{2b_1}{b_0} - 1 \right) - c_2 + c_0(d) \right)}{\left( \frac{(d-2)\pi I_1}{2b_0(d-1)} + c_2 - (d - 1)c_0 + \frac{(d-2)\pi}{2(d-1)^2b_0} \left( \frac{2b_1}{b_0} - 1 \right) + c_2 - c_0(d) \right)}
\]  
(148)
We would like to mention that the asymmetry ratios computed in this section are bounded from above [45] and the bound saturates in the large boost limit, that is, \( \beta \to 1 \).

6 AdS wave geometry

The AdS wave geometry can be obtained by taking the limits \( \beta \to 1, z_0 \to \infty \) in eq.(15), with the following condition
\[
\frac{\beta^2 \gamma^2}{z_0^d} = \frac{1}{z_f^d} = \text{fixed}
\]  
(149)
where \( z = z_f \) is an scale which determines momentum of the wave traveling in the \( y \) direction. In this limit, the boosted black brane metric (given in eq.(15)) reduces to following [45]
\[
ds^2 = \frac{1}{z_0^d} \left( -\frac{dt^2}{K} + K(dy - \omega)^2 + dx_1^2 + \ldots + dx_2^2 + dz^2 \right)
\]  
(150)
6.1 Holographic entanglement entropy

6.1.1 Subsystem along the boost

Similar to the parallel subsystem scenario of boosted black brane, we consider a subsystem which is specified by the volume \( V_{sub} = L^{d-2}l \), with \(-\frac{L}{2} \leq y \leq \frac{L}{2}\), and \( x_1, ..., x_{d-2} \in [0, L] \) with \( L \to \infty \). Further we assume that in this case the length can vary only along the \( y \)-direction and the lengths in other directions are taken to be fixed. Following the same procedure as we have shown for the boosted black brane and by incorporating the thin strip approximation we compute the HEE in this context also. This is obtained to be

\[
S_{EE}^\parallel = S_{div} + \frac{V_{d-2}}{2G_{d+1}} \left[ a_0 \left( \frac{2b_0}{l} \right)^{d-2} + \left( \frac{l}{2b_0} \right)^2 \frac{b_1}{2z_1^d} \right] \tag{152}
\]

where we have used the relation

\[
z_i^\parallel \approx \frac{l}{2 \left( \frac{1}{2} \left( \frac{z_i}{z} \right)^d (b_1 - I_i) \right)} \approx \frac{\bar{z}_i}{1 - \frac{1}{2} \left( \frac{\bar{z}_i}{z} \right)^d \left( \frac{b_1}{b_0} - \frac{l}{l_0} \right)} . \tag{153}
\]

In the above \( \bar{z}_i \) is the turning point corresponding to the pure \( AdS_{d+1} \) geometry in the bulk. In the second line we have use eq.(30) to write \( z_i^\parallel \) in terms of \( \bar{z}_i \). The change in entanglement entropy (\( \delta S_{EE}^\parallel = S_{EE}^\parallel - S_{EE}^{pure} \)) is found to be

\[
\delta S_{EE}^\parallel = \frac{V_{d-2}}{2G_{d+1}} \left( \frac{l}{2b_0} \right)^2 \frac{b_1}{2z_1^d} \tag{154}
\]

6.1.2 Subsystem perpendicular to the boost

We now consider a strip-like subsystem perpendicular to the boost. The system is specified by volume \( V = l y \ldots l_{d-2} \), with \(-\frac{L}{2} \leq x_1 \leq \frac{L}{2}, 0 \leq y \leq l_y \), and \( 0 \leq x_i \leq l_i \). \( l_y \) and \( l_i \) is taken to be very very large, that is \( l_y, l_i >> l \). The length along \( x_1 \) direction changes and length along other directions is fixed. In this set up, the HEE in terms of the subsystem size is found to be

\[
S_{EE}^\perp = S_{div} + \frac{V_{d-2}}{2G_{d+1}} \left[ a_0 \left( \frac{2b_0}{l} \right)^{d-2} + \frac{a_1}{z_1^d} \left( \frac{l}{2b_0} \right)^2 \right] \tag{155}
\]

where we have used the following relation

\[
z_i^\perp \approx \frac{l}{2b_0 \left[ 1 + \left( \frac{\bar{z}_i}{z} \right)^d I_i \right]} \approx \frac{\bar{z}_i}{1 + \left( \frac{\bar{z}_i}{z} \right)^d I_i} . \tag{156}
\]

Now we will compute change in the entanglement entropy (\( \delta S_{EE}^\perp = S_{EE}^\perp - S_{EE}^{pure} \)) using eqs.(155,154). The expression of \( \delta S_{EE}^\perp \) reads

\[
\delta S_{EE}^\perp = \frac{V_{d-2}}{2G_{d+1}} \frac{a_1}{z_1^d} \left( \frac{l}{2b_0} \right)^2 . \tag{157}
\]

Furthermore, we observe that the following relation can be pointed out in context of the AdS wave geometry

\[
\delta S_{EE}^\perp = \left( \frac{2a_1}{b_1} \right) \delta S_{EE}^\parallel . \tag{158}
\]

6.2 EWCS and Holographic mutual information

We now compute the minimal cross-section of the entanglement wedge and HMI by following the same procedure we have shown for the boosted brane, that is, two disjoint subsystems of equal length \( l \), separated by a distance \( x \).
6.2.1 Subsystems along the boost

When the subsystems are along the boost, the EWCS is found to be

\[
E_W^\parallel = \frac{V_{d-2}}{2G_{d+1}} \left[ \frac{(2b_0)^{d-2}}{2(d-2)} \left( \frac{1}{x^{d-2}} - \frac{1}{(2l+x)^{d-2}} \right) + \frac{(l_1 - l_2)}{4(2b_0)^2 z_I^d} \left( x^2 - (2l + x)^2 \right) \right].
\] (159)

On the other hand, HMI corresponding to this set up reads

\[
I(A : B) = \frac{V_{d-2}}{2G_{d+1}} \left[ a_0(2b_0)^{d-2} \left( \frac{2}{l^{d-2}} - \frac{1}{x^{d-2}} - \frac{1}{(2l+x)^{d-2}} \right) + \frac{b_1}{(2b_0)^2 z_I^d} \left( l^2 - x^2 - \frac{(2l + x)^2}{2} \right) \right].
\] (160)

The changes in EWCS and HMI due to the presence of boost read

\[
\delta E_W^\parallel = \frac{V_{d-2}}{2G_{d+1}} \frac{(l_1 - l_2)}{4(2b_0)^2 z_I^d} \left( x^2 - (2l + x)^2 \right)
\] (161)

\[
\delta I^\parallel (A : B) = \frac{V_{d-2}}{2G_{d+1}} \frac{b_1}{(2b_0)^2 z_I^d} \left( l^2 - x^2 - \frac{(2l + x)^2}{2} \right).
\] (162)

6.2.2 Subsystems perpendicular to the boost

When the subsystems are perpendicular to the boost, the EWCS is found to be

\[
E_W^\perp = \frac{V_{d-2}}{2G_{d+1}} \left[ \frac{(2b_0)^{d-2}}{2(d-2)} \left( \frac{1}{x^{d-2}} - \frac{1}{(2l+x)^{d-2}} \right) + \frac{1}{4z_I^d(2b_0)^2} \left( 1 - \frac{l_1}{b_0} \right) \left[ (2l + x)^2 - x^2 \right] \right].
\] (163)

In this set up, HMI reads

\[
I^\perp (A : B) = \frac{V_{d-2}}{2G_{d+1}} \left[ a_0(2b_0)^{d-2} \left( \frac{2}{l^{d-2}} - \frac{1}{x^{d-2}} - \frac{1}{(2l+x)^{d-2}} \right) + \frac{a_1}{z_I^d(2b_0)^2} \left( 2l^2 - x^2 - (2l + x)^2 \right) \right].
\] (164)

We now compute the changes in EWCS and HMI due to the presence of boost. This reads

\[
\delta E_W^\perp = \frac{V_{d-2}}{2G_{d+1}} \frac{1}{4z_I^d(2b_0)^2} \left( 1 - \frac{l_1}{b_0} \right) \left[ (2l + x)^2 - x^2 \right]
\] (165)

\[
\delta I^\perp (A : B) = \frac{V_{d-2}}{2G_{d+1}} \frac{a_1}{z_I^d(2b_0)^2} \left( 2l^2 - x^2 - (2l + x)^2 \right).
\] (166)

6.3 Entanglement negativity

We now holographically compute the entanglement negativity for the AdS wave geometry. Firstly, we consider two adjacent subsystems with lengths \( l_1 \) and \( l_2 \) and compute the entanglement negativity for this configuration. We then consider two disjoint subsystems with lengths \( l_1 \) and \( l_2 \), separated by a distance \( x \).

6.3.1 Subsystems along the boost

When two adjacent subsystems of length \( l_1 \) and \( l_2 \) are taken along the boost, the entanglement negativity is reads

\[
E_{Ne_{\text{AdS}}}^\parallel = \frac{3}{4} S_{\text{div}} + \frac{3}{4} \frac{V_{d-2}}{2G_{d+1}} \left[ a_0(2b_0)^{d-2} \left( \frac{1}{l_1^{d-2}} + \frac{1}{l_2^{d-2}} - \frac{1}{(l_1 + l_2)^{d-2}} \right) + \frac{b_1}{2z_I^d(2b_0)^2} \left( l_1^2 + l_2^2 - (l_1 + l_2)^2 \right) \right].
\] (167)
On the other hand, when we consider two disjoint subsystems (with length $l_1$ and $l_2$), separated by a distance $x$, the entanglement negativity is obtained to be

$$E_{N_{dis}}^\parallel = \frac{3}{4} \frac{V_{d-2}}{2G_{d+1}} \left[ a_0(2b_0)^{d-2} \left( \frac{1}{(l_1 + x)^{d-2}} + \frac{1}{(l_2 + x)^{d-2}} - \frac{1}{(l_1 + l_2 + x)^{d-2}} - \frac{1}{x^{d-2}} \right) \right] + \frac{b_1}{2(2b_0)^2 z_f^2} \left( \frac{1}{(l_1 + x)^2} + \frac{1}{(l_2 + x)^2} - \frac{1}{(l_1 + l_2 + x)^2} - \frac{1}{x^2} \right).$$

(168)

With the above expressions in hand, we can now proceed to compute the change in entanglement negativity due to the involvement of the boost. This we do for both adjacent and disjoint case. The findings are given below

$$\delta E_{N_{adj}}^\parallel = \frac{3V_{d-2}b_1}{16(2b_0)^2G_{d+1}z_f^2} \left[ l_1^2 + l_2^2 - (l_1 + l_2)^2 \right]$$

(169)

$$\delta E_{N_{dis}}^\parallel = \frac{3}{4} \frac{V_{d-2}}{2G_{d+1}} \frac{b_1}{2(2b_0)^2 z_f^2} \left( \frac{1}{(l_1 + x)^2} + \frac{1}{(l_2 + x)^2} - \frac{1}{(l_1 + l_2 + x)^2} - \frac{1}{x^2} \right).$$

(170)

### 6.3.2 Subsystems perpendicular to the boost

Once again we consider two adjacent subsystems of length $l_1$ and $l_2$ in perpendicular orientation with respect to the direction of boost. This leads to the following expression for the entanglement negativity

$$E_{N_{adj}}^\perp = \frac{3}{4} S_{div} + \frac{3V_{d-2}}{2G_{d+1}} \left[ a_0(2b_0)^{d-2} \left( \frac{1}{l_1^{d-2}} + \frac{1}{l_2^{d-2}} - \frac{1}{(l_1 + l_2)^{d-2}} \right) + \frac{a_1}{z_f^2(2b_0)^2} \left( l_1^2 + l_2^2 - (l_1 + l_2)^2 \right) \right].$$

(171)

Furthermore, when we consider two disjoint subsystems with length $l_1$ and $l_2$ in the perpendicular direction (with respect to the boost), separated by a distance $x$, we get the following result for the entanglement negativity

$$E_{N_{dis}}^\perp = \frac{3}{4} \frac{V_{d-2}}{2G_{d+1}} \left[ a_0(2b_0)^{d-2} \left( \frac{1}{(l_1 + x)^{d-2}} + \frac{1}{(l_2 + x)^{d-2}} - \frac{1}{(l_1 + l_2 + x)^{d-2}} - \frac{1}{x^{d-2}} \right) \right] + \frac{a_1}{(2b_0)^2 z_f^2} \left( \frac{1}{(l_1 + x)^2} + \frac{1}{(l_2 + x)^2} - \frac{1}{(l_1 + l_2 + x)^2} - \frac{1}{x^2} \right).$$

(172)

Similar to the parallel case, we now compute the change in entanglement negativity (for both adjacent and disjoint case) due to the boost. This reads

$$\delta E_{N_{adj}}^\perp = \frac{3}{4} \frac{V_{d-2}}{2G_{d+1}} \frac{a_1}{z_f^2(2b_0)^2} \left( l_1^2 + l_2^2 - (l_1 + l_2)^2 \right).$$

$$\delta E_{N_{dis}}^\perp = \frac{3}{4} \frac{V_{d-2}}{2G_{d+1}} \frac{a_1}{z_f^2(2b_0)^2} \left( (l_1 + x)^2 + (l_2 + x)^2 - (l_1 + l_2 + x)^2 - x^2 \right).$$

(173)

### 6.4 Holographic subregion complexity

We now proceed to compute the HSC for the AdS wave geometry. Once again we will use the formula given in eq. (73).

### 6.4.1 Subsystem along the boost

When we consider a subsystem of length $l$ in the direction along the boost, the HSC is found to be

$$C_{V}^\parallel = \frac{V_{d-2}}{8\pi G_{d+1}} \left[ \frac{1}{d-1} - \frac{2^{d-2} \pi^{d-1}}{(d-1)^2} \left( \frac{\Gamma \left( \frac{d-2}{2} \right)}{\Gamma \left( \frac{d}{2} \right)} \right)^{d-3} \frac{1}{l^{d-2}} \right] c_2 - c_0 d + \frac{(d-2)\pi}{2(d-1)b_0} \left( \frac{I_1}{b_0} - \frac{b_1}{b_0} \right) l^2.$$

(174)
and the change in HSC due to the presence of boost reads

\[
\delta C_{V}^\parallel = - \frac{V_{d-2}}{8\pi G_{d+1}} \frac{1}{z_f^2(2b_0)^2(d-1)} \left[ c_2 - c_0d + \frac{(d-2)\pi}{2(d-1)b_0} \left( \frac{I_1}{b_0} - \frac{b_1}{b_0} \right) \right] l^2 . \tag{175}
\]

This change in the subregion complexity can be related to the boundary field theoretic quantities in the following way

\[
\delta C_{V}^\parallel = - \frac{c_2 - c_0d + \frac{(d-2)\pi}{2(d-1)b_0} (I_1 - b_1)}{4\pi b_1(d-1)T_E} \left[ \Delta E - \frac{d-1}{d+2} \mathcal{V} \Delta P\parallel \right] \tag{176}
\]

where \(T_E, \Delta E, \Delta P\parallel\) are given in eq.\((53)\).

### 6.4.2 Subsystem perpendicular to the boost

On the other hand, when we consider a subsystem of length \(l\) in the direction perpendicular to the boost, the computed expression of HSC reads

\[
C_{V}^\perp = \frac{V_{d-2}}{8\pi G_{d+1}} \left[ \frac{1}{d-1} \frac{l}{\varepsilon^{d-1}} - \frac{2^{d-2}d\pi d-1}{(d-1)^2} \left( \frac{\Gamma(\frac{d}{2d-2})}{\Gamma(\frac{1}{2d-2})} \right)^{d-3} \frac{1}{l^{d-2}} \right. \\
- \frac{1}{z_f^2(2b_0)^2} \left[ c_2 - c_0(d-1) + \frac{I_1(d-2)}{2(d-1)b_0^2} \right] l^2 \right] . \tag{177}
\]

With the above expression in hand, we can compute the change in HSC due to the boost, in the perpendicular set up. This reads

\[
\delta C_{V}^\perp = - \frac{V_{d-2}}{8\pi G_{d+1}} \frac{1}{z_f^2(2b_0)^2(d-1)} \left[ c_2 - c_0(d-1) + \frac{I_1(d-2)}{2(d-1)b_0^2} \right] l^2 . \tag{178}
\]

The change in the HSC (\(\delta C_{V}^\perp\)) can be written in terms of the CFT excitation energy and entanglement temperature in the following way

\[
\delta C_{V}^\perp = - \frac{c_2 - c_0(d-1) + \frac{I_1(d-2)}{2(d-1)b_0^2}}{4\pi a_1 T_E} \Delta E . \tag{179}
\]

### 6.5 Mutual complexity

In this section, we compute the mutual complexity by incorporating the HSC conjecture. We do this by considering two subsystems of equal length \(l\), separated by a distance \(x\).

#### 6.5.1 Subsystems along the boost

In this set up, we consider the equal length subsystems (separated by the distance \(x\)) are along the direction of the boost. This configuration leads to the following expression of mutual complexity

\[
\Delta C_{V}^\parallel = \frac{V_{d-2}}{2G_{d+1}} \frac{1}{4\pi} \left[ - \frac{2^{d-2}d\pi d-1}{(d-1)^2} \left( \frac{\Gamma(\frac{d}{2d-2})}{\Gamma(\frac{1}{2d-2})} \right)^{d-3} \frac{2}{l^{d-2}} + \frac{1}{x^{d-2}} - \frac{1}{(2l+x)^{d-2}} \right] \\
- \frac{1}{z_f^2(2b_0)^2(2l+x)^2} \left[ c_2 - c_0d + \frac{(d-2)\pi}{2(d-1)b_0} \left( \frac{I_1}{b_0} - \frac{b_1}{b_0} \right) \right] (2l^2 + x^2 - (2l+x)^2) . \tag{180}
\]
6.5.2 Subsystems perpendicular the boost

We now consider that the equal length subsystems (separated by the distance $x$) are in a direction perpendicular to the boost. The mutual complexity then reads

$$\Delta C^\perp = \frac{V_{d-2}}{8\pi G_{d+1}} \left[ -\frac{2^{d-2} \pi^{d-1}}{(d-1)^2} \left( \frac{\Gamma\left(\frac{d}{2d-2}\right)}{\Gamma\left(\frac{1}{2d-2}\right)} \right)^{d-3} \left( \frac{2}{l^{d-2}} + \frac{1}{x^{d-2}} - \frac{1}{(2l+x)^d} \right) c_2 - c_0(d-1) + \frac{I_l(d-2)}{2(d-1)b_0^2} \right] (2l^2 + x^2 - (2l + x)^2) .$$ \hspace{1cm} (181)

The changes in mutual complexity due to involvement of boost can be written down with the help of the above expressions. For the parallel set up this reads

$$\delta C^\parallel = -\frac{V_{d-2}}{8\pi G_{d+1}} \frac{1}{z_f^2(2b_0)^2(d-1)} \left[ c_2 - c_0d + \frac{(d-2)\pi}{2(d-1)b_0} \left( \frac{I_l}{b_0} - \frac{b_1}{b_0} \right) \right] (2l^2 + x^2 - (2l + x)^2) .$$ \hspace{1cm} (182)

On the other hand, for the perpendicular set up, it reads

$$\delta C^\perp = -\frac{V_{d-2}}{8\pi G_{d+1}} \frac{1}{z_f^2(2b_0)^2(d-1)} \left[ c_2 - c_0(d-1) + \frac{I_l(d-2)}{2(d-1)b_0^2} \right] (2l^2 + x^2 - (2l + x)^2) .$$ \hspace{1cm} (183)

7 Conclusion

We now summarize our findings. In this paper, we have holographically computed and studied various information theoretic measures to quantify quantum correlation for mixed states. By choosing a proper gravity dual, we also investigate the effect of boost on these quantities. This amounts to looking at the effect of IR deformations of the quantum information theoretic quantities in the boundary CFT. The bulk geometry we have considered in this paper is the boosted black brane geometry with the direction of boost compactified on a circle. One of the motivations to consider this geometry lies in the fact that this type of geometry leads to Kaluza-Klein gauge charges. The presence of the boost in a particular direction provides an opportunity to choose the subsystems either in the direction of boost or in the perpendicular orientation with respect to the direction of boost. By considering this geometry, we first holographically compute the entanglement entropy for strip-like subsystems both along the boost and perpendicular to the boost. We have performed the mentioned computations under the thin strip approximation as we are interested in the leading order change (next to pure AdS) in the information theoretic quantities due to the inclusion of boost. We show that as long we confine ourselves to the leading order change in the HEE, both the HRT prescription and RT prescription produces the same result. The reason for this is that the static minimal surface emerges as the dominating piece of the HRT surface if one neglects the higher order terms. We also show that in both parallel and perpendicular scenario, one can relate the leading order change in the HEE (due to boost) to the CFT excitation energy and pressure. This relation has an appearance of a thermodynamics like law as it introduces the notion of an entanglement temperature. The boost on the bulk spacetime can be thought as a charged excitation in the CFT side. It is important to observe that the HEE increases with increase in the boost parameter for both the perpendicular as well as the parallel cases. A possible reason for this increase in the entanglement entropy can be an increase in the strip area of the subsystem living on the CFT side. Further, it is also observed that the entanglement entropy in the perpendicular case is greater than the parallel cases. This asymmetry arises due to the difference in the ‘pressure’ of the CFT in the perpendicular and the parallel case, the pressure being more in the parallel case due to the effect of boost.

We then proceed to holographically compute two different possible candidates to quantify quantum correlation of mixed states, namely, the minimal area of the entanglement wedge cross-section (EWCS) and entanglement negativity. We also compute the mutual information which determines the state of connectivity (connected or disconnected phase) of EWCS. Similar to the computation of HEE, we obtain these quantities for subsystems both along the boost and perpendicular to the boost.

Further, inclusion of the boost in the dual field theory (or in other words, inclusion of excitations in the
bulk) leads to a smaller value of the critical separation length $x_c$, at which the mutual information vanishes. This in turn also means that the connected entanglement wedge gets disconnected earlier, in comparison to the $\beta = 0$ case. We also observe that the value of $x_c$ decreases with the increase in the $\beta$ parameter. This has been observed in both the parallel and perpendicular set ups. These observations have also been shown graphically. In case of entanglement negativity, we have considered two different set ups. Firstly, we consider two adjacent strip-like subsystems with different lengths and then we consider two disjoint strip-like subsystems with different lengths. The mentioned configurations have been considered for both parallel and perpendicular scenarios. We observe that in case of the disjoint set up, the entanglement negativity vanishes at a particular value of the separation distance $x = x_c'$ and $x_c'$ decreases with the increase in the $\beta$ parameter. We have shown this graphically. We have also computed the changes in the mentioned entanglement measures due to the boost, with respect to the pure $\text{AdS}_{d+1}$.

Remarkably we observe that the leading order changes in HEE, EWCS (for adjacent subsystems of equal length) and entanglement negativity (for adjacent subsystems of equal length) are proportional to each other upto a constant factor. This in turn helps us to relate the leading order changes in EWCS and entanglement negativity to the excitation energy and pressure of boundary CFT. This we show by using the generalized first law of entanglement. Furthermore, by using these changes, we have shown the subsystem independent asymmetry ratio of these information theoretic quantities. These asymmetry ratios are bounded from the above where the bound is obtained by taking the $\beta \to 1$ limit.

In addition to the measures of quantum correlation, we also compute the subregion complexity for boosted black brane, from which we evaluate the mutual complexity. We observe that the mutual complexity is superadditive in this case. We also provide a thermodynamics like law for HSC for both parallel and perpendicular strip. Finally, we consider the AdS wave geometry which is obtained by taking appropriate limits of the boosted black brane geometry. We compute the mentioned information theoretic quantities for this geometry once again.

We now make a final remark on the entanglement asymmetry. We observe that entanglement asymmetry is maximum for AdS wave geometry, which corresponds to the zero temperature CFT at the boundary. This can be explained by virtue of the entanglement pressure. The wave like excitation in the zero temperature CFT creates finite entanglement pressure along the direction of the wave, hence pressure in the transverse direction vanishes. But in case of finite temperature CFT at the boundary (which in turn implies including a black brane geometry in the bulk), there is also an entanglement pressure in the transverse direction. Thus, asymmetry in the entanglement entropy exists if there is an uniform wave like excitation or uniform flow in the CFT. The boosted black brane systems are used here since there are the only known examples to study asymmetric systems. It would also be interesting to explore other systems like Bianchi models having more generic asymmetry.
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8 Appendix A: List of beta function identities

In this appendix, we will give some useful integrals which have been used in this paper.

\[ b_0 = \int_0^1 dt \, t^{d-1} \frac{1}{\sqrt{R}} = \frac{1}{2(d-1)} B \left( \frac{d}{2d-2}, \frac{1}{2} \right) = \sqrt{\pi} \frac{\Gamma\left( \frac{d}{2d-2} \right)}{\Gamma\left( \frac{d}{2d-2} \right)} \]

\[ b_1 = \int_0^1 dt \, t^{2d-1} \frac{1}{\sqrt{R}} = \frac{1}{2(d-1)} B \left( \frac{d}{d-1}, \frac{1}{2} \right) = \sqrt{\pi} \frac{\Gamma\left( \frac{d}{d-1} \right)}{(d+1) \Gamma\left( \frac{d}{d-1} + \frac{1}{2} \right)} \]

\[ b_2 = \int_0^1 dt \, t^{3d-1} \frac{1}{\sqrt{R}} = \frac{1}{2(d-1)} B \left( \frac{3d}{2d-2}, \frac{1}{2} \right) \]

\[ I_t = \int_0^1 dt \, t^{d-1(1-t^d)} \frac{1}{R^2} = \frac{d+1}{d-1} b_1 - \frac{1}{d-1} b_0 \]

\[ c_0 = \int_0^1 dt \, \frac{t^d}{\sqrt{R}} = \frac{1}{2(d-1)} B \left( \frac{d+1}{2(d-1)}, \frac{1}{2} \right) = \frac{\pi}{2(d^2-1)b_1} \]

\[ c_1 = \int_0^1 dt \, \frac{t^{2d}}{\sqrt{R}} = \frac{1}{2(d-1)} B \left( \frac{2d+1}{2(d-1)}, \frac{1}{2} \right) = \frac{\pi}{2(d-1)(2d+1)b_2} \]

\[ c_2 = \int_0^1 dt \, \frac{(1-t^d)}{R^2} = \frac{2}{d-1} c_0 + \frac{d-2}{2(d-1)^2} B \left( \frac{1}{2(d-1)}, \frac{1}{2} \right) = \frac{\pi}{(d+1)(d-1)^2 b_1} + \frac{\pi(d-2)}{2(d-1)^2 b_0} \]

\[ c_3 = \int_0^1 dt \, \frac{t^d(1-t^d)}{R^2} = \frac{2}{d-1} c_0 + \frac{d+2}{d-1} c_1 \int_0^1 \frac{dt}{\sqrt{1-t^{2(d-1)}}} = \frac{\pi}{2(d-1)b_0} \]

\[ J_1 = \int_0^1 dt \, t^{d-1} \left( \beta_2^2 \frac{t^d}{4} + \beta_4^4 \frac{(3(1-t^d)}{8(1-t^{2(d-1)})} - \frac{1}{2} \right) \left( \frac{1-t^d}{R^2} \right) = \beta_2^2 \gamma^2 J_1 + \beta_4^4 J_2 \]

\[ K_1 = \int_0^1 dt \, t^{d-1} \left( \beta_2^2 \frac{t^d}{4} + \beta_4^4 \frac{(3(1-t^d)}{8(1-t^{2(d-1)})} - \frac{1}{2} \right) \left( \frac{1-t^d}{R^2} \right) = \beta_2^2 \gamma^2 K_1 + \beta_4^4 K_2 \] (184)

where \( R = 1 - t^{2d-2} \) and \( J_1, J_2, K_1, K_2 \) are given by

\[ J_1 = \frac{1}{4(d-1)} \left( (2d+1)b_2 - (d+1)b_1 \right) \]

\[ J_2 = \frac{1}{8(d-1)^2} \left( (3-2d)b_0 - 2(d+1)(3-d)b_1 + 3(2d+1)b_2 \right) - \frac{I_t}{2} \]

\[ K_1 = \frac{1}{2(d-1)} c_0 + \frac{d+2}{4(d-1)} c_1 \]

\[ K_2 = \frac{-d+4}{2(d-1)^2} c_0 + \frac{(d+2)(d-4)}{8(d-1)^2} c_1 + \frac{d}{8(d-1)^2} c_2. \] (185)

Note that \( B(m, n) = \frac{\Gamma(m) \Gamma(n)}{\Gamma(m+n)} \) is the standard beta function and we have used the identity

\[ B(x, \frac{1}{2})B(x + \frac{1}{2} \cdot \frac{1}{2}) = \frac{\pi}{x}. \] (186)

Some more integrals are as follows

\[ a_0 = \int_0^1 dt \, t^{-d+1} \frac{1}{\sqrt{R}} = \frac{1}{2(d-1)} B \left( \frac{1-(d/2)}{d-1}, \frac{1}{2} \right) \]

\[ a_1 = \int_0^1 dt \, t^{-d+1} \frac{t^d}{\sqrt{R}} = \frac{1}{2(d-1)} B \left( \frac{1}{d-1}, \frac{1}{2} \right) \]

\[ a_2 = \int_0^1 dt \, t^{-d+1} \frac{t^{2d}}{\sqrt{R}} = \frac{1}{2(d-1)} B \left( \frac{1+(d/2)}{d-1}, \frac{1}{2} \right) \]

\[ I_a = \int_0^1 dt \, t^{d-1(1-t^d)} \frac{1}{R^2} = \frac{2d+1}{d-1} b_0 - \frac{1}{d-1} b_0. \] (187)
We record some more identities given as

\[ b_0 = (2 - d)a_0, \quad b_1 = \frac{2}{d+1}a_1, \quad b_2 = \frac{2 + d}{2d + 1}a_2. \]  

(188)

9 Appendix B: Expressions of \( \lambda_1, \lambda_2, \lambda_3 \) and \( \lambda_4 \)

In this appendix, we provide explicit expressions of \( \lambda_1, \lambda_2, \lambda_3 \) and \( \lambda_4 \) which have appeared in our analysis. This reads

\[ \lambda_1 = \frac{4}{b_1(d + 1)} \left[ \frac{1}{2} - \left( 1 + \frac{2\beta^2 \gamma^2}{d-1} \right) \frac{b_1}{b_0} + \frac{\beta^2 \gamma^2}{d-1} \right] \]  

(189)

\[ \lambda_2 = -\left[ \frac{3}{d+1} \right] \left[ \frac{d-1}{d+1} + \frac{2\beta^2 \gamma^2}{d+1} \right] \]  

(190)

\[ \lambda_3 = \frac{4}{b_1(d + 1)} \left[ \frac{1}{2} \left( 1 + \beta^2 \gamma^2 \right) - \left( \frac{b_1}{b_0} + \frac{\beta^2 \gamma^2}{b_0} \right) \right] \]  

(191)

\[ \lambda_4 = -\frac{3}{2}. \]  

(192)
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