Prediction of Fatigue Life for a New 2-DOF Compliant Mechanism by Clustering-Based ANFIS Approach
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Two-degree-of-freedom (2-DOF) compliant mechanism has some outstanding characteristics in accurate positioning systems. Studying the fatigue life for the 2-DOF compliant mechanism is a meaningful task to ensure a long working. However, a study for fatigue life prediction of this mechanism has not been conducted so far. In this article, a method for fatigue life prediction of 2-DOF compliant mechanism is developed for the first time. This method is the combining of the differential evolution algorithm and the adaptive neuro-fuzzy inference system (ANFIS) with subtractive clustering. The numerical results on two case studies consisting of material steel A-36 and the material AL 6061-T6 show that the accuracy of the proposed method is very high. Compared to the actual fatigue life, the root mean square error of the proposed method lies in the range [1.7, 3.97] cycles for Case 1 and [2.03, 10.38] cycles for Case 2. The statistical test also indicates that the proposed method outperforms the traditional method using triangular membership function, bell-shape, and Gaussian membership function, with the significance level from 0.05 to 0.1. These results demonstrate the feasibility of the proposed approach in fatigue life prediction of 2-DOF compliant mechanism.

1. Introduction

Two-degree-of-freedom (2-DOF) compliant mechanism is a monolithic structure that has been widely utilized in ultra-high precise engineering. Basically, the 2-DOF compliant mechanism inherits outstanding characteristics such as minimal positioning error, free friction, reduced assembly, and easy machining [1]. Several applications of this mechanism can be found in the nanopositioning system [2], micropositioning system [3–9], space pointing mechanism [10], and so on. Although the 2-DOF compliant mechanism proposes excellent advantages in precision engineering and manipulators, this mechanism still exists major drawbacks, including nonlinear kinematic behaviors and fatigue influences. Considering the first disadvantage, nonlinear kinematic behaviors can be modeled and analyzed by pseudorigid-body model [11], compliance matrix method [12], and pseudostatic model [13]. Regarding the second disadvantage, fatigue influences on the 2-DOF compliant mechanism can result in a failure under dynamic working conditions.

In similarity to rigid-link mechanisms, fatigue life of the 2-DOF compliant mechanism is a term indicating how long an object will last before it fails due to concentrated stresses. Evaluation of the fatigue life is a critically important task in design process of compliant mechanisms so as to guarantee the working safety and reliability. Practically, compliant mechanisms are often subjected to cyclic and reversed loads.
2. Related Works

2.1. Fuzzy Set. Fuzzy set, which was introduced by La [29], is a well-known theory for modeling data uncertainty. A fuzzy set $A$ on universe $X$ is a set defined by the membership function $\mu_A(x)$ which is a mapping from $X$ into the interval $[0,1]$. If $\mu_A(x) = 1$, $x$ completely belongs to the fuzzy set $A$. If $\mu_A(x) = 0$, $x$ does not belong to the fuzzy set. If $0 < \mu_A(x) < 1$, $x$ is a partial member of the fuzzy set $A$. There are several ways to define the membership function $\mu_A(x)$. Some well-known membership functions are the trapezoidal membership function, the triangular membership function, and the Gaussian membership function.

2.2. Fuzzy Inference System. The fuzzy inference system (FIS) [30] is a system that uses fuzzy set theory to map inputs to output (independent variables to dependent variable in the case of regression). There are two main types of FIS including the Mamdani and the Sugeno systems. This paper concentrates on the Sugeno system which builds a separate subregression model corresponding to each rule and calculates the final output as the weight-mean of all subregression outputs. For example, let $X$ be a script variable that can be mapped to two corresponding fuzzy sets $A_1$ and $A_2$, $Y$ be a script variable that can be mapped to two corresponding fuzzy sets $B_1$ and $B_2$, and $Z$ be the output or dependent variable. $Z$ can be computed via the Sugeno fuzzy logic inference as follows:

$$Z = \lambda_1 z_1 + \lambda_2 z_2 + \lambda_3 z_3/\lambda_1 + \lambda_2 + \lambda_3$$

In the above formulas, $z_i$ is the component predicted value of fuzzy rule $i$, the predicted value $z$ can be considered as the weight-mean of all component predicted values $z_i$, and $p, q, r_i$ are user-defined. A disadvantage of the Sugeno FIS is that expert knowledge is required to determine the fuzzy set parameters and the coefficients $p, q$, and $r$; therefore, the FIS is a nonoptimal model and lacks learning ability. To improve the performance of FIS, [31] presented a hybrid model called ANFIS that combines the Sugeno FIS and the artificial neural networks. ANFIS can take advantage of the fuzzy reasoning of FIS and the learning capability of ANN. A brief review of ANFIS is presented as follows.

2.3. Adaptive Neuro-Fuzzy Inference System. Soft computing refers to an approach that attempts to model the behavior of a complex system so that an approximate solution of this system can be provided. By the approximation, soft computing not only can provide a relatively good result but also can significantly reduce the computational cost. Therefore, this approach has many applications in engineering problems, such as civil engineering [32–34], mining engineering [35–37], and agricultural and biological engineering [38]. The adaptive neuro-fuzzy inference system (ANFIS) proposed by [31] can take advantage of the fuzzy reasoning of FIS and the learning capability of ANN. Therefore, ANFIS has been successfully performed in classification and prediction tasks and has become one of the most well-known
soft computing methods so far. A simple illustration of an ANFIS model is presented in Figure 1.

It can be seen from Figure 1 that ANFIS consists of five layers that perform different functions. Let \( O_{i\ell} \) be the output of the \( \ell \)th node of the \( i \)th layer. Assuming that the variable \( X \) can be partitioned into two fuzzy sets, \( A_1 \) and \( A_2 \), whereas the variable \( Y \) can be partitioned into two fuzzy sets \( B_1 \) and \( B_2 \). In Layer 1, each node calculates the membership function \( \mu_{A_j}(x) \) and \( \mu_{B_j}(y) \), \( j = 1, 2 \). In other words, \( O_{i\ell} = \mu_{A_i}(x) \) for \( i = 1, 2 \) and \( O_{i\ell} = \mu_{B_i}(y) \) for \( i = 3, 4 \). Some well-known membership functions are, namely, Gaussian membership function

\[
\mu_A(x) = \exp \left( -\frac{(x-a)^2}{2\sigma^2} \right),
\]

triangular membership function

\[
\mu_A(x) = \max \left( \min \left( \frac{x-a}{b-a}, \frac{c-x}{c-b} \right), 0 \right),
\]

and generalized bell membership function

\[
\mu_A(x) = \frac{1}{1 + |x-c/a|^{2b}},
\]

where \( a \), \( b \), and \( c \) are called as premise parameters. Each node in Layer 2 is the AND operator that calculates the joint membership degree of \((x, y)\) in \( A_1 \) and \( B_2 \), \( j = 1, 2 \). Finding the product of individual membership degrees is a popular method modeling the AND operator; therefore, \( O_{2i} = T_P(\mu_{A_i}(x), \mu_{B_j}(x)) \), \( i, j = 1, 2 \). Another operator for calculating the joint membership degree is defined as

\[
T_M(\mu_{A_i}(x), \mu_{B_j}(x)) = \min \left\{ \mu_{A_i}(x), \mu_{B_j}(x) \right\}.
\]

In fact, both \( T_P \) and \( T_M \) are some specific examples of a t-norm which is used to generalize the conjunction in fuzzy logic. For all \( a, b \), and \( c \) in \([0, 1]\), \( T_P(a, b) \leq T_M(a, b) \); that is, the logical strength represented by \( T_P \) is stronger than \( T_M \). For more details of t-norms, readers can refer to [39]. As shown in Figure 1, node 1 in Layer 2 calculates the membership degree of \( X \) is \( A_1 \) and \( Y \) is \( B_1 \), whereas node 2 in Layer 2 calculates the membership degree of \( X \) is \( A_2 \) and \( Y \) is \( B_2 \). Certainly, more combinations between \( A_i \) and \( B_j \), for example, \( X \) is \( A_1 \) and \( Y \) is \( B_2 \), can be handled. For the sake of convenience, only two nodes are illustrated in Figure 1. Let \( w_i \) be the \( i \)th rule membership or firing strength obtained in Layer 2. Layer 3 is utilized for the normalization purpose. In this layer, the output of node \( i \) is the ratio of the \( i \)th rule’s firing strength to the sum of all rules’ firing strengths. For example, from ANFIS architecture in Figure 1, it can be implied that \( O_{3i} = w_i/w_i + w_{i+1} \), \( i = 1, 2 \). Layer 4 calculates the reasoning result for each fuzzy rule using the formula \( O_{4i} = w_i f_i = w_i (p_i x + q_i y + r_i) \) where \( p_i, q_i \), and \( r_i \) are called consequent parameters. Finally, Layer 5 calculates the overall output using the sum of all \( O_{4i} \) that is, \( f = O_{3i} = \sum_{i=1}^2 w_i f_i \).

ANFIS can optimize all parameters using a hybrid learning method. In the forward pass, the least-squares method is utilized to identify the consequent parameters in Layer 4. In the backward pass, the gradient descent method is utilized to identify the premise parameters in Layer 1. Therefore, the ANFIS inherits both the fuzzy reasoning of FIS and the learning abilities of ANN.

The remaining problem of ANFIS is how to identify the number of fuzzy sets for each variable. The conventional ANFIS uses the grid partitioning method that requires a given number of fuzzy sets defined by expert knowledge. Furthermore, this method causes the dimensional curse when applied to large-scale data. For example, given an input of 12 variables, if each variable can be partitioned into two fuzzy sets, the grid partitioning method results in \( 2^{12} = 4096 \) rules. This number is very large for any practical learning method. Therefore, the conventional ANFIS with the grid partitioning method might be not completely objective and might be infeasible when dealing with large-scale data. An alternative method is using ANFIS with subtractive clustering technique, which is presented in the following section.

2.4. Subtractive Clustering. Cluster analysis is to discover the underlying structure of a dataset by partitioning the data into groups such that each obtained cluster (group) is a set of similar data points [40]. In other words, all the elements in a cluster share the same characteristic behavior of the system. Therefore, each cluster’s center can be considered as the basis of a rule that represents a system behavior. Because clustering can create a concise representation of the system behavior, it can reduce the number of fuzzy rules or prevent rule explosion. Let \( \{x_1, x_2, \ldots, x_N\} \) be \( N \) \( d \)-dimensional normalized data points. Subtractive clustering [41], which is often applied to ANFIS, is summarized in the following steps:

Step 1: normalize the data set, set \( k = 1 \), and calculate the likelihood that each data point is a cluster center, using

\[
P_i = \sum_{j=1}^N \prod_{m=1}^d \exp \left( -\frac{4}{\eta_m} \| x_{im} - x_{jm} \|^2 \right),
\]

where \( P_i \) is the likelihood of point \( x_i \), and \( r_m \) is the neighborhood radius in dimension \( m \).

Step 2: select the data point with the highest likelihood as the \( k \)th cluster’s center.

Step 3: update the likelihood that each data point is a cluster center, using formula

\[
P_i = P_i - P_k^* \prod_{m=1}^d \exp \left( -\frac{4}{\eta_m} \| x_{im} - x_{km}^* \|^2 \right),
\]

where \( x_{k}^* \) and \( P_k^* \) denote the \( k \)th cluster center and its likelihood, respectively. \( \eta > 1 \) is a constant.

Using formula (2), the closer the distance between \( x_i \) and \( x_{k}^* \), the more reduction of its likelihood is. Therefore, all points with an updated \( P_i \) of 0 are
assigned to cluster $k$ and are not considered in the next steps.

Step 4: repeat Steps 2 and 3 until all points are assigned to their clusters.

In the above algorithm, the value of $r_m$ has an important effect on the clustering result. When $r_m$ tends to zero, the algorithm tends to result in $N$ single clusters, each of which has only one element. In contrast, when $r_m$ tends to one, the algorithm tends to result in a single cluster of $N$ elements. It is not easy to determine a suitable value for $r_m$ that can work well for all case studies. Therefore, an additional framework for optimizing the set of $r_m$ is developed. The developed framework is based on the differential evolution algorithm, which will be presented in the next section.

2.5. Differential Evolution Algorithm. The differential evolution algorithm, DE, which is a well-known global search method based on population, is designed to solve both continuous and discrete problems [42]. To clarify the used notation, this article refers to the minimization of the objective function $f(x)$, where $x$ is a vector of $d$ variables in the decision space $S = [x_1, x_d]$ and $x_1$ and $x_d$ are the vectors of lower bound and upper bound, respectively. The DE seeks an optimal solution through generations (iterations). In each generation, the DE evolves a population $P$ of size $NP$, $P = [x_1, x_2, \ldots, x_{NP}]$. Each element in this set or each feasible solution $x_i$, $i = 1, NP$ is called a chromosome, which is a vector of $d$ variables, so-called genes. The four major operators of the DE algorithm, which include initialization, mutation, crossover, and selection, are briefly summarized as follows.

2.5.1. Initialization. In this phase, an initial population of $NP$ chromosomes is generated through a random sampling technique. Specifically, each individual is represented as a chromosome containing $N$ genes and is generated by

\[x_{i,j} = x_{j}^l + r_0 \times (x_{j}^u - x_{j}^l) \quad i = 1, 2, \ldots, NP; j = 1, 2, \ldots, d,\]

(3)

where $R_0 \sim U (0,1)$, $NP$ is the size of the population, and $x_{j}^l$ and $x_{j}^u$ are the lower and upper limits of $x_j$, respectively [43].

2.5.2. Mutation. In this phase, each individual $x_i$ in the current population generates a mutant vector using some mutation operators listed as follows:

- rand/1: $v_i = x_{i} + F \times (x_{j} - x_{r})$
- rand/2: $v_i = x_{i} + F \times (x_{j} - x_{r}) + F \times (x_{s} - x_{r})$
- best/1: $v_i = x^* + F \times (x_{r} - x_{r})$
- best/2: $v_i = x^* + F \times (x_{r} - x_{r}) + F \times (x_{s} - x_{r})$
- current-to-best/1: $v_i = x_{i} + F \times (x^* - x_{i}) + F \times (x_{r} - x_{r})$

where $r_1, r_2, r_3, r_4$, and $r_5$ are mutually exclusive integers randomly chosen in $\{1, 2, \ldots, NP\}$, $F$ is the scale factor randomly selected in the range $[0,2]$, and $x^*$ is the best individual in the current population.

2.5.3. Crossover. After completing mutation, each target vector $x_i$ produces a trial vector $u_i$ by substituting some components of the vector $x_i$ by some components of the mutant vector $v_i$ through the following binomial crossover operation [43]:

\[u_{ij} = \begin{cases} v_{ij} & \text{if } \text{rand}[0,1] \leq CR \\ x_{ij} & \text{otherwise} \end{cases} \]

(4)

where $i \in \{1, 2, \ldots, NP\}, j \in \{1, 2, \ldots, d\}$, and $CR$ is the crossover control parameter chosen in $[0,1]$.

2.5.4. Selection. In this phase, each trial vector $u_i$ created after the crossover phase will be evaluated and compared with the target vector $x_i$ to choose a better individual for the next generation.

2.6. Evaluating an ANFIS Model. Let $y_i$ and $\tilde{y}_i$ be the $i$th actual and predictive data points, respectively. Some criteria for evaluating the ANFIS model are presented as follows:

Mean absolute error:

\[\text{MAE} = \frac{1}{N} \sum_{i=1}^{N} |y_i - \tilde{y}_i|. \]

(5)

Mean squared error:

\[\text{MSE} = \frac{1}{N} \sum_{i=1}^{N} (y_i - \tilde{y}_i)^2. \]

(6)

Mean absolute percentage error:

\[\text{MAPE} = \frac{1}{N} \sum_{i=1}^{N} \left( \frac{|y_i - \tilde{y}_i|}{y_i} \right) \times 100\% \]

(7)

2.7. K-Fold Cross-Validation Method. K-fold cross-validation is a typical process being often incorporated into the training process for avoiding the over-fitting problem [44–46]. In this procedure, the original training data set is randomly divided into $k$ subsets. $k-1$ subsets are used as new training data sets to develop an ANFIS model. The remainder is used for evaluating the model using the criteria presented above. This process is repeated $k$ times until every subset is used once for evaluating. Finally, the overall performance is calculated by taking the average of $k$ individual measures. The ANFIS with the lowest average of MAE, MSE, and MAPE can be considered as the most suitable model. Additionally, it can be noted that the test data set is not used in the training and cross-validation process but is only used in the final validation when the optimized ANFIS has been already built. An illustration for $k$-fold cross-validation process is presented in Figure 2 where $k$ is set as three and ais the ratio of the test set compared to the data set.
The Proposed Method

This section develops a method for fatigue life prediction of 2-DOF compliant mechanism. The ANFIS model which is to be estimated has the form $Y = f(X_1, X_2, \ldots, X_d)$ where $X_1, X_2, \ldots, X_d$ are $d$ design variables and $Y$ is the dependent variable. Using the subtractive clustering technique, the model performance relies on the choice of radius parameters $r_i$ ($0 < r_i < 1$, $i = 1, 2, \ldots, d + 1$). Therefore, the 10-fold cross-validation is used and the differential evolution algorithm is utilized for optimizing the mean square error (MSE) average over 10-folds. Because the DE defines a solution by a chromosome, each solution needs to be first encoded. The encoding phase is summarized in Figure 3. As shown in Figure 3, a possible solution is defined as a chromosome. Each chromosome contains $d + 1$ genes representing the corresponding radii of the design variables and the dependent variables. The MSE, whose values may be different for different chromosomes, can be considered as an implicit objective function of $r_i$.

After the encoding phase is completed, chromosomes or solutions can be handled with mutation, crossover, and selection operators. Through each iteration $i$, only a fixed number of solutions can be selected for the next iteration. After a given number of iterations, maxiter, a chromosome that provides the smallest MSE average over 10-folds can be considered as the best solution and can be used as the parameters of the ANFIS. The overall process of the proposed method is outlined in Figure 4.

4. Numerical Example

4.1. The Data Set. Figure 5 gives a design scheme of a new 2-DOF compliant mechanism. This mechanism includes a shuttle table which is located at the middle position. The shuttle table can move in the $x$-direction when a piezostack actuator (PSA-X) applies a force to an end of the table. Besides, when a force comes from the PSA-Y, the shuttle table is moved in the $y$-direction. The overall movement of the shuttle table is based on the elastic deflection of flexure hinges, including flexure hinge 1 (thickness $T_1$ and length $V_1$), flexure hinge 2 (thickness $T_2$ and length $H$), and flexure...
hinge 3 (length \( V_2 \)). Overall dimensions of the mechanism are given, as in Figures 5(a) and 5(b). The width of the mechanism is \( b \) of 10 mm (see Figure 5(c)). It is noted that the motions of flexure hinges are repeated due to these hinges are worked in an elastic area. Therefore, the mechanism is easy to subject a fatigue failure. Predicting fatigue life for the mechanism is critically important to prevent failure and ensure a safety operation.

During the design phase, manufacturing material affects the fatigue life of the 2-DOF mechanism because each material has a specific limitation of strength. This section applies the proposed method for predicting the fatigue life of the new 2-DOF compliant mechanism in two cases: material steel A-36 and material Al 6061-T6. The physical properties, chemical components of steel A-36, and Al 6061-T6 are shown in Table 1, whereas the alternative stresses of the two materials are shown in Table 2 [47, 48]. In both cases, a load, \( F \), of 20 N is applied the shuttle table along the \( x \)-axis and fixed supports are located by screws at three holes, as depicted in Figure 5.

Datasets of the fatigue life are then determined by simulations in ANSYS software R19 and are summarized in Table 3. It can be noted in Table 3 that the range of input variables is set by the user, but the range of output variable is based on the simulated results. Furthermore, the natural log transformation is applied to the output variable for producing smaller values. The data sets can be also downloaded at https://sites.google.com/tdtu.edu.vn/nguyentrangthao/home.

### 5. Results and Discussion

The performance of the proposed method is compared (subtractive clustering + DE) with four different ANFIS structures consisting of grid partitioning + triangular membership function (Model 1), grid partitioning + bell-shaped membership function (Model 2), grid partitioning + Gaussian membership function (Model 3), and subtractive clustering + random range of influence \( r \) (Model 4). The considered problems have five design variables and one output variable. For the traditional ANFIS with the grid partitioning method, the number of fuzzy is set as 2, for each variable. Based on the above information, the parameters of Models 1, 2, and 3 can be determined. Particularly, the number of nodes, the number of linear parameters, and the number of fuzzy rules are, respectively, 92, 192, and 32, for all the three models; the number of nonlinear parameters is 30 for Model 1 and 2 and is 20 for Model 3. For Model 4 and the proposed method, the above parameters do not need to be prior determined but depend upon the value of radius \( r \), which are randomly chosen in Model 4 and are optimized using DE in the proposed method. For the proposed method, the convergence behavior depends upon the hyperparameters of DE, such as mutation rate \( F \), crossover rate \( CR \), and stop criteria. Nevertheless, a comprehensive
investigation for all above parameters is inefficient in practice. In this paper, firstly, some hyperparameters of DE are selected based on the investigations in [43, 49, 50]. Specifically, the size of population NP is 20, the mutation rate $F$ is randomly chosen in the range $[0.4, 1]$, crossover rate $CR$ is randomly chosen in the range $[0.7, 1]$, and the tolerance $Tol$ is $10^{-6}$. Finally, the number of maximum iterations $maxiter$ is investigated.

Figure 8 illustrates the convergence behavior of DE regarding the iterations, for some cases. It can be seen that the value of objective function sharply decreases at some first iterations. After 10–15 iterations, the value of the objective function still decreases but is not significant. In this study, the number of maximum iteration $maxiter$ is set as 20 to trade off the quality of objective function and the computational cost. In other words, to design an efficient algorithm, a relative optimal solution rather than an exact optimal solution is chosen.

Let $\alpha$ be the ratio of the test set compared to the data set. For each material, the performance of the proposed method for different values of $\alpha$ will be evaluated. For each $\alpha$, the training set is first divided into $k$-folds. Applying the DE
algorithm to training data, the optimal ANFIS that mini-
mizes the average MSE (AMSE) over the $k$-folds can be 
found. Table 4 shows the optimal results for different values 
of $\alpha$ and materials.

Based on the obtained optimal parameters, the respective 
ANFIS networks can be built. The obtained models are next 
evaluated on the test data set. Their predictions are, re-
respectively, shown in Figures 9 and 10, for some typical cases. 
It can be observed from Figures 9 and 10 that the three 
ANFIS models with the grid partitioning method result in 
underfitting in some instances. Meanwhile, most of in-
stances are quite well predicted using the two ANFIS models 
with the subtractive clustering method. Compared to the 
subtractive clustering with random values of $r$, the sub-
tractive clustering with DE has a slightly better prediction (9/ 
16 and 9/14 samples for Case 1 and Case 2, respectively).

The average MSE of the five comparative ANFIS models 
for different $\alpha$ values is presented in Figures 11 and 12 (two 
cases of materials). It can be seen that the average MSE in 
terms of the natural logarithm of number cycles of the 
proposed method lies in the range [0.28, 1.92] for Case 1 and 
[0.50, 5.52] for Case 2; that is, the average RMSEs in terms of 
the number of cycles of the proposed method lie in the range 
[1.7, 3.97] for Case 1 and [2.03, 10.38] for Case 2. These 
results show that the accuracy of the proposed method is

| Cycles | Alternative stress | Cycles | Alternative stress |
|--------|-------------------|--------|-------------------|
| 10     | 3999              | 1700   | 275.8             |
| 20     | 2827              | 5000   | 241.3             |
| 50     | 1896              | 34000  | 206.8             |
| 100    | 1413              | 1.4E+5 | 172.4             |
| 200    | 1069              | 8E+5   | 137.9             |
| 2000   | 441               | 2.4E+6 | 117.2             |
| 10000  | 262               | 5.5E+7 | 89.63             |
| 20000  | 214               | 1E+8   | 82.74             |

Table 2: The alternative stress for two cases (unit: MPa).

Figure 6: Meshed model: (a) mesh for the mechanism; (b) meshing refinement.

Figure 7: Meshing quality.
very high. Besides, it can be observed that the effect of the ratio of test data on the performances of two models with subtractive clustering is not so strong. As shown in Figures 11 and 12, in both cases, their average MSEs slightly fluctuate around small values even for high values of $\alpha$. Meanwhile, it can be observed that the average MSEs of other ANFIS models will increase with either too high or too small $\alpha$ values.

The box plots in Figures 13 and 14 provide some statistical visualization of the performance of all methods for two kinds of materials. Among the three ANFIS models using the grid partitioning method, it can be seen from Figures 13 and 14 that the model with triangular membership function has a better result for steel A-36 but not for Al 6061-T6. Hence, the most suitable membership function cannot be determined. It might depend on which material is
considered. These figures also demonstrate the superiority of the two ANFIS models using subtractive clustering over the other models. In comparison with the subtractive clustering with the random values of $r$, the subtractive clustering with DE has a slightly better performance in both cases. As shown in Figures 13 and 14, the median of the subtractive clustering with DE is lower than those of subtractive clustering with random values of $r$. Besides, the boxes, which stand for the interquartile range (from 25th percentile to 75th percentile),
of the subtractive clustering with DE are also lower than those of subtractive clustering with random values of \( r \), for both cases.

Although Figures 13 and 14 provide the first insight into the performance of all ANFIS models, it is more reliable if a statistical test could be conducted. For this purpose, the Wilcoxon signed-rank test with a statistical significance value of 0.1 is used. The null hypothesis \( H_0 \) is built as "there is no difference between the performance of the method \( A \) and the performance of the method \( B \)," where \( A \) is the subtractive clustering with DE and \( B \) is a comparative method (grid partitioning + triangular membership function, grid partitioning + bell-shaped membership function, grid partitioning + Gaussian membership function, and subtractive clustering + random range of influence \( r \)).

According to Table 5, it can be concluded that the subtractive clustering with DE can improve the performance of ANFIS models using the grid partitioning method, with a significance level of 0.1. The difference between subtractive clustering with DE and the subtractive clustering with random \( r \) is not significant due to the following reasons. Firstly, the difference between the subtractive clustering with DE and the subtractive clustering with random \( r \) is not as large as the differences observed in comparison with other methods. Secondly, the sample size is not large enough for rejection of the null hypothesis \( H_0 \). Therefore, the subtractive clustering with random \( r \) can be used for other cases in which the computational time is important. On the other hand, more experiments on other ratios of test data and other materials are required to provide a comprehensive comparison. The results show an efficient application of clustering-based ANFIS in fatigue life prediction of 2-DOF compliant mechanism.

In summary, the above experiments have demonstrated the potential benefit of ANFIS in fatigue life prediction of 2-DOF compliant mechanism. Particularly, the two ANFIS models using subtractive clustering provide better performance compared to the three ANFIS models using the grid partitioning method. In comparison with the subtractive clustering with random \( r \), the subtractive clustering using DE has slightly better performance, although the difference is not significant. Based on the obtained results, it can be expected that the proposed method can be well-applied for other case studies (materials). The root mean square error of the fatigue life prediction is expected to be smaller than 100 cycles or smaller than 22 in terms of mean square error (MSE) of natural log transformation. Using this criterion, careful users can evaluate the suitability of the proposed method after obtaining the training model to decide whether the proposed method can be applied or not.
6. Conclusions

This paper for the first time develops a method for fatigue life prediction of 2-DOF compliant mechanism. The adaptive neuro-fuzzy inference system (ANFIS) is utilized for the prediction purpose. In addition to the conventional ANFIS model using the grid partitioning method, the ANFIS model using subtractive clustering is applied. Furthermore, the differential evolution algorithm is utilized for optimizing parameters of the clustering algorithm. Five ANFIS models are applied to two case studies consisting of the steel A-36 and the AL 6061-T6. The obtained results show that the average root mean square error in terms of the number of cycles lies in the range [1.7, 3.97] for Case 1 and [2.03, 10.38] for Case 2. Compared to the ANFIS models using the grid partitioning method, the proposed method achieves a better performance with a significance level from 0.05 to 0.1. Although the subtractive clustering using DE is slightly better than the subtractive clustering with random \( r \), the respective difference has no statistical significance. The experiments also demonstrate the potential application of ANFIS in fatigue life prediction of 2-DOF compliant mechanism. The results can be extended in predicting the fatigue life for other compliant mechanisms and related engineering applications. In future work, some physical prototypes can be fabricated to estimate the fatigue life for the proposed 2-DOF compliant mechanism.
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