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Abstract
Small convective vortices occur ubiquitously on Mars, frequently as dust devils, and they produce detectable signals in meteorological data—in pressure, temperature, and wind speed and direction. In addition to being important contributors to the Martian dust budget, convective vortices may serve as probes of the boundary layer, providing clues to convective instability, boundary layer diurnal evolution, and surface–atmosphere interactions. Using vortices as boundary layer probes requires a detailed understanding of the link between their properties and occurrence rates and the conditions that produce them. Fortunately, the growing cache of data from the Mars Environmental Dynamics Analyzer instrument suite on board the Mars 2020 Perseverance rover promises to elucidate these relationships. In this study, we present a catalog of vortex detections from mission sols 90 through 179 to bolster our previous catalog based on sols 15 through 89. Consistent with predictions, we find more vortex encounters during this second half of the mission than from the first half. In addition to analyzing the pressure signals from these vortex encounters, we also use a Gaussian process analysis to recover contemporaneous temperature signals. By combining these signals with a long-established thermodynamics model, we estimate heights of the vortices and find some agreement with previous work and evidence for the diurnal growth and decay of the Martian boundary layer. We also discuss prospects for additional boundary layer studies using Martian vortex encounters.

Unified Astronomy Thesaurus concepts: Planetary atmospheres (1244); Mars (1007)
Supporting material: machine-readable table

1. Introduction
Dust devils appear ubiquitously on Mars, lofting a significant fraction of the dust in the Martian atmosphere (Fenton et al. 2016). Studies on dust devil formation and observed, for example, that their occurrence rate correlated with high near-surface lapse rates, presumably because such high lapse rates give rise to convective instability. Landed spacecraft have enabled similar field campaigns on Mars (e.g., Ellehoj et al. 2010), albeit usually with much more limited instrumentation and data volume. Frequently including pressures, temperatures, wind speeds, etc., these rich Martian data sets have highlighted some of the conditions under which dust devils frequently occur and under which they do not (Jackson et al. 2021a).

Mounting evidence suggests that dust devil formation is highly sensitive to conditions within the planetary boundary layer (PBL). Hess & Spillane (1990) collated a list of conditions associated with dust devil formation, including the requirement that the PBL depth must exceed the Obukhov length in magnitude by at least a factor of 100. (The Obukhov length parameterizes the tendency for a fluid to convect and reaches negative values as convective instability sets in.) As the base of a planetary atmosphere warms from morning to afternoon, the PBL deepens (see Arya 2001), promoting dust devil formation. Such growth also promotes formation of small convection cells generally, whether they are visualized by lofted dust (dust devils) or not (dustless devils—Steakley & Murphy 2016). Additional requirements include the availability of dust and sufficiently high vortex wind speeds.

The sensitivity of dust devil formation to ambient conditions has suggested their use as a probe of near-surface meteorology. Fenton & Lorenz (2015), for instance, conducted a comprehensive survey of space-based images of Martian dust devils and found that the interdevil spacing seems to match closely the PBL depth, opening the door to direct estimation of the PBL depth without landed or space-based meteorological instrumentation; orbital imagery of active dust devils might suffice. Fenton & Lorenz (2015) also found a strong correlation between PBL depth and dust devil height, with the dust columns mounting to about one-fifth the PBL depth expected from meteorological modeling (Colaïtis et al. 2013). In fact, the correlation between dust devil height and PBL depth is probably linked to vortex thermodynamics.

In a seminal work, Rennó et al. (1998) devised a model of convective vortices as heat engines, with heating from a warm surface producing a temperature contrast \( \Delta T_c \) at the vortex center relative to the surrounding environmental temperature \( T_{\infty} \). The resulting buoyancy is assumed to drive convective motion and intake of air near the surface, resulting in a small pressure contrast \( \Delta P_c \) compared to the ambient pressure \( P_{\infty} \) and some frictional loss of energy throughout the system. (The fraction of energy lost near the surface as opposed to at altitude is parameterized as \( \gamma \sim 1 \).) The ascending column is assumed to reach a well-defined height \( h \) at which point the warm air radiates into the surrounding environment before cooling and descending to complete the convective circuit. Jackson (2020) expanded on that model to formulate a simple relationship...
between the vortex’s height and radius, in the limit that the height was small compared to the atmospheric scale height $H$:

$$h = \frac{2\chi}{\gamma(1 + \chi)} \left( \frac{\Delta P}{P_c} \right) \left( \frac{T_c}{\Delta T_c} \right),$$

where $\chi$ is the ratio of the specific gas constant to the specific heat at constant pressure (i.e., $\chi = R/c_p$). (Equation (10) from Jackson 2020 on which the above equation is based mistakenly excluded the term $\chi/(1 + \chi)$—see the Appendix for a corrected derivation.) Uncertainties on the pressure and temperature parameters in Equation (1) necessarily contribute to uncertainties on $h/H$. In particular, because $\Delta T_c$ values are relatively small (few K), accurate assessment of the corresponding uncertainties is key. As discussed in Section 2.2 below, we employ considerable effort to accurately estimate those uncertainties in this study.

Using Equation (1), we can probe the central pressure and temperature excursions for passing vortices using meteorological measurements at the surface, providing an entirely independent assessment of the connection between vortex height and PBL depth. Fortunately, the Mars 2020 Perseverance rover carries high-precision, high-sampling-rate instrumentation ideal for making such measurements. The Mars 2020 Perseverance rover has been operating on the Martian surface since landing on 2021 February 18 (at a solar longitude $L_s = 5^{2.6}$—Allison & McEwen 2000). Although the mission’s priorities involve a search for signs of life (Farley et al. 2020), it includes the Mars Environmental Dynamics Analyzer (MEDA) suite. MEDA consists of sensors to measure environmental variables—air pressure and temperature (the pressure and temperature sensors PS and ATS respectively), up/downward-welling radiation and dust optical depth, wind speed and direction, relative humidity (via the humidity sensor HS), and ground temperature (via the Thermal Infrared Sensor TIRS). These data enable a wide range of scientific investigation, and periodic public release of the data allows a wide range of participants: https://pds-geosciences.wustl.edu/missions/mars2020/.

With a second release, publicly available MEDA data now span nearly 180 mission sols. In a previous study (Jackson 2022), we explored the first 90 sols of data to look for the passage of convective vortices using the PS data, netting 309 encounters. In addition, we sought contemporaneous excursions (positive or negative) in the RDS data to assess whether the vortices were dusty (dust devils) or dustless and found about a quarter of the encounters showed signs of dust lofting.

For the current study, we sift the PS data from mission sols 90 through 179 for additional vortex encounters. These data were collected as the local season on Mars shifts from spring to summer. Detailed meteorological modeling of Perseverance’s region (Newman et al. 2021) predicts a number of seasonal changes, including an increase in vortex activity. Consistent with those predictions, we recovered 506 encounters over 90 sols, almost 70% more encounters than from the first 90 mission sols. We also use the ATS data to search for temperature excursions that accompany pressure excursions for all encounters from sols 15 through 179 and robustly recover 112 such excursions, allowing us to estimate vortex heights based on Equation (1).

We do not include the MEDA wind data in our analysis here. The first two MEDA data releases did not provide fully processed wind data to correct for, for example, perturbations on the measured winds from the lander body itself (Rodriguez-Manfredi et al. 2021). The third release did include processed winds but only as we were already submitting the present manuscript. Incorporating these data requires significant updates and modifications to our time-series analysis codes, and so we opted to defer that effort to a future study. Many prior studies of Martian vortices have used only pressure time series to produce important results, and these studies have employed the assumption that vortex-like pressure dips are vortices. This study follows in that same vein. Moreover, as we show below, our results even without winds still provide significant, novel insights into vortex activity.

In Section 2, we provide brief summaries of the MEDA PS and ATS data as relevant to this study. In Section 3, we discuss our results, including vortex encounter rates and estimates of vortex heights, and Table 1 provides the vortex fit parameters produced by our analysis. Finally, in Section 4, we summarize conclusions and point out avenues for future study.

2. Data and Model Analysis

2.1. Pressure Sensor Data Analysis and Modeling

The analysis presented here follows closely the process in Jackson et al. (2021a) and Jackson (2022). We analyzed the pressure time series from the PS instrument available from NASA PDS (https://pds-atmospheres.nmsu.edu/PDS/data/PDS4/Mars2020/mars2020_medas-data_derived_env./; doi:10.17189/1522849) using the data set labeled “data-derived_env.” (The Mars 2020 MEDA PDS Archive Bundle Software Interface Specification provides more details—https://pds-atmospheres.nmsu.edu/PDS/data/PDS4/Mars2020/mars2020_medas-document/meda_bundle_sis.pdf.) The data are divided up by mission sol, spanning from midnight one sol to midnight the next, with a sampling rate of 1 Hz; however, some sols include hour-long (or longer) gaps, and others span only a few hours. Figure 1 shows example pressure time series for several vortex encounters.

As in many previous studies (e.g., Jackson et al. 2021a), we use this model for the pressure signal $P(t_i)$:

$$P(t_i) = P_0 + S_P(t_i - t_0)^P - \frac{\Delta P_0}{1 + \left(\frac{h - h_0^P}{\Gamma_P/2}\right)^{P-1}}$$

where $P_0$ is the baseline pressure level, $S_P$ is an overall slope, $t_i$ is the time at index $i$, $t_0^P$ is the central time corresponding to the instant of closest approach, $\Delta P_0$ is the pressure excursion amplitude, and $\Gamma_P$ is the observed profile FWHM for the pressure signal. (The temperature signals may have different central times and FWHMs, as discussed below.)

To search for vortex encounters, we first apply a high-pass boxcar filter to the raw pressure data with a window size of 500 s to suppress pressure variations that result from meteorological phenomena other than vortices and occur on timescales of hours to days (Pla-Garcia et al. 2020; Newman et al. 2021). Jackson et al. (2021a) conducted injection-recovery experiments with this scheme to show that this approach sufficiently suppressed the long-term variations without distorting the vortex signals, and the same check on

---

1 As this manuscript was being reviewed, the MEDA team published their own analysis of vortex and dust devil encounters, among other phenomena (Newman et al. 2022). We defer a detailed comparison to a future study.
Table 1
Vortex Parameters

| sol | $h_0$ (LMST) | $B_P$ (Pa) | $S_P$ (Pa hr$^{-1}$) | $\Delta P_0$ (Pa) | $S/N_{\Delta P_0}$ | $\Gamma_P$ (s) | $\Delta T_0$ (K) | $\Delta T_{\gamma}$ (s) | $\Delta S_{\gamma}$ (K) | $S/N_{\Delta S}$ | $\Gamma_{\gamma}$ (s) | Converged? | $h/H$ |
|-----|--------------|------------|---------------------|------------------|--------------------|---------------|-----------------|---------------------|---------------------|----------------|----------------|-------------|-----|
| 15  | 16: 51: 33 ± 3 | 723.22 ± 0.04 | −3 ± 1 | 0.42 ± 0.04 | 61 ± 14 | 9.3 | 3 | 242.5 ± 0.4 | −0.001 ± 0.002 | $2^{+10}_{-8}$ | 1 ± 1 | 0.7 | $74^{+63}_{-70}$ | True | ... |
| 15  | 16: 54: 57.6 ± 0.4 | 723.14 ± 0.05 | 7 ± 6 | 0.98 ± 0.07 | 12 ± 2 | 14.4 | 3 | 242.2 ± 0.1 | 0.008 ± 0.004 | $1^{+0.7}_{-0.6}$ | 2.5 ± 0.5 | 4.9 | $8^{+2}_{-1}$ | True | 0.05 ± 0.01 |
| 16  | 13: 19: 32.8 ± 0.7 | 733.636 ± 0.008 | 1.2 ± 0.4 | 0.39 ± 0.03 | 23 ± 3 | 15.1 | 3 | 236 ± 1 | 0.01 ± 0.01 | −0 ± 2 | 9$^{+1}_{-3}$ | 6.4 | $59^{+11}_{-15}$ | True | ... |

Note. Abbreviated version of the vortex parameter table. The column labeled ”ATS” shows which ATS sensor time series was used. That labeled “Chain Converged” shows whether the MCMC analysis of the temperature time series converged.

(This table is available in its entirety in machine-readable form.)
the newly released data analyzed here produced similar results, corroborating this approach.

We then applied a matched filter with a shape given by Equation (2) to the detrended orbit data, subtracting the mean value of the resulting convolution signal $F \Delta P$ and dividing by the standard deviation to scale the spectrum by the intrinsic noise in the data set. A negative pressure excursion produces a large positive spike in the resulting spectrum. As in Jackson et al. (2021a), we used a threshold value of $F \Delta P > 5$. In setting a detection threshold, other studies (e.g., Spiga et al. 2021) used the pressure excursion itself and required $\Delta P$ to exceed some value (usually a few 0.1 Pa). This approach has the advantage of simplicity. However, because the scatter in the pressure time series may vary from sol to sol or hour to hour, this approach may miss excursions or incorrectly identify noise as vortex encounters. In any case, as shown in Jackson et al. (2021a), the threshold $F \Delta P > 5$ is broadly equivalent to $\Delta P > 0.3$ Pa.

Then, for the pressure signals, we fit each putative vortex signal to retrieve best-fit parameters by using the Levenberg–Marquardt algorithm (see Press et al. 2007) to maximize the log of the likelihood function $L$:
\[
\log L = -\frac{1}{2} \sum_{i=0}^{N-1} \frac{(P_i - P(t_i))^2}{\sigma_P^2},
\]
where $P_i$ is the pressure value at time $t_i$, $\sigma_P$ is the per-point uncertainty for the pressure time series, and there are $N$ total data points in the vortex signal. (The term on the right-hand side is usually called $\chi^2$.) We estimated $\sigma_P$ for each sol by calculating the standard deviation of the boxcar-filtered pressure time series with typical values about 0.07 Pa. To avoid signal distortion from our detrending process, we fit the original, un-detrended data and estimated uncertainties for the

fit parameters ($B_P, S_P, \Delta P_0, \Gamma_P$) as the square root of the corresponding entries in the covariance matrix and scaled by the square root of the reduced $\chi^2$-value for the model fit. This approach is equivalent to imposing a reduced $\chi^2 = 1$ (Press et al. 2007). Example fits for the pressure time series are shown in Figure 1.

This process produced a few dozen signals of dubious vortex morphology, so, as in Jackson (2022), we discarded 65 putative vortex signals with apparent $\Gamma > 250$ s and $\Delta P_0 / \Delta P < 5$ ($\sigma_{\Delta P_0}$ is the uncertainty on $\Delta P_0$). This culling left behind 506 vortices from the newly released MEDA, totaling 815 with what we call “credible” pressure signals when combined with detections from our previous analysis (Jackson 2022).

2.2. Temperature Sensor Data Analysis and Modeling

We also analyzed temperature time series from the ATS instrument, also available from NASA PDS as “data_calibrated_env.” These data are also divided up by mission sol and have a sampling rate of 1–2 Hz. The ATS suite consists of three sensors distributed azimuthally around the rover and two additional sensors on the sides of the rover body near the planet’s surface, and each sensor produces a temperature time series labeled by sensor, ATS1 to ATS5. Rodriguez-Manfredi et al. (2021) reported that the temperature sensors have response times shorter than 1 s, and so we expect that we can recover positive temperature contrasts for the vortices with durations very nearly equal to those of the negative pressure excursions.

Some encounters produced temperature excursions on certain sensors and not on others. This variation in the apparent response of the various ATS sensors likely results from a combination of encounter geometry (some vortices likely

![Figure 1](image_url). The pressure and temperature signals for several vortices. The blue dots show the pressure signals that were used to find the vortices, while the blue curves show the best-fit pressure models (assuming a white noise model). The orange dots show the contemporaneous temperature data. The dashed black lines show the best-fit temperature models without including any noise, while the orange curves show samples from the modeling that include noise. The sol and central occurrence time $t_0$ for each vortex is shown at the top of each panel.
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Figure 2. MCMC chains for the fit parameters for the temperature signal in Figure 1 (d). The autocorrelation times $\tau$ are shown in red. (We fit $-\Delta T_0$ and the difference between the central encounter times for the pressure and temperature signals $\Delta t_d$.)

To fit Equation (4) to each encounter, we employed the following likelihood function for the temperature data:

$$\log L = -\frac{1}{2} \bar{\mathbf{r}}^T K^{-1} \bar{\mathbf{r}} - \frac{1}{2} \ln \det K - \frac{N}{2} \ln (2\pi),$$ (5)

where $\bar{\mathbf{r}}$ is the vector of residuals between the model and data points and $K$ is the covariance matrix. In traditional least-squares minimization schemes (as for the Levenberg–Marquardt scheme used for the pressure data), the covariance matrix is assumed to be diagonal, i.e., $K_{ij} = \sigma_i^2 \delta_{ij}$, where $\sigma_i$ is the per-point uncertainty and $\delta_{ij}$ is the Kronecker $\delta$ ($\delta_{ii} = 1$ and $\delta_{ij} = 0$). This approach is equivalent to assuming the scatter for each data point is independent of all the other points. By contrast, for a Gaussian process approach, the covariance matrix is allowed to have off-diagonal elements whose functional form is prescribed, i.e., $K_{ij} = \sigma_i^2 \delta_{ij} + k(t_i, t_j)$, where $k(t_i, t_j)$ is the kernel function relating data points at times $t_i$ and $t_j$. A variety of choices for $k$ is possible, with some implications and limitations arising from the different choices (Rasmussen & Williams 2006). For our analysis, we chose a form representing a stochastically driven, damped harmonic oscillator, which opens the door to some optimization schemes to reduce compute times (Foreman-Mackey et al. 2017; Foreman-Mackey 2018).

We used a Markov Chain Monte Carlo (MCMC) sampler (emcee—Foreman-Mackey et al. 2013) to map the posterior distributions for the best-fit parameters $B_T, S_T, \Delta T_0, t_0^P$, and $\Gamma_T$ (plus four parameters for the kernel function). We used 32 walkers, a burn-in chain of 5000 links, and then production chains of 10,000 links and checked convergence of the chains by requiring autocorrelation times at least 20 times shorter than the total chain lengths (usually, the chains were more than 50 times longer than the autocorrelation times) for all the fit parameters—see Foreman-Mackey et al. (2013) for details about this approach.

Figure 2 shows an example of the production chains for fitting the temperature signal shown in Figure 1(d). By-eye

passed nearer to some sensors than to others) and the complex, local turbulence for each sensor. For simplicity and to avoid the enormous computational demands of applying a Gaussian process analysis (see below) to all five time series, we selected only a single sensor’s time series to analyze for each encounter. We calculated the Pearson correlation coefficient (Press et al. 2007) between the pressure and temperature data collected during each encounter and chose the temperature time series with the largest negative correlation on the assumption that the ATS time series most strongly anticorrelated with pressure was most likely to exhibit a discernible vortex signal. There is no evidence or obvious reason that this approach introduces any biases.

Having selected the optimal time series, we took temperature data spanning times $t_0^P \pm 3\Gamma_P$ and fit a temperature excursion model identical in form to the pressure signals:

$$T(t_i) = B_T + S_T(t_i - t_0) - \frac{\Delta T_0}{1 + (\frac{t_i - t_0}{\Gamma_T/2})^2}$$ (4)

where, as before, $B_T$ is the temperature baseline, $S_T$ is a slope, $\Delta T_0$ is the temperature excursion amplitude, $\Gamma_T$ is the central encounter time, and $\Gamma_T$ is the FWHM for the temperature signal.

Given the unique properties of the temperature data, we used a different approach to analyzing them from what we used for the pressure data. We did not use the temperature data to detect vortices. Instead, we used the times for encounters derived from the pressure data and then analyzed the corresponding times in the optimal ATS time series to search for thermal excursions that coincided closely in time. The ATS data showed considerably more turbulent fluctuations than the PS data, likely as the result of near-surface turbulence (see panel (d) of Figure 1). Though the vortex-associated temperature signals can often be prised from the grip of this nonwhite noise, a robust assessment of the signal requires a more complex noise model—a Gaussian process model (Rasmussen & Williams 2006; Jackson et al. 2018b).
inspection shows the chains effectively exploring the solution space, and convergence of the chains is suggested by the autocorrelation time for each chain. Figure 3 shows the marginalized posterior distributions corresponding to the MCMC chains from Figure 2.

As is typical for credible detections, the posterior for $\Delta T_0$ shows the signal is inconsistent with $\Delta T_0 = 0$, meaning the excursion is robustly detected. Other parameters have less robust constraints. For example, the posterior for the central encounter time (shown as $\Delta T_0^\prime$ in Figures 2 and 3) spans the full allowed solution space. Inspection of Figure 1(d) illustrates why: The nonwhite noise masks the central peak. Anticipating this difficulty, we constrained the solution space for $\Delta T_0^\prime$ to lie within $\pm 5$ times the error bars for $t_0^P$. For other fit parameters, we allowed much broader solution spaces. The $\Gamma_T$ values, for instance, were allowed to span the entire time span for each vortex encounter. For uncertainties on each of the temperature signal parameters, we took the 16% and 84% quartiles for the posteriors, the equivalent of $\pm 1$ standard deviation for a Gaussian distribution.

As with our pressure signals, we culled the list of temperature signals using the following criteria:

1. MCMC chains must have converged: As described above, this criterion is met by requiring an autocorrelation time at least 20 times shorter than the chain length. Most converged chains have even shorter autocorrelation times.
2. Vortices must have $\Delta T_0^\prime / \tau_{\Delta T_0} > 3$: This criterion ensures a nonzero, positive amplitude.
3. The best-fit $t_0^T$ must agree to within uncertainties with the best-fit $t_0^P$ value: This criterion means a temperature excursion must coincide in time with the pressure excursion. Otherwise, the temperature signal may simply arise from turbulent noise. (Uncertainties for $t_0^P$ and $t_0^T$ were added in quadrature.)
4. The $\Gamma_T$ posterior must not span the whole allowed range for the solution space: Posteriors that are too wide provide no meaningful constraint on the signal’s duration.
5. The best-fit $\Gamma_T$ must agree to within uncertainties with the best-fit $\Gamma_P$ value: This criterion makes it more likely that the putative temperature signal corresponds to a true vortex encounter. (Again, uncertainties for $\Gamma_P$ and $\Gamma_T$ were added in quadrature.)

Among the 815 vortices with credible pressure signals from sols 15 through 179, these criteria leave 112 vortices with what
we call “credible” temperature signals. Vortex encounters that failed to produce a credible temperature signal often fail to satisfy multiple criteria at once (e.g., the best-fit excursion has a $\Gamma_0$ value inconsistent with the corresponding $\Gamma_0^f$, and the $\Gamma_T$ posterior spans the whole allowed range), and there does not seem to be any one overwhelmingly common failure mode. There also does not seem to be a pattern for which encounters are most likely to fail except for the encounters with the smallest $\Delta P_0$ values. However, this latter trend is entirely consistent with expectations: small $\Delta P_0$ corresponds to small $\Delta T_0$, the signals for which are more likely to be swallowed by turbulent noise. We leave for future work exploring how this bias might skew the inferred vortex heights discussed in Section 3.

3. Results

Figure 4 illustrates the resulting best-fit $\Delta P_0$ and $\Gamma_P$ values for the 506 vortices from sols 90 through 179. Because of the difficulty of detecting vortices with small $\Delta P_0$, we fit a power law to the cumulative histogram of $\Delta P_0$ values only for values above the median, $\Delta P_0 = 0.45$ Pa, using the Levenberg–Marquardt algorithm. Poisson sampling was assumed to estimate bin uncertainties. The histogram knee reported in previous studies (Spiga et al. 2021) is not apparent in these data. The best-fit power-law index here is roughly consistent with previous work. We found an index of $-1.99 \pm 0.02$ in our previous study of PS data from sols 15 through 89 (Jackson 2022). The results also comport with studies of data sets from other missions. Lorenz et al. (2021) considered vortex pressure signals from the InSight Mission and, considering vortices with $0.8 \text{ Pa} < \Delta P_0 < 3 \text{ Pa}$, found a power-law index of $-2$.

Based on these detections, we can also assess the vortex encounter rates. Figure 5 bins the encounters by sol. (Sols 97 and 165 have no data available.) These results show that there was an average rate of $5.8 \pm 2.4$ encounters per sol (where error bars come from assuming Poisson statistics). Some sols had more data available than others, however, so we divided the number of encounters on a given sol by the total number of hours of observational data, giving the orange bars in Figure 5. The mean for all the sol-averaged hourly encounter rates is $0.5 \pm 0.2 \text{ hr}^{-1}$, with variations between 0.1 and $1.3 \text{ hr}^{-1}$. Some of that variability is likely meteorological, and some are due to variations in when, during each sol, data were collected (see the top panel of Figure 5).

Encounter rates also show hour-to-hour variation, as illustrated in Figure 6. We have normalized the number of encounters during each hour by the total number of hours (over all available/usable sols) to estimate the hourly encounter rate. The encounter rate peaks about midday, in this case at $2.6 \pm 0.2$ encounters per hour (once every 20 minutes), dropping below detectable levels early in the morning and late in the afternoon (although there were a handful of very early morning apparent encounters).

The trends in encounter rates are generally consistent with results from our previous analysis of sols 15 through 89 vortex encounters—a peak in the hourly rate near midday with a quicker ramp up in the morning than the falloff in the afternoon. One big difference, though: The maximum encounter rates reported here exceed the maximum from our previous study by more than 70%. This result corroborates predictions from Newman et al. (2021) that vortex activity should increase going into the summer solstice. A complete comparison with the results of Newman et al. (2021) requires converting the encounter rates into occurrence rates (see Kurgansky 2021), but these results are at least consistent with an increased occurrence rate.

We can assess the encounter rates by estimating the fractional area covered by dust devils by comparing the total durations of all vortex encounters to the total observational time (Lorenz et al. 2021). The total duration of encounters reported here is 6.4 hr, while the total observational time is about 1118.7 hr, giving a fractional area of 0.57% compared to 0.37% for the previous sol 15–89 data set. This result suggests

![Figure 4](image_url)

**Figure 4.** (a) The best-fit $\Delta P_0$ and $\Gamma_P$ values (blue dots) with error bars for sols 90 through 179. (b) Cumulative histogram of $\Gamma$ values, along with the median value ($\Gamma = (19.7 \pm 1.6) \text{ s}$) shown by the dashed orange line. (c) Cumulative histogram of $\Delta P_0$ values, along with the median value ($\Delta P_0 = (0.45 \pm 0.01) \text{ Pa}$) shown by the dashed orange line. The dashed green line shows a power-law fit to the histogram for $\Delta P_0 > 0.45 \text{ Pa}$ with $N \propto \Delta P_0^{-1.90 \pm 0.01}$. 

**Figure 5.** Bins the encounters by sol, normalizing by the total number of hours of data, giving the orange bars. The mean for all the sol-averaged hourly encounter rates is $0.5 \pm 0.2 \text{ hr}^{-1}$, with variations between 0.1 and $1.3 \text{ hr}^{-1}$. Some of that variability is likely meteorological, and some are due to variations in when, during each sol, data were collected (see the top panel of Figure 5).
again that the recent vortex occurrence rate is significantly larger.

Turning to the temperature signals, Figure 7 shows the distribution of $\Delta T_0$ values for the 112 vortices with credible detections (along with the associated error bars). The largest $\Delta T_0$ value is $10.7^{+2.6}_{-1.3}$ K, the median value $4.9 \pm 1.6$ K, and the minimum value $0.4 \pm 0.1$ K. These values compare favorably with the small number of detections of vortex thermal signals from other surveys, Martian and terrestrial. As part of a reanalysis of Viking Lander 2 meteorological data, Ringrose et al. (2003) reported detections of 38 vortex encounters, several with accompanying temperature excursions with amplitudes between 0 (i.e., no clear detection) and $6 \pm 2$ K. Resolution of those signals was particularly challenging with that data set because the highest sample rate was once every 8 s (0.125 Hz). Rennó et al. (2000) surveyed data from the Mars Pathfinder ASI/MET instrument and reported 19 vortex encounters, estimating temperature signal amplitudes via a scaling theory (Rennó et al. 1998) from 0.6 to 2.1 K.

Figure 5. (Top) When pressure data were collected during each sol. The orange dots also show when vortex signals were detected. (Bottom) The blue bars show the number of vortex encounters during each sol, while the orange bars show the number of encounters each sol divided by the total number of hours during which the pressure sensor collected data. The gray dashed–dotted lines show sols when data were unavailable. Solid black lines indicate the $L_s$ values.

Figure 6. The blue bars show the total number of vortex encounters that took place during that hour over the whole 90 sol period, while the orange bars show that number divided by the total number of hours that hour of the day was observed.
Figure 7. Estimated temperature signal amplitudes $\Delta T_0$ vs. the pressure signal amplitudes $\Delta P_0$ (b) and vs. time of day LMST (c) for the 112 vortices with credible temperature signals. Histograms of $\Delta P_0$ and $\Delta T_0$ for the vortex encounters with credible temperature excursions are shown in (a) and (d), respectively.

Figure 8. Estimates for the heights $h$ of the encountered convective vortices, scaled by the atmospheric scale height $H$ as a function of time of day LMST. Error bars derive from the uncertainties on the vortex $\Delta P_0$ and $\Delta T_0$ values.

Figure 7(a) plots the temperature excursions against the corresponding $\Delta P_0$ values, and a subdued positive correlation appears. Pearson’s $r$ correlation coefficient for the two distributions is 0.15 but with a very marginal $p$ value of about 10% (meaning there is a 10% chance for such a correlation coefficient even if the two distributions were drawn at random). Panel (b) shows $\Delta T_0$ versus time of day, where any correlation appears even less pronounced, though still potentially present. Morning encounters seem to skew toward smaller $\Delta T_0$, perhaps consistent with the expectation that vortex activity is muted by a less vigorous boundary layer (Petrosyan et al. 2011). Encounters near midday, when vortex activity is at its height, span a wide range of values, though perhaps with smaller values less represented. Finally, later in the day, activity peters out, and the bulk (such as it is) of encounters have a smaller $\Delta T_0$. Even so, the late afternoon/early evening still sees two of the largest $\Delta T_0$ encounters. The limits of small number statistics very likely bear on these patterns, though, and additional detections as the Mars 2020 mission continues may clarify correlations.

Finally, using Equation (1), we can convert our best-fit $\Delta P_0$ and $\Delta T_0$ values into estimates for the height of the convective vortices, shown in Figure 8. Uncertainties for $h/H$ incorporate all uncertainties on the relevant fit parameters as depicted in
Equation (1). The largest value for $h/H$ is $0.20 \pm 0.06$, the median value $0.027 \pm 0.006$, and the smallest value $0.004 \pm 0.001$. Taking the Martian atmospheric scale height as 11 km (Petrosyany et al. 2011), these translate to 2.2 km, 300 m, and 40 m respectively.

As for the other results here, small number statistics also likely mask trends in Figure 8 as well, but the trends that seem apparent comport with expectations. Dust devils occurring during any given period of the day span a range of heights and diameters, and evidence suggests that diameters follow a power law with an index of $-2$ (Lorenz 2011) (and that a dust devil’s height scales with diameter squared—Jackson 2020). Because the PBL height likely sets an upper limit to the vortex height (Fenton & Lorenz 2015), we might expect to see a range of vortex heights during any period of the day on Mars but with the tallest vortices occurring in the middle of the day when the PBL is deepest (Arya 2001; Colaïtis et al. 2013). Indeed, as shown in Figure 8, $h/H$ is confined to relatively small values early in the day, after which the largest value in any time span grows toward midday before declining into late afternoon and evening. However, PBL depth is thought to peak around 15:00 or 16:00 local time, depending on the exact model parameters and observational data considered, later than the time of occurrence of our $h/H$ maximum. Whether that disagreement arises from the small number statistics for our results is unclear, though. In any case, our vortices do not seem to ascend to the top of the PBL. During the $L_x$ values when our observations were collected, estimates suggest the PBL reaches between 5 and 6 km, while our vortices tap out at about 2.2 km. Auspiciously, Fenton & Lorenz (2015) found that their heights typically reached about one-fifth of the PBL height (1–1.2 km), consistent with the largest $h/H$ values we report.

We can also compare our heights to those estimated from image surveys of dust devils. Stanzel et al. (2008) measured the heights and diameters of 205 dust devils using High Resolution Stereo Camera (HRSC) images from the ESA Mars Express orbiter, images with resolutions of 12.5 m pixel$^{-1}$. Devils had diameters from 45 m to 1 km with a median of 63 m and heights from 75 m to 3.4 km and a median of 450 m. Reiss et al. (2014) measured the heights and diameters of 47 dust devils using imagery from the Mars Reconnaissance Orbiter’s (MRO) Compact Reconnaissance Imaging Spectrometer for Mars (CRISM), the Context Camera (CTX), and High Resolution Imaging Science Experiment (HiRISE), with resolutions between 0.25 and 18 m pixel$^{-1}$. For that study, diameters spanned 15 to 280 m with a median of 75 m, while heights spanned 40 m to 4.4 km with a median of 530 m. Figure 9 compares the distributions of heights from these studies to those for our detected vortices. (Unfortunately, Fenton & Lorenz 2015 did not report their results in table form, though the histogram of heights therein peaked at about 500 m.) The dust devils imaged were typically much taller than our vortices, but the limited pixel resolution very likely contributes to a dearth of detections in the smallest bins. Disagreement between the histogram peaks aside, reassuringly, they all fall off with a power-law index statistically consistent with $-1$, suggesting they capture similar behavior, at least at the population level, though small number statistics certainly play a role.

A power-law index of $-1$ is not entirely consistent with previous work that suggests that (1) the distribution $p(D)$ of dust devil diameters $D$ falls off roughly as $D^{-2}$ (Lorenz 2011) and (2) $D \propto h^{1/2}$ (Jackson 2020). Assuming $D \propto h^{1/2}$, we can convert $p(D) \propto D^{-2}$ to a distribution in $h$ as $p(h) = p(D) \propto D \propto \partial D/\partial h \propto h^{-3/2}$. However, the power-law indices for the Stanzel and “This work” data sets in Figure 9 are consistent (at 3σ) with $-3/2$ as well (the index for the Reiss data set is not consistent with $-3/2$). An enlarged sample of vortex heights may help clarify this relationship.
4. Discussion and Conclusions

As far as we are aware, this study is the first to estimate vortex height using measurements of meteorological time series, and our approach opens the door to several other important investigations of boundary layer models and processes. Our application of Gaussian process analysis enables a robust estimate of temperature excursions associated with vortices, and comparing these with the wind field associated with a vortex enables a potentially transformative test of the bedrock model of vortex thermodynamics (Rennó et al. 1998). As popular as this model has been for decades, it remains essentially untested. A definitive test would substantially bolster the usefulness of dust devils and vortices as probes of PBL processes.

A comprehensive assessment of all meteorological variables associated with dust devils could also be transformative for understanding their role in erosion and atmospheric dust. The exact contribution of dust devils to the Martian dust budget, for instance, remains highly uncertain, with estimates spanning from a negligible to a dominant source (Fenton et al. 2016). MEDA’s data promise to be especially enlightening as they provide constraints on vortex pressure and wind fields, perturbations to insolation associated with light scattering by dust (reflective of the dustiness of a vortex), and, as shown here, temperature excursions. Potentially, combining winds and dust content for vortex encounters would directly establish the relationship between winds and dust-lifting capacities that has remained elusive (Balme & Greeley 2006). MEDA wind measurements, combined with temperature fluctuations, allow estimates of sensible heating rates (Spiga et al. 2021). The model of Rennó et al. (1998) makes specific predictions relating vertical wind speeds within vortices to heating rates, and MEDA’s wind instrument measures vertical as well as horizontal winds (Rodriguez-Manfredi et al. 2021), providing a direct test of the model. Combining vortex dust content with vertical winds would also give direct estimates of dust fluxes, and adding in estimated vortex heights would give a sense for the altitudes to which dust is delivered. In addition, comparing wind speeds and temperature fluctuations within vortices would also help constrain engineering models for maximum expected wind speeds (Lorenz 2021).

The results reported here come with some important caveats. Stationary meteorological sensors have a very small chance of passing directly through the center of a vortex and therefore likely probe conditions some distance from the center—the so-called “miss distance effect” (Lorenz 2014; Jackson et al. 2018a; Kurgansky 2020). Consequently, the observed pressure and temperature excursions, \( \Delta P \) and \( \Delta T \), somewhat underestimate the central values, \( \Delta P_c \) and \( \Delta T_c \), upon which Equation (1) is based. Typically, though, encounters are only slightly off center (Jackson et al. 2018a), and, in any case, we expect the uncertainties associated with the turbulent fluctuations in the temperature time series to dominate. The inclusion of wind speed and direction measurements may help mitigate the miss distance effect, which is known to skew inferences about vortex properties (Jackson et al. 2021a).

The heights estimated here from meteorological data correspond to the altitude at which the rising convective plume radiates its excess heat to the environment, i.e., the atmospheric region representing the cold sink for the thermodynamic engine driving the convection. This height does not necessarily correspond to the top of a lofted dust column because dust may settle out of the flow below that height (Metzger et al. 2011) or might have a low-enough optical depth that seeing the top is difficult. These considerations suggest we might expect the heights estimated here to exceed heights estimated for dust devils visually. Instead, however, the visually measured dust devil heights seem to skew to larger values (the mode of heights reported in Fenton & Lorenz 2015 does agree, 500 m, reasonably well with our median value, 450 m). This disagreement seems likely to arise from a combination of limited image resolution and small number statistics, though.

The discussion here shows that, as data from Perseverance continue pouring in, insights into Mars’ PBL will come roaring in, too. The increased vortex encounter rates reported here promise growing scope for testing ideas about PBL processes, especially dust devils. As discussed here, a complete analysis of profiles of vortex pressures, temperatures, winds, and dust using the MEDA data could be transformative. Analysis of imagery from the mission also registers the passage of active dust devils (Apestigüe et al. 2021). Because the MEDA measurements represent only a single pass through a vortex, such a model could also substantially benefit from a terrestrial analog involving a small network of weather stations to probe the same vortex through multiple lines of encounter (Lorenz 2016; Jackson et al. 2021b).
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Appendix

Corrected Derivation of Equation (1)

In this appendix, we rederive Equation (1). That equation is based on a derivation in Jackson (2020), but that latter derivation has a small error (which does not affect the results of that study). Relating the pressure excursion for a dust devil to the temperature excursion and other thermodynamic parameters, Rennó et al. (1998) derived the following equation:

\[
\Delta P = P_c \left\{ 1 - \exp \left[ \frac{\gamma \eta}{\gamma - 1} \left( \frac{1}{\chi} \right) \left( \frac{\Delta T}{T_c} \right) \right] \right\}. \tag{A1}
\]

Other variables are defined below Equation (1), but \( \eta \) is the thermodynamic efficiency, given by

\[
\eta = \frac{T_h - T_c}{T_h}, \tag{A2}
\]

where \( T_h \) is the entropy-weighted mean temperature near the surface where heat is absorbed, and \( T_c \) is the same for the cold sink at the top of the dust devil. A useful approximation gives \( T_h \approx T_c \), while

\[
T_c = \left[ \frac{P_c^{\chi+1} - P_{\text{top}}^{\chi+1}}{(P_c - P_{\text{top}})(\chi + 1)P_c^\chi} \right] T_h. \tag{A3}
\]
where $P_{\text{top}}$ is the pressure near the top of the dust devil and is related to the surface pressure as $P_{\text{top}} \approx P_\infty \exp \left( - h/H \right)$. Jackson (2020) argued $h/H \ll 1$ and so expanded Equation (A3), giving

$$
\eta \approx \left( 1 + \chi \right) \left( \frac{h}{H} \right). \tag{A4}
$$

(In the original derivation in Jackson (2020), $1 + \chi$ was mistakenly written as $\chi$.)

We can plug Equation (A4) into Equation (A1) and again expand about a small $h/H$. Rearranging the result to relate $h/H$ to the pressure and temperature excursions gives Equation (1).
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