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ABSTRACT. The stability of the solution to the equation \( \dot{u} = F(t, u) + f(t) \), \( t \geq 0 \), \( u(0) = u_0 \), is studied. Here \( F(t, u) \) is a nonlinear operator in a Banach space \( X \) for any fixed \( t \geq 0 \) and \( F(t, 0) = 0 \), \( \forall t \geq 0 \). We assume that the Fréchet derivative of \( F(t, u) \) is Hölder continuous of order \( q > 0 \) with respect to \( u \) for any fixed \( t \geq 0 \), i.e., \( \| F_u'(t, w) - F_u'(t, v) \| \leq \alpha(t) \| v - w \|^q \), \( q > 0 \). We proved that the equilibrium solution \( v = 0 \) to the equation \( \dot{v} = F(t, v) \) is Lyapunov stable under persistently acting perturbation \( f(t) \) if \( \text{sup}_{t \geq 0} F_u'(t, 0) \| \|U(t, \xi)\|d\xi < \infty \) and \( \text{sup}_{t \geq 0} \|U(t)\| < \infty \). Here, \( U(t) := U(t, 0) \) and \( U(t, \xi) \) is the solution to the equation \( \frac{d}{dt}U(t, \xi) = F_u'(t, 0)U(t, \xi), t \geq \xi, U(\xi, \xi) = I \), where \( I \) is the identity operator in \( X \). Sufficient conditions for the solution \( u(t) \) to equation (*) to be bounded and for \( \lim_{t \to \infty} u(t) = 0 \) are proposed and justified. Stability of solutions to equations with unbounded operators in Hilbert spaces is also studied.

1. INTRODUCTION

Consider the following equation

\[
\dot{u} = F(t, u) + f(t), \quad \text{for } t \geq 0, \quad u(0) = u_0, \quad \dot{u} := \frac{du}{dt}, \quad (1)
\]

in a Banach space \( X \). It is assumed in equation (1) that \( F(t, u) \) is an operator function from \( \mathbb{R} \times X \) to \( X \), nonlinear in general, for any fixed \( t \geq 0 \), and that

\[
\| F(t, u) - F_u'(t, 0)u \| \leq \alpha(t) \| u \|^p, \quad p > 1, \quad t \geq 0, \quad u \in X, \quad (2)
\]

where \( F_u'(t, 0) := F_u'(t, u) \) and \( F_u'(t, u) \) denotes the Fréchet derivative of \( F(t, u) \) for any fixed \( t \geq 0 \). Here, \( \| \cdot \| \) denotes the norm in \( X \). Assume also that \( f(t) \) is a function on \( \mathbb{R} \) with values in \( X \) and

\[
\| f(t) \| \leq \beta(t), \quad t \geq 0. \quad (3)
\]

Note that inequality (2) implies \( F(t, 0) = 0 \). Thus, \( u = 0 \) is an equilibrium solution to the equation

\[
\dot{u} = F(t, u), \quad t \geq 0.
\]

We assume that the functions \( \alpha(t) \) and \( \beta(t) \) in (2) and (3) are in \( L^1_{\text{loc}}([0, \infty)) \) and that \( \alpha(t) \) and \( \beta(t) \) are nonnegative on \( [0, \infty) \). Also, we assume that equation (1) has a unique local solution. A stronger assumption on the local existence of a solution to equation (1) is made in Assumption A below. By a solution to problem (1) we mean a classical solution. Specifically, a global solution to (1) is a continuously differentiable function \( u : [0, \infty) \to X \) which satisfies equation (1). A local solution to equation (1) is a continuously differentiable function \( u : [0, T) \to X \), for some \( T > 0 \), which solves equation (1). Thus, the solution space for the global existence is \( C^1([0, \infty); X) \) and for the local existence is \( C^1([0, T); X) \).
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Stability of the solution to equation (1) in special forms has been extensively studied in the literature (see, e.g., [1, 2, 3, 4, 5, 7, 13]). A special case for equation (1) is the equation
\[ \dot{u} = Au, \quad u(0) = u_0, \quad \dot{u} := \frac{du}{dt}, \]
where \( A \) is an \( n \)-by-\( n \) matrix and \( u : [0, \infty) \to \mathbb{R}^n \). The classical stability result for equation (4) states that if all eigenvalues of \( A \) lie in the half-plane \( \text{Re}\ \lambda < 0 \), then the solution to equation (4) exists globally, is unique, and is asymptotically stable. If \( A \) has an eigenvalue which lies in the half-plane \( \text{Re}\ \lambda > 0 \), then \( u(t) \) is not bounded, in general.

The following nonlinear differential equation was studied in [3]:
\[ \dot{u} = A(t)u + f(t), \quad u(0) = u_0. \]

It was assumed in [3] that \( A(t) \) is a linear and bounded operator in a Banach space \( X \) and that \( f(t) \) is a function from \([0, \infty)\) to \( X \). Let \( U(t, \xi) \) be the solution to
\[ \dot{U}(t, \xi) = A(t)U(t, \xi), \quad t \geq \xi, \quad U(\xi, \xi) = I, \quad \dot{U}(t, \xi) := \frac{d}{dt}U(t, \xi), \]
where \( I \) is the identity operator in \( X \). Define
\[ \kappa = \lim_{t,s \to \infty} \frac{\ln \|U(t + s, s)\|}{t}. \]
Then it is known that if \( \kappa < 0 \), then the solution \( u = 0 \) is asymptotically stable when \( f = 0 \) (see, e.g., [3]).

In [9, 10, 11] and [12] the following equation was studied
\[ \dot{u} = A(t)u + F(t, u) + f(t), \quad u(0) = u_0. \]

It is assumed in [11] that \( A(t) \) is a linear and densely defined operator in a Hilbert space \( \mathcal{H} \), \( F(t, u) \) is a nonlinear operator in \( \mathcal{H} \) for any fixed \( t \geq 0 \), and \( f(t) \) is a function on \([0, \infty)\) with values in \( \mathcal{H} \). In addition, it is assumed that
\[ \text{Re}\langle u, Au \rangle \leq \gamma(t)\|u\|^2, \quad \|F(t, u)\| \leq \alpha(t)\|u\|^p, \quad p > 1, \quad \|f(t)\| \leq \beta(t), \]
for all \( t \geq 0 \) where \( \langle \cdot, \cdot \rangle \) and \( \| \cdot \| \) denote the inner product and the norm in \( \mathcal{H} \), respectively. Using equation (5) and inequalities in (6), one obtains the following inequality (cf. [8, 11])
\[ \dot{g}(t) \leq \gamma(t)g(t) + \alpha(t)g^p(t) + \beta(t), \quad t \geq 0, \quad g(t) := \|u(t)\|, \quad p > 1. \]
It was proved in [11] Lemma 1 that if there exists a function \( \mu(t) > 0 \) such that
\[ \alpha(t) \frac{1}{\mu^p(t)} + \beta(t) \leq \frac{1}{\mu(t)} \left( -\gamma(t) - \frac{\dot{\mu}(t)}{\mu(t)} \right), \quad t \geq 0, \quad \|u(0)\|\mu(0) \leq 1, \]
then
\[ 0 \leq g(t) \leq \frac{1}{\mu(t)}, \quad \forall t \geq 0. \]
Using this result, it was proved in [11] that if \( \int_0^\infty [\gamma(t) + \alpha(t)] \, dt \) is not ‘large’, then the equilibrium solution \( u = 0 \) to the equation \( \dot{u} = F(t, u) \) is Lyapunov stable under persistently acting perturbation \( f(t) \). Namely, given any arbitrarily small \( \epsilon > 0 \), if \( \|f(t)\| \) is sufficiently small, then there exists \( \delta > 0 \) such that if \( \|u(0)\| < \delta \), then \( \|u(t)\| < \epsilon \) for all \( t \geq 0 \). Other results for the boundedness of \( \|u(t)\| \) were also obtained by using inequalities (7) and (8).

Several stability results for equation (5) were also obtained in [6]. One of the results states that if \( \int_0^\infty [\gamma(t) + \alpha(t)] \, dt < \infty \), then the equilibrium solution \( u = 0 \) is Lyapunov stable under persistently acting perturbation \( f(t) \). This result is stronger than the one in [11] as the function \( \gamma(t) \) can take positive and negative values and \( \int_0^\infty [\gamma(t) + \alpha(t)] \, dt \) can
be arbitrarily large as long as it is finite. Other sufficient conditions for the boundedness of \( u(t) \) and for \( \lim_{t \to \infty} u(t) = 0 \) were also proposed and justified in \([6]\). The advantage of the results in \([6]\) compared to those in \([11]\) is that: one does not have to find a function \( \mu(t) > 0 \) which solves inequality \((7)\). Moreover, the results in \([6]\) are applicable to the case when \( \gamma(t) \) takes both positive and negative values, for example, \( \gamma(t) = \sin t \). This case is not easy to handle using the results in \([11]\). However, the results in \([6]\) are not applicable to equations in Banach spaces. The objective of this paper is to extend the stability results in \([6]\) for equations in Banach spaces and also for the case when the function \( \gamma(t) \) is not in \( L^1[0, \infty) \) for equation \((4)\).

In this paper we study the stability of the solution to equation \((1)\) under non-classical assumptions. The new results in this paper include Theorem \((2.6)\) in which we proved that the solution \( v = 0 \) to equation \((1)\) satisfies \( \lim_{t \to \infty} \| f(t, v) \| = 0 \) for the rate of growth/decay of \( f(t, v) \). Thus, if \( \mu(t) \) is H"older continuous of order \( \alpha \), then \( \lim_{t \to \infty} \| \mu(t) \| = 0 \) which implies \( \lim_{t \to \infty} \| \mu(t) \| = 0 \).

2. Equations in Banach spaces

In this section we will study the stability of the solution to equation \((1)\). Let

\[
B(t) := F_u(t, 0), \quad t \geq 0, \tag{9}
\]

where \( F'_u(t, 0) := F_u'(t, u)|_{u=0} \) and \( F'_u(t, u) \) is the Fréchet derivative of \( F(t, u) \) with respect to \( u \). Let \( b(t) := \| B(t) \| \) and assume that \( b(t) \) is in \( L^1_{loc}[0, \infty) \). Equation \((1)\) can be written as

\[
\dot{u} = B(t)u + G(t, u) + f(t), \quad t \geq 0, \quad u(0) = u_0, \tag{10}
\]

where

\[
G(t, u) := F(t, u) - F'_u(t, 0)u.
\]

This and inequality \((2)\) imply

\[
\| G(t, u) \| \leq \alpha(t) \| u \|^p, \quad t \geq 0, \quad u \in \mathcal{X}. \tag{11}
\]

Let us first show that condition \((2)\) holds if \( F(t, 0) = 0, \ t \geq 0, \) and the Fréchet derivative \( F'_u(t, u) \) is H"older continuous of order \( q = p - 1 > 0 \) with respect to \( u \). We have

\[
F(t, u) - F(t, 0) = \int_0^1 F'_u(t, \xi u)u d\xi.
\]

Thus, if \( F(t, 0) = 0, \) then

\[
G(t, u) = F(t, u) - F'_u(t, 0)u = F(t, u) - F(t, 0) - \int_0^1 F'_u(t, 0)u d\xi
\]

\[
= \int_0^1 F'_u(t, \xi u)u d\xi - \int_0^1 F'_u(t, 0)u d\xi = \int_0^1 \left[ F'_u(t, \xi u) - F'_u(t, 0) \right] u d\xi. \tag{12}
\]

Assume that

\[
\| F'_u(t, v) - F'_u(t, w) \| \leq (q + 1)\alpha(t)\| v - w \|^q, \quad q = p - 1 > 0, \quad v, w \in B(0, R) \subset \mathcal{X}. \tag{13}
\]
where \( B(0, R) \) is a ball in \( \mathcal{X} \) centered at the origin of a sufficiently large radius \( R > 0 \). This inequality means that the Fréchet derivative \( F'(t, u) \) is Hölder continuous of order \( q \) with respect to \( u \) in the ball \( B(0, R) \subset \mathcal{X} \). From (12) and (13) we get

\[
\|G(t, u)\| \leq \int_0^1 \|F'_u(t, \xi u) - F'_u(t, 0)\|\|u\|\,d\xi \leq (q + 1)\alpha(t) \int_0^1 \|\xi u\|^q\,d\xi\|u\| \tag{14}
\]

\[
= (q + 1)\alpha(t) \int_0^1 \xi^q\,d\xi\|u\|^{q+1} = \alpha(t)\|u\|^p, \quad p = q + 1.
\]

Therefore, inequalities (2) and (11) hold if \( F(t, 0) = 0, \ t \geq 0 \), and inequality (13) holds. Thus, inequality (2) is not a restrictive one.

Let \( U(t) \) be the solution to the equation

\[
\frac{d}{dt} U(t) = B(t)U(t), \quad t \geq 0, \quad U(0) = I \tag{15}
\]

where \( B(t) \) is defined in (9) and \( I \) is the identity operator in \( \mathcal{X} \). The solution \( U(t) \) to equation (15) exists globally and is unique if the function \( b(t) = \|B(t)\| \) is in \( L^1_{\text{loc}}[0, \infty) \) (see, e.g., [3]). Moreover, the inverse operator \( U^{-1}(t) \) exists, for any fixed \( t \geq 0 \), and \( U^{-1}(t) \) solves the following equation (see, e.g., [3]):

\[
\frac{d}{dt} U^{-1}(t) = -U^{-1}(t)B(t), \quad t \geq 0, \quad U^{-1}(0) = I. \tag{16}
\]

Equations (16) and (10) imply

\[
\frac{d}{dt} \left( U^{-1}(t)u(t) \right) = U^{-1}(t) \left( G(t, u(t)) + f(t) \right), \quad t \geq 0. \tag{17}
\]

Integrate this equation from 0 to \( t \) to get

\[
U^{-1}(t)u(t) - U^{-1}(0)u(0) = \int_0^t U^{-1}(\xi) \left( G(\xi, u(\xi)) + f(\xi) \right)\,d\xi, \quad t \geq 0.
\]

This implies

\[
u(t) = U(t)u_0 + U(t) \int_0^t U^{-1}(\xi) \left[ G(\xi, u(\xi)) + f(\xi) \right]\,d\xi. \tag{18}\]

Here, we have used the relations \( U^{-1}(0) = I \) and \( u(0) = u_0 \). Equation (18), the triangle inequality, inequality (11), and the relation \( \beta(t) = \|f(t)\| \) imply

\[
\|u(t)\| \leq \|U(t)\|\|u_0\| + \int_0^t \|U(t)U^{-1}(\xi)\| \left( \alpha(\xi)\|u(\xi)\|^p + \beta(\xi) \right)\,d\xi. \tag{19}\]

**Remark 2.1.** From equation (15) one can verify that the operator \( U(t, \xi) := U(t)U^{-1}(\xi) \) is the solution to the equation

\[
\frac{\partial}{\partial t} U(t, \xi) = B(t)U(t, \xi), \quad t \geq \xi, \quad U(\xi, \xi) = I. \tag{20}\]

Also, we have

\[
\|U(t)U^{-1}(\xi)\| \leq \|U(t)\|\|U^{-1}(\xi)\|, \quad t, \xi \geq 0.
\]

Throughout this section, we assume that the following assumption holds:

**Assumption A.** The equation

\[
\dot{u} = F(t, u) + f(t), \quad t \geq t_0, \quad u(t_0) = u_0, \quad \dot{u} := \frac{du}{dt}
\]
has a unique local solution for any \( t_0 \geq 0 \) and \( \tilde{u}_0 \in B(0, R) \subset \mathcal{X} \) where \( R > 0 \) is sufficiently large.

**Assumption A1.** The following inequalities hold

\[
\sup_{t \geq 0} \| U(t) \| < \infty, \quad M := \sup_{t \geq 0} \int_0^t \| U(t, \xi) \| \alpha(\xi) \, d\xi < \infty, \tag{21}
\]

where \( U(t) := U(t, 0), U(t, \xi) \) is the solution to equation (20), and the function \( \alpha(t) \) is from inequality (2).

**Remark 2.2.** The first inequality in Assumption A1 is a necessary condition for \( u(t) \) to be bounded. If this inequality does not hold, then the solution to equation (1) is unbounded even for the case when \( \alpha(t) \equiv 0 \), in general. The second inequality in Assumption A1 means that the contribution from the nonlinear term \( G(t, u) \) is not too large as \( t \) tends to infinity.

**Theorem 2.3.** Let Assumptions A and A1 hold and let \( u(t) \) be the solution to equation (1). Given any arbitrarily small \( \epsilon > 0 \), if \( \| f(t) \| \) is sufficiently small, then there exists \( \delta > 0 \) such that if \( \| u(0) \| < \delta \), then \( \| u(t) \| < \epsilon \) for all \( t \geq 0 \).

**Remark 2.4.** Equation (1) can be considered as a perturbed equation of the following equation

\[
\dot{v} = F(t, v), \quad t \geq 0. \tag{22}
\]

Since \( F(t, 0) = 0, \forall t \geq 0 \), the function \( v(t) \equiv 0 \) is an equilibrium solution to equation (22). The function \( f(t) \) in (1) can be considered as persistently acting perturbation to equation (22). Under these terminologies, the conclusion of Theorem 2.3 can be rephrased as the equilibrium solution \( v = 0 \) to equation (22) is Lyapunov stable under persistently acting perturbations \( f(t) \).

**Proof of Theorem 2.3.** It follows from the second inequality in (21) that if \( \epsilon > 0 \) is sufficiently small then one gets

\[
\epsilon^{p-1} \sup_{t \geq 0} \int_0^t \| U(t, \xi) \| \alpha(\xi) \, d\xi < \frac{1}{4}, \quad p > 1. \tag{23}
\]

Since \( \sup_{t \geq 0} \| U(t) \| < \infty \) by (21), one can choose \( \delta > 0 \) sufficiently small so that

\[
\delta \sup_{t \geq 0} \| U(t) \| < \frac{\epsilon}{4}, \quad \delta < \epsilon. \tag{24}
\]

Let us prove that if \( 0 \leq \| u_0 \| < \delta \) and \( \beta(t) = \| f(t) \| \) is sufficiently small, then \( \| u(t) \| < \epsilon \) for all \( t \geq 0 \).

Choose \( f(t) \) so that

\[
\beta(t) := \| f(t) \| < \frac{\epsilon \alpha(t)}{4M}, \quad t \geq 0.
\]

This and the second inequality in (21) imply

\[
\int_0^t \| U(t, \xi) \| \beta(\xi) \, d\xi < \frac{\epsilon}{4M} \int_0^t \| U(t, \xi) \| \alpha(\xi) \, d\xi
\leq \frac{\epsilon}{4M} \sup_{t \geq 0} \int_0^t \| U(t, \xi) \| \alpha(\xi) \, d\xi \leq \frac{\epsilon}{4M} M = \frac{\epsilon}{4}, \quad \forall t \geq 0. \tag{25}
\]
Let \([0, \tilde{T})\) be the maximal interval of existence of the solution \(u(t)\) to equation (1). It is clear that \(\tilde{T} > 0\) by Assumption A. Let us prove that \(\tilde{T} = \infty\), i.e., the solution \(u(t)\) exists globally. Assume the contrary that \(\tilde{T}\) is finite. Let \(T > 0\) be the largest value such that
\[
\|u(t)\| \leq \epsilon, \quad \forall t \in [0, T).
\] (26)
Since \([0, \tilde{T})\) is the maximal interval of existence of \(u(t)\), one has \(0 < T \leq \tilde{T}\).

Let us prove that \(T \geq \tilde{T}\). Assume the contrary that \(T < \tilde{T}\). Thus, \(T\) is finite and, by the continuity of \(g(t)\) and Assumption A, we have
\[
\|u(T)\| = \epsilon. \tag{27}
\]
Indeed, if \(\|u(T)\| < \epsilon\), then by using Assumption A one can extend the solution \(u(t)\) to a larger interval, say, \([0, T+\theta]\), for some \(\theta > 0\), and \(\|u(t)\| \leq \epsilon, \forall t \in [0, T+\theta)\). This contradicts the definition of \(T\). From inequalities (19) and (26) one gets
\[
\|u(t)\| \leq \|U(t)\| u_0 + \int_0^t \|U(t, \xi)\| [\alpha(\xi) \epsilon^p + \beta(\xi)] d\xi, \quad 0 \leq t < T.
\]
This, the inequality \(\|u_0\| < \delta\), and inequalities (23), (24), and (25) imply
\[
\|u(t)\| \leq \sup_{t \geq 0} \|U(t)\| \delta + \epsilon \int_0^t \|U(t, \xi)\| \alpha(\xi) \epsilon^p + \beta(\xi) d\xi + \int_0^t \|U(t, \xi)\| \beta(\xi) d\xi
\]
\[
\leq \frac{\epsilon}{4} + \frac{\epsilon}{4} + \frac{\epsilon}{4} = \frac{3\epsilon}{4}, \quad 0 \leq t < T.
\]
This and the continuity of \(u(t)\) imply \(\|u(T)\| \leq \frac{3\epsilon}{4}\), which contradicts relation (24). This contradiction implies that \(T \geq \tilde{T}\), i.e.,
\[
\|u(t)\| \leq \epsilon, \quad 0 \leq t < \tilde{T}. \tag{28}
\]
It follows from inequality (28) and the continuity of \(u(t)\) that \(\|u(\tilde{T})\| \leq \epsilon\). Using the inequality \(\|u(\tilde{T})\| \leq \epsilon\) and Assumption A, one obtains the existence of \(u(t)\) on a larger interval, say, \([0, \tilde{T} + \theta]\) for some \(\theta > 0\). This contradicts the definition of \([0, \tilde{T})\) as the maximal interval of existence of \(u(t)\). The contradiction implies that \(\tilde{T} = \infty\). In addition, one has \(\|u(t)\| \leq \epsilon, \forall t \geq 0\). Theorem 2.3 is proved. \(\square\)

Now we consider the following problem: Given the nonlinear operator \(F(t, u)\), i.e., given \(F_u(t, 0)\) and \(\alpha(t)\), under what conditions on \(f(t)\) does the solution to problem (1) exist globally, is the solution bounded, and does it decay to zero as \(t \to \infty\)? An answer to this question is given in Assumption A2 and this answer is justified in Theorem 2.6 below.

**Assumption A2.** The following inequality holds
\[
\omega := \sup_{t \geq 0} \left( \frac{\beta(t)}{\alpha(t)} \right) \leq \frac{1}{\|U(t)\|} \left\{ \frac{1}{(p-1) \int_0^\infty \|U^{-1}(\xi)\| \|U(\xi)\|^{p-1} d\xi} \right\} - \|u(0)\|, \tag{29}
\]
where \(U(t)\) and \(U^{-1}(t)\) are defined by (15) and (16) while \(\alpha(t)\) and \(\beta(t)\) are defined from (2) and (3).

**Remark 2.5.** It follows from (29) that
\[
\|u(0)\| + \omega < \frac{1}{\left\{ \frac{1}{(p-1) \int_0^\infty \|U^{-1}(\xi)\| \|U(\xi)\|^{p-1} d\xi} \right\}^{\frac{1}{p-1}}}. 
\]
This implies
\[
\frac{1}{\|u(0)\| + \omega} > (p - 1) \int_0^\infty \|U^{-1}(\xi)\| \|U(\xi)\|^p \alpha(\xi) d\xi.
\] (30)

Moreover, from the definition of \(\omega\) in (29) one gets
\[
\frac{\beta(t)}{\alpha(t)\|U(t)\|^p} \leq \sup_{t \geq 0} \frac{\beta(t)}{\alpha(t)\|U(t)\|^p} = \omega^p, \quad t \geq 0.
\] (31)

Let \(V : [0, \infty) \to \mathcal{X}\) be a differentiable function of \(t\) with values in \(\mathcal{X}\). From the triangle inequality one gets
\[
\|V(t + \delta)\| - \|V(t)\| \leq \|V(t + \delta) - V(t)\|, \quad t \geq 0.
\]

This implies
\[
\frac{d}{dt}\|V(t)\| \leq \left\| \frac{d}{dt}V(t) \right\|, \quad t \geq 0,
\] (32)

where the derivative of \(\|V(t)\|\) at its zeros is understood as the right derivative.

**Theorem 2.6.** Let Assumptions A and A2 hold. Then the solution \(u(t)\) to problem (1) exists globally and satisfies
\[
\|u(t)\| \leq C_2\|U(t)\|, \quad t \geq 0, \quad C_2 = \text{const} > 0.
\] (33)

Consequently,

i) if
\[
\sup_{t \geq 0} \|U(t)\| < \infty,
\] (34)

then the solution \(u(t)\) is bounded;

ii) if
\[
\lim_{t \to \infty} \|U(t)\| = 0,
\] (35)

then
\[
\lim_{t \to \infty} u(t) = 0.
\] (36)

**Proof.** Let us prove that the solution \(u(t)\) to equation (1) exists globally. Assume the contrary that the maximal interval of existence of \(u(t)\) is a finite interval, namely, \([0, T)\). From inequality (32) with \(V(t)\) replaced by \(U^{-1}(t)u(t)\), equation (17), inequality (14), and the identity \(u(t) = U(t)U^{-1}(t)u(t)\), one gets
\[
\frac{d}{dt}\|U^{-1}(t)u(t)\| \leq \left\| \frac{d}{dt} \left( U^{-1}(t)u(t) \right) \right\| = \left\| U^{-1}(t) \left( G(t, u) + f(t) \right) \right\|
\]
\[
\leq \|U^{-1}(t)\| \left( \|G(t, u)\| + \|f(t)\| \right)
\]
\[
\leq \|U^{-1}(t)\| \left( \alpha(t)\|u(t)\|^p + \beta(t) \right)
\]
\[
= \|U^{-1}(t)\| \left( \alpha(t)\|U(t)U^{-1}(t)u(t)\|^p + \beta(t) \right).
\]
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This and the inequality \( \|U(t)U^{-1}(t)u(t)\| \leq \|U(t)\|\|U^{-1}(t)u(t)\| \) imply
\[
\frac{d}{dt}\|U^{-1}(t)u(t)\| \leq \|U^{-1}(t)\| \left( \alpha(t)\|U(t)\|^p\|U^{-1}(t)u(t)\|^p + \beta(t) \right)
= \alpha(t)\|U^{-1}(t)\|\|U(t)\|^p \left( \|U^{-1}(t)u(t)\|^p + \frac{\beta(t)}{\alpha(t)\|U(t)\|^p} \right). \tag{37}
\]
Inequalities (37) and (31) and the inequality \( a^p + b^p \leq (a + b)^p, \forall a, b \geq 0, p > 1 \) imply
\[
\frac{d}{dt}\|U^{-1}(t)u(t)\| \leq \alpha(t)\|U^{-1}(t)\|\|U(t)\|^p \left( \|U^{-1}(t)u(t)\|^p + w^p \right)
\leq \alpha(t)\|U^{-1}(t)\|\|U(t)\|^p \left( \|U^{-1}(t)u(t)\|^p + w \right), \quad 0 \leq t < T. \tag{38}
\]
Inequality (38) can be rewritten as
\[
\frac{d}{dt} \left( \frac{\|U^{-1}(t)u(t)\| + \omega}{1 - p} \right)^{p-1} \leq \alpha(t)\|U^{-1}(t)\|\|U(t)\|^p, \quad 0 \leq t < T.
\]
Integrate this inequality from 0 to t and use \( U(0) = I \) to get
\[
\left( \|U^{-1}(t)u(t)\| + \omega \right)^{1-p} - \left( \|u(0)\| + \omega \right)^{1-p} \leq \int_0^t \alpha(\xi)\|U^{-1}(\xi)\|\|U(\xi)\|^p d\xi,
\]
for all \( t \in [0, T) \). This implies
\[
\left( \|U^{-1}(t)u(t)\| + \omega \right)^{p-1} \leq \frac{1}{\left( \|u(0)\| + \omega \right)^{1-p} - (p-1) \int_0^t \alpha(\xi)\|U^{-1}(\xi)\|\|U(\xi)\|^p d\xi}, \tag{39}
\]
for all \( t \in [0, T) \). Inequality (39) implies that the right-hand side of (39) is well-defined for all \( t \geq 0 \). Thus, from (39) one gets
\[
\left( \|U^{-1}(t)u(t)\| + \omega \right)^{p-1} \leq \sup_{t \geq 0} \left( \|u(0)\| + \omega \right)^{1-p} - (p-1) \int_0^\infty \alpha(\xi)\|U^{-1}(\xi)\|\|U(\xi)\|^p d\xi}
= \frac{1}{\left( \|u(0)\| + \omega \right)^{1-p} - (p-1) \int_0^\infty \alpha(\xi)\|U^{-1}(\xi)\|\|U(\xi)\|^p d\xi} := M_3
\]
for all \( t \in [0, T) \). This implies
\[
\|U^{-1}(t)u(t)\| \leq M_3^{1/p} - \omega, \quad 0 \leq t < T. \tag{40}
\]
It follows from (40) that
\[
\|u(t)\| = \|U(t)U^{-1}(t)u(t)\|
\leq \|U(t)\|\|U^{-1}(t)u(t)\| \leq \|U(t)\| \left( M_3^{1/p} - \omega \right), \quad 0 \leq t < T. \tag{41}
\]
Inequality (41) and the continuity of \( u(t) \) imply that \( \|u(T)\| \leq \|U(T)\| \left( M_3^{1/p} - \omega \right) \). This and Assumption A imply the existence of \( u(t) \) on a larger interval, say, \( [0, T + \delta) \) for some \( \delta > 0 \). This contradicts the definition of \( [0, T) \) as the maximal interval of existence of \( u(t) \). The contradiction implies that \( T = \infty \). This and inequality (11) imply inequality (33).

If inequality (41) holds, then it follows from inequality (33) that the solution \( u(t) \) is bounded.

If equation (35) holds, then relation (36) follows directly from inequality (33). Theorem (2,6) is proved. \( \square \)
Remark 2.7. As we have mentioned earlier, inequality (34) is necessary for the boundedness of \( u(t) \). In addition, if the right-hand side of (29) is not positive, then the solution \( u(t) \) may blow up at a finite time. Let us verify this claim by considering the following first-order ordinary equation:

\[
\dot{u} = \gamma(t) u(t) + \alpha(t) u^p(t), \quad t \geq 0, \quad u(0) = u_0 > 0.
\]

One can verify that the solution to the equation

\[
\dot{U}(t) = \gamma(t) U(t), \quad U(0) = 1,
\]

is

\[
U(t) = e^{\int_0^t \gamma(\xi) \, d\xi}.
\]

In addition \( U^{-1}(t) = e^{-\int_0^t \gamma(\xi) \, d\xi} \) and we have

\[
\frac{d}{dt} U^{-1}(t) = -\gamma(t) U^{-1}(t), \quad t \geq 0.
\]

It follows from the product rule, equation (43), and equation (42) that

\[
\frac{d}{dt} (U^{-1}(t) u(t)) = u(t) \frac{d}{dt} U^{-1}(t) + U^{-1}(t) \frac{d}{dt} u(t)
\]

\[
= -\gamma(t) U^{-1}(t) u(t) + U^{-1}(t) [\gamma(t) u(t) + \alpha(t) u^p(t)]
\]

\[
= U^{-1}(t) \alpha(t) u^p(t) = U^{p-1}(t) \alpha(t) [U^{-1}(t) u(t)]^p.
\]

This implies

\[
\frac{1}{[U^{-1}(t) u(t)]^p} \frac{d}{dt} (U^{-1}(t) u(t)) = U^{p-1}(t) \alpha(t).
\]

Integrate this equation from 0 to \( t \) to get

\[
\frac{(U^{-1}(t) u(t))^{1-p} - (U^{-1}(0) u(0))^{1-p}}{1-p} = \int_0^t U^{p-1}(\xi) \alpha(\xi) \, d\xi.
\]

From this equation one obtains

\[
u(t) = \hat{u}(t) := U(t) \left( \frac{1}{u_0^{1-p} - (p-1) \int_0^t U^{p-1}(\xi) \alpha(\xi) \, d\xi} \right)^\frac{1}{p-1}.
\]

The function \( \hat{u}(t) \) blows up at a finite time \( t = t_0 \) if \( t_0 \) is the solution to the equation

\[
0 = \frac{1}{u_0^{p-1} - (p-1) \int_0^t U^{p-1}(\xi) \alpha(\xi) \, d\xi} = \varphi(t).
\]

The function \( \varphi \) is a continuous function on \([0, \infty)\), \( \varphi(0) = 1/u_0^{p-1} > 0 \). Thus, by the Intermediate Value Theorem \( \varphi(t) = 0 \) has a solution \( t = t_0 \) if \( \lim_{t \to \infty} \varphi(t) < 0 \), i.e.,

\[
\frac{1}{u_0^{p-1} - (p-1) \int_0^\infty U^{p-1}(\xi) \alpha(\xi) \, d\xi} < 0.
\]

This inequality is equivalent to

\[
\frac{1}{\left( p-1 \int_0^\infty U^{p-1}(\xi) \alpha(\xi) \, d\xi \right)^\frac{1}{p-1}} - u_0 < 0.
\]

Thus, the condition that the right-hand side of (29) is positive is not a restrictive one. When the right-hand side of (29) is positive, (29) holds true if the fraction \( \beta(t)/\alpha(t) \) is sufficiently small. In particular, it holds true if \( \beta(t) = 0 \), i.e., \( f \) is absent from equation (1).
From Theorem 2.6 we have the following corollary:

**Corollary 2.8.** Let Assumption A hold. Assume that

\[ w := \sup_{t \geq 0} \left( \frac{\beta(t)}{\alpha(t)} \right)^{\frac{1}{p}} < \left( \frac{1}{(p-1) \int_0^\infty \alpha(\xi)\|U^{-1}(\xi)\|^p d\xi} \right)^{1/(p-1)}, \quad p > 1. \quad (44) \]

If \( \|u_0\| \) is sufficiently small so that

\[ \|u_0\| < \left( \frac{1}{(p-1) \int_0^\infty \alpha(\xi)\|U^{-1}(\xi)\|^p d\xi} \right)^{1/(p-1)} - \omega, \quad (45) \]

then the solution \( u(t) \) to problem (11) exists globally and satisfies the estimate

\[ \|u(t)\| \leq C_2\|U(t)\|, \quad t \geq 0, \quad C_2 = \text{const} > 0. \quad (46) \]

Consequently,

(i) if

\[ \sup_{t \geq 0} \|U(t)\| < \infty, \quad (47) \]

then the solution \( u(t) \) is bounded;

(ii) if

\[ \lim_{t \to \infty} \|U(t)\| = 0, \quad (48) \]

then

\[ \lim_{t \to \infty} u(t) = 0. \]

**Proof.** It follows from inequalities (44) and (45) that inequality (29) in Assumption A2 holds true. Consequently, Corollary 2.8 follows from Theorem 2.6. \( \square \)

**Remark 2.9.** Assume that

\[ \int_0^\infty \alpha(\xi)\|U^{-1}(\xi)\|^p d\xi < \infty. \quad (49) \]

Consider equation (11) with \( f(t) \equiv 0 \). Then \( \beta(t) \equiv 0 \) and inequality (44) holds true. Note that in this case, \( u(t) \equiv 0 \) is an equilibrium solution. If \( \lim_{t \to \infty} \|U(t)\| = 0 \) and \( u(0) = u_0 \) satisfies inequality (45) with \( \omega = 0 \), then it follows from Corollary 2.8 that \( \lim_{t \to \infty} u(t) = 0 \). This means that the equilibrium solution \( u(t) = 0 \) of the equation \( \dot{u} = F(t, u) \) is asymptotically stable if inequality (48) holds and \( \lim_{t \to \infty} \|U(t)\| = 0 \).

**Corollary 2.10.** Let Assumption A hold. Assume that

\[ \lim_{t \to \infty} \|U(t)\| = 0, \quad \int_0^\infty \alpha(t) dt < \infty \quad \|U^{-1}(t)\| \leq \frac{c}{\|U(t)\|}, \quad \forall t \geq 0, \quad (49) \]

where \( c > 0 \). Then the solution \( v(t) \equiv 0 \) to the equation \( \dot{v} = F(t, v) \), \( t \geq 0 \), \( v(0) = 0 \) is asymptotically stable under persistently acting perturbations \( f \). Namely, if \( \|f(t)\| \) is sufficiently small, then there exists \( \delta > 0 \) such that if \( \|u(0)\| < \delta \), then \( \lim_{t \to \infty} \|u(t)\| = 0 \) where \( u(t) \) is the solution to equation (11).

**Proof.** It follows from the third inequality in (49) that

\[ \int_0^\infty \alpha(t)\|U^{-1}(t)\|^p dt \leq c \int_0^\infty \alpha(t)\|U(t)\|^{p-1} dt. \quad (50) \]
Since \( \|U(t)\| \) is a continuous function of \( t \), it follows from the relation \( \lim_{t \to \infty} \|U(t)\| = 0 \) in (49) that \( \|U(t)\| \) is bounded on \([0, \infty)\). This and the second inequality in (49) imply that the integral in the right-hand side of (50) is finite. Thus, from inequality (50) one gets
\[
\int_0^\infty \alpha(\xi)\|U^{-1}(\xi)\|\|U(\xi)\|^p \, d\xi < \infty.
\]
Therefore, the right-hand side of inequality (44) is a finite positive constant. Let 
\[
\beta(t) = \|f(t)\| \text{ be sufficiently small so that}
\]
\[
0 \leq \beta(t) < \alpha(t)\|U(t)\|^p \left(\frac{1}{2}\right)^p \left(\frac{1}{(p-1) \int_0^\infty \alpha(\xi)\|U^{-1}(\xi)\|\|U(\xi)\|^p \, d\xi}\right)^{\frac{p-1}{p}}, \quad t \geq 0.
\]
This implies
\[
\left(\frac{\beta(t)}{\alpha(t)}\right)^{\frac{1}{p}} \frac{1}{\|U(t)\|} < \frac{1}{2} \left(\frac{1}{(p-1) \int_0^\infty \alpha(\xi)\|U^{-1}(\xi)\|\|U(\xi)\|^p \, d\xi}\right)^{\frac{1}{p-1}}, \quad t \geq 0.
\]
Inequality (44) follows from this inequality. If \( \|u_0\| \) is sufficiently small, then inequality (51) follows from inequality (44). Therefore, by Corollary 2.8, inequality (50) holds. From inequality (16) and the first relation in (19) one gets \( \lim_{t \to \infty} \|u(t)\| = 0 \). This completes the proof of Corollary 2.10.

Now we are interested in the following question: Given the perturbation \( f(t) \), under what conditions on the nonlinear part of \( F(t, u) \), in general, and on the function \( \alpha(t) \) in inequality (2), in particular, does the solution to problem (1) exist globally, is the solution bounded, and does the solution decay to zero as \( t \to \infty \)? An answer to this question is given in Assumption A3 and is justified in Theorem 2.11 below.

**Assumption A3.** Let \( \alpha(t) \geq 0 \) satisfy the inequality
\[
\alpha(t) \leq \frac{\kappa \beta(t)}{((\kappa + 1)\zeta(t))^{\frac{1}{p}}}, \quad t \geq 0, \quad \kappa > 0, \quad p > 1,
\]
where
\[
\zeta(t) := \|U(t)\|\|u(0)\| + \int_0^t \|U(t)U^{-1}(\xi)\|\beta(\xi) \, d\xi.
\]

**Theorem 2.11.** Assume that assumptions A and A3 hold and that \( u(0) \neq 0 \). Then the solution \( u(t) \) to problem (1) exists globally and
\[
\|u(t)\| < (\kappa + 1)\zeta(t), \quad \forall t \geq 0, \quad \kappa > 0.
\]
Consequently,
(i) if the function \( \zeta(t) \) is bounded on \([0, \infty)\), then the solution \( u(t) \) to problem (1) is bounded;
(ii) if \( \lim_{t \to \infty} \zeta(t) = 0, \) then
\[
\lim_{t \to \infty} u(t) = 0.
\]

**Proof.** Recall from our earlier assumptions that the functions \( \alpha(t), \beta(t), \) and \( \|B(t)\| \) (cf. (29)) are in \( L^1_{\text{loc}}([0, \infty)) \). Thus, the integrals \( \int_0^t \|U(\xi)\| \, d\xi \) and \( \int_0^t \|U(t)U^{-1}(\xi)\|\beta(\xi) \, d\xi \) are well-defined for all \( t \geq 0 \). Therefore, the function \( \zeta(t) \) in (52) is well-defined on \([0, \infty)\).
Let us prove that the solution \( u(t) \) to problem (1) exists globally. Assume the contrary that the maximal interval of existence of \( u(t) \) is a finite interval \([0, T), 0 < T < \infty \). Let us first show that
\[
\|u(t)\| < (\kappa + 1)\zeta(t), \quad 0 \leq t < T. \tag{54}
\]
Since \( U(0) = I \), it follows from (52) with \( t = 0 \) that \( \|u(0)\| = \zeta(0) < (\kappa + 1)\zeta(0) \). This and the continuity of \( \|u(t)\| \) and \( \zeta(t) \) imply the existence of \( \theta > 0 \) such that \( \|u(t)\| < (\kappa + 1)\zeta(t), \forall t \in [0, \theta) \). Let \( T_1 \in (0, T] \) be the largest value such that
\[
\|u(t)\| < (\kappa + 1)\zeta(t), \quad \forall t \in [0, T_1). \tag{55}
\]
Let us prove that \( T_1 = T \). Assume the contrary that \( T_1 < T \). From the continuity of \( \|u(t)\| \) and the definition of \( T_1 \), one gets
\[
\|u(T_1)\| = (\kappa + 1)\zeta(T_1), \quad \|u(t)\| < (\kappa + 1)\zeta(t), \quad 0 \leq t < T_1. \tag{56}
\]
Inequalities (19), (55), and (51) imply
\[
\|u(t)\| \leq \|U(t)\|\|u(0)\| + \int_0^t \|U(t)U^{-1}(\xi)\| \left( \alpha(\xi) [(\kappa + 1)\zeta(\xi)]^p + \beta(\xi) \right) d\xi
\leq \|U(t)\|\|u(0)\| + \int_0^t \|U(t)U^{-1}(\xi)\| (\kappa\beta(\xi) + \beta(\xi)) d\xi
= \|U(t)\|\|u(0)\| + (\kappa + 1) \int_0^t \|U(t)U^{-1}(\xi)\| \beta(\xi) d\xi, \quad \forall t \in [0, T_1). \tag{57}
\]
It follows from inequality (57) and the continuity of \( u(t) \) that
\[
\|u(T_1)\| \leq \|U(T_1)\|\|u(0)\| + (\kappa + 1) \int_0^{T_1} \|U(T_1)U^{-1}(\xi)\| \beta(\xi) d\xi
< (\kappa + 1)\|U(T_1)\|\|u(0)\| + (\kappa + 1) \int_0^{T_1} \|U(T_1)U^{-1}(\xi)\| \beta(\xi) d\xi = (\kappa + 1)\zeta(T_1).
\]
This inequality contradicts the first equality in (56). The contradiction implies that \( T_1 = T \), i.e., inequality (54) holds.

Inequality (54) and the continuity of \( u(t) \) imply that \( \|u(T)\| \) is finite. Thus, by using Assumption A with \( t_0 = T \) one obtains the existence of \( u(t) \) on a larger interval, say, \([0, T + \delta)\) for some sufficiently small \( \delta > 0 \). This contradicts the definition of \([0, T)\) as the maximal interval of existence of \( u(t) \). The contradiction implies that \( T = \infty \), i.e., the solution \( u(t) \) to equation (1) exists globally.

Inequality (54) follows from inequality (54) when \( T = \infty \). It follows from inequality (53) that if \( \zeta(t) \) is bounded on \([0, \infty)\), then the solution \( u(t) \) to equation (1) is bounded and that if \( \lim_{t \to \infty} \zeta(t) = 0 \), then \( \lim_{t \to \infty} u(t) = 0 \). Theorem 2.11 is proved. 

**Corollary 2.12.** Assume that assumptions A and A3 hold and that \( u(0) \neq 0 \). If
\[
\sup_{t \geq 0} \|U(t)\| < \infty, \quad \sup_{t \geq 0} \int_0^t \|U(t)U^{-1}(\xi)\| \beta(\xi) d\xi < \infty, \tag{58}
\]
then the solution \( u(t) \) to problem (1) exists globally and is bounded. In addition, if
\[
\lim_{t \to \infty} \|U(t)\| = 0, \quad \lim_{t \to \infty} \int_0^t \|U(t)U^{-1}(\xi)\| \beta(\xi) d\xi = 0, \tag{59}
\]
then
\[
\lim_{t \to \infty} u(t) = 0.
\]
Proof. If (58) holds, then it follows from (52) that \( \zeta(t) \) is bounded on \([0, \infty)\). Similarly, if (50) holds, then \( \lim_{t \to \infty} \zeta(t) = 0 \). Consequently, the conclusions of Corollary 2.12 follow from Theorem 2.11. \( \square \)

3. EQUATIONS IN HILBERT SPACES

Consider the equation
\[
\dot{u} = A(t)u + F(t, u) + f(t), \quad t \geq 0, \quad u(0) = u_0.
\]
Here, \( F(t, u) \) is an operator function from \([0, \infty) \times \mathcal{H}\) to \( \mathcal{H}\) where \( \mathcal{H}\) is a Hilbert space, \( f \) is a function on \([0, \infty)\) with values in \( \mathcal{H}\), and \( A(t) \) is a densely defined operator in \( \mathcal{H}\) for any fixed \( t \geq 0\). The operator \( A(t) \) is not necessarily bounded in \( \mathcal{H}\). Since the operator \( A(t) \) is not necessarily bounded in \( \mathcal{H}\), the stability results in the previous section are not applicable to equation (60). Assume that \( F(t, 0) = 0 \). Thus, \( u(t) \equiv 0 \) is an equilibrium solution to the equation
\[
\dot{u} = A(t)u + F(t, u), \quad t \geq 0.
\]

Let
\[
B(t) := F'_u(t, 0) := F'_u(t, u)|_{u=0}
\]
where \( F'_u(t, u) \) denotes the Fréchet derivative of \( F(t, u) \) with respect to \( u \). Then equation (60) can be written as
\[
\dot{u} = B(t)u + A(t)u + G(t, u) + f(t), \quad t \geq 0, \quad u(0) = u_0,
\]
where
\[
G(t, u) := F(t, u) - F'_u(t, 0)u.
\]
Assume that
\[
\|G(t, u)\| \leq \alpha(t)\|u\|^p, \quad t \geq 0, \quad u \in \mathcal{H}, \quad p = q + 1, \quad q > 0,
\]
and
\[
\|f(t)\| \leq \beta(t), \quad t \geq 0.
\]
Here, \( \| \cdot \| \) denotes the norm in \( \mathcal{H}\).

Again, since
\[
F(t, u) = F(t, u) - F(t, 0) = \int_0^1 F'_u(t, \xi u)u \, d\xi,
\]
we have
\[
G(t, u) = F(t, u) - F'_u(t, 0)u = \int_0^1 \left[ F'_u(t, \xi u) - F'_u(t, 0) \right] u \, d\xi.
\]
Thus, if \( F'_u(t, u) \) is Hölder continuous of order \( q > 0 \) with respect to \( u \), i.e.,
\[
\|F'_u(t, v) - F'_u(t, w)\| \leq (q + 1)\alpha(t)\|v - w\|^q,
\]
then from (63) we have
\[
\|G(t, u)\| \leq \int_0^1 \|F'_u(t, \xi u) - F'_u(t, 0)\|\|u\| \, d\xi \leq (q + 1)\alpha(t)\int_0^1 \|\xi\| \|u\| \, d\xi \leq (q + 1)\alpha(t)\int_0^1 \|\xi\|^q \|u\| \, d\xi,
\]
and
\[
\leq (q + 1)\alpha(t)\int_0^1 \xi^q \, d\xi \|u\|^{q+1} = \alpha(t)\|u\|^p, \quad p := q + 1.
\]

Let \( U(t) \) be the solution to the equation:
\[
\frac{d}{dt}U(t) = B(t)U(t), \quad U(0) = I.
\]


where \( I \) is the identity operator in \( \mathcal{H} \). This operator function \( U(t) \) exists globally if \( \|B(t)\| \) is in \( L^1_{L^2}(0, \infty) \) (see, e.g., \([3]\)). The inverse operator \( U^{-1}(t) \) exists for any fixed \( t \geq 0 \) and \( U^{-1}(t) \) solves the equation (cf. \([4]\))

\[
\frac{d}{dt}U^{-1}(t) = -U^{-1}(t)B(t), \quad U^{-1}(0) = I. \tag{66}
\]

Assume that

\[
\text{Re}\langle[U^{-1}]^* U^{-1}A u, u \rangle \leq 0, \quad \forall u \in \text{Dom}(A(t)) \subset \mathcal{H}, \quad t \geq 0. \tag{67}
\]

Here, \( \langle \cdot, \cdot \rangle \) denotes the inner product in \( \mathcal{H} \) and \( [U^{-1}]^* \) denotes the adjoint operator of \( U^{-1} \).

**Assumption B.** The equation

\[
\dot{u} = A(t)u + F(t, u) + f(t), \quad t \geq \tau \geq 0, \quad u(\tau) = u_{\tau},
\]

has a unique local solution for all \( u_{\tau} \in \text{Dom}(A(\tau)) \subset \mathcal{H} \).

From the product rule and equations \((66)\) and \((61)\) one gets

\[
\frac{d}{dt} \left[ U^{-1}(t)u(t) \right] = \left[ \frac{d}{dt}U^{-1}(t) \right] u(t) + U^{-1}(t) \frac{d}{dt}u(t)
\]

\[
= -U^{-1}(t)B(t)u(t) + U^{-1}(t) \left[ B(t)u(t) + A(t)u + G(t, u) + f(t) \right]
\]

\[
= U^{-1}(t)A(t)u + U^{-1}(t) \left[ G(t, u) + f(t) \right], \quad t \geq 0.
\tag{68}
\]

Take inner product of equation \((68)\) by \( U^{-1}(t)u(t) \) to get

\[
\langle \frac{d}{dt}(U^{-1}u), U^{-1}u \rangle = \langle U^{-1}Au, U^{-1}u \rangle + \langle U^{-1}[G(t, u) + f(t)], U^{-1}u \rangle, \quad t \geq 0. \tag{69}
\]

Differentiating both sides of the equation \( \|U^{-1}u\|^2 = \langle U^{-1}u, U^{-1}u \rangle \) with respect to \( t \) to get

\[
2\|U^{-1}u\| \frac{d}{dt}\|U^{-1}u\| = \langle \frac{d}{dt}(U^{-1}u), U^{-1}u \rangle + \langle U^{-1}u, \frac{d}{dt}(U^{-1}u) \rangle
\]

\[
= \langle \frac{d}{dt}(U^{-1}u), U^{-1}u \rangle + \langle \frac{d}{dt}(U^{-1}u), U^{-1}u \rangle = 2 \text{Re}\langle \frac{d}{dt}(U^{-1}u), U^{-1}u \rangle.
\tag{70}
\]

The property \( \langle u, v \rangle = \overline{\langle v, u \rangle}, \forall u, v \in \mathcal{H} \) was used in equation \((70)\).

Taking the real parts of both sides of \((69)\) and using \((67)\), one obtains

\[
\text{Re}\langle \frac{d}{dt}(U^{-1}u), U^{-1}u \rangle = \text{Re}\langle [U^{-1}]^* U^{-1}Au, u \rangle + \text{Re}\langle U^{-1}[G(t, u) + f(t)], U^{-1}u \rangle
\]

\[
\leq \text{Re}\langle U^{-1}[G(t, u) + f(t)], U^{-1}u \rangle
\]

\[
\leq \|U^{-1}[G(t, u) + f(t)]\| \|U^{-1}u\|, \quad t \geq 0. \tag{71}
\]

Here, we have used the inequality \( \text{Re}\langle u, v \rangle \leq |\langle u, v \rangle| \leq \|u\| \|v\| \). From equation \((70)\) and inequality \((71)\), one gets

\[
\|U^{-1}u\| \frac{d}{dt}\|U^{-1}u\| \leq \|U^{-1}[G(t, u) + f(t)]\| \|U^{-1}u\|, \quad t \geq 0.
\]

This implies

\[
\frac{d}{dt}\|U^{-1}u\| \leq \|U^{-1}[G(t, u) + f(t)]\| \leq \|U^{-1}(t)\| \left( \|G(t, u)\| + \|f(t)\| \right). \tag{72}
\]
Inequalities (72), (62) and (63) imply
\[
\frac{d}{dt} \|U^{-1}(t)u(t)\| \leq \|U^{-1}(t)\| \left( \alpha(t) \|u(t)\|^p + \beta(t) \right), \quad t \geq 0, \quad u(0) = u_0.
\] (73)

Integrate equation (73) from 0 to t to get
\[
\|U^{-1}(t)u(t)\| \leq \|u_0\| + \int_0^t \|U^{-1}(\xi)\| \left( \alpha(\xi) \|u(\xi)\|^p + \beta(\xi) \right) d\xi, \quad t \geq 0.
\] (74)

One has
\[
\|u(t)\| = \|U(t)U^{-1}(t)u(t)\| \leq \|U(t)\| \|U^{-1}(t)u(t)\|, \quad t \geq 0.
\]

This and inequality (74) imply
\[
\|u(t)\| \leq \|U(t)\| \|u_0\| + \|U(t)\| \int_0^t \|U^{-1}(\xi)\| \left( \alpha(\xi) \|u(\xi)\|^p + \beta(\xi) \right) d\xi, \quad t \geq 0.
\] (75)

Inequality (76) is similar to inequality (37) that was used in the proof of Theorem 2.6. From inequality (75), Assumption B, and similar arguments as in Theorem 2.6 one obtains the following result:

**Theorem 3.1.** Assume that Assumption B holds and that
\[
\sup_{t \geq 0} \|U(t)\| < \infty, \quad \sup_{t \geq 0} \|U(t)\| \int_0^t \|U^{-1}(\xi)\| \alpha(\xi) d\xi < \infty.
\]

Then the solution \( u(t) \equiv 0 \) is Lyapunov stable under persistently acting perturbation \( f(t) \). Namely, given any arbitrarily small \( \epsilon > 0 \), if \( \|f(t)\| \) is sufficiently small, then there exists \( \delta > 0 \) such that if \( \|u(0)\| < \delta \), then \( \|u(t)\| < \epsilon \) for all \( t \geq 0 \).

**Remark 3.2.** Since \( u(t) = U(t)U^{-1}(t)u(t) \), from inequality (73) one gets
\[
\frac{d}{dt} \|U^{-1}(t)u(t)\| \leq \|U^{-1}(t)\| \left( \alpha(t) \|U(t)U^{-1}(t)u(t)\|^p + \beta(t) \right)
\leq \|U^{-1}(t)\| \left( \alpha(t) \|U(t)\|^p \|U^{-1}(t)u(t)\|^p + \beta(t) \right)
= \alpha(t) \|U^{-1}(t)\|^p \|U^{-1}(t)u(t)\|^p + \frac{\beta(t)}{\alpha(t)} \|U(t)\|^p,
\] (76)

This inequality is similar to inequality (37) used in the proof of Theorem 2.6.

Again, we consider the following problem: Given the nonlinear operator \( F(t, u) \), i.e., given \( B(t) = F_u(t, 0) \) and \( \alpha(t) \), under what conditions on \( f(t) \) does the solution to problem (60) exist globally, is the solution bounded, and does the solution decay to zero as \( t \to \infty \)? An answer to this question is given in Theorem 3.3 below.

From inequality (76), Assumption B, and similar arguments as in Theorem 2.6 one can prove the following result:

**Theorem 3.3.** Assume that Assumption B hold and that
\[
\sup_{t \geq 0} \left( \frac{\beta(t)}{\alpha(t)} \right)^{\frac{1}{p-1}} \leq \frac{1}{\left[ (p-1) \int_0^\infty \|U^{-1}(\xi)\|^p \alpha(\xi) d\xi \right]^\frac{1}{p-1}} \|u(0)\|.
\] (77)

Then the solution \( u(t) \) to problem (60) exists globally and satisfies the estimate:
\[
\|u(t)\| \leq C_2 \|U(t)\|, \quad t \geq 0, \quad C_2 = \text{const} > 0.
\]
Consequently,

(i) if

\[ \sup_{t \geq 0} \|U(t)\| < \infty, \]

then the solution \( u(t) \) is bounded;

(ii) if

\[ \lim_{t \to \infty} \|U(t)\| = 0, \]

then

\[ \lim_{t \to \infty} u(t) = 0. \]

Now we consider the following question: Given the perturbation \( f(t) \) and the operator \( B(t) = F_u(t,0) \), under what conditions on the function \( \alpha(t) \) in inequality (2) does the solution to problem (60) exist globally, is the solution bounded, and does the solution decay to zero as \( t \to \infty \)? An answer to this question is given in Theorem 3.4 below.

From inequality (75), Assumption B, and similar arguments as in Theorem 2.11 one obtains the following result:

**Theorem 3.4.** Assume that Assumption B hold and that

\[ \alpha(t) \leq \frac{\kappa \beta(t)}{(\kappa + 1) \zeta(t)}, \quad t \geq 0, \quad \kappa > 0, \quad p > 1, \]

where

\[ \zeta(t) := \|U(t)\| \|u(0)\| + \|U(t)\| \int_0^t \|U^{-1}(\xi)\| \beta(\xi) \, d\xi. \]

Assume that \( \|u(0)\| \neq 0 \). Then the solution \( u(t) \) to problem (60) exists globally and satisfies the estimate

\[ \|u(t)\| < (\kappa + 1) \zeta(t), \quad \forall t \geq 0. \]

Consequently,

(i) if the function \( \zeta(t) \) is bounded on \([0, \infty)\), then the solution \( u(t) \) to problem (60) is bounded;

(ii) if \( \lim_{t \to \infty} \zeta(t) = 0 \), then

\[ \lim_{t \to \infty} u(t) = 0. \]

4. **Examples**

Let us apply the new stability results in this paper to some simple examples.

**Example 1.** Let \( X = \mathbb{R}^2 \). Consider the equation

\[ \dot{u} = T \begin{bmatrix} \cos t & 0 \\ 0 & -\cos t \end{bmatrix} T^{-1} u + \alpha(t) u^p + f(t), \]

where \( T \) is a nonsingular 2-by-2 constant matrix, \( f : [0, \infty) \to X \) and \( \alpha(t) \) is a non-negative and continuous function on \([0, \infty)\).

Equation (79) is a particular case of equation (10) with

\[ B(t) = T \begin{bmatrix} \cos t & 0 \\ 0 & -\cos t \end{bmatrix} T^{-1}, \quad G(t,u) = \alpha(t) u^p. \]

For this function \( G(t,u) \) one has \( \|G(t,u)\| = \alpha(t) \|u\|^p \). Equation (20) for this operator \( B(t) \) becomes

\[ \frac{\partial}{\partial t} U(t,\xi) = T \begin{bmatrix} \cos t & 0 \\ 0 & -\cos t \end{bmatrix} T^{-1} U(t,\xi), \quad t \geq \xi, \quad U(\xi,\xi) = \begin{bmatrix} 1 \\ 0 \end{bmatrix}. \]
The solution to this equation is
\[ U(t, \xi) = T \begin{bmatrix} e^{\sin t - \sin \xi} & 0 \\ 0 & e^{-\sin t + \sin \xi} \end{bmatrix} T^{-1}. \] (80)
This implies
\[ \|U(t, \xi)\| \leq \max_{t \geq \xi \geq 0} \left\{ e^{\sin t - \sin \xi}, e^{-\sin t + \sin \xi} \right\} \leq e^2, \quad \forall t \geq \xi \geq 0. \] (81)
Recall that \( U(t, \xi) = U(t)U^{-1}(\xi) \) and \( U(t) = U(t, 0) \). This and equation (80) imply
\[ U(t) = T \begin{bmatrix} e^{\sin t} & 0 \\ 0 & e^{-\sin t} \end{bmatrix} T^{-1}. \] (82)
From equation (82) and inequality (81) we get
\[ \|U(t)\| = \max_{t \geq 0} \{ e^{\sin t}, e^{-\sin t} \} \leq e, \quad \sup_{t \geq 0} \int_0^t \|U(t, \xi)\| \alpha(\xi) \, d\xi \leq e^2 \int_0^\infty \alpha(\xi) \, d\xi, \] (83)
Therefore, it follows from (83) and Theorem 2.3 that if \( \int_0^\infty \alpha(t) \, dt < \infty \), then the solution \( u = 0 \) is Lyapunov stable under persistently acting perturbation \( f(t) \).
If \( \int_0^\infty \beta(t) \, dt < \infty \) and inequality (51) holds, i.e.,
\[ \alpha(t) \leq \frac{\kappa \beta(t)}{(\kappa + 1) \zeta(t)^p}, \quad t \geq 0, \quad \kappa > 0, \]
where
\[ \zeta(t) := \|U(t)\|\|u(0)\| + \int_0^t \|U(t)U^{-1}(\xi)\| \beta(\xi) \, d\xi, \]
then it follows from (52), inequality (83), inequality (81), and Theorem 2.11 that
\[ \|u(t)\| \leq (\kappa + 1) \zeta(t) = (\kappa + 1) \left[ \|U(t)\|\|u(0)\| + \int_0^t \|U(t)U^{-1}(\xi)\| \beta(\xi) \, d\xi \right] \leq (\kappa + 1) \left[ e\|u_0\| + e^2 \int_0^\infty \beta(\xi) \, d\xi \right] < \infty, \quad \forall t \geq 0. \]
This means that the solution to equation (79) is bounded.

Note that if we define
\[ A := \begin{bmatrix} \cos t & 0 \\ 0 & -\cos t \end{bmatrix} \]
then
\[ \langle Au, u \rangle \leq \gamma(t) \|u\|^2, \quad \forall u \in \mathbb{R}^2, \]
where \( \gamma(t) = |\cos(t)|. \) Since
\[ \int_0^\infty \gamma(t) \, dt = \int_0^\infty |\cos(t)| \, dt = \infty, \]
the stability results in [11] and [6] are not applicable to this example as the results in [11] and [6] require \( \sup_{t \geq 0} \int_0^t \gamma(\xi) \, d\xi < \infty. \)

**Example 2.** Let \( X = \mathbb{R}^3. \) Consider the equation
\[ \dot{u} = B(t)u + \alpha(t)u^2 + f(t), \quad u(0) = u_0 \in \mathbb{R}^3, \] (84)
where
\[ B(t) := \begin{bmatrix} 2 \cos t - 1 & 0 & 0 \\ 0 & 2 \cos(t - \frac{4\pi}{3}) - 1 & 0 \\ 0 & 0 & 2 \cos(t - \frac{4\pi}{3}) - 1 \end{bmatrix} \]
and $f(t)$ and $u(t)$ are functions from $[0, \infty)$ to $\mathbb{R}^3$. Recall from (20) that $U(t, \xi)$ is the solution to
\[
\frac{\partial}{\partial t} U(t, \xi) = B(t)U(t, \xi), \quad t \geq \xi, \quad U(\xi, \xi) = I_3
\]
where $I_3$ is the 3-by-3 identity matrix. The function $U(t, \xi)$ in this example is
\[
U(t, \xi) = \begin{bmatrix}
e^{-t+2\sin t} - 2\sin \xi & 0 & 0 \\
0 & e^{-t+2\sin(t-\frac{2\pi}{3})} - 2\sin \xi & 0 \\
0 & 0 & e^{-t+2\sin(t+\frac{2\pi}{3})} - 2\sin \xi 
\end{bmatrix}.
\]
Thus,
\[
\|U(t, \xi)\| \leq e^{t+2}, \quad \forall t \geq 0.
\]
By construction we have
\[
U(t) = U(t, 0) = \begin{bmatrix}
e^{-t+2\sin t} & 0 & 0 \\
0 & e^{-t+2\sin(t-\frac{2\pi}{3})} + 2\sin \frac{2\pi}{3} & 0 \\
0 & 0 & e^{-t+2\sin(t+\frac{2\pi}{3})} + 2\sin \frac{2\pi}{3} 
\end{bmatrix}
\]
and
\[
U^{-1}(t) = \begin{bmatrix}
e^{-t-2\sin t} & 0 & 0 \\
0 & e^{-t-2\sin(t-\frac{2\pi}{3})} + 2\sin \frac{2\pi}{3} & 0 \\
0 & 0 & e^{-t-2\sin(t+\frac{2\pi}{3})} + 2\sin \frac{2\pi}{3} 
\end{bmatrix}.
\]
Therefore,
\[
e^{-t+4} < \|U(t)\| < e^{t+4}, \quad \|U(t)^{-1}\| < e^{t+4}, \quad t \geq 0.
\]
From inequality (85) one gets
\[
\sup_{t \geq 0} \int_0^t \|U(t, \xi)\| \alpha(\xi) \, d\xi \leq \sup_{t \geq 0} \int_0^t e^{t+4} \alpha(\xi) \, d\xi \leq \sup_{t \geq 0} \int_0^t e^{t+4} \, d\xi = e^t \alpha_\infty,
\]
where $\|\alpha\|_\infty := \sup_{t \geq 0} |\alpha(t)|$. Therefore, if $\|\alpha\|_\infty < \infty$, i.e., $\alpha(t)$ is bounded on $[0, \infty)$, then the inequalities in (21) hold. Consequently, it follows from Theorem 2.3 that the solution $u = 0$ is Lyapunov stable under persistently acting perturbation $f(t)$.

Let us discuss the application of Corollary 2.5 to this example. From inequality (85) one gets
\[
\int_0^\infty \alpha(\xi)\|U^{-1}(\xi)\|\|U(\xi)\|^p \, d\xi \leq \int_0^\infty \alpha(\xi)e^{(1-p)\xi+4(1+p)} \, d\xi.
\]
Assume that
\[
\sup_{t \geq 0} \left( \frac{\beta(t)}{\alpha(t)} \right)^\frac{1}{p} e^{t+4} < \left( \frac{1}{(p-1)\int_0^\infty \alpha(\xi)e^{(1-p)\xi+4(1+p)} \, d\xi} \right)^\frac{1}{p}.
\]
From (86), (85), and (87) one gets
\[
\sup_{t \geq 0} \left( \frac{\beta(t)}{\alpha(t)} \right)^\frac{1}{p} \leq \sup_{t \geq 0} \left( \frac{\beta(t)}{\alpha(t)} \right)^\frac{1}{p} e^{t+4} < \left( \frac{1}{(p-1)\int_0^\infty \alpha(\xi)e^{(1-p)\xi+4(1+p)} \, d\xi} \right)^\frac{1}{p}.
\]
Thus, inequality (11) holds if inequality (88) holds. Also, inequality (17) follows from inequality in (86). Therefore, if
\[
\|u_0\| \leq \left( \frac{1}{(p-1)\int_0^\infty \alpha(\xi)\|U^{-1}(\xi)\|\|U(\xi)\|^p \, d\xi} \right)^\frac{1}{p} - \sup_{t \geq 0} \left( \frac{\beta(t)}{\alpha(t)} \right)^\frac{1}{p} \frac{1}{\|U(t)\|},
\]
then by Corollary 2.8 one gets
\[ \|u(t)\| \leq C_2 \|U(t)\| \leq C_2 e^{-t}, \quad t \geq 0. \]

This means that the solution \(u(t)\) decays exponentially to 0 at the rate of \(e^{-t}\).

If inequality (51) holds, then it follows from Theorem 2.11 that
\[ \|u(t)\| \leq (\kappa + 1) \left[ \|U(t)\| \|u_0\| + \int_0^t \|U(t, \xi)\| \beta(\xi) \, d\xi \right], \quad t \geq 0. \]

We claim that if \(\lim_{t \to \infty} \beta(t) = 0\) then
\[ \lim_{t \to \infty} \|u(t)\| = 0. \]

To verify relation (90) we will show that the right-hand side of inequality (89) converges to 0 as \(t\) to \(\infty\). Since \(\lim_{t \to \infty} \|U(t)\| = 0\) due to (86), it suffices to show that
\[ \lim_{t \to \infty} \int_0^t \|U(t)U^{-1}(\xi)\| \beta(\xi) \, d\xi = 0. \]

It follows from inequality (89) that
\[ \lim_{t \to \infty} \int_0^t \|U(t)U^{-1}(\xi)\| \beta(\xi) \, d\xi \leq \lim_{t \to \infty} e^t \int_0^t e^{-t} \beta(\xi) \, d\xi = e^t \lim_{t \to \infty} \frac{\int_0^t e^t \beta(\xi) \, d\xi}{e^t} = 0. \]

Indeed, if \(\int_0^\infty e^t \beta(\xi) \, d\xi < \infty\), then it is clear that the last equality in (91) holds. If \(\int_0^\infty e^t \beta(\xi) \, d\xi = \infty\) and \(\lim_{t \to \infty} \beta(t) = 0\), then the last equality in (91) follows from L'Hospital’s rule.

Let us show why the stability results in [11] and [6] are not applicable to equation (84).

Define
\[ A = \begin{bmatrix} 2 \cos t - 1 & 0 & 0 \\ 0 & 2 \cos(t - \frac{\pi}{3}) - 1 & 0 \\ 0 & 0 & 2 \cos(t + \frac{\pi}{3}) - 1 \end{bmatrix}. \]

Then the norm of \(A\) is \(\gamma(t) := \|A\| = \max\{2 \cos t, 2 \cos(t - \frac{\pi}{3}), 2 \cos(t + \frac{\pi}{3})\} - 1\). By its definition \(\gamma(t)\) is a periodic function of period \(2\pi\). In addition, we have
\[ \gamma(t) = \begin{cases} 
2 \cos t - 1 & \text{if } -\pi/3 \leq t \leq \pi/3, \\
2 \cos(t - \frac{\pi}{3}) - 1 & \text{if } \pi/3 \leq t \leq \pi, \\
2 \cos(t + \frac{\pi}{3}) - 1 & \text{if } -\pi \leq t \leq -\pi/3.
\end{cases} \]

Thus, \(\gamma(t) \geq 0, \forall t \geq 0\). Therefore, one has \(\int_0^\infty \gamma(t) = \infty\) since \(\gamma(t)\) is periodic and nonnegative on \([0, \infty)\). Recall that the stability results in [11] and [6] require \(\gamma(t)\) to be integrable on \([0, \infty)\). Therefore, the stability results in [11] and [6] are not applicable to equation (84).

Example 3. In this example we will demonstrate the application of the results in Section 2 to equations in Hilbert spaces with unbounded operators.

Let \(\mathcal{H} = L^2(\mathbb{R}^3) \oplus L^2(\mathbb{R}^3)\) the direct sum of \(L^2(\mathbb{R}^3)\) and itself, \(L = L^*\) be a selfadjoint operator in \(L^2(\mathbb{R}^3)\) which is the closure of the Laplacian with domain of definition \(C_0^\infty(\mathbb{R}^3)\).

Consider the equation
\[ \dot{u} = \begin{bmatrix} \cos t & 0 \\ 0 & -\cos t \end{bmatrix} u + \begin{bmatrix} L & 0 \\ 0 & L \end{bmatrix} u + G(t, u) + f(t), \quad u(0) = u_0. \]

Assume that \(\|G(t, u)\| \leq \alpha(t)\|u\|^p, p > 1\). There are many functions satisfying this inequality. For example, \(G(t, u) = \alpha(t)u^p\).
Equation (92) is of the form (60) with

\[ B(t) = \begin{bmatrix} \cos t & 0 \\ 0 & -\cos t \end{bmatrix}, \quad A(t) = \begin{bmatrix} L & 0 \\ 0 & L \end{bmatrix}. \]

The function \( U(t) \), according to equation (65), is the solution to

\[ \frac{\partial}{\partial t} U(t) = \begin{bmatrix} \cos t & 0 \\ 0 & -\cos t \end{bmatrix} U(t), \quad U(0) = I. \]

Thus,

\[ U(t) = \begin{bmatrix} e^{\sin t} & 0 \\ 0 & e^{-\sin t} \end{bmatrix}, \quad U^{-1}(t) = \begin{bmatrix} e^{-\sin t} & 0 \\ 0 & e^{\sin t} \end{bmatrix}. \] (93)

It is clear that \( \langle (U^{-1})^* U^{-1} Lu, u \rangle \leq 0 \) where \( \langle \cdot, \cdot \rangle \) is the inner product in \( \mathcal{H} \). From equation (93) one gets

\[ \frac{1}{e} \leq \| U(t) \| \leq e, \quad \frac{1}{e} \leq \| U^{-1}(t) \| \leq e, \quad \forall t \geq 0. \] (94)

Therefore,

\[ \sup_{t \geq 0} \| U(t) \| \leq e, \quad \sup_{t \geq 0} \| U(t) \| \int_0^t \| U^{-1}(\xi) \| \alpha(\xi) \, d\xi \leq e^2 \int_0^\infty \alpha(\xi) \, d\xi. \] (95)

Thus, if

\[ \int_0^\infty \alpha(t) \, dt < \infty \]

then it follows from (95) and Theorem 3.1 that the solution \( u = 0 \) is Lyapunov stable under persistently acting perturbation \( f \).

*Let us demonstrate the application of Theorem 3.3 to equation (92). Assume that*

\[ \frac{1}{\| U_0 \|} < \frac{1}{\left( p - 1 \right) \int_0^\infty e^{p+1} \alpha(\xi) \, d\xi} \sup_{t \geq 0} \left( \frac{\beta(t)}{\alpha(t)} \right)^{\frac{1}{p}} \leq e \sup_{t \geq 0} \left( \frac{\beta(t)}{\alpha(t)} \right)^{\frac{1}{p}} - \| u_0 \|. \] (96)

Then it follows from (94) and (96) that

\[ \sup_{t \geq 0} \left( \frac{\beta(t)}{\alpha(t)} \right)^{\frac{1}{p}} \leq \sup_{t \geq 0} \left( \frac{\beta(t)}{\alpha(t)} \right)^{\frac{1}{p}} \leq e \frac{1}{\left( p - 1 \right) \int_0^\infty e^{p+1} \alpha(\xi) \, d\xi} - \| u_0 \|. \] (97)

It follows from (95) and (97) that inequalities (77) and (78) hold. From inequalities (77) and (78) and Theorem 3.3 one concludes that \( \| u(t) \| \leq C_2 \| U(t) \| \) for some constant \( C_2 > 0 \). This and the first inequality in (95) imply that the solution to equation (92) is bounded if (96) holds.

Now instead of having (95) we assume that

\[ (\kappa + 1)^p \left( e \| u_0 \| + e^2 \int_0^t \beta(\xi) \, d\xi \right)^{\frac{1}{p}} \leq \kappa \frac{\beta(t)}{\alpha(t)}, \quad t \geq 0, \quad \kappa > 0. \] (98)
It follows from (98) and (94) that

\[
\alpha(t) \leq \kappa \beta(t) \left( \kappa + 1 \right) p \left[ \parallel u_0 \parallel + e^2 \int_0^t \beta(\xi) \, d\xi \right]^p
\]

for all \( t \geq 0 \). It follows from (99) and Theorem 3.4 that

\[
0 \leq \parallel u(t) \parallel \leq \left( \kappa + 1 \right) \left( \parallel U(t) \parallel \parallel u_0 \parallel + \parallel U(t) \parallel \int_0^t \parallel U^{-1}(\xi) \parallel \beta(\xi) \, d\xi \right), \quad t \geq 0.
\]

This and (94) imply

\[
0 \leq \parallel u(t) \parallel \leq \left( \kappa + 1 \right) \left( e \parallel u_0 \parallel + e^2 \int_0^t \beta(\xi) \, d\xi \right).
\]

Therefore, the solution \( u(t) \) is bounded on \([0, \infty)\) if \( \int_0^\infty \beta(\xi) \, d\xi < \infty \) and inequality (98) holds. Note that the stability results in [11] are also not applicable to this example.

### Conclusion

The stability of solutions to abstract evolution equations has been studied under nonclassical assumptions. Our new results are applicable to equations in Banach spaces and equations in Hilbert spaces with unbounded operators under nonclassical assumptions. Using our new results, we have been able to obtain stability results for some simple equations to which the stability of the solutions cannot be obtained by using classical results in the literature.
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