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Abstract

A novel framework is presented that combines Mean Field Game (MFG) theory and Hybrid Optimal Control (HOC) theory to obtain a unique $\varepsilon$-Nash equilibrium for a non-cooperative game with switching and stopping times. We consider the case where there exists one major agent with a significant influence on the system together with a large number of minor agents constituting two subpopulations, each agent with individually asymptotically negligible effect on the whole system. Each agent has stochastic linear dynamics with quadratic costs, and the agents are coupled in their dynamics and costs by the average state of minor agents (i.e. the empirical mean field). It is shown that for a class of Hybrid LQG MFGs, the optimal switching and stopping times are state-invariant and only depend on the dynamical parameters of each agent. Accordingly, a hybrid systems formulation of the game is presented via the indexing by discrete events: (i) the switching of the major agent between alternative dynamics or (ii) the termination of the agents’ trajectories in one or both of the subpopulations of minor agents. Optimal switchings and stopping time strategies together with best response control actions for, respectively, the major agent and all minor agents are established with respect to their individual cost criteria by an application of Hybrid LQG MFG theory.
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1 Introduction

Mean Field Game (MFG) theory studies the existence of approximate Nash equilibria and the corresponding individual strategies for stochastic dynamical systems in games involving a large number of agents. Basically, the theory exploits the relationship between the large finite and the corresponding infinite limit population problems. The equilibria are termed $\varepsilon$-Nash equilibria and are generated by the local, limited information control actions of each agent in the population. The control actions constitute the best response of each agent with respect to the behaviour of the mass of agents. Moreover, the approximation error, induced by using the MFG solution, converges to zero as the population size tends to infinity.

The analysis of this set of problems originated in [28–30], and independently in [34–36]. Many extensions and generalizations of MFGs exist, principally the probabilistic formulation [12], the master equation approach [10] and mean field type control theory [6]. In [26, 39] the authors analyse and solve the completely observed (CO) linear quadratic Gaussian (LQG) systems case where there is a major agent (i.e. non-asymptotically vanishing as the population size goes to infinity) together with a population of minor agents (i.e. individually asymptotically negligible). The existence of closed-loop $\varepsilon$-Nash equilibria is established together with the individual agents’ control laws that yield the equilibria [39]. A convex analysis method is utilized in [22] to retrieve the solutions of [26], where no assumption is imposed on the evolution of the mean field a priori. The CO MM nonlinear (NL) MFG problem is treated in [40]. This framework is further extended in [8, 15, 17, 19–21] for partially observed MFG theory for nonlinear and linear quadratic systems. Using the probabilistic approach to MFGs, [13, 14] establish the existence of open-loop and closed-loop $\varepsilon$-Nash equilib-
ria for a general MM MFG and provide explicit solutions for an LQG case. The works [9, 37] characterize the Nash equilibrium for a general MFG system with one major agent and an infinite number of minor agents via the MFG Master Equations. It is to be noted that for the LQG case it has been, respectively, demonstrated in [27] and [18] that the (Markovian) closed-loop solutions to LQG MM MFGs obtained through the master equation and the probabilistic approaches are identical to the original LQG MM MFG solutions of [26]. (Another line of research characterizes a Stackelberg equilibrium between the major agent and the minor agents, see e.g. [3, 38].)

MFGs have found numerous applications in engineering problems such as cellular network optimization [2] and coordination of loads in smart grids [32] (see [16] for a set of interesting applications), and in particular in mathematical finance and economics for characterizing equilibrium price and market equilibria (see [11, 19, 25, 47] and the references therein) – to name a few.

In several situations in stochastic dynamic games, such as in financial markets [23], agents wish to find the best time at which to enter or exit a given strategy. In order to determine the optimal stopping time strategies together with best response policies for the agents one is required to invoke the necessary optimality conditions of stochastic hybrid optimal control theory [1, 5, 41, 42]. These optimality conditions are an extension of deterministic hybrid optimal control theory [4, 24, 44–46, 48, 49] for systems interacting with stochastic diffusions. In [41], in particular, the Stochastic Hybrid Minimum Principle (SHMP) is established for a general class of stochastic hybrid systems with both autonomous and controlled switchings and jumps possibly accompanied by dimension changes. Given the computational difficulty in solving general nonlinear forward-backward stochastic differential equations (FB-SDE) and the associated boundary conditions via the SHMP, a class of linear quadratic Gaussian (LQG) HOC problems is presented in [42] for which the corresponding Riccati equations are independent of the realizations of the stochastic diffusion terms.

The first combination of Mean Field Game (MFG) theory and Hybrid Optimal Control (HOC) theory appeared in the predecessor to the current paper, [23]; in that analysis a non-cooperative game formulation of electronic markets was presented, where high frequency traders (HFTs) may leave the market before a given final time. The best stopping time policies for the traders are further shown to yield a closed-loop ε-Nash equilibrium for the market. The advances in this paper beyond the contributions in [23] are as follows:

- The system considered is a general time-varying LQG mean field game system with switching and stopping time strategies. As such, the time derivative of the switching cost weight matrix appears in the switching (stopping) equation (11) (eq. (15)).
- Both sufficient and necessary optimality conditions for a switching (stopping) to take place are provided in Theorem 1 and Corollary 2.

We observe that for general Hybrid LQG problems (including LQG stopping systems as the special case with switching to zero dynamics), the optimal switching (and stopping) times are filtration-adapted random variables and, hence, optimal inputs are not necessarily representable in a Riccati format. For such problems, nonlinear versions of hybrid mean field games may be formulated and solved, which is beyond the scope of the current paper and is the subject of future work. However, as discussed in Theorem 1 (and Corollary 2), for certain classes of hybrid (and stopping) LQG systems, the optimality conditions of the SHMP yield state-invariant representations of the optimal switching (and stopping) times, which can be identified deterministically based upon the dynamical parameters of each agent. Hence, in the limiting MFG formulation of the problem all minor agents within the same subpopulation stop at the same time yielding a deterministic representation of the mean field. Subsequently, a hybrid formulation of the game is developed for which switching events correspond to (i) the switching of the major agent or (ii) the cessation of one or both subpopulations of minor agents. Hence, by developing and then utilizing a hybrid LQG MFG theory, optimal switching and stopping time strategies for, respectively, the major agent and all minor agents, together with their best response control actions which yield a unique ε-Nash equilibrium are established.

A recent work [7] studies the stopping of agents in the infinite-population MFG systems, where a relaxed solution approach is followed by looking for the occupation measure of agents instead of their stopping time. [33] studies MFG systems where at each time instant a random number of agents enter and remain in the system for a specific time duration. The random entrance is described by a Markov chain and the problem is formulated as an LQG optimal control problem for Markov jump linear systems.

We note that the following terms are used interchangeably throughout the paper: optimal and best response in the infinite-population case, quit and stop, control action and control input.

The paper organization is as follows: Section 2 introduces single-agent hybrid LQG systems with state-invariant switching and stopping strategies. Subsequently, Section 3 presents the class of hybrid LQG MFG problems under
study. More specifically, this section is devoted to the two types of transitions that exist between the dynamics at the individual level, i.e. at a transition event the major agent switches dynamics (from one of the realizations of equation (22) to the other) or a minor agent stops (switches from dynamics (26) to zero dynamics). Section 4 presents hybrid-MFG approach, where, at each discrete state, the major agent’s state is extended by the corresponding mean field, and a generic minor agent’s state is extended by the corresponding major agent’s state and the mean field. At the mean field, game level the dynamics governing the extended states are undergoing changes, in which case, the associated dynamics are presented in Subsections 4.2.1 and 4.3.1, the corresponding transitions in Subsection 4.2.2 and Appendix B, and the best-response solutions in Subsections 4.2.3 and 4.3.2, respectively, for the major agent and a generic minor agent. Subsequently, the hybrid-MFG consistency equation and ε-Nash property are presented in Subsection 4.4. Next, Section 5 depicts simulation results. Finally, Section 6 presents concluding remarks and future directions.

2 State-Invariant Optimal Switching and Stopping Strategies for Single-Agent Hybrid LQG Systems

In this section single-agent hybrid LQG systems are presented. Then, a set of sufficient conditions (stemming from [42]) are derived under which the optimal switching and stopping times for such systems are state-invariant. While [42] identifies a class of single-agent hybrid LQG systems for which the optimal switching times obtained from the Hamiltonian continuity condition do not depend on the state or the initial condition, its primary focus is on the necessity of these conditions. The extension of those results developed in this section are broader and cover a larger class of hybrid LQG systems. In particular,

- The class of hybrid LQG problems considered in Section 2 include multi-variate time-varying LQG systems and switching costs are now incorporated in the cost functional. As a result, the time derivative of the switching cost weight matrix appears in the optimality necessary conditions,
- A set of sufficient conditions are provided for the filtration-invariance of switchings,
- The case where an agent is permitted to stop is presented as a special case of controlled switching and the corresponding necessary and sufficiency conditions are established accordingly.

The results are subsequently used in the formulation of a class of hybrid LQG MFGs in the rest of the paper.

Let \((\Omega, \mathcal{F}, \{\mathcal{F}_t\}_{t \in [0,T]}, P)\) be a probability space such that \(\mathcal{F}_0\) contains the \(P\)-null sets, \(\mathcal{F}_T = \mathcal{F}\) for a fixed final time \(T < \infty\), and let \(\mathcal{F}_t\) be the natural filtration associated with the sigma-algebra generated by a Wiener process up to time \(t\).

The (hybrid) state of a stochastic hybrid system is denoted by \(h = (Q, x)\) where \(Q \in \mathbb{Q}\) denotes the discrete state (component) taking values from \(\mathbb{Q}\) with finite cardinality, and \(x \in \mathbb{R}^n\) denotes the continuous component of the hybrid state (shortly referred to as the continuous state). We introduce the counting index \(j \in \mathbb{Z}_{\geq 0}\) that indicates the number of switchings incurred within the interval \([t_0, t]\). Conversely, denoting by \(t_j\) the \(j\text{th}\) switching instant, the expression \(t \in [t_j, t_{j+1})\) indicates that the value of \(Q\) has changed (switched) \(j\) times by time \(t\). In this paper, all changes in the value of \(Q\) are controlled switchings, i.e. every switching is a direct consequence of a control action.

A hybrid input process is a pair \((S_L, u(\cdot)) = : I_L \equiv I_L^{[0,T]}\) defined on \([0, T]\), \(T < \infty\), where \(S_L = ((t_0, Q_0), (t_1, Q_1), \ldots, (t_L, Q_L))\), \(L < \infty\), is a finite hybrid sequence of switching events consisting of a strictly increasing sequence of \(\mathcal{F}_t\)-adapted times \(t_j\), and \(u(\cdot) : = \{u^{Q_0}(\cdot), u^{Q_1}(\cdot), \ldots, u^{Q_L}(\cdot)\}\) is an \(\mathcal{F}_t\)-adapted continuous input process, where for every \(t \in [t_j, t_{j+1})\), \(j \in \{0, 1, \ldots, L\}\) (equivalently denoted by \(0 \leq j \leq L\) or \(j = 0, 1, \ldots, L\)), the continuous input \(u^{Q_j}(t)\) is an \(\mathcal{F}_t\)-adapted, \(\mathbb{R}^{m_Q}\) valued, random variable.

The dynamics of the continuous state process are governed by linear Itô differential equations of the form

\[
\frac{dx^{Q_j}(t)}{t} = (A^{Q_j}(t)x^{Q_j}(t) + B^{Q_j}(t)u^{Q_j}(t)) dt + D^{Q_j}(t)dw(t), \quad t \in [t_j, t_{j+1}),
\]

where \(Q_j \in \mathbb{Q}\), \(x^{Q_j}(t) \in \mathbb{R}^n\), \(u^{Q_j}(t) \in \mathbb{R}^{m_Q}\), \(w(t) \in \mathbb{R}^r\), \(A^{Q_j}(t) \in \mathbb{R}^{n_Q \times n_Q}\), \(B^{Q_j}(t) \in \mathbb{R}^{n_Q \times m_Q}\), \(D^{Q_j}(t) \in \mathbb{R}^{n_Q \times m_Q}\), \(0 \leq j \leq L\), \(t_0 := 0\), \(t_{L+1} := T\). Upon switching at a switching time \(t_j\), the continuous component of the state is reinitialized according to a jump map provided as

\[
x^{Q_j}(t_j) = \Psi_{\sigma_j} x^{Q_j-1}(t_{j-}) \equiv \Psi_{\sigma_{Q_j-1, Q_j}} x^{Q_j-1}(t_{j-}).
\]

It is further assumed that

\[
D^{Q_j}(t_j) = \Psi_{\sigma_{Q_j-1, Q_j}} D^{Q_j-1}(t_j),
\]

for all \(1 \leq j \leq L\), which implies equivalent diffusion fields before and after switching events.

Given an initial condition \((Q(0), x^{Q_0}(0)) = (Q_0, x_0^{Q_0})\), the cost associated with the hybrid input \(I_L\) over the time horizon \([0, T]\) is considered to be of the form

\[
J\left(I_0, (Q_0, x_0^{Q_0}), I_L\right) = \frac{1}{2} \mathbb{E} \left[\left|\|x^{Q_0}(T)\|_{\tilde{P}(T)}^{2}\right|_{\mathcal{F}_T}\right]
+ \sum_{j=1}^{L} \mathbb{E} \left[\left|\|x^{Q_{j-1}}(t_{j-})\|_{\tilde{P}(\sigma_j)}^{2}\right|_{\mathcal{F}_{\sigma_j}(t_j)}\right]
\]
Theorem 1 (Sufficient Conditions for $\mathcal{F}$-invariance of Optimal Solutions of the Hybrid LQG problem) For the system governed by (1)-(4), assume that a family of matrices \( \{ \Pi_j(t); j = 0, 1, \ldots, L \} \) exists satisfying the following family of Riccati equations (for simplicity of notation, the explicit time dependence \( t \) is dropped whenever it is clear from the context)

\[
\Pi_j(t) = \Pi_j B_j [R_j]^{-1} [B_j]^T \Pi_j - \Pi_j A_j \Pi_j - [A_j]^T \Pi_j - P_j, \tag{5}
\]

subject to the terminal and boundary conditions

\[
\Pi_{0j}(T) = \bar{P}_o, \quad \Pi_{Lj-1}(t_j) = \Psi_{t_j}^T \Pi_{t_j}(t_j) \Psi_{t_j} + C_{t_j}(t_j), \tag{6}
\]

and for every \( j = L, L-1, \ldots, 1 \), there exist \( t_j \in [0, t_{j+1}) \) satisfying the following algebraic matrix relations (equality, strict positive definiteness, and strict negative definiteness):

\[
H_{t_j}^A(s) = 0, \quad s = t_j, \tag{8}
\]

\[
H_{t_j}^A(s) > 0, \quad s > t_j, \tag{9}
\]

\[
H_{t_j}^A(s) < 0, \quad s < t_j, \tag{10}
\]

where the time order of the strict matrix inequalities corresponds to the strict decrease in the value function, and

\[
H_{t_j}^A(s) := \Psi_{t_j}^T \Pi_j \left( \left[ B_j [R_j]^{-1} [B_j]^T \right] \Psi_{t_j}^T \right) \left( \left[ B_j [R_j]^{-1} [B_j]^T \Psi_{t_j}^T \right] \Pi_j \right) \Psi_{t_j} - \Psi_{t_j}^T \Pi_j \left( \left[ B_j [R_j]^{-1} [B_j]^T \Pi_j - \Pi_j A_j \Pi_j - [A_j]^T \Pi_j - P_j \right] \Psi_{t_j} \Psi_{t_j} + C_{t_j}(t_j) \right) \right. \\
+ \left. \left[ B_j [R_j]^{-1} [B_j]^T \Psi_{t_j}^T \right] \Pi_j \right) \left( \left[ B_j [R_j]^{-1} [B_j]^T \Pi_j - \Pi_j A_j \Pi_j - [A_j]^T \Pi_j - P_j \right] \Psi_{t_j} \right) \Psi_{t_j} - \Psi_{t_j}^T \Pi_j \left( \left[ B_j [R_j]^{-1} [B_j]^T \Pi_j - \Pi_j A_j \Pi_j - [A_j]^T \Pi_j - P_j \right] \Psi_{t_j} \right) \Psi_{t_j} + C_{t_j}(t_j) \right. \\
+ \left. \left[ A_j^{-1} \right] [B_j [R_j]^{-1} [B_j]^T \Psi_{t_j}^T \right] \Pi_j \right) \left( \left[ B_j [R_j]^{-1} [B_j]^T \Pi_j - \Pi_j A_j \Pi_j - [A_j]^T \Pi_j - P_j \right] \Psi_{t_j} \right) \Psi_{t_j} - \Psi_{t_j}^T \Pi_j \left( \left[ B_j [R_j]^{-1} [B_j]^T \Pi_j - \Pi_j A_j \Pi_j - [A_j]^T \Pi_j - P_j \right] \Psi_{t_j} \right) \Psi_{t_j} - \frac{\partial C_{t_j}(t)}{\partial t}. \tag{11}
\]

Then the switching times are $\mathcal{F}$-independent (almost surely deterministic) and are independent of the initial conditions, and the associated optimal control actions are determined as

\[
u_{opt}(t, x) = -\left[ R_{t_j}(t) \right]^{-1} \left[ B_{t_j}(t) \right]^T \Pi_{t_j}(t) x_{opt}(t). \tag{12}\]

\[\square\]

**Proof.** See Appendix A.

An important consequence of Theorem 1 is that it yields as a corollary the crucial existence condition for the optimal stopping times used in Theorem 3.

Consider a system governed by

\[
dx(t) = (A(t)x(t) + B(t)u(t)) dt + D(t) dw(t), \tag{13}\]

where $t \in [0, t_{opt})$, and $t_{opt}$ is an $\mathcal{F}$-adapted stopping time, to be determined together with a continuous input in order to infimize (minimize) the cost

\[
J(u) = \frac{1}{2} \mathbb{E} \left\{ ||x(t_{opt})||_{C(t_{opt})}^2 + \int_{t_{opt}}^{t_{final}} \left( ||x(t)||_{F(t)}^2 + ||u(t)||_{R(t)}^2 \right) dt \right\}, \tag{14}\]

Define

\[
H^A(s) := P(s) - C(s) - A^T(s) C(s) - \frac{\partial C(t)}{\partial t} \bigg|_{t=s}. \tag{15}\]

**Corollary 2 (Stopping Policies for LQG Systems)** Consider the (deterministic) algebraic matrix expression (15). If there exists a finite time $t_s \in [0, \infty)$ for which

\[
H^A(s) = 0, \quad s = t_s, \tag{16}\]

\[
H^A(s) > 0, \quad s > t_s, \tag{17}\]

\[
H^A(s) < 0, \quad s < t_s, \tag{18}\]

then $t_{opt} = t_s$ for almost all $\omega \in \Omega$, that is to say, the optimal stopping time for the system (13) with the cost (14) is $\mathcal{F}$-independent, state-invariant, and takes the value $t_s$ almost surely, and the optimal input is determined by

\[
u(t, x) = -R^{-1}(t) B^T(t) \Pi(t) x(t), \tag{19}\]

where $\Pi(t)$ is the solution to

\[
\Pi = PB^{-1}B^T \Pi - \Pi A^T - \Pi P, \tag{20}\]

subject to the terminal (stopping) condition

\[
\Pi(t_s) = C(t_s). \tag{21}\]
\[ Q \]

**Proof.** The proof is immediate since it expresses the conditions of Theorem 1 for the special case of \( \Psi_\sigma = 0 \).

### 3 Major-Minor Hybrid LQG Mean Field Games

#### 3.1 Problem Description

We consider the case where there exists one major agent and \( N \) minor agents interacting with each other through the mean field coupling in their dynamics over the time interval \([0, T]\). Two types of minor agents are considered: type \( \mathcal{A}^a \) with the population of \( N_a \) and type \( \mathcal{A}^b \) with the population of \( N_b \), such that \( N_a + N_b = N \).

The dynamics of the major agent and a generic minor agent are described by the linear time evolution of their states and a quadratic performance function. However, the two populations of minor agents have different linear dynamics and quadratic performance objectives. We study the case where the major agent \( \mathcal{A}_0 \) is permitted to switch from one set of dynamics to another at time \( t_0^0 \) if optimal, while a generic minor agent \( \mathcal{A}_i, 1 \leq i \leq N \), is permitted to stop at an optimal time \( t_i^0 \). With abuse of notation, the superscript \( k \) in \( \mathcal{A}_k, k = 1, 2 \), denotes that the major agent’s operation mode governed by the dynamics (22) and the cost functional (24), and in \( \mathcal{A}_k^i, 1 \leq i \leq N, k \equiv a, b \), denotes that minor agent \( \mathcal{A}_i, 1 \leq i \leq N \), is of type \( k, k \equiv a, b \), governed by (26)-(27). As discussed in Section 3.2, the optimal switching or stopping policy for each agent is trajectory and state independent, and depends only on its dynamical parameters (i.e. the agent’s type). Since the dynamical parameters for all minor agents in their respective types are the same, it follows that the stopping times are the same for all agents of each subpopulation. The distinct nature of the switching (stopping) events, together with the continuous evolution of the states processes between switchings, result in the stochastic hybrid form of the problem analyzed in this paper. Moreover, the fact that the minor agents are modeled as members of large populations gives rise to our use of the LQG MFG framework. The system has several distinct combinatorial alternatives; this is because there are various distinct sequences wherein one subpopulation of minor agents or another drops out first, or the major agent switches to a particular discrete state before or after a minor agent stopping event. It is to be emphasized that the discrete state sequence that actually occurs for any given system depends upon the solution of the complete (initial to terminal) hybrid MFG equations for the system, and in particular is not prescribed. We note that a key condition which yields the collective switching of the entire subpopulations is given by (3) (see Section 2) and while this is reasonable in a class of LQG problems, the corresponding condition is most unlikely to hold in a nonlinear framework.

![Figure 1. Hybrid Automata Diagram with a single major player and two populations of minor players with switching and stopping times. Transitions accompanied by dimension changes are identified with double-line arrows.](image)

#### 3.2 Discrete State Association

In order to present the dynamics of the system in the stochastic hybrid systems framework of [41, 42], the discrete states \( q_{ab} \) are assigned (see Figure 1) where \( k \equiv a, b \) refers to the mode in the dynamics of the major agent and \( \bullet \) represents the active subpopulations of minor agents. For instance, the discrete state \( q_{0ab} \) indicates that the major agent is subject to its first dynamics and both subpopulations \( \mathcal{A}^a \) and \( \mathcal{A}^b \) are present, and the discrete state \( q_{2ab} \) indicates that the major agent is subject to its second dynamics, subpopulation \( \mathcal{A}^a \) is present and subpopulation \( \mathcal{A}^b \) has already quit the system. Furthermore, in order to refer to the temporal mode of the system, the multivalued discrete states \( Q_j \), \( 0 \leq j \leq 3 \), are introduced (see Figure 1), which correspond to the evolution of the system within the intervals \([t_j, t_{j+1}]\), where \( t_0 = 0 \) is the initial time, \( t_1, t_2, t_3 \) correspond to the times of stopping of a subpopulation or switching of the major agent, in the order of occurrence, and \( t_4 = T \) is the terminal time. This corresponds to the scenario in which all the possible discrete changes in the system occur before the terminal time, i.e. \( Q_3 = q_{2ab} \). Other scenarios where the discrete state at terminal time is different from the case considered here are possible with minor variations over the results presented in this paper.

Now, we describe the evolution of the system over the sequence of generic discrete states \( Q_j \), \( 0 \leq j \leq 3 \). The discrete state \( Q_0 \), as indicated in Figure 1, associates with the system evolution over the interval \([0, t_1]\) in the system’s initial setting where both subpopulations of minor agents are interacting together and with the major agent which is subject to its first dynamics \( \mathcal{A}_0^a \).

The multivalued discrete state \( Q_1 \) corresponds to the evolution of the system over \([t_1, t_2]\) with one change relative to the initial setting; this consists of three possible situations: (i) the major agent subject to its second dynamics \( \mathcal{A}_0^a \) is interacting with both subpopulations \( \mathcal{A}^a, \mathcal{A}^b \) present in the system; this corresponds to the centre node inside \( Q_1 \) in Figure 1 and is denoted by \( Q_1 = q_{2ab} \), (ii) the major agent subject
to its first dynamics \( \mathcal{A}_{0}^1 \) is interacting with the subpopulation \( \mathcal{A}_{0}^b \) while the subpopulation \( \mathcal{A}_{0}^b \) has quit the system; this corresponds to the top node inside \( Q_1 \) in Figure 1 and is denoted by \( Q_1 = q_{0b} \). (iii) The major agent subject to its first dynamics \( \mathcal{A}_{0}^1 \) is interacting with the subpopulation \( \mathcal{A}_{0}^a \), and the subpopulation \( \mathcal{A}_{0}^b \) has already quit, which corresponds to the bottom node inside \( Q_1 \) in Figure 1, denoted by \( Q_1 = q_{0b} \).

The multivalued discrete state \( Q_2 \) represents the evolution of the system over \([t_2, t_3)\) with two changes relative to the initial setting for which three situations can be considered: (I) the major agent subject to its second dynamics \( \mathcal{A}_{0}^2 \) is interacting with the subpopulation \( \mathcal{A}_{0}^a \), and the subpopulation \( \mathcal{A}_{0}^b \) has already quit, which corresponds to the top node inside \( Q_2 \) in Figure 1 denoted as \( Q_2 = q_{2b} \). (II) The major agent subject to its second dynamics \( \mathcal{A}_{0}^2 \) is interacting with \( \mathcal{A}_{0}^b \), and the subpopulation \( \mathcal{A}_{0}^a \) has already quit, which corresponds to the bottom node inside \( Q_2 \) in Figure 1 denoted by \( Q_2 = q_{2b} \). (III) The major agent is subject to its first dynamics \( \mathcal{A}_{0}^1 \) and both subpopulations \( \mathcal{A}_{0}^a \) and \( \mathcal{A}_{0}^b \) have already quit, which corresponds to the centre node inside \( Q_2 \) in Figure 1, denoted by \( Q_2 = q_{0} \).

The discrete state \( Q_3 \) corresponds to the evolution of the major agent subject to its second dynamics \( \mathcal{A}_{0}^2 \) over \([t_3, T]\) which corresponds to \( Q_3 = q_{0} \).

In this work it is assumed that each of the time periods \([t_j, t_{j+1})\) associated with the multivalued discrete state \( Q_j, 0 \leq j \leq 3 \), is non-empty, i.e. \( t_j < t_{j+1} \). This assumption is tenable since it will be shown that for the class of hybrid LQG systems in this paper, the switching times \( t_1, t_2, t_3 \) can be deterministically evaluated as they depend only on the system parameters.

**Remark 1** It would be possible to extend the formulation to include a larger number of subpopulations greater than two. However, this results in a larger number of discrete states and associated realizations for the system. Therefore the corresponding automata becomes more complex and the computational load increases. The problem may become intractable if the number of subpopulations becomes large.

### 3.3 Dynamics and Costs: Finite Population

#### 3.3.1 Major Agent

Let the evolution of the major agent \( \mathcal{A}_{0}^k \), \( k = 1, 2 \), be expressed as

\[
dx_0 = A_{0}^k x_0 dt + B_{0}^k u_0 dt + F_{0}^k x^{(N_t)}_0 dt + D_{0}^k dw_0, \tag{22}
\]

where \( x_0 \in \mathbb{R}^n \) is the state, \( u_0 \in \mathbb{R}^m \) is the control input, and \( w_0 \in \mathbb{R}^r \) is a standard Wiener process. The matrices \( A_{0}^k, B_{0}^k, F_{0}^k, D_{0}^k, k = 1, 2 \), are of appropriate dimension.

From (22), the major agent is coupled with the minor agents by the average term \( x^{(N)} = \frac{1}{N_t} \sum_{i=1}^{N_t} x_i \). Note that in (22), \( N_t \) may take the following values.

\[
N_t = \begin{cases} 
N_a + N_b & \text{for } Q_0 = q_{0ab}, Q_1 = q_{0ab} \\
N_a & \text{for } Q_1 = q_{0ab}, Q_2 = q_{0b} \\
N_b & \text{for } Q_1 = q_{0b}, Q_2 = q_{0b}, Q_3 = q_{0b} \\
0 & \text{for } Q_2 = q_{0b}, Q_3 = q_{0} 
\end{cases} \tag{23}
\]

where \( x^{(N_t)} := 0 \) for \( N_t = 0 \). The major agent \( \mathcal{A}_{0}^k, k = 1, 2 \), aims to minimize the following cost functional

\[
J_{N_t}^N(u_0, u_{-0}) = \frac{1}{T} \mathbb{E} \left[ \| x_0(T) \|_{P_0}^2 \right] + \int_{0}^{T} \left( \| x(t) - \Phi(x^{(N_t)}(t)) \|_{P_0}^2 + \| u(t) \|_{R_0}^2 \right) dt, \tag{24}
\]

with the weight matrices of appropriate dimension.

**Assumption 1** (i) \( (P_0^k)^T = P_0^k \), \( (R_0)^T = R_0^k \), \( (P_0^k)^T = P_0^k \), (ii) the matrices \( A_{0}^k, B_{0}^k, F_{0}^k, H_{0}^k, R_{0}^k, G_{0}^k, \) and \( P_{0}^k \) are bounded, (iii) \( R_{0}^k \) is a continuous function of time \( t \), \( 0 < t < T \), and (iv) every column \( D_{0}^k(:, j) \), \( j = 1, \ldots, r \), of \( D_{0}^k \) is such that \( \| D_{0}^k(:, j) \|_{2}^2 < \infty \).

**Assumption 2 (Convexity)** \( R_{0}^k > 0 \), \( P_{0}^k \geq 0 \), and \( P_{0}^k \geq 0 \).

We note once again that the superscript \( k \) in \( \mathcal{A}_{0}^k \) denotes that the major agent is acting with respect to the dynamics and the cost functional \( k \).
population. However, whenever the parameters of the associated extended dynamics (presented in Section 4.3) satisfy the requirements of Corollary 2, then the optimal stopping times \( t_i^* = t_j^* \) for the entire subpopulation of \( \mathcal{A}^i \)-type minor agents.

**Assumption 3** (i) \( P_i^0 = P_k, R_i^1 = R_k, P_i^0 = P_k \), (ii) the matrices \( A_k, B_k, F_k, G_k, P_k, B_i, H^2_k \) and \( R_k \) are bounded, (iii) \( R_k \) is a continuous function of time \( t \), \( 0 \leq t \leq T \), and (iv) every column \( D_k(:, j), j = 1, \ldots, r \), of \( D_k \) is such that \( \int_0^T \|D_k(:, j)\|^2 < \infty \).

**Assumption 4** (Convexity) \( \bar{P}_i \geq 0, \bar{P}_0 \geq 0, \) and \( R_k > 0 \).

From (26) and (27), a generic \( \mathcal{A}^i \)-type minor agent interacts with the major agent’s state as well as the average state of all existing minor agents through its dynamics and cost functional with the major agent’s state.

We denote by \( w = \{w_i, 0 \leq i \leq N\} \) the set of \( (N+1) \) independent \( \mathbb{R}^r \)-valued standard Wiener processes on the probability space \( (\Omega, \mathcal{F}, \mathbb{P}) \), where \( w \) is progressively measurable with respect to the filtration \( \mathcal{F}_i = \{\mathcal{F}_i \subset \mathcal{F}, t \geq 0\} \).

**Assumption 5** The initial states \( \{x_i(0), 0 \leq i \leq N\} \) defined on \( (\Omega, \mathcal{F}, \mathbb{P}) \) are identically distributed, mutually independent and also independent of \( \mathcal{F}_0 \), with \( \mathbb{E}(x_i(0)) = 0 \). Moreover, \( \sup, \mathbb{E}|x_i(0)|^2 \leq c < \infty, 0 \leq i \leq N < \infty, \) with \( c \) independent of \( N \).

We also define

\[ \mathcal{J}_k \triangleq \{1 \leq i \leq N\} \text{ agent } i \text{ belongs to sub-population } k, \]

where \( N_k := |\mathcal{J}_k| \) is the number of agents in class \( k \triangleq a, b \), with \( N_a + N_b = N \). The empirical distribution of the agents sampled independently of the initial conditions and Wiener processes within populations \( \mathcal{A}^a \) and \( \mathcal{A}^b \) at time \( t_0 \) is denoted by \( \pi^N = (\pi^N_a, \pi^N_b) \), where \( \pi^N_a = \frac{N_a}{N} \) and \( \pi^N_b = \frac{N_b}{N} \).

**Assumption 6** There exists \( \pi = (\pi_a, \pi_b) \) such that \( \lim_{N \to \infty} \pi^N = \pi \).

In the following we introduce the admissible sets of controls for each agent. By definition \( \mathcal{F}_{i{\theta}}, 1 \leq i \leq N \), is the increasing family of null set augmented \( \sigma \)-fields generated by \( \{x_i(\tau), x_i(t); 0 \leq \tau \leq t\} \), and \( \mathcal{F}_{0{\theta}} \) is the increasing family of null set augmented \( \sigma \)-fields generated by \( \{x_0(\tau), 0 \leq \tau \leq t\} \). \( \mathcal{F}_N \) is the increasing family of \( \sigma \)-fields generated by the set \( \{x_i(\tau), x_0(\tau); 0 \leq \tau \leq t, 1 \leq i \leq N\} \). The set of control actions \( \mathcal{U}^N \) consists of linear feedback control actions adapted to \( \mathcal{F}_N, t \in [0, T] \), \( 1 \leq N < \infty \).

**Assumption 7** (Major Agent Linear Controls) For the major agent \( \mathcal{A}_0 \) the set of control inputs \( \mathcal{U}_0^L \) is defined to be the collection of linear feedback controls adapted to the filtration \( \{\mathcal{F}_{i{\theta}}, t \in [0, T]\} \).

**Assumption 8** (Minor Agent Linear Controls) For the minor agent \( \mathcal{A}_i, 1 \leq i \leq N \), the set of control inputs \( \mathcal{U}_i^L \) is defined to be the collection of linear feedback controls adapted to the filtration \( \{\mathcal{F}_{i{\theta}}, t \in [0, T]\} \), \( 1 \leq i \leq N \).

### 4 Hybrid Mean Field Game Approach

Following the mean field game methodology with a major agent \([26, 40]\), the hybrid MFG problem is first solved in the infinite population limit where the average term in the finite population dynamics and cost functional of each agent is replaced by its infinite population limit, i.e. the mean field, and the major agent and a generic minor agent \( \mathcal{A}_i \) only use local information (i.e. \( \mathcal{F}_{0{\theta}}, \mathcal{F}_{i{\theta}} \), respectively). Then specializing to linear systems (see e.g. \([26]\)), the major agent’s state is extended with the mean field, while the minor agent’s state is extended with the mean field and the major agent’s state; this yields hybrid LQG optimal control problems (see appendix A) for each agent linked only through the mean field and the major agent’s state. Then the main results of \([26], [40]\) are (i) the existence of infinite population best response strategies which yield the Nash equilibria, and (ii) the infinite population best response strategies using local information applied to the finite population system yield an \( \varepsilon \)-Nash equilibrium (see Theorem 3).

In this section, first, the hybrid evolution of the mean field is derived. Then the extended hybrid optimal control problems for the major agent and minor agents are formed and addressed in the infinite population case. Finally, Theorem 3 is presented which links the infinite population and finite population hybrid LQG MFG problem solutions.

#### 4.1 Hybrid Evolution of Mean Field

Following the LQG MFG methodology \([26]\), the mean field is defined as the limit (in quadratic mean), when it exists, of the average of minor agents’ states when the population size goes to infinity

\[ x^N(t) = \lim_{N \to \infty} x^N(t) = \lim_{N \to \infty} \frac{1}{N} \sum_{i=1}^{N} x_i(t), \quad q.m. \]

where \( k \triangleq a, b \), for the case considered in this paper. Now, the control strategy for each minor agent is considered to have the general linear state feedback form

\[ u_i = L_{i1}^N x_i + L_{i2}^N x_0 + \sum_{j \neq i, j=1}^{N} L_{ij}^N x_j + m_k, \quad i \in \mathcal{J}_k, \quad (29) \]

for bounded time-varying matrices \( L_{i1}^N, L_{i2}^N, L_{ij}^N, \) and \( m_k \) of appropriate dimension (for notation brevity here and in the rest of the paper time arguments are dropped unless for clarity). Then the mean field dynamics, in q.m., is obtained by substituting (29) in the minor agents’ dynamics (26), and taking the average over subpopulation \( \mathcal{A}^k \), and then its limit as...
\[ N_k \to \infty. \]

With the assignment of discrete states \( Q_j \) introduced in Section 3.2, the set of the mean field equations is given by

\[ dx^{Q_j} = \bar{A}_j x^{Q_j} dt + \bar{G}_j x^{Q_j} u_0^{Q_j} dt + \bar{m}^{Q_j} dt, \quad j = 0, 1, 2, 3. \]  

(30)

For \( Q_0 = q_{iab}^{Q_0} \), \( \bar{Q}_0 = [\bar{x}_a^{T}, \bar{x}_b^{T}]^T \) consists of the mean field \( \bar{x}_a \) of the subpopulation \( \varphi_a \), and the mean field \( \bar{x}_b \) of the subpopulation \( \varphi_b \) with \( \bar{\pi}_0 = \bar{\pi} \). The matrices in (30) are then

\[
\bar{A}_0 = \begin{bmatrix} \bar{A}_a \\ \bar{A}_b \end{bmatrix}, \quad \bar{G}_0 = \begin{bmatrix} \bar{G}_a \\ \bar{G}_b \end{bmatrix}, \quad \bar{m}_0 = \begin{bmatrix} \bar{m}_a \\ \bar{m}_b \end{bmatrix},
\]

(31)

where \( \bar{A}_a, \bar{A}_b \in \mathbb{R}^{n \times 2n}, \bar{G}_a, \bar{G}_b \in \mathbb{R}^{n \times n}, \bar{m}_a, \bar{m}_b \in \mathbb{R}^n \). The above matrices shall be determined from the consistency equations discussed in Section 4.4.

In case (i) in Section 3.2 where \( Q_1 = q_{iab}^{Q_1} \), the mean field is defined as \( \bar{x}^{Q_1} = [\bar{x}_a^{T}, \bar{x}_b^{T}]^T \), hence \( \bar{\pi}^{Q_1} = \bar{\pi} \), and

\[
\bar{A}_1^{Q_1} = \begin{bmatrix} \bar{A}_a \\ \bar{A}_b \end{bmatrix}, \quad \bar{G}_1^{Q_1} = \begin{bmatrix} \bar{G}_a \\ \bar{G}_b \end{bmatrix}, \quad \bar{m}_1^{Q_1} = \begin{bmatrix} \bar{m}_a \\ \bar{m}_b \end{bmatrix}.
\]

(32)

For case (ii) where \( Q_1 = q_{iab}^{Q_2} \), \( \bar{x}^{Q_2} = \bar{x}_a \), and hence \( \bar{\pi}^{Q_2} = 1 \), and the matrices in (30) are given as

\[
\bar{A}_2^{Q_2} = \bar{A}_a, \quad \bar{G}_2^{Q_2} = \bar{G}_a, \quad \bar{m}_2^{Q_2} = \bar{m}_a.
\]

(33)

where \( \bar{A}_a \in \mathbb{R}^{n \times n}, \bar{G}_a \in \mathbb{R}^{n \times n}, \bar{m}_a \in \mathbb{R}^n \).

For case (iii) where \( Q_1 = q_{iab}^{Q_3} \), \( \bar{x}^{Q_3} = \bar{x}_b \), and hence \( \bar{\pi}^{Q_3} = 1 \), and the matrices in (30) are given by

\[
\bar{A}_3^{Q_3} = \bar{A}_b, \quad \bar{G}_3^{Q_3} = \bar{G}_b, \quad \bar{m}_3^{Q_3} = \bar{m}_b.
\]

(34)

For case (I) in Section 3.2 where \( Q_2 = q_{iab}^{Q_2} \), the mean field is defined as \( \bar{x}^{Q_2} = \bar{x}_a \), and hence \( \bar{\pi}^{Q_2} = 1 \), and the matrices in (30) are given as

\[
\bar{A}_2^{Q_2} = \bar{A}_a, \quad \bar{G}_2^{Q_2} = \bar{G}_a, \quad \bar{m}_2^{Q_2} = \bar{m}_a.
\]

(35)

For case (II) where \( Q_2 = q_{iab}^{Q_2} \), \( \bar{x}^{Q_2} = \bar{x}_a \), and hence \( \bar{\pi}^{Q_2} = 1 \), and the matrices in (30) are given by

\[
\bar{A}_2^{Q_2} = \bar{A}_a, \quad \bar{G}_2^{Q_2} = \bar{G}_a, \quad \bar{m}_2^{Q_2} = \bar{m}_a.
\]

(36)

For case (III) where \( Q_2 = q_{iab}^{Q_2} \), \( \bar{x}^{Q_2} = 0 \), hence \( \bar{\pi}^{Q_2} = 0 \).

Finally, for \( Q_3 = q_{iab}^{Q_3} \), \( \bar{x}^{Q_3} = 0 \), and as a result \( \bar{\pi}^{Q_3} = 0 \).

4.2 Major Agent: Infinite Populations

4.2.1 Hybrid Dynamics and Cost

The extended hybrid dynamics of the major agent in the infinite population, i.e. the dynamics for \( x^{\text{maj}, Q_j} \) is given by

\[
dx^{\text{maj}, Q_j} = (\bar{A}_j x^{\text{maj}, Q_j} + \bar{M}_j^{Q_j} + \bar{B}_j^{Q_j} u_0^{Q_j}) dt + \bar{D}_j^{Q_j} dW_0^{Q_j}, \quad j = 0, 1, 2, 3.
\]

(37)

where the dynamical matrices are given by

\[
\bar{A}_0 = \begin{bmatrix} \bar{A}_j \\ \bar{G}_j \end{bmatrix}, \quad \bar{M}_j^{Q_j} = \begin{bmatrix} 0_{n \times 1} \\ \bar{m}_j^{Q_j} \end{bmatrix}, \quad \bar{B}_j^{Q_j} = \begin{bmatrix} \bar{B}_j^{Q_j} \\ 0_{n \times 1} \end{bmatrix}, \quad \bar{D}_j^{Q_j} = \begin{bmatrix} \bar{D}_j^{Q_j} \end{bmatrix}, \quad \bar{W}_j^{Q_j} = \begin{bmatrix} w_0 \\ 0_{n \times 1} \end{bmatrix}.
\]

(38)

In (38), \( 0_{n \times 1} \) denotes a zero matrix of appropriate dimension, and \( \otimes \) denotes the Kronecker product.

The cost functional for the extended major agent’s hybrid system is given by

\[
J^{(Q_j)}_0(u_0) = \frac{1}{2} \mathbb{E} \left[ \left\| x_0^{\text{maj}, Q_j} (T) \right\|_{F_0}^2 + \sum_{j=1}^{3} \left\| x_0^{\text{maj}, Q_j} (T) \right\|_{F_j}^2 \right] + \frac{3}{2} \int_{t_0}^{t_4} \left[ \left\| u_0^{Q_j} (s) \right\|_{R_j}^2 \right] ds,
\]

(39)

where \( t_0 = 0, t_4 = T \). In (39), the first term denotes terminal cost and the third term denotes running cost where the corresponding weight matrices are defined as

\[
\bar{F}_0 = \bar{P}_0^2, \quad \bar{M}_j^{Q_j} = \begin{bmatrix} \bar{I}_n, -\bar{\pi}^{Q_j} \otimes \bar{H}_j^{Q_j} \end{bmatrix} \bar{P}_j^{Q_j} \begin{bmatrix} \bar{I}_n, -\bar{\pi}^{Q_j} \otimes \bar{H}_j^{Q_j} \end{bmatrix},
\]

(40)

where \( \bar{I}_n \) denotes the identity matrix of size \( n \). Moreover, the second term in (39) denotes the switching cost corresponding to the terminal cost of the quitting agents, for which the associated weight matrix \( \bar{C}_{0, \sigma_j} \) shall be identified for each switching in Section 4.2.2.

Now the dynamical and weight matrices introduced in their general form, respectively, in (38) and (40) are specified for each discrete state \( Q_j, 0 \leq j \leq 3 \).

Over the interval \([t_0, t_1]\), and in discrete state \( Q_0 \), the dynamics of the continuous state \( x_0^{\text{maj}, Q_0} = [x_0^{T}, \bar{x}_a^{T}, \bar{x}_b^{T}]^T \) is determined by (37) with

\[
\begin{align*}
\bar{A}_0^{Q_0} &= \begin{bmatrix} \bar{A}_j \\ \bar{G}_j \end{bmatrix}, \\
\bar{M}_0^{Q_0} &= \begin{bmatrix} 0_{n \times 1} \\ \bar{m}_j^{Q_j} \end{bmatrix}, \\
\bar{W}_0^{Q_0} &= \begin{bmatrix} 0_{n \times 1} \end{bmatrix}, \quad j = 0, 1, 2, 3.
\end{align*}
\]
where \( \pi \otimes F_0^1 = [\pi_a F_0^1, \pi_b F_0^1] \), and \( \mathbb{E}_0^{Q_0} \) in (39) is given by
\[
\mathbb{E}_0^{Q_0} = [I_n, -\pi_a H_0^1 - \pi_b H_0^1] P_0^1 [I_n, -\pi_a H_0^1 - \pi_b H_0^1].
\] We also define
\[
\mathbb{E}_0^{Q_0} = [I_n, -\pi_a H_0^1 - \pi_b H_0^1] P_0^1 [I_n, -\pi_a H_0^1 - \pi_b H_0^1].
\]
which will be used in Section 4.2.2 to specify the switching cost at \( t_1 \).

Over the interval \([t_1,t_2]\), in case (i) where \( Q_1 = q_0^{ab} \) holds over the interval \([t_1,t_2]\), the dynamics of \( x^0_{t_0} = [x_0^T, \bar{x}_0^T] \) is governed by (37) with
\[
\begin{align*}
\dot{P}_0^\alpha &= \left[ \begin{array}{cc} A_0^2 & \pi \otimes F_0^1 \\ \bar{G}_a \bar{A}_a & \bar{G}_b \bar{A}_b \end{array} \right], & M_0^\alpha &= \left[ \begin{array}{c} 0_{n \times 1} \\ \bar{m}_a \end{array} \right], & \mathbb{E}_0^{Q_0} &= \left[ \begin{array}{c} B_0^1 \\ 0_{n \times m} \end{array} \right], \\
\dot{D}_0^\alpha &= \left[ \begin{array}{cc} D_0^1 & 0_{n \times 2r} \\ 0_{n \times r} & 0_{2n \times 2r} \end{array} \right], & \bar{W}_0^{Q_0} &= \left[ \begin{array}{c} w_0 \end{array} \right], & \bar{Q}_0^{Q_0} &= \left[ \begin{array}{c} 0 \end{array} \right].
\end{align*}
\] (44)

and \( \mathbb{E}_0^{Q_0} \) in (39) and \( \mathbb{E}_0^{Q_0} \) (to be used in Section 4.2.2 for specifying the switching cost at \( t_0 \)) are given by
\[
\begin{align*}
P_0^{Q_0} &= [I_n, -\pi_a H_0^2 - \pi_b H_0^2] P_0^1 [I_n, -\pi_a H_0^2 - \pi_b H_0^2], \quad (45) \\
\mathbb{E}_0^{Q_0} &= [I_n, -\pi_a H_0^2 - \pi_b H_0^2] P_0^1 [I_n, -\pi_a H_0^2 - \pi_b H_0^2]. \quad (46)
\end{align*}
\]

Over the interval \([t_1,t_2]\), in case (ii) where \( Q_1 = q_0^{ab} \) holds, the dynamics and cost functional for \( x^0_{t_0} = [x_0^T, \bar{x}_0^T] \) are, respectively, determined by (37) and (39) with
\[
\begin{align*}
\dot{P}_0^\alpha &= \left[ \begin{array}{cc} A_0^2 & F_0^1 \\ \bar{G}_a \bar{A}_a & \bar{G}_b \bar{A}_b \end{array} \right], & M_0^\alpha &= \left[ \begin{array}{c} 0_{n \times 1} \\ \bar{m}_a \end{array} \right], & \mathbb{E}_0^{Q_0} &= \left[ \begin{array}{c} B_0^1 \\ 0_{n \times m} \end{array} \right], \\
\dot{D}_0^\alpha &= \left[ \begin{array}{cc} D_0^1 & 0_{n \times 2r} \\ 0_{n \times r} & 0_{2n \times 2r} \end{array} \right], & \bar{W}_0^{Q_0} &= \left[ \begin{array}{c} w_0 \end{array} \right], & \bar{Q}_0^{Q_0} &= \left[ \begin{array}{c} 0 \end{array} \right].
\end{align*}
\] (47)

Over the interval \([t_1,t_2]\), in case (iii) where \( Q_1 = q_0^{ab} \) holds,
\[
\begin{align*}
\dot{P}_0^\alpha &= [I_n, -H_0^1] P_0^1 [I_n, -H_0^1], & \bar{P}_0^{Q_0} &= [I_n, -H_0^1] P_0^1 [I_n, -H_0^1].
\end{align*}
\] (48)
4.2.2 Jump Transition Maps and Switching Costs

The major agent’s switching cost associated with $t_j$ takes into account the cost incurred when a change occurs in the system. To identify it, we define the notation $\bar{M}_0^Q(l : m)$, $0 \leq j \leq 3$, which is formed by using matrix $\bar{E}_0^Q$ wherein all the entries are made zero except those associated with its $l$-th to $m$-th columns and rows. Hence it has the same dimension (size) as $\bar{E}_0^Q$, i.e.

$$M_0^Q(l : m) = \begin{bmatrix} 0 & 0 \\ \bar{E}_0^Q(l : m) \\ 0 & 0 \end{bmatrix} \text{size(} \bar{E}_0^Q \text{)} \tag{59}$$

where $\bar{E}_0^Q(\cdot : l ; m)$ and $\bar{E}_0^Q(l : m ; \cdot)$, respectively, denote $l$-th to $m$-th columns and rows of $\bar{E}_0^Q$.

The values of the major agent’s continuous state before and after switching at $t_1$ satisfy the following jump map

$$x_0^{e, Q_1}(t_1) = \Psi_{0, \sigma_1} x_0^{e, Q_0}(t_1-). \tag{60}$$

For the transition between $Q_0$ and case (i) for $Q_1$ where $Q_1 = q_{0ab}$ the map $\Psi_{0, \sigma_1}$ is the identity matrix, i.e.

$$\Psi_{0, \sigma_1} = \Psi_{0, \sigma_{q_{0ab} q_{0ab}}} = I_{3n}. \tag{61}$$

This transition is not accompanied by change in the dimension of the major agent’s extended state. Furthermore, the weight matrix for the corresponding switching cost is

$$C_{0, \sigma_1} = C_{0, \sigma_{q_{0ab} q_{0ab}}} = 0_{3n \times 3n}. \tag{62}$$

For the transition between $Q_0$ and case (ii) where $Q_1 = q_{j_0}$

$$\Psi_{0, \sigma_1} = \Psi_{0, \sigma_{q_{0ab} q_{0ab}}} = \begin{bmatrix} I_n & 0_{n \times n} & 0_{n \times n} \\ 0_{n \times n} & I_n & 0_{n \times n} \end{bmatrix}, \tag{63}$$

$$C_{0, \sigma_1} = C_{0, \sigma_{q_{0ab} q_{0ab}}} = M_{q_{0ab}} (2n+1 : 3n). \tag{64}$$

For the transition between $Q_0$ and case (iii) where $Q_1 = q_{1b}$

$$\Psi_{0, \sigma_1} = \Psi_{0, \sigma_{q_{0ab} q_{0ab}}} = \begin{bmatrix} I_n & 0_{n \times n} & 0_{n \times n} \\ 0_{n \times n} & 0_{n \times n} & I_n \end{bmatrix}, \tag{65}$$

$$C_{0, \sigma_1} = C_{0, \sigma_{q_{0ab} q_{0ab}}} = M_{q_{0ab}} (n+1 : 2n). \tag{66}$$

The values of the major agent’s continuous state before and after the switching at $t_2$ satisfy the jump transition map

$$x_0^{e, Q_2}(t_2) = \Psi_{0, \sigma_2} x_0^{e, Q_1}(t_2-), \tag{67}$$

where

$$\Psi_{0, \sigma_2} = \begin{cases} \Psi_{0, \sigma_{q_{0ab} q_{0ab}}} = I_{2n}, \\
\Psi_{0, \sigma_{q_{0ab} q_{0ab}}} = \begin{bmatrix} I_n & 0_{n \times n} & 0_{n \times n} \\ 0_{n \times n} & I_n & 0_{n \times n} \end{bmatrix}, \\
\Psi_{0, \sigma_{q_{0ab} q_{0ab}}} = \begin{bmatrix} I_n & 0_{n \times n} & 0_{n \times n} \\ 0_{n \times n} & I_n & 0_{n \times n} \end{bmatrix}, \\
\Psi_{0, \sigma_{q_{0ab} q_{0ab}}} = I_{2n \times 2n}, \\
\Psi_{0, \sigma_{q_{0ab} q_{0ab}}} = \begin{bmatrix} I_n & 0_{n \times n} & 0_{n \times n} \end{bmatrix} \end{cases} \tag{68}$$

Furthermore, the matrix coefficient $C_{0, \sigma_2}$ of the switching cost at $t_2$ for each case is defined as

$$C_{0, \sigma_2} = \begin{cases} C_{0, \sigma_{q_{0ab} q_{0ab}}} = 0_{2n \times 2n}, \\
C_{0, \sigma_{q_{0ab} q_{0ab}}} = M_{q_{0ab}} (n+1 : 2n), \\
C_{0, \sigma_{q_{0ab} q_{0ab}}} = M_{q_{0ab}} (2n+1 : 3n), \\
C_{0, \sigma_{q_{0ab} q_{0ab}}} = M_{q_{0ab}} (n+1 : 2n), \\
C_{0, \sigma_{q_{0ab} q_{0ab}}} = 0_{2n \times 2n}, \\
C_{0, \sigma_{q_{0ab} q_{0ab}}} = M_{q_{0ab}} (n+1 : 2n). \end{cases} \tag{69}$$

The values of the major agent’s continuous state before and after the switching at $t_3$ satisfy the following jump map

$$x_0^{e, Q_3}(t_3) = \Psi_{0, \sigma_3} x_0^{e, Q_2}(t_3-), \tag{70}$$

$$\Psi_{0, \sigma_3} = \begin{cases} \Psi_{0, \sigma_{q_{0ab} q_{0ab}}} = \begin{bmatrix} I_n & 0_{n \times n} \\ 0_{n \times n} & I_n \end{bmatrix}, \\
\Psi_{0, \sigma_{q_{0ab} q_{0ab}}} = \begin{bmatrix} I_n & 0_{n \times n} \end{bmatrix} \end{cases} \tag{71}$$

Accordingly, the matrix coefficient $C_{0, \sigma_3}$ of the switching cost at $t_3$ for each case is given by

$$C_{0, \sigma_3} = \begin{cases} C_{0, \sigma_{q_{0ab} q_{0ab}}} = M_{q_{0ab}} (n+1 : 2n), \\
C_{0, \sigma_{q_{0ab} q_{0ab}}} = 0_{n \times n}, \\
C_{0, \sigma_{q_{0ab} q_{0ab}}} = M_{q_{0ab}} (n+1 : 2n). \end{cases} \tag{72}$$

Notice that some of the transitions of (60), (67), (70) are between the spaces of the same dimension such as (61) while other transitions may be accompanied by changes in
the dimension of the state space, e.g. (63) is a mapping from $\mathbb{R}^{3k}$ into $\mathbb{R}^{2n}$. These dimension changes are permitted in the stochastic hybrid systems framework of [41, 42] (see [43] for another motivating example for change of dimension at switching).

4.2.3 Best Response Hybrid Control Action

To obtain the best response hybrid control action for the major agent in the infinite population, we utilize Theorem 1 in Section 2 developed for single agent hybrid LQG optimal control problems. By the definition of the terms $\mathbb{D}_0$, they automatically satisfy the condition (3) (see Section 2), or equivalently condition A1 in [41, Eq. (3)] as

$$\mathbb{D}_0 = \Psi_{0,\sigma_i} \mathbb{D}_0^{i-1}, \quad j = 1, 2, 3,$$  

(73)

holds for all the jump transition maps introduced in this section. Moreover, it is assumed conditions (8)-(10) in Section 2 hold. Therefore, the optimal controlled switching times for the major agent are $\mathcal{F}_j$-independent. Then an application of the hybrid LQG optimal control theory (see Theorem 1) yields the infinite population best response hybrid control action for discrete states $\{Q_0, \ldots, Q_3\}$ as in

$$u_{0,j}^i(t) = -[A_0^j]^{-1} [\mathbb{E}_0^j] T_0^j(t) x_0^j(t),$$  

(74)

subject to the terminal and boundary conditions

$$\Pi_0^j(t) = \tilde{\Pi}_0^j,$$  

(76)

$$\Pi_0^{j-1}(t_j) = \Psi_0^j \Pi_0^j(t_j) \Psi_0^j + C_0^j, \quad j = 1, 2, 3,$$  

(77)

$$\Pi_0^j(t_j) = \Psi_0^j \Pi_0^j(t_j) \Psi_0^j + C_0^j,$$  

(78)

subject to the terminal and boundary conditions

$$\Pi_0^{j} = [A_0^j]^{-1} [\mathbb{E}_0^j] T_0^j(t) x_0^j(t),$$  

(79)

where $t_j, \ j = 1, 2, 3$, indicate the times of change in the system due to the major agent’s switching of dynamics or cessation of subpopulations of minor agents.

4.3 Minor Agents: Infinite Population

4.3.1 Hybrid Dynamics and Costs

The extended dynamics for a generic minor agent $\mathcal{M}_i^k$, $1 \leq i \leq N$, in the population $k \triangleq a, b$, with the extended state $x_i^e$ has a general form as in

$$dx_i^e = (A_i^k x_i + B_i^k u_i^e) dt + \mathbb{D}_k^i dW_i,$$  

(80)

where

$$A_k = \begin{bmatrix} \Delta_k & 0 & \cdots & 0 \\ \vdots & \ddots & \ddots & \vdots \\ 0 & \cdots & A_k \end{bmatrix}, \quad B_k = \begin{bmatrix} B_k^1 \\ \vdots \\ B_k^n \end{bmatrix}, \quad W_i = \begin{bmatrix} w_i^1 \\ \vdots \\ w_i^n \end{bmatrix}.$$  

(81)

Notice that in (80) the major agent’s closed-loop dynamics at discrete state $Q_j, 0 \leq j \leq 3$, given by (37) is used to derive the extended dynamics for minor agent $\mathcal{M}_i^k$ at discrete state $Q_j, 0 \leq j \leq 3$. Similar to the major agent’s case, $0 \leq j \leq 3$ denotes a zero matrix of appropriate dimension.

The cost functional for the extended minor agent $\mathcal{M}_i^k$’s hybrid system is given by

$$J_i^{m,k}(u, u_0) = \frac{1}{2} \mathbb{E} \left[ \sum_{j=1}^{\ell} \mathbb{E}_k^j x_i(t_j) \mathbb{E}_k^j x_i(t_j) + \sum_{j=1}^{\ell} ||x_i(t_j)||_{\mathbb{E}_k^j}^2 \right],$$  

(82)

where $Q_j$ denotes the discrete state after which minor agent $\mathcal{M}_i^k$ quits the system at the individual stopping time $t_j$ and $\ell \in \{0, 1, 2\}$ denotes the index of the associate discrete state. The weight matrices associated with the terminal cost (first term) and the running cost (second term) in (82) are, respectively, given by

$$\tilde{P}_k = \tilde{P}_k,$$  

$$\tilde{P}_k = [I_n, -H_k^\dagger, -\pi Q_i \otimes H_k^\dagger] P_k[I_n, -H_k^\dagger, -\pi Q_i \otimes H_k^\dagger],$$  

(83)

where $\tilde{P}_k$ shall be used to specify the weight matrix $C_k^{i,\sigma_j}$ associated with the switching cost (second term) in (82) in a similar manner to that of the major agent in Section 4.2.2. The values of minor agent $\mathcal{M}_i^k$’s continuous state before and after the switching time $t_j$ satisfy the following jump transition map

$$x_i^{e,\sigma_j}(t_j) = \Psi_i^{\sigma_j} x_i^{e,\sigma_j-1}(t_j).$$  

The realizations of $C_k^{i,\sigma_j}$ and $\Psi_i^{\sigma_j}$ associated with the switching times $t_j, j = 1, 2, 3$, are presented in Appendix B.
4.3.2 Best Response Hybrid Control Actions

The optimal stopping problem for a minor agent is equivalent to a hybrid optimal control problem in which the dynamics and costs become zero after stopping. Let us assume that minor agent $\sigma_k^j$ stops at time $t_k^j$ after the discrete state $Q_{j\ell}$, $\ell \in \{0, 1, 2\}$. The definitions for $\mathbb{D}_k^Q$ directly result in the satisfaction of condition (3) (see Section 2), or equivalently condition A1 in [41, Eq. (3)], i.e.

$$\mathbb{D}_k^Q = \Psi_k^{j, \sigma_j} \mathbb{D}_k^{Q_{j-1}}, \quad j \in \{1, \cdots, \ell\}, \quad k \triangleq a, b. \hspace{1cm} (84)$$

Furthermore, it is assumed in this paper that conditions (8)-(10), and (16)-(18), respectively, hold on the parameters $A_k, B_k, D_k, \mathbb{D}_k, \mathbb{P}_k, \mathbb{Q}_k, \mathbb{M}_k, \mathbb{Q}_k^{j, \sigma}$, etc., of the extended system and, consequently, the optimal stopping times $t_k^j$ and switching times $t_j$ exist and are determined by the solutions to (8)-(10), and (16)-(18). Moreover, the optimal stopping and switching times are $\mathcal{F}_t$-independent and depend only on the dynamical parameters; this implies that all minor agents of the same type switch and stop at the same instant. Then the application of the results of Theorem 1 and Corollary 2 yields the infinite population best response strategies for the discrete states $\{Q_0, \cdots, Q_{\ell}\}$ given by

$$u_i^{Q_{j, \infty}}(t) = -R_k^{-1}[\mathbb{D}_{k}^{Q_j}]^T \Pi_{k}^{Q_j}(t)x_i^{Q_j}(t), \hspace{1cm} (85)$$

with

$$-\Pi_{k}^{Q_j} = \Pi_{k}^{Q_j} A_k^{Q_j} + A_k^{Q_j} \Pi_{k}^{Q_j} - \Pi_{k}^{Q_j} \mathbb{Q}_k^{j, \sigma} R_k^{-1}[\mathbb{D}_k^{Q_j}]^T \Pi_{k}^{Q_j} + \mathbb{P}_k^{Q_j}$$

subject to the terminal conditions

$$\Pi_{k}^{Q_j}(t_f) = \mathbb{P}_k^{Q_j},$$

$$\left(\mathbb{Q}_k^{j, \sigma} A_k^{Q_j} + A_k^{Q_j} \mathbb{Q}_k^{j, \sigma} - \mathbb{Q}_k^{j, \sigma} R_k^{-1}[\mathbb{Q}_k^{j, \sigma}]^T \mathbb{Q}_k^{j, \sigma}\right)_{t = t_f} = \frac{\partial C^k_{i, \sigma_j}}{\partial t} \bigg|_{t = t_f}, \hspace{1cm} (88)$$

and the boundary conditions

$$\Pi_{k}^{Q_j-1}(t_j) = \left[\Psi_k^{j, \sigma_j}\right]^T \Pi_{k}^{Q_j}(t_j) \Psi_k^{j, \sigma_j} + C^k_{i, \sigma_j}, \hspace{1cm} (89)$$

if $t_j < t_k^j$, where $\{t_j, j \in \{1, \cdots, \ell\}\}$ denote the times of change in the system due to the major agent’s switching of dynamics or cessation of the other subpopulation of minor agents. We observe that for the case where the subpopulation $k, k \triangleq a, b$, stops at time $t_1$, the boundary conditions (89) and (90) are irrelevant for the agents belonging to the quitting subpopulation.

4.4 Hybrid Mean Field Equilibrium Conditions and $\varepsilon$-Nash Equilibrium

Let us define

$$\Pi_k^{Q_j} = \begin{bmatrix} \Pi_{k,11}^{Q_j} & \Pi_{k,12}^{Q_j} & \Pi_{k,13}^{Q_j} \\ \\ \Pi_{k,21}^{Q_j} & \Pi_{k,22}^{Q_j} & \Pi_{k,23}^{Q_j} \\ \\ \Pi_{k,31}^{Q_j} & \Pi_{k,32}^{Q_j} & \Pi_{k,33}^{Q_j} \end{bmatrix}, \quad k \triangleq a, b,$$

$$e_k^{Q_j} = \begin{cases} \ell_n \quad & \text{if } \bar{x}_k^{Q_j} = \bar{x}_k, \\ \lbrack 0, 0_{n \times n} \rbrack \quad & \text{if } \{\bar{x}_k^{Q_j} \neq \bar{x}_k\} \cap \{k = a\}, \\ \{0_{n \times n}, 0_n \} \quad & \text{if } \{\bar{x}_k^{Q_j} \neq \bar{x}_k\} \cap \{k = b\}. \end{cases} \hspace{1cm} (91)$$

We substitute the set of obtained best response strategies (85) in (26). Then we take an average over the corresponding subpopulation and take its limit as $N \to \infty$. In order to generate a mean field game equilibrium the obtained equation (30) must correspond to the same dynamical system generating the mean field. Consequently we obtain the Consistency Condition equations, determining $A^{Q_j}$, $G^{Q_j}$, $\bar{m}^{Q_j}$, given by

$$\Pi_0^{Q_j} = \Pi_0^{Q_j} \Pi_0^{Q_j} R_0^{-1} \Pi_0^{Q_j} \Pi_0^{Q_j} - \Pi_0^{Q_j} A_0^{Q_j} - A_0^{Q_j} \Pi_0^{Q_j} + \Pi_0^{Q_j} - R_0^{-1} \Pi_0^{Q_j}$$

$$\Pi_k^{Q_j} = \Pi_k^{Q_j} \Pi_k^{Q_j} R_k^{-1} \Pi_k^{Q_j} \Pi_k^{Q_j} - \Pi_k^{Q_j} A_k^{Q_j} - A_k^{Q_j} \Pi_k^{Q_j} + \Pi_k^{Q_j} - R_k^{-1} \Pi_k^{Q_j}$$

$$\bar{x}_k^{Q_j} = [A_k - B_k R_k^{-1} B_k^T \Pi_{k,11}^{Q_j}] e_k^{Q_j} + \bar{x}_k$$

$$G_k^{Q_j} = G_k - B_k R_k^{-1} B_k^T \Pi_{k,12}^{Q_j},$$

$$\bar{m}_k^{Q_j} = 0, \hspace{1cm} (92)$$

for each discrete state $Q_j$, $0 \leq j \leq 3$, and the corresponding population $k, k \triangleq a, b$. The set of equations (92) forms a fixed-point problem for each discrete state $Q_j, 1 \leq j \leq 3$, that should be solved by each minor agent in order to compute the matrices in the mean field dynamics.

Assumption 9 The parameters in (22)-(27) belong to a non-empty set which yields the existence and uniqueness of the solutions $(\Pi_0^{Q_j}, \Pi_k^{Q_j}, A_k^{Q_j}, G_k^{Q_j}, \bar{m}^{Q_j})$ to the resulting set of mean field fixed-point equations (92) at each discrete state $Q_j, 0 \leq j \leq 3$.

The following theorem links the infinite population equilibria to the finite population case.

**Theorem 3 ($\varepsilon$-Nash Equilibrium for Hybrid LQG MFGs)** Subject to Assumptions 1-9, and subject to the assumption
that the equations (8)-(10), and (16)-(18) are satisfied, the \( F_t \)-invariant optimal switching and stopping times \( t_1, t_2, t_3 \) exist and are uniquely determined. In that case system equations (37)-(40), (79)-(82), together with the set of mean field equations (92) generate a set of control laws which yields the infinite population Nash equilibrium. When the set of infinite population control laws \( \bar{\mathcal{U}}_{M}^{N_j} = \{ u_i^{Q_j^{(i)}, \ast}; 0 \leq i \leq N_j \}, 0 \leq j \leq 3, 1 \leq N_j \leq N < \infty \), given by (74), (85) is applied to the finite population system (22), (26), it yields an \( \varepsilon \)-Nash equilibrium for all \( \varepsilon \), i.e. for all \( \varepsilon > 0 \), there exists \( N(\varepsilon) \) such that for all \( N \geq N(\varepsilon) \):

\[
J_i^{Q_j^{(N)}}(u_i^{Q_j^{(i)}}, u_{i-1}^{Q_j^{(i)}}) - \varepsilon \leq \inf_{u_i \in \mathcal{U}_i} J_i^{Q_j^{(N)}}(u_i, u_{i-1}^{Q_j^{(i)}}) 
\leq J_i^{Q_j^{(N)}}(u_i^{Q_j^{(i)}}, u_{i-1}^{Q_j^{(i)}}),
\]

where \( J_i^{Q_j^{(N)}}(\ldots) \) denotes the finite-population cost functional of the generic agent \( \mathcal{A}_i \) at the discrete state \( Q_j \). \( \Box \)

Proof. See Appendix C.

4.5 Hybrid Dynamic Programming Methodology

The order of the switching and stopping events \( Q_0, Q_1, Q_2, Q_3 \), if all of them occur, is assumed to be fixed. As depicted in Figure 1 and explained in Section 3.2, there are three possible realizations for each of the discrete states \( Q_1 \) and \( Q_2 \). The optimal sequence of switching, that is to say the discrete trajectory of the system, is determined via dynamic programming backward propagation. For this purpose, the steps below are followed.

Step 1. (Solving backwards for transitions from \( Q_3 \) to \( Q_2 \)). Equation (75) is solved for \( \Pi_{Q_3}^{Q_1}(t) \) backward in time, subject to the terminal condition (76). Then the values for \( \Pi_{Q_3}^{Q_1}(t) \) are substituted in the right hand side of (77) to obtain \( \Pi_{Q_2}^{Q_1}(t) \) for all three realizations of \( \Psi_{0, \mathcal{A}} \) and \( \mathcal{C}_{0, \mathcal{A}} \) given by (71) and (72), respectively. Next, we substitute \( \Pi_{Q_2}^{Q_1}(t) \) and the corresponding \( \Psi_{0, \mathcal{A}} \) and \( \mathcal{C}_{0, \mathcal{A}} \) in (78). Then the time instant at which (78) holds determines \( t_3 \) for the transition from the corresponding realization of \( Q_2 \) to \( Q_3 \). The transitions from \( Q_2 \triangleq q_{2b} \) to \( Q_3 \) or from \( Q_2 \triangleq q_{2d} \) to \( Q_3 \) are equivalent to the stopping of subpopulation \( \mathcal{A}_b \) or \( \mathcal{A}_d \), respectively, at the obtained switching time \( t_3 \). Hence equation (88) must also hold at the associated \( t_3 \) for each of the mentioned cases. Similarly, for the transition from \( Q_2 \triangleq q_0 \) to \( Q_3 \) both (78) and (90) must hold at the same time.

We observe that if (78) does not hold for any of the realizations of \( Q_2 = \{ q_{2d}^{a}, q_0, q_{2b} \} \), then we conclude that \( Q_3 \) is not the final discrete state of the system. Subsequently, we start from Step 2 solving the dynamic programmingbackward in time from \( t = T \).

Step 2. (Solving backwards for transitions from \( Q_2 \) to \( Q_1 \)).

Starting from the obtained realizations of \( Q_2 \) in Step 1 and the corresponding switching times \( t_3 \), we follow a similar approach as in Step 1 to determine the realizations of \( Q_1 \) which may take place and their corresponding switching times \( t_2 \). More specifically, equation (75) is solved with the boundary (terminal) condition (77) with \( j = 3 \) at \( t_3 \). Then, for example, to determine from \( Q_2 \triangleq q_{2b} \) which of (either of or neither of) the transitions to \( Q_1 \triangleq q_{1b}^{a} \) and \( Q_1 \triangleq q_{1b}^{b} \) may occur, equations (78), (88) and (79) are checked, respectively.

Step 3. (Solving backwards for transitions from \( Q_1 \) to \( Q_0 \)). Similar to the previous steps, starting from the cases for \( Q_1 \) and the value for \( t_2 \) determined in Step 2, it is investigated using equations (78), (88) and (90) whether the transition to \( Q_0 \) may occur or not and, if affirmative, the corresponding switching time \( t_1 \) is calculated.

Step 4. (Specifying the optimal discrete sequence). In case the Steps 1-3 yield more than one sequence for the discrete state trajectory, the optimal sequence is determined by comparing the value functions along the obtained discrete state sequences with the value function for the case where no switching or stopping event happens. Finally it should be noted that if Steps 1-3 result in no realized discrete trajectory, then the system may remain in the discrete state \( Q_0 \) over the interval \([0, T]\).

5 Simulations

The framework introduced in the current paper can be applied to practical examples. In particular, an application to optimal execution problems in financial markets is indicated in reference [23]. However, the case study in this section has been chosen to clearly illustrate the dynamical properties of hybrid MFG systems, in particular, how the stopping of one or both subpopulations may affect other agents in the game. Consider a system of 100 minor agents with two types \( \mathcal{A}_d^{a} \) and \( \mathcal{A}_d^{b} \) and a single major agent \( \mathcal{A}_0 \). The minor agents are provided with the option to quit if it is optimal for them to do so. Since the major agent is not permitted to switch in this example, the system has three discrete states \( Q_0, Q_1, Q_2 \), which index the stopping of one or both subpopulations as illustrated in Figure 2.
To clearly depict the impact of subpopulations’ stopping on the control action and the trajectory of other agents, time-varying system matrices for a generic minor agent in subpopulation $\mathcal{A}^a$, with $N_a = 50$, are defined as

$$A_a \triangleq \begin{bmatrix} 2e^{-t} & e^{-0.5t} \\ e^{-0.5t} & 2e^{-t} \end{bmatrix}, \quad B_a \triangleq \begin{bmatrix} 1 \\ 0.1 \end{bmatrix},$$

and for a generic minor agent in subpopulation $\mathcal{A}^b$, with $N_b = 50$, are given by

$$A_b \triangleq \begin{bmatrix} 5e^{-1.5t}\cos(t) & 5e^{-2\tau} \\ 5e^{-2\tau}\sin(t) & 5e^{-1.5t} \end{bmatrix}, \quad B_b \triangleq \begin{bmatrix} 0 \\ 0.1 \end{bmatrix},$$

and for the major agent are given by

$$A_0 \triangleq \begin{bmatrix} 2e^{-t} & e^{-t} \\ e^{-0.5t} & 2e^{-0.5t} \end{bmatrix}, \quad B_0 \triangleq \begin{bmatrix} 0.1 \\ 0.1 \end{bmatrix}.$$

The parameters used in the simulation are: $t_{final} = 18$ sec, $\Delta t = 0.01$ sec, $\sigma_0 = 0.015$, $\sigma_a = \sigma_b = 0.05$, $H_0 = 0.6 \times I_2$, $H_a^1 = H_b^1 = 0.2 \times I_2$, $H_a^2 = H_b^2 = 0.02 \times I_2$, $G_a = G_b = 0.2 \times I_2$.

We note that Assumptions 1-4 are satisfied as the parameters are bounded analytic functions of time. Then following the steps in Section 4.5 the optimal control actions and state trajectories for a single realization in discrete states $Q_0$, $Q_1$, $Q_2$ for the entire population of 101 agents are obtained (To solve the corresponding Riccati equations we use the MATLAB code recommended by MathWorks.) In Figure 3 and Figure 4 only 10 minor agents are shown for the sake of clarity. The subpopulations $\mathcal{A}^b$ and $\mathcal{A}^a$ stop, respectively, at $t_1 = 6$ sec and $t_2 = 12$ sec. This, in particular, impacts the behaviour of the major agent at the stopping times $t_1$ and $t_2$ as illustrated in Figure 3 and Figure 4.

**6 Conclusions**

A hybrid mean field game theory has been established here for a class of major-minor LQG MFG systems for which controlled switching and stopping times are state and trajectory independent, and only depend on the dynamical and cost functional parameters of each agent. As a result, all agents of the same type would stop or switch at the same time. It is of significant interest to develop and extend the theory to account for switchings and stoppings at individual rates and/or upon arrival on switching manifolds, where individuals in subpopulations may quit or switch to alternative dynamics at different times. This is of particular importance in the modelling of optimal execution problems where traders stop or switch after reaching a specific number of shares.

---

1. https://www.mathworks.com/matlabcentral/answers/94722-how-can-i-solve-the-matrix-riccati-differential-equation-within-matlab
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A Proof of Theorem 1

We invoke the Stochastic Hybrid Minimum Principle \([41]\) to form the family of system Hamiltonians as

\[
H^Q(\lambda^Q, \lambda^Q, K^Q) = \frac{1}{2} \left( \|x(t)\|^2_{P(t)} + \|u(t)\|^2_{R(t)} \right) + \left[ \lambda(t) \right]^T \left( A^Q x(t) + B^Q u(t) \right) + \left[ K^Q \right]^T \left( D^Q \lambda(t) \right), \tag{A.1}
\]

It immediately follows that

\[
\text{argmin}_{\lambda^Q \in R^m} H^Q(\lambda^Q, \lambda^Q, K^Q) = -\left[ R^Q \right]^{-1} \left[ B^Q \right]^T \lambda^Q, \tag{A.2}
\]

In order to find conditions under which the adjoint processes take the form \(\lambda^Q(t) = \Pi^Q(t) \lambda^Q(t)\) we begin with the final discrete state \(Q_{t}\), and follow similar arguments as those in classical LQG theory (see e.g. [31, Chapter 6]), to obtain

\[
\lambda^Q(T) = \Pi^Q(T) \lambda^Q(T) = \frac{1}{2} \frac{\partial}{\partial x} \|x(T)\|^2_{P^Q(t),T}, \tag{A.3}
\]

\[
d\lambda^Q = -\frac{\partial H^Q}{\partial x} \left( x^Q(t), u^Q(t), \lambda^Q(t), K^Q(t) \right) dt + K^Q(t) dw,
\]

\[
= -\left( \frac{\partial H^Q}{\partial x} \right) x^Q(t), u^Q(t), \lambda^Q(t), K^Q(t) dt + K^Q(t) dw, \tag{A.4}
\]

with \(K^Q(t) = \Pi^Q(t) D^Q\).

Within the (backward) induction procedure, we hypothesize that \(\lambda^Q_{t+j+1}(t) = \Pi^Q_{t+j+1}(t) \lambda^Q(t)\) holds and determine conditions under which \(\lambda^Q(t) = \Pi^Q(t) \lambda^Q(t)\) is concluded. To this end, we note that from [41, Theorem 1] (see also [42]) the adjoint processes and Hamiltonians must satisfy

\[
\lambda^Q(t) = [\Psi^Q_{t+j}]^T \lambda^Q_{t+j+1}(t+j+1) + C^Q_{t+j} x^Q(t+j+1), \tag{A.5}
\]

\[
H^Q_{t+j}(\lambda^Q(t), \lambda^Q(t), K^Q(t)) = \left[ K^Q_{t+j} \right]^T \left[ D^Q_{t+j} \lambda^Q(t) \right] + \frac{1}{2} \frac{\partial}{\partial t} \|\lambda(t)\|^2_{C^Q_{t+j}} \bigg|_{t_{j}^+},
\]

\[
= H^Q_{t+j+1}(\lambda^Q_{t+j+1}, \lambda^Q_{t+j+1}, \lambda^Q_{t+j+1}) \left[ K^Q_{t+j+1} \right]^T D^Q_{t+j+1} \bigg|_{t_{j+1}^+}, \tag{A.6}
\]

The substitution of the hypothesized Riccati forms into (A.5) yields

\[
\Pi^Q(t) \lambda^Q(t) = [\Psi^Q_{t+j}]^T \lambda^Q_{t+j+1}(t+j+1) + C^Q_{t+j} x^Q(t+j+1) \tag{A.7}
\]

and, therefore, if (7) holds, then (A.7) is obtained regardless of the value of \(\lambda^Q_{t+j+1}(t+j+1)\). Moreover, the substitution of \(\lambda^Q(t) = \Pi^Q(t) \lambda^Q(t)\) into (A.2), and subsequently in (A.1), yields

\[
H^Q(\lambda^Q, x^Q, \lambda^Q, \lambda^Q) - \left[ K^Q \right]^T D^Q.
\]

and in particular, at the switching instant \(t_{j+1}\), the substitution of (A.8) and (2) into (A.6) result in

\[
\left[ K^Q_{t+j+1} \right]^T \left( P^Q_{t+j+1} + \Pi^Q_{t+j+1} A^Q_{t+j+1} + [\lambda^Q_{t+j+1} \right]^T \Pi^Q_{t+j+1})
\]

\[
\left( \partial C^Q_{t+j+1} \right) \bigg|_{t=t_{j+1}} \lambda^Q(t_{j+1} -)
\]

\[
= \left[ \lambda^Q_{t+j+1}(t_{j+1}) \right]^T \left( P^Q_{t+j+1} + \Pi^Q_{t+j+1} A^Q_{t+j+1} + [\lambda^Q_{t+j+1} \right]^T \Pi^Q_{t+j+1})
\]

\[
- \left( \Pi^Q_{t+j+1} B^Q_{t+j+1} \left[ \lambda^Q_{t+j+1} \right]^T \left( D^Q_{t+j+1} \right) \Pi^Q_{t+j+1}) \right) \psi^Q_{t+j+1} \lambda^Q_{t+1} \tag{A.9}
\]

In particular, if (8) holds, then (A.9) holds independent of the realization for \(\lambda^Q(t_{j+1} -)\) and thus, independent of \(F^Q\). Since the satisfaction of (7) and (8) lead to the satisfaction of (A.5) and (A.6) with \(F^Q\)-independence, then the induction hypothesis is true due to the uniqueness of the solution to the backward differential equations (A.4). Moreover, (9) and (10) ensure that such a switching instant is unique and therefore the associated Riccati equations and switching conditions globally correspond to a unique optimal strategy.
B Jump Transition Maps and Switching Costs for Minor Agents

We define the notation $M_k^Q(l : m)$, $k \triangleq a, b$, $0 \leq j < 3$, which shall be used to identify the switching cost associated with switching time $t_j$, $1 \leq j \leq 3$, i.e., the cost incurred when a change in the system happens. Matrix $M_k^Q(l : m)$ is made by making all the entires of $P_k^Q$ zero except those associated with its $l$-th to $m$-th columns and rows, hence it has the same size as $P_k^Q$, i.e.

$$M_k^Q(l : m) = \left\{ \begin{array}{c} P_k^Q(:, l : m) \\ \text{size}(P_k^Q) \end{array} \right\}$$

(B.1)

where $P_k^Q(:, l : m)$ and $P_k^Q(l : m, :)$, respectively, denote $l$-th to $m$-th columns and rows of $P_k^Q$.

The values of minor agent $\sigma_i^j$ continuous state before and after the switching time $t_1$ satisfy the following jump transition map

$$x_i^{ex, Q_1}(t_1) = \Psi_{i, \sigma_i^j}^{ex, Q_0}(t_1 -),$$

where $k \triangleq a$

$$\Psi_{i, \sigma_i^j}^a = \begin{cases} \Psi_{i, \sigma_i^j}^a_{0, 0} \Psi_{i, \sigma_i^j}^a_{0, 0} = I_{3n \times n}, \\ \Psi_{i, \sigma_i^j}^a_{0, 0} = \begin{bmatrix} I_n & 0_{n \times n} & 0_{n \times n} \\ 0_{n \times n} & I_n & 0_{n \times n} \\ 0_{n \times n} & 0_{n \times n} & 0_{n \times n} \end{bmatrix}, \\ \Psi_{i, \sigma_i^j}^a_{0, 0} = \begin{bmatrix} 0_{n \times n} & 0_{n \times n} & 0_{n \times n} \\ 0_{n \times n} & 0_{n \times n} & 0_{n \times n} \\ 0_{n \times n} & 0_{n \times n} & 0_{n \times n} \end{bmatrix}. \end{cases} (B.3)$$

Moreover, the weight matrix $C_{i, \sigma_i^j}^a$ associated with the switching cost in (81) at time $t_1$ is specified as

$$C_{i, \sigma_i^j}^a = \begin{cases} C_{i, \sigma_i^j}^a_{0, 0} = I_{3n \times n}, \\ C_{i, \sigma_i^j}^a_{0, 0} = M_{q_i^j, 0}^a (3n + 1 : 4n), \\ C_{i, \sigma_i^j}^a_{0, 0} = \Psi_{q_i^j, 0}^a. \end{cases} (B.4)$$

For $k \triangleq b$, the jump transition map (B.2) at $t_1$ is given by

$$\Psi_{i, \sigma_i^j}^b = \begin{cases} \Psi_{i, \sigma_i^j}^b_{0, 0} = I_{3n \times n}, \\ \Psi_{i, \sigma_i^j}^b_{0, 0} = \begin{bmatrix} 0_{n \times n} & 0_{n \times n} & 0_{n \times n} \\ 0_{n \times n} & 0_{n \times n} & 0_{n \times n} \\ 0_{n \times n} & 0_{n \times n} & I_n \end{bmatrix}, \\ \Psi_{i, \sigma_i^j}^b_{0, 0} = \begin{bmatrix} I_n & 0_{n \times n} & 0_{n \times n} \\ 0_{n \times n} & 0_{n \times n} & 0_{n \times n} \end{bmatrix}, \\ \Psi_{i, \sigma_i^j}^b_{0, 0} = \begin{bmatrix} 0_{n \times n} & 0_{n \times n} & 0_{n \times n} \\ 0_{n \times n} & 0_{n \times n} & 0_{n \times n} \end{bmatrix}. \end{cases} (B.5)$$

and the corresponding switching cost weight matrix is

$$C_{i, \sigma_i^j}^b = \begin{cases} C_{i, \sigma_i^j}^b_{0, 0} = I_{3n \times n}, \\ C_{i, \sigma_i^j}^b_{0, 0} = \Psi_{q_i^j, 0}^b, \\ C_{i, \sigma_i^j}^b_{0, 0} = M_{q_i^j, 0}^b (2n + 1 : 3n). \end{cases} (B.6)$$

The values of the minor agent’s continuous state before and after the switching at $t_2$ satisfy the following jump map

$$x_i^{ex, Q_2}(t_2) = \Psi_{i, \sigma_i^j}^{ex, Q_1}(t_2 -),$$

where $\Psi_{i, \sigma_i^j}^k, k \triangleq a$, is given by

$$\Psi_{i, \sigma_i^j}^a = \begin{cases} \Psi_{i, \sigma_i^j}^a_{0, 0} = I_{2n \times 2n}, \\ \Psi_{i, \sigma_i^j}^a_{0, 0} = \begin{bmatrix} 0_{n \times n} & 0_{n \times n} \\ 0_{n \times n} & 0_{n \times n} \end{bmatrix}, \\ \Psi_{i, \sigma_i^j}^a_{0, 0} = \begin{bmatrix} I_n & 0_{n \times n} \\ 0_{n \times n} & I_n \end{bmatrix}, \\ \Psi_{i, \sigma_i^j}^a_{0, 0} = \begin{bmatrix} 0_{n \times n} & 0_{n \times n} \\ 0_{n \times n} & 0_{n \times n} \end{bmatrix}. \end{cases} (B.8)$$

Furthermore, the weight matrix $C_{i, \sigma_i^j}^a$ associated with the switching cost at time $t_2$ is specified by

$$C_{i, \sigma_i^j}^a = \begin{cases} C_{i, \sigma_i^j}^a_{0, 0} = 0_{2n \times 2n}, \\ C_{i, \sigma_i^j}^a_{0, 0} = \Psi_{q_i^j, 0}^a, \\ C_{i, \sigma_i^j}^a_{0, 0} = M_{q_i^j, 0}^a (3n + 1 : 4n), \\ C_{i, \sigma_i^j}^a_{0, 0} = \Psi_{q_i^j, 0}^a. \end{cases} (B.9)$$

In (67), the jump transition map $\Psi_{i, \sigma_i^j}^k, k \triangleq b$, and the corresponding switching cost weight matrix $C_{i, \sigma_i^j}^b$ are given by

$$\Psi_{i, \sigma_i^j}^b = \begin{cases} \Psi_{i, \sigma_i^j}^b_{0, 0} = I_{2n \times 2n}, \\ \Psi_{i, \sigma_i^j}^b_{0, 0} = \begin{bmatrix} 0_{n \times n} & 0_{n \times n} \\ 0_{n \times n} & 0_{n \times n} \end{bmatrix}, \\ \Psi_{i, \sigma_i^j}^b_{0, 0} = \begin{bmatrix} I_n & 0_{n \times n} \\ 0_{n \times n} & 0_{n \times n} \end{bmatrix}, \\ \Psi_{i, \sigma_i^j}^b_{0, 0} = \begin{bmatrix} 0_{n \times n} & 0_{n \times n} \\ 0_{n \times n} & 0_{n \times n} \end{bmatrix}. \end{cases} (B.10)$$
The values of the minor agent’s continuous state before and after the switching at $t_3$ satisfy the jump transition map

$$x^e_i(t_3) = \Psi^i_{\bar{a}, \sigma, 1} x^e_i(t_3^-),$$  \hspace{1cm} (B.12)

where for $k \triangleq a$

$$\Psi^a_{i, \sigma, 1} = \begin{pmatrix} 0_{n \times n} & 0_{n \times n} & 0_{n \times n} \end{pmatrix},$$  \hspace{1cm} (B.13)

and for $k \triangleq b$

$$\Psi^b_{i, \sigma, 1} = \begin{pmatrix} 0_{n \times n} & 0_{n \times n} & 0_{n \times n} \end{pmatrix},$$  \hspace{1cm} (B.14)

and

$$C^a_{i, \sigma, 1} = C^b_{i, \sigma, 1} = \mathbb{P}_b \sigma^a_n,$$  \hspace{1cm} (B.15)

and

$$C^a_{i, \sigma, 1} = C^b_{i, \sigma, 1} = \mathbb{P}_b \sigma^a_n.$$  \hspace{1cm} (B.16)

### C Proof of Theorem 3

The $\varepsilon$-Nash property can be shown in two steps for the major agent and a generic minor agent, respectively. Due to space limitation we detail the proof for the major agent and that of a minor agent will follow in the same manner.

(i) Suppose that there exists a sequence $\{\delta_N\}_{N=1}^\infty$ such that $\delta_N \to 0$ as $N \to \infty$, and $\frac{N}{\sqrt{N}} - \pi_1 = o(\delta_N)$, for all $k \triangleq a, b$. Given that all minor agents $\gamma^k_n, 1 \leq i \leq N$, are using the optimal control actions $\mathbb{U}^M_{N_{\text{opt}}} \triangleq \{u^Q_i; 1 \leq i \leq N\}$, $1 \leq N \leq N < \infty$, given by (85), and the major agent is using an arbitrary control action $u_0 \in \mathbb{U}_{N}^{N,L}$, we show that

(a) $\mathbb{E}[|x^Q_i - x^Q_0|^2] \leq C(1/N) + o(\delta_N^2), \hspace{1cm} (C.1)$

(b) $\mathbb{E}[|x^Q_i - x^Q_0|^2] \leq C(1/N) + o(\delta_N^2), \hspace{1cm} (C.2)$

(c) $|J^Q_{i,N}(u_0, u^Q_0) - J^Q_{i,N}(u_0)| \leq C(1/N) + o(\delta_N), \hspace{1cm} (C.3)$

where $x^Q_i$, $x^Q_0$ and $x^Q_0$ denote, respectively, the empirical state average, the major agent’s state in the finite-population case, and the major agent’s state in the infinite-population case, at the discrete state $Q_i$. Moreover, $J^Q_{i,N}(\ldots)$ and $J^Q_{i,N}(\ldots)$ denote, respectively, the major agent’s cost functional in the finite-population and the infinite-population cases at the discrete state $Q_i$. The dynamics governing the major agent in the finite-population and the infinite-population cases for an arbitrary control action $u_0 \in \mathbb{U}_N^{N,L}$ are, respectively, given by

$$dX^Q_i = (A^Q_i X^Q_i + B^Q_i u_0) dt + D^Q_i dw_i,$$  \hspace{1cm} (C.4)

$$dX^Q_i = (A^Q_i X^Q_i + B^Q_i u_0) dt + \pi^{Q_i} \otimes F^{Q_i} dw_i,$$  \hspace{1cm} (C.5)

Following along the lines of the proofs of Theorem 6 and Proposition 8 in [26], we can show that (C.1) holds for all $Q_i, 0 \leq j \leq 3$.

The difference between the major agent’s cost functional in the finite-population and the infinite-population cases is given by

$$J^Q_{i,N} - J^Q_{i,N} \geq \frac{1}{2} \mathbb{E} \left[ \|x^Q_i (T)\|^2_{P^Q_0} - \|x^Q_0 (T)\|^2_{P^Q_0} \right] + \mathbb{E} \left[ \|x^Q_i (T)\|^2_{P^Q_0} - \|x^Q_0 (T)\|^2_{P^Q_0} \right] + \mathbb{E} \left[ \|x^Q_i (T)\|^2_{P^Q_0} - \|x^Q_0 (T)\|^2_{P^Q_0} \right]$$

$$= \mathbb{E} \left[ \|x^Q_i (T) - x^Q_0 (T)\|^2_{P^Q_0} + 2 \langle x^Q_i (T), x^Q_0 (T) \rangle_{P^Q_0} \right] - \mathbb{E} \left[ \|x^Q_0 (T)\|^2_{P^Q_0} - \|x^Q_0 (T)\|^2_{P^Q_0} \right]$$

$$= \mathbb{E} \left[ \|x^Q_i (T) - x^Q_0 (T)\|^2_{P^Q_0} + 2 \langle x^Q_i (T), x^Q_0 (T) \rangle_{P^Q_0} \right] - \mathbb{E} \left[ \|x^Q_0 (T)\|^2_{P^Q_0} - \|x^Q_0 (T)\|^2_{P^Q_0} \right]$$

$$\leq C \mathbb{E} \left[ \|x^Q_i (T)\|^2_{P^Q_0} + \|x^Q_0 (T)\|^2_{P^Q_0} \right] - \mathbb{E} \left[ \|x^Q_0 (T)\|^2_{P^Q_0} - \|x^Q_0 (T)\|^2_{P^Q_0} \right].$$  \hspace{1cm} (C.6)

Using the Cauchy–Schwarz inequality, we can write

$$\mathbb{E} \left[ \left\| (x_i^Q - x_0^Q) P^Q_0 (x_i^Q - x_0^Q) \right\|^2 \right]$$

$$\leq C \mathbb{E} \left[ \left\| x_i^Q \right\|^4 \right] \mathbb{E} \left[ \left\| x_0^Q - x_0^Q \right\|^4 \right].$$  \hspace{1cm} (C.7)

In a similar manner we can apply the Cauchy-Schwarz inequality to every cross term in (C.6). Hence from (C.1)-(C.2), every cross term is at most of order $o(1/N) + o(\delta_N^2)$, and every squared term is of order $o(1/N) + o(\delta_N^2)$. Therefore, we obtain (C.3).
(ii) From (C.3) we have
\[
-o(\delta_N) - o\left(\frac{1}{\sqrt{N}}\right) \leq J_{0,0}^{Q_j,N}(u_0, u_{Q_j,0}^{0,0}) - J_{0,0}^{Q_j,\infty}(u_0) \\
\leq o(\delta_N) + o\left(\frac{1}{\sqrt{N}}\right). \quad (C.8)
\]

Since (C.8) holds for every $u_0$, from its right-hand side we have
\[
J_{0,0}^{Q_j,N}(u_0^{O_j,0}, u_{Q_j,0}^{0,0}) - o(\delta_N) - o\left(\frac{1}{\sqrt{N}}\right) \leq J_{0,0}^{Q_j,\infty}(u_0^{Q_j,0}), \quad (C.9)
\]
and from its left-hand side we have
\[
-o(\delta_N) - o\left(\frac{1}{\sqrt{N}}\right) \leq \inf_{u_0} J_{0,0}^{Q_j,N}(u_0, u_{Q_j,0}^{0,0}) - \inf_{u_0} J_{0,0}^{Q_j,\infty}(u_0). \quad (C.10)
\]

We then isolate $\inf_{u_0} J_{0,0}^{Q_j,N}(u_0, u_{Q_j,0}^{0,0})$ on the right-hand side of (C.10) and use (C.9) to write
\[
J_{0,0}^{Q_j,N}(u_0^{O_j,0}, u_{Q_j,0}^{0,0}) - 2o(\delta_N) - 2\left(\frac{1}{\sqrt{N}}\right) \\
\leq \inf_{u_0} J_{0,0}^{Q_j,N}(u_0, u_{Q_j,0}^{0,0}). \quad \Box
\]