Small Multispectral UAV Sensor and Its Image Fusion Capability in Cultural Heritage Applications
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Abstract: For many decades the multispectral images of the earth’s surface and its objects were taken from multispectral sensors placed on satellites. In recent years, the technological evolution produced similar sensors (much smaller in size and weight) which can be placed on Unmanned Aerial Vehicles (UAVs), thereby allowing the collection of higher spatial resolution multispectral images. In this paper, Parrot’s small Multispectral (MS) camera Sequoia+ is used, and its images are evaluated at two archaeological sites, on the Byzantine wall (ground application) of Thessaloniki city (Greece) and on a mosaic floor (aerial application) at the archaeological site of Dion (Greece). The camera receives RGB and MS images simultaneously, a fact which does not allow image fusion to be performed, as in the standard utilization procedure of Panchromatic (PAN) and MS image of satellite passive systems. In this direction, that is, utilizing the image fusion processes of satellite PAN and MS images, this paper demonstrates that with proper digital processing the images (RGB and MS) of small MS cameras can lead to a fused image with a high spatial resolution, which retains a large percentage of the spectral information of the original MS image. The high percentage of spectral fidelity of the fused images makes it possible to perform high-precision digital measurements in archaeological sites such as the accurate digital separation of the objects, area measurements and retrieval of information not so visible with common RGB sensors via the MS and RGB data of small MS sensors.
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1. Introduction

Remote sensing is the using of spectral information in order to identify and document metrically and thematically the objects on the earth’s surface by employing automated procedures. The sensors that are used record parts of the electromagnetic spectrum, such as the entire visible range (producing Panchromatic images—PAN images) or parts of the visible range or spectral parts outside the visible range (producing, e.g., Multispectral images—MS images). Corresponding sensors, which are found on satellites, are now being produced in smaller dimensions, the so-called small multispectral (MS) cameras, which can be used on ground or aerially (using, e.g., Unmanned Aerial Vehicle—UAV). The images taken by the sensors have different spatial resolutions, e.g., a PAN image has a much better spatial resolution than an MS image. The utilization of images allows the classification of the image, ensuring the distinction (thematic information) and measurement (metric information) of different objects on the earth’s surface. Notably, image fusion preceded the making of the classifications. The methods and techniques of image fusion result in fused images with high spatial resolutions, which preserve part of the spectral information of the original lower spatial resolution data [1–8].
Satellite imagery companies supply, e.g., MS images with a spatial resolution four times lower than PAN images (e.g., IKONOS-2 at nadir 1 m PAN image and 4 m MS image, WorldView-4 at nadir 0.31 m PAN image and 1.24 m MS image). Until now, many image fusions have been performed with a 1/4 ratio of spatial resolution [9–11]. Additionally, by using images from different companies, image fusions with smaller (e.g., 1/3) or larger (1/60) ratios of spatial resolution have been performed (e.g., Spot 10 m PAN image with Landsat TM 30 m MS image or WorldView-2 0.5 m PAN image with Landsat-8 30 m MS image) [12–14]. Apart from the above, although the number of bibliographical references is small, image fusions of aerial photography with satellite images have been carried out [15–17].

Until now there were no bibliographical references for the implementation of image fusion for the data of a small multispectral (MS) camera, which can be used in ground and aerial (e.g., UAV usage) applications, by utilizing image fusion procedures of satellite PAN and MS images. Perhaps this is the case, because no corresponding small system [18–26] is equipped simultaneously with PAN and, e.g., MS sensors. This is the main subject of this paper. The aim is, on the one hand, to investigate the capability of performing image fusion with the small MS camera’s images, by following the corresponding image fusion procedures of the images of passive satellite systems and, on the other hand, to investigate if the produced products are better (fused image and classification: enhancement of the spatial and thematic information) than the products from processing the original MS images. The aim is not to apply a variety of image fusion methods on the images of a small MS camera and to present the method that produces the best outputs (e.g., classification).

The different levels at which image fusion can be done are the signal level, pixel level, feature level and at decision level [27–29]. Image fusion methodologies are mainly based on pixel-level techniques [6,30–35].

The evaluation of fused image is based on a qualitative-visual analysis and quantitative-statistical analysis. This is a mandatory procedure before, e.g., image classification. The qualitative-visual analysis is subjective and is directly related to the experience of the fused image creator (e.g., are more details recognized in the image or are colors, contrasts preserved?) [7,36]. The quantitative-statistical analysis is objective and is based on spectral analysis or/and on the evaluation of images’ spatial improvement. The main and most commonly used method is the correlation coefficient (CC) between the original bands of the MS image and the corresponding bands of the fused image. The correlation coefficient values range from –1 to +1. Usually, the values between the corresponding bands of the two images (MS and fused image) must be from +0.9 to +1, so that the fused image can be used for, e.g., the successful classification of earth’s surface coverings and objects. Other methods of quantitative-statistical analysis are, e.g., the per-pixel deviation (PD) and root-mean-square-error (RMSE) [7,37–40]. The calculating methods of fused image spatial improvement are the high pass correlation coefficient (HCC) and the edge detection method [31,36,38,41,42].

Classification techniques are distinguished in pixel-based techniques (e.g., the unsupervised and the supervised classification), in sub-pixel-based techniques (e.g., the fuzzy classification, regression modeling) and object-based techniques (such as image segmentation and object-based image analysis techniques). There are also spatio-contextual classification techniques (such as the texture extraction) [43–47].

In this paper, a small multispectral (MS) camera for the acquisition of remote sensing images will be used (RGB image and MS image: green, red, red edge, Near Infrared—NIR), the Parrot’s Sequoia+ (which does not have a PAN sensor), in ground and aerial (UAV usage) archaeological applications so as to study the capability of image fusions by following the methodologies and techniques used in satellite images. It should be noted that this camera is used in agricultural and forestry applications (the study and distinction of crops and forest vegetation).

2. Study Areas

Thessaloniki (Figure 1) is the second largest city in Greece in terms of area and population after Athens. It was founded in 316/5 BC by Macedonian general Kassandros, who gave it the name of his wife and half-sister of Alexander the Great, Thessaloniki. The city was essentially created from the relocation and union of smaller nearby ancient settlements. The fortification of the city was probably
created at the time of its creation. In the third century AD, additional fortifications were built to reinforce the city from raids. At the end of the fourth century a second wall was erected outside the former with triangular protrusions. Smaller reinforcements were made until the 13th century AD. For many centuries, the wall surrounded the city, including the seaside walls in the southwestern side of the Gulf of Thermaicos, which do not exist today. On the west and east wall, triangular protrusions appear, while at the higher points rectangular towers exist. Their construction includes repeated rows of bricks and rocks decorated with Christian (crosses) and ancient Greek symbols (sun representations, rhombuses). The Byzantine walls preserved in Constantinople (the capital of Byzantium) are similar in style. The existing visible wall was built from the end of the fourth to the middle of the fifth century AD, and its total length is about 4 km (km), but its original perimeter was 8 km and its height was 10 to 12 m (m). It has been officially designated a UNESCO world cultural heritage site [48].

![Figure 1. The city of Thessaloniki and the archaeological site position of Dion.](image)

The total area covered by the archaeological site of Dion is 6.07 km². The archaeological site (Figure 1) consists of a fortified town of 1.46 km² which is surrounded by places of worship and public infrastructures, such as theaters and baths. The city is believed to have been inhabited from the Classical to the Early Christian years. Excavations have revealed private residences, public buildings, shops and many workshops in the form of building blocks, defined by a system of vertically intersecting road axes (Hippodomus system). The ancient city of Dion was built in the second century BC on flat terrain and located 1.5 km from the sea. The city was connected with the sea through a floating river that does not exist today [49].

The mosaic floors located on the north part of the complex of “Great Thermes” in Dion are also of particular interest [50]. A typical example is the mosaic from the time of the Severans, which is located on the floor of the baths (frigidarium). This mosaic depicts a marine bull (subject of study in this paper) with an expressive head, a Nereid seated on a hybrid’s tail in her green robe, and a Triton’s torso. As far as its composition is concerned, pink tones dominate the marine forms [51,52].

In the context of the present research on the metric and thematic documentation of cultural monuments with the small MS camera, a ground capture at a random location of the wall (Figure 2a) of Thessaloniki city and control points measurements with a topographic instrument were performed. In the archaeological site of Dion (Figure 2b), aerial capture (UAV usage) on a mosaic at
the “Great Thermes” with the small MS camera and control points measurements with a topographic instrument were performed.

![Figure 2. Part of (a) the wall of Thessaloniki and (b) the mosaic in the “Great Thermes” of Dion.](image)

3. Equipment

The Topcon OS-105 geodetic station was used to measure the control points on the wall and the mosaic floor. The distance measurement accuracy with prism is ±2 mm + 2 ppm m.s.e and without prism is ±3 mm + 2 ppm m.s.e (~200 m) [53].

Parrot’s small MS camera Sequoia+ (Table 1, [54,55]) was used for ground and aerial images of the ancient wall and mosaic, respectively.

| Table 1. Features of Parrot’s small Multispectral (MS) camera Sequoia+. |
|-------------------------------------------------|
| **Sequoia+ Parts** | **Technical Specifications** |
| Multispectral camera (Body) | • 4 spectral cameras: Green 530–570 nm, Red 640–680 nm, Red Edge 730–740 nm, Near Infrared 770–810 nm, 1.2 MP, 10 bits Global shutter. Pixel Size/Focal Length/Pixel count: 3.75 μm/3.98 mm/1280 × 960. |
| | • RGB Camera 16 MP Rolling shutter. Pixel Size/Focal Length/Pixel count: 1.34 μm/4.88 mm/4608 × 34560. |
| | • IMU + Magnetometer |
| | • 72 g |

| Sunshine sensor | • 4 spectral sensors with the same filters as those of the Multispectral camera (Body). |
| | • GPS. |
| | • Inertial Measurement Unit (IMU) and Magnetometer |
| | • 35 g |

Sequoia+ allows the recording and separation of the spectral information of the depicted objects. It was chosen due to its small size and weight, which allow its installation on UAVs. The small camera Sequoia+ can be used effectively in archaeological applications and in general in studies related to cultural heritage. Multispectral data of the Sequoia camera have been utilized in archaeology, such as in the discovery of archaeological findings in cultivated areas [25,56]. Moreover, some researchers combine Sequoia’s multispectral data with data from other types of sensors such as RGB, thermal and hyperspectral sensors [57–59].

A UAV was used to capture the aerial image of the mosaic floor. The coordinate movement of the UAV is realized through six propellers. The drone is able to fly completely automated or controlled manually via remote control. The UAV’s body consists of a central axis which houses the
batteries, electronic boards, avionics processors, two cameras (digital DSLR camera and small MS camera) and sensors (Inertial Measurement Unit—IMU, GPS, gyroscope, accelerometer and barometer). An important part for the effective operation of the UAV is the ground station through which the flight plan is programmed. The digital camera (DSLR Canon 1200D, with CMOS sensor 22.3 mm × 14.9 mm, 18 MP, Canon lens EF-S 17–85 mm f/4–5.6 IS USM, focal length 17–85 mm and diaphragm opening range 4–5.6) and the Parrot’s small MS camera Sequoia+ were placed on the gimbal in a way that allowed them to rotate vertically by 180 degrees (±90 degrees from nadir). The UAV uses the autopilot Wookong M of DJI, which incorporates a controller, an IMU, and a GPS. Its horizontal accuracy is approximately ±2 m, its vertical accuracy reaches ±0.5 m, and the angle measurement accuracy (IMU) in the three axes (X, Y, Z) ranges from approximately 1 m to 2 m (according to the specifications of the autopilot). The lifting capacity of the UAV is 2.5 kg, and the flight time ranges between 10 and 15 min [60].

All of the following remote sensing image processes were performed in Erdas Imagine© software (Hexagon Geospatial, Madison, Alabama, USA).

4. Methodology and Data Collection

In this paper, two remote sensing image processes of the small MS camera are performed—a ground scene in the case of walls and an aerial scene in the case of a mosaic.

At a randomly selected wall location (Figures 1 and 2a), a ground image capture was performed (one image, Figure 3a) with the small MS camera (Figure 4: Step 1) at a distance of approximately 8 m. The bas-relief on the wall is imperceptible, so no stereoscopic image coverage is required. In the case of the mosaic (Figures 1 and 2b), there is no bas-relief, and the aerial capture was taken from a height of about 4 m (one image, Figure 3b). In both case studies (wall and mosaic), Control Points (CPs) were measured with a surveying instrument in an independent coordinate system (Figure 4: Step 2).

The following methodology (Figure 4) is about the processing of images of a scene, either of the ground image of the wall or the aerial image of the mosaic.

![Figure 3. Image, e.g., Near Infrared (NIR) (a) of the wall of Thessaloniki and (b) of the mosaic of the archaeological site of Dion.](image-url)
Discrete MS bands are recorded through a multilens structure by the majority of small MS cameras. Band misregistration errors result in differences in mounting positions and viewing angles among lenses (Figure 5a,b). Several image transform methods have been developed for dealing with the band co-registration of various types of small MS cameras to obtain band co-registered MS imagery for remote sensing applications [18]. In this paper, a common “image-to-image registration” process was performed (Figure 4: Step 3) with a first (1st) degree polynomial transformation. Specifically, the NIR image was used as the reference image and the other bands of the MS image (green, red, red edge) were adapted to this image, utilizing a sufficient number of corresponding points [18,61]. Subsequently, after the spatial matching between the MS image bands was restored, a new MS image was created (Figure 5c, Figure 4 product: MS image (I)), which also features four bands (green, red, red edge, NIR). The following step is the “registration” (Figure 4) of the new MS image in the RGB image (Step 4) in order to eliminate the lens distortion of the MS image bands (Figure 6), utilizing a sufficient number of corresponding points and applying a third (3rd) degree polynomial transformation (product: MS image (II)).

Sequoia+ does not include a PAN sensor. Following the satellite image processing procedures (where the satellites are equipped with a PAN sensor and utilize it in image fusion realization), the RGB image of the small MS was transformed into a Pseudo-Panchromatic (PPAN) image [62,63] (Step 5). The transformation resulted in a black and white (B/W) image (product: PPAN image) where the intensity value of each pixel is the average value of the corresponding pixels’ intensities of the R, G and B bands. Then (Step 6), the PPAN image was rectified using CPs. Finally, the geometrically corrected PPAN image (product: PPAN image (I)) was used as a reference image (“image-to-image registration”) for the rectification of the MS image from lens distortions and bands association errors (Step 7), utilizing a sufficient number of corresponding points (product: MS image (III)) [18,61].
Before the creation of the fused image, the histogram of the geometrically corrected PPAN image was adjusted to the histogram (Step 8) of the geometrically corrected MS image (product: PPAN image (II)). Then (Step 9) the fused image was created (derivative: fused image) using the PCA technique. The correlation table of the original geometrically corrected MS image (free of lens distortions and bands association errors) with the fused image revealed the retention rate of the original spectral information (which should be > 90%, i.e., > 0.9) [64-66]. Besides, as it has been supported by Ranchin et al. (2003), any synthetic image B^s should be as identical as possible to the image B^h that the corresponding sensor would observe with the highest resolution h, if existent [65]. In this case the limit is related to the degree of accuracy, which for our study areas is shown in the correlation tables. Finally (Step 10), for both the MS image and fused image, supervised classifications were performed (maximum likelihood) (products: classifications) and their accuracies were determined.

5. Results and Discussion

A first stage in the documentation of our cultural heritage (e.g., an ancient statue or an ancient settlement) is its measuring (dimensions) and thematic (kinds of materials/different objects) documentation. To this end, a variety of geoinformatic instruments/sensors have been used, such as, e.g., the laser scanner, the digital camera (terrestrial image and aerial photography: photogrammetry), the multispectral or hyperspectral sensor (e.g., satellite image: remote sensing). However, no instrument/sensor can be used in all applications, either because the spatial resolution of an instrument/sensor cannot meet the requirements of a research (e.g., the spatial resolution of satellite images is inferior to the spatial resolution of an aerial photography), or because digital object separation is required (e.g., digital automated separation can be carried out more accurately in a multispectral image than in a visual aerial photography). On the other hand, different sensor platforms of, e.g., satellites, airplanes, and UAVs, were used in the field of photogrammetry and remote sensing. Additionally, in this case, no platform can be used in all applications. For example, the satellite offers images which cover areas of countless square kilometers, an aircraft captures images of several square kilometers and a UAV captures images of either a few square kilometers or tens or hundreds of square meters. Additionally, an inaccessible area (e.g., a narrow canyon with rock formations) can be reached by a UAV, while this cannot be accomplished by an aircraft.

The appearance of small MS cameras opens up new fields of research in the sector of cultural heritage, as their dependence on large (e.g., glider) or small platforms (e.g., UAV) allows, apart from the thematic automated digital documentation of the objects, for their measurement with high spatial resolution due to the low flight height. This is achieved in parallel with the use of modern and user-friendly specialized and focused UAV image processing software (e.g., Pix4D, Switzerland, and Agisoft Metashape, Russia).

Figure 6. (a) RGB image and (b) MS image (Red, Red Edge, NIR) free from lens distortions (comparison of Figure 6b with original NIR image of Figure 3a).
In the case of the wall and the mosaic, 16 corresponding points were used to associate each MS image band with the NIR band. Correlation accuracies were better than 0.004 pixels at both positions. In order to “register” the MS image bands in the corresponding RGB image, 16 tie points were used at both sites. The correlation accuracy was better than 0.013 pixels in the case of the wall and 0.090 pixels in the case of the mosaic. The rectification of the PPAN image of the wall was based on 22 CPs and the calculation accuracy of the unknown parameters of the rectification was 0.183 pixels, while the accuracy (RMSE) of the rectification was 5 pixels or 0.010 m (using eight check points). Correspondingly, in the case of the mosaic, 18 CPs were used and the calculation accuracy of the unknown parameters of the rectification was 0.086 pixels, while the accuracy (RMSE) of the rectification was 4 pixels or 0.004 m (using seven check points). The pixel size in the generated geometrically corrected PPAN image of the wall is 0.002 m (Figure 7b) and 0.001 m of the mosaic.

For the “register” of the free from lens distortion and correlation errors of the MS image bands with the corresponding geometrically corrected PPAN image, 22 corresponding points were utilized. The calculation accuracy of the unknown parameters of the rectification was 0.091 pixels (RMSE accuracy of the rectification was 3 pixels or 0.024 m, using eight check points), while the pixel size of the generated geometrically corrected MS image of the wall is 0.008 m. Correspondingly, in the case of the mosaic, 18 corresponding points were evaluated, the calculation accuracy of the unknown parameters of the rectification was 0.064 pixels (RMSE accuracy of the rectification was 2.5 pixels or 0.010 m, using seven check points), while the pixel size of the generated geometrically corrected MS image of the mosaic is 0.004 m.

![Figure 7](https://example.com/figure7.png)

**Figure 7.** For the wall (a) the original Pseudo-Panchromatic (PPAN) image and (b) the geometrically corrected PPAN image.

Representative sections of the wall and the mosaic (Figure 8) were selected (in both cases) for the creation and evaluation of the fused images. Another two techniques, besides the PCA method, have also been used (multiplicative and Brovey Transform) [6,62,67–71], which did not give better results in the retention of spectral information, and therefore are not analyzed in this paper. The spatial resolution of the generated fused image of the wall is 0.002 m (spatial resolution of the corresponding geometrically corrected PPAN image) and of the mosaic 0.001 m (spatial resolution of the corresponding geometrically corrected PPAN image).
Figure 8. (a) The geometrically corrected PPAN image of the wall and the section (yellow frame) of the wall on which fused image was created, (b) respectively for the mosaic (red frame).

The correlation tables reveal that the spectral information from the MS images to the corresponding fused images are transferred almost marginally (~90%, bold and italics on Tables 2 and 3). The aspect that will be studied afterwards is whether this percentage is capable of leading to better accuracy classifications of fused images than those realized in MS images.

Table 2. Correlation table for the wall’s position.

| Images | Fused Image (FI) |
|--------|------------------|
| Bands  |                  |
| 1 2 3 4 | 1 2 3 4          |
| MS     |                  |
| 1 1 0.872 0.767 0.784 0.908 0.829 0.760 0.782 |
| 2 0.872 1 0.923 0.924 0.747 0.897 0.848 0.860 |
| 3 0.767 0.923 1 0.952 0.654 0.810 0.902 0.874 |
| 4 0.784 0.924 0.952 1 0.636 0.779 0.828 0.898 |
| FI     |                  |
| 1 0.908 0.747 0.654 0.636 1 0.909 0.830 0.833 |
| 2 0.829 0.897 0.810 0.779 0.909 1 0.947 0.942 |
| 3 0.760 0.848 0.902 0.828 0.830 0.947 1 0.967 |
| 4 0.782 0.860 0.874 0.898 0.833 0.942 0.967 1 |

Table 3. Correlation table for the mosaic’s position.

| Images | Fused Image (FI) |
|--------|------------------|
| Bands  |                  |
| 1 2 3 4 | 1 2 3 4          |
| MS     |                  |
| 1 1 0.863 0.587 0.607 0.920 0.785 0.429 0.467 |
| 2 0.863 1 0.780 0.793 0.774 0.898 0.587 0.625 |
| 3 0.587 0.780 1 0.982 0.568 0.770 0.886 0.911 |
| 4 0.607 0.793 0.982 1 0.552 0.736 0.829 0.887 |
| FI     |                  |
| 1 0.920 0.774 0.568 0.552 1 0.859 0.558 0.569 |
| 2 0.785 0.898 0.770 0.736 0.859 1 0.765 0.767 |
| 3 0.429 0.587 0.886 0.829 0.558 0.765 1 0.985 |
| 4 0.467 0.625 0.911 0.887 0.569 0.767 0.985 1 |
For the classification of the MS image and fused image (Figures 9 and 10), 10 rows were selected, respectively, for the wall (Table 4), and 9 rows were selected, respectively, for the mosaic (Table 5). The classification accuracies (Tables 4 and 5) reveal that the results are much better when using fused images. Specifically, the overall classification accuracy of the wall’s MS image reaches 81% (Table 4) and the overall Kappa statistics are 0.7927, while in the fused image of the wall the overall classification accuracy is 88% and the overall Kappa statistics are 0.8667. Correspondingly, the overall classification accuracy of the mosaic’s MS image reaches 69.60% (Table 5) and the overall Kappa statistics are 0.6836, while in the fused image of the mosaic the overall classification accuracy is 87.80% and the overall Kappa statistics are 0.8433. In addition, object identification is significantly much better in fused images (Figures 9b,e and 10b,e comparison). Finally, the areas of each attribute identified in the images can be calculated (Tables 6 and 7).

**Figure 9.** (a) The RGB image (true color), (b) part of the geometrically corrected MS image (Green, Red, NIR, free from lens distortion and non-correlation of bands) of the wall, (c) the classified MS image, (d) the RGB image (true color), (e) the corresponding fused image (Green, Red, NIR), (f) the classified fused image.
Figure 10. (a) The RGB image (true color), (b) part of the geometrically corrected MS image (Red, Red Edge, NIR, free from lens distortion and non-correlation of bands) of the mosaic, (c) the classified MS image, (d) the RGB image (true color), (e) the corresponding fused image (Red, Red Edge, NIR) and (f) the classified fused image.

Table 4. Classification accuracies (user accuracy) of the wall.

| Class Name                  | MS Image | Fused Image |
|-----------------------------|----------|-------------|
| Shadow                      | 100.00%  | 100.00%     |
| Dark beige stone            | 60.00%   | 80.00%      |
| Plant                       | 70.00%   | 30.00%      |
| Brown stone with no light   | 70.00%   | 100.00%     |
| Brown stone with light      | 100.00%  | 100.00%     |
| Dark cement                 | 90.00%   | 90.00%      |
| White cement                | 90.00%   | 90.00%      |
| Discolored small bricks     | 100.00%  | 100.00%     |
| Dark small bricks           | 60.00%   | 90.00%      |
| Dark brown stone            | 70.00%   | 100.00%     |
| Overall Classification Accuracy | 81.00%   | 88.00%      |
| Overall Kappa Statistics    | 0.793    | 0.867       |
Table 5. Classification accuracies (user accuracy) of the mosaic.

| Class Name            | MS Image | Fused Image |
|-----------------------|----------|-------------|
| White tile            | 100.00%  | 100.00%     |
| Blue-grey tile        | 76.67%   | 100.00%     |
| Light (pale) red tile | 40.00%   | 70.00%      |
| Dark red tile         | 75.00%   | 70.00%      |
| Light (pale) yellow tile | 65.00%   | 100.00%      |
| Dark yellow tile      | 40.00%   | 90.00%      |
| Dark blue tile        | 50.00%   | 60.00%      |
| Very dark blue tile   | 100.00%  | 100.00%     |
| Grey tile             | 50.00%   | 100.00%     |
| **Overall Classification Accuracy** | **69.60%** | **87.80%**  |
| **Overall Kappa Statistics** | **0.684** | **0.843**  |

Table 6. Area (sq. m.) of wall’s materials.

| Class Name            | MS Image | Fused Image |
|-----------------------|----------|-------------|
| Shadow                | 5.702    | 3.603       |
| Dark beige stone      | 1.929    | 3.988       |
| Plant                 | 1.033    | 0.396       |
| Brown stone with no light | 1.787    | 2.981       |
| Brown stone with light | 3.073    | 1.290       |
| Dark cement           | 3.229    | 4.484       |
| White cement          | 0.847    | 1.214       |
| Discolored small bricks | 0.214    | 1.562       |
| Dark small bricks     | 3.492    | 1.531       |
| Dark brown stone      | 4.842    | 5.099       |
| **Total**             | 26.148   | 26.148      |

Table 7. Area (sq. m.) of mosaic’s materials.

| Class Name            | MS Image | Fused Image |
|-----------------------|----------|-------------|
| White tile            | 0.269    | 0.261       |
| Blue-grey tile        | 0.182    | 0.089       |
| Light (pale) red tile | 0.017    | 0.045       |
| Dark red tile         | 0.009    | 0.106       |
| Light (pale) yellow tile | 0.071    | 0.070       |
| Dark yellow tile      | 0.062    | 0.022       |
| Dark blue tile        | 0.099    | 0.093       |
| Very dark blue tile   | 0.030    | 0.029       |
| Grey tile             | 0.036    | 0.060       |
| **Total**             | 0.775    | 0.775       |

In addition to the above, in scope of comparing the fused with the MS images, the widespread ERGAS index (Erreur Relative Globale Adimensionnelle de Synthese or Relative Adimensional Global Error in Synthesis) was calculated. It was proposed by Wald (2002) and is capable of measuring the spectral difference between two images [40,72]. The Equation (1) of ERGAS is given as:
\[ ERGAS = 100 \frac{h}{l} \sqrt{\frac{1}{N} \sum_{k=1}^{N} \frac{\text{RMSE}(B_k)^2}{(M_k)^2}} \]  

(1)

where \( h \) and \( l \) denote the spatial resolutions of the high-resolution (fused image) and the low-resolution image (MS), respectively. \( N \) corresponds to the number of spectral bands and \( k \) is the index of each band. \( \text{RMSE}(B_k) \) denotes the root-mean-square error for the \( k \)-band between the fused and the MS image. \( M_k \) denotes the mean of the \( k \)-band in the reference image.

The ERGAS index was applied to MS and fused images to detect any spectral differences between them. At first, random pixels (number of pixels: \( n \) ) were selected at the same coordinates in each pair of images, from which values were obtained for each spectral band (\( P \) for MS and \( O \) for fused image). Afterwards, for these pixels, the root-mean-square error (RMSE) was calculated for each spectral band, according to the Equation (2):

\[ \text{RMSE} = \sqrt{\frac{\sum_{i=1}^{n} (P_i - O_i)^2}{n}} \]

(2)

Finally, the ERGAS index for all spectral bands was calculated according to the Equation (1). In the case of the wall, the result of the ERGAS index is equal to 1.93, while in the case of the mosaic it is equal to 0.95. These results prove that both fused images, as products, are of good quality as the total ERGAS error is small (ERGAS < 3). Moreover, the smaller the ERGAS error, the better the spectral quality of the image under study [40].

A very interesting issue for discussion is the PPAN image creation. In this paper, the authors choose the pixels intensity value of the PPAN image to be extracted from the mean intensities of the corresponding pixels of the R, G and B bands of the RGB image. Apparently, the PPAN image is not spectrally identical to the PAN image of a sensor that is sensitive to the visible area of the spectrum. Until now, transformation techniques of RGB images into B/W images have been developed based on the optimum visual perception of B/W images by the human [73–76] and not on the spectral approach of real PAN images. What the authors will attempt in the near future is to study whether the change of the weights in the bands intensity values (currently 1/3 for each band) when transforming the image from RGB to PPAN will allow the creation of better fused images and as a result will lead to better classification accuracies. This, in combination with the spectral identity of the image’s objects, is also of particular interest to study.

6. Conclusions

Small MS cameras and UAVs are widely used today in the scientific field of metric and thematic documentation of our cultural heritage. At the same time as UAVs evolve and improve, new compact sensors are being evolved and developed which, due to their small weight, can be placed on these platforms. As a result, their products (e.g., images) are tested and evaluated, on the one hand, for their ability to metrically and thematically document the objects, and on the other hand, for leading to the development of new methodologies and procedures. Through the two examples—the ground and aerial capture of different structures and objects, which are analyzed in the present paper—it is proved that the RGB image obtained by the small MS camera can be used, on the one hand, to improve the spatial resolution of MS images (which are taken simultaneously with the RGB image), and on the other hand, to reach more accurate classifications due to the utilization of the produced fused image. Specifically, in the case of the wall, the spatial resolution of the MS image improved from 0.008 to 0.002 m in the fused image, while the classification accuracy of 81% in the MS image reached 88% in the fused image. Correspondingly, in the case of the mosaic in Dion, the spatial resolution of the MS image improved from 0.004 to 0.001 m in the fused image, while the classification accuracy of 69.6% in the MS image reached 87.8% in the fused image. Through this methodology, a better metric and thematic documentation of the characteristics of our cultural heritage structures and objects is ensured, compared to that achieved by utilizing the original images of the small MS camera.
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