A random recursive cell splitting scheme of the 2-dimensional unit sphere is considered, which is the spherical analogue of the STIT tessellation process from Euclidean stochastic geometry. First-order moments are computed for a large array of combinatorial and metric parameters of the induced splitting tessellations by means of martingale methods combined with tools from spherical integral geometry. The findings are compared with those in the Euclidean case, making thereby transparent the influence of the curvature of the underlying space. Moreover, the capacity functional is computed and the point process that arises from the intersection of a splitting tessellation with a fixed great circle is characterized.

1. Introduction

Imagine an apple that shall be cut into pieces. We do this in the following way. In a first step, we perform a straight cut through the centre, which splits the apple into two pieces. Next, we select one of them and cut it again by a straight cut through the apple’s centre into two pieces. Now, we select one of these three pieces, cut it in the same way and continue the procedure. After some time has passed, we stop the cutting process, put together all the pieces and observe a tessellation on the surface of the apple that is induced by the cuts, see Figure 1 for an illustration.

To model the situation just described, we identify the apple with the unit ball in $\mathbb{R}^3$ and its surface with the 2-dimensional unit sphere $S^2$. The time we wait until an existing piece $c$ is cut is assumed to be random and exponentially distributed with parameter $\sigma_2([c])$. Here, $\sigma_2$ denotes the normalized spherical Lebesgue measure and $[c] := \{u \in S^2 : c \cap u^\perp \neq \emptyset\}$. Finally, we assume that also the unit normal vector of the plane used to cut $c$ is random and has distribution $\sigma_2(\cdot \cap [c])/\sigma_2([c])$. The main purpose of this article is to study the probabilistic and geometric properties of the random tessellation process on $S^2$ that is induced by the described cell splitting scheme, whose formal continuous time Markovian definition will be presented in Section 2.2 below (but see Figure 2 and Figure 3 for illustrations).

One motivation to study this model comes from Euclidean stochastic geometry, where instead of $S^2$ a prescribed convex body $W \subset \mathbb{R}^2$ in the plane is subdivided by random line segments. The resulting tessellation of $W$ is then extended to a stationary random tessellation in the whole plane by consistency and is known as a so-called STIT tessellation. After its introduction by Nagel and Weiß [11] this model has attracted considerable interest because of the numerous analytically available results, see [6, 8, 9, 15–17, 20, 22]. It is our aim to study the spherical counterpart of planar STIT tessellations and the effects induced by the curvature of
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While STIT tessellations in the plane are stable under the operation of rescaled iteration of tessellations, this is not the case for their spherical counterparts, since no such rescaling is possible on $S^2$. For this reason, we decided to call them splitting tessellations, as they arise as a result of the described splitting scheme.

While random tessellations of Euclidean spaces, especially of the Euclidean plane, are a classical topic in stochastic geometry (see Chapter 10 in [14] and the references given therein), random tessellations on the sphere have not found equal attention in the existing literature. However, random tessellations of $S^2$ or higher-dimensional spherical spaces by great circles were studied in [1,10,13] and also the recent work [4] on so-called conical random tessellation is closely related to this model. Spherical random Voronoi tessellations and their applications were investigated in [10,18,19,23]. On the other hand, the splitting tessellations we study fall into a different class of models that have not been considered so far. They are by construction and in contrast to great circle or Voronoi tessellations not side-to-side, meaning that the intersection of two tessellation cells is not necessarily a common side of both cells. This gives rise to a couple of new geometric effects that are exploited within the present paper as well and were another source of motivation for us to study splitting tessellations on $S^2$. We also take the opportunity to mention that the splitting tessellations we introduce and study can be regarded as a first attempt to stochastic-geometric models for crack structures on surfaces.

Let us briefly describe the findings of our paper. We first compute three total length parameters, namely the mean total edge length, the mean total side length of the cells as well as the mean length of all so-called maximal segments of a splitting tessellation. It turns out that, in contrast to the Euclidean case mentioned above, these three quantities do not coincide. We also compute the intensities of a number of point processes that are associated to geometric objects of splitting tessellations. We then determine a large array of mean adjacencies, including quantities like the mean number of vertices on the boundary of a ‘typical’ cell or the mean number of vertices that are located on the ‘typical’ cell-side. In the large time asymptotics,
all these mean values behave like their Euclidean counterparts, while for comparably ‘small’
time parameters the curvature of the sphere shows a significant influence. Beside the first-
order behaviour of splitting tessellations, we also analyse some of their more sophisticated
properties. We determine the capacity functional, which is the suitable substitute for random
sets of the distribution function of a real-valued random variable. As an application we show
that the point process that arises if a splitting tessellation is intersected by a fixed great circle
is the concatenation of two independent Poisson point processes plus a pair of deterministic
antipodal points. On the technical side, the proofs of our results make an extensive use of the
martingale property of a family of stochastic processes that can be associated to the splitting
tessellation construction. This is then combined with tools from spherical integral geometry
as well as with combinatorial arguments. We restrict our attention to the 2-dimensional unit
sphere, although some of our results continue to hold in higher-dimensional spherical spaces
as well. However, in dimension 2 the most explicit results are available and we doubt, for
example, that the adjacencies presented in Theorem 3.4 below can be computed for general
dimensions $d \geq 2$.

Our paper is structured as follows. In Section 2.1 we provide some background material
related to spherical integral geometry. Our polygonal cell splitting scheme and the notion
of a splitting tessellation are formally introduced in Section 2.2, while in Section 2.3 we
construct a family of associated martingales. Different set classes as well as the concept
of Palm distributions are reviewed in Section 2.4. The main results of this paper are presented
in Section 3 and the final Section 4 contains their proofs.

2. Preliminaries

2.1. Spherical integral geometry. By $S^2$ we denote the Euclidean unit sphere, which
inherits a Riemannian structure from the ambient space $\mathbb{R}^3$. The geodesic distance on $S^2$ is
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\caption{Illustration of a splitting tessellation.}
\end{figure}
denoted by $d_s(\cdot,\cdot)$. The collection of great circles on $S^2$, that is, intersections of $S^2$ with planes in $\mathbb{R}^3$ through the origin, is $\mathcal{G}(S^2)$. This space carries an invariant probability measure $\tau$ given by the relation
\[
\int_{\mathcal{G}(S^2)} F(g) \, \tau(dg) = \int_{S^2} F(S^2 \cap u^+) \, \sigma_2(du),
\]
where $F : S^2 \to \mathbb{R}$ is a non-negative measurable function and $\sigma_2$ stands for the normalized spherical Lebesgue measure, i.e., $\sigma_2(S^2) = 1$. Moreover, by $\sigma_1$ we denote the spherical length measure which is normalized in such a way that $\sigma_1(g) = 1$ for all great circles $g \in \mathcal{G}(S^2)$.

Each great circle $g \in \mathcal{G}(S^2)$ separates $S^2$ into two hemispheres. By a spherically convex polygon we understand the intersection of finitely many closed hemispheres and we denote by $\mathcal{P}(S^2)$ the collection of all such polygons. For technical reasons, we will also include the whole sphere $S^2$ as a degenerate case in $\mathcal{P}(S^2)$. We supply the space $\mathcal{P}(S^2)$ with the Borel $\sigma$-field $\mathcal{B}(\mathcal{P}(S^2))$ induced by the spherical Hausdorff distance. The interior and the boundary of a spherically convex polygon $p \in \mathcal{P}(S^2)$ are denoted by $\text{int}(p)$ and $\text{bd}(p)$, respectively, in what follows. If $p \in \mathcal{P}(S^2)$ is a spherically convex polygon with $\text{int}(p) \neq \emptyset$ and if $p$ has representation $p = S_1 \cap \ldots \cap S_n$ with closed hemispheres $S_1, \ldots, S_n$ that are bounded by great circles $g_1, \ldots, g_n \in \mathcal{G}(S^2)$, we call $p \cap g_1$ a side and $p \cap g_1 \cap g_2$ a corner of $p$, $m, \ell \in \{1, \ldots, n\}$, provided that the intersections are non-empty.

Next, we recall from Chapter 6.5 in [14] the definition of the spherical intrinsic volumes $v_0, v_1$ and $v_2$ on $\mathcal{P}(S^2)$. They are defined as coefficients of the spherical Steiner formula. It says that for $p \in \mathcal{P}(S^2)$ with $p \neq S^2$ and $\varepsilon \in (0, \pi/2)$,
\[
\sigma_2(\{x \in S^2 : d_s(x, p) \leq \varepsilon\}) = (1 - \cos(\varepsilon)) \, v_0(p) + \sin(\varepsilon) \, v_1(p) + v_2(p),
\]
where $d_s(x, p) = \min\{d_s(x, y) : y \in p\}$, see [14] Theorem 6.5.1. In particular, $v_2(p) = \sigma_2(p)$ is the normalized spherical Lebesgue measure of $p$ and we also have the relations $\tau(\{p\}) = \sigma_1(\partial p)$ and $\sigma_1(s) = v_1(s)$ for a spherically convex polygon $p$ with $\text{int}(p) \neq \emptyset$ that contains no great circle and a spherical line segment $s$. For convenience, we also put $v_2(S^2) := 1$ and $v_1(S^2) = v_0(S^2) := 0$. The so defined functionals are invariant under rotations (and reflections) of $S^2$, they are continuous with respect to the spherical Hausdorff distance and they are additive in the sense that $v_i(p \cup q) - v_i(p \cap q) = v_i(p) + v_i(q)$ for all $p, q \in \mathcal{P}(S^2)$ for which $p \cup q \in \mathcal{P}(S^2)$ and $i \in \{0, 1, 2\}$. In fact, the spherical intrinsic volumes $v_0, v_1, v_2$ form a basis of the vector space of all such functionals on $\mathcal{P}(S^2)$, cf. [14] Theorem 6.5.4 and [5] Theorem 11.3.1. This Hadwiger-type theorem can be used to give a short proof of the following result, which is the spherical counterpart of the well-known Crofton formula.

**Lemma 2.1** (Spherical Crofton formula: [14], page 261). Let $p \in \mathcal{P}(S^2)$. Then,
\[
\int_{\mathcal{G}(S^2)} v_0(p \cap g) \, \tau(dg) = v_1(p) \quad \text{and} \quad \int_{\mathcal{G}(S^2)} v_1(p \cap g) \, \tau(dg) = v_2(p).
\]

**Proof.** Define a functional $\varphi$ on $\mathcal{P}(S^2)$ by
\[
\varphi(p) := \int_{\mathcal{G}(S^2)} v_0(p \cap g) \, \tau(dg)
\]
and notice that $\varphi$ is invariant under rotations, continuous with respect to the spherical Hausdorff distance and additive in the sense explained above. Thus, by Theorem 6.5.4 in [14] or
Theorem 11.3.1 in [5], there are constants $c_0, c_1, c_2 \in \mathbb{R}$ such that

$$\varphi(p) = c_0 v_0(p) + c_1 v_1(p) + c_2 v_2(p)$$

for all $p \in \mathcal{P}(S^2)$. To determine the values of these constants, we first plug in for $p$ a single point $x \in S^2$. Since $\varphi(\{x\}) = 0$ and $v_1(\{x\}) = v_2(\{x\}) = 0$ we have that $c_0 = 0$. Next, we plug in for $p$ a great circle $h \in \mathcal{G}(S^2)$. By [14, Equation (6.5.1)] one has that $\varphi(h) = 1$ and $v_2(h) = 0$ and thus $c_1 = 1$. Finally, we choose $p$ as the sphere $S^2$ and notice that $\varphi(S^2) = 0$, since $v_0(S^2 \cap g) = v_0(g) = 0$ for any $g \in \mathcal{G}(S^2)$, see [14, Equation (6.53)]. This implies $c_2 = 0$ and completes the proof of the first formula. The second one follows by a similar argument and for this reason we skip the details. \hfill \square

For further results and background material on spherical integral geometry (also in higher-dimensional spherical spaces) we refer to Chapter 11 in [5], to Chapter 6.5 in [14] and also to the monograph [13].

2.2. Tessellations and splitting tessellations. Recall that $\mathcal{P}(S^2)$ stands for the space of all spherically convex polygons.

**Definition 2.1.** A tessellation $T$ of $S^2$ is a finite subset of $\mathcal{P}(S^2)$ with the following properties:

(i) $\text{int}(p) \cap \text{int}(p') = \emptyset$ for all $p, p' \in T$ with $p \neq p'$,

(ii) $\bigcup_{p \in T} p = S^2$.

The elements of $T$ are called the cells of the tessellation $T$.

In our paper we will identify a tessellation $T$ with the closed set

$$\bigcup_{p \in T} \text{bd}(p) \subset S^2$$

and write $Z(T)$ for the set of cells of $T$. Then the space $\mathcal{I}(S^2)$ of tessellations of $S^2$ can be regarded as a subspace of the space of closed subsets of $S^2$ and in this way, $\mathcal{I}(S^2)$ can be equipped with a Borel $\sigma$-field $B(\mathcal{I}(S^2))$ that is induced by the trace of the usual Fell topology on the space of closed subsets of $S^2$, see [14]. A spherical random tessellation can now be defined as a measurable mapping from some probability space $(\Omega, \mathcal{A}, \mathbb{P})$ taking values in the measurable space $(\mathcal{I}(S^2), B(\mathcal{I}(S^2)))$.

For a Borel set $B \in B(S^2)$ we introduce the notation $[B] := \{g \in \mathcal{G}(S^2) : B \cap g \neq \emptyset\}$. Now, we define for a tessellation $T \in \mathcal{I}(S^2)$, a cell $p \in Z(T)$ and a great circle $g \in [p]$ a new tessellation by

$$\mathcal{O}_{p,g}(T) := \bigcup_{p' \in ((Z(T) \setminus p) \cup \{p \cap g^+, p \cap g^-\})} \text{bd}(p'),$$

where $g^+$ are the two closed hemispheres into which $S^2$ is separated by $g$. In other words, $\mathcal{O}_{p,g}(T)$ is the tessellation that arises from $T$ if the cell $p$ is split by the great circle $g$.

To proceed, let us dissect $S^2$ into the two hemispheres $S^2_+$ determined by the equator, which is denoted by $A$ in what follows, i.e., $A = S^2 \cap \{(x, y, z) \in \mathbb{R}^3 : z = 0\}$, $S^2_+ := S^2 \cap \{(x, y, z) \in \mathbb{R}^3 : z \geq 0\}$ and $S^2_- := S^2 \cap \{(x, y, z) \in \mathbb{R}^3 : z \leq 0\}$. We are now prepared to formally introduce splitting tessellations and the splitting tessellation process on $S^2$.
Figure 3. Illustration of the splitting tessellation process on $S^2$ at different time instants starting at $t = 0$ and with the initial tessellation $Y_0 = A$.

**Definition 2.2.** By the splitting tessellation process $(Y_t)_{t \geq 0}$ with initial tessellation $Y_0 := A$ we understand the continuous time Markov process on $\mathcal{S}(S^2)$ whose generator is given by

$$L f(T) := \sum_{p \in \mathbb{Z}(T)} \int_{[p]} \left[ f(\otimes_{p,g}(T)) - f(T) \right] \tau(g),$$

(2.1)

where $T \in \mathcal{S}(S^2)$ and $f : \mathcal{S}(S^2) \to \mathbb{R}$ is bounded and measurable. By a splitting tessellation with time parameter $t \geq 0$ we mean the spherical random tessellation $Y_t$.

In spite of the choice of the initial tessellation $Y_0 = A$ that consists of the two cells $S^2_\pm$, the splitting tessellations $Y_t$ defined above are the clear spherical analogues of the STIT tessellations introduced in [11] and considered in Euclidean stochastic geometry. Their dynamic can be described as in the introduction as a continuous-time branching process on $\mathcal{S}(S^2)$. That is, at time $t = 0$ the tessellation consist of the equator $A$ and the two cells $S^2_+$ and $S^2_-$. Both have independent and exponentially distributed random lifetimes with parameter 1. If one of the cells, say $S^2_+$, dies out, a great circle $g \in [S^2_+] = \mathcal{G}(S^2)$ is selected according to the distribution $\tau$ which splits $S^2_+$ into the two sub-cells $S^2_+ \cap g^+$ and $S^2_+ \cap g^-$ that have $S^2_+ \cap g$ as a common side. Within these two sub-cells the construction starts anew with the lifetimes of $S^2_+ \cap g^+$ and $S^2_+ \cap g^-$ being independent and exponentially distributed with parameter $\tau([S^2_+ \cap g^+])$ and $\tau([S^2_+ \cap g^-])$, respectively (Figure 3 illustrates the splitting process). In particular, we notice that once an existing cell $p$ is split by a great circle $g \in [p]$, the further splitting constructions within the two ‘daughter’ cells $p \cap g^+$ and $p \cap g^-$ are (conditionally) independent and follow the same rules.
Let us finally motivate our choice of the initial tessellation $Y_0 = A$. Imagine we would have started with the empty initial tessellation that has $S^2$ as its single cell. After some exponential random time has passed, $S^2$ would have been split by a great circle $g \in \mathcal{S}(S^2)$. By rotation invariance, one can assume that $g = A$ and we notice that $A$ is the only great circle that is constructed during the splitting process. In other words this means that starting the splitting process with the initial tessellation $Y_0 = A$ induces no loss of generality.

2.3. A family of associated martingales. In what follows we consider functionals on $\mathcal{S}(S^2)$ of the form
\[ \Sigma_\phi(T) := \sum_{p \in \mathcal{Z}(T)} \phi(p), \quad T \in \mathcal{S}(S^2), \]
where $\phi : \mathcal{S}(S^2) \to \mathbb{R}$ is bounded and measurable. The standard theory of Markov processes can now be used to construct a class of martingales that is associated with the splitting tessellation process $(Y_t)_{t \geq 0}$.

**Lemma 2.2.** Let $\phi$ be a bounded measurable function on $\mathcal{S}(S^2)$. Then the random process $(\Sigma_\phi(Y_t))_{t \geq 0}$ given by
\[ \Sigma_\phi(Y_t) - \Sigma_\phi(Y_0) - \int_0^t L\Sigma_\phi(Y_s) \, ds, \quad t \geq 0, \tag{2.2} \]
is a martingale with respect to the filtration induced by $(Y_t)_{t \geq 0}$.

**Proof.** The proof is the same as that of Proposition 2 in [16]. \qed

The martingale property of the random process $(\Sigma_\phi(Y_t))_{t \geq 0}$ will be one of the crucial tools used in our proofs.

2.4. Set classes, Palm distributions and typical objects. We introduce different classes of sets of geometrical objects that are associated with a splitting tessellation. For a splitting tessellation $Y_t$ we define the following classes of primitive objects:
- $\mathbf{Z}(Y_t)$ the class of cells of $Y_t$,
- $\mathbf{E}(Y_t)$ the class of edges of $Y_t$,
- $\mathbf{V}(Y_t)$ the class of vertices of $Y_t$,

where by a vertex we mean the non-empty intersection of three different cells of $Y_t$ and an edge of $Y_t$ is a spherical line segment in the boundary of some cell of $Y_t$, which is bounded by two different vertices and has no vertex in its relative interior. We further introduce the notation $\partial \mathbf{Z}(Y_t)$ to denote the class of cell boundaries of cells of $Y_t$. We also let
- $\mathbf{S}(Y_t)$ be the class of cell sides (i.e., 1-dimensional faces) of $Y_t$ and
- $\mathbf{M}(Y_t)$ be the class of maximal segments of $Y_t$.

Here, by a maximal segment we understand the maximal union of connected edges of $Y_t$ that are located on a common great circle and have different endpoints. In other words, the set of maximal segments of $Y_t$ is precisely the set of spherical line segments that are constructed until time $t$ (excluding thereby the equator $A$). We regard $\mathbf{S}(Y_t)$ as a multi-set, meaning that for two cells $p_1, p_2 \in \mathbf{Z}(Y_t)$ that share a common side $s = p_1 \cap p_2$, the side $s$ is contained twice in $\mathbf{S}(Y_t)$. Note that $\mathbf{Z}(Y_0) = \{S^2, S^2\}$ and $\mathbf{S}(Y_0) = \{A, A\}$, while $\mathbf{E}(Y_0) = \mathbf{V}(Y_0) = \mathbf{M}(Y_0) = \emptyset$. From now on we shall write $\mathbf{Z}, \partial \mathbf{Z}, \mathbf{E}, \mathbf{V}, \mathbf{S}$ and $\mathbf{M}$ instead of $\mathbf{Z}(Y_t), \partial \mathbf{Z}(Y_t), \mathbf{E}(Y_t), \mathbf{V}(Y_t), \mathbf{S}(Y_t)$ and $\mathbf{M}(Y_t)$, respectively, and consider the time parameter $t \geq 0$ as being fixed.
Let \( X \in \{ Z, E, V, S, M \} \) be one of the set classes introduced above and for \( x \in X \) let \( m(x) \in \mathbb{S}^2 \) be a centre function such that \( m(\vartheta x) = \vartheta m(x) \) for all rotations \( \vartheta \) of \( \mathbb{S}^2 \). If \( X = Z \) then \( m(p) \) could be the centre of the smallest spherical cap containing \( p \in Z \) or if \( X = E \) we can choose \( m(e) \) as the midpoints of \( e \in E \), for example. This gives rise to the rotation invariant point processes \( \xi_X := \{ m(x) : x \in X \} \) on \( \mathbb{S}^2 \), whose intensities are denoted by \( \lambda_X := E[|\xi_X|] \), where \( |\cdot| \) stands for the cardinality of the argument set (in the case \( X = S \) we take into account multiplicities). We have that \( \lambda_X < \infty \) for all time parameters \( t \geq 0 \). To introduce the typical object of class \( X \) we use the concept of Palm distribution introduced in [12], see also [7]. To apply it, we first notice that \( \mathbb{S}^2 \) is a homogeneous space that can be identified with the quotient \( SO(3)/SO(2) \), where the (unimodular) rotation group \( SO(3) \) acts transitively on \( \mathbb{S}^2 \) and \( SO(2) \) is interpreted as the stabilizer of the north pole \( e := (0, 0, 1) \). For \( x \in \mathbb{S}^2 \) we let \( \Theta_x = \{ \vartheta \in SO(3) : \vartheta e = x \} \). We let \( \nu_e \) be the invariant probability measure on \( \Theta_e \) and let \( \nu_x := \nu_e \circ \vartheta^{-1} \) be the image measure for some arbitrary \( \vartheta \in \Theta_x \) (\( \nu_x \) does not depend on the choice of \( \vartheta \)). Following [12] we can now define the Palm distribution \( P^0_X \) of the splitting tessellation \( Y_t \) with respect to \( X \) as the probability measure on \( (\mathcal{F}(\mathbb{S}^2), \mathcal{B}(\mathcal{F}(\mathbb{S}^2))) \) given by

\[
P^0_X(A) := \lambda_X^{-1} E \sum_{x \in \xi_X} \int_{\Theta_x} 1(\vartheta^{-1}Y_t \in A) \nu_x(d\vartheta), \quad A \in \mathcal{B}(\mathcal{F}(\mathbb{S}^2)).
\]

Under the Palm distribution \( P^0_Z \) the north pole is the centre of a tessellation cell, which is called the typical cell of \( Y_t \) in what follows. Similarly, the typical edge, the typical vertex, the typical side and the typical maximal segment of \( Y_t \) are defined as the edge, vertex, side and maximal segment that have the north pole as centre when the splitting tessellation is regarded under the Palm distribution \( P^0_E, P^0_V, P^0_S \) and \( P^0_M \), respectively.

### 3. Main results

#### 3.1. Mean values

The purpose of this section is to compute a number of mean values that are associated with a splitting tessellation \( Y_t \) for some fixed \( t \geq 0 \). For this, we only use combinatorial or geometric arguments as well as the martingale property established in Lemma [22]. We point out that this self-contained approach has been exploited only partially in the Euclidean case.

Our first result is concerned with the total spherical edge length \( L_E \) and \( L_M \) of all edges and all maximal segments, respectively, i.e.,

\[
L_E := L_E(t) = 2\pi \sum_{e \in E(Y_t)} \sigma_1(e) \quad \text{and} \quad L_M := L_M(t) = 2\pi \sum_{m \in M(Y_t)} \sigma_1(m),
\]

where \( \sigma_1 \) denotes the normalized spherical length measure. Furthermore, we introduce the total side length of \( Y_t \) as

\[
L_S := L_S(t) = 2\pi \sum_{p \in Z(Y_t)} \sigma_1(\partial p).
\]

The next result shows that in contrast to the Euclidean case the three quantities \( L_E, L_M \) and \( L_S/2 \) do not coincide.

**Theorem 3.1.** Fix \( t \geq 0 \). Then,

\[
L_E = 2\pi(1 + t - e^{-2t}), \quad L_M = 2\pi t \quad \text{and} \quad L_S = 4\pi(t + 1).
\]
As above, we consider the time parameter $t \geq 0$ as being fixed and suppress the dependency on $t$ in our notation. So, write $X$ for one of the set classes $Z, E, V, S$ and $M$ introduced in Section 2.4 and recall that by $\lambda_X$ we denote the mean number of objects of class $X$.

**Theorem 3.2.** Fix $t \geq 0$. Then $\lambda_X$ for $X \in \{Z, E, V, S, M\}$ is given as follows.

| $X$ | $X = Z$ | $X = E$ | $X = V$ | $X = S$ | $X = M$ |
|-----|---------|---------|---------|---------|---------|
| $\lambda_X$ | $t^2 + 2t + 2$ | $3(t^2 + 2t)$ | $2(t^2 + 2t)$ | $2(2t^2 + 2t + e^{-t})$ | $t^2 + 2t$ |

If $X \in \{E, S, M\}$ we let $\ell_X$ be the mean spherical length of the typical object of class $X$ as introduced in Section 2.4. Moreover, $\ell_{0Z}$ and $a_Z$ indicate the mean spherical perimeter length and the mean spherical area of the typical cell of $Y_t$.

**Theorem 3.3.** Fix $t > 0$. Then, $a_Z = \frac{4\pi}{e^{t + 2} + 2}$ and $\ell_X$ for $X \in \{\partial Z, E, S, M\}$ is given as follows.

| $\ell_X$ | $X = \partial Z$ | $X = E$ | $X = S$ | $X = M$ |
|---------|----------------|--------|--------|--------|
| $\ell_X$ | $\frac{4\pi (t+1)}{e^{t+2} + 2}$ | $\frac{2\pi (1 + t - e^{-1})}{3(t^2 + 2t)}$ | $\frac{2\pi (t+1)}{2(t^2 + 2t) + e^{-t}}$ | $\frac{2\pi}{t + 2}$ |

Finally, we consider adjacency relationships. Following the terminology in [21], we let $X$ and $Y$ be two of the set classes introduced in Section 2.4 and say that $x \in X$ and $y \in Y$ are adjacent if $x \subseteq y$ or $y \subseteq x$. By $\mu_{XY}$ we denote the mean number of objects of class $Y$ that are adjacent to the typical object of class $X$. For example $\mu_{ZV}$ is the mean number of vertices on the boundary of the typical cell, while $\mu_{ME}$ is the mean number of edges contained in the typical maximal segment of the splitting tessellation $Y_t$.

**Theorem 3.4.** Fix $t > 0$ and let $X, Y \in \{Z, E, V, S, M\}$. Then $\mu_{XY}$ is given as follows.

| $\mu_{XY}$ | $X = Z$ | $X = E$ | $X = V$ | $X = S$ | $X = M$ |
|------------|--------|--------|--------|--------|--------|
| $Y = Z$   | 1      | 2      | 3      | $-$    | $-$    |
| $Y = E$   | $\frac{6(t^2 + 2t)}{e^{t+2} + 2}$ | 1      | 3      | $\frac{3(t^2 + 2t)}{2(t^2 + 2t) + e^{-t}}$ | $\frac{3(t+2)}{t+2}$ |
| $Y = V$   | $\frac{6(t^2 + 2t)}{e^{t+2} + 2}$ | 2      | 1      | $\frac{5(t^2 + 2t)}{2(t^2 + 2t) + e^{-t}}$ | $\frac{4(t+1)}{t+2}$ |
| $Y = S$   | $-$    | 2      | 5      | $-$    | $\frac{4(t+1)}{t+2}$ |
| $Y = M$   | $-$    | $\frac{3(t+2)}{3(t+2)}$ | $\frac{2(t+1)}{t+2}$ | $\frac{2(t^2 + 2t)}{2(t^2 + 2t) + e^{-t}}$ | 1 |

**Remark 3.1.** It appears that the mean adjacencies $\mu_{ZM}, \mu_{MZ}, \mu_{SS}, \mu_{ZS}$ and $\mu_{SZ}$ cannot be computed by means of the tools developed so far. This goes hand in hand with the situation for STIT tessellations in the Euclidean plane, where these mean values have only been computed recently in [23] using much more sophisticated tools and arguments.

Let us rephrase some of the mean adjacencies presented in Theorem 3.4 in a different way and let us compare them with those in the Euclidean case. We first notice that, as $t \to \infty$, the mean values $\mu_{XY}$ in Theorem 3.4 tend to the corresponding mean values for STIT tessellations in
the Euclidean plane, which are all independent of the time parameter $t$ in this case. However, they behave substantially different for ‘small’ values of $t$. We illustrate this phenomenon in three representative cases. At first, the mean number of vertices on the boundary of the typical cell is $\frac{6(t^2+2t)}{t^2+2t+2}$. As $t \to \infty$, this tends to $6$, which shows that for large $t$, the typical cell has six vertices on its boundary. This is similar to the Euclidean case, where this mean value does not depend on $t$. On the other hand, for small time parameters $t$, the mean values on the sphere and in the plane behave differently. While on the sphere $\mu_{ZV} \to 0$, as $t \to 0$, we have that $\mu_{ZV} = 6$ in the Euclidean case, independently of $t$ and as anticipated above. Secondly, we consider the typical maximal segment. The mean number of vertices in its relative interior is given by $\mu_{MV} = \frac{2t}{t^2+2t+2}$. This tends to $2$, as $t \to \infty$, which is the mean value known from the Euclidean case (where it is independent of $t$). Similarly, the mean number of vertices in the relative interior of the typical side is $\mu_{SV} = \frac{t^2+2t-2e^{-t}}{2(t^2+2t)+e^{-t}}$, which tends to $1/2$, as $t \to \infty$, which in turn is also the corresponding value in the Euclidean case (again, independently of $t$). On the other hand, we have that $\mu_{MV} \to 2$ and $\mu_{SV} \to 0$, as $t \to 0$.

Let us finally compare some of the mean values we computed with those for Poisson great circle tessellations on the sphere, see [14, Chapter 2.2] that the so-called capacity functional of the random closed set $Y_t$, we choose $\gamma = t \geq 0$. This turns out to be a reasonable choice, as the following proposition shows.

**Proposition 3.1.** For all $t \geq 0$ one has that

$$
L_E(Y_t^{GC}) = 2\pi(1 + t - e^{-t}), \quad L_S(Y_t^{GC}) = 4\pi(t + 1),
$$

$$
\lambda_V(Y_t^{GC}) = t^2 + 2t, \quad \lambda_E(Y_t^{GC}) = 2(t^2 + 2t), \quad \lambda_Z(Y_t^{GC}) = t^2 + 2t + 2.
$$

Moreover, for $t > 0$,

$$
\ell_E(Y_t^{GC}) = \frac{\pi(1 + t - e^{-t})}{t^2 + 2t}, \quad \ell_{0Z}(Y_t^{GC}) = \frac{4\pi(t + 1)}{t^2 + 2t + 2}, \quad \alpha_Z(Y_t^{GC}) = \frac{4\pi}{t^2 + 2t + 2}.
$$

A comparison of Proposition 3.1 and Theorem 3.3 shows, for example, that the mean area and the mean perimeter length of the typical cell of $Y_t^{GC}$ and $Y_t$ coincide, while Theorem 3.1 ensures that $L_S(Y_t) = L_S(Y_t^{GC})$. On the other hand, a Poisson great circle tessellation cannot have maximal segments.

### 3.2. Capacity functional and intersection property

In this section we turn to more sophisticated properties of the splitting tessellations $Y_t$. Let us fix $t \geq 0$ and recall from [14, Chapter 2.2] that the so-called capacity functional of the random closed set $Y_t$ on $S^2$ is defined as

$$
T_{Y_t}(C) = \mathbb{P}(Y_t \cap C \neq \emptyset),
$$

where $C$ is a closed subset of $S^2$. The capacity functional measures the probability that the random closed set $Y_t$ intersects a given set $C$. It is a fundamental tool in the study of random closed sets and has been used to derive various properties of these sets. For example, it can be used to study the probability of certain geometric events, such as the intersection of the random closed set with a given region, or the probability of the random closed set containing a given point. The capacity functional is also closely related to the measure functional, which measures the volume of the random closed set that is contained in a given set. The capacity functional is a more refined tool that takes into account the shape and location of the intersection, while the measure functional only measures the volume of the intersection. For a detailed discussion of these concepts and their applications, see [14, Chapter 2.2].
where $C$ is a closed subset of $\mathbb{S}^2$. It uniquely characterizes the distribution of $Y_t$ and is the analogue of a distribution function of a real-valued random variable, cf. [14]. For this reason, it is one of the fundamental characteristics that can be associated with a random closed set. Our first goal is to compute the capacity functional of $Y_t$. Not surprisingly, the result is similar to what is known from the Euclidean case, see Lemma 3 and Lemma 4 in [14].

To present the theorem, we denote the spherical convex hull of a set $B \subset \mathbb{S}^2$ by $\text{conv}(B)$ and write $[B_1|B_2]$ for the set of great circles that separate two sets $B_1, B_2 \subset \mathbb{S}^2$ that are contained in a common open hemisphere, i.e.,

$$[B_1|B_2] = \{g \in \mathcal{G}(\mathbb{S}^2) : B_1 \cap g = B_2 \cap g = \emptyset, \text{conv}(B_1 \cup B_2) \cap g \neq \emptyset\}.$$

**Theorem 3.5.** Let $C \subset \mathbb{S}^2$ be closed and contained either in $\mathbb{S}^2_+ \setminus A$ or $\mathbb{S}^2_- \setminus A$. Suppose in addition that $C$ is connected. Then

$$1 - T_{Y_t}(C) = e^{-\text{tr}(|C|)}.$$

More generally, if $C = C_1 \cup \ldots \cup C_m$ for some $m \geq 2$ with pairwise disjoint, connected and closed subsets $C_1, \ldots, C_m \subset \mathbb{S}^2$ with either $C_1, \ldots, C_m \subset \mathbb{S}^2_+ \setminus A$ or $C_1, \ldots, C_m \subset \mathbb{S}^2_- \setminus A$ for all $i \in \{1, \ldots, m\}$, then

$$1 - T_{Y_t}(C) = e^{-\text{tr}([\text{conv}(C)])} + \sum_{Z_1, Z_2} \tau([Z_1|Z_2])$$

$$\times \int_0^t e^{-sr([\text{conv}(C)])} (1 - T_{Y_{t-s}}(Z_1))(1 - T_{Y_{t-s}}(Z_2)) \, ds$$

where the sum runs over all partitions $Z_1 = \bigcup_{j \in J} C_j$, $Z_2 = \bigcup_{j \in J'} C_j$, where $J$ is a proper non-empty subset of $\{1, \ldots, m\}$.

It is often important in the theory of spherical random tessellations that one can control the point process that arises as the intersection of a spherical tessellation with a fixed great circle. While this is easy for Poisson great circle tessellations in view of the well-known mapping properties of Poisson point processes, the intersection point process is only poorly understood for Poisson-Voronoi tessellations on the sphere (and even in the Euclidean case). We use the previous result on the capacity functional of $Y_t$ to prove that the point process that arises if the splitting tessellation $Y_t$ is intersected by a fixed great circle different from $A$ is the concatenation of two independent Poisson point processes plus a pair of antipodal points on the equator $A$. This property is similar to the Euclidean case, but on the sphere the equator plays a special role.

**Theorem 3.6.** Fix $t > 0$ and let $g \in \mathcal{G}(\mathbb{S}^2) \setminus \{A\}$ be a fixed great circle. Then the random point processes $Y_t \cap (\mathbb{S}^2_+ \setminus A) \cap g$ and $Y_t \cap (\mathbb{S}^2_- \setminus A) \cap g$ are independent and both are Poisson point processes whose intensity measure is given by $t$ times the normalized spherical length measure on $(\mathbb{S}^2_+ \setminus A) \cap g$ and $(\mathbb{S}^2_- \setminus A) \cap g$, respectively.

**Remark 3.2.** In Theorem 3.6 one cannot replace the fixed great circle $g$ by a random one that depends on $Y_t$, for example by a great circle that carries one of the maximal segments of $Y_t$. If $g$ is the equator $A$ then the point process induced by the random process $(Y_t)_{t>0}$ in the upper and the lower hemisphere is a Poisson point process plus a pair of two antipodal point and both point processes are independent. Hence, the induced point process on $A$ is the superposition of two independent Poisson point processes plus two pairs of antipodal points that arise as the endpoints of the two maximal segments that appear first in the two hemispheres (provided they exist).
We now apply Lemma 2.2 with \( \phi \) theorem, to see that definition, not a maximal segment, we can re-write \( L \).

**Proof of Theorem 3.1.**

To the inner integral we apply the spherical Crofton formula from Lemma 2.1, which leads to

\[
\int_0^t \mathbb{E}\, \sum_{p \in \mathcal{Z}(Y_s)} \sigma_1(\partial p) \mathop{=}
\int_0^t \mathbb{E}\, \Sigma_\phi(Y_0) + \int_0^t \mathbb{E}\, \sum_{p \in \mathcal{Z}(Y_s)} [\Sigma_\phi(\mathcal{S}_{p,G}(Y_s)) - \Sigma_\phi(Y_s)] \tau(g) \mathop{=}
\int_0^t \mathbb{E}\, \sum_{p \in \mathcal{Z}(Y_s)} \sigma_1(\partial p) \mathop{=}
\]

Since \( Y_t \) is a spherical tessellation, \( \sum_{p \in \mathcal{Z}(Y_s)} \sigma_1(\partial p) = 2 + 2 \int_{0}^{t} \mathbb{E}\, \sum_{p \in \mathcal{Z}(Y_s)} v_2(p) \mathop{=}
\]

Together with (4.1) this proves that \( L_M = \pi(2 + 2t) - 2\pi = 2\pi t \).

To deal with the total spherical edge length \( L_E \) we observe that \( L_E = L_M + 2\pi \) whenever at least one of the two cells \( \mathbb{S}_+^2 \) of the initial tessellation \( Y_0 \) has been split by a great circle until time \( t \). The latter event has probability \( (1 - e^{-t}) + (1 - e^{-t} - (1 - e^{-t})(1 - e^{-t}) = 1 - e^{-2t} \), since the two cells \( \mathbb{S}_+^2 \) have independent and exponentially distributed random lifetimes with parameter 1. This shows that \( L_E = L_M + 2\pi(1 - e^{-2t}) = 2\pi(1 + t - e^{-2t}) \). To complete the proof, we finally notice that \( L_S = 2(L_E + 2\pi) = 4\pi t + 4\pi \) since \( Y_0 = \{A, A\} \) and the equator has length \( 2\pi \).

**4.2. Proof of Theorem 3.2.**

We start with the number of cells and choose \( \phi(p) \equiv 1 \) in Lemma 2.2. Upon taking expectations in (2.2) this shows that

\[
\lambda_\mathcal{Z} = \mathbb{E}\, \sum_{p \in \mathcal{Z}(Y_t)} 1 = \mathbb{E}\, \Sigma_\phi(Y_0) + \int_0^t \mathbb{E}\, \sum_{p \in \mathcal{Z}(Y_s)} [\Sigma_\phi(\mathcal{S}_{p,G}(Y_s)) - \Sigma_\phi(Y_s)] \tau(g) \mathop{=}
\int_0^t \mathbb{E}\, \sum_{p \in \mathcal{Z}(Y_s)} \sigma_1(\partial p) \mathop{=}
\]
We know from (4.2) that the inner expectation equals 2(s + 1), which implies that
\[
\lambda_Z = 2 + \int_0^t 2(s + 1) \, ds = t^2 + 2t + 2.
\]
Moreover, since each cell split increases the number of cells and the number of maximal segments by 1, we have the obvious relation \( \lambda_M = \lambda_Z - 2 = t^2 + 2t \).

Next, we notice that each cell split increases the number of vertices by 2 and the number of edges by 3. Moreover, we also notice that at time zero, there are no edges and vertices. This implies that \( \lambda_V = 2(\lambda_Z - 2) = 2(t^2 + 2t) \) and \( \lambda_E = 3(\lambda_Z - 2) = 3(t^2 + 2t) \).

It remains to compute \( \lambda_S \), the mean number of sides of \( Y_t \). To determine this quantity, we let \( S(p) \) be the collection of sides of a spherically convex polygon \( p \in \mathcal{P}(S^2) \) and let \( T^+ \) and \( T^- \) be the random lifetimes of the two cells \( S^2_+ \) and \( S^2_- \) of the initial tessellation \( Y_0 \). Now, we observe that \( \lambda_S \) satisfies the relation
\[
\lambda_S = \mathbb{E} \sum_{p \in Z, p \subseteq S^2_+} |S(p)| + \mathbb{E} \sum_{p \in Z, p \subseteq S^2_-} |S(p)|
= \mathbb{E} \left[ 1 + \left( 4 \sum_{m \in M, m \subseteq S^2_+} 1 - 1 \right) \mathbf{1}(T^+ \leq t) \right] + \mathbb{E} \left[ 1 + \left( 4 \sum_{m \in M, m \subseteq S^2_-} 1 - 1 \right) \mathbf{1}(T^- \leq t) \right].
\]
Since \( T^+ \) and \( T^- \) are exponentially distributed with parameter 1 and since
\[
\mathbb{E} \left[ \left( \sum_{m \in M, m \subseteq S^2_+} 1 \right) \mathbf{1}(T^+ \leq t) \right] = \mathbb{E} \left[ \left( \sum_{m \in M, m \subseteq S^2_-} 1 \right) \mathbf{1}(T^- \leq t) \right] = \frac{1}{2} \lambda_M = \frac{1}{2}(t^2 + 2t),
\]
we conclude that
\[
\lambda_S = 2 \left( 1 + 4 \left( \frac{1}{2}(t^2 + 2t) \right) - (1 - e^{-t}) \right) = 4(t^2 + 2t) + 2e^{-t}.
\]
This completes the proof. \( \square \)

4.3. Proof of Theorem 3.3. We have that
\[
\ell_{\theta_Z} = \frac{L_S}{\lambda_Z}, \quad \ell_E = \frac{L_E}{\lambda_E}, \quad \ell_S = \frac{L_S}{\lambda_S} \quad \text{and} \quad \ell_M = \frac{L_M}{\lambda_M}.
\]
Moreover, \( a_Z \) satisfies the relation \( a_Z = 4\pi/\lambda_Z \). Now, Theorem 3.1 and Theorem 3.2 complete the proof. \( \square \)

4.4. Proof of Theorem 3.4. We prepare the proof with the following lemma, which is applied repeatedly below.

Lemma 4.1. The mean number of vertices of \( Y_t \) that are located on the equator \( A \) equals \( 4t \) and the mean number of sides of \( Y_t \) on \( A \) is \( 4t + 2e^{-t} \), i.e.,
\[
\mathbb{E} \sum_{v \in V} \mathbf{1}(v \in A) = 4t \quad \text{and} \quad \mathbb{E} \sum_{s \in S} \mathbf{1}(s \subseteq A) = 4t + 2e^{-t}.
\]

Proof. Let \( T^+ \) be the random lifetimes of the two hemispheres \( S^2_\pm \) bounded by \( A \). If \( T^+ > t \) and \( T^- > t \) then, at time \( t \), the number of vertices on \( A \) is zero, while \( Y_t \) has two cells. If exactly one of the two lifetimes \( T^+ \) exceeds \( t \) (i.e., \( T^+ > t \) and \( T^- \leq t \), or \( T^+ \leq t \) and \( T^- > t \)), then the difference between the number of vertices on \( A \) and the number of cells of \( Y_t \) that
have non-empty intersection with $A$ is 1, while if $T_+ \leq t$ and $T_- \leq t$ the difference is zero. Thus, almost surely,

$$
\sum_{v \in V} 1(v \in A) = \left[ \sum_{p \in \mathbb{Z}} 1(p \cap A \neq \emptyset) \right] - 1(T_+ > t) - 1(T_- > t).
$$

Taking expectations we see that

$$
\mathbb{E} \sum_{v \in V} 1(v \in A) = \left[ \mathbb{E} \sum_{p \in \mathbb{Z}} 1(p \cap A \neq \emptyset) \right] - 2e^{-t}, \quad (4.3)
$$

since $T_+$ and $T_-$ are independent and exponentially distributed random variables with mean 1. To determine the expectation in brackets, we use that

$$
\mathbb{E} \sum_{p \in \mathbb{Z}} 1(p \cap A \neq \emptyset) = 2 \mathbb{E} \sum_{p \in \mathbb{Z}(Y \cap S^2_+)} 1(p \cap A \neq \emptyset)
$$

and apply the martingale property of $(2.2)$ with $\phi(p) = 1(p \subset S^2_+, p \cap A \neq \emptyset)$ there to see that

$$
\mathbb{E} \sum_{p \in \mathbb{Z}(Y \cap S^2_+)} 1(p \cap A \neq \emptyset) = 1 + \int_0^t \mathbb{E} \sum_{p \in \mathbb{Z}(Y \cap S^2_+)} [\Sigma_p(\cap g(Y_s) - \Sigma_p(Y_s))] \tau(dg) \, ds
$$

$$
= 1 + \int_0^t \mathbb{E} \sum_{p \in \mathbb{Z}(Y \cap S^2_+)} 1(p \cap A \cap g \neq \emptyset) \tau(dg) \, ds
$$

$$
= 1 + \int_0^t \mathbb{E} \sum_{p \in \mathbb{Z}(Y \cap S^2_+)} \tau([p \cap A]) (1(T_+ > s) + 1(T_+ \leq s)) \, ds.
$$

If $T_+ > s$, we have that $\tau([p \cap A]) = 1$ for the single cell $p = S^2_+ \in \mathbb{Z}(Y \cap S^2_+)$. If $T_+ \leq s$ then $\tau([p \cap A]) = 2v_1(p \cap A)$ for all $p \in \mathbb{Z}(Y \cap S^2_+)$. Since $\mathbb{P}(T_+ > s) = e^{-s}$ and since the functional $v_1$ is additive and satisfies $v_1(A) = 1$, this leads to

$$
\mathbb{E} \sum_{p \in \mathbb{Z}(Y \cap S^2_+)} 1(p \cap A \neq \emptyset) = 1 + \int_0^t e^{-s} + 2(1 - e^{-s}) \mathbb{E} \sum_{p \in \mathbb{Z}(Y \cap S^2_+)} v_1(p \cap A) \, ds
$$

$$
= 1 + \int_0^t e^{-s} + 2(1 - e^{-s}) \, ds = 2t + e^{-t},
$$

whence

$$
\mathbb{E} \sum_{p \in \mathbb{Z}} 1(p \cap A \neq \emptyset) = 2 \mathbb{E} \sum_{p \in \mathbb{Z}(Y \cap S^2_+)} 1(p \cap A \neq \emptyset) = 4t + 2e^{-t}, \quad (4.4)
$$

which proves the claim about the sides on the equator. In conjunction with $(4.3)$ we also conclude that

$$
\mathbb{E} \sum_{v \in V} 1(v \in A) = (4t + 2e^{-t}) - 2e^{-t} = 4t
$$

and this completes the proof of the lemma. □
Remark 4.1. An alternative proof of Lemma 4.1 can be given by means of Theorem 3.6 in conjunction with Remark 3.2. We have decided to embed the result into our self-contained approach, which only relies on the martingale property presented in Lemma 2.2.

Proof of Theorem 3.4 with \( X = Z \). Clearly, \( \mu_{ZZ} = 1 \). Next, we notice that

\[
\mu_{ZV} = \frac{3\lambda_V}{\lambda_Z}, \quad \text{and} \quad \mu_{ZE} = \mu_{ZV},
\]

since each vertex belongs to precisely 3 cells. Applying Theorem 3.2 leads to the precise values. \( \square \)

Proof of Theorem 3.4 with \( X = E \). Trivially, one has that \( \mu_{EE} = 1 \). Moreover, since each edge is contained in the boundary of exactly two cells, we have that \( \mu_{EZ} = \mu_{ES} = 2 \) and since each edge has exactly two endpoints, we find that \( \mu_{EV} = 2 \). Finally, each edge is contained in exactly one maximal segment, except in the case that it lies on the equator (which in turn is not a maximal segment). In view of Lemma 4.1 we know that the mean number of edges on \( A \) is \( 4t \) and hence \( \mu_{EM} = (\lambda_E - 4t)/\lambda_E \). An application of Theorem 3.2 completes the proof in this case. \( \square \)

Proof of Theorem 3.4 with \( X = V \). Clearly, \( \mu_{VV} = 1 \). Each vertex is contained in the boundary of precisely 3 cells and is endpoint of precisely 3 edges and 5 sides. This implies \( \mu_{VZ} = \mu_{VE} = 3 \) and \( \mu_{VS} = 5 \). To compute \( \mu_{VM} \) we observe that each vertex is the endpoint of exactly one maximal segment and is contained in the relative interior of exactly one maximal segment, except of the case that the vertex is located on the equator, in which case it is only the endpoint of one maximal segment. This leads to the identity

\[
\mu_{VM} = \frac{2(\lambda_V - 4t)}{\lambda_V} + \frac{4t}{\lambda_V},
\]

and an application of Theorem 3.2 yields the precise value. \( \square \)

Proof of Theorem 3.4 with \( X = S \). We have that \( \mu_{SE} = 2\lambda_E/\lambda_S \) and \( \mu_{SV} = 5\lambda_V/\lambda_S \), since each edge belongs to precisely two sides and since each vertex is the endpoint of precisely 4 sides and is contained in the relative interior of a further side. To compute \( \mu_{SM} \) we notice that each side is contained in exactly one maximal segment, the only exception being sides on the equator, which are contained in no maximal segment. Lemma 4.1 implies that the mean number of sides of \( Y_t \) on \( A \) equals \( 4t + 2e^{-t} \). This gives the relation

\[
\mu_{SM} = \frac{\lambda_S - 4t - 2e^{-t}}{\lambda_S}.
\]

Now, application of Theorem 3.2 completes the proof. \( \square \)

Proof of Theorem 3.4 with \( X = M \). Clearly, \( \mu_{MM} = 1 \). Moreover, using Lemma 4.1 and recalling that the equator is not a maximal segment, we find that

\[
\mu_{ME} = \frac{\lambda_E - 4t}{\lambda_M}, \quad \mu_{MV} = \frac{2\lambda_V - 4t}{\lambda_M} \quad \text{and} \quad \mu_{MS} = \frac{\lambda_S - 4t - 2e^{-t}}{\lambda_M},
\]

and Theorem 3.2 completes the proof of Theorem 3.4. \( \square \)
4.5. Proof of Proposition 3.4. Let $N$ be a Poisson random variable with parameter $t \geq 0$. If $N = 0$, the great circle tessellation has two cells $S^2_\pm$ that are bounded by the equator, no edge and no vertex. If otherwise $N \geq 1$, we have $N(N+1)$ vertices, $2N(N+1)$ edges and $N^2 + N + 2$ cells as one easily checks by induction (see Equation (6.1) in [10]). Thus,

$$L_E(Y_i^{GC}) = \sum_{k=1}^{\infty} 2\pi(k+1) \mathbb{P}(N = k) = 2\pi(1 + t - e^{-t}) ,$$

and

$$L_S(Y_i^{GC}) = 4\pi \mathbb{P}(N = 0) + \sum_{k=1}^{\infty} 4\pi(k+1) \mathbb{P}(N = k) = 4\pi(t + 1)$$

Moreover, for $a_Z(Y_i^{GC}), \ell_{\partial Z}(Y_i^{GC})$ and $\ell_E(Y_i^{GC})$ we have that

$$a_Z(Y_i^{GC}) = \frac{4\pi}{\lambda_Z(Y_i^{GC})} = \frac{4\pi}{t^2 + 2t + 2} , \quad \ell_{\partial Z}(Y_i^{GC}) = \frac{L_S(Y_i^{GC})}{\lambda_Z(Y_i^{GC})} = \frac{4\pi(t + 1)}{t^2 + 2t + 2}$$

and

$$\ell_E(Y_i^{GC}) = \frac{L_S(Y_i^{GC})}{\lambda_E(Y_i^{GC})} = \frac{\pi(t + t - e^{-t})}{t^2 + 2t}.$$ This completes the proof.

4.6. Proof of Theorem 3.5. Let us first suppose that $C$ is connected and observe that

$$\mathbb{P}(Y_t \cap C = \emptyset) = \mathbb{E} \sum_{p \in Z} 1(C \subset p).$$

It then follows from Lemma 2.2 that the stochastic process defined there with the special choice $\phi(p) := 1(p \subset C)$ is a martingale. Upon taking expectations in (2.2) this yields

$$\mathbb{P}(Y_t \cap C = \emptyset) = \mathbb{E} \Sigma_\phi(Y_t) = \mathbb{E} \Sigma_\phi(Y_0) + \int_0^t \mathbb{E} \sum_{p \in Z(Y_s)} \int_{[p]} \left[ \Sigma_\phi(\cap_{g \in \partial Y_s}) - \Sigma_\phi(Y_s) \right] \tau(g) \, ds$$

$$= 1 - \int_0^t \mathbb{E} \sum_{p \in Z(Y_s)} 1(C \subset p) \int_{[p]} 1(C \cap g \neq \emptyset) \tau(g) \, ds$$

$$= 1 - \tau(|C|) \int_0^t \mathbb{E} \sum_{p \in Z(Y_s)} 1(C \subset p) \, ds$$

$$= 1 - \tau(|C|) \int_0^t \mathbb{P}(Y_s \cap C = \emptyset) \, ds.$$
This leads to the integral equation
\[
y(t) = 1 - \tau(|C|) \int_0^t y(s) \, ds \quad \text{with} \quad y(0) = 1
\]
for \(y(t) := \mathbb{P}(Y_t \cap C = \emptyset) = 1 - T_{Y Treatment}(C)\), which has the unique solution \(y(t) = e^{-\tau(|C|)}\).

We assume now that \(C\) has more than one connected component and partition the event that \(Y_t \cap C = \emptyset\) as follows:
\[
1 - T_{Y Treatment}(C) = \mathbb{P}(Y_t \cap C = \emptyset)
= \mathbb{P}(Y_t \cap C = \emptyset, Y_t \cap \text{conv}(C) = \emptyset) + \mathbb{P}(Y_t \cap C = \emptyset, Y_t \cap \text{conv}(C) \neq \emptyset).
\]

Since \(\mathbb{P}(Y_t \cap C = \emptyset, Y_t \cap \text{conv}(C) = \emptyset) = \mathbb{P}(Y_t \cap C = \emptyset)\) and since \(\text{conv}(C)\) is connected, we have from the first part of the proof that
\[
1 - T_{Y Treatment}(C) = e^{-\tau(\text{conv}(C))} + \mathbb{P}(Y_t \cap C = \emptyset, Y_t \cap \text{conv}(C) \neq \emptyset).
\]

If \(Y_t \cap C = \emptyset\) and \(Y_t \cap \text{conv}(C) \neq \emptyset\), there exists a time \(s \in (0, t)\) at which the connected components of \(C\) are separated for the first time by a great circle (different from \(A\)) into two parts \(Z_1 = \bigcup_{j \in J} C_j, Z_2 = \bigcup_{j \in J'} C_j\), where \(J\) is a proper non-empty subset of \(\{1, \ldots, m\}\). Moreover, after this separation, the sets \(Z_1\) and \(Z_2\) are not intersected by spherical line segments that are constructed in the remaining time interval \((s - t)\). Using the Markovian description of the continuous time dynamic of \((Y_t)_{t>0}\) this means that
\[
\mathbb{P}(Y_t \cap C = \emptyset, Y_t \cap \text{conv}(C) \neq \emptyset)
= \sum_{Z_1, Z_2} \tau(|Z_1| \cap \text{conv}(C)) \int_0^t \mathbb{P}(Y_s \cap \text{conv}(C) = \emptyset) \mathbb{P}(Y_{t-s} \cap Z_1 = \emptyset) \mathbb{P}(Y_{t-s} \cap Z_2 = \emptyset) \, ds
\]
\[
= \sum_{Z_1, Z_2} \tau(|Z_1| \cap \text{conv}(C)) \int_0^t e^{-\tau(\text{conv}(C))} (1 - T_{Y_{t-s}}(Z_1))(1 - T_{Y_{t-s}}(Z_2)) \, ds.
\]

This completes the proof of the theorem.

**4.7. Proof of Theorem 3.6** That the point processes \(Y_t \cap S^2_+ \cap g\) and \(Y_t \cap S^2_+ \cap g\) are independent is clear from the Markovian construction of \(Y_t\). So, it is sufficient to show that \(Y_t \cap (S^2_+ \setminus A) \cap g\) is a Poisson point process with the correct intensity measure. It is well known from the theory of random sets (see [14, Theorem 3.6.3]) that for this it is enough to prove that for all \(m \in \{1, 2, 3, \ldots\}\) and all disjoint spherical line segments (intervals) \(I_1, \ldots, I_m \subset (S^2_+ \setminus A) \cap g\) one has that
\[
\mathbb{P}(Y_t \cap I_1 = \emptyset, \ldots, Y_t \cap I_m = \emptyset) = \prod_{j=1}^m e^{-\tau(|I_j|)}.
\]

Without loss of generality we can and will assume that the intervals \(I_1, \ldots, I_m\) are ordered in such a way that first interval \(I_1\), then interval \(I_2\) etc. is visited when travelling along \(S^2_+ \cap g\) from one endpoint of \(A \cap g\) to the other (the choice of the orientation is irrelevant).

To establish (4.5) we proceed by induction on \(m\). For \(m = 1\) this just follows from the formula for the capacity functional of \(Y_t\) for connected argument sets in Theorem 3.5. So, let us assume that (4.5) is valid for \(m - 1 \geq 2\) there instead of \(m\). We use (3.1) with \(C = I_1 \cup \ldots \cup I_m\) and...
Next, we denote by $I_{j,j+1}$ the spherical interval on $g$ that is in between $I_j$ and $I_{j+1}$ for \( j \in \{1, \ldots, m-1\} \), and observe that $\tau([I]) = \tau([I_1]) + \ldots + \tau([I_m]) + \tau([I_1,2]) + \ldots + \tau([I_{m-1,m}])$, where $I := \text{conv}(C)$. This implies that

$$e^{-s \tau([I])} (1 - T_{Y_{j,s}}(Z_1))(1 - T_{Y_{j,s}}(Z_2)) = e^{-s \sum_{j=1}^{m-1} \tau([I_{j,j+1}])} e^{-t \sum_{j=1}^{m} \tau([I_j])}$$

so that the integral in (3.1) equals

$$\frac{1}{\sum_{j=1}^{m-1} \tau([I_{j,j+1}])} (1 - e^{-t \sum_{j=1}^{m-1} \tau([I_{j,j+1}])}) e^{-t \sum_{j=1}^{m} \tau([I_j])}.$$ 

What remains is to compute the value of the sum over $Z_1, Z_2$ in (3.1). We have that $\tau([Z_1|Z_2]) = 0$ if and only if $\text{conv}(Z_1) \cap \text{conv}(Z_2) \neq \emptyset$. Thus, in order to have $\tau([Z_1|Z_2]) \neq 0$, the two sets $Z_1$ and $Z_2$ must be separated by exactly one of the spherical intervals $I_{i,i+1}$. This immediately implies the relation

$$\sum_{Z_1, Z_2} \tau([Z_1|Z_2]) = \sum_{j=1}^{m-1} \tau([I_{j,j+1}]).$$

Combining these facts with (3.1) and the formula for $1 - T_{Y_{i}}(I)$ that follows from the first part of Theorem 3.5, we arrive at

$$1 - T_{Y_{i}}(I) = \mathbb{P}(Y_i \cap I_1 = \emptyset, \ldots, Y_i \cap I_m = \emptyset)
= e^{-t \left( \sum_{j=1}^{m} \tau([I_j]) + \sum_{j=1}^{m-1} \tau([I_{j,j+1}]) \right) + (1 - e^{-t \sum_{j=1}^{m-1} \tau([I_{j,j+1}])}) e^{-t \sum_{j=1}^{m} \tau([I_j])}}
= e^{-t \sum_{j=1}^{m} \tau([I_j])} = \prod_{j=1}^{m} e^{-t \tau([I_j])}. $$

In view of (4.5) this completes the proof. \( \square \)
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