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Abstract

The numerical modelling of convection dominated high density ratio two-phase flow poses several challenges, amongst which is resolving the relatively thin shear layer at the interface. To this end we propose a sharp discretisation of the two-velocity model of the two-phase Navier–Stokes equations. This results in the ability to model the shear layer, rather than resolving it, by allowing for a velocity discontinuity in the direction(s) tangential to the interface.

In a previous paper (Remmerswaal and Veldman (2022), arXiv:2209.14934) we have discussed the transport of mass and momentum, where the two fluids were not yet coupled. In this paper an implicit coupling of the two fluids is proposed, which imposes continuity of the velocity field in the interface normal direction. The coupling is included in the pressure Poisson problem, and is discretised using a multidimensional generalisation of the ghost fluid method. Furthermore, a discretisation of the diffusive forces is proposed, which leads to recovering the continuous one-velocity solution as the interface shear layer is resolved.

The proposed two-velocity formulation is validated and compared to our one-velocity formulation, where we consider a multitude of two-phase flow problems. It is demonstrated that the proposed two-velocity model is able to consistently, and sharply, approximate solutions to the inviscid Euler equations, where velocity discontinuities appear analytically as well. Furthermore, the proposed two-velocity model is shown to accurately model the interface shear layer in viscous problems, and it is successfully applied to the simulation of breaking waves where the model was used to sharply capture free surface instabilities.
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1. Introduction

The numerical simulation of two-phase flow is of great interest to engineering problems (e.g. liquid sloshing), as well as to fundamental research into fluid flow (e.g. to study the physics of liquid impacts). One of the main challenges in performing such simulations is the computational effort required to resolve the shear layer (SL) present at the phase interface. The shear layer is a thin (relative to other length scales of interest, we will soon justify this by comparing such length scales) region at the interface where viscous effects play a role, and is for example present on the wave crest of a breaking wave, as illustrated by the green region in fig. 1.

The accurate prediction of impact pressures resulting from breaking wave impacts is challenging, in particular because it was found [14] that the fragmentation of the interface prior to impact results in a high variability of the local interface shape, and thus a high variability of the resulting impact pressures. This fragmentation is due to the development of free surface instabilities, such as the Kelvin–Helmholtz (KH) instability, resulting from the shearing gas flow \( U_\tau \) past the wave crest, as illustrated by the large red arrow in fig. 1. In order to numerically...
capture such free surface instabilities, a sharp and accurate model for two-phase flow is required, and we must moreover have a sufficiently fine mesh to resolve the most unstable KH wavelength, which will be denoted by $\lambda_{KH}$. To obtain a relative impression of the length scales mentioned, we will now compare the most unstable KH wavelength with an estimate of the shear layer thickness $\delta_{SL}$. Doing so we are able to judge whether or not additional mesh refinement is required if we want to resolve the shear layer as well.

Using the single-phase boundary layer theory by Blasius [2] we find that the thickness of the shear layer in the gas phase can be estimated by

$$\delta_{SL}(\tau) = 4.91 \sqrt{\frac{\mu^g \tau}{\rho^g U^2}},$$

where $\tau$ is the coordinate along the length of the shear layer which starts at $\tau = 0$, $\rho^\pi$ denotes the density of the $\pi$-phase (for $\pi \in \{l,g\}$) and $\mu^\pi$ denotes the corresponding dynamic viscosity. Here $U_\tau$ denotes the magnitude of the free stream velocity, see also fig. 1.

According to linearised potential flow theory (see e.g. Lamb [15, Art. 267 & 268]) the most unstable KH wavelength is given by

$$\lambda_{KH} = 3\pi\sigma (\rho^l + \rho^g) \rho^g \rho^l U_\tau^2,$$

where $\sigma$ denotes the surface tension coefficient. It follows that the ratio of viscous and inertial length scales is given by

$$\frac{\delta_{SL}(\lambda_{KH})}{\lambda_{KH}} = 4.91 \sqrt{\frac{\mu^g}{\rho^g U_\tau \lambda_{KH}}} = 4.91 \sqrt{\frac{\rho^l \mu^g}{3\pi\sigma (\rho^g + \rho^l) U_\tau}} \approx \frac{\sqrt{U_\tau}}{40},$$

where we have substituted the fluid properties of water and air. In particular, if we consider velocities up to 30% of the speed of sound in air, in order to justify our assumption of incompressibility, we find that

$$\frac{\delta_{SL}(\lambda_{KH})}{\lambda_{KH}} \approx \frac{\sqrt{0.3 \times 330}}{40} \approx \frac{1}{4}.$$

Hence we find, according to this admittedly simplified analysis, that for incompressible flow the shear layer is at least a factor four thinner than the most unstable wavelength, and therefore resolving the shear layer always yields a much more stringent resolution restriction than one would obtain when wanting to resolve only the most unstable wavelength $\lambda_{KH}$. 

Figure 1: Illustration of a breaking wave moving towards the left. The shear layer thickness $\delta_{SL}(\tau)$ and most unstable wavelength $\lambda_{KH}$ are indicated. Note that for illustrational purposes the shear layer is shown much thicker, relative to the most unstable wavelength, than it would usually be.
The aforementioned analysis motivates the use of a two-velocity model, wherein each phase is described by its own momentum equation, resulting in two distinct velocity fields which will be denoted by $u^l, u^g$. If the shear layer is not resolved, then numerically the velocity component(s) tangential to the interface can be viewed as discontinuous. Therefore a two-velocity model can be utilised to permit such a velocity discontinuity, thereby modelling the shear layer rather than resolving it. We impose that only the interface normal component of the velocity field is continuous (hence assuming that no phase change can occur)

$$[u_n] = 0,$$  \hfill (3)

thereby allowing for a discontinuity in the tangential component(s) of the velocity field. Here the jump in a quantity is defined as the difference between the gas and liquid value

$$[\varphi] := \varphi^g - \varphi^l, \quad \llbracket \varphi \rrbracket := \varphi^g + \varphi^l,$$

where we have introduced a complimentary notation for the sum over the phases. In one-velocity models continuity of the full velocity field is imposed instead

$$[u] = 0.$$  \hfill (4)

Several multi-equation models for two-phase flow can be found in the literature, resulting in at most two mass conservation equations, two momentum conservation equations, two energy equations and an equation that governs the advection of the interface. In Saurel and Abgrall [31] a hyperbolic seven equation model (2-2-2-1) is considered for the simulation of two-phase compressible flow. The energy equations are omitted in Preisig and Zimmermann [23], who therefore consider a five equation model (2-2-0-1), and in Favrie et al. [11] a six equation model (2-1-2-1) is considered where a momentum equation for the mixture is considered.

For incompressible two-phase flow not much can be found in the literature regarding multi-equation models (in particular two-velocity models). Note that for incompressible flow the mass conservation equations are implied by the equation that governs the advection of the interface, together with a suitable incompressibility constraint (which we will count as a mass conservation equation). In Desjardins and Moureau [5] and Vukčević et al. [35] two separate equations are used for the transport of momentum, but after each time step the velocity jump is removed in the pressure Poisson problem by imposing eq. (4). In our terminology this constitutes as a one-velocity model (1-1-0-1). Our proposed two-velocity model is a sharp four equation model (1-2-0-1) wherein the velocity is permitted to be discontinuous according to eq. (3).

In a previous paper [28] we have posed the following three challenges regarding the development of a sharp two-velocity model for two-phase flow.

**Challenges 1 (Two-velocity formulation). In the presence of a velocity discontinuity, how to . . .**

1) transport mass and momentum

2) impose continuity of the interface normal component of velocity

3) ensure that the viscous one-velocity solution is obtained under mesh refinement

Challenge 1.1 was considered previously [28], and in the remainder of this paper we will discuss challenges 1.2 and 1.3.
Overview

We start by giving an overview of our proposed numerical models for the one- and two-velocity formulation in section 2. Then we turn to the Poisson problem in section 3 where we propose a generalisation of the ghost fluid method in order to consistently impose eq. (3), and thereby addressing challenge 1.2. In section 4 we propose a simple diffusion model for the two-velocity formulation which will ensure that the velocity discontinuity vanishes as the shear layer is resolved, hence addressing challenge 1.3. A new well-balanced and mimetic gravity model is introduced in section 5. Numerical results are shown in section 6 and concluding remarks are given in section 7.

2. Overview of the (one- and) two-velocity model

The notation is based on the notation presented in Lipnikov et al. [18], and is identical to the notation used in Remmerswaal and Veldman [28]. We consider a staggered rectilinear mesh (with block-based adaptive refinement [32]) for which we denote the set of centred control volumes by \( C \), where each such control volume \( c \in C \) has faces which are denoted by \( f \in \mathcal{F}(c) \), see also fig. 2. For each face \( f \) we denote the corresponding staggered control volume by \( \omega_f \), which is illustrated in fig. 3, and is defined as the extrusion of the face \( f \) to its neighbouring control volume centroids. The control volumes neighbouring a face \( f \) are denoted by \( C(f) \subset C \), see also fig. 3. Scalar functions (e.g. the volume fraction and pressure) are defined at the centroid of the centred control volume, and the set of such scalar functions is denoted by \( C_h \), whereas vector valued functions (e.g. the velocity) are defined on the centroid of a face, and the set of such functions is denoted by \( \mathcal{F}_h \). The function \( u \in \mathcal{F}_h \) approximates the face normal (denoted by \( n_f \)) component of the vector field \( u \) at the face centroid \( x_f \):

\[
\bar{u}_f(t) \approx n_f \cdot u(t, x_f).
\]

We will now describe the time integration steps used for both our one- and two-velocity model, that is, how to advance the liquid volume fraction \( \alpha_l, (n) \), velocities \( u_l, (n), u_g, (n) \in \mathcal{F}_h \) and pressure \( p, (n) \in C_h \) to the next time level \( t = t^{(n+1)} \). Here the centred volume fraction of the \( \pi \)-phase (for \( \pi \in \{ l, g \} \)) is defined as the fraction of \( \pi \)-phase volume contained inside the control volume \( c \)

\[
\alpha_c^{\pi,(n)} := \frac{|c \cap \Omega^{\pi,(n)}|}{|c|},
\]

where \( \Omega^{\pi,(n)} \subset \Omega \subset \mathbb{R}^d \) is the part of the \( d \)-dimensional domain corresponding to the \( \pi \)-phase at \( t = t^{(n)} \), and \( |A| \) denotes the volume (area in 2D) of some set \( A \).

We note that our proposed methods allow for the presence of arbitrary geometry, which is modelled implicitly using the cut-cell method [6, 13]. This means that in such cut-cells we find \( \|\alpha\| < 1 \), as the remainder of the control volume is filled by the geometry. Throughout this paper it will however be assumed that each control volume consists entirely of liquid and/or gas, i.e. \( \|\alpha\| = 1 \), for ease of discussion.

The time integration starts with the advection of the interface, as well as the transport of mass and momentum, which are described in detail in Remmerswaal and Veldman [28]. The advection of the interface, for which we use the dimensionally unsplit geometric VOF method based on donating regions (DRs) from [20], is done according to time integration step T1.

**Time integration step T1 (Interface advection).**

\[
a_l^{l,(n+1)} = a_l^{l,(n)} - \delta t \mathcal{D} \bar{u}_l^{l,(n)} \quad (T1.I) \quad a_l^{l,(n+1)} = a_l^{l,(n)} - \delta t \mathcal{D} \bar{u}_l^{l,(n)} \quad (T1.II)
\]

Note that on the left-hand side we show the one-velocity formulation whereas on the right-hand side we show the two-velocity formulation, which we will also do for the remaining time
Figure 2: A control volume \( c \in \mathcal{C} \) with boundary \( \partial c = \bigcup_{f \in \mathcal{F}(c)} f \), where \( \mathcal{F}(c) = \{ f_1, f_2, f_3, f_4 \} \). Here \( o_{c,f_1} = o_{c,f_2} = +1 \) and \( o_{c,f_3} = o_{c,f_4} = -1 \). Here \( \overline{\upsilon}_l \) and \( \hat{\upsilon}_l \) denote the liquid volume flux (i.e., the amount of liquid that flows through a face \( f \) during a time step) resulting from the one- and two-velocity formulation respectively, and \( \mathcal{D} : \mathcal{F}^h \to \mathcal{C}^h \) denotes the finite volume approximation of the divergence operator, which is defined as

\[
|c|(\mathcal{D}u)_c := \sum_{f \in \mathcal{F}(c)} o_{c,f}|f|u_f \approx \int_{\partial c} u_n \, dS,
\]

where \( o_{c,f} \in \{-1, +1\} \) encodes the orientation of the face normal \( n_f \) such that \( o_{c,f}n_f \) points out of the control volume \( c \), see also fig. 2. We let the gradient operator \( \mathcal{S} : \mathcal{C}^h \to \mathcal{F}^h \) be defined as the negative adjoint of \( \mathcal{D} \), w.r.t. the \( L^2 \) inner product

\[
\sum_{c \in \mathcal{C}} p \mathcal{D} u = - \sum_{\omega(\mathcal{F})} w \mathcal{S} p, \quad \forall u \in \mathcal{F}^h, p \in \mathcal{C}^h,
\]

where we have introduced the following short-hand notation for numerical integration

\[
\sum_{c \in \mathcal{C}} p := \sum_{c \in \mathcal{C}} |c|p_c, \quad \sum_{\omega(\mathcal{F})} u := \sum_{f \in \mathcal{F}} |\omega_f|u_f.
\]

Using eqs. (6) and (7) we find that the gradient operator can explicitly be written as

\[
\mathcal{S} p := - \frac{1}{h_f} \sum_{c \in \mathcal{C}(f)} o_{c,f} p_c \approx n_f \cdot (\nabla p)(x_f),
\]

where \( h_f = |\omega_f|/|f| \) is the face projected distance between the two neighbouring nodes, see also fig. 3. As the fluids under consideration are assumed to be incompressible, the transport of mass is a direct consequence of the advection of the interface. Moreover, since we consider a staggered variable arrangement, it follows that obtaining the velocity from momentum requires a staggered notion of mass, and therefore equivalently requires a staggered volume fraction field which we denote by \( \tilde{\alpha}^x \in \mathcal{F}^h \). The staggered volume fraction field is defined as the volume weighted average of the centred volume fraction

\[
\tilde{\alpha}^x_f := \frac{1}{2|\omega_f|} \sum_{c \in \mathcal{C}(f)} |c|\alpha^x_c,
\]
We require that the CFL limit is bounded \( \nu \), \( \tilde{\nu} \), staggered gas volume fraction used in eq. (T2.II), which is denoted by \( u \) that conservation of kinetic energy in the semi-discrete limit \( \delta t \to 0 \). For details we refer to Veldman [34] as well as the discussion found in [28]. The momentum field for the \( \pi \)-phase at \( t = t^{(n)} \) is denoted by \((\tilde{\alpha} \rho \mu)^{\pi,(n)}\). The resulting momentum advection method, which is similar to the method first proposed by Rudman [30], is summarised by time integration step T2.

**Time integration step T2** (Transport of momentum).

\[
\begin{align*}
\bar{u}^{\pi} &= \frac{\langle \tilde{\alpha} \rho \mu \rangle^{(n)} \bar{u}^{(n)} - \delta t \{ - \tilde{\alpha} \bar{\rho} \bar{u}^{(n)} \} (n+1) \rangle}{\{ \tilde{\alpha} \rho \rho \} (n+1)} \quad (T2.I) \\
u^{\pi,*} &= \frac{\langle (\tilde{\alpha} \rho \mu) \rangle^{(n)} - \delta t (\tilde{\alpha} \bar{\rho} \bar{u}^{(n)})}{\langle (\tilde{\alpha} \rho) \rangle^{(n+1)}} \\
u^{\rho,*} &= \frac{\langle (\tilde{\alpha} \rho) \rangle^{(n)} - \delta t (\tilde{\alpha} \bar{\rho} \bar{u}^{(n)})}{\langle (\tilde{\alpha} \rho) \rangle^{(n+1)}} \quad (T2.II)
\end{align*}
\]

The continuity of the staggered velocity field in the one-velocity model is emphasised by denoting it by \( \bar{u} \in \mathcal{F}^h \), and the advection operator is denoted by \( \tilde{\alpha} \bar{\rho} \bar{u} \). The staggered gas volume fraction used in eq. (T2.II), which is denoted by \( \tilde{\alpha} \bar{\rho} \bar{u} \), is used to ensure that \( u^{\rho,*} \equiv 1 \) if \( u^{\rho,(n)} \equiv 1 \), and does not coincide with \( \tilde{\alpha} \bar{\rho}^{(n+1)} \). This is contrary to the liquid phase, where \( \tilde{\alpha} \bar{\rho}^{(n+1)} \) is used directly; this is possible because, as explained in detail in [28], we have chosen to transport the interface using the (extrapolated) liquid velocity field. It follows that time integration step T2 does not conserve linear momentum in the gas phase when the two-velocity formulation is used, which we deem acceptable because the contribution of the gas phase to total linear momentum is small whenever \( \rho^g \ll \rho^l \), as is the case in our application.

The transport of mass and momentum is carried out under the following CFL constraint

\[
\max_{c} \nu_{c} < \nu^l, \quad (10)
\]

where \( \nu_{c} \) denotes the local control volume CFL number, and is defined as

\[
\nu_{c} := \frac{\delta t}{|c|} \sum_{c \in \mathcal{F}(c)} \max \left( 0, -\hat{o}_{c,f}|f|^{(n)} \right).
\]

We require that the CFL limit is bounded \( \nu^{l} < 1 \), and we usually use a value of \( \nu^{l} = \frac{3}{4} \).

The discretisation of diffusion, which we summarise in time integration step T3, is done implicitly in time, and is described in more detail in section 4.

**Time integration step T3** (Diffusion).

\[
\begin{align*}
\bar{u}^{**} &= \bar{u}^{*} + \delta t \langle \tilde{\alpha} \rho \mu \rangle^{(n+1)} \quad (T3.I) \\
u^{\pi,**} &= \nu^{\pi,*} + \delta t \langle \tilde{\alpha} \rho \mu \rangle^{(n+1)} \quad (T3.II)
\end{align*}
\]

Here \( \tilde{\mathcal{D}} : \mathcal{G}^h \rightarrow \mathcal{F}^h \) denotes the staggered divergence operator which is defined in terms of the boundary integral over the boundary of the staggered control volume \( \omega_f \)

\[
|\omega_f| \langle \tilde{\mathcal{D}} T^\mu \rangle_f := \sum_{g \in \partial(\omega_f)} \tilde{o}_{f,g} |g| T^\mu_g,
\]
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where $\mathcal{G}(\omega_f)$ is the set of faces of the boundary of $\omega_f$, and $\tilde{\partial}_{\omega_f} \mathbf{n}_f$ is such that $\tilde{\partial}_{\omega_f} \mathbf{n}_f$ points out of the staggered control volume $\omega_f$, see also fig. 3. The set of all faces of all staggered control volumes is denoted by $\mathcal{G}$, with corresponding function space $\mathcal{G}^h$. The viscous stress tensor $T^\mu \in \mathcal{G}^h$ will be further specified in section 4. Since diffusion will be treated implicitly in time, it does not yield any time step constraint.

The discretisation of the gravity force $F$, which will be discussed in section 5 and is given by eq. (48), results in time integration step T4.

**Time integration step T4 (Gravity).**

\[
\bar{u}^{***} = \bar{u}^{**} + \delta t \frac{F}{\|ar{\alpha} \rho \|^{(n+1)}} \quad (T4.I) \quad \bar{u}^{\pi,***} = \bar{u}^{\pi,**} + \delta t \frac{F}{\|ar{\alpha} \rho \|^{(n+1)}} \quad (T4.II)
\]

For gravity waves we must ensure that the velocity [15, Art. 231] of the shortest wave, which we take equal to\(^1 1/h/2\pi\), does not exceed their numerical speed limit, resulting in the following time step restriction

\[
\delta t \leq \sqrt{\frac{\rho l + \rho g}{\rho l - \rho g}} \frac{h}{|\mathbf{g}|_2},
\]

which corresponds to taking a time step no larger than the oscillation period of a capillary wave of wavelength $h$ [15, Art. 266]. We summarise the resulting pressure Poisson problem in time integration step T5.

**Time integration step T5 (Pressure Poisson).**

\[
\bar{u}^{(n+1)} = \bar{u}^{***} - \delta t \tilde{\mathbf{g}}(p) \quad (T5.I) \quad \bar{u}^{\pi,(n+1)} = \bar{u}^{\pi,***} - \delta t \bar{g}^{\pi}(p, \xi) \quad (T5.II)
\]

Here the fluid apertures $a^\pi \in \mathcal{F}^h$ denote the fraction of the face $f$ contained inside the $\pi$-phase, and are illustrated in fig. 4. The interface normal, interpolated to the face $f$ and subsequently normalised, is denoted by $\tilde{\eta} \in [\mathcal{F}^h]^d$. The additional constraint on the velocity fields, given by the third equation in eq. (T5.II), implicitly imposes eq. (3) and will be discussed in detail in section 3. There we will also define the scaled gradient operator $\bar{g}^\pi$ as well as the jump operator $\mathcal{J}$.

\(^1\)Using the mesh width $h$ was not sufficient for obtaining stability.
3. Poisson problem

We will now focus our attention on the most crucial part of the discretisation for our proposed two-velocity formulation: the coupling of the two fluids via the pressure Poisson equation. Contrary to the approach followed in [5, 35], wherein the velocity jump is simply removed after each time step, we impose that merely the normal component of the velocity is continuous, as stated in eq. (3).

We start by briefly discussing the pressure Poisson problem discrete in time, but continuous in space. Then we discuss discretisation approaches for the divergence as well as gradient operator in the presence of a velocity discontinuity, resulting in a generalisation of the ghost fluid method (GFM) [19]. The resulting method is then validated using an academic test case, and slightly altered to ensure that conservation properties are adhered to. We then discuss the relation between the resulting one- and two-velocity formulations.

3.1. The pressure Poisson problem

Before we discuss the full discretisation of the pressure Poisson problem shown in eq. (T5.II), we first present the continuous in space but discrete in time equivalent. Continuous in space, the velocity update due to the pressure is given by

$$u^{\pi,(n+1)} = u^{\pi,**} - \frac{\delta t}{\rho^\pi} \nabla p^\pi. \tag{13}$$

Imposing eq. (3) on $u^{\pi,(n+1)}$ in the left-hand side of eq. (13) results in the following jump condition on the pressure gradient

$$\left[ \frac{1}{\rho} \partial_\eta p \right] = \left[ \frac{u^{\pi,**}_n}{\delta t} \right]. \tag{14}$$

This novel jump condition is constructed exactly such that our velocity field remains continuous in the interface normal direction, and the discretisation of this jump condition is therefore essential in our proposed two-velocity formulation. Surface tension is modelled using the Young–Laplace equation

$$J p K = -\sigma \kappa, \tag{15}$$

where $\kappa$ denotes the interface curvature (sum of the principal curvatures) and $\sigma$ denotes the surface energy coefficient. We therefore have two jump conditions, as given by eqs. (14) and (15), on the pressure which need to be taken into account when discretising the gradient operator.

The conservative form of the divergence constraint can be derived from the mass conservation equations, which we repeat here for convenience

$$\int_{e\pi,(n+1)} \rho^\pi \, dV - \int_{e\pi,(n)} \rho^\pi \, dV + \int_{t^{(n+1)}}^{t^{(n)}} \int_{\partial e\pi(t) \setminus I(t)} \rho^\pi u^\pi_n \, dS \, dt = 0.$$  

Here $e\pi(t) = e \cap \Omega^\pi(t)$ and $I(t)$ denotes the interface that separates the two fluid phases. Dividing this equation by $\rho^\pi$, which is assumed constant, adding the result for both phases, and subsequently letting $\delta t = t^{(n+1)} - t^{(n)} \to 0$, results in the divergence constraint

$$\int_{\partial e} u_n \, dS = 0. \tag{16}$$

In what follows we will discuss the discretisation of the Poisson problem, as defined by eqs. (13) to (16).
3.2. Discrete pressure Poisson problem

The discretisation of the Laplace operator in the presence of discontinuities in the coefficients and/or solution can be done in various ways [7, 10, 12, 16, 17]. We are specifically interested in a discretisation for which the divergence and gradient operator are discretised separately since we want the divergence constraint to hold exactly. Therefore a discretisation which directly discretises the Laplace operator as a whole is not of interest, and in what follows we will separately discuss the discretisation of the divergence as well as gradient operator.

The boundary integral in eq. (16) can be written as a sum of two boundary integrals, where we sharply distinguish the integration over the liquid and gaseous parts of the boundary (see also fig. 4b)

$$\int_{\partial c} u_n \, dS = \int_{\partial c \cap \Omega_l} u_n^l \, dS + \int_{\partial c \cap \Omega_g} u_n^g \, dS.$$  

Hence for the sharp discretisation of the boundary integral we need to sharply identify which part of a face $f \subset \partial c$ is inside the liquid, and which part is in the gas phase. To this end we let the face aperture $a^\pi \in F^h$ be defined as

$$a^\pi_{f, (n)} := \frac{|f \cap \Omega^\pi_{(n)}|}{|f|}.$$  

Note that since a piecewise reconstruction of the interface is used, the face aperture is averaged using the approximations from both sides of the face, as shown in fig. 4a.

The face apertures allow for the following cut-cell [3] approximation of eq. (16)

$$|e| \mathcal{D} (\{au\})_c = 0. \quad (17)$$

The cut-cell divergence operator is illustrated in fig. 4b. The advantage of using such a cut-cell approximation as opposed to using, e.g., the GFM, is that the cut-cell method naturally satisfies the discrete equivalent of Gauss’s theorem (assuming $\int u_n = 0$)

$$\int_{\Omega} \nabla \cdot u \, dV = \int_{\partial \Omega} u_n \, dS \xrightarrow{\text{discrete equivalent}} \sum_{c} \mathcal{D} \{au\} = \sum_{f \in F_T} |f| u_f,$$

where $F_T \subset F$ is the set of faces that lie on the boundary, and we assume that $n_f$ is outward pointing at the boundary (for notational convenience). This is not just a property that is ‘nice to have’, but is required to ensure that the resulting linear system of equations has a right-hand side which is in the image of the linear operator, and thus has a solution. The image of the linear operator is nontrivial because this linear operator has a nontrivial null space spanned by $p \equiv 1$ due to the Neumann boundary condition imposed on the pressure.

In the remainder of this section we will discuss the discretisation of the gradient operator in the presence of the jump conditions given by eqs. (14) and (15).
3.3. The jump interpolant

The imposition of eq. (14) is not straightforward when a staggered variable arrangement is used: the projection of the gradient in the interface normal direction necessarily requires interpolation since only the face normal component of the gradient is defined at any face. We will now define the jump interpolant $\mathcal{J}$ which, for a staggered velocity field $u^g \in \mathcal{F}^h$, approximates the vector-valued jump at the face centroid

$$\mathcal{J} : [\mathcal{F}^h]^2 \to [\mathcal{F}^h]^d, \quad (\mathcal{J}(u^g, u^l))_f \approx \|u\|_f (x_f).$$

The staggered velocity $u^g, u^l$ is defined if and only if the corresponding staggered volume fraction is non-zero $\tilde{\alpha}^g, \tilde{\alpha}^l > 0$, and therefore a mixed face is defined as one for which both staggered volume fractions are non-zero. It follows that for a mixed face $f \in \mathcal{F}$ we can easily compute the face normal component of the jump as $\|u\|_f$, resulting in the face normal part $\|u\|_f n_f$ of the vector-valued jump. The jump interpolant $\mathcal{J}$ is then defined by specifying how we approximate the parts of the vector-valued jump which are tangential to $n_f$: the face tangential parts.

For each face $f$ we define a subset $\mathcal{F}^{\perp k}(f) \subset \mathcal{F}$ for $k = 1, \ldots, d-1$, as the set of neighbouring faces whose face normal is perpendicular to that of $f$, as shown by the horizontal arrows in fig. 5. These subsets provide a way to interpolate the face tangential parts of the velocity jump, resulting in the following definition of the jump interpolant for mixed faces

$$\mathcal{J}^\perp(u^g, u^l)_f := \|u\|_f n_f + \sum_{k=1}^{d-1} \sum_{h \in \mathcal{F}^\perp k(f)} w^\perp_{f,h} [u]_h n_h,$$

where face tangential parts are averaged using the weights $w^\perp_{f,h}$, resulting in a first-order accurate interpolant. The weight $w^\perp_{f,h}$ is defined such that it is non-zero only for mixed faces $h$ (for which the jump $[u]_h$ is defined)

$$w^\perp_{f,h} = \frac{\tilde{\alpha}^h \tilde{\alpha}^l}{\sum_{h' \in \mathcal{F}^\perp k(f)} \tilde{\alpha}^{h'} \tilde{\alpha}^l}.$$

Figure 5: Illustration of the jump interpolants eqs. (18) and (26). The set of neighbouring faces whose face normal is perpendicular to that of $f$ is given by $\mathcal{F}^\perp 1(f) = \{ h_1, h_2, h_3, h_4 \}$, whereas the set of neighbouring faces whose face normal coincides with that of $f$ is given by $\{ h^g, h^l \}$. Note that the face $h_1$ does not contribute to the jump interpolant since the corresponding weight vanishes $w^\perp_{f,h_1} = 0$ (see eq. (19)).
Figure 6: The distance $\tilde{\phi}_f^\pi$ is defined as the fraction of the dashed line in the left-hand side figure that is contained in the $\pi$-phase, and is approximated using the sharp reconstruction of the interface. The right-hand side figure shows the pressure along the dashed line of the left-hand side figure, which has a discontinuity in both the value as well as the slope.

and moreover is such that the interpolant varies continuously in time, as a consequence of the (staggered) volume fractions varying continuously in time.

Given the jump interpolant $J$ we are now able to compute the interface normal component of the jump in a staggered field. We will use this in conjunction with the ghost fluid method (GFM), which will be introduced next.

3.4. The ghost fluid method

In Liu et al. [19] the GFM is introduced, which is a numerical method for computing a derivative in the presence of value and derivative jumps. We denote the value and derivative jumps as

$$\zeta_f = J_p^K(\tilde{x}_f^I), \quad \xi_f = n_f \cdot \left(\frac{1}{\rho} \nabla p\right)(\tilde{x}_f^I),$$

respectively, where $\tilde{x}_f^I$ is located on the line connecting $x_{c1}$ and $x_{c2}$ as well as on the interface $I$, see also fig. 6. We let $\tilde{\phi}_f^\pi$ denote the unsigned and nondimensional face projected distance (for which $\{\tilde{\phi}_f\} = 1$) from the node in the $\pi$-face to the position at the interface $\tilde{x}_f^I$.

Imposing the jump conditions at first-order accuracy results in the GFM gradient (a derivation is given in Appendix A)

$$g_f^\pi(p, \xi) := \frac{(\Phi p)_f + \zeta_f (\Phi \chi_f^l)_f + \Xi_f^\xi_f}{\{\tilde{\phi}_f\}_f} \approx \frac{1}{\rho^\pi} n_f \cdot (\nabla p^\pi)(x_f),$$

where $\chi^l \in C^h$ denotes the liquid indicator function for which $\chi^l \in \{0, 1\}$, and

$$\Xi^l := -\tilde{\phi}^\rho \rho^\rho, \quad \Xi^g := \tilde{\phi}^\rho \rho^\rho,$$

such that $[\Xi] = \{\tilde{\phi}_f\}$ and therefore $[g(p, \xi)] = \xi$, as desired.

The GFM requires the jump of the face normal derivative of the pressure, rather than the interface normal derivative given by eq. (14). We can write the jump of the face normal derivative

\[ (\nabla p^\pi)(x_f) \]
in terms of the interface normal and tangential jumps as follows (for simplicity in 2D)

$$\xi_f = \mathbf{n}_f \cdot \left[ \tilde{\eta}_f \left[ \frac{1}{\rho} \partial_\eta p \right] (x_f^I) + \tilde{\tau}_f \left[ \frac{1}{\rho} \partial_\tau p \right] (x_f^I) \right],$$

where $\tilde{\tau}_f$ denotes the vector which is orthogonal to the staggered interface normal $\tilde{\eta}_f$. Neglecting the interface tangential component (which is multiplied by $\mathbf{n}_f \cdot \tilde{\tau}_f$) of the pressure gradient jump, as proposed by Liu et al. [19], results in

$$\xi_{GFM} := \mathbf{n} \cdot \tilde{\eta} \delta \tilde{\eta} \cdot J(u, u)^{**} \quad (23)$$

where for notational convenience we let $J(u, u)^{**} = J(u^g, u^{l^*})$. Note that eq. (23) will be inconsistent since in general $\mathbf{n}_f \cdot \tilde{\tau}_f \neq 0$, and therefore results in undesired smearing of the jump condition given by eq. (14).

In Egan and Gibou [7] the xGFM is proposed as a generalisation to the GFM which resolves the aforementioned inconsistency. The xGFM solves a sequence of Poisson problems, where each such Poisson problem is discretised using the GFM method. This approach will not be considered here. Instead we will propose a method to impose eq. (3) directly and consistently using a single Poisson solve in section 3.5, thereby proposing an alternative to xGFM for the generalisation of the GFM for imposing jump conditions of the form eq. (14).

3.5. A multidimensional variant of the ghost fluid method

We will now introduce a multidimensional generalisation of the GFM (MDGFM) which consistently imposes eq. (14), that is, without neglecting the interface tangential components of the pressure gradient jump.

Using the jump interpolant eq. (18) we can directly (and consistently) impose eq. (14), resulting in

$$\tilde{\eta} \cdot J(\hat{g}^g(p, \xi), \hat{g}^l(p, \xi)) = \tilde{\eta} \cdot J(u^g, u^l)^{**} \delta t, \quad (24)$$

where the gradient $\hat{g}^g(p, \xi)$ is given by eq. (21) with unknown $p, \xi$. Note that $\hat{g}(p, \xi) = \xi$ and therefore, according to the definition of the jump interpolant eq. (18), the left hand-side of eq. (24) will depend only on the gradient jump $\xi$ and in particular not on the pressure $p$. This implies that the gradient jump can be found independently from the pressure, which is remarkable since we have not imposed any condition on the interface tangential component of the gradient jump.

Regardless of this remarkable independence, we can use eq. (24) to express the jump $\xi_f$ in terms of its neighbouring values $\xi_h$

$$\xi_f = \delta t^{-1} \|u\|^{**} + \sum_{h=1}^{d-1} \sum_{h \in F^{+^*}(f)} w_{f,h}^{+^*} \left( \delta t^{-1} \|u\|^{**} - \xi_h \right) \mathcal{R}_{f,h}, \quad (25)$$

where the ratio of face normal components of the interface normal $\tilde{\eta}_f$ is given by

$$\mathcal{R}_{f,h} := \frac{\tilde{\eta}_f \cdot \mathbf{n}_h}{\tilde{\eta}_f \cdot \mathbf{n}_f}. \quad (26)$$

We find that the ratio $\mathcal{R}_{f,h}$ tends to infinity $\mathcal{R}_{f,h} \to \pm \infty$ if the interface normal $\tilde{\eta}_f$ is tangent to the face $f$. The aforementioned unboundedness results in an ill-posed linear system of equations when solving for the jump $\xi$, making it impossible to satisfy eq. (24) in practice using the jump
interpolant given by eq. (18), and therefore we now propose a slight modification of the jump interpolant.

The remarkable independence of the jump $\xi$ on the pressure $p$ suggests modifying the jump interpolant in a way that the jump becomes dependent on the pressure. We propose the following redefinition of the jump interpolant (cf. eq. (18))

$$
\beta(u^g, u^f) := \left[ \beta^{-1}_f [u]^+ + (1 - \beta^{-1}_f) (u^g_{n^o} - u^f_{n^h}) \right] n_f + \sum_{k=1}^{d-1} \sum_{h \in F^{\perp k} (f)} u_{f,h}^{+} [u]_h n_h,
$$

where $\beta \geq 0$ is some non-negative coefficient (when solving eq. (26) for $\xi_f$, resulting in eq. (27), we find that $\beta_f$ appears rather than $\beta^{-1}_f$, and therefore $\beta_f = 0$ is permitted) and $h^\pi \in F$ are neighbouring faces with $n_f = n_{h^o}$, $\rho^\pi \alpha_{h^o} > \rho^\pi \alpha_{n^o}$, and $\rho^\pi \alpha^2_{h^o} > \rho^\pi \alpha^2_{n^o}$, as shown in fig. 5. We let either $h^\pi = f$ or $h^\pi = f$ depending on which of the corresponding masses is largest inside $\omega_f$. Thus we average two different approximations of the face normal component of the jump. Note that when $\beta \equiv 1$ we re-obtain our initial definition of the jump interpolant as given by eq. (18).

We will now construct the coefficient $\beta_f$ such that the jump $\xi_f$ is always well-defined, in the sense that any coefficient appearing in its definition is always bounded. To this end, we again (as we did with eq. (18) resulting in eq. (25)) impose eq. (24) and express the jump $\xi_f$ in terms of the neighbouring jump values, which now results in

$$
\xi_{f^{MDGF}} := \delta t^{-1} [\|u\|^+] + \sum_{k=1}^{d-1} \sum_{h \in F^{\perp k} (f)} w_{f,h}^{+} \left( \delta t^{-1} [u^l_\|] - \xi_f \mathcal{R}_{f,h} \right)
+ (\beta_f - 1) \left( \delta t^{-1} [u^l_{\|} - u^l_{\perp}] - \left( g^\beta (p, \xi)_h - g^\beta (p, \xi)_h \right) \right).
$$

The previously (when we used $\beta \equiv 1$) problematic term has now become $\beta_f \mathcal{R}_{f,h}$. Note that whereas the reciprocal $\beta^{-1}_f$ appears in the redefinition of the jump interpolant in eq. (26), the value $\beta_f$ itself appears in eq. (27), thus showing that $\beta_f = 0$ is permitted.

Suppose that $\beta_f$ is a function of the absolute value of the face normal component of the interface normal

$$
\beta_f := \beta(|\mathbf{n}_f \cdot n_f|).
$$

We are now free to model the function $\beta(x)$. First and foremost we require that $\beta_f |\mathcal{R}_{f,h}|$ is bounded at all times. The ratio $\mathcal{R}_{f,h}$ can be bounded by (with equality in 2D)

$$
|\mathcal{R}_{f,h}| = \frac{|\mathbf{n}_f \cdot n_h|}{|\mathbf{n}_f \cdot n_f|} \leq \sqrt{1 - (\mathbf{n}_f \cdot n_f)^2},
$$

where we made use of

$$
1 = |\mathbf{n}_f|^2 = (\mathbf{n}_f \cdot n_f)^2 + \sum_{k=1}^{d-1} (\mathbf{n}_f \cdot n_{f,k}^\perp)^2,
$$

as well as $h \in F^{\perp k} (f)$ such that $n_h = n_{f,k}^\perp$ for some $k \in \{1, \ldots, d-1\}$. Here $n_{f,k}^\perp$ denotes the $k$-th vector orthogonal to $n_f$.

Hence boundedness of $\beta_f |\mathcal{R}_{f,h}|$ is implied by boundedness of $\beta(x) \frac{1-x^2}{x}$ for $x \in [0, 1]$. Furthermore we note that the face normal component of the gradient jump should not be imposed at all if the interface normal is (nearly) orthogonal to the face normal ($\beta(x) \approx 0$ when $x \approx 0$), and finally we have no boundedness issues whenever the interface normal is (nearly) aligned with the
face normal, and therefore the original interpolant should be obtained in such cases ($\beta(x) \approx 1$ when $x \approx 1$). We propose to use
\[
\beta(x) := 3x^2 - 2x^3,
\]
for which it holds that
\[
\beta(x) \sqrt{1 - x^2} \leq 0.87278 \ldots, \quad \beta(0) = 0, \quad \beta'(0) = 0, \quad \beta(1) = 1, \quad \beta'(1) = 0,
\]
for $x \in [0,1]$.

Due to the newly introduced term in eq. (27) the jump $\xi_f$ now also depends on the pressure, which implies that we must solve for $p$ and $\xi$ simultaneously. This makes sense because the interface tangential component of the gradient jump is not known a priori.

To summarise: we solve eq. (T5.II) where the gradient $g_\pi(p, \xi)$ is given by eq. (21) and the gradient jump $\xi$ is given by eq. (27). The latter definition of the gradient jump is a direct consequence of imposing eq. (24) using the jump interpolant defined by eq. (26) which, in turn, implicitly imposes continuity of the interface normal component of velocity, as stated in eq. (3).

3.6. Validation

The pressure Poisson problem is considered (in 2D) where the exact pressure, which is unique up to a constant, is given by
\[
p = x - y + \chi_l \left\{ \sigma \kappa + 40 \left[ (x - 0.5)^2 + (y - 0.5)^2 - R^2 \right] (x - y) \right\},
\]
for $\sigma = 0.1$. The curvature $\kappa$ is approximated using the GHF method [21]. The liquid domain $\Omega_l$ is the interior of a circle with radius $R = 0.3$ centred in a unit square domain $\Omega = [0, 1]^2$. An example approximate solution to the pressure Poisson problem is shown in fig. 7, where we have used a locally refined grid in order to illustrate that the proposed jump interpolant can also be used at grid refinement interfaces.

The ‘predictor’ velocity field is given by
\[
\mathbf{u}^{***} = \chi_l \left[ \frac{\partial y}{-\partial x} \right] \frac{\sin(2\pi((x - 0.5)^2 + (y - 0.5)^2))}{2\pi} + \frac{1}{\rho} \nabla p,
\]
such that the final velocity field $\mathbf{u} = \mathbf{u}^{***} - \frac{1}{\rho} \nabla p$ is divergence free and is continuous in the interface normal direction. Note that the interface tangential component of the pressure gradient is given by (evaluated at the interface)
\[
\partial_\tau p^\pi = \tau_x - \tau_y,
\]
from which it follows that the scaled tangential derivative jump is in general non-zero
\[
\left[ \frac{1}{\rho} \partial_\tau p \right] = \left[ \frac{1}{\rho} \right] (\tau_x - \tau_y).
\]

Recall that the GFM [19], which resulted in the gradient jump given by eq. (23), neglects exactly this tangential derivative jump, and therefore the GFM is expected to be inconsistent for this test problem if $\left[ \frac{1}{\rho} \right] \neq 0$, or equivalently if $R_\rho \neq 1$, where the density ratio is denoted as $R_\rho := \rho^g / \rho^l$.

We consider a uniform mesh for which $h = 2^{-L}$, for $L = 4, 5, \ldots, 10$, and show the resulting relative error in the $L^\infty$-norm of the velocity field, for several values of the density ratio $R_\rho$, in fig. 8. The results show that the MDGFM is first-order accurate in terms of the gradient, and
thus the resulting velocity field, regardless of the density ratio. The accuracy of the distance function is essential for convergence: we found that using a PLIC reconstruction resulted in an insufficiently accurate distance function which resulted in a lack of convergence for $R_\rho = 10^{-3}$. The results obtained here use a piecewise parabolic reconstruction of the interface (the PLVIRA method from Remmerswaal and Veldman [27] was used).

Since the tangential derivative jump given by eq. (30) does not vanish for $R_\rho \neq 1$, we find that the GFM results in a convergent velocity field only if the fluids are of equal density. This result confirms that the GFM is not suitable for imposing a jump condition of the form eq. (14) and we therefore proceed with using our proposed MDGFM.

3.7. The conservative nondimensional distance function

In the derivation of the GFM [19] the distance function $\tilde{\phi}$ is indeed an actual distance function, as illustrated in fig. 6. Besides the local consistency of the gradient operator, global conservation properties are also of interest. To this end we compute the contribution to linear momentum by the (MD)GFM gradient operator

$$
\sum_{\omega(\mathcal{F})} n \langle \tilde{\alpha}_\rho g(p, \xi) \rangle = \sum_{\omega(\mathcal{F})} n \langle \tilde{\alpha}_\rho \rangle \langle \tilde{\phi} \rangle + \langle \tilde{\alpha}_\rho \Xi \rangle \xi = \sum_{\omega(\mathcal{F})} n \tilde{\phi} \Xi \xi.
$$

(31)

Whereas usually, when considering the one-velocity formulation in the absence of a value jump, we would find

$$
\sum_{\omega(\mathcal{F})} n \tilde{\phi} \Xi \xi = 0,
$$

(32)

we now find that none of the contributions in the right-hand side of eq. (31) vanish. The fact that we do not end up with a result such as eq. (32) is due to the fact that the GFM uses a definition of mass, given by $\langle \tilde{\alpha}_\rho \rangle$, which is different from the definition of mass used by the convection operator, which was given by $\langle \tilde{\alpha}_\rho \rangle$. Therefore we propose to use a novel definition

![Figure 7: Approximate pressure using $R_\rho = 10^{-3}$ on a locally refined grid. The boundaries of the (potentially overlapping) gridblocks are shown, where each gridblock contains $8^2$ control volumes.](image1)

![Figure 8: The $L^\infty$-norm of the velocity error for several density ratios. Here the solid and dashed lines are results using the MDGFM (solid) and GFM (dashed) method respectively.](image2)
of distance, given by $\tilde{\phi} = \tilde{\alpha}$, such that the contribution to linear momentum is now given by

$$\sum_{\omega(\mathcal{F})} n \left\{ \tilde{\alpha} \rho (u^{(n+1)} - u^{***}) \right\} = -\delta t \sum_{\omega(\mathcal{F})} n \left\{ \tilde{\alpha} \rho g(p, \xi) \right\} = -\delta t \sum_{\omega(\mathcal{F})} n \tilde{\Sigma} \chi^l.$$ 

Hence only the value jump $\zeta$ (potentially) contributes to the change in linear momentum.

Simply using a different distance function affects the approximation accuracy, however we note that eq. (3) is still consistently imposed, and this was exactly the purpose of developing the MDGFM. We will use this alternative choice for the distance function, and we refer to the resulting methods as the conservative GFM (CGFM) and the conservative MDGFM (CMDGFM) respectively.

To summarise, the CMDGFM gradient operator is given by

$$\tilde{g}^\pi(p, \xi) = \frac{\tilde{\alpha} \rho g(p, \xi) + \Xi^\pi \xi}{\tilde{\alpha} \rho}, \quad \Xi^l = -\tilde{\alpha} \rho \rho, \quad \Xi^g = \tilde{\alpha} l \rho,$$

where the jump $\xi$ is found by imposing eq. (26), which results in eq. (27), with $\beta \in \mathcal{F}^h$ given by eqs. (28) and (29).

### 3.8. Comparison to the one-velocity formulation

We now discuss the discretisation of the Poisson problem for the one-velocity formulation, as given by eq. (T5.I). For the one-velocity formulation we use the mass weighted average of the CGFM gradient operator, which we denote as

$$\bar{g}(p) := \frac{\tilde{\alpha} \rho g(p, \xi)}{\tilde{\alpha} \rho} = \tilde{\Sigma} \chi^l,$$

and no longer depends on the gradient jump $\xi$. Using this gradient operator in eq. (T5.I) results in the following velocity update

$$\bar{u}^{(n+1)} = \bar{u}^{***} - \delta t \frac{\tilde{\Sigma} \chi^l}{\tilde{\alpha} \rho}.$$ 

(33)

Interestingly, when using $\bar{\xi} = \bar{u}^{***} / \delta t$ in the two-velocity formulation, which results in the complete removal of the velocity jump [5, 35], we find that the velocity field after the projection step is given by

$$u^{\pi, (n+1)} = u^{***} - \delta t \frac{\tilde{\Sigma} \chi^l + \Xi^\pi [u^{***}]}{\tilde{\alpha} \rho} = \frac{\tilde{\alpha} \rho u^{***}}{\tilde{\alpha} \rho} - \delta t \frac{\tilde{\Sigma} \chi^l}{\tilde{\alpha} \rho},$$

(34)

where we emphasise that, due to the removal of the jump, the right-hand side no longer depends on the phase $\pi$. Note that the right-hand side of eq. (34) exactly coincides with the one-velocity formulation given in eq. (33), if we recall that the velocity $\bar{u}$ was defined in terms of the velocities $u^\pi$ as

$$\bar{u} := \frac{\tilde{\alpha} \rho u}{\tilde{\alpha} \rho}.$$ 

(35)

Furthermore, the numerical models for diffusion and gravity, which will be discussed in sections 4 and 5 respectively, do not alter the jump.

It follows that the one-velocity formulation can alternatively be obtained by simply letting $\xi = \bar{u}^{***} / \delta t$ within the two-velocity formulation. The difference being that usually we first impose continuity of the velocity field $[u] = 0$ and subsequently manipulate the analytical
equations before discretisation, whereas now we see that we can also interpret the one-velocity model as a special instance of the two-velocity model, where we have substituted \[ J_u K = 0 \] after discretisation. This is a very important property, since, when comparing our proposed one- and two-velocity models in section 6, it is exactly the influence of only the jump condition, as given by eq. (3), that we want to consider. Such an approach is in the same vein as Veldman [33]: textual content continues...
formulation, and we have therefore chosen to use the weighted geometric average instead. We also use the weighted geometric average in the one-velocity formulation to ensure that any observed differences, between the one- and two-velocity formulations, are in fact due to the velocity jump condition at the interface, and not due to a different viscosity averaging.

### 4.2. Two-velocity formulation

In developing a two-velocity generalisation for the diffusion model we require the following: total (i.e. the sum over the phases) linear momentum should be conserved, and if the velocity field is continuous we want to recover exactly the same diffusion model as used for the one-velocity formulation.

A simple way to ensure that both of these conditions hold is to let the diffusion operator act on the equivalent velocity field one would obtain in the one-velocity model. That is, we define (cf. eq. (35))

$$\bar{u}^* := \frac{\tilde{\alpha} \rho u^*}{\tilde{\alpha} \rho_{(n+1)}},$$

and compute $\bar{u}^{**}$ using the implicit midpoint rule as given by eq. (T3.I), where $T^\mu$ is defined by eq. (36). Provided with the stress tensor $T^\mu$, the velocity $u^{*,**}$ can be computed according to eq. (T3.II).

This model is not based on consistent and sharp modelling of the diffusive stresses at the interface, but does result in the desired behaviour: the velocity discontinuity vanishes under mesh refinement for viscous flows. This will be demonstrated in section 6.6.

### 5. Gravity

The nonconservative gravity force (where $\chi^\pi(x) \in \{0, 1\}$ is the phase indicator, and $g$ the gravitational acceleration)

$$F = \left\{ \chi \rho \right\} g,$$

is deceptively simple, but its discretisation is nontrivial nonetheless. Besides consistency, well-balancedness is of importance, which refers here to the existence of a steady state solution. That is, we consider the existence of some pressure $p^i$, such that

$$\nabla p^i = F.$$

Here we consider a steady state in the absence of surface tension, and thus consider a linear interface given by the zero level set of

$$q(x) = N \cdot x - S, \quad N = -\frac{g}{|g|_2},$$

where we permit the gravitational acceleration $g$ to be in any direction. It follows that the following pressure

$$p^i(x) = -\left\{ \chi(x) \rho \right\} |g|_2 q(x),$$

results in an exact balance between pressure and the gravity force. A discretisation of the gravity force eq. (37) for which such an exact balance always (for any $g$) exists is called well-balanced [22].

Note that the pressure given by eq. (39) is continuous, despite the discontinuous density, since $q$ vanishes at the interface.
5.1. Overview

Integration over a staggered control volume of the face normal component of the gravity force eq. (37) results in

\[
\frac{1}{|\omega_f|} \mathbf{n}_f \cdot \int_{\omega_f} \mathbf{F} \, dV = \left\{ \frac{\partial \rho}{\partial t} \right\}_f \mathbf{n}_f \cdot \mathbf{g},
\]

(40)

where we make use of \( |c| \alpha_c^f = \int \chi_c^f(\mathbf{x}) \, dV \) (cf. eq. (5)). This is the most straightforward discretisation of the gravity force. It turns out, however, that this model is ill-balanced (i.e. not well-balanced) whenever the interface is not aligned with the grid.

The model can be made well-balanced by modifying the definition of mass that appears inside the gravity force \( \mathbf{F} \) [36]. The resulting ‘gravity consistent averaging’ of the density is such that the discrete equivalent of \( \nabla \times \mathbf{F} = 0 \) holds in a steady state, which implies that \( \mathbf{F} = \nabla p^* \) for some scalar potential \( p^* \). Modification of the mass however implies that the mass appearing in the pressure gradient differs from the one used in the definition of momentum, and thus linear momentum is no longer conserved by the pressure gradient, which is undesirable.

Gravity can also be modelled by analytically subtracting the hydrostatic pressure from the pressure \[ P^\sigma = p^\sigma - \rho^\sigma \mathbf{g} \cdot \mathbf{x}, \]

which results in a modified jump condition on the newly defined reduced pressure

\[
[P] = [p] - [\rho] \mathbf{g} \cdot \mathbf{x} = -\sigma \kappa - [\rho] \mathbf{g} \cdot \mathbf{x}, \quad \mathbf{x} \in I.
\]

(41)

This jump condition can then be taken into account as a value jump in the C(MD)GFM method. This model is well-balanced [22] and reproduces the steady state eq. (39) exactly provided that the globally linear interface is exactly reconstructed.

Each of the three methods (firstly eq. (40), secondly the gravity consistent method from Wemmenhove et al. [36] and thirdly the reduced pressure approach given by eq. (41)) are consistent, but the first lacks well-balancedness, and all of them lack conservation properties. In what follows we therefore propose a new well-balanced and mimetic gravity model, which yields the correct contribution to linear momentum, as well as a correct exchange between kinetic and gravitational potential energy.

5.2. A mimetic gravity model

We propose a new gravity model based on the consistent evolution of the gravitational potential energy density \( G \in C^h \), which we define as

\[
G_c := -\mathbf{g} \cdot \left\{ \frac{\rho \mathbf{M}_{1,c}}{|c|} \right\},
\]

(42)

where \( \mathbf{M}_{1,c}^\pi \) is the first moment of the \( \pi \)-phase

\[
\mathbf{M}_{1,c}^\pi := \int_{c^\pi} \mathbf{x} \, dV.
\]

We consider the one-velocity formulation, and impose that the exchange of kinetic and gravitational potential energy balances exactly. That is, we impose

\[
\frac{d}{dt} \sum_c G + \sum_{\omega(\mathbf{F})} \bar{u} F = 0,
\]

(43)
where we recall that the integration functionals are defined in eq. (8). Subsequently we derive an expression for the, thus far unknown, gravity model $F$.

It follows that we must model the temporal evolution of the gravitational potential energy density, given by eq. (42), for which the only time dependent part is given by the first moment. The time derivative of the first moment is given by

$$
\frac{d}{dt} M_{1,c}^\pi = \frac{d}{dt} \int_{c^\pi} \mathbf{x} \, dV = \int_{I_c} \mathbf{x} u_{\eta^\pi} \, dS,
$$

where Reynolds’ transport theorem [29] was used. Subsequently, we approximate the interface integral on the right-hand side by

$$
\int_{I_c} \mathbf{x} u_{\eta^\pi} \, dS \approx \mathbf{x}^I_c \int_{I_c} u_{\eta^\pi} \, dS,
$$

where $\mathbf{x}^I_c \in [C^h]^d$ denotes the centroid of the interface within the corresponding control volume. If the control volume $c$ does not contain part of the interface then $\mathbf{x}^I_c$ equals the centroid of the control volume instead: $\mathbf{x}^I_c = \mathbf{x}_c$ if $I_c = \emptyset$. For a solenoidal velocity field we find that

$$
\int_{I_c} u_{\eta^\pi} \, dS = -\int_{\partial \eta^\pi \setminus I_c} u_{\eta} \, dS \approx -|c| \mathfrak{D} (a^\pi \bar{u})_c,
$$

where the divergence operator $\mathfrak{D}$ is as defined in eq. (6). Combining eqs. (44) to (46) shows that we can model the temporal evolution of the first moment in the following way

$$
\frac{d}{dt} M_{1,c}^\pi = -|c| \mathfrak{D} (a^\pi \bar{u})_c \mathbf{x}^I_c.
$$

Integration of the time derivative of eq. (42), using the approximation given by eq. (47), results in the rate of change of the total gravitational potential energy

$$
\frac{d}{dt} \sum_c G = \sum_c \mathfrak{D} (\| a \rho \| \bar{u}) \mathbf{g} \cdot \mathbf{x}^I_c = -\sum_{c \in \mathcal{F}} \| a \rho \| \bar{u} \mathfrak{S} (\mathbf{g} \cdot \mathbf{x}^I_c),
$$

where we have utilised the skew adjointness relation between the divergence and gradient operator, see eq. (7). At this point we impose eq. (43) from which we define the mimetic gravity model (MGM) as

$$
F := \| a \rho \| \mathfrak{S} (\mathbf{g} \cdot \mathbf{x}^I_c).
$$

Well-balancedness of the MGM is stated in the following lemma for which a proof can be found in Appendix B.

**Lemma 1** (Well-balancedness of the MGM). If the interface is given by the zero level set of the function $q$ defined in eq. (38) then the MGM, as given by eq. (48), is well-balanced

$$
\mathfrak{S} p^\dagger = F,
$$

where the steady state pressure is given by

$$
p^\dagger = -\| \chi \rho \|_2 q(\mathbf{x}^I_c).
$$

Note that the derivation ensures that the energy exchange is exact in semi-discrete form, and in section 6.1.2 we show that by mimicking the correct energy exchange we obtain a much improved exchange between gravitational potential and kinetic energy, when compared to the gravity model based on the reduced pressure. In Appendix B we moreover show that the MGM yields the correct contribution to linear momentum.
6. Validation

We will now validate the proposed one- and two-velocity models by applying them to a multitude of two-phase flow problems. In particular, the well-balancedness of the models is demonstrated in section 6.1, whereas the simulation of a capillary wave, a Kelvin–Helmholtz instability and a Rayleigh–Taylor instability is considered in sections 6.2 to 6.4 respectively. Subsequently we consider a Plateau–Rayleigh instability in section 6.5, followed by the simulation of breaking waves in sections 6.6 and 6.7. Both formulations have been implemented in the ComFLOW [13, 32, 36] two-phase Navier–Stokes solver. A block-based adaptive grid is used, where we consider several types of adaptive mesh refinement (AMR). The simplest form of mesh refinement that we consider refines only near the phase interface: a mesh block $B \subset C$ is refined (i.e. every control volume $c$ is split into $2^d$ control volumes) if this block contains both phases

$$\max_{c \in B} \alpha^\pi_c \geq \varepsilon^\alpha, \quad \text{for } \pi = l \text{ and } \pi = g,$$

where e.g. $\varepsilon^\alpha = 10^{-6}$. If this criterion no longer holds true for some block $B$ then it is coarsened. We refer to this type of mesh refinement as $\alpha(L)$-AMR, where $L$ is the maximum refinement level of this criterion on top of some underlying uniform grid. The underlying uniform grid has mesh width $h_0$, and the maximum refinement level results in $h = 2^{-L}h_0$. Whenever blocks are refined and/or coarsened it is ensured that the difference in refinement level between neighbouring blocks is at most one. More advanced refinement criteria will be introduced later on when they are needed.

For validation we will frequently compare (analytical) reference solutions to approximate numerical solutions, and to this end we will denote an approximation of some quantity $\varphi$ as $\tilde{\varphi}$. We will often study convergence under mesh refinement $h \to 0$, where time step refinement $\delta t \to 0$ is implied by the time step constraints eqs. (10) to (12) discussed in section 2.

The density and dynamic viscosity ratio are denoted by

$$R_\rho := \frac{\rho^g}{\rho^l}, \quad R_\mu := \frac{\mu^g}{\mu^l}.$$ 

6.1. Well-balancedness

We start by confirming that the two-velocity model has the same steady state solutions as the one-velocity model. The existence of a steady state solution, as discussed in e.g. section 5, does not imply its stability, and therefore such a validation really is nontrivial.

6.1.1. Surface tension

Surface tension is modelled using the pressure value jump condition in eq. (21), where the value jump is given by the Young–Laplace equation (15). The curvature is approximated using the generalised height-function (GHF) method [21]. A floating droplet (or circle in 2D) of radius $R$ in the absence of gravity yields a steady state solution to the two-phase Navier–Stokes equations, where the steady state pressure $p^\dagger$ is piecewise constant (as follows from the Young–Laplace equation (15)) and given by

$$p^\dagger = \chi^l \sigma \frac{d - 1}{R}.$$ 

For an exactly computed curvature, given by $\kappa = \frac{d - 1}{R}$, we find that $p = p^\dagger$ yields an exact balance. Since our curvature is approximated using the GHF method, we don’t expect an immediate and exact balance. However, via viscous dissipation an exact balance can possibly be reached, but this depends on the numerical stability of the steady state.
We simulate a floating droplet using α(2)-AMR with an interface resolution of $h/R \approx 1/13$, and compute the kinetic energy as function of time

$$E_k := \frac{1}{2} \sum_{\omega(F)} \tilde{\alpha} \rho u^2.$$ 

Several Laplace numbers are considered

$$La = \frac{\sigma \rho l R}{(\mu^2)^2},$$

where the density and dynamic viscosity ratio are given by $R_\rho = R^2 = 10^{-3}$, which ensures that the Laplace number is equal for both phases. Time is nondimensionalised using the oscillation period $T_\sigma$ for an inviscid droplet of mean radius $R$ with infinitesimal harmonic perturbations of wavenumber $k$. The oscillation period depends on the dimensionality of the droplet, and is given by [15, Art. 273 & 275]

$$T_{\sigma,2D}(k) = 2\pi \sqrt{\frac{[\rho^l + \rho^g]R^3}{\sigma k(k+1)(k-1)}}, \quad T_{\sigma,3D}(k) = 2\pi \sqrt{\frac{[(k+1)\rho^l + k\rho^g]R^3}{\sigma k(k+1)(k-1)(k+2)}}.$$ 

The results are shown in fig. 9, where we have included results from the one-velocity model for comparison. We note that the ability in reaching a steady state solution is not affected by the new jump condition (given by eq. (3)) used in the two-velocity model. Furthermore, we find stable oscillations of the correct frequency for $La = \infty$, where we moreover correctly find that the kinetic energy does not dissipate due to the absence of viscous dissipation.

6.1.2. Gravity

Gravity can be exactly balanced by a hydrostatic pressure, provided that the interface is flat (in the absence of surface tension) and with an interface normal which opposes the direction of
Figure 10: Initial condition of the rotated sinusoidal interface of wavelength \( \lambda \) and amplitude \( \delta_0 \), as given by eq. (52).

Figure 11: Initial condition of the sinusoidal interface of wavelength \( \lambda \) and amplitude \( \delta_0 \) on a periodic domain, which is used in sections 6.2 to 6.4. Note that for the Rayleigh–Taylor test case we swap the role of the gas and liquid such that the heavier of the two fluids is on top.

Gravity. See also fig. 10, with \( \delta_0 = 0 \). Lemma 1 implies that the MGM exactly yields this balance. Well-balancedness however does not imply numerical stability of this steady state solution and therefore we test the stability of such a solution using a simulation where the initial condition is near the steady state, i.e., we let \( \delta_0 > 0 \) in fig. 10.

We consider a square domain \( \Omega = [0, 2\pi]^2 \) with an initially perturbed fluid interface given by

\[
\mathbf{N} \cdot \mathbf{x} = 4 + \delta_0 \cos \left[ \frac{2\pi T \cdot \mathbf{x}}{\lambda} \right], \quad \mathbf{T} \perp \mathbf{N},
\]

where \( \delta_0 = 10^{-2} \) and \( \lambda \) denotes the wave length

\[
\lambda = \frac{2\pi}{\sin \vartheta}.
\]

The angle \( \vartheta = 3\pi/8 \) determines the normal direction of the unperturbed interface, see also fig. 10.

The simulations are performed using \( \alpha(2) \)-AMR with \( h/\lambda \approx 1/35 \). We consider several values of the Galilei number

\[
Ga = \frac{|g|^2 \lambda^3 (\rho^l)^2}{(\mu^l)^2},
\]

where we let the density and dynamic viscosity ratio be given by \( R_\rho = R_\mu = 10^{-3} \), such that the Galilei number is equal for both phases.

The evolution of kinetic energy for several Galilei numbers is shown in fig. 12a. We observe that the results of the one- and two-velocity model hardly differ, except in the ability to reach the steady state for \( Ga = 10^3 \). It is unclear why this is the case.

In fig. 12b we show the evolution of kinetic as well as gravitational potential energy for the MGM as well as the gravity model based on the reduced pressure (see eq. (41)), for \( Ga = \infty \). Here we find, even though eq. (47) is not satisfied exactly, that the MGM results in a much better exchange of kinetic and gravitational potential energy as when compared to the model based on the reduced pressure.

6.2. Capillary wave

We consider the motion of the interface between two viscous fluids in the presence of surface tension, for which an analytical solution for the amplitude \( \delta(t) \) is found in Prosperetti [24]. See also fig. 11. The Laplace number is given by

\[
La = \frac{\sigma \rho^l \lambda}{(\mu^l)^2}.
\]
We vary the Laplace number, \( L_a \in \{3 \times 10^3, \infty\} \), and let \( R_p = R_\mu = 1 \) (no gravity). The initial amplitude is taken as \( \delta_0 = 10^{-2} \lambda \) with \( \lambda = 2\pi \). Time will be nondimensionalised using the capillary time scale
\[
T_\sigma = \sqrt{\frac{(\rho^l + \rho^g)\lambda^3}{2\pi\sigma}}. \tag{53}
\]

We use \( \alpha(L) \)-AMR with \( h_0 = 2^{-3}\lambda \). In fig. 13 we show the temporal evolution of the interface amplitude for the two Laplace numbers, using \( L = 3 \). Furthermore, for each of the Laplace numbers, we vary the refinement level \( L \) and for each approximate solution we compute the normalised \( L^2 \)-norm (in time) of the error in the amplitude \( \delta \). The time interval used in the \( L^2 \)-norm is given by \( T = \frac{25T_\sigma}{2\pi} \). The results are shown in fig. 14 where we compare to the one-velocity model as well as a numerical result obtained from Popinet [21].

For the viscous case (\( L_a = 3 \times 10^3 \)) we find that the results of the two-velocity model, one-velocity model as well as the result obtained from Popinet [21] are of similar, and second-order, accuracy. To the contrary, the inviscid case (\( L_a = \infty \)) clearly shows the advantage of using the two-velocity model: here the one-velocity model does not converge because the velocity field is erroneously assumed to be continuous, whereas the two-velocity model still converges with second-order accuracy.

6.3. Kelvin–Helmholtz instability

We now consider two fluids which initially have a velocity discontinuity tangential to the interface: \( U^g = e_x \cdot u^g, U^l = e_x \cdot u^l \) with \( [U] \neq 0 \), in the absence of gravity and viscosity, see also fig. 11. The Weber number, which is a nondimensional measure of the importance of inertia relative to that of capillary forces, is given by

\[
\text{We} = \frac{\rho^g \rho^l [U]^2 \lambda}{2\pi\sigma(\rho^g + \rho^l)}.
\]
For small amplitude perturbations of a given wavenumber \( k = \frac{2\pi}{\lambda} \), the evolution of the interface amplitude is as follows [15, Art. 267 & 268]

\[
\delta(t) = e^{-i\mathcal{N}_- t} + e^{-i\mathcal{N}_+ t} \delta_0,
\]

(54)

where the frequency \( \mathcal{N}_\pm \) can be found from a dispersion relation. This dispersion relation yields an expression for the frequency \( \mathcal{N}_\pm \) as function of the wavenumber, and is given by (recall that the capillary time scale is given by eq. (53))

\[
\mathcal{N}_\pm = k \left\{ \frac{\rho U}{\rho} \right\} \pm \frac{2\pi}{T_\sigma} \sqrt{1 - \text{We}}.
\]

(55)

It follows that if \( \text{We} > 1 \) we find that \( \Im \mathcal{N}_\pm \neq 0 \) and therefore results in exponential growth of the interface amplitude given by eq. (54). Here \( \Re \mathcal{N}_\pm \) and \( \Im \mathcal{N}_\pm \) denote the real and imaginary part of \( \mathcal{N}_\pm \) respectively.

We use \( \alpha(L) \)-AMR with \( h_0 = 2^{-3}\lambda \) and a domain of size \([0, \lambda] \times [-1.5\lambda, 1.5\lambda]\), the initial amplitude is given by \( \delta_0 = 10^{-2} \) and the wavelength is given by \( \lambda = 2\pi \).

### 6.3.1. Linear regime

We start by considering an equal density ratio \( \mathcal{R}_\rho = 1 \) and equal, up to sign, initial velocity fields \( U^g = \frac{\|U\|}{\rho} = -U^l \), for several values of the Weber number. This choice of density ratio combined with the velocity field implies that \( \|\rho U\| = 0 \) such that \( \mathcal{R}_+ + \mathcal{R}_- = 0 \), which is the mode that corresponds to our initially piecewise constant velocity field. It follows that the wave will not travel, and either oscillates or grows exponentially fast in amplitude.

In fig. 15 we show the dispersion relation given by eq. (55) together with its numerical approximation \( \tilde{\mathcal{N}} \), using \( L = 2 \) which results in \( h = \lambda/32 \). The numerical frequency \( \tilde{\mathcal{N}} \) is obtained
from the approximate interface amplitude $\tilde{\delta}$, by optimising the following cost function

$$f(\tilde{\delta}) = \left\| \delta(t) - \frac{e^{-i\tilde{\delta} t} + e^{-i\tilde{\delta} T}}{2} \delta_0 \right\|^2_{L^2([0,T])}.$$ 

Here we let $T = T_\sigma$ if the interface is found to be stable, and $T = \log(6)/\Im(\tilde{\omega})$ if it is not. Excellent agreement is observed between the numerical and analytical dispersion relations.

In practice our density ratio will not be one, and therefore we now consider a more realistic density ratio of $R_\rho = 10^{-3}$. Using the same initial velocity fields we now find $\{\rho U\} \neq 0$ such that the wave will travel with a non-zero velocity through the periodic domain. We consider three values of the Weber number, given by $\text{We} \in \{0.05, 0.5, 5\}$, for which $\text{We} = 5$ results, both analytically and numerically, in an unstable interface, see eq. (55). The accuracy of the amplitude as function of time is measured by the nondimensionalised $L^2([0,T])$-norm. Results are shown in fig. 16, which shows that for each of the Weber numbers convergence is obtained under mesh refinement. We find convergence of order $O(h^{1.5})$ for all Weber numbers, which shows that the first-order time integration error dominates as $\delta t \propto h^{1.5}$, see also eq. (12).

### 6.3.2. Nonlinear regime

When the interface becomes unstable the linear analysis does not predict evolution of the interface beyond the stage where the interface amplitude $\delta(t)$ becomes much larger than the initial amplitude $\delta_0$. To this end we have implemented the boundary integral method (BIM) from Baker and Nachbin [1] (therein referred to as Method III), which we use for validation of the nonlinear evolution of the Kelvin–Helmholtz instability. We let $R_\rho = 1$ and $\text{We} = 5\pi$.

In fig. 17a we show the interface profile at three time instances, together with the vortex sheet strength (the velocity discontinuity $[u_T]$). The markers correspond to a high-resolution BIM solution. We find excellent agreement in both the interface profile as well as the vortex sheet strength. Furthermore, in fig. 17b, we have quantified the convergence of the approximate

---

3This results in $|\delta(T)| \leq \delta_0 \cosh(3\Re T) \approx 3\delta_0$ which ensures we are still in the linear regime.
Figure 17: Validation of the nonlinear regime for the Kelvin–Helmholtz problem with $R_p = 1$ and $We = \frac{\pi}{2}$. The BIM solution is obtained using Method III from Baker and Nachbin [1].

(a) Example interface profile (top) and vortex sheet strength $|u_\tau|$ (bottom) using $h = \lambda/256$. The solid lines and markers correspond to the approximate and BIM solution respectively.

(b) Area of the symmetric difference of the approximate liquid domain compared to the BIM solution at three different time instances.
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$O(h^{1.5})$
interface profile to the BIM solution by computing the area of the symmetric difference\(^4\) between the two solutions. Convergence of order \(\mathcal{O}(h^{1.5})\) is observed, which coincides with the previously observed accuracy in the linear regime.

In fig. 18 we illustrate the clearly discontinuous pressure field on two time instances.

### 6.4. Rayleigh–Taylor instability

We now consider the effect which gravity has on the stability of the interface. Again, we consider the motion of the interface between two inviscid fluids, where the interface is initially as shown in fig. 11, but now with the heavier liquid on top. The dispersion relation for the interface motion in the presence of gravity and surface tension is given by [15, Art. 267] (cf. eq. (55))

\[
\mathbb{R} = \pm \frac{2\pi}{T_g} \sqrt{1 - \text{Bo}},
\]

(56)

where the Bond number is given by

\[
\text{Bo} = \left( \frac{T_o}{T_g} \right)^2 = \frac{(\rho^l - \rho^g)|g|}{4\pi^2\sigma}. 
\]

Hence the gravitational time scale is given by

\[
T_g = \sqrt{\frac{\rho^l + \rho^g}{\rho^l - \rho^g} \frac{2\pi \lambda}{|g|}}. 
\]

(57)

We find that, according to eq. (56), the interface is unstable w.r.t. an infinitesimal perturbation if \(\text{Bo} > 1\).

\(^4\)The symmetric difference between two sets \(A, B \subset \mathbb{R}^d\) is defined as

\[
A \Delta B := (A \cup B) \setminus (A \cap B),
\]

and the area of the symmetric difference is a measure for how close the two sets are.
6.4.1. Linear regime

We validate the dispersion relation given by eq. (56) for several density ratios given by $R_\rho \in \{\frac{5}{3}, \frac{1}{3}, 10^{-3}\}$. The approach we take is identical to that presented in section 6.3 for obtaining fig. 15. Results are shown in fig. 19 which shows excellent agreement for all density ratios.

6.4.2. Nonlinear regime

For the nonlinear regime we compare to numerical results from Pullin [25] which were obtained using a BIM. Therein $Bo = 3$ and three density ratios $R_\rho \in \{\frac{5}{3}, \frac{1}{3}, 10^{-3}\}$ were considered. We use $\alpha$-AMR with a domain of size $[0, 2\pi] \times [-3\pi, 3\pi]$ which is sufficiently large for finite-depth effects to be negligible. The initial amplitude is taken as $\delta_0 = 10^{-2}$. The velocity fields are initially zero, which corresponds to the initial velocity field resulting from the sum of the two modes $\kappa_{\pm}$.

The results are shown in fig. 20 where we compare the approximate interface profile (solid lines) to the BIM solution (markers) at three time instances, for each of the three density ratios. We consider the one- and two-velocity solutions in the left- and right-hand side of each of the figures respectively.

For the two-velocity model we find excellent agreement with the reference solution, for all density ratios. The one-velocity model yields a less accurate interface profile, especially for the density ratio closest to one. We also show the vortex sheet strength $|u_\tau|$ for the two-velocity solution; unfortunately no reference data was available.

The velocity magnitude at the final time instance is included for each of the density ratios. This clearly shows the discontinuity in the velocity that has developed in the velocity field of the two-velocity solution. For the one-velocity model no such discontinuity can develop, and therefore the velocity field shows a transition region where unphysical oscillations are present, in particular for the large density ratio solution.

6.5. Plateau–Rayleigh instability

A liquid jet (a cylindrical column of water), in the absence of gravity, can become unstable due to surface tension and evolve into a sequence of droplets, as shown in fig. 21. Such a Plateau–Rayleigh instability happens when the resulting surface area of the droplets is smaller than that of the original liquid jet.

With the Plateau–Rayleigh instability we find that only a small part of the interface is greatly deformed (see fig. 21), suggesting a localised mesh refinement criterion based on the interface curvature. The refinement criterion $\kappa(L)$-AMR is such that the following condition is ensured to hold

$$\varepsilon^\kappa_{\text{coarsen}} \leq \max_{c \in B} h_c |\kappa_c| \leq \varepsilon^\kappa_{\text{refine}},$$

where $\varepsilon^\kappa_{\text{coarsen}}$ and $\varepsilon^\kappa_{\text{refine}}$ are nondimensional tolerances, and $h_c = |c|^{1/d}$. This means that if $h_c |\kappa_c| > \varepsilon^\kappa_{\text{refine}}$ for at least one $c \in B$ then the block is refined, and if $h_c |\kappa_c| < \varepsilon^\kappa_{\text{coarsen}}$ for all $c \in B$ then the block is coarsened. Coarsening will likely double the nondimensional curvature and therefore we must ensure that

$$2\varepsilon^\kappa_{\text{coarsen}} < \varepsilon^\kappa_{\text{refine}},$$

such that the coarsened block isn’t directly eligible for refinement in the next time step. We use $\varepsilon^\kappa_{\text{refine}} = 0.2$ and $\varepsilon^\kappa_{\text{coarsen}} = 0.06$.

This test case was also considered in Popinet [21]. Therein the interface along the axis of the cylinder, the $x$-axis, is perturbed according to

$$r(t, x) = R(1 + \epsilon e^{i(Nt + kx)}),$$
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Figure 20: The velocity magnitude at the final time (top), interface profile (middle) and vortex sheet strength $J_u$ (bottom) for the Rayleigh–Taylor problem for different density ratios. The left- and right-hand side results correspond to the one- and two-velocity model respectively (using $\alpha(4)$-AMR resulting in $h/\lambda = 1/256$), whereas the markers (for the interface profile only) correspond to the reference solutions found in Pullin [25]. The velocity magnitude at the third and final time instance is clipped to $|u|_2 \in [0, 0.5], [0, 1.25]$ and $[0, 1.5]$ for the three density ratios respectively.
where $r(x,t)$ denotes the radius of the jet and $k$ denotes the wavenumber of the perturbation. The dispersion relation for perturbations on a liquid jet, for an inviscid fluid without the presence of a surrounding gas, is given by [26]

$$\left(\frac{\omega T_\sigma}{\sigma}\right)^2 + k R I_1(k R) \frac{I_0(k R)}{I_0(k R)} (1 - (k R)^2) = 0,$$

(58)

where $I_n$ are the (non-negative) modified Bessel functions of the first kind. It follows that the jet is stable w.r.t. perturbations of wavenumber $k$ provided that

$$k R \geq 1 \iff \lambda \leq 2\pi R.$$ 

That is, the inviscid jet is stable if the wavelength of the perturbation is at most the circumference of the jet. For finite values of the Laplace number (defined as in eq. (51)) the following approximate generalisation of eq. (58) was proposed in Eggers and Villermaux [8]

$$\left(\frac{\omega T_\sigma}{\sigma}\right)^2 + \frac{1}{2} (k R)^2 \left(1 - (k R)^2\right) + (\frac{\omega T_\sigma}{\sigma}) i (k R)^2 \frac{\omega \sigma}{La} = 0.$$ 

(59)

We use the two-velocity model with the fluid properties as given in [21]. Importantly, the Laplace number is given by $La = 23.834$ and $kR = 0.2\pi$ such that the liquid jet should become unstable. We nondimensionalise time using the capillary timescale, which is given by

$$T_\sigma = \sqrt{\frac{\rho R^3}{\sigma}}.$$ 

The temporal evolution of the interface is shown in fig. 21. Indeed we find that the liquid jet becomes unstable, and eventually results in the pinch-off of a sequence of droplets. We find that the $\kappa$-AMR refinement criterion successfully refines the interface where needed, resulting in an efficient refinement strategy. Furthermore, the results illustrate that topological changes of the interface are no problem for the jump conditions discussed in section 3.

The accuracy of the solution is quantified by comparing the growth of the perturbation amplitude to the theoretical dispersion relations eqs. (58) and (59). Results are shown in fig. 22, where excellent agreement is found for all three Laplace numbers. Furthermore, in fig. 23 we show the minimal radius of the jet as function of the time before breakup $\varsigma$ for $La = 23.834$. We also show a reference solution from [21], and theoretical slopes in the regions where capillarity ($r/R > 1/La$) and viscosity ($r/R < 1/La$) dominate [21]. For the pinch-off process we also find excellent agreement with the reference solution as well as the theoretical slopes.

### 6.6. Third-order Stokes wave

We consider the simulation of a third-order Stokes wave [4], which, depending on the initial wave steepness $\epsilon$ and Bond number $Bo$, results in a non-breaking gravity wave, a parasitic-capillary wave, a spilling breaker, or a plunging breaker. For details about the initial conditions
and domain size we refer to Deike et al. [4]. We consider \((\epsilon, \text{Bo}) = (0.55, 10^3)\) which yields a plunging breaker, as illustrated in figs. 24 and 25 where we show example simulations using our proposed two-velocity model.

Contrary to [4] we do not initialise the velocity field in the gas phase, hence we let \(u^g = 0\) at \(t = 0\). The density ratio is given by \(R_\rho \approx 1.17 \times 10^{-3}\). In the notation of [4], we let the Reynolds and Bond number be given by \(\text{Re} = 4 \times 10^4\) and \(\text{Bo} = 10^3\), resulting in ‘easy to resolve’ shear layers \((\delta_{SL}(\lambda) = 0.1\lambda)\) and interface length scales. Hence this type of wave is appropriate for testing whether our model will converge to the desired Navier–Stokes solution for a sufficiently fine mesh. Here time has been nondimensionalised in terms of the wave period \(T_g\) as given in eq. (57).

Since this is a rather viscous problem, we aim at actually resolving the shear layer, thereby testing whether or not we have succeeded in solving challenge 1.3: ‘how to ensure that the viscous one-velocity solution is obtained under mesh refinement?’ Resolving the shear layer implies that we must now also refine our mesh away from the interface, and to this end we use the vorticity based refinement criterion denoted by \(\bar{\omega}(L)\)-AMR. The criterion is given by

\[
\epsilon_{\text{coarsen}}^\varnothing \leq \max_{c \in \mathcal{B}} h_c |\bar{\omega}|_c \leq \epsilon_{\text{refine}}^\varnothing, 
\]

where \(2\epsilon_{\text{coarsen}}^\varnothing < \epsilon_{\text{refine}}^\varnothing\) are dimensional tolerances and \(|\bar{\omega}| \in C^h\) is an approximation of the vorticity magnitude

\[
|\bar{\omega}|_c \approx |\nabla \times \mathbf{u}(x_c)|_2.
\]

Note that the vorticity is computed using the equivalent velocity field of the one-velocity formulation as defined in eq. (35).

We use \(\bar{\omega}(L)\alpha(L)\)-AMR with \(h_0 = 2^{-4}\lambda\), resulting in \(h = 2^{-(4+L)}\lambda\) for \(L \in \{1, \ldots, 7\}\). The solution from the two-velocity model using \(\bar{\omega}(7)\alpha(7)\)-AMR (resulting in \(h/\delta_{SL}(\lambda) \approx 1/200\)) is considered as our reference solution, since it essentially overlaps with the corresponding one-velocity solution (in terms of the interface profile as well as velocity profile inside the shear layer). In fig. 26 we show the convergence of the interface profile at \(t/T_g \approx 0.66\). We note
Figure 24: Vorticity (clipped to $\omega_y \in [-100, 100]$) and interface profile on time instances $t/T_g \approx 0.38, 0.52, 0.66, 0.8$. The result was obtained using the two-velocity model and $\bar{\omega}(6)\alpha(6)$-AMR.

Figure 25: Example 3D simulation using the two-velocity model with $\alpha(5)$-AMR on time instances $t/T_g \approx 0.5, 0.7, 0.9$. The colouring corresponds to the magnitude of the liquid velocity clipped to the interval $|u|_2 \in [0, 0.9]$.

Figure 26: Convergence of the interface profile at $t/T_g \approx 0.66$. The dashed and solid lines correspond to the one- and two-velocity model respectively. The black solid line is the reference solution, which is obtained using $L = 7$.

Figure 27: Convergence of interface tangential velocity $w$. See also fig. 24. Here the blue, red and green lines correspond to $h/\delta_{SL}(\lambda) \approx 1/25, 1/50, 1/100$. The markers indicate the velocity per phase at the interface.
Figure 28: Example simulation using the proposed two-velocity model of the large gas-pocket impact from Etienne et al. [9] at scale $s = 5$ (thus resulting in a $\lambda = 4m$ long wave) and $t/T_g \approx 0.44, 0.51, 0.58$ (from left to right). We show the velocity magnitude, which was clipped to $0 \leq |u_x| \leq 7, 10, 70$ respectively.

that not much difference is observed in the interface profiles between the one- and two-velocity formulations. This makes sense since the shear layer is resolved in this test case, which should indeed result in similar results from the one- and two-velocity models.

In fig. 27 we show the $z$-component of velocity along the line normal to the wave crest (see also the inset in fig. 24, the position is given by $x_\ast/\lambda = [-0.264, 0.093]^2$), at $t/T_g \approx 0.52$, which shows how the velocity field converges under mesh refinement inside the shear layer. We find that the velocity profiles for both the one- and two-velocity models converge to the same reference velocity profile. The gas velocity away from the interface seems to converge to the reference solution faster when the two-velocity model is used, which can be expected to be a result of our proposed jump condition which ensures that the shear layer is not artificially thickened when it is not yet resolved. Moreover we note that the velocity jump resulting from the two-velocity model, as indicated by the triangular markers, tends to zero under mesh refinement, as desired.

In fig. 25 we show an example 3D simulation of the same breaking wave, where we used the two-velocity model with $\alpha(5)$-AMR. This illustrates the ability of the proposed two-velocity model to deal with significant topological changes, also in 3D, in the presence of the jump conditions discussed in section 3.

6.7. Breaking wave impact

We finally turn to the example shown in fig. 28. That is, we consider the simulation of a large gas-pocket impact (LGPI) [9] at scale $s = 5$, resulting in the impact of a wave of length $\lambda = 4m$. Here we are interested in resolving the most unstable wavelength $\lambda_{KH}$. Based on the analysis in section 1 we do not aim at entirely resolving the shear layer, since this would be too expensive. We again use $T_g$ as our time scale, which was defined in eq. (57).

We will use the two-velocity model, where we refine the mesh at the interface in a region which moves along with the wave tip. We refer to this refinement criterion as $\alpha(L)$-AMR, which we will combine with $\alpha(4)$-AMR, resulting in $\alpha(L)\alpha(4)$-AMR (resulting in four levels of refinement at the interface, and $L \geq 4$ levels at the wave tip). A priori we choose our interface resolution to be sufficiently fine to resolve $\lambda_{KH}$ for $U_e \approx 15m/s$, resulting in $\Lambda/\lambda_{KH} \approx 1307$. We will use a uniform underlying mesh resulting in $\lambda/h_0 = 80$, where $h_0$ denotes the mesh width of the underlying uniform mesh. Hence we need $L = 3 + \log_2 \left(\frac{1307}{80}\right) \approx 7$ levels of refinement to have eight gridpoints per unstable wavelength. Note that $\left[\frac{40}{\sqrt{15}}\right] = 2^4$ (see eq. (2)) and therefore resolving the shear layer with eight gridpoints per shear layer thickness requires at least four additional refinement levels, which would result in $L = 11$.

In fig. 29 we show the interface profile at two time instances, together with the vorticity field (clipped to $\omega_y \in [-10^3, 10^3]$ and $\omega_y \in [-10^4, 10^4]$ respectively). Furthermore we show a close up of the wave crest with the velocity magnitude. A KH instability is seen to appear around $t/T_g \approx 0.45$ with a wavelength which agrees well with the indicated theoretical wavelength.
Figure 29: Approximate solution to the LGPI problem at scale $s = 5$, using $\alpha u^l(7)\alpha(4)$-AMR. The vorticity is shown as well as the interface profile, at $t/T_g \approx 0.45, 0.58$. Here we show part of the computational domain $x \in [0, \lambda/3]$. The insets show the velocity magnitude, clipped to a maximum of 7m/s and 70m/s respectively.

Figure 30: Interface profile (top) and velocity jump (bottom) at $t/T_g \approx 0.45$ in rotated and nondimensionalised coordinates (see fig. 29). The wavelength $\lambda_{KH}$ was determined using eq. (1) with $U_r = 6$m/s. The mesh was refined according to $\alpha u^l(L)\alpha(4)$-AMR for $L \in \{6, 7\}$. 

Figure 31: Wall-clock time (using OpenMP with 12 cores from an Intel Xeon E5-2680 v3 2.5 GHz processor) as function of the number of work units $W$ (sum over all time steps of the number of control volumes). Here advection refers to the advection of the interface as well as the transport of momentum, and includes the additional projection step required in the two-velocity model. Each marker corresponds to a simulation of the Stokes-3 problem from section 6.6 with refinement level $L = 4, \ldots, 7$ for the one-velocity (dashed) and two-velocity (solid) model.

according to eq. (1). This formula depends on the velocity jump (therein referred to as $U_\tau$), for which we have used $U_\tau = 6\text{m/s}$ based on the velocity jump as shown in fig. 30. In fig. 30 we furthermore compare two resolutions, $L \in \{6, 7\}$, resulting in $\lambda_{KH}/h \approx 24$ and 49 respectively, which results in a well-resolved instability at $t/T_g \approx 0.45$. This is reflected in the fact that the interface profiles essentially overlap.

The instability develops further as shown in the bottom of fig. 29. Note that the velocities at this point are as large as $70\text{m/s}$, resulting in unstable wavelengths of size $\lambda_{KH}/h \approx 0.36$ for $h = h_0/2^7$. Hence at this point in time the solution is no longer resolved. Rather than using a fixed level of refinement at the interface, in future work we will explore the possibility of using $\lambda_{KH}/h$ as a refinement criterion, where $\lambda_{KH}$ is determined using a local estimate of $U_\tau$, and may also include (possibly stabilising) effects due to gravity.

6.8. Computational cost

For high-Reynolds number flow, with thin shear layers, the two-velocity model allows for the use of a coarser mesh, but the efficiency of the resulting method is determined also by its computational cost. To this end we now compare the wall-clock times resulting from the eight Stokes-3 simulations performed in section 6.6 (four different levels of refinement for both the one- and two-velocity model). In fig. 31 the wall-clock time is shown as function of the number of ‘work units’ $W$, which we define as the total number of control volumes considered during the simulation

$$W = \sum_{n=0}^{N_t} |\mathcal{C}|^{(n)},$$

where $N_t$ is the number of time steps and $|\mathcal{C}|^{(n)}$ is the number of control volumes at $t = t^{(n)}$. As expected, the wall-clock time scales linearly with the number of work units. The total cost of using the two-velocity model is about 40% larger when compared to the one-velocity model (for a given number of work units), which is acceptable considering the fact that many levels
of mesh refinement can be omitted when using the two-velocity model, resulting in much fewer work units.

We note that the current implementation solves for all values of the jump $\xi \in F^h$, which means that the computational cost may still be reduced by not solving for those jumps which are known to be zero (away from the interface).

7. Discussion

We have motivated the use of, and proposed a discretisation of, a sharp two-velocity model for two-phase flow. The numerical model, which imposes continuity of only the interface normal component of velocity, is of particular interest in the simulation of high density ratio and convection dominated two-phase flow, such as the simulation of breaking wave impacts. Such flow problems result in thin shear layers, where viscous effects dominate, and which are infeasible to resolve entirely. In a previous paper [28] we discussed the discretisation of the equations governing conservation of mass and momentum, whereas in this paper we considered the implicit coupling of the two fluids via the pressure Poisson equation as well as diffusion.

We have proposed a generalisation of the GFM, referred to as the MDGFM, which allows for the consistent imposition of the interface normal component of the pressure gradient, rather than the face normal component which is imposed in the GFM. The MDGFM relies on the definition of a jump interpolant which yields the vector valued jump of our staggered velocity field. Naive construction of such a jump interpolant results in unboundedness of the resulting interpolation coefficients, which we have resolved by a novel interpolation between two approximations of the face normal component of the jump. The resulting gradient operator is combined with a cut-cell approximation of the divergence operator, resulting in the convergent approximation of the pressure Poisson problem, for a large range of density ratios.

Furthermore, we have introduced a simple model for diffusion in the presence of a velocity discontinuity. In particular, the proposed model, which is implicit in time, is defined such that it coincides exactly with the diffusion model for the one-velocity formulation in case the velocity is continuous across the interface. This approach aims at obtaining the one-velocity formulation when the viscous shear layer is resolved.

Also, a mimetic gravity model was proposed which is shown to be well-balanced, mimics the correct transfer between kinetic and gravitational potential energy, and moreover yields the correct contribution to linear momentum.

We have illustrated the efficacy of the proposed two-velocity formulation by directly comparing it to our one-velocity model. It has been demonstrated that the well-balancedness of the model is hardly affected by introducing the new jump condition. Moreover, we have illustrated convergence under mesh refinement of viscous as well as inviscid wave problems, in the presence of surface tension, inertial forces and/or gravity, in both the linear and nonlinear regime. As can be expected, our two-velocity model performs better than the one-velocity model on inviscid problems, since the latter results in a numerical shear layer, which results in visible oscillations of the velocity, and in some cases results in a lack of convergence.

Topological changes are trivially dealt with, also in 3D, as is demonstrated by the simulation of the Plateau–Rayleigh instability as well as the 3D third-order Stokes wave impact. The former test problem moreover illustrates the efficiency of the curvature based refinement criterion.

Finally we considered the simulation of breaking waves. For the third-order Stokes wave we found that, due to the low Reynolds number, the shear layer was easy to resolve, resulting in very similar results when comparing the one- and two-velocity formulations. We did find that the velocity profile inside the shear layer converges faster for the two-velocity model: a coarser mesh can be used with the two-velocity model. The simulation of the large gas-pocket impact
shows that the two-velocity formulation can effectively be used to model free surface instabilities on breaking waves, without the need for resolving the thin shear layer present at the interface.

In future work it would be interesting to further develop a subgrid model for diffusive stresses at the interface. The two-velocity model will be used to study the effect of scaling on the development of free surface instabilities in 3D breaking wave impacts. Therein we want to use an AMR criterion based on resolving the most unstable wavelength.
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Appendix A. The ghost fluid method

We briefly summarise the derivation of the GFM as proposed by Liu et al. [19]. Consider the example shown in fig. 6 with prescribed value and gradient jump, denoted by \( \zeta_f \) and \( \xi_f \) respectively (see eq. (20)). We denote by \( g^\pi : C^h \times F^h \rightarrow F^h \) the affine (linear up to a constant) function which approximates the scaled (by the density) pressure gradient

\[
g_f^\pi(p, \xi) \approx \frac{1}{\rho_n f} \hat{\n} \cdot (\nabla p^\pi)(\hat{\n}).
\]

At the interface position \( \tilde{x}_I^f \), which we approximate using the sharp interface reconstruction, we impose eq. (20) at \( O(h_f) \) accuracy, resulting in

\[
\left( p_{c_2} - \bar{\phi}\, h_f \rho \, g_f^\pi(p, \xi) \right) - \left( p_{c_1} + \bar{\phi}\, h_f \rho \, g_f^\pi(p, \xi) \right) = \zeta_f
\]

\[
g_f^\pi(p, \xi) - g_f^\pi(p, \xi) = \xi_f,
\]

where eq. (A.1a), denotes the pressure jump at \( y = \tilde{y}_I^f \) in fig. 6, and results from linear pressure extrapolation to the interface.

Solving eqs. (A.1a) and (A.1b) for \( g_f^\pi(p, \xi) \) results in

\[
g_f^\pi(p, \xi) = \frac{1}{\bar{\phi} \rho} \left[ \frac{p_{c_2} - p_{c_1} - \zeta_f}{h_f} + \tilde{\phi}\, h_f \rho \, \xi_f \right], \quad g_f^\pi(p, \xi) = \frac{1}{\bar{\phi} \rho} \left[ \frac{p_{c_2} - p_{c_1} - \zeta_f}{h_f} - \tilde{\phi}\, h_f \rho \, \xi_f \right],
\]

which can be generalised, by making use of the liquid indicator \( \chi^l \in \{0, 1\} \) as well as the gradient operator as defined in eq. (9), to eqs. (21) and (22).

Appendix B. The mimetic gravity model

**Lemma 1** (Well-balancedness of the MGM). If the interface is given by the zero level set of the function \( q \) defined in eq. (38) then the MGM, as given by eq. (48), is well-balanced

\[
\mathcal{G} p^\dagger = F,
\]

where the steady state pressure is given by

\[
p^\dagger = -\|\chi\rho\|_2 g^l q(x^I).
\]
Proof. We will first show that the following equation holds

\[
\langle \mathcal{S}(\chi^\pi q(x^f)) \rangle_f = a_f^\pi \langle \mathcal{S}(q(x^f)) \rangle_f.
\]  

(B.1)

Recall that \(x^f_c\) equals the interface centroid if \(c\) contains part of the interface (and therefore \(q(x^f_c) = 0\)), and coincides with the control volume centroid \(x_c\) if \(c\) does not contain part of the interface (in which case \(q(x^f_c) \neq 0\)). Consider a face \(f\) with \(C(f) = \{c_1, c_2\}\) and let \(\pi\) be either \(l\) or \(g\), we find that one of the following conditions must hold.

1. Both control volumes contain part of the interface: \(q(x^f_{c_1}) = 0 = q(x^f_{c_2})\), for this case we obviously have equality in eq. (B.1).

2. Neither of the control volumes contain part of the interface: \(q(x^f_{c_1}) \neq 0 \neq q(x^f_{c_2})\), since for non-interface control volumes the ‘interface centroid’ was defined as the control volume centroid instead. It follows that \(a_f^\pi, \chi_{c_1}^\pi, \chi_{c_2}^\pi\) are either all equal to zero, or all equal to one, and therefore the equality in eq. (B.1) holds.

3. Exactly one of the control volumes contains part of the interface: without loss of generality we assume that \(c_1\) contains part of the interface, and \(c_2\) does not. Hence \(q(x^f_{c_1}) = 0\) and \(q(x^f_{c_2}) \neq 0\). Then \(a_f^\pi \in \{0, 1\}\), and since \(c_2\) is entirely full or empty we find that \(\chi_{c_2}^\pi = a_f^\pi\). See also fig. B.1. It follows that

\[
-h_f \mathcal{S}(\chi^\pi q(x^f))_f = a_{c_1,f} \chi_{c_1}^\pi q(x^f_{c_1}) + a_{c_2,f} \chi_{c_2}^\pi q(x^f_{c_2})
\]

\[
= a_f^\pi [a_{c_1,f} q(x^f_{c_1}) + a_{c_2,f} q(x^f_{c_2})]
\]

\[
= -h_f a_f^\pi \mathcal{S}(q(x^f))_f,
\]

and therefore also in this case the equality given by eq. (B.1) holds.

When multiplying eq. (B.1) by \(\rho^\pi ||g||_2\) (which is constant and may therefore be moved into the gradient operator) and summing over the phases, we find that

\[
\mathcal{S}(\langle [\chi \rho] ||g||_2 q(x^f) \rangle) = \langle a \rho \rangle \mathcal{S}(||g||_2 q(x^f)),
\]

(B.2)

where by definition of the level set function in eq. (38) it follows that

\[
\mathcal{S}(||g||_2 q(x^f)) = \mathcal{S}(||g||_2 N \cdot x^f) - \mathcal{S}(||g||_2 S) = -\mathcal{S}(g \cdot x^f),
\]

(B.3)

where we made use of \(||g||_2 N = -g\) and the fact that the gradient operator applied to a constant scalar vanishes: \(\mathcal{S}1 = 0\). Combining eqs. (48), (B.2) and (B.3) then yields eq. (49), where the steady state pressure was given by eq. (50).
The gravity force is nonconservative, but we can still check whether the discrete contribution to linear momentum mimics the analytical counterpart. Analytically we find that the contribution to linear momentum due to gravity is given by

\[ \int \Omega \mathbf{F} dV = \int \Omega \nabla (\rho \mathbf{g} \cdot \mathbf{x}) dV = -\left[ \rho \right] \int_I \eta (\mathbf{g} \cdot \mathbf{n}) dS, \]  

(B.4)

which follows from the application of Gauss’s divergence theorem on each of the phase domains \( \Omega^\pi \). Hence the contribution to linear momentum is some integral over the phase interface \( I \).

Numerically we can approximate the interface area vector in the following way

\[ 0 = \int_{\partial \Omega} \nabla 1 dV = \int_{\partial \Omega} \eta dV, \]  

(B.5)

which follows from Gauss’s divergence theorem. Splitting the boundary integral on the right-hand side of eq. (B.5) into an integral over the interface \( I_c \) and an integral over all but the interface \( \partial \Omega \setminus I_c \), results in the former being able to be expressed in terms of the latter

\[ |I_c| \eta_c^a = -|c| \mathcal{D}(a^l \mathbf{n})_c, \]  

(B.6)

which shows that the interface area vector \( |I_c| \eta_c^a \) can be expressed in terms of the same fluid apertures that are present in the gravity model. Using eq. (B.6) allows us to express the change in linear momentum due to the MGM as

\[ \sum_{\omega(f)} \mathbf{n} F^{(48)} = \sum_{\omega(f)} \mathbf{n} \left\{ \alpha^l \rho \right\} \mathbf{x}^l = \sum_c \left\{ \rho \right\} \mathcal{D}(a^l \mathbf{n}) \mathbf{g} \cdot \mathbf{x}^l \; (B.6) - \left[ \rho \right] \sum_{c \in C} |I_c| \eta_c^a (\mathbf{g} \cdot \mathbf{x}_c^l), \]  

(B.7)

where in the second equality we again made use of the adjointness relation between the divergence and gradient operators as given by eq. (7), and moreover made use of

\[ \left\{ \alpha^l \rho \right\} = a^l \rho^l + a^g \rho^g = a^l (\rho^l - \rho^g) + \rho^g = -\left[ \rho \right] a^l + \rho^g. \]

Comparison of eqs. (B.4) and (B.7) shows that the contribution to linear momentum is correctly modelled by the MGM.
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