Zeeman energy and spin relaxation in a one-electron quantum dot
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We have measured the relaxation time, \( T_1 \), of the spin of a single electron confined in a semiconductor quantum dot (a proposed quantum bit). In a magnetic field, applied parallel to the two-dimensional electron gas in which the quantum dot is defined, Zeeman splitting of the orbital states is directly observed by measurements of electron transport through the dot. By applying short voltage pulses, we can populate the excited spin state with one electron and monitor relaxation of the spin. We find a lower bound on \( T_1 \) of 50 \( \mu s \) at 7.5 T, only limited by our signal-to-noise ratio. A continuous measurement of the charge on the dot has no observable effect on the spin relaxation.

PACS numbers: 73.63.Kv, 76.30.-v, 03.67.Lx, 73.23.Hk

The spin of an electron confined in a semiconductor quantum dot (QD) is a promising candidate for a scalable quantum bit \(^1\) \(^2\). The electron spin states in QDs are expected to be very stable, because the zero-dimensionality of the electron states in QDs leads to a significant suppression of the most effective 2D spin-flip mechanisms \(^3\). Recent electrical transport measurements of relaxation between spin triplet and singlet states of two electrons, confined in a pillar etched from a GaAs double-barrier heterostructure (“vertical” QD), support the validity of this prediction (relaxation time of \( 15 \) ns (at \( B = 0 \) T)) \(^4\). However, the triplet-to-singlet transition, in which the total spin quantum number \( S \) is changed from 1 to 0, is forbidden by a selection rule (\( \Delta S = 0 \)) that does not hinder relaxation between Zeeman sublevels (which conserves \( S \)). Therefore, measurements on a single electron spin are needed in order to determine the relaxation time of the proposed qubit.

Relaxation between Zeeman sublevels in closed GaAs QDs is expected to be dominated by hyperfine interaction with the nuclei at magnetic fields below 0.5 T \(^5\) and by spin-orbit interaction at higher fields \(^6\). At 1 T, theory predicts a \( T_1 \) of 1 ms in GaAs \(^6\); at fields above a few Tesla, needed to resolve the Zeeman splitting in transport measurements, no quantitative estimates for \( T_1 \) exist.

For comparison, in \( n \)-doped self-assembled InAs QDs containing one resident electron, pump-probe photoluminescence measurements gave a single-electron spin-relaxation time of 15 ns (at \( B = 0 \) T, \( T = 10 \) K) \(^6\). In undoped self-assembled InAs QDs, the exciton polarization is frozen throughout the exciton lifetime, giving a relaxation time \( \geq 20 \) ns \(^6\).

Electrical measurements of the single-electron spin relaxation time have up to now remained elusive. In vertical QDs, where electrical measurements on a single electron were reported almost a decade ago \(^6\), it has been difficult to directly resolve the Zeeman splitting of orbitals \(^10\). Recently, the one-electron regime was also reached in single \(^11\) and double lateral GaAs QDs \(^12\), which are formed electrostatically within a two-dimensional electron gas (2DEG) by means of surface gates.

In this Letter we study the spin states of a one-electron lateral QD directly, by performing energy spectroscopy and relaxation measurements. We observe a clear Zeeman splitting of the orbital states in electron transport measurements through the QD, and find no signature of spin relaxation in our experimental time window, leading to a lower bound on \( T_1 \) of 50 \( \mu s \). This lower bound is two to three orders of magnitude longer than spin relaxation times observed in bulk \( n \)-type GaAs \(^13\). GaAs quantum wells \(^14\) and InAs QDs \(^7\).

The quantum dot is defined in a GaAs/\( Al_{0.3}Ga_{0.7} \)As heterostructure, containing a 2DEG 90 nm below the surface with an electron density \( n_s = 2.9 \times 10^{11} \) cm\(^{-2}\) (Fig. 1a). A magnetic field (0-14 T) is applied parallel to the 2DEG. All measurements are performed in a dilution refrigerator at base temperature \( T = 20 \) mK.

We tune the device to the few-electron regime and identify the 0\( \leftrightarrow 1 \) electron transition by the absence of further transitions under applied source-drain voltage up to 10 mV. The electron number is confirmed by using the nearby QPC as a charge detector \(^12, 16, 17\). We find a charging energy of 2.4 meV and an orbital level spacing of 1.1 meV at \( B = 0 \) T.

In a parallel magnetic field, the electron states acquire a Zeeman energy shift, which causes the orbital levels to split by \( \Delta E_Z = g \mu_B B \) \(^18\). Figs. 1b-d show stability diagrams \(^4\) around the 0\( \leftrightarrow 1 \) electron transition, measured at \( B = 6 \) T, 10 T and 14 T. A clear Zeeman splitting of both ground and first orbital excited state is seen directly in this spectroscopy measurement \(^19\). A least-squares fit of the data to a second-order polynomial, which extrapolates with negligible deviation to the origin, gives

\[
|g| = (0.43 \pm 0.04) - (0.0077 \pm 0.0020) \cdot B \quad (T)
\]

similar to early measurements on 2DEGs \(^22\). If we force the fit to be linear in \( B \), we get \( |g| = 0.29 \pm 0.01 \), with a zero-field splitting \( \Delta E_{Z,B=0} = (34 \pm 6) \) \( \mu \)eV.
Factors which can influence the magnetic field dependence of the g-factor include: (1) extension of the electron wavefunction into the Al$_0$Ga$_0.7$As region, where $g = +0.4$ \cite{21,22}, (2) thermal nuclear polarization, which decreases the effective magnetic field through the hyperfine interaction \cite{22}, (3) dynamic nuclear polarization due to electron-nuclear flip-flop processes in the dot, which enhances the effective magnetic field \cite{23}, and (4) the nonparabolicity of the GaAs conduction band \cite{21}. More experiments are needed to separate these effects, which is outside the scope of this Letter.

The two spin states $|\uparrow\rangle$ (lowest energy) and $|\downarrow\rangle$ can be used as the basis states of a quantum bit. In order to perform quantum operations and to allow sufficient time for read-out of the quantum bit, it is necessary that the spin excited state $|\downarrow\rangle$ be stable. We investigate this by measuring the relaxation time from $|\downarrow\rangle$ to $|\uparrow\rangle$. By applying short pulses to gate $P$, we can modulate the potential of the dot and thus the position of the energy levels relative to the electrochemical potentials of the leads, $\mu_S$ and $\mu_D$. This enables us to populate the spin excited state $|\downarrow\rangle$ and monitor relaxation to $|\uparrow\rangle$. The applicability of various pulse methods for measuring the spin relaxation time depends on two timescales. If the relaxation rate $W (= 1/T_1)$ is at least of the same order as the outgoing tunnel rate $\Gamma_D$, i.e. $W \geq \Gamma_D$, we can determine $T_1$ by applying single-step pulses. This method has previously been used to measure the relaxation time between orbital levels in a QD ($\sim$10 ns) \cite{4}. In the other limit, $W < \Gamma_D$, a more elaborate method using double-step pulses is needed \cite{4}. We proceed as follows. First, we apply single-step pulses to show that $W < \Gamma_D$. Then we apply double-step pulses to measure $T_1$. All data shown are taken at $B = 7.5$ T, and reproduced at 14 T. At fields below 6 T the Zeeman splitting is too small to be resolved in pulse experiments. The bias voltage is always $V_T = 22$ mV. In the next experiment, we take $V_Q = 6$ mV, and $V_D = 20$ mV. The average number of electrons tunneling per cycle $= I(t_{h}+t_{f})/e$ through the ground state $n_{\uparrow}$, as in (c), and through the excited state $n_{\downarrow}$, as in (d), vs. pulse length $t_h$. The $n_{\uparrow}$ shows no decay, as expected for a stable current, whereas $n_{\downarrow}$ saturates. However, this saturation is not due to spin relaxation (see text).
the ground state takes place when $|\uparrow\rangle$ lies in the bias window (i.e. $\mu_S > E_F > \mu_D$). When we apply single-step pulses, this condition is met at two different values of the gate voltage $V_T$ and therefore the Coulomb peak splits in two. Fig. 2c shows the positions of the energy levels during the two phases of the pulse for the left peak in Fig. 2b. Here, electrons flow from source to drain during the “high” phase of the pulse. Similarly, Fig. 2e corresponds to the right peak in Fig. 2b, where ground state transport occurs during the “low” phase of the pulse. When the pulse amplitude exceeds the Zeeman splitting ($\approx 160 \mu eV$), an extra current peak becomes clearly visible. This peak is due to transient transport via the spin-down state $|\downarrow\rangle$ during the “high” phase of the pulse (Fig. 2d). The transient current flows until $|\uparrow\rangle$ becomes occupied and Coulomb blockade prohibits other electrons to enter the dot. Occupation of $|\uparrow\rangle$ can happen either via tunneling of an electron from the leads into $|\uparrow\rangle$ when the dot is empty, or by spin relaxation from $|\downarrow\rangle$ to $|\uparrow\rangle$. For both these processes, the probability to have occurred increases with time. Therefore, the number of electrons tunneling via $|\downarrow\rangle$ per cycle, $<n_\downarrow>$, saturates with increasing pulse length $t_h$. In particular, if the tunnel rate $\Gamma_S$ through the incoming barrier is much smaller than the tunnel rate $\Gamma_D$ through the outgoing barrier, i.e. $\Gamma_S \ll \Gamma_D$ [24], it can be shown that [25]

$$<n_\downarrow> \simeq A \Gamma_{D,\downarrow}(1-e^{-D t_h})/D,$$  \hspace{1cm} (2)

where $A \approx \Gamma_{S,\downarrow}/(\Gamma_{S,\uparrow} + \Gamma_{S,\downarrow})$ is the injection efficiency into $|\downarrow\rangle$, and $\Gamma_{D,\downarrow}$ is the tunnel rate from $|\downarrow\rangle$ to the drain (see Fig. 2c-d). The saturation rate $D$ is the sum of $W$, the spin relaxation rate from $|\downarrow\rangle$ to $|\uparrow\rangle$, and $(1-A)\Gamma_{D,\downarrow}$, which accounts for direct tunneling into $|\uparrow\rangle$:

$$D = W + (1-A)\Gamma_{D,\downarrow}. \hspace{1cm} (3)$$

By measuring $<n_\downarrow>$ for different pulse widths $t_h$, we can find $D$ and $A \Gamma_{D,\downarrow}$ using Eq. (2). Together with the value of $A$, which can be extracted from large-bias measurements without pulses, we can determine the spin-relaxation rate $W=1/T_1$ via Eq. (3).

In Fig. 2f we show the average number of tunneling electrons per cycle for the stable current, $<n_\downarrow>$, and for the transient current, $<n_\downarrow^t>$. Clearly, $<n_\downarrow^t>$ increases linearly with pulse length, whereas $<n_\downarrow>$ saturates, as expected. From fitting $<n_\downarrow>$ to Eq. (2) we find $D=(1.5 \pm 0.2) \text{ MHz}$ and $A \Gamma_{D,\downarrow}=(0.47 \pm 0.09) \text{ MHz}$. Furthermore, $A=(0.28 \pm 0.05)$, leading to $(1-A)\Gamma_{D,\downarrow}=(1.2 \pm 0.3) \text{ MHz}$ and $W=(0.30 \pm 0.35) \text{ MHz}$. Averaging over similar measurements, using different tunnel rates and $t_i$, leads to $W=(0.20 \pm 0.25) \text{ MHz}$.

We conclude that the spin relaxation rate ($W < 0.5$ MHz) is much smaller than the tunnel rates ($\Gamma_S \gg \Gamma_D \approx 1.6 \text{ MHz}$). This means that the decay of the transient current is dominated by direct injection into $|\uparrow\rangle$, and therefore the single-step pulse method can only provide a weak lower bound on $T_1$. To circumvent this, we couple the read-out stage from the relaxation stage by inserting an extra pulse step. This way, an electron can only tunnel out of the dot after the waiting time, enabling us to directly measure the relaxation probabilities as a function of waiting time [4], as explained below.

The schematic waveform of the double-step pulses is shown in Fig. 3a. Applying these pulses results in current traces as in Fig. 3b. Figs. 3c-e depict the energy levels for the $|\downarrow\rangle$ current peak indicated in Fig. 3b at

FIG. 3: One-electron spin relaxation studied using double-step pulses at 7.5T. (a) Schematic waveform of the pulse train (rise/fall time of 1.5 ns). (b) Typical pulse-excited current trace. The three main peaks correspond to a stable current flowing via $|\uparrow\rangle$ when $|\uparrow\rangle$ is in the bias window during one of the three stages of the waveform. The small peak is due to transient current via $|\downarrow\rangle$ for $V_F = V_m$ [25]. (c)-(e) Diagrams depicting the energy levels during the three stages of the pulse for the $|\downarrow\rangle$-peak shown in (b). (f) The dot is emptied during a time $t_i$. (d) Both $|\uparrow\rangle$ and $|\downarrow\rangle$ lie below the electrochemical potentials of the leads and an electron can tunnel into the $|\downarrow\rangle$; other possible tunnel processes are not indicated since they do not contribute to the current (see text). We allow the electron to relax for a time $t_r$. (e) Now $|\downarrow\rangle$ lies in the bias window. Only if the electron has spin-down it can tunnel out and contribute to current. (f) Averaged $|\downarrow\rangle$ current peaks for $t_h=1$, $2.5$ and $4 \mu s$ with $t_m=0.4 \mu s$ (for data in (f) and (g) $t_i=t_h$). (g) The probability $P_i(t_m)/P_i(0)$ that the spin did not decay during the waiting time $t_h$. 
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the three different stages of the pulse cycle. First the dot is emptied (Fig. 3c). In the second stage (Fig. 3d), an electron tunnels into either |↓⟩ or |↑⟩. Again, due to the charging energy only one electron can occupy the dot. The probability that it enters |↓⟩, A, does not depend on the pulse lengths, which are the only parameters we change. If the electron entered |↓⟩, the probability that it has not relaxed to |↑⟩ after $t_h$ is $\exp(-t_h/T_1)$ (we assume exponential decay). Finally (Fig. 3e), if the electron is in |↓⟩, it can tunnel out, but only to the drain. In contrast, if the electron is in |↑⟩, it can tunnel out to either the source or the drain when the cycle is restarted (Fig. 3c). Similarly, electrons entering the dot originate from theQPC or the drain (Fig. 3d). Assuming that $T_S/T_D$ is constant throughout the cycle, the average current generated by electrons leaving the dot during the "low" phase of the pulse train (Fig. 3c) is zero. Therefore the current only consists of electrons that entered |↓⟩ and have not relaxed during $t_h$:

$$I = e f_{rep} <n_↓> = e f_{rep} C A e^{-t_h/T_1},$$

(4)

where $f_{rep}$ is the pulse repetition frequency and $C$ a constant accounting for the tunnel probability in the read-out stage. We determine $<n_↓>$ for different $t_h$. Normalized to the value for $t_h=0$, it is a direct measure of spin relaxation:

$$<n_↓>_{t_h=0} = C A e^{-t/T_1}$$

(5)

To be able to extract reliable peak heights from the very small currents, we average over many traces. Examples of averaged curves are shown in Fig. 3f for $t_h=1, 2.5$ and 4 μs. In Fig. 3g, data extracted from these and similar curves are plotted as a function of $t_m$. As a guide to the eye, lines corresponding to an exponential decay with decay times $\tau = 10 \mu s$, $\tau = 30 \mu s$ and $\tau = \infty$ are included. There is no clear decay visible. We fit the data in Fig. 3g and similar data, and average the resulting relaxation rates. From an error analysis we find a lower bound of $T_1 > 50 \mu s$. We emphasize that, since we do not observe a clear signature of relaxation in our experimental time window, $T_1$ might actually be much longer.

The lower bound we find for $T_1$ is much longer than the time needed for read-out of the quantum bit using proposed spin-to-charge conversion schemes. In these schemes, spin-dependent tunneling events correlate the charge on the dot to the initial spin state. A subsequent charge measurement thus reveals information on the spin. This can be done in our device using the QPC located next to the QD (see Fig. 1a).

An interesting question is how much the stability of the spin states is affected by such charge measurements. We have studied this by sending a large current through the QPC, set at maximum charge sensitivity, and repeating the $T_1$ measurements. The drain lead is shared by the QPC- and the QD-current, which causes some peak broadening and limits the experimental window. However, even for a very large current of ~20 nA through the QPC ($\mu Q - \mu_D = 500 \mu V$), we still do not find a measurable decay of the spin. For comparison, we can measure the charge on the QD within 50 μs using a QPC current of only 10 nA. Taking these measurements together shows that, by using spin-to-charge conversion, it should be possible to perform single-shot spin readout in this device.
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