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Abstract

A new modified version of the Bagdonavičius-Nikulin goodness-of-fit test statistic is presented for validity for the right censor case under the double Burr type X distribution. The maximum likelihood estimation method in censored data case is used and applied. Simulations via the algorithm of Barzilai-Borwein is performed for assessing the right censored estimation method. Another simulation study is presented for testing the null hypothesis under the modified version of the Bagdonavičius and Nikulin goodness-of-fit statistical test. Four right censored data sets are analyzed under the new modified test statistic for checking the distributional validation.
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1. Introduction

Statistical methods for testing the validity of a parametric distribution are in increasing developments. Clearly, the presence of censored observations makes those methods unsuitable. For treating these problems there were many attempts. First, Habib and Thomas (1986) and Hollander and Pena (1992) proposed a modified version of the Chi-squared test for the randomly censored real data based on the well-known estimators of the Kaplan and Meyer. Then, Galanova (2012) considered some nonparametric modifications for the Anderson–Darling (AD) test statistic, Kolmogorov-Smirnov (KS) test statistic and the Cramer-Von-Mises (KM) test statistic for the accelerate failure models. Recently, Bagdonavičius and Nikulin (2011a,b) presented and applied a new type of Chi-squared goodness-of-fit test statistic for the censored data (right case), (see Bagdonavičius et al. (2013)). Then, the new type of Chi-squared goodness-of-fit test statistic of Bagdonavičius-Nikulin is applied for the distributional validation under the right censored schemes. Recently, the Bagdonavičius-Nikulin test is used for the distributional validation in case of the right censored data (see Mansour et al (2020a,b), Ibrahim e al. (2021) and Yousof et al. (2021a,b)).

In this work, a new modified type Chi-squared goodness-of-fit test statistic which is established based on the well-known Bagdonavičius-Nikulin test is presented and applied accordingly for distributional validation under the double
Burr type X (DBX) distribution model using the right censored case. A comprehensive simulation study under the right censored case via the well-known Barzilai-Borwein (BB) algorithm is performed for assessing and evaluating the right censored estimation method. Following Ravi and Gilbert (2009), we generated 10,000 samples with different size \( (n = 15, 25, 50, 130, 350, 500, 1000) \) from the DBX model using some very carefully selected initial values. The mean square errors (MSEs) are used for assessing the performance of the censored maximum likelihood. The new modified Bagdonavičius-Nikulin type test is applied using four right censored real data sets for distributional validity.

A random variable (RV) \( T \) is said to have the Burr type X (BX) distribution if its cumulative distribution function (CDF) is given by

\[
F_{\theta_2}(t) = [1 - \exp(-t^2)]^{\theta_2} |_{t>0, \theta_2>0}.
\]

Yousof et al. (2017) proposed a new flexible family called the Burr type X family. Following Yousof et al. (2017), we construct the double Burr type X (DBX) model with CDF given by

\[
F(x, \Psi) = \left[1 - \exp\left(-\left[\left[1 - \exp(-x^2)\right]^{-\theta_2} - 1\right]^{-2}\right)\right]^{\theta_1},
\]

where \( \Psi = (\theta_1, \theta_2) \). The probability density function (PDF) of the DBX corresponding to (2) reduces to

\[
f(x, \Psi) = 4\theta_1\theta_2 x \exp(-x^2) \exp\left(-\left[\left[1 - \exp(-x^2)\right]^{-\theta_2} - 1\right]^{-2}\right)\]
\[
\times \frac{[1-\exp(-x^2)]^{2\theta_2-1}}{\left[1-\left[1-\exp(-x^2)^{\theta_2}\right]\right]^3} \left[1 - \exp\left(-\left[\left[1 - \exp(-x^2)\right]^{-\theta_2} - 1\right]^{-2}\right)\right]^{\theta_1-1}.
\]

A RV \( X \) having PDF in (3) is denoted by \( X \sim \text{DBX}(\Psi) \). The hazard rate function (HRF) and cumulative hazard rate function (CHRF) can be derived from the well known relationship. The new additional parameter \( \theta_1 \) will allow us to study the tail behavior of the new density (3) with greater flexibility. Depending Yousof et al. (2017), many authors presented and studied new lifetime distributions (see Jahanshahi et al. (2019) for the Burr X Fréchet distribution, Khalil et al. (2019) for the Burr X exponentiated Weibull distribution, Abouelmagd et al. (2019) for the Poisson Burr X Weibull distribution, Elsayed and Yousof (2019) for the Burr X Nadarajah Haghighi distribution, Ali et al. (2021a) for odd Burr Burr X distribution and Ali et al. (2021b) for the Marshall-Olkin Lehmann Burr X distribution).

2. Maximum likelihood estimation in censored data case

Suppose that \( X_1, X_2, \ldots, X_n \) is a random sample with right censoring from the DBX distribution. The observed data \( x_i = \min(X_i, C_i); i = 1, 2, \ldots, n \) are the minimum of the survival time \( X_i \) and censoring time \( C_i \) for each subject in the sample. So, \( x_i \) can be written in the form \( (x_i, \Psi_i) \) \( i = 1, 2, \ldots, n \) where \( \Psi_i = 1 \) if \( X_i \) is the moment of failure (complete observation) and \( \Psi_i = 0 \) if \( X_i \) is the moment of censoring. The right censoring is assumed to be non informative, so the expression of the likelihood function is

\[
l(x, \Psi) = \prod_{i=1}^{n} f(x_i, \Psi)^{\Psi_i} S(x_i, \Psi)^{1-\Psi_i} |_{x_i < C_i}.
\]

The log-likelihood function of the DBX distribution is

\[
L_n(\Psi) = \sum_{i=1}^{n} \Psi_i \ln f(x_i, \Psi) + \sum_{i=1}^{n} (1 - \Psi_i) \ln S(x_i, \Psi) |_{x_i < C_i},
\]

where \( S(x_i, \Psi) \) refers to the survival function of the DBX model, then

\[
L_n(\Psi) = \sum_{i=1}^{n} \Psi_i \left[ \frac{\ln(4\theta_1\theta_2) + \ln(x_i) - x_i^2}{x_i^2} + (2\theta_2 - 1)\ln(s_i) - 3\ln{(1 - s_i^{\theta_2})} - \frac{\theta_2}{s_i} + (\theta_1 - 1)\ln{1 - \exp(-s_i^{\theta_2})} \right] + \sum_{i=1}^{n} (1 - \Psi_i) \ln \left[ 1 - (1 - \exp(-s_i^{\theta_2}))^{\theta_1} \right].
\]
and the score functions are obtained as follows

\[
\frac{\partial L_n(\mathcal{V})}{\partial \theta_1} = \sum_{i=1}^{n} \nabla_i \left[ \frac{1}{\theta_1} + \ln(1 - \exp(-\alpha_i^{-2})) \right] - \sum_{i=1}^{n} \frac{(1 - \exp(-\alpha_i^{-2})^\theta_1 \ln(1 - \exp(-\alpha_i^{-2}))}{1 - (1 - \exp(-\alpha_i^{-2}))^\theta_1},
\]

and

\[
\frac{\partial L_n(\mathcal{V})}{\partial \theta_2} = \sum_{i=1}^{n} \nabla_i \left[ \frac{1}{\theta_2} + 2 \ln(s_i) + \frac{3 s_i \theta_2 \ln s_i}{1 - s_i \theta_2} - 2 s_i \theta_2 \ln s_i \alpha_i^{-3} \right] - \sum_{i=1}^{n} \frac{2 \theta_1 s_i \theta_2 \ln s_i \alpha_i^{-3} \varphi_i (1 - \varphi_i)^{\theta_1-1}}{1 - \varphi_i},
\]

where \( s_i = 1 - \exp(-x_i^2) \), \( \alpha_i = s_i^{\theta_2} - 1 \) and \( \varphi_i = \exp(-\alpha_i^{-2}) \). The maximum likelihood estimates of the unknown parameters can be obtained using various techniques, either software R, the EM algorithm or Newton Raphson method.

3. Modified chi-squared type test for right censored data

Methods for testing the validity of parametric models are in constant development, but the presence of censorship make them unsuitable. Habib and Thomas (1986), Hollander and Pena (1992) proposed modified chi-squared test based on Kaplan-Meyer estimators, Galanova et al. (2012) considered modifications of Kolmogorov-Smirnov statistic, Anderson-Darling statistic, Cramer Von-Mises statistic for accelerate failure models. In this work, we are interested in the modified chi-squared type test proposed by Bagdonavičius and Nikulin (2011a,b), Bagdonavičius et al.(2013), for parametric models with right censored data. Based on maximum likelihood estimates on non-grouped data, this test statistic is also based on the differences between the numbers of observed failures and the numbers of expected failures in the grouped intervals chosen. For this, random grouping intervals are considered as data functions. The description of the construction of this chi-squared type test is developed in Voinov et al.(2013). The test statistic is defined as follows. Suppose that \( X_1, X_2, \ldots, X_n \) is a random sample with right censoring from a parametric model, and a finite time \( \tau \). The test statistic is defined as follows.

\[
T_{\tau,s}^2 = \sum_{j=1}^{n} \frac{1}{u(j, n)} (u(j, n) - e(j, n))^2 + QF
\]

where \( u(j, n) \) and \( e(j, n) \) are the observed and the expected numbers of failure in grouping intervals, and \( QF \) is

\[
QF = \mathbf{W}^T \hat{G} \mathbf{W}, \quad \hat{G} = [\hat{g}_{ii'}]_{i,s,l,l'=1,\ldots,s},
\]

\[
\hat{\mathbf{W}} = \hat{A}^{-1} \mathbf{Z} = (\hat{\mathbf{W}}_1, \ldots, \hat{\mathbf{W}}_s)^T,
\]

\[
\mathbf{Z}_j = \frac{1}{\sqrt{n}} (u(j, n) - e(j, n))_{j=1,2,\ldots,r},
\]

\[
\mathbf{W}_i = \sum_{j=1}^{r} \hat{c}_{ij}(n) \hat{A}_j^{-1} \mathbf{Z}_j, \quad j=1,2,\ldots,r,
\]

and

\[
\hat{g}_{i1'} = \hat{c}_{i1'} - \sum_{j=1}^{r} \hat{c}_{ij}(n) \hat{c}_{i1'}(n) \hat{A}_j^{-1} \quad j=1,2,\ldots,r \text{ and } \quad l=1,2,\ldots,s.
\]

The limits \( a(j, n, i) \) of \( r \) random grouping intervals \( l_j = [(j - 1, n, i), (j, n, i)] \) are chosen such that the expected failure times falling into these intervals are the same for each \( j = 1, \ldots, r - 1 \), \( \hat{a}_r = \max(X_{(0)}, \tau) \). The estimated \( \hat{a}_i(j, n, i) \) is defined by
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\[
\hat{\alpha}_2(j, n, i) = H^{-1}\left\{ \frac{1}{n - i + 1} \left[ E_j - \sum_{i=1}^{i-1} H(x_i, \overline{\nu}) \right], \overline{\nu} \right\},
\]

where

\[
\hat{\alpha}_r = \max(\chi(n), \tau),
\]

and \(H(x_i, \overline{\nu})\) is the CHRF of the DBX model distribution. This test statistic \(T_{r, \varepsilon}^2\) follows a chi-squared distribution.

### 3.1 Choice of random grouping intervals
Suppose that \(X_1, X_2, \ldots, X_n\) is a random sample with right censoring from the double Burr type X (DBX) distribution and a finite time \(\tau\). In our case, the estimated \(\hat{\alpha}_2(j, n, i)\) is obtained as follows

\[
\hat{\alpha}_2(j, n, i) = \pm \sqrt{-\ln\left( 1 - \left[ Q(x_i, \overline{\nu}) + 1 \right] \frac{1}{\theta_2} \right)},
\]

where \(\overline{\nu} = (\hat{\theta}_1, \hat{\theta}_2)^T\) are the maximum likelihood estimates of the unknown parameters \(\overline{\nu} = (\theta_1, \theta_2)^T\) on initial data, and

\[
Q(x_i, \overline{\nu}) = \left\{ -\ln\left( 1 - \left\{ \frac{1}{n - i + 1} \left[ E_j - \sum_{i=1}^{i-1} H(x_i, \overline{\nu}) \right] \right\}^{1/\theta_2} \right\}^{1/2}.
\]

### 3.2 Quadratic form of the statistic \(T_{r, \varepsilon}^2\)
To calculate the quadratic form \((QF)\) of the statistic \(T_{r, \varepsilon}^2\), and as its distribution doesn’t depend on the parameters, so we can use the estimated matrices \(\hat{\mathbf{W}}, \hat{\mathbf{C}}\) and the estimated information matrix \(\hat{I}\). The elements of \(\hat{\mathbf{C}}\) defined by

\[
\hat{C}_{ij}(n) = \frac{1}{n} \sum_{x_i \in \Xi_j} \nabla_i \frac{\partial}{\partial \nu_l} \ln h(x_i; \overline{\nu}),
\]

are obtained as below

\[
\hat{C}_{ij}(n) = \frac{1}{n} \sum_{x_i \in \Xi_j} \nabla_i \left[ \frac{1}{\theta_1} + \ln \left( \frac{1 - \exp(-\omega_i^{-2})}{1 - \exp(-\omega_i^{-2})} \right) \right],
\]

and

\[
\hat{C}_{2j}(n) = \frac{1}{n} \sum_{x_i \in \Xi_j} \nabla_i \left[ \begin{array}{c}
\frac{1}{\theta_2} + 2\ln(s_i) + \frac{3s_i \theta_2 \ln s_i}{1 - s_i^2} - 2s_i \theta_2 \ln s_i \omega_i^{-3} \\
-2(\theta_1 - 1)s_i \theta_2 \ln s_i \omega_i^{-3} \varphi_i + 2\theta_1 s_i \theta_1 \ln s_i \omega_i^{-3} \varphi_i (1 - \varphi_i) \omega_i^{-1 - \varphi_i} \\
\end{array} \right].
\]

Therefore, the estimated matrix \(\hat{\mathbf{W}}\) can be deducted from \(\hat{\mathbf{C}}\).

### 3.3 Estimated information matrix \(\hat{I}(n)\)
We need also the estimated information matrix \(\hat{I}(n)\) of the DBX distribution with right censoring. After some calculations and some simplifications, we have obtained the elements of the matrix as follows:

\[
\hat{I}_{11}(n) = \frac{1}{n} \sum_{i=1}^{n} \nabla_i \left[ \frac{1}{\theta_1} + \ln \left( \frac{1 - \exp(-\omega_i^{-2})}{1 - \exp(-\omega_i^{-2})} \right) \right]^2,
\]
\[ \hat{\iota}_{22}(n) = \frac{1}{n} \sum_{i=1}^{n} \sqrt{\iota_i} \left( \frac{1}{\theta_2^2} + \frac{3s_i^2\ln s_i - 2s_i^2\ln s_i \sigma_i^{-3}}{1 - s_i^2} \right) \left( \frac{1}{\theta_1^2} + \frac{2(\theta_1 - 1)s_i^2\ln s_i \sigma_i^{-3} \varphi_i}{1 - \varphi_i} + \frac{2\theta_1 s_i^2\ln s_i \sigma_i^{-3} \varphi_i (1 - \varphi_i)^{\theta_1 - 1}}{1 - \varphi_i} \right)^2, \]

and

\[ \hat{\iota}_{12}(n) = \frac{1}{n} \sum_{i=1}^{n} \sqrt{\iota_i} \left( \frac{1}{\theta_1^2} + \frac{2\theta_1 s_i^2\ln s_i \sigma_i^{-3} \varphi_i}{1 - \varphi_i} + \frac{2(\theta_1 - 1)s_i^2\ln s_i \sigma_i^{-3} \varphi_i (1 - \varphi_i)^{\theta_1 - 1}}{1 - \varphi_i} \right) \times \left( \frac{1}{\theta_2^2} + \frac{3s_i^2\ln s_i - 2s_i^2\ln s_i \sigma_i^{-3}}{1 - s_i^2} \right). \]

As all the components of the statistic are given explicitly, then we obtain the test statistic for the DBX distribution with unknown parameters and right censored data. This statistic follows a chi-squared distribution with \( r \) degrees of freedom.

\[ T_{r,\epsilon} = \sum_{j=1}^{r} \frac{1}{u(j, n)} [u(j, n) - e(j, n)]^2 + \mathbf{W}^T \left[ \hat{\iota}_{11} - \sum_{j=1}^{r} \hat{C}_{ij} \hat{C}_{ij} A_j^{-1} \right]^{-1} \mathbf{W}. \]

4. Simulations

An important simulation study is carried out to show the performance of the techniques used and the feasibility of the goodness-of-fit test developed in this work. At this end, we generated \( N = 10,000 \) right censored samples with different sizes \( n_1 = 15, n_2 = 25, n_3 = 50, n_4 = 130, n_5 = 530, n_6 = 500, n_7 = 1000 \) from the DBX model with parameter values \( (\theta_1 = 2, \theta_2 = 1.2) \). Firstly, we compute the MLEs of the unknown parameters and then the criteria \( T_{r,\epsilon} \) of the corresponding samples are provided.

4.1 Maximum likelihood estimation for DBX model

Using statistical software \( R \) and the BB algorithm, we calculate the maximum likelihood estimates of the unknown parameters and the corresponding MSEs (see Ravi (2009) for more details). The results of simulating the \( T_{r,\epsilon} \) test under the BB algorithm and the DBX model are given in Table 1.

| \( n \rightarrow \) AVS\&MSE | \( n_1 \) | \( n_2 \) | \( n_3 \) | \( n_4 \) | \( n_5 \) | \( n_6 \) | \( n_7 \) |
|-----------------|-------------|-------------|-------------|-------------|-------------|-------------|-------------|
| \( \hat{\theta}_1 \) | 1.8763 | 1.8969 | 1.9236 | 1.9424 | 1.9759 | 1.9826 | 1.9952 |
| \( \text{MSE} \) | 0.0157 | 0.0139 | 0.0111 | 0.0079 | 0.0068 | 0.0042 | 0.0023 |
| \( \hat{\theta}_2 \) | 1.346 | 1.3162 | 1.2863 | 1.2452 | 1.2331 | 1.2283 | 1.2093 |
| \( \text{MSE} \) | 0.0196 | 0.0182 | 0.0169 | 0.0134 | 0.0092 | 0.0078 | 0.0048 |

4.2 Testing the null hypothesis under the test statistic \( T_{r,\epsilon}^2 \)

For testing the null hypothesis \( H_0 \) that right censored data arose from the DBX model, we compute the criteria statistic \( T_{r,\epsilon}^2(\hat{\iota}) \) as defined above for 10,000 simulated samples from the hypothesised distribution with different sizes \( n = 15,25,50,130,350,500,1000 \). Then, we calculate empirical levels of significance, when \( T_{r,\epsilon}^2 > \chi^2_{r,\epsilon} \), corresponding to theoretical levels of significance \( (\epsilon = 1\%, 5\%, 10\%) \). We choose \( r = 5 \). The results are reported in Table 2.
The null hypothesis $H_0$ for which simulated samples are fitted by DBX distribution is widely validated for the different levels of significance. Therefore, the test proposed in this work, can be used to fit data from this new distribution.

5. Applications

In this section, we introduce four applications of the DBX distribution to four real-life right censored data sets. The first right censored data set is from a study conducted on the effects of ploidy on the prognosis of patients with cancers of the mouth. Patients were selected who had a paraffin-embedded sample of the cancerous tissue taken at the time of surgery. Follow-up survival data was obtained on each patient. The tissue samples were examined using a flow cytometer to determine if the tumor had an aneuploidy (abnormal) or diploid (normal) DNA profile using a technique discussed in Sickel-Santanello et al. (1988). The data below relates to patients with tongue cancer. The death times in weeks under aneuploid tumors are: (1, 3, 3, 4, 10, 13, 13, 16, 16, 24, 26, 27, 28, 30, 30, 32, 41, 51, 65, 67, 70, 72, 73, 77, 91, 93, 96, 100, 104, 157, 167, 61*, 74*, 80*, 81*, 87*, 87*, 88*, 89*, 93*, 97*, 101*, 104*, 108*, 109*, 120*, 131*, 150*, 231*, 240*, 262, 262, 269, 276, 350*, 371, 417, 418, 466 487, 526, 530*, 716, 781, 996*, 1111, 1167*, 1182, 1199, 1279, 1330*, 1377, 1433, 1462*, 1496, 20262, 20262, 20269, 20276, 350*, 371, 417, 418, 466 487, 526, 530*, 716, 781, 996*, 1111, 1167*, 1182, 1199, 1279, 1330*, 1377, 1433, 1462*, 1496, 1602*, 2081*.

The second right censored data set we consider is the bone marrow transplant data (Klein and Moeschberger (2003)) for patients suffering from acute lymphoblastic leukemia. This data consist of time (in days) to death or on study time to acute leukemia. Recovery following bone marrow transplant is a complex process. Immediately following transplantation, patients have depressed platelet counts and have higher hazard rate for the development of infections but as the time passes the hazard decreases. Data are given as (1, 86, 107, 110, 122, 156, 162, 172, 194, 226*, 243, 262, 262, 269, 276, 350*, 371, 417, 418, 466 487, 526, 530*, 716, 781, 996*, 1111, 1167*, 1182, 1199, 1279, 1330*, 1377, 1433, 1462*, 1496, 1602*, 2081*).

The third right censored data set we apply are the results obtained from Crowder et al. (1991). In an experiment to obtain information on the strength of a certain type of braided cord after the weather the forces of slides for a determined time were studied. The right censored force values observed are given as follows: (26.8*, 29.6*, 33.4*, 35*, 36.3, 40*, 41.7, 41.9*, 42.5*, 43.9, 49.9, 50.1, 50.8, 51.9, 52.1, 52.3, 52.3, 52.4, 52.6, 52.7, 53.1, 53.6, 53.6, 53.9, 53.9, 54.1, 54.6, 54.8, 54.8, 55.1, 55.4, 55.9, 56.1, 56.5, 56.9, 57.1, 57.1, 57.3, 57.7, 57.8, 58.1, 58.9, 59, 59.1, 59.6, 60.4, 60.7).

Fourth right censored data set we consider are times to infection of kidney dialysis patients (see Nahman et al. (1992)). The times to infection data are: (1.5, 3.5, 4.5, 4.5, 5.5, 8.5, 8.5, 9.5, 10.5, 11.5, 15.5, 16.5, 18.5, 23.5 26.5, 2.5*, 2.5*, 3.5*, 3.5*, 4.5*, 5.5*, 6.5*, 6.5*, 7.5*, 7.5*, 7.5*, 7.5*, 8.5*, 9.5*, 10.5*, 11.5*, 12.5*, 12.5*, 13.5*, 14.5*, 14.5*, 21.5*, 21.5*, 22.5*, 22.5*, 25.5*, 27.5*).

For the all right censored data, we use the Bagdonavičius-Nikulin test statistic provided above to verify if these data are modeled by the DBX distribution. For the first right censored data, we calculate the maximum likelihood estimates of the unknown parameters

$$\hat{\Psi} = (\hat{\theta}_1, \hat{\theta}_2)^T = (2.566, 1.346)^T,$$

where the data are grouped into $r = 5$ intervals. We give the necessary calculations of the $\hat{a}_2(j, n, \epsilon), e(j, n), u(j, n), \hat{C}_1(n)$ and $\hat{C}_2(n)$ for the first right censored data in the following Table 3.
Table 3: Values of \( \hat{a}_q(j, n, i), e(j, n), u(j, n), \hat{C}_{1j}(n), \hat{C}_{2j}(n) \)

| \( \hat{a}_q(j, n, i) \) | 29.654 | 71.968 | 90.536 | 129.25 | 400   |
|-------------------------|--------|--------|--------|--------|-------|
| u\((j, n)\)             | 12     | 9      | 10     | 12     | 7     |
| \( \hat{C}_{1j}(n) \)   | 1.1963 | 0.9865 | 1.1236 | 1.3621 | 0.7469|
| \( \hat{C}_{2j}(n) \)   | 1.3642 | 0.6186 | 0.8263 | 1.2233 | 0.5632|
| e\((j, n)\)             | 4.1896 | 4.1896 | 4.1896 | 4.1896 | 4.1896|

Then we obtain the value of the test statistic \( T_{r, \varepsilon}^2: T_{r, \varepsilon}^2 = \chi^2_{5,0.05} + QF = 5.3926 + 2.8691 = 8.2617 \). For significance level \( \varepsilon = 0.05 \), the critical value \( \chi^2_{5,0.05} = 11.0705 \) is greater than the value of \( T_{r, \varepsilon}^2 = 8.2617 \), so we can say that the proposed DBX model fits these data.

For the second right censor example, we have

\[
\widehat{\mathbf{V}} = (\hat{\theta}_1, \hat{\theta}_2)^T = (1.7203, 0.9833)^T.
\]

where the data are grouped into \( r = 4 \) intervals. The results of the \( \hat{a}_q(j, n, i), e(j, n), u(j, n), \hat{C}_{1j}(n) \) and \( \hat{C}_{2j}(n) \) for the second right censored data are given in the following Table 4.

Table 4: Values of \( \hat{a}_q(j, n, i), e(j, n), u(j, n), \hat{C}_{1j}(n), \hat{C}_{2j}(n) \)

| \( \hat{a}_q(j, n, i) \) | 250.5 | 475.6 | 1175.7 | 2081   |
|-------------------------|--------|--------|--------|--------|
| u\((j, n)\)             | 11     | 9      | 8      | 10     |
| \( \hat{C}_{1j}(n) \)   | 0.9384 | 1.2342 | 0.8933 | 1.2191 |
| \( \hat{C}_{2j}(n) \)   | 1.0347 | 1.0733 | 0.9933 | 1.1349 |
| e\((j, n)\)             | 4.6325 | 4.6325 | 4.6325 | 4.6325|

Then we obtain the value of the test statistic \( T_{r, \varepsilon}^2: T_{r, \varepsilon}^2 = \chi^2_{4,0.05} + QF = 7.6325 \). For significance level \( \varepsilon = 0.05 \), the critical value \( \chi^2_{4,0.05} = 9.4877 \) is greater than the value of \( T_{r, \varepsilon}^2 = 7.6325 \), so we can say that the proposed model DBX fit these data.

For the third right censored data, \( \widehat{\mathbf{V}} = (\hat{\theta}_1, \hat{\theta}_2)^T = (1.8363, 1.0634)^T \). Data are grouped into \( r = 4 \) intervals. Table 5 gives the results of \( \hat{a}_q(j, n, i), e(j, n), u(j, n), \hat{C}_{1j}(n) \) and \( \hat{C}_{2j}(n) \) for the third right censored data.

Table 5: Values of \( \hat{a}_q(j, n, i), e(j, n), u(j, n), \hat{C}_{1j}(n), \hat{C}_{2j}(n) \)

| \( \hat{a}_q(j, n, i) \) | 42.8  | 53.5  | 57.2  | 60.7  |
|-------------------------|-------|-------|-------|-------|
| u\((j, n)\)             | 9     | 12    | 17    | 10    |
| \( \hat{C}_{1j}(n) \)   | 1.3432| 1.6436| 1.0638| 1.2538|
| \( \hat{C}_{2j}(n) \)   | 0.8886| 0.9589| 0.9736| 0.9833|
| e\((j, n)\)             | 4.3215| 4.3215| 4.3215| 4.3215|

Then we obtain the value of the test statistic \( T_{r, \varepsilon}^2: T_{r, \varepsilon}^2 = \chi^2_{3,0.05} + QF = 7.0356 \). For significance level \( \varepsilon = 0.05 \), the critical value \( \chi^2_{3,0.05} = 9.4877 \) is greater than the value of \( T_{r, \varepsilon}^2 = 7.0356 \), so we can say that the proposed model DBX fit these data.
For the fourth right censored data, \( \hat{\varphi} = (\hat{\theta}_1, \hat{\theta}_2)^T = (1.9346, 1.2102)^T \), where the data are grouped into \( r = 4 \) intervals. Table 6 lists the results of \( \hat{\alpha}_q(j, n, i), e(j, n), u(j, n), \hat{C}_{1j}(n) \) and \( \hat{C}_{2j}(n) \) for the third fourth censored data.

| \( \hat{\alpha}_q(j, n, i) \) | 5.8 | 10.2 | 18.2 | 27.5 |
|-----------------------------|-----|------|------|------|
| \( u(j, n) \)               | 12  | 11   | 10   | 9    |
| \( \hat{C}_{1j}(n) \)       | 0.7342 | 0.6534 | 0.3342 | 0.8212 |
| \( \hat{C}_{2j}(n) \)       | 1.0833 | 1.1708 | 1.0393 | 1.0567 |
| \( e(j, n) \)               | 2.6354 | 2.6354 | 2.6354 | 2.6354 |

Then we obtain the value of the test statistic \( T_{r,x}^2 : T_{r,x}^2 = \chi^2_{r,0.05} + QF = 6.956 \). For significance level \( \varepsilon = 0.05 \), the critical value \( \chi^2_{4,0.05} = 9.4877 \) is greater than the value of \( T_{r,x}^2 = 6.956 \), so we can say that the proposed model DBX fit these data.

### 6. Concluding remarks

In this article, a modified Bagdonavičius-Nikulin goodness-of-fit test statistic is presented and applied for distributional validation under the right censor case and for the double Burr type X distribution. The modified test statistic \( T_{r,x}^2 \) is given along with all its relevant components. For this purpose, the maximum likelihood estimation method in censored data case is used and applied along with a simulation study via the algorithm of Barzilai-Borwein performed for assessing the right censored estimation method. Another simulation study is presented for testing the null hypothesis under the modified version of the Bagdonavičius and Nikulin goodness-of-fit statistical test. Four right censored data sets are analyzed under the new modified test statistic for checking the distributional validation. According to the modified Bagdonavičius-Nikulin goodness-of-fit test statistic, the double Burr type X distribution can be used in modeling the censored medicine and reliability real data sets. Below are results of the modified test statistic under the right censored data sets:

- For the death times in weeks under aneuploid tumors data: \( T_{r,x}^2 = 8.2617 < \chi^2_{4,0.05} \).
- For the bone marrow transplant data: \( T_{r,x}^2 = 7.6325 < \chi^2_{4,0.05} \).
- For the strength data of a certain type of braid cord: \( T_{r,x}^2 = 7.0356 < \chi^2_{4,0.05} \).
- For the times to infection data: \( T_{r,x}^2 = 6.956 < \chi^2_{4,0.05} \).
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