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Abstract

We prove equality of analytic and topological $L^2$-torsion associated with an odd-dimensional finite volume hyperbolic manifold and a representation of the fundamental group which extends to the ambient Lie group. This generalizes a previous result due to Lück and Schick. Alternatively, this result can be regarded as the $L^2$-analogue of recent work by Müller and Rochon.

0 Introduction

For $n$ an odd integer, let $M$ be a complete, oriented, finite volume hyperbolic $n$-manifold with empty boundary and fundamental group $\Gamma$. Then $\Gamma$ can be identified with a lattice inside $G := \text{SO}_0(n,1)$. Moreover, with $K := \text{SO}(n) < G$, we obtain $n$-dimensional hyperbolic space $\mathbb{H}^n \cong G/K$ and recover $M$ as the quotient $\Gamma \backslash \mathbb{H}^n$.

We also fix a complex, finite-dimensional, irreducible representation $\rho$ of $G$ and let $E^\rho \downarrow \mathbb{H}^n$ be the $G$-equivariant flat bundle over $\mathbb{H}^n$ associated with $\rho$. By [16, Lemma 3.1], one can equip $E^\rho$ with a $G$-equivariant Hermitian metric $h_\rho$, unique up to a positive scalar. In [18, Section 9], Müller and Pfaff construct from $E^\rho$ and $h_\rho$ the analytic $L^2$-torsion

$$ T_{(2)}^{\text{An}}(M, \rho) \in \mathbb{R}_{>0}, $$

also providing some computational tools along the way with aid of the Plancherel formula, at least under the additional assumption that $\rho$ has non-zero highest weight [18, Equation (9.5)] (for the formal definition of $T_{(2)}^{\text{An}}(M, \rho)$, this assumption is not necessary, as shown in [16, Corollary 1.3]).

Rather than delving into more explicit computations of $T_{(2)}^{\text{An}}(M, \rho)$, writing this paper was inspired by $L^2$-Cheeger-Müller type results (to be listed below). Correspondingly, we are going to verify that $T_{(2)}^{\text{An}}(M, \rho)$ has a counterpart in the form of the topological $L^2$-torsion

$$ T_{(2)}^{\text{Top}}(M, \rho) \in \mathbb{R}_{>0}. $$

For the definition of $T_{(2)}^{\text{Top}}(M, \rho)$, a few remarks are in order: Firstly, $T_{(2)}^{\text{Top}}(M, \rho)$ is constructed from a choice of finite $\Gamma$-CW complex $X$ which is required to be $\Gamma$-homotopy equivalent to $\mathbb{H}^n$. Whenever $\Gamma$ acts cocompactly on $\mathbb{H}^n$, one may simply choose $X$ to be a CW-structure of $\mathbb{H}^n$ lifted from the compact quotient $\Gamma \backslash \mathbb{H}^n$. In general, one may always choose $X$ to be a lift of a CW-structure of $\overline{\Gamma \backslash \mathbb{H}^n}$, where $\overline{\Gamma \backslash \mathbb{H}^n}$ is a compact manifold with boundary whose interior is diffeomorphic to $\Gamma \backslash \mathbb{H}^n$, and whose construction is laid out in [2, Chapter 4].

Secondly, it is crucial that $T_{(2)}^{\text{Top}}(M, \rho)$ should only depend on $M$ and $\rho$, but not on the specific choice of $X$. As carefully explained in [24, Section 5.3], this follows from the well-known facts that
the representation ρ is unimodular [17] Lemma 4.3 and that the Whitehead group Wh(Γ) of Γ vanishes [4] Lemma 0.12.

Thirdly, and perhaps most importantly, the pair (M, ρ) needs to be L2-acyclic, i.e. have vanishing topological L2-Betti numbers, and satisfy a determinant class condition. The verification of these two properties will be a side product of our investigation, summarized in Section 3. The main result of this paper can now be formulated:

**Theorem A (Theorem 3.1).** One has

\[
T_{(2)}^{Top}(M, ρ) = T_{(2)}^{An}(M, ρ).
\]  (0.1)

There are various similar results in the literature, starting with the work of Friedlander, Kappeler, Burghelea and MacDonald, who analyzed the difference of analytic and topological L2-Theorem in two consecutive papers. In [5], they considered arbitrary closed (i.e. compact and without boundary) Riemannian manifolds (M, g) and arbitrary unitary L2-acyclic representations ρ of their fundamental group, proving equality of the resulting analytic and topological L2-torsions. In [4], they extended their previous result onto compact manifolds with boundary (M, g), showing that, under the assumption that g is a product near ∂M, the L2-torsions are equal up to a constant depending only on dim(ρ) and χ(∂M). Later, Zhang [25] generalized the result of [5] for (M, g) still closed, but now ρ being an arbitrary unimodular representation. Finally, the author of this paper generalized both results in [24], in which he studied compact manifolds with boundary (M, g) with no assumptions on g and arbitrary unimodular representations ρ. In fact, the main result of that paper will be put to use in this work.

Note, however, that, unlike Theorem A, none of the aforementioned results deal with the case when (M, g) is non-compact. One work from the established literature dealing with the non-compact case, and also serving as the main inspiration to Theorem A is the classic paper by Lück and Schick [15], who showed that

\[
T_{(2)}^{Top}(M, 1) = T_{(2)}^{An}(M, 1)
\]

with 1 : G → C∞ for M being a non-compact odd-dimensional complete hyperbolic manifold with finite volume and 1 denoting the trivial representation. In fact, we will adapt the main idea of their proof, at the heart of which lies considering the torsion anomaly on compact manifolds with boundary for arbitrary unimodular representations. Finally, the author of this paper generalized both results in [22], in which he studied compact manifolds with boundary (M, g) with no assumptions on g and arbitrary unimodular representations ρ. In fact, the main result of that paper will be put to use in this work.

Note, however, that, unlike Theorem A, none of the aforementioned results deal with the case when (M, g) is non-compact. One work from the established literature dealing with the non-compact case, and also serving as the main inspiration to Theorem A is the classic paper by Lück and Schick [15], who showed that

\[
T_{(2)}^{Top}(M, 1) = T_{(2)}^{An}(M, 1)
\]

with 1 : G → C∞ for M being a non-compact odd-dimensional complete hyperbolic manifold with finite volume and 1 denoting the trivial representation. In fact, we will adapt the main idea of their proof, at the heart of which lies considering the torsion anomaly on compact manifolds with boundary for arbitrary unimodular representations. Finally, the author of this paper generalized both results in [22], in which he studied compact manifolds with boundary (M, g) with no assumptions on g and arbitrary unimodular representations ρ. In fact, the main result of that paper will be put to use in this work.

**Theorem B (Theorem 3.3).** One has

\[
\lim_{R→∞} T_{(2)}^{An}(Γ\backslash M_R, ρ) = T_{(2)}^{An}(M, ρ).
\]  (0.2)

Since T_{(2)}^{Top}(Γ\backslash M_R, ρ) = T_{(2)}^{Top}(M, ρ) due to both spaces having the same (simple) homotopy type, Theorem A would directly follow from Theorem B if one could show that the torsion anomaly

\[
\log \left( \frac{T_{(2)}^{An}(Γ\backslash M_R, ρ)}{T_{(2)}^{Top}(Γ\backslash M_R, ρ)} \right)
\]  (0.3)

vanishes in the limit R → ∞. For ρ = 1, Lück and Schick were able to show that this is indeed the case [15] Section 1. However, what was lacking back at the time of their writing was any understanding of the torsion anomaly on compact manifolds with boundary for arbitrary unimodular representations.

As mentioned before, the author has undergone the investigation of this general anomaly in a separate work [25] Theorem 1.2, from which the next result can be derived:

**Theorem C (Theorem 3.10).** One has

\[
\log \left( \frac{T_{(2)}^{An}(Γ\backslash M_R, ρ)}{T_{(2)}^{Top}(Γ\backslash M_R, ρ)} \right) = \dim(ρ) \cdot \log \left( \frac{T_{(2)}^{An}(Γ\backslash M_R, 1)}{T_{(2)}^{Top}(Γ\backslash M_R, 1)} \right).
\]  (0.4)
Coincidentally, Müller and Rochon recently studied the non-$L^2$ version of Theorem A for representations $\rho$ of $G$ that are not fixed by the standard Cartan involution on $G$ corresponding to $K < G$ [19]. In contrast to the $L^2$-case, they showed that the two resulting torsion elements differ by a term related to the cusps of $\Gamma \backslash \mathbb{H}^n = M$ which contribute non-trivially to the twisted cohomology $H^n(M, \Gamma \backslash E^n)$. In fact, the situation they face (and, consequently, the method they employ) is fundamentally different from ours, the main difference being that the bundle $E^n \downarrow \mathbb{H}^n$ central to our investigation is homogeneous (cf. Definition 1.3), unlike the quotient bundle $\Gamma \backslash E^n \downarrow \Gamma \backslash \mathbb{H}^n$ they consider.

Another major inspiration for the development of this work is the influential paper of Bergeron and Venkatesh [3], which has sparked and renewed the general interest in gaining a better understanding of $L^2$-torsion. Providing a computational approach for the analytic $L^2$-torsion of arbitrary non-positively curved, locally symmetric spaces $(M, g)$ and representations $\rho$ of the ambient Lie group $\Gamma$ [Proposition 5.2], they also formulated a wide-reaching conjecture with ramifications into the field of arithmetic geometry [3 Conjecture 1.3]. Namely, they proposed that, whenever the fundamental group $\Gamma$ is a congruence lattice, $T_{(2)}^{\Lambda_n}(M, \rho)$ should be a predictor for the growth rate of the torsion part of certain integral homology groups that are naturally derived from a residually finite sequence $\cdots < \Gamma_3 < \Gamma_2 < \Gamma$ of congruence subgroups and the representation $\rho$. This growth rate conjecture is not only of great interest [11, 20, 24] to topologists and geometers - elements inside the aforementioned torsion homology groups that also survive in some mod $p$ homology are of great significance in number theory, see [22] for more details. For a comprehensive introduction to the Bergeron-Venkatesh conjecture, we refer to [9, Section 6.6].

At first glance, it might seem peculiar why the conjecture includes $T_{(2)}^{\Lambda_n}(M, \rho)$ instead of $T_{(2)}^{\text{Top}}(M, \rho)$, since the construction of the twisted homology groups is inherently topological in nature. However, $T_{(2)}^{\Lambda_n}(M, \rho)$ is much simpler to define in the locally symmetric setting. Namely, if $M$ is locally symmetric, $T_{(2)}^{\Lambda_n}(M, \rho)$ is always constructed from a homogeneous bundle $E^n \downarrow \tilde{M}$ over the globally symmetric universal cover $\tilde{M}$, which depends only on the global representation $\rho$, but not on $M$ itself. In the case that the fundamental rank of the ambient Lie group $G$ is one, this further leads to the computational formulas of $T_{(2)}^{\Lambda_n}(M, \rho)$ which take only the volume of $M$ into account [3 Proposition 5.2]. Conversely, if $M$ is not compact, it is as of now still unclear if $T_{(2)}^{\text{Top}}(M, \rho)$ can be defined in general, the problem being that the $L^2$-acyclicity and determinant class conditions necessary for its construction can a priori not be deduced from the analytic bundle, where they are known to be always satisfied. This is because, at the time of writing this paper, any de Rham-type theorems that effectively allow comparing analytic and topological $L^2$-invariants (just like Theorem 2.2) are only available for compact manifolds. Without these tools at hand, the $L^2$-acyclicity and determinant class conditions can only be verified from a particular good choice of finite CW-model $X$ of $M$, or/and from a better general understanding of the Novikov-Shubin invariants of matrices over the complex group ring $\mathbb{C}[\Gamma]$.

In this vein, the result of our paper raises the question whether $T_{(2)}^{\text{Top}}(M, \rho)$ can also be defined for arbitrary non-positively curved, locally symmetric spaces, and whether it always equals $T_{(2)}^{\Lambda_n}(M, \rho)$. However, while Theorem C can potentially still be adapted, the proof of Theorem B doesn’t admit a straightforward generalization, since it relies on the well understood (and specific) end structure of hyperbolic manifolds. For example, we will make use of the fact that each quotient $\Gamma \backslash M_R$ only has toroidal boundary components.

In Section $\text{d}$ we are going to review the basic notions of Hilbert $\mathcal{N}(\Gamma)$-modules and cochain complexes, used then to define analytic and topological $L^2$-Betti numbers, Novikov-Shubin invariants and $L^2$-torsion of manifolds and representations of their fundamental group.

Section 2 is comprised of previously known results which will be used in subsequent sections, namely the induction principle, the $L^2$ de Rham theorem, as well as the $L^2$-Cheeger Müller type theorem for
compact manifolds with boundary.

In Section 3 we introduce the homogeneous bundle $E^\rho \downarrow \mathbb{H}^n$ associated with a representation $\rho$ of $G := SO_{0}(n, 1)$, show that both $T_{(2)}^{\text{An}}(\Gamma \backslash M, \rho)$ and $T_{(2)}^{\text{Top}}(\Gamma \backslash M, \rho)$ are well-defined for any lattice $\Gamma \lt G$, and explain how Theorem A follows from the limit formula of Theorem B and Theorem C. Finally, the last two sections are entirely devoted to the proof of Theorem B.

The paper is based on parts of the author’s dissertation. I thank my PhD advisor, Roman Sauer, for his constant support and numerous fruitful discussions. Furthermore, I am indebted to my colleague, Holger Kammeyer, for his many helpful ideas and comments.
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## 1 Preliminaries

We start by giving some basic introduction to the general theory of Hilbert $\mathcal{N}(\Gamma)$-modules, with the aid of which we further define the relevant analytic and topological $L^2$-invariants. The reader well-versed in the construction of $L^2$-Betti numbers and $L^2$-torsion, both topological and analytical, may skip most parts of this section, all except for Subsection 1.3 which contains the statement of a central result used throughout the main proofs of this paper.

### 1.1 Hilbert $\mathcal{N}(\Gamma)$-modules

Throughout this section, we fix a countable group $\Gamma$. We define $L^2(\Gamma)$ to be the complex Hilbert space generated by the set $\Gamma$. Note that left multiplication by group elements naturally induces on $L^2(\Gamma)$ a linear isometric left action by $\Gamma$. Also, observe that for any complex Hilbert space $H$, this action by $\Gamma$ on $L^2(\Gamma)$ extends naturally to a linear isometric action on the tensor product of Hilbert spaces $L^2(\Gamma) \otimes H$. A complex Hilbert space $\mathcal{H}$, equipped with a linear isometric left $\Gamma$-action and which admits a linear, isometric and $\Gamma$-equivariant embedding $\iota: \mathcal{H} \hookrightarrow L^2(\Gamma) \otimes H$ for some separable Hilbert space $H$ is called a Hilbert $\mathcal{N}(\Gamma)$-module. $\mathcal{H}$ is said to be finitely generated if one can choose $H$ to satisfy $\dim_{\mathbb{C}}(H) < \infty$ in the above embedding.

Given two Hilbert $\mathcal{N}(\Gamma)$-modules $\mathcal{H}$ and $\mathcal{H}'$, an unbounded (i.e. not necessarily bounded), $\Gamma$-equivariant, closed and densely defined operator $f: \mathcal{H} \to \mathcal{H}'$ is called a morphism of Hilbert $\mathcal{N}(\Gamma)$-modules. Until the end of this section, due to lack of ambiguity, we will simply refer to any such map as a morphism.

The subclass of bounded morphisms is closed under taking arbitrary compositions. In general, if $f: \mathcal{H} \to \mathcal{H}'$ is a morphism, then so is its orthogonal complement $f^\perp: \ker(f)^\perp \to \overline{\text{ran}(f)}$, its adjoint $f^*: \mathcal{H} \to \mathcal{H}'$, as well as the self-adjoint composition $f^* f: \mathcal{H} \to \mathcal{H}$ [10, Theorem 3.24]. Moreover, for any bounded Borel function $\phi: \mathbb{R} \to \mathbb{C}$, the operator $\phi(f^* f): \mathcal{H} \to \mathcal{H}$ constructed via the spectral theorem will be a bounded endomorphism. Finally, if $f = u|f|: \mathcal{H} \to \mathcal{H}'$ is the (left) polar decomposition of a morphism $f$, both the partial isometry $u: \ker(f)^\perp \to \mathcal{H}'$, as well as absolute value $|f|: \mathcal{H} \to \mathcal{H}$ are again morphisms.

Any positive, bounded endomorphism $f: \mathcal{H} \to \mathcal{H}$ admits the so-called von Neumann trace

$$\text{tr}_\Gamma(f) \in [0, \infty],$$

see [13, Section 1.1] for a comprehensive definition and introduction. A bounded morphism $f: \mathcal{H} \to \mathcal{H}'$ is said to be of $\Gamma$-trace class if $\text{tr}_\Gamma(|f|) < \infty$. Just as in the trivial case $\Gamma = \{0\}$ (in which case Hilbert $\mathcal{N}(\Gamma)$-modules are simply Hilbert spaces and morphisms between them are simply unbounded linear operators), one checks that inside the algebra of bounded endomorphisms over a fixed Hilbert $\mathcal{N}(\Gamma)$-module, the trace class operators form a two-sided ideal. A Hilbert $\mathcal{N}(\Gamma)$-module is said to be finite-dimensional if the identity morphism $\mathbb{1}_\mathcal{H}: \mathcal{H} \to \mathcal{H}$ is of trace class. In this case, we define the
von Neumann dimension of $\mathcal{H}$ as

$$\dim_{N(\Gamma)}(\mathcal{H}) \equiv \text{tr}_\Gamma(1_H) \in \mathbb{R}_{\geq 0}. \quad (1.2)$$

Any finitely-generated Hilbert $N(\Gamma)$-module is also finite-dimensional, but not necessarily vice versa. For $\lambda \geq 0$, let $\chi_{[0,\lambda]} : \mathbb{R} \to \{0,1\}$ be the characteristic function of the subset $[0,\lambda] \subset \mathbb{R}$, and, for a morphism $f : \mathcal{H} \to \mathcal{H}'$, let $\chi_{[0,\lambda]}([f]) : \mathcal{H} \to \mathcal{H}$ be the corresponding positive, bounded endomorphism obtained via applying the spectral theorem to the self-adjoint absolute value $|f|$. Define the spectral density function of $f$ as

$$F(f, \lambda) := \text{tr}_\Gamma(\chi_{[0,\lambda]}([f])) \in [0, \infty]. \quad (1.3)$$

A morphism $f$ is Fredholm if for each $\lambda \geq 0$, the operator $\chi_{[0,\lambda]}([f])$ is of $\Gamma$-trace class, i.e. if $F(f, \lambda) < \infty$ for each $\lambda \geq 0$. Notice that morphisms between finite-dimensional Hilbert $N(\Gamma)$-modules are automatically Fredholm.

$f$ is said to be $\zeta$-regular if

(a) for each $t > 0$, the operator $e^{-t|f|^1}$ is of $\Gamma$-trace class, and

(b) there exists $C > 0$, such that the formal expression

$$\zeta_f(s) := \Gamma(s)^{-1} \int_0^1 t^{s-1} \text{tr}_\Gamma(e^{-t|f|^1}) dt \quad (1.4)$$

determines a holomorphic function on the half-plane $\{s \in \mathbb{C} : \Re(s) > C\}$ that extends to a meromorphic function on all of $\mathbb{C}$ which is regular at $s = 0$.

Observe that $\chi_{[0,\lambda]}([f]^1) = \chi_{[0,\lambda]}([f]^1) \cdot e_{[1]} \cdot \chi_{[0,\lambda]}([f]^1) \cdot e^{-|f|^1}$ for each $\lambda > 0$. Together with the fact that $\Gamma$-trace class morphisms form an ideal inside the algebra of bounded endomorphisms over a Hilbert $N(\Gamma)$-module, it follows that a $\zeta$-regular morphism with finite-dimensional kernel must be Fredholm as well.

A Fredholm morphism is said to be of determinant class if the integral $\int_{0^+}^1 \ln(\lambda) dF(f, \lambda)$ converges. Here $dF(f, \lambda)$ denotes the Borel measure on $\mathbb{R}_{\geq 0}$ induced by the positive, right-continuous function $F(f, \lambda)$. A $\zeta$-regular morphism $f$ is of determinant class if and only if the integral $\int_{0^+}^\infty t^{-1} \text{tr}_\Gamma(e^{-t|f|^1})$ converges [13, Lemma 3.139]. As such, we may define for any such $f$ the $\zeta$-regularized determinant

$$\det^f_\Gamma(f) := \exp\left(\frac{d}{ds}\zeta_f(s)|_{s=0} - \int_1^\infty t^{-1} \text{tr}_\Gamma(e^{-t|f|^1}) dt\right) \in \mathbb{R}_{>0}. \quad (1.5)$$

As we shall see soon, $\det^f_\Gamma$ can be defined for many different unbounded endomorphisms over infinitely-generated Hilbert $N(\Gamma)$-modules. Moreover, in some instances, $\det^f_\Gamma$ can be regarded as an extension of the Fuglede-Kadison determinant $\det^f_\Gamma$ [13, Definition 3.11], which we won’t discuss here in any more detail and which is defined only for bounded endomorphisms over finitely-generated Hilbert $N(\Gamma)$-modules. Indeed, these two notions of determinant coincide over the class of bounded endomorphisms of finitely-generated Hilbert $N(\Gamma)$-modules with a spectral gap at 0 [24, Proposition 4.1.25].

Finally, as a quantification for the spectral behavior of a morphism $f$ near 0 with the property that $f^\perp$ is Fredholm, the Novikov-Shubin Invariant $\alpha(f) \in [0, \infty] \cup \{\infty^+\}$ of $f$ is defined as

$$\alpha(f) := \begin{cases} \liminf_{\lambda \to 0^+} \frac{\ln(F(f^\perp, \lambda))}{\ln(\lambda)} \in [0, \infty], & \text{if } F(f^\perp, \lambda) > 0 \ \forall \lambda > 0, \\ \infty^+, & \text{else.} \end{cases} \quad (1.6)$$

Observe that $\alpha(f)$ equals the (purely formal) symbol $\infty^+$ if and only if $f$ has a spectral gap at 0. Moreover, $\alpha(f) > 0$ implies that $f$ is of determinant class (the converse need not hold).

A diagram

$$\begin{array}{cccccc}
(C_*, \epsilon_*) : 0 & \to & C_0 & \xrightarrow{\epsilon_0} & C_1 & \xrightarrow{\epsilon_1} C_2 & \xrightarrow{\epsilon_2} \ldots,
\end{array} \quad (1.7)$$
where each $C_n$ is a Hilbert $\mathcal{N}(\Gamma)$-module with $C_n = 0$ for all but finitely many $n \in \mathbb{N}_0$ and each $c_n$ a morphism satisfying $\text{ran}(c_n) \subseteq \ker(c_{n+1})$ is called a Hilbert $\mathcal{N}(\Gamma)$-cochain complex. For the remainder of this section, we will simply refer to these type of complexes as cochain complexes. Such a complex is said to be of finite type if each $C_n$ is finitely-generated and each $c_n$ is bounded. $C_\ast$ is said to be Fredholm at $n \in \mathbb{N}_0$ if the restricted boundary operator $c_n|_{\text{ran}(c_{n-1})}$ is Fredholm, and Fredholm if it is Fredholm at each $n \in \mathbb{N}_0$. In case that $C_\ast$ is Fredholm, we can define for each $n \in \mathbb{N}_0$ its $n$-th spectral density function

$$F_n(C_\ast, \lambda) := F_n(c_n|_{\text{ran}(c_{n-1})}, \lambda),$$

its $n$-th $L^2$-Betti Number

$$b_0^{(2)}(C_\ast) := F_n(C_\ast, 0) \in \mathbb{R}_{\geq 0},$$

as well as its $n$-th Novikov-Shubin invariant

$$\alpha_n(C_\ast) := \alpha(c_n|_{\text{ran}(c_{n-1})}) \in [0, \infty] \cup \{\infty^+\}. \quad (1.10)$$

A Fredholm complex is said to be acyclic if $b_0^{(2)}(C_\ast) = 0$ for each $n \in \mathbb{N}_0$.

If $(C_\ast, c_\ast)$ and $(D_\ast, d_\ast)$ are two cochain complexes, a sequence $f_\ast: C_\ast \to D_\ast := (f_n: C_n \to D_n)_{n \in \mathbb{N}_0}$ of bounded morphisms that satisfies both $f_n(\text{dom}(c_n)) \subseteq \text{dom}(d_n)$ and $d_n \circ f_n = f_{n+1} \circ c_n$ for all $n \in \mathbb{N}_0$ is called a morphism of (Hilbert $\mathcal{N}(\Gamma)$-)cochain complexes. Such $f_\ast$ is called an isomorphism if each $f_n: C_n \to D_n$ is an isomorphism of Hilbert $\mathcal{N}(\Gamma)$-modules.

Two morphisms $f_\ast: C_\ast \to D_\ast$ and $g_\ast: C_\ast \to D_\ast$ of cochain complexes are chain homotopic if there exists a chain homotopy $K_\ast: C_\ast \to D_{\ast-1}$ between them, i.e. a sequence of bounded morphisms $K_n: C_n \to D_{n-1}$ for each $n \in \mathbb{N}$ satisfying $K_{n+1} \circ c_n + d_n \circ K_n = f_n - g_n$. Two complexes $C_\ast$ and $D_\ast$ are chain homotopy equivalent if there exists morphisms $f_\ast: C_\ast \to D_\ast$ and $g_\ast: D_\ast \to C_\ast$, such that $g_\ast \circ f_\ast$ is chain homotopic to the identity morphism $\mathbb{I}_{C_\ast}$ and $f_\ast \circ g_\ast$ is chain homotopic to $\mathbb{I}_{D_\ast}$.

**Theorem 1.1.** [\cite{Pro}] Proposition 4.1 [\cite{L}] Let $C_\ast$ and $D_\ast$ be two $\zeta$-regular Fredholm complexes that are chain homotopy equivalent. Then the spectral density functions are dilatationally equivalent near 0, that is, there exist constants $c, \epsilon > 0$ so that we have for each $n \in \mathbb{N}_0$ and each $\lambda \leq \epsilon$

$$F_n(C_\ast, c^{-1} \cdot \lambda) \leq F_n(D_\ast, \lambda) \leq F_n(C_\ast, c \cdot \lambda). \quad (1.11)$$

Consequently, we get

$$b_0^{(2)}(C_\ast) = b_0^{(2)}(D_\ast), \quad (1.12)$$

$$\alpha_n(C_\ast) = \alpha_n(D_\ast) \quad (1.13)$$

for each $n \in \mathbb{N}_0$. In particular, $C_\ast$ is acyclic if and only if $D_\ast$ is acyclic.

A diagram of Hilbert $\mathcal{N}(\Gamma)$-cochain complexes

$$0 \to C_\ast \xrightarrow{f_\ast} D_\ast \xrightarrow{g_\ast} E_\ast \to 0 \quad (1.14)$$

is called a short exact sequence if $f_n : C_n \to D_n$ is injective, $g_n : D_n \to E_n$ is surjective and $\ker(g_n) = \text{ran}(f_n)$ for each $n \in \mathbb{N}_0$. A fundamental result that relates the spectral density functions of cochain complexes in a given short exact sequence is the following:

**Proposition 1.2.** Theorem 4.11 [\cite{L}] Let $(C_\ast, c_\ast)$, $(D_\ast, d_\ast)$ and $(E_\ast, e_\ast)$ be three Hilbert $\mathcal{N}(\Gamma)$-cochain complexes, and

$$0 \to C_\ast \xrightarrow{f_\ast} D_\ast \xrightarrow{g_\ast} E_\ast \to 0 \quad (1.15)$$
a short exact sequence of morphisms between them. Suppose that $C_*$ and $E_*$ are both Fredholm at $n \in \mathbb{N}_0$ and that either $b_n(E_*) = 0$ or $b_{n+1}(C_*) = 0$. Then $D_*$ is also Fredholm at $n$ and we have the estimates

$$
\hat{F}_n(D_*, \lambda) \leq \hat{F}_n(C_*, \alpha_C \cdot \lambda^{1/2}) + \hat{F}_n(E_*, \alpha_E \cdot \lambda^{1/2}) \quad \text{for} \quad 0 \leq \lambda < \alpha_1,
$$

where

$$
\alpha_C := ||f_{n+1}||^{1/2} \cdot ||f_n||, \\
\alpha_E := (4 + 2||d_n||)||g_{n+1}|| \cdot ||g_n||, \\
\alpha_1 := (4 + 2||d_n||)^{-1/2}.
$$

Define the $n$-th Laplacian of $(C_*, c_*)$ as

$$
\Delta_n = \Delta_n[C_*] := c_n^* c_n + c_{n-1}^* c_{n-1}^* : C_n \to C_n.
$$

Each $\Delta_n$ is a self-adjoint morphism. More precisely, each $C_n$ admits an orthogonal decomposition into closed, $\Gamma$-invariant subspaces $C_n = \ker(\Delta_n) \oplus \ker(c_n) \oplus \ker(c_{n-1})^\perp$, with respect to which $\Delta_n$ decomposes as the direct sum of self-adjoint endomorphisms $\Delta_n = 0 \oplus (c_n^*)^\perp c_n^* \oplus c_{n-1}^* (c_{n-1})^\perp$. Using this decomposition, it is also straightforward to check that a complex $(C_*, c_*)$ is Fredholm if and only if each Laplacian $\Delta_n[C_*]$ is Fredholm. A complex $(C_*, c_*)$ is said to be $\zeta$-regular/of determinant class if each Laplacian $\Delta_n$ is of $\zeta$-regular/of determinant class. Just like for ordinary morphisms, the Novikov-Shubin Invariants can be used to check whether a given complex is of determinant class: Namely, if $(C_*, c_*)$ be a Fredholm complex with positive Novikov-Shubin invariants, i.e. if $\alpha_n(C_*) \neq 0$ for each $n \in \mathbb{N}_0$, $(C_*, c_*)$ is of determinant class.

**Definition 1.3** ($L^2$-torsion for complexes). Let $(C_*, c_*)$ be a Fredholm complex of determinant class. Then

1. if $(C_*, c_*)$ is of finite type, its $L^2$-torsion $T^{(2)}(C_*)$ is defined as

$$
T^{(2)}(C_*) := \exp \left( \frac{1}{2} \sum_{n=0}^{\infty} (-1)^{n+1} \cdot n \cdot \ln(\det_\Gamma(\Delta_n)) \right).
$$

2. If $(C_*, c_*)$ is not of finite type and $\zeta$-regular, its $\zeta$-regularized $L^2$-torsion $T^{(2)}(C_*) \in \mathbb{R}_{>0}$ is defined as

$$
T^{(2)}(C_*) := \exp \left( \frac{1}{2} \sum_{n=0}^{\infty} (-1)^{n+1} \cdot n \cdot \ln(\det_\Gamma^{(\zeta)}(\Delta_n)) \right).
$$

**1.2 The $L^2$-De Rham complex and analytic torsion**

Throughout, let $(M, g)$ be a smooth, connected, complete, simply-connected $n$-dimensional Riemannian manifold. Furthermore, fix a subgroup $G < \text{Isom}^+(M, g)$, containing a lattice $\Gamma < G$, so that either one of the following two conditions hold:

(A$_1$) $M$ is a $G$-homogeneous space (i.e. the action of $G$ on $(M, g)$ by isometries is transitive) and there exists some uniform lattice $\Lambda < G$.

(A$_2$) $G = \Gamma$ is a uniform lattice.

Given a complex, finite-dimensional representation $\rho : G \to \text{GL}(V)$, consider the trivial bundle

$$
E = E^\rho := M \times V \downarrow M
$$

over $M$, with trivial flat connection. It comes equipped with a flat $G$-action given by

$$
\gamma.(x, v) := (\gamma.x, \rho(\gamma)v).
$$
From now on, we assume that we have found and fixed some $G$-equivariant Hermitian metric $h$ on $E$ and call the resulting Hermitian bundle $E \downarrow M$ $G$-equivariant. The existence of $h$ is guaranteed when we assume (A$_2$), or when we assume (A$_1$) and the point stabilizer $G_x < G$ (for $x \in M$ arbitrary) is a compact subgroup (i.e. when $G = \text{Isom}^+(M,g)$ and $(M,g)$ is a symmetric space).

Unless explicitly stated otherwise, the examples yet to appear in this paper will all satisfy one of the previously mentioned properties (A$_1$) and (A$_2$), and all admit some $G$-equivariant Hermitian metric $h$.

**Definition 1.4.** The metric bundle $E \downarrow M$ is called *locally homogeneous* if for any two $x, y \in M$, such that either $x, y \in M \setminus \partial M$ or $x, y \in \partial M$, there exists open neighborhoods $U \ni x, V \ni y$ and a flat bundle isometry $F : E|_V \downarrow U \rightarrow E|_V \downarrow V$ satisfying $F(x) = y$. It is called (globally) homogeneous if one can choose $U = V = M$ in above construction.

Observe that, if $(M,g)$ satisfies (A$_1$), the choice of our metric $h$ ensures that the $G$-action on $E \downarrow M$, which is transitive on the base points, is an action by flat bundle isometries. Therefore, we easily deduce

**Corollary 1.5.** If $(M,g)$ satisfies (A$_1$), then the bundle $E \downarrow M$ is homogeneous.

Define $\Omega(M) \equiv \bigoplus_{k=0}^{n} \Omega^k(M)$ to be the ordinary De Rham complex and let $$\Omega(M,E) \equiv \Omega(M) \otimes_{C^{\infty}(M,\mathbb{C})} \Gamma(M, E)$$

be the De Rham complex of $E$-valued differential forms, with natural grading $\Omega^*(M, E)$ inherited from the grading on $\Omega(M)$ and with differential $$d^* : \Omega^*(M, E) \rightarrow \Omega^{*+1}(M, E)$$

induced by the trivial flat connection on $E$ in the usual fashion. We obtain natural $\mathbb{C}$-linear actions of $G$ on both $\Omega^*(M)$ and the space of sections $\Gamma(M, E)$, which together induce a natural $\mathbb{C}$-linear action of $G$ on $\Omega(M, E)$. Moreover, for each $0 \leq p \leq n$, the pair of metrics $g$ and $h$ together give rise to an inner product $\langle \cdot, \cdot \rangle_x$ on each fiber vector space $(\Lambda^p T^* M \otimes E)_x$, and therefore also to an inner product on the subspace $\Omega^*_M(M, E) \subseteq \Omega^*(M, E)$ of compactly supported forms, defined via

$$\langle \omega, \sigma \rangle \equiv \int_M \langle \omega(x), \sigma(x) \rangle_x \ dx. \quad (1.23)$$

Here, as everywhere else, $dx \in \Omega^0(M)$ denotes the volume form constructed from the Riemannian metric $g$. Evidently, the $G$-action on $\Omega^*(M, E)$ leaves the subspace $\Omega^*_M(M, E)$ invariant, and $G$-equivariance of the two metrics $g$ and $h$ guarantees that this restricted action is by isometries. We define $$\Omega^*_2(M, E) \equiv L^2(\Omega^*_M(M, E)) \quad (1.24)$$

to be the Hilbert space obtained via $L^2$-completion of $\Omega^*_M(M, E)$ and observe that the $G$-action on $\Omega^*_M(M, E)$ extends to a linear isometric $G$-action on $\Omega^*_2(M, E)$. Moreover, the differential $d^*$ admits a $G$-equivariant minimal closure \cite[Lemma 2.1.3]{23} when regarded as an unbounded, densely defined operator between $\Omega^*_2(M, E)$ to $\Omega^{*+1}_*(M, E)$. Since there is no danger of ambiguity, this closure will from now on be denoted by $d^*$.

Restricting the action of $G$ on $\Omega^*_2(M, E)$ onto the lattice $\Gamma$, it follows that $\Omega^*_2(M, E)$, along with the $\Gamma$-equivariant closed, unbounded differential $d^*$ has the structure of a Hilbert $\mathcal{N}(\Gamma)$-cochain complex. In fact, for any $\Gamma$-fundamental domain $\mathcal{F} \subseteq M$ with $E|_{\mathcal{F}} \downarrow \mathcal{F}$ denoting the restriction of $E$ over $\mathcal{F}$, $\Omega^*_2(M, E)$ is $\Gamma$-equivariantly and isometrically isomorphic to the Hilbert space tensor product $L^2(\Gamma) \otimes \Omega^*_2(\mathcal{F}, E|_{\mathcal{F}})$ (with $\Gamma$-action on $L^2(\Gamma) \otimes \Omega^*_2(\mathcal{F}, E|_{\mathcal{F}})$ given by the natural action on the left factor).

As usual, the Riemannian metric $g$ gives rise to a direct sum decomposition of the restricted cotangent
bundle $T^* M|_{\partial M} = T^* \partial M \oplus N^* \partial M$, where $N^* \partial M$ denotes the 1-dimensional real conormal bundle over $M$. Consequently, we obtain for $0 \leq p \leq n$ a direct sum decomposition

$$(\Lambda^p T^* M \otimes \partial M)|_{\partial M} = (\Lambda^p T^* \partial M \otimes E) \oplus (\Lambda^{p-1} T^* \partial M \otimes N^* \partial M \otimes E).$$

The projection $\overline{\delta} : (\Lambda^p T^* M \otimes \partial M)|_{\partial M} \to \Lambda^p T^* \partial M \otimes \partial M$ onto the first summand is called the tangential boundary projection, while the projection $\overline{\nu} : (\Lambda^p T^* \partial M \otimes \partial M)|_{\partial M} \to \Lambda^{p-1} T^* \partial M \otimes N^* \partial M \otimes \partial M$ onto the second summand is called the normal boundary projection. The latter projection allows us to define

$$\delta^* : \text{dom}(\delta^*) \to \text{dom}(\delta^{*-1}),$$

$$\text{dom}(\delta^*) : = \{ \omega \in \Omega^*(M, E) : \overline{n}_\omega = 0 \}$$

as the formal adjoint of the differential operator $d$, constructed with respect to the inner product

and with absolute boundary conditions. Finally, we define the Hodge-Laplacian with absolute boundary conditions as

$$\Delta_* = \Delta_*[E] : = \delta^{*+1} d^* + d^{*-1} \delta^* : \text{dom}(\Delta_*) \to \text{dom}(\Delta_*).$$

$$\text{dom}(\Delta_*) : = \{ \omega \in \Omega^*(M, E) : \overline{n}_\omega = \overline{n} d^* \omega = 0 \}.$$  

When regarded as unbounded, densely defined operators over $\Omega^*_2(M, E)$, all three maps $\delta^*, d^*$ and $\Delta_*$ admit $G$-equivariant minimal closures [23, Lemma 2.1.3]. Henceforth, the symbols $\delta^*, d^*$ and $\Delta_*$ are used to describe the minimal closures of the corresponding differential operators. Since each $\Omega^*_2(M, E)$ is a Hilbert $N(\Gamma)$-module, it follows that

$$(\Omega^*_2(M, E), d^*) : \Omega^0_2(M, E) \xrightarrow{d^0} \Omega^1_2(M, E) \xrightarrow{d^1} \ldots \Omega^{n-1}_2(M, E) \xrightarrow{d^{n-1}} \Omega^n_2(M, E)$$

is a Hilbert $N(\Gamma)$-cochain complex. Moreover, $\delta^*$ is the Hilbert space adjoint of $d^*$, and vice versa [24, Proposition 3.4.6]. Finally, $\Delta_*$ equals the $L^2$-Laplacian of the complex $(\Omega^*_2(M, E), d^*)$ which was defined in [12,20] and is thus in particular self-adjoint [24, Theorem 3.4.1]. Given a bounded Borel function $\phi$ over $\mathbb{R}^+$, let $\phi(\Delta_*): \Omega^*_2(M, E) \to \Omega^*_2(M, E)$ be the 1-parameter family of bounded morphisms of Hilbert $N(\Gamma)$-modules constructed via the spectral theorem applied the the self-adjoint $\Delta_*$. The following is well-known to be true:

1. [24, Proposition 3.4.2] $\phi(\Delta_*)$ admits a smooth kernel $\phi(\Delta_*)(x, y)$. This is a smooth section of the bundle $\text{hom}(\pi^*_2(\Lambda^p T^* M \otimes E), \pi^*_1(\Lambda^p T^* M \otimes E))$ over the product $M \times M$ with (and uniquely determined by) the property that for each $\sigma \in \Omega^*_2(M, E)$, one has for each $x \in M$

$$\phi(\Delta_*)\sigma(x) = \int_M \phi(\Delta_*)(x, y)\sigma(y)dy.$$  

2. [24, Proposition 2.2.1] One has

$$\text{tr}(\phi(\Delta_*)(x, x)) = \text{tr}(\phi(\Delta_*)(\gamma, x, \gamma, x))$$

for each $\gamma \in G$ and each $x \in M$. Moreover,

3. [24, Proposition 4.2.2] if $F \subseteq M$ is a $\Gamma$-fundamental domain, one has

$$\text{tr}^F(\phi(\Delta_*)) = \int_F \text{tr}(\phi(\Delta_*)(x, x))dx < \infty.$$  

In particular, it follows that each member of the family $(e^{-t\Delta_*})_{t>0}$ is of $\Gamma$-trace class, which is why $(\Omega^*_2(M, E), d^*)$ is a Fredholm complex. In fact, the function $\text{tr}(e^{-t\Delta_*})$ has an asymptotic expansion near 0, which can be made (more or less) explicit:
Theorem 1.6 (Asymptotic expansion of the twisted heat kernel). [23] Theorem 4.3.2. Under the assumptions from above, it holds that for each $0 \leq p \leq n$ and each $0 \leq i \leq n$, there exists forms $\alpha_i[E] \in \Omega^i(M)$ and $\beta_i[E|\partial M] \in \Omega^{n-i}(\partial M)$, such that for $t \to 0$, we have the asymptotic expansion
\[
\text{tr}_\Gamma(e^{-t\Delta_p}) = \sum_{i=0}^{n} t^{-(n-i)/2} \left( \int_{\mathcal{F}} \alpha_i[E] + \int_{\partial \mathcal{F}} \beta_i[E|\partial M] \right) + O(t^{1/2}),
\]
where
- $\mathcal{F}$ is a fundamental domain for the $\Gamma$-action on $M$, and
- $\partial \mathcal{F}$ is a fundamental domain for the induced $\Gamma$-action on $\partial M$.

Furthermore, both $\alpha_i[E]$ and $\beta_i[E|\partial M]$ are invariant under local bundle isometries in the way described as follows: Suppose that $(M', g')$ is another $n$-dimensional complete, oriented Riemannian manifold and $E' \subseteq M'$ a flat Hermitian bundle over $M'$. Then, if $U \subseteq M$ and $V \subseteq M$ are open subsets, such that there exists a flat bundle isometry $E_U \downarrow U \xrightarrow{p} E'_U \downarrow V$, we have for all $i \in \mathbb{N}$
\[
\alpha_i[E] \equiv \alpha_i[E'] \circ F \quad \text{on } U,
\]
\[
\beta_i[E|\partial M] \equiv \beta_i[E'|\partial M'] \circ F \quad \text{on } U \cap \partial M.
\]

The fact that the differential forms $\alpha_i[E]$ and $\beta_i[E|\partial M]$ are invariant under local bundle isometries has the following crucial consequence:

Corollary 1.7. In the situation of Theorem 1.6, suppose further that the bundle $E \downarrow M$ under inspection is locally homogeneous. Then it follows that for each $0 \leq i \leq n$, there exists constants $a_i, b_i \in \mathbb{R}_{\geq 0}$, such that
\[
\alpha_i[E] = a_i \cdot d \text{Vol}_g,
\]
\[
\beta_i[E] = b_i \cdot d \text{Vol}_{g|\partial M}.
\]

The constant $a_i$ depends only on the local isometry type of the restricted bundle $E_M \downarrow M$, while the constant $b_i$ depends only on the local isometry type of the restricted bundle $E_U \downarrow U$, where $U$ is an arbitrary neighborhood of $\partial M$.

Furthermore, we can conclude:

Corollary 1.8. If the complex $\Omega^{(2)}_p(M, E)$ is $L^2$-acyclic, then it is also $\zeta$-regular. Namely, for any fixed $0 \leq p \leq n$ the integral expression
\[
\zeta_p(s) := \zeta_{\Delta_p}(s) = \Gamma(s)^{-1} \int_0^1 t^{s-1} \text{tr}_\Gamma(e^{-t\Delta_p^{1/2}}) dt,
\]
determines a holomorphic function for sufficiently large $s > 0$, admitting a meromorphic extension onto all of $\mathbb{C}$ that is regular at 0. In fact, it holds that
\[
\left. \frac{d}{ds} \zeta_p(s) \right|_{s=0} = \int_0^1 \left( \text{tr}_\Gamma(e^{-t\Delta_p}) - \sum_{i=0}^{n} t^{-(n-i)/2} \cdot \kappa_i \right) \frac{dt}{t} + \sum_{i=0}^{n} c(i, n) \cdot \kappa_i,
\]
where
\[
\kappa_i := \int_{\mathcal{F}} \alpha_i[E] + \int_{\partial \mathcal{F}} \beta_i[E|\partial M],
\]
\[
c(i, n) := \begin{cases} \frac{2}{n} & i \neq n, \\ -\Gamma'(1) & i = n. \end{cases}
\]

Proof. Acyclicity of the complex $\Omega^{(2)}_p(M, E)$ implies that we have $\Delta_p = \Delta_p^\perp$. The complex Gamma function $\Gamma$ is well-known to satisfy the identities $\Gamma(1) = 1$ and $\Gamma(s+1) = s \cdot \Gamma(s)$ for any $s \in \mathbb{C}$. Therefore, if $h$ is any function holomorphic at $s = 0$, we can compute
\[
\left. \frac{d}{ds} \Gamma(s)^{-1} \cdot h(s) \right|_{s=0} = h(0).
\]
Similarly, the function \((\Gamma(s) \cdot s)^{-1}\) is holomorphic near and vanishes at \(s = 0\). Also, its derivative at \(s = 0\) can be computed as
\[
\frac{d}{ds}(\Gamma(s) \cdot s)^{-1}|_{s=0} = -\Gamma'(1).
\] (1.41)

With \(\kappa_i\) defined as in the statement of the Corollary, we write for \(t > 0\)
\[
\text{tr} r(e^{-t\Delta_p}) = (\text{tr} r(e^{-t\Delta_p})) - \sum_{i=0}^{n} t^{-\frac{(n-i)}{2}} \kappa_i + \sum_{i=0}^{n} t^{-\frac{(n-i)}{2}} \kappa_i.
\] (1.42)

By Theorem 1.6 the function \(f(t)\) lies in \(O(t^{1/2})\) as \(t \to 0\), which is why the \(t\)-integral \(H(s) := \int_0^1 t^{s-1} \cdot f(t) dt\) is holomorphic near \(s = 0\). Using 1.40 and 1.41 we finally compute
\[
\frac{d}{ds} \zeta_p(s)|_{s=0} = \frac{d}{ds} (\Gamma(s)^{-1} \cdot H(s))|_{s=0} + \sum_{i=0}^{n} \kappa_i \cdot \frac{d}{ds} (\Gamma(s)^{-1})|_{s=0} - \frac{1}{(s - \frac{1}{2})^2} \]
\[
= H(0) + \sum_{i=0}^{n} \kappa_i \cdot c(i, n) = \int_0^1 \left( \text{tr} r(e^{-t\Delta_p}) - \sum_{i=0}^{n} t^{-\frac{(n-i)}{2}} \kappa_i \right) \frac{dt}{t} + \sum_{i=0}^{n} \kappa_i \cdot c(i, n).
\]
as claimed. \(\square\)

**Remark 1.9.** Observe that, if the metric bundle \(E \downarrow M\) is locally homogeneous, we get that
\[
\kappa_i = \text{Vol}_g(\mathcal{F}) \cdot a_i + \text{Vol}_{g|_{\partial M}}(\partial \mathcal{F}) \cdot b_i.
\] (1.43)

for each \(0 \leq i \leq n\), with \(a_i\) and \(b_i\) the constants from Corollary 1.7.

**Definition 1.10.** Assume that the Hilbert \(\mathcal{N}(\Gamma)\)-cochain complex \(\Omega_{(2)}(M, E)\) is of determinant class. Then the analytic \(L^2\)-torsion \(T^A_{(2)}(\Gamma \backslash M, \rho)\) is defined as the regularized \(L^2\)-torsion of the complex \(\Omega_{(2)}(M, E)\), that is
\[
T^A_{(2)}(\Gamma \backslash M, \rho) = T^{(2)}(\Omega_{(2)}(M, E)) \in \mathbb{R}_{>0}.
\] (1.44)

Although suppressed in the notation, notice that \(T^A_{(2)}(\Gamma \backslash M, \rho)\) a priori still depends on the choice of \(g\) and \(h\). At times, when highlighting these dependencies becomes relevant, we will therefore denote \(T^A_{(2)}(\Gamma \backslash M, \rho)\) by \(T^A_{(2)}(\Gamma M, \rho, g, h)\) instead. A substantial amount of this paper will be devoted to showing that the bundles under consideration have de Rham complexes which are of determinant class, thus admit an analytic torsion.

### 1.3 The Principle of not feeling the boundary

A key technique that we will involve later on lies in the heat kernel comparison between a given manifold \(N\) and a closed submanifold \(M \subseteq N\) with boundary. Very roughly stated, the next result shows that, within all regions of \(M\) that are sufficiently far away \(\partial M\), the heat kernels of \(M\) and \(N\) are relatively similar. While not demonstrated here, this so-called “Principle of not feeling the boundary” has also been used to prove the existence of the asymptotic expansions of Theorem 1.3.

**Theorem 1.11** (Principle of not feeling the boundary). With the bundle \(E \downarrow M\) defined as in the previous section, let \(N \subseteq M\) be a (topologically) closed, codimension 0 submanifold and let \(E|_N \downarrow N\) be the flat bundle over \(N\), obtained by restriction of \(E\) to \(N\). For \(p \geq 0\), let \(\Delta_p[E]\) and \(\Delta_p[E|_N]\) be the corresponding Bochner-Laplace operators on twisted \(p\)-forms on the bundle \(E\), respectively \(E|_N\). For \(t > 0\) and \(k \in \mathbb{N}_0\), consider the two bounded operators
\[
\Delta^k_p[E] e^{-t\Delta_p[E]} : \Omega^*_2(M, E) \to \Omega^*_2(M, E)
\]
\[
\Delta^k_p[E|_N] e^{-t\Delta_p[E|_N]} : \Omega^*_2(N, E|_N) \to \Omega^*_2(N, E|_N).
\]
and, for each \( x, y \in N \), denote by
\[
\Delta_p^k[E]e^{-t\Delta_p[E]}(x, y) : E_x \to E_y, \quad (1.45)
\]
\[
\Delta_p^k[E|N]e^{-t\Delta_p[E|N]}(x, y) : E_x \to E_y \quad (1.46)
\]
their respective smooth heat kernels.

Then the following two results hold true:

1. There exists a constant \( \kappa > 0 \) depending only on the dimension of \( M \), and, for each \( k \in \mathbb{N} \) and any \( D > 0 \), a constant \( C_k(D) > 0 \), depending only on \( D \) and the metric tensors of \( g \) and \( h \) (but not on \( N \)), such that for any pair \( x_0, y_0 \in N \) with \( d_N(x_0) := d(x_0, M \setminus N) \geq D \) and \( d_N(y_0) \geq D \), we have the inequality
\[
||\Delta_p^k[E]^k e^{-t\Delta_p[E]}(x_0, y_0) - \Delta_p^k[E|N]^k e^{-t\Delta_p[E|N]}(x_0, y_0)|| \leq C_k(D)e^{-\frac{d_N(x_0) + d_N(y_0) + 2d(x_0, y_0)}{\kappa t}}. \quad (1.47)
\]

2. For any \( t_0 > 0 \), there exists a constant \( c(t_0) \), such that for all \( t \geq t_0 \), we have
\[
||e^{-t\Delta_p[E]}(x, y)|| \leq c(t_0), \quad (1.48)
\]
\[
||e^{-t\Delta_p[E|N]}(x, y)|| \leq c(t_0). \quad (1.49)
\]

**Proof.** For the case that \( E \) is the trivial bundle, see [15, Theorem 2.26]. The general case is proven similarly, see [24, Theorem 3.5.6]. \( \square \)

### 1.4 The combinatorial \( L^2 \)-complex and topological \( L^2 \)-torsion

Let \( \Gamma \) be a countable group acting freely and properly discontinuously on a simply-connected space \( M \), so that the quotient \( \Gamma \setminus M \) has the homotopy type of a finite CW-complex. It follows that there exists some finite \( \Gamma \)-CW complex \( X \) that has \( \Gamma \)-homotopy type of the \( \Gamma \)-space \( M \) (so that the quotient spaces \( \Gamma \setminus M \) and \( \Gamma \setminus X \) are homotopy equivalent). Pick one such \( X \). Since \( X \) is a CW-complex, we may consider the associated cellular cochain complex \( C^*(X, \mathbb{C}) := \bigoplus_{p=0}^{\infty} C^p(X, \mathbb{C}) \) with complex coefficients.

The cellular \( \Gamma \)-action on \( X \) endows \( C^*(X, \mathbb{C}) \) with a structure of a complex of free and finitely generated left-\( \mathbb{C}[\Gamma] \)-modules, with \( \mathbb{C}[\Gamma] \)-equivariant differential \( \delta^p : C^p(X, \mathbb{C}) \to C^{p+1}(X, \mathbb{C}) \) and \( \mathbb{C}[\Gamma] \)-bases given by explicit representatives for each cell orbit and each equipped with some orientation.

Next, use the representation \( \rho : G \to \text{GL}(V) \) to form the tensor product of vector spaces
\[
C^*(X, \rho) := C^*(X, \mathbb{C}) \otimes_{\mathbb{C}} V. \quad (1.50)
\]

Each space \( C^p(X, \rho) \) again also comes equipped with the structure of a (left) \( \mathbb{C}[\Gamma] \)-module, induced by the (left) diagonal \( \Gamma \)-action given by \( \gamma \cdot (x \otimes v) := \gamma \cdot x \otimes \rho(\gamma)v \) on elementary tensors. Equipped with the \( \mathbb{C}[\Gamma] \)-equivariant differential
\[
\delta^p_\rho := \delta^p \otimes \mathbb{C}1 \cdot V : C^*(X, \rho) \to C^{*+1}(X, \rho),
\]
it is still a complex of free, finitely generated left \( \mathbb{C}[\Gamma] \)-modules. Namely, let \( E \subseteq C^*(X, \rho) \) be a collection of cocells, precisely one for each cell orbit and each equipped with some orientation. Additionally fixing a \( \mathbb{C} \)-base \( B \subseteq V \), one easily checks that the resulting finite set \( E \otimes B = \{ e \otimes b : e \in E \land b \in B \} \) is a \( \mathbb{C}[\Gamma] \)-base of \( C^*(X, \rho) \).

In particular, its \( \Gamma \)-orbit \( \Gamma \cdot (E \otimes B) \) is a \( \mathbb{C} \)-base for \( C^*(X, \rho) \) (which is infinite whenever \( \Gamma \) is infinite). Equipping \( C^*(X, \rho) \) with the unique inner product, with respect to which the set \( \Gamma \cdot (E \otimes B) \) is orthonormal, and forming the corresponding \( L^2 \)-completion, we obtain a cochain complex of Hilbert
spaces $C^*_\Gamma(X, \rho)$. It is easily checked that $C^*_\Gamma(X, \rho)$ has the structure of a Hilbert $\mathcal{N}(\Gamma)$-cochain complex of finite type. More precisely, the differential $d^*_\rho$ extends to a bounded, $\mathbb{C}[\Gamma]$-equivariant operator from $C^*_\Gamma(X, \rho)$ to $C^{*+1}_\Gamma(X, \rho)$ (also denoted by $d^*_\rho$ throughout) and, for each $p \in \mathbb{N}_0$, there is an isometric isomorphism of Hilbert $\mathcal{N}(\Gamma)$-modules
\[ C^p_\Gamma(X, \rho) \cong L^2(\Gamma)^{m_p \cdot \dim(\rho)}. \]  
(1.51)

The last statement implies that each $C^p_\Gamma(X, \rho)$ is a free, finitely-generated Hilbert $\mathcal{N}(\Gamma)$-module with finite von Neumann Dimension.

\[ \dim_{\mathcal{N}(\Gamma)}(C^p_\Gamma(X, \rho)) = m_p \cdot \dim(\rho). \]  
(1.52)

We remark that the inner product structure on $C^p_\Gamma(X, \rho)$ clearly depends on the choice of the set $E \otimes B$, while the isomorphism class of the complex $C^*_\Gamma(X, \rho)$ (as a complex of Hilbert $\mathcal{N}(\Gamma)$-modules) does not. As such, both $\dim_{\mathcal{N}(\Gamma)}(C^p_\Gamma(X, \rho))$, as well as any of the spaces and quantities yet to be defined apart from the $L^2$-torsion are independent of the explicit choice of the set $E \otimes B$.

**Definition 1.12.** For $p \in \mathbb{N}_0$, the $p$th topological $L^2$-Betti number $b^{\top \text{op}}_{\Gamma \setminus M, p}(\Gamma \setminus M, \rho)$ of the pair $(\Gamma \setminus M, \rho)$ is defined as
\[ b^{\top \text{op}}_{\Gamma \setminus M, p}(\Gamma \setminus M, \rho) := b^{(2)}_p(C^*_\Gamma(\Gamma \setminus M, \rho)). \]  
(1.53)

Similarly, the $p$th topological Novikov-Shubin Invariant $\alpha^{\top \text{op}}_p(\Gamma \setminus M, \rho)$ of the pair $(\Gamma \setminus M, \rho)$ is defined as
\[ \alpha^{\top \text{op}}_p(\Gamma \setminus M, \rho) := \alpha_p(C^*_\Gamma(\Gamma \setminus M, \rho)). \]  
(1.54)

As the notation indicates, the numbers $b^{\top \text{op}}_{\Gamma \setminus M, p}(\Gamma \setminus M, \rho), \alpha^{\top \text{op}}_p(\Gamma \setminus M, \rho)$ are independent of the specific choice of $\Gamma$-CW complex $X$ homotopy equivalent to $M$. That is because if $X'$ is another finite $\Gamma$-CW complex that is $\Gamma$-homotopy equivalent to $M$, the induced Hilbert $\mathcal{N}(\Gamma)$-cochain complex $C^*_\Gamma(X', \rho)$ is chain homotopy equivalent to $C^*_\Gamma(X, \rho)$. Now we apply Theorem 1.1 to conclude that
\[ b^{(2)}_p(C^*_\Gamma(X, \rho)) = b^{(2)}_p(C^*_\Gamma(X', \rho)), \]
\[ \alpha_p(C^*_\Gamma(X, \rho)) = \alpha_p(C^*_\Gamma(X', \rho)), \]
as claimed.

For the next definition, assume additionally the following:

(T1) The representation $\rho: \Gamma \to \text{GL}(V)$ is unimodular, i.e. satisfies $|\det \circ \rho| \equiv 1$.

(T2) The pair $(M, \rho)$ is topologically $L^2$-acyclic, i.e. all twisted $L^2$-Betti numbers $b^{\top \text{op}}_{\Gamma \setminus M, p}(M, \rho)$ vanish.

(T3) The Whitehead group $\text{Wh}(\Gamma)$ (See [24, Definition 5.3.1]) of $\Gamma$ vanishes.

(T4) $\alpha^{\top \text{op}}_p(M, \rho) > 0$ for each $p \in \mathbb{N}_0$.

In this case, we can define the twisted topological $L^2$-torsion of the pair $(\Gamma \setminus M, \rho)$ as
\[ T^{\top \text{op}}_{\Gamma \setminus M, p}(\Gamma \setminus M, \rho) := T^{\top \text{op}}_{\Gamma \setminus M, p}(C^*_\Gamma(\Gamma \setminus M, \rho)) \in \mathbb{R}_{>0}, \]  
(1.55)

where $T^{\top \text{op}}_{\Gamma \setminus M, p}(C^*_\Gamma(\Gamma \setminus M, \rho))$ is the $L^2$-torsion for finite type Hilbert $\mathcal{N}(\Gamma)$-cochain complexes introduced in Definition 1.13 (see [24, Chapter 5.3] for a detailed explanation). Just like for $b^{\top \text{op}}_{\Gamma \setminus M, p}$ and $\alpha^{\top \text{op}}_p$, under the assumptions (1) – (4), one can show that $T^{\top \text{op}}_{\Gamma \setminus M, p}(M, \rho)$ is independent of both the choice of base on $C^*_\Gamma(X, \rho)$, as well as of the model space $X$ itself.
2 Some known relations between different $L^2$-invariants

2.1 The induction principle

Let $\Gamma_0 < \Gamma$ be a subgroup and denote by $\rho_0$ the restriction of $\rho$ to $\Gamma_0$. Choose $X$ to be a finite $\Gamma_0$-CW complex and let $C^*(X, \rho_0)$ be the associated Hilbert $\mathcal{N}(\Gamma_0)$-cochain complex of finite type, whose construction was laid out in the previous section. We now explain how $C^*(X, \rho_0)$ gives rise to a free, finite Hilbert $\mathcal{N}(\Gamma)$-cochain complex via the principle of induction: Since $\Gamma_0 < \Gamma$, we can naturally regard the group ring $\mathbb{C}[\Gamma]$ as a right $\mathbb{C}[\Gamma_0]$-module. Hence, we can define the following cochain complex of free, finitely generated left $\mathbb{C}[\Gamma]$-modules

$$C^*(X, \rho_0, \Gamma) := \mathbb{C}[\Gamma] \otimes_{\mathbb{C}[\Gamma_0]} C^*(X, \rho_0). \quad (2.1)$$

Similarly as before, the canonical inner product on the group ring $\mathbb{C}[\Gamma]$ turns $C^*(X, \rho_0, \Gamma)$ into a complex of inner product spaces, whose $L^2$-completion we denote by $C^*_{(2)}(X, \rho_0, \Gamma)$. It is a free, finite Hilbert $\mathcal{N}(\Gamma)$-cochain complex. It follows from [13 Lemma 1.24] that, for each $p \in \mathbb{N}$, we have

$$b^p_{(2)} (C^*_{(2)}(X, \rho_0, \Gamma)) = b^p_{(2)} (C^*_0(X, \rho_0)), \quad (2.2)$$

$$\alpha_p (C^*_{(2)}(X, \rho_0, \Gamma)) = \alpha_p (C^*_0(X, \rho_0)). \quad (2.3)$$

Now consider the principal $\Gamma$-bundle

$$Y := \Gamma \times_{\Gamma_0} X. \quad (2.4)$$

The CW-structure on $X$ then extends to a free, finite $\Gamma$-CW structure on $Y$. Just as above, form the twisted $L^2$-cochain complex $C_{(2)}^*(Y, \rho)$. It is proven in [12 Lemma 1.1, Theorem 6.7,(5)] that there is an isomorphism of Hilbert $\mathcal{N}(\Gamma)$-cochain complexes

$$C_{(2)}^*(Y, \rho) \cong C_{(2)}^*(X, \rho_0, \Gamma). \quad (2.5)$$

Using Theorem 1.1 along with Equations 2.2 and 2.3 we thus obtain for each $p \in \mathbb{N}$ the equalities

$$b^p_{(2)} (C_{(2)}^*(Y, \rho)) = b^p_{(2)} (C_{(2)}^*(X, \rho_0)), \quad (2.6)$$

$$\alpha_p (C_{(2)}^*(Y, \rho)) = \alpha_p (C_{(2)}^*(X, \rho_0)). \quad (2.7)$$

Combined with the results from the previous subsection, we obtain:

Lemma 2.1. Let $\Gamma_0 < \Gamma$ be a group acting freely and properly discontinuously on a simply-connected space $M_0$, so that $\Gamma_0 \setminus M_0$ has the homotopy type of a finite CW-complex. Let $\rho: \Gamma \to \text{GL}(V)$ be a finite-dimensional representation and denote by $\rho_0$ its restriction to $\Gamma_0$. Then the space $M := \Gamma \times_{\Gamma_0} M_0$ is simply-connected, so that $\Gamma \setminus M$ has the homotopy type of a finite CW-complex. Moreover, for each $p \in \mathbb{N}_0$, we have

$$b^p_{(2), \text{top}} (\Gamma \setminus M, \rho) = b^p_{(2), \text{top}} (\Gamma_0 \setminus M_0, \rho_0),$$

$$\alpha_p^{\text{top}} (\Gamma \setminus M, \rho) = \alpha_p^{\text{top}} (\Gamma_0 \setminus M_0, \rho_0).$$

2.2 A de Rham Theorem and an acyclic complex of determinant class

Let $(M, g)$ be a smooth, simply-connected Riemannian manifold, and let $\Gamma \subset \text{Isom}(M, g)$ be a uniform lattice. A $\Gamma$-CW structure $X$ on $M$ is called admissible if the intersection $X \cap \partial M$ is a $\Gamma$-CW structure for $\partial M$. In all our relevant instances, admissible $\Gamma$-CW structures always exist and can be constructed by lifting appropriate CW-structures from the quotient manifold $\Gamma \setminus M$. 


Proposition 2.4. We may conclude as follows: let \( \rho \) be a uniform lattice. Further, let \( \rho : \Gamma \to \GL(V) \) be some finite-dimensional, complex representation and let \( E^\rho := M \times V \downarrow M \) be the associated flat, \( \Gamma \)-equivariant bundle over \( M \). Let \( \Omega^\rho_{(2)}(M, E^\rho, g, h) \) be the Hilbert \( N(\Gamma) \)-cochain complex (with absolute boundary conditions), constructed with respect to some choice of \( \Gamma \)-equivariant Hermitian form \( h \). Then, for any admissible \( \Gamma \)-CW structure \( X \) on \( M \), there is a chain homotopy equivalence of Hilbert \( N(\Gamma) \)-cochain complexes

\[
\Omega^\rho_{(2)}(M, E^\rho, g, h) \simeq C^\rho_{(2)}(X, \rho).
\]

(2.8)

Applying Theorem [11] we deduce:

Corollary 2.3. Let \( (M, g) \) be a simply-connected Riemannian manifold, let \( \Gamma \subset \Isom^+(M, g) \) be a uniform lattice and \( \rho : \Gamma \to \GL(V) \) a finite-dimensional complex representation. Then

\[
b^A_{(2), \rho}(\Gamma \backslash M, \rho) = b^\top_{(2), \rho}(\Gamma \backslash M, \rho)
\]

\[
a^A_{\rho}(\Gamma \backslash M, \rho) = a^\top_{\rho}(\Gamma \backslash M, \rho).
\]

Let \( (M, g) \) be a compact, simply-connected Riemannian manifold (possibly with boundary). Given a smooth, positive function \( f : M \to \mathbb{R}_{>0} \) and some \( k \in \mathbb{N} \), consider the product manifold \( M \times \mathbb{R}^k \), equipped with the warped product metric

\[
g' = g + f \cdot dx^2,
\]

where \( dx^2 \) is the standard Euclidean metric on \( \mathbb{R}^k \). Observe that there is a uniform lattice \( \Gamma < \Isom(M \times \mathbb{R}^k, g') \) isomorphic to \( \mathbb{Z}^k \), whose action is on \( M \times \mathbb{R}^k \) trivial on the first, and given by the standard coordinate translations on the second factor. Consequently, the quotient space \( \Gamma \backslash (M \times \mathbb{R}^k) \) is homeomorphic to \( M \times T^k \), with \( T^k \) denoting the \( k \)-dimensional torus. For the flat bundle \( E^\rho \downarrow M \times \mathbb{R}^k \) associated with a representation \( \rho : \Gamma \to \GL(V) \), choose some \( \Gamma \)-equivariant Hermitian form \( h \). Then we may conclude as follows:

Proposition 2.4. With the notation from above, it holds that for any finite-dimensional representation \( \rho : \Gamma \to \GL(V) \), the Hilbert \( N(\Gamma) \)-cochain complex \( \Omega^\rho_{(2)}(M \times \mathbb{R}^k, g', h, E^\rho) \) is acyclic and has positive Novikov-Shubin invariants. More precisely, we have for all \( 0 \leq p \leq \dim(M) + k \)

\[
b^A_{(2), \rho}(M \times T^k, \rho) = b^\top_{(2), \rho}(M \times T^k, \rho) = 0,
\]

\[
a^A_{\rho}(M \times T^k, \rho) = a^\top_{\rho}(M \times T^k, \rho) > 0.
\]

Proof. The left-hand equalities follow directly from Corollary 2.3. To show the right-hand equalities, the isomorphism \( \Gamma \cong \mathbb{Z}^k \) will be of central importance. Firstly, [12] Theorem 7.7] implies that

\[
b^\top_{(2), \rho}(M \times T^k, \rho) = \dim_{\mathbb{R}}(\rho) \cdot b^\top_{(2), \rho}(M \times T^k, \mathbb{R}),
\]

(2.9)

where \( \mathbb{R} : \Gamma \to \mathbb{C}^\times \) denotes the trivial representation. From the multiplicativity of ordinary \( L^2 \)-Betti numbers under coverings, see [13] Example 1.37], it follows that any compact manifold \( X \) that admits non-trivial self-coverings satisfies \( b^\top_{(2), \rho}(X, \mathbb{R}) = 0 \) for all \( p \geq 0 \). Since \( M \times T^k \) clearly admits non-trivial self-coverings, we obtain that \( b^\top_{(2), \rho}(M \times T^k, \mathbb{R}) = 0 \), from which we conclude that \( b^A_{(2), \rho}(M \times T^k, \rho) = 0 \) as desired. Secondly, observe that for any \( \Gamma \)-CW-structure \( X \) on \( M \times \mathbb{R}^k \), the boundary operators of \( C^\rho_{(2)}(X, \rho) \) are by definition matrices over \( \mathbb{C}[\Gamma] \cong \mathbb{C}[\mathbb{Z}^k] \) (acting by right-multiplication). It is shown in [11] Theorem 1.2], that any such matrix has positive Novikov-Shubin invariant. Therefore

\[
a^\top_{\rho}(M \times T^k, \rho) = \alpha_{\rho}(C^\rho_{(2)}(X, \rho)) > 0
\]

for each \( 0 \leq \rho \leq \dim(M) + k \), finishing the proof. \( \square \)
2.3 The Cheeger-Müller Theorem for uniform lattices

A subject that has undergone much investigation in the last three decades, which is also a key player of this paper, is the $L^2$-torsion anomaly

$$\log \left( \frac{T^\Lambda_n(M, \rho)}{T^{\text{top}}_n(M, \rho)} \right) \in \mathbb{R} \quad (2.11)$$

constructed from a compact manifold $M$ and a representation $\rho$ of its fundamental group. For completion, we should mention that, although not clear from our definitions, this anomaly can be defined even if the relevant combinatorial and de Rham cochain complexes under inspection are not acyclic and of determinant class.

Although the main manifold under inspection is itself not compact, it still admits an exhaustion by compact submanifolds with boundary, for which the author has been able to provide an adequate description of the $L^2$-torsion anomaly in [25].

We won’t describe it in full detail, but instead focus on the property that is most relevant for our purposes: Up to a factor given by the dimension of the representation, the $L^2$-torsion anomaly is the same for all representations that are “admissible” in the sense that they satisfy the conditions listed in the theorem below.

**Theorem 2.5.** [25] Theorem 1.2] Let $(M, g)$ be a simply-connected Riemannian manifold and let $\Gamma \subset \text{Isom}^+(M, g)$ be a uniform lattice. For $i = 1, 2$, let $\rho_i : \Gamma \to \text{GL}(V)$ be some finite-dimensional, complex representation and let $E^{\rho_i} := M \times V \downarrow M$ be the associated flat, $\Gamma$-equivariant bundle over $M$. Let $\Omega^\ast_2(M, E^{\rho_i}, g, h_i)$ be the Hilbert $\mathcal{N}(\Gamma)$-cochain complex (with absolute boundary conditions), constructed with respect to some choice of $\Gamma$-equivariant Hermitian form $h_i$. Suppose that $h_i$ is unimodular as in [25] Definition 4.2. If both complexes $\Omega^\ast_2(M, E^{\rho_i}, g, h_i)$ and $\Omega^\ast_2(\partial M, E^{\rho_i}_{\partial M}, g, h_i)$ are of determinant class and $\Omega^\ast_2(M, E^{\rho_i}, g, h_i)$ is $L^2$-acyclic, then

$$\dim(\rho_2) \cdot \log \left( \frac{T^\Lambda_n(\Gamma \setminus M, \rho_1, g, h_1)}{T^{\text{top}}_n(\Gamma \setminus M, \rho_1)} \right) = \dim(\rho_1) \cdot \log \left( \frac{T^\Lambda_n(\Gamma \setminus M, \rho_2, g, h_2)}{T^{\text{top}}_n(\Gamma \setminus M, \rho_2)} \right). \quad (2.12)$$

Finally, although there are a lot of manifolds $(M, g)$ that possess no acyclic representations $\rho$ (for example if $\chi(M) \neq 0$), we should remark that the other critical assumption in the above theorem, the determinant class condition, is conjectured to always be satisfied for all finite-dimensional acyclic representations $\rho$.

3 The flat, canonical $\rho$-bundle over $\mathbb{H}^n$

For $n \in \mathbb{N}$ odd, we set $G := \text{SO}_0(n, 1)$ and let $K := \text{SO}(n) \subseteq G$. Then $K$ is a maximal compact subgroup of $G$ and we can identify the quotient $G/K$ with the $n$-dimensional hyperbolic space $\mathbb{H}^n$. Conversely, we can identify $G$ with $\text{Isom}_0(\mathbb{H}^n)$, the identity component of the hyperbolic isometry group.

Let $\Gamma \subseteq G$ be a non-uniform lattice. Here, as everywhere else in this paper, lattices are always assumed to be torsion-free (this way, the induced quotient map $\mathbb{H}^n \to \Gamma \setminus \mathbb{H}^n$ is an honest covering projection). Throughout, $g$ will denote the hyperbolic metric on $\mathbb{H}^n$. It is well-known [2] Chapter 4 that, associated with $\Gamma$, we then find a totally ordered set

$$\{ M_R \subseteq \mathbb{H}^n : R \in [0, \infty) \} \quad (3.1)$$

of complete $\Gamma$-invariant submanifolds of $\mathbb{H}^n$ (with $M_R \subset M_{R'}$ if $R < R'$), such that, additionally,

1. $\mathbb{H}^n = \bigcup_{R > 0} M_R$,
2. $\Gamma$ acts cocompactly on each $M_R$, 
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3. the complete submanifold

\[ C_R := \text{clos}(\mathbb{H}^n \setminus M_R) \]  

is also \( \Gamma \)-invariant. Moreover, there exists an integer \( k \in \mathbb{N} \) and, for each \( 1 \leq j \leq k \), complete, connected submanifolds \( C^j_0 \) of \( C_0 \) with \( C^j_R := C_R \cap C^j_0 \) complete, connected submanifolds of \( C_R \) for each \( R \geq 0 \), such that the following holds:

(a) \( C^j_0 \cong [0, \infty) \times \mathbb{R}^{n-1} \) under a diffeomorphism that identifies \( C^j_R \) with \([R, \infty) \times \mathbb{R}^{n-1}\). Furthermore, under the aforementioned identification, the hyperbolic metric restricted to \( C^j_0 \) is of the form

\[ dt^2 + e^{-2t} dx^2, \]  

where \( dt^2 \) is the Euclidean metric on \([0, \infty)\) and \( dx^2 \) the Euclidean metric on \( \mathbb{R}^{n-1} \).

(b) For each \( R \geq 0 \), we have an equality of stabilizer subgroups \( \Gamma^j_0 := \Gamma^j_{C^j_0} = \Gamma^j_{C^j_R} < \Gamma \). The action of \( \Gamma^j_0 \) on \( C^j_0 \cong [0, \infty) \times \mathbb{R}^{n-1} \) is the product of the trivial action on the first factor \([0, \infty)\) and a cocompact, free, properly discontinuous action by Euclidean isometries on the second factor \( \mathbb{R}^{n-1} \) of \( C^j_0 \). In particular, \( \Gamma^j_0 \) is isomorphic to \( \mathbb{Z}^{n-1} \).

(c) For each \( R \geq 0 \), we have an isometric diffeomorphism of principal \( \Gamma \)-bundles

\[ C_R \cong \bigoplus_{j=1}^k \Gamma \times_{\Gamma^j_0} C^j_R. \]  

**Remark 3.1.** In fact, the above decomposition of \( \mathbb{H}^n \) into \( \Gamma \)-invariant parts still holds true if \( \Gamma \) is uniform (i.e. \( \Gamma \) acts cocompactly on \( \mathbb{H}^n \)) for trivial reasons. Namely, in this instance, we can simply define \( M_R := \mathbb{H}^n \) for all \( R \geq 0 \).

**Example 3.2.** Below left, we have sketched the decomposition of \( \mathbb{H}^2 \) as defined above, along with a fundamental domain for the lattice

\[ \Gamma := \left\langle \begin{pmatrix} 1 & 0 \\ 2 & 1 \end{pmatrix}, \begin{pmatrix} 1 & 2 \\ 0 & 1 \end{pmatrix} \right\rangle < \text{Isom}^+(\mathbb{H}^2), \]

where the action on \( \mathbb{H}^2 \) is given by Möbius transformations. In this instance, we have \( k = 3 \). The colors indicate which horoballs are identified in the quotient space \( \Gamma \setminus \mathbb{H}^2 \), sketched below right, which is homeomorphic to a three-holed sphere.
For each $R \geq 0$ and each $1 \leq j \leq k$, we further define the complete submanifolds

$T_R := C_R \cap M_{R+1}$,  

$T_j^R := C_j^R \cap T_R$.  

From the above, it follows that each $T_R$ is $\Gamma$-invariant, and that the stabilizer of $T_j^R$ inside $\Gamma$ equals $\Gamma_j^0$. Moreover, we can identify $T_j^R$ with $[R, R+1] \times \mathbb{R}^{n-1}$ and the hyperbolic metric correspondingly with $dt^2 + e^{-2t}dx^2$. Finally, it follows that also $T_R$ is a principal $\Gamma$-bundle, isometrically diffeomorphic to $\coprod_{j=1}^k \Gamma \times \Gamma_j^0 T_j^R$.

Consider an irreducible representation $\rho : G \to \text{GL}(V)$ of $G$ on some complex, finite-dimensional vector space $V$. Observe that $\rho$ gives rise to a diagonal action of $G$ on the product $\mathbb{H}^n \times V$. Evidently, this determines an action on the flat vector bundle $\mathbb{H}^n \times V \downarrow \mathbb{H}^n$ by flat bundle isomorphisms, so that the projection map becomes $G$-equivariant (with respect to the $G$-actions on the base space and the total space). By [16, Lemma 3.1], there exists a distinguished Hermitian metric $h_\rho \in C^\infty(\mathbb{H}^n, \text{GL}(V,V^*))$, which satisfies

$\langle v, w \rangle_{h_\rho(p)} = \langle \rho(\gamma) \cdot v, \rho(\gamma) \cdot w \rangle_{h_\rho(\gamma \cdot p)}.$  

The resulting Hermitian bundle $(\mathbb{H}^n \times V, h_\rho) \downarrow \mathbb{H}^n$ is called the flat, canonical $\rho$-bundle over $\mathbb{H}^n$ and is briefly denoted by $E^\rho \downarrow \mathbb{H}^n$. Observe that, with our choice of metric $h_\rho$ on $E^\rho$, the action of $G$...
on $E^o$, which is transitive on the basepoints, is by flat bundle isometries, so that the metric bundle $E^o \downarrow \mathbb{H}^n$ is $G$-equivariant and homogeneous (cf. Definition 3.3).

For $X \subseteq \mathbb{H}^n$ a complete, codimension 0 hyperbolic submanifold, we let $E^o_X \downarrow X$ be the Hermitian restriction bundle of $E^o$ over $X$, obtained by pulling back the Hermitian bundle $E^o$ through the inclusion $X \hookrightarrow \mathbb{H}^n$.

We set $G_X := \{ \gamma \in G : \gamma.X = X \} < G$ to be the subgroup of $G$ leaving $X$ invariant and show the following:

**Lemma 3.3.** Let $X, Y \subseteq \mathbb{H}^n$ be two connected, codimension 0 Riemannian submanifolds of $\mathbb{H}^n$ and let $f : X \rightarrow Y$ be an orientation-preserving isometry. Then there exists a global isometry $\gamma \in G$, such that

$$f = \gamma|_X.$$  

In particular, $f$ extends to a flat bundle isometry $F : E^o_X \rightarrow E^o_Y$, where $F$ is given via

$$F(x, v) = (\gamma_f.x, \rho(\gamma_f) \cdot v).$$

Therefore, if $X$ is connected, the Hermitian bundle $E^o_X \downarrow X$ is $G_X$-equivariant. Moreover, if $X$ is locally homogeneous, so is $E^o_X \downarrow X$.

**Proof.** Let $\tilde{X}$ be the manifold interior of $X$. Since $X$ has codimension 0, it suffices to show that $f|_{\tilde{X}} = \gamma|_{\tilde{X}}$ for some global isometry $\gamma \in G$. Thus, let $x \in \tilde{X}$ and let $f^*_x : T_x \mathbb{H}^n \rightarrow T_{f(x)} \mathbb{H}^n$ be the differential of $f$ at $x$. Since the hyperbolic exponential map $\exp_{y}^{\mathbb{H}^n} : T_y \mathbb{H}^n \rightarrow \mathbb{H}^n$ is a diffeomorphism for any $y \in \mathbb{H}^n$ (which follows, for example, from the Cartan-Hadarmard Theorem), we can define a global isometry $\gamma^{(x)} : \mathbb{H}^n \rightarrow \mathbb{H}^n$ as

$$\gamma^{(x)} := \exp_{f(x)}^{\mathbb{H}^n} \circ f^*_x \circ (\exp_{x}^{\mathbb{H}^n})^{-1}.$$  

To see that $\gamma^{(x)}$ is indeed an isometry, observe first that by definition, $\gamma^{(x)}$ sends all geodesics passing through $x$ isometrically onto geodesics passing through $f(x)$, also preserving the angle between any two of them. Moreover, the hyperbolic law of cosines (see e.g. [21]) readily implies that any hyperbolic triangle $T \subset \mathbb{H}^n$ is uniquely determined up to isometry by the length of two of its sides and the interior angle between them. Now let $a, b \in \mathbb{H}^n$ be arbitrary points. Without loss of generality, we may assume that $a$ and $b$ don’t already lie on a common geodesic passing through $x$. Then there exists a hyperbolic triangle $\Delta(a, b, x)$ with vertices $a, b, x$. By what we’ve said before, it follows that $\Delta(a, b, x)$ is isometric to the triangle $\Delta(\gamma^{(x)}(a), \gamma^{(x)}(b), \gamma^{(x)}(x))$. In particular, we get $d_g(a, b) = d_g(\gamma^{(x)}(a), \gamma^{(x)}(b))$, finally showing that $\gamma^{(x)}$ is indeed an isometry.

Our goal now is to show that for any two points $x, y \in \tilde{X}$, $\gamma^{(x)} = \gamma^{(y)} \equiv f$ in an open subset of $\tilde{X}$ containing $x$ and $y$. Since global isometries on $\mathbb{H}^n$ agree everywhere if they agree on a non-empty open subset, we conclude that $\gamma^{(x)} = \gamma^{(y)} : \gamma$ for all $x, y \in X$, hence the result.

To do so, we show in a first step that $f \equiv \gamma^{(x)}$ locally around any $x \in \tilde{X}$. For this, observe that $$(\gamma^{(x)})^*_x = f^*_x$$ via Gauss’ Lemma. Since $X$ has codimension 0 inside $\mathbb{H}^n$, we can choose a small convex ball $B_r(x) \subseteq X$ around $x$ which is mapped isometrically via $f$ onto $B_r(f(x)) \subseteq Y$. For arbitrary $y \in B_r(x)$, we let $\alpha : [0, 1] \rightarrow X$ be the unique geodesic contained in $B_r(x)$ that runs from $x$ to $y$. Both $\gamma^{(x)} \circ \alpha$ and $f \circ \alpha$ are again geodesics, which must be equal by the Picard-Lindelöf theorem, since $\gamma^{(x)}(x) = f(x)$ and $(\gamma^{(x)})^*_x = f^*_x$. In particular

$$f(y) = (f \circ \alpha)(1) = (\gamma^{(x)} \circ \alpha)(1) = \gamma^{(x)}(y), \quad (3.8)$$

showing that $f|_{B_r(x)} = \gamma^{(x)}|_{B_r(x)}$. Now let $y \in X$ be any other point. Since $X$ is connected, we can choose a curve $c \subseteq \tilde{X}$ from $x$ to $y$, along with a sequence of points $x := x_0, x_1, \ldots, x_j := y$ on $c$ and open sets $U_i \ni x_i$ in $\tilde{X}$ such that
In Section 1.2, the Laplace operators \( \Delta_{i} \) on bundles over \( C_{i} \) equipped with the linear, isometric \( \Gamma \)-action induced from the Laplace operators of the respective bundles. Now recall that \( \Delta_{i} = \Delta_{i+1} = \cdots = \Delta_{j} = f \) on \( \bigcup_{i=0}^{j} U_{i} \), finishing the proof.

For any \( R \geq 0 \), we introduce the bundles

\[
E_{MR}^{\rho} \downarrow M_{R} \quad \text{(3.9)}
\]

\[
E_{C_{R}}^{\rho} \downarrow C_{R} \quad \text{(3.10)}
\]

\[
E_{T_{R}}^{\rho} \downarrow T_{R} \quad \text{(3.11)}
\]

Here, \( M_{R}, C_{R} \) and \( T_{R} \) are the complete submanifolds of \( \mathbb{H}^{n} \) as defined in Equations (3.1, 3.2) and (3.5). As before, we let, for each \( 1 \leq j \leq k \), \( C_{0}^{j} \cong [0, \infty) \times \mathbb{R}^{n-1} \) be a connected component of \( C_{0} \), so that for any \( R \geq 0 \), \( C_{j}^{1} := C_{j} \cap C_{R} \) and \( T_{j}^{1} := T_{R} \cap C_{j} \) are connected components of \( C_{R} \), respectively \( T_{R} \).

**Lemma 3.4.** For each \( 1 \leq j \leq k \), the collection of hyperbolic isometries

\[
f_{j}^{0} : C_{j}^{1} \cong [R, \infty) \times \mathbb{R}^{n-1} \to C_{0}^{j} \cong [0, \infty) \times \mathbb{R}^{n-1},
\]

\[(t, x) \mapsto (t - R, e^{-R} x)\]

extend to a flat bundle isometry

\[
F_{R} : E_{C_{R}}^{\rho}_{0} \downarrow C_{R} \to E_{C_{0}}^{\rho} \downarrow C_{0}, \quad \text{(3.12)}
\]

which induces by restriction a flat bundle isometry

\[
F_{R|E_{T_{R}}^{\rho}} : E_{T_{R}}^{\rho} \downarrow T_{R} \to E_{T_{0}}^{\rho} \downarrow T_{0}. \quad \text{(3.13)}
\]

**Proof.** By Lemma 3.3, there exists a unique hyperbolic isometry \( \gamma_{j} \in G \) extending \( f_{j}^{0} \) and a flat bundle isometry \( F_{j}^{0} : E_{C_{R}}^{\rho}_{0} \downarrow C_{j} \to E_{C_{0}}^{\rho}_{0} \downarrow C_{0} \) of the form \( F_{j}^{0}((t, x), v) = (\gamma_{j}(t, x), \rho(\gamma_{j}) \cdot v) \). Notice that we have obvious identifications \( \prod_{j=1}^{k} \Gamma \times \Gamma_{0} \times E_{C_{0}}^{\rho} \cong E_{C_{0}}^{\rho} \) and likewise \( \prod_{j=1}^{k} \Gamma \times \Gamma_{0} \times E_{C_{R}}^{\rho} \cong E_{C_{R}}^{\rho} \) (as bundles over \( C_{0} \), respectively \( C_{R} \)). Lastly, observe that the diffeomorphism

\[
F_{R} : \prod_{j=1}^{k} \Gamma \times E_{C_{R}}^{\rho} \to \prod_{j=1}^{k} \Gamma \times E_{C_{0}}^{\rho},
\]

\[
\bigoplus_{j} (\gamma_{j}(t, x), v) \mapsto \bigoplus_{j} (\gamma_{j}(\gamma_{j}^{-1}) \cdot \gamma_{R_{j}}(t, x), \rho(\gamma_{j}) \cdot v)
\]

descends to a flat bundle isometry \( F_{R} : \prod_{j=1}^{k} \Gamma \times E_{C_{R}}^{\rho} \cong \prod_{j=1}^{k} \Gamma \times E_{C_{0}}^{\rho} \). The result follows.

With respect to the hyperbolic metric \( h_{\rho} \) and the canonical bundle metric \( h_{\rho} \), we construct as in Section 1.2 the \( L^{2} \)-De Rham complex \( \Omega^{*}_{(2)}(\mathbb{H}^{n}, E^{\rho}) \), as well as the three \( L^{2} \)-De Rham complexes \( \Omega^{*}_{(2)}(M_{R}, E_{M_{R}}^{\rho}), \Omega^{*}_{(2)}(C_{R}, E_{C_{R}}^{\rho}) \) and \( \Omega^{*}_{(2)}(T_{R}, E_{T_{R}}^{\rho}) \) for each \( R > 0 \). Recall that all complexes come equipped with the linear, isometric \( \Gamma \)-action induced from the \( G \)-action on the respective bundles. Further, let

\[
\Delta_{*}[E_{M_{R}}^{\rho}] : \Omega^{*}_{(2)}(M_{R}, E_{M_{R}}^{\rho}) \to \Omega^{*}_{(2)}(M_{R}, E_{M_{R}}^{\rho}) \quad \text{(3.14)}
\]

\[
\Delta_{*}[E^{\rho}] : \Omega^{*}_{(2)}(\mathbb{H}^{n}, E^{\rho}) \to \Omega^{*}_{(2)}(\mathbb{H}^{n}, E^{\rho}) \quad \text{(3.15)}
\]

be the (graded) Laplace operators of the respective bundles. Now recall that \( E^{\rho} \downarrow \mathbb{H}^{n} \) is \( G \)-equivariant homogeneous. Since \( G = \text{Isom}_{0}(\mathbb{H}^{n}) \) always contains a uniform lattice, it follows from the discussions of Section 1.2 that \( \Delta_{*}[E^{\rho}] \) admits a self-adjoint minimal closure, and that \( \Omega^{*}_{(2)}(\mathbb{H}^{n}, E^{\rho}) \) is a Hilbert space.
\( N(\Gamma) \)-cochain complex which is Fredholm. Similarly, since \( E_R^o \downarrow M_R \) is \( G_{M_R} \)-equivariant by Lemma 3.3 and \( \Gamma/M_R \) is compact, the same statements hold true for the operator \( \Delta_s\lceil [E^o_R] \rceil \) and the complex \( \Omega^o_{(2)}(M_R, E_R^o) \). From now on, we identify \( \Delta_s\lceil [E^o_R] \rceil \) and \( \Delta_s [E^o] \) with their respective minimal closure and consider the heat traces

\[
\text{tr}(e^{-t\Delta_s\lceil [E^o] \rceil}) = \int_{\mathcal{F}} \text{tr}(e^{-t\Delta_s\lceil [E^o] \rceil}(x, x)) \, dx, \quad (3.16)
\]

\[
\text{tr}(e^{-t\Delta_s\lceil [E^o_R] \rceil}) = \int_{\mathcal{F}_R} \text{tr}(e^{-t\Delta_s\lceil [E^o_R] \rceil}(x, x)) \, dx. \quad (3.17)
\]

These are convergent integrals for each \( t > 0 \), whose respective values do not depend on the explicit choice of \( \mathcal{F} \), respectively \( \mathcal{F}_R \).

Observe that, since \( E^o \downarrow \mathbb{H}^n \) is a homogeneous bundle, there is a smooth function \( H_\rho(t) : \mathbb{R}_{>0} \to \mathbb{R} \), satisfying

\[
\text{tr}(e^{-t\Delta_s\lceil [E^o] \rceil}(x, x)) \equiv H_\rho(t). \quad (3.18)
\]

Using the Plancherel Formula, \( H_\rho(t) \) can actually be explicitly computed, as done in [18, Section 9].

We are now well-prepared to state the first key result of this paper, which we will obtain from Proposition 3.6 and Corollary 3.12 in the last section.

**Theorem 3.5.** The cochain complexes \( \Omega^*(\mathbb{H}^n, E^o) \) and \( \Omega^*(M_R, E^o_R) \) for each \( R > 0 \) are \( L^2 \)-acyclic and have positive Novikov-Shubin invariants. In particular, the cochain complexes are of determinant class and we have

\[
\int_1^\infty t^{-1} \text{tr}(e^{-t\Delta_s\lceil [E^o] \rceil}) \, dt < \infty,
\]

as well as

\[
\int_1^\infty t^{-1} \text{tr}(e^{-t\Delta_s\lceil [E^o_R] \rceil}) \, dt < \infty
\]

for each \( R > 0 \). The same holds true for the complexes \( \Omega^*(\partial M_R, E^o_{\partial M_R}) \).

The acyclicity statement from Theorem 3.5 together with Theorem 1.6 now imply:

**Proposition 3.6.** The Hilbert \( N(\Gamma) \)-cochain complexes \( \Omega^o_{(2)}(\mathbb{H}^n, E^o) \) and \( \Omega^o_{(2)}(M_R, E^o_R) \) are \( \zeta \)-regular. That is, for each \( 0 \leq p \leq n \) and \( s \in \mathbb{C} \) with \( \Re(s) \gg 0 \), the integral expressions

\[
\zeta_p(s) := \Gamma(s)^{-1} \int_0^1 t^{s-1} \text{tr}(e^{-t\Delta_s\lceil [E^o] \rceil}) \, dt, \quad (3.19)
\]

\[
\zeta^R_p(s) := \Gamma(s)^{-1} \int_0^1 t^{s-1} \text{tr}(e^{-t\Delta_s\lceil [E^o_R] \rceil}) \, dt, \quad R \geq 0 \quad (3.20)
\]

determine holomorphic functions, each admitting meromorphic extensions on all of \( \mathbb{C} \) which are regular at 0.

**Remark 3.7.** The meromorphic extensions will also be denoted by \( \zeta_p(s) \) and \( \zeta^R_p(s) \), respectively.

As a consequence of Theorems 3.5 and 3.6 we can finally define the analytic \( L^2 \)-torsion

\[
T^o(\Gamma \setminus M_R, \rho) \text{ and } T^o(\Gamma \setminus \mathbb{H}^n, \rho) \text{ of the Hermitian bundles } E^o_{\partial M_R} \downarrow M_R \text{ and } E^o \downarrow \mathbb{H}^n \text{ as}
\]

\[
\log \left( T^o(\Gamma \setminus \mathbb{H}^n, \rho) \right) = \sum_{p=0}^n \frac{p}{2} (-1)^{p+1} \left( \frac{d}{ds} \zeta_p(s) \right)_{s=0} + \int_1^\infty t^{-1} \text{tr}(e^{-t\Delta_s\lceil [E^o] \rceil}) \, dt, \quad (3.21)
\]

\[
\log \left( T^o(\Gamma \setminus M_R, \rho) \right) = \sum_{p=0}^n \frac{p}{2} (-1)^{p+1} \left( \frac{d}{ds} \zeta^R_p(s) \right)_{s=0} + \int_1^\infty t^{-1} \text{tr}(e^{-t\Delta_s\lceil [E^o_R] \rceil}) \, dt. \quad (3.22)
\]

Observe that from (3.18) it actually follows that there exists a number \( \tau(\rho) \in \mathbb{R} \) depending only on the representation \( \rho \), such that for any lattice \( \Gamma < \text{Isom}^+(M, g) \), one has

\[
\log \left( T^o(\Gamma \setminus \mathbb{H}^n, \rho) \right) = \text{Vol}(\Gamma) \cdot \tau(\rho).
\]

For a detailed description of the element \( \tau(\rho) \), we refer again to [18, Section 9]. The two main results of this paper, Theorems 3.5 and 1.6 can be summarized in one single statement:
Theorem 3.8. For each $0 \leq p \leq n$, one has
\[
\lim_{R \to \infty} \frac{d}{ds} \zeta^R_p(s)|_{s=0} = \frac{d}{ds} \zeta_p(s)|_{s=0}.
\] (3.23)
\[
\lim_{R \to \infty} \int_1^\infty t^{-1} \text{tr}_\Gamma(e^{-t \Delta_p[E^R_\rho]}) dt = \int_1^\infty t^{-1} \text{tr}_\Gamma(e^{-t \Delta_p[E^R_\rho]}) dt.
\] (3.24)
In particular
\[
\lim_{R \to \infty} T^{An}_{(2)}(\Gamma \setminus M_R, \rho) = T^{An}_{(2)}(\Gamma \setminus \mathbb{H}^n, \rho).
\] (3.25)

We will follow the strategy developed in [15] for the case of the trivial bundle (i.e. the bundle $E^\rho \downarrow \mathbb{H}^n$ associated with the trivial representation $\rho : G \to \mathbb{C}$) and show that it extends to the general case that we are concerned with here. The key results will be extracted from a thorough inspection of the asymptotics of $\text{tr}_\Gamma(e^{-t \Delta_p[E^R_\rho]})$ and $\text{tr}_\Gamma(e^{-t \Delta_p[E^R_{\rho, R}]})$ for small time $t \to 0$, respectively for large time $t \to \infty$.

The respective methods involved in the inspection will actually be quite distinct, since the small time asymptotics depend only on the local geometry of $\mathbb{H}^n$, while for the large time asymptotics, the large scale geometry of the quotients $\Gamma \setminus M_R$, $\Gamma \setminus \mathbb{H}^n$ comes into play.

The limit formula from Theorem 3.8 serves as the crucial ingredient in the proof of the final result of this paper: The $L^2$-Cheeger-Müller type theorem, showing the equality between the previously defined analytic $L^2$-torsion $T^{An}_{(2)}(\Gamma \setminus \mathbb{H}^n, \rho)$ and the topological $L^2$-torsion $T^{Top}_{(2)}(\Gamma \setminus \mathbb{H}^n, \rho)$, introduced in Section 1.4. Of course, we still need to show that the latter quantity is well-defined. For that purpose, we observe that for each $R > 0$, any CW-structure on the compact manifold $\Gamma \setminus M_R$ serves as a finite CW-model for $\Gamma \setminus \mathbb{H}^n$. Furthermore, we regard $\rho$ as a representation of the common deck group $\Gamma$ of both $\mathbb{H}^n \to \Gamma \setminus \mathbb{H}^n$ and $M_R \to \Gamma \setminus M_R$. With this in mind, it is well-known that for $n$ odd-dimensional, the pair $(\Gamma \setminus \mathbb{H}^n, \rho)$ satisfies assertions $(T_1)$ and $(T_3)$ from Section 1.4 (See [17] Lemma 4.3 for $(T_1)$ and [17] Lemma 0.12 for a verification of $(T_3)$). To see that assertions $(T_2)$ and $(T_4)$ are also satisfied, we compute for each $0 \leq p \leq n$

\[
b^R_{k,(2)}(\Gamma \setminus \mathbb{H}^n, \rho) = (3.26)
\]

We conclude that $T^{Top}_{(2)}(\Gamma \setminus \mathbb{H}^n, \rho)$ is well-defined with
\[
T^{Top}_{(2)}(\Gamma \setminus \mathbb{H}^n, \rho) = T^{Top}_{(2)}(\Gamma \setminus M_R, \rho)
\] (3.26)
for any $R > 0$.

As stated above, our ultimate goal is to show the equality of the analytic and topological torsion on $\Gamma \setminus \mathbb{H}^n$, namely

Theorem 3.9 (Hyperbolic Cheeger-Müller Theorem). One has
\[
T^{Top}_{(2)}(\Gamma \setminus \mathbb{H}^n, \rho) = T^{An}_{(2)}(\Gamma \setminus \mathbb{H}^n, \rho).
\] (3.27)

This theorem is a strict generalization of the main result in [15], where they were able to prove it for the case of the trivial representation $\rho \equiv 1$.

We now explain how to derive Theorem 3.9 from Theorem 3.8. To do so, we need two additional results, the first of which is a Cheeger-Müller type Theorem on the submanifold $M_R$. Namely, we may apply Theorem 3.8 to the bundle $E^\rho_{M_R} \downarrow M_R$ because

- the relevant determinant class conditions are satisfied by Theorem 3.5,
- the canonical bundle metric $h_\rho$ is unimodular (see [21] Lemma 5.5.1),

which yields
Theorem 3.11. One has
\[ \log \left( \frac{T_{\partial M}^{\infty}(\Gamma\backslash M_R, \rho)}{T_{\partial M}^{\text{top}}(\Gamma\backslash M_R, \rho)} \right) = \dim C(\rho) \cdot \log \left( \frac{T_{\partial M}^{\infty}(\Gamma\backslash M_R, \mathbb{I})}{T_{\partial M}^{\text{top}}(\Gamma\backslash M_R, \mathbb{I})} \right). \] (3.28)

By a careful analysis of contribution to the anomaly log \( \frac{T_{\partial M}^{\infty}(\Gamma\backslash M_R, \mathbb{I})}{T_{\partial M}^{\text{top}}(\Gamma\backslash M_R, \mathbb{I})} \) coming from the boundary \( \partial M_R \), together with the fact that \( \lim_{R \to \infty} \text{Vol}_{\text{hyp}}(\Gamma\backslash \partial M_R) = 0 \), Lück and Schick were able to prove an asymptotic vanishing of the anomaly, see \[13] Section 1 for more details:

Theorem 3.11. One has
\[ \lim_{R \to \infty} \log \left( \frac{T_{\partial M}^{\infty}(\Gamma\backslash M_R, \mathbb{I})}{T_{\partial M}^{\text{top}}(\Gamma\backslash M_R, \mathbb{I})} \right) = 0. \] (3.29)

Proof of Theorem 3.9 For all \( R > 0 \), it holds that
\[ \log(T_{\partial M}^{\text{top}}(\Gamma\backslash M_R, \rho)) = \log(T_{\partial M}^{\text{top}}(\Gamma\backslash M_R, \rho)) \]
\[ = \log(T_{\partial M}^{\infty}(\Gamma\backslash M_R, \rho)) + \log \left( \frac{T_{\partial M}^{\text{top}}(\Gamma\backslash M_R, \rho)}{T_{\partial M}^{\infty}(\Gamma\backslash M_R, \rho)} \right) \]
\[ \overset{\text{Theorem 3.10}}{=} \log(T_{\partial M}^{\infty}(\Gamma\backslash M_R, \rho)) + \dim(\rho) \cdot \log \left( \frac{T_{\partial M}^{\text{top}}(\Gamma\backslash M_R, \mathbb{I})}{T_{\partial M}^{\infty}(\Gamma\backslash M_R, \mathbb{I})} \right). \]

Passing to the limit \( R \to \infty \), the result then follows from Theorem 3.8 and Theorem 3.11. \( \square \)

4 Small-time convergence

Throughout the whole section, we assume that the \( L^2 \)-acyclicity statement from Theorem 3.5 has already been proven. This will cause us no trouble, since Theorem 3.5 will be proven in the last section completely independently from the results shown here.

Recall the following notions from the previous section: Let \( \mathbb{H}^n \) be hyperbolic n-space, \( G = \text{Isom}_0(\mathbb{H}^n) \) the identity component of isometries on \( \mathbb{H}^n \) and
\[ \Gamma \subset G \] (4.1)
a torsion-free, non-uniform lattice. Let \( \rho : G \to GL(V) \) be a complex, finite-dimensional irreducible representation of \( G \) and let \( E^\rho \downarrow \mathbb{H}^n \) be the associated flat bundle over \( \mathbb{H}^n \), equipped with the canonical \( G \)-equivariant metric \( h^\rho \). Further, let \( C_R, T_R \) and \( M_R \) be the submanifolds defined at the beginning of the previous section for each \( R > 0 \). Recall the associated, \( \Gamma \)-invariant bundles
\[ E_{M_R}^\rho \downarrow M_R, \]
\[ E_{C_R}^\rho \downarrow C_R, \]
\[ E_{T_R}^\rho \downarrow T_R, \]
obtained by restriction of \( E^\rho \) to the respective base space. A central fact that many important conclusions drawn from this section are based upon lies in the next result.

Lemma 4.1. For any \( R > 0 \), the bundle \( E_{M_R}^\rho \downarrow M_R \) is locally homogeneous. In fact,

1. \( E_{M_R}^\rho \downarrow M_R \) has the same local isometry type as \( E^\rho \downarrow \mathbb{H}^n \).
2. For any \( R > 1 \), there exists a neighborhood \( U_R \) of \( \partial M_R \), such that the collection of restricted bundles \( (E_{U_R}^\rho \downarrow U_R)_{R>1} \) all of the same local isometry type.

Proof. Because of Lemma 3.3 it suffices to prove the analogous statements about the local isometry type and local homogeneity for the underlying base spaces of the bundles. With this in mind, assertion 1 follows because \( \mathbb{H}^n \) is a homogeneous space, which is why all open submanifolds, in particular also
$M_R$, have the same local isometry type as $\mathbb{H}^n$. To verify assertion 2, we choose $U_R \cong T_{R-1}$. All components $T_{R-1}^1 \equiv [R - 1, R] \times \mathbb{R}^n$ of $T_R$ are pairwise isometric. Moreover, given any two points $(R, x), (R, y) \in \mathbb{R}^n$ such that $T_{R-1}^1 \cap \partial M_R$ within a given component of $\partial M_R$, we can choose an Euclidean isometry $f \in \text{Isom}^+(\mathbb{R}^n)$ sending $x$ to $y$. Evidently, this induces an isometry $1_{[R-1, R]} \times f$ on $T_{R-1}$ with which we “move vertically”, fixing each component of $T_{R-1}$ and sending $(R, x)$ to $(R, y)$. Also, observe that the isometries from Lemma 3.4 show that we can transport all $T_{R-1}$ for $R > 1$ isometrically into one another by “moving horizontally”. All in all, this shows that collection of all in all, this shows that collection of $T_{R-1}$, $R > 1$ all have the same local isometry type, verifying assertion 2 and thus finishing the proof.

Consider the $\Gamma$-regularized traces

$$
\text{tr}_\Gamma(e^{-t\Delta_p[E^p]}) = \int_{\mathcal{F}} \text{tr}(e^{-t\Delta_p[E^p]}(x,x))dx,
$$

(4.2)

$$
\text{tr}_\Gamma(e^{-t\Delta_p[E^p]}) = \int_{\mathcal{F}_R} \text{tr}(e^{-t\Delta_p[E^p]}(x,x))dx,
$$

(4.3)

where as before, $dx$ denotes the volume form on $\mathbb{H}^n$ induced by the hyperbolic metric $g$. Here, we can have chosen the $\Gamma$-fundamental domains $\mathcal{F}$, respectively $\mathcal{F}_R$ for the $\Gamma$-action on $\mathbb{H}^n$, respectively $M_R$, so that for each $R > 0$

1. $M_R \cap \mathcal{F} = \mathcal{F}_R$, so that $\mathcal{F} = \bigcup_{R \geq 0} \mathcal{F}_R$.

2. $\partial M_R \cap \mathcal{F} = \partial \mathcal{F}_R$ is a fundamental domain for the $\Gamma$-action on $\partial M_R$.

3. There exists a finite family $(\mathcal{G}_j)_{j=1}^k$ with each $\mathcal{G}_j \subseteq \mathbb{R}^{n-1}$ a compact euclidean submanifold, such that for $0 \leq R < S < \infty$, we have

(a) $\mathcal{F}_S \setminus \mathcal{F}_R = [R, S] \times \bigcup_{j=1}^k \mathcal{G}_j$,

(b) $\partial \mathcal{F}_R = \{R\} \times \bigcup_{j=1}^k \mathcal{G}_j$.

Now recall again that the Hermitian bundles $E^p \downarrow \mathbb{H}^n$ and $E^p_{M_R} \downarrow M_R$ satisfy assumptions $(A_1)$, respectively $(A_2)$ from Section 1.2 Lemma 4.1 together with the homogeneity formula from Corollary 1.4 and the asymptotic expansions outlined in Theorem 1.4 readily imply:

**Proposition 4.2.** For fixed $p \in \mathbb{N}$ and each $i = 0, \ldots, n$, there exist constants $a_i, b_i \in \mathbb{C}$, such that for $t \to 0$, we have

$$
\text{tr}(e^{-t\Delta_p[E^p]}) = \text{Vol}(\mathcal{F}) \sum_{i=0}^n t^{-(n-i)/2} a_i + O(t^{1/2}),
$$

(4.4)

and, for each $R > 0$, we have for $t \to 0$

$$
\text{tr}(e^{-t\Delta_p[E^p]}) = \sum_{i=0}^n t^{-(n-i)/2} (\text{Vol}(\mathcal{F}_R)a_i + \text{Vol}(\partial \mathcal{F}_R)b_i) + O(t^{1/2}).
$$

(4.5)

In order to streamline the notation, we will set

$$
\alpha_i := \text{Vol}(\mathcal{F})a_i, \quad \alpha_i^R := \text{Vol}(\mathcal{F}_R)a_i, \quad \beta_i^R := \text{Vol}(\partial \mathcal{F}_R)b_i.
$$

(4.6)

whenever $p = 0, \ldots, n$ is clear from the context. Combining Proposition 4.2 with Corollary 1.8 we now get

**Corollary 4.3.** It holds that

$$
\frac{d}{ds} \alpha_p(s)\big|_{s=0} = \int_0^1 \left( \text{tr}(e^{-t\Delta_p[E^p]}) - \sum_{i=0}^n t^{-(n-i)/2} (\alpha_i^R + \beta_i^R) \right) \frac{dt}{t} + \sum_{i=0}^n c(i, n) \alpha_i,
$$

(4.7)

$$
\frac{d}{ds} \gamma_p(s)\big|_{s=0} = \int_0^1 \left( \text{tr}(e^{-t\Delta_p[E^p]}) - \sum_{i=0}^n t^{-(n-i)/2} \alpha_i \right) \frac{dt}{t} + \sum_{i=0}^n c(i, n) \alpha_i,
$$

(4.8)
where
\[ c(i, n) := \begin{cases} \frac{n-i}{2} & i \neq n, \\ \frac{1}{2} & i = n. \end{cases} \] (4.9)

Since \( \text{tr}(e^{-t\Delta_p(x,x)}) = H_p(t) \) is constant on \( \mathbb{H}^n \), we obtain from Equation (4.4) the following:

**Corollary 4.4.** There exists a constant \( C > 0 \), such that for all \( x \in \mathbb{H}^n \), we have for \( t \to 0 \)
\[ |\text{tr}(e^{-t\Delta_p(E^p)}(x,x)) - \sum_{i=0}^{n} t^{-(n-i)/2} a_i| \leq C t^{1/2}. \] (4.10)

As a last intermediate result, we need:

**Corollary 4.5.** For \( R \geq 1 \) and \( t \to 0 \), we have
\[ \int_{\mathcal{F}_R \setminus \mathcal{F}_{R-1}} \text{tr}(e^{-t\Delta_p(E^p)}(x,x)) \, dx = \sum_{i=0}^{n} t^{-(n-i)/2} (\text{Vol}(\mathcal{F}_R \setminus \mathcal{F}_{R-1}) a_i + \text{Vol}(\partial \mathcal{F}_R) b_i) \]
\[ \in \mathcal{O}(t^{1/2}). \] (4.11)

**Proof.** We can write
\[ \int_{\mathcal{F}_R \setminus \mathcal{F}_{R-1}} \text{tr}(e^{-t\Delta_p(E^p)}(x,x)) \, dx = \sum_{i=0}^{n} t^{-(n-i)/2} (\text{Vol}(\mathcal{F}_R \setminus \mathcal{F}_{R-1}) a_i + \text{Vol}(\partial \mathcal{F}_R) b_i) \]
\[ = \text{tr}(e^{-t\Delta_p(E^p)}(x,x)) - \sum_{i=0}^{n} t^{-(n-i)/2} (\text{Vol}(\mathcal{F}_R) a_i + \text{Vol}(\partial \mathcal{F}_R) b_i) \]
\[ - \int_{\mathcal{F}_{R-1}} \text{tr}(e^{-t\Delta_p(E^p)}(x,x)) - \sum_{i=0}^{n} t^{-(n-i)/2} a_i \, dx. \] (4.12)

Next, observe that \( d_{M_p}(x) \geq 1 \) for any \( x \in \mathcal{F}_{R-1} \). Therefore, applying Theorem 4.1 to \( M = \mathbb{H}^n, N = M_R \) and \( D = 1 \), we find constants \( C, \kappa > 0 \), such that for all \( x \in \mathcal{F}_{R-1} \), we have
\[ |\text{tr}(e^{-t\Delta_p(E^p)}(x,x)) - e^{-t\Delta_p(E^p)}(x,x)| < C e^{-2/(\kappa t)} \] (4.13)
\[ \text{since} \ e^{-2/(\kappa t)} \in \mathcal{O}(t^{1/2}), \text{we can apply Corollary 4.4} \] and obtain that (4.13) is also in \( \mathcal{O}(t^{1/2}) \). The result follows.

We are now equipped with all the tools needed to prove the main theorem of this section, the small-time convergence of the analytic \( L^2 \)-torsion:

**Theorem 4.6** (Small-time convergence). For each \( 0 \leq p \leq n \), we have
\[ \lim_{R \to \infty} \frac{d}{ds} \varphi_p^R(s)\big|_{s=0} = \frac{d}{ds} \varphi_p(s)\big|_{s=0}. \] (4.15)

**Proof.** First, observe that \( \lim_{R \to \infty} \text{Vol}(\mathcal{F}_R) = \text{Vol}(\mathcal{F}) \) and, since \( \partial \mathcal{F}_R \) is a flat subspace of \( \partial M_R \cong \mathbb{R}^{n-1} \) which is equipped with the flat metric \( e^{-2R} \, dx \), we also have \( \lim_{R \to \infty} \text{Vol}(\partial \mathcal{F}_R) = 0 \). We deduce that \( \lim_{R \to \infty} (\alpha_i - \beta_i^R) = \lim_{R \to \infty} \beta_i^R = 0 \) for each \( i = 0, \ldots, n \). Therefore, the statement of the theorem will follow once we show that for
\[ \Sigma[R] := \int_0^1 \text{tr}(e^{-t\Delta_p(E^p)}) - \text{tr}(e^{-t\Delta_p(E^p)_{M_R}}) - \sum_{i=0}^{n} t^{-(n-i)/2} (\alpha_i - \alpha_i^R - \beta_i^R) \, dt, \] (4.16)
we have
\[ \lim_{R \to \infty} \Sigma[R] = 0. \] (4.17)
Recall that $\text{tr}(e^{-t\Delta P[E^p]}) = \text{Vol}(\mathcal{F}) \text{tr}(e^{-t\Delta P[E^p]}(x,x))$ for any $x \in \mathcal{F}$. For fixed $R > 2$, we can therefore decompose $\Sigma[R] = \Sigma_1[R] + \Sigma_2[R] + \Sigma_3[R] - \Sigma_4[R]$, with

$$\Sigma_1[R] := \text{Vol}(\mathcal{F} \setminus \mathcal{F}_{R-1}) \int_0^1 e^{-t\Delta P[E^p]}(x,x) - \sum_{i=0}^n t^{-(n-1)/2} \alpha_idt.$$  \hfill (4.18)

$$\Sigma_2[R] := \int_0^1 \int_{\mathcal{F}_{R/2}} \text{tr}((e^{-t\Delta P[E^p]} - e^{-t\Delta P[E_{M,R}^p]})(x,x))dx \frac{dt}{dt}.$$  \hfill (4.19)

$$\Sigma_3[R] := \int_0^1 \int_{\mathcal{F}_{R-1} \cap \mathcal{F}_{R/2}} \text{tr}((e^{-t\Delta P[E^p]} - e^{-t\Delta P[E_{M,R}^p]})(x,x))dx \frac{dt}{dt},$$  \hfill (4.20)

$$\Sigma_4[R] := \int_0^1 \int_{\mathcal{F}_R \setminus \mathcal{F}_{R-1}} \text{tr}((e^{-\Delta P[E_{M,R}^p]})(x,x))dx - \sum_{i=0}^n t^{-(n-1)/2} (\text{Vol}(\mathcal{F}_R \setminus \mathcal{F}_{R-1}) \alpha_i + \text{Vol}(\partial \mathcal{F}_R) b_i) \frac{dt}{t}.$$  \hfill (4.22)

This splitting is allowed, since each one of these integrals converges, as shown in the course of the proof of the fact that $\lim_{R \to \infty} \Sigma_i[R] = 0$ for each $i = 1, \ldots, 4$. For this purpose, observe first that we may apply Corollary 4.4 to obtain a constant $C > 0$ independent of $R$, such that

$$|\Sigma_1[R]| \leq C \text{Vol}(\mathcal{F} \setminus \mathcal{F}_{R-1}) \int_0^1 t^{-1/2} dt = 2C \text{Vol}(\mathcal{F} \setminus \mathcal{F}_{R-1}) \xrightarrow{R \to \infty} 0.$$  \hfill (4.23)

Secondly, observe that for any $R > 0$, the bundle map

$$\text{tr} : \pi_1^* E^p \otimes \pi_2^* E \downarrow M_R \times M_R \rightarrow \mathbb{C} \times M_R \times M_R \downarrow M_R \times M_R$$  \hfill (4.24)

is uniformly bounded (with respect to the canonical constant Hermitian metric on $\mathbb{C} \times M_R \times M_R \downarrow M_R \times M_R$) by a constant independent of $R$. Now $d_{F_{R/2}}(x) \geq 1$ for any $x \in \mathcal{F}_{R-1}$ and $d_{F_R}(x) \geq R/2 > 1$ for any $x \in \mathcal{F}_{R/2}$. Thus, we can now apply Theorem 4.11(2) with $D = 1$ and obtain constants $C_1, C_2$, independent of $R$, such that

$$|\text{tr}(e^{-t\Delta P[E^p]} - e^{-t\Delta P[E_{M,R}^p]})(x,x))| < C_1 e^{-R^2/(2tC_2)} \quad \forall x \in \mathcal{F}_{R/2},$$  \hfill (4.25)

$$|\text{tr}(e^{-t\Delta P[E^p]} - e^{-t\Delta P[E_{M,R}^p]})(x,x))| < C_1 e^{-2/(tC_2)} \quad \forall x \in \mathcal{F}_{R-1}.$$  \hfill (4.26)

Heuristically, these estimates imply that the integrand in $\Sigma_2[R]$ decays exponentially fast in $R$, while the volume of the domain of integration $\mathcal{F}_{R/2}$ is, of course, uniformly bounded by the volume of $\mathcal{F}$. On the other hand, the integrand in $\Sigma_3[R]$ is uniformly bounded for all $R$, while the volume of the domain of integration, $\mathcal{F}_{R-1} \setminus \mathcal{F}_{R/2}$ decays exponentially fast. Put into action, we obtain

$$|\Sigma_2[R]| \leq C_1 \text{Vol}(\mathcal{F}_{R/2}) \int_0^1 e^{-R^2/(2tC_2)} \frac{dt}{t} \leq C_1 \text{Vol}(\mathcal{F}_{R/2}) \int_0^1 e^{-R^2/(2tC_2)} \frac{dt}{t^2}$$  \hfill (4.27)

$$\leq \text{Vol}(\mathcal{F}) \frac{2C_1 C_2}{R^2} e^{-R^2/(2tC_2)} \xrightarrow{R \to \infty} 0,$$

$$|\Sigma_3[R]| \leq C_1 \text{Vol}(\mathcal{F}_{R-1} \setminus \mathcal{F}_{R/2}) \int_0^1 e^{-2/(tC_2)} \frac{dt}{t} \leq \frac{C_1 C_2}{2} \text{Vol}(\mathcal{F}_{R-1} \setminus \mathcal{F}_{R/2}) e^{-2/C_2}$$  \hfill (4.28)

$$\leq \frac{C_1 C_2}{2} e^{-(2+R)/C_2} (R/2 - 1) \xrightarrow{R \to \infty} 0.$$

The proof of $\lim_{R \to \infty} |\Sigma_2[R]| = 0$ requires a little more work. For that purpose, first define the horoball $\mathbb{H}_R := (-\infty, R) \times \mathbb{R}^{n-1} \subset \mathbb{H}^n$, so that the restriction of the hyperbolic metric on $\mathbb{H}_R$ is of the warped product form $dr^2 + e^{-2r} dx^2$. Denote by $\Delta_p[\mathbb{H}_R^p]$ the Bochner-Laplace operator corresponding to the flat restriction bundle $E^p|_{\mathbb{H}_R^p}$ with corresponding heat kernel $e^{-t\Delta_p[\mathbb{H}_R^p]}(x,y)$. This allows us
to decompose $\Sigma_4[R]$ as the sum of the following convergent integrals

\[
\Sigma_4[R] = \int_0^1 \int_{F_R \setminus F_{R-1}} \text{tr}((e^{-t\Delta_p}|_{R_M^g} - e^{-t\Delta_p}|_{M_R \setminus M_R-2})(x,x))dx\,dt, \\
\Sigma_{4,1}[R] + \int_0^1 \int_{F_R \setminus F_{R-1}} \text{tr}((e^{-t\Delta_p}|_{M_R \setminus M_R-2} - e^{-t\Delta_p}|_{R_M^g})(x,x))dx\,dt, \\
\Sigma_{4,2}[R] + \int_0^1 \int_{F_R \setminus F_{R-1}} \text{tr}(e^{-t\Delta_p}|_{R_M^g})(x,x))dx - \sum_{i=0}^n t^{-(n-1)/2}(\text{Vol}(F_R \setminus F_{R-1})a_i + \text{Vol}(\partial F_R)b_i)dt. \\
\Sigma_{4,3}[R]
\]

(4.29)

(4.30)

(4.31)

The first two summands converge, as is shown in the course of the next paragraph, and therefore also the third. To deal with the first two summands, we can apply Theorem 1.11 in the following fashion: For $\Sigma_{4,1}[R]$, we put $M_R$ in the role of the ambient manifold and regard $M_R \setminus M_{R-2}$ as a submanifold.

In this setting, we have $d_{M_R \setminus M_{R-2}}(x) \geq 1$ for any $x \in F_R \setminus F_{R-1}$. Therefore, Theorem 1.11 provides us with constants $D_1, D_2 > 0$, such that

\[
|\text{tr}((e^{-t\Delta_p}|_{R_M^g} - e^{-t\Delta_p}|_{M_R \setminus M_R-2})(x,x))| < D_1 e^{\frac{27}{R^2}}. \\
\]

Moreover, as $M_R$ and $M_0$ have isometric neighborhoods (in $\mathbb{H}^n$), both $D_1$ and $D_2$ can be chosen independently of $R$. This implies that

\[
|\Sigma_{4,1}[R]| \leq \text{Vol}(F_R \setminus F_{R-1}) \frac{D_1 D_2}{2} e^{\frac{27}{R^2}} \xrightarrow{R \to \infty} 0. \\
\]

(4.32)

(4.33)

Replacing $M_R$ by $\mathbb{H}_R^n$ in the role of the ambient manifold, an analogous argument yields

\[
\lim_{R \to \infty} |\Sigma_{4,2}[R]| = 0. \\
\]

(4.34)

Next, observe that by our choice of $F_R$, we have

\[
\text{Vol}(F_R \setminus F_{R-1}) = e^{-2R^2 + 2} \text{Vol}(F_1 \setminus F_0), \\
\text{Vol}(\partial F_R) = e^{-2R^2 + 2} \text{Vol}(\partial F_1). \\
\]

(4.35)

(4.36)

Secondly, recall that $\mathbb{R}^{n-1}$ has transitive isometry group, and observe that any isometry $i : \mathbb{R}^{n-1} \to \mathbb{R}^{n-1}$ extends to an isometry $\mathbb{I}_{(-\infty, R]} \times i : \mathbb{H}_R^n \to \mathbb{H}_R^n$. Moreover, we have an isometry

\[
I_R : \mathbb{H}_R^n \to \mathbb{H}_1^n, \\
I_R(u, y) := (u + 1 - R, e^{R-1}y). \\
\]

(4.37)

Using Lemma 1.33 and Equation 1.41, we therefore obtain a smooth map $h : (0, \infty) \times (-\infty, 1] \to \mathbb{C}$, such that for $x = (u, v) \in (-\infty, \infty) \times \mathbb{R}^{n-1}$, we have

\[
\text{tr}(e^{-t\Delta[\mathbb{H}_1^n]}(x,x)) = h(t, u), \quad \text{if } x \in \mathbb{H}_1^n, \\
\text{tr}(e^{-t\Delta[\mathbb{H}_R^n]}(x,x)) = h(t, u + 1 - R), \quad \text{if } x \in \mathbb{H}_R^n. \\
\]

(4.38)

(4.39)

This implies that

\[
\int_{F_R \setminus F_{R-1}} \text{tr}(e^{-t\Delta[\mathbb{H}_R^n]}(x,x))dx = \int_G \int_{R-1}^R h(t, u - R + 1)e^{-2u}dudy \\
= \int_G \int_0^1 h(t, u)e^{-2(u+R-1)}dudy = e^{-2R^2 + 2} \int_G \int_0^1 h(t, u)e^{-2u}dudy \\
= e^{-2R^2 + 2} \int_{F_1 \setminus F_0} \text{tr}(e^{-t\Delta[\mathbb{H}_1^n]})(x,x)dx. \\
\]

(4.40)
Equations 4.38 and 4.40 now yield the equality
\[
\Sigma_{4,3}[R] = e^{-2R+2} \left( \int_0^1 \int_{\mathcal{F}_1 \setminus \mathcal{F}_0} \text{tr}(e^{-t\Delta_p^\gamma}(x, x)) \, dx \right) \nonumber
\]
\[
- \frac{1}{2} \left( \int_{\partial\mathcal{F}_1} \text{Vol}(\mathcal{F}_1 \setminus \mathcal{F}_0) \, dt \right) \frac{dt}{t} \rightarrow_{R \rightarrow \infty} 0. \quad (4.41)
\]
Therefore, \( \lim_{R \rightarrow \infty} \Sigma_4[R] = 0 \) follows from Equations 4.38, 4.39, and 4.41 and Corollary 4.8 finally finishing the proof of the theorem.

\section{Large-time convergence}

The main result of this section relies on a careful analysis of the spectral density functions associated with different de Rham-type complexes derived from a given flat bundle. We first establish general estimates in this vein before applying them to our special hyperbolic scenario.

\subsection{Sobolev complexes}

We assume the same setup as in Section 1.2. For the Riemannian manifold \((M, g)\) under inspection, we suppose first that \(\partial M = \emptyset\). Then we define for each \(s \in \mathbb{R}_{\geq 0}\) the \(s\)-th Sobolev space \(W^s(M, E)\) to be the minimal domain of the unbounded operator \((1 + \Delta)^{s/2}\) (constructed by means of the spectral theorem) defined over \(\Omega_{(2)}^s(M, E)\). It becomes a Hilbert space when equipped with the inner product
\[
([\omega, \sigma])_s := ((1 + \Delta)^{s/2}\omega, \sigma). \quad (5.1)
\]
Now suppose that \(\partial M \neq \emptyset\). Using that \(\partial \partial M = 0\), we define for each \(k \in \mathbb{N}_0\) the Sobolev spaces \(W^k_\delta(M, E)\) (with absolute boundary conditions) inductively as the completion of \(\Omega^k_{(2)}(M, E)\) with respect to the norms
\[
||\omega||^2_0 = ||\omega||^2, \\
||\omega||^2_{k+1} := ||\omega||^2_k + ||d\omega||^2_k + ||\delta\omega||^2_k + ||i^* \#\omega||^2_{k+1/2}.
\]
Since all operators involved in the construction of the Sobolev norms are \(\Gamma\)-equivariant, one can show in a straightforward fashion that each space \(W^s_\delta(M, E)\) is a Hilbert \(\mathcal{N}(\Gamma)\)-module, \(\Gamma\)-equivariantly isomorphic to \(W_s(\mathcal{F}, E|\mathcal{F}) \otimes L^2(\Gamma)\) with \(\mathcal{F} \subseteq M\) a \(\Gamma\)-fundamental domain, so that \(\partial\mathcal{F} \subseteq \partial M\) is a fundamental domain for the \(\Gamma\) action on \(\partial M\) (just as in the case \(s = 0\) seen previously).

Similarly as in the empty boundary case, we could also define \(W^s_\delta(M, E)\) as the minimal domains of appropriate unbounded operators (See \cite{24} Theorem 3.4.4)). This way, it becomes apparent that we have an inclusion of subspaces \(\ldots \subseteq W^2_\delta(M, E) \subseteq W^1_\delta(M, E) \subseteq W^0_\delta(M, E) = \Omega^0_{(2)}(M, E)\).

\textbf{Definition 5.1} (The de Rham and Sobolev complexes). Let \(E \downarrow M\) be as above and let \(0 \leq p \leq n\).

1. The \textbf{Sobolev chain complex at level} \(p\), denoted by \(D_p[E]\) is the cochain complex of Hilbert spaces, defined as
\[
\cdots \rightarrow 0 \rightarrow W^{p-1}_{2,\text{abs}}(M, E) \xrightarrow{d} W^p_{1,\text{abs}}(M, E) \xrightarrow{d} W^{p+1}_0(M, E) = \Omega^p_{(2)}(M, E) \rightarrow 0 \rightarrow \ldots. \quad (5.2)
\]

2. The \textbf{absolute Sobolev chain complex at level} \(p\), denoted by \(D_{p,\text{abs}}[E]\) is the cochain complex of Hilbert spaces, defined as
\[
\cdots \rightarrow 0 \rightarrow W^{p-1}_{2,\text{abs}}(M, E) \xrightarrow{d} W^p_{1,\text{abs}}(M, E) \xrightarrow{d} W^{p+1}_0(M, E) \rightarrow 0 \rightarrow \ldots, \quad (5.3)
\]
where
\[
W^{p-1}_{2,\text{abs}}(M, E) := \{\omega \in W^{p-1}_2(M, E) : i^*(\#\omega) = 0 = i^*(\#d\omega)\}, \quad (5.4)
\]
\[
W^p_{1,\text{abs}}(M, E) := \{\omega \in W^p_1(M, E) : i^*(\#\omega) = 0\}. \quad (5.5)
\]
and the inner product on each space is the one induced by $\mathcal{W}^p_{2}(M, E)$, respectively $\mathcal{W}^p(M, E)$.

3. The de Rham complex at level $p$, denoted by $L_p[E]$ is the cochain complex of Hilbert spaces, defined as

$$\cdots \rightarrow 0 \rightarrow \Omega^{p-1}_{(2)}(M, E) \xrightarrow{d} \Omega^p_{(2)}(M, E) \xrightarrow{d} \Omega^{p+1}_{(2)}(M, E) \rightarrow 0 \rightarrow \cdots$$  \hspace{1cm} (5.6)

All three complexes are Hilbert $\mathcal{N}(\Gamma)$-cochain complexes. We have an inclusion of cochain complexes $D_{p, abs}[E] \subseteq D_p[E] \subseteq L_p[E] \subseteq \Omega^p_{(2)}(M, E)$ for any $0 \leq p \leq n$, so that, with the previously defined norms, $D_{p, abs}[E] \subseteq D_p[E]$ is a closed subcomplex and the inclusion $D_p[E] \subseteq L_p[E]$ is bounded. Crucially, the differentials on $D_p[E]$ are bounded and everywhere defined as linear operators, ensuring that both $D_p[E]$ and $D_{p, abs}[E]$ are bounded Hilbert $\mathcal{N}(\Gamma)$-cochain complexes.

### 5.2 Comparison of the spectrum near 0

We will be interested in comparing the spectral density functions of the three complexes. First

**Proposition 5.2.** For $0 \leq p \leq m$, let $\Delta^+_p[E] : \Omega^p_{(2)}(M, E) \rightarrow \Omega^p_{(2)}(M, E)$ the orthogonal Laplacian. Suppose that $\Omega^p_{(2)}(M, E)$ has trivial $L^2$-cohomology. Then we have

$$F(\Delta^+_p[E], \sqrt{\lambda}) = F(\Delta^+_p[E], \sqrt{\lambda}) = F_p(L_p[E], \lambda) + F_{p-1}(L_{p-1}[E], \lambda)$$  \hspace{1cm} (5.7)

for all $\lambda \geq 0$.

**Proof.** Since there is no $L^2$-cohomology, we have both $\Delta_p[E] = \Delta^+_p[E]$, as well as $F_p(L_p[E], \lambda)$.

Using the identities $F(f \oplus g, \lambda) = F(f, \lambda) + F(g, \lambda)$ and $F(f, \lambda) = F(f, \lambda)$, we compute

$$F(\Delta^+_p[E], \sqrt{\lambda}) = F((d)^*d^p)^{\frac{1}{2}}(\lambda), \lambda)$$

$$= F(\Delta^+_p[E], \sqrt{\lambda}) + F_p((d^p)^{\frac{1}{2}}(\lambda), \lambda) = F_p(L_p[E], \lambda) + F_{p-1}(L_{p-1}[E], \lambda).$$

\[\square\]

Recall that the vector bundle $E \downarrow M$ under consideration is trivial, i.e., of the form $M \times V \cong M \times \mathbb{C}^m$ for some $m \in \mathbb{N}$. Triviality of $E \downarrow M$ allows us to identify smooth sections of $E$ with smooth maps from $M$ to $\mathbb{C}^m$, which leads to an identification of $C^\infty(M, \mathbb{C})$-modules

$$\Omega^p(M, E) \cong \Omega^p(M)^m,$$  \hspace{1cm} (5.8)

$$\Omega^p(\partial M, E) \cong \Omega^p(\partial M)^m.$$  \hspace{1cm} (5.9)

Assume that $\partial M \neq \emptyset$. For appropriate $w > 0$, let $\partial M \cong [0, w] \times \partial M$ be the geodesic collar around $\partial M$ of width $w$. Under this identification, we therefore find for any $\omega \in \Omega^p(\partial M, E)$ appropriate smooth 1-parameter families of forms $\omega_1(t) \subseteq \Omega^p(\partial M)^m$ and $\omega_2(t) \subseteq \Omega^{p-1}(\partial M)^m$, such that

$$\omega(t, x) = \omega_1(t)(x) + dt \wedge \omega_2(t)(x), \quad \forall (t, x) \in [0, w] \times \partial M \cong \partial M_w.$$  \hspace{1cm} (5.10)

Denote by $\Lambda^p[E]$ the $p$-th Laplacian on the flat Hermitian restriction bundle $E \downarrow \partial M$. Let $\phi : [0, w] \rightarrow \mathbb{R}^+$ be a smooth map identically 1 near 0 and identically 0 for all $t > w/2$. With this data in mind, define

$$K^p : \Omega^p(\partial M, E) \rightarrow \Omega^{p-1}(\partial M, E),$$

$$K^p \omega := \left\{ \begin{array}{ll}
\phi(u) \cdot \int_0^u e^{-t^1 + \Lambda^p[E]} \omega_2(t)(\cdot) dt & \text{on } \partial M_w, \\
0 & \text{elsewhere.}
\end{array} \right.$$  \hspace{1cm} (5.11)

(5.12)

An immediate, but important consequence is that $K^p \omega$ depends only on the restriction $\omega|_{\partial M_w}$ and that the support of $K^p \omega$ lies in $\partial M_w$. Just as in the case with for the trivial bundle, one can now proceed line by line as in [14] Lemma 5.5, Proposition 5.6] to show the following:
Proposition 5.3. Let \( p \in \mathbb{N} \) and assume that \( \Gamma \) is uniform. Then, for \( r = 0, 1, 2 \), the map \( K^p_r \) extends to a bounded operator.

\[
K^p_r : \mathcal{W}^p_r(M, E) \to \mathcal{W}^{p-1}_{r+1}(M, E).
\] (5.13)

The norm \( ||K^p_r|| \) depends only on \( r \) and flat isometry class of the restriction bundle \( E|_{\partial M_w} \downarrow \partial M_w \).

Setting \( K^p_{-1} := 0 \) for all \( p \in \mathbb{N} \), we furthermore obtain

1. For \( * = 0, 1, 2 \) and each \( p \in \mathbb{N} \), the map

\[
j^*_p = 1 - dK^{p+1-*}_r + K^{p+1-*}_{r-1} d : \mathcal{W}^{p+1-*}_r(M, E) \to \mathcal{W}^{p+1-*}_r(M, E)
\] (5.14)

has image in \( \mathcal{W}^{p+1-*}_r(M, E) \) and extends to a morphism of Hilbert \( N(\Gamma) \)-cochain complexes \( j_p : D_p[E] \to D_{p, \text{abs}}[E] \).

2. The reduced complexes

\[
\overline{\mathcal{T}}_p[E] := \ldots 0 \to \mathcal{W}^p_r(E)/\text{ran}(d) \to \mathcal{W}^p_0(E) \to 0 \ldots,
\]

\[
\overline{D}_{p, \text{abs}}[E] := \ldots 0 \to \mathcal{W}^p_{1, \text{abs}}(E)/\text{ran}(d) \to \mathcal{W}^p_0(E) \to 0 \ldots
\]

are chain homotopy equivalent. More precisely, the map \( j_p \) descends to a map \( \overline{j}_p : \overline{\mathcal{T}}_p[E] \to \overline{\mathcal{T}}_{p, \text{abs}}[E] \), that is the chain homotopy inverse to the induced inclusion \( \overline{\iota}_p : \overline{\mathcal{T}}_{p, \text{abs}}[E] \to \overline{\mathcal{T}}_p[E] \).

The respective null-homotopies are induced from \( \iota_* \circ K^*_r \) and \( K^*_r \circ \iota_* \).

We now obtain an important, intermediate result, relating the spectral density functions of the three different de Rham type complexes we have defined previously. In order to understand its proof, recall that we have an inclusion of \( \Gamma \)-invariant subspaces \( \cdots \subseteq \mathcal{W}^2_2(M, E) \subseteq \mathcal{W}^1_0(M, E) \subseteq \mathcal{W}^0_0(M, E) = \Omega^*(\partial) \). Given \( k \in \mathbb{N}_0 \), a subset \( A \subseteq \mathcal{W}^k_*(M, E) \) is said to be \( k \)-closed for \( j \leq k \) if it is closed in the \( \mathcal{W}^k \)-topology. Using the convention \( A^{k-1} = A^k \), we will denote by \( A^k \subseteq \mathcal{W}^k_*(M, E) \) the \( \mathcal{W}^k \)-orthogonal complement of \( A \) inside \( \mathcal{W}^k_*(M, E) \).

Proposition 5.4. We find constants \( C_1, C_2 > 0 \), depending only on the flat isometry class of the restriction bundle \( E|_{\partial M_w} \downarrow \partial M_w \), (with \( \partial M_w := \emptyset \) if \( \partial M = \emptyset \) ) such that all of the following hold:

1. If \( \partial M \neq \emptyset \) and \( \Gamma \) is uniform, we have

\[
F_p(D_{p, \text{abs}}[E], C_1^{-1} \lambda) \leq F_p(D_p[E], \lambda) \leq F_p(D_{p, \text{abs}}[E], C_1 \lambda)
\]

for all \( \lambda \leq C_2 \).

2. We have

\[
F_p(L_p[E], \lambda) \leq F_p(D_{p, \text{abs}}[E], \lambda) \leq F_p(L_p[E], \sqrt{2} \lambda)
\]

for all \( \lambda \leq \frac{1}{\sqrt{2}} \).

3. If either \( \partial M = \emptyset \) or if \( \partial M \neq \emptyset \) and \( \Gamma \) is uniform, we have

\[
F_p(L_p[E], C_1^{-1} \lambda) \leq F_p(D_p[E], \lambda) \leq F_p(L_p[E], C_1 \sqrt{2} \lambda).
\]

for all \( \lambda \leq \min\{C_2, \frac{1}{\sqrt{2}}\} \).

Proof. (1): Follows from Theorem 1.1 and Proposition 5.3

(2): Throughout the proof, we will use the equalities

\[
\ker(d^p|_{\mathcal{W}^{1, \text{abs}}_*(E)}) = \text{dom}(d^p) \cap \ker(d^p) = \mathcal{W}^{p-1}_{1, \text{abs}}(E) \cap \text{ran}(\delta^p),
\] (5.15)

as established in [15 Lemma 5.9], as well as the identity

\[
F(f, \lambda) = \sup\{\text{tr}_\Gamma(p_L) : L \subseteq \mathcal{H} \text{ closed, } \Gamma \text{-invariant subspace} : ||f|| \leq \lambda ||x|| \forall x \in L\},
\] (5.16)
as established in [13, Lemma 2.3]. We will first show that
\[ F_p(L_p[D], \lambda) \leq F_p(D_p, \lambda). \]
For this, we let \( L \) be the 0-topology, it follows that \( \lambda \) is the upper bound for the spectral density functions of the complex \( \Omega \) as established in [13, Lemma 2.3].

In order to show that \( F_p(L_p[D], \lambda) \leq F_p(D_p, \lambda) \), we let \( L \) be the 0-topology, and (2).

There exists constants \( c_1, c_2 > 0 \) independent of \( v \), such that for all \( v \) and \( \lambda \), we have
\[ ||v||^2 \leq ||v||^2 + 2||v||^2 \]
for any \( v \in L \). Therefore, \( L \) is also 0-closed inside \( D(d^p \cap \ker(d^p)) \). Moreover,
\[ ||v||^2 \leq \lambda^2 ||v||^2 + \frac{1}{2} ||v||^2 \]
from which the inequality \( F_p(D_p, \lambda) \leq F_p(D_p, \lambda) \), and therefore the desired claim, follows.

Adopting the notation from the previous section, the ultimate goal of this section is to find a uniform polynomial upper bound for the spectral density functions of the complex \( \Omega^*(M_R, E_R) \), independent of \( R \), which will then easily imply the desired large-time convergence.

**Proposition 5.5.** There exists constants \( c_1, c_2 > 0 \) independent of \( R \geq 1 \), such that for all \( p = 0, \ldots, m \) and all \( \lambda \), we have

\[ F_p(L_p[D^p], C_1^{-1} \lambda) \leq F_p(D_p[D^p], \lambda) \leq F_p(L_p[D^p], C_1 \sqrt{\lambda}), \]
\[ F_p(L_p[D^p_{M_R}], C_1^{-1} \lambda) \leq F_p(D_p[D^p_{M_R}], \lambda) \leq F_p(L_p[D^p_{M_R}], C_1 \sqrt{\lambda}), \]
\[ F_p(L_p[D^p_{T_R}], C_1^{-1} \lambda) \leq F_p(D_p[D^p_{T_R}], \lambda) \leq F_p(L_p[D^p_{T_R}], C_1 \sqrt{\lambda}). \]

**Proof.** Since \( \Gamma \) acts cocompactly on both \( M_R \) and \( T_R \), we get the above inequalities from Proposition 5.4 by choosing \( w = 1/3 \) (the width of the geodesic collar around the boundary), with constants \( C_1(R), C_2(R) \), depending a priori on \( R > 1 \), but only on the flat isometry classes of the restrictions \( E^p_{\partial(M_R)} 1/3 \cap \partial(M_R)^1 \) and \( E^p_{\partial(T_R)} 1/3 \cap \partial(T_R)^1 \). Let \( \partial(M_R), \partial(T_R) \) be a connected component of \( \partial(M_R) \) and \( \partial(T_R) \) be the intersection of \( \partial(T_R) \) with a connected component of \( T_R \).

Then, from the explicit end structure laid out in the beginning of Section 3, there are isometric diffeomorphisms
\[ \partial(M_R) \cong [R - 1/3, R] \times \mathbb{R}^{n-1}, \]
\[ \partial(T_R) \cong ([R, R + 1/3] \cup [R + 2/3, R + 1]) \times \mathbb{R}^{n-1}, \]
each sending the hyperbolic metric to the warped product metric \( dt^2 + e^{-2t} dx^2 \). Using the very same local isometries and following the same arguments as in Lemma 5.4, we obtain two bundle isometries
\[ E^p_{\partial(M_R)} \cong E^p_{\partial(M_1)} \]
\[ E^p_{\partial(T_R)} \cong E^p_{\partial(T_1)}. \]
Consequently, we get \( C_1(R) = C_1(1) = C_1 \) and \( C_2(R) = C_2(1) = C_2 \) for any \( R > 1 \) and the result follows. \( \square \)
Proposition 5.6. [Theorem 1.1, Proposition 1.2] The Hilbert $N(\Gamma)$-cochain complex $\Omega^*_{(2)}(\mathbb{H}^p, E^p)$ has trivial cohomology and positive Novikov-Shubin invariants.

We want to show that the same holds true for the Hilbert $N(\Gamma)$-cochain complex $\Omega^*_{(2)}(T_1, E^p_{T_1})$.

Proposition 5.7. For each $R > 0$, the Hilbert $N(\Gamma)$-cochain complex $\Omega^*_{(2)}(T_R, E^p_{T_R})$ has trivial cohomology and positive Novikov-Shubin invariants. The same holds true for the complex $\Omega^*_{(2)}(\partial T_R, E^p_{\partial T_R})$.

Proof. Since the proof method does not take into account the specific choice of $R$, we will prove it only for the case $R = 1$. For each $1 \leq j \leq k$, let $T_1^j$ be the complete submanifolds of $T_1$ with $\Gamma_0^j := \{ \gamma \in \Gamma : \gamma T_1^j = T_1^j \}$ the stabilizer of $T_1^j$, so that we have a decomposition

$$T_1 \cong \prod_{j=1}^k \Gamma \times \Gamma_0^j T_1^j,$$

as detailed in Section 2.3. In the same section, we have shown that $\Gamma_0^j \subset \text{Isom}^+(T_1^j)$ is a uniform lattice, isomorphic to $\mathbb{Z}^{d-1}$. Therefore, the result follows from the equality of analytic and topological $L^2$-Betti numbers and Novikov-Shubin invariants presented in Corollary 2.3, followed by the induction principle from Lemma 2.1 and finally Proposition 2.4. For $\partial T_1^j$, we replace $T_1^j$ by $\partial T_1^j = T_1^j \cap \partial T_1 \cong \mathbb{R}^{n-1}$ and proceed completely analogously as above (using that $\Gamma_0^j$ restricts to a cocompact lattice on $\partial T_1^j$).

Notice that the previous proof does not relate the different positive Novikov-Shubin invariants from the different complexes $\Omega^*_{(2)}(T_R, E^p_{T_R})$. A priori, these do depend on $R$. Showing that there exists a positive uniform lower bound requires a little more work:

Proposition 5.8. There exists constants $\epsilon, \alpha > 0$, such that for all $R \geq 1$ and all $0 \leq p \leq m$ the following hold true

1. For all $R \geq 1$ we have

$$F(\Delta_p[E^p_{T_R}], \lambda) \leq F(\Delta_p[E^p_{T_1}], \lambda). \quad (5.18)$$

2. For all $\lambda < \epsilon^{-1}$, we have

$$F_p(\Delta_p[E^p], \lambda) < \epsilon \cdot \lambda^\alpha,$$

$$F_p(\Delta_p[E^p_{T_1}], \lambda) < \epsilon \cdot \lambda^\alpha.$$

In particular, both $D_p[E^p]$ and $D_p[E^p_{T_1}]$ are Fredholm at $p$ and have vanishing $p$-th cohomology.

Proof. 1. There is a flat bundle isometry $F_R : E^p_{T_R} \downarrow T_R \rightarrow E^p_{T_1} \downarrow T_1$, as defined in Lemma 3.4.

Consequently, by Equation 3.31 we have for any $x \in T_R$ and any $\lambda \geq 0$, that

$$\text{tr}(\chi_{[0, \lambda^2]}(\Delta_p[E^p])(F_R(x), F_R(x))) = \text{tr}(\chi_{[0, \lambda^2]}(\Delta_p[E^p_{T_R}](x, x))). \quad (5.19)$$

We may choose fundamental domains $D_R \subseteq T_R$ and $D_1 \subseteq T_1$ for the respective $\Gamma$-actions, satisfying $F_R(D_R) \subseteq D_1$. Therefore, we have

$$F(\Delta_p[E^p_{T_R}], \lambda) = \text{tr}(\chi_{[0, \lambda^2]}(\Delta_p[E^p_{T_R}])) = \int_{T_R} \text{tr}(\chi_{[0, \lambda^2]}(\Delta_p[E^p_{T_R}](x, x)))dx$$

$$= \int_{F_R(T_R)} \text{tr}(\chi_{[0, \lambda^2]}(\Delta_p[E^p_{T_R}](F_R(x), F_R(x))))dx$$

$$\leq \int_{D_1} \text{tr}(\chi_{[0, \lambda^2]}(\Delta_p[E^p_{T_1}](F_R(x), F_R(x))))dx = F(\Delta_p[E^p_{T_1}], \lambda).$$

2. Define $\beta := \min\{\alpha(\Delta_p[X]) : 0 \leq p \leq m, X \in \{E^p, E^p_{T_R}\}\}$. Propositions 5.6 and 5.7 imply that we have $\beta > 0$, as well as both $\Delta_p[E^p] = \Delta^+_p[E^p]$ and $\Delta_p[E^p_{T_1}] = \Delta^+_p[E^p_{T_1}]$. For $E^p$, we can
apply Propositions 5.5 and 5.2 to find a constant $c \geq 1$, such that for all $0 \leq p \leq m$, and all $\lambda < c^{-1}$ we have

$$F_p(D_p[E^p\lambda], \lambda) \leq F_p(L_p[E^p\lambda], c\lambda) \leq F(\Delta_p[E^p\lambda], \sqrt{c\lambda}) < c^\alpha \lambda^\alpha.$$  

For $E^p_{TR}$, we can use the same argument, along with assertion (2), similarly yielding

$$F_p(D_p[E^p_{TR}], \lambda) \leq F_p(L_p[E^p_{TR}], c\lambda) \leq F_p(\Delta_p[E^p_{TR}], \sqrt{c\lambda}) \leq c^{\alpha/2} \lambda^{\alpha/2}.$$  

Setting $\epsilon := \max\{c^{\alpha/2}, c\}$ and $\beta = \alpha/2 > 0$, we obtain the result. \[\square\]

For $R > 1$, denote by

$$i_{MR} : M_R \to \mathbb{H}^n,$$  

$$i_{CR} : C_R \to \mathbb{H}^n,$$  

$$i_{(TR,-)} : TR \to MR+1,$$  

$$i_{(TR,+)} : TR \to CR.$$

the respective smooth inclusion maps. Each of these induces a $\Gamma$-invariant map between the corresponding twisted de Rham complexes, bounded with norm $1$. The proof for the scalar-values case of Lemma 5.9.

**Proposition 5.10.** There exists a constant $C > 0$, such that for all $R > 1$ and all $0 \leq p \leq m$, we have

$$F_p(D_p[E^p_{TR}], \lambda) \leq F_p(D_p[E^p], C \cdot \lambda^{1/4}) + F_p(D_p[E^p_{TR}], C \cdot \lambda^{1/2}) \quad \text{for } 0 \leq \lambda \leq C^{-1}. \quad (5.27)$$

**Proof.** Consider the exact sequence

$$0 \to D_p[E^p] \xrightarrow{j_R} D_p[E^p_{MR}] \oplus D_p[E^p_{CR-1}] \xrightarrow{q_R} D_p[E^p_{TR-1}] \to 0 \quad (5.24)$$

is exact. Here, for smooth forms, we have

$$j_R \omega := i_{MR}\omega \oplus i_{CR-1}\omega, \quad (5.25)$$

$$q_R(\omega_1 \oplus \omega_2) := i_{TR-1,-}\omega_1 - i_{TR-1,+}\omega_2. \quad (5.26)$$

**Lemma 5.10.** There exists a constant $C > 0$, such that for all $R > 1$ and all $0 \leq p \leq m$, we have

$$F_p(D_p[E^p_{MR}], \lambda) \leq F_p(D_p[E^p], C \cdot \lambda^{1/4}) + F_p(D_p[E^p_{CR-1}], C \cdot \lambda^{1/2}) \quad \text{for } 0 \leq \lambda \leq C^{-1}. \quad (5.27)$$

**Proof.** Consider the exact sequence

$$0 \to D_p[E^p] \xrightarrow{j_R} D_p[E^p_{MR}] \oplus D_p[E^p_{CR-1}] \xrightarrow{q_R} D_p[E^p_{TR-1}] \to 0 \quad (5.28)$$

from Lemma 5.9. Because of Proposition 5.8, the outer two complexes are Fredholm at $p$ and, moreover, have vanishing $p$-cohomology. In particular, we can apply Proposition 1.2 to obtain that

$$F_p(D_p[E^p_{MR}], \lambda) \leq F_p(D_p[E^p], c_1(R) \cdot \lambda) + F_p(D_p[E^p_{CR-1}], c_1(R) \cdot \lambda), \quad (5.29)$$

for all $\lambda < c_2(R)$, where $c_1(R)$ and $c_2(R)$ are constants given by rational expressions of the norms of $q_R, j_R$, the differential on $D_p[E^p_{MR}] \oplus D_p[E^p_{CR-1}]$, and their respective inverses. Using the flat bundle isometries given in Lemma 3.3, one can now proceed analogously as in [15, Lemma 6.6] to show that these norms are bounded from above by universal constants independent of $R > 1$, thus proving the lemma. \[\square\]

**Proposition 5.11.** There exists constants $C, \beta > 0$, such that for all $0 \leq p \leq m$, the following hold:
1. The Hilbert $N(\Gamma)$-cochain complex $\Omega^2_\Gamma(M_R, E_{M_R}^\rho)$ has vanishing $p$-th homology. Equivalently, we have
\[
\Delta_p[E_{M_R}^\rho] = \Delta_p^2[E_{M_R}^\rho].
\] (5.30)

2. For all $R > 1$, we have a uniform bound on the spectral density functions as follows
\[
F_p(\Delta_p[E_{M_R}^\rho], \lambda) \leq C\lambda^\beta \quad \text{for } 0 \leq \lambda \leq C^{-1}.
\] (5.31)

**Proof.** First, observe that the $p$-th cohomology of $\Omega^*(M_R, E_{M_R}^\rho)$ is isomorphic to the $p$-th cohomology of $L_p[E_{M_R}^\rho]$. To show that the latter is trivial, we only need to show that
\[
F_p(L_p[E_{M_R}^\rho], 0) = 0.
\] (5.32)

Using Lemma 5.10 together with both Proposition 5.2 and Proposition 5.5, we obtain constants $\alpha, c, C_1, C_2 > 0$ independent of $R > 1$, such that
\[
F_p(D_p[E_{M_R}^\rho], \lambda) \leq F_p(D_p[E^\rho], c\lambda^{1/4}) + F_p(D_p[E_{M_{R-1}}^\rho], c\lambda^{1/2})
\]
\[
\leq F_p(L_p[E^\rho], cC_1\sqrt{2}\lambda^{1/4}) + F_p(L_p[E_{M_{R-1}}^\rho], cC_1\sqrt{2}\lambda^{1/2})
\]
\[
\leq F_p(\Delta_p^1[E^\rho], \sqrt{cC_1\sqrt{2}\lambda^{1/8}}) + F_p(\Delta_p^1[E_{M_{R-1}}^\rho], \sqrt{cC_1\sqrt{2}\lambda^{1/4}})
\]
\[
\leq 2(cC_1\sqrt{2})^{\alpha/2}\lambda^{\alpha/8}
\]
for $\lambda \leq \min\{1, c^{-1}, C_1^{-1}, C_2, \frac{1}{\sqrt{cC_1\sqrt{2}}}, \frac{1}{\sqrt{cC_1\sqrt{2}}}, C_1^{-1}C_2, \frac{1}{\sqrt{cC_1\sqrt{2}}}, \frac{1}{\sqrt{cC_1\sqrt{2}}}\} = C'.

Setting $C := \max\{C'(C')^{-1}, 4(cC_1^{3/2}\sqrt{2})^{\alpha/2}\}$ and $\beta := \alpha/4$, we obtain the desired result. \qed

**Corollary 5.12.** For each $R > 0$, the pair $(M_R, p|_{M_R})$ is $L^2$-acyclic and of determinant class. In fact, there exists a uniform constant $\beta > 0$ independent of $R$, so that for each $0 \leq p \leq n$, one has $\alpha_p^\infty(M_R, p) \geq \beta$.

### 5.3 Proof of large-time convergence

For the next result, choose a nested sequence
\[
\cdots \subset \mathcal{F}_{R-1} \subset \mathcal{F}_R \subset \mathcal{F}_{R+1} \subset \cdots
\] (5.33)
inside $\mathbb{H}^n$, where $\mathcal{F}_R$ is a compact fundamental domain for the $\Gamma$-action on $M_R$ and $\mathcal{F} := \bigcup_{R>1} \mathcal{F}_R$ is a finite-volume fundamental domain for the $\Gamma$-action on $\mathbb{H}^n$. Thus, we have in particular
\[
\lim_{R \to \infty} \text{Vol}(\mathcal{F} \setminus \mathcal{F}_R) = 0.
\] (5.35)

**Proposition 5.13.** For all $t \geq 1$, we have
\[
\lim_{R \to \infty} \text{tr}_t(e^{-t\Delta_p^1[E_{M_R}^\rho]}) = \text{tr}_t(e^{-t\Delta_p^1(E^\rho)}).
\] (5.36)
Proof. Propositions 5.10 and 5.11 tell us that both $\Delta^{+}_p[E^\rho_{R, M}] = \Delta_p[E^\rho_{R, M}]$ and $\Delta^{+}_p[E^\rho] = \Delta_p[E^\rho]$. Moreover, since $R \geq 2$, we may apply Theorem 1.11 to find appropriate constants $c, C_1, C_2 > 0$ independent of $R$ and $t$, so that

$$\text{tr}(\exp(-t\Delta_p[E^\rho_{R, M}])(x, x) - \exp(-t\Delta_p[E^\rho])(x, x)) \leq C_1 e^{-\frac{R^2}{2}}$$

for all $x \in \mathcal{F}_{R/2}$. Together with 5.34 and 5.35 this implies that

$$\int_{\mathcal{F}_{R/2}} \text{tr}(\exp(-t\Delta_p[E^\rho_{R, M}])(x, x) - \exp(-t\Delta_p[E^\rho])(x, x)) dx \leq \text{Vol}(\mathcal{F}_{R/2}) C_1 e^{-\frac{R^2}{2}} + \text{Vol}(\mathcal{F} \setminus \mathcal{F}_{R/2})C_2 e^{-\frac{R^2}{2}} \rightarrow 0.$$

Lemma 5.14. There exists a positive function $G \in C^0(1, \infty) \cap L^1(1, \infty)$, such that for all $t \geq 1$ and all sufficiently large $R \gg 0$, we have

$$t^{-1} \text{tr}(\exp(-t\Delta^{+}_p[E^\rho_{R, M}])(x, x)) \leq G(t).$$

Proof. Throughout the proof, we will abbreviate

$$F^p_R(\lambda) := \exp(-t\Delta^{+}_p[E^\rho_{R, M}], \lambda).$$

We compute that one has for any $R > 0$, any $t \geq 1$ and arbitrary $\epsilon > 0$

$$\text{tr}(\exp(-t\Delta^{+}_p[E^\rho_{M, R}])(x, x)) = \int_0^\infty e^{-t\lambda} dF^p_R(\lambda) = \int_0^\epsilon e^{-t\lambda} dF^p_R(\lambda) + \int_\epsilon^\infty e^{-t\lambda} dF^p_R(\lambda)$$

$$F^p_R(0) = t \int_0^\epsilon e^{-t\lambda} F^p_R(\lambda) d\lambda + e^{-t\epsilon} F^p_R(\epsilon) + \int_\epsilon^\infty e^{-t\lambda} dF^p_R(\lambda)$$

$$\leq t \int_0^\epsilon e^{-t\lambda} F^p_R(\lambda) d\lambda + e^{-t\epsilon} F^p_R(\epsilon) + e^{-t\epsilon} \int_\epsilon^\infty e^{-\lambda} dF^p_R(\lambda)$$

$$= t \int_0^\epsilon e^{-t\lambda} F^p_R(\lambda) d\lambda + e^{-t\epsilon} F^p_R(\epsilon) + e^{-t\epsilon} e^{-t\lambda} F^p_R(\lambda)$$

and therefore in particular

$$t^{-1} \text{tr}(\exp(-t\Delta^{+}_p[E^\rho_{R, M}])(x, x)) \leq \int_0^\epsilon e^{-t\lambda} F^p_R(\lambda) d\lambda + e^{-t\epsilon} F^p_R(\epsilon) + e^{-t\epsilon} \text{tr}(\exp(-t\Delta^{+}_p[E^\rho_{R, M}])(x, x)).$$

By Proposition 5.13 we find some $\delta > 0$, such that for all $R \gg 0$, we have $\text{tr}(\exp(-t\Delta^{+}_p[E^\rho_{R, M}])(x, x)) \leq \text{tr}(\exp(-t\Delta^{+}_p[E^\rho]) + \delta$. Similarly, by Proposition 5.11 we can choose $\epsilon, \beta > 0$ independently of $R$ and small enough, such that $F^p_R(\lambda) \leq e^{-t\lambda} \beta$ for all $\lambda \leq \epsilon$. From this, it becomes obvious that the function

$$G(t) := e^{-1} \int_0^\epsilon e^{-t\lambda} d\lambda + \frac{e^{-t\epsilon}}{t} (\text{tr}(\exp(-t\Delta^{+}_p[E^\rho]) + \delta))$$

satisfies the assertions of our lemma.

Lemma 5.14 and Lebesgue’s theorem of dominated convergence, we finally obtain the main result of this section:

**Theorem 5.15** (Large-time convergence). We have

$$\lim_{R \to \infty} \int_1^\infty t^{-1} \text{tr}(\exp(-t\Delta_p[E^\rho_{R, M}])(x, x)) dt = \int_1^\infty t^{-1} \text{tr}(\exp(-t\Delta_p[E^\rho])(x, x)) dt.$$  

In particular, we obtain

$$\lim_{R \to \infty} \sum_{p=0}^n \int_1^\infty t^{-1} \text{tr}(\exp(-t\Delta_p[E^\rho_{R, M}])(x, x)) dt = \sum_{p=0}^n \int_1^\infty t^{-1} \text{tr}(\exp(-t\Delta_p[E^\rho])(x, x)) dt.$$
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