Abstract—Network slicing to support multi-tenancy plays a key role in improving the performance of 5G networks. In this paper, we propose a two time-scale framework for the reservation-based network slicing in the backhaul and Radio Access Network (RAN). In the proposed two time-scale scheme, a subset of network slices is activated via a novel sparse optimization framework in the long time-scale with the goal of maximizing the expected utilities of tenants while in the short time-scale the activated slices are reconfigured according to the time-varying user traffic and channel states. Specifically, using the statistics from users and channels and also considering the expected utility from serving users of a slice and the reconfiguration cost, we formulate a sparse optimization problem to update the configuration of a slice resources such that the maximum isolation of reserved resources is enforced. The formulated optimization problems for long and short time-scales are non-convex and difficult to solve. We use the $\ell_q$-norm, $0 < q < 1$, and group LASSO regularizations to iteratively find convex approximations of the optimization problems. We propose a Frank-Wolfe algorithm to iteratively solve approximated problems in long time-scales. To cope with the dynamical nature of traffic variations, we propose a fast, distributed algorithm to solve the approximated optimization problems in short time-scales. Simulation results demonstrate the performance of our approaches relative to optimal solutions and the existing state of the art method.
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I. INTRODUCTION

Recently, significant attention has been placed on network slicing as a key element for enabling flexibility and programmability in 5G mobile networks [2], [6]. The network slice is a logical, virtualized end-to-end network provided to each tenant to support the demands of users. Each slice consists of link capacities in the backhaul and transmission resources, e.g., bandwidth, in the Radio Access Network (RAN), while each tenant may own multiple network slices and use their reserved resources to serve users. Network slices are dynamically activated, reconfigured and deactivated by the control center of the infrastructure provider.

The life-cycle management of network slices includes the design and creation phase, orchestration and activation phase, and the optimization and reconfiguration phase [4]. In the design and creation phase, network slices are conceptually constructed based on user demands. In the orchestration and activation phase, network slices are installed on the shared physical infrastructure and user traffic starts flowing through the slice. Finally, in the optimization and reconfiguration phase, the performance of network slices is monitored, and based on traffic variations, network slices are reconfigured to maintain the Quality of Service (QoS) requirements of users.

The requirements of network slicing include scalability, flexibility, isolation, and efficient end-to-end orchestration [5]. The scalability enables the network to efficiently adapt to provide a wide variety of applications. The flexibility allows slice reconfiguration to improve the concert of resources across different parts of the network to provide a particular service [6]. In spite of the many benefits, the slice reconfiguration incurs costs and service interruptions. Therefore, slices are reconfigured only if the new configurations significantly improve network performance [7]. The isolation of reserved resources for different slices over shared physical infrastructure enables independent management of network slices and ensures that a rapid increase in the number of users, a slice failure or a security attack on one slice do not affect other slices [8]. The end-to-end orchestration helps to coordinate multiple system facets to maintain the QoS requirements of users. Although network slicing in the backhaul [9]–[11] and in RAN [12], [13] are traditionally studied separately, only the end-to-end orchestration can ensure a robust resource allocation and reliable network performance.

To fully leverage the benefits of network slicing in 5G, it is necessary to dynamically reconfigure slices and allocate resources in a flexible data-driven manner. The data-driven methods adapt slices to traffic variations and channel states [14]. Data-driven adaptive network slicing enables efficient and flexible allocation of resources to better support the QoS requirements of users. The QoS attributes include minimum data rate, maximum rate-loss, reliability, and security. Depending on the QoS demands, users can be assigned to different slices.

A. Related Work

The combinatorial problem of network slice activation is studied in [15], where the incoming traffic is supposed to follow a Poisson distribution. In [15], a network slice is kept active based on the gained utility from serving the most recent demand without considering the predictions for the future traffic. The activation cost, which is neither convex nor continuous, is not considered. A heuristic approach for network slice activation is proposed in [16], which only
considers the real-time status of network slices. In practice, due to the large cost of a slice activation, network slices are operated based on long-term future traffic rather than instantaneous demand. No existing paper in the literature considers the mathematical problem of slice activation in an end-to-end network for unseen user demands.

Caballero et al. studied the allocation of network transmission resources among several tenants in [12], where transmission rates to users are maximized based on a weighted proportional fairness. The number of users served by each tenant is assumed to be a random number in [12]. An optimal dynamic resource allocation problem is formulated and shown to be NP-hard. A greedy approach is proposed in [12] to solve the problem without a proof of convergence. To find the resource allocations for different slices of a network, a game-theoretic approach which maximizes an $\alpha$-fairness is proposed in [13]. Static and dynamic pricing frameworks are proposed in [13] to allocate base station transmission resources to slices, where each slice has a non-cooperative, strategic behavior. The drawbacks of [13] include neglecting traffic statistics and failing to address the joint resource allocation in the backhaul and RAN. An adaptive forecasting and bandwidth allocation for cyclic demands in service-oriented networks is proposed in [17] without accounting for the reconfiguration cost. The user-slice association problem to find the best slice to support requirements of each user is studied in our previous work [18].

An optimization framework for flexible inter-tenant resource sharing with transmission power control is proposed in [19] to improve network capacity and the utilization of base station resources, where interference levels are controllable. However, achievable rates of channels are assumed to be deterministic, which is an impractical assumption as the achievable rates are random in wireless channels [20]–[22]. Network slicing algorithms for slice recovery and reconfiguration under stochastic demands in service-oriented networks are studied in [9]. Wang et al. use $\ell_1$-norm to promote sparsity in slice reconfigurations in [7]. To tackle the non-differentiability of $\ell_1$-norm, affine constraints that allow limited slice variations are considered instead of $\ell_1$-norm in [7]. The statistics of the demand are not used in [7] for network slicing. In [14], Pozza et al. propose a heuristic divide-and-conquer approach for finding a sequence of feasible solutions to reconfigure a slice made of a chain of network functions under bandwidth and latency constraints, while RAN is not considered in the formulations. To tackle the high computational complexity caused by the large number of variables in the slice reconfiguration problem, a heuristic depth-first-search algorithm is proposed in [23] to find a set of possible reconfigurations, and a reinforcement learning approach is used to explore the multi-dimensional discrete action space. An end-to-end network slicing method for 5G networks without imposing constraints on available resources is proposed in [24], where the slice status is monitored and necessarily reconfigured in an online fashion via a heuristic approach. However, reconfiguring end-to-end slices based on instantaneous demands significantly increases the reconfiguration costs.

Unlike most papers, e.g., [12], [13], [19], that slice the network based on traffic variations in single time-scale, a few recent papers, e.g., [25]–[27], propose two-time scale frameworks to improve network management and efficiency of resource allocations. In [26], a two-time-scale resource management scheme for network slicing in cloud RAN is proposed. Zhang et al. propose a long time-scale inter-slice resource reservation for slices and a short time-scale intra-slice resource allocation in [26]. However, the formulation of [26] does not consider the slice reconfiguration cost, which is non-continuous and non-convex [7], nor the resource reservation in the backhaul. Thus, [26] fails to provide end-to-end QoS guarantees to users. A multi-time-scale decentralized online orchestration of software-defined networks is studied in [28], where a set of network controllers are activated based on the temporal and spatial variations in traffic requests. The slice activation and reconfiguration in a two time-scale framework are not studied in the existing literature; these topics comprise the main focus of this work.

### B. Our Contributions

In this paper, we propose a two-time-scale resource management scheme for end-to-end reservation-based network slicing in the backhaul and RAN. In both time-scales, the expected utilities of network tenants from serving users are maximized through two different mechanisms. In the long time-scale, each tenant decides whether or not to activate a slice to serve users, while in the short time-scale, the tenant reconstructures active slices to make them adaptive to demands of users and channel states. Resource management in both time-scales is implemented under two major assumptions: the user traffic and channel states vary over time and they are uncertain.

In the long time-scale, we design a slice utility function for each tenant based on the expected acquired revenue from users, the expected outage of downlinks, and the cost of slice activation. We formulate a sparse mixed-binary optimization problem to activate network slices if the expected utility of a tenant significantly improves after the activation. We use the $\ell_q$, $0 < q < 1$, regularization to tackle the non-convexity and non-continuity of the slice activation cost and also to promote binary solutions in the relaxed problem. We propose a Frank-Wolfe algorithm to successively minimize convex approximations of the original problem and jointly implement the slice configuration in the backhaul and RAN. Via numerical tests, we demonstrate that the proposed method obtains solutions that are near to the optimal ones. To the best of our knowledge, this is the first endeavor to mathematically study the sparse slice activation problem for unseen user traffic based on derived statistics.

For network slicing in the short time-scale, we design a slice utility function for each tenant based on the acquired revenue from users, the QoS that the slice guarantees for its users, and the cost of slice reconfiguration. We formulate a sparse optimization problem to adaptively reconfigure network slices if the expected utility of a tenant significantly changes after the reconfiguration. We use the group Least Absolute Shrinkage and Selection Operator (LASSO) regularization to tackle the non-convexity and non-continuity of the slice reconfiguration
cost. We propose an Alternating Direction Method of Multipliers (ADMM) algorithm to solve each (non-convex) group LASSO subproblem in the short time-scale. The proposed ADMM algorithm implements the slice reconfiguration in the backhaul through link capacity reservation via a fast, distributed algorithm that successively minimizes a convex approximation of the objective function and parallelizes computations across backhaul links. Furthermore, the proposed ADMM algorithm implements the slice reconfiguration in RAN through the transmission resource reservation for slices using 1) a proximal gradient descent method that decomposes the problem across slices; and 2) a bisection search method. We prove that the proposed ADMM algorithm converges to the global solution of each group LASSO subproblem despite its non-convexity. Extensive numerical simulations verify that the proposed approach outperforms the existing art method.

The rest of this paper is organized as follows. The system model is given in Section III. In Section II, we formulate the optimization for slice activation in long time-scales and the optimization for slice reconfiguration in short time-scales. In Sections IV and V, we propose approaches to solve problems in long and short time-scales, respectively. The simulation results are given in Section VI, and concluding remarks are given in Section VII.

II. SYSTEM MODEL AND NOTATIONS

Consider a typical scenario whereby user data is transmitted via backhaul network links from data centers to multiple geographically separated Access Points (APs) in RAN. Multiple APs jointly transmit the requested data to each user in a coordinated multi-point mode. We denote the set of mobile users by \( K = \{1, \ldots, K\} \) and represent the set of APs in RAN by \( B \). Furthermore, let \( L \) represent the set of backhaul links. The downlinks between APs and users are predetermined according to interference, path loss, shadowing and fading. A path connects a data center and an AP through a sequence of wired links in the backhaul and then goes through one downlink to reach the end user. Since each user is served by multiple APs, several candidate paths are considered to connect APs to a data center. These paths share an identical origin (the data center) and destination (the end user). We denote a path by \( p \) and represent the set of paths selected to carry user \( k \) data by \( \mathcal{P}_k \). We assume that a single commodity is requested by a user, and therefore, there are \( K \) datastreams in the backhaul network. The proposed framework can be easily extended to a scenario in which each user demands multiple commodities.

Suppose that a network tenant is denoted by \( j \) where \( J = \{1, \ldots, J\} \) is the set of all tenants. Each tenant owns several slices, which differ in supported features and network function optimization. Multiple slices, which deliver similar features, can also be deployed by each tenant. However, they are responsible for serving different groups of users. A network slice is represented by \( s \) and the set of slices possessed by tenant \( j \) is denoted by \( \mathcal{S}_j \). The set of users served by slice \( s \) is denoted by \( \mathcal{K}_s \) and the set of users served by tenant \( j \) is represented by \( \mathcal{K}_j = \{\mathcal{K}_s : s \in \mathcal{S}_j\} \). The user-slice association is known and fixed.

In the considered model, each path belongs to one slice. The set of backhaul links on path \( p \) (to serve user \( k \)) is denoted by \( \mathcal{L}_p^k \). The set of network nodes on path \( p \) is denoted by \( \mathcal{U}_p^k \). The reserved rate for path \( p \) to serve user \( k \) is denoted by \( r_p^k \). To wirelessly transmit the incoming data from each path, transmission resources should be sliced and reserved in APs. The two physical constraints that limit network resource slicing are as follows:

- The aggregate amount of reserved traffic for those paths that go through a link cannot exceed the link capacity:
  \[
  \sum_{k=1}^{K} \sum_{p \in \mathcal{P}_k} r_p^k \leq C_l, \quad \forall l \in \mathcal{L},
  \]  
  where \( C_l \) is the capacity of link \( l \).
- The available resources in an AP are limited and are allocated to different downlinks created by that AP. The overall reserved transmission resources for those paths that share an AP must not exceed its capacity:
  \[
  \sum_{k=1}^{K} \sum_{p \in \mathcal{P}_k} r_p^k \leq C_b, \quad \forall b \in \mathcal{B},
  \]  
  where \( r_p^k \) is the reserved transmission resource of AP \( b \) to transmit incoming data from path \( p \). Moreover, \( C_b \) is the capacity of AP \( b \).

- The minimum aggregate reserved rate for users served by slice \( s \) and tenant \( j \) is denoted by \( R_{s,j}^{\text{nc}} \) and \( R_{s,j}^{\text{nc}} \), respectively, and we have
  \[
  \sum_{k \in \mathcal{K}_s} \sum_{p \in \mathcal{P}_k} r_p^k \geq R_{s,j}^{\text{nc}}, \quad \forall s, \quad \text{and} \quad \sum_{k \in \mathcal{K}_j} \sum_{p \in \mathcal{P}_k} r_p^k \geq R_{s,j}^{\text{nc}}, \quad \forall j.
  \]  
  The constraints for minimum transmission resources for each slice and each tenant are as follows:
  \[
  \sum_{k \in \mathcal{K}_s} \sum_{p \in \mathcal{P}_k} t_p^k \geq D_{s,j}^{\text{nc}}, \quad \forall s, \quad \text{and} \quad \sum_{k \in \mathcal{K}_j} \sum_{p \in \mathcal{P}_k} t_p^k \geq D_{s,j}^{\text{nc}}, \quad \forall j.
  \]  
  In addition to the above constraints, our multi-path model imposes another constraint.

- The total reserved traffic for different paths that carry data to one user is equal to the reserved rate for that user. Hence, we have the following constraint:
  \[
  \sum_{p \in \mathcal{P}_k} r_p^k = r_k, \quad \forall k.
  \]  
  We denote the reserved link capacity for slice \( s \) on link \( l \) by \( r_s^l \), which is calculated as follows:
  \[
  r_s^l = \sum_{k \in \mathcal{K}_s} \sum_{p \in \mathcal{P}_k \mid \{p \in \mathcal{P}_k, l \in \mathcal{L}_p^k\}} r_p^k, \quad \forall s, \forall l \in \mathcal{L}.
  \]  
  Similarly, we denote the reserved transmission resources at AP \( b \) by \( t_s^b \), which is calculated as follows:
  \[
  t_s^b = \sum_{k \in \mathcal{K}_s} \sum_{p \in \mathcal{P}_k \mid \{p \in \mathcal{P}_k, b \in \mathcal{U}_p^k\}} t_p^k, \quad \forall s, \forall b \in \mathcal{B}.
  \]
Furthermore, we define vectors of reserved resources for slices in the backhaul and RAN as $r_s = \{r^k_{s,l}\}_{l \in L}$ and $t_s = \{t^k_{b}\}_{b \in B}$.

III. ADAPTIVE MULTI-TENANT NETWORK SLICING

In this section, we propose a reservation-based network slicing approach. With the user demand and channel statistics, we adaptively optimize the activation and reconfiguration of network slices. Each tenant predicts future user demands and based on the expected revenue from serving users, it activates a number of its slices. After tenants activate a number of their slices to serve users, resource reservation for different slices is adaptively reconfigured across the network such that:

1) The expected revenue of tenants is maximized;
2) The slice reconfiguration cost is minimized;
3) The maximum isolation among reserved resources for slices is enforced; and
4) The QoS requirements of users are met.

With a slotted time horizon, we consider a two time-scale scheme to reserve resources for slices in the network. Resource reservations are carried out such that the revenue of tenants is maximized in long and short time-scales. Each tenant activates a subset of its slices to provide services to users in a long time-scale, while it reconfigures activated slices based on the statistics of user demands and channel capacities in short time-scales to improve the robustness of resource reservations and enhance QoS for users. The duration of each time-scale is chosen such that neither the statistics of user demands nor channel capacities changes within that time period. Examples for the duration of long and short time-scales are several days and a couple of hours, respectively [14], [29]. We consider that the long and short time-scale durations are predetermined and kept fixed over time.
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We assume that derived statistics remain identical in each time-scale. We add a subscript $S$ to the derived statistics for short time-scales and $L$ to those derived for long time-scales. The demand of user $k$ is the expected revenue from serving users, it activates a number of its slices. After tenants activate a number of their slices to serve users, resource reservation for different slices is adaptively reconfigured across the network such that:
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In (16) and (17), is formulated as follows:

\[
x_{s,1} + x_{s,2} = 1, \quad \forall s \in S, \forall j.
\]

The cost of activating a slice is denoted by \( c_a \) and the cost of activated slices of tenant \( j \) is

\[
c_a \left\| \{x_{s,1}\}_{s \in S} \right\|_0.
\]

When \( x_{s,1} = 1 \), this non-zero element is counted by the \( \ell_0 \) norm. While each tenant aims to maximize the expected gained revenue from users by increasing reserved rates, to improve the user QoS, it minimizes the expected outage of tenants. Therefore, the overall utility function of the \( j \)-th tenant from the activation of a subset of slices is

\[
\begin{align*}
\sum_{s \in S_j} &\mathbb{E}_{K_s} \left[ \sum_{k \in K_s} \mathbb{E}_{d_s} \left[ \phi_{k,L_n} \left( \min(r_k, d_k) \right) \right] \right] - c_a \left\| \{x_{s,1}\}_{s \in S} \right\|_0 \\
- \sum_{s \in S_j} &\mathbb{E}_{K_s} \left[ \sum_{k \in K_s} \sum_{p \in P_k} \int_0^{r_k^p} z_{k,L_n}^p (v_k^p, t_k^p) (r_k^p - v_k^p) dv_k^p \right],
\end{align*}
\]

where \( \theta_k \) is a constant adjusted by the system engineer.

When a slice is activated, resources are reserved for that slice. To relate \( x_{s,1} \) to the reserved resources for a slice, we consider the following constraints:

\[
\begin{align*}
\mathbb{E}_{K_s} \left[ \sum_{k \in K_s} \sum_{p \in P_k} r_k^p \right] &\geq x_{s,1} R^k_s, \forall s \in S, \forall j, \\
\mathbb{E}_{K_s} \left[ \sum_{k \in K_s} \sum_{p \in P_k} t_k^p \right] &\geq x_{s,1} B^k_s, \forall s \in S, \forall j.
\end{align*}
\]

We note that (14) and (15) imply that the slice requirement constraints are only considered for each activated slice \( s \). Additionally, we consider

\[
\begin{align*}
\mathbb{E}_{K_s} \left[ \sum_{k \in K_s} \sum_{p \in P_k} r_k^p \right] &\leq x_{s,1} \Psi, \forall s \in S, \forall j, \\
\mathbb{E}_{K_s} \left[ \sum_{k \in K_s} \sum_{p \in P_k} t_k^p \right] &\leq x_{s,1} \Psi, \forall s \in S, \forall j,
\end{align*}
\]

to enforce zero resource reservation for a slice when \( x_{s,1} = 0 \). In (16) and (17), \( \Psi \) is a large number and when \( x_{s,1} = 1 \), (16) and (17) are relaxed. The sparse slice activation optimization is formulated as follows:

\[
\min_{\text{r.t. } \mathbf{x}} \sum_{j=1}^J \psi_j \sum_{s \in S_j} \mathbb{E}_{K_s} \left[ \sum_{k \in K_s} \mathbb{E}_{d_s} \left[ \phi_{k,L_n} \left( \min(r_k, d_k) \right) \right] \right] + \sum_{j=1}^J \psi_j \sum_{s \in S_j} \mathbb{E}_{K_s} \left[ \sum_{k \in K_s} \int_0^{r_k^p} z_{k,L_n}^p (v_k^p, t_k^p) (r_k^p - v_k^p) dv_k^p \right] + \sum_{j=1}^J \mathbb{E}_{K_s} \left[ \sum_{k \in K_s} \sum_{p \in P_k} \int_0^{r_k^p} z_{k,L_n}^p (v_k^p, t_k^p) (r_k^p - v_k^p) dv_k^p \right] \leq C_l, \forall j
\]

\[
\sum_{j=1}^J \mathbb{E}_{K_s} \left[ \sum_{k \in K_s} \sum_{p \in P_k} r_k^p \right] \geq R^{\text{ten}}_j, \forall j,
\]

\[
\sum_{j=1}^J \mathbb{E}_{K_s} \left[ \sum_{k \in K_s} \sum_{p \in P_k} t_k^p \right] \geq B^{\text{ten}}_j, \forall j,
\]

where \( x_{s,1}, x_{s,2} \in \{0, 1\}, r_k^p, t_k^p \geq 0, \forall p \in P, \forall k, \forall s \), and \( \psi_j \) is a positive weight given to tenant \( j \) in order to adjust priorities. Moreover, \( \mathbf{x} = \{x_{s,1}, x_{s,2}\} \in S, j \in J \).

**Remark 1.** Suppose that multiple paths available to user \( k \) share a downlink (the last hop). The aggregate outage of downlinks for serving user \( k \) is calculated as follows:

\[
\sum_{w \in W_k} \int_0^{r_k^w} z_{k,L_n}^w (v_k^w, t_k^w) (r_k^w - v_k^w) dv_k^w,
\]

where \( W_k \) is the set of downlinks, each denoted by \( w \), for serving user \( k \). When multiple paths available to user \( k \) share a downlink, the above outage is placed in (18a) instead of its second term, which includes (5).

**C. Slice Reconfiguration**

Here, we consider slicing network resources, both in the backhaul and RAN, among several network tenants in short time-scales. The number of users that are served by each slice is known in short time-scales. As PDFs of user demands and achievable rates of downlinks change over time, allocated resources to each slice should be adapted. However, this change involves a reconfiguration cost and service interruptions. Therefore, an adaptive approach should reconfigure each slice only if the utility function for that tenant significantly changes with new PDFs. The state of a slice is reflected by the reserved resources in the backhaul and RAN. The reconfiguration cost of a slice is a discrete function of the state difference (7). We underline the vector of reserved resources in each short time-scale. If we have \( \| \mathbf{x}_n - \mathbf{x}_{n-1} \|_2 > 0 \) or \( \| \mathbf{L}_n - \mathbf{L}_{n-1} \|_2 > 0 \), then slice \( s \) varies in two consecutive time-scales. The reconfiguration cost is proportional to the number of layout changes for slices. We use \( \ell_0 \)-norm to detect reconfigurations for slices. Consider that the slice reconfiguration
cost is denoted by \( c_r \). To minimize the slice reconfiguration cost in the network from time \( n - 1 \) to \( n \), we minimize
\[
c_r \left( \| \| y^n - y^{n-1} \|_2 \| \right)_{s \in S, j \in J} + \| \| y^n - y^{n-1} \|_2 \| s \in S, j \in J \|_0 \). 
\]
(20)

Here, we discuss the isolation of reserved resources for slices. When the random traffic demand from slice \( s \) exceeds the reserved traffic rate for it, the tenant needs to allocate more resources to support the demand. This can violate the resource reservation for other slices and hurt the QoS for users served by other slices. Each slice desires to isolate its reserved resources as much as possible [33, 34]. Although static network slicing provides complete resource isolation among slices, it performs poorly due to its inflexibility in supporting time-varying user demands [35]. The dynamic network slicing better supports user demands, although it increases the risk for violation of resource isolation for slices. To increase the slice isolation, we minimize the expected excessive demand from each slice, which is calculated as follows:
\[
\int_{k \in K_s} \sum_{p \in P_k} r_k^p \psi_{k,S,J}(y) dy. 
\]
(21)

In the above expression, \( y \) is the integration variable and corresponds to the aggregate demanded rate from slice \( s \), \( \sum_{k \in K_s} d_k \), and when \( y \in \sum_{k \in K_s} \sum_{p \in P_k} r_k^p \), the slice is unable to support the demand. In (21), \( f_{k,S,J}(\cdot) \) is the PDF for the aggregate demand from slice \( s \). We utilize the data-driven density estimator given in [30] to numerically estimate \( f_{k,S,J}(\cdot) \) for each short time-scale.

Each slice provides its users with particular QoS guarantees. We consider that each slice guarantees that the expected outage [8] for a served user is less than a certain fraction, denoted by \( \beta_s \), of the reserved rate for that user in a short time-scale. Therefore, we have
\[
\int_0^{r_k^p} z_{k,S,J}(v_k^p, t_k^p) (r_k^p - v_k^p) dv_k^p \leq \beta_s r_k^p, \quad \forall k \in K_s. 
\]
(22)

The objective function that we minimize is
\[
\Gamma(\mathbf{r}) = \sum_{j=1}^J \sum_{s \in S_j} \int_{k \in K_s} \sum_{p \in P_k} (y - \sum_{k \in K_s} \sum_{p \in P_k} r_k^p f_{k,S,J}(y) dy - \sum_{j=1}^J \psi_j \left( \sum_{s \in S_k} \sum_{k \in K_s} d_k \left[ \psi_{k,S,J}(\min(\sum_{k \in K_s} r_k^p d_k, d_k)) \right] \right). 
\]
(23)

Using (23), the formulated joint optimization to minimize the reconfiguration costs, maximize the isolation of reserved resources, guarantee QoS for slice users, and maximize the utilities of tenants from serving their users in short time-scales is as follows:
\[
\begin{align*}
\min_{\mathbf{r}} \quad & \Gamma(\mathbf{r}) + c_r \left( \| \| y^n - y^{n-1} \|_2 \| \right)_{s \in S, j \in J} + \| \| y^n - y^{n-1} \|_2 \| s \in S, j \in J \|_0 \\
\text{s.t.} \quad & (1), (2), (3), (4), (5), (7), (22).
\end{align*}
\]
(24)

Remark 2. If multiple paths available to user \( k \) share a downlink, (22) can be rewritten as follows:
\[
\int_{0}^{\sum_{p \in P_k} u_k^p} z_{k,S,J}(v_k^p, t_k^p) \left( \sum_{p \in P_k} r_k^p - u_k^p \right) dv_k^p \leq \beta_s \left( \sum_{p \in P_k} r_k^p \right), \quad \forall k \in K_s. 
\]
(25)

IV. THE PROPOSED APPROACH FOR SLICE ACTIVATION

In optimization (18), the constraints (14–17) and (18b–18e) can be rewritten in the affine form after we substitute a weighted average for the expected value with respect to the set of users associated with a slice, i.e., \( E_{x \in S,J} \). For example, we can rewrite (18b) in the following form:
\[
\sum_{j=1}^J \sum_{s \in S_j} \sum_{k \in K_s} \sum_{p \in P_k} \psi_{k,S,J}(y) dy \leq C_t, \quad l \in L, 
\]
where \( K_s^p \) is the \( u \)th possible set of potential users served by slice \( s \) with a \( P_u \) probability of occurring. One can similarly rewrite (14–17) and (18c–18e) in the above affine form.

We let \( x_{s,1} = \{ x_{s,1} \} \in S_j \) and \( x_{s,2} = \{ x_{s,2} \} \in S_j \). Before developing an approach to solve the slice activation optimization, we consider the following \( \ell_q \)-norm:
\[
\| x_j + \epsilon 1 \|_q^q, 
\]
where \( 0 < q < 1 \) and \( \epsilon \) is a small positive number to make (26) differentiable. When \( q \) and \( \epsilon \) are close to zero, one can use \( \epsilon \| x_j + \epsilon 1 \|_q^q \) to efficiently approximate (12) [36, 38].

Although (26) approximates the \( \ell_q \)-norm, we note that \( \| x_j + \epsilon 1 \|_q^q \) is concave and (26) is not easy to minimize. Therefore, if we add \( \epsilon \| x_j + \epsilon 1 \|_q^q \) to the objective function of (18), it is still hard to solve. To tackle this problem, we consider a quadratic upper-bound [39 eq. (12)] for (26) and successively minimize the upper-bound [40]. We denote the \( i \)th iterate of \( x_j \) by \( x_j^i \) and obtain the following upper-bound:
\[
\| x_j + \epsilon 1 \|_q^q \leq \| x_j^i + \epsilon 1 \|_q^q + q \left( \| x_j^i + \epsilon 1 \|_q^q \right) s \in S_j, (x_j + x_j^i) + \epsilon \| x_j^i \|_2^2, 
\]
(27)

where \( e > 0 \) is a small number and \( \langle \cdot, \cdot \rangle \) represents the inner product. We also relax the constraint \( x_{s,1}, x_{s,2} \in \{ 0, 1 \} \) and instead include \( 0 \leq x_{s,1} \leq 1 \) and \( 0 \leq x_{s,2} \leq 1 \). We substitute the RHS of (27) for \( \| x_{s,1}, x_{s,2} \|_0 \) and iteratively solve (18). The above upper-bound approximation is locally tight up to the first order. In other words, in any arbitrary point \( x_j = x_j^i \), \( \| x_j + \epsilon 1 \|_q^q \) and the upper-bound have the same value and the same gradient. The above upper-bound is also continuous. Thus, the upper-bound satisfies all four convergence conditions given in [40 Assumption 2]. Based on [40 Theorem 2], the obtained solution by the successive upper-bound minimization is a stationary (KKT) solution to problem (18) with relaxed \( x \) and (26) in the objective function.
We note that (18) is convex with respect to r. However, (18a) is not always convex in t. To address this issue, we add the following proximal terms

$$\sum_{j=1}^{J} \sum_{k \in K_j} \sum_{p \in P_k} \frac{\zeta_p^{k}}{2} \|t_k^p - \tilde{t}_k^p\|_2^2,$$

with sufficient weights $\zeta_p^{k} > 0$ to the objective function of (18) with the purpose of convexifying the objective function with respect to t locally. In the proximal term, $\tilde{t}_k^p$ is the most recent iterate. The objective function with proximal terms is an upper-bound for the original objective function, and we successively minimize the upper-bound [40].

To efficiently solve (18) in each iteration of minimizing (18a) with (27) and (28), we propose a Frank-Wolfe algorithm. The Frank-Wolfe algorithm linearizes the objective function and finds a feasible descent direction within the set of constraints [41, Sec. 3.2.2]. We superscript the mth iterate of the Frank-Wolfe algorithm by m. Using the linearized objective function, the direction-finding subproblem in the m + 1th iteration of the Frank-Wolfe algorithm becomes

$$\min_{\mathbf{r}, \mathbf{t} \geq 0} \sum_{j=1}^{J} \sum_{s \in S_j} \sum_{k_j'} P_{s} \left( \sum_{k \in K_j} \sum_{p \in P_k} \omega_k^p (r_k^{p,m}, t_k^{p,m}) \right)$$

$$+ \sum_{j=1}^{J} \sum_{s \in S_j} \sum_{k_j'} P_{s} \left( \sum_{k \in K_j} \sum_{p \in P_k} \chi_k^p \left( \{ r_k^{p,m} \}_{p \in P_k}, t_k^{p,m} \right) \right)$$

$$+ \sum_{j=1}^{J} \phi^{1}_{j,s} (x^{s,m}_{j,1}) x^{s,m}_{j,1},$$

s.t. (11), (14) - (17), (18b) - (18e), $0 \leq \mathbf{t}_{s,1}, \mathbf{t}_{s,2} \leq 1,$

where $\omega_k^p (r_k^{p,m}, t_k^{p,m})$ and $\chi_k^p \left( \{ r_k^{p,m} \}_{p \in P_k}, t_k^{p,m} \right)$ are

$$\omega_k^p (r_k^{p,m}, t_k^{p,m}) = \zeta_p^{k} (t_k^{p} - \tilde{t}_k^{p})$$

$$+ \theta \int_{0}^{1} \left( r_k^{p,m} - t_k^{p,m} \right) \frac{\partial z_{k,L}^{p}(w, t_k^{p})}{\partial t_k^{p}} \bigg|_{t_k^{p} = t_k^{p,m}} \, dw,$$

and

$$\chi_k^p \left( \{ r_k^{p,m} \}_{p \in P_k}, t_k^{p,m} \right) = \theta s Z_{k,L} (r_k^{p,m}, t_k^{p,m})$$

$$- \left( \phi^{1}_{k,L} \left( \sum_{p \in P_k} r_k^{p,m} \right) \left( 1 - F_{k,L} \left( \sum_{p \in P_k} r_k^{p,m} \right) \right) \right).$$

Furthermore, $\phi^{1}_{s,1} (x^{s,m}_{s,1})$ is calculated as follows:

$$\phi^{1}_{s,1} (x^{s,m}_{s,1}) = c_s \left( \frac{q}{x^{s,m}_{s,1} + (1 - q)} + e (x^{s,m}_{s,1} - x^{s,1}_{s,1}) \right).$$

The solution to (29) can be easily obtained using CPLEX or Gurobi. We update variables in the m + 1th iteration of the Frank-Wolfe algorithm as follows:

$$t_{k,m+1}^{p,m} = t_{k,m}^{p,m} + \frac{\pi^{m} \left( \mathbf{r}_{k}^{p} - t_{k,m}^{p,m} \right)}{\alpha_{k,l}^{p}},$$

$$r_{k,m+1}^{p,m} = r_{k,m}^{p,m} + \frac{\pi^{m} \left( \mathbf{r}_{k}^{p} - t_{k,m}^{p,m} \right)}{\alpha_{k,l}^{p}},$$

$$x_{s,1}^{m+1} = x_{s,1}^{m} + \frac{\pi^{m} \left( x_{s,1}^{m} - x_{s,1}^{m-1} \right)}{\alpha_{s,1}^{m}},$$

$$x_{s,2}^{m+1} = x_{s,2}^{m} + \frac{\pi^{m} \left( x_{s,2}^{m} - x_{s,2}^{m-1} \right)}{\alpha_{s,2}^{m}},$$

Algorithm 1: The proposed Frank-Wolfe Algorithm

0. Initialization Assign values to $r^{0}$, $t^{0}$, $x^{0}_{j,1}$, $x^{0}_{j,2}$, $m = 0$;

repeat

1. $t = t^{m}$;

repeat

2. Find $\omega_k^{p}(r_{k,m+1}^{p,m+1}, t_{k,m+1}^{p,m+1})$, $\chi_k^p \left( \{ r_k^{p,m+1} \}_{p \in P_k}, t_k^{p,m+1} \right)$, and $\phi^{1}_{k,L} (x^{m+1}_{s,1})$;

3. Solve (29) and update variables using (33a) - (33d);

4. $m = m + 1$;

until $t^{m}$, $t^{m}$, $x^{m}$ converges;

until $t$ converges;

5. $x^{m+1} = x^{m}$.

where $\pi^{m} = \frac{2}{2 + m}$. We update $\omega_k^{p}(r_{k,m+1}^{p,m+1}, t_{k,m+1}^{p,m+1})$, $\chi_k^p \left( \{ r_k^{p,m+1} \}_{p \in P_k}, t_k^{p,m+1} \right)$, and $\phi^{1}_{k,L} (x^{m+1}_{s,1})$ as given in (30), (31), and (32), respectively. We continue until each $r_k^{p,m}$, $t_k^{p,m}$, $x_{s,1}^{m}$, and $x_{s,2}^{m}$ converges. After the convergence of the Frank-Wolfe algorithm, we update $\hat{t} = t^{m}$. We continue solving with the Frank-Wolfe algorithm until $t$ converges. The summary of the proposed Frank-Wolfe approach is given in Algorithm 1.

Remark 3. If (19) is considered in (18a), then (30) and (31) are changed to

$$\omega_k^{w} \left( \{ r_k^{p,w} \}_{p \in P_k, w \in w}, t_k^{w} \right)$$

$$= \theta s \int_{0}^{u} \sum_{p \in P_k, w \in w} \left( \sum_{p \in P_k, w \in w} - v_k^{w} \right)$$

$$\times \frac{\partial z_{k,L}^{p}(v, t_k^{w})}{\partial t_k^{w}} \bigg|_{t_k^{w} = t_k^{w,m}} \, dw + \theta s Z_{k,L} \left( \sum_{p \in P_k, w \in w} r_k^{p,m}, t_k^{w,m} \right)$$

and

$$\chi_k^p \left( \{ r_k^{p,m} \}_{p \in P_k}, t_k^{w,m} \right) = \theta s Z_{k,L} \left( \sum_{p \in P_k, w \in w} r_k^{p,m}, t_k^{w,m} \right)$$

$$- \left( \phi^{1}_{k,L} \left( \sum_{p \in P_k} r_k^{p,m} \right) \left( 1 - F_{k,L} \left( \sum_{p \in P_k} r_k^{p,m} \right) \right) \right), w \in p, \forall k.$$

After Algorithm 1 converges, we update $\mathbf{x}^{i+1}$ as $\mathbf{x}^{i+1} = \mathbf{x}^{m}$ and solve again with Algorithm 1. When we solve a few iterations with Algorithm 1 it is possible that $\hat{x}$ does not become binary. We use $\ell_q$-regularization to promote binary solutions. Consider the following optimization problem:

$$\min_{\mathbf{x}} \| \mathbf{x} + \epsilon \mathbf{1} \|_q$$

s.t. (11), $0 \leq x_{s,1} \leq 1, 0 \leq x_{s,2} \leq 1, \forall s,$

where $\mathbf{x} = \{ x_{s,1}, x_{s,2} \}$. The optimal solution of (34) is always binary, i.e., $x_{s,1}^{*}, x_{s,2}^{*} \in \{ 0, 1 \}$. Similar to (26), (34a) is concave. Therefore, we consider a quadratic upper-bound [89] eq. (12) for it as follows:

$$\| \mathbf{x} + \epsilon \mathbf{1} \|_q^2 \leq \| \mathbf{x}^{i} + \epsilon \mathbf{1} \|_q^2 + q \left( \{ (x_{s,1}^{i} + \epsilon)^{q-1}, (x_{s,2}^{i} + \epsilon)^{q-1} \} \right), (\mathbf{x} - \mathbf{x}^{i}) + \frac{\epsilon}{2} \| \mathbf{x} - \mathbf{x}^{i} \|_2^2, \forall s.$$
We can give a weight \( \gamma^i \) to the RHS of (35) and include it for all slices in (35a) to promote binary solutions. We iteratively solve (18) with Algorithm 1. In the \( m+1 \)th iteration of the Frank-Wolfe algorithm, the linearized quadratic upper-bound (35) becomes

\[
\phi_{s,1}^2(x_{s,1}^m)x_{s,1} + \phi_{s,2}^2(x_{s,2}^m)x_{s,2},
\]

where

\[
\phi_{s,1}^2(x_{s,1}^m) = \left( \frac{q}{(2^s)^1 + 1} - 1 \right) + e(x_{s,1}^m - x_{s,1}^i),
\]

\[
\phi_{s,2}^2(x_{s,2}^m) = \left( \frac{q}{(2^s)^2 + 1} - 1 \right) + e(x_{s,2}^m - x_{s,2}^i).
\]

We exclude the linearized RHS of (35), i.e., (36), in the first \( I \) steps of applying Algorithm 1 to solve (18). Therefore, we set \( \gamma^i = 0 \) when \( i \leq I \). Next, we increase \( \gamma^i \) iteratively and continue with \( \gamma^{i+1} > \gamma^i > 0 \) when \( i > I \). As the upper-bound in the RHS of (35) iteratively receives a higher weight, the solutions become closer to 0 or 1. The summary of the proposed approach to solve (18) is given in Algorithm 2. We iteratively continue solving with Algorithm 2 until each \( x_{s,1}^m \) and \( x_{s,2}^m \) becomes binary.

V. THE DISTRIBUTED AND SCALABLE ALGORITHM FOR SLICE RECONFIGURATION

Problem (24) is difficult to solve for two reasons: 1) \( \ell_0 \)-norm is neither continuous nor convex; and 2) (24) is not necessarily a convex constraint in \( r_k^p \) and \( t_k^p \) for an arbitrary \( z_k,S_k, (r_k^p, t_k^p) \). To tackle the difficulty of solving (24), we copy variables as \( r = g \) and decouple \( \| \{ x_r - t_r^n \} \|_2 \) for all slices in (24). To alleviate the non-convexity of (24) due to \( \ell_0 \)-norm, we use the group LASSO regularization [24] with copied \( g \). We substitute

\[
\sum_{i=1}^J \sum_{k \in \mathcal{K}_i} c_r(a_{s}^{1,i} \| g_s - \mathbf{L}^{-1}_s \|^2 + a_{s}^{2,i} \| t_s - \mathbf{L}^{-1}_s \|^2),
\]

for \( \ell_0 \)-norms and iteratively minimize (37), where \( i \) is the iteration counter. The update rules for coefficients in the \( i \)th iteration are

\[
a_{s}^{1,i} = \frac{a_{s}^{1,0}}{\| g_s - \mathbf{L}^{-1}_s \|^2 + \epsilon_1}
\]

and

\[
a_{s}^{2,i} = \frac{a_{s}^{2,0}}{\| t_s - \mathbf{L}^{-1}_s \|^2 + \epsilon_2},
\]

where \( a_{s}^{1,0}, a_{s}^{2,0} > 0 \). Furthermore, \( \epsilon_1 \) and \( \epsilon_2 \) are small positive numbers to ensure that a zero-valued norm in the denominator does not strictly prohibit \( \| g_s - \mathbf{L}^{-1}_s \|^2 = 0 \) in the next step.

Using the group LASSO regularization, (24) can be approximated by the following problem:

\[
\min_{r \geq 0} \Gamma(r) + \sum_{j=1}^J \sum_{s \in \mathcal{S}_j} (r_j^p - g_{s}^p)^2 + \frac{\rho}{2} (r_j^p - g_{s}^p)^2
\]

s.t. (1), (2), (3), (4), (5), (6), (7), (22), \( r = g \).

To solve each subproblem of the group LASSO (39), we propose an ADMM algorithm. We dualize the constraint \( r = g \) and find the augmented Lagrangian as follows:

\[
L(r, t, g, \tau) = \sum_{j=1}^J \sum_{k \in \mathcal{K}_j} \sum_{p \in \mathcal{P}_k} (r_j^p - g_{s}^p)^2 + \tau_j^p \rho (r_j^p - g_{s}^p)^2
\]

where \( \tau_j^p \) is a Lagrange multiplier and \( \rho \) is a penalty parameter. We substitute (39) in the objective function of (39) and alternatively minimize with respect to \( r \) as one block and \( \{ g, t \} \) as the second block. We optimize with respect to both blocks in the \( \pi + 1 \)th iteration and do \( \pi^{\pi+1} = \pi^{\pi} + \rho (\pi^{\pi+1} - g_{s}^p)^2 \).

A. Subproblem with respect to \( r \)

The subproblem with respect to \( r \) is as follows:

\[
\min_{r \geq 0} \Gamma(r) + \sum_{j=1}^J \sum_{k \in \mathcal{K}_j} \sum_{p \in \mathcal{P}_k} \left( \tau_j^p (r_j^p - g_{s}^p) + \frac{\rho}{2} (r_j^p - g_{s}^p)^2 \right)
\]

s.t. (1).

To solve (41), we substitute the quadratic upper-bound (39) on \( h_k^p(r_k^p - g_{s}^p)^2 \) for the expected excessive demand from slice given in (21), which is convex with a Lipschitz continuous gradient. The Lipschitz constant for the gradient of (21) is \( \sum_{k \in \mathcal{K}_j} | \mathcal{P}_k | \). Similarly, we substitute a quadratic upper-bound for (10). If \( Q \) is an upper-bound for \( \Gamma(r) \) around the current iterate \( r \). In (42), \( \Upsilon_1 \) and \( \Upsilon_2 \) are constants and we consider \( \Upsilon = \Upsilon_1 + \Upsilon_2 \). We notice that (42) can be written in the following shorter form:

\[
\sum_{j=1}^J \sum_{k \in \mathcal{K}_j} \sum_{p \in \mathcal{P}_k} (r_j^p - g_{s}^p)^2 + \frac{\rho}{2} (r_j^p - g_{s}^p)^2
\]

where \( h_k^p \) is a constant coefficient. When (43) is substituted for \( \Gamma(r) \) in (41), (41) becomes a QP with a separable objective function in \( \{ r_k^p \}_{p \in \mathcal{P}_k, k=1:K} \). With the quadratic upper-bound (43), we can solve (41) using CPLEX or Gurobi or in a distributed fashion using the approach given in [45], [46].
which decomposes the problem across backhaul links. We associate one Lagrange multiplier \( \mu_l \) to each constraint in \( \mathcal{I} \) and find the Lagrangian as follows:

\[
L_c(\mathbf{r}, \mathbf{\mu}) = \sum_{j=1}^{J} \sum_{s \in S_j} \left( \sum_{k \in K, p \in P_k} \frac{\psi_j Q}{2} \sum_{l \in L} h^p_k (r^p_l - \hat{r}^p_k) + Y \right) + \mu_l \left( \sum_{k=1}^{K} \sum_{p \in P_k} r^p_k - \tilde{C}_l \right).
\]

We can decompose the Lagrangian across backhaul links and parallelize the computation across links as \( L_c(\mathbf{r}, \mathbf{\mu}) \) is strongly convex in \( \mathbf{r} \) and has a Lipschitz continuous gradient \[46, \text{Theorem 1}\]. Each term in the Lagrangian that includes \( r^p_k \) and \( \mu_l \) are obtained from the KKT conditions for the per-link subproblem as follows:

\[
\frac{\partial L_i(\mathbf{r}_l, \mathbf{\mu}_l, \mathbf{\mu}^{m-1})}{\partial r^p_k} = 0, r^p_k \geq 0, \mu_l \geq 0, \quad p \in \mathcal{P}_k, l \in \mathcal{L}^p_k, \forall k,
\]

\[
\mu_l \left( \sum_{k=1}^{K} \sum_{p \in \mathcal{P}_k} r^p_k - \tilde{C}_l \right) = 0, \quad p \in \mathcal{P}_k, l \in \mathcal{L}^p_k.
\]

The solution to \(45a\) can be obtained in closed-form for the \( i \)th backhaul link as follows:

\[
r^p_k = \max \left( 0, \frac{\alpha^\mu_{k,l} \left( \psi_j Q + \sum_{k \in K} |\mathcal{P}_k| \hat{r}^p_k + \rho_2 g^p_k - h^p_k - \hat{r}^p_k \right)}{\alpha^{\mu}_{k,l} \left( \rho + \psi_j Q + \sum_{k \in K} |\mathcal{P}_k| \right)} - \mu_l \right).
\]

To find the optimal \( r^p_k \) and \( \mu_l \) for each per-link subproblem, we implement a bisection search on \( \mu_l \) in the positive orthant and obtain the corresponding \( r^p_k \) from \(46\) until one \( \mu_l \) that satisfies the complementary slackness condition \(45b\) is obtained. If there is no such \( \mu_l \), then we set \( \mu_l^m = 0 \) and \( \alpha^\mu_{k,l} = 0 \). For these links, we do not need to continue computation as the KKT conditions remain satisfied. In the following iterations, we ignore these links and consider links with \( \mu_l < 0 \). We find \( \mu_l \) in parallel for all links. Once each \( \mu_l \) is obtained, we set \( \mu_l^m = \mu_l \), \( r^p_k = \hat{r}^p_k \) and update \( \alpha^{\mu}_{k,l} = \mu_l^m / \sum_{l} \mu_l^m \). We alternate between finding \( \mu_l^m \) and \( \alpha^{\mu}_{k,l} \) until each \( \mu_l^m \) converges. Upon convergence, we update \( \mathbf{r} = \hat{\mathbf{r}} \). We repeat this until \( \mathbf{r} \) converges. The summary of the proposed approach to solve \(41\) is given in Algorithm 3.

We iterate upper-bound minimization \(40\) and solve \(41\) for a few iterations with Algorithm 3 and update \( \mathbf{r} \) in each iteration. Then, we update \( \mathbf{r}^{\pi+1} = \hat{\mathbf{r}} \). As the quadratic upper-bound \(42\) satisfies the four convergence conditions for block successive upper-bound minimization methods \(40\), the successive upper-bound minimization converges to the KKT solution of \(41\).
Algorithm 3: The proposed approach to solve (41)

0. Initialization

Assign some small positive number to each $\tilde{\mu}_l^0$; for a few iterations do
1. Assign a positive number to each $\tilde{\mu}_l^0$, $m = 0$;
   repeat
   for all links do
   2. Find $\alpha_{k,m}^p = \tilde{\mu}_l^m / \sum_{l \in L_k} \tilde{\mu}_l^m$,
   if $\tilde{\mu}_l^m > 0$ then
   3. Find $\tilde{\mu}_l^{m+1}$ from (45a) and (45b);
   4. $m = m + 1$;
   until all $\tilde{\mu}_l^m$ variables converge;
   for all $r_{k,l}^m$ variables do
   5. Find $\tilde{r}^m_{k,l}$ from (46) for a per-link subproblem, where $l \in L_k^0$ and $\tilde{\mu}_l^m > 0$;
   6. $\tilde{r} = \tilde{r}^m$


B. Subproblem with respect to $g$ and $t$

The $\ell_2$-norms $\|g_s - \tilde{g}_s^{n-1}\|_2$ and $\|t_s - \tilde{t}_s^{n-1}\|_2$ are not smooth. Instead of these two, we consider the following smooth approximation with a Lipschitz continuous gradient:

\[
U(g_s, t_s) = -2\delta c_r (a_s^{1,i} + a_s^{2,i}) + c_r a_s^{1,i} \sum_{t \in L, k \in K_s, \pi(p \in P_k, l \in L_k)} \sum_{l \in L_k} g_{s_k}^{l,n-1} \delta^2 + \delta^2 \\
+ c_r a_s^{2,i} \sum_{t \in L, k \in K_s, \pi(p \in P_k, b \in U_k)} \sum_{b \in L_k} t_{s_k}^{b,n-1} \delta^2 + \delta^2,
\]

where $\delta$ is a small positive number. We note that the minima of $c_r a_s^{1,i} \|g_s - \tilde{g}_s^{n-1}\|_2 + c_r a_s^{2,i} \|t_s - \tilde{t}_s^{n-1}\|_2$ is identical to that of $U(g_s, t_s)$, which is $\{g_s, t_s\} = \{g_s^{n-1}, t_s^{n-1}\}$. The decomposed, per slice subproblem with respect to $g_s$ and $t_s$ becomes:

\[ \begin{align*}
& \min_{g_s, t_s \geq 0} U(g_s, t_s) + (r_{s}^{i+1} - g_s)^T r_{s}^{i+1} + \frac{\rho}{2} \|r_{s}^{i+1} - g_s\|_2^2 \\
& \text{s.t. } \int_{l \in L_k, s_k} (v_{s_k}^{p, p}) (g_{s_k}^{p} - v_{s_k}^{p}) \, dv_{s_k}^{p} \leq \beta_s g_{s_k}^{p}, \quad p \in P_k, k \in K_s, \\
& \quad (2), (3), (4). 
\end{align*} \]

We observe that (49) is decomposable across paths, and we find a separate subproblem for each $(\tilde{\epsilon}_s^p, \tilde{f}_s^p)$ pair. For each $\tilde{\epsilon}_s^p$, we can find the lowest $f_{s}^p$ that ensures (47b). Then, a feasible set for optimization variables is characterized (e.g., feasibility region 1 in Fig. 1). Since the objective function of (49) is strongly convex, one can find the global solutions with respect to $a_o$ and $f_s$ by setting the gradient of the objective function to zero and projecting the obtained solutions to the positive orthant. If the obtained solutions satisfy (47b), then problem (49) is solved. If the minimizers of the objective function of (49) do not satisfy (47b), then we solve the problem using a bisection search. The bisection search works on level sets of the objective function of (49) (e.g., Fig. 1). For each level set considered by the bisection, we determine whether or not the considered level set intersects with the characterized feasibility set. This can be done by a simple search as follows. We consider the rightmost point and the bottommost point of the level set. With a sufficiently small constant step-size, we move to the right on the level set from the bottommost point. In each point, we measure the vertical distance between the level set and the border of the feasibility region. If the distance becomes zero in one point, then the level set intersects with the feasibility region. If the vertical distance variation is not monotone, there is a chance of intersection. Using the bisection search on the level sets, we find the level set that is tangent to the feasibility region. The obtained point of the feasibility region, which is touched by the tangent level set, is the minimizer of (49). The summary of the proposed approach to solve (49) is given in Algorithm 4.
Algorithm 4: The proposed approach to solve (49)
0. Initialization \( A_1 = 0, A_2 = \) a large number
while \( |A_1 - A_2| \) is not small enough do
1. \( A_3 = (A_1 + A_2)/2 \);
2. Find the level sets of the objective function of (49) that correspond to \( A_1, A_2 \) and \( A_3 \);
if the level set corresponding to \( A_3 \) intersects with the feasibility region then
   3. \( A_2 \leftarrow A_3 \);
else
   4. \( A_1 \leftarrow A_3 \);
5. Return the feasible point touched by the tangent level set;

Algorithm 5: The ADMM approach to solve (47)
0. Initialization \( t^0 = 0, \lambda^0 = 0, m = 0 \); repeat
1. Use proximal gradient descent to solve (48);
2. Use Algorithm 4 to solve (49);
3. \( \tau^{m+1} = \tau^m + \rho_1 (g^{m+1} - g^m) \) and \( \lambda^{m+1} = \lambda^m + \rho_2 (\tau^{m+1} - \tau^m) \);
4. \( m = m + 1 \); until the primal and dual residuals are small enough;

Once we obtain the optimal \( \{o_s, f_s\} \), we update \( \{g^{m+1}, f^{m+1}\} \). We alternatively minimize with respect to \( \{g_s, t_s\} \) and \( \{o_s, f_s\} \). Then, we update Lagrange multipliers as \( \tau^{m+1} = \tau^m + \rho_1 (g^{m+1} - g^m) \) and \( \lambda^{m+1} = \lambda^m + \rho_2 (\tau^{m+1} - \tau^m) \). The summary of the proposed approach to solve (47) is given in Algorithm 5. After Algorithm 5 converges (the primal and dual residuals are small enough, see [47] p. 15–18), we use obtained \( g \) to update \( g^{m+1} \).

Proposition 1. Algorithm 2 converges to the global stationary solution of the problem in (49) when the expected outage is non-increasing in the transmission resource.

Proof. Consider that we denote the expected outage in (8) by \( \varphi_1(r, t) \). Based on the assumption in Proposition 1, \( \varphi_1(r, t) \) is non-increasing in \( t \). We claim that the feasibility region characterized by (8) cannot narrow when \( t \) increases (e.g., feasibility region 2 in Fig. 1). We prove this claim by contradiction. Consider \( t_1 < t_2 \) and the feasibility region narrows as \( t \) increases, where \((r, t_1)\) belongs to the feasibility region while \((r, t_2)\) does not belong to the feasibility region. Then, we have \( \varphi_1(r, t_1) \leq \beta_s r \) and \( \varphi_1(r, t_2) > \beta_s r \). Based on this, we should have \( \varphi_1(r, t_1) < \varphi_1(r, t_2) \). This is a contradiction as we assumed \( \varphi_1(r, t) \) is non-increasing in the transmission resource. Therefore, the feasibility region cannot narrow as \( t \) increases similar to feasibility region 1 in Fig. 1. Consider that the border line that specifies the feasibility region is characterized by the following equation \( \varphi_2(r) = t \), where \( \varphi_2(r) \) is non-decreasing. Then, the feasibility region of (8) can be represented as \( \varphi_2(r) \leq t \). We consider the following optimization problem:

\[
\min_{r, t \geq 0} \varphi_3(r) + \varphi_4(t)
\]

s.t. \( \varphi_2(r) \leq t \),

where \( \varphi_3(r) \) and \( \varphi_4(t) \) are strongly convex functions with global minimas \( r^* \) and \( t^* \), respectively. The above problem is not always convex as \( \varphi_2(r) \) is not always convex.

We can find the level sets of the objective function from \( \varphi_3(r) + \varphi_4(t) = \kappa \), where we change \( \kappa \). The solution of the above problem is a point in the feasible set that gives the least objective function value. If the minimizer of the objective function lies in the feasible set, then that is the problem solution. Otherwise, the problem solution lies on the level set that is tangent to the feasible set and is exactly the point on the feasible set border line that is touched by the level set. As the gradient of each point on a level set is different from the gradient of the other points, only one point of the feasible set is touched by the tangent level set. Algorithm 4 can find the tangent level set using a bisection search since there is only one tangent level set, and the rest of level sets are either intersecting with the feasibility region or do not intersect. In each iteration, we quickly evaluate whether or not three considered level sets by the bisection method are intersecting the feasible set or not. Since the objective function of (49) is strongly convex, the obtained solution is unique and Algorithm 4 solves the problem globally.

Remark 4. If (25) is considered instead of (8), then we rewrite (47) as

\[
\int_0^{g_k^w} \int_{S_k} (v_k^w, t_k^w) (g_k^w - v_k^w)dv_k^w \leq \beta_s g_k^w, k \in K_s, \quad (50)
\]

where \( g_k^w = \sum_{p \subseteq P_k, w \subseteq p} g_k^p \). To solve (49) with (50), we dualize \( g_k^w \) and find the augmented Lagrangian. We can deploy an ADMM algorithm to solve the problem. We use Algorithm 4 to solve the subproblem with respect to \( \{g_k^p\}_{p \subseteq P_k, k=1:K} \) and find the augmented Lagrangian minimizers with respect to \( \{g_k^p\}_{p \subseteq P_k, k=1:K} \) can be obtained in closed-form.

Proposition 2. Algorithm 5 converges to the global stationary solution of the problem in (47).

Proof. The first subproblem of Algorithm 5, given in (48), is strongly convex and has a unique global optimal solution.
Furthermore, we proved in Proposition[1] that the unique global solution is obtained by Algorithm 4 for (49). Therefore, the obtained solution by Algorithm 5 is global stationary [41] p. 698).

C. The proposed ADMM Algorithm to solve (24)

In the proposed ADMM algorithm, we alternatively optimize with respect to \(r\) as one block and jointly with respect to \(\{g, t\}\) as the other block. In the proposed ADMM algorithm, \(r\) is updated through a block successive upper-bound minimization in Section V-A while \(\{g, t\}\) is updated through an inner ADMM in Section V-B. In the \(\pi + 1\)th iteration of the ADMM algorithm, we update the Lagrange multipliers as \(\tau^{\pi+1} = \tau^{\pi} + \rho(r^{\pi+1} - g^{\pi+1})\). We continue alternating between optimization with respect to \(r\) and \(\{g, t\}\) until both variable blocks and \(\tau\) converge. We solve each subproblem of the group LASSO regularization using the proposed ADMM algorithm. We then update \(\alpha_1^{\pi+1}\) and \(\alpha_2^{\pi+1}\) using (38) and solve again. We continue until both \(\alpha_1^\pi\) and \(\alpha_2^\pi\) converge. The summary of the proposed approach to solve (24) is given in Algorithm 6.

Proposition 3. The ADMM approach given in Algorithm 6 converges to the global solution of (39).

Proof. As the quadratic continuous upper-bound (42) has identical value and gradient to the value and gradient of \(\Gamma(r)\) in point \(r = \hat{r}\), the convergence conditions [40] Assumption 2) are satisfied, and the successive upper-bound (42) minimizations converge to a stationary solution with respect to \(r\), which is also global due to the strong convexity of (41). Moreover, due to Proposition 2) the global solution is obtained by Algorithm 5 for the subproblem with respect to \(\{g, t\}\). Therefore, the obtained solution by the ADMM approach in Algorithm 6 is global stationary [41] p. 698).

VI. SIMULATION RESULTS

In this section, we evaluate the performance of the proposed approaches. The considered network for evaluations is the one given in [45], [46], which includes both the backhaul and radio access components. A data center is connected to routers of the network through three gateway routers, GW 1, GW 2, and GW 3. The network includes 57 APs and 11 network routers. APs are distributed on the X-Y plane, and they are connected to each other and to routers via wired links. The backhaul network has 162 links. Wired link capacities are identical in both directions. Backhaul link capacities are determined as

- Links between the data center and routers: 4 Gnats/s;
- Links between routers: 2 Gnats/s;
- Links between routers and APs: 2 Gnats/s;
- 2-hop to the routers: 400 Mnats/s;
- 3-hop to the routers: 320 Mnats/s;
- 4-hop to the routers: 160 Mnats/s.

The considered paths originate from the data center and are extended toward users. User-AP associations are determined by the highest long-term received power. We consider three wireless connections that have the highest received power to serve each user. There are three paths for carrying each user’s data from a data center to APs. The distribution of the demand is log-normal:

\[
d_k \sim \frac{1}{d_k \sigma_k \sqrt{2\pi}} \exp\left(-\frac{(\ln d_k - \eta_k)^2}{2\sigma_k^2}\right).
\]

In addition, it is assumed that \(\eta_k\) is realized randomly from a normal distribution for each user. The power allocations in APs are fixed. The dispensed resource in an AP is bandwidth. The channel between each user and an AP is a Rayleigh fading channel. The CDF of the wireless channel capacity, which is parameterized by the allocated bandwidth \(t_k^p\), is given as [22]

\[
1 - \exp\left(\frac{1 - 2\overline{\text{SNR}}_k^p/t_k^p}{\overline{\text{SNR}}_k^p}\right),
\]

where \(\overline{\text{SNR}}_k^p\) is the average SNR in one time-scale. The PDF of the wireless channel capacity is

\[
\frac{\ln(2)2^{t_k^p}/\overline{\text{SNR}}_k^p}{\overline{\text{SNR}}_k^p} \exp\left(\frac{1 - 2^{t_k^p}/\overline{\text{SNR}}_k^p}{\overline{\text{SNR}}_k^p}\right).
\]

Suppose that 200 users are served by five different slices of a single tenant. We consider \(\psi_j = 1\) and \(\theta_s = 3\), and we increase the AP bandwidth budget from 20 MHz to 80 MHz with a step size of 15 MHz. The minimum required reserved rate for the slices is 600 Mbits/s. In the considered setup, \(\phi_k, L_{\eta_k}(r_k) = 90 - \exp(-0.045r_k + 4.5)\), where \(r_k\) is in Mbits/s. The cost of activating a slice is 1000 units of utility, and \(q = 0.1\) and \(\epsilon = 0.05\). We consider four possible \(K_s\) for each slice. Furthermore, we consider two scenarios. We list the considered scenarios as follows:

1) Scenario 1: \(E[\eta_k]\) for users of slices 1 and 4 is 3.5 Mbits/s, and \(E[\eta_k]\) for users of slices 2, 3, and 5 is 2.5 Mbits/s;

2) Scenario 2: \(E[\eta_k]\) for users of slices 1 and 4 is 4 Mbits/s, and \(E[\eta_k]\) for users of slices 2, 3, and 5 is 3 Mbits/s.

In Fig. 2a, we plot the gained utility by each slice given in (13) without the cost of activation. When the depicted gained utility from a slice is zero in Fig. 2a that slice is not activated. It is observed that in both scenarios, the number of activated slices increases as the bandwidth budget of APs increases. The reason is that when the available bandwidth in APs increases, the expected outage of downlinks (Fig. 2c) decreases, and therefore, the overall expected gained utilities of slices increase. Furthermore, we observe from Fig. 2a that as users served by slices 1 and 4 request greater data rates, these slices, which provide higher revenue, are activated first.

From Fig. 2b we observe that the aggregate reserved rates for users of each slice increases as the bandwidth budget of APs increases if the number of active slices does not increase. When the number of active slices increases, the amount of allocated resources to users of a slice becomes smaller and reserved rates for users of a slice can decrease. We observe from Fig. 2c that the expected outage of users decreases as the bandwidth budget of APs increases. This helps the slices to improve their utility functions. The collected revenue of each slice from serving users is depicted in Fig. 2d. We compare the solutions returned by Algorithm 2 against the optimal ones.
We consider $\psi_j = 1$ and increase the AP bandwidth budget from 20 MHz to 40 MHz with a step size of 5 MHz. The minimum required reserved rates for the slices are 500 Mnats/s, 500 Mnats/s and 400 Mnats/s, respectively. In the considered setup, $\beta = [0.1, 0.2, 0.3]$ and $\phi_{\eta_k, \beta}(r_k) = 90 - \exp(-0.09r_k + 4.5)$, where $r_k$ is in Mnats/s. We consider $E[\eta_k] = 2.5$ Mnats/s for all users. Before the arrival of new statistics, we observe from Fig. 3a that the obtained revenue by slice 2 is greater than that by slice 1. The reason is that $\beta_2 > \beta_1$. Thus, providing a certain rate to a user in slice 2 requires less bandwidth. As a result, more rates are reserved for slice 2, as it is depicted in Fig. 3b and less bandwidth reserved for slice 2, as depicted in Fig. 3c. We observe that the expected revenue for each slice enhances with the increase of bandwidth budget. Consider that the traffic statistics of each user served by the first and the second slice change dramatically as follows:

- For the users served by the first slice, the mean of $\eta_k$ becomes 3.5 Mnats/s.
- The distribution of the demand for each user served by slice 2 becomes exponential with a mean of 2 Mnats/s.

The PDF of the demand for each user supported by the third slice remains identical. Furthermore, $\beta$ changes to $\beta = [0.1, 0.6, 0.3]$. As $\eta_k$ increases, the expected aggregate demanded traffic of users served by the first slice increases compared to its value in the first place. Furthermore, the

Table I: The performance of Algorithm 2 against the optimal solution.

| AP Budget | Optimal solution | Scenario 1 | Algorithm 2 | Optimal solution | Scenario 2 | Algorithm 2 |
|-----------|------------------|-------------|-------------|------------------|-------------|-------------|
|           | Activated slices | Obj. fun.   | Activated slices | Obj. fun. | Activated slices | Obj. fun. | Activated slices | Obj. fun. |
| 20 MHz    | 1, 4             | 1,446       | 1, 4, 5     | 2,055       | 1, 4         | 1,655       | 1, 4, 5     | 2,055       |
| 35 MHz    | 1, 4             | 2,055       | 1, 4, 5     | 2,331       | 1, 4, 5     | 2,401       | 1, 4, 5     | 2,401       |
| 50 MHz    | 1, 4, 5          | 2,358       | 1, 4, 5     | 3,066       | 1, 3, 4     | 3,000       | 1, 3, 4     | 3,000       |
| 65 MHz    | 1, 4, 5          | 2,025       | 1, 4, 5     | 3,436       | 1, 3, 4, 5  | 3,388       | 1, 3, 4, 5  | 3,388       |
| 80 MHz    | 1, 4, 5          | 2,863       | 1, 4, 5     | 3,882       | 1, 2, 4, 5  | 3,852       | 1, 2, 4, 5  | 3,852       |

Figure 2: (a) The utility function without activation costs; (b) aggregate reserved rate for users of slices; (c) the expected outage of downlinks; and (d) the expected acquired revenue for slices by Algorithm 2.

We consider that tenants serve tenants, where each owns a single slice. The first and second tenants serve 80 users each. The third tenant serves 40 users. We consider $\gamma_j = 1$ and increase the AP bandwidth budget from 20 MHz to 40 MHz with a step size of 5 MHz. The minimum required reserved rates for the slices are 500 Mnats/s, 500 Mnats/s and 400 Mnats/s, respectively. In the considered setup, $\beta = [0.1, 0.2, 0.3]$ and $\phi_{\eta_k, \beta}(r_k) = 90 - \exp(-0.09r_k + 4.5)$, where $r_k$ is in Mnats/s. We consider $E[\eta_k] = 2.5$ Mnats/s for all users. Before the arrival of new statistics, we observe from Fig. 3a that the obtained revenue by slice 2 is greater than that by slice 1. The reason is that $\beta_2 > \beta_1$. Thus, providing a certain rate to a user in slice 2 requires less bandwidth. As a result, more rates are reserved for slice 2, as it is depicted in Fig. 3b and less bandwidth reserved for slice 2, as depicted in Fig. 3c. We observe that the expected revenue for each slice enhances with the increase of bandwidth budget. Consider that the traffic statistics of each user served by the first and the second slice change dramatically as follows:

- For the users served by the first slice, the mean of $\eta_k$ becomes 3.5 Mnats/s.
- The distribution of the demand for each user served by slice 2 becomes exponential with a mean of 2 Mnats/s.

The PDF of the demand for each user supported by the third slice remains identical. Furthermore, $\beta$ changes to $\beta = [0.1, 0.6, 0.3]$. As $\eta_k$ increases, the expected aggregate demanded traffic of users served by the first slice increases compared to its value in the first place. Furthermore, the
expected aggregate demanded traffic of users served by the second slice diminishes compared to its previous value. Consider that the minimum reserved rate constraints of the first and second slices are relaxed after the change. However, the minimum reserved rate constraint of the third slice remains 400 Mbits/s. It is observed from Fig. 3a that the expected obtained revenue by the third slice does not change due to the enforced sparsity by the $\ell_0$-norm. Numerical simulation confirms that after three updates, coefficients $a_{1,i}$ and $a_{2,i}$ converge. To solve each group LASSO subproblem, at most 15 iterations of the outer ADMM in Algorithm 6 with 15 iterations of the inner ADMM in Algorithm 5 are required. The overall CPU time is less than 27 seconds in our C implementation.

We compare Algorithm 6 against the one proposed in [7]. In [7], $\ell_1$-norm is used to promote sparsity in slice reconfigurations. To tackle $\ell_1$-norm non-differentiability, Wang et al. introduced affine constraints that allow limited slice variations instead of keeping $\ell_1$-norm in the objective function. We allow 1 Mbits/s variation for the reserved rate for each path and 1 MHz variation for the reserved bandwidth for each path. Under the same bandwidth budgets in APs, we observe from Figs. 3a, 3b and 3c that our approach is able to better reconfigure slices to achieve a higher expected revenue. Moreover, it reserves higher rates and more resources for users. In Fig. 3d, we depict the maximum revenue that can be obtained by slices using the reserved resources in the backhaul and RAN via Algorithm 6 is greater than that by [7].

VII. CONCLUDING REMARKS

In this paper, we studied jointly slicing link capacity in the backhaul and transmission resources in RAN for multiple network tenants prior to the observation of user demands. We proposed a novel two time-scale framework for the activation of network slices and also reconfiguring active slices based on the time varying statistics from user demands and channel states. We proposed $\ell_q$-norm, $0 < q < 1$, regularization to promote sparsity in the activation of network slices. Due to the non-convexity of the formulated activation problem, we successively solved a sequence of convex approximations of the problem via a novel Frank-Wolfe algorithm. Furthermore, we formulated the slice reconfiguration problem and since the reconfiguration of network slices can be costly, we used group LASSO regularization to enhance the sparsity of reconfigurations for active slices. An efficient, distributed and parallel algorithm is proposed to solve each group LASSO subproblem. Through extensive numerical tests, we verified the efficacy and efficiency of our approaches against the optimal solutions and existing state of the art method.
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