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Abstract

Current contrastive learning frameworks focus on leveraging a single supervisory signal to learn representations, which limits the efficacy on unseen data and downstream tasks. In this paper, we present a hierarchical multi-label representation learning framework that can leverage all available labels and preserve the hierarchical relationship between classes. We introduce novel hierarchy preserving losses, which jointly apply a hierarchical penalty to the contrastive loss, and enforce the hierarchy constraint. The loss function is data driven and automatically adapts to arbitrary multi-label structures. Experiments on several datasets show that our relationship-preserving embedding performs well on a variety of tasks and outperform the baseline supervised and self-supervised approaches. Code is available at https://github.com/salesforce/hierarchicalContrastiveLearning.

1. Introduction

In the real world, hierarchical multi-labels occur naturally and frequently. Biological classification of organisms is structured in a taxonomic hierarchy. In e-commerce websites, retail spaces and grocery stores, products are organized by several levels of categories. The hierarchical representation is a natural categorization of classes, and serves to efficiently represent the relationship between different classes. However, this relationship is seldom utilized in learning tasks, with traditional supervised approaches preferring to organize their classes in a flat list. In single task learning problems, where a model is learned for one objective only, a flat list of classes is a reasonable approach. However, in representation learning frameworks, where a single embedding function can be used in a variety of downstream tasks, utilizing all of the supervisory signal available is vital. In order to generalize to unknown downstream tasks and unseen data, the embedding function must represent the data concisely and accurately, which includes preserving the hierarchical categorization in the embedding space.

However, representation learning approaches that exploit this hierarchical relationship between labels have received very little attention. In recent years, several unsupervised [5, 13, 16] and supervised [17, 18, 30, 42] metric learning frameworks have been proposed. These approaches typically rely on minimizing the distance between representations of a positive pair and maximizing the distance between negative pairs. In the unsupervised (self-supervised) setting [5, 13, 33, 46], the positive pairs are different views of the same image, most typically obtained by random augmentations of the anchor image [5, 13, 33]. In the supervised setting, labels are used to construct a wider variety of positive pairs, from different images of the same class and their augmentations [17, 18]. Positive pairs constructed from augmentations of the anchor image, and pairs constructed from the anchor image and other images of the same class are considered to be equivalent, and the learning process attempts to minimize the distance between images in all of these positive pairs to the same degree. While representations learned in this paradigm may be satisfactory for a downstream task based on the supervisory label such as category prediction, other tasks such as instance prediction, retrieval, attribute prediction and clustering can suffer due to the absence of direct supervision for these tasks. Additionally, these approaches do not support multi-label learning and are unable to utilize information about the relationship between labels.

Formally, in the hierarchical multi-label setting, each data point has multiple dependent labels, and the relationship between labels is best represented in a hierarchy. See Figure 1(b) for a sample representation in a tree structure. For example, in the DeepFashion dataset [21], each data point has 3 hierarchically structured labels: category (Denim, Cardigan, Shirts etc), product (identified by product id) and variation (typically color / pattern variations). For the anchor image in Figure 1(a), which belongs to a specific product in the Denim category, the sub-category image is a different sample from the same product, and the category image is from a different product in the same cate-
Our proposed approach leverages all the available labels to learn an embedding function that can preserve the label hierarchy in the embedding space. We develop a general representation learning framework that can utilize available ground truth and learn embeddings that generalize to a variety of downstream tasks. We present two novel losses (and their combination) that exploit the relationship between hierarchical multi-labels and learn representations that can retain the label relationship in the representation space. The Hierarchical Multi-label Contrastive Loss (HiMulCon) enforces a penalty that is dependent on the proximity between the anchor image and the matching image in the label space. In this setting, we define proximity in the label space as the overlap in ancestry in the tree structure. The Hierarchical Constraint Enforcing Loss (HiConE) prevents the hierarchy violation, that is, it ensures that the loss from pairs farther apart in the label space is never smaller than the loss from pairs that are closer. Models learned under this framework can be used exactly like traditional representation learning frameworks, a model is trained with our novel loss functions to learn an efficient encoder network, and embeddings generated from this approach can be used in a variety of downstream tasks.

Our framework is not limited to the hierarchical multi-label scenario. It reduces to the supervised contrastive approach [18] when only single level labels are available, and to the SimCLR [5] approach when no labels are available. We demonstrate the efficacy of our framework in comparison to Khosla et al. [18], Chen et al. [5] and a standard cross entropy based approach on downstream tasks such as category prediction, sub-category retrieval and clustering NMI [38]. These tasks also show that our approach preserves the hierarchical relationship between labels in the representation space, and generalizes to unseen data as well.

2. Related Work

Contrastive learning was first studied in the self-supervised setting [5, 13, 16, 33, 34, 46], typically relying on a pretext task to learn embeddings. The supervision for the pretext tasks would typically be generated from the data itself. Examples include denoising [37], colorization [38], image recognition [15], object detection and image segmentation [40], action recognition [26] and patch ordering [8]. The method in van den Oord et al. [25] used a probabilistic contrastive loss to capture mutual information between different views of data. They showed the effectiveness of their method on four domains: speech, images, text and reinforcement learning. Li et al. [20] performed clustering to find prototypical embedding, which is similar to an image embedding. The efficacy of learning representations in a contrastive fashion led to the development of supervised contrastive approaches. Khosla et al. [18] extended Chen et al. [5] to the supervised setting. The supervised con-
Contrastive learning approach formulated positive pairs by sampling from different instances of the same class, as opposed to augmenting different views of the same image in the unsupervised setting. They show that the supervised contrastive learning is a generalization of the triplet loss [42] and the n-pair loss objectives [31]. Ho et al. [17] introduced an approach to utilize multiple instances of an object interchangeably to learn a viewpoint invariant representation in a self-supervised and semi-supervised setting.

Małkiński et al. [22] proposed a contrastive learning framework for visual reasoning in the multi-label setting, but under the assumption that any pair of images can be considered to be positive if they share even one label. Zhao et al. [49] proposed a normalized class-similarity-weighted sums for classification in the hierarchical setting, which is a replacement of the logistic regression. Wu et al. [44] learned a hierarchical classifier by calculating each hierarchy level’s probability. Cho et al. [6] designed a fashion hierarchical classification model to classify fashion images. Bilal et al. [3] and Yan et al. [47] designed a deep network branch on side of a general network, and strategically learn super-classes at each hierarchical level. Instead of solving the label imbalance problem, [2] designed two cross entropy variations to handle top-k errors. Wehrmann et al. [41] introduced a multi-step pipeline learning a network which output a prediction for each layer in the hierarchy. Giunchiglia et al. [12] introduced the coherent hierarchical multi-label classification networks, which enforced the hierarchy constraint (described in Section 3.3). They introduced a modified version of binary cross entropy loss, where a separate module would modify the model confidence such that the confidence associated with all classes in the hierarchy will be equal or higher than the lowest class. Wang et al. [39] proposed a structured loss based on the similarities between query and gallery features. The method in [19] was built on Triplet loss, where levels of features are defined as degrees of similarities between pairwise points. These methods are fundamentally different from the proposed method, which directly builds the hierarchy on the natural characteristics of the data.

Ge et al. [11] constructed a hierarchical triplet loss, wherein the hierarchical tree representation is constructed using a single-level label structure by utilizing the intra-class distances to formulate a grouping mechanism, which is then used for hard negative mining and in the loss function. This approach differs from our approach in two important ways, first, it relies on the triplet loss instead of the contrastive loss. The triplet loss is a special case of the contrastive loss [18]. The second difference lies in the construction of the hierarchical tree. Our approach relies on the multi-level label information to construct the tree, whereas Ge et al. [11] constructs it on the fly from the data itself. The formulation of the tree from the data can result in propagating biases in the underlying model and the data to the representation learning framework and can be prone to noise. A recent method that was proposed by Garnot et al. [10] modeled the hierarchical class structure by integrating class distance into a prototypical network, where the use of a hierarchical tree is different in our approach.

Although our experiments include image classification and image retrieval, our goal is different from multi-task methods [1,12,41]. The proposed algorithm is a general hierarchical multi-label representation learning framework that can be applied to any downstream task. Our approach is agnostic to downstream tasks and is not directly optimized for them.

3. Methodology

In order to better explain our approach, we define some of the terminology that will be used throughout this work. A hierarchical multi-label dataset refers to a dataset where each data point has multiple related labels associated with
it, and the dependency is best described in a directed acyclic graph or a tree. Leaf nodes represent a unique image identifier, and all non-leaf nodes in the tree represent label information at various levels. The levels are analogous to depth in a tree structure. The lower levels correspond to broader categories (closer to the root of the tree), with the lowest level corresponding to the category label. For example, in Figure 1, the “DENIM” category would be the lowest label for the anchor image, and sub-category-1 would be the highest level label. Leaf nodes would correspond to image identifiers. Positive pairs at a level \( l \in L \) are formed by identifying a pair of images that have common ancestry up to level \( l \) and diverge thereafter. Referring again to Figure 1, the anchor image and the category image form a pair at the category level, as they only have the category label to be common between them. In graph terminology, a pair of images at level \( l \) implies that they will have their lowest common ancestor at level \( l \).

Our method is constructed similar to the supervised contrastive learning [18] approach. First, an encoder network and a projection head is learned using all of the available hierarchical labels. The encoder networks weights are then frozen, and no finetuning is done on the encoder network for downstream tasks. If additional learning is necessary for downstream tasks, in classification tasks for example, a separate classifier is trained with the embeddings generated by the encoder acting as the input to the classifier.

### 3.1. Contrastive Learning

The contrastive learning loss introduced in Chen et al. [5], was originally a self-supervised learning method. Such methods can pull an anchor and its augmented version together in the embedding space, while the anchors and negative samples are pushed apart. A set of \( N \) randomly sampled labeled pairs is defined as \( \{x_k, y_k\} \), where \( x \) and \( y \) represent the samples and labels individually and \( k = 1, \ldots, N \). Two augmentations are applied to each sample. Let \( i \) be the index of one augmented sample, and \( j \) be the index of the other, where \( i \in A = \{1, \ldots, 2N\} \) and \( j \neq i \). \( i \) is the anchor and \( j \) is the positive sample. The contrastive loss is defined as

\[
L_{\text{self}} = - \sum_{i \in A} \frac{\exp(f_i \cdot f_j/\tau)}{\sum_{k \in A \setminus i} \exp(f_i \cdot f_k/\tau)}
\]

Here, \( f \) represents the feature vector in the embedding space, and \( \tau \) is a temperature parameter. Intuitively, the numerator calculates the inner dot product between an anchor \( i \) and its positive sample \( j \). The denominator calculates all the inner dot products between \( i \) and all negative samples, where totally \( 2N - 1 \) samples are calculated.

The supervised contrastive learning [18] extends Eq. 1 to a supervised scenario. Particularly, given the presence of labels, positive pairings for the anchor goes from one-to-many positive-negative samples in SimCLR [5], to many-to-many samples. The loss is defined as

\[
L_{\text{sup}} = \sum_{i \in I} \frac{-1}{|P(i)|} \sum_{p \in P} \log \frac{\exp(f_i \cdot f_p/\tau)}{\sum_{a \in A \setminus i} \exp(f_i \cdot f_a/\tau)}
\]  

(2)

\( P \) represents the indices of all positives in the multi-view batches except for \( i \). \( A \) represents all images in the batch, and \( a \in A \setminus i \) is all images in the batch except the \( ith \) image. Therefore, the supervised contrastive loss consolidates information of all the positive samples in the numerator, and can essentially exploit the contrastive power between positive and negative samples.

### 3.2. Hierarchical Multi-label Contrastive Loss

Although the supervised contrastive learning in Eq. 2 can distinguish between multiple positive pairs, it is only designed for single labels. Define \( L \) as the set of all label levels, and \( l \in L \) is a level in the multi-label. Then the loss for a pairing of the anchor image, indexed by \( i \) and a positive image at level \( l \) is defined as

\[
L_{\text{pair}}(i, p_i^l) = \log \frac{\exp(f_i \cdot f_a^l/\tau)}{\sum_{a \in A \setminus i} \exp(f_i \cdot f_a/\tau)}
\]

(3)

The hierarchical multi-label contrastive loss (HiMulCon) can then be defined as:

\[
L_{\text{HMC}} = \sum_{l \in L} \frac{1}{|l|} \sum_{i \in l} \frac{-\lambda_l}{|P_i(l)|} \sum_{p_i^l \in P_i} L_{\text{pair}}(i, p_i^l)
\]

(4)

where \( \lambda_l = F(l) \) is a controlling parameter that applies a fixed penalty for each level in the hierarchy, \( P_i \) is the set of positive images for anchor image indexed by \( i \). \( F \) is heuristically chosen and scales with \( l \). See supplementary material for a study on different choices for \( F \). Figure 2(a) provides a conceptual illustration of this loss.

The HiMulCon applies higher penalties to image pairs constructed from higher levels in the hierarchy, forcing them closer than pairs constructed from lower levels in the hierarchy. Note the construction of the loss with regards to the interaction between pairs at different levels. Pairs formed at the highest level will have all other paired images from lower levels form negative pairs at the higher levels, and the negative pairs formed by pairs with some level of lower common ancestry naturally form hard negative samples, hence becoming a form of hard negative mining. In addition, the \( \lambda_l \) term contributes to preserving the hierarchy explicitly.

If there is only one-level label, the HiMulCon loss reduces to the supervised contrastive loss. The supervised contrastive loss is therefore a special case of the HiMulCon.
3.3. Hierarchical Constraint Enforcing Loss

The Hierarchical Constraint Enforcing Loss, HiConE, enforces the hierarchical constraint in the representation learning setting. In the classification setting, as described in Wehrmann et al. [41] and Giunchiglia et al. [12], the hierarchical constraint ensures that if a data point belongs to a class, it should also belong to its ancestors. This can be defined in terms of confidence scores, where a class higher in the hierarchy cannot have a lower confidence score than a class lower in the ancestry sequence. Adapted to the contrastive learning scenario, we define the hierarchical constraint as the requirement that the loss between image pairs from a higher level in the hierarchy will never be higher than the loss between pairs from a lower level. This observation leads us to develop an hierarchical constraint enforcing loss (HiConE).

If we define $L^\text{pair}_{\text{max}}$ as the maximum loss from all positive pairs at level $l$:  

$$L^\text{pair}_{\text{max}}(l) = \max_{(i,p')_l} L^\text{pair}(i,p')$$  

Then, the HiConE loss $L^\text{HiConE}$ is defined as

$$\sum_{l \in L} \frac{1}{|P(i)|} \sum_{p' \in P_l} \max(L^\text{pair}(i,p'), L^\text{pair}_{\text{max}}(l-1))$$

$\lambda_l = \lambda^\text{pair}$

$\max(L^\text{pair}(i,p'), L^\text{pair}_{\text{max}}(l-1))$

Then, the HiConE loss $L^\text{HiConE}$ is defined as

$$\sum_{l \in L} \frac{1}{|P(i)|} \sum_{p' \in P_l} \max(L^\text{pair}(i,p'), L^\text{pair}_{\text{max}}(l-1))$$

Note that the combined loss is essentially adding the $\lambda_l$ term to Eq. 6, giving us a loss term that has a level penalty as well as the hierarchy constraint enforcing term.

3.5. Hierarchical Batch Sampling Strategy

Wu et al. [43] highlighted the importance of sampling in representation learning. Khosla et al. [18] also showed that having a large number of hard positives/negatives in a batch leads to improved performance. In a hierarchical multi-label setting, it becomes necessary to ensure that each batch has sufficient representation from all levels of the hierarchy for each anchor image. Hence, we design a custom batch sampling strategy which ensures that each image can form a positive pair with images that share a common ancestry at all levels in the structure. The approach is straightforward: randomly sample an anchor image and get the label hierarchy. For each label in the multi-label, randomly sample an image in the sub-tree such that the anchor image and the sampled image have common ancestry up to that label. Steps are taken to ensure that each image is sampled only once in an epoch.

For example, in Figure 1 (b), the anchor image would be sampled. Positive pairings from each level need to be sampled next. First, a random image from sub-category-1 will be sampled. Next, a random image from category-1 but not sub-category-1 will be sampled. This process is repeated at all levels in the hierarchy. Finally, augmented versions of these images are also generated. Once completed, another anchor image is sampled randomly and the process repeats until batch_size number of images have been sampled.

4. Experiments

We evaluate our loss on three downstream tasks: image classification, image retrieval accuracy on sub-categories and NMI for clustering quality. We study the generalizability of our approach by evaluating the performance of our encoder network on unseen data. We also present qualitative results with t-SNE visualizations [35].

4.1. Datasets

We experiment with several popular datasets: ImageNet [29], DeepFashion In-Shop [21], iNaturalist [36] and ModelNet40 [45]. In order to showcase our results against popular benchmarks, we present results in the standard configurations of these datasets. We also split some of these datasets into seen and unseen sets, where we use the seen sets to train the encoder network, and evaluate performance of our approach and relevant baselines on the unseen dataset. We use the split to show that proposed losses are able to learn generalized representations that work well on unseen data.

DeepFashion dataset is a large-scale clothing dataset with more than 800K images. We use the In-Shop subset in our experiments as it has three-level labels: category, product ID and variation. The variation can be different colors or sub-styles for the same product. ModelNet40 is a syn-
Table 1. Top-1 classification accuracy on the full datasets. Standard datasets and splits as described in the original papers are used here. For ImageNet and iNaturalist datasets, the task is classification at the finest sub-category level, whereas super-category level classification is performed for DeepFashion and ModelNet40. All baseline results were reproduced.

|                | ImageNet [29] | DeepFashion [21] | iNaturalist [36] | ModelNet40 [45] |
|----------------|---------------|------------------|------------------|-----------------|
| SimCLR [5]     | 69.53         | 70.38            | 54.02            | 79.26           |
| Cross Entropy  | 77.60         | 72.44            | 56.86            | 81.31           |
| SupCon [18]    | 78.70         | 72.82            | 57.28            | 81.60           |
| Guided [10]    | 76.60         | 72.61            | 57.33            | 83.49           |
| HiMulConE (Ours) | **79.14**     | **73.21**        | **59.40**        | **88.46**       |

Figure 3. Retrieval results on the full datasets.

thetic dataset of 3,183 CAD models from 40 object classes. It has two-level hierarchical labels: category and CAD image ID. iNaturalist is a species classification dataset, with two levels in the hierarchy, a super-category for the genus, and species categories. ImageNet classes are hierarchically structured using the WordNet [23] hierarchy, we use the label hierarchy published in the Robustness library [9].

4.2. Implementation Details

We adopt a pre-trained ResNet-50 [14], which was trained on ImageNet [7], as the encoder network. For the ImageNet experiments, we train the model from scratch. We finetune the parameters of the fourth layer of the ResNet-50 as well as a multi-layer perceptron header [18] on the seen dataset with the proposed losses. The optimizer is SGD with momentum [28]. The encoder model weights are frozen after the network is trained in this fashion. We train an additional linear classifier for 40 epochs to obtain the classification accuracy. We use the same setup for all models. Although the proposed losses can be trained together with the linear classifier, we find that the performance gap is rather small. The batch size in our experiments is 512, and we use the temperature $\tau$ as 0.1 in all experiments. We start from the learning rate as 0.1, and decrease it by 10 for every 40 epochs. The augmentations are the same as [13,18].

Algorithm 1: Hierarchical Loss implementation

Data: Batch labels $B$ of size $N \times L$, Mask $M$ of size $N \times N$, features $F$ of size $N \times d$

$l \leftarrow N - 1$;

$M \leftarrow 1$;

$batchLoss \leftarrow 0$;

while $l \geq 0$ do

$M[\cdot,l] = 0$;

$levelMask = M \odot B$;

$i \leftarrow 0$;

$levelPairings = \text{torch.stack}([\text{torch.all}(\text{torch.eq}(levelMask[i], levelMask),dim = 1) \text{ for } i \text{ in range}(N)])$;

$levelLoss = \text{loss}(features, levelPairings)$;

/* proposed loss functions */

$batchLoss = batchLoss + levelLoss$;

end

The hierarchical relationship, and the batch sampling strategy described in section 3.5 requires a careful implementation of the loss calculation. Since a pairing can be a positive pair at a lower level and a negative pair at a higher level, the loss computation is aggregated by lay-
ers, with the highest layers calculated first. Restructuring the losses to be computed at each level and aggregated to form the batch loss allows for direct tensor operations and greatly speeds up the computation. See Algorithm 1 for a PyTorch [27] based pseudo code. Starting from the highest level, a $N \times N$ pairing mask is constructed at each level where $\text{levelPairing}[i, j] = 1$ if $\text{labels}[i] == \text{labels}[j]$ at level $l$ else 0. In the single-level scenario, $\text{levelPairings}$ is only computed once, and all images of the same class will be set, reducing to Khosla et al. [18]. The $\text{levelLoss}$ is defined in Eq. 4, 6 and 7 individually. In the unlabeled scenario, $\text{levelPairings}$ will be a diagonal matrix, and this implementation reduces to SimCLR [5].

### 4.3. Classification Accuracy

We compare the proposed loss functions with SimCLR, an unsupervised contrastive loss [5], two supervised learning losses functions: cross entropy and supervised contrastive loss (SupCon) [18], and a state-of-the-art method (Guided) [10] that incorporates the idea of hierarchical labels. We do not compare with other metric learning approaches as Khosla et al. [18] showed that popular metric learning approaches like triplet loss [30,42] are special cases of SupCon. The cross entropy uses flat list of labels and the softmax [4] function to train a classifier, and SupCon uses the labels to construct positive pairs in order to train a contrastive loss. The results are presented in Table 1, and the classification results reported here are on the standard configurations of the datasets. The supervised approaches are very competitive for this task, as the encoder is also trained with the same supervisory signal as the classification task. Although our approach has access to additional labels during the representation learning phase, these labels are not used in training the classifier. All approaches evaluated here have exactly the same classifier training mechanism.

| Method        | DeepFashion Seen | DeepFashion Unseen | ModelNet40 Seen | ModelNet40 Unseen |
|---------------|------------------|--------------------|-----------------|--------------------|
| SimCLR        | 70.26            | 68.12              | 77.09           | 72.26              |
| Cross Entropy | 77.81            | 71.94              | 85.17           | 79.77              |
| SupCon        | **81.46**        | 73.93              | **88.33**       | **79.28**          |
| Guided        | 79.34            | 74.04              | 89.01           | 82.22              |
| HiMulCon      | 80.54            | 74.88              | 89.28           | 84.44              |
| HiConE        | 80.67            | 75.28              | 89.09           | 84.40              |
| HiMulConE     | 80.52            | **75.29**          | **89.45**       | **85.37**          |

Table 2. Top-1 classification accuracy on the seen / unseen splits of DeepFashion In-Shop and ModelNet40.

| Method       | DeepFashion Category NMI | DeepFashion Product NMI | ModelNet40 Category NMI | ModelNet40 Product NMI |
|--------------|--------------------------|-------------------------|--------------------------|-------------------------|
| SimCLR       | 0.15                     | 0.73                    | 0.31                     | 0.52                    |
| CE           | 0.1                      | 0.66                    | 0.12                     | 0.4                     |
| SupCon       | 0.57                     | 0.68                    | 0.62                     | **0.88**                |
| HiMulCon     | 0.57                     | 0.8                     | **0.62**                 | **0.88**                |
| HiConE       | 0.58                     | 0.78                    | 0.61                     | **0.88**                |
| HiMulConE    | **0.59**                 | **0.81**                | **0.62**                 | **0.88**                |

Table 3. NMI on DeepFashion In-Shop and ModelNet40. CE represents cross entropy. Product NMI represents its mean NMI.

### 4.4. Image Retrieval Accuracy

This downstream task here is to retrieve images from the gallery that are the same class as the query image. The top-k accuracy is usually adopted to measure if a query image class can be found in the top-k retrieved results from the gallery. In this task, class is used to refer to the finest sub-category ID in the dataset. For DeepFashion dataset, the test set forms the query images, in ModelNet, we split the data into train, validation and test sets, and use the test set as the query images. In order to evaluate retrieval results on the iNaturalist dataset, we create a custom query and gallery set: We follow the original train/validation split, using all 579K training images to train the encoder model, and use 20 percent of the validation dataset (17K images) as the query set and the rest (78K images) as the gallery set.

In addition to the baselines from the classification experiment, we include triplet loss [30,42] and FashionNet [21] results as well, as they are more appropriate for retrieval tasks. We were unable to find equivalent results, or an official implementation for Ge et al. [11] (a different encoder network is used in the paper), and hence do not include their results here. In Figure 3, we show results of the proposed three losses versus the baselines on DeepFashion In-Shop dataset, iNaturalist and Modelnet40. Our losses are clearly superior to the baseline results, with HiMulConE showing greater improvement at smaller $k$.

Moreover, a recent study [24] showed that top-k retrieved results have flaws, and proposed a metric, Mean Average Precision at R (MAP). We report results in Table 4.

| Method       | DeepFashion | iNaturalist | ModelNet40 |
|--------------|-------------|-------------|------------|
| SupCon       | 31.5        | 61.5        | 21.6       |
| HiMulConE    | **35.6**    | **66.9**    | **26.0**   |

Table 4. Retrieval results using MAP evaluation metrics.
4.5. Generalizability to Unseen Data

4.5.1 Setup

In order to evaluate the performance of our models on unseen data, we split DeepFashion and Modelnet40 datasets into a seen and unseen set. Each dataset is further split into train, validation and test sets. The seen set is used to train the encoder network, and the model is frozen. For the classification task on unseen data, a classifier is trained on the embeddings generated by the encoder network that was trained on the seen data, the encoder network is not fine-tuned on unseen data.

4.5.2 Classification

We finetuned the pretrained model on the seen dataset. To obtain results in the unseen dataset, we only train the classifier on the embeddings generated from the encoder network that was trained on the seen dataset. Table 2 shows the top-1 accuracy of classification accuracy on DeepFashion In-Shop and ModelNet40. It is seen that the proposed methods obtain better results than the baselines on the unseen part of both datasets, while obtaining comparable results to SupCon on the seen part. In theory, HiConE exploits the properties of the dataset by respecting the semantic relationships of neighboring levels, penalizing pairs by magnitudes that are correlated with the distance between the pair in the embedding space. HiMulCon on the other hand is a fixed penalty based on level differences, penalizing pairs on the distance between them in the label space. A hybrid of the two methods, HiMulConE can leverage differences from both the label and the embedding spaces. In Table 2 we see that HiConE does better on the dataset with significant semantic overlap in different levels of the tree (DeepFashion), and the gap is much smaller in the semantically well separated dataset (ModelNet).

4.5.3 Image Retrieval

The experimental setup is similar to section 4.4, with the difference being that the data used comes from the unseen set only. The results are presented in Figure 4. Once again, our losses perform better than the baselines, particularly at lower values of $k$. This shows the generalisability of our work in comparison to the baselines. Since our approach can incorporate the label hierarchy in the network loss, the embedding space preserves the label-space hierarchy.

4.5.4 Clustering

Clustering is another downstream task that can be used to evaluate the quality of the embeddings. As in Ho et al. [17], we use K-means and the NMI [38] score to evaluate clustering quality. We first generate the embeddings for all the images in the unseen test set, and perform K-means in the representation space. Clustering is done at two levels: the lowest (category) and highest (product ID) levels in the tree. At the category level, K is set to the number of categories in the dataset, and NMI measures the consistency between the category labels and clusterId. At the ID level, for each category, we perform K-means, with K set to the number of products in that category. The mean of ID-level NMIs, across all categories, is reported in the Product NMI columns in Table 3. The significant improvement over the baseline in product NMI shows that our approach maintains separability for sub-categories within a category, and also shows that our approach preserves the hierarchical relationship between labels in the representation space.

5. Limitations and Social Impact

A limitation of our approach is the requirement of hierarchical labels for learning the encoder network, which can be expensive to acquire. In addition, our approach has been tested on datasets where labels have a tree-like structure, where each node only has one parent. However, it is relatively straightforward to extend this to general graph structures. Another common limitation arises from the underlying data used for experiments. Biases in the data [32] can be learned by the model, which can have significant societal impact. Explicit measures to debias data through re-annotation or restructuring the dataset for adequate representation is necessary.

6. Conclusion

Hierarchically categorized data is common in the real world, and our novel approach provides a general framework for utilizing all available label data, reducing to standard supervised or self-supervised approaches in the absence of sufficient data. Our approach generalizes well on a variety of downstream tasks and unseen data, and significantly outperforms the evaluated baselines. In future work, we would like to extend this work to multi-label scenarios that are not in a hierarchical framework, and to other modalities and multi-modal settings, incorporating modalities such as speech and language.
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