A Novel Chaotic Permutation-Substitution Image Encryption Scheme Based on Logistic Map and Random Substitution
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ABSTRACT Privacy is a serious concern related to sharing videos or images among people over the Internet. As a method to preserve images’ privacy, chaos-based image encryption algorithms have been used widely to fulfil such a requirement. However, these algorithms suffer from a low key-space, significant computational overhead, and a lag in resistance against differential attacks. This paper presents a novel chaos-based image encryption method based on permutation and substitution using a single Substitution Box (S-Box) to address issues in contemporary image encryption algorithms. The proposed encryption technique’s efficiency is validated through extensive experiments as compared to the state-of-the-art encryption algorithms using different measures and benchmarks. Precisely, the collected results demonstrate that the proposed technique is more resilient against well-known statistical attacks and performs well under plaintext attacks. Indeed, the proposed scheme exhibits very high sensitivity concerning the plaintext attack. A minor change in the encryption key or the plain text would result in a completely different encrypted image.

INDEX TERMS Chaotic system, permutation, substitution, logistic map, image encryption.

I. INTRODUCTION

In recent years, the privacy of users has become one of the major security concern that needs to be addressed carefully, especially when dealing with information shared over the Internet or other openly accessible communication outlets [1]. These privacy concerns are equally valid for digital images as in many cases the digital images carry sensitive information that requires protection from leakages, such as digital images relevant to military, medical, and online personal images [2]. Encryption plays an important role in the process of information security. Hence, several encryption algorithms have been proposed in the literature, mainly the Advanced Encryption Standard (AES) and the Data Encryption Standard (DES) [3].

The digital images are characterized by a high correlation among adjacent pixels. The digital images are also less sensitive to changes since a minor change in a pixel value would not translate to a drastic change in image quality as compared to textual data [4]. Consequently, conventional encryption methods such as AES and DES are not suitable for image encryption because they require high processing power and time. To address the aforementioned issue, several image encryption algorithms [5]–[7] have been proposed in recent years. The chaos-based encryption algorithms have been considered optimal practically in this context since they are characterized by fast encryption, low complexity, and high security, with reasonable computational power overhead.

According to Shannon [8], there are mainly two crucial steps of image encryption: confusion and diffusion. Diffusion refers to the relationship between plaintext and cipher images. An encryption method is considered more efficient if a slight change in the original image alters the cipher image completely. Alternatively, confusion refers to the relationship between the key and an encrypted image. Particularly in this context, an encryption method is considered more efficient if altering a bit in the key results in a different encrypted image [8].
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Many techniques are used in literature to achieve a significant level of confusion and diffusion. Chaotic maps have been recently used widely for image encryption due to their chaotic behavior and simplicity [9], [10]. For instance, Anees et al. [6] have proposed an encryption method based on chaotic map, where three S-Boxes are used for the chaotic substitution of image pixels. The results have demonstrated that chaotic map-based encryption has superior performance than encryption techniques utilizing one S-Box and has significantly faster processing time in comparison to the traditional algorithms. However, the method proposed by Anees et al. [6] does not perform efficiently in terms of diffusion.

Ahmad and Hwang [5] have proposed a novel chaos-based diffusion and a substitution encryption method in which auto-correlation in digital data is minimized for lower gray values. On the contrary, diffusion is achieved by dividing the substituted image into blocks of **Z × Z** elements where the random values of blocks are generated by exploiting the logistic map [5]. The resulting cipher is then further XORed with substituted image blocks resulting in a cipher image with reduced correlation [5]. Ahmad and Hwang method [5] has a lower impact on pixel values of the encrypted image when the corresponding plaintext image is taken with a changed pixel value and also has comparatively high correlation coefficient between the pixels of encrypted image.

He et al. [11] have proposed a cryptosystem by substituting sine map in sine iterative chaotic map with infinite collapse modulation map system utilizing a delayed sine map. Zeng and Wang [12] have utilized particle swarm optimization and cellular automata to design a hyper-chaotic image encryption method where cellular automata are used to diffuse each pixel value. In general, substitution-based algorithms employing a single S-Box have shown promising performance concerning image encryption. However, they do suffer from the problem of high correlation between the pixels of the encrypted image. Shafique and Ahmed [13] have proposed an image encryption algorithm based on the dynamic allocation of S-Box by using the chaotic map to reduce the correlation between the encrypted image pixels. Ahmad and Hwang [5] have used multiple S-Boxes for image encryption by chaotic allocation of S-Boxes to minimize the correlation between the encrypted image pixels but the results show that their techniques fail to achieve very low correlation coefficient between the pixels of encrypted image so better encryption algorithm can be designed to fill in this gap [5], [14].

The researchers have widely used permutations to encrypt the images. Indrakanti and Avadhani [15] have proposed a random permutation-based image encryption that uses a 64-bit symmetric key [15]. Anwar and Meghana [16] have presented a method of image encryption based on chaotic pixel permutation by using a variation of Arnold's cat map. These methods are not sensitive to the change in the plain-text images and the encrypted image provides sufficient information about the original image.

Masood et al. [17] have proposed a multi-stage image encryption scheme based on Henon chaotic map (Henon–Pomeau attractor map), Brownian motion, and Chen’s chaotic system. In their approach, an image is divided into blocks and then the pixels of each block are shuffled [17]. Khan and Ahmad [7] have presented an encryption method based on skew tent map and tangent delay ellipse reflecting cavity map system (TD-ERCS map). The use of multiple chaotic maps in Khan and Ahmad method [7] causes it to take more computational time in encryption.

Agrawal has discussed an image encryption method based on a 2D sine tent composite map and superior fractal function in [18]. Chaotic sequences are generated by using the output of the superior fractal function as an initial value. Chaotic circular pixel shuffling is applied with the help of sequences generated by a 2D sine tent composite map, and then XOR operation is performed to generate cipher image. Their method hides the image features comparatively well, but it takes 7 seconds to encrypt a 512 × 512 image.

An improved version of the chaotic map with improved Markov properties [19] is used to introduce a new image encryption method by Ge and Ye [20]. An initial key is generated by adding all the image bits to make the cryptosystem secure against differential attacks. Reverse cat map is then applied to achieve confusion in the encrypted image. They have used a chaotic map for diffusion. The method has been further evaluated using different statistical and differential tests on the encrypted image, the results of which demonstrate that the method is comparatively less resistant against statistical attacks.

The previous studies have several limitations regarding resistance against differential attacks, computational overhead, and low key-space. This research tries to fill in the gap by introducing a novel chaotic permutation–substitution image encryption scheme based on logistic map and the AES S-Box. The results illustrate that the proposed encryption algorithm can produce a profoundly secured encrypted image with highly scrambled pixels, and as compared to the other cryptosystems, the proposed scheme is comparatively more efficient and resistant against attacks. Encrypted images using the proposed scheme are sensitive to a slight change in the pixel values of the plain text images or a slight change in the encryption key, which makes the proposed scheme more resistant against differential attacks.

The proposed scheme is evaluated and compared with several encryption techniques given in the literature. The evaluation is performed in terms of histogram analysis; the horizontal, vertical, and diagonal correlation coefficient between the plain-text image and the encrypted image; peak signal to noise ratio (PSNR); mean square error (MSE); the number of pixels changes rate (NPCR); unified average change intensity (UACI); maximum deviation; irregular deviation; deviation from the uniform histogram; entropy; and time complexity. Compared with the existing image encryption methods, this study has the following novel contributions:

- An efficient arrangement of substitution-permutation process is presented to design a lightweight image encryption scheme.
encryption method and achieve a significant level of security.

- Key is generated from the plaintext image using SHA-2 to resist the chosen plaintext attacks. Tiny modification in the original image impacts the entire encryption process with the proposed image encryption algorithm approach.
- Instead of using multiple S-boxes, the proposed encryption scheme achieves a higher level of confusion by using a single AES S-box.
- The proposed encryption scheme achieves a significant level of resistance to differential and statistical attacks.
- The proposed scheme is compared with the state-of-the-art image encryption schemes. Results indicate the proposed encryption scheme outperforms other image encryption methods given in the literature and provides higher resistance against attacks, while requiring less computational power.

The rest of the paper is organized as follows. In Section II, a brief background of encryption and its main techniques is presented. The steps of our image encryption scheme are elaborated and discussed in Section III. We analyze the security of our proposed scheme in case of statistical attacks, and key and plaintext sensitivity in Section IV. Finally, we conclude the paper in Section V.

II. BACKGROUND

In general, encryption algorithms are categorized into complete and selective. The former performs full encryption, while the latter performs encryption only on the part of data [21]. The complete encryption is more secure; however, it requires a higher processing power than the selective encryption. Hence, a complete encryption algorithm with faster compression time is considered more suitable for image encryption as it aims at hiding the maximum amount of information to deliver a sufficient level of security.

In addition to the substitution, hashing and permutation methods are well known in data encryption. The substitution process (a factorial boolean function) by employing a substitution box (S-Box) takes an \( n \) bit input. The substitution process returns a substituted \( m \) bit output with the main aim is to obscure the relationship between the key and the ciphertext (i.e., confusion). On the other hand, permutation is a technique that is used to replace the position of pixels of image in such a way that it can be recovered to the original state when needed. It plays an important role in image encryption [22]. Hashing is a process of converting any size of data into a fixed-size string known as the hash. Secure Hash Algorithm (SHA) is a standard cryptography hash function designed by the United State National Security Agency [23]. SHA is very sensitive to input such that a change in a single input bit would completely change the hash value. The different versions of SHA are SHA-1, SHA-2 and SHA-3 [24]. SHA-3 is the latest member of SHA family and is comparatively more secure but slower than the SHA-1 and SHA-2.

Many algorithms are discussed in the literature to create S-Boxes, with the main focus on ensuring the non-linearity of the created S-Box. If an S-Box is linear, we will always substitute the same \( m \)-bit output for the same \( n \)-bit input, suggesting a high correlation between the cipher and the plaintext data, a characteristic that makes breaking the encryption scheme easier. AES S-Box is comparatively better than other S-Boxes in cryptographic systems in terms of global avalanche criterion, non-linearity, and better resistance against external attacks [25], [26]. The AES S-Box provides most of the features and efficient functionalities that are required in cryptography [27].

The non-linearity of S-Boxes, chaotic maps, logistic maps, etc., have been proven efficient. The pseudo-random numbers generation ensures the chaotic behavior of non-linear S-Boxes. The mathematical equation for the logistic map is given below.

\[
X_{i+1} = \mu X_i (1 - X_i)
\]

where \( 0 \leq X_i \leq 1 \) and \( 0 \leq \mu \leq 4 \) (1)

where \( \mu \) is the control parameter or growth rate, and \( X_0 \) is the starting population. According to a study, the random numbers generated by logistic maps are affected by the parameter \( \mu \). The generated sequence repeats itself after a few cycles when the value of \( \mu \) is between 0 and 3 [28]. The periodic sequence is found to be the generated numbers when
the value of $\mu$ is between 3 to 3.569946 [28]. At 3.569946, Mossekilde et al. found the period of infinity, and the system behaves chaotically when the value of $\mu$ is between 3.569946 and 4 [28]. Bifurcation diagram of logistic map is shown in Figure 1. Uneven distribution, low security, and a small parameter space are all downsides of the logistic map, however, in the proposed work, we have utilised logistic map at one stage.

III. PROPOSED SCHEME

This section provides an overview of the proposed scheme as well as its design and implementation.

A. PROPOSED SCHEME OVERVIEW

Figure 2 provides an overview of the encryption and decryption process of the proposed scheme. The proposed scheme is designed to fill in the gaps in the previous methods of image encryption in the literature. To achieve the optimal level of security and efficiency, the proposed scheme is based on chaotic permutation, substitution, and XOR operation. The proposed scheme has a large keyspace and is very resistive against brute-force attack. The relation between the plaintext image and cipher image is obscured by using a key based on the plaintext image. AES S-Box is used to achieve the minimal level of correlation between the cipher image pixels. The proposed scheme is intended to provide an efficient method of image encryption that is more secure against attacks and consumes fewer resources.

Our proposed scheme performs encryption in two main stages. The first stage creates encryption keys by applying the SHA-2 256 hashing algorithm on the plaintext image. We have selected SHA-2 256, since SHA-1 was cracked in 2017 by Google [29]. We want to clarify that SHA-3 is more secure than SHA-2 256 but we have not selected SHA-3 due to its resource hungriness. The resulting hash is then divided into multiple parts, mapped between 0 and 1, suitable for logistic maps.

In the second stage, column and row permutation is performed on the image pixels employing pseudorandom numbers generated by a chaotic logistic map. The hash values produced in the first stage are used as the initial population for the logistic map. The value of $\mu$ (control parameter of the logistic map) is taken as 3.99123 to generate pseudorandom numbers since the logistic map system behaves chaotically for $\mu$ value between 3.569946 and 4 [28]. After permutation, the XOR operation is performed on the permuted image pixels and pseudorandom numbers generated by the logistic map. Then a substitution operation is applied to the resulting image.

This research employs AES and reverse S-Boxes to substitute a pixel value by considering logistic maps. The utilization of multiple less secure S-Boxes for image encryption effect the encryption quality. The state-of-the-art encryption methods suggests the employment of multiple secure S-Boxes [6].

B. PROPOSED SCHEME DESIGN AND IMPLEMENTATION

Fig. 3 shows the flow chart of the proposed scheme. Steps of the proposed scheme to encrypt an image are presented below.
FIGURE 3: Flow diagram of the proposed scheme.
1) Apply SHA-2 256 on a plaintext image to generate a hash for the plaintext image.
2) Divide hash into 4 equal parts of 64 bits.
3) Mapping the hash parts from step-2 between 0-1 (by converting the hexadecimal hash part into integer and then taking modulus 0.9999) and save in Keys Key-1, Key-2, Key-3, and Key-4.
4) Use the Keys generated in step-3 as initial population parameter \( \mu \) for the logistic map to produce pseudo-random numbers PRN-1, PRN-2, PRN-3, and PRN-4.
5) Perform chaotic row permutation on the image by using PRN-1.
6) Perform chaotic column permutation using PRN-2 on the resultant image generated by step-5.
7) XOR PRN-3 by the resultant image generated by step-6.
8) Convert the pixel values of the image generated in step-7 from decimal to binary.
9) Divide each 8-bit pixel value into 2 equal parts of 4 bits. Part-1 is the most significant 4 bits and part-2 contains the least significant 4 bits of the pixel.10) Convert the parts of pixels from binary to decimal. Part-1 into Dpart-1 and Part-2 into Dpart-2.
11) Selection of AES S-Box or AES reverse S-Box (as discussed in section III-A), based on the value of PRN-4 for each pixel.
12) Use Dpart-1 from step-10 to corresponds to the row number Dpart-1 of the selected S-Box in step-11 and use Dpart-2 to corresponds to the row number Dpart-2 of the selected S-Box in step-11.
13) Generate the encrypted image by replacing the Pixel value with receptive S-Box value at position (Dpart-1, Dpart-2).

The decryption process of the proposed scheme is discussed in the steps below.
1) Read the encrypted image along with the encryption key.
2) Use the keys as initial population parameter \( \mu \) for the logistic map to produce pseudo-random numbers PRN-1, PRN-2, PRN-3, and PRN-4.
3) Perform steps 8 to 12 of the encryption process and then substitute the encrypted image pixel values.
4) XOR PRN-3 by the resultant image generated by step-3.
5) Perform chaotic column permutation in reverse order using PRN-2 on the resultant image generated by step-4.
6) Perform chaotic row permutation in reverse order on the image from step-5 using PRN-1 to complete the decryption process.

**IV. RESULTS AND SECURITY ANALYSIS**

We have used several images of 512 × 512 pixels, namely, the Cameramen.png, Baboon.png, Lena.png, Pepper.png, and Zelda.png to evaluate the proposed scheme. The selected images are widely used in literature to analyze image encryption methods (Fig. 4). A visual comparison of an encrypted Baboon 512 × 512 image by using the proposed scheme with Anees et al. [6] method is shown in Fig. 6. The encryption scheme proposed in this research is compared with state-of-the-art algorithms for resistance to differential attacks, encryption quality, entropy, PSNR, MSE, NPCR, UACI, and time complexity.

**A. CORRELATION COEFFICIENTS BETWEEN CONSECUTIVE PIXELS**

The correlation coefficient is used to measure the association between two variables. In images, the pixels are highly correlated, and thus, image encryption algorithms mainly focus on reducing the association between the pixels of an encrypted image. The correlation coefficient is scaled between +1 and −1, where +1 indicates a maximum positive correlation, and −1 indicates a maximum negative correlation between two variables. Hence, if the correlation coefficient is equal to 0, it shows no association between the variables. However, a simple correlation coefficient only shows the overall association and generally might not be sufficient for highlighting local dependencies [4]. For assessing local association, Dikbaş [30] has introduced the horizontal correlation coefficient, and the vertical correlation coefficient as more efficient methods. Consequently, this paper opts to analyze the proposed scheme by calculating a horizontal correlation coefficient, vertical correlation coefficient, and diagonal correlation coefficient (CC) between consecutive pixels of the encrypted image. The method having a correlation coefficient value close to 0 is considered more secure. The mathematical representation of correlation coefficient is shown in Eq. 2.

\[
S = W \times H
\]

\[
M(p) = \frac{1}{S} \sum_{i=1}^{S} p_i
\]

\[
D(p) = \frac{1}{S} \sum_{i=1}^{S} (p_i - M(p))
\]

\[
\text{cov}(p_1, p_2) = \frac{1}{S} \sum_{i=1}^{S} (p_{1i} - M(p_1))(p_{2i} - M(p_2))
\]

\[
CC_{p_1, p_2} = \frac{\text{cov}(p_1, p_2)}{\sqrt{D(p_1)D(p_2)}}
\]

where \( W \) is the width of the image, \( H \) is the height of the image, \( S \) is the total number of pixels in the image, \( p_{1i} \) is the \( i \)th instance (pixel) of the plaintext image, and \( p_{2i} \) is the \( i \)th instance (pixel) of the encrypted image. \( M(p) \) is the mean of the pixels values, \( M(p_1) \) is the mean of the pixels values of plaintext image and \( M(p_2) \) is the mean of the pixels values of encrypted image. \( D(p) \) is the variance of image, and \( D(p_1) \) and \( D(p_2) \) are the variance of the plaintext image and the cipher image, respectively; \( p_1 \) and \( p_2 \) are the neighboring pixels of the image and \( \text{cov}(p_1, p_2) \) is the co-variance of adjacent pixels. The horizontal correlation coefficient is the correlation between the horizontal pixels of the image as illustrated in
Fig. 5 (c), and similarly the vertical correlation coefficient is the correlation between the vertical pixels of the image as illustrated in 5 (b), while diagonal correlation coefficient is the correlation between the diagonal pixels of the image, as shown in Fig. 5 (a). The evaluation results of the proposed encryption method and Anees et al.’s algorithm [6] in terms of the vertical correlation coefficient, horizontal correlation coefficient, and the diagonal correlation coefficient are shown in Table 1, 2, and 3, respectively, under several images. We have also compared our proposed scheme to several other algorithms; however, under only the 512 × 512 encrypted Peppers image as shown in Table 4. Results show that the proposed scheme has a lesser vertical correlation coefficient, horizontal correlation coefficient, and diagonal correlation coefficient than the other.

### B. CORRELATION COEFFICIENTS BETWEEN PLAINTEXT IMAGE AND CIPHER IMAGE

A critical measure to demonstrate the efficiency of the encryption algorithms is the correlation coefficient between the plaintext and encrypted images, as it shows the level of association between the plaintext and encrypted images. As a simple correlation is unable to provide as much information about the ability of encryption methods to resist attacks, we have carried out our analysis, which is vertical, horizontal, and diagonal correlations comparison of our proposed scheme with other schemes discussed in literature [6], [11].

We carry out the following steps to calculate the vertical correlation coefficient between the plain and cipher images. The column-wise variance is calculated for plaintext and cipher images in a couple of steps. The mean of each column is calculated. After that, the standard deviation of the pixels...
from the mean is computed for every pixel in the column. All
the standard deviations are squared and summed. Finally, the
sum is divided by the total number of pixels in the image. The
variance is mathematically represented in Eq. 3.

\[
V_v(P) = \frac{\sum_{i=0}^{W} (\sum_{j=0}^{H} (P_{ij} - \overline{P_i})^2)}{W \times H}
\]

where \( P \) is the image, \( W \) is the width of the image and \( H \) is
the height of the image, \( \overline{P_i} \) is the mean of the column number
\( i \) and \( P_{ij} \) represents a pixel at a position \( j \) in column \( \overline{P_i} \). The
mean of each column is calculated along with the standard
deviation of the pixels from the mean for every pixel in that
column. The resulting deviations are then squared, added up,
and the final sum is divided by the total number of pixels in
the image.

The vertical co-variance of the plaintext image and its
cipher is then calculated as shown in Eq. 4.

\[
C_v(P, C) = \frac{\sum_{i=0}^{W} (\sum_{j=0}^{H} (P_{ij} - \overline{P_i}) \times (C_{ij} - \overline{C_i}))}{W \times H}
\]

\[
\text{TABLE 3. Diagonal correlation coefficient for proposed scheme and}
\text{Anees et al. [6] method.}
\]

|                | Proposed Scheme | Anees et al. [6] |
|----------------|-----------------|-----------------|
| Baboon         | -0.00329        | 0.00531         |
| Cameraman      | -0.00011        | 0.12206         |
| Lena           | 0.00025         | 0.14592         |
| Peppers        | 0.00332         | 0.03615         |
| Zelda          | -0.00123        | 0.03339         |

\[
\text{TABLE 4. Correlation coefficients of the encrypted Peppers image with}
\text{different methods.}
\]

| Test          | Plaintext image | [11]        | [6]        | Proposed |
|---------------|-----------------|-------------|------------|----------|
| Vertical      | 0.9709          | 0.00094     | 0.03447    | 0.00061  |
| Horizontal    | 0.9639          | 0.00213     | 0.03406    | 0.00081  |
| Diagonal      | 0.9414          | -0.00246    | 0.03615    | 0.00332  |

where \( P \) is the plaintext image, \( C \) is the cipher image, \( W \) is the
width of the images, and \( H \) is the height of images, \( \overline{P_i} \) is mean
of the column number \( i \) of plaintext image, and \( P_{ij} \) represent a
pixel at a position \( j \) in the column \( \overline{P_i} \) of plaintext image.
\( \overline{C_i} \) is a column number \( i \) of cipher image, and \( C_{ij} \) represents a
pixel at a position \( j \) in column \( C_i \) of cipher image. Finally, the vertical correlation coefficient is obtained by the division of the co-variance of the plaintext image and its cipher image by the square root of the product of the variance of the plaintext image and its cipher as demonstrated in Eq. 5:

\[
CC = \frac{V_{cov}}{\sqrt{V(P) \times V(C)}} (5)
\]

where \( V_{cov} \) is co-variance of the plaintext image and the corresponding encrypted image, and \( V(P) \) and \( V(C) \) are the variances of plaintext image and encrypted image, respectively. We have also carried out the exact steps mentioned previously to calculate the correlation between the rows of the plaintext image and its cipher image (i.e., horizontal correlation coefficient) and the diagonal correlation coefficient. The correlation coefficient value close to zero shows little correlation between the plaintext and encrypted images, and the encryption algorithm has a better resistance against attacks.

As mentioned earlier, tests are performed on Baboon, Cameraman, Lena, Peppers, and Zelda test images to compare our encryption algorithm has a better resistance against attacks. Table 5, Table 6, and Table 7 present the results of the vertical correlation, the horizontal correlation and the diagonal correlation coefficients between the plaintext and cipher images, respectively. The proposed scheme has a smaller vertical correlation coefficient, horizontal correlation coefficient, and diagonal correlation coefficient and is more resistant to attacks as compared to Anees et al. [6] method.

**TABLE 5.** Vertical correlation coefficient for proposed scheme and Anees et al. [6] method.

| Proposed Scheme | Anees et al. [6] |
|-----------------|-----------------|
| Baboon          | 0.00190         | 0.02987 |
| Cameraman       | 0.00830         | -0.05623|
| Lena            | 0.00193         | 0.03311 |
| Peppers         | -0.00341        | -0.03876|
| Zelda           | -0.00143        | -0.03436|

**TABLE 6.** Horizontal correlation coefficient for proposed scheme and Anees et al. [6] method.

| Proposed Scheme | Anees et al. [6] |
|-----------------|-----------------|
| Baboon          | 0.00275         | 0.03216 |
| Cameraman       | 0.00578         | -0.13308|
| Lena            | 0.00182         | 0.05508 |
| Peppers         | -0.00395        | -0.03735|
| Zelda           | -0.00098        | -0.02464|

**TABLE 7.** Diagonal correlation coefficient for proposed scheme and Anees et al. [6] method.

| Proposed scheme | Anees et al. [6] |
|-----------------|-----------------|
| Baboon          | 0.00142         | 0.03334 |
| Cameraman       | 0.00709         | -0.11107|
| Lena            | 0.00230         | 0.04605 |
| Peppers         | -0.00392        | -0.04031|
| Zelda           | 0.00075         | -0.03320|

**C. VISUAL ANALYSIS**

The sample Baboon, Cameraman, Lena, Peppers and Zelda images, using the proposed scheme and their comparison with Anees et al. [6] method, for visual examination are shown in Figure. 6, 7, 8, 9, and 10.

As it emerges from the experimental results that encrypted images using the proposed scheme hide more information and are more secure against visual attacks as compared to prior methods in literature.

**D. HISTOGRAM ANALYSIS**

Histogram analysis is a widely used statistical measure which is used to calculate the distribution of grayscale pixels in an image. An image is considered to be more secure against statistical attacks if it has a uniform histogram. The histogram of a cipher image can capture information about the original image if it is not uniform enough [4], [31].

The results of histogram analysis of our proposed scheme in comparison with Anees et al. [6] encryption technique for the Baboob, Cameraman, Lena, Pepper, and Zelda images are presented in Fig. 11, Fig. 12, Fig. 13, Fig. 14, and Fig. 15, respectively. The histogram for the proposed scheme is more uniform than the histogram of the encrypted image using the Anees et al. [6] method, which shows that encrypted images using the proposed scheme hides more information and provides more resistance against attacks.

**E. ENTROPY**

Information entropy is another statistical measure of uncertainty in communication theory [32] and can be used to capture the randomness and unpredictable behavior of a system [33]. In this context, an encrypted image with higher entropy conceals more information as compared to an encrypted image with lower entropy, and vice versa. The mathematical representation for entropy is presented in Eq. 6.

\[
H(X) = - \sum_{i=0}^{255} P(X_i) \log(P(X_i)) (6)
\]

where \( X \) is a random variable and \( P(X_i) \) is the probability of occurrence of instance \( X_i \). If we generate 256 instances with the same probability and every instance is 8 bits, then \( H(X) = 8 \). Generally, the entropy is always less than the ideal value because the real data does not have the ideal random distribution. In a system, the less the entropy value is, the more the system is crackable. Thus, it is desirable to have the entropy closer to the ideal entropy for a secure system [34], [35]. The entropy analysis results of the proposed technique compared to the encryption schemes in the literature are shown in Table 8. The entropy of the image encrypted by the proposed scheme is very close to the ideal entropy, that is, 8 or higher than other methods, which shows the proposed scheme’s better resistance than other methods.


**F. ENCRYPTION QUALITY**

The encryption quality is an essential tool to check the effectiveness and efficiency of the cryptosystems. The resulting image is measured for deviation and correlation with several methods in the literature. The traditional subjective method of visual inspection, where a human assesses the quality of the image, used to be the norm in this context. However, it has been found recently that such a method cannot reveal the hidden flaws in encryption quality. Hence, several other methods were proposed in literature introducing the idea...
of quantitative measures of the encryption quality based on maximum deviation and correlation [4], [36].

The standard deviation of pixel values of the plaintext image computed via the pixel values of the corresponding cipher image is an excellent measure to measure encryption quality. Indeed, three different deviation measures are used in this research to examine the quality of the proposed scheme, namely, maximum deviation, irregular deviation, and deviation from the uniform histogram.

1) MAXIMUM DEVIATION

Maximum deviation is the sum of the difference between the histograms of the plaintext image and the cipher image. The mathematical representation of maximum deviation is represented in Eq. 7.

\[
D_{\text{max}} = \frac{d_0 + d_{255}}{2} + \sum_{i=1}^{254} d_i
\]
where $d_i$ is the instant of the $d$ at index $i$. $d$ is the difference between the histogram of plaintext image and the cipher image. $d_0$ is the difference at index 0 of $d$ and $d_{255}$ is the difference at index 255 of $d$. A higher value of maximum deviation shows that the encrypted image is more deviated from the plaintext image and the encryption method is more secure. The evaluation results of the proposed scheme’s maximum deviation compared to that of Anees et al. [6] encryption technique for the Baboon, Cameraman, Lena, Pepper and Zelda images are presented in Table 9. The maximum deviation of encrypted image using the proposed scheme is largely deviated from the original image; however, the performance of Anees et al. [6] is better than the proposed scheme with respect to this metric.

2) IRREGULAR DEVIATION
One of the problems with the maximum deviation for measuring the quality of encryption is that it only provides the cumulative difference between the histograms of the plaintext image and the corresponding cipher image. Thus, it can not
J. Arif et al.: Novel Chaotic Permutation-Substitution Image Encryption Scheme Based on Logistic Map

FIGURE 15. Histogram analysis for Zelda image. Y-axis is representing the levels of grayscales in image. The X-axis is representing the frequency of grayscale values. a. is showing the histogram for the plaintext image, b. is showing the histogram for an encrypted image using Anees et al. [6] method and c. is showing the histogram for an encrypted image by using the proposed scheme.

TABLE 8. Entropy for proposed scheme and Anees et al. [6] method.

| Image   | Proposed Scheme | Anees et al. [6] |
|---------|-----------------|------------------|
| Baboon  | 7.99923         | 7.70033          |
| Cameraman | 7.99696       | 7.43966          |
| Lena    | 7.99931         | 5.40790          |
| Peppers | 7.99938         | 7.80263          |
| Zelda   | 7.99923         | 7.70117          |

TABLE 9. Maximum deviation results for proposed scheme and Anees et al. [6] method.

| Image   | Proposed Scheme | Anees et al. [6] |
|---------|-----------------|------------------|
| Baboon  | 199138          | 232790           |
| Cameraman | 64998         | 77074            |
| Lena    | 474797          | 77074            |
| Peppers | 146408          | 179377           |
| Zelda   | 213345          | 240416           |

TABLE 10. Irregular deviation results for proposed scheme and Anees et al. [6] method.

| Image   | Proposed Scheme | Amir et al. |
|---------|-----------------|-------------|
| Baboon  | 80203           | 134369      |
| Cameraman | 32706        | 56384       |
| Lena    | 385859         | 718779      |
| Peppers | 84465          | 108271      |
| Zelda   | 63036          | 125206      |

3) DEVIATION FROM UNIFORM HISTOGRAM

A uniform histogram is a histogram with equal distribution of pixel values. A uniform histogram is taken as a benchmark to evaluate the quality of encryption where the lesser the image deviates from the uniform histogram, the better the encryption is. A histogram of a perfectly encrypted image is very close to the uniform histogram. Uniform histogram is represented mathematically in Eq.10.

\[
D_{uni} = \sum_{i=1}^{255} \left| H_{ci} - H_{ui} \right| \frac{W \times H}{H \times W} 
\]

where \( H_{ui} \) is the histogram value of \( i^{th} \) pixel of the uniform histogram, values of \( H_{ui} \) are considered if pixel value lies between 0 to 255 otherwise \( H_{ui} \) values are considered zero for all \( 0 > i > 255 \). \( H_{ci} \) is the \( i^{th} \) pixel value of the histogram of cipher image. The lower the value of \( D_{uni} \), the better is the encryption quality. Table 11 shows the results of the deviation from uniform histogram of the proposed technique compared to that of Anees et al. [6] encryption method. The value of deviation from the uniform histogram should be lower so that the encrypted image will be less deviated from the uniform histogram. For all results for encrypted images using proposed scheme and Amir et al. method in Table 11 the deviation from uniform histogram for proposed scheme is lower than Anees et al. [6] method which indicates that the encryption quality of the proposed scheme is better than Anees et al. [6] method.

\[
D = \text{histogram}(|P - C|)
\]
TABLE 11. Deviation from uniform histogram results for proposed scheme and Anees et al. [6] method.

|                | Proposed Scheme | Anees et al. [6] |
|----------------|-----------------|------------------|
| Baboon         | 0.99902         | 0.99904          |
| Cameraman      | 0.99609         | 0.99610          |
| Lena           | 0.99902         | 0.99979          |
| Peppers        | 0.99902         | 0.99904          |
| Zelda          | 0.99902         | 0.99908          |

G. MEAN SQUARE ERROR
Mean square error (MSE) is a widely used statistical method to calculate the average squared difference between the pixel values of an encrypted image and its plaintext image. The mean square error for a good quality encryption algorithm is generally ≥30dB [37]. The mathematical representation of the MSE in relation to image encryption is defined in Eq. 11.

\[
MSE = \frac{1}{W \times H} \sum_{i=0}^{W-1} \sum_{j=0}^{H-1} (P(i,j) - C(i,j))^2 \tag{11}
\]

Note that \( H \) and \( W \) are the height and width of the plaintext image and cipher image. \( P(i,j) \) is the pixel value of the plaintext image at position \((i,j)\) and \( C(i,j) \) is the pixel value of the cipher image at position \((i,j)\). We compared the MSE of the proposed scheme to that of Anees et al. [6] encryption method under several images including Baboon, Cameraman, Lena, Peppers and Zelda as depicted in Table 12. Results show that the proposed scheme has greater MSE than Anees et al. [6] method which indicates that the security of the images encrypted by the proposed scheme is better than images encrypted by Anees et al. [6] method.

TABLE 12. MSE results for proposed scheme and Anees et al. [6] method.

|                | Proposed Scheme | Anees et al. [6] |
|----------------|-----------------|------------------|
| Baboon         | 39.67941 dB     | 39.63439 dB      |
| Cameraman      | 32.53179 dB     | 31.79649 dB      |
| Lena           | 39.37463 dB     | 39.51088 dB      |
| Peppers        | 39.00139 dB     | 38.79973 dB      |
| Zelda          | 39.02306 dB     | 38.75836 dB      |

H. PEAK SIGNAL TO NOISE RATIO
Peak signal to noise ratio is an image quality metric. Used to measure noise between plaintext image and cipher image [38]. PSNR is defined as the ratio of peak signal power to noise power. Mathematical representation of PSNR is shown in Eq. 12.

\[
PSNR = 20 \log_{10} \frac{\text{MAX}_f}{\text{MSE}} \tag{12}
\]

where \( \text{MAX}_f \) is the maximum possible value of a pixel and MSE is the mean square error between the plaintext image and its cipher image as in Eq. 11. Greater value of PSNR shows that there is more closeness between the plaintext image and encrypted image. If an encryption image has a lower PSNR value then the encryption algorithm is considered better. Table 13 represents the PSNR values of proposed scheme compared to the PSNR values of Amir’s encryption method, for the Baboon, Cameraman, Lena, Peppers and Zelda.

TABLE 13. PSNR for proposed scheme and Anees et al. [6] method.

|                | Proposed Scheme | Anees et al. [6] |
|----------------|-----------------|------------------|
| Baboon         | 9.54241         | 9.49739          |
| Cameraman      | 8.41539         | 7.68011          |
| Lena           | 9.23763         | 9.37388          |
| Peppers        | 8.86441         | 8.66273          |
| Zelda          | 8.88607         | 8.62137          |

I. RESISTANCE TO DIFFERENTIAL ATTACKS
Differential cryptanalysis seeks to find the difference between the plaintext image and the corresponding encrypted image [39]. The attackers make a small change in plaintext image and analyze the impact on cipher image. The attacker then performs a statistical test to find non-randomness in cipher Image. An encryption algorithm is considered to be more secure against differential attacks if a single pixel change in the plaintext image makes a significant change in the corresponding cipher image. Avalanche effect, number of pixels change rate(NPCR) and unified average change intensity (UACI) are the tests usually used to analyze the performance of the encryption method against differential attacks.

1) AVALANCHE EFFECT
In a cryptosystem, a small change in key or a small change in plaintext image should cause a big change or completely change the corresponding encrypted image. This effect is called the avalanche effect. Mean square error (MSE) is used to check the avalanche effect. MSE presents the cumulative error between two cipher images. Eq. 13 below is used to calculate the MSE.

\[
MSE = \frac{1}{W \times H} \sum_{h,w} [C_1(h, w) - C_2(h, w)]^2 \tag{13}
\]

where \( H \) and \( W \) are the height and width of the image. \( C_1(h, w) \) and \( C_2(h, w) \) are the pixel values in the matrices of actual cipher image and the cipher image after a small change in key or a small change in plaintext image at position \((h, w)\). If a small change in input causes 50% or greater change in output then the cryptosystem satisfies strict avalanche criteria [40], [41].

2) NUMBER OF PIXELS CHANGE RATE
NPCR is used to capture the change in cipher images by changing a bit in the corresponding plaintext image. It is an important measure to analyze the ability of an encryption algorithm to resist differential attacks. NPCR presents the variance rate between cipher images after changing a pixel in a plaintext image. Eq. 14 is the mathematical representation of NPCR.

\[
\text{NPCR} = \frac{1}{W \times H} \sum_{i=1}^{W} \sum_{j=1}^{H} D(i,j) \times 100\% \tag{14}
\]

where \( D(i,j) \) is defined as:

\[
D(i,j) = \begin{cases} 
1 & \text{if } C_1(i,j) \neq C_2(i,j) \\
0 & \text{otherwise}
\end{cases}
\]

where \( C_1 \) and \( C_2 \) are the cipher images after changing one bit in the corresponding plaintext image.
TABLE 14. Results comparison with literature.

| Methods in literature | Horizontal Correlation Coefficient | Vertical Correlation Coefficient | Diagonal Correlation Coefficient | Entropy | NPCR | UACI | Time Complexity |
|-----------------------|-----------------------------------|----------------------------------|----------------------------------|---------|------|------|-----------------|
| [6]                   | 0.1352                            | 0.1055                           | 0.1220                           | 7.8026  | 0.0015| 0.0010| Very Low        |
| [5]                   | 0.0732                            | 0.0293                           | 0.0280                           | 7.9801  | 99.36| 32.72| High            |
| [20]                  | 0.0220                            | -0.0083                          | -0.0029                          | 7.9972  | 99.61| 33.49| Very High       |
| [11]                  | 0.0021                            | 0.0009                           | 0.0024                           | 7.9972  | 99.21| 33.16| Low             |
| [17]                  | 0.0020                            | 0.0050                           | 0.0020                           | 7.9986  | 99.59| 33.27| Moderate        |
| [7]                   | 0.0068                            | 0.033                            | 0.0474                           | 7.9969  | 99.15| 33.21| Low             |
| [18]                  | 0.0019                            | 0.0003                           | 0.0033                           | 7.9942  | 99.42| 33.35| Very High       |
| Proposed Scheme       | 0.0008                            | 0.0006                           | 0.0033                           | 7.9994  | 99.62| 33.49| Low             |

\[ D(i,j) = \begin{cases} 0, & \text{if } C_1(i,j) = C_2(i,j) \\ 1, & \text{if } C_1(i,j) \neq C_2(i,j) \end{cases} \quad (14) \]

where \( H \) and \( W \) are the height and width of the cipher image. \( C_1 \) is cipher image and \( C_2 \) is the cipher image after changing a pixel value in plaintext image. \( C_1(i,j) \) is the pixel of cipher image \( C_1 \) at position \( i,j \) and \( C_2(i,j) \) is the pixel of cipher image \( C_2 \) at position \( i,j \). NPCR is calculated for the proposed scheme. Table 15 is showing the results of NPCR for the proposed scheme and Anees et al. [6] method. Results show that the proposed scheme has greater NPCR than Anees et al. [6] method, which indicates that the proposed scheme has more resistance against differential attacks than [6].

TABLE 15. NPCR for proposed scheme and Anees et al. [6] method.

|             | Proposed Scheme | Anees et al. [6] |
|-------------|-----------------|-----------------|
| Baboon      | 99.60594        | 0.00038         |
| Cameraman   | 99.60481        | 0.00152         |
| Lena        | 99.61929        | 0.00038         |
| Peppers     | 99.64142        | 0.00038         |
| Zelda       | 99.61014        | 0.00038         |

3) UNIFIED AVERAGE CHANGE INTENSITY

UACI is used to measure the average intensity of change between the two cipher images, one for original plaintext image and one after changing a pixel in the plaintext image. Eq. 15 is the mathematical representation of UACI.

\[ UACI = \frac{1}{W \times H} \left( \sum_{i=1}^{H} \sum_{j=1}^{W} (C_1(i,j) - C_2(i,j))^2 \right) 100\% \quad (15) \]

where \( H \) and \( W \) are the height and width of the cipher image. \( C_1(i,j) \) is the pixel of cipher image \( C_1 \) at position \( i,j \) and \( C_2(i,j) \) is the pixel of cipher image \( C_2 \) at position \( i,j \).

UACI is calculated by using Eq. 15 for Baboon, Cameraman, Lena, Peppers and Zelda images. Table 16 is showing the results for the proposed scheme and Anees et al. [6] method. The proposed scheme has higher UACI values for all encrypted images which indicates that the proposed scheme is better than previous work [6]. Comparison of the proposed scheme with other methods discussed in the literature is presented in Table 17. Results show that the proposed scheme has better resistance against differential attacks than other methods.

TABLE 16. UACI for proposed scheme and Anees et al. [6] method.

| Image   | Proposed Scheme | Anees et al. [6] |
|---------|-----------------|-----------------|
| Baboon  | 33.43754        | 0.00025         |
| Cameraman | 33.48555        | 0.00105         |
| Lena    | 33.48595        | 0.00011         |
| Peppers | 33.45324        | 0.00026         |
| Zelda   | 33.54295        | 0.00013         |

TABLE 17. Comparison of NPCR and UACI values for different methods.

| Test     | [38] | [11] | [6] | Proposed |
|----------|------|------|-----|----------|
| NPCR     | 99.60111% | 99.61211% | 0.00038% | 99.61929% |
| UACI     | 33.56121% | 33.46132% | 0.00026% | 33.48595% |

4) TIME COMPARISON

The machine used for the testing of the proposed scheme is a Core i5 with 8GB RAM. Spyder 3.3.6 is used with Python version 3.7.4. Table 18 demonstrating the results for the proposed scheme and comparison with other methods discussed in the literature. Results showing that the time taken by the proposed scheme is lower than the other methods, which is proving that the proposed scheme is comparatively more efficient.

TABLE 18. Time taken by different methods to encrypt a 512 \( \times \) 512 image.

| Test     | [38] | [11] | [6] | Proposed |
|----------|------|------|-----|----------|
| time sec | 3.68 | 1.53 | 1.21 | 1.28     |
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Moreover, it is also possible to design a better S-Box than scheme for simplicity; future works can explore other chaotic schemes can be extended for other media types, such as audio scale images. Furthermore, as a future work our proposed color images as currently our scheme is designed for gray scheme with other methods in literature (Table 14). As a high sensitivity towards the change in the key or the plaintext. Statistical attacks despite the fact that we utilize only a single statistical methods under various settings. The results demonstrate that the proposed scheme is a more efficient method for image encryption.

V. CONCLUSION

In this study, a new chaotic-based image encryption scheme has been proposed utilizing a single AES S-Box, a deviation from the state-of-the-art algorithms where multiple S-Boxes are utilized. While the chaotic-based permutation used in our method maximizes the algorithm’s resistance against differential attack, the single S-Box substitution enables more optimal randomization of the values of the image pixels making the encryption more robust against statistical attacks. We have carried out extensive experiments to evaluate the proposed scheme with respect to the state-of-the-art encryption methods under various settings. The results demonstrate the superiority of our scheme and its ability to nullify the statistical attacks despite the fact that we utilize only a single S-Box. Indeed, our proposed scheme has shown promising results in addressing the chosen plaintext attack with very high sensitivity towards the change in the key or the plaintext. We have also provided a detailed comparison of the proposed scheme with other methods in literature (Table 14). As a future work, our proposed scheme can be implemented for color images as currently our scheme is designed for gray scale images. Furthermore, as a future work our proposed scheme can be extended for other media types, such as audio and video. We have implemented logistic map in the proposed scheme for simplicity; future works can explore other chaotic maps and integrate those maps with the proposed scheme. Moreover, it is also possible to design a better S-Box than AES S-Box for the proposed scheme.
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