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ABSTRACT

Velocity gradients in a stellar atmospheric plasma have an effect on the anisotropy of the radiation field that illuminates each point within the medium, and this may in principle influence the scattering line polarization that results from the induced atomic level polarization. Here, we analyze the emergent linear polarization profiles of the Ca \textsc{ii} infrared triplet after solving the radiative transfer problem of scattering polarization in time-dependent hydrodynamical models of the solar chromosphere, taking into account the effect of the plasma macroscopic velocity on the atomic level polarization. We discuss the influence that the velocity and temperature shocks in the considered chromospheric models have on the temporal evolution of the scattering polarization signals of the Ca \textsc{ii} infrared lines as well as on the temporally averaged profiles. Our results indicate that the increase of the linear polarization amplitudes caused by macroscopic velocity shocks may be significant in realistic situations. We also study the effect of the integration time, the microturbulent velocity, and the photospheric dynamical conditions, and discuss the feasibility of observing with large-aperture telescopes the temporal variation of the scattering polarization profiles. Finally, we explore the possibility of using a Hanle effect line-ratio technique in the IR triplet of Ca \textsc{ii} to facilitate magnetic field diagnostics in dynamic situations.
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1. INTRODUCTION

The chromosphere, the interface region between the photosphere and the corona, is a very important part of the solar atmosphere. It is the place where most of the non-thermal energy that creates the corona and solar wind is released, with a heating rate requirement that is between one and two orders of magnitude larger than in the corona. To infer the thermal, dynamic, and magnetic structure of the solar chromosphere is thus a very important goal in astrophysics. For instance, it is believed that the dissipation of magnetic energy in the 10\textsuperscript{6} K corona may be an important role (Carlin et al. 2012 and references therein). In fact, only the circular polarization is detected, especially in long-wavelength chromospheric lines such as those of the IR triplet of Ca \textsc{ii} (e.g., Trujillo Bueno 2010, Figure 3). But the linear polarization observed in quiet regions of the solar chromosphere has practically nothing to do with the transverse Zeeman effect.

In weakly magnetized regions, the linear polarization of chromospheric lines is dominated by scattering processes. The physical origin of this polarization is the difference among the electronic populations of sublevels pertaining to the levels of the spectral line under consideration. This so-called atomic level polarization, which is caused by the anisotropic illumination of the atoms, produces selective emission and/or selective absorption of polarization components without the need of a magnetic field (e.g., Manso Sainz & Trujillo Bueno 2003b, 2010). The larger the anisotropy of the incident radiation field, the larger the induced atomic level polarization and the larger the amplitude of the linear polarization of the emergent spectral line radiation. In an optically thick plasma like the solar atmosphere, the anisotropy of the radiation field depends mainly on the spatial distribution of the physical quantities that determine, at each point within the medium, the angular variation of the incident intensity. Great attention has been paid to the gradient of the source function (e.g., Trujillo Bueno 2001; Landi Degl’Innocenti & Landolfi 2004) but, in a highly dynamic medium like the solar chromosphere, the gradients of the macroscopic velocity of the plasma may also play an important role (Carlin et al. 2012 and references therein). In fact, in Carlin et al. (2012, hereafter Paper I) we showed that it can significantly affect the scattering polarization of the IR triplet of Ca \textsc{ii}. Our arguments were based on radiative transfer (RT) calculations in a semi-empirical model of the solar atmosphere, after introducing ad hoc velocity gradients and comparing the
computed $Q/I$ profiles with those corresponding to the static case. Given the diagnostic potential of the Ca II IR triplet for exploring the magnetism of the solar chromosphere (e.g., Manso Sainz & Trujillo Bueno 2010; De la Cruz Rodríguez et al. 2012), and the fact that the region where such chromospheric lines originate may be affected by vigorous and repetitive shock waves (e.g., Carlsson & Stein 1997), it is necessary to investigate the RT problem of scattering polarization in the Ca II IR triplet using dynamical, time-dependent atmospheric models of the solar chromosphere. In this paper, we show the results of such investigation.

2. DESCRIPTION OF THE PROBLEM AND THE RESOLUTION PROCEDURE

We have carried out RT calculations of the linear polarization produced by scattering in the Ca II infrared (IR) triplet. The polarization is produced by the atomic level polarization that results from anisotropic radiation pumping in the hydrodynamical (HD) models of solar chromospheric dynamics described in Carlsson & Stein (1997, 2002).

We used two time series of snapshots from the above-mentioned radiation HD simulations, each one lasting about 3600 s and showing the upward propagation of acoustic wave trains growing in amplitude with height until they eventually produce shocks. The first one corresponds to a relatively strong photospheric disturbance showing well-developed cool phases and pronounced hot zones at chromospheric heights (see Carlsson & Stein 1997; we refer to this as the strongly dynamic case). The second simulation corresponds to a less intense photospheric disturbance (see Carlsson & Stein 2002; we refer to this as the weakly dynamic case). Thus, the thermodynamical evolution of the atmosphere (including the chromosphere and the transition region) is driven by the bottom boundary condition that is imposed on the velocity. This realistic boundary condition is extracted from the measured Doppler shifts in the Fe I line at 3966.8 Å. Our description focuses mainly on the strongly dynamic case, but in Section 4.5 we compare the results with those corresponding to the weakly dynamic case.

To characterize the simulations we can use the following quantities. In terms of the velocity gradients, and using units related to a representative scale height $H = 275$ km, the temporal average of the maximum velocity gradient along the atmosphere is $40$ km s$^{-1}$ per scale height (or $145$ m s$^{-1}$ km$^{-1}$) in the strongly dynamic case and $13$ km s$^{-1}$ per scale height (or $47$ m s$^{-1}$ km$^{-1}$) in the weakly dynamic case. Likewise, the temporal average of the minimum of temperature in the atmosphere is $3976$ K in the strongly dynamic case and $4292$ K in the weakly dynamic case.

At each time step of the HD simulation under consideration we use the corresponding one-dimensional stratifications of the vertical velocity, temperature, and density to compute the emergent $I(\lambda)$ and $Q(\lambda)$ profiles through the application of the multilevel RT code of Manso Sainz & Trujillo Bueno (2003a, 2010), after the generalization to the non-static case described in Carlin et al. (2012). Specifically, we have jointly solved the RT equations for the Stokes $I$ and $Q$ parameters and the statistical equilibrium equations (SEEs) for the atomic populations of each energy level and the population imbalances among its magnetic energy sublevels (equivalently, the multipolar tensor components of the atomic density matrix, $\rho^K_\mu(J_i)$, with $J_i$ being the angular momentum of each level $i$). This is the NLTE RT problem of the second kind (see Sections 7.2 and 7.13 in Landi Degl’Innocenti & Landolfi 2004). Once the self-consistent solution of such equations is found at each height in the atmospheric model under consideration, we compute the coefficients of the emission vector and of the propagation matrix (see Section 2.2 of Paper I) and solve the RT equations for a line of sight (LOS) with $\mu = 0.1$, where $\mu$ is the cosine of the heliocentric angle. This LOS has been chosen in order to simulate a close to the limb observation, such as that shown in Figure 13 of Stenflo et al. (2000). To account for the macroscopic motions, we have introduced the Doppler effect in the calculation of the absorption and emission profiles for each wavelength and ray direction (Paper I). The influence of the Doppler effect on the SEE appears directly because the radiative rates depend on the radiation field tensor components. Likewise, the RTE is affected because the Doppler effect modifies the elements of the propagation matrix and of the emission vector.

Given that the computations reported here are carried out in plane-parallel atmospheric models, it is necessary to introduce a microturbulent velocity, which accounts for the Doppler shifts (inducing an effective line broadening) produced by moving fluid elements below the resolution element. In order to estimate a suitable value (assumed constant with height), we have calculated the emergent intensities at disk center and compared them with those of the solar Kitt Peak FTS Spectral Atlas (Kurucz et al. 1984). A good agreement is obtained with $3.5$ km s$^{-1}$.

3. DESCRIPTION AND CHARACTERIZATION OF THE RESULTS

A standard Fourier analysis of the atmosphere model shows that it acts as a passband filter for the multifrequency sound waves generated in the lower boundary. The result is that the predominating periods at chromospheric heights and higher are around three minutes (Carlsson & Stein 1997). For practical reasons, we divided the temporal evolution in three-minute intervals so that the beginning of each interval coincides with the moment in which the shock front in temperature and velocity is the sharpest in each interval (vertical lines in figures with temporal axis, like Figure 1). Given the power of the three-minute waves, this division turns out to be “natural” and can be used to mark the most interesting events we see in the emergent polarization.

Inside each three-minute cycle we distinguish between compression and expansion phases. They can be easily identified following the height at which $v_\lambda^\text{los}$ = 1, i.e., where the optical depth at line center ($v_0$) along the LOS equals unity (upper panel of Figure 1). This quantity is a good marker of the shock fronts when they cross heights between 1 and 2 Mm. It is because the steep changes in opacity inside the shocks forces the $\tau = 1$ region to remain comprised within them. The line transitions at 8542 Å and 8662 Å (green and red lines in the upper panel of Figure 1) follow a clearer periodic pattern because they form higher, where less frequency components of the velocity waves can arrive. Compression phases begin when plasma falls down from upper layers ($r_8^\text{los} = 1$ and $r_8^\text{los}$ = 1 decrease in the top panel of Figure 1), while simultaneously a new upward propagating wave emerges amplified into the chromosphere. At the end of this stage, a shock wave is completely developed and...
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figure 1. Top row: time evolution of the atmospheric heights where $\tau_{\text{los}}^{\text{nu}} = 1$ for the three Ca II IR transitions. The dotted vertical lines are located at the local minimum of the $\tau_{\text{los}}^{8452} = 1$ curve, and they can be considered to indicate the beginning and the end of each “three-minute” period with their corresponding expansion and compression phases. Second row: time evolution of the temperature value and atmospheric height of the temperature minimum. Third row: time evolution of the polarization contrast ($\max(Q/I) - \min(Q/I)$) for the three lines of the Ca II IR triplet. The polarization amplitude of the $\lambda 8498$ line has been multiplied by $-5$ to show the results for the three lines on the same scale. Note that, by definition, the line contrast is always positive, so with this quantity we cannot know if the polarization signal is positive or negative. Thus, with the artificial sign inversion done for the 8498 Å line contrast in this figure, we try to illustrate that this line is the only one whose larger polarization amplitudes are negative. Bottom row: time evolution of the calculated $Q(\lambda)/I(\lambda)$ fractional linear polarization profile of the $\lambda 8542$ line.

(A color version of this figure is available in the online journal.)

the $\tau_{\text{los}} = 1$ position is close to $\sim 1200$ km for the three IR lines. The shock waves so created start always in such region between 1 and 1.5 Mm. After that, during what we term expansion phase (heights for $\tau_{\text{los}}^{8542} = 1$ and $\tau_{\text{los}}^{8662} = 1$ arising in the top panel of Figure 1), the shock fronts travel upward increasing the plasma velocities as they encounter lower densities.

Figure 1 also shows the time evolution of other quantities during the first 2000 s after the initial transient. In the second row, the location and value of the temperature minimum are displayed, showing a clear correspondence with expansion and contraction phases. In the third row, we show the ensuing
Summarizing, the temporal evolution of the polarization is driven by the temperature and velocity stratifications, that in turn are a result of the dynamical conditions set in the photosphere.

4. ANALYSIS AND DISCUSSION OF RESULTS

4.1. The Effect of the Velocity

A way of visualizing the effect of vertical velocity gradients on the emergent scattering polarization is to compare the evolution of the polarization profiles corresponding to both the static and non-static case. In the absence of velocities (lower row of Figure 2), the maximum of the $Q/I$ profiles is always located at $\lambda = \lambda_0$ (i.e., line center), and its temporal evolution presents a sawtooth shape. When the effect of velocities is included in the calculations (upper row of Figure 2), the maximum of the $Q/I$ signal is no longer located at the central wavelength and its temporal evolution assumes a different shape with two peaks every three-minute period (upper right panel). These wavelength and amplitude modulations are produced by the Doppler effect of the velocity gradients.

It is interesting to compare the mean $Q/I$ amplitudes obtained in the HD models with the one calculated in the FAL-C model. They differ notably (see the horizontal lines in right panels of Figure 2). In the 8542 Å transition we have mean values around 1%, 0.31%, and 0.42% for the HD models with velocities, the HD models at rest and static FAL-C models, respectively. The results of these figures have been obtained using an integration time of 1040 s (~17 minutes), the duration of the temporal interval shown in Figure 2. Neglecting the effect of the velocity gradients in the HD models, we see that the resulting temporally averaged scattering polarization signals (which include the impact of the temperature and density shocks) are similar to the $Q/I$ profiles computed in the static FAL-C semi-empirical model.

4.2. The Combined Effect of Velocity and Temperature on the Linear Polarization

In Figure 3, we display some relevant magnitudes for three different situations in the simulation. The first column corresponds to a quiet time step, with no shocks, zero velocity, and without any kind of amplifications (it is the initial transient phase). The central column shows a phase of compression, in which shocks are important. Finally, the last column displays an expansion phase, in which the atmosphere is expanded and the shocks are already traveling over the transition region. Furthermore, we distinguish between the solutions when motions are taken into account (red lines) and the solutions obtained allowing shocks in all magnitudes but artificially setting the velocity to zero (black lines).

The normalized velocity $\xi = (v_\lambda/c)v_\lambda/\Delta v_D$, with $\Delta v_D$ being the Doppler width of the absorption profiles (which depends on the temperature), c the speed of light, and $v_\lambda$ the vertical velocity, is the quantity that controls the importance of the atmospheric motions in relation with the radiation anisotropy and the scattering polarization (see Paper I). Note that this quantity considers the combined effect of velocity and temperature. In the HD atmosphere models, $\xi$ (solid lines in upper panels of Figure 3) is only significant in the formation region of the IR triplet lines ($\xi_{\text{IR}} \sim 1$ region with high velocity gradients, and not very high temperatures). Although shock waves increase the chromospheric temperature, the effect of the velocity gradients is predominant. The contrary occurs over the transition region.
where the thermal line width is much larger than the Doppler shifts.

The expansion and contraction can be identified also in quantities such as the intensity source function and the Planck function (second row in Figure 3). During contraction phases (middle column panels), high temperatures produce a more efficient population pumping toward upper levels, increasing the emissivity and, consequently, the source function. Additionally, during contraction the temperature shock occurs in optically thick and denser layers (deeper layers below $r_{\text{los}} = 1$), forcing the source function gradient to increase with respect to the static case at those heights. Note how in this last case the source function is similar to the non-dynamic source function of the left column. However, once the motions are introduced, and despite of the fact that the shocks have already reached upper chromospheric layers, the remanent velocity field has still a sizable gradient that enhances the source function (Doppler brightening effect).

### 4.3. Averaged Values of the Polarization Profiles

In order to compute the average linear polarization signal that one would observe without any temporal resolution, we average $Q$ and $I$ (obtaining $\langle Q/I \rangle$) over 3070 s ($\approx 51$ minutes) for four different cases (Figure 4). We consider the cases with zero microturbulent velocity (dotted lines) and a constant microturbulent velocity of 3.5 km s$^{-1}$ (solid lines). For each case, we distinguish between the results switching off the velocity (black lines) and the results allowing for macroscopic velocity fields (red lines).

When macroscopic motions are considered, the polarization profiles become asymmetric. Furthermore, they become more negative in the case of the 8498 Å transition and more positive in the other two transitions. The asymmetry of the red profiles is a consequence of the fact that, during the averaging period, the dynamical situations in which the velocity gradient is negative (velocity field mostly decreasing with height) dominate over the situations with velocity gradients that are mostly positive. This predominance is not because the situations with negative velocity gradients are more frequent but because such situations are more efficient on amplifying the linear polarization this happens during the compression phase because (1) the velocity gradients are larger, (2) there is also a shock in temperature affecting the formation region, and (3) the shock fronts are located...
Figure 3. This figure shows the values of the quantities indicated in the vertical axes for the time steps 10 s (left column, a “quiet” situation), 770 s (middle column, a compression stage), and 870 s (right column, an expansion phase) of the strongly dynamic hydrodynamical simulation. First row (from top): macroscopic vertical velocity (dotted line) and adimensional vertical velocity $\xi_z$ (solid line) vs. height. The green line of each panel indicates the atmospheric height where $\tau_{\text{los}}^{\nu_0} = 1$. Second row (from top): temperature (dashed line), Planck function (dotted line), source function for the zero velocity approximation (solid black line), and source function allowing the influence of the model’s velocity gradients (red solid line). The green lines mark the instantaneous positions of $\tau_{\text{los}}^{\nu_0} = 1$ and $\tau_{\text{los}}^{\nu_0} = 2$. Third row (from top): line anisotropy factor (see Equation (4) in Paper I) calculated for each of the above-mentioned cases; neglecting the effect of the velocity gradients (black solid line) or allowing it (red solid lines). Fourth row (from top): emergent Q/I profiles vs. wavelength with respect to the line center, with the same color code than in previous panels. The dashed lines here are the time averages over the entire simulation for each case (with or without velocities).

(A color version of this figure is available in the online journal.)
the presence of atomic polarization or not) is the velocity-free approximation (VFA). It is based on solving the SEE and RTE simultaneously but neglecting the effect of plasma motions. However, once they are consistently solved, such plasma motions are included in the synthesis of the emergent Stokes profiles (along $\mu = 0.1$ in our case). Consequently, the density matrix elements are calculated as if plasma motions did not affect them, reducing the complexity and computational effort of the problem since a reduced frequency grid is used to compute the mean intensity and the anisotropy. The results of applying it to each time step of our HD evolution is the temporal average illustrated as the green line in Figure 4. This approximation is clearly not appropriate in our case, given that the profiles just become asymmetric (with respect to the static profiles) but without the amplification. The reason for this lack of amplification is that the anisotropy controlling the linear polarization is not correctly enhanced (see Paper I). On the other hand, the asymmetry is purely due to the asymmetric absorption with respect to the line center that motions produce along the ray under consideration. Hence, in order to obtain reliable results it is mandatory to include the effect of Doppler shifts in the whole set of equations, and we conclude that the VFA should not be applied.

### 4.5. The Effect of Photospheric Dynamics

Given that the small velocity fields appearing in the photosphere are amplified because of the exponential decrease in the density while the perturbations travel outward, the properties of the bottom boundary condition are determinant in the behavior of the emergent Stokes parameter of chromospheric lines. We compare the strongly dynamic case that forms the core of our paper with the weakly dynamic case that has been already introduced in Section 3. Although the mean maximum velocity gradient is three times smaller in the weakly dynamic case and the averaged polarization amplitudes are also smaller than in the strongly dynamic one, we still find comparable or even slightly larger instantaneous $(Q/I)_{\text{pp}}$ amplitudes (see Figure 5). The resulting averaged polarization profiles are qualitatively the same but they differ in amplitude (Figure 6). This is a reasonable result because in the weakly dynamic scenario the instantaneous velocity gradients are smaller in general. The differences are especially critical for the $8498 \, \text{Å}$ line, whose linear polarization profiles can be positive, but also adopt significant negative values at redder wavelengths (when velocity gradients are mainly positive with height) or at bluer wavelengths (when velocity gradients are mainly negative with height). This behavior produces cancellation effects with integration times larger than a three-minute period. Furthermore, the central depression produced in the $8498 \, \text{Å}$ average profile when the velocity is neglected in the strongly dynamic simulation (solid black line in the left panel of Figure 6) does not appear in the average profile corresponding to the weakly dynamic case (dashed black line in the same panel) because of the differences in the instantaneous temperature stratifications. The sensitivity of this spectral line to the instantaneous photospheric perturbations and to the developed chromospheric shocks is larger than in the other two lines.

### 4.6. The Effect of the Integration Time

In order to detect in the Sun the time evolution of the linear polarization signals, the observations must have enough time resolution, signal-to-noise ratio, and spatial resolution. A sufficient spatial coherence is important to avoid cancellations.
of the contribution from different regions in the chromosphere evolving with different phases. If we consider the expected capabilities of the next generation of solar telescopes (like the European Solar Telescope, EST, or the Advanced Technology solar Telescope), we can aim at observing the emergent Stokes profiles of Figure 7 with a 10 s cadence (upper panel). However, using EST (telescope diameter of 4 m, instrumental efficiency around 10%) and considering a spectral resolution of 30 mÅ, a spatial resolution of 0.1 arcsec and an integration time of 1 s (10 times better than needed), it would be possible to observe the linear polarization of the 8542 Å line (line to continuum ratio of ~0.2) at the level of $Q/I \sim 10^{-3}$ with a confidence of 3σ over the noise.

with the present telescopes and instrumentation, we are forced to integrate in time and/or space to detect the scattering polarization signals. If we degrade the temporal resolution of our results to an integration time of 1 minute (middle panel of Figure 7) and 3 minutes (lower panel of Figure 7), we clearly see that the time evolution becomes more difficult to detect. In the last case, the profiles are already so smoothed that the original features are completely lost, both in the spectral and temporal domains. The amplitude of the integrated signals are lower than in the original 10 s sequence by a factor of two (see the color scales). However, integration during time intervals ~1 minute

---

**Figure 5.** Same as Figure 1, but for the weakly dynamic case. Note that the blue line amplitude has been multiplied by $-5$ for scale reasons.

(A color version of this figure is available in the online journal.)
Figure 6. Comparison of the results in the strongly and weakly dynamic cases (see Section 4.5). All profiles are the resulting $\langle Q \rangle / \langle I \rangle$ profiles obtained averaging $Q$ and $I$ during 15 minutes of the considered simulation. Solid lines: results calculated in the strongly dynamic case. Dashed lines: results calculated in the weakly dynamic case. Black lines: results allowing variations in all magnitudes but neglecting the velocity. Red lines: results allowing the effect of the velocity gradients. (A color version of this figure is available in the online journal.)

Figure 7. Temporal evolution of the emergent 8542\AA\ $Q/I$ profiles for different integration times. Wavelength is in the vertical axis. From top to bottom we have a 10, 60, and 180 s temporal resolution, respectively. The white solid lines show the temporal evolution of $(Q/I)_{pp}$ (i.e., the amplitude contrast at each time step). The vertical dotted lines mark each three-minute period. (A color version of this figure is available in the online journal.)
5. CONSIDERATIONS ON THE HANLE EFFECT

For magnetic field diagnostics with the Hanle effect it is often necessary to know the zero-field polarization reference (e.g., Stenflo 1994; Trujillo Bueno et al. 2004). That is what we have tried to do in previous sections, calculating and explaining the temporal evolution of the linear polarization profiles in chromospheric dynamic simulations. Ideally, this reference has to be computed under the same thermodynamical and dynamical conditions than in the real Sun but without magnetic field. As the Hanle effect often depolarizes the linear polarization signals, the difference between the observation and the zero-field calculation can be associated to a magnetic field by adjusting the magnetic field topology and intensity. The key point is that the reference amplitude must be as precise as possible. If it is imprecise, variations in the Stokes profiles can be associated to a magnetic field when may really be due to uncertainties in another magnitudes, like the temperature or the velocity field. Due to this reason, the fact that the solar chromosphere is a highly dynamic medium brings some complications for the use of the Hanle effect as a diagnostic tool.

A strategy to avoid the above-mentioned problem is known as the line-ratio technique. It consists of finding a pair of spectral lines whose thermodynamical behavior is identical but whose sensitivity to the magnetic field is different in some range of magnetic field intensity or inclinations (e.g., Stenflo et al. 1998; Manso Sainz et al. 2004). In that case, the ratio between the polarization amplitudes should only change due to variations in the magnetic field, thus allowing us to measure it after a suitable calibration. As shown by Manso Sainz & Trujillo Bueno (2010), the main magnetic sensitivity difference among the lines of the Ca II IR triplet is between the λ8498 line (which is sensitive to field strengths between 0.001 G and 10 G) and any of the λ8662 and λ8542 lines (which react mainly to sub-gauss magnetic fields and up to 10 G in the latter spectral line). Unfortunately, while the line cores of the λ8662 and λ8542 lines originate in similar atmospheric layers, the λ8498 line core originates at significantly deeper atmospheric layers (see Figures 1 and 5). Nevertheless, we have found useful to plot in Figure 9 the time evolution of the following polarization line ratios:

\[
\varrho_1 = \frac{Q/I}_{\lambda8498}^{pp}, \quad \varrho_2 = \frac{Q/I}_{\lambda8542}^{pp} - \frac{Q/I}_{\lambda8662}^{pp}, \quad (1a)
\]

where the superindex indicates the central wavelength of the transition in Å. These quantities were calculated for each simulation considered before (weakly and strongly dynamic cases). The more stable they are, the more useful they will be for inferring the magnetic field.

We obtain that, on average, \(\varrho_1 = 0.15 \pm 0.10\) and \(\varrho_1 = 0.16 \pm 0.14\) for the strongly and weakly dynamic cases, respectively (lower panel in Figure 9). The sudden shape variations (including maximum amplitudes passing by zero) of the 8498 Å line induce large instantaneous excursions on \(\varrho_1\). As expected, a more stable line ratio is obtained for the second pair of transitions, which are precisely the ones that originate at similar chromospheric heights. We find \(\varrho_2 = 1.06 \pm 0.11\) and \(\varrho_2 = 1.00 \pm 0.09\) for the strongly and weakly dynamic cases, respectively (upper panel in Figure 9). If we repeat the calculations setting to zero the microturbulent velocity in the strongly dynamic case, we obtain \(\varrho_1 = 0.22 \pm 0.09\) and \(\varrho_2 = 0.97 \pm 0.12\) (dashed black lines in Figure 9). These results indicate that the \(\varrho_2\) line ratio shows a relatively stable behavior against variations of the velocity and temperature in the strongly dynamic case, with \(\varrho_1\) and \(\varrho_2\) values of

\[
\bar{\varrho} = \frac{1}{n} \sum_{i=1}^{n} \varrho_i
\]

to saturation.
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Figure 8. Resulting Q/I profiles after averaging Q and I during 15 minutes in the strongly dynamic simulation, using different values of \(F. F\) is the scaling factor by which we have multiplied the modulus of the macroscopic velocity at each atmospheric height. The curves correspond to \(F = 1, 0.9, 0.7, 0.5, 0.2, 0.1, 0\), going from black color (fully dynamic case) to lighter gray color (static case). The results for the 8662 Å line are very similar to the ones obtained for the 8542 Å line.

Figure 8. Resulting Q/I profiles after averaging Q and I during 15 minutes in the strongly dynamic simulation, using different values of \(F. F\) is the scaling factor by which we have multiplied the modulus of the macroscopic velocity at each atmospheric height. The curves correspond to \(F = 1, 0.9, 0.7, 0.5, 0.2, 0.1, 0\), going from black color (fully dynamic case) to lighter gray color (static case). The results for the 8662 Å line are very similar to the ones obtained for the 8542 Å line.
the solar atmosphere. Consequently, in principle, \( \varphi_2 \) could be used as a suitable line ratio to estimate the magnetic field from spectropolarimetric observations of the \( \lambda 8662 \) and \( \lambda 8542 \) lines.

Regarding the sensitivity of these lines to the magnetic field and their applicability for the diagnostic of magnetic fields through the Hanle effect, several considerations have to be taken into account. First, the microturbulent velocity has a small influence on the averaged amplitudes and line ratios. Second, once the magnetic field is included in the calculations, the Hanle effect typically operates at the line center for static cases. However, in a dynamic situation there is not a preferred line center wavelength. As the maximum of the absorption and dispersion profiles occurs at different Doppler-shifted wavelengths, the Hanle effect will operate in a small bandwidth around the line core. Third, according to the static calculations by Manso Sainz & Trujillo Bueno (2010), for chromospheric magnetic fields stronger than 0.1 G in the “quiet” Sun, the \( Q/I \) signal of the 8662 Å line is expected to be Hanle saturated. Thus, variations between 0.1 and 10 G could be measured with \( \varphi_2 \), being produced by changes in the linear polarization of the 8542 Å line. Unfortunately, the fluctuations we see in Figure 9 (exclusively due to the dynamics) have amplitudes of the same order of magnitude than those expected from the investigations of the Hanle effect in static model atmospheres (exclusively due to the magnetic field). More realistic results will be obtained when carrying out calculations of the Hanle effect of the \( \text{Ca}^\text{II} \) IR triplet in dynamical model atmospheres. In any case, it is clear that for exploiting the polarization of these lines, we need instruments of high polarimetric sensitivity.

6. CONCLUSIONS

The results presented in this paper indicate that the vertical velocity gradients caused by the shock waves that take place at chromospheric heights in the HD models of Carlsson & Stein (1997, 2002) have a significant influence on the computed scattering polarization profiles of the \( \text{Ca}^\text{II} \) IR triplet. They show changes in the shape of the \( Q/I \) profiles of the three IR lines and clear enhancements in their amplitudes, as well as changes in the sign of the \( Q/I \) signal of the \( \lambda 8498 \) line. Interestingly enough, such modifications with respect to the static case are evident, not only in the temporally resolved \( Q/I \) profiles (e.g., see Figure 2), but also in the temporally averaged \( \langle Q/I \rangle \) profiles (e.g., see Figure 4). This is true even with moderate macroscopic plasma velocities, simply due to the presence of strong vertical velocity gradients like the ones produced by shock waves. This may explain why the above-mentioned modifications of the scattering polarization profiles of the \( \text{Ca}^\text{II} \) IR triplet are present not only in the strongly dynamic simulation (Carlsson & Stein 1997) but also in the weakly dynamic one (Carlsson & Stein 2002).

Our investigation points out that the development of diagnostic methods based on the Hanle effect in the \( \text{Ca}^\text{II} \) IR triplet should take into account that the dynamical conditions of the solar chromosphere may have a significant impact on the emergent scattering polarization signals. This complication could be alleviated through the application of line-ratio techniques. In Section 5, we have concluded that the ratio between the polarization amplitudes of the \( \lambda 8542 \) and \( \lambda 8662 \) transitions would be the best line-ratio choice. However, even in the absence of magnetic fields, the small fluctuations we see in the value of such a line ratio in dynamical model atmospheres could be confused with the presence of magnetic fields in the range between 0.1 and 10 G. Further work is necessary at this point.

In any case, the fact that realistic macroscopic velocity gradients may have a significant impact on the scattering polarization profiles of the \( \text{Ca}^\text{II} \) IR triplet is interesting and important for the diagnostic of the solar chromosphere.\(^7\) On the one hand, it provides a new observable for probing the dynamical conditions of the solar chromosphere (e.g., by confronting

\(^7\) The physical mechanism is general, but its observable effects are expected to be significantly less important in broader spectral lines, such as the \( \text{Ca}^\text{II} \) K line and \( \lambda 3968 \).
observed Stokes profiles with those computed in dynamical models). On the other hand, the exploration of the magnetism of the quiet solar chromosphere via the Hanle effect in the \(\text{Ca}^{ii}\) IR triplet (either through the forward modeling approach or via foreseeable Stokes inversion approaches) would have to be accomplished without neglecting the possible effect of the atmospheric velocity gradients on the atomic level polarization.

Several points are still unanswered after this work. First, we need to investigate the sensitivity to the Hanle effect of the \(Q/I\) and \(U/I\) profiles of the \(\text{Ca}^{ii}\) IR triplet using magnetized and dynamical atmospheric models. Second, we have to investigate whether our one-dimensional RT results remain valid after considering realistic three-dimensional models, such as those resulting from magnetohydrodynamical simulations (e.g. Wedemeyer et al. 2004; Leenaarts et al. 2009). We would tentatively expect that the strong stratification that gravity imposes in the solar atmosphere facilitate shocks that propagate mainly in the vertical direction, but with a reduced strength, given the increased degrees of freedom.

Finally, we mention that our results could be of potential interest in other astrophysical contexts. For instance, the mechanism of polarization enhancement due to the presence of shocks might well be the explanation for the changing amplitudes of the linear polarization signals reported in variable pulsating Mira stars (Fabas et al. 2011).
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