Optimisation of CMOS pixel sensors for high performance vertexing and tracking
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Abstract
CMOS Pixel Sensors tend to become relevant for a growing spectrum of charged particle detection instruments. This comes mainly from their high granularity and low material budget. However, several potential applications require a higher read-out speed and radiation tolerance than those achieved with available devices based on a 0.35 \( \mu m \) feature size technology. This paper shows preliminary results of new prototype sensors manufactured in a 0.18 \( \mu m \) process based on a high resistivity epitaxial layer of sizeable thickness. Grounded on these observed performances, we discuss a development strategy over the coming years to reach a full scale sensor matching the specifications of the upgraded version of the Inner Tracking System (ITS) of the ALICE experiment at CERN, for which a sensitive area of up to \( \sim 10 \text{ m}^2 \) may be equipped with pixel sensors.
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1. Introduction

CMOS Pixel Sensors (CPS) offer the possibility for subatomic physics experiments to address, with unprecedented sensitivity, studies requiring an accurate reconstruction of short living and low momentum particles. The STAR-PXL vertex detector at RHIC [1], preparing for commissioning, is the first vertex detector based on this technology. Its architecture serves as a baseline for the inner layers of more demanding devices, such as the CBM Micro-Vertex Detector (MVD) [2] and the upgraded version of the ALICE Inner Tracker System (ITS) [3].

CPS seem also to be well suited to the requirements of vertex detectors at the ILC [4] and may open the possibility to equip large surfaces with fine grained pixels, such as the external layers of inner tracking systems, which is an option considered for the future ITS of ALICE [5].

CPS exploit the industrial technology producing microcircuits equipping common commercial products. The relevance of CPS for high precision vertexing follows from their granularity and material budget going well beyond the LHC standards, combined with a capability to cope with high hit rates at moderate power dissipation and with a particularly low cost. Details on the principle of operation of CPS may be found in [6].

Present CPS of the MIMOSA series, developed in a commercial 0.35 \( \mu m \) CMOS process, cope with hit rates in the order of \( 10^8 \) particles/cm\(^2\)/s. The limiting factor to reach higher performances required by forthcoming experiments, is now the technology. A 0.18 \( \mu m \) CMOS imaging process has become commercially available in recent years, which seems suited to further exploit the potential of CPS. This paper presents laboratory and beam test results of MIMOSA prototypes fabricated in this new technology during 2012.

The paper starts (section 2) with an overview of the state-of-the-art MIMOSA-28 sensor equipping the STAR-PXL detector. Next (section 3), performance improvements required for future detectors are summarised, together with a description of the development strategies to match these requirements. A description of the first prototype chips (MIMOSA-32) fabricated to explore the performances of the new CMOS process follows. Preliminary characterisations are described in section 4. Finally, section 5 summarizes the essential results obtained and provides an outlook of the major steps leading to a complete sensor adapted to the nearest future project: the ALICE-ITS.

2. State-of-the-art CPS

The state-of-the-art of CMOS pixel sensors is represented by the 50 \( \mu m \) thin MIMOSA-26 sensor equipping the beam telescope of the EU/FP-6 project EUDET [7], and by the MIMOSA-28 sensors currently assembled on the new vertex detector (called PXL) of the STAR experiment at RHIC.

The architecture of both sensors is based on a column parallel read-out with amplification and correlated double sampling (CDS) inside each pixel. Each column is terminated with a high level read-out with amplification and correlated double sampling (CDS) inside each pixel. The detection performances of MIMOSA-28 were assessed with a 50 GeV particle at the CERN-SPS. The detection efficiency and the fake hit rate (fraction of pixels generating a noise fluctuation above threshold) are displayed in figure 1 as...
a function of the discriminator threshold, before and after radiation loads corresponding to the STAR-PXL specifications at the expected operating temperature of 30°C. The efficiency is maintained at nearly 100%, while the fake hit rate is kept below $10^{-4}$, in order to allow the track reconstruction to remain unaffected by spurious hits due to electronic noise.
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Figure 1: Measurement of MIMOSA28 charged particle detection efficiency (bullets) and fake hit rate (crosses) as a function of the threshold values (in mV) of the discriminators implemented in the sensor before (solid lines) and after irradiation (dashed lines).

The fact that CPS combine the particle detection and the FEE in the same device is a prominent advantage, but turns into a limitation as their industrial manufacturing relies on parameters optimised for commercial items which may depart substantially from those needed for charged particle detection. The high potential of CPS tends therefore to be mitigated. CMOS industry has fortunately evolved in a direction which allowed CPS to progressively approach their real potential.

An important step was achieved when epitaxial layers featuring a resistivity in excess of 1 kΩ-cm became available for the existing technology. SNR values of 30-40 were obtained at room temperature with minimum ionising particles, resulting in a tolerance to non-ionising radiation damage improved by more than one order of magnitude [1].

### 3. Performance improvement strategy and new prototypes

Adapting CPS to future applications addresses mainly their read-out speed and radiation tolerance. This is illustrated by table [1] which displays the performances of the MIMOSA-28 sensor equipping the STAR-PXL, and compares them to the requirements of several upcoming vertex detectors (ALICE-ITS, CBM-MVD, Super B factories, ILD-VXD) which rely on high granularity and low material budget and can thus not be equipped with hybrid pixel sensors.

Among the different components to modify for an improved hit rate capability, the pixel dimensions and integrated circuitry are the most crucial parameters. Indeed, strategies to accelerate the current column-parallel read-out include: elongating the pixel in one dimension to decrease the number of rows to be read; reading two or four rows simultaneously instead of just one; subdividing the matrix in four to eight sub-areas read in parallel; integrating a discriminator inside the pixel allowing a full digital matrix treatment. A read-out time shortage of up to two orders of magnitude may actually come out, extrapolating from achieved chip prototyping and simulations.

Concerning the radiation impact, an increased resistivity of the epitaxial layer, a smaller feature size and a faster read-out are expected to enhance the ionising and non-ionising radiation tolerance by at least one order of magnitude.

| Experiment-System     | $\sigma_t$ (µs) | TID (MRad) | Fluence ($\text{n}_{eq}/\text{cm}^2$) |
|-----------------------|----------------|-----------|----------------------------------|
| STAR-PXL              | $\lesssim 200$ | 0.150     | $3 \times 10^{12}$               |
| ALICE-ITS             | 10-30          | 0.700     | $10^{13}$                        |
| CBM-MVD               | 10-30          | $\lesssim 10$ | $10^{14}$                        |
| ILD-VXD               | $\lesssim 10$ | $O(0.1)$  | $O(10^{13})$                     |
| Super B factories     | $\lesssim 2$  | 5         | $5 \times 10^{12}$              |

Table 1: Comparison of the requirements of various vertex detectors, in terms of read-out speed ($\sigma_t$) and radiation tolerance related to the total ionising dose (TID) and non-ionising particle fluence.

It follows from the previous section that accessing a CMOS technology of small feature size, is highly desirable. But few processes offer the necessary signal detection conditions through an adequate epitaxial layer. The relatively recent availability of the 0.18 µm CMOS Image Sensor process provided by TowerJazz has therefore triggered a great interest.

We stress three features among the most attractive ones of this technology. Six metal layers are available for dense circuitry. Buried P-implants (quadruple well) allow to integrate PMOS transistors inside the pixel, and hence more complex functions, without adding a competitive N-well for charge collection. The process offers an epitaxial layer with resistivity in the range 1 to 5 kΩ-cm.

During late 2011 and 2012 several chips (MIMOSA 32) were manufactured in the aforementioned 0.18 µm technology, based on a high-resistivity, supposedly 18 µm thick, epitaxial layer. They include numerous small matrices (1.28×0.32 mm$^2$ sensitive area each), with various designs: pixel size and form factor, in-pixel amplifier, type of transistors integrated in pixels, etc... Each sub-matrix features the same read-out time of 32 µs, approaching the expected range of future devices depicted in table [1]. The goals were to compare their charge collection properties, poorly predictable by simulation tools, evaluate various preamplifiers and investigate the radiation tolerance of the technology.

### 4. Prototype performance evaluation

The MIMOSA 32 sensors were first studied at room temperature with an $^{55}$Fe source, looking at the chip response to the 5.9 keV X-rays it emits. Figure 2 displays the distribution of the charge collected by 20 µm pixels containing a deep P-well.
hosting two P-MOS transistors polarised with the 1.8 V reference voltage of the process. On the left, the distribution of the charge collected in the seed pixel of the clusters exhibits a small peak at large charge values, which originates from those X-Rays impinging the chip in the vicinity of a sensing diode, which thus collects its full charge (about 1640 e\textsuperscript{–}). For the most common case, the charge is shared among several pixels forming a cluster, the seed pixel collecting typically 40-50 % of the total cluster charge. The right panel of the figure shows the charge collected by the set of 4 pixels in a cluster with the largest signal. The distribution demonstrates that nearly all the cluster charge is concentrated in those 4 pixels, confirming the limited diffusion of the charges due to the high resistivity of the epitaxial layer. The figure shows also the distributions measured after an exposure of the chip to a TID of 3 MRad. No significant degradation is observed, indicating that the yearly dose expected in the ITS innermost layers (\(\lesssim 1\) MRad) should not modify the sensor charge collection properties. There is in particular no indication of a parasitic charge collection node generated by the deep P-well.

Figure 2: Charges collected from \(^{55}\text{Fe}\) X-rays illumination of a MIMOSA32 pixel including PMOS transistors. Left: seed pixel alone. Right: 2 \(\times\) 2 cluster. Solid empty histogram: before irradiation, Dotted filled histogram: after a 3 MRad TID.

Beam tests were performed in Summer 2012 at the CERN-SPS with 60-120 GeV particles, which allowed evaluating the chip detection performances at three different coolant temperatures (\(T_c = 15^\circ\mathrm{C}, 20^\circ\mathrm{C}\) and \(30^\circ\mathrm{C}\)), before and after radiation loads of 0.3 MRad combined with \(3 \times 10^{12} \text{n}\text{eq}/\text{cm}^2\) and 1 MRad combined with \(10^{13} \text{n}\text{eq}/\text{cm}^2\). The study is based on about 10 different MIMOSA-32 dies, tested individually on a beam telescope composed either of four pairs of microstrip detectors or of six MIMOSA 26 pixel sensors. The detection performances (e.g. signal charge collected, pixel noise, signal-to-noise ratio (SNR), hit cluster properties, detection efficiency) were derived for each temperature-load configuration from a sample of 1500 to 3000 tracks reconstructed in the beam telescope and traversing the pixel array under test.

Among the different pixel variants investigated, we focus here on comparisons between a square geometry with a 20 \(\mu\text{m}\) pitch and “elongated” geometries based on \(20 \times 33 \mu\text{m}^2\) and \(20 \times 40 \mu\text{m}^2\) large pixels. The most elongated pixel features a sensing diode area reduced to 9 \(\mu\text{m}^2\) instead of 10.9 \(\mu\text{m}^2\) for the other pixel designs. For the sake of radiation tolerance and single point resolution, the “elongated” pixel pattern was staggered. The hits reconstructed in the square pixels exhibited a typical cluster charge of \(~1100-1200\) electrons, essentially concentrated in 2 to 4 pixels, about 40-50 % of the charge being collected by the seed pixel. For the elongated pixels, because of the lower sensing node surface and density, a smaller cluster charge of \(~800\) electrons was observed.

Figure 3: MIMOSA32 \(20 \times 40 \mu\text{m}^2\) elongated pixel beam test results (60-120 GeV \(\pi\)): SNR distribution for four temperature-radiation load conditions.

The noise values observed reproduce those measured in the laboratory (\(\lesssim 20\) e\textsuperscript{–} ENC before irradiation and \(\lesssim 30\) e\textsuperscript{–} ENC after irradiation, at \(T_c = 30^\circ\mathrm{C}\)) for square or elongated pixels without preamplifier. The noise figures for pixels featuring a preamplifier only increase by about 10 %. The SNR values for the \(20 \times 20 \mu\text{m}^2\) or \(20 \times 33 \mu\text{m}^2\) pixels vary accordingly from 30-35 (MVP) before irradiation to 15-20 for the highest radiation load and temperature. The most elongated pixel (\(20 \times 40 \mu\text{m}^2\)) suffers from a reduced SNR, ranging from \(~22\) to \(~11\) (before and after irradiation) due to its lowest charge collection efficiency, as depicted by figure 3, which displays the SNR for four different load-temperature combinations.

The detection efficiency shown in figure 4 which is about 100 % before irradiation, remains nearly unchanged within 0.5 % after irradiation for all pixel variants, but the most elongated pixel efficiency is deprecated to 98 % for the highest radiation load at \(30^\circ\mathrm{C}\) coolant temperature, which has to be reduced at \(15^\circ\mathrm{C}\) to recover a 99.5 % performance. These results demonstrate that a SNR figure around 15 still allows an excellent detection efficiency.

An additional step was performed in the offline beam data analysis, allowing to predict the behaviour of a real size binary output sensor. In the case of the square pixel featuring a preamplifier, a single discriminating threshold was applied to all pixels, and the clustering subsequently operated on a matrix of 0 and 1.

The detection efficiency and spatial resolution obtained from these emulated digital data are displayed in figure 5 before and after irradiation for \(30^\circ\mathrm{C}\) coolant temperature. A clear plateau for \(>99\%\) efficiency is observed for all radiation loads, ensur-
needed to proceed forward. First of all the collection properties of the sensitive volume used in the process were shown to match the requirements of the targeted projects.

Accounting for the modest optimisation of the single-diode elongated pixel design and for the high irradiation load and operating temperature considered, the SNR observed are satisfactory and allow taking the $22 \times 33 \text{ m}^2$ staggered pixel geometry as a baseline for the ALICE-ITS proposed sensor.

Finally, a first in-pixel pre-amplifier circuit providing a satisfactory detection efficiency emerged from the various ones tested. The radiation tolerance of the technology was shown to comply with the ALICE requirements.

The next step of the development aims at producing the nearly complete read-out architecture of the final sensor, as well as to optimise the in-pixel circuitry and mitigate the pixel noise.

The read-out architecture will be investigated with prototypes representing about 1/4 of the final sensor. The read-out circuitry encompassing the pixel array and the discriminators will be developed with one prototype, while the sparse data scan circuitry will be implemented in a dedicated chip. Two different approaches will be studied, both based on a rolling shutter where two rows are read out simultaneously. For one of them, the pixels are grouped in columns ended with a discriminator, while for the other each pixel incorporates its own discriminator. The latter case allows for a twice faster read-out and a twice lower power consumption. The final - complete - sensor is expected to reach $\sim 30 \mu s$ (respectively 15 $\mu s$) read-out time and $\sim 300$ mW/cm$^2$ (respectively $< 200$ mW/cm$^2$) if based on end-of-column discriminators (respectively in-pixel discriminators).

The optimisation of the pixel design is addressed in several additional prototypes. One of them concentrates on the in-pixel preamplification and correlated double sampling, a second one addresses the noise reduction and a third one explores various charge sensing system designs. This latter chip also features pixels of various dimensions allowing to explore and optimise the pixel performances as a function of their size.

These chips were all submitted to foundry in February-March 2013 and will be manufactured on wafers featuring epitaxial layers of various thickness and resistivities. Their test through the year 2013 will lead to a full scale prototype featuring a 1 cm$^2$ sensitive area, to be fabricated in 2014. It is expected to be the last step before the the final sensor pre-production, foreseen in 2015.

5. Summary and outlook

The performances observed with CPS prototypes fabricated in the new 0.18 $\mu$m technology validate several basic elements needed to proceed forward. First of all the collection properties
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