DendroBLAST: Approximate Phylogenetic Trees in the Absence of Multiple Sequence Alignments
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Abstract

The rapidly growing availability of genome information has created considerable demand for both fast and accurate phylogenetic inference algorithms. We present a novel method called DendroBLAST for reconstructing phylogenetic dendrograms/trees from protein sequences using BLAST. This method differs from other methods by incorporating a simple model of sequence evolution to test the effect of introducing sequence changes on the reliability of the bipartitions in the inferred tree. Using realistic simulated sequence data we demonstrate that this method produces phylogenetic trees that are more accurate than other commonly-used distance based methods though not as accurate as maximum likelihood methods from good quality multiple sequence alignments. In addition to tests on simulated data, we use DendroBLAST to generate input trees for a supertree reconstruction of the phylogeny of the Archaea. This independent analysis produces an approximate phylogeny of the Archaea that has both high precision and recall when compared to previously published analysis of the same dataset using conventional methods. Taken together these results demonstrate that approximate phylogenetic trees can be produced in the absence of multiple sequence alignments, and we propose that these trees will provide a platform for improving and informing downstream bioinformatic analysis. A web implementation of the DendroBLAST method is freely available for use at http://www.dendroblast.com/.

Background

Inferring phylogenetic relationships between biological sequences is fundamental to nearly all aspects of contemporary biological research. In addition to the pivotal role these inferences play in progressing our understanding of the evolution and diversity of life, they also provide a platform on which algorithms that predict sequence structure and function can be developed. The majority of methods for inferring relationships between biological sequences are dependent on the construction of a multiple sequence alignment. The improvement of multiple sequence alignment methods over more than 20 years has resulted in the production of many different multiple sequence alignment methods whose performances on diverse data types can vary considerably [1,2,3]. Accurate multiple sequence alignment is of particular importance to phylogenetic analysis as in all alignment-based inference methods the alignment, once constructed is taken as given. Specifically, data which inhabit the same column in a multiple sequence alignment are assumed to be homologous. Therefore, errors in the multiple sequence alignment directly contribute to errors in phylogenetic trees [4,5,6,7].

Given a multiple sequence alignment there are several methods for inferring phylogenies which vary in speed, accuracy and complexity. These methods range from those with fewer parameters ones such as neighbour-joining (for example QuickTree [8]), and minimum evolution (for example FastMe [9]) to those with more parameters such as maximum likelihood (for example RAxML [10]) and Bayesian (for example MrBayes [11]) methods. Several approaches have also been developed to simultaneously infer both multiple sequence alignment and phylogenetic trees such as SATe and STATalign [12,13,14]. Similarly other methods have been developed that use multiple rounds of multiple-sequence alignment, tree inference, data-partitioning and re-alignment to infer phylogenetic trees such as SATCHMO [15].

In addition to the multiple sequence alignment based methods above, other methods have also been developed to try and circumnavigate the multiple sequence alignment completely. Some of these methods utilise pairwise similarity scores between sequences for distance based hierarchical clustering. Popular amongst these algorithms are those that use BLAST scores or e-values such as ProtoMap [16], ProtoNet [16], ChuSTr [17], CLUSS [18] and TribeMCL [19]. Programs have also been developed which adopt a hybrid approach. An example of this is COCO-CL [20] a method which infers hierarchical clusters from correlation between BLAST e-values by resampling sequences from a multiple sequence alignment, so this method is not multiple sequence alignment free. In addition to these methods word-frequency based methods have been developed to evaluate similarity between sequences [21,22,23] in the absence of pairwise alignments.

Here, we provide a novel BLAST-based hierarchical clustering algorithm called DendroBLAST which constructs phylogenetic
dendrograms/trees from protein sequences using a combination of BLAST and minimum evolution clustering. The method uses the BLOSUM62 matrix of amino acid substitution to make small numbers of changes to the sequences to identify and discard weekly supported bipartitions in the tree. We propose that this method, which uses widely-used existing tools for sequence analysis, will provide a platform for improving and informing multiple aspects of downstream bioinformatic analysis including multiple sequence alignment generation and phylogenetic tree inference. A web implementation of the DendroBLAST method is freely available for use at http://www.dendroblast.com/.

Methods

Constructing DendroBLAST trees
To begin a BLAST database of a set of protein sequences is created and a matrix of all possible pairwise BLAST bit scores is computed using the blastp algorithm [24]. We define \( s(A,B) \) as the BLAST bit score for sequence B produced using sequence A as a query. In the case where no BLAST score was observed between two sequences the following rule was used to replace \( s(A,B) \) so that all sequences have non zero score values

\[
s(A,B) = \begin{cases} 
  s(A,B), & s(A,B) > 0 \\
  s_{\text{min}}(A), & s(A,B) = \text{undef}
\end{cases}
\]

(1)

where \( s_{\text{min}}(A) \) is the minimum non-zero BLAST bit score value observed for sequence A when searching the entire dataset. BLAST bit scores will have different scales depending on the sequence and length of the query sequence. To account for this we compute a normalised bit score

\[
s \ast (A,B) = \frac{s(A,B)}{s_{\text{max}}(A)}
\]

(2)

where \( s_{\text{max}}(A) \) is the maximum BLAST bit score observed for sequence A after searching the entire dataset. To take into account the dissimilarity in the pattern of BLAST hits produced using any two sequences we weight the normalised BLAST bit scores by the overlap in the number of sequences producing non-zero BLAST bit scores by using each sequence as a query

\[
s_{\text{un}}(A,B) = s \ast (A,B) \frac{N_{A,B}}{n_A}
\]

(3)

where \( n_A \) is the number of sequences producing non-zero BLAST bit scores identified in the dataset using sequence A as a query. \( N_{A,B} \) is the number of sequences producing non-zero BLAST bit scores that are identified using both sequence A and B as queries, i.e., the overlap between the search results. Here sequences which produce more similar patterns of BLAST hits have higher weights so that two sequences which produce the highest BLAST bit score and have perfect overlap in the distribution of their BLAST hits will have a similarity score of 1. However, if there is no overlap between sequences producing BLAST hits then the inference procedure cannot be completed. As BLAST bit scores between any two sequences can be non-symmetric due to the properties of the query sequence we evaluate the similarity score between any two sequences as the mean of the weighted normalised BLAST bit scores

\[
S(A,B) = \frac{s_{\text{un}}(A,B) + s_{\text{un}}(B,A)}{2}
\]

(4)

such that \( S(A,B) = S(B,A) \) and \( S(A,B) \) is in the range \([0,1] \). Finally we convert this similarity score to a distance measure by taking the negation of the log of \( S(A,B) \).

\[
d(A,B) = -\ln S(A,B)
\]

(5)

where \( d(A,B) \) is the symmetric BLAST distance score (i.e., \( d(A,B) = d(B,A) \)) between sequence A and B. This similarity-to-distance score transform is similar to the BLAST bit score transform used by Lake et al. [25] except that in our method we provide additional steps to ensure the measure is symmetric and to take into account the similarity in the pattern of BLAST hits between sequences. Here, a BLAST distance score of 0 indicates that the pair of sequences is the highest scoring pair of sequences (including self-self pairs) and that there is perfect overlap between the sets of sequences identified by both query sequences. When all pairwise BLAST distance scores are computed a hierarchical cluster is inferred from this BLAST distance score matrix using the minimum evolution principle implemented in the FastMe algorithm [9]. In the case of the simulated sequence alignments BLAST similarity scores satisfy triangular inequality [26], however, in real sequence datasets non-metric constraints are imposed due to the modular nature of proteins and domains [27]. For example sequence A may contain two different domains, one of which shares with sequence B and the other with sequence C. In this case sequence A will produce a non-zero BLAST score with both sequences B and C, but sequence B and C may fail to produce BLAST scores with each other.

Testing the effect of sequence change on tree topology
To identify and remove poorly supported bipartitions, the tree inference procedure is repeated several times, each time introducing a small set of amino acid changes based on a probability distribution and the BLOSUM62 amino acid substitution rates (described below). A majority-rule consensus tree is then constructed from these replicate trees to eliminate the weakly supported bipartitions. To introduce these sequence changes the entire set of sequences is modified according to the following rule. The probability of replacement of each amino acid in each sequence is specified by a Gamma distribution distributed over an amino acid substitution matrix:

\[
P(A_i \rightarrow A_j | A_i) = f(A_i \rightarrow A_j ; 1, \theta)
\]

(6)

where \( P(A_i \rightarrow A_j | A_i) \) is the probability of substituting amino acid \( A_i \) for amino acid \( A_j \) given amino acid \( A_i \), \( f(x; 1, \theta) \) is the probability density function of the Gamma distribution with shape 1 and scale \( \theta \), i.e.,

\[
f(x; 1, \theta) = \frac{1}{\theta} e^{-x/\theta}
\]

(7)

The BLOSUM62 matrix was selected for use in the DendroBLAST procedure as this is the matrix used by the BLAST algorithm for evaluation of the BLAST bit scores. To facilitate the use of the BLOSUM62 matrix in the above schema, the integer numbers of changes to the sequences to identify and discard were transformed so that the highest scoring substitution was set to 0 with all other substitutions having integer values greater than 0.
\[ T_{ij} = B_{\text{max}}(i) - B(i,j) \]  

Here, \( B(i,j) \) is the BLOSUM62 substitution value for replacing amino acid \( i \) with amino acid \( j \) and \( B_{\text{max}}(i) \) is the maximum observed substitution value for amino acid \( i \). For example, the BLOSUM62 score for substituting A with R is \(-1\). The best scoring substitution for \( A \) is \( A \) itself which has a score of \( 4 \). When transformed so that the highest scoring substitution for \( A \) is assigned a value of \( 0 \) (and hence the most likely to be selected from the Gamma distribution) the value for substituting \( A \) with \( R \) becomes \( 5 \). However, in total 8 amino acids (R, Q, E, I, L, K, M, P) have the same score for replacing \( A \). In these cases where a group of substitutions have the same score according to this normalised matrix the amino acid to be substituted was selected at random from this group. Therefore, the probability of replacing amino acid \( A \) with \( R \) in any given sequence can be evaluated as:

\[ P(A \rightarrow R | A) = \frac{1}{8} f(5; 1, 0) = \frac{e^{-5/0}}{8^0} \]  

where \( P(A \rightarrow R | A) \) is the probability of substituting amino acid \( A \) with amino acid \( R \) given amino acid \( A \). A Perl implementation of the DendroBLAST method is provided as File S1. The distribution of amino acid replacements is shown in Figure S1.

Optimising the scale of the Gamma distribution

The optimal value for the scale of the Gamma distribution was determined using a randomly selected subset of 50 simulated protein sequence alignments from a previous analysis comprising 308 simulated multiple sequence alignments [28,29]. These alignments were simulated on realistic tree topologies inferred from real sequence data derived from the COG database [28,29,30]. The alignments have realistic distributions of gaps and include rate variation across sites. For more detailed information on how these protein simulations were carried out see [28]. For each of the 50 randomly selected simulated sequence families, 100 replicates of the DendroBLAST amino acid replacement and tree inference procedure were performed. As DendroBLAST is a multiple sequence alignment free method these simulated alignments were parsed to remove all gap characters before being used for tree inference by DendroBLAST. In each case a majority-rule consensus tree was calculated from the 100 replicates using the python module dendropy [31]. The performance of DendroBLAST was evaluated as the mean Robinson-Foulds distance between the 50 inferred DendroBLAST trees and the 50 reference trees which were used to simulate the multiple sequence alignment. The Robinson-Foulds distance is the sum of the number of false positive and false negative bipartitions, where the false-positives (FP) are the set of bipartitions in the inferred tree not found in the reference tree and the false-negatives (FN) are the set of bipartitions present in the reference tree that are absent from the inferred tree.

To determine the optimal value for the scale of the Gamma distribution the inference procedure was repeated for a range of Gamma scale values between 0.2 and 5. 100 replicates were run without the amino acid replacement strategy and this value is shown at 0 and can be considered equivalent to BLAST clustering previously used [25]. For the range of Gamma scale values, the mean Robinson-Foulds distance of the test set was fit to a polynomial model using the polynomial curve fitting function (polyfit) in MATLAB (R2010b). The optimal value for the scale of the Gamma distribution was found as the minimum value of the fitted function over the interval interrogated (Figure S1). The Robinson-Foulds distance score was chosen to optimise the method as it assigns equal weighting to both FP and FN errors.

Comparison of DendroBLAST against other inference methods

In order to compare DendroBLAST to existing tree inference methods the performance was evaluated on the entire set of 308 simulated protein sequence alignments obtained from [28] excluding the 50 randomly sampled alignments used in the training set above. This final dataset containing 258 simulated protein sequence alignments was specifically chosen so that a direct comparison to multiple other inference methods on an identical dataset could be provided. The resulting trees from other inference methods were also obtained from [28]. To provide a bootstrapped distance method for comparison an additional set of bootstrapped-neighbour-joining tree inferences was performed using QuickTree [8]. All tree inference methods were evaluated on 5 different measures: the Robinson-Foulds distance [32], the number of false positive bipartitions recovered, the number of false negative bipartitions recovered, the precision and the recall. These measures are defined for use in phylogenetic analyses here as:

\[ \text{precision} = \frac{TP}{TP + FP} \]
\[ \text{recall} = \frac{TP}{TP + FN} \]

where the true-positives (TP) are the set of bipartitions present in both the reference tree and the inferred tree. The results of each score metric for each inference method were compared to those produced by DendroBLAST using a paired t-test.

Introduction of alignment error

As the simulated multiple sequence alignments do not contain alignment induced error, an additional test was performed to introduce realistic alignment errors encountered in real multiple sequence alignments. Each of the 308 simulated alignments were parsed to remove all gap characters and realigned using two different methods. 1) MAFFT FFT-NS-1 [33] a fast, accurate and commonly used method for aligning large numbers of sequences. 2) MAFFT L-INS-i, [33] one of the most accurate methods for multiple sequence alignment currently available [3]. To maintain consistency across experiments these realigned sequences were subject to tree inference using a selection of the methods (with identical parameters) described in [28].

Introduction of alignment trimming

Due negative effects which can be incurred by the inclusion of gap characters and mis-aligned data on phylogenetic inference a common approach is to discarded “gappy” information. Popular methods such as GBLOCKS [34] have been developed to automate this process and thereby reduce the amount of possibly mis-aligned data from multiple sequence alignments. To provide a further test of DendroBLAST against other phylogenetic inference methods we used GBLOCKS to remove columns from the realigned alignments above. Each of the 308 simulated alignments was subject to realignment as above (both L-INS-I and FFT-NS-1) and then parsed using GBLOCKS with options configured for conservative data selection (less data removed than default GBLOCKS settings). The minimum length of an aligned block
was set to 5 amino acids, with the number of allowed gap positions set to 50% of the number of sequences and the minimum number of flank positions also set to 50% of the number of sequences.

**Inference of supertrees**

To demonstrate the utility of DendroBLAST for tackling real-world datasets, we took an existing dataset of 3337 discrete orthologue groups found in the Archaea [33]. We inferred a DendroBLAST tree for each of the orthologue groups containing 4 or more sequences \( n = 1688 \) and used all of the resulting trees to construct a supertree using two independent quartet supertree methods [36,37]. The resultant supertree was compared to the phylogenetic tree inferred from the concatenated protein sequences alignments using multiple inference methods [35].

**Results**

A novel method for robust clustering of protein sequences based on BLAST score

We developed a novel method for constructing consensus phylogenetic trees from protein sequences in the absence of multiple sequence alignments. In brief, the method uses minimum evolution clustering of transformed BLAST similarity scores to infer a hierarchical tree of un-aligned protein sequences. A simple model of sequence evolution is then employed to improve the accuracy of the inferred trees by identifying and removing weakly supported bipartitions from the tree. The work flow of the tree inference method is described in Figure 1.

Accuracy of topological inference in the absence of multiple sequence alignment error

To determine the accuracy of DendroBLAST phylogenetic trees were inferred for each of the 308 simulated protein sequence families present in [28,29]. Phylogenetic trees have already been produced using several different inference methods for this dataset [28]. These methods comprise RAxML [10], PhyML [38], FastTree [29], FastMe [9], Parsimony (as executed by RAxML [10]) and Neighbour-Joining [8]. Hence, this represents an ideal set on which the performance of DendroBLAST can be directly compared to existing maximum likelihood and distance based methods. All of the above trees were then compared to the reference trees using the dendropy python module [31]. All inference methods were evaluated on the results of 5 score metrics. 1) The number of bipartitions present in the inferred tree but not the reference tree (false positive bipartitions); 2) The number of bipartitions present in the reference tree but not the inferred tree (false negative bipartitions). 3) The Robinson Foulds distance (the sum of false positive and false negative bipartitions). 4) The precision (see methods) and 5) the recall (see methods).

In the above test DendroBLAST generally compares well to other commonly used methods of tree inference (Table 1). DendroBLAST achieves good precision and Robinson-Foulds distance scores (Table 1). However, DendroBLAST fails to recover many bipartitions which are recovered by maximum likelihood methods leading to a poor recall rate (Table 1). Taken together the performance of DendroBLAST is thus better than any of the tested distance methods but is generally out-performed by all of the maximum likelihood methods. In the above test, on average each tree inference using DendroBLAST took 21 ± 3 mins, this includes the time taken to infer 100 trees from DendroBLAST distance matrices and compute the consensus tree. This speed compares well to inferring a single maximum likelihood tree using MAFFT and RAxML where alignment and tree inference took 73 ± 30 mins.

Comparison of DendroBLAST distance matrices to distance matrices generated by other means

As DendroBLAST produces a distance matrix which is converted to a phylogenetic tree using the minimum evolution principle implemented by FastMe [9] we sought to compare the performance of the DendroBLAST distance measures against established distance measures using the same tree inference method. Here we took the test set of simulated sequence alignments above and computed distance measures using three commonly used methods 1) Uncorrected distance measures 2) Log corrected distance measures computed using FastTree [28] and 3) maximum likelihood distance measures computed using RAxML [10]. These distance matrices were used to infer trees and the accuracy of these trees was interrogated as before. Here all methods except DendroBLAST compute distances using the perfect simulated sequence alignment in this scenario both uncorrected and maximum likelihood distance measures are not significantly different to DendroBLAST distance measures (Table 1).

Accuracy of topological inference in the presence of multiple sequence alignment error

In the case of the above tests, DendroBLAST was compared to other inference methods each of which used the simulated multiple sequence alignments. The simulated multiple sequence alignments on which these methods were tested do not contain any alignment induced error. In real world situations, the true multiple sequence alignment is not known and hence an additional test of the above inference methods was performed on re-aligned data to introduce realistic errors which occur by the production of a multiple sequence alignment. This presents a more realistic comparison of the performance of DendroBLAST to that of other inference methods. To do this each of the 308 simulated alignments were parsed to remove all gap characters and realigned using two different methods. 1) MAFFT FFT-NS-1 [33] a fast method for aligning large numbers of sequences. 2) MAFFT L-INS-i, [33] one of the most accurate methods for multiple sequence alignment currently available [3]. To evaluate the performance of the selected alignment methods the resulting alignments were compared to the simulated alignments using the Q-score program [39]. For each multiple sequence alignment, the proportion of correctly aligned letter pairs was evaluated. The mean proportion of correctly aligned letter pairs was 0.952 (Standard deviation = 0.039) and 0.976 (Standard deviation = 0.019) for the FFT-NS-1 and L-INS-i methods respectively (Figure 2).

As expected, the introduction of alignment error increased the number of false positive and false negative errors of all alignment-based inference methods (Table 2). As before, DendroBLAST was the most accurate distance based inference method, significantly outperforming both neighbour-joining and minimum evolution (Table 2). However, even considering alignment error, DendroBLAST trees are not as accurate as those inferred using maximum likelihood. For the alignment method which produced least errors (L-INS-i), DendroBLAST achieves a level of precision equivalent to a FastTree or (PhyML with 4 gamma categories) inference. For the alignment method that produced higher error rate (FFT-NS-1), DendroBLAST achieves a precision that is significantly better than FastTree, PhyML (1 or 4 gamma categories) and not significantly different to that of RAxML. This means that in realistic scenarios where moderate levels of multiple sequence alignment error are present, the bipartitions recovered by DendroBLAST are as likely to be correct as those recovered by many maximum likelihood methods. However, as before all
Figure 1. A flow diagram describing the DendroBLAST tree inference procedure. The procedure takes a set of protein sequences and creates 100 copies of this set each with a unique set or randomly introduced sequence changes. Each set of sequences is subject to tree inference and a consensus tree is inferred from these sets. The red bars in the sequences indicate the randomly introduced sequence changes.

doi:10.1371/journal.pone.0058537.g001
### Table 1. A comparison of DendroBLAST with other tree inference methods on simulated multiple sequence alignments.

| A) Method of tree inference | RFd   | FP    | FN    | Precision | Recall |
|-----------------------------|-------|-------|-------|-----------|--------|
| PhyML 4G SPR (SH 50) (3)    | 46.2  | a     | 12.2  | a         | 0.943  |
| RAxML (3)                   | 46.8  | a     | 23.4  | a         | 0.906  |
| PhyML 4G SPR (3)            | 49.4  | a     | 24.7  | a         | 0.900  |
| PhyML 4G (SH50) (3)         | 57.7  | a     | 17.5  | a         | 0.918  |
| FastTree (SH50) (3)         | 60.4  | a     | 23.1  | a         | 0.898  |
| PhyML 4G (3)                | 63.4  | a     | 31.7  | b         | 0.872  |
| FastTree (3)                | 64.6  | a     | 32.2  | b         | 0.870  |
| PhyML 1G (SH50) (3)         | 69.1  | a     | 24.7  | b         | 0.888  |
| PhyML 1G (3)                | 75.1  | a     | 37.5  | b         | 0.849  |
| DendroBLAST (1)             | 95.1  | a     | 27.6  | a         | 0.867  |
| FastME SPR (2)              | 96.5  | b     | 48.3  | c         | 0.805  |
| FastME (2)                  | 101.2 | c     | 50.6  | c         | 0.796  |
| QuickTree log cor. (2)      | 119.4 | c     | 59.7  | c         | 0.759  |
| QuickTree (con50) (2)       | 142.6 | c     | 67.5  | c         | 0.677  |
| QuickTree (2)               | 149.9 | c     | 74.9  | c         | 0.698  |

| B) Method of matrix generation | RFd   | FP    | FN    | Precision | Recall |
|---------------------------------|-------|-------|-------|-----------|--------|
| Log corrected distances (2)     | 101.2 | a     | 50.6  | a         | 0.796  |
| DendroBLAST distances (1)       | 122.2 | b     | 61.1  | b         | 0.754  |
| Uncorrected distances (2)       | 122.4 | b     | 61.2  | b         | 0.753  |
| Maximum likelihood distances (2) | 123.3 | b     | 60.6  | b         | 0.754  |

A) Comparison of DendroBLAST with several alignment based tree inference methods. B) Comparison of tree inference using FastME with distance matrices derived using different methods. In both cases (1) indicates that the tree inference method is distance-based and alignment-free, (2) indicates method is distance-based and alignment-dependent and (3) indicates alignment-dependent. RFd is the Robinson-Foulds distance. FP is the number of false positive bipartitions. FN is the number of false negative bipartitions. StdE is one standard error of the mean. Con 50 indicates that a majority-rule consensus tree was used to evaluate inference performance. SH 50 indicates that only bipartitions supported by an SH test scoring greater than 0.5 were used for evaluating the inference performance. 4G indicates that 4 gamma rate categories were used. SPR is subtree pruning regrafting. “a” indicates performance is significantly better than DendroBLAST, “b” indicates that performance is not significantly different to DendroBLAST and “c” indicates that performance is significantly worse than DendroBLAST. Performance evaluated by paired t-test at p<0.001. Methods are ordered according to their Robinson-Foulds distance score.
maximum likelihood methods achieve a recall score which is better than DendroBLAST. Thus overall DendroBLAST trees are less accurate than maximum likelihood trees.

Introduction of alignment trimming

In the case of the above experiment, DendroBLAST was compared to other inference methods using simulated multiple sequence alignments with addition of alignment induced error. It is common in phylogenetic analysis for alignments to be subject to trimming before use. Trimming removes positions which are suspected to contain mis-aligned sequence and hence could lead to phylogenetic inference through data reduction. Here a commonly used package for alignment trimming GBLOCKS [34] was used to trim the re-aligned multiple sequence alignments using a conservative (less data removed) setting. In all cases trimming the re-aligned multiple sequence alignments resulted in reduction of inference performance (Table 3) using alignment based methods. This effect was more pronounced on the alignments which contained higher error rates (Table 3). This result agrees with similar findings which suggest that removing data using methods like GBLOCKS does not always improve the accuracy of phylogenetic inference [40,41].

Application to real-world data

To provide an independent test of the DendroBLAST method and demonstrate its utility for analysis of real-world sequence data, we selected a large dataset which has been shown by multiple inference methods (comprising Bayesian and Maximum likelihood analyses of concatenated gene trees as well as quartet supertrees from individual maximum likelihood gene trees) to support the same tree topology [35]. This dataset comprises 3537 orthologous groups differentially distributed across the Archaea. For each of the orthologous groups containing 4 or more sequences (n = 1688), a DendroBLAST tree and used the inferred trees to construct a supertree using two independent quartet supertree methods [36,37]. The two resulting DendroBLAST derived supertrees were identical and showed at total of 5 missing bipartitions (Figure 3A, recall = 0.89) and 5 additional bipartitions (Figure 3B, precision = 0.89) when compared to the previously published tree (Figure 3A). Interestingly, none of the bipartitions missed by DendroBLAST obtain 100% support by Bayesian and maximum likelihood methods (Figure 3A).

Discussion

We present a novel BLAST-based tree inference algorithm that achieves good levels of precision in the absence of multiple sequence alignments. In all tests performed on realistic simulated sequence data, DendroBLAST outperformed all of the commonly
used distance based methods achieving levels of precision comparable to that of maximum likelihood methods. However, DendroBLAST recall rate is comparatively poor rendering it less accurate in comparison to tree inference using maximum likelihood methods from good quality multiple sequence alignments. We therefore do not propose DendroBLAST as a replacement for high quality phylogenetic inference methods but rather as a platform for improving and informing multiple aspects of bioinformatic analysis.

One such application of this method may be in constructing guide trees for informing multiple sequence alignment. As DendroBLAST bypasses a multiple sequence alignment step and produces good quality approximate phylogenetic trees, use of DendroBLAST may prevent propagation of multiple sequence alignment error incurred from poor quality guide trees. This would be particularly suitable for difficult to align sequence families and in situations where the accuracy of the multiple sequence alignment is in question. Improvement in the accuracy of the guide tree in these scenarios is likely to lead to improvements in the accuracy of the subsequent alignment and tree inference. A strictly bifurcating guide tree is also produced by DendroBLAST and available using the online implementation at http://www.dendroblast.com/

While the bipartitions that are recovered by DendroBLAST are likely to be correct, DendroBLAST does have a low recall rate in comparison to other maximum likelihood methods meaning than many bipartitions are missed. One use for high-precision low-recall phylogenetic trees is in construction of supertrees. We demonstrate the utility of DendroBLAST for this task by reconstructing a supertree of the Archaea. This supertree reconstruction closely matched previous Bayesian and maximum likelihood analyses with a precision and recall of 0.89 (taking these previous analyses as reference). Hence, we propose that this method may be useful for production of phylogenetic trees for use in supertree reconstruction or in providing approximate start trees for subsequent optimisation.

### Table 2. A comparison of the performance of different tree inference methods following realignment of simulated sequences.

| Realignment FFT-NS-1 | RFd | FP | FN | Precision | Recall |
|----------------------|-----|----|----|-----------|--------|
| PhyML 4G SPR (SH 50) (3) | 58.3 | a 19.3 | a 39.0 | 0.912 | a 0.843 |
| RAxML (3) | 61.2 | a 30.6 | b 30.6 | 0.877 | b 0.877 |
| PhyML 4G SPR (3) | 63.5 | a 31.8 | b 31.8 | 0.872 | b 0.872 |
| PhyML 4G (SH50) (3) | 75.4 | a 26.7 | b 48.7 | 0.877 | b 0.804 |
| FastTree (SH50) (3) | 77.8 | a 31.6 | b 46.2 | 0.861 | b 0.814 |
| PhyML 1G (SH50) (3) | 82.2 | a 30.8 | b 51.5 | 0.861 | b 0.792 |
| FastTree (3) | 82.6 | a 41.3 | c 41.4 | 0.833 | c 0.833 |
| PhyML 4G (3) | 83.4 | a 41.7 | c 41.7 | 0.832 | c 0.832 |
| PhyML 1G (3) | 89.2 | a 44.6 | c 44.6 | 0.820 | c 0.820 |
| DendroBLAST (1) | 95.1 | a 27.6 | b 67.5 | 0.867 | c 0.732 |
| FastME SPR (2) | 112.4 | c 56.2 | c 56.2 | 0.773 | c 0.773 |
| FastME (2) | 116.1 | c 58.1 | c 58.1 | 0.766 | c 0.766 |
| QuickTree log cor. (2) | 119.4 | c 59.7 | c 59.7 | 0.759 | c 0.759 |
| QuickTree (con50) (2) | 149.3 | c 70.5 | c 78.8 | 0.702 | c 0.682 |
| QuickTree (2) | 157.5 | c 78.8 | c 78.8 | 0.682 | c 0.682 |

| Realignment L-INS-I | RFd | FP | FN | Precision | Recall |
|----------------------|-----|----|----|-----------|--------|
| PhyML 4G SPR (SH 50) (3) | 49.6 | a 15.1 | a 34.5 | 0.931 | a 0.861 |
| RAxML (3) | 51.8 | a 25.9 | b 25.9 | 0.895 | a 0.895 |
| PhyML 4G SPR (3) | 54.0 | a 27.0 | b 27.0 | 0.891 | a 0.891 |
| PhyML 4G (SH50) (3) | 57.7 | a 17.5 | a 40.2 | 0.918 | a 0.838 |
| PhyML 4G (3) | 63.4 | a 31.7 | b 31.7 | 0.872 | b 0.872 |
| FastTree (SH50) (3) | 66.2 | a 26.0 | b 40.2 | 0.886 | a 0.838 |
| FastTree (3) | 70.4 | a 35.1 | c 35.2 | 0.858 | b 0.858 |
| PhyML 1G (SH50) (3) | 74.1 | a 26.9 | b 47.2 | 0.878 | a 0.810 |
| PhyML 1G (3) | 80.0 | a 40.0 | c 40.0 | 0.839 | a 0.839 |
| DendroBLAST (1) | 95.1 | a 27.6 | b 67.5 | 0.867 | 0.732 |
| FastME SPR (2) | 102.9 | c 51.5 | c 51.5 | 0.792 | c 0.792 |
| FastME (2) | 106.9 | c 53.4 | c 53.4 | 0.785 | c 0.785 |
| QuickTree log cor. (2) | 119.4 | c 59.7 | c 59.7 | 0.759 | c 0.759 |
| QuickTree (con50) (2) | 145.0 | c 68.5 | c 76.4 | 0.712 | c 0.692 |
| QuickTree (2) | 152.6 | c 76.3 | c 76.3 | 0.692 | c 0.692 |

Please refer to the legend for table 1 for explanations of abbreviations.

doi:10.1371/journal.pone.0058537.t002
Table 3. A comparison of the performance of different tree inference methods following trimming of realigned simulated sequences.

| GBLOCKS trimmed FFT-NS-1 | RFd | FP  | FN  | Precision | Recall |
|---------------------------|-----|-----|-----|-----------|--------|
| PhyML 4G SPR (SH 50) (3)  | 68.4| a   | 21.8| 46.5      | 0.896  | a      |
| RAxML (3)                 | 74.1| a   | 37.0| 37.0      | 0.851  | b      |
| PhyML 4G SPR (3)          | 76.3| a   | 38.1| 38.1      | 0.847  | c      |
| PhyML 4G (SH50) (3)       | 82.1| a   | 27.4| 54.7      | 0.868  | b      |
| FastTree (SH50) (3)       | 86.9| a   | 35.4| 51.5      | 0.843  | b      |
| PhyML 4G (3)              | 87.1| a   | 30.9| 56.2      | 0.855  | c      |
| FastTree (3)              | 92.2| a   | 46.0| 46.2      | 0.814  | c      |
| PhyML 1G (SH50) (3)       | 93.1| a   | 46.6| 46.5      | 0.814  | c      |
| DendroBLAST (1)           | 95.1| 27.6| 67.5| 0.867     | 0.732  |
| PhyML 1G (3)              | 96.5| b   | 48.2| 48.2      | 0.806  | c      |
| FastME SPR (2)            | 119.5| 59.8| c   | 59.8      | 0.759  | c      |
| FastME (2)                | 123.7| 61.9| c   | 61.9      | 0.751  | c      |
| QuickTree log cor. (2)    | 124.0| 62.0| c   | 62.0      | 0.748  | c      |
| QuickTree (con50) (2)     | 128.3| 28.8| b   | 99.5      | 0.834  | c      |
| QuickTree (2)             | 161.6| 80.9| c   | 80.9      | 0.674  | c      |

| GBLOCKS trimmed L-INS-i  | RFd | FP  | FN  | Precision | Recall |
|--------------------------|-----|-----|-----|-----------|--------|
| PhyML 4G SPR (SH 50) (3) | 56.4| a   | 17.1| 39.3      | 0.920  | a      |
| RAxML (3)                | 61.0| a   | 30.5| 30.5      | 0.876  | b      |
| PhyML 4G (SH50) (3)      | 61.8| a   | 18.1| 43.8      | 0.912  | c      |
| PhyML 4G SPR (3)         | 62.7| a   | 31.4| 31.4      | 0.873  | b      |
| PhyML 4G (3)             | 68.8| a   | 34.4| 34.4      | 0.859  | c      |
| FastTree (SH50) (3)      | 74.7| a   | 29.7| 45.0      | 0.869  | b      |
| PhyML 1G (SH50) (3)      | 77.1| c   | 27.0| 50.2      | 0.875  | b      |
| FastTree (3)             | 79.5| a   | 39.6| 39.8      | 0.840  | b      |
| PhyML 1G (3)             | 84.7| a   | 42.4| 42.4      | 0.830  | c      |
| DendroBLAST (1)          | 95.1| 27.6| 67.5| 0.867     | 0.732  |
| FastME SPR (2)           | 108.0| 54.0| c   | 54.0      | 0.782  | c      |
| FastME (2)               | 112.1| 55.9| c   | 55.9      | 0.775  | b      |
| QuickTree log cor. (2)   | 122.6| 61.3| c   | 61.3      | 0.752  | c      |
| QuickTree (con50) (2)    | 124.2| 27.9| b   | 96.3      | 0.843  | c      |
| QuickTree (2)            | 154.8| 77.4| c   | 77.4      | 0.688  | c      |

Please refer to the legend for table 1 for explanations of abbreviations. doi:10.1371/journal.pone.0058537.t003
Supporting Information

File S1 Perl implementation of DendroBLAST method. (PL)

Figure S1 Optimising the scale of the Gamma distribution. A) Plot of the effect of varying the Gamma distribution scale factor on the false positive partitions, false negative partitions and Robinson-Foulds distance. Value at 0 is estimated from 100 replicates with no amino acid replacement. Black line indicates the fitted polynomial model, the local optimum for Gamma scale value is 1.9644. Error bars indicate 1 standard error of the mean (n = 50). B) The frequency of the amino acid changes for a 100 replicate DendroBLAST inference using the optimal Gamma scale parameter. For example, a value of 0 indicates that the amino acid was not changed. A value of 1 indicates that the amino acid was changed to an amino acid which has a score of 1 less than the score for not changing in the BLOSUM62 substitution matrix. C) The distribution of score values in the remapped BLOSUM62 substitution matrix. D) Comparison of pairwise distances computed by DendroBLAST and by PhyML using 4 gamma rate categories. (PDF)
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