Computation of effective elastic moduli of rocks using hierarchical homogenization
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Abstract

This work focuses on computing the homogenized elastic properties of rocks from 3D micro-computed-tomography (micro-CT) scanned images. The accurate computation of homogenized properties of rocks, archetypal random media, requires both resolution of intricate underlying microstructure and large field of view, resulting in huge micro-CT images. Homogenization entails solving the local elasticity problem computationally which can be prohibitively expensive for a huge image. To mitigate this problem, we use a renormalization method inspired scheme, the hierarchical homogenization method, where a large image is partitioned into smaller subimages. The individual subimages are separately homogenized using periodic boundary conditions, and then assembled into a much smaller intermediate image. The intermediate image is again homogenized, subject to the periodic boundary condition, to find the final homogenized elastic constant of the original image. An FFT-based elasticity solver is used to solve the associated periodic elasticity problem. The error in the homogenized elastic constant is empirically shown to follow a power law scaling with exponent $-\frac{1}{2}$ with respect to the subimage size across all five microstructures of rocks. We further show that the inclusion of surrounding materials during the homogenization of the small subimages reduces error in the final homogenized elastic moduli while still respecting the power law with the exponent of $-1$. This power law scaling is then exploited to determine a better approximation of the large heterogeneous microstructures based on Richardson extrapolation.
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1. Introduction

Reliable prediction of properties of rocks from the pore-scale micro-computed-tomography (micro-CT) images is the defining aim of digital rock physics (DRP) [1, 2, 3, 4, 5, 6, 7, 8]. The workflow of DRP starts with the acquisition of pore-scale rock 3D images from micro-CT scans. The scanned images are next subjected to image processing tools to segment them into underlying constituent materials and pores. The relevant physical simulations are then performed to compute the target physical properties of interest such as elastic constants, electrical conductivity, permeability, etc. This work is concerned with computing the effective elastic properties (bulk and shear moduli) from a given segmented micro-CT image of a rock sample.

A rock is an archetypical example of random heterogeneous solids. The existing theoretical tools to deal with the homogenization of heterogeneous materials provide rigorous bounds on the homogenized elastic constants. The well known examples of such bounds include the Voigt-Reuss [9, 10] and Hashin-Shtrikman bounds [11]. However, these bounds are generally quite loose and obtained by assuming certain idealized distribution of the phases constituting the heterogeneous materials. Thus, these rigorous theoretical bounds often fail to provide accurate estimates of microstructure-specific elastic constants of a heterogeneous material. For a comprehensive review of the homogenization of the elastic constants, readers are referred to Refs. [12, 13, 14].

Computational homogenization techniques [15, 16, 17, 18] are often used to obtain the microstructure-specific effective elastic constants of materials. The partial differential equation (PDE) of elasticity (originated from equilib-
rium, compatibility conditions and material’s constitutive relations) is solved numerically (e.g. using finite element method or fast fourier transform solvers) to find the stress and strain fields under a prescribed load. The relationship between the averaged stress and strain values provides information on the effective elastic constants. A major issue in carrying out the computational homogenization arises from the sheer size of the rock sample images that is required for determining the well-converged effective elastic properties. Rock microstructures contain intricate multiscale features, i.e. the spatial distribution of minerals and pores that span over a range of length scales. The accuracy of the computationally homogenized properties depends on both the resolution and the field of view of the digital image [7]. A high resolution is needed to obtain a faithful representation of the fine microstructure, while a large field of view is necessary to ensure the sample is statistically representative. Unfortunately, refining the resolution of the scanned images while maintaining a large field of view would result in a very large number of voxels in the digital image of the rock sample. The computational cost to perform physical simulations on these huge images quickly becomes prohibitive in terms of time and memory requirements and undermines the fundamental premises of DRP.

To alleviate the constraints of the available computational resources, here we apply a hierarchical homogenization procedure to compute the homogenized elastic constants that obviate the need of solving the elasticity equations on a given huge image by brute force. The basic idea is inspired by the renormalization method [19, 20, 21, 22, 23, 24], where we progressively scale down the size of the problem domain by successive applications of a coarse-graining rule at each scale. In the hierarchical homogenization scheme, a large rock image is partitioned into smaller subimages of size $n \times n \times n$. Each smaller subimage is then homogenized computationally and replaced by an equivalent voxel with effective elastic constants. These voxels are subsequently assembled to get a coarse-grained image with fewer degrees of freedom than the original image we started with. The assembled coarse-gained image is again homogenized to find the overall homogenized elastic constants of the sample.

The idea of applying renormalization-based approach to obtain homogenized properties of rocks has attracted some attention in the past [25, 26, 27, 28, 29, 30, 31, 32, 33]. However, a systematic analysis of the error incurred by the renormalization-based schemes is largely unavailable. The characterization and control of the associated error constitutes an essential step in order to confidently apply any approximation method. The present work attempts to characterize the error associated with the hierarchical homogenization method as applied to computing homogenized elastic moduli of rocks.

The renormalization idea of dividing and reassembling a domain is potentially powerful in reducing the computational expenses associated with determining the effective elastic properties of heterogeneous materials. However, to our best knowledge, surprisingly, there does not seem to be a substantial body of research devoted to this area. Banerjee and Adams [28] employed the renormalization approach — which they termed recursive cell method — to determine the homogenized elastic properties of polymer bonded explosive with the aim of reducing computational cost. Their work was limited to relatively small two-dimensional problems; and employed artificial samples, consisting of random distribution of varying size of circular-shaped hard phases, instead of real microstructures of materials. They further assumed that the individual subdomains, after coarse graining, can be described by an isotropic elastic medium. This assumption may be violated for small enough subdomains and add to coarse-graining error. Moreover, while noticing that the error introduced by the renormalization decreases with increasing size of the subdomains, the nature of the error has not been examined systematically. The present work seeks to relax some of the assumptions in the previous studies and analyze the error caused by the hierarchical homogenization approach in three-dimensional microstructures of real rocks.

The main contributions and findings of this work are summarized as follows. We apply the hierarchical homogenization method to two-phase heterogeneous microstructures obtained from micro-CT scanning of five different sandstone rock samples. The 3D image of size $N \times N \times N$ is partitioned into subimages of size $n \times n \times n$ ($n < N$) that are sufficiently larger than the correlation length of the microstructure. Each subimage is then homogenized into a fully anisotropic elastic medium, represented by a voxel in the coarse-grained image. The error of the hierarchical homogenization approach is obtained by comparing its prediction of the effective elastic moduli with the brute-force solution of the elasticity PDE on the original image. We show that the error in the hierarchically homogenized elastic moduli follows a power law scaling with exponent $-1$ with respect to $n$. The systematic error in the hierarchically homogenized elastic moduli is shown to reduce still further by introducing a padding of surrounding materials during the homogenization of smaller subimages, and the $O(n^{-1})$ scaling is preserved even with padding. This power law scaling of error is then employed to further reduce the error in the predicted homogenized elastic constants by Richardson extrapolation.

The remaining part of this manuscript is organized as follows. Section 2 briefly discusses the statistical properties of the rock samples studied in this work. Section 3 presents the hierarchical homogenization method and discusses
its main advantages in reducing the computational costs while controlling the error bounds. Section 4 presents the detailed steps involved in the homogenization of a single subimage. Section 5 presents the results obtained from the application of the hierarchical homogenization method to compute the homogenized elastic constants, along with the associated error, of the five digital samples. Section 6 summarizes the main conclusions of this work.

2. Microstructure of rock samples

The rock samples used in this work are the same as those in a previous study [7]. These include five microstructures obtained from three different sandstones: two (B1 and B2) are from the Berea Formation, subangular to sub-rounded Mississippian-age sandstone; two (FB1 and FB2) from the Fontainebleau Formation, subrounded to rounded Oligocene age sandstone; and one (CG) from the Castlegate Formation, subangular to subrounded Mesozoic sandstone. All of the rocks were imaged with a micro-CT scanner at the image resolution of approximately 2 µm (the physical size of each voxel). The X-ray diffraction (XRD) analysis demonstrates that all samples mainly consist of quartz mineral along with trace amounts of feldspar, calcite and clay. For simplicity, we assume single mineralogy where all minerals were treated as quartz. The samples are then segmented into two phases of quartz (phase 1) and pore (phase 2) using the Otsu algorithm. Figure 1 shows the segmented images of sample B1 of size $N^3$ with $N = 900$. Red colored voxel corresponds to quartz mineral and white colored voxel to pore. The porosity of the five rock samples are given in Table 1. To facilitate comparisons across rock samples, we assume that the elastic constants of each phase do not vary across samples: minerals (phase 1) have been assigned the elastic properties of quartz, bulk modulus of 36 GPa and shear modulus of 45 GPa; and pores (phase 2) have both bulk and shear moduli equal to 0 GPa [34] (for numerical stability, bulk and shear moduli of the pore phase are taken to be $10^{-5}$ GPa). For more information on acquisition and segmentation of micro-CT imaged rock samples, reader are directed to Ref. [7].
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**Figure 1:** (a) Segmented images of rock samples B1. Red color denotes quartz mineral (phase 1) and white color represents pore (phase 2). (b) Two point correlation in sample B1 along the x-direction. Blue circles are the computed correlation function values, and orange curve is a fit to function $\exp(-l/\xi)$, where $\xi$ is the correlation length.

| Rock sample | porosity  | $\xi_x$ | $\xi_y$ | $\xi_z$ |
|-------------|-----------|---------|---------|---------|
| B1          | 16.51%    | 13.1    | 12.8    | 13.4    |
| B2          | 19.63%    | 14.2    | 15.3    | 14.5    |
| CG          | 22.20%    | 10.7    | 8.5     | 11.8    |
| FB1         | 9.25%     | 14.4    | 16.1    | 15.6    |
| FB2         | 3.45%     | 15.9    | 15.1    | 15.1    |

The correlation length is an important characteristic that measures the intrinsic length scale of a microstructure. To compute the correlation length, we first define a material function $M(i, j, k)$ at every voxel with indices $i, j, k$ from...
1 to \(N\), such that

\[
M(i, j, k) = \begin{cases} 
1 & \text{if voxel } (i, j, k) \text{ is occupied by mineral (phase 1)} \\
0 & \text{if voxel } (i, j, k) \text{ is occupied by pore (phase 2)}.
\end{cases}
\] (1)

The correlation between two points separated by \(l\) voxels in the \(x\)-direction (corresponding to \(i\) index) is given by

\[
\text{Corr}_x(l) = \frac{\langle M(i, j, k)M(i + l, j, k) \rangle - \langle M(i, j, k) \rangle^2}{\langle M^2(i, j, k) \rangle - \langle M(i, j, k) \rangle^2},
\] (2)

where \(\langle \cdot \rangle\) represents the average operation over all possible values of indices \(i\), \(j\), and \(k\). We can similarly define correlation functions in \(y\)- and \(z\)-directions.

Figure 1(b) shows the two-point correlation function as a function of voxel separation \(l\) in the \(x\)-direction for the rock sample B1. The blue circles are the values of the correlation function obtained using Equation (2), and the orange curves are the best fit of the exponential function \(\exp \left( -l/\xi \right)\), where \(\xi\) is the correlation length. For sample B1 the correlation length in \(x\)-direction is \(\xi = 13.1\). The values of the correlation lengths \(\xi\) for the five rock samples are given in Table 1. The correlation lengths in all three directions are found to be similar, indicating that all the microstructures are isotropic to a good approximation. We observe that the correlation becomes very small (<0.05) at distances beyond \(3\xi\) (i.e. about 40 for rock sample B1). This information is helpful in deciding the representative volume element (RVE), i.e. the size of the subimages, for the hierarchical homogenization procedure.

3. Hierarchical homogenization

This section lays out the hierarchical homogenization approach to determine the effective elastic constants of rocks. The goal of homogenization is to approximate a given random heterogeneous material by a homogeneous material which exhibits the same elastic response as the original heterogeneous material under some specific loading conditions. In other words, we seek a coarse-grained description of the heterogeneous material. Instead of homogenizing the whole domain (micro-CT scan image) at once by solving the elasticity PDE, we follow the renormalization based approach where the problem domain is scaled-down progressively by successive coarse-graining steps.
summarizes the (anisotropic) elastic properties of the corresponding subimage. To accomplish this decimation, we solve the local elasticity problem for all \( (N/n)^3 \) smaller subimages separately under periodic boundary conditions and determine their corresponding average elastic constants, as described in Section 4. In the next step, the average elastic constants of the subimages are used to assemble a coarse-grained version of the original image. The coarse-grained image now has \( (N/n)^3 \) voxels (see middle panel of Figure 2) compared with the \( N^3 \) voxels of the original image. The assembled coarse-grained image retains the low-frequency information of the original image, while the local high-frequency components are captured in the properties of the small subimages. In the renormalization literature, this coarse-graining/homogenization/decimation is often repeated multiple times until a fixed point is achieved [22]. However, in this work, we carry out just two steps of coarse-graining, as depicted in Figure 2. The assembled coarse-grained image is homogenized one more time to find the effective average elastic constants of the rock sample.

We now discuss the numerical advantages associated with the hierarchical homogenization scheme. Figure 3(a) shows the time elapsed for solving an elasticity problem on an image with \( n^3 \) voxels. Blue dots are the measured computational time data, and the orange line is obtained by fitting the data to a power law. The computation time scales as \( O(n^{3.66}) \) which is super-linear with respect to the number of voxels \( n^3 \) in the image. We now consider a large image containing \( N^3 \) voxels. Instead of solving the elasticity PDE on this image, we divide it into \( (N/n)^3 \) smaller subimages of size \( n^3 \). Then the time \( t \) spent in solving \( (N/n)^3 \) subimages scales as

\[
t \sim \left( \frac{N}{n} \right)^3 O(n^{3.66}) \sim O(n^{0.66}).
\]  

(3)

Neglecting the time it takes to solve the elasticity problem on the coarse-grained image, the total computation time to solve a big image with \( N^3 \) voxels thorough hierarchical homogenization (essentially solving \( (N/n)^3 \) subimages) scales with the size of the subimage as \( O(n^{0.66}) \) as shown in Figure 3(b). The smaller the subimage, the shorter the computation time. The computation time shown in Figure 3 is for a specific set of elastic constants of the two phases, and the exact computation time will be highly dependent on the contrast between the properties of the underlying constituent phases and the implementation details of the algorithm. The gain in computation time, nevertheless, will result for any computational algorithm with a time complexity that is super linear with the number of voxels. We further note that aside from the gain in computation time, the hierarchical homogenization scheme also reduces the memory requirement that would be prohibitive for the full scale simulation. For example, the computational resources available to us limit the largest image that can be solved by brute-force to 1000\(^3\) voxels due to memory constraints.
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Figure 3: Log-log plot of (a) time to solve a single image as a function of image size, (b) total time elapsed during the hierarchical homogenization (HH) of a big image of size \( N = 900 \) as a function of subimage size \( n \). The calculations are performed using an FFT-based elasticity solver. Blue dots denote the measured computational time, and the orange line is the best fit of the data to a power law.
4. Homogenization of a single subimage

This section discusses the two steps involved in determining the average elastic constants of the subimages: (1) extracting the subimage from the large image; (2) averaging the equilibrium stress and strain fields inside the subimage.

Figure 4 illustrates the extraction step for a single subimage occupying the domain $\Omega_R$. In order to compute the effective elastic constants of the region $\Omega_R$, it is necessary to solve the elasticity PDE on this domain subjected to appropriate boundary conditions. For example, it is common practice to apply periodic boundary conditions (PBC) when an FFT-based solver is used. However, the application of PBC (or any other types of boundary conditions) to region $\Omega_R$ introduces an error because the voxels in $\Omega_R$ are subjected to a different environment compared to that in the original image. Because such an error is introduced at the boundary of every subimage, we expect the impact of this error on the final homogenized elastic constants to decrease with the size of the subimage dimension $n$.

To control this error due to the subimage boundary conditions, we choose to extract a larger domain of voxels, $\Omega_B$, which includes the domain $\Omega_R$ and a padding region, as shown in Figure 4. The inclusion of this padding region enables, to an extent, the voxels in $\Omega_R$ to experience a similar environment to that in the original image. According to Saint-Venant’s principle, given a sufficiently thick padding region, the details of the boundary conditions will not matter to the stress-strain solution in domain $\Omega_R$, as long as the net force and moment transmitted through each boundary face stays the same. Therefore, we expect the error due to subimage boundary conditions to decay rapidly with the padding region thickness.

In this work, we solve the elasticity PDE on domain $\Omega_B$ subject to PBC. The resulting stress and strain fields are then used to compute the average stress and strain values in the domain of interest $\Omega_R$, and its effective elastic constants. Thicker padding region would lead to more accurate results, but at the expense of higher computational cost. Hence, the choice of the padding thickness is the result of a trade-off between accuracy and computational cost.

We now solve the elasticity PDE in the domain $\Omega_B$ subjected to PBC. The elastic response of the material at a point $x \in \Omega_B$ is prescribed by a position dependent isotropic elastic tensor $C_{ijkl}(x) = (K(x) - \frac{2}{3}\mu(x))\delta_{ij}\delta_{kl} + \mu(x)(\delta_{ik}\delta_{jl} + \delta_{lj}\delta_{ik})$, where $K(x)$ and $\mu(x)$ are bulk and shear moduli at point $x$. Thus, the local stress $\sigma_{ij}(x)$ relates to the local strain $\epsilon_{ij}(x)$ via

$$\sigma_{ij}(x) = C_{ijkl}(x)\epsilon_{kl}(x) = K(x)\epsilon_{kk}(x)\delta_{ij} + 2\mu(x)\left(\epsilon_{ij}(x) - \frac{1}{3}\epsilon_{kk}(x)\delta_{ij}\right),$$

where Einstein’s notation is assumed, in which repeated indices are summed over from 1 to 3. We now assume that the domain $\Omega_B$ is subjected to an average strain $E_{ij}$ so that the local strain field can be decomposed into two parts, i.e.

$$\epsilon_{ij}(x) = E_{ij} + \epsilon_{ij}^*(x), \quad \int_{\Omega_B} \epsilon_{ij}^*(x) = 0,$$
where \( E_{ij} \) corresponds to a homogenized applied strain, and \( e_{ij}^\ast(x) \) is the \( \Omega_R \)-periodic fluctuation due to the heterogeneity of the microstructure. The fluctuation in the strain field must satisfy both the compatibility and equilibrium conditions, i.e.

\[
e_{ij}^\ast(x) = \frac{1}{2}(u_{ij}^\ast(x) + u_{ji}^\ast(x)) \quad \forall x \in \Omega_B, \quad \text{(compatibility condition)}
\]

\[
\sigma_{ij,j}(x) = 0 \quad \forall x \in \Omega_B, \quad \text{(equilibrium condition)}
\]

where \( u_{ij}^\ast(x) \) is an \( \Omega_B \)-periodic displacement field, and \( i,j \equiv \partial / \partial x_j \).

Equation (6) can be solved by using various numerical methods, such as finite element or fast fourier transform (FFT) based solvers, to obtain equilibrium stress \( \sigma_{ij}^\ast(x) \) and strain \( e_{ij}^\ast(x) \) fields in region \( \Omega_B \). Here we employ an FFT-based method whose basic formulation is presented in Appendix A. To compute the homogenized elastic constants in domain \( \Omega_B \) (excluding the padding), we take the average of the obtained stress and strain fields over this domain.

\[
\langle \sigma \rangle_{R,ij} = \frac{1}{|\Omega_R|} \int_{\Omega_B} dx \sigma_{ij}(x),
\]

\[
\langle \epsilon \rangle_{R,ij} = \frac{1}{|\Omega_R|} \int_{\Omega_B} dx \left( E_{ij} + e_{ij}^\ast(x) \right).
\]

By definition, the homogenized elastic constant \( C_{R,ijkl}^{\text{ homo}} \) of the subimage satisfies the following condition

\[
\langle \sigma \rangle_{R,ij} = C_{R,ijkl}^{\text{ homo}} \langle \epsilon \rangle_{R,kl}.
\]

To extract the homogenized elastic constants, it is more convenient to use the Voigt notation, in which the stress and strain tensors are represented as \( 6 \times 1 \) column vectors \( \langle \sigma \rangle_R^\ast \) and \( \langle \epsilon \rangle_R^\ast \) and the elastic stiffness tensor as a \( 6 \times 6 \) matrix \( C_{R}^{\text{ homo}} \). In the Voigt notation, the homogenized stress-strain relation in domain \( \Omega_R \) is,

\[
\langle \sigma \rangle_R^\ast = C_{R}^{\text{ homo}} \langle \epsilon \rangle_R^\ast.
\]

In order to compute homogenized stiffness matrix \( C_{R}^{\text{ homo}} \), six independent macroscopic strain fields \( (E_{ij}) \) are imposed and the elasticity PDE is then solved numerically to give six pairs of \( \langle \sigma \rangle_R^\ast \) and \( \langle \epsilon \rangle_R^\ast \) vectors. We concatenate the six stress vectors to form a \( 6 \times 6 \) matrix \( \Sigma_{R} \), and concatenate the six strain vectors to form a \( 6 \times 6 \) matrix \( \bar{E}_R \). These matrices still satisfy the stress-strain relation,

\[
\Sigma_{R} = C_{R}^{\text{ homo}} \bar{E}_R.
\]

Therefore, the homogenized elastic stiffness tensor can be obtained by

\[
C_{R}^{\text{ homo}} = \Sigma_{R} \bar{E}_R^{-1}.
\]

In general, the resulting homogenized stiffness matrix \( C_{R}^{\text{ homo}} \) is fully anisotropic. Hence, in the second step of the hierarchical homogenization approach, the coarse-grained image consists of voxels each representing an anisotropic elastic medium, even if the voxels in the original image represents isotropic elastic medium.

In this work we use ElastoDict [35, 36, 37] module of GeoDict software to solve the isotropic elastic problem for small subimages; and to solve fully anisotropic elasticity problem in the intermediate assembled image, we modify the python code, freely available on webpage [38], of which basic algorithms are detailed in Refs. [39, 40].

5. Results

In this section, we discuss results obtained from the hierarchical homogenization scheme of five different rocks of size \( N^3 \) with \( N = 900 \). We pay special attention on the influence of subimage size and the padding thickness on the error in the overall homogenized elastic properties. The large image is partitioned into subimages of size \( n^3 \) with \( n = 75, 90, 100, 150, 180, 225, 300 \). Padding thicknesses of 0, 10, and 20 are used for each partition scheme.

We first discuss the results for zero padding. For comparison purposes, we also compute the simple arithmetic averages of the elastic moduli (shear and bulk moduli) of all the subimages of a given partition of the original image
which is precisely the Voigt averaging. The error of each homogenization scheme is computed by comparing with the direct solution of the elasticity PDE on the original image of size \( N^3 \). Figure 5 presents the error in the homogenized elastic moduli as obtained from the hierarchical homogenization scheme and from simple arithmetic averages as a function \( n \) for all five rock samples. The modulus values are also listed in Table 2. We note that the errors across all cases are positive, indicating a systematic error caused by the periodic boundary condition used for the homogenization of the subimages [41, 42, 43].
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**Figure 5**: Effect of subimage size on the hierarchically homogenized elastic constants for zero padding case for the five rock samples of size \( N = 900 \): (a) B1, (b) B2, (c) CG, (d) FB1, and (e) FB2. In each subfigure, corresponding to a specific rock sample, the variation of errors in the homogenized elastic moduli obtained from the hierarchical homogenization are plotted on log-log scale as a function of the subimage size \( n \). The error is calculated by subtracting the corresponding homogenized elastic moduli of the big image of size \( n = 900 \) that is obtained by solving the local elasticity problem in the big image. The first panel in each subfigure shows the result for the bulk modulus and the second panel for the shear modulus. The orange plots show the arithmetic mean (AM) of the elastic moduli of the small images composing the big image; the blue plots show the result obtained from the hierarchical homogenization (HH); and the green line is the fit of the hierarchical homogenization values to the function \( M(n) = M_\infty + C n^{-1} \), with \( M_\infty \) and \( C \) being the two fitting parameters.

Figure 5 shows that the error in the homogenized elastic moduli decreases with increase in subimage size \( n \) for both hierarchical homogenization and arithmetic mean values. The monotonic decrease in the error for the hierarchical homogenization indicates that the rock microstructure is fairly homogeneous at the length scale considered here (\( n \geq 75 \)). This is consistent with the correlation lengths given in Table 1. The error for the arithmetic mean is larger than the hierarchical homogenization value for the same subimage size. Therefore, assembling the homogenized subimages into voxels in a coarse-grained image provides a more accurate description of the overall elastic property than simple averages of the elastic stiffness of the subimages.

For the hierarchical homogenization, we now quantify the convergence rate of the error with respect to the size of the small image \( n \). As shown in Figure 5, errors in both elastic bulk and shear moduli for the hierarchical homogenization case (blue dots) decrease with increasing \( n \) across all five rock samples. Furthermore, on the log-log scale, the variation in error is almost linear, suggesting a power-law relationship between the error and \( n \). The fact that error is found by subtracting a fixed value (elastic moduli of image of size \( N = 900 \)) from the hierarchically homogenized elastic moduli means that the hierarchically homogenized elastic moduli itself can be well-fitted to a power-law with exponent \( -1 \) with an additional additive parameter \( M_\infty \), i.e.

\[
M^{\text{HH}}(n) = M_\infty + C n^{-1},
\]

where \( M^{\text{HH}}(n) \) stands for both bulk and shear moduli computed from the hierarchical homogenization method using subimages of size \( n^3 \); and \( M_\infty \) and \( C \) are the two fitting parameters that, respectively, represent the asymptotic modulus value and the rate of convergence. The reasoning behind fixing the exponent value to \( -1 \) is that the major source of error arises from the interface between the two neighboring small subimages. The homogenized subimages capture the bulk microstructure features present within the image. However, the microstructure features located across the interface of the two neighboring subimages get smeared out in the first step of the hierarchical homogenization method.
Table 2: Homogenized elastic moduli (bulk and shear moduli) of the five rock images of size $N = 900$ as a function of small image size $n$ into which the big image is partitioned. The values are obtained by the hierarchical homogenization (HH) method and by taking arithmetic mean (AM) of the homogenized elastic moduli of the small images.

| Rock type | $n$ | 75  | 90  | 100  | 150  | 180  | 225  | 300  |
|-----------|-----|-----|-----|------|------|------|------|------|
|           |     | HH  | AM  | HH   | AM   | HH   | AM   | HH   | AM   | HH   | AM   | HH   | AM   | HH   | AM   | HH   | AM   |
| B1        |     |     |     |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |
| Bulk mod (GPa) | | 22.06 | 22.64 | 24.51 | 25.59 | 19.83 | 20.70 | 21.58 | 23.10 | 18.39 | 18.92 | 19.78 | 20.65 | 18.39 | 18.92 | 19.78 | 20.65 |
| Shear mod (GPa) | | 21.95 | 22.38 | 24.38 | 25.18 | 19.62 | 20.25 | 21.39 | 22.47 | 18.26 | 18.62 | 19.63 | 20.22 | 18.26 | 18.62 | 19.63 | 20.22 |
| B2        |     |     |     |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |
| Bulk mod (GPa) | | 21.78 | 22.23 | 24.13 | 24.94 | 19.42 | 20.05 | 21.09 | 22.17 | 18.11 | 18.47 | 19.42 | 20.00 | 18.11 | 18.47 | 19.42 | 20.00 |
| Shear mod (GPa) | | 21.56 | 21.84 | 24.05 | 24.34 | 19.31 | 19.49 | 20.81 | 21.01 | 18.05 | 18.15 | 19.37 | 19.54 | 18.05 | 18.15 | 19.37 | 19.54 |
| CG        |     |     |     |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |
| Bulk mod (GPa) | | 21.78 | 21.84 | 24.05 | 24.34 | 19.42 | 19.49 | 20.81 | 21.01 | 18.05 | 18.15 | 19.37 | 19.54 | 18.05 | 18.15 | 19.37 | 19.54 |
| Shear mod (GPa) | | 21.56 | 21.84 | 24.05 | 24.34 | 19.31 | 19.49 | 20.81 | 21.01 | 18.05 | 18.15 | 19.37 | 19.54 | 18.05 | 18.15 | 19.37 | 19.54 |
| FB1       |     |     |     |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |
| Bulk mod (GPa) | | 21.78 | 21.84 | 24.05 | 24.34 | 19.42 | 19.49 | 20.81 | 21.01 | 18.05 | 18.15 | 19.37 | 19.54 | 18.05 | 18.15 | 19.37 | 19.54 |
| Shear mod (GPa) | | 21.56 | 21.84 | 24.05 | 24.34 | 19.31 | 19.49 | 20.81 | 21.01 | 18.05 | 18.15 | 19.37 | 19.54 | 18.05 | 18.15 | 19.37 | 19.54 |
| FB2       |     |     |     |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |
| Bulk mod (GPa) | | 21.78 | 21.84 | 24.05 | 24.34 | 19.42 | 19.49 | 20.81 | 21.01 | 18.05 | 18.15 | 19.37 | 19.54 | 18.05 | 18.15 | 19.37 | 19.54 |
| Shear mod (GPa) | | 21.56 | 21.84 | 24.05 | 24.34 | 19.31 | 19.49 | 20.81 | 21.01 | 18.05 | 18.15 | 19.37 | 19.54 | 18.05 | 18.15 | 19.37 | 19.54 |

and results in the error in the final homogenized elastic moduli. Therefore, the error in the final elastic moduli scales as the ratio between the area and volume of the subimages which is $n^{-1}$.

Table 3: Homogenized properties of the five different rock samples. $M_{900}$ denotes the elastic modulus obtained by directly solving the big image of size $N = 900$. $M_{\infty}$ is the asymptotic value of the corresponding elastic modulus that is obtained by fitting the hierarchical homogenization result to the power law given in Equation (12). The value of $M_{\infty}$ is a good approximation for the homogenized elastic modulus of a big rock sample.

| Rock type | Porosity(%) | Bulk modulus (GPa) | Shear modulus (GPa) |
|-----------|-------------|-------------------|--------------------|
|           |             | $M_{900}$ | $M_{\infty}$ | $C$ | $M_{900}$ | $M_{\infty}$ | $C$ |
| B1        | 16.51       | 23.10 | 21.26 | 58.95 | 23.51 | 23.50 | 74.89 |
| B2        | 19.63       | 23.00 | 18.77 | 76.44 | 20.30 | 20.32 | 91.28 |
| CG        | 22.20       | 27.63 | 27.57 | 45.27 | 32.37 | 32.33 | 59.65 |
| FB1       | 9.25        | 40.46 | 40.42 | 40.30 | 40.27 | 40.19 | 40.34 |
| FB2       | 3.45        | 40.95 | 40.76 | 40.67 | 40.41 | 40.27 | 40.21 |

In Figure 5, the results of the fitting procedure are plotted in green. The qualities of the power-law scaling with fixed exponent value of -1 are found to be good for both elastic moduli across all five rock samples. The values of these fitting parameters, $M_{\infty}$, and $C$, along with the elastic moduli $M_{900}$ of the image size 900 for all five rock samples are given in Table 3. The values of $M_{\infty}$ represents the asymptotic value of the corresponding elastic moduli, and approximates really well the homogenized elastic moduli of a large image. Thus, the hierarchical homogenization scheme can be employed to compute the homogenized elastic moduli of a big rock image without ever solving the local elasticity problem in the big original image, thus gaining in time and avoiding the memory constraints encountered routinely in the application of computational methods to large domains.

Figure 6 demonstrates the effect of including padding materials surrounding the subimages on the hierarchically homogenized elastic constants (bulk and shear moduli) of the corresponding big image. Three padding thickness,
0, 10, 20, are used, and the resulting error are plotted in blue, orange and green color in Figure 6. The error in the hierarchically homogenized elastic moduli of the big image consistently decreases with increasing padding thickness across all the five rock samples. This means that the same error can be achieved using smaller subimages when some padding materials are included. For instance, for the bulk modulus of B1 rock sample, the error incurred by subimage size of 300 with zero padding is the same as that obtained from subimage size of 175 with padding thickness of 10. As discussed in Section 3 and shown in Figure 3, the overall computational time will be shorter for hierarchical homogenization using subimages of size 175 with padding thickness of 10 than that for subimages of size 300 with zero padding.
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Figure 6: Effect of the padding thickness on the hierarchically homogenized elastic constants for different padding thickness for the five rock samples of size $N = 900$: (a) B1, (b) B2, (c) CG, (d) FB1, and (e) FB2. In each subfigure, corresponding to a specific rock sample, the variation of errors in the homogenized elastic moduli obtained from the hierarchical homogenization are plotted on log-log scale as a function of the subimage size $n$ for the three values of padding thickness: 0, 10, 20. The error is calculated by subtracting the corresponding homogenized elastic moduli of the big image of size $n = 900$ that is obtained by solving the local elasticity problem in the big image. The first panel in each subfigure shows the result for the bulk modulus and the second panel for the shear modulus. The three colors correspond to the three values of the padding thickness: blue for 0, orange for 10, and green for 20. The dashed lines with circle markers show the simulation result and the solid curve is the fit of the hierarchical homogenization values to the function $M_n = C n^{-1}$, with $M_0$ and $C$ being the two fitting parameters. Across all the five rocks, the error decreases with increasing padding thickness for a fixed subimage size.

The hierarchically homogenized elastic constants are further observed to follow the power law $M_n = C n^{-1}$, with exponent value of -1, for all three padding thickness values. The curves obtained from fitting the power law to the simulation data are plotted in solid lines in Figure 6. Moreover, the fitting parameters ($M_0$ and $C$) are presented in Table 4 of the five rock samples, each with three padding thickness values. The parameter $M_0$, representing the asymptotic hierarchically homogenized elastic constants – is almost unchanged with padding thickness for both bulk and shear modulus. The value of $C$, however, generally decreases with increasing padding thickness which indicates a faster convergence to the asymptotic value. There is a relatively little change in the value of $C$ for FB2 rock sample. This is presumably caused by the dominance of one phase (phase 1) in the composition of the material.

6. Discussion and conclusion

In this work, we apply a renormalization inspired method, the hierarchical homogenization method, to determine the average elastic constants of a random heterogeneous materials. The microstructures obtained from micro-CT scan of five real sandstone rock samples – two from Berea Formation, one from Castlegate Formation, two from Fontainebleau Formation – are used as the heterogeneous materials. The micro-CT scanned three-dimensional images are segmented into two phases (pore and mineral) are assigned to two different isotropic elastic materials.

In the hierarchical homogenization scheme, a large image is partitioned into multiple disjoint smaller subimages. The subimages are homogenized separately by solving local elasticity problems. The homogenized subimages are then assembled and homogenized to calculate the average elastic constants of the original big image. The hierarchical
Table 4: The result of the fitting of the power law expressions to the hierarchically homogenized elastic moduli (bulk and shear moduli) of the five rock samples with varying padding thicknesses. $M_\infty$ is the asymptotic value of the corresponding elastic modulus and $C$ controls the convergence rate of the power law.

| Rock type | Padding thickness | Bulk Modulus (GPa) | Shear Modulus (GPa) |
|-----------|-------------------|--------------------|---------------------|
|           | $M_\infty$ | $C$ | $M_\infty$ | $C$ | $M_\infty$ | $C$ |
| B1        | 0 | 60.40 | 78.71 | 26.67 | 18.64 |
|           | 10 | 60.40 | 59.79 | 26.67 | 14.31 |
|           | 20 | 60.42 | 43.31 | 26.67 | 9.74  |
| B2        | 0 | 55.21 | 99.77 | 24.86 | 24.18 |
|           | 10 | 55.19 | 81.32 | 24.85 | 20.53 |
|           | 20 | 55.22 | 62.80 | 24.85 | 15.39 |
| CG        | 0 | 51.77 | 75.83 | 23.60 | 20.73 |
|           | 10 | 51.77 | 55.88 | 23.58 | 16.14 |
|           | 20 | 51.80 | 36.83 | 23.59 | 10.13 |
| FB1       | 0 | 74.51 | 81.89 | 31.23 | 14.22 |
|           | 10 | 74.51 | 75.18 | 31.23 | 14.15 |
|           | 20 | 74.53 | 63.42 | 31.22 | 11.55 |
| FB2       | 0 | 88.49 | 43.24 | 35.16 | 5.58  |
|           | 10 | 88.50 | 42.75 | 35.16 | 6.22  |
|           | 20 | 88.49 | 38.50 | 35.17 | 5.61  |

Homogenization thus obviates the need to solve the local elasticity problem in the big domain and, thus, alleviating the prohibitive requirement of computational resources in terms of computational time and memory. This is particularly advantageous for cases where capturing the small length-scale features of the microstructure is important to produce accurate elastic properties. For instance, recent work on digital rock physics [7] indicates that the insufficient resolution of the micro-CT scans leads to a systematic error in the computed average elastic constants. Application of high-resolution imaging modality would dramatically increase the number of voxels for a given representative volume and, therefore, render solving the local elasticity problem in the full image impractical. The hierarchical homogenization approach makes it feasible to predict the effective elastic moduli from these large images.

The main finding of this work is the $n^{-1}$ scaling of the systematic error in the final homogenized elastic constants with the dimension $n$ of the subimages. The error is caused mainly by two following reasons. The first is the complete neglect of the effect of surrounding materials on the homogenized elastic constants of the smaller subimages. The second is the mismatch between the boundary conditions used for the subimages during the first homogenization step and in the original image subject to its own loading. The homogenization of the subimages is performed under periodic boundary condition, however, the subimages are generally under mixed boundary conditions when they are part of the original image. Thus, the error arises from the inaccurate description of materials near the surface of the smaller subimages. This rationalizes the observed exponent of $-1$ associated with the power-law scaling of the error in hierarchical homogenization. This power law scaling, furthermore, enables a good estimate of the average elastic constants of the original big image. All these properties hold even for a different set of elastic properties of the two phases of the microstructure as shown in Appendix B.

The understanding of the cause of the systematic error in hierarchical homogenization also suggests a way to reduce this error. To incorporate the effect of the surrounding material and mimic the boundary condition experienced by the subimage as part of the big image, we introduce a padding of surrounding materials around the subimages during its homogenization. The error in the hierarchically homogenized elastic moduli progressively reduces with increase in the thickness of padding materials. The power law scaling of the hierarchically homogenized elastic moduli, with the exponent of $-1$ and almost same asymptotic value, is preserved across all the values of the padding thickness. The convergence of the hierarchically homogenized elastic moduli to the asymptotic value with respect to the subimage size accelerates with increase in the padding thickness. This further bolsters the robustness of the use of the power-law to extract the unbiased estimate of the elastic moduli of a big image using the hierarchical homogenization method.

The computational homogenization of the small subimages are performed by solving the local elasticity problem numerically using FFT-based elasticity solver. While the FFT-based elasticity solvers are efficient and fast, they satisfy
equilibrium and compatibility conditions only for odd-sized grids, i.e., images with odd number of voxels. If the number of grid points is even, both conditions can not be satisfied simultaneously due to the treatment of the Nyquist frequency component \cite{44,39}. This difference in the odd- and even-sized (particularly, size of the intermediate assembled images, i.e. $N/n$) is reflected in the slightly jagged pattern of the blue line in Figures 5 and 6.

The size of the subimages to partition the original big image is chosen so that each subimage is sufficiently larger than the correlation length of the underlying microstructure. Thus, the elastic constants of the voxels of the assembled image are distributed about a mean value. The variance of the elastic constants decreases with increase in the subimage size rendering assembled image increasingly homogeneous, as shown in Figure 7. This fact is also the basis of the trend of increasing error with decreasing subimage size. However, this trend does not hold as we continue to decrease the size of subimage. As illustrated in Figure 7, once the subimage size is comparable to the correlation of the microstructure, the assembled image begins to retain the microstructural details and resemble the heterogeneous original image. Thus, below a cutoff size, the trend in error vs subimage size reverses, resulting in decrease in error with decrease in subimage size.

In conclusion, this work shows that the hierarchical homogenization method in combination with the power law scaling of the associated error can be employed to homogenize a huge domain of random heterogeneous materials such as rocks. This will enable the efficient computation of effective properties of very high-resolution images of the underlying heterogeneous materials.
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**Appendix A. FFT-based solver for elasticity problem**

The most important component of the computational homogenization is solving the equilibrium and compatibility equations (6). Since micro-CT scan and subsequent segmentation provides information about the rock microstructure in a three-dimensional grid, use of FFT-based solver is well-suited for solving the local elasticity problem with periodic boundary condition. The FFT-based solver was introduced by Moulinec and Suquet [45] and further expanded and advanced by several works [46, 47, 48, 44, 39, 40, 49]. This section describes the basic formulation of the FFT-based solver, borrowing from Ref. [40] which closely follows the standard finite element method (FEM) approach to obtain the discretized form of Equations (6). For a more comprehensive review of FFT-based homogenization, readers are referred to Refs [50, 51]

The discretization of local problem begins with reformulating the local problem, Equation (6), into the weak form, i.e.

\[
\int_{\Omega} dx \, \delta \varepsilon_{ij}^*(x) \sigma_{ij}(x, E_{ij} + \varepsilon_{ij}^*(x)) = 0, \quad (A.1)
\]

where \(\delta \varepsilon_{ij}^*(x)\) is a test strain field which itself must satisfy the compatibility and periodic boundary conditions.

The FEM approach satisfies the compatibility requirement and periodic boundary condition of the test strain field by expressing it in terms of a periodic test displacement field, \(\delta \varepsilon_{ij}^*(x) = (\delta u_{ij}^*(x) + \delta u_{ij}^*(x))/2\). The FFT-based approach, on the other hand, works directly with strain field without expressing it in terms of the underlying displacement field. In this case the compatibility of the test strain field is enforced via a four-rank self adjoint projection operator \(\hat{G}_{ijkl}(x)\) which project any symmetric two-rank non-compatible tensor field \(\zeta_{ij}(x)\) to a compatible part, i.e.

\[
\delta \varepsilon_{ij}^*(x) = [\mathbb{G} \star \zeta]_{ij}(x) = \int dy \, \hat{G}_{ijkl}(x-y) \zeta_{kl}(y)
\]

\[\text{(A.2)}\]

is a compatible test strain field obtained by projecting non-compatible symmetric test field \(\zeta_{ij}(x)\). In the above expression, \(\star\) denotes convolution operation. The projection operator has a block diagonal form in the Fourier space, and is given by

\[
\hat{G}_{ijkl}(k) = \delta_{mn} \hat{g}_{ij}(k), \quad \text{where}
\]

\[\text{(A.3)}\]

where the hat symbol \(\hat{\cdot}\) over a quantity denotes the fourier transform of that quantity; \(k\) is the frequency. The convolution operation is then performed efficiently in the Fourier space as

\[
[\mathbb{G} \star \zeta]_{ij}(x) = \mathcal{F}^{-1} \left[ \hat{G}_{ijkl}(k) \hat{\zeta}_{kl}(k) \right](x),
\]

\[\text{(A.4)}\]

where \(\mathcal{F}^{-1}[\cdot]\) is inverse Fourier transform operation.

Thus, the weak form can be written as

\[
\int_{\Omega} dx \, [\mathbb{G} \star \zeta]_{ij}(x) \sigma_{ij}(x, E_{ij} + \varepsilon_{ij}^*(x)) = \int_{\Omega} dx \, \zeta_{ij}(x) \left[ \mathbb{G} \star \sigma_{ij}(x, E_{ij} + \varepsilon_{ij}^*(x)) = 0, \quad (A.5)\right.
\]

where the self-adjoint property of projection operator \(\hat{G}_{ijkl}(x)\) is exploited to obtain the second expression of Equation (A.5) which has the advantage that the test field \(\zeta_{ij}(x)\) now does not need to satisfy the compatibility condition and can be a member of the set of symmetric and periodic rank-two tensor fields.

Equation (A.5) is now poised for discretization in the vein of the standard Galerkin method. To illustrate the discretization procedure, we focus on a two-dimensional problem. As shown in Figure A.8, we consider that the information about the microstructure is provided in the form of a square grid of size \(N \times N\), i.e. \(N\) nodes along
each coordinate axis. Microstructure data obtained from micro-CT scan has this underlying grid structure (three-dimensional), and therefore belongs to the category under consideration. We further suppose that the number of pixels along each dimension $N$ is odd; this will simplify the exposition of the procedure by focusing on the essential features of FFT-based methods. The case of even number of pixels $N$ will be discussed later.

The coordinate of a grid point is identified by a pair of numbers $p = [p_1, p_2]$ as

$$x_N^p = p_1 e_1 + p_2 e_2,$$

where index $p$ is sampled from a reduced set of index $\mathbb{Z}_N^2$, which is a set of pair of integers, each constrained to lie between $-N/2$ and $N/2$, i.e.

$$p \in \mathbb{Z}_N^2 = \left\{ \mathbb{Z}_N \mid -\frac{N}{2} \leq p_1 \leq \frac{N}{2}, -\frac{N}{2} \leq p_1 \leq \frac{N}{2} \right\}.$$  

The next step in the discretization of the weak form, Equation (A.5), is definition of basis functions. In FFT-based methods, fundamental trigonometric polynomials are used as the basis functions. The fundamental trigonometric polynomial associated with node $p$ is defined as

$$\varphi_N^p(x) = \frac{1}{N^2} \sum_{q \in \mathbb{Z}_N^2} \exp\left(-\frac{2\pi i}{N} p \cdot q\right) \exp\left(\frac{2\pi i}{N} q \cdot x\right) \quad \forall q \in \mathbb{Z}_N^2.$$  

The fundamental trigonometric polynomials, unlike FEM basis function, have global support, and still possess suitable interpolation properties, such as

$$\varphi_N^p(x_N^q) = \delta_{km},$$

$$\sum_{p \in \mathbb{Z}_N^2} \varphi_N^p(x) = 1 \quad \forall x \in \Omega.$$  

The first identity in above equation states that the fundamental trigonometric polynomial takes value 1 at the associated node, and it assumes value 0 at every other node. The second identity is a statement of the partition of unity.

Discretization of Equation (A.5) is performed by expressing both test field and the solution fluctuating strain field as linear combinations of the fundamental trigonometric polynomials

$$\xi_{ij}(x) = \sum_{p \in \mathbb{Z}_N^2} \varphi_N^p(x) \xi_{ij}^p,$$

$$\epsilon_{ij}^s(x) = \sum_{q \in \mathbb{Z}_N^2} \varphi_N^q(x) \epsilon_{ij}^{qs},$$  

Figure A.8: A schematic illustration of the discretization of the image and the coordinate system used in the FFT elasticity solver in two dimensions. The coordinate system is placed at the center of the image discretized in $N$ number of pixels in each direction. The center of each pixel is the discretization point. A discretization point is characterized by two integers $p_1$ and $p_2$, where $-N/2 < p_1, p_2 < N/2$. 
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where $\varepsilon_{ij}^T$ and $\varepsilon_{ij}^m$ are values of the test and strain field, respectively, at node $p$. We then insert Equation (A.10) into Equation (A.5) to obtain

$$
\int_{\Omega} dx \sum_{p \in \mathbb{Z}_n^2} \phi_N^p(x) \varepsilon_{ij}^T \left[ G \ast \varepsilon_{ij} \right] \approx 0,
$$

$$
\sum_{m \in \mathbb{Z}_n^2} \sum_{p \in \mathbb{Z}_n^2} \phi_N^p(x_N^m) \varepsilon_{ij}^T \left[ G \ast \varepsilon_{ij} \right] \approx 0,
$$

$$
\sum_{m \in \mathbb{Z}_n^2} \varepsilon_{ij}^m \left[ G \ast \varepsilon_{ij} \right] \approx 0. \tag{A.11}
$$

The second line of the equation is obtained by numerically integrating the first line using the trapezoidal quadrature rule. The third line is the result of the application of the first property of the fundamental trigonometric polynomials as presented in Equation (A.9). The final step in the discretization is application of the fact that the third line of Equation (A.11) is satisfied for all admissible values of the test fields $\varepsilon_{ij}^m$. This condition leads to the following set of equations

$$
\left[ G \ast \varepsilon_{ij} \right] \approx 0 \quad \forall m \in \mathbb{Z}_N^2. \tag{A.12}
$$

This equation is further simplified by the use of local constitutive relation for each node. Since material associated with each node is assumed to be linear isotropic elastic with its own elastic constant tensor, we reach to following equation

$$
G \ast (C^m : \varepsilon^m) = -G \ast (C^m : E), \tag{A.13}
$$

where $C^*$ is elastic constant tensor of the material associated with node $m$. This is a linear equation in nodal fluctuation strain $\varepsilon_{ij}^m$, and is solved by using conjugate gradient method. The use of conjugate gradient method also ensures compatibility of $\varepsilon_{ij}^m$ field at every step of the iteration. For further implementation details on FFT-based elasticity solver, interested readers are referred to Refs [39, 40].

The main advantages of the FFT-based elasticity solvers include: (1) The solver operates directly on the images of microstructure and obviate the need for generating meshes to represent the microstructure, (2) the global stiffness matrix need not be assembled, (3) use of efficient fast fourier transform algorithm to perform the convolution operation, and (4) natural integration of periodic boundary conditions which is desirable for homogenization problems.

**Appendix B. Microstructure with elastic properties:**

Phase 1: $K_1 = 98.04$ GPa, $\mu_1 = 37.59$ GPa; $K_2 = 9.80$ GPa, $\mu_2 = 3.76$ GPa

In this section, we present the results of hierarchical homogenization of the five microstructures where phase 1 and phase 2 are assigned elastic properties different than those presented in the main text. In particular, bulk and shear moduli of phase 1 are, respectively, 98.04 GPa and 37.59 GPa; and bulk and shear moduli of phase 1 are, respectively, 9.80 GPa and 3.76 GPa. Thus, phase 1 is ten times stiffer than phase 2.

Figure B.9 presents the homogenized elastic moduli obtained from the hierarchical homogenization and arithmetic average for zero padding case. Figure B.10 shows the effects of padding thickness of the surrounding materials around the subimages on the hierarchically homogenized elastic moduli. Furthermore, the values obtained from these computations are presented in Table B.5 and B.6. The overall behaviors of these results are the same to that presented in the main text where the two phases have the properties of quartz and pore. In particular, we observe that hierarchically homogenized elastic moduli follow the power law with the exponent $-1$ across all padding thickness values (0, 5, 10) studied; error in the hierarchically homogenized elastic moduli reduces with padding thickness for a fixed subimage size $n$; convergence of hierarchically homogenized elastic moduli to the corresponding asymptotic value with subimage size $n$ becomes faster with increasing padding thickness. Thus, the emergence of the power law and effect of padding materials are expected to be robust and depends upon the particular values of the phase properties.
Figure B.9: Effect of subimage size on the hierarchically homogenized elastic constants for zero padding case for the five rock samples of size $N = 900$: (a) B1, (b) B2, (c) CG, (d) FB1, and (e) FB2. In each subfigure, corresponding to a specific rock sample, the variation of errors in the homogenized elastic moduli obtained from the hierarchical homogenization are plotted on log-log scale as a function of the subimage size $n$. The error is calculated by subtracting the corresponding homogenized elastic moduli of the big image of size $n = 900$ that is obtained by solving the local elasticity problem in the big image. The first panel in each subfigure shows the result for the bulk modulus and the second panel for the shear modulus. The orange plots show the arithmetic mean (AM) of the elastic moduli of the small images composing the big image; the blue plots show the result obtained from the hierarchical homogenization (HH), and the green line is the fit of the hierarchical homogenization values to the function $M\omega + Cn^{-1}$, with $M\omega$ and $C$ being the two fitting parameters.

Figure B.10: Effect of the padding thickness on the hierarchically homogenized elastic constants for different padding thickness for the five rock samples of size $N = 900$: (a) B1, (b) B2, (c) CG, (d) FB1, and (e) FB2. In each subfigure, corresponding to a specific rock sample, the variation of errors in the homogenized elastic moduli obtained from the hierarchical homogenization are plotted on log-log scale as a function of the subimage size $n$ for the three values of padding thickness: 0, 10, 20. The error is calculated by subtracting the corresponding homogenized elastic moduli of the big image of size $n = 900$ that is obtained by solving the local elasticity problem in the big image. The first panel in each subfigure shows the result for the bulk modulus and the second panel for the shear modulus. The three colors correspond to the three values of the padding thickness: blue for 0, orange for 5, and green for 10. The dashed lines with circle markers show the simulation result and the solid curve is the fit of the hierarchical homogenization values to the function $M\omega + Cn^{-1}$, with $M\omega$ and $C$ being the two fitting parameters. Across all the five rocks, the error decreases with increasing padding thickness for a fixed subimage size.
Table B.5: Homogenized elastic moduli (bulk and shear moduli) of the five rock images of size $N = 900$ as a function of small image size $n$ into which the big image is partitioned. The values are obtained by the hierarchical homogenization method and by taking arithmetic mean of the homogenized elastic moduli of the small images.

| Rock type | $n$ | 75  | 90  | 100 | 150 | 180 | 225 | 300 |
|-----------|-----|-----|-----|-----|-----|-----|-----|-----|
|           | HH  | AM  | HH  | AM  | HH  | AM  | HH  | AM  |
| B1        |     |     |     |     |     |     |     |     |
| Bulk mod (GPa) |   |   |   |   |   |   |   |   |
| HH         | 61.48 | 61.33 | 61.04 | 60.96 | 60.79 | 60.79 | 60.65 |   |
| AM         | 62.93 | 62.38 | 62.10 | 61.33 | 61.10 | 60.95 | 60.81 |   |
| Shear mod (GPa) |   |   |   |   |   |   |   |   |
| HH         | 26.92 | 26.89 | 26.83 | 26.81 | 26.77 | 26.76 | 26.73 |   |
| AM         | 27.23 | 27.11 | 27.05 | 26.88 | 26.83 | 26.79 | 26.76 |   |
| B2        |     |     |     |     |     |     |     |     |
| Bulk mod (GPa) |   |   |   |   |   |   |   |   |
| HH         | 56.61 | 55.31 | 56.04 | 55.92 | 55.71 | 55.75 | 55.53 |   |
| AM         | 58.58 | 57.74 | 57.34 | 56.29 | 56.03 | 55.88 | 55.60 |   |
| Shear mod (GPa) |   |   |   |   |   |   |   |   |
| HH         | 25.20 | 24.87 | 25.07 | 25.05 | 24.99 | 24.99 | 24.93 |   |
| AM         | 25.64 | 25.45 | 25.37 | 25.13 | 25.06 | 25.02 | 24.95 |   |
| CG        |     |     |     |     |     |     |     |     |
| Bulk mod (GPa) |   |   |   |   |   |   |   |   |
| HH         | 52.82 | 52.65 | 52.41 | 52.31 | 52.18 | 52.12 | 52.03 |   |
| AM         | 53.88 | 53.34 | 53.08 | 52.50 | 52.35 | 52.21 | 52.10 |   |
| Shear mod (GPa) |   |   |   |   |   |   |   |   |
| HH         | 23.88 | 23.83 | 23.77 | 23.75 | 23.71 | 23.69 | 23.67 |   |
| AM         | 24.14 | 24.00 | 23.94 | 23.79 | 23.75 | 23.71 | 23.68 |   |
| FB1       |     |     |     |     |     |     |     |     |
| Bulk mod (GPa) |   |   |   |   |   |   |   |   |
| HH         | 75.62 | 75.49 | 75.19 | 75.09 | 74.92 | 74.89 | 74.79 |   |
| AM         | 77.09 | 76.42 | 76.10 | 75.36 | 75.15 | 74.96 | 74.84 |   |
| Shear mod (GPa) |   |   |   |   |   |   |   |   |
| HH         | 31.42 | 31.41 | 31.36 | 31.34 | 31.31 | 31.30 | 31.28 |   |
| AM         | 31.69 | 31.57 | 31.52 | 31.38 | 31.34 | 31.31 | 31.29 |   |
| FB2       |     |     |     |     |     |     |     |     |
| Bulk mod (GPa) |   |   |   |   |   |   |   |   |
| HH         | 89.12 | 89.02 | 88.80 | 88.82 | 88.73 | 88.71 | 88.64 |   |
| AM         | 90.08 | 89.70 | 89.52 | 89.02 | 88.87 | 88.75 | 88.68 |   |
| Shear mod (GPa) |   |   |   |   |   |   |   |   |
| HH         | 35.25 | 35.24 | 35.21 | 35.21 | 35.20 | 35.19 | 35.18 |   |
| AM         | 35.40 | 35.34 | 35.31 | 35.24 | 35.22 | 35.20 | 35.19 |   |

Table B.6: Homogenized properties of the five rock samples. $M_{900}$ denotes the elastic modulus obtained by directly solving the big image of size $N = 900$. $M_{\infty}$ is the asymptotic value of the corresponding elastic modulus that is obtained by fitting the hierarchical homogenization result to the power law given in Equation (12). The value of $M_{\infty}$ is a good approximation for the homogenized elastic modulus of a big rock sample.

| Rock type | Porosity(%) | Bulk modulus (GPa) | Shear modulus (GPa) |
|-----------|-------------|--------------------|---------------------|
|           | $M_{900}$   | $M_{\infty}$       | $C$                 |
|           | $M_{900}$   | $M_{\infty}$       | $C$                 |
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