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OPTIMAL AND NON-OPTIMAL LATTICES FOR NON-COMpletely MONOTONE INTERACTION POTENTIALS

LAURENT BÉTERMIn AND MIRCEA PETRACHE

Abstract. We investigate the minimization of the energy per point $E_f$ among $d$-dimensional Bravais lattices, depending on the choice of pairwise potential equal to a radially symmetric function $f(|x|^2)$. We formulate criteria for minimality and non-minimality of some lattices for $E_f$ at fixed scale based on the sign of the inverse Laplace transform of $f$ when $f$ is a superposition of exponentials, beyond the class of completely monotone functions. We also construct a family of non-completely monotone functions having the triangular lattice as the unique minimizer of $E_f$ at any scale. For Lennard-Jones type potentials, we reduce the minimization problem among all Bravais lattices to a minimization over the smaller space of unit-density lattices and we establish a link to the maximum kissing problem. New numerical evidence for the optimality of particular lattices for all the exponents are also given. We finally design one-well potentials $f$ such that the square lattice has lower energy $E_f$ than the triangular one. Many open questions are also presented.
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1. Introduction and main results

Efforts for rigorously proving crystallization phenomena, i.e. the fact that ground states of systems exhibit a periodic order, have recently been very active. This phenomenon is observed numerically and experimentally in several settings, but its rigorous mathematical justification appears to often be very challenging and the principles at work seem to be far from being completely understood (see the reviews [58, 15]). In physics-inspired phenomenological models, results are known for one-dimensional models [71, 72, 73, 33, 17, 14, 63, 42, 10] and for some higher-dimensional cases [38, 56, 68, 75, 44, 45, 32, 43]. In parallel to this direction, the study of the problem by number theory and related combinatorial techniques (see the book [24]) provided important results in dimensions 2 and also 3 [59, 18, 29, 30, 49, 53, 36, 66, 67], as well as in some particular higher dimensions [20, 2, 27, 26, 64, 28], leading to the recent proof of optimality of best packings in dimensions 8 and 24 [74, 23].

For $d \geq 1$, let $\mathcal{L}_d := \{ AZ^d : A \in GL(d) \}$ be the space of all $d$-dimensional Bravais lattices. Our goal is to study here the main model problem for the crystallization question, namely the minimization of the potential energy $E_f$ defined, for any $L \in \mathcal{L}_d$, by

$$E_f[L] := \sum_{p \in L \setminus \{0\}} f(|p|^2),$$

(1.1)
where $|\cdot|$ is the euclidean norm on $\mathbb{R}^d$ and $f$ is an admissible function in the sense of Definition 2.1 below, i.e. $f(|x|^2)$ is integrable away from the origin.

Studying $E_f[L]$ globally amongst lattices gives an important information about the case of infinite systems of points in $\mathbb{R}^d$, if we answer the question of characterizing for which $f$ some special lattices (see the list at the end of this section) are, or are not, global minima amongst lattices. This type of question appeared before in several different contexts, which include Ginzburg-Landau vortices [62], Bose-Einstein Condensates [1, 50], Gaussian Core models [22] and Thomas-Fermi models for solids [13, 12] (see the review [15]).

There are two main sources of normalization which “fix the scale” of minimizers of $E_f$ and ensure that the minimum over $L$ (or more generally over all configurations) can be achieved:

- either we **fix the density of our configurations**, as a constraint in our minimization
- or the shape of $f$ **itself selects a preferred scale**, when we minimize amongst lattices of all possible scales.

For the first situation the typical example is that of Gaussian kernels $f(r^2) = e^{-ar^2}$, and in the second case the typical case is that of $f$ equal to a one-well potential such as the Lennard-Jones case $f(r^2) = a_1r^{-12} - a_2r^{-6}$. In fact historically, the main motivation in physics for introducing one-well potentials is precisely the above, namely to provide **good phenomenological models**, in which the scale-fixing is encoded directly via the potential itself, and needs not be artificially fixed (see e.g. [39, p. 7]).

For both the above settings, the global optimality of a given lattice for $E_f$ amongst all lattices can be proved rigorously in very few examples, and the general treatment is based mainly on the following two principles:

- **(cristallization at fixed density)** The minimization for $f(r^2) = e^{-ar^2}$ being a Gaussian, and amongst lattices of fixed density has been treated in $d = 2$ (in which case $E_f$ is the so-called lattice theta function (1.5)), was studied in the fundamental work [49] (see also higher-dimensional results [27]), which prove that at fixed density the triangular lattice (defined by (1.2)) is the unique minimizer, for all choices of the variance $a > 0$. By a change of variable, this means also that for any Gaussian kernel and amongst lattices of **any fixed density**, the triangular lattice is the unique minimizer. This result can be extended and transferred to all functions which are superposition of Gaussians with positive coefficients, which translates to requiring that $f$ is a **completely monotone function** (see Definition 1.4 and the following discussion), a class which includes all inverse power admissible functions. Some conjectures from number theory are then naturally formulated for this class of $f$ (see e.g. [21]), due to the above basic principle.

- **(minimization for one-well $f$)** In the absence of the complete monotone assumption on $f$, all known results on crystallization work under **strong localization** hypotheses, and in the setting in which the study of $f$ can effectively be reduced to a **finite-range situation**. The model-case to which proofs reduce is the so-called "sticky disk potential" in dimension $d = 2$, with $f$ defined by $f(1) = -1$, $f(r) = 0$ for $r > 1$ and $f(r) = +\infty$ for
In this case the general crystallization result (for the case in which we allow as competitors to $E_f$ general configurations too) can easily be proved by only discussing the nearest-neighbors of a given point, as first done by Heitmann and Radin [33]. The most general $f$ whose study is known to be reducible to the Heitmann-Radin situation is to our knowledge the one appearing in [68], to which we refer for further references.

Note that there is a huge difference between the two above settings: any completely monotone function is in particular positive, decreasing and convex, whereas any one-well potential is negative at infinity and not monotone, and not convex. This means that a wide class of potentials does not fit in either category, and thus escapes treatment by the known techniques.

In this work, we extend the scope and clarify the limitations of the abovementioned Gaussian superposition and localization principles. We concentrate on the minimization amongst Bravais lattices, and in dimension $d = 2$, because we feel that the main principles at work for $d = 2$ are at the moment the same ones that can work also in $d \geq 3$, and there is no gain of information in treating the higher dimensions in higher generality in this work. Some of our results generalize directly to other dimensions $d \geq 3$, and we will point this out whenever this is the case. Dimension $d = 1$ is better understood, but presents some important open questions. Section 3 contains a survey of the main available 1-dimensional results and examples, which are presented here as a source of inspiration for possible behaviours to test in dimension $d \geq 2$ in future work.

As mentioned before, for the main physically relevant simple potentials, crystallization remains not rigorously proved. We mention here the following basic questions:

**Question 1.1.** If $f(r^2)$ is not a positive superposition of gaussians, can the triangular lattice still be a minimizer of $E_f$ among lattices at any fixed density?

**Question 1.2.** Does there exist a Lennard-Jones type potential $f(r^2) = a_1 r^{-x_1} - a_2 r^{-x_2}$ with $a_1, a_2 > 0, x_1 < x_2 > 2$, such that we can prove crystallization amongst periodic configurations in dimension $d = 2$? In other words, can we prove that $E_f$ has the triangular lattice as minimizer when considered on lattice configurations?

**Question 1.3.** Can we prove crystallization (i.e. that the minimum of $E_f$ amongst all configurations is achieved by a lattice) for some $f$ which has not extremely fast decay at infinity? For example can we prove it in dimension $d = 2$ for some $f$ such that $|f(r^2)| \geq C r^{-6}$ for all large enough $r$?

Our main results are as follows:

1. For the long-range case, we formulate criteria depending on the expression of $f$ as a superposition of exponentials, and we distinguish different behaviours based on the sign of the inverse Laplace transform of $f$ in Theorem 1.5. In particular we provide an example in Section 6.1 which gives a positive answer to Question 1.1.

2. We prove, in Proposition 1.17 and Theorem 1.18 that for a large class of one-well potentials the square lattice has lower energy than the triangular one, which proves for the first time in dimension $d > 1$ that the two frameworks described above can have essentially distinct properties.

3. In case of one-well potentials, in Theorem 1.11 and 1.13, we reduce the number of parameters needed to understand the behavior of $f$ belonging
to the class of Lennard-Jones type potentials (this larger class was originally introduced by Mie in 1903 [47]), and we give new evidence for a positive answer to a stronger version of Question 1.2, which however we do not have the tools to answer.

The proofs of our results and counterexamples are implemented by extracting precise principles which could also be applied in dimension higher than 2.

We have already studied the above kind of questions for some more specific choices of $f$ and in some related problems, in [12, 4, 6, 11, 5, 8], again with special emphasis on “physical” dimensions $d \in \{2,3\}$. The first author and Knüpfer have treated the case of two-dimensional interaction of masses located on lattice sites in [9, 7], and the second author and Serfaty have treated the case of Jellium-type energies in 2-dimensions for power-law interactions in [54].

Some noteworthy Bravais lattices, which play important roles in our energy minimization problem, are the square lattice $\mathbb{Z}^2$ and the triangular lattice $A_2$ and its renormalized version $\Lambda_1$, defined by

$$A_2 := \mathbb{Z}(1,0) \oplus \mathbb{Z}\left(1, \frac{\sqrt{3}}{2}\right), \quad \Lambda_1 := \sqrt{\frac{2}{\sqrt{3}}} A_2.$$  

In dimension 3, by abuse of notation (because the lattices $D_n$ are not usually with a unit density), special roles will be played by the Face-Centred-Cubic (FCC) lattice $D_3$ and its dual, the Body-Centred-Cubic (BCC) lattice $D_3^*$, which will be defined by

$$D_3 := 2^{-\frac{1}{4}} \left[ \mathbb{Z}(0,1,1) \oplus \mathbb{Z}(1,0,1) \oplus \mathbb{Z}(1,1,0) \right],$$

$$D_3^* := 2^{\frac{1}{4}} \left[ \mathbb{Z}(1,0,0) \oplus \mathbb{Z}(0,1,0) \oplus \mathbb{Z}(\frac{1}{2}, \frac{1}{2}, \frac{1}{2}) \right].$$

We have represented these lattices in Figure 1.
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**Figure 1.** Representation of the triangular and square lattices $A_2, \mathbb{Z}^2$ (first line) and the simple cubic, FCC and BCC lattices $\mathbb{Z}^3, D_3, D_3^*$ (second line)
In higher dimensions $d \in \{4, 8, 24\}$, we consider (unit-density versions of) the classical lattices $D_4, E_8, \Lambda_{24}$, which are respectively defined in [24, Sect. 7.2, 8.1 and 11].

We now pass to introducing the precise statements of our results.

1.1. **Minimization at fixed density by writing $f(r^2)$ as a superposition of Gaussians.** We recall the notion of completely monotone function:

**Definition 1.4.** We say that $f : (0, +\infty) \to [0, +\infty)$ is completely monotone if for any $k \in \mathbb{N}_0$ and any $r > 0$ \((-1)^k f^{(k)}(r) \geq 0\).

We introduce the following normalizations and notations on spaces of lattices. Denote respectively by $L_\sigma^d \subset L^d$ and $L_1^d \subset L^d$ the subsets of lattices with respectively unit density and unit shortest non-zero vector. Furthermore, we denote by $D_{L^d}$ and $D_{L_1^d}$ the fundamental domains of $L_d$ and $L_1^d$ (see Section 2 for a precise definition), where each Bravais lattice appears only once. Moreover, the shape $[L]$ of a Bravais lattice $L \in L_d$ is its equivalence class modulo rotation and dilation among Bravais lattices (see Definition 2.4).

Our starting point is the well-known result (see e.g. [21, p. 169] or [4, Prop 3.1]) which says that if $f$ is a completely monotone (admissible) function, then the triangular lattice $\Lambda_1$ is the unique minimizer of $L \mapsto E_f[\lambda L]$ on $D_{L_1^d}$ for any fixed $\lambda > 0$. Indeed, this follows by superposition, from the following two celebrated results.

**Theorem (Montgomery’s Theorem [49, Thm 1]).** In dimension $d = 2$, the triangular lattice $\Lambda_1$ is the unique minimum of $D_{\mathbb{R}_2} \ni L \mapsto \theta_{L}(\alpha)$, for any fixed $\alpha > 0$.

The lattice theta function $\theta_{L}$ mentioned above is defined for $L \in \mathbb{Z}_d$ (or, more generally, for any configuration $L \subset \mathbb{R}^d$ for which the below sum is finite) and $\alpha > 0$ by

$$\theta_{L}(\alpha) := \sum_{p \in L} e^{-\pi \alpha |p|^2}.$$

**Theorem (Hausdorff-Bernstein-Widder Theorem [3]).** A function $f$ is completely monotone if and only if $f$ is the Laplace transform of a positive Borel measure $\rho_f$ on $(0, +\infty)$.

A direct important consequence, also proved by Rankin [59], Ennola [30], Cassels [18] and Diananda [29], is the minimality of $\Lambda_1$ on $D_{\mathbb{Z}_2}$, for any $s > 2$, for the Epstein zeta function defined by

$$\zeta_{L}(s) = \sum_{p \in L \setminus \{0\}} \frac{1}{|p|^s}.$$

The next natural question is now to study the minimization of $L \mapsto E_f[\lambda L]$ on $D_{\mathbb{Z}_2}$, for fixed $\lambda > 0$, when instead of being positive as in the above theorem, the measure $\mu_f$ is negative on some open sets of $(0, +\infty)$, i.e. $f$ is not completely monotone. This question has been studied by the first author and Zhang in [12, 4] for the special case of the Lennard-Jones type potentials (1.11) in dimension $d = 2$, where the minimality of $\Lambda_1$ for $\lambda$ small enough was proved (with an explicit upper bound), as well as its non-minimality for $\lambda$ large enough (again with an
Another natural question is the nature of lattices \( \Lambda \) that are minimizers of \( L \mapsto E_f[\lambda L] \) at fixed density \( \lambda > 0 \). Using the Laplace transform representation

\[
\forall r > 0, \quad f(r) = \int_0^{+\infty} e^{-rt} d\mu_f(t),
\]

where \( \mu_f = \mathcal{L}^{-1}[f] \) is the inverse Laplace transform of \( f \), which we assume to be well defined and to be a Radon measure, we prove the following results in Proposition 4.4 and Proposition 4.6 below.

**Theorem 1.5** (Minimization at fixed scale). Let \( d \geq 1 \) and assume that \( L_m \) is, for all \( \alpha > 0 \), the unique minimizer on \( D_{x_d^+} \) of \( L \mapsto \theta_L(\alpha) \), defined by (1.5). Let \( f \) be an admissible potential with representation (1.7). Then the following holds for any \( r_0 > 0 \):

1. If \( \mu_f \) is negative on \((0, r_0)\), then for any Bravais lattice \( L \in \mathcal{L}_d^+ \setminus \{L_m\} \), there exists \( \lambda_0 \) such that for any \( \lambda > \lambda_0 \), \( E_f[\lambda L] < E_f[\lambda L_m] \);
2. If \( \mu_f \) is negative on \((r_0, +\infty)\), then for any Bravais lattice \( L \in \mathcal{L}_d^+ \setminus \{L_m\} \), there exists \( \lambda_1 \) such that for any \( 0 < \lambda < \lambda_1 \), \( E_f[\lambda L] < E_f[\lambda L_m] \);
3. If \( \mu_f \) is positive on \((0, r_0)\) or on \((r_0, +\infty)\), and \( \Lambda \) is a minimizer of \( L \mapsto E_f[\lambda L] \) for any \( \lambda > 0 \) on \( D_{x_d^+} \), then \( \Lambda = L_m \).
4. If \( \mu(r) \) is negative on \((0, r_0)\) or on \((r_0, +\infty)\), then the minimizer of \( L \mapsto E_f[\lambda L] \) cannot be the same for all \( \lambda > 0 \).

In particular, these results hold in dimension \( d = 2 \) for the triangular lattice \( L_m = \Lambda_1 \).

The major issue is to identify \( L_m \) for a given dimension \( d \). This result is only known, so far, in dimension \( d = 2 \) where \( L_m = \Lambda_1 \). We have previously worked on this problem in higher dimensions and we have given in [11] many results about minimizers of \( L \mapsto \theta_L(\alpha) \) on different subclasses of lattices. It is actually conjectured by Cohn and Kumar in [21, Conjecture 9.4] that \( \Lambda_1, E_8 \) and \( \Lambda_{24} \) are the unique minimizers of \( L \mapsto \theta_L(\alpha) \) on \( D_{x_d^+} \), \( d \) respectively equal to \( \{2, 8, 24\} \) for any fixed \( \alpha > 0 \). Their conjecture is even more general than that: they claim that these lattices, as well as \( \Lambda_1 \) in dimension \( d = 2 \), are the unique minimizers of \( C \mapsto \theta_C(\alpha) \), for all \( \alpha > 0 \), among all periodic configurations \( C \) of density 1.

For a space \( X \) (in our case we always assume \( X = \mathbb{R}^d \)), configurations in \( X \) with the property of minimizing the energy \( E_f \), at fixed density, for all Gaussian kernels \( f(r^2) = e^{-ar^2} \), are called universally optimal. The local minimality of \( D_4 \) among four-dimensional periodic configurations of unit density for the lattice theta function, for all \( \alpha > 0 \), proved in [27], suggests that \( D_4 \) should also be universally optimal in dimension \( d = 4 \). Furthermore, recent results by Viazovska et al. [74, 23] about the best packings in dimensions 8 and 24 have shown the efficiency of the Cohn-Elkies linear programming bounds for sphere packing [20] and could possibly lead to a proof of this conjecture in those dimensions (see [21] for the link between linear programming bounds and energy minimization problems).

A natural conjecture would be that for an admissible function \( f \), if for any \( \lambda > 0 \), the minimizer \( L_m \) of the theta function for any \( \alpha > 0 \) is the unique minimizer of \( L \mapsto E_f[\lambda L] \) on \( D_{x_d^+} \), then \( f \) is completely monotone (see e.g. [4]), i.e. \( \mu_f \) is a positive measure. Our example of Section 6.1 shows that this is not true in
dimension $d = 2$ for $L_m = \Lambda_1$. Indeed, considering, for $\varepsilon \geq 0$, the following potential

\begin{equation}
\label{eq:potential}
f_\varepsilon(r) := \frac{6}{r^4} - \frac{2(2 + \varepsilon)}{r^3} + \frac{1 + \varepsilon}{r^2},
\end{equation}

such that $\mu_{f_\varepsilon}$ is negative on $(1, 1 + \varepsilon)$, we numerically show that there exists $\varepsilon_0 \approx 1.148$ such that for any $0 < \varepsilon < \varepsilon_0$, the triangular lattice $\Lambda_1$ is the unique minimizer of $L \mapsto E_{f_\varepsilon}[\lambda L]$ on $D_{\mathbb{Z}^2}$ for any fixed $\lambda > 0$. We therefore observe that the fact that $\mathcal{L}^{-1} f$ is negative in a small interval, and if the measure of this negative part is not too big with respect to the measure of its positive part, the triangular lattice stays optimal at all scales for $E_f$. This results leads to another one that is more general, concerning the measure of the negative and positive parts of $f$:

**Question 1.6.** “How negative” can the inverse Laplace transform $\mu_f := \mathcal{L}^{-1} f$ be, while preserving the property that the minimum $\min_{L \in D_{\mathbb{Z}^2}} E_f[\lambda L]$ is achieved at all $\lambda > 0$ by the triangular lattice? For example, if $\mu_f = \mu_f^+ - \mu_f^-$ with $\mu_f^\pm$ positive finite measures, then we can ask more precisely: how large can the ratio of $R_f := \int d\mu_f^- / \int d\mu_f^+$ be while preserving the above property?

An answer to the above question would be of a great interest for understanding the following problem that we leave open:

**Question 1.7.** What is the largest class of functions $f$ such that for any $\lambda > 0$, the triangular lattice $\Lambda_1$ is the unique minimizer of $L \mapsto E_f[\lambda L]$ on $D_{\mathbb{Z}^2}$?

Note that a similar question arises also in general dimension $d \geq 2$, and is also open in that case. Regarding the case $d = 1$, we also do not know the complete answer, but more results are available. See Section 3 for a discussion.

Concerning our example (1.8), it is also natural to ask whether the triangular lattice is a minimizer, for the same potential, also amongst general configurations. More generally, the following question is completely open:

**Question 1.8.** Is there any non-completely monotone $f$ for which the minimizer of $E_f[\lambda \mathcal{E}]$ is the triangular lattice for all $\lambda > 0$, among periodic configurations $\mathcal{E}$ of unit density?

We note again, by Theorem 1.5, that one-well potentials $f$ are not a good candidate in the above question, and we do not know of a good underlying principle which would allow to find a candidate. It is for instance not clear if $f_\varepsilon$ defined by (1.8) could satisfy this property. However, we conjecture that the local minimality of $\Lambda_1$ for $E_{f_\varepsilon}$ should hold among periodic configurations of fixed density by a small modification of [27, Cor. 4.5].

Also note that, while no proof of any lattice-like configuration being universally optimal is available in the literature, our proof in Section 6.1 shows that the property of a triangular lattice to be a minimizer of the energy amongst lattices at any fixed scale, usually conjectured in universal optimality frameworks, could hold beyond that setting, i.e. for non-completely monotone functions. Therefore an answer to the above question would be important for understanding/testing the relevance of the concept of universal optimality, and we leave the following general question open:
**Question 1.9** (Class of functions satisfying universal optimality). What is the largest class of functions \( f \) such that the unique minimizer \( L_m \) of \( L \mapsto \theta_L(\alpha) \) on \( D \), for any \( \alpha > 0 \) is the unique minimizer of \( L \mapsto E_f[\lambda L] \), for any \( \lambda > 0 \), among periodic configurations \( \mathcal{C} \) of unit density?

Furthermore, about the minimality of some lattice at all scales, the following question can be asked:

**Question 1.10.** For \( d = 3 \) does there exist a continuous potential \( f \) and a lattice \( L \) for which \( \min_{L \in D} E_f[\lambda L] \) is achieved by \( L \) at all scales \( \lambda > 0 \)?

The reason why the above is not clear is that in \( d = 3 \) the analogue of the Rankin-Montgomery theorem \([59, 49]\), is false, as noted for example in \([64, \text{p. 117}]\), i.e. no lattice can achieve the minimum for the theta functions at all scales. This implies that if a function \( f \) as required in Question 1.10 exists, then it cannot have positive inverse Laplace transform. On the other hand, for the best packing problem, Hales’ result \([36]\) implies that the unique minimizer amongst lattices is given by the FCC lattice at all scales, and it is well known that this minimization problem is the limit \( s \to +\infty \) of the minimization for \( f(r) = r^{-s} \).

### 1.2. Minimization for one-well potentials \( f \) without density constraint.

The second problem we are setting in this paper is the global optimality of some lattices for \( E_f \) on \( D \) (without a density restriction) where \( f \) is a one-well potentials, i.e. \( f : (0, +\infty) \to \mathbb{R} \cup \{+\infty\} \) that is decreasing on \((0, a)\) and increasing on \((a, +\infty)\) for some \( a > 0 \). In \([4, 68]\), three examples of one-well potentials have been studied, where the global optimality of a triangular lattice was proved in dimension 2 (on \( D \) for the two first and among all configurations, in the thermodynamic limit sense, for the third one). Those are:

1. Lennard-Jones type potentials \( f^L_{a, \bar{x}} \) with parameters \( a = (a_1, a_2) \in (0, +\infty)^2 \) and \( \bar{x} = (x_1, x_2) \), \( x_2 > x_1 > 2 \), such that, for any \( r > 0 \),

\[
(1.9) \quad f^L_{a, \bar{x}}(r) = \frac{a_2}{r^{x_2/2}} - \frac{a_1}{r^{x_1/2}} \quad \text{with} \quad \pi^{-x_2/2} \Gamma \left( \frac{x_2}{2} \right) \frac{x_2}{2} \leq \pi^{-x_1/2} \Gamma \left( \frac{x_1}{2} \right) \frac{x_1}{2}.
\]

The classical Lennard-Jones potential is \( r \mapsto f^L_{a, \bar{x}}(r^2) \) with \( x_1 = 6, x_2 = 12 \) in our notation. The exponent \( x_1 = 6 \) is justified equals the long-range behavior of the Van der Waals interaction (see e.g. \([39, \text{p. 10}]\) ), whereas we do not know a good physical intuition behind the choice \( x_2 = 12 \). Note that \( f^L_{a, \bar{x}} \) is admissible in dimension \( d \) according to our definition, if and only if \( x_1 > d \).

2. Differences of (three-dimensional) Yukawa potentials \( f^Y_{a, \bar{x}} \) with parameters \( a = (a_1, a_2) \), \( 0 < a_1 < a_2 \) and \( \bar{x} = (x_1, x_2) \), \( 0 < x_1 < x_2 \), such that, for any \( r > 0 \),

\[
(1.10) \quad f^Y_{a, \bar{x}}(r) = \frac{a_2 e^{-x_2 r} - a_1 e^{-x_1 r}}{r} \quad \text{with} \quad \frac{a_1}{a_2 x_2 (a_1 + (a_2 - a_1) \pi)} e^{\left( 1 - \frac{x_1}{x_2} \right) \left( \frac{a_2}{\pi} - 1 \right)} \geq 1.
\]

This type of interacting potential arises in physics. For example, it turns out that Neumann \([52]\) has shown that a linear combinations of Yukawa potentials are the most general laws ensuring the stability of electric charges.
(3) Abstract potentials $V_{\alpha}$ described in [68], such that, for $\alpha$ small enough, there is a large repulsion at 0 of order $1/\alpha$, a well with width of order $\alpha$ and behavior at infinity controlled by $r \mapsto \alpha r^{-7}$.

We first focus on Lennard-Jones type potentials and we will write, in the following two results,

$$ f(r) = f_{a_1, a_2}^L(r) = \frac{a_2}{r^2 x_2^2} - \frac{a_1}{r x_1 x_2}, \quad x_2 > x_1 > d, \quad (a_1, a_2) \in (0, +\infty). \quad (1.11) $$

In this case, the lattice energy of a Bravais lattice $L \in \mathcal{L}_d$ is given by

$$ E_f[L] = a_2 \zeta_L(x_2) - a_1 \zeta_L(x_1), \quad (1.12) $$

where the Epstein zeta function $\zeta_L$ is defined by (1.6).

These potentials arise naturally in physics models of matter (see e.g. [47, 19, 39, 61]) in the case of the Born-Oppenheimer adiabatic approximation of the interaction energy where the electrons effect is neglected and the energy is reduced to the atomic interaction of the nuclei (see e.g. [55, p. 33]). Thus the potential energy of the system is expressed in terms of many-body interactions and the simplest case – which is also relevant in many situations (see e.g. [55, p. 945]) – is the one in which the energy is a sum of 2-body interaction potentials. Lennard-Jones type potentials also appear in social aggregation model [48].

In dimension $d = 2$ (resp. $d = 3$), the global minimizer of $E_f$ on $D \mathcal{L}_d$ is expected to be a triangular lattice (resp. a FCC lattice) for all $x_2 > x_1 > d$, as conjectured in [4, 6, 5] from numerical evidences and local optimality results. In the following result, proved in Proposition 5.1.(1) and Proposition 5.2 below, we show that the problem of minimizing $E_f$ on the space of all Bravais lattices $D \mathcal{L}_d$ can be reduced to a minimization problem on the space of lattices with unit density $D \mathcal{L}_d^\circ$. In particular, the shape of the global minimizer of $E_f$ does not depend on $a_1, a_2$, which we have already observed in [4]. Furthermore, inspired by the $d \in \{2, 3\}$ cases where the minimizer of $E_f$ on $D \mathcal{L}_d$ seems to be the same for all $x_2 > x_1 > d$, we give different statements that are equivalent to this optimality for all the parameters $x_1, x_2$.

**Theorem 1.11** (Minimality for the Lennard-Jones energy). Let $d < x_1 < x_2$, $(a_1, a_2) \in (0, +\infty)^2$ and $L_0 = \lambda \Lambda$ where $\Lambda \in \mathcal{L}_d^\circ$. Then for $f$ a Lennard-Jones type potential as in (1.11), $L_0$ is a global minimizer of $E_f$ on $D \mathcal{L}_d$ if and only if $\Lambda$ is a minimizer on $D \mathcal{L}_d^\circ$ of $\tilde{E}_f$ defined by

$$ \tilde{E}_f[L] := \frac{\zeta_L(x_2)^x_1}{\zeta_L(x_1)^x_2}. \quad (1.13) $$

Furthermore, if $L \in \mathcal{L}_d^\circ$ then we define functions $H_L, h_L : (d, +\infty) \to \mathbb{R}$ by

$$ H_L(x) := \frac{1}{x} \log \left( \frac{\zeta_L(x)}{\zeta_{\Lambda}(x)} \right), \quad h_L(x) := -\log \zeta_L(x) + x \frac{\partial_x \zeta_L(x)}{\zeta_L(x)}. $$

The following conditions are equivalent:

1. For any $x_2 > x_1 > d$, the lattice $L_0$ is the unique minimizer of $E_f$ on $D \mathcal{L}_d$.
2. For any $x_2 > x_1 > d$, the lattice $\Lambda$ is the unique minimizer of $\tilde{E}_f$ on $D \mathcal{L}_d^\circ$. 

(3) For any Bravais lattice \( L \in \mathcal{L}_d \setminus \{\Lambda\} \), the function \( H_L \) is strictly increasing on \((d, +\infty)\).

(4) For any \( x > d \), \( \Lambda \) is the unique minimizer of \( h_L(x) \) on \( D_{\mathcal{L}_d} \).

**Remark 1.12.** About the case \( d = 2 \), (1) of Theorem 1.11 has been proved in [4, Thm. 1.2.B.2 and Lem. 6.17] on the small interval \( I = (2, 2\psi^{-1}(\log \pi) - 2) \) where \( \psi \) is the digamma function and \( 2\psi^{-1}(\log \pi) - 2 \approx 5.256 \).

We conjecture that the equivalent statements of Theorem 1.11 hold true in dimensions \( d \in \{2, 3, 4, 8, 24\} \) for \( \Lambda \in \{A_1, D_3, D_4, E_8, \Lambda_{24}\} \). In dimensions \( d \in \{2, 3\} \), new numerical evidence for \( E_f \) supporting our conjecture is included in Figures 3, 4, 5 and 6. Next, we prove the global optimality of these lattices for large values of the parameters and find their asymptotically optimal scaling as \( x_1, x_2 \to +\infty \).

For a definition and some known results on the kissing number (also called coordination number in crystallography) of a Bravais lattice \( L \in \mathcal{L}_d \), denoted \( \tau(L) \), see Definition 5.4 and Remark 5.5 below. The following result is proved in Proposition 5.1.2 and Proposition 5.6 below.

**Theorem 1.13** (Global minimizer of the Lennard-Jones energy for large parameters). For \( L, \Lambda \in \mathcal{L}_d \) and \( f \) a Lennard-Jones type potential as in (1.11) there holds

\[
\lim_{x_1 \to +\infty} \lim_{x_2 \to +\infty} \min_{\lambda > 0} \frac{E_f[\lambda \Lambda]}{E_f[\lambda L]} = \frac{\tau(\Lambda)}{\tau(L)}.
\]

As the above minimum values are negative, if \( \tau(\Lambda) \) uniquely realizes the optimal kissing number \( k(d) \) amongst lattices, then there exists \( x_0 = x_0(d) \) such that for any \( x_2 > x_1 > x_0 \), the unique minimizer of \( E_f \) on \( D_{\mathcal{L}_d} \) has shape \( \{\Lambda\} \). In particular, this holds for the cases \((d, \Lambda) \in \{(2, A_2), (3, D_3), (4, D_4), (8, E_8), (24, \Lambda_{24})\}\).

If the minimum of \( f(r) \) is achieved at \( r_f = r_f(x_1, x_2, a_1, a_2) > 0 \), and \( \lambda_0^{L_2} = \lambda_0^{L_2}(x_1, x_2, a_1, a_2) > 0 \) is the factor such that \( \lambda_0^{L_2} L_2, L_2 \in \mathcal{L}_d \), realizes the minimum energy among lattices of the same shape as \( L_2 \), i.e. \( \min_{\lambda > 0} E_f[\lambda L_2] = E_f[\lambda_0^{L_2} L_2] \), then the following limit exists and satisfies

\[
\lim_{x_1, x_2 \to +\infty, r_f = \sqrt{r_0}} \lambda_0^{L_2}(x_1, x_2, a_1, a_2) = \sqrt{r_0}.
\]

This result goes in a similar direction as Theil’s work [68], valid for general (not necessarily lattice-like) configurations: increasing the parameters makes at the same time the repulsion near the origin larger, the decay at infinity faster and the well of \( f \) narrower. Thus, in the limit, the energy takes only into account the nearest-neighbours, that is why the lattices achieving the optimal kissing number \( k(d) \) are globally optimal and the length of these lattices tend to the square root of the value of the minimizer of \( f \) as in (1.15).

**Remark 1.14.** In the three-dimensional case, the phase diagram of the classical Lennard-Jones energy \( f(r^2) = r^{-12} - r^{-6} \) has been numerically studied in detail in [19, 65]. In particular, by [65], the optimizer of \( E_f \) amongst all configurations seems to be the hexagonal close-packing (HCP, see [24, Sect. 6.5] for a precise definition). The minimization of \( E_f \) corresponds to the minimization of the Helmholtz free energy \( H = U - TS \) in the regime of small temperature and pressure \( T, P \approx 0 \), where \( U \) is the internal energy and \( S \) is the entropy of the system. On the other
hand, for high pressures, numerically, it seems that the global minimizer is the FCC lattice. The HCP is not a Bravais lattice but is also known to be a best packing in dimension $d = 3$ (see [36]) as well as the solid structure of many chemical components. As the number of closest neighbors of any point is the same for HCP and FCC, (1.14) also gives the optimality of the HCP among all periodic configurations for sufficiently large parameters, as it is also true for the FCC lattice, but distinguishing the difference of energies of these two best packings.

Note that if we try to fix a scale constraint while minimizing $E_f$ for one-well potentials, then in general we will find different minimizers at different scales. The local minima for this problem have been numerically studied in [6], proving that, as $\lambda > 0$ grows, it is expected that the minimizer changes from a triangular lattice to a rhombic one, then to a square one, then to a rectangular lattice and then to a degenerate rectangular one, and parts of this result are actually rigorously proved for high and low densities in [4, 6].

It is therefore interesting to understand numerically and then to prove rigorously what are possible behaviours of the global minimizers e.g. of simple/explicit one-well physically inspired potentials at fixed scale, and what are the principles that govern this behavior:

**Question 1.15** (Dimension $d = 3$ phase diagram). What is the phase diagram with respect to $\lambda > 0$ of $\min_{L \in D_{Z_3}^2} E_f[\lambda L]$, where $f$ is the classical Lennard-Jones potential $f(r^2) = r^{-12} - r^{-6}$? I.e., how are the minimizing lattices at fixed density varying, as $\lambda$ increases?

It would be interesting to know whether the minimizer of $E_f[\lambda L]$ on $D_{Z_3}^2$ changes with $\lambda$, similarly to the classical Lennard-Jones case described in [6], but for the more general case in which $f$ is the difference of two completely monotone functions (see also [57] for a study of such $f$ under extra conditions in dimension $d = 1$). More precisely, we ask the following question:

**Question 1.16.** Let $g_1, g_2$ be completely monotone functions and $f$ be defined by $f(r) := g_1(r) - g_2(r)$. Is the phase diagram, with respect to $\lambda > 0$, of $\min_{L \in D_{Z_3}^2} E_f[\lambda L]$ the same as the one for the classical Lennard-Jones potential $f(r) = r^{-12} - r^{-6}$ described in [6], i.e. triangular-rhombic-square-rectangular-degenerate as $\lambda$ increases?

1.3. Constructions of $f$ which favor the square lattice over the triangular one. Since the shape of the global minimizer of $E_f$ does not depend on $a_1, a_2$, it turns out that it is possible to construct potential with a well as wide or narrow as we want. Hence, the existence of a one-well potential $f$ such that the global minimizer is not triangular appears as an interesting question. Inspired by Ventevogel’s counter-example [71, Sec. 5] given in the one-dimensional setting, we give in Section 6.2 an example of discontinuous potential (see Figure 2) and an example of continuous potential such that

$$\min_{\lambda > 0} E_f[\lambda Z^2] = E_f[\lambda_0^2 Z^2] < E_f[\lambda_0^2 A_2] = \min_{\lambda > 0} E_f[\lambda A_2],$$

where $f$ is defined by $f(r^2) = g(r)$ (change of notation justified by the fact that $g$ is the potential whose derivative is estimated over the lattices distances in the proof). More precisely, the proof of the following proposition is given in Appendix A.
Proposition 1.17 (One-well potential such that the global minimizer is not triangular - explicit example). Let $g$ be the continuous potential defined by

$$g(r) := \begin{cases} \left(\frac{2}{3}\right)^r \frac{3}{2} & \text{if } 0 < r < 4/9 \\ 2 - 3r & \text{if } 4/9 \leq r \leq 1 \\ -r^{-4} & \text{if } r > 1. \end{cases}$$

Then there exists $p_0$ such that for any $p > p_0$, (1.16) holds for $f$ defined by $f(r^2) := g(r)$.

It is also possible to construct a large class of $C^1$-functions $f$ having property (1.16). More precisely, we have the following result (see Proposition 6.4 for a statement giving a more detailed description of the functions $g$ below).

Theorem 1.18 (One-well potential such that the global minimizer is not triangular - general result). There exists an uncountable class of functions $g : [0, +\infty) \to \mathbb{R} \cup \{+\infty\}$ such that the function defined by $f(r^2) = g(r)$ is admissible, and (1.16) holds.

Here we have designed potentials that favor a square lattice instead of a triangular lattice. These two results are in the same spirit as the work of Torquato et al. [60, 69, 46] where a (truncated) potential is designed in such a way that a targeted lattice structure is the minimizer of the interaction energy. Our potential is however not truncated and the proof of Theorem 1.18 can be generalized to another $d$-dimensional lattices (see Remark 6.7). However, there is nothing in Theorem 1.18 that shows what is the global minimum of $E_f$ (it is not necessarily a square lattice).

Finally, we mention the following open direction:
Open Problem 1.19 (Stability of crystallization phenomena, with respect to perturbations of \( f \)). Study and classify natural distances between (or other measures of the size of perturbations of) interaction kernels \( f \), with respect to which small perturbations of \( f \) can be ensured to preserve the crystallization properties of the kernels, such as the existence and shape of the global minimum amongst periodic configurations.

In fact our counterexample in Section 6.1 of a non-completely monotone \( f \) which is a good candidate for crystallization at all scales is based on a small-perturbation method, and the same can be said more generally for the many of the available proofs of crystallization. Thus it seems extremely important to understand what is the right notion of stability of potentials \( f \), as hinted at above, even if the known cases are at the moment extremely episodic and prevent us from formulating any more precise question in a compelling way.

We mention, as a simple possible starting point for such studies in dimension \( d = 1 \), the fact that in [37], a potential which is a small (in \( C^1 \)-norm but not in \( C^2 \)-norm) perturbation of a one-well potential was produced, for which \( N \)-point minimizers converge to a quasicrystal. The principle in that case is to “add small wells” to \( f \) an irregular pattern: this creates the possibility to find, next to the standard periodic configuration, a slightly better (in terms of energy), but non-periodic, ground state.

Plan of the paper. In Section 2 we give the precise definitions of the objects we are working with. A survey of one-dimensional results is presented in Section 3. Section 4 is devoted to the problem of minimizing \( E_f \) at fixed scale. In particular, we prove Theorem 1.5 in this section. The Lennard-Jones type case is investigated in Section 5, where Theorem 1.11 and 1.13 are proved. Finally, in Section 6, several counter-examples are stated and proved, included Theorem 1.18. Proposition 1.17 is proved in Appendix A.

## 2. Notations and definitions

Let \( \mathcal{L}_d := \{ \mathbb{A}\mathbb{Z}^d : \mathbb{A} \in \text{GL}(d) \} \) be the space of all \( d \)-dimensional Bravais lattices and \( \mathcal{P}_d := \{ M \in \mathbb{R}^{d \times d} : M^t = M, M \text{ positive definite} \} \) the cone of positive definite matrices, in turn identified with the cone of positive definite quadratic forms in \( d \) (real) variables. Recall that the link between the above settings is the following: to each \( \mathbb{A}\mathbb{Z}^d \in \mathcal{L}_d \) we can associate \( \mathbb{A}^t \mathbb{A} \in \mathcal{P}_d \) and the quadratic form \( M[x] := x^t \mathbb{A}^t \mathbb{A} x \) in \( d \) variables. Let \( \mathcal{L}_d^* \) be the space of all \( d \)-dimensional lattices of density 1: \( \mathcal{L}_d^* := \{ \mathbb{A}\mathbb{Z}^d : \mathbb{A} \in \text{SL}(d) \} \), and \( \mathcal{P}_d^0 \) the cone of positive definite matrices of determinant 1 in \( d \) variables. Given a Bravais lattice \( L \in \mathcal{L}_d \), its dual lattice \( L^* \) is defined by \( L^* := \{ x \in \mathbb{R}^d : \forall p \in L, x \cdot p \in \mathbb{Z} \} \).

For \( L = \mathbb{A}\mathbb{Z}^d \in \mathcal{L}_d \) or \( L \in \mathcal{L}_d^* \), and \( f : (0, +\infty) \to \mathbb{R} \), whose associated matrix and quadratic form are given by \( M = \mathbb{A}^t \mathbb{A} \in \mathcal{P}_d \) or \( \mathcal{P}_d^0 \), we define

\[
E_f[L] := \sum_{p \in L \setminus \{0\}} f(|p|^2) = \sum_{x \in \mathbb{Z}^d \setminus \{0\}} f(M[x]).
\]  

In order for the sum \( E_f[L] \) to be equal to an absolutely convergent sum for \( L \in \mathcal{L}_d \), we require that if \( F : \mathbb{R}^d \setminus \{0\} \to (-\infty, +\infty) \) is given by \( F(x) := f(|x|^2) \), then \( F \) is integrable outside any neighborhood of the origin. For this, we consider the following class of \( f \):
Definition 2.1 (admissible \(f\)). Let \(k \in \mathbb{N}\). A function \(\varphi_k : \mathbb{R}^d \to \mathbb{R}\) which is constant on each one of the cubes \(\frac{1}{k} [0,1)^d + \frac{1}{k} \vec{a}\), with \(\vec{a} \in \mathbb{Z}^d\), will be called a \(k\)-coarse function.

A function \(f : (0, +\infty) \to \mathbb{R}\) is called admissible in dimension \(d\) if for each \(k \in \mathbb{N}\) there exists \(k\)-coarse functions \(\varphi_k^+, \varphi_k^- \in L^1(\mathbb{R}^d)\) such that \(\varphi_k^-(x) \leq f(|x|^2) \leq \varphi_k^+(x)\) for all \(x \in \mathbb{R}^d \setminus [-1/k, 1/k]^d\).

A function \(f : (0, +\infty) \to \mathbb{R}\) is called weakly admissible in dimension \(d\) if

\[
\int_{r>0} r^{d-1} f(r^2) \in \bigcap_{\epsilon>0} L^1((\epsilon, +\infty)).
\]

Remark 2.2. Note that admissibility implies weak admissibility. Moreover, for \(f : (0, +\infty) \to \mathbb{R}\) which is monotone (in particular for \(f\) that has positive inverse Laplace transform) or which satisfies \(C^1\)-bounds away from the origin, the other implication holds: if such \(f\) is weakly admissible in dimension \(d\) then \(f\) is admissible in dimension \(d\). The weak admissibility condition (2.2) in general does not guarantee that \(E_f[L]\) is absolutely summable for \(L \in \mathcal{L}_d\), as such \(f\) could blow up at \(r^2\) corresponding to the distances in lattice \(L\), and this is why the more complicated condition in terms of \(k\)-coarse functions seems justified. On the other hand the simpler condition (2.2) will suffice for the very regular class of potentials which are treated in this paper.

The above functional \(E_f\) is invariant under rotations \(R \in O(d)\). Indeed, spaces \(\mathcal{L}_d, \mathcal{P}_d, \mathcal{D}_d\) (respectively, \(\mathcal{P}_d, \mathcal{D}_d\)) have natural actions by rotations, defined as follows. For \(R \in O(d)\) and \(AZ \in \mathcal{L}_d\) (respectively, \(M \in \mathcal{P}_d\)), we define \(R \cdot L := RAZ\) (respectively, \(R \cdot M := R^t MR = R^{-1} MR\), which is the induced action under the identification \(M = A^t A\), because then \(R \cdot M = (RA)^t (RA)\)). As \(E_f\) only depends on \(M[x]\), which in turn is invariant under our \(O(d)\)-action, we find that \(E_f[L] = E_f[R \cdot L]\) for all \(R \in O(d)\), as claimed. We denote by \(D_{\mathcal{L}_d}, D_{\mathcal{P}_d}, D_{\mathcal{D}_d}\) fundamental domains for the above actions. Furthermore:

- If \(L\) is a lattice, let \(r_0(L) := 0 < r_1(L) < r_2(L) < \cdots < r_n(L) < \cdots\) be an enumeration of the set of distances \(\{|v| : v \in L\}\). In this case we call \(L^{(j)} := \{v \in L : |v| = r_j\}\) the \(j\)-th shell of \(L\). We also denote \(L^{(j,k)} := L^{(j)} \cup L^{(k)}\) and \(L^{(\geq j)} := \bigcup_{k \geq j} L^{(k)}\).

- Let \(\mathcal{L}_d^1\) be the space of all \(d\)-dimensional lattices whose shortest nonzero vector has length 1. In terms of the above notation, \(\mathcal{L}_d^1 := \{L \in \mathcal{L}_d : r_1 = 1\}\).

Definition 2.3 (one-well potentials). We call \(f : (0, +\infty) \to \mathbb{R} \cup \{+\infty\}\) a one-well potential if there exists \(a > 0\) such that \(f\) is nonincreasing on \((0,a)\) and nondecreasing on \((a, +\infty)\).

Definition 2.4 (shape of a lattice). Define an equivalence relation \(\sim\) on \(\mathcal{L}_d\) by stating that for \(L, L' \in \mathcal{L}_d\) there holds \(L \sim L'\) if there exists \(\lambda > 0\) and \(R \in O(d)\) such that \(L = \lambda R \cdot L'\). The intersection of the equivalence class \([L]\) of \(L \in \mathcal{L}_d\) under \(\sim\), with the fundamental domain \(D_{\mathcal{L}_d}\) of \(\mathcal{L}_d\) under \(O(d)\) action is called the shape of \(L\).
3. Survey of known results in dimension $d = 1$

Remark 3.1. Note that in dimension 1 it is common usage to define

$$E_{1D}^L[g][L] := \sum_{p \in L \setminus \{0\}} g(|p|) \quad \text{and} \quad E_{1D}^L[g][L_N] := \frac{1}{N} \sum_{j=1}^{N} \sum_{i \neq 0} g(x_{i+j} - x_i),$$

where $L \in \mathcal{L}_1$ is a lattice and $L_N$ is an $N$-periodic configuration of density $\rho$, i.e. it satisfies $x_{i+N} - x_i = \rho^{-1}$ for some $\rho > 0$. We usually suppose that $g(-x) = g(x)$ for all $x \neq 0$, and we note that then we just sum $g(|p|)$ (rather than $g(|p|^2)$, as done here in (2.1)).

3.1. The asymptotics in periodic fixed-density situations. Recall that, corresponding to the setting in which the shape of $g$ does not automatically determine one scale for minimizers, as explained in Section 1.1, for $d \geq 2$ we resorted to writing $g(r^2)$ as a superposition of Gaussians, i.e. to looking at the inverse Laplace transform of $g$, and discussing the ensuing coefficients. This setting turns out to be too restrictive in $d = 1$. For example we have the following representative result, in a periodic case, and we refer to [17] for several further theorems:

**Theorem** (equivalent to [17, Prop. 1(A)] and [71, Thm I]). Let $g : \mathbb{R} \to \mathbb{R} \cup \{+\infty\}$ be an even, lower semicontinuous function, invariant under translations by $NZ$, so that the values of $g$ on $[0, N/2]$ completely determine $g$. If $g$ is convex decreasing on $[0, N/2]$, then the energy $E_{1D}^L[L_N]$ attains a global minimum on the periodic configuration $Z$.

In the same work, it is proven that if $g$ as above is concave and decreasing on $[0, N/2]$, then the minimum is very degenerate and the points concentrate on a translated copy of $N/2Z$, and it is a configuration with multiplicity $\lfloor N/2 \rfloor$. Originally this last phenomenon was observed in [71, Section 5].

A related result appears in [35], where an equivalent proof of precisely the same statement is given depending on the force between points, giving a satisfactory answer to the question: “which configurations on the real line are in equilibrium with respect to repulsive 2-point forces which are strictly decreasing with respect to the distance”, the answer being that only a “crystalline” periodic configuration can be stable.

The following questions are at the moment still open:

**Question 3.2.** What is a necessary and sufficient condition on $g$ under which for any $N \in \mathbb{N^*}$ all minimizing 1-dimensional $N$-periodic configurations of density $\rho$ are up to translation equal to the lattice $\rho^{-1}Z$?

**Question 3.3.** What is a necessary and sufficient condition on a repulsive force $G$ under which for any $N \in \mathbb{N^*}$ a 1-dimensional $N$-periodic configuration of density $\rho$ in which forces balance at each point, are up to translation equal to the lattice $\rho^{-1}Z$?

3.2. One-well potentials $g$ without constraints on the density.

- In [72] it was shown that there exist nonconvex potentials $g$ which have $\rho^{-1}Z$ as unique minimizer for its average energy per particle among $N$-periodic configurations of density $\rho$ for any $N$ and any $\rho$.
• In [72, p. 284], for \( g(x) = (1 + |x|^4)^{-1} \), it has been proved that the average energy of the regular 2-periodic configuration \( 1/2 \mathbb{Z} \) is larger than the 2-periodic most degenerate case, in which two points share each position \( n \in \mathbb{Z} \).

• In [73] it was shown that in the class of \( f \) such that \( g(x) = g(-x) \), such that \( g'' \) exists and is well-behaved at infinity, and such that the Fourier transform \( \hat{g} \) exists, a necessary condition for \( \mathbb{Z} \) to satisfy the optimality condition among \( N \)-periodic configurations for any \( N \) at high enough density \( \rho \geq \rho_0 \), is that \( \hat{g} \geq 0 \). This result has been generalized to two-component systems with three kind of interacting potentials in [10].

• In [34] it was proved that for the classical Lennard-Jones potential \( g(r) = r^{-12} - r^{-6} \) the unique minimizer amongst all configurations in dimension \( d = 1 \) is a periodic crystal. This was later extended in [57] to more general potentials of the form \( g(r) = g_1(r) - g_2(r) \) with \( g_1, g_2 \) convex and with good decay properties, based on Sinai’s theorem on thermodynamic limits and on the previous work [71], and necessary conditions for crystallization were given. These conditions seem relatively cumbersome, and as far as we could check, they were not further improved in later works.

The following question seems to be still open:

**Question 3.4.** In dimension \( d = 1 \), what is the largest class of potentials \( g \) which have the property that the minimizers of \( N \)-point energies asymptotically as \( N \to +\infty \) approximate (up to translation and rotation) a periodic configuration?

### 4. Optimality and non-optimality at all scales

We recall the following well-known result in dimension \( d = 2 \), which follows from the Montgomery [49, Thm 1] and Bernstein-Hausdorff-Widder [3] theorems (see the statements of these theorems in the Introduction):

**Proposition 4.1** (see e.g. [21, p. 169] or [4, Prop 3.1]). If \( f \) is completely monotone, then for any \( \lambda > 0 \), the triangular lattice \( \Lambda_1 \) is the unique minimizer of \( L \mapsto E_f[\lambda L] \) in \( D_{\mathbb{Z}^2} \).

The above sufficient condition is not necessary, due to our new counterexample of Section 6.1. On the other hand, too simple criteria do not furnish sufficient conditions strong enough to replace complete monotonicity. Indeed, by methods related to Montgomery’s approach, in [4, Prop 3.4], the first author also proved that the following positive, decreasing and convex function

\[
V(r) = \frac{14}{r^2} - \frac{40}{r^3} + \frac{35}{r^4}
\]

is such that the triangular lattice is not a minimizer of \( E_V \) in \( \lambda \mathbb{Z}^2 \) where \( \lambda_1 < \lambda < \lambda_2 \) for values \( \lambda_1 \approx 1.522 \) and \( \lambda_2 \approx 1.939 \).

In the two next subsections, we are prove Theorems 1.5 and 1.11 about the minimality of our special lattices at fixed scale.

#### 4.1. Non-optimality at high or low density for a subclass of functions.

In this part, we consider \( f \) admissible in \( \mathbb{R}^d \) and such that

\[
f(r) = \int_0^{+\infty} e^{-rt} d\mu_f(t) := \mathcal{L}[\mu_f](r),
\]
where $\mu_f := \mathcal{L}^{-1}[f]$ is the inverse Laplace transform of $f$, which we assume to be a well-defined Radon measure.

We start by recalling Jacobi’s transformation formula for the lattice theta function defined by
\begin{equation}
\theta_L(\alpha) = \sum_{p \in L} e^{-\pi \alpha |p|^2},
\end{equation}
which is in fact a simple application of Poisson Summation Formula. A proof of this identity can be found for instance in [16].

**Lemma 4.2** (Jacobi’s transformation formula). For any $d \geq 1$, any $\alpha > 0$ and any Bravais lattice $L \in \mathcal{L}_d^\circ$,
\begin{equation}
\theta_L(\alpha) = \alpha^{-\frac{d}{2}} \theta_{L^*}(\frac{1}{\alpha}).
\end{equation}

From (4.2) and (4.4), it is possible to write $E_f[L]$ in terms of $\theta_L$ as follows:

**Proposition 4.3.** For any $\lambda > 0$, any admissible function $f$ having the representation (4.2) with absolutely continuous $d\mu_f(t) = \rho_f(t)dt$ and any Bravais lattice $L \in \mathcal{L}_d^\circ$, we have
\begin{align}
E_f[\lambda L] &= \frac{\pi}{\lambda^2} \int_0^{+\infty} \left( \theta_L(\frac{u}{\lambda}) - 1 \right) \rho_f \left( \frac{\pi u}{\lambda^2} \right) du \\
&= \frac{\pi}{\lambda^2} \int_0^{+\infty} \left( u^d \theta_{L^*}(u) - 1 \right) \rho_f \left( \frac{\pi u}{\lambda^2} \right) u^{-2} du.
\end{align}

**Proof.** The first equality is clear by definition of $f$, by the change of variables $u = \frac{\pi t}{\lambda^2}$,
\begin{align*}
E_f[\lambda L] &= \int_0^{+\infty} \left( \theta_{\lambda L}(\frac{t}{\lambda}) - 1 \right) \rho_f(t)dt \\
&= \int_0^{+\infty} \left( \theta_L(\frac{\lambda^2 t}{\pi}) - 1 \right) \rho_f(t)dt \\
&= \frac{\pi}{\lambda^2} \int_0^{+\infty} \left( \theta_L(\frac{u}{\lambda}) - 1 \right) \rho_f \left( \frac{\pi u}{\lambda^2} \right) du.
\end{align*}

The second equality is proved using (4.4) for $\alpha = \frac{\lambda^2 t}{\pi}$ and by change of variables $u = \frac{\pi t}{\lambda^2}$:
\begin{align*}
E_f[\lambda L] &= \int_0^{+\infty} \left( \theta_L(\frac{\lambda^2 t}{\pi}) - 1 \right) \rho_f(t)dt \\
&= \int_0^{+\infty} \left( \left( \frac{\pi}{\lambda^2} \right)^d \theta_{L^*}(\frac{\pi t}{\lambda^2}) - 1 \right) \rho_f(t)dt \\
&= \frac{\pi}{\lambda^2} \int_0^{+\infty} \left( u^d \theta_{L^*}(u) - 1 \right) \rho_f \left( \frac{\pi u}{\lambda^2} \right) u^{-2} du.
\end{align*}

We next assume that the dimension $d$ is such that there exists only one lattice $L_m \in \mathcal{L}_d^\circ$ which is the unique minimizer of $L \mapsto \theta_L(\alpha)$ on $D_{\mathcal{L}_d^\circ}$ for any fixed $\alpha > 0$. This is known to be the case for $d = 2$, where $L_m = \Lambda_1$ by Montgomery Theorem [49, Thm 1]. We now prove our first result about the non-optimality of $L_m$ for some admissible potentials $f$ that have the representation (4.2), when its inverse Laplace transform is negative in the neighbourhood of $0$ or $+\infty$. 
Proposition 4.4. Assume that there exists a lattice \( L_m \in \mathcal{L}_d^0 \) which is the unique minimizer of \( L \mapsto \theta_L(\alpha) \) on \( D^d \) for any fixed \( \alpha > 0 \). Let \( f \) be an admissible potential having the representation (4.2), then the following holds for any \( r_0 > 0 \):

1. If \( \mu_f < 0 \) on \( (0,r_0) \), then for any Bravais lattice \( L \in \mathcal{L}_d^0 \setminus \{L_m\} \), there exists \( \lambda_0 \) such that for any \( \lambda > \lambda_0 \), \( E_f[\lambda L] < E_f[\lambda L_m] \);

2. If \( \mu_f < 0 \) on \( (r_0, +\infty) \), then for any Bravais lattice \( L \in \mathcal{L}_d^0 \setminus \{L_m\} \), there exists \( \lambda_1 \) such that for any \( 0 < \lambda < \lambda_1 \), \( E_f[\lambda L] < E_f[\lambda L_m] \).

In particular, these results hold in dimension \( d = 2 \) for the triangular lattice \( L_m = \Lambda_1 \).

Remark 4.5. This result would hold in dimensions 8 and 24 for \( E_8 \) or the Leech lattice \( \Lambda_{24} \), once the universality of these lattice, i.e. their minimality for the theta function among periodic configurations of fixed unit density and for any \( \alpha > 0 \), conjectured in [21, Conjecture 9.4], will be proved. The same result in dimension \( d = 4 \) could also be proved for \( D_4 \), according to its local minimality for the lattice theta function proved in [27].

Proof. Assume first that \( \mu_f \) is absolutely continuous with respect to the Lebesgue measure and \( \mu_f(t) = \rho_f(t)\,dt \). If the hypothesis of point (1) holds, for any Bravais lattice \( L \in \mathcal{L}_d^0 \), we write, using (4.5),

\[
E_f[\lambda L] - E_f[\lambda L_m] = \frac{\pi}{\lambda^2} \int_0^{+\infty} (\theta_L(u) - \theta_{L_m}(u)) \rho_f \left( \frac{\pi u}{\lambda^2} \right) \, du.
\]

By assumption, \( \theta_L(u) - \theta_{L_m}(u) > 0 \) for all \( u > 0 \) and \( \rho_f \left( \frac{\pi u}{\lambda^2} \right) < 0 \) if \( u < \frac{\rho_0 \lambda^2}{\pi} \). By the exponential decay of \( u \mapsto \theta_L(u) \) for any fixed \( L \in \mathcal{L}_d^0 \), we obtain that for any Bravais lattice \( L \in \mathcal{L}_d^0 \), there exists \( \lambda_0 \) such that for any \( \lambda > \lambda_0 \),

\[
\int_0^{+\infty} (\theta_L(u) - \theta_{L_m}(u)) \rho_f \left( \frac{\pi u}{\lambda^2} \right) \, du < 0,
\]

and the first part of the proposition is proved.

For the second case, by (4.6), we get

\[
E_f[\lambda L] - E_f[\lambda L_m] = \frac{\pi}{\lambda^2} \int_0^{+\infty} (\theta_L^\ast(u) - \theta_{L_m}^\ast(u)) \rho_f \left( \frac{\pi u}{\lambda^2} \right) u^{3-2} \, du.
\]

It is clear from (4.4) and the fact that \( L_m \) is the unique minimizer of the lattice theta function for all \( \alpha > 0 \) that we necessarily have \( L_m^\ast = L_m \). By assumption, \( \theta_L^\ast(u) - \theta_{L_m}^\ast(u) > 0 \) for all \( u > 0 \) and \( \rho_f \left( \frac{\pi u}{\lambda^2} \right) < 0 \) if \( u < \frac{\rho_0 \lambda^2}{\pi} \). As in the previous case, by the exponential decay of the lattice theta function, there exists \( \lambda_1 \) such that for any \( 0 < \lambda < \lambda_1 \),

\[
\int_0^{+\infty} (\theta_L^\ast(u) - \theta_{L_m}^\ast(u)) \rho_f \left( \frac{\pi u}{\lambda^2} \right) u^{3-2} \, du < 0
\]

and the second case of the proposition is proved.

If \( \mu_f \) is a Radon measure but not absolutely continuous with respect to the Lebesgue measure, then we can repeat the proof of Proposition 4.3 and prove

\[
E_f[\lambda L] = \int_0^{+\infty} (\theta_L(u) - 1) \mu_f(u) = \int_0^{+\infty} \left( u^{\frac{3}{2}} \theta_{L}^\ast(u) - 1 \right) \tilde{\mu}_f(u),
\]

where \( \tilde{\mu}_f = (g_\lambda)_{\#} \mu_f \) with \( g_\lambda(t) = \frac{\lambda^2}{\pi} \) and \( \tilde{\mu}_f = (h_\lambda)_{\#} \mu_f \) with \( h_\lambda(t) = \frac{\pi}{t^{\frac{3}{2}}} \), and the proof continues as above.

\[\square\]
4.2. About lattices that are optimal for any density. The next result shows that, if the inverse Laplace transform of \( f \) has a sign in a neighbourhood of the origin or \(+\infty\) (which is the case for all the classical example or functions constructed with inverse power laws, exponentials, Yukawa potentials, Gaussians...) and if \( L_m \) is the unique minimizer of \( L \mapsto \theta_L(\alpha) \) in \( D_{\mathcal{L}_\alpha}^d \) for all \( \alpha > 0 \), then the only lattice that could be a minimizer for all the densities is \( L_m \). As recalled in the previous section (see Proposition 4.4 and Remark 4.5), this is the case in dimension \( d = 2 \) for \( L_m = \Lambda_1 \) is the triangular lattice and is conjectured to extend in dimensions \( d \in \{4,8,24\} \).

**Proposition 4.6.** Let \( d \geq 1 \) and assume that \( L_m \) is the unique minimizer of \( L \mapsto \theta_L(\alpha) \) in \( D_{\mathcal{L}_\alpha}^d \) for any \( \alpha > 0 \). Let \( f \) be an admissible potential with representation (4.2) such that \( \mu_f > 0 \) on the interval \((0,r_0)\) or on the interval \((r_0,\infty)\). If \( \Lambda \) is a minimizer of \( L \mapsto E_f[\lambda L] \) for any \( \lambda > 0 \) on \( D_{\mathcal{L}_\alpha}^d \), then \( \Lambda = L_m \).

Furthermore, if \( \mu(r) < 0 \) on \((0,r_0)\) or on \((r_0,\infty)\), then the minimizer of \( L \mapsto E_f[\lambda L] \) cannot be the same for all \( \lambda > 0 \).

In particular, this result holds in dimension \( d = 2 \) for the triangular lattice \( L_m = \Lambda_1 \).

**Proof.** We perform the proof under the assumption that \( \mu_f \) is absolutely continuous with respect to the Lebesgue measure, i.e. \( d\mu_f(t) = \rho_f(t)dt \), and the general case follows by the same adaptation as in the proof of Proposition 4.4.

We prove the first point. Let \( \Lambda \) be a minimizer of \( L \mapsto E_f[\lambda L] \) on \( D_{\mathcal{L}_\alpha}^d \) for any \( \lambda > 0 \). We assume that \( \Lambda \neq L_m \). Therefore, by strict minimality of \( L_m \) and continuity of \( L \mapsto \theta_L(u) \) for any fixed \( u > 0 \), there exists \( L_0 \in D_{\mathcal{L}_\alpha}^d \) such that \( \theta_{L_0}(u) - \theta_\Lambda(u) < 0 \) for all \( u > 0 \). We now use exactly the same approach as in Proposition 4.4, using (4.5) and (4.6). In the first case, we write by assumption

\[
\forall V > 0, \quad 0 < E_f[\lambda L_0] - E_f[\lambda \Lambda] = \frac{\pi}{\lambda^2} \int_0^{+\infty} (\theta_{L_0}(u) - \theta_\Lambda(u)) \rho_f \left( \frac{\pi u}{\lambda^2} \right) du.
\]

Since \( \rho_f \left( \frac{\pi u}{\lambda^2} \right) < 0 \) if \( u < \frac{r_0 \lambda^2}{\pi} \), by the exponential decay of \( u \mapsto \theta_L(u) \) for any Bravais lattice \( L \in \mathcal{L}_\alpha^d \), there exists \( \lambda_0 \) such that for any \( \lambda > \lambda_0 \),

\[
\frac{\lambda^2}{\pi} (E_f[\lambda L_0] - E_f[\lambda \Lambda]) = \int_0^{+\infty} (\theta_{L_0}(u) - \theta_\Lambda(u)) \rho_f \left( \frac{\pi u}{\lambda^2} \right) du < 0,
\]

that contradicts (4.9). The second case is proved similarly using the second equality in (4.6), as in the proof of Proposition 4.4.

For the second point, i.e. \( \mu \) is negative in the neighbourhood of 0 or \(+\infty\), we use the same arguments. By Proposition 4.4, \( L_m \) cannot be a minimizer of \( L \mapsto E_f[\lambda L] \) for any \( \lambda > 0 \). Let us assume that there exists another Bravais lattice \( \Lambda \in D_{\mathcal{L}_\alpha}^d \) that is a minimizer of the energy for all \( \lambda > 0 \). Therefore, there exists \( L_0 \) such that, for any \( u > 0 \), \( \theta_{L_0}(u) - \theta_\Lambda(u) > 0 \). If \( \mu(r) < 0 \) on \((0,r_0)\) the same argument as before shows that there exists \( \lambda_0 \) such that for any \( \lambda > \lambda_0 \), \( E_f[\lambda L_0] - E_f[\lambda \Lambda] < 0 \) and that contradicts our assumption. The second case is proved similarly as explained before and shows the existence of \( \lambda_1 \) such that for any \( 0 < \lambda < \lambda_1 \), \( E_f[\lambda L_0] - E_f[\lambda \Lambda] < 0 \), that again contradicts our assumption. \( \square \)
5. ONE-WELL POTENTIALS AND OPTIMALITY OF LATTICES

5.1. Potentials with one well. This Section is devoted to the proof of Theorem 1.13 and 1.18. We also give several numerical evidence for the minimality of certain lattices for the Lennard-Jones type energy.

5.2. Lennard-Jones type potentials. In this section, we are discussing the minimization problem for the Lennard-Jones type potentials defined by

\[ f(r) = \frac{a_2}{r^{x_2/2}} - \frac{a_1}{r^{x_1/2}}, \quad x_2 > x_1 > d \quad (a_1, a_2) \in (0, +\infty)^2, \]

and, for any Bravais lattice \( L \in \mathcal{L}_d \),

\[ E_f[L] = a_2 \zeta_L(x_2) - a_1 \zeta_L(x_1). \]

We first prove that the shape of a global minimizer \( L_0 \) (which is defined as a canonical choice of a lattice equivalent to \( L_0 \) under rotation and dilation, see Definition 2.4) of \( E_f \) for fixed parameters \((a_1, a_2, x_1, x_2)\) does not depend on \((a_1, a_2)\).

**Proposition 5.1.** Let \( d < x_1 < x_2 \) and \((a_1, a_2) \in (0, +\infty)^2\), and \( L_0 = \lambda_1 L_1 = \lambda_2 L_2 \), where the normalizations of \( L_1, L_2 \) are chosen so that

\[ L_1 \in \mathcal{L}_d^0, \quad L_2 \in \mathcal{L}_d^1. \]

Then for \( f \) a Lennard-Jones type potential as in (5.1), the following hold:

1. \( L_0 \) is a global minimizer of \( E_f \) on \( \mathcal{D}_d \) if and only if \( L_1 \) is a minimizer on \( \mathcal{D}_d^2 \) of the energy

\[ \tilde{E}_f[L] := \frac{\zeta_L(x_2)^{x_1}}{\zeta_L(x_1)^{x_2}}. \]

2. If the minimum of \( f(r) \) is achieved at \( r_f = r_f(x_1, x_2, a_1, a_2) > 0 \), and \( \lambda_{L_2}^0 = \lambda_{L_2}^1(x_1, x_2, a_1, a_2) > 0 \) is the factor such that \( \lambda_{L_2}^0 L_2 \) realizes the minimum energy among lattices of the same shape as \( L_2 \), i.e. \( \min_{\lambda > 0} E_f[\lambda L_2] = E_f[\lambda_{L_2}^0 L_2] \), then the following limit exists and satisfies

\[ \lim_{x_1, x_2 \to +\infty} \lim_{r_f \to r_0} \lambda_{L_2}^0(x_1, x_2, a_1, a_2) = \sqrt{0}. \]

**Proof.** For any Bravais lattice \( L \in \mathcal{L}_d^0 \) and any \( \lambda > 0 \), we have

\[ E_f[\lambda L] = \frac{a_2}{\lambda^{x_2}} \zeta_L(x_2) - \frac{a_1}{\lambda^{x_1}} \zeta_L(x_1). \]

Therefore, with the notation for \( \lambda_{L_2}^0 \) as in above point (2), we get

\[ \partial_\lambda E_f[\lambda L] \geq 0 \iff \lambda \geq \lambda_{L_2}^0, \quad \text{and} \quad \lambda_{L_2}^0 = \left( \frac{a_2 x_2 \zeta_L(x_2)}{a_1 x_1 \zeta_L(x_1)} \right)^{\frac{1}{x_2 - x_1}}. \]

It follows that, for any \( L \in \mathcal{L}_d^0 \),

\[ \min_{\lambda > 0} E_f[\lambda L] = E_f[\lambda_{L_2}^0 L] = \frac{a_3^{x_2 - x_1}}{a_2^{x_2 - x_1}} \zeta_L(x_1) \frac{x_2}{x_1} - \frac{a_1^{x_2 - x_1}}{a_2^{x_2 - x_1}} \zeta_L(x_2) \frac{x_2}{x_1} < 0. \]

Therefore, we have, for any Bravais lattices \( L, L' \in \mathcal{L}_d^0 \),

\[ \min_{\lambda > 0} E_f[\lambda L] \leq \min_{\lambda > 0} E_f[\lambda L'] \iff \tilde{E}_f[L] \leq \tilde{E}_f[L'], \]
which proves point (1) of the Proposition. Then by computing the minimum of $f$ we may find
\[
(5.10) \quad r_f = \left( \frac{a_2 x_2}{a_1 x_1} \right)^{\frac{x^2}{x_2-x_1^2}} \quad \text{and} \quad \lambda_0^L (5.7) = \sqrt{r_f} \left( \frac{\zeta_L(x_2)}{\zeta_L(x_1)} \right)^{\frac{x^2}{x_2-x_1^2}}.
\]

Now in order to prove point (2) we note that due to (5.3) we have $\zeta_L(x) > 1$ for all $x > 0$ and for each $\epsilon > 0$ there exists a finite bound $C_\epsilon > 0$ such that $\zeta_L(x) \leq C_\epsilon$ for all $x > d + \epsilon$. Moreover, we have
\[
(5.11) \quad \lim_{x \to +\infty} \zeta_L(x) = \#L_2^{(1)}.
\]

From (5.11) and (5.10) we find
\[
\lim_{x_1, x_2 \to +\infty, x_1 < x_2, r_f = r_0} \lambda_0^{L_2}(x_1, x_2, a_1, a_2) = \sqrt{r_0} \lim_{x_1, x_2 \to +\infty, x_1 < x_2, r_f = r_0} \left( \frac{\zeta_L(x_2)}{\zeta_L(x_1)} \right)^{\frac{x^2}{x_2-x_1^2}} = \sqrt{r_0},
\]
which proves (5.5) and concludes the proof. \(\square\)

Next, extending point (1) of Proposition 5.1, we formulate some simple equivalent condition for $\Lambda$ to minimize $E_f[L]$ among lattices of unit density:

**Proposition 5.2.** Let $L_0 = \lambda \Lambda$ for $\Lambda \in L_d^0$. If $L \in L_d^0$ then we define functions $H_L, h_L : (d, +\infty) \to \mathbb{R}$ by
\[
H_L(x) := \frac{1}{x} \log \left( \frac{\zeta_L(x)}{\zeta_\Lambda(x)} \right), \quad h_L(x) := -\log \zeta_L(x) + \frac{x}{\zeta_\Lambda(x)} \frac{\partial_x \zeta_L(x)}{\zeta_L(x)}.
\]

The following conditions are equivalent:

1. For any $x_2 > x_1 > d$, the lattice $L_0$ is the unique minimizer of $E_f$ on $D^*$.  
2. For any $x_2 > x_1 > d$, the lattice $\Lambda$ is the unique minimizer of $\tilde{E}_f$, defined by (5.4), on $D^*_x$.  
3. For any Bravais lattice $L \in L_d^0 \setminus \{\Lambda\}$, the function $H_L$ is strictly increasing on $(d, +\infty)$.  
4. For any $x > d$, $\Lambda$ is the unique minimizer of $h_L(x)$ on $D^*_x$.  

**Proof.** The equivalence between (1) and (2) is treated in point (1) of Proposition 5.1.  
To prove the equivalence between (2) and (3), note that
\[
(5.12) \quad \tilde{E}_f[\Lambda] \leq \tilde{E}_f[L] \iff \left( \frac{\zeta_L(x_1)}{\zeta_\Lambda(x_1)} \right)^{\frac{1}{x}} \leq \left( \frac{\zeta_L(x_2)}{\zeta_\Lambda(x_2)} \right)^{\frac{1}{x}}.
\]

For proving the equivalence between (3) and (4), note that $H'(x) = \frac{1}{x^2} (h_L(x) - h_\Lambda(x))$. \(\square\)

**Remark 5.3.** We conjecture that the equivalent statements of Proposition 5.2 hold true for the triangular lattice $\Lambda = \Lambda_1 = \frac{1}{\sqrt{3}} A_2$ in dimension $d = 2$ and for $\Lambda \sim D_3, \sim D_4, \sim E_8, \sim A_{24}$ respectively in dimensions $3, 4, 8$ and $24$, where the equivalence relation is as in Definition 2.4 and indicates that $\Lambda$ has the shape of the corresponding lattices.

About the case $d = 2$, (3) of Lemma 5.2 has been proved in [4, Thm. 1.2.B.2 and Lem. 6.17] on the small interval $I = (2, 2 \psi^{-1}(\log \pi) - 2)$ where $\psi$ is the digamma function and $2\psi^{-1}(\log \pi) - 2 \approx 5.256$. Figure 3, where we have plotted $H_{22}$, shows
the monotonicity of the function and is then a numerical evidence of the optimality of the triangular lattice against the square lattice. The same conclusion follows from Figure 4 where we find that for all \( x_1 < x_2 < 2x_1 \), that we tested (in particular for all half-integer values of \( x_1, x_2 \) in the range \( 1 < x_1 < x_2 \leq 25 \)), the triangular lattice has an energy \( E_f \) lower than the square lattice. Moreover, numerically we find that the value \( \frac{\min_{A>0} E_f[\sqrt{A}\Lambda_1]}{\min_{A>0} E_f[\sqrt{A}\Lambda_2]} \) is increasing in \( x_1, x_2 \).

In dimension \( d = 3 \) we also have plotted in Figure 5 the function \( H_{Z^3} \) where \( \Lambda \in \{ D_3, D_8 \} \) are the FCC lattice and the BCC lattice of unit density. Both functions seem to be increasing, showing the optimality of the FCC lattice (resp. BCC lattice) against the cubic lattice. The same occurs if \( L \) is the BCC lattice and \( \Lambda \) is the FCC lattice as we can see in Figure 6. These numerics are consistent with [5, Conjecture 1.7] which states that optimality of \( D_3 \) holds in dimension 3 for any exponents \( x_2 > x_1 > 3 \).

**Definition 5.4.** The kissing number (also called coordination number in crystallography) of a Bravais lattice \( L \in \mathcal{L}_d \), denoted \( \tau(L) \), is defined as the number of nearest-neighbors in \( L \) of the origin, \( \tau(L) := \#L(1) \) in our notation. We also define the optimal kissing number in dimension \( d \) by \( k(d) := \max_{L \in \mathcal{L}_d} \tau(L) \).

**Remark 5.5.** It is known (see [24, Table 1.1], [51] and the references therein) that \( k(2) = \tau(A_2) = 6 \), \( k(3) = \tau(D_3) = 12 \), \( k(4) = \tau(D_4) = 24 \), \( k(8) = \tau(E_8) = 240 \), \( k(24) = \tau(A_{24}) = 196560 \), while all other cases are not known. The above lattices are known to be unique optimizers among lattices, and in 2, 8, 24 dimensions also among general packing configurations, while in dimension 3 this is not the case, see [41], and in dimension 4 it is not known, see [51].
Figure 4. Plot in the \((x_1, x_2)\)-plane of the quantity 
\[
\min_{\lambda > 0} E_f[\lambda \Lambda],
\]
for \(3 \leq x_1 < x_2 \leq 50\) and \(x_1, x_2 \in \mathbb{Z}\). Note that the smallest value is taken at \(x_1 = 3, x_2 = 4\) and equals \(\approx 1.061\), i.e. is already larger than 1, and then the value increases in both coordinate directions, so that for \(x_1 = 49, x_2 = 50\) it equals \(\approx 1.499\), very close to the asymptotic value \(3/2\).

Figure 5. Plot of function \(H_{Z^3}\) on \([4, 50]\) where \(\Lambda = D_3\) is the FCC lattice (on the left) and \(\Lambda = D_3^*\) the BCC lattice (on the right). The FCC and BCC lattices seem to have lower Lennard-Jones type energy than the cubic lattice for any values of the parameters.

Proposition 5.6 (Asymptotic minimality and kissing number). For \(L, \Lambda \in \mathcal{L}_d\) and \(f\) a Lennard-Jones type potential as in (5.1) there holds

\[
\lim_{x_1 \to +\infty} \lim_{x_2 \to +\infty} \frac{\min_{\lambda > 0} E_f[\lambda \Lambda]}{\min_{\lambda > 0} E_f[\lambda L]} = \frac{\tau(\Lambda)}{\tau(L)}.
\]
Figure 6. Plot of function $H_{D_3^*}$ on $[4, 50]$ where $\Lambda = D_3$ is the FCC lattice. The FCC lattice seems to have lower Lennard-Jones type energy than the BCC lattice for any values of the parameters.

As the above minimum values are negative, if $\tau(\Lambda)$ uniquely realizes the optimal kissing number $k(d)$ amongst lattices, then there exists $x_0 = x_0(d)$ such that for any $x_2 > x_1 > x_0$, the unique minimizer of $E_f$ in $D_{\Lambda}$ has shape $[\Lambda]$. In particular, this holds for the cases $(d, \Lambda) \in \{(2, A_2), (3, D_3), (4, D_4), (8, E_8), (24, \Lambda_{24})\}$.

Proof. Due to (5.8) we have, for any Bravais lattices $L, \Lambda \in \mathcal{L}_d^1$,

\begin{align}
\min_{\lambda > 0} E_f[\lambda L] &= \frac{\zeta_L(x_2) x_2^{-x_1}}{\tau(L) + \sum_{p \in L(>1)} |p|^{-x_2}} \frac{\zeta(x_1) x_1^{-x_2}}{\tau(\Lambda) + \sum_{p \in \Lambda(>1)} |p|^{-x_1}}.
\end{align}

(5.14)

We have, for any $L \in \mathcal{L}_d^1$,

\begin{align}
\lim_{x_2 \to +\infty} \zeta_L(x_2) x_2^{-x_1} &= \lim_{x_2 \to +\infty} \tau(L) + \sum_{p \in L(>1)} |p|^{-x_2} \frac{x_1^{x_1}}{x_2^{x_2-x_1}}
\end{align}

(5.15)

\begin{align}
\tau(L) x_2^{-x_1} \left(1 + \tau(L)^{-1} \sum_{p \in L(>1)} |p|^{-x_2} \right) &= 1.
\end{align}

(5.16)

It follows that, using the fact that we have the normalization $L, \Lambda \in \mathcal{L}_d^1$,

\begin{align}
\lim_{x_1 \to +\infty} \lim_{x_2 \to +\infty} \min_{\lambda > 0} E_f[\lambda L] &= \lim_{x_1 \to +\infty} \frac{\zeta_L(x_2)}{\zeta(x_1)} \\
&= \lim_{x_1 \to +\infty} \frac{\tau(\Lambda) + \sum_{p \in \Lambda(>1)} |p|^{-x_1}}{\tau(L) + \sum_{p \in L(>1)} |p|^{-x_2}} = \frac{\tau(\Lambda)}{\tau(L)}.
\end{align}

The final statement in the proposition holds by noting that $\min_{\lambda > 0} E_f[\lambda L] < 0$ as follows by taking $\lambda$ large enough, and by then using Remark 5.5. \qed
Remark 5.7. The optimality of the FCC lattice for large exponent proved above is consistent with [5, Conjecture 1.7] which in the absolutely summable case states that optimality of the FCC lattice should hold in dimension 3 for any exponents $x_2 > x_1 > 3$.

Remark 5.8 (Testing the Theil crystallization criterion on Lennard-Jones-type potentials). We note that in [68, Th. 1.1] there were given conditions for a potential $V$ with one well, and needed to produce crystallization to a triangular lattice. Although these conditions are robust enough to accomodate a potential which is of power-law type near $r = 0$ and near $r = +\infty$, these conditions on the other hand are not weak enough to include the case of Lennard-Jones type potentials of the form considered here. Indeed, if we normalize our potentials as indicated in [68], so that $f(1) = -1$ is the minimum of $f$, namely we look at

$$f_{x_1,x_2}(r) := \frac{x_1}{x_2 - x_1} \frac{1}{r^{x_2}} - \frac{x_2}{x_2 - x_1} \frac{1}{r^{x_1}},$$

then we find numerically the conditions $f''_{x_1,x_2}(1 + \alpha) \geq 1$ and $f_{x_1,x_2}(1 + \alpha) \geq -\alpha$, required as sufficient conditions in [68, (3), (4)] for suitable $\alpha \in (0,\alpha_0)$ (where the upper bound $\alpha_0 < 1/3$ is implicitly found during the proof of [68, Thm. 1.1], and needs in fact to be fixed as a positive number much smaller than 1/3). What we found is that the above conditions on $f_{x_1,x_2}$ are never simultaneously achieved for any choice of $\alpha < 1/3$ for powers $2 < x_1 < x_2$.

6. Some counterexamples

6.1. The triangular lattice can be minimizer at all scales for non-completely monotone $f$. In the following example, we have numerically checked that there exist functions which are not completely monotone and such that the triangular lattice is the minimizer of $E_f$ at all scales.

For any $\varepsilon > 0$, define $f_\varepsilon : (0, +\infty) \to \mathbb{R}$ by

$$f_\varepsilon(r) := \frac{6}{r^4} - \frac{2(2 + \varepsilon)}{r^3} + \frac{1 + \varepsilon}{r^2}.$$  

The inverse Laplace transform of $f_\varepsilon$ is $\mathcal{L}^{-1}[f_\varepsilon](x) = x(x - 1)(x - 1 - \varepsilon)$, and in particular $\mathcal{L}^{-1}[f_\varepsilon](x) \leq 0$ on $[1,1+\varepsilon]$. In Figure 7 and Figure 8, we have respectively plotted $\mathcal{L}^{-1}[f_\varepsilon]$ and $f_\varepsilon$ for different values of $\varepsilon$.

We now justify the following claim, based on numerical evidence:

Claim 6.1. There exists $\varepsilon_0 \approx 1.148 > 0$ such that for any $0 \leq \varepsilon < \varepsilon_0$ and any $\lambda > 0$, $\Lambda_1$ is the unique minimizer of $L \mapsto E_{f_\varepsilon}[\lambda L]$ on $D_{\mathcal{L}_2^n}$.

We have, using the scaling property of the Epstein zeta function, for any Bravais lattice $L \in D_{\mathcal{L}_2^n}$

$$E_{f_\varepsilon}[\lambda L] - E_{f_\varepsilon}[\lambda \Lambda_1] = \frac{P_{\varepsilon,L}(\lambda^2)}{\lambda^8}$$

where, using the notation $d_s(L) := \zeta_L(s) - \zeta_{\Lambda_1}(s)$, we have

$$P_{\varepsilon,L}(X) := (1 + \varepsilon)d_4(L)X^2 - 2(2 + \varepsilon)d_6(L)X + 6d_8(L).$$

The discriminant of polynomial $P_{\varepsilon,L}$ is
Figure 7. Plot of function $\mathcal{L}^{-1}[f_\varepsilon]$ for $\varepsilon \in \{0, 0.5, 1, 1.148\}$

Figure 8. Plot of function $f_\varepsilon$ for $\varepsilon \in \{0, 0.5, 1, 1.148\}$

(6.3) \[ \Delta(\varepsilon, L) = 4(2 + \varepsilon)^2 d_6(L)^2 - 24(1 + \varepsilon) d_4(L) d_8(L). \]

Note that, for all any $s > 2$, $d_s(L) \geq 0$ with equality only for $L = \Lambda_1$ on $D_{\mathcal{X}_\mathbb{Z}^s}$. Furthermore, we have that $\Delta(\varepsilon, L) < 0$ for $\varepsilon \geq 0$ and $L \neq \Lambda_1$ (on $D_{\mathcal{X}_\mathbb{Z}^s}$) if and only if

(6.4) \[ h(\varepsilon) := \frac{(2 + \varepsilon)^2}{6(1 + \varepsilon)} < \frac{d_4(L) d_8(L)}{d_6(L)^2} =: c(L). \]
Note that $h$ is an increasing function on $[0, +\infty)$ and $h(0) = 2/3$. Furthermore, we can prove that $\lim_{L \to \Lambda_1} c(L) = c \in \mathbb{R}$. Thus, if we find $\varepsilon_0$ such that
\begin{equation}
(6.5) \quad h(\varepsilon_0) < \inf_{L, |L| = 1} c(L),
\end{equation}
then $\Delta(\varepsilon, L) < 0$ for any $0 \leq \varepsilon \leq \varepsilon_0$ and any $L \in D_{\mathcal{V}^2}$. As in [25, Sect. 3], we recall that for $L \in \mathcal{L}_2^\circ$, we can write
\begin{equation}
(6.6) \quad \zeta_L(s) = \sum_{p \in L \setminus \{0\}} \frac{1}{|p|^s} = \sum_{x \in \mathbb{Z} \setminus \{0\}} \frac{1}{(x^t Ax)^s/2},
\end{equation}
for suitable $A \in \mathcal{P}_2^\circ$. We can view $\mathcal{P}_2^\circ$ as a differential submanifold of the vector space of $2 \times 2$ symmetric matrices with real entries $\mathcal{S}_2(\mathbb{R})$. The tangent space $\mathcal{P}_2^\circ$ at any point $A \in \mathcal{S}_2(\mathbb{R})$ then identifies with the set $\{ H \in \mathcal{S}_2(\mathbb{R}) : Tr(A^{-1}H) = 0 \}$. Moreover, the exponential map $H \mapsto e_A(H) := A \exp(A^{-1}H)$ induces a local diffeomorphism from the tangent space to $\mathcal{P}_2^\circ$. Noting that for $\Lambda_1$ all layers hold a 4-design (see [70, Def. 6.3, Thm. 6.12]), we therefore obtain, by [25, Eq. (3.5), with dimension $n = 2$ and exponent $s/2$ in our case], that for $A$ corresponding to the lattice $\Lambda_1$ and for $L$ another lattice corresponding to the quadratic form with matrix $e_A(H)$ there holds
\begin{equation}
(6.7) \quad \lim_{L \to \Lambda_1} \zeta_L(s) - \zeta_{\Lambda_1}(s) = \frac{s(s - 2)}{32} Tr(A^{-1}H)^2 \zeta_{\Lambda_1}(s) + o(||H||^2).
\end{equation}
Thus we have
\begin{equation}
(6.8) \quad c(L) = \frac{(8 Tr(A^{-1}H)^2 \zeta_{\Lambda_1}(4) + o(||H||^2)) (48 Tr(A^{-1}H)^2 \zeta_{\Lambda_1}(8) + o(||H||^2))}{(24 Tr(A^{-1}H)^2 \zeta_{\Lambda_1}(6) + o(||H||^2))^2}.
\end{equation}
And we then get, taking $H \to 0$, $H \in \mathcal{S}_2(\mathbb{R}) \setminus \{0\}$,
\begin{equation}
(6.9) \quad \lim_{L \to \Lambda_1} c(L) = \frac{2}{3} \frac{\zeta_{\Lambda_1}(4) \zeta_{\Lambda_1}(8)}{\zeta_{\Lambda_1}(6)^2} \approx 0.7719234 > \frac{2}{3}.
\end{equation}
Numerically, we find that
\begin{equation}
(6.10) \quad \inf_{L, |L| = 1} c(L) > 0.769.
\end{equation}
To obtain the above, we have proceeded as follows. We parametrized $L \in D_{\mathcal{V}^2}$ as $L(x, y)$ with $(x, y)$ a point of the half elliptic fundamental domain
\[ \tilde{D} = \{(x, y) \in \mathbb{R}^2 : 0 \leq x \leq 1/2, x^2 + y^2 \geq 1\}, \]
and denote by slight abuse of notation $c(L(x, y)) = c(x, y)$. We have first computed the limit of $c(x, y)$ for fixed $x \in [0, 1/2]$ as $y \to +\infty$. Using the fact that $\zeta_L(s) = 2y^2 \zeta(s) + h(s, y)$ where $h(s, y) = o(y^2)$ (see [40, Thm 1]) and the well-known exact values of $\zeta(2k)$ for $k \in \{2, 3, 4\}$ of the Riemann zeta function $\zeta(s) = \sum_{m > 0} m^{-s}$, which are
\[ \zeta(4) = \frac{\pi^4}{90}, \quad \zeta(6) = \frac{\pi^6}{945}, \quad \zeta(8) = \frac{\pi^8}{9450}, \]
we obtain, for any fixed $x \in [0, 1/2]$,
\begin{equation}
(6.11) \quad \lim_{y \to +\infty} c(x, y) = \lim_{y \to +\infty} \frac{\zeta_L(4) \zeta_L(8)}{\zeta_L(6)^2} = \frac{\zeta(4) \zeta(8)}{\zeta(6)^2} = \frac{21}{20} = 1.05.
\end{equation}
It is therefore possible to reduce the research of the minimizer of $c$ to a compact subset of $\tilde{D}$. A numerical study of $c$ shows that, for $y > 3$, $c(x, y) > 0.9$. Therefore, we have computed the values of $c(x, y)$ for $(x, y)$ on a grid and on the set
\{(x, y) \in \tilde{D} : x^2 + y^2 = 1\}$, i.e. among rhombic lattices. The results can be seen in Figure 9.

We finally get, from an enough refined mesh of the values $(x, y) \in \tilde{D}$ such that $y \leq 3$, that $\min_{(x, y) \in \tilde{D}} c(x, y) > 0.769$ and this minimum is approximatively equal to 0.7699393, achieved very close to the point $(x, y) = (0.2607474, 0.9654071)$.

Hence, solving $h(\varepsilon) \leq 0.769$, we get $\varepsilon_0 \approx 1.1485753 < 1.148$. Therefore, we have numerically checked that, for any $0 \leq \varepsilon \leq 1.148$ and any Bravais lattice $L \in Z_2^\circ$, $\Delta(\varepsilon, L) < 0$, i.e., for any $\lambda > 0$ and any $\varepsilon, L$ as above,

\begin{equation}
E_f(\varepsilon) - E_f(\lambda L) \geq 0,
\end{equation}

with equality if and only if $L = \Lambda_1$.

**Remark 6.2.** We have checked that, for $\varepsilon = \varepsilon_0 \approx 1.148$, $f_\varepsilon$ satisfies

\[ \forall r > 0, \forall k \leq 4, \quad (-1)^k f^{(k)}_\varepsilon(r) \geq 0, \]

and $f_\varepsilon^{(5)}$ is not non-positive on $(0, +\infty)$.

### 6.2. Potentials with one (strict) well such that the global minimum is not triangular.

In this section we provide an abstract result (in Proposition 6.4) in which the existence of a whole class of such potentials (in particular, as is easy to verify by Remark 6.5, we can construct such potentials with arbitrary smoothness).

We present first an explicit example of a Lipschitz potential for which the square lattice is favored over the triangular one.

The ease to create examples, even under the constraint of having precisely one well, and even at a high level of smoothness, suggests that even beyond the case of the square lattice, the possibilities to construct potentials that favor a given lattice over the triangular one seem to be relatively vast. At the end of this section, we present a remark on how to do this for more general lattices (see Remark 6.7).

Inspired by a counter-example by Ventevogel [71, Sec. 5], we define the following potential, which gives another more explicit example:

\[ g(r) := \begin{cases} 
30000 & \text{if } 0 < r < 4/9 \\
2 - 3r & \text{if } 4/9 \leq r \leq 1 \\
-r^{-4} & \text{if } r > 1,
\end{cases} \]
This function is clearly strictly decreasing on \((0, 1)\) and strictly increasing on \((1, +\infty)\). Defining \(f\) by \(f(r^2) = g(r)\), we have numerically computed the following quantities:

\[
\min_{\lambda > 0} E_f[\lambda Z^2] \approx -8.5915114, \quad \min_{\lambda > 0} E_f[\lambda A_2] \approx -7.7107743.
\]

We therefore can see that \(\min_{\lambda > 0} E_f[\lambda Z^2] < \min_{\lambda > 0} E_f[\lambda A_2]\), and that (numerically) shows that a global minimizer of \(E_f\) cannot be a triangular lattice \(\lambda A_2\).

We then can construct the following continuous potential \(g\), equal to the above one for \(r \geq 4/9\) and with strong repulsion near the origin, which satisfies the same property of non-minimality for triangular lattices. The proof of this proposition is given in Appendix A.

**Proposition 6.3.** Let \(g\) be the continuous potential defined by

\[
g(r) := \begin{cases} 
\left(\frac{3}{2}\right)^p r^p & \text{if } 0 < r < 4/9 \\
2 - 3r & \text{if } 4/9 \leq r \leq 1 \\
- r^{-4} & \text{if } r > 1, 
\end{cases}
\]

Then there exists \(p_0\) such that for any \(p > p_0\) we have for \(f(r^2) = g(r)\),

\[
\min_{\lambda > 0} E_f[\lambda Z^2] < \min_{\lambda > 0} E_f[\lambda A_2].
\]

Furthermore, we finally prove the existence of a non-countable family of \(C^1\)-functions \(f(r^2) = g(r)\) for which the global minimizer of \(E_f\) cannot be triangular.

**Proposition 6.4.** For any choice of parameters \(0 < \alpha_0 < \alpha_1 < 1 < \sqrt{3} \alpha_0\), there exist \(C_0, C_1 > 0\) such that if a \(C^1\)-function \(g : [0, +\infty) \to \mathbb{R} \cup \{+\infty\}\) is such that \(g(|x|), g'(|x|)\) are integrable on \(\mathbb{R}^2 \setminus B_r\), for \(0 < \epsilon \leq \min\{\alpha_1/2, \sqrt{3} \alpha_0/2\}\), and satisfies the conditions

\[
\begin{align*}
(6.11a) \quad & g(r) \geq 0 \quad \text{for } r \in (0, \alpha_1], \quad \text{and } g(r) \leq 0 \quad \text{for } r \in [1, +\infty), \\
(6.11b) \quad & g'(r) \geq 0 \quad \text{for } r \in (\sqrt{3} \alpha_0, +\infty), \\
(6.11c) \quad & \min_{r > 0} g(r) = g(1) = -1, \\
(6.11d) \quad & \forall r \in (0, \alpha_0], \quad g(r) \geq -\frac{C_0}{r^2} \int_{\alpha_1}^{+\infty} g(\rho) \rho \, d\rho + \frac{C_0}{r} \int_{\alpha_1/2}^{+\infty} |g'(\rho)| \rho \, d\rho, \\
(6.11e) \quad & \min_{\alpha_0 \leq r \leq 1} \left(g(r) + g\left(\sqrt{2}r\right)\right) \leq -\frac{3}{2} + \frac{1}{4} E_f \left[\alpha_0 A_2^{(\geq 2)}\right],
\end{align*}
\]

then, for \(f(r^2) = g(r)\), and \(\lambda_0 \mathbb{Z}^2, \lambda_0 A_2 \in [\alpha_0, 1]\), we have

\[
\min_{\lambda > 0} E_f[\lambda Z^2] = E_f \left[\lambda_0 \mathbb{Z}^2\right] < E_f \left[\lambda_0 A_2\right] = \min_{\lambda > 0} E_f[\lambda A_2].
\]

**Remark 6.5** (discussion of the conditions (6.11)). The sign conditions (6.11a) and (6.11b) could possibly be relaxed, at the cost of complicating the proof, and in the present form they are already true for a large class of one-well potentials, while (6.11c) is just a normalization condition.

Condition (6.11e) seems to be the most restrictive one, but we can construct a \(g\) that satisfies it by the following rough procedure. First, we ensure that there exists
\( \alpha \in (\alpha_0, 1] \) such that \( g(\alpha) + g(\sqrt{2}\alpha) \leq -3/2 - \epsilon \). Then, we make \( |g(r)| \) very small compared to \( \epsilon \) in the range \( r > \sqrt{3}\alpha_0 \).

If \( g(|x|), g'(|x|) \) are integrable on \( \mathbb{R}^2 \) away from the origin, then condition (6.11d) is true if \( g(r) \geq \tilde{C}/r^2 \) in a neighborhood of the origin. The role of this condition is to form an “effective hard core” for our interactions: as we will see in the proof of the proposition, it implies that the optimal value from (6.10) is larger than \( \alpha_0 \).

Then \( \alpha_1 \) can be defined to be the only value where \( g(\alpha_1) = 0 \), therefore does not represent a constraint on the possible choices of \( g \), and we merely introduced the notation for it in the statement for the sake of explicitly representing the behavior of \( g \).

**Proof of Proposition 6.4:** Note that both lattices \( \Lambda = \mathbb{Z}^2, A_2 \) have as first shell a set of points (4 points for \( \Lambda = \mathbb{Z}^2 \) and 6 points for \( \Lambda = A_2 \)) at distance 1 from the origin. The proof consists in comparing the contributions from this first shell to \( E_f|\lambda\Lambda| \) to the contributions from all the remaining shells. While \( \mathbb{Z}^2 \) has fewer points in the first shell, the second shell of \( \mathbb{Z}^2 \) is closer to the origin, at distance \( \sqrt{2} \) from the origin for \( \Lambda = \mathbb{Z}^2 \) and it is farther from the origin, at distance \( \sqrt{3} \) from the origin, for \( \Lambda = A_2 \).

The principle of the proof is the following: the above properties of \( g \) are such that the effect of the disparity of the contributions from the second shell (which is advantageous for \( \mathbb{Z}^2 \)) “wins” over the effect of the disparity of the first shell (which itself would be more advantageous to \( A_2 \)). We first show that \( \lambda\mathbb{Z}^2, \lambda A_2 \in [\alpha_0, 1] \), in steps 1 and 2, after which in step 3 we use the above specific discussion on shells to conclude.

**Step 1.** We show that for \( \Lambda \in \{\mathbb{Z}^2, A_2\} \) and \( \lambda \in [0, \alpha_0] \) there holds \( E_f|\lambda\Lambda| \geq 0 \). This will follow by (6.11a) and from the bound

\[
(6.12) \quad E_f|\lambda\Lambda \cap B_{\alpha_0}| \geq -E_f|\lambda\Lambda \setminus B_{\alpha_1}|,
\]

which we are proving now.

We use a rough quadrature estimate in order to bound the left hand side of (6.12) as follows. By Poincaré inequality (which holds for bounded convex domains such as \( \mathcal{V}_{\lambda\Lambda} \))

\[
\frac{1}{|\mathcal{V}_{\lambda\Lambda}|} \int_{\mathcal{V}_{\lambda\Lambda}(p)} |g(|p|) - g(|x|)| \, dx \leq C \frac{\text{diam} \mathcal{V}_{\lambda\Lambda}}{|\mathcal{V}_{\lambda\Lambda}|} \int_{\mathcal{V}_{\lambda\Lambda}(p)} |g'(|x|)| \, dx,
\]

where for the Voronoi cells of \( \lambda\Lambda \) we use the notation \( \mathcal{V}_{\lambda\Lambda}(p) = \{ x \in \mathbb{R}^2 : |x-p| \leq \text{dist}(x, \lambda\Lambda) \} \) and \( \mathcal{V}_{\lambda\Lambda} = \mathcal{V}_{\lambda\Lambda}(0) \). By summing formula (6.13) over \( p \in \lambda\Lambda \setminus B_{\alpha_1} \), we find the bound

\[
(6.14) \quad \left| \frac{1}{|\mathcal{V}_{\lambda\Lambda}|} \int_{\bigcup_{p \in \lambda\Lambda \setminus B_{\alpha_1}} \mathcal{V}_{\lambda\Lambda}(p)} g(|x|) \, dx - \sum_{p \in \lambda\Lambda \setminus B_{\alpha_1}} g(|p|) \right| \leq C \frac{\text{diam} \mathcal{V}_{\lambda\Lambda}}{|\mathcal{V}_{\lambda\Lambda}|} \int_{\mathbb{R}^2 \setminus B_{\alpha_1/2}} |g'(r)| r \, dr,
\]

where in the last integral we used the fact that for \( \lambda < \alpha_1 \), Voronoi cells of \( \lambda\Lambda \) corresponding to points outside \( B_{\alpha_1} \) do not intersect \( B_{\alpha_1/2} \). The bound (6.14)
gives the following control on the right-hand side of (6.12), in which the constants $C_\Lambda > 0$ only depend on the dimension and on the shape of $V_\lambda$:

\begin{equation}
(6.15) \quad -E_f[\lambda \Lambda \setminus B_{\alpha_1}] \leq -\frac{C_\Lambda}{\lambda^2} \int_{\alpha_1}^{+\infty} g(r)rdr + \frac{C_\Lambda}{\lambda} \int_{\alpha_1/2}^{+\infty} |g'(r)|rdr.
\end{equation}

Now in order to pass from (6.15) to (6.12) it suffices to note that for $\lambda < \alpha_0$ and $\Lambda \in \{\mathbb{Z}^2, A_2\}$ the first shell of $\Lambda$ is at distance $\lambda < \alpha_0$ from the origin. Thus we may use the version of the bound (6.11d), together with (6.15): we obtain that (6.12) is true, provided that the constant $C_0 > C_\Lambda / |\Lambda^{(1)}|$, where $\Lambda^{(1)} \subset \Lambda$ is the first shell in $\Lambda$ and $C_\Lambda$ is the constant from (6.15).

Now due to (6.12) we have that $E_f[\lambda \Lambda] \geq 0$ whenever $\lambda < \alpha_0$, whereas due to (6.11a) we have that $\min_{\lambda > 0} E_f[\lambda \Lambda] \leq E_f[\Lambda] < 0$. This shows that the value $\lambda^\Lambda_0$ at which $\min_{\lambda > 0} E_f[\lambda \Lambda]$ is achieved, does not lie in the interval $]0, \alpha_0[$. 

**Step 2.** Now we use condition (6.11b) on $g'$, which implies that for $\lambda \in [1, +\infty)$, the sum over the shells different than the first is increasing in $\lambda$, whereas (6.11c) shows that the sum over first shell is minimized at $\lambda = 1$, showing that the case $\lambda^\Lambda_0 > 1$ is also not possible. This shows that the minimum of $\lambda \mapsto E_f[\lambda \Lambda]$ occurs at $\lambda^\Lambda_0 \in [\alpha_0, 1]$ for our lattices $\Lambda \in \{\mathbb{Z}^2, A_2\}$.

**Step 3.** Now that we know that the minimum of $\lambda \mapsto E_f[\lambda \Lambda]$ is achieved for $\lambda^\Lambda_0$ belonging to the interval $[\alpha_0, 1]$ for both choices $\Lambda \in \{\mathbb{Z}^2, A_2\}$, we need only to check the validity of the inequality

\begin{equation}
(6.16) \quad E_f\left[\lambda^A_2 A_2\right] > E_f\left[\lambda^Z_0 Z^2\right].
\end{equation}

For simplicity of notation, we simply denote $\lambda_1 = \lambda^A_0, \lambda_2 := \lambda^Z_0$ for the rest of the proof.

We note that due to the constraints $\lambda_1, \lambda_2 \in [\alpha_0, 1]$ we have that

- $(\lambda_1 A_2)^{(\geq 2)} \subset \mathbb{R}^2 \setminus B\sqrt{3}\alpha_0$,
- $(\lambda_2 Z^2)^{(\geq 3)} \subset \mathbb{R}^2 \setminus B_{2\alpha_0}$.

This has the following two consequences: Firstly, due to the fact that $1 < \sqrt{3}\alpha_0 < 2\alpha_0$ and the second sign condition in (6.11a), we have

\begin{equation}
(6.17) \quad E_f\left[(\lambda_1 A_2)^{(\geq 2)}\right] < 0, \quad E_f\left[(\lambda_2 Z^2)^{(\geq 3)}\right] < 0.
\end{equation}

Secondly, due to the condition (6.11b), we have that $E_f\left[(\lambda A_2)^{(\geq 2)}\right]$ is increasing in $\lambda$ for $\lambda > \sqrt{3}\alpha_0$, therefore in particular

\begin{equation}
(6.18) \quad \min_{\lambda \in [\alpha_0, 1]} E_f\left[(\lambda A_2)^{(\geq 2)}\right] = E_f\left[(\alpha_0 A_2)^{(\geq 2)}\right].
\end{equation}
Thus, e can use (6.11c), (6.11e), (6.17) and (6.18) to prove the following inequalities:

\[
\sum_{p \in (\Lambda_1 \Lambda_2)^{(1)}} g(|p|) - \sum_{p \in (\Lambda_2 \mathbb{Z}^2)^{(1,2)}} g(|p|) = 6g(\lambda_1) - 4g(\lambda_2) - 4g(\sqrt{2}\lambda_2) \geq -4g(\lambda_2) - 4g(\sqrt{2}\lambda_2) - 6
\]

(6.11c) (6.11e) (6.17) (6.18)

\[
\begin{aligned}
&\geq -E_f \left[ (\alpha_0 A_2)^{(2)} \right] \\
&\geq -E_f \left[ (\lambda_1 A_2)^{(2)} \right] + E_f \left[ (\lambda_2 \mathbb{Z}^2)^{(2,3)} \right],
\end{aligned}
\]

(6.19)

Now the last line in (6.19) by reordering terms gives (6.16), and completes the proof of (6.10).

\[\Box\]

Remark 6.6. In [68, Fig. 1], Theil numerically noticed that \(\min_{\lambda > 0} E_f[\lambda \mathbb{Z}^2] < \min_{\lambda > 0} E_f[\lambda A_2]\) for \(g(r) = \frac{1}{r^2} + \tanh(4r - \frac{13}{2}) - 1\), \(f(r^2) = g(r)\), based on a similar principle as in our above theorem. This potential is not a one-well potential, as it is decreasing at infinity. Potentials with several wells, and possibly with the property of being decreasing at infinity (property which could be interpreted as having “a well at infinity”), are not discussed in the present paper.

Remark 6.7 (A general principle). Note that the proof of Proposition 6.4 is relatively robust, and allows to introduce also perturbations of the square lattice, and to favor them over the triangular lattice. In a setting of arbitrary dimension and for arbitrary lattices, we formulate the following principle: If for two lattices \(\Lambda_1, \Lambda_2\) there holds

\[|\Lambda_1| = |\Lambda_2| \quad \text{and} \quad \exists \; r > 0, \; \#(\Lambda_1 \cap B(0, r)) > \#(\Lambda_2 \cap B(0, r)),\]

then it is possible to construct a potential \(f\) with one single well, such that (6.10) holds with the lattices \(A_2, \mathbb{Z}^2\) replaced by \(\Lambda_1, \Lambda_2\), respectively. This can be done, amongst other methods, by imitating the proof of Proposition 6.4.
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Appendix A. Proof of Proposition 6.3

Proof of Proposition 6.3: In the following, we will write \(c = \left(\frac{2}{7}\right)\left(\frac{4}{7}\right)^p\) and \(I_\lambda = \left[\frac{\lambda}{\lambda}, \frac{1}{4}\right]\). Let \(L \in \mathcal{Z}_d\) be a Bravais lattice, then we have, for any \(\lambda > 0\),

\[E_f[\lambda L] = \frac{c}{\lambda^p} \sum_{x \in L \cap (0, \frac{1}{4})} \frac{1}{|x|^p} + \sum_{x \in L \cap I_\lambda} (2 - 3\lambda|x|) - \frac{1}{\lambda^4} \sum_{x \in L \cap I_\lambda} \frac{1}{|x|^4} := S_1 + S_2 + S_3.\]
Step 1. We remark that, for any \( L \) with minimal distance 1 (like \( \mathbb{Z}^2 \) and \( A_2 \)), therefore if \( \lambda > 1 \), then \( S_1 = S_2 = 0 \) and we get \( E_f[\lambda L] = S_3 = -\lambda^{-4} \zeta_4(4) \). Since \( \lambda \mapsto \lambda^{-4} \) is decreasing, it follows that \( E_f[\lambda L] \) is increasing in \( \lambda \) for \( \lambda \in (1, +\infty) \).

Step 2. We now treat the case \( L = \mathbb{Z}^2 \), for \( \lambda \in [4/9, 1] \), a range in which \( S_1 = 0 \) but \( S_2, S_3 \neq 0 \). Note that the distances to the origin for the square lattice are 1 (achieved 4 times), \( \sqrt{2} \) (achieved 4 times), 2 (achieved 4 times) and \( \sqrt{3} \) (achieved 8 times). We base our case subdivision on these values.

1. **Values** \( 4/9 \leq \lambda \leq 1/\sqrt{5} \) for \( L = \mathbb{Z}^2 \). Then

\[
E_f[\lambda \mathbb{Z}^2] = 40 - 3(12 + 4\sqrt{2} + 8\sqrt{5})\lambda - \frac{(\zeta_2(4) - 5 - 1/4 - 8/25)}{\lambda^4}.
\]

Therefore, \( \frac{d}{d\lambda} E_f[\lambda \mathbb{Z}^2] \geq 0 \) if and only if \( \lambda \leq \left( \frac{4\zeta_2(4) - 5 - 1/4 - 8/25}{3(12 + 4\sqrt{2} + 8\sqrt{5})} \right)^{1/5} =: \lambda_1 \approx 0.4433 \). Thus, \( \lambda \mapsto E_f[\lambda \mathbb{Z}^2] \) is decreasing on \([4/9, 1/\sqrt{5}]\).

2. **Values** \( 1/\sqrt{5} < \lambda \leq 1/2 \) for \( L = \mathbb{Z}^2 \). In this case

\[
E_f[\lambda \mathbb{Z}^2] = 24 - 3(12 + 4\sqrt{2})\lambda - \frac{(\zeta_2(4) - 5 - 1/4)}{\lambda^4}.
\]

The \( \frac{d}{d\lambda} \)-derivative of (A.3) is positive for \( \lambda < \left( \frac{4\zeta_2(4) - 5 - 1/4}{3(12 + 4\sqrt{2})} \right)^{1/5} \approx 0.56 \) and thus \( \lambda \mapsto E_f[\lambda \mathbb{Z}^2] \) is increasing for \( \lambda \in (1/\sqrt{5}, 1/2] \).

3. **Values** \( 1/2 < \lambda \leq 1/\sqrt{2} \) for \( L = \mathbb{Z}^2 \). In this case

\[
E_f[\lambda \mathbb{Z}^2] = 16 - 3(4 + 4\sqrt{2})\lambda - \frac{(\zeta_2(4) - 5)}{\lambda^4}.
\]

Now for the critical value \( \left( \frac{4\zeta_2(4) - 5}{3(4 + 4\sqrt{2})} \right)^{1/5} =: \lambda_2 \approx 0.6765 \) we find that \( \lambda \mapsto E_f[\lambda \mathbb{Z}^2] \) is increasing on \([1/2, \lambda_2]\) and decreasing on \([\lambda_2, 1/\sqrt{2}]\).

4. **Values** \( 1/\sqrt{2} < \lambda \leq 1 \) for \( L = \mathbb{Z}^2 \). In this case

\[
E_f[\lambda \mathbb{Z}^2] = 8 - 12\lambda - \frac{(\zeta_2(4) - 4)}{\lambda^4}.
\]

Therefore, defining \( \left( \frac{4\zeta_2(4) - 4}{12} \right)^{1/5} =: \lambda_3 \approx 0.9245 \) the map \( \lambda \mapsto E_f[\lambda \mathbb{Z}^2] \) is increasing on \([1/\sqrt{2}, \lambda_3]\) and decreasing on \([\lambda_3, 1]\).

Now, comparing the values of \( E_f[\lambda L] \) for \( L = \mathbb{Z}^2 \) for \( \lambda \in \{1/\sqrt{5}, 1/\sqrt{2}, 1\} \), we find that, based on the above discussion and on Step 1,

\[
\min_{\lambda \geq 4/9} E_f[\lambda \mathbb{Z}^2] = E_f\left[ \frac{1}{\sqrt{5}} \mathbb{Z}^2 \right] \approx -19.108745
\]

Step 3. By performing a similar discussion as in Steps 1 and 2, based on the distances to the origin for points in \( L = A_2 \) lower than 9/4, that are 1, \( \sqrt{3} \) and 2 (all achieved 6 times), we obtain

\[
\min_{\lambda \geq 4/9} E_f[\lambda A_2] = E_f\left[ \frac{4}{9} A_2 \right] \approx -19.013358.
\]

Step 4. We now assume that \( \lambda < \frac{4}{9} \) and we compute a lower bound for the energy (A.1). We bound \( S_3 \) by the first term in the sum and \( S_3 \) by the sum over the
whole lattice without the constraint $|x| > \frac{1}{\lambda}$, and we obtain

\begin{equation}
S_1 > \frac{4 \left( \frac{2}{3} \right)^p}{\lambda^p}, \quad S_3 > - \frac{\zeta_2(4)}{\lambda^4}.
\end{equation}

For $S_2$, we use the fact that $\# \{x \in \mathbb{Z}^2; |x| \leq r \} = \pi r^2 + R(r)$ where $|R(r)| \leq 2\sqrt{2\pi r}$. We therefore get

\begin{equation}
S_2 = \sum_{x \in \mathbb{Z}^2} (2 - 3\lambda|x|) > \left( 2 - \frac{4}{3\lambda} \right) \# \{x \in \mathbb{Z}^2; |x| \in I_\lambda \}
\end{equation}

\begin{equation}
> \left( 2 - \frac{4}{3\lambda} \right) \left( \frac{\pi}{\lambda^2} - \frac{16\pi}{81\lambda^2} + \frac{2\sqrt{2\pi}}{\lambda} + \frac{8\sqrt{2\pi}}{9\lambda} \right)
\end{equation}

\begin{equation}
= - \frac{260\pi}{243\lambda^3} - \left( \frac{104\sqrt{2\pi}}{27\lambda^2} - \frac{130\pi}{81\lambda^2} \right) + \frac{52\sqrt{2\pi}}{9\lambda}.
\end{equation}

Thus, we have obtained

\begin{equation}
E_f[\lambda \mathbb{Z}^2] > \frac{4 \left( \frac{2}{3} \right)^p}{\lambda^p} - \frac{\zeta_2(4)}{\lambda^4} - \frac{260\pi}{243\lambda^3} - \left( \frac{104\sqrt{2\pi}}{27\lambda^2} - \frac{130\pi}{81\lambda^2} \right) + \frac{52\sqrt{2\pi}}{9\lambda}.
\end{equation}

We now want to determine a value $\lambda < 4/9$ such that $E_f[\lambda \mathbb{Z}^2] > E_f[\frac{4}{9\sqrt{5}} \mathbb{Z}^2]$. A sufficient condition is, setting $X = \lambda^{-1}$, to know all the $X > \frac{9}{4}$ satisfy

\begin{equation}
4 \left( \frac{2}{3} \right)^p X^p + \frac{52\sqrt{2\pi}}{9} X \\
\geq \zeta_2(4) X^4 + \frac{260\pi}{243} X^3 + \left( \frac{104\sqrt{2\pi}}{27} - \frac{130\pi}{81} \right) X^2 + E \left[ \frac{1}{\sqrt{5}} \mathbb{Z}^2 \right].
\end{equation}

Defining the following coefficient

$$
\alpha_4 := \zeta_2(4), \quad \alpha_3 := \frac{260\pi}{243}, \quad \alpha_2 := \left( \frac{104\sqrt{2\pi}}{27} - \frac{130\pi}{81} \right),
$$

it follows by a direct estimate that (A.13) holds if

$$
X \geq U_p := \max \left\{ \left( \frac{9}{8} \left( \frac{9}{4} \right)^p \alpha_4 \right)^{\frac{1}{p-1}}, \left( \frac{9}{8} \left( \frac{9}{4} \right)^p \alpha_3 \right)^{\frac{1}{p-3}}, \left( \frac{9}{8} \left( \frac{9}{4} \right)^p \alpha_2 \right)^{\frac{1}{p-2}} \right\}.
$$

We observe that $U_p \to \frac{9}{4}$ as $p \to +\infty$ and is $U_p$ decreasing in $p$ for large $p$. Therefore, by continuity of $\lambda \mapsto E_f[\lambda \mathbb{Z}^2]$, for any $\varepsilon > 0$, there exists $p_0$ such that

$$
\left| \min_{\lambda < 4/9} E_f[\lambda \mathbb{Z}^2] - E_f \left[ \frac{4}{9} \mathbb{Z}^2 \right] \right| < \varepsilon.
$$

Since $E_f[\frac{4}{9} \mathbb{Z}^2] > E_f[\frac{1}{\sqrt{5}} \mathbb{Z}^2]$, it follows that, for enough large $p$,

$$
\min_{\lambda > 0} E_f[\lambda \mathbb{Z}^2] = E_f \left[ \frac{1}{\sqrt{5}} \mathbb{Z}^2 \right] \approx -19.108745.
$$
The same argument can be repeated for $L = A_2$, obtaining that for any $\varepsilon > 0$, there exists $p_0$ such that for any $p > p_0$ there holds

$$\left| \min_{\lambda < 4/9} E_f[\lambda A_2] - E_f\left[\frac{4}{9} A_2\right] \right| < \varepsilon.$$ 

Therefore, by (A.7), $\min_{\lambda > 0} E_f[\lambda A_2] > E_f\left[\frac{4}{9} A_2\right] - \varepsilon > E_f\left[\frac{1}{\sqrt{5}} Z^2\right]$ for $\varepsilon > 0$ sufficiently small, which in turn is achievable for $p_0$ sufficiently large. These choices allow to complete the proof. □
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