An inverse problem for the linear Boltzmann equation with a time-dependent coefficient
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Abstract

In this paper, we study the stability in the inverse problem of determining the time-dependent absorption coefficient appearing in the linear Boltzmann equation from boundary observations. We prove in dimension $n \geq 2$ that the absorption coefficient can be uniquely determined in a precise subset of the domain from the albedo operator. We derive a logarithm-type stability estimate in the determination of the absorption coefficient from the albedo operator in a subset of our domain, assuming that it is known outside this subset. Moreover, we prove that we can extend this result to the determination of the coefficient in a larger region, and then in the whole domain, provided that we have much more data. We prove also an identification result for the scattering coefficient appearing in the linear Boltzmann equation.

Keywords: inverse problem, albedo operator, Boltzmann equation

1. Introduction and main results

This article is devoted to the study of the problem of determining the absorption and scattering properties of a bounded, convex medium $\Omega \subset \mathbb{R}^n$, $n \geq 2$ from the observations made at the boundary. We denote by $S = \mathbb{S}^{n-1}$ the unit sphere of $\mathbb{R}^n$, $Q := S \times \Omega$ and for $T > 0$, we denote $Q_T = (0, T) \times Q$. We consider the linear Boltzmann equation

$$\partial_t u + \theta \cdot \nabla u(t, x, \theta) + a(t, x)u = \mathcal{L}_k[u](t, x, \theta) \quad \text{in} \quad Q_T,$$

where $a \in L^\infty((0, T) \times \Omega)$ and $\mathcal{L}_k$ is the integral operator with kernel $k(x, \theta, \theta')$ defined by

$$\mathcal{L}_k[u](t, x, \theta) = \int_S k(x, \theta, \theta')u(t, x, \theta')d\theta'.$$

1 Author to whom any correspondence should be addressed.
The function $u$ represents the density of particles at $x$ travelling in the direction $\theta$, $a(t,x)$ is the absorption coefficient at $x$ in the time $t$, and $k(x,\theta,\theta')$ is the scattering coefficient (or the collision kernel). Let $\Gamma^\pm$ denote the incoming and outgoing bundles

$$\Gamma^\pm = \{ (x,\theta) \in \Gamma : \pm \theta \cdot \nu(x) > 0 \}, \quad \Sigma^\pm = [0,T] \times \Gamma^\pm, \quad \Gamma = \partial \Omega \times \mathcal{S},$$

where $\nu = \nu(x)$ denotes the unit outward normal to $\partial \Omega$ at $x$. The medium is probed with the given radiation

$$u|_{\Sigma^-} = f^-.$$  

The exiting radiation $u|_{\Sigma^+}$ is detected, thus defining the albedo operator $\mathcal{A}_{a,k}$ that takes the incoming flux $f^-$ to the outgoing flux $u|_{\Sigma^+}$

$$\mathcal{A}_{a,k}[f^-] = u|_{\Sigma^+}.$$  

In this paper, we will study the uniqueness and the stability issues in the inverse problem of determining the time-dependent absorption coefficient $a$ and the scattering coefficient $k$ from the albedo operator $\mathcal{A}_{a,k}$. We consider three different sets of data and we aim to prove that the absorption coefficient $a$ can be recovered in some specific subdomain of $(0,T) \times \Omega$, by probing it with disturbances generated on the boundary and we obtain also an identification result for the scattering coefficient $k$.

For general relevant references on theoretical inverse problems, we refer the reader to [15, 17, 21, 23, 26]. For general references and earlier review papers on inverse transport, we refer the reader to e.g. [1, 19, 24]. Inverse transport theory has many applications; for example, optical tomography [2, 21] and optical molecular imaging [9] are used in medical imaging. Applications in remote sensing in the atmosphere are considered in [18]. Inverse transport can also be used efficiently for imaging using high frequency waves propagating in highly heterogeneous media; see e.g. [5, 6].

Most of these papers were concerned with answering questions of what may be reconstructed in $a$ and $k$ from knowledge of the albedo operator $\mathcal{A}_{a,k}$, with which stability is estimated. This is the inverse transport problem.

The problem of identifying coefficients appearing in the linear Boltzmann equation has been treated very well and there are many works related to this topic. The uniqueness of the reconstruction of the optical parameters from the albedo operator for the stationary Boltzmann equation, both in the case that the time-independent absorption coefficient $a$ depends only on position $x$ and the case that $a$ depends also on the direction $\theta$, was proved by Choulli and Stefanov in [11] and Tamasan [27]. Stability results were obtained in the stationary Boltzmann equation in a two or three-dimensional case under smallness assumptions for the absorption and scattering coefficients by Romanov [22, 23] and in a two-dimensional case under smallness assumptions for the scattering parameter by Stefanov and Uhlmann [26]. In three or higher dimensions, stability of the reconstruction results of general scattering and absorption coefficients were established by Bal and Jolliet [4]. In [25] it is shown that the albedo operator determines the pairs of coefficients up to a gauge transformation, and a stability estimate for gauge equivalent classes was proved for the stationary transport equation in [20].

In the case of the dynamic transport equation or linear Boltzmann equation (1.1) with time-independent coefficients, unique recovery of the pair $(a,k)$ from knowledge of the albedo operator (1.5) was shown by Choulli and Stefanov in [10], and stable recovery of the absorption coefficient $a$ was proved by Cipolatti, Motta and Roberty in [13] and Cipolatti [12]. The latter result is extended to stable determination of the time-independent pair $(a,k)$ from the
albedo map by Bal and Jollivet in [3]. However, in this article, we deal with the case where $a$
depends on the spatial variable $x$ and the time $t$.

However, all of the above-mentioned papers are concerned only with time-independent
coefficients. Inspired by the work of Bellassoued and Ben Aïcha [7] and Ben Aïcha [8] for
the dissipative wave equation, in this paper we prove stability estimates in the recovery of the
time-dependent absorption coefficient $a$ appearing in the dynamical Boltzmann equation via
different types of measurements and over a different subdomain of $(0, T) \times \Omega$.

The linear Boltzmann equation is one of the mathematical models to support diffuse optical
tomography. Here, the inverse problem can be set up associated with a map from the input data
on one portion of the boundary to the measurement on the other portion; this map is the albedo
operator. Depending on the data-acquisition method in the experiments, the measurement can
take various forms.

Literature dealing with the inverse problem of recovering time-dependent potentials of the
transport equation is rather sparse. In the current work, we show that it is possible to loga-
arithmically stably recover the time-and-space-dependent coefficients of the linear Boltzmann
transport equation (1.1) in a suitable region, dependent on the disturbance used to probe the medium.

From a physical viewpoint, our inverse problem consists in determining the time-dependent
absorption coefficient and the scattering coefficient $k$ in the linear Boltzmann equation (1.1)
by probing it with disturbances generated on the boundary and the initial data.

The unique determination of the time-dependent coefficient $a$ in the whole domain $(0, T) \times \Omega$ fails (see theorem 1.3) if we assume that the medium is quiet initially ($u_0 = 0$) and
our data are only the response $\mathcal{A}_a(f)$ where $f$ denotes the disturbance used to probe the medium.

Further, we proved a log-type stability estimate for the time-dependent absorption coeffi-
cient $a$ with respect to the albedo operator in a subset of $(0, T) \times \Omega$. By assuming that we
know $u(T, \cdot, \cdot)$, with $u_0 = 0$, we extended this result to a larger region and finally, we proved a
log-type stability estimate for this problem over the whole domain $(0, T) \times \Omega$ when our data
are the response of the medium for all possible initial states.

1.1. Notations and well-posedness of the linear Boltzmann equation

We start by examining the well-posedness of the following initial-boundary value problem for
the linear Boltzmann equation (1.1)

$$\begin{align*}
\partial_t u + \theta \cdot \nabla u(t, x, \theta) + a(t, x) u &= \mathcal{L}_k[u](t, x, \theta) \quad \text{in} \quad Q_T := (0, T) \times Q, \\
u(0, x, \theta) &= u_0(x, \theta) \quad \text{in} \quad Q := S \times \Omega, \\
u(t, x, \theta) &= f(t, x, \theta) \quad \text{on} \quad \Sigma^-.
\end{align*}$$

In order to define the albedo operator as a trace operator on the outgoing boundary, we
consider the spaces $\mathcal{L}_p^\pm(\Sigma^\pm) := L_p(0, T; L_p(\Gamma^\pm, d\xi))$, where $d\xi = |\theta \cdot \nu(x)| dx d\theta$, equipped
with the norm

$$\|f\|_{\mathcal{L}_p^\pm(\Sigma^\pm)} = \|f\|_{L_p(0, T; L_p(\Gamma^\pm, d\xi))}.$$ 
We introduce the spaces

$$W_p := \{ u \in L_p(Q), \theta \cdot \nabla u \in L_p(Q); \int_{\Gamma} |\theta \cdot \nu(x)| |u(x, \theta)|^p d\theta dx < \infty \}.$$ 
We also consider the operator $A : D(A) \rightarrow L_p(Q)$, defined by $(Au)(x, \theta) = \theta \cdot \nabla u(x, \theta)$, with
Let $\Omega_T = (0, T) \times \Omega$. Given $M_0, M_1, M_2 > 0$, we consider the set of admissible coefficients $a$ and $k$

$A(M_0) = \{ a \in C^1(\overline{\Omega}); ||a||_{L^\infty(\Omega_T)} \leq M_0 \}.$

$K(M_1, M_2) = \{ k \in L^\infty(\Omega, L^2(S \times S)); \int_S |k(x, \theta, \theta')|d\theta' \leq M_1, \int_S |k(x, \theta, \theta')|d\theta' \leq M_2 \}.$

Before stating the main results, we recall the following lemma on the unique existence of a weak solution to problem (1.6). The proof is based on [14], which was completed in the appendix.

**Lemma 1.1.** Let $T > 0$, $p \geq 1$ are given, $(a,k) \in A(M_0) \times K(M_1, M_2)$ and $u_0 \in L^\infty(Q)$. For $f \in L_p^\infty(\Sigma^-)$ the unique solution $u$ of (1.6) satisfies

$u \in C^1([0,T]; L^p(Q)) \cap C([0,T]; W_p).$

Moreover, there is a constant $C > 0$ such that

$$\|u(t, \cdot, \cdot)\|_{L^p(Q)} + \|u\|_{L^p_2(\Sigma')} \leq C(\|u_0\|_{L^p(\Omega)} + \|f\|_{L^p_2(\Sigma')}), \quad \forall t \in (0,T).$$

(1.7)

We consider now the following initial boundary value problem for the linear Boltzmann equation with source term $v \in L^p(Q_T)$:

$$\left\{ \begin{array}{ll}
\partial_t \psi + \theta \cdot \nabla \psi + a(t,x)\psi = L_k[\psi] + v(t,x,\theta) & \text{in } Q_T, \\
\psi(0,x,\theta) = 0 & \text{in } Q, \\
\psi(t,x,\theta) = 0 & \text{on } \Sigma^-.
\end{array} \right.$$  

(1.8)

**Lemma 1.2.** Let $T > 0$, $(a,k) \in A(M_0) \times K(M_1, M_2)$. Assuming $v \in L^p(Q_T)$, then there exists a unique solution $\psi$ to (1.8) such that

$\psi \in C^1([0,T]; L^p(Q)) \cap C([0,T]; D(A)).$

Furthermore, there is a constant $C > 0$ such that

$$\|\psi(t, \cdot, \cdot)\|_{L^p(Q)} \leq C \|v\|_{L^p(Q_T)}, \quad \forall t \in (0,T).$$

(1.9)

### 12. Main results

Before stating our main results we give the following notations. Let $r > 0$ be such that $T > 2r$. Without loss of generality, we assume that $\Omega \subseteq B(0, r/2) = \{ x \in \mathbb{R}^n, |x| < r/2 \}$. We set $X_r = (0, T) \times B(0, r/2)$ and we consider the annular region around the domain $\Omega$,

$$B_r = \left\{ x \in \mathbb{R}^n, \frac{r}{2} < |x| < T - \frac{r}{2} \right\}.$$

Setting the **forward** and **backward** light cone:

$$C^+_r = \left\{ (t,x) \in X_r, |x| < t - \frac{r}{2}, t > \frac{r}{2} \right\},$$  

(1.10)

$$C^-_r = \left\{ (t,x) \in X_r, |x| < T - \frac{r}{2} - t, T - \frac{r}{2} > t \right\}.$$  

(1.11)
Let the cloaking region be

$$C_r = \left\{ (t, x) \in X_r, |x| \leq \frac{r}{2} - t, 0 \leq t \leq \frac{r}{2} \right\}. \quad (1.12)$$

Finally, we denote

$$X_{r, x} = \Omega_T \cap C_r^+, \quad \text{and} \quad X_{r, *} = \Omega_T \cap C_r^+ \cap C_r^-.$$

It is clear that

$$X_{r, *} \subset X_{r, x} \subset \Omega_T \text{ (see figure 1).}$$

Firstly, assuming that the initial condition $u_0 = 0$ and our known data will be given only by the boundary measurements, that will lead us to consider the albedo operator $A_{a,k}$, which maps the incoming flux on the boundary $\Sigma^-$ into the outgoing one, defined as follows:

$$A_{a,k} : L_p^{-} (\Sigma^-) \rightarrow L_p^{+} (\Sigma^+) \quad \text{where} \quad A_{a,k}[f] = u|_{\Sigma^+}.$$

From (1.7) the albedo operator map $A_{a,k}$ is continuous from $L_p^{-} (\Sigma^-)$ to $L_p^{+} (\Sigma^+)$. We denote its norm by $\| A_{a,k} \|_p$. We can prove that it is hopeless to uniquely determine the absorption coefficient $a$ in the case where this coefficient is supported in the cloaking region $C_r$.

The first result of this paper can be stated as follows:

**Theorem 1.3 (Non-uniqueness).** For any $(a, k) \in A(M_0) \times K(M_1, M_2)$, such that $\text{Supp}(a) \subset C_r$, we have $A_{a,k} = A_{a_0,k}$.

Let us now introduce the admissible set of the absorption coefficient $a$ in $X_{r, *}$. Given $a_0 \in C^1(\bar{\Omega_T})$, we set

$$A^*(M_0) = \{ a \in A(M_0); a = a_0 \text{ in } \Omega \setminus X_{r, *} \}.$$

**Theorem 1.4.** Let $T > 2r$. There exist $C > 0$ and $\mu, m \in (0, 1)$, such that if $\|A_{a_1,k_1} - A_{a_2,k_2}\|_1 \leq m$, we have

$$\|a_1 - a_2\|_{H^{-1}(X_{r,*})} \leq C \left( \|A_{a_1,k_1} - A_{a_2,k_2}\|_1^{1/2} + |\log \|A_{a_1,k_1} - A_{a_2,k_2}\|_1|^{-1} \right), \quad (1.13)$$

for any $(a_j, k_j) \in A^*(M_0) \times K(M_1, M_2)$, $j = 1, 2$.

Moreover, if we assume that $a_j \in H^{s+1}(\Omega_T)$, $s > \frac{M_1}{M_2}$, with $\|a_j\|_{H^{s+1}(\Omega_T)} \leq M$, $j = 1, 2$, for some constant $M > 0$, then there exist $C > 0$ and $\mu \in (0, 1)$ such that...
\[ \|a_1 - a_2\|_{L^\infty(X_{\tau})} \leq C \left( \|\mathcal{A}_{a_1} - \mathcal{A}_{a_2}\|_1^{\mu/2} + \log \|\mathcal{A}_{a_1} - \mathcal{A}_{a_2}\|_1^{-1} \right)^{\mu_1}, \] (1.14)

where \( C \) depends only on \( \Omega, T, n \) and \( M_i \), \( i = 0, 1, 2 \).

The above result claims stable determination of the time-dependent absorption coefficient \( a \) from the albedo operator \( \mathcal{A}_{a_k} \), in \( X_{\tau} \subset \Omega_T \), provided \( a \) is known outside \( X_{\tau} \).

As an immediate consequence of theorem 1.4, we have:

**Corollary 1.5.** Let \( T > 2r \) and \( (a_j, k_j) \in \mathcal{A}^*(M_0) \times \mathcal{K}(M_1, M_2), \ j = 1, 2 \). Then, we have

\[ \mathcal{A}_{a_1} = \mathcal{A}_{a_2} \] implies \( a_1 = a_2 \) on \( \Omega \).

In order to extend the above results to a larger region \( X_{\tau} \supset X_{\tau^*} \), we require more information about the solution \( u \) of the Boltzmann equation (1.6). So, in this case we will add the final data of the solution \( u \). This leads to a definition of the following boundary operator:

\[ \mathcal{A}_{a_k} : \mathcal{L}^-_p(\Sigma) \rightarrow \mathcal{K}^+_p := \mathcal{L}^+_p(\Sigma^+) \times L^p(\Omega) \]

\[ f \mapsto \mathcal{A}_{a_k} f = (u_{\Sigma^+}, u(T, \cdot, \cdot)), \]

where \( u \) is the solution of (1.6), with \( u_0 = 0 \). It follows from (1.7), with \( u_0 = 0 \), that the operator \( \mathcal{A}_{a_k} \) is continuous from \( \mathcal{L}^-_p(\Sigma^+) \) to \( \mathcal{K}^+_p \). Given \( a_0 \in C^1(\Omega_T) \), we set

\[ \mathcal{A}^2(M_0) = \{ a \in \mathcal{A}(M_0) ; a = a_0 \text{ in } \Omega_T \setminus X_{\tau^*} \} . \]

**Theorem 1.6.** Let \( T > 2r \). There exist \( C > 0 \) and \( \mu, m \in (0, 1) \), such that if

\[ \|\mathcal{A}_{a_1} - \mathcal{A}_{a_2}\|_1 \leq m, \] we have

\[ \|a_1 - a_2\|_{H^{-1}(X_{\tau})} \leq C \left( \|\mathcal{A}_{a_1} - \mathcal{A}_{a_2}\|_1^{\mu/2} + \log \|\mathcal{A}_{a_1} - \mathcal{A}_{a_2}\|_1^{-1} \right)^{\mu_1}, \]

(1.15)

for any \( (a_j, k_j) \in \mathcal{A}^2(M_0) \times \mathcal{K}(M_1, M_2), \ j = 1, 2 \).

Moreover, if we assume that \( a_j \in H^{s+1}(\Omega_T), s > \frac{n-1}{2} \), with \( \|a_j\|_{H^{s+1}(\Omega_T)} \leq M, j = 1, 2 \), for some constant \( M > 0 \), then there exist \( C > 0 \) and \( \mu_1 \in (0, 1) \) such that

\[ \|a_1 - a_2\|_{L^\infty(X_{\tau})} \leq C \left( \|\mathcal{A}_{a_1} - \mathcal{A}_{a_2}\|_1^{\mu/2} + \log \|\mathcal{A}_{a_1} - \mathcal{A}_{a_2}\|_1^{-1} \right)^{\mu_1}, \]

(1.16)

where \( C \) depends only on \( \Omega, T, n \) and \( M_i \), \( i = 0, 1, 2 \).

In the previous two cases, we can see that we cannot recover the unknown absorption coefficient \( a \) over the whole domain, since the initial data \( u_0 \) is zero. However, we shall prove that this is no longer the case by considering all possible initial data. We define the following space \( \mathcal{K}^-_p := \mathcal{L}^-_p(\Sigma^+) \times L^p(\Omega) \). In this case we will consider observations given by the following operator:

\[ I_{a_k} : \mathcal{K}^-_p \rightarrow \mathcal{K}^+_p \]

\[ g = (f, u_0) \mapsto I_{a_k}(g) = (u_{\Sigma^+}, u(T, \cdot, \cdot)), \]

where \( u \) is the unique solution of (1.6). It follows from (1.7) that the operator \( I_{a_k} \) is continuous from \( \mathcal{K}^-_p \) to \( \mathcal{K}^+_p \). Having said that, we are now in a position to state the last main result.

**Theorem 1.7.** Let \( T > 2r \). There exist \( C > 0 \) and \( \mu, m \in (0, 1) \), such that if

\[ \|I_{a_1} - I_{a_2}\|_1 \leq m, \] we have
\[ \|a_1 - a_2\|_{H^{-1}(\Omega_T)} \leq C \left( \|I_{a_1,k_1} - I_{a_2,k_2}\|_1^{\mu/2} + |\log \|I_{a_1,k_1} - I_{a_2,k_2}\|_1|^{-1} \right), \]

(1.17)

for any \((a_j, k_j) \in \mathcal{A}(M_0) \times \mathcal{K}(M_1, M_2), j = 1, 2\).

Moreover, if we assume that \(a_j \in H^{s+1}(\Omega_T), s > \frac{n-1}{2}\), with \(\|a_j\|_{H^{s+1}(\Omega_T)} \leq M, j = 1, 2\), for some constant \(M > 0\), then there exist \(C > 0\) and \(\mu_1 \in (0, 1)\) such that

\[ \|a_1 - a_2\|_{L^\infty(\Omega_T)} \leq C \left( \|I_{a_1,k_1} - I_{a_2,k_2}\|_1^{\mu/2} + |\log \|I_{a_1,k_1} - I_{a_2,k_2}\|_1|^{-1} \right)^{\mu_1}, \]

(1.18)

where \(C\) depends only on \(\Omega, T, n, M_0, M_1, M_2\).

Using the same ideas considered in the proof of theorem 1.4 and assuming that the scattering coefficient is of the form \(k(x, \theta', \theta') = \rho(x)\kappa(\theta, \theta')\), where \(\kappa(\theta, \theta')\) is assumed known, we obtain the following result on the identification of both \(a\) in \(X_{r,r}\) and \(\rho\) in \(\Omega\).

**Theorem 1.8.** Let \((a_j, k_j) \in \mathcal{A}^*(M_0) \times \mathcal{K}(M_1, M_2), j = 1, 2\), such that \(k_j(x, \theta, \theta') = \rho_j(x)\kappa(\theta, \theta')\), with \(\rho_j \in L^\infty(\Omega), \kappa \in L^\infty(S \times S)\) and \(\kappa(\theta, \theta) \neq 0, \forall \theta \in S\). If \(T > 2r\) and \(\mathcal{A}_{a_1,k_1} = \mathcal{A}_{a_2,k_2}\), then \(a_1 = a_2\) in \(X_{r,r}\), and \(\rho_1 = \rho_2\) a.e. in \(\Omega\).

2. **Non-uniqueness in determining the time-dependent absorption coefficient**

In this section we aim to show that it is hopeless to recover the time-dependent absorption coefficient \(a\) in the cloaking region \(C_r\) in the case where the initial condition is zero.

2.1. **Preliminary**

Let us first introduce the following notations. We define

\[ V = \bigcup_{0 \leq \tau \leq t'} D(\tau) = \bigcup_{0 \leq \tau \leq t'} (C_r \cap \{t = \tau\}), \]

where \(0 < t' < t/2\) and \(C_r\) is defined by (1.12). Moreover, we denote by

\[ \mathcal{S} = \partial C_r \cap (\Omega \times [0, t] \cup [t, t']), \quad \partial V = \mathcal{S} \cup D(t') \cup D(0). \]

We denote \(\eta\) the surface element of \(\mathcal{S}\) and the vector \((\eta, \mu_1, \mu_2, \cdots, \mu_n) \in \mathbb{R}^{n+1}\) is the outward unit normal vector at \((x, t) \in \mathcal{S}\) such that

\[ \eta = \left( \sum_{j=1}^n \mu_j^2 \right)^{1/2}. \]

**Lemma 2.1.** Let \((a, k) \in \mathcal{A}(M_0) \times \mathcal{K}(M_1, M_2)\). For \(f \in \mathcal{L}_2^{-\infty}(\Sigma^-)\) we denote the solution of the linear Boltzmann equation by \(u\)

\[
\begin{aligned}
\partial_t u + \theta \cdot \nabla u + a(t, x)u &= \mathcal{L}_k[u](t, x, \theta) \quad \text{in} \quad Q_T, \\
u(0, x, \theta) &= 0 \quad \text{in} \quad Q, \\
u(t, x, \theta) &= f(t, x, \theta) \quad \text{on} \quad \Sigma^-.
\end{aligned}
\]

Then, for any \((t, x) \in C_r\) and \(\theta \in S\), we have \(u(t, x, \theta) = 0\).

**Proof.** We denote by \(Pu = \partial_t u + \theta \cdot \nabla u + a(t, x)u - \mathcal{L}_k[u]\). By direct calculations, we eas-
In view of Grönwall’s lemma we end up deducing that $u(t', x, \theta) = 0$ for any $(t', x) \in D(t')$. 

Applying the divergence theorem, one gets

$$
\int_S \int_V 2P_u(t, x, \theta)u(t, x, \theta)dxdrd\theta
$$

Similarly verify that

$$
\int_S \int_V 2\partial_n u(t, x, \theta)u(t, x, \theta)dxdrd\theta
= \int_S \int_V \partial_n u(t, x, \theta)u(t, x, \theta)dxdrd\theta + \int_S \int_V 2\partial \cdot \nabla u(t, x, \theta)u(t, x, \theta)dxdrd\theta
$$

By using (2.1), we can see that

$$
\int_S \int_V 2\partial_n u(t, x, \theta)u(t, x, \theta)dxdrd\theta + \int_S \int_V 2\partial \cdot \nabla u(t, x, \theta)u(t, x, \theta)dxdrd\theta
= \int_S \int_V 2\partial_n u(t, x, \theta)u(t, x, \theta)dxdrd\theta + \int_S \int_V \div(\theta |u(t, x, \theta)|^2)dxdrd\theta
$$

$$
+ \int_S \int_V 2\partial_n u(t, x, \theta)u(t, x, \theta)dxdrd\theta - \int_S \int_V 2\mathcal{L}_\nu |u(t, x, \theta)|^2 dxdrd\theta.
$$

By using (2.1), we can see that

$$
\int_S \int_V |u(t, x, \theta)|^2 dxdrd\theta + \int_S \int_V (\theta \cdot \mu) |u(t, x, \theta)|^2 dxdrd\theta \geq \int_S \int_V |u(t, x, \theta)|^2 (\eta - |\mu|)dxdrd\theta = 0.
$$

Then, since $u(0, x, \theta) = 0$, we get

$$
\int_S \int_{D(\nu)} |u(t', x, \theta)|^2 dxdrd\theta \leq \int_S \int_V 2P_u(t, x, \theta)u(t, x, \theta)dxdrd\theta
$$

$$
- \int_S \int_V 2|u(t, x)| |u(t, x, \theta)|^2 dxdrd\theta + \int_S \int_V 2|\mathcal{L}_\nu |u(t, x, \theta)|^2 dxdrd\theta.
$$

On the other hand, by Cauchy–Schwartz inequality and Fubini’s theorem, we can see that

$$
\int_S \int_V 2\mathcal{L}_\nu |u(t, x, \theta)|u(t, x, \theta)dxdrd\theta \leq C \int_S \int_V |u(t, x, \theta)|^2 dxdrd\theta, 
$$

(2.2)

where the positive constant $C$ depends on $M_1$ and $M_2$. We can also see that

$$
\int_S \int_V 2|u(t, x)| |u(t, x, \theta)|^2 dxdrd\theta \leq 2M_0 \int_S \int_V |u(t, x, \theta)|^2 dxdrd\theta.
$$

(2.3)

Now, using the fact that $P_u(t, x, \theta) = 0$ for any $(t, x) \in V$ and $\theta \in S$, yet from (2.2) and (2.3) we get

$$
\int_S \int_{D(\nu)} |u(t', x, \theta)|^2 dxdrd\theta \leq C \int_S \int_{D(\nu)} |u(t', x, \theta)|^2 dxdrd\theta.
$$
This completes the proof of the lemma.

\[ t' \in (0, r/2) \) and \( \theta \in S \). This completes the proof of the lemma.

2.2. Proof of theorem 1.3

Let \((a, k) \in A(M_0) \times K(M_1, M_2)\) such that \(\text{Supp}(a) \subset C\). Let \(f \in \mathcal{L}_p^\prec(\Sigma^-)\) and \(u\) satisfy

\[
\begin{align*}
\partial_t u + \theta \cdot \nabla u + a(t, x)u &= \mathcal{L}_a[u](t, \theta, x) \quad \text{in} \quad Q_T, \\
u(0, x, \theta) &= 0 \quad \text{in} \quad \bar{Q}, \\
u(t, x, \theta) &= f(t, x, \theta) \quad \text{on} \quad \Sigma^-.
\end{align*}
\]

Since from lemma 2.1, we have \(u(t, x, \theta) = 0\) for \((t, x) \in C\) and \(\theta \in S\) and using the fact that \(\text{Supp}(a) \subset C\), we deduce that \(u\) solves also the following transport boundary-value problem:

\[
\begin{align*}
\partial_t v + \theta \cdot \nabla v &= \mathcal{L}_a[v](t, x, \theta) \quad \text{in} \quad Q_T, \\
v(0, x, \theta) &= 0 \quad \text{in} \quad \bar{Q}, \\
v(t, x, \theta) &= f(t, x, \theta) \quad \text{on} \quad \Sigma^-.
\end{align*}
\]

Then, we conclude that \(\mathcal{E}_a(f) = \mathcal{E}_0(f)\) for all \(f \in \mathcal{L}_p^\prec(\Sigma^-)\). The proof of theorem 1.3 is completed.

3. Geometrical optics solutions for the Boltzmann equation

The present section is devoted to the construction of special solutions called geometrical optics solutions (G.O-solutions) for the linear Boltzmann equation (1.6), which we will use to proof of our main results. Let \(\phi^\pm \in C_0^\infty(B_r, \mathcal{C}(S))\). Then, for any \(\theta \in S\), we have

\[
\text{Supp} \phi^+(\cdot, \theta) \cap \Omega = \emptyset. \quad (3.1)
\]

Since \(T > 2r\), we have also

\[
(\text{Supp} \phi^- (\cdot, \theta) + T\theta) \cap \Omega = \emptyset. \quad (3.2)
\]

We set

\[
\varphi^\pm(t, x, \theta) = \phi^\pm(x - t\theta, \theta), \quad (t, x, \theta) \in \mathbb{R} \times \mathbb{R}^n \times S.
\]

Then \(\varphi^\pm(t, x, \theta)\) solves the following transport equation:

\[
(\partial_t + \theta \cdot \nabla) \varphi(t, x, \theta) = 0, \quad (t, x, \theta) \in \mathbb{R} \times \mathbb{R}^n \times S. \quad (3.3)
\]

Moreover, for \(\lambda > 0\), setting

\[
\varphi^\pm_\lambda(t, x, \theta) = \varphi^\pm(t, x, \theta)e^{\pm i\lambda(t-x)} , \quad (t, x, \theta) \in \mathbb{R} \times \mathbb{R}^n \times S. \quad (3.4)
\]

Finally, for \(a \in A(M_0)\), we set

\[
b_a(t, x, \theta) = \exp \left( -\int_0^t a(s, x - (t-s)\theta) \, ds \right), \quad (t, x, \theta) \in \mathbb{R} \times \mathbb{R}^n \times S,
\]

where we have extended \(a\) by 0 outside \(\overline{\Omega}\). We have

\[
\theta \cdot \nabla b_a(t, x, \theta) = -b_a \int_0^t \theta \cdot \nabla a(s, x - (t-s)\theta) \, ds.
\]

This implies in particular that
\[ \partial_t b_a(t,x,\theta) = -a(t,x)b_a(t,x,\theta) - \left( \int_0^t \frac{d}{ds} a(s,x-(t-s)\theta) ds \right) b_a(t,x,\theta) \]

\[ = -a(t,x)b_a(t,x,\theta) + \left( \int_0^t \theta \cdot \nabla a(s,x-(t-s)\theta) ds \right) b_a(t,x,\theta). \]

Therefore \( b_a \) satisfies the following transport equation:

\[ (\partial_t + \theta \cdot \nabla + a(t,x)) b_a(t,x,\theta) = 0, \quad (t,x,\theta) \in \mathbb{R} \times \mathbb{R}^n \times \mathcal{S}. \]

(3.5)

**Lemma 3.1.** There exists \( C > 0 \) such that for any \( p \geq 1 \), we have

\[ \| L_k[\varphi_{\lambda}^\pm b_a](t,\cdot,\cdot) \|_{L^p(Q)} \leq C \| \varphi^\pm \|_{L^p(\mathbb{R}^n \times \mathcal{S})}, \quad \forall t \in (0,T). \]

(3.6)

for any \((a,k) \in \mathcal{A}(M_0) \times \mathcal{K}(M_1, M_2)\). Moreover, we have

\[ \lim_{\lambda \to +\infty} \| L_k[\varphi_{\lambda}^\pm b_a] \|_{L^p(\partial Q)} = 0 \]

(3.7)

where \( C \) depends only on \( \Omega, M_i, i = 0, 1, 2 \). Here we recall that \( \varphi_{\lambda}^\pm \) are given by (3.4) and \( L_k \) is defined by (1.2).

**Proof.** We have

\[ L_k[\varphi_{\lambda}^\pm b_a](t,x,\theta) = e^{\pm i\lambda t} \Phi_{\lambda}^\pm(t,x,\theta), \]

(3.8)

where \( \Phi_{\lambda}^\pm \) are given by

\[ \Phi_{\lambda}^\pm(t,x,\theta) = \int_S k(x,\theta,\theta') \varphi_{\lambda}^\pm(t,x,\theta') e^{\mp i\lambda \theta'} b_a(t,x,\theta') d\theta'. \]

(3.9)

By Hölder’s inequality, we get

\[ |\Phi_{\lambda}^\pm(t,x,\theta)|^p \leq M_1^{p/p'} \int_S |k(x,\theta,\theta')| |\varphi_{\lambda}^\pm(t,x,\theta')|^p d\theta' \]

\[ \leq C^p M_1^{p/p'} \int_S |k(x,\theta,\theta')| |\varphi_{\lambda}^\pm(t,x,\theta')|^p d\theta', \]

(3.10)

applying Fubini’s theorem, we deduce that

\[ \| \Phi_{\lambda}^\pm(t,\cdot,\cdot) \|_{L^p(Q)}^p \leq C^p M_1^{p/p'} M_2 \int_S \int_{\Omega} |\varphi_{\lambda}^\pm(t,x,\theta')|^p dx d\theta' \]

\[ \leq C^p \int_S \int_{\mathbb{R}^n} |\varphi_{\lambda}^\pm(x,\theta')|^p dx d\theta'. \]

(3.11)

This complete the proof of (3.6). Now we write \( \Phi_{\lambda}^\pm \) as

\[ \Phi_{\lambda}^\pm(t,x,\theta) = \int_S \tilde{k}_{\lambda,x}(\theta,\theta') e^{\mp i\lambda \theta'} d\theta'. \]

(3.12)

where the kernel \( \tilde{k}_{\lambda,x} \) is given by
\[ \tilde{k}_{\ell x}(\theta, \theta') = k(x, \theta) \phi_\pm(t, x, \theta') b_a(t, x, \theta'), \]

(3.13)

since

\[ \int_S \int_S |\tilde{k}_{\ell x}(\theta, \theta')|^2 \, d\theta \, d\theta' < +\infty, \quad \text{a.e.} \ (t, x) \in \Omega_T, \]

then the integral operator with kernel \( \tilde{k}_{\ell x} \) is compact in \( L^2(S) \). Using the fact that \( \theta \mapsto e^{\pm i \lambda x \cdot \theta} \) converge weakly to zero in \( L^2(S) \) when \( \lambda \to \infty \), we get

\[ \lim_{\lambda \to \infty} \| \Phi_\pm\lambda \|_{L^2(S)} = 0, \quad \text{a.e.} \ (t, x) \in \Omega_T. \]

(3.14)

The Lebesgue theorem implies that

\[ \lim_{\lambda \to \infty} \| \Phi_\pm\lambda \|_{L^2(Q_T)} = 0 = \lim_{\lambda \to \infty} \| \mathcal{C}_k[\varphi\pm\lambda b_a] \|_{L^2(Q_T)}. \]

(3.15)

This completes the proof.

□

**Lemma 3.2.** Let \( p \geq 1 \) and \((a, k) \in \mathcal{A}(M_0) \times \mathcal{K}(M_1, M_2)\). For any \( \varphi^+ \in C_0^\infty(B, \mathcal{C}(S)) \) and any \( \lambda > 0 \) the following system

\[
\begin{aligned}
&\partial_t u + \theta \cdot \nabla u + a(t, x) u = L_k[u(t, x, \theta)] \quad (t, x, \theta) \in Q_T, \\
&u(0, x, \theta) = 0 \quad (x, \theta) \in Q,
\end{aligned}
\]

(3.16)

has a solution of the form

\[ u_\lambda^+(t, x, \theta) = \varphi_\lambda^+(t, x, \theta) b_a(t, x, \theta) + \psi_\lambda^+(t, x, \theta), \]

(3.17)

satisfying

\[ u_\lambda^+ \in C([0, T]; W^1_p(Q)) \cap C^1([0, T]; L^p(Q)), \]

where \( \psi_\lambda^+ \) satisfies

\[
\begin{aligned}
&\partial_t \psi + \theta \cdot \nabla \psi + a(t, x) \psi = L_k[\psi] + L_k[\varphi\pm\lambda b_a](t, x, \theta) \quad \text{in } Q_T, \\
&\psi(0, x, \theta) = 0 \quad \text{in } Q, \\
&\psi(t, x, \theta) = 0 \quad \text{on } \Sigma^-, \n\end{aligned}
\]

(3.18)

and there is a constant \( C > 0 \) such that

\[ \| \psi_\lambda^+ \|_{C([0, T]; L^P(S))} \leq C \| \varphi^+ \|_{L^P(R^N \times S)}. \]

(3.19)

Here \( C \) is a constant depending on \( \Omega, T \) and \( M_i \), \( i = 0, 1, 2 \).

Moreover, we have

\[ \lim_{\lambda \to \infty} \| \psi_\lambda^+ \|_{L^2(Q_T)} = 0. \]

(3.20)

**Proof.** Let \( \psi_\lambda^+(t, x, \theta) \) solve the following homogeneous boundary value problem:
the following system:
\[
\begin{aligned}
\partial_t \psi + \theta \cdot \nabla \psi + a(t,x) \psi &= \mathcal{L}_k[\psi] + v_\lambda(t,x,\theta) \quad \text{in } Q_T, \\
\psi(0,x,\theta) &= 0 \quad \text{in } Q, \\
\psi(t,x,\theta) &= 0 \quad \text{on } \Sigma^-.
\end{aligned}
\]  \tag{3.21}

where the source term \( v_\lambda \) is given by
\[
v_\lambda(t,x,\theta) = - (\partial_t + \theta \cdot \nabla + a(t,x)) \left( \varphi_\lambda^+(t,x,\theta)b_\lambda(t,x,\theta) \right) + \mathcal{L}_k[\varphi_\lambda^+ b_\lambda](t,x,\theta).
\]  \tag{3.22}

To prove the lemma it would be enough to show that \( \psi^+_\lambda \) satisfies the estimates (3.19) and (3.20).

By a simple computation and using (3.3) and (3.5), we have
\[
v_\lambda(t,x,\theta) = \mathcal{L}_k[\varphi_\lambda^+ b_\lambda](t,x,\theta).
\]  \tag{3.23}

Furthermore, thanks to lemma 1.2 there is a constant \( C > 0 \), such that
\[
\|\psi^+_\lambda(t,\cdot,\cdot)\|_{L^p(Q)} \leq C \|\psi_\lambda\|_{L^p(Q_T)}, \quad \forall t \in (0,T).
\]  \tag{3.24}

From (3.6), (3.7) and (3.24) we obtain (3.19) and (3.20). This completes the proof of the lemma.

We prove by proceeding as in the proof of lemma 3.2, the following lemma.

**Lemma 3.3.** Let \( q \geq 1 \) and \( (a,k) \in \mathcal{A}(M_1) \times C(M_1,M_2) \). For any \( \phi^- \in C_0^\infty(\mathbb{R}^n;C(S)) \) and any \( \lambda > 0 \) the following system:
\[
\begin{aligned}
\partial_t u + \theta \cdot \nabla u - a(t,x) u &= -\mathcal{L}_k^+ u(t,x,\theta) \quad \text{in } Q_T, \\
u(T,x,\theta) &= 0 \quad \text{in } Q, \\
u(t,x,\theta) &= 0 \quad \text{on } \Sigma^-,
\end{aligned}
\]  \tag{3.25}

where
\[
\mathcal{L}_k^+[u](t,x,\theta) = \int_S k(x,\theta',\theta)u(t,x,\theta')d\theta',
\]

has a solution of the form
\[
u^-_\lambda(t,x,\theta) = \varphi^-_\lambda(t,x,\theta)b^-\lambda(t,x,\theta) + \psi^-_\lambda(t,x,\theta),
\]
satisfying
\[
u^-_\lambda \in C([0,T];W_q(Q)) \cap C^1([0,T];L^q(Q)),
\]
where \( \psi^-_\lambda \) satisfies
\[
\begin{aligned}
\partial_t \psi + \theta \cdot \nabla \psi - a(t,x) \psi &= -\mathcal{L}_k^+ [\psi] - \mathcal{L}_k^+ [\varphi^-_\lambda b_\lambda](t,x,\theta) \quad \text{in } Q_T, \\
\psi(T,x,\theta) &= 0 \quad \text{in } Q, \\
\psi(t,x,\theta) &= 0 \quad \text{on } \Sigma^+,
\end{aligned}
\]  \tag{3.26}

and there is a constant \( C > 0 \) such that
\[
\|\psi^-_\lambda\|_{C([0,T];L^q(Q))} \leq C \|\phi^-\|_{L^p(\mathbb{R}^n \times S)}.
\]  \tag{3.27}

Here \( C \) is a constant depending only on \( \Omega, T \) and \( M_i, i = 0,1,2 \).
Moreover, we have
\[ \lim_{\lambda \to \infty} \left\| \psi^\lambda \right\|_{L^2(\partial \Omega)} = 0. \] (3.28)

4. Recovering absorption coefficients

In this section we prove a log-type stability estimate for \( a \) appearing in the initial boundary value problem (1.6) with \( u_0 = 0 \). This is by means of the geometric optics solutions introduced in section 2 and the light-ray transform. We start by considering geometric optics solutions of the form (3.17). We only assume that \( \text{Supp} \, \phi^\pm(\cdot, \theta) \subset B_r \), in such a way we have
\[ \text{Supp} \, \phi^+(\cdot, \theta) \cap \Omega = \emptyset \quad \text{and} \quad \text{Supp} \, \phi^- (\cdot, \theta) \cap \Omega = \emptyset, \quad \forall \theta \in S. \]

4.1. Stable determination of the absorption coefficient from boundary measurements

The present section is devoted to the proof of theorem 1.4. Our goal here is to show that the time-dependent coefficient \( a \) depends stably on the albedo operator \( A_{a,k} \). In the rest of this section, we extend \( a \) in \( \mathbb{R}^{n+1} \) by \( a = a_2 - a_1 \) in \( \Omega \) and \( a = 0 \) on \( \mathbb{R}^{n+1} \setminus \Omega \). We start by collecting a preliminary estimate, which is needed to prove the main statement of this section.

4.1.1. Preliminary estimate. The main purpose of this section is to give a preliminary estimate, which relates the difference of the absorption coefficients to the albedo operator. Let \( (a_j, k_j) \in A^\ast (M_0) \times K(M_1, M_2), \, j = 1, 2, \). We set
\[ a = a_2 - a_1, \quad \text{and} \quad b_a(t, x, \theta) = \exp \left( - \int_0^t a(s, x - (t - s)\theta) \, ds \right). \]

Here, we have extended \( a \) by 0 outside \( \overline{\Omega} \).

We also need to define the Poisson kernel of \( B(0, 1) \subset \mathbb{R}^n \), i.e.
\[ P(\omega, \theta) = \frac{1 - |\omega|^2}{\alpha_n |\omega - \theta|^n}, \quad \omega, \theta \in S. \]

For \( 0 < h < 1 \), we define \( g_h : S \times S \to \mathbb{R} \) as
\[ g_h(\omega, \theta) = P(h \omega, \theta). \] (4.1)

We have the following lemma (see theorem 2.46 of [16]).

**Lemma 4.1.** Let \( g_h \) given by (4.1), \( h \in (0, 1) \). Then we have the following properties:
\[ 0 \leq g_h(\omega, \theta) \leq \frac{2}{\alpha_n (1 - h)^{n-1}}, \quad \forall h \in (0, 1), \forall \theta, \omega \in S, \] (4.2)
for some positive constant $\alpha_n$.

$$\int_S \varrho_h(\omega, \theta) d\theta = 1, \quad \forall h \in (0, 1), \forall \omega \in S. \quad (4.3)$$

For any $g \in C(S)$, we have

$$\lim_{h \to 1} \int_S \varrho_h(\omega, \theta) g(\theta) d\theta = g(\omega), \quad \forall \omega \in S. \quad (4.4)$$

where the limit is taken in the topology of $L^p(S)$, $p \in [1, +\infty]$ and uniformly on $S$.

The principal estimate of this section can be stated as follows:

**Lemma 4.2.** Let $(a_j, b_j) \in A^*(M_0) \times K(M_1, M_2)$, $j = 1, 2$. There exists $C > 0$ such that for any $\phi^+ \in C^\infty_0(B, C(S))$, the following estimate holds true:

$$\left| \int_{R^n \times S} (\phi^+ \phi^-)(x, \theta) \left[ \exp \left( -\int_0^T a(s, y + s\theta) ds \right) - 1 \right] d\theta dy \right| \leq C \| \phi^+ \|_{L^1(R^n \times S)} \| \phi^- \|_{L^\infty(R^n \times S)}. \quad (4.5)$$

Here $C$ depends only on $\Omega$, $T$ and $M_n$, $i = 0, 1, 2$.

**Proof.** In view of lemma 3.2, and using the fact that $\text{Supp } \phi^+(\cdot, \theta) \cap \Omega = \emptyset$, there exists a G.O-solution $u^+_\lambda$ to the equation

$$\begin{cases}
\partial_t u + \theta \cdot \nabla u + a_2(t, x) u = -\mathcal{L}_k[u](t, x, \theta) & (t, x, \theta) \in \Omega_T, \\
u(0, x, \theta) = 0 & (t, x) \in \Omega.
\end{cases}$$

in the following form:

$$u^+_\lambda(t, x, \theta) = \varphi^+(t, x, \theta) b_{a_2}(t, x, \theta) + \psi^+(t, x, \theta),$$

corresponding to the coefficients $a_2$ and $k$, where $\psi^+(t, x, \theta)$ satisfies (3.19) and (3.20). Next, let us denote by $f^\lambda$ the function

$$f^\lambda(t, x, \theta) := u^+_\lambda(t, x, \theta) |_{\Omega^-} = \varphi^+(t, x, \theta) b_{a_2}(t, x, \theta) |_{\Omega^-}.$$

We denote by $u_1$ the solution of

$$\begin{cases}
\partial_t u_1 + \theta \cdot \nabla u_1 + a_1(t, x) u_1 = -\mathcal{L}_k[u_1] & (t, x, \theta) \in \Omega_T, \\
u(0, x, \theta) = 0 & (t, x) \in \Omega, \\
u(t, x, \theta) = f^\lambda(t, x, \theta) & (t, x, \theta) \in \Omega^-.
\end{cases}$$

Putting $u = u_1 - u^+_\lambda$. Then, $u$ is a solution to the following system:

$$\begin{cases}
\partial_t u + \theta \cdot \nabla u + a_1(t, x) u = -\mathcal{L}_k[u_1] + a(t, x) u^+_\lambda - \mathcal{L}_k[u^+_\lambda] & (t, x, \theta) \in \Omega_T, \\
u(0, x, \theta) = 0 & (t, x) \in \Omega, \\
u(t, x, \theta) = 0 & (t, x, \theta) \in \Omega^-.
\end{cases} \quad (4.6)$$

where $a = a_2 - a_1$ and $k = k_2 - k_1$. On the other hand, by lemma 3.3 and the fact that $(\text{Supp } \phi^1(\cdot, \theta) \pm T\theta) \cap \Omega = \emptyset$, we can find a solution $u^-\lambda$ to the backward problem

$$\begin{cases}
\partial_t u + \theta \cdot \nabla u - a_1(t, x) u = -\mathcal{L}_k[u](t, x, \theta) & (t, x, \theta) \in \Omega_T, \\
u(T, x, \theta) = 0 & (t, x) \in \Omega.
\end{cases}$$
corresponding to the coefficients $a_1$ and $k_1$, in the form

$$u_\lambda^- (t, x, \theta) = \varphi_\lambda^- (t, x, \theta) b_{a_1} (t, x, \theta) + \psi_\lambda^- (t, x, \theta).$$  \hfill (4.7)

Here, the remainder term $\psi_\lambda^- (t, x, \theta)$ satisfies the estimate (3.27) and (3.28). Multiplying the first equation of (4.6) by $u_\lambda^+$, integrating by parts and using Green’s formula, we obtain

$$\int_{Q_T} a(t, x) u_\lambda^+ u_\lambda^- \, dt \, dx \, d\theta = \int_{Q_T} \mathcal{L}_k [u_\lambda^+] (t, x, \theta) u_\lambda^- (t, x, \theta) \, d\theta \, dx \, dt$$

$$= \int_{\Sigma^+} \theta \cdot \nu (x) (\mathcal{A}_{a_1, \lambda} - \mathcal{A}_{a_1, \lambda} (f_\lambda)) \psi_\lambda^- (t, x, \theta) \, d\theta \, dx \, dt. \hfill (4.8)$$

Where we have used

$$\int_{Q_T} \mathcal{L}_k [u] (t, x, \theta) u_\lambda^- (t, x, \theta) \, d\theta \, dx \, dt = \int_{Q_T} u (t, x, \theta) \mathcal{L}_k^* [u_\lambda^-] (t, x, \theta) \, d\theta \, dx \, dt.$$

By replacing $u_\lambda^+$ and $u_\lambda^-$ by their expressions, we obtain

$$\int_{Q_T} a(t, x) u_\lambda^+ u_\lambda^- \, dt \, dx \, d\theta = \int_{Q_T} a(t, x) \varphi_\lambda^+ (t, x, \theta) \varphi_\lambda^- (t, x, \theta) b_{a_1} (t, x, \theta) \, d\theta \, dx \, dt$$

$$+ \int_{Q_T} a(t, x) \varphi_\lambda^- (t, x, \theta) b_{a_2} (t, x, \theta) \psi_\lambda^+ (t, x, \theta) \, d\theta \, dx \, dt$$

$$+ \int_{Q_T} a(t, x) \varphi_\lambda^+ (t, x, \theta) b_{a_3} (t, x, \theta) \psi_\lambda^- (t, x, \theta) \, d\theta \, dx \, dt$$

$$+ \int_{Q_T} a(t, x) \psi_\lambda^+ (t, x, \theta) \psi_\lambda^- (t, x, \theta) \, d\theta \, dx \, dt$$

$$= \int_{Q_T} a(t, x) \varphi_\lambda^+ (t, x, \theta) \varphi_\lambda^- (t, x, \theta) b_{a_1} (t, x, \theta) \, d\theta \, dx \, dt + \mathcal{I}_{1, \lambda}. \hfill (4.9)$$

where $\mathcal{I}_{1, \lambda}$ represents the sum of the integrals that contain terms with $\psi_\lambda^+$ and $\psi_\lambda^-$. Note that there exists $C > 0$ such that for any $\lambda \geq 0$, we have

$$|\mathcal{I}_{1, \lambda}| \leq C \left( \|\psi_\lambda^+\|_{L^2(Q_T)} + \|\psi_\lambda^-\|_{L^2(Q_T)} \right). \hfill (4.10)$$

Then by (3.20) and (3.28), we get

$$\lim_{\lambda \to \infty} \mathcal{I}_{1, \lambda} = 0. \hfill (4.11)$$

Moreover, we have

$$\int_{Q_T} \mathcal{L}_k [u_\lambda^+] u_\lambda^+ \, dt \, dx \, d\theta = \int_{Q_T} \mathcal{L}_k [\varphi_\lambda^+ b_{a_1}] (t, x, \theta) \varphi_\lambda^- (t, x, \theta) b_{a_2} (t, x, \theta) \, d\theta \, dx \, dt$$

$$+ \int_{Q_T} \mathcal{L}_k [\psi_\lambda^+ b_{a_2}] (t, x, \theta) \psi_\lambda^- (t, x, \theta) \, d\theta \, dx \, dt$$

$$+ \int_{Q_T} \mathcal{L}_k [\varphi_\lambda^- b_{a_3}] (t, x, \theta) \psi_\lambda^- (t, x, \theta) \, d\theta \, dx \, dt$$

$$+ \int_{Q_T} \mathcal{L}_k [\psi_\lambda^- b_{a_3}] (t, x, \theta) \psi_\lambda^- (t, x, \theta) \, d\theta \, dx \, dt$$

$$= \int_{Q_T} \mathcal{L}_k [\varphi_\lambda^+ b_{a_1}] (t, x, \theta) \varphi_\lambda^- (t, x, \theta) b_{a_2} (t, x, \theta) \, d\theta \, dx \, dt + \mathcal{I}_{2, \lambda},$$
where
\[
\mathcal{I}_{2,\lambda} = \int_{Q_T} \mathcal{L}_k[\psi^{+}_\lambda(t, x, \theta)\varphi^-_\lambda(t, x, \theta)b_{-a_1}(t, x, \theta)]d\theta \, dx \, dt \\
+ \int_{Q_T} \mathcal{L}_k[\varphi^{+}_\lambda b_{a_1}](t, x, \theta)\psi^-_\lambda(t, x, \theta)\varphi^-_\lambda(t, x, \theta)\, d\theta \, dx \, dt + \int_{Q_T} \mathcal{L}_k[\psi^{+}_\lambda(t, x, \theta)\psi^-_\lambda(t, x, \theta)]d\theta \, dx \, dt.
\]

By (3.6), we get
\[
|\mathcal{I}_{2,\lambda}| \leq C \left( \|\psi^{+}_\lambda\|_{L^2(Q_T)} + \|\psi^-_\lambda\|_{L^2(Q_T)} \right). 
\] (4.12)

Then by (3.20) and (3.28), we have
\[
\lim_{\lambda \to \infty} \mathcal{I}_{2,\lambda} = 0, 
\] (4.13)

and by the Cauchy–Schwartz inequality, we obtain
\[
\left| \int_{Q_T} \mathcal{L}_k[\varphi^{+}_\lambda b_{a_1}](t, x, \theta)\varphi^-_\lambda(t, x, \theta)b_{-a_1}(t, x, \theta)\, d\theta \, dx \, dt \right| \leq C \, \|\mathcal{L}_k[\varphi^{+}_\lambda b_{a_1}]\|_{L^2(Q_T)}. 
\] (4.14)

Then by (3.7), we have
\[
\lim_{\lambda \to \infty} \int_{Q_T} \mathcal{L}_k[\varphi^{+}_\lambda b_{a_1}](t, x, \theta)\varphi^-_\lambda(t, x, \theta)b_{-a_1}(t, x, \theta)\, d\theta \, dx \, dt = 0. 
\] (4.15)

In light of (4.8), we have
\[
\int_{Q_T} a(t, x)\varphi^{+}(t, x, \theta)\varphi^-(t, x, \theta)b_{a_1}(t, x, \theta)\, d\theta \, dx \, dt \\
= \int_{\Sigma^+} \theta \cdot v(x)(\sigma_{a_1,k_2} - \sigma_{a_1,k_1})(f_\lambda)u^{+}_\lambda \, d\theta \, dx \, dt - \mathcal{I}_\lambda, 
\]
where the remainder term \(\mathcal{I}_\lambda\) is given by
\[
\mathcal{I}_\lambda = \mathcal{I}_{1,\lambda} - \mathcal{I}_{2,\lambda} - \int_{Q_T} \mathcal{L}_k[\varphi^{+}_\lambda b_{a_1}](t, x, \theta)\varphi^-_\lambda(t, x, \theta)b_{-a_1}(t, x, \theta)\, d\theta \, dx \, dt.
\]

Taking the limit as \(\lambda \to +\infty\), we get from (4.11), (4.13) and (4.15)
\[
\lim_{\lambda \to \infty} \mathcal{I}_\lambda = 0. 
\] (4.17)

Furthermore, on \(\Sigma^-\), we have \(u^{+}_\lambda = f_\lambda\), then we get the following estimate:
\[
\left| \int_{\Sigma^+} (\sigma_{a_2,k_2} - \sigma_{a_2,k_1})(f_\lambda)u^{+}_\lambda \, d\theta \, dx \right| \leq C \|\sigma_{a_2,k_2} - \sigma_{a_2,k_1}\|_p \|f_\lambda\|_{\mathcal{L}^p(\Sigma^-)} \|u^{+}_\lambda\|_{\mathcal{L}^p(\Sigma^+)}. 
\] (4.18)

Using the fact that
\[
\|u^{+}_\lambda\|_{\mathcal{L}^p(\Sigma^+)} \leq C\|\phi^+\|_{L^\infty(\mathcal{R} \times S)}, \quad \lim_{p \to 1} \|f_\lambda\|_{\mathcal{L}^p(\Sigma^-)} = \|f_\lambda\|_{\mathcal{L}^1(\Sigma^-)} \leq C\|\phi^+\|_{L^1(\mathcal{R} \times S)},
\]

(4.19)
and note that, since $\omega_{a,j,k}$, $j = 1, 2$ are continuous from $L_{p'}^{-}(\Sigma^{-})$ to $L_{p'}^{+}(\Sigma^{+})$ for any $p'\geq 1$. we get for any $p$, $1 \leq p < 2$, by Riesz–Thorin’s theorem, the following interpolation inequality
\[
\|\omega_{a_2,k_2} - \omega_{a_1,k_1}\|_p \leq \|\omega_{a_2,k_2} - \omega_{a_1,k_1}\|_{\frac{1}{2}}^{1-\kappa_p} \|\omega_{a_2,k_2} - \omega_{a_1,k_1}\|_1^{\kappa_p}
\]
with $\kappa_p = (2-p)/p$. So that
\[
\limsup_{p \to 1} \|\omega_{a_2,k_2} - \omega_{a_1,k_1}\|_p \leq \|\omega_{a_2,k_2} - \omega_{a_1,k_1}\|_1.
\] (4.20)

We get, by (4.16)–(4.18),
\[
\left| \int_{Q_T} a(t,x)\phi^+(t,x,\theta) h_{\omega}(t,x,\theta) \, d\theta \, dx \right| \leq C \|\omega_{a_2,k_2} - \omega_{a_1,k_1}\|_1 \|\phi^+\|_{L^{1}(\mathbb{R}^n \times S)} \|\phi^-\|_{L^{\infty}(\mathbb{R}^n \times S)}.
\]

Then, using the fact $a(t,\cdot) = 0$ outside $\Omega$ and by changing the variables $y = x - t\theta$, one gets the following estimation:
\[
\left| \int_{0}^{T} \int_{\mathbb{R}^n \times S} a(t,y + t\theta)\phi^+(y,\theta)\phi^-(y,\theta) \exp \left(- \int_{0}^{t} a(s,y + s\theta) \, ds \right) \, d\theta \, dy \, dt \right| \leq C \|\omega_{a_2,k_2} - \omega_{a_1,k_1}\|_1 \|\phi^+\|_{L^{1}(\mathbb{R}^n \times S)} \|\phi^-\|_{L^{\infty}(\mathbb{R}^n \times S)}.
\]

Bearing in mind that
\[
\int_{0}^{T} \int_{\mathbb{R}^n \times S} a(t,y + t\theta)\phi^+(y,\theta)\phi^-(y,\theta) \exp \left(- \int_{0}^{t} a(s,y + s\theta) \, ds \right) \, d\theta \, dy \, dt
\]
\[
= - \int_{0}^{T} \int_{\mathbb{R}^n \times S} \phi^+(y,\theta)\phi^-(y,\theta) \frac{d}{dt} \left[ \exp \left(- \int_{0}^{t} a(s,y + s\theta) \, ds \right) \right] \, d\theta \, dy \, dt
\]
\[
= - \int_{\mathbb{R}^n \times S} (\phi^+\phi^-)(y,\theta) \left[ \exp \left(- \int_{0}^{T} a(s,y + s\theta) \, ds \right) - 1 \right] \, d\theta \, dy,
\]
we conclude the desired estimate given by
\[
\left| \int_{\mathbb{R}^n \times S} (\phi^+\phi^-)(y,\theta) \left[ \exp \left(- \int_{0}^{T} a(s,y + s\theta) \, ds \right) - 1 \right] \, d\theta \, dy \right| \leq C \|\omega_{a_2,k_2} - \omega_{a_1,k_1}\|_1 \|\phi^+\|_{L^{1}(\mathbb{R}^n \times S)} \|\phi^-\|_{L^{\infty}(\mathbb{R}^n \times S)}.
\]

This completes the proof of the lemma.

**4.1.2. Stability for the light-ray transform.** The light-ray transform $\mathcal{R}$ of a function $f \in L^1(\mathbb{R}^{n+1})$ is defined by
\[
\mathcal{R}(f) (\theta, x) := \int_{\mathcal{R}} f(t,x + t\theta) \, dt.
\]

Using the above lemma 4.2, we can estimate the light-ray transform of the difference of the two absorption coefficients as follows:

**Lemma 4.3.** Let $(a_{j}, k_{j}) \in \mathcal{A}^+ (M_0) \times K(M_1, M_2), j = 1, 2$, then there exists $C > 0$ such that
\[
|\mathcal{R}(a)(\omega, x)| \leq C \|\omega_{a_2,k_2} - \omega_{a_1,k_1}\|_1, \quad \forall \omega \in \mathcal{S}, \text{a.e.} \, x \in \mathbb{R}^n.
\] (4.21)
Here $C$ is a constant depending only on $\Omega$, $T$ and $M_i$, $i = 0, 1, 2$.

**Proof.** Let $\omega \in S$ and $\phi_j \in C_0^\infty(B_j)$, $j = 1, 2$. Moreover, let $\varrho_\theta(\omega, \theta)$ defined by (4.1). Selecting
\[
\phi^+(y, \theta) = \varrho_\theta(\omega, \theta) \phi_1(y), \quad \phi^-(y, \theta) = \phi_2(y),
\]
we obtain from (4.5), that for any $h \in (0, 1)$,
\[
\left| \int_{B \times \mathcal{S}} \varrho_\theta(\omega, \theta) \phi_1(y) \phi_2(y) \left( \exp \left( - \int_0^T a(s, y + s\theta) \, ds \right) - 1 \right) \, d\theta \, dy \right| 
\leq C \| a_{t, k_2} - a_{t, k_1} \|_1 \| \phi_1 \|_{L^1(\mathbb{R})} \| \phi_2 \|_{L^\infty(\mathbb{R})} \| \varrho_\theta(\omega, \cdot) \|_{L^1(\mathcal{S})}.
\]

Since $\| \varrho_\theta(\omega, \cdot) \|_{L^1(\mathcal{S})} = 1$, and by (4.4) we have
\[
\lim_{h \to 1} \int_S \varrho_\theta(\omega, \theta) \left[ \exp \left( - \int_0^T a(s, y + s\theta) \, ds \right) - 1 \right] \, d\theta = \left[ \exp \left( - \int_0^T a(s, y + s\omega) \, ds \right) - 1 \right].
\]

Then, we get
\[
\left| \int_{B \times \mathcal{S}} \phi_1(y) \phi_2(y) \left( \exp \left( - \int_0^T a(s, y + s\omega) \, ds \right) - 1 \right) \, dy \right| 
\leq C \| a_{t, k_2} - a_{t, k_1} \|_1 \| \phi_1 \|_{L^1(\mathbb{R})} \| \phi_2 \|_{L^\infty(\mathbb{R})}.
\]

Let the bilinear form $\mathcal{B} : L^1(B_1) \times L^\infty(B_2) \to \mathbb{R}$ given by
\[
\mathcal{B}(\phi_1, \phi_2) = \int_{\mathcal{B}} \phi_1(y) \phi_2(y) R(y, \omega) \, dy,
\]
where
\[
R(y, \omega) = \exp \left( - \int_0^T a(s, y + s\omega) \, ds \right) - 1.
\]

Then we have
\[
|\mathcal{B}(\phi_1, \phi_2)| \leq C \| R(\cdot, \omega) \|_{L^\infty(B_1)} \| \phi_1 \|_{L^1(\mathbb{R})} \| \phi_2 \|_{L^\infty(\mathbb{R})}.
\]

We conclude that
\[
\| \mathcal{B} \| = \| R(\cdot, \omega) \|_{L^\infty(B_1)} \leq C \| a_{t, k_2} - a_{t, k_1} \|_1,
\]
where $\| \mathcal{B} \|$ stands for the norm of the bilinear form $\mathcal{B}$. That is
\[
\left| \exp \left( - \int_0^T a(s, y + s\omega) \, ds \right) - 1 \right| \leq C \| a_{t, k_2} - a_{t, k_1} \|_1, \quad \forall y \in B_1, \forall \omega \in \mathcal{S}.
\]

Using the fact that $|X| \leq e^M |e^X - 1|$ for any $X$ real satisfying $|X| \leq M$ we found out that
\[
\left| \int_0^T a(s, y + s\omega) \, ds \right| \leq e^{MT} \left| \exp \left( - \int_0^T a(s, y + s\omega) \, ds \right) - 1 \right|,
\]
where $X = \int_0^T a(s, y + s\omega) \, ds$. We conclude in light of (4.22) the following estimate:
\[ \left| \int_0^T a(s, y + s\omega) \, ds \right| \leq C \| \mathscr{A}_{a_2, k_2} - \mathscr{A}_{a_1, k_1} \|_1, \quad \forall \, y \in B_r, \quad \omega \in \mathcal{S}. \] (4.23)

Using the fact that \( a = a_2 - a_1 = 0 \) outside \( X_{r, \omega} \), this entails that for all \( y \in B_r \) and \( \omega \in \mathcal{S} \), we have
\[ \left| \int \mathbb{R} a(s, y + s\omega) \, ds \right| \leq C \| \mathscr{A}_{a_2, k_2} - \mathscr{A}_{a_1, k_1} \|_1. \] (4.24)

Now, if we assume \( y \in B(0, r/2) \), we get \( |y + t\omega| \geq |t| - |y| \geq |t| - r/2 \). Hence, one can see that \( (t, y + t\omega) \notin C^+_r \), if \( t > r/2 \). On the other hand, we have \( (t, y + t\omega) \notin C^+_r \), if \( t \leq r/2 \). Thus, we conclude that \( (t, y + t\omega) \notin C^+_r \supset X_{r, \omega} \) for \( t \in \mathbb{R} \). This, and the fact that \( a = a_2 - a_1 = 0 \) outside \( X_{r, \omega} \), entails that for all \( y \in B(0, r/2) \) and \( \omega \in \mathcal{S} \), we have
\[ a(t, y + t\omega) = 0, \quad \forall t \in \mathbb{R}. \]

By a similar way, we prove for \( |y| \geq T - r/2 \), that \( (t, y + t\omega) \notin C^-_r \supset X_{r, \omega} \) for \( t \in \mathbb{R} \) and then \( a(t, y + t\omega) = 0 \). Hence, we conclude that
\[ \left| \int \mathbb{R} a(s, y + s\omega) \, ds \right| \leq C \| \mathscr{A}_{a_1, k_1} - \mathscr{A}_{a_2, k_2} \|_1, \quad \forall \omega \in \mathcal{S}, y \notin B_r. \] (4.25)

Thus, by (4.23) and (4.25) we finish the proof of the lemma by getting
\[ \left| \int \mathbb{R} a(s, y + s\omega) \, ds \right| \leq C \| \mathscr{A}_{a_1, k_1} - \mathscr{A}_{a_2, k_2} \|_1, \quad \forall \omega \in \mathcal{S}, y \in \mathbb{R}^n. \]

The proof of lemma 4.3 is complete.

Our goal is to obtain an estimate linking the Fourier transform with respect to \( (t, x) \) of the absorption coefficient \( a = a_1 - a_2 \) to the measurement \( (\mathscr{A}_{a_1, k_1} - \mathscr{A}_{a_2, k_2}) \) in the conic set
\[ E = \{ (\tau, \xi) \in \mathbb{R} \times \mathbb{R}^n, |\tau| \leq |\xi| \}. \]

We denote by \( \widehat{g} \) the Fourier transform of a function \( g \in L^1(\mathbb{R}^{n+1}) \) with respect to \( (t, x) \):
\[ \widehat{g}(\tau, \xi) = \int_{\mathbb{R}^n} \int_{\mathbb{R}^n} g(t, x) e^{-i\tau \cdot \xi} e^{-i\xi \cdot \eta} \, dx \, d\eta. \]

We aim to prove that the Fourier transform of \( a \) is bounded as follows:

**Lemma 4.4.** Let \( (a_j, k_j) \in \mathcal{A}^*(M_0) \times K(M_1, M_2), \ j = 1, 2 \), then there exists \( C > 0 \), such that the following estimate:
\[ |\widehat{a}(\tau, \xi)| \leq C \| \mathscr{A}_{a_1, k_1} - \mathscr{A}_{a_2, k_2} \|_1, \] (4.26)
holds for any \( (\tau, \xi) \in E \).

**Proof.** Let \( (\tau, \xi) \in E \) and \( \zeta \in \mathcal{S} \) be such that \( \xi \cdot \zeta = 0 \). Setting
\[ \omega = \frac{\tau}{|\xi|^2} \cdot \xi + \sqrt{1 - \frac{\tau^2}{|\xi|^2}} \cdot \zeta, \]

...
Then, one can see that $\omega \in S$ and $\omega \cdot \xi = \tau$. On the other hand, by the change of variable $x = y + i\omega$, we have for all $\xi \in \mathbb{R}^n$ and $\omega \in S$, the following identity:

$$
\int_{\mathbb{R}^n} \mathcal{R}(a)(y, \omega)e^{-iy \xi} dy = \int_{\mathbb{R}^n} \left( \int_{\mathbb{R}} a(s, y + s\omega) ds \right) e^{-iy \xi} dy
$$

$$
= \int_{\mathbb{R}^n} \int_{\mathbb{R}} a(t, x)e^{-ix \xi} e^{-i\omega \cdot \xi} dx dt
$$

$$
= \tilde{a}(\omega \cdot \xi) = \tilde{a}(\tau, \xi).
$$

where we have set $(\omega \cdot \xi, \xi) = (\tau, \xi) \in E$. Bearing in mind that for any $t \in \mathbb{R}$, $\text{Supp}(t, \cdot) \subset \Omega \subset B(0, r/2)$, we obtain

$$
\int_{\mathbb{R}^n} \mathcal{R}(a)(y, \omega)e^{-iy \xi} dy = \tilde{a}(\tau, \xi).
$$

Then, in view of lemma 4.3, we complete the proof of the lemma 4.4. \qed

We now give the following result that is proved in [7].

**Lemma 4.5.** Let $\mathcal{O}$ be an open set of $B(0, 1) \subset \mathbb{R}^{n+1}$, and $F$ an analytic function in $B(0, 2)$, such that: there exist constant $M, \eta > 0$ such that

$$
\|\partial^\gamma F\|_{L^\infty(B(0, 2))} \leq \frac{M |\gamma|!}{\eta |\gamma|}, \quad \gamma \in (\mathbb{N} \cup \{0\})^{n+1}.
$$

Then,

$$
\|F\|_{L^\infty(B(0, 1))} \leq (2M)^{1-\mu} \|F\|_{L^\infty(\mathcal{O})}^\mu
$$

where $\mu \in (0, 1)$ depends on $n, \eta$ and $|\mathcal{O}|$. Here $|\gamma| = \gamma_1 + \cdots + \gamma_{n+1}$ and $B(0, \rho) = \{y \in \mathbb{R}^{n+1}, |y| < \rho\}$.

**4.1.3. End of the proof of theorem 1.4.** We complete now the proof of theorem 1.4. For a fixed $\alpha > 0$, we set $F_\alpha(\tau, \xi) = \tilde{a}(\alpha(\tau, \xi))$, for all $(\tau, \xi) \in \mathbb{R}^{n+1}$. It is easy to see that $F_\alpha$ is analytic and we have

$$
|\partial^\gamma F_\alpha(\tau, \xi)| = |\partial^\gamma | \int_{\mathbb{R}^{n+1}} a(t, x)e^{-i\alpha x \xi} e^{-i\omega \cdot \xi} dx dt|
$$

$$
= | \int_{\mathbb{R}^{n+1}} a(t, x)(-i)^{|\gamma|}\alpha^{|\gamma|} (t, x)^{\gamma} e^{-i\alpha x (\tau, \xi)} dx dt|.
$$

This entails that

$$
|\partial^\gamma F_\alpha(\tau, \xi)| \leq \int_{\mathbb{R}^{n+1}} |a(t, x)|^{\alpha^{|\gamma|}}(|x|^2 + r^2)^{|\gamma|} dx dt \leq \|a\|_{L^2(X_{\alpha} \alpha^{|\gamma|})} (2T^2)^{|\gamma|} \leq C \frac{|\gamma|!}{(T-1)^{|\gamma}|\alpha^{|\gamma|} e^\alpha}.
$$

Then, applying lemma 4.5 in the set $\mathcal{O} = \hat{E} \cap B(0, 1)$ with $M = Ce^\alpha$ and $\eta = T^{-1}$, where

$$
\hat{E} = \{(\tau, \xi) \in \mathbb{R} \times \mathbb{R}^n, |\tau| < |\xi|\}.
$$

So, we can find a constant $\mu \in (0, 1)$, such that we have for all $(\tau, \xi) \in B(0, 1)$, the following estimation:
\[ |F_\alpha(\tau, \xi)| = |\hat{a}(\alpha(\tau, \xi))| \leq C_\alpha^{(1-\mu)} \|F_\alpha\|_{L^\infty(\mathcal{O})}^{\mu}, \quad (\tau, \xi) \in B(0, 1). \]

Now, we will find an estimate for the Fourier transform of the absorption coefficient \(a\) in a suitable ball. Using the fact that \(\hat{E} = \{\alpha(\tau, \xi), (\tau, \xi) \in \hat{E} = \hat{E}\), we obtain for all \((\tau, \xi) \in B(0, \alpha)\)
\[
|\hat{a}(\tau, \xi)| = |F_\alpha(\alpha^{-1}(\tau, \xi))| \leq C_\alpha^{(1-\mu)} \|F_\alpha\|_{L^\infty(\mathcal{O})}^{\mu} \leq C_\alpha^{(1-\mu)} \|\hat{a}\|_{L^\infty(\hat{E})}^{\mu}.
\]

Our goal now is to deduce an estimate that links the unknown coefficient \(a\) to the measurement \(\mathcal{A}_{\alpha_1, k_1} - \mathcal{A}_{\alpha_2, k_2}\). To obtain such an estimate, we need first to decompose the \(H^{-1}(\mathbb{R}^{n+1})\) norm of \(a\) into the following:
\[
\|a\|_{H^{-1}(\mathbb{R}^{n+1})}^{2/\mu} = \left( \int_{|\tau(\xi)| < \alpha} (1 + |(\tau, \xi)|^2)^{-1}|\hat{a}(\tau, \xi)|^2d\xi d\tau + \int_{|\tau(\xi)| \geq \alpha} (1 + |(\tau, \xi)|^2)^{-1}|\hat{a}(\tau, \xi)|^2d\xi d\tau \right)^{1/\mu} \leq C (\alpha^{n+\mu} \|\hat{a}\|_{L^\infty(B(0, \alpha))} + \alpha^{-2} \|a\|_{L^2(\mathbb{R}^{n+1})}^{2/\mu}).
\]

Therefore, by using (4.27) and lemma 4.5, we get
\[
\|a\|_{H^{-1}(\mathbb{R}^{n+1})}^{2/\mu} \leq C \left( \alpha^{n+\mu} e^{2(1-\mu)} \|\mathcal{A}_{\alpha_1, k_1} - \mathcal{A}_{\alpha_2, k_2}\|_1^{2\mu} + \alpha^{-2} \right)^{1/\mu} \leq C \left( \alpha^{n+\mu} e^{2(1-\mu)} \|\mathcal{A}_{\alpha_1, k_1} - \mathcal{A}_{\alpha_2, k_2}\|_1^{2\mu} + \alpha^{-2} \right)^{1/\mu} \leq C \left( e^{\alpha^{n+\mu}} \|\mathcal{A}_{\alpha_1, k_1} - \mathcal{A}_{\alpha_2, k_2}\|_1^{2\mu} + \alpha^{-2} \right),
\]

where \(N\) depends on \(n\) and \(\mu\). Next, we minimize the right hand-side of the above inequality with respect to \(\alpha\). We need to take \(\alpha\) to be sufficiently large. So, there exists a constant \(c > 0\) such that if \(0 < \|\mathcal{A}_{\alpha_1, k_1} - \mathcal{A}_{\alpha_2, k_2}\|_1 < c\), and
\[
\alpha = \frac{1}{N} \log \|\mathcal{A}_{\alpha_1, k_1} - \mathcal{A}_{\alpha_2, k_2}\|_1,
\]

then, we have the following estimation:
\[
\|a\|_{H^{-1}(\mathbb{R}^{n+1})} \leq C \left( \|\mathcal{A}_{\alpha_1, k_1} - \mathcal{A}_{\alpha_2, k_2}\|_1 + \log \|\mathcal{A}_{\alpha_1, k_1} - \mathcal{A}_{\alpha_2, k_2}\|_1^{-2/\mu} \right)^{1/2} \leq C \left( \|\mathcal{A}_{\alpha_1, k_1} - \mathcal{A}_{\alpha_2, k_2}\|_1^{1/2} + \log \|\mathcal{A}_{\alpha_1, k_1} - \mathcal{A}_{\alpha_2, k_2}\|_1^{-1} \right).
\]

Let us now consider \(\delta\) such that \(s > n+1 + \delta\). By using Sobolev’s interpolation inequality, we get
\[
\|a\|_{L^\infty(X_{s})} \leq C \|a\|_{H^{-s}(X_{s})}^{\mu+\beta/s} \leq C \|a\|_{H^{-s}(X_{s})}^{1-\beta} \|a\|_{H^{s}(X_{s})}^{\beta} \leq C \|a\|_{H^{s}(X_{s})}^{1-\beta},
\]

for some \(\beta \in (0, 1)\). This completes the proof of theorem 1.4.
4.2. Determination of the absorption coefficients from boundary measurements and final observations

In this section, we prove theorem 1.6. We will extend the stability estimates obtained in the first case to a larger region \( X_{r_2} \supset X_{r_1} \). We shall consider the geometric optics solutions constructed in section 2, associated with a function \( \phi^+ \) obeying \( \text{Supp} \, \phi^+ (\cdot, \theta) \cap \Omega = 0 \). Note that this time, we have more flexibility on the choice of the support of the function \( \phi^- \) and we do not need to assume that \( \text{Supp} \, \phi^- (\cdot, \theta) \pm T \theta \cap \Omega = 0 \) anymore. We recall that the measurements in this case are given by the following response operator:

\[
\mathcal{S}_{a,k}^d : \mathcal{L}_p^-(\Sigma^-) \rightarrow \mathcal{H}_p^+ \quad f \mapsto \mathcal{S}_{a,k}^d (f) = (u|\Sigma^+, u(T, \cdot, \cdot)),
\]

associated with the problem (1.6) with \( u_0 = 0 \). We denote by

\[
\mathcal{S}_{a,k}^1 (f) = u|\Sigma^+, \quad \mathcal{S}_{a,k}^2 (f) = u(T, \cdot, \cdot).
\]

Here we will find that the absorption coefficient \( a \) can be stably recovered in a larger region if we further know the final data of the solution \( u \) of the linear Boltzmann equation (1.6). In the rest of this section, we define \( a = a_2 - a_1 \) in \( \Omega_T \) and \( a = 0 \) on \( \mathbb{R}^n \setminus \Omega_T \). We shall first prove the following statement:

**Lemma 4.6.** Let \( (a_j, k_j) \in \mathcal{A}^j(M_1) \times K(M_1, M_2), \ j = 1, 2 \). There exists \( C > 0 \) such that for any \( \phi^\pm \in C_0^\infty (\mathbb{R}^n, C(S)), \) with \( \text{Supp} \, \phi^\pm (\cdot, \theta) \cap B(0, r/2) = \emptyset \), for all \( \theta \in S \), the following estimate holds true

\[
\left| \int_{\mathbb{R}^n \times S} (\phi^+ \phi^-)(y, \theta) \left[ \exp \left( -\int_0^T a(s, y + s\theta) \, ds \right) - 1 \right] \, d\theta \, dy \right| \leq C \| \mathcal{S}_{a_1, k_1} - \mathcal{S}_{a_2, k_2} \|_1 \| \phi^+ \|_{L^2(\mathbb{R}^n \times S)} \| \phi^- \|_{L^2(\mathbb{R}^n \times S)}.
\]

Here \( C \) depends only on \( \Omega, T, \) and \( M_0, i = 0, 1, 2 \).

**Proof.** In view of lemma 3.2, and using the fact that \( \text{Supp} \, \phi^+ (\cdot, \theta) \cap \Omega = 0 \), there exists a G.O-solution \( u_1 \) to the equation

\[
\begin{align*}
\begin{cases}
\partial_t u + \theta \cdot \nabla u + a_2(t, x)u = \mathcal{L}_{k_2}[u](t, x, \theta) & \text{in } Q_T, \\
u(0, x, \theta) = 0 & \text{in } Q,
\end{cases}
\end{align*}
\]

in the following form:

\[
u_1(t, x, \theta) = \varphi_1(t, x, \theta)b_{a_2}(t, x, \theta) + \psi_1(t, x, \theta),
\]

(4.28)

corresponding to the absorption coefficients \( a_2 \) and the scattering coefficients \( k_2 \), where the remainder term \( \psi_1 \) satisfies (3.19) and (3.20). Next, we set the function

\[
f_1(t, x, \theta) := u_1(t, x, \theta)|_{\Sigma^-} = \varphi_1(t, x, \theta)b_{a_2}(t, x, \theta).
\]

We denote by \( u_1 \) the solution of

\[
\begin{align*}
\begin{cases}
\partial_t u_1 + \theta \cdot \nabla u_1 + a_1(t, x)u_1 = \mathcal{L}_{k_1}[u_1] & \text{in } Q_T, \\
u_1(0, x, \theta) = 0 & \text{in } Q, \\
u_1(t, x, \theta) = f_1(t, x, \theta) & \text{on } \Sigma^-.
\end{cases}
\end{align*}
\]
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Putting \( u = u_1 - u_\Lambda^+ \). Then, \( u \) is a solution to the following system:

\[
\begin{aligned}
\begin{cases}
\partial_t u + \theta \cdot \nabla u + a_1(t,x)u = L_{k_1}[u] + a(t,x)u_\Lambda^+ - L_k[u_\Lambda^+] & \text{in } Q_T, \\
u(0,x,\theta) = 0 & \text{in } Q, \\
u(t,x,\theta) = 0 & \text{on } \Sigma^-. 
\end{cases}
\end{aligned}
\]

(4.29)

On the other hand, lemma 3.3 guarantees the existence of a G.O-solution \( u_\Lambda^- \) to the adjoint problem

\[
\partial_t u + \theta \cdot \nabla u - a_1(t,x)u = -L_{k_1}[u](t,x,\theta) \quad \text{in } Q_T,
\]

corresponding to the coefficients \( a_1 \) and \( k_1 \), in the form

\[
u_\Lambda^-(t,x,\theta) = \varphi_\Lambda^-(t,x,\theta) + \psi_\Lambda^-(t,x,\theta),
\]

(4.30)

where \( \psi_\Lambda^-(t,x,\theta) \) satisfies (3.27) and (3.28). We multiply the first equation of (4.29) by \( u_\Lambda^- \) and we integrate by parts, then we obtain

\[
\int_{Q_T} a(t,x)u_\Lambda^+ u_\Lambda^- \, \rho \, dx \, dt - \int_{Q_T} L_k[u_\Lambda^+](t,x,\theta)u_\Lambda^- \, dx \, dt
\]

\[
= [ \int_{\Sigma^+} \theta \cdot \nu(x) (\varphi_\Lambda^0 - \varphi_\Lambda^0) (f_\Lambda) u_\Lambda^- \, dx \, dt + \int_{S \times \Omega} (\varphi_\Lambda^0 - \varphi_\Lambda^0) (f_\Lambda) u_\Lambda^- (T,x,\theta) \, d\theta \, dx].
\]

(4.31)

By replacing \( u_\Lambda^+ \) and \( u_\Lambda^- \) by their expressions, we obtain

\[
\left| \int_{\mathbb{R}^n \times S} (\phi^+ \phi^-)(y,\rho) \left[ \exp \left( -\int_0^T a(s,y + s\rho) \, ds \right) - 1 \right] \, d\rho \, dy \right|
\]

\[
\leq C \left[ \|(\varphi_\Lambda^0 - \varphi_\Lambda^0) f_\Lambda\|_{L^p(S)} + \|(\varphi_\Lambda^0 - \varphi_\Lambda^0) f_\Lambda\|_{L^q(S)} \right] \left[ \|u_\Lambda^-\|_{L^p(S)} + \|u_\Lambda^-(T)\|_{L^q(S)} \right]
\]

\[
\leq C \|\varphi_\Lambda^0 - \varphi_\Lambda^0\|_{L^p(S)} \|f_\Lambda\|_{L^q(S)} + \|u_\Lambda^-\|_{L^p(S)} + \|u_\Lambda^-(T)\|_{L^q(S)}
\]

(4.32)

Then, by using (4.19) and (4.20) and the fact that

\[
\|u_\Lambda^-(T,\cdot,\cdot)\|_{L^q(S)} \leq C \left( \|\varphi_\Lambda^0(T,\cdot,\cdot)\|_{L^p(S)} + \|\psi_\Lambda^0(T,\cdot,\cdot)\|_{L^q(S)} \right)
\]

(4.32)

We complete the proof of lemma 4.6.

\[
\square
\]

Lemma 4.7. Let \( (a_j,k_j) \in A^2(M_0) \times K(M_1,M_2), j = 1, 2 \), then there exists \( C > 0 \) such that

\[
|R(a)(\theta,x)| \leq C \|\varphi_\Lambda^0 - \varphi_\Lambda^0\|_{L^p(S)} \|f_\Lambda\|_{L^q(S)}
\]

(4.33)

\[
\forall \theta \in S, x \in \mathbb{R}^n.
\]

Proof. We consider \( \phi^+ \), such that \( \text{Supp } \phi^+(\cdot,\theta) \cap B \left( 0, \frac{r}{2} \right) \). Using lemma 4.6 and repeating the arguments used in lemma 4.3, we obtain this estimate

\[
\left| \int_{\mathbb{R}} a(s,y + s\rho) \, ds \right| \leq C \|\varphi_\Lambda^0 - \varphi_\Lambda^0\|_{L^p(S)} \|f_\Lambda\|_{L^q(S)}
\]

(4.34)

\[
\forall \theta \in S, y \notin B \left( 0, \frac{r}{2} \right).
\]
Now, let \( y \in B \left(0, \frac{\epsilon}{2}\right) \), and let us show that \( a(t, y + t\theta) = 0 \), for any \( t \in \mathbb{R} \). Indeed, we have \( |y + t\theta| \geq |t| - |y| \).

So, we deduce that for all \( t \geq \frac{\epsilon}{2} \) we have \( (t, y + t\theta) \notin C^+ \). And if \( t \leq \frac{\epsilon}{2} \), we have also that \( (t, y + t\theta) \notin C^+ \). Since \( X_{r,\ell} = X \cap C^+ \). We have \((t, y + t\theta) \in X_{r,\ell}\) for any \( t \in \mathbb{R} \). Then, using the fact that \( a = a_2 - a_1 = 0 \) outside \( X_{r,\ell} \) we obtain,

\[
\int_{\mathbb{R}} a(t, y + t\theta) dt = 0, \quad \forall y \in B \left(0, \frac{\ell}{2}\right). \tag{4.35}
\]

In light of (4.34) and (4.35), the proof of lemma 4.7 is completed. Using the above result and in the same way as in section 4, we complete the proof of theorem 1.6.

4.3. Determination of the absorption coefficient from boundary measurements and final observation by varying the initial data

In this section we deal with the same problem treated in sections 4 and 5, except our data will be the response of the medium for all possible initial data. As usual, we will prove the theorem 1.7 using geometric optics solutions constructed in section 3 and x-ray transform. Let us first recall the definition of the operator \( \mathcal{I}_{a,k} \)

\[
\mathcal{I}_{a,k} : \mathcal{K}_p^- \rightarrow \mathcal{K}_p^+ \quad g = (f, u_0) \quad \mathcal{I}_{a,k}(g) = (u_{1+}, u(T, \cdot, \cdot)).
\]

We denote by

\[
\mathcal{I}_{a,k}^1(g) = u_{1+}, \quad \mathcal{I}_{a,k}^2(g) = u(T, \cdot, \cdot).
\]

**Lemma 4.8.** Let \((a_j, k_j) \in \mathcal{A}(M_0) \times \mathcal{K}(M_1, M_2), j = 1, 2\), then there exists \( C > 0 \) such that

\[
|R(a)(\theta, x)| \leq C||\mathcal{I}_{a_1, k_1} - \mathcal{I}_{a_2, k_1}||, \quad \forall \theta \in \mathcal{S}, x \in \mathbb{R}^n. \tag{4.36}
\]

**Proof.** Let \( \phi^\pm \in C^\infty_0 (\mathbb{R}^n, \mathcal{C}(\mathcal{S})) \). For sufficiently large \( \lambda \), lemma 3.3 guarantees the existence of a G.O-solution \( u_\lambda^+ \) to

\[
\partial_t u + \theta \cdot \nabla u + a_2(t, x)u = \mathcal{L}_{k_1}[u](t, x, \theta)
\]

in the following form:

\[
u_\lambda^+(t, x, \theta) = \varphi_\lambda^+(t, x, \theta)b_{a_2}(t, x, \theta) + \psi_\lambda^+(t, x, \theta). \tag{4.37}
\]

corresponding to the coefficients \( a_2 \) and \( k_2 \). Here, the remainder term \( \psi_\lambda^+(t, x, \theta) \) satisfies (3.19) and (3.20). Now, we denote by \( f_\lambda \) the function

\[
f_\lambda(t, x, \theta) := u_\lambda^+(t, x, \theta)|_{\Sigma^-} = \varphi_\lambda^+(t, x, \theta)b_0(t, x, \theta) \quad \text{and} \quad u_0(x, \theta) = u_\lambda^+(0, x, \theta).
\]

We remark here that \( u_0 \) is not necessarily zero since (3.1) is not necessarily satisfied.

We denote by \( u_1 \) the solution of

\[
\begin{cases}
\partial_t u_1 + \theta \cdot \nabla u_1 + a_1(t, x)u_1 = \mathcal{L}_{k_1}[u_1] & \text{in } Q_T, \\
u_1(0, x, \theta) = u_0(x, \theta) & \text{in } Q, \\
u_1(t, x, \theta) = f_\lambda(t, x, \theta) & \text{on } \Sigma^-.
\end{cases}
\]
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Putting \( u = u_1 - u_1^+ \). Then, \( u \) is a solution to the following system:

\[
\begin{align*}
\frac{\partial}{\partial t} u + \theta \cdot \nabla u + a_1(t,x)u &= \mathcal{L}_{k_1}[u] + a(t,x)u_1^+ - \mathcal{L}_k[u_1^+] \quad \text{in} \; Q_T, \\
u(0,x,\theta) &= 0 \quad \text{in} \; Q, \\
u(t,x,\theta) &= 0 \quad \text{on} \; \Sigma^-,
\end{align*}
\]

where \( a = a_2 - a_1 \) and \( k = k_2 - k_1 \). Applying lemma 3.3, once more for large enough \( \lambda \), we may find a G.O.-solution \( u_\lambda^- \) to the backward problem of (1.6)

\[
\frac{\partial}{\partial t} u + \theta \cdot \nabla u - a_1(t,x)u = -\mathcal{L}_{k_1}^*[u](t,x,\theta),
\]

corresponding to the coefficients \( a_1 \) and \( k_1 \), in the form

\[
\begin{align*}
u^-_\lambda(t,x,\theta) &= \varphi^-_\lambda(t,x,\theta)\omega_{a_1}(t,x,\theta) + \psi^-_\lambda(t,x,\theta),
\end{align*}
\]

where \( \psi^-_\lambda(t,x,\theta) \) satisfies (3.27) and (3.28). Multiplying the equation (4.38) by \( u^-_\lambda \), integrating by parts and using Green’s formula, we get

\[
\begin{align*}
\int_{Q_T} a(t,x)u^-_\lambda \theta \cdot \nabla u^-_\lambda \text{d}t \text{d}x \text{d}\theta \text{d}t &= -
\int_{Q_T} \mathcal{L}_k[u_1^+] (t,x,\theta) u^-_\lambda \text{d}t \text{d}x \text{d}\theta \text{d}t
+ \int_{\Sigma} [T_{a_2,k_2} - T_{a_1,k_1}](g)u^-_\lambda(t,x,\theta) \text{d}x \text{d}\theta,
\end{align*}
\]

where

\[
g_\lambda = (u^-_{\lambda\Sigma^-}, u^-_{\lambda}(0,\cdot,\cdot)).
\]

Now, replacing \( u^-_\lambda \) and \( u^-_\lambda \) by their expressions and proceeding as in the proof of lemma 4.6, we get

\[
\bigg| \int_{\mathbb{R}^n \times S} (\phi^+ \phi^-)(y,\theta) \left[ \exp \left( -\int_{0}^{T} a(s,y+s\theta) \text{d}s \right) - 1 \right] \text{d}\theta \text{d}y \bigg| 
\leq C \|T_{a_2,k_2} - T_{a_1,k_1}\|_1 \|\phi^+\|_{L^1(\mathbb{R}^n \times S)} \|\phi^-\|_{L^\infty(\mathbb{R}^n \times S)}.
\]

Now, in order to complete the proof of lemma 4.4, it will be enough to fix \( y \in \mathbb{R}^n \), consider \( \phi^+ \) defined as before, and proceed as in the proof of lemma 4.7. By repeating the arguments used in the previous sections, we complete the proof of theorem 1.7. \( \square \)

5. Identification of the scattering coefficient

Let \( \omega \in \mathcal{S} \) and \( \phi_j \in C_0^\infty(B_r), j = 1,2. \) Moreover, let \( \varrho_\theta(\omega,\cdot) \) defined by (4.1). Selecting

\[
\phi^+(y,\theta) = \varrho_\theta(\omega,\theta)\phi_1(y), \quad \phi^-(y,\theta) = \varrho_\theta(\omega,\theta)\phi_2(y).
\]

Moreover, we denote

\[
\varphi^+_{1,\lambda}(t,x,\theta) = \varphi_{1,\lambda}(t,x,\theta)e^{i\lambda(t-x-\theta)}, \quad \varphi^-_{1,\lambda}(t,x,\theta) = \varphi_{2,\lambda}(t,x,\theta)e^{-i\lambda(t-x-\theta)},
\]

where

\[
\varphi_{1,\lambda}(t,x,\theta) = \varrho_\theta(\omega,\theta)\phi_1(x - t\theta), \quad \varphi_{2,\lambda}(t,x,\theta) = \varrho_\theta(\omega,\theta)\phi_2(x - t\theta).
\]
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Finally, we set
\[ b_u(t, x, \theta) = \exp \left(- \int_0^t a(s, x - s\theta) ds \right), \quad (t, x, \theta) \in \mathbb{R} \times \mathbb{R}^n \times \mathcal{S}, \]
where we have extended \( a \) by 0 outside \( \Omega \).

By lemma 3.2, the following system:
\[
\begin{align*}
\partial_t u + \theta \cdot \nabla u + a_2(t, x) u &= \mathcal{L}_k[u](t, x, \theta) & \text{in } Q_T, \\
u(0, x, \theta) &= 0 & \text{in } Q.
\end{align*}
\]  
has a solution of the form
\[
u^+_h(t, x, \theta) = \psi^+_{h, \lambda}(t, x, \theta) b_{a_2}(t, x, \theta) + \psi^+_{h, \lambda}(t, x, \theta),
\]
satisfying
\[ u \in C([0, T]; W_{q}(Q)) \cap C^1([0, T]; L^p(Q)), \]
where \( \psi^+_{h, \lambda} \) satisfies
\[
\begin{align*}
\partial_t \psi^+_{h, \lambda} + \theta \cdot \nabla \psi^+_{h, \lambda} + a_2(t, x) \psi^+_{h, \lambda} &= \mathcal{L}_k[\psi^+_{h, \lambda}] + \mathcal{L}_k[\psi^+_{h, \lambda} b_{a_2}](t, x, \theta) & \text{in } Q_T, \\
\psi^+_{h, \lambda}(0, x, \theta) &= 0 & \text{in } Q, \\
\psi^+_{h, \lambda}(t, x, \theta) &= 0 & \text{on } \Sigma^-.
\end{align*}
\]  
We denote by \( u_{1, h} \) the solution of
\[
\begin{align*}
\partial_t u_{1, h} + \theta \cdot \nabla u + a_1(t, x) u_{1, h} &= \mathcal{L}_k[u_{1, h}] & \text{in } Q_T, \\
u_{1, h}(0, x, \theta) &= 0 & \text{in } Q, \\
u_{1, h}(t, x, \theta) &= f_h(t, x, \theta) := \nu^+_h(t, x, \theta) & \text{on } \Sigma^-.
\end{align*}
\]  
Putting \( u = u_{1, h} - \nu^+_h \). Then, \( u \) is a solution to the following system:
\[
\begin{align*}
\partial_t u + \theta \cdot \nabla u + a_1(t, x) u &= \mathcal{L}_k[u] + a(t, x) u_{h, \lambda} - \mathcal{L}_k[u_{h, \lambda}] & \text{in } Q_T, \\
u(0, x, \theta) &= 0 & \text{in } Q, \\
u(t, x, \theta) &= 0 & \text{on } \Sigma^-.
\end{align*}
\]  
where \( a = a_2 - a_1 \) and \( k = k_2 - k_1 \). On the other hand, by lemma 3.3, the following system:
\[
\begin{align*}
\partial_t u + \theta \cdot \nabla u - a_1(t, x) u &= -\mathcal{L}_k^*[u](t, x, \theta) & \text{in } Q_T, \\
u(T, x, \theta) &= 0 & \text{in } Q,
\end{align*}
\]  
has a solution of the form
\[
u^-_{h, \lambda}(t, x, \theta) = \psi^-_{h, \lambda}(t, x, \theta) b_{-a_1}(t, x, \theta) + \psi^-_{h, \lambda}(t, x, \theta),
\]
satisfying
\[ u \in C([0, T]; W_{q}(Q)) \cap C^1([0, T]; L^p(Q)), \]
where \( \psi^-_{h, \lambda} \) satisfies
\[
\begin{align*}
\partial_t \psi^-_{h, \lambda} + \theta \cdot \nabla \psi^-_{h, \lambda} - a_1(t, x) \psi^-_{h, \lambda} &= -\mathcal{L}_k^*[\psi^-_{h, \lambda}] - \mathcal{L}_k^*[\psi^-_{h, \lambda} b_{a_1}](t, x, \theta) & \text{in } Q_T, \\
\psi^-_{h, \lambda}(T, x, \theta) &= 0 & \text{in } Q, \\
\psi^-_{h, \lambda}(t, x, \theta) &= 0 & \text{on } \Sigma^+. 
\end{align*}
\]
Multiplying the first equation of (5.3) by \( u_\lambda^- \), using Green’s formula and integrating by parts, we find
\[
\int_{Q_T} a(t,x)u_{h,\lambda}^+ u_{h,\lambda}^- \,d\theta \,dx \,dt - \int_{Q_T} L_k[u_{h,\lambda}^+](t,x,\theta)u_{h,\lambda}^-(t,x,\theta) \,d\theta \,dx \,dt = \int_{\Sigma^+} \theta \cdot \nu(x) (\mathcal{A}_{\omega,k_1} - \mathcal{A}_{\omega,k_2}) (f_h)_\lambda \,u_{h,\lambda}^- \,d\theta \,dx \,dt. \tag{5.5}
\]
Since we are assuming that \( \mathcal{A}_{\omega,k_1} = \mathcal{A}_{\omega,k_2} \), then from corollary 1.5 we have \( a_1 = a_2 \) in \( X_{r,\omega} \) and we get \( a_1 = a_2 \) in \( \overline{\Omega}_T \). As a consequence, the identity (5.5) is reduced to
\[
\int_{Q_T} L_k[u_{h,\lambda}^+](t,x,\theta)u_{h,\lambda}^-(t,x,\theta) \,d\theta \,dx \,dt = 0.
\]
By changing \( u_\lambda^+ \) and \( u_\lambda^- \) by their expressions, we find
\[
- \int_{Q_T} L_k[\varphi_{h,\lambda}^+ b_{\omega}](t,x,\theta)\varphi_{h,\lambda}^-(t,x,\theta) b_{\omega}(t,x,\theta) \,d\theta \,dx \,dt = \int_{Q_T} L_k[\psi_{h,\lambda}^+](t,x,\theta)\varphi_{h,\lambda}^-(t,x,\theta) b_{\omega}(t,x,\theta) \,d\theta \,dx \,dt + \int_{Q_T} L_k[\varphi_{h,\lambda}^+ b_{\omega}](t,x,\theta)\psi_{h,\lambda}^-(t,x,\theta) \,d\theta \,dx \,dt + \int_{Q_T} L_k[\psi_{h,\lambda}^+](t,x,\theta)\psi_{h,\lambda}^-(t,x,\theta) \,d\theta \,dx \,dt.
\]
We denote the left and the right terms of (5.6) by
\[
G_{\lambda,hr}(\omega) = \int_{Q_T} L_k[\varphi_{h,\lambda}^+ b_{\omega}](t,x,\theta)\varphi_{h,\lambda}^-(t,x,\theta) b_{\omega}(t,x,\theta) \,d\theta \,dx \,dt, \tag{5.7}
\]
and
\[
I_{\lambda,hr}(\omega) = \int_{Q_T} L_k[\psi_{h,\lambda}^+](t,x,\theta)\varphi_{h,\lambda}^-(t,x,\theta) b_{\omega}(t,x,\theta) \,d\theta \,dx \,dt + \int_{Q_T} L_k[\varphi_{h,\lambda}^+ b_{\omega}](t,x,\theta)\psi_{h,\lambda}^-(t,x,\theta) \,d\theta \,dx \,dt + \int_{Q_T} L_k[\psi_{h,\lambda}^+](t,x,\theta)\psi_{h,\lambda}^-(t,x,\theta) \,d\theta \,dx \,dt. \tag{5.8}
\]

**Lemma 5.1.** Let \( \omega \in S \) and \( \psi_{h,\lambda}^+ \) be the unique solution to (5.2). We denote by \( \zeta_{\lambda,\omega}^+ \) the solution of the following problem:
\[
\begin{cases}
\partial_t \zeta_{\lambda,\omega}^+ + \theta \cdot \nabla \zeta_{\lambda,\omega}^+ + a_2(t,x) \zeta_{\lambda,\omega}^+ = L_k[\zeta_{\lambda,\omega}^+] + k_2(x,\theta,\omega) \psi_{h,\lambda}^+(t,x,\omega) b_{\omega}(t,x,\omega) & \text{in } Q_T, \\
\zeta_{\lambda,\omega}^+(0,x,\theta) = 0 & \text{in } Q, \\
\zeta_{\lambda,\omega}^+(t,x,\theta) = 0 & \text{on } \Sigma^-, 
\end{cases}
\tag{5.9}
\]
where \( \varphi_{h,\lambda}^+ \) is given by (3.4). Then we have
\[
\lim_{h \to 1} \| \psi_{h,\lambda}^+ - \zeta_{\lambda,\omega}^+ \|_{L^2(Q_T)} = 0. \tag{5.10}
\]
Moreover, we get
\[
\lim_{h \to 1} \left\| \mathcal{L}_k \left[ \psi_{h,\lambda}^+ \right] - \mathcal{L}_k \left[ \zeta_{\lambda,\omega}^+ \right] \right\|_{L^2(Q_T)} = 0. \tag{5.11}
\]

**Proof.** We denote \( w_{h,\lambda}(t, x, \theta) = \psi_{h,\lambda}^+ - \zeta_{\lambda,\omega}^+ \), then we get
\[
\begin{cases}
\partial_t w_{h,\lambda} + \theta \cdot \nabla w_{h,\lambda} + a_2(t, x) w_{h,\lambda} = \mathcal{L}_k \left[ w_{h,\lambda} \right] + \mathcal{L}_k \left[ \varphi_{h,\lambda}^+ b_{a_2} \right] - S_{\lambda,\omega}(t, x, \theta) & \text{in } Q_T, \\
 w_{h,\lambda}(0, x, \theta) = 0 & \text{in } Q, \\
w_{h,\lambda}(t, x, \theta) = 0 & \text{on } \Sigma^-, \tag{5.12}
\end{cases}
\]
where
\[
S_{\lambda,\omega}(t, x, \theta) = k_2(x, \theta, \omega) \varphi_{\lambda}^+ (t, x, \omega) b_{a_2}(t, x, \omega).
\]

Then we get by lemma 1.2
\[
\left\| w_{h,\lambda} \right\|_{L^2(Q_T)} \leq C \left\| \mathcal{L}_k \left[ \varphi_{h,\lambda}^+ b_{a_2} \right] - S_{\lambda,\omega} \right\|_{L^2(Q_T)},
\]
where \( C \) is a constant depending only on \( \Omega, T \). Moreover, we have by (4.4)
\[
\lim_{h \to 1} \mathcal{L}_k \left[ (\varphi_{h,\lambda}^+) b_{a_2} \right](t, x, \theta) = S_{\lambda,\omega}(t, x, \theta), \quad \text{in } L^2(S).
\]
We deduce that
\[
\lim_{h \to 1} \left\| \mathcal{L}_k \left[ (\varphi_{h,\lambda}^+) b_{a_2} \right] - S_{\lambda,\omega} \right\|_{L^1(Q_T)} = 0,
\]
which implies that
\[
\lim_{h \to 1} \left\| \psi_{h,\lambda}^+ - \zeta_{\lambda,\omega}^+ \right\|_{L^2(Q_T)} = 0.
\]
This completes the proof of the lemma.

We prove by proceeding as the proof of lemma 5.1 the following lemma. \( \square \)

**Lemma 5.2.** Let \( \omega \in S \) and \( \psi_{h,\lambda}^- \) be the unique solution to (5.4). Let \( \zeta_{\lambda,\omega}^- \) be the solution of the following problem:
\[
\begin{cases}
\partial_t \zeta^- + \theta \cdot \nabla \zeta^- - a_1(t, x) \zeta^- = -\mathcal{L}_k^* \left[ \zeta^- \right] - k_1(x, \theta, \omega) \varphi_{\lambda}^- (t, x, \omega) b_{a_1}(t, x, \omega) & \text{in } Q_T, \\
\zeta^- (T, x, \theta) = 0 & \text{in } Q, \\
\zeta^- (t, x, \theta) = 0 & \text{on } \Sigma^+,
\end{cases} \tag{5.13}
\]
where \( \varphi_{\lambda}^- \) is given by (3.4). Then we have
\[
\lim_{h' \to 1} \left\| \psi_{h',\lambda}^- - \zeta_{\lambda,\omega}^- \right\|_{L^2(Q_T)} = 0. \tag{5.14}
\]
Moreover, we get
\[
\lim_{h' \to 1} \left\| \mathcal{L}_k^* \left[ \psi_{h',\lambda}^- \right] - \mathcal{L}_k^* \left[ \zeta_{\lambda,\omega}^- \right] \right\|_{L^2(Q_T)} = 0. \tag{5.15}
\]

**Lemma 5.3.** Let \( G_{\lambda,h'} \) and \( I_{\lambda,h'} \), given, respectively, by (5.7) and (5.8). Then, we have
\[
\lim_{h \to 1} G_{\lambda, h'}(\omega) = G(\omega), \quad \forall \omega \in S,
\]
and
\[
\lim_{h \to 1} I_{\lambda, h'}(\omega) = I_{\lambda}(\omega), \quad \forall \omega \in S,
\]
where \( G \) and \( I_{\lambda} \) are, respectively, given by
\[
G(\omega) = \int_0^T \int_\Omega k(x, \omega, \omega) \phi_1(x - t \omega) \phi_2(x - t \omega) dx dt,
\]
\[
I_{\lambda}(\omega) = \int_0^T \int_\Omega \left( L_k[\phi_2(x - t \omega) b_{-a_1}(t, x, \theta)] + L_k[\phi_1(x - t \omega) b_{-a_1}(t, x, \theta) e^{i \lambda (t - \tau \theta)}] \right) dx dt
\]
\[
\quad + \int_{Q_T} L_k[\phi_2(x - t \omega) b_{-a_1}(t, x, \theta)] dx d\theta \quad (5.17)
\]

**Proof.** By replacing \( \phi_{\lambda, h}^+ \) and \( \phi_{h', \lambda}^- \) and by using (4.2) and (4.3), we obtain
\[
|L_k[\phi_{\lambda, h}^+(t, x, \theta) \phi_{h', \lambda}^-(t, x, \theta) b_{-a_1}(t, x, \theta)]| \leq C(1 - h')^{1-n},
\]
where \( C \) depends on \( n, T \) and \( M_i, i = 0, 1, 2 \). Therefore, by using (4.4) and Lebesgue’s theorem, one gets
\[
\lim_{h \to 1} \int_{Q_T} L_k[\phi_{\lambda, h}^+(t, x, \theta) \phi_{h', \lambda}^-(t, x, \theta) b_{-a_1}(t, x, \theta)] dx d\theta = G_{\lambda, h'}(\omega) \quad (5.18)
\]
where
\[
G_{\lambda, h'}(\omega) = \int_{Q_T} k(x, \theta, \omega) \phi_1(x - t \omega) e^{-i \lambda \omega} b_{a_1}(t, x, \omega) \phi_2(x - t \theta) e^{i \lambda \theta} b_{-a_1}(t, x, \theta) d\theta dx.
\]
In a similar way, we obtain that
\[
\lim_{h \to 1} G_{\lambda, h'}(\omega) = G(\omega), \quad \forall \omega \in S,
\]
where we have used \( a_2 = a_1 \).

We may write
\[
I_{\lambda, h'}(\omega) = I_{1, h'}(\omega) + I_{2, h'}(\omega) + I_{3, h'}(\omega),
\]
where
\[
I_{1, h'}(\omega) = \int_{Q_T} L_k[\phi_{\lambda, h}^+(t, x, \theta) \phi_{h', \lambda}^-(t, x, \theta) b_{-a_1}(t, x, \theta)] d\theta dx dt
\]
\[
= \int_{Q_T} L_k[\phi_{\lambda, h}^+(t, x, \theta) \phi_{h', \lambda}^-(t, x, \theta) b_{-a_1}(t, x, \theta)] d\theta dx dt,
\]
\[
I_{2, h'}(\omega) = \int_{Q_T} L_k[\phi_{\lambda, h}^+ b_{a_1}(t, x, \theta)] d\theta dx dt
\]
\[
= \int_{Q_T} L_k[\phi_{\lambda, h}^+ b_{a_1}(t, x, \theta)] d\theta dx dt,
\]
\[
I_{3, h'}(\omega) = \int_{Q_T} L_k[\phi_{\lambda, h}^- b_{-a_1}(t, x, \theta)] d\theta dx dt
\]
\[
= \int_{Q_T} L_k[\phi_{\lambda, h}^- b_{-a_1}(t, x, \theta)] d\theta dx dt.
\]
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Taking the limit as \( h \to 1 \) in the above expressions, we get from lemma 5.1 and (4.4)
\[
\begin{align*}
\lim_{h \to 1} F_{1}^{}(\omega) &= \int_{\Omega} L_{k}[\zeta_{\theta}^{+}](t, x, \theta) \phi_{1}(x - t\theta) e^{-\lambda(t - x)\theta} b_{\omega}(t, x, \theta) d\theta dx dt, \\
\lim_{h \to 1} F_{2}^{}(\omega) &= \int_{\Omega} k(x, \theta) \phi_{1}(x - t\omega) e^{\lambda(t - x)\omega} b_{\omega}(t, x, \omega) \psi_{\omega}^{+}(t, x, \theta) d\theta dx dt, \\
\lim_{h \to 1} F_{3}^{}(\omega) &= \int_{\Omega} L_{k}[\zeta_{\theta}^{-}](t, x, \theta) \psi_{\omega}^{+}(t, x, \theta) d\theta dx dt.
\end{align*}
\]

We repeat the same procedure with \( h' \to 1 \) to obtain \( \lim_{h' \to 1} I_{h', h'}(\omega) = I_{\lambda}(\omega) \), for any \( \omega \in S \).

This completes the proof of the lemma.

**Lemma 5.4.** Let \( I_{\lambda} \) given by (5.17). Then, we have
\[
\lim_{\lambda \to \infty} I_{\lambda}(\omega) = 0, \quad \forall \omega \in S.
\]

**Proof.** By using the fact that \( \zeta_{\lambda, \omega}^{+} \to 0 \) in \( L^{2}(\Omega) \) and that the integral operator \( L_{k} \) is compact, we get
\[
\begin{align*}
\lim_{\lambda \to \infty} \| L_{k}[\zeta_{\theta}^{+}](t, \cdot, \theta) \|_{L^{2}(\Omega)} &= \lim_{\lambda \to \infty} \| L_{k}^{1}[\zeta_{\theta}^{+}](t, \cdot, \theta) \|_{L^{2}(\Omega)} = 0, \quad \forall t \in (0, T), \theta \in S.
\end{align*}
\]
The Lebesgue theorem implies that
\[
\lim_{\lambda \to \infty} \| L_{k}[\zeta_{\theta}^{+}](\cdot, \cdot, \theta) \|_{L^{2}(\Omega)} = \lim_{\lambda \to \infty} \| L_{k}^{1}[\zeta_{\theta}^{+}](\cdot, \cdot, \theta) \|_{L^{2}(\Omega)} = 0.
\]
This complete the proof.

We are now in a position to prove our main result.

Since, by (5.6), we have \( G_{h, h'}(\omega) = I_{h, h'}(\omega) \) for all \( \omega \in S \), we take the limit in \( h, h' \) and \( \lambda \) and we get, from lemmas 5.3 and 5.4,
\[
\int_{0}^{T} \int_{\mathbb{R}^{n}} k(x, \omega, \omega) \phi_{1}(x - t\omega) \phi_{2}(x - t\omega) dx dt = 0
\]
where \( k \) is extended by 0 outside \( \Omega \). Since \( k_{j}(x, \omega, \omega) = \rho_{j}(x) \kappa(\omega, \omega), \) \( j = 1, 2, \) where \( \kappa \in L^{\infty}(S \times S) \) and \( \kappa(\omega, \omega) \neq 0 \) a.e. on \( S \). Using the change of variables, \( y = x - t\omega \), for \( \rho = \rho_{2} - \rho_{1} \), we get
\[
\int_{0}^{T} \int_{\mathbb{R}^{n}} \rho(y + t\omega) \kappa(\omega, \omega) \phi_{1}(y) \phi_{2}(y) dy dt = 0, \quad \forall \phi_{1}, \phi_{2} \in C_{0}^{\infty}(B_{\varepsilon}), \forall \omega \in S.
\]
Put \( \phi_{1}(x) = \phi_{2}(x) \), we obtain
\[
\int_{0}^{T} \int_{\mathbb{R}^{n}} \rho(y + t\omega) \kappa(\omega, \omega) \phi_{1}^{2}(y) dy dt = 0, \quad \forall \phi_{1} \in C_{0}^{\infty}(B_{\varepsilon}), \forall \omega \in S. \tag{5.19}
\]
Now, we consider a non-negative function \( \phi_{0} \in C_{0}^{\infty}(\mathcal{B}(0, 1)) \) such that \( \| \phi_{0} \|_{L^{2}(\mathbb{R}^{n})} = 1 \). We define
\[ \phi_h(x) = h^{-\frac{n}{2}} \phi_0 \left( \frac{x - y}{h} \right), \]

where \( y \in \mathcal{B}_r \). Then, for sufficiently small \( h > 0 \) we obtain

\[ \text{Supp} \phi_h \cap \Omega = \emptyset. \quad (\text{Supp} \phi_h \pm \mathcal{T} \theta) \cap \Omega = \emptyset. \]

We rewrite (5.19) with \( \phi_1 = \phi_h \), and we deduce that

\[ \lim_{h \to 0} \int_{\mathbb{R}} \phi_h^2(x) (\int_0^T \rho(x + t\omega) \, dt) \, dx = \kappa(\omega, \omega) \int_0^T \rho(y + t\omega) \, dt = 0, \quad \forall \omega \in \mathcal{S}, \forall y \in \mathcal{B}_r. \]

Using the fact that \( \kappa(\omega, \omega) \neq 0 \), we obtain

\[ \int_0^T \rho(y + t\omega) \, dt = 0, \quad \forall \omega \in \mathcal{S}, \forall y \in \mathcal{B}_r. \]

Then we have

\[ \int_{-T}^T \rho(y + t\omega) \, dt = 0, \quad \forall \omega \in \mathcal{S}, \forall y \in \mathcal{B}_r. \]

Using \( T > 2r \) and \( \text{Supp}(\rho) \subset B(0, r/2) \), we can find

\[ \int_{\mathbb{R}} \rho(y + t\omega) \, dt = 0, \quad \forall \omega \in \mathcal{S}, \forall y \in \mathbb{R}^n. \] (5.20)

We now turn our attention to the Fourier transform of \( \rho \). Let \( \xi \in \omega^\perp \). In light of (5.20), we get

\[ \int_{\omega^\perp} \int_{\mathbb{R}} e^{-i\psi \cdot \xi} \rho(y + t\omega) \, dt \, d\sigma = 0, \quad \forall \omega \in \mathcal{S}, \forall y \in \mathbb{R}^n \]

where \( d\sigma \) is the \((n-1)\)-dimensional standard volume on \( \omega^\perp \). By the change of variable \( x = y + t\omega \in \omega^\perp \oplus \mathbb{R} = \mathbb{R}^n \), \( dy = dt \, d\sigma \), we have

\[ \hat{\rho}(\xi) = \int_{\mathbb{R}^n} e^{-i\psi \cdot \xi} \rho(x) \, dx = 0, \quad \forall \xi \in \omega^\perp, \forall \omega \in \mathcal{S}. \]

Hence, by the injectivity of the Fourier transform we get the desired result. This ends the proof.

**Appendix**

**Lemma A.1.** Let \( p \geq 1 \) and \( (a, k) \in \mathcal{A}(M_0) \times \mathcal{K}(M_1, M_2), \forall v \in L^p(Q_T) \) and \( u_0 \in L^p(Q) \). We consider the following problem:

\[
\begin{aligned}
&\partial_t u + \theta \cdot \nabla u + a(t, x) u = \mathcal{L}_k[u] + v \quad \text{in} \quad (0, T) \times Q, \\
&u(0, x, \theta) = u_0 \quad \text{in} \quad \mathcal{S} \times \Omega, \\
&u(t, x, \theta) = f(t, x, \theta) \quad \text{on} \quad \Sigma^-, \quad \text{A.1}
\end{aligned}
\]

where \( f \in \mathcal{L}^-_p (\Sigma^-) \). Then, there is a constant \( C > 0 \) such that

\[ ||u(\cdot, \cdot, \cdot)||_{L^p(Q_T)} + ||u||_{L^p(\Sigma^-)} \leq \frac{C}{||u_0||_{L^p(Q)}} + ||f||_{L^p(\Sigma^-)} + ||v||_{L^p(\Sigma^-)}, \quad \forall t \in (0, T). \] (A.2)
Proof. Multiplying the first equation of (A.1) by the complex conjugate of \(|u|^{-2}π\), integrating it over \(Q\) and taking its real part, we get

\[
\text{Re} \int_Q (\overline{\partial u(t) |u(t)|^{-2} \pi(t)} + \overline{\theta \cdot \nabla u(t) |u(t)|^{-2} \pi(t)} + a(t, x) u(t) |u(t)|^{-2} \pi(t)) \, dt \, dx
\]

\[
= \text{Re} \int_Q \mathcal{L}_u |u(t)|^{-2} \pi(t) \, dt \, dx + \text{Re} \int_Q \mathcal{L}_u |u(t)|^{-2} \pi(t) \, dt \, dx.
\]

Then, we have

\[
\frac{1}{P} \frac{d}{dt} \int_Q |u(t)|^P \, dx \, dy + \frac{1}{P} \int_Q |\nabla \theta |^P \, dx \, dy + \frac{1}{P} \int_Q a(t, x) |u(t)|^P \, dx \, dy
\]

\[
= \text{Re} \int_Q \mathcal{L}_u |u(t)|^{-2} \pi(t) \, dt \, dx + \text{Re} \int_Q \mathcal{L}_u |u(t)|^{-2} \pi(t) \, dt \, dx.
\]

Then by the Gauss identity, we get

\[
\frac{1}{P} \frac{d}{dt} \int_Q |u(t)|^P \, dx \, dy + \frac{1}{P} \int_{\Gamma^+} \theta \cdot \nu(x) |u(t)|^P \, dx \, dy + \frac{1}{P} \int_{\Gamma^-} \theta \cdot \nu(x) |u(t)|^P \, dx \, dy
\]

\[
+ \int_Q a(t, x) |u(t)|^P \, dx \, dy = \text{Re} \int_Q \mathcal{L}_u |u(t)|^{-2} \pi(t) \, dt \, dx + \text{Re} \int_Q \mathcal{L}_u |u(t)|^{-2} \pi(t) \, dt \, dx.
\]

(A.3)

By (A.6) and Hölder’s inequality, we get

\[
\int_Q \mathcal{L}_u |u(t)| |u(t)|^{p-1} \, dx \, dy \leq \left( \int_Q |\mathcal{L}_u |u(t)||^P \, dx \, dy \right)^{\frac{1}{P}} \left( \int_Q |u(t)|^{(p-1)q} \, dx \, dy \right)^{\frac{1}{q}}
\]

\[
\leq C_p \|u(t)\|_{L^P(Q)} \left( \int_Q |u(t)|^P \, dx \, dy \right)^{1-\frac{1}{P}}
\]

\[
\leq C_p \|u(t)\|_{L^P(Q)} \|u(t)\|^{p(1-\frac{1}{P})}_{L^P(Q)}
\]

\[
\leq C_p \|u(t)\|_{L^P(Q)},
\]

(A.4)

where \(C_p = M_1^{1/q} M_2^{1/p}\) with \(\frac{1}{p} + \frac{1}{q} = 1\). On the other hand, Young’s inequality implies

\[
\int_Q |\mathcal{L}_u |u(t)||^P \, dx \, dy \leq \frac{1}{P} \|\mathcal{L}_u |u(t)||_{L^P(Q)} + \frac{1}{q} \|u(t)\|_{L^q(Q)}.
\]

(A.5)

Then, we obtain

\[
\frac{1}{P} \frac{d}{dt} \int_Q |u(t)|^P \, dx \, dy + \frac{1}{P} \int_{\Gamma^+} |\theta \cdot \nu(x) |u(t)||^P \, dx \, dy \leq \frac{1}{P} \int_{\Gamma^-} |\theta \cdot \nu(x) |f(t)||^P \, dx \, dy + C_p \|u(t)\|_{L^P(Q)}
\]

\[
+ \|u\|_{L^\infty(Q)} \|u(t)\|_{L^P(Q)} + \frac{1}{P} \|u(t)\|_{L^p(Q)} + \frac{1}{q} \|u(t)\|_{L^q(Q)},
\]

(A.6)

we conclude

\[
\frac{d}{dt} \|u(t)\|_{L^P(Q)} \leq \int_{\Gamma^-} |\theta \cdot \nu(x) |f(t)||^P \, dx \, dy + C_1 \|u(t)\|_{L^P(Q)} + \|\mathcal{L}_u |u(t)||_{L^P(Q)}.
\]
Now, integrating this last inequality over \((0, t)\), we get
\[
\|u(t)\|_{L^p(Q)}^p \leq \|f\|_{L^p(\Sigma)}^p + \|v\|_{L^p(Q)}^p + \|u_0\|_{L^p(Q)}^p + C_1 \int_0^t \|u(s)\|_{L^p(Q)}^p \, ds. \quad (A.7)
\]

By using Grönwall’s inequality, we get
\[
\|u(t)\|_{L^p(Q)}^p \leq C_T \left( \|f\|_{L^p(\Sigma)}^p + \|v\|_{L^p(Q)}^p + \|u_0\|_{L^p(Q)}^p \right). \quad (A.8)
\]

By integrating \((A.6)\) over \((0, T)\), we get
\[
\frac{1}{p} \|u(T)\|_{L^p(Q)}^p - \frac{1}{p} \|u_0\|_{L^p(Q)}^p + \frac{1}{p} \int_0^T \|u(s)\|_{L^p(\Gamma_+; d\xi)}^p \, ds \leq \frac{1}{p} \int_0^T \|f(s)\|_{L^p(\Gamma^-; d\xi)}^p \, ds + C_1 \int_0^T \|u(s)\|_{L^p(Q)}^p \, ds. \quad (A.9)
\]

Therefore, by using \((A.8)\), we get
\[
\|u\|_{L^p(\Sigma^+)}^p \leq C \left( \|f\|_{L^p(\Sigma^-)}^p + \|v\|_{L^p(Q)}^p + \|u_0\|_{L^p(Q)}^p \right)^p, \quad (A.10)
\]
In light of \((A.8)\) and \((A.10)\), the proof of lemma \((A.1)\) is completed. \(\Box\)
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