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Abstract—Due to the new advancements in automation using Artificial Intelligence, Robotics and Internet of Things, it has become crucial to pay attention to possible vulnerabilities in order to avoid cyber attack and hijacking that can occur which can be catastrophic. There have been many consequences of disasters due to vulnerabilities in Robotics, these vulnerabilities need to be analyzed to target the severe ones before they cause cataclysm. This paper aims to highlight the areas and severity of each type of vulnerability by analyzing issues categorized under the type of vulnerability. We achieve by careful analysis of the data and application of information retrieval techniques like Term Frequency - Inverse Document Frequency, dimension reduction techniques like Principal Component Analysis and Clustering using Machine Learning techniques like K-means. By performing this analysis, the severity of robotic issues in different domains and the severity of the issue based on type of issue is detected.

I. INTRODUCTION

The significant evolution of robotic industry has lead to the development of robots playing important roles in our daily life. Some roles they play include helping deliver goods and services, environmental monitoring etc. Unfortunately, these robots come with different vulnerabilities either in software or hardware infrastructure.

Many companies are creating robots that carry out authentication, authorization and basic security level checks. Robots are also being developed to help doctors during surgeries, to provide urgent care to people during disaster, for use in the battlefield and to reach out places where a person cannot reach. Now for the robots to be controlled by humans during these scenarios we need to have a link such as a network connection between robot and human. These links can be compromised by hackers and used for disastrous purposes making the robot vulnerable to attack.

There are five major types of causes of vulnerabilities in robotic systems:

- **Insecure Communication:** This is the transmission of poorly encrypted text over Bluetooth or WiFi. In such scenarios, the eavesdropper can easily obtain information and carry out the attack.
- **Authentication problem:** Many robots are allowed remote access without authentication or have authentication that can be easily bypassed making them vulnerable to threats.
- **Missing authorization:** Unauthorized access that allows intruders to install an application without permission thus gaining full access.
- **Privacy problem:** Robot’s applications send private information to local servers without user consent. These might include GPS location, mobile network, device information which can further be used for surveillance and tracking purposes without the user’s consent.
- **Weak default configuration:** Some robot features cannot be disabled or protected. For example, certain default password which is difficult or impossible to change. Such configurations make robots insecure.

Fig. 1. Example Robot vulnerabilities
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Vulnerability analysis is necessary to identify security exposure in the robotic environment. New vulnerabilities are discovered and reported daily. These vulnerabilities can be related to input-output issues, memory leak, authentication breach, network errors, etc. Vulnerability analysis helps to find weaknesses present in the robotic environment and thus directs which areas need more attention and the ways to reduce the security threats. This helps to reduce the chance of an attacker in breaching the robotic system.

There are few developed methods that can detect the severity of the issue for example the CVSS (Common Vulnerability Scoring System)[39], RVSS (Robot Vulnerability Scoring System)[40]. CVSS and RVSS score gives the numeric value
to indicate the severity of the issue\[28\]. The contribution of this paper is the analysis of the severity of Robotic vulnerability in different domains such as Memory and Buffer Overflow vulnerability and Network and Authentication vulnerability. For this, we retrieved important keywords from the description of vulnerabilities using the Term Frequency - Inverse Document Frequency(TF-IDF) technique. After that principal components of the TF-IDF matrix were obtained using the Principal Components Analysis algorithm, clusters of principal components were formed using the machine learning algorithm like k-means. The clusters include issues arising from Memory and Buffer Overflow related vulnerability and Network and Authentication vulnerability.

In this work we propose techniques to aid in minimizing these vulnerabilities, we provide a measure to help classify them into severe and non-severe categories. Principle component analysis and k-means clustering novel variants are created and data from the Robot vulnerability database (RVD) is used.

II. RELATED WORK

Accessing and mitigating different levels of vulnerabilities present in robots is a concern \[26\]. Previous research has discussed the possible vulnerabilities in Robotic systems both at the hardware, firmware/OS and application-level attacks. Application of cyberattacks on robots is examined and attack scenarios on drones, automated vehicles and manufacturing robots are also studied. The economic impact on manufacturing and effect on the supply chain of cyberattack was investigated in \[27\] showing the impact on human safety in military, transportation and eldercare type situations.

Areas of robotic vulnerabilities can be classified into several types including\[1\] :

- Physical Vulnerability: Physical access can reprogram or tap into \[2\] \[3\] \[4\] robot component which might make robot unavailable or can grant unauthorized access \[5\]. For example, the passive key less system in cars can be vulnerable to relay attacks \[6\] \[7\] \[8\]. A safe home or work environment can be modified by infected robots which can infect other robots in the same environment\[9\].
- Sensor Vulnerability: Sensors are vulnerable to manipulated adversary signals \[10\] \[11\]. For example GPS spoofing, in which GPS sensor uses false signals which results in false locations \[12\] \[13\]. A car’s braking system can get false wheel speed information from the magnetic device near the tires \[14\] \[12\].
- Communication Vulnerability: Which are further divided into :
  - Passive Adversary Vulnerability: Information about the robots can be passively gathered from the communication channels by packet interception or eavesdropping \[15\] \[16\]. The attacker may get sensitive information like the location or current task they are performing or any data being transmitted between them \[6\] \[17\].
  - Active Adversary Vulnerability: This type of vulnerability include intercepting legitimate network traffic or transmitting illegitimate traffic \[15\] \[18\] \[19\] For example a man in the middle attack or double masquerade \[7\] \[17\].
- Software Vulnerability: Software vulnerability may arise due to poor programming practice. For example, the ROS nodes are killed if another node of the same name is created and attached to ROS \[3\] \[7\]. ROS’ master node is also a single point failure for ROS \[13\] \[20\].
- System Vulnerability: System vulnerabilities arise while integrating subsystems from various designers and manufacturers \[6\] \[21\]. This increases the opportunities for security problems at the interface level.
- User Vulnerability: Environment and the robot user impact the security of robots \[15\] \[25\] \[16\]. The user - robot interaction can be the potential source of vulnerability because it totally depends on how the user or robot gets feedback from each other. An adversary can easily modify this information either way \[21\] \[22\]. A user’s expectation of the robot’s behavior will also cause potential vulnerabilities \[23\] \[24\].

Possible reasons for cybersecurity vulnerability in robots may be insecure communication link which hackers can easily hack \[3\]. Authorization Vulnerability which accesses robots from remote locations and allows hackers to use the robot’s features, encryption vulnerability which expose sensitive data. If the default configuration of robots is porous, hackers can easily get access to programmable features. Already there are many consequences of cybersecurity problems associated with IoT which affects the internet, consumers and companies. The Potential threat is very high in robots. So, experts are trying to find features that can be included in tele-operated robots to reduce hacking of vulnerable robots.

Anatomy of targeted attacks against the tele-operated surgical robot’s control system was presented in \[26\]. These attacks were demonstrated on the RAVEN II surgical robot and its impact on the robot control system and patients was analyzed. Such attacks can cause jumps of robotic arms or unavailability of the system due to unwanted transition which makes the system halt in the middle of surgery. Defense mechanisms were developed which combined the semantics of software and physical components to predict the adverse consequences of the attack. These are carried out in real-time with constraints placed on the control system. Mitigation and assessment methods are developed for safety and security validation of a wider range of safety-critical cyber-physical systems.

In \[29\] they targeted the communication link between the robot and the clients. First the communication link between the applications was analyzed and then three major security requirements are targeted using impact-oriented approach. These requirements included integrity, availability and confidentiality. A systematic methodology was followed according to the NIST risk assessment adversarial template. They designed a novel robot attack to make up certain security attacks and a risk assessment was evaluated using a Mobile-Sim simulator and People-Bot robot. Based on their results some mitigation techniques were suggested with the goal of improving the safety and security of robotic platforms.

Robot vulnerabilities are high potential attack points in the
robotic system and claims have been made that unresolved vulnerabilities have been the main cause of attacks[31]. Research has been done to classify vulnerabilities in terms of robot components, robots and vendors [32] [33] [34] [35]. Results are compared between the available vendors for the count of vulnerabilities belonging to each of them. Fig. 2 shows the statistics of vulnerability related to each vendor present at the time of the publication[30]. The analysis of proportion of severe issues belonging to each vendor on the basis of the CVSSv3 score deduced that except large vendors most of the vendors’ robots have severe issues.
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**Fig. 2. Number of vulnerabilities recorded in RVD per manufacturer**

Robot Vulnerability Database uses the fully available [31] model. This database model is open and authorization is not needed to access the database. The fully available model helps to maintain a standard format of submission and gives easy access to the database. So, the user does not need to maintain a database and can access this database anytime[36] [37]. A GPLv3 license is proposed by the database to ensure enhancements and contributions which are top are fed back to the project[38].

Falsification and erasure of the records in the database become hard by adopting this model because valid copies can be easily made and saved by anyone accessing these tickets and records[31]. This process provides great fault tolerance because one can easily create non-confidential mirrors and duplicate quantities of database [39]. In addition, and to empower privacy in advisories to manufacturers or other interested parties, anyone can integrate RVD with private (non-open) sources of information. The Database is prototyped and a proof of concept can be found at https://bit.ly/2siIL3QE.

We use the Robot Vulnerability Database in this work, and access data showing different patterns of the vulnerability issues including the domain, severity related to the domain, etc. [30].

The Robot Vulnerability Database analysis shows the classification of issues based on vendor, robot component and the robots[30]. With the aim of adding more to the existing research on robot vulnerabilities, in this experiment we do text analysis and natural language processing on the description of each issue to form clusters and analyze patterns. These patterns represent the proportion of severe issues of each type of vulnerability. Obtained results are also used to form ground truth, which help in deciding if the issue is severe or not.

### III. METHODOLOGY AND RESULTS

This project is performed on the issues collected from the Robot Vulnerability Database which is a collection of software and hardware related issues[30]. RVD stores issues with CVE value, which include definitions of vulnerability, weakness and exposure. Uniqueness in the issues is maintained using unique identifiers(CVE number) from the CVE list and reusing them within RVD. Issues are also categorized using the CWE value and responsible coherent actions are favored using authenticated disclosure[30].

The severity of each issue mentioned in RVD is calculated using CVSS(Common Vulnerability Scoring System) and RVSS (Robot Vulnerability Scoring System), CVSS is used to ensure compatibility with other database and RVSS for providing additional useful information in Robotics context[28] [30]. The issues are reviewed by using active labels which are fed to Continuous Integration and Deployment (CI/CD) system[30]. In the RVD database, CI/CD infrastructure handles maintenance by implanting autonomous and semiautonomous tasks. Following are the features of the Database [30]:

- Reports are regularly generated when changes are made to the Database.
- Validation of new entries with the schema.
- It checks for duplicates in the database using fuzzy matching library which implements regularized logistic regression augmented with active learning.

Issues were collected in JSON format from the Robot Vulnerability database, we analyzed the data to find the possible ways to reach the desired result. In the JSON objects obtained, we found that the severity level of the issue can be determined based on CVSS and RVSS value. After carefully inspecting each JSON object, we collected the severity and the description related to each issue. The issues are clustered based on the type of severity and the proportion of severe issues in each cluster is calculated. This is obtained by processing the description of each issue in the sequence of calculation of Term Frequency - Inverse Document Frequency(TF-IDF), Principal Component Analysis and K-means. We collected all the issues having the RVSS score or the RVSS vector, in all we collected 179 issues.

Term Frequency calculates the count of word in the document divided by the total number of words. Each document has its own Term Frequency. In the given formula, $tf_{i,j}$ is the term frequency of $i^{th}$ term in $j^{th}$ document, $n_{i,j}$ is the count of $i^{th}$ word in $j^{th}$ document and $\sum_{k} n_{i,j}$ is the sum of all the words in the $j^{th}$ document.

$$tf_{i,j} = \frac{n_{i,j}}{\sum_{k} n_{i,j}}$$

Inverse Document Frequency calculates the log of number of documents N divided by the number of documents that contain the word w. Inverse Document Frequency calculates the weight of rare words among the documents. In the given formula, $df_i$ is the number of documents that contain the word w.

$$idf(w) = log\left(\frac{N}{df_i}\right)$$
TF-IDF returns the multiplication of Term Frequency and Inverse Document Frequency. The preprocessed data is then sent to the TF-IDF vectorizer with mindf = 5. Here mindf is used to exclude the terms that have document frequency strictly lower than the threshold. The result of TF-IDF is obtained in the form of a sparse matrix of the dimension 179 x 218. 179 issues and 218 prominent features of those issues were collected using the TF-IDF vectorizer.

\[ w_{i,j} = tf_{i,j} \times \log(\frac{N}{df_i}) \]

The Sparse matrix is converted to a dense matrix before applying Principal Component Analysis (PCA). PCA is used to reduce the dimension of the matrix but at the same time minimizing information loss. PCA decomposes the dataset into successive orthogonal components which can explain the maximum possible variance between the newly projected vectors while maintaining minimum squared distance from original data points. Thus, PCA is an eigenvalue/eigenvector problem. This is an adaptive data analysis technique that determines new vectors based on the dataset at hand. The dimension of the matrix is reduced to minimum_of(samples, features). This process is carried out using the Principal Components Algorithm mentioned in Algorithm 1.

Thus possible dimension reduction in the data can be between 1 to 179. Clustering of unsupervised data can be done using K-means, DBScan, Agglomerative Clustering and similar algorithms. The results obtained from DBScan either had all the issues in one cluster or most of the issues were considered noise. DB Scan was done using all the projections of PCA. Minimum samples required for cluster formation were 2 and the maximum distance between the neighbors to be considered a part on one cluster was in the range of 0.5 to 10. The results of Agglomerative Clustering were not considered because of the fact that previously done steps cannot be undone. Undoing these steps might be necessary for the data in hand. K-means was also done with all the projections of Principal Component Analysis and a maximum variance is obtained where dimensionality reduction of 2. Hence, the Clusters obtained with K-means Algorithm where the dimension of Principal Components was reduced to 2 was considered the best result.

The K-means algorithm partitions dataset into k predefined sets where each point is a part of a single set. This algorithm aims to keep data points in the cluster within a minimum distance by keeping the sum of squared distance between the point and the centroid of the cluster to its minimum. The cluster is more homogeneous if the variance is less between the points in the same cluster. The K-means algorithm then computes the sum of all distances between data points and centroids, and each data point is assigned to the closest centroid. Our K-means algorithm follows the approach of Expectation-Maximization to find the best possible cluster. This process is carried out using the K-means Algorithm mentioned in Algorithm 2.

Using K-means we obtained clusters based on the description of vulnerability issues. We found two clusters, one cluster had issues related to Memory and Buffer Overflow vulnerability and another cluster was related to the Network and Authentication vulnerability. The Memory and Buffer Overflow cluster issues relate to the scenario of a buffer overflow attack, which overwrites the memory of an application. Such types of attacks is critical and affect all types of software. If the attackers know the memory layout of the program they can feed malicious input that the buffer cannot store and they can then overwrite the executable code. This causes the program to perform in an unpredictable manner and generate incorrect results. Hence, memory and buffer Overflow are dependent on each other resulting in one cluster. Similarly, for the second cluster, network and authentication are also

**Algorithm 1: Principal Component Analysis Algorithm**

**Result:** Find top k eigenvalues/eigenvectors

\[ X \leftarrow N \times m \text{ data matrix}; \]
\[ \text{each data point } X_i \leftarrow \text{column vector} \ (i = 1 \ldots m); \]

Step 1: Calculate Mean : \[ \bar{X} = \frac{1}{m} \sum_{i=1}^{m} X_i \]

Step 2: \[ X_c \leftarrow \text{Subtract } \bar{X} \text{ from each column vector } X_i \]

in \[ X \]

Step 3: Calculate covariance matrix of \[ X_c \] :

\[ \sum \leftarrow X_c X_c^T \]

Step 4: \[ \{\lambda_i, \mu_i\}_{i=1\ldots N} = \text{eigenvectors/eigenvalues of} \]

\[ (\text{Where} \ldots \lambda_1 \geq \lambda_2 \geq \lambda_3 \ldots \geq \lambda_N) \]

Step 5: Return top k principal components

\[ \{\lambda_i, \mu_i\}_{i=1\ldots k} \]

**Fig. 3. Visualization of clustered data**
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interrelated with each other. Network is a weak link in recent computing advances, it is thus most vulnerable and an easily hijacked technology. There are two types of authentication one at the user-level and another at the machine-level. User-level authentication is simply logging into the system while machine-level authentication has access to the network. The router or the server has information if the machine is authorized to access the network, which can be identified using the IP address or the MAC address and a secret key if any. The severity of issues in each cluster is analyzed based on the RVSS score.

Algorithm 2: K means Algorithm

Result: Find k clusters using K-means

\[ X \leftarrow \{x_1, x_2, x_3, \ldots, x_n\} \]
\[ V \leftarrow \{v_1, v_2, v_3, \ldots, v_k\} \] (set of randomly selected centroids)

Randomly select k centroids

Calculate the distance between each data point

\[ \text{while data point is reassigned do} \]
\[ \quad \text{Assign data points to the centroid with minimum distance} \]
\[ \quad \text{Recalculate the new cluster using:} \]
\[ \quad \quad v_i = \frac{1}{k_i} \sum_{j=1}^{k_i} x_i \] (where \( k_i \) represents number of data points in the \( i^{th} \) cluster)
\[ \quad \text{Recalculate distance between each data point and new centroid} \]
\[ \text{end} \]

RVSS Score is specifically designed for assessing Robot vulnerability and is an updated version of the Common Vulnerability Scoring System. RVSS Score ranges from 1 to 10, with the issues having score 10 being most severe and the ones having score 1 are the least severe[28].

In evaluating our result, we considered the rational RVSS score between two consecutive integers to be a part of the lower integer group.

Fig. 4. Cluster related to Memory and Buffer Overflow Vulnerability

Fig. 3 shows the clusters obtained using K-means. Analysis of our results in Fig. 4 and 5, shows the distribution of severity in different domains like Memory and Buffer Overflow vulnerability, and Network and Authentication vulnerability. Cluster related to Memory and Buffer Overflow vulnerability have 59 issues out of 179 and maximum amount of issues have severity 7 which is 24% of total issues categorized under this cluster. Other dominant RVSS scores in this cluster are 8 and 10 consisting of 20% and 18% of the total issues respectively. The cluster related to Network and Authentication vulnerability have 120 issues out of 179 and 21% of cluster is related to the severity score of 8. The next two dominant severity in this cluster were 9 and 10 with both contributing 17% towards total issues in cluster.

The obtained TF-IDF matrix was further utilized to get the keywords belonging to severe and non-severe issues. To obtain those keywords, top 15 features of the TF-IDF matrix for each RVSS Score were extracted. Two new groups were formed based on severity one having low RVSS score(Severe group: eg. 1,2..7) and other having high RVSS score(Non-Severe group: eg. 8,9,10). We further analyzed these 15 features of each severity and found the common and uncommon keywords between the severe group and the non-severe group. The words belonging to both groups were eliminated to remove the redundancy. The remaining words which were unique to a particular group are shown in Fig. 6 and 7. Using these keywords we can infer which issues are severe and which are not, this will further help in addressing the vulnerability.

From the severe, non-severe classification we deduced that issues related to network, access control, memory are all severe issues. However application-level issues are majorly categorized under non-severe issues. Also, the cluster results show that the number of severe issues related to Memory and Buffer Overflow vulnerability is less compared to the Network and Authentication vulnerability. All these results are based on the data available in the database at the time of the experiment.

IV. CONCLUSION

This paper analyzed the severity of Robotic Issues in different domains. Also, certain keywords are identified which can help classify the issues into severe and non-severe. The patterns obtained by applying Natural Language Processing and Machine Learning techniques to the available data give an idea of the proportion of severe issues in domains like Memory and Buffer Overflow vulnerability and Network and Authentication vulnerability. Understanding these formed patterns give insight to the severity of a vulnerability and what level of priority should be placed on it.
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