Uncertainties in the calibrations of star formation rate
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ABSTRACT

The calibrations of star formation rate (SFR) are prone to be affected by many factors, such as metallicity, initial mass function (IMF), evolutionary population synthesis (EPS) models and so on. In this paper we will discuss the effects of binary interactions, metallicity, EPS models and IMF on several widely used SFR calibrations based on the EPS models of Yunnan with and without binary interactions, BC03, SBBR, PEGASE and POPSTAR. The inclusion of binary interactions makes these SFR conversion coefficients smaller (less than 0.2 dex), and these differences increase with metallicity. The differences in the calibration coefficient between SFR and the luminosity of \( \text{H}\alpha \) recombination line (\( C_{\text{H} \alpha} \)) and that between SFR and the ultraviolet (UV) fluxes at 1500 and 2800 Å (\( C_{\text{UV}} \)), caused by IMF, are independent of metallicity (0.03-0.33 dex) except \( \Delta C_{\text{H} \alpha, \text{IMF}} \) when using the POPSTAR and \( \Delta C_{\text{UV, IMF}} \) when using the PEGASE models. Moreover, we find that \( L_{\text{2800}} \) is not suitable to the linear calibration of SFR at low metallicities.

At last, we compare the effects of these several factors on the SFR calibrations considered in this paper. The effects of metallicity/IMF and EPS models on the \( C_{\text{H} \alpha} \) and \( C_{\text{FIR}} \) (the conversion coefficient between SFR and the far-infrared flux) are the largest among these factors, respectively. For the calibration between SFR and \( C_{\text{UV}} \), the effects of these several factors are comparable.
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1 INTRODUCTION

Star formation rate (SFR) is an important parameter in the studies of galaxy formation and evolution. The luminosity of \( \text{H} \alpha \) recombination line (\( L_{\text{H} \alpha} \)), the luminosity of [OII]\( \lambda 3727 \) forbidden line doublet (\( L_{\text{[OII]}} \)), the ultraviolet (UV, \( L_{\text{UV}} \)) and far-infrared (FIR, \( L_{\text{FIR}} \)) continuum fluxes are the commonly used traces of star formation rate (SFR, Kennicutt 1998, hereafter K98). HCN (Gao & Solomon 2004), radio luminosity (Hopkins et al. 2003) and X-ray luminosity have even been used as SFR indicators.

In this work we only study the four indicators (i.e. \( L_{\text{H} \alpha} \), \( L_{\text{[OII]}} \), \( L_{\text{UV}} \) and \( L_{\text{FIR}} \)). In history, the calibrations of SFR in terms of these diagnostics are often obtained at solar metallicity and by using the evolutionary population synthesis (EPS) models without binary interactions, however, we know that binary systems are common in the Universe and the stars are not always at solar metallicity.

Binary stars are common in the Universe. Upwards of 50% of field stars are in binary systems. In young massive stellar populations (SPs), the binary fraction is close to one (Koepen et al. 2007; Kolupinsky & Fryer 2007) also the references from Eldridge (2012). Moreover, in the Tarantula Nebula, the binary frequency among massive stars is high, with the ESO’s VLT-FLAMES Tarantula Survey (VFTS) establishing that approximately two out of three massive stars are born in a binary system that will interact during their evolution (from Crowther 2012).

Zhang et al. (2004) have included binary interactions in the EPS models. Now, more and more studies began to pay an attention to the effect of binary interactions. Hernández & Bruzual (2011) have considered binary interactions in their EPS models. Sansom et al. (2009) have investigated the impact of binary-star yields on the spectra of galaxies. Kang et al. (2012) have considered binary interactions in the colour and chemical evolutions of M33. Zhang et al. (2012b) have analyzed the differences between the model and observed spectra of globular clusters by using the EPS models comprising binaries. Zhang et al. (2009) have investigated the effect of binary interactions on the determination of photometric redshift for galaxies. Eldridge (2012) and Zhang et al. (2012c, Paper I, at solar metallicity) have investigated the effects of massive binaries and binaries on the SFR calibrations, respectively. More-
over. Hurley et al. (2005) have included binary interactions in the Nbody code Aarseth 1999. Spurzem 1999 and Anders et al. (2012) have included binaries in the Nbody 6++ and STARBURST codes, respectively. At last, some researchers have investigated the effect of binary interactions on the observations (de Grijs et al. 2008).

Besides the effects of metallicity and binary interactions, these SFR calibrations are prone to be affected by initial mass function (IMF), EPS models and stellar rotation and so on. K98 has even summarized that the effects of metallicity and IMF on the SFR(L_UV) and SFR(L_Ha) calibration factors reach to ~0.3 and ~0.1 dex, but in this work we will see that these effects are underestimated. Horieuchi et al. (2013), Leitherer et al. 1999, 2010; Vázquez & Leitherer 2004, PÉGASE (Fioc & Rocca-Volmerange 1995, 1997) and POPSTAR (Mollá et al. 2009), various SFR forms, the method of building various types of galaxies and the algorithms of obtaining the above mentioned parameters, we have given in Paper I. Here, we only present the simple descriptions of EPS models, IMFs (\phi(M) = dN/dM) and SFR forms. In Table 1 we present the name, the corresponding IMFs, the lower and upper mass limits (\textit{M}_1 and \textit{M}_u) and metallicities for each set of models in the second, third, fourth and fifth columns, respectively.

2.1 EPS models

As said above, the detailed description of various EPS models has been presented in Paper I, we refer the interested reader to part 2 for them. In Paper I we only use solar-metallicity EPS models and present the above SFR calibrations at solar metallicity. In this paper, we use the EPS models at several metallicities (see the fifth column of Table 1 which gives the heavy-element abundance by mass Z), discuss the effects of binary interactions, metallicity, EPS models and IMF on these SFR calibrations.

Moreover, for the PÉGASE EPS models, we do not use the default (i.e. consistent) evolution process of stellar metallicity, but present the results at individual metallicities.

2.2 IMFs

- In the Yunnan models, the IMF of Miller & Scalo (1979) is used, its form is as follows:

\[
\phi(M)_{\text{MS79}} \propto \begin{cases} 
M^{-1.4}, & 0.10 \leq M \leq 1.00, \\
M^{-2.5}, & 1.00 \leq M \leq 10.0, \\
M^{-3.3}, & 10.0 \leq M \leq 100,
\end{cases}
\] (1)

where \textit{M} is the stellar mass in units of \textit{M}_\odot.

- In the BC03, SB99, PÉGASE and POPSTAR models, the Salpeter (1955, hereafter S55) IMF is used and its form is as follows: \phi(M)_{\text{S55}} = M^{-\alpha}, \ \alpha = 2.35 \ \text{and the lower and upper mass limits are 0.1 (except for the POPSTAR models) and 100.}\textit{M}_\odot. In the POPSTAR models, the lower mass limit of the S55 IMF is 0.15 \textit{M}_\odot, which is different from that of the other EPS models, we call S55' IMF in Table 1.

- In the BC03 models, the used (Chabrier 2003, hereafter Cha03) IMF is as follows:

\[
\phi(M)_{\text{Cha03}} = \begin{cases} 
C_1 M^{-1.3} \exp \left( \frac{-\log M - \log M_c}{\sigma} \right), & M \leq 1.0, \\
C_2 M^{-2.3}, & M > 1.0,
\end{cases}
\] (2)

where \textit{M}_c = 0.08 \textit{M}_\odot, \ \sigma = 0.69 and \textit{M} is the stellar mass in units of \textit{M}_\odot. The lower and upper mass limits are 0.1 and 100.\textit{M}_\odot.

- The IMF of Kroupa et al. (1993, hereafter K93), which is used in the \textit{SB99 and PÉGASE} models, is as follows:
Table 1. Definition of models (the first column) and description of the used EPS models [including the name, the IMFs, the upper and lower mass limits (\(M_1, M_\alpha\)) and the metallicities, from the second to the last columns].

| Model                | Name  | IMF     | \(M_1, M_\alpha\) (M\(_\odot\)) | Metallicity (\(Z\)) |
|----------------------|-------|---------|---------------------------------|----------------------|
| A/B                  | Yunnan| MS79    | 0.10, 100                       | 0.0001/0.0003/0.001/0.004/0.01/0.02/0.03 |
| C-S55/Cha03          | BC03  | S55/Cha03| 0.10, 100                       | 0.0001/0.0004/0.004/0.008/0.02/0.05/- - |
| D-S55/K93'           | sBB9  | S55/K93'| 0.10, 100                       | - - - -/0.0004/0.008/0.02/0.05/- - |
| E-S55/K93'           | PÉGASE| S55/K93'| 0.10, 100                       | 0.0001/0.0004/0.004/0.008/0.02/0.05/0.10 |
| F-S55'/K01           | POPSTAR| S55'/K01| 0.15, 100                       | 0.0001/0.0004/0.004/0.008/0.02/0.05/- - |

\[
\phi(M)_{K93} = \begin{cases} 
C_1 M^{-1.3}, & 0.10 \leq M \leq 0.50, \\
C_2 M^{-2.2}, & 0.50 \leq M \leq 1.00, \\
C_3 M^{-2.7}, & 1.00 \leq M \leq 100,
\end{cases} \quad (3)
\]

where \(C_1 = 0.035\), \(C_2 = 0.019\), \(C_3 = 0.019\) and \(M\) is the stellar mass in units of \(M_\odot\). Because all coefficients in equation (3) are set to 1 for the sBB9 models in this study and also are 1 in the PÉGASE models, we call K93’ IMF in Table I.

\[
\phi(M)_{K01} = \begin{cases} 
C_1 M^{-0.30}, & 0.01 \leq M \leq 0.08, \\
C_2 M^{-1.30}, & 0.08 \leq M \leq 0.50, \\
C_3 M^{-2.30}, & 0.50 \leq M \leq 100,
\end{cases} \quad (4)
\]

where \(M\) is the stellar mass in units of \(M_\odot\). In the POPSTAR models, \(M_1 = 0.15 M_\odot\).

2.3 SFR forms

Various SFR forms are used to transform SP to galaxies with different types. We use a \(\delta\)-form SFR, six exponentially decreasing SFRs with characteristic time decays \(\tau = 1, 2, 3, 5, 15\) and 30 Gyr and a constant-form SFR to build burst, E, S0, Sa-Sd and Irr types of galaxies, respectively. The exponentially decreasing SFR is given by

\[
\psi(t) = [1 + \epsilon M_{PCG}(t)]^{-1} \exp(-t/\tau), \quad (5)
\]

where \(\epsilon\) is the e-folding time-scale, \(M_{PCG}(t) = [1 - \exp(-t/\tau)] \cdot M_{stars} - M_{remnants}\) is the mass of gas that has been processed into stars and then returned to the ISM at \(t\), \(M_{stars}\) and \(M_{remnants}\) are the masses of stars and remnants at \(t\), and \(\epsilon\) denotes the fraction of \(M_{PCG}\) that can be recycled into new star formation. In this work, \(\epsilon = 0\), i.e. the gas could not be recycled into new star formation.

2.4 the dependence of calculations on metallicity

In the transformation between the number of ionizing photons \(Q(H)\) and \(L_{H\alpha}\),

\[
L_{H\alpha} = Q(H) \frac{\alpha}{\beta} \frac{\alpha}{\alpha_B}, \quad (6)
\]

we assume case B recombinations at election temperature \(T_e = 10000\)K and number density \(n_e = 100\) cm\(^{-3}\) at all metallicities, i.e. do not consider the effect of metallicity.

In fact, using the data of Table 1 from Zhao et al. (2011), we find that the electron temperature \(T_e\) (in the range of 10000–20000 K) decreases linearly with the Oxygen abundance \(12+\log(O/H)\) (in the range of 7.4–8.6) for blue compact dwarf galaxies, and the number density \(n_e\) is generally lower than 100 cm\(^{-3}\) except for at low Oxygen abundance \([12+\log(O/H)=7.41]\). However, from Table 5 of Ferland (1984), we see that the Balmer decrement \(\alpha/\beta\) only increases by 0.033 times (from 2.69 to 2.78) when \(T_e\) changes from 10000 to 20000K. Moreover, from equations (6) and (8) of Ferland (1984), we see that recombination coefficient \(\alpha_B\) and emission coefficient \(j_B\) are proportional to \(T_e^{-0.77}\) and \(T_e^{-0.83}\) when \(T_e \leq 2.6 \times 10^4\)K, respectively, \(j_B/\alpha_B\) decreases by 0.043 times when \(T_e\) changes from 10000 to 20000K. Hence, the conversion factor \(\left(\frac{\alpha}{\beta} \frac{\alpha}{\alpha_B}\right)\) between \(Q(H)\) and \(L_{H\alpha}\) is almost invariable when \(T_e\) changes from 10000 to 20000K (decreases by 0.014 times), it is reasonable to assume that \(\frac{\alpha}{\beta} \frac{\alpha}{\alpha_B}\) is independent of metallicity.

We also do not consider the effect of metallicity on the ratio of \(L_{[OIII]}\) to \(L_{H\alpha}\) (=0.23 in Paper I, which is the conclusion made by Hopkins et al. (2003)) for the sake of its uncertainty. In the work of Kewley et al. (2003), they made the conclusion that the ratio of \(L_{[OIII]}\) to \(L_{H\alpha}\) is dependent of metallicity.

3 SOME RESULTS ABOUT BINARY EVOLUTIONS

Before discussing the effects of metallicity, binary interactions, EPS models and IMF on the SFR calibrations, we first give some descriptions of formation channels for some classes of objects and results concerning binary evolutions. In our works, the binary star evolution (BSE) code of Hurley et al. (2002) has been used. Using the same set of input parameters and physics as in our works, Hurley et al. (2002) used the BSE code to compare the model results with the observations for many objects [including blue stragglers (BSs), Algol, CVs, X-ray and so on] and found that they match well.

In the populations we constructed, if the component stars in a binary system are close enough, they would interact with each other and experience processes such as mass transfer, mass accretion, common-envelope (CE) evolution, collision, supernova kick, tidal evolution, angular momentum loss and so on. As a consequence, some of binaries would evolve to through the systems comprising high-temperature and high-luminosity star [for example, BSs and helium main-sequence (HeMS) stars] or these kinds of single stars. These systems would significantly alter the spectra of SPs. Among the above-mentioned processes, Roche lobe overflow (RLOF), CE and merge processes are the most important ones to alter the evolution sequences of stars as expected from single star evolution. In the following,
we will describe the formation channels of BSs and HeMS stars (including in binary and single systems), the percentages of BSs, HeMS stars and those systems experiencing RLOF, CE and merger processes during the past 13.7 Gyr, and the dependences of these results on some parameters (including metallicity, stellar wind and CE ejection coefficient $\alpha_{\text{CE}} = \Delta E_{\text{bind}} / \Delta E_{\text{orb}}$, $\Delta E_{\text{bind}}$ and $\Delta E_{\text{orb}}$ are the energy added to the binding energy of the envelope and the change in the orbital energy of the binary between the initial and final states of the spiraling-in process) in our models. In this section, the results and conclusions are obtained by using SPs composed of $10^4$ binary systems. However, the results and conclusion in Section 4 are based on the SPs comprising $2.5 \times 10^7$ binary systems.

In our models, Reimers mass loss coefficient $\eta$ is taken as 0.3, tidally enhanced mass loss coefficient $B_W$ is set constant at 0 and CE ejection coefficient $\alpha_{\text{CE}} = 1.0$. In order to differ these models from the results when using the other sets of parameters (Section 3.3), we call them the standard models. Moreover, it is emphasized that the phases from main sequence (MS) to remnant [white dwarf (WD), etc] are included in the BSE code.

### 3.1 Formation channels for BSs and HeMS stars

Using the criterion of $t > t_{\text{MS}, M_0}$ (i.e. the duration on the MS phase is greater than the MS lifetime for any component star with an initial mass of $M_0$ in a binary system), in our models, BSs can be formed via coalesce (MS+MS) and mass transfer (MS+companion) processes. In the case of coalesce, two sub-channels are included: RLOF $\rightarrow$ contact $\rightarrow$ merge and RLOF $\rightarrow$ merge. By mass transfer channel, MS star can stably accrete companion’s mass via RLOF or accrete companion’s wind. The latter case (wind) produces the rel-

Figure 1. The initial mass ratio (left y-axis, $q_{\text{ini}} - 1.5$, open rectangles) and period (right y-axis, $\log_{10}(P_{\text{ini}}/\text{day})$, solid triangles) of binaries as a function of the onset-time of BSs (excluding the systems composed of BS and WD), HeMS stars, RLOF, CE and merge processes (top-left, top-right, intermediate-left, intermediate-right and bottom-left panels). In each panel, the black, red, green and blue symbols are for the cases of standard, $\eta = 1.0$, $B_W = 10000$ and $\alpha = 3$. Moreover, the small and large open circles in the top-left and top-right panels represent mass ratio and period of BSs via coalesce and HeMS stars via CE ejection processes, respectively. The meanings of red dashed and green dot-dashed lines in the middle panels are explained in Section 3.3. For the sake of clarity, the symbols are moved upwards in different cases. These results are obtained at solar metallicity.
Table 2. The percentages of BSs ($f_{\text{BS}}$), HeMS stars ($f_{\text{HeMS}}$), systems experiencing RLOF ($f_{\text{RLOF}}$), CE ($f_{\text{CE}}$) and merge ($f_{\text{merge}}$) processes during the past 13.7 Gyr. Also the per cent of BSs via coalesce channel ($f_{\text{BS,cl}}$) and $f_{\text{HeMS,cl}}$ are presented in the bracket of the second column, the per cent of HeMS stars via CE ejection channel ($f_{\text{HeMS,CE}}$) and $f_{\text{HeMS,CE}}$ are presented in the bracket of the third column. In the second column the last value is for the systems composed of BS and non-WD stars ($f_{\text{BS,non-WD}}$). Top part is for the standard models and metallicity $Z=0.0001, 0.0003, 0.001, 0.004, 0.01, 0.02$ and $0.03$ (from top to bottom). Bottom part is at solar metallicity and in the cases of standard, $\eta = 1, B_W = 10^4$ and $\alpha_{\text{CE}} = 3$ (from top to bottom).

| $Z$ | $f_{\text{BS,cl}}$, $f_{\text{BS,non-WD}}$ | $f_{\text{HeMS,cl}}$, $f_{\text{HeMS,non-WD}} f_{\text{merge}}$ | $f_{\text{RLOF}}$, $f_{\text{CE}}$, $f_{\text{merge}}$ |
|-----|-----------------|-----------------------------|----------------|
| 0.0001 | 3.58(42, 12), 2.43 | 1.33(11, 8), 1.09 | 10.59, 9.13, 2.03 |
| 0.0003 | 3.46(52, 15), 2.35 | 1.36(16, 12), 1.07 | 10.70, 9.23, 2.05 |
| 0.001 | 3.66(53, 15), 2.20 | 1.24(21, 17), 1.07 | 10.74, 9.28, 1.97 |
| 0.004 | 2.94(62, 21), 1.84 | 0.95(15, 16), 1.04 | 10.42, 8.81, 2.07 |
| 0.01 | 2.69(65, 24), 1.78 | 0.74(10, 14), 0.93 | 9.83, 8.14, 2.10 |
| 0.02 | 2.50(68, 27), 1.64 | 0.62(08, 13), 0.92 | 9.48, 7.71, 2.11 |
| 0.03 | 2.49(65, 26), 1.52 | 0.61(08, 13), 0.92 | 9.28, 7.50, 2.15 |

| $Z=0.02$ | $f_{\text{BS,cl}}$, $f_{\text{BS,non-WD}}$ | $f_{\text{HeMS,cl}}$, $f_{\text{HeMS,non-WD}} f_{\text{merge}}$ | $f_{\text{RLOF}}$, $f_{\text{CE}}$, $f_{\text{merge}}$ |
|----------|-----------------|-----------------------------|----------------|
| standard | 2.50(68, 27), 1.64 | 0.62(08, 13), 0.92 | 9.48, 7.71, 2.11 |
| $\eta=1$ | 2.52(68, 27), 1.63 | 1.20(09, 8), 0.96 | 9.06, 7.32, 2.09 |
| $B_W=10^4$ | 3.22(68, 21), 1.78 | 0.83(09, 11), 0.89 | 6.89, 4.87, 1.93 |
| $\alpha_{\text{CE}}=3$ | 2.59(68, 27), 1.68 | 1.25(70, 56), 0.94 | 9.48, 7.71, 2.68 |

Slightly low luminosity BSs because of a small amount of accreted material. This has been confirmed by Pols & Marinus (1994) and Hurley et al. (2002). In Fig. 1 we present the initial mass ratio ($q_{\text{ini}}=1.5$) and period [log$_{10}$($P_{\text{orb}}$/day)] of binaries as a function of the onset-time, at this time the binary system begin to experience BS, HeMS, RLOF, CE and merge phases/processes, in the cases of standard, $\eta = 1$, $B_W = 10^4$ and $\alpha_{\text{CE}} = 3$. From the top-left panel, we see that BSs via coalesce channel (open circles) mainly originate from short period binaries and the number of BSs via coalesce channel is less ($\sim 12–27$ per cent for the standard models from $Z=0.0001$ to 0.03) than that via mass transfer channel.

In our models, HeMS stars are mainly produced by mass loss [Hertzspring gap→HeMS, the first giant branch (GB)→HeMS, core helium burning→HeMS] and CE ejection processes. In the top-right panel, the HeMS stars via CE ejection process are represented by open circles. In our standard models, only $\sim 8–17$ per cent of HeMS stars are formed via CE ejection channel.

3.2 Percentages of BSs, HeMS stars, binaries experiencing RLOF, CE and merge processes and the dependence on $Z$

In the top part of Table 2 we give the percentages of BSs ($f_{\text{BS}}$), HeMS stars ($f_{\text{HeMS}}$), the binaries experiencing RLOF ($f_{\text{RLOF}}$), CE ($f_{\text{CE}}$) and merge ($f_{\text{merge}}$) processes during the past 13.7 Gyr for the standard models at metallicity $Z=0.0001, 0.0003, 0.001, 0.004, 0.01, 0.02$ and 0.03 (the first column, from top to bottom). Also we give the per cent of BSs via coalesce channel ($f_{\text{BS,cl}}$) and $f_{\text{HeMS,cl}}$ in the bracket of the second column, the per cent of HeMS stars via CE ejection channel ($f_{\text{HeMS,CE}}$) and $f_{\text{HeMS,CE}}$ in the bracket of the third column. At last, in the second column, the per cent of the systems composed of BS and non-WD stars ($f_{\text{BS,non-WD}}$) is also presented after $f_{\text{BS}}$. The percentage equals to $\frac{f_{\text{BS,non-WD}}}{f_{\text{BS}}} \times 100$, $N_{\text{case}}$ is the total number of binaries experiencing the corresponding case during the past 13.7 Gyr and $N_{\text{ini,orig}}$ is the total number of binary systems at the initial condition (i.e. $= 10^4$).

From the top part of Table 2 we see that $f_{\text{BS}}$, $f_{\text{HeMS}}$, $f_{\text{RLOF}}$ and $f_{\text{CE}}$ decrease with metallicity, but $f_{\text{merge}}$ almost does not vary ($\sim 2.0\%$, shows a slight increase). Furthermore, from the values in the brackets, we see that the number of BSs via coalesce channel $f_{\text{BS,cl}}$ and $f_{\text{HeMS,cl}}$ increase, but that via mass transfer channel ($\sim f_{\text{BS}} - f_{\text{BS,cl}}$) decreases with metallicity. For HeMS stars, the number via CE ejection channel $f_{\text{HeMS,CE}}$ and $f_{\text{HeMS,CE}}$ increase at low-then decrease at high-metallicity ranges, but that via mass loss channel ($\sim f_{\text{HeMS}} - f_{\text{HeMS,CE}}$) decreases when increasing $Z$.

3.3 The dependences on stellar wind and CE ejection coefficient $\alpha_{\text{CE}}$

We know that stellar wind is a very important parameter during stellar evolutions, especially for massive stars. In the BSE code, several descriptions of mass loss are used, including (i) that of Reimers (1975) for intermediate- and low-mass stars on the GB and beyond ($M_R = \eta \times 4 \times 10^{-13} \dot{M}$), $\eta$ is Reimers mass loss coefficient, $L$, $R$ and $M$ are luminosity, radius and mass in solar units, respectively; (ii) that of Nieuwenhuijzen & de Jager (1990) for massive stars; (iii) that of Vassiliadis & Wood (1993) for pulsation-driven wind on the asymptotic giant branch (AGB); (iv) that of Tout & Eggleton (1988) for tidally enhanced mass loss,

$$M = M_R \left[ 1 + B_W \min \left( \frac{1}{2}, \frac{R}{R_L} \right)^6 \right].$$

(7)
in which $M_r$ is Reimers mass loss, $B_W$ and $R_l$ are the Hamann & Kosterlitz (1998) for Wolf-Rayet-like mass loss radius in solar units; (v) that of stars with small H-envelope mass and (vi) that of Humphreys & Davidson (1994) for luminous-blue-variable-like mass loss beyond the Humphreys-Davidson limit.

Moreover, CE evolution is one of the most important and complex but also one of the least understood phases of binary evolution. In the BSE code, a widely used and relatively simple criterion of CE evolution is used, i.e. the CE is ejected when $\Delta E_{\text{bind}} / \Delta E_{\text{dem}}$ exceeds $\Delta E_{\text{bind}}$.

In the following, we will discuss the effects of stellar wind (including Reimers and tidally enhanced mass losses) and CE ejection coefficient on the above results. These results are obtained at solar metallicity. In the bottom part of Table 2 we give $f_{\text{BS}}$ ($f_{\text{BS,cl}}$), $f_{\text{HeMS}}$ ($f_{\text{HeMS,CE}}$), $f_{\text{RLOF}}$, $f_{\text{CE}}$ and $f_{\text{merge}}$ in the cases of standard, $\eta = 1.0$, $B_w = 10^4$ and $\alpha_{\text{CE}} = 3.0$ at solar metallicity (from the first to the last lines). The conclusions and analyses are as follows.

### 3.3.1 Reimers mass loss coefficient $\eta$

From the bottom part of Table 2 we see that when $\eta$ is from 0.3 to 1.0, $f_{\text{BS}}$ and $f_{\text{BS,cl}}$ almost do not vary, significantly but $f_{\text{HeMS,CE}}$ does not vary, $f_{\text{RLOF}}$ and $f_{\text{CE}}$ decrease and $f_{\text{merge}}$ almost does not vary.

From Fig. 1 we can see clearly the variations in $f_{\text{BS}}$, $f_{\text{HeMS}}$, $f_{\text{RLOF}}$, $f_{\text{CE}}$ and $f_{\text{merge}}$ caused by the increase of $\eta$. (i) From the top-right panel of Fig. 1 it can be seen that the increase of $\eta$ raises the number of HeMS stars at an age of $t \sim 10^7$ yr, these HeMS stars origin from long period binaries with $\log_{10} (P_{\text{ini}} / \text{day}) \gtrsim 3.$ and are formed from mass loss process (see the second paragraph of Section 3.1, $\sim f_{\text{HeAMS}} - f_{\text{HeMS,CE}}$). The number of HeMS stars via CE ejection process ($f_{\text{HeAMS,CE}}$, represented by open circles in the top-right panel of Fig. 1) almost does not vary, and these HeMS stars are formed from binaries with $\log_{10} (P_{\text{ini}} / \text{day}) \sim 2$ and at early ages ($t \sim 10^7$ yr) in the standard and $\eta = 1.0$ cases. (ii) From the intermediate panels of Fig. 1 we see that the increase of $\eta$ mainly decreases $f_{\text{RLOF}}$ and $f_{\text{CE}}$ in the range of $t \gtrsim 10^7$ yr and $\log_{10} (P_{\text{ini}} / \text{day}) \gtrsim 3$ (the region above the red dashed line). Checking the evolutionary stage, we find that the binaries located above the red dashed line in the standard models have evolved to the systems with post thermal pulsing AGB (TP-AGB) component at the onset-time for RLOF process and those with HeWD component for CE process.

The analyses are as follows. Reimers mass loss and its coefficient $\eta$ is valid for intermediate- and low-mass stars on the RGB and beyond. Therefore, the variations in the $f_{\text{BS}}$, $f_{\text{HeAMS}}$, $f_{\text{RLOF}}$, $f_{\text{CE}}$ and $f_{\text{merge}}$ caused by the increase of $\eta$ are at intermediate and large ages. (i) The increase in $\eta$ raises the envelope loss efficiency of component star (for examples, on the RGB, HeMS phases) in a binary system, thus raises the number of HeMS stars via mass loss channel ($\sim f_{\text{HeAMS}} - f_{\text{HeMS,CE}}$) and $f_{\text{HeAMS}}$, while almost does not vary $f_{\text{HeAMS,CE}}$. (ii) The BSs are produced mainly via MS-MS merge and mass transfer processes, the accretion from companion's wind can not increase significantly the mass of MS star, so the increase of $\eta$ does not raise the number of BSs via mass transfer process ($\sim f_{\text{BS}} - f_{\text{BS,cl}}$, see the top-left panel and the first paragraph of Section 3.1) and $f_{\text{BS}}$. (iii) The RLOF process happens when $R \geq R_l$ and CE process happens when $R \geq R_l$, and $q > q_{\text{crit}}$ ($q_{\text{crit}}$ is the critical mass ratio). When $\eta$ increases, the envelop of component star on the post-TPAGB phase is easily driven away, this lowers the possibility of $R \geq R_l$. Therefore, the increase of $\eta$ would lower $f_{\text{RLOF}}$ and $f_{\text{CE}}$ (the binaries with HeWD) at long period ranges. (iv) The merge process mainly happens at relatively short period ranges (seen the bottom panel or the top-left panel of Fig. 1), the variation in $\eta$ mainly affects the results within long period ranges, so it almost does not affect $f_{\text{merge}}$.

#### 3.3.2 Tidally enhanced mass loss coefficient $B_w$

From the bottom part of Table 2 we see that when $B_w$ is from 0. to $10^4$, both $f_{\text{BS}}$ (more significantly) and $f_{\text{HeMS}}$ increase while $f_{\text{BS,cl}}$ and $f_{\text{HeMS,CE}}$ almost do not change, both $f_{\text{RLOF}}$ and $f_{\text{CE}}$ decrease, and $f_{\text{merge}}$ slightly decreases. Comparing with the variations caused by increasing $\eta$, we find that the variation trends of $f_{\text{BS,cl}}$, $f_{\text{HeMS,CE}}$, $f_{\text{RLOF}}$, $f_{\text{CE}}$ (except $f_{\text{BS}}$) caused by the inclusion of tidally enhanced mass loss are similar to those caused by increasing $\eta$, however, the variation in $f_{\text{HeMS}}$ is relatively small and those in $f_{\text{RLOF}}$ and $f_{\text{CE}}$ are relatively large. Moreover, excluding the systems with BS and WD stars (see the last number in the second column of Table 2), $f_{\text{BS}}$ does not increase so much.

Also, from Fig. 1 we can see clearly the variations caused by the inclusion of tidally enhanced mass loss. (i) From the top panels of Fig. 1 we see that the inclusion of tidally enhanced mass loss raises the number of BSs via mass transfer process ($\sim f_{\text{BS}} - f_{\text{BS,cl}}$) and HeMS stars via mass loss process ($\sim f_{\text{HeAMS}} - f_{\text{HeMS,CE}}$). These BSs are evolved from binaries with intermediate period $[1, \leq \log_{10} (P_{\text{ini}} / \text{day}) \leq 3]$ and formed at ages $t \gtrsim 10^8$ yr, and these HeMS stars are originated from binaries with $\log_{10} (P_{\text{ini}} / \text{day}) \sim 3.5$ and formed at $t \sim 10^8$ yr. (ii) From the intermediate panels of Fig. 1 it can be seen that the inclusion of tidally enhanced mass loss decreases the number of binaries experiencing RLOF and CE processes at large ages, these binaries origin from systems with long period (the region above the green dot-dashed line). Check the evolutionary stage, the binaries above the green dot-dashed line have evolved to the systems with GB/post-TP-AGB component for RLOF process and those with GB/HeWD component for CE process. Comparing with the results of $\eta = 1.0$, the reduced period region is larger. (iii) The merge process happens at short period ranges when considering tidally enhanced mass loss.

The reasons are as follows. Tidally enhanced mass loss can be considered as the enhanced version of Reimers mass loss (see equation 4). It is valid on the RGB and beyond, so the variations caused by the inclusion of tidally enhanced mass loss also are at intermediate and large ages. It can raise the number of BSs via mass transfer channel ($\sim f_{\text{BS}} - f_{\text{BS,cl}}$) and $f_{\text{BS}}$ (but almost has no effect when increasing $\eta$), and lead to larger variations in the $f_{\text{RLOF}}$ and $f_{\text{CE}}$. Why $f_{\text{HeMS}}$ is less than that caused by increasing $\eta$? This is because that tidal wind becomes to be significant only when $R$ is comparable to $R_l$ (see equation 4), otherwise it equals to Reimers mass loss with $\eta = 0.3$. 


3.3.3 CE ejection coefficient $a_{CE}$

From the bottom part of Table 2, we see that the increase of $a_{CE}$ raises $f_{\text{HeMS,CE}}$ and $f_{\text{HeMS,EB}}$, almost does not change $f_{\text{BS}}$, $f_{\text{BS,CI}}$, $f_{\text{LOF}}$ and $f_{CE}$. From the top-right panel of Fig. 4, we see that it mainly raises the number of HeMS stars via CE process ($f_{\text{HeMS,CE}}$), these stars origin from those binary systems with $P_{ini} \sim 10^3$ day and large $q$ and are formed in the age range of $10^7 \lesssim t/\text{yr} \lesssim 10^9$. The reason is that the increase of $a_{CE}$ makes more orbital energy $E_{\text{orb}}$ is transformed to binding energy $E_{\text{bind}}$, thus CE is more easily be ejected.

4 EFFECTS OF BINARY INTERACTIONS AND METALLICITY ON SFR CALIBRATIONS

In this section, we will use the Yunnan EPS models with and without binary interactions, various SFR forms and the algorithms described in Paper I, present the luminosity of Hα recombination line $L_{\text{H} \alpha}$, the luminosity of $[\text{OII}]\lambda3727$A forbidden line doublet $L_{\text{[OII]}}$, the UV fluxes at 1500 and 2800 Å, $L_{\text{UV}}$, and FIR flux $L_{\text{FIR}}$ of burst, E, S0, Sc and Sd galaxies, then present the SFR calibrations in terms of these diagnostics at $Z = 0.0001, 0.0003, 0.001, 0.004, 0.01, 0.02$ and 0.03. For the sake of clarity, we refer to those using the Yunnan models with and without binary interactions as Models A and B, respectively.

Using these two sets of models, we will discuss the effects of binary interactions and metallicity on the SFR calibrations in terms of $L_{\text{H} \alpha}$, $L_{\text{[OII]}}$, $L_{\text{UV}}$ and $L_{\text{FIR}}$.

4.1 SFR versus $L_{\text{H} \alpha}$, SFR versus $L_{\text{[OII]}}$

In Fig. 4 we give the relation between log(SFR) and log($L_{\text{H} \alpha}$) (note the logarithmic scale) of E, S0, Sa-Sc and Sd galaxy types in the range from 0.1 Myr to 15 Gyr for Models A and B. For the sake of clarity, only the results at metallicity $Z = 0.0001, 0.001, 0.01$ and 0.03 are presented. Also shown are the SFR($L_{\text{H} \alpha}$) calibrations of K98 ($\text{SFR}_{\text{H} \alpha}/\text{M}_\odot\text{yr}^{-1} = 7.9 \times 10^{-2} L_{\text{H} \alpha}/\text{erg s}^{-1}$) and Brinchmann et al. 2004 hereafter B04, SFR($L_{\text{H} \alpha}$)/M_\odot/yr^{-1}=5.25 \times 10^{-2} L_{\text{H} \alpha}/\text{erg s}^{-1}$). Both of calibration relations are linear and obtained at solar metallicity.

From Fig. 3 we see that the SFR(Hα) calibration curves of all galaxy types for Models A and B at different metallicities are parallel to those of K98 and B04. That is to say, SFR varies linearly with $L_{\text{H} \alpha}$ for all galaxy types and at all $Z$. For each set of models, the SFR(Hα) calibration lines of all galaxy types overlap at a given $Z$, and the SFR(Hα) calibration line moves upwards with increasing metallicity for a given galaxy type. At $Z = 0.03$, both sets of SFR(Hα) calibration lines for Models A and B locate above that of K98, which is above that of B04 by $0.2$ dex. Why the calibration lines move upwards with increasing $Z$? When increasing $Z$, the temperature of stars would decrease, hence the UV flux, the number of ionizing photons $Q$(H) and $L_{\text{H} \alpha}$ (see equation 3) would decrease. Comparing the results between Models A and B at a given metallicity, we can obtain the effect of binary interactions on the SFR($L_{\text{H} \alpha}$) calibration. From Fig. 3 we see that the set of SFR(Hα) calibration curves of Model A locates below that of Model B at all $Z$, and the distance from the set of SFR(Hα) calibration curves of Model A to Model B increases with $Z$. The reason is that binary interactions can produce more hotter stars at all $Z$, these hotter stars have relatively significant contribution (although smaller $f_{\text{BS}}$ and $f_{\text{HeMS}}$, see Table 2) to the UV flux and $L_{\text{H} \alpha}$ at high $Z$ because that the temperature of stars in SPs would decrease with increasing $Z$.

To quantitatively analyze the effects of binary interactions and metallicity on the conversion coefficient between SFR and $L_{\text{H} \alpha}$, we give a fitting relation between log(SFR) and log($L_{\text{H} \alpha}$) at a given $Z$ when log(SFR) $\geq -11$.

Figure 2. Relation between SFR and $L_{\text{H} \alpha}$ of E, S0, Sa, Sb, Sc and Sd galaxies (corresponding to $\tau = 1, 2, 3, 5, 15$ and 30 Gyr in equation 5 from top to bottom) for Models A (solid rectangles) and B (solid circles) at $Z = 0.0001$ (black), 0.001 (green), 0.01 (cyan) and 0.03 (red, from right to left). The ages of galaxies are in the range from 0.1 Myr to 15 Gyr. Also shown are the results of K98 (grey dashed line) and B04 (grey dotted line).

Figure 4. The $L_{\text{FIR}}$ evolution of Irr galaxies (i.e. models with constant star formation, SFR=1 M_\odot/yr) for Models A (solid rectangles) and B (solid circles) at $Z = 0.0001$ (black), 0.001 (green), 0.01 (cyan) and 0.03 (red, from top to bottom). Also shown is the result of K98 (green dashed line).
and $|\log(\text{SFR})-\log(\text{SFR})_0|>0.05$ $|\log(\text{SFR})_0|$ is the value of the corresponding galaxy type at $t=0.1$ Myr, approximately equal to the $\log(\text{SFR})$ value of horizontal line in Fig. 2 for Models A and B by the following form:

$$\log \left( \frac{\text{SFR}_{\text{Ho}}}{(\text{M}_\odot \text{yr}^{-1})} \right) = \log \left( \frac{L_{\text{Ho}}}{(\text{erg s}^{-1})} \right) + C_{\text{Ho}} \sigma_{\text{Ho}},$$

where $\text{SFR}_{\text{Ho}}$ means that it is calculated from $L_{\text{Ho}}$. This form of fitting (equation 8) is the same as that of K98 and MPD98. In Table 3 we present the fitting coefficient ($C_{\text{Ho}}$) and the rms ($\sigma_{\text{Ho}}$) for all models at all metallicities, the results of Models A and B are presented in the second and the third lines.

From Table 3 we see that $C_{\text{Ho}}$ increases and $\sigma_{\text{Ho}}$ shows little change when increasing $Z$ for both Models A and B. The inclusion of binary interactions makes $C_{\text{Ho}}$ smaller at all metallicities and the effect of binary interactions on the $C_{\text{Ho}}$ increases with $Z$, this also can be seen from the first line of Table 3 in which we give the differences in the SFR conversion coefficients between Models A and B, $\Delta C_{\text{case,BI}}$ (=$|C_{\text{case,A}}-C_{\text{case,B}}|$), at different metallicities. The inclusion of binary interactions makes $C_{\text{Ho}}$ smaller by $\sim 0.1$ dex at $Z=10^{-3}$ and $\sim 0.2$ dex at $Z=0.03$.

Comparing the conversion coefficient at different metallicities for a given set of models, we can obtain the effect of metallicity on the SFR calibration. In the second column of Table 3 we give the differences in the SFR conversion coefficients $\Delta C_{\text{case,Z}}$ (=$|C_{\text{case,zmax}}-C_{\text{case,zmin}}|$) between the highest and lowest metallicities (zmax, zmin) and $\Delta C_{\text{case,Z}}/\Delta$[Fe/H] [[Fe/H] means metallicity expressed by the iron abundance relative to the Sun, $=\log(Z/Z_\odot)$] for all models. From the second and the third lines of the top part, we can that the values of Model A are less than the corresponding ones of Model B, i.e. the inclusion of binary interactions lowers the sensitivity of $C_{\text{Ho}}$ to metallicity (caused by the fact that $\Delta C_{\text{Ho,BI}}$ increases with $Z$). However, the variation rate of SFR conversion coefficient with metallicity (d$C_{\text{case,Z}}$/d[Fe/H]) is different within different metallicity ranges, thus we give them in the 3rd-8th columns of Table 3.

Figure 3. Relations between SFR and $L_{1500}$ of E, S0, Sa, Sb, Sc and Sd galaxies (corresponding to $\tau = 1, 2, 3, 5, 15$ and 30 Gyr in equation 4) (from top to bottom) for Models A (solid rectangles) and B (solid circles) at $Z = 0.0001$ (black) and 0.03 (red, from right to left). Left-hand panel is for $L_{1500}$ and right-hand panel is for $L_{2800}$. In each panel, also shown are the results of K98 (grey dashed line), MPD98 (grey dotted line, open and solid triangles are for using the S55 and Scalo IMFs, respectively) and G10 (grey dot-dashed line).
between Models A and B at different metallicities. Because the fixed ratio only the results at types of galaxies for Models A and B. For the sake of clarity, logarithmic UV luminosities at 1500 and 2800˚ shown are the results of K98, Madau et al. (1998, hereafter L[OII]. The effects of binary interactions and metallicity on the SFR(L[OII]) calibration are the same as those on the SFR(LHα) calibration. In the fourth line of Table 4 we give the difference in the SFR(L[OII]) calibration factor, C[OII], between Models A and B at different metallicities.

### Table 4. Differences in the SFR conversion coefficients between Models A and B (i.e. the effect of binary interactions), ΔC_{case,BI}, in terms of L_{Hα}, L_{1500}, L_{2800}, L_{[OII]} and L_{FIR} at metallicity Z=0.0001, 0.0003, 0.001, 0.004, 0.01, 0.02 and 0.03.

| ΔC_{case,BI} (dex) | Z=0.0001 | 0.0003 | 0.001 | 0.004 | 0.01 | 0.02 | 0.03 |
|-------------------|-----------|--------|------|-------|-----|-----|-----|
| ΔC_{Hα,BI}       | 0.096     | 0.108  | 0.114| 0.138 | 0.141| 0.161| 0.160|
| ΔC_{1500,BI}     | 0.045     | 0.046  | 0.049| 0.056 | 0.060| 0.066| 0.066|
| ΔC_{2800,BI}     | 0.013UN   | 0.018  | 0.027| 0.037 | 0.044| 0.051| 0.055|
| ΔC_{[OII],BI}    | 0.096     | 0.108  | 0.114| 0.138 | 0.141| 0.161| 0.160|
| ΔC_{FIR,BI}      | ∼0.050    | ∼0.050 | ∼0.050| ∼0.050| ∼0.050| ∼0.050| ∼0.050|

* In fact, it also increases with metallicity.

for all models. From the second and the third lines of the top part, we see that dC_{Hα, Z}/d[Fe/H] reaches the maximal value near solar metallicity (~0.36 and ~0.43) for Models A and B.

In this work, the luminosity of [OII]λ3727Å forbidden line doublet, L_{[OII]}, is obtained by using the empirical ratio L_{[OII]}/L_{Hα}=0.23, which is used in the work of [Hopkins et al. 2003]. Because the fixed L_{[OII]}/L_{Hα} ratio is used, the SFR(L_{[OII]}) calibration curve moves upwards by an amount of lg(1/0.23) in comparison with that of SFR(L_{Hα}) in Fig 4. The effects of binary interactions and metallicity on the SFR(L_{[OII]}) calibration are the same as those on the SFR(L_{Hα}) calibration. In the fourth line of Table 4 we give the difference in the SFR(L_{[OII]}) calibration factor, C[OII], between Models A and B at different metallicities.

#### 4.2 SFR versus L_{1500} and SFR versus L_{2800}

In Fig. 4 we give the relations between log(SFR) and the logarithmic UV luminosities at 1500 and 2800 Å of E, S0-Sd types of galaxies for Models A and B. For the sake of clarity, only the results at Z=0.0001 and 0.03 are presented in Fig 4. The relations between log(SFR) and log(L_{1500}) at other metallicities lie between those at Z=0.0001 and 0.03. Also shown are the results of K08, Madan et al. (2003) hereafter MPD98) and [Gilbany et al. 2010, hereafter G10]. K08 gives SFR_{UV}/M_{⊙,yr^{-1}}=1.4×10^{-25} L_{1500} / erg s^{-1} Hz^{-1}, MPD98 gives SFR_{UV}/M_{⊙,yr^{-1}}=C×10^{-28} L_{1500} / erg s^{-1} Hz^{-1}, where C=(1.25, 2.86) for 1500 and C=(1.26, 1.96) for 2800 when using the IMFs of S55 and [Scalo 1986], and G10 gives SFR_{1500}/M_{⊙,yr^{-1}} = 0.71×10^{-25} L_{1500} / erg s^{-1} Hz^{-1}.

First, from the left-hand panel of Fig. 4 we see that at Z=0.03, L_{1500} varies linearly with SFR for all galaxy types (in comparison with the lines of K08, MPG98 and G10) and the SFR(L_{1500}) calibration curves of all galaxy types (from E to Sd) overlap (coincident) for both Models A and B (i.e. a good SFR indicator at high Z). Two sets of SFR(L_{1500}) calibration lines locate below those of K08 and MPD98 with the S55 IMF (~0.1 dex) and above that of G10 (~0.1 dex). At Z=0.0001, the SFR(L_{1500}) calibration curves of all galaxy types do not display the same calibration relation (out of alignment/not in a line, the difference of ~0.4 dex), only those of late types display the linear relation for Models A and B. The earlier (i.e. τ decreases) is the galaxy type, the more is the deviation from the linear SFR-L_{1500} relation (the larger is the slope of calibration curve) and the lower is the location of the SFR(L_{1500}) calibration curve (not a good SFR indicator at low Z). At both metallicities, the inclusion of binary interactions can lower the SFR(L_{1500}) conversion coefficient. The set of SFR(L_{1500}) calibration lines moves upwards when Z is from 0.0001 to 0.03 for Models A and B.

From the right-hand panel of Fig. 3 we see that the SFR(L_{2800}) calibration is similar to that of SFR(L_{1500}) for Models A and B, but there are two exceptions. One is at Z=0.03, the SFR(L_{2800}) calibration is not unique for all galaxy types (the difference of less than 0.05 dex), while is unique for the SFR(L_{1500}) calibration. The second is at Z=0.0001, the calibration curves do not display the linear calibration relation for all galaxy types, while only for early types in the case of L_{1500}. Moreover, the deviation from the linear SFR-L_{2800} relation (slope > 1) and the deviation from the unique SFR-L_{2800} relation among all galaxy types are far larger than those in the case of L_{1500}. This phenomenon means that L_{2800} can not be used in the linear calibration of SFR at low-metallicity end.

Also, for the purpose of quantitative analyse, in Tables 6 and 7 we give the linear fitting coefficients (similar to equation 8, C_{1500} and C_{2800}) and the rms (σ_{1500} and σ_{2800}) between log(SFR) and log(L_{1500}) and between log(SFR) and log(L_{2800}) for all models when log(SFR)>-1.0 and |log(SFR)−log(SFR)|<0.05 at a given metallicity. Because the relation between L_{2800} and SFR at low Z is not unique and not linear for all galaxy types, the coefficients related to L_{2800} at Z=10^{-3} (ΔC_{2800,BI} at Z=10^{-3}, ΔC_{2800,Z}, ΔC_{2800,2}, ΔC_{2800,BI}, ΔC_{2800,2}) within the [Fe/H] range from ~2.3 to ~1.8, C_{2800} at Z=10^{-3}) are labelled by a superscript of ‘UN’ in Tables 6 and 7 for Models A and B. From the second and the third lines of Tables 3 and 4 we see that C_{1500} and C_{2800} increase and σ_{1500} and σ_{2800} decrease when increasing Z for both Models A and B. The relative large rms at low metallicities is caused by the non-unique relation among all galaxy types and the non-linear relation between log(SFR) and log(L_{UV}) for both Models A and B. The inclusion of binary interactions lowers C_{UV} at all metallicities.

From the differences in the C_{1500} and C_{2800} between Models A and B (ΔC_{1500,BI} and ΔC_{2800,BI}) at different metallicities, which are presented in the second and the third lines of Table 4 we see that the effect of binary interactions on the C_{1500} and C_{2800} increases with Z (0.045→0.066 dex for C_{1500} and 0.013→0.055 dex for C_{2800}). This phenomenon also can be seen from the comparison in the distance from the set of SFR(L_{UV}) lines of Models A to B between at Z=0.0001 and 0.03 in Fig. 3 but this conclusion is prone to be affected by the larger rms at low metallicities.

At last, from the second and the third lines in the
second and third parts of Table 5, we see again that the values of Model A are less than the corresponding ones of Model B. This also means that the inclusion of binary interactions lowers the sensitivity of the SFR($L_{\text{H}\alpha}$) and SFR($L_{2800}$) calibrations to metallicity. The $dC_{1500}/d[\text{Fe/H}]$ and $dC_{2800}/d[\text{Fe/H}]$ are different within different metallicity ranges and also reach the maximal value near solar metallicity ($\sim0.20$) for Models A and B.

### Table 5. Differences in the SFR conversion coefficients between at the lowest and highest metallicities $\Delta C_{\text{case,Z}}$, $\Delta C_{\text{case,Z}}/\Delta[\text{Fe/H}]$ (the second column) and the variation rates of the SFR conversion coefficients with metallicity $dC_{\text{case,Z}}/d[\text{Fe/H}]$ (except $C_{\text{FIR}}$, from the third to the last columns) for Models A, B, C-S55/Cha03, D-S55/K93', E-S55/K93' and F-S55'/K01 (only for the case of $C_{\text{H}\alpha}$). The top, second, third and bottom parts are for those in terms of $L_{\text{H}\alpha}$, $L_{1500}$, $L_{2800}$ and $L_{\text{FIR}}$, respectively. In each part (except the bottom one), two sub-parts are included. The top and bottom sub-parts are for Models A-B and C-F/E, respectively, and the corresponding metallicity ranges are given in the first line (from the third to the last columns).

| Model  | $\Delta C_{\text{H}\alpha,Z}$ (dex) | $\Delta C_{\text{H}\alpha,Z}/\Delta[\text{Fe/H}]$ | $dC_{\text{H}\alpha,Z}/d[\text{Fe/H}]$ |
|--------|----------------------------------|----------------------------------|----------------------------------|
| A      | 0.4537, 0.181                    | 0.0870, 0.1158                   | 0.1573, 0.2577                   |
| B      | 0.5171, 0.207                    | 0.1106, 0.1282                   | 0.1963, 0.2675                   |
| C-S55  | 0.4486, 0.166                    | 0.1743, 0.0646                   | 0.1467, 0.2378                   |
| C-Cha03| 0.4488, 0.166                    | 0.1742, 0.0615                   | 0.1440, 0.2400                   |
| D-S55  | 0.5434, 0.259                    | ...                             | 0.2253, 0.3600                   |
| D-K93' | 0.5426, 0.258                    | ...                             | 0.2240, 0.3638                   |
| E-S55  | 0.4344, 0.145                    | 0.1313, 0.0811                   | 0.2120, 0.3638                   |
| E-K93' | 0.4358, 0.145                    | 0.1463, 0.0976                   | 0.2173, 0.3638                   |
| F-S55' | 0.4939, 0.183 $^\text{UN}$       | 0.0332 $^\text{UN}$             | 0.2037, 0.2513                   |
| F-K01  | 0.6092, 0.226 $^\text{UN}$       | 0.0962 $^\text{UN}$             | 0.3355, 0.3470                   |

| Model  | $\Delta C_{1500,Z}$ (dex) | $\Delta C_{1500,Z}/\Delta[\text{Fe/H}]$ | $dC_{1500,Z}/d[\text{Fe/H}]$ |
|--------|----------------------------|----------------------------------|----------------------------------|
| A      | 0.2845, 0.114             | 0.0690, 0.0684                   | 0.1213, 0.1435                   |
| B      | 0.3065, 0.123             | 0.0636, 0.0728                   | 0.1335, 0.1535                   |
| C-S55  | 0.2363, 0.088             | 0.0743, 0.0639                   | 0.0687, 0.1428                   |
| C-Cha03| 0.2213, 0.082             | 0.0683, 0.0595                   | 0.0590, 0.1377                   |
| D-S55  | 0.2192, 0.104             | ...                             | 0.1240, 0.1323                   |
| D-K93' | 0.2078, 0.099             | ...                             | 0.1170, 0.1235                   |
| E-S55  | 0.2490, 0.083             | 0.0398, 0.0535                   | 0.1000, 0.1705                   |
| E-K93' | 0.3322, 0.111             | 0.0757, 0.0885                   | 0.1670, 0.2045                   |

| Model  | $\Delta C_{2800,Z}$ (dex) | $\Delta C_{2800,Z}/\Delta[\text{Fe/H}]$ | $dC_{2800,Z}/d[\text{Fe/H}]$ |
|--------|----------------------------|----------------------------------|----------------------------------|
| A      | 0.3339, 0.134 $^\text{UN}$ | 0.0660 $^\text{UN}$             | 0.1240, 0.1695                   |
| B      | 0.3752, 0.150 $^\text{UN}$ | 0.0760 $^\text{UN}$             | 0.1406, 0.1867                   |
| C-S55  | 0.2928, 0.108 $^\text{UN}$ | 0.1050 $^\text{UN}$             | 0.1311, 0.1053                   |
| C-Cha03| 0.2648, 0.098 $^\text{UN}$ | 0.0955 $^\text{UN}$             | 0.1202, 0.0955                   |
| D-S55  | 0.2148, 0.102 $^\text{UN}$ | ...                             | 0.1443, 0.1055                   |
| D-K93' | 0.1965, 0.094 $^\text{UN}$ | ...                             | 0.1333, 0.0915                   |
| E-S55  | 0.3058, 0.102 $^\text{UN}$ | 0.0872 $^\text{UN}$             | 0.1066, 0.1257                   |
| E-K93' | 0.4521, 0.151 $^\text{UN}$ | 0.1300 $^\text{UN}$             | 0.1653, 0.2267                   |

| Model  | $\Delta C_{\text{FIR,Z}}$ | $\Delta C_{\text{FIR,Z}}/\Delta[\text{Fe/H}]$ | $dC_{\text{FIR,Z}}/d[\text{Fe/H}]$ |
|--------|---------------------------|----------------------------------|----------------------------------|
| A-B    | ~0.3, ~0.1                |                                 |                                 |
| C-F    | ~0.3-0.6, ~0.1-0.2        |                                 |                                 |
4.3 SFR versus $L_{\text{FIR}}$

For the SFR calibrations in terms of $L_{\text{FIR}}$, it is from the models with constant SFR under the assumption of the bolometric luminosity $L_{\text{BOL}}$ = $L_{\text{FIR}}$.

In Fig. 4, we give the $L_{\text{FIR}}$ evolution of Irr galaxies (i.e., models with constant SFR) for Models A and B. For the sake of clarity, only the results at $Z = 0.0001, 0.001, 0.01$ and 0.03 are presented. Also shown are the result of K98 ($\text{SFR}_{\text{FIR}}/M_{\odot} \text{yr}^{-1} = 4.5 \times 10^{-44} L_{\text{FIR}}/\text{erg} \text{s}^{-1}$). From it, we see that SFR does not vary linearly with $L_{\text{FIR}}$ for Models A and B at all metallicities. The lower is the metallicity, the larger is the deviation from the linear SFR-$L_{\text{FIR}}$ relation.

Moreover, from Fig. 4, we see that the inclusion of binary interactions raises the $L_{\text{FIR}}$, thus lowers the SFR($L_{\text{FIR}}$) conversion factor $C_{\text{FIR}}$ at all metallicities (less than 0.05 dex, see the fifth line of Table 4). From the distance from the SFR($L_{\text{FIR}}$) calibration line of Models A to B in Fig. 4 we can see that it increases with metallicity, i.e., the effect of binary interactions on the SFR($L_{\text{FIR}}$) calibration increases with metallicity. Furthermore, for the above reason, $\Delta C_{\text{FIR}}/\Delta [\text{Fe/H}]$ of Model A is less than that of Model B, i.e., the inclusion of binary interactions decreases the sensitivity of $C_{\text{FIR}}$ to metallicity.

At last, the SFR($L_{\text{FIR}}$) calibration coefficient increases with metallicity. The effect of metallicity on the SFR($L_{\text{FIR}}$) calibration factors, $\Delta C_{\text{FIR}}$, and $\Delta C_{\text{FIR}}/\Delta [\text{Fe/H}]$, reaches ~0.3 dex and 0.1 (see the first line of the bottom part of Table 3). Because it is difficult to get the exact linear calibration coefficient $C_{\text{FIR}}$, in Table 3 we do not give the variation range of $C_{\text{FIR}}$ with metallicity, d$C_{\text{FIR}}$/d[Fe/H], within different metallicity ranges.

4.4 Comments

Moreover, from Table 4 we see that $\Delta C_{\text{H}_2}/\Delta [\text{Fe/H}]$, $\Delta C_{\text{2800}}/\Delta [\text{Fe/H}]$ and $\Delta C_{1500}/\Delta [\text{Fe/H}]$ decrease in succession for Models A and B. This means that SFR($L_{\text{H}_2}$) calibration is the most sensitive to metallicity than those of SFR($L_{\text{2800}}$) and SFR($L_{1500}$) (in turn).

5 SFR CALIBRATIONS BY USING THE OTHER EPS MODELS

To discuss the effects of metallicity, EPS models and IMF on these SFR calibrations when using the other EPS models, compare the conclusions (about the effect of metallicity on these SFR calibrations) with those from the Yunnan models, in this section we will present the SFR($L_{\text{H}_2}$), SFR($L_{\text{2800}}$), SFR($L_{1500}$), and SFR($L_{\text{FIR}}$) calibrations by using the BC03, SB99, PéGASE and POPSTAR EPS models. These EPS models (including the used parameters, physics, IMFs, $M_0$, $M_a$ and metallicities) have been described in Section 2. These four sets of results are referred to as Models C, D, E and F.
Figure 6. Relations between SFR and $L_{\text{UV}}$ for Models A/B, C-S55/C-Cha03, D-S55/D-K93' and E-S55/E-K93' at different metallicities. Left-hand panel is for $L_{1500}$ and right-hand panel is for $L_{2800}$. For each set of models, the selected metallicities are the same as those in Fig. 4 and only E and Irr galaxy types are presented. The calibration line colour (representing metallicity) and symbol (IMF) have the same meanings as in Fig. 5. For Models C-E, the results are moved upwards along the diagonal line, respectively. Also shown are the results of K98 (grey dashed line), MPD98 (grey dotted line, open and solid triangles are for using the S55 and Scalo IMFs, respectively) and G10 (grey dot-dashed line).

Table 8. Differences in the SFR conversion coefficients between obtained by using the two IMFs, $\Delta C_{\text{case, IMF}}$, for Models C, D, E and F (only for $\Delta C_{\text{H/\alpha}}$) at metallicity $Z=0.0001, 0.0004, 0.004, 0.008, 0.02, 0.05$ and $0.1$. The top, second, third and bottom parts are for the cases of $\Delta C_{\text{H/\alpha}}, \Delta C_{1500}, \Delta C_{2800}$ and $\Delta C_{\text{FIR}}$, respectively.

| Model | $Z=0.0001$ | 0.0004 | 0.004 | 0.008 | 0.02 | 0.05 | 0.1 |
|-------|------------|--------|------|-------|------|------|-----|
|       | $\Delta C_{\text{H/\alpha, IMF}}$ (dex) |        |      |       |      |      |     |
| C     | $-0.221$   | $-0.221$ | $-0.224$ | $-0.225$ | $-0.224$ | $-0.221$ | $-0.221$ |
| D     | $-0.198$   | $-0.200$ | $-0.201$ | $-0.199$ | $-0.199$ | $-0.199$ | $-0.199$ |
| E     | $0.299$    | $0.308$ | $0.325$ | $0.326$ | $0.329$ | $0.320$ | $0.301$ |
| F     | $-0.181^{\text{UN}}$ | $-0.143$ | $-0.135$ | $-0.095$ | $-0.057$ | $-0.066$ | $-0.066$ |

|       | $\Delta C_{1500, IMF}$ (dex) |        |      |       |      |      |     |
| C     | $-0.187$   | $-0.191$ | $-0.196$ | $-0.198$ | $-0.200$ | $-0.202$ | $-0.202$ |
| D     | $-0.163$   | $-0.169$ | $-0.171$ | $-0.175$ | $-0.175$ | $-0.175$ | $-0.175$ |
| E     | $0.041$    | $0.063$ | $0.098$ | $0.118$ | $0.140$ | $0.152$ | $0.124$ |

|       | $\Delta C_{2800, IMF}$ (dex) |        |      |       |      |      |     |
| C     | $-0.169^{\text{UN}}$ | $-0.175$ | $-0.186$ | $-0.186$ | $-0.194$ | $-0.197$ | $-0.197$ |
| D     | $-0.152^{\text{UN}}$ | $-0.159$ | $-0.163$ | $-0.168$ | $-0.170$ | $-0.170$ | $-0.170$ |
| E     | $-0.053^{\text{UN}}$ | $-0.027$ | $0.034$ | $0.066$ | $0.099$ | $0.118$ | $0.993$ |

| C-E$^a$ | $\leq0.3$ | $\leq0.3$ | $\leq0.3$ | $\leq0.3$ | $\leq0.3$ | $\leq0.3$ | $\leq0.3$ |

$^a$ In fact, $\Delta C_{\text{case, IMF}}$ is different for different models, and has no significant correlation with metallicity.

respectively. For each set of results, two subsets are considered, depending on the IMF. To distinguish them, the name of used IMF is the supplement to the model name (see the first column of Table 4).

Using the above EPS models at their own metallicities (see the fifth column of Table 1), in this section, we first obtain the $L_{\text{H/\alpha}}, L_{\text{OII}}, L_{\text{UV}}$ and $L_{\text{FIR}}$ of burst, E, S0, Sa-Scd and Irr types of galaxies, then give the linear fitting coefficients between log(SFR) and log($L_{\text{H/\alpha}}$), between log(SFR) and log($L_{1500}$) and between log(SFR) and log($L_{2800}$) in Tables 3, 6 and 7 and their variation rates with metallicity in the upper, second and third parts of Table 5. Because the calibration between SFR and $L_{\text{FIR}}$ is not linear, we only give the $\Delta C_{\text{FIR}}$ and $\Delta C_{\text{FIR}}/\Delta [\text{Fe/H}]$ in the bottom part of Table 5.

5.1 SFR versus $L_{\text{H/\alpha}}$

First, we study the relation between SFR and $L_{\text{H/\alpha}}$ for Models C-S55/Cha03, D-S55/K93’, E-S55/K93’ and F-S55/K01, and find that SFR varies linearly with $L_{\text{H/\alpha}}$ [the slope d(logSFR)/d(log$L_{\text{H/\alpha}}$)~1] for all galaxy types (E-Sd), metallicities and models except the F-S55'/K01 models (SFR varies linearly with $L_{\text{H/\alpha}}$ only for all galaxy types.
Figure 5. Relation between SFR and $L_{H\alpha}$ for Models A (solid circles), B, C-S55 (circles), C-Cha03, D-S55 (circles), D-K93', E-S55 (circles), E-K93', F-S55' (circles) and F-K01 at different metallicities. For Models C-F, the results are moved upwards along the diagonal line, respectively. For Models A/B and F-S55'/K01, E, S0 and Sd types (from top to bottom) are included, while for Models C-S55/Cha03, D-S55/K93' and E-S55/K93', only E type is included. For Models A/B, $Z=0.0001$ (black), $0.0004$ (blue) and $0.03$ (green, from right to left) are included, for Models C-S55/Cha03 and F-S55'/K01, $Z=0.0001$ (black), $0.0004$ (red) and $0.05$ (magenta) are included, and for Models E-S55/K93', $Z=0.0001$ (black), $0.0004$ (red), $0.05$ (magenta) and $0.1$ (green) are included. Note the color is the same at a given $Z$. At last, also shown are the results of K98 (grey dashed line) and B04 (grey dotted line).

Figure 7. The $L_{H\alpha}$ evolution of Irr galaxies (i.e., models with constant star formation, SFR=$1M_\odot$) for Models A/B, C-S55/C-Cha03, D-S55/D-K93' and E-S55/E-K93'. The line colour and symbol have the same meanings as in Fig. 5. Also shown is the result of K98 (green dashed line). The results of Models C-E and K98 are moved upwards, respectively.

Uncertainties in the SFR calibrations

at high metallicities, while not true for early galaxy types at low metallicities). The SFR($L_{H\alpha}$) calibration lines of all galaxy types overlap for a given set of models with $Z$. Therefore, for the sake of clarity, in Fig. 5 we only give the relation between log(SFR) and log($L_{H\alpha}$) of E, S0, Sa, Sb, Sc and Sd types for Models A/B at $Z=0.0001$, $0.004$ and $0.03$ and for Models F-S55'/K01 at $Z=0.0001, 0.0004$ and $0.05$, that of only E type for Models C-S55/Cha03 at $Z=0.0001$, $0.0004$ and $0.05$, for Models D-S55/K93' at $Z=0.0004$ and $0.05$ and for Models E-S55/K93' at $Z=0.0001, 0.0004$, $0.05$ and $0.1$. The reason we choose these metallicities (highlighted in red in Table 1) for a given set of models is that the metallicity value is either the upper/lower limit or the common one. Moreover, for the sake of clarity, the log(SFR) versus log($L_{H\alpha}$) calibration curves of Models C-F in Fig. 5 are moved upwards along the diagonal line [i.e. log(SFR) and log($L_{H\alpha}$) are multiplied by the same factor for a given set of models]. At last, we also give the results of K98 and B04 in Fig. 5.

From Fig. 5 we see exactly that the slope dlog(SFR)/dlog($L_{H\alpha}$) is similar to those of K98 and B04 for all galaxy types, all models and all metallicities (except for early types of Models F-S55'/K01 at low metallicities), i.e. SFR varies linearly with $L_{H\alpha}$. For Models F-S55'/K01 at low metallicities, the slope of SFR($L_{H\alpha}$) calibration curves of all galaxy types deviates from those of K98 and B04 (mainly for early types) and the calibration lines of all galaxy types do not overlap. Therefore, the values related to $L_{H\alpha}$ at $Z=10^{-3}$ in Tables 3 and 4 ($C_{\text{IMF}}$ at $Z=10^{-3}$, $\Delta C_{\text{H}, z}$, $\Delta C_{\text{H}, z}/d\Delta [\text{Fe/H}]$ and $d\Delta [\text{Fe/H}]$ in the [Fe/H] range from $-2.3$ to $-1.7$ and $\Delta C_{\text{H}, z}$ at $Z=10^{-3}$) for Models F-S55'/K01 are labelled by a superscript of 'UN'. For a given set of models, the set of SFR($L_{H\alpha}$) calibration curves moves upwards with increasing metallicity, i.e. the conversion factor increases (this also can be seen from the values in Table 3, but there are an exception: Models E-S55/K93' in the [Fe/H] range from 0.4 to 0.7. The value of $dC_{\text{H}, z}/d[\text{Fe/H}]$ is negative within this range for Models E-S55/K93' (see the top panel of Table 3). The reason that $C_{\text{H}}$ increases with $Z$ is that the temperature of stars decreases with increasing $Z$.

[Fe/H]: From the top part of Table 6 we see that $dC_{\text{H}, z}/d[\text{Fe/H}]$ is different within different [Fe/H] ranges and reaches the maximum value near solar metallicity for all models. Comparing the values of all models, we find that $\Delta C_{\text{H}, z}/\Delta [\text{Fe/H}]$ and the maximum value of $dC_{\text{H}, z}/d[\text{Fe/H}]$ are the largest ($dC_{\text{H}, z}/d[\text{Fe/H}] \sim 0.57$ in the [Fe/H] range from 0.0 to 0.4) for Models D-S55/K93', i.e. Models D-S55/K93' are the most sensitive to metallicity for the SFR($L_{H\alpha}$) calibration.

IMF: In Table 8 we give the differences in the SFR conversion coefficients between obtained by using the two IMFs, $\Delta C_{\text{case, IMF}} (=C_{\text{case, Cha03/K93'}}/K01 - C_{\text{case, S55'/S55'}})$, for Models C-F/E at different metallicities. From the top part, we see that $\Delta C_{\text{H}, z}$ is independent of $Z$ for Models C, D and E ($\sim -0.2, \sim -0.2$ and $\sim 0.3$ dex, respectively), the absolute value of $\Delta C_{\text{H}, z}$ for Model F decreases with increasing $Z$ ($\sim 0.18 \rightarrow 0.07$ dex from $Z=0.0001$ to 0.05). The larger $\Delta C_{\text{H}, z}$ at low metallicities for Model F partly is caused by the deviation from the linear SFR-$L_{H\alpha}$ relation. At last, it can be seen that $|\Delta C_{\text{H}, z}|$ of Model E is greater...
than those of Models C, D and F, i.e. Model E is the most sensitive to IMF for the SFR($L_{H\alpha}$) calibration.

**EPS and other:** From Table 3 we see that the difference in the $C_{H\alpha}$ reaches $\sim0.55$ dex at $Z=0.02$ among Models A-F (the seventh and the sixth columns for Models A-B and C-F) and $\sim0.52$ dex at $Z=0.0001$ among Models A-C and E (the second column, excluding Models F-S55/K01 because of the non-linear SFR-$L_{H\alpha}$ relation). This kind of difference is comparable to that caused by metallicity, and mainly is caused by the differences in the adoption of EPS models, the algorithm of obtaining $L_{H\alpha}$ and IMF.

Excluding the results from the models considering binary interactions or those using the K93'/K01/Cha03 IMFs, from Table 3 we see that the difference in the $C_{H\alpha}$ is $\sim0.20$ dex among Models B, C-S55, D-S55, E-S55 and F-S55/K01 at $Z=0.02$ and $\sim0.02$ dex among Models B, C-S55 and E-S55 at $Z=0.0001$. These differences (less than 0.2 dex) are mainly caused by the adoptions of different EPS models and the algorithm of obtaining $L_{H\alpha}$.

For Models B-C and D, the algorithm of obtaining $L_{H\alpha}$ and the companied coefficients (see equation 6) are the same, so the difference in the $C_{H\alpha}$ among these models ($\sim0.184$ dex at $Z=0.02$; $\sim0.02$ dex at $Z=10^{-3}$) is caused by EPS models. For Models E-S55/K93', the algorithm of obtaining $L_{H\alpha}$ is different from that of Models A-D. For Models F-S55'/K01, the algorithm is the same but the coefficients depend on $Z$ and electronic temperature.

### 5.2 SFR versus $L_{1500}$ and SFR versus $L_{2800}$

Here, we also check the relations between log(SFR) and log($L_{1500}$) for Models A, B, C-S55/Cha03, D-S55/K93' and E-S55/K93' in advance, and find that SFR does not linearly vary with $L_{1500}$ in some cases (for example, SFR versus $L_{2800}$ for early types of Models A-E at low metallicities). For a set of models with a given $Z$, the SFR($L_{1500}$) calibration curves of all galaxy types are not unique in some cases [such as SFR($L_{2800}$) for Models A-E at low metallicities]. Therefore, for the sake of clarity, in Fig. 6 we give the relations between log(SFR) and log($L_{1500}$) of only E and Irr galaxy types for Models A, B, C-S55/Cha03, D-S55/K93' and E-S55/K93'. For a given set of models, the selected metallicities are the same as those in Fig. 5. Similarly, the results of Models C, D and E are moved upwards along the diagonal line in Fig. 6. We also give the results of K98, MPD98 and G10.

From the left- and right-hand panels of Fig. 6, we see that the calibration curves of SFR versus $L_{1500}$ and SFR versus $L_{2800}$ for Models C, D and E are similar to the corresponding ones for Models A and B. SFR varies linearly with $L_{1500}$ and $L_{2800}$ [the slope log(SFR)/log($L_{1500}$) $\sim1$, in comparison with those of K98, MPD98 and G10] for all models, all galaxy types and all metallicities except for types at low metallicities (more significant for $L_{2800}$). And at low metallicities ($Z=0.0001$ and 0.0004), the SFR($L_{1500}$) calibration is not unique for all galaxy types, for example, that of SFR($L_{1500}$) at low metallicities for Models A-C and that of SFR($L_{2800}$) at low metallicities for all models (more significant). Due to the above facts, the values ($\Delta C_{2800}/Z$, $\Delta dC_{2800}/[Fe/H]$, $C_{2800}$ and $\Delta C_{2800, IMF}$) related to $L_{2800}$ at low metallicities ($Z=10^{-3}$ for Models C and E, $Z=4 \times 10^{-3}$ for Model D) in Tables 3 and 5 are labelled by a superscript of 'UN' for all models. The conversion coefficients $C_{2800}$ increase with increasing $Z$ for all models (except Model E-K93' in the [Fe/H] range of 0.4-0.7). The linear fitting coefficients, between SFR and $L_{1500}$ and between SFR and $L_{2800}$, are presented in Tables 3 and 5 respectively.

**[Fe/H]:** From the second and third parts of Table 5, we see that $dC_{1500, Z}/[Fe/H]$ and $dC_{2800, Z}/[Fe/H]$ are different within different [Fe/H] ranges and reach the maximum value near solar metallicity (similar to that of $dC_{H\alpha}/[Fe/H]$) and at low metallicities for all models, respectively. Among all models, $\Delta C_{1500,2800, Z}/[Fe/H]$ and the maximal values of $dC_{1500,2800, Z}/[Fe/H]$ are the largest for Model E-K93', i.e. Model E-K93' is the most sensitive to metallicity for the SFR($L_{1500,2800}$) calibrations.

**IMF:** From the second and third parts of Table 5, we see that $\Delta C_{1500, IMF}$ and $\Delta C_{2800, IMF}$ are independent of $Z$ for Models C and D ($\sim0.2$ dex and $\sim0.17$ dex, respectively). The absolute $\Delta C_{1500, IMF}$ and $\Delta C_{2800, IMF}$ increase with increasing $Z$ for Model E (difference of $\sim0.1$ dex), this is different from the case of $\Delta C_{H\alpha, IMF}$ for Model E (independent of $Z$). Moreover, among all models, the difference in the $C_{1500}$ caused by IMF is the largest for Model C at all metallicities, i.e. Model C is the most sensitive to IMF for the SFR($L_{1500,2800}$) calibrations.

**EPS:** From the SFR($L_{1500}$) and SFR($L_{2800}$) calibration curves in Fig. 6 and the conversion coefficients in Tables 5 and 6 for all models, we see that the differences in the C1500 and C2800 are $\sim0.36$ and 0.28 dex at $Z=0.02$ for Models A-E (the seventh and sixth columns for Models A-B and C-E) and $\sim0.25$ and 0.2 dex at $Z=0.0001$ among Models A-C and E (the second column, comparable to those caused by metallicity). The above differences are mainly caused by the differences in the IMF and the adoption of EPS models. From Tables 3 and 5 we see that the differences in the C1500 and C2800 are $\sim0.11$ and 0.15 dex among Models B, C-S55 D-S55 and E-S55 at $Z=0.02$ and $\sim0.13$ and 0.14 dex at $Z=0.0001$ among Models B, C-S55 and E-S55, so the adoption of EPS models causes to the difference of $\sim0.2$ dex in the C1500 and C2800.

### 5.3 SFR versus $L_{FIR}$

In Fig. 7 we give the evolution of bolometric magnitude of Irr galaxies for Models A, B, C, D and E. For a given set of models, the selected metallicities are the same as those in Fig. 5. Also shown are the result of K98. Similarly, the results of Models C, D and E and the result of K98 are moved upwards.

From Fig. 7, we see that the effect of metallicity on the SFR versus $L_{FIR}$ calibration for Models C-E is similar to that for Models A-B: $C_{FIR}$ increases with increasing $Z$, the difference in the SFR($L_{FIR}$) conversion factor caused by metallicity and $\Delta C_{FIR}/[Fe/H]$ reach $\sim0.3-0.6$ dex and $0.1-0.2$ (see the last line of Table 3). The difference in the $C_{FIR}$ caused by EPS models reaches $\sim1.2$ dex (excluding Model E), which is two/more times larger than that caused by metallicity. The difference in the $C_{FIR}$ caused by IMF is insignificant (less than 0.3 dex, see the last line of Table 8) in comparison with that caused by EPS models. The difference caused by IMF seems to be independent of metallicity.
5.4 Comments

In total, if a given set of models, the value of ∆C_{Hα}/Δ[Fe/H] is larger than those of ∆C_{2800,Z}/Δ[Fe/H] and ∆C_{1500,Z}/Δ[Fe/H] in turn, i.e., C_{Hα} is the most sensitive to metallicity than those of C_{2800} and C_{1500} (the lines are densely concentrated). However, there are some exceptions. For Model D, ∆C_{1500,Z}/Δ[Fe/H] > ∆C_{2800,Z}/Δ[Fe/H]. For Model E-K93’, ∆C_{2800,Z}/Δ[Fe/H] > ∆C_{Hα}/Δ[Fe/H].

6 COMPARISON AMONG VARIOUS FACTORS AND THE IMPLICATIONS

6.1 Effects of various factors on these SFR calibrations

In this part, we will compare and evaluate the effects of binary interactions, metallicity, EPS models and IMF on the SFR conversion coefficients in terms of L_{Hα}, L_{[OII]}, L_{i,UV} and L_{FIR}.

From Section 4, we see that the inclusion of binary interactions lowers all SFR conversion factors (C_{Hα}, C_{[OII]}, C_{i,UV} and C_{FIR}) considered in this paper, the differences in these conversion factors caused by the inclusion of binary interactions increase with Z (less than 0.2 dex, see Table 4). Moreover, the inclusion of binary interactions lowers the sensitivity of these SFR calibrations to metallicity.

From Sections 4 and 5, we see that the SFR calibration coefficients increase with metallicity in general, the maximal value of dC_{case,Z}/d[Fe/H] is near solar metallicity or at lower metallicity ranges. Among all models, Models D and E-K93’ are the most sensitive to metallicity for the C_{Hα} and C_{i,UV}, respectively.

From Section 5, we see that the differences in the C_{Hα}, C_{1500}, C_{2800} and C_{FIR} among Models A-E/F reach ~0.5, ~0.3, ~0.3 and ~1.5 dex at a given metallicity. However, after excluding the effects of IMF and algorithm, the differences in the C_{Hα}, C_{1500}, C_{2800} and C_{FIR}, which are solely caused by EPS models, are ~0.2, ~0.2, ~0.2 and ~1.2 dex.

The differences in these conversion coefficients caused by the adoption of different EPS models are independent of metallicity for Models C-F except for ∆C_{Hα,IMF} of Model F (the absolute value decreases with Z) and ∆C_{i,UV,IMF} of Model E (the absolute value increases with Z). Among all models, the effect of IMF on the C_{Hα} and C_{i,UV} is the largest (the most sensitive to IMF) for Models E and C, respectively.

At last, from Sections 4 and 5, we see that C_{Hα}, C_{2800}, C_{1500} are less sensitive to metallicity in turn for a given set of models.

In Table 9 we summary the differences in these conversion coefficients caused by the adoption of different EPS models, metallicity and IMF. The values in the third and fourth columns of Table 9 are from Tables 5 and 6. From it, we see that the difference in the C_{Hα} caused by metallicity is two times larger than that caused by the adoption of EPS models and IMF. The difference in the SFR(L_{FIR}) calibration factors caused by the adoption of EPS models is two/more times larger than that caused by metallicity/IMF.

As for the SFR(L_{i,UV}) calibration, the effects of EPS models, IMF and metallicity are comparable.

K98 has even summarized that the effects of metallicity and IMF on the C_{UV} and C_{Hα} reach to ~0.3 and ~0.1 dex. From Table 9 we see that the maximal differences in the C_{i,UV} and C_{Hα} caused by metallicity and IMF are several times larger than those presented by K98.

6.2 Effects of binary interactions and metallicity on the discrepancy in the SFR

In Fig. 1 of Hopkins (2004), we see that the SFR derived from L_{Hα} (SFR_{Hα}) is larger than that from the UV luminosity (SFR_{UV}) for star-forming galaxies in the redshift range of z < 6. In his work, all SFRs are obtained by using the linear calibrations of K98 at solar metallicity and have been corrected by IMF (i.e., using the S55 IMF).

Using the definition of the linear SFR calibration factor (see equation 8), the following formula can be derived,

\[
\frac{SFR_{A,2}}{SFR_{B,2}} = \frac{SFR_{A,1}}{SFR_{B,1}} \times \frac{10^{(C_{A,2} - C_{A,1})}}{10^{(C_{B,2} - C_{B,1})}},
\]

where A and B mean that SFR is derived from L_{Hα} and L_{i,UV}, and ’1’ and ’2’ correspond to the first (or standard) and second cases.

(i) If ’1’ and ’2’ correspond to the cases of solar and low metallicities, from the values in Tables 3, 6 and 7, we can get \(C_{A,2} - C_{A,1}\) > \(C_{B,2} - C_{B,1}\), i.e., \(SFR_{A,2} < SFR_{B,2}\). This implies that the difference between SFR_{Hα} and SFR_{UV}, displayed in Fig. 1 of Hopkins (2004), will be enhanced if using the calibration coefficients at low metallicities.

(ii) If ’1’ and ’2’ are in the cases of neglecting and including binary interactions at solar metallicity, also from the values in Tables 3, 6 and 7, we can get \(C_{A,2} - C_{A,1}\) > \(C_{B,2} - C_{B,1}\). This also implies that the difference between SFR_{Hα} and SFR_{UV} will be enhanced if using the calibration coefficients when considering binary interactions.

7 SUMMARY AND CONCLUSIONS

Using the Yunnan EPS models with and without binary interactions, we present the L_{Hα}, L_{[OII]}, L_{i,UV} and L_{FIR} for burst, E, S0, Sa-Sd and Irr galaxies, the conversion coefficients between SFR and these diagnostics at Z = 0.0001, 0.0003, 0.001, 0.004, 0.01, 0.02 and 0.03, and discuss the effects of binary interactions and metallicity (see the next paragraph) on these calibrations of SFR. The inclusion of binary interactions lowers the SFR versus L_{Hα} and SFR versus L_{[OII]} conversion factors by ~0.1-0.2 dex, the SFR versus L_{1500} by ~0.055 dex, the SFR versus L_{2800} by ~0.035 dex and the SFR versus L_{FIR} by ~0.05 dex. The differences in
these conversion coefficients caused by the inclusion of binary interactions are dependent of metallicity. The higher is the metallicity, the larger are the differences in these conversion factors. The inclusion of binary interactions lowers the sensitivity of these SFR calibrations to metallicity.

We also obtain the $L_{\text{H}0}$, $L_{\text{UV}}$, $L_{\text{FIR}}$ and $L_{\text{IR}}$ for burst, E, S0, Sa-Sd and Irr galaxies by using the BC03 (0.0001 $\leq Z \leq 0.05$), $\text{Sh99}$ (0.0004 $\leq Z \leq 0.05$), PEGASE (0.0001 $\leq Z \leq 0.1$) and POPSTAR (0.0001 $\leq Z \leq 0.05$) models, and present the conversion coefficients between SFR and these diagnostics. For these models, we discuss the effects of IMF, EPS models (see the next paragraph) and metallicity on these SFR calibrations, and compare the conclusions about the effect of metallicity on these SFR calibrations with those from the Yunnan EPS models. By comparisons, we find that the conclusions are similar. For each set of models, (i) the relations between SFR and these diagnostics are linear for all galaxy types at all metallicities (except for $L_{\text{IR}}$, $L_{\text{H}0}$ when using the POPSTAR models and $L_{\text{UV}}$ for early types at low metallicities when using any set of models); (ii) the $L_{\text{UV}}$ (especially for $L_{\text{2800}}$) is not suitable to the linear calibration of SFR at low metallicities; (iii) the conversion coefficients between SFR and these tracers increase with $Z$ except $C_{\text{H}0}$ and $C_{\text{UV}}$ when using the PEGASE models within 0.4 $\leq$ [Fe/H] $\leq$ 0.7 (only Model E-K93′ for $C_{\text{UV}}$); (iv) the $dC_{\text{H}0,Z}$/$d[\text{Fe/H}]$, $dC_{\text{1500},Z}$/$d[\text{Fe/H}]$ and $dC_{\text{2800},Z}$/$d[\text{Fe/H}]$ reach the maximum value near solar metallicity or at low metallicities, respectively; (v) the values of $\Delta C_{\text{H}0,Z}$/$\Delta [\text{Fe/H}]$ and $\Delta C_{\text{1500},Z}$/$\Delta [\text{Fe/H}]$ decrease in turn, it means that $C_{\text{H}0}$ is the most sensitive to metallicity (in general). Among all models, Models D and E-K93′ are the most sensitive to metallicity for the SFR($L_{\text{H}0}$) and SFR($L_{\text{UV}}$) calibrations.

The uncertainties in these SFR calibrations caused by EPS models and IMF are as follows. (i) The differences in the SFR($L_{\text{H}0}$), SFR($L_{\text{UV}}$) and SFR($L_{\text{IR}}$) calibration factors caused by the adoption of EPS models reach $\pm 0.2$, 0.2 and 1.2 dex. (ii) The differences in the SFR($L_{\text{H}0}$) and SFR($L_{\text{UV}}$) conversion coefficients caused by IMF are in the range of 0.03-0.33 dex (see Tables 8 and 9 for all models, and these differences are independent of $Z$ for a given set of models (except $\Delta C_{\text{H}0,\text{IMF}}$ when using the POPSTAR models and $\Delta C_{\text{UV,IMF}}$ when using the PEGASE models). Among all models, Models E and C are the most sensitive to IMF for the SFR($L_{\text{H}0}$) and SFR($L_{\text{UV}}$) calibrations.

Comparing the discrepancies in these SFR calibrations caused by IMF, EPS models and metallicity, we find that the differences in the SFR($L_{\text{H}0}$) and SFR($L_{\text{IR}}$) calibrations are mainly caused by metallicity/IMF and EPS models, respectively. The effects of EPS models, metallicity (relatively large) and IMF on the $C_{\text{UV}}$ are comparable. Moreover, our derived differences in the SFR conversion factors caused by IMF and metallicity are larger than those mentioned by K98. The difference between SFR$_{\text{H}0}$ and SFR$_{\text{UV}}$ will be enlarged when using the calibration factors obtained at low metallicities or those obtained when considering binary interactions.
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