A Weakly Nonlinear Analysis of Impulsively–Forced Faraday Waves
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Parametrically-excited surface waves, forced by a repeating sequence of \( N \) delta-function impulses, are considered within the framework of the Zhang-Viñals model. The exact impulsive-forcing results, in the linear and weakly nonlinear regimes, are compared with results obtained numerically for sinusoidal and multifrequency forcing. We find surprisingly good agreement between impulsive forcing results and those obtained using a two-term truncated Fourier series representation of the impulsive forcing function. With impulsive forcing, the linear stability analysis can be carried out exactly and leads to an implicit equation for the neutral stability curve. As noted previously by Bechhoefer and Johnson, in the simplest case of \( N = 2 \) equally-spaced impulses per period (which alternate up and down) there are only subharmonic modes of instability. The familiar situation of alternating subharmonic and harmonic resonance tongues emerges only if an asymmetry in the spacing between the impulses is introduced. We extend the linear analysis for \( N = 2 \) impulses per period to the weakly nonlinear regime, where we determine the leading order nonlinear saturation of one-dimensional standing waves as a function of forcing strength. Specifically, an analytic expression for the cubic Landau coefficient in the bifurcation equation is derived as a function of the dimensionless spacing between the two impulses and the fluid parameters that appear in the Zhang-Viñals model. As the capillary parameter is varied, one finds a parameter region of wave amplitude suppression, which is due to a familiar 1:2 spatio-temporal resonance between the subharmonic mode of instability and a damped harmonic mode. This resonance occurs for impulsive forcing even when harmonic resonance tongues are absent from the neutral stability curve. The strength of this resonance feature can be tuned by varying the spacing between the impulses. This finding is interpreted in terms of a recent symmetry-based analysis of multifrequency forced Faraday waves.
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I. I. INTRODUCTION

Standing waves form spontaneously on the free surface of a fluid layer when it is subjected to a time-periodic vertical vibration of sufficient strength. The waves, which result from a symmetry-breaking parametric instability, organize themselves into remarkably regular patterns, as first described by Faraday in 1831. In modern experiments, a variety of container geometries, fluids and forcing functions have been employed, resulting in a rich variety of standing wave patterns, as well as a range of dynamical responses. See [1, 2] for reviews on Faraday waves. In this paper, we investigate the response of the Faraday system to an idealized forcing function consisting of a periodic sequence of delta-function impulses. The results are contrasted with those obtained in the classical cases of single and multifrequency forcing.

The versatility of the Faraday system for investigating pattern formation owes much to the vastness of its control parameter space. By varying the forcing frequency and amplitude, as well as the fluid properties, experimentalists employing a sinusoidal acceleration function have teased out spatially regular patterns ranging from stripes, hexagons and squares to targets, spirals and quasipatterns [3, 4, 10, 11]. The seminal experiments of Edwards and Fauve [12] showed how the addition of a second commensurate frequency component in the forcing function could lead to even greater versatility of this system, via the controlled introduction of additional length scales. Two-frequency forcing has led to a variety of exotic superlattice patterns [13, 14], as well as quasipatterns [15, 16], triangular patterns [17] and localized structures [18]. A detailed description of patterns readily achieved in two-frequency Faraday experiments can be found in [19]. Recent experiments by Epstein and Fineberg [20] have shown how a third perturbing frequency can be used to rapidly switch between the novel patterns achieved with two-frequency forcing.

Theoretically, the Faraday system presents a number of challenges due both to the explicit time-dependence of the forcing and the free-boundary nature of the problem; for a partial review of theoretical work see [7]. Consequently, models incorporating simplifying assumptions have often been relied on, in conjunction with numerical linear stability analysis or perturbative methods. In this manner, much has been accomplished. Linear stability results build on the classic paper of Benjamin and Ursell [21], who explained Faraday’s observation of a subharmonic response of the fluid layer to sinusoidal forcing. Specifically, they showed that the linear stability problem, in the case of an ideal fluid, reduces to a Mathieu equation, for which the natural frequency of oscillation...
is given by the inviscid dispersion relation. Subsequent investigators carried out linear stability analyses on the full fluid problem with sinusoidal forcing in \[ \text{[22, 23, 21, 25]} \]. These results were also extended to two-frequency forcing in \[ \text{[26]} \]. Theoretical understanding of the nonlinear problem progressed with the introduction of a quasipotential formulation of the Faraday wave problem by Zhang and Viñals \[ \text{[1]} \]. This model, which describes small amplitude surface waves on a semi-infinite, weakly viscous fluid layer, eliminates the bulk flow, assumed to be potential, from the description. The free boundary \( z = h(x, t) \) \( (x \in \mathbb{R}^2) \) is then prescribed by an evolution equation for \( h \), which is coupled to an evolution equation for a surface velocity potential \( \Phi \); see Section \[ \text{III} \] Zhang and Viñals used this model to further investigate nonlinear effects via an asymptotic expansion, which demonstrated the importance of resonant triads (three-wave resonance) in the pattern selection process. Later, Chen and Viñals \[ \text{[27]} \] used perturbation methods to derive amplitude equations directly from the Navier-Stokes equations assuming only that the depth of the fluid layer is (effectively) infinite. These approaches yield good agreement with experiments in the relevant parameter regimes, but typically require a numerical evaluation of relevant quantities to make the comparison.

An alternative theoretical approach to the Faraday wave pattern selection problem is based in equivariant bifurcation theory \[ \text{[28, 29]} \]. This “model-independent” treatment of the symmetry-breaking bifurcations relevant to the Faraday experiment has proved especially fruitful in analyzing spatially-periodic superlattice patterns \[ \text{[30, 31]} \]. An extension of this approach, tailored to the multifrequency Faraday problem, uses spatio-temporal symmetry arguments to derive amplitude equations based on the patterns’ symmetries. The form of the coefficients in the equations reflect the temporal (parameter) symmetries of the forcing function and the time-reversal symmetry that is broken by the damping. The equations describe not only the critical modes, but also certain damped modes that are nonlinearly driven by them. These studies reveal the role of the various forcing parameters (frequencies, amplitudes, and relative phases) in nonlinearly coupling the driven modes to key weakly-damped modes. The results give insight into the pattern selection process and can be used to explain a number of characteristics of the experimentally observed patterns \[ \text{[3, 4, 32, 33, 34]} \].

The investigations reviewed above focus on Faraday waves parametrically-excited by sinusoidal and multifrequency forcing functions. An alternative forcing function, consisting of a periodic sequence of delta-function impulses, was proposed by Bechhoefer and Johnson \[ \text{[2]} \] who indicated how the linear analysis could be greatly simplified in this case. (This idealization of parametrically forced systems has been put forth in a variety of physical contexts; see, for example, \[ \text{[35, 36, 37]} \].) Recently, Huepe and Silber \[ \text{[38]} \] showed that the linear analysis of the impulsively-forced Faraday problem for a viscous fluid, as proposed in \[ \text{[2]} \], breaks down in certain parameter regimes. In these regimes, the flow in the fluid bulk cannot be (instantaneously) matched across the delta impulses. However, these complications are absent from the Zhang-Viñals formulation, which describes the evolution of the free surface, with the bulk flow eliminated from the model. In this paper we extend the results of Bechhoefer and Johnson on impulsively-forced Faraday waves into the weakly nonlinear regime, within the framework of the Zhang-Viñals model.

Following the method of \[ \text{[35]} \], we develop a simple modular approach to constructing the stroboscopic map associated with the linear stability problem. Specifically, we construct the linear maps which evolve perturbations of wavenumber \( k \) from one impulse in the sequence to the next. The linear map associated with one period of the forcing is then obtained by multiplication of \( N \) matrices, one for each impulse in the periodic sequence. From this simple construction we can derive explicit expressions for the Floquet multipliers associated with the linear stability problem, and arrive at an equation (implicit if \( N > 2 \)) that describes the neutral stability curve. We analyse the results in the simplest case of \( N = 2 \) impulses in detail, and compare them with those obtained with an \( M \)-term truncated Fourier series representation of the impulsive forcing function. While the neutral stability curves are poorly approximated by the truncated Fourier series even for very large \( M \), the onset parameters of critical forcing strength and wavenumber are quite accurately determined with a single-term sinusoidal approximation (i.e., for \( M = 1 \)).

We extend the analysis for \( N = 2 \) impulses per period to the weakly nonlinear regime for one-dimensional surface waves. A key observation of Bechhoefer and Johnson \[ \text{[2]} \] is that there are no harmonic resonance tongues for a sequence of \( N = 2 \) impulses if they are equally spaced in time (i.e., an up impulse and then a down impulse half a period later). We show that, despite the absence of harmonic instabilities, there can still be a resonant interaction between the excited subharmonic and damped harmonic modes which leads, in one dimension, to an associated degradation in the nonlinear response of the fluid to the vibration in the weakly nonlinear regime. This is similar to the spatio-temporal 1:2 resonance that occurs in the case of sinusoidal forcing \[ \text{[1]} \], for which subharmonic and harmonic instabilities alternate with increasing perturbation wavenumber \( k \). Thus, although the harmonic modes can never be linearly excited in this particular impulsive case, these modes can nonetheless be driven nonlinearly by the critical subharmonic modes and in this way influence the nonlinear evolution of the instability. In addition to analysing the case of \( N = 2 \) equally-spaced impulses, we explore the effects of varying the spacing between the impulses so that they are no longer exactly half a period apart. We find that this asymmetry in impulse timing enhances or diminishes the influence of the 1:2 resonance on the standing wave amplitude depending on the sense in which it is applied. We
understand this result by considering a two-term Fourier series approximation to the impulsive forcing function, and applying recent results pertaining to multifrequency forcing.

Our paper is organized as follows. In the next section we present the Zhang-Viñals model of Faraday waves, and then carry out the linear stability analysis in the general case of \( N \) impulses per forcing period. We then focus on the simplest case of \( N = 2 \) and examine in detail the sequence of subharmonic and harmonic resonance tongues as a function of the dimensionless spacing between the impulses. We compare our results with those obtained with sinusoidal and multifrequency forcing functions within the context of a truncated Fourier series representation of the impulsive forcing function. In section III we derive the cubic bifurcation equation that describes the free surface height \( h(x,t) \) and surface velocity potential \( \Phi(x,t) \) of a fluid subjected to a (dimensionless) periodic vertical acceleration function \( G(t) \). Employing these equations greatly simplifies our calculations since the flow in the bulk does not appear explicitly — we need only track the behavior of the free surface, a function of the horizontal coordinate \( x \in \mathbb{R}^2 \) and time \( t \). The Zhang-Viñals model takes the form

\[
\begin{align*}
\partial_t - \gamma \nabla^2 h - \ddot{D} \Phi &= N_1(h, \Phi), \\
\partial_t - \gamma \nabla^2 \Phi - (\Gamma_0 \nabla^2 - G_0 + G(t))h &= N_2(h, \Phi),
\end{align*}
\]

where the nonlinear terms in (1) are given by

\[
\begin{align*}
N_1(h, \Phi) &= -\nabla \cdot (h \nabla \Phi) + \frac{1}{2} \nabla^2 (h^2 \dot{D} \Phi) - \dot{D}(h \ddot{D} \Phi) \\
&\quad + \ddot{D}(h \dot{D} \Phi) + \frac{1}{2} \dot{D}^2 \nabla^2 \Phi), \\
N_2(h, \Phi) &= \frac{1}{2} (\dot{D} \Phi)^2 - \frac{1}{2} \nabla \cdot ((\nabla h) ((\nabla h)^2) \\
&\quad - (\dot{D} \Phi)(h^2 \dot{D} \Phi + O(h^3 \dot{D} \Phi))).
\end{align*}
\]

Here the operator \( \dot{D} \) multiplies each Fourier component by its wavenumber, e.g. \( \dot{D}e^{i \mathbf{k} \cdot \mathbf{x}} = |\mathbf{k}| e^{i \mathbf{k} \cdot \mathbf{x}} \), and the dimensionless fluid parameters are

\[
\gamma \equiv \frac{2\nu k_0^3}{\omega}, \quad \Gamma_0 \equiv \frac{\Gamma k_0^3}{\rho \omega^2}, \quad G_0 \equiv \frac{g k_0}{\omega^2},
\]

where \( g \) is the usual gravitational acceleration, \( \omega \) is the forcing frequency (\( 2\pi \) divided by the forcing period), \( \nu \) is the kinematic viscosity, \( \rho \) is the density, and \( \Gamma \) is the surface tension. The wavenumber \( k_0 \) is chosen to satisfy the inviscid dispersion relation

\[
gk_0 + \frac{\Gamma k_0^3}{\rho} = \left( \frac{\omega}{2} \right)^2,
\]

where \( \omega \) is the frequency associated with the typical subharmonic response of Faraday waves. After dividing (4) by \( \omega^2 \) we find \( G_0 + \Gamma_0 = \frac{1}{4} \). \( G(t) \) describes the applied acceleration; since time has been scaled by the forcing frequency \( \omega \), the dimensionless period of \( G(t) \) is \( 2\pi \).

We write the impulsive forcing function in the form

\[
G_{imp}(t) = \sum_{n=-\infty}^{\infty} f_n \delta(t - t_n).
\]

It is parameterized by the locations \( t_n \) of the impulses \( (t_n < t_{n+1}, t_{n+N} - t_n = 2\pi) \) and by the amplitudes \( f_n \) \( (f_n + N = f_n) \), where \( N \) is the number of impulses in the repeating sequence. The dimensionless amplitude \( f_n \) of an impulse is given by

\[
f_n \equiv \frac{v_n k_0}{\omega},
\]

where \( v_n \) is the jump in velocity at time \( t_n \). We must also require

\[
\sum_{n=1}^{N} f_n = 0,
\]

to prevent a net translation of the container (for suitably chosen initial velocity). An example of an impulsive acceleration function, along with the corresponding velocity and position functions, is shown in Fig. 1.

B. Linear stability analysis

1. Calculations

Our linear stability calculations follow the method of [2]. From [1], the linear stability problem takes the form

\[
\begin{align*}
&\partial_t - \gamma \nabla^2 h - \ddot{D} \Phi = N_1(h, \Phi), \\
&\partial_t - \gamma \nabla^2 \Phi - (\Gamma_0 \nabla^2 - G_0 + G(t))h = N_2(h, \Phi),
\end{align*}
\]

II. LINEAR RESULTS FOR THE ZHANG-VIÑALS FARADAY WAVE MODEL

This section introduces the Zhang-Viñals model for Faraday waves. A linear stability analysis is then performed for waves excited by a periodic sequence of \( N \) impulses and detailed results are presented for the simplest case of \( N = 2 \).

A. Zhang-Viñals model

The quasipotential formulation of the Faraday wave problem, due to Zhang and Viñals [1], is derived from the Navier-Stokes equations assuming small amplitude surface waves on a deep, nearly inviscid fluid layer. It describes the free surface height \( h(x,t) \) and surface velocity potential \( \Phi(x,t) \) of a fluid subjected to a (dimensionless) periodic vertical acceleration function \( G(t) \). Employing these equations greatly simplifies our calculations since the flow in the bulk does not appear explicitly — we need only track the behavior of the free surface, a function of the horizontal coordinate \( x \in \mathbb{R}^2 \) and time \( t \). The Zhang-Viñals model takes the form
form
\[ \left[ (\partial_t - \gamma \nabla^2)^2 - \hat{D} (\Gamma_0 \nabla^2 - (G_0 - G(t))) \right] h(x, t) = 0. \quad (8) \]

We then write \( h(x, t) = p_k(t)e^{ikx} + \text{c.c.} \), where c.c. denotes complex conjugate, and find that \( p_k(t) \) satisfies
\[ p''_k + 2\gamma k^2 p'_k + k^2 \left[ \left( \Gamma_0 k^3 + (G_0 - G(t)) k \right) p_k = 0, \right. \quad (9) \]
where the prime denotes differentiation with respect to \( t \) and the \( k \) subscript emphasizes the dependence of the solution on the perturbation wavenumber \( k = |k| \). Hereafter we focus on \( k \neq 0 \); the \( k = 0 \) mode cannot be excited due to mass conservation. (This is reflected in the governing equations through the spatial derivatives in the nonlinear terms which ensure that the \( k = 0 \) mode decouples from the other modes.)

Between each impulse, (8) is simply the equation for a damped harmonic oscillator, with solution
\[ p_k(t) = A_{k,n} e^{(-\omega_k^2 + i\omega_k)(t-t_n)} + \text{c.c.}, \quad t \in (t_n, t_{n+1}) . \quad (10) \]

Here \( \omega_k \) is the natural frequency of a wave with wavenumber \( k \), which is determined by the dispersion relation
\[ \omega_k^2 = \Gamma_0 k^3 + G_0 k. \quad (11) \]

We demand that \( p_k(t) \) be continuous across each impulse, i.e., \( p_k(t^+_n) = p_k(t^-_n) \equiv p_k(t_n) \), where \( p_k(t^+_n) \equiv \lim_{t \to t^+_n} p_k(t) \). Integrating (8) across the \( n^{th} \) impulse we obtain the following jump condition:
\[ p''_k(t^+_n) - p''_k(t^-_n) = f_n k p_k(t_n). \quad (12) \]

This condition, together with the continuity requirement, yields the following map from \( A_{k,n} \) to \( A_{k,n+1} \):
\[ \left( \begin{array}{c} A_{k,n+1} \\ A_{k,n+1}^* \end{array} \right) = e^{-\gamma k^2 d_n} M_{k,n} \left( \begin{array}{c} A_{k,n} \\ A_{k,n}^* \end{array} \right) , \quad (13) \]
where
\[ M_{k,n} = \left( \begin{array}{cc} c_{k,n} & -s_{k,n} \\ s_{k,n} - c_{k,n} c_{k,n} & c_{k,n} + F_{k,n+1} s_{k,n} \end{array} \right) . \quad (14) \]

Here \( A_{k,n} (A_{k,n}^*) \) is the real (imaginary) part of \( A_{k,n} \) and \( c_{k,n} = \cos(\omega_k d_n) \), \( s_{k,n} = \sin(\omega_k d_n) \), \( F_{k,n} = \frac{\omega_k}{\omega_n} \). Note that (13) depends on only two parameters: \( d_n \equiv t_{n+1} - t_n \), the time between the \( n^{th} \) and \((n+1)^{th}\) impulses, and \( f_{n+1} \), the strength of the \((n+1)^{th}\) impulse.

Piecing together the relationships between \( A_{k,n} \) and \( A_{k,n+1} \), \( A_{k,n+1} \) and \( A_{k,n+2} \), etc. across one period, we find the stroboscopic map that relates the solution of the linearized problem at time \( t_n \) to the solution one period later (i.e., after the sequence of \( N \) impulses):
\[ \left( \begin{array}{c} A_{k,n+N}^* \\ A_{k,n+N} \end{array} \right) = e^{-2\pi \gamma k^2} M_k \left( \begin{array}{c} A_{k,n}^* \\ A_{k,n} \end{array} \right) . \quad (15) \]

Here \( M_k \equiv M_{k,n+N-1} \cdots M_{k,n} \), where \( M_{k,j} \) is given by (14).

The eigenvalues of \( e^{-2\pi \gamma k^2} M_k \) determine the linear stability of the interface to disturbances of wavenumber \( k \). Note that \( M_k \) has determinant one, so these eigenvalues \( (\lambda_{\pm}) \) can be related to the trace of \( M_k \) by
\[ e^{2\pi \gamma k^2} \lambda_{\pm} = \frac{1}{2} \text{Tr}(M_k) \pm \sqrt{\left( \frac{1}{2} \text{Tr}(M_k) \right)^2 - 1} \]. An instability exists when both eigenvalues (Floquet multipliers) are real and the magnitude of one exceeds unity. The threshold condition is therefore
\[ \frac{1}{2} \text{Tr}(M_k) = \pm \cosh(2\pi \gamma k^2) , \quad (16) \]

where ‘+’ corresponds to the harmonic case (Floquet multiplier +1), and ‘-’ corresponds to the subharmonic case (Floquet multiplier -1). This threshold condition defines an implicit equation for the neutral stability curve \( f(k) \), where \( f \) is an appropriate measure of the overall impulse strength (e.g., for \( N = 2 \) we use \( f = |f_n| = |f_{n+1}| \)).

Examples of neutral stability curves for various acceleration functions are presented in Figs. 4 and 5. For values of \( f \) below the minimum of these curves, the trivial solution \((h = \Phi = 0)\) is stable. When \( f \) is increased above the critical forcing amplitude \( f_c \) at the curves’ minimum (with corresponding critical wavenumber \( k_c \)), the flat surface solution becomes unstable to standing waves. An example of the associated critical eigenfunction, \( p_k(t) (k = k_c \) and \( f = f_c) \), is shown in Fig. 5. Note the presence of kinks in \( p_k(t) \) at the impulses, a consequence of the jump condition (12).

2. Linear stability results for \( N = 2 \)

We now present a detailed analysis for the case of two impulses per period. In this illustrative example, the forcing function is parameterized by two constants: \( f \), which characterizes the magnitude of the velocity jump associated with each impulse (see (13)), and
\[ \Delta \equiv \frac{d_0 - d_1}{2\pi} \in (-1, 1) , \quad (17) \]
which measures the deviation from equal spacing of the impulses. Thus $\Delta = 0$ corresponds to equally-spaced impulses, and as $|\Delta|$ increases the spacing between the impulses becomes increasingly asymmetric; see Fig. 4 for an example where $\Delta < 0$. Specifically, we set $f_n = (-1)^n f$, and

$$t_n = \pi \left( n + (1 - (-1)^n) \frac{\Delta}{2} \right) \quad (18)$$

Thus $\Delta = 0$ corresponds to equally-spaced impulses. Thus $\Delta = 0$ corresponds to equally-spaced impulses, and as $|\Delta|$ increases the spacing between the impulses becomes increasingly asymmetric; see Fig. 4 for an example where $\Delta < 0$. Specifically, we set $f_n = (-1)^n f$, and

$$t_n = \pi \left( n + (1 - (-1)^n) \frac{\Delta}{2} \right) \quad (18)$$

Solving (16) for the neutral stability curve $f(k)$, we find

$$f(k) = \frac{2 \omega_k}{k} \sqrt{\pm \frac{\cos(2\pi \gamma k^2) - \cos(2\pi \omega_k)}{\cos(2\pi \omega_k) - \cos(2\pi \omega_k \Delta)}} \quad (21)$$

where $\omega_k$ is given by (11). As before, ‘+’ corresponds to the harmonic case and ‘−’ to the subharmonic case. Note that $f(k)$ is invariant under $\Delta \to -\Delta$, so we can restrict to $\Delta \in [0, 1)$ for the remainder of the linear analysis. This is not, however, a symmetry of the full problem and we will see that the sign of $\Delta$ affects the nonlinear response of the fluid to the impulsive forcing function.

The expression for the neutral stability curve $f(k)$, given by (21), diverges at each value of $k$ for which $\cos(2\pi \omega_k) = \cos(2\pi \omega_k \Delta)$. This leads to the structure of clearly demarcated resonance tongues seen in Fig. 4.

The presence of vertical boundaries between resonance tongues contrasts sharply with the classical case of sinusoidal forcing (Fig. 4a)), where multiple instabilities (involving distinct tongues) can occur for a single wavenumber. We now examine in more detail the spacing and sequence of resonant tongues in the case of two impulses per period. It proves useful, for the purposes of this analysis, to use $\omega_k$ as the independent variable, where $\omega_k$ and $k$ are related through the monotonic dispersion relation (11).

The divergence of the neutral curves, which leads to vertical asymptotes separating the resonance tongues, is due to the denominator in expression (21). We therefore introduce

$$D(\omega_k) \equiv \cos(2\pi \omega_k) - \cos(2\pi \omega_k \Delta) \quad (22)$$

and denote the successive zeroes of $D(\omega_k)$ by $\omega_k^j$ ($\omega_k^1 < \omega_k^{j+1}$, $\omega_k^0 = 0$). Since for $k > 0$ the numerator of the expression inside the square root in (21) is strictly positive in the harmonic case and negative in the subharmonic case, it follows that $D(\omega_k) > 0$ for harmonic resonance tongues and $D(\omega_k) < 0$ for subharmonic resonance tongues.

In the general case, resonance tongues will alternate between harmonic and subharmonic as $k$ (equivalently, $\omega_k$) increases and $D(\omega_k)$ alternates in sign. However, for special values of $\Delta$, successive subharmonic (or harmonic) tongues may occur. Specifically, this happens for some $j$ if $D(\omega_k^j) = D'(\omega_k^j) = 0$. We denote these double zeroes by $\omega_k^m$, $m \in \mathbb{Z}^+$ ($\omega_k^m < \omega_k^{m+1}$). It is straight-
forward to show that these degenerate values occur only when \( \cos(2\pi \hat{\omega}^0_k) = \cos(2\pi \hat{\omega}^0_k \Delta) = \pm 1 \), which implies \( \Delta = \frac{p}{q} \) for some co-prime integers \( p, q \) (0 \( \leq p < q \)). There are thus two possibilities: either both \( p \) and \( q \) are odd, or one of them is even. If they are both odd, then \( \hat{\omega}^m_k = \frac{m}{q} \); successive subharmonic (harmonic) tongues occur when \( m \) is even (odd). (See Fig. 2(c), generated with \( \Delta = \frac{1}{3} \).) In contrast, if either \( p \) or \( q \) is even (or \( p = 0 \)), then only subharmonic tongues can occur in succession; these are separated by vertical asymptotes at \( \hat{\omega}^m_k = mq \). (See Fig. 2(a) and (d) for examples of this case.) Note that when \( \Delta = 0 \) there are vertical asymptotes at each integer value of \( \omega_k \) separating successive subharmonic tongues. In other words, there are no harmonic resonance tongues for equally-spaced impulses (Fig. 2(a)), as previously noted by Bechhoefer and Johnson [2].

The maximum possible width for the resonance tongues occurs when \( \Delta = 0 \), in which case \( \omega_k^{j+1} - \omega_k^j = 1 \). As \( \Delta \) is perturbed away from 0, the vertical asymptotes (located at \( \omega_k^j = \hat{\omega}^j_k = j \) for \( \Delta = 0 \)) split, and a thin harmonic tongue appears between them thereby separating the two fat subharmonic tongues (see, for example, Fig. 2(b)). Analogous results hold when \( \Delta \) is perturbed away from other rational numbers.

3. **Comparison with sinusoidal and multifrequency forcing**

We now compare the linear stability results for equally-spaced impulsive forcing (i.e., \( \Delta = 0 \)) with the corresponding results for sinusoidal forcing

\[
G_{\sin}(t) = f_{\sin}\sin(t). \tag{23}
\]

Here \( f_{\sin} = \frac{2\omega k_0}{\omega^2} \), where \( f_{\sin} \) is the maximum (dimensioned) acceleration. (See Fig. 4(a) for an example of a neutral curve in the case of sinusoidal forcing.) As noted earlier, the most striking difference between these two cases, manifest in the neutral stability curve \( \hat{\omega}^m_k \), is the lack of harmonic tongues for the impulsive case. This difference is a consequence of how the Floquet multipliers move in the complex plane as the perturbation wavenumber \( k \) is varied, as illustrated in Fig. 6. In both the sinusoidal and the impulsive cases, the Floquet multipliers at \( k = 0 \) (labeled as point 1 in Figs. 6(a,b)) are degenerate and take the value +1. As \( k \) is increased from 0, these split into a complex conjugate pair lying inside the unit circle which, together, sweep out a path encircling the origin. When \( k \) reaches a certain value the Floquet multipliers meet again on the negative real axis and, at this point (labeled 2), are degenerate. With additional increase in \( k \), they separate and move in opposite directions along the (negative) real axis. If the magnitude of \( f \) exceeds the critical value (as it does in Figs. 6(a,b)), then
the most negative Floquet multiplier eventually crosses $-1$, indicating a subharmonic instability. In any case, as $k$ is increased further, these (real) Floquet multipliers soon reverse direction and recombine (point 3) before splitting into a complex conjugate pair that moves to the right, again encircling the origin, before merging on the positive real axis (point 4). It is here that the difference between the two cases emerges. With sinusoidal forcing the Floquet multipliers split and move along the real axis; a harmonic instability will therefore develop if the forcing is strong enough to drive the rightmost Floquet multiplier outside the unit circle. In contrast, the Floquet multipliers in the impulsive case do not split along the positive real axis but simply continue their trajectory around the origin as a complex conjugate pair.

The above description follows directly from an examination of the Floquet multipliers in Eq. (21):

$$\mu_{\pm} = e^{-2\pi\gamma k^2} \left( \alpha \pm \sqrt{\alpha^2 - 1} \right),$$  \hspace{1cm} (24)

where, for $\Delta = 0$,

$$\alpha \equiv \frac{1}{2} \text{Tr}(M_k) = \cos(2\pi\omega_k) - \frac{1}{2} \left( \frac{f k \sin(\pi\omega_k)}{\omega_k} \right)^2 \leq 1.$$  \hspace{1cm} (25)

From (21) we see that the Floquet multipliers are real and distinct whenever $\alpha^2 > 1$. However, since $\alpha \leq 1$, this can happen only when $\alpha < -1$, in which case they are negative.

To further compare equally-spaced impulses and sinusoidal forcing, we consider the respective critical forcing strengths at the onset of standing waves, $f_{c,\text{imp}}$ and $f_{c,\text{sin}}$. In the limit of weak damping we may expand (21) about $\gamma = 0$ and $\omega_k = \frac{1}{2}$ (near the minimum of the neutral stability curves for small $\gamma$) to obtain

$$f_{c,\text{imp}} = \pi k_c \gamma (1 + O(\gamma^2)).$$  \hspace{1cm} (26)

For sinusoidal forcing and small damping we have

$$f_{c,\text{sin}} = 2k_c \gamma (1 + O(\gamma^2)),$$  \hspace{1cm} (27)

(see, for example, [34]). Thus $\frac{f_{c,\text{imp}}}{f_{c,\text{sin}}} = \frac{\pi}{2} + O(\gamma^2)$. This is the same ratio that arises when considering (the first
term in) the Fourier series expansion of the two-term impulsive forcing function with $\Delta = 0$:

$$G_{\text{imp}}(t) = \frac{2}{\pi} f_{\text{imp}} \sum_{j=0}^{\infty} \cos((2j+1)t).$$

Here we have used $\text{I}$ and $\text{III}$ with $f_n = (-1)^n f_{\text{imp}}$. In Fig. 7(a) we plot the ratio $\frac{f_{c,\text{imp}}}{f_{c,\text{sin}}}$ as a function of forcing frequency (the most easily tuned parameter in experiments) for several viscosities. As anticipated, for small $\nu$ this ratio is well approximated by $\frac{\pi}{2}$. Furthermore, the ratio decreases with increasing viscosity (equivalently, $\gamma$) with a deviation $|1 - \frac{2f_{c,\text{imp}}}{f_{c,\text{sin}}}| = O(\gamma^2)$ (see Fig. 7(b)).

We may also consider the effect of adding a second term, $\cos(3t)$, to the truncation of the Fourier series (28) and examine $f_{c,2}$, the critical value of this two-frequency forcing function, in the weak damping limit. (In general, $f_{c,M}$ denotes the dimensionless forcing strength at onset for the $M$-term truncation of (28).) It is demonstrated in $\text{I}$ that for a two-frequency forcing function with commensurate frequencies $m\omega$ and $n\omega$ ($m\omega$ is assumed to drive the primary instability), the $n\omega$ frequency component is destabilizing when $\frac{m}{n} < \sqrt{2} \approx 1.19$. By this we mean that the threshold for instability is lower in the two-frequency case than in the single frequency case. For the two-term truncation of (28), $\frac{m}{n} = \frac{1}{2}$ and hence we expect that $f_{c,2} < f_{c,1} = \frac{\pi}{2} f_{c,\text{sin}}$, i.e., $f_{c,2} \rightarrow f_{c,\text{sin}} < \frac{\pi}{2}$. Indeed, this is consistent with our finding that $\frac{f_{c,\text{imp}}}{f_{c,\text{sin}}} < \frac{\pi}{2}$ for impulsive forcing (see Fig. 7(a)).

As expected, adding more terms to the truncation of the Fourier series results in a closer approximation to the critical forcing strength $f_{c,\text{imp}}$, as shown in Fig. 8. Despite this good agreement between $f_{c,\text{imp}}$ and $f_{c,M}$, the $M$-term truncated Fourier series is far less successful in capturing the behavior of the resonance tongues away from the minimum of the first tongue; this can be seen in Fig. 7. For $\gamma = 0.02$ and $\Gamma_0 = 0.04$, for example, $f_{c,M}$ approximately $f_{c,\text{imp}}$ remarkably well even for small $M$ (filled circles in Fig. 8); however, with $M = 50$, only the first four resonance tongues plausibly resemble those for impulsive forcing (see Fig. 4).

### III. WEAKLY NONLINEAR ANALYSIS

#### A. Weakly nonlinear calculation

We now extend our analysis of $N = 2$ impulses to the weakly nonlinear regime in the case of one-dimensional waves.

Following $\text{II}$, we perform a multi-scale expansion:

$$h(x, t, T) = \varepsilon h_1(x, t, T) + \varepsilon^2 h_2(x, t, T) + \cdots,$$  \hspace{1cm} (29a)

$$\Phi(x, t, T) = \varepsilon \Phi_1(x, t, T) + \varepsilon^2 \Phi_2(x, t, T) + \cdots,$$  \hspace{1cm} (29b)

where $\varepsilon < 1$, the slow time is $T = \varepsilon t$, and the forcing amplitude is $f = f_c(1 + \varepsilon^2 f_2)$. We seek spatially-periodic solutions in separable Floquet-Fourier form:

$$h_1(x, t, T) = Z(T) p_1(t) e^{ik_c x} + c.c.,$$  \hspace{1cm} (30a)

$$h_2(x, t, T) = Z^2(T) p_2(t) e^{2ik_c x} + c.c.,$$  \hspace{1cm} (30b)

$$\Phi_1(x, t, T) = Z(T) q_1(t) e^{ik_c x} + c.c.,$$  \hspace{1cm} (30c)

$$\Phi_2(x, t, T) = Z^2(T) q_2(t) e^{2ik_c x} + c.c.,$$  \hspace{1cm} (30d)

where the critical wave number $k_c$, and the periodic eigenfunction $p_1(t)$ are determined from the linear stability analysis. Specifically, we take $(k_c, f_c)$ to be the minimum of the neutral stability curves and use $\text{III}$, evaluated at $k = k_c$ and with $|A_{k_c,n}| = 1$, to obtain $p_1(t)$. The phase of $A_{k_c,n}$ is determined by the map (19), evaluated at $(k, f) = (k_c, f_c)$, and the (subharmonic) condition $p_1(t + 2\pi) = -p_1(t)$ (equivalently, $A_{k_c,n+2} = -A_{k_c,n}$):

$$\frac{A_{k_c,n}}{A_{k_c,n}} \cos(2\pi\omega_{k_c}) - F_n c_n s_{n+1} + e^{2\gamma k_c^2} \sin(2\pi\omega_{k_c}) - F_n s_{n} s_{n+1} = 0.$$  \hspace{1cm} (31)

This expression defines the critical eigenmode associated with the instability. The subharmonic assumption $A_{k_c,n+2} = -A_{k_c,n}$ is valid when the instability is associated with the first resonance tongue, as it is for all parameters we have investigated. Plugging (30) into (1a) yields $q_1(t) = \frac{1}{\sqrt{2}} (p_1(t) + \gamma k_c^2 p_1(t))$ at leading order in $\varepsilon$. Since in this section $k$ will generally be fixed at its critical value, we hereafter drop this subscript from many expressions (e.g., we write $A_n$ for $A_{k_c,n}$) or replace it with a subscript 1 (such as with $p_1(t)$).

At second order we find the equation (cf. $\text{II}$)

$$q_2^2 = p_2'' + 2\gamma (2k_c)^2 p_2'$$

$$+ [\gamma^2 (2k_c)^4 + \Gamma_0 (2k_c)^3 + (G_0 - G(t))2k_c]p_2,$$  \hspace{1cm} (32)

which has the solution

$$p_2(t) = A_n^2 e^{2(-\gamma k_c^2 + \omega_1)(t-t_n)} + \frac{1}{2} B_n \left[ c_n e^{-2\gamma k_c^2 (t-t_n)} + B_n e^{-(\gamma k_c^2)^2 + \omega_2} (t-t_n) + c.c.,$$  \hspace{1cm} (33)
for $t \in (t_n, t_{n+1})$. Here
\begin{equation}
\begin{aligned}
a &= \frac{-2k_c\omega_1^2}{\omega_1^2 - 4\omega_1^2 + 4\gamma_2k_c^2 + 8i\gamma_2k_1\omega_1}, \\
b &= \frac{4k_c\omega_1^2}{\omega_1^2 + 4\gamma_2k_c^2},
\end{aligned}
\end{equation}
and $\omega_1$ ($\omega_2$) is the frequency of a wave with wavenumber $k_c$ ($2k_c$) obtained from the dispersion relation $\Xi$. Note that the “homogeneous” solution to $\Xi$ must be included (i.e., $B_n \neq 0$) to ensure that $P_2(t)$ is continuous. Using this continuity condition and the jump condition on $P_2'$ (obtained as in the linear stability calculation), we relate $B_{n+1}$ to $B_n$ through the map
\begin{equation}
\begin{aligned}
\begin{pmatrix} B_{n+1}^* \\ B_n^*
\end{pmatrix} &= e^{-4\gamma_2k_c^2d_m} M_{2n} \begin{pmatrix} B_{n+1}^* \\ B_n^*
\end{pmatrix} + R_n + bS_n.
\end{aligned}
\end{equation}
Here $M_{2n}$ is the matrix $M_{k,n}$ of $\Theta$ with $k = 2k_c$; the vectors $R_n$ and $S_n$ are given in the Appendix. To obtain $B_n$, we require that $B_{n+2} = B_n$. (This harmonic condition is due to the fact that $q_1^2$, the driving term in $\Xi$, is $2\pi$-periodic.)

At third order we obtain the solvability condition (see $\Xi$)
\begin{equation}
\tau \frac{dZ}{dT} = LF_2Z + (C_{res} + C_{non})|Z|^2Z,
\end{equation}
where $\tau$, $L$, $C_{res}$ and $C_{non}$ are given by
\begin{equation}
\tau = \frac{1}{2\pi} \int_0^{4\pi} (p_1' + \gamma k_c^2p_1)\tilde{p}_1 dt \tag{38a}
\end{equation}
\begin{equation}
= \frac{1}{2\pi} \left( A_{0,\tilde{A}_0}(e^{i\omega_1d_0} - 1 - i\omega_1) + A_{1,\tilde{A}_1}(e^{i\omega_1d_1} - 1 - i\omega_1) \right) + c.c.,
\end{equation}
\begin{equation}
L = \frac{k_c}{4\pi} \int_0^{4\pi} \frac{G_{imp}(t)}{f} p_1\tilde{p}_1 dt \tag{38b}
\end{equation}
\begin{equation}
= \frac{k_c}{2\pi} \left( A_{0,\tilde{A}_0} + A_0\tilde{A}_0 - A_1\tilde{A}_1 - A_1\tilde{A}_1 \right) + c.c.,
\end{equation}
\begin{equation}
C_{res} = -\frac{k_c}{2\pi} \int_0^{4\pi} \left( (q_1p_2)' + \gamma k_c^2q_1p_2 \right)\tilde{p}_1 dt, \tag{38c}
\end{equation}
\begin{equation}
C_{non} = \frac{k_c}{4\pi} \int_0^{4\pi} \left[ -(p_1q_1)' - \gamma k_c^2p_1q_1 + k_cq_1^2p_1 \right] + \frac{3}{2}k_c^2\Gamma_0p_1^3\tilde{p}_1 dt. \tag{38d}
\end{equation}

The full expressions for $C_{res}$ and $C_{non}$ are provided in the Appendix. In equations (38) we use $\tilde{p}_1$ to indicate the solution of the adjoint linear problem, which has the same form as $\Xi$ but with $\gamma \rightarrow -\gamma$. Hence
\begin{equation}
\tilde{p}_1(t) = \tilde{A}_n e^{(\gamma k_c^2 + i\omega_1)(t - t_n)} + c.c., \quad t \in (t_n, t_{n+1}),
\end{equation}
with the complex conjugate of $\tilde{A}_n$ denoted by $\overline{\tilde{A}_n}$. The map relating $\tilde{A}_{n+1}$ to $\tilde{A}_n$ is similarly obtained from $\Xi$ by replacing $\gamma$ with $-\gamma$ and setting $k = k_c$. Note that in $\Xi$ we separate the cubic coefficient $C$ into two distinct contributions, $C_{res}$ (resonant) and $C_{non}$ (nonresonant). The $C_{res}$ term can be traced to quadratic nonlinearities in $\Xi$ (i.e., terms in which the $k_c$ and $2k_c$ modes interact), while $C_{non}$ derives from cubic nonlinearities and involves only the critical $k_c$ mode.

### B. Weakly nonlinear results

We now examine in greater detail the cubic coefficient $C = C_{res} + C_{non}$, which determines the nonlinear saturation of the instability to standing waves. Figs. (a,b) show $C$ as a function of the capillary parameter $\Gamma_0$ for various choices of $\Delta$. We find, for most parameters, that $C(\Gamma_0) < 0$, ensuring that the bifurcation to standing waves is supercritical. (We find subcritical bifurcations only in the capillary wave regime, $\Gamma_0 \approx 0.25$, and with extreme asymmetry, e.g., $\Delta \approx 0.99$.)

A dominant feature of the curves shown in Figs. (a,b) is the dip in $C$ that reaches a minimum value at $\Gamma_0 = \Gamma_{res} \sim 0.09$. This resonance feature is apparent both with impulsive forcing (non-solid lines in Figs. (a,b)) and with sinusoidal forcing (solid lines). For this figure we have used a normalization convention for $p_1(t)$ in the sinusoidal case which agrees with our normalization convention in the impulsive case ($|A_{k_c,n}| = 1$) in the limit $\gamma \rightarrow 0$. Note that the sinusoidal and impulsive results agree quantitatively for $\gamma = 0.01$ and $\Delta = 0$. For larger damping ($\gamma = 0.05$), the sinusoidal curve is shifted relative to the impulsive ones indicating a difference between their nonresonant contributions $C_{non}$ to $C$.

In the sinusoidal case, the dip in $C$ is easily attributed to a 1:2 spatio-temporal resonance, i.e., at $\Gamma_{res}$ we have $2\omega_1 = \omega_2$ (see $\Xi$, for example). The strength of this feature, which scales with $1/\gamma$, is due to the strong coupling between the first subharmonic and the first harmonic modes, which become spatially commensurate at $\Gamma_{res}$. Since harmonic resonance tongues are entirely absent from the neutral stability picture for equally-spaced impulses, it is perhaps surprising that the dip appears in this case as well. However, we can understand its origin in the following way (see $\Xi$ for an analogous argument in the case of two-frequency forced Faraday waves). We express the height of spatially-periodic surface waves at integer multiples of the forcing period in the form
\begin{equation}
h(x, t_m) = z_{m,}\mu e^{ik_c x} + w_{m,}\lambda e^{i2k_c x} + v_{m,}\chi e^{i2k_c x} + \cdots + c.c.,
\end{equation}
where $t_m = 2\pi m$, $m \in \mathbb{Z}$. Here $\mu$ is the (real) Floquet multiplier of the $k_c$ mode while $\lambda$ and $\chi$ are the Floquet multipliers of the $2k_c$ mode(s), assumed to be complex. From the linear stability analysis, we know that the critical standing waves are subharmonic, i.e., at onset $\mu = -1$. Considering the symmetries of the problem, including spatial translation and reflection, we arrive at
In [3, 4] on multifrequency forced Faraday waves in which the form of the cubic amplitude equations is obtained from the spatial symmetries and the (weakly broken) symmetries of time translation, time reversal, and Hamiltonian structure. Such a procedure yields important qualitative features of the behavior of the critical modes and other damped modes driven through nonlinear interactions, including a prediction about which particular damped modes are most important and which forcing frequencies (and corresponding temporal phases) are most effective in enhancing or otherwise controlling their effect. Here we are interested in the Fourier series expansion for an impulsive forcing function with two impulses per period:

$$G_{imp}(t) = \frac{f_{imp}}{2\pi} \sum_{j=1}^{\infty} (1 - e^{-i j((1+\Delta)\pi)} e^{ijt} + c.c.)$$

In [3, 4] the contribution of the damped \(2k_c\) mode to the 1:2 spatio-temporal resonance is found to be most affected by the forcing frequency \(2\omega\) (where \(\omega\) is the primary driving frequency) and its phase. This result suggests that we focus on the drastically truncated two-term Fourier series

$$G_2(t) = \frac{f_{imp}}{2\pi} \left[ (1 + e^{-i\pi\Delta})e^{it} + (1 - e^{-2i\pi\Delta})e^{2it} + c.c. \right].$$

At leading order in the damping \(\gamma\), the onset of standing waves occurs when the magnitude of the first term in (45) becomes equal to \(\gamma\) (see, for example, [3, 4]). Using

$$\frac{f_{imp}}{2\pi} |1 + e^{-i\pi\Delta}| = \gamma,$$

and simplifying the result through an appropriate time translation, we may rewrite (45) at onset as

$$G_2(t) = \gamma e^{it} + F_2 e^{2it} + c.c.,$$

where we have kept the terms that contribute at leading order to the cubic coefficient in (47). Because \(w_m\) and \(v_m\) are damped modes (\(|\lambda| < 1\)), we may perform a center manifold reduction to eliminate them. This gives, at leading order,

$$w_m = -\frac{q_2}{(1 - \lambda)} z_m^2, \quad v_m = -\frac{q_2}{(1 - \overline{\lambda})} z_m^2,$$

resulting in the map

$$z_{m+1} = -z_m + \left( a_1 - \frac{q_1 q_2}{(1 - \lambda)} - \frac{\overline{q_1 q_2}}{(1 - \overline{\lambda})} \right) |z_m|^2 z_m + \cdots.$$
where

\[ F_2 = 2i\gamma \sin\left(\frac{\Delta \pi}{2}\right). \] (48)

From Table 1 in [3] we find the predicted magnitude, at leading order in \( \gamma \), of the resonant dip in the cubic coefficient at \( \Gamma_{\text{res}} \),

\[ C_{\text{res}}^{2f} = -\alpha_1 \frac{|L_3| + \mu_i f_{230}| \sin \Phi}{|L_3|^2 - |\mu_i f_{230}|^2}, \] (49)

Here \( |f_{230}| = |F_2| = 2\gamma \sin\left(\frac{\Delta \pi}{2}\right) \), \( \Phi = \arg(F_2) = \text{sign}(\Delta) \frac{\pi}{2} \), \( L_3 \) is the linear damping coefficient of the \( 2k_c \) mode \((L_3 = (2k_c)^2 \gamma \approx 4\gamma)\), and \( \mu_i \) is the coefficient of the linear parametric driving term for the \( 2k_c \) mode \((\mu_i = \frac{2k_c}{k} \approx 1)\). Thus \( C_{\text{res}}^{2f} \), as a function of the asymmetry parameter \( \Delta \), becomes

\[ C_{\text{res}}^{2f}(\Delta) \approx -\frac{\alpha_1}{2\gamma} \frac{1}{1 - \sin\left(\frac{\Delta \pi}{2}\right)}. \] (50)

The constant \( \alpha_1 \) is positive and must be determined by a nonlinear calculation; it depends on \( \Gamma_0 \), but not, at leading order, on \( \gamma \). Here we choose \( \alpha_1 \) such that the values of the multifrequency prediction \( C_{\text{res}}^{2f}(\Delta) \) and our direct calculation of \( C_{\text{res}}(\Delta) \) at \( \Gamma_0 = \Gamma_{\text{res}} \) from (A3), agree for small damping \((\gamma = 0.001)\) at \( \Delta = 0 \). (We then use the same estimate of \( \alpha_1 \) throughout this comparison.)

We compare \( C_{\text{res}}(\Delta) \) with the multifrequency prediction in Fig. 10 and find good agreement, especially for small \( \gamma \) where the multifrequency results are expected to be valid. This agreement breaks down as \(|\Delta|\) approaches unity (even more so for larger \( \gamma \)), an effect that is not overly surprising given that \(|\Delta| \rightarrow 1\) is an unphysical limit requiring an infinite value of \( f_{\text{imp}} \) to produce standing waves. Note that \( C_{\text{res}}^{2f} \), given by (50), scales with \( \gamma^{-1} \), which explains the difference in scales evident in Fig. 10 (a, b).

**IV. DISCUSSION AND CONCLUSIONS**

In this paper we examined the problem of Faraday waves parametrically excited by a periodic sequence of impulses (delta functions). We showed how to extend the linear stability analysis presented in [2] to include more general impulsive forcing functions, and investigated the weakly nonlinear regime for one-dimensional surface waves in the case of two impulses per period, comparing both linear and nonlinear results with the more established cases of sinusoidal and multifrequency forcing. Our analytical and numerical work was conducted within the framework of the Zhang-Vinals Faraday wave model, appropriate for describing small amplitude surface waves on deep, weakly-viscous fluid layers.

One theoretical advantage of using an idealized impulsive forcing function is that it allows for an exact, albeit generally implicit, expression for the neutral stability curves associated with the primary instability. Moreover, since the stroboscopic map characterizing the linear problem can be explicitly constructed, Floquet multipliers can be readily determined as a function of forcing and fluid parameters. This stands in sharp contrast to the sinusoidal and multifrequency cases where even the neutral curves must be determined numerically or through an asymptotic expansion that assumes weak damping and forcing. A further consequence of exactly solving the linear problem is that we are then able to derive explicit, analytic expressions for the amplitude of weakly nonlinear, one-dimensional surface waves as a function of forcing and fluid parameters.
As noted by [2], in the simplest case of \( N = 2 \) impulses per period, harmonic instabilities from the flat fluid state cannot be excited with equally-spaced impulses. Despite this fact, we found, through a weakly nonlinear analysis, that the 1:2 spatio-temporal resonance remains the dominant feature in typical parameter regimes. Symmetry arguments of the type used in [32] showed that, as in the case of sinusoidal forcing, harmonic modes can be driven nonlinearly by the critical modes — hence the resonance effect persists.

By varying the spacing between the up and down impulses making up the \( 2\pi \)-periodic forcing function for \( N = 2 \), we found that the magnitude of the 1:2 resonance effect depends dramatically, and monotonically, on the corresponding asymmetry parameter \( \Delta \). Appealing to recent results from multifrequency forcing theory [4], valid in the limit of weak damping, we obtained a prediction of this dependence based on a truncated two-term Fourier series approximation. This prediction agreed quite well with the results for impulsive forcing despite the severity of the approximation involved.

We envision several ways in which this work could be extended. For example, the methods used in this paper could be easily applied to the case of piecewise constant forcing, a type of driving function that has been explored in other systems (see [36, 39], for instance) where it also led to analytic results. It would further be of interest to extend our weakly nonlinear analysis to the case of two-dimensional patterns. In such a context, additional questions of pattern selection, as well as more specific comparisons with multifrequency forcing, could be explored. One could try, for example, to construct impulsive forcing functions that mimic specific effects seen with multifrequency forcing. In this way the analytic results available for impulsive forcing would complement the numerical [22, 24, 38] and experimental results [12, 13, 14, 15, 16, 17, 19, 20] reported with multifrequency forcing.
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**APPENDIX A: ANALYTIC EXPRESSIONS**

The vectors given in (36) are

\[
R_n = \left( \frac{2}{\omega_2} \text{Re}[a(A_n^2 e^{(-\gamma k_c^2 + i\omega_1)2d_n} - A_{n+1}^2)] \right), \\
S_n = \left( \frac{1}{\omega_2} (|A_n|^2 e^{-2\gamma k_c^2 d_n}((-1)^n k_c f_c - \gamma k_c^2 - i\omega_1) + |A_{n+1}|^2 \gamma k_c^2) \right),
\]

and

\[
\text{and}
\]

The expressions for \( a \) and \( b \) in these vectors are given by [34] and [35], respectively, and \( \omega_1 \) (\( \omega_2 \)) satisfies the dispersion relation [1] with wavenumber \( k_c \) (\( 2k_c \)).

The full expressions for the components (\( C_{res} \) and \( C_{non} \)) of the cubic coefficient in the solvability condition [37] are
\[ C_{\text{res}} = \frac{-2i\omega k_c}{\pi} \sum_{j=0,1} A_j B_j \tilde{\beta}_1^+ - \tilde{\beta}_1^- (e^{i\beta_1^d j} - 1) - A_j B_j \tilde{\beta}_3 - \tilde{\beta}_3^- (e^{i\beta_3^d j} - 1) \]
\[ + \left( A_j B_j \tilde{A}_j \tilde{\beta}_2 + i\omega_1 - \tilde{\beta}_2^- (e^{i\beta_2^d j} - 1) \right) \left( A_j B_j \tilde{A}_j \tilde{\beta}_2 - i\omega_1 - \tilde{\beta}_2^- (e^{i\beta_2^d j} - 1) \right) \]
\[ + \left( a A_j^3 \tilde{A}_j \tilde{\beta}_3 + i\omega_1 - \tilde{\beta}_3^- (e^{i\beta_3^d j} - 1) \right) \left( A_j^2 A_j \tilde{A}_j \tilde{\beta}_3 - i\omega_1 - \tilde{\beta}_3^- (e^{i\beta_3^d j} - 1) \right) \]
\[ + a A_j^3 \tilde{A}_j \tilde{\beta}_4 - i\omega_1 (e^{i\beta_4^d j} - 1) + (b - a) |A_j|^2 A_j \tilde{A}_j \frac{2\gamma k_c^2 - i\omega_1 (e^{-2\gamma k_c^2 d_j} - 1) + c.c.}{2\gamma k_c^2} \]
\[ C_{\text{non}} = \sum_{j=0,1} \left( A_j^3 \tilde{A}_j + |A_j|^2 A_j \tilde{A}_j \right) \frac{3\Gamma_0 k_c^5 - 2i\omega_1 k_c^2 \beta_3}{\pi \beta_3} (e^{i\beta_3^d j} - 1) \]
\[ + A_j^3 \tilde{A}_j \frac{3\Gamma_0 k_c^5 - 2i\omega_1 k_c^2 \beta_4}{4\pi \beta_4} (e^{i\beta_4^d j} - 1) + |A_j|^2 A_j \tilde{A}_j \frac{4i\omega_1 k_c^4 - 9\Gamma_0 k_c^5}{8\pi \gamma k_c^2} (e^{-2\gamma k_c^2 d_j} - 1) + c.c. \]

where

\[ \beta_1^\pm = -4\gamma k_c^2 + i(\pm 2\omega_1 + \omega_2), \quad \beta_2 = -4\gamma k_c^2 + 2i\omega_2, \quad \beta_3 = -2\gamma k_c^2 + 2i\omega_1, \quad \beta_4 = -2\gamma k_c^2 + 4i\omega_1. \]