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Abstract. Quantization for deep neural networks (DNN) have enabled developers to deploy models with less memory and more efficient low-power inference. However, not all DNN designs are friendly to quantization. For example, the popular Mobilenet architecture has been tuned to reduce parameter size and computational latency with separable depthwise convolutions, but not all quantization algorithms work well and the accuracy can suffer against its float point versions. In this paper, we analyzed several root causes of quantization loss and proposed alternatives that do not rely on per-channel or training-aware approaches. We evaluate the image classification task on ImageNet dataset, and our post-training quantized 8-bit inference top-1 accuracy is within 0.7% of the floating point version.

1 Introduction

Quantization is a crucial optimization for DNN inference, especially for embedded platforms with very limited budget for power and memory. Edge devices on mobile and IoT platforms often rely fixed-point hardware rather than more power-intensive floating point processors in a GPU. Through quantization, parameters for DNN can be converted from 32-bit floating point (FP32) towards 16-bit or 8-bit models, with minimal loss of accuracy. While significant progress has been made recently on quantization algorithms, there is still active research to understand the relationships among bit-precision, data representation, and neural model architecture.

One of the main challenges for quantization is the degrees of non-linearity and inter-dependencies among model composition, dataset complexity and bit-precision targets. Quantization algorithms assign bits for the DNN parameters, but the best distribution depends on range of values required by each model layer to represent the learnt representation. As the model grows deeper, the complexity of analysis increases exponentially as well, making it challenging to reach optimal quantization levels.

In this short paper, we present a case-study of a state-of-the-art mobilenetv2 architecture from a quantization perspective. We propose a new algorithmic approach to enhance asymmetric quantization to support depthwise convolutions. In comparison, current research has steered towards more complicated quantization schemes that require more memory and hardware support. Using our approach instead, the overall DNN inference uses a simpler quantization scheme and still maintain algorithm accuracy; all achieved without retraining.
the model. To the best of our knowledge, we offer the following contributions in this paper: (1) new algorithmic approach for enhanced asymmetric quantization, and (2) comparison of accuracy, memory savings, and computational latency.

2 Related Work

Most post-training quantization (PTQ) algorithms are based on finding the mapping between floating point and an evenly spaced grid that can be represented in integer values. The goal is to find the scaling factor (e.g. max and min ranges) and zero-point offset to allow such mapping [3,17]. Similar to [6], our approach is a data-free quantization, whereby no training data or backpropagation is required. Additional methods have been proposed to deal specifically with various elements of a DNN layer such as the bias tensors [6,11]. The goal remains the same for all algorithms: reduce bit-precision and memory footprint while maintaining accuracy.

There are other methods for DNN compression including, network architecture search and quantization aware training [8]. Some training aware methods may binarize or ternarize, result in in DNNs that operate with logical operations rather than multiplications and additions. These approaches are in a different algorithmic category and are not considered for discussion in this short paper.

3 Proposed Algorithm

In this paper, we use a per-tensor asymmetric PTQ scheme where the min/max in the float range is mapped to the min/max of the integer range [7]. This is performed by using a zero-point (also called quantization bias, or offset) in addition to the scale factor. For per-channel approach, the quantization scheme is done separately for each channel in the DNN [4]. Convolutional and dense layers consist of a significant number of channels. Instead of quantizing all of them as tensors, per-channel quantization can be used to quantize each channel separately to provide accuracy improvements.

We propose a new enhancement for quantizing tensors by splitting the tensors into subtensors, in order to achieve both high resolution and range in integer representation. Fig.1 shows a diagram of the original DNN graph and our proposed subtensor modification. In our approach, subtensors are better able to be quantized when done separately (e.g. splitting a
problem into smaller parts makes it easier and more feasible to find the optimal mapping using asymmetric quantization). We then apply bias correction that includes weight clipping analysis and cross-layer equalization approach.

In doing so, we are increasing the bit-precision capacity of the DNN without changing the overall architecture. Previous per-tensor approaches are not able to achieve high algorithmic accuracy because there is simply not enough bits to encode both the resolution and range of a single tensor. Specifically, per-channel approaches allocates more bits along DNN channels, which requires memory access patterns that are different and less practical for most CPUs hardware.

Tensor splitting is analogous to channel splitting in [10], except that their approach duplicate tensors rather than splitting and optimizing subtensors separately. They re-scale of each duplicate tensors in order to achieve reduce floating point ranges, which loses resolution on critical portions floating point range and consequently, overall accuracy suffers.

4 Results and Analysis

For evaluation, we used the workflow [5] that builds upon a TensorFlow framework to implement all of the quantization approaches. For the DNN architecture, we use a baseline mobilenetv2 model, trained with imagenet2012 dataset (1000 classes). The pre-trained model is then quantized and then compiled to generate either a native binary that can run independently or with a TFLite runtime. This workflow allows quick evaluation on embedded because the compiler targets optimal code for target embedded hardware.

Table 1 show quantization comparison results for mobilenetv2. There are many variants of pre-trained models, and we use a baseline floating-point (FP32) model and apply various PTQ algorithms. The training-aware results are provided only as reference. We show that our proposed algorithm can reach within 0.7% of the baseline. Using the proposed subtensor quantization, we are trading tensor processing time to achieve higher algorithm accuracy. We have found that the additional processing time for the subtensors for the additional layer (the ADD layer) is minimal compared to the overall DNN processing time (only 4% of baseline). The additional overhead in memory size is also negligible (only 0.1% of baseline). Our PTQ approach using subtensors achieve a high level of accuracy, while maintaining flexibility, file size and processing speed.

In comparison, using per-channel quantization, each tensor is quantized separately for each channel [4]. A channel with many outlier weights will be quantized...
separately, resulting in improved accuracy. However, this method requires a set of quantization parameters (min-val, max-val, zero-point, scale) for each channel. Computationally, the model has to perform quantization, multiply, add, de-quantization separately for each channel, for each tensor. This results in a much slower inference rate due to the more complicated memory access. Moreover, this technique of quantization is not accepted by some compilers or hardware. Specifically, our proposed subtensor approach is more hardware agnostic as the tensor memory access patterns are similar throughout the DNN.

The mobilenet architecture, with seperable depthwise convolutions can exhibit a significant shift in the mean activation value after quantization. This shift is a result of quantization errors being unbalanced, and as such, bias correction improved overall quantized model performance. However, bias correction does not achieve near FP32 performance on its own. As shown in Table 1, subtensor level optimization improves the overall performance and brings algorithmic accuracy back to the floating point baseline.

5 Conclusion

Our goal is to change the perception that DNN quantization is a solved problem. Specifically, for post-training quantization, we show that current approaches to handle depthwise convolution layers could result in solutions that are not optimal. Through analysis of quantization effects using range and distributions of the DNN parameter values, we propose a new algorithm based on subtensor optimization that offers further DNN compression without reliance on hardware (memory and computation) support. Our work is enabled by a combined workflow that integrates a compiler to generate native binary on embedded platforms [5]. We show performance within 0.7% of accuracy for a mobilenetv2 architecture, quantized from a floating point (FP32) baseline to integer 8-bits precision. Future work includes enhancements in the selection of subtensors to further reduce quantization errors.
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