EXOTIC TIGHT CONTACT STRUCTURES ON $\mathbb{R}^n$

FRANÇOIS-SIMON FAUTEUX-CHAPLEAU AND JOSEPH HELFER

Abstract. We introduce a variant of contact homology for convex open contact manifolds. As an application, we prove the existence of (in fact, infinitely many) exotic tight contact structures on $\mathbb{R}^{2n-1}$ for all $n > 2$.
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1. Introduction

The main goal of this paper is to extend contact homology (see [Eli98; EGH00; Par19]), which is normally defined for closed (co-oriented) contact manifolds, to certain open contact manifolds, namely those that are convex in the sense of [EG91, §3.5]. As an application, we prove:
Theorem 4.7. For each $n > 2$, there exists a tight contact structure on $\mathbb{R}^{2n-1}$ that is not isomorphic to $\mathbb{R}^{2n-1}_{\text{std}}$. In fact, there exist infinitely many pairwise non-isomorphic tight contact structures on $\mathbb{R}^{2n-1}$.

We note that the statement is false for $n = 2$ by [Eli92, Theorem 2.1.4]. A proof of part of Theorem 4.7 (one exotic contact structure in $\mathbb{R}^n$ for $n \equiv 1 \mod 4$) has since been given independently by Uljarević [Ulj22] using different methods: there, the theorem is deduced from a non-squeezing property for balls in Brieskorn spheres (see below), which in turn is proven using a new version of symplectic homology.

Before discussing how this theorem is proved, let us give some more general context. A vector field $X$ in a contact manifold $(V, \xi)$ is contact if the flow (locally) defined by $X$ is by contactomorphisms. A hypersurface $\Sigma \subset V$ in a contact manifold $(V, \xi)$ is convex if there exists a contact vector field $X$ in a neighbourhood of $\Sigma$ which is transverse to $\Sigma$. Let us temporarily call the choice of such a vector field $X$ a convex structure on $\Sigma$. A contact manifold has convex boundary if its boundary is a convex hypersurface, and a contact manifold is convex if it is isomorphic to the interior of a compact contact manifold with convex boundary.¹

In [CGHH11], contact homology is defined for contact manifolds with convex boundary and a fixed convex structure on the boundary.² By contrast, the invariant defined in this paper only depends on the (co-oriented) contact structure on the interior. This is what makes it possible to produce invariants for an open contact manifold such as $\mathbb{R}^{2n-1}$. We should also mention at this juncture that [EKP06] define contact homology for a certain class of open contact manifolds, but those ones are not convex.

Returning to Theorem 4.7, the exotic contact structures in question are obtained by removing a point from certain “Brieskorn spheres”, which are themselves known to have exotic contact structures (see [Ust99b; EGH00, §1.9.3]). As is done in [Ust99b], we show that the resulting contact structure is non-standard by showing it has non-trivial contact homology (unlike the standard contact structure). This is done via a computation analogous to the one showing that the Brieskorn sphere has non-standard contact homology, where we must now also analyze (to the extent needed to show non-triviality) how the contact homology changes upon removing a point (see §4).

Now let us discuss the adjective “tight” used in Theorem 4.7. A basic dichotomy for 3-dimensional contact manifolds is between “tight” and “overtwisted” ones (see [Eli98, §2]). For open manifolds, the overtwisted structures are further divided into those that are overtwisted “at infinity” (i.e., when restricted to every complement of

¹Note that we use a slightly different but equivalent definition of convexity below.
²More precisely, their invariant depends on a “sutured structure”, which is derived from the convex structure.
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a compact set) or “tight at infinity”. The basic result about overtwisted (or, in the open case, overtwisted at infinity) contact structures is that they are “flexible” (or satisfy an “h-principle”) in the sense that each homotopy class of hyperplane fields contains a unique overtwisted (or overtwisted-at-infinity) representative, whereas the tight ones are “rigid” – a homotopy class of hyperplane fields can contain 0 or multiple tight contact structures.

The notion of overtwistedness was extended to higher-dimensional contact manifolds in a natural way in [BEM15], and in particular they prove an analogous homotopy-classification result (so that, in particular, there exist overtwisted contact structures on $\mathbb{R}^{2n-1}$), and also that the standard contact structure on $\mathbb{R}^{2n-1}$ is tight (the corresponding fact for $\mathbb{R}^3$ is Bennequin’s theorem, [Eli98, §2]).

Since overtwisted structures are known to exist, the novelty of Theorem 4.7 is that exotic tight contact structures exist – or rather, that the known tight contact structures, obtained by puncturing Brieskorn manifolds, are exotic.

Acknowledgments: We thank Yasha Eliashberg for suggesting this problem and for his guidance throughout the project. We are also grateful to John Pardon, Kyler Siegel, Chris Wendl, and Dylan Cant for helpful discussions, and to John Morgan for suggesting a simplification in the computation in §4. A preliminary version of this paper appeared as part of the second author’s Ph.D. thesis.

1.1. Recollections on contact homology. We take [Par19] as our reference for the definition of contact homology (of a closed, co-oriented contact manifold). Let us recall the basic elements here.

Given a closed, co-oriented contact manifold $(V, \xi)$, its contact homology algebra is a supercommutative $\mathbb{Q}$-superalgebra $\text{CH}_\bullet(V, \xi)$. This object is really only well-defined up to isomorphism, in the sense that the construction involves the choice of some additional data $X$, but associated to any two such choices $X$ and $X'$ is an isomorphism between the resulting objects (and moreover, this gives a “connected simple system” in the sense of [Con78, §5.3], i.e., a functor from the category with objects the various $X$ and with a unique (iso)morphism between any two objects).\(^3\)

Specifically, the choices involved are: a representing one-form $\alpha$; a complex structure $J$ on $\xi$; and the choice of a so-called “perturbation datum” $\theta$, which is needed to define the “virtual fundamental cycles” for the moduli spaces coming in to the definition of $\text{CH}_\bullet$ (the details of which will need not concern us). For a fixed choice of such data, the resulting object is denoted $\text{CH}_\bullet(V, \xi)_{\alpha,J,\theta}$.

\(^3\)As is done in [Par19], one can then formally obtain a canonical object $\text{CH}_\bullet(C, \xi)$ as a quotient of a disjoint union over all possible $X$, i.e., by taking the colimit of the just-mentioned functor.
The proof that these are isomorphic for different choices of \((\alpha, J, \theta)\) results from a more general functoriality of these objects with respect to certain symplectic cobordisms; by taking “trivial” cobordisms (but with different choices of \((\alpha, J, \theta)\) on the two ends), one obtains the required isomorphisms.

The only way in which the assumption that \(V\) is compact comes into the above construction is when proving that the relevant moduli spaces of holomorphic curves are compact. In order to achieve this in our situation, we will have to restrict our attention to certain “admissible” \(\alpha\) and \(J\), and to a certain limited class of cobordisms, which will in particular only allow us to compare contact forms adapted to the same convex structure. In §3, we show how to circumvent this and compare different convex structures, by considering certain contact forms which “interpolate” between two given convex structures.

But first, in §2, we will introduce the notions of admissible contact forms and almost complex structures and the appropriate notion of symplectic cobordism, and prove the basic properties we need about them, in particular the compactness results.

1.2. Preliminaries and notation. All differential-geometric objects (manifolds, differential forms, etc.) are assumed to be smooth unless declared otherwise.

1.2.1. Contact manifolds. For basic background about contact structures, see, e.g., [Gei08]. By a contact structure, we will always mean a co-oriented contact structure. Given a contact structure \(\xi\), we say that a one-form \(\alpha\) represents \(\xi\) if \(\ker(\alpha) = \xi\) and \(\alpha\) induces the given co-orientation. Note that for any two representing contact forms \(\alpha\) and \(\alpha'\), we have that \(\alpha = g \alpha'\) for some positive function \(g\), which we denote by \(\frac{\alpha}{\alpha'}\), and we say that \(\alpha \geq \alpha'\) if \(\frac{\alpha}{\alpha'} \geq 1\).

1.2.2. Pulled back forms. Given a manifold \(U\) which is a product \((\pi, t): U \to \Sigma \times I\) of a manifold \(\Sigma\) with an interval, and a differential form \(\alpha\) on \(\Sigma\), we may just write \(\alpha\) for the pullback \(\pi^*\alpha\).

1.2.3. Convex hypersurfaces and convex structures. A hypersurface \(\Sigma\) in a contact manifold \(V\) is convex if it is transverse to some contact vector field \(Y\).

The subset \(\Gamma = \Gamma_Y = \{p \in \Sigma \mid Y_p \in \xi_p\} \subset \Sigma\) is called the dividing set of \(\Sigma\). It is known to be a smooth hypersurface (cut out transversely by \(u = Y \downarrow \alpha\) for any \(\alpha\) representing \(\xi\), see e.g. [CGHH11, §2.2]).

We denote by \(\Sigma^+\) and \(\Sigma^-\) (or just \(\Sigma^+\) and \(\Sigma^-\)) the subsets of \(\Sigma \setminus \Gamma\) where \(Y\) lies, respectively, on the positive or negative side of \(\xi\).

A finite-type convex structure \((X, t)\) on \(V\) is a complete contact vector field \(X\) on \(V\) together with a smooth proper function \(t\) such that \(X \downarrow dt = 1\) outside of some compact subset. We will omit “finite type”, as this is the only kind of convex structure we will consider.
For sufficiently large \( t_0 \), each level-set \( \Sigma_{t_0} = \{ t = t_0 \} \) is then a convex hypersurface, and the various \( \Sigma_{t_0} \) are canonically isomorphic (via flowing along \( X \)) for different values of \( t_0 \). Hence we can identify them all with a fixed manifold \( \Sigma \) endowed with a partition \( \Sigma^+ \cup \Sigma^- \cup \Gamma \).

We will use \( O_{pV}(\infty) \) (or just \( Op(\infty) \)) to denote a subset \( \{ t > T \} \) (which has compact complement) for sufficiently large \( T \) (see §2.3.1 for a related notation).

We have a projection \( \pi = \pi_V : O_{pV}(\infty) \to \Sigma \), as just described, giving a product decomposition \( \langle \pi, t \rangle : O_{pV}(\infty) \to \Sigma \times (T, \infty) \).

We will in general use the notation \( \Sigma_{t_0}, \Sigma, \Gamma, \pi \) when dealing with a fixed convex structure \( (X, t) \) without further explanation.

1.2.4. Symplectizations. Given a (co-oriented, as always) contact manifold \( (V, \xi) \), we will write \( (S^* V, \hat{\omega}) \) for its symplectization (see, e.g., [EKP06, §1.3]), \( \hat{\lambda} \) for its canonical Liouville form (so \( \hat{\omega} = d\hat{\lambda} \)) and \( \pi = \pi_V : S^* V \to V \) for the projection. Any choice of contact form \( \alpha \) representing \( \xi \) induces a diffeomorphism \( \langle r, \pi \rangle : S^* V \to \mathbb{R} \times V \) such that \( \hat{\omega} = e^{\hat{\lambda}} \alpha \) and (hence) \( \hat{\omega} = d(e^{\hat{\lambda}} \alpha) \) (where \( \alpha = \pi^* \alpha \)). When we have fixed such an \( \alpha \), we will typically write \( r \) for the corresponding coordinate, which we call a symplectization coordinate. We also recall that the action of \( \mathbb{R} \) on \( S^* V \cong \mathbb{R} \times V \) by translation is canonical – i.e., independent of the chosen symplectization coordinate.

Given any contact embedding \( i : (V_1, \xi_1) \to (V_2, \xi_2) \), there is an induced strict exact symplectic embedding \( S^* i : S^* V_1 \to S^* V_2 \) (“strict exact” meaning \( (S^* i)^* \lambda_2 = \lambda_1 \)). In symplectization coordinates induced by forms \( \alpha_1 \) and \( \alpha_2 \), it is given by \( (S^* i)(r, x) = (r - F(x), i(x)) \), where \( i^* \alpha_2 = e^F \cdot \alpha_1 \).

Recall that, given a contact form \( \alpha \) representing \( \xi \), any complex structure \( J \) on \( \xi \) which is compatible with \( d\alpha \) (in the usual sense that \( d\alpha(-, J-) \) is symmetric and positive-definite) determines an \( r \)-invariant \( \hat{\omega} \)-compatible almost complex structure on \( S^* V \) which we will denote by \( \hat{J} \), by requiring \( \hat{J}\partial_r = R_{\partial_r} \) and \( \hat{J}\big|_{(r_0) \times V} = J \).

We will sometimes also use \( \hat{J} \) to denote an almost complex structure on a symplectic cobordism which is not necessarily induced from another almost complex structure \( J \) (see §2.3.2).

2. Preparations for the definition of contact homology

2.1. Admissible contact forms. We now introduce the class of contact forms we will be considering for the definition of contact homology. The purpose of the first three conditions in this definition is to give us control over the Reeb orbits, the fourth condition will allow us to prove compactness of the relevant moduli spaces of holomorphic curves, and the somewhat unnatural fifth condition is included for the sole purpose of being able to prove Lemma 2.30 below.
Fixing a convex structure \((X, t)\) on \((V, \xi)\), the conditions below on the Reeb vector field \(R_\alpha\) involve a certain partition of \(O^p_V(\infty)\) into three subsets. Namely, the partition \(\Sigma = \Sigma^+ \cup \Sigma^- \cup \Gamma\), actually comes from a partition \(O^p_V(\infty) = \{u > 0\} \cup \{u < 0\} \cup \{u = 0\}\), where \(u = X \cdot \alpha\), in which \(\{u = 0\}\) is a smooth hypersurface. The conditions demand that \(R_\alpha\) point “inward” on \(\{u < 0\}\), “outward” on \(\{u > 0\}\), and point from \(\{u < 0\}\) to \(\{u > 0\}\) on \(\{u = 0\}\).

**Definition 2.1.** Let \((X, t)\) be a convex structure for \(V\). We say that a contact form \(\alpha\) representing \(\xi\) is \((X, t)\)-admissible if the following conditions hold for any sufficiently large \(T > 0\):

(i) \(\alpha\) is non-degenerate (in the usual sense, as in [Par19, §1.2]).

(ii) Letting \(u = X \cdot \alpha\), we have \(u \cdot (R_\alpha \cdot \alpha) > 0\) on \(\{t > T\} \cap \{u \neq 0\}\).

(iii) With \(u\) as above, \(R_\alpha\) is positively transverse to the hypersurface \(\{u = 0\} \cap \{t > T\}\) (“positively” in the sense that \(R_\alpha \cdot \alpha > 0\)).

(iv) For any \(L > 0\), the restrictions \(\alpha_{|_{\{t_0 < t < t_0 + L\}}}\), which can be viewed (for \(t_0\) large enough) as contact forms on \(\Sigma \times (0, L)\), converge in \(C^\infty\) to a contact form on \(\Sigma \times (0, L)\) as \(t_0 \to \infty\).

(v) For any smooth non-decreasing function \(g(t)\) which is equal to 1 for \(t < T\), the conditions (ii) and (iii) hold with \(\alpha\) replaced by \(g(t) \cdot \alpha\).

**Remark 2.2.** Note that the condition of being \((X, t)\)-admissible only depends on the restriction of \((X, t)\) to \(O^p_V(\infty)\).

**Remark 2.3.** For any two \((X, t)\)-admissible contact forms \(\alpha\) and \(\alpha'\), it follows from condition (iv) that the function \(\log(\alpha/\alpha')\) is bounded (i.e. \(\alpha/\alpha'\) is bounded above and away from 0).

**Proposition 2.4.** If \(\alpha\) satisfies conditions (ii) and (iii) above for some \(T > 0\), then all of its Reeb orbits are contained in \(\{t < T\}\).

**Proof.** Fix some such \(T\), and suppose there were a Reeb orbit \(\gamma\) which intersected \(\{t > T\}\). Then \(\gamma\) must intersect \(\{t > T\} \cap \{u > 0\}\) or \(\{t > T\} \cap \{u < 0\}\) by (iii). But then \(\gamma\) cannot be a closed orbit: for instance, once \(\gamma\) enters \(\{t > T\} \cap \{u > 0\}\), then by (iii), it cannot escape this region, and by (ii), the function \(t\) must be increasing along \(\gamma\). The argument is the same in the other region, by considering \(\gamma\) in reverse. \(\square\)

2.1.1. *Existence of admissible contact forms.* We now want to show that for any convex structure \((X, t)\), there exist \((X, t)\)-admissible contact forms \(\alpha\). Note that besides non-degeneracy, all the conditions in the definition of admissibility only depend on the restriction of \(\alpha\) to \(O^p_V(\infty)\), and thus we begin by restricting our attention to this set.
We will proceed by first obtaining a form which is $t$-invariant and has a special form near the dividing set $\Gamma$, and then modifying it so as to satisfy the required conditions.

Until further notice, let $(V, \xi)$ be a contact manifold equipped with a diffeomorphism $\langle \pi, t \rangle: V \to \Sigma \times \mathbb{R}$ such that $\xi$ is $t$-invariant (so that $\partial_t$ is a contact vector field and the slices $\{t = t_0\}$ are convex).

**Lemma 2.5.** There exist forms $\alpha$ on $V$ representing $\xi$ which are $t$-invariant in the sense that $\partial_t \alpha = 0$. Moreover:

(i) For any such $\alpha$, the restriction $\alpha|_\Gamma$ (where $\Gamma \subset \Sigma = \{t = t_0\}$ is the dividing set) is contact.

(ii) Any such $\alpha$ has the form $\beta + u dt = \pi^* \beta + (\pi^* u) dt$ for a uniquely determined $\beta \in \Omega^1(\Sigma)$ and $u: \Sigma \to \mathbb{R}$ (in fact, $u = \partial_t \wedge \alpha$).

**Proof.** See [Gir91, §3B] or [CGHH11, §2.2].

We next single out certain $t$-invariant $\alpha = \beta + u dt$ (with $\beta$ and $u$ as in (ii) above) for which $\beta$ is “cylindrical” near $\Gamma$.

As in [CGHH11, Lemma 2.2] and [Gir91, 3B], we can consider the characteristic line field $L_\Sigma = L_{\Sigma, \alpha} := \ker(d\alpha|_{\xi \cap T\Sigma}) \subset \xi \cap T\Sigma$ of $\Sigma$. The line field $L_\Sigma$ is transverse to $\Gamma$ (see loc. cit.) and hence there exist vector fields $Y$ on a neighbourhood of $\Gamma$ which direct $L_\Sigma$.

**Lemma 2.6.**

(i) In any tubular neighbourhood $\langle \pi, s \rangle: U \to \Gamma \times (-a, b)$ of $\Gamma$ in $\Sigma$ obtained by flowing along a vector field $Y$ directing $L_\Sigma$, we have that $\beta = \lambda \beta_0 = \lambda (\pi^* \beta_0)$ for some $\beta_0 \in \Omega^1(\Gamma)$ and some positive function $\lambda$ on $U$.

(ii) Moreover, there exists a choice of $\alpha$ and of vector field $Y$ directing $L_\Sigma$ so that $u = s$ and $\lambda = 1$ on $U$, hence giving

$$\alpha|_U = \beta_0 + s dt.$$

**Proof.** We have that $\partial_s \beta = L_Y \beta$ is a multiple of $\beta$ (see loc. cit.) and hence (by the uniqueness of solutions to ODEs) that $\beta = \lambda \beta_0$ for some non-vanishing $\lambda$ with $\lambda|_\Gamma = 1$, where $\beta_0$ is independent of $s$ (i.e., $\partial_s \beta_0 = 0$). Moreover, since $\partial_s \wedge \beta = Y \wedge \beta = 0$ (by the definition of $L$), we have that $\beta_0$ “has no $ds$ term”, and hence is pulled back from $\Gamma$, proving (i).

To achieve (ii), we next (after possibly first shrinking its domain of definition) extend $\lambda$ to a positive function on $\Sigma$. We then consider the form $\tilde{\alpha} = \lambda^{-1} \alpha$, which satisfies $\tilde{\alpha} = \beta_0 + (s/\lambda) dt$ near $\Gamma$. Hence taking $\tilde{\alpha}$ as our $\alpha$ (so that $\lambda^{-1} \beta$ is our new...
β and λ⁻¹υ our new υ), we have λ = 1 as desired. It remains to find Y so that we also have u = s near Γ.

Since Γ is a regular level set of u, we can (after possibly shrinking the domain of definition of Y) find a unique \( \tilde{Y} = \mu Y \) (for some positive \( \mu \)) satisfying \( \dot{\tilde{Y}} + d\mu = 1 \). In the coordinates \( \langle \pi', s' \rangle: U' \to \Sigma \times (-a, b) \) defined by flowing along \( Y' \), we then have \( u = s' \) as desired. Note also that \( \pi = \pi' \) (since they are both given by following the integral curves of \( L \) to \( \Gamma \)), and so \( \beta|_{U'} = \pi^*\beta_0 = (\pi')^*\beta_0 \) is still pulled back from \( \Gamma \) in the new coordinates. □

Continuing with a fixed \( t \)-invariant form \( \alpha \), assume now that \( \alpha \) satisfies the conditions in the above lemma with respect to some \( Y \), so \( \alpha|_{U} = \beta_0 + s dt \). Let \( \varepsilon > 0 \) be such that \( (-\varepsilon, \varepsilon) \) is contained in the range of \( s \).

Next, fix a function \( \varphi: (-\varepsilon, \varepsilon) \times \mathbb{R} \to \mathbb{R}_{>0} \) such that \( \varphi(s, t) = |s|^{-1} \) for \( |s| \geq \varepsilon/2 \). Then the function \( \varphi = \varphi \circ \langle s, t \rangle \) on \( \{|s| < \varepsilon\} \subset V \) agrees with \( |u|^{-1} \) for \( |s| \geq \varepsilon/2 \), and hence extends to a function \( \Phi \) on \( V \) agreeing with \( |u|^{-1} \) outside of \( \{|s| < \varepsilon/2\} \).

We now set \( \alpha_{\varphi} = \Phi \alpha \), and we have:

**Lemma 2.7.** The Reeb vector field of \( \alpha_{\varphi} \) is given by

\[
R_{\alpha_{\varphi}} = \begin{cases} 
\varphi^{-2}((\varphi + s\varphi_s)R_{\beta_0} + \varphi_t \partial_s - \varphi_s \partial_t) & \text{for } |s| \leq \varepsilon/2 \\
\pm \partial_t & \text{on } \{\pm \partial_t \cup \alpha > 0\} \setminus \{|s| < \varepsilon/2\},
\end{cases}
\]

where we write \( \varphi_s \) and \( \varphi_t \) for the partial derivatives of \( \varphi \).

Here, \( R_{\beta_0} \) denotes the Reeb vector field of the form \( \beta_0 = \alpha|_{\Gamma} \), which is contact by Lemma 2.5, and which we extend to \( \{|s| < \varepsilon\} \subset V \) by making it constant in \( s \) and \( t \).

**Proof.** Firstly, on the complement of \( \{|s| < \varepsilon/2\} \), we have that \( \alpha_{\varphi} = |u|^{-1} \beta \pm dt \), for which it is clear that the Reeb vector field is \( \pm \partial_t \).

On \( \{|s| < \varepsilon\} \), we have \( \alpha_{\varphi} = \varphi \beta_0 + \varphi s dt \), and hence

\[
da_{\alpha_{\varphi}} = \varphi_s ds \wedge \beta_0 + \varphi_t dt \wedge \beta_0 + \varphi d\beta_0 + (\varphi + s\varphi_s)ds \wedge dt
\]

We now make the ansatz \( R_{\alpha_{\varphi}} = aR_{\beta_0} + b\partial_s + c\partial_t \) for some functions \( a, b, c \). The requirement \( R_{\alpha_{\varphi}} \cup da_{\alpha_{\varphi}} \) then gives a (rank two) system of three linear equations in \( a, b, c \), with the solution \( a = H(\varphi + s\varphi_s), b = H\varphi_t, \) and \( c = -H\varphi_s \) for some function \( H \). The condition \( R_{\alpha_{\varphi}} \cup \alpha_{\varphi} = 1 \) then gives \( H = \varphi^{-2} \). □

Now let \( (V, \xi) \) be any contact manifold with a convex structure \((X, t)\).

**Proposition 2.8.** There exists an \((X, t)\)-admissible form \( \alpha \).

**Proof.** For the constant \( T \) in Definition 2.1, we take any \( T > 0 \) sufficiently large so that \( X \cup dt = 1 \) on \( \{t > T\} \). We first define \( \alpha \) on \( \{t > T\} \cong \Sigma \times (T, \infty) \).

Namely, we take \( \alpha_{\varphi} \) as in the above lemma, where we additionally assume that \( \varphi \) satisfies the following conditions
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(i) \( s\varphi_s < 0 \) for \( s \neq 0 \)
(ii) \( t\varphi_t > 0 \) for \( t \neq 0 \) and \( |s| < \varepsilon/2 \)
(iii) \( \varphi \) is bounded

(We can find such \( \varphi \) by taking \( \varphi(s,y) = \rho_1(s) + \rho_2(s)\rho_3(t) \) where \( \rho_1 \) agrees with \( s^{-1} \) for \( s \geq \varepsilon/2 \) and satisfies \( s\rho_1'(s) < 0 \) for \( s \neq 0 \); \( \rho_3 \) is bounded and positive and satisfies \( t\rho_3'(t) > 0 \); and \( \rho_2 \) is a bump function supported (and positive) on \( (-\varepsilon/2, \varepsilon/2) \) and satisfying \( s\rho_2'(s) < 0 \) for \( 0 < |s| < \varepsilon/2 \).)

Considering condition (iv) of admissibility (Definition 2.1), we have that \( \alpha_{\varphi}|_{\{ t_0 < t < t_0 + L \}} \rightarrow \alpha_{\varphi_\infty} \) as \( t_0 \rightarrow \infty \), where \( \varphi_\infty = \lim_{t \rightarrow \infty} \varphi \) exists since \( \varphi \) is bounded and increasing in \( t \).

Next, it is clear from the description of \( R_{\alpha_{\varphi}} \) that conditions (ii) and (iii) are also satisfied.

Moreover, by Proposition 2.4, all of the Reeb orbits of any such extension will be contained in \( \{ t \leq T \} \), so extending \( \alpha \) to any non-degenerate form on \( \{ t \leq T \} \) gives us a non-degenerate form on \( V \) (here, we are using the well-known “folk” theorem that non-degenerate forms are generic).

It remains to verify condition (v). Let \( g \) be as in that condition.

Let us compute the Reeb vector field \( R_{g\alpha_{\varphi}} \) of \( g \cdot \alpha_{\varphi} \), which of course we only need to do on \( \{ t \geq T \} \) since elsewhere it is equal to \( R_{\alpha_{\varphi}} \) (and also we are only interested in its behaviour on \( \{ t \geq T \} \)).

We first consider \( R_{g\alpha_{\varphi}} \) on the complement of \( \{ |s| \leq \varepsilon/2 \} \), where we have \( \alpha_{\varphi} = |u|^{-1}\beta \pm dt = |u|^{-1}(\beta + udt) \). Consider the (characteristic) vector field \( Z \) on \( \Sigma \) characterized by \( Z \downarrow d(|u|^{-1}\beta) = |u|^{-1}\beta \).

Making the ansatz \( R_{g\alpha_{\varphi}} = a\partial_t + bZ \), we find that

\[
R_{g\alpha_{\varphi}} = \pm \left( \frac{1}{g} \partial_t - \frac{g'}{g^2} Z \right).
\]

Next, we consider \( R_{g\alpha_{\varphi}} \) on \( \{ |s| < \varepsilon \} \), where \( \alpha_{\varphi} = \varphi(\beta_0 + sdt) \). Here, by the same computation as in Lemma 2.7, we find that

\[
R_{g\alpha_{\varphi}} = (g\varphi)^{-2}(g\varphi + s(g\varphi)_s)R_{\beta_0} + (g\varphi)_t\partial_s - (g\varphi)_s\partial_t = \frac{1}{g} R_{\alpha_{\varphi}} + \frac{g'}{g^2}\varphi^{-1}\partial_s.
\]

It is now clear from these descriptions that \( g\alpha_{\varphi} \) satisfies conditions (ii) and (iii), as required. \( \square \)

2.2. Admissible almost complex structures. Let \( (X,t) \) be a convex structure on \( (V,\xi) \).

**Definition 2.9.** Given a \( (X,t) \)-admissible form \( \alpha \) on \( V \), we say that a \( \alpha \)-compatible almost complex structure \( J \) on \( \xi \) is admissible if \( J|_{\mathcal{O}^n\mathcal{P}(\infty)} \) is \( t \)-invariant, i.e., \( \mathcal{L}_X J = 0 \) on \( \mathcal{O}^n\mathcal{P}(\infty) \).
We say that \((\alpha, J)\) is an \((X, t)\)-admissible pair if \(\alpha\) and \(J\) are, respectively, a contact form and an almost complex structure, both of which are \((X, t)\)-admissible.

It is clear that admissible almost complex structures exist, since there exist \(d\alpha|_{TV|\Sigma}\)-compatible almost complex structures on \(\xi|_{TV|\Sigma}\).

**Remark 2.10.** As in Remark 2.2, note that the notion of \((X, t)\)-admissibility only depends on the restriction of \((X, t)\) to \(O_PV(\infty)\).

### 2.3. Symplectic cobordisms

As mentioned in §1.1, the invariance of contact homology with respect to chosen auxiliary data, as well as more general functoriality, is obtained by considering symplectic cobordisms between contact manifolds.

Because our contact manifolds are non-compact, some care must be taken in defining cobordisms, and in this section, we introduce a suitable notion of symplectic cobordism and the various constructions and structures on them that we will need.

We note that we will actually only make use of cobordisms of the form \(\mathbb{R} \times V\), but we formulate a slightly more general notion, as it is not substantially more complicated, and helps to clarify when we are really using that we are on \(\mathbb{R} \times V\); also, the added generality may be useful in future work.

#### 2.3.1. Symplectic cobordisms

Let \((V^\pm, \xi^\pm)\) be contact \((2n-1)\)-manifolds with convex structures \((X^\pm, t^\pm)\), and suppose we are given a contactomorphism \(i: \{t^+ > T\} \sim \{t^- > T\}\) for some \(T \in \mathbb{R}\) preserving the convex structure, i.e., \(i_*X^+ = X^-\) and \(t^- \circ i = t^+\).

**Definition 2.11.** An exact symplectic cobordism from \((V^+, \xi^+, X^+, t^+)\) to \((V^-, \xi^-, X^-, t^-)\) relative to \(i\) (or just symplectic cobordism from \(V^+\) to \(V^-\)) is an exact symplectic 2n-manifold \((\hat{W}, d\hat{\lambda})\) equipped with strict exact symplectic embeddings \(j^\pm: SV^\pm \rightarrow \hat{W}\) such that the following conditions hold.

(i) The complement \(\hat{W} \setminus (j_+ (SV^+) \cup j_- (SV^-))\) of the images of \(j^\pm\) is compact.

(ii) The following diagram commutes.

\[
\begin{array}{c}
S\{t^+ > T\} \xrightarrow{k} SV^+ \\
\downarrow \quad \quad \quad \downarrow \quad \quad \quad \downarrow \\
S\{t^- > T\} \xleftarrow{j_+} \hat{W} \xrightarrow{j_-} SV^-
\end{array}
\]

(iii) With respect to some symplectization coordinates \(SV^\pm \sim \mathbb{R} \times V^\pm\) (coming from \((X^\pm, t^\pm)\)-admissible contact forms \(\alpha^\pm\)), there exists an \(N \in \mathbb{R}\) such that the embeddings \(j_+|_{[N, \infty) \times V^+}\) and \(j_-|_{(-\infty, -N] \times V^-}\) are proper and have disjoint images.
Remark 2.12. It follows from Remark 2.3 that whether condition (iii) holds does not depend of the particular \((X^\pm, t^\pm)\)-admissible contact forms \(\alpha^\pm\) used to define the symplectization coordinates.

Note that there is a canonical symplectic cobordism from \(V\) to itself for any \(V\), namely with \(i = \text{id}_V\) and \(j^\pm = \text{id}_{S^V}\).

In a symplectic cobordism \(\hat{W}\), we have a “horizontal” end \(j^\pm(S\Omega_{p^\pm}(\infty))\), which we will denote by \(\Omega_{p^\pm}(\infty)\) (or \(\Omega_p(\infty)\)), as well as positive and negative “vertical” ends, which are the images of \(j^\pm|_{(N, \infty)\times V}\) and \(j^-|_{(-\infty, N)\times V}\) with \(N\) large as above (and again with symplectization coordinates \(SV^\pm \cong R \times V^\pm\) coming from \((X^\pm, t^\pm)\)-admissible contact forms), which we will denote by \(\Omega_{p^\pm}(\pm\infty)\) (or \(\Omega_p(\pm\infty)\)).

We also have a function \(t\) on \(\Omega_{p^\pm}(\infty)\) such that \(t \circ j^\pm = t^\pm \circ \pi^V\). We may implicitly (arbitrarily) extend \(t\) to a function on \(\hat{W}\), bounded on \(\hat{W} \setminus \Omega_{p^\pm}(\infty)\).

Note that the flow of \(X^\pm\) on \(\Omega_{p^\pm}(\infty)\) is by contactomorphisms, and hence lifts to a flow on \(\Omega_{p^\pm}(\infty)\), and hence on \(\Omega_p(\infty)\), by strict exact symplectomorphisms (given by a vector field \(\hat{X}\) on \(\Omega_p(\infty)\) with \(\hat{X} \cdot dt = 1\)). In particular, the hypersurfaces \(\{t = t_0\} \subset \hat{W}\) for various \(t_0\) (large enough) are all canonically isomorphic (where the isomorphisms cover the isomorphisms between the various \(\Sigma_{t_0} \subset V^\pm\)).

2.3.2. Almost complex structures on cobordisms. In the case of a trivial cobordism \(SV\) with \((V, \xi)\) convex, we already have a notion of admissible complex structure; namely, it is one of the form \(\hat{J}\) for an admissible almost complex structure \(J\) on \(\xi\).

We can generalize this to arbitrary convex cobordisms as follows:

Definition 2.13. Let \((V^+, \xi^+)(V^-, \xi^-)\) be convex contact manifolds and let \(J^\pm\) be admissible almost complex structures on \(\xi^\pm\). An almost complex structure \(\hat{J}\) on a symplectic cobordism \((\hat{W}, \hat{\omega})\) from \(V^+\) to \(V^-\) is \underline{admissible} with respect to \(J^\pm\) if it satisfies the following conditions:

\(i\) \(\hat{J}\) is \(\hat{\omega}\)-compatible

\(ii\) There exist neighbourhoods \(\Omega_{p^\pm}(\pm\infty)\) of infinity on which \((j^\pm)_* \hat{J}^{\pm}\) and \(\hat{J}\) coincide.

\(iii\) For any \(L > 0\), the almost complex structures \(\hat{J}|_{\{t_0 < t < t_0 + L\}}\) converge in \(C^\infty_{\text{loc}}\) as \(t_0 \to \infty\) to some almost complex structure \((\text{where we are identifying the various \(\{t_0 < t < t_0 + L\} \subset \hat{W}\) as explained at the end of §2.3.1})\).

Lemma 2.14. Let \((V, \xi)\) be a convex contact manifold. For any pair of admissible almost complex structures \(J^\pm\) on \(\xi\), there exists an almost complex structure \(\hat{J}\) on the symplectization \(SV\) (viewed as a cobordism from \(V\) to itself) which is admissible with respect to \(J^\pm\).
Proof. Any convex contact manifold \((V, \xi)\) is the interior of a compact contact manifold \((\overline{V}, \overline{\xi})\) with convex boundary. Moreover, any admissible almost complex structure \(J\) on \(\xi\) can be canonically extended to a compatible almost complex structure \(\hat{J}\) on \(\overline{\xi}\). It is a standard fact that any compatible almost complex structure defined on a closed subset of a symplectic manifold can be extended to the whole manifold. Hence, there exists a compatible almost complex structure \(\hat{J}\) on \(S\overline{V}\) which agrees with \(\bar{J}\) on the ends. The restriction of \(\hat{J}\) to \(SV\) is the desired admissible almost complex structure. 

2.3.3. Families of cobordisms.

Definition 2.15. Given \((V^\pm, \xi^\pm, X^\pm, t^\pm)\) and \(i\) as in Definition 2.11, a family of symplectic cobordisms from \(V^+\) to \(V^-\) relative to \(i\) is a manifold \(\hat{W}\) with a family of symplectic forms \((\hat{\omega}^\tau)_{\tau \in P}\) (with \(P\) some parameter space, which will for us always be an interval), constant outside of a compact subset of \(\hat{W}\), together with maps \(j^\pm\) as in §2.3.1, such that each \((\hat{W}, \omega^\tau, j^\pm)\) is a symplectic cobordism from \(V^+\) to \(V^-\) relative to \(i\).

Definition 2.16. Let \((\hat{W}, (\hat{\omega}^\tau)_{\tau \in P})\) be a family of symplectic cobordisms as in the above definition and let \(J^\pm\) be admissible complex structures on \(\xi^\pm\). A family \((\hat{J}^\tau)_{\tau \in P}\) of almost complex structures on \(\hat{W}\) is admissible with respect to \(J^\pm\) if for each \(\tau \in P\), \(\hat{J}^\tau\) is admissible with respect to \(\hat{J}^\pm\) as an almost complex structure on \((\hat{W}, \hat{\omega}^\tau)\).

Lemma 2.17. Let \((\hat{W}, (\hat{\omega}^\tau)_{\tau \in [0, 1]})\) be a family of symplectic cobordisms, let \(J^\pm\) be admissible complex structures on \(\xi^\pm\), and let \(\hat{J}^0\) (resp. \(\hat{J}^1\)) be an admissible almost complex structure on \((\hat{W}, \hat{\omega}^0)\) (resp. \((\hat{W}, \hat{\omega}^1)\)). Then there exists a family of almost complex structures \((\hat{J}^\tau)_{\tau \in [0, 1]}\) on \(\hat{W}\) extending \((\hat{J}^0, \hat{J}^1)\) which is admissible with respect to \(J^\pm\).

Proof. The proof is essentially the same as that of Lemma 2.14. Indeed, the family \((\hat{W}, (\hat{\omega}^\tau)_{\tau \in [0, 1]})\) can be “horizontally compactified” to a family of cobordisms from \(\overline{V^+}\) to \(\overline{V^-}\), which reduces the problem to extending a compatible almost complex structure defined on a closed subset of a symplectic manifold. 

2.3.4. Gluings of cobordisms. Now suppose we are given three contact manifolds with convex structures \((V^k, \xi^k, X^k, t^k)\) for \(k = 0, 1, 2\), convex-structure-preserving contactomorphisms \(i^{(l+1)}: \mathcal{O}_P V^l(\infty) \to \mathcal{O}_P V^{l+1}(\infty)\) \((l = 0, 1)\), as well as symplectic cobordisms \((W^{(l+1)}, d\lambda^{(l+1)})\) from \(V^l\) to \(V^{l+1}\) relative to \(i^{(l+1)}\), and denote the associated maps by \(J^{(l+1)}\).
We then obtain, for each $\tau \in [0, \infty)$ a symplectic cobordism $\hat{W}^{02,\tau}$ from $V^0$ to $V^2$ relative to $i^{12} \circ i^{01}$ by forming the pushout

$$
\begin{array}{c}
SV^1 
\downarrow \mu_{\tau/2} \\
\mu_{\tau/2} & \rightarrow & SV^1 \\
\downarrow & \rightarrow & \downarrow
\end{array}
\quad
\begin{array}{c}
\hat{W}^{01} 
\downarrow \text{inc}^{01} \\
\downarrow & \rightarrow & \downarrow
\end{array}
\quad
\begin{array}{c}
\hat{W}^{02,\tau} 
\downarrow \text{inc}^{12} \\
\downarrow & \rightarrow & \downarrow
\end{array}
\quad
\begin{array}{c}
W^1 
\downarrow \gamma \\
\gamma & \rightarrow & \gamma
\end{array}
\end{array}
(2)

where $\mu_{\tau}$ denotes translation by $\tau$ with respect to the $\mathbb{R}$ action on $SV^1$.

We equip $\hat{W}^{02,\tau}$ with the exact symplectic structure $\hat{\omega}^{02} = d\hat{\lambda}^{02}$ characterized as follows. Since $\mu_*^2 \hat{\lambda} = e^\tau \hat{\lambda}$ and since $j_2^\ell = \mu_2^{(\ell+1)}$ are strict exact, there is a unique form $\hat{\lambda}^{02}$ on $\hat{W}^{02,\tau}$ with $(\text{inc}^{01})_* \hat{\lambda}^{02} = e^{\tau/2} \hat{\lambda}^{01}$ and $(\text{inc}^{12})_* \hat{\lambda}^{02} = e^{-\tau/2} \hat{\lambda}^{12}$.

For the associated exact symplectic embeddings $j^{02,\tau}_+: SV^0 \rightarrow \hat{W}^{02,\tau}$ and $j^{02,\tau}_-: SV^2 \rightarrow \hat{W}^{02,\tau}$, we have no choice but to take

$$
SV^0 \xrightarrow{\mu_{-\tau/2}} SV^0 \xrightarrow{j^{01}} \hat{W}^{01} \xrightarrow{\text{inc}^{01}} \hat{W}^{02,\tau}
$$
and

$$
SV^2 \xrightarrow{\mu_{\tau/2}} SV^2 \xrightarrow{j^{12}} \hat{W}^{12} \xrightarrow{\text{inc}^{12}} \hat{W}^{02,\tau}
$$

respectively.

It is then easy to see that the diagram (1) commutes and that the remaining conditions in the definition of symplectic cobordism obtain.

**Definition 2.18.** For each $\tau \in [0, \infty)$, we call the exact symplectic cobordism $\hat{W}^{02,\tau}$ described above the $\tau$-gluing of $\hat{W}^{01}$ and $\hat{W}^{12}$.

Note that if $\hat{W}^{01}$ and $\hat{W}^{12}$ are both the trivial cobordism $SV$, then the $\tau$-gluing is again canonically isomorphic to the trivial cobordism $SV$, with $\text{inc}^{01}$ and $\text{inc}^{12}$ corresponding to $\mu_{\tau/2}$ and $\mu_{-\tau/2}$, respectively.

2.3.5. **Almost complex structures on $\tau$-gluings.** With $\hat{W}^{01}$ and $\hat{W}^{12}$ as above, suppose that we have admissible complex structures $J^k$ on $\xi^k$ ($k = 0, 1, 2$), and admissible almost complex structures $\hat{J}^{01}$ and $\hat{J}^{12}$ on $\hat{W}^{01}$ and $\hat{W}^{12}$ with respect to these.

Consider the diagram (2). Note that, by definition of admissibility, the almost complex structures on $\hat{W}^{01}$ and $\hat{W}^{12}$ agree on $SV^1$ for $\tau$ sufficiently large, and hence induce an (admissible!) almost complex structure $\hat{J}^{02,\tau}$ on $\hat{W}^{02,\tau}$. Hence, in this situation, we will often tacitly assume $\hat{W}^{02,\tau}$ to be equipped with this almost complex structure.

For small $\tau$, we will only obtain an almost complex structure $\hat{J}^{02,\tau}$ on the positive and negative ends of $\hat{W}^{02,\tau}$, and we arbitrarily extend this to an admissible almost complex structure on all of $\hat{W}^{02,\tau}$.
2.4. Compactness. We now come to the compactness theorems for moduli spaces of holomorphic curves in symplectic cobordisms between convex contact manifolds that we will need in order to define contact homology. As our definition of the latter will precisely follow the construction in [Par19], we need only ensure that the compactness theorems used there (taken from [BEHWZ03]), which are defined for compact $V$, go through in our context.

However, those theorems go through as long as all of the holomorphic curves in the moduli space under consideration are confined to a compact subset of $V$ (see [BEHWZ03, Theorem 11.1]). More precisely, when considering holomorphic curves in $S^V$, they should be contained in $(\pi V)^{-1}(K)$ for some compact $K \subset V$, and when considering curves in a general symplectic cobordism, they should be confined to the complement of some neighbourhood $O_p(\infty)$ of horizontal infinity.

Hence, in this section, we provide various results constraining holomorphic curves in symplectic cobordisms to certain subsets. To do this, we will take advantage of the (asymptotic) $t$-invariance of the almost complex structure we are considering, and appeal to the “target-local” version of Gromov compactness from [Fis11].

2.4.1. Holomorphic curves in a $\tau$-glued cobordism. We begin with the most complicated of the situations we will be considering, as the proof in this case includes all of the ideas needed in the remaining proofs.

To begin with, we will want to establish the existence of symplectic forms in cobordisms with certain desirable properties (cf. [Par19, §2.10]).

Lemma 2.19. Let $(\hat{W}, d\hat{\lambda})$ be a symplectic cobordism from $(V^+, \xi^+, X^+, t^+)$ to $(V^-, \xi^-, X^-, t^-)$ and fix admissible pairs forms $(\alpha^\pm, J^\pm)$ on $V^\pm$. Then for any admissible almost complex structure $\hat{J}$ on $\hat{W}$, there exists an exact symplectic form $\tilde{\omega} = d\tilde{\lambda}$ on $\hat{W}$ with the following properties:

1. $\hat{J}$ is $\tilde{\omega}$-compatible.
2. Consider the trivialization $(r^\pm, \pi): SV^\pm \to \mathbb{R} \times V^\pm$ induced by $\alpha^\pm$, and let $r^\pm := r^\pm \circ j^{-1}_\pm: O_p(\hat{W})(\pm\infty) \to \mathbb{R}$:

   We then have $\lambda = e^{R^\pm(r^\pm)}\alpha^\pm$ on $O_p(\hat{W})(\pm\infty)$ for some bounded, increasing functions $R^\pm: \mathbb{R} \to \mathbb{R}$.

3. For each $L > 0$, the restrictions $\tilde{\lambda}\big|_{\{t_0 < t < t_0 + L\}}$ converge in $C^\infty$ as $t_0 \to \infty$ to some primitive of a symplectic form (where we are again using the identifications between the various $\{t = t_0\}$ as explained at the end of §2.3.1). (Note that on $O_p(\hat{W})(\pm\infty)$, this follows from (ii) and condition (iv) of admissibility, Definition 2.1.)

Proof. Since $\hat{\lambda}$ agrees with $e^{r^\pm}\alpha^\pm$ on $O_p(\hat{W})(\pm\infty)$, we can simply replace it on this region by $\tilde{\lambda} = e^{R^\pm(r^\pm)}\alpha^\pm$, where $R^\pm(r)$ is any bounded above increasing function.
which is equal, for sufficiently large $N > 0$, to $r$ on $(-\infty, N]$, and $R_\pm(r)$ is any bounded below increasing function agreeing with $r$ on $[N, \infty)$. Property (ii) then follows by construction. Let us moreover choose $N$ large enough so that $j^*_\pm \hat{J} = \hat{J}^\pm$ on $\{\pm r_\pm \geq N\}$ (such an $N$ exists by admissibility of $\hat{J}$).

Property (iii) follows from the corresponding properties of $\alpha^\pm$ and $\hat{\lambda}$.

Property (i) is clear where $\hat{\lambda} = \hat{\lambda}$. Elsewhere, where $\hat{\lambda} = e^{R_\pm(r_\pm)}\alpha^\pm$, we have by our choice of $N$ that $j^*_\pm \hat{J} = \hat{J}^\pm$, and the same proof that shows that $\hat{J}^\pm$ is $d(e^\tau\alpha^\pm)$-compatible also shows that it is $d(e^{R_\pm(r_\pm)}\alpha^\pm)$-compatible. □

**Lemma 2.20.** Let $(\hat{W}_T^{\ell}, d\hat{\lambda}_T^{\ell})$ (for $\ell = 0, 1$) be symplectic cobordisms from $(V^\ell, \xi^\ell, X^\ell, t^\ell)$ to $(V^{\ell+1}, \xi^{\ell+1}, X^{\ell+1}, t^{\ell+1})$ and fix admissible pairs $(\alpha^k, J^k)$ (for $k = 0, 1, 2$) on $V^\ell$.

Moreover, fix admissible almost complex structures $\hat{J}^{\ell+1}$ on $\hat{W}_T^{\ell+1}$ and consider forms $\hat{\lambda}^{\ell+1, 1}$ on $\hat{W}_T^{\ell+1}$ as in Lemma 2.19.

Also, fix a smooth bounded increasing function $\rho(r)$, and assume that

$$\lim_{r \to -\infty} R_+^{\ell+1}(r) > \lim_{r \to -\infty} \rho(r) \quad \text{and} \quad \lim_{r \to -\infty} \rho(r) > \lim_{r \to -\infty} R_-^{\ell+1}(r)$$

where $R_+^{\ell+1}$ and $R_-^{\ell+1}$ are functions as in Lemma 2.19 (ii).

Then there exists a family $\{\hat{\omega}^\tau = d\hat{\lambda}_T^\tau\}_{\tau \in (T, \infty)}$ (for $T > 0$ large enough) of exact symplectic forms on the $\tau$-glued cobordisms $\hat{W}_T^{\ell+1, \tau}$ with the following properties:

(i) The forms $(\text{inc}_{\tau}^{\ell+1})^* \hat{\lambda}^\tau$ on $(V^{\ell}, \xi, X, t)$ converge in $C^\infty_{\text{loc}}$ to $\hat{\lambda}^{\ell+1}$ as $\tau \to \infty$.

(ii) The forms $j_1^* \hat{\lambda}^\tau$ on $S^1$ converge in $C^\infty_{\text{loc}}$ to $e^{\rho(r)}\alpha$ as $\tau \to \infty$, where $j_1$ is the map

$$\text{inc}_{\tau}^{\ell+1} \circ j_1 = \text{inc}_{\tau}^{\ell+1} \circ j_{\tau/2}^{\ell+1} : S^1 \to \hat{W}_T^{\ell+1, \tau}$$

and $r$ is the symplectization coordinate on $S^1$ induced by $\alpha^1$.

(iii) The induced almost complex structure $\hat{J}^{\ell+1, \tau}$ on $\hat{W}_T^{\ell+1, \tau}$ is $\hat{\omega}^\tau$-compatible.

(iv) As in Lemma 2.19 (iii), the restrictions $\hat{\lambda}^\tau |_{\{t_0 < t < t_0 + L\}}$ converge for any $L > 0$ to a primitive of a symplectic form as $t_0 \to \infty$.

**Proof.** Let us identify $S^1$ with $\mathbb{R} \times V^1$ via the isomorphism induced by $\alpha^1$. In particular, we have the map $j_1 : \mathbb{R} \times V^1 \to W_0^{\ell+1}$, as well as the maps $j_+^{\ell+1} : \mathbb{R} \times V^1 \to W_0^{\ell+1}$ and $j_+^{\ell+1} : \mathbb{R} \times V^1 \to W^{\ell+1}$.

Since $j_0^{\ell+1}$ and $j_+^{\ell+1}$ are admissible, there is some $C > 0$ such that $(j_-^{\ell+1})^* \hat{J}^{\ell+1} = \hat{J}^{-1}$ on $(-\infty, -C)$ and $(j_+^{\ell+1})^* \hat{J}^{\ell+1} = \hat{J}^1$ on $(C, \infty)$. It follows (by the definition of $\hat{J}^{\ell+1, \tau}$) that $j_1^* \hat{J}^{\ell, \tau} = \hat{J}^1$ on $(-\tau/2 + C, \tau/2 - C) \times V^1$. Let us set $\sigma := \tau/2 - C$.

We take $\hat{\lambda}^\tau$ to be equal to $(\text{inc}_{\tau}^{\ell+1})* \hat{\lambda}^{\ell+1}$ or $(\text{inc}_{\tau}^{\ell+1})* \hat{\lambda}^{\ell+1}$ outside of $j_1((\sigma/2, \sigma/2) \times V^1)$.

It remains to define $\hat{\lambda}^\tau$ on $j_1((-\sigma/2, \sigma/2) \times V^1)$.
Next, on $j_1([-\sigma/4, \sigma/4] \times V^1)$, we define $\tilde{\lambda}$ to be $(j_1)_*(\epsilon^0 \alpha^1)$.

We now have that, on $j_1((([-\sigma, -\sigma/2] \cup [-\sigma/4, \sigma/4] \cup [\sigma/2, \sigma]) \times V^1)$, $\tilde{\lambda}$ is equal to $\epsilon^F(\sigma) \alpha^1$ for some function $F$ which is strictly increasing, and hence admits an extension to the whole interval $(-\sigma/2, \sigma/2)$ which is still strictly increasing.

Property (iv) follows from the corresponding properties on $\hat{W}^{02}(\ell+1)$. Property (iii) is proven in the same way as in Lemma 2.19.

Finally, the convergence $C^\infty_{\text{loc}}$-convergence in (i) and (ii) is trivial since on any compact subset, the family of forms is eventually of constant.

We now come to the main result of this section. We refer to [BEHWZ03; Par19] for the notion of holomorphic curve (or holomorphic building) with punctures asymptotic to Reeb orbits in a symplectic cobordism.

As we will only be using a certain restricted class of such holomorphic curves and buildings, we make the following definition so as to avoid repeating the assumptions every time:

**Definition 2.21.** Given a symplectic cobordism $\hat{W}$ from $(V^+, \xi^+)$ to $(V^-, \xi^-)$, representing contact forms $\alpha^\pm$ on $V^\pm$, and an almost complex structure $\hat{J}$ on $\hat{W}$, we say that a punctured $\hat{J}$-holomorphic curve or building $u$ in $\hat{W}$ is relevant if it has genus 0, all of its negative punctures are asymptotic to Reeb orbits of $\alpha^-$ and it has a single positive puncture asymptotic to a Reeb orbit of $\alpha^+$, which we call its positive end.

**Proposition 2.22.** Let $(\hat{W}^{\ell+1}, \hat{\omega}^{\ell+1})$ ($\ell = 0, 1$) be symplectic cobordisms from $(V^\ell, \xi^\ell, X^\ell, t^\ell)$ to $(V^{\ell+1}, \xi^{\ell+1}, X^{\ell+1}, t^{\ell+1})$.

Fix admissible pairs $(\alpha^k, J^k)$ on $V^k$ (for $k = 0, 1, 2$) and admissible almost complex structures $\hat{J}^{\ell+1}$ on $\hat{W}^{\ell+1}$ with respect to these, so that we have an induced admissible complex structure $\hat{J}^{02, \tau}$ on $\hat{W}^{02, \tau}$ for each $\tau \in [0, \infty)$.

Also fix a constant $a > 0$.

Then there exists $T > 0$ such that, for any $\tau \in [0, \infty)$, any relevant $\hat{J}^{02, \tau}$-holomorphic curve in $\hat{W}^{02, \tau}$ with positive end a Reeb orbit of $\alpha^0$ of action $< a$ is contained within $\{t < T\} \subset \hat{W}^{02, \tau}$.

**Proof.** For the sake of contradiction, suppose that there were a sequence $T_i \xrightarrow{i \to \infty} \infty$, a sequence $\tau_i \in [0, \infty)$, and a sequence of $\hat{J}^{02, \tau_i}$-holomorphic curves $v_i$ in $\hat{W}^{02, \tau_i}$ of the kind specified in the theorem, such that $v_i$ intersects $\{t \geq T_i\}$. Note that since all the Reeb orbits of $\alpha^0$ are contained in some $\{t \leq T\} \subset V^0$, each $v_i$ must also intersect $\{t \leq T\} \subset \hat{W}^{02, \tau}$.

Let $\hat{\omega}^{\ell+1} = d\hat{\lambda}^{\ell+1}$ (for $\ell = 0, 1$) be forms on $\hat{W}^{\ell+1}$ and $\hat{\omega}^\tau = d\hat{\lambda}^\tau$ be forms on $\hat{W}^{02, \tau}$ as in Lemma 2.20.

Fix some small $\varepsilon > 0$, and for each $n \in \mathbb{Z} \cap (T', \infty)$, consider the subset $C_{n, \tau} = \{n - \varepsilon < t < n + 1 + \varepsilon\}$ of $\hat{W}^{02, \tau}$. 
EXOTIC TIGHT CONTACT STRUCTURES ON $\mathbb{R}^n$

\[ (\hat{W}^{02,\tau})^0 \begin{cases} \hat{j}^{02,\tau} = (j^0_{+},\hat{J}_0^0) \\ \hat{j}^{02,\tau} = (j^0_{-},\hat{J}_2^0) \end{cases} \]

\[ (\hat{W}^{02,\tau})^1 \begin{cases} \hat{j}^{02,\tau} = (j_1^0,\hat{J}_1^0) \end{cases} \]

\[ (\hat{W}^{02,\tau})^2 \begin{cases} \hat{j}^{02,\tau} = (j^0_{-},\hat{J}_2^0) \end{cases} \]

\[ (\hat{W}^{02,\tau})^{01} \]

\[ (\hat{W}^{02,\tau})^{12} \]

Figure 1. The regions $(\hat{W}^{02,\tau})^k$ and $(\hat{W}^{02,\tau})^{\ell(\ell+1)}$.

Since by assumption $\tilde{\lambda}^{01}$ converges on $O\hat{P}_{\hat{W}^{01}}(+\infty)$ to a multiple $Ca^0$ of $\alpha^0$, we have by Stokes' theorem that $\int v_i^*\hat{\omega}^\tau_i < Ca$. Hence, there must be some sequence of indices $n_i \xrightarrow{i \to \infty} \infty$ (where we can assume $T' + 3 < n_i < T_i - 3$) such that $\int_{S_i} v_i^*\hat{\omega}^\tau_i \xrightarrow{i \to \infty} 0$, where $S_i := v_i^{-1}(C_{n_i,\tau})$.

Each $C_{n,\tau}$ is the union of five regions $C^k_{n,\tau} = C_{n,\tau} \cap (\hat{W}^{02,\tau})^k$ ($k = 0, 1, 2$) and $C^{\ell(\ell+1)}_{n,\tau} = C_{n,\tau} \cap (\hat{W}^{02,\tau})^{\ell(\ell+1)}$ ($\ell = 0, 1$), where the $(\hat{W}^{02,\tau})^k$ and $(\hat{W}^{02,\tau})^{\ell(\ell+1)}$ are defined as follows.

We define $(\hat{W}^{02,\tau})^k$ for $k = 0, 2$ to be neighbourhoods of infinity $O\hat{P}_{\hat{W}^{02,\tau}}(+\infty)$ and $O\hat{P}_{\hat{W}^{02,\tau}}(-\infty)$ on which $j^{02,\tau}$ is equal to $(j^0_{+},\hat{J}_0^0)$ and $(j^0_{-},\hat{J}_2^0)$, respectively (more precisely, we take them to be the images under $\text{inc}^{01}$ and $\text{inc}^{12}$ of some fixed $O\hat{P}_{\hat{W}^{01}}(+\infty)$ and $O\hat{P}_{\hat{W}^{12}}(-\infty)$).

We similarly take $(\hat{W}^{02,\tau})^1$ to be the image under the embedding

\[ j_1 = \text{inc}^{01} \circ j^0_{-} \circ \mu_-/2 = \text{inc}^{12} \circ j^0_{+} \circ \mu_+/2 : SV^1 \hookrightarrow \hat{W}^{02,\tau} \]

of the largest “interval” on which $j^0_{-}(\hat{j}^{02,\tau})$ is equal to $\hat{J}_1^1$, where interval means a subset of the form $(a, b) \times V^1$ (with respect to the symplectization parameter induced by $\alpha^1$).

Finally, we $(\hat{W}^{02,\tau})^0$ to be the union of $(\hat{W}^{02,\tau})^1$ and everything “above” it, and $(\hat{W}^{02,\tau})^{12}$ to be the union of $(\hat{W}^{02,\tau})^1$ and everything “below” it (see Figure 1).

Next, we have obvious embeddings $C^k_{n,\tau} \to D^k_n := \{ n - \varepsilon < t < n + \varepsilon \} \subset SV^k$ and $C^{\ell(\ell+1)}_{n,\tau} \to D^{\ell(\ell+1)}_n := \{ n - \varepsilon < t < n + 1 + \varepsilon \} \subset \hat{W}^{\ell(\ell+1)}$. 
Note that each $D^k_n$ and each $D^{(\ell+1)}_n$ is canonically diffeomorphic, respectively, to $D^k := \{N - \varepsilon < t < N + 1 + \varepsilon\} \subset SV^k$ and $D^{(\ell+1)} := \{N - \varepsilon < t < N + 1 + \varepsilon\} \subset \mathcal{W}^{(\ell+1)}$ (for some large fixed $N$). By pushing forward $\tilde{\omega}^n$ and $\tilde{j}^{02,n}$ under the resulting embedding $C^k_{n,\tau} \to D^k$, we obtain a sequence $(\tilde{\omega}_i^k, \tilde{j}_i^k)$ of almost Hermitian structures on the images of these embeddings (and similarly for $D^{(\ell+1)}$). Moreover, by the admissibility of $\tilde{j}_i^k$ and by Lemma 2.20, these converge in $C^\infty_{\text{loc}}$ as $i \to \infty$ to an almost Hermitian structure $(\tilde{\omega}^k, \tilde{j}^k) = (d\tilde{\lambda}^k, \tilde{j}^k)$ on $D^k \cong \mathbb{R} \times \Sigma \times (N - \varepsilon, N + 1 + \varepsilon)$ (and $(\tilde{\omega}^{(\ell+1)}, \tilde{j}^{(\ell+1)}) = (d\tilde{\lambda}^{(\ell+1)}, \tilde{j}^{(\ell+1)})$ on $D^{(\ell+1)}$), where $\lambda_k = d(e^{R_k} \alpha_\infty)$ for some smooth bounded function $R_k : \mathbb{R} \to \mathbb{R}$, where $\alpha_\infty$ is a contact form on $\Sigma \times (N - \varepsilon, N + \varepsilon)$, and where $\tilde{j}^k = \tilde{j}_\infty$ is the almost-complex structure induced from an $\alpha_\infty$-compatible complex structure on $\ker(\alpha_\infty)$.

Hence, by restricting the maps $v_i$ and then composing with the embeddings $C^k_{n,\tau} \to D^k$ and $C^{(\ell+1)}_{n,\tau} \to D^{(\ell+1)}$, we obtain (respectively) $\tilde{J}_i^k$-holomorphic and $\tilde{J}_i^{(\ell+1)}$-holomorphic curves $v_i^k$ and $v_i^{(\ell+1)}$ in $D^k$ and $D^{(\ell+1)}$.

We will now prove that for one of the five sequences $v_i^k$ and $v_i^{(\ell+1)}$ (let’s call it $v^+_i$), we can find a compact set $K$ in $D^1$ such that (possibly after passing to a subsequence, and translating each element in it in an appropriate sense) the parts of $v^+_i$ landing in $K$ converge in the sense of [Fis11], and we will then derive a contradiction by showing that the limiting curve is non-trivial but has zero “area” (in an appropriate sense).

We next explain how to choose the subsequence $v^+_i$ and the set $K$. We first define what it means for one of the curves $v_i^{(\ell+1)}$ or $v_i^k$ to be “well-situated”.

To begin with, we define 3 special compact subsets $K^x_{\text{top}}$, $K^x_{\text{bot}} \subset K^x$ of $D^{(\ell+1)} \subset \mathcal{W}^{(\ell+1)}$. We take $K^x_{\text{top}}$ to be a “closed interval” inside the neighbourhood of infinity $\mathcal{O}_p_{\mathcal{W}^{(\ell+1)}}(+\infty)$ (i.e., all points of the form $\{a \leq r_\ell \leq b\}$ for some $a < b$, where $r_\ell$ is the symplectization parameter on $SV^\ell \hookrightarrow \mathcal{W}^{(\ell+1)}$). Similarly, we take $K^x_{\text{bot}}$ to be a closed interval in $\mathcal{O}_p_{\mathcal{W}^{(\ell+1)}}(-\infty)$. Finally, we take $K^x_{\text{top}}$ to be the union of $K^x_{\text{top}}$ and $K^x_{\text{bot}}$ and everything “in between”. We define $\partial_{\pm} K^x_{\text{top}}$ and $\partial_{\pm} K^x_{\text{bot}}$ to be the ends of the corresponding intervals.

We now say that a curve $v_i^{(\ell+1)}$ is well-situated if it has a component which either (i) intersects both $\{t = N\} \cap K^{(\ell+1)}$ and $\{t = N + 1\} \cap K^{(\ell+1)}$; or (ii) intersects both of $\partial_{\pm} K^x_{\text{top}}$; or (iii) intersects both of $\partial_{\pm} K^x_{\text{bot}}$.

A curve $v_i^k$ is well-situated if it intersects both $\{t = N\}$ and $\{t = N + 1\}$ and moreover, in the case $k = 1$, it should be contained in a “vertically bounded region” – that is, recalling that $v_i^k$ was the image of a curve in $C^1_{n,\tau}$ under the embedding $C^1_{n,\tau} \hookrightarrow D^1$, the curve in $C^1_{n,\tau}$ should be contained in a finite interval $a < r_1 < b$, where $r_1$ is the symplectization parameter on $SV^1$. 
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We now claim that one of the sequences $v_i^{\ell(\ell+1)}$ or $v_i^k$ has a well-situated subsequence, i.e., a subsequence consisting of well-situated curves; in fact, for each fixed $i$, one of the $v_i^{\ell(\ell+1)}$ or $v_i^k$ is well-situated.

Indeed, fix $i$ and consider a component of $v_i$ (restricted to $C_{n_i, \tau_i}$) intersecting both $\{t = N\}$ and $\{t = N+1\}$. If this component is contained entirely in some $C_k^{n_i, \tau_i}$, then $v_i^k$ is well-situated. Otherwise, it must be contained in $K^{\ell(\ell+1)}$ or intersect both of $\partial \pm K^{\ell(\ell+1)}$ or both of $\partial \pm K^{\ell(\ell+1)}_{\text{bot}}$ (for one of $\ell = 0, 1$), and hence $v_i^{\ell(\ell+1)}$ is well-situated.

We now take $v_i^\dagger$ to be whichever of the $v_i^{\ell(\ell+1)}$ or $v_i^k$ has a well-situated subsequence. Let us also re-index and simply write $v_i^\dagger$ for the subsequence.

Next, we explain our choice of $K$. In the case $\dagger = \ell(\ell+1)$, we take $K$ to be a small compact neighbourhood of $K^{\ell(\ell+1)}$ with smooth boundary.$^4$

In the case $\dagger = k$, we take $K$ to be (a small compact neighbourhood of) $I \times \Sigma \times [N, N+1] \subset \mathbb{R} \times \Sigma \times (N-\varepsilon, N+1+\varepsilon) \cong D^k$ for some interval $I$ (where the displayed isomorphism is given by a symplectization coordinate on $D^k$).

We now want to show that, in either case, we have the data for and fulfill the assumptions of [Fis11, Theorem 3.1].

Referring to the notation from loc. cit., we take $K$ as chosen above, we take $M$ to be a small open neighbourhood of $K$ in $D^\dagger$, we take $(J, g)$ to be $(\tilde{J}, \tilde{g})$, where $\tilde{g}$ is the metric induced by $\tilde{\omega}$ and $\tilde{J}$ and similarly, $(J_i, g_i) = (\tilde{J}_i, \tilde{g}_i)$. Let us also set $\omega = \tilde{\omega}$ and $\omega_i = \tilde{\omega}_i$.

$^4$The only reason we don’t simply take $K = K^{\ell(\ell+1)}$ is that, for the hypothesis of [Fis11, Theorem 3.1], $K$ needs to be a “compact region”, as in op. cit. Definition 2.1.
Finally, we explain our choice of \( u_i \). In the case \( \dagger = \ell(\ell + 1) \), we simply take \( u_i \) to be the restriction of \( v_i^k \) to \( M \).

In case \( \dagger = 0 \), consider a connected component of \( v_i^0 \) that intersects \( \{ t = N \} \) and \( \{ t = N + 1 \} \). We will take \( u_i \) to be a (restriction of) a translation of this component with respect to the symplectization parameter (the result is still \( J_i \)-holomorphic since \( J_i \) is translation-invariant). Specifically, we translate the component so that its supremum in the symplectization direction is \( \frac{I - I_+}{2} \) (and then restrict the result to \( M \)), where \( I_\pm \) are the endpoints of the interval \( I \) appearing in the definition of \( K \).

The case \( \dagger = 2 \) is the same, with “supremum” replaced by “infimum”. In the case \( \dagger = 1 \), we may use either the supremum or infimum, because of our assumption on well-situated curves in this case that they are contained in a “vertically bounded region”.

We verify the assumptions of the \cite{[Fis11, Theorem 3.1]}. By definition \( J_i \) converges to \( J \) (and hence \( g_i \) to \( g \)). The “generally immersed” condition is automatic for us since the domains of the curves \( v_i \), when restricted to the region \( \{ t \geq T' \} \) are compact, and the “robustly \( \mathcal{K} \)-proper” condition holds for the same reason. The condition (2) holds trivially since each \( v_i \) has genus 0 domain. So it remains to verify (1).

We must show that the set \( \{ \int u_i^* \omega_i \}_{i \in \mathbb{Z}_{\geq 0}} \) is bounded above.

In the case \( \dagger = \ell(\ell + 1) \), \( u_i \) is (up to certain identifications) a restriction of the curve \( v_i \) mapping to \( \hat{W}^{02, r_i} \), but we have that \( \int \omega_i \to 0 \) by assumption.

Now consider the case \( \dagger = k \), in which \( v_i^k \) was possibly translated to obtain \( u_i \). In the region \( C_{n_i, r_i}^{k \alpha} \), \( \tilde{\omega}^{r_i} \) has the form

\[ \tilde{\omega}^{r_i} = d(e^{R \alpha} \omega) = e^{R}(d\alpha + R'dr \wedge \alpha). \]

We still know that \( \int (v_i^k)^* \tilde{\omega}^{r_i} \to 0 \), and hence, by the positivity of \( e^R, R', (v_i^k)^* d\alpha, (v_i^k)^* dr \wedge \alpha \), and the boundedness of \( R \), we conclude

\[ \int u_i^* d\alpha \leq \int (v_i^k)^* d\alpha \xrightarrow{i \to \infty} 0 \]

(where the first inequality comes from the translation-invariance of \( d\alpha \) and the fact that \( u_i \) is a translation of a restriction of \( v_i^k \)). Moreover we can choose \( R \) (in Lemmas 2.19 and 2.20) so that \( R' \) is bounded as well, and so it remains to bound \( \int u_i^* (dr \wedge \alpha) = \int \tilde{S}_i(v_i^k)^* (dr \wedge \alpha) \), where \( \tilde{S}_i = u_i^{-1}(M) \) (and where the equality come from translation invariance).

Note that \( v_i^k|_{\tilde{S}_i} \) maps into a subset \( \{ r_0 \leq r \leq r_1 \} \subset SV^k \) where \( r_1 - r_0 \) is bounded independently of \( i \) (namely, it is bounded be the length of \( I \)). We will in fact bound

\[ A_i = \int_{(v_i^k)^{-1}(r_0 \leq r \leq r_1)} (v_i^k)^* dr \wedge \alpha. \]
Let us write $f$ for the composite of $v_i^k$ with the symplectization parameter $SV \to \mathbb{R}$. Note that, if $f$ had no critical values, we would have

$$A_i = \int_{r_0}^{r_1} \left( \int_{f^{-1}(r)} (v_i^k)^* \alpha^k \right) dr$$

In fact, this is still true for any $f$, but where now the integrand is defined outside the measure zero set of critical values $r$ (see, e.g., [SW72, p.210]). Hence, it remains to bound $\int_{f^{-1}(r)} (v_i^k)^* \alpha^k$. But by Stokes’ theorem, $\int_{f^{-1}(r)} (v_i^k)^* e^{R(r)} \alpha^k < Ca$ (where $Ca$ is the bound on $\int v_i^k \omega^n$ from the beginning of the proof). Since $e^R$ is bounded below, we obtain the desired bound.

We have now verified the hypotheses of [Fis11, Theorem 3.1]. Hence, the theorem guarantees us a subsequence of $u_k$ which robustly $K$-converges to some holomorphic curve $u$. We then obtain a contradiction as follows.

In the case $\ell = \ell(\ell + 1)$, we have that $\int u^* \omega = 0$ but that $u$ is non-constant with non-empty domain by Lemma 2.2.3 below, which is impossible since $u$ is $J$-holomorphic and $J$ is $\omega$-tame.\footnote{In this case, we could also derive the contradiction from Gromov’s monotonicity lemma. The more complicated argument using [Fis11, Theorem 3.1] is needed in the case $\ell = k$ since in this case the curves $v_i^k$ cannot be assumed to (have components that) remain in a compact region.} Here, to apply Lemma 2.2.3 (ii), we take $K_1$ and $K_2$ to be either (i) $K_1 = K \cap \{ t = N \}$ and $K_2 = K \cap \{ t = N + 1 \}$, or (ii) $\partial_+ K_\text{top}^{\ell(\ell + 1)}$, or (iii) $\partial_\pm K_\text{bot}^{\ell(\ell + 1)}$. That we have a subsequence of curves each of which has a component intersecting both $K_1$ and $K_2$ follows from our definition of “well-situated curve”.

In the case $\ell = k$, we instead use that $\int u^* \alpha = 0$, since $\int u_i^* \omega^k \overset{i \to \infty}{\longrightarrow} 0$, as noted above, and again that $u$ is non-constant with non-empty domain. This time, we are taking $K_1$ and $K_2$ in Lemma 2.2.3 (ii) either as in (i) above, or we take $K_i = K \cap \{ r = r_i \}$ for $i = 1, 2$, where again by the definition of “well-situated”, such $r_1, r_2$ can be chosen so that a subsequence of the $u_i$ intersect both $K_1, K_2$.

It follows that $u$ must be contained in a product of $\mathbb{R}$ with a union of Reeb flow lines in $\Sigma \times (N - \varepsilon, N + 1 + \varepsilon)$. But this is impossible since, by assumption, each $u_k$, and hence $u$, has supremum or infimum $\frac{L_i + L_j}{2}$ in the $\mathbb{R}$ direction, but the boundary of $u$ must lie outside of $K$ by Lemma 2.23 (i).

\begin{lemma}
Let $M, J, g, J_k, g_k, K, u_k$ be as in [Fis11, Theorem 3.1], and let $u$ be the robust $K$-limit of the sequence $u_k$.

1. The domain of $u$ is a compact nodal Riemann surface with boundary, and $u^{-1}(K)$ is disjoint from the boundary.

2. If there exists disjoint compact subsets $K_1, K_2 \subset K$ such that a connected component of each $u_i |_{u_i^{-1}(K)}$ intersects both $K_1$ and $K_2$, then $\int u^* \omega \neq 0$.
\end{lemma}
(iii) Let $\beta_i \in \Omega^2(M)$ be a sequence of 2-forms with $u_i^*\beta_i \geq 0$ for all $i$ and
\[ \int u_i^*\beta_i \xrightarrow{i \to \infty} 0. \] Then, if the $\beta_i$ converge in $C^\infty_{\text{loc}}$ to some $\beta \in \Omega^2(M)$, then
\[ \int u^*\beta = 0. \]

**Proof.** (i) is simply part of the definition of robust $K$-convergence.

(ii) will follow if we can show that some connected component of $u$ still intersects both $K_1$ and $K_2$, since then $u$ is non-constant on that component.

The definition of robust $K$-convergence says that certain restrictions of the $u_k$ to a certain subset $\tilde{K} \subset M$ containing $K$ converge in $C^\infty_{\text{loc}}$, after reparametrization.

That the limit $u$ still intersects both $K_1$ and $K_2$ follows immediately from the $C^0$-convergence (where the restriction to $\tilde{K}$ does no harm, since the restricted maps will still have a connected component intersecting both $K_1$ and $K_2$). Similarly, (iii) follows immediately from $C^1$-convergence. □

### 2.4.2. Three more compactness results.

Having established the previous proposition, we now consider three simpler versions. Together, the four of these correspond to Setups I-IV from [Par19, §1.6] (see also §§3.1.1), but in reverse order.

**Proposition 2.24.** Let $(\hat{W}, \{\omega^\tau\}_{\tau \in [0,1]})$ be a family of symplectic cobordisms from $(V^+, \xi^+, X^+, t^+)$ to $(V^-, \xi^-, X^-, t^-)$, and fix admissible pairs $(\alpha^\pm, J^\pm)$ on $V^\pm$ and a family $\{\hat{J}^\tau\}_{\tau \in [0,1]}$ of admissible almost complex structures on $\hat{W}$.

Also fix some $a > 0$.

Then there exists $T > 0$ such that, for any $\tau \in [0,1]$, any relevant $\hat{J}^\tau$-holomorphic curve in $\hat{W}$ with positive end a Reeb orbit of action $< a$ is contained within $\{t < T\} \subset \hat{W}$.

**Proof.** The proof is the same as for the previous proposition, but simpler, as one only needs to consider three regions $(\hat{W})^0$, $(\hat{W})^0$, and $(\hat{W})^1$ instead of five as in Figure 1.

Also, in this case, we use Lemma 2.19 in place of Lemma 2.20. □

The next two propositions are just special cases of the previous one.

**Proposition 2.25.** Let $(\hat{W}, \hat{\omega})$ be a symplectic cobordisms from $(V^+, \xi^+, X^+, t^+)$ to $(V^-, \xi^-, X^-, t^-)$, and fix admissible pairs $(\alpha^\pm, J^\pm)$ on $V^\pm$ and an admissible almost complex structure $\hat{J}$ on $\hat{W}$.

Also fix some $a > 0$.

Then there exists $T > 0$ such that any relevant $\hat{J}$-holomorphic curve in $\hat{W}$ with positive end of action $< a$ is contained within $\{t < T\} \subset \hat{W}$. □

**Proposition 2.26.** Let $(V, \xi, X, t, \alpha, J)$ be a contact manifold with a convex structure, admissible representing one-form, and admissible almost complex structure. Fix a constant $a > 0$. 


There exists $T > 0$ such that any relevant $\hat{J}$-holomorphic curve in $SV$ with positive end a Reeb orbit of action $< a$ is contained within $\{ t < T \} \subset SV$. \hfill $\square$

2.4.3. **Holomorphic buildings.** As the moduli spaces in [Par19] consist of holomorphic buildings (see op. cit. and [BEHWZ03] for the definition) and not just holomorphic curves, we need to ensure the above results hold for the former as well. However, this follows easily from what we already have:

**Corollary 2.27.** Propositions 2.22-2.26 remain true with “holomorphic curve” replaced by “holomorphic building”.

(We will refer below to the four claims in this corollary (corresponding to Propositions 2.22-2.26, in reverse order!) as Corollary 2.27 (I)-(IV).)

**Proof.** The proof is the same in all four cases. By Stokes’ theorem, each component of a relevant holomorphic building with positive end of action $< a$ will be a relevant holomorphic curve (possibly in $SV^\pm$, $SV^k$, or $\hat{W}^{l(\ell+1)}$) with a positive end of action $< a$. Hence, applying the appropriate instances of Propositions 2.22-2.26 and taking the maximum of all the resulting $T$, we constrain all of the component holomorphic curves, and hence the holomorphic building, to $\{ t < T \}$. \hfill $\square$

2.4.4. **Relative versions.** Finally, we will need the following “relative” version of the last two compactness results (i.e., versions (I) and (II)), in which we only fix the complex structure on a large compact subset.

**Proposition 2.28.** Let $(V, \xi, X, t, \alpha, J)$ be a contact manifold with a convex structure, admissible representing one-form, and admissible almost complex structure. Fix a constant $a > 0$.

There exists $T > 0$ such that, for any admissible almost complex structure $K$ on $\xi$ which agrees with $J$ on $\{ t < T \} \subset V$, any relevant $K$-holomorphic building in $SV$ with positive end of action $< a$ is contained within $\{ t < T \} \subset SV$.

**Proof.** The statement is deduced from the corresponding statement with holomorphic curves instead of buildings in the same way that Corollary 2.27 (I) is deduced from Proposition 2.26.

The proof of the statement with holomorphic curves is proven in the same way as Proposition 2.22. The only difference is, in the proof by contradiction, in addition to considering a sequence $T_i \xrightarrow{i \to \infty} \infty$ one must also consider a sequence of complex structures $K_i$ agreeing with $J$ on $\{ t < T_i \}$, and then consider a sequence $v_i$ of $K_i$-holomorphic curves, rather than $J$-holomorphic curves.

However, the rest of the proof is exactly the same; in particular, all further mention of $J$ refers to its restriction to $\{ t < T \}$, where it is equal to $K_i$, and so the same arguments go through with $K_i$. 
The one exception is the application of Lemma 2.19 to produce a \( \hat{J} \)-compatible symplectic form \( \tilde{\omega} \); here, it must be \( \hat{K}_i \)-compatible for all \( i \). However, inspecting the proof of that lemma, we see that the only way in which the construction of \( \tilde{\omega} \) depends on the given complex structure \( \hat{J} \) is through the sets \( Op(\pm \infty) \) on which it is “cylindrical” (i.e., equal to \( \hat{J}^\pm \)). In the present case, all of the \( \hat{K}_i \) are cylindrical on all of \( SV \), and so the lemma produces a single \( \tilde{\omega} \) which is \( \hat{K}_i \)-compatible for all \( i \).

\[ \square \]

**Proposition 2.29.** Let \((\hat{W},\hat{\omega})\) be a symplectic cobordism from \((V^+,\xi^+,X^+,t^+)\) to \((V^-,\xi^-,X^-,t^-)\), and fix admissible pairs \((\alpha^\pm,J^\pm)\) on \(V^\pm\) and an admissible almost complex structure \(\hat{J}\) on \(\hat{W}\).

Fix constants \(M^\pm \in \mathbb{R}\) and \(a > 0\). Then there exists \(T > 0\) such that all Reeb orbits of \(\alpha^+\) of action \(<a\) are contained in \(\{t^+ < T\} \subset V\), and having the following property.

Fix any representing contact forms \(\tilde{\alpha}^\pm\) and \(\tilde{\alpha}^\pm\)-compatible almost complex structures \(\tilde{J}^\pm\) on \(V^\pm\) which agree with \((\alpha,J)\) and with \(\hat{J}\) on the region \(\{t < T\}\) on which these data are used.

Next, fix an almost complex structure \(\hat{K}\) on \(\hat{W}\) which agrees with \(\hat{J}\) on \(\{t < T\}\) and which is equal to \((j^\pm)^*(\tilde{J}^\pm)\) on \(\{\pm r^\pm \geq M^\pm\}\) (where \(r^\pm\) are the symplectization coordinates coming from \(\tilde{\alpha}^\pm\)). Then any relevant \(\hat{K}\)-holomorphic building in \(SV\) with positive end a Reeb orbit of action \(<a\) is contained within \(\{t < T\}\) of \(\hat{W}\).

**Proof.** The proof is essentially the same as that of Proposition 2.28 (which is a special case).

Here, in addition to the sequence \(T_i \xrightarrow{i \to \infty} \infty\), we must consider a sequence \((\tilde{\alpha}^\pm_i,\tilde{J}^\pm_i)\) of pairs on \(V^\pm\), and a sequence of almost complex structures \(\hat{K}_i\) on \(\hat{W}\), all satisfying the given conditions.

Again, this does not change the rest of the proof (of Proposition 2.25), since the assumption is that the \((\tilde{\alpha}^\pm_i,\tilde{J}^\pm_i)\) and the \(\hat{K}_i\) agree with \((\alpha,J)\) and with \(\hat{J}\) on the region \(\{t < T_i\}\) on which these data are used.

The one exception again is that the argument requires a single symplectic form \(\tilde{\omega}\), whereas applying Lemma 2.19 potentially gives us a different \(\tilde{\omega}_i\) for each \(\hat{K}_i\). This time, we cannot necessarily guarantee that all of the \(\tilde{\omega}_i\) are equal, but we can arrange that they all be equal to some fixed \(\tilde{\omega}\) on \(\{t < T_i\}\), and this is good enough.

Indeed, as in the proof of Proposition 2.28, we recall that the only dependency of the form \(\tilde{\omega}\) constructed in Lemma 2.19 on the given almost complex structure \(\hat{J}\) is through the constants \(N^\pm\) such that \(\hat{J}\) is equal to \(\tilde{J}^\pm\) on \(\pm r^\pm \geq N^\pm\).
Here, we are explicitly assuming that all of the \( K_i \) are equal to \( \hat{J}_i^\pm \) on \( \pm \tilde{r}_\pm \geq M_\pm \). This implies that we can choose the same functions \( R_\pm \) in Lemma 2.19 for all the \( K_i \). But then, on \( \{ t < T_i \} \), where \( \hat{\alpha}^\pm = \alpha^\pm \), the resulting forms \( \tilde{\omega}_i \) will all just be equal to \( d(e^{R_\pm(r_\pm)}\alpha^\pm) \) for \( \pm r_\pm \geq M_\pm \), and equal to \( \tilde{\omega} \) elsewhere on \( \{ t < T_i \} \). \( \square \)

2.5. **Interpolation.** In this section, we prove a technical result allowing us to interpolate, in a certain sense, between any two convex structures.

Let \( (X, t) \) be a convex structure on \( (V, \xi) \).

**Lemma 2.30.** Let \( \alpha \) be an \( (X, t) \)-admissible form. Then for any smooth non-decreasing function \( g : \mathbb{R} \to [1, C] \) such that \( g(t) = 1 \) for \( t \leq T \) (with \( T \) as in Definition 2.1), the contact forms \( \alpha \) and \( g(t) \cdot \alpha \) have the same Reeb orbits.

**Proof.** By condition (v) of Definition 2.1, we know that for any such \( g \), \( g(t) \cdot \alpha \) satisfies conditions (ii)–(iii), whence the result follows from Proposition 2.4. \( \square \)

Now let \( (X^\pm, t^\pm) \) be two convex structures on \( (V, \xi) \).

**Proposition 2.31.** Let \( \alpha^\pm \) be representing forms which are \( (X^\pm, t^\pm) \)-admissible. Then for any \( a, T^+ > 0 \), there exists a form \( \alpha \) representing \( \xi \) with the following properties:

(i) \( \alpha = \alpha^+ \) on \( \{ t^+ < T^+ \} \).

(ii) There exist \( T^- > 0 \) and \( C \geq 1 \) such that \( \alpha \) is equal to \( C\alpha^- \) on \( \{ t^- > T^- \} \).

(iii) The Reeb orbits of \( \alpha \) and \( \alpha^+ \) of action \( a \) are the same.

**Proof.** We may assume without loss of generality that \( T^+ \) is greater than the \( T \) with respect to which \( \alpha^+ \) is \( (X^+, t^+) \)-admissible (see Definition 2.1).

Recall that every contact form representing \( \xi \) is of the form \( G\alpha^+ \) for a positive function \( G \); so we must find an appropriate \( G \).

Of course, we must take \( G = 1 \) on \( \{ t^+ < T^+ \} \) and, no matter our choice of \( T^- \) and \( C \), we will need to take \( G = C\alpha^- \) on \( \{ t^- > T^- \} \). Moreover, we will want to take \( G = C \) on \( \{ T_0 < t < T_1 \} \) for some \( T^+ < T_0 < T_1 < T^- \). (The reader is encouraged to draw a picture.)

Now fix \( T_1 > T_0 > T^+ \), and fix \( T^- > T_1 \) large enough so that \( \{ t^+ < T^+ \} \cap \{ t^- > T^- \} = \emptyset \), and fix a smooth function \( H \) on \( \{ t \geq T_1 \} \) which is equal to 1 on a neighbourhood of \( t = T_1 \) and is equal to \( \frac{\alpha^-}{\alpha^+} \) on \( \{ t^- > T^- \} \).

Next, for any \( C \geq 1 \), define \( G_C \) on \( V \) to be equal to 1 on \( \{ t^+ \leq T^+ \} \), equal to \( C \) on \( \{ T_0 \leq t^+ \leq T_1 \} \), equal to \( C \cdot H \) on \( \{ t \geq T_1 \} \), and equal to an arbitrary smooth monotone function of \( t \) on \( \{ T^+ \leq t^+ \leq T_0 \} \).

Let us now see that, for \( C \) large enough, \( G = G_C \) is as required. Conditions (i) and (ii) are immediate, so let us consider (iii).
By Lemma 2.30, we know that $G_1 \alpha^+$ has the same Reeb orbits as $\alpha^+$ on $\{t^+ \leq T_1\}$. Hence, any Reeb orbit $\gamma$ of $G_1 \alpha^+$ which is not a Reeb orbit of $\alpha^+$ will have to intersect $t^+ > T_1$. Let $a_0$ be the infimal action of the restriction of any such orbit to $\{t^+ \geq T_0\}$. We claim that $a_0 > 0$. Indeed, if $\gamma$ is contained entirely inside $\{t^+ \geq T_0\}$, this follows from the fact that (by Proposition 2.4) all of the Reeb of $\alpha^-$ (and hence $G_\alpha$) are contained in a compact set, and otherwise $\gamma$ must traverse $\{T_0 \leq t^+ \leq T_1\}$, which requires some minimal action.

Similarly, we find that the minimal action of any Reeb orbit of $G_C \alpha$ which is not a Reeb orbit of $\alpha$ must be $\geq C a_0$, so choosing $C > a/a_0$, we are done. \hfill $\Box$

### 3. Defining contact homology

Having introduced admissible forms and complex structures, and having obtained the needed compactness results, we are now ready to introduce contact homology, following the procedure in [Par19].

To do this, we proceed in two steps: first, we show that we can define an invariant of a fixed convex structure, and then we show that these in fact agree for different convex structures.

To explain why this is needed, recall that invariance with respect to different contact forms is obtained via functoriality with respect to symplectic cobordisms. However, on cobordisms between complex structures adapted to different convex structures, we have no way to control the holomorphic curves.

However, when the convex structure is the same at both ends, then we have the required Corollary 2.27, which is why we are able to obtain an invariant of a fixed convex structure.

To mediate between different convex structures, we will make use of the interpolating forms from §2.5. Specifically, given $\alpha^+$ and $\alpha^-$ adapted to different convex structures, we will take $\alpha$ which (i) agrees with $\alpha^-$ at infinity, and (ii) agrees with $\alpha^+$ on a large compact set. By (i), we are allowed to compare the contact homology associated to $\alpha$ and $\alpha^-$, as they are admissible to the same convex structure. But now by (i), using the “relative” compactness results of §2.4.4, we can insure that the contact homology associated to $\alpha$ and $\alpha^+$ agree, if we restrict to Reeb orbits up to a fixed action.

Thus, we obtain a morphism from an action-bounded contact homology associated to $\alpha^+$ to the contact homology associated to $\alpha^-$. By a colimiting procedure, we can then get rid of the action bound. It then remains to see that the morphisms thus obtained are canonical – i.e., independent of the interpolating forms $\alpha^-$ and that they satisfy the required commutativity property needed to obtain a canonical invariant.
3.1. CH for a fixed convex structure. We now define a version of CH for contact manifolds with a fixed convex structure, and which is functorial with respect to cobordisms between manifolds with matching convex structures. This will entail precisely repeating the construction from [Par19, §1.7], and indicating where the necessary changes need to be made.

3.1.1. The Setups. To begin with, let us describe the relevant versions of Setup I-IV as in [Par19, §1.6]:

**Setup I** consists of a contact manifold $V$ equipped with a convex structure $(X,t)$ and an admissible pair $(\alpha,J)$.

**Setup II** consists of an exact symplectic cobordism $(\hat{W},d\hat{\lambda})$ from $(V^+,\xi^+,X^+,t^+)$ to $(V^-,\xi^-,X^-,t^-)$ relative to some $i: \mathcal{O}_{p_{V^+}}(\infty) \to \mathcal{O}_{p_{V^-}}(\infty)$, together with admissible pairs $(\alpha^\pm,J^\pm)$ on $V^\pm$, and an admissible almost complex structure $\hat{J}$ on $\hat{W}$.

**Setup III** consists of a one-parameter family of exact symplectic cobordisms $(\hat{W},\{d\hat{\lambda}\}_\tau)_{\tau\in[0,1]}$ with positive/negative ends $(V^\pm,\xi^\pm,X^\pm,t^\pm)$ (relative to some fixed $i$), together with admissible pairs $(\alpha^\pm,J^\pm)$ on $V^\pm$, and an admissible family of almost complex structures $\hat{J}_\tau$ on $\hat{W}$.

**Setup IV** consists of a one-parameter family of exact symplectic cobordisms $(\hat{W}^{02,\tau},d\hat{\lambda}^{02,\tau})_{\tau\in[0,\infty)}$ from $(V^0,\xi^0,X^0,t^0)$ to $(V^2,\xi^2,X^2,t^2)$ (relative to some fixed $i$), which for sufficiently large $\tau$ agrees with the $\tau$-gluing of a symplectic cobordism $(\hat{W}^{01},d\hat{\lambda}^{01})$ from $V^0$ to some $(V^1,\xi^1,X^1,t^1)$ and a symplectic cobordism $(\hat{W}^{12},d\hat{\lambda}^{12})$ from $V^1$ to $V^2$, together with admissible pairs $(\alpha^k,J^k)$ on $V^k$ ($k=0,1,2$) and admissible almost complex structures $\hat{J}_\ell^{\ell+1}$ ($\ell=0,1$), and an admissible family of almost complex structures $\hat{J}^{02,\tau}$ (agreeing with the one induced from $\hat{J}^{01}$ and $\hat{J}^{02}$ for large $\tau$).

Note that each instance of our Setups is an instance of the corresponding Setup in [Par19] (except that our contact manifolds are not compact) and hence, we obtain the moduli spaces $\overline{M}_I(T), \overline{M}_{II}(T), \overline{M}_{III}(T)$, and $\overline{M}_{IV}(T)$ as in [Par19, §2.3]. Moreover, by Corollary 2.27, each of these moduli spaces is compact.

As this was the only use of the compactness of the contact manifolds considered in [Par19], the main Theorem 1.1 of op. cit. goes through with the present definition of the four setups, giving us the sets $\Theta$ corresponding to any instance of one of these setups, and virtual moduli counts $\overline{M}_\theta^{vir}$ for $\theta \in \Theta$.

3.1.2. Defining the invariant. With this in place, we now consider the constructions (1.23)-(1.27) from [Par19, §1.7]. These go through unchanged to give us the following objects, given the data from Setups I-IV.
Given data as in Setup I, we obtain a supercommutative unital $\mathbb{Q}$-superalgebra

\[ \text{CH}_\bullet(V, \xi; X, t)_{\alpha, J, \theta} \]

for each $\theta \in \Theta_1(V, \alpha, J)$, which we may also denote by $\text{CH}_\bullet(V, \xi)_{\alpha, J, \theta}$. (We also obtain a dg-superalgebra from which the above is obtained by passing to homology, and which we denote using $\text{CC}_\bullet$ instead of $\text{CH}_\bullet$.)

Given data as in Setup II, we obtain a graded $\mathbb{Q}$-algebra map

\[ \Phi(\hat{W}, d\hat{\lambda})^{\hat{J}, \theta}_{\hat{J}, \theta} \rightarrow \text{CH}_\bullet(V^+, \xi^+; X^+, t^+)_{\alpha^+, J^+, \theta^+} \]

for any $\theta \in \Theta_{\hat{W}}(\hat{W}, d\hat{\lambda}, \hat{J})$ mapping to $\theta^\pm \in \Theta_{\hat{W}}(V^\pm, \alpha^\pm, J^\pm)$.

Whenever we have data as in Setup III, we can conclude that the following two maps coincide:

\[ \text{CH}_\bullet(V^+, \xi^+; X^+, t^+)_{\alpha^+, J^+, \theta^+} \rightarrow \text{CH}_\bullet(V^-, \xi^-; X^-, t^-)_{\alpha^-, J^-, \theta^-} \]

By Lemma 2.17, any pair of admissible almost complex structures $(\hat{J}^0, \hat{J}^1)$ on a given exact symplectic cobordism $(\hat{W}, d\hat{\lambda})$ can be extended to an admissible family $\{\hat{J}^\tau\}_{\tau \in [0,1]}$. It follows that the required data for Setup III can always be obtained, and hence that the map (3) is independent of $\hat{J}$ and $\theta$ and can therefore be written as

\[ \text{CH}_\bullet(V^+, \xi^+; X^+, t^+)_{\alpha^+, J^+, \theta^+} \rightarrow \text{CH}_\bullet(V^-, \xi^-; X^-, t^-)_{\alpha^-, J^-, \theta^-} \]

Finally, given data as in Setup IV, we obtain a commutative diagram

\[ \Phi(\hat{W}^{01}, d\hat{\lambda}^{01}) \rightarrow \text{CH}_\bullet(V^1, \xi^1; X^1, t^1)_{\alpha^1, J^1, \theta^1} \]

Now, given any two contact forms $\alpha^+$ and $\alpha^-$ on a contact manifold $(V, \xi)$, we can consider the trivial cobordism $S^V$ from $(V, \alpha^+)$ to $(V, \alpha^-)$. If $\alpha^+$ and $\alpha^-$ are both admissible with respect to the same convex structure $(X, t)$ on $V$, then there exists an admissible almost complex structure on the trivial cobordism by Lemma 2.14. It follows that [Par19, Lemma 1.2] still holds in our context (the proof goes through unchanged), and we conclude that the objects $\text{CH}_\bullet(V, \xi; X, t)_{\alpha, J, \theta}$ are canonically isomorphic for different choices of $(\alpha, J, \theta)$; we thus obtain a well-defined object:

**Definition 3.1.** We define $\text{CH}_\bullet(V, \xi; X, t)$ to be the limit of the diagram consisting of all the $\text{CH}_\bullet(V, \xi; X, t)_{\alpha, J, \theta}$ together with the above canonical isomorphisms.
Remark 3.2. Note that, as in Remarks 2.2 and 2.10, the definition of $\text{CH}_\bullet(V, \xi; X, t)$ only depends on the restriction of $(X, t)$ to $O_{p_V}(\infty)$; i.e., if $(X, t)$ and $(X', t')$ agree on $O_{p_V}(\infty)$, then $\text{CH}_\bullet(V, \xi; X, t)$ and $\text{CH}_\bullet(V, \xi; X', t')$ will be equal.

Remark 3.3. We expect the invariant $\text{CH}_\bullet(V, \xi; X, t)$ to be the same as the sutured contact homology of [CGHH11] (up to the comparison between convex contact manifolds and sutured contact manifolds, described in op. cit., §4.1).

Remark 3.4. Given any deformation class of symplectic cobordisms from $(V^+, \xi^+; X^+, t^+)$ to $(V^-, \xi^-; X^-, t^-)$, we obtain a morphism $\text{CH}_\bullet(V, \xi; X^+, t^+) \to \text{CH}_\bullet(V^-, \xi^-; X^-, t^-)$. Moreover, these are functorial with respect to gluings of cobordisms, and hence we obtain a (symmetric monoidal) functor on a certain symplectic cobordism category, which we will not need or say anything more about.

Remark 3.5. In what follows, we will need to use some details about the actual construction of $\text{CH}_\bullet$ and the induced morphisms $\Phi$, about which we have said nothing so far – most importantly, that the generators of $\text{CC}_\bullet(V, \xi)_{\alpha, J, \theta}$ are in bijection with multisets of “good” Reeb orbits of $\alpha$, and that the differential is defined in terms of certain (virtual!) counts of $\bar{J}$-holomorphic buildings in $SV$. Similarly, the morphism $\Phi(\bar{W}, d\lambda)_{J, \theta}$ is defined using virtual counts of $\bar{J}$-holomorphic buildings in $\bar{W}$. We refer to [Par19, §§1.2-1.5] for the details.

3.1.3. Action bounded version. Next, we define “action-bounded” versions of this invariant. For any fixed $V, \xi, X, t, \alpha$, we can repeat the above construction of $\text{CH}_\bullet(V, \xi)_{\alpha, J, \theta}$ using only Reeb orbits of $\alpha$ with action $\leq a$ to obtain dg-algebras $\text{CC}^{\leq a}_\bullet(V, \xi)_{\alpha, J, \theta}$ and homology algebras $\text{CH}^{\leq a}_\bullet(V, \xi)_{\alpha, J, \theta}$. That this is well-defined is due to the fact that the holomorphic curves defining the differential live in the trivial cobordism $SV$, on which the form $d\alpha$ is defined and positive on holomorphic curves, and hence the differential lowers the action by Stokes’ theorem.

The complexes $\text{CC}^{\leq a}_\bullet(V, \xi)_{\alpha, J, \theta}$ give a filtration of $\text{CC}_\bullet(V, \xi)_{\alpha, J, \theta}$ by subcomplexes, and hence we have (since directed colimits commute with taking homology) that $\text{CH}_\bullet(V, \xi)_{\alpha, J, \theta}$ is the colimit of the $\text{CH}_\bullet^{\leq a}(V, \xi)_{\alpha, J, \theta}$.

Next, suppose we are given two $(X, t)$-admissible pairs $(\alpha^\pm, J^\pm)$. Then by Remark 2.3, the function $\alpha^-/\alpha^+$ is bounded. Fix $a > 0$ and $b \geq \sup(\tfrac{\alpha^-}{\alpha^+})a$. We claim that the morphism $\Phi(\text{SV}, \hat{\omega}) : \text{CH}_\bullet(V, \xi)_{\alpha^+, J^+, \theta^+} \to \text{CH}_\bullet(V, \xi)_{\alpha^-, J^-, \theta^-}$ (for any choice of $\theta^\pm$) restricts to a morphism

$$\text{CH}^{\leq a}_\bullet(V, \xi)_{\alpha^+, J^+, \theta^+} \xrightarrow{\Phi(\text{SV}, \hat{\omega})} \text{CH}^{\leq b}_\bullet(V, \xi)_{\alpha^-, J^-, \theta^-},$$

i.e., given a Reeb orbit $\gamma^+$ of action $< a$, seen as a generator of $\text{CH}^{\leq a}_\bullet(V, \xi)_{\alpha^+, J^+, \theta^+}$, any Reeb orbit appearing in its image under $\Phi(\text{SV}, \hat{\omega})$ must have action $< b$.

Indeed, letting $r_\pm$ be the symplectization coordinates on $SV$ associated to $\alpha^\pm$, if we choose any $M_+ \in \mathbb{R}$ with $e^{M_+ + M_-} = \sup(\tfrac{\alpha^-}{\alpha^+}) + \varepsilon$ (for any $\varepsilon > 0$), the sets $\{r_+ \geq M_+\}$...
and \( \{ r_- \leq -M_- \} \) in \( SV \) will be disjoint (recall that \( e^{r_+ + \alpha^+} = e^{r_- - \alpha^-} \)). We can thus choose the \( \hat{J} \) defining \( \Phi(SV, \hat{\omega}) = \Phi(SV, \hat{\omega})_{\hat{J}, \hat{\theta}} \) (as in Lemma 2.14) to be equal to \( \hat{J}^\pm \) on \( \{ \pm r_\pm \geq M_\pm \} \). It then follows that we can choose an exact \( \hat{J} \)-compatible form \( \hat{\omega} \) as in Lemma 2.19 equal to \( d(e^{M_+} + \alpha^+ + \epsilon) \) on \( \mathcal{O}_{SV}(\pm \infty) \), and hence by applying Stokes’ theorem, we have (writing \( \mathcal{A} \) for the action functional) that \( e^{M_+} \mathcal{A}(\gamma^+) > e^{M_-} \mathcal{A}(\gamma^-) \) for any Reeb orbits \( \gamma^\pm \) of \( \alpha^\pm \) such that there is a \( \hat{J} \)-holomorphic building in \( SV \) with a single positive puncture limiting to \( \gamma^+ \), and with one of its negative punctures limiting to \( \gamma^- \).

Similarly, given two such choices of \( \hat{J} \), we can choose an interpolating family \( (\hat{J}^\tau)_{\tau \in [0,1]} \) (as in Lemma 2.17) so that each \( \hat{J}^\tau \) has the same property, and hence the chain homotopy giving the equality in (4) will again land in \( \text{CC}_{\bullet}^c(V, \xi^a, J^+, \theta^+, \alpha^+, J^-) \), so that \( \Phi(SV, \hat{\omega}) \) does not depend on \( \hat{J} \).

For the same reason, we have that the action-bounded version of the triangle (5) commutes.

3.1.4. Comparing \( \text{CH}^{<a} \) with different data. Recall that in §2.5, we consider pairs of contact forms which agree on a large set containing all of their orbits of action \( < a \). We now want to show that for such forms, their action-bounded contact homology agrees.

Hence, consider two convex structures \( (X^\pm, t^\pm) \) on \( (V, \xi) \) and admissible pairs \( (\alpha^\pm, J^\pm) \) with respect to these. Now fix some \( a > 0 \) and some \( T > 0 \), and suppose that \( \{ t^+ < T \} \subset V \) contains all the Reeb orbits of \( \alpha^\pm \) of action \( < a \), and that \( (\alpha^+, J^+) \) and \( (\alpha^-, J^-) \) agree on \( \{ t^+ < T \} \).

The two algebras \( \text{CC}_{\bullet}^{<a}(V, \xi)_{\alpha^+, J^+} \) and \( \text{CC}_{\bullet}^{<a}(V, \xi)_{\alpha^-, J^-} \) (recall that it is only the differential that depends on \( J, \theta \)) are then tautologically isomorphic, as they are generated by the same Reeb orbits; in fact, they are practically identical (except possibly for some set-theoretic implementation details) and we correspondingly write \( \text{id}: \text{CC}_{\bullet}^{<a}(V, \xi)_{\alpha^+, J^+} \rightarrow \text{CC}_{\bullet}^{<a}(V, \xi)_{\alpha^-, J^-} \) for this isomorphism, and for the induced isomorphism \( \text{id}: \text{CH}_{\bullet}^{<a}(V, \xi)_{\alpha^+, J^+} \rightarrow \text{CH}_{\bullet}^{<a}(V, \xi)_{\alpha^-, J^-} \).

Now, given complex structures \( J^\pm \), we would like to conclude that the resulting differentials also agree, assuming – as in the conclusion of Proposition 2.28 – that \( J^\pm \) agree on a large enough set so that all of the \( \hat{J}^\pm \)- and \( \hat{J}^- \)-holomorphic curves used in defining the differential agree.

\(^6\)Here, we are using that the coefficients appearing in the homomorphism \( \Phi(SV, \hat{\omega}) \) are “counts” of holomorphic buildings connecting the given Reeb orbits; although in this case these are virtual counts, it is still the case that if a certain coefficient is non-zero, then there must be at least one such holomorphic building; see [Par19, Theorem 1.1 (iv)]. Similar comments apply to the definition of \( \text{CH}_{\bullet}^{<a} \) above.
We do indeed have such a result, though it is complicated somewhat by the “virtual methods” needed to define the moduli counts.

Recall the sets $\Theta$ introduced in §3.1.1.

**Proposition 3.6.** Fix $a > 0$. Let $(\alpha^\pm, J^\pm)$ be $(X^\pm, t^\pm)$-admissible pairs on $(V, \xi)$, and suppose that they agree on some open set $U \subset V$ which contains all of the Reeb orbits of action $< a$ of $\alpha^\pm$, and such that all relevant $\hat{J}^\pm$-holomorphic buildings in $SV$ with positive end of action $< a$ are contained in $SU \subset SV$.

Then for each $\theta^+ \in \Theta_1(V, \alpha^+, J^+)$, there exists $\theta^- \in \Theta_1(V, \alpha^-, J^-)$ such that the map $\text{id}: \text{CC}_{\leq a}^*(V, \xi)_{\alpha^+, J^+, \theta^+} \to \text{CC}_{\leq a}^*(V, \xi)_{\alpha^-, J^-, \theta^-}$ defined above is an isomorphism of complexes – i.e., preserves the differential.

**Proof.** The differentials on each side are given in terms of certain virtual moduli counts $\#M_{\theta^+}^\text{vir}$ and $\#M_{\theta^-}^\text{vir}$ (see [Par19, §1]). Hence, we just need to show that, given $\theta^+$, we can produce $\theta^-$ for which these moduli counts are equal for all the moduli spaces of holomorphic curves connecting the Reeb orbits of action $< a$. This follows readily from the proof in [Par19, Proposition 4.34] that the sets $\Theta_1$ are non-empty. In order to explain this, we need to recall some of the set-up from there.

There is a category $S_1 = S(V, \alpha)$ (with some extra structure), the objects of which are certain decorated trees $T$ indexing the different relevant moduli spaces of holomorphic buildings in $SV$. There is a notion of module over $S_1$ and of morphism of such modules, and the elements of the set $\Theta_1(V, \alpha, J)$ are morphisms of certain $S_1$-modules associated to the data $(V, \alpha, J)$. Constructing such a morphism involves associating a certain datum to each $T \in S_1$, and the proof in loc. cit. that there exists a $\theta \in \Theta_1$ carries out this construction by an induction on $T$.

Now, the virtual moduli counts $\#M_{\theta^+}^\text{vir}$ defined by $\theta$ are such that the count for the moduli space $\overline{M}(T)$ indexed by $T$ is determined by the datum associated to $T$ by $\theta$. In particular, the moduli counts needed to construct $\text{CH}_{\leq a}$ are determined by the data associated to those trees $T \in S_1$ that are decorated by Reeb orbits of action $< a$ (let us call such $T$ $a$-bounded). Now there are three facts about such $T$ which will imply the desired conclusion. Let us write $S_1^\pm$ for $S(V, \alpha^\pm)$.

The first fact is that the $S_1^+$ and $S_1^-$ have the same $a$-bounded objects (since $\alpha^+$ and $\alpha^-$ have the same Reeb orbits of action $< a$).

The second fact is that the values of the relevant $S_1^+$- and $S_1^-$-modules on the $a$-bounded objects are the same. Briefly, the values of these modules at $T$ are given in terms of the so-called implicit atlases associated to $T$ and to the objects $T'$ over $T$ (i.e., admitting a morphism $T' \to T$). Now, when $T$ is $a$-bounded, so is $T'$ (this is a consequence of Stokes’ theorem applied to $d\alpha^\pm$), and the implicit atlases associated to $a$-bounded $T$ will be the same for $(V, \alpha^+, J^+)$ and $(V, \alpha^-, J^-)$: the implicit atlas is specified by a set of “thickening data” which only depends on $(V, \xi)$,
and by “thickened moduli spaces”, which are moduli spaces of genus 0 holomorphic buildings connecting the Reeb orbits decorating \( T \), and hence for \( a \)-bounded \( T \), will be the same for \((\alpha^+, J^+)\) and \((\alpha^-, J^-)\) by our assumption on \( J^\pm \).

The upshot of the first two facts is that it makes sense to talk about a \( \theta^+ \in \Theta_I(V, \alpha^+, J^+) \) and \( \theta^- \in \Theta_I(V, \alpha^-, J^-) \) associating the same data to those \( T \) relevant for the definition of \( \text{CH}^a_\bullet(V, \xi)_{\alpha^+, J^+, \theta^+} \) and \( \text{CH}^a_\bullet(V, \xi)_{\alpha^-, J^-, \theta^-} \) and if this is done, the resulting virtual moduli counts will be the same, and hence the differentials will agree.

The third fact is that the set of \( a \)-bounded objects is initial in the partial order with respect to which the induction in loc. cit. is performed (this follows directly from the definition of the partial order, and from the application of Stokes’ theorem mentioned above).

Hence, given \( \theta^+ \in \Theta_I(V, \alpha^+, J^+) \), we can simply define \( \theta^- \in \Theta_I(V, \alpha^-, J^-) \) to be equal to \( \theta^+ \) on the \( a \)-bounded objects, and then proceed with the induction from there as in loc. cit.

Now, continuing in the above situation, suppose we have a second pair of \((X^\pm, t^\pm)\)-admissible pairs \((\tilde{\alpha}^\pm, \tilde{J}^\pm)\) satisfying the same hypotheses (say, with respect to the same \( U \subset V \)), and choose \( \tilde{\theta}^\pm \in \Theta_I(V, \alpha^\pm, J^\pm) \) and \( \tilde{\theta}^\pm \in \Theta_I(V, \tilde{\alpha}^\pm, \tilde{J}^\pm) \) so that the two corresponding morphisms \( \text{id} \) are isomorphisms of complexes.

We now similarly want to show that, under appropriate conditions, the morphisms \( \Phi(SV, \hat{\omega}) \): \( \text{CH}^a_\bullet(V, \xi)_{\alpha^+, J^+, \theta^+} \rightarrow \text{CH}^b_\bullet(V, \xi)_{\tilde{\alpha}^+, \tilde{J}^+, \hat{\theta}^+} \) and \( \Phi(SV, \hat{\omega}) \): \( \text{CH}^a_\bullet(V, \xi)_{\alpha^-, J^-, \theta^-} \rightarrow \text{CH}^b_\bullet(V, \xi)_{\tilde{\alpha}^-, \tilde{J}^-, \hat{\theta}^-} \) of §3.1.3 agree (with respect to the identifications \( \text{id} \) on both sides). We have:

**Proposition 3.7.** Fix \( a > 0 \). Let \((X^\pm, t^\pm)\) be convex structures on \((V, \xi)\). Let \((\alpha^+, J^+)\) and \((\tilde{\alpha}^+, \tilde{J}^+)\) be \((X^+, t^+)\)-admissible pairs, and let \((\alpha^-, J^-)\) and \((\tilde{\alpha}^-, \tilde{J}^-)\) be \((X^-, t^-)\)-admissible pairs, and suppose that there is some open \( U \subset V \) such that \((\alpha^+, J^+)\) and \((\tilde{\alpha}^+, \tilde{J}^+)\) each satisfy the hypotheses of Proposition 3.6 with respect to \( U \) and \( a \), and with respect to \( U \) and some \( b \geq \max(\sup(\tilde{\alpha}^+), \sup(\tilde{\alpha}^-)) \) a, respectively. Fix \( \theta^\pm \) and \( \hat{\theta}^\pm \) so that the instances of \( \text{id} \) in the diagram below are isomorphisms of complexes.

Next, let \( \hat{J} \) be an almost complex structure on \( SV \) admissible with respect to \((\alpha^+, J^+)\) and \((\tilde{\alpha}^+, \tilde{J}^+)\), and \( \hat{J}' \) an almost complex structure on \( SV \) admissible with respect to \((\alpha^-, J^-)\) and \((\tilde{\alpha}^-, \tilde{J}^-)\).

Suppose that \( \hat{J} \) and \( \hat{J}' \) are equal on \( SU \subset SV \), and that all of the relevant \( \hat{J} \)-holomorphic and \( \hat{J}' \)-holomorphic buildings in \( SV \) with positive end of action \( < a \) are contained in \( SU \).

Then for each \( \hat{\theta} \in \Theta_{II}(SV, \hat{\lambda}, \hat{J})_{(\theta^+, \theta^-)} \), there exists \( \hat{\theta}' \in \Theta_{II}(SV, \hat{\lambda}, \hat{J}')_{(\hat{\theta}^+, \hat{\theta}^-)} \) (here, the subscripts indicate that we are restricting to the fibers over the given elements.
under the maps $\Theta_\Pi \to \Theta_+^I \times \Theta_-^I$ such that the following square commutes:

\[
\begin{array}{ccc}
CC^\prec(a)(V, \xi)_{\alpha^+, J^+, \theta^+} & \longrightarrow & CC^\prec(a)(V, \xi)_{\alpha^-, J^-, \theta^-} \\
\Phi(SV, \hat{\omega})_{J^+, \hat{\theta}^+} & \downarrow & \Phi(SV, \hat{\omega})_{J^-, \hat{\theta}^-} \\
CC^\prec(b)(V, \xi)_{\tilde{\alpha}^+, \tilde{J}^+, \tilde{\theta}^+} & \longrightarrow & CC^\prec(b)(V, \xi)_{\tilde{\alpha}^-, \tilde{J}^-, \tilde{\theta}^-}
\end{array}
\]

**Proof.** This is proven in exactly the same way as Proposition 3.6.

Again, the elements of the sets $\Theta_\Pi$ consist of certain morphisms of $S_\Pi$-modules, which assign a certain datum to each decorated tree $T$. Again, we are only concerned with the "$a$-bounded" objects $T$, which now means those trees such that the "incoming" edge is decorated with a Reeb orbit of action $< a$. Again, we have that the subcategories of $S_\Pi(SV, \alpha^\pm, \hat{\lambda})$ and $S_\Pi(SV, \tilde{\alpha}^\pm, \hat{\lambda})$ on such $T$ agree, as do the values of the relevant $S_\Pi$-modules on these subcategories.

And again, we have that these $T$ are initial with respect to the relevant partial order, so we can simply define $\hat{\theta}'$ to be equal to $\hat{\theta}$ on the $a$-bounded objects, and then continue the induction as in the proof of [Par19, Proposition 4.34]. □

### 3.2. CH for convex manifolds.

Finally, we explain how to compare the invariants $\text{CH}_\bullet(V, \xi; X, t)$ for different convex structures $(X, t)$, and hence obtain an invariant of $(V, \xi)$ alone.

Our first task is, given convex structures $(X^\pm, t^\pm)$, admissible pairs $(\alpha^\pm, J^\pm)$, and $\theta^\pm \in \Theta_I(V, \alpha^\pm, J^\pm)$, to define a morphism

\[
\Phi: \text{CH}_\bullet(V, \xi; X^+, t^+)(\alpha^+, J^+, \theta^+) \to \text{CH}_\bullet(V, \xi; X^-, t^-)(\alpha^-, J^-, \theta^-).
\]

In the following discussion, $V$ and $\xi$ will always be fixed, and for conciseness, we will just write $\{\alpha, J, \theta\}$ and $\{\alpha, J, \theta\}^{<a}$ in place of $\text{CH}_\bullet(V, \xi)_{\alpha, J, \theta}$ and $\text{CH}^{<a}(V, \xi)_{\alpha, J, \theta}$, respectively.

To define the morphism (6), we will first define morphisms

\[
\Phi_a: \{\alpha^+, J^+, \theta^+\}^{<a} \to \{\alpha^-, J^-, \theta^-\}
\]

and then show that these induce a map out of the colimit $\{\alpha^+, J^+, \theta^+\}$ of the $\{\alpha^+, J^+, \theta^+\}^{<a}$.

**Definition 3.8.** A pair $(\alpha_a, J_a)$ consisting of a representing contact structure $\alpha_a$ and a $d\alpha_a$-compatible almost complex structure is $a$-good with respect to $\alpha^+, J^+, t^+, X^+, X^-, t^-$ (or just $a$-good) if there exists a $T > 0$ such that:

(i) $(\alpha_a, J_a)$ is $(X^-, t^-)$-compatible and agrees with $(\alpha^+, J^+)$ on $\{t^+ < T\}$

(ii) $\alpha$ and $\alpha_a$ have the same Reeb orbits of action $< a$

(iii) $T$ is large enough so as to satisfy the conclusion of Proposition 2.28 (where we take $(X^+, t^+, \alpha^+, J^+)$ for the $(X, t, \alpha, J)$. 


(iv) \( T \) is large enough so as to satisfy the conclusion of Proposition 2.29 (where we take \( \hat{W} = SV \), and take \( M_\pm = 0 \)).

(v) \( T \) is large enough so that \( \alpha^+ \) is \( (X^+, t^+) \)-admissible with respect to \( T \) (see Definition 2.1).

**Remark 3.9.**

(i) It follows from Proposition 2.31 that there exist \( a \)-good triples.

(ii) Any \( b \)-good triple is \( a \)-good for any \( a < b \).

(iii) If \( (\alpha_a, J_a) \) is an \( a \)-good pair, then (by properties (i)-(iii)) the hypotheses of Proposition 3.6 are satisfied, and hence there exists a \( \theta_a \) such that the map \( \text{id}: \{\alpha^+, J^+, \theta^+\}^{<a} \rightarrow \{\alpha_a, J_a, \theta_a\}^{<a} \) is an isomorphism of dg-algebras. Let us then call \( (\alpha_a, J_a, \theta_a) \) an \( a \)-good triple.

Now, to define \( \Phi_a \), we choose any \( a \)-good triple \( (\alpha_a, J_a, \theta_a) \), and we then take \( \Phi_a \) to be the composite

\[
\{\alpha^+, J^+, \theta^+\}^{<a} \xrightarrow{\text{id}} \{\alpha_a, J_a, \theta_a\}^{<a} \xrightarrow{\Phi(SV, \hat{\omega})} \{\alpha^-, J^-, \theta^-\}.
\]

Here, the second morphism is defined since \( (\alpha_a, J_a) \) and \( (\alpha^-, J^-) \) are both \( (X^-, t^-) \)-admissible.

Next, we must show that this morphism is independent of the chosen triple \( (\alpha_a, J_a, \theta_a) \). That is, given a second such triple \( (\alpha'_a, J'_a, \theta'_a) \), we must show that the outside of the following diagram commutes (ignore the central vertical morphism for now).

\[
\begin{array}{ccc}
\{\alpha^+, J^+, \theta^+\}^{<a} & \xrightarrow{\Phi(SV, \hat{\omega})} & \{\alpha^-, J^-, \theta^-\} \\
\text{id} & & \text{id} \\
\{\alpha'_a, J'_a, \theta'_a\}^{<a} & \xrightarrow{\Phi(SV, \hat{\omega})} & \{\alpha'_a, J'_a, \theta'_a\}^{<a}
\end{array}
\]

**Lemma 3.10.** For any two \( a \)-good pairs \( (\alpha_a, J_a) \) and \( (\alpha'_a, J'_a) \), there is a third \( (\alpha''_a, J''_a) \) such that \( \alpha''_a \geq \alpha_a, \alpha'_a \).

**Proof.** To construct \( \alpha''_a \), we repeat the construction from the proof of Proposition 2.31. Referring to the notation there, we can take \( T^+ \) to be a \( T \) as in the definition of \( a \)-good. Then, by choosing \( C \) large enough, we can ensure that \( \alpha''_a = GC \alpha \) is greater than \( \alpha_a \) and \( \alpha'_a \) on \( \{t^+ \geq T_0\} \) (since \( \frac{\alpha}{\alpha_a} \) and \( \frac{\alpha'}{\alpha_a} \) are bounded by Remark 2.3).

Now, \( GC \alpha''_a \) is equal to \( \alpha = \alpha_a = \alpha'_a \) on \( \{t^+ \leq T^+\} \) and, finally, we can ensure that it is greater than \( \alpha_a \) and \( \alpha'_a \) on \( \{T^+ \leq t^+ \leq T_0\} \) by choosing \( H(t^+) \) (again in the notation from the proof of Proposition 2.31) to be greater than \( \frac{\alpha}{\alpha_a} \) and \( \frac{\alpha'}{\alpha_a} \). \( \square \)
Because of this lemma, it suffices to show that (7) commutes when \( \alpha_a \geq \alpha'_a \).
Now consider the vertical morphism in the diagram. This is defined since \((\alpha_a, J_a)\) and \((\alpha'_a, J'_a)\) are both \((X^-, t^-)\)-admissible, and it indeed lands in the filtered piece \{\(\alpha'_a, J'_a, \alpha'_a\)\} \(< a\), as indicated, since \(\alpha_a \geq \alpha'_a\) (see §3.1.3).

Now, it is obvious that the left triangle commutes if we take the vertical arrow to be \(\text{id}\). Hence, it suffices to show that \(\text{id} = \Phi(SV, \hat{\omega})\) (at least on homology).

We now claim that the following square commutes, which we will justify in a moment.

\[
\begin{array}{ccc}
\{\alpha^+, J^+, \theta^+\}^{<a} & \to & \{\alpha_a, J_a, \theta_a\}^{<a} \\
\Phi(SV, \hat{\omega}) & & \Phi(SV, \hat{\omega}) \\
\{\alpha^+, J^+, \theta^+\}^{<a} & \to & \{\alpha'_a, J'_a, \theta'_a\}^{<a}
\end{array}
\]

Hence, it suffices that the left morphism is the same (on homology) as \(\text{id}\). But, as in §3.1, the proof of [Par19, Lemma 1.2] goes through in the present (action-bounded) situation and shows that \(\Phi(SV, \hat{\omega})\) is an isomorphism, whence it follows from the commutativity of (5) from §3.1 that \(\Phi(SV, \hat{\omega}) \circ \Phi(SV, \hat{\omega}) = \Phi(SV, \hat{\omega})\) and hence that it is equal to the identity.

Now let us see why the above square commutes.

We will apply Proposition 3.7, where we take the \((\alpha^+, J^+, \theta^+)\) and \((\tilde{\alpha}^+, \tilde{J}^+, \tilde{\theta}^+)\) in that proposition to be the present \((\alpha^+, J^+, \theta^+)\), we take \(\tilde{J}\) to be \(\tilde{J}^+\), we take \((\alpha^-, J^-, \theta^-)\) to be \((\alpha_a, J_a, \theta_a)\), and we take \((\tilde{\alpha}^-, \tilde{J}^-, \tilde{\theta}^-) = (\alpha'_a, J'_a, \theta'_a)\).

If we can show that the hypotheses of the proposition are fulfilled for some \(\tilde{J}'\), then this will imply our claim. Now fix \(T > 0\) as in the definition of \(a\)-good, and choose any \(\tilde{J}'\) which agrees with \(\tilde{J}^+\) on \(\{t^+ < T\}\) and which is equal to \(\tilde{J}^\pm\) on \(\{\pm r^\pm \geq 0\}\), where \(r^\pm\) are the symplectization coordinates of \(\alpha_a\) and \(\alpha'_a\) (the second condition is possible to fulfill since \(\alpha_a \geq \alpha'_a\), and it is compatible with the first condition by condition (i) in the definition of \(a\)-good).

This implies, using condition (iv) in the definition of \(a\)-good, that \(\tilde{J}'\) satisfies the condition on \(\tilde{K}\) in Proposition 2.29 (applied with \(\tilde{W} = SV\), with the present \((\alpha^\pm, J^\pm)\), with \(M^\pm = 0\)). This in turn implies that the hypotheses of Proposition 3.7 are fulfilled, as desired.

This concludes the proof that the above square commutes, and hence that the triangle on the right of (8) commutes.

Thus, we have defined a canonical morphism \(\Phi_a: \{\alpha^+, J^+, \theta^+\}^a \to \{\alpha^-, J^-, \theta^-\}\). Next, to see that these induce a morphism \(\Phi: \{\alpha^+, J^+, \theta^+\} \to \{\alpha^-, J^-, \theta^-\}\), we must
show for each \( a < b \) that the triangle

\[
\begin{array}{ccc}
\{\alpha^+, J^+, \theta^+\}^a & \xrightarrow{\Phi_a} & \{\alpha^-, J^-, \theta^-\} \\
\downarrow & & \downarrow \\
\{\alpha^+, J^+, \theta^+\}^b & \xrightarrow{\Phi_b} & \{\alpha^-, J^-, \theta^-\}
\end{array}
\]

commutes. However, noting that any \( b \)-good triple is also \( a \)-good, this amounts to showing that the outside of the following diagram commutes.

\[
\begin{array}{ccc}
\{\alpha^+, J^+, \theta^+\}^a & \xrightarrow{\text{id}} & \{\alpha_b, J_b, \theta_b\}^a \\
\downarrow & & \downarrow \\
\{\alpha^+, J^+, \theta^+\}^b & \xrightarrow{\text{id}} & \{\alpha_b, J_b, \theta_b\}^b \\
\downarrow & & \downarrow \\
\{\alpha^-, J^-, \theta^-\} & & \{\alpha^-, J^-, \theta^-\} \\
\downarrow & & \downarrow \\
\Phi(SV, \omega) & & \Phi(SV, \omega)
\end{array}
\]

However, the commutativity of both the square and the triangle are trivial.

Hence, we now have a canonical morphism \( \{\alpha^+, J^+, \theta^+\} \rightarrow \{\alpha^-, J^-, \theta^-\} \).

Finally, to obtain an invariant only depending on \( V \), we must show, given \((\alpha^k, J^k, \theta^k)\) for \( k = 0, 1, 2 \), that the triangle on the right of

\[
\begin{array}{ccc}
\{\alpha^0, J^0, \theta^0\}^a & \xrightarrow{\Phi_a} & \{\alpha^0, J^0, \theta^0\} \\
\downarrow & & \downarrow \\
\{\alpha^1, J^1, \theta^1\}^b & \xrightarrow{\Phi_b} & \{\alpha^1, J^1, \theta^1\} \\
\downarrow & & \downarrow \\
\{\alpha^2, J^2, \theta^2\}^c & \xrightarrow{\Phi_c} & \{\alpha^2, J^2, \theta^2\}
\end{array}
\]

(8)

commutes. By abstract nonsense (using that \( \Phi \) is defined as the induced map out of a colimit), it suffices to show that the triangle on the left commutes, i.e., that the outside of the following diagram commutes (where \( b \) and \( c \) are chosen large enough so that the images of \( \Phi_a \) and \( \Phi_b \) are contained in the corresponding filtered pieces,
as shown).

\[
\begin{array}{ccc}
\{\alpha^0, J^0, \theta^0\} & \xrightarrow{id} & \{\alpha^{02}, J^{02}, \theta^{02}\} \\
\{\alpha^{01}, J^{01}, \theta^{01}\} & \xrightarrow{\Phi(S\hat{V}, \hat{\omega})} & \{\alpha^{12}, J^{12}, \theta^{12}\} \\
\{\alpha^1, J^1, \theta^1\} & \xrightarrow{id} & \{\alpha^2, J^2, \theta^2\}
\end{array}
\]

Here, each \(\{\alpha^{ij}, J^{ij}, \theta^{ij}\}\) is an \(a\)-good triple, and \(\{\alpha_b^{12}, J_b^{12}, \theta_b^{12}\}\) is a \(b\)-good triple. The triangle on the left commutes trivially and the triangle on the right is (5) from §3.1.2. It remains to consider the square, for which we use our freedom in choosing the \((\alpha_a^{ij}, J_a^{ij})\) and the complex structures \(\hat{J}\) and \(\hat{J}'\) used to define (respectively) the lower-left and upper-right morphisms \(\Phi(S\hat{V}, \hat{\omega}) = \Phi(S\hat{V}, \hat{\omega})_{j, \hat{\theta}}\) and \(\Phi(S\hat{V}, \hat{\omega}) = \Phi(S\hat{V}, \hat{\omega})_{j', \hat{\theta}'}\).

We will carefully make these choices in a certain order, and will be choosing various positive constants \(0 < T_0 < T_1 < \ldots < T_4\) along the way (see Figure 4).

We first choose any \(a\)-good pair \((\alpha_a^{01}, J_a^{01})\). Hence, there are \(T_1 > T_0 > 0\) such that \((\alpha_a^{01}, J_a^{01})\) is equal to \((\alpha^0, J^0)\) for \(\{t^+ < T_0\}\) and equal to \((\alpha^1, J^1)\) for \(\{t^+ > T_1\}\).

Next, choose \(T_2 > T_1\) and take \(\hat{J}\) to be an admissible (with respect to \(J_a^{01}\) and \(J^1\)) almost complex structure on \(SV\) which is equal to \(\hat{J}_1\) on \(\{t^+ > T_2\}\).

Now fix some \(M_\pm \in \mathbb{R}\) such that \(\hat{J}\) is equal, respectively, to \(\hat{J}_a^{01}\) and \(\hat{J}_1\) on \(\{r_+ \geq M_+\}\) and \(\{r_- \leq -M_-\}\) (where \(r_\pm\) are the symplectization coordinates induced by \(\alpha_a^{01}\) and \(\alpha^1\)), and let \(T_3 > T_2\) be a \(T\) as in Proposition 2.29, applied with \(\hat{W} = SV\) and with the present \(\hat{J}\).

Next, we can choose \((\alpha_a^{12}, J_a^{12})\) so that it agrees with \((\alpha^1, J^1)\) on \(\{t^+ < T_3\}\) for some \(T_4 > T_3\).

Note that \((\alpha_a^{01}, J_a^{01})\) and \((\alpha_a^{12}, J_a^{12})\) are both equal to \((\alpha^1, J^1)\) on \(\{T_1 < t^+ < T_4\}\). Hence, since \(T_1 < T_3 < T_4\), we can define \((\alpha_a^{02}, J_a^{02})\) to be equal to \((\alpha_a^{01}, J_a^{01})\) on \(\{t^+ \leq T_3\}\) and to \((\alpha_a^{12}, J_a^{12})\) on \(\{t^+ > T_3\}\). It follows that \((\alpha_a^{02}, J_a^{02})\) is \(a\)-good, assuming that we chose \(T_3\) large enough (which we were free to do).

Finally, for the same reason, we can define \(\hat{J}'\) to be equal to \(\hat{J}\) on \(\{t^+ \leq T_3\}\) and to \(\hat{J}_{12}\) on \(\{t^+ > T_3\}\), and it is then easy to see that it is admissible with respect to \(J_a^{02}\) and \(J_b^{12}\), and specifically that it is equal, respectively, to \(\hat{J}_a^{02}\) and \(\hat{J}_b^{12}\) on \(\{\hat{r}^+ \geq M^+\}\) and \(\{\hat{r}^- \leq -M^-\}\) (where \(\hat{r}^\pm\) are the symplectization coordinates induced by \(\alpha_a^{02}\) and \(\alpha_b^{12}\)).

It then follows that \(\hat{J}'\) satisfies the hypotheses on \(\hat{K}\) in Proposition 2.29 (applied with the present \(J\) and with \(T = T_3\)) and hence that the hypotheses of Proposition 3.7
Figure 4. The meanings and relative locations of the $T_i$ (applied to the present $\hat{J}$ and $\hat{J}'$) are satisfied, and hence that the square in question commutes.

This establishes the commutativity of the triangle on the right of (8), and we thus obtain a commuting diagram consisting of all the $\text{CH}_\bullet(V, \xi; X, t, \alpha, J, \theta)$ and the canonical isomorphisms between them.

**Definition 3.11.** We define $\text{CH}_\bullet(V, \xi)$ to be the limit of the diagram consisting of all the $\text{CH}_\bullet(V, \xi; X, t, \alpha, J, \theta)$ together with the above canonical isomorphisms.

**Remark 3.12.** Note that, when $(X^+, t^+) = (X^-, t^-)$, then the morphism $\text{CH}_\bullet(V, \xi; X^+, t^+) \to \text{CH}_\bullet(V, \xi; X^-, t^-)$ defined above is the same as the one defined in §3.1.2; hence, we have that $\text{CH}_\bullet(V, \xi; X, t) \cong \text{CH}_\bullet(V, \xi)$.

4. Exotic contact structures

We now apply our invariant to the prove the existence of exotic contact structures on $\mathbb{R}^{2n-1}$ for all $n > 2$; we will show that the standard contact structure on $\mathbb{R}^{2n-1}$ has trivial contact homology, and then produce other contact structures for which this is not the case.

The argument will be slightly different for $n$ odd and $n$ even – i.e., for $2n-1$ of the form $4m+1$ and $4m+3$, respectively.

In both cases, we will begin with a contact structure on a “Brieskorn manifold” $M$ and then puncture $M$ to obtain the desired contact structure. In the $4m+1$ case, the contact structure on $M$ was already introduced in [Ust99b]. The $4m+3$ case was not considered in *op. cit.*, but we show that the arguments there can be modified to produce a suitable contact form in this case as well. We note that in this
case, the Brieskorn manifold in question is actually a (smoothly) exotic sphere, but that suffices for our purposes, since after puncturing, we still obtain a (smoothly) standard $\mathbb{R}^{4m+3}$ (on which there are no exotic smooth structures).

In both cases, after puncturing (or, more precisely, performing a contact connected sum with $\mathbb{R}^{2n-1}_{\text{std}}$), we obtain a contact structure on $\mathbb{R}^{2n-1}$. A little bit of careful bookkeeping will then allow us to show that the contact homology of this contact structure is nontrivial.

Finally, by repeating the argument with $M$ replaced by a connected sum of several copies of $M$, we will produce infinitely many contact structures on $\mathbb{R}^{2n-1}$ with pairwise distinct contact homology.

4.1. Computation for standard $\mathbb{R}^{2n-1}$. We now would like to show that for all $n > 1$, $\text{CH}_{\bullet}(\mathbb{R}^{2n-1}, \xi_{\text{std}})$ is trivial (i.e., isomorphic to $\mathbb{Q}$).

If the standard contact form $\alpha_{\text{std}} = dz + \sum_{i=1}^{n-1} x_i dy_i - y_i dx_i$ were admissible, this would be immediate, as this form has no Reeb orbits at all. Hence, our task is to find an admissible form which still has no Reeb orbits.

First, let us see that $\mathbb{R}^{2n-1}_{\text{std}}$ admits a convex structure. We let $X$ be the complete vector field $2z \partial_z + \sum_{i=1}^{n-1} x_i \partial x_i + y_i \partial y_i$ and we let $t$ be the unique function which is equal to 1 on the unit sphere and satisfies $X \cdot dt = 1$ outside the origin.

We now compute:

$$\mathcal{L}_X \alpha_{\text{std}} = X \cdot d\alpha_{\text{std}} + d(X \cdot \alpha_{\text{std}}) =$$

$$= 2 \left( \sum_{i=1}^{n-1} x_i dy_i - y_i dx_i \right) + d \left( 2z + \sum_{i=1}^{n-1} x_i y_i - y_i x_i \right) = 2\alpha_{\text{std}}$$

showing that $X$ is a contact vector field, and hence $(X, t)$ is a convex structure.

Lemma 4.1. Consider the contact manifold $(\Sigma \times (-1, 1), \xi = \ker(\alpha))$, where $\alpha = \beta_0 + s \partial t$ for some contact form $\beta_0$ on $\Gamma$. Let $\alpha_1$ and $\alpha_2$ be two admissible contact forms (i.e., $\pm dt(\alpha_i) > 0$ for $\pm s > 0$ and $d s(\alpha_i) > 0$ for $|s| \leq 1/2$). Suppose that the functions $h_1$ and $h_2$ defined by $h_i = \langle \alpha_i, R_{\beta_0} \rangle$ satisfy $h_1 \geq h_2$. Then there exists an admissible contact form $\alpha_{12}$ which coincides with $\alpha_1$ near $\{t = 0\}$ and with $\alpha_2$ near $\{t = T\}$.

Proof. Since $R_{\alpha_1}$ and $R_{\alpha_2}$ are contact vector fields, they satisfy

$$d \alpha(R_{\alpha_i}, v) = -d h_i(v)$$

for any $v \in \xi$. In particular, by taking $v = \partial_s$ and $v = s R_{\beta_0} - \partial_t$, we obtain the following equations:

$$dt(R_{\alpha_i}) = dh_i(\partial_s)$$

$$ds(R_{\alpha_i}) = dh_i(s R_{\beta_0} - \partial_t)$$
Hence, \( \alpha_i \) being admissible is the same as \( h_i \) satisfying \( \pm dh_i(\partial_s) > 0 \) for \( \pm s > 0 \) and
\[ dh_i(sR_{\beta_0} - \partial_t) > 0 \text{ for } |s| \leq 1/2. \]

Let \( \rho: [0, T] \to [0, 1] \) be a smooth function such that \( \rho(t) = 1 \) for \( t \) near 0, \( \rho(t) = 0 \) for \( t \) near \( T \), and \( \rho'(t) \leq 0 \) for all \( t \). Define \( h = \rho(t)h_1 + (1 - \rho(t))h_2 \). Then
\[ \pm dh(\partial_s) = \rho(t)(\pm dh_1(\partial_s)) + (1 - \rho(t))(\pm dh_2(\partial_s)) > 0 \]
for \( \pm s > 0 \) and
\[ dh(sR_{\beta_0} - \partial_t) = \rho(t)dh_1(sR_{\beta_0} - \partial_t) + (1 - \rho(t))dh_2(sR_{\beta_0} - \partial_t) - \rho'(t)(h_1 - h_2) > 0 \]
for \( |s| \leq 1/2 \). Hence, the form \( \alpha_{12} := \frac{1}{h} \alpha \), whose Reeb vector field satisfies \( \alpha(R_{\alpha_{12}}) = h \), is admissible and coincides with \( h_1 \) (resp. \( h_2 \)) for \( t \) near 0 (resp. near \( T \)), as desired. \( \square \)

**Lemma 4.2.** There exists an admissible contact form on \( (\mathbb{R}^{2n-1}, \xi_{\text{std}}, X, t) \) which doesn’t have any Reeb orbits.

**Proof.** Let \( \alpha_{\infty} \) be any admissible contact form on \( (\mathbb{R}^{2n-1}, \xi_{\text{std}}, X, t) \). Note that the standard contact form \( \alpha_{\text{std}} \) is admissible in a neighborhood of the unit sphere \( S^{2n-2} = \Sigma \) in the sense of Lemma 4.1. Hence, we can apply that lemma to \( \alpha_{\infty} \) and \( \alpha_{\text{std}} \) to obtain an admissible contact form \( \alpha \) which agrees with \( \alpha_{\text{std}} \) on the unit ball. Note that both \( dz(R_{\alpha_{\infty}}) \) and \( dz(R_{\alpha_{\text{std}}}) \) are positive, and it is clear from the construction in Lemma 4.1 that this implies that \( dz(R_{\alpha}) \) is positive as well. It follows that \( \alpha \) doesn’t have any Reeb orbits. \( \square \)

**Proposition 4.3.** \( \text{CH}_\bullet(\mathbb{R}^{2n-1}, \xi_{\text{std}}) \cong \mathbb{Q} \).

**Proof.** This is immediate from Lemma 4.2 and the description of \( \text{CC}_\bullet \) in terms of Reeb orbits (see Remark 3.5). \( \square \)

### 4.2. Brieskorn manifolds

In what follows, we will need to make use of the grading on \( \text{CH}_\bullet \): we recall that a null-homologous Reeb orbit \( \gamma \) in a \((2n - 1)\)-dimensional contact manifold \( V \) has a well-defined Conley-Zehnder index, and its homological degree is defined to be its Conley-Zehnder index plus \((n - 3)\). If the homology groups \( H_1(V) \) and \( H_2(V) \) vanish, this induces a grading on \( \text{CC}_\bullet(V, \xi) \), where the degree of a generator given by a word of Reeb orbits is equal to the sum of the homological degrees of the individual Reeb orbits (see [Par19, §§1.8, 2.12]).

We now have from [Ust99b]:

**Proposition 4.4.** For each \( m > 0 \), there exists a contact structure \( \xi \) on \( S^{4m+1} = S^{2n-1} \) (where \( n = 2m + 1 \)) and a representing non-degenerate contact form, all of whose Reeb orbits have even homological degree and such that there are no orbits of homological degree \( k < 2n - 4 \), there is one orbit of homological degree \( k \) for each even \( k = 2n - 4, \ldots, 4n - 10 \), and there are two orbits of homological degree \( 4n - 8 \).
Proof. This follows from [Ust99b, Lemma 4.3] with any \( p > 3 \) (by considering the case \( N = 1 \)). \( \square \)

We have an analogous result in dimension \( 4m + 3 \), but it is not quite as readily available from the work in [Ust99b]:

**Proposition 4.5.** For each \( m > 0 \), there exists a contact manifold \((M, \xi)\) with a non-degenerate contact form \( \alpha \) such that \( M \) is homeomorphic (but not diffeomorphic) to \( S^{4m+3} = S^{2d-1} \) (where \( d = 2m + 2 \)), such that all the Reeb orbits of \( \alpha \) have even homological degree, and such that there are no orbits of homological degree \( k < 2d-4 \), there is one orbit of homological degree \( k \) for each \( k = 2d-4, \ldots, 4d-12 \), and there are two orbits of homological degree \( 4d-10 \).

Proof. This will be obtained by repeating the calculations done in [Ust99b], with some modifications. Let us set \( n = d - 1 \).

The manifold \( M \) is again a Brieskorn manifold \( \Sigma(a) = \Sigma(a_1, a_0, \ldots, a_n) \) as in [Ust99b] (the unusual indexing is to ease comparison with op. cit.), where now \( a_1 = q, a_0 = p, a_1 = \cdots = a_n = 2 \), where \( p \) and \( q \) are distinct odd primes. According to [Bri66, Satz 1], \( \Sigma(a) \) is indeed homeomorphic to \( S^{2d-1} \).

We take the same contact form \( \alpha = i 8 \sum_{j=-1}^{n} a_j (z_j \bar{z}_j - \bar{z}_j dz_j) \) as in [Ust99b], where \( z_{-1}, \ldots, z_n \) are the coordinates on \( \mathbb{C}^{n+2} \).

Now, referring to [Ust99b, §4], we introduce the coordinates \( w_0, \ldots, w_n \) in the same way, and now also define \( w_{-1} = z_{-1} \).

Next, we define \( H(w) \) in the same way as in loc. cit., except that we add an additional term \( (\varepsilon_{-1} - 1)|w_{-1}|^2 \) with \( 0 < \varepsilon_{-1} < 1 \). This is again a real positive function on \( M \), and we again define \( \alpha' = H^{-1} \alpha \). The Reeb vector field of \( \alpha' \) is then given as in [Ust99b, Lemma 4.1], except that there is now an additional entry of \( \varepsilon_{-1} \frac{4i}{q} w_{-1} \) at the beginning.

Similarly, the expression for the flow \( \varphi^t(w) \) is the same as given on [Ust99b, p. 786], with an additional entry \( e^{4i \varepsilon_{-1}/q} w_{-1} \) at the beginning.

The Reeb orbits are then exactly the same ones \( \gamma_0, \gamma_j^+, \gamma_j^- \) given there (though each with an additional entry 0 at the beginning) assuming that the \( \varepsilon_j \) (including \( \varepsilon_{-1} \)) are irrational and linearly independent over \( \mathbb{Q} \).

---

We would like to take the opportunity to clarify a confusing circumstance regarding this form; in op. cit., the fact that this is a contact form is attributed to [LM76]. However, in the latter paper, the form is defined with \( a_j^{-1} \) in place of \( a_j \). This is the wrong form; later in that paper, it becomes clear that they really meant to use the form with \( a_j \) and not \( a_j^{-1} \). However, in [Ust99b] and, as far as the present authors could tell, in all of the other papers that cite [LM76], the correct form is used without any mention of the error.
The argument in [Ust99b, Lemma 4.2] that these Reeb orbits are non-degenerate remains valid, but there are some slight changes in the computation of the Conley-Zehnder indices.

First, in the expression for $\xi_w$, the first equation has an additional term $qw^{q - 1}_1 w_{-1} v_{-1}$ on the left hand side. Next, we define the vectors $X_1$ and $X_2$ in the same way but with an additional first entry $\bar{w}^{q - 1}_{-1}$ and $-2iw_{-1}/q$, respectively, and we keep the definitions of $Y_1$ and $Y_2$. The expressions for $\omega(X_1, Y_2)$, $\omega(Y_1, Y_2)$, and $\omega(X_1, Y_1)$ then have an additional term $\frac{q - 2}{2} \text{Im}(w^{q - 1}_1)$, $-\frac{q - 2}{2} \text{Re}(w^{q - 1}_1)$, and $\frac{q}{2} |w_{-1}|^{2q - 2}$, respectively, and the final expression for $\bar{Y}_2$ has an additional term $-\frac{q - 2}{2} \frac{w^{q - 1}_1}{\omega(X_1, Y_1)} X_1$.

Next, the expressions for $\varphi^t(X_1)$ and so on are the same, except that $\varphi^t_1 Y_2(w)$ has an extra term $e^{4it} (e^{q - 1} - 1) \frac{q - 2}{2} \frac{w^{q - 1}_1}{\omega(X_1(w), Y_1(w))} X_1(w)$; however, since $w_{-1}$ vanishes along all of the Reeb orbits $\gamma_0, \gamma^+_j, \gamma^-_j$, this term does not affect any of the further computations.

The formula for $\mu(N\gamma_0)$ then has an additional term $2[2N\varepsilon_{-1}] + 1$, and the formulas for $\mu(N\gamma^\pm_j)$ have an additional term $2[2N\varepsilon_{-1}] + 1$. Hence, recalling that now $d = n + 1$, so that we should add $d - 3 = n - 2$ to the Conley-Zehnder index to obtain the homological degree, we have an additional term of $2[2N\varepsilon_{-1}] + 2$ and $2[2N\varepsilon_{-1}] + 2$, respectively, in the expressions for $\tilde{\mu}(N\gamma_0)$ and $\tilde{\mu}(N\gamma^\pm_j)$ in the statement of [Ust99b, Lemma 4.2]; in particular, the homological degrees are still all even.

Hence, if we fix $\varepsilon_1, \ldots, \varepsilon_n$, then for any $K > 0$, by choosing $\varepsilon_{-1}$ small enough, we conclude that the number of orbits of homological degree $k$ is given by the number $c_{k-2}$ from [Ust99b, Lemma 4.3] for $k < K$, which implies our claim (by taking $p > 3$).

\[\square\]

4.3. Exotic $\mathbb{R}^{2n-1}$. For the remainder, fix some $n > 2$, and let $(M, \xi)$ and $\alpha$ be a contact $(2n - 1)$-manifold and contact form as in Proposition 4.4 (when $2n - 1 = 4m + 1$) or Proposition 4.5 (when $2n - 1 = 4m + 3$). In either case, $M$ is homeomorphic to $S^{2n-1}$, and hence, if we remove a point from $M$, the result is (by [Sta62]) diffeomorphic to $\mathbb{R}^{2n-1}$.

**Lemma 4.6.** The resulting contact structure on $M \setminus \{\text{pt}\} \cong \mathbb{R}^{2n-1}$ is tight.

**Proof.** This follows from $M$ itself being tight, since an open subset of a tight contact manifold is again tight. That the Brieskorn manifold $M$ is tight is well-known and follows from its being symplectically fillable (see [BEM15, p. 284]), which in turn follows from its being holomorphically fillable: each Brieskorn manifold is the link of an isolated singular point of the zero set a certain holomorphic function, and by
slightly perturbing this function, one obtains a smooth variety, and hence a holomorphic filling (cf. [Bri66, §4]) of a contactomorphic manifold (by Gray’s stability theorem).

**Theorem 4.7.** The tight contact manifold $M \setminus \{\text{pt}\} \cong \mathbb{R}^{2n-1}$ is not contactomorphic to $\mathbb{R}^{2n-1}_{\text{std}}$. Moreover, there are infinitely many pairwise non-contactomorphic tight contact structures on $\mathbb{R}^{2n-1}$.

**Proof.** We will show that $M \setminus \{\text{pt}\}$ has non-trivial contact homology in some positive degree, which by Proposition 4.3 implies the first claim.

As a different model for $M \setminus \{\text{pt}\}$, we take the contact connected sum $M \# \mathbb{R}^{2n-1}_{\text{std}}$ (see [Ust99a, Chapter 5]). This is contactomorphic to $M \setminus \{\text{pt}\}$ since the standard contact sphere $S^{2n-1}_{\text{std}}$ is a unit for the contact connected sum, and since $\mathbb{R}^{2n-1}_{\text{std}} \cong S^{2n-1}_{\text{std}} \setminus \{\text{pt}\}$.

Next, let us equip $\mathbb{R}^{2n-1}_{\text{std}}$ with a contact form as in Lemma 4.2 and $M$ with a contact form as in Proposition 4.4 or 4.5. We then have by [Ust99a, Theorem 5.2.1] that, for any $N$, there is a contact form $\alpha$ on $M \# \mathbb{R}^{2n-1}_{\text{std}}$ such that, for each even $k \leq N$, the number of Reeb orbits of homological degree $k$ is as given in Propositions 4.4 and 4.5, there is exactly one Reeb orbit of homological degree $k$ for odd $2n - 3 \leq k < N$, and there are no Reeb orbits of homological degree $< 2n - 4$ (note that loc. cit. is stated in terms of Conley-Zehnder index, not homological degree).

The “index-positivity” required in loc. cit. is established on [Ust99a, p. 67] in the $4m + 1$ case, and the same argument given there also applies in the $4m + 3$ case. The form on $\mathbb{R}^{2n-1}_{\text{std}}$ is trivially index-positive since it has no Reeb orbits.

We also note that the contact form $\alpha$ constructed in the just-cited theorem agrees with the given contact form on $\mathbb{R}^{2n-1}_{\text{std}}$ outside of a compact set, and is in particular still admissible with respect to a convex structure. Hence, we may compute $\text{CH}_*(M \# \mathbb{R}^{2n-1}_{\text{std}}, \xi)$ (with $\xi = \ker \alpha$) as the homology of $\text{CC}_*(M \# \mathbb{R}^{2n-1}_{\text{std}}, \xi)_\alpha$ with respect to some differential, and we would like to show that the resulting homology is non-trivial (in fact, for any differential).

We claim that (for sufficiently large choice of $N$ above) $\text{CC}_*(M \# \mathbb{R}^{2n-1}_{\text{std}}, \xi)_\alpha$ has the number $c_k$ of generators of degree $k$ for $k = 1, \ldots, K$ displayed below (with $K = 4n - 7$ in the case $2n - 1 = 4m + 1$ and $K = 4n - 9$ in the case $2n - 1 = 4m + 3$).

\[
\begin{align*}
  c_k &= 0 \quad \text{for } 0 < k < 2n - 4 \\
  c_k &= 1 \quad \text{for } 2n - 4 \leq k \leq 4n - 9 \\
  c_{4n-8} &= 3 \\
  c_{4n-7} &= 2
\end{align*}
\]

This is easily seen by recalling that the generators of degree $k$ are in bijection with multisets of “good” (see [Par19, §1.2]) Reeb orbits with homological degrees summing to $k$, and referring to the number of Reeb orbits of $\alpha$ in each homological degree.
described above—here, all of the Reeb orbits are good since, by the computation in [Ust99b, Lemma 4.2], none of the eigenvalues of their linearized return maps are real.

We now claim that any chain complex \((C_\bullet, \partial)\) with the number of generators in the given degrees displayed above has non-trivial homology in a positive a degree, which we prove by contradiction. We treat the \(2n - 1 = 4m + 1\) case; the argument in the \(4m + 3\) case is similar.

Suppose that \(H_k(C_\bullet) = 0\) for all \(k > 0\). Now, the generator in degree \(2n - 4\) must be a cycle. Hence, since \(H_{2n-4}(C_\bullet) = 0\), the differential \(\partial_{2n-3} : C_{2n-3} \rightarrow C_{2n-4}\) must be an isomorphism. Since \(\partial^2 = 0\), it follows that \(\partial_{2n-2} = 0\). Continuing in this way, we find that \(\partial_k = 0\) for each even \(2n - 2 \leq k \leq 4n - 8\). Hence all three generators in \(C_{4n-8}\) are cycles, but they cannot all be boundaries since \(C_{4n-7}\) is 2-dimensional.

To prove the last statement of the theorem, we consider the contact connected sum \(\# \sum_{i=1}^r M \# \mathbb{R}^{2n-1}_{\text{std}}\) of \(r\) copies of \(M\) and \(\mathbb{R}^{2n-1}_{\text{std}}\), which is again diffeomorphic to \(\mathbb{R}^{2n-1}_{\text{std}}\). This is still tight since the contact connected sum of symplectically fillable contact manifolds is still symplectically fillable. Again appealing to [Ust99a, Theorem 5.2.1], we can find a contact form \(\alpha\) such that the number \(c_k\) of generators of \(CC_\bullet(M \# \mathbb{R}^{2n-1}_{\text{std}}, \xi)\) in degrees \(1 \leq k \leq K\) (with \(K\) either \(4n - 7\) or \(4n - 9\)) are obtained from the numbers displayed above by multiplying each one by \(r\). We now claim that for such a chain complex \((C_\bullet, \partial)\), we have \(\sum_{k=2n-4}^{K-1} \dim H_k(C_\bullet) \geq r\), which implies our claim.

We can prove this, for example, as follows; again, we consider the \(2n - 1 = 4m + 1\) case (so \(K = 4n - 7\) as the other case is similar. Consider the truncation \(C'_\bullet\) of \(C_\bullet\) to degrees \(2n - 4 \leq k \leq K - 1\). The Euler characteristic \(\chi(C'_\bullet)\) is \(3r\), and hence \(\sum_{k=2n-4}^{K-1} \dim H_k(C'_\bullet) \geq 3r\). But since \(\dim(C_K) = 2r\) (and \(\dim(C_{2n-5}) = 0\)), it then follows that \(\sum_{k=2n-4}^{K-1} \dim H_k(C_\bullet) \geq r\). 

□
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