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Abstract: Extending the ideas of [7], this paper aims at providing a kernel based non-parametric estimation of a new class of time varying AR(1) processes ($X_t$), with local stationarity and periodic features (with a known period $T$), inducing the definition $X_t = a_t(t/nT)X_{t-1} + \xi_t$ for $t \in \mathbb{N}$ and with $a_{t+T} \equiv a_t$. Central limit theorems are established for kernel estimators $\hat{a}_s(u)$ reaching classical minimax rates and only requiring low order moment conditions of the white noise ($\xi_t$) up to the second order.
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1. Introduction

Since the seminal paper [5], the local-stationarity property provides new models and approaches for introducing non-stationarity in times series. The recently published handbook [7] gives a complete survey about new results obtained since 20 years on this topic.

An interesting new kind of models is obtained from a natural extension of usual ARMA processes, so called tvARMA($p,q$)–processes defined in [8], as:

$$\sum_{j=0}^{p} \alpha_j \left( \frac{t}{n} \right) X_{t-j}^{(n)} = \sum_{k=0}^{q} \beta_k \left( \frac{t}{n} \right) \xi_{t-k}, \quad 1 \leq t \leq n,$$

where $\alpha_j$ and $\beta_k$ are bounded functions. This is a special case of locally stationary linear process defined by $X_t^{(n)} = \sum_{j=0}^{\infty} \gamma_j \left( \frac{t}{n} \right) \xi_{t-j}$. Such models have been studied in many papers, especially concerning the parametric, semi-parametric or non-parametric estimations of functions $\alpha_j$, $\beta_k$ or $\gamma_j$, or other functions depending on these functions; see, for instance references [6], [8], [7], or [12], [3].
For simplicity, we restrict in this first work to time-varying AR(1)–processes $(X_t^{(n)})$ including a periodic component:

$$X_t^{(n)} = a_t \left( \frac{t}{nT} \right) X_{t-1}^{(n)} + \xi_t,$$

where $T \in \mathbb{N}^*$ is a fixed and known integer number, and $(\xi_t)$ a white noise. Note that given the functions $a_1, \ldots, a_T$, one may even build a periodic sequence $(a_t)_{t \in \mathbb{Z}}$ through the relation $a_{t+T} = a_t$.

The choice of such extension of the tvAR(1) processes is relative to modelling considerations: for instance, in the climatic framework, [4] considered models of air temperatures where the function of interest writes as the product of a periodic sequence by a locally varying function. This choice provide an interesting extension of more classical periodic models of air temperature such as those proposed in [14].

Other periodic representation for locally stationary processes can also be found in for instance in the paper [19], but the seasonal component is treated as an additive deterministic trend and is not included in the dynamic of the process, which is the case for model (1.2).

We then study non-parametric estimators $\hat{a}_s(u)$, for $s = 1, 2, \ldots, T$, $u \in (0, 1)$ from an observed trajectory $(X_1^{(n)}, \ldots, X_{nT}^{(n)})$. We consider kernel-based estimators which are naturally induced from covariance relationships satisfied by the process (see Section 2). Central limit theorems are established for these estimators under some regularity conditions on the functions $a_s(\cdot)$ for $s = 1, 2, \ldots, T$. The results are only obtained by assuming second-order moments on the white noise $(\xi_t)$. This is a main improvement with respect to usual limit theorems on locally-stationary processes which are obtained with the assumption that any moment exists for $(\xi_t)$. This is due to the new ideas developed in our proof which combines a central limit theorem for martingale increment arrays as well as an embedding in an Orlicz space (see details in Section 4). The obtained convergence rate is optimal with respect to the minimax rate up to a logarithmic term. Simulations based on Monte-Carlo experiments illustrate the accuracy of the estimators. An application to real-life data, i.e. monthly average temperature readings in London from 1659 to 1998, shows the interest of using our new model (1.2).

This paper is also a first step concerning new results for new class of non-stationary processes. Indeed, we can extend the definition (1.2) to processes $(X_t^{(n)})$ such as:

$$X_t^{(n)} = F_t \left( \frac{t}{n}, \xi_t, Z_t; X_{t-1}^{(n)}, X_{t-2}^{(n)}, \ldots \right), \quad 1 \leq t \leq n,$$

where $(Z_t)$ is a sequence of i.i.d. random vectors modelling for instance exoge-
nous inputs. This more tough case is deferred to forthcoming papers. Other time-varying models with an infinite memory may also be processed as GARCH-type models (see for instance [9]). Remark also that [10] introduced INGARCH-models. Those models are GLM models; non-stationary versions of which also may be considered. They will be considered in further works.

The structure of the paper is as follows. In Section 2, we define and study asymptotic properties of non-parametric estimators for the process (1.2). Section 3 provides the results of some Monte-Carlo experiments and real-life data application, while the proofs are reported in Section 4.

2. Asymptotic normality of a non-parametric estimator for periodic tvAR(1) processes

2.1. Definition and first properties of the process

Denote classically $\mathbb{N} = \{0, 1, \ldots\}$ and $\mathbb{N}^* = \{1, 2, \ldots\}$. Here we consider $T \in \mathbb{N}^*$ a fixed and known period. We will write $s \equiv t[T]$ if $t - s$ is a multiple of $T$.

The paper is dedicated to the simplest case $X = (X_t^{(n)})_{1 \leq t \leq nT, n \in \mathbb{N}}$ of a $T$-periodic locally stationary AR(1) process, defined in (1.2) where $X_0^{(n)} = X_0$ with $\mathbb{E}(X_0^2) < \infty$. Here $(\xi_t)_{t \in \mathbb{N}}$ is a sequence of i.i.d. r.v.s satisfying $\mathbb{E}(\xi_t) = 0$ and $\text{Var}(\xi_t) = \sigma^2$ for any $t \in \mathbb{N}^*$, with $(\xi_t)_{t}$ independent of $X_0^{(n)}$.

The functions $(a_t(\cdot)_{1 \leq t \leq T, [0,1] \to \mathbb{R}}$ are supposed to satisfy some regularity. Hence, we provide the forthcoming definition usually made in a non-parametric framework:

**Definition 2.1.** For $\rho > 0$, we denote $\lceil \rho \rceil \in \mathbb{N}$ the largest integer such that $\lceil \rho \rceil < \rho$. A function $f : x \in \mathbb{R} \mapsto f(x) \in \mathbb{R}$ is said to belong to the class $C^\rho(\mathcal{V}_u)$ where $\mathcal{V}_u$ is a neighbourhood of $u \in \mathbb{R}$, if $f \in C^{\lceil \rho \rceil}(\mathcal{V}_u)$ and if $f^{(\lceil \rho \rceil)}$ is a $(\rho - \lceil \rho \rceil)$-Hölderian function, i.e. there exists $C_f \geq 0$ such as

$$|f^{(\lceil \rho \rceil)}(u_1) - f^{(\lceil \rho \rceil)}(u_2)| \leq C_f |u_1 - u_2|^{\rho - \lceil \rho \rceil}, \quad \text{for any } u_1, u_2 \in \mathcal{V}_u.$$ 

In case $\rho$ is an integer we simply assume that $f^{(\rho)}$ exists and is a continuous and bounded function on the neighbourhood of $u$. As a consequence we specify the assumptions on functions $(a_t)$ using a fixed positive real number $\rho > 0$:

**Assumption (A(\rho))**: The functions $\{a_t(\cdot); t \in \mathbb{N}\}$ are such as:

1. (Periodicity) There exists $T \in \mathbb{N}^*$ such that $a_t(v) = a_{t+T}(v)$ for any $(t, v) \in \mathbb{Z} \times [0,1]$.
2. (Contractivity) There exists $\alpha = \sup\{t \in \mathbb{Z}, v \in [0,1]\} |a_t(v)| < 1$.
3. (Regularity) For any $t \in \mathbb{Z}$, assume that $a_t \in C^\rho$.

**Remark 2.1.** Quote that $T = 1$ corresponds to a non-periodic case and $(X_t^{(n)})$ is then a usual tvAR(1) process defined in (1.1).
First it is clear that the conditions on functions \((a_s)\) ensure the existence of a causal linear process \((X_t^{(n)})_{1 \leq t \leq nT}\) for any \(n \in \mathbb{N}\) satisfying (1.2). More precisely, we obtain the following moment relationships:

**Proposition 2.1.** Let \(X_t = (X_t^{(n)})_{1 \leq t \leq nT, n \in \mathbb{N}}\) satisfy (1.2) under Assumption (A(\(\rho\))) with \(\rho \geq 1\). Then for some convenient constant \(c > 0\),

1. For any \(n \in \mathbb{N}^*\) and \(1 \leq t \leq nT\), \(\mathbb{E}(X_t^{(n)}) \leq e^t |\mathbb{E}(X_0)|\).

2. Let \(s \in \{1, \ldots, T\}\). There exists functions \(\gamma_s^{(2)} \in \mathcal{C}^\rho([0,1])\) such that, for \(t \in \{c \log n, \ldots, nT\}\) and \(t \geq s\),

\[
\mathbb{E}((X_t^{(n)})^2) = \gamma_s^{(2)}(\frac{t}{nT}) + \mathcal{O}\left(\frac{1}{n}\right),
\]

with

\[
\begin{align*}
\gamma_s^{(2)}(v) &= \sigma^2 \frac{1 + \sum_{j=0}^{T-2} \beta_{s,i}(v) \rho - 1}{1 - \beta_{s,T-1}(v)}, \\
\beta_{s,i}(v) &= \prod_{j=0}^{i} a_{s-j}^2(v) \leq c^2i < 1. 
\end{align*}
\] (2.1)

3. Assume \(\mathbb{E}(\xi_0^4) = \mu_4 < \infty\) and \(\mathbb{E}(\xi_0^3) = 0\) (this holds e.g. if \(\xi_0\) admits a symmetric distribution).

   For \(s \in \{1, \ldots, T\}\), there exist functions \(\gamma_s^{(4)} \in \mathcal{C}^\rho([0,1])\) such that, for \(t \in \{c \log n, \ldots, nT\}\) with \(t \geq s\),

\[
\mathbb{E}((X_t^{(n)})^4) = \gamma_s^{(4)}(\frac{t}{nT}) + \mathcal{O}\left(\frac{1}{n}\right),
\]

with

\[
\begin{align*} 
\gamma_s^{(4)}(v) &= (\mu_4 + 6\sigma^2 \gamma_s^{(2)}(v) - 6\sigma^4) \frac{1 + \sum_{j=0}^{T-2} \delta_{s,i}(v) \rho - 1}{1 - \delta_{s,T-1}(v)}, \\
\delta_{s,i}(v) &= \prod_{j=0}^{i} a_{s-j}^4(v) \leq c^4i < 1. 
\end{align*}
\] (2.2)

Moreover, for any \((t, t') \in \{c \log n, \ldots, nT\}^2\) with \(t > t'\),

\[
\mathbb{Cov}(X_t^{(n)}, X_{t'}^{(n)}) = \left(\gamma_{s,t'}^{(4)}\left(\frac{t'}{nT}\right) + \mathcal{O}\left(\frac{1}{n}\right)\right) \prod_{i=1}^{t-t'} a_{t'+i}^2\left(\frac{t'+i}{n}\right). 
\] (2.3)

We will now assume \(X_0 = 0\).

In addition of the previous proposition, another relation can be easily established. Indeed, for \(t \in \{1, \ldots, nT\}\), with \(s = t\ [T]\), by multiplying (1.2) by \(X_{t-1}^{(n)}\) and taking the expectation:

\[
a_t\left(\frac{t}{nT}\right) = a_s\left(\frac{t}{nT}\right) = \frac{\mathbb{E}(X_tX_{t-1})}{\mathbb{E}(X_{t-1}^2)}. 
\] (2.4)

The relation (2.4) is at the origin of the definition of the following non-parametric estimators of the functions \(a_s(.)\).
2.2. Asymptotic normality of the estimator

Assume that the sample \((X_1, \ldots, X_{nT})\) is observed for some \(n \geq 1\); this condition entails a reasonable loss of at most \(T\) data and allows us for a more comprehensive study.

For each \(s \in \{1, \ldots, T\}\), we define \(I_{n,s} = \{s, s+T, \ldots, s+(n-1)T\}\), a set with \(#I_{n,s} = n\). Now (2.4) writes:

\[
a_s \left( \frac{t}{nT} \right) = \frac{\mathbb{E}(X_t X_{t-1})}{\mathbb{E}(X_{t-1}^2)}, \quad \forall t \in I_{n,s}.
\]

A convolution kernel \(K : \mathbb{R} \rightarrow \mathbb{R}\) will be required in the sequel and it satisfies one of both the following assumptions:

**Assumption (K):** Let \(K : \mathbb{R} \rightarrow \mathbb{R}\) be a Borel bounded function such that:

- \(\int_{\mathbb{R}} K(t)dt = 1\) and \(K(-x) = K(x)\) for any \(x \in \mathbb{R}\);
- there exists \(\beta > 0\) such as \(\lim_{|t| \to \infty} e^{\beta |t|} K(t) = 0\).

**Assumption (\(\tilde{K}\)):** Let \(K : \mathbb{R} \rightarrow \mathbb{R}\) be a Borel bounded function such that:

- \(\int_{\mathbb{R}} K(t)dt = 1\) and \(K(-x) = K(x)\) for any \(x \in \mathbb{R}\);
- there exists some \(B > 0\) such as \(K(t) = 0\), if \(|t| > B\).

Typical examples of kernel functions are \(K(t) = (2\pi)^{-1/2}e^{-t^2/2}\) and \(K(t) = \frac{1}{2} \mathbb{1}_{[-1,1]}(t)\) satisfying respectively Assumptions (K) and (\(\tilde{K}\)). Note also the \(K \geq 0\) would exclude dealing with a regularity \(\rho > 2\).

For \(r \geq 1\), we also specify another condition satisfied by such a function:

**Assumption ker(r):** Let \(K : \mathbb{R} \rightarrow \mathbb{R}\) be a Borel bounded function such that:

- \(\int_{\mathbb{R}} |x|^pK(x) dx < \infty\) and \(\int_{\mathbb{R}} x^pK(x) dx = 0\), if \(p \in \{1, 2, \ldots, [r] - 1\}\);
- \(\|K\|_\infty = \sup_{x \in \mathbb{R}} |K(x)| < \infty\) and \(\text{Lip}(K) = \sup_{x \neq y} \frac{|K(x) - K(y)|}{|x-y|} < \infty\).

Assume that a sequence of positive bandwidths \((b_n)_{n \in \mathbb{N}}\) is chosen in such a way that

\[
\lim_{n \to \infty} b_n = 0, \quad \lim_{n \to \infty} nb_n = \infty.
\]

Now, keeping in mind the expression (2.4) and following the same ideas as with Nararaya-Watson estimator (see [18] and [22]), for \(s \in \{1, \ldots, T\}\) and \(u \in (0, 1)\), we set

\[
\hat{a}_s^{(n)}(u) = \frac{\hat{K}_s^{(n)}(u)}{\hat{D}_s^{(n)}(u)}, \quad \text{with} \quad \hat{K}_s^{(n)}(u) = \frac{1}{nb_n} \sum_{j \in I_{n,s}} K \left( \frac{x_j - u}{b_n} \right) X_j X_{j-1},
\]

\[
\hat{D}_s^{(n)}(u) = \frac{1}{nb_n} \sum_{j \in I_{n,s}} K \left( \frac{x_j - u}{b_n} \right) X_j^2 X_{j-1}.
\]

(2.5)
Since extremities are omitted we avoid the corresponding edge effects due to the fact that at the extremities, summations are not considered over a symmetric interval of times containing \(nu\). The case \(u = 0\) does not make any contribution while the case \(u = 1\) corresponds with simple periodic behaviours and such results should be found in \([14]\).

Using essentially a martingale central limit theorem (the steps of the proofs are precisely detailed in Section 4), we obtain:

**Theorem 2.1.** Let \(0 < \rho \leq 2\) and Assumption \((A(\rho))\), let \(K\) satisfy Assumption \((K)\) or \((\bar{K})\) as well as Assumption \(\ker(\rho \setminus 1)\). Then, for a sequence \((b_n)_{n \in \mathbb{N}}\) of positive real numbers such as \(\lim_{n \to +\infty} b_n n^{-\frac{1}{10}} = 0\),

\[
\sqrt{nb_n} \left( \hat{a}_s(u) - a_s(u) \right) \xrightarrow{n \to +\infty} N\left(0, \frac{\sigma^2}{\gamma_s^{(2)}(u)} \int_{\mathbb{R}} K^2(x) \, dx \right),
\]

for any \(u \in (0,1)\), \(s \in \{1, \ldots, T\}\), with \(\gamma_s^{(2)}(u) = \sigma^2 \frac{1 + \sum_{i=0}^{T-2} \beta_{s,i}(u)}{1 + \beta_{s,T-1}(u)}\).

Note that for \(\rho \leq 1\) the classical optimal semi-parametric minimax rate is reached.

This is not the case if \(\rho \in (1,2]\). In that case, another moment condition is needed in order to improve the convergence rate of \(\hat{a}_s(u)\).

**Theorem 2.2.** Let \(1 < \rho < 2\) and Assumption \((A(\rho))\), let \(K\) satisfy Assumption \((K)\) or \((\bar{K})\) as well as Assumption \(\ker(\rho \setminus 1)\). Moreover, suppose that \(\mathbb{E} |\xi_0|^3 < \infty\) with \(\beta = 4 - \frac{2\rho}{5\rho - 4} \in \left[2, \frac{10}{3}\right]\) (Note that \(\beta = 2\) if \(\rho = 2\)) and that \(\xi_0\) admits a symmetric distribution. Then (2.6) holds for a sequence \((b_n)_{n \in \mathbb{N}}\) of positive real numbers such as \(b_n n^{-\frac{1}{10}} \xrightarrow{n \to +\infty} 0\).

Moreover in case \(\rho = 2\) and if \(b_n = cn^{-\frac{3}{4}}\) then the central limit still holds but the limit distribution is now non-centred:

\[
N\left(\mu(u), \frac{\sigma^2}{\gamma_s^{(2)}(u)} \int_{\mathbb{R}} K^2(x) \, dx \right)
\]

with \(\mu(u) = \frac{c^2}{\gamma_s^{(2)}(u)} \left( \frac{1}{2} a_s''(u) \gamma_s^{(2)}(u) + a_s'(u) (\gamma_s^{(2)})'(u) \right) \int_{\mathbb{R}} \beta^2 K(z) \, dz \).

**Remark 2.2.** Optimal window widths write as \(b_n \sim cn^{-\frac{3}{4}}\) thus the above result holds with a suboptimal window width. Moreover the symmetry assumption is discussed in Remark 4.2. Now for the case \(\rho = 2\) in case the derivatives of \(a_s\) are regular around the point \(u\), then the optimal window width actually may be used and the central limit theorem again holds with a non-centred Gaussian limit.

Quote that the proposed normalisation yields the standard minimax rates \(n^{-\frac{1}{10}}\), in the case of compactly supported symmetric kernel \((a (\log n) - \text{loss is observed for the Gaussian kernel})\); the obtained rates are in probability and further work...
is needed to prove that this is the minimax $L^2$-rate. Moreover for large $T$ the convergence rate is degraded with a factor $T^{-\alpha}$ since the sample size is $N = nT$ and thus $n = N/T$.

**Remark 2.3.** Of course, if $T = 1$, Theorems 2.1 and 2.2 hold, which provide another minimax estimation of the function $u \mapsto \alpha_1(u)$ ($u \in [0, 1]$) requiring sharper moment and regularity conditions than the ones proposed in Theorem 4.1 of [8].

**Remark 2.4.** If $T$ is unknown we better consider an $N$-sample and set $n = \left\lfloor N/T \right\rfloor$, the proof of previous central limit theorem 2.1 provides an approach for estimating this period $T$. First fix $T_{\text{max}} \geq 2$ (typically $T_{\text{max}} = 12$ for monthly data). Then, for each $1 \leq \tau \leq T_{\text{max}}$, we define an estimator $\hat{a}_s^{(\tau)}(u)$ for any $1 \leq s \leq \tau$ and $u \in (0, 1)$. It is clear that when $\tau$ is not a multiple of $T$, then the sums in (2.5) that are done on the set $I_{n,s}$, which depends on $\tau$, is now a sum involving other $a_k$ with $k \neq s$. As a consequence, $\hat{a}_s(u)$ is not a convergent estimator of $a_s(u)$.

Then, using a classical cross-validation, for each $1 \leq \tau \leq T_{\text{max}}$, we compute

$$\hat{CV}(\tau) = \sum_{j=2}^{N} \left( X_{j}^{(n)} - \hat{a}_j^{(\tau)} \left( \frac{j}{N} \right) X_{j-1}^{(n)} \right)^2.$$ 

Finally, define $\hat{T}$ as the smallest value such as $\hat{T} = \text{Argmin}_{1 \leq \tau \leq T_{\text{max}}} \hat{CV}(\tau)$.

**Remark 2.5.** The central limit theorem 2.1 naturally provides a test statistics $\hat{A}_s$ for solving the test problem: $H_0 : a_s(u) = c_a$ versus $H_0 : a_s(u) \neq c_a$, where $c_a \in (0, 1)$. Indeed, from (2.6) and Slutsky Lemma we deduce:

$$\sqrt{nb_n} \int_{\mathbb{R}} K^2(x) dx \sqrt{\frac{1 + \sum_{i=0}^{T-2} \prod_{j=0}^{i} \hat{a}_j^2(u)}{1 - \prod_{j=0}^{T-1} \hat{a}_j^2(u)}} \left( \hat{a}_s(u) - a_s(u) \right) \xrightarrow{n \to +\infty} \mathcal{N}(0, 1).$$

Then if we consider

$$\hat{A}_s = \sqrt{nb_n} \int_{\mathbb{R}} K^2(x) dx \sqrt{\frac{1 + \sum_{i=0}^{T-2} \prod_{j=0}^{i} \hat{a}_j^2(u)}{1 - \prod_{j=0}^{T-1} \hat{a}_j^2(u)}} \left( \hat{a}_s(u) - c_a \right),$$

this provides a natural statistics test with usual standard Gaussian quantile as asymptotic threshold.

3. Monte-Carlo experiments and an application to climatic data

**3.1. Monte-Carlo experiments**

In this section, numerous Monte-Carlo experiments have been made for studying the accuracy of the new non-parametric estimator $\hat{a}_s(\cdot)$. 
Firstly, we considered 3 typical functions $[0, 1] \to [-1, 1]$, $a_s^{(\rho)}(u) \in C^\rho([0, 1])$ and such as $\sup_{u \in [0, 1], s \in \mathbb{N}} |a_s^{(\rho)}(u)| \leq \alpha < 1$:

- For $\rho = 2$, we choose $a_2^{(2)}(u) = 0.9 \cos\left(2\pi \frac{ns}{T}\right) \cos(3u)$. Figure 1 exhibits the graph of the function $a_2^{(2)}$ and an example of its estimation (for $n = 1000$);
- For $\rho = 1.5$, we choose $a_{1.5}^{(1.5)}(u) = 0.9 \cos\left(2\pi \frac{ns}{T}\right) \int_0^u W_t(\omega) \, dt$ where $(W_t)_{t \in [0, 1]}$ is an observed trajectory of a Wiener Brownian motion;
- For $\rho = 0.8$, we choose $a_{0.8}^{(0.8)}(u) = 0.9 \cos\left(2\pi \frac{ns}{T}\right) \frac{B_{0.8}(\omega, u)}{\sup_{x \in [0, 1]} |B_{0.8}(\omega, x)|}$ where $B_H(\omega, t)_{t \in [0, 1]}$ is an observed trajectory of a fractional Brownian motion with Hurst exponent $H = 0.8$ (Figure 2 exhibits the graph of this chosen function $a_1^{(0.8)}$). It is well known that a trajectory of a fractional Brownian motion with Hurst exponent $H \in (0, 1)$ is almost surely $\alpha$-Höderian for any $\alpha < H$;
- For $\rho = 0.5$, we choose $a_{0.5}^{(0.5)}(u) = 0.9 \cos\left(2\pi \frac{ns}{T}\right) \frac{W_u(\omega)}{\sup_{x \in [0, 1]} |W_x(\omega)|}$ where $(W_t(\omega))_{t \in [0, 1]}$ is an observed trajectory of a Wiener Brownian motion.

We also consider two “typical” kernels:

- A bounded supported kernel, the well-known Epanechnikov kernel defined by $K_E(x) = \frac{3}{2} (1-x^2) I_{|x| \leq 1}$, which is known to minimize the asymptotic MISE in the kernel density estimation frame;
- The unbounded supported Gaussian kernel with $K_G(x) = \frac{1}{\sqrt{2\pi}} \exp\left(-\frac{x^2}{2}\right)$.

We considered the cases $n = 100, 200, 500$ and 1000, and we fixed $T = 2$. Finally
1000 independent replications of $(X^{(n)})$ are generated with two different cases of innovations $(\xi_t)$:

- Firstly, the case where the probability distribution of $\xi_0$ is a Gaussian $\mathcal{N}(0, 4)$ distribution, then $E|\xi_0|^4 < \infty$ and therefore Theorem 2.1 holds for $\rho = 0.5$ and Theorem 2.2 holds for $\rho = 1.5$ and $\rho = 2$.

- Secondly, the case where the probability distribution of $\xi_0$ is a Student $t(3)$ (with 3 degrees of freedom) distribution implying $E|\xi_0|^\beta < \infty$ for any $\beta < 3$ but $E|\xi_0|^3 = \infty$. Then if $\rho = 0.5$, Theorem 2.1 holds but if $\rho = 1.5$ and $\rho = 2$, Theorem 2.2 does not hold.

Finally, for each $n$, each functions $a^{(\rho)}_s$ and kernel $K$, and each probability distributions of $\xi_0$, we present the results computed from 1000 replications and the following methodology:

1. For each replication $j$, we defined $b_n = n^{-\lambda}$ with $\lambda = 0.10, 0.11, \ldots, 0.80$, $(u_i)_{1 \leq i \leq 99} = 0.01, 0.02, \ldots, 0.99$, $s = 1, 2, \ldots, T$, and the estimators $\hat{a}_s(u_i)$ are computed.

2. For each replication $j$ and each $\lambda = 0.10, 0.11, \ldots, 0.80$, an estimator of the $MISE$ is computed:

$$\hat{MISE}_s(\lambda) = \frac{1}{99} \sum_{i=1}^{99} (\hat{a}_s(u_i) - a_s(u_i))^2.$$ 

3. For each replication $j$, we minimised an estimator of the global square root of MISE:

$$\hat{\lambda}_j = \text{Argmin}_{0.1 \leq \lambda \leq 0.8} \sum_{s=1}^{T} \sqrt{\hat{MISE}_s(\lambda)}$$

4. Then we computed $\overline{\lambda} = \frac{1}{1000} \sum_{j=1}^{1000} \hat{\lambda}_j$ over all the replications.
5. Finally, we computed the estimator of the minimal global square root of MISE,
\[ \sqrt{\text{MISE}}_1^{1/2} = \frac{1}{1000} \sum_{j=1}^{1000} \sum_{s=1}^{T} \sqrt{\text{MISE}_s(\hat{\lambda}_j)}. \]
As a consequence, \( \bar{\lambda} \) and \( \sqrt{\text{MISE}}_1^{1/2} \) are two interesting estimators relative to Theorems 2.1 and 2.2. The first one specifies the link between the choice of an optimal bandwidth \( b_n \) and the regularity \( \rho \) of the functions \( a_s(\cdot) \). The second one measures the optimal convergence rate of the estimators \( \hat{a}_s(\cdot) \) to \( a_s(\cdot) \). All the results are printed in Tables 1 and 2.
Moreover, for exhibiting the asymptotic normality of the estimators provided in the central limit theorem (2.6), we draw in Figure the histograms of \( \hat{a}_s^{(2)}(u) \) for \( u = 0.25, 0.5 \) and 0.75 from 10000 independent replications for \( n = 5000 \). We also used a Jarque-Bera test to confirm the Gaussian asymptotic distribution since the p-values of this test are successively: \( p - \text{value} = 0.105, 0.927 \) and 0.345. Hence, the asymptotic normality of the estimator seems to be attested by Monte-Carlo experiments.

**Conclusions of the simulations:** Firstly, and as it should be deduced from Theorem 2.1 and 2.2, we observed the larger the regularity \( \rho \), the smaller \( \bar{\lambda} \) and therefore the larger the optimal bandwidth \( b_n = n^{-\bar{\lambda}} \), and the faster the convergence rate of \( \hat{a}_s \). Secondly, even if the choice of the optimal bandwidth is significantly different following the choice of the kernel (clearly smaller with the Epanechnikov kernel), the optimal convergence rate is almost the same for both the kernel. Finally, according also with Theorem 2.2, the convergence rate is clearly slower with a heavy tail distribution (\( t(3) \)) than with a Gaussian distribution, and this phenomenon increases when \( \rho \) increases.
Table 1
Results of the Monte Carlo experiments providing the accuracy of \( \hat{a}_k \) for the three chosen functions with \( \xi_0 \) following a \( \mathcal{N}(0, 4) \) distribution, 1000 independent replications are generated.

| \( a^{(\rho)} \) | \( a_2^{(2)} \) | \( a_4^{(1.5)} \) | \( a_4^{(0.8)} \) | \( a_4^{(0.5)} \) |
|----------------|----------------|----------------|----------------|----------------|
| \( K_E \)     | \( K_G \)     | \( K_E \)     | \( K_G \)     | \( K_E \)     | \( K_G \)     |
| \( n = 100 \) | \( 0.243 \)   | \( 0.285 \)   | \( 0.172 \)   | \( 0.235 \)   |
| \( \hat{\lambda} \) | \( 0.407 \)   | \( 0.450 \)   | \( 0.322 \)   | \( 0.392 \)   |
| \( n = 200 \) | \( 0.248 \)   | \( 0.286 \)   | \( 0.230 \)   | \( 0.354 \)   |
| \( \hat{\lambda} \) | \( 0.239 \)   | \( 0.282 \)   | \( 0.234 \)   | \( 0.353 \)   |
| \( n = 500 \) | \( 0.185 \)   | \( 0.219 \)   | \( 0.232 \)   | \( 0.308 \)   |
| \( \hat{\lambda} \) | \( 0.175 \)   | \( 0.219 \)   | \( 0.232 \)   | \( 0.303 \)   |
| \( n = 1000 \) | \( 0.234 \)   | \( 0.276 \)   | \( 0.321 \)   | \( 0.287 \)   |
| \( \hat{\lambda} \) | \( 0.320 \)   | \( 0.399 \)   | \( 0.431 \)   | \( 0.406 \)   |

Table 2
Results of the Monte Carlo experiments providing the accuracy of \( \hat{a}_k \) for the three chosen functions with \( \xi_0 \) following a \( \mathcal{t}(3) \) distribution, 1000 independent replications are generated.

| \( a^{(\rho)} \) | \( a_2^{(2)} \) | \( a_4^{(1.5)} \) | \( a_4^{(0.8)} \) | \( a_4^{(0.5)} \) |
|----------------|----------------|----------------|----------------|----------------|
| \( K_E \)     | \( K_G \)     | \( K_E \)     | \( K_G \)     | \( K_E \)     | \( K_G \)     |
| \( n = 100 \) | \( 0.226 \)   | \( 0.267 \)   | \( 0.161 \)   | \( 0.220 \)   |
| \( \hat{\lambda} \) | \( 0.394 \)   | \( 0.430 \)   | \( 0.295 \)   | \( 0.360 \)   |
| \( n = 200 \) | \( 0.341 \)   | \( 0.350 \)   | \( 0.311 \)   | \( 0.418 \)   |
| \( \hat{\lambda} \) | \( 0.329 \)   | \( 0.349 \)   | \( 0.309 \)   | \( 0.405 \)   |
| \( n = 500 \) | \( 0.261 \)   | \( 0.281 \)   | \( 0.296 \)   | \( 0.353 \)   |
| \( \hat{\lambda} \) | \( 0.258 \)   | \( 0.287 \)   | \( 0.293 \)   | \( 0.346 \)   |
| \( n = 1000 \) | \( 0.194 \)   | \( 0.252 \)   | \( 0.286 \)   | \( 0.239 \)   |
| \( \hat{\lambda} \) | \( 0.304 \)   | \( 0.373 \)   | \( 0.383 \)   | \( 0.360 \)   |

\[ \text{MISE}^{1/2} \]

\[ \text{MISE}^{1/2} \]
3.2. Numerical application on climatic data

We also applied our model and its estimator to an example of real data, specifically the monthly average temperature readings in London from 1659 to 1998, or 340 years. Obviously in such a case one can expect that $T = 12$. First, we removed an additive seasonal and trend component (estimated by LOESS) from these data and considered the residual data. On these, a global correlogram (see Figure 4) confirms a modelling by a process of type AR(1) and also the presence of a periodic phenomenon of period 12. As a consequence we may assume that these residual data can be modelled by the model (1.2). We then applied the $\hat{a}_s(u)$ estimator for $u = 0.25$, 0.50 and 0.75 and $s = 1, \ldots, 12$. Figure 5 summarizes these results and shows:

- The crucial interest of taking a pseudo-periodic model as we defined it in (1.2);
- The relatively small but not negligible change in the coefficient $a_t(t)$ as a function of $t$. 


4. Proofs

We first provide the proof of Proposition 2.1.

**Proof of Proposition 2.1.**

1. We have $\mathbb{E}X_t^{(n)} = a_1(\frac{1}{nT})\mathbb{E}(X_0)$ and $\mathbb{E}X_t^{(n)} = a_t(\frac{1}{nT})\mathbb{E}X_{t-1}^{(n)}$ from the relation (1.2). From Assumption (A($\rho$)) and since $\left|a_1(\frac{1}{nT})\right| \leq \alpha < 1$, we deduce the first item of Proposition 2.1.

2. Below, for ease of reading, we will omit the exponent $n$. Set $v_t = \mathbb{E}(X_t^2)$, and $v = \sup_s v_s \in [0, +\infty]$; also write $\alpha_t = a_t^2(\frac{t}{nT})$. We have:

$$v_t = \alpha_t v_{t-1} + \sigma^2 \leq \alpha^2 v_{t-1} + \sigma^2 \leq \alpha^2 \sup_s v_s + \sigma^2, \quad t > 0 \quad (4.1)$$

thus

$$\sup_s v_s \leq \frac{\sigma^2 + v_0}{1 - \alpha} < \infty. \quad (4.2)$$

Moreover, with $\delta_t = v_t - v_{t-T}$ for any $t > T$, we have

$$\delta_t = \alpha_t \delta_{t-1} + (\alpha_t - \alpha_{t-T})v_{t-T-1},$$

$$|\delta_t| \leq \alpha |\delta_{t-1}| + C|\alpha_t - \alpha_{t-T}|, \quad \text{with} \quad C > 0, \quad (4.3)$$

from (4.2) and since for some constant $C > 0$,

$$|\alpha_t - \alpha_{t-T}| = \left|a_t^2(\frac{t}{nT}) - a_{t-T}^2(\frac{t-T}{nT})\right| \leq 2\alpha \left|a_t(\frac{t}{nT}) - a_{t-T}(\frac{t-T}{nT})\right| \leq \frac{C}{n^{\rho \wedge 1}} \quad (4.4)$$

from Assumption (A($\rho$)). As a consequence of (4.3), we also obtain:

$$|\delta_t| \leq \frac{C}{1 - \alpha} \cdot \frac{1}{n^{\rho \wedge 1}} + \delta_{T+1} \alpha^{t-T+1}.$$ 

Thus for other constants $C, c > 0$ we derive

$$|\delta_t| \leq C' \frac{1}{n^{\rho \wedge 1}}, \quad \forall t \geq c \log n. \quad (4.5)$$

From now on, assume that $\rho \geq 1$.

Now use again the definition (1.2) of the model, and by iterating (4.1), we
3. The proof mimics the case of $E \mu$ since $C$ we also obtain for constants again denoted $w$ with $r$ for $k$ for $j < T$ hence, from (4.5).

Hence,

$$v_t = \sigma^2 \frac{1 + \sum_{i=0}^{T-2} \alpha \cdots \alpha_{t-i}}{1 - \alpha \cdots \alpha_{t-T+1}} + O\left(\frac{1}{n}\right).$$

Now quoting that $\alpha_{t-j} = \alpha_{t-j}^2 \left(\frac{t-j}{nT}\right)$ we set $\alpha_{t-j} = \alpha_{t-j}^2 \left(\frac{t}{nT}\right)$ for $1 \leq j < T$, then since $\rho \geq 1$ and from (4.6) we derive

$$v_t = \sigma^2 \frac{1 + \sum_{i=0}^{T-2} \alpha \cdots \alpha_{t-i}}{1 - \alpha \cdots \alpha_{t-T+1}} + O\left(\frac{1}{n}\right) = \gamma_{(2)}^2 \left(\frac{t}{nT}\right) + O\left(\frac{1}{n}\right).$$

The conclusion follows.

Now quoting that $\alpha_{t-j} = \alpha_{t-j}^2 \left(\frac{t-j}{nT}\right)$ we set $\alpha_{t-j} = \alpha_{t-j}^2 \left(\frac{t}{nT}\right)$ for $1 \leq j < T$, then since $\rho \geq 1$ and from (4.6) we derive

$$v_t = \sigma^2 \frac{1 + \sum_{i=0}^{T-2} \alpha \cdots \alpha_{t-i}}{1 - \alpha \cdots \alpha_{t-T+1}} + O\left(\frac{1}{n}\right) = \gamma_{(2)}^2 \left(\frac{t}{nT}\right) + O\left(\frac{1}{n}\right).$$

The conclusion follows.

3. The proof mimics the case of $E(X_i^2)$. Denote $q_t = a_t^2 \left(\frac{t}{nT}\right)$, and $\mu_k = E(\xi_k)$, for $k = 1, 2, 3, 4$. Then $\mu_1 = 0$ and

$$w_t = E(X_t^4) = E(A_t X_{t-1} + \xi_t)^4 = q_t w_{t-1} + 4 \mu_3 A_t E X_{t-1} + 6 \sigma^2 A_t^2 w_{t-1} + \mu_4.$$

Since $\mu_3 = 0$, we have:

$$w_t = q_t w_{t-1} + 6 \sigma^2 v_t + \mu_4 - 6 \sigma^4 \leq \alpha^4 w_{t-1} + r(t),$$

with $r(t) = 6 \sigma^2 v_t + \mu_4 - 6 \sigma^4$ and this implies as previously $\sup_t w_t < \infty$. We also obtain for constants again denoted $C', C'' > 0:

$$|w_t - w_{t-T}| \leq \frac{C'}{n}, \quad \forall t \geq c \log n.$$ (4.9)

Finally by iterating (4.8), we obtain:

$$w_t = q_t \cdots q_{t-T+1} w_{t-T} + \left(r(t) + \sum_{i=0}^{T-2} (q_t \cdots q_{t-i}) r(t-i-1)\right)$$

$$= q_t \cdots q_{t-T+1} w_t + O\left(\frac{1}{n}\right) + \left(r(t) + \sum_{i=0}^{T-2} (q_t \cdots q_{t-i}) r(t-i-1)\right).$$
from (4.9). Hence, always following the previous case
\[
    w(t) = \frac{r(t) + \sum_{i=0}^{T-2} (q_t \cdots q_{t-i}) r(t-i) + O(1/n)}{1 - q_t \cdots q_{t+1}} + O(1/n),
\]
for \( t \geq C'' \log n \), and this implies (2.2) from using again the regularity of the functions \((a_t)_{1 \leq t \leq T} \).

Finally, for any \( t > t' \) such that \( t, t' \in \{ \lfloor c \log n \rfloor, \ldots, nT \} \), since \((X_t)\) is a causal process and by iteration,
\[
    \text{Cov}(X_t^2, X_{t'}^2) = \alpha_t \text{Cov}(X_{t-1}^2, X_{t'}^2) + 0 + \text{Cov}(\xi_t^2, X_{t'}^2)
    = \alpha_t \text{Cov}(X_{t-1}^2, X_{t'}^2)
    = (\gamma_s(4) \left( \frac{t'}{nT} \right) + O(1/n)) \prod_{i=1}^{t-t'} \alpha_{t'+i},
\]
where \( s' \equiv t' \lfloor T \rfloor \) and \( \prod_{i=1}^{t-t'} \alpha_{t'+i} \leq 2^{t-t'} \).

This completes the proof. \( \square \)

Now we establish a technical lemma, which we were not able to find in the past literature (even if variants of this result may be found) and that will be extremely useful in the sequel. For a bounded continuous function \( c \) defined on \([0, 1]\), and a kernel function \( H \) (see details below), an approximation of integral by appropriate Riemann sums yields (as for [20]’s estimator, see [21] for further developments):
\[
    \lim_{n \to \infty} \frac{1}{nb_n} \sum_{j \in I_{n,s}} H \left( \frac{j/n - u}{b_n} \right) c \left( \frac{j}{nT} \right) = c(u),
\]
where \( u \in (0, 1) \), \( I_{n,s} = \{ s, s + T, \ldots, s + (n-1)T \} \) with \( s \in \{ 1, \ldots, T \} \) and \( T \in \mathbb{N}^* \). More precisely we would like to provide expansions of
\[
    \Delta_n = \frac{1}{nb_n} \sum_{j \in I_{n,s}} H \left( \frac{j/n - u}{b_n} \right) c \left( \frac{j}{nT} \right) - c(u). \tag{4.10}
\]

**Lemma 4.1.** Let \( u \in (0, 1) \), \( \rho > 0 \), \( c \in C^p([0, 1]) \) a bounded function. Let \( H \) satisfy \( \text{ker}(\rho \vee 1) \). Consider also a sequence of positive real numbers \((b_n)_n\) satisfying \( \lim_{n \to \infty} b_n = 0 \). Then, there exists \( C > 0 \) depending only on \( \|H\|_\infty \), \( \|c\|_\infty \) and \( \text{Lip}(H) \) such that for \( n \) large enough
\[
    \| \Delta_n \| \leq C \left( \frac{A_n}{nb_n} + b_n^p \right), \text{ with } \left\{ \begin{array}{ll}
        A_n = 1 & \text{under Assumption } (\tilde{K}), \\
        A_n = \log(n) & \text{under Assumption } (K).
    \end{array} \right. \tag{4.11}
\]
Finally, if $\rho \in \mathbb{N}^*$ we have:

$$\Delta_n = b_n^\rho \frac{c(\rho)(u)}{\rho!} \int_{\mathbb{R}} z^\rho H(z) \, dz \left(1 + o(1)\right) + O\left(\frac{A_n}{nb_n}\right). \quad (4.12)$$

Proof of Lemma 4.1. In the sequel we will denote $h_n(v) = \frac{1}{b_n} H(h_n^{-1}(v - u))$ for $v \in \mathbb{R}$. Then $h_n$ is a Lipschitz function with $\text{Lip } h_n = \frac{b_n}{n}$. Let $n$ be a constant.

- First assume that the function $c \equiv 1$ is a constant. Set $v_i = i(nt)^{-1}$ for $i \in \mathbb{Z}$. For $1 \leq s \leq T$, we consider the sets

$$K_{n,s} = \{ j \in \mathbb{N}, |v_{s+jT} - u| \leq A_n b_n, 1 \leq j \leq n \}$$

and $L_{n,s} = I_{n,s} \setminus K_{n,s}$. Then, for $n$ large enough,

$$\Delta_n = \frac{1}{n} \sum_{i \in L_{n,s}} h_n(v_i) - \int_{\mathbb{R}} h_n(v) \, dv$$

$$= \frac{1}{n} \sum_{i \in K_{n,s}} h_n(v_i) - \int_{\mathbb{R}} h_n(v) \, dv + \frac{1}{n} \sum_{i \in L_{n,s}} h_n(v_i)$$

$$= \sum_{j=[(u-A_n b_n)n-n^2]}^{[(u-A_n b_n)n-n^2]+1} \int_{v_{s+jT}}^{v_{s+(j+1)T}} h_n(v_{s+jT}) - h_n(v) \, dv$$

$$+ \frac{1}{n} \sum_{j \in L_{n,s}} h_n(v_{s+jT}) - \int_{(u-A_n b_n)+1/n}^{\infty} h_n(v) \, dv - \int_{-\infty}^{(u-A_n b_n)+1/n} h_n(v) \, dv.$$

But $|h_n(v_{s+jT})| \leq \frac{C}{b_n} \exp\left(-\frac{1}{b_n}\right)$ from Assumption (K) and using the usual comparison between sums and integrals for monotonic functions, we obtain:

$$\left|\frac{1}{n} \sum_{j \in L_{n,s}} h_n(v_{s+jT})\right| \leq \frac{C}{b_n} \int_{|v-u| \geq A_n b_n} \exp\left(-\beta \frac{|v-u|}{b_n}\right) \, dv$$

$$\leq 2C \exp\left(-\beta A_n\right).$$

Thus

$$|\Delta_n| \leq \text{Lip}(h_n) \sum_{j=[(u-A_n b_n)n-n^2]}^{[(u-A_n b_n)n-n^2]+1} \int_{v_{s+jT}}^{v_{s+(j+1)T}} (v - v_{s+jT}) \, dv$$

$$+ 2C \exp(-\beta A_n) + \int_{u-A_n b_n}^{\infty} |h_n(v)| \, dv + \int_{-\infty}^{u-A_n b_n} |h_n(v)| \, dv$$

$$\leq \text{Lip}(H) \frac{2A_n b_n n}{b_n^2} + 4C \exp(-\beta A_n)$$

$$\leq \text{Lip}(H) \frac{A_n}{nb_n} + 4C \exp(-\beta A_n).$$
because since \( u \in (0, 1) \), the above indices remain in the index set \([-n, n]\) for \( n \) large enough.

Then, if \( A_n \geq \beta^{-1} \log n \) then \( \exp(-\beta A_n) \leq 1/n \) and we deduce (4.11).

- **We now turn to the case of a non-constant function \( c \).** First, if \( \rho > 0 \), for \((u, v) \in (0, 1)^2\) the Taylor-Lagrange formula implies:

\[
c(v) - c(u) = (v - u)c'(u) + \cdots + \frac{(v - u)^\ell}{\ell!} c^{(\ell)}(u + \lambda(v - u)),
\]

with \( \ell = \lfloor \rho \rfloor \) and \( \lambda \in (0, 1) \). Since \( c \in C^\rho([0, T]) \),

\[
|c^{(\ell)}(u + \lambda(v - u)) - c^{(\ell)}(u)| \leq C_\rho |\lambda(v - u)|^{\rho - \ell} \leq C_\rho |v - u|^{\rho - \ell}.
\]

Therefore,

\[
c(v) - c(u) = (v - u)c'(u) + \cdots + \frac{(v - u)^\ell}{\ell!} c^{(\ell)}(u) + R(u, v), \tag{4.13}
\]

with \( |R(u, v)| \leq C_\rho |u - v|^\rho \). Then for any \( u \in (0, 1) \), using Assumption \( \ker(\rho \vee 1) \) and especially the relation \( \int z^p H(z) dz = 0 \) for \( p = 1, \ldots, \ell \),

\[
\left| \int_{\mathbb{R}} h_n(v) c(v) \, dv - c(u) \int_{\mathbb{R}} h_n(v) \, dv \right| = \left| \int_{-\infty}^{\infty} H(z) (c(u + b_n z) - c(u)) \, dz \right|
\]

\[
= \left| \int_{-\infty}^{\infty} H(z) R(u, u + b_n z) \, dz \right| \tag{4.14}
\]

\[
\leq C_\rho b_n^\rho C \int_{-\infty}^{\infty} e^{-\beta|z|^\rho} \, dz
\]

\[
\leq C' b_n^\rho \tag{4.15}
\]

with \( C' > 0 \). Here we denote \( k_n(v) = h_n(v) c(v) \) for \( v \in [0, 1] \).

Now, if \( \rho \in (0, 1) \), we have

\[
|k_n(v_1) - k_n(v_2)| \leq \|c\|_{\infty} \text{Lip}(h_n) |v_1 - v_2| + \frac{\|H\|_{b_n}}{b_n} C_\rho |v_1 - v_2|^\rho,
\]

and therefore using the previous results:

\[
|\Delta_n| \leq \left[ (u + A_n b_n)^{n - \frac{1}{\rho}} \right]^{\lfloor v + (j + 1)T \rfloor - j} \left[ (u - A_n b_n)^{-\frac{1}{\rho}} \right]^{j + 1} 
\]

\[
\frac{1}{b_n} \int_{v_{s+jT}}^{v_{s+j+1}T} C \left( \text{Lip}(h_n) |v - v_{s+jT}| \right) \, dv + C \|c\|_{\infty} \exp(-\beta A_n)
\]

\[
+ \left| \int_{\mathbb{R}} h_n(v) c(v) \, dv - c(u) \int_{\mathbb{R}} h_n(v) \, dv \right|
\]

\[
\leq C \left( \frac{A_n}{nb_n} + \frac{A_n}{n^\rho} + \exp(-\beta A_n) + b_n^\rho \right).
\]
Lemma 4.2. Let \( \sigma \{ 1, \ldots, T \} \)

under Assumption (A).

In the sequel we will denote the \( \sigma \)-algebra

\[
\mathcal{F}_t^{(s)} = \sigma \left( \{ \xi_i \}_{i \leq s+(t-1)\tau} \right). \tag{4.16}
\]

Lemma 4.2. Let \( H \) satisfy Assumption ker(1) and \( (X_t^{(n)}) \) be a solution of (1.2) under Assumption \( (A(\rho)) \) with \( \rho > 0 \). Then for any \( u \in (0, 1) \), and \( s \in \{1, \ldots, T\} \),

\[
\frac{1}{nb_n} \sum_{j=1}^{n} H \left( \frac{s+(j-1)\tau}{nT} - u \right) \left( X_t^{(n)} \right)_{s+(j-1)\tau-1}^2 \xrightarrow{\rho \delta} \frac{1}{1 - \beta_{s,T-1}(u)} \frac{\rho}{1 + \sum_{t=0}^{T-2} \beta_{s,t}(u)}. \]
Proof of Lemma 4.2. We use here a limit theorem for $L^1$-mixingales established in [1]. Indeed, for $u \in (0, 1)$, $s \in \{1, \ldots, T\}$, let

$$Z_{n,t} = \frac{1}{b_n} H \left( \frac{s+(t-1)T}{nT} - u \right) \left( (X_{s+(t-1)T-1}^{(n)})^2 - \mathbb{E}(X_{s+(t-1)T-1}^{(n)})^2 \right). \quad (4.17)$$

Then, set

$$c_0(t) = 1, \quad \text{and} \quad c_k(t) = \prod_{i=1}^k a_{t+1-i} \left( \frac{t+1-i}{nT} \right), \quad \text{for } k \geq 1,$$

we have:

$$X_i^{(n)} = \sum_{k=0}^\infty c_k(t) \xi_{t-k}. \quad (4.18)$$

Therefore, with $(F_{n,t}^{(s)})$ defined in (4.16),

$$\mathbb{E}[Z_{n,t} | F_{n,t-m}] = \frac{1}{b_n} H \left( \frac{s+(j-1)T}{nT} - u \right) \times \left\{ \mathbb{E} \left[ \left( \sum_{k=0}^\infty c_k(s+(t-1)T-1) \xi_{s+(t-1)T-1-k} \right)^2 | F_{n,t-m} \right] - \sigma^2 \sum_{k=0}^\infty c_k^2(s+(t-1)T-1) \right\}$$

$$= \frac{1}{b_n} H \left( \frac{s+(j-1)T}{nT} - u \right) \left\{ \left( \sum_{k=mT-1}^\infty c_k(s+(t-1)T-1) \xi_{s+(t-1)T-1-k} \right)^2 - \sigma^2 \sum_{k=mT-1}^\infty c_k^2(s+(t-1)T-1) \right\}. \leq \frac{2 \sigma^2}{b_n} \left\| H \left( \frac{s+(j-1)T}{nT} - u \right) \right\|_1 \times \frac{\alpha^2 m T^2}{1 - \alpha^2}. \leq \frac{2 \sigma^2}{b_n} \left\| H \left( \frac{s+(j-1)T}{nT} - u \right) \right\|_1 \times \frac{\alpha^2 m T^2}{1 - \alpha^2}.$$

But for any $t \in \mathbb{N}$, we have $|c_k(t)| \leq \alpha^k$ from Assumption $(A(\rho))$. Then,

$$\left\| \mathbb{E}[Z_{n,t} | F_{n,t-m}] \right\|_1 \leq \frac{1}{b_n} \left\| H \left( \frac{s+(j-1)T}{nT} - u \right) \right\|_1 \times \left\{ \left( \sum_{k=mT-1}^\infty c_k(s+(t-1)T-1) \xi_{s+(t-1)T-1-k} \right)^2 + \sigma^2 \sum_{k=mT-1}^\infty \alpha^{2k} \right\} \leq \frac{2 \sigma^2}{b_n} \left\| H \left( \frac{s+(j-1)T}{nT} - u \right) \right\|_1 \times \frac{\alpha^2 m T^2}{1 - \alpha^2}.$$
$0 \leq \alpha < 1$ and:
\[
\frac{1}{n} \sum_{t=1}^{n} |c_{nt}| \xrightarrow{n \to +\infty} \frac{2\sigma^2}{(1-\alpha^2)} \|H\|_1 < \infty, \quad \text{with} \quad c_{nt} = \frac{2\sigma^2}{(1-\alpha^2)b_n} H\left(\frac{s+(j-1)T}{nT} - u\right).
\]

As a consequence,
\[
\frac{1}{n} \sum_{t=1}^{n} Z_{n,t} \xrightarrow{p} 0,
\]
implies
\[
\frac{1}{nb_n} \sum_{j=1}^{n} H\left(\frac{s+(j-1)T}{nT} - u\right) \left(\left(X_{s+(j-1)T-1}^{(n)}\right)^2 - E\left(\left(X_{s+(j-1)T-1}^{(n)}\right)^2\right)\right) \xrightarrow{n \to +\infty} 0.
\]

Now, we collect the above relations. Lemma 4.1 and Proposition 2.1 with the $\rho$-regularity of the function $c(v)$, together conclude the proof.

**Lemma 4.3.** Under the conditions of Theorem 2.1, with $(Y_{n,i})_{1 \leq i \leq n, n \in \mathbb{N}}$ defined in (4.28), for any $\varepsilon > 0$,
\[
\sum_{j=1}^{n} E(Y_{n,j}^2 I_{|Y_{n,j}| \geq \varepsilon} | \mathcal{F}_{j-1}^{(s)}) \xrightarrow{p} 0. \quad (4.19)
\]

**Proof of Lemma 4.3.** Since $E \xi_0^2 = \sigma^2 < \infty$ this is easy to exhibit an increasing sequence $(c_k)_k$ with
\[
c_0 = 1, \quad c_1 = 2 \quad \text{and} \quad c_{k+1} \geq c_k^2, \quad \text{where} \quad E\left(\xi_0^2 I_{|\xi_0| \geq c_k}\right) \leq \frac{1}{k^3}, \quad \text{for all} \ k \in \mathbb{N}^*.
\]
Define $g(\cdot)$ as the piecewise affine function such that $g(c_k) = k$ for $k \in \mathbb{N}$ and $g(0) = 0$. Then the function $\psi$ defined by $\psi(x) = x^2g(x)$ for $x \geq 0$ satisfies $\psi(0) = 0$ and it is a continuous and non-decreasing function (for almost all $x > 0$, $\psi'(x) = x^2g'(x) + 2xg(x) > 0$) and convex function (indeed, for almost all $x > 0$, $\psi''(x) = 4xg'(x) + 2g(x) > 0$). Hence, we have:
\[
\sum_{k=1}^{\infty} E\left(\xi_0^2 g(|\xi_0|) I_{|\xi_0| \leq k} \right) \leq \sum_{k=0}^{\infty} E\left(\xi_0^2 g(|\xi_0|) I_{k \leq g(|\xi_0|) < k+1}\right) \leq \sum_{k=1}^{\infty} (k+1) E\left(\xi_0^2 |\xi_0| I_{|\xi_0| \leq c_k}\right) \leq \sum_{k=1}^{\infty} \frac{k+1}{k^3} < \infty.
\]

Therefore,
\[
E\psi(|\xi_0|) \leq E\left(\xi_0^2 g(|\xi_0|) I_{0 \leq |\xi_0| < 2}\right) + \sum_{k=0}^{\infty} E\left(\xi_0^2 g(|\xi_0|) I_{c_k \leq |\xi_0| < c_{k+1}}\right) < \infty. \quad (4.20)
\]
The construction of \((c_k)_k\) and the relation \(c_{k+1} \geq c_k^2\) together imply:

\[
\psi(xy) \leq \psi(x)\psi(y).
\] (4.21)

Indeed, this relationship is equivalent to

\[
g(xy) \leq g(x)g(y), \quad \text{for any } 0 \leq x \leq y.
\] (4.22)

But if \(0 \leq x \leq 1\) and \(y \geq x\), then \(xy \leq y\); therefore \(g(xy) \leq g(y) \leq g(x)g(y)\) since \(g\) is an increasing function and \(g(x) \geq 1\) for any \(x \geq 0\). Moreover, if \(1 < x \leq y\), there exists \(0 \leq k \leq \lambda \in [0,1]\) such as \(y = \lambda c_k + (1 - \lambda)c_{k+1}\). But \(h : [0,\infty) \rightarrow \mathbb{R}^+\) defined by \(x \mapsto h(x) = g(x^2)\) is a convex function since \(h'' \geq 0\) a.e. As a consequence,

\[
g(y^2) = h(\lambda c_k + (1 - \lambda)c_{k+1}) \leq \lambda g(c_k^2) + (1 - \lambda)g(c_{k+1}^2)
\]

\[
\leq \lambda g(c_k) + (1 - \lambda)g(c_{k+1}) = k + 1 - \lambda,
\]

from the construction of \((c_k)_k\). Since \(g(y) = \lambda g(c_k) + (1 - \lambda)g(c_{k+1}) = k + 1 - \lambda\) because \(g\) is a piecewise function, we finally obtain \(g(y^2) \leq g(y) + 1\). We conclude with \(g(xy) \leq g(y^2)\) for any \(1 \leq x \leq y\) and \(g(x) \geq 2\) (since \(c_1 = 2\)).

Hence the function \(\psi\) is a Orlicz function and \(\|\xi_0\|_\psi < \infty\) with

\[
\|V\|_\psi = \inf \left\{ z > 0; \ E\psi\left(\frac{|V|}{z}\right) \leq 1 \right\}, \quad \text{for any random variable } V. \] (4.23)

Now Theorem 1.1 in [16] implies:

\[
\|V\|_\psi \leq \inf_{z > 0} \left( \frac{1}{z} + E\left[ \psi(z|V|) \right] \right) \leq 2\|V\|_\psi.
\] (4.24)

Therefore \(\|V\|_\psi \leq 1 + E\psi(|V|), \) and \(\frac{1}{z}E\psi(z|V|) \leq 2\|V\|_\psi\) for any \(z > 0\) since from convexity

\[
E\psi(|V|) \leq \frac{z - 1}{z} \cdot E\psi(0) + \frac{1}{z} \cdot E\psi(z|V|) \leq 2\|V\|_\psi
\]

and \(\psi(0) = 0\). Then, from the definition of \((X_{t}^{(n)})\) and the triangular inequality

\[
\|X_t^{(n)}\|_\psi \leq \alpha\|X_{t-1}^{(n)}\|_\psi + \|\xi_t\|_\psi \leq \sum_{j=0}^{t-1} \alpha^j \|\xi_{t-j}\|_\psi \quad \text{for any } t \in \mathbb{N}^*,
\]

with \(0 \leq \alpha < 1\). Since \(\|\xi_s\|_\psi = \|\xi_0\|_\psi\) for any \(s \in \mathbb{N}\), we finally obtain

\[
\sup_{t \in \mathbb{N}} \{\|X_t^{(n)}\|_\psi\} \leq \frac{1}{1 - \alpha} \|\xi_0\|_\psi < \infty.
\]

Thus (4.21) implies with the independence of \(\xi_t\) and \(X_{t-1}^{(n)}\) that:

\[
E\psi(|\xi_t X_{t-1}^{(n)}|) \leq E\psi(|\xi_t|) \cdot E\psi(|X_{t-1}^{(n)}|).
\]
Now relation (4.24) with \( z = 1 \) entails
\[
\sup_{t \in \mathbb{N}^*} \left\{ \| \xi_t X_{t-1}^{(n)} \|_\psi \right\} < \infty.
\]
Thus with \( t = s + (j-1)T \) we have from (4.24),
\[
\| Y_{n,j} \|_\psi \leq \frac{1}{\sqrt{nb_n}} \left| K \left( \frac{j T - u}{b_n} \right) \right| \| \xi_t \|_\psi \| X_{t-1}^{(n)} \|_\psi < \infty.
\]
Again using (4.21) and with \( K_t = K \left( \frac{\sqrt{nb_n} - u}{b_n} \right) \),
\[
E(Y_{j}^2 \mathbb{I}_{|Y_j| \geq \epsilon}) = \frac{1}{nb_n} E \left( (K_t \xi_t X_{t-1}^{(n)})^2 \mathbb{I}_{\{g((K_t \xi_t X_{t-1}^{(n)}) \geq g(\sqrt{nb_n}))\}} \right)
\leq \frac{1}{nb_n} E \left( (K_t \xi_t X_{t-1}^{(n)})^2 \mathbb{I}_{\{g((K_t \xi_t X_{t-1}^{(n)}) \geq g(\sqrt{nb_n}))\}} g((K_t \xi_t X_{t-1}^{(n)}) \geq \epsilon) \right)
\leq \frac{1}{\psi(\sqrt{nb_n})} \sup_{t \in \mathbb{N}^*} \| \xi_t X_{t-1}^{(n)} \|_\psi.
\]
As a consequence, for any \( \epsilon > 0 \),
\[
E \left( \sum_{j=1}^{n} E \left( Y_{n,j}^2 \mathbb{I}_{|Y_{n,j}| \geq \epsilon} | \mathcal{F}_{j-1}^{(s)} \right) \right) \leq \frac{\sup_{t \in \mathbb{N}^*} \| \xi_t X_{t-1}^{(n)} \|_\psi}{\epsilon^2 g(\sqrt{nb_n})} \sum_{j=1}^{n} \psi \left( \left| K \left( \frac{j T - u}{b_n} \right) \right| \right) \leq 2 \times \frac{\sup_{t \in \mathbb{N}^*} \| \xi_t X_{t-1}^{(n)} \|_\psi}{\epsilon^2 g(\sqrt{nb_n})} \int_{\mathbb{R}} \psi(|K(x)|) dx
\]
if \( n \) is large enough, from Lemma 4.1. As a consequence, for any \( \epsilon > 0 \), since \( g(\sqrt{nb_n}) \xrightarrow{n \to +\infty} \infty \), then
\[
E \left( \sum_{j=1}^{n} E \left( Y_{n,j}^2 \mathbb{I}_{|Y_{n,j}| \geq \epsilon} | \mathcal{F}_{j-1}^{(s)} \right) \right) \xrightarrow{n \to +\infty} 0.
\]
Since \( Y_{n,j}^2 \mathbb{I}_{|Y_{n,j}| \geq \epsilon} \) is a non-negative triangular array, the proof of Lemma 4.3 is complete. \( \square \)

**Proof of Theorem 2.1.** Using (1.2), write
\[
\tilde{N}_s^{(n)}(u) = \frac{1}{nb_n} \sum_{j \in I_{n,s}} K \left( \frac{j T - u}{b_n} \right) X_{j-1}^{(n)} (a_s \left( \frac{j}{nT} \right) X_{j-1}^{(n)} + \xi_j)
\]
we decompose it as: \( \tilde{N}_s^{(n)}(u) = \tilde{N}^{(n)}_s(u) + M_s^{(n)}(u) \), with

\[
M_s^{(n)}(u) = \frac{1}{nb_n} \sum_{j \in I_{n,s}} K \left( \frac{j T - u}{b_n} \right) \xi_j X_{j-1}^{(n)},
\]
\[
\tilde{N}^{(n)}_s(u) = \frac{1}{nb_n} \sum_{j \in I_{n,s}} K \left( \frac{j T - u}{b_n} \right) a_s \left( \frac{j}{nT} \right) (X_{j-1}^{(n)})^2
\]
Therefore we obtain:
\[
\sqrt{nb_n}(\hat{a}_s(u) - a_s(u)) = \sqrt{nb_n} \frac{M_s^{(n)}(u)}{\hat{D}_s^{(n)}(u)} + \frac{J_n}{\hat{D}_s^{(n)}(u)},
\]  
(4.25)

with
\[
\hat{D}_s^{(n)}(u) = \frac{1}{nb_n} \sum_{j \in I_{ns}} K\left(\frac{jT}{b_n} - u\right) X_{j-1}^2,
\]  
(4.26)
\[
J_n = \frac{1}{\sqrt{nb_n}} \sum_{j \in I_{ns}} K\left(\frac{jT}{b_n} - u\right) (X_{j-1}^{(n)})^2 \left(a_s\left(\frac{jT}{nT}\right) - a_s(u)\right).
\]  
(4.27)

We are going to derive the consistency of the estimator \(\hat{a}_s(u)\) of \(a_s(u)\), in two parts.

1/ We first prove that \(\sqrt{nb_n}M_s^{(n)}(u)/\hat{D}_s^{(n)}(u) \xrightarrow{P} 0\) as \(n \to +\infty\) and \(\hat{D}_s^{(n)}(u) \to \mathcal{N}(0,C)\) for some convenient constant \(C > 0\).

Let \(s \in \{1, \ldots, T\}\) and \(u \in (0,1)\). For \(n \in \mathbb{N}^*\) and \(j \in \{1, \ldots, n\}\), we denote
\[
Y_{n,j} = \frac{1}{\sqrt{nb_n}} K\left(\frac{s+(j-1)T}{nT} - u\right) \xi_{s+(j-1)T} X_{s+(j-1)T-1}^{(n)}.
\]  
(4.28)

This is clear that \((Y_{n,j})_{j \leq n, n \in \mathbb{N}}\) is a triangular array of martingale increments with respect to the \(\sigma\)-algebra \(\mathcal{F}_t^{(s)} = \sigma((\xi_t)_{i \leq s+(t-1)T})\). Indeed \((X_t^{(n)})_{t \geq 0}\) is a process, causal with respect to \((\xi_t)_{t \geq 0}\). This implies that \(\xi_t\) is independent of \((X_t^{(n)})_{i \leq t-1}\) and that \(\mathbb{E}(\xi_0) = 0\). We are going to use a central limit theorem for triangular arrays of martingale increments, see for example [13] and more recently [15].

Denote
\[
\sigma_{n,j}^2 = \mathbb{E}(Y_{n,j}^2 | \mathcal{F}_{j-1}^{(s)}) = \frac{1}{nb_n} K^2\left(\frac{s+(j-1)T}{nT} - u\right) (X_{s+(j-1)T-1}^{(n)})^2,
\]

since \(\mathbb{E}(\xi_0^2) = 0\). Using Lemma 4.2, we obtain:
\[
\sum_{j=1}^n \sigma_{n,j}^2 \xrightarrow{P} \sigma^2 \int_R K^2(x)dx,
\]  
(4.29)
\[
\hat{D}_s^{(n)}(u) \xrightarrow{P} 0.
\]  
\[
\hat{D}_s^{(n)}(u) \xrightarrow{P} 0\]

Moreover, from Lemma 4.3, then for any \(\varepsilon > 0\),
\[
\sum_{j=1}^n \mathbb{E}(Y_{n,j}^2 1_{|Y_{n,j}| \geq \varepsilon} | \mathcal{F}_{j-1}^{(s)}) \xrightarrow{P} 0.
\]
As a consequence, the conditions of the central limit theorem for triangular arrays of martingale increments, in [15]), are satisfied and this implies that
\[ \frac{\sum_{j=1}^{n} Y_{n,j}}{\sqrt{\sum_{j=1}^{n} \sigma_{n,j}^2}} \xrightarrow{D} N(0,1). \]
Therefore from Slutsky lemma entails:
\[
\sqrt{n} \frac{M_s^{(n)}(u)}{\tilde{D}_s^{(n)}(u)} = \sum_{j=1}^{n} \frac{1}{\sigma_{n,j}} \sum_{j=1}^{n} K \left( \frac{s_j u}{b_n} \right) \left( X_{s,1}^{(n)} \right)^2 \xrightarrow{D} N\left(0, \sigma^2 \right) \frac{1 - \beta_{s,T-1}(u)}{1 + \sum_{i=0}^{T-2} \beta_{s,i}(u)} \int K^2(x) dx. \] (4.31)

2/ The second term \( J_n \tilde{a}_n(u) \) in the expansion of \( \sqrt{n} \tilde{a}_n(u) - a_s(u) \) depends on the non-martingale term \( J_n \), see (4.27), and the consistent term \( \tilde{D}_s^{(n)}(u) \), see (4.26) and (4.30). The asymptotic behavior of this second term can be first obtained following two steps.

a. A first step consists in establishing an expansion of \( E J_n \). Using Proposition 2.1 and with \( \gamma_s^{(2)} \in C^\rho([0,1]) \) defined in (2.1), we have
\[
E J_n = \sqrt{n} b_n \frac{1}{nb_n} \sum_{j \in I_{n,s}} K \left( \frac{s_j u}{b_n} \right) \left( \gamma_s^{(2)} \left( \frac{s_j u}{n^{\rho/2}} \right) + O(\frac{1}{n}) \right) \left( \gamma_s^{(2)} \right) (a_s - a_s(u)).
\]
Using twice Lemma 4.1, with firstly \( c(x) = \gamma_s^{(2)}(x)(a_s(x) - a_s(u)) \), and secondly \( c(x) = (a_s(x) - a_s(u)) \), we deduce:
\[
|E J_n| \leq C \sqrt{n} b_n \left( \frac{A_n}{nb_n} + b_n^\rho \right) \left( 1 + O(\frac{1}{n}) \right). \] (4.32)
As a consequence, if \( b_n = o(n^{-1/(1+2\rho)}) \), then \( E J_n \xrightarrow{D} 0. \)

In the case \( \rho \in \{1, 2\} \), we also obtain from (4.12) and with \( d_s(u) = (a_s(v) - a_s(u))\gamma_s^{(2)}(v) \in C^\rho([0,1]) \),
\[
E J_n = \sqrt{n} b_n \left( O\left( \frac{A_n}{nb_n} \right) + b_n^\rho \frac{d_s^{(\rho)}(u)}{\rho!} \int \sigma^\rho K(z) dz \left( 1 + o(1) \right) \right)
= \frac{d_s^{(\rho)}(u)}{\rho!} \int \sigma^\rho K(z) dz \sqrt{nb_n^{2\rho+1}} + o\left( \sqrt{nb_n^{2\rho+1}} \right) + O\left( \frac{A_n}{\sqrt{nb_n}} \right)
= \begin{cases} o(\sqrt{nb_n^{2\rho+1}}) + O\left( \frac{A_n}{\sqrt{nb_n}} \right), & \text{if } \rho = 1, \\
B_s(u) \sqrt{nb_n^\rho} + o(\sqrt{nb_n^\rho}) + O\left( \frac{A_n}{\sqrt{nb_n}} \right), & \text{if } \rho = 2. \end{cases} \] (4.33)
with $B_s(u) = \frac{d''_s(u)}{2} \int_{\mathbb{R}} z^2 K(z) \, dz$.

**b.** Now we are going to prove a first consistency result for $J_n/\hat{D}_s^{(n)}(u)$ using the Markov Inequality. Indeed,

\[
\mathbb{E}|J_n| \leq \frac{1}{\sqrt{nb_n}} \sum_{j \in I_{n,s}} \left| K\left( \frac{j}{\sqrt{nT}} \right) \right| \left| a_s\left( \frac{j}{nT} \right) - a_s(u) \right| \text{Var} \left( X_{j-1}^{(n)} \right)
\]

\[
\leq \frac{C}{\sqrt{nb_n}} \sum_{j \in I_{n,s}} \left| K\left( \frac{j}{\sqrt{nT}} \right) \right| \left| a_s\left( \frac{j}{nT} \right) - a_s(u) \right|.
\]

Now using Lemma 4.1 with $c(v) = |a_s(v) - a_s(u)|$ which also belongs in $C^\rho([0,1])$ (this is clear if $\rho < 1$ and, for $\rho = 1$ the Lipschitz property of $z \mapsto |z|$ allows to conclude), and $c(u) = 0$, we derive:

\[
\mathbb{E}|J_n| \leq \sqrt{nb_n} \left( A_n \frac{b}{nb_n} + b^{\rho+1}_n \right). \tag{4.34}
\]

Therefore, if $b_n = o\left(n^{\frac{-1}{1+2(\rho+1)}}\right)$, then $\mathbb{E}J_n \xrightarrow{n \to +\infty} 0$ and $\mathbb{E}|J_n| \xrightarrow{n \to +\infty} 0$, implying from Markov Inequality, $J_n \xrightarrow{p, n \to +\infty} 0$. Finally, since (4.30) establishes the consistency of $\hat{D}_s^{(n)}(u)$, from Slutsky lemma, we deduce

\[
\frac{J_n}{\hat{D}_s^{(n)}(u)} \xrightarrow{p, n \to +\infty} 0. \tag{4.35}
\]

As a consequence, the proof of the Theorem results by using the decomposition (4.25), the consistency results (4.31) and (4.35).

**Proof of Theorem 2.2.** We restrict to the case $\rho \in (1,2]$.

**a.** Case $\mathbb{E}(\xi_i^4) < \infty$.

Denote again $K_t = K\left( \frac{t}{\sqrt{nT}} \right)$, for $t \in \mathbb{Z}$. First remark that the symme-
try assumption on $\xi_0$’s distribution implies $E(\xi_0) = E(\xi_0^3) = 0$.

$$\text{Var} (J_n) = \frac{1}{nb_n} \sum_{t \in I_{n,s}} \sum_{t' \in I_{n,s}} K_t K_{t'} \text{Cov} (X_t^2, X_{t'}^2) \times$$

$$\times \left( a_s\left( \frac{t}{nT}\right) - a_s(u) \right) \left( a_s\left( \frac{t}{nT}\right) - a_s(u) \right)$$

$$= \frac{1}{nb_n} \sum_{(t, t') \in L_{n,s,\alpha}} K_t K_{t'} \text{Cov} (X_t^2, X_{t'}^2) \times$$

$$\times \left( a_s\left( \frac{t}{nT}\right) - a_s(u) \right) \left( a_s\left( \frac{t'}{nT}\right) - a_s(u) \right)$$

$$+ \frac{1}{nb_n} \sum_{(t, t') \in I_{n,s}^2 \setminus L_{n,s,\alpha}} K_t K_{t'} \text{Cov} (X_t^2, X_{t'}^2) \times$$

$$\times \left( a_s\left( \frac{t}{nT}\right) - a_s(u) \right) \left( a_s\left( \frac{t'}{nT}\right) - a_s(u) \right)$$

with $L_{n,s,\alpha} = \{(t, t') \in I_{n,s}^2, |t - t'| \leq \frac{\log n}{\log \alpha}\}$.

Firstly, consider the first left side term of the last inequality. If $t \in I_{n,s}$ then Proposition 2.1 entails $\text{Var} (X_t^2) = \gamma_s^{(2)}(t/(nT)) + O(1/n)$ for an adequate function $\gamma_s^{(2)} \in C^\rho([0,1])$.

Hence we also have $\text{Var} (X_t^2) = \gamma_s^{(2)}(t/(nT)) + O(\log(n)/n)$.

Here the fact that $(z \mapsto z^2)$ is a function in $C^\rho$, implies that the function defined from $b(v) = \left( a_s(v) - a_s(u) \right)^2$ is in $C^\rho([0,1])$ too, and again $b(u) = 0$ and $\int x H^2(x) dx = 0$.

Therefore, we use Lemma 4.1 to derive:
\[ \sum_{t,t' \in \mathcal{L}_{n,s,\alpha}} K_t K_{t'} \text{Cov} (X^2_t, X^2_{t'}) \left( a_s \left( \frac{t}{nT} \right) - a_s(u) \right) \left( a_s \left( \frac{t'}{nT} \right) - a_s(u) \right) \]
\[ = \sum_{t,t' \in \mathcal{L}_{n,s,\alpha}} K_t K_{t'} \prod_{i=1}^{\lfloor |t-t'| \rfloor} a^2_{s+1} \left( \frac{t+i/nT}{nT} \right) \left( \gamma_{s}^{(4)} \left( \frac{t-i/nT}{nT} \right) + \mathcal{O} \left( \frac{1}{n} \right) \right) \times \left( a_s \left( \frac{t}{nT} \right) - a_s(u) \right) \left( a_s \left( \frac{t'}{nT} \right) - a_s(u) \right) \]
\[ = \sum_{j=0}^{\log n \log n} \sum_{t \in \mathcal{L}_{n,s}} K_t \left( K_t + \mathcal{O} \left( \frac{\log n}{n b_n^2} \right) \right) \prod_{i=1}^{j} a^2_{s+1} \left( \frac{t+i/nT}{nT} \right) \left( \gamma_{s}^{(4)} \left( \frac{t-i/nT}{nT} \right) + \mathcal{O} \left( \frac{\log n}{n b_n^2} \right) \right) \times \left( a_s \left( \frac{t}{nT} \right) - a_s(u) \right) \left( a_s \left( \frac{t'}{nT} \right) - a_s(u) \right) \]
\[ \leq \sum_{j=0}^{\log n \log n} \alpha^2 j \left( \sum_{t \in \mathcal{L}_{n,s}} K_t^2 \prod_{i=1}^{j} \gamma_{s}^{(4)} \left( \frac{t+i/nT}{nT} \right) \times \left( a_s \left( \frac{t}{nT} \right) - a_s(u) \right)^2 + \mathcal{O} \left( \frac{\log n}{n b_n^2} \right) \right) \]
\[ \leq 2 \sum_{j=0}^{\infty} \alpha^2 j \sum_{t \in \mathcal{L}_{n,s}} K_t^2 \prod_{i=1}^{j} \gamma_{s}^{(4)} \left( \frac{t+i/nT}{nT} \right) \times \left( a_s \left( \frac{t}{nT} \right) - a_s(u) \right)^2 \]
\[ \leq 2 n b_n \sum_{j=0}^{\infty} \alpha^2 j \sum_{t \in \mathcal{L}_{n,s}} K_t^2 \left( \frac{t+i/nT}{nT} - u \right) g_j \left( \frac{t}{nT} \right), \]

with \( g_j(x) = (a_s(x) - a_s(u))^2 \prod_{i=1}^{j} \gamma_{s}^{(4)}(x) \), since for \( n \) large enough the above expression satisfies \( \left| \mathcal{O} \left( \frac{\log n}{n b_n^2} \right) \right| \leq 1 \). Using Lemma 4.1, with functions \( H = K^2 \) and \( c = g_j \) with \( g_j \in \mathcal{C}^p([0,1]) \) (quote that \( \max_{i \leq j} (\|g_i\| \vee \text{Lip}(g_i)) = \mathcal{O}(j) \)), we finally obtain:

\[ \left| \frac{1}{n b_n} \sum_{t,t' \in \mathcal{L}_{n,s,\alpha}} K_t K_{t'} \text{Cov} (X^2_t, X^2_{t'}) \left( a_s \left( \frac{t}{nT} \right) - a_s(u) \right) \left( a_s \left( \frac{t'}{nT} \right) - a_s(u) \right) \right| \leq C \left( \frac{A_n}{n b_n} + b_{n}^{p} \right). \quad (4.36) \]

Secondly, from Proposition 2.1, for \( t,t' \in \mathcal{I}_{n,s} \setminus \mathcal{L}_{n,s,\alpha} \), we have

\[ |\text{Cov} (X^2_t, X^2_{t'})| \leq C \alpha^2 |t-t'| \leq \frac{C}{n^2}. \]
Thus,

\[
\left| \frac{1}{nb_n} \sum_{t,t' \in I_{n,s} \setminus I_{n,s,n}} K_t K_{t'} \text{Cov} (X_t^2, X_{t'}^2) \left( a_s \left( \frac{t}{nT} \right) - a_s (u) \right) \left( a_s \left( \frac{t'}{nT} \right) - a_s (u) \right) \right|
\]

\[
\leq \frac{nb_n}{n^2} \sum_{t \in I_{n,s}} K_t \left( a_s \left( \frac{t}{nT} \right) - a_s (u) \right)^2 \leq C \frac{b_n}{n} \left( \frac{A_n}{nb_n} + b_n^\rho \right),
\]

(4.37)

from Lemma 4.1. Then, (4.36) and (4.37) provide

\[
\text{Var} (J_n) \leq C \left( \frac{A_n}{nb_n} + b_n^\rho \right)
\]

(4.38)

implying \( \text{Var} (J_n) \xrightarrow{n \to \infty} 0 \) for any \( (b_n) \) such as

\[
\max (b_n, A_n (nb_n)^{-1}) \xrightarrow{n \to \infty} 0.
\]

b. Case \( \mathbb{E}(|\xi_0|^\beta) < \infty \), for some \( \beta \in [2,4] \).

From its expression given in (4.27), \( J_n \) is a quadratic form of \( (X_t) \) and therefore, as \( X_t \) is a linear process with innovations \( (\xi_t) \), \( J_n \) is also a quadratic form of \( (\xi_t) \). As a consequence, the fourth order moment can be injected such as there exists a sequence \( z_n \downarrow 0 \) (as \( n \uparrow \infty \)) satisfying:

\[
\text{Var} (J_n) \leq z_n \left( \mathbb{E}(\xi_0^4) \vee 1 \right) = z_n (\mu_4 \vee 1), \text{ and } z_n = O \left( \frac{A_n}{nb_n} + b_n^\rho \right).
\]

(4.39)

Now, assume only that \( \mathbb{E}(\xi_0^2) < \infty \). The innovations \( (\xi_t) \) can be truncated at level \( M \), and write

\[
\xi_{t,M} = \xi_t 1_{|\xi_t| \leq M} \text{ for any } t \in \mathbb{N}.
\]

Note that the symmetry assumption entails \( \mathbb{E}(\xi_{j,M}) = 0 \). Define also Define also

\[
X_{t,M}^{(n)} = a_t \left( \frac{t}{nT} \right) X_{t-1,M}^{(n)} + \xi_{t,M}, \quad 1 \leq t \leq nT, \ n \in \mathbb{N}
\]

and

\[
J_{n,M} = \frac{1}{\sqrt{nb_n}} \sum_{j \in I_{n,s}} K \left( \frac{j}{nT} - u_n \right) (X_{j-1}^{(n)})^2 \left( a_s \left( \frac{j}{nT} \right) - a_s (u) \right).
\]

A consequence of (4.39) is:

\[
\text{Var} (J_{n,M}) \leq z_n \mathbb{E}(\xi_0^4) 1_{|\xi_0| > M} \leq z_n M^2 h(M),
\]

(4.40)

with \( h(M) = \mathbb{E}(\xi_0^2 1_{|\xi_0| > M}) \) which satisfies \( \lim_{M \to \infty} h(M) = 0 \). Moreover,

\[
|J_n - J_{n,M}| \leq \frac{1}{\sqrt{nb_n}} \sum_{j \in I_{n,s}} K \left( \frac{j}{nT} - u_n \right)
\]

\[
\times \left| (X_{j-1}^{(n)})^2 - (X_{j-1,M}^{(n)})^2 \right| \left( a_s \left( \frac{j}{nT} \right) - a_s (u) \right).
\]

(4.41)
We first remark from Proposition 2.1 that \(|X_{j-1,1,M}^{(n)} - X_{j-1}^{(n)}| \leq \alpha \max_{1 \leq j \leq M} \{ |X_{j-1,1,M}^{(n)} - X_{j-2}^{(n)}| + |\xi_{j-1}| \mathbf{1}_{\{\xi_{j-1} > M\}} \}. \tag{4.42}
\]

We are going to bound \(\delta_{j-1,M} = \mathbb{E}(|X_{j-1,1,M}^{(n)} - X_{j-1}^{(n)}|^2)\).

We are going to bound \(\delta_{j-1,M}\). A first simple bound is clearly \(\delta_{j-1,M} \leq 2c\) and we use it together with (4.42), and Cauchy-Schwartz inequality in order to derive

\[
\delta_{j-1,M} \leq \alpha^2 \delta_{j-2,1,M} + 2\alpha \mathbb{E}(|X_{j-2,1,M}^{(n)} - X_{j-2}^{(n)}| |\xi_{j-1}| \mathbf{1}_{\{\xi_{j-1} > M\}}) + \mathbb{E}(\{ |\xi_{j-1}| \mathbf{1}_{\{\xi_{j-1} > M\}} \})
\leq \alpha^2 \delta_{j-2,1,M} + 2\alpha \sqrt{2c} \mathbb{E}(|\xi_{j-1}|^2 \mathbf{1}_{\{\xi_{j-1} > M\}}) + \mathbb{E}(\{ |\xi_{j-1}|^2 \mathbf{1}_{\{\xi_{j-1} > M\}} \})
\leq \alpha^2 \delta_{j-2,1,M} + H(M) \quad \text{(with} \quad H(M) = 2\alpha \sqrt{2c} \sqrt{h(M)} + h(M))
\leq \alpha^4 \delta_{j-3,1,M} + (1 + \alpha^2)H(M)
\leq \ldots
\leq \alpha^{2(j-1)} \delta_{0,1,M} + (1 + \ldots + \alpha^{2(j-2)})H(M)
\leq \frac{2}{1 - \alpha^2} H(M)
\]

since \(\delta_{0,1,M} \leq h(M) \leq H(M)\).

Now, from (4.43), we obtain for \(M\) large enough:

\[
\mathbb{E}(|X_{j-1,1,M}^{(n)} - X_{j-1}^{(n)}|^2) \leq \sqrt{\frac{2c}{1 - \alpha^2}} \sqrt{H(M)} \leq C h^{1/4}(M) \quad \text{(4.44)}
\]

with \(C > 0\) and always with \(h(M) = \mathbb{E}(\{ |\xi_0|^2 \mathbf{1}_{\{\xi_0 > M\}} \}).\) Now a careful use of (4.34) and (4.41) entails:

\[
\mathbb{E}|J_n - J_{n,M}| \leq C \sqrt{nb_n} \left( \frac{A_n}{\sqrt{nb_n}} + b_n \right) h^{1/4}(M) \tag{4.45}
\]

since \(x \to |a(x) - a(u)|\) is a \(C^1\) function (in the above defined sense). Finally, using Cauchy-Schwartz inequality in (4.40), we obtain for \(M\) large enough:

\[
\mathbb{E}|J_n| \leq \mathbb{E}|J_n - J_{n,M}| + \sqrt{\text{Var}(J_{n,M})}
\leq C \left( \sqrt{nb_n} \left( \frac{A_n}{\sqrt{nb_n}} + b_n \right) h^{1/4}(M) + \left( \frac{A_n}{\sqrt{nb_n}} + b_n^0 \right)^{1/2} M h^{1/2}(M) \right)
\leq C \left( \sqrt{nb_n} h^{1/4}(M) + b_n^{0/2} M h^{1/2}(M) \right) \tag{4.46}
\]
assuming $A_n/nb_n = o(b_n^{\rho/2})$ i.e. $(n/A_n)^{-2/(2+\rho)} = o(b_n)$ (and note that $-2/(2+\rho) \leq 1/(1+2\rho)$).

Now, if $\mathbb{E}(|\xi_0|^\beta) < \infty$ with $\beta \in (2,4]$, then using Hölder and Markov Inequalities, there exists $C_\beta > 0$ such as

$$h(M) = \mathbb{E}(|\xi_0|^2 1_{\{|\xi_0|>M\}}) \leq C_\beta M^{2-\beta}.$$  

Since here $b_n = o(n^{-1/(1+2\rho)})$, does not yields the minimax rates, we deduce that

$$\left\{ \begin{array}{ll} \sqrt{nb_n^2} h^{1/4}(M) \xrightarrow{n \to +\infty} 0 & \text{when } M^{1+2\rho} \geq n^{(4\rho-4)/(\beta-2)} \\ b_n^{\rho/2} M h^{1/2}(M) \xrightarrow{n \to +\infty} 0 & \text{when } M^{1+2\rho} \leq n^{\rho/(4-\beta)} \end{array} \right.$$  

Thus, from inequality (4.46), we deduce that the optimal choice is obtained when

$$\frac{4\rho - 4}{\beta - 2} = \frac{\rho}{4 - \beta},$$

which entails $\beta = 4 - 2 \cdot \frac{\rho}{5\rho - 4}$.

**d. Case $\rho = 2$.**

The expression of the non-central limit for the case of optimal window widths and the expansion of the bias (4.33) now the asymptotic expression for (4.35) yields the proposed non-centred Gaussian limit, see Remark 4.1. The same truncation step as above is also needed.

The proof is now complete.

**Remark 4.1.** Using the previous bound (4.32) of $\mathbb{E}J_n$ and Bienaymé-Tchebychev inequality, we deduce that if $b_n = o(n^{-1/(1+2\rho)})$ then $J_n \xrightarrow{p} 0$.

Moreover, if $\rho = 2$ and $b_n = c n^{-1/5}$, using the expansion (4.33) of $\mathbb{E}J_n$ and again Bienaymé-Chebychev inequality, then $J_n \xrightarrow{p} \mathbb{B}_n(u) c^{5/2}$.

Therefore with the consistency result (4.30), for any $u \in (0,1)$ and $s \in \{1,\ldots,T\}$,

$$\frac{J_n}{D^{(s)}(u)} \xrightarrow{p} \mathbb{B}_s(u) \frac{c^2 + 1 + \sum_{i=0}^{T-2} \beta_{s,i}(u) + \sum_{s=1}^{T-1} \beta_{s,T-1}(u)}{\sigma^2}$$

**Remark 4.2.** For the general case with maybe $\xi_0$ non symmetric and $\mathbb{E}\xi_0 = 0$, the item 3. of Proposition 2.1 needs some improvements. Denote $w_t^{(k)} = \mathbb{E}(X_t^k)$ for $k = 1,3$, then $w_{t}^{(4)} = w_t$ and $w_{t}^{(2)} = v_t$, then (4.8) turns to be written

$$w_t = q_t w_{t-1} + 4 \mathbb{E} A_t \mathbb{E} X_{t-1} \mu_3 + 6 \sigma^2 v_t + \mu_4 \leq \alpha^2 w_{t-1} + r(t), \quad (4.47)$$

as previously $\sup_t w_t < \infty$.

We need to derive suitable equivalents of $w_t^{(k)}$ if $k = 1$. Firstly

$$w_t^{(1)} = \mathbb{E} A_t w_{t-1}^{(1)} = \cdots = \mathbb{E} A_t \cdots \mathbb{E} A_1 \cdot \mathbb{E} X_0,$$
and in fact this term is negligible and the proof of Proposition 2.1 and Lemma 3. remains unchanged.

In this case the proof of the above point 2/c. needs a simple improvement and

\[ \xi_{j,M} = \xi_j \land M \lor (-M) - \mathbb{E}(\xi_j \land M \lor (-M)). \]

In this truncated setting, inequality (4.42) writes:

\[
|X_{j-1,M}^{(n)} - X_{j-1}^{(n)}| \leq \alpha |X_{j-2,M}^{(n)} - X_{j-2}^{(n)}|
+ |\xi_{j-1}| \mathbb{I}_{\{\xi_{j-1} > M\}} + \mathbb{E}(|\xi_{j-1}| \mathbb{I}_{\{\xi_{j-1} > M\}})
\]

so that the end of the proof is unchanged by only setting \( C = 2c \mathbb{E} \xi_0^2 / (1 - \alpha) \).

Remark 4.3. Secondly, in case we even omit the condition \( \mathbb{E} \xi_0 = 0 \) one needs to also express an asymptotic expansion for \( w_t^{(3)} = \mathbb{E} A_t^3 w_{t-1}^{(3)} + 3 \mathbb{E} A_t^3 w_{t-1}^{(1)} \sigma^2 + \mu_3 \sim \mathbb{E} A_t^3 w_{t-1}^{(3)} + \mu_3 \); an analogue expansion to Proposition 2.1 and Lemma 3. may thus be derived. Namely \( w_t^{(3)} = \gamma_s^{(3)}(\frac{t}{nT}) + O(\frac{1}{n}) \), with

\[
\gamma_s^{(3)}(v) = \mu_3 \cdot \frac{1 + \sum_{i=0}^{T-2} \zeta_s(i,v)}{1 - \zeta_s,i,v \land v_{T-1}(v)},
\]

\[
\zeta_s,i,v \land v_{T-1}(v) = \prod_{j=0}^{i-1} \alpha_{1-j,v} \land \alpha^i < 1, \quad \text{for} \quad 1 \leq i \leq T, \quad v \in (0,1).
\]

Then the expression of the equivalent of \( w_t \) is also adequately transformed up to the above relations.
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