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Abstract — Rising prevalence of type 2 diabetes mellitus is a vital health concern today, not only in India but across the world. Several factors including dietary habits, genetics, lack of physical exercise and stress are known to affect the risk of type 2 diabetes. Although awareness has increased to some extent, many people with diabetes have limited knowledge about the risk factors before the diagnosis of disease. For chronic disease prevention there is a necessity to find out such risk factors and manage them appropriately. Statistical techniques can be employed to understand the risk of type 2 diabetes in different age group of people. The objective of the research was to evaluate relationship among stress and type 2 diabetes in people with different age groups by a statistical tool. The proposed method uses three machine learning classifiers namely Support Vector Machine (SVM), Logistic Regression and Random Forest (RF) to detect type 2 diabetes at an early stage. To develop an adaptive model the preprocessing step has been applied. The accuracy of predicting diabetes using SVM, Random Forest and Logistic Regression was 80.17%, 79.37%, 78.67% respectively. The results suggest that as compared to Random Forest and Logistic Regression, SVM is better in predicting occurrence and progress of type 2 diabetes mellitus with stress as a risk factor.
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I. INTRODUCTION

Diabetes is often called as silent killer. Today, diabetes represents a significant health burden among families and in turn on the country. The incidence and prevalence of both are on rise worldwide and in India. Type 2 diabetes mellitus is a chronic condition which occurs because of decreased synthesis of insulin by the pancreas or ineffective utilization of insulin. Diabetes mellitus is broadly divided into three key types; type 1 (insulin dependent) diabetes, type 2 diabetes and gestational diabetes.

Type 1 diabetes is because of the deficiency of insulin, there is increase in blood glucose level. Because of inability of pancreas to produce insulin it has to be given from outside hence patients need lifelong injections of insulin.

Type 2 diabetes occurs due to ineffective utilization of insulin [1]. Type 2 diabetes mellitus is more prevalence than insulin dependent diabetes mellitus. Type 2 diabetes can be prevented by adapting healthy life-style.

Gestational diabetes occurs during pregnancy [2]. Women with gestational diabetes are at more risk of developing type-2 diabetes. Gestational diabetes is diagnosed by regular checking of blood glucose during pregnancy.

In pre-diabetes, blood glucose levels are elevated but not as high as diabetes mellitus [3]. Pre-diabetes is a risk factor for diabetes so precaution need to be taken from early stage.

The two well-known international association’s i.e. World Health Organization (WHO) and International Diabetes Federation (IDF) provide important information and data related to epidemiology. According to the report of the WHO published in 2016, diabetes is the seventh leading cause of death [4].

According to the IDF, India is the second largest country with an estimated 73 million adults between the age group of 20-79 years living with the disease. Current burden of diabetes in India is 49% of world burden and this is expected to reach 151 million by 2045, posing a major health challenge for the country [5]. Diabetes is associated with several complications including those related to eye, nerves, arteries, kidney and heart [6]. Stress is one of the important risk factors or trigger for development of type 2 diabetes mellitus. Presence of long term stress can lead to rise in blood glucose level. Stress can either be physical or mental or both [7, 8, 9].

Healthcare is one of the areas where predictive analytics can be of significant value. Machine learning algorithms can build a model from data used for prediction, decision making or solving some task. Predictive analytics uses statistical, analytical queries or machine learning methods for predicting potential outcomes [10]. Past and current data can be used for predicting future activity, behavior and trends. This research is carried out to predict the risk of type 2 diabetes mellitus based on presence of stress factors and create a simple diagnostic application which may also be useful for improving the health.

II. REVIEW OF LITERATURE

Several factors including age, genetics and glucose level are considered to be important in diabetes. These factors may differ among different types of diabetes. For predicting risk of diabetes among people with different age groups based on lifestyle of a person data mining approach is used. Decision trees model is used for predictive analysis. The results have suggested higher prevalence of type 2 diabetes among people with age above 45 years. They may also have risk factors included hypertension, lipid level, body mass index (BMI) and the history of myocardial infarction [3].
Stress is also a significant risk parameter in the pathogenesis of type 2 diabetes mellitus by direct or indirect mechanisms. Stress can have impact on the immune system or endocrine system. It may also affect the lifestyle and eating pattern, all resulting in higher risk of developing type 2 diabetes. \cite{7, 8, 9}

Researchers have used traditional and hybrid approach as a predictive model and showed hybrid model to be more accurate than traditional model \cite{11}.

In another model, diabetic patients were classified in three age groups i.e. 18 to 35, 36 to 55 and more than 55 years, using adaboost and decision tree model. They used J48 decision tree model \cite{12}.

For improvement of accuracy, researcher developed a model with two level algorithm i.e. unsupervised k-means and logistic regression applied on 14 attributes for predicting type 2 diabetes risk \cite{13}.

The Chi-squared test and used classification and regression tree (CART) model has been shown to provide accuracy of 75\% for the prediction of diabetes based on daily lifestyle. Blood Pressure was identified as a major factor for the development of diabetes along with junk food, sleep, family history, rice intake and the physical activities performed \cite{14}.

For prediction of risk of diabetes investigators have developed a web application by using classification algorithm. Different models like Artificial Neural Network, Decision Tree, Logistic Regression, Naïve Bayes and Random Forest algorithm have been used for prediction analysis. Out of these, Random Forest Algorithm (RFA) was selected for the prediction of diabetes risk as it gives best performance. In this approach, input variables are randomly selected and used for creating the application \cite{15}.

Harris et al. shows for type 2 diabetes how perceived stress is a strong risk factor. They shows Direct and indirect effect of Stress on diabetes through risk factors, like BMI, hypertension, and physical activity. This study is only female centric \cite{16}.

Martinez et al. shows how stress affect diabetes. They found an increased risk for T2D in people exposed to stressful conditions, traumatic events, mental health problems, depression. \cite{17}.

### III. PROPOSED METHODOLOGY

Figure 1 below shows conceptual framework used in our study. Demographic and other data were collected both from diabetic and non-diabetic people. For building a prediction model data analysis was performed by applying preprocessing step with a suitable machine learning model which improves the accuracy.

### A. Data Set Description:

The dataset was developed by collecting information from people through paper based and web-based questionnaires. The collected information was entered in the excel sheet and thoroughly cleaned for examining homogeneity. A dataset of 375 people comprising of 7 attributes was prepared. The questions were related to stress related factors such as workload, salary, deadlines, travel, repetitive work, unplanned work, career, powerlessness and job security and satisfaction for prediction of type 2 diabetes. Table 1 describes different attribute used in dataset.

### Table 1: Description of attributes used in dataset

| No. | Attribute   | Description                   | Possible value |
|-----|-------------|-------------------------------|----------------|
| 1   | Gender      | Male or female                | 0: Male        |
|     |             |                               | 1: Female      |
| 2   | Age         | Age of a person               | Numeric        |
| 3   | Weight      | Weight (kg)                   | Numeric        |
| 4   | Height      | Height (cm)                   | Numeric        |
| 5   | BMI         | Body Mass Index (Kg/m²)       | Numeric        |
| 6   | Anxiety     | Presence of anxiety           | 0: no          |
|     |             |                               | 1: yes         |
### B. Data preprocessing

In this cross-sectional study (single visit), data were collected from 390 people including both diabetic and non-diabetic people. Out of 390 people, 375 responses were eligible for analysis. Other 15 responses were not considered because of the incomplete entries or some missing information. Outliers from dataset were also removed. Body mass index (BMI) and height required transformation. Height was collected in feet and then converted to centimeters. By dividing weight (kg) by height (meters) squared BMI was calculated.

### C. Brief Description of Classification Algorithms:

#### A. Logistic regression model

The aim of the machine learning classification algorithm is, to develop a machine learning model which can map input data to a given class. For analyzing a dataset, a statistical approach with one or more independent class variables can determine an outcome using logit function. Logistic regression algorithm is called as logit model used for predicting and classifying medical problem, for automatic disease diagnosis. Logistic Regression is binary classification problem. The outcome is measured in the form of dichotomous variable i.e. a person is non-diabetic or diabetic. It uses linear equation with independent predictors. [18, 19, 20].

Consider $x_1, x_2, \ldots, x_p$ are an input variables.

Let $z$ be the probability of occurrence of an event and $1-z$ be a probability of non-occurrence of an event.

Logit model is shown in the following equation,

\[
Z = \frac{e^y}{1+e^y}
\]

\[
\log \left( \frac{Z}{1-Z} \right) = Y
\]

\[
\log \left( \frac{Z}{1-Z} \right) = \log(z) = \beta_0 + \beta_1 x_1 + \beta_2 x_2 + \ldots + \beta_n x_n
\]

Where $\beta_0$ represents intercept and regression coefficient are represented as $\beta_1, \beta_2 \ldots \beta_n$

#### B. Support Vector Machine (SVM)

SVM is supervised machine learning discriminative classification techniques. For regression and classification this method have an application in. Given with two-class training sample, to find the best highest-margin separating hyper plane between the two classes is shown below in Fig. 2. It comprises of two steps: identification of the optimal hyper plane and map the objects to the specified boundaries. For better generalization hyper plane should be away from the data points belonging to the other class. The points closest to the hyper plane margin are the support vectors [21, 22].

**Figure 2: Support vectors representation over the hyper line**

### C. Random Forest:

Random Forest is one of the supervised machine learning algorithm, used for classification as well as regression. Random forest is bagging technique to generate random features. Based on attributes to classify an object, each tree does a classification it means the tree “votes” for that class. The steps are shown below

a. Load the dataset containing of “m” features.

b. Randomly select ‘n’ feature from m features for generating random samples, where $n < \text{m}$.

c. Using the best split calculate node ‘d’. Split the node into sub-nodes using random samples.

d. Repeat the above steps, to find ‘n’ number of trees.

e. Calculate the total number of votes of each tree. The highest voted class is the random forest. [22]

### IV. RESULT AND DISCUSSION

The performance of the classification algorithm was evaluated through the various measures such as accuracy, precision, recall and F-measure mentioned in Table 2. The research paper focuses on the three classification techniques i.e. SVM. Logistic Regression and Random forest. Table 3 shows results of the classification technique. Using Python toolkit, we analyzed and evaluated the model with following classifiers.

a. Support vector machine: The accuracy of this technique when applied on diabetic dataset was 80.17%.
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- Random forest classifier: The accuracy of random forest classifier was 79.37%.
- Logistic Regression: The accuracy was 78.63%.

A. K-fold cross validation

To reduce overfitting, cross-validation is used. We applied 10-fold cross validation. Training and testing of model was done 10 times. From the initial partitioned 10 sub-samples, 9 were used for training. Each subsample was retained as validation data.

B. Performance Metrics

To assess the performances of models, TP is considered as true positive (correctly predicted number of instances), FP as false positive (incorrectly predicted number of instances), TN as true negative (the no of instances are negative but predicted correctly) and FN as false negative (the no of instances are negative but predicted incorrectly). From the outcome of accuracy, some substantial performance measures are as shown in Table 2.

![Figure 3: Comparison of classification algorithm - Accuracy](image1)

![Figure 4: ROC Area of Classification Algorithm](image2)

![Figure 5: Statistical comparison of Classification algorithms](image3)

| Performance Measures | Definition | Formula |
|-----------------------|------------|---------|
| Accuracy(Ac)          | Determines the accuracy of an classifier in predicting instances. | $A_c = \frac{(TP+TN)}{(TP+FP+TN+FN)}$ |
| Precision(Pr)         | Positive predicted value | $Pr = \frac{TP}{TP+FP}$ |
| Recall (R)            | Sensitivity | $R = \frac{TP}{TP+FN}$ |
| F-measure             | Weighted mean of precision and recall. | $2*(Pr*R)/(Pr+R)$ |
| ROC                   | Receiver Operating curve | |

Table 2: Performance Metrics

| Classifier               | Accuracy (%) | Precision | Recall | F-Measure |
|--------------------------|--------------|-----------|--------|-----------|
| Support Vector Machine   | 80.17%       | 0.782     | 0.801  | 0.784     |
| Logistic Regression      | 78.63%       | 0.832     | 0.840  | 0.833     |
| Random Forest            | 79.37%       | 0.743     | 0.783  | 0.744     |

Table 3 Comparative Performance analysis of Different Classifiers on Various Measures.

In our study, SVM showed the maximum accuracy (Table 3). Based on this, it can be concluded that SVM classifier predict the risk of diabetes better as compared to other classifiers (Figure 3).

In our study, SVM showed the maximum accuracy (Table 3). Based on this, it can be concluded that SVM classifier predict the risk of diabetes better as compared to other classifiers (Figure 3).
V. LIMITATIONS
Small number of responses and limited number of risk factors for prediction modeling are the limitations of our study. These findings need to be evaluated by using larger data sets of diabetes and non-diabetes people with multiple prediction modeling techniques. Considering the above listed limitations readers should carefully extrapolate findings of our study.

VI. CONCLUSION
Diabetes is a chronic and progressive metabolic disease. In order to become better quality of life of people with diabetes, it is important to detect and avoid the complications of diabetes at the early stage through predictive analysis by applying the classification techniques. Gender, age, body mass index, anxiety along with the stress factors such as workload, poor salary, deadlines, travel, repetitive work, unplanned work, career, powerlessness and job security and satisfaction may influence the development of type 2 diabetes. Stress is identified as an important risk factor for development of type 2 diabetes. In this work, use of SVM provided accuracy of 80.17% for the prediction of diabetes. The results suggest that as compared to Random Forest and Logistic Regression, SVM is better in predicting development of type 2 diabetes mellitus with stress as a risk factor. Further research can be done to evaluate effect of gender, age and other risk factors on the risk of diabetes.
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