A novel fuzzy bi-objective vehicle routing and scheduling problem with time window constraint for a distribution system: A case study
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\textbf{Abstract.} During the transportation of dangerous, the risk is an important factor that should be considered due to the potentially serious consequences of the accident. Regardless of risks, time is the primary issue that should be considered in the transportation of hazardous materials. This paper introduces a bi-objective model of vehicle routing and scheduling for hazardous material allocation problems under fuzzy conditions to minimize the total allocation time and risk. In the proposed model, the fuzzy inference system and fuzzy failure mode and effects analysis are used for the first time to identify and calculate high-level risks, instead of the previous simple methods. Moreover, the Jimenez method and fuzzy goal programming are respectively utilized to convert the fuzzy bi-objective model into the same crisp and single-objective one. In addition, in order to deal with the NP-hardness of large-scale problems, two meta-heuristic algorithms, invasive weed optimization, and genetic algorithm, are used, and multiple sensitivity analyses are performed to prove the effectiveness of the proposed method. The performance of the proposed algorithms is also assessed through a comparative study. Finally, the proposed model is applied to a real case study to prove the validity of the model.
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1. Introduction

Nowadays, the dynamics of global industrialization have brought a higher rate of industrials activities and hazardous materials (HAZMAT) transportations [1].

According to the US Census Bureau's 2012 Commodity Flow report, 2.5 billion tonnes of HAZMAT were transported in the United States in 2012, a significant rise of 15.6% in HAZMAT transportation [2]. Also, most materials transported by truck, ship, train, and plumbers are flammable, explosive, toxic, and radioactive, and these materials are potentially dangerous. As declared by the US Department of Transportation, the risk of having HAZMAT transportation incidents has increased so that in 2009 there were 14,816 HAZMAT incidents resulting from different transportation modes whereas 17,459 accidents were recorded in 2012, re-
resulting in 7 fatalities, 152 injuries, and $68,045,434 damages [3]. Therefore, due to the dangerous nature of hazardous material, the transportation risk of HAZMAT and the associated consequences of their events attract both governments, and the public attention, and the risk factor is the crucial factor that should be considered in HAZMAT transportation.

Moreover, today to find the best practice regarding the vehicle routing and scheduling which could ensure the customers satisfaction to the best come to be the major concern of researchers. Today, to find the best routes and schedules for servicing the customers come to be the major concern of researchers [4-6]. Indeed, routing decisions identify the best routes for transferring Hazmat via the transportation system [7], and scheduling decisions provide the optimal scheduling for multiple vehicles to deliver a certain product to a particular set of consumers. Besides, although many attempts are made to reduce the harmful effects of HAZMAT incidents, many researchers did not consider these key decisions in their research. In other words, due to the multiple objectives of dangerous materials distribution, the provision of a real-world model can improve the level of transportation safety.

The dynamic nature of some parameters like time is an inevitable part of vehicle routing and scheduling networks since it can be changed due to uncertain circumstances and can affect the vehicle routing and scheduling network design. Therefore, uncertainties are considered in the literature of vehicle routing and scheduling, and they are investigated in different ways. The topic investigated in this regard include stochastic [8,9], fuzzy [9-12], robust [13], and robust/fuzzy [14] parameters.

In the proposed model, one of the goals is to minimize the total scheduled distribution time of Hazardous Material Distribution Problems (HMMDP). Therefore, careful consideration of the proper scheduling of HAZMAT in the dangerous materials transportation system has raised an important question. In addition, the problem under consideration is defined as routing vehicles to determine the best transportation route to transport products from the warehouse to the customer nodes. On the other hand, risk is one of the most important criteria for selecting the routes of HMMDP which makes this problem more serious than others. Then, the other aim of the proposed model is to minimize the maximum total Risk Priority Number (RPN) in the hazardous transportation system. In fact, although the models for calculating risk values in the literature are different, a new risk calculation method is proposed as one of the most basic methods to determine the total risk. This means that firstly, the high-level risks are identified and calculated by using the inference system and fuzzy Failure Mode and Effects Analysis (FMEA), and then the calculated risks are minimized by the objective function of the presented model. This method of determining risks is new and proposed for the first time in this study. Besides risk, minimizing distribution time is the main objective that should be considered in any dangerous materials transportation. Numbers of attributes are available in the literature, most of which focus on finding the shortest paths for a given origin-destination pair. However, in reality, the HAZMAT transportation problem particularly based on a land mode like a typical vehicle routing problem calls for the determination of a set of optimal routes to be traveled by a fleet of vehicles, thus satisfying the demand and time window constraints of a pre-specified number of customers.

The purpose of this paper is to develop a novel mixed-integer non-linear programming model to design a vehicle routing and scheduling network for HAZMAT under fuzzy conditions. Indeed, the proposed model tries to minimize the total distribution time and the maximum total RPN between two nodes of the HAZMAT transportation system. Furthermore, the proposed model integrates routing decision-making with scheduling decision-making. The main contributions of the present study, which distinguish it from the previous studies in this area, are mentioned as below:

- Developing a novel bi-objective, vehicle routing and scheduling model of HAZMAT transportation system by considering the dynamic nature of time;
- Proposing a time function that attempts to minimize the total distribution time of the vehicle in the HAZMAT transportation process;
- Utilizing a new two-phase framework which includes fuzzy FMEA and Fuzzy Inference System (FIS) to identify the high-level risks in calculating the total risks imposed to the hazardous products transportation system;
- Applying two meta-heuristic methods called Invasive Weeds Optimization (IWO) and Genetic Algorithm (GA) for successfully solving the large-sized problems in an acceptable time, and implementing the presented model in a real case study.

The remainder of this study is expressed as follows: Section 2 reviews the relevant literature. In Section 3, the problem is described, and the mathematical model we developed is explained. Section 4 is devoted to the solution method. The results of the computational experiments and sensitivity analyses, along with the
case study, are described in Section 5. Finally, conclusions and outlines of future studies are given in the last section.

2. Literature review

Several studies have considered the Vehicle Routing Problem with Time Window (VRPTW) model. Indeed, The VRPTW is a variant of VRP, which attempts to determine a set of vehicle routes that involve a single depot, a fleet of identical vehicles stationed at the depot, and a set of customers who require delivery of goods from the depot \[15\]. Although some researchers such as Taniguchi et al. \[16\] have tried to propose single-objective mathematical models of the problem, other researchers have also introduced some multi-objective models. For example, Zhang et al. \[17\] presented a new VRPTW model for HAZMAT transportation by adding upper load bounds on the road segments and solved it by developing a sophisticated Tabu Search (TS) algorithm with a dynamic penalty mechanism to obtain good solutions. Besides, Pradhananga et al. \[5\] try to overcome the problem by making the route selection and routing phase at the same phase so as to provide opportunities for all non-dominant routes in the route selection process. They solved the presented multi-objective model by proposing the new method, which works based on an ant colony algorithm to make both route selection and routing phases in the same phase to propose the optimal Pareto solutions.

Various studies have recommended proper approaches to solve the VRPT problem \[11,12,18–26\]. Also, as VRPT is an NP-hard problem with complicated calculation, many studies have focused on heuristic algorithms \[9,21–23\]. As one, Zografos and Androutsopoulos \[24\] investigated the VRPTW of HAZMAT transportation by proposing a bi-objective model and applied a weighting method to convert the model into a single-objective model. Then a heuristic algorithm was applied to select the best routes of network nodes, and finally, the customer service sequences were determined by Dijkstra shortest path algorithm. Also, the bi-objective model of HMDP is proposed by Androutsopoulos and Zografos \[4\], and it is converted to the single-objective model through the weighted sum method. They consider the intermediate stop in their heuristic approach and in order to prove that the computation time is not the inhibitor factor for using this algorithm, the proposed algorithm is implemented on several real samples.

In most cases, heuristic algorithms are only able to solve small-sized problems whereas most practical applications usually involve a large number of customers. Hence, some researchers tried to use meta-heuristic algorithms in their studies \[20,25–29\]. The three-objective mathematical model proposed by Jalili Ball et al. \[30\] minimizes the total costs (cost of transportation and cost of delay) and total risks due to the time window limitation and the environmental factors so as to restore the balance of each vehicle assigned route. Then, the presented model is solved by two meta-heuristic algorithms, Non-dominated Sorting Genetic Algorithm II (NSGA-II) and Multi-Objective Vibration Damping Optimization (MOVDO), respectively. Finally, by solving 15 examples of different dimensions, the efficiency and effectiveness of these algorithms in solving the major example problems in a short period of time are confirmed. Besides, Alvarenga et al. \[31\] proposed a two-stage heuristic approach for solving the VRPTW. Their approach was involving an efficient GA and a set partitioning formulation. Their computational results outperformed the existing heuristic methods in terms of minimal travel distance. Another example is a new meta-heuristic algorithm provided by Talarico et al., called ALNS (Ant colony heuristic algorithm with Large Neighborhood Search) \[25\]. This algorithm is proposed to solve the risk constrained cash-in-transit vehicle routing problem. Then, they have tested the proposed algorithm on small, medium, and large benchmark examples and compared it with all existing solution approaches in the literature to show the efficiency of the proposed method.

Risk is a progressively worldwide concern when it comes to the transportation of HAZMAT, attracting many researchers attention. The first challenge in determining risk is how to collect reliable information and categorize them according to their impact. Moreover, although there are many analytical approaches to hazardous materials transport risk, there is no agreement among researchers on how to model the associated risks \[32\]. Therefore, Erkut and Verter \[32\] studied a different risk model for Hazmat transportation by investigating the U.S. road network. They concluded that a solution might work in one model but not in another model. Also, Marhavilas et al. \[33\] developed a technique to analyze the risk by capturing real accident information. They used a mixture of qualitative-quantitative and semi-quantitative methods to determine the quantitative risk of hazardous materials. They concluded that the quantitative methods have the highest relative frequency in comparison with the qualitative methods. Bonvivini et al. \[34\] utilized fuzzy logic to evaluate the uncertainty of the risk of transporting hazardous materials through roads and pipelines. Bubbico et al. \[35\] investigated information of road and rail accidents caused by the transportation of liquid gas and used the collected data to assess the risks of the case study. Tepuz et al. \[36\] proposed a comprehensive quantitative multi-criteria method using Analytic Hierarchy Process (AHP) and fuzzy
logic to assess the environmental and health risks associated with dangerous hazmat relating to industrial activities.

The complexity of the HAZMAT transportation vehicle routing and scheduling network increases the uncertainty of the design network. Therefore, in some studies [8,10,11,13,14,27,37], solving uncertainty is considered an important problem. Androustopoulos and Zografos [6] considered some route features such as risk, cost, and the total distribution time, also they emphasized the dependency on time and uncertainty. Also, Qureshi et al. [38] believed that travel time varies due to traffic congestion issues, accidents, and other similar factors. Meanwhile, if the routing is fixed due to the perspective of public transportation, unpredictable travel time changes will cause more cost increases and delays in the transportation and unloading of vehicles; it also depends on the exact travel time values (e.g. average travel time). Hence, they proposed a dynamic routing of the vehicle, considering a soft time window to solve this kind of problem.

The discussions mentioned above and Table 1 show that in the vehicle routing and scheduling literature, the topic under discussion is neglected.

The review of the literature reveals that the HAZMAT transportation network is not considered as a vehicle routing and scheduling problem. Hence in the present study, vehicle routing and scheduling of hazardous products are considered to make the model more realistic. Advantages of integrating routing and scheduling decisions have some advantages, however, only a few researchers have focused on proposing routing and scheduling models to distribute HAZMAT. In this paper, we propose a mathematical model of HAZMAT distribution through which routing and scheduling decisions can be made at the same time. Moreover, only a few researchers have focused on proposing a model of HMDP with time window constraints. Therefore, mathematical modeling in which the dynamic nature of time is considered can help to achieve a better design of the HAZMAT distribution network. In addition, the HAZMAT vehicle routing and scheduling network, although very important in such problems, lacks the concept of risk. In this research, we propose a new risk calculation framework to consider the risks imposed on the routing and scheduling of vehicles transported by HAZMAT. In addition, the relevant literature does not fully refer to the uncertainty in the HMDP. Therefore, the present research presents another gap in the available literature by taking into consideration the fuzzy parameters to refer to the uncertainty in a more practical way. This research applies the concept of fuzzy theory to consider the uncertainty of these parameters in the proposed mathematical model. In other words, as the required data for analyzing the useful parameters of the problem are limited and there is no reliable resource [34], we consider some parameters of the proposed model as fuzzy triangular numbers.

To overcome the shortcomings mentioned above and remove the gaps shown in Table 1, we proposed a new fuzzy mathematical model for an HMDP with time window constraint under fuzzy conditions to achieve the appropriate routing and scheduling of HAZMAT distribution. The proposed model can analyze the trade-off between the total distribution time and total risks imposed on the transportation network. Besides, two efficient algorithms namely IWO and GA, are utilized to solve the large-sized instances problem in an efficient way and in a reasonable time to obtain the near-optimal solutions.

3. Problem explanation and mathematical modeling

3.1. Model framework

In this section, a new HAZMAT mixed-integer mathematical model is proposed, which is completely different from the currently proposed hazardous materials model. Here, the main problem relating to vehicle routing and scheduling is to carry the HAZMAT from the depot to customer nodes through the available routes to meet the nodes requirements. The proposed model can be used to determine the safest routes. Through these routes, the time of the HAZMAT transportation from depot to customer nodes could be significantly reduced.

The proposed model presents a bi-objective vehicle routing and scheduling model in which two objectives are considered:

(i) Minimizing the total distribution time including total travel time between nodes and waiting time of the vehicle in customer nodes;

(ii) Minimizing the maximum of total RPN between origin-destination nodes in the hazardous transportation system.

In Subsection 3.2, the framework of estimating high-level risks by the FIS and fuzzy FMEA is explained. Although previous studies focused on simple risk calculation methods [39–41], the proposed framework introduced for the first time a new method to identify and rank the high-level risks imposed on hazardous product transportation systems. Also, the reason for using fuzzy FMEA in the proposed procedure is that the efficiency of this tool in risk calculation is proved by many previous studies [42–45].

The following assumptions are considered to formulate the model:

- Every vehicle begins its travel from the only available depot and finishes it at the same place;
Table 1. Review of related studies.

| Ref. | Years | Costs | Profit | Time | Environmental impact | Accident loss | Risks | Energy consumption | Stochastic | Robust | Fuzzy | Robust/fuzzy | Exact algorithm | Heuristic | Meta-heuristic | MODM method | Mathematical |
|------|-------|-------|--------|------|-----------------------|---------------|-------|-------------------|------------|--------|------|-------------|----------------|-----------|--------------|-------------|--------------|
| [6]  | 2012  | ✓     |        |      |                       |               |       |                   |            |        |      |             |                |           |              |             |              |
| [57] | 2012  | ✓     |        |      |                       |               |       |                   |            |        |      |             |                |           |              |             |              |
| [21] | 2013  | ✓     |        |      |                       |               |       |                   |            |        |      |             |                |           |              |             |              |
| [58] | 2013  | ✓     |        |      |                       |               |       |                   |            |        |      |             |                |           |              |             |              |
| [10] | 2019  | ✓     |        |      |                       |               |       |                   |            |        |      |             |                |           |              |             |              |
| [59] | 2014  | ✓     |        |      |                       |               |       |                   |            |        |      |             |                |           |              |             |              |
| [30] | 2015  | ✓     |        |      |                       |               |       |                   |            |        |      |             |                |           |              |             |              |
| [60] | 2015  | ✓     |        |      |                       |               |       |                   |            |        |      |             |                |           |              |             |              |
| [14] | 2016  | ✓     |        |      |                       |               |       |                   |            |        |      |             |                |           |              |             |              |
| [18] | 2017  | ✓     |        |      |                       |               |       |                   |            |        |      |             |                |           |              |             |              |
| [11] | 2016  | ✓     |        |      |                       |               |       |                   |            |        |      |             |                |           |              |             |              |
| [13] | 2017  | ✓     |        |      |                       |               |       |                   |            |        |      |             |                |           |              |             |              |
| [61] | 2019  | ✓     |        |      |                       |               |       |                   |            |        |      |             |                |           |              |             |              |
| [9]  | 2017  |       |        |      |                       |               |       |                   |            |        |      |             |                |           |              |             |              |
| [25] | 2017  | ✓     |        |      |                       |               |       |                   |            |        |      |             |                |           |              |             |              |
| [23] | 2017  | ✓     |        |      |                       |               |       |                   |            |        |      |             |                |           |              |             |              |
| [22] | 2016  | ✓     |        |      |                       |               |       |                   |            |        |      |             |                |           |              |             |              |
| [19] | 2017  | ✓     |        |      |                       |               |       |                   |            |        |      |             |                |           |              |             |              |
| [26] | 2018  | ✓     |        |      |                       |               |       |                   |            |        |      |             |                |           |              |             |              |
| [6]  | 2012  | ✓     |        |      |                       |               |       |                   |            |        |      |             |                |           |              |             |              |
| [27] | 2018  | ✓     |        |      |                       |               |       |                   |            |        |      |             |                |           |              |             |              |
| [28] | 2018  | ✓     |        |      |                       |               |       |                   |            |        |      |             |                |           |              |             |              |
| [20] | 2019  | ✓     |        |      |                       |               |       |                   |            |        |      |             |                |           |              |             |              |
| [8]  | 2019  | ✓     |        |      |                       |               |       |                   |            |        |      |             |                |           |              |             |              |
| [62] | 2019  | ✓     |        |      |                       |               |       |                   |            |        |      |             |                |           |              |             |              |
| [37] | 2019  | ✓     |        |      |                       |               |       |                   |            |        |      |             |                |           |              |             |              |
| [12] | 2019  | ✓     |        |      |                       |               |       |                   |            |        |      |             |                |           |              |             |              |
| [29] | 2019  | ✓     |        |      |                       |               |       |                   |            |        |      |             |                |           |              |             |              |
| This study | 2019 | ✓ ✓ ✓ | ✓ ✓ ✓ | ✓ ✓ | ✓ ✓ | ✓ ✓ | ✓ ✓ | ✓ ✓ | ✓ ✓ | ✓ ✓ | ✓ ✓ | ✓ ✓ |

- Intermediate stops are only allowed in the customer nodes to deliver the goods on each route;
- The demand for each vehicle should not exceed the vehicle capacity;
- Due to the nature of the HAZMAT in the distribution process, route characteristics such as risk and travel time have some degree of uncertainty;
- The time window limit determines the earliest and latest delivery time for each demand node;
- Every demand node should be served within a predetermined time window;
- The vehicles are considered to have the same capacity.
3.2. FIS and fuzzy FMEA

During the transportation of dangerous products, due to the negative consequences of transporting such materials, the risk is a substantial and important factor and should be considered. Meanwhile, these undesirable consequences caused interruptions and delay in the transportation process resulting in failure to deliver products in time, customer dissatisfaction, and loss of credibility. Based on the above, it seems necessary to apply appropriate tools to identify, classify and rank the high-level risks of hazardous product transportation systems. Therefore, various methods are proposed to calculate the risk value imposed on the hazardous products’ transportation system [36,46,47].

In the present study, we proposed a novel framework to evaluate the hazardous product risk values as shown in Figure 1. In the first phase, the critical and effective risks are identified and classified, and then each risk is evaluated according to its severity (S), the probability of occurrence (O), and the detection likelihood (D). In the problem under consideration, the required data for determining risks value are not available, or sometimes it is challenging to collect them, or in most cases, they can be found in the form of linguistic variables. Therefore, we utilized fuzzy FMEA to cope with these problems [48]. In this regard, the FIS can be considered, too.

The second phase is associated with the logic fuzzy implementation and includes the following steps:

1. Define the membership functions and linguistic variables S, O, and D;
2. Construct the fuzzy rule base;
3. Construct the FIS;
4. Convert the Linguistic values of obtained RPN into the non-fuzzy values (defuzzification).

The output data of the previous phase is called RPN. In this study, the obtained RPN represents the high-level risk of each arc between the two nodes of the dangerous products transportation system. Finally, the proposed mixed integer programming can be used to minimize RPN to reduce the possibility of dangerous events in the final stage.

![Figure 1. New framework of calculating the HAZMAT transportation risk.](image-url)
The indices, parameters and decision variables used in the mathematical model are as follow:

$$\sum_{i=0}^{n} \sum_{j=0}^{n+1} X_{ij}^l - \sum_{j=1}^{n+1} \tilde{N}_{ij} = 0\quad k = 1, \cdots, NV, \quad p = 1, \cdots, n,$$

$$\sum_{j=1}^{n+1} \sum_{l=1}^{N} X_{i,j}^{l,k} = 1\quad k = 1, \cdots, NV.$$

$$\sum_{i=0}^{n} d_i \left( \sum_{j=1}^{n+1} \sum_{l=1}^{N} X_{i,j}^{l,k} \right) \leq C_k\quad k = 1, \cdots, NV,$$

$$T_{i,j}^{k} + s_i + X_{i,j}^{l,k} + \tilde{f}_{ij} + t_{j}^w - T_{i,j}^{k} \leq (1 - X_{i,j}^{l,k}) M\quad i = 1, \cdots, n; \quad j = 1, \cdots, n; \quad k = 1, \cdots, NV,$$

$$T_{i,j}^{k} + s_i + X_{i,j}^{l,k} + \tilde{f}_{ij} + t_{j}^w - T_{i,j}^{k} \geq (1 - X_{i,j}^{l,k}) M\quad i = 1, \cdots, n; \quad j = 1, \cdots, n; \quad k = 1, \cdots, NV,$$

$$T_{i,j}^{k} + X_{i,j}^{l,k} \leq (1 - X_{i,j}^{l,k}) M\quad i = 1, \cdots, n; \quad j = 1, \cdots, n; \quad k = 1, \cdots, NV,$$

$$T_{i,j}^{k} + X_{i,j}^{l,k} \leq (X_{i,j}^{l,k} - 1) M\quad i = 1, \cdots, n; \quad j = 1, \cdots, n; \quad k = 1, \cdots, NV,$$

$$a_j \leq \sum_{k=1}^{NV} T_{i,j}^{k} \leq b_j\quad i = 1, \cdots, n; \quad k = 1, \cdots, NV,$$

$$T_{i,j}^{k} \leq \left( \sum_{j=1}^{n+1} \sum_{l=1}^{N} X_{i,j}^{l,k} \right) M\quad k = 1, \cdots, NV,$$

$$a_0 \leq T_{k}^{D} \leq b_0\quad k = 1, \cdots, NV,$$

$$\sum_{j=1}^{n+1} t_{j}^w \leq MW,$$

$$\sum_{j=1}^{n+1} \sum_{k=1}^{N} X_{i,j}^{l,k} \leq MR,$$

$$X_{i,j}^{l,k} = 0, \quad i, j = 0, n + 1; \quad k = 1, \cdots NV; \quad l = 1, \cdots, \tilde{N}_{ij}.$$
\[ X_{ij}^{lk} = 0, \quad i = j; \quad k = 1, \cdots, NV; \quad l = 1, \cdots, \hat{N}_{ij}. \]

\[ t_w^i, T^i_k, T^D_i \in R^+ \quad i = 1, \cdots, n; \quad k = 1, \cdots, NV. \]

\[ X_{ij}^{lk} \in \{0, 1\}. \]

The objective function (1) minimizes the total distribution time including total travel time between nodes and waiting time of the vehicle in customer nodes. Meanwhile, the service time is not considered in the waiting time when determining the customer nodes. The objective function (2) tends to minimize the maximum of total RPN in the hazardous transportation system. In fact, first, the high-level risks are identified and calculated by using the inference system and fuzzy FMEA, and then the calculated risks are minimized by objective function (2). Constraint (3) ensure that each node can only be transported and served by one vehicle once. Constraint (4) guarantees that if a vehicle enters the node, it must leave it. Constraint (5) specifies that each vehicle should start its travel from a depot, and Constraints (4) and (5) force the vehicle to exit the itinerary of the same depots. Constraint (6) implies that the customer demands served by each vehicle should not exceed the vehicle capacity. Constraints (7) to (10) guarantee that if the vehicle \( k \) enters to node \( j \) the service's start time of which equals to the summation of entry time in node \( i \), travel time between nodes \( i \) to \( j \) through route \( l \), and waiting time in node \( j \). Under these constraints, the parameter \( M \) is considered to be a large number, and its value depends on the travel time between the two nodes \( i \) and \( j \) and the time to enter each node \( j \) (waiting time at the client node). Constraint (11) ensures that the entry time in each node should be within its specific time window. Constraint (12) indicates that the variable \( T^D_i \) is a non-zero value if the vehicle \( k \) serves the customer node \( j \). Constraint (13) states that the departure time must be within \( a_k \) and \( b_k \). Constraints (14) indicate that the total waiting times in customer nodes should not exceed a predefined value. Constraint (15) Ensure that each distribution warehouse should only be assigned to one supplier. Constraints (16) to (19) are assigned to the number and types of parameters and decision variables.

4. Solution method

In this section, we proposed a two-phased approach to solve the proposed bi-objective model under a fuzzy condition. The first phase includes converting the fuzzy model into its equivalent crisp one using the Jimenez method [49] and solving the crisp model through the Fuzzy Goal Programming (FGP) method. In the literature, it is proved that vehicle routing and scheduling problems belong to the NP-hard classes [50]. On the other hand, solving large-sized problems in a reasonable time seems very difficult. Then, in the second phase, an effective meta-heuristic algorithm (i.e., the IWO) is applied to achieve the near-optimal solution of the proposed model. Finally, in Section 5 the numerical results obtained by applying IWO are compared with other meta-heuristic algorithms, such as GA. In addition, the steps of the presented hybrid method are shown in Figure 2.

4.1. Equivalent auxiliary crisp model

In this study, we use the Jimenez method to convert the constraints and objective functions into crisp functions. In other words, Eqs. (20) and (21) are utilized to convert the triangular fuzzy number \( \hat{A} \) of constraints and objective functions as follows:

\[ EI(\hat{A}) = \left[ a \left( \frac{A^p + A^m}{2} \right) + (1 - a) \frac{A^m + A^e}{2} \right]. \]

\[ EV(\hat{A}) = \frac{A^p + 2A^m + A^e}{4}. \]

where \( A^p, A^m, A^e \), and \( a \) are the lowest possible value, the most likely value, the maximum possible value, and the satisfaction degree, respectively.

As mentioned above, using Eq. (21), the objective functions (1) and (2) are equal to the following auxiliary crisp functions:

\[ \min Z_1 = \sum_{i=0}^{n} \sum_{j=1}^{n+1} \sum_{l=1}^{N} \sum_{k=1}^{\hat{N}_{ij}} X_{ij}^{lk} \left( t_{ij}^{1p} + 2t_{ij}^{1m} + t_{ij}^{1e} \right) \]

\[ + \sum_{i=1}^{n} t_w^i, \]

\[ \text{Start} \]

\[ \text{Convert the fuzzy mathematical model into the crisp one by Jimenez method} \]

\[ \text{Convert the multi-objective model into a single objective one using FGP approach} \]

\[ \text{Convert the multi-objective model into a single objective one using FGP approach} \]

\[ \text{Is DM satisfied with the obtained solution?} \]

\[ \text{Yes} \]

\[ \text{No} \]

\[ \text{End} \]

Figure 2. Flowchart of the proposed solution method.
\[
\min Z_0 = \sum_{i=0}^{n} \sum_{j=1}^{N_i} \sum_{l=1}^{N_l} X_{lji} \left( \alpha \left( \frac{R_{lji}^p + R_{lji}^m}{2} \right) + (1-\alpha) \left( \frac{t_{lji}^e + t_{lji}^m}{2} \right) \right).
\]

Similarly, according to the equation, Constraints (7) to (10) and (13) are equal to the following auxiliary crisp constraints:

\[
T_i^k + s_i + X_{lji}^k \left( \alpha \left( \frac{R_{lji}^p + R_{lji}^m}{2} \right) + (1-\alpha) \left( \frac{t_{lji}^e + t_{lji}^m}{2} \right) \right) + t_{lji}^w - T_{lji}^k \leq (1 - X_{lji}^k)M
\]

\[
i = 1, \ldots, n; \quad j = 1, \ldots, n; \quad k = 1, \ldots, NV_i;
\]

\[
l = 1, \ldots, \tilde{N}_{lji}.
\]

\[
T_i^k + s_i + X_{lji}^k \left( \alpha \left( \frac{R_{lji}^p + R_{lji}^m}{2} \right) + (1-\alpha) \left( \frac{t_{lji}^e + t_{lji}^m}{2} \right) \right) + t_{lji}^w - T_{lji}^k \leq (X_{lji}^k - 1)M
\]

\[
i = 1, \ldots, n; \quad j = 1, \ldots, n; \quad k = 1, \ldots, NV_i;
\]

\[
l = 1, \ldots, \tilde{N}_{lji}.
\]

\[
T_{D_i}^k + X_{lji}^k \left( \alpha \left( \frac{R_{lji}^p + R_{lji}^m}{2} \right) + (1-\alpha) \left( \frac{t_{lji}^e + t_{lji}^m}{2} \right) \right) + t_{lji}^w - T_{lji}^k \leq (X_{lji}^k - 1)M
\]

\[
i = 1, \ldots, n; \quad j = 1, \ldots, n; \quad k = 1, \ldots, NV_i;
\]

\[
l = 1, \ldots, \tilde{N}_{lji}.
\]

\[
T_{D_i}^k + X_{lji}^k \left( \alpha \left( \frac{R_{lji}^p + R_{lji}^m}{2} \right) + (1-\alpha) \left( \frac{t_{lji}^e + t_{lji}^m}{2} \right) \right) + t_{lji}^w - T_{lji}^k \geq (X_{lji}^k - 1)M
\]

\[
i = 1, \ldots, n; \quad j = 1, \ldots, n; \quad k = 1, \ldots, NV_i;
\]

\[
l = 1, \ldots, \tilde{N}_{lji}.
\]

\[
X_{lji}^k \left( \alpha \left( \frac{R_{lji}^p + R_{lji}^m}{2} \right) + (1-\alpha) \left( \frac{t_{lji}^e + t_{lji}^m}{2} \right) \right) b_{lji}.
\]

As a result of using the interactive method proposed by Jimenez et al. [49], we are now confronted with multiobjective mixed-integer linear programming. Certainly, the optimal algorithm is used to solve the single-objective problem, because we are facing a two-objective mathematical model, so it is better to use another algorithm to solve the problem.

**4.2. FGP approach**

There are many exact methods such as weighted metric, weighted sum, ε-constraint, interactive approaches and, FGP for finding the optimal results of the multi-objective problems. In the real multi-objective problem, determining the specific values of priority objectives is so tricky. Because in most cases, the importance of the weight is uncertain or imprecise to the decision-maker point of view. On the other hand, the decision-making environment and the real relationship are the actual factors that determine the importance of the weight of the objective function. Therefore, the FGP approach is considered as one of the best tools to deal with these kinds of problems, and utilizing fuzzy theory sets in goal programming makes it possible for decision-makers to determine the vague aspiration levels [51, 52]. In this study, because some inaccurate objectives conflict with each other, we applied the FGP method to convert multiple goals into a single objective [53]. Therefore, the objective functions and their corresponding constraints can be expressed as below:

\[
\min \sum_{i=1}^{k} w_i B_i^+, \quad (AX)_i - t_i^+ B_i^+ \leq b_i
\]

\[
\min \sum_{i=1}^{k} w_i B_i^-, \quad (AX)_i - t_i^- B_i^- \leq b_i
\]

\[
\min \sum_{i=1}^{k} w_i (B_i^+ + B_i^-), \quad (22)
\]

where \((B_i^+ / B_i^-)\) is the permissible tolerance variable whose ratio is tolerance \((t_i^+/t_i^-)\). Also, \(w_i\) shows the weight or importance of objective function \(i\). Then, our final model is as follows [54]:

\[
\min \sum_{i=1}^{k} w_i (B_i^+ + B_i^-), \quad (AX)_i + t_i^- B_i^- = b_i, \quad i = 1, 2, \ldots, k,
\]

\[
t_i^+ B_i^+, t_i^- B_i^- \geq 0, \quad x_j \geq 0, \quad i = 1, 2, \ldots, n,
\]

\[
\sum_{i=1}^{k} w_i = 1. \quad (23)
\]

Therefore, our proposed model can be transformed as follows:

\[
\min \sum_{i=1}^{k} w_1 B_i^+ + w_2 B_i^+,
\]
s.t.: 
\[
\sum_{i=0}^{n} \sum_{j=1}^{N} \sum_{l=1}^{n+1} X_{ij}^{kl} \frac{b_l}{2} + \sum_{i=1}^{n} t_i^{w} + t_i^{-1} B_i^{-} - t_i^{+} B_i^{+} = b_1, \\
\sum_{i=0}^{n} \sum_{j=1}^{N} \sum_{l=1}^{n+1} X_{ij}^{kl} \left( R_1^{il} \left( k_1 R_{ij}^{il} + k_2 R_{ij}^{il} \right) \right) \\
+ t_i^{-1} B_i^{-} - t_i^{+} B_i^{+} = b_2. 
\]

other constraints:
\[
X_{ij}^{kl} \in [0, 1] \\
t_i^{-1}, t_i^{+}, B_i^{-}, B_i^{+}, t_i^{-}, t_i^{+}, B_i^{-}, B_i^{+} \geq 0 \\
\sum_{i=1}^{k} w_i = 1. 
\]

Also, the Zimmerman method [55] is applied to determine the membership functions associated with the different goals of the problem (minimizing problem):
\[
\mu_i = \begin{cases} 
1 & \text{if } \frac{G_i(x)}{U_i(x)} \leq g(i) \\
\frac{G_i(x)}{U_i(x)} & \text{if } \frac{G_i(x)}{U_i(x)} \leq g(i) < U_i \\
0 & \text{if } G_i(x) \geq U_i \end{cases}, 
\]

where \( g(i) \) presents the \( i \)th goal and \( G_i(x) \) shows the expressed level of the \( i \)th goal. Also, \( L_i \) and \( U_i \) are lower tolerance limits and upper tolerance limits for \( i \)th fuzzy goal, respectively. \( \mu_i \) shows the membership function value of the goal within the interval [0,1]. If the goals are entirely achievable, the value of \( \mu_i \) is 1; otherwise, when the goals are not achievable, it is zero.

4.3. An IWO algorithm
IWO algorithm proposed by Mehrabian and Lucas [56], simulates the colonization behavior of weeds. However, IWO is a numerical stochastic optimization algorithm that is inspired by the fact that natural invasive weeds are colonized based on weed biology and ecology. In this algorithm, a set of weeds is considered as an initial population. Every weed is a plant that grows in a specific area on a global scale, and humans cannot control or eliminate it. It is claimed that weeds always are the winner, and if more farmers try, more weeds will grow in the land. Weeds occupy the soil and produce new colonies based on the behavior of their pruning system. Through applying this system, weeds firstly find appropriate regions for attacking, invading, and generating new colonies. Therefore, new plants are generated for utilizing appropriate regions. Indeed, the colonizing behavior of the weeds is simulated by the IWO algorithm. This behavior can be applied as a method for solving optimization problems. Based on this method, the seeds will be scattered in a determined region and become weeds. These weeds start breeding. The weeds growing in the more fertile regions will have higher competency. Thus, higher breeding is reached in the vicinity of these weeds. At the same time, increasing the number of iterations will significantly reduce the distance between the generated weeds and their parent weeds. Moreover, among the existing weeds, the more capable weeds have a greater chance of survival. This process, called competitive elimination, will continue until better weeds are obtained. The steps of IWOA are described below. Besides, a better understanding of the IWO approach, Figure 3 is depicted as the pseudocode.

- Generating an initial random population;
- Producing the seeds using the fitness value, as shown in Figure 4. The seeds can be produced according to the following formulation:

---

**Figure 3.** Pseudocode of Invasive Weeds Optimization (IWO) algorithm.
4.4. Genetic Algorithm (GA)

One of the GA is a heuristic search that is inspired by Charles Darwin’s theory of natural evolution. This algorithm reflects the process of natural selection that is, selecting the most suitable individuals to ensure the survival of the next generations. The process of natural selection starts with the selection of fittest individuals from a population. Their offspring and next-generation inherit the characteristics of their parents. If parents have better fitness, their children will be better than their parents and their chances of survival will be greater. This process continues to iterate, and eventually, the most suitable generation will be found. This notion can be applied to a search problem. We consider a set of solutions to a problem and choose the best set of solutions from them. Five phases are deemed to be discussed in a GA as follows:

1. Initial population: The procedure starts with many people, known as a Population. Everyone is an answer to a question that needs to be clarified. An individual is characterized by a set of parameters (variables) known as Genes. Genes are joined into a string to form a Chromosome (solution). In a GA, the set of genes of an individual is represented using a string, according to the alphabet. Usually, binary values are used (a string of 1’s and 0’s). We say that we encode the genes in a chromosome;

2. Fitness function: The fitness function determines how an individual adapts (the ability of an individual to compete with other individuals). It gives a fitness score to each individual. The probability that an individual will be selected for reproduction is based on its fitness score. The idea of the selection phase is to choose the fittest individuals and let them pass on their genes to the next generation. Two pairs of individuals (parents) are chosen based on their fitness scores. Individuals with high fitness have more chances to be selected for reproduction;

3. Crossover: Crossover is the most significant phase in a GA. For each pair of parents to be mated, a crossover point is chosen randomly from the genes. Offspring are created by exchanging the genes of parents between themselves until the crossover point is reached. The new offspring are added to the population;

4. Mutation: When new offspring are formed, a low random chance exists that part of their genes would be mutated. This implies that some of the bits in the bit string can be flipped. A mutation occurs to maintain diversity within the population and prevent premature convergence. If the population converges (does not produce offspring that are significantly different from the previous generation),

\[
s = \left( S_{\text{min}} + (S_{\text{max}} - S_{\text{min}}) \times \left( \frac{f - F_{\text{Worst}}}{F_{\text{Best}} - F_{\text{Worst}}} \right) \right),
\]

where, the best and worst fitness value, and the maximum and a minimum number of seeds generated by each weed are shown respectively by \( F_{\text{Worst}} \), \( F_{\text{Best}} \), \( S_{\text{max}} \), and \( S_{\text{min}} \);

- Children’s seeds are distributed around the parent’s seeds by Normal distribution, \( \Delta x_i \sim N(0, \sigma_i^2) \). The standard deviation of the distribution gradually decreased over a period of time, as shown in Figure 3, and breeding is performed using competency and updated standard deviation. The corresponding value of the standard deviation is determined by Eq. (27):

\[
\sigma_i = \left( \frac{T - t}{T} \right) \times (\sigma_{\text{initial}} - \sigma_{\text{final}}) + \sigma_{\text{final}},
\]

where, time, initial and final standard deviation of the seeds in each iteration are denoted respectively by \( T \), \( \sigma_{\text{initial}} \), and \( \sigma_{\text{final}} \) (see Figure 5);

- Competitive elimination: If the total number of seeds reaches \( P_{\text{max}} \), sort the seeds and then eliminate the extra seeds (seeds with less fitness values);

- Control the stopping criterion.
the algorithm terminates. Then it is said that the GA has provided a set of solutions to our problem. The population has a fixed size. With the formation of a new generation, the most unsuitable individuals die, providing space for new offspring. The sequence of phases repeats to produce individuals in each new generation, which are better than the previous generation. The pseudo-code of the GA algorithm is illustrated in Figure 6.

5. Computational results

In this section, first, the sensitivity of objective functions to the important input parameters is determined through several sensitivity analyses. Furthermore, two meta-heuristic algorithms (i.e., IWO and GA) are coded in MATLAB 2016a software to prove their performance efficiency in terms of the solution quality and calculating time. Finally, a real HAZMAT transportation case study in Iran is considered to confirm the validity and reliability of the proposed model and methods. Meanwhile, all computations were performed on a laptop with a 2.6-GHz CPU and 4 GB of RAM.

5.1. Sensitivity analysis

In this section, using the information shown in Table 2, several small-scale test problems are analyzed to study the correctness of the proposed model and the efficiency of the proposed solution. First, the results of the objective function values obtained by the FGP method are summarized in Table 3. Then, some sensitivity

| Parameters | Values |
|------------|--------|
| \( i \) | 4 | 6 | 8 | 10 | 12 |
| \( j \) | 1 | 1 | 1 | 1 | 1 |
| \( l \) | 2 | 2 | 2 | 3 | 3 |
| \( NV \) | 2 | 2 | 3 | 3 | 3 |
| \( MV \) | 3 | 3 | 3 | 3 | 4 |
| \( MR \) | 10 | 10 | 12 | 12 | 13 |
| \( \alpha \) | 0.5 | 0.5 | 0.6 | 0.6 | 0.6 |
| \( d_1 \) | 10 | 15 | 20 | 25 | 30 |
| \( C_k \) | 60 | 60 | 60 | 60 | 60 |
| \( s_t \) | 0.5 | 1.6 | 2.3 | 2.8 | 3.6 |
| \( a_{ij} \) | \( \sim U(20, 30) \) | \( \sim U(40, 70) \) | \( \sim U(80, 110) \) | \( \sim U(130, 160) \) | \( \sim U(180, 220) \) |
| \( b_k \) | \( \sim U(31, 50) \) | \( \sim U(71, 100) \) | \( \sim U(111, 150) \) | \( \sim U(161, 200) \) | \( \sim U(221, 260) \) |
| \( \tilde{r}_{ij} \) | \( \sim U(2, 8) \) | \( \sim U(15, 25) \) | \( \sim U(35, 50) \) | \( \sim U(73, 90) \) | \( \sim U(105, 130) \) |
| \( \tilde{r}_{ij}^2 \) | \( \sim U(10, 20) \) | \( \sim U(20, 30) \) | \( \sim U(30, 40) \) | \( \sim U(50, 60) \) |

| Problem no. | Problem 1 | Problem 2 | Problem 3 | Problem 4 | Problem 5 |
|------------|------------|------------|------------|------------|------------|
| Objective value (\( \alpha = 0.95 \)) | | | | | |
| \( Z_1 \) | 72.8 | 8.2 | | | |
| \( Z_2 \) | 76 | | 11 | | |
| Fuzzy goal (upper tolerance limit (\( U_i \))) | | | | | |
| \( Z_1 \) | 119.1 | 9.7 | | | |
| \( Z_2 \) | 130 | | 13 | | |
| Traditional VRPTW model | | | | | |
| \( Z_1 \) | 120.0 | 13.5 | | | |
| \( Z_2 \) | 133 | | 19 | | |
| | | | | | |
| \( Z_1 \) | 153.7 | 14.8 | | | |
| \( Z_2 \) | 174 | | 22 | | |
| Traditional VRPTW model | | | | | |
| \( Z_1 \) | 141.4 | 16.8 | | | |
| \( Z_2 \) | 163 | | 27 | | |

Table 3. The summary results of tests examples solved by Fuzzy Goal Programming (FGP).
analyses are done on these small-size test problems using different values of $\alpha$ to check the effect of these parameter values alterations on the objective functions. At the same time, due to the lack of acceptable examples and the proposed model features in the VRPTW literature, these examples were considered.

According to Table 3, it is clear that when the problem is solved by FGP, the novelties proposed in the model produce better results than the previous traditional model. In other words, when we minimize the time and risk through the different contributions in this study, we can obtain better objective function values. Also, the function degree related to each goal is presented in Table 4. The degree values of these functions are not equal to 1, which means that due to the allowable tolerances, the relevant goals cannot be fully achieved, which seems reasonable. For example, the degree functions of the first and second goal for problem number 1 is equal to 0.53 and 0.81 which shows the average and high probability of achieving the goal. Other values of function degrees of Table 4 show that applying the FGP approach maximizes the access of each goal due to the decision-maker priorities.

Figure 7 shows the sensitivity analysis on the satisfaction degree $\alpha$ and its effect on the total objective function value ($Z_T$) of problem number 1. It is obvious that changing the $\alpha$-values has a significant effect on $Z_T$. The findings demonstrate that the optimal value of $Z_T$ (final solution based on FGP) can be obtained at different satisfaction degrees, depending on the problem dimension and its parameters. Therefore, setting parameter $\alpha$ is a necessary condition to achieve a suitable solution. In fact, when the value of $\alpha$ is suspended by the Decision Maker (DM) according to the objective function preference to obtain their better value, a better objective function value is achieved.

In order to investigate the conflict of objective functions and prove the accuracy of the multi-objective assumption of the proposed model, the sensitivity analysis is done on the first and second objective function values. In this section, problem number 1 in Table 2 is considered as a small-sized test problem (i.e., $|J| \times |J| \times |K| \times |L| = 4 \times 1 \times 2 \times 2$) and the proposed bi-objective model is solved separately as two single-objective problems. This means that the values of these two objective functions are determined once based on the first objective function (minimizing $Z_1$) and are calculated once using the second objective function (minimizing $Z_2$). Therefore, every objective function is coded in GAMS 22.9 software and solved by a CPLEX solver using the randomly generated data set shown in Table 2.

The obtained solutions are shown in Table 5. Obviously, a better value of one objective function will lead to the worst value of another objective function, which means that when one objective function improves, the other objective function becomes worse. Without considering the factors considered in other objective functions, the optimal value obtained for the first objective function is focused on reducing the distribution time including travel and waiting time. Therefore, it is logical to consider using the shortest route with high RPN and short travel time to transport dangerous products. This is why minimizing the total time increases the total risk value.

Table 5 also illustrates the optimal value of the

| Problem number | Objective functions | $Z_1$ | $Z_2$ |
|----------------|---------------------|-------|-------|
| 1              | $Z_1$               | 52.5  | 6.1   |
|                | $Z_2$               | 59.9  | 2.5   |
| 2              | $Z_1$               | 53.2  | 3.4   |
|                | $Z_2$               | 58.3  | 4.7   |
| 3              | $Z_1$               | 54.8  | 3.4   |
|                | $Z_2$               | 58.9  | 4.7   |
| 4              | $Z_1$               | 58.4  | 6.2   |
|                | $Z_2$               | 125.0 | 3.4   |
| 5              | $Z_1$               | 62.6  | 7.3   |
|                | $Z_2$               | 134.8 | 5.9   |
second objective function regardless of other objective function considerations. In this case, the problem tends to consider routing with fewer RPNs and so, several routes are eliminated. Therefore, there are limited numbers of routes through which vehicles could deliver HAZMAT into customer nodes even if in case of an encounter with high distribution time. Therefore, the greater the number of second objective functions, the fewer the number of first objective functions. As one, when the goal is to minimize the first objective function, the first and second objectives of problem number 1 have objective function values of 52.5 and 6.1, respectively. However, when the goal is to minimize the second objective function, these values equal 59.5 and 2.5. Therefore, this proves the objective functions of conflicts and the accuracy of the multi-objective assumption of the present study.

Finally, the considered numerical examples are investigated in three scenarios:

1. Without time window assumption;
2. With time window assumption for 50% of nodes;
3. With time window assumption for all nodes to analyze the effect of time window constraints on $Z_1$, $Z_2$ and $Z_T$.

The results shown in Table 6 show that the imposed time window limit increases the objective function value of most nodes. When the problem-solving space is limited, it presents the normal operation of the proposed model.

5.2. Managerial insight

The accuracy of the presented mathematical model is verified through testing several numerical examples of the case study and the relevant results are provided in this section. In addition, the sensitivity of the model is investigated by changing the value of some important parameters.

5.2.1. Performance evaluation

In this section, through a comparative study using a large number of randomly generated data sets similar to Table 2, the performance of the proposed IWO is evaluated in terms of solution quality and calculation time. The mentioned generated data sets include 25 test problems ranging from small-sized to large-sized test problems and run for 5 replications (up to 100 nodes) to achieve a better analysis. In addition, since GA is one of the commonly used algorithms in the transportation of dangerous products, these algorithms are compared with the proposed algorithm to show the effectiveness of the proposed method. Meanwhile, the tuned parameters of IWO and GA are shown in Table 7.

To examine the notable differences between IWO and GA, Relative Percentage Deviation (RPD), Average Percentage of the Relative Gap (APRG), and the computational time (CPU) are considered as three comparisons metrics in the present study. RPD (%) which is defined as the difference between the algorithm best quality solution and the best-known quality

### Table 6. Sensitive analysis on time window.

| Problem number | Objective functions | Scenario number | 1 | 2 | 3 |
|----------------|---------------------|-----------------|---|---|---|
| 1              | $Z_1$               | 18.7            | 56.2 | 61.8 | |
|                | $Z_2$               | 7.0             | 7.3  | 7.1  | |
|                | $Z_T$               | 33.6            | 69.4 | 78.0 | |
| 2              | $Z_1$               | 34.4            | 79.3 | 101.2 | |
|                | $Z_2$               | 9.0             | 9.0  | 9.0  | |
|                | $Z_T$               | 49.0            | 91.1 | 111.9 | |
| 3              | $Z_1$               | 78.8            | 73.6 | 102.0 | |
|                | $Z_2$               | 12.5            | 12.5 | 12.5 | |
|                | $Z_T$               | 39.2            | 104.4| 131.1 | |
| 4              | $Z_1$               | 73.6            | 126.9| 130.6 | |
|                | $Z_2$               | 14.19           | 12.8 | 141.0 | |
|                | $Z_T$               | 105.2           | 155.6| 159.3 | |
| 5              | $Z_1$               | 82.4            | 117.9| 126.6 | |
|                | $Z_2$               | 98.1            | 17.2 | 132.2 | |
|                | $Z_T$               | 119.9           | 129.1| 163.1 | |

### Table 7. Invasive Weeds Optimization (IWO) and Genetic Algorithm (GA) parameter setting.

| Algorithm | Parameter | Value |
|-----------|-----------|-------|
|           | $W$       | 500   |
|           | $MaxH$    | 100   |
| IWO       | $P_{max}$ | 0.7   |
|           | $\sigma_{initial}$ | 0.6 |
|           | $\sigma_{final}$ | 0.1 |
|           | $S_{min}$ | 10    |
|           | $S_{max}$ | 100   |
| GA        | Population size | 100 |
|           | Crossover rate | 0.3 |
|           | $F$        | 0.8   |
|           | Iteration in the initialization phase | 10 |
|           | Iteration in the initialization phase | 200 |
Table 8. Average Percentage of the Relative Gap (APRG), RPD, and CPU time for small-sized test problems in Invasive Weeds Optimization (IWO).

| Data set | Exact time (s) | Replications | APRG (%) | RPD (%) | CPU (%) |
|----------|---------------|--------------|----------|---------|---------|
| 1        | 30            | 0.00 0.00 0.00 0.00 0.00 | 0.00 0.00 | 19      |
| 2        | 42            | 0.00 0.00 0.00 0.00 0.00 | 0.00 0.00 | 28      |
| 3        | 65            | 0.02 0.01 0.02 0.01 0.01 | 0.014 0.02 | 36      |
| 4        | 82            | 0.08 0.09 0.08 0.10 0.10 | 0.090 0.05 | 41      |
| 5        | 123           | 0.48 0.45 0.43 0.52 0.52 | 0.480 0.10 | 45      |
| 6        | 142           | 0.65 0.64 0.65 0.68 0.68 | 0.660 0.25 | 49      |
| 7        | 181           | 1.00 1.12 1.12 1.05 1.01 | 1.060 0.10 | 51      |
| 8        | 230           | 1.25 1.23 1.30 1.34 1.29 | 1.282 0.43 | 56      |
| 9        | 346           | 1.40 1.32 1.33 1.35 1.38 | 1.356 0.65 | 59      |
| 10       | 429           | 1.63 1.59 1.58 1.68 1.68 | 1.632 0.80 | 64      |

Table 9. Average Percentage of the Relative Gap (APRG), RPD, and CPU time for small-sized test problems in Genetic Algorithm (GA).

| Data set | Exact time (s) | Replications | AGP (%) | RPD (%) | CPU (%) |
|----------|---------------|--------------|---------|---------|---------|
| 1        | 30            | 0.00 0.00 0.00 0.00 0.00 | 0.00 0.00 | 20      |
| 2        | 42            | 0.01 0.01 0.01 0.02 0.02 | 0.014 0.00 | 29      |
| 3        | 65            | 0.04 0.05 0.04 0.06 0.05 | 0.048 0.05 | 38      |
| 4        | 82            | 0.18 0.16 0.10 0.19 0.20 | 0.106 0.83 | 43      |
| 5        | 123           | 0.68 0.65 0.70 0.65 0.67 | 0.670 1.04 | 47      |
| 6        | 142           | 1.01 1.00 1.05 1.20 1.10 | 1.070 0.93 | 51      |
| 7        | 181           | 1.25 1.18 1.20 1.15 1.20 | 1.196 2.22 | 54      |
| 8        | 230           | 1.45 1.45 1.42 1.44 1.40 | 1.432 4.06 | 59      |
| 9        | 346           | 1.73 1.70 1.68 1.72 1.70 | 1.706 3.12 | 61      |
| 10       | 429           | 1.95 2.05 0.05 2.10 1.90 | 2.010 3.30 | 69      |

The solution of the problem in percent is estimated by:

$$ RPD = \left( \frac{\text{Best quality} - \text{Best known quality}}{\text{Best known quality}} \right) \times 100\% $$

and shown as “RPD” column in Tables 8 and 9. In addition, the computational results of IWO and GA illustrate the average relative gap percentage of the five replications of each small-sized problem (up to ten nodes) that are determined and reported as the “APRG” column in Tables 8 and 9. Therefore, the percentage of relative gap between IWO and GA with GAMS is calculated by $[100 \times (G_{OGP} - G_{IWO})/G_{IWO}]$, where $G_{OGP}$ and $G_{IWO}$ are the OPF objective function value obtained using GAMS software and solution obtained using the meta-heuristic algorithm, respectively. Also, the column “problem no.” illustrates the number of problems in different dimensions which are generated based on Table 2.

The GAMS software cannot solve the proposed NP-hard in the case of a larger test problem. Hence to solve the problem of large-sized samples, due to the Percentage of Relative Gap (PRG) measurement, only the comparison between IWO and GA is described in Table 10. In addition, the CPU time required by the proposed algorithm, and the fact that IWO is less than the CPU time required by the GA algorithm are shown in Table 10 also this table shows that the method proposed in this study can improve CPU time. The PRG between IWO and GA is calculated by $[100 \times (S_{GA} - S_{IWO})/S_{GA}]$, where $S_{GA}$ and $S_{IWO}$ are the solutions obtained from GA and IWO meta-heuristics, respectively. The computational results of IWO and GA shown in Table 10 illustrate the average of the relative gap percentage and the required CPU for the five replications of each large-sized samples problem of the “APRG” and “exact time” column. As can be seen in Table 9, the minimum and maximum APRG between IWO and GA is 2.00% and 11.7%, respectively.

Obviously, even on a small scale, the CPU time required to find the optimal solution increased expo-
Table 10. Average Percentage of the Relative Gap (APRG), RPD, and CPU time of Invasive Weeds Optimization (IWO) in comparison to Genetic Algorithm (GA) for large-sized test problems.

| Data set | Exact time | GA CPU (sec.) | IWO Replications | APRG (%) | CPU (sec) |
|----------|------------|---------------|------------------|----------|-----------|
| 11       | 671        | 72            | 2                | 1.98     | 2         | 65        |
| 12       | 830        | 77            | 2.2              | 2.26     | 2.2       | 69        |
| 13       | 1290       | 83            | 2.7              | 2.62     | 2.7       | 73        |
| 14       | 1461       | 87            | 3.3              | 3.26     | 3.3       | 76        |
| 15       | 1832       | 93            | 3.6              | 3.58     | 3.9       | 81        |
| 16       | 2750       | 101           | 4.0              | 3.92     | 4         | 84        |
| 17       | 4890       | 107           | 4.6              | 4.56     | 4.2       | 94        |
| 18       | 6320       | 132           | 5.4              | 5.34     | 5.6       | 101       |
| 19       | -          | 151           | 5.9              | 5.84     | 5.9       | 110       |
| 20       | -          | 167           | 6.9              | 6.80     | 6.9       | 121       |
| 21       | -          | 201           | 7.7              | 7.70     | 7.1       | 132       |
| 22       | -          | 222           | 8.8              | 8.62     | 9.5       | 146       |
| 23       | -          | 272           | 9.5              | 9.46     | 10        | 153       |
| 24       | -          | 287           | 10.7             | 10.58    | 10.3      | 165       |
| 25       | -          | 301           | 11.7             | 11.54    | 11.7      | 172       |

Figure 8. Average Percentage of the Relative Gap (APRG) of Invasive Weeds Optimization (IWO) and Genetic Algorithm (GA) in comparison to optimal solutions.

In addition, the column “IWO” illustrates the gaps of 5 replications, the average gap, and the average CPU time required for finding the near-optimal results. The results illustrated by Table 10 show that the Gams software is able for solving up to test instance 18 and this means finding optimal solutions for medium and large-sized instances is impossible by exact solutions. Also, the efficiency of the IWO method performance has been proved by the value, and that respectively shows the minimum, average and maximum percentage of a relative gap over all of the test problems for IWO. Besides, the last column illustrates the required CPU time for the IWO method and it illustrates that although the CPU time increased by the size of the problems, it is relatively small. Using the summary results provided in Figure 8 to Figure 10, both IWO and GA can find near-optimal solutions in a reasonable amount of time while IWO has a better performance in comparison to GA in terms of the solution quality. In addition to this, it is obvious that the exact CPU time has an exponential increase in comparison to the required CPU of IWO and GA.

Figure 9. The computation time of Invasive Weeds Optimization (IWO) and Genetic Algorithm (GA).

Figure 10. The computation time of Invasive Weeds Optimization (IWO) and Genetic Algorithm (GA).
5.2.2. Case study
This section investigates a real case study related to hazardous fuel transportation of hazardous fuels in eastern Mazandaran province, northern Iran, to verify the performance of our mathematical model and the proposed method. The two main characteristics of northern Iran force government representatives and active companies in the distribution of dangerous products are considered to investigate the risk fairness. On the one hand, it is because this company is located in a tourist region. Many people travel to the region during weekends and statutory holidays in Iran. So, a small incident could lead to many financial, environmental, and environmental consequences. On the other hand, potential accidents and even unsafe distribution of HAZMAT in the region could affect the brand value of the manufacturing and consumer industries. In addition, the general sensitivity of the area and the potential risk of accidents when incidents related to the distribution of dangerous products occur will cause the police to impose some restrictions on the transportation of HAZMAT vehicles within certain hours or days. Therefore, parking the vehicle on the route may increase delivery delays and transportation costs. In the model proposed in this study, an attempt is made to introduce the best vehicle route and scheduling to reduce the total distribution time and the risks imposed on the transportation system.

In the present study, there is a distribution warehouse and 41 customer nodes the location of which is estimated by some experts and indicated in Figure 11. Meanwhile, the statistical data related to the problem are obtained from different sources to design the proposed model. Indeed, the proposed model needs two classified information:

1. Physical information including availability time of nodes, the service time of each node, capacity and number of vehicles, and available routes between two nodes. This information is collected from the qualified experts;

2. A team of 30 experts collected information about the fuzzy values of the question parameters, and they filled out 5 questionnaires using verbal variables.

Besides, the value of RPN can be calculated by the new framework proposed and described in Subsection 3.2. Also, 4 similar transportation vehicles were available for distribution, and the fuzzy values were considered. Figure 12 also shows the best transportation routes when the total times and risks are minimal.

In the present study, some sensitivity analysis is done on the case study under different values of \( NV, d_{i} \), and \( MV \) to realize how the objective function can be affected by these parameters values alterations. Figure 13 depicts the comparison of the changes of OFV1 and OFV2 with the changes of \( NV \), respectively. Obviously, when the number of vehicles increases, the travel time of each vehicle decreases, and the total risk imposed on the system slightly increases. Because using more vehicles imposes more high-level risks on the transportation system, and as a consequence, RPN and OFV2 will be increased. Then, in this case, the value of OFV1 will decrease and the value of OFV2 will increase.

Figures 14 to 16, show variation of OFV1 and OFV2 compared to the variation of the \( d_{i} \). Obviously,
the increase in customer demand leads to a worse value for achieving all objective functions. In other words, this is because increasing customer demand forces the model to use more vehicles for transportation. It will increase OFV1 due to the increase in travel time of using total vehicles. In addition, the use of more vehicles will bring more travel, and therefore will bring more high risks to the transportation system. Therefore, RPN and OFV2 will also be increased.

Figure 16 shows the change of OFV1 compared to the change of the maximum waiting time at the customer node to show the efficiency of the time window under consideration. It can be seen that two cases are considered (i.e., time window and no time window), and it is assumed that the MV of each vehicle is the same. When considering the time window limit, the value of MV is significantly smaller than the case that it is not considered in the model. Indeed, it is because the HAZMAT will be delivered to the customers in less waiting time and fewer congestion in case of considering time window limitation, total distribution time will be decreased substantially. In fact, less waiting time results in less distribution time, so OFV1 will be reduced.

6. Conclusion and future research

The main contributions of the presented paper are:

(i) Proposing a novel fuzzy bi-objective vehicle routing and scheduling model of HAZMAT transportation system for minimizing the total risk of HAZMAT transportation and maximizing the total Risk Priority Number (RPN) between two nodes;

(ii) Proposing a new framework of fuzzy Failure Mode and Effects Analysis (FMEA) and Fuzzy inference system to determine the high-level risks in calculating the total risks imposed to the of the hazardous material transportation system for the first time;

(iii) Using two meta-heuristics algorithms namely Invasive Weeds Optimization (IWO) and Genetic Algorithm (GA) to cope with the hardness of the large-sized problems.

Besides, to cope with the proposed bi-objective problem, at first, the Jimenez method was used to convert the fuzzy constraints of the proposed model into a crisp one. Then, a Fuzzy Goal Programming (FGP) method is used to convert it into a single objective one. In addition, some numerical large and medium-sized test problems were solved by GAMS software to verify the performance of the presented model and solution algorithm. The obtained solutions indicate that the objective function is sensitive to the satisfaction degree of the decision-maker and the time window limitation. Also, according to the obtained results, the proposed model can quickly reduce the total distribution time and cumulative risk of hazardous distribution. Also, a case study as a large-sized test problem in the northern part of Iran is solved by IWO and GA approaches, and through which the practicability and effectiveness of the presented model are investigated. In summary, the results show that IWO requires less computing time to solve the problem and find a near-optimal solution, and has better performance than GA. In addition, it is found that the IWO algorithm converges faster than the GA algorithm.

There are some suggestions for future research. One suggestion can be to assume some fuzzy or possible parameters in the model, such as social and cultural
factors, or to impose legal constraints that may affect the quality of the solution and the satisfaction of decision-makers. Another suggestion is to replace several HAZMAT types with only one type, and consider different vehicles with different capacities and various types of transportation in future studies. The final suggestion is to develop an accurate method like the Lagrangian relaxation algorithm, which seems to be a good direction for future research.
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