Does the smooth planar dynamical system with one arbitrary limit cycle always exists smooth Lyapunov function?
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Abstract

A rigorous proof of a theorem on the coexistence of smooth Lyapunov function and smooth planar dynamical system with one arbitrary limit cycle is given, combining with a novel decomposition of the dynamical system from the perspective of mechanics. We base on this dynamic structure incorporating several efforts of this dynamic structure on fixed points, limit cycles and chaos, as well as on relevant known results, such as Schoenflies theorem, Riemann mapping theorem, boundary correspondence theorem and differential geometry theory, to prove this coexistence. We divide our procedure into three steps. We first introduce a new definition of Lyapunov function for these three types of attractors. Next, we prove a lemma that arbitrary simple closed curve in plane is diffeomorphic to the unit circle. Then, the strict construction of smooth Lyapunov function of the system with circle as limit cycle is given by the definition of a potential function. And then, a theorem is hence obtained: The smooth Lyapunov function always exists for the smooth planar dynamical system with one arbitrary limit cycle. Finally, by discussing the two criteria for system dissipation(divergence and dissipation power), we find they are not equal, and explain the meaning of dissipation in an infinitely repeated motion of limit cycle.
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1 Introduction

In the study of nonlinear dynamics

$$\dot{x} = f(x),$$

(1)

where $f : \mathbb{R}^n \rightarrow \mathbb{R}^n$ and $f(x)$ is smooth, the limit cycle system is one of the archetypes which have been fascinating mathematicians $[1–5]$, biologists $[6–8]$, physicists $[9]$ and engineers $[10]$ for over 100 years. Different approaches have been developed to the study of qualitative analysis of system (1), the Lyapunov function has been one of the most efficient approaches, which, however, depends on its existence. In view of the important position of limit cycle system in dynamical system research, proving its existence of smooth Lyapunov function is not only necessary in theory, but also has important engineering application value.

Does the smooth planar dynamical system with one arbitrary limit cycle always exists smooth Lyapunov function? Although many researchers have paid attention
to this issue, there still no definite positive result had been reached. Such as, Hirsch, Smale and Devaney have noticed it and given a negative statement: "If $L$ is a strict Lyapunov function for a planar system, then there are no limit cycles\cite{11}". A systematical study of qualitative analysis of dynamical system from the complete Lyapunov function of Conley theory basically began with the paper\cite{12}, about which some efforts \cite{13-18} have been made. Here, the complete Lyapunov functions is continuous for flows defined on compact metric spaces, which is a constant real function on the orbit of chain recurrent set and strictly decreases along all other orbits. Nevertheless, the smooth Lyapunov function should exists its Lie derivative along the trajectory. What’s more, the potential function\cite{19-21}, here it is called Lyapunov function) is also taken into consideration by researchers in some practical applications \cite{19-21}, while they are special cases. Then, is there a potential function method that can systematically study limit cycle systems? The answer is yes. Ao et al. \cite{22, 23} in 2004 divided the dynamical system (1) into three parts from the perspective of mechanics to systematically study the behavior of the dynamic system

\[(S(x) + T(x))\dot{x} = -\nabla \phi(x),\]  

where is assumed to have another form

\[\dot{x} = -(D(x) + Q(x))\nabla \phi(x),\]  

here, the single-valued scalar function $\phi(x)$ is potential function which has been proved equivalent to Lyapunov function in \cite{24}, the symmetric semi-positive matrix $S(x)$ corresponds to friction, the transverse matrix $T(x)$ corresponds to Lorentz force, the symmetric semi-positive matrix $D(x)$ is the diffusion matrix which can be selected by different diffusion modes, the anti-symmetric matrix $Q(x)$ denotes Poisson bracket, and they satisfy $S(x) + T(x) = (D(x) + Q(x))^{-1}$.

Based on this novel dynamic structure, Ao et al. have made some researches on Lyapunov functions for limit cycle systems. For instance, in 2006, Zhu et al. first explicitly constructed a global smooth Lyapunov function in a limit cycle system \cite{25}. By using the geometric method, the Lyapunov function for a piecewise linear system with limit cycle is constructed by Ma et al. in 2013 \cite{26}. Based on A-type stochastic integral, the Lyapunov function for a class of nonlinear system, Van der Pol type system, is studied in 2013 \cite{7}. In 2013, Tang et al. determined the dynamical behavior of the competitive Lotka-Volterra system by Lyapunov function \cite{8}.

Inspired by the structural method in \cite{25} and the strict results of special cases in \cite{7, 8, 26}, we will continue to base on the dynamic structure of Ao, and further give a definite positive result to the coexistence of smooth Lyapunov function and smooth planar dynamical system with one arbitrary limit cycle in this paper.

The rest of this paper is organized as follows. In the next section, we combine with the efforts on fixed point, limit cycle and chaos of Ao et al., introduce a definition of Lyapunov function for these three types of attractors, and show our main results. Some numerical examples will be presented in Section 3 to illustrate our results. In Section 4, we notice one contradictory phenomenon about the existence of Lyapunov function for limit cycle system, and discuss and analyze it by the dynamic structure of Ao. We conclude with Section 5.
2 Problem formulation

In this section, a definition of Lyapunov function for the three types of attractors, fixed point, limit cycle and chaos, is given, and the main results are shown.

2.1 The generalized definition of Lyapunov function

Wolfram [27] gave a geometrical classification of attractors: Fixed point, limit cycle and chaos. The fixed point corresponds to zero-dimensional subset of state space, limit cycle to one-dimensional subset. Strange attractor often has a nested structure with non-integer fractal dimension. The definition of Lyapunov function just for fixed point is clearly given, such as [11, 28–30]. Therefore, the generalization of Lyapunov function is very necessary.

By going back to original motivation of Lyapunov by energy function, we take the efforts on these three types of attractors of Ao et al.[25, 31, 32] into consideration, and give a generalized definition of Lyapunov function, which not only retains the idea that Lyapunov function does not increase along the trajectory in the usual definition, but also has a wider scope of application.

**Definition 2.1** For a smooth autonomous system \( \dot{x} = f(x) \), \( x \in \mathbb{R}^n \), let \( x^{**} \) be one type of the attractors above. And \( \phi : \mathbb{R}^n \to \mathbb{R} \) is a continuous differentiable function. If it satisfies

\[(i) \quad \text{for all } x \in \mathbb{R}^n, \phi(x) \text{ has an infimum.}
\]
\[(ii) \quad \text{for all } x \in \mathbb{R}^n, \phi(x) \text{ does not increase along the trajectory, that is}
\]
\[
\dot{\phi}(x) = \frac{d\phi}{dt} \leq 0. \tag{4}
\]

Then, \( \phi(x) \) is said to be the Lyapunov function for the three types of attractors: Fixed point, limit cycle and chaos.

**Remark 2.1** The above definition extends the Lyapunov function to the three types of attractors. The condition (i) does not require the positive definiteness of Lyapunov function, and it extends the condition of general definition; The condition (ii) ensures that it doesn’t increase along trajectory.

2.2 Main results

In this part, just the smooth planar dynamical systems are considered.

The Fig. 1 shows our thoughts and results. Here, main contents is briefly introduced in the following: Firstly, inspired by Schoenflies theorem [33], we combine with Riemann mapping theorem [34], boundary correspondence theorem [35] and the differential geometry theory to discuss the limit cycle which can be expressed as simple closed curves in the complex plane, and obtain a lemma that one arbitrary simple closed curve in plane is diffeomorphic to unit circle. Secondly, we base on the thought of potential energy[36], and construct the smooth Lyapunov function for the system whose limit cycle is an unit circle. Thirdly, using the results above, we can summarize a new and important theorem of dynamical systems: The smooth Lyapunov functions always exist for the planar smooth dynamical systems with one arbitrary limit cycle.
2.2.1 To prove one arbitrary simple closed curve in plane diffeomorphic to unit circle.

**Lemma** One arbitrary simple closed curve in plane is diffeomorphic to unit circle.

**Proof**: Although the result looks intuitive, it is difficult to prove, which is a tough task in complex function and topology. Since the content is too long, we divide the proof into three parts and just give the main idea here. Please refer to Appendix A for details.

**Part I**: Prove there exists a bijection mapping the region bounded by a simple closed curve to the unit disk;

**Part II**: Prove the obtained bijection in part I is a bijection on boundary;

**Part III**: Prove the obtained bijection is a diffeomorphic mapping on boundary.

2.2.2 Construct smooth Lyapunov function

The Lemma presents that an arbitrary smooth limit cycle in plane can be transformed into unit circle by appropriate scaling and translation transformation. So constructing the smooth Lyapunov function for the smooth system whose limit circle is an unit circle becomes another basic and key step.

For the sake of simplicity, the polar coordinate system of a plane dynamical system with the circle as the limit cycle can be expressed as

\[
\begin{aligned}
\dot{r} &= \Upsilon_0(r) \\
\dot{\theta} &= \psi(r, \theta)
\end{aligned}
\]

(5)

here, \( r = \sqrt{x^2 + y^2} \), the function \( \Upsilon_0(r) \) and \( \psi(r, \theta) \) are smooth. The (17) of the following Example 3.2 is a special case of this situation. The polar coordinate system of a plane dynamical system with the circle as the limit cycle also has the other two forms. By the detailed discussion in Appendix B blow, we find it is appropriate to use (5).

In this place, we just consider the radial system \( \dot{r} = \Upsilon_0(r) \) in (5). Set \( r^* > 0 \), and \( r^* \) is the fixed point of the one-dimensional radial system, that is \( \Upsilon_0(r = r^*) = 0 \). Based on the thought of potential energy[36], the potential \( \phi(r) \) is defined as

\[
\Upsilon_0(r) = -\frac{d\phi(r)}{dr}.
\]

(6)
To verify this definition, think of \( r \) as a function of \( t \), and calculate the time-derivative of \( \Upsilon_0(r(t)) \) by using the chain rule, it has

\[
\frac{d\phi(r)}{dt} = \frac{d\phi(r)}{dr} \frac{dr}{dt},
\]

(7)

Combine with the definition of potential (6), for the first order system \( \frac{dr}{dt} = -\frac{d\phi(r)}{dr} \), it can derive

\[
\frac{d\phi(r)}{dt} = \frac{d\phi(r)}{dr} \frac{dr}{dt}
\]

\[
= -\left( \frac{d\phi(r)}{dr} \right)^2
\]

\[
\leq 0,
\]

(8)

so \( \phi(r) \) decreases along the trajectory.

Then, by the definition of potential (6), it gets

\[
\phi(r) = -\int \Upsilon_0(r) dr.
\]

(9)

And then, by changing the polar coordinates of (9) into the Cartesian coordinates, the potential function in Cartesian coordinates is obtained. As mentioned in the dynamic structure (2) of Ao, the equivalence between generalized Lyapunov function and potential function is proved in literature [24]. In following, the potential function is called Lyapunov function.

Combining the proof of Lemma and the explicit construction of smooth Lyapunov function, a theorem is obtained:

**Theorem** The smooth Lyapunov function always exists for the smooth planar dynamical system with one arbitrary limit cycle.

### 3 Examples

In this section, some examples are given to illustrate the conclusions obtained in the previous section, respectively.

Firstly, the Example 3.1 can verify the conclusion of Lemma.

**Example 3.1** *Vibration equation*\(^{[37]}\)

\[
\ddot{x} + (4x^2 - 1)\dot{x} + x - x^3 + x^5 = 0.
\]

(10)

_Solve:_ With \( x = x, \dot{x} = y \) we have the equivalent vector equation of (10)

\[
\begin{align*}
\dot{x} &= y \\
\dot{y} &= -(4x^2 - 1)y - x + x^3 - x^5.
\end{align*}
\]

(11)

By the invertible transformation

\[
\begin{align*}
x &= u \\
y &= v + u - u^3,
\end{align*}
\]

(12)
the (11) can be expressed as
\[
\begin{align*}
\dot{u} &= v + u - u^3 \\
\dot{v} &= -u^2v - u
\end{align*}
\tag{13}
\]
then, by the polar transformation
\[
\begin{align*}
u &= r \cos \theta \\
v &= r \sin \theta
\end{align*}
\tag{14}
\]
the (13) can be expressed as
\[
\begin{align*}
\dot{r} &= r (1 - r^2) \cos^2 \theta \\
\dot{\theta} &= -1 - \cos \theta \sin \theta
\end{align*}
\tag{15}
\]
here, set \( \Upsilon_0(r) = r(1 - r^2) \), \( \Upsilon_1(\theta) = \cos^2 \theta \).
Because \( \Upsilon_0(1) = 0 \), \( \Upsilon_1(\theta) \neq 0 \), it can obtain that the non-zero fixed point \( r = 1 \) of \( \Upsilon_0(r) \) in (15) corresponds to one limit cycle, and that \( \Upsilon_1(\theta) \) does not affect the size and position of limit cycle. So by reversible transformation(12), a general limit cycle of system (11) can be translated into the one which has the shape of unit circle of system (13).

The Fig. 2 shows the phase diagrams of the original system (11) and transformed system (13).
Secondly, the Example 3.2 verifies the construction of smooth Lyapunov function with a limit cycle as unit circle.

**Example 3.2** Find the Lyapunov function of the system[38]
\[
\begin{align*}
\dot{x} &= -y + x[1 - (x^2 + y^2)] \\
\dot{y} &= x + y[1 - (x^2 + y^2)]
\end{align*}
\tag{16}
\]
**Solve:** By polar coordinate transformation, system (16) can be transformed into
\[
\begin{align*}
\frac{dr}{dt} &= r - r^3, \\
\frac{d\theta}{dt} &= 1
\end{align*}
\tag{17}
\]
here, \( r = \sqrt{x^2 + y^2} \). Obviously, system (16) has one limit cycle \( r = 1 \).

By (9), the Lyapunov function of system (16) can be derived, which has the shape of a Mongolian hat

\[
\phi(x, y) = \frac{1}{4}(x^2 + y^2)(x^2 + y^2 - 2).
\]  

(18)

Then, we can verify that the Lyapunov function (18) doesn’t increase along trajectory

\[
\frac{d\phi(x, y)}{dt} = -(x^2 + y^2)(x^2 + y^2 - 1)^2 \leq 0.
\]  

(19)

The Fig. 3 shows the phase diagram and Lyapunov function of system (16).

Finally, combining the Example 3.1 and Example 3.2, we will further derive out the Lyapunov function of Example 3.1.

**Example 3.3** Find the smooth Lyapunov function of the system (11) in Example 3.1.

*Solution:* By the inverse transformation (12) and polar transformation, the original system (11) is transformed into

\[
\begin{aligned}
\frac{dr}{d\theta} &= r(1 - r^2)\cos^2 \theta \\
\frac{d\theta}{d\theta} &= -1 - \cos \theta \sin \theta.
\end{aligned}
\]  

(20)

Combined with (9), it can derive the Lyapunov function of system (13)

\[
\bar{\phi}(r) = - \int r(1 - r^2)dr = \frac{r^2}{4}(r^2 - 2),
\]  

(21)

it is,

\[
\bar{\phi}(u, v) = \frac{1}{4}(u^2 + v^2)(u^2 + v^2 - 2).
\]  

(22)
By the inverse transformation of (12)

\[
\begin{align*}
    u &= x \\
    v &= y - x + x^3,
\end{align*}
\]

the Lyapunov function of system (11) is obtained

\[
\phi(x, y) = \frac{1}{4}[x^2 + (y - x + x^3)^2][x^2 + (y - x + x^3)^2 - 2].
\]  

(24)

Furthermore, we can verify that the Lyapunov function (24) doesn’t increase along trajectory of system (11)

\[
\frac{d\phi(x, y)}{dt} = \frac{d\tilde{\phi}(r)\, dr}{dr} \frac{dr}{dt} = -r^2(1 - r^2)^2\cos^2\theta \leq 0.
\]  

(25)

The Figure 4 shows the Lyapunov function of system (11).

![Figure 4: Lyapunov function of system (11)]

### 4 Discussion

In system (16) of Example 3.2, the divergence on limit cycle can be obtained

\[
\text{div}f|_{x^2+y^2=1} = \left[2(1 - 2x^2 - 2y^2)\right]_{x^2+y^2=1} = -2.
\]  

(26)

Then, a contradictory phenomenon is noticed: On the limit cycle, the system (16) is dissipative by the divergence criterion [39, 40]; the trajectory moves infinitely on the limit cycle.

How to explain the meaning of dissipation in an infinitely repeated motion of a limit cycle? To the best of our knowledge, no reasonable explanation for this
phenomenon has been found yet. Here, we will combine with the dynamic structure (2) of Ao and analyze it from the perspective of system dissipation.

There are two criteria of dissipation:

**Criterion 4.1** Dissipation can be defined by dissipative power via friction force $F_{friction}$ [41]:

$$
H_P = F_{friction} \cdot (- \dot{x}) \\
= (-S(x) \dot{x}) \cdot (- \dot{x}) \\
= \dot{x}^T S(x) \dot{x} \\
\geq 0,
$$

(27)

here, $F_{friction} = - S(x) \dot{x}$, the semi-positive definite symmetric matrix $S(x)$ is the friction matrix which guarantees the nonnegativity of $H_P(x)$, $x = (x_1, x_2, \cdots, x_n)^\tau$, $\tau$ is transpose symbol. This criterion classifies the dynamics into dissipative or conservative according to the change of "energy function" or "Hamiltonian". When $H_P(x) > 0$, the system is dissipative. When $H_P(x) = 0$, the system is conservative. Since the $S(x)$ is a semi-positive definite symmetric matrix, $H_P < 0$ is impossible. This method is used in physics.

**Criterion 4.2** Dissipation is defined as divergence [39, 40]:

$$
div f(x) = \sum \frac{\partial f_i}{\partial x_i} < 0,
$$

(28)

This criterion classifies the dynamics into dissipative or conservative according to the change of phase space volume. When $div f(x) < 0$, the phase space volume decreases and the system is dissipative. When $div f(x) = 0$, the phase space volume remains unchanged and the system is conservative. When $div f(x) > 0$, the phase space volume increases. This method is used in mathematics.

**Remark 4.1** These two dissipation criteria are generally considered to be equivalent. However, we find that they are not equivalent on the limit cycle.

Combined with the Lyapunov function (18) and paper [24], the $S(x, y)$ of system (16) is obtained

$$
S(x, y) = \frac{1 - x^2 - y^2}{1 + (1 - x^2 - y^2)^2} \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix},
$$

(29)

then, the corresponding dissipative power $H_P(x, y)$ is obtained on its limit cycle $x^2 + y^2 = 1$

$$
H_P(x, y)|_{x^2+y^2=1} = (x^2 + y^2)(x^2 + y^2 - 1)^2|_{x^2+y^2=1} \\
\equiv 0.
$$

(30)

By comparing (26) with (30), we obtain these two dissipation criteria are not equivalent on limit cycle.
What’s more, the relationship between the dissipative power criterion and Lyapunov function is derived by (19) with (30)

\[
\frac{d\phi}{dt} = -H_p.
\] (31)

The physical meaning of formula (31) is obvious: The reduction of energy indicates dissipation, and \(H_p \equiv 0\) implies there is no dissipation. Then, we can give an explain to the meaning of dissipation in an infinitely repeated motion of a limit cycle: On the limit cycle of system (16), the dissipative power \(H_p \equiv 0\) indicates that the system is conservative. So the trajectory can move infinitely on the limit cycle with no dissipation.

5 Conclusions
This paper has given a detailed and positive answer to the coexistence of smooth Lyapunov function and smooth planar dynamical system with one arbitrary limit cycle.

Appendix A
In this appendix, we prove the Lemma. Here, we just consider the phase curve on limit cycle. Since for some \(t_0 > 0\), if the time \(t > t_0\), the phase curve of limit cycle system will be on limit cycle.

Although the lemma seems simple, proving it is a difficult task, which should first consider the phase curve in plane into the simple curve in complex plane, then properly combine with Schoenflies theorem [33], Riemann mapping theorem[34], boundary correspondence theorem [35] and the differential geometry theory to prove it. The following is the detailed process of proof.

Proof: Combined with literatures[34, 35], a strict proof process is given below, which is divided into three parts: Part I will prove that there is a bijection mapping the region bounded by a simple closed curve to the unit disk; Part II will prove that the obtained bijection is a bijection on boundary; Part III will prove that the obtained bijection is a diffeomorphic mapping on boundary.

Part I: Prove that there exists a mapping that maps the region \(\Omega\) enclosed by simple closed curve \(J\) to the unit disk \(W\). The idea is to prove the existence of such a mapping by using some property of normal family[34]: For arbitrary point \(a \in \Omega\), there exists an unique biholomorphic mapping \(f\) that maps \(\Omega\) to the unit disk \(W\), such that \(f(a) = 0\), \(f'(a) > 0\). It consists of the following six steps:

Step 1: Construct the function family \(\mathcal{F}\) on the bounded region \(\Omega\), and make it has the following properties

\[
\mathcal{F} = \{ f : f \text{ is an univalent function on } \Omega, |f(z)| < 1, f(a) = 0, f'(a) > 0 \} \tag{A.32}
\]

Obviously, the \(\mathcal{F}\) is not empty, for example: \(\frac{z-a}{d}\) is belong to \(\mathcal{F}\), \(d\) is the diameter of \(\Omega\).
Step 2: Make the derivative $f'(z)$ of the selected function $f$ in $\mathcal{F}$ have the highest possible value at $a$.

Set $\{\Omega_n^*\}$ as a compact subset sequence of $\Omega$, so that $\bigcup_{n=1}^{\infty} \Omega_n^* = \Omega$ and $a \in \Omega_n^*$. And then, $\{f(\Omega_n^*)\}$ is a compact subset sequence of $W = \{z : |z| < 1\}$. As $n \to \infty$, $\bigcup_{n=1}^{\infty} f(\Omega_n^*)$ gets bigger and bigger and tries to fill the unit circle $W$. We will choose $f$ from $\mathcal{F}$, and the derivative $f'(a)$ has the highest possible value, so that we select the function "fastest spreading" at $z = a$, and $f$ has the most opportunity to satisfy $
abla_{n=1}^{+\infty} f(\Omega_n^*) = W$.

Note

$$v = \sup \{|f'(a)| : f \in \mathcal{F}\}. \tag{A.33}$$

Because $\Omega$ is an open region, there certainly exists a neighborhood $U(a, \kappa) \subset \Omega$, $\kappa > 0$. Let $\forall w \in W$, $\varphi(w) = \kappa w + a$, then $\psi$ maps the unit disk $W$ to $U(a, \kappa)$, and $\varphi(0) = a$. For $\forall f \in \mathcal{F}$, the composite function $f \circ \varphi$ maps the unit disk to the unit disk with origin to origin. Use the Schwarz’s lemma[34], it has $|f'(a)\varphi'(0)| \leq 1$. What’s more, $\varphi'(0) = r$, it gets $|f'(a)| \leq \frac{1}{r}$ and $v < +\infty$.

Step 3: The mapping function is expressed as a solution of an extremum problem through some properties of the analytic function family.

By (A.33), there exists a function sequence $f_n(z) \in \mathcal{F}(n = 1, 2, \cdots)$ such that

$$|f_n'(a)| \geq v - \frac{1}{n}. \tag{A.34}$$

Because $\mathcal{F}$ is uniformly bounded on $\Omega$, by the condensation principle[35], there exists an inner closed uniformly convergent subsequence $\{f_{n_j}(z)\}$ in $\{f_n(z)\}$. Set $\{f_{n_j}(z)\}$ uniformly converges to some holomorphic function $f(z)$ on $\Omega$. By the Weierstrass theorem[34], $\{f_{n_j}'(z)\}$ uniformly converges to $f'(z)$ and $f(z)$ is the analytic function on $\Omega$. What’s more, it has $f'(a) = \lim_{j \to +\infty} f_{n_j}'(a) = v > 0$, which shows that $f(z)$ is not a constant. Obviously, $|f(z)| < 1$. So $f(z)$ is the solution to extremum problem.

Step 4: Prove the obtained $f(z)$ is an injection.

That’s, for $\forall z_0 \in \Omega$, the function value $w_0 = f(z_0)$ cannot be taken at the point different $z_0$. So $f(z) - w_0$ has no zero point in $\Omega \setminus \{z_0\}$. Let $w_j = f_{n_j}(z_0)$, by $f_{n_j} \in \mathcal{F}$, $f_{n_j}$ is an one-to-one function, so $f_{n_j}(z) - w_j$ has no zero point in $\Omega \setminus \{z_0\}$. Clearly, sequence $\{f_{n_j}(z) - w_j\}$ is internal closed uniform convergence to $f(z) - w_0$. By the Hurwitz theorem[42], $f(z) - w_0$ has no zero point in $\Omega \setminus \{z_0\}$, so $f(z)$ is an one-to-one function in $W$.

Step 5: Prove the obtained $f(z)$ is a surjection.
In other word, it is \( f(\Omega) = W \). If \( f(\Omega) \neq W \), there at least exists one point \( c \in \Omega \) so as to \( c \notin f(\Omega) \), \( 0 < |c| < 1 \). Combined with \( f(a) = 0 \) and \( f(z) \) being one-to-one, do the fraction linear transformation

\[
\psi_1(z) = \frac{f(z) - c}{1 - \overline{c}f(z)} \tag{A.35}
\]

Because \( \psi_1(z) \) is simple connected and has no zero point, so \( \sqrt{\psi_1(z)} \) can has the single branch in \( \Omega \), which is written as \( \psi_2(z) \). Obviously, it has \( |\psi_2(z)| < 1 \). Notice \( \psi_2(a) = \sqrt{-c} \neq 0 \), do the fraction linear transformation

\[
\psi_3(z) = e^{i\theta} \frac{\psi_2(z) - \psi_2(a)}{1 - \overline{\psi_2(a)}\psi_2(z)}, \quad \theta = \arg \psi_2(a). \tag{A.36}
\]

It is easy to get \( |\psi_3(z)| < 1, \, |\psi_3(a)| = 0 \). Because \( -c = \psi_1(a) = \psi_2^2(a) \), then

\[
\psi_3'(a) = e^{i\theta} \frac{\psi_2'(a)}{1 - |\psi_2(a)|^2} = e^{i\theta} \frac{\psi_1'(a)}{2\psi_2(a)} \frac{1}{1 - |\psi_2(a)|^2} = \frac{1 + |\psi_2(a)|^2}{2|\psi_2(a)|} f'(a) > f'(a) = \nu. \tag{A.37}
\]

By the property of fraction linear transformation, \( \psi_3(z) \in F \), then \( \psi_3'(a) \leq \nu \), it gets a contradiction. So \( f \) is surjective. Combined with the step 2, it gets that \( f \) is a biholomorphic mapping from \( \Omega \) to \( W \) and \( f(a) = 0, f'(a) > 0 \).

Step 6: Prove the \( f \) is unique.

Suppose \( g \) also is a biholomorphic mapping from \( \Omega \) to \( W \), and \( g(a) = 0, g'(a) > 0 \). Then, \( g \circ f^{-1} \) is a mapping from the unit disk to unit disk, and maps the zero to the zero. By the Schwarz lemma\(^{[34]} \), it has \( |g(f^{-1}(w))| \leq |w|, \forall w : |w| < 1 \). Let \( w = f(z) \), then \( |g(z)| \leq |f(z)|, \forall z \in \Omega \). Similarly, it can get \( |g(z)| \geq |f(z)|, \forall z \in \Omega \). Then, it has \( |g(z)| = |f(z)| \), and there exists a constant \( \theta_0 \) satisfying \( g(z) = e^{i\theta_0}f(z) \). Because \( f'(a) > 0, g'(a) > 0 \), it gets \( e^{i\theta_0} = 1 \), and then \( g(z) \equiv f(z) \).

Part II: To prove that the obtained \( f \) is a continuous bijection which can maps the simple closed curve \( J \) to the unit circle. It consists of the following four steps:

Step 7: Generalize the domain of \( f(z) \) from \( \Omega \) to its boundary \( \partial \Omega \) (or written as \( J \)).

Since the boundary \( \partial \Omega \) is a Jordan closed curve, the points on boundary \( \partial \Omega \) are accessible boundary point. Let \( \zeta \in \partial \Omega, \{z_n\} \subset \Omega, \lim_{n \to +\infty} z_n = \zeta \).
The function $f(z)$ is proved to be uniformly continuous in $\Omega$ by Yu [43]. That has, for $\forall \varepsilon > 0, \exists \delta > 0$, if $z', z'' \in \Omega$ and $|z' - z''| < \delta$, then

$$|f(z') - f(z'')| < \varepsilon. \quad (A.38)$$

By Cauchy criterion for convergence, when $n$ is large enough, there exists a positive integer $p = 1, 2, \cdots$, such that $|z_{n+p} - z_n| < \delta$. Combine with (A.38), it has

$$|f(z_{n+p}) - f(z_n)| < \varepsilon. \quad (A.39)$$

Then, the sequence $\{f(z_n)\}$ converges to a finite complex number $w$. Set another sequence $\{z'_n\} \subset \Omega$ converges to $\zeta$. Similarly, sequence $\{f(z'_n)\}$ converges to a finite complex number $w'$. We have

$$|w - w'| = |w - f(z_n) + f(z_n) - f(z'_n) + f(z'_n) - w'|$$

$$\leq |w - f(z_n)| + |f(z_n) - f(z'_n)| + |f(z'_n) - w'|. \quad (A.40)$$

By

$$|z_n - z'_n| = |z_n - \zeta + \zeta - z'_n|$$

$$\leq |z_n - \zeta| + |\zeta - z'_n|, \quad (A.41)$$

and sequences $\{z_n\}, \{z'_n\}$ are all has the limit $\zeta$. So when the $n$ is large enough, it has

$$|z_n - z'_n| < \delta. \quad (A.42)$$

Combine with (A.42), (A.38) and (A.40), it gets

$$|w - w'| < \varepsilon + \varepsilon + \varepsilon = 3\varepsilon. \quad (A.43)$$

For the arbitrariness of $\varepsilon$, there must be $|w - w'| = 0$, it is

$$w = w'. \quad (A.44)$$

It shows

$$\exists \lim_{z \to \zeta, z \in G} f(z) = w, \text{written as } f(\zeta). \quad (A.45)$$

**Step 8:** Prove the function $w = f(z)$ is continuous on $\partial \Omega$. Let $\zeta, \zeta^* \in \partial \Omega, |\zeta - \zeta^*| < \frac{\delta}{3}$ and $\{z_n\}, \{z^*_n\} \subset \Omega, z_n \to \zeta, z^*_n \to \zeta^*, n \to +\infty$, it has

$$|f(\zeta) - f(\zeta^*)| = |f(\zeta) - f(z_n) + f(z_n) - f(z^*_n) + f(z^*_n) - f(\zeta^*)|$$
\[
|f(\zeta) - f(z_n)| + |f(z_n) - f(z_n^*)| + |f(z_n^*) - f(\zeta^*)|.
\] (A.46)

Due to

\[
|z_n - z_n^*| = |z_n - \zeta + \zeta - \zeta^* + \zeta^* - z_n^*| \\
\leq |z_n - \zeta| + |\zeta - \zeta^*| + |\zeta^* - z_n^*|,
\] (A.47)

select the appropriate \(z_n, z_n^*,\) such that

\[
|z_n - z_n^*| < \delta.
\] (A.48)

Then, combine with (A.48), (A.38) and (A.46), when \(|\zeta - \zeta^*| < \frac{\delta}{2},\) it has

\[
|f(\zeta) - f(\zeta^*)| < \epsilon + \epsilon + \epsilon = 3\epsilon.
\] (A.49)

That is, the function \(w = f(\zeta)\) is continuous on \(\partial\Omega.\)

**Step 9:** Prove \(w = f(z)\) is an injection from \(\partial\Omega\) to \(\partial W = \{w \mid |w| = 1\}.\)

When \(\zeta \in \partial\Omega,\) the value of \(|f(\zeta)|\) has two cases: \(|f(\zeta)| < 1\) or \(|f(\zeta)| = 1.\)

Let \(\{z_n\} \subset \Omega,\) \(\lim_{n \to +\infty} z_n = \zeta,\) suppose \(w = f(z)\) satisfies \(|w| = |f(z)| < 1\) and there exists \(z' \in \Omega\) such that \(w = f(z').\)

Select a sufficiently small neighbourhood of \(z',\) written as \(\Omega_{z'},\) when \(n\) is large enough, it has \(z_n \notin \Omega_{z'}\).

According to the consistency of \(f(z),\) it has \(f(z_n) \notin f(\Omega_{z'}).\) That is, \(\lim_{n \to +\infty} f(z_n) = f(\zeta) = w \notin f(\Omega_{z'}),\) it is contrary to the assumption \(w = f(z') \in f(\Omega_{z'}),\) so \(|f(\zeta)| = 1.\)

Now we prove \(w = f(z)\) is an injection on \(|w| = 1.\) That is, for \(\forall \zeta, \zeta' \in \partial\Omega\) and \(\zeta \neq \zeta',\) it has \(f(\zeta) \neq f(\zeta').\)

Let \(\{z_n\}, \{\zeta_n'\} \subset \Omega,\) \(\lim_{n \to +\infty} z_n = \zeta,\) \(\lim_{n \to +\infty} \zeta_n' = \zeta',\) it has \(|f(\zeta)| = |f(\zeta')| = 1.\) Select a sufficiently small neighbourhood of \(\zeta,\) written as \(\Omega_{\zeta},\) when \(n\) is large enough, \(z_n \in \Omega_{\zeta}, \zeta_n' \notin \Omega_{\zeta},\) then \(f(z_n) \in f(\Omega_{\zeta}), f(z_n') \notin f(\Omega_{\zeta}),\) so \(f(z_n') \to f(z_n) \in f(\Omega_{\zeta})\) is not possible. Hence, \(w = f(z)\) is an injection on \(\partial\Omega.\)

**Step 10:** Prove \(w = f(z)\) is a surjection from \(\partial\Omega\) to \(\partial W = \{w \mid |w| = 1\}.\)

Without loss of generality, assume there exists \(w_0 \in |w| = 1\) such that \(f(z) - w_0 \neq 0, z \in \partial\Omega,\) and it has \(|f(z) - w_0| > 0.\) Then, there must be some \(r > 0,\) so that

\[
|f(z) - w_0| > r > 0.
\] (A.50)

It is contradicts with the conclusion of step 8 that \(w = f(\zeta)\) is continuous on \(\partial\Omega.\) So \(w = f(z)\) is a surjection on \(|w| = 1.\)

**Part III:** To prove that the obtained bijection \(f\) is a diffeomorphic mapping. It contains the following two steps:
**Step 11:** To prove that \( f \) is a homeomorphism: (i) \( f \) is a continuous bijection which has been demonstrated above; (ii) \( f \) and \( f^{-1} \) are continuous: The continuity of \( f \) has been obtained. Since the simple closed curve \( J \) and the unit circle \( \partial W \) are both closed sets, that is, compact, it can be known that the inverse mapping \( f^{-1} \) is also continuous. Thus, it can obtain that \( f \) is an homeomorphic mapping.

**Step 12:** To prove that \( f \) is differentiable.

According to the definition of differentiable mapping [44], Figure 5 can be obtained.

**Figure 5** Differentiable mapping

Before proving the lemma, we expressed the simple closed curve as its complex form. Here, we will discuss manifolds from the complex plane to the Euclidean plane. Arbitrary simple closed curve \( J \) and unit circle \( \partial W \) in complex plane are one-dimensional differentiable manifolds. For the mapping \( f : J \to \partial W \), \( J \) and \( \partial W \) can, respectively, obtain a coordinate in the Euclidean plane by the chart \((J_i, \varphi_i)\) (belong to atlas \(\{(J_i, \varphi_i)\}\)) and \((\partial W_i, \psi_i)\) (belong to atlas \(\{(\partial W_i, \psi_i)\}\)). For \( \forall p \in J \), the arbitrary selected coordinate \((J_i, \varphi_i)\) satisfies \( p \in J_i \) and \( \varphi_i(p) \in J_i \), the coordinate \((\partial W_i, \psi_i)\) satisfies \( f(p) \in \partial W_i \) and \( \psi_i(f(p)) \in \partial W_i \). Then, the mapping of domains of Euclidean spaces \( \psi_i \circ f \circ \varphi^{-1}_i \), which is defined in a neighborhood of the point \( \varphi_i(p) \), must be differentiable.

The geometric interpretation of complex number is noted: The one to one correspondence is established between each complex number and ordered pair \((x, y)\) which is a point in plane cartesian coordinate system. So the 2-dimensional Euclidean space can be identified with the 1-dimensional complex linear space [45]. The specific process is as follows: Set \( M \) be a 1-dimensional manifold in complex plane and its atlas is \(\{U_\beta\}\). And set \( \varphi_\beta : U_\beta \to V_\beta \subset \mathbb{R}^2 \) be a coordinate homeomorphic mapping. Then, a point \( z \) yield two real coordinates \((x, y)\), \( z = x + iy \).
And then, the two coordinate functions \( x_\beta(p) \) and \( y_\beta(p) \) in the chart \( U_\beta \) transform into one complex-valued function \( z_\beta = x_\beta(p) + iy_\beta(p) \), \( x_\beta(p) \) and \( y_\beta(p) \) are called the complex coordinates of a point in the chart \( U_\beta \). So the coordinate homeomorphic mapping \( \psi_i \) and \( \varphi_i \) can be expressed as identity mapping from complex plane to two-dimensional Euclidean space. Then, the differentiable mapping \( \psi_i \circ f \circ \varphi_i^{-1} \) can be rewritten as \( f \) which is differentiable at point \( p \). For the arbitrariness of point \( p \), we derive that the \( f \) is a differentiable mapping from any simple closed curve \( J \) to the unit circle \( \partial W \). Similarly, the inverse mapping \( f^{-1} \) is also differentiable.

Finally, that one arbitrary simple closed curve in plane is diffeomorphic to unit circle is obtained.

In addition, the lemma can also be proved by the 1-dimension compact manifold classification theorem[46]. □

Appendix B

In this appendix, we will introduce the other two types of the polar coordinate representation of a planar dynamical system with limit cycle, and discuss whether it is appropriate to use (5) to represent the polar coordinate form of a system with limit cycle.

Here, a necessary definition is given.

**Definition B.1 (Equivalent system[48])** If the trajectories (including singular points) of the two autonomous systems are exactly the same (the directions can be different), these two systems are called equivalent.

What’s more, the reference [48] has the following statement: For autonomous systems, we mainly study the behavior of their trajectories. Therefore, studying a given autonomous system is the same as studying its equivalent system.

There are the other two types of the polar coordinate representation of a planar dynamical system with limit cycle

\[
\begin{align*}
\dot{r} &= \Upsilon_0(r)\Upsilon_1(\theta) \\
\dot{\theta} &= \psi(r, \theta)
\end{align*}
\]  

(B.51)

and

\[
\begin{align*}
\dot{r} &= \Upsilon_0(r)\Upsilon_2(r, \theta) \\
\dot{\theta} &= \psi(r, \theta)
\end{align*}
\]  

(B.52)

here, we set \( r = r^* > 0 \) to be one limit cycle of system (B.51) and (B.52).

When the planar dynamical system can be transformed to (B.51), we have \( \Upsilon_0(r^*) \equiv 0, \Upsilon_1(\theta) \neq 0 \). So the function \( \Upsilon_1(\theta) \) does not affect the position or size of the limit cycle.

The Figure. 6 shows the phase diagrams of the special case (15) of (B.51) and the special case (17) of (5).

Then, by the phase diagrams in Figure. 6 and the Definition B.1, we can obtain the system (15) and (17) are equivalent systems to each other. Furthermore, it obtains that the system (B.51) and (5) are equivalent systems to each other, too.
When the planar dynamical system can be transformed to (B.52), a simple example [47] is given

\[
\begin{align*}
\dot{x} &= x \left(1 - x^2 - y^2\right) \left(x + \frac{1}{2}\right) - y \\
\dot{y} &= y \left(1 - x^2 - y^2\right) \left(x + \frac{1}{2}\right) + x.
\end{align*}
\]  

(B.53)

By the polar transformation, the (B.53) can be transformed into

\[
\begin{align*}
\frac{dr}{dt} &= r \left(1 - r^2\right) \left(r \cos \theta + \frac{1}{2}\right) \\
\frac{d\theta}{dt} &= 1,
\end{align*}
\]  

(B.54)

here, \( \Upsilon_0(r) = r \left(1 - r^2\right), \Upsilon_2(r, \theta) = r \cos \theta + \frac{1}{2} \).

It is easy to find \( \Upsilon_0(1) \equiv 0, \Upsilon_2(r, \theta) \not\equiv 0 \). So the system (B.54) takes the unit circle as the limit cycle, but its radial coordinate system have cross terms \( \Upsilon_2(r, \theta) \).

What’s more, the Figure. 7 shows the phase diagrams of the special case (B.54) of (B.52) and the special case (17) of (5).

Then, by the phase diagrams in Figure. 7 and the Definition B.1, we can obtain the system (B.54) and (17) are equivalent systems to each other. Furthermore, it obtains that the system (B.52) and (5) are equivalent systems to each other, too.
To sum up, it is appropriate to use system (5) to represent the polar coordinate form of a system with one limit cycle.
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