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Abstract

We are concerned with the evolution of planar, star-like curves and associated shapes under a broad class of curvature-driven geometric flows, which we refer to as the Andrews-Bloore flows. This family of flows has two parameters that control one constant and one curvature-dependent component for the velocity in the direction of the normal to the curve. The Andrews-Bloore flow includes as special cases the well known Eikonal, curve-shortening and affine shortening flows, and for positive parameter values its evolution shrinks the area enclosed by the curve to zero in finite time. A question of key interest has been how various shape descriptors of the evolving shape behave as this limit is approached. Star-like curves (which include convex curves) can be represented by a periodic scalar polar distance function \( r(\phi) \) measured from a reference point, which may or may not be fixed. An important question is how the numbers and the trajectories of critical points of the distance function \( r(\phi) \) and of the curvature \( \kappa(\phi) \) (characterized by \( dr/d\phi = 0 \) and \( d\kappa/d\phi = 0 \), respectively) evolve under the Andrews-Bloore flows for different choices of the parameters.

We present a numerical method that is specifically designed to meet the challenge of computing accurate trajectories of the critical points of an evolving curve up to the vicinity of a limiting shape. Each curve is represented by a piecewise polynomial periodic distance function, as determined by a chosen mesh; different types of meshes and mesh adaptation can be chosen to ensure a good balance between accuracy and computational cost. As we demonstrate with benchmark tests and two longer case studies, our method allows one to perform numerical investigations into subtle questions of planar curve evolution. More specifically — in the spirit of experimental mathematics — we provide illustrations of some known results, numerical evidence for two stated conjectures, as well as new insights and observations regarding the limits of shapes and their critical points.

1 Introduction

The curve-shortening flow describes the propagation of an embedded, closed planar curve \( \Gamma \) such that individual points move in the direction of the inward normal with speed \( v \) proportional to the curvature \( \kappa \):

\[
v = C\kappa. \tag{1}
\]

The curvature-shortening flow belongs to a broad class of nonlinear partial differential equations (PDEs) called \textit{curvature-driven flows} where the speed of evolution in the normal direction is given as some function of the curvature (in two dimensions) or curvatures (in higher dimensions). While locally defined, curvature-driven flows have startling global properties; for example, they can shrink curves and surfaces to round points \cite{[30] [31] [33]}. These features made these flows
powerful tools for proving topological theorems which ultimately led, via their generalizations by Hamilton [34], to Perelman’s celebrated proof [50] of the Poincaré conjecture. The global features of curvature-driven flows are mostly related to the monotonic change of quantities, such as the entropy associated with Gaussian curvature [15], other functionals, such as the Huisken functional [35] in case of the Mean Curvature flow, the number of critical points of the curvature (used in the Curvature Scale Space model for image processing [46, 47]), or the number of spatial critical points (with respect to a chosen reference point) [19, 33], which are closely related to the geometry of the caustic [13, 28].

Beyond offering powerful tools to prove mathematical statements, curvature-driven flows also have broad physical applications ranging from surface growth [38, 37] through image processing [40, 41] and modeling cell migration and chemotaxis [42] to mathematical models of abrasion [12, 29]. Our paper is primarily motivated by the latter applications, where curvature-driven flows represent the fundamental model for the abrasion of pebbles under impacts of large particles. In particular, equation 1 has been proposed by Firey [29] to model the extreme case of shape evolution of pebbles under collisions with infinitely large abraders. The other extreme scenario is abrasion by infinitely small particles, which is modeled by the so-called Eikonal equation

\[ v \equiv 1, \]  

(2)

also called the parallel map, arising in the study of wave fronts with constant speed that satisfy Huygens’s principle.

Bloore [12] showed that the governing PDE of the general abrasion model, including abraders of arbitrary size, is a linear combination of 1 and 2 resulting in the equation

\[ v = 1 + C \kappa, \]  

(3)

which is often referred to as the (planar) Bloore flow [21]. Moreover, the curve-shortening flow [11] has been generalized in a purely mathematical context, dominantly through the work of Andrews [6, 7, 8], to the study of flows of the form

\[ v = C \kappa^\alpha \]  

(4)

that are driven by a given power \( \alpha \) of the curvature.

We are concerned here with a two-parameter family that encompasses all of the above flows, which we write in a conveniently rescaled form as

\[ v = c + \kappa^\alpha. \]  

(5)

Here \( c \) and \( \alpha \) determine the relative strengths of the constant and curvature terms. Note that the constant \( c \) in 5, which we henceforth refer to as the Andrews-Bloore flow, should not be confused with the constant \( C \) in 1, 3 and 4, which can be scaled to 1 by linearly scaling the curve \( \Gamma \).

Indeed, with this rescaling, we recover from 5 the curve-shortening flow [1] for \( c = 0 \) and \( \alpha = 1 \); the Eikonal flow [2] for \( c = \alpha = 0 \); the Bloore flow [3] for \( c = \alpha = 1 \); and the Andrews flow for \( c = 0 \). We already also mention the special case \( c = 0 \) and \( \alpha = \frac{1}{3} \) of 5 known as the affine curve-shortening flow [2], which we will consider in section 4.5.

1.1 Classical geophysical shape descriptors

In geophysical applications there has been particularly keen interest in identifying shape descriptors which, on the one hand, can be reliably measured and, on the other hand, evolve in a monotonic manner under these flows. The latter property makes the time evolution invertible,
enabling geophysicists to deduce the provenance of pebbles based on observation of their current shape \[55\].

One well-known and broadly applied shape descriptor is \textit{roundness}, commonly identified by the isoperimetric quotient \( Q = 4\pi A/L^2 \); here \( A \) is the enclosed area and \( L \) the length of its perimeter, that is, the total arclength of the curve \( \Gamma \). The monotonicity of \( Q(t) \) under \[1\] was proven by Gage \[31\]; Andrews \[3\] generalized this result to \[4\] and showed that the parameter value \( \alpha = 1/3 \) (defining the affine shortening flow) separates flows with monotonically increasing and monotonically decreasing evolutions for \( Q(t) \). We will illustrate these results in section \[5.2\] where we not only illustrate the monotonicity of \( Q(t) \) but also that, depending on \( \alpha \), it approaches nontrivial limits predicted by Andrews \[6\].

Roundness \( Q \) is a classical geophysical shape descriptor which is relatively easily measured \[55\] and, as described above, displays monotonic evolution under \[1\]. Still, it has a major handicap: under the Eikonal flow \[2\], which also serves as a relevant abrasion model in its own right, \( Q(t) \) is decreasing monotonically \[22\], so the direction of its evolution is opposite to the evolution under purely curvature-driven abrasion. Hence, if both types of abrasion occur, the evolution of \( Q(t) \) is unpredictable and unreliable.

\section{1.2 Critical points and their evolution}

To overcome the above difficulty, the (integer) number of critical points has been introduced \[20, 25, 58\] as a new type of shape descriptor. In this paper we will perform computations related to four alternative versions of critical points. In order to introduce them we first define some concepts and notation.

\textbf{Definition 1} We consider the following objects related to planar curves:

(a) Throughout, we assume that any curve \( \Gamma \) is closed and simple, so that it encloses a topological disk of area \( A \); the center of mass (or centroid) of this shape with homogeneous mass distribution is denoted by \( C \).

(b) For \( 0 < \alpha \), the flow \[5\] reduces the area \( A(t) \) enclosed by the evolving curve \( \Gamma(t) \) in such a manner that \( A(t) = 0 \) is reached for some finite time denoted \( t = t_{\text{max}} \). We remark that for the curve-shortening flow \[1\] we have \( t_{\text{max}} = \frac{A(0)}{2\pi} \[30\] \); and for the Eikonal flow \[2\] we have \( t_{\text{max}} = R_I \[22\] \), where \( R_I \) is the radius of the largest inscribed circle of \( \Gamma(0) \).

(c) The flow \[5\] shrinks the area \( A(t) \) to a single point, called the vanishing point or ultimate point, which we denote by \( U \). Whether or not \( U \) exists for the flow \[5\] with \( \alpha \neq 1, c \neq 0 \) is not clear \[4\].

(d) We further assume that any curve \( \Gamma \) is star-like, which means that one can choose a point in its interior, called a reference point, with respect to which \( \Gamma \) can be represented in polar coordinates; see \[3\] and \[4\] for details. Such a polar representation takes the from of a positive periodic radial distance function \( r(\phi) \) defined for \( r(\phi) \in [\pi, \pi] \); we stress that the distance function \( r \) depends on the chosen reference point.

(e) The (signed) curvature of \( \Gamma \), denoted by \( \kappa \), can be represented similarly by a periodic function \( \kappa(\phi) \), which is computed from \( r \) and its derivatives \( r' \) and \( r'' \) with respect to \( \varphi \); see \[3\]. Throughout, we require that the curve \( \Gamma \) is sufficiently smooth so that all required derivatives exist.

We can now list the four types of critical points whose trajectories we will investigate during evolution of a given curve under the Andrews-Bloore flow \[5\].
\( n_O(t) \) denotes the number of critical points of \( r(\varphi) = r_O(\varphi) \), characterized by \( r' = dr/d\varphi = 0 \), when the reference point \( O \) is chosen arbitrarily and remains fixed throughout the evolution;

\( n_C(t) \) denotes the number of critical points of \( r(\varphi) = r_C(\varphi) \), characterized by \( r' = dr/d\varphi = 0 \), when the reference point is the centroid \( C(t) \) during the evolution, the location of which is generally not fixed under the flow;

\( n_U(t) \) denotes the number of critical points of \( r(\varphi) = r_U(\varphi) \), characterized by \( r' = dr/d\varphi = 0 \), when the reference point is the ultimate point \( U \) throughout the evolution;

\( n_\kappa(t) \) denotes the number of critical points of \( \kappa(\varphi) \) characterized by \( d\kappa/d\varphi = 0 \); this number is independent of the chosen reference point for the periodic function \( r \) used to compute the evolution.

In general, \( n_O \) and \( n_U \) have no direct physical meanings. On the other hand, \( n_C \) is the number of static balance points of the homogeneous disk bounded by the curve \( \Gamma \), rolling along its perimeter on a frictionless, horizontal surface.

In this paper we only treat the two-dimensional problem directly. However, we mention that the definitions are analogous in three dimension. In particular, static balance points of pebbles are easily determined either by hand experiments or by computer analysis of scanned image data. The most remarkable property of the different types of numbers of critical points above is that they appear to be decreasing monotonically (either in a deterministic or in a statistical sense) under all types of natural abrasion \([20, 22]\). The main goal of our paper is to demonstrate this general property. This motivated the numerical algorithm presented here, designed for the purpose of tracking critical points during curve evolution. It allows us, on the one hand, to illustrate rigorously proven results regarding the evolution of critical points and, on the other hand, to perform computations in support of specific conjectures. We proceed by providing an overview of both kinds of results.

1.2.1 Illustration of known results

The first rigorous result we consider is due to Grayson \([33]\) who proved that under \([1]\) the number \( n_O(t) \) is monotonically decreasing for any chosen, fixed reference point \( O \). We will illustrate this phenomenon in \([5,4]\). Grayson’s result was generalized in \([19]\) to arbitrary curvature-driven flows \( v = f(\kappa) \) under the condition that \( df/d\kappa > 0 \) and, as one can observe, both the Bloore flow \([3]\) and the Andrews flow \([4]\) for \( \alpha > 0 \) meet this criterion.

Bloore proved \([12]\) that the circle is an attractor for \([3]\) and, in the same paper, he investigated the limit as the curve \( \Gamma \) approaches the circle, making an (albeit indirect) statement on the ultimate values of the numbers \( n_O(t_{\max}) \) and \( n_C(t_{\max}) \). As long as the limit shape is a round point, that is, the limit curve is a circle, the limit \( n_O(t_{\max}) = 2 \) appears to be obvious. Namely, except for the ultimate point \( U \), any reference point \( O \) fixed at \( t = 0 \) will become external to the evolving curve for some \( 0 < t^* < t_{\max} \). As the curve shrinks to a point, the ratio of its maximal diameter to its minimal distance to \( O \) will approach zero; in this process \( n_O \) will ultimately drop to \( n_O = 2 \) and the two remaining trajectories of critical points will meet at the ultimate point \( U \) at time \( t = t_{\max} \) at 180 degrees. We will illustrate this property in \([5,1]\) as well. Note that by data post-processing the trajectories of critical can be determined also when \( O \) is outside \( \Gamma(t) \) and \( r(\varphi) \) is no longer defined for all values \( \varphi \) in \([-\pi, \pi]\).

Bloore’s stability theorem \([12]\) claims that under \([3]\) as \( \Gamma \) approaches the circle while approaching the ultimate point \( U \), Fourier terms vanish in reverse order, that is, the lowest-order terms decay at the slowest rate. This suggests, at least in the absence of any symmetry (the
generic case), that \( n_c(t_{\max}) = 4 \). Moreover, we expect that the four trajectories of \( n_c(t) \) that remain, meet at \( U \) at right angles, that is, with 90 degree spacing. We remark that since \( 4 \leq n_c \leq 3 \), this statement also means that for generic curves the absolute minimum is achieved. This phenomenon is illustrated and confirmed for some examples evolving under the curve-shortening flow in Section 5.2.

We will also illustrate interesting phenomena related to the case with \( \alpha < 1 \). The limiting shape of a simple closed planar curve under the evolution of the Andrews-Bloore flow for \( c = 0 \) (that is, without a constant term) has been examined for different values of the exponent \( \alpha \) of the curvature. For the case \( \alpha = 1 \) of curve-shortening flow, the curve converges to a point and the limiting shape is a circle; this was proven for convex curves by Gage \[31, 30\] and non-convex curves by Grayson \[33\], implying also that the isoperimetric quotient \( Q \) converges to 1. Andrews examined how this limit depends on the exponent \( 0 < \alpha \leq \frac{1}{3} \). He showed that for \( \frac{1}{3} < \alpha \) any smooth convex curve converges to a point, the limiting curve is a circle and, hence, the isoperimetric quotient converges to 1. For \( \alpha = \frac{1}{3} \) (the case of the affine shortening flow), the ellipses are homothetically contracting solutions, maintaining their axis ratios and isoperimetric quotients during the evolution. For \( 0 < \alpha \leq \frac{1}{3} \) the circle is not a limit any more and for any generic curve the isoperimetric quotient \( Q \) approaches zero as \( t \to t_{\max} \). We will present illustrations of this dependence on \( \alpha \) in Section 5.2.

In subsequent work, Andrews \[8\] provided further insight into the Andrews flow by presenting evolutions of \( D_n \)-symmetric curves in Section 5.2.1 where the exact statements and conditions on \( \alpha \) can be found. Moreover, we demonstrate in Section 5.2.2 the result from \[6\] that curves with \( C_n \)-symmetry converge to the homothetic solutions with \( D_n \)-symmetry in the \( \alpha \)-range where the latter exist.

### 1.2.2 Conjectures supported by numerical evidence

From the known results above, it appears as though for the case of the curve-shortening flow the number of critical points of \( r(\varphi) \) of a curve either decreases monotonically when the reference point is a fixed chosen point or, when the reference point does not involve an arbitrary choice but is taken to be the centroid, monotonicity cannot be proven. However, it is not quite the case that these two situations are mutually exclusive: for \( n_c(t) \) we have an evolution that satisfies both criteria simultaneously. Since \( U \) is fixed, the results from \[33, 21\] apply and thus \( n_c(t) \) will behave like \( n_c(t) \) and decrease monotonically. On the other hand, as far as the limiting behaviour at \( t = t_{\max} \) is concerned, we suspect that it is analogous to that of \( n_c(t) \). We formulate this statement as follows:

**Conjecture 1** Let the generic curve \( \Gamma \) evolve under the curve shortening flow. Then we have \( n_v(t_{\max}) = 4 \) and the four remaining trajectories meet at right angles at \( U = C(t_{\max}) \).

We will provide numerical evidence for this conjecture in Section 5.1. Despite the obvious and conjectured good features of \( n_v(t) \), from the practical point of view, it does not appear to be an attractive candidate to track erosion, because one can only compute \( n_c(t_0) \) at a time \( 0 \leq t_0 \leq t_{\max} \) of interest after having computed the entire evolution up to \( t_{\max} \), as required to identify the reference point \( U \).

We finally mention the last type of critical point, which does not have this disadvantage — the number \( n_\kappa(t) \) of the critical points of the (signed) curvature \( \kappa \). Indeed, this number can be computed for any given curve; moreover, \( n_\kappa \) is defined in an intrinsic manner and does not depend on the choice of the reference point. It has not been proven whether or not \( n_\kappa(t) \) decreases monotonically under evolution, but we suggest that it does:
Conjecture 2. Let the generic curve $\Gamma$ evolve under the curve shortening flow $\Gamma$. Then $n_\kappa(t)$ decreases monotonically, and we have $n_\kappa(t_{\text{max}}) = 4$ and the four remaining trajectories meet at right angles at $U$.

We remark that due to the four-vertex theorem [39] we have $n_\kappa \geq 4$, so our conjecture claims that the absolute minimum is reached, namely for all generic curves. In [5.1] we will also provide numerical evidence for this conjecture.

Although $n_\kappa(t)$ appears to have attractive features, its application in geomorphology is limited. First of all, determining $n_\kappa(t_0)$ at any given time $0 \leq t_0 \leq t_{\text{max}}$ of interest is not possible by hand experiments. Moreover, from the computational point of view, it is more challenging to determine $n_\kappa$ from a scanned image data than determining either $n_O$ or $n_C$; this is the case because it requires third-order derivatives of the distance function $r(\varphi)$, rather than second derivatives.

1.3 Essence of the algorithm

We present in this paper a numerical method for computing the evolution under the flow $\Gamma$ of a given curve in the plane — designed specifically to reliably track (the trajectories of) critical points along the evolution, all the way up to (very close to) the final point. We require that the initial curve admits polar coordinates from a point in its interior. Such curves are known as star-like, and $r(\varphi)$ is given as the distance from the reference point of the unique intersection point of the curve with the ray of angle $\varphi \in [-\pi, \pi]$. Note further that star-like curves are a natural generalisation of convex curves, and that the flow $\Gamma$ generally preserves the star-like nature of the initial curve; in fact, it is typically the case that a star-like curve becomes convex under evolution.

The algorithm’s capability of tracking critical points of the radial distance function $r(\varphi)$ is achieved by representing $r(\varphi)$ by a piecewise polynomial (over a specified mesh). This is natural in light of our wish to study the functions $n_O(t)$, $n_C(t)$ and $n_U(t)$ of critical points, as determined by the chosen fixed or moving reference point, as well as the number of critical points $n_\kappa(t)$. The general setup of our method is quite flexible and allows for different types of meshes and remeshing strategies. The key property of our approach is that every curve during the evolution is represented by a sufficiently smooth function that can be evaluated for any angle, that is, anywhere along the curve and not just at the mesh points. Since our representation is polynomial, the derivatives of the radial distance function $r$, the normal and the curvature $\kappa$ at any point of the curve, as well as certain observables, can be computed symbolically, that is, do not need to be approximated by using numerical differentiation.

Indeed, we will demonstrate that, with appropriately chosen accuracy settings, our algorithm is able to track reliably and with manageable computational effort the critical points of the radial distance function $r$ and of the curvature $\kappa$ during evolutions of curves under $\Gamma$ including for choices of the parameters $c$ and $\alpha$ beyond the standard case $c = 0$ and $\alpha = 1$ of the curve-shortening flow. It is this new capability that distinguishes our formulation from existing methods for computing curvature-dependent flows. Reaction-diffusion techniques [10], level-set method [49, 48, 54], and front-tracking methods based on finite differences [27, 44] and related finite element methods [11, 27, 42, 45] have been used for this purpose. These computational approaches are highly efficient in several situations. Generally, the focus has been on some particular property of the problem or application, such as the curve reaching a singularity and breaking up into a set of disconnected curves in the case of level set methods. Moreover, front-tracking methods, in particular, which may also feature different types of mesh adaptation [11, 44], can be used to visualize the evolution of curves (that need not be star-like or convex) under the curve-shortening flow [11] see, for example, the illustrations in [10] of results from [49, 48]. On the other hand, the evolution of shape descriptors, especially trajectories of critical
points and their numbers $n_O(t_{\text{max}})$ and $n_C(t_{\text{max}})$, has not been the focus of computations before. At the early stages of this project, we found that the existing methods are not well suited to capturing the fine details of the curve required for this task: even with very fine meshes and/or extremely small time steps it is difficult to achieve and maintain the required accuracy as the final point is approached. The approach presented here is complementary to available methods and has been inspired by collocation methods for boundary value problems of differential equations \[18, 36\]. The underlying idea is to work with a space of smooth approximating functions \[53, 57\], generally piecewise polynomials, to represent the global objects under consideration such as periodic orbits of differential equations or curves or fronts evolving under a geometric flow. Another important aspect of our method is that the planar curve is represented by a function of a single variable, namely the periodic radial distance function $r$, whose critical points are therefore readily available. While this requires that any curve be star-like, this is actually quite a natural assumption in the context of abrasion problems and limiting shapes under curvature flows. A method that is quite similar in spirit is that for front propagation in the Navier-Stokes equations in \[51\], where the front is approximated with a parametric representation based on polynomials over a list of points; the front is then propagated by interpolating the velocity field over these points.

1.4 Structure of the paper

Section 2 first introduces the polar parameterization of a star-like curve and then details how all relevant quantities can be computed from its periodic radial distance function. We then discuss the beneficial properties of the central parameterization (with the centroid as the reference point) in 2.1 how symmetries of a curve are reflected in its polar parameterization in 2.2 and properties of trajectories of critical points in 2.3. Our computational method is then presented in 3, where we introduce the space of discretized curves in 3.1 and then formulate the general algorithm in 3.2. Time stepping, the choice of mesh, its propagation and remeshing are discussed in 3.3 through 3.6 respectively. Section 4 then provides a number of benchmark tests that demonstrate the effects of different accuracy settings: the mesh size in 4.1 and 4.2, and the type of mesh and the remeshing strategy in 4.3. We then show in 4.4 that trajectories of critical points can be computed reliably, irrespective of the position of the curve; the final 4.5 shows that an initial ellipse does indeed not change its shape (within the numerical accuracy of the computation) under the affine shortening flow, as required by a result of Andrews \[4\]. In 5 we then provide two case studies that demonstrate how our algorithm can be used as a tool for the experimental investigation of the evolution under \[5\] of different types of curves; in 5.1 we provide numerical evidence in support of 1 and 2. In the final 5.2 we illustrate results of Andrews regarding the shape evolution for $c = 0$ and $0 < \alpha \leq 1$ and investigate the limit shapes of curves with $D_\alpha$-symmetry and with $C_\alpha$-symmetry. In 6 we draw some conclusions and point to future work. Finally, A provides some additional background on the existence of a polar parameterization.

2 Polar parameterization and properties of $\Gamma$

Throughout, we work within the set of star-like planar curves: the shape bounded by such a curve is referred to as a star domain or radially convex set. Any star-like curve $\Gamma$ is closed and simple and further characterized by the property that we can find a point $O$, referred to as a reference point, such that all rays from $O$ intersect $\Gamma$ transversely. Since this property is open, there is an open set of possible reference points in the interior of $\Gamma$. Note any convex curve is star-like with the additional and defining property that any point in its interior can be chosen as a reference point. The latter is not the case for non-convex star-like curves, which necessarily have points of inflection, that is, points where the curvature changes sign; see A for further
For any star-like planar curve $\Gamma$ and chosen reference point $O$ the polar parameterization around $O$ takes the form
\[
\gamma : [-\pi, \pi] \rightarrow \mathbb{R}^2 \cong \mathbb{C} \\
\varphi \mapsto O + r(\varphi)e^{i\varphi}
\] (6)
where
\[
r : [-\pi, \pi] \rightarrow \mathbb{R}^+ \\
\varphi \mapsto r(\varphi) \quad \text{with} \quad O + r(\varphi)e^{i\varphi} \in \Gamma.
\] (7)

Note that we identify $\mathbb{R}^2$ with $\mathbb{C}$ to allow for compact notation involving multiplication in $\mathbb{C}$ where convenient. Hence, $r(\varphi)$ is the radial distance from $O$ in the direction $\varphi$, where the angle $\varphi \in [-\pi, \pi]$ is measured in radians in the usual way (from the positive $x$-direction from the reference point $O$ and in the mathematically positive direction). In other words, $\varphi$ ranges over the closed fundamental interval $[-\pi, \pi]$ of the covering space $\mathbb{R}$ of the circle $2\pi S^1 = \mathbb{R}/2\pi\mathbb{Z}$; we include both $-\pi$ and $\pi$ in the domain to stress the periodicity of $r$ given by $r(-\pi) = r(\pi)$. By the very definition of $\gamma$ the curve $\Gamma$ is given by
\[
\Gamma = \{ \gamma(\varphi) \mid \varphi \in [-\pi, \pi] \}.
\] (8)

Clearly, the polar parameterization and the functions $r = r_O$ and $\gamma = \gamma_o$ depend on the choice of reference point $O$; in what follows, we denote the dependence on $O$ in the notation only where this is of specific importance.

We remark for future reference that an arclength parameterization $\tilde{\gamma}(s)$ of $\Gamma$ can be obtained when needed from the polar parameterization $\gamma$ as
\[
\tilde{\gamma}(s) := \gamma(\varphi) \quad \text{where} \quad \varphi = \varphi(s) \text{ is given by} \quad s = \int_{-\pi}^{\varphi(s)} \| \gamma'(\theta) \| \, d\theta.
\] (9)

Here $0 \leq s \leq L$ is the arclength parameter and $L$ is the total arclength of $\Gamma$.

The periodic radial distance function $r$ from (7) is well defined for any star-like curve and contains all information on the curve $\Gamma$. In particular, we can express the parameterizations of the normal $\mathbf{n}$ and the curvature $\kappa$, both needed to evaluate the flow $5$, as periodic functions of $\varphi$, in terms of $r$ and its first and second derivatives $r'$ and $r''$ with respect to $\varphi$ as follows. As mentioned in (10), we assume throughout that $\Gamma$ is smooth enough to allow us to take any derivatives needed. With
\[
\gamma'(\varphi) = (r'(\varphi) + ir(\varphi))e^{i\varphi} \quad \text{and}
\]
\[
\gamma''(\varphi) = (r''(\varphi) + 2ir'(\varphi) - r(\varphi))e^{i\varphi}
\] (10) (11)

the unit normal vector (perpendicular to the tangent and pointing inwards) is given by
\[
\mathbf{n}(\varphi) = \frac{ir'(\varphi)}{\| \gamma'(\varphi) \|}
\] (12)

and the signed curvature by
\[
\kappa(\varphi) = \frac{\det[\gamma'(\varphi), \gamma''(\varphi)]}{\| \gamma'(\varphi) \|^3}.
\] (13)

It is insightful to write the functions $\mathbf{n}$ and $\kappa$ in polar coordinates around $O$; here we do not show for notational convenience the dependence on $\varphi$ of the periodic functions introduced above. First of all,
\[
\gamma' = \| \gamma' \| e^{i(\varphi + \beta)}
\] (14)

where the angle $\beta = \beta(\varphi)$ (with respect to the positive $x$-axis as usual) satisfies
\[
\cos(\beta) = \frac{r'}{\| \gamma' \|} = \frac{\frac{r'}{\sqrt{r^2 + (r')^2}}}{\frac{r}{\sqrt{r^2 + (r')^2}}} \quad \text{and} \quad \sin(\beta) = \frac{r}{\| \gamma' \|} = \frac{\frac{r}{\sqrt{r^2 + (r')^2}}}{\frac{r}{\sqrt{r^2 + (r')^2}}}.
\] (15)
Similarly,
\[ \gamma'' = \|\gamma''\|e^{i(\phi + \eta)} \]  
(16)

where the angle \( \eta = \eta(\phi) \) satisfies
\[ \cos(\eta) = \frac{r'' - r}{\|\gamma''\|} = \frac{r'' - r}{\sqrt{(r'' - r)^2 + 4(r')^2}} \quad \text{and} \quad \sin(\eta) = \frac{2r'}{\|\gamma''\|} = \frac{2r'}{\sqrt{(r'' - r)^2 + 4(r')^2}}. \]  
(17)

This gives
\[ n = \frac{ir'}{\|\gamma''\|} = e^{i(\phi + \beta + \frac{\pi}{2})} \]  
(18)
and
\[ \kappa = \frac{\|\gamma''\|^2 \sin(\eta - \beta)}{\|\gamma''\|^2} = \frac{r(r - r''') + 2(r')^2}{(r^2 + (r')^2)^{3/2}}. \]  
(19)

It follows from (18) that the normal \( n \) points at the reference point \( O \) exactly at the critical points of \( r \); namely, then \( n = -e^{i\phi^*} \) and \( \beta(\phi^*) = \frac{\pi}{2} \), which is equivalent to \( \cos(\beta(\phi^*)) = 0 \) and, hence, to \( r'(\phi^*) = 0 \) according to (15).

Moreover, we can conclude from (19) that \( \Gamma \) is convex, that is, does not have inflection points where \( \kappa(\phi^*) = 0 \) for some \( \phi^* \), if and only if
\[ r^2 + 2(r')^2 > rr'', \]  
(20)
which means that the graphs of the periodic functions \( r^2 + 2(r')^2 \) and \( rr'' \) do not intersect. Since convexity is an intrinsic property of the curve \( \Gamma \), condition (20) does not depend on the reference point; that is, it can be verified for the radial distance function of any reference point. Note also that, \( r'' < r \) implies (20) (but is not necessary); hence, if the graphs of \( r \) and \( r'' \) do not intersect then \( \Gamma \) is convex.

### 2.1 The central parameterization

As we discussed in (2), the radial distance function \( r = r_o \) for any choice of reference point \( O \) contains all of the information on \( \Gamma \). So in this sense, any reference point is as good as any other reference point. However, in the context of shape evolution it is a natural choice to use the center of gravity or centroid \( C \) of the (homogeneous) shape or region bounded by \( \Gamma \) as the reference point. The centroid is intrinsic to the curve and can be computed from any polar parameterization as
\[ C = \frac{1}{A} \int_{-\pi}^{\pi} \int_{0}^{r(\theta)} e^{i\theta} r^2 \, dr \, d\theta = \frac{1}{3A} \int_{-\pi}^{\pi} r^3(\theta) e^{i\theta} \, d\theta. \]  
(21)

Here, \( A \) is the area of the shape bounded by \( \Gamma \), which is also intrinsic and given by
\[ A = \int_{-\pi}^{\pi} \int_{0}^{r(\theta)} r \, dr \, d\theta = \frac{1}{2} \int_{-\pi}^{\pi} r^2(\theta) d\theta. \]  
(22)

We refer to the specific polar parameterization with \( O = C \) as the central parameterization and to the periodic function \( r \) as the central radial distance function, which we denote \( r_C \) where the context calls for it. The central parameterization has a number of advantages.

1. The central parameterization encodes the relevant properties of \( \Gamma \) in a particularly convenient way. Namely, the stationary points of the associated homogeneous shape are immediately available as the critical points of the central radial distance function \( r_C \), as is the number of stationary points \( n_{C} \); note that stationary points along negatively curved parts of \( \Gamma \) need to be balanced ‘on a pin’; see A.
2. For the central parameterization any discrete symmetries of the curve $\Gamma$ are conveniently represented as symmetries of the central radial distance function $r_C$; see [2.2] for details.

3. The reference point $C$ is inherent to the curve $\Gamma$. Hence, the central parameterization, if it exists, is a well-defined and definite choice of polar parameterization, which is an advantage from the algorithmic point of view. We remark that the centroid $C$ is generally not fixed under curvature flow, but can be tracked as $C(t)$ at negligible extra cost by evaluating the integral [21]; in particular, $C(t)$ converges to the ultimate points $U$ as $t \to t_{\text{max}}$.

4. Should information on the evolution of critical points of the radial distance function $r_O$ for any other reference point $O$ be required, it can be found from the central parameterization by post-processing; in other words, it is not necessary to recompute the evolution.

For these reasons we will work in the implementation of our algorithm for the evolution of curves under [8] with the central parameterization whenever it exists, that is, when the centroid can be chosen as a reference point; see also [A]. While this is not true in general, it is observed that for many choices of $c$ and $\alpha \geq 0$ the curvature flow [9] drives any star-like curve $\Gamma$ towards convexity. This has been proven by Grayson for $c = 0$ and $\alpha = 1$ [33] and by Andrews for certain intervals of $\alpha$ [7]. In fact, for all our examples the centroid $C$ can be chosen as a reference point, so that the central parameterization is already available for the initial curve $\Gamma$.

2.2 Symmetries of the curve $\Gamma$

We will also consider evolutions of curves that are invariant under a discrete symmetry group; typically, this will be the dihedral group $D_n$ of rotations and reflections of a regular $n$-gon in $\mathbb{R}^2$. So suppose that $\Gamma$ is invariant under the discrete group $G$, which means that $g\Gamma = \Gamma$ for all $g \in G$; here $g$ acts on $\Gamma$ as either a rotation or a reflection of $\mathbb{R}^2$. The question is whether these intrinsic symmetries of $\Gamma$ given by $G$ are reflected in the radial distance function $r_O$ of the polar parameterization with a given reference point $O$. This is only the case when $O$ is chosen to lie in the fixed point subspace of the respective group element or subgroup. More specifically, suppose $O \in \text{Fix}(H)$ for some subgroup $H \leq G$, then $H$ induces an invariance of the scalar function $r_O$, namely

\[ r_O(\varphi) = r_O(\varphi + \frac{2\pi}{\ell}) \]  \hspace{1cm} (23)

for a rotation over $\frac{2\pi}{\ell}$ about $O$ and

\[ r_O(\theta + \varphi) = r_O(\theta - \varphi) \]  \hspace{1cm} (24)

for a reflection in a line through $O$ of angle $\theta$. Hence, if $O \in \text{Fix}(G)$ then $r = r_O$ has all symmetries represented by $G$; indeed then $r'_O$ and $r''_O$ have the exact same symmetries of translation and reflection (in the exact same points). Note that the tangent $n$ and the signed curvature $\kappa$ do not depend on the choice of reference point; hence, these periodic function of $\varphi$ are $G$-invariant in the same way (that is, under discrete translations and reflections) in any case.

The centroid $C$ of $\Gamma$ is fixed under all elements of $G$, that is, $C \in \text{Fix}(G)$, so that the radial distance function $r_C$ has all symmetries of $G$. Moreover, unless $G = \mathbb{Z}_2$ is generated by a single reflection, $G$ contains a rotation, which must therefore be a rotation of $\Gamma$ around $C$. In particular, $C$ lies on the intersection of all lines of reflection. Note that the normal $n(\theta)$ of a point $\gamma(\theta)$ on a line of reflection points to $C$; hence, generically, $r_C$ has a maximum or minimum, reflecting the fact that every point of $\Gamma$ on a line of reflection is a stationary point. It follows from [19] that the scalar function $\kappa$ has the same symmetry as $r_C$, which means that the stationary points on lines of reflection are also extrema of the curvature $\kappa$. The center $I$ of the
largest inscribed circle must also be fixed under the action of the group. It follows that, if the group \( G \) contains two reflections or a rotation, then \( I = C \) and the extrema of the curvature \( \kappa \) coincide with the stationary points.

Considering curves with discrete symmetry is interesting because the flow of \( \Gamma \) preserves symmetry; this follows from the fact that the normal and the curvature inherit the symmetry of \( \Gamma \). Hence, for any \( 0 \leq t < t_{\text{max}} \) the curve \( \Gamma(t) \) is invariant under the symmetry group \( G \) of \( \Gamma \); we will see examples of this in the coming sections. In particular, any method to compute the evolution of a planar curve must preserve its symmetry. As we will see in checking this property provides a good test of the performance of our implementation. Indeed, whether symmetry is preserved can be checked readily by considering the symmetry properties of the radial distance function \( r_c \) under evolution. This is another reason why the central parameterization is a good choice of parameterization to work with algorithmically.

### 2.3 Trajectories of critical points

The flow of equation (5) for given \( c \) and \( \alpha \) generates the (forward) evolution \( \Gamma(t) \) of a given curve \( \Gamma = \Gamma(0) \). We consider here only evolutions of star-like curves and compute the evolution \( \Gamma(t) \) for \( 0 \leq t \leq t_{\text{max}} \) via the corresponding radial distance functions \( r(\varphi; t) \) of its polar (and generally central) parameterization. For any \( t \), the function \( r(\varphi; t) \) is a periodic Morse function [9, 17, 52], which means (assuming that \( \Gamma(t) \) is sufficiently smooth) that the derivative \( r'(\varphi; t) = \frac{dr}{d\varphi}(\varphi; t) \) vanishes at isolated points \( \varphi^* = \varphi^*(t) \in [-\pi, \pi] \). Generically, these points correspond to an alternating sequence of maxima and minima separated by isolated roots of the second derivative \( r''(\varphi; t) = \frac{d^2r}{d\varphi^2}(\varphi; t) \); due to periodicity, there are generically equal numbers of maxima and minima, that is, an even number of extrema of \( r(\varphi; t) \). It follows further from singularity theory [9, 17, 52] that the number of extrema changes generically at isolated points of the \( t \)-line. Namely, at such a point \( t^* \) one has either

1. In the absence of additional symmetry properties of \( \Gamma(t) \): a fold bifurcation at \( t^* \), which is a cubic singularity where \( \frac{dr}{d\varphi}(\varphi^*; t^*) = \frac{d^2r}{d\varphi^2}(\varphi^*; t^*) = 0 \); the genericity condition is that \( \frac{d^3r}{d\varphi^3}(\varphi^*; t^*) \neq 0 \). In this bifurcation a maximum and a minimum of \( r \) disappear or appear as \( t \) increases through \( t^* \).

2. Across a line of reflection of \( \Gamma(t) \): a pitchfork bifurcation at \( t^* \) of an extremum of \( r(\varphi^*; t^*) \), where \( \frac{dr}{d\varphi}(\varphi^*; t^*) = \frac{d^2r}{d\varphi^2}(\varphi^*; t^*) = 0 \); here the genericity condition is that \( \frac{d^3r}{d\varphi^3}(\varphi^*; t^*) \neq 0 \), and note that \( r \) is an odd function with respect to \( \varphi^* + \varphi \) due to reflectional symmetry. In this bifurcation a pair of minima/maxima off the reflection axis disappear or appear by meeting a maximum/minimum on the axis of reflection as \( t \) increases through \( t^* \).

3. With rotational symmetry of \( \Gamma(t) \): a fold or pitchfork bifurcation at \( t^* \) occurs simultaneously along the orbit of the generator of rotation, that is, for all \( \frac{d\varphi}{dt} \varphi^* \) where \( \ell \) is the order of the rotational subgroup of the symmetry group \( G \) of \( \Gamma(0) \).

The exact same statements hold also for the scalar signed curvature function \( \kappa(\varphi; t) \) of \( \Gamma(t) \), which is also a periodic Morse function determined from \( r(\varphi; t) \) by [19]. Since \( \Gamma \) preserves symmetry, it follow that the numbers \( n_0(t), n_c(t), n_u(t) \) and \( n_e(t) \) are generically constant and even, and change at isolated points \( t^* \) by \( 2\ell \) where \( \ell \) is the order of the rotation subgroup of the symmetry group of \( \Gamma = \Gamma(0) \) (which may be empty, in which case \( \ell = 1 \)).

The challenge, from both the theoretical and the algorithmic point of view, is to accurately compute the trajectories of the different types of critical points during the evolution of a given curve \( \Gamma \). The numerical method we introduce below is specifically designed for this task. In
particular, it allows us to illustrate, confirm or make statements about the properties of the numbers \( n_O(t), n_C(t), n_U(t) \) and \( n_\kappa(t) \) as \( t \to t_{\text{max}} \).

3 Computing the evolution of a curve

For any star-like curve \( \Gamma \) equation \( 5 \) assigns at every point \( \gamma(\varphi) \) the infinitesimal velocity \( v(\varphi) = (c + \kappa^a(\varphi))n(\varphi) \). Here \( \gamma \) is the polar parameterization of \( \Gamma \) with respect to a suitable chosen reference point, with is the centroid \( C \) in our implementation; hence, we do not indicate the dependence on the reference point of the different periodic functions in the notation from now on. Computing the evolution \( \Gamma(t) \) under the flow given by \( 5 \) is therefore an initial-value problem with initial condition \( \Gamma \). Solving this initial-value problem numerically requires a discretization of time by means of an integration step, as well as a discretization of space, that is, of the curve that is being evolved.

Our goal is to compute, a sequence of curves \( (\Gamma_i)_{0 \leq i \leq I} \) up to some \( I \in \mathbb{N} \) with central parameterizations \( \gamma_i \) that provide an accurate approximation of the sequence \( (\Gamma(t_i)) \) with \( t_i = \sum_{i=1}^{I} h_i \). Here, the \( h_i \) with \( \sum_{i=1}^{I} h_i < t_{\text{max}} \) are the time steps of the integration during such a computation, which need to be chosen and adapted in a suitable way.

3.1 The space of discretized curves

We first deal with the issue that curves in \( \mathbb{R}^2 \) are infinite-dimensional objects. Hence, the task is to discretize any star-like curve \( \Gamma \) in an appropriate way. To achieve this we consider a finite-dimensional space \( \mathcal{D} \) of discretized curves that are defined over a mesh of \( N \) points. There are several choices one could make for the mesh and the space of functions that specify \( \mathcal{D} \). We work here with a mesh \( M := \{m_j\}_{0 \leq j \leq N} \subset \Gamma \subset \mathbb{R}^2 \) of mesh points \( m_j \) on the given curve \( \Gamma \). Since \( \Gamma \) has a given polar parameterization \( \gamma \), the mesh \( M \) can be pulled back to a mesh \( M^\varphi := \{\varphi_j\}_{0 \leq j \leq N} \subset [-\pi, \pi] \) with \( \gamma(\varphi_j) = m_j \) of the polar angle \( \varphi \). Reversely, for a polar-angle mesh \( M_\varphi \) the parameterization \( \gamma \) induces a unique mesh of points on \( \Gamma \), and we express this relationship between the two dual meshes as

\[
M^\varphi = \gamma^{-1}(M) \quad \text{and} \quad M := \gamma(M^\varphi)
\]  

for notational convenience.

We now consider piecewise polynomial radial distance functions through the points of the polar-angle mesh \( M^\varphi \). Again, there are different options for choosing such polynomials. We define and compute them here as interpolating polynomials of degree \( p \) on each mesh interval \([\varphi_i, \varphi_{i+1}]\), whose first \( p \) derivatives agree at the mesh points of \( M^\varphi \). We refer to this class of periodic piecewise polynomial functions as \( \mathcal{P}^p_N \); they are also known as periodic splines of degree \( p \) \( \textbf{[1]} \). This choice defines the discretization space

\[
\mathcal{D} = \{ \text{curves } \Gamma \text{ having a polar parametrization } \} \text{ with } r \in \mathcal{P}^p_{N_{\text{max}}}, \]

Here \( N_{\text{max}} \) and \( p \) are taken to be fixed; we find that degree \( p = 5 \) polynomials are a suitable choice, in practice, in terms of the balance between providing sufficient smoothness versus the cost of computing the polynomial representation. Similarly, there is a trade-off between run-time and data size versus accuracy when it comes to the choice of the mesh size. Note that we require that the mesh size \( N \) remains bounded by some apriori bound \( N_{\text{max}} \) solely to ensure that \( \mathcal{D} \) is
of finite dimension; hence, our setup allows for the adaptation of the mesh and its size during the computation of an evolution. We find that meshes of \( N \) between 50 and 100 generally suffice for the curves we consider; see section 4 for further details.

It is important to note that the radial distance function \( r(\phi) \) of any curve \( \gamma \in \mathcal{D} \) is defined for all \( \phi \in [-\pi, \pi] \). In other words, we are still working on a space of periodic functions and not just on a set of mesh points. In particular, the derivatives \( r' \) and \( r'' \), as well as the normal \( n \) and curvature \( \kappa \) are also piecewise polynomial functions, which can be computed symbolically from \( r \in \mathcal{P}^p_{N_{\text{max}}} \). Hence, all of these periodic functions can be evaluated exactly at any point \( \phi \in [-\pi, \pi] \).

Any curve star-like curve \( \gamma \) is restricted to the discretization space \( \mathcal{D} \) in a unique way by the choice of the mesh \( M \) (and the reference point); we refer to this restriction or projection to the curve with the corresponding radial distance function \( r \in \mathcal{P}^p_{N_{\text{max}}} \) as \( \Pi_M(\gamma) \) for notational convenience. Note that the piecewise polynomial radial distance function \( r \) of the projected curve \( \Pi_M(\gamma) \in \mathcal{D} \) can be computed readily for any chosen mesh and reference point; in what follows, the reference point is always the centroid \( C \) unless otherwise stated.

### 3.2 General formulation of the curve evolution algorithm

For a curve \( \gamma \in \mathcal{D} \) with a central parameterization \( \gamma \) with piecewise polynomial radial distance function \( r \in \mathcal{P}^p_{N_{\text{max}}} \) for some given mesh \( M \) we perform the integration with an Euler step \( E_h \) of stepsize \( h \) for the flow of \( E \) given by

\[
E_h(\gamma) = C + e^{i\phi}r(\phi) + h(c + k^\alpha(\phi))n(\phi).
\]

The resulting, \( h \)-evolved periodic orbit \( \Gamma_h = E_h(\gamma) \) is, in general, not in the discretization space \( \mathcal{D} \), that is, it does not have a polar parameterization with a piecewise polynomial radial distance function. This problem is overcome by constructing the new and unique radial distance function \( r_h \) and associated parameterization \( \gamma_h(\phi) \) with respect to a prespecified mesh \( \hat{M} \subset E_h(\gamma) \) (and given reference point). Formally, this is the projection \( \Pi_{\hat{M}} \) from \( \gamma_h(\phi) \) back to \( \mathcal{D} \), which can be expressed as

\[
\gamma_h(\phi) = \Pi_{\hat{M}}(E_h(\gamma))(\phi) = C + e^{i\phi}r_h(\phi).
\]

Therefore, the integration step on the discretization space \( \mathcal{D} \) of a curve \( \gamma \in \mathcal{D} \) is defined as an Euler step followed by projection back onto \( \mathcal{D} \), that is, by \( \Pi_{\hat{M}}(E_h(\gamma)) \subset \mathcal{D} \); note that this requires one to specify the mesh \( \hat{M} \) used in the restriction back to \( \mathcal{D} \).

The evolution algorithm to approximate the evolution \( \Gamma(t) \) of a given star-like curve \( \gamma \) under the flow of \( E \) now consists of computing a sequence \( (\Gamma_i)_{0 \leq i \leq I} \subset \mathcal{D} \) as

\[
\Gamma_0 = \Pi_{M_0}(\Gamma) \\
\Gamma_i = (\Pi_{M_i} \circ E_{h_i})(\Gamma_{i-1}).
\]

By construction, the parameterizations

\[
\gamma_i = (\Pi_{M_i} \circ E_{h_i})(\gamma^{i-1})
\]

have central radial distance functions \( r_i \) that are piecewise interpolating polynomials defined by the meshes \( M_i \). Where it is appropriate to stress that the sequence \( (\Gamma_i) \) represents a time evolution, we also refer to \( \Gamma_i \) as \( (\Gamma_{t_i}) \), where \( t_i = \sum_{l=1}^{i} h_l \) is the integration time up to step \( i \) of the computation.
Formulating the evolution algorithm in general terms first is convenient because it encompasses different strategies for updating the mesh, that is, the discretization of the curve that is being evolved. In the remainder of this section, we present our numerical implementation of the general evolution algorithm given by \(32\). To this end, we will specify: (1) the stepsize sequence \((h_i)\) with suitable stopping criteria for the computation, and (2) a strategy for choosing the mesh \((M_i)\) at step \(i\) of the computation. We will then evaluate in \(4\) with a number of test-case examples how the accuracy of a computed evolution can be ensured by selecting suitable values of the different accuracy parameters, including the integration stepsize, the mesh size and the remeshing frequency.

### 3.3 Time stepping and stopping criteria

The overall or average curvature of the curve increases during an evolution as time \(t\) converges to \(t_{\text{max}} < \infty\). This is why we determine the stepsize at step \(i\) from the curvature as

\[
h_i = \frac{S}{\max_{\varphi \in [-\pi, \pi]}(\kappa_i(\varphi))}. \tag{34}
\]

Here the accuracy parameter \(S\) determines the fineness of the stepsize sequence \((h_i)\); it is chosen at the start of a computation and then remains constant. The computation stops when the time step \(h_i\) drops below a pre-specified minimum \(h_{\text{min}}\).

During an evolution where the curve reaches a final point in \(\mathbb{R}^2\) the radial distance function \(r_i\) converges with \(i\) to the constant function 0; this also means that the area \(A_i\) of \(\Gamma_i\) goes to zero. Moreover, the average of the absolute value of the curvature \(|\kappa_i|\) grows beyond bound. Working with too small \(r_i\) or too large \(|\kappa_i|\) is not practical numerically, which is why we limit their ranges; note that very small \(r_i\) or \(A_i\) or very large curvature indicates that the total integration time \(t_i = \sum_{l=1}^i h_l\) is close to \(t_{\text{max}}\). This is formalized in the following list of stopping criteria for the computation.

1. \(h_i < h_{\text{min}}\);
2. \(\text{Var}(r_{i+1}) < 1e^{-8}\);
3. \(A_i < A_{\text{min}}\);
4. \(\max_{\varphi \in [-\pi, \pi]}(|\kappa_i|/\text{Avg}(r_i)) < 1e^{-5}\).

Note that we impose global limits on the radial distance function \(r_i\) and the curvature \(\kappa_i\), while \(h_{\text{min}}\) and \(A_{\text{min}}\) are accuracy parameters of the algorithm. The computation stops as soon as one of these stopping criteria is satisfied.

### 3.4 Uniform meshes

There are two types of uniform meshes that we consider as part of our implementation: meshes that are uniform in the phase \(\varphi\), and meshes that are uniform in arclength \(s\). We will use either as appropriate for the initial mesh \(M_0\), as well as for remeshing during a computation.

A phase-uniform mesh \(M\) for a star-like curve \(\Gamma\) with polar parameterization \(\gamma\) is given by

\[
M^\varphi = \left\{ \frac{2\pi}{N} j \mid 0 \leq j \leq N \right\} \quad \text{with} \quad M = \gamma(M^\varphi). \tag{35}
\]

Phase-uniform meshes are computationally inexpensive to generate and their uniformity in \(\varphi_j\) is an advantage for the construction of the piecewise polynomial periodic function \(r\) of the
associated discretization $\Pi_M(\Gamma) \in \mathcal{D}$. Figure 1 shows the phase-uniform mesh of size $N = 20$ for our standard example curve, defined in 38 below, which generates the piecewise polynomial functions $r$, $r'$ and $r''$ of its discretization in $\mathcal{D}$. Note that the mesh points on $\Gamma$ are distributed almost uniformly in arclength as well. This is the case for any curve that is reasonably close to being circular, which is why, as we will see in 5, phase-uniform meshes are a suitable choice for such curves.

An arclength-uniform mesh $M$ for $\Gamma$, on the other hand, is given by

$$M = \{ \tilde{\gamma}(\frac{L}{N}j) \mid 0 \leq j \leq N \} \quad \text{with} \quad M^\varphi = \tilde{\gamma}^{-1}(M);$$

where $\tilde{\gamma}$ is the associated arclength parameterization of $\gamma$ given by 9. By construction, the mesh points $m_j$ are uniformly distributed in arclength along $\Gamma$, while the corresponding phases $\varphi_j \in M^\varphi$ are not uniformly distributed in $[-\pi, \pi]$. Working with arclength-uniform meshes is more computationally expensive but, as we will see in 5, may be required for the accurate computation of the evolutions of certain curves, in particular of ellipses.

Figure 2 illustrates the difference between the two types of uniform meshes with the example of a mesh of size $N = 20$ on an ellipse of axis ratio 2, the standard ellipse 39 with $a = 1$ and $b = 0.5$. The uniform mesh $M^r$ generates a radial distance function $r$ in panel (a1) with interpolated points that are at fixed distance $\frac{2\pi}{N}$. The associated meshpoints of the dual mesh $M$ on the ellipse in panel (a2) are concentrated near the minima of the curvature and clearly not at equal arclengths from each other. For the arclength-uniform mesh the situation is reversed: the uniformity of the points of the mesh $M$ on the ellipse in panel (b2) generates a non-uniformity of the associated interpolation points of $M^\varphi$ that define the radial distance function $r$ in panel (b1). Observe how points in $M^\varphi$ now concentrate near phase angles corresponding to points of high curvature of the ellipse. Note that there is no distinguishable difference on the level of Figure 2 between the two radial distance functions and the two respective approximate ellipses; the accuracy of approximation for either uniform parameterization will be considered in more detail in 4.

Figure 1: The piecewise polynomial central radial distance function $r$ (a1) and its derivatives $r'$ (a2) and $r''$ (a3), generated by the phase-uniform mesh (black dots) of size $N = 20$ on the standard example curve (b), as defined in 38.
3.5 Mesh propagation

Any computation of an evolution of any star-like curve \( \Gamma \) starts with the choice of the initial mesh \( M_0 \) of size \( N \) that then generates the piecewise polynomial central radial distance function \( r_0 \) that gives the parameterization of the initial curve \( \Gamma_0 = \Pi M_0(\Gamma) \in \mathcal{D} \). Throughout, we take \( M_0 \) to be a uniform mesh in either phase or arclength, depending on the situation; here \( N \) is chosen sufficiently large to ensure that the errors between the respective periodic functions and their derivatives of \( \Gamma \) and \( \Gamma_0 \) are sufficiently small; see [4].

To compute the new radial distance function \( r_i \) at step \( i \) one needs to specify the new mesh \( M_i \) on the curve \( E_{h_i}(\gamma_i-1) \). The most straightforward way to obtain \( M_i \) is to push forward or propagate the mesh \( M_{i-1} \) under the Euler step [29]. This means that \( M_i = E_{h_i}(M_{i-1}) \), which is computed as

\[
m_{i,j} = m_{i-1,j} + h_i(c + k_{i-1}^\alpha(\varphi_{i-1,j}))n_{i-1,j}(\varphi_{i-1,j});
\]

(37)

here \( \varphi_{i-1,j} \in M_{i-1}^{\varphi} = \gamma_{i-1}^{-1}(M_{i-1}) \) is the associated phase of the mesh point \( m_{i-1,j} \in M_{i-1} \).

This choice of propagating the mesh at each step gives the mesh propagation implementation of the general algorithm, which forms the core of our method. It has the advantage that all that is required computationally at each integration step is calculating the \( N \) Euler steps at each mesh point, followed by the subsequent construction of the piecewise polynomial radial distance functions \( r_i \). This is illustrated in Figure B, which shows steps \( i \) and \( i + 1 \) of the mesh propagation implementation. The piecewise polynomial radial distance function \( r_{i-1} \) in panel (a1) generates both the curve \( \Gamma_{i-1} \) via its parameterization \( \gamma_{i-1}(\varphi) \) as well as the normals \( n_{i-1} \) at the mesh \( M_{i-1} \) in panel (a2). The propagated mesh is the result of Euler steps at each mesh point, and it defines the piecewise polynomial radial distance function \( r_i \) in Figure B (b1). The corresponding parameterization \( \gamma_i(\varphi) \) and normals \( n_i \) at the mesh points in panel (b2) then give the next curve with parameterization \( \gamma_{i+1}(\varphi) \). Note that during each step of the computation there is a continuous switching between the two representations of the curve — in the sense that we are using both the mesh of points on the respective curve, as well as the dual phase-mesh that defines the piecewise polynomial radial distance function needed to evaluate the normals and the curvature.
Figure 3: Illustration of step \( i \) in panels (a) and of step \( i+1 \) in panels (b) of the mesh propagation algorithm for a mesh of size \( N = 20 \). The radial distance function \( r_{i-1} \) in panel (a1) generates the parameterization of the curve \( \Gamma_{i-1} \) in panel (a2) with normals \( n_{i-1} \) (red arrows) at the mesh points (black dots). Euler steps at each mesh point give the new mesh that defines the next radial distance function \( r_i \) shown in panel (b1). It generates the parameterization of the next curve \( \Gamma_i \) in panel (b2) and its normals \( n_i \) (red arrows) at the mesh points (black dots). The figure is for the standard example curve from [38] compare with Figure 1.

3.6 Remeshing

During mesh evolution the mesh points tend to drift towards points of higher curvature of the curve. This effect is quite limited when the variation in curvature is small, but can be substantial when it is larger. Rather than countering this with an increase of the overall mesh size \( N \), it is more efficient to perform remeshing at suitable steps of the evolution algorithm. This can be done in a straightforward way at step \( i \) because the radial distance function \( r_i \) and the parameterization \( \gamma_i \) are functions that can be evaluated at any value of \( \varphi \in [-\pi, \pi] \). Hence, remeshing simply consists of taking a uniform mesh \( M^* \subset \Gamma_i \), either phase-uniform or arclength uniform, and computing the radial distance function defined by \( M^* \). The result is the remeshed piecewise polynomial radial distance function \( r_i^* \) with parameterization \( \gamma_i^* \) of the reparameterized curve \( \Gamma_i^* \).

Remeshing requires the construction of the uniform mesh \( M^* \) and the subsequent construction of the new radial distance function \( r_i^* \), so adds to the computational effort. On the other hand, it allows one to work with meshes of smaller size \( N \). There is clearly a balance in terms of computational effort and accuracy, when deciding on a remeshing frequency versus taking larger \( N \). We also remark that it may be advantageous to increase or reduce the mesh size \( N \) when remeshing.

The overall evolution algorithm as implemented, with mesh propagation and remeshing when required, is presented in schematic form as Algorithm 1. This formulation is for a general reference point \( O_i \) at every step, but we stress once more that we are using the centroid \( C_i \) as
Algorithm 1: Curve evolution

Require: a star-like closed curve $\Gamma$; parameters $c$ and $\alpha$ of $5$; number of meshpoints $N$; stepsize parameter $S$; accuracy parameters $h_{\text{max}}$ and $A_{\text{min}}$;

Ensure: construct the piecewise polynomial radial distance function $r_0$ for a uniform mesh $M_0$ of size $N$ with dual mesh $M^\phi_0$ for a suitable reference point $O_0$; ensure that the associated curve $\Gamma_0$ with parameterization $\gamma_0$ is sufficiently close to $\Gamma$; set the step counter $i$ to 1;

while none of criteria (i)–(iv) from 3.3 are satisfied do
  calculate the polynomial derivatives $r'_{i-1}$ and $r''_{i-1}$ symbolically;
  determine the stepsize $h_i$ from $\kappa_{i-1}$;
  evaluate the associated normals $n_{i-1}$ and the curvature $\kappa_{i-1}$ in the points of $M_i^\phi$;
  perform the Euler step 37 at the mesh points to obtain the propagated mesh $M_i = E_{h_i}(M_{i-1})$ with dual $M_i^\phi$;
  choose a suitable reference point $O_i$ for the new curve $\Gamma_i = E_{h_i}(\Gamma_{i-1})$;
  construct the piecewise polynomial radial distance function $r_i$ for $M_i$ and $O_i$;
  [when required: remesh the curve with a uniform mesh $M^*$ by computing the associated piecewise polynomial radial distance function $r^*_i$ with respect to $O_i$; set $r_i = r^*_i$];
  increase the step counter $i$ by 1;
end while

Figure 4: Evolution of the standard curve $38$ under the curve-shortening flow, $5$ with $c = 0$ and $\alpha = 1$, as computed for stepsize parameter $S = 10^{-5}$ up to $t = 0.1062$ in 36,599 steps with a phase-uniform mesh of size $N = 20$ at each step. Panels (a1) and (b1) show the radial distance functions of the final curve for the centroid $C_t$ and for $O = (0.05, 0.1)$ as the reference point, respectively. Panels (a2) and (b2) show seven curves at equally distributed time steps from $t = 0$ to $t = 0.1062$, together with trajectories of the minima (green) and maxima (red) of the respective radial distance function as computed from the data at each step.

the reference point whenever it is available.
A phase-uniform mesh $M^*$ is particularly efficient for remeshing because constructing it takes only $N$ evaluations of $r^*_i$; this means that the computational effort required at step $i$ is roughly doubled by the need to construct $r^*_i$. Phase-remeshing works well for curves that are close to being circular and evolve under a curvature flow that smooths the curve. This is the case for the standard curve 38 from Figure 1 under the curve-shortening flow. Its computed evolution up to $t_{\text{final}} = 0.1062$ is shown in Figure 4 here a phase-uniform mesh of size $N = 20$ was used with remeshing at every step, with stepsize parameter $S = 10^{-5}$ resulting in 36,599 integration steps. The calculation was performed with the centroid $C_i$ as the reference point; Figure 4(a1) and (a2) show the final central radial curve and the five curves that are equally spaced in time between the initial curve and the final curve. Note that the final curve looks like a circle; however, panel (a1) shows that it has oscillations with four critical points, two minima and two maxima. Their images under the parameterization $\gamma^i$ are the stationary points of $\Gamma^i$, and they are shown at every step of the computation in Figure 4(a2). Panel (b1) shows the final radial curve for the off-centroid reference point $O = (0.05, 0.1)$. It has only two critical points, one minimum and one maximum. The images under $\gamma^i$ of the critical points of the non-central radial distance function at every step were computed by postprocessing and are shown in panel (b2) together with the same seven curves. Figure 4 shows that this computation is accurate enough in either case to resolve the critical points of the radial distance function and, hence, the evolution and bifurcations of their images on the curve being evolved. Notice in panel (a2) how two stationary points disappear in a fold bifurcation early on, while the remaining four stationary points distribute more and more evenly around the curve as the evolution continues. In contrast, there are only four images of the critical points of the non-central radial distance function with reference point $O$, two of which disappear in a fold bifurcation while the remaining two distribute more and more evenly around the curve as the evolution continues. These observations are clearly in agreement with the statements in 1.2.1 regarding the numbers $n_C$ and $n_O$ and the evolution of the respective critical points.

Depending on the properties of the initial curve $\Gamma$ and the flow, a phase-uniform mesh may not be suitable because of a disadvantageous distribution of mesh points in arclength along the curve. In other words, a phase-uniform mesh would need to have an excessively large size in order to lead to a sufficiently accurate computation of the evolution. This is the case, in particular, for curvature flows with limits that are far from circular or develop corners; we will discuss such examples in 4 and 5.2. In such situation starting and remeshing with an arclength-uniform mesh is required. Constructing an arclength-uniform mesh is computationally more involved because it requires the calculation of the arclength integral in 9; on the other hand, there may be considerable gain in working with a smaller mesh size.

In either case, the need to remesh depends on the quality of the mesh as determined by the arclength distribution along the curve. It is quite costly computationally to check at each step how even the arclength distribution of the mesh is; this is why we rather prescribe a frequency of remeshing suited to the evolution under consideration. For the evolution of the standard curve 38 in Figure 4 we used a mesh of only $N = 20$ and remeshed at each step, that is, with frequency 1. Depending on the starting curve, curvature flow, type of mesh and fineness of the time stepping, it is generally unnecessary to perform remeshing at every timestep. We will explore the effects of different remeshing strategies in more detail in 4.3.

4 Benchmark tests and accuracy settings

We now consider how a computation is influenced by the different accuracy setting — chiefly, the number of mesh point $N$, the type of mesh and the remeshing frequency. We first consider the interpolation error between a given star-like curve $\Gamma$ and its discretization in 9 and then compute evolutions for a number of benchmark test-case examples to determine suitable accuracy
settings. In particular, we consider what we call the standard curve given by

\[ r(\varphi) = 0.5 + 0.04\sin(2\varphi) + 0.03\sin(3\varphi), \tag{38} \]

which was already seen in Figure 1. Moreover, we consider curves with additional symmetry, including the standard ellipse given by

\[ r(\varphi) = \frac{ab}{\sqrt{b^2\cos^2(\varphi) + a^2\sin^2(\varphi)}} \tag{39} \]

with \(a > b > 0\); the ellipse of axis ratio 2 shown in Figure 2 is given by \(39\) with \(a = 1\) and \(b = 0.5\).

\section*{4.1 Projection onto initial piece-wise polynomial representation}

The first step of our algorithm is the discretization of the initial curve \(\Gamma\) to obtain the initial representation \(\Gamma_0 = \Pi_{M_0}(\Gamma) \in \mathcal{D}\). This introduces an interpolation error between \(\Gamma\) and \(\Gamma_0\) that can be measured as the distance between the respective radial distance functions and their derivatives, as defined by a norm on the space of periodic functions. Throughout, we consider the \(L^2\) norm

\[ \|v\|_2 = \left( \int_{-\pi}^{\pi} \|v(\varphi)\|^2 d\varphi \right)^{\frac{1}{2}} \tag{40} \]

of a periodic function \(v\), as well as its associated discrete version

\[ \|v\|_2^d = \frac{1}{N} \left[ \sum_{j=1}^{N} \|v(\varphi_j)\|^2 \right]^{\frac{1}{2}} \tag{41} \]

that is evaluated only at the mesh points of \(M_0\).

To ensure the accuracy of the interpolation used in our implementation, we compute and monitor the integral and discretized error norms of the radial distance function, its first two derivatives and the signed curvature. These quantities are shown in Figure 5 as a function of the mesh size \(N\), for a phase-uniform mesh with the centroid as the reference point, of the standard curve \(38\) in column (a) and of the standard ellipse \(39\) with \(a = 1\) and \(b = 0.5\) in column (b). These doubly-logarithmic plots show that all errors converge to zero with the mesh size \(N\), owing to the fact that the approximating curve \(\Pi_{M_0}(\Gamma)\) converges to \(\Gamma\) as expected from interpolation theory \([53, 57]\). Note that the discrete error in \(r\) is at machine precision in both Figure 5(a1) and (b1) since, by construction of the interpolating polynomials, the two curves agree at the mesh points. The interpolation error of \(r\) in between mesh points is measured by the integral norm shown in panels (a2) and (b2). Also as expected, either error is larger for the derivatives \(r'\) and \(r''\), as well as for the derived quantity \(\kappa\). (Note that \(r''\) and \(\kappa\) agree for the ellipse.) Overall, Figure 5 shows that \(N\) can be chosen sufficiently large to achieve a required accuracy of all quantities shown. Notice that to achieve a specified interpolation accuracy the mesh size \(N\) needs to be chosen considerably larger for the ellipse compared to the standard curve. For example, the integral error in \(\kappa\) for the standard curve with 60 mesh points is \(7.3718e^{-6}\), and for the ellipse with 80 mesh points it is \(2.0443e^{-5}\). This is due to the less optimal distribution of points in arclength along the ellipse; compare with Figure 4 and Figure 2.
4.2 Mesh size during computed evolution

The interpolation error and, especially, the accuracy of $n$ and $\kappa$ need to be controlled also during the computation of an evolution. In general, the evolution $\Gamma(t)$ of the given curve $\Gamma$ is not actually known. Therefore, the accuracy of a computation must be inferred by checking that, beyond some suitable mesh size $N$, the computed evolution is stable up to a desired accuracy under further increases of $N$. Since we are interested here in the associated evolution of the extrema of the radial distance function $r(\varphi; t)$ we now check, in particular, that their trajectories do not change with $N$, provided the mesh is fine enough.

Figure 6 shows computations of the evolution of the standard curve 38 under the curve-shortening flow, given by 5 with $c = 0$ and $\alpha = 1$, for phase-uniform meshes of four different sizes with remeshing at every time step. Here the time-step parameter is $S = 10^{-5}$, which lead to 56,519 steps in 89 s for $N = 10$, to 57,272 steps in 391 s for $N = 60$, to 58,239 steps in 515 s for $N = 80$, and to 54,831 steps in 89 s for $N = 100$. These run times are for computations in Matlab on a standard desktop computer; the code has not been optimized and the run times are provided merely to give an indication of relative effort. In Figure 6 and all similar figures only a few sample curves with meshes are shown, while the evolution of the trajectories of the extrema of the central radial distance function was derived from all computed time steps. On the level of the shown sample curves there is very little difference between the four panels of Figure 6. On the other hand, Figure 6(a) shows that a mesh of only $N = 10$ points is definitely not sufficient for the resolution of the trajectories of the extrema. After all, they are the approximations of the stationary points and must, hence, reach the last computed curve (central point in (a), not shown). Close inspection of panel (b) shows that for $N = 60$ the lower two extrema meet just before the final curve is reached. In panels (c) and (d), on the other hand, the four remaining extrema all reach the central, final computed curve. Note that the final curve becomes larger with $N$, which is an indication that there are some issues with oversampling of a very small almost circular curve.
Figure 6: Evolution of the standard curve \( c = 0 \) and \( \alpha = 1 \), for a phase-uniform mesh with remeshing at every time step, for mesh size \( N = 10 \) (a), \( N = 60 \) (b), \( N = 80 \) (c) and \( N = 100 \) (d). Here \( S = 10^{-5} \) and the reference point is the centroid; also shown are the trajectories of the minima (green) and maxima (red) of the central radial distance function.

4.3 Remeshing frequency

We settle on \( N = 80 \) as a suitable mesh size of a phase-uniform mesh for the evolution of the standard curve as well as the ellipse with axis ratio 2 and now consider the effect of remeshing. Figure 7 illustrates the respective computations of their evolution under the curve-shortening flow when there is no remeshing, that is, for propagation of the original mesh throughout, and for remeshing at every 10th and at every time step. The computations stop when the evolved curve is a circle within the numerical accuracy, which is the final circle in each of the panels of Figure 7. With a time-step parameter of \( S = 10^{-5} \) this results for the standard curve in 55,541 steps in 382 s in (a1), 55,928 steps in 408 s in (a2) and 55,927 steps in 600 s in (a3); and for the ellipse in 110,991 steps in 433 s in (b1), 110,909 steps in 536 s in (b2) and 110,783 steps in 994 s in (b3). Note that, since both the standard curve and the ellipse with axis ratio 2 are not too far from being circular, the computations in panels (a1) and (b1) without remeshing are already very accurate. In particular, the trajectories of the stationary points are resolved correctly; note that for the ellipse these are indeed horizontal and vertical lines. With remeshing at every 10th time step in panels (a2) and (b2), one notices a slightly more uniform distribution of mesh points (in the phase variable \( \varphi \)), while remeshing at every time step, as in panels (a2) and (b2), does not give any discernible improvement.

We now consider the effect of remeshing when starting with a mesh of \( N = 80 \) points that is uniform in arclength along the original curve. Here we again compute the evolutions of the standard curve and the standard ellipse of axis ratio 2, and also of an ellipse of axis ration 4,
Figure 7: Evolution of the standard curve \( \mathcal{S} \) in row (a) and of the ellipse \( \mathcal{E} \) with \( a = 1 \) and \( b = 0.5 \) in row (b) under the curve-shortening flow, \( \mathcal{E} \) with \( c = 0 \) and \( \alpha = 1 \), computed with a phase-uniform mesh with \( N = 80 \) points. Panels (a1) and (b1) are computed without remeshing, panels (a2) and (b2) with remeshing at every 10th time step, and panels (a3) and (b3) with remeshing at every time step. Here \( S = 10^{-5} \) and the reference point is the centroid; also shown are the trajectories of the minima (green) and maxima (red) of the central radial distance function.

given by \( \mathcal{S} \) with \( a = 2 \) and \( b = 0.5 \), which we refer to as the flat ellipse. In fact, the flat ellipse is quite far from being circular and computing it with a phase-uniform mesh would require a much larger number of mesh points. Figure 8 illustrates the respective computations of the three evolutions under the curve-shortening flow in rows (a), (b) and (c), in the absence of remeshing, with remeshing at every 10th and with remeshing at every time step. At each remeshing the number \( N \) of mesh points is adjusted to keep the arclength distance \( L/N \) between successive mesh points approximately constant; this leads to a reduction of \( N \) down to a minimum of \( N_{\text{min}} = 40 \) mesh points. With \( S = 10^{-5} \) this results for the standard curve in 55,215 steps in 402 s in (a1), 56,431 steps in 1245 s in (a2) and 56,431 steps in 7,613 s in (a3); for the ellipse with axis ratio 2 in 89,398 steps in 567 s in (b1), 99,990 steps in 1,754 s in (b2) and 99,996 steps in 11,553 s in (b3); and for the flat ellipse with axis ratio 4 in 75,039 steps in 325 s in (c1), 199,469 steps in 4,214 s in (c2) and 199,452 steps in 19,795 s in (c3).

Comparison of rows (a) and (b) of Figure 7 with those of Figure 8 shows that the results are very similar: the trajectories are well resolved already without remeshing, remeshing at every 10th time step gives a better distribution of points along the computed curves and a closer approach to the final point, while remeshing at every time step does not give a noticeable further improvement. Remeshing of an arclength-uniform mesh is considerably more time consuming, compared to a phase-uniform mesh, owing to the need to evaluate the arclength integral \( \mathcal{S} \). On the other hand, it results in a very good mesh with a low number of mesh points. Row (c) of Figure 8 shows that remeshing is crucial for curves that are further from circular, that is, have segments of high curvature. Panel (c1) for the flat ellipse shows that pure mesh propagation (no remeshing) leads to a strong accumulation of mesh points near the points of largest curvature; as a result, the computation stops very far from reaching the limit point. Remeshing clearly solves this problem, as panels (c2) and (c3) show; moreover, remeshing at every 10th time step again suffices.
Figure 8: Evolution of the standard curve $38$ in row (a) and of the ellipse $39$ with $a = 1$ and $b = 0.5$ in row (b) and of the ellipse $39$ with $a = 2$ and $b = 0.5$ in row (c) under the curve-shortening flow, with $c = 0$ and $\alpha = 1$, computed with an initial arclength-uniform mesh with $N = 80$ points. Panels (a1), (b1) and (c1) are computed without remeshing, panels (a2), (b2) and (c2) with remeshing at every 10th time step, and panels (a3), (b3) and (c3) with remeshing at every time step; during the remeshing the number $N$ of mesh points is reduced to keep the arclength distance $L/N$ between mesh points approximately constant, down to a minimum of $N \min = 40$ mesh points. Here $S = 10^{-5}$ and the reference point is the centroid; also shown are the trajectories of the minima (green) and maxima (red) of the central radial distance function.

Our general algorithm with remeshing is flexible and efficient. The examples above show that regular remeshing allows one to work with relatively small meshes. On the other hand, remeshing requires additional computation time compared to pure mesh propagation, especially when one works with arclength-uniform meshes. We find for computed evolutions of curvature flows that become more circular that remeshing at every 10th time step provides a good balance between accuracy improvement and increased computational time. Moreover, for curves that are not too far from being circular, remeshing with phase-uniform meshes is accurate and especially fast. For curves with segments of large curvature, remeshing becomes a necessity and arclength-uniform meshes ensure accuracy with comparable numbers of mesh points. Note that for the chosen small value $S = 10^{-5}$ of the stepsize control parameter many thousands of curves $\Gamma_i$ are found as part of the computed evolutions, which allows us to compute the trajectories of critical points very accurately.

4.4 Rotations and symmetry

Rotating a given curve $\Gamma$ in the plane results in the rotated evolution; in particular, the trajectories of the stationary points are identical up to the rotation. This property provides a good test for the accuracy of a computed evolution. In this context, the initial uniform mesh of a rotated curve generally has different mesh points on $\Gamma$; hence the piecewise polynomial radial
Figure 9: Evolution under the curve-shortening flow, with $c = 0$ and $\alpha = 1$, of three rotations of the standard curve over $\varphi_0$ as indicated, computed with a phase-uniform mesh of $N = 80$ points with remeshing at every 10th time step. The left column shows the mesh on the standard curve and the trajectories of the stationary points, and the right column shows these trajectories on the evolution surface in $\mathbb{R}^2 \times \mathbb{R}^+$. Here $S = 10^{-5}$, the reference point is the centroid, and the stationary points are found as the minima (green) and maxima (red) of the central radial distance function.

distance function $r_0$ of the projected initial curve $\Gamma_0$ changes under rotation. Indeed, for sufficiently stringent accuracy conditions, the computed evolution of the stationary points should be independent of the exact position of the initial mesh. This is indeed the case, as we show now.

Figure 9 shows in rows (a)–(c) three evolutions under the curve-shortening flow of the standard curve rotated over $\frac{1}{5}\pi$, $\frac{4}{5}\pi$ and $\frac{7}{5}\pi$, respectively. These evolutions were computed for a phase-uniform mesh with $N = 80$ and remeshing at every 10th time step; the reference point
Figure 10: Evolution under the curve-shortening flow, with $c = 0$ and $\alpha = 1$, of three rotations of the standard ellipse $\mathbb{E}$ with $a = 1$ and $b = 0.5$ over $\varphi_0$ as indicated, computed with a phase-uniform mesh of $N = 80$ points with remeshing at every 10th time step. The left column shows the mesh on the standard curve and the trajectories of the stationary points, and the right column shows these trajectories on the evolution surface in $\mathbb{R}^2 \times \mathbb{R}^+$. Here $S = 10^{-5}$, the reference point is the centroid, and the stationary points are found as the minima (green) and maxima (red) of the central radial distance function.

is the centroid and $S = 10^{-5}$, which resulted in 55,926 steps in 359 s in (a), 55,901 steps in 379 s in (b) and 55,922 steps in 370 s in (c). The left column shows the trajectories of the stationary points, that is, the extrema of the central radial distance function, with only the initial curve $\Gamma_0$ with the phase-uniform mesh. The right column shows the trajectories of the stationary points on the evolution surface of the respective curve. This surface in Figure 9 has been rendered in $\mathbb{R}^3$, the product of $\mathbb{R}^2$ and the time axis $\mathbb{R}^+$, from the over 55,000 computed curves. The smoothness of this surface and of the trajectories of the stationary points on it illustrates the fineness of the time stepping and the overall accuracy of the computation in a new way. Note that all of these computations result in a very similar, but different sequence of computed curves $\Gamma_i$. Nevertheless, up to the respective rotation, the computed trajectories of the stationary points are indistinguishable from those in Figure 7(a2).

Figure 10 shows in the same way three evolutions under the curve-shortening flow of the standard ellipse $\mathbb{E}$ for $a = 1$ and $b = 0.5$ with axis ratio 2, rotated over $\frac{1}{7}\pi$ in row (a), $\frac{4}{7}\pi$ in
row (b) and $\frac{5}{2}\pi$ in row (c). The computations are also for a phase-uniform mesh with $N = 80$ with respect to the centroid, with remeshing at every 10th time step and time step control parameter $S = 10^{-5}$; this resulted in 99,235 steps in 591 s in (a), 99,288 steps in 542 s in (b) and 99,208 steps in 461 s in (c). The computations again generate slightly different steps and curves $\Gamma_i$ along the evolution and stop when the curve is the same effectively perfect circle; see the left column of Figure 10. The smoothness of the surfaces in the right column again illustrates the fineness of the time stepping. Note that the trajectories of the stationary points are perfectly aligned with the major and minor axes of the curves $\Gamma_i$, that is, are still straight lines in panels (a1)–(c1), in spite of the fact that the extrema of the radial distance function occur in between mesh points. Also for the ellipse, the computed trajectories of the stationary points are practically indistinguishable from those in Figure 7(b2).

Note, in particular, that in Figure 10, as well as in row (b) of Figure 7 and Figure 8, the symmetry of the $D_2$-symmetry of the ellipse is preserved. Moreover, the trajectories of the stationary points are the fix-point subspaces of the reflections as required; see 2.2. The preservation of the symmetry is another clear indication of the accuracy of our method.

### 4.5 Homothetically contracting ellipses

In general, it is not known analytically how a given curve $\Gamma$ evolves under the flow of 5. However, there are special (classes of) curves, called homothetically contracting solutions or homothetic curves, that do not change their shape under certain flows, meaning that $\Gamma(t)$ is a linear scaling of $\Gamma$ for all $0 < t < t_{\text{max}}$. For some types of flows certain homothetically contracting solutions are known analytically. An immediate example are the circles, which do not change shape under 5 for any $0 < c$ and $0 < \alpha \leq 1$. Note that every circle has a central parameterization $r = \text{const}$, showing that the circles are in the class $\mathcal{D}$ of discretized curves we consider. Hence, our algorithm evolves circles as circles, without an approximation error.

According to Andrews [4, 7], a non-trivial example of analytically known homothetically contracting solutions are ellipses under 5 with $c = 0$ and $\alpha = \frac{1}{3}$, which is known as the affine shortening flow. More specifically, starting from an initial ellipse, each curve $\Gamma(t)$ of this evolution is an ellipse with the same axis ratio. In particular, the isoperimetric quotient remains constant along the evolution. This special property of the affine shortening flow allows us to check the error along a computed evolution. Hence, we monitor during the computed evolution the isoperimetric quotient $Q$ (as computed for the polynomial representation from the area formula 22 and the arclength integral in 9) as well as the distance of the (rescaled) curves $\Gamma_t$ to the initial ellipse.

Figure 11 shows in panels (a1) and (b2) computed evolutions under the affine shortening flow of the ellipses from Figure 8(b) and (c) with axis ratio 2 and 4, respectively. Also shown in Figure 11 are the corresponding time series of the isoperimetric quotient $Q$ and of the integral distances between the curves $\Gamma_{t_i}$ and the respective ellipses. Throughout, we use an arclength-uniform mesh with $N = 80$ points, remeshing every 10th time step, $S = 10^{-4}$ and the centroid as the reference point; this results in 70,886 steps in 1525 s in column (a) and 227,646 steps in 5014 s in column (b). Notice from panels (a1) and (b1) that the ellipses do not converge to a circle, but simply shrink while apparently maintaining their axis ratio. The latter is confirmed by the fact that $Q$ in panels (a2) and (b2) remains effectively constant during the evolution, staying within about $10^{-4}$ of its values 0.8412 and 0.5365 for the respective ellipses. Moreover, panels (a3) and (b3) show that the integral error of the computation, computed as the integral distances of $r, r', r''$ and $\kappa$ for $G_t$, and for the ellipse of the same area and with the same axis ratio, remains effectively constant as well. We conclude that, for the chosen mesh and accuracy settings, there is no significant error accumulation during the computation of either of these
Figure 11: Evolution under the affine shortening flow, with $c = 0$ and $\alpha = \frac{3}{5}$, of the standard ellipse with $a = 1$ and $b = 0.5$ in column (a) and with $a = 2$ and $b = 0.5$ in column (b). Each computation is for an arclength-uniform mesh with $N = 80$ points, $S = 10^{-5}$ and the centroid as the reference point. The trajectories of the stationary points in panels (a1) and (b1) show selected curves during the computation with the trajectories of the stationary points, found as the extrema of the central radial distance function. Panels (a2) and (b2) show the distance of the corresponding isoperimetric quotient $Q$ from its value for the respective ellipse as a function of time $t$, and panels (a3) and (b3) show the integral distance of the computed curves $\Gamma_t$ from the ellipse with same area and axis ratio, determined for the functions $r$, $r'$, $r''$ and $\kappa$.

5 Illustrations and numerical evidence for conjectures

Our algorithm provides a new and efficient way to explore the solutions of the Andrews-Bloore flow by performing numerical experiments. More specifically, it enables not only the computation of the evolution of an initial curve, but also allows us to follow accurately the trajectories of critical points of the radial distance function as well as other observables. We now demonstrate this capability.

In 5.1 we consider the curve-shortening flow and first illustrate known results regarding the evolutions of the numbers of critical points $n_O(t)$ and $n_C(t)$ with respect to a fixed reference point $O$ and the moving centroid $C(t)$, respectively; we then present numerical evidence for on the properties of $n_U(t)$ with the fixed ultimate point $U$ as reference point and for $\kappa$ on the number of critical points $n_\kappa(t)$ of the curvature. Section 5.2 is devoted to illustrating results of Andrews regarding the shape evolution for $c = 0$ and $0 < \alpha \leq 1$, and to finding the limit shapes of curves with $D_n$- and $C_n$-symmetry.
Figure 12: Evolution under the curve-shortening flow, with $c = 0$ and $\alpha = 1$, of the trajectories of the critical points of the radial distance function $r_O$ for the fixed reference point $O = (0.01, 0.05)$ (black dot) for the standard curve 38 in column (a), the curve given by 42 in column (b), and the curve given by 43 in column (c). (Minima are shown in green and maxima in red.) Each computation is for an arclength-uniform mesh with $N = 40$ points, $S = 10^{-5}$ and remeshing at every 10th time step. The top row shows the trajectories of the critical points of $r_O$ with the respective initial curve and mesh in $\mathbb{R}^2$, and the bottom row shows them on the evolution surface in $\mathbb{R}^2 \times \mathbb{R}^+$. 

5.1 Trajectories of critical points under the curve-shortening flow

We now illustrate known results discussed in [1,2,4] regarding the evolutions of the numbers $n_O(t)$ and $n_C(t)$ of critical points with respect to the fixed point $O$ and the moving centroid $C$, respectively, under the curve-shortening flow [1] that is, under [5] with $c = 0$ and $\alpha = 1$. Figure 4 already illustrated for the standard curve 38 that $n_C(t)$ decreases to 4, while the number $n_O(t)$ (with $O = (0.05, 0.1)$) decreases to 2.

We now consider the trajectories of the critical points of the radial distance function for three different reference points (fixed $O$, moving $C$ and fixed $U$) for three different curves. Namely, we compute the evolutions of $n_O, n_C, n_U$ (and also that of $n_\kappa$) for the standard curve 38 as well as for the curves

$$r(\varphi) = 0.5 + 0.04 \sin(2\varphi) + 0.03 \sin(5\varphi)$$

and

$$r(\varphi) = 0.5 + 0.03 \sin(5(\varphi + \pi/7)) + 0.04 \sin(7\varphi)$$

with an arclength-uniform mesh of $N = 80$ points, $S = 10^{-5}$, and remeshing at every 10th time step. Any of the above-mentioned reference points could be chosen to perform the computation; we use the centroid $C$ throughout and obtain the trajectories for the other three evolutions by postprocessing.
Figure 13: Evolution under the curve-shortening flow with \( c = 0 \) and \( \alpha = 1 \), of the trajectories of the critical points of the radial distance function \( r_C \), with reference point at the (moving) centroid \( C(t) \), for the standard curve in column (a), the curve given by in column (b), and the curve given by in column (c). (Minima are shown in green and maxima in red.) Also shown are the trajectories of the minima (light blue) and maxima (dark blue) of the signed curvature function \( \kappa \). Each computation is for an arclength-uniform mesh with \( N = 40 \) points, \( S = 10^{-5} \) and remeshing at every 10th time step. The top row shows the trajectories of the critical points of \( r_C \) and of \( \kappa \) with the respective initial curve and mesh in \( \mathbb{R}^2 \), and the bottom row shows them on the evolution surface in \( \mathbb{R}^2 \times \mathbb{R}^+ \).

Figure 12 shows the trajectories of the critical points of the radial distance function \( r_O(\varphi; t) \) for the fixed reference point \( O = (0.01, 0.05) \). Their number \( n_O(t) \) decreases monotonically to \( n_O(t_{\text{max}}) = 2 \) at generic fold bifurcations. We expect to see more degenerate bifurcations if \( \Gamma \) has some nontrivial symmetries; see the examples in 2.3. These findings are in agreement with the statement proven in [19] that for \( 0 < \alpha \) the number \( n_O(t) \) (for a reference point) decreases monotonically. Moreover, Figure 12 illustrates the observation made in 1.2.1 that \( n_O(t_{\text{max}}) = 2 \) and the two trajectories of critical points meet at 180 degrees (when continued to the ultimate point \( U \)).

Figure 13 shows the trajectories of the critical points of the central radial distance function \( r_C(\varphi; t) \) with the reference point at the (moving) centroid \( C \), along with the trajectories of the critical points (minima: light blue, maxima: dark blue) of the signed curvature \( \kappa(\varphi; t) \). As can be seen, \( n_C(t) \) monotonically decreases at successive fold bifurcations to \( n_C(t_{\text{max}}) = 4 \) and, similarly, \( n_\kappa \) decreases until \( n_\kappa(t_{\text{max}}) = 4 \). In both cases the four trajectories meet at 90 degrees with one another. Notice also that \( n_C(t_{\text{max}}) = 4 \) and \( n_\kappa \) are quite closely aligned with one another as the limit \( t_{\text{max}} \) is approached. These findings support the statement regarding \( n_C(t) \) in [1,2,3] as well as 2. Moreover, they indicate that, as \( t \to t_{\text{max}} \), the curve \( \Gamma(t) \) approaches a curve with \( D_2 \)-symmetry, further confirming Bloore’s result about the decay of Fourier terms.
Figure 14: Evolution of the standard ellipse with \( a = 1 \) and \( b = 0.5 \) under the flow of 5 for \( c = 0 \) for \( \alpha = 1, 0.8, 0.6, 0.4, \frac{1}{3}, 0.25, 0.125, 0.1 \), computed with an arclength-uniform mesh with \( N = 80 \), remeshing at every 10th time step and \( S = 10^{-5} \). Panel (a) shows the respective time series of the isoperimetric quotient \( Q \) and panel (b) presents the rescaled final curves.

For any of the three initial curves shown in Figure 13, the trajectories of the critical points of the radial distance function \( r_U(t) \), with the ultimate point \( U \) as the fixed reference point, is numerically indistinguishable from the evolution of the critical points of \( r_c(\varphi; t) \). This means, in particular, that \( n_U(t) \) decreases monotonically to \( n_U(t_{\text{max}}) = 4 \) at generic fold bifurcations and that the trajectories meet at 90 degrees, which is evidence for 1. The effectively identical nature of the critical points of \( r_U(\varphi; t) \) and of \( r_C(\varphi; t) \) can be attributed to the fact that the centroid \( C(t) \) practically does not move during the respective evolutions. We remark that it is an interesting task beyond the scope of this paper to find an initial curve with a significant difference between \( n_U(t) \) and \( n_C(t) \).

5.2 Shape evolution for \( c = 0 \) and \( 0 < \alpha \leq 1 \)

We now illustrate some intriguing properties of the Andrews flow, that is, of 5 for \( c = 0 \) (that is, without a constant term). As was mentioned already in 1.2.1, following work by Gage 31 and Grayson 33 for the case \( \alpha = 1 \), Andrews examined how the limit of a curve under evolution depends on \( 0 < \alpha \leq 1 \). A main result of his is the dichotomy with respect to the special case \( \alpha = \frac{1}{3} \) of the affine shortening flow: for \( \frac{1}{3} < \alpha \) any smooth convex curve converges to a round point and the isoperimetric quotient converges to 1, while for \( 0 < \alpha \leq \frac{1}{3} \) the circle is not a limit any more. More specifically, the statement is that for any \( j \geq 0 \) there exists an open and dense set in the space of convex \( C^j \)-smooth curves such that the evolution of any curve from this set has isoperimetric quotient approaching zero as \( t \to t_{\text{max}} \) [7, Theorem 7.1]; this is an improvement of an earlier result in 6 that required some symmetry of the curves. For the dividing case \( \alpha = \frac{1}{3} \) of the affine shortening flow any ellipse is a homothetically contracting solutions, which is the property we used for our accuracy test in 4.5.

In other words, for any typical curve the isoperimetric quotient \( Q \) will converge to 1 when \( \frac{1}{3} < \alpha < 1 \) and to 0 when \( 0 < \alpha < \frac{1}{3} \); moreover, for the special case of ellipses, \( Q \) remains constant when \( \alpha = \frac{1}{3} \). To illustrate this dichotomy, Figure 14 presents the evolution of the standard ellipse with \( a = 1 \) and \( b = 0.5 \) under the flow of 5 for \( c = 0 \) for eight values of \( \alpha \); here panel (a) shows the respective time evolutions of the isoperimetric quotient \( Q \) and panel (b) shows the corresponding final curves. The computations are for an arclength-uniform mesh with \( N = 80 \) points and remeshing at every 10th time step. In accordance with 1.5, Figure 14(a) shows a constant \( Q \approx 0.8412 \) for \( \alpha = \frac{1}{3} \) and an unchanged shape of the ellipse in panel (b).
Moreover, $Q$ indeed converges to 1 for $\frac{1}{3} < \alpha$, but note that the convergence of $Q$ to 1 and, hence, that of the curve to the circle, becomes considerably slower as $\alpha$ is decreased from 1. Similarly, Figure 14(a) shows that $Q$ indeed decreases towards 0 for $0 < \alpha < \frac{1}{3}$; again, this decrease is slower the closer $\alpha$ is to $\alpha = \frac{1}{3}$. The computed final curves in panel (b) show that the corresponding curves indeed no longer approach a circular shape but, rather, flatten out. In the process, the curvature at the two points of maximal curvature on the ellipse appears to increase beyond any bound, while the curvature along two arcs connecting them decreases towards zero. We conclude that the curve approaches a double-covered straight line segment and the radial distance function $r_C$, when rescaled to fixed arclength $L = 4$ of the curve, converges to the discontinuous function that takes the value 1 at $\phi^*, \phi^* + \pi$ and is identically zero elsewhere. This explains why the limit cannot be reached with our algorithm, because it assumes smoothness of $r_C$. Nevertheless, Figure 14 is clear numerical evidence that for $0 < \alpha < \frac{1}{3}$ the isoperimetric quotient $Q$ approaches zero as $t \to t_{\text{max}}$.

We now show that the same phenomenon occurs for a typical curve without any symmetry. Figure 15 shows the evolution of the standard curve 38 under 5 with $c = 0$ for the same values of $0 < \alpha \leq 1$; again, panel (a) presents the time series of $Q$, while panel (b) shows the corresponding final curves. The computations are for an arclength-uniform mesh with $N = 80$ points and remeshing at every 10th time step with $S = 10^{-5}$. Also for the standard curve there is a clear dichotomy: for $\frac{1}{3} < \alpha \leq 1$ the curve becomes a circle in the limit with $Q$ converging to 1, while for $0 < \alpha < \frac{1}{3}$ the isoperimetric quotient decreases towards 0. Note that in Figure 15(a) we only show $Q$ over the range $[0.85, 1]$; for $\alpha = 0.25, 0.125, 0.1$ the computation reaches the values $Q = 0.788, 0.386, 0.337$, respectively. While these evolutions stop well before reaching $Q = 0$, Figure 15 nevertheless constitutes numerical evidence that also a general curve attains this limit by converging to a double-covered straight interval (after rescaling). In particular, the radial distance function $r_C$, when rescaled to fixed arclength $L = 4$ of the curve, converges to the discontinuous function that takes the value 1 at $\phi^*, \phi^* + \pi$ and is identically zero elsewhere. Notice further from Figure 15 that the evolution for $\alpha = \frac{1}{3}$ converges to an ellipse, with $Q$ reaching a corresponding constant value; this illustrates the statement from 14 that any convex curve converges to an ellipse for $\alpha = \frac{1}{3}$. It appears that the (rescaled) interval on which the curve converges for $0 < \alpha \leq \frac{1}{3}$ is aligned with the long axis of this ellipse, which is in agreement with what we found for the standard ellipse in Figure 14.
Figure 16: Evolutions under $\mathbb{S}$ with $c = 0$ and $\alpha = 0.1$ of the $D_n$-symmetric curves with $n = 3$ and $\delta = 0.05$ (a), and with $n = 4$ and $\delta = 0.03$ (b), computed with an arclength-uniform mesh with $N = 60$ for $n = 3$ and $N = 64$ for $n = 4$, remeshing at every 10th time step and $S = 10^{-4}$. Shown are a selection of curves with their respective meshes and the trajectories of the stationary points; the computed final shape of the respective evolution is shown at the bottom right of each panel.

5.2.1 Curves with higher symmetry

Andrews [8] provided further insight into $\mathbb{S}$ with $c = 0$. First of all, for any $\alpha$, he showed that circles are homothetically contracting solutions and they are the only homothetic solutions for $\frac{1}{8} \leq \alpha < \frac{1}{3}$ and $\frac{1}{3} < \alpha \leq 1$. On the other hand, for $0 < \alpha < \frac{1}{8}$ there are, additionally, unique homothetic embedded curves (up to translation, rotation, and scaling) with $D_n$-symmetry. For any $0 < \alpha < \frac{1}{8}$ and for every $n$ satisfying $n < \sqrt{\frac{2+1}{\alpha}}$ there exists such a unique embedded curve. Expressed in terms of $\alpha$, this condition becomes

$$\alpha < \frac{1}{n^2 - 1}$$  \hspace{1cm} (44)

and, hence, homothetic $D_n$-invariant curves appear one by one as $\alpha$ is decreased. Moreover, as $\alpha$ approaches 0, each of these homothetic curves converges to the regular $n$-gon. Andrews’s statement, already mentioned above, that the isoperimetric quotient of a typical curve approaches 0 is not contradicting the existence of the $D_n$-symmetric homothetic solutions because these, according to Andrews, are not attractors. To illustrate these results we now investigate the evolution of initial curves $\Gamma$ with $D_n$-symmetry for different values of $0 < \alpha < \frac{1}{8}$. Figure 16 to Figure 18 show evolutions of $D_n$-symmetric curves for $n = 3, 4, 5, 6$, namely for those given by

$$r(\varphi) = 0.5 + \delta \cos(n\varphi)$$  \hspace{1cm} (45)

with $n = 3$ and $\delta = 0.05$, with $n = 4$ and $\delta = 0.03$, with $n = 5$ and $\delta = 0.02$, and with $n = 6$ and $\delta = 0.01$. The evolutions were computed with an arclength-uniform mesh with $N = 60$ points for $n = 3, 5, 6$ and $N = 64$ points for $n = 4$; this ensures that the $2n$ extrema of the $D_n$-symmetric curve given by (45) occur at mesh points in all four cases. Here $S = 10^{-4}$ and remeshing was performed at every 10th time step. In each plot we show the first, the last and a selection of intermediate curves with their respective meshes; the computed final shape of the respective evolution is shown separately at the bottom right of each panel. Also shown are the trajectories of the stationary points: they all remain on the respective symmetry axes, thus, demonstrating that symmetry is indeed preserved during the computed evolutions.

Figure 16 illustrates the computation for $\alpha = 0.1$ and shows the evolutions of the above curves for $n = 3$ and $n = 4$. Here $\alpha = \frac{1}{10} < \frac{1}{8} = \frac{1}{3^2 - 1}$, and the curve with $D_3$-symmetry
Figure 17: Evolutions under $\alpha = 0.05$ of the $D_n$-symmetric curves with $n = 3$ and $\delta = 0.05$ (a), with $n = 4$ and $\delta = 0.03$ (b), with $n = 5$ and $\delta = 0.02$ (c), and with $n = 6$ and $\delta = 0.01$ (d), computed with an arclength-uniform mesh with $N = 64$ for $n = 4$ and $N = 60$ otherwise, remeshing at every 10th time step and $S = 10^{-4}$. Shown are a selection of curves with their respective meshes and the trajectories of the stationary points; the computed final shape of the respective evolution is shown at the bottom right of each panel.

In panel (a) becomes more triangular in the sense that the curvature at the three points of maximal curvature increases considerably. The $D_4$-symmetric curve in panel (b), on the other hand, converges to the circle since $\frac{1}{\sqrt{4} - 1} < \frac{1}{10} = \alpha$; in particular, the curvature at the four points of maximal curvature decreases.

Figure 17 illustrates the computations for $\alpha = 0.05$ and shows the evolutions of the above curves for $n = 3$ up to $n = 6$. Now $\alpha = \frac{4}{40} < \frac{1}{15} = \frac{1}{\sqrt{4} - 1} < \frac{1}{\sqrt{5} - 1} = \frac{1}{2}$, and the curves with $D_3$-symmetry in panel (a) and with $D_4$-symmetry in panel (b) approach a triangular and a square shape, respectively. In particular, the final curve with $D_3$-symmetry appears to develop corners, that is, large curvature maxima, and seems already quite close to the equilateral triangle (regular 3-gon). The final curve with $D_4$-symmetry is still further away from the square (regular 4-gon), but the curvature at the four points of maximal curvature is clearly increasing. The curves with $D_5$ and $D_6$ symmetry in panels (c) and (d), on the other hand, converge to the circle since $\frac{1}{\sqrt{5} - 1} = \frac{1}{24} < \frac{1}{20} = \alpha$. Note that the convergence to the circle of the $D_5$-symmetric curve is quite slow: while the curve in Figure 17(c) has not quite converged to the circle, the curvature at the five points of maximal curvature is certainly decreasing.

Finally, Figure 18 is for $\alpha = 0.01$. Now $\alpha = \frac{1}{100} < \frac{1}{35} = \frac{1}{\sqrt{5} - 1}$ and the evolutions of all of the above curves for $n = 3$ up to $n = 6$ can be seen to approach the respective regular $n$-gon. Here $\alpha$ is quite close to 0 already and the points of maxima of the curvature are well on their way to becoming corners. This means that the radial distance function $r_C$ is getting quite close to losing differentiability at the corresponding $\varphi$-values when the computations stop.
Figure 18: Evolutions under $\mathcal{K}$ with $c = 0$ and $\alpha = 0.01$ of the $D_n$-symmetric curves with $n = 3$ and $\delta = 0.01$ (a), with $n = 4$ and $\delta = 0.03$ (b), with $n = 5$ and $\delta = 0.02$ (c), and with $n = 6$ and $\delta = 0.01$ (d), computed with an arclength-uniform mesh with $N = 64$ for $n = 4$ and $N = 60$ otherwise, remeshing at every 10th time step and $S = 10^{-4}$ and the centroid as the reference point. Shown are a selection of curves with their respective meshes and the trajectories of the stationary points; the computed final shape of the respective evolution is shown at the bottom right of each panel.

Figure 19: Evolution under $\mathcal{K}$ with $c = 0$ and $\alpha = 0.05$ (a) and $\alpha = 0.01$ (b) of the isoperimetric quotient $Q$ for the $D_n$-symmetric curves from Figure 17 and Figure 18 respectively; the horizontal dashed lines are at the values $Q_n$ of the regular $n$-gons.

Figure 16 to Figure 18 are numerical evidence that a typical curve $\Gamma \in \mathcal{C}$ with $D_n$-symmetry approaches for $0 < \alpha < \frac{1}{n^2 - 1} \leq \frac{1}{3}$ a curve that is quite close to the regular $n$-gon. As further confirmation of this conclusion, we show in Figure 19 the time series of the isoperimetric quotient $Q$ of the $D_n$-symmetric curves for $n = 3$ up to $n = 6$ from Figure 17 and Figure 18. In Figure 19 (a) for $\alpha = 0.05$ the isoperimetric quotient $Q$ converges to 1 when $n = 5$ and $n = 6$, because
Figure 20: Evolutions under \[ \text{5} \] with \( c = 0 \) and \( \alpha = 0.1 \) of the \( C_n \)-symmetric curves \[ \text{47} \] with \( n = 3, \delta = 0.05 \) and \( \xi = 0.01 \) (a), and with \( n = 4, \delta = 0.03 \) and \( \xi = 0.01 \) (b), computed with an arclength-uniform mesh with \( N = 60 \) for \( n = 3 \) and \( N = 64 \) for \( n = 4 \), remeshing at every 10th time step and \( S = 10^{-5} \). Shown are a selection of curves with their respective meshes and the trajectories of the stationary points; the computed final shape of the respective evolution is shown at the bottom right of each panel.

these curves approach a circle under evolution. The curves for \( n = 3 \) and \( n = 4 \) in panel (a) and all four curves in panel (b) for \( \alpha = 0.01 \), on the other hand, approach values \( Q_n^* \) in the range \( Q_n < Q_n^* < 1 \) where

\[
Q_n = \frac{\pi}{n} \cot \left( \frac{\pi}{n} \right)
\]  

(46)

is the isoperimetric quotient of the regular \( n \)-gon. The latter values are represented by the horizontal lines in Figure 19 at

\[
Q_3 = \frac{\sqrt{3}\pi}{9} \approx 0.6046, \quad Q_4 = \frac{\pi}{4} \approx 0.7854,
\]

\[
Q_5 = \frac{\pi}{5} \sqrt{1 + \frac{2}{5}} \approx 0.8648 \quad \text{and} \quad Q_6 = \frac{\sqrt{3}\pi}{6} = \approx 0.9069.
\]

The convergence of \( Q \) appears to be faster the smaller \( \alpha \); compare panels (a) and (b). We observe that, before the computation stops, each computed time series reaches a constant value seemingly above the limit \( Q_n^* \), which in turn is above the value \( Q_n \) of the \( n \)-gon shown in Figure 19. We found that this plateau-ing results from the finite mesh representation of the curve with piecewise polynomials of a given overall smoothness, in light of large curvature at the \( n \) points of maximal curvature.

In accordance with the result of Andrews, we have that \( Q_n^* \rightarrow Q_n \) as \( \alpha \rightarrow 0 \). In other words, at the \( n \) points of its maxima the curvature goes to infinity as \( \alpha \) approaches 0. On the other hand, it is also clear that \( Q_n^* = Q_n \) cannot be achieved for any \( 0 < \alpha \) because polygons are not invariant under \[ \text{5} \]. It remains a considerable challenge to push the calculations further to determine the shape and the associated isoperimetric quotient \( Q_n^* \) of the limiting homothetic curve as a function of \( \alpha \) satisfying \[ \text{44} \].

5.2.2 Convergence to \( D_n \)-symmetric curves

Figure 20 shows the evolutions under \[ \text{5} \] with \( c = 0 \) and \( \alpha = 0.1 \) of two curves that are invariant under the rotational subgroup \( C_n \subset D_n \). More specifically, the curves are defined by

\[
r(\varphi) = 0.5 + \delta \cos(n\varphi) + \xi \cos(2n\varphi + \frac{\pi}{5})
\]

(47)
with $n = 3$ and $\delta = 0.05$ and $\xi = 0.01$ in panel (a), and with $n = 4$, $\delta = 0.03$ and $\xi = 0.01$ in panel (b), respectively. The computations use an arclength-uniform mesh with $N = 60$ points for $n = 3$ and $N = 64$ points for $n = 4$ with $S = 10^{-5}$ and remeshing at every 10th time step. Note that the parameter $\xi$ in [47] breaks the reflectional symmetry of the $D_n$-symmetric curves defined by [47] hence, the curves shown in Figure 20 are symmetry broken perturbations of the curves from Figure [16]. During the evolutions shown in Figure 20 each curve with $C_n$-symmetry approaches the same limit as the corresponding curve with $D_n$-symmetry. In particular, trajectories of critical points swiftly approach lines through the final point with angles $\frac{\pi}{n}$ between them. This suggests that for $n \geq 3$, if condition 44 on $\alpha$ is satisfied, the subspace of $D_n$-symmetric curves is attracting in the space of $C_n$-symmetric curves. This illustrates Theorem 7.5. from [6] stating that, curves with $C_n$-symmetry converge to the homothetic solutions with $D_n$-symmetry for any $\alpha$ below the bound given by [44].

Our computations and observations also illustrate a phenomenon related to Bloore’s theorem for the Bloore flow [3] on the stability of the sphere in [12] where he showed that Fourier terms decay in reverse order. Since each single Fourier term corresponds to a $D_n$-symmetric shape, we expect that $D_n$ symmetry (the symmetry of the last surviving Fourier term) will be attracting in the Bloore flow. What we observed here is in agreement with the results of Andrews [4, 6, 7] and suggests that this property may be more general and apply to a broader class of flows.

6 Conclusions and Outlook

We presented an algorithm for computing evolutions of planar star-like curves under a geometric flow, where each curve is represented by a piecewise polynomial periodic radial distance function $r(\varphi)$ with respect to a chosen reference point. Hence, all information of the curve, including the positions of critical points of $r$ and of the curvature, can be computed from this representation explicitly without the need for numerical differentiation. Employing a phase-uniform or an arclength-uniform mesh, as appropriate, and mesh refinement along increasingly smaller timesteps as determined from the overall curvature, allows us to compute the evolution of the shape of the curve as well as the trajectories of critical points. This was demonstrated with several test-case examples, and two dedicated studies of specific properties of the Andrews-Bloore flow [5].

More specifically, we illustrated that the number $n_C(t)$ of stationary points of a typical curve decreases under the curve-shortening flow [1] (given by [5] with $c = 1$ and $\alpha = 1$) to four, where the remaining four stationary points approach the final point tangent to two perpendicular lines. We also confirmed [1] stating that the ultimate point $U$ produces a monotonic evolution of $n_C(t)$ that ends in a manner analogous to the evolution of the stationary points of the curve. Moreover, we presented evidence for [2] stating that the number $n_C(t)$ of critical points of the curvature is also monotonically decreasing and, likewise, ends at four as the evolution of the stationary points. Finally, we investigated evolutions of different types of curves under [5] for $c = 0$ and $0 < \alpha < 1$, which is a case studied extensively by Andrews [3, 6, 7]. Our computations suggest that our conjecture regarding the stationary points, which was formulated for $\alpha = 1$, holds more widely over the entire range $0 < \alpha < 1$, including when $0 < \alpha < \frac{1}{3}$ when the limit shape of the curve is not a circle but an interval. This, in turn, can be phrased as the statement that the space of $D_2$-symmetric curves is normally hyperbolic; more generally, we showed that the space of $D_n$-symmetric curves is attracting in the space of $C_n$-symmetric curves.

There are clearly quite a number of avenues for future research. For example, smooth curves may have limits with developing corners of very large or even infinite curvature, while other parts of the limiting shape may become virtually flat. This poses a problem for the present implementation, as it requires very fine meshes, which are presently chosen to be uniform in phase or arclength. A way of getting closer to such limits is to implement (possibly different
types of) curvature-dependent meshes; as was done recently in the context of finite difference methods [44]. This and other improvements, such as the use of other integrators or interpolating functions, for example, those based on Chebyshev polynomials [26, 59], can be formulated and tested within the framework of the general algorithm as presented here.

A challenging and practically very relevant direction for future research is the development of an algorithm for computing shape and critical point evolution of compact surfaces under curvature flows. The general framework and the algorithm presented here have been developed with the evolution of surfaces in mind, such as pebbles under abrasion. Indeed, they generalize to this case (and, in fact, to compact surfaces in any dimension) as follows. Any star-like surface can be represented uniquely by a distance function over the sphere $\mathbb{S}^2$ with respect to a suitable reference point. The normal and the considered type of curvature at every point can be computed from this spherical representation. The general algorithm then applies in the same way: at each step the surface is represented piecewise by functions of two variables (of some chosen class) over the triangles of a triangulation with respect to a chosen mesh on $\mathbb{S}^2$; the mesh is then evolved by an Euler step at the mesh point; subsequently, the new representation by piecewise polynomials is computed with respect to the reference point (which may be fixed or again the moving centroid), possibly with remeshing. While this general scheme is quite straightforward at a conceptual level, any implementation faces a number of serious challenges. First of all, one needs to choose variables on the sphere, such as Euler angles or stereographic coordinates, as arguments of the distance function and this introduces singularities. A related problem is that generating a uniform mesh on the sphere or more general compact surface without boundary is not as straightforward as for the circle. Finally, the most serious challenge is the choice of the space of functions that are used to represent the surface piecewise over the triangles of a triangulation of the sphere or surface as induced by the chosen mesh. Linear elements give a continuous representation of the surface in the form of a polytope, which may have large numbers of spurious critical points [23]; moreover, the curvature is encoded only by the angle deficit at the mesh point. What is needed is an approximate surface of a prescribed overall smoothness to ensure a more accurate approximation of shape indicators. Requiring differentiability across the edges of the triangulation seems natural, but polynomials of a fixed degree are not able to satisfy this condition (at infinitely many points). One approach may be to require smoothness only at certain points along an edge, or to consider entirely different classes of functions; for example, Chebyshev polynomials over the sphere could be promising in this regard [56]. The key challenge is to find a good compromise between choosing a workable, reasonably low-dimensional function space that still generates a faithful representation of shape indicators and, in particular, stationary points and critical points of the curvature.
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A Arclength parameterization and existence of polar parameterization

Consider a planar curve $\Gamma$ that is closed and simple (has no points of self-intersection). By general theory, $\Gamma$ has an arclength parameterization
\begin{equation}
\tilde{\gamma} : [0, L] \to \mathbb{R}^2
\end{equation}

\begin{equation}
s \mapsto \tilde{\gamma}(s) = \left( \tilde{\gamma}_x(s), \tilde{\gamma}_y(s) \right)
\end{equation}

with unit tangent vectors, that is,
\begin{equation}
\left\| \frac{d\tilde{\gamma}}{ds}(s) \right\| = 1.
\end{equation}

Here $s$ is the arclength parameter, $L$ is its total arclength and, as before, we assume that $\Gamma$ is sufficiently smooth so that all required derivatives exist. Because $\Gamma$ is closed, $\tilde{\gamma}(0) = \tilde{\gamma}(L)$ and the interval $[0, L]$ is a fundamental interval of the covering space $\mathbb{R}$ of the circle $L\mathbb{S}^1$. In other words, the parameterization $\tilde{\gamma}$ is an embedding (because $\Gamma$ is simple) of the circle into the plane, that is, $\Gamma = \tilde{\gamma}(L\mathbb{S}^1)$. For the arclength parameterization the normal is
\begin{equation}
\tilde{n}(s) = \text{id} \frac{d\tilde{\gamma}}{ds}(s)
\end{equation}

and the (signed) curvature is
\begin{equation}
\tilde{\kappa}(s) = \tilde{n}(s) \cdot \frac{d^2\tilde{\gamma}}{ds^2} = \text{det} \left[ \frac{d\tilde{\gamma}_x}{ds} \frac{d^2\tilde{\gamma}_y}{ds^2} - \frac{d\tilde{\gamma}_y}{ds} \frac{d^2\tilde{\gamma}_x}{ds^2} \right].
\end{equation}

Throughout, the tilde indicates that the respective function is a function of the arclength parameter $s$. Note that the normal is the counter-clockwise rotation of the tangent, and we assume the usual orientation convention for a simple closed curve that the normal $\tilde{n}(s)$ as defined by 50 points inwards. Hence, the vector $\frac{d^2\tilde{\gamma}}{ds^2}$ is directed towards the center of curvature, that is, the center of the osculating circle which lies in $\text{span}(\tilde{n}(s))$. This means that $\tilde{\kappa}(s)$ is positive when the curve $\Gamma$ is curved inwards and negative when $\Gamma$ is curved outwards. The curvature changes generically from inwards to outwards at (regular) zeros of $\tilde{\kappa}(s)$, which are inflection points of the curve $\Gamma$.

While the arclength parameterization of a curve $\Gamma$ is ideal from a theory perspective, using it in an algorithm requires one to find it in explicit form. For a simple closed curve this means in practice that one needs to find a parameterization of $\Gamma$ over the circle $L\mathbb{S}^1$, which can then be turned into an arclength parameterization by normalization of the periodic variable $\varphi$ with the arclength integral from $[0, L]$. This is achieved by the polar parameterization with respect to a chosen reference point as introduced in [2].

We now further clarify when a polar parameterization exists and what points can be chosen as reference points. For any given simple closed curve $\Gamma$ with arclength parameterization the polar map with pole $P \in \mathbb{R}^2$, given by
\begin{equation}
L\mathbb{S}^1 \to (\mathbb{R}^+, 2\pi\mathbb{S}^1)
\end{equation}

\begin{equation}
s \mapsto (\tilde{r}_p(s), \tilde{\varphi}_p(s))
\end{equation}

with $\tilde{r}(s) = \tilde{r}_p(s) := \|\tilde{\gamma}(s) - P\|$ and $\tilde{\varphi}(s) = \tilde{\varphi}_p(s)$ defined by $e^{i\tilde{\varphi}_p(s)} = \frac{\tilde{\gamma}(s) - P}{\|\tilde{\gamma}(s) - P\|}$,

assigns to any point $\tilde{\gamma}(s) \in \Gamma$ the radial radial distance $\tilde{r}(s) = \tilde{r}_p(s)$ from and angle $\tilde{\varphi}(s) = \tilde{\varphi}_p(s)$ with respect to the pole $P$. Importantly, the polar map [52] exists and is well defined for any point $P \in \mathbb{R}^2$; note that the radial distance function $\tilde{r}$ is strictly positive for $P \notin \Gamma$. 
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Figure 21: A star-like curve whose centroid $C$ is not a reference point (a), and a nonconvex star-like curve whose centroid $C$ can be chosen as a reference point (b). Also shown are the stationary points (red dots), the inflection points (blue dots) and their tangent lines (blue lines), which bound the set of reference points (shaded).

When $P$ lies outside $\Gamma$ the winding number of $\Gamma$ with respect to $P$ is zero and the graph of the component map $\tilde{\varphi}$ is a $1:0$ torus knot on the torus $L S^1 \times 2 \pi S^1$; in particular, $\tilde{\varphi}$ is not a circle map. For $P$ in its interior, on the other hand, the curve $\Gamma$ winds around $P$ exactly once and $\tilde{\varphi}$ is a circle map (and orientation preserving because of the convention that $n(s)$ points inward). In particular, its graph is a $1:1$ torus knot on $L S^1 \times 2 \pi S^1$ and $\tilde{\varphi}$ is surjective. However, the periodic map $\tilde{\varphi}$ is generally not injective because it may have critical points where $\frac{d^2 \tilde{\varphi}}{ds^2}(s^*) = 0$, which, generically, come in pairs of a minimum and a maximum; geometrically, at an extremum $s^*$ of $\tilde{\varphi}$ there is a tangency of the ray though $P$ with angle $\tilde{\varphi}(s^*)$ with the curve $\Gamma$. A pair of extrema (dis)appears generically (when the pole $P$ or the curve $\Gamma$ are varied smoothly) at a cubic critical point where also $\frac{d^3 \tilde{\varphi}}{ds^3}(s^*) = 0$; compare with 2.3.

This discussion shows that the map $\tilde{\varphi}$ is injective, that is, does not have critical points, if and only if all rays from the interior point $P$ intersect the curve $\Gamma$ transversely. This exactly means that $P$ can be chosen as a reference point and, hence, $\Gamma$ is star-like. Since $\tilde{\varphi}$ is surjective, its injectivity means that the inverse $\tilde{\varphi}^{-1}$ exists, so that the arclength $s$ can be expressed as a function of $\varphi \in [-\pi, \pi]$. The polar parameterization with reference point $O = P$ is then

$$r_O(\varphi) = \tilde{r}_o(\tilde{\varphi}^{-1}(\varphi)) = \tilde{r}_o(s(\varphi))$$

with $\gamma_o(\varphi) = r_o(\varphi)e^{i\varphi}$ as given by 6; here $r_O$ and $\gamma_o$ appear without a tilde to indicate that they are functions of the phase angle $\varphi$.

The condition that all rays from $O$ intersect the curve transversely is an open property and, hence, all reference points form an open subset of the interior of $\Gamma$. Geometrically, if a point light source is placed at a point reference point then the curve $\Gamma$ is illuminated in its entirety (here we use straight-ray optics). In contrast, a point light source placed at a point from the open complement of the set of reference points will leave parts of $\Gamma$ unlit because there will be at least one ray that has multiple intersections with $\Gamma$ (which hence overshadows itself). This implies that the set of reference points is bounded by the tangent lines through the inflection points of $\Gamma$, where the curvature $\tilde{\kappa}$ is zero and the curve changes from being curved inwards to outwards. In particular, the boundary of the set of reference points is a union of straight line segments and arcs of $\Gamma$ that are positively curved. It follows that the set of reference points is convex; it may or may not contain the centroid $C$ of the curve $\Gamma$, as is shown with two examples in Figure 21. A convex curve does not have inflection points and any point in its interior can serve as a reference point for polar coordinates. This shows that star-like curves, which are exactly the curves that admit a polar parameterization, are indeed a mild generalization of convex curves.
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