Quantum optical levitation of a mirror
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While the levitating mirror has seen renewed interest lately, relatively little is known about its quantum behaviour. In this paper we present a quantum theory of a one dimensional levitating mirror. The mirror forms a part of a Fabry-Pérot cavity where the circulating intracavity field supports the mirror through radiation pressure alone. We find a blue and red detuned steady-state of which only the blue detuned solution with damping on the mirror and cavity is stable. We find strong entanglement (15-20 ebits) between the mirror output and cavity output and squeezing in the mirror output.

I. INTRODUCTION

Levitation by light is an accessible stage where we can see the push and pull between gravity and quantum physics. Optomechanical systems such as pendula, in which gravity provides part of the restoring force, have proven to be extremely versatile, with applications ranging from the generation of squeezed light [11, 12], to laser cooling of harmonic oscillators [3, 4], to precision metrology [5, 6], with mirror masses from the nanoscale [7] to the kiloscale [8]. Such macroscopic optomechanical systems have opened up the possibility of testing quantum-gravity interaction models [9, 10].

The ultimate such system, often invoked as a gedanken experiment, is when a mirror is solely suspended by radiation pressure. Such levitating systems have been proposed as a way to reduce noise and decoherence from unwanted coupling [11, 12]. As a low-dissipative and macroscopic optomechanical system, the levitating mirror has been of renewed interest lately, with a tripod [13] and a double Fabry-Pérot cavity [14] both recently proposed as possible systems. Mirrors and nano-particles supported by optical tweezers (with gravity neglected) have been analysed quantum mechanically [15, 16] However, there has not yet been a full quantum optomechanical analysis of a levitating mirror for which gravity and radiation pressure are the only restoring forces.

In this paper, we derive the quantum theory for a one dimensional levitating mirror and examine its stability and dynamics in an experimentally relevant regime. We find significant damping of the mirror is required to achieve stability and strong entanglement is generated between the mirror and the driving field. We also consider the effective temperature due to both the driven mirror dynamics and absorption effects, and show that in practice this will make any entanglement difficult to observe in this configuration.

II. SYSTEM HAMILTONIAN

Let us consider a one dimensional Hamiltonian for a Fabry-Pérot cavity where the lower mirror is stationary and the upper mirror (henceforth, referred to as the mirror) is free to move along the cavity axis. We will couple a laser into the cavity, which will support the mirror by radiation pressure alone. ̂q and ̂p are the position and momentum operators of the mirror, measured from a resting length L (see Fig. 1) and ̂ΩL( ̂q) = 2πc is the position dependent resonant frequency of the cavity, with j labeling the jth mode of the cavity to which the laser is coupled. ̂a and ̂a† are the annihilation and creation operators of the intracavity mode with the commutation relation [ ̂a, ̂a†] = 1 and [ ̂q, ̂p] = iℏ. In the rotating frame of the laser frequency ΩL, the Hamiltonian is

$$H = \frac{\hat{p}^2}{2m} - mg\hat{q} + \hbar \left( \hat{\Omega}_L(\hat{q}) - \Omega_L \right) \hat{a}^\dagger \hat{a}. \quad (1)$$

We use input-output theory to probe the behaviour of the system. To model the coupling of the laser into the cavity, absorption of the cavity field by the mirror and the interaction of the system with the environment, we will assume that the cavity and the mirror are individually coupled to Markovian baths [18]. The mirror has almost perfect reflectivity while the lower stationary mirror is the input-output port to which the laser is coupled. This leads to the operator equations of motion [18, 19] for the cavity and the mirror

$$\dot{\hat{a}} = -\frac{\kappa}{2} + i \left( \hat{\Omega}_L(\hat{q}) - \Omega_L \right) \hat{a} + \sqrt{\kappa} \hat{a}_\text{in} + \sqrt{\eta} \hat{a}_\text{m,in}, \quad (2)$$

$$\dot{\hat{q}} = \frac{\hat{p}}{m} \quad (3)$$

$$\dot{\hat{p}} = mg - \frac{\hbar \hat{\Omega}_L(\hat{q})}{j\pi c} \hat{a}^\dagger \hat{a} - \frac{\Gamma}{2} \hat{p} + \sqrt{\Gamma} \hat{p}_\text{in}, \quad (4)$$

where $\hat{p}_\text{in}$ is the input momentum due to the mirror bath and $\Gamma$ is the damping due to the mirror’s bath. $\hat{a}_\text{m,in}$ is the input due to the cavity’s bath and $\kappa$ is the damping rate due to the cavity’s bath. Similarly $\hat{a}_\text{m,in}$ is the input
due to the mirror absorption mechanism and the $\eta$ is the damping rate due to the mirror’s bath which will take as zero until we consider thermalisation in Section VIII. Hence, we assume initially that the cavity damping $\kappa$ is due solely to the reflectivity of the fixed, lower mirror while the mirror damping $\Gamma$ is ultimately due to radiative damping.

We will assume that these operators $\hat{O}$ can be written as $\hat{O} = \hat{O}_{SS} + \delta \hat{O}$ composed of a steady-state solution $\langle \hat{O} \rangle = \hat{O}_{SS}$ and a fluctuating component, $\delta \hat{O}$, that is small, $\langle \delta \hat{O} \delta \hat{O} \rangle \ll \hat{O}_{SS}^2$, and has zero expectation, $\langle \delta \hat{O} \rangle = 0$. To derive semi-classical steady-state equations, we take the expectation value of the equations and set $\langle \hat{a} \rangle = \langle \hat{q} \rangle = \langle \hat{p} \rangle = 0$. We will also require that $\hat{q}_{in,SS} = \hat{p}_{in,SS} = 0$ as there is no coherent force on the mirror. In contrast $\hat{a}_{in,SS}$ is non-zero as the bath input is a coherent laser beam that provides the power to levitate the mirror. Defining the steady-state cavity number $N_c$, we define $\hat{N}_{in} = \langle \hat{a}_{in} \hat{a}_{in} \rangle \approx \langle \hat{a}_{in} \hat{a}_{in} \rangle (\hat{a}_{in})$, we find that there are two steady-state solutions, $q_1, N_{c,1}$ and $q_2, N_{c,2}$.

We define $\tilde{N}_{in} \equiv N_{in}/mg$ such that the steady-state $q_i$ and $\tilde{N}_{c,i}$ can be written as $q_i = q_i(\tilde{N}_{in}, \Omega_L, j, L, \kappa)$ and $\tilde{N}_{c,i} = \tilde{N}_{c,i}(\tilde{N}_{in}, \Omega_L, j, L, \kappa)$.

III. CONDITIONS OF PARAMETERS AND DETUNING

As the laser enters the cavity it should couple with the mode $j$ with the closest frequency or smallest ‘detuning’ $\Delta \equiv \frac{\pi c}{L}q - \Omega_L$. We will thus approximate $j = \text{Round} \left( \frac{\Omega_L}{\pi c} \right)$. In particular, to ensure that we are really only addressing one mode, we require that $\Delta \ll \frac{\pi c}{L}q$, which means that the detuning is small with respect to the frequency spacing $\frac{\pi c}{L}q$ between the modes in the cavity. Furthermore, the damping rate $\kappa$ for a good cavity must be much smaller than the frequencies in play such as $\Omega_L$ and $\Omega_c$; therefore, we also require that $\frac{\kappa}{\pi c} \ll 1$.

In optomechanical systems the detuning can either ‘cool’ or ‘heat’ the oscillator. Downward phonon (mirror excitons) number transitions are enhanced when you have red detuning ($\Delta > 0$) while for blue detuning ($\Delta < 0$) upward transitions are enhanced [13]. The cooling from red detuning is a problem for our floating mirror, as it can continue to lose energy by falling lower. This suggests that only blue detuned solutions with sufficient damping on the mirror can be stable. Given the importance of the detuning, we need to determine the detuning of the two steady-state solutions. To do this, we need to have reasonable estimates of the steady state parameters. Let us consider the simplest case of a black object that is levitated by a laser that must be supported by laser power $P = hN_{in}\Omega_L = mgc$, where $N_{in}$ has dimensions of photons per second. This gives us a rough idea of how large $N_{in}$ should be and suggests defining a dimensionless power $\tilde{P} = \frac{P}{mgc} = \frac{hN_{in}\Omega_L}{c}$. With this definition we can show that the parameter dependence of the detuning is $\Delta = \Delta(\tilde{P}, \Omega_L, L, \kappa)$. If we set $\tilde{P} \approx mgc$ and assume the conditions specified above we find that $\Delta_1 < 0$ and $\Delta_2 > 0$, that is, the first solution is blue detuned while the second is red detuned [21]. Later we will vary $\tilde{P}$, but the conclusions about the detuning of steady-state solutions will still hold.

In our system, the mirror can be said to be floating on a ‘bed’ of photons that act like a spring. The mirror is not naturally a harmonic oscillator; only the perturbations of the mirror around the steady state act like a harmonic oscillator. Recalling our previous definition for the linearisation $\delta \hat{O} = \langle \hat{O} \rangle + \delta \hat{O}$, for small variations of $\hat{p}, \hat{q}, \hat{a}$ and $\hat{a}^\dagger$, we define

\[ \delta \hat{q} = \sqrt{\frac{\hbar}{2m\Omega_L}} \left( \delta \hat{b} + \delta \hat{b}^\dagger \right), \]  
\[ \delta \hat{p} = i\sqrt{\frac{\hbar m\Omega_M}{2}} \left( \delta \hat{b}^\dagger - \delta \hat{b} \right), \]  

where the mirror frequency $\Omega_M^2 = \frac{2\pi c^2 N_{in}}{m_{ij} \pi c^2}$ and the cou-
pling strength \( g_C = \frac{\Omega^2}{2\pi c} \sqrt{\frac{\hbar}{2m\Omega_M}} \alpha \). Assuming that \( \alpha \) is real (which is an arbitrary choice of phase reference), our linearised Hamiltonian with the rotating wave approximation is

\[
\delta H = \hbar \Delta \delta \hat{a} \delta \hat{a} + \hbar \Omega_M \delta \hat{b} \delta \hat{b} + \hbar g_C \left( \delta \hat{a} \delta \hat{a}^\dagger \right) \left( \delta \hat{b} + \delta \hat{b}^\dagger \right). \tag{7}
\]

The perturbations of the mirror (\( \delta \hat{b} \)) act like a harmonic mechanical oscillator with a frequency \( \Omega_M \) that couples to the perturbations of the intra-cavity field (\( \delta \hat{a} \)) with coupling strength \( g_C \). Equation (7) has the exact same form as a standard linearised optomechanical Hamiltonian. However, in contrast to standard optomechanical systems where the Hamiltonian parameters are independent and freely variable, the frequency for the mirror oscillator \( \Omega_M \) and the coupling \( g_C \) are dependent on the steady state solutions.

Dropping the \( \delta \)'s for clarity of notation, the linearised equations of motion are

\[
\frac{d}{dt} \begin{pmatrix} \hat{b} \\ \hat{b}^\dagger \\ \hat{a} \\ \hat{a}^\dagger \end{pmatrix} = A \begin{pmatrix} \hat{b} \\ \hat{b}^\dagger \\ \hat{a} \\ \hat{a}^\dagger \end{pmatrix} + \begin{pmatrix} \sqrt{T \hat{b}_m} \\ \sqrt{T \hat{b}_m^\dagger} \\ \sqrt{\kappa \hat{a}_m} \\ \sqrt{\kappa \hat{a}_m^\dagger} \end{pmatrix}, \tag{8}
\]

where

\[
A = \begin{pmatrix} -\frac{\Gamma_0}{2} - i\Omega_M & 0 & -ig_C & -ig_C \\ 0 & -\frac{\Gamma_0}{2} + i\Omega_M & ig_C & ig_C \\ -ig_C & -ig_C & -\frac{\Gamma_0}{2} - i\Delta & 0 \\ ig_C & ig_C & 0 & -\frac{\Gamma_0}{2} + i\Delta \end{pmatrix}. \tag{9}
\]

In contrast to the steady state solutions, quantities in the linearised fluctuation theory have slightly different parameter dependence. The detuning is \( \Delta = \Delta(P, \Omega_M, L, \kappa, g) \), but the mechanical frequency and coupling have additional dependence on \( g \): \( \Omega_M = \Omega_M(P, \Omega_M, L, \kappa, g) \) and \( g_C = g_C(P, \Omega_M, L, \kappa, g) \). While we do not indicate dependence on \( c \) and \( \hbar \), those being constants of nature, we do indicate a dependence on \( g \) as this might be a parameter that could be changed by accelerating the system or locating it at different heights.

Parameters—As we will be considering a table top experiment, for this paper we will set \( L = 5 \text{ cm}, g = 9.81 \text{ ms}^{-2}, c = 3 \times 10^8 \text{ ms}^{-1}, \lambda_L = 1050 \text{ nm} \). The simplest parameter for the experimentalist to change is the laser power, which is encapsulated by changes in \( P \). This has the added advantage of also visualising changes in the mass, as the steady state solutions are a function of \( P \) and not mass or laser power alone.

### IV. STABILITY

Being blue detuned does not ensure that the linearised equations are stable oscillations around the steady state. Therefore, we impose the condition that the real parts of the eigenvalues of \( A \) are less than or equal to zero. This prevents the linearised solutions from exponential growth in time. With this criteria, we find, in agreement with our previous discussion, that the red detuned solution is always unstable while for sufficient damping in \( \kappa \) and \( \Gamma \) we can find a stable blue detuned solution (see Fig. 2). We also note that we must have damping in both \( \kappa \) and \( \Gamma \) for a stable solution to exist. While we can control \( \kappa \) by adjusting the reflectivity, we do not have a similarly straightforward method for tuning the mirror radiative damping. In principle radiative damping could be controlled by the physical properties of the mirror or by introducing a second cavity above the floating mirror to enhance radiation at particular frequencies. We will discuss this later in the paper. To ensure stability, unless otherwise stated, we now only consider the blue detuned solution and we will set \( \kappa = 1.35 \times 10^7 \text{ rad s}^{-1} \) and \( \Gamma = 1 \times 10^4 \text{ rad s}^{-1} \).

Interestingly for this set of parameters, the mechanical frequency \( \Omega_M \sim O(10) \) is significantly less than all other fluctuation dynamics (\( g_C, |\Delta| \gtrsim 10^6 \)) although, as we show later, the driven mechanical frequency is much higher as seen by the resonant frequency at which entanglement and squeezing occurs.

### V. FREQUENCY SPACE SOLUTION TO LINEARISED EQUATIONS OF MOTION

We want to find a solution to Eq. (8) in the frequency domain. Note that we are using Fourier transforms of the conjugate, \( \hat{a}^\dagger(\omega) \) instead of conjugates of the Fourier transform, \( \hat{a}(\omega) \). The two definitions are related by \( \hat{a}^\dagger(\omega) = a(\omega)^\dagger \). With these definitions the solution to the equations of motion in frequency space are

\[
\begin{pmatrix} \hat{b} \\ \hat{b}^\dagger \\ \hat{a} \\ \hat{a}^\dagger \end{pmatrix} = T \begin{pmatrix} \sqrt{T \hat{b}_m} \\ \sqrt{T \hat{b}_m^\dagger} \\ \sqrt{\kappa \hat{a}_m} \\ \sqrt{\kappa \hat{a}_m^\dagger} \end{pmatrix}
\]

where

\[
T = \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1 \end{pmatrix}.
\]
$T = (-iωI - A)^{-1}$. 

The input-output relations [18, 19] are $\hat{a}_{\text{out}}(\omega) = \hat{a}_{\text{in}}(\omega) - \sqrt{\pi}\hat{a}(\omega)$ and $\hat{b}_{\text{out}}(\omega) = \hat{b}_{\text{in}}(\omega) - \sqrt{\pi}\hat{b}(\omega)$. These relate input and system operators to measurable output operators. From these we define the position and momentum frequency quadratures to be $\hat{Q}_{\text{in}}(t) = \frac{1}{\sqrt{\pi}}(\hat{a}_{\text{in}}(\theta) + \hat{a}_{\text{out}}(\omega))$ and $\hat{P}_{\text{out}}(t) = \frac{1}{\sqrt{\pi}}(\hat{a}_{\text{in}}(\theta) - \hat{a}_{\text{out}}(\omega))$ respectively. We also define the quadratures in a similar way for $\hat{b}_{\text{in}}$. 

Covariance matrix—It is known that Hamiltonians that are bilinear in creation and annihilation operators preserve and create Gaussian states [23, 24]. Gaussian states are quantum states that are described by Gaussian Wigner functions which are fully characterised by their covariance matrices. As our linearised Hamiltonian is bilinear in operators, we will characterise our system using covariance matrices. Covariance matrices are usually defined from the quadrature operators. However, the frequency quadratures that we have used so far are only Hermitian when there is zero detuning. In the presence of detuning they are not directly measurable as they are not Hermitian. If we use homodyne detection, what we measure is the time domain quadratures $\hat{Q}_{\text{in}}(t)$ and $\hat{P}_{\text{out}}(t)$ where $i,j,\ldots \in \{a,b\}$ indicate the mode. For this section we will suppress the output subscript for legibility. To get the proper frequency quadratures, we mix-down the time domain quadratures with a cosine [24] to get the symmetric, Hermitian quadrature $\hat{Q}_{\text{sym}}(\omega) = \sqrt{\frac{2}{\pi}} \int dt \frac{\cos(\omega t)}{\sqrt{2}} \hat{Q}_{\text{in}}(t) = \frac{1}{\sqrt{2}} \left( \hat{Q}_{\text{in}}(\omega) + \hat{Q}_{\text{in}}(-\omega) \right)$ and the accompanying sine mix-down gives the antisymmetric, Hermitian quadrature, $\hat{Q}_{\text{asy}}(\omega) = \frac{1}{\sqrt{2}} \left( \hat{Q}_{\text{in}}(\omega) - \hat{Q}_{\text{in}}(-\omega) \right)$, with similar expressions for the momentum quadratures. To simplify notation, we define the vector of quadratures $\hat{R}_{\text{in}}(\omega) = \left( \hat{Q}_{\text{sym}}, \hat{P}_{\text{sym}}, \hat{Q}_{\text{asy}}, \hat{P}_{\text{asy}} \right)$ from which we define the real and symmetric covariance matrix 

$$\sigma_{ij}(\omega) = \frac{1}{2} \left( \langle \hat{R}_{i} \hat{R}_{j} + \hat{R}_{j} \hat{R}_{i} \rangle - \langle \hat{R}_{i} \rangle \langle \hat{R}_{j} \rangle \right).$$

(10)

Because the matrix is symmetric, the general form of the covariance matrix is given by,

$$\sigma = \begin{pmatrix} \sigma_{b} & \sigma_{\text{upper}} \\ \sigma_{\text{upper}}^{T} & \sigma_{a} \end{pmatrix},$$

(11)

where $\sigma_{b}$ and $\sigma_{a}$ are symmetric submatrices of the mirror and cavity respectively; their cross-correlations are given by $\sigma_{\text{upper}}$. See the appendix for more information. For a given $\omega$ and steady state parameters, the submatrices $\sigma_{a}$ and $\sigma_{b}$ have off-diagonal terms. These off-diagonal terms indicate coupling between the symmetric and antisymmetric (cosine and sine) side-bands. While it is difficult to derive a closed-form expression, it can be shown that the two matrices can be independently diagonalized leading to two independent linear combinations of the symmetric and antisymmetric side-bands.

$$\frac{1}{2} \log_{2} \left[ \text{Det} \left( 2\sigma_{\text{out}} \right) \right]$$

Figure 3: A plot of the entropy of entanglement between the output of the mirror and cavity at different side-band frequencies $\omega$ with respect to the laser frequency, as a function of dimensionless laser power, $\tilde{P}$. Note that below $\tilde{P} \approx 0.00056$ the fluctuation analysis suggests the mirror is unstable. Parameters are: $L = 5$ cm, $\lambda_{L} = 1050$ nm, $\kappa = 1.35 \times 10^{7}$ rad s$^{-1}$ and $\Gamma = 1 \times 10^{4}$ rad s$^{-1}$.

VI. ENTROPY OF ENTANGLEMENT

For a bipartite pure Gaussian state, the Rényi-2 entropy of entanglement (von Neumann entropy) is defined as [24]

$$\mathcal{E}_{2} (\sigma_{a:b}) = \frac{1}{2} \log_{2} \left[ \text{Det} \left( 2\sigma_{a} \right) \right]$$

(12)

$$= \frac{1}{2} \log_{2} \left[ \text{Det} \left( 2\sigma_{b} \right) \right].$$

(13)

This characterises the entanglement between the two subsystems, $a$ and $b$. Given an input vacuum state, we can calculate the entanglement between the output of the mirror and cavity (see Fig. 3). At larger $\tilde{P}$ the coupling strength decreases; this is manifest in the decreasing entanglement at larger $\tilde{P}$. The location of the peak entanglement is affected by system dynamics. By considering the real part of the determinant of the matrix $T$ and keeping only the leading order terms, we were able to find an approximate expression for the resonant frequency at which the entanglement peaks as $\omega \sim \sqrt{\Omega_{M}g_{r}^{2}/(-\Delta)}$, see the appendix for more information. While we have strong entanglement between the mirror and the cavity, our simple theory does not provide for an easy way to access the mirror output. This could be remedied through additional interactions with the mirror. Earlier we suggested that a second cavity could be used to enhance mirror damping at certain frequencies. In the context of a mirror pendulum, such a system has been shown to
transfer the entanglement between the cavity and mirror to entanglement between two cavities [20]. We also note the result of Vanner et al. where mechanical state tomography has been shown to ‘cool-by-measurement’ [27]. Thus, accessing the mechanical state through additional interaction with the mirror could be useful in both controlling mirror damping and transfer of entanglement.

In the absence of such interactions we expect the $\hat{b}$ mode to couple to an internal reservoir of phonon modes in the mirror - a point we will take up shortly.

VII. QUADRATURE VARIANCES

Now let us consider the quadrature variances of $a$ and $b$ output channels. We do not need to consider the cosine and sine quadratures separately, as the variance of the cosine quadratures are the same as the sine quadratures. As in the case of the entropy of entanglement plot, the central locations of the peaks in Fig. 4 are determined by the system dynamics. In Fig. 4 we can see that the variance of $\hat{Q}_b$ dips below $\frac{1}{2}$, which indicates squeezing. The maximum squeezing is seen at some linear combination of the cosine and sine quadratures and given by the eigenvalues of $\sigma_b$. However, for our particular parameters, the detuning is small so while there is some coupling between the cosine and sine quadratures, there is less than 0.1% difference between our plots and the maximum squeezing. However, this squeezing is not seen in the cavity field output or indeed even in the internal mirror quadrature (as opposed the mirror output’s quadrature) as shown in Fig. 5. Here the internal mirror perturbation quadrature is found as the integral over all positive frequency modes without any sine or cosine mix-down, that is

$$\langle \hat{Q}^2_b \rangle = \int_0^\infty \delta \hat{b}^\dagger(\omega) + \delta \hat{b}(\omega) \, d\omega$$

$$\langle \hat{P}^2_b \rangle = \int_0^\infty \delta \hat{b}^\dagger(\omega) - \delta \hat{b}(\omega) \, d\omega$$

Note that this differs by the appropriate scale factors from the actual position and momentum quadrature as it corresponds to the linearised perturbation operators ($\delta \hat{b}^{(1)}$) as given in equations 5 and 6. Given the squeezing appears only in the mirror output it can be understood
VIII. MIRROR TEMPERATURE

We now consider the temperature of the mirror due to the driven mechanical oscillation and absorption. In order to assign a temperature to these effects we must first make a few assumptions about the mirror. We will consider the fluctuation energy of the mirror to be transferred into other mechanical modes of the mirror with a thermal distribution. This requires that these mechanical modes can be treated as a reservoir, indeed as a Markovian bath. We also assume that initially, the temperature of these modes is zero to ensure we are only modelling the induced temperature. Finally, we will assume the mirror to be a cylindrical disk of thickness $\tau = 100 \mu$m with a density $\rho \approx 2 \times 10^3$ kgm$^{-3}$, similar to silicon. Fixing $\tau$ and $\rho$ is necessary to ensure the surface area and mass scale proportionally so we can still work with the scaled power $\tilde{P}$.

To model the mechanical fluctuation induced temperature we calculate the energy flux, scaled by $(mg)^{-1}$, due to the phonon output:

$$\dot{E}_{\text{flux}} = \int_0^\infty \hbar \omega \left\langle \hat{b}_\text{out}^\dagger(\omega) \hat{b}_\text{out}(\omega) \right\rangle.$$ (16)

The temperature can then be related to this using the Stefan-Boltzmann law to give

$$T = \left( \frac{\dot{E}_{\text{flux}} \theta \tau}{2\sigma} \right)^{1/4}.$$ (17)

where $\sigma = \frac{2\pi^3 k_B^4}{15c^2\hbar^3} = 5.67 \times 10^{-8}$ Wm$^{-2}$K$^{-4}$. The resulting temperature is shown in Figure 6. Interestingly, this predicts two separate regions with opposite scaling. In the low power region, the induced temperature increases with input power in a manner that is perhaps unsurprising. The higher power scaling, which covers most of the stable parameter space, shows the temperature actually decreasing with increasing power. The intermediate region corresponds to unstable solutions with a corresponding apparent spike in temperature.

In principle, black-body radiation from the mirror will retain the entanglement with the laser, although the frequency dependence will be scrambled.

Figure 6: A plot of the mechanical oscillator temperature in the two separated stable regions (blue and orange) as a function of dimensionless laser power, $\tilde{P}$. Note that when $\tilde{P} \approx 0.00056$ and $0.00072 \leq \tilde{P} \leq 0.00078$, in the greyed out region, the mirror is unstable. Parameters are: $L = 5$ cm, $\lambda_L = 1050$ nm, $\kappa = 1.35 \times 10^5$ rad s$^{-1}$ and $\Gamma = 1 \times 10^4$ rad s$^{-1}$. A lower power range is shown here to reveal the unusual temperature scaling behaviour.

Up to now we have neglected the effect of absorption of the coherent laser field by the mirror. To include this we allow $\eta \neq 0$ in Equation 2 and add a third output channel $\hat{a}_{m,\text{out}}$ where $\hat{a}_{m,\text{out}} = \hat{a}_{m,\text{in}} - \sqrt{\eta} \hat{a}$. This channel corresponds to absorption of the cavity field by the mirror. While this does change the steady state solutions, it does not have a significant impact other than requiring a
larger input power to balance the added loss. Preceding similarly to above, and adjusting the input power such that the steady state equations match the values used throughout this manuscript, we find that the absorption induced temperature is far higher than that due to the mirror quantum fluctuations. Figure 7 shows the mirror steady state temperature as a function of the coupling rate $\eta$. The coupling rate is related to the mirror reflectance $r$ by

$$\eta = \frac{c}{2L} (1 - r)$$

so $\eta = 1500$ rad Hz corresponds to a mirror that is 99.9999% reflective. Therefore, any absorption of the cavity field by the mirror will likely swamp a thermal signal due to the mirror oscillation, and hence any observable entanglement with the laser.

![Figure 7: A plot of the temperature of the mirror due to absorption of the cavity field as a function of the coupling rate $\eta$. Note that when $\eta \approx 1500$ rad s$^{-1}$ corresponds to a reflectivity of 0.99999.](image)

### IX. CONCLUSION

We have proposed a one dimensional optomechanical system where an upper mirror is levitated and supported alone by the radiation force from a cavity. While the system has two steady-state solutions—a blue and a red detuned steady state—the mirror is only stable for the blue detuned steady-state with sufficient damping on the mirror and cavity. The unavoidable detuning leads to coupling between the symmetric and antisymmetric quadrature side-bands leading to the introduction of an eight dimensional covariance matrix. With a vacuum input state, we find entanglement between the output of the mirror and cavity and squeezing in the output position of the mirror. This squeezed spectral response is expected to immediately thermalise. In principle strong entanglement is predicted between the laser and mirror radiation, however, this will be swamped by absorption heating for reasonable parameters. Avoiding this issue would require a different method for extracting energy from the mirror.
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### Appendix A: Steady-state solution

With our steady-state conditions, we find that the steady-state equations are,

$$\begin{align*}
\left[ \frac{\kappa^2}{4} + \Omega_c (q_{SS}) - \Omega_L \right]^2 N_c &= \kappa N_{in} \quad (A1) \\
p_{SS} &= 0 \quad (A2) \\
0 &= mg - \frac{\hbar \Omega_c^2 (q_{SS})}{j \pi c} N_c \quad (A3)
\end{align*}$$

where $O_{SS} = \langle O \rangle$. The two steady state solutions are,

$$\begin{align*}
q_1 &= \frac{gm \left[ -4 j c \pi \Omega_L + L \left( \kappa^2 + 4 \Omega_L^2 \right) \right] - 2 \sqrt{\pi} \sqrt{\text{cgmj}} \left[ -c \text{gmj} \pi \kappa^2 + N_{in} \kappa \hbar (\kappa^2 + 4 \Omega_L^2) \right]}{gm (\kappa^2 + 4 \Omega_L^2)}, \quad (A4) \\
N_{c,1} &= \frac{-4 \text{cgmj} \pi \left( \kappa^2 - 4 \Omega_L^2 \right) + 4 \kappa N_{in} \hbar (\kappa^2 + 4 \Omega_L^2)}{\hbar (\kappa^2 + 4 \Omega_L^2)^2} + 16 \sqrt{\pi} \Omega_L \sqrt{\text{cgmj}} \left[ -c \text{gmj} \pi \kappa^2 + N_{in} \kappa \hbar (\kappa^2 + 4 \Omega_L^2) \right] \quad (A5)
\end{align*}$$
and
\[ q_2 = \frac{gm [-4j\pi \Omega_L + L (\kappa^2 + 4\Omega_L^2)] + 2\sqrt{\pi} \sqrt{cgm} [ -cgjm\pi \kappa^2 + N_{in}\kappa h (\kappa^2 + 4\Omega_L^2)]}{gm (\kappa^2 + 4\Omega_L^2)}, \]  
(A6)
\[ N_{c,2} = \frac{-4cgmj\pi (\kappa^2 - 4\Omega_L^2) + 4\kappa N_{in}h (\kappa^2 + 4\Omega_L^2) - 16\sqrt{\pi} \Omega_L \sqrt{cgm} [-cgjm\pi \kappa^2 + N_{in}\kappa h (\kappa^2 + 4\Omega_L^2)]}{h (\kappa^2 + 4\Omega_L^2)^2}. \]  
(A7)

1. Detuning of the steady state solutions

We can express the detuning \( \Delta = \Omega_c - \Omega_L \) in terms of the steady state solutions,
\[ \Delta_1 = \frac{2N_{in}\kappa \Omega_L h - \sqrt{\pi} \sqrt{cgm} [ -cgjm\pi \kappa^2 + N_{in}\kappa h (\kappa^2 + 4\Omega_L^2)]}{2cgmj\pi - 2N_{in}\kappa h}, \]  
(A8)
\[ \Delta_2 = \frac{2N_{in}\kappa \Omega_L h + \sqrt{\pi} \sqrt{cgm} [ -cgjm\pi \kappa^2 + N_{in}\kappa h (\kappa^2 + 4\Omega_L^2)]}{2cgmj\pi - 2N_{in}\kappa h}. \]  
(A9)

To determine which solution is blue or red detuned we need reasonable estimates of the system parameters. As was argued in the main text we will need \( \bar{P} = \frac{hN_{in}\Omega_L}{mgc} \). Together with \( j = \text{Round} \left( \frac{4\Delta \Omega_L}{\pi} \right) \), we can see that the parameter dependence of the detuning is \( \Delta = \Delta (\bar{P}, \Omega_L, L, \kappa) \). Thus, the denominator is approximately \( 2cgm \left( j\pi - \frac{\kappa}{\Omega_L} \right) \); since we require that \( \frac{\kappa}{\Omega_L} \ll 1 \), we know for any good cavity, the denominator is always positive. This means that only the first solution can be blue detuned (\( \Delta < 0 \)). Using the same argument that we must have a good cavity, we can approximate the numerator as
\[ 2N_{in}\kappa \Omega_L h - \sqrt{\pi} \sqrt{cgm} N_{in}\kappa h \sqrt[4]{4\Omega_L^2}, \]  
(A10)

Substituting our rough estimate of \( N_{in} \), we find that
\[ 2N_{in}\kappa \Omega_L h - \sqrt{\pi} \sqrt{cgm} N_{in}\kappa h \sqrt[4]{4\Omega_L^2} \]
\[ = 2kmgc - mgc \sqrt{\pi} j\kappa \Omega_L. \]  
(A11)

and finally, we know that \( j > 0, j \in \mathbb{N} \) so \( \sqrt{\pi} j > 1 \) and again, \( \frac{\kappa}{\Omega_L} \ll 1 \), so \( \sqrt{\Omega_L} \kappa \gg \kappa \). This ensures that for a good cavity we must have \( \Delta_1 < 0 \).

We thus conclude that we have two steady state solutions, one above the resonance point (blue detuned where \( \Delta < 0 \)) and one below (red detuned where \( \Delta > 0 \)).

Appendix B: Quadratures

The quadratures and entropy are based of the perturbation operator’s equations of motion in frequency space given by
\[ \left( \hat{b}, \hat{b}^\dagger, \hat{a}, \hat{a}^\dagger \right) \rightarrow T \left( \sqrt{T} \hat{b}_{in}, \sqrt{T} \hat{b}_{in}^\dagger, \sqrt{T} \hat{a}_{in}, \sqrt{T}\hat{a}_{in}^\dagger \right) \]  
(B1)
where \( T = (-i\omega I - A)^{-1} \).

From the input-output relations, we have,
\[ a_{out}(\omega) = a_{in}(\omega) - \sqrt{\kappa} a(\omega) \]  
(B2)
\[ b_{out}(\omega) = b_{in}(\omega) - \sqrt{\kappa} b(\omega) \]  
(B3)
From (B1) we have

\begin{align*}
a &= T_{31} \sqrt{\kappa} b_{\text{in}} + T_{32} \sqrt{\kappa} b_{\text{in}}^\dagger + T_{33} \sqrt{\kappa} a_{\text{in}} + T_{34} \sqrt{\kappa} a_{\text{in}}^\dagger, \\
a^\dagger &= T_{41} \sqrt{\kappa} b_{\text{in}} + T_{42} \sqrt{\kappa} b_{\text{in}}^\dagger + T_{43} \sqrt{\kappa} a_{\text{in}} + T_{44} \sqrt{\kappa} a_{\text{in}}^\dagger, \\
b &= T_{11} \sqrt{\kappa} b_{\text{in}} + T_{12} \sqrt{\kappa} b_{\text{in}}^\dagger + T_{13} \sqrt{\kappa} a_{\text{in}} + T_{14} \sqrt{\kappa} a_{\text{in}}^\dagger, \\
b^\dagger &= T_{21} \sqrt{\kappa} b_{\text{in}} + T_{22} \sqrt{\kappa} b_{\text{in}}^\dagger + T_{23} \sqrt{\kappa} a_{\text{in}} + T_{24} \sqrt{\kappa} a_{\text{in}}^\dagger.
\end{align*}

and our quadrature definitions are \(X_a^\pm = \frac{1}{\sqrt{2}} (a \pm a^\dagger)\), \(X_b^\pm = \frac{1}{\sqrt{2}} (b \pm b^\dagger)\), which give us the quadratures for the cavity

\begin{equation}
X_{aout}^\pm = \frac{1}{\sqrt{2}} \left\{ - (T_{31} \pm T_{41}) \sqrt{\kappa} b_{\text{in}} - (T_{32} \pm T_{42}) \sqrt{\kappa} b_{\text{in}}^\dagger - [\kappa (T_{33} \pm T_{43}) \mp 1] a_{\text{in}} - [\kappa (T_{34} \pm T_{44}) \mp 1] a_{\text{in}}^\dagger \right\},
\end{equation}

and for the mirror

\begin{equation}
X_{bout}^\pm = \frac{1}{\sqrt{2}} \left\{ - [\Gamma (T_{11} \pm T_{21}) - 1] b_{\text{in}} - [\Gamma (T_{12} \pm T_{22}) \mp 1] b_{\text{in}}^\dagger - (T_{13} \pm T_{23}) \sqrt{\kappa} a_{\text{in}} - (T_{14} \pm T_{24}) \sqrt{\kappa} a_{\text{in}}^\dagger \right\}.
\end{equation}

Let us change notation to keep track of the frequency dependence of our operators. Note that because \(X^\pm(\omega) = a(\omega) \pm a(-\omega)^\dagger = \pm X^\pm(-\omega)^\dagger\). This motivates us to define the following functions,

\begin{align*}
B_{aout}^\pm(\omega) &= - (T_{31} (\omega) \pm T_{41}(\omega)) \sqrt{\kappa}, \\
\pm B_{bout}^\pm(-\omega)^* &= - (T_{32} (\omega) \pm T_{42}(\omega)) \sqrt{\kappa}, \\
A_{aout}^\pm(\omega) &= - [\kappa (T_{33}(\omega) \pm T_{43}(\omega)) - 1], \\
\pm A_{bout}^\pm(-\omega)^* &= - [\kappa (T_{34}(\omega) \pm T_{44}(\omega)) \mp 1].
\end{align*}

The quadratures may now be defined as

\begin{align*}
X_{aout}^\pm &= \frac{1}{\sqrt{2}} \left\{ B_{aout}^\pm(\omega) b_{\text{in}}(\omega) \pm B_{aout}^\pm(-\omega)^* b_{\text{in}}(-\omega)^\dagger + A_{aout}^\pm(\omega) a_{\text{in}}(\omega) \pm A_{aout}^\pm(-\omega)^* a_{\text{in}}(-\omega)^\dagger \right\}, \\
X_{bout}^\pm &= \frac{1}{\sqrt{2}} \left\{ B_{bout}^\pm(\omega) b_{\text{in}}(\omega) \pm B_{bout}^\pm(-\omega)^* b_{\text{in}}(-\omega)^\dagger + A_{bout}^\pm(\omega) a_{\text{in}}(\omega) \pm A_{bout}^\pm(-\omega)^* a_{\text{in}}(-\omega)^\dagger \right\}.
\end{align*}

Let us introduce the notation \(X_{iout}^\alpha\), where \(\alpha, \beta, \ldots \in \{+, -\}\) indicate + or − and let \(i, j, \ldots \in \{a, b\}\) indicate the mode. Then we can combine the above equations into

\begin{equation}
X_{iout}^\alpha = \frac{1}{\sqrt{2}} \left\{ B_{iout}^\alpha(\omega) b_{\text{in}}(\omega) + \alpha B_{iout}^\alpha(-\omega)^* b_{\text{in}}(-\omega)^\dagger + A_{iout}^\alpha(\omega) a_{\text{in}}(\omega) + \alpha A_{iout}^\alpha(-\omega)^* a_{\text{in}}(-\omega)^\dagger \right\}.
\end{equation}

**Appendix C: Covariance Matrix**

In this section we list the matrix elements of the covariance matrix. It will first be useful to examine the submatrices. The submatrix for \(b\) is

\begin{equation}
\sigma_b = \begin{bmatrix}
Q_b^C Q_b^C & \frac{1}{2} (Q_b^C P_b^C + P_b^C Q_b^C) & \frac{1}{2} (Q_b^S Q_b^S + Q_b^S Q_b^C) & \frac{1}{2} (Q_b^C P_b^S + P_b^S Q_b^C) \\
\frac{1}{2} (P_b^C Q_b^C + Q_b^C P_b^C) & Q_b^S Q_b^S & \frac{1}{2} (P_b^S Q_b^S + Q_b^S P_b^S) & \frac{1}{2} (P_b^C P_b^S + P_b^S P_b^C) \\
\frac{1}{2} (Q_b^S P_b^S + Q_b^S P_b^C) & \frac{1}{2} (P_b^S Q_b^S + Q_b^S P_b^S) & Q_b^S Q_b^S & \frac{1}{2} (Q_b^S P_b^S + P_b^S Q_b^S) \\
\frac{1}{2} (P_b^C P_b^S + P_b^S P_b^C) & \frac{1}{2} (P_b^S Q_b^S + Q_b^S P_b^S) & \frac{1}{2} (Q_b^S P_b^S + P_b^S Q_b^S) & P_b^S P_b^S
\end{bmatrix}.
\end{equation}
while the submatrix for $a$ is,

$$
\sigma_a = \left\langle 0 \left| \begin{pmatrix}
\frac{1}{2} (Q_a^C Q_a^C + P_a^C Q_a^C) & \frac{1}{2} (Q_a^S Q_a^S + Q_a^C Q_a^C) & \frac{1}{2} (Q_a^C P_a^S + P_a^S Q_a^C) \\
\frac{1}{2} (P_a^C Q_a^S + Q_a^S P_a^C) & Q_a^S Q_a^S & \frac{1}{2} (P_a^C P_a^S + P_a^S P_a^C) \\
\frac{1}{2} (Q_a^S P_a^S + P_a^S Q_a^C) & \frac{1}{2} (Q_a^C P_a^S + P_a^S Q_a^C) & \frac{1}{2} (P_a^C P_a^S + P_a^S P_a^C)
\end{pmatrix} \right| 0 \right\rangle.
$$

(C2)

The upper right matrix is

$$
\sigma_{\text{upper}} = \frac{1}{2} \left\langle 0 \left| \begin{pmatrix}
Q_b^C Q_b^C & Q_b^C P_b^C & Q_b^C S_b^C & Q_b^S Q_b^S & Q_b^S P_b^C & Q_b^S S_b^C & P_b^C P_b^S & P_b^C S_b^S & P_b^S P_b^S \\
Q_b^C P_b^C & P_b^C P_b^C & P_b^C S_b^S & Q_b^S P_b^C & Q_b^S S_b^C & P_b^S P_b^S & P_b^C S_b^S & P_b^S P_b^S & P_b^S P_b^S \\
P_b^C S_b^C & Q_b^S P_b^C & Q_b^S S_b^C & P_b^C P_b^C & P_b^C S_b^S & P_b^S P_b^S & P_b^S P_b^S & P_b^S P_b^S & P_b^S P_b^S \\
Q_b^S Q_b^S & Q_b^S P_b^C & Q_b^S S_b^C & P_b^C S_b^S & P_b^C P_b^S & P_b^S P_b^S & P_b^S P_b^S & P_b^S P_b^S & P_b^S P_b^S \\
P_b^S Q_b^S & P_b^S P_b^C & P_b^S S_b^S & Q_b^C S_b^S & Q_b^C P_b^S & P_b^S P_b^S & P_b^S P_b^S & P_b^S P_b^S & P_b^S P_b^S \\
P_b^S P_b^S & P_b^S S_b^S & P_b^S P_b^S & Q_b^C P_b^S & Q_b^C S_b^S & P_b^S P_b^S & P_b^S P_b^S & P_b^S P_b^S & P_b^S P_b^S \\
Q_b^S Q_b^S & Q_b^S P_b^C & Q_b^S S_b^C & P_b^C S_b^S & P_b^C P_b^S & P_b^S P_b^S & P_b^S P_b^S & P_b^S P_b^S & P_b^S P_b^S \\
P_b^S Q_b^S & P_b^S P_b^C & P_b^S S_b^S & Q_b^C S_b^S & Q_b^C P_b^S & P_b^S P_b^S & P_b^S P_b^S & P_b^S P_b^S & P_b^S P_b^S \\
P_b^S P_b^S & P_b^S S_b^S & P_b^S P_b^S & Q_b^C P_b^S & Q_b^C S_b^S & P_b^S P_b^S & P_b^S P_b^S & P_b^S P_b^S & P_b^S P_b^S
\end{pmatrix} \right| 0 \right\rangle.
$$

(C3)

To calculate these matrix elements, it is useful to introduce an intermediate expression for the cosine

$$
X_i^{\alpha,C}(\omega) = \sqrt{\frac{2}{\pi}} \int dt \frac{\cos (\omega t)}{\sqrt{2}} X_i^\alpha(t) = \frac{1}{\sqrt{2}} (X_i^\alpha(\omega) + X_i^\alpha(-\omega)),
$$

(C4)

and sine quadrature,

$$
X_i^{\alpha,S}(\omega) = \sqrt{\frac{2}{\pi}} \int dt \frac{\sin (\omega t)}{\sqrt{2}} X_i^\alpha(t) = \frac{-i}{\sqrt{2}} (X_i^\alpha(\omega) - X_i^\alpha(-\omega)).
$$

(C5)

Which can be combined into one expression,

$$
X_i^{\alpha,N}(\omega) = \frac{1}{\sqrt{2}} (X_i^{\alpha}(\omega) + X_i^{\alpha}(-\omega)),
$$

(C6)

where $\alpha = \pm 1$, $X_i^{\alpha,C} = X_i^{\alpha,+}$ and $X_i^{\alpha,S} = iX_i^{\alpha,-}$. These sine and cosine mixdowns are only physical if they are integrated over a finite time with the appropriate normalised mode function. Implementing this will promote the operators to mode operators which are sharply, but not infinitely, peaked at a specific frequency $\omega$. As such, the commutator become $[a(\omega), a(\omega)'\dagger] = \delta_{\omega, \omega'}$. The conversion to the quadratures used in the main text are as follows.

$$
Q_i^C(\omega) = \frac{1}{\sqrt{2}} (X_i^+(\omega) + X_i^-(\omega)),
$$

(C7)

$$
P_i^C(\omega) = \frac{1}{\sqrt{2}} (-iX_i^-(\omega) + (-i)X_i^-(\omega)) = \frac{-i}{\sqrt{2}} (X_i^-(\omega) + X_i^-(\omega)),
$$

(C8)

$$
Q_i^S(\omega) = \frac{-i}{\sqrt{2}} (X_i^+(\omega) - X_i^+(\omega)),
$$

(C9)

$$
P_i^S(\omega) = \frac{-i}{\sqrt{2}} (-iX_i^-(\omega) - (-i)X_i^-(\omega)) = \frac{-1}{\sqrt{2}} (X_i^-(-\omega) - X_i^-(\omega)).
$$

(C10)

With this definition the matrix elements are—modulo factors of $-i$—composed of,

$$
\frac{1}{2} \left\langle X_{iout}^{\alpha,N}(\omega) X_{jout}^{\beta,N}(\omega) + X_{jout}^{\beta,N}(\omega) X_{iout}^{\alpha,N}(\omega) \right\rangle
$$

(C11)

$$
= \frac{1}{2} \left\langle \frac{1}{2} \left\langle X_{iout}^{\alpha}(\omega) X_{jout}^{\beta}(\omega) + X_{jout}^{\beta}(\omega) X_{iout}^{\alpha}(\omega) \right\rangle + \frac{1}{2} \left\langle X_{iout}^{\alpha}(\omega) X_{jout}^{\beta}(\omega) + X_{jout}^{\beta}(\omega) X_{iout}^{\alpha}(\omega) \right\rangle, \quad \alpha = \pm \beta = \pm \right\rangle
$$

(C12)
We can now calculate the expectation, where we find that

\[
\frac{1}{2} \left< X_{\text{out}}^\alpha (\omega) X_{\text{out}}^\beta (-\omega) + X_{\text{out}}^\beta (\omega) X_{\text{out}}^\alpha (-\omega) \right> = \frac{1}{2} \left\{ \begin{array}{ll}
\beta \Re \left[ B_{\text{out}}^\alpha (\omega) B_{\text{out}}^\beta (\omega)^* + A_{\text{out}}^\alpha (\omega) A_{\text{out}}^\beta (\omega)^* \right], & \alpha = \beta, \\
\beta \Im \left[ B_{\text{out}}^\alpha (\omega) B_{\text{out}}^\beta (\omega)^* + A_{\text{out}}^\alpha (\omega) A_{\text{out}}^\beta (\omega)^* \right], & \alpha = -\beta,
\end{array} \right. \quad (C13)
\]

\[
\frac{1}{2} \left< X_{\text{out}}^\alpha (\omega) X_{\text{out}}^\beta (-\omega) - X_{\text{out}}^\beta (\omega) X_{\text{out}}^\alpha (-\omega) \right> = \frac{1}{2} \left\{ \begin{array}{ll}
i \beta \Im \left[ B_{\text{out}}^\alpha (\omega) B_{\text{out}}^\beta (\omega)^* + A_{\text{out}}^\alpha (\omega) A_{\text{out}}^\beta (\omega)^* \right], & \alpha = \beta, \\
\beta \Re \left[ B_{\text{out}}^\alpha (\omega) B_{\text{out}}^\beta (\omega)^* + A_{\text{out}}^\alpha (\omega) A_{\text{out}}^\beta (\omega)^* \right], & \alpha = -\beta.
\end{array} \right. \quad (C14)
\]

This then gives us,

\[
\frac{1}{2} \left< X_{\text{out}}^\alpha, R (\omega) X_{\text{out}}^\beta, Z (\omega) + X_{\text{out}}^\beta, Z (\omega) X_{\text{out}}^\alpha, R (\omega) \right>
= \frac{1}{4} \left\{ \begin{array}{ll}
\beta \Re \left[ B_{\text{out}}^\alpha (\omega) B_{\text{out}}^\beta (\omega)^* + A_{\text{out}}^\alpha (\omega) A_{\text{out}}^\beta (\omega)^* \right] + (\omega \rightarrow -\omega), & \alpha = \beta, R = \bar{\beta}, \\
i \beta \Im \left[ B_{\text{out}}^\alpha (\omega) B_{\text{out}}^\beta (\omega)^* + A_{\text{out}}^\alpha (\omega) A_{\text{out}}^\beta (\omega)^* \right] + (\omega \rightarrow -\omega), & \alpha = -\beta, R = \bar{\beta}, \\
-i \beta \Im \left[ B_{\text{out}}^\alpha (\omega) B_{\text{out}}^\beta (\omega)^* + A_{\text{out}}^\alpha (\omega) A_{\text{out}}^\beta (\omega)^* \right] - (\omega \rightarrow -\omega), & \alpha = \beta, R = \bar{\beta}, \\
-\beta \Re \left[ B_{\text{out}}^\alpha (\omega) B_{\text{out}}^\beta (\omega)^* + A_{\text{out}}^\alpha (\omega) A_{\text{out}}^\beta (\omega)^* \right] - (\omega \rightarrow -\omega), & \alpha = -\beta, R = \bar{\beta}.
\end{array} \right. \quad (C15)
\]

(\omega \rightarrow -\omega) is taken to mean the previous term with \(\omega\) replaced with \(-\omega\). If we restore the factors of \(i\) in our covariance matrices we have the following expressions for the matrix elements.

\[
\frac{1}{2} \left< Q_{\text{out}}^C (\omega) Q_{\text{out}}^C (\omega) + Q_{\text{out}}^C (\omega) Q_{\text{out}}^C (\omega) \right>
= \frac{1}{2} \left< Q_{\text{out}}^S (\omega) Q_{\text{out}}^S (\omega) + Q_{\text{out}}^S (\omega) Q_{\text{out}}^S (\omega) \right>
= \frac{1}{4} \left\{ \Re \left[ B_{\text{out}}^+ (\omega) B_{\text{out}}^+ (\omega)^* + A_{\text{out}}^+ (\omega) A_{\text{out}}^+ (\omega)^* \right] + (\omega \rightarrow -\omega) \right\} \delta(0) \quad (C16)
\]

\[
\frac{1}{2} \left< Q_{\text{out}}^C (\omega) Q_{\text{out}}^S (\omega) + Q_{\text{out}}^S (\omega) Q_{\text{out}}^C (\omega) \right>
= -\frac{1}{2} \left< Q_{\text{out}}^S (\omega) Q_{\text{out}}^C (\omega) + Q_{\text{out}}^C (\omega) Q_{\text{out}}^S (\omega) \right>
= \frac{1}{4} \left\{ -\Im \left[ B_{\text{out}}^+ (\omega) B_{\text{out}}^+ (\omega)^* + A_{\text{out}}^+ (\omega) A_{\text{out}}^+ (\omega)^* \right] - (\omega \rightarrow -\omega) \right\} \delta(0) \quad (C17)
\]

\[
\frac{1}{2} \left< P_{\text{out}}^C (\omega) P_{\text{out}}^C (\omega) + P_{\text{out}}^C (\omega) P_{\text{out}}^C (\omega) \right>
= \frac{1}{2} \left< P_{\text{out}}^S (\omega) P_{\text{out}}^S (\omega) + P_{\text{out}}^S (\omega) P_{\text{out}}^S (\omega) \right>
= \frac{1}{4} \left\{ \Re \left[ B_{\text{out}}^- (\omega) B_{\text{out}}^- (\omega)^* + A_{\text{out}}^- (\omega) A_{\text{out}}^- (\omega)^* \right] + (\omega \rightarrow -\omega) \right\} \delta(0) \quad (C18)
\]

\[
\frac{1}{2} \left< P_{\text{out}}^C (\omega) P_{\text{out}}^S (\omega) + P_{\text{out}}^S (\omega) P_{\text{out}}^C (\omega) \right>
= -\frac{1}{2} \left< P_{\text{out}}^S (\omega) P_{\text{out}}^C (\omega) + P_{\text{out}}^C (\omega) P_{\text{out}}^S (\omega) \right>
= \frac{1}{4} \left\{ -\Im \left[ B_{\text{out}}^- (\omega) B_{\text{out}}^- (\omega)^* + A_{\text{out}}^- (\omega) A_{\text{out}}^- (\omega)^* \right] - (\omega \rightarrow -\omega) \right\} \delta(0) \quad (C19)
\]

\[
\frac{1}{2} \left< Q_{\text{out}}^C (\omega) P_{\text{out}}^C (\omega) + P_{\text{out}}^C (\omega) Q_{\text{out}}^C (\omega) \right>
= \frac{1}{2} \left< Q_{\text{out}}^S (\omega) P_{\text{out}}^S (\omega) + P_{\text{out}}^S (\omega) Q_{\text{out}}^S (\omega) \right>
= \frac{1}{4} \left\{ -\Im \left[ B_{\text{out}}^- (\omega) B_{\text{out}}^- (\omega)^* + A_{\text{out}}^- (\omega) A_{\text{out}}^- (\omega)^* \right] + (\omega \rightarrow -\omega) \right\} \delta(0) \quad (C20)
\]
\[ \frac{1}{2} \langle Q_{\text{out}}^C (\omega) P_{\text{out}}^S (\omega) + P_{\text{out}}^C (\omega) Q_{\text{out}}^S (\omega) \rangle \\
= -\frac{1}{2} \langle Q_{\text{out}}^S (\omega) P_{\text{out}}^C (\omega) + P_{\text{out}}^S (\omega) Q_{\text{out}}^C (\omega) \rangle \\
= \frac{1}{4} \left\{ -\Re \left[ B_{\text{out}}^+ (\omega) B_{\text{out}}^- (\omega)^* + A_{\text{out}}^+ (\omega) A_{\text{out}}^- (\omega)^* \right] - (\omega \to -\omega) \right\} \delta(0) \quad (C21) \]

\[ \frac{1}{2} \langle P_{\text{out}}^C (\omega) Q_{\text{out}}^C (\omega) + Q_{\text{out}}^C (\omega) P_{\text{out}}^C (\omega) \rangle \\
= \frac{1}{2} \langle P_{\text{out}}^S (\omega) Q_{\text{out}}^S (\omega) + Q_{\text{out}}^S (\omega) P_{\text{out}}^S (\omega) \rangle \\
= \frac{1}{4} \left\{ \Im \left[ B_{\text{out}}^- (\omega) B_{\text{out}}^+ (\omega)^* + A_{\text{out}}^- (\omega) A_{\text{out}}^+ (\omega)^* \right] + (\omega \to -\omega) \right\} \delta(0) \quad (C22) \]

\[ \frac{1}{2} \langle P_{\text{out}}^C (\omega) Q_{\text{out}}^S (\omega) + Q_{\text{out}}^S (\omega) P_{\text{out}}^C (\omega) \rangle \\
= -\frac{1}{2} \langle P_{\text{out}}^S (\omega) Q_{\text{out}}^C (\omega) + Q_{\text{out}}^C (\omega) P_{\text{out}}^S (\omega) \rangle \\
= \frac{1}{4} \left\{ \Re \left[ B_{\text{out}}^- (\omega) B_{\text{out}}^+ (\omega)^* + A_{\text{out}}^- (\omega) A_{\text{out}}^+ (\omega)^* \right] - (\omega \to -\omega) \right\} \delta(0) \quad (C23) \]

**Appendix D: Entropy and Quadrature Resonance Condition**

The resonance condition can be found by determining when the magnitude of the denominator of all elements of \( T \) in \([B1]\) are minimised. The matrix \( T \) will have a prefactor of \(1/\text{Det}(-\imath \omega I - A)\) and so the resonance condition will be determined by

\[
\text{Det} (-\imath \omega I - A) = \left( 4\Delta^2 + (\kappa - 2\imath \omega)^2 \right) \left( \Gamma - 2\imath \omega \right)^2 - 64g_C^2 \Delta \Omega_M + 4 \left( 4\Delta^2 + (\kappa - 2\imath \omega)^2 \right) \Omega_M^2 \\
= \left[ 4\gamma^2 \Delta^2 + \Gamma^2 \kappa^2 - 4\Gamma^2 \omega^2 - 16\Delta^2 \omega^2 - 16\Gamma \kappa \omega^2 - 4\kappa^2 \omega^2 + 16\omega^4 - 64g_C^2 \Delta \Omega_M \right. \\
+ 16\Delta^2 \Omega_M^2 + 4\kappa^2 \Omega_M^2 - 16\omega^2 \Omega_M^2 \right] + 4i \left[ 4\Gamma^2 \omega^3 + 4\kappa^2 \omega^3 - 4\Gamma \kappa \omega^2 - 4\Gamma \Delta^2 \omega \right. \\
- \Gamma^2 \kappa \omega - \Gamma \kappa^2 \omega - 4\kappa \omega \Omega_M^2 \left. \right] = 0. \tag{D1} \]

By inspection, we find that the absolute value of the determinant is minimised at the resonance point, which corresponds to when the real part of the determinant is zero. Thus we only need to solve for

\[
0 = \left[ 4\Gamma^2 \Delta^2 + \Gamma^2 \kappa^2 - 4\Gamma^2 \omega^2 - 16\Delta^2 \omega^2 - 16\Gamma \kappa \omega^2 - 4\kappa^2 \omega^2 - 64g_C^2 \Delta \Omega_M \right. \\
+ 16\Delta^2 \Omega_M^2 + 4\kappa^2 \Omega_M^2 - 16\omega^2 \Omega_M^2 + 16\omega^4 \left. \right] \tag{D2} \]

This can be further simplified by grouping each term according to its functional dependence on \( \omega \), numerically evaluating each prefactor and dropping all subdominant terms, leaving

\[
0 = \alpha - \beta \omega^2 + 16\omega^4 \tag{D3} \]

with \( \alpha = -64g_C^2 \Delta \Omega_M \) and \( \beta = 16\Delta^2 \). This admits the set of four solutions

\[
\omega = \left\{ \pm \frac{\sqrt{\beta + \sqrt{\beta^2 - 64\alpha}}}{4\sqrt{2}}, \pm \frac{\sqrt{\beta - \sqrt{\beta^2 - 64\alpha}}}{4\sqrt{2}} \right\} \tag{D4} \]
By numerically evaluating each solution, we determined that the relevant (real-valued) solutions are the first two solutions in (D4), namely
\[
\omega = \pm \sqrt{\beta - \sqrt{\beta^2 - 64\alpha^4}}. 
\]
Note that the solutions are real as the detuning, \(\Delta\), is negative. Also, at each step where an approximate appears only the leading order terms were kept. Due to the number of approximations used, the solution is only accurate to the first order and does not match the scaling seen at very small \(\tilde{P}\).

---
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