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Abstract

We provide sufficient density conditions for a set of nonuniform samples to give rise to a set of sampling for multivariate bandlimited functions when the measurements consist of pointwise evaluations of a function and its first $k$ derivatives. Along with explicit estimates of corresponding frame bounds, we derive the explicit density bound and show that, as $k$ increases, it grows linearly in $k+1$ with the constant of proportionality $1/e$. Seeking larger gap conditions, we also prove a multivariate perturbation result for nonuniform samples that are sufficiently close to sets of sampling, e.g. to uniform samples taken at $k+1$ times the Nyquist rate.

Additionally, we consider a related problem of so-called nonuniform bunched sampling, in the univariate case, where in each sampling interval $s+1$ measurements of a function are taken and the sampling intervals are permitted to be of different length. We derive an explicit density condition which grows linearly in $s+1$ for large $s$, with the constant of proportionality depending on the width of the bunches. The width of the bunches is allowed to be arbitrarily small, and moreover, for sufficiently narrow bunches and sufficiently large $s$, we obtain the same result as in the case of univariate sampling with $s$ derivatives.
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1 Introduction

In this paper we consider two related sampling scenarios. The first one assumes that a bandlimited function $f$ and its first $k$ derivatives are sampled at nonuniformly spaced points. This problem is motivated by applications in seismology, where certain recently-developed detectors are able to measure both $f$ and its spatial gradient. However, there are also various other applications and for different examples we direct the reader to [21, 37] and references therein. The second scenario considered in this paper assumes that, instead of evaluating derivatives of $f$ at $\{x_n\}_{n \in I}$, $f$ is measured at an additional $s$ sampling points around each $x_n$. One can think of this scenario as function $f$ being evaluated at $s+1$ different nonuniform sampling sequences. When these sequences are uniform, the problem is known as bunched sampling or recurrent nonuniform sampling and has been extensively studied in literature (for more details see below).

The purpose of this paper is to understand the gain one can expect by nonuniformly sampling derivatives or by nonuniformly sampling at bunched points. Although we do not discuss actual function recovery, we do derive explicit sufficient conditions for stable recovery in terms of densities.
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of sampling points. In particular, we show that the maximal allowed gap between sampling points (or bunches of sampling points) grows linearly in $k + 1$ (or $s + 1$) for large $k$ (or $s$), which translates into increasing savings in cost and effort.

1.1 Nonuniform sampling of bandlimited functions

The topic of nonuniform sampling has been extensively researched in the last several decades. See, for example, [6, 9, 10, 24, 32, 39, 47, 56] and references therein. Let $\{x_n\}_{n \in I}$ be a set of sampling points in $\mathbb{R}^d$. Then $\{x_n\}_{n \in I}$ is a set of sampling if there exist positive constants $A, B > 0$ such that

$$A \|f\|^2 \leq \sum_{n \in I} |f(x_n)|^2 \leq B \|f\|^2,$$  \hspace{1cm} (1.1)

for all bandlimited functions $f \in \mathcal{B}(\Omega) = \{g \in L^2(\mathbb{R}^d) : \text{supp}(\hat{g}) \subseteq \Omega\}$, where $\Omega$ is a compact set. This condition is equivalent to the existence of particular frame for $\mathcal{B}(\Omega)$. When (1.1) holds, stable reconstruction of $f$ from the samples $\{f(x_n)\}_{n \in I}$ is possible, and this can be carried out via a number of different algorithms. Note that in practice, (1.1) is usually replaced by a weighted sum, to accommodate clustering of the sampling points [6, 28, 29, 32] and recently [2, 3].

Since (1.1) implies stable recovery, it is important to provide sufficient conditions for (1.1) to hold in terms of density of the set $\{x_n\}_{n \in I}$. In one dimension, an (almost) full characterization is known in terms of the so-called Beurling density, due to Landau [36], Jaffard [33] and Seip [46] (see also [17]). In higher dimensions a result of Beurling [11] provides a sharp, sufficient condition whenever the points $\{x_n\}_{n \in I}$ are relatively separated and $\Omega$ is the unit Euclidean ball. This was extended to any compact, convex and symmetric $\Omega$ in [10] and [41]. Beurling’s result has also been shown to hold when weights are incorporated into (1.1) to compensate for clustering [3]. Unfortunately, such results do not give explicit estimates for the frame bounds $A$ and $B$, and in particular, their ratio $\sqrt{B/A}$, which determines the stability of any reconstruction algorithm. Explicit estimates were provided by Gröchenig [28, 30]. In one dimension, Gröchenig’s result is sharp, but in higher dimensions, the density condition deteriorates linearly in $d$ and thus ceases to be sharp. In recent work [3], the dimension-dependence of such conditions has been improved. For example, when $\Omega$ is the unit Euclidean ball, a result of [3] gives explicit frame bounds for a density condition that—although somewhat more restrictive than Beurling’s—is independent of $d$.

Since the best known explicit guarantees for stable sampling are not sharp in higher dimensions, another approach to obtain guarantees for (1.1) which allows for larger gaps between sampling points is to prove perturbation theorems. That is, if a set $\{x_n\}_{n \in I}$ is known to give a set of sampling, and if $\{\tilde{x}_n\}_{n \in I}$, then one seeks to establish conditions on the maximal distance $\epsilon = \sup_{n \in I} |\tilde{x}_n - x_n|$ such that $\{\tilde{x}_n\}_{n \in I}$ also satisfies (1.1) with explicit bounds $\tilde{A}$ and $\tilde{B}$ depending on $A$, $B$ and $\epsilon$. In particular, since uniform samples taken at the Nyquist rate provide sets of sampling with $B/A = 1$, perturbation theorems allow for nonuniform sampling points to be taken with larger separation, provided they are sufficiently close to uniform sampling points. In one dimension, Kadec’s-1/4 theorem [56] (see also [8, 17]) is a sharp perturbation theorem in the sense that condition on $\epsilon$ cannot be increased. Higher-dimensional generalizations have been obtained in [7, 19, 23, 51].

1.2 Derivatives sampling

Uniform sampling of derivatives is a classical topic in sampling theory, see [26, 34, 38, 42, 44, 57] and references therein. It is known that one can exceed the Nyquist criterion by a factor of $k + 1$ by sampling $f$ and its first $k$ derivatives [43, 44]. On the other hand, relatively few papers have considered nonuniform sampling with derivatives. In the univariate setting, by extending
Grochenig’s results [28] for univariate nonuniform sampling to the case of derivatives, it was shown in [45] that the maximum allowable spacing between sampling points grows asymptotically as a linear function of \(k + 1\), with constant of proportionality equal to \(1/e\) (Grochenig also considered the case of derivatives in [28], but did not show the improvement in the maximum spacing). Periodic nonuniform sampling in the univariate setting with derivatives was considered in [57]. Multivariate nonuniform derivatives sampling was addressed in [31], where necessary density conditions are derived. However, to the best of our knowledge, no work has addressed sufficient guarantees for stable sampling with derivatives in the multivariate setting. In this paper we address this task.

1.3 Bunched sampling

Nonetheless, uniform bunched sampling—also known as recurrent nonuniform sampling since it assumes periodic groups of nonuniform samples—has been a topic of numerous papers, in both the one-dimensional [13, 21, 35, 42, 43, 48, 50, 55] and the multivariate case [22, 25]. In this setting, as in the uniform derivative sampling, one is allowed to sample above the Nyquist rate. Namely, if the uniform bunched sampling set of points is interpreted as the union of \(s + 1\) uniform sequences, then each of these sequences can be taken at \(s + 1\) times the Nyquist rate. However, one might want to know what happens if these groups of nonuniform samples are as well distributed nonuniformly. What if one must allow for bigger distances between sampling sensors due to some natural constraints, can one use nonperiodic bunches of sensors and therefore sample above the Nyquist rate? Is there a lower bound on the width of these bunches? These are some of the questions that we address in the current paper. To the best of our knowledge, there is no earlier work which considers this type of nonuniform bunched sampling.

1.4 Main results

The major part of the paper, specifically Section 3, is dedicated to derivatives sampling. In particular, §3.1 deals with the multivariate derivatives sampling, while §§3.2 and 3.3 address special cases of univariate and line-by-line sampling. Finally, in §3.4 we give a perturbation result for derivatives sampling. In the following section, Section 4, we consider the topic of one-dimensional nonuniform bunched sampling, in context of fusion frames §4.2 and regular frames §4.3.

Our first result, Theorem 3.1, provides an upper bound on the maximum allowable sampling density \(\delta\) (see (3.4) for a definition), such that samples of derivatives give rise to a particular frame. The density bound as well as the explicit estimates of the corresponding frame bounds depend on the number of derivatives \(k\), the norm used in specifying \(\delta\) and a certain geometric property of the domain \(\Omega\). For large \(k\), the maximum allowed \(\delta\) grows linearly in \(k + 1\) with constant of proportionality \(1/e\). This extends the univariate result of [45] to the multivariate setting, as well as the multivariate \(k = 0\) (no derivative) results of [28, 30], and recently [3], to the case of derivatives.

In our second result, Theorem 3.9, we revisit the univariate case and present a density condition that leads to a small improvement over [45] for \(k \geq 2\) derivatives. This follows the technique of [28] for the univariate case based on Wirtinger inequalities. We provide an explicit calculation of the optimal constants in certain higher-order Wirtinger inequalities, which, replicating the techniques of [28] for the case of derivatives, lead to marginally improved estimates for \(\delta\) for finite \(k\). Such improved bounds can be used to get better estimates for two-dimensional spatial-temporal sampling scenarios, as we consider in Proposition 3.11.

Next, we provide Theorem 3.12 which gives a perturbation estimate for nonuniform sampling with derivatives. We show that if \(\{x_n\}_{n \in I}\) is a stable set of sampling for derivatives, then so is \(\{\tilde{x}_n\}_{n \in I}\) whenever \(\sup_{n \in I} |x_n - \tilde{x}_n|\) is sufficiently small. In particular, small perturbations of the
uniform sampling points taken at \( k \) times Nyquist give rise to stable sets of sampling. This extends existing results given in [7] [51] to the case of sampling with derivatives. Moreover, it improves those results since we provide a dimension independent bound for appropriate domains \( \Omega \).

In Section 4, we address univariate nonuniform bunched sampling and, in Theorem 4.1, we give density guarantees in order to obtain a particular fusion frame [15] [16]. Similarly as in derivatives those results since we provide a dimension independent bound for appropriate domains \( \Omega \). Existing results given in [7], [51] to the case of sampling with derivatives. Moreover, it improves the density bound in the limit—for small width of bunches and for large \( s \)—gives the same density bound as the one we provide for the univariate sampling with \( s \) derivatives, i.e., the density bound grows linearly in \( s + 1 \) with the constant of proportionality \( 1/e \).

### 2 Preliminaries

Let \( d \geq 1 \) denote dimension. For \( x = (x_1, \ldots, x_d) \in \mathbb{R}^d \) and \( p \geq 1 \), we write \( |x|_p \) for the \( \ell^p \)-norm, i.e., \( |x|_p = \left( \sum_{j=1}^{d} |x_j|^p \right)^{1/p} \). If \( y = (y_1, \ldots, y_d) \in \mathbb{R}^d \) we write \( x \cdot y = x_1 y_1 + \ldots + x_d y_d \) for the dot product of \( x \) and \( y \). We let \( L^2(\mathbb{R}^d) \) be the space of square-integrable functions on \( \mathbb{R}^d \) with inner product

\[
\langle f, g \rangle = \int_{\mathbb{R}^d} f(x)g(x) \, dx,
\]

and corresponding norm \( \|f\| = \sqrt{\langle f, f \rangle} \). We denote the Fourier transform by

\[
\hat{f}(\omega) = \int_{\mathbb{R}^d} f(x)e^{-i\omega \cdot x} \, dx, \quad \omega \in \mathbb{R}^d.
\]

Note that Parseval’s identity reads \( \|\hat{f}\|^2 = (2\pi)^d \|f\|^2 \) with this normalization.

Throughout the paper we shall write \( D^\alpha = \partial^{\alpha_1}_{x_1} / \partial_{x_1}^{\alpha_1} \cdots \partial_{x_d}^{\alpha_d} \) for the partial derivative operator. Here \( \alpha = (\alpha_1, \ldots, \alpha_d) \in \mathbb{N}_0^d \) and \( |\alpha|_1 = \alpha_1 + \ldots + \alpha_d \). If we write \( \alpha! = \alpha_1! \alpha_2! \cdots \alpha_d! \) then the multinomial formula reads

\[
\left( \sum_{j=1}^{d} x_j \right)^k = \sum_{|\alpha|_1 = k} \frac{k!}{\alpha!} x^\alpha, \quad k \in \mathbb{N}, x \in \mathbb{R}^d,
\]

where \( x^\alpha \) is given by \( x^\alpha = \prod_{j=1}^{d} (x_j)^{\alpha_j} \).

Let \( \Omega \subseteq \mathbb{R}^d \) be a compact set. The space of \( \Omega \)-bandlimited functions is defined by

\[
B(\Omega) = \{ f \in L^2(\mathbb{R}^d) : \text{supp}(\hat{f}) \subseteq \Omega \}.
\]

Observe also that \( B(\Omega) \) is closed with respect to differentiation, and moreover we have the multivariate Bernstein inequality

\[
\|D^\alpha f\| \leq \tilde{\omega}^\alpha \|f\|, \quad \forall f \in B(\Omega),
\]

where \( \tilde{\omega} = (\tilde{\omega}_1, \ldots, \tilde{\omega}_d)^\top \) and \( \tilde{\omega}_j = \sup_{\omega \in \Omega} |\omega_j| \). Throughout this paper, we shall consider an arbitrary norm \( \| \cdot \|_\ast \) on \( \mathbb{R}^d \). Since all norms are equivalent on \( \mathbb{R}^d \), we let \( a, b > 0 \) be the optimal constants such that

\[
a|\cdot|_\ast \leq |\cdot|_2 \leq b|\cdot|_\ast, \quad \forall x \in \mathbb{R}^d.
\]

(2.3)
We shall also define the quantity
\[ m_\Omega = \sup_{\omega \in \Omega} |\omega|_2. \] (2.4)

Finally, let us now recap the notion of frames [18]. Let \( H \) be a Hilbert space with norm \( \| \cdot \| \) and inner product \( \langle \cdot, \cdot \rangle \). A set \( \{ \phi_n \}_{n \in I} \subseteq H \), where \( I \) is an index set, is called a frame for \( H \) if there exist \( A, B > 0 \) such that
\[ A\|f\|^2 \leq \sum_{n \in I} |\langle f, \phi_n \rangle|^2 \leq B\|f\|^2, \quad \forall f \in H. \]

We refer to \( A \) and \( B \) as the frame bounds.

### 3 Nonuniform sampling with derivatives

Let \( \{x_n\}_{n \in I} \subseteq \mathbb{R}^d \) be a set of sampling points, where \( I \) is a countable index set. Let \( f \in B(\Omega) \), and suppose that we are given the measurements
\[ D^\alpha f(x_n), \quad n \in I, |\alpha|_1 \leq k. \]

As discussed, stable recovery is possible if there exist nonnegative weights \( \mu_{n,\alpha} \) such that
\[ A\|f\|^2 \leq \sum_{n \in I} \sum_{|\alpha|_1 \leq k} \mu_{n,\alpha} |D^\alpha f(x_n)|^2 \leq B\|f\|^2, \quad \forall f \in B(\Omega), \] (3.1)

holds for constants \( A, B > 0 \). Following [45], let us now define the function
\[ \Phi_\Omega(x) = \frac{1}{(2\pi)^d} \int_\Omega e^{i\omega \cdot x} \, d\omega, \quad x \in \mathbb{R}^d. \] (3.2)

For a given \( f \in B(\Omega) \), we have \( \hat{f}(\omega) = \hat{f}(\omega) \mathbb{1}_\Omega(\omega) \). If \( g \in B(\Omega) \) is such that \( \hat{g}(\omega) = \mathbb{1}_\Omega(\omega) \), then by the Convolution theorem we can write
\[ f(x) = \int_{\mathbb{R}^d} f(s) g(x - s) \, ds = \frac{1}{(2\pi)^d} \int_{\mathbb{R}^d} \int_{\Omega} f(s) e^{i\omega \cdot (x - s)} \, d\omega \, ds = \langle f, \Phi_\Omega(\cdot - x) \rangle. \]

Therefore
\[ D^\alpha f(x_n) = \langle D^\alpha f, \Phi_\Omega(\cdot - x_n) \rangle = (-1)^{|\alpha|_1} \langle f, D^\alpha \Phi_\Omega(\cdot - x_n) \rangle. \]

Hence (3.1) is equivalent to the condition that the set of functions
\[ \{ \sqrt{\mu_{n,\alpha}} D^\alpha \Phi_\Omega(\cdot - x_n) : n \in I, |\alpha|_1 \leq k \}, \]
forms a frame for \( B(\Omega) \) with frame bounds \( A, B > 0 \).

Similarly, after differentiation and using Parseval’s identity, (3.1) becomes
\[ \frac{A}{(2\pi)^d} \|\hat{f}\|^2 \leq \sum_{n \in I} \sum_{|\alpha|_1 \leq k} \mu_{n,\alpha} |\langle \hat{f}, (-i\omega)^\alpha e^{-i\omega x_n} \rangle|^2 \leq \frac{B}{(2\pi)^d} \|\hat{f}\|^2, \quad \forall f \in B(\Omega) \]

and therefore, (3.1) is also equivalent to the system \( \{ (2\pi)^{d/2} \sqrt{\mu_{n,\alpha}} (-i\omega)^\alpha e^{-i\omega x_n} : n \in I, |\alpha|_1 \leq k \} \) being a Fourier frame for \( L^2(\Omega) = \{ f \in L^2(\mathbb{R}^d) : \text{supp}(f) \subseteq \Omega \} \) with the frame bounds \( A, B > 0 \); see, for example, [56].
In what follows, we provide sufficient conditions for (3.1) for an appropriate choice of weights. As is standard in nonuniform sampling, our weights shall be related to the Voronoi cells \( \{V_n\}_{n \in \mathcal{I}} \) of the sampling points \( \{x_n\}_{n \in \mathcal{I}} \) [24, 28, 30, 32]. Let \(|\cdot|_*\) be a norm on \( \mathbb{R}^d \). Given \( n \in \mathcal{I} \), we let 

\[
V_n = \left\{ x \in \mathbb{R}^d : |x - x_n|_* \leq |x - x_m|_*, \forall m \in \mathcal{I}, m \neq n \right\}, \quad n \in \mathcal{I},
\]

and define 

\[
\mu_{n,\alpha} = \frac{1}{\alpha!} \int_{V_n} (x - x_n)^{2\alpha} \, dx, \quad \alpha \in \mathbb{N}_0^d, \quad n \in \mathcal{I}.
\] (3.3)

As is also standard, our sufficient conditions for (3.1) with these weights will be in terms of the density of the sampling points, measured in the following sense:

\[
\delta = \sup_{x \in \mathbb{R}^d} \inf_{n \in \mathcal{I}} |x - x_n|_*.
\] (3.4)

Our aim is to find the maximal allowable density \( \delta \) for which (3.1) holds.

3.1 The multivariate case

For \( z \in (0, \infty) \), define 

\[
R_k(z) = \exp(z) - \sum_{r=0}^{k} \frac{1}{r!} z^r,
\] (3.5)

\[
\sigma_d^*(z) = \frac{z + \sqrt{z(d + z)}}{d}.
\] (3.6)

Additionally, for \( z \in (0, \infty) \), define 

\[
h_k(z) = \exp(z) R_k(z),
\] (3.7)

\[
g_{k,d}(z) = (1 + 2\sigma_d^*(z))^{d/2} \exp(z/\sigma_d^*(z)) R_k(z).
\] (3.8)

Note that both \( h_k \) and \( g_{k,d} \) have limiting value 0 as \( z \to 0^+ \), and both increase monotonically to infinity as \( z \to \infty \). Hence they have well-defined inverse functions \( H_k(w) \) and \( G_{k,d}(w) \) for \( w \in (0, \infty) \).

Our main result is now as follows:

**Theorem 3.1.** Suppose that the weights \( \mu_{n,\alpha} \) are given by (3.3) and let \( \delta \) be as in (3.4). If

\[
\delta < \frac{C(k, d)}{m_\Omega b}, \quad C(k, d) = \max \{H_k(1), G_{k,d}(1)\},
\] (3.9)

then

\[
A\|f\|^2 \leq \sum_{n \in \mathcal{I}} \sum_{|\alpha|_1 \leq k} \mu_{n,\alpha}|D^\alpha f(x_n)|^2 \leq B\|f\|^2, \quad \forall f \in B(\Omega),
\]

where \( A, B > 0 \) satisfy

\[
A \geq e^{-d} (1 - \min\{h_k(m_\Omega b\delta), g_{k,d}(m_\Omega b\delta)\})^2, \quad B \leq \exp(2m_\Omega b\delta + (m_\Omega b\delta)^2).
\] (3.10)

Equivalently, the set \( \{\sqrt{\mu_{n,\alpha}} D^\alpha \Phi_{\Omega} : n \in \mathcal{I}, |\alpha|_1 \leq k\} \) forms a frame for \( B(\Omega) \) with bounds \( A \) and \( B \).
The key part of this theorem—whose proof we defer to §3.1.3—is the condition (3.9). Note that an interesting facet of (3.9) is that it splits geometric terms depending on the domain Ω (the constant \( m_{\Omega} \)) and the norm used (encapsulated by the term \( b \)), from the nongeometric constant \( C(k,d) \).

Whilst values of \( C(k,d) \) for fixed \( k \) and \( d \) are easily calculated and are presented in Table 1 to understand its behaviour it is interesting to consider the following two asymptotic regimes:

(i) \( k \) fixed, \( d \to \infty \),
(ii) \( d \) fixed, \( k \to \infty \).

In setting (i) it is desirable for (3.9) to not decrease with \( d \), i.e. the density bound does not worsen with increasing dimension. For (ii), we desire linear increase in the bound with \( k \), i.e. adding derivatives samples means that sampling points can be taken further apart, at as fast a rate as possible.

3.1.1 Case (i)

As can be seen from Table 1 the constant \( C(k,d) \) is independent of \( d \) for large \( d \) and fixed \( k \). This follows immediately from the definition (3.9), where it is clear that for large \( d \) the maximum is achieved by \( H_k(1) \), which is dimension independent, as opposed to \( G_{k,d}(1) \) (it can be easily proved that \( G_{k,d}(1) \) decreases with \( d \)).

This means that for large \( d \), the only possible dimension-dependence in (3.9) arises from the factors \( m_{\Omega} \) and \( b \), which are determined by the domain \( \Omega \) and the norm \( |\cdot|_q \) respectively. For simplicity, suppose that \( \Omega = B_p \) is the unit \( \ell^p \)-ball, \( p > 0 \), and let \( |\cdot|_q = |\cdot|_q \geq 1 \), be the \( \ell^q \)-norm. Then (3.9) reads

\[
\delta < \frac{C(k,d)}{\max\{1,d^{1/2-1/p}\} \max\{1,d^{1/2-1/q}\}}.
\]

This follows from the well-known inequality

\[
\forall x \in \mathbb{R}^d, \quad |x|_q \leq |x|_r \leq d^{1/r-1/q}|x|_q, \quad 0 < r \leq q.
\]

In particular, if \( p = q = 2 \) for example (i.e. \( \Omega \) is contained in the unit Euclidean ball and the \( \delta \)-density is measured in the Euclidean metric), then (3.9) reduces to \( \delta < C(k,d) \). For sufficiently large
We now discuss the case of fixed $d$, one therefore obtains the dimensionless bound $\delta < H_k(1)$. On the other hand, if $\Omega = [-1,1]^d$ is the unit cube and $|\cdot|_k = |\cdot|_2$ is the $\ell^2$-norm, then we get square-root decay of the corresponding bound, which reads $\delta < H_k(1)/\sqrt{d}$ for large $d$.

**Remark 3.2** The splitting of the bound (3.9) into the factors $C(k,d)$ and $m_\Omega b$ is an extension of that found in [3] to the case $k \geq 1$. Therein the case $k = 0$ was considered and the bound $\delta < \ln(2)/(m_\Omega b)$ was established. Conversely, (3.9) reduces to the somewhat stricter condition $\delta < \ln \left( \frac{1}{2}(1 + \sqrt{5}) \right) / (m_\Omega b)$; note that $\ln \left( \frac{1}{2}(1 + \sqrt{5}) \right) \approx 0.481 < 0.693 \approx \ln(2)$. This is due to the additional complications arising from a bound that holds for arbitrary many derivatives.

### 3.1.2 Case (ii)

We now discuss the case of fixed $d$ and increasing $k$. Empirically, Table 1 and the left panel of Figure 1 show that, whilst $H_k(1)$ gives the better bound for small values of $k$, asymptotically for $k \to \infty$ the better bound is provided by $G_{k,d}(1)$. We confirm this with the following lemma:

**Lemma 3.3.** Let $W$ be the Lambert-W function [20]. We have

(a) $R_k(z)^{1/(k+1)} \sim ez/(k+1)$, as $k \to \infty$ provided $z \leq c(k+1)$ for all large $k$ and some $c \in (0,1)$;

(b) $H_k(1) \sim W \left( \frac{1}{e} \right) (k+1)$ as $k \to \infty$, in particular, $H_k(1) \approx 0.2785(k+1)$ for large $k$;

(c) $G_{k,d}(1) \sim \frac{1}{e}(k+1)$ as $k \to \infty$, in particular, $G_{k,d}(1) \approx 0.3679(k+1)$ for large $k$;

(d) $C(k,d) \sim \frac{1}{e}(k+1)$ as $k \to \infty$, in particular, $C(k,d) \approx 0.3679(k+1)$ for large $k$.

**Proof.** To prove (a), observe that

$$1 - \exp(-z) \sum_{r=0}^{k} \frac{1}{r!} z^r = \frac{\gamma(k+1,z)}{\Gamma(k+1)} = P(k+1,z),$$

where $\gamma(\cdot, \cdot)$ is the lower incomplete Gamma function, and $\Gamma(\cdot)$ is the Gamma function [1]. We require an asymptotic expansion of $P(k+1,z)$ as $k \to \infty$ that is uniform in $z \leq c(k+1)$. Such an
expansion was obtained by Temme \cite{52, 53}. Using the notation of \cite{53}, it was shown that
\[ P(a, x) = \frac{1}{2} \text{erfc} \left[ -\eta(a/2)^{1/2} \right] - S_a(\eta), \]
with
\[ S_a(\eta) \sim (2\pi a)^{-1/2} e^{-a\eta^2/2} \sum_{k=0}^{\infty} c_k(\eta)a^{-k}, \]
as \( a \to \infty \), uniformly with respect to \( \eta \in \mathbb{R} \), where
\[ \eta = \sqrt{2(\lambda - 1 - \log(\lambda))}, \quad \lambda = x/a, \quad \mu = \lambda - 1, \]
with the square root having the same sign as \( \mu \). Since \( x/a < 1 \), we have that \( \eta < 0 \). Here \( \text{erfc}(x) = 2\pi^{-1/2} \int_{x}^{\infty} e^{-t^2} dt \) is the complementary error function and \( c_k(\eta) \) are functions of \( \eta \) only, with \( c_0 = 1/\mu - 1/\eta \). We require only the first term in the asymptotic expansion of \( P(a, x) \). Since \( \text{erfc}(x) \sim \frac{e^{-x^2}}{\sqrt{\pi x}} \) as \( x \to \infty \),
\[ P(a, x) \sim -\frac{\exp(-a\eta^2/2)}{\sqrt{2\pi a \mu}} = \frac{\exp(-\lambda a + a)\lambda^a}{\sqrt{2\pi a (1 - \lambda)}}, \quad a \to \infty, \]
provided that \( \lambda \leq c \) for some \( c < 1 \). Set \( k + 1 = a \) and \( z = x = a\lambda \). Then, since \( z \leq c(k + 1) \) for some \( c < 1 \), we get
\[ R_k(z)^{k+1} \sim e\lambda = e\frac{z}{k+1}, \]
as \( k \to \infty \) and (a) follows.

To prove (b), we shall use (a). Let \( z = H_k(1) \), i.e. \( h_k(z) = 1 \). We first show that there exists a \( 0 < c < 1 \) such that \( z \leq c(k + 1) \) for all large \( k \). Note that \( R_k(z) \geq z^{k+1}/(k+1)! \). Thus \( z \) satisfies
\[ \exp(z)\frac{z^{k+1}}{(k+1)!} \leq 1. \]
Therefore
\[ \exp \left( \frac{z}{k+1} \right) \frac{z}{k+1} \leq \frac{(k+1)!}{k+1}. \]
By Stirling’s formula, the right-hand side is asymptotic to \( 1/e \) as \( k \to \infty \). Hence for large \( k \),
\[ z/(k + 1) \leq W(1/e) < 1, \]as required. We may now use (a). Since \( h_k(z) = 1 \) is equivalent to
\[ \exp \left( \frac{z}{k+1} \right) R_k(z)^{k+1} = 1, \]this now gives
\[ \exp \left( \frac{z}{k+1} \right) \frac{z}{k+1} \sim \frac{1}{e}, \quad k \to \infty. \]
Since the last identity is equivalent to
\[ \frac{z}{k+1} \sim W \left( \frac{1}{e} \right), \quad k \to \infty, \]
we get the result.

We use a similar approach to prove (c). Let \( z = G_{k,d}(1) \), i.e. \( g_{k,d}(z) = 1 \). Then
\[ R_k(z) \leq (1 + 2\sigma_d^2(z))^{d/2} e^{z/2\sigma_d^2(z)} R_k(z) = g_{k,d}(z) = 1, \]
and we deduce that \( z \leq \frac{1}{2}(k+1) \) as \( k \to \infty \). Hence we may apply (a). Note also that \( z \to \infty \) as \( k \to \infty \). This follows from the fact that \( \lim_{k \to \infty} g_{k,d}(z) = 0 \) for fixed \( z \) and \( d \). Therefore, the equation \( g_{k,d}(z) = 1 \) can be written as

\[
\left(1 + \frac{4z}{d}\right)^{\frac{d}{2(k+1)}} \exp\left(\frac{d}{2(k+1)}\right) \frac{ez}{k+1} \sim 1, \quad k \to \infty,
\]

which implies the result. Finally, we note that claim (d) follows directly from (b) and (c).

This lemma confirms that \( G_{k,d}(1) \) gives a better bound asymptotically as \( k \to \infty \) than \( H_k(1) \). Illustration of this asymptotic behaviour is given in the right panel of Figure 1. More importantly, this lemma shows the overall advantage of sampling derivatives, i.e. we have the following:

**Corollary 3.4.** For large \( k \), if

\[ \delta < \frac{1}{e} \frac{k+1}{m_{d}b}, \]

then the set \( \{\sqrt{\mu_n}D^\alpha \Phi_\Omega(\cdot - x_n) : n \in I, |\alpha|_1 \leq k\} \) forms a frame for \( B(\Omega) \) with frame bounds satisfying (3.10).

This means that in all dimensions \( d \), the maximum allowed density \( \delta \) increases linearly with the number of derivatives \( k \). Unfortunately the constant of proportionality \( 1/e \approx 0.368 \) is rather small. Indeed, it is much smaller than in the case of equispaced samples, where the corresponding constant is \( \pi/2 \approx 1.571 \). To ameliorate this gap, we will first prove an improved estimate in §3.2 for the case \( d = 1 \). Second, in [3.4] we will prove a perturbation result for nonuniform derivative sampling.

**Remark 3.5** For the case \( k = 0 \), Beurling established the sharp, sufficient condition \( \delta < \pi/2 \) when \( \Omega \) is the unit Euclidean ball and \( |.|_\ast = |.|_2 \), provided the sampling points \( \{x_n\}_{n \in I} \) are separated. In [10] (see also [41]) this was extended to any compact, convex and symmetric domain \( \Omega \), where \( |.|_\ast \) is the norm induced by the polar set of \( \Omega \). The separation condition was removed in [3] by incorporating weights. A downside of these results is that they do not give explicit frame bounds. Nevertheless, to the best of our knowledge, it is an open problem to see if similar sharp results can be proved for the case of sampling with derivatives.

### 3.1.3 Proof of Theorem 3.1

The proof of this theorem uses the techniques of [28, 29, 30], and more recently [3], which were applied to the \( d \geq 1 \) and \( k = 0 \) case, as well as the approach in [45] for the \( d = 1 \) and \( k \geq 0 \) case. We first require the following three lemmas.

In what follows, we denote Euclidean ball of radius \( r \) centred at \( v \) by \( B(v,r) \), and when centre does not matter, we write \( B_r \).

**Lemma 3.6.** Let \( \mu_n = \mu_{n,0} \), where \( \mu_{n,0} = \text{meas}(V_n) \) is the Lebesgue measure of \( V_n \). Then

\[
\sum_{n \in I} \mu_n |f(x_n)|^2 \leq \exp(2b\delta r)\|f\|^2, \quad \forall f \in B(\Omega),
\]

where \( b \) is as in (2.3) and \( r > 0 \) is radius of the smallest ball (with arbitrary centre) such that \( \Omega \subseteq B_r \).
Proof. Let $B(\omega_t, r)$ be the minimal ball such that $\Omega \subseteq B(\omega_t, r)$ and note that we can use the following shifting argument. For every $f \in B(\Omega)$, if $F \in B(\Omega - \omega_t)$ is defined so that $\hat{F}(\omega) = \hat{f}(\omega + \omega_t)$, then we have $|F| = |f|$ and also $\|F\| = \|f\|$. Therefore, without loss of generality, we may assume that $\Omega \subseteq B(0, r)$. By Taylor’s theorem

$$f(x_n) = \sum_{\alpha \in \mathbb{N}_0^d} \frac{(x_n - x)^\alpha}{\alpha!} D^\alpha f(x).$$

Let $c > 0$ be a constant. By the Cauchy–Schwarz inequality

$$|f(x_n)|^2 \leq \sum_{\alpha \in \mathbb{N}_0^d} \frac{|(x - x_n)^{2\alpha}|^{\alpha_1}}{\alpha!} \sum_{\alpha \in \mathbb{N}_0^d} \frac{c^{-\alpha_1}}{\alpha!} |D^\alpha f(x)|^2.$$

By the multinomial formula \eqref{eq:multinomial},

$$\sum_{\alpha \in \mathbb{N}_0^d} \frac{|(x - x_n)^{2\alpha}|^{\alpha_1}}{\alpha!} = \sum_{k=0}^\infty \frac{c^k}{k!} \sum_{|\alpha_1| = k} \frac{k!}{\alpha!} |x - x_n|^{2\alpha} = \sum_{k=0}^\infty \frac{c^k}{k!} |x - x_n|^{2k} = \exp(c|x - x_n|^2).$$

By \eqref{eq:delta_bound} and the definition of $\delta$, we have $|x - x_n| \leq b|x - x_n| \leq b\delta$. Hence we find that

$$|f(x_n)|^2 \leq \exp(cb^2\delta^2) \sum_{\alpha \in \mathbb{N}_0^d} \frac{c^{-\alpha_1}}{\alpha!} |D^\alpha f(x)|^2.$$

Using definition of $\mu_n$ and the fact that Voronoi cells form a partition of $\mathbb{R}^d$, this now gives

$$\sum_{n \in I} \mu_n |f(x_n)|^2 \leq \exp(cb^2\delta^2) \sum_{\alpha \in \mathbb{N}_0^d} \frac{c^{-\alpha_1}}{\alpha!} \sum_{n \in I} \int_{V_n} |D^\alpha f(x)|^2 \, dx = \exp(cb^2\delta^2) \sum_{\alpha \in \mathbb{N}_0^d} \frac{c^{-\alpha_1}}{\alpha!} \|D^\alpha f\|^2.$$

Consider the sum. We have

$$\sum_{\alpha \in \mathbb{N}_0^d} \frac{c^{-\alpha_1}}{\alpha!} \|D^\alpha f\|^2 = \sum_{\alpha \in \mathbb{N}_0^d} \frac{c^{-\alpha_1}}{(2\pi)^d \alpha!} \|D^\alpha f\|^2 = \sum_{\alpha \in \mathbb{N}_0^d} \frac{c^{-\alpha_1}}{(2\pi)^d \alpha!} \int_{\Omega} |\omega|^{2\alpha} \|\hat{f}(\omega)\|^2 \, d\omega = \frac{1}{(2\pi)^d} \int_{\Omega} \exp(|\omega|^2/c) |\hat{f}(\omega)|^2 \, d\omega \leq \exp(r^2/c) \|f\|^2.$$ 

Therefore we deduce that

$$\sum_{n \in I} \mu_n |f(x_n)|^2 \leq \exp(cb^2\delta^2 + r^2/c) \|f\|^2,$$

and setting $c = r/(b\delta)$ gives the result. \qed

We shall see later that application of this lemma leads (after some additional work) to the bound $\delta < H_k(1)/(m\omega b)$. As discussed, this does not give the best scaling as $k \to \infty$, and the reason for this can be traced to the exponential growth in $\delta$ of the bound obtained in this lemma. In order to mitigate this growth, and therefore eventually get a better density bound, we prove the following result.
Lemma 3.7. Let \( \mu_n = \mu_{n,0} \), where \( \mu_{n,0} = \text{meas}(V_n) \) is the Lebesgue measure of \( V_n \). Then
\[
\sum_{n \in I} \mu_n |f(x_n)|^2 \leq (1 + 2\sigma_d^*(b\delta m_\Omega))d \exp(2b\delta m_\Omega/\sigma_d^*(b\delta m_\Omega))\|f\|^2, \quad \forall f \in B(\Omega),
\]
where \( \sigma_d^* \) is as in \ref{3.6}, \( b \) is as in \ref{2.3} and \( m_\Omega \) as in \ref{2.4}.

**Proof.** Let \( \sigma > 0 \) be fixed and let us cover \( \Omega \) by \( R = R(\Omega, B_{m_\Omega/\sigma}) \) Euclidean balls of radius \( m_\Omega/\sigma \). By using the classical result on covering numbers, see for example \cite{27}, we have
\[
R \leq R(B_{m_\Omega}, B_{m_\Omega/\sigma}) = R(B_{1}, B_{1/\sigma}) \leq (1 + 2\sigma)^d. \tag{3.12}
\]

Let \( \{B^1_{m_\Omega/\sigma}, \ldots, B^R_{m_\Omega/\sigma}\} \) be the prescribed cover of \( R \) balls for \( \Omega \). Using this cover, we form a partition of \( \Omega \) as follows. Set \( \Omega_1 = B^1_{m_\Omega/\sigma} \cap \Omega \), and given \( \Omega_1, \ldots, \Omega_r \), define
\[
\Omega_{r+1} = \left(B^{r+1}_{m_\Omega/\sigma} \cap \Omega\right) \setminus \bigcup_{j=1}^r \Omega_j.
\]

This gives at most \( R \) nonempty sets \( \Omega_1, \ldots, \Omega_R \) which make a disjoint cover of \( \Omega \). By construction, for each \( j, \Omega_j \subseteq B^j_{m_\Omega/\sigma} \). Due to Lemma \ref{3.6} we know that
\[
\sum_{n \in I} \mu_n |g(x_n)|^2 \leq \exp(2b\delta m_\Omega/\sigma)\|g\|^2, \quad \forall g \in B(\Omega_j), \quad j = 1, \ldots, R.
\]

Since \( \Omega_1, \ldots, \Omega_R \) are disjoint and \( \bigcup_{j=1}^R \Omega_j = \Omega \), for each \( f \in B(\Omega) \) we have that \( \hat{f} = \sum_{j=1}^R \hat{f}_j \),
\[
f = \sum_{j=1}^R f_j \quad \text{and} \quad \|f\|^2 = \sum_{j=1}^R \|f_j\|^2, \quad \text{where} \quad f_j \in B(\Omega_j).
\]

Therefore we get
\[
\sum_{n \in I} \mu_n |f(x_n)|^2 \leq R \sum_{j=1}^R \sum_{n \in I} \mu_n \|f_j(x_n)\|^2 \leq (1 + 2\sigma)^d \exp(2b\delta m_\Omega/\sigma)\|f\|^2.
\]

Now, if we minimize the right-hand side over \( \sigma > 0 \), we obtain
\[
\sum_{n \in I} \mu_n |f(x_n)|^2 \leq \left(1 + \frac{b\delta m_\Omega + \sqrt{b\delta m_\Omega(1 + b\delta m_\Omega)}}{d}\right)^d \exp \left(\frac{2b\delta m_\Omega d}{b\delta m_\Omega + \sqrt{b\delta m_\Omega(1 + b\delta m_\Omega)}}\right) \|f\|^2
\]
and the result follows. \( \square \)

**Lemma 3.8.** Suppose that the weights \( \mu_{n,\alpha} \) are given by \ref{3.3}. Then
\[
\left\| f - \sum_{n \in I} \sum_{|\alpha| \leq k} \frac{1}{\alpha!} D^\alpha f(x_n)(x - x_n)^\alpha \right\| \leq \min \{h_k(b\delta m_\Omega), g_{k,d}(b\delta m_\Omega)\} \|f\|
\]
for \( f \in B(\Omega) \), where \( h_k \) and \( g_{k,d} \) are as in \ref{3.7} and \ref{3.8}, and where \( b \) and \( m_\Omega \) are as in \ref{2.3} and \ref{2.4}, respectively.

**Proof.** For \( f \in B(\Omega) \) let
\[
g(x) = \sum_{n \in I} \sum_{|\alpha| \leq k} \frac{1}{\alpha!} D^\alpha f(x_n)(x - x_n)^\alpha \|V_n(x)\).
\]
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Since Voronoi cells form a partition of \( \mathbb{R}^d \), we have
\[
\|f - g\|^2 = \sum_{n \in I} \int_{V_n} \left| f(x) - \sum_{|\alpha| \leq k} \frac{1}{\alpha!} D^\alpha f(x_n)(x - x_n)^\alpha \right|^2 \, dx.
\]
Let \( x \in V_n \). By Taylor’s theorem and the Cauchy–Schwarz inequality
\[
\left| f(x) - \sum_{|\alpha| \leq k} \frac{1}{\alpha!} D^\alpha f(x_n)(x - x_n)^\alpha \right|^2 \leq \sum_{|\alpha| > k} c^{-|\alpha|} \sum_{n \in I} \mu_n |D^\alpha f(x_n)|^2.
\]
Note that
\[
\sum_{|\alpha| > k} c^{-|\alpha|} \sum_{n \in I} \mu_n |D^\alpha f(x_n)|^2 \leq R_k(c b^2 \delta^2),
\]
where \( R_k \) is as in (3.5). Hence, by Lemma 3.6 applied to \( D^\alpha f \in B(\Omega) \),
\[
\|f - g\|^2 \leq R_k(c b^2 \delta^2) \sum_{|\alpha| > k} c^{-|\alpha|} \sum_{n \in I} \mu_n |D^\alpha f(x_n)|^2 \leq R_k(c b^2 \delta^2) \exp(2b\delta m_\Omega) \sum_{|\alpha| > k} c^{-|\alpha|} \|D^\alpha f\|^2.
\]
Noting that
\[
\sum_{|\alpha| > k} c^{-|\alpha|} \|D^\alpha f\|^2 = \frac{1}{(2\pi)^d} \int_{\Omega} \sum_{|\alpha| > k} c^{-|\alpha|} \omega^{2\alpha} |\hat{f}(\omega)|^2 \, d\omega \leq R_k(m_\Omega^2/c) \|f\|^2
\]
and setting \( c = m_\Omega/(b\delta) \) now gives
\[
\|f - g\| \leq R_k(b\delta m_\Omega) \exp(b\delta m_\Omega) \|f\| = h_k(b\delta m_\Omega) \|f\|.
\]
Similarly, if we apply Lemma 3.7 instead of Lemma 3.6 we get
\[
\|f - g\| \leq (1 + 2\sigma_\delta^2(b\delta m_\Omega))^{d/2} R_k(b\delta m_\Omega) \exp(b\delta m_\Omega/\sigma_\delta^2(b\delta m_\Omega)) \|f\| = g_{k,d}(b\delta m_\Omega) \|f\|,
\]
and the result follows.

**Proof of Theorem 3.1** Fix \( f \in B(\Omega) \) and let \( g = \sum_{n \in I} \sum_{|\alpha| \leq k} \frac{1}{\alpha!} D^\alpha f(x_n)(x - x_n)^\alpha \mathbb{I}_{V_n} \). Then
\[
\|g\|^2 \leq \sum_{n \in I} \int_{V_n} \left| \sum_{|\alpha| \leq k} \frac{1}{\alpha!} D^\alpha f(x_n)(x - x_n)^\alpha \right|^2 \, dx \leq \left( \sum_{|\alpha| \leq k} \frac{1}{\alpha!} \right) \sum_{n \in I} \sum_{|\alpha| \leq k} \mu_n |D^\alpha f(x_n)|^2.
\]
By the multinomial formula
\[
\sum_{|\alpha| \leq k} \frac{1}{\alpha!} = \sum_{l=0}^k \frac{k}{l!} \frac{l!}{\alpha!} = \sum_{l=0}^k \frac{d^l}{l!} \leq e^d.
\]
Using this we get
\[
\sum_{n \in I} \sum_{|\alpha| \leq k} \mu_{n,\alpha} |D^\alpha f(x_n)|^2 \geq e^{-d} \|g\|^2 \geq e^{-d} (\|f\| - \|f - g\|)^2.
\] (3.13)

Lemma 3.8 now gives the lower bound.

Next, we address the upper bound. Note that
\[
\mu_{n,\alpha} \leq \frac{1}{\alpha!} \sup_{x \in V_n} |(x - x_n)^{2\alpha}| \mu_{n,0}.
\]
Moreover
\[
| (x - x_n)^{2\alpha} | \leq |x - x_n|_{\infty}^{2|\alpha|} \leq |x - x_n|_2^{2|\alpha|} \leq (b\delta)^{2|\alpha|}.
\]
Hence, by applying Lemma 3.6 we deduce that
\[
\sum_{n \in I} \sum_{|\alpha| \leq k} \mu_{n,\alpha} |D^\alpha f(x_n)|^2 \leq \exp(2m_\Omega b\delta) \sum_{|\alpha| \leq k} \frac{(b\delta)^{2|\alpha|}}{\alpha!} \|D^\alpha f\|^2.
\]
Arguing in the same way now gives
\[
\sum_{n \in I} \sum_{|\alpha| \leq k} \mu_{n,\alpha} |D^\alpha f(x_n)|^2 \leq \exp(2m_\Omega b\delta + (m_\Omega b\delta)^2) \|f\|^2,
\]
as required.

3.2 The univariate case

In the one-dimensional setting it is possible to improve the bound derived in Theorem 3.1 somewhat using so-called Wirtinger inequalities. See [28] for the case \(k = 0\) and [45] for \(k = 1\). Using the same arguments presented therein, we now consider the case of arbitrary \(k \geq 0\).

Throughout this section \(\Omega \subseteq \mathbb{R}\) is compact and \(\{x_n\}_{n \in \mathbb{Z}}\) is a set of sampling points in \(\mathbb{R}\), indexed over \(\mathbb{Z}\). We assume the points are ordered so that \(x_n < x_{n+1}, \forall n \in \mathbb{Z}\). As before, we let
\[
\delta = \sup_{x \in \mathbb{R}} \inf_{n \in \mathbb{Z}} |x - x_n|,
\] (3.14)
where \(|\cdot|\) denotes the absolute value. Note that the Voronoi cells \(V_n\) are the intervals
\[
V_n = [z_n, z_{n+1}], \quad z_n = \frac{x_n + x_{n-1}}{2}, \quad n \in \mathbb{Z}.
\]
As stated above, we shall use Wirtinger inequalities to derive bounds for \(\delta\). Specifically, for \(k \in \mathbb{N}\), let \(c_k > 0\) be the minimal constant such that
\[
\int_a^b |f(x)|^2 \, dx \leq (c_k)^{2k}(b - a)^{2k} \int_a^b |f^{(k)}(x)|^2 \, dx,
\] (3.15)
for all \(f \in H^k(a, b)\), the \(k\)th Sobolev space, satisfying
\[
f(a) = f'(a) = \ldots = f^{(k-1)}(a) = 0 \quad \text{or} \quad f(b) = f'(b) = \ldots = f^{(k-1)}(b) = 0.
\]
Note that \(c_1 = 2/\pi\) [28]. We defer a discussion of \(c_k, k \geq 2\), until §3.2.1.
Theorem 3.9. Suppose that the weights are
\[ \mu_{n,l} = \frac{1}{n!} \int_{V_n} (x - x_n)^{2l} \, dx = \frac{(z_{n+1} - x_n)^{2l+1} - (z_n - x_n)^{2l+1}}{l!(2l + 1)}, \quad l = 0, \ldots, k, \quad n \in \mathbb{Z}, \]
and let \( \delta \) be as in (3.14). If \( \delta < \frac{C(k)}{m_\Omega}, \quad C(k) = \frac{1}{c_{k+1}}, \) (3.16)
where \( c_k \) is as in (3.15), then
\[ A\|f\|^2 \leq \sum_{n \in \mathbb{Z}} \sum_{l=0}^k \mu_{n,l} |f^{(l)}(x_n)|^2 \leq B\|f\|^2, \quad \forall f \in B(\Omega), \]
where
\[ A = e^{-1} \left( 1 - (c_{k+1} \delta m_\Omega)^{k+1} \right)^2, \quad B = (1 + 2\delta m_\Omega/\pi)^2 e^{(\delta m_\Omega)^2}. \]
Equivalently, the set \( \{ \sqrt{\mu_{n,l}} d_\Omega \Phi_n \cdot (-x_n) : n \in \mathbb{Z}, l = 0, \ldots, k \} \) forms a frame for \( B(\Omega) \) with bounds \( A \) and \( B \).

Proof. We follow the arguments of [29, 45]. Let \( g(x) = \sum_{n \in \mathbb{Z}} \sum_{l=0}^k \frac{1}{n!} f^{(l)}(x_n)(x - x_n)^{l} \mathbb{I}_{V_n}(t). \) Then
\[ \|f - g\|^2 = \sum_{n \in \mathbb{Z}} \sum_{l=0}^k \int_{V_n} |f - \frac{1}{n!} f^{(l)}(x_n)(x - x_n)^{l}|^2 \, dx. \]
\[ = \sum_{n \in \mathbb{Z}} \left( \int_{z_n}^{z_{n+1}} + \int_{z_{n+1}}^{z_n} \right) |f(x) - \sum_{l=0}^k \frac{1}{n!} f^{(l)}(x_n)(x - x_n)^{l}|^2 \, dx. \]
The function \( f(x) - \sum_{l=0}^k \frac{1}{n!} f^{(l)}(x_n)(x - x_n)^{l} \) vanishes, along with its first \( k \) derivatives, at \( x = x_n \). Applying (3.15) to each integral and noting that \( |z_{n+1} - x_n| \leq \delta \) and \( |x_n - z_n| \leq \delta \) gives
\[ \|f - g\|^2 \leq (c_{k+1} \delta)^{2k+2} \|f^{(k+1)}\|^2. \]
After an application of Bernstein’s inequality [2,2] we deduce that \( \|f - g\| \leq (c_{k+1} \delta m_\Omega)^{k+1} \|f\|, \)
and therefore
\[ \left( 1 - (c_{k+1} \delta m_\Omega)^{k+1} \right) \|f\| \leq \|g\| \leq \left( 1 + (c_{k+1} \delta m_\Omega)^{k+1} \right) \|f\|. \]
We now use this and (3.13) to get the estimate for \( A \).

For the bound on \( B \), we argue similarly to the proof of Theorem 3.1. We have
\[ \mu_{n,l} \leq \frac{1}{n!} \sup_{x \in V_n} |x - x_n|^{2l} \mu_{n,0} \leq \frac{1}{n!} \delta^{2l} \mu_{n,0}. \]
Hence
\[ \sum_{n \in \mathbb{Z}} \sum_{l=0}^k \mu_{n,l} |f^{(l)}(x_n)|^2 \leq \sum_{l=0}^k \frac{\delta^{2l}}{l!} \sum_{n \in \mathbb{Z}} \mu_{n,0} |f^{(l)}(x_n)|^2. \]
Gröchenig’s result [28] for \( k = 0 \) and \( d = 1 \) gives that \( \sum_{n \in \mathbb{Z}} \mu_{n,0} |g(x_n)|^2 \leq (1 + 2\delta m_\Omega/\pi)^2 \|g\|^2, \)
\( \forall g \in B(\Omega) \). By this and Bernstein’s inequality, we deduce that
\[ \sum_{n \in \mathbb{Z}} \sum_{l=0}^k \mu_{n,l} |f^{(l)}(x_n)|^2 \leq (1 + 2\delta m_\Omega/\pi)^2 \sum_{l=0}^k \frac{\delta^{2l}}{l!} m_\Omega^{2l} \|f\|^2 = (1 + 2\delta m_\Omega/\pi)^2 \exp(\delta m_\Omega)^2 \|f\|^2. \]
This gives the upper bound. \( \square \)
Observe that when $k = 0$, i.e. the classical nonuniform sampling problem without derivatives, the criterion \ref{inequality:3.15} reduces to $\delta < \frac{\pi}{2m_0}$. This is in agreement with the original result of Gröchenig \cite{28} (note that the definition of $\delta$ used therein is precisely twice the definition we use here). This result is sharp, and says that one must sample at a rate just above the Nyquist rate $\frac{\pi}{2m_0}$.

3.2.1 The magnitude of $c_k$

We now consider the case $k \geq 1$. The main issue is the magnitude of the constant $c_k$ of Wirtinger’s inequality \ref{inequality:3.15}. We first note the following:

**Lemma 3.10.** Consider the polyharmonic eigenvalue problem

$$(-1)^kg^{(2k)} = \lambda g, \quad g(0) = \ldots = g^{(k-1)}(0) = g^{(k)}(1) = \ldots g^{2k-1}(1) = 0.$$  \tag{3.17}

This problem has a countable basis of positive eigenvalues $0 < \lambda_1^{(k)} < \lambda_2^{(k)} < \ldots$. Moreover, the best constant $c_k$ in the inequality \ref{inequality:3.16} is precisely $\left(\lambda_1^{(k)}\right)^{-\frac{1}{2k}}$.

**Proof.** It is well known that \ref{equation:3.17} has a countable spectrum with eigenfunctions $\{\phi_n\}_{n=1}^\infty$ forming an orthonormal basis of $L^2(0,1)$ [40]. It is straightforward to see that \ref{equation:3.17} has only strictly positive eigenvalues.

Now let $f \in H^k(0,1)$ satisfy $f(0) = \ldots = f^{(k-1)}(0) = 0$. Then, integrating by parts,

$$\langle f, \phi_n \rangle = \frac{(-1)^k}{\lambda_n^{(k)}} \langle f, \phi_n^{(2k)} \rangle = \frac{1}{\lambda_n^{(k)}} \langle f^{(k)}, \phi_n^{(k)} \rangle.$$  

In particular, if $f = \phi_n$, then

$$\|\phi_n\|^2 = \frac{1}{\lambda_n^{(k)}} \|\phi_n^{(k)}\|^2.$$  

Let $\psi_n = \frac{1}{\sqrt{\lambda_n^{(k)}}} \phi_n^{(k)}$, so that $\|\psi_n\| = 1$. The set $\{\psi_n\}_{n=1}^\infty$ is precisely the set of eigenfunctions of the problem

$$(-1)^kg^{(2k)} = \lambda g, \quad g^{(k)}(0) = \ldots = g^{(2k-1)}(0) = g(1) = \ldots g^{k-1}(1) = 0.$$  

In particular, they form an orthonormal basis of $L^2(0,1)$. Hence, since

$$\langle f, \phi_n \rangle = \frac{1}{\sqrt{\lambda_n^{(k)}}} \langle f^{(k)}, \psi_n \rangle$$  

it follows from Parseval’s identity that

$$\|f\|^2 = \sum_n |\langle f, \phi_n \rangle|^2 = \sum_n \frac{1}{\lambda_n^{(k)}} |\langle f^{(k)}, \psi_n \rangle|^2 \leq \frac{1}{\lambda_1^{(k)}} \sum_n |\langle f^{(k)}, \psi_n \rangle|^2 = \frac{1}{\lambda_1^{(k)}} \|f^{(k)}\|^2,$$

by completeness. Thus $\|f\|^2 \leq 1/\lambda_1^{(k)} \|f^{(k)}\|^2$, and this bound is sharp since we may set $f = \phi_1$. By a change of variables, we now get that $(c_k)^{2k} = 1/\lambda_1^{(k)}$, as required.

A consequence of this lemma is that we can determine the constant $c_k$ by computing the eigenvalues of \ref{equation:3.17}. When $k = 1$, the eigenvalues of \ref{equation:3.17} are $(\pi/2 + n\pi)^2$, $n \in \mathbb{N}_0$. Hence $\lambda_1^{(1)} = \pi^2/4$ and $c_1 = 2/\pi$, as stated. Unfortunately, for $k \geq 2$ no explicit expression exists for
Table 2: The values $c_k$ and $1/c_k$ for $k = 1, 2, \ldots, 10$. These values were calculated in high precision using Mathematica.

The eigenvalues, so we resort to numerical computation. For $k \geq 2$, write $\lambda = \tau^{2k}$ for $\tau > 0$. The general solution of (3.17) can now be written as

$$g(x) = \sum_{s=0}^{2k-1} b_s e^{i z^s \tau x},$$

where $z = e^{i \pi/k}$ and $b_s \in \mathbb{C}$ are coefficients. Enforcing the boundary conditions results in a linear system of equations

$$\sum_{s=0}^{2k-1} (i z^s \tau)^r b_s = 0, \quad \sum_{s=0}^{2k-1} (i z^s \tau)^{k+r} e^{i z^s \tau} b_s = 0, \quad r = 0, \ldots, k-1.$$

Written in matrix form, we have $Ab = 0$, where $A \in \mathbb{C}^{2k \times 2k}$ and $b = (b_0, \ldots, b_{2k-1})^T$. Hence the minimal eigenvalue $\lambda_1^{(k)} = (\tau_1^{(k)})^{2k}$, and therefore $c_k = 1/\tau_1^{(k)}$, where $\tau_1^{(k)}$ is the first positive root of the function

$$D(\tau) = \det(A).$$

In the case $k = 2$, we have

$$D(\tau) = 8i \tau^6 (1 + \cos(\tau) \cosh(\tau)).$$

Numerical computation gives that $\tau_1^{(2)} = 1.8751$ (see also [45]).

In Table 2, we compute $\tau_1^{(k)}$ and $c_k$ for $k = 1, \ldots, 10$. As is evident the values $1/c_k$, grow approximately linearly in $k$ for large $k$. Linear regression on the computed values gives that $1/c_k \approx 1.008751 + 0.3674 k$ for large $k$. Note that $e^{-1} = 0.3679$. We therefore conjecture that

$$\frac{1}{c_k} \sim \frac{1}{e(k+1)}, \quad k \to \infty.$$  

(3.18)

We remark in passing that the large $k$ asymptotics for the optimal constant in a variant of Wirtinger’s inequality where $f$ and its derivatives vanish at both endpoints has been derived by Böttcher & Widom [12]. We expect a similar approach can be applied to (3.15) to obtain (3.18).

Let us now consider the improvement offered by Theorem 3.9 over the multivariate result (Theorem 3.1). In Table 3 we give the numerical values for the constant $C(k)$ arising from both theorems, where $\delta < C(k)/m_G$ is the required condition on $\delta$. Note that the univariate bound is superior for all (small) values of $k$ considered in this Table. However, the bounds behave the same asymptotically, since both Theorem 3.1 and Theorem 3.9 give $C(k) \sim 1/e(k+1) \approx 0.3679(k+1)$ for large $k$ (recall Corollary 3.4). In Table 3 we also compare the bound obtained in Theorem 3.9 to that derived in [45, Thm. 1] (note that the value 1.8751 for $k = 1$ was also provided in [45] using Wirtinger’s inequality arguments as we do above). Unfortunately, the improvement obtained from Theorem 3.9 is only marginal. In particular, both bounds are asymptotic to $1/e(k+1)$ for large $k$, and therefore (we expect) a long way from being sharp (recall that the condition for equispaced samples is $\delta \leq \pi/2(k+1)$). We conclude that although Wirtinger’s inequality obtains a sharp bound for $k = 0$, it is of little use in getting closer to sharp bounds for $k \geq 1$. 

| $k$ | 1  | 2  | 3  | 4  | 5  | 6  | 7  | 8  | 9  | 10 |
|-----|----|----|----|----|----|----|----|----|----|----|
| $c_k$ | 0.6366 | 0.5333 | 0.4495 | 0.3861 | 0.3376 | 0.2997 | 0.2694 | 0.2446 | 0.2240 | 0.2066 |
| $1/c_k$ | 1.5708 | 1.8751 | 2.2248 | 2.5903 | 2.9621 | 3.3367 | 3.7125 | 4.0888 | 4.4652 | 4.8415 |
Table 3: The constant $C(k)$ obtained from (a) Theorem 3.1 for the case $d = 1$, (b) Theorem 3.9 and (c) [45, Thm. 1].

3.3 Line-by-line sampling

In some applications, not least seismology, the unknown function $f$ depends on a spatial variable $z \in \mathbb{R}^{d-1}$ and a temporal variable $t \in \mathbb{R}$. Sensors are placed at fixed locations $\{z_n\}_{n \in I} \subseteq \mathbb{R}^{d-1}$, where $d = 2, 3$, in physical space, and then measurements are taken at each sensor at times $\{t_{m,n}\}_{m \in J}$. In particular, different sensors may take measurements at different times. This now gives the set of samples

$$D_z^\alpha f(z_n, t_{m,n}), \quad n \in I, m \in J, |\alpha|_1 \leq k.$$  

Note that $D_z^\alpha = \partial_{z_1}^{\alpha_1} \cdots \partial_{z_{d-1}}^{\alpha_{d-1}}$ is the partial derivative with respect to $z$ only. We do not measure any temporal derivatives.

Let $x = (z, t) \in \mathbb{R}^d$ and write $f(z, t) = f(x)$. We shall assume that $f \in B(\Omega)$ and moreover that

$$\Omega = \Omega_z \times \Omega_t, \quad \Omega_z \subseteq \mathbb{R}^{d-1}, \Omega_t \subseteq \mathbb{R}.$$  

Let

$$\delta_z = \sup_{z \in \mathbb{R}^{d-1}} \inf_{n \in I} |z - z_n|, \quad \delta_t = \sup_{n \in I} \inf_{m \in J} |t - t_{m,n}|,$$

and write $V_n \subseteq \mathbb{R}^{d-1}$ for the Voronoi cells of the sampling points $\{z_n\}_{n \in I}$ with respect to the $|\cdot|_*$ norm. We now have the following result. Note that this is a straightforward extension of a result of Strohmer [49] (see also [30]) to the case of derivatives and $d \geq 3$.

**Proposition 3.11.** Suppose that the weights

$$\mu_{m,n,\alpha} = \frac{t_{m+1,n} - t_{m,n}}{2\alpha!} \int_{V_n} (z - z_n)^{2\alpha} \, dz.$$

If

$$\delta_t < \frac{2}{\pi m \Omega_t}, \quad \delta_z < \frac{C(k, d)}{m \Omega_z b}, \quad C(k, d) = \left\{ \begin{array}{ll} 1/c_{k+1} & d = 2 \\ \max \{H_k(1), G_k(d(1)\} & d \geq 3 \end{array} \right.,$$

then

$$\left(1 - \frac{2\delta_t m \Omega_t}{\pi}\right)^2 A_z \|f\|^2 \leq \sum_{m \in J} \sum_{n \in I} \sum_{|\alpha|_1 \leq k} \mu_{m,n,\alpha} |D_z^\alpha f(z_n, t_{m,n})|^2 \leq \left(1 + \frac{2\delta_t m \Omega_t}{\pi}\right)^2 B_z \|f\|^2,$$

for all $f \in B(\Omega)$, where $A_z$ and $B_z$ satisfy

$$A_z \geq e^{-d} \left(1 - (m \Omega_b c_{k+1} \delta_z)^{k+1}\right)^2, \quad B_z \leq (1 + 2m \Omega_b \delta_z/\pi)^2 e^{(m \Omega_b \delta_z)^2}, \quad d = 2,$$

with $c_k$ as in (3.15), or

$$A_z \geq e^{-d} \left(1 - \min \{h_k(m \Omega_b \delta_z), g_k(d(m \Omega_b \delta_z))\}\right)^2, \quad B_z \leq \exp(2m \Omega_b \delta_z + (m \Omega_b \delta_z)^2), \quad d \geq 3.$$
with \( h_k \) and \( g_{k,d} \) as in (3.7) and (3.8) with the inverse functions \( H_k \) and \( G_{k,d} \) respectively. Equivalently, the set \( \{ \sqrt{\mu_{m,n,\alpha} D_{x}^{\alpha} \Phi_{\Omega}(\cdot - x_{m,n})} : n \in I, m \in J, |\alpha|_1 \leq k \} \), where \( x_{m,n} = (z_m, t_m) \), forms a frame for \( B(\Omega) \) with bounds

\[
A \geq (1 - 2\delta_t m_{\Omega_t}/\pi)^2 A_z, \quad B \leq (1 + 2\delta_t m_{\Omega_t}/\pi)^2 B_z.
\]

Proof. Gröchenig’s original, one-dimensional, derivative-free result [28] gives that

\[
(1 - 2\delta_t m_{\Omega_t}/\pi)^2 \int_{\mathbb{R}} |f(z, t)|^2 \mathrm{d}t \leq \sum_{m \in J} \frac{t_{m+1,n} - t_{m,n}}{2} |f(z, t_{m,n})|^2 \leq (1 + 2\delta_t m_{\Omega_t}/\pi)^2 \int_{\mathbb{R}} |f(z, t)|^2 \mathrm{d}t.
\]

Hence, if \( g(z) = \sqrt{\int_{\mathbb{R}} |f(z, t)|^2 \mathrm{d}t} \) and \( \tilde{\mu}_{n,\alpha} = \frac{1}{\alpha!} \int_{\mathbb{R}} (z - z_n)^{2\alpha} \mathrm{d}z \) then

\[
(1 - 2\delta_t m_{\Omega_t}/\pi)^2 \sum_{n \in I} \sum_{|\alpha|_1 \leq k} \tilde{\mu}_{n,\alpha} |D_{x}^{\alpha} g(z_n)|^2 \leq \sum_{m \in J} \sum_{n \in I} \sum_{|\alpha|_1 \leq k} \mu_{m,n,\alpha} |D_{x}^{\alpha} f(z_n, t_{m,n})|^2 \leq (1 + 2\delta_t m_{\Omega_t}/\pi)^2 \sum_{n \in I} \sum_{|\alpha|_1 \leq k} \tilde{\mu}_{n,\alpha} |D_{x}^{\alpha} g(z_n)|^2.
\]

To get the result, we now apply Theorem 3.1 (\( d \geq 3 \)) or Theorem 3.9 (\( d = 2 \)) to the sum and note that \( \int_{\mathbb{R}^{d-1}} |g(z)|^2 \mathrm{d}z = \|f\|^2 \).

This proposition shows the following principle. With the above type of scheme, to ensure stable sampling one requires (i) the usual derivative-free density for univariate nonuniform sampling in the time variable, i.e. \( \delta_t < \frac{2}{\pi m_{\Omega_t}} \), and (ii) a density in the space variable depending on the number of derivatives.

### 3.4 A multivariate perturbation result with derivatives

The results proved up to this section give explicit guarantees for nonuniform derivatives sampling. However, the conditions on the density \( \delta \) are more stringent than that which is required for uniform samples. In this section, we show that nonuniform sampling is possible with larger gaps under appropriate conditions.

**Theorem 3.12.** Suppose that \( \{ x_n \}_{n \in I} \subseteq \mathbb{R}^d \) and \( \mu_{n,\alpha} > 0, n \in I, |\alpha|_1 \leq k \), are such that (3.1) holds with constants \( A, B > 0 \). Let \( \{ \tilde{x}_n \}_{n \in I} \subseteq \mathbb{R}^d \) be such that

\[
\epsilon = \sup_{n \in I} |\tilde{x}_n - x_n|_s < \frac{\log(1 + \sqrt{A/B})}{m_{\Omega} \tilde{b}},
\]

then

\[
\tilde{A}\|f\|^2 \leq \sum_{n \in I} \sum_{|\alpha|_1 \leq k} \mu_{n,\alpha} |D_{x}^{\alpha} f(\tilde{x}_n)|^2 \leq \tilde{B}\|f\|^2,
\]

where

\[
\tilde{A} \geq \left( \sqrt{A} - \sqrt{B} (\exp(m_{\Omega} \epsilon) - 1) \right)^2, \quad \tilde{B} \leq B \exp(2m_{\Omega} \epsilon) \exp(\exp(m_{\Omega} \epsilon) - 1).
\]

In other words, if the set \( \{ \sqrt{\mu_{n,\alpha} D_{x}^{\alpha} \Phi_{\Omega}(\cdot - x_{n})} : n \in I, |\alpha|_1 \leq k \} \) forms a frame for \( B(\Omega) \) with bounds \( \tilde{A} \) and \( \tilde{B} \), then the set \( \{ \sqrt{\mu_{n,\alpha} D_{x}^{\alpha} \Phi_{\Omega}(\cdot - \tilde{x}_n)} : n \in I, |\alpha|_1 \leq k \} \) forms a frame with bounds \( \tilde{A} \) and \( \tilde{B} \).
Proof. The proof is similar to those of the earlier results. Note first that by Minkowski inequality
\[
\sum_{n \in I} \sum_{|\alpha| \leq k} \mu_{n,\alpha} |D^\alpha f(x_n)|^2 \geq \left( \sqrt{\sum_{n \in I} \sum_{|\alpha| \leq k} \mu_{n,\alpha} |D^\alpha f(x_n)|^2} - \sqrt{\sum_{n \in I} \sum_{|\alpha| \leq k} \mu_{n,\alpha} |D^\alpha f(x_n) - D^\alpha f(\tilde{x}_n)|^2} \right)^2.
\]
By identical arguments to those used in (3.1) we have
\[
|g(x_n) - g(\tilde{x}_n)|^2 \leq \sum_{|\beta| > 0} \frac{c|\beta|}{|\beta|!} |D^\beta g(x_n)|^2 \leq \sum_{|\beta| > 0} c^{-|\beta|} |D^\beta g(x_n)|^2 \leq (\exp(c^2\varepsilon^2) - 1) \sum_{|\beta| > 0} c^{-|\beta|} |D^\beta g(x_n)|^2,
\]
for any function \( g \in B(\Omega) \). Using this, we deduce that
\[
\sum_{n \in I} \sum_{|\alpha| \leq k} \mu_{n,\alpha} |D^\alpha f(x_n) - D^\alpha f(\tilde{x}_n)|^2 \leq (\exp(c^2\varepsilon^2) - 1) \sum_{|\beta| > 0} c^{-|\beta|} |D^\beta f(x)|^2 \leq \sum_{|\beta| > 0} \frac{c^{-|\beta|}}{|\beta|!} \|D^\beta f\|^2 \leq \sum_{|\beta| > 0} \frac{c^{-|\beta|}}{|\beta|!} (\exp((m_{\Omega}/c) - 1) \|f\|^2).
\]
Setting \( c = m_{\Omega}/(b\varepsilon) \) gives
\[
\tilde{A} \geq \left( \sqrt{A} - \sqrt{B} \left( \exp(m_{\Omega}b\varepsilon) - 1 \right) \right)^2.
\]
Hence, \( \tilde{A} > 0 \) provided
\[
\sqrt{A} - \sqrt{B} \left( \exp(m_{\Omega}b\varepsilon) - 1 \right) > 0.
\]
Rearranging now gives (3.19). The upper bound for \( \tilde{B} \) follows similarly.

As with the previous results, the right-hand side (3.19) is dimensionless whenever \( \Omega \) is contained in the unit ball and \( |\cdot|_q = |\cdot|_q^1, 1 \leq q \leq 2 \). Now suppose for simplicity that \( \Omega \subseteq [-1,1]^d \). Then the points \( x_n = (k + 1)n\pi, n \in \mathbb{Z}^d \), give rise to a stable set of sampling (this is due to the fact that they give rise to a Riesz basis for \( \Omega = [-1,1]^d \), and therefore a frame when \( \Omega \subseteq [-1,1]^d \)). This theorem therefore allows for nonuniform samples with gaps roughly on the size of \( k \), provided the sampling points \( \tilde{x}_n \) are within \( \varepsilon \) of the \( x_n \). An issue with this result is that the ratio \( A/B \) is liable to decrease with both \( k \) and \( d \). Hence, the maximal allowed \( \varepsilon \) may be rather small in practice.

In [51] Cor. 6.1, a multivariate perturbation result for the case \( k = 0 \) with \( x_n = n\pi \) was derived based on similar arguments. In our notation, the result proved therein corresponds to the case \( p = q = \infty \). The precise condition given is \( \varepsilon < \log(2)/d \), which is equivalent to (3.19) with \( k = 0 \). Note that Sun & Zhou [51] also prove a perturbation result in the same setting \( p = q = \infty \), but based on expanding in Laplace–Neumann eigenfunctions, rather than Taylor series (this is similar
to the proof of the original Kadec-1/4 theorem). Their constant is somewhat smaller than log(2)/d for finite d, but, as discussed in [7], it is asymptotic to log(2)/d as d → ∞. The generalizations of these results offered by Theorem 3.12 are

(i) flexibility over the choice of domain Ω—in particular, a dimension-independent bound for appropriate Ω and |·|∗,

(ii) the case k ≠ 0.

4 Univariate nonuniform bunched sampling

Let us now consider a special nonuniform sampling scheme where the sampling points are clustered in bunches. Given the difficulty of polynomial interpolation in more than one dimension, we consider only the univariate case for the sake of simplicity.

4.1 Setup

Let us assume that we are given samples at the points \{x_{n,0}\}_{n \in I} \subseteq \mathbb{R} which are δ-dense
\[ δ = \sup_{x \in \mathbb{R}} \inf_{n \in I} |x - x_{n,0}|, \]
and also for each \(n \in I\) we are given \(s\) additional samples at the distinct points
\[ x_{n,m} \in [x_{n,0} - h_n, x_{n,0} + h_n] \subseteq V_n, \quad m = 1, \ldots, s, \quad (4.1) \]
where \(V_n\) is the Voronoi region associated to the point \(x_{n,0}\). If we denote \(h = \sup_{n \in I} h_n\), then \(h = τδ\) for some positive constant \(τ ≤ 1\). Therefore, in each \(h\)-vicinity of \(x_{n,0}\), there are \(s\) additional sampling points. We shall call such a sampling sequence \(\{x_{n,m}\}_{n \in I, 0 ≤ m ≤ s}\) the bunched sampling set with density \(δ\) and bunch width \(h\).

We have seen that by sampling derivatives, we are allowed to have less dense sampling points. Similarly, in bunched sampling, at the expense of having multiple sample points around each \(x_{n,0}\), we expect to allow for bigger \(δ\). As discussed in the introduction, it is useful to have this type of sampling scheme in the situations where we must allow for bigger distances between sampling sensors due to some natural constraints. To compensate for that shortage, we might sample derivatives or locate multiple sensors where that is possible.

4.2 Bunched sampling and fusion frames

In the case of derivative sampling, we were aiming to show the existence of a particular frame implying stable sampling. In the case of bunched sampling, we shall show the existence of a particular fusion frame [15, 16]. We recall that a non-orthogonal fusion frame [14] for a Hilbert space \(H\) is a set of positive scalars \(\{v_n\}_{n \in I}\) and non-orthogonal projections \(\{P_n\}_{n \in I}\), each with closed range, satisfying
\[ A\|f\|^2 ≤ \sum_{n \in I} v_n\|P_n f\|^2 ≤ B\|f\|^2, \quad \forall f \in H. \]

Much like a frame, the associated fusion frame operator \(S : H \to H\) given by
\[ Sf = \sum_{n \in I} P_n^* P_n f \]
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is self-adjoint and invertible. Thus, any \( f \in H \) can be recovered stably from the data \( \{ P_n f \}_{n \in I} \). In practice, if the projections have finite-dimensional ranges, the reconstruction can be carried out via generalized sampling \([2, 4, 5]\), for example.

Given the bunched sampling set \( \{ x_{n,m} \}_{n \in I, 0 \leq m \leq s} \) and associated Voronoi regions \( \{ V_n \}_{n \in I} \), for each \( n \in I \) we define the subspace

\[
W_n = \{ g \in L^2(\mathbb{R}) : \text{supp}(g) \subseteq V_n \}
\]

and also for any \( f \in B(\Omega) \) we define the operator

\[
P_n(f) = p_n(f)I_{V_n} \tag{4.2}
\]

where \( p_n(f) \in \mathbb{P}_s \) is the unique interpolating polynomial of degree \( s \) such that

\[
p_n(f)(x_{n,m}) = f(x_{n,m}), \quad m = 0, \ldots, s.
\]

The bounded linear operator \( P_n : B(\Omega) \to W_n \) is a non-orthogonal projection, namely we have \( P_n^2 = P_n \) by uniqueness of the interpolating polynomial. Hence, if there exist \( A, B > 0 \) such that for all \( f \in B(\Omega) \)

\[
A \| f \|^2 \leq \sum_{n \in I} \| P_n(f) \|^2 \leq B \| f \|^2
\]

then \( \{ P_n \}_{n \in I} \) is a non-orthogonal fusion frame for \( B(\Omega) \) with weights \( v_n = 1 \).

We now present the main result of this section—a sufficient density condition for a bunched sampling set \( \{ x_{n,m} \}_{n \in I, 0 \leq m \leq s} \subseteq \mathbb{R} \) to give rise to a non-orthogonal fusion frame for \( B(\Omega) \).

**Theorem 4.1.** Suppose that \( \{ x_{n,m} \}_{n \in I, 0 \leq m \leq s} \subseteq \mathbb{R} \) is the bunched sampling set with density \( \delta \) and bunch width \( h = \tau \delta \), where \( \tau \in (0,1] \). If

\[
\delta < \bar{H}_{s,\tau}(1) \frac{1}{m_\Omega}, \tag{4.3}
\]

where \( \bar{H}_{s,\tau} \) is the inverse function of

\[
\bar{h}_{s,\tau}(z) = \frac{(1 + \tau)^s z^{s+1}}{(s + 1)!} \left( 1 + \frac{4z}{\pi} \right), \quad z \in (0, \infty),
\]

then

\[
A \| f \|^2 \leq \sum_{n \in I} \| P_n(f) \|^2 \leq B \| f \|^2, \quad \forall f \in B(\Omega),
\]

where \( P_n(f) \) are given by (4.2) and

\[
A \geq \left( 1 - \frac{(1 + \tau)^s (\delta m_\Omega)^{s+1}}{(s + 1)!} \left( 1 + \frac{4\delta m_\Omega}{\pi} \right) \right)^2, \quad B \leq \left( 1 + \frac{(1 + \tau)^s (\delta m_\Omega)^{s+1}}{(s + 1)!} \left( 1 + \frac{4\delta m_\Omega}{\pi} \right) \right)^2. \tag{4.4}
\]

Equivalently, the set \( \{ P_n \}_{n \in I} \) is a non-orthogonal fusion frame for \( B(\Omega) \) with weights \( v_n = 1 \).

**Proof.** Let

\[
g(x) = \sum_{n \in I} P_n(f)(x).
\]
Then
\[ \|g\|^2 = \int_{\mathbb{R}} \left| \sum_{n \in I} p_n(f)(x) \right| V_n(x) \right|^2 \, dx = \sum_{n \in I} \int_{V_n} |p_n(f)(x)|^2 \, dx = \sum_{n \in I} \|P_n(f)\|^2. \]

Since \( f \) is a bandlimited function, it is also an infinitely continuously differentiable function. Also, since for each \( n \in I \), \( p_n(f)(x) \) is a polynomial of degree at most \( s \) that interpolates \( f \) at \( s + 1 \) distinct points \( \{x_{n,m} : m = 0, \ldots, s\} \) in the closed interval \( V_n \), a classical result gives that for each \( n \in I \) and \( x \in V_n \) there exists \( \xi_n(x) \in V_n \) such that
\[ f(x) - p_n(f)(x) = \frac{f^{(s+1)}(\xi_n(x))}{(s+1)!} \prod_{m=0}^{s} (x - x_{n,m}). \quad (4.5) \]

Let \( \tilde{x}_n \in V_n \) be such that \( |f^{(s+1)}(\tilde{x}_n)| = \max_{x \in V_n} |f^{(s+1)}(x)| \), which again exists because \( f \) is bandlimited. Note that, for all \( x \in V_n \), \( |x - x_{n,m}| \leq \delta + h \) for \( m \neq 0 \) and \( |x - x_{n,m}| \leq \delta \) for \( m = 0 \). Thus, for all \( x \in V_n \) we have
\[ |f(x) - p_n(f)(x)| \leq \frac{|f^{(s+1)}(\tilde{x}_n)|}{(s+1)!} (1 + \tau)^s \delta^{s+1}. \]

Therefore
\[ \|f - g\|^2 = \sum_{n \in I} \int_{V_n} |f(x) - p_n(f)(x)|^2 \, dx \]
\[ \leq \frac{(1 + \tau)^{2s} \delta^{2(s+1)}}{((s+1))^2} \sum_{n \in I} \text{meas}(V_n)|f^{(s+1)}(\tilde{x}_n)|^2. \]

By the construction, the points \( \{\tilde{x}_n\}_{n \in I} \) are \( 2\delta \)-dense and \( \tilde{x}_n \in V_n \), \( n \in I \). Hence, by adapting the proof of Gröchenig’s result \([28]\) for \( s = 0 \) (to account for the fact that \( \tilde{x}_n \neq x_{n,0} \)), we get
\[ \|f - g\| \leq \frac{(1 + \tau)^s \delta^{s+1}}{(s+1)!} (1 + 4\delta m_{\Omega}/\pi) m_{\Omega}^{s+1} \|f\|. \]

Therefore, for the upper frame bound, we obtain
\[ B \leq \left( 1 + \frac{(1 + \tau)^s (\delta m_{\Omega})^{s+1}}{(s+1)!} (1 + 4\delta m_{\Omega}/\pi) \right)^2, \]
and also for the lower frame bound
\[ A \geq \left( 1 - \frac{(1 + \tau)^s (\delta m_{\Omega})^{s+1}}{(s+1)!} (1 + 4\delta m_{\Omega}/\pi) \right)^2, \]
under the condition that
\[ \frac{(1 + \tau)^s (\delta m_{\Omega})^{s+1}}{(s+1)!} (1 + 4\delta m_{\Omega}/\pi) < 1. \]

The constant \( \tilde{H}_{s,\tau}(1) \) in the density bound obtained by this theorem is explicitly calculated for different values of \( s \) and \( \tau \) in Table 4. The asymptotic result is given in the following corollary:
Table 4: The constant in the bunched sampling density bound (4.3).

Corollary 4.2. For large $s$, if
\[ \delta < \frac{1}{(1 + \tau) e} \frac{s + 1}{m \Omega}, \]
then the set $\{P_n\}_{n \in I}$ is a non-orthogonal fusion frame for $B(\Omega)$ with the bounds satisfying (4.4).

Proof. Let $z = \tilde{H}_{s,\tau}(1)$, i.e. $\tilde{h}_{s,\tau}(z) = 1$. This gives
\[ \frac{z}{s + 1} \left(1 + \tau\right)^{\frac{1}{s + 1}} \left(1 + \frac{4z}{\pi}\right)^{\frac{1}{s + 1}} = \frac{(s + 1)!^{\frac{1}{s + 1}}}{s + 1}. \]
Therefore
\[ \tilde{H}_{s,\tau}(1) \sim \frac{s + 1}{(1 + \tau) e} \]
as $s \to \infty$. $\square$

By choosing different form of the interpolation polynomial in (4.2), we get different systems. In particular, if we use the Lagrange form of the interpolation polynomial, then the operator (4.2) becomes
\[ P_n(f)(x) = \sum_{m=0}^{s} f(x_{n,m})L_{n,m}(x)L_{V_n}(x), \]
where $L_{n,m}$ are Lagrange polynomials given by
\[ L_{n,m}(x) = \frac{R_{n,m}(x)}{R_{n,m}(x_{n,m})}, \quad R_{n,m}(x) = \prod_{0 \leq j \leq s} (x - x_{n,j}), \] (4.6)
and therefore, for the fusion frame operator we have
\[ \mathcal{S}(f)(t) = \sum_{n \in I} \sum_{m=0}^{s} \sum_{l=0}^{s} \left( \int_{V_n} L_{n,m}(x)L_{n,l}(x) \, dx \right) f(x_{n,l})\Phi_{\Omega}(t - x_{n,m}). \]
On the other hand, if we use the Newton form of the interpolation polynomial, we have
\[ P_n(f)(x) = \sum_{m=0}^{s} D_{x_{n,0},\ldots,x_{n,m}} f N_{n,m}(x)L_{V_n}(x), \] (4.7)
where $D_{x_{n,0},\ldots,x_{n,m}} f$ denotes divided difference of the function $f$ at the points $x_{n,0}, \ldots, x_{n,m}$ and $N_{n,m}$ is Newton polynomial given by
\[ N_{n,m}(x) = \prod_{l=0}^{m-1} (x - x_{n,l}). \] (4.8)
The fusion frame operator in this case is

\[
S(f)(t) = \sum_{n \in I}^{s} \sum_{m=0}^{s} \left( \int_{V_n} N_{n,m}(x)N_{n,l}(x) \, dx \right) D_{x_n,0,\ldots,x_n,m}fD_{x_n,0,\ldots,x_n,m} \Phi_{\Omega}(t - \cdot).
\]

Moreover, this approach allows us to consider the following setting. Suppose that we are additionally given \( k \) derivatives at the points of the bunched sampling set \( \{x_{n,m}\}_{n \in I, 0 \leq m \leq s} \), i.e. the given data is

\[
f^{(j)}(x_{n,m}), \quad n \in I, \ m = 0, \ldots, s, \ j = 0, \ldots, k.
\]

Now, for each \( n \in I \), we can define the unique interpolation polynomial \( p_n(f) \) such that

\[
p^{(j)}(x_{n,m}) = f^{(j)}(x_{n,m}), \quad m = 0, \ldots, s, \ j = 0, \ldots, k.
\]

In this case, we can use the Hermite form of the interpolation polynomial and set

\[
P_n(f)(x) = \sum_{j=0}^{k} \sum_{m=0}^{s} f^{(j)}(x_{n,m})c_{n,m,j}(x)V_n(x),
\]

where

\[
c_{n,m,j}(x) = L_{n,m}^{(k+1)}(x)\frac{(x-x_{n,m})^j}{j!} \sum_{i=0}^{k-j} \frac{(x-x_{n,m})^i}{i!} \frac{R_{n,m}^{(k+1)}(x_{n,m})}{d^i} R_{n,m}^{-(k+1)}(x_{n,m}),
\]

and \( L_{n,m}, R_{n,m} \) are as in (4.6), see [54]. Since (4.5) now reads as

\[
f(x) - P_n(f)(x) = \frac{f^{((s+1)(k+1))}(\xi_n(x))}{((s+1)(k+1))!} \prod_{m=0}^{s} (x-x_{n,m})^{k+1},
\]

we obtain an additional \( k + 1 \) factor in the density bound, i.e. the density condition in this case reads

\[
\frac{(1 + \tau)^s(k+1)(\delta m_{\Omega})^{(s+1)(k+1)}}{(s+1)!(k+1)!} (1 + 4\delta m_{\Omega}/\pi) < 1,
\]

which for large \( s \) and large \( k \) leads to

\[
\delta < \frac{1}{(1 + \tau)e^{(s+1)(k+1)}} m_{\Omega}.
\]

Thus a combination of bunched and derivative sampling increases the maximal allowed density by a multiplicative factor in \( s + 1 \) (number of bunched points) and \( k + 1 \) (number of derivatives).

### 4.3 Bunched sampling and frames

It transpires that the use of the Newton form of the interpolating polynomial also allows one to related bunched sampling to a frame, as opposed to a fusion frame. Let us define \( P_n \) as in (4.7). Since \( D_{x_n,0,\ldots,x_n,m}f \) is just a linear combination of the function \( f \) evaluated at the points \( x_{n,0}, \ldots, x_{n,m} \) and since \( f(x) = \langle f(t), \Phi_{\Omega}(t - x) \rangle \) with \( \Phi_{\Omega} \) defined by (3.2), we can write

\[
D_{x_n,0,\ldots,x_n,m}f = \langle f, \phi_{n,m} \rangle, \quad \phi_{n,m}(t) = D_{x_n,0,\ldots,x_n,m} \Phi_{\Omega}(t - \cdot).
\]

Now we prove the following result:
Proposition 4.3. Suppose that \( \{x_{n,m}\}_{n \in I, 0 \leq m \leq s} \subseteq \mathbb{R} \) is the bunched sampling set with density \( \delta \) and bunch width \( h = \tau \delta \), where \( \tau \in (0, 1] \). Let \( \{V_n\}_{n \in I} \) be the Voronoi regions corresponding to the points \( \{x_{n,0}\}_{n \in I} \). If

\[
\delta < \frac{\tilde{H}_{s,\tau}(1)}{m_\Omega},
\]

where \( \tilde{H}_{s,\tau} \) is as in Theorem 4.1, then

\[
A \|f\|_2^2 \leq \sum_{n \in I} \sum_{m=0}^s \mu_{n,m} \left| D_{x_{n,0},\ldots,x_{n,m}} f \right|^2 \leq B \|f\|_2^2, \quad \forall f \in B(\Omega), \tag{4.10}
\]

where \( \mu_{n,m} = m! \int_{V_n} |N_{n,m}(x)|^2 \, dx \), \( N_{n,m} \) are given by (4.8) and

\[
A \geq e^{-1} \left( 1 - \frac{(1 + \tau)^s (\delta m_\Omega)^{s+1}}{(s + 1)!} \left( 1 + 4\delta m_\Omega / \pi \right) \right)^2, \quad B \leq \frac{(1 + 2(1 + \tau)\delta m_\Omega / \pi)^2 e^{((1+\tau)\delta m_\Omega)^2}}{(1 + \tau)^2}. \tag{4.11}
\]

Equivalently, if \( \phi_{n,m} \) is defined as in (4.9), the set \( \{\sqrt{\mu_{n,m}} \phi_{n,m} : n \in I, m = 0, \ldots, s\} \) is a frame for \( B(\Omega) \).

Proof. As before, let

\[
g(x) = \sum_{n \in I} \sum_{m=0}^s D_{x_{n,0},\ldots,x_{n,m}} f N_{n,m}(x) \mathbb{I}_{V_n}(x).
\]

Now we have

\[
\|g\|^2 = \sum_{n \in I} \int_{V_n} \left| \sum_{m=0}^s D_{x_{n,0},\ldots,x_{n,m}} f N_{n,m}(x) \right|^2 \, dx
\]

\[
\leq \sum_{m=0}^s \frac{1}{m!} \sum_{n \in I} \sum_{m=0}^s m! \left( \int_{V_n} |N_{n,m}(x)|^2 \, dx \right) |D_{x_{n,0},\ldots,x_{n,m}} f|^2
\]

and hence

\[
\sum_{n \in I} \sum_{m=0}^s \mu_{n,m} \left| D_{x_{n,0},\ldots,x_{n,m}} f \right|^2 \geq e^{-1} (\|f\| - \|f - g\|)^2.
\]

In the proof of Theorem 4.1 we obtained

\[
\|f - g\| \leq \frac{(1 + \tau)^s (\delta m_\Omega)^{s+1}}{(s + 1)!} \left( 1 + 4\delta m_\Omega / \pi \right) \|f\|,
\]

and therefore for the lower frame bound we get

\[
A \geq e^{-1} \left( 1 - \frac{(1 + \tau)^s (\delta m_\Omega)^{s+1}}{(s + 1)!} \left( 1 + 4\delta m_\Omega / \pi \right) \right)^2.
\]

For the upper frame bound first note that

\[
\mu_{n,m} = m! \int_{V_n} \left| \prod_{l=0}^{m-1} (x - x_{n,l}) \right|^2 \, dx \leq m! (1 + \tau)^2 (m-1) \delta^{2m} \text{meas}(V_n).
\]
Also, by the mean value theorem for divided differences, for every \(n \in I\) there exists \(\tilde{x}_n \in [x_{n,0} - h, x_{n,0} + h]\) such that

\[
D_{x_{n,0}, \ldots, x_{n,m}} f = \frac{f^{(m)}(\tilde{x}_n)}{m!}.
\]

Now similarly as in the proof of Theorem \(3.9\), since the points \(\{\tilde{x}_n\}_{n \in I}\) are \((\delta + \tau \delta)\)-dense, we obtain

\[
\sum_{n \in I} \sum_{m=0}^{s} \mu_{n,m} |D_{x_{n,0}, \ldots, x_{n,m}} f|^2 \leq \frac{1}{(1 + \tau)^2} \sum_{m=0}^{s} \frac{(1 + \tau)^2}{m!} \sum_{n \in I} \text{meas}(V_n) \left| \frac{f^{(m)}(\tilde{x}_n)}{m!} \right|^2
\]

\[
\leq \frac{(1 + 2(1 + \tau)\delta \Omega/\pi)^2 e^{((1+\tau)\delta \Omega)^2}}{(1 + \tau)^2} \|f\|^2,
\]

and the estimate for the upper frame bound follows.

In the limit, when the bunch width \(h\) becomes very small and the number of bunched points \(s\) very large, from this proposition we obtain precisely the one-dimensional derivative result given in Theorem \(3.9\) for large number of derivatives \(k\):

**Corollary 4.4.** For large \(s\) and small \(\tau\), if

\[
\delta < \frac{1}{e} \frac{s + 1}{m \Omega},
\]

then \(\left\{ \sqrt{\mu_{n,m}} \frac{d^m}{dx^m} \Phi \Omega \left(-x, 0\right) : \mu_{n,m} = \frac{1}{m!} \int_{V_n} (x - x_{n,0})^{2m} \, dx, n \in I, m = 0, \ldots, s \right\}\) is a frame for \(B(\Omega)\) with the frame bounds satisfying (4.11).

**Proof.** Let us see what happens to the sum from (4.10) in Proposition 4.3 as \(\tau \to 0\). For \(x_{n,0}, \ldots, x_{n,m} \in [x_{n,0} - \tau \delta, x_{n,0} + \tau \delta]\) we have

\[
\lim_{\tau \to 0} \sum_{n \in I} \sum_{m=0}^{s} m! \int_{V_n} |N_{n,m}(x)|^2 \, dx \left| D_{x_{n,0}, \ldots, x_{n,m}} f \right|^2 = \sum_{n \in I} \sum_{m=0}^{s} \frac{1}{m!} \int_{V_n} (x - x_{n,0})^{2m} \, dx |f^{(m)}(x_{n,0})|^2.
\]

This holds due to Dominated convergence theorem, since for any \(\tau, n\) and \(m\)

\[
m! \int_{V_n} |N_{n,m}(x)|^2 \, dx \left| D_{x_{n,0}, \ldots, x_{n,m}} f \right|^2 \leq \text{meas}(V_n) (2\delta)^2 m! |f^{(m)}(\tilde{x}_n)|^2,
\]

where \(\tilde{x}_n \in V_n\) is such that \(|f^{(m)}(\tilde{x}_n)| = \max_{x \in V_n} |f^{(m)}(x)|\).

For the density condition, as before, let \(z = \tilde{H}_{s,\tau}(1)\). Since \(1 + \tau \sim 1\) as \(\tau \to 0\), this gives

\[
\frac{z}{s + 1} \left(1 + \frac{4z}{\pi}\right)^{\frac{1}{s+1}} \sim \frac{((s + 1)!)^{\frac{1}{s+1}}}{s + 1}, \quad \tau \to 0,
\]

and hence \(\tilde{H}_{s,\tau}(1) \sim (s + 1)/e\) as \(\tau \to 0\) and \(s \to \infty\).

Therefore, asymptotically, for the large number of bunched sampling points \(s\) such that the width of all bunches is small, we obtain the same result as when sampling \(s\) derivatives.
5 Conclusions

In this paper, we have seen several results providing density bounds as sufficient guarantees for stable recovery of a bandlimited function from its own measurements and measurements of its $k$ derivatives. We also have proved the linear growth of $\delta$-density with $k + 1$. However, the constant of proportionality $1/e$ is rather small compared to the case of equispaced samples where the corresponding constant is $\pi/2$. Therefore, it would be of interest to see how these bounds can be improved in both the univariate and multivariate case. We also believe that the perturbation theorem given in this paper can be improved. Moreover, for the sake of better understanding of the bound on the perturbation distance $\epsilon$, it is important to analyse the behaviour of the ratio $A/B$ with $k$. This is left for future work.

As we have seen, a related problem to derivatives sampling is so-called bunched sampling. This sampling strategy also leads to increased $\delta$-bound and, asymptotically, it approximates the derivatives sampling. Much as in the derivatives case, it remains open to improve this density bound. Also, it would be important to generalize these results to the multivariate case and therefore broaden the range of their applications. Let us note that in higher dimensions, well-posedness of the bunched points and the possibility of constructing an unique multivariate interpolation polynomial complicates dramatically. Therefore, we leave this problem for future investigations.

One might notice that in this paper we analyse the two examples—derivatives and bunched sampling—both appearing at the end of Papoulis’ paper [42]. Although these examples are of a great interest in applications by themselves, the remaining problem is to analyse a general setting given in Papoulis’ paper in the context of nonuniform sampling. It remains open to see what happens when instead of $H_\alpha(\omega) = (-i\omega)^\alpha$ one has more general functions $H_\alpha$ and a nonuniform set of sampling points.
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