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A master equation approach is applied to a reversible and conservative cellular automata model (Q2R). The Q2R model is a dynamical variation of the Ising model for ferromagnetism that possesses quite a rich and complex dynamics. The configurational space is composed by a huge number of cycles with exponentially long periods. Following Nicolis and Nicolis [Phys. Rev. A 38, 427–433 (1988)], a coarse-graining approach is applied to the time series of the total magnetization leading to a master equation that governs the macroscopic irreversible dynamics of the Q2R automata. The methodology is replicated for various lattice sizes. In the case of small systems, it is shown that the master equation leads to a tractable probability transfer matrix of moderate size which provides a master equation for a coarse-grained probability distribution. The method is validated and some explicit examples are discussed.
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I. INTRODUCTION

In statistical physics one basically considers a large set of reversible and conservative ordinary differential equations for the description of particle dynamics. The temporal evolution for this cumbersome problem, even for a modest number of particles, requires a statistical description which introduces the concept of probability distribution function (PDF) for the phase space of the system. Irreversibility, equilibrium, and more important non-equilibrium properties, surge from this probability conception of systems (with a large number of degrees of freedom) and its deterministic evolution. Briefly, the methodology reduces (under some assumptions) to a kinetic description which displays an irreversible behavior to equilibrium observed in macroscopic systems. The assumptions for this approach are: i) Macroscopically, a system is described by a finite set of observables; ii) The robust instability of the microscopic motions which is at the basis of the sensitivity to initial conditions and the ergodic assumption. iii) A Stosszahlansatz that introduces explicitly a broken before-after symmetry of the probability distribution evolution.

About 20 years ago, Nicolis et al. [1, 2] introduced a systematic coarse-graining approach to the treatment of the macroscopical variables. As a consequence, this coarse-graining breaks naturally the past-future symmetry in time, leading to an irreversible master equation, for a reduced probability distribution function of the system. In the present paper, we apply this systematic approach to a conservative and explicit reversible cellular automata. In particular, we consider the Q2R model, introduced by Vichniac in the mid 80s [3], which is a cellular automata that runs on a two dimensional grid of finite size, and is reversible in a physical sense, that is, the automata rule is not only invertible, but the backward rule reads exactly the same as the forward one. Moreover, it was shown by Pomeau [4] that the Q2R automata possesses a conserved energy-like quantity.

The main reason to apply the coarse-graining approach to a cellular automata instead to a coupled system of ordinary differential equations, is because a cellular automata is a discrete model with boolean entities as microscopic variables, thus, the system is numerically reversible and conservative. In consequence, Q2R seems to be a good benchmark to test the principles of statistical physics. But, the phase space is finite, hence the dynamical system only possesses fixed points and periodic orbits, therefore it cannot be ergodic, at least in the usual sense of continuous dynamics. However, for large enough systems, the phase space becomes huge, and the periodic orbits may be, as we show, exponentially long, so in practice, of infinite period. Further, if the initial state is random, the temporal behavior may be quite random and it possesses many aspects of chaotic systems, as sensitivity to initial conditions, mixing, etc. For any purpose, the observation of a short periodic orbit is really improbable for large enough systems with random initial conditions. In general, there is a huge number of initial conditions that are “almost” ergodic. Numerical studies show that the premises of statistical physics are valid, in particular the observables may be computed using the standard methods of statistical physics.

The study of the dynamics and properties of the Q2R model has a long history. Soon after the seminal works of Vichniac [3] and Pomeau [4], Herrmann [5] implemented the Q2R algorithm to study the two space dimensional Ising model in the frame of the micro-canonical ensemble. He studied the global magnetization, obtaining an excellent representation for the magnetization as a function of the initial conserved energy, displaying a coherent picture for the phase transition of the Ising model. Later, Herrmann, Carmesin and Stauffer [6] studied numerically the probability to reach an “infinitely” long period for some energies. Moreover, if the energy is large enough this probability tends to unity [6]. Next, Takesue [7] focused on the possible realization of statistical mechanics for reversible cellular automata. His studies concerned explicitly all class of rule in the one dimensional case, the Q2R being only a special case. However, the Q2R (90R in his terminology), is the analogue of an ideal gas of particles with speeds +1 or -1, a system that cannot reach equilibrium in practice. But, it is ergodic only in thermodynamical equilibrium. More recently, in Ref. [8], one of us (SR) has studied numerically the irreversible behavior and the existence of a spontaneous transition from a non-coherent state to a coherent state.
The present article is organized as follows, the Q2R model, as well as its main features and findings are presented in section II. This section is subdivided as follows: we briefly report the numerical studies of Ref. [3] in subsection II A; the phase space properties, in particular some results on the distribution of periods of the dynamics is reported in subsection II B; and, finally, the scope of the paper is presented in subsection II C. Section III introduces the notion of a master equation for the statistical description of the dynamics. Finally, in Section IV, we provide some precise examples, where a coarse graining is realized, in order to get an adequate and tractable master equation. We provide an exhaustive validation of the technique and we discuss different coarse-graining over the phase space. Finally, Sec. V shows our conclusions.

II. THE Q2R MODEL.

For simplicity we shall consider a regular two dimensional lattice with $N = L^2$ nodes, in which each node is only seen by its four closest neighbors (the von Neuman neighborhood), finally we use periodic boundary conditions. Each node $k$ possesses a discrete value $x_k$ that may take a value $+1$ or $-1$. The Q2R model, introduced by Vichniac [3], is based upon the following two step rule:

$$x_{k+1}^{t+1} = x_{k}^{t-1} \phi \left( \sum_{i \in V_k} x_i^t \right),$$

where the function $\phi$ is such that $\phi(s = 0) = -1$ and $\phi(s) = +1$ if $s \neq 0$. In the sum $V_k$ corresponds to the von Neuman neighbor in the site $k$. The reversibility follows directly from the inverse relation $x_{k+1}^{t-1} = x_{k}^{t+1} \phi \left( \sum_{i \in V_k} x_i^t \right)$, which is the backward rule (notice that $\phi \left( \sum_{i \in V_k} x_i^t \right)^2 = 1$ in all cases).

This two step rule may be naturally re-written as an one step rule by introducing a second dynamical variable [4]:

$$y_{k+1}^{t+1} = x_{k}^{t} \phi \left( \sum_{i \in V_k} x_i^t \right),$$

$$x_{k+1}^{t+1} = y_{k}^{t} \phi \left( \sum_{i \in V_k} x_i^t \right).$$

The rule (1) is complemented with the initial condition $x_{k}^{t=0}$ and $y_{k}^{t=0}$.

As shown by Pomeau [4], the energy

$$E(\{x^t, y^t\}) = -\frac{1}{2} \sum_{(l,k)} x_{k}^{t} y_{l}^{t},$$

is preserved, $E(\{x^t, y^t\}) = E(\{x^{t=0}, y^{t=0}\})$ under the dynamics defined by the Q2R rule (1). Moreover, the energy is bounded by $-2N \leq E \leq 2N$.

Despite the existence of an energy-like quantity, it is not possible to speak about a Hamiltonian discrete dynamic because, the variables $x^t$ and $y^t$ and the energy (2) are discrete quantities [4]. Moreover, supported by the existence of a large number of periodic orbits (see next), it is believed that Q2R possesses a large number of other invariants, however, up to date, other conserved quantities are not known yet.

A. “Long-time” dynamics of the Q2R cellular automata.

Numerical simulations of the Q2R model in two space dimensions for large system sizes, $eg. N = 256 \times 256$, and random initial conditions, shows that the dynamics displays a fluctuating spatio-temporal pattern showing regions with states $+1$ and sectors with states $-1$, as well as, zones with chessboard-like pattern [3]. The full patterns will be characterized by the global magnetization:

$$M(t) = M(\{x^t\}) = \sum_k x_k^t, \quad (3)$$

Naturally, the function $M$ is restricted to the interval $-N \leq M \leq N$, and the available values of $M$ are ranged in uniform steps of $\Delta M = 2$.

A detailed characterization of the evolution, as well as, of the fluctuations of the magnetization has been treated in detail in Ref. [3]. Briefly, after a transient the average magnetization depends mainly on the initial energy. If the energy is low, one sees that the average magnetization evolves slowly in time to an “equilibrium” state with an almost constant value plus weak fluctuations. For larger energies, the fluctuations enter to play an important role. One may observe that the system is in an almost stable state, but then suddenly jumps into a metastable state with zero average magnetization, and then jumps into an opposite magnetization state [3].

The plot of the temporal average of the global magnetization versus the energy is done in Fig. 1. One sees that the magnetization spontaneously increases below a critical energy per site around $E_c/N = -1.4$, close to the critical energy of the Ising model $E_c/N = -\sqrt{2}$. [9, 10]. Moreover, in Refs. [3, 8] it is compared the magnetization as a function of the internal energy of the system showing a close agreement with the numerical values.

B. The phase space.

The configurational space of all states is defined through all possible values of the state $\{x, y\}$. The resulting space is composed by the $2^{2N}$ vertices of a $2N$-dimensional hypercube. The smallest possible system corresponds to a $N = 2 \times 2$ lattice. In this case there are $2^{2\times4} = 2^8 = 256$ states and the phase space is a hypercube in dimension 8, however the dynamics is too simple, it does contain cycles of period 4 at most. The phase space of a $4 \times 4$ system is the largest possible one that can be studied exactly case by case. In this case the system possesses $2^{2\times16} = 3.32$ states and it contains a rich variety of cycles (see Table II). This case will be studied deeply as a good benchmark for conjectures in larger dimensional systems.

As an example, from this case, it is observed that the total number of cycles, $n(T, E)$, of period $T$ and energy $E$, would be bounded by [11]

$$n(T, E) \leq \frac{1}{T} 2^{2N} e^{-\alpha|E|} \sim e^{2N \log 2 - \alpha|E|}.$$
ally very rich as it has been documented extensively in literature. Moreover, this conservative and reversible system appears to behave as a typical macroscopic system, as the number of degrees of freedom increases, showing, in particular, a typical irreversible behavior, sensibility of the initial conditions, a kind of mixing, etc. It is believed that this Q2R is a good representation of an Ising model in thermodynamical equilibrium. An arbitrary initial condition of energy $E$ falls into one of these cycles, and it runs until it comes back to the initial configuration after a time $T$, which could be exponentially long and it displays a complex behavior (not chaotic stricto-sensu, see for instance [12]). More important the probability that an initial condition possesses such a complex behavior is finite [6]. Moreover, Q2R manifests “sensitivity to initial conditions”, that is, if one starts with two distinct, but close, initial conditions, then, they evolve into very different cycles as time evolves [8]. In some sense, an initial state explores vastly the phase space justifying the grounds of statistical physics.

In conclusion, the overall picture is: although for a finite size system the deterministic automata Q2R possesses a periodic dynamics so it is not ergodic, there is a huge number of initial conditions that explore vastly the configurational space (this is particularly remarkably for initial conditions of random structure). Therefore, one expects that a master equation approach may be successful.

From the data one has that for $3 \times 3$ and $4 \times 4$, $\alpha \approx 0.6$, but this value varies as the lattice size increases. Here one notices a dramatic difference among the cases $|E|$ greater or smaller than $E_c = \frac{2}{\alpha} \log 2$, if $|E|$ is greater than $E_c$ the probability to see a long period is exponentially small, but on the contrary, for $|E| < E_c$ this probability reaches the unity. Higher lattice sizes confirm this scenario but modify slightly the value of $\alpha$. This behavior is consistent with the numerical simulations of Ref. [6].

**C. Scope of the paper**

Though the Q2R model is quite simple its dynamics is usually very rich as it has been documented extensively in literature. Moreover, this conservative and reversible system appears to behave as a typical macroscopic system, as the number of degrees of freedom increases, showing, in particular, a typical irreversible behavior, sensibility of the initial conditions, a kind of mixing, etc. It is believed that this Q2R is a good representation of an Ising model in thermodynamical equilibrium.

The phase space of the Q2R system of $N$ sites possesses $2^{2N}$ states, which is partitioned in different sub-spaces of constant energies, which itself are partitioned in a large amount of smaller subspaces of periodic orbits or fixed points. Notice that, because the system is conservative, there are neither attractive nor repulsive attractors, all attractors are fixed points or cycles.

This feature of the phase space is schematized in Fig. 2(a), where the constant energy subspace shares in principle many cycles and fixed points. An arbitrary initial condition of energy $E$ falls into one of these cycles, and it runs until it comes back to the initial configuration after a time $T$, which could be exponentially long and it displays a complex behavior (not chaotic stricto-sensu, see for instance [12]). More important the probability that an initial condition possesses such a complex behavior is finite [6]. Moreover, Q2R manifests “sensitivity to initial conditions”, that is, if one starts with two distinct, but close, initial conditions, then, they evolve into very different cycles as time evolves [8]. In some sense, an initial state explores vastly the phase space justifying the grounds of statistical physics.

In conclusion, the overall picture is: although for a finite size system the deterministic automata Q2R possesses a periodic dynamics so it is not ergodic, there is a huge number of initial conditions that explore vastly the configurational space (this is particularly remarkably for initial conditions of random structure). Therefore, one expects that a master equation approach may be successful.

**III. MASTER EQUATION**

Given a set of initial conditions with a fixed energy $E$, the probability distribution $\bar{g}^E_i(\{x, y\})$ evolves following a Perron-Frobenius like-equation

$$\bar{g}^E_{i+1} = \mathcal{L}^E \bar{g}^E_i$$

which, in principle, can be computed after the microscopic rule of evolution [11]. Indeed $\mathcal{L}^E$ is easy to build: if the state $\{x, y\}_i$ at time $t$ goes to $\{x, y\}_k$, at a time $t + 1$, then one sets the $(i, k)$ components to 1, that is $\mathcal{L}^E_{ik} = 1$. Checking all available elements, $\Omega(E)$, for a given energy we built the huge,

![Magnetization curves as a function of initial energy for three different system sizes](image)

**FIG. 1:** Magnetization curves as a function of initial energy for three different system sizes: $N = 8 \times 8$, $N = 16 \times 16$, and $N = 256 \times 256$, as indicated in the inset. Each point corresponds to a different initial condition, in this case we sample different energies. As it can be noticed, there is a finite system dependence on the critical behaviour of the system, indeed the critical behavior disappear for small system sizes $N = 8 \times 8$, $N = 16 \times 16$, whereas for large system the magnetization curve reach a critical behavior. The continuous line represents the well known statistical mechanics calculation for the Ising model $M/N \approx 2^{5/16}(\sqrt{2} + E/N)^{1/8}$.

![Scheme of a sub-space of constant energy composed by a number of cycles and fixed points](image)

**FIG. 2:** (a) Scheme of a sub-space of constant energy composed by a number of cycles and fixed points. (b) Cartoon of a cycle of period $T$, for which the cycle is composed of $T$ states.

**FIG. 2:**
$\Omega(E) \times \Omega(E)$, linear operator, $L^E$. This matrix possesses a large number of blocks and zeroes revealing the existence of a large number of cycles in the Q2R model (in some sense, $L^E$ is a kind of adjacency matrix of a graph, the graph being the total number of cycles shown for a given energy).

However, this description is impractical because of the typical magnitude of $\Omega(E)$. Therefore, the full phase space is reduced to a description using gross or macroscopic variables, namely the total magnetization of the system 5, instead of microscopic variables. Let us denote by $\rho_t(M)$, the reduced probability distribution in terms of the variable $M$. The final master equation will be of the form $\rho_{t+1}(M) = W\rho_t(M)$.

The linear operator, $W$, acts only in the subspace of constant $E$, but is spanned over arbitrary values of the magnetization.

As the original Perron-Frobenius equation, $W$ depends explicitly of the Q2R rule and it may be computed in principle. However, in practice, it is not possible because of the complex structure of the dynamics, in particular because of the existence of a myriad of different periods for a given $E$. Empirically, it seems that the probability to reach a long period is finite, therefore it is probable that any random initial condition would reach a extremely long cycle and the period is finite, therefore it is probable that any random initial distribution would represent a Markov chain whose possible values of the Markov chain. This partition is defined through a finite number of sets of no overlapping intervals: $I_1 = [-N, M_1]$, $I_2 = [M_1, M_2]$,...,$I_{K-1} = [M_{K-2}, M_{K-1}]$, $I_K = [M_{K-1}, N]$. In this context, we denote the original distribution function $\rho_t(M)$ by a discrete vector of dimension $K$, that is: $\rho_t(M) \rightarrow f_t = (f_1, f_2, \ldots, f_K)$.

Finally, we obtain a coarse-grained like master equation 1, 2:

$$f_{t+1} = \hat{W}^\dagger f_t,$$

where $\hat{W}$ is the probability transition matrix defined via the following conditional probability:

$$w_{ik} = P(M_{t+1} \in I_i | M_t \in I_k) = \frac{P(M_{t+1} \in I_i \cap M_t \in I_k)}{P(M_t \in I_k)}.$$

Here $M_t$ is at interval $I_k$ at time $t$, and $M_{t+1}$ will be at interval $I_i$ at $t + 1$. Finally, $\hat{W}^\dagger$ denotes the transpose of $\hat{W}$, and, the matrix $\hat{W}$ does not depend on time, which is a feature of a Markov process.

The coarse-graining method is schematized in the following Fig. 3.

Important features of the master equation 4 are:

1) The probability vector $f_t$ should be positive and normalizable. Let $1 = (1, 1, \ldots 1)$ be a $K$-dimensional vector, then we set $1 \cdot f_t = 1$. More important, because of normalization, $\sum_{k=1}^K w_{ik} = 1$, one has $\hat{W} \cdot 1 = 1$. This implies that the probability is conserved under the evolution $1 \cdot f_{t+1} = 1 \cdot \hat{W}^\dagger f_t = 1 \cdot f_t = 1$.

2) The Perron-Frobenius equation maybe solved exactly, provided an initial given distribution $f_0$: $f_t = (\hat{W}^\dagger)^t f_0$.

3) Because of the Frobenius theorem, it exists an eigenvalue which is one, $\lambda_1 = 1$, while others eigenvalues are inside the unitary circle $|\lambda_i| < 1$ for $i > 1$. Let $f_{eq}$ be the Eigenvector associated with the Eigenvale $\lambda_1 = 1$; this is an invariant vector $f_{eq} = \hat{W}^\dagger f_{eq}$.

4) In the following, we denote by $\chi^{(i)}$ the eigenvalues of $\hat{W}$ corresponding to $\lambda_i$. Naturally one has $\chi^{(1)} = f_{eq}$.

5) The existence of an equilibrium state: $\lim_{t \rightarrow \infty} f_t = f_{eq}$.

6) Because all elements in the $\hat{W}$-matrix are positive, any non negative initial distribution remains non negative.

A. The Chapman-Kolmogorov condition and time reversal symmetry.

One may wonder if one realizes the same process but instead to look at the system at times $t$ and $t + 1$, one looks at time $t$ and $t + 2$ or more generally at $t$ and $t + \tau$. Let us call $\hat{W}^{(\tau)}$ the resulting probability transfer matrix after $\tau = \tau_1 + \tau_2$ iterations, therefore it is easy to show that this matrix should verify the Chapman-Kolmogorov or compatibility condition 1, 11:

$$\hat{W}^{(\tau)} = \hat{W}^{(\tau_1)} \cdot \hat{W}^{(\tau_2)}.$$

In particular, for $\tau_1 = \tau_2 = 1$ one should satisfy

$$\hat{W}^{(2)} = \hat{W} \cdot \hat{W} = \hat{W}^2,$$

which is true for conditional probabilities, because of the relation $P(M_{t+2} \in I_k | M_t \in I_i) = \sum_j P(M_{t+2} \in I_k | M_{t+1} \in I_j)P(M_{t+1} \in I_j | M_t \in I_i)$, which is equivalent to the right hand side.

Other compatibility conditions are

$$\hat{W}^{(3)} = \hat{W}^{(2)} \cdot \hat{W}, \hat{W}^{(3)} = \hat{W} \cdot \hat{W}^{(2)};$$

$$\hat{W}^{(4)} = \hat{W}^{(2)} \cdot \hat{W}^{(2)}, \hat{W}^{(4)} = \hat{W} \cdot \hat{W}^{(2)} \cdot \hat{W}, \text{ etc.}$$

Finally, let us state an important result due to Pomeau 13. The $K$-time correlation functions imposes some restrictions on the $\hat{W}$-matrix.
Because of the time reversal symmetry, for all indices $i_1, i_2, \cdots, i_K = \{1, 2, \cdots, K\}$, the symmetry relation
\[ w_{i_1 i_2} w_{i_2 i_3} \cdots w_{i_K i_1} = w_{i_1 i_K} w_{i_K i_{K-1}} \cdots w_{i_{K-2} i_{K-1}}, \]
must be satisfied.

In the following we apply this coarse graining approach to compute the probability transfer matrix for some particular cases.

**IV. SPECIFIC COMPUTATION OF THE PROBABILITY TRANSITION MATRIX IN VARIOUS SITUATIONS.**

In this section we shall apply the coarse graining approach to the Q2R dynamics in the case of small lattice size. In Ref. we have fairly explored the computation of the probability transition matrix, in particular, in the case of extended systems ($N = 256 \times 256$), however in this case the cycles are usually huge, therefore this general approach is not really complete. In this sense, we focus our effort in treating moderate system sizes, namely $N = 4 \times 4, N = 8 \times 8, N = 16 \times 16$, having all of them tractable cycles.

**A. The robustness of the methodology.**

In general for a system of small size, one is able to find some cycles for a given energy. Building a time series for the magnetization $\{M(t)\} = \{M_1, M_2, \cdots, M_T\}$, then one defines a partition on the possible values of the magnetization, as explained in a previous Sec. In the cases considered here, it is always possible to use the finest possible partition, that is, for the exact available values of the magnetization (something impractical in large systems). In this case the partitions are composed by a set of $N + 1$ ($N$ is assumed to be even) well defined values $M = \{-N, -N+2, -N+4, \cdots, N-2, N\}$. That is for $4 \times 4$ the partition has a maximum of 17 elements, for $8 \times 8$ there are 65 elements, and for $16 \times 16$ the partition possesses a maximum of 257 elements.

A first result concerns the equivalence of the probability density function of magnetization obtained via the time series of the magnetization and the equilibrium distribution resulting from the eigenvectors of the probability transition matrix $\hat{W}$. Hence, the results arising from temporal averages and transition probability matrix in the configurational space are consistent themselves. This fact ensures a first validation of the method. However, the probability transition matrix provides extra information of a system, among them, the nonequilibrium properties, given by the spectrum of $\hat{W}$.

Next, we shall describe the methodology for the case of a $16 \times 16$ lattice size for an orbit of $E = -292$ and a period $T = 43115258$. The probability transition matrix $\hat{W}$ is constructed following the steps of the previous section. But first, we shall verify that the master equation does not strongly depend on the length of the time series for the magnetization. It is important to underline that we think that this is a crucial step, because it allows us to compare explicitly the dependence of the results on the partial length of the cycles. Something not possible in larger systems, because in these cases we shall never be able to build the complete period for the time series.

To test that, we shall use again the finest partition. In this case the transition matrix has dimension $257 \times 257$ (so we shall not provide them explicitly) and we shall characterize it by the equilibrium distribution, and the full set on eigenvalues of $\hat{W}$. Fig. (a) and (b) plot the equilibrium distribution $f_{eq}$ and the set of 257 eigenvalues for the same sequence, $\{M(t)\}$, but for four different lengths of the time series: $T = 43115258$ (the complete cycle), and $T^* = 10^6, 5 \times 10^6, 20 \times 10^6$ (partial sequences). Visually one sees that there is not substantial difference among the different values of $T^*$. Moreover, the following Table compares quantitatively the mean square difference measuring $Q_1 = ||f^* - f_{eq}||^2 / K$ and $Q_2 = \sum_{i=1}^{K} |\lambda_i - \hat{\lambda_i}|^2 / K$. Here $K$ is the number of partitions.
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**FIG. 4:** (a) Plot of the equilibrium distribution $f_{eq}$ for the case of a $16 \times 16$ system with $E = -292$ ($E/N \approx 1.14$) and a cycle of a period $T = 43115258$. The computation of $f_{eq}$ is compared with shorter sequences of the same time series of length $T^* = 10^6, 5 \times 10^6, 20 \times 10^6$. (b) The set of 257 eigenvalues of the $\hat{W}$-matrix for the same conditions of (b). Naturally, $\lambda = 1$ is present by the definition of the probability transfer matrix $\hat{W}$. 
| $T^*$  | $Q_1$       | $Q_2$       |
|--------|-------------|-------------|
| $10^6$ | $3.95 \times 10^{-5}$ | 0.0038      |
| $5 \times 10^6$ | $3.91 \times 10^{-5}$ | 0.0020      |
| $20 \times 10^6$ | $3.84 \times 10^{-5}$ | 0.0002      |

TABLE I: Error estimation of the equilibrium distribution and the spectral decomposition of the $\hat{W}$ matrix for different lengths of the time series.

We have noticed that the coarse-graining approach applied to the full cycle with period $T$ presents an important characteristic. Namely, the eigenvalues of the $\hat{W}$ matrix are real numbers. However, as we apply the same approach to a partial sequence of the same cycle of a length less than $T$, some eigenvalues become complex values (typically located near the origin in the complex plane). An important consequences of the present work is the following conjecture: For complete cycles the probability transfer matrix possesses real eigenvalues, but for incomplete sequences the matrix does not possess, in general, only real eigenvalues. This subject will be matter of a future research.

Finally, it is important to compare the results for different partition sizes. First, we compute the equilibrium distribution for three partitions sets. More precisely, for a partition sizes. First, we compute the equilibrium distribution is solved with enough precision. They are similar to the one of the coarse graining, as a sake of brevity, we omit explicitly the plots of the evident differences among the coarse and the fine graining partitions (5, 11 and 34 elements of the partition). Despite the second eigenmode $\chi^{(2)}$ without any substantial difference among the partitions.

In the following we summarize the methodology for the cases of $4 \times 4$, $8 \times 8$, and $16 \times 16$, in all cases the full cycles were considered, and we provide the finest partition.

B. Exact calculation for various lattices.

We have studied in detail the case of a $4 \times 4$ periodic lattice, because the phase space possesses $2^{32} \approx 4 \times 10^9$ distinct configurations and the calculations are exactly realizable in a computer up to end, therefore it shows explicitly the method. It is shown that the coarse graining approach is fully applicable in the $4 \times 4$ lattice case. We used different partition getting a well defined probability transfer matrix $W$. The Table II reproduced in Appendix A summarizes the calculations and main characteristics for various energies.

Next, we shall explore few cycles for larger systems ($8 \times 8$ and $16 \times 16$). The cycles in these cases may be as long as desired for any practical purpose, so that the equilibrium distribution is solved with enough precision.

In the case of $8 \times 8$, for various energies and the finest coarse graining, as a sake of brevity, we omit explicitly the plots of the first eigenvector, $f_{eq}$, as well as the eigenvalues, because they are similar to the one of the $16 \times 16$ lattice case.

The case of a $16 \times 16$ system presents the most accurate equilibrium distributions found in the current research. The fluctuations around the distribution are small, and the eigenvalues seems to form a continuous spectrum (the difference among two consecutive eigenvalues is small). We have also explored a wide range of energies. The rank of the matrices (that is the finest partition) are $K = 122$ for $E = -332$; $K = 205$ for $E = -316$; $K = 197$ for $E = -292$; $K = 129$ for $E = -168$; and $K = 101$ for $E = -92$. The equilibrium distribution, as a function of the magnetization, is plotted in Fig. 6a. Similarly the spectral decomposition is shown in Fig. 6b.

In Fig. 6(a) one notices in the case of large energies, say $E = -92$ and $E = -168$, the equilibrium distribution function is symmetric, under the change $M \rightarrow -M$, however as the energy decreases one sees that for the lowest energy, $E = -332$, it appears a spontaneous symmetry breaking, so that the equilibrium distribution is not anymore an even function. The equilibrium probability may manifest a positive or negative magnetization (switching from one case to
the eigenvalues closest to the unity, represents the transport coefficients \([14]\). Fig. 6(b) indicates that \(\lambda_i \approx 1 - \gamma i\), something that suggests that the non-equilibrium features are governed by a Fokker-Planck kind of equations. The behavior of the eigenvector agrees also qualitatively with this picture (see [14] for more details).

C. The Chapman-Kolmogorov conditions.

We have checked the Chapman-Kolmogorov relations for the case of Q2R in a 16 \(\times\) 16 lattice for the case of \(E = -292\) and a periodic orbit of \(T = 43115258\). We have built five different probability transfer matrices \(\hat{W}(\tau)\). (See Sec. III A for the definition of \(\hat{W}(\tau)\)).

First, we compare the matrices \(\hat{W}(\tau=2)\) and \(\hat{W}(\tau=1)\), \(\hat{W}(\tau=1)\), both of a rank 197 \(\times\) 197, computing the distance among the matrices \(W(\tau=2)\) and \(W(\tau=1)\), \(W(\tau=1)\), via the usual distance (the squared indicates the square of a matrix)

\[
d = \frac{1}{K^2} \text{Tr}[(\hat{W}(\tau=2) - \hat{W}(\tau=1)\cdot \hat{W}(\tau=1))^2].
\]

In the current case, the matrices are similar up to \(d = 5.81 \times 10^{-6}\). More quantitatively, we look how good are the eigenvectors of different matrices, namely \(\hat{W}(\tau=2)\) and \(\hat{W}(\tau=1)\). To do that, we compute the ratio among the \(n\)-th eigenvectors of the afore mentioned matrices, that is

\[
q_n = \frac{\chi^{(2)}_n}{\chi^{(1)}_n},
\]

where \(\chi^{(2)}_n\) and \(\chi^{(1)}_n\) are the \(n\)-th eigenvector of the matrices \(\hat{W}(\tau=2)\) and \(\hat{W}(\tau=1)\). This quantity is plotted in Fig. 7(a). One notices that \(q_n \approx 1\) almost for all values of magnetization, but it has an anomalous behavior near the nodal points of the eigenvector \(\chi^{(1)}_n\). In general the agreement of all this eigenvectors is satisfactory.

Next we check, the Chapman-Kolmogorov relations written in Sec. III A comparing the spectral properties of both matrices, namely the set of eigenvectors and its eigenvalues.

As it can be seen in the Fig. 4(b) the equilibrium distribution \(f_{eq}\) matches perfectly for different values of \(\tau = \{1, 2, 3, 4, 5\}\). This proves that the equilibrium configuration, \(f_{eq}\), is well an invariant of the dynamical system. However, non-equilibrium properties do depend on the sampling time, \(\tau\). Indeed, the eigenvalues corresponding to different probability transfer matrices do depend on the choice of the parameter \(\tau\). This is not a surprise, because it is expected that the eigenvalues, \(\lambda^{(\tau)}_n\), of \(\hat{W}(\tau)\) should scale as \(\lambda^{(\tau)}_n = \lambda^n\), where \(\lambda_i\) are the set of eigenvalues of \(\hat{W}(\tau=1)\). This scaling is shown in Fig. 4(c) indicating an anomaly because it does not work for the case \(\tau = 1\), but the scaling works well for higher \(\tau\). This deserves more careful study.
FIG. 7: (a) Plot of the ratio $q_n$ for five eigenmodes. (b) Equilibrium distributions, $f_{eq}$, for the case of a $16 \times 16$ system, and for the energy $E = -292$ and $T = 43115258$. (c) Eigenvalues of the $W$-matrix showing the existence of long-wave relaxation properties.

D. Pomeau’s reversal symmetry relation.

According to Pomeau [13], the microscopic time reversal symmetry imposes the symmetry relation (6). For a probability transition matrices of rank $K$, it is possible to verify that there are $K^K$ different required conditions (6). Therefore, the verification of this condition is possible only for a moderate matrices rank, $K$. All probability transfer matrices written in Table II of Appendix A satisfy the Pomeau’s reversal symmetry relation (see the “Reversible” row in the table).

For larger $\hat{W}$ matrices, say $K > 9$, we have not checked Pomeau’s relation because it bemuse a cumbersome numerical calculation.

V. DISCUSSION

The basic properties of the Q2R cellular automata, namely, its formal reversibility and the existence of a conserved energy suggests that the Q2R could be a good benchmark to test ideas of statistical mechanics. Importantly, the reversibility is not conditioned by any approximative numerical algorithm. The Q2R model possesses a rich dynamics characterized by a huge number of invariants that partitioned the phase space in terms of the conserved energy and a huge number of periodic cycles. Although, in moderate system size the periods are huge numbers [6], in small lattices these cycles may be fully characterized.

We have introduced a coarse-graining approach, that allows us to write a coarse-grained master equation, that characterizes the equilibrium and non-equilibrium statistical properties of the system. We overview the methodology and test the consistency of the results in different lattice size. We can see that if the partitions are well done, this coarse graining technique is a powerful tool to reduce the information of whole system in a tractable probability transfer matrix which simplify the original master equation. A first central property of this matrix, is the existence of an invariant probability distribution which agrees for different coarse-graining procedures. Secondly, we compute the spectral decomposition of the probability transfer matrix that characterizes the non-equilibrium properties of the system. We conjecture that the probability transfer matrix possesses real eigenvalues, if it was built using the complete periodic sequence, but for incomplete sequences the matrix does not possess, in general, only real eigenvalues. Third, we check that validity of the Chapman-Kolmogorov relation, as well, the time reversal symmetry conditions. In many situations the methodology satisfies the requirements and provides a complete statistical description of the system, but some discrepancies appears that deserves caution. This study provides a systematic approach to reduce the phase space to the pertinent macroscopical variables reducing the information up to a handily master equation.
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Appendix A: EXAMPLES

1. Exact calculation for the $4 \times 4$ lattice.

Consider the case of a $4 \times 4$ periodic lattice. Though the Q2R dynamics is extremely simple, the calculations are exactly realizable up to end and for all configurations, thus it may explicitly explain the method. The phase space possesses $2^{32}$ distinct configurations which may be computed directly. The energy takes possible values ranging from $-32 \leq E \leq 32$. We have characterized few special cases with energies and periods distributed uniformly over all possible values: $(E, T) = (-24, 6) (-22, 10) (-18, 54) (-8, 270), (-2, 1080)$ and $(0, 120)$. In all cases below we shall take the finest partitions in which a magnetization belongs into a well defined value from $M = -16, \ldots, M = 16$. Usually the interval is less than 17 and currently the rank of the matrices ranges from $K = 2$ up to $K = 9$.

The eigenvalues and the invariant probability distributions (the corresponding Eigenvectors associated to the unique unitary Eigenvalue) of these matrices are:

We notice that the case $E = 0$ is showed up in the finest partition. Actually, in the finest partition this probability transfer matrix has a rank $K = 9$. But it has three zero eigenvalues and two complex one. We interpret that the fine coarse graining is not a good partition. This partition must no be an invariant measure as required in Ref.[1]. Why does this happen in the present case?, and it does not happen in other needs to be elucidated.
| $x_{t=0}$ | 1 1 1 1 | 1 1 1 1 | 1 1 1 1 | 1 1 1 1 | 1 1 1 1 |
|----------|----------|----------|----------|----------|----------|
|         | 1 1 1 1 | 1 1 1 1 | 1 1 1 1 | 1 1 1 1 | 1 1 1 1 |
|         | 1 1 1 1 | 1 1 1 1 | 1 1 1 1 | 1 1 1 1 | 1 1 1 1 |
|         | 1 1 1 1 | 1 1 1 1 | 1 1 1 1 | 1 1 1 1 | 1 1 1 1 |
|         | 1 1 1 1 | 1 1 1 1 | 1 1 1 1 | 1 1 1 1 | 1 1 1 1 |

| $y_{t=0}$ | 1 1 1 1 | 1 1 1 1 | 1 1 1 1 | 1 1 1 1 | 1 1 1 1 |
|-----------|----------|----------|----------|----------|----------|
|           | 1 1 1 1 | 1 1 1 1 | 1 1 1 1 | 1 1 1 1 | 1 1 1 1 |
|           | 1 1 1 1 | 1 1 1 1 | 1 1 1 1 | 1 1 1 1 | 1 1 1 1 |
|           | 1 1 1 1 | 1 1 1 1 | 1 1 1 1 | 1 1 1 1 | 1 1 1 1 |
|           | 1 1 1 1 | 1 1 1 1 | 1 1 1 1 | 1 1 1 1 | 1 1 1 1 |

| $E$ | -24 | -18 | -8 | -2 | 0 |
| $E/N$ | -1.5 | -1.125 | -0.5 | -0.125 | 0 |
| $T$ | 6 | 54 | 270 | 1080 | 120 |
| $I(M)$ | [12, 16] | [8, 12] | [2, 10] | [2, 6] | [-8, 8] |
| $K$ | 2 | 3 | 5 | 5 | 4 |
| $W$ | $\begin{pmatrix} \frac{1}{2} & 1 \\ \frac{1}{2} & 0 \end{pmatrix}$ | $\begin{pmatrix} 0 & 1 \\ \frac{1}{2} & 1 \end{pmatrix}$ | $\begin{pmatrix} 0 & 1 \\ \frac{1}{2} & 1 \end{pmatrix}$ | $\begin{pmatrix} 0 & 1 \\ \frac{1}{2} & 1 \end{pmatrix}$ | $\begin{pmatrix} 0 & 1 \\ \frac{1}{2} & 1 \end{pmatrix}$ |
| $f_{eq}$ | $\begin{pmatrix} \frac{2}{3} \\ \frac{1}{3} \end{pmatrix}$ | $\begin{pmatrix} \frac{1}{3} \\ \frac{2}{3} \\ \frac{1}{3} \end{pmatrix}$ | $\begin{pmatrix} \frac{2}{3} \\ \frac{1}{3} \\ \frac{2}{3} \end{pmatrix}$ | $\begin{pmatrix} \frac{2}{3} \\ \frac{1}{3} \\ \frac{2}{3} \end{pmatrix}$ | $\begin{pmatrix} \frac{2}{3} \\ \frac{1}{3} \\ \frac{2}{3} \end{pmatrix}$ |
| $\lambda$ | $\{1, -1/2\}$ | $\{1, -1/2, 0\}$ | $\{1, -1/2, 0\}$ | $\{1, -1/2, 0\}$ | $\{1, -1/2, 0\}$ |
| Reversible | Yes | Yes | Yes | Yes | Yes |

TABLE II: Summary of the coarse-graining procedure for Q2R in a 4 × 4 system and for a given energy $E$ and period $T$. 