UNDERSTANDING THE ORIGIN OF INFORMATION-SEEKING EXPLORATION IN PROBABILISTIC OBJECTIVES FOR CONTROL

Beren Millidge  
School of Informatics  
University of Edinburgh  
beren@millidge.name

Anil K Seth  
Sackler Center for Consciousness Science  
Evolutionary and Adaptive Systems Research Group  
School of Engineering and Informatics

Christopher L Buckley  
Evolutionary and Adaptive Systems Research Group  
School of Engineering and Informatics  
University of Sussex  
C.L.Buckley@sussex.ac.uk

November 29, 2021

ABSTRACT

The exploration-exploitation trade-off is central to the description of adaptive behaviour in fields ranging from machine learning, to biology, to economics. One popular approach to solving this trade-off has been to propose that agents possess an intrinsic ‘exploratory drive’ whereby agents are driven to maximize the information they gain about the world through action, as well as the more traditional utility maximization objective. In this paper we mathematically investigate the nature of such objectives and demonstrate that the combination of utility maximizing and information-seeking behaviour arises from the minimization of a class of objectives which we call divergence objectives. We propose a dichotomy in the objective functions underlying adaptive behaviour between evidence objectives, which correspond to well-known reward or utility maximizing objectives and our novel divergence objectives which instead seek to minimize the divergence between the agent’s expected and desired distribution over futures and which give rise to information-seeking exploration. This new class of divergence objectives provides the mathematical foundation for a much richer understanding of the exploratory components of adaptive and intelligent action, beyond simply greedy utility maximization, and can also provide a mathematically elegant explanation for anomalous behaviour often observed in psychophysical and choice tasks such as probability matching.

1 Introduction

The exploration-exploitation dilemma is a fundamental problem in implementing intelligent, adaptive behaviours in the face of uncertainty [Berger-Tal, Nathan, Meron, & Saltz 2014, Cohen, McClure, & Yu 2007, Dayan & Daw, 2008, Kaelbling, Littman, & Cassandra 1998, Mobbs, Trimmer, Blumstein, & Dayan 2018, Sutton, Barto, et al. 1998]. When there is substantial uncertainty about the world – either due to unknown rewards or payoffs of actions, or the intrinsic nonstationarity of the world – there is always the possibility that the current best policy may in fact be
suboptimal, and thus the agent must make a choice between continuing to pursue the current policy (exploit), or to try a different policy in the hope that it is better, or else to learn something about the nature of the world (explore). However, deliberately selecting currently suboptimal action racks up opportunity cost on average compared to selecting the best action, assuming the action-value estimates are reasonably accurate. Thus, to maximize total reward, it is imperative both to explore sufficiently and efficiently to become certain that the estimates for the returns of actions or policies are correct, and then to exploit the best policy maximally. This problem becomes more acute in environments with changing reward structures where the exploration-exploitation dilemma can never be fully resolved, since the environment, and thus the estimates of value, may always be changing and thus there is always a need to explore (Cohen et al., 2007; Sun, Gomez, & Schmidhuber, 2011; Thrun & Möller, 1991).

The exploration-exploitation trade-off, due to its ubiquity in decision-making under uncertainty, has been studied in a vast number of fields ranging from machine learning and reinforcement learning (Kaelbling et al., 1998; Oudeyer & Kaplan, 2009; Schmidhuber, 1991, 1999, 2007; Sun et al., 2011; Thrun, 1992; Thrun & Möller, 1991), cognitive science and neuroscience (Cohen et al., 2007; Daw, O'doherty, Dayan, Seymour, & Dolan, 2006; Dayan & Daw, 2008; K. Friston et al., 2015a; Geana, Wilson, Daw, & Cohen, 2016; Gottlieb, Oudeyer, Lopes, & Baranes, 2013), economic decision-making (Akerlof, 1978; Daw et al., 2006; Li, Vanhaverbeke, & Schoenmakers, 2008; Macready & Wolpert, 1998; Stigler, 1961), organizational theory (Gupta, Smith, & Shalley, 2006; He & Wong, 2004; March, 1991; Miller & Martignon, 2016; Sudhir, 2016), evolutionary theory (Crepinski, Liu, & Mernik, 2013; Mehlhorn et al., 2015; Traulsen, Haert, De Silva, Nowak, & Sigmund, 2009; Zhang, Sun, Liu, Zhang, & Zhang, 2019), and optimal foraging theory (Charnov & Orians, 1973; Kramer & Weary, 1991; Mobbs et al., 2018; Monk et al., 2018). Many animals, including humans, often exhibit near optimal choice behaviour in classic bandit tasks which require a solution to the exploration-exploitation dilemma (Brenner & Vriend, 2006; Krebs, Kacelnik, & Taylor, 1978; Mehlhorn et al., 2015; Wilson, Geana, White, Ludvig, & Cohen, 2014), although it is likely that they diverge from optimality on more challenging tasks. In the human brain, the explore-exploit trade-off has been linked to a circuit of brain regions such as the orbitofrontal and anterior cingulate cortices, which appear to compute positive and negative reward valences in response to events, and the locus coerulus (Angela & Dayan, 2005; Aston-Jones & Cohen, 2005; Yeung, Botvinick, & Cohen, 2004), which appears to be involved in directly mediating a distinction between exploratory and exploratory behaviour phases through phasic or tonic firing patterns, respectively (Aston-Jones, Rajkowski, Kubiak, & Alexinsky, 1994; Gilzenrat, Cohen, Rajkowski, & Aston-Jones, 2003; Sara, 2009). Mathematically, an optimal solution is known for the case of n-armed bandits with Gaussian stationary reward distributions, in the form of Gittins indices (Gittins, 1974). However, there is no yet fully developed solution to this problem for more complex, and especially nonstationary environments, which characterise many of the environments in which humans and other animals must manage this trade-off (Cohen et al., 2007; Jamieson, Malloy, Nowak, & Bubeck, 2014; Kolter & Ng, 2009; Still & Precup, 2012).

Recent work in both machine learning and cognitive neuroscience is converging towards understanding the problem of action selection as an inference problem (Attias, 2003; K. Friston, 2003; K. J. Friston, Rosch, Parr, Price, & Bowman, 2018a; Kappen, 2007; Knill & Pouget, 2004; Levine, 2018; Toussaint, 2009a). Within neuroscience, this understanding has developed under the aegis of the ‘Bayesian Brain’ framework, which postulates that choice behaviour can be understood in terms of Bayes-optimal inference. Developments here follow a similar trajectory to perception, which is now often also understood as fundamentally a process of Bayesian inference (Clark, 2013; Itti & Baldi, 2009; Knill & Pouget, 2004; Sanborn & Chater, 2016), a conceptual heritage which traces back to Helmholtz’s ideas of perception as unconscious inference (K. Friston, Kilner, & Harrison, 2006; K. Friston, Samothrakis, & Montague, 2012). Similarly, in reinforcement learning – the subfield of machine learning which handles the action selection problem – formulations recasting standard reinforcement methods as implementing a form of Bayesian inference have become popular and have led to significant algorithmic advances. Under the name of ‘control as inference’ (Abdolmaleki et al., 2018; Attias, 2003; Kappen, 2007; Levine, 2018; K. C. Ravлик, 2013; Theodorou, Buchli, & Schaal, 2010; Toussaint, 2009a, 2009b), this approach has demonstrated how ubiquitous methods such as Q-learning (Watkins & Dayan, 1992), policy-_gradients (Williams, 1992), and actor-critic methods can be recast in
such a probabilistic framework and have led to improved algorithms in terms of stability, performance, and ability for simple exploration (Abdolmaleki et al., 2018; Haarnoja, Zhou, Abbeel, & Levine, 2018; Haarnoja, Zhou, Hartikainen, et al., 2018). These algorithms also offer improved exploration ability through the use of an ‘action entropy’ term, which encourages the maximization of reward while keeping the distribution over actions as random as possible, which provides a regularising effect. However, the type of exploration such methods provides is fundamentally random, and is thus insufficient in high-dimensional action spaces where purely random exploration is too slow to cover much of the space (Houthooft et al., 2016; Mohamed & Rezende, 2015; Shyam, Jäskowski, & Gomez, 2018; Tschantz, Millidge, Seth, & Buckley, 2020). One might expect that these Bayesian approach to action selection, due to their principled Bayesian quantification and treatment of uncertainty, should give rise to powerful directed exploration methods which directly leverage the knowledge of uncertainty maintained in the Bayesian framework to directly try to minimize the remaining uncertainty in the problem – both in terms of the agent’s model of the world, its knowledge of its current state, or uncertainty in the mapping between actions and future rewards (Ha & Schmidhuber, 2018; Millidge, Tschantz, & Buckley, 2020; Pathak, Agrawal, Efros, & Darrell, 2017; Tschantz et al., 2020). However, this has not yet been the case, and probabilistic methods have largely contented themselves with purely random, entropy maximizing exploration (Haarnoja, Zhou, Abbeel, & Levine, 2018; Haarnoja, Zhou, Hartikainen, et al., 2018; Lee et al., 2019; K. Rawlik, Toussaint, & Vijayakumar, 2010).

However, in both cognitive neuroscience and machine learning, the importance of directed, information-hungry exploration is becoming increasingly recognised. In neuroscience, it is well known that the brain is sensitive to ‘epistemic affordances’ (Friston et al., 2015a; Friston, Lin, et al., 2017; Schwartenbeck et al., 2019). In vision, humans and others are highly sensitive to novelty or Bayesian surprise (Itti & Baldi, 2009, 2006; Parr, 2019; Parr & Friston, 2017), exactly as would be expected from uncertainty-reducing directed exploration and not random exploration. Furthermore, in reinforcement learning, the insufficiency of random exploration, and the necessity for more information-directed exploration in high-dimensional sparse-reward tasks is well understood. The field has experimented with a large number of potential ‘intrinsic measures’ such as information gain and empowerment, and has shown that optimizing these measures can improve performance and lead to more robust and effective artificial agents (Abdolmaleki et al., 2018; Chua, Calandra, McAllister, & Levine, 2018; Haarnoja, Zhou, Abbeel, & Levine, 2018; Millidge, 2019b; Okada & Taniguchi, 2019).

In both fields, however, there is little unified understanding of the origin of these epistemic drives from a principled Bayesian perspective. Typically, empowerment or information gain terms are often derived from a purely intuitive perspective and are optimized either alone or as an ad-hoc addition to a standard objective such as reward maximization. Moreover, there is often no deep understanding of the fundamental objectives that are implicitly being optimized in such a procedure. In the reinforcement learning field, this has led to a profusion of subtly differing algorithms and objectives, without a clear understanding of how they fit together or are related, while in the cognitive neuroscience, it is often unclear what the ‘Bayes-optimal’ normative objective that biological behaviour should be compared to actually is. In this paper, we aim to provide precisely such a unifying picture. We present a simple unifying framework of Bayesian control objectives by classifying them into two simple types – Evidence objectives and Divergence objectives. We show that directed, information-maximizing exploration arises naturally from Divergence objectives and not from evidence objectives and show that this is due to the entropy-maximizing properties of divergence objectives. Moreover, we show that how both our abstract classes of Evidence and Divergence objectives relate to currently known objectives such as the ELBO (Beal, 2003), control-as-inference (Kappen, 2007; Rawlik, 2013), the expected free energy in active inference (Friston et al., 2015a), action and perception as divergence minimization (Hafner et al., 2020), and empowerment (Polani, 2005). Crucially, our new framework offers a richer and more detailed framework for understanding the nature of exploratory, information-seeking, behaviour as an intrinsic goal per-se, and the mathematical consequences that entails. Theoretically, we provide the means to go beyond the default assumptions of pure reward, or utility, maximization and instead precisely and mathematically characterise the basis for another type of objective which could be driving behaviour –
**divergence minimization.** Moreover, our theory can parsimoniously explain several puzzling empirical observations from behavioural economics and subjects’ behaviour in choice tasks. Specifically, the phenomenon of probability matching (Shanks, Tunney, & McCarthy 2002; Tversky & Kahneman 1974; Vulkan 2000), where subjects do not always greedily choose the best (highest reward expectation) in stochastic bandit tasks, but instead sample each option in rough proportion to its probability of a reward. For instance, if there is a 90% option and a 10% option, utility maximization would predict 100% selection of the 90% option, while empirically subjects often sample the 10% option 10% percent of the time, which shows that the subject has correctly learnt the outcome probabilities but nevertheless does not implement the utility-maximizing solution. Importantly, minimizing a divergence objective results in precisely this probability matching behaviour. Thus, our mathematical results suggest that this strategy is not pure ‘irrationality’ (Tversky & Kahneman 1974; Vulkan 2000) but instead arises as a natural result of minimizing a divergence instead of an evidence (utility maximizing) objective and that while this approach performs worse (in terms of pure reward) on simple stationary bandit tasks, in more complex and nonstationary environments with latent structure to learn, the increased exploration from the divergence objective may compensate for these deficits.

2 Results

2.1 Problem Setup

We consider the control problem at a high level of generality. We assume we have an agent in some sort of environment at a time $t$. We assume no knowledge of the environment except that it has emitted observations $o_{1:t}$ to the agent by time $t$. The agent and environment then run forward to a final time horizon $T$. The agent can emit actions $a_{1:T}$ which affect future observations $o_{1:T}$. We assume that the agent maintains a model probability distribution over the effect of its future actions on future observations $p(o_{t:T}|a_{t:T})$. The ultimate goal of the agent is to infer some set of actions $a_{1:T}$ that let the agent achieve its goals. Technically, this describes a partially observed Markov-decision-process (POMDP) (Kaelbling et al. 1998; Sutton & Barto 2018).

A subtle but important point is how to encode goals, desires, or rewards into the inference procedure. By itself Bayesian inference contains no notion of reward or goals. It simply computes a posterior distribution given a generative model and data. We choose to encode goals or desires into the inference procedure by specifying a separate and exogenous ‘desire distribution’ $\tilde{p}(o_{1:T})$ which is the distribution over observations the agent wishes to obtain (K. Friston et al. 2012). To obtain an equivalence with common ideas of reward-maximization, it is possible to set $\tilde{p}(o_{1:T}) = \frac{1}{Z} e^{-r(o_{1:T})}$ where $r(o_{1:T})$ is the reward given by a sequence of observations. In effect, this sets the desire distribution to a Boltzmann distribution where the observation granting the largest reward is the most desired, and observations giving less rewards become exponentially less likely in the desire distribution.

We argue that there are two different ways to formally translate the intuitive idea of an agent ‘achieving its goals’ under uncertain future inputs into the mathematical probabilistic framework. Firstly, an agent may attempt to maximize the average likelihood of the desire distribution under its expected future observations. We call this the Evidence Objective. Secondly, an agent may try to directly match its expected distribution of future observations to its desire distribution, or equivalently minimize the divergence between the two distributions. We call this the Divergence Objective:

\[
\text{Evidence} = \arg \max_{a_{1:T}} E_{p(o_{1:T}|a_{1:T})}[\ln \tilde{p}(o_{1:T})]
\]

\[
\text{Divergence} = \arg \min_{a_{1:T}} D_{KL}[p(o_{1:T}|a_{1:T})||\tilde{p}(o_{1:T})]
\]

Intuitively, we can think of the evidence objective as simply trying to capture the mode, or the peak of the desire distribution, and concentrating on inferring the actions which concentrate future probability mass around those peaks.

---

1 We maximize and minimize the log of the desire distribution instead of the desire distribution itself due to the better numerical properties of logs. Since $\ln$ is a monotonic function, the log transformation has no effect on the minima of the function. We use $\ln$ to indicate a logarithmic transform. The base of the log is irrelevant.
most effectively. By contrast, divergence objectives encourage precisely matching the expected future distribution and the desire distribution everywhere. If the desire distribution is broad and complex, this means that the expected future distribution under a divergence objective is also encouraged to be broad and complex, while this is not true for an evidence objective, which is encouraged to simply find the largest mode of the desire distribution. This effect can be seen visually in Figure 1. Conversely, in the limiting case of a highly peaked desire distribution, the two objectives become identical.

To gain more mathematical intuition for the differences between the two objectives we can express them in terms of each other.

\[
\text{Evidence} = \arg\max_{a_{1:T}} \mathbb{E}_{p(o_{1:T}|a_{1:T})}[\ln \hat{p}(o_{1:T})] \\
= \arg\max_{a_{1:T}} \mathbb{E}_{p(o_{1:T}|a_{1:T})}[\ln \hat{p}(o_{1:T}) \frac{p(o_{1:T}|a_{1:T})}{\hat{p}(o_{1:T})}] \\
= \arg\max_{a_{1:T}} - D_{KL}[p(o_{1:T}|a_{1:T})||\hat{p}(o_{1:T})] - \mathbb{E}[p(o_{1:T}|a_{1:T})] \\
\]

By expressing the Evidence objective in terms of the Divergence objective, we can see that it tries to match the two distributions while also \textit{minimizing} the entropy of the expected future distribution. Conversely, we can express the Divergence objective in terms of the Evidence objective.

\[
\text{Divergence} = \arg\min_{a_{1:T}} D_{KL}[p(o_{1:T}|a_{1:T})||\hat{p}(o_{1:T})] \\
= \arg\min_{a_{1:T}} \mathbb{E}_{p(o_{1:T}|a_{1:T})}[\ln p(o_{1:T}|a_{1:T})] - \mathbb{E}_{p(o_{1:T}|a_{1:T})}[\ln \hat{p}(o_{1:T})] \\
\]

Intuitively, this decomposition shows that we can think of the divergence objective as trying to optimize the evidence objective whilst \textit{simultaneously} trying to maximize the entropy of the expected future distribution. In effect, a divergence objective tries to keep the future as broad as possible while attaining your goals, while the evidence objective tries to keep the possible futures as narrow as possible while matching your desire distribution. Next, we show that it is this property of maximizing the entropy of your expected future – or maintaining a broad distribution over possible futures – that results in information-seeking exploration.

Unlike the evidence objective, the divergence objective immediately decomposes into an information-gain term, which will induce information-seeking directed exploration in an agent that optimizes this term.

\[
D_{KL}[p(o_{1:T}|a_{1:T})||\hat{p}(o_{1:T})] = \mathbb{E}_{p(o_{1:T}|a_{1:T})}[\ln \frac{p(o_{1:T}|a_{1:T})}{\hat{p}(o_{1:T})}] \\
= \mathbb{E}_{p(o_{1:T}, x_{1:T}|a_{1:T})}[\ln \frac{p(o_{1:T}|a_{1:T})}{\hat{p}(o_{1:T})}] \\
= \mathbb{E}_{p(o_{1:T}|a_{1:T})}[\ln \frac{p(o_{1:T}, x_{1:T}|a_{1:T})}{\hat{p}(o_{1:T})}] \\
= \mathbb{E}_{p(x_{1:T})}D_{KL}[p(o_{1:T}|x_{1:T})||\hat{p}(o_{1:T})] - \mathbb{E}_{p(o_{1:T}|a_{1:T})}D_{KL}[p(x_{1:T}|o_{1:T}, a_{1:T})||p(x_{1:T}|a_{1:T})] \\
\]

The reason optimizing the divergence objective results in this elusive information gain functional is due to the fact that the divergence objective maximizes the entropy of future observations given actions. Through a simple information-theoretic identity, we see that maximizing entropy implies the maximization of an information gain between observations.
and latent variables when a latent variable model is brought into play.

\[
\mathbb{H}[p(o_{t:T}|a_{t:T})] = \mathbb{E}_{p(o_{t:T},x_{t:T}|a_{t:T})}[\ln p(o_{t:T}|a_{t:T})]
\]

\[
= \mathbb{E}_{p(o_{t:T},x_{t:T}|a_{t:T})}[\ln \frac{p(o_{t:T},x_{t:T}|a_{t:T})}{p(x_{t:T}|a_{t:T})}]
\]

\[
= -\mathbb{E}_{p(x_{t:T})}\mathbb{H}[p(o_{t:T}|x_{t:T})] - \mathbb{E}_{p(o_{t:T}|a_{t:T})}D_{KL}[p(x_{t:T}|o_{t:T},a_{t:T})||p(x_{t:T}|a_{t:T})]
\]

(6)

Thus we see that by maximizing marginal observation entropy under a latent variable model, we end up maximizing the information gain between the observations and the latent parameters, while also maximizing the likelihood entropy.

Conversely, since the evidence functional requires minimizing the observation entropy, optimizing the evidence functional effectively mandates minimizing the information gain between latents and observations. This is the fundamental reason why evidence objectives, and objectives derived from them, do not include information maximizing exploration terms. As we will show below, most objectives optimized in the reinforcement literature derive from variational bounds on evidence objectives, and thus do not demonstrate directed information-maximizing exploration.

Figure 1: Numerical illustration of optimizing a multimodal desired distribution with an Evidence objective (Panel A) vs a Divergence Objective (panel B). The desired distribution consisted of the sum of two univariate Gaussian distributions, with means of 1 and 4 and variances of 1 and 0.4 respectively. We then optimized an expected future distribution, which also consisted of two Gaussians with free means and variances using both an Evidence and a Divergence objective. As can be seen, optimizing the Evidence Objective results in the agent fitting the predicted future density entirely to an extremely sharp peak around the mode of the desired distribution. Conversely, optimizing a divergence objective leads to a precise match of the predicted and desired distributions (panel B shows the two distributions almost precisely on top of one another). As a technical note, to be able to see both the evidence and desire distributions on the same scale, for the evidence objective the predicted distribution is normalized but the desired distribution is not. Code for these simulations can be found at: https://github.com/BerenMillidge/origins_information_seeking_exploration.

3 Relations to Existing Objectives

3.1 Control as Inference

The control as inference framework (Levine, 2018; Toussaint, 2009a), although existing for almost two decades in the literature (Abdolmaleki et al., 2018; Attias, 2003; K. C. Rawlik, 2013; Theodorou et al., 2010), has recently come to prominence with the state of the art performance of ‘soft’ actor critic methods (Haarnoja, Zhou, Abbeel, & Levine, 2018; Haarnoja, Zhou, Hartikainen, et al., 2018) in model-free deep reinforcement learning. In effect, these methods
We thus see that the control-as-inference objective is derived from an evidence objective and, as expected, does not contain and information-maximizing exploratory terms. The sole force of exploration in this framework arises from the action entropy term which is to be maximized. However, this only gives rise to purely random exploration which is not sufficient in sparse-reward high-dimensional environments.
3.2 KL Control

Another method in the reinforcement literature is KL control. Although not widely used, it has received some theoretical analysis ([Kappen] 2005, 2007; [Lee et al.] 2019; [K. Rawlik, Toussaint, & Vijayakumar] 2013; [K. C. Rawlik] 2013). KL control optimizes an objective function,

$$J_{KL} = \arg\min_{\alpha, T} D_{KL}[p(x_{1:T}) || \tilde{p}(x_{1:T})]$$  (11)

Where we use the notation $x$ instead of $o$ to signify that in the literature KL control has only been applied to systems with directly observable Markovian state as opposed to POMDP dynamics. The KL control objective is clearly a divergence objective and is the only one widely used method in the literature to utilize this objective. However, due to its commitment to fully-observed state, it has not been applied to latent variable models and thus its superior exploration capacity has not been well explored in the literature.

3.3 Active Inference

Active Inference is a theory of Bayesian action selection in computational and theoretical neuroscience. It extends classical Bayesian brain theories to action and control by viewing action selection as a Bayesian inference problem using a biased generative model ([Da Costa et al.] 2020; [Fountas, Sajid, Mediano, & Friston] 2020; [K. Friston, FitzGerald, Rigoli, Schwartenbeck, & Pezzulo] 2017a, 2017b; [K. Friston et al.] 2015b, 2012; [K. J. Friston, Rosch, Parr, Price, & Bowman] 2018b; [Millidge] 2019a, 2019b; [Tschantz, Baltieri, Seth, & Buckley] 2019; [Tschantz et al.] 2020).

Core to active inference is the Expected Free Energy (EFE) functional ([K. Friston et al.] 2015b; [Millidge, Tschantz, & Buckley] 2020; [Millidge, Tschantz, Seth, & Buckley] 2020; [Parr & Friston] 2019) which is optimized through a variational inference procedure in order to select adaptive actions. In active inference, rewards are encoded into a biased generative model of the world $\tilde{p}(o, x)$. This optimization can be formulated as a neurophysiologically realistic message-passing scheme for which detailed neuronal process theories have been derived ([Parr, Markovic, Kiebel, & Friston] 2019).

The precise form of the EFE functional underwrites information-seeking directed exploratory behaviour, due to the fact that it can be decomposed into an information-gain ‘intrinsic value’ term and a reward-based ‘extrinsic value’ term. This decomposition and the complementary decomposition into ‘risk’ and ‘ambiguity’, and its effects on behaviour have been well explored within the active inference literature on a number of standard decision tasks ([K. Friston, FitzGerald, et al.] 2017b; [K. Friston et al.] 2015b; [K. J. Friston, Lin, et al.] 2017; [K. J. Friston, Parr, & de Vries] 2017).

The EFE functional can be decomposed in the following two ways,

$$J_{EFE} = E_{q(o,x)}[\ln q(x) - \ln \tilde{p}(o, x)]$$

$$= E_{q(o,x)}[\tilde{p}(o)] - E_{q(o)}D_{KL}[q(x|o)||q(x)] + E_{q(o)}D_{KL}[q(x|o)||p(x|o)]$$

$$= E_{q(x)}[\tilde{p}(x)] + D_{KL}[q(x)||\tilde{p}(x)] + E_{q(x)}D_{KL}[p(o|x)||\tilde{p}(o|x)]$$  (12)

The first decomposition into intrinsic and extrinsic value showcases the information-seeking behaviour engendered by this functional, although the latter decomposition into risk and ambiguity is often the decomposition used in practice in discrete-state-space tasks due to the simpler, more biologically plausible update rules that can be derived ([Da Costa et al.] 2020; [K. Friston, FitzGerald, et al.] 2017b). Since the EFE contains the important information-gain term required for directed exploration, we wish to understand how it relates to our framework of evidence and divergence objectives. The relationship of the EFE to the evidence objective (or log-model-evidence) has been extensively studied ([Millidge, Tschantz, & Buckley] 2020). We condense and extend their results here while also proving a novel relationship between the EFE and the divergence objective.
Specifically, we show that the EFE is a lower bound on the evidence objective only when the information gain term is less than the posterior divergence term. Intuitively this occurs when perceptual inference is poor, so that there is a large divergence between true and approximate posterior, but simultaneously much of the environment is known such that there is little information gain remaining in the environment. Over the course of interaction with the environment, it is likely that the optimization of the EFE will converge to exactly the evidence objective, since with an ultimately deterministic environment, and with a sufficiently expressive approximate posterior class, we expect the information gain and the posterior divergence to both converge to 0 in the limit. First, by noting that the extrinsic value of the EFE simply is the evidence objective, we can obtain the relationship:

\[
\mathbb{E}_{q(o,x)}[\ln \hat{p}(o)] = \mathbb{E}_{q(o,x)}[\ln q(x) - \ln \hat{p}(o, x)] + \mathbb{E}_{q(o)} D_{KL}[q(x|o)||q(x)] - \mathbb{E}_{q(o)} D_{KL}[q(x|o)||p(x|o)]
\]

(14)

This shows that the EFE can be expressed as a lower bound on the evidence objective when the VFE ≥ the information gain, which is a similar condition to that required for the EFE to serve as a bound on the evidence objective. Similarly, by expressing the EFE in terms of the divergence objective directly, we find that,

\[
D_{KL}[p(o)||\hat{p}(o)] = \mathbb{E}_{p(o)}[\ln \frac{d\pi(x,o)}{\hat{p}(o)}] = \mathbb{E}_{p(o)}[\ln \frac{d\pi(x,o)q(x|o)q(o,x)}{\hat{p}(o)q(x|o)q(o,x)}] \\
\geq \mathbb{E}_{p(o)}[\ln \frac{d\pi(x,o)q(x|o)q(o,x)}{\hat{p}(o)q(x|o)q(x|o)q(o)}] \\
\geq \mathbb{E}_{p(o)}[\ln q(x) - \ln q(x|o) - \ln \hat{p}(o)] - \mathbb{E}_{p(o)} D_{KL}[q(x|o)||p(x,o)] + \mathbb{E}_{q(x|o)p(o)} D_{KL}[q(x|o)||q(x)]
\]

(17)

This shows that the EFE can be expressed as a lower bound on the divergence objective when the VFE ≤ the information gain, which is a similar condition to that required for the EFE to serve as a bound on the evidence objective. Similarly, by expressing the EFE in terms of the divergence objective directly, we find that,

\[
D_{KL}[p(o)||\hat{p}(o)] = \mathbb{E}_{q(x|o)p(o)} D_{KL}[p(o)q(o,x)||\hat{p}(o)q(o,x)] \\
= \mathbb{E}_{q(x|o)p(o)} D_{KL}[p(o)q(o,x)q(x)||\hat{p}(o)q(x|o)q(o)] \\
= \mathbb{E}_{q(x|o)p(o)}[\ln q(x) - \ln \hat{p}(o) - \ln q(x|o)] + \mathbb{E}_{p(o)} D_{KL}[q(x|o)||q(x)] - \mathbb{H}[p(o)]
\]

(18)

We thus see that the marginal divergence can be expressed as the EFE plus the information gain minus the marginal entropy. This means that the EFE serves as an upper bound (to be minimized) upon the divergence objective only when
the information gain is greater than the marginal entropy. This means that while the information about the world which
remains to be discovered by the agent is greater than the entropy of an agent’s observations, that the EFE faithfully
minimizes a bound on the divergence objective, which thus underwrites the exploratory behaviour of active inference
agents. However, when the information content in the world falls below the intrinsic entropy of the agent’s observations,
then the EFE no longer constitutes an upper bound on the divergence objective.

3.4 Action and Perception as Divergence Minimization

A recent framework, inspired by active inference and advances in deep reinforcement learning, which aims to unify
perception and action under a single framework is Action and Perception as Divergence Minimization (Hafner et
al., 2020) (APDM). This framework proposes that both action and perception can be modelled as an agent trying to
minimize a divergence functional between two distributions an ‘actual’ distribution \( A(x, o) \), and a target distribution \( T(x, o) \).

\[
\mathcal{J}_{APDM} = D_{KL}[A(x, o)||T(x, o)]
= \mathbb{E}_{A(x)} D_{KL}[A(o|x)||T(o)] - \mathbb{E}_{A(x, o)} [\ln T(x|o) - \ln A(x)]
\]

(19)

(20)

Realizing Latent Preferences
Information Bound

Similar to divergence functionals, the APDM objective can be into a reward-maximization term (‘realizing latent
preferences’) and an ‘information-bound’, which is a bound on the true information gain [Agakov, 2004] between the
actual distribution posterior \( A(x|o) \) and the actual distribution prior \( A(x) \).

\[
- \mathbb{E}_{A(x, o)} [\ln T(x|o) - \ln A(x)] = -\mathbb{E}_{A(x, o)} [\ln T(x|o) - \ln A(x) + \ln A(x|o) - \ln A(x|o)]
\]

(21)

\[
= -\mathbb{E}_{A(o)} D_{KL}[A(x|o)||A(x)] + \mathbb{E}_{A(o)} D_{KL}[A(x|o)||T(x|o)]
\]

(22)

Information Gain
Posterior Divergence

By expressing this bound explicitly, we can see how it is an upper bound on the information gain, since the posterior
divergence is always positive. The tightness of the bound then depends on how closely the actual and target distributions
match. In general, we can use this approach to write out a full expression for the divergence objective between two joint
distributions over both observations and latent variables.

\[
\mathcal{J}_{joint} = \arg\min_{\alpha} D_{KL}[p(o, x)||\hat{p}(o, x)]
= \mathbb{E}_{p(x)} D_{KL}[p(o|x)||\hat{p}(o)] - \mathbb{E}_{p(o, x)} [\ln \hat{p}(x|o) - \ln p(x)]
\]

(23)

(24)

Likelihood Divergence
Information Bound

\[
= \mathbb{E}_{p(x)} D_{KL}[p(o|x)||\hat{p}(o)] - \mathbb{E}_{p(o)} D_{KL}[p(x|o)||p(x)] + \mathbb{E}_{p(o)} D_{KL}[p(x|o)||\hat{p}(x|o)]
\]

(25)

Likelihood Divergence
Information Gain
Posterior Divergence

In effect, we see that minimizing the divergence between two joint distributions requires the minimizations of both the
likelihood divergence and the posterior divergence, while also requiring the maximization of the information between
posterior and prior of the first term in the joint KL.
It is also straightforward to relate this joint divergence to the divergence objective, which is the divergence between marginals instead of joints.

\[
\begin{align*}
    D_{KL}[p(o,x)||\tilde{p}(o,x)] &= D_{KL}[p(o)p(x|o)||\tilde{p}(x|o)\tilde{p}(o)] \\
    &= D_{KL}[p(o)||\tilde{p}(o)] + \mathbb{E}_{p(o)} D_{KL}[p(x|o)||\tilde{p}(x|o)] \\
    &\geq D_{KL}[p(o)||\tilde{p}(o)]
\end{align*}
\]

Since the posterior divergence is always positive (as a KL divergence), we observe that the joint divergence is simply an upper bound on the divergence objective. Since the divergence is minimized, this bound is in the correct direction, and thus minimizing the joint divergence is a reasonable proxy for minimizing the marginal divergence objective. By minimizing the joint, it implicitly encourages agents to minimize both the marginal divergence as well as the divergence between the predicted and desired posterior distributions.

While the generic APDM divergence, as just a divergence of joints, is straightforwardly an upper bound on the divergence objective, we show that under definitions of the actual and target distributions, the APDM divergence can also be understood as a lower bound on the evidence objective, thus providing a bridge between the two objectives. Although the actual and target distributions can be defined differently depending on the objective you desire to reproduce, one canonical form of the actual and target distributions, which can reproduce control as inference as well as variational perceptual inference is as follows. We define the actual distribution to be the combination of the ‘real’ data distribution \( p(o) \) and also a variational belief distribution \( q(x|o) \) such that \( A(o,x) = q(x|o)p(o) \). Similarly, we define the target distribution to be the product of the agent’s veridical generative model \( p(o,x) \) and the exogenous desire distribution \( \tilde{p}(o) \) such that \( T(o,x) = p(o,x)\tilde{p}(o) \). This target distribution is valid as long as the ultimate objective is optimized via gradients of the divergence, which does not require that the target distribution be normalized. Under this definition of the actual and target distributions, the APDM objective becomes,

\[
    \mathcal{J}_{APDM} = D_{KL}[q(x|o)p(o)||p(o,x)\tilde{p}(o)]
\]

In the case of known observations in the past, we assume that the data distribution becomes points around the actually observed observations \( p(o) = \delta(o = \hat{o}) \) while the desire distribution becomes uniform – as there is little use for control in having desires about the unalterable past. Under these assumptions, the APDM objective simply becomes the ELBO or the negative free energy, thus replicating perceptual inference. However, on inputs in the future, the data distribution becomes a function of action (since actions can change future observations) and the desire distribution becomes relevant, thus allowing the minimization of the APDM functional to underwrite control. To gain a better intuition for the interplay of perception and control in the APDM functional, we showcase the following decomposition,

\[
    \mathcal{J}_{APDM} = D_{KL}[q(x|o)p(o)||p(o,x)\tilde{p}(o)] \\
    = \mathbb{E}_{p(o)} D_{KL}[q(x|o)||p(o,x)] + D_{KL}[p(o)||\tilde{p}(o)]
\]

which demonstrates that the APDM objective effectively unifies action and perception by summing together a perceptual objective (VFE) with the divergence objective for control. This confirms the previous finding that the APDM objective forms an upper bound on the divergence objective since the ELBO, as a KL divergence, is bounded below by 0. We also observe that this form of the APMD objective is also approximately an lower bound on the expected evidence...
objective, thus providing a link between the two objectives.

\[
\mathbb{E}_{p(o|a)}[\ln \tilde{p}(o)] = \mathbb{E}_{p(o|a)}[\ln \int dx \tilde{p}(o, x)]
\]

\[
= \mathbb{E}_{p(o|a)}[\ln \int dx \tilde{p}(o, x)q(x|o)p(o, x)]
\]

\[
\geq \mathbb{E}_{p(o)q(x|o)}[\ln \frac{\tilde{p}(o, x)p(o, x)}{q(x|o)p(o, x)}]
\]

\[
\geq \mathbb{E}_{p(o)q(x|o)}[\ln \frac{\tilde{p}(o)p(o, x)}{q(x|o)p(o)p(x|o)}]
\]

\[
\geq - \mathbb{E}_{p(o)q(x|o)}[D_{KL}(q(x|o)p(o)||p(o, x)p\tilde{o}(o)) + \mathbb{E}_{p(o)q(x|o)}[\ln \tilde{p}(x|o) - \ln p(x|o)]]
\]

\[
\approx \geq \mathbb{E}_{p(o)q(x|o)}[D_{KL}(q(x|o)p(o)||p(o, x)p\tilde{o}(o))]
\]

(31)

Which is approximately equal to the APDM objective under the condition that the posterior divergence bound between desire posterior \(\tilde{p}(x|o)\) and true posterior \(p(x|o)\) is small.

### 3.5 Empowerment

A number of works have studied the empowerment function in relation to exploration and reinforcement learning [Baumli, Warde-Farley, Hansen, & Mnih 2020; Jung, Polani, & Stone 2011; Klyubin et al. 2005; Oudeyer & Kaplan 2009] as well as in biological systems. Formally, empowerment can be defined as

\[
J_{\text{empowerment}} = \arg \max_{a_{t:T}} J[x_{t:T}, a_{t:T}|a_{1:T}, x_{1:t}]
\]

(32)

which intuitively encourages agents to maximize the amount of information about the future contained in the present and past. We can think of this as encouraging agents to ‘keep their options open’ as well as obtain control over the future dynamics, to render them predictable given current and past state. We show that an empowerment objective arises naturally as one component of the divergence functional, when extended to maintain a choice distribution over action, and also show that this decomposition reveals the complement of empowerment – which we call filtering information gain, which tries to maximize information about the past given the future. Intuitively, this additional term encourages the agent to explore the future so as to better understand the past. To simplify notation, we split up timesteps into past and future, so that we denote \(p(o_{1:t}) = p(o_{<})\) and \(p(o_{t:T}) = p(o_{>})\).

We then write out the divergence objective.

\[
D_{KL}[p(o_{1:T})||\tilde{p}(o_{1:T})] = D_{KL}[p(o_{1:T}, x_{1:T}, a_{1:T})||p(x_{1:T}, a_{1:T}|o_{1:T})\tilde{p}(o_{1:T})]
\]

\[
= D_{KL}[p(o_{>})p(x_{>, a_{>}}|a_{<}, a_{<}o_{<})p(o_{<})||p(x_{>, a_{>}}|o_{>})p(x_{<}|o_{<}, x_{>, a_{>}})\tilde{p}(o_{>})\tilde{p}(o_{<})]
\]

\[
= \mathbb{E}_{p(x_{>, a_{>}})}D_{KL}[p(o_{>})||\tilde{p}(o_{>})] - \mathbb{E}_{p(x_{>, a_{>}, o_{<}})}D_{KL}[p(x_{>, a_{>}}|o_{>})||p(x_{>, a_{>}}|x_{<}, a_{<})]
\]

\[
\geq \mathbb{E}_{p(x_{>, a_{>}, o_{<}})}D_{KL}[p(x_{>, a_{>}}|o_{>})||p(x_{>, a_{>}}|x_{<}, a_{<})] + D_{KL}[p(o_{<})||\tilde{p}(o_{<})]
\]

(33)

At any given time \(t\), the prior distribution over observations is fixed \(p(o_{<}) = \delta(\hat{o}_{<} = \hat{o}_{<})\) where \(\hat{o}_{<}\) is the sequence of realized observation values actually observed. When this is substituted into the past divergence term, it becomes just an entropy of the past desire distribution. If we assume that the past desire distribution is constant, then the past divergence term vanishes entirely.

The remaining terms are the ‘future divergence’ term which encourages the agent to match the distribution of future observations expected given the current state with the future desire distribution. In reinforcement learning this term
would represent reward maximization in the future. The two remaining terms which are \textit{maximized} are the ‘generalized empowerment’ which is the mutual information between the future actions and states expected given observations and the ‘prior’ expectation of future actions and states. In effect this term underwrites active exploration in state, action, and model-parameter space. It encourages the agent to seek out future observations which will render future actions and states maximally predictable, over and above what could be predicted from previous states and actions. This will also lead to a drive towards empowerment by taking the actions which lead the future environments and states to be maximally controllable but different from the expected future states and actions given past states and actions.

The final remaining term is the ‘latent filtering information’ term which is the complement to the generalized empowerment term from above. Like the empowerment term, this is an information gain term which is to be maximized. In effect, this term encourages agents to maximize the information between the estimates of past states given knowledge of future states and without such knowledge. In effect, this term encourages agents to select the actions that will place it in future states which are informative about past states. Mathematically, this corresponds to the operation of filtering – or deriving new information about the past from the future. An intuitive situation where this term applies is if there is a rat in a maze which pulls a lever which can either unlock door A or door B. This term would then drive the rat to explore which door is unlocked, so as to gain new information about the effect of the previous lever pulling.

Intuitively, we can think of this term as encouraging the agents to discover the future consequences of its past actions. When phrased in this way, it becomes apparent that the effect of this term may be to encourage the agent to build explicitly \textit{causal} models of action, so that the effects of past actions can be estimated, and then action plans that can verify or disprove these estimates can be selected.

4 Discussion

In this paper we have taken a step towards providing a mathematically principled foundation for understanding the origin of information-gain or information-seeking exploratory terms in control problems. Specifically, we have investigated the origin of information gain terms arising from mathematically principled foundations. We have discovered two classes of potential objectives for control, which we call \textit{Evidence} and \textit{Divergence} objectives; where Evidence objectives try to maximize the expected desire distribution to the distribution of future observations, while Divergence objectives instead try to match the future observation distribution to the desire distribution. We have shown that information gain terms arise naturally out of divergence objectives but \textit{not} evidence objectives, demonstrating that to obtain information-seeking exploration in a control objective, a divergence objective is required. This is due to the fact that divergence objectives mandate the maximization of the marginal entropy of future observations, which encourages agent’s to keep their distribution of future observations as broad as possible while still maximizing the likelihood of the desire distribution. Through a simple information-theoretic identity, we have shown that maximizing this entropy, when the entropy is extended to include latent variables, requires maximizing the information gain about the latent variables. When latent variables include things such as unobserved states or model-parameters, this information gain term induces information-seeking exploratory behaviour as a natural consequence of minimizing a divergence objective.

In the literature there is a large number of different ‘intrinsic measures’ or exploration-inducing objectives which can be optimized in control tasks to encourage exploration and ultimately improve performance by better addressing the exploration-exploitation dilemma \cite{Chentanez, Barto, Singh, 2005, Oudeyer, Kaplan, 2009, Schmidhuber, 1991, Storck, Hochreiter, Schmidhuber, 1995}. Such objectives include prediction-error maximization \cite{Pathak et al, 2017}, policy entropy \cite{Haarnoja, Zhou, Abbeel, Levine, 2018, K. Rawlik et al, 2010}, state entropy \cite{Lee et al, 2019}, variational information gain \cite{Houthooft, et al, 2016}, Kim, Kim, Jeong, Levine, Song, 2018, Okada, Taniguchi, 2019, Shyam, Jaskowski, Gomez, 2019}, variational bounds on empowerment \cite{Gregor, Rezende, Wierstra, 2016}, divergence between ensembles \cite{Chua, et al, 2018}, Shyam et al, 2019} and uncertain state bonuses \cite{Bellemare, et al, 2016}, O’Donoghue, Osband, Munos, Mnih, 2017}. Cataloging and relating all these different objectives is a mammoth task, which we have only just started in this paper. Nevertheless, understanding
how all these functionals relate to one another and to an overarching abstract framework such as the one presented in this paper, is crucial to gain a full understanding of the landscape of possible functionals, and the effects of each on behaviour (Oudeyer & Kaplan, 2009). Moreover, such an understanding can encourage new and potentially more effective objectives to be developed, or can suggest mathematically principled enhancements to existing functionals which can empirically improve their performance (Millidge, Tschantz, & Buckley, 2020; Noel, van Hoof, & Millidge, 2021). A clear example of this in the literature is recasting of standard model-free RL as probabilistic variational inference under the control-as-inference framework, which has lead to significantly improved model-free RL algorithms (Haarnoja, Zhou, Hartikainen, et al., 2018; Levine, 2018; K. Rawlik et al., 2010).

Beyond reinforcement learning, this abstract framework for control problems has deep implications for results in cognitive psychology, psychophysics, and choice behaviour. Our work framework suggests that such information-seeking behaviour emerges from a fundamental objective to minimize the divergence between distributions, rather than to simply maximize the evidence or utility. Such intrinsically motivated information-seeking behaviour has been observed and discussed in a wide range of fields, and especially cognitive science. It is well-known, for instance, that saccades in visual foraging are sensitive to regions of the visual scene expected to be informative, as well as task relevant regions (K. Friston, FitzGerald, Rigoli, Schwartenbeck, & Pezzuto, 2017; Itti & Baldi, 2009, 2006; Yang, Wolpert, & Lengyel, 2016). This behaviour is easily explained and unified as the optimization of a divergence functional. Similarly, any task which requires the combination of information-seeking exploration and goal-directed action can be straightforwardly modelled as being the result of a divergence-minimizing objective. This approach replaces the previously ad-hoc practice of simply augmenting a reward-maximizing or goal directed objective with additional 'intrinsic value' terms by putting such a process on a principled mathematical footing.

Finally, our approach may have deep implications for understanding empirically observed behaviour in behavioural choice tasks in cognitive science and economics. For instance, the much-derided ‘probability matching’ strategy humans often exhibit in choice tasks (Daw et al., 2006; Gaissmaier & Schoeler, 2008; Shanks et al., 2002; Tversky & Kahneman, 1974; West & Stanovich, 2003; Wozny, Beierholm, & Shams, 2010) where instead of always choosing the stochastic reward with the highest mean, participants tend to select options in proportion to their probability, can be straightforwardly explained through the minimization of a divergence, instead of an evidence, objective. Interestingly, the intuition that probability matching is not just pure ‘irrationality’, but instead corresponds to a strategy intrinsically sensitive to epistemic goals has been raised before in the literature (Shanks et al., 2002; Vulkan, 2000), often conceptualized as an inductive bias towards finding patterns (Gaissmaier & Schoeler, 2008; Wozny et al., 2010), or else as a direct informational bias towards learning in nonstationary environments (Burns & Demaree, 2009). Our framework provides a precise mathematical grounding of such intuitions; namely that in more complex tasks with a hidden latent variable structure, divergence objective minimization naturally induces intelligent, information-seeking behaviour, which will benefit the agent more in the long run due to the additional exploration performed than with a purely greedy objective. Using the divergence functional becomes slightly sub-optimal from a utility-maximization standpoint in tasks which do not require exploration, since in effect the utility maximizing evidence objective is being regularised by a marginal divergence term, which results in probability matching. However, the advantage of minimizing a divergence objective is that in changing environments, where exploration, and especially information-seeking exploration is vital, the divergence functional will outperform the greedily utility-maximizing approach. While we have focused primarily on the mathematical theory in this article, by providing such a well-characterised framework which makes a number of behavioural predictions, we hope that more empirical research is done to establish whether humans or other agents actually do tend to optimize strictly with evidence maximizing, or divergence maximizing functionals, or indeed whether their behaviour cannot be fully characterised by either side of our dichotomy.
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