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Abstract

In this paper we introduce a new discrete time and continuous state space stationary process \( \{X_n; n = 1, 2, \ldots\} \), such that \( X_n \) follows a two-parameter generalized exponential (GE) distribution. Joint distribution functions, characterization and some dependency properties of this new process have been investigated. The GE-process has three unknown parameters, two shape parameters and one scale parameter, and due to this reason it is more flexible than the existing exponential process. In presence of the scale parameter, if the two shape parameters are equal, then the maximum likelihood estimators of the unknown parameters can be obtained by solving one non-linear equation and if the two shape parameters are arbitrary, then the maximum likelihood estimators can be obtained by solving a two dimensional optimization problem. Two synthetic data sets, and one real gold-price data set have been analyzed to see the performance of the proposed model in practice. Finally some generalizations have been indicated.
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1 Introduction

Gaussian assumptions are quite common in the theoretical development of any Markovian process. Very few Markovian models have been developed with out the Gaussian assumptions. If the data indicate any non-Gaussian behavior, the usual method is to attempt to remove the skewness of the data by taking suitable transformation, and then use the Gaussian process to the transformed data. Although, it has been criticized severely in the literature. Nelson (1976) as well as Granger and Andersen (1978) correctly pointed out that quite often the transformed economic data are no where near Gaussian. It may not be very surprising, because Weiss (1975) showed that if \( \{X_t\} \) is a stationary process, and \( f(\cdot) \) is a one-to-one function, then \( Y_t = f(X_t) \) is time
reversible if and only if \( \{X_t\} \) is time reversible. Therefore, it is immediate that a process cannot be transformed to a time reversible Gaussian process unless the process itself is time reversible.

Due to this reason, several non-Gaussian processes have been introduced and studied quite extensively in the literature. For example, stationary exponential process by Tavares (1980), Weibull and gamma processes by Sim (1986) Logistic process by Arnold (1993), Pareto process by Arnold and Hallet (1989), see also Arnold (2001), semi-Pareto process by Pillai (1991), Marshall-Olkin bivariate Weibull processes by Jose et al. (2011), generalized Weibull process by Jayakumar and Girish Babu (2015) and see the references cited therein. In all these cases the emphasis is to develop a stationary process which has specific marginals. In most of the cases they have been developed using minification process of autoregressive sequences.

Recently, generalized exponential (GE) distribution has received a considerable amount of attention in the statistical literature. It is a positively skewed distribution, and it can be used quite effectively to analyze lifetime data as an alternative to the popular Weibull or gamma distributions. The aim of this paper is to develop a stationary process whose marginals are identically distributed GE distributions. The GE process has been obtained using the maxification process of moving average (MA) sequences. If we use the \( q \)-th order MA process, then a \( q \)-dependent sequence with GE marginals can be generated. It has been obtained quite naturally by using the property that the GE distribution is closed under maximization.

We study different properties of the GE process \( \{X_n; n = 1, 2, \ldots\} \), when \( q = 1 \). The joint, marginal and conditional distributions have been obtained. Some characterizations and a mixture representation have been provided. The generation of the GE process is quite straight forward, hence simulation experiments can be performed quite conveniently. The distributions of the maximum and minimum of the GE process and also the probability mass function of the stopping time have been presented. The GE process has two shape parameters and one scale parameter. When the two shape parameters are equal, then the joint distribution of \( X_n \) and \( X_{n+1} \) has a very convenient copula structure, hence several dependency properties and also dependency measures can be easily obtained. We have provided some dependency properties of the proposed GE process, and also provided different dependency measures of the process.

The estimation of the unknown parameters is an important issue in a real data analysis problem. The GE process has three unknown parameters. The most natural estimators will be the maximum likelihood estimators. If the two shape parameters are same, the maximum likelihood estimators (MLEs)
can be obtained by solving one non-linear equation. Although, we could not prove it theoretically, it is observed from the profile likelihood function plot, that the MLEs exist and they are unique. If the two shape parameters are not equal, the maximum likelihood estimators can be obtained by solving a two dimensional optimization problem. In this case also, from the contour plot, it is observed that the MLEs exist and they are unique. We have analyzed two synthetic data sets, and one gold-price data set to show how the proposed model behaves in practice. Finally we propose some generalizations and open problems.

The main contribution of this paper is to introduce stationary GE process and derive several of its properties. Although, Weibull and gamma processes have been discussed in the literature quite extensively, the same is not true in case of GE process, although, GE distribution becomes very popular in the last two decades. Another important contribution is the estimation of the unknown parameters of the proposed GE process. Although, Weibull and GE processes have been discussed quite extensively, nowhere the estimation procedures have been proposed. Similar estimation procedures what we have used here, can be used for Weibull and gamma processes also.

The rest of the paper is organized as follows. In Section 2, we briefly describe the GE distribution. The stationary GE process is proposed in Section 3 and its several properties have been presented. The maximum likelihood estimators are described in Section 4. The analyses of two synthetic data sets and one gold price data set are presented in Sections 5 and 6, respectively. Some generalizations and open problems are indicated in Section 7.

2 GE Distribution: A Brief Review

The generalized exponential distribution was originally introduced by Gupta and Kundu (1999) as a special case of the exponentiated Weibull distribution of Mudholkar and Srivastava (1993). The two-parameter GE distribution has the following cumulative distribution function (CDF);

\[ F_{GE}(t; \alpha, \lambda) = \left(1 - e^{-\lambda t}\right)^\alpha; \quad t > 0, \]  

\[ F_{GE}(t; \alpha, \lambda) = 0, \quad \text{otherwise.} \]

Here, \( \alpha \) and \( \lambda \) are the shape and scale parameters, respectively. The corresponding probability density function (PDF) becomes;

\[ f_{GE}(t; \alpha, \lambda) = \alpha \lambda e^{-\lambda t} \left(1 - e^{-\lambda t}\right)^{\alpha - 1}; \quad t > 0, \]  

\[ f_{GE}(t; \alpha, \lambda) = 0, \quad \text{otherwise.} \]

A GE random variable with the CDF (2.1) and PDF (2.2) will be denoted by GE(\( \alpha, \lambda \)), and if \( \lambda = 1 \), it will be denoted by GE(\( \alpha \)). For
a GE($\alpha$) random variable the corresponding PDF and CDF will be denoted by $f_{GE}(t; \alpha)$ and $F_{GE}(t; \alpha)$, respectively.

It is immediate that when $\alpha = 1$, the GE distribution becomes an exponential distribution. Hence, the GE distribution is an extension of the exponential distribution, similar to the Weibull and gamma distributions but in different ways. It has been observed that the shapes of the PDF and hazard functions of a GE distributions are quite similar to the Weibull and gamma distributions. The hazard function of a GE distribution can be an increasing, decreasing or constant depending on the shape parameter. Since the CDF of a GE distribution is in compact form, hence, the generation of a random sample from a GE distribution is quite straight forward. The GE distribution is closed under maximum and it can be used quite effectively in place of gamma or Weibull distribution for data analysis purposes.

Different moments, order statistics, record values, various estimation procedures, closeness with other distributions like Weibull, gamma, log-normal, have been investigated by several authors. It is observed that the GE distribution is close to a gamma distribution than to a Weibull distribution. Interested readers are referred to the review articles by Gupta and Kundu (2007), Nadarajah (2011), & Al-Hussaini and Ahsanullah (2015) and see the references cited therein.

3 GE Process and its Properties

In this section first we define a stationary Markov process $\{X_n\}$, so that $X_n$ follows a GE distribution and will investigate its several properties.

**Definition.** Let $U_0, U_1, \ldots$ be a sequence of independent and identically distributed (i.i.d.) Uniform (0, 1) random variables. For $\alpha_0 > 0$ and $\alpha_1 > 0$, let us define a new sequence of random variables

$$X_n = \max \left\{ -\ln \left( 1 - U \frac{1}{n}^{\alpha_0} \right), -\ln \left( 1 - U \frac{1}{n-1}^{\alpha_1} \right) \right\}. \quad (3.1)$$

Then the sequence of random variables $\{X_n\}$ is called a GE process.

From the definition of the GE process, it is very easy to generate random samples from a stationary GE process with a given $\alpha_0$ and $\alpha_1$. We first generate random samples from $U(0, 1)$, and then by the required transformation, we can generate $\{X_n\}$. The following Theorem provides the justification of the name GE process. It shows that the marginals follow GE distribution, and it is a stationary process.
Theorem 1. If the sequence of random variables \( \{X_n\} \) is as defined in Eq. 3.1, then

(a) \( \{X_n\} \) is a stationary Markov process.

(b) \( \{X_n\} \) follows \( GE(\alpha_0 + \alpha_1) \).

Proof. Part (a) is trivial.

To prove part (b), note that

\[
P(X_n \leq x) = P\left[ -\ln \left( 1 - U_n^{\frac{1}{\alpha_0}} \right) \leq x, -\ln \left( 1 - U_{n-1}^{\frac{1}{\alpha_1}} \right) \leq x \right]
\]

\[
= P\left[ U_n \leq (1 - e^{-x})^{\alpha_0}, U_{n-1} \leq (1 - e^{-x})^{\alpha_1} \right]
\]

\[
= (1 - e^{-x})^{\alpha_0 + \alpha_1}.
\]

The following result characterizes the GE process.

Theorem 2. Suppose \( X_1 \sim GE(\alpha_0 + \alpha_1) \) and \( U_i \)'s are i.i.d. random variables with an absolute continuous distribution function \( F(x) \) on \( (0, 1) \). Then the process as defined in Eq. 3.1 is a strictly stationary Markov process if and only if \( U_i \)'s are i.i.d. \( U(0, 1) \) random variables.

Proof. ‘If’ part is trivial. To prove the ‘only if’ part, let us assume that

\[
(1 - e^{-x})^{\alpha_0 + \alpha_1} = F((1 - e^{-x})^{\alpha_0})F((1 - e^{-x})^{\alpha_1}). \tag{3.2}
\]

Since, Eq. 3.2 is true for all \( x \in (0, \infty) \), therefore, it can be written as

\[
y^{\alpha_0 + \alpha_1} = F(y^{\alpha_0})F(y^{\alpha_1}) \iff \frac{F(y^{\alpha_0})}{y^{\alpha_0}} \times \frac{F(y^{\alpha_1})}{y^{\alpha_1}} = 1, \tag{3.3}
\]

for all \( y \in (0, 1) \). Therefore, for all \( \alpha > 0 \) and for all \( y \in (0, 1) \),

\[
\frac{F(y^{\alpha})}{y^{\alpha}} = 1, \quad \Rightarrow \quad F(y) = y.
\]

The following result provides the joint distribution of \( X_n \) and \( X_{n+m} \), for \( m \geq 1 \).

Theorem 3. If the sequence of random variables \( \{X_n\} \) is defined as in Eq. 3.1, then the joint distribution of \( X_n \) and \( X_{n+m} \), \( F_{X_n, X_{n+m}} = P(X_n \leq x, X_{n+m} \leq y) \) is

\[
F_{X_n, X_{n+m}}(x, y) = \begin{cases} 
(1 - e^{-x})^{\alpha_0 + \alpha_1}(1 - e^{-y})^{\alpha_0 + \alpha_1} & \text{if } m \geq 2 \\
(1 - e^{-x})^{\alpha_1}(1 - e^{-y})^{\alpha_0}g(x, y) & \text{if } m = 1, \tag{3.4}
\end{cases}
\]
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where \( g(x, y) = \min \{(1 - e^{-x})^{\alpha_0}, (1 - e^{-y})^{\alpha_0}\} \).

**Proof.** It mainly follows from the definition and considering the two cases \( m = 1 \) and \( m \geq 2 \), separately.

It immediately follows from Theorem 3 that \( X_n \) and \( X_{n+m} \) are independently distributed if \( m > 1 \), otherwise they are dependent. Now first we would like to study some dependency properties of \( X_n \) and \( X_{n+1} \). The joint distribution function of \( X_n \) and \( X_{n+1} \) can be written as

\[
F_{X_n, X_{n+1}}(x, y) = \begin{cases}
(1 - e^{-x})^{\alpha_0 + \alpha_1} & \text{if } (1 - e^{-x})^{\alpha_0} \leq (1 - e^{-y})^{\alpha_1} \\
(1 - e^{-x})^{\alpha_0} (1 - e^{-y})^{\alpha_0 + \alpha_1} & \text{if } (1 - e^{-x})^{\alpha_0} \geq (1 - e^{-y})^{\alpha_1}.
\end{cases}
\] (3.5)

Since \( F_{X_n}(x) = (1 - e^{-x})^{\alpha_0 + \alpha_1} \) and \( F_{X_{n+1}}(y) = (1 - e^{-y})^{\alpha_0 + \alpha_1} \), it is immediate that for all \( x > 0, y > 0 \),

\[
F_{X_n, X_{n+1}}(x, y) \geq F_{X_n}(x) F_{X_{n+1}}(y).
\] (3.6)

Hence, \( X_n \) and \( X_{n+1} \) are positive quadrant dependent (PQD), therefore \( \text{Cov}(X_n, X_{n+1}) > 0 \). It can be easily verified from the definition that \( X_n \) and \( X_{n+1} \) has the total positivity of order two (TP2) property. Hence, \((X_n, X_{n+1})\) has left tail decreasing (LTD) as well as left corner set decreasing (LCSD) properties, see for example (Nelsen, 2006).

It can be easily seen that the joint distribution function \( F_{X_n, X_{n+1}}(x, y) \) has the following copula function

\[
C(u, v) = \begin{cases}
uv^{\frac{\alpha_0}{\alpha_0 + \alpha_1}} & \text{if } u^{\frac{\alpha_0}{\alpha_0 + \alpha_1}} \leq v^{\frac{\alpha_1}{\alpha_0 + \alpha_1}} \\
u^{\frac{\alpha_0}{\alpha_0 + \alpha_1}} v & \text{if } u^{\frac{\alpha_0}{\alpha_0 + \alpha_1}} \geq v^{\frac{\alpha_1}{\alpha_0 + \alpha_1}}.
\end{cases}
\] (3.7)

Therefore, if we use \( \delta = \frac{\alpha_0}{\alpha_0 + \alpha_1} \), then

\[
C(u, v) = \begin{cases}
uv^\delta & \text{if } u^\delta \leq v^{1-\delta} \\
u^{1-\delta} v & \text{if } u^\delta \geq v^{1-\delta}.
\end{cases}
\] (3.8)

Based on the copula function, the following dependence measures can be easily obtained. For example, the Kendall’s \( \tau \) becomes

\[
\tau = \frac{\delta(1 - \delta)(1 - \delta(1 - \delta))}{d^3 + \delta(1 - \delta) + \delta^2(1 - \delta)^2 + (1 - \delta)^3}.
\]

It can be easily seen that the minimum value of Kendall’s \( \tau \) is zero, and it becomes maximum at \( \delta = \frac{1}{2} \), and the maximum value is \( \frac{1}{3} \). The Spearman’s \( \rho \) becomes

\[
\rho = \frac{3\delta(1 - \delta)}{\delta^2 - \delta + 2}.
\]
In this case the minimum value of Spearman’s $\rho$ is zero, and it becomes maximum at $\delta = \frac{1}{2}$, and the maximum value is $\frac{3}{7}$. Therefore, both Kendall’s $\tau$ and Spearman’s $\rho$ become maximum when $\alpha_0 = \alpha_1$.

We need the following notations for further development. The sets $S_1$, $S_2$ and the curve $C$ will be defined as follows.

$$S_1 = \{ (x,y); x > 0, y > 0, (1 - e^{-x})^{\alpha_0} < (1 - e^{-y})^{\alpha_1} \} \quad (3.9)$$

$$S_2 = \{ (x,y); x > 0, y > 0, (1 - e^{-x})^{\alpha_0} > (1 - e^{-y})^{\alpha_1} \} \quad (3.10)$$

$$C = \{ (x,y); x > 0, y > 0, (1 - e^{-x})^{\alpha_0} = (1 - e^{-y})^{\alpha_1} \}. \quad (3.11)$$

Note that the curve $C$ has the parametric form $(t, \gamma(t))$, where $\gamma(t) = -\ln \left( 1 - (1 - e^{-t})^{\frac{\alpha_0}{\alpha_1}} \right)$, for $0 < t < \infty$.

The following theorem shows that the joint distribution of $X_n$ and $X_{n+1}$ is a singular distributions. It means, although both $X_n$ and $X_{n+1}$ are absolutely continuous, there is a positive probability that $X_n = X_{n+1}$. The joint distribution function of $X_n$ and $X_{n+1}$ can be decomposed uniquely as an absolute continuous part and a singular part.

**Theorem 4.** If the sequence of random variables \{X_n\} is same as defined in Eq. 3.1, then the joint CDF of $X_n$ and $X_{n+1}$ can be written as

$$F_{X_n,X_{n+1}}(x,y) = pF_a(x,y) + (1 - p)F_x(x,y), \quad (3.12)$$

here

$$p = \frac{\alpha_0^2 + \alpha_1^2}{\alpha_0^2 + \alpha_1^2 + \alpha_0\alpha_1}, \quad F_x(x,y) = (g(x,y))^\frac{\alpha_0^2 + \alpha_1^2 + \alpha_0\alpha_1}{\alpha_0\alpha_1} \quad \text{and}$$

$$F_a(x,y) = \frac{\alpha_0^2 + \alpha_1^2 + \alpha_0\alpha_1}{\alpha_0^2 + \alpha_1^2} \left\{ (1 - e^{-x})^{\alpha_1}(1 - e^{-y})^{\alpha_0}g(x,y) \right\} - \frac{\alpha_0\alpha_1}{\alpha_0^2 + \alpha_1^2}(g(x,y))^\frac{\alpha_0^2 + \alpha_1^2 + \alpha_0\alpha_1}{\alpha_0\alpha_1}$$

**Proof.** Note that $p$ and $F_a(x,y)$ can be obtained from $F_{X_n,X_{n+1}}(x,y)$ as follows

$$p = \int_0^\infty \int_0^\infty \frac{\partial^2}{\partial x \partial y} F_{X_n,X_{n+1}}(x,y)$$

and

$$pF_a(x,y) = \int_0^x \int_0^y \frac{\partial^2}{\partial u \partial v} F_{X_n,X_{n+1}}(u,v).$$

From

$$\frac{\partial^2}{\partial x \partial y} F_{X_n,X_{n+1}}(x,y) = \begin{cases} f_1(x,y) & \text{if } (x,y) \in S_1 \\ f_2(x,y) & \text{if } (x,y) \in S_2, \end{cases}$$
where
\[ f_1(x, y) = \alpha_0(\alpha_0 + \alpha_1)e^{-(x+y)}(1 - e^{-x})^{\alpha_0+\alpha_1-1}(1 - e^{-y})^{\alpha_0-1} \]
\[ f_2(x, y) = \alpha_1(\alpha_0 + \alpha_1)e^{-(x+y)}(1 - e^{-x})^{\alpha_0-1}(1 - e^{-y})^{\alpha_0+\alpha_1-1}, \]
the expressions for \( p \) and \( F_a(x, y) \) can be obtained. Once, we obtain \( p \) and \( F_a(x, y) \), \( F_s(x, y) \) can be obtained by subtraction.

Alternatively, the probabilistic arguments also can be given. Suppose \( A \) is the following event:
\[ A = \left\{ -\ln \left( 1 - U_n^{\frac{1}{\alpha_0}} \right) > -\ln \left( 1 - U_{n-1}^{\frac{1}{\alpha_1}} \right) \right\} \cap \left\{ -\ln \left( 1 - U_n^{\frac{1}{\alpha_1}} \right) > -\ln \left( 1 - U_{n+1}^{\frac{1}{\alpha_0}} \right) \right\} \]
then
\[ P(X_n \leq x, X_{n+1} \leq y) = P(X_n \leq x, X_{n+1} \leq y|A)P(A) + P(X_n \leq x, X_{n+1} \leq y|A^c)P(A^c). \]

Now consider
\[ P(X_n \leq x, X_{n+1} \leq y|A) = (g(x, y)) \frac{\alpha_0^2+\alpha_1^2+\alpha_0\alpha_1}{\alpha_0\alpha_1} \]
and
\[ P(A) = P \left[ U_n^{\frac{1}{\alpha_0}} < U_n, U_n^{\frac{1}{\alpha_1}} < U_n \right] = \int_0^1 u^{\frac{1}{\alpha_0}+\frac{1}{\alpha_1}} du = \frac{\alpha_0\alpha_1}{\alpha_0^2+\alpha_1^2+\alpha_0\alpha_1} = 1 - p. \]

Moreover, \( P(X_n \leq x, X_{n+1} \leq y|A^c) \) can be obtained by subtraction. Clearly, \( F_s(x, y) \) is the singular part, as its mixed partial derivative is 0 in \( S_1 \cup S_2 \), and \( P(X_n \leq x, X_{n+1} \leq y|A^c) \) is the absolute continuous part, as its mixed partial derivative is a proper bivariate density function.

Now we would like to obtain the joint probability density function with respect to a proper dominating measure. It will be needed to compute the maximum likelihood estimators of the unknown parameters and other associated statistical inferences based on density functions. We consider the following dominating measure, similarly as in Bemis et al. (1972). The dominating measure is the two dimensional usual Lebesgue measure on \( S_1 \cup S_2 \), and one dimensional Lebesgue measure defined on the curve \( C \). Here a length is defined as the arc length on the curve \( C \). One natural question is whether we can get different results using different dominating measures. Fortunately, the answer is negative due to the application of the elementary results by Halmos (1950), see also Bemis et al. (1972) in this connection.

The following theorem provides the explicit form of the joint PDF of \( X_n \) and \( X_{n+1} \) based on the above dominating measure.
Theorem 5. If \( \{X_n\} \) is same as defined in Theorem 3, then the joint PDF of \( X_n \) and \( X_{n+1} \) for \( x > 0 \) and \( y > 0 \) is

\[
f_{X_n,X_{n+1}}(x,y) = \begin{cases} 
f_1(x,y) & \text{if } (x,y) \in S_1 \\
f_2(x,y) & \text{if } (x,y) \in S_2 \\
f_0(x) & \text{if } y = \gamma(x), \end{cases}
\]

(3.13)

where \( f_1(x,y) \) and \( f_2(x,y) \) are same as defined before, and

\[
f_0(x) = \alpha_1 \times (1 - e^{-x})^{\frac{\alpha_0^2 + \alpha_1^2 + \alpha_0 \alpha_1 - \alpha_0}{\alpha_1}} \times (1 - (1 - e^{-x})^{\frac{\alpha_0}{\alpha_1}}).
\]

Proof. To prove Theorem 4, we need to show that for all \( 0 < x, y < \infty \),

\[
F_{X_n,X_{n+1}}(x,y) = \int_{B_1} \int f_1(u,v) \, dudv + \int_{B_2} \int f_2(u,v) \, dudv + \int_0^{h(x,y)} f_0(u) |\gamma'(u)| \, du,
\]

where \( A(x,y) = \{(u,v); 0 < u \leq x, 0 < v \leq y\} \), \( B_1 = A(x,y) \cup S_1 \), \( B_2 = A(x,y) \cup S_2 \), and \( h(x,y) = \min \left\{ x, -\ln \left[ 1 - (1 - e^{-y})^{\frac{\alpha_1}{\alpha_0}} \right] \right\} \). The first part, namely

\[
\int_{B_1} \int f_1(u,v) \, dudv + \int_{B_2} \int f_2(u,v) \, dudv = pF_s(x,y),
\]

has already shown in Theorem 3. Therefore, the result is proved if we can show that

\[
\int_0^{h(x,y)} f_0(u) |\gamma'(u)| \, du = (1 - p)F_s(x,y).
\]

Since,

\[
|\gamma'(u)| = \frac{\alpha_0}{\alpha_1} \times \frac{1}{1 - (1 - e^{-u})^{\frac{\alpha_0}{\alpha_1}}} \times (1 - e^{-u})^{\frac{\alpha_0}{\alpha_1} - 1} \times e^{-u},
\]

\[
\int_0^{h(x,y)} f_0(u) |\gamma'(u)| \, du = \alpha_0 \int_0^{h(x,y)} e^{-u} (1 - e^{-u})^{\frac{\alpha_0^2 + \alpha_1^2 + \alpha_0 \alpha_1 - \alpha_0}{\alpha_1}} \, du
\]

\[
= (1 - p)(1 - e^{-y})^{\frac{\alpha_0^2 + \alpha_1^2 + \alpha_0 \alpha_1 - \alpha_0}{\alpha_1} \left| \frac{h(x,y)}{0} \right. } = (1 - p)F_s(x,y).
\]

Observe that if \( \alpha_0 = \alpha_1 = \alpha \), then Eq. 3.13 can be written as

\[
f_{X_n,X_{n+1}}(x,y) = \begin{cases} 
f_1(x,y) & \text{if } x < y \\
f_2(x,y) & \text{if } x > y \\
f_0(x) & \text{if } x = y,
\end{cases}
\]
It can be easily seen that when $\alpha_0 = \alpha_1$, then $(X_n, X_{n+1})$ follows a bivariate generalized exponential distribution as proposed by Kundu and Gupta (2009). Based on the Markovian property of $\{X_n\}$, the joint PDF of $X_1, \ldots, X_n$ can be written as

$$f_{X_1,\ldots,X_n}(x_1,\ldots,x_n) = \prod_{i=1}^{n-1} f_{X_i,X_{i+1}}(x_i, x_{i+1}) \prod_{i=2}^n f_{X_i}(x_i), \quad (3.14)$$

and this will be useful to develop likelihood inference. Now we will study the behavior of the maximum and minimum of a GE process. Let

$$Y_n = \max\{X_1, \ldots, X_n\} \quad \text{and} \quad Z_n = \min\{X_1, \ldots, X_n\}.$$ 

Then it can be easily seen that for $\alpha = \min\{\alpha_0, \alpha_1\}$,

$$P(Y_n \leq x) = P(X_1 \leq x, \ldots, X_n \leq x) = (1 - e^{-x})^{\alpha_0 + \alpha_1}$$

and

$$P(Z_n \geq x) = P(X_1 \geq x, \ldots, X_n \geq x) = (P(X_2 \geq x|X_1 \geq x))^{n-1} P(X_1 \geq x).$$

Moreover, by simple calculation, it follows that

$$P(X_2 \geq x|X_1 \geq x) = 1 - \frac{(1 - e^{-x})^{\alpha_0 + \alpha_1}(1 - (1 - e^{-x})^{\alpha})}{1 - (1 - e^{-x})^{\alpha_0 + \alpha_1}}.$$ 

Now we will discuss about the stopping time. We define the stopping time as the minimum time so that the process exceeds a certain level say $L$. Let us define a new discrete random variable $N$, which denotes the stopping time, i.e.

$$\{N = k\} \Leftrightarrow \{X_1 \leq L, X_2 \leq L, \ldots, X_{k-1} \leq L, X_k > L\}.$$ 

Here $k$ can take values 1, 2, \ldots. Therefore, if $p = (1 - e^{-L})$, then

$$P(N = 1) = P(X_1 > L) = 1 - P(X_1 \leq L) = 1 - p^{\alpha_0 + \alpha_1}$$

$$P(N = 2) = P(X_1 \leq L, X_2 > L) = P(X_1 \leq L) - P(X_1 \leq L, X_2 \leq L) = p^{\alpha_0 + \alpha_1} - p^{\alpha_0 + \alpha_1 + \alpha}$$

and so on.
\[ P(N = k) = p^{\alpha_0 + \alpha_1 + (k-2)\alpha} - p^{\alpha_0 + \alpha_1 + (k-1)\alpha}. \]

The probability generating function \( G_N(s) \) for \( N \) becomes

\[ G_N(s) = E(s^N) = \frac{(1 - p^{\alpha_0 + \alpha_1}) z + z^2(p^{\alpha_0 + \alpha_1} - p^\alpha)}{1 - p^\alpha z}. \]

Different properties of the stopping time can be obtained from the probability generating function of \( N \).

4 Maximum Likelihood Estimation

In this section we consider the maximum likelihood estimation of the unknown parameters based on a random sample of size \( n \), say \( \mathbf{x} = \{x_1, \ldots, x_n\} \), from a GE process. It is further assumed that the common scale parameter is also present, i.e. \( X_n \) can be written as

\[
X_n = \frac{1}{\lambda} \max \left\{ - \ln \left( 1 - U_{n-1}^{\alpha_0} \right), - \ln \left( 1 - U_{n-1}^{\alpha_1} \right) \right\}. \tag{4.1}
\]

It is clear that the \( \{X_n\} \) process has two shape parameters \( \alpha_0 \) and \( \alpha_1 \), and one scale parameter \( \lambda \). We consider two cases separately (i) \( \alpha_0 = \alpha_1 \) and (ii) \( \alpha_0 \neq \alpha_1 \). It is observed that when \( \alpha_0 = \alpha_1 = \alpha \), the MLEs can be obtained by solving only one non-linear equation. On the other hand when \( \alpha_0 \neq \alpha_1 \), the MLEs are obtained by solving a two-dimensional optimization problem.

4.1. Case I: \( \alpha_0 = \alpha_1 = \alpha \) Note that in presence of the scale parameter, the joint density function of \( X_n \) and \( X_{n+1} \) is Eq. 3.13, where

\[
\begin{align*}
  f_1(x, y) &= 2\alpha^2 \lambda^2 e^{-\lambda(x+y)} \left( 1 - e^{-\lambda x} \right)^{2\alpha-1} \left( 1 - e^{-\lambda y} \right)^{\alpha-1} \\
  f_2(x, y) &= 2\alpha^2 \lambda^2 e^{-\lambda(x+y)} \left( 1 - e^{-\lambda x} \right)^{\alpha-1} \left( 1 - e^{-\lambda y} \right)^{2\alpha-1} \\
  f_0(x) &= \alpha \lambda e^{-\lambda x} \left( 1 - e^{-\lambda x} \right)^{3\alpha-1}. \tag{4.2}
\end{align*}
\]

Let us use the following notations:

\[ A_1 = \{i; 1 \leq i \leq n-1, x_i < x_{i+1}\}, \quad A_2 = \{i; 1 \leq i \leq n-1, x_i > x_{i+1}\}, \]

\[ A_0 = \{i; 1 \leq i \leq n-1, x_i = x_{i+1}\}, \]

and

\[ |A_0| = n_0, |A_1| = n_1, |A_2| = n_2. \]

Clearly, \( n_0 + n_1 + n_2 = n - 1 \). Moreover, we also define \( f_{X_i}(x; \alpha, \lambda) \) and \( f_{X_i|X_{i-1}=y}(x; \alpha, \lambda) \) as the density function of \( X_i \) and the conditional density
function of $X_i$ given $X_{i-1} = y$, respectively. Now based on the observations, the log-likelihood function of the observed data becomes, see Eq. 3.14,

$$l(\alpha, \lambda | Data) = \ln f_{X_1}(x_1; \alpha, \lambda) + \sum_{i=2}^{n} \ln f_{X_i|X_{i-1}=x_{i-1}}(x_i; \alpha, \lambda)$$

$$= \sum_{i=1}^{n-1} \ln f_{X_i,X_{i+1}}(x_i, x_{i+1}; \alpha, \lambda) - \sum_{i=2}^{n-1} \ln f_{X_i}(x_i; \alpha, \lambda)$$

$$= c + (n_1 + n_2 + 2) \ln \alpha + \alpha g_1(\lambda, x) + (n_1 + n_2 + 2) \ln \lambda - \lambda g_2(x) + g_3(\lambda, x).$$

Here $c$ is a constant, and

$$g_1(\lambda, x) = 2 \sum_{i \in A_1} \ln(1 - e^{-\lambda x_i}) + \sum_{i \in A_1} \ln(1 - e^{-\lambda x_{i+1}}) + \sum_{i \in A_2} \ln(1 - e^{-\lambda x_i})$$

$$+ 2 \sum_{i \in A_2} \ln(1 - e^{-\lambda x_{i+1}}) - \sum_{i=2}^{n-1} \ln(1 - e^{-\lambda x_i})$$

$$g_2(x) = \left[ \sum_{i \in A_1 \cup A_2} (x_i + x_{i+1}) + \sum_{A_0} x_i - \sum_{i=2}^{n-1} x_i \right]$$

$$g_3(\lambda, x) = - \sum_{i \in A_1 \cup A_2} \ln(1 - e^{-\lambda x_i}) - \sum_{i \in A_1 \cup A_2} \ln(1 - e^{-\lambda x_{i+1}})$$

$$- \sum_{i \in A_0} \ln(1 - e^{-\lambda x_i}) + \sum_{i=2}^{n-1} \ln(1 - e^{-\lambda x_i}).$$

Hence, for a given $\lambda$, the MLE of $\alpha$, say, $\hat{\alpha}(\lambda)$ can be obtained as

$$\hat{\alpha}(\lambda) = -\frac{n_1 + n_2 + 2}{g_1(\lambda, x)}, \quad (4.3)$$

and the MLE of $\lambda$ can be obtained by maximizing

$$h(\lambda) = -(n_1 + n_2 + 2) \ln(g_1(\lambda, x)) + (n_1 + n_2 + 2) \ln \lambda - \lambda g_2(x) + g_3(\lambda, x).$$

The maximization of $h(\lambda)$ involves solving a one-dimensional optimization problem. We can use bisection method to compute $\hat{\lambda}$, the maximum of $h(\lambda)$. Once $\hat{\lambda}$ is obtained then $\hat{\alpha}$ can be obtained as $\hat{\alpha}(\hat{\lambda})$ from Eq. 4.3. Due to
complicated nature of $h(\lambda)$, it is not possible to prove that it is an unimodal function. We propose to plot $h(\lambda)$ as a function of $\lambda$, to get an idea about $\hat{\lambda}$. The details have been illustrated in the Synthetic Experiments and Data Analysis sections.

4.2. Case II: $\alpha_0 \neq \alpha_1$ Now we will consider the MLEs of the unknown parameters, when $\alpha_0 \neq \alpha_1$. Therefore, in this case we have three unknown parameters. In this case the joint PDF of $X_n$ and $X_{n+1}$ in presence of the scale parameter $\lambda$ is Eq. 3.13, where

$$f_1(x, y) = \alpha_0(\alpha_0 + \alpha_1)x^2e^{-\lambda(x+y)}\left(1 - e^{-\lambda x}\right)^{\alpha_0 + \alpha_1 - 1}\left(1 - e^{-\lambda y}\right)^{\alpha_0 - 1}$$

$$f_2(x, y) = \alpha_1(\alpha_0 + \alpha_1)x^2e^{-\lambda(x+y)}\left(1 - e^{-\lambda x}\right)^{\alpha_1 - 1}\left(1 - e^{-\lambda y}\right)^{\alpha_0 + \alpha_1 - 1}$$

$$f_0(x) = \alpha_1\lambda \left(1 - e^{-\lambda x}\right)^{\frac{\alpha_0^2 + \alpha_1^2 + \alpha_0 \alpha_1 - \alpha_0}{\alpha_1}}\left(1 - \left(1 - e^{-\lambda x}\right)^{\frac{\alpha_0}{\alpha_1}}\right).$$

We reparametrize as $(\alpha_0, \alpha_1, \lambda)$ to $(\gamma, \alpha_1, \lambda)$, where $\gamma = \frac{\alpha_0}{\alpha_1}$. We use the following notations:

$$A_1(\gamma) = \left\{ i; 1 \leq i \leq n - 1, (1 - e^{-\lambda x_i}) < (1 - e^{-\lambda x_{i+1}})\gamma \right\},$$

$$A_2(\gamma) = \left\{ i; 1 \leq i \leq n - 1, (1 - e^{-\lambda x_i}) > (1 - e^{-\lambda x_{i+1}})\gamma \right\},$$

$$A_0(\gamma) = \left\{ i; 1 \leq i \leq n - 1, (1 - e^{-\lambda x_i}) = (1 - e^{-\lambda x_{i+1}})\gamma \right\},$$

and $n_1(\gamma) = |A_1(\gamma)|$, $n_2(\gamma) = A_2(\gamma)$, $n_0(\gamma) = |A_0(\gamma)|$. Therefore, based on the above notations, the log-likelihood function becomes

$$l(\gamma, \alpha_1, \lambda | x) = \ln f_{X_1}(x_1; \gamma, \alpha_1, \lambda) + \sum_{i=2}^{n} \ln f_{X_1|x_{i-1}=x_{i-1}}(x_i; \gamma, \alpha_1, \lambda)$$

$$= \sum_{i=1}^{n-1} \ln f_{X_i, X_{i+1}}(x_i, x_{i+1}; \gamma, \alpha_1, \lambda) - \sum_{i=2}^{n-1} \ln f_{X_i}(x_i; \gamma, \alpha_1, \lambda)$$

$$= (2n_1(\gamma) + 2n_2(\gamma) + n_0(\gamma)) \ln \alpha_1 + \alpha_1 h_1(\lambda, \gamma, x)$$

$$+ (2n_1(\gamma) + 2n_2(\gamma) + n_0(\gamma)) \ln \lambda - \lambda \sum_{i \in A_1(\gamma) \cup A_2(\gamma)} (x_i + x_{i+1})$$

$$+ n_1(\gamma)(\ln \gamma + \ln (1 + \gamma)) + n_2(\gamma) \ln (1 + \gamma)$$

$$+ \sum_{i \in A_0(\gamma)} \ln (1 - (1 - e^{-\lambda x_i})\gamma) - \sum_{i \in A_1(\gamma) \cup A_2(\gamma)} \ln (1 - e^{-\lambda x_i})$$

$$- \sum_{i \in A_1(\gamma) \cup A_2(\gamma)} \ln (1 - e^{-\lambda x_{i+1}}) - \sum_{i \in A_0(\gamma)} \ln (1 - e^{-\lambda x_i})$$
where
\[
 h_1(\lambda, \gamma, \mathbf{x}) = (1 + \gamma) \sum_{i \in A_1(\gamma)} \ln(1 - e^{-\lambda x_i}) + \gamma \sum_{i \in A_1(\gamma)} \ln(1 - e^{-\lambda x_{i+1}}) \\
 + (1 + \gamma) \sum_{i \in A_2(\gamma)} \ln(1 - e^{-\lambda x_{i+1}}) + \gamma \sum_{i \in A_2(\gamma)} \ln(1 - e^{-\lambda x_i}) \\
 + (1 + \gamma + \gamma^2) \sum_{i \in A_0(\gamma)} \ln(1 - e^{-\lambda x_i}).
\]

For fixed \(\gamma\) and \(\lambda\), the MLE of \(\alpha_1\), say \(\hat{\alpha}_1(\gamma, \lambda)\), can be obtained as
\[
 \hat{\alpha}_1(\gamma, \lambda) = \frac{-2n_1(\gamma) + 2n_2(\gamma) + n_0(\gamma)}{h_1(\lambda, \gamma, \mathbf{x})}. \tag{4.4}
\]

Hence, the MLEs of \(\gamma\) and \(\lambda\) can be obtained by maximizing numerically \(l(\gamma, \hat{\alpha}_1(\gamma, \lambda), \lambda)\) with respect to \(\gamma\) and \(\lambda\). Note that it is a two-dimensional optimization problem. Newton-Raphson or some iterative methods may be used to compute \(\hat{\gamma}\) and \(\hat{\lambda}\), the MLEs of \(\gamma\) and \(\lambda\), respectively. Once \(\hat{\gamma}\) and \(\hat{\lambda}\) are obtained, the MLE of \(\alpha\) can be obtained as \(\hat{\alpha}(\hat{\gamma}, \hat{\lambda})\) from Eq. 4.4. One needs a starting values to start any iterative process. In this respect, we suggest to use the contour plot of the profile log-likelihood function \(l(\gamma, \hat{\alpha}_1(\gamma, \lambda), \lambda)\). The details will be illustrated in the Synthetic Experiments and Data Analysis sections.

5 Synthetic Experiments

In this section we provide the analyses of two synthetic data sets. Two data sets have been simulated: (i) \(\alpha_0 = \alpha_1 = \alpha\), (ii) \(\alpha_0 \neq \alpha_1\).

5.1. Synthetic Data Set 1: In this case we have generated the data set of size \(n = 100\) with the following parameters:
\[
\alpha_0 = \alpha_1 = \alpha = 2.0 \quad \text{and} \quad \lambda = 1.0.
\]

The generated \(\{x_1, \ldots, x_{100}\}\) has been plotted in Fig. 1. We first computed the MLE of \(\lambda\) by maximizing the profile log-likelihood function \(h(\lambda)\) as mentioned in the previous section. The profile log-likelihood function \(h(\lambda)\) has been plotted in Fig. 2. It is an unimodal function. Therefore, MLEs are unique in this case. It clearly gives an idea that the MLE of \(\lambda\) lies between 0.5 and 1.5. We start our bisection method with these two boundaries, and the MLE of \(\lambda\) has been obtained as \(\hat{\lambda} = 0.9058\). Based on \(\hat{\lambda}\), the MLE of \(\alpha\) can be obtained as \(\hat{\alpha} = 1.5164\). We have used parametric bootstrap method to compute the 95\% confidence intervals of \(\alpha\) and \(\lambda\) and they are \((0.7132, 1.1015)\) and \((0.9054, 2.1141)\), respectively.
5.2. Synthetic Data Set 2 In this case a data set of size $n = 100$, has been generated using the following parameters:

$$\alpha_0 = 2.0, \quad \alpha_1 = 3.0, \quad \text{and} \quad \lambda = 1.0.$$
The data set has \{x_1, \ldots, x_{100}\} has been plotted in Fig. 3. Now we would like to compute the MLEs of the \( \alpha_1, \gamma \) and \( \lambda \), and they can be obtained by maximizing first the profile log-likelihood function \( h_1(\lambda, \gamma, x) \) as defined in Section 4.2. We provide the contour plot of \( h_1(\lambda, \gamma, x) \) in Fig. 4.
It indicates that the profile log-likelihood function of $\lambda$ and $\gamma$ is an unimodal function, hence the MLEs are unique. The contour plot provides a good idea about the initial guesses of $\lambda$ and $\gamma$. We have started the iterative process with $\lambda = 1$ and $\gamma = 0.6$. The iteration stops at $\hat{\lambda} = 0.8699$ and $\hat{\gamma} = 0.8500$. Based on these, the MLEs of $\alpha_0$, $\alpha_1$ and $\lambda$ become $\hat{\alpha}_0 = 2.1338$, $\hat{\alpha}_1 = 2.5103$ and $\hat{\lambda} = 0.8699$. In this case based on the parametric bootstrap the 95% confidence intervals for $\alpha_0$, $\alpha_1$ and $\lambda$ are $(1.5431, 2.8342)$, $(1.8775, 3.2312)$ and $(0.6754, 1.1231)$, respectively.

6 Gold Price Data Analysis

In this section we present the analysis of gold-price data based on the proposed GE process to see how the proposed model and methods can be used in practice. This is a real data set of gold price per gram in Indian Rupees in Indian market of 45 days starting from October 06, 2020, and it has been obtained from the website as follows: https://www.bullion-rates.com/gold/INR-history.htm. There is no trading during the weekends and holidays, hence we have data for 35 days. The minimum and maximum values were Rs. 4230.02 and Rs. 4642.32, respectively. We have scaled the data set by subtracting 4200 and divided by 100, to each data points. The scaled data set has been plotted in Fig. 5.

![Figure 5: Gold price in Indian market for 45 days starting from October 06, 2020](image_url)
First we compute the MLEs of $\alpha$ and $\lambda$ based on the assumption $\alpha_0 = \alpha_1 = \alpha$. The profile log-likelihood function of $\lambda$ has been plotted in Fig. 6.

It is an unimodal function, hence the MLEs are unique. The MLEs of $\alpha$ and $\lambda$ are $\hat{\lambda} = 2.4620$ and $\hat{\alpha} = 3.3498$. The associated log-likelihood value is -11.4732, 95% confidence intervals of $\lambda$ and $\alpha$ are $(1.9854, 2.6831)$ and $(2.9552, 3.7454)$, respectively.

Based on the assumption $\alpha_0 \neq \alpha_1$, the MLEs of $\lambda$, $\alpha_0$ and $\alpha_1$ are $\hat{\lambda} = 2.3449$, $\hat{\alpha}_0 = 3.5312$, $\hat{\alpha}_1 = 4.2684$. The associated log-likelihood value is -9.0123 and 95% confidence intervals of $\lambda$, $\alpha_0$ and $\alpha_1$ are $(1.9756, 2.7016)$, $(2.9625, 3.7523)$, $(3.9598, 4.6734)$, respectively. The contour plot of $\lambda$ and $\gamma$ is provided in Fig. 7. From the contour plot of $\gamma$ and $\lambda$, it is clear that the MLEs exist and they are unique.

Now one natural question is how to show that GE process fits the gold price data. We still do not have a proper goodness of fit test, but we have tried the following measures which ensures at least that it does not violate some of the sufficient conditions. If $\{X_n\}$ is a GE process, then $\{X_{2n-1}; n = 1, 2, \ldots\}$, will be i.i.d. GE random variables, and similarity, $\{X_{2n}; n = 1, 2, \ldots\}$ will be also i.i.d. GE random variables. Now we would like to test the following: first we would like to test whether $\{x_1, x_3, \ldots, x_{35}\}$ are independently distributed or not, and then test whether they follow GE distribution or not. The same we want to do for $\{x_2, x_4, \ldots, x_{34}\}$ also. To
test whether they are independent or not we have used run test, and for testing whether they follow GE distributions or not we have used Kolmogorov-Smirnov (KS) test.

We fit \( GE(\beta, \theta) \) to \( \{x_1, x_3, \ldots, x_{35}\} \). The MLEs of \( \beta \) and \( \theta \) are \( \hat{\beta} = 7.0863 \) and \( \hat{\theta} = 2.5866 \), respectively. The Kolmogorov-Smirnov (KS) distance between the empirical cumulative distribution function (CDF) and the fitted CDF is 0.1437 and the corresponding \( p \) value is 0.8513. We further perform the test of independence of \( \{x_1, x_3, \ldots, x_{35}\} \) based on run test, and the corresponding \( p \) value becomes 0.15. We have done the same procedure for \( \{x_2, x_4, \ldots, x_{34}\} \) also. In this case \( \hat{\beta} = 6.6324 \) and \( \hat{\theta} = 2.3979 \). The KS distance and the corresponding \( p \) values are 0.1326 and 0.9261, respectively. The \( p \) value based on run test is 0.45. Hence, we cannot reject the null hypothesis that \( \{x_1, x_3, \ldots, x_{35}\} \) is a random sample from a GE distribution, and the same for \( \{x_2, x_4, \ldots, x_{34}\} \).

We have further computed the first and second order autocorrelations of the data set and they are 0.0915 and 0.0402, respectively. We have obtained the distribution of the first order and second order autocorrelations for GE process based on simulations. The upper 90\% percentile points of the first and second order autocorrelations are 0.1621 and 0.0504, respectively. Therefore, based on the observed first and second order autocorrelations,
we cannot reject the hypothesis that the data are coming from a GE process and based on the log-likelihood values, we cannot reject the hypothesis that \( \alpha_0 = \alpha_1 \). Hence, we conclude that GE process with two equal shape parameters, fits the gold-price data well.

7 Conclusions

In this paper we propose a new discrete time and continuous state space stationary process, and we named it as a GE process. It is called a stationary GE process as the marginals are GE distributions and it is a stationary process. The distinct feature of this proposed process is that the joint distribution of \( X_n \) and \( X_{n+1} \) is a singular distribution, due to this it can be used if there are some ties in the consecutive data points with positive probability. The existing Weibull or gamma processes do not have this feature.

The proposed GE process can be easily extended to a more general class of proportional reversed hazard (PRH) process, i.e. for a class of lifetime distribution functions which can be represented as follows:

\[
F(t; \alpha) = (F_0(t))^\alpha.
\]

Here \( F_0(t) \) is an absolutely continuous distribution, and \( F_0(t) = 0 \), for \( t \leq 0 \), see for example Kundu and Gupta (Kundu and Gupta, 2010). Now we can define PRH process as follows.

\[
X_n = \max \left\{ F_0^{-1} \left( U_n^{\frac{1}{\alpha_0}} \right), F_0^{-1} \left( U_{n-1}^{\frac{1}{\alpha_1}} \right) \right\},
\]

where \( \{U_0, U_1, \ldots, \} \) is a sequence of i.i.d. Uniform (0,1) random variables, \( \alpha_0 > 0 \) and \( \alpha_1 > 0 \). Most of the results what we have developed for the GE process, can be extended for the PRH process also. It will be interesting to develop proper inferential procedure and some model selection criteria for data analysis purposes. More work is needed along that direction.

Acknowledgments. The authors would like to thank the unknown reviewers for making constructive suggestions which have helped to improve the earlier version of the manuscript significantly.

Declarations. It is to declare that the I do not have any conflict of interest, and did not receive any financial support for this project.

References

AL-HUSSAINI, E.K. and AHSANULLAH, M. (2015). Exponentiated Distributions. Atlantis Press, France.
ARNOLD, B.C. (1993). Logistic process involving Markovian minimization. Communications in Statistics - Theory and Methods 22, 1699–1707.
ARNOLD, B.C. (2001). Pareto process, Handbook of Statistics, 19. Elsevier, Amsterdam, RAO, C.R. and SHANBAG, D.N. (eds.), p. 1–33.

ARNOLD, B.C. and HALLET, T.J. (1989). A characterization of the Pareto process among stationary processes of the form $X_n = c \min(X_{n-1}, Y_n)$. Stat. Probab. Lett. 8, 377–380.

BEMIS, B., BAIN, L.J. and HIGGINS, J.J. (1972). Estimation and hypothesis testing for the parameters of a bivariate exponential distribution. J. Amer. Stat. Assoc. 67, 927–929.

GRANGER, C.W.J. and ANDERSEN, A.P. (1978). An introduction to bilinear time series models. Angewandte Statistik und Okonometrie, Heft 8. Vandenhoek & Ruprecht, Gottingen 94.

GUPTA, R.D. and KUNDU, D. (1999). Generalized exponential distribution. Austral. Zealand J. Stat. 41, 173–188.

GUPTA, R.D. and KUNDU, D. (2007). Generalized exponential distribution: Existing methods and recent developments. J. Stat. Plann. Infer. 137, 3537–3547.

HALMOS, P.R. (1950). Measure Theory, D. Van Nostrand Company Inc, New York.

JAYAKUMAR, K. and GIRISH BABU, M. (2015). Some generalizations of Weibull distribution and related processes. J. Stat. Theor. Appl. 14, 425–434.

JOSE, K.K., RISTIC, M.M. and JOSEPH, A. (2011). Marshall-Olkin bivariate Weibull distributions and processes. Stat. Papers 52, 789–798.

KUNDU, D. and GUPTA, R.D. (2009). Bivariate generalized exponential distribution. J. Multivar. Anal. 100, 581–593.

KUNDU, D. and GUPTA, R.D. (2010). A class of bivariate models with proportional reversed hazard marginals. Sankhya, Ser. B 72, 236–253.

MUDHOLKAR, G.S. and SRIVASTAVA, D.K. (1993). Exponentiated Weibull family for analyzing bathtub failure data. IEEE Trans. Reliab. 42, 299–302.

NADARAJAH, S. (2011). The exponentiated exponential distribution; A survey. Adv. Stat. Anal. 95, 219–251.

NELSEN, R.B. (2006). An Introduction to Copulas, 2nd edn. Springer, New York.

NELSON (1976). The Use of Box-Cox Transformation in Econometric Time Series: An Empirical Study, Ph.D. Thesis Economics Department. The University of California, San Diego.

PILLAI, R.N. (1991). Semi-pareto processes. J. Appl. Probab. 28, 461–465.

SIM, C.-H. (1986). Simulation of Weibull and gamma autoregressive stationary process. Commun. Stat. Simul. Comput. 15, 1141–1146.

TAVARES, L.V. (1980). An exponential Markovian stationary process. J. Appl. Probab. 17, 1117–1120.

WEISS, G. (1975). Time reversibility of linear stochastic process. J. Appl. Probab. 12, 143–171.

Publisher’s Note. Springer Nature remains neutral with regard to jurisdictional claims in published maps and institutional affiliations.

DEBASIS KUNDU
DEPARTMENT OF MATHEMATICS AND
STATISTICS, INDIAN INSTITUTE OF
TECHNOLOGY KANPUR, PIN 208016, INDIA
E-mail: kundu@iitk.ac.in

Paper received: 2 March 2021; accepted 25 October 2021.