# Modelling Resource Allocation in Uncertain System Environment through Deep Reinforcement Learning

## ABSTRACT

Reinforcement Learning has applications in the field of mechatronics, robotics, and other resource-constrained control systems. Problem of resource allocation is primarily solved using traditional predefined techniques and modern deep learning methods. The drawback of predefined and most deep learning methods for resource allocation is failing to meet the requirements in cases of uncertain system environments. We can approach problem of resource allocation in uncertain system environment alongside following certain criteria using deep reinforcement learning. Also, reinforcement learning has the ability for adapting to new uncertain environments for prolonged periods of time. The paper provides a detailed comparative analysis on various deep reinforcement learning methods by applying different components to modify architecture of reinforcement learning with use of noisy layers, prioritized replay, bagging, dueling networks, and other related combinations to obtain improvement in terms of performance and reduction of computational cost. The paper identifies problem of resource allocation in uncertain environment could be effectively solved using Noisy Bagging duelling double deep Q network achieving efficiency of 97.7% by maximizing reward with significant exploration in given simulated environment for resource allocation.
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## 1 Introduction

Deep reinforcement learning [1] has intensively been used to solve complex problems that are rather difficult to be solved using conventional techniques. Reinforcement learning aims at achieving long-term reward by the mechanism of agent interacting with the environment and receiving an appropriate reward through a mechanism of state transition and evaluative feedback. Deep reinforcement learning, in recent years, has found applications in the field of robotics [2], system control [3] and other resource allocation problems [4–6]. Deep reinforcement learning is generally used in cases of exploring an unknown environment where an agent learns by interacting with the environment and develops a suitable policy aiming at maximizing long-term reward. Reinforcement learning maintains a balance between exploration and exploitation to obtain optimal results [7]. Also, new horizons of decision making have been created using the power of reinforcement learning that were earlier not possible using supervised machine learning methods. Reinforcement learning is used in resource management that was found helpful in cases of job scheduling in computer clusters [8], relay selection in internet telephonic [9], traffic congestion control [10], adaptation of bit rate in video streaming [11] and other variants of reinforcement learning methods have been adopted for resource allocation in fields of games [5] and business process management [6]. This paper uses different variants of deep reinforcement learning algorithms majorly based on Q learning approaches for the purpose of resource allocation. The paper suggests tools and techniques for solving the problem of resource allocation using reinforcement learning. The paper contributes towards the development of reinforcement learning models for resource allocation in control systems and robotics. The paper is divided into various sections as follows:

Section 1 includes application of Deep Reinforcement Learning in resource allocation problems and their respective approaches in the field of robotics, control systems, mechatronics, and other related fields followed by Problem statement.
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formulation along with description of the proposed Noisy Bagging D3 (duelling double deep)Q learning method is provided along with an algorithmic view in Section 2. Further, results are obtained from various RL algorithms and comparison of RL algorithm is done against our Noisy Bagging D3 (duelling double deep)Q learning with respect to exploration versus reward criteria in Section 3. Also, resource utilization graphs are provided in order to understand efficiency of the system. Section 4 includes concluding remarks for our proposed Noisy Bagging D3 Q learning method in resource allocation problem in an uncertain environment along with future perspective are provided.

2 Applications of Reinforcement learning model in resource allocation

Reinforcement learning has found applications in Static and dynamic type of resource allocation from past couple of years [4, 12]. Researchers have used open loop and closed loop systems and check their performance using model based policies and result show significant performance in terms of reinforcement learning algorithm. Vengerov [13] proposed reinforcement learning along with fuzzy rule based approach for the purpose of dynamic resource allocation. Resource allocation has found applications in robotics [14]. Reinforcement learning could be applied in the form of Mobile Edge computing [15–17] were major research is done by various scientist for resources allocation at network edge. Also, research has been done in field of cloud and power management in robotics were agent has to identify a control policy for an interaction with partially observable system at the same time providing management capabilities in Complex environment [14, 18]. Many Framework have also been developed for cloud Resource Management, some of which include deep reinforcement learning algorithm in their internal configuration. [19] Resource Management [12] and business process management have also utilise deep reinforcement learning approaches. They have been utilised for control of vehicles through process of control resource with aid of internet of things. Reinforcement learning has been used for applications of UAV and vehicle Resource Management along with the integration of internet of things in various applications [14, 20]. Also, grid computing [21], task scheduling and other allocation task are being handled by dynamic resource allocation algorithms derived from reinforcement learning. QCF algorithm was developed by Lian et al [22] that integrated Q learning and chain feedback was used for resource allocation having a significant high convergence. In this paper, we have proposed algorithm of noisy Bagging D3 learning to suitable for given allocation problem after experimenting and analysing various Deep Q learning approaches.

3 Proposed Methodology

![Learning Mechanism in Reinforcement Learning](image)

Figure 1: Learning Mechanism in Reinforcement Learning

Reinforcement learning applied to resource allocation problems where the agent reacts with the environment and learns by making and rectifying errors [23]. For example, in the case of resource allocation, if a particular item is allocated to a particular resource that is incompatible, then it will immediately ask for a change request. In this way, a reinforcement learning agent reacts with the environment, gets a particular reward, and stores observation for future time steps to achieve maximum cumulative long-term reward. Reinforcement learning is helpful in solving our complicated and complex problem of resource allocation that is changing with passage of time and it proves to be superior in an uncertain environment rather than the unsupervised and supervised learning approaches. The proposed model in the long-run performs similar to human-level intelligence. Also, errors are corrected by the model with the help of reinforcement learning algorithms. Reinforcement learning algorithms prove to be effective for the purpose of robotic applications such as learning how to walk, locate a particular object in an unknown environment or resource allocation. The advantage of using reinforcement learning for resource allocation problems is the property of adaptability to any
type of setting as it is bound to learn from its experience even in absence of training data set. The proposed noisy bagging D3 reinforcement learning methods prove to be superior compared to any other algorithms. Noisy layer helps us to solve the exploration and exploitation dilemma indeed to maximize the long-term reward. The mechanism of functioning of reinforcement learning algorithm is depicted by fig 1.

3.1 Problem Formulation

A system has a well defined number of resources and variable number of items varying in accordance to time. The goal of reinforcement learning agents is assignment of resources to items in optimal manner following policy selecting actions with greatest Q value. Assumption is made that each item would require one resource at a time and would be able to hold that for at least a few periods of time, this type of setting is essential in case of robotic systems where a particular operation has to be performed using a specific resource. Task of reinforcement learning algorithm is to assign resources to items in optimal manner to minimize changes required frequently alongside avoid cases of unused resources and non-performing items in the system environment. An imaginary instance of a simulation environment has been depicted in fig.2 to get an illusion about the actual problem statement. Various reinforcement learning algorithms were applied to given problems in order to maximize the long-term reward and try to minimize the loss in case of improper resource allocation. Simulation environment can be depicted in fig. 2

3.1.1 State space, Action space and Rewards

Here, detailed description regarding state space, action space and reward function of our problem formulated is described as follows:

State space- It helps us to understand current allocation of resources and resources available for being allocated to different items. In our environment, we have taken a fixed state representation in order to input into our neural network. Suppose, there are M resources each being allocated to a single item according to requirement. The task of reinforcement learning algorithms would be to change the state of the system by allocating resources. Items have the advantage of being constrained from maximum space due to a fixed set of resources and items make the learning process more efficient. Also, we have allocated one resource per item and allocated some delay before allocating it to another resource in case of a change request. The simulation also provided many items at a certain time stamp in order to inspect the performance of the algorithm.

Action space- Considering M resources for given number of items, for task of resource allocation, Several ways are possible for task of resource allocation generating large action space of $2^M$, which would make the performance of reinforcement learning more challenging and time consuming. So, agents are allowed to take more than one action at a time and can allocate resources to items. Also, in case of a change request by item, it requires some delay before allocation of another resource. Agent observes the state of the system and takes appropriate actions in order to reduce the number of re-allocation of resources and improve efficiency of the system trying to reduce the number of changes required at the same time being efficient in case of utilization of resources.

Rewards- Using reinforcement learning algorithms, agents try to maximize cumulative long-term reward. In the given problem statement, the maximum reward that could be achieved is zero as it is a continuous process without definite terminal state due to uncertain environment simulation settings. Reinforcement learning algorithms try to minimize loss
as long as possible to maximize reward in our resource allocation problem. The equation for reward could be illustrated as

\[
\text{reward} = -\text{abs}(\text{unutilized resource} - \text{target unutilized resource})
\]

3.2 Proposed Reinforcement Learning Model

Deep Q networks aim to increase the future rewards with the help of selecting the greatest Q among available sets of actions using a particular policy for the state transition. Q learning follows a Bellman equation.

\[
Q(s, a) = r + \gamma \cdot \max Q(s', a)
\]

where \(Q(s,a)\) is a resultant of reward received in addition to discounted maximum Q value of the next action and \(\gamma()\) represents discount rate. Double deep Q networks [24] is used for the purpose of improving network architecture where current state and target Q are compared with input features using policy net. In addition to policy net,target net is introduced in order to reduce the number of operations due to prediction of Q values. Policy network replicated itself across a network every thousand steps for further improvement in performance. For improvement of policy net, Duelling Deep Q networks [25] were introduced where policy net was split into two components resulting into one component being the state value of the model and other being an advantage in difference of Q between different actions taken by learning model for resource allocation.Dueling Double Deep Q networks were used for achieving optimal policy net along with advantage of target network. Aggregation was used for producing actions for resource allocation. In order to deal with exploration-exploitation dilemma and find a better alternative to traditional epsilon greedy exploration to improve performance of the model in an uncertain environment, noisy layers [26] were introduced where factorized Gaussian Noise was preferred over Independent Gaussian Noise. Factorized Gaussian Noise comprised of two vectors, first vector for length of input sequence and second vector for length of output sequence, further specify mathematical function is used for calculating matrix multiplication and predict outcome. It results in formation of randomized matrix that can be then added to our model in case of uncertain environment. Noisy layers were found appropriate for our model to get rid of Epsilon greedy exploration and to effectively deal with the exploitation exploration dilemma in an uncertain environment. Prioritized replay [27] didn’t prove to be effective in an uncertain environment due to greater attention towards wrong predictions to minimize the loss but it didn’t prove to be effective due to uncertainty in the environment and other related factors. Lastly, bootstrap aggregation or bagging [28] was used to train our model where different samples trained on the same memory having difference in starting weights as well as trained on different bootstrapped networks from that memory. Actions were taken in accordance with random choice or most commonly recommended action by aggregator. Bagging was helpful in exploration due to suggestions of different suggested actions from different networks.

The combination of above methodologies were integrated and applied to our proposed noisy bootstrap aggregation duelling double deep Q network in uncertain environment were actions are taken in accordance to particular policy trying to maximize reward in our model based environment with use of policy based methods. The model tried to maximize the cumulative long term reward in case of of resource allocation. The steps followed by the model included:

1) Simulation environment was created, memory was set up, selection of policy net,target net and setting up noisy layer is done in the initial step of our resource allocation simulation

2) Bootstrap samples are derived from memory and trained to recommend most appropriate action.

3) Inside different nets training was done to suggest next action in order to maximize reward report. Aggregator is used for selection of best possible action. Further, storing of the state,next state, reward and terminal to the memory operation is performed after choosing best recommended action from among different samples

4) Lastly, evaluation was done for performance of proposed Noisy bagged D3 reinforcement learning algorithm

**Noisy bootstrapped aggregation Bagging D3 Q learning** approach proves to be superior compared to other variants of Q learning models for resource allocation problems. The noisy layers are effective in exploration of uncertain environments and act as an effective alternative to epsilon-greedy exploration. Duelling nature helps in getting the state value as well as difference in Q value between different actions, which is helpful in selection of appropriate action with greatest Q value. Bootstrap Aggregation (Bagging) helps in measuring the uncertainty of action which is effective in selecting the best possible actions from different networks based on criteria of random selection or average selections or most recommended action. Bagging was also found to be helpful in aiding stages of exploration where networks provide different suggested actions. Hence, Noisy bootstrapped aggregation (‘Bagging’) D3 Q learning is effective in terms of reward as well as efficiency for resource allocation problem in uncertain environment.

Algorithm implementation of Reinforcement Learning for dealing with problem of resource allocation is depicted by underlying algorithm view
Algorithm 1: An overview of steps involved in resource allocation using RL algorithm

Create simulation environment
Create memory
Create policy net
Create target net

while Training episodes not complete do
    Reset simulation
    while not in terminal state do
        Recommend action from policy net
        Pass action to simulation
        Increase time-step in simulation
        Receive (next state, reward, terminal, info) from simulation
        Store (state, next state, reward, terminal) to memory
        Update policy net
    end
    Update target net
end

Evaluation for performance of policy net

4 Results
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(a) Double Deep Q Learning  
(b) D3 Q Learning  
(c) Noisy D3 Q Learning  
(d) Prioritised Replay DDQN  
(e) Prioritised Replay Noisy D3 Q Learning  
(f) Bootstrapped Aggregation (‘Bagging’) D3 Q Learning  
(g) Noisy Bootstrapped Aggregation (‘Bagging’) D3Q Learning  
(h) Proposed Noisy Bootstrapped Aggregation (‘Bagging’) D3 Q Learning

Figure 3: Exploration vs Reward

The result obtained after simulation choosing various types of reinforcement learning algorithms right from double Q network to noisy bootstrap aggregation duelling double Q network with prioritized replay showed that noisy bootstrap aggregation D3 Q learning approach was supposed to be the best algorithm in terms of efficiency for resource allocation. Hence, effective for operation of resource allocation in robotic control systems. Few algorithms having prioritized replay suffered from under capacity for prolonged amount of time with significantly less accuracy due to reason
uncertain/fuzzy environment of simulation. Also, noisy layers proved to effective in improving accuracy of the system. Duelling nature, in some cases, would increase or decrease efficiency of system in the environment due to splitting of policy net. Lastly, we have identified that noisy bagging D3 Q network approach was found to be superior in terms of exploration versus reward illustrated by fig 3 and also utilization of resources illustrated by fig 4. Noisy bagging D3 Q network shows that it is the best suitable algorithm for resource allocation. Comparative analysis of various algorithms on basis of reward and resource utilization by items or agent present in the system along with their respective calculation for analyzing efficiency of different reinforcement learning algorithm is illustrated by table given below.

|   | Double Deep Q Learning | D3 Q Learning | Noisy D3 Q Learning | Prioritised Replay DDQN | Prioritised Replay Noisy D3 Q Learning | Bootstrapped Aggregation ('Bagging') D3 Q Learning | Noisy Bootstrapped Aggregation ('Bagging') D3 Q Learning | Proposed Noisy Bootstrapped Aggregation ('Bagging') D3 Q Learning |
|---|------------------------|---------------|---------------------|-------------------------|----------------------------------------|-----------------------------------------------------|---------------------------------------------------------|-------------------------------------------------------------|
| 1 | Double Deep Q Learning |
| 2 | D3 Q Learning          |
| 3 | Noisy D3 Q Learning   |
| 4 | Prioritised Replay DDQN|
| 5 | Prioritised Replay Noisy D3 Q Learning |
| 6 | Bootstrapped Aggregation ('Bagging') D3 Q Learning |
| 7 | Noisy Bootstrapped Aggregation ('Bagging') |
| 8 | Proposed Noisy Bootstrapped Aggregation ('Bagging') D3 Q Learning |

Figure 4: Resource utilization graphs
5 Conclusion

Reinforcement learning models have been used for resource allocation in robotics system to take control decisions with significant performance at runtime. We propose a reinforcement learning method of noisy bagging D3 Q network for modelling resource allocation in a way to maximize long-term reward, balance exploration-exploitation dilemma and performing operations with significant efficiency in the long run. The proposed method could be applied to other resource allocation problems like task scheduling, job scheduling and similar complicated scheduling tasks in the field of robotics, mechatronics and other control systems. The proposed model proved to be feasible and efficient at the same time being effective in taking control decisions for resource allocation in an uncertain environment. In order to obtain maximum performance and solve a complicated problem in control systems. We have also compared our proposed method with different variants of deep reinforcement learning models across various evaluation parameters. Reinforcement learning methods applied for resource allocation tasks still face few major challenges like explainability, scalability, complexity and flexibility. For future works, we can develop a generic framework for different kinds of allocation problems in resource constrained environments. The paper contributes towards the field of artificial intelligence by virtue of introduction of automation in dynamic resource allocation for robotic control systems.
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