Computing of 3D Bifurcation Diagrams With Nvidia CUDA Technology
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ABSTRACT This paper presents three-dimensional bifurcation diagrams in the form of a point cloud. The diagrams were created by means of parallel calculations using the electric arc model. A simple dynamic DC electric model that can show complex bifurcations with periodic and chaotic responses is presented. The Nvidia CUDA massively parallel architecture was used to perform the calculations. The paper shows cross-sections of the bifurcation cloud obtained as a result of calculations. It also presents an interactive tool specially developed to visualize the cloud. The reader can access the tool by using the Web address provided in this paper. This tool enables to freely specify the plane and axis of the cut in order to obtain the desired cross-section of the cloud — it is possible to obtain exactly such diagrams as those presented in the paper, as well as many others.

INDEX TERMS Electric arc, 3D bifurcation diagrams, cloud of points, Nvidia CUDA, ODE, parallel computing, 3D visualization tool.

I. INTRODUCTION
This paper uses three-dimensional approach to bifurcation diagrams, while the bifurcation diagrams usually presented in the literature take a single-parameter or much less often two-parameter form [1]–[6]. The use of a three-dimensional approach to bifurcation involves the presentation of a point cloud in space. In the considered case, bifurcation diagrams are understood as changes in the oscillatory reactions of variable parameters of a given model of an electric arc. In the case of a three-dimensional approach to bifurcation, three parameters of such a system change simultaneously. It has been assumed in the paper that these parameters are slowly changing and their changes occur in the established intervals. Such an approach aims at obtaining high resolution graphs. 1000 × 1000 × 1000 points in space has been assumed as the target resolution of the diagrams. Thus, generating such diagrams requires multiple solving of the system of differential equations (ODE) (of the order of $10^9$). In each iteration, the first stage of the algorithm is solving the system of ODEs. The next stage requires the analysis of the solution to find local maxima and to identify the period on their basis. Once the identification is complete, graphic interpretation is possible in the form of a point in the three-dimensional space of arguments. Each point is assigned the appropriate colour from the previously adopted colour palette. This creates a cloud of different-coloured points in space that depicts bifurcations.

Parallel and massively parallel computing technologies such as Nvidia CUDA have recently gained a lot of popularity due to the increasing complexity of computing problems. The application areas include medicine [7], [8], physics [9], chemistry [10] and many other fields. However, the development of appropriate parallel algorithms to exploit the potential of this type of computing technology remains an important problem to be solved. Parallelization of the program is usually aimed at shortening the calculation time, by using more computing units, e.g. many cores/processors, GPUs. One should note, however, that in the case of complex existing programs, effective implementation on the GPU is not always possible or cost-effective [11]. Many computational problems have a sequential nature that forces the use of a sequential approach. For this reason, statements in the program must be executed one by one (the next statement depends on the previous one). However, the sequential nature of the problem is not the only obstacle to overcome when developing parallel algorithms. Very often the problem turns out to be a highly complicated hardware architecture hindering the development of a parallel algorithm. Nvidia CUDA is an example of such a specific computational technology with
high theoretical computational potential but difficult to use in practice. Another important problem with GPU and CUDA technology may be the limited amount of memory available on the graphics card. The small amount of graphics memory leads to frequent data exchange between the host and the CUDA computing device and significantly complicates the implementation of calculations. A further consequence of the presented difficulties is the decrease in the efficiency of calculations.

The bifurcation diagrams presented in this paper were based on typical electric arc models attached as Appendix A, and described in more detail in the literature [12]. The presented models are based on different arc voltage (V-I) characteristics and are used to estimate the energy in the event of an arc fault. These types of characteristics can be used to calculate bifurcation diagrams. Examples of calculating such diagrams based on a single selected parameter whose value changes slowly can be found in literature [13] and [14]. Any change in the value of such a parameter can lead to a change in the nature of the response of the system of ODE. As shown in the literature, a small change in the parameter value (for example, a resistor, inductor or capacitor) can lead to a significant change in the nature of the response of the system of ODE [15]. Combining changes to two parameters can result in very complicated two-parameter bifurcation diagrams [16], [17]. This is the case with the electric arc circuit considered in this paper.

One should note that the paper shows bifurcation diagrams which were calculated not for one or two, but for three parameters changing simultaneously.

Despite the existence of many other chaotic and oscillatory systems, it was decided to first perform tests on simpler arc circuits. They are well described in the literature, and due to their simpler structure, the implementation of an appropriate algorithm for the Nvidia CUDA technology seemed achievable and could bring good results.

II. THREE-DIMENSIONAL BIFURCATION DIAGRAMS

This paper shows three-dimensional bifurcation diagrams for a system of equations describing electric arc circuits (appendix A). We can observe changes in the nature of the system response depending on changes in all three parameters (R, L, C) simultaneously. When solving the system of equations, the time horizon was \( 0 \leq t \leq 2000 \). The assumed initial conditions for all presented cases were the same: \( x(0) = 0.5y(0) = 4.0z(0) = 1.0 \). The integration step for all presented cases was \( h = 0.005 \). The identification of the period was carried out on the basis of searching for local maxima of the solution for the \( 1700 \leq t \leq 2000 \) range. The period identification included local maxima from 1 to 16. If there were more than 16 maxima, 16 were accepted. A palette of 16 colours has been created and each of them has been assigned a different value from 1 to 16 (Fig. 3.). The more maxima were found for a given solution, the brighter colour was assigned to the point in the three-dimensional space of R, L, C arguments. White is assumed for the value of 16, while black is assumed for the value of 1. The error tolerance value with which individual maxima were compared in the period identification process was \( tol = 0.0005 \). This value was determined empirically on the basis of observation of noise behaviour occurring on the obtained bifurcation diagrams.

III. IMPLEMENTATION OF CALCULATIONS

To solve the example system of equations presented in Appendix A, the Runge-Kutta fourth-order method was used. It provides relatively good solution accuracy with a relatively high value of the integration step. The algorithm of the method is expressed by the formula (1) [18]–[20].

\[
x_{i+1} = x_i + \frac{1}{6}(k_1 + 2k_2 + 2k_3 + k_4)
\]

gdzie:

\[
k_1 = h \cdot f(x_i, t_i),
\]

\[
k_2 = h \cdot f(x_i + k_1/2, t_i + h/2),
\]

\[
k_3 = h \cdot f(x_i + k_2/2, t_i + h/2),
\]

\[
k_4 = h \cdot f(x_i + k_3, t_i + h).
\]

The calculations were carried out based on Nvidia CUDA massively parallel processing technology [21]–[25]. This technology is a massively parallel computing platform based on the use of graphics processors (GPUs). Thanks to the use of lightweight thread technology, it is possible to effectively utilize a very large number of execution cores.

The calculations on the CUDA platform are based on a heterogeneous processing model. This means that the CUDA device is installed in the host system as a separate computing subsystem with its separate resources. Performing calculations on a CUDA device always requires control from the host, and copying data between the host and the CUDA device. The data processing model within Nvidia CUDA technology has some limitations. The effective use of CUDA technology requires the implementation of very specific algorithms characterized by a high degree of parallelism, high computational complexity, and independence of individual threads from each other.

In order to perform the calculations, special software dedicated to the measuring platform was written, described in detail in the section titled: “Description of the measuring platform.” The main solver performing calculations was designed in the form of two separate CUDA kernels (kernel is a function performed on the CUDA device). The task of the first kernel is to solve the system of differential equations using the Runge-Kutta fourth-order method (1).

The first kernel also carries out the search for local maxima of \( Z \) variable functions in the equation system under consideration. This is done based on the \( K1 \) coefficients in formula 1. The maximum is found when:

\[
K1_i > 0 and K1_{i+1} < 0
\]

The next maxima found are stored in the CUDA memory. The second CUDA kernel performs period identification based on the previously stored maxima.
The computing software written enables to generate a point cloud in unlimited resolution. Only the computational performance of the equipment used can be a practical limitation here. The dimensions of the task, although not limited to the maximum value, are also not completely arbitrary. Two freely selected from the three dimensions of the calculation task are derived from formula 2:

\[
\begin{align*}
    \text{dimA} &= bpgA \times tpbA \times \text{partsA} \\
    \text{dimB} &= bpgB \times tpbB \times \text{partsB} \\
    \text{dimC} &= \text{fv} > 0
\end{align*}
\]

(2)

where:
- \(\text{dimA}\) and \(\text{dimB}\) – overall dimensions of the calculation task
- \(bpgA\) and \(bpgB\) – the number of CUDA calculation blocks
- \(tpbA\) and \(tpbB\) – the number of threads per block
- \(\text{partsA}\) and \(\text{partsB}\) – dimensions of fragments of the entire task

The third dimension (\(\text{dimC}\)) can take any integer value (\(\text{fv}\)) greater than zero.

IV. DESCRIPTION OF THE MEASURING PLATFORM

The computing cluster installed at the Institute of Computer Science of the Opole University of Technology has been used as the measurement platform for all developed algorithms shown in the paper. The hardware configuration of a computer running a massively parallel algorithm using Nvidia CUDA technology is as follows: two 14-core Intel(R) Xeon(R) CPU E5-2683 v3 2.0 GHz, 3 x CUDA Tesla K80 computing devices (each device has 2 GPUs). Each card had 4992 CUDA cores and 24 GB of GDDR5 memory. The server also consisted of 128 GB of RAM and an SSD with a write speed of 1000MB/s and a read speed of 2000MB/s. The installed operating system is Windows Server 20112 R2 64bit.

V. MEASUREMENT RESULTS

Measurements of algorithm operating time for 4 cases were made. All presented time values obtained from the measurements are given in hours.

Table 1 shows the exact times of the algorithm operation.

| CESE | PROBLEM DIMENSION        | CUDA / GPU’s [HOURS.] |
|------|--------------------------|-----------------------|
| 1    | 96 x 96 x 96             | 3.821                 |
| 2    | 384 x 384 x 384          | 22.657                |
| 3    | 768 x 768 x 768          | 199.037               |
| 4    | 1152 x 1152 x 1152       | 508.336               |

A logarithmic scale was used to increase the readability of the Y axis graph.

VI. VISUALIZATION OF DATA FROM CALCULATIONS

In order to present a point cloud showing bifurcations in the three-dimensional space of RLC parameters (Fig. 2.), special software has been written allowing to display sections of such a point cloud in real time.
The software was written using the Three.js library [26]–[30] for generating and displaying graphics in a web browser.

The application works on the client side, while the data from which the graphs are generated are located on the server.

In order to minimize the requirements on the user side, especially memory requirements, the necessary data is retrieved only when subsequent graphs are generated. The program enables to view three-dimensional graphs in the form of two-dimensional sections (graphs) for one pair of RL, RC or LC parameters along the chosen axis (R, L, C).

The application offers the capability to change the axis along which the graphs are viewed at any time (see Appendix B for an illustrated description of the operation of the interface).

The same number of two-dimensional graphs are generated for each axis. The program has been designed in such a way that it is possible to go directly to the selected cross-section with the implemented slider.

The tool discussed in this paper presenting the bifurcation cloud obtained by calculations can be found at the following Web address: https://m.machaczek.po.opole.pl/diagrams.html

Using the developed tool, six examples (Fig. 4, 5, 6, 7, 8, 9) of sections of the bifurcation cloud were made, determining the cutting plane in relation to each of the R, L and C axes, respectively. All diagrams (cloud sections) shown in this paper have a resolution of 1152 × 1152 and are the result of case 4 presented in Table 1. Note that the diagram shown in this paper in Figure 8 is a wider picture of the diagram presented in Figure 2(b) in the paper[16], which
FIGURE 6. Diagram for the RC cutting plane. \((R = [5.0, 25.0], \ L = 0.16, \ C = [3.14, 4.5])\).

FIGURE 7. Diagram for the RC cutting plane. \((R = [5.0, 25.0], \ L = 0.645, \ C = [3.14, 4.5])\).

FIGURE 8. Diagram for the RL cutting plane. \((R = [5.0, 25.0], \ L = [0.16, 1.45], \ C = 3.14)\).

FIGURE 9. Diagram for the RL cutting plane. \((R = [5.0, 25.0], \ L = [0.16, 1.45], \ C = 3.82)\).

may be considered the confirmation of the correctness of the calculations. The point cloud available on the Web at the indicated address has been limited in resolution. It is a result of case 3 from Table 1 and has a resolution of \(768 \times 768 \times 768\). This treatment is aimed at increasing the responsiveness of the developed web application, taking into account the limitations of the transfer of large amounts of data through the network.

Initially, the graph presentation tool was supposed to represent all points in three-dimensional space. This approach is presented in Figure 10 (the figure shows artificially generated points and colours for a three-dimensional \(10 \times 10 \times 10\) cube). The application enabled to perform the following operations on the cube: zoom in/out, rotate, move with respect to the axis and zoom in/out the point size. Figure 11 shows the result of the last operation.
VII. CONCLUSION

Calculations aimed at generating the data needed to obtain three-dimensional bifurcation diagrams are very time consuming. For this reason, it was decided not to carry out calculations using a sequential algorithm in this paper. We have decided to use a massive parallel algorithm for such time-consuming calculations and large dimensions of the problem. This method of implementing calculations using CUDA technology allowed obtaining the results in a satisfactory time.

Parallelization of the algorithm in CUDA technology for such large dimensions of the problem was a complicated task due to the amount of data and the limitations of using graphics cards to perform calculations, including a limited number of registers or memory size. The scale of the computational problem solved in this paper can be easily illustrated by referring to the number of solved systems of equations. It was 1,528,823,808 for the case 4 in Table 1. Proper organisation of calculations and division of tasks translated into a parallel algorithm that did not require a large number of massive and long transfers between the host and the CUDA device.

Nvidia CUDA technology shows great potential in parallel computing provided that the algorithm is properly implemented and that graphics card resources are used accordingly.

The use of the Three.js library allowed the implementation of a real-time program on the client side, making it generally available. A properly implemented program generates graphs in a satisfactory time. The time depends on the specification of the computer on which the graphs are viewed, as well as the speed of the network connection and the capabilities of the server.

It should be noted that the electric arc model has been used as an example only in this paper, while the presented algorithms, methods, and technology can be applied in many other fields of science where non-linear systems of differential equations are applicable.

APPENDIX A

Figure 12 shows the examples of electric arc circuits, described in the form of a system of equations (3).

However, such a presentation of data was not accepted because the browser’s responsiveness decreased and the demand for system resources increased with the increase of the size of the problem. In addition, it was difficult to view the graphs (in the form of sections) because some points obscured others. When implementing this data presentation method, the points were not loaded from the file (they were generated by the program), so it would also be necessary to take into account the time of loading the file by the application, which could be significant and affect the length of the page loading.

FIGURE 10. Initial presentation of the results in a three-dimensional space.

FIGURE 11. Initial presentation of the results in a three-dimensional space after increasing the size of points.

FIGURE 12. Two typical electric arc circuits.
The circuit shown in Fig. 12 (b) [13].

The system of equations (3) also describes the system on the left when $m = 1$ and $E = RI0 + U0$. Taking into account the appropriate conversion of variables, the system of equations (3) also describes the circuit shown in Fig. 12 (b) [13].

$$\frac{di}{d\tau} = \frac{1}{L} \left( u - \frac{U(i_0)}{i_0} \right), \quad \frac{dx}{dt} = \frac{1}{L} \left( y - x^m \right)$$

$$\frac{du}{d\tau} = \frac{1}{RC} \left( E - u - Ri \right), \quad \frac{dy}{dt} = \frac{1}{RC} \left( R + 1 - y - Rx \right)$$

$$\frac{d^2 u}{d\tau^2} = \frac{1}{\theta} \left( \gamma^2 - \gamma \right), \quad \frac{dz}{dt} = x^2 - z$$

where:

$$x = \frac{i}{I_0}, \quad y = \frac{uU}{U_0}, \quad z = \frac{i}{I_0}$$

**APPENDIX B**

Figure 13 shows an example of the graph available on the page along with the entire interface. Sliders below the graph allow movement along the selected axis (there is information about the current position next to the sliders). Initially, the sliders are in the far left position — this corresponds to the first cross-section on the selected axis, while the far right position corresponds to the last graph.

You can position the slider by clicking on the desired position of the slider or by dragging the marker along the slider. The first slider loads the graphs while moving the marker, the second slider loads the graph only after the marker is placed at the selected point. You can change the axis along which the movement will take place by using buttons 1, 2 and 3. You can also move along the axis using the arrows — the up arrow displays the next graph, while the down arrow displays the previous graph (on the selected axis).
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