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Abstract: Depth cameras are developing widely. One of their main virtues is that, based on their data and by applying machine learning algorithms and techniques, it is possible to perform body tracking and make an accurate three-dimensional representation of body movement. Specifically, this paper will use the Kinect v2 device, which incorporates a random forest algorithm for 25 joints detection in the human body. However, although Kinect v2 is a powerful tool, there are circumstances in which the device’s design does not allow the extraction of such data or the accuracy of the data is low, as is usually the case with foot position. We propose a method of acquiring this data in circumstances where the Kinect v2 device does not recognize the body when only the lower limbs are visible, improving the ankle angle’s precision employing projection lines. Using a region-based convolutional neural network (Mask RCNN) for body recognition, raw data extraction for automatic ankle angle measurement has been achieved. All angles have been evaluated by inertial measurement units (IMUs) as gold standard. For the six tests carried out at different fixed distances between 0.5 and 4 m to the Kinect, we have obtained (mean ± SD) a Pearson’s coefficient, $r = 0.89 ± 0.04$, a Spearman’s coefficient, $\rho = 0.83 ± 0.09$, a root mean square error, RMSE = 10.7 ± 2.6 deg and a mean absolute error, MAE = 7.5 ± 1.8 deg. For the walking test, or variable distance test, we have obtained a Pearson’s coefficient, $r = 0.74$, a Spearman’s coefficient, $\rho = 0.72$, an RMSE = 6.4 deg and an MAE = 4.7 deg.
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1. Introduction

The human gait analysis discipline has been highly developed in recent years with the base of new technologies. It can be applied in several areas, such as falls preventions [1,2], rehabilitation [3], sports [4], design of prosthetics [5], or design of robots [6].

Concretely, in medicine, which is the most significant area of investigation for gait analysis, it is essential to recognize different patterns in joint angles or distances to relating them to some anomaly or body deterioration and is closely associated with the prevention methods [7,8].

Therefore, several authors have searched for the gait analysis automatization using different technologies [9–16], such as Kinect v2 or accelerometers. In this sense, there are currently different degrees of development within the gait analysis in obtaining the different parameters with these new devices and methods.

One of the critical parameters of gait analysis is ankle angle [17–19], due to its relation with spatial and temporal gait parameters as step and center of gravity during gait. According to related work, Kinect v2 has several problems detecting the ankle angle; in fact, the foot is the less accurate detected point, affecting the Kinect suitability as a tool for this
analysis. However, according to [20], Kinect v2 can be used as a reliable and valid clinical measurement tool.

In this regard, one of the most advanced and widespread methods is the key point method, generally known as pose estimation, which consists of training algorithms to recognize specific points on the skeleton, such as the knee, elbow, neck, hip and others. Kinect v2 employs this method by default using a random forest-based algorithm that detects 25 points. More recently, new algorithms follow this idea, including OpenPose [21], which has developed another method using a convolutional neural network (CNN) to detect 25 points on the human body. On the other hand, another way consists of detecting the human body’s entire surface by generating a superimposed mask, and a region-based convolutional neural network (RCNN Mask) represents this method. From this overlay mask, the ankle angle is measured directly by projecting a line on the depth image and using linear regression to represent the foot and leg.

Based on the above, in this paper we will compare the results obtained by the Kinect’s algorithm, OpenPose algorithm, and the line projected on the mask, using depth and RGB images recorded with Kinect v2. As the gold standard, we use the angle measured by two IMUs through their Euler angles.

2. Related Work

Due to the great importance of developing tools to prevent and detect the deterioration of the human body, both concerning older people and in rehabilitation within other areas, much work has been done in recent years. In this section, we review several publications related to the evaluation of the Kinect systems with gait analysis.

Kharazi (2015) [22] and Jamali and Behzadipour (2016) [23] employed a Kinect v1 for gait parameters and demonstrated good accuracy for some joints like knee and hip positions and angles, but they obtained poor results for ankle parameters.

In a comparison between Kinect v1 and v2 for joints accuracy, Wang (2015) [24] used an eight infrared stereo cameras system as a gold standard, shows that only the lower legs were tracked with large offsets in Kinect v2. Authors argue that it may be due to ToF technology’s use in its interaction with flat surfaces by generating noise. Another similar comparative was made by Moataz (2016) [25], who used an eight infrared camera motion analysis system and a single Kinect v2 sensor to measure gait parameters, and obtained similar results, with a high error for ankle angle measured by Kinect but good accuracy for others.

Lamine (2017) [26] compares the gait analysis results from Kinect v2 with a Vicon motion system, with a person walking on a treadmill. The ankle angle obtained a mean error between 4° and 20°, with a Pearson correlation coefficient below 0.5.

Another interesting publication is Jeonghoon (2018) [27], in the first study to establish measurement characteristics during stair ambulation with Kinect v2. Authors show the Kinect v2 sensor’s ability to assess ankle joint kinematics was severely limited and comments that application of the technology for this purpose cannot be recommended at this time.

More recently, Bilesan (2019) [28], in a comparison study between Kinect v2 and Vicon data for gait parameters, demonstrates one more time that ankle angle from Kinect v2 has low accuracy and it is not suitable as a measurement variable.

Latorre (2019) [29], in a study in individuals with stroke, argues literally “parameters that involved ankle kinematics were discarded, as the Kinect v2 has been reported to have poor reliability in ankle detection”.

Some scientists have improved the Kinect’s internal algorithm based on random forest to solve some points’ low accuracy. These algorithms are called Human Pose Estimation. D'Eusanio (2016) [30] developed a neural network that improves the results obtained by the random forest in [31], but the foot joint only reaches 0.65% accuracy. Haque (2016) [32] employed a dataset containing 100 K annotated depth images to predict human joints in depth images. In the same way, Ballota (2018) [33] trained a fully convolutional network for
human head detection in depth images. More recently, other authors have used OpenPose for gait analysis. Erika D’Antonio (2020) [34] used OpenPose to investigate the accuracy of such a system estimating kinematic parameters of human gait using two webcams synchronized with inconclusive results, commenting on the need for further analysis. Stenum (2020) [35] used a system based on RGB images recording a person from the side while walking to obtain gait parameters employing OpenPose, with high accuracy of 0.89 for ankle angle.

Concerning the use of RCNN Mask with Kinect v2, Lee (2020) [36] uses this system to obtain human height estimation, reporting an error of 0.7%.

Due to all this information, authors have developed this method of projected lines to resolve the low accuracy in the ankle angle measurement from Kinect v2 and make it a more robust tool for gait analysis.

3. Materials and Methods

This work aims to obtain the person’s ankle angle employing the simultaneous recording with color and depth cameras, to improve the current methods to evaluate gait parameters. At this moment, with active cameras such as Kinect v2, it is possible to reach high precision measurements of other angles like the knee or the hips; however, the ankle angle is more complicated due to the low precision in the detection of the foot. In this paper, different detection methods are combined with depth data using projection lines. Therefore, it is a matter of obtaining, cleaning, processing, and verifying some of the Kinect information. The minimum experimental setup required to evaluate these methods is based only on a single active camera Kinect V2 and two inertial measurement units (IMUs) synchronized to a computer.

3.1. Tests

All tests were carried out by one healthy person, aged 30, with no known abnormalities.

3.1.1. Fixed Distance Tests

In these tests, one person is placed at a fixed distance from the Kinect and starts to make movements with the leg and foot to generate different ankle angles for about 30 s, as shown in the example in Figure 1. Distances are 0.5, 1, 1.5, 2, 3 and 4 m.

![Figure 1. Example of frames from a recording of the Kinect v2 measuring simultaneously with the inertial measurement units (IMUs), one on the foot and one on the leg below the knee, for the calculation of the ankle angle. Distance of 0.5 m. Only shows the region of interest for each frame.](image)

3.1.2. Walking Test

In this test, one person walks from 4.5 m to less than one meter away, then moves back to his initial position, always facing the camera, and walks the same distance again. The test route is illustrated in Figure 2.
3.2. Experimental Setup

The proposed methods to achieve automatic ankle angle detection rely on a relatively simple experimental setup, based on two primary sensors: an active camera Kinect v2 and two inertial measurement units (IMUs). A scheme of these proposed methods is depicted in Figure 3.

To carry out this experiment, the person’s foot must be within the Kinect field of view. Because of this, and in order to obtain the maximum possible distance range, the recording at 0.5 and 1 m, as well as the walking test, requires an inclination of the Kinect so that the upper body does not appear in the images. In contrast, this will not be necessary for the other distances, as illustrated in Figure 4.
3.2.1. Kinect v2-Integrated RGB and Depth Camera System

There are many devices that use depth cameras available on the market, and it is currently a growing technology. One of the employed devices in this experiment and one of the most employed devices of this kind from a general perspective is Microsoft Kinect v2. It works using time-of-flight (ToF) based technology (photons time-of-flight) to calculate each pixel’s depth, giving three coordinates \(x, y, z\) and time \(t\).

One of its main qualities is the integration of a body tracking system. Using a random forest algorithm, Kinect v2 can recognize the human body by giving each pixel different features with which it generates the classification of the 25 body joints [31]. It has a frequency of 30 Hz in both cameras and an RGB resolution of \(1920 \times 1080\) px and a depth camera resolution of \(512 \times 424\) px.

It is an affordable and easy-to-use device, being the main reason why it has been used in many studies that have to do with human body mobility, providing results that are considered adequate at a general level.

3.2.2. Inertial Measurement Units for Angle Detection

Two inertial measurement units (IMUs) are employed to check the Kinect data quality; specifically, the MbiantLab Metamotion R IMU, selected for its performance and affordable price, which allows obtaining data in realtime and has a free App that will facilitate our work. One of the main tools is the direct receiving of Euler angles [37] from two simultaneously calibrated IMUs, which allows getting the angle between them quickly. These three Euler angles are those generated by rotating on each of the \(x, y, z\) axes, generally called “roll”, “pitch” and “yaw”, respectively. In our case, the sampling frequency of these angles is 100 Hz.

3.3. Methods

Based on the experimental setup described in the previous section, a specific processing scheme must be followed to maintain the whole process’s final accuracy. The relevant processing steps have been summarized in Figure 5 and are described in the following sections:

![Figure 5. Steps to follow from reading the raw data to measuring the angle.](image)

3.3.1. Data Acquisition

This experiment is based on the recording, with an integrated RGB and depth camera system, of a person performing different movements with the lower limbs. He or she has two IMUs, one on the tibia and another on foot, to obtain the angles between them. The following explains the ways to get the data from Kinect and IMUs.

To obtain a correct TimeStamp for the data, we connect all devices to the same computer simultaneously.

Usually, Kinect v2 is placed at 1 m height to make the recording. The person is placed between 1.5 and 4.5 m, where Kinect can recognize the skeleton, and movements are performed. However, since we are experimenting with situations where the skeleton is not identified, the 1.5 m minimum distance limitation is not maintained. Instead, our range is extended to 0.5 m, in line with the limits of accuracy in the depth camera.

Once the recording is done with KinectStudio 2.0 (specific software required to record the raw data coming from the active camera Kinect V2), a .xef file is generated, for which
the KinectXEFTools tool has been used to read it. This tool generates a .avi file video with the RGB camera data and a .dat binary file with depth data from the IR camera.

Depth data are 2d-arrays, one for each depth camera frame, with shape depth camera resolution (in Kinect v2 424 × 512 px) and its values are the distance of the pixel to the camera [38].

The RGB data is a video file from which we will extract each frame of 1920 × 1080 px for automatic recognition of the human body.

It is also important to mention that although ideally both cameras have the same frequency, for processing requirements, this is not the case in practice. To minimize this problem, both sets of data have a timestamp for each frame to facilitate synchronization.

On the other hand, during the recordings the person wears the two IMUs on the leg and the foot. Self-adhesive strips have been used to place the IMUs on the body, tied around the leg and foot. A rigid platform has been placed on the leg strip, avoiding deviations mainly due to wrinkles in the clothes or something similar, but not on the foot because it makes it difficult to walk.

We group all devices to be used in test in the same group, to collect Euler angles of all of them simultaneously, at 100 Hz each.

The first thing is to make sure that IMUs placed on the body have the same orientation; this means the IMU put on the leg at rest will have an Euler angle of approximately 90° to the ground, while the one on foot will be almost parallel to the floor and therefore an Euler angle of roughly 0°. The “pitch” angle is measured in these tests, with a range of −180° to 180°.

Data are sent to the computer in realtime and saved as CSV file through the MetaBase application.

However, it is noticed that this raw data could lead to a serious mistake. An issue was detected in the frequency at which the computer processed the data coming from the IMUs. This means that while the IMUs worked at about 100 Hz, and therefore sent 100 data per second via Bluetooth to the PC, the PC was not able to store that data so quickly since it was allocating most of its processing resources to the information it received from the Kinect via USB 2.0 and others process. The main evidence of this is depicted in Figure 6, in which the frequencies of the two IMUs are non-linear and have an exact match.

![Figure 6.](image-url) Real and ideal sampling rate of a IMUs experiment at 100 Hz with a computer that is simultaneously recording video with Kinect v2. The real signal must be corrected due to the lag that results from the lack of computer processing power.

To solve this anomaly, we proceed as follows: if it has taken 80 s to collect \( N \) samples at a non-constant frequency and if we accept that the error is coming from the computer, then we can easily calculate how long it has taken the IMUs to collect \( N \) samples at a 100 Hz constant frequency. Simply, \( S_r = S_i \) where \( S_r \) and \( S_i \) are the area under the real and ideal curves in Figure 6, respectively. This step is essential to match the data from the IMUs to the Kinect, as can be seen in Figure 7.
3.3.2. Body Recognition for RGB and Depth Images

One of the most important things to address in this experiment is body recognition in a recording video or pictures. To obtain a certain shape of the human body with an automatic method, we have employed a mask neural network and pose estimation software.

Mask neural network passes through getting bounding boxes, which means a rectangular region where the detected object is founded to obtain its shape. Specifically, we have employed Mask RCNN with Keras module in Python, with pre-trained weights from the COCO dataset, where “person” is one of the classes trained. This neural network is based on [39], the Keras implementation can be consulted at [40], and an example is shown in Figure 8.

OpenPose is a pose estimation software based on Convolutional Neural Network, representing the human skeleton through 25 key points. This neural network is based on [21], the Keras implementation can be consulted at [41], and an example is shown in Figure 8.

Both methods run in RGB images. It is necessary to convert the pixels selected by the network to their corresponding pixels in the depth images to obtain the distance’s value in each one of them.

The first step is to synchronize each RGB image with its corresponding depth image. As mentioned above, the cameras’ frequencies are not the same and probably more images will be obtained from one camera than from another. Since the most important data is depth, the RGB image closest to it is selected for each depth array using each timestamp’s data. This way, we get the same number of depth images and color images.
Once achieved, RGB coordinates are converted to depth coordinates. For that, we know that the RGB camera has a resolution of $1920 \times 1080$ px, a focal length $f = 3291$ mm, and horizontal and vertical angles of view of $84.7^\circ$ and $54.36^\circ$, respectively.

Due to the two cameras’ different dimensions and focal lengths, not all the pixels in the RGB image exist too in their corresponding depth image. Assuming both cameras are located at the same point, the area that exists in both pictures is delimited, as shown in Figure 9.

![Diagram of the properties of the RGB and the depth cameras of the Kinect v2.](image)

Figure 9. Diagram of the properties of the RGB and the depth cameras of the Kinect v2. (a) Properties of the horizontal field of view and focal plane distances for RGB and IR cameras. (b) Properties of the vertical field of view and focal plane distances for RGB and IR cameras.

To find the relation between both cameras coordinate systems, if we fix the origin at the center of the RGB focal plane with coordinates $(x, y)$, then:

$$x_{\text{rgb}, \max} = 960 \text{ px}$$

and using the sine theorem and according to the scheme in Figure 8 obtain:

$$h = 3291 \times \frac{\sin 42}{\sin(90 - 42)}$$

(1)

$$h' = 3291 \times \frac{\sin 35}{\sin(90 - 35)}$$

(2)

$$\frac{h'}{h} \approx 0.777$$

(3)

So, it means that $x_{\text{rgb}, \max, IR} = 960 \text{ px} \times 0.77 = 740 \text{ px}$, being $x_{\text{rgb}, \max, IR}$ the limit pixel $x$ for which there is a corresponding pair in the depth image. In other words, all pixels $x > 740$ and $x < -740$ in the RGB image do not exist in the depth image. In the images coordinate system, this means that $x^{IR} = 512 \text{ px}$ corresponds to $x^{RGB} = 1700 \text{ px}$ and $x^{IR} = 0 \text{ px}$ corresponds to $x^{RGB} = 220 \text{ px}$. To take into account the $x$-axis shift between the two cameras, simply divide $h/960 \approx 3 \text{ mm/px}$. As the distance is 48 mm, the limits must be shifted to the left by 16 px.

Analogously, for $y$ pixel values, it is obtained that $x^{RGB} = 0 \text{ px}$ corresponds to $x^{IR} = 21 \text{ px}$, and $x^{RGB} = 1080 \text{ px}$ corresponds to $x^{IR} = 403 \text{ px}$.

Therefore, if $(x^{RGB}, y^{RGB})$ is a point in a color image, then the point $D^{IR} (x^{IR}, y^{IR})$ in the correspondent depth image is

$$x^{IR} = \left(x^{RGB} - 220 - 16\right) \times \frac{512}{1480}$$

(4)

$$y^{IR} = 21 + y^{RGB} \times \frac{382}{1080}$$

(5)
Now, we have a mask in the depth image that corresponds quite with the human shape, and we have the distance at which each pixel of that body is located. The same for the OpenPose data, as shown in Figure 10.

Figure 10. (Up) Correspondence between the mask in the RGB image and its calculated equivalent in the depth image. (Down) Correspondence between the OpenPose skeleton in the RGB image and its calculated equivalent in the depth image.

3.3.3. Ankle Angle Measurement

To correctly measure the ankle angle, it is necessary to make another change of coordinates, specifically from the depth camera system to the real world system. For this task, we have all the data we need available.

The IR camera has a resolution of $424 \times 512$ px, a focal length $f = 3657$ mm, and horizontal and vertical angles of view of $70^{\circ}$ and $60.2^{\circ}$, respectively.

These data indicate that the depth focal plane of the Kinect v2 is 5120 mm wide and 4240 mm high approximately, i.e., one pixel per centimeter. Using the sine theorem, we can quickly obtain the coordinates in the real world concerning the camera.

Following the scheme of Figure 11, with $P'(x', y')$ being a point on a depth image and $P$ being its real-world equivalent, the actual height of $P$, $h$, knowing that:

\[
\frac{h}{H} = \frac{h'}{H'} \quad (6)
\]

\[
\frac{H}{\sin \alpha} = \frac{d}{\sin(90 - \alpha)} \quad (7)
\]

Figure 11. Relationship between the height of an object in the real world and the pixel of that object in a Kinect v2 depth image.
Then it is easy to obtain the \( h \) value, which follows the formula:

\[
h = h' \times d \times \frac{\sin\alpha}{\sin(90 - \alpha)} \times \frac{1}{H'}
\]  

(8)

where \( h' = 10 \times y' \), \( H' = 4240/2 \text{ mm} \), \( \alpha = 30.1^\circ \) and \( d \) is the depth of the pixel \( P' \), which is a known value.

In this way, we obtain the point’s height, and the same logic is used to get the real lateral distance.

Therefore, if the point \( P' (x', y', z') \) is a depth pixel in an IR image, then the point \( P (x, y, z) \) that corresponds to \( P' \) in the real world can be obtained as follows:

\[
z = z'
\]

(9)

\[
x = 10 \times x' \times z \times \frac{\sin35}{\sin55} \times \frac{1}{2560}
\]

(10)

\[
y = 10 \times y' \times z \times \frac{\sin30.1}{\sin59.9} \times \frac{1}{2120}
\]

(11)

Once the mask is generated in the depth image, the aim is to obtain the ankle position.

Using OpenPose, and the same for the default Kinect skeleton, the problem is elementary, as we have located the three points (knee, ankle and foot) and their three \( x, y, z \) coordinates for each of them and each frame. With \( z \) being the depth and \( y \) the height, the angle \( \gamma \) is calculated using the known scalar product formula:

\[
\gamma = \arccos\left(\frac{z_1 \times z_2 + y_1 \times y_2}{\sqrt{z_1^2 + y_1^2} \times \sqrt{z_2^2 + y_2^2}}\right)
\]

(12)

with \( z_1 = z_{\text{knee}} - z_{\text{ankle}}, z_2 = z_{\text{foot}} - z_{\text{ankle}}, y_1 = y_{\text{knee}} - y_{\text{ankle}} \) and \( y_2 = y_{\text{foot}} - y_{\text{ankle}} \).

Regarding Mask RCNN, the process is more complex and is based on the projected line method, in which a line is projected on the leg of interest to know the ankle’s shape (Figure 9a). This projection line is generated from the mask, so it is essential to “clean” the mask to adjust it to the body as best as possible. We have implemented an algorithm to measure the average distance for all mask pixels in the depth image. With this distance, \( \overline{d} \), we define an interval of minimum and maximum length where there can be parts of the body, in our case \( d_{\text{min}} = \overline{d} - 700 \) and \( d_{\text{max}} = \overline{d} + 300 \) in millimeters and then generate another more accurate “clean” mask. To select only the leg that we are interested in, calculate the minimum and maximum values for \( x \) in the mask, and select only the part we are interested in. Then calculate a height limit which must be below the knee, and that follows the formula \( \text{lim} = f \times \text{height} \), where \( f \) is an experimental value that depends on the distance, \( \overline{d} \), according to Table 1.

| Distance/m | \( f \) |
|------------|--------|
| 0.5        | 0.65   |
| 1          | 0.65   |
| 1.5        | 0.75   |
| 2          | 0.8    |
| 3          | 0.9    |
| 4          | 0.95   |

Table 1. Relationship between distance and height factor, \( f \).

Now, we can project a line across the leg, convert his coordinates to the real world and obtain the ankle angle. An example of these steps can be shown in Figure 12.
The projection line contains points on the foot, the ankle and the low leg from the ankle until the knee. We obtain that the first point corresponds to the foot, the last point to the knee, and in the middle must be the ankle. For this experiment, the ankle is at the deepest point of the projection curve regarding the foot point and the knee point at the same time. The projection curve is rotated until the points foot and knee are at the same distance about the camera. The deepest point on the rotated curve is taken as a reference for the ankle.

Rotations follow the known matrix rotation for Euclidean space:

$$\begin{bmatrix} x' \\ y' \end{bmatrix} = \begin{bmatrix} \cos \beta & -\sin \beta \\ \sin \beta & \cos \beta \end{bmatrix} \begin{bmatrix} x \\ y \end{bmatrix}$$  \hspace{1cm} (13)$$

An example of this transformation is shown in Figure 13. In it, the irregular blue curve is the projection curve as we extract it. The orange curve that is superimposed on it is the same curve after smoothing with the Savitzky-Golay filter. The green curve is the same as the orange one rotated one $\beta$ angle so that $L$ (leg) and $F$ (foot) are at the same depth. This is done so that regardless of the camera’s position about the leg, the ankle is always the deepest point, making it easier to locate it approximately. The measurement of the ankle angle, $\alpha$, is done by simple linear regression of each part $F' - A'$ and $A' - L'$.

For the IMUs, once data collection is done, we have Elapsed time, TimeStamp and Euler angles for each of one. Same as with the Kinect cameras, the first step is to synchronize both devices. Even if IMUs data were collected simultaneously at the same frequency, there will always be a time lag between one IMU data and the other one in the real world. This lag is due to multiple factors intrinsic to their materiality and the element’s processing capabilities. Thus, it is essential to perform a re-synchronization task using data from two different IMUs to obtain the right angle.
Figure 13. Graphic example showing the steps since the data obtained directly by the projection line (blue), the smoothed curve (orange) to the rotation line (green), that rotes beta degrees with the origin in the foot point, F, to keep the ankle as the furthest point to facilitate its recognition, A’. Finally, the regression lines (red) form the alpha angle, which is the angle of the ankle that is finally measured.

Following the scheme in Figure 14, if the $IMU_\alpha$ is on the leg below the knee, and the $IMU_\beta$ is on foot, then the ankle angle, $\theta$, is calculated as:

$$\theta_{\text{ankle}} = 180 - \alpha_{\text{leg}} + \beta_{\text{foot}}$$

(14)

Figure 14. Graphic example to measure the angle formed by two IMUs, $\theta$, through their Euler $\alpha$ and $\beta$ ‘pitch’ angles.

This formula is valid for all other possible situations with $\alpha, \beta \in [-180, 180]$.

3.3.4. Statistics

Pearson’s correlation coefficient ($r$) was used to assess the association’s linear strength between the two motion capture methods. For the remaining non-normally distributed parameters, Spearman’s rho was used instead. For both coefficients, their 95% confident intervals were calculated using Fisher’s Z score, $r_z$:

$$r_z \pm z_{0.975} \times se$$

(15)
where \( se = \frac{1}{\sqrt{N-3}} \) and \( z_\alpha \) is the Z value for the 95% CI in the Standard Normal Distribution Table, and it has been calculated with scipy package using \( z_\alpha = stats.norm.ppf\left(1 - \frac{\alpha}{2}\right) \).

To provide sufficient information on one device’s measurements to the other, the root means squared error (RMSE) and the mean absolute error (MAE) have been calculated.

\[
RMSE = \sqrt{\frac{\sum_{n=1}^{N} (x_{K,n} - x_{I,n})^2}{N}}
\]

\[
MAE = \frac{\sum_{n=1}^{N} \left| x_{K,n} - x_{I,n} \right|}{N}
\]

where \( x_K \) is each Kinect angle value, \( x_I \) is its corresponding IMUs angle value, and \( N \) is the total number of measurements.

3.3.5. Propagation of Uncertainty

Analytically, operating only with the depth distance error, disregarding the rest, since the angle is obtained employing the scalar product, and assuming that the depth at the same frame is the same for the knee and foot:

\[
\cos \alpha = \frac{z_k \times z_f + y_k \times y_f}{\sqrt{z_k^2 + y_k^2} \times \sqrt{z_f^2 + y_f^2}} = \frac{z^2 + y_k \times y_f}{\sqrt{z^2 + y_k^2} \times \sqrt{z^2 + y_f^2}} = g(z)
\]

where \( z_k \) is the knee depth and \( z_f \) is the foot depth, assuming that \( z_k = z_f = z \), with the origin in the ankle depth. Operating only with the depth distance error and disregarding the rest, then:

\[
\alpha = \arccos(g(z)) = f(z)
\]

\[
\delta \alpha = \frac{df(z)}{dz} \times \delta z
\]

with [38]:

\[
\delta z = \frac{0.01}{3}z + \frac{0.025}{3}
\]

The IMUs have an error of less than a tenth of a degree, so they are considered measures without error.

4. Results

This section shows the results obtained for measuring the ankle angle according to the criteria and techniques explained in the previous sections.

4.1. Distance Tests

First, the results of six recordings at different distances from the Kinect camera are presented below to cover the entire range of distances allowed by the device. These distances are 0.5, 1, 1.5, 2, 3 and 4 m. As for the 0.5 m distance test, Kinect algorithm and OpenPose library cannot recognize the human body, so there are no skeleton metrics. All results have been calculated using the methods detailed in the statistics section.

Numerical results of the metrics used are shown in Tables 2 and 3. In this table, we offer the data referring to our method of projection lines against the standard of IMUs, and also the values obtained by the skeleton that generates the Kinect automatically when it exists. Pearson and Spearman’s coefficients have been calculated with their corresponding 95% confidence intervals, and all \( p \)-values are lower than 0.0001.
Table 2. In distance tests, correlation coefficients obtained by the projection lines method based on RCNN Mask proposed in this work, OpenPose software and the Kinect default skeleton, versus the IMUs gold standard. All Pearson’s and Spearman’s \( p \)-values < 0.0001.

| Distance/m | Projected Line \([95\%\text{CI}]\) | OpenPose | Default Skeleton | Projected Line \([95\%\text{CI}]\) | OpenPose | Default Skeleton |
|------------|---------------------------------|----------|-----------------|---------------------------------|----------|-----------------|
| 0.5        | 0.95 (0.94, 0.96)                | -        | -               | 0.94 (0.93, 0.95)                | -        | -               |
| 1          | 0.90 (0.88, 0.91)                | 0.60     | (0.55, 0.66)    | 0.86 (0.84, 0.88)                | 0.90     | (0.88, 0.91)    | 0.60 (0.54, 0.65) | 0.89 (0.87, 0.90) |
| 1.5        | 0.92 (0.90, 0.93)                | 0.61     | (0.55, 0.67)    | 0.19 (0.10, 0.28)                | 0.91     | (0.89, 0.92)    | 0.66 (0.60, 0.71) | 0.33 (0.25, 0.41) |
| 2          | 0.89 (0.87, 0.91)                | 0.74     | (0.70, 0.77)    | 0.33 (0.25, 0.41)                | 0.75     | (0.71, 0.78)    | 0.75 (0.71, 0.78) | 0.50 (0.43, 0.56) |
| 3          | 0.85 (0.83, 0.87)                | 0.28     | (0.22, 0.35)    | 0.74 (0.70, 0.77)                | 0.67     | (0.63, 0.71)    | 0.18 (0.11, 0.25) | 0.57 (0.51, 0.61) |
| 4          | 0.83 (0.80, 0.85)                | 0.43     | (0.37, 0.49)    | 0.28 (0.21, 0.35)                | 0.85     | (0.83, 0.87)    | 0.25 (0.18, 0.32) | 0.38 (0.31, 0.44) |
| Mean ± SD  | 0.89 ± 0.04                     | 0.53 ± 0.15 | 0.4 ± 0.2 | 0.83 ± 0.09                   | 0.5 ± 0.2                      | 0.5 ± 0.2 |

Table 3. In distance tests, error values obtained by the projection lines method based on Mask RCNN proposed in this work, OpenPose software and the Kinect default skeleton, versus the IMUs gold standard.

| Distance/m | Projected Line | OpenPose | Default Skeleton | Projected Line | OpenPose | Default Skeleton |
|------------|----------------|----------|-----------------|----------------|----------|-----------------|
| 0.5        | 5.50           | -        | -               | 4.40           | -        | -               |
| 1          | 13.40          | 19.10    | 12.20           | 9.90           | 11.71    | 8.22            |
| 1.5        | 10.50          | 24.20    | 28.80           | 7.70           | 16.90    | 17.40           |
| 2          | 13.60          | 16.50    | 19.10           | 10.00          | 10.72    | 11.30           |
| 3          | 10.69          | 23.40    | 14.90           | 7.49           | 14.53    | 9.70            |
| 4          | 10.60          | 18.37    | 30.70           | 7.40           | 14.50    | 21.00           |
| Mean ± SD  | 10 ± 2         | 20 ± 3   | 20 ± 4          | 7.5 ± 1.8      | 13 ± 2   | 13 ± 7          |

Figure 15 shows the value of the ankle angles measured by the Kinect by projection line, by pose estimation using OpenPose library and by the IMUs as a function of time. When it exists, the ankle angle formed by the skeleton automatically generated by the Kinect is also shown to compare results.

Finally, with the same intention of comparing our method’s values with the IMUs Euler angle’s as gold standard, Figure 16 shows the values of one method against the other to see how the relationship between them works and better understand the results of Table 2.
Figure 15. Graph showing the comparison between the ankle angle measured by the Kinect v2 with our projection lines method (red), the ankle angle measured by OpenPose (violet) and the angle measured by the IMUs using Euler’s angles (blue), for different distances in relation to the Kinect, which are: 0.5, 1, 1.5, 2, 3 and 4 m. Red and violet shaded area is the Kinect angle error following Equation (20). In addition, when it exists, the ankle angle measured with the default skeleton generated by the Kinect (green) is also represented.
Figure 16. Graph showing the linearity between the ankle angle measured by the Kinect v2 with our method of projection lines and the angle measured by the IMUs using Euler’s angles, for different distances in relation to the Kinect, which are: (a) 0.5, (b) 1, (c) 1.5, (d) 2, (e) 3 and (f) 4 m.

4.2. Walking Test

Second, the walking test results are shown below. Kinect algorithm cannot recognize the human body, so there are no default skeleton metrics (see Figure 4). Measured metrics are the same as distance tests and can be seen in Tables 4 and 5 and Figures 17 and 18.

Table 4. In walking test, correlation coefficients obtained by the projection lines method based on RCNN Mask proposed in this work, OpenPose software and the Kinect default skeleton, versus the IMUs gold standard. All Pearson’s and Spearman’s p-values < 0.0001.

|                 | Pearson, $r$ (95% CI) | Spearman, $\rho$ (95% CI) |
|-----------------|-----------------------|---------------------------|
| Projected Line  | 0.74 (0.78, 0.70)     | 0.26 (0.20, 0.32)         |
| OpenPose        | 0.25 (0.20, 0.30)     |                           |
| Default Skeleton| -                     |                           |

|                 | Projected Line | OpenPose | Default Skeleton | Projected Line | OpenPose | Default Skeleton |
|-----------------|----------------|----------|------------------|----------------|----------|------------------|
| RMSE/deg        | 6.39           | 11.75    | -                | 4.76           | 8.63     | -                |

Table 5. In walking test, error values obtained by the projection lines method based on Mask RCNN proposed in this work, OpenPose software and the Kinect default skeleton, versus the IMUs gold standard.
5. Discussion

Tables 2 and 4 show a robust linear relationship, which means that the relative variations of the angles are very similar, so the measured values’ differences are almost constant and easily adjustable. The six fixed distance tests obtain a Pearson’s coefficient average between our method and the standard measurement with IMUs of 0.89, which means a solid and stable linear relationship between the two, and obtains its maximum of 0.95 at the minimum distance where neither Kinect nor OpenPose is not able to recognize the person. Spearman’s coefficients give us useful information when evaluating the results since they allow us to observe subsets of non-linear measurements within the whole set. Therefore, we can detect frames in which the projected line method measurement and the IMUs are not in agreement. For example, this occurs in the fifth image of Figure 16, a distance equal to 3 m. It is observed that the intermediate values follow a slight concave curve within the overall linearity of the data set. The six tests’ average obtains a Spearman’s coefficient
of 0.83, slightly lower than Pearson’s but which in absolute terms also reflects a strong relationship of monotony between the two curves and obtains its maximum of 0.94 at the same distance which Pearson’s coefficient is greater 0.5 m. For the walking test, correlation coefficients suffer a significant decline, with 0.74 and 0.72 values for Pearson and Spearman, respectively. One of the causes could be wearing long jeans because they cover the ankle and modify the projection line’s profile. Other possible technical reasons will have to be analyzed when using this method in future investigations of all kinds. However, the correlations obtained offer promising results. We believe that the moving average used and the linear regression representing foot and leg smooth out the trousers’ peaks that the Kinect can measure in some pixels, improving the system’s accuracy.

Regarding error metrics, it has been considered to include both the RMSE and the MAE because of the criteria diversity and to provide more information. For the fixed distance tests, the mean of the RMSE is 10.3°, and the mean of the absolute error is 7.5, in a range of 360° for the six tests. These values demonstrate high precision in mean value calculation for an ankle angle recording. Together with the correlation coefficients, as can be seen in Figure 14, our results provide a high precision not only for the mean value but for each value calculated in each frame. Similar results are obtained in the walking test, in which the mean of the RMSE is 6.39°, and the mean of the absolute error is 4.6.

We want to stress how important it is that the Kinect has obtained the best values at that distance where it is complicated to generate automatic recognition with pose estimation technics. At this distance of 0.5 m, the RMSE is 5.5°, the MAE is 4.4°, the r-squared show in Figure 15 is 0.851 and Pearson’s and Spearman coefficients are 0.95 and 0.94, respectively. With this data, our method demonstrates its ability to make accurate measurements at distances of less than one meter, even though the Kinect error at that distance is more significant. Therefore, this method is suitable for use in places with little space for testing with angle measurements.

In contrast, the OpenPose library has obtained results below the method proposed in this paper, and in many cases, worse than Kinect’s random forest-based algorithm. It is an unexpected result, with 0.54 and 0.5 values for Pearson and Spearman, respectively, in the fixed distance tests, and 0.25 and 0.26, respectively, for the walking test. One of the possibilities is that the successive unit conversions, mainly between RGB and depth, can significantly affect a very narrow area such as the ankle. A few pixels difference can move the “ankle” point located in the RGB image outside the human body in the depth image. The Kinect algorithm uses depth data to identify the pixel corresponding to the ankle and therefore does not have this problem. Another possibility is that, although the ankle’s RGB pixel is correctly translated to the depth pixel, its position is not exact. OpenPose detects the ankle with a margin of error and sometimes places it on foot, sometimes on the leg, and this alters the angle that is finally measured with Equation (12). OpenPose indeed recognizes the ankle angles generated by bending and rising well, as are the first few seconds of each fixed distance test, which are easily recognized by their bell-shaped design. However, other types of movements that are not accompanied by the rest of the body are more difficult to measure.

Regarding the comparison with the Kinect’s default skeleton, the results indicate that our method practically doubles the angle measurement precision. Furthermore, it is much more robust with similar results in all tests, while the default skeleton varies significantly in its metrics. For example, if it has achieved good results for the distance of one meter, even improving our method’s values in the RMSE and the MAE, the results are awful for the 1.5 and 4 m, and for the rest, they are still worse than ours. Therefore, our method has proven to be much more accurate and robust than the default skeleton.

In turn, there are two significant limitations of our method. The first is that this method is not a realtime method. The time spent processing Kinect data of a recording video for about one minute is approximately half an hour, so it could be a problem in situations in which results must be obtained faster. Authors think this problem can be resolved if instead use the Kinect Studio .xef file for processing data, and we work with a
code that reads each frame information in realtime and calculates the angle for each one. However, this leads to a slight decrease in the data acquisition frequency, and it is a future research way for the authors.

The second limitation is relative to \( f \) (height) factor in Table 1. This experimental factor can need few variations according to the person’s size and the Kinect angle in relation to the person, which are the variables that define the proportion of the body that appears in the image. Nevertheless, the \( f \) factor adaptation is straightforward and can be calibrated using a single frame for each distance to be measured. Similarly, the angle measurement differences between IMUs and the projected line method are because the person is bent over, and the projection line has exceeded the knee’s height. This makes the project line take up points at a greater distance, and this problem can be observed in the valleys of Figure 15, mainly for distances of 1 and 2 m. The solution for this limitation is simple, and it consists of placing the Kinect at a lower height perpendicular to the area to be measured.

Concerning the scope of the tests, the seven measurements were carried out in our laboratory and on a single healthy person, which act as “reference” for the method validation under normal conditions. Thus, the results cannot be fully generalized at this point; further testing of the method on a larger number of subjects is necessary. We hope to continue exploring the limits of the proposed method in future publications.

On the one hand, all these arguments and data lead us to corroborate the projection line method’s validity and superiority accuracy, using an integrated RGB and Depth camera system, over current pose estimation, due to its capacity to generate a real relief for each frame and its ability to measure at distances of less than one meter. On the other hand, pose estimation methods are faster.

6. Conclusions

The present paper results for ankle angle extraction from Kinect v2 using a RCNN Mask network demonstrate that the projection lines method is highly accurate. Comparing this method and the golden standard using Inertial Measurement Units shows significant correlation and precision, highly improving the results reported by Kinect’s own algorithm and OpenPose library, both of them pose estimation technics.

This method can be applied to improve gait analysis when using devices similar to Kinect v2, providing new and accurate data. Authors are also confident this same method can be used any device that integrates a color camera and a depth camera, only by adapting the camera resolutions and lens properties to that particular device.

The adaptability of this method is extensive and its application depends strongly on the object detection capability of the recently developed algorithms. For areas where the algorithms have low precision, this technique can be of great help and can be used in many fields of study as the RCNN Mask network currently detects 80 different classes. With this technique, angles and distances of such objects could easily be measured even in small environments, as demonstrated in this manuscript.

The next aim is to be able to perform the projection on other objects to detect more variables and reduce the calculation times as much as possible.
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