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Abstract

The paper is concerned with the development of efficient and accurate solution procedures for the isogeometric boundary element method (BEM) when applied to problems that contain inclusions that have elastic properties different to the computed domain. This topic has been addressed in previous papers but the approach presented here is a considerable improvement in terms of efficiency and accuracy.

One innovation is that initial stresses instead of body forces are used. This then allows a one step solution without iteration. In addition, a novel approach is used for the computation of strains, that avoids the use of highly singular fundamental solutions. Finally, a new type of inclusion is presented that can be used to model reinforcement bars or rock bolts and where analytical integration can be used. Test examples, where results are compared with Finite Element simulations, show that the proposed approach is sound.
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1. Introduction

Since the publication of the first paper on the topic \cite{8}, isogeometric analysis has gained increased popularity. The majority of applications have been with the Finite Element method (FEM) and much less with the Boundary Element method. However, the advantage of the BEM, that only the discretisation of the boundary is required, makes it an ideal companion to CAD. First applications of the isogeometric BEM were published in elasticity in 2-D \cite{13,14} and in 3-D \cite{11}. The method was also applied to problems in acoustics \cite{15} and electromagnetic scattering \cite{16}. Ways of accelerating isogeometric BEM solutions were published \cite{12}. In \cite{9} the concept of a geometry independent field approximation, which involved a decoupling of the geometry definition and the approximation of the unknown, was first introduced. This concept that was later adopted by others \cite{1}. The seamless integration of BEM and CAD was discussed in \cite{10}. The method was applied to viscous flow in \cite{6,3}. In a recent book published on the isogeometric BEM \cite{5} it was shown how geometrical information can be taken directly from CAD data and that efficient and accurate simulations with very few unknowns can be obtained.

One fact that has hampered the widespread use of the isogeometric BEM is that fundamental solutions, on which the method is based, exist only for elastic material properties and homogeneous domains. However, as shown in the cited literature, this obstacle can be overcome by the use of body forces. The concept of body forces has already been applied to the solution of problems with elasto-plastic inclusions in \cite{4,2}. However, the approach presented there involved an iterative process and the conversion of initial stresses to body forces, resulting in a lack of efficiency. Here we address this problem and propose remedies. In addition a new type of inclusion, namely reinforcement bars or rock bolts, is introduced. For this type of inclusion analytical integration can be used, resulting in a significant increase in efficiency.

2. Theory

As in previous work \cite{4} we propose to solve the problem by considering initial stresses generated inside the inclusions. The initial stresses $\sigma_0$ due to a difference in elastic properties are given by:

$$\sigma_0 = (D - D_{incl}) \epsilon$$ (1)
where ε is the total strain, D and D_{incl} is the elasticity matrix for the domain and the inclusion, respectively.

We may also consider initial stresses σ^0 due to elasto-plasticity, given by:

\[ \sigma^0 = (D - D_{ep, incl}) \epsilon \] (2)

where D_{ep, incl} is the elasto-plastic matrix of the inclusion.

In [3] the initial stresses were converted to body forces and the solution was obtained by iteration. We now propose to use the initial stresses directly and to solve the elastic problem without iterations. There are several advantages to this approach, as will be discussed, but one benefit is that it allows the modelling of non-linear material behaviour for the case where the inclusion has different elastic properties to the domain. The previously published iterative method was not suitable to be combined with non-linear iterations. Another novel part is that (in addition to the mapping methods published in [4]) we develop special mapping methods for reinforcement bars and rock bolts. In the following we first establish the governing integral equations and then discuss in detail how the arising volume and surface integrals are evaluated.

2.1. Governing integral equations

Consider a domain Ω with a boundary Γ, containing a subdomain Ω_0 where initial stresses \( \sigma_0(\hat{x}) \) are present. We apply the theorem by Betti and the collocation method to arrive at the governing integral equations. This means that we set the work done on the boundary Γ by tractions T times displacements u equal to the work done by displacements U times tractions t. We assume T and U to be fundamental solutions of the governing differential equation at \( \hat{x} \) due to a source at \( \vec{x}_n \) and u, t to be boundary values. If initial stresses are present, additional work is done in the domain Ω_0 by the initial stresses \( \sigma_0(\hat{x}) \) times strains E(\( \vec{x}_n, \hat{x} \)). Therefore the regularised integral equation is written as:

\[
\begin{align*}
\int_{\Gamma} T(\vec{x}_n, \hat{x}) (u(\hat{x}) - u(\vec{x}_n)) \, d\Gamma(\hat{x}) - A_n u(\vec{x}_n) &= \int_{\Gamma} U(\vec{x}_n, \hat{x}) \, t(\hat{x}) \, d\Gamma(\hat{x}) \\
&+ \int_{\Omega_0} E(\vec{x}_n, \hat{x}) \sigma_0(\hat{x}) \, d\Omega(\hat{x}).
\end{align*}
\] (3)

where A_n represents the azimuthal integral that is zero for finite domain problems. The derivation of Eq. (3) and the fundamental solutions U and T are presented in [5].

The fundamental solution E is given by:

\[ E_{ijk} = \frac{-C}{r^2} \left[ C_3 (r_i \delta_{ij} + r_j \delta_{ik} - r_k \delta_{ij}) - C_4 r_i r_j r_k \right] \] (4)

where \( r = |\hat{x} - \vec{x}_n| \), \( r_i = \frac{\partial}{\partial x_i} \) and \( \delta_{ij} \) is the Kronecker Delta. The constants are: \( C = \frac{1}{16\pi G(1-\nu)} \), \( C_3 = 1 - 2\nu \) and \( C_4 = 3 \) where G is the shear modulus and \( \nu \) the Poisson’s ratio.

In the following we will use matrix algebra and it is therefore necessary to convert the stress and strain tensors to matrices, using Voigt notation.

The initial stresses can be written as:

\[ \sigma_0 = \begin{pmatrix} \sigma_{11} \\ \sigma_{22} \\ \sigma_{33} \\ \sigma_{12} \\ \sigma_{23} \\ \sigma_{13} \end{pmatrix}_0 \] (5)

The tensor E_{ijk} is converted to a matrix E:

\[
E = \begin{bmatrix}
E_{111} & E_{122} & E_{133} & E_{112} + E_{121} & E_{123} + E_{132} & E_{113} + E_{131} \\
E_{211} & E_{222} & E_{233} & E_{212} + E_{221} & E_{223} + E_{232} & E_{213} + E_{231} \\
E_{311} & E_{322} & E_{333} & E_{312} + E_{321} & E_{323} + E_{332} & E_{313} + E_{331}
\end{bmatrix}
\] (6)
2.2. Discretised integral equations

2.2.1. Geometry approximation of the boundary

For the geometrical discretisation we divide the boundary of the problem into patches and the inclusion into subdomains. After the discretisation into patches we obtain the following boundary element equations (omitting the volume term for the moment):

\[
\sum_{e=1}^{E} \int_{\Gamma_e} U(\tilde{x}_n, \hat{x}) \cdot \mathbf{t}^e(\hat{x}) \, d\Gamma_e(\hat{x}) - \sum_{e=1}^{E} \int_{\Gamma_e} T(\tilde{x}_n, \hat{x}) \mathbf{u}^e(\hat{x}) \, d\Gamma_e(\hat{x}) + \sum_{e=1}^{E} \left( \int_{\Gamma_e} \mathbf{T}(\tilde{x}_n, \hat{x}) \, d\Gamma_e(\hat{x}) - A_n \right) \mathbf{u}(\tilde{x}_n) = 0
\]  

(7)

where \( e \) specifies the patch number and \( E \) is the total number of patches. The geometry of patches is defined using NURBS basis functions \( R_i \) of local coordinates \( \xi, \eta \):  

\[
\mathbf{x}(\xi, \eta) = \sum_{i=1}^{I} R_i(\xi, \eta) \mathbf{x}_i. 
\]  

(8)

where \( I \) is the total number of control points and \( \mathbf{x}_i \) are control point coordinates.

2.2.2. Approximation of boundary values

For the approximation of the boundary values we use a geometry independent field approximation. Unknown values are approximated by

\[
\hat{\mathbf{u}}^e(\xi, \eta) = \sum_{k=1}^{K} \hat{R}_k(\xi, \eta) \hat{\mathbf{u}}_k^e \\
\hat{\mathbf{t}}^e(\xi, \eta) = \sum_{k=1}^{K} \hat{R}_k(\xi, \eta) \hat{\mathbf{t}}_k^e.
\]  

(9)

and may be refined using the standard methods used in isogeometric analysis such as knot insertion and order elevation. Our refinement philosophy is to take the NURBS functions that define the geometry of the problem and refine them as necessary.

Known values are defined by

\[
\bar{\mathbf{u}}^e(\xi, \eta) = \sum_{k=1}^{K} \bar{R}_k(\xi, \eta) \bar{\mathbf{u}}_k^e \\
\bar{\mathbf{t}}^e(\xi, \eta) = \sum_{k=1}^{K} \bar{R}_k(\xi, \eta) \bar{\mathbf{t}}_k^e.
\]  

(10)

where \( \hat{R}_k \) and \( \bar{R}_k \) are basis functions, which may be different from the ones defining the geometry and the unknown values. \( \hat{\mathbf{u}}_k^e, \hat{\mathbf{t}}_k^e \) are the parameter values at control points\(^1\).

2.3. Geometry definition of inclusions

For the simulation we use two different types of inclusion: General inclusion to represent a volume and a linear inclusion to represent reinforcement bars.

2.3.1. General inclusion

General inclusions are defined by bounding NURBS surfaces. We establish a local coordinate system \( s = (s, t, r)^T = [0, 1]^3 \) as shown in Figure 3 and map from local \( s \) coordinates to global \( \mathbf{x} \) coordinates. The global coordinates of a point \( \mathbf{x} \) with the local coordinates \( s \) are given by

\[
\mathbf{x}(s, t, r) = (1 - r) \mathbf{x}^I(s, t) + r \mathbf{x}^{II}(s, t)
\]  

(11)

\(^1\)It should be noted here that for known values that have a simple variation we may even use lower order Lagrange polynomials for \( \bar{R}_k \), in which case \( \bar{\mathbf{u}}_k^e \) or \( \bar{\mathbf{t}}_k^e \) represent nodal values.
where
\[ \mathbf{x}^I(s,t) = \sum_{k=1}^{K^I} R_k^I(s,t) \mathbf{x}_k^I \quad \text{and} \quad \mathbf{x}^{II}(s,t) = \sum_{k=1}^{K^{II}} R_k^{II}(s,t) \mathbf{x}_k^{II}. \] (12)

The superscript \( I \) relates to the bottom (red) surface and \( II \) to the top (green) bounding surface and \( \mathbf{x}_k^I, \mathbf{x}_k^{II} \) are control point coordinates. \( K^I \) and \( K^{II} \) represent the number of control points, \( R_k^I(s,t) \) and \( R_k^{II}(s,t) \) are NURBS basis functions. Note that there is a one to one mapping between the local surface coordinates \( \xi, \eta \) and the local coordinates \( s, t \).

The derivatives are given by
\[ \frac{\partial \mathbf{x}(s,t,r)}{\partial s} = (1-r) \frac{\partial \mathbf{x}^I(s,t)}{\partial s} + r \frac{\partial \mathbf{x}^{II}(s,t)}{\partial s} \]
\[ \frac{\partial \mathbf{x}(s,t,r)}{\partial t} = (1-r) \frac{\partial \mathbf{x}^I(s,t)}{\partial t} + r \frac{\partial \mathbf{x}^{II}(s,t)}{\partial t} \]
\[ \frac{\partial \mathbf{x}(s,t,r)}{\partial r} = -\mathbf{x}^I(s,t) + \mathbf{x}^{II}(s,t) \] (13)

where for example:
\[ \frac{\partial \mathbf{x}^I(s,t)}{\partial s} = \sum_{k=1}^{K^I} \frac{\partial R_k^I(s,t)}{\partial s} \mathbf{x}_k^I \quad \text{and} \quad \frac{\partial \mathbf{x}^{II}(s,t)}{\partial s} = \sum_{k=1}^{K^{II}} \frac{\partial R_k^{II}(s,t)}{\partial s} \mathbf{x}_k^{II}. \] (14)

The Jacobi matrix of this mapping is
\[ \mathbf{J} = \begin{pmatrix} \frac{\partial \mathbf{x}}{\partial s} \\ \frac{\partial \mathbf{x}}{\partial t} \\ \frac{\partial \mathbf{x}}{\partial r} \end{pmatrix} \] (15)

and the Jacobian is \( J = |\mathbf{J}| \).

2.3.2. Linear inclusion, reinforcement bar/rock bolt

This type of inclusions is used for reinforcement bars and rock bolts. Here we assume that the geometry is defined by a linear NURBS curve and that the bar has a circular cross-section with radius \( R \) over which the stress and strain are assumed constant. The assumption is that the area of the cross-section of the inclusion is significantly smaller that of the medium it is embedded in, allowing simplifications to be introduced for the integration.

Remark: It should be noted here that a higher order NURBS could also be used to define the geometry of a curved bar. The restriction to linear NURBS has been imposed in this paper because it allows the integration to be carried out analytically, resulting in an efficient simulation if many rock bolts are present.

We establish a local coordinate system \( s = [0, 1] \) as shown on the right in Figure 2. The global
coordinates of a point \( x \) with the local coordinate \( s \) are given by

\[
x(s) = \sum_{k=1}^{K} R_k(s) x_k
\]  
(16)

where \( K \) is the number of control points, \( R_k(s) \) are NURBS basis functions and \( x_k \) are control point coordinates. We also define a local coordinate system whereby the \( z' \) axis is along the bar specified by unit vector \( v_{z'} \). The vector along the bar is given by

\[
V_{z'} = \frac{\partial x(s)}{\partial s} = \sum_{k=1}^{K} \frac{\partial R_k(s)}{\partial s} x_k
\]  
(17)

The Jacobian is

\[
J = \sqrt{V_{z'_x}^2 + V_{z'_y}^2 + V_{z'_z}^2}
\]  
(18)

The unit vector in \( z' \) direction is given by

\[
v_{z'} = \frac{V_{z'}}{J}
\]  
(19)

The direction of the other axes are constructed perpendicular to \( z' \), as will be shown later.

2.4. Evaluation of integrals

The surface integrals in Eq. (7) are evaluated numerically using established procedures as outlined in [5]. The evaluation of the volume integrals will be discussed later.

2.5. System of equations

The discretised integral equations can be written as:

\[
[L][x] = [r] + [B_0][\sigma_0]
\]  
(20)

where \( L \) is the left hand side, \( x \) is the vector of unknowns and \( r \) is the right hand side (for details of derivation see [3]), \( \{\sigma_0\} \) is a vector that gathers all initial stress components at grid points inside the inclusions.

For the numerical integration, used for the general inclusions, we need the values of the initial stress at Gauss points. The value of initial stress at a point with the local coordinates \( s = (s,t,r)^T = [0,1]^3 \) is obtained by interpolation between grid points.

\[
\sigma_0(s) = \sum_{j=1}^{J} M_j^0(s)\sigma_{0j}
\]  
(21)
where $\sigma_{0j}$ is the initial stress vector at grid point $j$ with the local coordinate $s_j$. $M_j^\sigma(s)$ are linear or constant basis functions, which will be shown later.

The sub-matrices of matrix $[B_0]$, related to collocation point $n$ and grid point $j$, are given by

$$
B_{0nj} = \Omega_0 E(\tilde{x}_n, \hat{x}_n) M_{\sigma j}(\hat{x}) d\Omega_0(\hat{x})
$$

(22)

2.6. Computation of values at grid points inside the inclusion

2.6.1. Computation of displacements

For the solution we need to compute the displacements and strain at points inside the inclusion. The displacement $u$ at a point $x$ inside the inclusion is given by:

$$
u(x) = \int_{\Gamma} \left[ U(x, \hat{x}) t(\hat{x}) - T(x, \hat{x}) u(\hat{x}) \right] d\Gamma(\hat{x}) + \int_{\Omega_0} E(x, \hat{x}) \sigma_0(\hat{x}) d\Omega_0(\hat{x})
$$

(23)

We gather displacement vectors at all grid points in a vector $\{u\}$. and obtain:

$$
\{u\} = [\hat{A}] x + \{\bar{c}\} + [\bar{B}_0] \{\sigma_0\}
$$

(24)

where $[\hat{A}]$ is an assembled matrix that multiplies with the unknown $x$ and $\{\bar{c}\}$ collects the displacement contribution due to given BC’s. $[B_0]$ is similar to $[B_0]$ except that the grid point coordinates $x_i$ replace the source point coordinates $\tilde{x}_n$.

Because of the singularity of $T$ the displacements can not be computed on the problem boundary. So if the inclusion intersects a boundary patch we recover the displacement from the boundary values on the patch. For points on a patch boundary ($x_k$) we replace Eq. (23) by:

$$
u(x_k) = \sum_{i} R^n_i(\xi_k, \eta_k) u_i^e
$$

(25)

where $R^n_i(\xi, \eta)$ are the NURBS basis functions used for approximating the displacements in patch $e$, that contains the point $x_k$ and $\xi_k, \eta_k$ are the local coordinates of the point. The matrix $[\hat{A}]$ and the vector $\{\bar{c}\}$ have to be modified for these grid points, whereas $[B_0]$ will contain zero rows.

The strain at grid points can be computed using derived fundamental solutions but because of their high singularity this would involve complicated integration schemes (see for example [7]). We choose a simpler alternative borrowed from the FEM community by using strain recovery, i.e. by taking the derivative of the displacements.

We interpolate the displacements between grid points and obtain for the displacement at a point with the local coordinate $s$:

$$
u(s) = \sum_{j=1}^{J} M_j(s) u_j
$$

(26)

where $u_j$ is the displacement vector at grid point $j$ and $J$ is the number of grid points. $M_j(s)$ are piecewise linear or parabolic shape functions that will be shown later.
2.6.2. Computation of strains, general inclusions

For general inclusions the strains are given by:

\[
\epsilon_x = \frac{\partial u_x}{\partial x} = \sum_{j=1}^{J} \frac{\partial M_j}{\partial x} u_{xj} \tag{27}
\]

\[
\epsilon_y = \frac{\partial u_y}{\partial y} = \sum_{j=1}^{J} \frac{\partial M_j}{\partial y} u_{yj} \tag{28}
\]

\[
\epsilon_z = \frac{\partial u_z}{\partial z} = \sum_{j=1}^{J} \frac{\partial M_j}{\partial z} u_{zj} \tag{29}
\]

\[
\gamma_{xy} = \frac{\partial u_x}{\partial y} + \frac{\partial u_y}{\partial x} = \sum_{j=1}^{J} \frac{\partial M_j}{\partial x} u_{yj} + \sum_{j=1}^{J} \frac{\partial M_j}{\partial y} u_{xj} \tag{30}
\]

\[
\gamma_{zy} = \frac{\partial u_z}{\partial y} + \frac{\partial u_y}{\partial z} = \sum_{j=1}^{J} \frac{\partial M_j}{\partial z} u_{yj} + \sum_{j=1}^{J} \frac{\partial M_j}{\partial y} u_{zj} \tag{31}
\]

\[
\gamma_{xz} = \frac{\partial u_z}{\partial x} + \frac{\partial u_x}{\partial z} = \sum_{j=1}^{J} \frac{\partial M_j}{\partial z} u_{xj} + \sum_{j=1}^{J} \frac{\partial M_j}{\partial y} u_{zj} \tag{32}
\]

The strains gathered at grid point \( k \) can be written in matrix notation:

\[
\epsilon(x_k) = \mathbf{B}(x_k)\{u\} \tag{33}
\]

where

\[
\mathbf{B}(x_k) = \begin{pmatrix} B_1 & B_2 & \cdots \end{pmatrix}
\]

and

\[
B_i = \begin{pmatrix}
\frac{\partial M_i}{\partial x} & 0 & 0 \\
0 & \frac{\partial M_i}{\partial y} & 0 \\
0 & \frac{\partial M_i}{\partial z} & 0 \\
\frac{\partial M_i}{\partial s} & 0 & \frac{\partial M_i}{\partial t} \\
\frac{\partial M_i}{\partial s} & 0 & \frac{\partial M_i}{\partial r}
\end{pmatrix} \tag{34}
\]

The global derivatives of \( M_j \) are given by:

\[
\begin{pmatrix}
\frac{\partial M_j}{\partial x} \\
\frac{\partial M_j}{\partial y} \\
\frac{\partial M_j}{\partial z}
\end{pmatrix} = \mathbf{J}^{-1} \begin{pmatrix}
\frac{\partial M_j}{\partial s} \\
\frac{\partial M_j}{\partial t} \\
\frac{\partial M_j}{\partial r}
\end{pmatrix} \tag{35}
\]

where \( \mathbf{J} \) is the Jacobian matrix Eq. (15). For a linear inclusion we compute the strain in local directions as is shown later.

**Definition of \( M_j \).** For the interpolation between grid points we consider an equally spaced grid in the local coordinate directions \( s, t, r \). The inclusion is divided then into regions of equal size \( (\Delta s, \Delta t, \Delta r) \) (if there are only 2 grid points in a direction only one region and linear interpolation is used). In the following we explain the interpolation in one direction \( s \) as the scheme is identical for the other directions \( t, r \).

The functions \( M_j \) are defined first as functions \( \bar{M}_j(\xi) \) of the local coordinate \( \xi \) which ranges from \(-1\) to \(+1\) (Fig. 3). For a linear interpolation the shape functions and derivatives are given by

\[
\bar{M}_1(\xi) = 0.5(1 - \xi) \quad \frac{\partial \bar{M}_1(\xi)}{\partial \xi} = -0.5 \tag{37}
\]

\[
\bar{M}_2(\xi) = 0.5(1 + \xi) \quad \frac{\partial \bar{M}_2(\xi)}{\partial \xi} = 0.5
\]
For a quadratic interpolation the shape function and derivatives are given by

\[ M_2(\xi) = 1 - \xi^2 \quad \frac{\partial M_2(\xi)}{\partial s} = -2\xi \]  
\[ M_1(\xi) = 0.5(1 - \xi) - 0.5 M_2 \quad \frac{\partial M_1(\xi)}{\partial s} = -0.5(1 + \frac{\partial M_2(\xi)}{\partial s}) \]  
\[ M_3(\xi) = 0.5(1 + \xi) - 0.5 M_2 \quad \frac{\partial M_3(\xi)}{\partial s} = 0.5(1 - \frac{\partial M_2(\xi)}{\partial s}) \]  

The transformation between local coordinate \( s \) and \( \xi \) and the associated Jacobian is for linear interpolation:

\[ s = \frac{1}{2}(1 + \xi) \quad \frac{\partial s}{\partial \xi} = \frac{1}{2} \]  

and for quadratic interpolation:

\[ s = \frac{2\Delta s}{2}(1 + \xi) + s_j \quad \frac{\partial s}{\partial \xi} = \Delta s \]  

To compute the strains at grid points we require the derivatives of the shape functions at those points only. For example we have for the strain in local direction \( s \) at grid point \( i \):

\[ \epsilon_s(s_i) = \sum_{j=1}^{J} \frac{\partial M_j(s_i)}{\partial s} u_{s,j} \]  

For the quadratic interpolation, if \( i \) is inside the inclusions we have the derivative to \( s \):

\[ \frac{\partial M_{i-1}}{\partial s} = \frac{\partial M_1(\xi = 0)}{\partial s} = -0.5 \frac{1}{\Delta s} \]  
\[ \frac{\partial M_{i}}{\partial s} = \frac{\partial M_2(\xi = 0)}{\partial s} = 0 \]  
\[ \frac{\partial M_{i+1}}{\partial s} = \frac{\partial M_3(\xi = 0)}{\partial s} = 0.5 \frac{1}{\Delta s} \]
with all other $M_j$ terms equal to zero.

For a point at the top we have:

\[
\frac{\partial M_i}{\partial s} = \frac{\partial M_1(\xi = 1)}{\partial \xi} \frac{\partial \xi}{\partial s} = -2 \frac{1}{\Delta s} \quad (45)
\]

\[
\frac{\partial M_{i-1}}{\partial s} = \frac{\partial M_2(\xi = 1)}{\partial \xi} \frac{\partial \xi}{\partial s} = 0.5 \frac{1}{\Delta s} \quad (46)
\]

\[
\frac{\partial M_{i-2}}{\partial s} = \frac{\partial M_3(\xi = 1)}{\partial \xi} \frac{\partial \xi}{\partial s} = 1.5 \frac{1}{\Delta s} \quad (47)
\]

For a point at the bottom we have:

\[
\frac{\partial M_{i-2}}{\partial s} = \frac{\partial M_1(\xi = -1)}{\partial \xi} \frac{\partial \xi}{\partial s} = 2 \frac{1}{\Delta s} \quad (48)
\]

\[
\frac{\partial M_{i-1}}{\partial s} = \frac{\partial M_2(\xi = -1)}{\partial \xi} \frac{\partial \xi}{\partial s} = -1.5 \frac{1}{\Delta s} \quad (49)
\]

\[
\frac{\partial M_i}{\partial s} = \frac{\partial M_3(\xi = -1)}{\partial \xi} \frac{\partial \xi}{\partial s} = -0.5 \frac{1}{\Delta s} \quad (50)
\]

Gathering all strain vectors at grid points in \( \{\epsilon\} \) we can write:

\[
\{\epsilon\} = \hat{B}\{u\} \quad (51)
\]

After substitution of \( \{u\} \) we obtain:

\[
\{\epsilon\} = \hat{B}\left(\hat{A}\{x\} + \{\bar{c}\} + [\bar{B}_0]\{\sigma_0\}\right) \quad (52)
\]

The initial stresses are computed by

\[
\sigma_0 = [D - D_{incl}] \epsilon = [D - D_{incl}]\hat{B}\left(\hat{A}\{x\} + \{\bar{c}\} + [\bar{B}_0]\{\sigma_0\}\right) \quad (53)
\]

where \([D - D_{incl}]\) is a matrix containing \(D - D_{incl}\) as sub-matrices on the diagonal. For the interpolation function \(M_j\) we chose constant or linear basis functions similar to \(M_j\).

### 2.6.3. Computation of strain for linear inclusions

For linear inclusions it is convenient to work with the strain in local coordinates. If we assume the bolt to be fully grouted, i.e. no slip is allowed between the bolt and the domain it is embedded in and that the Poisson’s ratio of the bolt has no effect, the only strain that has to be considered is the one along the bar.

\[
\epsilon_{z'} = \frac{\partial u_{z'}}{\partial z'} = \sum_{j=1}^{J} \frac{\partial M_j}{\partial s} u_{z'j} = \sum_{j=1}^{J} \frac{\partial M_j}{\partial s} \frac{1}{J} (v_{z'} \cdot u_j) \quad (54)
\]

where \(J\) is the Jacobian and \(v_{z'}\) is a unit vector in \(z'\) direction.

Eq. 55 now becomes

\[
\mathbf{B}_j = \frac{1}{J} \begin{pmatrix}
0 & 0 & 0 \\
0 & 0 & 0 \\
\frac{\partial M_j}{\partial s} v_{z'} & \frac{\partial M_j}{\partial s} v_{z'} & \frac{\partial M_j}{\partial s} v_{z'} \\
0 & 0 & 0 \\
0 & 0 & 0
\end{pmatrix} \quad (55)
\]

The local initial stress vector is given by:

\[
\{\sigma_0'\} = (D' - D'_{incl})\{\epsilon'\} \quad (56)
\]

It should be noted that this restriction can be lifted.
where

\[
(D' - D'_{incl}) = \begin{pmatrix}
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & E - E_{incl} & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
\end{pmatrix}
\]  

(57)

where \( E \) and \( E_{incl} \) is the Young’ modulus of the domain and the inclusion respectively and

\[
\{\sigma'_0\} = \begin{pmatrix}
0 \\
0 \\
\sigma_{0z'} \\
0 \\
0 \\
0 \\
\end{pmatrix}
\]

(58)

3. Integration of volume terms

For the integration we have to consider 2 cases: one where point \( \tilde{x}_n \) is outside the inclusion (regular integration) and one where it is not (singular integration).

3.1. General inclusions

The integrals to be solved are :

\[
B_{0nj} = \int_\Omega E(\tilde{x}_n, \tilde{x}) M_{ij}^0(\tilde{x}) d\Omega(\tilde{x})
\]

(59)

We subdivide the inclusion into integration regions as shown in Fig. [ ] and apply Gauss quadrature.

3.1.1. Regular integration

For integration region \( n_s \) the transformation from the inclusion \( s \) coordinates to the coordinates used for Gauss integration \( \xi = (\xi, \eta, \zeta)^T = [-1, 1]^3 \) is given by

\[
s = \frac{\Delta s_n}{2}(1 + \xi) + s_{n_s} \\
t = \frac{\Delta t_n}{2}(1 + \eta) + t_{n_s} \\
r = \frac{\Delta r_n}{2}(1 + \zeta) + r_{n_s}
\]

(60)

where \( \Delta s_n \times \Delta t_n \times \Delta r_n \) denotes the size of the integration region and \( s_n, t_n, r_n \) are the edge coordinates. The Jacobian of this transformation is \( J_\xi = \frac{1}{8} \Delta s_n \Delta t_n \Delta r_n \).

We can write:

\[
B_{0nj} = \sum_{n_s=1}^{N_s} \int_1^1 \int_1^1 \int_1^1 E(\tilde{x}_n, \tilde{x}(\xi, \eta, \zeta)) M_{ij}^0(\tilde{x}(\xi, \eta, \zeta)) J(\xi) J_{ij}^\xi, d\xi d\eta d\zeta
\]

(61)

where \( J(\xi) \) is the Jacobian of the mapping between \( s \) and \( x \) coordinate systems.

Applying Gauss integration we have:

\[
B_{0nj} \approx \sum_{n_s=1}^{N_s} \sum_{G_s} \sum_{G_t} \sum_{G_r} E(\tilde{x}_n, \tilde{x}(\xi_g, \eta_g, \zeta_g)) M_{ij}^0(\tilde{x}(\xi_g, \eta_g, \zeta_g)) J(\xi) J_{ij}^\xi, W_g, W_g, W_g
\]

(62)

where \( N_s \) is the number of integration regions and \( G_s, G_t \) and \( G_r \) are the number of integration points and \( \xi_g, \eta_g, \zeta_g \) the Gauss point coordinates in \( s, t \) and \( r \) directions, respectively. \( W_g, W_g, W_g \) are Gauss weights. To determine the number of Gauss points necessary for an accurate integration we consider that, whereas there is usually a moderate variation of body force, the Kernel \( E \) is \( O(r^{-2}) \) so the number of integration points has to be increased if \( x_n \) is close to \( \Omega_0 \).
3.1.2. Singular integration

If the integration region includes the point $x_n$, then the integrand tends to infinity as the point is approached. To deal with the integration involving the weakly singular Kernel we perform the integration in a local coordinate system, where the Jacobian tends to zero as the singularity point is approached. For this we divide the integration region into tetrahedral sub-regions. The transformation from the local $\xi$ coordinate system, in which the Gauss coordinates are defined, to global coordinates involves the following transformation steps:

1. from $\xi$ to a local system $\sigma, \tau, \rho$ $^T = [0, 1]^3$
2. from $(\sigma, \tau, \rho)$ to $s$
3. from $s$ to $x$

Referring to Figure 4 we assume that the singular point is an edge point of the integration region. For this case the transformation is as follows: First we determine the local coordinates $s_1$ to $s_5$ of the edge points of the tetrahedron, with 5 being the singularity point. Next we define a linear plane NURBS surface with points 1 to 4 and map the coordinates of the point $(\sigma, \tau)$ onto this surface:

$$s_0(\sigma, \tau) = \sum_{i=1}^{4} R_i(\sigma, \tau) \ s_i$$  \hspace{1cm} (63)

where $R_i(\sigma, \tau)$ are linear basis functions. The final map is obtained by interpolation in the $\rho$-direction:

$$s(\sigma, \tau, \rho) = (1 - \rho) \ s_0(\sigma, \tau) + \rho \ s_5$$  \hspace{1cm} (64)

The Jacobi matrix of this transformation is given by:

$$J = \begin{pmatrix} (1 - \rho) \frac{\partial s_0}{\partial \sigma} & 0 \\ (1 - \rho) \frac{\partial s_0}{\partial \tau} & 0 \\ s_5 - s_0 \end{pmatrix}$$  \hspace{1cm} (65)

The Jacobian of this transformation tends to zero as the singular point ($\rho = 1$) is approached.

3.2. Linear inclusion, reinforcement bar

For the linear inclusions we can apply analytical integration. In the simplest case we can assume that the initial stress is piecewise constant along the bar. Depending on the number of internal points we divide the bar into cylindrical subregions with radius $R$ and equal length $H$ and assume the initial stress to be constant within the subdivision. We consider two types of integration: one where point $\tilde{x}$ is outside the inclusion (regular integration) and one where it is not (singular integration). Since we assume the
initial stress to be constant within an integration region this means that $M_j^\sigma = 1$ and the integral to be evaluated is given by:

$$B_{0nj} = \int_{\Omega_j} E(\hat{\mathbf{x}}_n, \hat{\mathbf{x}}) d\Omega_j(\hat{\mathbf{x}})$$

where $\Omega_j$ denotes the subregion that corresponds with grid point $j$.

### 3.2.1. Analytical computation of regular integral

Since we assume that the cross-sectional area is significantly smaller than the surrounding medium we can assume that $E$ is constant over the cross-section. In addition we note that the result will multiply with the initial stresses in local directions ($\{\sigma_0\}$). The integral to be solved is therefore:

$$B'_{0nj} = \int_{\Omega_j} \frac{1}{r_c^2} E' d\Omega_j(\hat{\mathbf{x}})$$

where the prime indicates that the result is computed in the local $x', y', z'$ coordinate system (Fig. 5). $r_c$ is the distance between the source point and a point on the axis of the inclusion and

$$E'_{ijk} = -C \left[ C_3(r, k) \delta_{ij} + r, j \delta_{ik} \right] - C_4 r, i r, j r, k$$

The integral to be solved is:

$$\Delta E'_{ij} = -C \int \frac{1}{r_c^2} \left[ C_3(r, k) \delta_{ij} + r, j \delta_{ik} \right] - C_4 r, i r, j r, k \right] dV$$

We choose the local axes such that $\hat{\mathbf{x}}' = 0$ as follows. The vector pointing in the $x'$ direction is given by:

$$\mathbf{V}_{x'} = (\hat{\mathbf{x}} - \hat{\mathbf{x}}') \times \mathbf{r}_{x'}$$

and the one in $y'$ direction is:

$$\mathbf{V}_{y'} = \mathbf{r}_{x'} \times \mathbf{r}_{y'}$$

where the capital letter indicates that the vector is not normalised.

If point $\hat{\mathbf{x}}$ is along the axis of the bar this computation does not work and then we assume

$$\mathbf{r}_{y'} = \mathbf{r}_{y} \times \mathbf{r}_{x'}$$

where $\mathbf{r}_{y}$ is a vector in global $y$-direction.
We have:
\[ r_1 = 0 \quad r_2 = -\tilde{y}' \quad r_3 = z' - \tilde{z}' \quad r = r_c = \sqrt{\tilde{y}'^2 + (z' - \tilde{z}')^2} \] (73)
and therefore:
\[ r_{,1} = 0 \quad r_{,2} = -\frac{\tilde{y}'}{r_c} \quad r_{,3} = \frac{z' - \tilde{z}'}{r_c} \quad dV = \pi R^2 dz' \] (74)
The integral to be solved is:
\[ \Delta E_{ij} = \pi R^2 C \int_{z' = 0}^{H} \frac{1}{r_c^2} \left[ C_3 (r_{,k} \delta_{ij} + r_{,j} \delta_{ik}) - r_{,i} \delta_{jk} + C_4 (r_{,j} r_{,k}) \right] dz' \] (75)
The analytical solution in Voigt notation is:
\[ \Delta E'(1,4) (\tilde{y}' \neq 0) = 2C \pi R^2 C_3 \left[ \frac{\Delta z'}{r_c} + \frac{\tilde{z}'}{r_{c,0}} \right] \] (76)
\[ \Delta E'(1,4) (\tilde{y}' = 0) = 0 \]
\[ \Delta E'(1,6) = 2C \pi R^2 C_3 \left[ \frac{1}{r_c} - \frac{1}{r_{c,0}} \right] \]
\[ \Delta E'(2,1) (\tilde{y}' \neq 0) = -C \pi R^2 \left[ \frac{\Delta z'}{r_c} + \frac{\tilde{z}'}{r_{c,0}} \right] \]
\[ \Delta E'(2,1) (\tilde{y}' = 0) = 0 \]
\[ \Delta E'(2,2) (\tilde{y}' \neq 0) = C \pi R^2 \left[ (2 + C_3) \tilde{y}'^2 + (1 + 2C_3) \Delta z'^2 \right] \left( \frac{\Delta z'}{r_c^3} \right) + \frac{\tilde{z}'}{r_{c,0}} \left( 2 + C_3 \right) \tilde{z}'^2 \]
\[ \Delta E'(2,2) (\tilde{y}' = 0) = 0 \]
\[ \Delta E'(2,3) = -C \pi R^2 \tilde{y}' \left[ \frac{\Delta z'}{r_c} + \frac{\tilde{z}'}{r_{c,0}} \right] \] (77)
\[ \Delta E'(2,5) = 2C \pi R^2 \left[ \frac{\tilde{y}'^2 + C_3 r_{c,0}^2}{r_c} - \frac{\tilde{y}'^2 + C_3 r_{c,0}^2}{r_{c,0}} \right] \]
\[ \Delta E'(3,1) = C \pi R^2 \left[ \frac{1}{r_{c,0}} - \frac{1}{r_c} \right] \]
\[ \Delta E'(3,2) = C \pi R^2 \left[ \frac{\tilde{z}'}{r_c^3} - \frac{\Delta z'^2}{r_{c,0}} \right] \]
\[ \Delta E'(3,3) = C \pi R^2 \left[ (1 + 2C_3) \tilde{y}'^2 + 2(1 + C_3) \Delta z'^2 - \frac{(1 + 2C_3) \tilde{y}'^2 + 2(1 + C_3) \tilde{z}'^2}{r_{c,0}^3} \right] \]
\[ \Delta E'(3,5) (\tilde{y}' \neq 0) = 2C \pi R^2 \left[ (\tilde{z} r_{c,0}^2 + \Delta z'^2) \frac{\Delta z'}{r_c} + \frac{\tilde{z}'}{r_c} \left( \tilde{z}'^2 + C_3 r_{c,0}^2 \right) \right] \]
\[ \Delta E'(3,5) (\tilde{y}' = 0) = 0 \]
where:
\[ \Delta z' = H - \tilde{z}' \quad r_{c,1} = \sqrt{\tilde{y}'^2 + \Delta z'^2} \quad r_{c,0} = \sqrt{\tilde{y}'^2 + \tilde{z}'^2} \] (78)
Since the result of the multiplication with \( \sigma_0 \) has to be in global coordinates a transformation to the global system is necessary:
\[ B_{0nj} = TB_{0nj} \] (79)
where \( T \) is the transformation matrix given by:
\[ T = \begin{pmatrix} v_x' & v_y' & v_z' \\ v_{xy} & v_{yx} & v_{yz} \\ v_{xz} & v_{zy} & v_{zz} \end{pmatrix} \] (80)
3.2.2. Analytical computation of singular integral

Referring to Fig. 6 we subdivide the bolt into 2 subregions and obtain the following integrals in polar coordinates:

$$\Delta E_1' = 2\pi \int_0^\theta \int_0^\theta \frac{1}{r^2} \sin \theta dr \ r^2 d\phi$$

$$\Delta E_2' = 2\pi \int_0^\theta \int_0^\theta \frac{1}{r^2} \sin \theta dr \ r^2 d\phi$$

with $\hat{\theta} = \arctan(R/H)$. It can be seen that the $r^2$ terms cancel out which means that the integrand is no longer singular.

The terms of $\Delta E' = \Delta E_1' + \Delta E_2'$, in Voigt notation, different from zero are:

$$\Delta E'(1, 6) = \Delta E'(2, 5) = \frac{C\pi}{2} \left[ H (8 + 8C_3 - (9 + 8C_3) \cos \hat{\theta} + \cos(3\hat{\theta})) - 4R \left( -1 - 2C_3 + 2C_3 \sin \hat{\theta} + \sin^3 \hat{\theta} \right) \right]$$

$$\Delta E'(3, 1) = \Delta E'(3, 2) = -C\pi \left[ R + \sin \hat{\theta} \left( \frac{H}{2} \sin(2\hat{\theta}) + R(\sin^2 \hat{\theta} - 2) \right) \right]$$

$$\Delta E'(3, 3) = C\pi \left[ -2H(\cos \hat{\theta} - 1)(2C_3 + \cos \hat{\theta} + \cos^2 \hat{\theta}) + R(2 + 4C_3 - (3 + 4C_3 + \cos(2\hat{\theta})) \sin \hat{\theta}) \right]$$

As before a transformation to the global system is necessary:

$$B_{0nj} = TB_{0nj} \quad (83)$$

4. Solution procedure

Eqs. (20), (52) form a linear system of equations where the initial stresses are a function of the elastic strains. The system of equations may be solved iteratively using a modified Newton-Raphson method. If the inclusions are elastic, however, it is possible solve the system in one step as will be shown.

4.1. Iterative solution using modified Newton Raphson

Using a modified Newton-Raphson method first solve

$$\{L\}\{x\}_0 = \{r\} \quad (84)$$
and then compute increments of the boundary unknown \( \{x\}_i \) using

\[
[L]_i \{x\}_i = [B_0]_i [\sigma_0]
\]

(85)

where the subscript \( i \) is the iteration number. The final values are obtained by summing all the increments:

\[
\{x\}_i = \{x\}_0 + \{x\}_1 + \{x\}_2 \cdots
\]

(86)

4.2. One step solution

A one step solution is possible by combining equation (20) with (52). Eq. (52) can be written in the following form:

\[
\{\epsilon\} = [\hat{C}]_0 \{x\} + \{\bar{\epsilon}\} + [\hat{C}][\{D\} - [D_{incl}]] \{\epsilon\}
\]

(87)

where:

\[
[\hat{C}] = [B][A] \quad [\hat{C}]_0 = [B][B_0] \quad \{\bar{\epsilon}\} = [B]\{\epsilon\}
\]

(88)

Eq. (87) along with Eq. (20) form the following linear system of equations:

\[
\begin{pmatrix}
[L] & -[B_0][\{D\} - [D_{incl}]] \\
-[\hat{C}] & [I] - [\hat{C}_0][\{D\} - [D_{incl}]]
\end{pmatrix}
\begin{pmatrix}
\{x\} \\
\{\epsilon\}
\end{pmatrix}
=
\begin{pmatrix}
\{r\} \\
\{\bar{\epsilon}\}
\end{pmatrix}
\]

(89)

that can be solved in terms of boundary unknowns and internal strains.

However, it is possible to obtain a system of equations that only multiplies with the boundary unknown:

\[
[L]’ \{x\} = \{r\}’
\]

(90)

where \([L]’\) and \(\{r\}’\) are modified left and right hand sides.

We rewrite the strain vector as:

\[
\{\epsilon\} = ([I] - [\hat{C}_0][\{D\} - [D_{incl}]]^{-1}) ([\hat{C}]_0 \{x\} + \{\bar{\epsilon}\}) = [A] \{x\} + \{b\}
\]

(91)

where

\[
[A] = ([I] - [\hat{C}_0][\{D\} - [D_{incl}]]^{-1}[\hat{C}]_0) \quad \{b\} = ([I] - [\hat{C}_0][\{D\} - [D_{incl}]]^{-1}\{\bar{\epsilon}\}
\]

(92)

Eq. (91) can be inserted in Eq. (20) in order to obtain:

\[
[L]_i \{x\} = \{r\} + [B_0][\{D\} - [D_{incl}]](\{A\} \{x\} + \{b\})
\]

(93)

and, hence, the following system of equations can be obtained

\[
([L] - [B_0])[\{D\} - [D_{incl}]]\{A\} \{x\} = \{r\} + [B_0][\{D\} - [D_{incl}]]\{b\}
\]

(94)

The matrices in Eq. (90) are defined by:

\[
[L]’ = ([L] - [B_0])[\{D\} - [D_{incl}]]\{A\}
\]

(95)

\[
\{r\}’ = \{r\} + [B_0][\{D\} - [D_{incl}]]\{b\}
\]

(96)

Remark: The modified left hand side \([L]’\) can be substituted for \([L]\) in Eq. (84) and a Newton-Raphson iteration applied to the case where the inclusions exhibit elasto-plastic behaviour in addition to having elastic material properties that are different to the domain. So the idea is to first apply a one step solution to account for the difference in elastic properties and then solve the nonlinear problem. Indeed, there is even a possibility that the left hand side is modified using the elasto-plastic constitutive matrix \(D_{ep,incl}\) via Eq. (2) during the iterations resulting in a true Newton-Raphson approach for the non-linear problem.
5. Test Example 1

The first test example is designed to test the influence of one bar on the deformation of a cube.

The basic set-up is shown in Fig. 7. It consists of a cube of dimension $1 \times 1 \times 1$ which is fixed at the bottom and subjected to a tensile load of 1 at the top. The Young’s modulus of the cube is 1 and the Poisson’s ratio 0. At the centre of the cube there is a bar with a cross-sectional diameter of 0.1 and a Young’s modulus of 2.

The discretisation into 6 linear patches is shown in Fig. 7. The inclusion was defined as a straight line with 2 control points. The number of internal points and therefore the number of integration regions along the bar was varied from 2 to 21. Constant variation of the initial stress and analytical integration was assumed within an integration region for the linear inclusion.

For the simulation the basis functions for describing the boundary displacements were defined as follows: The linear basis functions describing the geometry of the cube were order elevated by one order (from linear to quadratic). At the location where the linear inclusion touches the boundary surface a knot was inserted to reduce the continuity from $C^1$ to $C^0$. The resulting location of the collocation points is shown in Fig. 7 on the bottom. The discretisation has 150 degrees of freedom.

5.0.1. Results

For this example we have chosen the one step solution and the resulting displaced shape is shown in Fig. 8. Next we examine the effect of the number of internal points inside the linear inclusion on the results. This example, where the main variation of the displacement occurs near the top of the bar, is particularly sensitive to this parameter. Note that the number of internal points is linked to the number of integration regions over which we assume the initial stresses to be constant. In Fig. 9 we show the convergence of the displacement towards the result of a Finite Element analysis with 19530 degrees of freedom using the ANSYS software.

---

3We use dimensionless units for this example.
6. Test Example 2

This test example is designed to compare the modified Newton-Raphson solution with the one step solution for the case where two elastic materials exist. The example is a cantilever beam that consists of 2 different materials as shown in Fig. [10] and is loaded at the end by a distributed load. The Poisson’s ratio is assumed to be zero.

The geometry of the problem is defined by 6 linear NURBS patches as shown in Fig. [10]. For the simulation the basis functions used for describing the variation of the boundary displacements were refined as follows: In the directions along the cantilever the order was elevated from linear to quadratic and 4 knots were inserted. In the vertical direction the order was elevated from linear to quadratic. The simulation has 196 degrees of freedom and the resulting collocation point locations are marked as red squares in Fig. [11]. For the fundamental solution $E=1000$ was used and the domain with the reduced modulus was defined as an inclusion defined by 2 NURBS surfaces as shown in Fig. [11].

6.1. Results

Only 3 internal points were defined in the horizontal direction for the inclusion. Since the variation of the initial stress is linear in this direction this number was sufficient and for the elastic simulation an increase in the number did not change the result. The displaced shape of the cantilever is shown in Fig. [12]. In Fig. [13] we compare the solution obtained with a modified Newton-Raphson with a one step solution. It can be seen that the iterative solution converges exactly to the one step solution and also agrees well with the result of a FEM analysis with 70323 degrees of freedom using ANSYS.
Figure 10: Left: Geometry and boundary conditions of cantilever beam. Right: Geometry discretisation of the problem into 6 linear patches.

Figure 11: Definition of the inclusion with reduced modulus showing "top" and "bottom" bounding surfaces and internal points. Also shown are the location of the collocation points as red squares.

Figure 12: Resulting displaced shape.
7. Summary and Conclusions

The paper was concerned with the efficient BEM simulation for domains that contain elastic inclusions. Since the BEM relies on fundamental solutions, that exist only for homogeneous and linear domains, this is not a trivial problem. The problem can be solved by considering body forces and this means that volume integrals appear in addition to the surface integrals. The method therefore involves a geometrical discretisation of the volumes or inclusion regions, the computation of strains inside the region and the evaluation of the arising volume integrals. For the geometrical discretisation of general inclusions we have used already published methods using NURBS bounding surfaces. For the computation of the strains inside the inclusions derived fundamental solutions can be used but because of their high singularity the integration is complicated and not very efficient. This is why we have used a novel approach of computing the strains, by taking the numerical derivatives as is commonly used in the FEM.

The volume integration can either use body forces, which are derivatives of the initial stresses or the initial stresses directly. To avoid having to take the derivatives the latter strategy has been adopted here. This approach not only makes the evaluation of the volume integral more efficient but also allows a one step solution for the case where the inclusions are elastic and this constitutes a main innovation of this paper.

We propose to use the software in our area of expertise, namely the simulation of underground excavations, where a great number of rock bolts may be used for ground support. It is therefore imperative to implement an efficient integration scheme for bolts. Since numerical integration is only approximate and its' accuracy depends on the number of integration points, we propose to use analytical integration for the bolts, which is fast and accurate. Using reasonable assumptions such as that the cross-sectional area of the bolt is very small compared with the overall dimension of the problem and using local coordinates we can arrive at relatively simple integration results.

Two examples have been presented, one which tests the implementation of the bar inclusion and one that tests the one step solution. It is shown that the results agree well with comparative solutions obtained by the FEM.

The paper provides a good basis for further work. The next step is to combine the one step solution with non-linear simulations. The left hand side, modified due to the presence of inclusions can now be used, instead of the one for the homogeneous problem, for simulations involving non-linear material...
behaviour. Indeed, the possibility exists that a true Newton-Raphson method can be applied for non-linear problems, a first for the BEM.

References

[1] Atroshchenko, E.; Tomar, S.; Xu, G.; Bordas, S.P., Weakening the tight coupling between geometry and simulation in isogeometric analysis: From sub- and super-geometric analysis to geometry-independent field approximation (gift), *International Journal for Numerical Methods in Engineering*, 114(10):1131–1159, 2018.

[2] Beer, G.; Marussig, B.; Zechner, J.; Duenser, C.; Fries, T.-P., Isogeometric boundary element analysis with elasto-plastic inclusions. part 1: plane problems, *Computer Methods in Applied Mechanics and Engineering*, 308:552–570, 2016.

[3] Beer, G.; Mallardo, V.; Ruocco, E.; Duenser, C., Isogeometric boundary element analysis of steady incompressible viscous flow, part 1: Plane problems, *Computer Methods in Applied Mechanics and Engineering*, 326:51–69, 2017.

[4] Beer, G.; Mallardo, V.; Ruocco, E.; Marussig, B.; Zechner, J.; Duenser, C.; Fries, T.-P., Isogeometric boundary element analysis with elasto-plastic inclusions. part 2: 3-D problems, *Computer Methods in Applied Mechanics and Engineering*, 315:418–433, 2017.

[5] Beer, G.; Marussig, B.; Duenser, C. *The isogeometric Boundary Element method*, volume 90 of *Lecture Notes in Applied and Computational Mechanics*. Springer Nature, 2019.

[6] Beer, G.; Mallardo, V.; Ruocco, E.; Duenser, C., Isogeometric boundary element analysis of steady incompressible viscous flow, part 2: 3-D problems, *Computer Methods in Applied Mechanics and Engineering*, 332:440–461, 2018.

[7] Gao, X.; Davies, T. *Boundary Element Programming in Mechanics*. Cambridge University Press, Cambridge, UK, 2011.

[8] Hughes, T.J.R.; Cottrell, J.A.; Bazilevs, Y., Isogeometric analysis: CAD, finite elements, NURBS, exact geometry and mesh refinement, *Computer Methods in Applied Mechanics and Engineering*, 194(39–41):4135–4195, October 2005.

[9] Marussig, B.; Zechner, J.; Beer, G.; Fries, T.-P., Fast isogeometric boundary element method based on independent field approximation, *Computer Methods in Applied Mechanics and Engineering*, 284:458–488, 2015.

[10] Marussig, B. *Seamless Integration of Design and Analysis through Boundary Integral Equations*. Monographic Series TU Graz: Structural Analysis Verlag der Technischen Universität Graz, 2016.

[11] Scott, M.A.; Simpson, R.N.; Evans, J.A.; Lipton, S.; Bordas, S.P.A.; Hughes, T.J.R.; Sederberg, T.W., Isogeometric boundary element analysis using unstructured T-splines, *Computer Methods in Applied Mechanics and Engineering*, 254:197–221, 2013.

[12] Simpson, R.N.; Liu, Z., Acceleration of isogeometric boundary element analysis through a black-box fast multipole method, *Engineering Analysis with Boundary Elements*, 66:168–182, 2016.

[13] Simpson, R.N.; Bordas, S.P.; Trevelyan, J.; Rabczuk, T., A two-dimensional isogeometric boundary element method for elastostatic analysis, *Computer Methods in Applied Mechanics and Engineering*, 209:87–100, 2012.

[14] Simpson, R.N.; Bordas, S.P.; Lian, H.; Trevelyan, J., An isogeometric boundary element method for elastostatic analysis: 2D implementation aspects, *Computers & Structures*, 118:2–12, 2013.

[15] Simpson, R.N.; Scott, M.A.; Taus, M.; Thomas, D.C.; Lian, H., Acoustic isogeometric boundary element analysis, *Computer Methods in Applied Mechanics and Engineering*, 269:265–290, 2014.

[16] Simpson, R.N.; Liu, Z.; Vazquez, R.; Evans, J.A., An isogeometric boundary element method for electromagnetic scattering with compatible B-spline discretizations, *Journal of Computational Physics*, 362:264–289, 2018.