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Abstract

Based on our Random Duality Theory (RDT), in a sequence of our recent papers [21–23], we introduced a powerful algorithmic mechanism (called CLuP) that can be utilized to solve exactly NP hard optimization problems in polynomial time. Here we move things further and utilize another of remarkable RDT features that we established in a long line of work in [10–20]. Namely, besides being stunningly precise in characterizing the performance of various random structures and optimization problems, RDT simultaneously also provided an almost unparallel way for creating computationally efficient optimization algorithms that achieve such performance. One of the keys to our success was our ability to transform the initial constrained optimization into an unconstrained one and in doing so greatly simplify things both conceptually and computationally. That ultimately enabled us to solve a large set of classical optimization problems on a very large scale level. Here, we demonstrate how such a thinking can be applied to CLuP as well and eventually utilized to solve pretty much any problem that the basic CLuP from [21–23] can solve. Since this is the first paper in this direction we focus on the utilization of the large scale CLuP for solving the famous MIMO ML detection problem and show that it can easily handle problems of dimensions of several thousands with theoretically minimal – quadratic per iteration – complexity that includes only a single matrix-vector multiplication. A solid set of numerical experiments demonstrates a rather remarkable agreement between the simulated results and the theoretical predictions.

As mentioned on various occasions in [21–23], CLuP mechanisms are very generic and can be used to attack a tone of problems in various other scientific fields. In some of our companion papers we will discuss how similar ideas can be adapted to all of these scenarios as well.

Index Terms: Large scale CLuP; ML - detection; MIMO systems; Algorithms; Random duality theory.

1 Introduction

In [21–23], we recently introduced a powerful concept called CLuP as a mechanism of our Random Duality Theory (RDT) to attack hard optimization problems. A large set of numerical and theoretical results presented in [21–23] demonstrated a rather fascinating phenomenon. Namely, achieving the so-called ML performance at the output detection of the MIMO systems (the well known NP hard problem within the classical complexity theory) is actually possible in polynomial time. Since the concepts presented in [21–23] are very general, we could have chosen a tone of other problems as introductory examples where we would demonstrate the power of CLuP and RDT. We chose the so called MIMO ML detection for our initial presentation due to its enormous popularity in a host of scientific fields ranging from signal processing and information theory to statistics and machine learning and many others. To parallel our introductory presentations from [21–23] and to facilitate the presentation of the main ideas that we introduce later on here we will again focus on the very same MIMO ML problem. Along the same lines, we first briefly recall the definition of the problem. However, due to its popularity and the fact that we have already discussed this very same problem on quite a few occasions in [21–23] (and earlier in e.g. [24,25]) we will, as usual, try to avoid repeating many of the details presented in these papers and instead focus on the key differences.
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One typically models the noise corrupted linear MIMO system in the following way:

\[ y = Ax_{sol} + \sigma v. \]  

(1)

It is rather obvious, but for the completeness, \( x_{sol} \in \mathbb{R}^n \) is the vector at the input of the MIMO system, \( A \in \mathbb{R}^{m \times n} \) is the matrix that models the connections (to be precise, exactly \( mn \) of them) between the multiple input and the multiple output of the system, and \( v \in \mathbb{R}^m \) is the so-called noise vector that is of additive type and is added on top of what is obtained at the output of the system (the noise is typically scaled by a factor \( \sigma \) that controls the so-called signal-to-noise (SNR) ratio). Of course, it goes almost without saying that the vector \( y \in \mathbb{R}^m \) is the vector one finally obtains at the output of the system after the noise is added. The linear MIMO models defined above are of course well known and belong to the group of some of the most fundamental mathematical models in many scientific fields, information theory, signal processing, linear estimation, and statistics, just to name a few.

It is not that hard to guess that one of the key problems in the above linear MIMO models is the recovery of the input vector \( x_{sol} \) at the output of the system. Such a recovery is typically called MIMO detection. Depending on the scenario where the models are used, the recovery/detection of \( x_{sol} \) might be under the premise that the systems matrix \( A \) is: 1) unknown (non-coherent detection) and 2) known (coherent detection). In this paper we will focus on the coherent type of detection assuming that the matrix \( A \) is known at the system output. The structure of the system matrix \( A \), the noise vector \( v \), and the input vector/signal \( x_{sol} \) also play important role in one’s ability to ultimately recover \( x_{sol} \) at the output (or as it is often called, the receiving end). Among the key structural features are the dimensions and the type of the entries of these vectors. Here we will assume the so-called linear regime, i.e. that \( m = \alpha n \) where \( \alpha > 0 \) is a real number and that both, \( n \) and \( m \), are large (while we ill be interested in all scenarios for any \( \alpha > 0 \), the experienced reader will immediately recognize that the most interesting and hardest to handle are those where \( \alpha < 1 \); precisely those will be of our predominant interest as well). We will also consider the so-called typical Gaussian statistical scenario where the elements of matrix \( A \) and vector \( v \) are i.i.d. standard normal (i.e. Gaussian) random variables (we, of course, add right here at the beginning that Gaussianity of \( A \) is chosen for the simplicity of the presentation; however, it can be replaced with pretty much any distribution with very mild moment conditions and all our results will continue to be in place). Within the framework that we will consider below, the structure of \( x_{sol} \) can be pretty much anything. In this paper though, we will typically focus on the so-called binary scenario (typically seen in digital communications and multi-antenna MIMO systems). However in some of our companion papers we will discuss various other \( x_{sol} \) structures.

Under the above assumptions, one of the most famous statistical/information theoretic ways to recover/estimate \( x_{sol} \) is through the so-called ML criterion which amounts to solving the following optimization problem

\[ \hat{x} = \min_{x \in \mathcal{X}} \| y - Ax \|_2. \]  

(2)

It is rather clear that \( \mathcal{X} \) stands for the set of possible \( x_{sol} \) at the input of the system. As mentioned above, to parallel the expositions from \([21–23]\), we will here consider the standard binary scenario which assumes \( \mathcal{X} = \{ -\frac{1}{\sqrt{n}}, \frac{1}{\sqrt{n}} \}^n \). However, as was the case for the mechanisms presented in \([21–23]\), the mechanisms that we present below are very generic and hold for pretty much any type of set \( \mathcal{X} \) (also as mentioned above, in some of our companion papers we will discuss what form the results that we present below for the binary \( \mathcal{X} \) take when \( \mathcal{X} \) has various different structures).

Now that we established the optimization in (2) as the key problem of our interest in this paper, one wonders how it can be solved. As stated on multiple occasions in \([21–23]\) the assumed binary structure of \( \mathcal{X} \) makes the optimization problem in (2) among the hardest well known optimization problems (in particular so when \( \alpha < 1 \)). A lot of work over last several decades has been done in an attempt to solve this problem either Approximately through various heuristics or exactly through precise optimization algorithms designed to achieve the global optimum in (2).

As our goal in this paper is a discussion related to a particular type of algorithms we will leave a more thorough discussion of all relevant prior work regarding the known techniques that can be used for solving (2) to survey papers. Here we will just briefly mention a few papers that are most closely related to what we discuss below. Namely, among the most popular continuous relaxation type of heuristics are those that
are well known in the optimization theory communities and that we discussed as parts of strategies that we designed in [24,25]. These techniques relate to the so-called Ball, Polytope, and SDP convex relaxations of the discrete set $X$ (various other relaxations are possible as well). On the other hand, if one is interested in the exact solutions of (2), then the so-called Sphere-decoder (SD) algorithm from [4,7,8] and the Branch-and-bound algorithms from [24,25] are among the very best mathematically analyzable alternatives.

In the above mentioned [21–23], we introduced a completely new concept for attacking the optimization problem in (2) on the so-called exact level. We called the resulting algorithm Controlled Loosening-up (CLuP). It basically relies on the above mentioned very powerful Random Duality Theory (RDT) concepts that we created in a long line of work [10–20], for solving and analyzing large classes of optimization problems (interestingly, among such problems are also the famous LASSO and SOCP alternatives of (2) which are among the most fundamental problems in machine learning, compressed sensing, and statistics (see also, e.g. [1–3,26,27])). Before proceeding further we below recall on some of the CLuP’s basic properties.

1.1 Basic CLuP

One of the key features of the CLuP mechanism is its incredible simplicity. In its most basic form it amounts to the following iterative procedure. One basically starts with an initial vector, say $x^{(0)}$ (which can be either deterministic or randomly generated from set $X = \{ -\frac{1}{\sqrt{n}}, \frac{1}{\sqrt{n}} \}^n$) and proceeds iteratively:

$$x^{(i+1)} = \frac{x^{(i+1,s)}}{\|x^{(i+1,s)}\|_2} \quad \text{with} \quad x^{(i+1,s)} = \arg\min_{x} - (x^{(i)})^T x$$

$$\quad \text{subject to} \quad \|y - Ax\|_2 \leq r$$

$$\quad \quad \quad \quad x \in \left[ \frac{1}{\sqrt{n}}, \frac{1}{\sqrt{n}} \right]^n.$$

(3)

As was extensively discussed in [21–23], one of the CLuP’s most important components is the so-called radius $r$. As was further suggested in [21–23], $r$ was viewed as a multiple of $r_{plt}$, i.e. $r = r_{sc} r_{plt} \sqrt{n}$, where $r_{plt}$ is the $\sqrt{n}$ scaled radius that corresponds to the so-called polytope relaxation of the original problem in (2) (more on the polytope and other relaxations can be found in e.g. [24,25] where we utilized it as the starting step in a branch-and-bound mechanism that we designed for finding the exact solution of (2)). Although the whole CLuP concept seems incredibly simple a detailed theoretical analysis and a large set of numerical experiments in [21–23] demonstrated that it performs remarkably well and easily approaches the so-called exact ML performance already on relatively small dimensions of order of several hundreds.

In Figure 1 we recall on the theoretical performance of the CLuP algorithm. As was mentioned earlier on multiple occasions, we will be interested in the so-called computationally hardest regimes, i.e. in the regimes where $\alpha < 1$. In particular, in Figure 1 we set $\alpha = 0.8$ and show the CLuP performance and how it compares to the corresponding ones of the well-known convex polytope relaxation heuristic (in [22], in addition to the Polytope-relaxation, we chose the Ball-relaxation and the SDP-relaxation as well and the corresponding results related to those heuristics can be found there; as mentioned earlier, these heuristics are among the most popular and well known within the optimization theory and as such seemed as the most natural choice (see, e.g. [5,6,9,28] as well)). As Figure 1 (and the corresponding Figure 1 in [22]) clearly indicate, CLuP is expected to substantially outperform all of the above mentioned convexity relaxation types of strategies. A large collection of numerical experiments that we conducted in [21–23] confirmed that CLuP indeed approaches the ML performance while performing much better than the alternatives.

Looking at the structure of the CLuP one can immediately note that it is a very simple procedure. However, its theoretical analysis on the most demanding per iteration level turned out to be a very serious challenge. Nonetheless, in [21] and [23] we were able to handle it and to dissect the overall CLuP performance through iterations into the tiniest of the details. Particularly remarkable was the fact that the theoretical predictions can be practically achieved often on the fifth decimal level already for a fairly small dimensions ($n$ of order of several hundreds was often sufficient). Besides the conclusions related to the performance in terms of probability of residual error (see Figure 1), we also demonstrated that a rather small number of iterations was needed to achieve such a performance. In the most interesting regimes it was typically between 5 and 15 core iterations, where each core iteration essentially consisted of solving a quadratic program (for any fixed $i$, basically the one in (3)). That of course implied that the overall
complexity is basically the complexity of solving pretty much the simplest of quadratic programs. While quadratic programs are of course convex optimization problems and as such solvable through a host of well known techniques, their solving as the dimensions grow generically tends to require a cubic complexity. Running large scale examples of several tens/hundreds of thousands or millions (which are predicated to dominate in the future applications in the big data era) while doable in principle might then practically be a bit slow. Below we address this large dimensions phenomenon and create a CLuP program that is particularly tailored for large scale applications.

We will split the presentation into several parts. First we will introduce several Random Duality fundamental concepts that will be needed in the algorithms design. Then we will explain how such concepts can be utilized to eventually design practically useful algorithms. We will also present a solid set of numerical results, and observe a rather remarkable concurrence between the theoretical predictions and the practical realizations. Towards the end we will also provide a few concluding remarks.

2 Algorithmic Random Duality Theory

As mentioned quite a few times so far, to analyze the CLuP mechanism we in [21–23] relied on the Random Duality Theory and a long line of results that we created in a sequence of papers [10–20]. Several different paths for analysis of various aspects of CLuP were provided in each of [21–23]. Since we were interested in many specific features of CLuP (precision/probability of error, computational complexity, overall per iteration significant parameters tracking and so on) each analysis path was in a way tailored to emphasize particularities of such features. Below we follow one of such paths as it will be particularly convenient for showcasing the large scale CLuP capabilities.

We start things off by first reemphasizing a simple observation from [21–23] that CLuP is a trivially converging procedure. To that end we look at the ending optimization problem of the converging process

$$\min_x -\|x\|_2$$

subject to

$$\|y - Ax\|_2 \leq r$$

$$x \in \left[ -\frac{1}{\sqrt{n}}, \frac{1}{\sqrt{n}} \right]^n.$$  \hspace{1cm} (4)
Utilizing the expression for $y$ from (1) one can quickly transform (4) into

$$
\min_x \quad -\|x\|_2 \\
\text{subject to} \quad \|\begin{bmatrix} A v \\ \sigma \end{bmatrix} \begin{bmatrix} x_{sol} - x \\ \sigma \end{bmatrix} \|_2 \leq r \\
x \in \left[ -\frac{1}{\sqrt{n}}, \frac{1}{\sqrt{n}} \right]^n.
$$

As was the case in [21–23], we proceed in the standard Random Duality Theory fashion and find it useful to work with two specific concentrating parameters, $c_1$ and $c_2$ defined in the following way

$$
c_2 = \|x\|_2^2 \\
c_1 = (x_{sol})^T x.
$$

One can then rewrite (5) as

$$
\min_{c_2 \in [0,1]} \min_{\|x\|_2 = c_2} \quad -\sqrt{c_2} \\
\text{subject to} \quad \|\begin{bmatrix} A v \\ \sigma \end{bmatrix} \begin{bmatrix} x_{sol} - x \\ \sigma \end{bmatrix} \|_2 \leq r \\
x \in \left[ -\frac{1}{\sqrt{n}}, \frac{1}{\sqrt{n}} \right]^n.
$$

Following further the basics of RDT outlined in [21–23] and after forming the standard Lagrangian we also have

$$
\min_{c_2 \in [0,1]} \min_{\|x\|_2 = c_2} \max_{\lambda \in \mathbb{R}} \quad -\sqrt{c_2} + \gamma_1 \left( \max_{\|\lambda\|_2 = 1} \lambda^T \left( \|\begin{bmatrix} A v \\ \sigma \end{bmatrix} \begin{bmatrix} x_{sol} - x \\ \sigma \end{bmatrix} \|_2 \right) - r \right) \\
x \in \left[ -\frac{1}{\sqrt{n}}, \frac{1}{\sqrt{n}} \right]^n.
$$

Continuing to follow further [22] and relying on the $\gamma_1$’s concentration we arrive at the following variant of [22]’s equations (8) and (44)

$$
\min_{c_2 \in [0,1]} \max_{\lambda \in \mathbb{R}} \min_{\|x\|_2 = c_2} \max_{\|\lambda\|_2 = 1} \quad -\sqrt{c_2} + \gamma_1 \lambda^T \left( \|\begin{bmatrix} A v \\ \sigma \end{bmatrix} \begin{bmatrix} x_{sol} - x \\ \sigma \end{bmatrix} \|_2 \right) - \gamma_1 r \\
x \in \left[ -\frac{1}{\sqrt{n}}, \frac{1}{\sqrt{n}} \right]^n.
$$

One can then form the Random dual and trivially redo all the steps from [22]. The difference this time will be that we will not assume that signs of all elements of $x_{sol}$ are equal. Instead we will assume that $x_{sol}$ has $\rho n$ ($\rho \in [0,1]$) components equal to $\frac{1}{\sqrt{n}}$ and $(1-\rho)n$ components equal to $-\frac{1}{\sqrt{n}}$. Still all the machinery of [22] can be reutilized to obtain the following as the optimizing objective of the Random dual

$$
\xi_{RD,\gamma_1}(\alpha, \sigma; c_2, c_1, \gamma, \nu) = -\sqrt{c_2} + \gamma_1 (\sqrt{\alpha} \sqrt{1 - 2c_1 + c_2 + \sigma^2} + I_{22} - I_1 - I_{21} - \nu c_1 - \gamma c_2) - \gamma_1 r,
$$

where $\gamma_1$ is $\sqrt{n}$ scaled version of $\gamma_1$ from (9) and $I_{22}$, $I_1$, and $I_{21}$ can be obtained as

$$
I_{22} = \rho I_{22} (\gamma, \nu) + (1-\rho) I_{22} (\gamma, -\nu) \\
I_1 = \rho I_1 (\gamma, \nu) + (1-\rho) I_1 (\gamma, -\nu) \\
I_{21} = \rho I_{21} (\gamma, \nu) + (1-\rho) I_{21} (\gamma, -\nu),
$$

where $\gamma$ is $\sqrt{\alpha}$ scaled version of $\gamma$ from (9).
and \( I_{22}(\gamma, \nu) \), \( I_{1}(\gamma, \nu) \), and \( I_{21}(\gamma, \nu) \) are similar to [22]'s equation (22), i.e.

\[
\begin{align*}
I_{22}(\gamma, \nu) &= 0.5(\nu + \gamma)\text{erfc}(\nu + 2\gamma) / \sqrt{2} - \exp(-0.5(\nu + 2\gamma)^2) / \sqrt{2}\pi \\
I_{1}(\gamma, \nu) &= \left( \sqrt{\pi/2}(\nu^2 + 1)\text{erf}(2\gamma - \nu) / \sqrt{2} \right) + \sqrt{\pi/2}(\nu^2 + 1)\text{erf}(2\gamma + \nu) / \sqrt{2} \\
&\quad + \exp(-0.5(\nu + 2\gamma)^2)(\nu - 2\gamma) - \exp(-0.5(\nu - 2\gamma)^2)(\nu + 2\gamma) / (4\sqrt{2}\pi\gamma) \\
I_{21}(\gamma, \nu) &= -0.5(\nu - \gamma)(\text{erf}(\nu - 2\gamma) / \sqrt{2} + 1) - \exp(-0.5(\nu - 2\gamma)^2) / \sqrt{2}\pi. 
\end{align*}
\]

(12)

Utilizing [22]'s Theorem 1, we then have as the object of interest the following optimization

\[
\min_{c_2 \in [0, 1]} \min_{c_1 \in [0, \sqrt{2}]} \max_{\gamma, \nu} \xi_{RD, \gamma_1}(\alpha, \sigma; c_2, c_1, \gamma, \nu). 
\]

(13)

To handle the above optimization we look at the stationary points. We start with the derivatives with respect to \( c_1 \) and \( c_2 \). First we have

\[
\frac{d\xi_{RD, \gamma_1}(\alpha, \sigma; c_2, c_1, \gamma, \nu)}{dc_1} = -\frac{\sqrt{\alpha}}{\sqrt{1 - 2c_1 + c_2 + \sigma^2}} - \nu = 0,
\]

which gives

\[
\nu = -\frac{\sqrt{\alpha}}{\sqrt{1 - 2c_1 + c_2 + \sigma^2}}. 
\]

(15)

Then we also find

\[
\frac{d\xi_{RD, \gamma_1}(\alpha, \sigma; c_2, c_1, \gamma, \nu)}{dc_2} = -\frac{1}{2\sqrt{c_2}} + \frac{\gamma_1\sqrt{\alpha}}{2\sqrt{1 - 2c_1 + c_2 + \sigma^2}} - \gamma_1\gamma = -\frac{1}{2\sqrt{c_2}} - \frac{\gamma_1\nu}{2} - \gamma_1\gamma = 0,
\]

which gives

\[
\gamma_1 = \frac{1}{2\sqrt{c_2}(-\nu/2 - \gamma)}. 
\]

(17)

The derivative with respect to \( \gamma_1 \) gives

\[
\frac{d\xi_{RD, \gamma_1}(\alpha, \sigma; c_2, c_1, \gamma, \nu)}{d\gamma_1} = \sqrt{\alpha}\sqrt{1 - 2c_1 + c_2 + \sigma^2 + I_{22} - I_1 + I_{21} - \nu c_1 - \gamma c_2 - r}.
\]

(18)

For the derivative with respect to \( \nu \) we have

\[
\frac{d\xi_{RD, \gamma_1}(\alpha, \sigma; c_2, c_1, \gamma, \nu)}{d\nu} = \rho \frac{dI(\gamma, \nu)}{d\nu} + (1 - \rho) \frac{dI(\gamma, -\nu)}{d\nu} - c_1,
\]

(19)

where

\[
I(\gamma, \nu) = I_{22}(\gamma, \nu) - I_{1}(\gamma, \nu) + I_{21}(\gamma, \nu),
\]

(20)

and consequently

\[
\frac{dI(\gamma, \nu)}{d\nu} = \frac{dI_{22}(\gamma, \nu)}{d\nu} - \frac{dI_{1}(\gamma, \nu)}{d\nu} + \frac{dI_{21}(\gamma, \nu)}{d\nu}.
\]

(21)

Using (12) we obtain

\[
\frac{dI_{22}(\gamma, \nu)}{d\nu} = \frac{\gamma}{\sqrt{2}\pi} \exp(-0.5(2\gamma + \nu)^2) + 0.5\text{erfc}((2\gamma + \nu) / \sqrt{2})
\]

\[
\frac{dI_{1}(\gamma, \nu)}{d\nu} = (-\sqrt{2}\pi\text{erf}((\nu - 2\gamma) / \sqrt{2}) + \sqrt{2}\pi\text{erf}((2\gamma + \nu) / \sqrt{2})
\]

\[
- (\nu^2 + 1) \exp(-1/2(\nu - 2\gamma)^2) + (\nu^2 + 1) \exp(-1/2(2\gamma + \nu)^2)
\]

\[
+ \exp(-1/2(\nu - 2\gamma)^2)(\nu - 2\gamma)(2\gamma + \nu) - \exp(-1/2(2\gamma + \nu)^2)(\nu - 2\gamma)(2\gamma + \nu)
\]

\[
- \exp(-1/2(2\gamma - \nu)^2) + \exp(-1/2(2\gamma + \nu)^2)) / (4\sqrt{2}\pi\gamma)
\]

\[
(22)
\]

\[
(23)
\]
\[
\frac{dI_{21}(\gamma, \nu)}{d\nu} = -\frac{\gamma}{\sqrt{2\pi}} \exp(-0.5(-2\gamma + \nu)^2) - 0.5\text{erfc}((2\gamma - \nu)/\sqrt{2}).
\] (22)

One can recompute all of the above derivatives for \(-\nu\) or utilize the following

\[
\frac{dI(\gamma, -\nu)}{d\nu} = \frac{dI(\gamma, -\nu)}{d(-\nu)} \frac{d(-\nu)}{d\nu} = -\frac{dI(\gamma, \nu)}{d\nu}\big|_{\nu=-\nu}.
\] (23)

For the derivative with respect to \(\gamma\) we have

\[
\frac{d\xi_{RD,\gamma_1}(\alpha, \sigma; c_2, c_1, \gamma, \nu)}{d\gamma} = \rho \frac{dI(\gamma, \nu)}{d\gamma} + (1 - \rho) \frac{dI(\gamma, -\nu)}{d\gamma} - c_2,
\] (24)

where similarly to (21)

\[
\frac{dI(\gamma, \nu)}{d\gamma} = \frac{dI_{22}(\gamma, \nu)}{d\gamma} - \frac{dI_1(\gamma, \nu)}{d\gamma} + \frac{dI_{21}(\gamma, \nu)}{d\gamma}.
\] (25)

Utilizing again (12) we obtain

\[
\frac{dI_{22}(\gamma, \nu)}{d\gamma} = \gamma \sqrt{\frac{2}{\pi}} \exp(-0.5(2\gamma + \nu)^2) + 0.5\text{erfc}((2\gamma + \nu)/\sqrt{2})
\]
\[
\frac{dI_1(\gamma, \nu)}{d\gamma} = (2(\nu^2 + 1) \exp(-1/2(\nu - 2\gamma)^2) + 2(\nu^2 + 1) \exp(-1/2(\gamma + \nu)^2)
\]

\[
-2 \exp(-1/2(\gamma - \nu)^2)(\nu - 2\gamma)(\gamma + \nu) - 2 \exp(-1/2(\gamma + \nu)^2)(\nu - 2\gamma)(\gamma + \nu)
\]

\[
-2 \exp(-1/2(\gamma + \nu)^2) - 2 \exp(-1/2(\gamma - \nu)^2)/(4\sqrt{2}\pi\gamma)
\]

\[
-(-\sqrt{\pi}/2\nu^2 + 1)\text{erf}((\nu - 2\gamma)/\sqrt{2}) + \sqrt{\pi}/2(\nu^2 + 1)\text{erf}((\gamma + \nu)/\sqrt{2})
\]

\[
+\exp(-1/2(\gamma + \nu)^2)(\nu - 2\gamma) - \exp(-1/2(\gamma - \nu)^2)(\gamma + \nu))/(4\sqrt{2}\pi\gamma^2)
\]

\[
\frac{dI_{21}(\gamma, \nu)}{d\gamma} = \gamma \sqrt{\frac{2}{\pi}} \exp(-0.5(-2\gamma + \nu)^2) + 0.5\text{erfc}((2\gamma - \nu)/\sqrt{2}).
\] (26)

Finally, one also has

\[
\frac{dI(\gamma, -\nu)}{d\gamma} = \frac{dI(\gamma, \nu)}{d\gamma}\big|_{\nu=-\nu}.
\] (27)

We summarize the above considerations in the following theorem.

**Theorem 1.** *(Random dual – stationary points)* Let \(\xi_{RD,\gamma_1}(\alpha, \sigma; c_2, c_1, \gamma, \nu)\) be as in (10). Then its stationary points are all solutions to the following system of equations:

\[
\frac{d\xi_{RD,\gamma_1}(\alpha, \sigma; c_2, c_1, \gamma, \nu)}{d\nu} = \rho \frac{dI(\gamma, \nu)}{d\nu} + (1 - \rho) \frac{dI(\gamma, -\nu)}{d\nu} - c_1 = 0
\]
\[
\frac{d\xi_{RD,\gamma_1}(\alpha, \sigma; c_2, c_1, \gamma, \nu)}{d\gamma} = \rho \frac{dI(\gamma, \nu)}{d\gamma} + (1 - \rho) \frac{dI(\gamma, -\nu)}{d\gamma} - c_2 = 0
\]
\[
\frac{d\xi_{RD,\gamma_1}(\alpha, \sigma; c_2, c_1, \gamma, \nu)}{d\gamma_1} = \sqrt{\alpha} \sqrt{1 - 2c_1 + c_2 + \sigma^2} + I_{22} - I_1 + I_{21} - \nu c_1 - \gamma c_2 - r = 0
\]
\[
\nu = -\frac{\sqrt{\alpha}}{\sqrt{1 - 2c_1 + c_2 + \sigma^2}}
\]
\[
\gamma_1 = \frac{1}{2\sqrt{c_2(-\nu/2 - \gamma)}},
\] (28)

where \(\frac{dI(\gamma, \nu)}{d\nu}\) and \(\frac{dI(\gamma, -\nu)}{d\nu}\) are as given in (21)-(23), \(\frac{dI(\gamma, \nu)}{d\gamma}\) and \(\frac{dI(\gamma, -\nu)}{d\gamma}\) are as given in (25)-(27), and \(I_{22}, I_1,\) and \(I_{21}\) are as given in (11)-(12).

**Proof.** Follows as a consequence of the above analysis and a host of fundamental RDT properties developed in [11–15, 17, 18] and in particular in [21–23].

\[\square\]
When \( c_2 = 1 \) the above needs to be slightly adjusted. However, such a scenario will not appear as of much interest below and we skip this easy exercise and overloading the overall presentation with such details. Below we discuss how the above machinery can be utilized to design efficient optimization algorithms.

2.1 Transforming constrained into unconstrained optimization

When we created the Random Duality Theory in \([10–20]\), it was immediately clear that it has quite a few great features. Two of them were among the most prominent.

| Two of the most prominent RDT features |
|----------------------------------------|
| • **RDT** has a massive power in providing the exact characterization of various random structures. |
| • The machinery of **RDT** established in \([10–20]\) also provided large scale algorithms of an almost unparallel computational efficiency. |

The first feature basically implied that an exact performance analysis of optimization problems became doable with the analysis precision often reaching fourth or fifth decimal even for problems of relatively small dimensions of few hundreds (even though the RDT analysis was conceptually designed for basically infinitely dimensional problems). On the other hand, the second feature was the theory’s ability to provide ways to create practical, computationally efficient algorithms than can actually achieve the above mentioned analytically exactly predictable performance. Below we briefly revisit the fundamental ideas from \([10–20]\) that we used over the years for creating very fast large scale algorithms and discuss how they work within the CLuP context. First we once again recall the ending optimization of the CLuP procedure

\[
\begin{align*}
\min_x & \quad -\|x\|_2 \\
\text{subject to} & \quad \|y - Ax\|_2 \leq r \\
& \quad x \in \left[-\frac{1}{\sqrt{n}}, \frac{1}{\sqrt{n}}\right]^n.
\end{align*}
\]  

(29)

Solving this problem on a large scale even in the hands of the very best optimization theorist might be quite challenging. There are of course many reasons for that. For example, even if one can find a procedure that would lead towards the solution, it remains almost inconceivable how handling the set of constraints can be so to say computationally avoided which often is pretty much a necessary step needed to create algorithms powerful enough to be capable of handling very large dimensions. Instead of relying on the standard optimization techniques we of course again focus on the Random Duality Theory. We first write the Lagrangian of the above primal

\[
\begin{align*}
\min_{x} \max_{\gamma_1 \geq 0} & \quad -\|x\|_2 + \gamma_1(\|y - Ax\|_2 - r) \\
\text{subject to} & \quad x \in \left[-\frac{1}{\sqrt{n}}, \frac{1}{\sqrt{n}}\right]^n.
\end{align*}
\]  

(30)

Now, as is trivially known even for the optimization beginners, the above problem does remove the critical set of constraints and seemingly transforms the constrained primal optimization into practically speaking an unconstrained one (the individual constraints are typically much easier to handle and we don’t view them as particularly problematic in the discussion here). Of course, that comes at the expense of having the original single optimization being transformed into a double one. As expected, the above Lagrangian then doesn’t really help much with the idea of avoiding the existence of critical constraints. This is all well known and generically true for pretty much any optimization problem. However, such a reasoning remains valid only so long until one is capable of finding a quick way of computing \( \gamma_1 \). That is exactly where the Random Duality Theory comes in place. Utilizing the RDT concepts that we developed in \([10–20]\) one can determine \( \gamma_1 \) for pretty much any problem that falls within the frame of RDT. When it comes in particular to the problems of our interest here, then the above machinery developed based on RDT and summarized in the above theorem...
provides the way to determine $\gamma_1$. That basically means that through RDT we have automatically solved one of the biggest obstacles in creating large scale capable algorithms. Since the problem is conceptually solved the only things that are left to be done are technical realizations and we discuss them in a separate section below. There are many ways how one can go about the technical realizations. Since this is the introductory paper, we will focus on some of the most basic implementations and in some of our companion papers we will discuss more advanced optimization tools that can also be utilized.

## 3 Large scale CLuP

As mentioned above, once the results of Theorem 1 are available, there are many practical ways how one can handle (30). We will consider a mixed stationary points-constraints satisfaction type of implementations. To that end we start with the following quick observation

\[ \min_{x} \xi_{LS} \]

subject to
\[ \xi_{LS} = -\|x\|_2 + \hat{\gamma}_1(\|y - Ax\|_2 - r) \]

\[ x \in \left[ -\frac{1}{\sqrt{n}}, \frac{1}{\sqrt{n}} \right]^n, \] (31)

where $\hat{\gamma}_1$ is obtained through the machinery of Theorem 1 (and scaled by $\sqrt{n}$). We then also have

\[ \frac{d\xi_{LS}}{dx} = -\frac{x}{\|x\|_2} + \hat{\gamma}_1 \frac{-A^T(y - Ax)}{\|y - Ax\|_2}. \] (32)

After setting the derivative to zero we further have from (32)

\[ \frac{d\xi_{LS}}{dx} = 0 \iff -x\|y - Ax\|_2 - \hat{\gamma}_1 A^T y \|x\|_2 + \hat{\gamma}_1 A^T Ax \|x\|_2 = 0. \] (33)

There are many ways how one can solve the above equation. We leave more complex choices for some of our companion papers, here we choose a simple scaled regularized contraction. Basically, we set

\[ -x\|y - Ax\|_2 - \hat{\gamma}_1 A^T y \|x\|_2 + \hat{\gamma}_1 A^T Ax \|x\|_2 = 0 \]

\[ \iff c_{q,2} x - x - \|y - Ax\|_2 - c_{q,2} x - \hat{\gamma}_1 A^T y \|x\|_2 + \hat{\gamma}_1 A^T Ax \|x\|_2 = 0 \]

\[ \iff x(c_{q,2} - \|y - Ax\|_2) = c_{q,2} x + \hat{\gamma}_1 A^T y \|x\|_2 - \hat{\gamma}_1 A^T Ax \|x\|_2 \]

\[ \iff x = \frac{c_{q,2} x + \hat{\gamma}_1 A^T y \|x\|_2 - \hat{\gamma}_1 A^T Ax \|x\|_2}{c_{q,2} - \|y - Ax\|_2}, \] (34)

where $c_{q,2}$ is an appropriately chosen constant. Taking into account the individual box constraints one can then established the following contraction

\[ x^{(i+1)} = \frac{c_{q,2} x^{(i)} + \hat{\gamma}_1 A^T y \|x^{(i)}\|_2 - \hat{\gamma}_1 A^T Ax^{(i)} \|x^{(i)}\|_2}{c_{q,2} - \|y - Ax^{(i)}\|_2}, x^{(i+1)} = \begin{cases} -\frac{1}{\sqrt{n}}, & \text{if } x^{(i+1,r)} \leq -\frac{1}{\sqrt{n}}, \\ x^{(i+1,r)}, & \text{if } -\frac{1}{\sqrt{n}} \leq x^{(i+1,r)} \leq \frac{1}{\sqrt{n}}, \\ \frac{1}{\sqrt{n}}, & \text{otherwise.} \end{cases} \] (35)

However, depending on the implementation one can go a step further and utilize the RDT to an even larger degree. Namely, after observing that in the limit $\|x^{(i)}\|_2 \to \sqrt{\epsilon_2}$ and $\|y - Ax^{(i)}\|_2 \to r_{scT_{plt}} \sqrt{n}$, where, similarly to $\gamma_1$, $\epsilon_2$ is also obtained through the machinery of Theorem 1, one can also have the following contraction

\[ x^{(i+1,r)} = \frac{c_{q,2} x^{(i)} + \hat{\gamma}_1 A^T y \sqrt{\epsilon_2} - \hat{\gamma}_1 A^T Ax^{(i)} \sqrt{\epsilon_2}}{c_{q,2} - r_{scT_{plt}} \sqrt{n}}, x^{(i+1)} = \begin{cases} -\frac{1}{\sqrt{n}}, & \text{if } x^{(i+1,r)} \leq -\frac{1}{\sqrt{n}}, \\ x^{(i+1,r)}, & \text{if } -\frac{1}{\sqrt{n}} \leq x^{(i+1,r)} \leq \frac{1}{\sqrt{n}}, \\ \frac{1}{\sqrt{n}}, & \text{otherwise.} \end{cases} \] (36)
In this section we present a large set of numerical results that relate to both, the theoretical predictions and the practical algorithm running. To start things off, we in Figure 2 show the results that can be obtained through the rerunning of the above large scale CLuP (we will sometimes refer to it as CLuP\(^\pi\)). As the theory suggests, the CLuP\(^\pi\) achieves performance almost identical to the ML and substantially better (around 4[db]) than the corresponding polytope convex relaxation. In Figure 2, we in addition to the CLuP and polytope relaxation curves show the curve that corresponds to the performance of an ideal detection on a single Gaussian channel with binary signals and appropriately scaled SNR (we refer to this type of performance and the corresponding curve as the Ideal ML). The exact formula is trivially given after the SNR rescaling as

\[
p_{err}^{(ideal)} = \frac{1}{2} \text{erfc}(\sqrt{\alpha/2}/\sqrt{10^{-((1/\sigma^2)[db])/10}}).
\]

We do recall from [22], that the ultimate CLuP’s performance is determined for the worst case probability of error. The numerical values for the corresponding \(r_{sc}\) and the resulting probabilities of error are given in Table 1. The probabilities of error from Table 1 correspond to the green curve in Figure 2. We conducted numerical simulations with \(r_{sc}\) values that are a bit below the optimal ones as it is a bit easier to achieve better and faster concentrations of all critical system parameters. For concreteness, we in Table 2 show the exact values of \(r_{sc}\) that were simulated and the theoretical predictions for \(p_{err}^{(clup)}\) that one can obtain for such values. We also plot (as a light brown curve) in Figure 2 the theoretical predictions that can be

---

**Algorithm 1 Large scale CLuP – achieving exact ML in polynomial time**

*Input*: Received vector \(\mathbf{y} \in \mathbb{R}^n\), system matrix \(A \in \mathbb{R}^{n \times n}\), radius \(r\), \(\gamma_1\), \(\delta_2\), \(c_{q,2}\), starting unknown vector \(\mathbf{x}^{(0)} \in \mathbb{R}^n\), maximum number of iterations \(i_{max}\), desired converging precision \(\delta_{min}\). [CLuP(\(\mathbf{y}, A, r, \gamma_1, \delta_2, c_{q,2}, \mathbf{x}^{(0)}, i_{max}, \delta\)]

*Output*: Estimated vector \(\mathbf{x}^{(i)} \in \mathbb{R}^n\) and its discretized variant \(\hat{x}^{(CLuP)}, [\mathbf{x}^{(i)}, \hat{x}^{(CLuP)}]\)

1. Initialize the convergence gap and the iteration counter, \(\delta \leftarrow 10^{-10}\) and \(i \leftarrow 0\)
2. Set \(c_2^{(i)} \leftarrow \delta^2\)
3. **while** \(i + 1 \leq i_{max}\) and/or \(\delta \geq \delta_{min}\) **do**
4. **Obtain** \(\mathbf{x}^{(i+1, r)}\)

\[
\mathbf{x}^{(i+1, r)} = \frac{c_{q,2}\mathbf{x}^{(i)} + \gamma_1 A^T \mathbf{y} \sqrt{r^2} - \gamma_1 A^T \mathbf{A} \mathbf{x}^{(i)} \sqrt{r^2}}{c_{q,2} - r_{scT} \text{pt}} \sqrt{n}.
\]
5. **Set**

\[
\mathbf{x}^{(i+1)} = \begin{cases} 
-\frac{1}{\sqrt{n}}, & \text{if } \mathbf{x}^{(i+1, r)} \leq -\frac{1}{\sqrt{n}} \\
\mathbf{x}^{(i+1, r)}, & \text{if } -\frac{1}{\sqrt{n}} \leq \mathbf{x}^{(i+1, r)} \leq \frac{1}{\sqrt{n}} \\
\frac{1}{\sqrt{n}}, & \text{otherwise}.
\end{cases}
\]
6. Set \(c_{2, ||}^{(i+1)} \leftarrow \text{sign}((\mathbf{x}^{(i)})^T \text{sign}((\mathbf{x}^{(i+1)}))
7. Set \(\delta \leftarrow |1 - c_{2, ||}^{(i+1)}|
8. Update the iteration counter \(i \leftarrow i + 1\)
9. **end while**
10. \(\mathbf{x}^{(CLuP)} \leftarrow \frac{1}{\sqrt{n}} \text{sign}((\mathbf{x}^{(0)})).

One can then formalize the above procedure and run it. There are a couple of things that one should immediately note. First, the complexity per iteration is remarkably low. Namely, there is only one matrix-vector multiplication which amounts to overall per iteration complexity of \(O(n)\) (or in scaling terms, it amounts to a quadratic complexity per iteration). Also, one can run it successively. Namely, after getting certain output \(\mathbf{x}^{(CLuP)}\) after say \(i_{max}\) iterations, one can rerun it with the \(\mathbf{x}^{(CLuP)}\) as the \(\mathbf{x}^{(0)}\). One can also repeat rerunning as many times as desired. We found this as particularly useful in decreasing the number of running iterations. In the following section we discuss these and a few other algorithm’s features in a bit more details.

### 4 Numerical results

In this section we present a large set of numerical results that relate to both, the theoretical predictions and the practical algorithm running. To start things off, we in Figure 2 show the results that can be obtained through the rerunning of the above large scale CLuP (we will sometimes refer to it as CLuP\(^\pi\)). As the theory suggests, the CLuP\(^\pi\) achieves performance almost identical to the ML and substantially better (around 4[db]) than the corresponding polytope convex relaxation. In Figure 2, we in addition to the CLuP and polytope relaxation curves show the curve that corresponds to the performance of an ideal detection on a single Gaussian channel with binary signals and appropriately scaled SNR (we refer to this type of performance and the corresponding curve as the Ideal ML). The exact formula is trivially given after the SNR rescaling as

\[
p_{err}^{(ideal)} = \frac{1}{2} \text{erfc}(\sqrt{\alpha/2}/\sqrt{10^{-((1/\sigma^2)[db])/10}}).
\]
Comparison of probability of errors

\[ p_{\text{err}}(\alpha = 0.8) \]

Figure 2: Comparison of \( p_{\text{err}} \) as a function of \( 1/\sigma^2 \)

Table 1: Numerical values for \( r_{sc} \) and \( \hat{p}_{\text{err}}(\text{clup}) \) that correspond to the data in Figure 2 (green curve)

| \( 1/\sigma^2 \) (db) | 8   | 9   | 10  | 11  | 12  | 13  | 14  |
|-----------------------|-----|-----|-----|-----|-----|-----|-----|
| \( r_{sc} \)         | 1.10| 1.41| 1.56| 1.61| 1.62| 1.63| 1.63|
| \( \hat{p}_{\text{err}}(\text{clup}) \) | 6.98e-02 | 1.70e-02 | 3.69e-03 | 9.09e-04 | 1.97e-04 | 3.29e-05 | 3.70e-06 |

obtained for a fixed value, \( r_{sc} = 1.55 \). Such a value is either equal (for \( 1/\sigma^2 = 12 - 14 \) (db)) or very close (for \( 1/\sigma^2 = 10 - 11 \) (db)) to the simulated values. We would like to emphasize that one of the very best features of the original CLuP from [22] is that one does not necessarily need to know the SNR to be able to run it. Moreover, one can run it in a so to say universal way, i.e. one can choose a fixed \( r_{sc} \) and obtain performance almost identical to the ML prediction. We showcased such CLuP abilities on multiple occasions in [21–23]. Here, while we are in a way more interested in CLuP’s ultimate behavior the curve for \( r_{sc} = 1.55 \) in Figure 2 and the results from Table 2 demonstrate that in the most interesting SNR regimes even the ultimate CLuP’s behavior can be very closely approached with a universal type of running. Finally, in Table 3 we

Table 2: Numerical values for \( r_{sc} \) and \( \hat{p}_{\text{err}}(\text{clup}) \) that correspond to the simulated data in Figure 2

| \( 1/\sigma^2 \) (db) | 8   | 9   | 10  | 11  | 12  | 13  | 14  |
|-----------------------|-----|-----|-----|-----|-----|-----|-----|
| \( r_{sc} \)         | 1.10| 1.35| 1.56| 1.5 | 1.55| 1.55| 1.55|
| \( \hat{p}_{\text{err}}(\text{clup}) \) | 6.98e-02 | 1.79e-02 | 3.69e-03 | 1.19e-03 | 2.46e-04 | 4.35e-05 | 5.11e-06 |

show in parallel both the theoretical and the simulated values for all critical parameters (\( c_2, c_1, \hat{p}_{\text{err}}(\text{clup}), \) and \( r \)). As explained earlier, we reran CLuP\(^{\tau_0} \) with \( n = 2000 \) and \( t_{\max} = 300 \) (we found \( c_{q,2} = 5\sqrt{n} \) to be a solid starting point; for \( 1/\sigma^2 \in [9, 10] \) (db) the procedure was a bit different and we will discuss it separately below). One can observe a very strong agreement between what the theory predicts and what one can get through the numerical simulations.
4.1 Rephasing

As mentioned above, for $1/\sigma^2 = 9$ or 10[db] we ran a slightly different procedure. Namely, although one can achieve the theoretical predictions with a bit larger $n$ for the values given in the above tables, we found a bit helpful for lower dimensions to do the so-called CLuP rephasing. That means that we first reran CLuP$^{\text{clup}}$ with $n = 2000$ and $i_{\text{max}} = 300$ for ceratin values of parameters and then repeated the same type of rerunning for a different set of parameters (basically in the second rerunning the parameters were exactly as specified in Table 3). The parameters that we selected for both rerunning (we refer to them as phase 0 and phase 1) are shown in Table 4 for $1/\sigma^2 = 9[\text{db}]$ and in Table 5 for $1/\sigma^2 = 10[\text{db}]$.

Table 3: Theoretical/simulated values for $c_2, c_1, \hat{p}_{\text{err}}^{(\text{clup})}$, and $r$ in Figure 2 ($n = 2000$)

| $1/\sigma^2[\text{db}]$ | $\gamma_1/\sqrt{\pi}$ | $c_2$ | $c_2$ | $c_1$ | $c_1$ | $\hat{p}_{\text{err}}^{(\text{clup})}$ | $\hat{p}_{\text{err}}^{(\text{clup})}$ |
|------------------------|------------------------|--------|--------|--------|--------|-------------------------------|-------------------------------|
| 8                      | 1.8022                 | 0.8325 | 0.8335 | 0.8120 | 0.8062 | 6.9878$\times 10^{-2}$        | 7.3373$\times 10^{-2}$        |
| 9                      | 0.7916                 | 0.9432 | 0.9435 | 0.9437 | 0.9398 | 1.7933$\times 10^{-2}$        | 2.0148$\times 10^{-2}$        |
| 10                     | 0.4657                 | 0.9910 | 0.9912 | 0.9898 | 0.9896 | 3.6882$\times 10^{-3}$        | 3.8263$\times 10^{-3}$        |
| 11                     | 0.5816                 | 0.9815 | 0.9816 | 0.9871 | 0.9872 | 1.1872$\times 10^{-3}$        | 1.1693$\times 10^{-3}$        |
| 12                     | 0.5119                 | 0.9905 | 0.9905 | 0.9938 | 0.9939 | 2.4610$\times 10^{-4}$        | 2.4385$\times 10^{-4}$        |
| 13                     | 0.5243                 | 0.9913 | 0.9913 | 0.9947 | 0.9948 | 4.3485$\times 10^{-5}$        | 3.8916$\times 10^{-5}$        |
| 14                     | 0.5348                 | 0.9920 | 0.9920 | 0.9954 | 0.9954 | 5.1122$\times 10^{-6}$        | 6.1052$\times 10^{-6}$        |

Table 4: Rephasing – theoretical/simulated values for $c_2, c_1, \hat{p}_{\text{err}}^{(\text{clup})}$, and $r$ ($n = 2000, 1/\sigma^2 = 9[\text{db}]$)

| $1/\sigma^2[\text{db}]$ | $\gamma_1/\sqrt{\pi}$ | $c_2$ | $c_2$ | $c_1$ | $c_1$ | $\hat{p}_{\text{err}}^{(\text{clup})}$ | $\hat{p}_{\text{err}}^{(\text{clup})}$ |
|------------------------|------------------------|--------|--------|--------|--------|-------------------------------|-------------------------------|
| 9 (phase 0)            | 1.9024                 | 0.8343 | 0.8353 | 0.8586 | 0.8588 | 3.4801$\times 10^{-2}$        | 3.5162$\times 10^{-2}$        |
| 9 (phase 1)            | 0.7916                 | 0.9432 | 0.9435 | 0.9437 | 0.9398 | 1.7933$\times 10^{-3}$        | 2.0148$\times 10^{-3}$        |

Table 5: Rephasing – theoretical/simulated values for $c_2, c_1, \hat{p}_{\text{err}}^{(\text{clup})}$, and $r$ ($n = 2000, 1/\sigma^2 = 10[\text{db}]$)

| $1/\sigma^2[\text{db}]$ | $\gamma_1/\sqrt{\pi}$ | $c_2$ | $c_2$ | $c_1$ | $c_1$ | $\hat{p}_{\text{err}}^{(\text{clup})}$ | $\hat{p}_{\text{err}}^{(\text{clup})}$ |
|------------------------|------------------------|--------|--------|--------|--------|-------------------------------|-------------------------------|
| 10 (phase 0)           | 1.2949                 | 0.8937 | 0.8943 | 0.9218 | 0.9228 | 1.0606$\times 10^{-2}$        | 1.0384$\times 10^{-2}$        |
| 10 (phase 1)           | 0.4657                 | 0.9910 | 0.9912 | 0.9898 | 0.9896 | 3.6882$\times 10^{-3}$        | 3.8263$\times 10^{-3}$        |

4.2 Increasing the problem dimensions

While it is clear from the above discussion about the CLuP$^{\text{clup}}$ that it is well-suited for large scale applications, we below show what effect the increasing of problem dimensions has on the overall performance. In Table 6 and Figure 3 we show the change in probability of error as $n$ increases for $1/\sigma^2 = 9[\text{db}]$. On the other hand, the same type of change for $1/\sigma^2 = 10[\text{db}]$ we show in Table 7 and Figure 4. As can be seen from both sets of tables and figures, already for $n = 500$ one achieves almost optimal performance. This means that although CLuP$^{\text{clup}}$ is particularly tailored to handle large dimensions, it can fairly accurate work even for moderately small $n$. Moreover, as SNR increases one generically expects that smaller dimensions are sufficient to achieve the same level of error. Both tables and figures confirm that this is indeed true.

5 Conclusion

In this paper we revisited the CLuP mechanism that we recently introduced in [21–23] as a fast Random Duality Theory based polynomial procedure for handling hard optimization problems. As was already
Table 6: Increasing the problem dimension – theoretical/simulated values for $\hat{p}_{err}^{(clup)}\ (1/\sigma^2 = 9[db])$

| $n$   | 300 | 500 | 1000 | 2000 | 4000 | $\infty$ (limit – theory) |
|-------|-----|-----|------|------|------|--------------------------|
| $\hat{p}_{err}^{(clup)}$ (phase 0) | 0.0429 | 0.0382 | 0.0350 | 0.0351 | 0.0346 | 0.0348 |
| $\hat{p}_{err}^{(clup)}$ (phase 1) | 0.0355 | 0.0292 | 0.0226 | 0.0201 | 0.0185 | 0.0179 |

![Figure 3: $p_{err}$ as a function of $n$; $\alpha = 0.8, 1/\sigma^2 = 9[db]$](image)

demonstrated in [21–23], although the theoretical RDT based predictions are for large dimensional problems, the CLuP performs very well even for moderate problem sizes of a few hundreds. Given our earlier success in handling large scale problems through RDT one would then expect that CLuP exhibits a similar type of behavior as well. The results that we presented here indeed confirm such expectations.

We first provided a theoretical foundation for the algorithmic use of RDT. Along the lines of our earlier works, we first reemphasized one of great RDT features, namely, its ability to transform constrained optimization problems into unconstrained ones. We recalled on some of the key technical components behind the thinking process that enabled such a transformation and then showed how these technicalities can be redone for the concrete MIMO ML detection problem. After redoing all the technicalities we established the resulting CLuP adaptation as CLuP$^{(0)}$ or the large scale CLuP.

Once the key ideas for creating the large scale CLuP are established there are many practical ways how one can go about the concrete implementation. We chose the above mentioned CLuP$^{(0)}$, as a scaled regularized contraction optimization mechanism based on a mixture of stationary points plus constraints satisfaction principles. Since this is the introductory paper regarding the large scale CLuP considerations we chose a relatively simple mechanism to showcase the main ideas in the simplest possible way. We also designed many other more sophisticated implementations and will discuss the most successful of them in some of our companion papers.

It is worth noting though, that even the simplest introductory variant that we presented here has some of generally very desirable large scale features. First, it achieves basically theoretically minimal complexity per iteration of $mn$ basic multiplication/addition operations (essentially only a single matrix/vector multiplication); second, a fairly small number of iterations (of order of a few hundreds) is often sufficient to achieve a decent level of performance.

Another particularly important and practically useful feature of the introduced CLuP$^{(0)}$ mechanism is the appearance of the so-called rephasing phenomenon. It turns out that due to the algorithm’s structure one
Table 7: Increasing the problem dimension – theoretical/simulated values for $\hat{p}_{\text{err}}^{(\text{clup})}$ ($1/\sigma^2 = 10[\text{db}]$)

| n   | $\hat{p}_{\text{err}}^{(\text{clup})}$ (phase 0) | $\hat{p}_{\text{err}}^{(\text{clup})}$ (phase 1) |
|-----|---------------------------------------------|---------------------------------------------|
| 400 | 0.0122                                      | 6.50e-3                                     |
| 500 | 0.0116                                      | 5.47e-3                                     |
| 1000| 0.0106                                      | 4.44e-3                                     |
| 2000| 0.0104                                      | 3.83e-3                                     |
| $\infty$ | limit – theory                             | 3.69e-3                                     |

Figure 4: $p_{\text{err}}$ as a function of $n$; $\alpha = 0.8$, $1/\sigma^2 = 10[\text{db}]$

can rerun the CLuP with different set of running parameters and obtain the desired performance. In the problem instances that we studied here that wasn’t generally necessary. However, there are scenarios where such a rerunning might be of crucial importance to ensure that CLuP maintains the ML achieving ability. In separate papers we will consider some of such scenarios and discuss in great details all the important rephasing aspects.

We also provided a solid set of numerical results which confirmed all theoretical predictions. Moreover, we demonstrated that even the large scale CLuP maintains ability to handle problems of smaller dimensions (of order of several hundreds). Of course, we showcased that for dimensions of several thousands it works almost exactly as the theory predicts (the difference between the theoretical and simulated values of various system parameters is often on the fourth or fifth decimal). We would specifically like to emphasize that the large scale CLuP is expected to perform even better as the dimensions grow and problems of size of several tens/hundreds of thousands/millions can be handled even with a better precision. This is of course especially important in the big data era where such problem instances are of particular interest.

Now that all the key concepts are available options for further explorations are almost endless. As mentioned above, various other implementations are possible. Many of them we have already created and will discuss in separate papers. Moreover, the application of the main concepts is in no way restricted to the MIMO ML detection. We chose MIMO ML as the starting point of the large scale CLuP story to in a way follow the way how we introduced the original CLuP. However, the whole theory is applicable to a large set of problems from various other scientific fields. Quite a few of such applications we have already explored and will present the main conclusions of such explorations in separate papers. Here we would just like to emphasize that similarly to the basic CLuP, the large scale CLuP when used in different types of optimization problems requires a bit of technical modification but the core of the ideas is what we presented in this paper and in a long line of work [10–20] and more recently [21–23].
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