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Abstract

We address classification of distributional data, where units are described by histogram or interval-valued variables. The proposed approach uses a linear discriminant function where distributions or intervals are represented by quantile functions, under specific assumptions. This discriminant function allows defining a score for each unit, in the form of a quantile function, which is used to classify the units in two a priori groups, using the Mallows distance. There is a diversity of application areas for the proposed linear discriminant method. In this work we classify the airline companies operating in NY airports based on air time and arrival/departure delays, using a full year flights.
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1. Introduction

The type of data that is necessary to analyse has changed over the past few years. The evolution of technology allows recording large sets of data, it is therefore necessary to develop efficient and more precise methods to analyse such big data. The large size of datasets often leads to the need to aggregate units and build macrodata. As a consequence, data analysts are confronted with
data where the observations are not single values or categories but finite sets of values/categories, intervals or distributions. It is therefore necessary to develop new methods that allow analysing these more complex datasets. Symbolic Data Analysis [Bock and Diday, 2000; Billard and Diday, 2006; Noirhomme-Fraiture and Brito, 2011; Brito, 2014] is a recent statistical framework that studies and develops methods for such kind of symbolic variables. As in classical statistics, these new variables can be classified as quantitative or qualitative. Depending on the type of realization, quantitative variables may be single-valued - when each unit is allowed to take just one single value, multi-valued - when each unit is allowed to take a finite set of values, interval-valued - when an interval of real values is recorded for each unit or modal-valued - when each unit is described by a probability/frequency/weight distribution. Histogram-valued variables, that we are considering in this work, are a particular type of modal-valued variables [Bock and Diday, 2000; Billard and Diday, 2006; Noirhomme-Fraiture and Brito, 2011; Brito, 2014]; we note that interval-valued variables are a special case of these, so that the developed models and methods also apply to interval data.

Example 1.1. Consider data about the Air Time and Arrival Delay of all flights of five airlines departing from a given airport. Here, the entities of interest are not the individual flights but the airlines, for each of which we aggregate information. The values of variables Air Time and Arrival Delay may be aggregated in the form of interval or histogram-valued variables; in the first case each airline is represented by an interval, defined by the minimum and maximum observed values; for histogram-valued variables, each airline is represented by the empirical distributions of the records associated with each variable. Table 1 presents the obtained symbolic data, where Arrival Delay is an interval-valued variable and Air Time is a histogram-valued variable.

Linear models are frequently used in multivariate data analysis, as in linear regression and linear discriminant analysis. However, when the observations are not single values but intervals or distributions, the classical definition of linear combination has to be adapted. According to the definition proposed by
Table 1: Arrival Delay and Air Time interval and histogram-valued variables, respectively.

| Airline | Arrival Delay | Air Time |
|---------|---------------|----------|
| 9E      | −68,744       | ([21, 56.5], 0.3; [56.5, 106], 0.4; [106, 196], 0.2; [196, 272], 0.1) |
| EV      | −62,577       | ([20, 49], 0.2; [49, 76], 0.2; [76, 97], 0.2; [97, 124], 0.2; [124, 286], 0.2) |
| MQ      | −53,1127      | ([33, 68], 0.2; [68, 77], 0.2; [77, 105], 0.3; [105, 236], 0.3) |
| OO      | −26,157       | ([50, 68], 0.4; [68, 70], 0.2; [70, 177], 0.4) |
| YV      | −46,381       | ([32, 47], 0.2; [47, 51], 0.2; [51, 77], 0.2; [77, 85], 0.2; [85, 122], 0.2) |

\textbf{Dias and Brito} [2015], the observations of the variables that are distributions or intervals of values are rewritten as quantile functions, the inverse of cumulative distribution functions \textbf{Irerno and Verde} [2015], thereby taking into account the distribution within the intervals or subintervals that compose the histograms.

In the case of histogram-valued variables, the Uniform distribution is usually assumed; for interval-valued variables different distributions may be assumed \textbf{Dias and Brito} [2017], up to this date Uniform and Triangular distributions have been considered in linear regression models for this type of variables \textbf{Dias and Brito} [2017], \textbf{Malaquias} [2017]. The criterion to be optimized to define linear models, for both variable types, is based on the Mallows distance. Using the linear combination proposed in \textbf{Dias and Brito} [2015] we define, in this work, a linear discriminant function which allows defining for each unit a score that is a quantile function. The units are then classified based on the distance between its score and that of the barycenter of each a priori classes.

For interval-valued variables, parametric classification rules, based on Normal or Skew-Normal distributions, were proposed in \textbf{Duarte Silva and Brito} [2015]. Non-parametric methodologies for discriminant analysis of interval data may be found in, e.g. \textbf{Ishibuchi et al.} [1990], \textbf{Nivlet et al.} [2001], \textbf{Rossi and Cohen Guez} [2002], \textbf{Duarte Silva and Brito} [2006], \textbf{Carrizosa et al.} [2007], \textbf{Angulo et al.} [2007], \textbf{Lauro et al.} [2008], \textbf{Utkin and Coolen} [2011].

The remaining of the paper is organized as follows. Section 2 introduces histogram and interval-valued variables and their representations, the distance
used to evaluate the similarity between histogram/intervals and the definition of linear combination for these types of variables. Section 3 presents the discriminant function and the optimization problem that allows obtaining the model parameters. Section 4 reports a simulation study and discusses its results. In Section 5, an application to flights data is presented. Finally, Section 6 concludes the paper, pointing out directions for future research.

2. Concepts about histogram-valued variables

In this section we introduce definitions and recall results needed to support the symbolic linear discriminant analysis that will be proposed and that allow for the classification of a set of units in two classes.

2.1. Histogram-valued variables and their representations

Histogram-valued variables (Billard and Diday, 2006; Noirhomme-Fraiture and Brito, 2011), are formally defined as follows.

**Definition 2.1.** \( Y \) is a histogram-valued variable when to each unit \( i \in \{1, \ldots, n\} \) corresponds a histogram \( Y(i) \) defined by a finite number of contiguous and non-overlapping intervals, each of which is associated with a (non-negative) weight. Then, \( Y(i) \) can be represented by a histogram (Billard and Diday (2003)):

\[
H_{Y(i)} = \left\{ \left[ I_{Y(i)\ell}, \overline{I}_{Y(i)\ell} \right], \ell = 1, 2, \ldots, m_i \right\} \quad (1)
\]

where:

- \( p_{i\ell} \) is the probability or frequency associated with the subinterval \( \left[ I_{Y(i)\ell}, \overline{I}_{Y(i)\ell} \right] \), \( \ell \in \{1, 2, \ldots, m_i\} \), \( m_i \) is the number of subintervals for unit \( i \); \( \sum_{\ell=1}^{m_i} p_{i\ell} = 1 \);
- \( I_{Y(i)\ell} \leq \overline{I}_{Y(i)\ell} \) for \( \ell \in \{1, 2, \ldots, m_i\} \), and \( \overline{I}_{Y(i)(\ell-1)} \leq I_{Y(i)\ell}, \ell \in \{2, \ldots, m_i\} \).

Each subinterval \( I_{Y(i)\ell} \) may be represented by its lower and upper bounds \( \frac{I_{Y(i)\ell} + \overline{I}_{Y(i)\ell}}{2} \) and \( \frac{\overline{I}_{Y(i)\ell} - I_{Y(i)\ell}}{2} \). \( Y(i) \) may, alternatively, be represented by the inverse cumulative distribution function, the quantile function \( \Psi^{-1}_{Y(i)} \), under specific assumptions (Irpino and Verde 2006; Dias and Brito, 2015).
Henceforth, in all representations, it is assumed that within each subinterval \([L_{Y(i)}], I_{Y(i)}\] the values for the variable \(Y\), for unit \(i\), are uniformly distributed. In this case, the quantile function is piecewise linear and is given by

\[
\Psi_{Y(i)}^{-1}(t) = \begin{cases} 
  c_{Y(i)} + \left(\frac{2t}{w_{i1}} - 1\right) r_{Y(i)}, & \text{if } 0 \leq t < w_{i1} \\
  c_{Y(i)} + \left(\frac{2(t-w_{i1})}{w_{i2}-w_{i1}} - 1\right) r_{Y(i)}, & \text{if } w_{i1} \leq t < w_{i2} \\
  \vdots \\
  c_{Y(i)} + \left(\frac{2(t-w_{i(m_i-1)})}{1-w_{i(m_i-1)}}, - 1\right) r_{Y(i),m_i}, & \text{if } w_{i(m_i-1)} \leq t \leq 1
\end{cases}
\]

where \(w_{id} = \sum_{h=1}^{\ell} p_{ih}\), \(\ell \in \{1, \ldots, m_i\}\), and \(m_i\) is the number of subintervals in \(Y(i)\).

In the previous definition:

- The subintervals of histograms \(H_{Y(i)}\) should be ordered and disjoint, if not they must be rewritten in that form (see Dias (2014), Appendix A).
- For different units, the number of subintervals, or pieces in the quantile functions, may be different. If necessary, this function may be rewritten with the same number of pieces and the same domain for each piece for all units (see Dias (2014), Section 2.2.3).

When \(m_i = 1\) for each unit \(i\), \(Y(i)\) is the interval \([L_{Y(i)}, I_{Y(i)}]\) with \(p_i = 1\); the histogram-valued variable is then reduced to an interval-valued variable. The corresponding quantile function is: \(\Psi_{Y(i)}^{-1}(t) = c_{Y(i)} + (2t - 1) r_{Y(i)}, 0 \leq t \leq 1\), where \(c_{Y(i)} = \frac{L_{Y(i)} + I_{Y(i)}}{2}\) and \(r_{Y(i)} = \frac{I_{Y(i)} - L_{Y(i)}}{2}\).

**Example 2.1.** Consider the distribution of variable Air Time for the airline 9E in Example 1.1: \(H_{9E} = \{[21, 56.5]$, 0.3; $[56.5, 106]$, 0.4; $[106, 196]$, 0.2; $[196, 272]$, 0.1\}.

This histogram may also be represented by the quantile function (see Figure 7):

\[
\Psi_{9E}^{-1}(t) = \begin{cases} 
  38.75 + \frac{t}{0.3} \times 18.75, & \text{if } 0 \leq t < 0.3 \\
  81.25 + \frac{t-0.3}{0.4} \times 25.75, & \text{if } 0.3 \leq t < 0.7 \\
  151 + \frac{t-0.7}{0.2} \times 45, & \text{if } 0.7 \leq t < 0.9 \\
  234 + \frac{t-0.9}{0.4} \times 38, & \text{if } 0.9 \leq t \leq 1
\end{cases}
\]
For the interval-valued variable Arrival Delay for airline 9E, $I_{9E} = [-68, 744]$, the quantile function is the linear function $\Psi_{9E}^{-1}(t) = 338 + (2t - 1)406$, $t \in [0, 1]$, represented in Figure 2.

Since empirical quantile functions are the inverse of cumulative distribution functions, which under the uniformity hypothesis are piecewise linear functions in the case of the histograms and continuous linear functions in the case of the intervals, with domain $[0, 1]$, we shall use the usual arithmetic operations with functions. However, when we use quantile functions as the representation of histograms some issues may arise:

1. To operate with the quantile functions it is convenient to define all functions involved with the same number of pieces, and the domain of each piece must be the same for all functions. All histograms must hence have the same number of subintervals and the weight associated with each corresponding subinterval must be equal in all units (Irpino and Verde 2006):
2. The quantile functions are always non-decreasing functions because all linear pieces represent the subintervals \([I_{X(j)}, T_{X(j)}]\); 

3. When we multiply a quantile function by a negative real number we obtain a function that is not a non-decreasing function, so it cannot represent a histogram/interval; 

4. The quantile function corresponding to the symmetric of the histogram \(H_X\) is the quantile function \(-\Psi_X^{-1}(1 - t)\) with \(t \in [0, 1]\) and not the function obtained by multiplying \(\Psi_X^{-1}(t)\) by \(-1\). As it is required for quantile functions, \(-\Psi_X^{-1}(1 - t)\) is a non-decreasing function; 

5. \(\Psi_X^{-1}(t) - \Psi_X^{-1}(1 - t)\) is not a null function, as might be expected, but a quantile function with null (symbolic) mean (Billard and Diday, 2003); 

6. The functions \(-\Psi_X^{-1}(1 - t)\) and \(\Psi_X^{-1}(t)\) are linearly independent, providing that \(-\Psi_X^{-1}(1 - t) \neq \Psi_X^{-1}(t)\); only when the histogram \(H_X\) is symmetric with respect to the \(yy\)-axis we have \(-\Psi_X^{-1}(1 - t) = \Psi_X^{-1}(t)\). 

For more details about the behavior of quantile functions in the representation of histograms, see Dias (2014); Dias and Brito (2015).

Descriptive statistics for symbolic variables have been proposed by several authors, see Bertrand and Goupil (2000) for interval-valued variables and Billard and Diday (2003, 2006), for histogram-valued variables. The definition of symbolic mean, which is needed in the sequel, is as follows.

**Definition 2.2.** Let \(Y\) be a histogram-valued variable and \(H_Y(i)\) the observed histogram for each unit \(i \in \{1, \ldots, n\}\), composed by \(m_i\) subintervals with weight \(p_{i\ell}\), \(\ell \in \{1, \ldots, m_i\}\). The symbolic mean of histogram-valued variable \(Y\) is given by (Billard and Diday, 2003): 

\[
\bar{Y} = \frac{1}{n} \sum_{i=1}^{n} \sum_{\ell=1}^{m_i} c_{Y(i)\ell} p_{i\ell}.
\]

For an interval-valued variable \(Y\), the symbolic mean is the arithmetic mean of the centres of the intervals (Bertrand and Goupil, 2000): 

\[
\bar{Y} = \frac{1}{n} \sum_{i=1}^{n} c_{Y(i)}.
\]

2.2. Mallows distance

In recent literature the Mallows distance is considered as an adequate measure to evaluate the similarity between distributions. This distance has been
successfully used in cluster analysis for histogram data (Irpino and Verde 2006), in forecasting histogram time series (Arroyo and Maté 2009), and in linear regression with histogram/interval-valued variables (Arroyo and Maté 2009; Irpino and Verde 2015; Dias and Brito 2015, 2017).

To compare the distributions taken by the histogram-valued variables using the Mallows distance, they should be represented by their corresponding quantile functions. This distance is defined as follows:

**Definition 2.3.** Given two quantile functions $\Psi^{-1}_X(t)$ and $\Psi^{-1}_Y(t)$ that represent the distributions of the histogram-valued variables $X$ and $Y$, the Mallows distance (Mallows 1972) is defined as:

$$D_M(\Psi^{-1}_X(t), \Psi^{-1}_Y(t)) = \sqrt{\int_0^1 (\Psi^{-1}_X(t) - \Psi^{-1}_Y(t))^2 dt}$$ (3)

Assuming the Uniform distribution within the subintervals and that the quantile functions $\Psi^{-1}_X(t)$ and $\Psi^{-1}_Y(t)$ are both written with $m$ pieces and the same set of cumulative weights, the squared Mallows distance may be rewritten as (Irpino and Verde 2006):

$$D^2_M(\Psi^{-1}_X(t), \Psi^{-1}_Y(t)) = \sum_{\ell=1}^{m} p_{\ell} \left[ (c_{X_{\ell}} - c_{Y_{\ell}})^2 + \frac{1}{3} (r_{X_{\ell}} - r_{Y_{\ell}})^2 \right]$$ (4)

where $c_{X_{\ell}}, c_{Y_{\ell}}$ are the centres and $r_{X_{\ell}}, r_{Y_{\ell}}$ are the half-ranges of subinterval $\ell$ of variables $X$ and $Y$, respectively, with $\ell \in \{1, 2, \ldots, m\}$.

We notice that the weight of the difference between the centres is larger than the weight of the difference between the half-ranges.

Given a set of $n$ units, we may then compute the Mallows barycentric histogram or simply barycentric histogram, $\Psi^{-1}_{Y_b}(t)$, represented by the quantile function $\Psi^{-1}_{Y_b}(t)$, as the solution of the minimization problem (Irpino and Verde 2006):

$$\min \sum_{i=1}^{n} D^2_M(\Psi^{-1}_{Y((i))}(t), \Psi^{-1}_{Y_b}(t)).$$ (5)

According to (4) we may rewrite the previous problem in the form

$$\min f(c_{b1}, r_{b1}, \ldots, c_{bm}, r_{bm}) = \sum_{i=1}^{n} \sum_{\ell=1}^{m} p_{\ell} \left[ (c_{Y((i)\ell)} - c_{Y_b\ell})^2 + \frac{1}{3} (r_{Y((i)\ell)} - r_{Y_b\ell})^2 \right].$$ (6)
The optimal solution is obtained by solving a least squares problem, and is a histogram where the centre and half range of each subinterval $\ell$ is the classical mean, respectively, of the centres and of the half ranges $\ell$, of all units $i$, and it corresponds to the quantile function:

$$
\Psi_{Y_b}^{-1}(t) = \left\{
\begin{array}{ll}
  c_{b1} + \left( \frac{2t}{w_1} - 1 \right) r_{b1} & \text{if } 0 \leq t < w_1 \\
  c_{b2} + \left( \frac{2(t-w_1)}{w_2-w_1} - 1 \right) r_{b2} & \text{if } w_1 \leq t < w_2 \\
  \vdots & \\
  c_{bm} + \left( \frac{2(t-w_{m-1})}{1-w_{m-1}} - 1 \right) r_{bm} & \text{if } w_{m-1} \leq t \leq 1
\end{array}
\right.
$$

(7)

with $c_{bl} = \frac{1}{n} \sum_{i=1}^{n} c_{Y(i)_l}$ and $r_{bl} = \frac{1}{n} \sum_{i=1}^{n} r_{Y(i)_l}$.

**Proposition 2.1.** (Verde and Irpino, 2010) The quantile function $\Psi_{Y_b}^{-1}(t)$, that represents the barycentric histogram of $n$ histograms, is the mean of the $n$ quantile functions that represent each observation of the histogram-valued variable $Y$, i.e. $\Psi_{Y_b}^{-1}(t) = \Psi_Y^{-1}(t)$.

The mean value of the barycentric histogram $\overline{Y}_b$, is the symbolic mean of the histogram-valued variable $Y$ (Dias, 2014):

$$
\overline{Y} = \frac{1}{1} \int_0^1 \Psi_Y^{-1}(t) dt = \frac{1}{\overline{\Psi}_Y^{-1}}(t) dt.
$$

The barycentric histogram corresponds to the “center of gravity” of the set of histograms. This may be observed in the following example.

**Example 2.2.** Consider the distributions of variable Air Time for the airlines in Example 1.1, the barycentric histogram may be represented by the quantile function

$$
\Psi_{\text{AirTime}}^{-1}(t) = \left\{
\begin{array}{ll}
  43.26 + \frac{t}{0.2} \times 12.06 & \text{if } 0 \leq t < 0.2 \\
  61.56 + \frac{t-0.2}{0.2} \times 6.24 & \text{if } 0.2 \leq t < 0.4 \\
  77 + \frac{t-0.4}{0.2} \times 9.2 & \text{if } 0.4 \leq t < 0.6 \\
  95.88 + \frac{t-0.6}{0.2} \times 9.68 & \text{if } 0.6 \leq t < 0.8 \\
  162.08 + \frac{t-0.8}{0.2} \times 56.52 & \text{if } 0.8 \leq t \leq 1
\end{array}
\right.
$$

The quantile functions that represent the distributions for the five airlines, and the respective barycentric histogram, are represented in Figure 3. This Barycenter provides more information than the symbolic mean (see Definition 2.2), that is equal to 87.96.
The concept of barycentric histogram allows for the definition of a measure of inertia based on the Mallows distance \cite{Irpinio and Verde 2006}. The total inertia ($TI$), with respect to the barycentric histogram $Y_b$, of a set of $n$ histogram observations $Y(i), i = 1, \ldots, n$, is given by $TI = \sum_{i=1}^{n} D^2_M(\Psi_{Y^{-1}(i)}(t), \Psi_{Y^{-1}_b(t)})$. \cite{Irpinio and Verde 2006} proved that the Mallows distance allows for the Huygens decomposition of inertia for clustered histogram-valued data:

$$TI = BI + WI$$

$$= \sum_{k=1}^{s} n_k D^2_M(\Psi_{Y^{-1}_b(t)}, \Psi_{Y^{-1}_k(t)}) + \sum_{k=1}^{s} \sum_{i=1}^{n_k} D^2_M(\Psi_{Y^{-1}(i)}(t), \Psi_{Y^{-1}_k(t)})$$

where $Y_{b_k}$ is the barycenter of Group $k$ and $n_k = |G_k| k \in \{1, \ldots, s\}$.

2.3. Linear combination of histograms

The linear combination of histogram-valued variables is not a simple adaptation of the classical definition, as it is not possible to apply the classical linear combination to the quantile functions that represent the distributions, as in:

$$\Psi_{Y^{-1}(i)}(t) = a_1\Psi_{X_1(i)}^{-1}(t) + a_2\Psi_{X_2(i)}^{-1}(t) + \ldots + a_p\Psi_{X_p(i)}^{-1}(t).$$

The problem comes from the fact that when we multiply a quantile function by a negative number.

---

**Figure 3**: Observed and barycentric quantile functions of variable Air Time, in Example 1.1.
we do not obtain a non-decreasing function. If non-negativity constraints are imposed on the parameters \( a_j, j \in \{1, 2, \ldots, p\} \) a quantile function is always obtained; however, this solution forces a direct linear relation between \( \Psi^{-1}_{\hat{Y}(i)}(t) \) and \( \Psi^{-1}_{X_j(i)}(t) \), which is not acceptable.

In order to define a linear combination that solves the problem of the semi-linearity of the space of the quantile functions and allows for a direct or an inverse linear relation between the involved histogram-valued variables, a method was proposed in Dias and Brito (2015, 2017). The proposed definition includes two terms for each explicative variable - one for the quantile function that represents each histogram/interval \( X_j(i) \) and the other for the quantile function that represents the respective symmetric histogram/interval. This solution, however, increases the number of parameters to estimate, one should bear in mind that the number of units \( n \) should be large enough.

**Definition 2.4.** (Dias and Brito, 2015) Consider the histogram-valued variables \( X_1; X_2; \ldots; X_p \). Let \( \Psi^{-1}_{X_1(i)}(t), \Psi^{-1}_{X_2(i)}(t), \ldots, \Psi^{-1}_{X_p(i)}(t) \), with \( t \in [0, 1] \), be the quantile functions that represent the distributions the variables take for each unit \( i \) and \( -\Psi^{-1}_{X_1(i)}(1-t), -\Psi^{-1}_{X_2(i)}(1-t), \ldots, -\Psi^{-1}_{X_p(i)}(1-t) \), the quantile functions that represent the respective symmetric distributions. The linear combination of the histogram-valued variables \( X_1, X_2, \ldots, X_p \) is a new histogram-valued variable \( Y \), each quantile function \( \Psi^{-1}_{Y(i)} \) may be expressed as

\[
\Psi^{-1}_{Y(i)}(t) = \sum_{j=1}^{p} a_j \Psi^{-1}_{X_j(i)}(t) - \sum_{j=1}^{p} b_j \Psi^{-1}_{X_j(i)}(1-t)
\]

with \( t \in [0, 1] ; a_j, b_j \geq 0, j \in \{1, 2, \ldots, p\} \).

In the particular case of interval-valued variables and assuming uniformity within the observed intervals, the corresponding quantile functions are \( \Psi^{-1}_{X_j(i)}(t) = c_{X_j(i)} + (2t-1)r_{X_j(i)} \) and \( -\Psi^{-1}_{X_j(i)}(1-t) = -c_{X_j(i)} + (2t-1)r_{X_j(i)}, i = 1, \ldots, n. \) In this case, the linear combination may be written as (Dias and Brito, 2017):

\[
\Psi^{-1}_{Y(j)}(t) = \sum_{i=1}^{p} (a_i - b_i) c_{X_i(j)} + \sum_{i=1}^{p} (a_i + b_i) r_{X_i(j)} (2t - 1)
\]
with $t \in [0, 1]$; $a_j, b_j \geq 0, j \in \{1, 2, \ldots, p\}$.

Interval-valued variables where all observations are degenerate intervals, i.e., intervals with null range, are classical variables. In this case (10) is the classical definition of linear combination. This is in accordance with the purpose of SDA, that the statistical concepts and methods defined for symbolic variables should generalize the classical ones.

3. Linear Discriminant function

The process that allows obtaining a linear discriminant function for histogram-valued variables is similar to the classical method.

3.1. Discriminant function for classical variables

In the classical setup, i.e., with real-valued variables, the linear discriminant function defines a score for each unit, $S$, as the linear combination of the $p$ descriptive variables $\xi = X'\gamma$ where $X$ is the vector of $p$ centered variables and $\gamma$ the vector of weights $p \times 1$. The sum of squares of the resulting discriminant scores is given by $\xi'\xi = \gamma'T\gamma$, where $T = XX'$ is the matrix of the total Sums of Squares and Cross-Products (SSCP) of the matrix $X$. Note that $\gamma'T\gamma$ is the sum of the squared Euclidean distances $d$ between $S(i) = \sum_{j=1}^{p} \gamma_j X_j(i)$ and

$S = \frac{1}{n} \sum_{i=1}^{n} S(i)$, i.e. $\gamma'T\gamma = \sum_{i=1}^{n} d^2(S(i), S)$. Given the decomposition of $T$ as the sum of the matrix of the sum of squares and cross-products between-groups, $B$ and the matrix of the sum of squares and cross-products within-groups, $W$, $T = B + W$, we may write $\gamma'T\gamma = \gamma'B\gamma + \gamma'W\gamma$. The vector $\gamma$ that defines the discriminant function is then estimated such that the ratio between the variability between groups and the variability within groups is maximum, i.e., maximizing $\lambda = \frac{\gamma'B\gamma}{\gamma'W\gamma}$. This is an easy and classical optimization problem.

3.2. Discriminant function for histogram-valued variables

We now define the discriminant function that allows obtaining a discriminant score for $p$ histogram-valued variables, as well as the ratio to be optimized to
estimate the weight vector of the discriminant function.

**Definition 3.1.** Consider $p$ histogram-valued variables represented for each unit $i$ by the respective quantile function $\Psi_{X_j(i)}^{-1}(t)$, as in (2). The score for unit $i$ is a quantile function, $\Psi_{S(i)}^{-1}(t)$, obtained by the linear combination as in (9):

\[
\Psi_{S(i)}^{-1}(t) = \sum_{j=1}^{p} a_j\Psi_{X_j(i)}^{-1}(t) - \sum_{j=1}^{p} b_j\Psi_{X_j(i)}^{-1}(1-t)
\]  

with $t \in [0,1]$; $a_j, b_j \geq 0$, $j \in \{1, 2, \ldots, p\}$.

Similarly to the classical case, the sum of the squared Mallows distance between the score for unit $i$, $\Psi_{S(i)}^{-1}(t)$, and the mean of all scores - the quantile function $\Psi_{\bar{S}}^{-1}(t)$ may be written as $\gamma^T\gamma$, where $\gamma = (a_1, \ldots, a_p, b_1, \ldots, b_p)$ is the weight vector and $T$ the matrix of the total Sums of Squares and Cross-Products (SSCP) for the $p$ histogram-valued variables.

For the next results we shall use the following notation:

- $\Psi_{S(i)}^{-1}(t)$: quantile function representing the score obtained applying (11) in Definition 3.1 to the quantile functions $\Psi_{X_j(i)}^{-1}(t)$, defined in (2). For each subinterval $\ell$ this function is defined by

\[
\sum_{j=1}^{p} \left( a_j c_{X_j(i)\ell} - b_j c_{X_j(i)(m-\ell+1)} \right) + \\
+ \left( \frac{2(t - w_{\ell-1})}{w_{\ell} - w_{\ell-1}} - 1 \right) \sum_{j=1}^{p} \left( a_j r_{X_j(i)\ell} + b_j r_{X_j(i)(m-\ell+1)} \right)
\]  

- $\Psi_{\bar{S}}^{-1}(t)$ - barycentric score: quantile function that represents the barycentric histogram of the $n$ scores, it is the mean of the quantile functions that represent the individual scores. For subinterval $\ell$, $\Psi_{\bar{S}}^{-1}(t)$ is defined by

\[
\sum_{j=1}^{p} \left( a_j \overline{\tau}_{X_j\ell} - b_j \overline{\tau}_{X_j(m-\ell+1)} \right) + \\
+ \left( \frac{2(t - w_{\ell-1})}{w_{\ell} - w_{\ell-1}} - 1 \right) \sum_{j=1}^{p} \left( a_j \overline{\tau}_{X_j\ell} + b_j \overline{\tau}_{X_j(m-\ell+1)} \right)
\]  

where $\overline{\tau}_{X_j\ell}$ and $\overline{\tau}_{X_j\ell}$ are, respectively, the means of the centres and half ranges of the subinterval $\ell$ for variable $j$. 

• $\bar{\Psi}^{-1}_{S_i}(t)$ - barycentric group score: quantile function that represents the barycentric histogram of the scores in group $k$, $(k = 1, \ldots, s)$ i.e., it is the mean of the quantile functions that represent the scores in group $k$.

For each subinterval $\ell$, $\bar{\Psi}^{-1}_{S_k}(t)$ is defined by

$$
\sum_{j=1}^{p} \left( \frac{a_j \bar{c}_{X_{jk\ell}} - b_j \bar{c}_{X_{jk(m-\ell+1)}}}{\bar{c}_{X_{jk\ell}} - \bar{c}_{X_{jk(m-\ell+1)}}} \right) +
$$

$$
+ \left( \frac{2(t - w_{\ell-1})}{w_{\ell} - w_{\ell-1}} - 1 \right) \sum_{j=1}^{p} \left( a_j \bar{r}_{X_{jk\ell}} + b_j \bar{r}_{X_{jk(m-\ell+1)}} \right)
$$

(14)

where $\bar{c}_{X_{jk\ell}}$ and $\bar{r}_{X_{jk\ell}}$ are the means for the observations in group $k$, of the centers and half ranges of subinterval $\ell$ for variable $j$.

**Proposition 3.1.** Let $\bar{\Psi}^{-1}_{S(i)}(t)$ be the score (quantile function) obtained from Definition (3.1) considering $p$ histogram-valued variables $\bar{\Psi}^{-1}_{X_{ij}(i)}(t), j \in \{1, \ldots, p\}$, and $\bar{\Psi}^{-1}_{S}(t)$, the barycentric score. The sum of the squared Mallows distance between $\bar{\Psi}^{-1}_{S(i)}(t)$ and $\bar{\Psi}^{-1}_{S}(t)$ may be written as $\sum_{i=1}^{n} D^2_{M}(\bar{\Psi}^{-1}_{S(i)}(t), \bar{\Psi}^{-1}_{S}(t)) = \gamma' T \gamma$, where $T$ is the matrix of the total Sums of Squares and Cross-Products (SSCP) of the $p$ histogram-valued variables and $\gamma$ is the $p \times 1$ vector of weights.

**Proof.** Consider the quantile functions $\bar{\Psi}^{-1}_{S(i)}(t)$ and $\bar{\Psi}^{-1}_{S}(t)$ defined as in (12) and (13), respectively. Applying (4) in Definition 2.3 for the Mallows distance and after some algebra, it is possible to write $\sum_{i=1}^{n} D^2_{M}(\bar{\Psi}^{-1}_{S(i)}(t), \bar{\Psi}^{-1}_{S}(t))$, in matricial form as $\gamma' T \gamma$ where,

- $\gamma$ is the $p \times 1$ vector of non-negative weights, i.e. $\gamma' = [a_1 \ b_1 \ \ldots \ \ a_p \ b_p]$,
  with $a_j, b_j \geq 0$, $\forall j \in \{1, \ldots, p\}$.

- $T$ is the matrix of the total SSCP obtained by the product $A \times A'$, where $A'$ is a $2mn \times 2p$ matrix defined as:

$$
A' = \begin{bmatrix}
A_{11} & A_{12} & \ldots & A_{1p} \\
A_{21} & A_{22} & \ldots & A_{2p} \\
\vdots & \vdots & \ddots & \vdots \\
A_{m1} & A_{m2} & \ldots & A_{mp}
\end{bmatrix}
$$
where \( A_{ij} \), for \( \ell \in \{1, 2, \ldots, m\} \) and \( j \in \{1, 2, \ldots, p\} \), are \( 2n \times 2 \) matrices.

The elements in each matrix \( A_{ij} = [a_{hq}] \), with \( h \in \{1, 2, \ldots, 2n\} \) and \( q \in \{1, 2\} \) are defined as:

\[
a_{hq} = \begin{cases} \sqrt{\ell} \left( c_{X_j(h)_\ell} - \tau_{X_{\ell \ell}} \right) & \text{if } 1 \leq h \leq n \text{ and } q = 1 \\ -\sqrt{\ell} \left( c_{X_j(h)_{n-\ell+1}} - \tau_{X_{n-\ell+1,n-\ell+1}} \right) & \text{if } n + 1 \leq h \leq 2n \text{ and } q = 1 \\ \sqrt{\ell} \left( r_{X_j(h)_\ell} - \tau_{X_{\ell \ell}} \right) & \text{if } 1 \leq h \leq n \text{ and } q = 2 \\ -\sqrt{\ell} \left( r_{X_j(h)_{n-\ell+1}} - \tau_{X_{n-\ell+1,n-\ell+1}} \right) & \text{if } n + 1 \leq h \leq 2n \text{ and } q = 2 \\ \end{cases}
\]

\( T = A \times A' \) is a symmetric matrix of order \( 2p \), its elements \( t_{hq} \), \( h, q \in \{1, 2, \ldots, 2p\} \) are defined as:

\[
t_{hq} = \begin{cases} \frac{1}{p} \left( \sum_{i=1}^{n} \sum_{\ell=1}^{m} \sum_{k=1}^{q} \left( \varepsilon_{X_{k+1}(i)_\ell} \bar{X}_{\ell+1}(i)_\ell + \frac{1}{3} \bar{X}_{h+1}(i)_\ell \bar{X}_{\ell+1}(i)_\ell \right) \right) & \text{if } h, q \text{ are odd} \\ \frac{1}{p} \left( \sum_{i=1}^{n} \sum_{\ell=1}^{m} \sum_{k=1}^{q} \left( \varepsilon_{X_{k+1}(i)_{n-\ell+1}} \bar{X}_{n-\ell+1}(i)_{n-\ell+1} + \frac{1}{3} \bar{X}_{h+1}(i)_{n-\ell+1} \bar{X}_{n-\ell+1}(i)_{n-\ell+1} \right) \right) & \text{if } h, q \text{ are even} \\ \frac{1}{p} \left( \sum_{i=1}^{n} \sum_{\ell=1}^{m} \sum_{k=1}^{q} \left( -\varepsilon_{X_{k+1}(i)_{n-\ell+1}} \bar{X}_{n-\ell+1}(i)_{n-\ell+1} + \frac{1}{3} \bar{X}_{h+1}(i)_{n-\ell+1} \bar{X}_{n-\ell+1}(i)_{n-\ell+1} \right) \right) & \text{if } h \text{ is even, } q \text{ is odd} \\ \end{cases}
\]

with \( \varepsilon_{X_{k+1}(i)_\ell} = c_{X_{k+1}(i)_\ell} - \tau_{X_{\ell\ell}} \) and \( \tilde{r}_{X_{k+1}(i)_{n-\ell+1}} = r_{X_{k+1}(i)_{n-\ell+1}} - \tau_{X_{n-\ell+1,n-\ell+1}} \), \( \delta \in \{h, q\} \).

\( \square \)

According to the Huygens theorem [8], the following decomposition holds:

\[
\sum_{i=1}^{n} D^2_M(\Psi^{-1}_{S(i)}(t), \Psi^{-1}_S(t)) = \sum_{k=1}^{n} |G_k| D^2_M(\Psi^{-1}_{S(i)}(t), \Psi^{-1}_{S_k}(t)) + \sum_{k=1}^{n} \sum_{i \in G_k} D^2_M(\Psi^{-1}_{S(i)}(t), \Psi^{-1}_{S_k}(t)) \tag{15}
\]

with \( |G_k| \) the cardinal of group \( k \), and the quantile functions \( \Psi^{-1}_{S(i)}(t) \) - score, \( \Psi^{-1}_{S}(t) \) - barycentric score and \( \Psi^{-1}_{S_k}(t) \) - barycentric group score, as defined in [12], [13] and [14], respectively.

This result shows that, under our framework, the SSCP may also be decomposed in the sum of the squares and crossproducts between groups and the sum of the squares and crossproducts within groups. We may then write

\[ \gamma' T \gamma = \gamma' B \gamma + \gamma' W \gamma, \]

where \( B = [b_{hq}] \) and \( W = [w_{hq}] \) are symmetric matrices of order \( 2p \). The elements \( b_{hq} \) of the matrix \( B \), with \( h, q \in \{1, \ldots, 2p\} \) are defined as:

\[ 15 \]
written as vector $\gamma$.

In the classic case, the parameters of the model, i.e., the components of vector $\gamma$, are estimated such that the ratio of the variability between groups and the variability within groups is maximized. The optimization problem is now written as

$$\text{Maximize } \lambda = \frac{\gamma' B \gamma}{\gamma' W \gamma} \text{ subject to } \gamma \succeq 0. \tag{16}$$

Contrary to the classical situation, this is a hard optimization problem as it is now necessary to solve a constrained fractional quadratic problem. The methods to solve this problem are presented in the next section.

### 3.3. Optimization of constrained fractional quadratic problem

Problem (16) is non-convex, and finding the global optima in this class requires a computational effort that increases exponentially with the size, in this case, of matrices $B$ and $W$.

Exact methods for global optima, as Branch and Bound, are heavy in terms of memory and computational time. Attempting to solve the instances of problem (16), from our data, using proven software like Baron (Tawarmalani and Sahinidis 2005), has failed even for small size problems. Typically, good feasible solutions were found in the first iterations but the algorithm ended up...
unable to establish the global optimality of the best solution found, even when largely increasing the maximum number of iterations. The incumbent solution obtained by the software, \( \tilde{\gamma} \), allowed to define a lower bound for the optimal solution:

\[
\tilde{\lambda} = \frac{\gamma' B \gamma}{\gamma' W \gamma} \leq \lambda^* = \max_{\gamma \geq 0} \frac{\gamma' B \gamma}{\gamma' W \gamma}.
\]

(17)

To improve this lower bound, or to prove optimality, it is necessary to introduce an upper bound: \( \tilde{\lambda} \leq \lambda^* \leq \bar{\lambda} \). If for a small \( \epsilon \), we have \( \bar{\lambda} - \tilde{\lambda} \leq \epsilon \) then we accept \( \tilde{\gamma} \) as an \( \epsilon \)-optimal solution. In a numerical method we do not expect to have a zero gap solution (\( \epsilon = 0 \)), so we defined \( \epsilon = 10^{-4} \) as the intended accuracy for our numerical results.

Tight bounds for general constrained fractional quadratic problems based on copositive relaxation were proposed in [Amaral et al., 2014]. Let \( X \cdot Y = \text{trace}(XY) \) be the Frobenius inner product of two matrices \( X \) and \( Y \) in the set of symmetric matrices of size \( n, \mathcal{M}_n \). The cone of completely positive matrices is given by \( \mathcal{C}^*_n = \{ X \in \mathcal{M}_n : X = YY', Y \text{ an } n \times k \text{ matrix with } Y \geq O \} \). Since

\[
\lambda^* = \max_{\gamma \geq 0} \frac{\gamma' B \gamma}{\gamma' W \gamma} = \max_{\gamma \geq 0} \frac{\gamma' W \gamma}{\gamma' W \gamma} = 1
\]

(18)

taking \( \Gamma = \gamma' \gamma \in \mathcal{C}^*_n \) with rank(\( \Gamma \)) = 1, and considering that \( \gamma' W \gamma = W \cdot \Gamma \), following [Amaral et al., 2014] we obtain the following completely positive reformulation of (16):

\[
\max \{ B \cdot \Gamma : W \cdot \Gamma = 1, \Gamma \in \mathcal{C}^*_n \}.
\]

(19)

Checking condition \( \Gamma \in \mathcal{C}^*_n \) is (co-)NP-hard [Murty and Kabadi, 1987; Dickinson and Gijben, 2011], but knowing that the cone of symmetric, non-negative and semi-definite matrices, denoted as doubly non-negative matrices, represented by \( \mathcal{D}_n = \{ X \in \mathcal{M}_n : y^T X y \geq 0, \forall y \in \mathbb{R}^n, X \geq O \} \) provides an approximation for \( \mathcal{C}^*_n \), since \( \mathcal{C}^*_n \subseteq \mathcal{D}_n \), it is then possible to exploit this relaxation to obtain an upper bound for (19), by solving

\[
\bar{\lambda} = \max \{ B \cdot \Gamma : W \cdot \Gamma = 1, \Gamma \in \mathcal{D}_n \}.
\]

(20)
This upper bound was enough in all instances to close the gap for $\epsilon = 10^{-4}$ and to prove $\epsilon$—optimality of the incumbent solution provided by Baron. This allowed using this solution with confidence to estimate the model parameters.

### 3.4. Classification in two a priori groups

From the discriminant function in Definition 3.1 and using the Mallows distance, it is possible to classify an unit in one of two groups, $G_1, G_2$. Let $\Psi^{-1}_{S_{G_1}}(t)$ and $\Psi^{-1}_{S_{G_2}}(t)$, be the quantile functions that represent the barycentric score of each group and let $\Psi^{-1}_{S_{G_2}}(t)$ be the quantile function that represents the score of unit $i$. Unit $i$ is assigned to Group $G_1$ if $D^2_M\left(\Psi^{-1}_{S_{G_2}}(t), \Psi^{-1}_{S_{G_1}}(t)\right) < D^2_M\left(\Psi^{-1}_{S_{G_1}}(t), \Psi^{-1}_{S_{G_2}}(t)\right)$, otherwise it is assigned to Group $G_2$; i.e., it is assigned to the group for which the Mallows distance between its score and the corresponding barycentric score is minimum.

### 4. Experiments with simulated data

In this section, we evaluate the performance of the proposed discriminant method, for histogram and interval-valued variables, under different conditions.

#### 4.1. Description of the simulation study

Symbolic data tables that illustrate different situations were created; a full factorial design was employed, similar for histogram and interval-valued variables, with the following factors:

- Three variables: $X_1, X_2, X_3$ and two groups: $G_1, G_2$
- Four learning sets and two test sets:
  - **Learning sets**: $|G_1| = 10, |G_2| = 40; |G_1| = |G_2| = 25 ; |G_1| = 50, |G_2| = 200; |G_1| = |G_2| = 125.$
  - **Test Sets**: $|G_1| = 200, |G_2| = 800; |G_1| = |G_2| = 500.$
- Different levels of similarity between the groups
For histogram-valued variables - four levels defined by the mean and standard deviation of the distributions:

- **Case HA**: Similar mean and similar standard deviation;
- **Case HB**: Similar mean and different standard deviation;
- **Case HC**: Different mean and similar standard deviation;
- **Case HD**: Different mean and different standard deviation.

For each case above, four different distributions are considered: Uniform, Normal, Log-normal, Mixture of distributions.

For interval-valued variables - six levels defined by the centers and half-ranges of the intervals:

- **Case IA**: Low variation in half range and similar center;
- **Case IB**: Large variation in half range and similar center;
- **Case IC**: Low variation in centre and similar half range;
- **Case ID**: Large variation in centre and similar half range;
- **Case IE**: Low variation in half range and center;
- **Case IF**: Large variation in half range and center.

To simulate symbolic data tables for the conditions described above, it is necessary to generate the observations of the variables $X_j$ in the two groups. For the case of histogram-valued variables, different distributions are considered, whereas for the case of the interval-valued variables several types of half ranges and centers are considered.

**Histogram-valued variables**

1. For each variable, the values of the mean and the standard deviation were fixed. For the three variables in this study, we selected: $\mu_{X_1} = 20, \sigma_{X_1} = 8$; $\mu_{X_2} = 10, \sigma_{X_2} = 6$; $\mu_{X_3} = 5, \sigma_{X_3} = 4$.
2. For each variable $j$ and for each group $k$, two vectors of length $n$ are generated, one with values of the means, $M_{X_{jk}} = [m_{jk}(i)]$ and another with values of the standard deviation $S_{X_{jk}} = [s_{jk}(i)]$. The $n$ values of each vector $M_{X_{jk}}$ and $S_{X_{jk}}$, are randomly generated, as follows:
4. The 5000 real values \( x_{jki} \), with \( c_1 = 0.6 \times \mu_{X_j}, c_2 = 1.4 \times \mu_{X_j}, \)
\( a = 0 \) in Group \( G_1 \) and \( a > 0 \) in Group \( G_2 \). \((a = 0.1\) - cases \(\text{HA, HB}; a = 0.5\) - cases \(\text{HC, HD})\).

\[ \begin{align*}
\text{• } s_{jk}(i) \sim U(h_1(1 + b), h_2(1 + b)), & \text{ with } h_1 = 0.6 \times \sigma_{X_j}, h_2 = 1.4 \times \sigma_{X_j}, \\
& \text{\( b = 0 \) in Group \( G_1 \) and \( b > 0 \) in Group \( G_2 \).} \quad \text{\((b = 0.1\) - cases \(\text{HA, HC}; b = 0.5\) - cases \(\text{HB, HD})\).}
\end{align*} \]

3. From each couple of values \( m_{jk}(i) \) and \( s_{jk}(i), i \in \{1, \ldots, n\} \) we randomly generate 5000 real values, \( x_{jki}(w), w \in \{1, \ldots, 5000\} \) that allow creating the histograms corresponding to unit \( i \) and variable \( X_j \) of the group \( k \) and distribution \( D \). According to the distribution \( D \), the real values are generated as follows:

\[ \begin{align*}
\text{• } D=\text{Uniform distribution: } x_{jki}(w) & \sim U(a_{jk}(i), b_{jk}(i)) \text{ with } a_{jk}(i) = m_{jk}(i) - \sqrt{3}s_{jk}(i) \text{ and } b_{jk}(i) = m_{jk}(i) + \sqrt{3}s_{jk}(i) \\
\text{• } D=\text{Normal distribution: } x_{jki}(w) & \sim \mathcal{N}(m_{jk}(i), s_{jk}(i)) \\
\text{• } D=\text{Log-Normal distribution: } x_{jki}(w) & \sim \log\mathcal{N}(\tilde{m}_{jk}(i), \tilde{s}_{jk}(i)) \text{ with } \tilde{m}_{jk}(i) = \frac{1}{2} \ln \left( \frac{(m_{jk}(i))^4}{(s_{jk}(i))^2 + (m_{jk}(i))^2} \right) \text{ and } \tilde{s}_{jk}(i) = \ln \left( \frac{(s_{jk}(i))^2}{(m_{jk}(i))^2} \right)
\end{align*} \]

4. The 5000 real values \( x_{jki}(w) \) generated for each unit \( i \) are organized in histograms, which represent its empirical distribution. For all units, all subintervals of each histogram have the same weight, 0.20.

**Interval-valued variables**

For each variable, the values of the center and the half range were fixed, as follows: \( c_{X_1} = 20, r_{X_1} = 8; c_{X_2} = 10, r_{X_2} = 6; c_{X_3} = 5, r_{X_3} = 4. \)

1. For each variable \( j \), in each group \( k \), two vectors of length \( n \) are randomly generated, one with values of the centers, \( C_{X_{jk}} = [c_{jk}(i)] \) and another with values of the half ranges \( R_{X_{jk}} = [r_{jk}(i)] \), as follows:

\[ \begin{align*}
\text{• } c_{jk}(i) & \sim U(c_1(1 + a), c_2(1 + a)), \text{ with } c_1 = 0.6 \times c_{X_j}, c_2 = 1.4 \times c_{X_j}, \\
a & = 0 \text{ in Group } G_1 \text{ and } a > 0 \text{ in Group } G_2 \text{ \((a = 0.05\) - cases \(\text{IA, IB}; a = 0.2\) - cases \(\text{IC, IE}\) and \(a = 0.6\) - cases \(\text{ID, IF}\))}
\end{align*} \]
• $r_{jk}(i) \sim U(h_1(1+b), h_2(1+b))$, with $h_1 = 0.6 \times r_{Xj}$, $h_2 = 1.4 \times r_{Xj}$, 
  \( b = 0 \) in Group $G_1$ and $b > 0$ in Group $G_2$ ($b = 0.05$ - cases IC, ID; 
  $b = 0.2$ - cases IA, IE and $b = 0.6$ - cases IB, IF).

2. From each couple of values $c_{jk}(i)$ and $r_{jk}(i)$, $i \in \{1, \ldots, n\}$ the intervals 
   associated with each unit $i$ are generated: $[c_{jk}(i) - r_{jk}(i); c_{jk}(i) + r_{jk}(i)]$.

For each case, 100 data tables were generated for each learning set, one 
data table for each test set was created under the same conditions. For each 
replicate of each of the four learning sets, the classification rule based on the 
proposed discriminant method was applied and the proportion of well assigned 
units calculated. The mean values and corresponding standard deviations of 
the obtained results are provided as Supplementary Material (Tables 6 and 8).

The discriminant functions with the parameters obtained (see Definition 3.1) 
for each replicate of the learning sets with the same/different number of units, 
were then applied to the test set in which the groups have the same/different 
size. The proposed classification rule (see Subsection 3.4) was applied and the 
proportion of well assigned cases in each group calculated; the obtained values 
are presented in Supplementary Material (Tables 7, 9).

4.2. Discussion of results

Histogram-valued variables

Tables 6 and 7 (in Supplementary Material), gather the mean and standard 
deviation of the proportion of well classified units in test and learning sets, for 
each of the four cases, under different conditions; Figures 4 and 5 represent 
those values for the test sets.

We observe similar behaviors for the different distributions in both learning 
and test sets. In general, increasing the difference between means and/or standard deviations of the two groups provides a better discrimination. The mean of the proportion of well classified is generally slightly higher in the situations where the classes are balanced. In almost every situation, the mean hit rate is influenced in the same way by the mean and standard deviation; in the case of
Figure 4: Mean and standard deviation of the proportion of well classified units for test set with \(|G_1| = 200\) and \(|G_2| = 800\).

Figure 5: Mean and standard deviation of the proportion of well classified units for test set with \(|G_1| = |G_2| = 500\).

the Log-normal distribution, when the mean of the two groups is quite different, the increase of the perturbation in the standard deviation seems to have little influence. In the learning sets, the mean of the proportion of well classified units
is slightly higher for smaller samples. This behavior is observed mainly for the Uniform and Normal distributions.

*Interval-valued variables*

Tables 8 and 9 (in Supplementary Material) gather the mean and standard deviation of the proportion of well classified units in the learning and test sets, for each of the cases, under different conditions. Figure 6 illustrates the behavior in the test sets, for all situations investigated.

![Test sets results](image)

Figure 6: Mean and standard deviation of the proportion of well classified units for test sets defined for interval-valued variables.

The behavior observed is similar for all considered cases. In general, no differences are observed when the distinction between groups is induced by the centers or half-ranges. When the groups are balanced, the proportion of well classified units is slightly higher. As in the case of histograms, in the learning sets, the mean hit rate is slightly higher for smaller samples. Observing Figure 6, we notice that when the learning set is smaller, the standard deviations in the corresponding test sets are larger. This behavior is observed mainly in smaller samples of cases IA, IC and IE.

In conclusion, the classification method based on the proposed discriminant function behaves as expected in all considered situations, for both interval and
histogram-valued variables, providing good results (in terms of hit rate) in a wide variety of situations.

5. Application - Flights that Departed NYC in 2013

This study concerns all outgoing flights from the three New York City airports (LGA, JFK, and EWR) in 2013. The microdata is available in the R package `nycflights13`, and was originally obtained from the website of the Bureau of Transportation Statistics[^1]. We considered the Flights Data that include information about date of departure, departure and arrival delays, airlines, and air time. The original data contains information concerning flights of the 15 airlines departing from NYC in 2013, in a total of 327346 records.

| Airline | Date      | DDELAY | ADELAY | AIRTIME . . . |
|---------|-----------|--------|--------|---------------|
| AA      | 2013,1,1  | −4     | −2     | 377           |
|         | 2013,1,1  | −1     | 11     | 358           |
|         | ...       | ...    | ...    | ...           |
|         | 2013,1,31 | −7     | −30    | 359           |
| 9E      | 2013,1,1  | 16     | 4      | 171           |
|         | 2013,1,4  | 2      | 10     | 116           |
|         | ...       | ...    | ...    | ...           |
|         | 2013,1,31 | 13     | −12    | 118           |

The goal is to discriminate Regional and Main carrier, from the flights’ departure and arrival delays (DDELAY and ADELAY, respectively, negative times represent early departures or arrivals) and the Airtime, (all recorded in minutes). Part of the original data is illustrated in Table 2. However, the units under study are not the flights but the airlines. Since the amount of information associated with each airline is substantial, we build a symbolic data

[^1]: [https://www.transtats.bts.gov/DL_SelectFields.asp](https://www.transtats.bts.gov/DL_SelectFields.asp), accessed 2020-03-10.
table, where each unit is the airline/month. We consider only the units where variability was observed, thereby excluding three airlines as well as some months for other specific airlines (where values were constant for some variable(s)), leading to a final symbolic data array with 141 units. The included airlines are (IATA Codes): 9E; AA; B6; DL; EV; FL; MQ; UA; US; VX; WN; YV, four of which are Regional Carriers (9E; EV; MQ; YV), the remaining eight are Main Carriers. In spite of the original number of observations of each variable for each airline/month not being equal, we considered, for all units, histograms where the subintervals have the same weight, 0.20. Part of the symbolic data array is represented in Table 3.

| Airline / Month | AIRTIME |
|-----------------|---------|
| AA /Jan         | {30, 139], [139, 158], [158, 205], [205, 255], [255, 408] |
|                 |         |
| AA/Dec          | {30, 138], [138, 159], [159, 203], [203, 297.8], [297.8, 426] |
| 9E/Jan          | {24, 43], [43, 58], [58, 86], [86, 121.4], [121.4, 264] |
|                 |         |
| 9E/Dec          | {26, 54], [54, 76], [76, 104], [104, 134], [134, 261] |
|                 |         |
|                 |         |

Alternatively, we may consider interval-valued variables, and register for each unit (airline /month) the range of values recorded for the corresponding flights. The resulting data array is represented in Table 4.

The methodology described in Sections 3.2 and 3.3 lead to the following discriminant function, which then allows obtaining the discriminant score of each unit \( \Psi^{-1}_{S(i)}(t) = -0.7844\Psi^{-1}_{AIRTIME(i)}(1 - t) \). Considering interval-valued variables, the discriminant scores are obtained from \( \Psi^{-1}_{S(i)}(t) = 0.0322\Psi^{-1}_{DDELAY(i)}(t) + 0.9597\Psi^{-1}_{AIRTIME(i)}(t) \).

As described in Section 3.4, each unit is assigned to the group for which the Mallows distance between its score and the corresponding barycentric score is
Table 4: Symbolic interval-valued data array (partial view).

| Airline / Month | DDELAY | ADELAY | AIRTIME |
|-----------------|--------|--------|---------|
| AA /Jan         | [−16, 337] | [−54, 368] | [30, 408] |
|                 | ... | ... | ... |
| AA/Dec          | [−16, 896] | [−51, 878] | [30, 426] |
| 9E/Jan          | [−18, 360] | [−59, 370] | [24, 264] |
|                 | ... | ... | ... |
| 9E/Dec          | [−19, 360] | [−50, 386] | [26, 261] |
|                 | ... | ... | ... |

minimum. Figure 7 illustrates the barycentric scores of the two groups and the scores of the units of all airlines in April, for the histogram and the interval data analysis. When histogram-valued variables are used, FL and US are misclassified in Group 2, whereas with interval-valued variables, only FL is misclassified. The proportion of well classified units was the same with and without Leave-One-Out, results are summarized in Table 5. We may observe that the hit rate is higher when interval-valued variables are considered, although in this case less information is used about the variables. This may be explained by the different behavior of the parameters used in the determination of the discriminant scores.

Figure 7: Barycentric scores of the two groups and scores of the units for all airlines in April. (a) Histogram data (b) Interval data.
Table 5: Classification results considering histogram and interval-valued variables with and without Leave-One-Out.

| Type of variable | Classification with and without LOO |
|------------------|------------------------------------|
|                  | % Well classified                  |
| Histogram-variables | 83%                        |
| Units wrongly classified in G1 | None                         |
| Units wrongly classified in G2 | 24 units: airlines FL and US, all months |
| Interval-variables | % Well classified                  |
| Units wrongly classified in G1 | None                         |
| Units wrongly classified in G2 | 14 units: all months of airline FL and months May and Sept of US |

6. Conclusion

The discriminant method for histogram-valued variables proposed in this paper allows defining a score for each unit, in the form of a quantile function and of the same type as the variables’ records - i.e. a histogram when we have histogram-valued variables and an interval when we have interval-valued variables. The score is obtained by an appropriate linear combination of variables, where now the model parameters are obtained by the optimization of a constrained fractional quadratic problem. This is a non-trivial problem, since it is non convex, and is solved by using Branch and Bound and Conic Optimization. The obtained scores allow for a classification in two a priori groups, based on the Mallows distance between the score of each unit and the barycentric score of each class. The methodology is defined for histogram-valued variables, but also applies to interval-valued variables, as an interval is a special case of a histogram; for degenerate intervals, i.e. real values, we obtain the classic method. The proposed method performs well in a diversity of situations. It is potentially useful in a wide variety of areas where variability inherent to the data is relevant for the classification task.

Future research perspectives include developing the method to allow for the classification in more than two groups.
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Table 6: Mean and standard deviation of the proportion of well classified units in the learning set for the histogram-valued variables.

| Learning Set | Case HA | Case HB | Case HC | Case HD |
|--------------|---------|---------|---------|---------|
| Uniform      |         |         |         |         |
| $|G_1| = 50, |G_2| = 200$ | 0.6560(0.0294) | 0.9077(0.0186) | 0.9066(0.0168) | 0.9234(0.0165) |
| $|G_1| = 10, |G_2| = 40$  | 0.6924(0.0603) | 0.9076(0.0381) | 0.9124(0.0383) | 0.9378(0.0286) |
| $|G_1| = |G_2| = 125$ | 0.6585(0.0282) | 0.9303(0.0154) | 0.9313(0.0158) | 0.9448(0.0154) |
| $|G_1| = |G_2| = 25$  | 0.6964(0.0534) | 0.9356(0.0337) | 0.9348(0.0312) | 0.9560(0.0233) |
| Normal       |         |         |         |         |
| $|G_1| = 50, |G_2| = 200$ | 0.6576(0.0334) | 0.8984(0.0216) | 0.9080(0.0174) | 0.9337(0.0244) |
| $|G_1| = 10, |G_2| = 40$  | 0.7008(0.0692) | 0.9000(0.0421) | 0.9184(0.0334) | 0.9506(0.0342) |
| $|G_1| = |G_2| = 125$ | 0.6636(0.0301) | 0.9232(0.0180) | 0.9316(0.0139) | 0.9560(0.0196) |
| $|G_1| = |G_2| = 25$  | 0.6914(0.0666) | 0.9248(0.0390) | 0.9404(0.0261) | 0.9648(0.0294) |
| Log-Normal   |         |         |         |         |
| $|G_1| = 50, |G_2| = 200$ | 0.6691(0.0338) | 0.8533(0.0202) | 0.9007(0.0197) | 0.9534(0.0117) |
| $|G_1| = 10, |G_2| = 40$  | 0.6878(0.0737) | 0.8540(0.0474) | 0.9062(0.0466) | 0.9496(0.0299) |
| $|G_1| = |G_2| = 125$ | 0.6740(0.0298) | 0.8911(0.0178) | 0.9228(0.0178) | 0.9678(0.0099) |
| $|G_1| = |G_2| = 25$  | 0.6844(0.0605) | 0.8932(0.0449) | 0.9292(0.0349) | 0.9702(0.0237) |
| Mix          |         |         |         |         |
| $|G_1| = 50, |G_2| = 200$ | 0.6314(0.0445) | 0.8819(0.0208) | 0.8967(0.0168) | 0.9274(0.0165) |
| $|G_1| = 10, |G_2| = 40$  | 0.6456(0.0659) | 0.8866(0.0410) | 0.9086(0.0352) | 0.9272(0.0443) |
| $|G_1| = |G_2| = 125$ | 0.6393(0.0408) | 0.9126(0.0173) | 0.9208(0.0167) | 0.9569(0.0188) |
| $|G_1| = |G_2| = 25$  | 0.6328(0.0726) | 0.9182(0.0366) | 0.9248(0.0399) | 0.9574(0.0303) |
Table 7: Mean and standard deviation of the proportion of well classified units in the test sets for the histogram-valued variables.
Table 8: Mean and standard deviation of the proportion of well classified units in the learning set for the interval-valued variables.

| Test set          | Learning set          | Case IA           | Case IB           | Case IC           | Case ID           | Case IE           | Case IF           |
|-------------------|-----------------------|-------------------|-------------------|-------------------|-------------------|-------------------|-------------------|
| $[G_1] = 50$, $[G_2] = 200$ | $[G_1] = 50$, $[G_2] = 200$ | 0.7432(0.0298)    | 0.9342(0.0163)    | 0.7393(0.0298)    | 0.9314(0.0139)    | 0.7526(0.0248)    | 0.9408(0.0135)    |
| $[G_1] = 10$, $[G_2] = 40$   | $[G_1] = 10$, $[G_2] = 40$   | 0.7588(0.0622)    | 0.9384(0.0320)    | 0.7638(0.0597)    | 0.9330(0.0354)    | 0.7846(0.0497)    | 0.9536(0.0244)    |
| $[G_1] = [G_2] = 125$   | $[G_1] = [G_2] = 125$   | 0.7533(0.0296)    | 0.9545(0.0142)    | 0.7496(0.0284)    | 0.9534(0.0116)    | 0.7669(0.0255)    | 0.9598(0.0117)    |
| $[G_1] = [G_2] = 25$    | $[G_1] = [G_2] = 25$    | 0.7678(0.0653)    | 0.9614(0.0230)    | 0.7744(0.0591)    | 0.9560(0.0256)    | 0.7850(0.0057)    | 0.9716(0.0230)    |

Table 9: Mean and standard deviation of the proportion of well classified units in the test sets for the interval-valued variables.

| Test set          | Learning set          | Case IA           | Case IB           | Case IC           | Case ID           | Case IE           | Case IF           |
|-------------------|-----------------------|-------------------|-------------------|-------------------|-------------------|-------------------|-------------------|
| $[G_1] = 50$, $[G_2] = 200$ | $[G_1] = 50$, $[G_2] = 200$ | 0.7379(0.0061)    | 0.9330(0.0020)    | 0.7379(0.0088)    | 0.9264(0.0032)    | 0.7387(0.0087)    | 0.9343(0.0054)    |
| $[G_1] = 10$, $[G_2] = 40$   | $[G_1] = 10$, $[G_2] = 40$   | 0.7193(0.0338)    | 0.9273(0.0060)    | 0.7173(0.0334)    | 0.9199(0.0100)    | 0.7256(0.0254)    | 0.9316(0.0054)    |
| $[G_1] = [G_2] = 125$   | $[G_1] = [G_2] = 125$   | 0.7557(0.0050)    | 0.9528(0.0022)    | 0.7679(0.0074)    | 0.9468(0.0020)    | 0.7533(0.0095)    | 0.9564(0.0050)    |
| $[G_1] = [G_2] = 25$    | $[G_1] = [G_2] = 25$    | 0.7399(0.0227)    | 0.9483(0.0052)    | 0.7461(0.0291)    | 0.9438(0.0042)    | 0.7413(0.0253)    | 0.9531(0.0082)    |