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Abstract

We propose deep virtual markers, a framework for estimating dense and accurate positional information for various types of 3D data. We design a concept and construct a framework that maps 3D points of 3D articulated models, like humans, into virtual marker labels. To realize the framework, we adopt a sparse convolutional neural network and classify 3D points of an articulated model into virtual marker labels. We propose to use soft labels for the classifier to learn rich and dense interclass relationships based on geodesic distance. To measure the localization accuracy of the virtual markers, we test FAUST challenge, and our result outperforms the state-of-the-art. We also observe outstanding performance on the generalizability test, unseen data evaluation, and different 3D data types (meshes and depth maps). We show additional applications using the estimated virtual markers, such as non-rigid registration, texture transfer, and real-time dense marker prediction from depth maps.

1. Introduction

Estimating positional information of surface points on articulated objects (such as humans and animals) is crucial for various applications such as virtual/augmented reality, movie industries, and entertainments [47, 11, 48, 13]. One common way to capture such information is that actors wear special suits with beacons that are tracked by a special optical system equipped with multiple cameras. Markerless approaches [29, 62, 30] have also been developed, but they are not as robust as using markers and more error-prone in difficult situations like fast motions.

We introduce deep virtual markers, a framework that can instantly produce dense and accurate positional annotations for a 3D observation of an articulated object, such as a depth map of the object captured by a depth camera or a 3D point set sampled from the object. In contrast to prior works that predict 3D skeletons [51, 71, 66] or pose parameters of parametric models [8, 34], our approach directly maps any observed 3D points to the canonical locations, providing much richer information. As a result, our approach predicts dense and reliable markers that can be a useful tool for various applications, such as 3D motion analysis, texture transfer, and non-rigid registration.

To train the network, we propose a new dataset that consists of realistic depth renderings of template models. To learn rich and dense interclass relationships, we adopt a sparse convolutional neural network and classify 3D points of an articulated model into virtual marker labels. We propose to use soft labels for the classifier to learn rich and dense interclass relationships based on geodesic distance. To measure the localization accuracy of the virtual markers, we test FAUST challenge, and our result outperforms the state-of-the-art. We also observe outstanding performance on the generalizability test, unseen data evaluation, and different 3D data types (meshes and depth maps). We show additional applications using the estimated virtual markers, such as non-rigid registration, texture transfer, and real-time dense marker prediction from depth maps.
annotate dense supervisory labels, we begin with sparse marker annotations on the template models, and solve for heat equilibrium to obtain dense annotations, where the annotation of a surface point is represented using the relative influences from sparsely annotated points. The annotated models are augmented with realistic motions from Mixamo [2] and random poses that follows physical ranges of body joints.

The positional accuracy of the predicted virtual markers are evaluated with several benchmarks that provides precise correspondences, such as FAUST [9] and SCAPE [4]. Computing virtual markers of the two scans is equivalent to building dense correspondences, as virtual markers provide positional annotations on common canonical domain.

In the evaluation, our approach achieves the state-of-the-art performance in the non-rigid human correspondence identification benchmark. We also perform cross-validation with several benchmarks that provides precise correspondences, such as FAUST [9] and SCAPE [4]. The positional accuracy of the predicted virtual markers are evaluated with several benchmarks that provides precise correspondences, such as FAUST [9] and SCAPE [4]. In contrast to prior works [42, 28, 57, 31, 17, 43, 46, 26], our deep virtual markers are applicable to various 3D data types, such as full 3D meshes, point clouds, and depth maps. Our approach is also intended to be applied for any data types, such as full 3D meshes and depth maps. We also propose a new dataset of dense markers. Our proposed method can handle a mesh, partial observation (such as depth map), and multiple instances. Our approach does not require heavy pre-processing. In the table, FC Res., GCNN, MLP, AE, and RF indicate fully connected residual net, graph convolutional neural network, multi-layer perceptron, autoencoder, and random forest, respectively. Please see Sec. 2 for the details.

In summary, our key contributions are as follows:

1. We propose a real-time approach to extract dense markers from 3D shapes regardless of data types, such as full 3D meshes and depth maps.
2. We propose an effective approach to annotate dense markers for template models for preparing training sets. We also propose a new dataset of dense markers.
3. Our approach achieves state-of-the-art performance on non-rigid correspondence identification task that requires accurate marker localization.
4. Experiment results show the generalizability of our approach on various datasets and data types. We also demonstrate that our approach can handle various articulated objects such as humans and cats.

2. Related Work

The proposed deep virtual marker is closely related to the prior arts that are built for body part recognition, geometric feature descriptor, and non-rigid human body alignment. We review representative approaches here, and the summary is shown in Table 1.

Body part recognition. Several works have been proposed to segment body parts of articulated objects using color images or depth images. Many approaches [68, 53, 37, 71, 66, 50, 63, 32, 52] focus on human part segmentation, whereas others target for animal part segmentation [68, 50]. As human part segmentation and human pose estimation are closely related to each other, some works try to tackle both problems simultaneously [71, 66, 50]. Since these works usually adopt data-driven approaches, they need annotated body parts for training.

The works by Shotton et al. [63] and Nishi et al. [52] are close to our approach. Their methods use depth images and learn a classifier to assign human body part labels to depth pixels. However, the part labels obtained by the methods are too sparse to precisely align two human models of different shapes. In contrast, our approach generates dense labels enough for human body alignment.

Geometric features. Traditional methods have been developed for hand-crafted geometric features [33, 24, 60, 61, 64, 5]. Recent methods use deep neural networks (DNNs), and GCNN [45], ACNN [10], and Monet [49] define convolutions on non-Euclidean manifolds. Other approaches adopt the graph convolutional network (GCN) to utilize the informative connectivity of input geometry [25, 67, 41, 27, 69, 25]. FCGF [16] adopts 3D sparse convolutional network [15] to compute dense geometric features.

Our approach is largely inspired by FCGF [16].
FCGF [16] shows high performance on partial observations, but it is crafted for rigid registration of point clouds. Our approach extends its applicability to non-rigid articulated objects, such as humans and cats.

**Non-rigid shape matching.** Understanding human body objects, such as humans and cats, approaches extend its applicability to non-rigid articulated but it is crafted for rigid registration of point clouds. Our FCGF [16] shows high performance on partial observations.

### 3. Method

In contrast, our method does not require a mesh topology at processing to construct the basis and need a mesh topology. Coarse-to-fine manner, align the generated multi-scale shapes progressively in a functional map. Smooth Shells [21] and Deep Shells [22] network to directly extract features from an input 3D shape. GeoFMNet [18] uses KPConv [65] to enable the function. CyclicFM [26] proposes a self-supervised learning method that reduces cyclic distortions. While most functional map based methods use the Laplace-Beltrami operator [55] to construct the basis, Marin et al. [44] uses a data-driven approach by learning the probe function. FARM [43] exploits non-rigid ICP algorithm to refine a functional map. Smooth Shells [21] and Deep Shells [22] simplify the shapes by reducing spectral bases, and they align the generated multi-scale shapes progressively in a coarse-to-fine manner.

Functional map-based methods generally conduct pre-processing to construct the basis and need a mesh topology. In contrast, our method does not require a mesh topology at inference time and can handle various 3D data types.

### 3.2. Annotation

To establish dense virtual markers for making a training dataset, we begin with annotating sparse markers on the 3D mesh model using the joint positions of a 3D human skeleton (Figure 2 (b)). Then, the sparse markers are densely propagated to cover the whole surface of the model by solving a heat equilibrium equation (Figure 2 (d)). Note that this procedure is to make a dataset for training. In the test time, only a single feed-forward network is used to directly predict dense virtual markers from any type of 3D input data (depth images, point sets, or meshes).

**Sparse virtual markers.** We annotate several points of interest on a mesh model with a rest pose (such as T-pose). Using the annotated points, we construct the skeleton of the template mesh model, and define sparse virtual markers. Consider a local cylindrical coordinate system $(\rho, \varphi, z)$ that lies on the $i$-th bone of the skeleton (Figure 2 (a)). Origin of the coordinate system is an endpoint of the bone and its longitudinal axis corresponds to the direction of the bone. Consider rays emitted perpendicularly from the longitudinal axis, which can be specified using two coordinates $(\varphi_i, z_i)$. We uniformly sample a set of rays using the coordinates, and then the intersections of the sampled rays with the template mesh model become the sparse virtual markers from the $i$-th bone. As the surface area of the part associated with each bone differs, we alter the number of samples for each bone. As a result, 99 markers are defined for our human model (Figure 2 (b)). In the case of a cat model, we define 57 sparse markers using the same approach. The detailed positions of the sparse makers are provided in the supplementary material.

For acquiring such markers, it could be possible to use automatic rigging methods to detect the skeleton of the model [6, 72]. However, we experimentally found that these automatic methods often fail for challenging shapes. In-
Dense virtual markers. Given sparse markers, we may include joint positions and bone orientations (polar axes of local cylindrical coordinates) instead, we hired experienced 3D annotators to assign a precise bone structure by user interaction. The user annotations include joint positions and bone orientations (polar axes of local cylindrical coordinate systems).

**Dense virtual markers.** Given sparse markers, we may classify the surface points by assigning one-hot vectors (or hard labels) to the surface points. This process would result in a conventional part segmentation [63, 52] dataset, as shown in Figure 2 (c). However, such regional labels would not consider any fine-level relationships with multiple sparse markers.

In this work, instead, we use a soft label scheme. Given $S$ sparse markers, the label for an arbitrary surface point is represented as a $S$-dimensional vector, whose $i$-th element indicates an affinity with the $i$-th sparse marker. That is, a soft label can have multiple non-zero entries, differently from a hard label.

We acquire a soft label for every point on the surface by solving for heat equilibrium [6]. Let $S = \{s|1 \leq s \leq S\}$ denote the set of indices for sparse markers, and $D = \{d|1 \leq d \leq D\}$ be the set of surface point indices on the template mesh. We define $L \in \mathbb{R}^{S \times D}$, where $l_{s,d}$ indicates affinity between the $d$-th point on the mesh with the $s$-th sparse marker. A column vector of $L$ is normalized, so that $\sum_{s} l_{s,d} = 1$. If we define $L^T = W$ that satisfy $l_{s,d} := w_{d,s}$, the weight vector $w_{s} = [w_{1,s}, w_{2,s}, ..., w_{D,s}]^T$ of the sparse markers $s$ for each surface point is calculated by solving the following sparse linear system:

$$-\Delta w_{s} + H w_{s} = H p_{s},$$  \hspace{1cm} (1)

where $-\Delta$ is the Laplacian operator of the mesh, $p_{s}$ is a binary indicator vector, $H \in \mathbb{R}^{D \times D}$ is the diagonal matrix having the heat contribution of the sparse marker $s$ to vertex $d$. If sparse marker $s$ is nearest to vertex $d$, $p_{s,d}$ is set to 1, and the $d$-th diagonal component $H_{d,d}$ of matrix $H$ is defined as $\frac{c}{D(d,s)^2}$, where $c$ is a constant (we use $c = 1$) and $D(d,s)$ is the geodesic distance from vertex $d$ to sparse marker $s$. If $k$ virtual markers are equidistant from vertex $d$, $p_{s,d} = \frac{1}{k}$ and $H_{d,d} = \frac{k c}{D(d,s)^2}$. Otherwise, $p_{s,d}$ becomes 0.

We solve the heat equilibrium condition in Eq. (1) for every sparse marker. As a result, we have the weight matrix $W = [w_{1}, w_{2}, ..., w_{S}]$. The $d$-th row of matrix $W$ becomes the weights of all sparse markers for vertex $d$. We set the $d$-th row of matrix $W$ to the soft label $l_{d,d}$ for vertex $d$. The computed soft labels are visualized in Figure 2 (e).

This approach is related to the work of Baran et al. [6]. They compute weights between vertices and skeleton for mesh skinning. We extend the idea for computing soft labels for vertices on the template mesh. Besides, instead of Euclidean distance used in [6], we use the geodesic distance between a vertex $d$ and a soft marker $s$ to acquire $l_{s,d}$. Computing soft labels takes about 150 seconds per model, but needs to be done only for training data preparation.

### 3.3. Dataset

With the proposed approaches to define sparse and dense markers, we build two datasets to train a neural network.

**Human dataset.** The dataset is made with 33 full mesh models of humans. They are captured with Doublefusion [74] (6 models) and collected from Renderpeople [3] (17 models) and FAUST [9] (10 models). We subsample meshes of the human models to have 60k vertices for the annotation. The manual annotation is conducted by experienced annotators to provide 33 consistent joint positions.

To deal with various non-rigid deformations, we augment each template mesh model with diverse motions. We obtained 15,000 motions from Mixamo [2]. Note that we deform the annotated meshes, so we do not need to annotate the deformed models again. We use linear blend skinning (LBS) [35] to animate the template models. In addition to this pose augmentation, we deploy random movements to the joints of the body. The random motions are bounded by physical ranges of the joints. In this manner, we can obtain a diverse dataset with different people and poses.

In addition to the pose augmentation, we extend the dataset for partial geometric observations, such as depth maps. We produce synthetic depth maps by rendering densely annotated mesh models from arbitrary viewpoints. Since a rendered depth pixel knows its original position in the annotated mesh, each depth pixel obtains a proper soft

---

1. We denote the $s$-th sparse marker as $s$, and the $d$-th vertex as $d$ for notational convenience.
label. We used 40 viewpoints for rendering.

Note that we augment the densely annotated mesh model using the Mixamo and random poses on-the-fly in the training phase. For the case of depth map generation, the dataset is augmented even more by using random viewpoints. This scheme introduces great diversity in our training dataset.

**Cat dataset**. To demonstrate that our approach is applicable to other classes of articulated objects, we prepare another dataset for an animal shape. We select two cat models from SMAL [76], and use the same procedure for dense annotation of the models.

### 3.4. Training

We employ the ResUNet architecture based on sparse tensors [15] to classify 3D points of an articulated model. Details of the network architecture is provided in the supplementary material. The classifier directly utilizes soft labels described in Section 3.2 for the supervision.

Our network employs a multi-class cross entropy loss defined as follows:

\[
\mathcal{L} = - \sum_{d}^{D} \sum_{s}^{S} l_{s,d} \log \left( \frac{l'_{s,d}}{\sum_{j}^{S} e^{l'_{j,d}}} \right),
\]

where \( l_{s,d} \) denotes the \( s \)-th element of a soft label \( l_{s,d} \), and \( l'_{s,d} \) is the \( s \)-th element of the inferred soft label \( l'_{s,d} \) for a vertex \( d \). \( D \) are the number of vertices, and \( S \) is the number of sparse markers.

As shown in Figure 2 (e), soft labels encode the smooth geometric relationships with adjacent surface points on the template mesh model. Consequently, without using any regularization on the smoothness of the prediction, our trained network gets to predict smoothly varying virtual markers.

**Two approaches**. We propose to train and test our network with two different configurations.

1. **Ours-oneshot**. In the first setting, for training the network, we use annotations for full mesh models together with partial observations (depths). In this case, the network can infer dense virtual markers for any input data (partial or full) instantly without per-view prediction and merging. This approach saves substantial computation time when inferring virtual markers for full mesh models.

2. **Ours-multiview**. In the second setting, we use only partial observations (3D point cloud of depth maps) to train the network. Then, to handle a full 3D model, we use the rendered depths of the model from 72 different viewpoints. We feed each rendered depth to our network and obtain the virtual markers for the whole 3D model. For the aggregation, we convert and combine the 72 rendered depth maps to a single point set, and the virtual marker for a vertex of the 3D model is determined by weighted averaging the virtual markers of the \( k \)-nearest neighbors in the point set. This approach is slower than Ours-oneshot, but it produces more reliable results due to the multiview consensus.

### 3.5. Timing complexity

We train and test our network with a workstation equipped with an Intel i7-7700K, 4.2GHz CPU, 64GB RAM, and NVIDIA Titan RTX, Quadro 8000 GPU. The number of network parameters is about 38 million. Training takes about 3 ~ 4 and 8 ~ 10 seconds per iteration using partial observations (depths) and full mesh models, respectively. In test time, inference time is about 0.05 ~ 0.07 seconds per a depth map or 3D point set, nearly achieving 20 frames per second.

### 4. Results

#### 4.1. Effectiveness of soft labels

To analyze the effects of soft labels, we trained two networks using hard labels and soft labels. Figure 3 visualizes the weights of a sparse marker obtained using the two networks. We can find that the network trained with soft labels outputs smoothly varying virtual markers.

#### 4.2. Shape correspondence

To validate the accuracy of virtual markers, we extensively evaluate with shape correspondence challenges. The motivations for this experiment are as follows. (1) A large-scale public dataset to measure the accuracy of dense 3D markers is not present. (2) Dataset for finding shape correspondences is well-established instead, and such datasets are captured with high-end 3D capturing systems. (3) Good performance on finding correspondences indicates consistent and coherent marker positions for diverse poses.

**FAUST challenge benchmark** is the standard benchmark to measure the accuracy of finding correspondences from two high-quality human mesh models [9]. This challenge is
a good fit for validating the proposed deep virtual markers, since the accurate markers should be localized for precise matching between non-rigid models.

The total dataset consists of 10 persons, and each person exhibits arbitrary 30 poses. Its ground-truth correspondence is not publicly available, so we submitted our results and obtained the evaluation results. The benchmark test set provides pairs of two full 3D scans. Each pair shows extreme pose variations from the same person (called intra-subject challenge) or different persons (called inter-subject challenge). Since our approach is not restricted to the person’s identity or pose variations, we report our performance for both tasks. The FAUST experiment is also a good way to check the generalization performance on pose and identity variations.

For comparison, we refer to the numbers in the public FAUST benchmark leaderboard. The leaderboard includes the results of approaches that require manual annotations. Hence we compare only with the methods that do not require manual inputs. The results are shown in Table 2. Our approach shows the most accurate results compared with state-of-the-art approaches. Figure 4 shows visualizations of errors from the leaderboard.

Comparison with DHBC [70]. The original FAUST challenge only tackles the correspondence for two full meshes, which is called full-to-full correspondence identification. However, handling partial observations, such as depth maps, is also important for practical applications. For this reason, we additionally compare our approach with DHBC [70] that can handle full-to-full, full-to-partial, and partial-to-partial dense correspondences.

Since DHBC is not shown on the FAUST leaderboard [9], we conduct the comparison by following the evaluation protocol suggested by Chen et al. [14]. The protocol uses some pairs of 3D scans in the FAUST training set and performs inter- and intra-subject challenges. The protocol reports the average error on all pairs (AE) and the average error on the worst pair (WE). Table 3 shows the results of the experiment on the full-to-full case. We also added the results from RobustCovex [14]. Our approach outperforms all the baselines. In particular, our results show about three times smaller intra-subject and inter-subject WEs than other approaches. Besides, our method is similar to the other AE baselines. This demonstrates that our approach is reliable and robust to different persons’ identities and various poses.

In addition to the full-to-full comparison, we also perform a quantitative comparison with DHBC [70] with full-to-partial and partial-to-partial 3D model pairs. The new pairs are obtained by rendering 3D scans from specific viewpoints, and we used FAUST [9] and SCAPE [4] datasets for the rendering. The results are shown in Table 4. Our method outperforms DHBC [70] in these cases too.

Various training and test sets. We verify the generalizability of our method by changing the training and test sets. For this experiment, we use the dataset provided by Ren et al. [58]. The dataset contains re-meshed versions of FAUST [9] and SCAPE [4] datasets.

Table 5 shows the results, where the evaluation is based on the protocol proposed by Kim et al. [36]. SCAPE dataset contains a single human model with various poses, and FAUST includes several models with various poses. Hence, for the case of testing on FAUST and training on SCAPE (F / S), the matching accuracies of some approaches [59, 42, 28] are much lower than other combinations since the variety of model shapes for training is insufficient.
Table 4. Finding correspondences using full-to-partial (F2P) and partial-to-partial (P2P) datasets. We compare our results with DHBC [70] using the FAUST [9] and SCAPE [4] datasets for training. For each three numbers, the first one is the error of DHBC, and the second and third are the errors of ours-multiview and ours-oneshot, respectively (error in cm).

| Data | Type | Method | Intra AE | Intra WE | Inter AE | Inter WE |
|------|------|--------|----------|----------|----------|----------|
| FAUST [9] | F2P | DHBC [70], Ours-multiview, Ours-oneshot | 6.52 | 14.61 | 6.75 | 11.79 |
| | | | 2.39 | 3.52 | 2.63 | 4.62 |
| | | | 2.41 | 4.40 | 2.58 | 4.52 |
| | | | 9.51 | 22.46 | 9.81 | 32.27 |
| | P2P | DHBC [70], Ours-multiview, Ours-oneshot | 3.40 | 11.06 | 3.45 | 11.16 |
| | | | 3.96 | 20.24 | 3.74 | 16.06 |
| SCAPE [4] | F2P | DHBC [70], Ours-multiview, Ours-oneshot | 4.33 | 11.76 | - | - |
| | | | 3.11 | 4.92 | - | - |
| | | | 3.23 | 7.29 | - | - |
| | P2P | DHBC [70], Ours-multiview, Ours-oneshot | 17.19 | 38.21 | - | - |
| | | | 8.99 | 36.94 | - | - |

Table 5. Normalized mean geodesic error (in %) using the dataset by Ren et al. [58]. This experiment validates the cases with various training and test sets. F and S denote FAUST and SCAPE, respectively. From top to bottom, the previous methods compared in this table are classified into three categories; axiomatic (no training), unsupervised learning, and supervised learning. The numbers except for ours are courtesy of [22].

| Test / Training dataset | Method | F/F | S/S | F/S | S/F |
|-------------------------|--------|-----|-----|-----|-----|
| BCICP [58]              | 15.0   | 16.0 | -   | -   |
| ZoomOut [46]            | 6.1    | 7.5  | -   | -   |
| Smooth Shells [21]      | 6.1    | 7.5  | -   | -   |
| Surf FMNet+ICP [59]     | 7.4    | 6.1  | 23.0 | 19.0 |
| Unsup FMNet+pmf [31]    | 5.7    | 10.0 | 9.3  | 12.0 |
| Deep Shells [22]        | 1.7    | 2.5  | 2.7  | 5.4  |
| FMNet+pmf [42]          | 5.9    | 6.3  | 14.0 | 11.0 |
| 3D-CODED [28]           | 2.5    | 31.0 | 33.0 | 31.0 |
| GeoFMNet+ezo [18]       | 1.9    | 3.0  | 4.3  | 9.2  |
| Ours-oneshot            | 2.1    | 2.7  | 4.9  | 3.1  |
| Ours-multiview          | 1.5    | 2.0  | 4.1  | 1.9  |

Note that some of the approaches [42, 28, 18] in Table 5 use the ground-truth correspondences for training. In contrast, we only use skinned synthetic shapes for training and augment the training set using Mixamo poses. It is clearly beneficial to utilize available human motions because animated models are readily obtainable.

4.3. Other results

Unseen data. We show visual results of our method on two different types of unseen datasets - our real depth sequences captured with an Azure Kinect DK [1] and SHREC14 [56] dataset. For this experiment, we use the training dataset described in Sec. 3.3. The upper part of Figure 5 shows the results on unseen depth data. The depth sequences capture single or multiple people with various motions. Although real depth images are noisy, the results demonstrate that our method is reliable and robust. The lower part of Figure 5 showcases color-coded models with our inferred virtual markers. The results show that our method works well on unseen, various dynamic models.

Cats. Figure 6 shows an example for a cat. It shows reasonable predictions on models in TOSCA [12] and a real depth image.

4.4. Applications

Non-rigid registration. Our approach predicts dense markers, so the correspondence can help to solve non-rigid registration. One example is shown in Figure 7. For non-rigid surface registration, we compare ours with Li et al.’s approach [39] that is a popular baseline for performance cap-
Figure 7. Non-rigid registration. (a) A large misalignment around a leg due to fast motion cannot be recovered by a local alignment based approach [39]. (b) Correspondences from our method can successfully remedy such a large misalignment.

Figure 8. Texture transfer from a textured mesh to another mesh (first and second row) or a depth map (third row). In the mesh-to-mesh case, we transfer texture coordinates and apply texture mapping to the mesh. In the mesh-to-depth map case, we directly transfer the texture colors. The results show that our deep virtual markers produce sufficiently adequate correspondences even with clothed humans, significant shape differences, or depth noise.

Figure 9. Failure cases of our approach. The cases of loose clothes, body-to-object interactions, and intra-body close interactions are shown from left to right.

can be instantly mapped to the target mesh model. Similarly, texture transfer can be performed between a full mesh and a depth map, as our deep virtual markers can handle a variety of 3D inputs in a consistent way. Figure 8 shows examples.

4.5. Limitations

Although our approach is validated with many standard 3D human models from FAUST [9], SCAPE [4], and SHREC14 [56], our virtual markers may not deal with humans wearing highly loose clothes, such as long skirts and coats. In addition, our method is not very accurate for the cases of body-to-object and intra-body close interactions, as shown in Figure 9. We may consider a data-driven solution, but our current pipeline for preparing a dataset requires human annotations, which is not directly applicable to people wearing challenging clothes. Human models interacting with objects are not tested as well. Future work would be to tackle these issues.

5. Conclusions

In this paper, we proposed deep virtual markers, a methodology that infers dense virtual marker labels for articulated 3D objects. Our approach can handle various types of input, including meshes, point clouds, and depth images. We proposed an effective method to annotate dense virtual markers on 3D meshes to build a training dataset. Our framework utilizes a fully convolutional neural network as a soft label classifier, and our oneshot model applies single feed-forward operation to instantly assign dense markers (0.05 \sim 0.07 seconds). Compared to state-of-the-art methods, we showed a favorable performance in finding correspondences. Lastly, we demonstrated practical applications such as texture transfer and non-rigid surface registration. Our future work includes dealing with humans wearing highly loose clothes, such as long skirts and coats.
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