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Abstract

This paper addresses the features of Hough Transform (HT) butterflies suitable for image-based segment detection and measurement. The full segment parameters such as the position, slope, width, length, continuity, and uniformity are related to the features of the HT butterflies. Mathematical analysis and experimental data are presented in order to demonstrate and build the relationship between the measurements of segments and the features of HT butterflies. An effective method is subsequently proposed to employ these relationships in order to discover the parameters of segments. Power line inspection is considered as an application of the proposed method. The application demonstrates that the proposed method is effective for power line inspection, especially for corner detection when they cross poles.

Introduction

Hough Transform [1] is one of the most widely used and proved effective techniques for locating objects in images [2–16]. Detecting straight line segments [11,14–35] in computer vision has received much attention due to the importance of detecting objects/obstacles with straight edges. The HT does not provide a direct method to detect straight line segments, but only the mapping of a segment to butterfly shaped HT data. Using the peak information in HT space is common to all HT related detecting methods. Most segment detecting methods are based on image space feature points verification following the hints of the HT peak. These methods were reported as being highly costly regarding computation [6,10,24,27,34,35].

With the exception of the HT peak, micro-analysis of the HT data around the peak has received more and more attention with regards to discovering straight line segment parameters [21,23,25,28,36–38]. In [36], a local operator was proposed to enhance the peak seeking. Furukawa et al. [38] modelled the distribution of butterfly, background, and other objects, and a cross-correlation between the real distribution of a butterfly; the ideal one was used to estimate and evaluate the butterfly. Atiquzzaman et al. [21,23] reported the micro-analysis of the distribution of the votes around the peak in the accumulator array in order to determine the endpoints of a segment; the length was calculated as the distance between the two endpoints. Kamat et al. [28,37] discussed the problem of the multiple line segments, where different interesting butterflies were demonstrated due to the different line segments. Du et al. [25] proposed a segment detection method by making use of its quadrangle HT neighborhood, where the position of segments is represented by the position of the center points obtained by detecting the direction of the quadrangle neighborhood. These methods did not verify the feature points in the image space, which renders them computationally efficient.

When considering the fact that all cells in the HT butterfly wings contribute to the representation of the segment, it becomes obvious that detailed segment parameters can be recovered from the information in the butterfly. However, the idea of detecting segments from their butterflies have not received enough consideration in the relevant literature. This paper addresses the features of the HT butterfly and their relationships with the parameters of a segment, and hence demonstrates that the HT butterfly is suitable for segment detection. In this paper, by means of geometric analysis, the authors derive how the full parameters of a segment such as the position, length, width, continuity, and uniformity, are represented by the features of its butterfly. Hence, segments in images can be detected and measured using the formulas derived in this paper. Comparing the various methods [21,23,25,28,36–38], this paper explicitly describes the generation of the butterfly and the relationship between butterfly features and the parameters of segments through simple geometrical analysis. A robust but simple segments discovery method is proposed, where a windowing method is used to remove disturbances from most noise and other objects, and the least square estimations are considered as the reliable segment measurement. Comparing to existing segment detection methods based on HT butterflies, the novelty of the proposed method is manifested in the improvement on the butterflies before detecting segments and the direct relationship between butterfly features and segment parameters which is employed to uncover the full parameters of the segments.

The proposed method is employed in an overhead power line inspection application. Inspection of overhead power lines is an important application aimed at decreasing the time interval of power line disconnections and improves safety during inspection [39–41]. The proposed method is applied to the images to detect...
the overhead power lines. Specifications for this application were used to distinguish disturbing objects from power lines. The detection results indicate that the proposed method is effective.

**Methods**

**HT and HT butterflies**

In HT, each feature point \((x,y)\) of a segment is mapped to a sine curve via the following equation:

\[
\rho = x \cos \theta + y \sin \theta.
\]

By discretizing the HT space by resolutions of \(\Delta \rho\) and \(\Delta \theta\), the feature point \((x,y)\) votes for every cell located on the curve. After the voting process, the position of the cell receiving the most votes, that is, the peak, is considered as the \((\theta, \rho)\) values of the segment. Obviously, the HT converts the pattern recognition problem to a peak generating and seeking problem. This makes the HT robust to the noise and complex background. How to generate a strong and distinct peak and how to seek the “correct” peaks is one of the most focused research on HT where the computational complexity, storage requirement, accuracy, and resolution are widely considered, especially the situations of high accuracy and high resolution HT is required. Various methods were proposed to improve the voting process [2,12,16], the discretization of the HT space [11], feasible resolutions settings [13], post-voting process [3,6,19,27,34], etc. These research works put most emphases on the distinct peaks generating and seeking, and hence can be called “peak based” methods. A common problem of these methods is the infeasible computational complexity and memory storage requirement [5,7,32,33].

Another important branch of HT researches is the micro-analysis on the “HT butterfly”. In fact, during the voting process, not only the peak is generated, but also, a large area composed of all mapped sine curves is built. By considering the part of this area around the peak, a butterfly shape is obtained. For example, the segment displayed in Fig. 1(a) is mapped to the HT space and considering only the area around the peak, the butterfly-shaped voting area shown in Fig. 1(b) can be obtained where the height of the peak is denoted as \(h\), the thickness of the wings at \(\delta \theta\) far from the peak is denoted as \(\delta h\), and the width of the wings is \(w\).

Fig. 2(a) demonstrates how the butterfly is generated. For a given segment \(S_0\) lying on a straight line \((\theta_0, \rho_0)\), the HT cells lying on the column with distance \(\delta \theta\) to the HT peak correspond to the belts bounded by parallel straight lines \(-d_h-1, d_h+1, d_h+2, \ldots\). The angle between \(S_0\) and these straight lines is \(\delta \theta\). All the belts that intersect with \(S_0\) will contain some feature points of \(S_0\) and hence the corresponding cells will receive some votes. With \(\delta \theta\) increasing, the number of belts intersecting with \(S_0\) increases and the feature points contained in each belt decreases. This means that when the column moves further from the peak, more cells will receive votes. Therefore, a butterfly shaped voting area is generated with \(\delta \theta\) increasing from 0 to a given value. In this manner, given a segment and the scope in HT space, a unique butterfly can be generated. It implies that if the butterfly is known, one can expect to cover the segment from its HT butterfly. This section shows the relationships between the parameters of the segment and the features of its butterfly. Each parameter of the segment can be represented by one or more features of its butterfly.

The “HT butterfly based” methods use not only the peak but also the data in the area around the peak [20–23,25,28,36–38,42–44]. Because of the 1–1 mapping between a segment and its HT butterfly, these “HT butterfly based” methods have potentials to uncover high accuracy segment parameters from low resolution HT data. The features of the butterfly are popularly discussed and employed in these methods, such as the self-similarity [42] and the symmetry [43] are used to improve the resolution and accuracy of HT. The features of butterflies are used to identify and enhance the peak [36,38].

Collinear segments detection is another important extension of the “HT butterfly” to the commonly used “peak based” HT methods. Because the butterflies of collinear segments intersect on a common peak and are independent/separated at the area beyond the peak, the “peak based” methods obviously lose the distinguishing ability of these segments. However, the “HT butterfly based” methods have this distinguishing ability naturally [25,44].

---

**Figure 1. A straight line segment and its HT butterfly.**

doi:10.1371/journal.pone.0033790.g001
Representation of segment measurements by the features of its HT butterfly

Segment length vs the width of its HT butterfly wings. The generation of the butterfly demonstrated in Fig. 2(a) clearly indicates that for a given $\theta$ a longer segment leads to more of the cells in the column receiving votes. This implies that the butterfly wings of a longer segment are wider than the ones of a shorter segment. Therefore, it is possible to detect the segment width by means of the width of its butterfly wings.

In Fig. 2(a), it is obvious that the length of the intersection of the segment and a belt (if they intersect) can be obtained as follows:

$$
\Delta l = \frac{\Delta \rho}{\sin \theta}. \quad (2)
$$

Therefore, the number of cells in the column, that is, the width of the butterfly wings, corresponding to $\theta$ can be used to obtain the length of the segment as follows:

$$
l = w_{50} \Delta l, \quad (3)
$$

where $w_{50}$ is the number of cells receiving votes in the column of $\theta$ as shown in Fig. 1(b), $\Delta l$ is the length of the intersection of the segment and the belt shown in eq. (2), and $l$ is the detected length of the segment.

It should be noted that the belts that intersect with the segment at both ends might contain fewer feature points than the ones in the middle, implying that the length of these intersections are smaller than the $\Delta l$ shown in eq. (2). Hence the detected length may be bigger than the ‘true’ value by up to $2 \frac{\Delta \rho}{\sin \theta}$. This error is depressed when the $\Delta \rho$ is small enough and $\Delta \theta$ is large enough.

Segment width vs the thickness of its HT butterfly wings. The demonstration in Fig. 2(a) indicates that for a given $\theta$ the length of the intersection between the segment and the belt is fixed and can be obtained, likewise the number of feature points contained in the intersection, that is, the number of votes received by the corresponding cell, is related to the width of the segment. It is obvious that each intersection, except the ones at both ends, contains similar number of feature points if the segment is uniform. Considering that the number of votes received by the cell is represented by the thickness of the butterfly wings, the thickness of wings is nearly constant for a given column. Therefore, it is possible to derive the segment width via the thickness of its butterfly wings.

Considering the nature of the digital images used in the computer, all straight lines are represented by piece-wise connected horizontal or vertical short segments. The number of pixels composing a straight line is equal to the projection of the straight line on $X$ (when $|\theta| > 45^\circ$) or $Y$ (when $|\theta| \leq 45^\circ$) axes. For a single-pixel width line, the number of pixels contained in the segment corresponding to $\theta$ as shown in Fig. 2(a), that is, the thickness of the butterfly wings corresponding to $\theta$, is:

$$
\delta_{\theta}^0 = \begin{cases} 
\Delta l \cos \theta_0, & |\theta_0| > 45^\circ \\
\Delta l \sin \theta_0, & |\theta_0| \leq 45^\circ.
\end{cases} \quad (4)
$$

Substituting eq. (2) to eq. (4), one obtains

$$
\delta_{\theta}^0 = \begin{cases} 
\frac{\Delta \rho}{\sin \theta_0} \cos \theta_0, & |\theta_0| > 45^\circ \\
\frac{\Delta \rho}{\sin \theta_0} \sin \theta_0, & |\theta_0| \leq 45^\circ.
\end{cases} \quad (5)
$$

where $\Delta \rho$ and $\Delta \theta$ are predefined, and $\theta_0$ can be obtained from the butterfly, hence $\delta_{\theta}^0$ can be determined.

Given the butterfly and the value of $\theta$, the width of the segment can be obtained as follows:

$$
w = \frac{\delta_{\theta}}{\delta_{\theta}^0}, \quad (6)
$$

where $w$ is the width (counted by pixel) of the segment, $\delta_{\theta}^0$ is the measured thickness of butterfly wings, and $\delta_{\theta}$ is obtained by eq. (5).

Segment position vs the direction of its HT butterfly wings. One can obtain the $\rho$ and $\theta$ values of the straight line to which a segment belongs. This section solves the problem of “where is the segment on the straight line?”

The position of the segment, that is, its center point position, relating to the direction of its butterfly, was approved in [25]. This can also be explained by Fig. 2(a), where the position of the segment determines the $\rho$ values of the belts intersecting with it, that is, the position of the HT cells in the column corresponding to $\theta$.

Fig. 2(b) shows a segment $S_0$ lying on the straight line $L_0(-\theta, \rho_0)$. The center point of $S_0$ is $C(x_c, y_c)$. When the cells on the column corresponding to $\theta$ are considered, the cell lying on the center of the butterfly wing corresponds to the belt containing center point $C(x_c, y_c)$ of the segment. From Fig. 2(b) one obtains:
\[
x_c = \frac{\rho_c}{\cos(\theta_0 - \delta \theta)} + y_c \tan(\theta_0 - \delta \theta),
\]

where \( \rho_c \) is the \( \rho \) coordinate of the cell lying on the center of the column in the butterfly wing corresponding to \( \delta \theta \).

Considering \( C(x_c,y_c) \) lying on the straight line \( L_\theta(-\theta_0, \rho_0) \), one obtains:

\[
\rho_0 = x_c \cos \theta_0 - y_c \sin \theta_0,
\]
Algorithm 1 Discover segments from HT array

Require: $H$ (HT array),
$(\Delta \theta, \Delta \rho)$ (resolutions)
$P_{th}$ (Threshold of peaks),
$\theta_{th}$ (The width of butterfly).

Ensure: $\theta_0, \rho_0, w, l, (x_c, y_c)$ (parameters of segments).

Seeking for HT peak $C(\theta_0, \rho_0)$

while $C(\theta_0, \rho_0) > P_{th}$ do

sub-HT space $H'$ via windowing method

$(\theta_0, \rho_0) \leftarrow \text{peak}(H')$ (seek for HT peak in $H'$)

for $i = 1$ to $\theta_{th}$ do

$\delta \theta = i \times \pi / 180^\circ$ (distance to the peak)

if $|\theta_0| > 45^\circ$ then

$\theta_0^\rho = \Delta \rho \cos \theta_0 / \sin \delta \theta$

else

$\theta_0^\rho = \Delta \rho \sin \theta_0 / \sin \delta \theta$

end if

$(w_\theta, \delta_\theta, \rho_c) \leftarrow$ the columns of $\delta \theta$

$l(i) = w_\theta \Delta \rho / \sin(\delta \theta)$ (segment length)

$w(i) = \delta_\theta / \theta_0^\rho$ (segment width)

$x_c(i) = (\rho_c \sin \theta_0 - \rho_0 \sin(\theta_0 - \delta \theta)) / \sin(\delta \theta)$

$y_c(i) = (x_c(i) \cos \theta_0 - \rho_0) / \sin \theta_0$ (center point)

end for

$l = \text{MSE}(l(i), i = 1, \ldots, \theta_{th})$

$w = \text{MSE}(w(i), i = 1, \ldots, \theta_{th})$

$x_c = \text{MSE}(x_c(i), i = 1, \ldots, \theta_{th})$

$y_c = \text{MSE}(y_c(i), i = 1, \ldots, \theta_{th})$

$H \leftarrow H - H'$ (remove $H'$ from $H$)

Seeking for a new HT peak $C(\theta_0, \rho_0)$

end while

By solving eq. (10), one obtains:

$$x_c = \frac{\rho_c \sin \theta_0 - \rho_0 \sin(\theta_0 - \delta \theta)}{\sin \delta \theta},$$

(i.e.

$$y_c = \frac{x_c \cos \theta_0 - \rho_0}{\sin \theta_0}. \quad (9)$$

By substituting eq. (9) into eq. (7) one obtains:

$$x_c = \frac{\rho_c \sin \theta_0 - \rho_0 \sin(\theta_0 - \delta \theta)}{\sin \delta \theta}. \quad (10)$$

where $\rho_0$ and $-\theta_0$ can be detected by seeking peaks in HT space, $\delta \theta$ is predefined, and $\rho_c$ can be measured in the column of HT space corresponding to $\delta \theta$.

One can obtain $y_c$ by substituting eq. (11) into eq. (9).
**Segment continuity and uniformity vs the non-uniformity of its HT butterfly wings.** In practical applications, collinear segments are popular and sometimes straight lines are not uniform, that is, the width of different parts of the line is different. This section demonstrates how the following information is represented in HT butterflies: “How many collinear segments are contained in a straight line?”, “What are their parameters?”, “Is the segment non-uniform” and “How non-uniform is a segment?”

A straight line containing several collinear segments means gaps exist between these segments. Fig. 2(a), indicates that appropriate $\Delta p$ and $\Delta \theta$ causing one or more belt to intersect with the straight line in a gap. These belts contain very few or no feature points and hence the corresponding cells receive very few, if any, or no votes. This means that the butterfly of the segment containing all collinear segments is gapped to several smaller butterflies. It is obvious that the number of collinear segments can be obtained by counting the number of small butterflies sharing the same peak. The parameters of each segment can be detected using the methods mentioned in this paper.

A non-uniform segment can be considered to be composed of continuous segment(s) and some adjacent collinear short segments. The butterflies of these segments will be superposed in the HT space. Therefore, the non-uniformity of HT butterfly wings implies the non-uniformity of segments in the image space.

**Measuring Straight Line Segments**

The above section demonstrated how a butterfly is generated from a segment and how the segment is measured via the butterfly. This section focuses on how to achieve the butterfly of a single segment from the HT data of a given image, so that the segment parameters can be obtained by the formulas derived in this paper.

Of course the peak is the geometric center of a butterfly, which can be detected by seeking the maximum in the HT data. By denoting the peak position as $(h_0, r_0)$, the column having $\delta \theta$ distance to the peak (i.e. the column $\theta = \theta_0 + \delta \theta$ or $\theta = \theta_0 - \delta \theta$) corresponds to the set of belts having $\delta \theta$ angle with the segment as shown in Fig. 2(a). Each belt intersecting with the segment contains part of the feature points of the segment, implying that the cell corresponding to the belt gets votes from the segment. The number of votes gotten by the cell depends on the length of the intersection, i.e. the $D_l$ in eq. (2). It should be noted that from eq. (5) one finds for all cells in a column of the wings get the same number of votes in theory.

After seeking the peak from the HT data of an image, it is easy to isolate the butterfly around the peak by ignoring all cells getting votes less than the theoretical thickness of the column they are associating with. In fact, considering the discretization error of an

---

*Figure 6. Segment length and width.*

doi:10.1371/journal.pone.0033790.g006
Figure 7. Segment position vs its HT butterfly direction.
doi:10.1371/journal.pone.0033790.g007

(a) Segments with different position
(b) HT butterflies of the segments

Figure 8. Uniformity of segment and its HT butterfly.
doi:10.1371/journal.pone.0033790.g008

(a) A segment composed of short collinear parts
(b) A nonuniform segment
(c) The HT butterflies with gaps between collinear parts
(d) The HT butterfly of the nonuniform segment
image and HT space, and rounding error of the voting process, the threshold should be a bit lower than the theoretical thickness.

To eliminate the disturbances from other peaks, the windowing method proposed in [44] is employed, i.e., a neighborhood of the segment in the image space is mapped to a sub-HT space.

A Robust Method of Discovering Segment from Butterflies

In above sections, the segment parameters can be discovered in a single column of the butterfly. However, due to the existence of rounding errors during the digital imaging, voting and discretization, each column in the HT butterfly might display different parameter values. For example, the image in Fig. 1(a) has the different columns of its butterfly displayed in Fig. 3.

The corresponding width, intensity, and center point of these columns are effected by these errors. The detected parameters are also effected; for example, the segment lengths detected by different columns as shown in Fig. 4 are unreliable; where the detected length is distributed around the “true” value. For the sake of robustness, the Mean Square Error (MSE) estimations are considered as the reliable parameter values obtained from the observations of the different columns.

The algorithm (Fig. 5) pseudocodes summarizes the proposed method.

Specifications for Power Line Inspection

This paper proposed a general method for segment detection via its HT butterfly. When the proposed method is employed in specified applications such as power line inspection, usually this is existing heuristic information present that might reduce the associated complexity, uncertainties, and difficulties. By reasonably utilizing this information benefits of obtaining simple and reliable solutions emerge as follows:

1. Length: since the objects to be detected are power lines and the camera is supposed to be facing to the objects, the objects (segments) length should be considerable. That is, the disturbing segments shorter than a predefined length could be ignored;

2. Direction: the power lines are usually parallel and hence the image usually contains several parallel segments, so the solitary segments running in obviously different direction compared to others could be ignored;

3. Width: for the sake of safety, the images were taken with a considerable distance to the power lines and the power lines are usually not too thick (with diameter up to several centimeters), hence the objects with obviously unreasonable width (such as the poles and the insulators) could be ignored;

4. Number: at least two power lines are needed in power delivery, so the number of segments running in similar directions should not be less than 2;

5. Distance: the minimum distance between any two power lines is strictly specified, hence the parallel segments having very small distance should be ignored;

6. In-out logic: when power lines run crossing poles, especially in the case of designed turn after the pole, the number of power lines “getting in” the pole should be equal to the number of “getting out” ones, and an intersection can be expected on the extension of a pair of “in” and “out” power lines.

Results

Experiments

Segment Length vs Butterfly Width. Fig. 6(a) depicts a segment composed of two connected parts. Fig. 6(c) shows the HT data of the segment, where each part corresponds to a butterfly, and the two butterflies perfectly merge into a bigger butterfly. This occurs because the two parts are connected without any gap. The width of the merged butterfly is equal to the sum of the width of the two small butterflies, that is, the length of the segment is equal to the sum of the length of its two parts. This experiment verifies that detecting the segment length via the width of its butterfly wings is justifiable.

Segment Width vs Butterfly Thickness. Fig. 6(b) depicts two adjacent segments and Fig. 6(d) portrays their HT butterflies.

In the image space, the two segments merge into a wider segment with the same length. In the HT space, the butterfly of the merged wider segment comprises only the superposition of the butterflies of the two narrow segments, because the width of the merged segment is equal to the sum of the width of the two narrow segments, and hence the thickness of the butterfly of the former is equal to the sum of the thickness of the butterflies of the latter. This verifies the linear direct proportion between the width of a segment and the thickness of its butterfly wings.

Figure 9. Comparison of thick segment detection. doi:10.1371/journal.pone.0033790.g009
Figure 10. The butterfly improvement obtained by the proposed method under the situation of the disturbances and clusters in a real image.
doi:10.1371/journal.pone.0033790.g010
**Segment Position vs Butterfly Direction.** Fig. 7(a) depicts a segment as it changes its position on the straight line to which it belongs, and Fig. 7(b) indicates the butterflies corresponding to the different positions of the segment.

**Segment continuity and uniformity vs the butterfly non-uniformity.** Collinear segments $S_1$, $S_2$, $S_3$ and $S_4$ are illustrated in Fig. 8(a). The HT data is shown in Fig. 8(c), where the butterflies of these segments are gapped by valleys (the sections that receive no votes). Because all these segments lie on the same straight line, their peaks are located at the same position in the HT space.

Fig. 8(b) demonstrates the case of a non-uniform segment. Fig. 8(d) shows the HT data of the segment in Fig. 8(b), where the wings of the butterfly are non-uniform.

**Comparison with Existing Butterfly Region Based Segment Detectors**

Experiments in this section aim to compare the performance of the proposed method with those also based on butterfly region proposed in literatures, such as the method of Atiquzzaman [21,23] (denoted as Method I), and the method of Kamat [28] (denoted as Method II). The cases of thick segments, collinear disturbances and collinear segments are considered for comparison.

**The effect of segment width on detection performance.** Methods I and II analyze one or more columns of accumulator cells around the peaks to find the first and the last non-zero cells, and then calculate the end points of segments. The width of segments affect the detection accuracy. Fig. 9(a) shows a thick segment in image space (the points $P_1$, $P_2$, $P_3$, and $P_4$ are its vertexes, $P_A$ and $P_B$ are its end points) and Fig. 9(b) shows its butterfly region around the peak. From the HT data, it is observed that the first non-zero cell of the columns on the left side of the peak corresponds to the vertex $P_4$, and the last non-zero cell corresponds to the vertex $P_2$. The first and the last non-zero cells of the columns on the right side of the peak correspond to vertices $P_1$ and $P_3$, respectively. In fact, for the case of thick segments, Methods I and II only detect the diagonals (i.e., $P_1P_3$ and $P_2P_4$) instead of the segments. The proposed method solves this problem by detecting segments using the central line of the butterfly. Obviously, the central line of the butterfly is not affected by the segment width. The proposed method outperforms Methods I and II in terms of reliability and accuracy when detecting thick segments.

**The effects of disturbances/noise on detection performance.** This experiment addresses the effects of disturbances/clutters on the segment detection. Fig. 10(a) is an image having clusters and noise. Fig. 10(b) is the result of edge detection. Fig. 10(c) is the HT data of Fig. 10(b) where the butterfly is badly degraded due to the existences of other objects, clutters and noise. Obviously, methods I and II cannot correctly detect the first and the last non-zero cells for a given column of the accumulators in Fig. 10(c). No appropriate window described in Method II exists to isolate the butterfly from clutter because the peak lies on the area overlapped by the HT mapping of quite a number of other objects and disturbances/clutters.

Fig. 10(d) is the HT data after the sub-HT space method is employed. Fig. 10(e) shows the part around the peak in Fig. 10(d), where the butterfly becomes quite clear because most disturbances/clutters are removed but only collinear ones left. Although the butterfly in this sub-HT space is quite improved comparing with the one in Fig. 10(c), Method I and II still cannot correctly detect the segment because the butterfly is still degraded due to the existences of disturbances/clutters lying collinearly with the object, which means Method I and II are very sensitive to collinear disturbances.

Further improvement is obtained (as shown in Fig. 10(f)) by employing the butterfly isolating method proposed in this paper, where the edge of the butterfly becomes very clear and the effects of most collinear disturbances/clutters are removed. This means the proposed method has immunity from collinear disturbances and hence outperforms Method I and II. Of course, based on this improved butterfly, not only the proposed method but also all the methods based on butterflies can get a much better detection performance.

**Application on Real Image**

Fig. 11(a) displays an arrow with numbered edges. Fig. 11(b) indicates the arrow’s detected edges. Fig. 11(c)–(h) show the butterfly of each edge. In Fig. 11(a), it is obvious that the first 5 edges (i.e., from Edge 1 to Edge 5) are composed of two collinear segments. Fig. 11(c)–(g) clearly reveal the gap between these collinear segments, which is the proof for considering that these edges are discontinuous.
Power Lines Inspection

Several images containing power lines are used to verify the proposed method. Fig. 12 shows the case of power lines running across the whole view of the camera, where the power lines that do not have turns in the image are shown in Fig. 12(a). The corresponding detected power lines are displayed in Fig. 12(b). All other disturbing objects are excluded by applying the specifications mentioned in this paper.

Fig. 13(a) demonstrates the case of power lines turning downwards due to the gravitation force when they cross the pole. Fig. 13(b) displays the image of the corresponding detected power lines. As disturbing objects, the pole and the insulators on the top of the pole are excluded due to the width specification.

Fig. 14 shows the case of designed turns when power lines run across a pole. The pole and insulators are similarly excluded due to the width specification and the lifting ropes are excluded owing to the direction, “in-out” logic, and distance specifications.

Discussion

In this paper, the authors formulated the segment measurement by means of simple geometric analysis. The measurement of full parameters of a segment is discussed and represented by the features of its butterfly, including the length, width, position, continuity and non-uniformity of the segment. The relationship between butterfly features and segment parameters are demonstrated in this paper, and the illustrations show that it is reasonable to detect and measure segments via their butterflies. The involvement of HT data around peaks renders the relationship independent of the sharpness of the peaks. Based on these relationships, an effective and robust segment measuring method is
proposed and applied to synthetic and real images in order to demonstrate the performance. The experiments verify the proposed method.

References

1. Hough P (1962) Method and means for recognizing complex patterns.
2. Aggarwal N, Karl W (2006) Line detection in images through regularized hough transform. IEEE Transactions on Image Processing 15(3): 382–391.
3. Shi D, Zheng L, Liu J (2010) Advanced hough transform using a multilayer fractional fourier method. IEEE Transactions on Image Processing 19(6): 1558–1566.
4. Ho C, Chen L (1996) A high-speed algorithm for elliptical object detection. Pattern Recognition 29(3): 197–210.
5. Sathyarayana S, Saizoda R, Srikantian T (2009) Exploiting inherent parallelisms for accelerating linear hough transform. IEEE Transactions on Image Processing 18(10): 2255–2264.
6. Agbajah H, Kailath T (1993) Sensor array processing techniques for super resolution multilin–fitting and straight edge detection. IEEE Transactions on Image Processing 2(4): 445–465.
7. Chandran S, Potty A, Sohoni M (2003) Fast image transforms using diophantine methods. IEEE Transactions on Image Processing 12(8): 678–694.
8. Worr S, Rohr K (2007) Segmentation and quantification of human vessels using a 3-d cylindrical intensity model. IEEE Transactions on Image Processing 16(8): 2007–2014.
9. Duda RO, Hart PE (1972) Use of hough transform to detect lines and curves in picture. Communications of the ACM 15(1): 11–15.
10. Song J, Lyu MR (2005) A hough transform based line recognition method utilizing both parameter space and image space. Pattern Recognition 38(4): 539–552.
11. Duan H, Liu X, Liu H (2007) A nonuniform quantization of hough space for the detection of straight line segments. In: Proceedings of Pervasive Computing and Applications, 2007 IPCA 2007. pp 149–153. doi:10.1109/IPCAn 2007. 4365429.
12. Shapiro V (2006) Accuracy of the straight line hough transform: The non-voting approach. Computer Vision and Image Understanding 103(1): 1–21.
13. Walsh D (2002) Accurate and efficient curve detection in images: the importance sampling hough transform. Pattern Recognition 35(7): 1421–1431.
14. Ulrich T (2001) Detecting line segments in image - a new implementation for hough transform. Pattern Recognition Letters 22(3–4): 421–429.
15. Cha J, Cofer RH, Kozaitis SP (2006) Extended hough transform for linear feature detection. Pattern Recognition 39(6): 1034–1043.
16. Fernandes L, Oliveira M (2008) Real-time line detection through an improved hough transform voting scheme. Pattern Recognition 41(1): 299–314.
17. Nguyen TT, Pham XD, Jeon JW (2008) An improvement of the standard hough transform to detect line segments. In: Industrial Technology, 2008 ICIT 2008. IEEE International Conference on. pp 1–6. doi:10.1109/ICIT.2008.4608701.
18. Yamato J, Ishii I, Makino H (1990) Highly accurate segment detection using hough transformation. Sys Comp Japan 21(1): 68–77.
19. Niblack W, Truesc T (1999) Finding line segments by surface fitting to the hough transform. In: IAPR International Workshop on Machine Vision and Applications. Tokyo, Japan, pp 29–30.
20. Akhtar MW, Atiquzzaman M (1992) Determination of line length using hough transform. Elec. tronics Letters 28(1): 94–96.
21. Atiquzzaman M, Akhtar MW (1996) Complete line segment description using the hough transform. Image Vision Comp 15(5): 267–273.
22. Richards J, Casaens DP (1991) Extracting input-line position from hough transform data. Applied Optics 30(20): 2899–2905.
23. Atiquzzaman M, Akhtar MW (1995) A robust hough transform technique for complete line segment description. Real-Time Imaging, 1(8): 419–426.
24. Levears VF, Boyce JF (1987) The radon transform and its application to shape parametrization in machine vision. Image and Vision Computing 5(2): 161–166.
25. Du S, van Wyk B, Tu C, Zhang X (2010) An improved hough transform neighborhood map for straight line segments. IEEE Trans Image Process 19(3): 573–585.
26. Ballard D (1981) Generalizing the hough transform to detect arbitrary shapes. Pattern Recognition 13(2): 111–122.
27. Zhao J, Wang Z, Li L (2009) An improved hough transform on straight line detection based on freeman chain code. In: Proceedings of 2nd International Congress on Image and Signal Processing (CISP ’09), pp 1–4.
28. Karam V, Ganesan S (1998) A robust hough transform technique for description of multiple line segments in an image. In: Proceedings of 1998 International Conference on Image Processing (ICIP’98). 1: 216–220.
29. Gull N, Vilallba J, Zapata EL (1995) A fast hough transform for segment detection. IEEE Trans. on Image Processing 4(1): 1541–1546.
30. Li H, Zhang H, Wang Y (2007) Segment hough transform – a novel hough-based algorithm for curve detection. In: The proceedings of Fourth International Conference on Image and Graphics. pp 471–477.
31. Nagata N, Maruyama T (2006) Real-time detection of line segments using the line hough transform. In: Proceedings of 2006 IEEE International Conference on Field-Programmable Technology. pp 89–96.
32. Yang L, He Z (1995) Detection of line segments using a fast dynamic hough transform. In: Proceedings of 1995 IEEE International Symposium on Circuits and Systems (ISCAS ’95). 1: 543–546.
33. Murakami K, Naruse T (2000) High speed line detection by hough transform in local area. In: Proceedings of 15th International Conference on Pattern Recognition 3: 467–470.
34. Zhang X, Burkhart H (2000) Grouping edge points into line segments by sequential hough transformation. In: Proceedings of 15th International Conference on Pattern Recognition 3: 672–675.
35. Gerv G (1987) Linking image-space and accumulator-space: A new approach for object recognition. In: Proceeding of 1st IEEE international conference on Computer Vision. London, pp 112–117.
36. J.J, Chen G, Sun L (2011) A novel hough transform method for line detection by enhancing accumulator array. Pattern Recognition Letters 32(11): 1503–1510.
37. Karamat-Sadkar V, Ganesan S (1998) Complete description of multiple line segments using the hough transform. Image and Vision Computing 16(9–10): 597–613.
38. Furukawa Y, Shinagawa Y (2003) Accurate and robust line segment extraction by analyzing distribution around peaks in hough space. Computer Vision and Image Understanding 92(1): 1–25.
39. Golightly I (2002) A climbing robot for inspection of electricity pylons. Master’s thesis, University of Wales, Bangor.
40. Rocha J, Sequeira J (2004) The development of a robotic system for maintenance and inspection of power lines. In: Proceedings of the 35th International Conference on Image and Graphics. pp 597–613.
41. Williams M, Jones D (2001) A rapid method for planning paths in three dimensions for a small aerial robot. Robotica 19(2): 125–135.
42. C Tu BvWKD S Du, Hamam Y (2011) High resolution hough transform based on butterly self-similarity. Electronics Letters 47(26): 1360–1361.
43. S Du MS C Tu (2012) High accuracy hough transform based on butterfly symmetry. Electronics Letters 48: In press.
44. Du S, Tu C, van Wyk B, Chen Z (2011) Collinear segment detection using hough neighborhoods. IEEE Transactions on Image Processing 20(12): 3912–3920.