Thermodynamic uncertainty relations for coherently driven open quantum systems
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Abstract. In classical Markov jump processes, current fluctuations can only be reduced at the cost of increased dissipation. To explore how quantum effects influence this trade-off, we analyze the uncertainty of steady-state currents in Markovian open quantum systems. We first consider three instructive examples and then systematically minimize the product of uncertainty and entropy production for small open quantum systems. As our main result, we find that the thermodynamic cost of reducing fluctuations can be lowered below the classical bound by coherence. We conjecture that this cost can be made arbitrarily small in quantum systems with sufficiently many degrees of freedom. Our results thereby provide a general guideline for the design of thermal machines in the quantum regime that operate with high thermodynamic precision, meaning low dissipation and small fluctuations around average values.

1. Introduction

As the size of a thermodynamic system is reduced, the influence of thermal fluctuations becomes increasingly important. When building nano-scale machines – be it computer chips [1], molecular motors [2] or quantum devices [3–5] – it is necessary to control and minimize these fluctuations, for example, to sustain the precision of clock signals [6–8] or the constancy of cooling elements [9]. At the same time, it is important to mitigate the dissipation in such machines to reduce the waste heat and increase their efficiency.

It was recently realized, however, that these two objectives are mutually exclusive in classical steady-state machines: fluctuations can only be minimized at the cost
Thermodynamic uncertainty relations for coherently driven open quantum systems

of increased dissipation and vice versa [10, 11]. This trade-off is quantified by the thermodynamic uncertainty relation, which implies that the uncertainty product

$$\mathcal{P} \equiv \frac{\sigma D}{J^2}$$

is bounded from below as

$$\mathcal{P} \geq 2.$$  \hspace{1cm} (2)

Hence, the Fano factor $D/|J|$, which measures the strength of the fluctuations, and the normalized dissipation rate $\sigma/|J|$ cannot become small at the same time. Here, $\sigma$ denotes the total entropy production rate in a steady-state thermodynamic process, $J$ the heat current into a thermal reservoir and $D$ the long-time fluctuations of the heat current. More precisely, $J$ and $D$ are the time and ensemble averages $J \equiv \lim_{t \to \infty} \langle \Delta E \rangle / t$ and $D = \lim_{t \to \infty} (\langle (\Delta E - Jt)^2 \rangle / t$, where $\Delta E$ is the energy exchanged with the reservoir during a time span of length $t$. Note that we set Boltzmann’s constant to one throughout this work.

The uncertainty relation (2) holds for all thermodynamic processes that can be described in terms of classical, time-homogeneous master equations with transition rates satisfying a local detailed balance condition [10, 12–15]. As several recent works have shown, similar trade-off relations even apply in more general settings involving, for example, feedback control [16, 17], ballistic transport [18], periodic driving [19–24] or finite-time observations [25–28]. To compensate for their broader scope, these generalized uncertainty relations are either weaker than the original bound (2) or involve quantities other than $\sigma$, $J$ and $D$, see Refs. [11, 29] for recent reviews.

In this paper, we focus on thermodynamic processes that involve Markovian open quantum systems described in terms of Lindblad master equations [30, 31]. Even though several previous works have investigated generalized thermodynamic uncertainty relations in this setting [32–40], the behavior of the uncertainty product (1) has not yet been systematically explored. Our goal is thus to determine whether a trade-off between fluctuations and dissipation still holds for these systems and, if so, how much it can be alleviated by quantum effects compared to the original uncertainty relation.

We begin our analysis in Sec. 2 with three instructive setups; a spin oscillating in a magnetic field, a cavity driven by a laser field, and a three-level maser. Here, we find that the uncertainty product indeed can be reduced below the classical bound of 2, but it cannot be made arbitrarily small. In Sec. 3, we carry out a systematic investigation of the lower bound of the uncertainty product as a function of the Hilbert space dimension of the open quantum system. Specifically, we find for dimensions 2, 3 and 4 that the uncertainty product is bounded from below by 1.25, 0.47 and 0.26, respectively. Finally, in Sec. 4, we conclude by summarizing our results and discussing perspectives for future research.
2. Physical Examples

2.1. Oscillating Spin

We first consider the evolution of a spin-$\frac{1}{2}$ particle that is placed in a rotating magnetic field, which causes coherent oscillations of the spin. Assuming that the magnetic field vector rotates with constant magnitude, the oscillations can be described by the time-dependent Hamiltonian \[ H_t = \frac{\hbar \omega_0}{2} \sigma_z + \frac{\hbar \omega_1}{2} (\sigma_x \cos[\nu t] + \sigma_y \sin[\nu t]), \] where $\sigma_{x,y,z}$ are the usual Pauli matrices and $\nu$ is the angular frequency of the rotation. The energies $\hbar \omega_0$ and $\hbar \omega_1$ are proportional to the field strengths perpendicular and parallel to the plane of rotation, respectively, times the gyromagnetic factor of the spin. The eigenenergies $\pm \hbar \omega_2$ of this Hamiltonian with $\omega \equiv \sqrt{\omega_0^2 + \omega_1^2}$ are constant in time.

To obtain a realistic description of the spin-$\frac{1}{2}$ particle, we should take the thermalizing effect of its environment into account. To provide a quantitative description, we assume that both the internal relaxation of the environment and the unperturbed evolution of the spin are fast compared to the driving and coupling time scales $\nu^{-1}$ and $\hbar V^{-1}$, where $V$ is the typical system-environment interaction energy. The time evolution of the spin state $\rho_t$ then obeys the Lindblad master equation \[ \partial_t \rho_t = \frac{1}{i\hbar} [H_t, \rho_t] + \gamma (n + 1) (L^- \rho_t L^+ - \{L^+ L^-, \rho_t\}/2) + \gamma n (L^+ \rho_t L^- - \{L^- L^+, \rho_t\}/2). \] Here, $\{A, B\} \equiv AB + BA$ denotes the anti-commutator, $\gamma$ is the characteristic thermalization rate of the spin, and the Bose-Einstein factor $n \equiv (e^{\hbar \omega/T} - 1)^{-1}$ accounts for the finite environment temperature $T$. The Lindblad operators $L^\pm_t \equiv |\pm\rangle_t \langle \mp|_t$ are jump operators between the instantaneous eigenstates $|\pm\rangle_t$ of the Hamiltonian; the Lindblad equation thus satisfies the quantum detailed-balance condition \[ [A, B] \equiv AB + BA \] and the unitary transformation \[ U_t \equiv \exp \left[-\frac{i}{\hbar} X t \right] \exp \left[ i \sigma_y \arctan \frac{\omega_1}{\omega_0} \right] \text{ with } X \equiv \frac{\hbar \nu}{2} \left( \frac{\omega_1}{\omega} \sigma_x - \frac{\omega_0}{\omega} \sigma_z \right) \] diagonalizes the Hamiltonian, which can thus be written in the form $H_t = U_t^\dagger \bar{H} U_t$ with $\bar{H} \equiv \frac{\hbar \omega}{2} \sigma_z$ being diagonal. The state operator in the rotating frame, $\bar{\rho}_t \equiv U_t \rho_t U_t^\dagger$, satisfies the time-homogeneous Lindblad equation \[ \partial_t \bar{\rho}_t = \frac{1}{i\hbar} [\bar{H} + X, \bar{\rho}_t] + \gamma (n + 1) (\sigma_- \bar{\rho}_t \sigma_+ - \{\sigma_+ \sigma_-, \bar{\rho}_t\}/2) + \gamma n (\sigma_+ \bar{\rho}_t \sigma_- - \{\sigma_- \sigma_+, \bar{\rho}_t\}/2) \] with $\sigma_{\pm} \equiv (\sigma_x \pm i \sigma_y)/2$. In this frame, the spin settles into a non-equilibrium steady state $\bar{\rho}_\infty$ at long times \[ \text{[47, 48].} \]

The rotating spin can be regarded as an elementary thermal machine. It converts the energy provided by the magnetic field into heat which is dissipated into the
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environment. At long times, this heat current is given by [31]

\[ J \equiv \hbar \omega \gamma \left( (n + 1) \text{tr} [\sigma_- \bar{\rho}_\infty \sigma_+] - n \text{tr} [\sigma_+ \bar{\rho}_\infty \sigma_-] \right) \]

\[ = \frac{\hbar \omega \gamma \Omega^2}{\gamma^2 (2n + 1)^2 + 2(\Omega^2 + 2\delta^2)} \].

(7)

In the second line, we plugged in the stationary state \( \bar{\rho}_\infty \) and introduced the normalized driving strength \( \Omega \equiv \nu \omega_1 / \omega \) and the detuning \( \delta \equiv (\omega - \nu \omega_0 / \omega) \), which controls the amplitude of the spin oscillations.‡ In accordance with the second law of thermodynamics, the heat current (7) is non-negative. We now investigate its thermodynamic precision by determining how small the uncertainty product in Eq. (1) can become. Note that in classical Markov processes, the validity of the thermodynamic uncertainty relation (2) mathematically relies on two conditions [6, 10, 12]. First, the transition rates of the Markov process are required to satisfy a local detailed balance condition. Second, time-dependent driving protocols are not allowed, guaranteeing that the system operates in a steady state. Since the model described by Eq. (6) satisfies detailed balance and possesses an effective steady state despite the time-dependent driving, it is a natural candidate for exploring the applicability of thermodynamic uncertainty relations in quantum systems. Without the time-dependent driving, this model would be equivalent to a simple two-state Markov process [30] and thus completely classical.

To determine the uncertainty product, we use the framework of full counting statistics and introduce a counting field \( s \). The Lindblad equation becomes [49–51]

\[ \partial_t \bar{\rho}_t = L[s] \bar{\rho}_t = \frac{1}{i\hbar} [H + X, \rho] + \gamma (n + 1) (e^s \sigma_- \bar{\rho}_t \sigma_+ - \{\sigma_+ \sigma_- \, \bar{\rho}_t\} / 2) \]

\[ + \gamma n (e^{-s} \sigma_+ \bar{\rho}_t \sigma_- - \{\sigma_- \sigma_+ \, \bar{\rho}_t\} / 2), \]

(8)

where we have defined the Liouvillian \( L[s] \), which is a superoperator that acts on the space of Hermitian \( 2 \times 2 \) matrices. The fluctuations of the heat current can be found using the expression [52]

\[ D = -\frac{1}{\partial_\lambda} P[s, \lambda] \left( (\hbar \omega)^2 \partial_s^2 + 2\hbar \omega J \partial_s \partial_\lambda + J^2 \partial_\lambda^2 \right) P[s, \lambda] \bigg|_{s, \lambda = 0}, \]

(9)

where \( P[s, \lambda] \equiv \text{det}[L[s] - \lambda I] \) is the characteristic polynomial of \( L[s] \). Since the entropy of the spin itself remains constant in the effective steady state, the total entropy production at long times stems only from the thermal environment, where entropy is generated at the rate \( \sigma = J / T \). We thus obtain the uncertainty product

\[ P \equiv \frac{\sigma D}{J^2} = \log \left( \frac{n + 1}{n} \right) \frac{D}{\hbar \omega J} \]

\[ = \log \left( \frac{n + 1}{n} \right) \left( 2n + 1 + \frac{2}{2n + 1} \frac{\Omega^2 [4\delta^2 - 3\gamma^2 (2n + 1)^2]}{\gamma^2 (2n + 1)^2 + 2(\Omega^2 + 2\delta^2)^2} \right), \]

(10)

having inserted Eqs. (7) and (9) in the second line and evaluated the derivatives.

‡ If the influence of the environment is neglected and the initial spin state is an eigenstate of the Hamiltonian, the oscillation amplitude is maximal if and only if the detuning is zero.
Figure 1. (a) Time evolution of the spin after an emission event in the optimal setup. The thick solid curves show the conditional populations $p_0^\pm$ and are marked on the left vertical axis. The dashed curve is the waiting time distribution (WTD) and is marked on the right vertical axis. The time $t_{osc}$ is indicated with a thin vertical line. (b) Time evolution of the SET after the emission of an electron into the right lead. The thick solid curves and the dashed curve correspond to the curves in panel (a). The thin curve is the waiting time distribution from panel (a) for the sake of comparison.

To see if our setup can violate the classical relation $P \geq 2$, we minimize the uncertainty product as a function of the system parameters. It becomes minimal for zero detuning, Bose-Einstein factor $n \approx 0.02779$ and a driving strength of $\Omega = 2^{-1/2}(2n+1)\gamma$. The exact value of $n$ is the positive root of the transcendental equation

$$(2n + 1)(16n^2 + 16n + 1) = 2n(n + 1)(16n^2 + 16n + 7) \log\left[\frac{n+1}{n}\right].$$

(11)

At these parameter values, the uncertainty product reaches the value

$$P_{\text{min}}^{(\text{spin})} \approx 1.2459 < 2.$$  

(12)

The coherence stemming from the non-diagonal effective Hamiltonian $\hat{H} + X$ can thus decrease the uncertainty product below the classical limit, but it cannot become arbitrarily small: the spin system still satisfies the weaker thermodynamic uncertainty relation $P \geq P_{\text{min}}^{(\text{spin})}$. The increase in precision compared to classical systems can be considered a genuine quantum effect, since

$$P = (2n + 1) \log\left[\frac{n+1}{n}\right] + O(\Omega^2) > 2$$

(13)

in the semi-classical limit, where $\Omega$ is small.

We conclude this discussion with an analysis of the mechanisms behind the optimal setup with the minimal uncertainty product. The magnetic field repeatedly drives the spin from the ground state to the excited state, from where it decays back into the ground state by emitting an energy quantum of size $\hbar\omega$ into the environment. This process is illustrated in Fig. 1(a), where we assume that the spin is initially in the ground state and we show the conditional populations as well as the emission waiting time distribution (WTD) as a function of time. The conditional populations $p_0^0 = p_0^0[t]$ describe the probability for no spontaneous decay to happen until the time $t$ and for the
spin to be found in the eigenstate $|\pm\rangle$ at that time. The emission WTD is the statistical distribution of the time of the first decay event. These quantities can be calculated using methods of full counting statistics [53–56], see Appendix A. The curves show that the coherent oscillations invert the populations on the time scale $t_{\text{osc}} = \pi/\Omega$, and that the waiting time distribution correspondingly is peaked around $t_{\text{osc}}$.

It is instructive to compare these results with a semi-classical process such as the charge transport through a single-electron transistor (SET) coupled to two leads. In the Coulomb-blockade regime, the SET corresponds to a classical two-level system, since only two of its charge states are accessible. We denote their populations by $p_+$ and $p_-$, which satisfy the classical master equation [57]

$$\partial_t \begin{pmatrix} p_+ \\ p_- \end{pmatrix} = \gamma \begin{pmatrix} -(1 - f_L) - (1 - f_R) + f_L + f_R \\ +(1 - f_L) + (1 - f_R) - f_L - f_R \end{pmatrix} \begin{pmatrix} p_+ \\ p_- \end{pmatrix}.$$  \hspace{1cm} (14)

The Fermi-Dirac factors $f_{L,R} = [e^{(\hbar\omega_{\pm} + eV)/2T_{\text{SET}}} - 1]^{-1}$ of the left ($-$) and right ($+$) leads depend on the temperature $T_{\text{SET}}$ and on the applied voltage bias $V$. The rate $\gamma$ and the energy $\hbar\omega$ set the overall time and energy scales; for illustrative purposes, we identify them with the constants $\gamma$ and $\hbar\omega$ used before. The temperature and the applied voltage are chosen so that both the long-time current into the right lead and the mean of the waiting time distribution of emissions into the right lead coincide with the spin-$\frac{1}{2}$ setup. The current into the right lead then has the uncertainty product $\mathcal{P} \approx 2.93$. Figure 1(b) shows the emission WTD of the SET as well as the time evolution of its conditional populations assuming no emission into the right lead, see Appendix A.

A comparison of the two WTDs shows that the one of the SET is characterized by a peak at shorter times and a long tail. It thus has a higher variance, corresponding to the higher uncertainty product. The WTD of the optimal spin setup is narrower because the resonant coherent oscillations are able to fully invert the populations, decreasing the likelihood of very long waiting times. However, the fluctuations and the uncertainty product in the spin setup are still larger than zero. The remaining fluctuations stem from the stochastic nature of the emission process and from the finite environment temperature, which is responsible for random excitations of the spin. The optimal Bose-Einstein factor $n$ can thus be understood as the result of a trade-off between low temperatures, which increase the entropy production in the environment, and high temperatures, which increase the fluctuations by making excitation events more likely. The optimal driving strength $\Omega$ results from a similar trade-off: too slow coherent oscillations have a higher probability of excitation events, and too fast oscillations increase the chance for the device to miss a cycle and return to the ground state without the emission of an energy quantum into the reservoir.

### 2.2. Driven Cavity

Next, we consider a light mode in an optical cavity which is driven by a classical laser field. Formally, this setup is rather similar to the oscillating spin model discussed above. However, we replace the spin ladder operators $\sigma_{\pm}$ in Eq. (6) with the bosonic ladder
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operators $a$ and $a^\dagger$ with $[a,a^\dagger]=1$ to obtain the master equation $[58, 59]$
\begin{equation}
\partial_t \bar{\rho}_t = -i [\delta a^\dagger a + \Omega (a + a^\dagger), \bar{\rho}_t] + \gamma(n+1)(a^\dagger \bar{\rho}_t a - \{a^\dagger a, \bar{\rho}_t\}/2) \\
+ \gamma n (a^\dagger \bar{\rho}_t a - \{aa^\dagger, \bar{\rho}_t\}/2). \tag{15}
\end{equation}
Here $\bar{\rho}_t$ is the state of the cavity mode in a rotating frame and the rates $\Omega$, $\delta$ and $\gamma$ parameterize the driving strength, the detuning, and the dissipation rate, respectively. The Bose-Einstein factor $n \equiv (e^{\hbar \omega/T} - 1)^{-1}$ depends on the mode frequency $\omega$ and on the temperature $T$ of the environment. In the absence of the external driving field, it would be equal to the mean thermal occupation of the mode.

To find the stationary state, we introduce the displaced ladder operators
\begin{equation}
b \equiv a + \lambda \quad \text{and} \quad b^\dagger = a^\dagger + \lambda^* \quad \text{with} \quad \lambda \equiv \frac{2i\Omega}{\gamma + 2i\delta} \in \mathbb{C}, \tag{16}
\end{equation}
satisfying $[b,b^\dagger]=1$. Using this definition, Eq. (15) takes the familiar form of the master equation for a non-driven damped harmonic oscillator,
\begin{equation}
\partial_t \bar{\rho}_t = -i \delta [b^\dagger b, \bar{\rho}_t] + \gamma(n+1)(b^\dagger \bar{\rho}_t b - \{b^\dagger b, \bar{\rho}_t\}/2) \\
+ \gamma n (b^\dagger \bar{\rho}_t b - \{bb^\dagger, \bar{\rho}_t\}/2). \tag{17}
\end{equation}
The stationary state is therefore given by the thermal state in terms of the displaced ladder operators,
\begin{equation}
\bar{\rho}_\infty = Z^{-1} \exp[-(\hbar \omega/T) b^\dagger b], \tag{18}
\end{equation}
where $Z \equiv \text{tr} \exp[-(\hbar \omega/T) b^\dagger b]$ is the partition function. We use it to obtain the long-time heat current from the cavity into the environment as
\begin{equation}
J \equiv \hbar \omega \gamma \left( (n+1) \text{tr}[a \bar{\rho}_\infty a^\dagger] - n \text{tr}[a^\dagger \bar{\rho}_\infty a] \right) = \hbar \omega \gamma \frac{4\Omega^2}{\gamma^2 + 4\delta^2}. \tag{19}
\end{equation}

In Appendix B, we derive the corresponding fluctuations $D = \hbar \omega J(2n+1)$. The uncertainty product is thus given by
\begin{equation}
\mathcal{P} = \log \left[ \frac{n+1}{n} \right] \frac{D}{\hbar \omega J} = (2n+1) \log \left[ \frac{n+1}{n} \right] > 2. \tag{20}
\end{equation}
Since this expression is strictly larger than two, the setup obeys the classical thermodynamic uncertainty relation. This result reveals a surprisingly big difference between the oscillating spin and the driven cavity, despite their formal similarity. In fact, the long-time behavior of the cavity is fully classical: as we show in Appendix B, the scaled long-time cumulants $c_k$ of the heat current (with $c_1 = J$ and $c_2 = D$) have the form
\begin{equation}
c_k = \gamma |\lambda|^2 (\hbar \omega)^k (1 + n + (-1)^k n). \tag{21}
\end{equation}
These cumulants agree with those of a classical, one-dimensional discrete random walk. In other words, at long times, the emission and absorption processes can be understood as independent Poisson processes with characteristic rates $\gamma |\lambda|^2(n+1)$ and $\gamma |\lambda|^2 n$, respectively. Hence, the uncertainty product (20) coincides with that of a classical biased random walk $[10]$. 
2.3. Three-Level Maser

In Sec. 2.1, we demonstrated that it is possible for quantum devices to operate with high thermodynamic precision, violating the classical thermodynamic uncertainty relation. However, the thermal machine considered there does not perform a useful task: it only converts the energy supplied by the external drive into waste heat. In this section, we consider the three-level maser as an example of a system which violates the classical uncertainty relation and acts as a useful quantum heat engine by converting thermal energy into work.

The fact that a three-level maser can be understood as a quantum heat engine was realized in 1959 by Scovil and Schulz-DuBois [60]. The working substance of the engine is a gas of three-level atoms, which is coupled to a hot and a cold thermal reservoir. We denote the three states by $|n\rangle$ ($n \in \{1, 2, 3\}$) and the corresponding energies by $E_n$ with $E_1 < E_2 < E_3$. The coupling to the reservoirs can be designed so that the hot reservoir only induces transitions between states $|1\rangle$ and $|3\rangle$, and the cold reservoir only between $|2\rangle$ and $|3\rangle$ [61, 62]. This configuration creates population inversion between states $|1\rangle$ and $|2\rangle$, which can be exploited to extract work from the system. Specifically, the work is extracted in the form of photons emitted into a light mode, which drives coherent oscillations between states $|1\rangle$ and $|2\rangle$.

The time evolution of the three-level atoms is described by the Lindblad master equation [62]

$$\partial_t \tilde{\rho}_t = -i \left[ \nu \sigma_{33} + \Omega \sigma_{12} + \Omega \sigma_{21}, \tilde{\rho}_t \right] + \gamma(n + 1) (\sigma_{32} \tilde{\rho}_t \sigma_{32} - \{\sigma_{33}, \tilde{\rho}_t\}/2) + \gamma n (\sigma_{23} \tilde{\rho}_t \sigma_{32} - \{\sigma_{22}, \tilde{\rho}_t\}/2) + \Gamma (\sigma_{31} \tilde{\rho}_t \sigma_{13} - \{\sigma_{33}, \tilde{\rho}_t\}/2) + \Gamma (\sigma_{13} \tilde{\rho}_t \sigma_{31} - \{\sigma_{11}, \tilde{\rho}_t\}/2).$$

Here, $\tilde{\rho}_t$ is the system state in a rotating frame, the frequency $\Omega$ corresponds to the driving strength, and we have defined $\sigma_{ij} \equiv |j\rangle\langle i|$. For the sake of simplicity, we assume that the driving is resonant and that the temperature of the hot reservoir is large compared to the energy difference $E_3 - E_1$. The excitation and decay rates associated with the hot reservoir are hence the same, and we denote them by $\Gamma$. Finally, $\gamma$ is the characteristic interaction rate of the cold reservoir and $n \equiv (e^{(E_3-E_2)/T_c} - 1)^{-1}$ parameterizes its temperature $T_c$.

The stationary state $\tilde{\rho}_\infty$ of the master equation (22) can be determined easily, and we then obtain the heat current into the cold reservoir as

$$J_c \equiv \gamma(E_3 - E_2) \left( (n + 1) \text{tr}[\sigma_{32} \tilde{\rho}_\infty \sigma_{32}] - n \text{tr}[\sigma_{23} \tilde{\rho}_\infty \sigma_{32}] \right) = \frac{4\gamma\Gamma(E_3 - E_2)\Omega^2}{\gamma\Gamma\left(\gamma n + \Gamma\right)(3n + 1) + 4\Omega^2(3\Gamma + \gamma(3n + 2))}. \quad (23)$$

An analogous calculation yields the heat current running from the hot reservoir into the system, $J_h = \frac{E_3 - E_1}{E_3 - E_2} J_c$. Using the first law of thermodynamics, the output power is

$$P \equiv J_h - J_c = \frac{E_2 - E_1}{E_3 - E_2} J_c. \quad (24)$$
Since this expression is non-negative, the machine acts as a quantum heat engine for all values of the system parameters. Its thermodynamic efficiency

$$\eta \equiv \frac{P}{J_h} = \frac{E_2 - E_1}{E_3 - E_1}$$  \hspace{2cm} (25)$$
takes values between zero and the Carnot efficiency, which is one here, since the temperature of the hot reservoir is effectively infinite.

Due to the structure of the Lindblad equation (22), the number of excitations induced by the hot reservoir is equal to the number of decay events induced by the cold reservoir at long times, and vice versa \cite{8}. The thermodynamic precision of the heat currents $J_c$ and $J_h$ is therefore identical. To find the corresponding uncertainty product $\mathcal{P} \equiv \sigma D_c/J_c^2 (= \sigma D_h/J_h^2)$, we first note that the total entropy production rate in the stationary state is $\sigma = J_c/T_c$, because the entropy production in the hot reservoir vanishes in the limit of infinite hot temperature. After introducing a counting field, the fluctuations $D_c$ can be determined using the formula (9) in analogy to the first example. The resulting expression $\mathcal{P}$ is too complicated to be reproduced here, but it can be minimized using numerical methods. We find that the minimal uncertainty product is

$$\mathcal{P}_{\text{min}}^{(\text{maser})} \approx 1.6180,$$  \hspace{2cm} (26)$$
which is below the classical bound. The minimum is achieved for $\Omega^2 \approx 0.1277 \Gamma^2$, $\gamma \approx 5.855 \Gamma$ and $n \approx 0.02204$ (with $\Gamma$ and $\nu$ being free parameters).

In Ref. \cite{9}, it was demonstrated that the classical thermodynamic uncertainty relation implies a trade-off relation between the power and the efficiency of classical steady-state heat engines. Starting from our result $\sigma D_c/J_c^2 \geq \mathcal{P}_{\text{min}}^{(\text{maser})}$, we can repeat their derivation to obtain an analogous trade-off relation for the three-level maser,

$$\mathcal{P}_{\text{min}}^{(\text{maser})} P \leq \frac{D_P}{T_c} \frac{1 - \eta}{\eta},$$  \hspace{2cm} (27)$$
where $D_P \equiv (E_2 - E_3)^2 D_c$ denotes the fluctuations of the output power. This inequality shows that for a fixed output power, the efficiency can only be increased at the cost of increasing the power fluctuations. Compared with a classical steady-state heat engine, this cost is reduced by a factor of $\mathcal{P}_{\text{min}}^{(\text{maser})}/2 \approx 0.81$. For both the three-level maser and classical engines, these trade-off relations imply that the Carnot efficiency can only be reached at finite power in the limit of diverging power fluctuations. Note that even if finite temperatures of the hot reservoir are admitted, the uncertainty product cannot be lowered further than the bound (26); the trade-off (27) therefore still applies in this case.

3. Minimizing the Uncertainty Product

3.1. General Setup

We now consider a general $N$-level quantum system and assume that the time evolution of the system state $\rho_t$ is given by a Lindblad master equation of the form

$$\dot{\rho}_t = \frac{i}{\hbar} [H, \rho_t] + \sum_{\mu} \gamma_\mu (n_\mu + 1) (L_\mu \rho_t L_\mu^\dagger - \{L_\mu^\dagger L_\mu, \rho_t\}/2)$$

where $\rho_t$ is the density matrix of the system at time $t$, $H$ is the Hamiltonian, and $L_\mu$ are the Lindblad operators.
Here, the index $\mu$ enumerates the dissipation channels with their respective rates $\gamma_\mu > 0$, Lindblad operators $L_\mu$ and Bose-Einstein factors $n_\mu$. The effective Hamiltonian $H \equiv H_0 + X$ is the sum of a free Hamiltonian $H_0$ and a driving contribution $X$. The Lindblad operators are lowering operators with respect to $H$, meaning that they satisfy

$$[H_0, L_\mu] = -\Delta E_\mu L_\mu$$

for some energy difference $\Delta E_\mu \geq 0$. Hence, we do not demand that the dissipative terms adhere to the full quantum detailed-balance condition, which would require the Lindblad operators to be lowering operators with respect to the full Hamiltonian $H$. As we have seen in Sec. 2, the type of Lindblad equation considered here arises, for example, when a system that obeys the full detailed-balance condition is described in a rotating frame. This type of Lindblad equation is also used for open quantum systems that consist of multiple subsystems, which are each connected to individual thermal reservoirs and only weakly coupled to each other [38, 63–65]. In the following, we investigate this type of setup without explicit reference to any particular physical implementation.

To discuss the thermodynamic behavior of the system at long times, we assume that it eventually reaches a unique stationary state $\rho_\infty$. The particle current flowing from the open quantum system into the environment via the $\mu$-th dissipation channel is then given by

$$j_\mu \equiv \gamma_\mu (n_\mu + 1) \text{tr}\left[L_\mu \rho_\infty L_\mu^\dagger\right] - \gamma_\mu n_\mu \text{tr}\left[L_\mu^\dagger \rho_\infty L_\mu\right],$$

and it carries the heat current $J_\mu \equiv \Delta E_\mu j_\mu$. This identification of heat guarantees the validity of the second law of thermodynamics, such that the total entropy production rate

$$\sigma \equiv \sum_\mu J_\mu / T_\mu = \sum_\mu j_\mu \log\left[\frac{n_\mu + 1}{n_\mu}\right] \geq 0$$

is non-negative [66]. Here, $T_\mu$ is the temperature corresponding to the $\mu$-th dissipation channel with $n_\mu \equiv (e^{\Delta E_\mu / T_\mu} - 1)^{-1}$.

For each dissipation channel with corresponding current $j_\mu$, we define the uncertainty product $\mathcal{P}_\mu$ to be

$$\mathcal{P}_\mu \equiv \frac{\sigma d_\mu}{j_\mu^2}.$$

To calculate the long-time currents $j_\mu$ and the respective fluctuations $d_\mu$, we add a counting field $s_\mu$ for each dissipation channel as follows,

$$\partial_t \rho_t = L[s] \rho_t \equiv \frac{1}{i\hbar} [H, \rho_t] + \sum_\mu \gamma_\mu (n_\mu + 1) \left( e^{s_\mu} L_\mu \rho_t L_\mu^\dagger - \{L_\mu^\dagger L_\mu, \rho_t\} / 2 \right)$$

$$+ \sum_\mu \gamma_\mu n_\mu \left( e^{-s_\mu} L_\mu^\dagger \rho_t L_\mu - \{L_\mu L_\mu^\dagger, \rho_t\} / 2 \right).$$

From the characteristic polynomial of $L[s]$, $P[s, \lambda] \equiv \det[L[s] - \lambda \mathbb{1}]$, we obtain [52]

$$j_\mu = -\frac{\partial_\mu P[s, \lambda]}{\partial \lambda P[s, \lambda]} \bigg|_{s, \lambda = 0}$$

and

$$d_\mu = -\frac{1}{\partial_\lambda P[s, \lambda]} \left( \partial_\mu^2 + 2 j_\mu \partial_\lambda \partial_\mu + j_\mu^2 \partial_\lambda^2 \right) P[s, \lambda] \bigg|_{s, \lambda = 0}.$$
Here, the partial derivative with respect to $s_\mu$ is abbreviated as $\partial_\mu$.

Our goal is to find the minimum uncertainty product $P^{N}_{\text{min}}$ for a fixed system dimension $N$. Hence, we must minimize Eq. (32) over all dissipation channels in all possible Lindblad equations of the form (28). Before carrying out this minimization for the dimensions $N = 2$, $3$, and $4$, we make three general remarks. First, we observe that neither the eigenenergies of the free Hamiltonian nor its level splittings $\Delta E_\mu$ enter the definition of the uncertainty products, since we consider the factors $n_\mu$ to be free parameters. The postulated structure $H = H_0 + X$ therefore only serves to restrict the set of acceptable Lindblad operators $L_\mu$ and has no other effect on the thermodynamic precision. Second, we note that the uncertainty products do not change if we apply a unitary transformation $V$ to all operators in the Lindblad equation through the replacements

$$H \rightarrow V^\dagger H V \quad \text{and} \quad L_\mu \rightarrow V^\dagger L_\mu V.$$  

This symmetry will be important to reduce the parameter space in our search for the minimum uncertainty product. Finally, we remark that $P^{N}_{\text{min}}$ decreases monotonically as a function of the system dimension $N$. In order to prove this claim, we consider an $N$-dimensional quantum system which minimizes the uncertainty product at that dimension. We thus have $P_\mu = P^{N}_{\text{min}}$ for one of its dissipation channels $\mu$. We will now construct an $(N+1)$-dimensional system with the same uncertainty product. To this end, we add an additional state $|N+1\rangle$ with $H_0|N+1\rangle = E_{N+1}|N+1\rangle$ to the system, where $E_{N+1}$ is chosen larger than all other eigenenergies of $H_0$. All Lindblad operators as well as the driving operator $X$ are extended with zeroes in the additional row and column. We also add an additional dissipation channel $\nu$ with Lindblad operator $L_\nu = |1\rangle\langle N+1|$. In the limit $n_\nu \rightarrow 0$, the stationary state of the extended system lies entirely within the original $N$-dimensional subspace and is identical to the stationary state of the original system. Hence, $P_\mu = P^{N}_{\text{min}}$ still holds, which concludes our proof.

### 3.2. Two-Level Systems

We begin our general analysis by considering two-dimensional open quantum systems. To determine the configuration with the minimum uncertainty product, we first investigate which forms the dissipative terms of the Lindblad equation can take for a two-level system. We then carry out the minimization and show that the optimal configuration is given by the oscillating spin setup that was already discussed in Sec. 2.1; the lower bound of the uncertainty product is therefore

$$P^2_{\text{min}} = P^{\text{(spin)}}_{\text{min}} \approx 1.2459.$$  

We denote the eigenstates of the free Hamiltonian $H_0$ by $|+\rangle$ and $|−\rangle$ and the respective eigenenergies by $E_+$ and $E_−$ with $E_+ > E_−$. The Lindblad operators must satisfy condition (29), which has only two non-trivial solutions:

$$L_{\text{th}} \equiv \sigma_- \equiv |-\rangle\langle +| \quad \text{and} \quad L_{\text{dp}} \equiv \sigma_z \equiv |+\rangle\langle +| - |−\rangle\langle −|.$$  

(37)
The latter solution corresponds to a pure dephasing channel, which does not carry any heat current. We thus assume that there is at least one dissipation channel with Lindblad operator $L_{th}$ present and we then evaluate the associated uncertainty product. If $K$ denotes the number of additional dissipation channels with Lindblad operator $L_{th}$ and $M$ the number of channels with Lindblad operator $L_{dp}$, the Lindblad equation is

$$\partial_t \rho_t = \frac{1}{\hbar i}[H, \rho_t] + \gamma_1 D_{th}[n_1] \rho_t + \sum_{k=1}^{K} \gamma_{k}^{th} D_{th}[n_k^{th}] \rho_t + \sum_{m=1}^{M} \gamma_{m}^{dp} D_{dp}[n_m^{dp}] \rho_t,$$  \hspace{1cm} (38)

where we have defined the dissipation superoperators

$$D_i[n] \rho_t \equiv (n + 1)(L_i \rho_t L_i^\dagger - \{L_i^\dagger L_i, \rho_t\}/2) + n(L_i^\dagger \rho_t L_i - \{L_i^\dagger L_i^\dagger, \rho_t\}/2). \hspace{1cm} (39)$$

Since our goal is to determine the minimum uncertainty product, we are free to make any modification of this equation that does not increase $P_1$. Furthermore, the two sums over dissipation channels can each be replaced by a single, effective channel as follows. For the sum over $k$, we substitute the term $\gamma_2 D_{th}[n_2] \rho_t$ corresponding to a dissipation channel with coupling rate $\gamma_2 \equiv \sum_k \gamma_k^{th}$ and Bose-Einstein coefficient $n_2 \equiv \sum_k \gamma_k^{th} n_k^{th}/\gamma_2$. The sum over the pure dephasing channels is replaced with the term $\gamma_3 D_{dp}[0] \rho_t$ for $\gamma_3 \equiv \sum_m \gamma_m^{dp}(2n_m^{dp} + 1)$. Both of these replacements do not change the right-hand side of Eq. (38) and, therefore, do not change $j_1$ or $d_1$. Due to the convexity of the function

$$f(n) \equiv \left( (n + 1) \text{tr}[L_{th}\rho_t L_{th}^\dagger] - n \text{tr}[L_{th}\rho_t L_{th}] \right) \log \left[ \frac{n + 1}{n} \right]$$

for $n > 0$, the entropy production rate of the modified system cannot be larger than that of the original system. We have thus shown that our replacements cannot increase $P_1$. We further note that the Hamiltonian can be brought into the form

$$H = \hbar \Omega \sigma_x + \hbar \delta \sigma_z$$

using a symmetry transformation of the type (35), where $V = \exp[i\varphi \sigma_z]$ and $\varphi$ is a suitably chosen phase. This transformation does not modify the dissipative terms of the Lindblad equation, since it changes the Lindblad operators only by an overall phase. In order to minimize the uncertainty product over all two-level systems, it therefore suffices to only consider Lindblad equations of the form

$$\partial_t \rho_t = -i[\Omega \sigma_x + \delta \sigma_z, \rho_t] + \gamma_1 D_{th}[n_1] \rho_t + \gamma_2 D_{th}[n_2] \rho_t + \gamma_3 D_{dp}[0] \rho_t. \hspace{1cm} (41)$$

This equation differs from the master equation (6) in Sec. 2.1 only by the addition of two extra dissipation channels. To analyze their effect, we numerically minimize the uncertainty product $P_1$ for fixed ratios $\gamma_2/\gamma_1$ and $\gamma_3/\gamma_1$ over all remaining parameters. The results in Fig. 2(a) clearly show that the minimum uncertainty product is reached for $\gamma_2, \gamma_3 \rightarrow 0$. The addition of dissipation channels thus always leads to a loss of thermodynamic precision in two-level systems, and the minimum uncertainty product is $P_{min}^2 = P_{min}^{(spin)}$. This finding concludes our investigation of two-level systems.

### 3.3. Three-Level Systems

Having determined the lower bound of the uncertainty product in two-level quantum systems, we now move on to three-level systems. Since $P_{min}^N$ decreases monotonically
Figure 2. Numerical minimization of the uncertainty product in two-level systems, based on the Lindblad equation (41). For each fixed value of $\gamma_2/\gamma_1$ and $\gamma_3/\gamma_1$, the uncertainty product $\mathcal{P}_1$ was numerically minimized over all remaining dimensionless parameters, i.e., $\Omega/\gamma_1$, $\delta/\gamma_1$, $n_1$ and $n_2$. The plot shows the resulting value $\mathcal{P}_{\text{min}}$. The thin contour lines indicate the values $\mathcal{P}_{\text{min}} = 1.4, 1.6, 1.8$ and $2$ from left to right. Beyond the rightmost contour line, the function is constant and equal to $2$. The minimum $\mathcal{P}_{\text{min}}^2 \approx 1.2459$ is reached for $\gamma_2$ and $\gamma_3$ going to zero.

With the system dimension, the optimal three-level system cannot be a three-level maser as discussed in Sec. 2.3. To find the optimal system, we first analyze the possible types of Lindblad operators in three-level open quantum systems. Let $|j\rangle$ for $1 \leq j \leq 3$ be the eigenstates of the free Hamiltonian and $E_j$ the corresponding eigenenergies, ordered such that $E_1 < E_2 < E_3$. Ignoring pure dephasing channels from now on, the condition (29) then only permits the Lindblad operators

$$L_a \equiv |1\rangle\langle 2|, \quad L_b \equiv |2\rangle\langle 3|, \quad L_c \equiv |1\rangle\langle 3| \quad \text{and} \quad L_d[\alpha] \equiv L_1 + \alpha L_2,$$

(42)

where $\alpha \neq 0$ is a complex parameter. We note that dissipation channels with Lindblad operators of the type $L_d[\alpha]$ are only permitted if the condition $E_3 - E_2 = E_2 - E_1$ is satisfied. However, since the uncertainty product does not depend on the eigenenergies $E_j$, we are free to choose them so that the condition holds.

In our discussion of two-level systems, we found that the addition of extra dissipation channels generally increases the uncertainty products. We therefore restrict our analysis of three-level systems to configurations involving at most two dissipation channels with Lindblad operators $L_1, L_2 \in \{L_a, L_b, L_c, L_d[\alpha]\}$. For each such configuration, determining the minimum uncertainty product $\mathcal{P}_1$ is a global optimization problem in up to 11 real, independent parameters. To carry out the optimizations in practice, we employed the differential evolution algorithm described in Refs. [67, 68]. For all configurations with two dissipation channels, we found that the minimum lies in the limit $\gamma_2 \to 0$, where the second dissipation channel is decoupled. Like for two-level systems, the optimal three-level configuration therefore possesses only a single
Thermodynamic uncertainty relations for coherently driven open quantum systems

| (a) Parameter | Value  |
|---------------|--------|
| $n$           | 0.01096|
| $\alpha$     | 0.03357|
| $\langle 1|H|1\rangle$ | 0      |
| $\langle 2|H|2\rangle$ | 0      |
| $\langle 3|H|3\rangle$ | 0      |
| $\langle 1|H|2\rangle$ | 0.1681 $\hbar \gamma$ |
| $\langle 2|H|3\rangle$ | 0.3347 $\hbar \gamma$ |
| $\langle 1|H|3\rangle$ | 0.2164 $i\hbar \gamma$ |

(b) Time evolution of the state after an emission event, i.e., starting from the state $\rho_0$ given in Eq. (45). Like in Fig. 1, the thick solid curves show the conditional populations $p_k^0$ and are marked on the left vertical axis. The dashed curve shows the emission waiting time distribution and is marked on the right vertical axis.

Figure 3. Three-level system with the minimum uncertainty product $\mathcal{P}_3^{\text{min}} \approx 0.47242$.

(a) List of the system parameters. Note that the rate $\gamma$ sets the time scale and can be chosen freely.

(b) Time evolution of the state after an emission event, i.e., starting from the state $\rho_0$ given in Eq. (45). Like in Fig. 1, the thick solid curves show the conditional populations $p_k^0$ and are marked on the left vertical axis. The dashed curve shows the emission waiting time distribution and is marked on the right vertical axis.

dissipation channel. The minimum value that was found in our calculations,

$$\mathcal{P}_3^{\text{min}} \approx 0.47242,$$

is attained in a configuration where the Lindblad operator has the form $L_1 = L_d[\alpha]$. In configurations where $L_1$ is a simple jump operator, $L_1 \in \{L_a, L_b, L_c\}$, the minimum was approximately 0.50107.

The time evolution of the optimal three-level system is therefore given by a master equation of the form

$$\partial_t \rho_t = \frac{1}{i\hbar} [H, \rho_t] + \gamma D_\alpha[n] \rho_t,$$

where $D_\alpha[n]$ denotes the dissipation superoperator (39) with Lindblad operator $L_d[\alpha]$. The transformations $V = \sum_{j=1}^3 e^{i\varphi_j} |j\rangle\langle j|$ with $\varphi_j \in \mathbb{R}$ leave the form of the equation invariant and can be used to fix two phases in the system parameters; we choose $\alpha$ as well as $\langle 1|H|2\rangle$ to be real and positive. The minimum uncertainty product is then attained at a unique point in the remaining parameter space, which we specify in Fig. 3(a). Note that all diagonal elements of $H$ are zero, generalizing the resonance condition $\delta = 0$ found for the two-level system. In Fig. 3(b), we show – in analogy to Fig. 1 – the evolution of the conditional populations $p_k^0(t)$ after an emission event at time $t = 0$. That is, we assume that the system is initially in the state

$$\rho_0 = L_d[\alpha] \rho_\infty L_d[\alpha]^\dagger / \text{tr}[L_d[\alpha] \rho_\infty L_d[\alpha]^\dagger].$$

Since $\alpha$ is numerically small, this state is close to the ground state $|1\rangle$ and the emission and excitation probabilities are mostly proportional to the populations $p_2^0(t)$ and $p_1^0(t)$, respectively. The plot shows that the population is first transferred from the ground state to the state $|3\rangle$, which is mostly decoupled from the dissipative dynamics.
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| Parameter | Value ($\hbar \gamma = 1$) |
|-----------|-----------------------------|
| $n$       | 0.00560                     |
| $\alpha$  | 0.0280                      |
| $\beta$   | 0                           |
| $\langle 1|H|2 \rangle$ | 0.101                      |
| $\langle 2|H|3 \rangle$ | 0.343 $- 0.025i$            |
| $\langle 3|H|4 \rangle$ | $-0.206 - 0.012i$           |
| $\langle 1|H|3 \rangle$ | 0.008 + 0.132i              |
| $\langle 2|H|4 \rangle$ | $-0.002 - 0.059i$           |
| $\langle 1|H|4 \rangle$ | 0.139                       |

Figure 4. Four-level system with the minimum uncertainty product $P_{\text{min}}^4 \approx 0.2625$.

(a) List of the system parameters. Note that the matrix elements of $H$ have the dimension of energy and are listed in units of $\hbar \gamma$, which can be chosen freely. The diagonal matrix elements of $H$ were kept zero in the minimization. (b) Time evolution of the state after an emission event. Like in Figs. 1 and 3, the thick solid curves show the conditional populations $p_k^0$ and are marked on the left vertical axis. The dashed curve shows the emission waiting time distribution and is marked on the right vertical axis.

peak of the emission waiting time distribution is therefore delayed, corresponding to smaller relative fluctuations and a lower uncertainty product.

3.4. Four-Level Systems

For both two- and three-level systems, we have seen that the configurations with the highest thermodynamic efficiency involve only a single dissipation channel. For the four-level systems, we therefore focus on this type of configuration by assuming that the Lindblad equation has the form

$$\partial_t \rho_t = \frac{1}{i\hbar}[H, \rho_t] + \gamma D_{\alpha, \beta}[n] \rho_t.$$  \hspace{1cm} (46)

Here, $D_{\alpha, \beta}[n]$ is the dissipation superoperator for the Lindblad operator

$$L[\alpha, \beta] \equiv |1\rangle\langle 2| + \alpha |2\rangle\langle 3| + \beta |3\rangle\langle 4|,$$  \hspace{1cm} (47)

where $|j\rangle$ denotes the eigenstates of $H_0$ for $1 \leq j \leq 4$. The symmetry of the Lindblad equation under the transformations $V = \sum_{j=1}^{4} e^{i\varphi_j} |j\rangle\langle j|$ for $\varphi_j \in \mathbb{R}$ allows us to choose $\alpha$, $\beta$ and $\langle 1|H|2 \rangle$ real and positive.

For the two- and three-level systems, we further found that the optimal configurations satisfy the resonance condition

$$\langle j|H|j \rangle = 0,$$  \hspace{1cm} (48)

i.e., that all diagonal elements of their Hamiltonians vanish. We assume that the same resonance condition holds for the optimal four-level system. Determining the optimal parameter values is then a global optimization problem in 14 real, independent
parameters. To solve it, we ran the differential evolution algorithm [67, 68] with an initial population size of 2100 randomly selected points. After 759 iterations, the algorithm converged to the minimum

$$\mathcal{P}^4_{\text{min}} \approx 0.2625,$$

which is attained for the parameter values specified in Fig. 4(a).

The working mechanism of the optimal system, illustrated in Fig. 4(b), is similar to the three-level case. The system state undergoes a clock-like evolution, starting close to the ground state $|1\rangle$ after an emission event. From there, the population is first transferred to the states $|4\rangle$ and $|3\rangle$, which couple only weakly to the environment, before it arrives in the state $|2\rangle$ and can emit energy into the environment again. The residence time of the state in the weakly coupled subspace can be made longer than for the three-level system due to the additional degree of freedom available here. The peak of the emission waiting time distribution is therefore further delayed and the thermodynamic precision of the output heat current is larger than what is possible in three-level systems.

4. Conclusion and Perspectives

The fact that current fluctuations on the mesoscopic and atomic scales are constrained by dissipation even far from equilibrium is surprising a priori [11]. It has substantial implications for the design of thermal machines, since avoiding both fluctuations and dissipation is becoming increasingly important as these machines are becoming smaller, driven by the development of quantum technologies [3]. This paper takes a step towards overcoming this trade-off by showing how quantum effects can alleviate such constraints. Our analysis shows that for open quantum systems that are coupled to Markovian environments and driven into an effective non-equilibrium steady state, the thermodynamic uncertainty product is not bounded from below by 2 like in classical systems but instead by smaller lower bounds $\mathcal{P}^N_{\text{min}}$ that depend on the dimensionality $N$ of the quantum system. The approximate values of these lower bounds as determined by our numerical investigations are

$$\mathcal{P}^2_{\text{min}} \approx 1.25, \quad \mathcal{P}^3_{\text{min}} \approx 0.47 \quad \text{and} \quad \mathcal{P}^4_{\text{min}} \approx 0.26. \quad (50)$$

Since the degrees of freedom grow rapidly with the dimension, larger system sizes are not accessible with our numerical methods. Interestingly, the numeric value of $\mathcal{P}^2_{\text{min}}$ coincides with the value of the uncertainty product in the three-qubit quantum heat engine described in Ref. [38]. Deriving a general theory that provides a formula for the lower bounds $\mathcal{P}^N_{\text{min}}$ is an important subject for future work and might also explain this observation.

The setups that minimize the uncertainty products in our analysis consist of a driven quantum system that is coupled to a single thermal reservoir. Making use of coherent oscillations in the quantum system, they create clock-like cycles which convert the supplied work into heat with high thermodynamic precision. With a larger number of accessible states, this clock-like evolution can be extended to increase the precision
further. We thus conjecture that the lower bound $P_{\min}^N$ approaches zero as the dimension $N$ becomes large. Our analysis of a driven cavity shows, however, that a complicated structure of the system is necessary also in high dimensions to reduce the uncertainty product below its classical bound.

The weaker constraints on fluctuations and dissipation in open quantum systems represent a genuine quantum advantage that can be exploited by quantum heat engines, as demonstrated by our three-level maser example and further examples discussed in Ref. [38]. We hope that our results can be a starting point for further theoretical and experimental investigations of the role of quantum effects on the thermodynamic precision and performance of thermal machines at the nano-scale.
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Appendix A. Spin Populations and Waiting Times

In this appendix, we summarize how the conditional populations $p_{0}^{\pm}$ and the waiting time distributions WTD in Fig. 1 are calculated. We begin with the driven spin-$\frac{1}{2}$ system described by the Lindblad equation (6). In order to find the conditional populations, we assume that no spontaneous emission events happen at times $t > 0$. The time evolution of the system state is then generated by the non-trace-preserving Liouvillian

$$L^0 \rho \equiv \frac{1}{i\hbar} [\hat{H} + X, \rho] - \gamma(n + 1) \{\sigma_+ \sigma_-, \rho\}/2 + \gamma n (\sigma_+ \rho \sigma_- - \{\sigma_- \sigma_+, \rho\}/2)$$

and the conditional populations are

$$p_{\pm}^{0}[t] = \langle \pm | \left(\exp[L^0 t] | - \rangle \langle - | \right) | \pm \rangle,$$

where the time evolution superoperator $\exp[L^0 t]$ acts on the ground state $| - \rangle \langle - |$. The sum of $p_{+}^{0}[t]$ and $p_{-}^{0}[t]$ is the probability for no emission to happen until the time $t$. The waiting time distribution is thus given by

$$WTD[t] = -\partial_t (p_{+}^{0}[t] + p_{-}^{0}[t]).$$

Next, we next perform a similar analysis for the single-electron transistor. To obtain the time evolution assuming no emission into the right lead, we modify the
In this appendix, we derive the long-time cumulants of the heat current of the driven cavity discussed in Sec. 2.2. We start our calculation by adding a counting field \( s \) for the heat current to the Lindblad equation (15) to obtain
\[
\partial_t \bar{\rho}_t = L[s] \bar{\rho}_t \equiv -i [\delta a^\dagger a + \Omega (a + a^\dagger), \bar{\rho}_t] + \gamma(n + 1) (e^s a\bar{\rho}_t a^\dagger - \{a^\dagger a, \bar{\rho}_t\}/2) + \gamma n (e^{-s} a\bar{\rho}_t a - \{aa^\dagger, \bar{\rho}_t\}/2).
\]
As shown in Ref. [69], the Liouvillian \( L[s] \) is similar to the transformed Liouvillian
\[
L'[s] \bar{\rho}_t \equiv -i [\delta a^\dagger a, \bar{\rho}_t] - i\Omega (e^{-s/2}a + e^{s/2}a^\dagger)\rho + i\Omega \rho (e^{s/2}a + e^{-s/2}a^\dagger) + \gamma(n + 1) (a\bar{\rho}_t a^\dagger - \{a^\dagger a, \bar{\rho}_t\}/2) + \gamma n (a\bar{\rho}_t a - \{aa^\dagger, \bar{\rho}_t\}/2),
\]
where the counting field now appears in the driving terms. In other words, the superoperators \( L[s] \) and \( L'[s] \) have the same spectrum. Since the long-time cumulants are fully determined by the spectrum of the Liouvillian, we are allowed to use \( L'[s] \) in our calculations instead of \( L[s] \).

Our goal is to determine the rescaled cumulant-generating function,
\[
C_t = \lim_{t \to \infty} \frac{1}{t} \log \text{tr} \left[ e^{L'[s] t} \bar{\rho}_\infty \right]. \tag{B.3}
\]
We recall from Eqs. (18) and (16) that the stationary state of the system is \( \bar{\rho}_\infty = Z^{-1} \exp[-(\hbar \omega/T) b^\dagger b] \) and that \( b^{(t)} \equiv a^{(t)} + \lambda^{(s)} \) are the displaced ladder operators. We further introduce the notation
\[
\bar{X}Y \equiv XY \quad \text{and} \quad \bar{\bar{X}}Y \equiv YX \tag{B.4}
\]
for any operators \( X \) and \( Y \). In order to evaluate Eq. (B.3), we use the identity
\[
\exp[L'[s] t] = \text{ad}[D[\alpha_t]] \exp[z_t^* a + z_t a^\dagger + x_t] \exp[L t], \tag{B.5}
\]
which will be proven at the end of this appendix. Here, \( \text{ad}[D[\alpha_t]] \equiv \overleftarrow{D[\alpha_t]} D[\alpha_t] \) denotes conjugation with the unitary displacement operator \( D[\alpha_t] \equiv \exp[\alpha_t a^\dagger - \alpha_t^* a] \) and \( L \equiv L[0] = L'[0] \) is the Liouvillian without the counting field. The functions \( \alpha_t, x_t \) and \( z_t \) are given by the following expressions,
\[
z_t \equiv 2\lambda^s \sinh[s/2] (e^{\gamma t/2 - i\Omega t} - 1),
\]
Here, we used the overcompleteness of the coherent states and Husimi representation of the equilibrium state, \[ \langle \beta | \rho_{\infty} | \beta \rangle = \exp[-|\beta|^2/(n+1)]/(n+1). \]

Plugging in Eq. (B.6) and taking the long-time average, we obtain the rescaled cumulant-generating function

\[ C_t = \gamma |\lambda|^2 n (e^s - 1) + \gamma |\lambda|^2 (n+1) (e^{-s} - 1). \]  (B.8)

Using \( c_k \equiv (\hbar \omega)^{k} \partial_{k} C_{t} \big|_{s=0} \) and \( c_{1} = J \), Eqs. (21) and (19) immediately follow.

We still need to prove the identity (B.5). To this end, we note that the superoperators \( L, \overrightarrow{a}, \overleftarrow{a}, \overleftarrow{a}^{\dagger}, \overrightarrow{a}^{\dagger} \) and \( 1 \) form the basis of a Lie algebra \( \mathcal{A} \) and that \( L'[s] \) is an element of this algebra. Since the identity can be fully expressed in terms of commutators of members of \( \mathcal{A} \), it suffices to check its validity within any faithful matrix representation. For example, one may represent the basis of \( \mathcal{A} \) as 4-dimensional matrices as follows,

\[
\begin{pmatrix}
0 & -i\Omega & i\Omega & 0 \\
0 & -\Gamma - i\delta & \gamma n & -i\Omega \\
0 & -\gamma(n+1) & \Gamma - i\delta & -i\Omega \\
0 & 0 & 0 & 0
\end{pmatrix}, \quad
1 \mapsto
\begin{pmatrix}
0 & 0 & 0 & 1 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{pmatrix}, \quad
\overrightarrow{a}^{\dagger} \mapsto
\begin{pmatrix}
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & -1 \\
0 & 0 & 0 & 0
\end{pmatrix},
\]

\[
\overrightarrow{a} \mapsto
\begin{pmatrix}
0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{pmatrix}, \quad
\overleftarrow{a} \mapsto
\begin{pmatrix}
0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{pmatrix}
\]  (B.9)

For the sake of brevity, we have defined \( \Gamma \equiv \gamma(2n+1)/2 \). Plugging these matrices into Eq. (B.5), its validity can easily be verified.
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