Design of nematic liquid crystals to control microscale dynamics
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ABSTRACT
Dynamics of small particles, both living and inanimate, has fascinated scientists for centuries. Learning how to control it could open technological opportunities in the transformation of stored or environmental energy into systematic motion. This review presents an approach to command microscale dynamics by using liquid crystals as an environment and liquid crystal elastomers as substrates. The orientational order of liquid crystals and associated properties, such as elasticity, surface anchoring, and bulk anisotropy, enable new dynamic effects, ranging from the propagation of particle-like solitary waves to steady directional self-locomotion of active droplets. Liquid crystals could be photoaligned into patterns with varying molecular orientations. In the presence of an electric field, these patterns transport solid and fluid particles by nonlinear electrophoresis rooted in anisotropy of conductivity and permittivity. Patterned lyotropic liquid crystal environment commands the dynamics of swimming bacteria by mediating their hydrodynamic interactions, rectifying active flows, and producing collective polar modes of swimming. Patterned elastomer coatings demonstrate a pre-programmed topography that is effective in shaping the morphology of living tissues. The liquid-crystal guidance holds a major promise in achieving the goal of commanding microscale active flows.
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1. Introduction

Scientific exploration of soft matter has provided the basis of truly transformative and life-changing technologies, such as liquid crystal displays (LCDs), the development of new approaches to drug delivery, sensors, nano templated materials, etc. A unifying theme of past soft matter research and development has been the achievement of monoclinic behavior, exemplified by a uniform alignment of molecules in an LCD screen’s pixels and their collective realignment by an externally applied electric field [1, 2]. The new frontier of soft matter research, the one that will define the long-term development of fundamental science and technologies, is to learn how to translate nanoscale molecular organization into the mesoscale soft matter with spatially-non-uniform yet organized, functional and active structures, with tunable local and non-local responses to external cues and dynamic collective behavior coordinated in space and time. Active systems comprised of interacting units that use either internally stored energy or energy of the environment to propel themselves are of especial interest and challenge since they resemble living systems [3–6].

One of the interesting directions is to explore dynamics at the microscale, which usually corresponds to a low Reynolds number regime, i.e. to the prevalence of viscosity over inertia. The dynamics of small particles in fluids fascinated scientists for centuries, since van Leeuwenhoek observed in 1674 tiny creatures, nowadays known as ‘bacteria’, swimming chaotically in a droplet of water. The observations were made possible by the development of optical microscopes in the second half of the XVII century; for the historical account, see Refs. [7, 8]. Much later, in the summer of 1827, Brown found that even inanimate small particles, when placed in water, engage in somewhat similar chaotic dynamics [9, 10]. Since these discoveries, the dynamic behavior of small particles remained in the focus of soft matter science, promising exciting applications in energy transformation, micro-robotics, transport of matter, development of pharmaceuticals, regenerative medicine, etc., see, for example, the recent reviews [3–6, 11–30] and references therein.

Usually, the microscale dynamics is explored for an isotropic environment. In an isotropic medium, such as water, the dynamics can be controlled by externally applied fields, confinement, or gradients of some properties, such as a concentration of nutrients in the case of microorganisms. These approaches are often limited, for example, by a temporary character of the gradients. It is of interest to explore whether the microscale dynamics can be controlled by a liquid crystal (LC) environment instead of an isotropic one, which could provide a sense of direction associated with the orientational order. LCs change the microscale dynamics even in the simplest case of Brownian motion by introducing anomalous diffusion regimes associated with the finite time of orientational fluctuations around particles [31]. This review focuses on designing LCs as a medium to guide microscale dynamics. The term ‘design’ is used in a broad sense: it can be the intrinsic property of an LC such as bulk anisotropy and elasticity or surface alignment, or it can be a predesigned director pattern that enables a certain dynamic mode or controls the dynamic characteristics such as the polarity of swimming.

The review is based on the lectures presented by the author at the Spring 2019 School on The Mathematical Design of Materials at The Isaac Newton Institute, expanded by the material published since the School. The presented examples deal with particle-like solitons of the director field (Section 2), liquid crystal-enabled electokinetics (Section 3), liquid crystal elastomers (Section 4) and their application in the growth of living tissues (Section 5), biosynthetic systems such as living LCs, representing swimming bacteria dispersed in a lyotropic nematic, and active droplets suspended in a thermotropic nematic (Section 6). Most of the themes have emerged only recently and are thus awaiting ad-depth exploration.

2. Electrically powered particle-like solitons in nematics

Most of the LC materials considered in this review are nematics. The simplest is a uniaxial nematic, formed by molecules or other entities (aggregates, anisometric cells, rod-like microswimmers, etc.) with a single direction of a preferred orientation, the so-called director \( \hat{n} \), which is an apolar entity, \( \hat{n} \equiv -\hat{n} \), of a unit length, \( \hat{n}^2 = 1 \). There also might be polar nematics described by a true vector \( \hat{p} \neq -\hat{p} \). Recent advances in synthesis and characterization of LCs formed by molecules with high dipole moments led to the discovery of a ferroelectric nematic fluid, the most symmetric ferroelectric medium [32–35]. Building units of symmetry lower than that of rods and discs could show a biaxial nematic ordering with three directors, \( \hat{n}, \hat{l}, \hat{m} \), and \( \hat{m} = \hat{n} \times \hat{l} \). Their existence in passive molecular systems is debatable [36], but there are recent reports on the biaxial nematic organization of liver tissue [37]; we will not consider biaxial nematics in what follows. Besides the director, one specifies the degree \( S \) of orientational ordering along the director, also called the scalar order parameter or the amplitude of the order parameter. \( S \) could depend on temperature or density or the proximity to a core of a singular defect where \( \hat{n} \) is not defined. The full order parameter of a uniaxial nematic is
a second rank tensor \( \mathbf{Q} \) that is symmetric \((Q_{ij} = Q_{ji})\) and traceless \((Q_{ii} = 0)\), with components

\[
Q_{ij} = \frac{3}{2} \delta \left( n_i n_j - \frac{\delta_{ij}}{3} \right).
\] (1)

The most celebrated property of uniaxial nematics, which enabled the portable and flat-panel displays, is their reorientation in an electric field, called the Frederiks effect, caused by the anisotropy of dielectric susceptibility \( \Delta \varepsilon = \varepsilon_{\|} - \varepsilon_{\perp} \neq 0 \); the subscripts refer to the direction with respect to \( \hat{n} \). An applied electric field \( \mathbf{E} \) imposes a torque \([2,38]\)

\[
\Gamma = \varepsilon_0 \Delta \varepsilon (\hat{n} \cdot \mathbf{E})(\hat{n} \times \mathbf{E}),
\] (2)

\( \varepsilon_0 \) is the permittivity of vacuum) which realigns the director and changes the optical appearance of a flat nematic layer sandwiched between two glass plates with transparent electrodes and viewed between a pair of crossed polarizers, since \( \hat{n} \) is also the optic axis. The director realignment in the Frederiks effect is homogeneous in the plane of the cell. It is similar to the second-order phase transition with the tilt angle playing the role of the order parameter, adopting a constant value in any plane parallel to the electrodes \([2,38]\). The electric field could also trigger periodically modulated director patterns, as in the phenomenon called electroconvection \([29,39–41]\), which is similar to Rayleigh-Bénard instabilities in thermal convection \([42]\). Theoretical description of the director’s response to an electric field is difficult because of numerous mechanisms involved, such as anisotropic bulk elasticity and surface ‘anchoring’ of the director, anisotropy of dielectric permittivity, electric conductivity and viscous drag, flexoelectric and surface electric polarization, spatial charge build-up at director distortions, injection of current carriers from electrodes, etc. Because of the above-mentioned difficulties, the theoretical models are usually reduced to one-dimensional or two-dimensional settings, often with an assumed periodicity, as, for example, in the treatment of one- and two-dimensionally periodic electrohydrodynamic instabilities \([1,2,39,41,43]\).

An intriguing question is whether the electric field, in addition to the homogeneous and periodic distortions, could create spatially localized perturbations in a nematic, such as solitons of molecular reorientation. Since the word ‘soliton’ is used in many different contexts, it is useful to define which types of solitons could be observed in a nematic. The most important classification parameter is topological, as solitons could be topologically protected (non-transformable into a ground uniform state by continuous deformation of the director) or unprotected, continuously transformable into a uniform ground state \([38,44]\). The next two subsections describe the status of topological solitons and unprotected excitations called nematics, followed by the discussion of recently observed topologically trivial dissipative solitons, represented by the so-called director bullets \([45–48]\), also named director bullets \([47,48]\).

### 2.1. Topological solitons

Early studies of spatially restricted director perturbations in uniaxial nematics, termed topological solitons or topological configurations \([38,44]\), started about 50 years ago with the discussion of static linear and planar solitons produced by the magnetic or electric fields \([49]\). These solitons form when the external field aligns the director parallel to itself because of dielectric or diamagnetic anisotropy, but the boundary conditions and pre-existing director distortions prevent the material from simple uniform realignment. If the two equivalent states \( \hat{n} \) and \( \hat{n} \) are trapped by the applied field, there must be a transition region in which \( \hat{n} \) reorients by \( \pi \). This region of a director reorientation represents a static linear or planar topological soliton \([38]\). The planar solitons are also known as domain walls. The width of a soliton is defined by a balance of elasticity and coupling to the field. This soliton feature of a well-defined spatial extension is contrasted below and in Figure 1(a–d) to the behavior of director deformations that are controlled by the size of the nematic sample and thus do not belong to solitons family.

Consider a nematic cell in which the director is aligned in a planar fashion, i.e. along a certain direction in the plane of the bounding plates, Figure 1(a), but experiences a reorientation by \( \pi \) in the bulk between the two plates. The relevant Frank-Oseen elastic free energy density of a nematic is \([38]\)

\[
f_{FO} = \frac{1}{2} K_1 (\text{div} \hat{n})^2 + \frac{1}{2} K_2 (\hat{n} \cdot \nabla \times \hat{n})^2 + \frac{1}{2} K_3 (\hat{n} \times \nabla \times \hat{n})^2,
\] (3)

where \( K_1, K_2, \) and \( K_3 \) are the elastic constants of splay, twist, and bend, respectively. Parametrizing the director as \( \hat{n} = [0, \cos \varphi(z), \sin \varphi(z)] \), where \( \varphi \) is the angle between \( \hat{n} \) and the \( y \)-axis and assuming for simplicity a one-constant approximation, \( K_1 = K_2 = K_3 = K \), one concludes that in the equilibrium, the director angle changes linearly across the cell of thickness \( d \): \( \varphi(z) = \pi z/d \) between two antipodal planar orientations, Figure 1(a). The elastic energy per unit area of the cell is \( F_{EO} = \int_{-d/2}^{d/2} f_{EO} dz = \pi^2 K/4d \). Obviously, if the cell thickness \( d \) increases, then the rate of the director realignment decreases, Figure 1(b), and so does the elastic energy.
In other words, the width of the nonuniform director in Figure 1(a,b) is defined by the thickness of the cell and shows no self-confinement characteristic of solitons.

Consider the same cell, which is now acted upon by a magnetic field of induction $\mathbf{B} = (0, B, 0)$, directed along the $y$-axis, Figure 1(c). The diamagnetic contribution to the free energy density [38] is $f_m = -\frac{1}{2}\mu_0^{-1}\Delta\chi (\hat{n}\mathbf{B})^2$, where $\mu_0$ is vacuum permeability, and $\Delta\chi = \chi|| - \chi_\perp$ is the diamagnetic anisotropy, assumed to be positive; the subscripts refer to the directions with respect to $\hat{n}$. The magnetic field tends to align $\hat{n}$ parallel to itself and creates a spatially-localized static soliton, Figure 1(c). The Euler–Lagrange equation for an equilibrium director field reads $\frac{\partial^2 \phi}{\partial z^2} + \frac{1}{L^2}\cos\phi\sin\phi = 0$, which yields a solution $\phi(z) = 2\tan^{-1} \left( \tanh \frac{z}{2L} \right)$, where the characteristic measure $L = \frac{1}{\sqrt{K\mu_0^{-1}|\Delta\chi|}}$ of the soliton width depends on the acting magnetic field but not on the cell thickness. The soliton separates two domains of a uniform nematic, $\hat{n} = (0, 1, 0)$, and cannot widen nor narrow, as long as $B = \text{const}$. The soliton is topologically stable in the sense that no smooth deformation could transform it into a uniform state. One such smooth operation could be a realignment of the director by $\pi$ in one half of the sample; in presence of the magnetic field, this realignment would require an enormous energy that is much higher than the energy of the wall itself. However, a nematic soliton could be removed by nucleating and expanding a singular disclination loop of a strength $1/2$, Figure 1(d) [50]. The strength $1/2$ means that the director realigns by $\pi$ when one circumnavigates the disclination core.

The possibility of eliminating the wall defect by a disclination line is rooted in a nonpolar nature of the director, $\hat{n} \equiv -\hat{n}$. It makes the nematic wall-like solitons different from Néel and Bloch walls in ferromagnets [51]. In ferromagnets, the vector character of magnetization prohibits disclinations, so that the domain walls could not be removed by a process shown in Figure 1(d). Figure 1(d) suggests that a practical approach to produce a planar soliton is to apply an external field to a sample that already contains singular disclinations of strength $1/2$. In a 3D nematic, there is only one class of topologically stable disclinations, with the director experiencing a rotation by $\pi$ when one circumnavigates the core [38,44].

In a similar way, one could create a string-like soliton by applying an electric or magnetic field to the nematic sample that already contains a point defect-hedgehog,
The structure of the linear soliton away from the point defect is reminiscent of the solitons described by Belavin and Polyakov \cite{52} for an isotropic ferromagnet, the free energy density of which is similar to the one-constant approximation of Equation (3). The magnetization vector, or, in the case of the nematic, the director, of the linear soliton far away from the point defect, can be written in cylindrical coordinates \((\rho, \varphi, z)\) as \(\mathbf{n} = [\sin \theta(\rho) \cos \varphi, \sin \theta(\rho) \sin \varphi, \cos \theta(\rho)]\), where the angle that the director makes with the \(z\)-axis changes from 0 to \(\pi\) when one goes from the center of the structure to its periphery: \(\theta(\rho) = 2 \tan^{-1}(\rho / \rho_0)\) \cite{52,53}. Kleman \cite{51} noted that the Belavin-Polyakov structure could be realized as an escaped disclination of strength 1 placed in the capillary tube with perpendicular anchoring of the director; in this case, \(\theta(\rho)\) changes from 0 at the axis to \(\pi/2\) at the physical limit \(\rho_0\) of the structure, the radius of the cylindrical capillary. The topological stability of the linear soliton in Figure 1(e) can be established by considering the director orientations within the cross-section \(\Sigma\) perpendicular to the \(z\)-axis, Figure 1(e). The director assumes all the possible orientations in this plane. These orientations could be presented by a sphere \(S^2 / I_2\) of a unit radius, each point of which corresponds to the particular orientation; any two points at the end of the same diameter are identical. Since the director in the cross-section of the linear soliton covers all the points on the sphere once, the topological charge of the soliton is 1, the same as that of the hedgehog that caps the soliton \cite{38}.

The solitons in Figure 1(c,d,e) are stationary and do not require motion for their existence, in contrast to the traveling solitary waves \cite{54}. Solitary director waves that exist only while moving, can be excited in a nematic channel by a pressure gradient that realigns the director and propagates the distorted region \cite{55–58}.

While walls and linear solitons are easy to stabilize by the external fields, Figure 1(c–e), multidimensional topological solitons, such as three-dimensional (3D) particle-like nonsingular perturbations of the director field \(\mathbf{n}(\mathbf{r})\) in a nematic are deemed unstable with respect to shrinking. The reason is easy to understand by considering a hypothetical static 3D particle-like director deformation in a nematic (for an illustration, see Section 12.4 in \cite{38} and the review \cite{50}). A decrease in size, \(L \to \lambda L\) by a factor \(\lambda < 1\) entails an increase of the elastic energy density \(f_{\text{FO}} \propto 1/L^2\) by a factor \(1/\lambda^2\), Equation (3), and a decrease in the topological soliton’s volume by a factor of \(\lambda^3\), thus the total elastic energy decreases as the soliton shrinks, \(F \to \lambda F\) \cite{38}. The instability of multidimensional solitons in nonlinear field models is generally known as the Derrick-Hobart theorem \cite{59}.

Solitons of various dimensionalities could be stabilized by an intrinsic macroscopic length scale of a medium. A good example is a cholesteric formed by chiral molecules that tend to twist with respect to each other. The Frank-Oseen energy density of a cholesteric is

\[
f_{\text{FO}} = \frac{1}{2} K_1 (\text{div} \mathbf{n})^2 + \frac{1}{2} K_2 (\mathbf{n} \cdot \text{curl} \mathbf{n} \pm q)^2 + \frac{1}{2} K_3 (\mathbf{n} \times \text{curl} \mathbf{n})^2,
\]

where \(q = \frac{2\pi}{P}\) sets a right-angle helicoid \(\mathbf{n} = [\cos(2\pi z/P), \pm \sin(2\pi z/P), 0]\) with the pitch \(P\). If a cholesteric cell is of a thickness \(P/2\), Figure 2(a), then an increase of its thickness by a factor of 2 would double the number of \(\pi\) twists, Figure 2(b); compare to Figure 1(a,b). The intrinsic cholesteric twists introduce a characteristic length \(P\) of the deformed states. Since the chiral molecules in a cholesteric rotate freely around their long axes, their chiral interactions are weak, and as a result, \(P\) is much larger than the molecular scale of 1–10 nm, with the smallest values of \(P\) being typically above 100 nm.

The stabilizing action of the cholesteric pitch on deformed states is especially clear in cells with homeotropic (perpendicular) anchoring, Figure 2(c,d). The homeotropic boundary conditions are not compatible with the twist. When the ratio \(P/d\) is on the order of 1, the balance of surface anchoring and bulk elasticity produces various structures, either in the form of particle-like ‘bubbles’ or elongated formations, called cholesteric fingers (CFs), Figure 2(c,d). Stable particle-like bubbles in cholesteric were observed by Haas and Adams \cite{60,61}, Kawachi et al. \cite{62}, Bouligand et al. \cite{63}, Smalyukh et al. \cite{64–68}, Guo et al. \cite{69}, Nych et al. \cite{70}, Posnjak et al. \cite{71}, described theoretically \cite{53,72,73}, and reviewed by Rybachun and Bobrovsky \cite{74} and by Smalyukh \cite{75}.

Following the pioneering examination by Cladis and Kleman \cite{76}, CFs were analyzed in details by Oswald et al. \cite{77,78} and other groups \cite{64,79–84}. The two most frequently met finger structures are called CF-1, proposed first by Press and Arrott \cite{79,80}, Figure 2(c,d), and CF-2, proposed by Gil and Gilli \cite{81,77} and Baudry et al. \cite{80}, Figure 2(e,f). After the development of the three-dimensional director visualization technique \cite{85,86}, called fluorescence confocal polarizing microscopy (FCPM) \cite{82,87,88}, it became possible to establish the detailed director patterns in the vertical cross-sections of CFs, Figure 2(d,f) \cite{64}. In contrast to conventional polarizing optical microscopy which produces optical contrast by integrating the spatially-varying local birefringence along the pathway of a wide beam of light, FCPM uses a polarized focused laser beam and relies on the fluorescent signal generated within a spatially restricted focus region, called voxel. The optical
Figure 2. Cholesteric in cells of a different thickness (a,b) and topological solitons-cholesteric fingers of CF-1 (c,d) and CF2 (e,f) types. (a,b) Twist of the director with the period $P/2$ that depends on the helical twisting power of the chiral molecules; doubling the cell thickness doubles the number of $\pi$ twists but does not change the length scale $P/2$. (c) FCPM texture and (d) the reconstructed director field of CF-1 in a homeotropic cell of the thickness close to $P$. The open circles mark the nonsingular cores of $\lambda^{-1/2}$ disclinations and the filled circles mark $\lambda^{+1/2}$ disclinations in Friedel–Kleman terminology [50,89]. (e,f) The same for CF-2; the filled circle marks $\lambda^{+1}$ disclinations. In (c,e), the polarization of the probing light marked by ‘P’ is along the $y$-axis. Parts (c-f) are reproduced with permission from Smalyukh et al. [64].

Information from below and above the voxel does not contribute to the image. To image the director field, the sample is doped with a fluorescent anisometric dye that aligns its long axis along the director, which guarantees that the fluorescence signal depends on the angle between the polarization of the probing laser beam and the director [82,87], Figure 2(c,e).

The stability of static topological solitons in cholesterics, such as the CFs and bubble domains, against shrinking is guaranteed by the helicoidal structure that maintains a fixed pitch. Regions of $\hat{n}$ and $-\hat{n}$ that differ by a $\pi$ rotation are separated by half of the pitch and cannot be moved closer to each other without a dramatic increase of the elastic energy [63,72,90]. A similar mechanism of stabilization, called Dzyaloshinskii-Moriya mechanism, is known in the theory of helicoidal structures in ferromagnets [91].

Lately, the topologically nontrivial solitons of a bubble domain type in cholesterics are often called ‘skyrmions.’ The term ‘skyrmion’ embraces a broad range of topological solitons in various fields of physics, including Belavin-Polykov structures in ferromagnets [65,66,69,92,93], following Skyrme [94] who proposed a 3D solitons as a model of elementary particles, see the textbook by Manton and Sutcliffe [92]. The mathematical description of skyrmions is usually performed in the one-constant approximation mentioned above [72,73,95–102]. Lifting this assumption [53] and adding the so-called divergence terms [38] to the Frank-Oseen elastic energy density is an interesting task in the mathematical description, since liquid crystal materials offer a broad range of variability in elastic constants. One might expect new structures and symmetries in liquid crystals with strong disparities of the elastic constants.
The bubble domains and CFs are static and could exist without any applied field, as stressed already by Press and Arrott [79]. However, some of the static solitons in cholesterics could be forced to move by applying an external electric field, as demonstrated by Gil and Gilli [81] and others [66,67,80]. Gil and Gilli noted that CF-1 and CF-2 are of different symmetries [80,81]: CF-1 is invariant with respect to \( \pi \) rotations around the \( y \)-axis, Figure 2(c,d), while CF-2 is left-right asymmetric with a mirror symmetry with respect to the midplane to the cell, Figure 2(e,f). The symmetry difference manifests itself in the dynamics. Both CF-1 and CF-2 move perpendicularly to themselves when a direct current (DC) field is applied along the \( z \)-axis in Figure 2(c,e) [103,104]. However, an unbiased alternating current (AC) field could move only the left-right asymmetric CF-2 (the velocities are about (0.3-1) \( \mu \)m/s) but not CF-1 [80,103–106]. A theoretical model by Tarasov, Krekhov, and Kramer [107] suggests that the motion is triggered by electric charge generation, either through anisotropy of electric conductivity (AC driving of CF-2), or through the flexoelectric effect (DC driving of CF-1). Bubble domains-skyrmions with some director asymmetry in the plane of the cell could also be moved by an electric field, with typical velocities (0.1-10) \( \mu \)m/s [67,108]. Other external cues, such as temperature gradients, could also trigger drifts of CFs, as reviewed by Oswald, Dequidt, and Poy [78]. As many other examples in this review would demonstrate, the ability to move in a liquid crystal is directly related to asymmetry of the director configurations.

### 2.2. Nematicons

Current studies on light-induced solitons in nematics mostly deal with optical solitons [109–114] representing propagating self-focused laser beams, called ‘nematicons’ [109,112]. Figure 3 illustrates a principal scheme. A laser beam, which is linearly polarized along the \( y \)-axis and launched along the \( z \)-axis, enters the side of a planar nematic cell. The director is aligned parallel to the bounding plates and at some large angle \( \theta_0 = 40^\circ – 60^\circ \) with respect to the beam’s propagation direction. The electric field of the beam creates a reorienting torque [113,114] similar to Equation (2), in which \( \Delta \varepsilon \) is replaced with the measure \( (n_e^2 - n_o^2) \) of optical anisotropy, \( n_e \) and \( n_o \) being the extraordinary and ordinary refractive indices, respectively. For the typical case of rod-like molecules, \( n_e > n_o \), the torque realigns the director towards itself, thus increasing the angle \( \theta \geq \theta_0 \) and the effective refractive index seen by the polarized beam, \( n_{e,eff}(\theta) = \sqrt{n_e^2\cos^2\theta + n_o^2\sin^2\theta} \). The spatially-varying refractive index focuses the beam [115], producing a soliton-nematicon \( S \) that propagates in the \( yz \) plane at a walk-off angle with respect to the \( z \)-axis, Figure 3(a,b) [113]. If the beam is linearly polarized along the \( x \)-axis, it...
interacts only with the ordinary refractive index and does not focus, Figure 3(c) [113].

Studies of nematics are a part of very broad research on optical solitons in different nonlinear media [116–121], see reviews by Malomed et al. [122,123]. The ‘dimension’ D of optical solitons is usually described using a nomenclature (M + 1)D, which means that the light beam can diffract in M dimensions as it propagates in one dimension [116,122]. Of especial interest are the so-called ‘light bullets’ [124] or (3+1)D spatiotemporal solitons, which are self-confined in the longitudinal and both transverse directions and can be used in fast optoelectronic systems [125]. Multidimensional solitons, unlike their 1D counterparts, are vulnerable to various instabilities and are extremely hard to realize experimentally, see the discussion in Refs [121–123]. For example, there are no reports on experimental observations of stable light bullets that can survive collisions without losing energy. Since the director deformations within nematics are topologically equivalent to the uniform state, these are topologically unprotected formations.

2.3. Dissipative solitons-directrons

Among the broad family of solitons, there is a class of localized externally driven structures, often called dissipative solitons [126–128]. Dissipative solitons represent a portion of a pattern surrounded by a homogeneous steady state. They vanish when the driver’s strength weakens below a certain threshold [126–128]. Experimentally, dissipative solitons were produced in the form of electric current filaments in a 2D planar gas-discharge system [129]. As often happens, nematics provide a fertile ground to realize entities that are difficult to form or observe in other materials. Very recently, various dissipative topologically unprotected solitons were observed in electrically driven nematics [45–48,130], Figures 4–8.

Dissipative solitons in electrically driven nematics are in the form of (3+1)D [45], Figure 4(a–d), or (3+2)D [46], Figure 5, particle-like solitary waves of the director \( \hat{n} \), called by Li et al. [45,46] ‘director bullets’ in analogy with the ‘light bullets.’ Although not as fast as bullets, these objects impress by their speed. A director bullet of a 40 \( \mu \)m length flies with a speed of 1000 \( \mu \)m/s, i.e. a 25 body lengths per second, Figure 4(e). The speed is orders of magnitude higher than the speed of electrically powered CFs, bubbles-skyrmions, or any other objects, such as colloidal particles and microswimmers that could move through a LC.

Another descriptive term of the director bullets is a ‘directron’, introduced later by Li et al. in Ref. [48], as it stresses the dual wave-particle character of the formation, in which the solitary wave of the director behaves like a particle in events such as collisions with other directrons, Figure 8. A mathematical model of these structures has been proposed recently by Earls and Calderer [131] in the limit of linear approximation, which is a very promising step towards a complete nonlinear description. S. Pikin pointed a possible role of field-induced injection of electric carriers in the formation of the director bullets [132].

The underlying experimental features are presented in the rest of this section.

The nematic in which the directrons were first observed by Li et al. [45,46], 4’-butyl-4-heptyl-bicyclo-hexyl-4-carbonitrile (CCN-47), Figure 4(a), is of the (-,-) type, which means that both dielectric and conductivity anisotropies are negative, \( \Delta \varepsilon = \varepsilon_{||} - \varepsilon_{\perp} < 0 \) and \( \Delta \sigma = \sigma_{||} - \sigma_{\perp} < 0 \), respectively.

The directrons appear under simple experimental conditions. The cell of a sandwich type is bounded by two glass plates with transparent electrodes at the inner surfaces. Surface alignment is planar, with the director parallel to a single direction in the plane of bounding plates, \( \hat{n}_0 = (0,1,0) \). A sinusoidal AC electric field \( E = (0,0,E) \) acts across the cell. Once the electric field raises above some threshold, Figure 4(d), the nematic develops spatially-confined perturbations \( \hat{n}(r) \) that coexist with a uniform director \( \hat{n}_0 = (0,1,0) = \) const of the surrounding, Figures 4–8. The perturbations are localized along all three spatial dimensions and do not spread while the soliton moves over macroscopic distances [45], Figures 4(b), 6. In the \( xy \) plane of propagation, the width and length of the solitons are thousands of times smaller than the corresponding dimensions of the cell. Along the \( z \)-axis, the stability of solitons is assisted by the surface anchoring at the bounding plates. Within a directron, the director perturbation oscillates with the frequency of the applied AC electric field, Figure 4(c). The director deformations break left-right or fore-aft symmetry (or both), thus enabling directron’s propagation either perpendicular to \( \hat{n}_0 \), Figure 4(b,c), 5(d–f), 6(a–c), parallel to \( \hat{n}_0 \), Figures 5(a–c), 6(d), or at some angle to \( \hat{n}_0 \), when both symmetries are broken, Figure 7.

2.4. Fore-aft, left-right, and mixed asymmetries of directrons

There are different symmetry breaking scenarios that determine the propagation direction and other properties of directrons. These scenarios depend on the frequency and amplitude of the driving voltage. Directrons induced by fields of high frequency, typically \( f > 100 \) Hz in CCN-47, abbreviated as the B\( ^h \) directrons, show a left-right asymmetric ‘flying tuxedo’ texture when viewed
Figure 4. (a) Chemical structure of (-,-) nematic CCN-47. (b,c) Director B\textsuperscript{h} formed in an AC field of a high frequency: (b) optical microscopy texture with an optical compensator (red plate) inserted at 45° to the directions of polarizer (P) and analyzer (A); the inset shows the bent director field. (c) Director field within the soliton body oscillating up and down with the frequency of the applied voltage \( U \). (d) Voltage-frequency domain of the directrons existence. (e) B\textsuperscript{h} speed vs. amplitude and frequency of the electric field. Redrawn from Li et al. [45].

under a polarizing microscope with crossed polarizers, Figure 4(b) [45]. They are formed by an oscillating director deformation predominantly of a bend type, Figure 4(b,c); the bend vector \( \mathbf{b} = \mathbf{n} \times \text{curl} \mathbf{n} \) shows a unique direction along the entire body of the B\textsuperscript{h} directron, see the inset in Figure 4(b) and Figure 6(a,b) [45].

The low-frequency (\( f < 100 \) Hz) B\textsuperscript{h} directrons are of butterfly appearance when viewed in a polarizing
Figure 5. Low-frequency directrons $B^1$ that propagate (a,b,c) parallel to the overall director $\hat{n}_0$ and (d,e,f) perpendicularly to $\hat{n}_0$. Instantaneous in-plane director tilt for rectron (c) at the time ‘0 ms’ which corresponds to the minimum of the applied voltage and (d) at the time ‘25 ms’ which corresponds to the maximum of a sinusoidal AC field; (e,f) similar director patterns for $B^1_{90}$ directrons. The in-plane tilts are color-coded in accordance with the scale on the right-hand side. The tilt of the dashed lines with respect to the overall director is exaggerated by a factor of 6 for clarity. The nematic CCN-47 doped with 0.005wt% of ionic salt tetrabutylammonium bromide (TBABr). Redrawn from Li et al. [46].

microscope, Figure 5(a,d), Ref. [46], and exhibit in-plane deformations of bend and splay, while the twist develops along the $z$-axis because of the planar anchoring at the bounding plates. In the low-frequency solitons, the vectors of bend $b = \hat{n} \times \text{curl} \hat{n}$ and splay $s = \hat{n} \cdot \hat{n}$ change polarity as one moves along the direction of propagation, Figures 5(b,c,e,f), and 6(c,d). This partial ‘self-compensation’ results in the propagation speed of $B^1$ solitons being noticeably slower than the speed of high-frequency $B^h$ directrons. In both cases, the velocity increases with the applied field, typically as $E^2$, Figure 4(e), although the change in the amplitude of the field requires one to change also the frequency, as evident from the diagram in Figure 4(d) [45,46].

The $B^1$ director field, both instantaneous, Figure 5(b,c,e,f), and averaged over the period of the driving AC electric field, Figure 6(c,d), can be conveniently described by a quadrant system, Figure 6(d). The director $\hat{n}_0 = (0, 1, 0)$ separates the quadrants I and II. The deformed propagating structure of $B^1$ can show a vertical (containing the $z$-axis) mirror symmetry plane, which passes either between quadrants I and VI, Figure 6(c), or between I and II, Figure 6(d). There is no mirror symmetry with respect to the orthogonal vertical plane, as required for in-plane propulsion. As a result, the corresponding directron propagates along the direction that is either perpendicular, Figure 5(b,c), or parallel, Figure 5(e,f), to the background director $\hat{n}_0$. If the vertical mirror symmetry plane is absent, the soliton propagates at some angle to $\hat{n}_0$, Figure 7. An important and interesting property of these $B^1$ directrons with multiple scenarios of symmetry breaking is that a change of the electric field’s amplitude and/or frequency steers them within the $xy$ plane, which is perpendicular to the applied field [46], Figure 7. Since the $B^1$ directrons are limited in space along all three directions and can move along different trajectories within the plane of the sample, they are classified as $(3+2)$D solitons [46].

2.5. Collisions of directrons

The directrons show their particle-like character in collisions. High-frequency $B^h$ directrons typically move perpendicularly to $\hat{n}_0$. When two $B^h$ directrons collide, they briefly unite and then restore their shape and propagation speed, Figure 8(a–c) [45]. Interestingly, directrons
**Figure 6.** Time-averaged asymmetry patterns of directrons driven at high (top row) and low (bottom row) frequencies of the electric field; arrows show the flexoelectric polarization $P_{fl}$ associated with (a,b,c) the bend vector $b = \hat{n} \times \text{curl}\hat{n}$ and (d) the splay vector $s = \hat{n} \cdot \text{div}\hat{n}$; (b) the polarization vector oscillates with the same frequency as the applied electric field $E$; asymmetry of the bend-splay director configuration leads to the soliton’s propulsion with a velocity $v$.

**Figure 7.** Electric field controls symmetry, mutual transformations, and direction of propagation of low-frequency directrons. (a) $B^l_0$ transforms into $B^l_{90}$ and changes the direction of propagation after the voltage is raised at $t = 0$ s from 8 V to 11 V. (b) $B^l_{90}$ transform into $B^l_0$ when the voltage at $t = 0$ s is decreased from 11 V to 8 V. CCN-47 doped with 0.005 wt% of TBABr. Redrawn from Li et al. [46].
show repulsive/attractive interactions when they move in close proximity. For example, in Figure 8(a–c), the post-collision separation of the two Bh directrons along the x-axis is larger than before the encounter, which demonstrates a repulsive interaction. Besides the recovery scenario illustrated in Figure 8(a–c), collisions of two Bh solitons might lead to a number of other outcomes, such as pair annihilation or a disappearance of one soliton [45].

The ‘butterfly’ Bl low-frequency directrons show even richer behavior in collisions since these solitons can move along different directions [46], Figure 8(d,e). For example, in addition to recovery and annihilation, two Bl solitons could change the direction of propagation by 90° after a collision or merge into one directron that would move in a direction different from the directions of the two original solitons, see Ref. [46] for more details. In particular, two Bl directrons moving along \( \hat{n}_0 \) towards a collision could merge into a single Bl soliton that is redirected to move at some angle and then perpendicularly to \( \hat{n}_0 \), Figure 8(d,e).

2.6. Material parameters enabling directrons
The critical frequency that separates the low-frequency Bl ‘flying tuxedos’ directrons from the high-frequency Bh ‘butterfly’ directrons can be associated with the frequency \( f_c = \sqrt{\xi^2 - 1}/\tau_M \) introduced by Dubois-Violette et al. [133,134] to describe the so-called conducting and dielectric regimes of electrohydrodynamics in nematics. Here \( \tau_M = \varepsilon_0/\sigma_\perp \) is the Maxwell relaxation time for a planar cell, \( \varepsilon_0 = 8.85 \times 10^{-12} \) F/m, and

\[
\xi^2 = \left(1 - \frac{\sigma_\parallel}{\sigma_\perp}\right) \left(1 + \frac{\alpha_2 \varepsilon_\parallel}{\eta_c \Delta \varepsilon}\right)
\]

is the material parameter that depends on conductivities \( \sigma_\parallel \) and \( \sigma_\perp \), permittivities \( \varepsilon_\parallel \) and \( \varepsilon_\perp \), viscous coefficients \( \alpha_2 \) and \( \eta_c \). For typical material parameters [45,46] \( \varepsilon_\parallel \approx 5, \varepsilon_\perp \approx 8, \sigma_\parallel, \sigma_\perp \sim (0.5 - 2)10^{-8} \Omega^{-1} m^{-1} \), assuming \( \alpha_2 \approx -\eta_c \), one estimates \( \sqrt{\xi^2 - 1} \sim 1 \) and \( f_c \sim 100 \) Hz. In the theory of electrohydrodynamic instabilities, the region \( f < f_c \) is associated with the oscillating electric charges (conductive regime), while the region \( f > f_c \) is characterized by static electric charges and oscillating director field (dielectric regime). Usually, the two mechanisms of
director-electric coupling, rooted in dielectric and conductivity anisotropies, are sufficient to describe electrohydrodynamic instabilities in nematics. In the simplest Carr-Helfrich model of a (−,+)+ nematic, one considers a balance of a dielectric realigning torque that stabilizes the initial planar orientation in a material with Δε < 0, and an 'anomalous' realigning torque caused by a positive conductivity anisotropy Δσ > 0. In the case of director deformations, observed in (−,−) nematics with Δε < 0 and Δσ < 0, this classic mechanism is irrelevant, as dielectric and conductivity torques could only stabilize the planar state.

An important feature of director deformations is that the director oscillates with the same frequency as the AC field that drives them. Therefore, the main reason of soliton existence is the electric polarization, such as the flexoelectric polarization and the polarization caused by the space charge developing at director deformations, since both of these couple linearly to the field.

The flexoelectric polarization, introduced by Meyer [135],

\[ \mathbf{P}_\\text{fl} = e_1 \mathbf{n} \text{div} \mathbf{n} - e_3 \mathbf{n} \times \text{curl} \mathbf{n}, \]

where \( e_1 \) and \( e_3 \) are the flexoelectric coefficients, occurs whenever the director suffers splay and bend distortions. The original idea behind Equation (4) is that cone-like molecules with longitudinal electric dipole would flip to accommodate splay, thus violating a local head–tail parity and producing a macroscopic electric polarization \( \mathbf{P}_\\text{fl, splay} = e_1 \mathbf{n} \text{div} \mathbf{n} \) along the director; in a similar fashion, banana-shaped molecules with transversal dipoles would produce a polarization \( \mathbf{P}_\\text{fl, bend} = -e_3 \mathbf{n} \times \text{curl} \mathbf{n} \) under bend along a direction orthogonal to the director and its curl, Figure 6. Later on, Prost and Marcerou [136] demonstrated that more symmetric ellipsoidal molecules, without permanent electric dipoles, but with quadrupolar polarization, are also capable of flexopolarization, defined by Equation (4) with \( e_1 = e_3 \).

The director clearly show both splay and bend of the director, Figures 4–6. Flexopolarization leads to a spatial charge density \( \rho_0 = -\text{div} \mathbf{P}_\\text{fl} \), a corresponding Coulomb force \( \rho_0 \mathbf{E} \) [137], and a flexoelectric torque

\[ \Gamma_\parallel = \mathbf{P}_\parallel \times \mathbf{E}, \]

which is linear in the field, in contrast to the dielectric torque \( \Gamma = \varepsilon_0 \Delta \varepsilon (\mathbf{n} \mathbf{E}) / (\mathbf{n} \times \mathbf{E}) \) that is quadratic in the field, Equation (2). Qualitatively, the emergence of director deformations could be explained as follows, using B\( ^h \) in Figure 6(a,b) as an example. A fluctuative arch-like director deformation \( \mathbf{n}(\mathbf{r}) \) produces a polarization \( \mathbf{P}_\parallel \), which is enhanced and stabilized by the applied electric field \( \mathbf{E} \), Figure 6(b). The oscillating AC field causes up–down oscillation of the vector \( \mathbf{P}_\parallel \) and of the director arch. Since the director arch is left-right asymmetric, its oscillations produce a directional flow that is coupled to the director in nematics. The asymmetric flows result in unidirectional propulsion with the velocity \( \mathbf{v} \) directed perpendicularly to \( \mathbf{E} \) and to the background director \( \mathbf{n}_0 \), Figure 6(b).

The flexoelectric force driving a B\( ^h \) director can be estimated roughly as \( e^* U \sim 5 \times 10^{-10} \text{N} \), where \( e^* \sim 10^{-11} \text{Cm}^{-1} \), is an effective flexoelectric coefficient [2] and \( U = 50 \text{V} \) is the typical voltage [45,46], Figure 4(d). This estimate agrees with the expected viscous drag force, \( \sim \alpha v \sim 5 \times 10^{-10} \text{N} \), where \( \alpha \sim 10 \mu\text{m} \) is the effective width of the soliton, \( \eta \approx 60 \text{mPa} \cdot \text{s} \) is the viscosity of CCN-47, and \( v \approx 0.8 \times 10^{-3} \text{ms}^{-1} \) is the director speed at \( U = 50 \text{V} \). The speed value corresponds to the high-frequency B\( ^h \) director, in which the flexoelectric polarization is unidirectional, Figure 6(a), and the oscillating director arch preserves the polarity of the bend vector \( \mathbf{b} = \mathbf{n} \times \text{curl} \mathbf{n} \) [45], Figure 6(b). In the low-frequency B\( ^l \) director, the situation is more complex since the flexoelectric polarizations of the two asymmetric parts of the solitons are opposite to each other, Figure 6(c,d), which leads to somewhat slower propagation. The flexopolarization response is not unique for the director: it has been proposed as a prime mechanism of the so-called ‘nonstandard’ stripe electroconvection in (−,−) nematics [138] and of DC-driven drift of CF-1 in cholesterics, although no quantitative conclusion could be drawn [107].

Despite relatively high velocities \( v \approx 0.8 \times 10^{-3} \text{ms}^{-1} \), the director motion corresponds to a low Reynolds number, estimated as \( \text{Re} = \rho v a / \eta \sim 10^{-4} \), where \( \rho = 10^3 \text{kg m}^{-3} \) is the typical nematic density. The Ericksen number, i.e. the ratio of the viscous force to the elastic force, is relatively large, \( \text{Er} = \alpha v / K \sim 50 \), where \( K \approx 10 \text{pN} \) is the elastic constant of CCN-47, which means that the director is influenced by the flows.

Similar propulsive mechanisms of director deformations are expected from any space-charge dipolar polarization at director deformations, even if the origin is different from the flexoelectric effect. Various examples of the space-charge polarization are presented in Section 3 on the liquid crystal-enabled eletrokinetics triggered by the anisotropy of permittivity and conductivity. Recent studies by Aya and Araoka [130] and by Shen and Dierking [47,139] show that the dissipative solitons, apparently the director deformations of the B\( ^l \) type, can also propagate in the nematics of the (−,+)+ type with \( \Delta \varepsilon < 0 \) but \( \Delta \sigma > 0 \) [47,130] and even in the (−,−) nematics such as pentylcyanobiphenyl (5CB) and E7 mixture [139]. Aya and Araoka [130] use mixtures of the (−,−) nematic CCN-47 with a (−,+)+ nematic pentylcyanobiphenyl (5CB). The
solitons in these studies are observed only in the mixtures that produce a (-,+) combination, typically driven by the fields of low frequencies 12–20 Hz and of amplitudes less than 10 V [130]; a change in the field amplitude redirects solitons, similarly to the case described by Li et al. [46]. The director fields of the solitons observed by Aya and Araoka [130] are similar to those of B² solitons [46], see Figures 5 and 6(c,d). Apparently, the electric field creates space charges with dipolar polarization and stabilizes director deformations; the polarization and the director deformations oscillate with the field, which, in combination with the director field asymmetry causes a propulsion.

Shen and Dierking [47] showed that the directrons could form not only in nematics but also in chiral nematics of the (-,+) type. The reported directrons are apparently of both B¹ and Bʰ types since they are observed in a relatively broad range of frequencies, from 10 Hz to 800 Hz. Interestingly, the solitons in the chiral nematic show some very distinct collisions scenarios, behaving as hardbody particles that cannot pass through each other, apparently because of the mismatch in the overall twisted director [47]. The formation of dissipative solitons in cholesterics was also attributed to the flexoelectric effect, since the director distortions oscillated with the frequency of the driving field [47].

The unifying feature of directrons observed by various groups in (-,−) and (-,+) nematics is that the conductivity of the explored materials is relatively low. Li et al. [45] reported that the conductivity parameters for CCN-47 samples producing Bʰ solitons were \( \sigma \simeq (0.5 - 0.6) \times 10^{-8} \text{Ω}^{-1} \text{m}^{-1} \) and \( \Delta \sigma = \sigma || - \sigma _\perp \simeq (-0.1) \times 10^{-8} \text{Ω}^{-1} \text{m}^{-1}. \) To observe B¹ directrons, CCN-47 was doped with an ionic additive, to raise the conductivity to \( \sigma \simeq (1.2 - 2.5) \times 10^{-8} \text{Ω}^{-1} \text{m}^{-1} \), Ref. [46]. Aya and Araoka [130] observed B³ in the range \( \sigma \simeq (0.8 - 4) \times 10^{-8} \text{Ω}^{-1} \text{m}^{-1}. \)

2.7. Directrons nucleation at colloids

The nucleation of directrons can be promoted by small particles dispersed in the LC. Because of the nonvanishing surface anchoring at the surface of the particles, the director is distorted when the electric field is absent. For example, tangentially anchored spheres produce bipolar structures of quadrupolar symmetry; a twisted version of this bipolar droplet is shown later in Figure 23(a). Li et al. [48] demonstrated that the colloidal spheres with tangential boundary conditions produce directrons that envelop the spheres. Without the directrons, the spheres have zero electrophoretic motility in an AC electric field. However, when a directron dresses a sphere and thus breaks the director field’s symmetry, the colloid becomes mobile. The effect is called a directron-induced liquid crystal-enabled electrophoresis [48]; it can be used to move a microscopic cargo. Transport of micro-cargo by directrons was also reported by Shen and Dierking [139].

To conclude, nematics driven by an AC electric field demonstrate topologically unprotected multidimensional (3+1)D [45] and (3+2)D [46] solitons-directrons of a dissipative type that exist in a certain range of the amplitude and frequency of the AC field. Their motility is rooted in the periodic excitations of an asymmetric director field that cause directional flows. The time-resolved data on the oscillating director [45–47] suggest that the electric field couples to electric polarization of dipolar symmetry. Such polarization can be caused by the flexoelectric effect of by a space charge. The applied electric field enhances and stabilizes the spontaneous fluctuation of the director and the associated polarization. The polarization vector oscillates with the same frequency as the frequency of the AC field. When the director configuration is asymmetric, for instance, as in Figure 6(a-d), the oscillations result in asymmetric flows and thus motility. Ionic effects play an important role since the experiments demonstrate a dramatic change in the properties of directrons at high and low frequencies and when the conductivity is changed, for example, by adding salts [45,46]. The electric field’s amplitude and frequency control the director structure of directrons, their symmetry, direction of propagation, speed, mutual transformations, disappearance, and coalescence into periodic and quasiperiodic patterns. All these features await an at-depth theoretical description, with the linear model [131] and consideration of charge injection [132] making steps forward. Without a doubt, future studies of dissipative solitons in liquid crystals would bring a deeper understanding of the variety of mechanisms responsible for their existence, which appears to be wide-spread, despite the relatively recent history of observations.
3. Liquid crystal-enabled electro-kinetics

Transport of particles or fluids by an electric field is a subject of electrokinetics. If the driving force represents a uniform electric field, one classifies two closely related sub-areas: electro-osmosis, which refers to the dynamics of fluids in contact with solids, and electrophoresis, which refers to the dynamics of dispersed particles in a fluid. Both areas are very active in terms of fundamental science and in practical developments of microfluidics [141,142], optofluidics [143], small-scale molecular synthesis [144], sensing [145], sorting [146], and biomedical devices [147,148]. Research and applications focus mainly on isotropic electrolytes such as water [149–158] or polymer solutions [159]. This section describes first the isotropic electrolytes and then the new facets of electrokinetics that occur in an LC electrolyte, defined as an electrically neutral LC fluid that contains an equal number of positive and negative mobile ions.

3.1. Electrokinetics in isotropic electrolytes

Any form of electrokinetics requires the separation of electric charges. The effect is well understood when the electrolyte is isotropic. In conventional linear electrokinetics, the charges are separated through dissociation of surface groups at the water-solid interface. For example, glass placed in water at pH > 3 becomes negatively charged by releasing positively charged protons and forming negatively charged SiO⁻ groups. These negative charges immobilized at the particle attract a cloud of positive charges. An electric double layer forms, typically of a subnanometer or a nanometer thickness. If an externally applied electric field \( E \) is parallel or antiparallel to the particle with a speed \( u \approx \frac{\varepsilon \zeta}{\eta} E \) that is either parallel or antiparallel to \( E \), depending on the polarity of immobilized charges. Here \( \varepsilon \) and \( \eta \) are the dielectric permittivity and viscosity of electrolyte, respectively, and \( \zeta \) is the zeta potential that does not depend on \( E \). The electrophoretic motion is force-free: since the system is electrically neutral, the forces on positive and negative charges are equal in amplitude and it is the spatial separation of these charges that produces propulsion.

The described conventional electrokinetics with a linear dependence \( u \propto E \) could only be driven by a direct current (DC) electric field, which creates problems such as screening of the field by free ions and chemical reactions at electrodes. There is an interest in electrokinetic modes in which the velocities grow as the field’s square, as in this case, one can use an AC electric field to drive steady transport and flows. In an isotropic electrolyte, these modes, called induced-charge electrokinetics (ICEK), rely on field-induced charge separation. For the field-induced charge separation to happen, the particle or the wall of a fluid cell should exhibit special properties, e.g. to be an ionic exchanger [152,153] or a metal [154–158,160].

To understand the mechanism of ICEK qualitatively, imagine a metallic sphere of a radius \( a \) in an isotropic electrolyte, acted upon by an externally applied uniform electric field, following Bazant and Squires [155,157]. Immediately after application, the electric field is perpendicular to the surface of the metallic sphere and drives ions present in the aqueous electrolyte towards the surface, forming a cloud of positive ions near one pole of the sphere and a similar cloud of negative ions at the other pole. This field-induced charged double layer grows as long as the electric field brings in the new ions, till a steady state is reached, in which the double-layer expels the field lines, creating a component of the electric field that is tangential to the metal–electrolyte interface. The field-induced zeta potential is on the order of [155,157] \( \zeta \approx E \cos \theta \), where \( \theta \) is the polar angle, reaching maximum positive and negative values at the poles, \( \theta = 0, \pi \), and being zero at the equator. The tangential field drives the induced charges from the poles towards the equatorial plane. If the sphere is glued to a substrate, the tangential field results in electro-osmosis (ICEO) with flows of a quadrupolar symmetry, Figure 9(a,b). The polarity of flows does not change when the field polarity reverses since the driving force is proportional to the product of the induced charge and the field. The typical ICEO velocities thus grow with the square of the field [154,157]:

\[
\mathbf{u}_{\text{ICEO}} \approx \frac{E \varepsilon a}{\eta} E^2. \tag{6}
\]

ICEO is dramatically different from linear electro-osmosis in which the zeta potential, determined by the fixed surface charges, does not depend on \( E \), so that \( u \propto E \).
Figure 9. ICEO in an aqueous isotropic electrolyte around gold spheres (a–c) and glass-gold Janus particles (d–f). (a) Flows around a gold sphere of diameter 50 µm in a flat electrolytic chamber of height 60 µm, under an AC electric field $E = 10$ mV/µm, 1 kHz; flows are visualized by trajectories of fluorescent markers. (b) ICEO velocity map around the sphere. (c) Maximum inwards and outwards velocities as the functions of $E^2$ around the sphere. (d) Trajectories of fluorescent markers around a glass-gold Janus sphere of diameter 50 µm in a flat chamber of height 60 µm, under the AC electric field $E = 10$ mV/µm, 1 kHz. (e) ICEO velocity map around the Janus sphere exhibiting steady pumping of the electrolyte from left to right; the field is perpendicular to the axis of rotational symmetry. (f) The same, the field is parallel to the axis of rotational symmetry. Modified from Peng et al. [163].

$E$. The quadratic dependence $u_{\text{ICEO}} \propto E^2$ in Equation (6) allows one to drive steady flows with a uniform AC field, a clear advantage over DC driving of the standard linear electro-osmosis, which explains the growing interest for ICEO.

Nonlinear electro-osmosis around conductive bodies in a uniform field has been documented experimentally for mercury drops [161], solid metal spheres [162,163], metalized ‘volcano’ posts [164], and metallic cylinders, either isolated [165,166] or in touching groups [167]. Peng et al. [163] mapped electro-osmotic flows around gold colloidal spheres, Figure 9(a,b), and demonstrated that at weak and moderate fields, their speed grows with the field’s square, Figure 9(c). The flows in Figure 9(a,b) are quadrupolar and produce no net pumping of the fluid. The electrolyte flows towards the sphere along the field axis and away from it in the perpendicular plane, which makes the pattern of a contractile, or puller, type.

Bazant and Squires made an important prediction that ICEK combined with broken symmetry of particles such as metal–dielectric Janus spheres should yield asymmetric flows, which could be used for ICEO pumping around immobilized solid particles and induced-charge electrophoresis (ICEO) of free particles [155,158]. Asymmetric flows around metal-glass Janus spheres were experimentally demonstrated by Peng et al. [163], Figure 9(d–f). The ICEO flows near the less polarizable glass part are weaker, which breaks the quadrupolar symmetry and results in the pumping of the fluid around the sphere if the sphere is immobilized, Figure 9(e,f). If the sphere is free to move, the broken symmetry will result in an electrophoretic motion. This ICEP motility was experimentally discovered for dielectric–metal Janus particles by Velev’s group [156]. One can also observe the spinning of Janus doublets caused by ICEK [168].

The strong dependency of ICEO flows on the symmetry of the solid subsystem can be used in practical applications such as non-mechanical pumping of fluids [154,155] and particles [154,156,169–171] and in microfluidic chaotic stirrers [172]. Fluid mixing is a challenging problem at the micron scales, as the typical Reynolds numbers in microfluidics are very low, and the flows are of a laminar type. One of the approaches to effective mixing is to use an ICEO chamber with two different sets of electrodes that would produce two different fluid fields around a metal obstacle in the chamber. By switching between the two configurations back and forth,
one can achieve chaotic advection in the chamber and thus facilitate stirring [172].

To summarize this section, we stress again that in an isotropic electrolyte, the mechanisms of electrokinetics are rooted primarily in the properties of the solid component that produces either equilibrium double layers or facilitates induction of these layers in the applied electric field. The role of the electrolyte is to supply the counterions to complete the build-up of the double layers. When the isotropic electrolyte is replaced with an LC electrolyte, the situation changes dramatically. It is the anisotropic properties of the LC electrolyte that allow the electric charges to be spatially separated; the nature of the solid part is of lesser importance. Next, we consider the electrolytic properties of LCs, which enable new modes of nonlinear electrokinetics.

### 3.2. Electro-osmotic flows around immobilized particles in nematic electrolytes

LCs used as anisotropic electrolytes offer a distinct mode of charge separation and of electro-osmosis that is called liquid crystal-enabled electrokinetics, or LCEK [173–175]. The field-driven space charge formation produces LCEK when two conditions are fulfilled: (i) the LC shows anisotropy of electric conductivity or dielectric permittivity, (ii) the director varies in space [175]. Since the transported particles’ properties are of little importance, nematic electrolytes could propel particles such as perfect spheres with no electric charges at their surfaces; they can be solid, fluid or gas. A detailed comparison of ICEK and LCEK can be found in Ref. [176].

The essence of LCEK can be understood by considering LC-enabled electro-osmosis (LCEO) around a sphere immobilized in a nematic cell with a uniform director \( \hat{n}_0 = (1,0,0) \), following Ref. [175]. The particle sets a certain anchoring direction, either normal to itself, Figure 10(a,g) or tangential, Figure 10(d). To match the near- and far-fields, the director acquires distortions of a quadrupolar, Figure 10(a,d) [177,178], or a dipolar type, Figure 10(g) [179]. To match the surrounding uniform director \( \hat{n}_0 = (1,0,0) \), the normally anchored sphere is accompanied either by a wedge disclination loop of strength \(-1/2\), resembling a Saturn ring [178], Figure 10(a), or by a point defect, called the hyperbolic hedgehog [179], Figure 10(g). The point defect configuration of Figure 10(g) is energetically preferable over the Saturn ring configuration in Figure 10(a), except for the case of shallow samples or strong external fields [180,181].

Suppose that an electric field is parallel to \( \hat{n}_0 = (1,0,0) \) and that the dielectric anisotropy is zero, \( \Delta \varepsilon = 0 \), so that there is no dielectric torque on the director, Figure 10; the condition is achieved by mixing nematics with \( \Delta \varepsilon > 0 \) and \( \Delta \varepsilon < 0 \). The only action of the field is to drive the ions. Consider first the quadrupolar director, Figure 10(a–f). If \( \Delta \sigma > 0 \), the ions prefer to move along the director lines. As a result, positive and negative charges gather in different regions of space. For the sphere with normal boundary conditions and quadrupolar director, the director lines are converging on the left and right sides, Figure 10(a). A positive field polarity, \( E_x > 0 \), accumulates positive charges at the left side of the sphere and negative charges on its right side. For the sphere with tangential anchoring, the director lines are diverging; the signs of the separated charges are opposite in Figure 10(d) are opposite to those ones in Figure 10(a). Comparison of Figure 10(a) and Figure 10(d) illustrates clearly that the polarity of the space charges is determined by the sign of director gradients. Once the charges are separated in space, the electric field creates a Coulomb force of density \( \rho(\varepsilon)E \), which yields an electro-osmotic flow of the nematic, Figure 10(a,d); here \( \rho(\varepsilon) \propto E \) is the charge density that is proportional to the field that induces it. Reversing the field polarity alters the sign of the induced charge \( \rho \propto E \) at a given location, but the product \( \rho E \propto E^2 \) remains polarity-insensitive. For example, if the field direction shown in Figure 10(a) is reversed, \( E_x < 0 \), then the left side of the sphere would accumulate negative ions, and the right side would accumulate positive ions, but the product \( \rho E \propto E^2 \) would not change. Therefore, the forces and flows are independent of the field’s polarity, growing as \( E^2 \). It means that the steady electro-osmotic flows in LCEK could be driven by an AC electric field. Of course, polarity reversal of charge clouds takes some time; thus, the forces and flows decay as the frequency of the AC field becomes higher than the inverse relaxation time.

The induced space charge is sensitive to the sign of director distortions \( \partial \psi / \partial y \), where \( \psi \) is the angle between the unperturbed \( \hat{n}_0 \) and the actual director, Figure 10(a). The LCEO flow is of a ‘puller’ type around the normally anchored sphere, with the inward velocities being collinear with \( E \), Figure 10(a). The tangentially anchored sphere produces a ‘pusher’ pattern of flow with respect to the field axis, as the velocities along this axis are directed outward, Figure 10(d). The terminology of pushers and pullers is used to describe microswimmers such as flagellated bacteria, which propel themselves without an external force [3,4,11,12]. The swimmer is modeled by a force dipole, i.e. two forces of the same absolute value but of opposite polarity, associated with each swimmer. One force is propulsive, caused, for example, by a rotation of a helicoidal flagellum. The second force, equal in magnitude and opposite in direction, represents viscous drag. The forces in the case of LCEO and ICEO
Figure 10. LCEO in a nematic with a director field of quadrupolar (a–f) and dipolar (g–i) symmetry distorted by a sphere with (a–c, g–i) normal and (d–f) tangential anchoring at its surface. Filled triangles in (a) show the cross-section of a $-1/2$ disclination loop. Filled triangles in (b) show the cores of two surface defects—boojums at the poles. Electro-osmotic flows shown by thick arrows in (a,d) do not change polarity when the field is reversed. The corresponding (b,c) puller- and (e,f) pusher type experimental LCEO flows around glass spheres of diameter $50 \mu m$ with perpendicular and tangential anchoring, respectively. (g) An AC electric field acting on a nematic electrolyte with an immobilized glass sphere and a hyperbolic hedgehog on the right-hand side causes (h,i) LCEO flows with fore-aft asymmetry; (i) the sphere acts as a pump, moving the nematic from right to left. In all experiments, the nematic is of a zero dielectric anisotropy, $\Delta \varepsilon = 0$, and of a positive electric conductivity anisotropy $\Delta \sigma > 0$. AC field is of frequency 5 Hz and amplitude 26 mV/$\mu$m. Modified from Lazo et al. [175].

are electrostatic, acting on the separated charges. Since the isotropic and LC electrolytes are electrically neutral, the forces acting on positive and negative charges are equal. In ICEO, the force dipole is always of the puller type with respect to the field direction, Figure 9(b,e,f). In LCEO, it could be of both the puller, Figure 10(a), and the pusher type, Figure 10(d), depending on the director gradients.

Experimental validation of the considerations above for the spheres with quadrupolar director is illustrated in Figures 10(b,c,e,f). The quadrupolar symmetry is natural for the tangential anchoring [182]. For the normal anchoring, the quadrupolar director field establishes the Saturn-ring configuration when the anchoring strength is weak or when the sphere is of a diameter that is close to the chamber’s height [178,181,182]. The experimental LCEO flows around particles with a quadrupolar director are of a puller type when the surface anchoring is normal, Figure 10(c), and of a pusher type when the anchoring is tangential, Figure 10(f), as expected.

A homogeneous sphere surrounded by a quadrupolar director field does not produce any net flow, Figure 10(a–f). The situation changes dramatically when the director is of a dipolar symmetry, Figure 10(g). The dipolar director develops around a sphere with a normal surface anchoring placed in an otherwise uniform nematic when the sphere is noticeably smaller than the depth of the chamber and when the surface anchoring is sufficiently strong [179]. The sphere acts as a radial hedgehog of a topological charge $N = 1$, which must be compensated by a hyperbolic hedgehog of a charge $N = -1$ to fit into an otherwise uniform background of
Figure 11. Liquid crystal-enabled electrophoresis (LCEP): (a) scheme of experiment with a DC in-plane field; (b) DC-triggered electrophoretic velocity of glass spheres in isotropic (circles) and nematic (triangles) phase for two orientations of the structural dipole $p$ directed from the hyperbolic hedgehog towards the sphere; (c) AC field-driven electrophoresis with propulsion polarity defined by the structural dipoles. Modified from Lavrentovich et al. [173].

zero charge [179]. Note here that the charge of a point defect in a 3D nematic is poorly defined because of the identity $\hat{n} \equiv -\hat{n}$; the designation of signs above is customarily done by replacing the director with a vector field, which is permissible in the absence of linear defects-disclinations [183]. The core of the hyperbolic hedgehog is shown by a black circle in Figure 10(g). When the electric field acts on such a sphere, glued to a substrate, it causes asymmetric vortices, Figure 10(h), thus pumping the nematic electrolyte from right to left in Figure 10(i). Unlike the case of ICEO, in which asymmetric flows and net pumping of the electrolyte require the particle to be asymmetric, e.g. of a Janus type, Figure 9(d–f), the asymmetric LCEO in Figure 10(h,i) occurs around a perfectly spherical shape. The symmetry breaking required to rectify the pumping action is supplied by the dipolar nematic environment around the sphere with a hedgehog rather than by the particle’s shape or inhomogeneity of the surface properties as is the case of the Janus spheres.

Suppose a colloidal sphere ‘dressed’ in a dipolar director field is freely suspended in a nematic electrolyte, Figure 11(a). In that case, it could be moved either by a DC, Figure 11(b), or by an AC electric field, Figure 11(c), [173–175,184], which is the LC-enabled electrophoresis (LCEP). In the DC case, the velocity dependence on the field strength shows both linear and quadratic term, $u = \mu_1 E \pm \mu_2 E^2$, where $\mu_1 = \delta \zeta / \eta$ is the linear electrophoretic mobility, $\zeta$ is the zeta potential characterizing the charge of the particle and its spatial distribution. The nonlinear mobility $\mu_2$ is nonzero only in the nematic phase. If the nematic is heated into the isotropic phase, the field dependence of the velocity reduces to linear, Figure 11(b).

As clear from Figure 11(b), if the DC driving is replaced by an AC driving, the linear term in $u(E)$ drops out, and the electrophoretic velocity would be directly proportional to $E^2$, $u = \pm \mu_2 E^2$. The sign depends on the structural polarity of the sphere-hyperbolic hedgehog pair, which can be characterized by a dipole $p$ directed from the hedgehog to the sphere. If the materials of the sphere and the nematic are the same as in Figure 10(g–i), the electrophoretic velocity $u$ is antiparallel to $p$: the hedgehog leads the sphere. Figures 11(b,c) are adjusted to illustrate this case. This direction of $u$ is opposite to the electro-osmotic flow around the same sphere that is immobilized, Figure 10(g–i). For other materials, an opposite polarity could be observed, with the sphere leading the way [173,185]; the reason for this dependence on the properties of the material will become apparent in the next subsection.

The same sphere as shown in Figure 10(i) with puller flows, when free, moves parallel to $\hat{n}_0$, Figure 11. This behavior of electrophoretically active sphere differs from the expectation that hydrodynamic coupling between a self-propelled spherical swimmer’s flow field and anisotropic viscosities of the nematic environment would cause a puller to swim perpendicular to $\hat{n}_0$, while
a pusher would swim parallel to it [186]. In LCEK, the orientation of electrostatic force dipoles is along the external electric field, while their polarity also depends on the director gradients, Figure 10, and the materials parameters, while in the case of active swimmers considered in Ref. [186], the force dipole could realign in space, being rotated by the anisotropic viscous torque of the surrounding nematic.

3.3. Electrokinetic velocities vs. nematic material parameters

To find how the LCEK velocities depend on the material parameters of the nematic, let us consider a 2D xy version of Figure 10(a,d) and estimate the density \( \rho \) of charges created as a result of conductivity anisotropy and establish how it depends on the typical scale \( \eta \) (the radius of an inclusion) of director distortions, and estimate how it depends on the typical scale \( \eta \), here \( \eta \) weak, around a sphere of the radius \( \epsilon \). In LCEK, the activity, and the field itself. The amplitude of LCEO velocity, Figure 10, and the materials parameters, as demonstrated by Hernández-Navarro et al. in the experiments on LCEP of colloidal particles at varying temperatures and nematic compositions [192]. One might also expect that the polarity of LCEK could be altered by the viscous drag since the nematics show anisotropic viscosity with five independent coefficients; this fact is neglected in Equation (8).

Equation (8) for the LCEO velocity suggests that the efficiency and even polarity of LCEO transport can be controlled by tuning the material parameters, namely, the factor \( \frac{\Delta \varepsilon}{\sigma} \) for a given pattern of the director gradients, which define the sign of \( \frac{\partial \phi}{\partial y} \). The anisotropy factor varies broadly and could change its sign as a function of temperature or concentration in mixtures of different LCs. As a result, one can reverse the polarity of LCEK by the temperature and composition, as proven by Paladugu et al. in the experiments on LCEP of colloidal particles at varying temperatures and nematic compositions [192]. One might also expect that the polarity of LCEK could be altered by the viscous drag since the nematics show anisotropic viscosity with five independent coefficients; this fact is neglected in Equation (8).

Experiments show that the amplitude \( |u_{LCEO}^{\text{max}}| \) of LCEO velocities around glass spheres is linearly proportional to \( a \), Figure 12(a), and to \( E^2 \), Figure 12(b), as expected from Equation (8). The theoretical estimate, Equation (8), with typical \( \beta = 1, \frac{\Delta \sigma}{\sigma} = 0.3, \epsilon = 6, \eta = 0.07 \text{kg} \cdot \text{m}^{-1} \cdot \text{s}^{-1}, a = 25 \mu \text{m} \), predicts a characteristic velocity \( |u_{LCEO}^{\text{max}}| = 4.5 \mu \text{m/s} \) when the field is \( E = 26 \text{mV/\mu m} \), close to the experimental \( |u_{LCEO}^{\text{max}}| = 3 \mu \text{m/s} \), Figure 12(b).

LCEO in Figure 10 and LCEP in Figure 11 are demonstrated with dielectric (glass) particles; there are no metal/conductive elements in the LC cell except for the two electrodes to apply the field. Since the charge separation occurs because of the medium, the strongly polarizable parts such as the metal particles in ICEK are not needed. This feature is important for potential applications. For example, LCEP can be used to transport droplets of other fluids that are not miscible with the LCs [193–195]. In the case of hydrophobic LCs, these inclusions might be water and various aqueous solutions, as demonstrated by Hernández-Navarro et al. [193,194] and reviewed by Ignés-Mullol and Sagüés [195].

It is of interest to compare the efficiency of LCEK vs. ICEK in an isotropic electrolyte when the embedded particle is dielectric. A dielectric particle in an isotropic electrolyte can produce an ICEO velocity \( u_{ICEO,die} \sim \varepsilon_0 a \lambda D E^2 / \eta \), which is smaller than the velocity around an ideally polarizable metal particle, Equation (6), by a factor \( \lambda D / a \) [158]. For a comparable electric field, the LCEO and ICEO velocities ratios are

\[
\frac{|u_{LCEO}|}{|u_{ICEO,die}|} \approx \frac{\varepsilon_{water}^{ICEO}}{\epsilon_{water}^{LCEO}}
\]

where the subscripts refer to the medium. Despite the fact that \( \varepsilon_{LC} / \varepsilon_{water} \approx 0.1 \) and \( \eta_{water} / \eta_{LC} \approx 0.1 \), it is the large ratio \( a / \lambda D \sim 10^4 \) that makes the LCEO velocities higher as compared to ICEO velocities around dielectric bodies, thanks to the separation of charges over the scales \( a \gg \lambda D \).
In LCEK, the electric field first induces separation of charges of density $\rho \sim E$ and then drives these charges with a force $\rho E \sim E^2$, thus the flow velocities grow with the field’s square. Unlike the conventional linear electrophoresis, in which the flows are collinear with the electric field, the quadratic dependence $u \sim E^2$ decouples the directions of $E$ and $u$. In particular, the velocity can be orthogonal to the field, Figure 13 [173,174]. In the LCEP experiment with a glass sphere, Figure 13, the nematic is of a small negative dielectric anisotropy, and a DC field $E = (E_x, 0, 0)$ is applied in the plane of a sandwich cell perpendicularly to the overall director $\hat{n}_0 = (0, 1, 0)$ set by planar alignment. The DC field causes two types of motion, with a velocity component $u_x(E_x)$ parallel to the field and a component $u_y(E_x)$ perpendicular to the field. The dependence $u_y(E_x)$ for small particles is practically linear, similar to the electrophoresis in isotropic electrolytes, in which the velocity is described by Smoluchowski’s formula $u_x = \mu_1 E_x$. Since the velocity is directed along the applied field, one concludes that $\mu_1 > 0$ and that the dielectric particle accumulates a positive surface charge; this charge is screened by the diffuse layer of negative charges. However, $u_x(E_x)$ becomes nonlinear for larger particles and higher fields, since the linear dependence is supplemented by a cubic term, $u_x = \mu_1 E_x + \mu_3 E_x^3$, where $\mu_3$ is a non-linear mobility [174,196], Figure 13(c). The cubic dependence, known as Stotz-Wien effect in isotropic electrolytes [197–199], is associated with the field-induced polarization of the electric double layers around the particle; in a nematic, it can also be assisted by director realignment that affects the electric double layers.

The dependence $u_y(E_x)$ in Figure 13(d), is of a different quadratic character, intrinsic to the LCEP and generally LCEK. The quadratic dependence shows that LCEP does not depend on the surface charge accumulated at the surface of the particle and the permanent electric double layers. One can combine LCEP and linear electrophoresis, for example, by simultaneously applying AC and DC fields to transport colloidal particles along predesigned trajectories in space [174]. In this setting, the DC field defines the $z$-coordinate of the particle along the normal to the sandwich-type cell, while the AC field controls the in-plane trajectory [174]. Patterning of the nematic director considered later in this section expands the possibilities of predesigned LCEK transport even further.

LCEK can be combined not only with linear electrophoresis but also with ICEK. Sahu et al. [200] placed metal–dielectric Janus spheres in a nematic liquid crystal with $\Delta \varepsilon < 0$ and $\Delta \sigma > 0$ and achieved an impressive level of command over trajectories by varying the amplitude and frequency (but not the direction) of the driving AC field $E = (0, E_y, 0)$. The plane $\Sigma$ separating the metal and dielectric hemispheres aligns parallel to the field applied between two transparent electrodes along the $y$-direction in Figure 14. The particle moves in the $xz$ plane perpendicular to the field, similarly to the case described by Gangwal et al. [156] for the isotropic electrolyte (this orientation yields the highest degree of polarization of the metal hemisphere). In contrast to the isotropic electrolyte, the nematic provides an additional symmetry element, a Saturn ring of a disclination loop that surrounds the Janus sphere, Figures 10(a), 14. The Saturn ring is always perpendicular to the overall director $\hat{n}_0 = (1, 0, 0)$, but the plane $\Sigma$ can form any angle with $\hat{n}_0$. When $\Sigma$ is perpendicular to $\hat{n}_0$, the sphere moves along $\hat{n}_0$, with the dielectric side leading the way, Figure 14(a).
Figure 13. LCEP velocity of positively charged glass spheres of diameter $2a = 5 \mu m$ and $2a = 17 \mu m$ in the nematic phase ($25^\circ C$) of MLC7026-000 as a function of the uniform DC electric field; in-plane geometry with $E = (E_x, 0, 0)$ and $\hat{n}_0 = (0, 1, 0)$; (a,c) $x$-component of the velocity, parallel to $E$ and perpendicular to $\hat{n}_0$, with a linear and cubic dependence on $E$; (b,d) $y$-component of the velocity, parallel to $\hat{n}_0$, showing a quadratic dependence on $E$. Redrawn from Lazo et al. [174].

Figure 14. Electro-osmotic flows (black curved arrows) and electrophoretic velocity (red block arrows) of a metal (yellow)-dielectric (blue) Janus sphere with perpendicular anchoring and quadrupolar Saturn ring director. Vertical green arrows show the force dipole shifted towards the metal hemisphere of higher polarizability. The force dipole is either of (a) a puller type or (b) pusher type. Redrawn from Sahu et al. [200].

When $\Sigma$ is parallel to $\hat{n}_0$, the sphere moves perpendicularly to $\hat{n}_0$, with the metal face forward. For other orientations, the motion is at some angle to $\hat{n}_0$. The controlling mechanism stems from the sensitivity of the electrostatic forces and electro-osmotic flows to both the asymmetry of the polarizability of the Janus sphere and the director structure [200]. Higher polarizability of the metal hemisphere shifts the electrostatic force dipole and electro-osmotic flows towards the metal end, Figure 14, similarly to the case of the isotropic electrolyte, Figure 9(d–f). The director gradients of interest are splay at the lateral surface, a prevailing deformation in Figure 14(a), and bend
concentrated just outside the Saturn ring. First-principle calculations [200] show that splay couples to the gradients of the electric field along the x-axis and bend couples to the vertical gradients along the y-axis. When $\Sigma$ is perpendicular to $\hat{\mathbf{n}}_0$, the symmetry of flows is broken by splay as shown in Figure 14(a): the electric field causes flows of the puller type, stronger on the metal side so that the Janus spheres move with the dielectric side forward. When $\Sigma$ is parallel to $\hat{\mathbf{n}}_0$, the electrostatic force dipole creates asymmetric pusher flows, Figure 14(b), so that the metal hemisphere leads the way. The field dependencies of velocities along the x- and z-axis are both quadratic but of different slopes. Both velocity components also show a frequency dependence [200], similar to that observed in ICEP [154,201] and LCEP of homogeneous spheres [173],

$$u_i(\omega) = u_{0i} \left( 1 + \frac{\omega^2 \tau_e^2}{(1 + \omega^2 \tau_e^2)(1 + \omega^2 \tau_c^2)} \right),$$

(9)

where $i = x, z$, $\omega = 2\pi f$ is the angular frequency of the electric field, $\tau_e$ and $\tau_c$ are the characteristic charging times of the electrodes and colloid, respectively. Usually, $\tau_e >> \tau_c$. The velocity increases as $\omega^2$ when $\omega$ is low, but for high $\omega$, the velocity decreases because the ions have no time to follow the rapidly oscillating field. The different amplitude and frequency dependencies of velocities along the x and z directions allow Sahu et al. [200] to control the direction of in-plane propagation of the Janus sphere in the nematic. It should be possible also to transport the particle along the orthogonal y-direction by linear electrophoresis, by adding a DC field [174].

### 3.4. Electro-osmosis in patterned nematics

The surface properties of colloidal particles play an important role in LCEK. In particular, a homogeneous sphere with perpendicular surface anchoring is mobile only when the director field is of a dipolar symmetry. Furthermore, a sphere with a tangential surface anchoring placed in a uniform electric field shows no LCEP mobility. This dependence on surface anchoring is detrimental to potential applications. One solution for tangentially anchored particles is to make them of asymmetric shapes, such as pear-like [202,203]. Another approach is to use nematics with predesigned director patterns [187]. The director gradients needed to separate the clouds of electric charges are created by patterning the bounding plates. The electric field then drives the space charges and powers steady LCEO flows [176,184,187,192,204]. A particle placed in such a chamber would be carried by the LCEO flows, even if it has no LCEP mobility on its own.

LCEO in a patterned nematic electrolyte can be understood by considering a periodic director in Figure 15 [187], with $\hat{\mathbf{n}}_0 = (n_x, n_y, 0) = [\cos(\varphi), \sin(\varphi), 0]$, where $L$ is the period. The pattern is created by surface photolignment based on plasmonic metamasks [205–207]. Assume that electric conductivity of the LC is positive, while the dielectric anisotropy is zero. Once the electric field $\mathbf{E} = (E_x, 0, 0)$ is applied, the ions move along the x-axis, but they also shift along the y-axis, because they prefer to move parallel to the director, $\Delta \sigma > 0$, Figure 15(a). The field separates the charges, forming alternate lanes of opposite polarity, Figure 15(b). The charge density $\rho(y) = \varepsilon_0 \varepsilon \frac{\partial E_y}{\partial y}$ is determined by the transverse field, $E_y = -\Delta \sigma \frac{\cos \beta \sin \beta}{\sin^2 \beta} E_x$, where $\beta(y)$ is the angle between the local director $\hat{\mathbf{n}}_0$ and the x-axis [187], similarly to the case of colloids. The space charge experiences a Coulomb bulk force of density $f = \rho E$, Figure 15(c), that drives electro-osmotic flows. Reversing polarity of $\mathbf{E}$ reverses polarity of $\rho$, but the product $f = \rho E \propto E^2$ does not change, Figure 15(d). As in the case of the LCEO around colloids, the flows could be driven by an AC field, Figure 15(e). Dielectric anisotropy supplements an additional source of space charge [187,191].

The director could be prespecified with disclinations of charge $m = \pm 1/2, \pm 1, \ldots$ :

$$\hat{\mathbf{n}}_0 = (n_x, n_y, 0) = [\cos(m\varphi + \varphi_0), \sin(m\varphi + \varphi_0), 0],$$

(10)

where $\varphi = \arctan(y/x)$ and $\varphi_0 = \text{const}$; $m$ is a number of times the director reorients by $2\pi$ when one circumnavigates around the defect core [38]. The sign of $m$ is positive when the director rotation is of the same polarity as the polarity of circumnavigation. For pairs of defects of charge $m_1$ and $m_2$, separated by a distance $d$, the argument $m\varphi$ in Equation (10) is replaced by $m_1 \arctan[y/(x + d/2)] + m_2 \arctan[y/(x - d/2)]$ [38]. This latter form uses a superposition principle, valid when the Frank moduli for splay and bend are equal.

An example is a pair $m = \pm 1/2$ in Figure 16(a–c). Powered by the AC electric field, the pair works as a pump, Figure 16(b). The velocity $u$ of the LCEO flow is estimated from the balance of the Coulomb force $\rho E$ and viscous resistance $\eta u/d^2$, where $d$ is the separation of disclinations [187]. The result is the same as Equation (8), but the colloid’s size $a$ is replaced by $d$. The expected linear dependency on $d$ is indeed confirmed by the experiment, Figure 16(c) [187].

The LCEO flows can be used in mixing fluids at the microscale since they form vortices, Figure 16; in linear electrophoresis, vortices are impossible since the flows are collinear with the applied field. Figure 16(d–f) illustrates an important property of LCEO in patterned director: the polarity of electrolyte circulation in vortices can be reversed by redirecting the driving electric field.
Figure 15. LCEO in a nematic electrolyte with a predesigned director. Ticks represent local director visualized by PolScope: (a) the electric field $E$ drives ‘+’ and ‘−’ electric charges along the $x$-axis but because of the anisotropic conductivity, the charges shift also along the $y$-axis, (b) creating separated lanes of space charges; (c) the electric field moves them along the $x$-axis; (d) reversal of the field changes polarity of charges but does not change the Coulomb force; (e) an AC field of frequency 5 Hz creates lanes of LCEO flows of alternating direction. Redrawn from Peng et al. [187].

Figure 16. LCEO in a patterned director field with topological defects. (a) A nematic cell with a predesigned pair of singular $m = -1/2$ and $m = +1/2$ disclinations of type A; (b) LCEO flows powered by an AC electric field; (c) maximum LCEO flow velocity vs. separation of disclinations. (d) Periodic pattern of $m = +1$ defects surrounded by $m = -1/2$ defects; (e, f) LCEO flows are of opposite polarity for two orthogonal directions of the electric field shown in the right upper corners. The filled symbols show the cores of defects. Redrawn from Peng et al. [187].

LCEO in patterned nematic electrolytes can be used not only for mixing but also in the inverse problem, namely, separation of colloids that have identical bulk properties but different surface functionalization, which might be the case of beads used in biomedical applications for antibody–antigen binding [184], Figure 17. Spheres with different surface functionalization, one that favors tangential alignment and one with perpendicular alignment, are driven by the elastic forces of the director pattern to the regions of bend and splay, respectively [208–210]. Once the electric field is applied, the LCEO flows in the bend regions move to the left and in the splay region to the right, thus separating colloids with different surface functionalization [184]. Although the scheme in Figure 17(a) shows a unipolar electric field in order to illustrate the space charges, it is clear that the separation will also occur in an AC field (for which the experiments shown in Figure 17(b) were performed) since the driving forces in LCEO do not change their direction with the field reversal, as explained above.

The surface patterns discussed so far are static in nature, designed to sustain steady flows. Barcelona group
Figure 17. LCEO flows in a patterned director field with a periodic splay and bend separate spherical polystyrene particles (diameter 5 µm) with different surface functionalization. The splay regions attract spheres with perpendicular anchoring and a hyperbolic hedgehog and move them to the right; the bend regions attract bipolar spheres with tangential anchoring and move them to the left. Redrawn from Peng et al. [184,208].

led by Sagués [202,203,211] developed a dynamic control of LCEP-active colloids, employing photosensitive surface coatings that experience trans-to-cis isomerization under a UV illumination and a reversed transition under visible illumination. In the trans state, the surface yields a perpendicular anchoring, the cis state shows tangential alignment. After a UV irradiation, a portion of the sample becomes tangentially aligned; an AC field applied along the normal to the cell enhances this alignment (the dielectric anisotropy is negative) and causes LCEP of the pear-like microparticles [202,203,211]. By illuminating the sample with visible light or reducing the electric field, one realigns the director homeotropically, and the in-plane dynamics stops. An interesting aspect of the experiment is that the in-plane director forms a chiral spiral pattern with a central defect-vortex of a topological charge +1 [202,203,211]. The electrophoretically active colloids move towards the core of the defect, following the spiral trajectories and often forming chains. When the particles are close to the core, they start orbiting the core. As more particles join the central part, they form a dense cluster that rotates as a whole. This polarity of circulation follows the chirality of the underlying spiral pattern. The dynamic behavior indicates the importance of interparticle interactions that should intensify as the concentration increases. Finally, since the illumination spot that triggers the dynamics could be moved around the nematic chamber, the entire swarms of particles could be directed from one location to another, realizing dynamic control over the colloidal swarms [202,203,211].

Theoretical modeling of LCEK and related phenomena has progressed dramatically over the last few years [175,187–191,212,213], but there are still some interesting problems awaiting their analysis. Among these is a seemingly never-completely-resolved problem of the director’s dynamic response to the applied electric forcing, despite all the successes of the LC display industry. In most of the works on LCEK, the director field is assumed to be frozen and unresponsive to the electric field. This simplification neglects the coupling of the electric field to the director through dielectric anisotropy, flexoelectric, and surface polarization. The effect of charge injection from the electrodes is also not accounted for. Although experiments can be designed to suppress some of these mechanisms, e.g. by formulating nematic mixtures with △ε = 0 [175,187], other mechanisms such as flexoelectricity or charge injection are harder to eliminate. Incorporating the director response through dielectric and flexoelectric mechanisms and accounting for ionic effects and charge injection [140,214] might be the next essential steps in expanding the description of LCEK. An interesting connection to the active matter was pointed by Conklin, Viñals, and Valls [213], who demonstrated that LCEO flows in patterned director fields with topological defects can mimic the flows of living liquid crystals [215].

Collective dynamic behavior of LCEP-driven particles is the next challenging topic to explore; the first works in this direction already show spectacular effects such as chaining and formation of rotating clusters [202,203,211]. Collective effects in a related system of Quincke rollers, representing colloidal dielectric spheres driven by an electric field and by interactions with the bounding plates, have already been explored in detail [216–219]. In particular, Quincke rollers show a unipolar circulation around spherical inclusions in an LC when their concentration increases above some threshold [216]. Designing systems with a very large number of Quincke rollers in a track-like chamber filled with isotropic solvents allowed Bartolo et al. [217–219] to
show that this effect is an experimental realization of Vicsek transition in a system of collectively moving and mutually aligning objects [220] and to extract important parameters characterizing polar active matter. Collective effects of polar circulation and dynamic clustering will be discussed for so-called living liquid crystals [215,221] in Section 6. The interest to further expand the LCEK research is supported by the recent experimental results such as omnidirectional propulsion of asymmetric Janus colloidal particles [200] and by potential applications, such as mixing at microscale [208], sorting and separation [184,210] of small particles.

4. Liquid crystal elastomer substrates

A liquid crystal elastomer (LCE) is an anisotropic rubber, as it is formed by cross-linked polymeric chains with rigid rod-like mesogenic segments in the main chain and attached as side branches; these mesogenic units are similar to the molecules forming low-molecular-weight LCs [222–225], Figure 18. Cross-linked polymeric chains are structurally anisotropic because of their coupling to the orientational order. The coupling enables the mechanical response of LCEs to external factors such as temperature and electromagnetic fields. The dynamic response of LCEs to the changing external cues shares similarities with the behavior of liquid crystals in the external electric field and with the dynamics of the so-called active nematics comprised of self-propelled orientationally ordered units. For example, as will be demonstrated later in this section, a temperature activation of an LCE coating with director deformations of splay and bend produces stress gradients in the material [226], Equation (11), that are described similarly to the flexoelectric polarization [135] discussed in Section 3, Equation (4), and to the active forces described by Simha and Ramaswamy [227] for an active nematic. This similarity is the reason why we consider LCEs along with other microscale dynamic systems with an orientational order.

A uniformly aligned LCE strip shows the simplest example of dynamic behavior when heated: it contracts along the director and expands in the perpendicular directions since the orientational order weakens and the cross-linked polymer network becomes more isotropic [222] and expands in the perpendicular directions by a factor $\lambda^{-1}$ where $v$ is the thermal Poisson ratio. For a circular director field, heating means that the perimeter contracts, $P \rightarrow P' = \lambda P$, but the radii extend, $r_0 \rightarrow r' = \lambda^{-v} r_0$, which could be reconciled only if the initially flat film morphs into a cone. The cone’s tip carries localized positive Gaussian curvature $K = 2\pi(1 - \sin \phi)$, where $\phi$ is the cone opening angle [238]. Away from the tip, the Gaussian curvature vanishes. However, defects of a topological charge different from $+1$ could produce Gaussian curvature everywhere around their core [239]. These theoretical considerations solve the ‘forward’ design problem, i.e. finding the 3D shape of an activated LCE film when the director field inscribed in its 2D precursor is known. The predicted connection between the topological defects in 2D films and their 3D buckling has been confirmed experimentally, as reviewed by White and Broer [223]. A harder task is to solve an inverse design problem, i.e. to find a flat director field that would induce a desired 3D shape upon activation.

A big step forward in generalizing the theoretical insights into the design of Gaussian curvature of LCE films has been made by Aharoni, Sharon, and Kupferman [240], who considered smoothly varying director fields. Surfaces of revolution, such as spherical, pseudospherical, and toroidal surfaces, can be produced by patterning the 2D precursor with a smooth director field that depends only on one spatial coordinate. Another interesting feature in Ref. [240] is a recipe to remove the degeneracy of 3D ‘bulging’. A given distorted director field could make the 3D shape to bulge either up or down upon heating. If the director is uniform across the film thickness, these two directions are equivalent. It is claimed that this degeneracy could be lifted if the director patterns at the top and the bottom surface are slightly twisted with respect to each other. Aharoni et al. [241] combined a numerical approach based on Ref. [240] with an advanced technique of elastomer preparation to demonstrate how the inverse design could produce an arbitrary desired shape, such as a face. The desired surface is first transformed into a 3D triangulated mesh that is numerically mapped into a 2D mesh with triangles that carry a certain director orientation. The director varies from one triangle to another, as needed for the faithful reconstruction of the 3D shape. At room temperature, the elastomer film is flat. Upon heating, the varying director field causes the triangular mesh to morph into a 3D structure that approximates the targeted surface [241].
In a parallel effort, there is progress in exploiting LCE coatings in which one surface is attached to the substrate, and the other is free [242,243]. A spatially varying director field of LCE coatings causes topography changes under the influence of various cues, such as temperature [226,232,244,245], light [229,230,246–249], electric field [250–254], humidity [255–259], etc. Coatings with cholesteric ‘fingerprint’ textures [242,250,260] or periodic stripe arrays [261] produce dynamic periodic elevations and grooves for applications such as dust removal. Babakhanova et al. [226,246,262] described an approach by which the change of the topography of the coating or its stretching/contraction can be deterministically pre-programmed by a surface alignment of the director field. The LCE substrate is first prepared between two plates with photoinduced patterns of molecular orientation of the alignment layer. The two patterns could be the same, to induce a quasi-2D structure [226,246], or different, to produce a 3D structure such as an array of disclinations [262]. After polymerization, one of the plates is removed. The free surface is initially flat. When activated, for example, by temperature [226,262] or light [246], the free surface changes its profile as prescribed by the director pattern. The profile is shaped by the material moving within and out-of-plane. The displacements are deterministically related to the molecular orientation field. For example, upon heating, when the scalar order parameter of the LCE decreases, a circular bend of molecular orientation causes elevations, while a radial splay causes depressions of the coating [226,262].

The relationship between the LCE coating topography and the in-plane director field is routed in the coupling of the orientational order to rubber elasticity, mediated by cross-linking of the polymer network. The coupling results in an anisotropic structure of the network characterized by the so-called step length tensor [222], \( I_{ij} = I \delta_{ij} + (I_{||} - I_{\perp})n_in_j \). The step length \( I \) characterizing the polymer segments connecting cross-linking points is different when measured along \( \hat{n} (I_{||}) \) and perpendicularly to \( \hat{n} (I_{\perp}) \). For \( I_{||} > I_{\perp} \), the spatial distribution of
the step lengths can be represented by a prolate ellipsoid elongated along \( \hat{n} \), Figure 19(a). If the temperature increases and the orientational order weakens, the distribution becomes more spherical, i.e. the ellipsoids shrink along \( \hat{n} \) and expands in two perpendicular directions, Figure 19(b). If the nematic order is melted, the ellipsoid becomes a sphere, \( l_{ij}^{0} = l_{ij}^{0} = \hat{l} \). Note however, that LCEs often demonstrate a parametric ordering with a small but nonvanishing scalar order parameter \( S \) at the temperatures at which their unpolymerized precursor would be an isotropic fluid [263,264].

The morphing of the step length ellipsoid caused by the temperature can be modeled by a force dipole, with two point forces of equal amplitude \( F \) directed from the poles of the ellipsoid towards its center upon heating, Figure 9(a), or away from the center upon cooling. Whenever the director field of the LCE changes in space, so do the local axes of the ellipsoids, Figure 19(c,d). The spatial gradients of the step-length tensor produce a vector quantity with the components \( f_{i} = \mu \partial_{j} n_{i} n_{j} \), which can also be written in the equivalent invariant form as [226,262]

\[
 f = -\mu (\hat{n} \text{ div } \hat{n} - \hat{n} \times \text{curl}\hat{n}) \\
 = -\alpha \Delta S (\hat{n} \text{ div } \hat{n} - \hat{n} \times \text{curl}\hat{n}),
\]  

(11)

where \( \mu \propto (l_{ij} - l_{ij})/\hat{l} \) is an activation parameter describing the local elastic response to the changing temperature [226]; it relates to the change in the scalar order parameter \( \Delta S, \mu = \alpha \Delta S \), where \( \alpha > 0 \) is the elastic parameter of the LCE [262]. When the temperature of an LCE with \( l_{ij} > l_{ij} \) increases and the long axes of the polymer ellipsoids shrink, then \( \Delta S < 0 \) and \( \mu < 0 \). In the case of cooling, \( \mu > 0 \) since \( \Delta S > 0 \). Note the similarity of the activation force in Equation (11) and the flexoelectric polarization in Equation (4) written for quadrupolar nematics with \( e_{1} = e_{3} \). As discussed in Section 6, similar equations describe an active force in active nematics.

With \( \mu \) defined as above, the vector \( \textbf{f} \) represents a spatially varying activation force density that controls the elastic response of an LCE with a non-uniform director \( \hat{n}(r) \neq \text{const} \) to the external factors such as heating. The force field \( \textbf{f} \) is illustrated in Figure 19(c,d) for pure bend and splay, respectively. For example, in the case of bend, the point forces \( \textbf{F} \) of the two neighboring shrinking ellipsoids that are tilted with respect to each other, add up to produce a net force density \( \textbf{f} \) pointed towards the curvature center of \( \hat{n}(r) \), Figure 19(c). When the director field is patterned with bend and splay, the activation force defined by Equation (11) moves the material and creates elevations, depressions, and in-plane shifts.

Figure 20 shows an example in which a heated LCE coating develops elevations at the circular \( m = +1 \) defects. In this director pattern, each +1 defect is surrounded by six −1/2 defects.

The surface profile around the \( m = -1/2 \) cores shows three elevations and three depressions, as expected since there are three bend and three splay regions around each core, Figure 20(b,e). Similarly, \( m = +1/2 \) defect cores show one elevation and one depression [226].

A unique feature of the \( m = +1/2 \) cores is their shift from the bend region towards the splay region, as the temperature increases, Figure 21(a,b). The shift of \( m = +1/2 \) defect core is fully reversible in the heating–cooling cycles. The activation force \( f \) in Equation (11) helps to understand why the cores of \( m = +1/2 \) move towards the splay region: the angular distribution of the force around the \( m = +1/2 \) defect core breaks the fore–aft symmetry with a nonzero net force directed towards the splay (tail) region, Figure 21(c,d). The dynamics of +1/2 defects in temperature-activated patterned LCEs is reminiscent of the dynamics of +1/2 defects in extensile and contractile active systems, discussed in experimental [265–277] and theoretical [278–288] works. In particular, activity-induced motion of +1/2 defects is described for monolayers of vibrating rods [265], living cell cultures [259,266,267], bacterial colonies [268,277,289], and microtubules powered by kinesin motors [269,270]. In all these systems, \( m = +1/2 \), unlike their symmetric \( m = -1/2 \) and ± 1 counterparts, propel either in the direction of bend or splay, depending on whether the active units are extensile or contractile. The heated LCE corresponds to a contractile case, \( \mu > 0 \) and \( \Delta S < 0 \), Equation (11). An extensile version with \( \mu < 0 \) could be manufactured by polymerizing the nematic LCE at elevated temperatures and then cooling it down.

The activation force \( \textbf{f} \) yields only a qualitative prediction of how the LCE coatings with a patterned director evolve when the ambient conditions change. Analytical description of LCE coatings’ profile should account for mass conservation, the dynamic coupling of the director field and rubber elasticity to the material transport, different boundary conditions at the two interfaces, anisotropic orientational elasticity of the material, surface anchoring, etc. A combined experimental and theoretical analysis has been performed recently for a nematic LCE coating in which the director is patterned with an array of singular disclinations that run in the bulk of the coating. One of the LCE surface is patterned with a one-dimensional periodic system of splay and bend in the shape of letters ‘C’, resembling Néel walls, of period \( L, \hat{n}_{0}(x, y, z = d) = (\cos \frac{2\pi x}{L}, \sin \frac{2\pi x}{L}, 0) \), while the second surface is uniform with \( \hat{n}_{0}(x, y, z = 0) = (1, 0, 0) \), Figure 22(a). The director frustrations imposed by different surface alignments are resolved by singular disclinations located in the splay.
regions \([290]\) \(x = \pm L/2, \pm 3L/2, \ldots\) Figure 22(b). As the coating is heated, the free surface develops linear microchannels-indentations above the disclination cores Figure 22(c). These ‘valleys’ are located in the regions where the in-plane director experiences splay, i.e. at \(x = \pm L/2, \pm 3L/2, \ldots\); accordingly, the bend regions at \(x = 0, \pm L, \pm 2L, \ldots\) show elevations.

The experiment by Babakhanova et al. [262] shows that the microchannels can be of either one valley or a double-valley shape. To describe the surface profile, one first adopts a Frank-Oseen model of disclinations in the patterned director field and then uses a linear elasticity theory to connect the complex spatially-varying director to the displacements of the LCE. The theory predicts in-plane material displacements \(u(x)\) which move the heated material away from the splay regions towards the bend regions, which explains the formation of the depressed microchannels, Figure 22(d). Notice that the qualitative pattern of the activation force \(f(x)\) shown for the same director field \(\hat{n}(x)\), is in a good qualitative agreement with the more rigorous calculations of the in-plane displacements \(u(x)\) that account for the three-dimensional structure of the LCE coating and that one surface is free, and the other is clamped to the rigid substrate, Figure 22(d). Moreover, the theory also predicts that the microchannels could change from the single-valley to double-valley geometry when the disclinations reside near the free surface, Figure 22(e). Microchannels similar to those in Figure 22 can be used to dynamically control spatial locations of colloidal particles dispersed at their surface [246].

Coatings with a spatially varying director can also be produced from the smectic A (SmA) precursor [291]. Unidirectional periodic positional order of smectics makes them prone to structural instabilities triggered when the flat layers could not accommodate the boundary conditions or stresses [38]. A smectic film placed between two different surfaces, one of which aligns \(\hat{n}\) parallel to itself and another perpendicular to itself develops either 2D [292–296] or 1D system of structural defects [297–300] that form because of the condition of layers’ equidistance. When the surface with the perpendicular alignment of \(\hat{n}\) is free, these 2D and 1D arrays of defects develop indentations, in the form of conical depressions [294,296,301] and rectilinear grooves [297–300], respectively. The typical depth of these indentations is on the order of 100 nm, while their width is on the order of few micrometers and depends on the thickness of the coating [296,301–303]. This phenomenon was used by Babakhanova et al. [291] to create polymerized
coatings with spontaneous periodic nanogrooves and demonstrate their ability to align human dermal fibroblasts. Besides the simplicity of preparation, SmA LCE’s advantage is that by controlling the surface alignment of the SmA molecules at the bottom substrate, the grooves and thus the cell alignment patterns can be constructed in various geometries [302].

5. Living tissues and their alignment by liquid crystal elastomers

Biological tissues with collective cell movement [3, 4, 304–308] represent a fascinating example of active matter that recently became the object of intense studies in physics. Cell movement is a fundamental process involved in embryo development [309], morphogenesis [310], tissue healing and regeneration [309,311,312], formation and expansion of tumors [312–322]. The research established fruitful analogies between tissues and soft materials such as foams, emulsions, colloids, and polymers [304]. Developments of the last decade [266,277,289,323–331] demonstrate that there is another essential soft matter physics concept that could help one to understand living tissues, namely, the orientational order, a hallmark of LCs [2,38]. When biological cells are packed together in tissues and organs, they often tend to orient parallel to each other, similarly to molecules forming LCs [266,323–330]. Optical microscopy reveals a nematic type of apolar ordering, in which major axes of cells align over a macroscopic area along a common direction $\hat{n}_t$. As in passive nematics out of equilibrium, the order is not perfect, exhibiting topological defects—disclinations [266,267,277,289,324,328,331,332]. These defects play a decisive role in various biologically relevant functions, as presented in a brief review by Fardin and Ladoux [333], which cites perhaps the first scientific exploration of the relationship between the tissues and disclinations by Lionel S. Penrose, who connected the fingerprint and palm skin patterns to the disclinations of strength $+1/2$ and $−1/2$ and argued that the number

Figure 20. LCE coating with a prepatterned director responds to heating by elevating regions of bend. (a) The flat director pattern with circular $+1$ defects surrounded by $−1/2$ disclinations; (b) Digital holographic microscopy image of the LCE free surface; (c) Surface profiles along line $OO'$ in (b) at 23, 60, and 100°C; (d) Heating-triggered activation forces in a circular director field move the material towards the center, causing an elevation; (e) 3D view of the free surface’s topography of LCE coating at 100°C with elevations at circular $+1$ defects; note tri-fold symmetry of small elevations and depressions around the cores of $−1/2$ disclination. Part (a) courtesy of C. Peng, parts (b,c,e) courtesy of G. Babakanova.
of defects was connected to the number of fingers [334]. Recent research shows even more striking examples of orientational order in various tissues and the important role of topological defects.

5.1. Orientational order and topological defects in microorganisms and tissues

Cells in tissues interact with the environment, such as the extracellular matrix (ECM) and neighboring cells. In living tissues of human dermal fibroblasts (HDFs), murine neural progenitor (MNP) cells, C2C12 mouse myoblasts, retinal pigment epithelial (RPE1) cells, Madin-Darby canine kidney (MDCK) cells, human bronchial epithelial cells (HBECs), NIH 3T3 mouse embryo fibroblasts, etc., these interactions result in an apolar orientational order of the nematic type [37,266,267,323,328,335–337]. The director varies in space and time, producing disclinations that move within the tissue and play an important role in processes such as apoptosis, i.e. extraction of dead cells [328] and hole formation in tissues [277]. A topological defect cannot be continuously transformed into a uniform state as such a process would require energies much higher than the elastic energy stored in the defect, thus

Figure 21. In-plane shifts of +1/2 defects upon heating. (a) PolScope image of a flat LCE coating at 23°C with periodic lattice of defects of strength ±1/2; red boxes A and blue boxes B enclose two types of pairs: in pair A, the director $\hat{n}(r)$ is perpendicular to the line connecting the two cores, in pair B, $\hat{n}(r)$ connects the cores. (b) Separation distance between +1/2 and −1/2 cores increases in pairs A and decreases in pairs B as the temperature increases. (c) Director configuration and active force $f(r)$ calculated using Equation (11) for pair A. (d) The same for pair B. Redrawn from Babakhanova et al. [226].
defects appear and disappear in $+/-$ pairs to preserve the total topological charge defined by the boundary conditions [38]. In a 2D circular domain with a fixed director at the boundary, the total charge is $+1$ [267,338–340], while on a spherical surface, it is $+2$ [38].

The two general conservation laws for surface and bulk defects in an enclosed 3D volume of a medium with a nematic or a polar type of ordering, with a certain surface alignment, write [38,183]:

$$\sum_{i=1}^{p} m_i = \chi, \quad (12)$$

valid for all surface orientations except the case when the director (or vector) is perpendicular to the enclosing surface, and

$$\sum_{j=1}^{p+q} N_j = \frac{\chi}{2}, \quad (13)$$

valid for any type of surface anchoring. Here $p$ is the number of surface defects with 2D charges $m_i$, $q$ is the number of 3D point defects (or closed disclination loops) with 3D charges $N_j$, and $\chi$ is the Euler characteristic of the enclosing surface, equal 2 for spheroids and 0 for tori. The relationship (12) is called the Euler-Poincaré theorem, while Equation (13) is a consequence of the Gauss-Bonnet theorem. For passive nematics, Equations (12) and (13) describe the behavior of bulk and surface defects in spherical droplets when the surface anchoring at the surface changes [183]. The number of defects in the passive volumes at equilibrium tends to the lowest possible value, e.g. in a tangentially anchored nematic drop, Figure 23(a), two surface defects, so-called boojums, with $m_1 = m_2 = +1$ and $N_1 + N_2 = +1$, would be present for any surface orientation of the director, except for the perpendicular one, while a single 'bulk' point defect, such as a radial hedgehog, $N = +1$ would be present in a perpendicularly anchored droplet [183]. The number and topological charges of defects are dictated by the requirement to reduce the elastic energy.

The relationships (12,13) apply to a 3D nematic droplet, Figure 23(a), and to a 2D nematic membrane...
Figure 23. Topological defects in (a) tangentially anchored nematic drop; (b) thin nematic shell. (c,d,e) Topological dynamics of Hydra morphogenesis: (c) cut-away piece of an adult Hydra with a uniform alignment of fibrils; (d) folding of the piece into a spheroid; (e) regenerated hydra with point defects of strength $+1$ at the mouth and foot; each tentacle shows a point defect $+1$ at the tip, balanced by the two $-1/2$ defects at the opposite sides of the base. Redrawn from Maroudas-Sacks et al. [331].

with an in-plane director wrapped into a spherical shell, Figure 23(b). One should be aware, however, that the energetics of topological defects in these two cases is different. In the 2D nematic shell, the $+1$ point defects split into four $+1/2$ defects, Figure 23(b), since the elastic energy of each point defect is proportional to $m^2$ [38]. Since the defects of the same sign repel each other elastically, these four form a tetrahedron configuration [341]. In a 3D nematic drop, however, $+1/2$ points at the surface could not be isolated defects; they represent the ends of the bulk disclinations, the elastic energy of which is proportional to the length. Thus the $+1$ point defects-boojums at the poles of a nematic droplet are energetically stable for tangential and tilted director anchoring [183], Figure 23(a). Very often, when the twist elastic constant is smaller than the Frank moduli of splay and bend, tangentially anchored nematic spheres show a twisted parity-breaking director field, despite the absence of any chiral molecules [183,342,343], Figure 23(a). Recent experiments on topological defects in shells are described in Ref. [344–348] for passive and in Ref. [270] for active nematics. In active nematics, although the topological constraints (8,9) are still valid, see, for example, the studies on spheres [270,349–351] and tori [352,353], the elastic-energy-imposed limitation on the numbers $p, q$ of defects is lifted, since these numbers depend on activity levels.

A spectacular illustration of Equations (12) and (13) from the living world has been presented recently by Maroudas-Sacks et al. [331], who studied the regenerative morphogenesis of Hydra. Hydra's body is formed by a double layer of epithelial cells, which produce arrays of nematic actin fibers. Hydra is known for its remarkable regeneration capabilities: A cut-away piece of an adult animal can morph itself into a new fully functional Hydra, Figure 23(c,e). The experiment explored how the nematic order of fibers and topological defects evolve when Hydra regenerates from a cut-away piece of tissue, in which the fibers are uniformly aligned and form no defects, Figure 23(c). Regeneration starts with the piece folding into a closed hollow spheroid, Figure 23(d). The closure is followed by the formation of
defects with charges \( m = +1/2, -1/2, +1 \), Figure 23(e). The early +1 defect becomes the site of head formation; it does not move much within the tissue. In contrast, the comet-like \( m = +1/2 \) defects are mobile [265]. They move with the bend region forward, which is characteristic of extensile active nematics. These \( m = +1/2 \) defects play only a transient role, merging into +1 defects and annihilating with \(-1/2\) defects. The merging of two +1/2’s into a +1 defect is highly unusual from the point of view of the theory of thin shells of passive nematics, since the elastic energy of defects scale as \( m^2 \). In living systems, active forces could overcome the elastic repulsion of defects in thin films, as also evidenced by experiments on two other 2D active nematics: films of motile bacteria *Pseudomonas aeruginosa* [289] and human fibroblast tissues [259]. Furthermore, the +1 defect could be stable against splitting into a pair of two +1/2 defects if the *Hydra* tissue is not very thin. In nematic slabs of a finite thickness, the elastic energy of a surface defect-boojum of an integer strength is smaller than the energy of two half-integer defects [183]. Note here that external circular shear could also merge two +1/2 defects into +1 one [276].

Two merging +1/2 singularities form a radial +1 defect that serves as a foot of the new *Hydra*. The two +1 defects establish the body axis of the system, with a clear polarity established by the order in which these defects form [331]. The topological dynamics of *Hydra* regeneration continues with the developments of tentacles, finger-line protrusions with a zero net charge, represented by a triplet of defects, one +1 at the tip and two \(-1/2\)s at the base, Figure 23(e). Thus a regenerated *Hydra* adopts the following version of the Euler-Poincaré relationship (12): \( +1\) (mouth) + \((+1/2 + 1/2)\) (foot) + \((−1/2 + 1/2)\) (transient defects) + \(n+1−1/2−1/2\) (tentacles) = +2, while in the properly developed *Hydra* \( +1\) (mouth) + \((+1)\) (foot) + \(n+1−1/2−1/2\) (tentacles) = +2; here \( k \) is the number of annihilating pairs, and \( n \) is the number of tentacles [331].

An important fact is that the elementary defects in *Hydra* and many other living tissues are of a strength \( m = ±1/2 \), which is direct proof that the orientational order in these tissues is apolar, \( \hat{n}_i = -\hat{n}_i \) [37,266,267,324,328,330,332,336]. A recent model [355] predicts apolar order and \( m = ±1/2 \) defects by considering cells as deformable droplets acted upon by neighbors. Another interesting prediction [355] for tissues is that although cells are made of an internally contractile material [356], their collective behavior can be explained by considering cells as extensile, i.e. each cell exerts a pair of antiparallel forces of equal amplitude towards the environment [4].

The motion of +1/2 defects with their bend region (the head) leading the way is observed not only in *Hydra* but also in MDCK [328], MNP [266], and HDF tissues [259]. Monolayers of mouse embryo fibroblasts and C2C12 tissues show an opposite polarity, with the splay (tail) leading the way, similar to the scenario in Figure 21(c,d), suggesting a contractile/puller behavior [267,357]. Interestingly, Duclos et al. noticed that in the same tissue, the contractile feature of defects coexists with the extensile character of shear flows [358]. In other words, the contractile vs. extensile behavior of tissues is by no means a settled issue.

Besides contractile vs. extensile behavior, intriguing is the relationship between the nematic and polar ordering in cells engaged in collective motion. The apolar order of tissues is surprising [355] since cell motility requires polarization [359–363], i.e. front-back asymmetry. A clear example is wound healing, in which a free edge of an epithelium advances by protruding ‘fingers’ with highly orientationally ordered cells [337,364,365]. Within the fingers, the cells follow the ‘leader’ along a vector pointing towards the empty area. Such a process requires both alignment and polarization of cells [366]. The development of shear flows in RPE1 and C2C12 tissues confined to a rectangular stripe of a width that exceeds some threshold is another spectacular demonstration of active flows emerging in an apolar system [357,358]. Polar flows do not necessarily require polarity of individual cells and might be triggered by gradients of orientational order even in the nematic systems.

Orientationally ordered arrays of biological cells, such as melanocytes, inspired Simha and Ramaswamy [227] to propose an active stress contribution to the hydrodynamic equations describing suspensions of active particles,

\[
\sigma^{\alpha} = -\alpha Q, \quad (14)
\]

where \( \alpha \) is the activity parameter, absent in passive systems [3,4,6,227,367]; \( \alpha > 0 \) corresponds to extensile (pusher) particles in which the two point forces are directed outward along the elongation axis, as in Figure 10(d), while \( \alpha < 0 \) corresponds to contractile (puller) particles in which the two forces are directed inward, as in Figures 10(a),19. The active stress produces a local active force,

\[
f = -\nabla \cdot (\alpha Q), \quad (15)
\]

which could be rewritten as a sum of two terms, one associated with the gradients of the tensorial order parameter and another with the gradients of activity (caused,
for example, by gradients of the concentration of active units [30,368]:

\[
f = f_Q + f_a = -\alpha \nabla \cdot Q - Q \cdot \nabla \alpha.
\]

(16)

If the activity and the scalar degree S of ordering do not vary in space, the active force could be recast in a form suitable for an easy geometrical interpretation, as the sum of the splay and bend terms, which enter the expression on equal footing if the system is momentum-conserving [227,369]:

\[
f = -\alpha (\hat{n} \text{ div} \hat{n} - \hat{n} \times \text{curl} \hat{n}).
\]

(17)

Although both terms are insensitive to the sign of \(\hat{n}\), they are clearly polar. The last expression is of the same form as the activation force [226] in Equation (11) and the flexoelectric polarization in Equation (4) for nematics formed by molecules with no dipole moments [136]. Figures 19–22 that depict the activation force and movements in LCE can be used to illustrate how the active force in Equation (17) causes flows in active nematics; one of course should remember that the system could be either contractile, as in Figures 19–22, or extensile, in which case the flows would be of opposite direction.

The active force in Equation (17) enhances fluctuative distortions and triggers thresholdless active flows in living LCs [215,221,370], as will be detailed in Section 6. Enhancement of orientational curvatures by activity leads to intrinsic instabilities such as director undulations, nucleation of topological defects [3,4,227,269,272], and giant density fluctuations [227,265,367,371–374]. These activity-triggered instabilities are countered by elasticity [270,278,336,375,376], friction, and anchoring. In equilibrium nematics, elasticity relaxes orientational perturbations and annihilates defects of opposite charges, establishing uniform states; surface effects can favor either uniform or non-uniform states, depending on the geometry.

Friction at the interface with an underlying substrate could damp the active stresses [364,377–379] and prevent defects nucleation in tissues, as demonstrated for NIH 3T3, RPE1, C2C12 tissues [267]. In tissues shaped as disks, \(\pm 1/2\) defects annihilate, and the stationary long-term state exhibits only two \(+1/2\) defects necessitated by the circular confinement. The separation between these defects is constant, 67% of the circle diameter. The distance corresponds to the minimum of the elastic energy of a passive nematic in similar confinement, which suggests that the activity is damped by cell–substrate friction. In contrast, HBEC tissues exhibit a high number of defects with a dynamic balance of nucleation and annihilation [336].

The substrate friction is predicted [380] to modify the active force by introducing two independent activity coefficients, \(\alpha_1 \neq \alpha_3\):

\[
f = -\alpha_1 \hat{n} \text{ div} \hat{n} + \alpha_3 \hat{n} \times \text{curl} \hat{n};
\]

(18)

note the similarity with Equation (4) written for the flexoelectric polarization of a passive nematic comprised of molecules with permanent electric dipoles. This form of the active force has not been verified experimentally, but a similar model that proposes to account for the anisotropic character of the substrate friction has been developed by Copenhagen et al [277], as discussed in section 5.3.

### 5.2. Micropatterning of tissues

Morphogenetic developments of tissues are mechanoelectric processes triggered by genetic changes in cells [381] and by interactions with the environment [329,337,382–384]. Boundary conditions are important since they could specify large-scale stress patterns over long distances in a way that is difficult to achieve by chemical signals [329]. Control of boundary conditions through micropatterning [307,329,337,385,386] thus has been for a long time the most effective approach to guide tissue growth. Micropatterning brought about tremendous progress in understanding how geometry impacts physiology. Micropatterning places cells in physiologically relevant situations that can be fine-tuned to affect cell behavior, an advantage over in-situ studies. It helps to understand the mechanisms of morphogenesis, such as left-right asymmetry in circular [387] and rectangular areas [357] and promises to advance regenerative medicine [329].

Micropatterning employs substrates with a well-defined cell-adhesive area. A single cell confined to an asymmetric area (such as a ‘teardrop’ [386,388]) acquires a similarly asymmetric shape and, once released, moves with the blunt edge leading the way [388]. There is a correlation between the migration velocity and the cell–substrate adhesive area: a smaller area reduces the speeds, suggesting that the cell–substrate interaction is an important factor [307]. Petitjean et al. [389] used micropatterning with stencils to mimic the wound healing by presenting a free surface to an initially confluent epithelium monolayer. The growing tissue develops ‘fingers’ and long-range velocity and alignment correlations.

### 5.3. Tissue alignment by liquid crystal elastomers

The alignment of cells in the works cited above is guided by the edges of adherent areas since the substrates themselves set no preferred direction. There
is a growing interest in developing substrates with an internal anisotropy caused by gradients of stiffness [382,384], gradients of activity [30,385,386,390], microgrooves [391–395], variable curvature [396–399], and the orientational order [400–405]. Of particular interests are LCEs since these materials are organic, orientationally ordered, and have already demonstrated the ability to align cells parallel to the LCE director \( \hat{n}_s(r) \) of living tissues. The patterning of LCE [207,215,226,246,370] and transfer of these patterns onto arrays of cells [259,291] enables at-depth exploration of the interplay between the orientational order and activity in tissues. This development allows one to prescribe where the specific defects would be located. It also allows one to explore how the defects influence tissue properties such as the number density of cells, fluctuations in the number density, shape and polarity of cells, their collective dynamics, etc. An approach to pattern HDF tissues by LCE substrates [259] is described below.

The LCE substrate is supported by a smooth glass plate. The glass is covered with a photosensitive azodye such as SD-1 in Figure 18, the alignment of which is patterned by light irradiation with spatially varying linear polarization [205]. The azodye layer serves as a template for the diacrylate monomers such as the ones in Figure 18, doped with a photoinitiator. After alignment through the contact with the azodye, the monomer is UV-irradiated to photopolymerize the LCE substrate with a predesigned \( \hat{n}_s(r) \). When the substrate is covered with aqueous cell culture, the LCE and the underlying azodye layer swell, developing a non-flat profile with elongated ellipsoidal grains of an average height \( \sim 50 \text{ nm} \) and the length up to \( \sim 30 \mu \text{m} \), Figure 24(a,b). The excessive amount of the photoinitiator facilitates the swelling [259]. The plausible reason is that the photopolymerization starts in multiple locations and makes the resulting network comprised of many loosely connected patches with voids accessible to water. The typical distance between the grains is in the range \( (1 - 10) \mu \text{m} \). These grains serve as a guiding rail for HDF cells; their dimensions are similar to the dimensions of grooves used in conventional lithography approaches for tissue alignment [391,393].

The HDF cells are deposited onto the LCE substrate from the aqueous cell culture. Once an HDF cell sets onto the substrate, it develops an elongated shape with the axis of elongation along the local \( \hat{n}_s(r) \), Figure 24(d,e) [259]. The order parameter \( S_{\text{HDF}} \) of HDF cells seeded on a uniaxially aligned substrate, \( \hat{n}_s = \text{const} \), grows from \( 0.80 \pm 0.05 \) to \( 0.96 \pm 0.01 \) within the time interval 24–168 h after seeding, when the number density of cells is in the range \( \sigma = (0.1 - 0.7) \sigma_c \), where \( \sigma_c \approx 3 \times 10^8 \text{m}^{-2} \) is the maximum density corresponding to confluent tissue, i.e. complete coverage of the substrate by a monolayer of cells. The high \( S_{\text{HDF}} \) at \( \sigma < \sigma_c \) demonstrates that the orientational order is caused mainly by individual interactions of each cell with the LCE substrate.

The LCE substrates align not only the bodies of HDF cells, but also their elongated nuclei, Figure 24(f). This feature is important since orientation and shape of the nuclei impact many cell functions, such as protein expression, motility, metabolism, phenotype, and differentiation [411]. The nuclei are elongated along the same direction as the cytoskeleton, Figure 24(f), and apparently, because of that show a high order parameter reaching \( S_{\text{nuclei}} = 0.88 \pm 0.05 \) after 240 hours since seeding.

The director patterns \( \hat{n}_s(r) \) with topological defects in Figure 24, are designed under an assumption that the elastic constants of splay and bend are equal. For an isolated defect, the angle between the director and the local in-plane axis must be a linear function of the polar azimuthal angle. The nearly linear dependency observed for the tissue director \( \hat{n}_s(r) \), around defects, Figure 24(g), suggests that either the tissue exhibits similar splay and bend moduli or that the in-plane anchoring is sufficiently strong to make \( \hat{n}_s(r) \) very close to \( \hat{n}_s(\boldsymbol{r}) \).

In confluent tissues, the number density \( \sigma \) of HDF cells per unit surface area is larger near the cores of \(+1/2\) defects as compared to the \(-1/2\) defects, Figure 24(h), which is analogous to the behavior of neural progenitor cells [266]. The \( \pm 1 \) defects exhibit similar disparities [259]. In 3T3 fibroblast tissues patterned by microscale topography of polydimethylsiloxane substrates, \( \sigma \) is about 40% higher near the cores of \(+1\) circular defects than away from them; near \(-1\) defects, \( \sigma \) is 40% lower than the far-field value [395]. Interestingly, \( \sigma \) varies very little in epithelial MDCK tissues of the same geometry [395].

Since in confluent monolayers the cells are in contact with each other, the strong variations of \( \sigma \) translate into noticeable differences of HDF cells' size and shape. As a rule, cells near the \(-\frac{1}{2}\) and \(-1\) cores are of a larger area, and of a higher aspect ratio, as compared to their counterparts near the \(+1/2\) and \(+1\) cores: the LCE patterns affect the phenotype of cells [259].

The HDF tissues at LCE substrates exhibit high spatial fluctuations of number density, Figure 24(i) [259], which is an attribute of out-of-equilibrium systems [4,265,367].
In an equilibrium system, a certain area containing $N$ objects would show fluctuations with a standard deviation $\Delta N$ proportional to $N^{1/2}$. In contrast, active matter shows $\Delta N$ that grows somewhat faster than $N^{1/2}$ [265,335,372,412]. In the tissues shown in Figure 24(f), the mean number of cells' nuclei $N$ and the standard deviation $\Delta N$ are related as $\Delta N \sim N^\beta$, with $\beta = 0.67 \pm 0.05$ around $+1/2$ defects and $\beta = 0.75 \pm 0.05$ for their $-1/2$ counterparts, Figure 24(i). These values are close to $\beta = 0.66 \pm 0.06$ measured for a misaligned array of mouse fibroblast cells [335] and are clearly higher than the equilibrium value $\beta = 1/2$.

The LCE substrate provides a strong enough orientational anchoring to pin the $m = \pm 1/2$ defects to their predesigned locations, Figure 24(j), thus overcoming the tendency of $+1/2$ defects to move around, as in Figure 21. However, the activity of $+1/2$ defects reveals itself in patterns with circular and radial $+1$ defects [259].

In an equilibrium 2D nematic, defects of an integer strength tend to split into pairs of semi-integer defects, since their elastic energy scales as $\propto m^2$ [38]. In the HDF tissue, both $-1$ and $+1$ defects split into two defects of a semi-integer charge separated by a distance $d \approx (200 - 500)\mu m$, Figure 25. Inside the region $r < d$, $\hat{n}_r$ deviates significantly from $\hat{n}_r(r)$. As the tissue grows towards confluency, the distance in the circular $+1$ configuration increases with time, Figure 25(b), while in the radial $+1$ case, $d$ decreases with time, Figure 25(e). These very different scenarios are reminiscent of the defect dynamics in active nematics with extensile units, in which the comet-like $+1/2$ defects move with the bend region leading the way [4,266,328,330]. Consider a pair of $+1/2$ disclinations that splits from a parent $+1$ disclination at the substrate patterned as a $+1$ radial defect, $\hat{n}_r = (n_r, n_\theta, n_z) = (1, 0, 0)$ in cylindrical coordinates. In the one-constant approximation, the elastic repulsive potential of the two $+1/2$ defects depends weakly on $d$: $F_E = \frac{1}{2}$

\[ F_E = \frac{1}{2} \]
Figure 25. Human dermal fibroblast (HDF) monolayer at an LCE substrate patterned with $-1$ and $+1$ defects, either of (a, b, c) circular geometry or (d, e, f) radial geometry, splitting into pairs of $+1/2$ disclinations. The separation distance $\Delta r$ (a,b) increases with time in the circular case and (d,e) decreases in the radial case, because of the active forces that are (c) centrifugal in the circular case and (f) centripetal in the radial case. Redrawn from Ref. [259].

$$\frac{-\pi Kh}{2} \ln \frac{d}{2r_c},$$ where $K$ is the average Frank elastic modulus, $h \approx 20 \mu m$ is the thickness of the cell layer, and $r_c$ is the size of the defect core [38]. The activity contributes an additional force $f$ that tends to drive $+1/2$ defects either towards each other ($f < 0$) in the radial geometry or away from each other ($f > 0$) in the circular geometry [283,375], Equation (17) and Figure 25(c,f). Since the defect splitting causes the tissue director $\hat{n}_t$ to differ significantly from $\hat{n}_s$ within an area of diameter $d$, the splitting also invokes a surface energy penalty $F_S = \beta W d^2$, where $\beta \approx 0.2$ is the numerical coefficient for the chosen geometries of radial and circular defects, $W$ is the azimuthal surface anchoring coefficient [259]. The stationary value of the separation distance is then defined from the balance $f + f_{\text{elastic}} + f_{\text{surface}} = 0$ of the elastic force $f_{\text{elastic}} = -\partial F_E/\partial d = \pi Kh/(2d)$, surface anchoring force $f_{\text{surface}} = -\partial F_S/\partial d = -2\beta W d$ and active force $f$, which yields

$$d_i = \frac{f + \sqrt{f^2 + 4\pi \beta h K W}}{4\beta W}. \quad (19)$$

According to Equation (19), surface anchoring sets a stationary finite separation of defects that is smaller in the radial geometry, $f < 0$, and larger in the circular geometry, $f > 0$; the difference is caused by the opposite polarity of $f$, Figure 25. The measured separations of defect pairs lead to the estimates $|f|/W \approx 140 \mu m$ and $K/W \approx 180 \mu m$, which implies $|f| \sim K$. Considering a cell as an elastic flexible rod of Young’s modulus $\sim 10^4 N/m^2$ [413,414], the bending modulus is estimated as $K \sim 5 nN$ [259], which leads to $W \approx 3 \times 10^{-5} J/m^2$, a value close to surface anchoring in many LC systems [38]. Interestingly, the estimate of the Frank constant $K \sim 5 nN$ [259] of the HDF tissue of thickness $h \approx 20 \mu m$ produces
a bending modulus $Kh \sim 0.1\mu N\mu m$, which compares well with the value $Kh \sim 0.2\mu N\mu m$ measured directly by Fouchard et al. [415] for a curling MDCK monolayer and $Kh \sim 0.5\mu N\mu m$ obtained by the analysis of MDCK monolayer buckling in a spherical confinement by Trushko et al. [414].

The scenario of two $+1/2$ defects approaching each other, Figure 25(e,f), has been recently observed in monolayers of Pseudomonas aeruginosa bacteria migrating across surfaces using hook-like pili [289]. Fast-moving hyper-piliated mutants form $+1/2$ defects that collide with each other forming $+1$ defects. Since the director makes a full turn by $2\pi$ around the core of a $+1$ defect, it can realign towards the normal to the surface. Such reorientation would be difficult around $1/2$ defects since it would produce $\pi$-domain walls in the director orientation. Reorientation of the director along the axis of $+1$ defects, called the escape into the third dimension, is a well-known elastic energy-reducing effect in passive nematics, demonstrated by Cladis, Kleman, and Meyer [416,417]. In the active nematic of Pseudomonas aeruginosa, the realigned bacteria become trapped [289]. Their slower-moving wild-type counterparts, in contrast, do not create a sufficiently strong active force to bring two $+1/2$ defects into one $+1$. The colony of slow-moving bacteria thus avoids the topological trapping along the third dimension and propagates into new territory faster than the bacteria with a higher individual speed [289].

Besides their role in controlling effects such as propagation of colonies and tissues, $+1/2$ defects might be involved in forming multilayered structures [277]. Copenhagen et al. [277] described Myxococcus xanthus bacterial colonies that show a nematic orientational ordering with $+1/2$ and $−1/2$ defects. The $−1/2$ defects were strongly correlated with the probability of tearing a hole in a monolayer of cells, while the $+1/2$ defects were often associated with the appearance and growth of the second layer of cells on top of the original monolayer. To explain the effects, Copenhagen et al. [277] used the idea that the collective velocities $\mathbf{v}(t)$ of bacteria are triggered by active forces $\mathbf{f}$ caused by the gradients of the orientational order, Equation (15). The active forces are balanced by a viscous friction forces $\eta_{ij}v_j$ rooted in the bacteria-substrate interactions,

$$\eta_{ij}v_j = f_i,$$  \hspace{1cm} (20)

which are assumed to be anisotropic [266,277], since the bacteria are of a rod-like shape and should experience a smaller drag when they move parallel to their elongation axes:

$$\eta_{ij} = \eta_0(\delta_{ij} - \varepsilon Q_{ij}),$$  \hspace{1cm} (21)

where $\eta_0$ is the isotropic friction and $\varepsilon > 0$ is the measure of the friction anisotropy. The model predicts the motion of the $+1/2$ defects with the bend region leading the way, as expected for extensile units. A new important feature brought about by the anisotropy of friction is that the cells in the bend region experience a stronger friction than the cells in the splay region, since they need to move perpendicularly to themselves. This difference means that the cells inflow is stronger than the cells outflow near the cores of the $+1/2$ defects, Figure 26(a). The accumulated cells then are forced to escape along the normal to the monolayer, forming a new layer on top of it. In the $−1/2$ defects, the outflows are stronger than the inflows, which explains the frequent formation of holes at these locations, Figure 26(b).

### 6. Microswimmers in nematics

The motility of microorganisms such as bacteria and spermatozoa is a triumph of evolution. Their locomotion relies on peculiar strategies to overcome viscous drag at low Reynolds number [11,12,418,419] when the inertia forces are negligible and inspires the development of biological and artificial microbots for technologies of the future such as microscale fabrication, manipulation, delivery, and controllable quorum sensing. Ideally, these microbots should be able to propel along a prespecified trajectory and perform useful work, for example, by transporting cargo.

Prior research primarily focused on isotropic environments, such as water and water-based solutions, a habitat of most living microorganisms [420–423]. In isotropic fluids, the swimming of micro-organisms is typically chaotic, making it difficult to extract useful work and design trajectories. A sense of direction could be set by gradients of nutrients. Unfortunately, gradients are transient and therefore not reliable for directing long-term transport and sustained work. Other channels of communication, such as visual or audio cues, are currently not practical when dealing with microorganisms, with rare exceptions such as photon-powered strains of motile Escherichia Coli bacteria [424]. Similar problems with commanding dynamics arise for artificial microparticles, such as Janus spheres and rods: their propulsion in an isotropic fluid, being ballistic at short time scales, becomes chaotic Brownian-like once the orientational diffusion erases the memory of direction [5,422,425]. At time scales shorter than the time of realignment by orientational fluctuations, the motion is directional, but at longer time scales, it becomes diffusive with zero net displacements [426]. Such an enhanced Brownian motion is reported for active disk-like droplets of microtubules [269] and E. coli-containing water droplets in an isotropic
Figure 26. Active extensile units around the cores of (a) $+1/2$ and (b) $-1/2$ defects with the activity-driven velocity field $v$. The velocities are stronger along the director and weaker along the directions perpendicular to the director because of the anisotropic friction with the substrate. Modified from Copenhagen et al. [277].

6.1. Individual bacterial swimmers in liquid crystals

Embedding living organisms into LCs of thermotropic type is problematic since these are oil-like and hydrophobic. Not suitable are also lyotropic LCs based on surfactants since surfactants could rupture membranes of living cells. Fortunately, there is a class of materials, the so-called lyotropic chromonic liquid crystals (LCLCs) [429,430], which are not toxic to living organisms [431]. LCLCs form in aqueous dispersions of disk-like organic molecules with a flat polyaromatic core and polar periphery. Once in the water, the molecules stack on top of each other, forming elongated cylinders, thus shielding their hydrophobic cores from water and leaving the polar group at the cylinder-water interface [429,430], Figure 27(a). The term ‘chromonic’, introduced by Lydon [429,432,433] bears connotations to chromosomes (named so since they can be stained by dye molecules that intercalate DNA; many dyes form LCLCs) and disodium cromoglycate, DSCG, one of the most studied LCLCs. DSCG forms a nematic phase at room temperatures and concentrations in the range 0.3–0.45 mol/kg [430], or 12.5–18 wt%. Upon heating, DSCG dispersion experiences a phase transition from the nematic to an isotropic state, first forming a broad biphasic region (of width 4–9°C, depending on concentration) of the coexisting isotropic and nematic phases [434], then a homogeneous isotropic phase. Water solutions of orientationally ordered DNAs can also be used as a nontoxic LC environment for bacteria [435].

When placed in the nematic phase of DSCG, elongated flagellated bacteria, such as Escherichia coli (E. coli) [436], Proteus mirabilis (P. mirabilis) [437–439], and Bacillus subtilis (B. subtilis) [272,440] all preserve their ability to swim, although to a different degree [439,440]; see a recent review by Zhao et al. [441]. All three types of bacteria are of similar geometry. For example, B. subtilis studied by Zhou et al. [272,440] has a rod-like head of length $L = 4 – 7 \mu$m and diameter 0.7–1 $\mu$m, to which six or more flagella are attached, each of a length 6–20
μm and a cross-sectional diameter 20 nm. A flagellum is of a stiff left-handed helicoidal shape. Hydrodynamic attractions among flagella produce a single polar rotating bundle posterior to the swimming organism [442]. The rotating helicoidal bundle produces a thrust force [12]. The thrust force \( f_{th} \) measured for various bacterial species with peritrichous flagella varies broadly, depending on the species and the workload of the rotary motor. Under a light load, such as free swimming in water, for \( E. coli \), \( f_{th} \approx 0.5pN \) [443–445], while under a heavy load, i.e. when the bacterium is stalled by obstacles, one expects \( f_{th} \approx 5pN \) [446–448]. The thrust is balanced by a viscous drag force, so that a swimming cell represents an extensible ‘force dipole’ of a length \( l_D < L \), estimated for \( E. coli \) to be about 2 μm [443].

A bacterium such as \( B. subtilis \) and \( E. coli \) swimming in an isotropic or a nematic environment generates a hydrodynamic force dipole pattern [272,440,449]: the surrounding fluid is pushed away from the bacterium along the axial direction and pulled towards the bacterium along the two perpendicular directions, Figure 27(b). When a bacterium swims in a birefringent LCLC, the rotating bundle of flagella perturbs the director, Figure 27(c). Since the director is also the optic axis, the perturbations of the LCLC become visible under a polarizing optical microscope as a periodic wave with a pitch 2 μm. \( B. mirabilis \) in the studies by Mushenheim et al. [437–439] are somewhat shorter than \( B. subtilis \), with the head about 3 μm long. Typical velocities in the nematic phase of DSCG range from \( \sim 3 \mu m/s \) for \( E. coli \) [436], to 8 μm/s for \( B. mirabilis \) [439] and 8–15 μm/s for \( B. subtilis \) [272,440].

The director \( \hat{n}_0 \) of an LCLC environment, either uniform [272,435,436,438,439], or spatially distorted [215,221,268,272,370,438,450], serves as an easy swimming pathway for bacteria when their concentration is below some critical value, Figure 27(d). The main reason is the surface anchoring of the bacteria by a surrounding LCLC that aligns the rod-like swimmers parallel to \( \hat{n}_0 \), although anisotropy of viscous drag should not be disregarded: motion parallel to \( \hat{n}_0 \) usually meets a weaker viscous resistance than motion perpendicularly to \( \hat{n}_0 \) [38]. When the bacteria stop swimming (e.g. when the supply of oxygen is reduced), their rod-like bodies are parallel to the local director \( \hat{n}_0 \), which suggests a tangential or unidirectional planar anchoring direction, the so-called easy direction [272,435,439]. A perpendicular (homeotropic) alignment would align the rod perpendicularly to \( \hat{n}_0 \). Alignment along \( \hat{n}_0 \) is usually explained by the models developed by Brochard and de Gennes [451] and by Smith and Denniston [452], of a thin rod tilting in an otherwise uniform nematic. The crucial assumption is that the rod imposes an infinitely strong unidirectional surface anchoring of \( \hat{n}_0 \) parallel to the rod’s axis. In this case, a rod of a length \( l \) and a radius \( r \), realigned by an angle \( \psi \) away from \( \hat{n}_0 \), experiences a restoring elastic torque \( \tau_\psi = \psi CKl \), where \( C = 4\pi / \ln(2l/r) \) [452]. For the typical \( K = 10pN \), \( l = 8 \mu m \), \( r = 0.4 \mu m \), one
finds $\tau_d/\varphi \approx 3 \times 10^{-16} N \cdot m$. On the other hand, the bacterium is capable of producing a realigning torque $\tau_{\text{bact}} \approx f_{\text{hL}} D \varphi$. The product $f_{\text{hL}} D$ is in the range $\tau_{\text{bact}}/\varphi \sim (1-10) \times 10^{-18} N \cdot m$. Therefore, $\tau_d/\tau_{\text{bact}} \approx 30-300$, i.e. the elastic torque, calculated by assuming an infinitely strong anchoring at the bacterium’s body, appears to be prohibitively high to allow the bacterium to realign.

However, experiments by Zhou et al. [453] on swimming B. subtilis in a homeotropically aligned LCLC with $\hat{n}_0$ perpendicular to the bounding plates show that the bacteria can realign the director by $90^\circ$ and swim in the plane of the cell, thus exploring regions richer in oxygen and nutrients. The experiments were performed in cells of a thickness larger than the length of the bacteria. In similar experiments with anomalously long B. mirabilis, $L = (10-60) \mu$m, placed in the homeotropic cells of thickness $10 \mu$m, the bacteria also swim in the direction perpendicular to $\hat{n}_0$, with the velocity about 1.5 times smaller than the velocity parallel to $\hat{n}_0$ in the planar cells [438], a manifestation of anisotropic viscous drag in LCLCs.

Swimming perpendicularly to the imposed director field suggests that the assumption of an infinite surface anchoring at the bacterium-LCLC interface leads to an overestimated stabilizing torque. To find a more realistic estimate, assume that the easy axis is parallel to the axis of a rod, but the surface energy penalty for a tilt by $\varphi$ from this orientation is finite, $\frac{1}{2} W \varphi^2$ per unit area, where $W$ is the polar anchoring strength coefficient, usually on the order of $W \sim 10^{-6} \text{Jm}^{-2}$ for LCLCs [454,455]. The stabilizing anchoring torque is then only $\tau_W/\varphi = 2\pi rLW \sim 2 \times 10^{-17} N \cdot m$, comparable to the bacterial torque, $\tau_W/\tau_{\text{bact}} \approx 2-20$. As demonstrated by Tasinkevych et al. [456], the stabilizing torque becomes even smaller if the alignment at the surface is tangential, i.e. degenerate in the local plane of the interface. Even if the surface in contact with an LCLC is unidirectionally treated (say, rubbed), the azimuthal anchoring energy is very weak, only about $W \sim 0.3 \times 10^{-6} \text{Jm}^{-2}$ [457]. Therefore, the dynamics of bacteria in LCLCs allows much richer dynamic scenarios than a simple following of the director, which includes the director’s realignment by the bacteria, an effect especially pronounced in the collective behavior at high activities considered in the next section.

Swimming of the rod-like bacteria parallel to $\hat{n}_0$ is intuitively clear because of the rod-like shape of the microorganisms. A theoretical model by Lintuvuori et al. [186] suggests that in the case of spherical swimmers, the hydrodynamic coupling between the flow field and the director realigns the swimmer so that the preferred swimming direction of a pusher is parallel to $\hat{n}_0$, while the pullers move perpendicularly to $\hat{n}_0$. Chi et al. [458] extended this model to swimmers of an elongated shape: When the parallel surface anchoring at the body of an elongated puller is sufficiently strong, it will swim parallel to $\hat{n}_0$ [458]. Daddi-Moussa-Ider and Menzel [459] identified regimes when the hydrodynamic interactions between pushers/pullers and the surrounding nematic could produce oblique orientation, also recovering the predominant mode of swimming of pushers parallel to $\hat{n}_0$, and pullers perpendicularly to $\hat{n}_0$, when the viscous resistance along $\hat{n}_0$ is lower than in the perpendicular directions. Interestingly, if the viscous resistance for a direction parallel to $\hat{n}_0$ is higher than for other direction, the modes are reversed, and the pushers would swim perpendicularly to $\hat{n}_0$ [459]. It is suggested that such a change of scenery could be observed in nematics formed by discotic units, as opposed to calamitic nematics formed by rod-like units [459]. Note here that the theoretical models of microswimmers treat the nematic fluid mostly as a thermotropic material such as 5CB. Rheological properties of the bacteria-compatible lyotropic nematics such as DSCG explored recently [460–464] are somewhat different.

Nematic anchoring and elasticity modify the behavior of motile bacteria not only in the sense of helping them to select the direction of motion but also by promoting aggregation. B. mirabilis often dynamically assemble end-to-end into moving chains, either in the bulk [439] or at the nematic-isotropic interface [437]. The separation between two bacteria is rather small, about 0.3 $\mu$m. Immobilized versions of B. mirabilis aggregate irreversibly, but the motile chains can dissociate back into monomers [439]. The B. mirabilis chains in the nematic bulk are slightly tilted with respect to the far-field director [439], as expected for the equilibrium chain of elastically interacting elongated (ellipsoidal) particles with tangential surface anchoring [465].

B. subtilis in similar planar cells of DSCG interact differently from P. mirabilis. Instead of the end-to-end aggregation, they exhibit transient parallel alignment side-by-side with synchronization of their velocities [440]. The side-by-side attraction of swimming pushers is known for isotropic media [466]. In the nematic, the alignment and synchronization are likely enhanced by the dynamic elastic director pattern. The bacterium in motion creates director distortions that might be so strong that the nematic experiences a local transition into an isotropic state when the temperature of the sample is close to the clearing point [272]. In the general classification of colloid-induced distortions in nematics, proposed by Pergamenschik and Uzunova [467,468], the type closest to the geometry of a swimming bacterium
is the so-called chiral \(z\)-dipole. The \(z\)-component is associated with the bend and the chiral part with both twist and bend. Two parallel bodies of a characteristic width \(\omega\), with the shape of chiral \(z\)-dipoles, placed side-by-side in a nematic LCLC at a distance interact through the elastic potential \(U = \frac{12\pi K\lambda^2\omega^2(\hat{C}^2 - \hat{\gamma}^2)}{d^2}\), where \(\lambda\omega C\) is the chiral strength and \(\lambda\omega\gamma\) is the strength of the \(z\)-dipole; \(\hat{C}\) and \(\hat{\gamma}\) are shape-dependent numbers, of the order of 0.1–10, and \(\lambda\) is the chiral pitch. For \(\lambda = 2\ \mu\text{m}, \omega = 1\ \mu\text{m}, d = 2\mu\text{m}\), the estimate is \(U = 2 \times 10^{-17}(\hat{C}^2 - \hat{\gamma}^2)\), potentially many orders of magnitude higher than the thermal energy \(4 \times 10^{-21}\)J and comparable to or larger than the torque of the flagellar motor \((\sim 10^{-17} - 10^{-18})\). The interaction can be either attractive or repulsive, depending on the sign of \((\hat{C}^2 - \hat{\gamma}^2)\), thus bacteria of even a somewhat similar shape might show very different LC-mediated interactions [204].

The velocity of the bacteria in the nematic DSCG is not much smaller than the velocity in water, by a factor of about 1.5, 14 \(\mu\text{m/s}\) vs. 21 \(\mu\text{m/s}\) [440]. This relatively small difference comes as a surprise since the twist and splay viscosities of the nematic DSCG are about three orders of magnitude higher than the viscosity of water [272]. The standard model of bacterial swimming in an isotropic Newtonian fluid is based on the difference in the effective drag coefficients \(\xi_\parallel\) and \(\xi_\perp\) for the parallel and perpendicular displacements of the flagellar bundle [11]. In the nematic environment, the difference in drag coefficients for the parallel and perpendicular displacements is enhanced by anisotropy of the medium. For a diffusive motion of spheres, the ratio \(\xi_\parallel^\text{LC}/\xi_\perp^\text{LC}\) can change in a broad range, from 1.1 to 2.5 [31,469]. Therefore, the anisotropy of the nematic might help the bacteria to swim [440]. Elasticity of the nematic is another potential enhancing factor. In isotropic fluids, bacterial velocity is often detrimentally affected by wobbling: the axis of the cell’s body is tilted by some angle away from the flagellar axis and the direction of propagation [470]. As already discussed, the nematic environment imposes a torque that tends to align the rod-like head parallel to the overall director, thus decreasing the wobbling angle and keeping the speed high. The problem awaits its further exploration.

Dynamic distortions of the director can be used to measure the frequency of the flagella bundle rotation in an LCLC, which turns out to be in a range 6–20 Hz [272]. The head rotates about 7 times slower and in the opposite direction. The translational velocity \(v\) of the bacteria shows a linear dependence on the frequency of flagella’s rotation [440], and is about two times smaller than the phase velocity \(v_f\) of the flagella wave. In contrast, in the isotropic fluid, \(v/v_f \approx 0.1\). The difference suggests that the fluid flow created by a bacterium in the LC does not spread much around the bacterial body, being instead localized close to the bacterial trajectory. The reconstructed flow patterns around \(B.\ subtilis\) support this conclusion [440]. Cargo transportation also confirms the concentrated character of flow. When there is a small colloidal particle in front of \(B.\ subtilis\), the bacterium pushes this particle forward over a long distance, sometimes by hundreds of micrometers [440]. The particles start to move when the distance to the bacterium is as large as 50–80 \(\mu\text{m}\). If the particle is off the bacterial trajectory by only a few micrometers, the bacterium swims over without picking it up. \(B.\ mirabilis\) also shows an ability to transport cargo along the unidirectional path or even along a complex patterned director [471]. This ability can be enhanced when the director field is patterned to condense the bacteria into polar ‘jets’, to be discussed later [370]. Analytical description of the flows around a bacterium swimming in a nematic is available for the case when the bacterium is considered as a force dipole (a so-called stresslet flow), the surrounding director is uniform (no anchoring at the bacterium body), and the leading contribution to the viscous resistance is by the isotropic term with the Leslie coefficient \(\alpha_4\) [472]. The flow velocity decays with the distance to the swimmer as \(\sim \frac{1}{r^2}\), while the tilt of the dipole with respect to the director modifies the polar and azimuthal angles dependence of the flows [472].

The discussion above refers to a situation when the bacteria could swim in a bidirectional manner: since \(\hat{n}_0 \equiv -\hat{n}_0\), there is no net flow on average in a uniformly aligned sample, Figure 27(b). To rectify the motion, in a clever experiment by Mushenheim et al. [438], two opposite plates of the LCLC cell were treated for antagonistic surface alignment, perpendicular at one plate and planar at the other plate. This director field, resembling a rounded capital letter L, implies a polar character of the director projection \(\hat{n}_{xy} \neq -\hat{n}_{xy}\) onto the plane of the cell. As a result, bacteria preferentially swim from the top to the bottom along the ‘L’-shaped director lines, thus setting a unipolar mode of swimming in the plane of the cell.

The theoretical treatment of bacterial swimming in an LC is difficult since the presence of active units needs to be accounted for in the elastic, anchoring, and hydrodynamic responses. The mentioned models of swimmers in an LC [186,453,458,459] show that the balance of hydrodynamic and anchoring torques can produce different directions of swimming. Krieger, Spagnolie, and Powers [473] considered the so-called Taylor’s swimming sheet, a 1D swimmer with a small-amplitude wave of either transverse or longitudinal type, placed in a 2D hexatic LC. A hexatic LC captures the essential properties of a nematic, such as Frank elasticity, rotational viscosity, and surface...
anchoring. The results show that the swimming efficiency and speed depend on the Ericksen number $Er = \eta v R / K$ and the de Gennes-Kleman anchoring extrapolation length $K / W$. For example, for transverse waves with weak anchoring, the swimming velocity decreases as $Er$ becomes higher.

Once the concentration of microswimmers increases above some threshold so that they start to interact with each other hydrodynamically, the interaction with the surrounding LC medium leads to new dynamic phenomena, such as a transition from apolar swimming along $\hat{n}_0 \equiv \hat{n}_0$ to polar collective swimming.

### 6.2. Activity-triggered transition from a uniform passive nematic to undulations and topological turbulence

In dense isotropic aqueous dispersions of bacteria, with a concentration $10^{15} - 10^{16} \text{ m}^{-3}$ (with typical distances between the bacteria on the order of 10 $\mu$m or less), one observes spectacular collective effects of bacterial 'turbulence', with vortices and jets [474–479]. Theoretical modeling of these dense dispersions [479–481] suggests that the overlapping hydrodynamic force dipoles destabilize mutual alignment with neighboring bacteria, making parallel swimming unstable. The low-Reynolds number turbulence [474–478] (also called 'topological turbulence') when nucleation of topological defects is involved [482]), is a general property of active matter, triggered by active stresses generated by energy-consuming self-propelling units [227,376,479,483–487].

In a particular case of active nematics, such as dense dispersions of extensile microtubule bundles [269,488,489], epithelial tissues [336], and living LCs [272], the active stresses destabilize the underlying orientational order, competing with the elastic stresses, confinement limitations [490] such as no-slip condition [491], viscosity of an adjacent medium [492], surface anchoring [493], or external fields [488]. Below we consider a transition of a living LC from a zero-activity uniform nematic to high-activity topological turbulence, which starts with the development of undulations, Figures 27(d) and continues with nucleation of $\pm 1/2$ defects, Figure 28 [272]. Living LCs offer a unique possibility to control independently the activity and orientational order, which is important since the balance of the two has been at the heart of the active matter science, starting with the Vicsek model [220,308,494] and Toner-Tu theory [495].

*B. subtilis* is an aerobic bacterium, the motility of which is controlled by the amount of dissolved oxygen [496]. Bacteria stop swimming when there is not enough oxygen. The immobilized bacteria align with their elongated bodies parallel to $\hat{n}_0$, Figure 28(a). The mixture of LCLC with dormant bacteria behaves as a regular equilibrium LC, with the uniform director $\hat{n}_0(\mathbf{r}) = \text{const}$, specified by the surface treatment in the planar state. Any fluctuative deformation of the director would relax to the uniform state because of the orientational elasticity. In the experiment by Zhou et al. [272], the dormant bacteria were transformed into active swimmers by an influx of oxygen. Once the bacteria start swimming and find themselves close to each other, they interact hydrodynamically. The hydrodynamic force dipoles of the two neighboring bacteria produce a net component perpendicular to $\hat{n}_0$, thus enhancing any fluctuative bend, Figure 28(b,c) (but not splay; splay fluctuations would be enhanced by contractile units [3,227]). The destabilizing hydrodynamic torque $\sim c_{th} L D \beta \hat{\phi} \phi$, where $\beta$ is a dimensionless parameter that depends on the cell thickness $h$, is balanced by the stabilizing elastic torque $\sim K \beta^2 \hat{\phi} \phi$ and by the anchoring at the bounding plates, which we neglect here. The elasticity-activity balance establishes an undulation period $\xi = \sqrt{K / c_{th} L D}$, which decreases with the increase of the activity parameter $c_{th}$, Figure 28(b,c). For typical $c_{th} L D = 10^{-3} \text{ N} \cdot \text{ m}^{-2}$, $K = 10 \text{ pN}$, $\beta = 1$, one estimates $\xi = 100 \mu\text{m}$, close to the experimental data [272], despite the fact that the estimate neglects the stabilizing torque of the planar director anchoring at the bounding plates.

A detailed experimental exploration of the undulation instability has been recently reported by Chandrakar et al. [491] for the extensile microtubules bundles placed in channels of a well-defined cross-section. The material is shear-aligned and left to relax; active stresses produce undulations. The wavelength $\xi$ of the undulations is approximately constant, while the amplitude grows with time, first exponentially, then linearly. The undulations occur in the plane that is normal to the channel's shortest extension. The active stress must exceed some threshold for the undulations to develop. A larger opening increases $\xi$. In particular, for a rectangular cross-section with height $H$ and width $W$, the dependence is $\xi = 2 \left[ \frac{1}{4L_H} - \frac{1}{4L_{la}} \right]^{-\frac{1}{2}}$, where $L = \left[ \frac{1}{W^2} - \frac{1}{H^2} \right]^{-\frac{1}{2}}$ and $l_{la}$ is the active length scale dependent on the activity strength, elasticity, and viscosity of the medium.

If the active component is of a puller type, one would expect an instability of the splay type [3]. Voituriez et al. [493] considered an analog of the Frederics transition in a planar cell of an active polar film of a contractile (puller) type; surface anchoring keeps the polarization vector parallel to the plates. If the activity is low, the film preserves its uniform static polar order; as the activity (or the cell thickness) increases above some threshold,
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Figure 28. Development of nonequilibrium regimes in a living liquid crystal, following the experimental data by Zhou et al. [272]: (a) equilibrium state, dormant bacteria; (b,c) bend instability, with the period \( \xi \) decreasing as activity increases; hydrodynamic interaction of bacteria in close proximity to each other produces an active force \( f \) that enhances a fluctuative bend; (d) nucleation of \( m = \pm 1/2 \) disclination pairs of the B-type, see Figure 21(d); +1/2 cores move away from −1/2 cores; (e) topological turbulence. Swimming bacteria of pusher type are shown as rods with two arrows.

Figure 29. Individual to collective swimming transition in a patterned LCLC. (a) Patterned director field with +1 spiral vortex, \( \varphi_0 = 25^\circ \), directs the microswimmers \( B. \ subtilis \) (b) along the director at low concentrations; as the concentration increases, the bacteria (c) start to form loops around the vortex core and then (d) engage in unipolar clockwise circulation. Redrawn from Koizumi et al. [221].

the orientation in the center of the cell becomes progressively tilted, which implies splay, and the system flows. A homeotropic cell of an extensile (pusher) type should show a similar active Frederiks transition, of the bend type.

As the activity increases beyond the undulation regime, the stripe pattern becomes unstable against nucleating pairs of ±1/2 disclinations, Figure 28(d), and transitions to chaotic dynamics of topological turbulence. As a rule, the nucleating defect pairs are of the B-type, Figure 21(d), with the line that connects the cores being initially orthogonal to \( \hat{n}_0 \). The dynamic pattern of nucleating and annihilating disclinations, Figure 28(e), is globally isotropic, with the aligning action of the substrates being lost. The elastic energies of undulations and disclinations depend differently on the characteristic length scales. The elastic energy per unit area of well-developed undulations, in which the tilt angle is substantial, \( \varphi \sim 1 \), Figure 28(d), scales as \( F_{\text{wall}} \approx K/\xi r_{\text{wall}} \), where \( r_{\text{wall}} \) is the curvature radius at the wall separating ‘zigs’ and ‘zags’ of the periodically realigning director. In contrast, the energy per unit area of an array of ±1/2 disclinations scales as \( F_{\pm 1/2} \approx K \ln(\xi_d/r_c)/\xi_d^2 \), where \( r_c \) is the core radius of the disclination; within the core, the scalar order parameter changes substantially [38]. When \( r_{\text{wall}} \) approaches \( r_c \) from above, the stripes start to
resemble singular walls with a raising energy density. The elastic stress at the walls can be released by nucleating pairs of disclinations, since the ratio

\[ F_{\pm 1/2}/F_{\text{wall}} = \xi \frac{r_{\text{wall}}}{\ln(\xi_d/r_c)} / \xi_d^2 \]  

becomes smaller than 1 when \( r_{\text{wall}} \) decreases to about \( \xi / \ln(\xi/r_c) \) [204]. The turbulent dynamics of disclinations at small Reynolds number is a general phenomenon in active matter, observed in experiments with active gels of microtubules [269] and in numerical simulations of active nematics, see, for example, [375, 497–499].

6.3. Rectification of swimming in patterned living liquid crystals

The onset of a force component perpendicular to the director field in Figure 28(b,c) suggests that the LC background could be predesigned to guide microswimmers along the directions different from \( \hat{n}_0 \), and, most importantly, rectify the motion into polar flows [215, 221, 370]. Consider a vortex defect of strength +1, in which the LCLC director spirals from the center towards the periphery forming an angle \( \phi_0 = 25^\circ \) with the radial directions, \( \hat{n}_0 = (n_r, n_\psi, 0) = (\cos \phi_0, \sin \phi_0, 0) \), Figure 29(a). At low concentrations, \( B. \) subtilis microswimmers follow the director, swimming towards the center of the vortex and then leaving it; there is no net flow, Figure 29(b). As the number of bacteria increases, some of them follow loop trajectories that circumnavigate the core of the vortex, Figure 29(c). At concentrations above \( c \approx 7 \times 10^{12} \text{m}^{-3} \), which corresponds to the volume fraction \( \Phi \approx 2 \times 10^{-5} \) and separation distances 50 \( \mu \text{m} \), the bacteria form a complete circulating swirl, Figure 29(d) [221]. The circulation is unipolar, as dictated by the polarity of the underlying director vortex: Spirals with \( \phi_0 > 0 \) cause a clockwise circulation, while patterns with \( \phi_0 < 0 \) yield a counterclockwise circulation. The unipolar circulation occurs in all vortex patterns with \( \phi_0 \neq 0, \pi/2 \). Note that the swimming trajectories make a large angle with the prescribed \( \hat{n}_0 \), about 65° in Figure 29(d) [221].

Qualitatively, the collective polar circulation above the concentration threshold can be explained by hydrodynamic interactions mediated by the background director [215], as illustrated in Figure 30 for \( \phi_0 = -45^\circ \). Bacteria 1 and 2 in Figure 30(a) are separated by a large distance and do not interact with each other; these bacteria would swim parallel to the spiral director \( \hat{n}_0 \), in and out of the vortex core. Bacteria 3 and 4 in close proximity to each other overlap their hydrodynamic force dipoles, yielding a net force \( f \) shown by the arrow pointing down in Figure 30(a). In a similar fashion, bacteria 5 and 6 generate a net force \( f \) pointing upward. It is easy to see that the hydrodynamic interactions of all microswimmers should result is a circular counterclockwise active force, Figure 30(b), triggering a counterclockwise bacterial swirling in Figure 30(c,d). The active force can be calculated using Equation (17) for ‘wet’ active nematics [227, 369], with a positive activity coefficient \( \alpha = c f_{\text{nlD}} > 0 \) of the extensile \( B. \) subtilis swimmers. For the pre-designed director \( \hat{n}_0 = (n_r, n_\psi, 0) = \left\{ 1/\sqrt{2}, -1/\sqrt{2}, 0 \right\} \) in Figure 30(a), with the spiral angle \( \phi_0 = -45^\circ \), assuming \( c = \text{const} \), Equation (17) yields \( f = \{ 0, \alpha/r, 0 \} \) in the cylindrical coordinates, i.e. the active force is directed counterclockwise along the azimuthal direction; there is no radial component, Figure 30(b) [215, 369]. The transition from the apolar nematic-like to polar dynamics in the experiments with swimming bacteria [215, 221, 370], Figures 29–31, is caused by an increasing role of inter-swimmers interactions as compared to their interactions with the passive background.

Coexisting and oscillating polar and apolar nematic dynamics mediated by the interaction of moving agents have been recently described for actomyosin motility assays [500, 501] and solutions of filament-like particles [502–504]. It is suggested [500] that the type of ordering is a dynamic property of an active system. Theoretical modeling by Großmann, Aranson, and Peruani [504] suggests that the coexistence of polar and apolar nematic structures can be caused solely by self-propulsion of active units that interact in an apolar nematic manner.

The above consideration of collective polar circulation can be generalized [221] to vortices of an arbitrary spiral angle, \( \hat{n}_0 = \{ \cos \phi_0, \sin \phi_0, 0 \} \), in which case the active force

\[ f = -\alpha \{ \cos 2\phi_0, \sin 2\phi_0, 0 \} / r \]  

shows a nonzero radial component \( f_r = -\alpha \cos 2\phi_0/r \) for any \( \phi_0 \neq \pm 45^\circ \). When splay dominates the deformation, \( 0 < \phi_0 < 45^\circ \), the radial component points towards the center of the vortex; the condensed swarm of the bacteria in such a vortex would contract towards the center, Figure 31(a–c). When \( 45^\circ < \phi_0 < 90^\circ \), a predominantly bend deformation of the vortex expands the swarm towards the periphery since the radial component points outward, Figure 31(d–f). In both cases, for positive \( \phi_0 \), the azimuthal component \( f_\psi = -\alpha \sin 2\phi_0/r \) is negative and directed clockwise.

The active force \( f = -\alpha \{ \cos 2\phi_0, \sin 2\phi_0, 0 \} / r \) characterizing the prepatterned vortices \( \hat{n}_0 = \{ \cos \phi_0, \sin \phi_0, 0 \} \) correctly predicts the most salient features of the experimentally observed dynamics of bacteria, such as polar circulation, contraction of swirls when \( 0 < \phi_0 < 45^\circ \) and their expansion when \( 45^\circ < \phi_0 < 90^\circ \), as well as the absence of unipolar circulation in the case of pure splay, \( \phi_0 = 0 \), and pure bend, \( \phi_0 = 90^\circ \) [215, 221], Figure 31.
more refined model that lifts the assumption $c = \text{const}$ yields similar results [221].

The concentration $c \approx 0.7 \times 10^{13} \text{m}^{-3}$ at which the individual apolar swimming transforms into collective polar swirling is much lower than the concentration $c \approx 10^{14} \text{m}^{-3}$ at which the undulation instability develops, Figure 27(d). Undulations begin when the swirl attracts more bacteria so that their local concentration increases [215,221]. The undulating swirls develop protrusions and ruptures, through which some bacteria escape so that the concentration is lowered below the threshold value. The swirl then could reconstruct itself and continue a stable circulation until the next cycle of the concentration increase and decrease [221].

Sokolov et al. [505] described undulation instabilities of circular flows in a pendant droplet and a free film of a living LCs of B. subtilis. A small magnetically rotated particle creates circular flows that align the microswimmers along the azimuthal directions. Once the shear flow stops, the activity of bacteria develops director undulations. Unlike the situation with a uniformly aligned living LC, the circular structure forces the undulation period $\xi$ to accommodate to the radial distance $r$ since the number of undulation periods depends on $r$. The bending instability triggers strong radial flows [505]. Further development of instability produces pairs of $m = \pm 1/2$ disclinations. As in the case illustrated in Figures 28(d), 21(d), the pairs are of type B, in which the director is along the line
Figure 31. Patterned director of an $m = +1$ spiral vortex with (a) $\varphi_0 = 25^\circ$, directs the active force (b) clockwise and towards the center, (c) causing the polar swirl of bacteria to shrink; in contrast, a vortex with (d) $\varphi_0 = 70^\circ$, directs (e) the active force and (f) unipolar swirls outwards. Redrawn from Koizumi et al. [221].

that connects the two cores; this line is along the radial direction, i.e. perpendicular to the circular alignment produced by the shear.

Director patterning can be used to construct not only polar circular flows of living LCs but also rectilinear flows. Figure 32(a) shows the pair of $m = \pm 1/2$ defects; the bacteria prefer to swim from the $-1/2$ defect towards the $+1/2$ defect, Figure 32(b) [215,268], in qualitative agreement with the map of the active force.

The unidirectional propulsion is especially effective in C-stripe patterns with periodically alternating splay and bend $\mathbf{n}_0(x, y, z) = [\cos \frac{\pi y}{L}, -\sin \frac{\pi y}{L}, 0]$, where $L$ is the period [370]. The bacteria follow the director to the splay regions $y = 0, \pm L, \pm 2L, \ldots$ where they condense into polar jets moving unidirectionally towards the positive end of the $x$-axis, i.e. their velocities $\mathbf{v}$ are biased towards the converging splay, $v_x > 0$, Figure 32(c,d,e). In the bend regions, $y = \pm L/2, \pm 3L/2, \ldots$ the horizontal component of the bacterial velocity is zero, Figure 32(e). The concentration of bacteria in jets is about 15 times higher than the average sample concentration $c \approx 0.3 \times 10^{14} \text{m}^{-3}$. In contrast, bend regions produce no net flow and merely guide the bacteria towards the splay regions along the director lines, reversing the velocity of bacteria that accidentally swim towards the diverging splay [370]. If an individual bacterium happens to swim in the opposite direction, the diverging $\mathbf{n}_0$ forces it to make a U-turn by swimming through the bend along $\mathbf{n}_0$ and then joining a bacterial jet moving along the $x$-axis in the neighboring splay region, Figure 32(d,e).

The geometry of the one-dimensionally periodic splay-bend stripes resembles the hybrid aligned cell [438] that rectifies the apolar swimming of bacteria into unipolar swimming. The in-plane patterned director such as splay-bend stripes allows one to transport micro-cargo along a well-defined $y$-coordinate in the $xy$-plane of the cell, Figure 33 [370]. The splay regions that carry the bacterial jets and thus cargo could also be designed as curvilinear trajectories or combined with the hybrid alignment to push the jets closer to the substrate with a planar alignment. A similar hybrid aligned geometry with a piece of an active nematic enclosed by a boundary has been proposed by Loisy, Eggers, and Liverpool [506] as a self-propelled active droplet. The active force, Equation (17),
produces antiparallel flows in the splay and bend regions that yield a center-of-mass velocity \( \tilde{v} = \frac{aL}{4\pi\eta} \), where \( L \) is the drop’s height, \( \eta \) is the viscosity of the active fluid. The internal velocity profile is \( v_x = -\tilde{v}\cos\left(\frac{2\pi y}{L}\right) \), with \( y \) being the distance to the substrate [506], which is different from the velocities of bacteria in Figure 32(e), in which \( v_x = 0 \) in the bend region \( y = L/2 \).

Splay and bend affect differently many aspects of orientationally ordered active systems. Shrinking of circulating bacterial swirls towards the core of vortices with
prevalent splay, Figure 31(a–c), expansion of swarms in vortices with a prevalent bend, Figure 31(d–f), and condensation of microswimmers into polar jets in splay regions, Figures 32 and 33, show the differences when the splay and bend are imposed externally. There are also intrinsic effects. As already mentioned, a system of pushers, such as the swimming bacteria, at weak levels of activity develops bend instability [3,227,272], while pullers are expected to develop splay deformations [3]. Simulations [278,507,508] predict that a medium-level activity triggers more complex distortions, such as ‘kink walls’ [507] in which the director field resembles rows and columns of letters ‘C’. In these kink walls, splay (at the ends of C’s) and bend (in the middle of C’s) coexist and alternate with each other in a plane of the sample. It was also demonstrated [274,509] that the effective splay and bend elastic moduli are renormalized by activity.

As discussed above, LCs as a swimming medium enable active units to transport cargo [370,440,471], the ability hard to replicate in an isotropic medium [443]. Trivedi et al. [471] demonstrated that motile P. mirabilis could push non-motile fungus cells C. albicans along the director of the nematic LCLC based on 15wt% of a water dispersion of DSCG. This effect is important since motile microorganisms could be used to translocate non-motile cells in order to increase their survival and adaptation [510,511] or to navigate through toxic environments [512]. The study [471] suggested a pathway of measuring the mechanical strength of microswimmers by changing the size and shape of the passive load, which might be advantageous over the conventional tethering assays approach [513].

The qualitative consideration of the active force in Equation (17) does not account for spatial variations of the bacterial concentration, activity, and scalar order parameter. In theoretical modeling, active matter is often treated as incompressible, with the active units as the only ingredient, filling the space fully. As a result, the predicted activity-triggered macroscopic flows involve the entire sample with all its material points. However, in real experimental systems, such as in Figures 29–33, there is often some space left for the passive background, which requires a more refined theoretical modeling, already developed for the description of bacterial jets [370] and circulating swarms [221]. An intriguing example of a system with strong segregation of active and passive components [514] is a dispersion of active microtubules in a passive aqueous buffer in a volume proportion 1:1000. As shown by Wu et al. [514], when such a dilute, globally isotropic active fluid is confined into a macroscopic 3D channel, it flows in the absence of any external pressure gradients, thanks to the formation of a thin active nematic wetting layer at the bounding surface; the bulk remains isotropic. The concentration of active microtubules in this system is obviously nonuniform.

6.4. Propulsion of active droplets

Swimming at a microscale, which implies a low Reynolds number, is challenging because viscosity overcomes inertia. Purcell described the specific modes of swimming at the microscale, among which is a rotation of a helical flagellum, used by many motile bacteria such as B. subtilis, E. coli, P. mirabilis, and Salmonella typhimurium [418]. A continuous rotation allows long-range propulsion, but some bacteria often interrupt rectilinear ‘runs’ by tumbling and selecting a new direction of swimming in order to find nutrients [444]. More symmetric bodies, such as a sphere, cannot sustain long-range directional propulsion in an isotropic environment. Spherical particles in an isotropic medium can exploit chemotaxis, i.e. propel in response to gradients of interfacial tension triggered by chemical reactions at the interface or by bulk gradients of chemicals such as surfactants. The gradients of the surface tension cause the so-called Marangoni flows inside and outside the droplet towards the higher value of the surface tension, thus moving the droplet [515–519].
The simplest arrangement in which spherical objects could swim persistently in a medium such as water without gradients of chemicals and microscopic active elements are three linearly linked spheres [520] or two spheres connected by a tube that allows transport of mass [521]. In the first case, the links expand and shrink periodically in a nonreciprocal fashion, which breaks the time-reversal symmetry as well as the translational symmetry. In the second case, the ‘pushme-pullyou’ spheres propel by changing their volume and separation.

If the gradients of chemicals and mechanically adjustable connectors are not available, spherical or 2D circular droplets could move if their interior contains active units [506,522–532]. Activity in confined volumes could produce macroscopic flows, such as circular rotation [533–537]. Reigh et al. [538] demonstrated theoretically that a single swimmer placed in a droplet of comparable size and dispersed in another fluid is capable of propelling the droplet. Huang et al. extended the modeling to multiple enclosed microswimmers [539]. Gao and Li described theoretically an interesting 2D active droplet containing extensile units arranged in a nematically ordered structure and placed in an isotropic environment [540]. Because of the intrinsic instabilities, the director field creates bend deformations and nucleates +1/2 and −1/2 defects of B-type in Figure 21(d). Since the system is extensile, the +1/2 defect moves away from the −1/2 defect (the behavior opposite to the contractile elastomer in Figure 21(b,d)), and the droplet follows the direction of separation. As time goes by and exceeds the time or orientational diffusion of the structure, the whole director realigns, and the droplet redirects.

It turns out that a single spherical droplet could swim if placed in an LC; the two conditions are (1) active interior flows, generated, for example, by chaotically swimming micro-organisms, (2) asymmetric director structure of the LC outside the droplet [541]. The LC environment plays a dual role: it breaks the symmetry of the system enabling the propulsion and also directs the propulsion in a manner similar to liquid crystal-enabled electrophoresis powered by the external electric field [173,175].

The active droplets in Ref. [541] represent an aqueous dispersion of motile bacteria _B. subtilis_, either in water or in a water-based nematic LCLC, Figure 34. These droplets are dispersed in an inactive hydrophobic thermotropic nematic such as 5CB and stabilized by a small amount of a surfactant (lecithin). Lecithin sets ̂\textbf{n} of 5CB perpendicularly to the surface of the active droplets. To match the overall uniform alignment ̂\textbf{n}_0 = const of 5CB in the rest of a planar cell, each droplet acquires a satellite topological defect: either a point defect-hyperbolic
hedgehog [179], already discussed in the context of electro-osmosis, Figures 10(g), 17, and electrophoresis, Figures 11, 13, or an equatorial disclination ring resembling a Saturn ring [178,181], Figure 35. These states are abbreviated HH and SR configurations, respectively. The two differ dramatically in impact on the dynamics of active droplets. The HH-structure with a polar fore-aft asymmetric director deformation enables self-propulsion of the active droplets, by rectifying chaotic flows transferred from the active interior of the droplet to the inactive nematic environment. The SR of quadrupolar symmetry produces no net displacement, but once the SR shifts from the equatorial position towards one of the poles, the droplet becomes motile since the surrounding director field becomes fore-aft asymmetric, Figure 35. The propulsive ability of the active droplets cannot be explained by the Marangoni effect associated with gradients of the interfacial tension, as droplets with a surfactant but no active bacteria show no rectified motility.

Particle image velocimetry (PIV) of fluorescent tracers (for the reviews of the PIV methods, see, for example, [542,543]) reveals that inside the active droplet, bacteria induce chaotic flows, with vortices that are poorly correlated in space and time, Figure 36(a). The maps of interior velocity $v_a$ and color-coded vorticity $\omega = \partial v_{a,x}/\partial x - \partial v_{a,y}/\partial y$ show no spatial correlations above distances $L_{corr} = (30 - 40)\mu m$ and times $\sim (2–3) s$, Figure 36(a). The interior flows intensify near the droplet surface, in agreement with the expectation that active particles in confined volumes accumulate at the boundaries [544,545]. The flows are predominantly tangential to the interface but show no preferred direction of circulation. This behavior is different from steady counter-rotating circulations known for quasi-2D droplets [546].

The active flows transferred through the interface cause director realignment and flow of the nematic, Figure 36. Similar director realignment of a thermotropic nematic in contact with a bacterial aqueous bath was observed by Kim et al. [547]. The exterior flows extend over hundreds of micrometers. Unlike the interior flows, they yield a net flow, rectified by the polar HH-structure, Figure 36. In the droplet’s coordinate system, the nematic flows from the hedgehog towards the droplet. In the laboratory system, it means that the active droplet self-propels with the hedgehog (or the shifted SR) leading the way.

The rectification of flows outside the active droplet is rooted in the well-known flow-director coupling that causes a non-Newtonian behavior and the so-called backflow, i.e. flow induced by director reorientations [38]. The director relaxation time is relatively long, as compared to the correlation times inside the droplet, Figure 36(a): $t_N \sim \eta_N a^2/K > 10 s$ for the thermotropic nematic viscosity $\eta_N = 0.1 kgm^{-1}s^{-1}$, $K = 10 pN$ and the droplet radius $a > 30 \mu m$, which means that the activity-perturbed director is persistently out-of-equilibrium, rotating and causing nematic backflow. An important feature of the nonequilibrium director-flow coupling is that the torque equation in the Ericksen-Leslie theory is not invariant under reversals of local velocities, $v(r,t) \rightarrow -v(r,t)$. Stark and Ventzki [548] presented a particularly clear illustration: the Stokes drag on a sphere with an HH-structure depends on whether the flow is towards the sphere or the hedgehog. Another example is directional pumping in a hybrid aligned nematic cell [549]. A plate that aligns $\hat{n}$ perpendicularly to itself moves periodically right (+) and left (-) with respect to an immobile plate that aligns $\hat{n}$ parallel to the shifts [549]. Although the shifts are not biased, simulations by Zhang et al. [549] reveal a directional volumetric flow rate $\Phi$ of the nematic, $\Delta \Phi/\Phi_0 = (\Phi_- - \Phi_+)/\Phi_0 \neq 0$, where $\Phi_0$ is the flow rate of a Newtonian fluid under the same shear rate. The pumping direction depends on the rotation sense of the director from the bottom to the top plate [550] and on $Er$ [549]. Defining $Er$ through the instantaneous tangential speed $v_a \sim (0.1 \div 10) \mu m/s$ of the interior velocities that are transmitted into the nematic, one finds $Er = \eta_N v_a a/K \sim 0.1 \div 10$. The simulations [549] show that rectification of the flow is most effective at these values of $Er$, achieving $\Delta \Phi/\Phi_0 \approx \pm 0.1$. Although the geometry of the one-dimensionally distorted hybrid aligned nematic is relatively simple, the emerging backflow behavior is so complex that asymmetric flows and quantities such as $\Delta \Phi$ could be found only numerically [548–550]; an analytic description is prohibitively difficult.

The flow rectification by polar director deformations around active droplets is similar to that in Refs. [548–550]. Consider, for example, the regions above and below a droplet, Figure 36(c), where the director is hybrid-aligned. In the absence of flows, $\hat{n}$ rotates by 90° from a normal to the droplet’s surface to $\hat{n}_d = (1,0,0)$, as one moves away by some distance $\geq a$. The location of the hedgehog fixes the sense of rotation. If the hedgehog is on the right, Figure 36(c), $\hat{n}$ rotates counterclockwise (CCW) above the droplet and clockwise (CW) below it. When the bacteria cause tangential flows and vorticity at the interface, these transfer into the nematic. As follows from Figure 36(a), the bacterial flows are not biased: velocity of right and left flows along the interface in Figure 36(c) averaged over times longer than a few seconds, are of the same amplitude, $|v_{a,+}| = |v_{a,-}| = |v_a|$. Although unbiased, these flows trigger a polar viscous response in the nematic. For example, below the droplet,
Figure 35. Propulsion ability of the active droplet depends on whether the director structure outside is a hyperbolic hedgehog or a Saturn ring. The Saturn ring of quadrupolar symmetry produces no net displacement, but once the ring shifts from the equatorial position towards one of the poles, the droplet becomes motile since the surrounding director field is no longer fore-aft symmetric. Redrawn from Rajabi et al. [541].

A right impulse $\propto v_{a,+}$ imposes a CW torque on the CW-rotated $\hat{n}$, while a left impulse $\propto v_{a,-}$ means a CCW torque on the same CW-rotated $\hat{n}$, Figure 36(c). These two different combinations of the torque polarity and director rotation produce different out-of-equilibrium director $\hat{n}_+(r,t) \neq \hat{n}_-(r,t)$ [549,550] and thus different viscosities $\eta_+ \neq \eta_-$, Figure 36(c), since the viscosity depends on the director configuration. Mirror symmetry of the top and bottom regions of the sample with respect to the horizontal $xy$ plane ensures the same polarity of the rectified flows in these regions, Figure 36(c).

The difference $\eta_+ \neq \eta_-$ yields a rectified propulsion force that can be estimated roughly as $f \sim CR|v_a|(|\eta_+ - \eta_-|)$, where $C$ is a numerical factor that depends on the slip conditions. Since the hedgehog leads the way, $f$ is directed from the sphere towards the hedgehog. As self-locomotion is force-free, $f$ should be balanced by the Stokes drag that can be estimated as $f_{\text{drag}} = C\eta_N v_a R$, where $\eta_N \sim 0.1 \text{kgm}^{-1}\text{s}^{-1}$ is the effective viscosity of the nematic, which yields an estimate for the self-propulsion speed $v \approx |v_a|(|\eta_+ - \eta_-|)/\eta_N$. With $|v_a| \sim (1-10)\mu\text{m/s}$ and $v \sim (0.1-1)\mu\text{m/s}$, the required viscous anisotropy is modest, $(\eta_+ - \eta_-)/\eta_N \sim 0.01 - 1$, which is well within reach for thermotropic nematics [38,549]. Similar estimates can be obtained by considering the differences in the director field near the hedgehog and at the opposite pole of the droplet, where the director is close to uniform.

Propulsion of a sphere with an SR shifted from the equatorial location is explained similarly by the acquired polar character of the director field, which sets $\eta_+ \neq \eta_-$ and rectifies directional flows around the sphere. When the SR shifts to one of the poles, Figure 35, the director structure above and below the droplet becomes similar to the pattern in Figure 36(c). The shifts of SR are caused by the flows transferred from the interior to the exterior. Numerical simulations by Gettelfinger et al. [551] predict that the nematic flow could shift the SR around the fluid droplet along the direction that coincides with the flow, provided the Ericksen number $Er = \eta_N v_a R/K$ exceeds $\sim 10$. With the typical estimates for Figure 35, $\eta_N \sim 0.1 \text{kgm}^{-1}\text{s}^{-1}$, $K = 10 \text{pN}$, $a = 50\mu\text{m}$, the instantaneous velocities of flows that could shift the SR, should exceed $|v_a| \sim 20 \mu\text{m/s}$, which appears to be an achievable value.

To propel in the nematic environment, the active drop should be larger than some critical diameter, about $30 \mu\text{m}$, apparently because the number of bacteria in small droplets is not sufficient to produce strong flows.
Another factor diminishing the self-locomotion ability of small droplets might be the steeper decrease of surface anchoring energy (∼ $W_{a2}$) as compared to bulk elasticity of the nematic (∼ $K a$), which prevents the formation of a strongly polar director deformation.

The demonstrated mechanism of droplet propulsion adds to the set of principles of microscale swimming described by Purcell [418] for isotropic Newtonian fluids, in which the simplest swimmers are either three identical spheres connected by slender rods of changing length [520] or two connected spheres exchanging material between themselves [521]. In the nematic environment, thanks to orientational order and associated surface anchoring and elasticity, the simplest swimmer is a single sphere that produces a polar director distortion in its neighborhood. It acquires mobility by rectifying the chaotic internal motion in the asymmetrically ordered environment. The dependency of self-propulsion speed $v \approx \left| v_{a} \right| (\eta_{+} - \eta_{-}) / \eta_N$ on the difference in the viscous coefficients underscores the non-Newtonian and anisotropic nature of the propulsion mechanism. Further research should explore whether an orientationally ordered nematic interior with dynamic distortions and disclinations modeled recently [535] could contribute to the propulsion.

The concrete examples of the underlying director field controlling individual and collective behavior of rod-like microswimmers, Figures 27–33, and of LC rectifying chaotic flows into directional propulsion of an active droplet, Figures 34–36, are based on swimming B. subtilis, but similar effects are expected for any active entities, such as artificial microswimmers powered by chemical energy, heat or light [552–554], and bio-artificial hybrids [555]. The LC-rectified motion of microswimmers and active droplets adds to the growing list of physical effects enabled by a replacement of an isotropic medium with an LC [204,505,547,556]. The theoretical works on swimming in a nematic [186,459,472,557] suggest that the LC environment offers a broad range of possibilities to control microscale dynamics, by means such as surface anchoring [557] and director coupling to the propulsion mechanism [186,459]. It would be of interest to explore these opportunities by varying the numerous parameters offered by the described systems.
7. Conclusion

Orientationally ordered LCs emerge as a promising medium to guide and often enable dynamics of microscopic objects, both inanimate and living. The presented examples of the dynamic behavior of electrically driven dissipative particle solitons, LC-enabled electrokinetics, activated LCEs and biological tissues guided by them, microswimmers in lyotropic and thermotropic nematics are all made possible by the orientational order of the background medium and its gradients. Most of the examples in this review deal with apolar nematics, $\hat{n} = -\hat{n}$. The gradients of the apolar director produce vector entities such as flexoelectric polarization in Equation (4), an activation force associated with the degree of orientational order in thermally or photo-addressed LCEs,
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