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Abstract. Infinite dimensional moment problems have a long history in diverse applied areas dealing with the analysis of complex systems but progress is hindered by the lack of a general understanding of the mathematical structure behind them. Therefore, such problems have recently got great attention in real algebraic geometry also because of their deep connection to the finite dimensional case. In particular, our most recent collaboration with Murray Marshall and Mehdi Ghasemi about the infinite dimensional moment problem on symmetric algebras of locally convex spaces revealed intriguing questions and relations between real algebraic geometry, functional and harmonic analysis. Motivated by this promising interaction, the principal goal of this paper is to identify the main current challenges in the theory of the infinite dimensional moment problem and to highlight their impact in applied areas. The last advances achieved in this emerging field and briefly reviewed throughout this paper led us to several open questions which we outline here.

Introduction

The classical full $n$—dimensional $K$—moment problem asks whether a linear functional $L : \mathbb{R}[x_1, \ldots, x_n] \to \mathbb{R}$ can be represented as integral w.r.t. some non-negative Radon measure supported on a fixed closed subset $K$ of $\mathbb{R}^n$ (here $n \in \mathbb{N}$). When the starting functional is defined only for polynomials up to a certain degree, the moment problems is referred to as truncated. Already at an early stage the moment problem was generalized to the case of infinitely many variables, allowing the support of the measure to be possibly an infinite dimensional space (see e.g. [2], [3], [8], [21], [34], [40], [44]). Moment problems posed in infinite dimensional settings are often addressed as infinite dimensional moment problems.

Infinite dimensional moment problems naturally arise in diverse applied areas dealing with the analysis of complex systems, i.e. many-body systems such as liquid composed of molecules, a molecule composed of atoms, a galaxy composed of stars. Since such a system consists of a huge number of identical components, the
The essence of its investigation is to evaluate selected characteristics (usually correlation functions), which encode the most relevant properties of the system. It is therefore fundamental to understand whether a finite number of given candidate correlation functions actually represent the correlation functions of some random distribution. This problem is well-known as realizability problem and has a long history in statistical physics and in theoretical chemistry. The mathematical formulation of the realizability problem was given in [39] in order to better understand the closure problem in the theory of classical fluids and since then there has been an extensive production on realizability problems in statistical mechanics. Recent approaches are based on the interpretation of these problems as infinite dimensional truncated moment problems (see e.g. [23], [25], [28], [29]). This new point of view was exploited not only in the analysis of interacting particle systems but also in the study of the realizability problem for random closed sets (e.g. [30]) and in material sciences in relation to random packing and heterogeneous materials modeling (see e.g. [11], [46], [47]). The quantum mechanical variant of the realizability problem, known as representability problem for reduced density matrices, revealed to be a really useful approach to the computation of the ground state energies of molecules (e.g. [10], [13], [27]) actually yielding rigorous lower bounds. Recently, advances in computing power and in algorithms for positive semi-definite programming have led to an accuracy superior to that of the traditional electronic structure method, increasing the interest in the representability problem. Indeed, the quality of the approximation of the ground state energy depends on the availability of explicit representability criteria.

The fundamental mathematical challenge which is behind each of these applications is therefore to derive treatable necessary and sufficient solvability conditions for the moment problem posed in a setting general enough to include the specific one of the considered application. This kind of structural investigation has been recently started and brought to new theoretical developments on the infinite dimensional full moment problem, which are essentially based on the interplay between the finite and the infinite dimensional case (see e.g. [1], [14], [18], [19], [25], [28], [29]). In particular, the results in [14] revealed intriguing relations between real algebraic geometry, functional and harmonic analysis, leading us to several open questions which we are going to present in this paper.

In Section 1 we introduce the general set up of the moment problem for linear functionals on any unital commutative $\mathbb{R}$–algebra and briefly present some of the key-results obtained for this abstract formulation of the moment problem. In Section 2 we consider this problem for unital commutative $\mathbb{R}$–algebras which are endowed with a locally multiplicatively convex topology. In particular, we review the results in [19] for this class of moment problems and show some consequences of these results which brought us to interesting open questions. In Section 3 we focus on the special case of linear functionals on the symmetric algebra of a real locally convex space, since this setting is general enough to include the classical finite dimensional moment problem and several of the infinite dimensional moment problems appearing in the applications mentioned above. More precisely, we will review the results of [14] and compare them with some previous results [2, Vol. II, Chapter 5, Section 2], [3], [8, Section 4], [22, Section 3], [25] about the moment problem on the symmetric algebra of a real locally convex (lc) space which is also...
Theorem 1.2

Let $K$ be a closed subset of $X(A)$ and $L : A \to \mathbb{R}$ be a linear functional. Does there exist a non-negative Radon measure $\mu$ on $X(A)$ such that $L(a) = \int_{X(A)} \hat{a}(\alpha) \mu(d\alpha)$ for all $a \in A$ and is compact? Then:

\[ L = \int_{X(A)} \hat{a}(\alpha) \mu(d\alpha), \forall a \in A \quad \text{and} \quad \text{supp}(\mu) \subseteq K? \]

If the answer is positive then we say that $\mu$ is a $K$-representing measure for $L$ and that $L$ is represented by $\mu$ on $K$. Recall that a Radon measure on a Hausdorff topological space $X$ is a non-negative measure on the $\sigma$-algebra of Borel sets of $X$ that is locally finite and inner regular.

Note that for $A = \mathbb{R}[x] = \mathbb{R}[x_1, \ldots, x_d]$ Problem 1.1 reduces to the classical $d$-dimensional KMP. Indeed, using that the identity is the unique $\mathbb{R}$-algebra homomorphism from $\mathbb{R}$ to $\mathbb{R}$, it can be proved that any $\mathbb{R}$-algebra homomorphism from $\mathbb{R}[x]$ to $\mathbb{R}$ corresponds to a point evaluation $p \mapsto p(\alpha)$ with $\alpha \in \mathbb{R}^d$ and so $X(\mathbb{R}[x])$ is topologically isomorphic to $\mathbb{R}^d$ (see e.g. Proposition 5.4.5).

As for the finite dimensional KMP, a necessary and sufficient condition for the existence of a solution is provided by a generalized version of the so-called Riesz-Haviland theorem.

1. Preliminaries

Let $K$ be a closed subset of $X(A)$ and $L : A \to \mathbb{R}$ be a linear functional. Suppose that there exists $p \in A$ s.t. $p \geq 0$ on $K$ and for each $i \in \mathbb{N}$ the set $\{\alpha \in K : \hat{p}(\alpha) \leq i\}$ is compact. Then:

\[ L \text{ has a } K\text{-representing measure if and only if } L(\text{Pos}(K)) \subseteq [0, +\infty), \text{ where} \]

\[ \text{Pos}(K) = \{a \in A : \hat{a} \geq 0 \text{ on } K\}. \]

The characterization given in Theorem 1.2 actually holds under slightly more general assumptions (c.f. Section 3.2), but the ones stated here are general enough for our purposes in this article.

Theorem 1.2 reduces Problem 1.1 to the problem of characterizing $\text{Pos}(K)$. However, the latter is seldom finitely generated (see Proposition 6.1) and in general there is no practical decision procedure to check whether an element of the algebra $A$ belongs to $\text{Pos}(K)$. A common approach in finite and infinite dimensions to attack this problem is to try to approximate elements in $\text{Pos}(K)$ with elements of $A$ whose Gelfand transform is “more evidently” non-negative, e.g. sum of even powers of elements of $A$ (see discussion about Question 2.7). In this spirit it is somehow natural to consider $2d$-power modules of the algebra $A$ for $d \in \mathbb{N}$. 

This comparison will actually be the source of several questions which to the best of our knowledge are still unsolved.
Definition 1.3. Let $d \in \mathbb{N}$. A 2$d$-power module of $A$ is a subset $M$ of $A$ satisfying $1 \in M$, $M + M \subseteq M$ and $a^{2d}M \subseteq M$ for each $a \in A$.

In the case $d = 1$, 2$d$-power modules are referred to as quadratic modules. We denote by $\sum A^{2d}$ the set of all finite sums $\sum a_i^{2d}$, $a_i \in A$. $\sum A^{2d}$ is the smallest 2$d$-power module of $A$.

Definition 1.4. Let $\{p_j\}_{j \in J}$ be an arbitrary subset of elements in $A$. The 2$d$-power module of $A$ generated by $\{p_j\}_{j \in J}$ is defined as $M = \sum A^{2d} + \sum_{j \in J} (p_j \sum A^{2d})$.

Note that the index set $J$ can have also infinite cardinality. In the classical finite dimensional moment problem only finitely generated quadratic modules have been considered. The results presented in this paper also hold for infinitely generated 2$d$—power modules both in the classical and in the general setting.

A linear functional $L : A \to \mathbb{R}$ is said to be positive if $L(\sum A^{2d}) \subseteq [0, \infty)$ and $M$—positive for some 2$d$—power module $M$ of $A$, if $L(M) \subseteq [0, \infty)$. For any subset $M$ of $A$, we set $X_M := \{\alpha \in X(A) : \hat{a}(\alpha) \geq 0, \forall a \in M\}$, which is closed in $(X(A), \tau_{X(A)})$. If $M = \sum A^{2d}$ then $X_M = X(A)$. If $M$ is the 2$d$—power module of $A$ generated by $\{p_j\}_{j \in J}$ then $X_M = \{\alpha \in X(A) : \hat{p_j}(\alpha) \geq 0, \forall j \in J\}$.

Given a 2$d$—power module $M$ of $A$ and a linear functional $L : A \to \mathbb{R}$, it is clear that if there exists a $X_M$—representing measure $\mu$ for $L$, then $L$ is $M$—positive since $M \subseteq \text{Pos}(X_M)$. This condition was proved to be also sufficient when the 2$d$—power module is Archimedean, i.e. for each $a \in A$ there exists an integer $N$ such that $N \pm a \in M$, by mean of the Jacobi Positivstellensatz (see [26]). Note that this result was already known for Archimedean quadratic modules in $\mathbb{R}[x]$ thanks to the Putinar Positivstellensatz [41].

Theorem 1.5. Let $M$ be an Archimedean 2$d$—power module of $A$ and $L : A \to \mathbb{R}$ a linear functional. $L$ has a $X_M$—representing measure iff $L(M) \subseteq [0, +\infty)$.

Proof. See [26] Corollary 2.6]. The conclusion can be also obtained as a consequence of [16] Theorem 5.5].

In the case of non-Archimedean 2$d$—power module $M$, it revealed to be extremely powerful to consider topologies on $A$ such that

$$\text{Pos}(X_M) \subseteq M^\tau.$$  

Indeed, if this condition holds then an application of the Hahn-Banach theorem together with Theorem 1.2 shows that: $L$ has a $X_M$—representing measure if and only if $L$ is $\tau$—continuous and $M$—positive. For the case $A = \mathbb{R}[x]$, there are several papers dealing with the moment problem for linear functionals continuous w.r.t. certain weighted norm topologies (see e.g. [5], [17], [20], [32], [43]). This approach has been extended to more general settings (see e.g. [6], [7], [43]) and recently also to the one of Problem 1.1 in [16], [19], [20], where the authors analyze integral representations of linear functionals continuous w.r.t. locally multiplicatively convex (lmc) topologies.

2. The moment problem on lmc topological $\mathbb{R}$-algebras

In this section we shortly present some closure results of the type 1.2 and their corresponding solutions for Problem 1.1 which have been recently developed for
locally multiplicatively convex \( \mathbb{R} \)-algebras (see [16] and [19]). In particular we are going to highlight some consequences of these results which led us to interesting open questions.

Let \((A, \cdot)\) be a unital commutative \( \mathbb{R} \)-algebra and \( \sigma \) be a submultiplicative seminorm on \( A \), i.e. \( \sigma(a \cdot b) \leq \sigma(a)\sigma(b) \) for all \( a, b \in A \). The algebra \( A \) together with such a \( \sigma \) is called a submultiplicative seminormed \( \mathbb{R} \)-algebra and is denoted by \((A, \sigma)\). We denote the set of all \( \sigma \)-continuous \( \mathbb{R} \)-algebra homomorphisms from \( A \) to \( \mathbb{R} \) by \( \text{sp}(\sigma) \), which we refer to as the Gelfand spectrum of \((A, \sigma)\), i.e.

\[
\text{sp}(\sigma) := \{ \alpha \in X(A) : \alpha \text{ is } \sigma \text{- continuous} \}.
\]

We endow \( \text{sp}(\sigma) \) with the subspace topology induced by \((X(A), \tau_{X(A)})\).

**Lemma 2.1.** [19, Lemma 3.2, Corollary 3.3] For any submultiplicative seminormed \( \mathbb{R} \)-algebra \((A, \sigma)\) we have that

\[
\text{sp}(\sigma) = \{ \alpha \in X(A) : |\alpha(a)| \leq \sigma(a) \text{ for all } a \in A \}.
\]

and \( \text{sp}(\sigma) \) is compact in \((X(A), \tau_{X(A)})\).

We present here a closure result of the type \( \text{1.2} \) for submultiplicative seminormed \( \mathbb{R} \)-algebras which was proved in [19, Theorem 3.7] and which allows to get new necessary and sufficient conditions to solve Problem \( \text{1.1} \).

**Theorem 2.2.** Let \((A, \sigma)\) be a submultiplicative seminormed \( \mathbb{R} \)-algebra, \( d \in \mathbb{N} \) and \( M \) a 2-power module of \( A \) (not necessarily Archimedean). Then

\[
M^\prime = \text{Pos}(X_M \cap \text{sp}(\sigma)).
\]

Using Theorem 2.2 and Theorem \( \text{1.2} \), one can derive the following result [19, Corollary 3.8] for the moment problem in this setting.

**Proposition 2.3.** Let \((A, \sigma)\) be a submultiplicative seminormed \( \mathbb{R} \)-algebra, \( d \in \mathbb{N} \), \( M \) a 2-power module of \( A \) and \( L : A \to \mathbb{R} \) a linear functional. \( L \) has a representing measure supported on \( X_M \cap \text{sp}(\sigma) \) if and only if \( L \) is \( \sigma \)-continuous and \( L(M) \subseteq [0, +\infty) \).

Theorem 2.2 also extends to the class of locally multiplicatively convex (lmc) topologies, i.e. topologies induced by families of submultiplicative seminorms. We will call lmc \( \mathbb{R} \)-algebra a unital commutative \( \mathbb{R} \)-algebra \( A \) endowed with a lmc topology.

**Theorem 2.4.** Let \((A, \tau)\) be a lmc \( \mathbb{R} \)-algebra, \( d \in \mathbb{N} \) and \( M \) a 2-power module of \( A \). Then

\[
M^\prime = \text{Pos}(X_M \cap \text{sp}(\tau)).
\]

Note that \( \text{sp}(\tau) = \bigcup \rho \in \mathcal{S} \text{sp}(\rho) \) where \( \mathcal{S} \) is a directed family of seminorms generating \( \tau \) (such a family always exists since \( \tau \) is a lc topology). Recall that a family \( \mathcal{S} \) of seminorms on \( V \) is said to be directed if

\[
\forall \rho_1, \rho_2 \in \mathcal{S}, \exists \rho \in \mathcal{S} \text{ and } C > 0 \text{ s.t. } C\rho(v) \geq \max\{\rho_1(v), \rho_2(v)\} \forall v \in V.
\]

Using Theorem 2.4 and Theorem \( \text{1.2} \) we get

\[\text{Note that we can apply Theorem \( \text{1.2} \) for } K = X_M \cap \text{sp}(\sigma). \text{ Indeed, since } X_M \text{ is a closed subset of } (X(A), \tau_{X(A)}), \text{ we have by Lemma \( \text{2.1} \) that } X_M \cap \text{sp}(\sigma) \text{ is compact and so the assumption of Theorem \( \text{1.2} \) is fulfilled for } p = 1.\]
Proposition 2.5. Let \((A, \tau)\) be a lcm \(\mathbb{R}\)-algebra, \(d \in \mathbb{N}\), \(M\) a 2\(d\)-power module of \(A\) and \(L : A \to \mathbb{R}\) a linear functional. \(L\) has a representing measure supported on \(X_M \cap \text{sp}(\tau)\) if and only if \(L\) is \(\tau\)-continuous and \(L(M) \subseteq [0, +\infty)\).

For certain topological unital commutative \(\mathbb{R}\)-algebras and in particular for the algebra of polynomials, weaker assumptions than the continuity of \(L\) are known to guarantee the equivalence between the non-negativity of \(L\) on a quadratic module \(M_2\) and the existence of a \(X_{M_2}\)-representing measure for \(L\) (see Section 3 for more details). This motivates the following more general question.

Question 2.6. Given a topological unital commutative \(\mathbb{R}\)-algebra \((A, \tau)\) and a 2\(d\)-power module \(M\) of \(A\), what are the weakest assumptions on an \(M\)-positive linear functional such that it admits a \(X_M\)-representing measure?

Proposition 2.5 has also a direct application related to the problem of checking the \(M_{2d}\)-positivity of a linear functional for a given 2\(d\)-power module \(M_{2d}\). For the case \(d = 1\), it is well-known that given a quadratic module \(M_2\) of \(A\) the \(M_2\)-positivity of \(L\) is equivalent to the positive semidefiniteness of a certain sequence of infinite Hankel matrices associated to \(L\) and \(M_2\). In particular, for the truncated moment problem the \(M_2\)-positivity of \(L\) can be effectively checked through semidefinite programming techniques.

Question 2.7. Is there a similar criterion for the non-negativity of a linear functional on an arbitrary 2\(d\)-power module with \(d \geq 2\)?

Clearly, if \(L\) is non-negative on a quadratic module \(M_2\) then it is non-negative on any 2\(d\)-power module \(M_{2d}\) having the same set of generators as \(M_2\) for any \(d \geq 2\) (as \(M_{2d} \subseteq M_2\)). Thus, the positive semidefiniteness of the sequence of Hankel matrices associated to \(L\) and \(M_2\) is a sufficient condition for the \(M_{2d}\)-positivity of \(L\) for any \(d \geq 2\). However, we do not know if/when this is also necessary.

For the case \(M_{2d} = \sum A^{2d}\) we have the following criterion under the additional assumption of continuity of the considered functional.

Corollary 2.8. Let \((A, \tau)\) be a lcm \(\mathbb{R}\)-algebra and \(L : A \to \mathbb{R}\) a \(\tau\)-continuous linear functional. The following are equivalent:

1. \(L\) is positive, i.e. \(L(\sum A^2) \subseteq [0, +\infty)\).
2. \(\forall d \in \mathbb{N}\), \(L(\sum A^{2d}) \subseteq [0, +\infty)\).
3. \(\exists d \in \mathbb{N}\), \(L(\sum A^{2d}) \subseteq [0, +\infty)\).

Proof. From the discussion immediately after Question 2.7 we know that it is always true that: (1) \(\Rightarrow\) (2) \(\Rightarrow\) (3). Let us show that also (3) \(\Rightarrow\) (1). Suppose that \(\exists d \in \mathbb{N}\), \(L(\sum A^{2d}) \subseteq [0, +\infty)\). Then, by Proposition 2.5 applied to \(M = \sum A^{2d}\), \(L\) has a representing measure \(\mu\) supported on \(X_M \cap \text{sp}(\tau)\). (In this case \(X_M = X(A)\) and so \(\text{supp}(\mu) \subseteq \text{sp}(\tau)\).) In particular, this implies that for all \(a \in \sum A^2\) we have \(L(a) = \int_{\text{sp}(\tau)} \hat{\alpha}(\alpha) \mu(d\alpha)\) which is non-negative since \(\mu\) is non-negative and \(\hat{\alpha}(\alpha) \geq 0\) for all \(a \in \sum A^2\). Hence, (1) holds.

Note that while (1) \(\Rightarrow\) (2) \(\Rightarrow\) (3) holds in general, to show that (3) \(\Rightarrow\) (1) we have used the continuity of \(L\). This motivates the following question:

Question 2.9. Does Corollary 2.8 still hold if we remove or weaken the continuity assumption?
Let us observe that once we have a positive answer to Question 2.10 (i.e. once we have identified some conditions weaker than continuity under which the non-negativity of $L$ on some $2d-$power module implies the existence of a representing measure for $L$), then the equivalence of (1), (2) and (3) can be established along the same lines of the proof of Corollary 2.8. However, these same methods do not provide an answer to the following question.

**Question 2.10.** Can Corollary 2.8 be extended to $2d-$power modules of $A$ having the same non-empty set of generators?

Theorem 2.4 can be viewed as a strengthening in the commutative case of the result in [43, Lemma 6.1 and Proposition 6.2] for enveloping algebras.

Having an eye on applications of the moment problem in other fields, we were naturally led to consider special kind of topological $\mathbb{R}-$algebras and to investigate to which extent is possible to improve the results presented in this section for these particular cases.

3. The moment problem on symmetric algebras of lc real spaces

In this section we focus on Problem 1.1 when $A$ is the symmetric (tensor) algebra $S(V)$ of a vector space $V$ over $\mathbb{R}$, i.e., the tensor algebra $T(V)$ factored by the ideal generated by the elements $v \otimes w - w \otimes v$, $v, w \in V$. If we fix a basis $x_i$, $i \in \Omega$ of $V$, then $S(V)$ is identified with the polynomial ring $\mathbb{R}[x_i : i \in \Omega]$, i.e., the free $\mathbb{R}-$algebra in commuting variables $x_i$, $i \in \Omega$. For any integer $k \geq 0$, denote by $S(V)_k$ the $k$-th homogeneous part of $S(V)$, i.e. the image of $k$-th homogeneous part $V^{\otimes k}$ of $T(V)$ under the canonical map $\sum_{i=1}^n f_{i1} \otimes \cdots \otimes f_{ik} \mapsto \sum_{i=1}^n f_{i1} \cdots f_{ik}$ with $f_{ij} \in V$ for $i = 1, \ldots, n$, $j = 1, \ldots, k$, $n \geq 1$. Note that $S(V)_0 = \mathbb{R}$ and $S(V)_1 = V$.

Since $S(V)$ is in effect isomorphic to the polynomial ring having as variables the vectors of a basis for $V$, the symmetric algebra has always been a natural choice for the algebra on which posing the moment problem especially in infinite dimensional contexts. Indeed, since the early days of the moment theory, several problems appearing in applied fields (e.g. statistical mechanics, quantum field theory, etc.) have been modeled as moment problems for linear functionals defined on the algebra polynomials in infinitely many variables whose representing measures are usually required to have support on an infinite-dimensional space (see the introduction for more references). Hence, the choice of considering Problem 1.1 for the symmetric algebra of a general vector space $V$ (possibly infinite dimensional) is general enough to encompass a multitude of practical applications and clearly includes the classical case (when $V$ is finite dimensional). An early systematic study of the moment problem for linear functionals on the symmetric algebra of a locally convex nuclear space can be found e.g. in [2, Chapter 5, Section 2], [9], [8], [21], [10], [14] Section 12.5]. More recently, new advances were obtained both for specific choices of the locally convex nuclear space $V$ (see [23, 24]) and for the general case of the algebra of polynomials in an arbitrary set of variables $\{x_i; i \in \Omega\}$ (see [1], [18]).

Considering the general results presented in the previous section, it seemed natural to look for lmc topologies on the symmetric algebra in order to be able to apply Proposition 2.5 to this kind of algebras. In [14] it is indeed explained how a lmc topology $\tau$ on a real vector space $V$ can be extended to a lmc topology $\bar{\tau}$ on the
symmetric algebra $S(V)$ and a complete criterion for the existence of a solution to the $K$-moment problem for $\tau$-continuous linear functionals on $S(V)$ is given. Furthermore, [14] contains a detailed comparison between these results and the ones in [2 Theorem 2.1], [3, 25 Theorem 2.3] for the $K$-moment problem on locally convex nuclear spaces. Starting from this comparison, we outline some connections to further previous works on the moment problem on symmetric algebras of lc nuclear spaces and pose some questions which naturally emerge from this analysis.

We start by briefly reporting the main results of [14] in the case $V$ is a $\mathbb{R}$-vector space with the topology given by a single seminorm $\rho$. The procedure to extend $\rho$ on $V$ to a submultiplicative seminorm $\overline{\rho}$ on $S(V)$ can be summarized as follows.

1. For $k \in \mathbb{N}$, let us consider the projective tensor seminorm on $V^\otimes k$, i.e.

$$\rho^\otimes_k(g) := \inf \left\{ \sum_{i=1}^{N} \rho(g_{i1}) \cdots \rho_k(g_{ik}) : g = \sum_{i=1}^{N} g_{i1} \otimes \cdots \otimes g_{ik}, g_{ij} \in V, N \in \mathbb{N} \right\}.$$  

2. Denote by $\pi_k : V^\otimes k \to S(V)_k$ the quotient map $\rho$ restricted to $V^\otimes k$ and define $\overline{\rho}_k$ to be the quotient seminorm on $S(V)_k$ induced by $\rho^\otimes_k$, i.e.

$$\overline{\rho}_k(f) := \inf \{ \rho^\otimes_k(g) : g \in V^\otimes k, \pi_k(g) = f \}$$

$$= \inf \left\{ \sum_{i=1}^{N} \rho(f_{i1}) \cdots \rho(f_{ik}) : f = \sum_{i=1}^{N} f_{i1} \cdots f_{ik}, f_{ij} \in V, N \in \mathbb{N} \right\}.$$  

Define $\overline{\rho}_0$ to be the usual absolute value on $\mathbb{R}$.

3. For any $h \in S(V)$, say $h = h_0 + \cdots + h_\ell$, $h_k \in S(V)_k, k = 0, \ldots, \ell$, define

$$\overline{\rho}(h) := \sum_{k=0}^{\ell} \overline{\rho}_k(h_k).$$

The seminorm $\overline{\rho}$ is called the projective extension of $\rho$ to $S(V)$ and in [14] Proposition 3.2 it is proved to be submultiplicative, i.e. $\overline{\rho}(f \cdot g) \leq \overline{\rho}(f) \overline{\rho}(g), \forall f, g \in S(V)$. Proposition 2.3 can be therefore applied and, exploiting the universal property of the symmetric algebra, it is possible to show the following result.

**Proposition 3.1.** [14] Corollary 3.7 Let $(V, \rho)$ be a seminormed $\mathbb{R}$-vector space, $M$ a 2d-power module of $S(V)$ and $L : S(V) \to \mathbb{R}$ a linear functional. $L$ is $\overline{\rho}$-continuous and $L(M) \subseteq [0, +\infty)$ if and only if $\exists! \mu$ on $V^*$ such that

$$L(f) = \int_{V^*} \hat{f}(\alpha) \mu(d\alpha) \quad \text{and} \quad \supp \mu \subseteq X_M \cap \overline{B}_V^{\|\rho\|},$$

where $V^*$ denotes the algebraic dual of $V$, $\| \cdot \|_\rho$ is the operator norm on $V^*$, i.e.

$$\| \beta \|_\rho := \sup_{v \in V, \rho(v) \leq 1} |\beta(v)| \quad \text{and} \quad \overline{B}_V^{\|\rho\|} := \{ \beta \in V^* : \| \beta \|_\rho \leq 1 \}.$$  

**Remark 3.2.** For any two seminorms $\rho_1$ and $\rho_2$ on $V$, we write $\rho_1 \succeq \rho_2$ to indicate that there exists $c > 0$ such that $c\rho_1(v) \geq \rho_2(v), \forall v \in V$. It is important to note that $\rho_1 \succeq \rho_2$ does not imply in general that $\overline{\rho}_1 \geq \overline{\rho}_2$. However, [14] Proposition 3.4 guarantees that there exists $C > 0$ such that $C\overline{\rho}_1 \geq \overline{\rho}_2$.

Let us consider now the case when $\tau$ is any locally convex topology on a $\mathbb{R}$-vector space $V$ and let $\mathcal{P}$ be a directed family of seminorms generating $\tau$. In [14] the authors consider the topology $\mathcal{T}$ on $S(V)$ generated by the family of seminorms
\[ Q := \{ \tau \in \mathcal{P} : \rho \in \mathcal{P}, \ n \in \mathbb{N} \}, \] which is directed in virtue of Remark 3.2. Hence, by using Proposition 2.5 and the universal property of the symmetric algebra, it is possible to show the following result.

**Proposition 3.3.** Let \( (V, \tau) \) be a lc topological vector space over \( \mathbb{R} \) whose topology is generated by a directed family of seminorms \( \mathcal{P} \). Let \( M \) be a \( 2d \)-power module of \( S(V) \) and \( L : S(V) \to \mathbb{R} \) a linear functional. \( L \) is \( \tau \)-continuous and \( L(M) \subseteq [0, +\infty) \) iff there exists \( \mu^* \) on \( V^\ast : L(f) = \int f(\alpha)\mu(\mathrm{d}\alpha) \) and \( \text{supp} \mu \subseteq \{ q \in N : |q| \leq Cq \} \) for some \( n \in \mathbb{N} \) and \( \rho \in \mathcal{P} \).

Note that \( \tau \) is the finest lmc topology \( \mathcal{P} \) on \( S(V) \) extending \( \tau \) (see [14, Proposition 5.1]). Therefore, Proposition 3.3 holds for all linear functionals on \( S(V) \) which are continuous w.r.t. any other lmc topology on \( S(V) \) extending \( \tau \). However, it is not clear to us how to construct further topologies on \( S(V) \) fulfilling these properties. For instance, we already do not know if it is possible to extend \( \tau \) to a lmc topology on \( S(V) \) using the injective topology on the tensor power \( V \otimes_k \) instead of the projective one as in [14].

**Question 3.4.** Is it possible to give a characterization of all the lmc topologies on \( S(V) \) extending \( \tau \)?

More in general, one could ask if there exists any other topology out of this class for which a result of the kind in Proposition 3.3 would be still true, i.e.

**Question 3.5.** Can we characterize all the topologies on \( S(V) \) for which an analogous result to Proposition 3.3 holds?

The assumption of \( \tau \)-continuous is actually pretty strong. Already for the finite dimensional case \( V = \mathbb{R}^d \) analogues of Proposition 3.3 hold under weaker assumptions than the continuity of \( L \). Indeed, in [36, Theorem 10] Nussbaum proved that whenever \( L : \mathbb{R}[x_1, \ldots, x_d] \to \mathbb{R} \) fulfills the so-called Carleman’s condition i.e.

\[
\sum_{n=1}^{\infty} L(x_j^{2n}) \equiv \infty, \quad \forall j = 1, \ldots, d,
\]

then \( L \) is positive, is equivalent to the existence of a representing measure for \( L \) supported on \( \mathbb{R}^d \). Note that if \( L \) is continuous w.r.t. any lmc topology \( \omega \) on \( \mathbb{R}[x_1, \ldots, x_d] \) then (3.1) holds. In fact, if \( S \) is a directed family of submultiplicative seminorms generating \( \omega \) then the \( \omega \)-continuity of \( L \) implies there exist \( \rho \in S \) and \( C > 0 \) such that \( |L(f)| \leq C\rho(f) \) for all \( f \in \mathbb{R}[x_1, \ldots, x_d] \). In particular for any \( n \geq 1 \) and any \( j = 1, \ldots, d \), we get \( |L(x_j^{2n})| \leq C\rho(x_j)^{2n} \) which implies (3.1).

Nussbaum’s result still holds under weaker conditions than (3.1) as shown in [36, Theorem 4.9], [37, Theorem 0.1] and [45, Proposition 1] (see also [37, Lemma 0.2 and Theorem 0.3] for more details about the relation between these conditions). Using Nussbaum’s result (resp. its stronger version [37, Theorem 0.1]), in [23, Theorem 4.1] (resp. [37, Corollary 0.6]) it is showed that for any linear functional \( L \) on \( \mathbb{R}[x_1, \ldots, x_d] \) satisfying (3.1) (resp. equation (0.1) in [37, Theorem 0.1]) the non-negativity of \( L \) on a quadratic module \( M_2 \) (even uncountably generated) of \( \mathbb{R}[x_1, \ldots, x_d] \) is equivalent to the existence of a \( \mathbb{X}_{M_2} \) representing measure for \( L \). The results mentioned above have been generalized to the case of infinitely many variables in [18, Section 4 and 5]. In particular, the corresponding results for linear functionals non-negative on quadratic modules of \( \mathbb{R}[x_i, i \in \Omega] \) with \( \Omega \) possibly
uncountable are [18] Theorem 5.1 and 5.4, which hold under further assumptions on the quadratic modules. Note that in the uncountable case the representing measures provided by these results in [18] are not necessarily Radon.

Similar results were obtained in [2] Vol. II, Chapter 5, Section 2, [3], and [23], [22] Section 3 when $V$ belongs to a certain class of nuclear spaces. Namely, $(V, \tau)$ is assumed to be: separable, the projective limit of a family $(H_j)_{j \in J}$ of Hilbert spaces $(J$ is an index set containing 0) which is directed by topological embedding such that each $H_j$ is embedded topologically into $H_0$, and nuclear, i.e. for each $j_1 \in J$ there exists $j_2 \in J$ such that the embedding $H_{j_2} \hookrightarrow H_{j_1}$ is quasi-nuclear. Thus $\tau$ is the locally convex topology on $V$ induced by the directed family $\mathcal{P}$ of norms on $V$, where $\mathcal{P}$ consists of the norms on $V$ which are induced by the embeddings $V \hookrightarrow H_j$, $j \in J$. The topology $\tau$ is usually referred to as the projective topology on $V$ and it is clearly a Hausdorff topology. In this setting Berezansky, Kondratiev, and Šifrin proved in [2, Vol. II, Theorem 2.1] and [3] a Nussbaum’s type result, conditions appearing in [18] see [24, Remark 3.2]. In particular, if $L$ condition, the infinite dimensional version of Carleman's condition and the other

following the notation of [22], [24] and [25]. For a comparison between the determining condition, the infinite dimensional version of Carleman's condition and the other conditions appearing in [18] see [24] Remark 3.2. In particular, if $L$ is $\tau$-continuous then $L$ is determining (see [14] Remark 6.2, (9)-(10)) for more details). Therefore, when we restrict our attention to this special class of locally convex nuclear spaces and to positive functionals, Proposition 3.3 is less general than Theorem 3.6. However, as pointed out in [14] Remark 6.2 (8), (11)], Proposition 3.3 is more general than Theorem 3.6 because it holds for any locally convex topological space (not just separable and nuclear) and for arbitrary $2d$-power modules (not just for $\sum S(V)^2$) providing in this way better information about the support of the representing measure. This comparison leads to the following question.

**Question 3.7.** Is it possible to generalize Proposition 3.3 by weakening the continuity assumption on $L : S(V) \to \mathbb{R}$ without any further assumption on $V$? How would this affect the support of the representing measure?

An encouraging result in this direction is given by [23] Theorem 2.3 for the special case when $V = \mathcal{C}_c^\infty(\mathbb{R}^n)$, the set of all infinitely differentiable functions with compact support contained in $\mathbb{R}^n$. Note that $\mathcal{C}_c^\infty(\mathbb{R}^n)$ can be constructed as the projective limit of a family of weighted Sobolev spaces and so endowed with the
corresponding projective topology \( \tau_{proj} \), which actually makes it a nuclear space belonging to the class for which Theorem 3.3 holds (see [25] for more details). The choice of this particular space seems to be not so restrictive from the point of view of moment problems appearing in applied fields, which very often deal with representing measures supported on non-compact subsets of the space of generalized functions as the topological dual of \( C_c^\infty(\mathbb{R}^n) \). For convenience, let us restate here [20, Theorem 2.3] in the notation used so far.

**Theorem 3.8.** Let \( V = C_c^\infty(\mathbb{R}^n) \) be endowed with the topology \( \tau_{proj} \) described above, \( M_2 \) be a quadratic module of \( S(V) \) and \( \ell : S(V) \to \mathbb{R} \) a linear functional. Assume that \( L \) is determining. Then \( L(M_2) \subseteq [0, +\infty) \) iff \( \exists! \mu \) on \( V^* \): \( L(f) = f_\ell, f(\alpha)\mu(\alpha x) \) and \( \text{supp} \mu \subseteq X_{M_2} \cap V' \).

It is not clear to us if such a result would still hold for any 2\( d \)-power module providing, at least for this particular choice of \( V \), a generalization of Proposition 3.3 and a partial positive answer to Question 3.7. Moreover, Theorem 3.8 also covers the case of non-compactly supported representing measures while the continuity of \( L \) in Proposition 3.3 enforces the support of the representing measure to be compact. Therefore, it would be extremely interesting to get such a result for a larger class of spaces including \( (C_c^\infty(\mathbb{R}^n), \tau_{proj}) \) and for any 2\( d \)-power module rather than just for \( d = 1 \). Hence:

**Question 3.9.** What are the weakest possible assumptions on \( V \) s.t. Theorem 3.8 holds? Under these assumptions, would the result still hold for any 2\( d \)-power module (not just for \( d = 1 \))?

The comparison of Proposition 3.3 with Theorem 3.6 and Theorem 3.8 leads to the following general question (which includes Questions 3.7 and 3.9).

**Question 3.10.** What are the weakest possible assumptions on the lc space \( V \) and on the linear functional \( L : S(V) \to \mathbb{R} \) s.t. the nonnegativity of \( L \) on a 2\( d \)-power module \( M \) is equivalent to the existence of a \( X_M \)-representing measure for \( L \)?

As mentioned above there are several other papers in literature dealing with the moment problem on the symmetric algebra of a nuclear space. In particular, in [8, Section 4] the authors consider a different class of nuclear spaces than the one described above; namely, \( V \) is taken to be a real nuclear space which is a strict inductive limit of a countable family \( (V_s)_{s \in \Omega} \) of its subspaces. For each \( s \in \Omega \), they consider the tensor power \( V_s^\otimes k \) endowed with the \( \pi \)-topology and define \( V^\otimes k \) as the inductive limit of \( (V_s^\otimes k)_{s \in \Omega} \) endowed with the corresponding inductive limit topology. This gives a natural quotient topology on \( S(V)_k \) and \( S(V) \) is endowed with the lc direct sum topology which we denote in the following by \( \tau_{BY} \). For \( \tau_{BY} \)-continuous linear functionals on \( S(V) \), Borchers and Yngvason proved a generalization of the classical Riesz-Haviland theorem, which we restated here in our notation.

**Theorem 3.11.** Let \( (V, \tau_{BY}) \) be a nuclear space as above, \( K \subseteq V' \) and \( L \) a linear functional on \( S(V) \). \( L \) has a \( K \)-representing measure if and only if \( L \) is \( \tau_{BY} \)-continuous and \( L(\text{Pos}(K)) \subseteq [0, +\infty) \), where \( \text{Pos}(K) \) is defined as in (1.1) for \( A = S(V) \) and \( K \) denotes the weak closure of \( K \) in \( V' \).

In this setting, having in mind Question 3.8 and Question 3.10 it becomes natural to ask the following.
Question 3.12. Does Proposition 3.3 or the results in Theorem 3.6 hold for the class of lc nuclear spaces considered in [8, Section 4]?

Note that the integral representation obtained is actually regarded in [8] as a decomposition of a continuous $K$-positive functional into multiplicative functionals. This is indeed the more general point of view considered in this paper as well as in many others (see e.g. [4], [40], [44, Section 12.4]) where interesting results about decompositions of linear functionals on a commutative (and even on an arbitrary) nuclear $*$-algebra into pure states were obtained.

The results described in this section suggest that introducing more structure on the algebra considered in Problem 1.1 can allow to get better results in those special cases and so open new directions towards interesting applications (e.g. considering the symmetric algebra $S(V)$ endowed with the topology introduced in Proposition 3.3) allowed to explicit compute the support and so in some sense to get a better result than Proposition 2.5.

Question 3.13. Investigate Problem 1.1 for other special class of algebras (e.g. algebra of polynomials invariant under the action of a group considered in [9], Stone algebras).

Several questions remain open also in relation to the determinacy of the moment problem on the symmetric algebra of a locally convex space as described in [24] (see also [22] for a review about determinacy in both finite and infinite dimensions). Last but not least, one could obviously ask:

Question 3.14. What about the truncated case in this general setting?

There is a huge literature about the truncated moment problem in the finite dimensional case (see e.g. [12], [33], [31, Chap. III] for nice surveys about the results obtained so far) but there are still many unsolved questions and even less is known in the infinite dimensional case. As explained in the introduction, despite the infinite dimensional truncated moment problem is a longstanding problem in several applied fields, there is a lack of a structural theoretical investigation of this problem. Some progress in this direction have been recently done e.g. in [28], [29], [30], where a systematic study of the truncated case for point processes and random sets was initiated. However, to the best of our knowledge, at the moment there is no results for the truncated moment problem for general $\mathbb{R}$-algebras. In [15] we are currently working together with Mehdi Ghasemi on a version of the achievements contained in Section 2 for the truncated case starting from some promising results and ideas discussed with Murray Marshall.
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