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Abstract
These lectures provide an informal introduction into the notions and tools used to analyze statistical properties of eigenvalues of large random Hermitian matrices. After developing the general machinery of orthogonal polynomial method, we study in most detail Gaussian Unitary Ensemble (GUE) as a paradigmatic example. In particular, we discuss Plancherel-Rotach asymptotics of Hermite polynomials in various regimes and employ it in spectral analysis of the GUE. In the last part of the course we discuss general relations between orthogonal polynomials and characteristic polynomials of random matrices which is an active area of current research.

1 Preface
Gaussian Ensembles of random Hermitian or real symmetric matrices always played a prominent role in the development and applications of Random Matrix Theory. Gaussian Ensembles are uniquely singled out by the fact that they belong both to the family of invariant ensembles, and to the family of ensembles with independent, identically distributed (i.i.d) entries. In general, mathematical methods used to treat those two families are very different.

In fact, all random matrix techniques and ideas can be most clearly and consistently introduced using Gaussian case as a paradigmatic example. In the present set of lectures we mainly concentrate on consequences of the invariance of the corresponding probability density function, leaving aside methods of exploiting statistical independence of matrix entries. Under these circumstances the method of orthogonal polynomials is the most adequate one, and for the Gaussian case the relevant polynomials are Hermite polynomials. Being mostly interested in the limit of large matrix sizes we will spend a considerable amount of time investigating various asymptotic regimes of Hermite polynomials, since the latter are main building blocks of various correlation functions of interest. In the last part of our lecture course we will discuss why statistics of characteristic polynomials of random Hermitian matrices turns out to be interesting and informative to investigate, and will make a contact with recent results in the domain.

The presentation is quite informal in the sense that I will not try to prove various statements in full rigor or generality. I rather attempt outlining the main concepts, ideas and techniques preferring a good illuminating example to a general proof. A much more rigorous and detailed exposition can be found in the cited literature. I will also frequently employ the symbol \( \propto \). In the present set of lectures it always means that the expression following \( \propto \) contains a multiplicative constant which is of secondary importance for our goals and can be restored when necessary.

2 Introduction
In these lectures we use the symbol \( T \) to denote matrix or vector transposition and the asterisk \( * \) to denote Hermitian conjugation. In the present section the bar \( \overline{\tau} \) denotes complex conjugation.
Let us start with a square complex matrix \( \hat{Z} \) of dimensions \( N \times N \), with complex entries \( z_{ij} = x_{ij} + iy_{ij}, 1 \leq i, j \leq N \). Every such matrix can be conveniently looked at as a point in a \( 2N^2 \)-dimensional Euclidean space with real Cartesian coordinates \( x_{ij}, y_{ij} \), and the length element in this space is defined in a standard way as:

\[
(ds)^2 = Tr \left( d\hat{Z}d\hat{Z}^* \right) = \sum_{ij} dz_{ij} \overline{dz}_{ij} = \sum_{ij} [(dx)_{ij}^2 + (dy)_{ij}^2].
\tag{1}
\]

As is well-known (see e.g.\cite{1}) any surface embedded in an Euclidean space inherits a natural Riemannian metric from the underlying Euclidean structure. Namely, let the coordinates in an \( n \)-dimensional Euclidean space be \( (x_1, \ldots, x_n) \), and let a \( k \)-dimensional surface embedded in this space be parameterized in terms of coordinates \( (q_1, \ldots, q_k) \), \( k \leq n \) as \( x_i = x_i(q_1, \ldots, q_k), i = 1, \ldots n \). Then the Riemannian metric \( g_{ml} = g_{m} \) on the surface is defined from the Euclidean length element according to

\[
(ds)^2 = \sum_{i=1}^{n} (dx_i)^2 = \sum_{i=1}^{n} \left( \sum_{m=1}^{k} \frac{\partial x_i}{\partial q_m} dq_m \right)^2 = \sum_{m,l=1}^{k} g_{mn} dq_m dq_l. \tag{2}
\]

Moreover, such a Riemannian metric induces the corresponding integration measure on the surface, with the volume element given by

\[
d\mu = \sqrt{|g|} dq_1 \ldots dq_k, \quad g = \det (g_{ml})_{i,m=1}^k. \tag{3}
\]

For \( k = n \) these are just the familiar formulae for the lengths and volume associated with change of coordinates in an Euclidean space. For example, for \( n = 2 \) we can pass from Cartesian coordinates \( -\infty < x, y < \infty \) to polar coordinates \( r > 0, 0 \leq \theta < 2\pi \) by \( x = r \cos \theta, y = r \sin \theta \), so that \( dx = dr \cos \theta - r \sin \theta d\theta, dy = dr \sin \theta + r \cos \theta d\theta \), and the Riemannian metric is defined by \((ds)^2 = (dx)^2 + (dy)^2 = (dr)^2 + r^2(d\theta)^2 \). We find that \( g_{11} = 1, g_{12} = g_{21} = 0, g_{22} = r^2 \), and the volume element of the integration measure in the new coordinates is \( d\mu = r dr d\theta \) as it should be. As the simplest example of a “surface” with \( k < n = 2 \) embedded in such a two-dimensional space we consider a circle \( r = R = \text{const} \). We immediately see that the length element \((ds)^2 \) restricted to this “surface” is \((ds)^2 = R^2(d\theta)^2 \), so that \( g_{11} = R^2 \), and the integration measure induced on the surface is correspondingly \( d\mu = Rd\theta \). The “surface” integration then gives the total “volume” of the embedded surface (i.e. circle length \( 2\pi R \)).

Figure 1: The spherical coordinates for a two dimensional sphere in the three-dimensional Euclidean space.
Similarly, we can consider a two-dimensional \((k = 2)\) sphere \(R^2 = x^2 + y^2 + z^2\) embedded in a three-dimensional Euclidean space \((n = 3)\) with coordinates \(x, y, z\) and length element \((ds)^2 = (dx)^2 + (dy)^2 + (dz)^2\). A natural parameterization of the points on the sphere is possible in terms of the spherical coordinates \(\phi, \theta\) (see Fig. 1)

\[
x = R \sin \theta \cos \phi, \quad y = R \sin \theta \sin \phi, \quad z = R \cos \theta; \quad 0 \leq \theta \leq \pi, \quad 0 \leq \phi < 2\pi,
\]

which results in \((ds)^2 = R^2(d\theta)^2 + R^2 \sin^2 \theta (d\phi)^2\). Hence the matrix elements of the metric are \(g_{11} = R^2, g_{12} = g_{21} = 0, g_{22} = R^2 \sin^2 \theta\), and the corresponding “volume element” on the sphere is the familiar elementary area

\[
ds = R^2 \sin \theta d\theta d\phi.
\]

As a less trivial example to be used later on consider a 2-dimensional subspace of Hermitian matrices in the \(2^N\) dimensional space of \(Gl(2; C)\) matrices. Every such matrix can be represented as the product of a matrix \(U\) from the coset space \(U(2)/U(1) \times U(1)\) parameterized by \(k = 2\) real coordinates \(0 \leq \phi < 2\pi, \ 0 \leq \theta < \pi/2\), and a diagonal unitary matrix \(U_d\), that is \(U = U_d U_c\), where

\[
U_c = \begin{pmatrix} \cos \theta & -\sin \theta e^{i\phi} \\ \sin \theta e^{i\phi} & \cos \theta \end{pmatrix}, \quad U_d = \begin{pmatrix} e^{-i\phi_1} & 0 \\ 0 & e^{i\phi_2} \end{pmatrix}, \quad (4)
\]

Then the differential \(d\hat{U}\) of the matrix \(\hat{U} = U_d U_c\) has the following form:

\[
d\hat{U} = \begin{pmatrix} -[d\theta \sin \theta + i \cos \theta \phi_1] e^{-i\phi_1} \\ e^{i(\phi_1 + \phi_2)} [d\theta \cos \theta + i (d\phi_1 + d\phi_2) \sin \theta] \\ e^{-i(\phi_1 + \phi_2)} [d\theta \sin \theta + i d\phi_2 \cos \theta] e^{i\phi_2} \end{pmatrix}, \quad (5)
\]

which yields the length element and the induced Riemannian metric:

\[
(ds)^2 = Tr \left( d\hat{U} d\hat{U}^\ast \right) = 2(d\theta)^2 + (d\phi_1)^2 + (d\phi_2)^2 + 2 \sin^2 \theta (d\phi_1)^2 + 2 \sin^2 \theta (d\phi_1 d\phi_1 + d\phi d\phi_2). \quad (6)
\]

We see that the nonzero entries of the Riemannian metric tensor \(g_{mn}\) in this case are \(g_{11} = 2, g_{22} = g_{33} = 1, g_{44} = 2 \sin^2 \theta, g_{24} = g_{42} = g_{34} = g_{43} = \sin^2 \theta\), so that the determinant \(\det [g_{mn}] = 4 \sin^2 \theta \cos^2 \theta\). Finally, the induced integration measure on the group \(U(2)\) is given by

\[
d\mu(\hat{U}) = 2 \sin \theta \cos \theta d\theta d\phi_1 d\phi_2. \quad (7)
\]

It is immediately clear that the above expression is invariant, by construction, with respect to multiplications \(\hat{U} \rightarrow V \hat{U}\), for any fixed unitary matrix \(V\) from the same group. Therefore, Eq.\((7)\) is just the Haar measure on the group.

We will make use of these ideas several times in our lectures. Let us now concentrate on the \(N^2\)-dimensional subspace of Hermitian matrices in the \(2N^2\)-dimensional space of all complex matrices of a given size \(N\). The Hermiticity condition \(\hat{H} = \hat{H}^\ast \equiv \hat{H}^T\) amounts to imposing the following restrictions on the coordinates: \(x_{ij} = x_{ji}, \ y_{ij} = -y_{ji}\). Such a restriction from the space of general complex matrices results in the length and volume element on the subspace of Hermitian matrices:

\[
(ds)^2 = Tr \left( d\hat{H} d\hat{H}^\ast \right) = \sum_i (dx_{ii})^2 + 2 \sum_{i<j}[(dx_{ij})^2 + (dy_{ij})^2] \quad (8)
\]

\[
d\mu(\hat{H}) = 2^{N(N-1)/2} \prod_i dx_{ii} \prod_{i<j} dx_{ij} dy_{ij}. \quad (9)
\]

Obviously, the length element \((ds)^2 = Tr d\hat{H} d\hat{H}^\ast\) is invariant with respect to an automorphism (a mapping of the space of Hermitian matrices to itself) by a similarity transformation \(\hat{H} \rightarrow U^{-1} \hat{H} U\),
where $\hat{U} \in U(N)$ is any given unitary $N \times N$ matrix: $\hat{U}^* = \hat{U}^{-1}$. Therefore the corresponding integration measure $d\mu(\hat{H})$ is also invariant with respect to all such “rotations of the basis”.

The above-given measure $d\mu(\hat{H})$ written in the coordinates $x_{ij}$, $x_{i<j}$, $y_{i<j}$ is frequently referred to as the “flat measure”. Let us discuss now another, very important coordinate system in the space of Hermitian matrices which will be in the heart of all subsequent discussions. As is well-known, every Hermitian matrix $\hat{H}$ can be represented as

$$\hat{H} = \hat{U} \hat{\Lambda} \hat{U}^{-1}, \quad \hat{\Lambda} = \text{diag}(\lambda_1, \ldots, \lambda_N), \quad \hat{U}^* \hat{U} = \hat{I},$$

(10)

where real $-\infty < \lambda_k < \infty$, $k = 1, \ldots, N$ are eigenvalues of the Hermitian matrix, and rows of the unitary matrix $\hat{U}$ are corresponding eigenvectors. Generically, we can consider all eigenvalues to be simple (non-degenerate). More precisely, the set of matrices $\hat{H}$ with non-degenerate eigenvalues is dense and open in the $N^2$-dimensional space of all Hermitian matrices, and has full measure (see [3], p.94 for a formal proof). The correspondence $\hat{H} \rightarrow (\hat{U} \in U(N), \hat{\Lambda})$ is, however, not one-to-one, namely $\hat{U}_1 \hat{\Lambda}_1 \hat{U}_1^{-1} = \hat{U}_2 \hat{\Lambda}_2 \hat{U}_2^{-1}$ if $\hat{U}_1^{-1} \hat{U}_2 = \text{diag}(e^{i\phi_1}, \ldots, e^{i\phi_N})$ for any choice of the phases $\phi_1, \ldots, \phi_N$. To make the correspondence one-to-one we therefore have to restrict the unitary matrices to the coset space $U(N)/U(1) \otimes \ldots \otimes U(1)$, and also to order the eigenvalues, e.g. requiring $\lambda_1 < \lambda_2 < \ldots < \lambda_N$. Our next task is to write the integration measure $d\mu(\hat{H})$ in terms of eigenvalues $\hat{\Lambda}$ and matrices $\hat{U}$. To this end, we differentiate the spectral decomposition $\hat{H} = \hat{U} \hat{\Lambda} \hat{U}^*$, and further exploit: $d(\hat{U}^* \hat{U}) = d\hat{U}^* \hat{U} + \hat{U}^* d\hat{U} = 0$. This leads to

$$d\hat{H} = \hat{U} \left[ d\hat{\Lambda} + \hat{U}^* d\hat{U} \hat{\Lambda} - \hat{\Lambda} \hat{U}^* d\hat{U} \right] \hat{U}^*.$$ (11)

Substituting this expression into the length element $(ds)^2$, see Eq.(8), and using the short-hand notation $\delta \hat{U}$ for the matrix $\hat{U}^* d\hat{U}$ satisfying anti-Hermiticity condition $\delta \hat{U}^* = -\delta \hat{U}$, we arrive at:

$$(ds)^2 = \text{Tr} \left[ \left( d\hat{\Lambda} \right)^2 + 2d\hat{\Lambda} \left( \delta \hat{U} \hat{\Lambda} - \hat{\Lambda} \delta \hat{U} \right) + \left( \delta \hat{U} \hat{\Lambda} \right)^2 + \left( \hat{\Lambda} \delta \hat{U} \right)^2 - 2\delta \hat{U} \hat{\Lambda}^2 \delta \hat{U} \right].$$ (12)

Taking into account that $\hat{\Lambda}$ is purely diagonal, and therefore the diagonal entries of the commutator $\left( \delta \hat{U} \hat{\Lambda} - \hat{\Lambda} \delta \hat{U} \right)$ are zero, we see that the second term in Eq.(12) vanishes. On the other hand, the third and subsequent terms when added up are equal to

$$2\text{Tr} \left[ \delta \hat{U} \hat{\Lambda} \delta \hat{U} \hat{\Lambda} - \delta \hat{U}^2 \hat{\Lambda}^2 \right] = 2 \sum_{i<j} \left[ \delta U_{ij} \lambda_j \delta U_{ji} \lambda_i - \lambda_i^2 \delta U_{ij} \delta U_{ji} \right] = -\sum_{i<j} (\lambda_i - \lambda_j)^2 \delta U_{ij} \delta U_{ji},$$

which together with the first term yields the final expression for the length element in the “spectral” coordinates

$$(ds)^2 = \sum_i (d\lambda_i)^2 + \sum_{i<j} (\lambda_i - \lambda_j)^2 \delta U_{ij} \delta U_{ji}$$

(13)

where we exploited the anti-Hermiticity condition $-\delta U_{ji} = \overline{\delta U_{ij}}$. Introducing the real and imaginary parts $\delta U_{ij} = \delta p_{ij} + i \delta q_{ij}$ as independent coordinates we can calculate the corresponding integration measure $d\mu(\hat{H})$ according to the rule in Eq.(3), to see that it is given by

$$d\mu(\hat{H}) = \prod_{i<j} (\lambda_i - \lambda_j)^2 \prod_i d\lambda_i \times d\mathcal{M}(\hat{U}).$$ (14)
The last factor \(d\mathcal{M}(U)\) stands for the part of the measure depending only on the \(U\)–variables. A more detailed consideration shows that, in fact, \(d\mathcal{M}(U) \equiv d\mu(U)\), which means that it is given (up to a constant factor) by the invariant Haar measure on the unitary group \(U(N)\). This fact is however of secondary importance for the goals of the present lecture.

Having an integration measure at our disposal, we can introduce a probability density function (p.d.f.) \(\mathcal{P}(\hat{H})\) on the space of Hermitian matrices, so that \(\mathcal{P}(\hat{H})d\mu(\hat{H})\) is the probability that a matrix \(\hat{H}\) belongs to the volume element \(d\mu(\hat{H})\). Then it seems natural to require for such a probability to be invariant with respect to all the above automorphisms, i.e. \(\mathcal{P}(\hat{H}) = \mathcal{P}(\hat{U}^*\hat{HU})\).

It is easy to understand that this “postulate of invariance” results in \(\mathcal{P}\) being a function of \(N\) first traces \(\text{Tr}\hat{H}^n, n = 1, \ldots, N\) (the knowledge of first \(N\) traces fixes the coefficients of the characteristic polynomial of \(\hat{H}\) uniquely, and hence the eigenvalues. Therefore traces of higher order can always be expressed in terms of the lower ones). Of particular interest is the case

\[
\mathcal{P}(\hat{H}) = C \exp(-\text{Tr}Q(\hat{H})), \quad Q(x) = a_{2j}x^{2j} + \ldots + a_0,
\]

where \(2j \leq N\), the parameters \(a_{2j}\) and \(C\) are real constants, and \(a_{2j} > 0\). Observe that if we take

\[
Q(x) = ax^2 + bx + c,
\]

then \(e^{-\text{Tr}Q(\hat{H})}\) takes the form of the product

\[
e^{-a\left[\sum_i x_{i}^2 + 2\sum_{i<j}(x_{i}^2 + y_{i}^2)\right]} e^{-b\sum_i x_{i}} e^{-cN} = e^{-cN} \prod_{i=1}^{N} \left(e^{-ax_{i}^2 - bx_{i}}\right) \prod_{i<j} e^{-2ax_{ij}} \prod_{i<j} e^{-2ay_{ij}}.
\]

We therefore see that the probability distribution of the matrix \(\hat{H}\) can be represented as a product of factors, each factor being a suitable Gaussian distribution depending only on one variable in the set of all coordinates \(x_{ii}, x_{i<j}, y_{i<j}\). Since the same factorization is valid also for the integration measure \(d\mu(\hat{H})\), see Eq.(9), we conclude that all these \(N^2\) variables are statistically independent and Gaussian-distributed.

A much less obvious statement is that if we impose simultaneously two requirements:

- The probability density function \(\mathcal{P}(\hat{H})\) is invariant with respect to all conjugations \(\hat{H} \rightarrow \hat{H}' = U^{-1}\hat{HU}\) by unitary matrices \(U\), that is \(\mathcal{P}(\hat{H}') = \mathcal{P}(\hat{H})\); and

- the \(N^2\) variables \(x_{ii}, x_{i<j}, y_{i<j}\) are statistically independent, i.e.

\[
\mathcal{P}(\hat{H}) = \prod_{i=1}^{N} f_i(x_{ii}) \prod_{i<j} f_{ij}^{(1)}(x_{ij}) f_{ij}^{(2)}(y_{ij}),
\]

then the function \(\mathcal{P}(\hat{H})\) is necessarily of the form \(\mathcal{P}(\hat{H}) = Ce^{-a\text{Tr}\hat{H}^2 + b\text{Tr}\hat{H} + cN}\), for some constants \(a > 0, b, c\). The proof for any \(N\) can be found in [2], and here we just illustrate its main ideas for the simplest, yet nontrivial case \(N = 2\). We require invariance of the distribution with respect to the conjugation of \(\hat{H}\) by \(U \in U(2)\), and first consider a particular choice of the unitary matrix \(\hat{U} = \begin{pmatrix} 1 & \theta \\ \theta & 1 \end{pmatrix}\) corresponding to \(\phi = \phi_1 = \phi_2 = 0\), and small values \(\theta \ll 1\) in Eq.(4). In this approximation the condition \(\hat{H}' = U^{-1}\hat{HU}\) amounts to

\[
\begin{pmatrix} x_{11}' & x_{12} + iy_{12}' \\ x_{12} - iy_{12}' & x_{22}' \end{pmatrix} = \begin{pmatrix} x_{11} + 2\theta x_{12} & x_{12} + iy_{12} + \theta(x_{22} - x_{11}) \\ x_{12} - iy_{12} + \theta(x_{22} - x_{11}) & x_{22} - 2\theta x_{12} \end{pmatrix},
\]
where we kept only terms linear in \( \theta \). With the same precision we expand the factors in Eq.(18):

\[
f_1(x'_1) = f_1(x_1) \left[ 1 + 2\theta x_{12} \frac{df_1}{dx_{11}} - \theta x_{12} \frac{df_1}{dx_{11}} \right],
\]

\[
f_2(x'_2) = f_2(x_{22}) \left[ 1 - 2\theta x_{12} \frac{df_2}{dx_{22}} + \theta x_{12} \frac{df_2}{dx_{22}} \right],
\]

\[
f_{12}'(x'_{12}) = f_{12}'(x_{12}) \left[ 1 + \theta(x_{22} - x_{11}) \frac{df_{12}^{(1)}}{dx_{12}} - \theta (x_{22} - x_{11}) \frac{df_{12}^{(1)}}{dx_{12}} \right],
\]

\[
f_{12}'(y'_{21}) = f_{12}'(y_{21}).
\]

The requirements of statistical independence and invariance amount to the product of the left-hand sides of the above expressions to be equal to the product of the right-hand sides, for any \( \theta \). This is possible only if:

\[
2x_{12} \left[ \frac{d\ln f_1}{dx_{11}} - \frac{d\ln f_2}{dx_{22}} \right] + (x_{22} - x_{11}) \frac{d\ln f_{12}^{(1)}}{dx_{12}} = 0,
\]

which can be further rewritten as

\[
\frac{1}{x_{22} - x_{11}} \left[ \frac{d\ln f_1}{dx_{11}} - \frac{d\ln f_2}{dx_{22}} \right] = \text{const} = \frac{1}{2x_{12}} \frac{d\ln f_{12}^{(1)}}{dx_{12}},
\]

where we used that the two sides in the equation above depend on essentially different sets of variables. Denoting \( \text{const}_1 = -2a \), we see immediately that

\[
f_{12}^{(1)}(x_{12}) \propto e^{-2ax_{12}^2},
\]

and further notice that

\[
\frac{d\ln f_1}{dx_{11}} + 2ax_{11} = \text{const}_2 = \frac{d\ln f_2}{dx_{22}} + 2ax_{22}
\]

by the same reasoning. Denoting \( \text{const}_2 = -b \), we find:

\[
f_1(x_{11}) \propto e^{-ax_{11}^2 - bx_{11}}, \quad f_2(x_{22}) \propto e^{-ax_{22}^2 - bx_{22}},
\]

and thus we are able to reproduce the first two factors in Eq.(17). To reproduce the remaining factors we consider the conjugation by the unitary matrix \( \hat{U}_d = \begin{pmatrix} 1 - i\alpha & 0 \\ 0 & 1 + i\alpha \end{pmatrix} \), which corresponds to the choice \( \theta = 0 \), \( \phi_1 = \phi_2 = -\alpha \) = in Eq.(4), and again we keep only terms linear in the small parameter \( \alpha \ll 1 \). Within such a precision the transformation leaves the diagonal entries \( x_{11}, x_{22} \) unchanged, whereas the real and imaginary parts of the off-diagonal entries are transformed as

\[
x'_i = x_i - 2\alpha y_i, \quad y'_i = y_i + 2\alpha x_i.
\]

In this case the invariance of the p.d.f. \( \mathcal{P}(\hat{H}) \) together with the statistical independence of the entries amount, after straightforward manipulations, to the condition

\[
\frac{1}{x_{12}} \frac{d\ln f_{12}^{(1)}}{dx_{12}} = \frac{1}{y_{12}} \frac{d\ln f_{12}^{(2)}}{dy_{12}},
\]

which together with the previously found \( f_{12}^{(1)}(x_{12}) \) yields

\[
f_{12}^{(2)}(y_{12}) \propto e^{-2\theta y_{12}^2},
\]
completing the proof of Eq.(17).

The Gaussian form of the probability density function, Eq.(17), can also be found as a result of rather different lines of thought. For example, one may invoke an information theory approach a la Shanon-Khinchin and define the amount of information $\mathcal{I}[\mathcal{P}(\hat{H})]$ associated with any probability density function $\mathcal{P}(\hat{H})$ by

$$\mathcal{I}[\mathcal{P}(\hat{H})] = -\int d\mu(\hat{H}) \mathcal{P}(\hat{H}) \ln \mathcal{P}(\hat{H})$$

(23)

This is a natural extension of the corresponding definition $\mathcal{I}[p_1, \ldots, p_m] = -\sum_{i=1}^{m} p_m \ln p_m$ for discrete events $1, \ldots, m$.

Now one can argue that in order to have matrices $\hat{H}$ as random as possible one has to find the p.d.f. minimizing the information associated with it for a certain class of $\mathcal{P}(\hat{H})$ satisfying some conditions. The conditions usually have a form of constraints ensuring that the probability density function has desirable properties. Let us, for example, impose the only requirement that the ensemble average for the two lowest traces $\text{Tr} \hat{H}, \text{Tr} \hat{H}^2$ must be equal to certain prescribed values, say $E[\text{Tr} \hat{H}] = b$ and $E[\text{Tr} \hat{H}^2] = a > 0$, where the $E[\ldots]$ stand for the expectation value with respect to the p.d.f. $\mathcal{P}(\hat{H})$. Incorporating these constraints into the minimization procedure in a form of Lagrange multipliers $\nu_1, \nu_2$, we seek to minimize the functional

$$\mathcal{I}[\mathcal{P}(\hat{H})] = -\int d\mu(\hat{H}) \mathcal{P}(\hat{H}) \left\{ \ln \mathcal{P}(\hat{H}) - \nu_1 \text{Tr} \hat{H} - \nu_2 \text{Tr} \hat{H}^2 \right\}$$

(24)

The variation of such a functional with respect to $\delta \mathcal{P}(\hat{H})$ results in

$$\delta \mathcal{I}[\mathcal{P}(\hat{H})] = -\int d\mu(\hat{H}) \delta \mathcal{P}(\hat{H}) \left\{ 1 + \ln \mathcal{P}(\hat{H}) - \nu_1 \text{Tr} \hat{H} - \nu_2 \text{Tr} \hat{H}^2 \right\} = 0$$

(25)

possible only if

$$\mathcal{P}(\hat{H}) \propto \exp\{\nu_1 \text{Tr} \hat{H} + \nu_2 \text{Tr} \hat{H}^2\}$$

again giving the Gaussian form of the p.d.f. The values of the Lagrange multipliers are then uniquely fixed by constants $a, b$, and the normalization condition on the probability density function. For more detailed discussion, and for further reference see [2], p.68.

Finally, let us discuss yet another construction allowing one to arrive at the Gaussian Ensembles exploiting the idea of Brownian motion. To start with, consider a system whose state at time $t$ is described by one real variable $x$, evolving in time according to the simplest linear differential equation $\frac{dx}{dt} = -x$ describing a simple exponential relaxation $x(t) = x_0 e^{-t}$ towards the stable equilibrium $x = 0$. Suppose now that the system is subject to a random additive Gaussian white noise $\xi(t)$ function of intensity $D$ \footnote{The following informal but instructive definition of the white noise process may be helpful for those not very familiar with theory of stochastic processes. For any positive $t > 0$ and integer $k \geq 1$ define the random function $\xi_k(t) = \sqrt{2/\pi} \sum_{n=0}^{k} a_n \cos nt$, where real coefficients $a_n$ are all independent, Gaussian distributed with zero mean $E[a_n] = 0$ and variances $E[a_n^2] = D/2$ for $1 \leq n \leq k$. Then one can, in a certain sense, consider white noise as the limit of $\xi_k(t)$ for $k \to \infty$. In particular, the Dirac $\delta(t-t')$ is approximated by the limiting value of $\frac{\sin [(k+1/2)(t-t')]}{2\pi \sin (t-t')/2}$}, so that the corresponding equation acquires the form

$$\frac{d}{dt} x = -x + \xi(t), \quad E[\xi(t_1)\xi(t_1)] = D\delta(t_1-t_2).$$

(26)
where $E_{\xi}[^{\ldots}]$ stands for the expectation value with respect to the random noise. The main characteristic property of a Gaussian white noise process is the following identity:

$$E_{\xi} \left[ \exp \left\{ \int_{a}^{b} \xi(t)v(t)dt \right\} \right] = \exp \left\{ \frac{D}{2} \int_{a}^{b} v^2(t)dt \right\}$$

valid for any (smooth enough) test function $v(t)$. This is just a direct generalization of the standard Gaussian integral identity:

$$\int_{-\infty}^{\infty} \frac{dq}{\sqrt{2\pi}a} e^{-\frac{1}{2a}q^2+qb} = e^{\frac{a^2}{4}}$$

valid for Re $a > 0$, and any (also complex) parameter $b$.

For any given realization of the Gaussian random process $\xi(t)$ the solution of the stochastic differential equation Eq.(26) is obviously given by

$$x(t) = e^{-t} \left[ x_0 + \int_{0}^{t} e^{-\tau} \xi(\tau)d\tau \right].$$

This is a random function, and our main goal is to find the probability density function $P(t,x)$ for the variable $x(t)$ to take value $x$ at any given moment in time $t$, if we know surely that $x(0) = x_0$. This p.d.f. can be easily found from the characteristic function

$$\mathcal{F}(t,q) = E_{\xi} \left[ e^{-iqx(t)} \right] = \exp \left\{ -iqx_0e^{-t} - \frac{Dq^2}{4}(1 - e^{-2t}) \right\}$$

obtained by using Eqs. (27) and (29). The p.d.f. is immediately recovered by employing the inverse Fourier transform:

$$P(t,x) = \int_{-\infty}^{\infty} dq \frac{e^{iqx(t)}}{2\pi} \left[ e^{-iqx(t)} \right] = \frac{1}{\sqrt{\pi D(1-e^{-2t})}} \exp \left\{ -\frac{(x-x_0e^{-t})^2}{D(1-e^{-2t})} \right\}.$$ (31)

The formula Eq.(31) is called the Ornstein-Uhlenbeck (OU) probability density function, and the function $x(t)$ satisfying the equation Eq.(26) is known as the O-U process. In fact, such a process describes an interplay between the random “kicks” forcing the system to perform a kind of Brownian motion and the relaxation towards $x = 0$. It is easy to see that when time grows the OU p.d.f. “forgets” about the initial state and tends to a stationary (i.e. time-independent) universal Gaussian distribution:

$$P(t \to \infty,x) = \frac{1}{\sqrt{\pi D}} \exp \left\{ -\frac{x^2}{D} \right\}.$$ (32)

Coming back to our main topic, let us consider $N^2$ independent OU processes: $N$ of them denoted as

$$\frac{d}{dt} x_i = -x_i + \xi_i(t), \quad 1 \leq i \leq N$$

and the rest $N(N-1)$ given by

$$\frac{d}{dt} x_{ij} = -x_{ij} + \xi_{ij}^{(1)}(t), \quad \frac{d}{dt} y_{ij} = -y_{ij} + \xi_{ij}^{(2)}(t),$$

(34)
where the indices satisfy $1 \leq i < j \leq N$. Stochastic processes $\xi(t)$ in the above equations are taken to be all mutually independent Gaussian white noises characterized by the correlation functions:

$$E_\xi [\xi_{ii}(t_1)\xi_{ij}(t_2)] = 2D\delta_{ij}\delta(t_1 - t_2), \quad E_\xi [\xi_{ij}^2(t_1)\xi_{kl}^2(t_2)] = D\delta_{ij}\xi_{kl}\delta(t_1 - t_2). \quad (35)$$

As initial values $x_i(0), x_{ij}(0), y_{ij}(0)$ for each OU process we choose diagonal and off-diagonal entries $H_{ii}^{(0)}, i = 1, \ldots, N$ and $\Re H_{i<j}^{(0)}, \Im H_{i<j}^{(0)}$ of a fixed $N \times N$ Hermitian matrix $\hat{H}^{(0)}$. Let us now consider the Hermitian matrix $\hat{H}(t)$ whose entries are $H_{ii}(t) = x_i(t), H_{i<j}(t) = x_{i<j}(t) + iy_{i<j}(t)$ for any $t \geq 0$. It is immediately clear that the joint p.d.f. $\mathcal{P}(t, \hat{H})$ of the entries of such a matrix $\hat{H}(t)$ will be given for any $t \geq 0$ by the OU-type formula:

$$\mathcal{P}(t, \hat{H}) \propto \text{Const} \times \frac{1}{\sqrt{(1 - e^{-2t})N^2}} \exp \left\{ -\frac{1}{D(1 - e^{-2t})} \text{Tr} \left( \hat{H} - \hat{H}_0 e^{-t} \right)^2 \right\}. \quad (36)$$

In the limit $t \to \infty$ this p.d.f. converges to a stationary, $t$-independent expression

$$\mathcal{P}(t, \hat{H}) \propto C e^{-\frac{1}{2} \text{Tr} \hat{H}^2} \quad (37)$$

independent of the initial matrix $\hat{H}_0$. We see therefore that the familiar Gaussian ensemble in the space of Hermitian matrices arises as the result of the stochastic relaxation from any initial condition, in particular, from any diagonal matrix with uncorrelated entries. In the next step one may try to deduce the stochastic dynamics of the eigenvalues of the corresponding matrices. Those eigenvalues obviously evolve from completely uncorrelated to highly correlated patterns. This very interesting set of question goes beyond our present goals and we refer to [2] for an introduction into the problem.

After specifying the probability density function $\mathcal{P}(\hat{H})$ the main question of interest is to characterize the statistical properties of the sequence of eigenvalues $\lambda_1, \ldots, N$ of $\hat{H}$. A convenient way of doing this is to start with the joint p.d.f. of all these eigenvalues. Because of the “rotational invariance” assumption the function $\mathcal{P}(\hat{H})$ depends in fact only on the eigenvalues, for example for the “symmetric” Gaussian case $b = 0$ we have $\mathcal{P}(\hat{H}) \propto e^{-\frac{1}{2} \sum_{i=1}^N \lambda_i^2}$. Moreover, we have seen that the integration measure $d\mu(\hat{H})$ when expressed in terms of eigenvalues and eigenvectors effectively factorizes, see Eq.(14). Collecting all these facts we arrive at the conclusion, that the relevant joint p.d.f of all eigenvalues can be always written, up to a normalization constant, as

$$\mathcal{P}(\lambda_1, \ldots, \lambda_N) \, d\lambda_1 \ldots d\lambda_N \propto e^{-\sum_{i=1}^N Q(\lambda_i) \prod_{i<j} (\lambda_i - \lambda_j)^2} \, d\lambda_1 \ldots d\lambda_N \quad (38)$$

for a general, non-gaussian weight $e^{-\text{Tr}Q(\hat{H})}$. We immediately see that the presence of the “Jacobian factor” $\prod_{i<j} (\lambda_i - \lambda_j)^2$ is responsible of the fact that the eigenvalues are correlated in a non-trivial way. In what follows we are going to disregard the fact that eigenvalues $\lambda_i$ were initially put in increasing order. More precisely, for any symmetric function $f$ of $N$ real variables $\lambda_1, \ldots, \lambda_N$ the expected value will be calculated as

$$\int_{\mathbb{R}^N} f(\lambda_1, \ldots, \lambda_N) \mathcal{P}(\lambda_1, \ldots, \lambda_N) d\lambda_1 \ldots d\lambda_N.$$

Indeed, with p.d.f. being symmetric with respect to permutations of the eigenvalue set, disregarding the ordering amounts to a simple multiplicative combinatorial factor $n!$ in the normalization constant.
Our main goal is to extract the information about these eigenvalue correlations in the limit of large size $N$. From this point of view it is pertinent to discuss a few quantitative measures frequently used to characterize correlations in sequences of real numbers.

3 Characterization of Spectral Sequences

Let $-\infty < \lambda_1, \lambda_2, \ldots, \lambda_N < \infty$ be the positions of $N$ points on the real axis, characterized by the joint probability density function (JPDF)

$$\mathcal{P}(\lambda_1, \lambda_2, \ldots, \lambda_N) \, d\lambda_1 \ldots d\lambda_N$$

of having, regardless of labelling, one point in the interval $[\lambda_1, \lambda_1 + d\lambda_1]$, another in the interval $[\lambda_2, \lambda_2 + d\lambda_2]$, ..., another in $[\lambda_N, \lambda_N + d\lambda_N]$. Since in this section we deal exclusively with real variables, the bar will stand for the expectation value with respect to such a JPDF.

The statistical properties of the sequence $\{\lambda_i\}$ are conveniently characterized by the set of $n$–point correlation functions, defined as

$$\mathcal{R}_n(\lambda_1, \lambda_2, \ldots, \lambda_n) = \frac{N!}{(N-n)!} \int \mathcal{P}(\lambda_1, \lambda_2, \ldots, \lambda_N) \, d\lambda_{n+1} \ldots d\lambda_N. \quad (39)$$

It is obvious from this definition that the lower correlation functions can be obtained from the higher-order ones:

$$\mathcal{R}_n(\lambda_1, \lambda_2, \ldots, \lambda_n) = \frac{1}{(N-n)} \int \mathcal{R}_{n+1}(\lambda_1, \lambda_2, \ldots, \lambda_{n+1}) \, d\lambda_{n+1}. \quad (40)$$

To provide a more clear interpretation of these correlation functions we relate them to the statistics of the number $N_B$ of points of the sequence $\{\lambda_i\}$ within any set $B$ of the real axis (e.g. an interval $[a, b]$). Let $\chi_B(x)$ be the characteristic function of the set $B$, equal to unity if $x \in B$ and zero otherwise. Introduce the exact density function $\rho_N(\lambda)$ of the points $\{\lambda_i\}$ around the point $\lambda$ on the real axis. It can be conveniently written using the Dirac’s $\delta$–function as

$$\rho_N(\lambda) = \sum_{i=1}^{N} \delta(\lambda - \lambda_i).$$

Then $N_B = \int \chi_B(\lambda) \rho_N(\lambda) \, d\lambda$.

On the other hand, consider

$$\int_B \mathcal{R}_1(\lambda_1) \, d\lambda_1 = \int \chi_B(\lambda_1) \mathcal{R}_1(\lambda_1) \, d\lambda_1 = N \int \chi_B(\lambda_1) \mathcal{P}(\lambda_1, \lambda_2, \ldots, \lambda_N) \, d\lambda_1 \ldots d\lambda_N$$

$$= \int \sum_{i=1}^{N} \chi_B(\lambda_i) \mathcal{P}(\lambda_1, \lambda_2, \ldots, \lambda_N) \, d\lambda_1 \ldots d\lambda_N \quad (41)$$

and therefore

$$\int_B \mathcal{R}_1(\lambda_1) \, d\lambda_1 = \overline{N_B} = \text{expectation of the number of points in B.} \quad (42)$$

Similarly, consider

$$\int \chi_B(\lambda_1) \chi_B(\lambda_2) \mathcal{R}_2(\lambda_1, \lambda_2) \, d\lambda_1 \, d\lambda_2 = N(N-1) \int \chi_B(\lambda_1) \chi_B(\lambda_2) \mathcal{P}(\lambda_1, \lambda_2, \ldots, \lambda_N) \, d\lambda_1 \ldots d\lambda_N$$

$$= \int \sum_{i \neq j}^{N} \chi_B(\lambda_i) \chi_B(\lambda_j) \mathcal{P}(\lambda_1, \lambda_2, \ldots, \lambda_N) \, d\lambda_1 \ldots d\lambda_N, \quad (43)$$
which can be interpreted as
\[
\int_{B \times B} R_2(\lambda_1, \lambda_2) d\lambda_1 d\lambda_2 = \text{expectation of the number of pairs of points in } B
\]

where if, say, $\lambda_1$ and $\lambda_2$ are in $B$, then the pair $\{1, 2\}$ and $\{2, 1\}$ are both counted.

To relate the two-point correlation function to the variance of $N_B$ we notice that in view of Eq.(42) the one-point correlation function $\mathcal{R}_1(\lambda)$ coincides with the mean density $\mathcal{P}_N(\lambda)$ of the points $\{\lambda_i\}$ around the point $\lambda$ on the real axis. Similarly, write the mean square $\overline{N_B^2}$
\[
\overline{N_B^2} = \int \chi_B(\lambda)\chi_B(\lambda')\rho_N(\lambda)\rho_N(\lambda') \, d\lambda d\lambda'
\]

and notice that
\[
\rho_N(\lambda)\rho_N(\lambda') = \sum_{ij} \delta(\lambda - \lambda_i)\delta(\lambda' - \lambda_j) = \delta(\lambda - \lambda') \sum_i \delta(\lambda - \lambda_i) + \sum_{i \neq j} \delta(\lambda - \lambda_i)\delta(\lambda' - \lambda_j)
\]
\[
= \delta(\lambda - \lambda')\mathcal{R}_1(\lambda) + \mathcal{R}_2(\lambda, \lambda').
\]

In this way we arrive at the relation:
\[
\overline{N_B^2} = \overline{N_B} + \int_{B \times B} R_2(\lambda, \lambda') \, d\lambda d\lambda'.
\]

In fact, it is natural to introduce the so-called “number variance” statistics $\Sigma_2(B) = \overline{N_B^2} - [\overline{N_B}]^2$ describing the variance of the number of points of the sequence inside the set $B$. Obviously,
\[
\Sigma_2(B) = \overline{N_B} + \int_{B \times B} [R_2(\lambda, \lambda') - \mathcal{R}_1(\lambda)\mathcal{R}_1(\lambda')] \, d\lambda d\lambda' \equiv \overline{N_B} - \int_{B \times B} Y_2(\lambda, \lambda') \, d\lambda d\lambda'
\]

where we introduced the so-called cluster function $Y_2(\lambda, \lambda') = \mathcal{R}_1(\lambda)\mathcal{R}_1(\lambda') - \mathcal{R}_2(\lambda, \lambda')$ frequently used in applications.

Finally, in principle the knowledge of all $n$–point correlation functions provides one with the possibility of calculating an important characteristic of the spectrum known as the “hole probability” $A(L)$. This quantity is defined as the probability for a random matrix to have no eigenvalues in the interval $(-L/2, L/2)$ \footnote{Sometimes one uses instead the interval $[-L, L]$ to define $A(L)$, see e.g. [3].}. Define $\chi_L(\lambda)$ to be the characteristic function of this interval. Obviously,
\[
A(L) = \int \ldots \int \mathcal{P}(\lambda_1, \ldots, \lambda_N) \prod_{k=1}^{N} (1 - \chi_L(\lambda_k)) \, d\lambda_1 \ldots d\lambda_N
\]
\[
= \sum_{j=0}^{N} (-1)^j \int \ldots \int \mathcal{P}(\lambda_1, \ldots, \lambda_N) h_j \{\chi_L(\lambda_1), \ldots, \chi_L(\lambda_N)\} \, d\lambda_1 \ldots d\lambda_N,
\]

where $h_j\{x_1, \ldots, x_N\}$ is the $j$–th symmetric function:
\[
h_0\{x_1, \ldots, x_N\} = 1, \ h_1\{x_1, \ldots, x_N\} = \sum_{i=1}^{N} x_i.
\]
\[ h_2\{x_1, \ldots, x_N\} = \sum_{i<j} x_i x_j, \quad \ldots, \quad h_N\{x_1, \ldots, x_N\} = x_1 x_2 \ldots x_N. \]

Now, for \(1 \leq j \leq N\)

\[
\int \cdots \int \frac{\chi_L(\lambda_k)}{\lambda} P(\lambda_1, \ldots, \lambda_N) d\lambda_1 \ldots d\lambda_N = \frac{(N-j)!}{N!} \int \cdots \int \frac{\chi_L(\lambda_k)}{\lambda} R_j(\lambda_1, \ldots, \lambda_j) \ d\lambda_1 \ldots d\lambda_j. \tag{51}
\]

As \(h_j\) contains \(\binom{N}{j}\) terms and as \(R_j(\lambda_1, \ldots, \lambda_j)\) is invariant under permutations of the arguments, it follows that

\[
\int \cdots \int P(\lambda_1, \ldots, \lambda_N) h_j \left\{\chi_L(\lambda_1) \ldots \chi_L(\lambda_N)\right\} \ d\lambda_1 \ldots d\lambda_j = \frac{(N-j)!}{N!} \int \cdots \int R_j(\lambda_1, \ldots, \lambda_j) \ d\lambda_1 \ldots d\lambda_j = \tag{53}
\]

\[
\frac{1}{j!} \int_{|\lambda_1|<L/2} \cdots \int_{|\lambda_j|<L/2} R_j(\lambda_1, \ldots, \lambda_j) \ d\lambda_1 \ldots d\lambda_j. \tag{54}
\]

Thus, we arrive at the following relation between the hole probability and the \(n\)-point correlation functions:

\[
A(L) = \sum_{j=0}^{N} \frac{(-1)^j}{j!} \int_{-L/2}^{L/2} \cdots \int_{-L/2}^{L/2} R_j(\lambda_1, \ldots, \lambda_j) \ d\lambda_1 \ldots d\lambda_j. \tag{55}
\]

One of the main goals of this set of lectures is to develop a method allowing to evaluate all the \(n\)-point correlation functions of the eigenvalues for any JPDF corresponding to unitary invariant ensembles of the form Eq.(15). After that we will concentrate on a particular case of Gaussian weight and will investigate the limiting behaviour of the kernel function \(K_n(\lambda, \lambda')\) as \(N \to \infty\). But even before doing this it is useful to keep in mind for reference purposes the results corresponding to completely uncorrelated (a.k.a. Poissonian) spectra. Those are described by a sequence of real points \(\lambda_1, \ldots, \lambda_N\), characterized by the fully factorized JPDF:

\[
P(\lambda_1, \lambda_2, \ldots, \lambda_N) = p(\lambda_1) \ldots p(\lambda_N). \tag{56}
\]

The normalization condition requires \(\int_{-\infty}^{\infty} p(\lambda) \ d\lambda = 1\), and we further assume \(p(\lambda)\) to be a smooth enough integrable function. Obviously, for this case

\[
R_n(\lambda_1, \lambda_2, \ldots, \lambda_n) = \frac{N!}{(N-n)!} p(\lambda_1) \ldots p(\lambda_n). \tag{57}
\]

In particular, \(R_n(\lambda) = N p(\lambda)\) which is just the mean density \(\overline{\rho(\lambda)}\) of points \(\{\lambda_i\}\) around the point \(\lambda\) on the real axis, and \(R_n(\lambda_1, \lambda_2) = N(N-1)p(\lambda_1)p(\lambda_2), \ldots\). From this we easily find for the
number of levels in the domain $B$ and for its mean square:

$$\overline{N_B} = N \int_B p(\lambda) \, d\lambda, \quad \overline{N_B^2} = \overline{N_B}(N - 1)/N + [\overline{N_B}]^2$$

(58)

and for the hole probability

$$A(L) = \sum_{j=0}^{N} \frac{(-1)^j}{j!} \left( \frac{N!}{(N-j)!} \right) \left[ \int_{-L/2}^{L/2} p(\lambda) \, d\lambda \right]^j = \left[ 1 - \int_{-L/2}^{L/2} p(\lambda) \, d\lambda \right]^N.$$  

(59)

Finally, let us specify $B$ to be the interval $[-L/2, L/2]$ around the origin, and being interested mainly in large $N \gg 1$ consider the length $L$ comparable with the mean spacing between neighbouring points in the sequence $\{\lambda_i\}$ close to the origin, given by $\Delta \equiv \overline{p(0)^{-1}} = 1/[\overline{Np(0)}]$. In other words $s = L/\Delta = LNp(0)$ stays finite when $N \to \infty$. On the other hand, for large enough $N$ the function $p(\lambda)$ can be considered practically constant through the interval of the length $L = O(1/N)$, and therefore the mean number of points of the sequence $\{\lambda_i\}$ inside the interval $[-L/2, L/2]$ will be asymptotically given by $\overline{N(s)} \approx NLp(0) = s$. Similarly, using Eq.(58) one can easily calculate the “number variance” $\Sigma_2(s) = \overline{N^2} - \left( \overline{N} \right)^2 = (N-1) \int_{-L/2}^{L/2} p(\lambda) \, d\lambda \approx s$. In the same approximation the hole probability, Eq.(59), tends asymptotically to $A(s) \approx e^{-s}$. Later on we shall compare these results with the corresponding behaviour emerging from the random matrix calculations.

4 The method of orthogonal polynomials

In the heart of the method developed mainly by Dyson, Mehta and Gaudin lies an “integrating-out” Lemma [2]. In presenting this material I follow very closely [3], pp.103-105.

- Let $J_n = J_n(x) = (J_{ij})_{1 \leq i,j \leq n}$ be an $n \times n$ matrix whose entries depend on a real vector $x = (x_1, x_2, \ldots, x_n)$ and have the form $J_{ij} = f(x_i, x_j)$, where $f$ is some (in general, complex-valued) function satisfying for some measure $d\mu(x)$ the “reproducing kernel” property:

$$\int f(x,y)f(y,z) \, d\mu(y) = f(x,z).$$

(60)

Then

$$\int \det J_n(x) \, d\mu(x) = [q - (n-1)] \det J_{n-1}$$

(61)

where $q = \int f(x,x) \, d\mu(x)$, and the matrix $J_{n-1} = (J_{ij})_{1 \leq i,j \leq n-1}$ have the same functional form as $J_n$ with $x$ replaced by $(x_1, x_2, \ldots, x_{n-1})$.

Before giving the idea of the proof for an arbitrary $n$ it is instructive to have a look on the simplest case $n = 2$, when

$$J_2 = \begin{pmatrix} f(x_1, x_1) & f(x_1, x_2) \\ f(x_2, x_1) & f(x_2, x_2) \end{pmatrix}, \quad \text{hence} \quad \det J_2 = f(x_1, x_1)f(x_2, x_2) - f(x_1, x_2)f(x_2, x_1).$$

Integrating the latter expression over $x_2$, and using the “reproducing kernel” property, we immediately see that the result is indeed just $(q - 1)f(x, x) = (q - 1) \det J_1$ in full agreement with the statement of the Lemma.
For general \( n \) one should follow essentially the same strategy and expand the determinant as a sum over \( n! \) permutations \( P_n(\sigma) = (\sigma_1, \ldots, \sigma_n) \) of the index set \( 1, \ldots, n \) as

\[
\int \det J_n(x) \, d\mu(x_n) = \sum_{P_n} (-1)^{P_n} \int f(x_1, x_{\sigma_1}) \ldots f(x_n, x_{\sigma_n}) \, d\mu(x_n), \tag{62}
\]

where \((-1)^{P_n}\) stands for the sign of permutations. Now, we classify the terms in the sum according to the actual value of the index \( \sigma_n = k, k = 1, 2, \ldots, n \). Consider first the case \( \sigma_n = n \), when effectively only the last factor \( f(x_n, x_n) \) in the product is integrated yielding \( d \) upon the integration. Summing up over the remaining \((n - 1)! \) permutations \( P_{n-1}(\sigma) \) of the index set \( 1, 2, \ldots, n - 1 \) we see that:

\[
\sum_{P_{n-1}} (-1)^{P_n} \int f(x_1, x_{\sigma_1}) \ldots f(x_n, x_n) \, d\mu(x_n) = q \sum_{P_{n-1}} (-1)^{P_{n-1}} f(x_1, x_{\sigma_1}) \ldots f(x_{n-1}, x_{\sigma_{n-1}}),
\]

which is evidently equal to \( q \det J_{n-1} \). Now consider \((n - 1)! \) terms with \( \sigma_n = k < n \), when we have \( \sigma_j = n \) for some \( j < n \). For every such term we have by the “reproducing property”

\[
\int f(x_1, x_{\sigma_1}) \ldots f(x_j, x_n) \ldots f(x_n, x_k) \, d\mu(x_n) = f(x_1, x_{\sigma_1}) \ldots f(x_j, x_k) \ldots f(x_{n-1}, x_{\sigma_{n-1}}).
\]

Therefore

\[
\int \det J_n(x) \, d\mu(x_n) = q \det J_{n-1} + \sum_{k=1}^{n-1} \sum_{P_n: \sigma_n = k} (-1)^{P_n} f(x_1, x_{\sigma_1}) \ldots f(x_j, x_k) \ldots f(x_{n-1}, x_{\sigma_{n-1}}). \tag{63}
\]

It is evident that the structure and the number of terms is as required, and the remaining task is to show that the summation over all possible \((n - 1)! \) permutation of the index set for fixed \( k \) yields always \(- \det J_{n-1} \), see [3]. Then the whole expression is indeed equal to \([q - (n - 1)] \det J_{n-1} \) as required.

Our next step is to apply this Lemma to calculating the \( n \)-point correlation functions of the eigenvalues \( \lambda_1, \ldots, \lambda_n \) starting from the JPDF, Eq.(38).

For this we notice that

\[
\prod_{i<j}^{N} (\lambda_i - \lambda_j) = (-1)^{\frac{N(N-1)}{2}} \det \begin{pmatrix} 1 & \ldots & 1 \\ \lambda_1 & \ldots & \lambda_N \\ \vdots & \ddots & \vdots \\ \lambda_{1}^{N-1} & \ldots & \lambda_{N}^{N-1} \end{pmatrix} = \Delta_N(\lambda_1, \ldots, \lambda_N), \tag{64}
\]

where the determinant in the right-hand side is the famous van der Monde determinant. Since the determinant cannot change upon linearly combining its rows, the entries \( \lambda_i^k \) in \((k + 1) - th \) row of the van der Monde determinant can be replaced, up to a constant factor \( a_0 a_1 \ldots a_{N-1} \), by a polynomial of degree \( k \) of the form: \( \pi_k(\lambda_i) = a_k \lambda_i^k + \text{any polynomial in } \lambda_i \text{ of degree less than } k, \)
with any choice of the coefficients $a_l$, $l = 0, \ldots, k$. Therefore:

$$
\prod_{i<j}^N (\lambda_i - \lambda_j) = \left( \frac{-1}{a_0a_1 \cdots a_{N-1}} \right) \det \begin{pmatrix}
\pi_0(\lambda_1) & \ldots & \pi_0(\lambda_N) \\
\pi_1(\lambda_1) & \ldots & \pi_1(\lambda_N) \\
\vdots & \ddots & \vdots \\
\pi_{N-1}(\lambda_1) & \ldots & \pi_{N-1}(\lambda_N)
\end{pmatrix} \equiv \left( \frac{-1}{a_0a_1 \cdots a_{N-1}} \right) \det (\pi_{i-1}(\lambda_j))_{1 \leq i, j \leq N}.
$$

(65)

Multiplying every entry in $j_{th}$ column in the above determinant with the factor $e^{-\frac{1}{2}Q(\lambda_j)}$ we see that the JPDF can be conveniently written, up to a multiplicative constant, as

$$
P(\lambda_1, \ldots, \lambda_N) \propto \left[ \det \left( e^{-\frac{1}{2}Q(\lambda_j)} \pi_{i-1}(\lambda_j) \right) \right]_{1 \leq i, j \leq N}^2.
$$

(66)

If we let $\hat{A}$ be the matrix with the entries $A_{ij} = (\phi_{i-1}(x_j))_{1 \leq i, j \leq N}$, then

$$
[\det A]^2 = \det \hat{A}^T \hat{A} = \det \left( \sum_{j=1}^n A_{ji} A_{jk} \right).
$$

(67)

This implies the following form of the JPDF:

$$
P(\lambda_1, \ldots, \lambda_N) \propto \det \left( \sum_{j=1}^N \phi_{j-1}(\lambda_i) \phi_{j-1}(\lambda_k) \right) \equiv \det (K_N(\lambda_i, \lambda_k))_{1 \leq i, k \leq N}
$$

(68)

where we introduced the notation:

$$
K_N(\lambda, \lambda') = \sum_{j=0}^{N-1} \phi_j(\lambda) \phi_j(\lambda')
$$

(69)

usually called “kernel” in the literature. In our particular case

$$
\phi_{i-1}(\lambda) = e^{-\frac{1}{2}Q(\lambda)} \pi_{i-1}(\lambda)
$$

(70)

so that the kernel is given explicitly by

$$
K_N(\lambda, \lambda') = e^{-\frac{1}{2}(Q(\lambda) + Q(\lambda'))} \sum_{j=0}^{N-1} \pi_j(\lambda) \pi_j(\lambda').
$$

(71)

Now it is easy to see that if we take the polynomials $\pi_i(x)$ such that they form an orthonormal system with respect to the weight $e^{-Q(x)}$, the corresponding kernel will be a “reproducing” one with respect to the measure $d\mu(x) \equiv dx$, in the sense of the “integrating-out” Lemma. Indeed, suppose that $\pi_i(x)$ satisfy the orthonormality conditions:

$$
\int e^{-Q(x)} \pi_i(x) \pi_j(x) \, dx = \delta_{ij},
$$

(72)
for any indices \( i \geq 1, j \geq 1 \). Then we obviously have

\[
\int K_N(x,y)K_N(y,z)dy = \sum_{j=0}^{N-1} \sum_{k=0}^{N-1} e^{-\frac{1}{2}(Q(x)+Q(z))} \pi_j(x) \pi_k(z) \int \pi_j(y) \pi_k(y) e^{-Q(y)} dy
\]

\[
= \sum_{j=0}^{N-1} e^{-\frac{1}{2}(Q(x)+Q(z))} \pi_j(x) \pi_j(z) = K_N(x,z)
\]

(73)

exactly as required by the reproducing property. Moreover, in this case obviously

\[
q_N = \int K_N(x,x)dx = \sum_{j=0}^{N-1} \int e^{-Q(x)} \pi_j(x) \pi_j(x) dx = N,
\]

and therefore the relation (61) amounts to

\[
\int \det (K_N(x_i, x_j))_{1 \leq i, j \leq N} dx_N = \det (K_N(x_i, x_j))_{1 \leq i, j \leq N-1}.
\]

(74)

Continuing this process one step further we see

\[
\int \int \det (K_N(x_i, x_j))_{1 \leq i, j \leq N} dx_N dx_N = \int \det (K_N(x_i, x_j))_{1 \leq i, j \leq N-1} dx_N dx_N
\]

\[
= [N - (N-2)] \det (K_N(x_i, x_j))_{1 \leq i, j \leq N-2}
\]

(75)

and continuing by induction

\[
\int \cdots \int \det (K_N(x_i, x_j))_{1 \leq i, j \leq N} dx_{k+1} \cdots dx_N = (N-k)! \det (K_N(x_i, x_j))_{1 \leq i, j \leq k}
\]

(76)

for \( k = 1, 2, \ldots, \) and the result is \( N! \) for \( k = 0 \). Remembering the expression of the JPDF, Eq.(68), in terms of the kernel \( K_N(x_i, x_j) \) we see that, in fact, the theory developed provided simultaneously the explicit formulae for all \( n \)-point correlation functions of the eigenvalues \( R_n(\lambda_1, \ldots, \lambda_n) \), introduced by us earlier, Eq.(41):

\[
R_n(\lambda_1, \ldots, \lambda_n) = \det (K_N(\lambda_i, \lambda_j))_{1 \leq i, j \leq n}
\]

(78)

expressed, in view of the relations Eq.(71) effectively in terms of the orthogonal polynomials \( \pi_k(\lambda) \). In particular, remembering the relation between the mean eigenvalue density and the one-point function derived by us earlier, we have:

\[
\overline{\rho_N(\lambda)} = K_N(\lambda, \lambda) = \sum_{j=1}^{N-1} e^{-Q(\lambda)} \pi_{j-1}(\lambda) \pi_j(\lambda).
\]

(79)

The latter result allows to represent the “connected” (or “cluster”) part of the two-point correlation function introduced by us in Eq.(48) in the form:

\[
Y_2(\lambda_1, \lambda_2) = \overline{\rho_N(\lambda_1)} \overline{\rho_N(\lambda_2)} - R_2(\lambda_1, \lambda_2) = [K_N(\lambda_1, \lambda_2)]^2.
\]

(80)
Finally, combining the relation Eq.(55) between the hole probability \( A(L) \) and the n-point correlation functions, and on the other hand the expression of the latter in terms of the kernel \( K_N(\lambda, \lambda') \), see Eq.(78), we arrive at

\[
A(L) = \sum_{j=0}^{N} \frac{(-1)^j}{j!} \int_{-L/2}^{L/2} \cdots \int_{-L/2}^{L/2} \det \begin{pmatrix} K_N(\lambda_1, \lambda_1) & \cdots & K_N(\lambda_1, \lambda_j) \\ \vdots & \ddots & \vdots \\ \vdots & \cdots & \vdots \\ K_N(\lambda_j, \lambda_1) & \cdots & K_N(\lambda_j, \lambda_j) \end{pmatrix} d\lambda_1 \cdots d\lambda_j. \tag{81}
\]

In fact, the last expression can be written in a very compact form by noticing that it is just a Fredholm determinant \( \text{det} (I - K_N) \), where \( K_N \) is a (finite rank) integral operator with the kernel \( K_N(\lambda, \lambda') = \sum_{i=0}^{N-1} \phi_i(\lambda)\phi_i(\lambda') \), acting on square-integrable functions on the interval \( \lambda \in (-L/2, L/2) \).

5 Properties of Hermite polynomials

5.1 Orthogonality, Recurrent Relations and Integral Representation

Consider the set of polynomials \( h_k(x) \) defined as

\[
h_k(x) = (-1)^k e^{N x^2} \frac{d^k}{dx^k} \left( e^{-N x^2} \right) = N^k x^k + \cdots, \tag{82}
\]

and consider, for \( k \geq l \)

\[
\int_{-\infty}^{\infty} e^{-N x^2} h_l(x) h_k(x) dx = (-1)^k \int_{-\infty}^{\infty} dx h_l(x) \frac{d^k}{dx^k} \left( e^{-N x^2} \right) \tag{83}
\]

\[
= (-1)^{k+1} \int_{-\infty}^{\infty} dx h'_l(x) \frac{d^{k-1}}{dx^{k-1}} \left( e^{-N x^2} \right) = \ldots = (-1)^{2k} \int_{-\infty}^{\infty} dx e^{-N x^2} \frac{d^k}{dx^k} h_l(x).
\]

Obviously, for \( k > l \) we have \( \frac{d^k}{dx^k} h_l(x) = 0 \), whereas for \( k = l \) we have \( \frac{d^k}{dx^k} h_l(x) = k! N^k \). In this way we verified the orthogonality relations and the normalization conditions

\[
\int_{-\infty}^{\infty} e^{-N x^2} \tilde{h}_l(x) \tilde{h}_k(x) dx = \delta_{kl} \tag{84}
\]

for normalized polynomials

\[
\tilde{h}_k(x) =: \frac{1}{\left[ k! N^k \sqrt{2\pi/N} \right]^{1/2}} h_k(x). \tag{85}
\]

The standard reference to the Hermite polynomials uses the definition

\[
H_k(x) = (-1)^k e^{x^2} \frac{d^k}{dx^k} \left( e^{-x^2} \right) = 2^k x^k + \cdots.
\]

Such a choice ensures \( H_k(x) \) to be orthogonal with respect to the weight \( e^{-x^2} \). Our choice is motivated by random matrix applications, and is related to the standard one as \( h_k(x) = H_k \left( \sqrt{\frac{x}{N}} \right) \).
In the theory of orthogonal polynomials an important role is played by recurrence relations:

\[ h_{k+1}(x) = (-1)^{k+1} e^{N \frac{2}{x^2}} \frac{d}{dx} \left( e^{-\frac{2}{x^2}} \right) = (-1)^{k+2} N e^{N \frac{2}{x^2}} \frac{d}{dx} \left( x e^{-\frac{2}{x^2}} \right) \]  \hspace{2cm} (86)

\[ = (-1)^{k+2} Ne^{N \frac{2}{x^2}} \left[ \left( \frac{0}{k} \right) x \frac{d}{dx} \left( e^{-\frac{2}{x^2}} \right) + \left( \frac{1}{k} \right) \frac{d^{k-1}}{dx^{k-1}} \left( e^{-\frac{2}{x^2}} \right) \right] = N [x h_k(x) - k h_{k-1}(x)], \]

where we exploited the Leibniz formula for the \(k\)-th derivative of a product. After normalization we therefore have

\[ \left[ \frac{k + 1}{N} \right]^{1/2} \tilde{h}_{k+1}(x) = x \tilde{h}_k(x) - \left[ \frac{k}{N} \right]^{1/2} \tilde{h}_{k-1}(x). \]  \hspace{2cm} (87)

Let us multiply this relation with \( \tilde{h}_k(y) \), and then replace \( x \) by \( y \). In this way we arrive at two relations:

\[ \left[ \frac{k + 1}{N} \right]^{1/2} \tilde{h}_{k+1}(x) \tilde{h}_k(y) = x \tilde{h}_k(x) \tilde{h}_k(y) - \left[ \frac{k}{N} \right]^{1/2} \tilde{h}_{k-1}(x) \tilde{h}_k(y), \]  \hspace{2cm} (88)

\[ \left[ \frac{k + 1}{N} \right]^{1/2} \tilde{h}_{k+1}(y) \tilde{h}_k(x) = y \tilde{h}_k(x) \tilde{h}_k(y) - \left[ \frac{k}{N} \right]^{1/2} \tilde{h}_{k-1}(y) \tilde{h}_k(x). \]  \hspace{2cm} (89)

The difference between the upper and the lower line can be written for any \( k = 1, 2, \ldots \) as

\[ (x - y) \tilde{h}_k(x) \tilde{h}_k(y) = A_{k+1} - A_k, \quad A_k = \left[ \frac{k}{N} \right]^{1/2} \{ \tilde{h}_{k-1}(y) \tilde{h}_k(x) - \tilde{h}_{k-1}(x) \tilde{h}_k(y) \}. \]

Summing up these expressions over \( k \):

\[ (x - y) \sum_{k=1}^{n-1} \tilde{h}_k(x) \tilde{h}_k(y) = (A_2 + \ldots + A_n) - (A_1 + \ldots + A_{n-1}) = A_n - A_1 \]

and remembering that \( A_1 = \sqrt{\frac{N}{2\pi}} (x - y) = (x - y) \tilde{h}_0(x) \tilde{h}_0(y) \) we arrive at a very important relation:

\[ \sum_{k=0}^{n-1} \tilde{h}_k(x) \tilde{h}_k(y) = \sqrt{\frac{n}{N}} \frac{\tilde{h}_{n-1}(y) \tilde{h}_n(x) - \tilde{h}_{n-1}(x) \tilde{h}_n(y)}{x - y}, \]  \hspace{2cm} (90)

or, for the original (not-normalized) polynomials:

\[ \sum_{k=0}^{n-1} \frac{1}{k!N^k} h_k(x) h_k(y) = \frac{1}{(n - 1)!N^n} \frac{h_{n-1}(y) h_n(x) - h_{n-1}(x) h_n(y)}{x - y}, \]  \hspace{2cm} (91)

which are known as the Christoffel-Darboux formulae. Finally, taking the limit \( x \to y \) in the above expression we see that

\[ \sum_{k=0}^{n-1} \frac{1}{k!N^k} h_k^2(x) = \frac{1}{(n - 1)!N^n} \left[ h_{n-1}(x) h'_n(x) - h'_{n-1}(x) h_n(x) \right]. \]  \hspace{2cm} (92)

Most of the properties and relations discussed above for Hermite polynomials have their analogues for general class of orthogonal polynomials. Now we are going to discuss another very useful
property which is however shared only by few families of classical orthogonal polynomials: Hermite, Laguerre, Legendre, Gegenbauer and Jacobi. All these polynomials have one of few integral representations which are frequently exploited when analyzing their properties. For the case of Hermite polynomials we can most easily arrive to the corresponding representation by using the familiar Gaussian integral identity, cf. Eq.(28):

\[ e^{-\frac{N}{2}x^2} = \sqrt{\frac{N}{2\pi}} \int_{-\infty}^{\infty} dq \, e^{-\frac{N}{2}q^2 + izqN}. \]  

Substituting such an identity to the original definition, Eq.(82), we immediately see that

\[ h_k(x) = (-iN)^k \sqrt{\frac{N}{2\pi}} \int_{-\infty}^{\infty} dq \, q^k e^{-\frac{N}{2}q^2 + izqN}, \]

which is the required integral representation, to be mainly used later on when addressing the large-\(N\) asymptotics of the Hermite polynomials. Meanwhile, let us note that differentiating the above formula with respect to \(x\) one arrives at the useful relation

\[ \frac{d}{dx} h_k(x) = Nx h_k(x) - h_{k+1}(x), \]

This can be further used to simplify the formula Eq.(92) bringing it to the form

\[ \sum_{k=0}^{n-2} \frac{1}{k!N^k} h_k^2(x) = \frac{1}{(n-2)!N^{n-1}} [h_n^2(x) - h_{n-1}(x)h_{n+1}(x)]. \]

5.2 Saddle-point method and Plancherel-Rotach asymptotics of Hermite polynomials

In our definition, the Hermite polynomials \(h_k(x)\) depend on two parameters: explicitly on the order index \(k = 0, 1, \ldots\) and implicitly on the parameter \(N\) due to the fact that the weight function \(e^{-\frac{N}{2}x^2}\) contains this parameter. Invoking the random matrix background for the use of orthogonal polynomials, we associate the parameter \(N\) with the size of the underlying random matrix. From this point of view, the limit \(N \gg 1\) arises naturally as we are interested in investigating the spectral characteristics of large matrices. A more detailed consideration reveals that, from the random matrix point of view, the most interesting task is to extract the asymptotic behaviour of the Hermite polynomials with index \(k\) large and comparable with \(N\), i.e. \(k = N + n\), where the parameter \(n\) is considered to be of the order of unity. Such behaviour is known as Plancherel-Rotach asymptotics.

To understand this fact it is enough to invoke the relation (79) expressing the mean eigenvalue density in terms of the set of orthogonal polynomials:

\[ \rho_N(\lambda) = K_N(\lambda, \lambda) = e^{-\frac{N}{2} \lambda^2} \sum_{j=0}^{N-1} \tilde{h}_j^2(\lambda), \]

where we used the expressions pertinent to the Gaussian weight: \(Q(\lambda) \equiv \frac{N}{2} \lambda^2\), \(\pi_k(\lambda) \equiv \tilde{h}_k(\lambda)\), and further exploited the variant of the Christoffel-Darboux formula, Eq.(95). It is therefore evident that the limiting shape of the mean eigenvalue density for large random matrices taken from the Gaussian Unitary Ensemble is indeed controlled by the Plancherel-Rotach asymptotics of the
Hermite polynomials. In fact, similar considerations exploiting the original Christoffel-Darboux formula, Eq.(90), show that our main object of interest - the kernel 
\[ K_N(\lambda, \lambda') \] - can be expressed as
\[ K_N(\lambda, \lambda') = e^{-\frac{\lambda^2 + \lambda'^2}{2}} \frac{\tilde{h}_{N-1}(\lambda) \tilde{h}_{N}(\lambda') - \tilde{h}_{N-1}(\lambda') \tilde{h}_{N}(\lambda)}{\lambda - \lambda'} \] (98)
and therefore all the higher correlation functions are controlled by the Plancherel-Rotach asymptotics as well.

For extracting the required asymptotics we are going to use the integral representation for the Hermite polynomials. We start with rewriting the expression Eq.(94) as
\[ h_{N+n}(x) = (-iN)^{N+n} \sqrt{\frac{N}{2\pi}} \int_{-\infty}^{\infty} dq q^{N+n} e^{-\frac{q^2}{2}(q-ix)^2} \] (99)
\[ = (-iN)^{N+n} \sqrt{\frac{N}{2\pi}} \left[ I_{N+n}(x) + (-1)^{N+n} I_{N+n}(-x) \right] , \] (100)
where
\[ I_{N+n}(x) = \int_0^{\infty} dq q^n e^{Nf(q)}, \quad f(q) = \ln q - \frac{1}{2} (q - ix)^2 . \] (101)
The latter form is suggestive of exploiting the so-called saddle-point method (also known as the method of steepest descent or method of stationary phase) of asymptotic evaluation of integrals of the form
\[ \int_{\Gamma} \phi(z) e^{Nf(z)} dz , \] (102)
where the integration goes along a contour \( \Gamma \) in the complex plane, \( F(z) \) is an analytic function of \( z \) in some domain containing the contour of integration, and \( N \) is a large parameter. The main idea of the method can be informally outlined as follows. Suppose that the contour \( \Gamma \) is such that:
(i) the value of Re\( F \) has its maximum at a point \( z_0 \in \Gamma \), and decreases fast enough when we go along \( \Gamma \) away from \( z_0 \), and (ii) the value of Im\( F \) stays constant along \( \Gamma \) (to avoid fast oscillations of the integrand). Then we can expect the main contribution for \( N \gg 1 \) to come from a small vicinity of \( z_0 = x_0 + iy_0 \).

Figure 2: Schematic structure of a harmonic function in the vicinity of a stationary point \( z_0 \).

Since the function Re\( F \) is a harmonic function of \( x = \text{Re} z, y = \text{Im} z \), it can have only saddle points (see Fig. 2) found from the condition of stationarity \( F'(z_0) = 0 \). Let us suppose that there exists only one such saddle point \( z = z_0 \), close to which we can expand \( F(z) \approx F(z_0) + C(z - z_0)^2 \), where \( C = \frac{1}{2} F''(z_0) \). Consider the level curves \( \{ \text{Re} F(x, y) = \text{Re} F(x_0, y_0) \} \), which are known either to go to infinity, or end up at a boundary of the domain of analyticity. In the vicinity of the chosen saddle-point the equation for the level curves is \( \text{Re} [F(z) - F(z_0)] = 0 \), hence
\[ \text{Re} [C e^{\theta} (z - z_0)^2] = [(x - x_0)^2 (y - y_0)^2] \cos \theta - 2 (x - x_0)(y - y_0) \sin \theta = 0 , \]
which describes two orthogonal straight lines passing through the saddle-point
\[ y = y_0 + \tan \left( \frac{\pi}{4} - \frac{\theta}{2} \right) (x - x_0), \quad y = y_0 - \tan \left( \frac{\pi}{4} + \frac{\theta}{2} \right) (x - x_0) \]
partitioning the \( x,y \) plane into four sectors: two “positive” ones: \( \text{Re} F(z) > \text{Re} F(z_0) \), and two “negative” ones \( \text{Re} F(z) < \text{Re} F(z_0) \), see Fig. 3. If the “edge points” of the integration contour \( \Gamma \) (denoted \( z_1 \) and \( z_2 \)) both belong to the same sector, and \( \text{Re} F(z_1) \neq \text{Re} F(z_2) \), one always can deform the contour in such a way that \( \text{Re} F(z) \) is monotonically increasing along the contour. Then obviously the main contribution to the integral comes from the vicinity of the endpoint (of the largest value of \( \text{Re} F(z) \)). Essentially the same situation happens when \( z_1 \) belongs to a negative (positive) sector, and \( z_2 \) is in a positive (resp., negative) sector. And only if the two endpoints belong to two different negative sectors, we can deform the contour in such a way, that \( \text{Re} F(z) \) has its maximum along the contour at \( z = z_0 \), and decays away from this point. Moreover, it is easy to understand that the fastest decay away from \( z_0 \) will occur along the bi-sector of the negative sectors, i.e. along the line \( y - y_0 = \tan \frac{\pi - \theta}{2} (x - x_0) \). Approximating the integration contour in the vicinity of \( z_0 \) as this bi-sector, i.e. by \( z = z_0 + \frac{ix - \frac{x_0^2}{2}}{\sin(\theta/2)} \), we get the leading term of the large-\( N \) asymptotics for the original integral by extending the limits of integration in the variable \( \tilde{x} = x - x_0 \) from \( -\infty \) to \( \infty \):

\[
\int_\Gamma \phi(z) e^{NF(z)} dz \approx \phi(z_0) e^{NF(z_0)} \frac{e^{-i\frac{\tilde{x}^2}{2}}}{\sin(\theta/2)} \int_{-\infty}^{\infty} d\tilde{x} e^{-N|C|^2 \sin^2 \theta/2} = \phi(z_0) \sqrt{\frac{2\pi}{N|F''(z_0)|}} \exp\{NF(z_0) + \frac{i}{2} (\pi - \text{Arg}[F''(z_0)/2])\}. \tag{103}
\]

It is not difficult to make our informal consideration rigorous, and to calculate systematic corrections to the leading-order result, as well as to consider the case of several isolated saddle-points, the case of a saddle-point coinciding with an end of the contour, etc., see [7] for more detail.

After this long exposition of the method we proceed by applying it to our integral, Eq.(101). The saddle-point equation and its solution in that case amount to:

\[ F'(q) = \frac{1}{q} - q + ix = 0, \quad q = q_\pm = \frac{1}{2} (ix \pm \sqrt{4 - x^2}). \]
It is immediately clear that we have essentially three different cases: a) $|x| < 2$ (b) $|x| > 2$ and (c) $|x| = 2$.

1. $|x| < 2$. In this case we can introduce $x = 2 \cos \phi$, $0 < \phi < \pi$, so that $q_{\pm} = i \cos \phi \pm i \sin \phi$, or $q_+ = e^{-i(\phi - \pi/2)}$, $q_- = e^{i(\phi + \pi/2)}$. It is easy to understand that we are interested only in $q_+$ (see Fig. 4) and to calculate that $\text{Re} f(q_+) = \frac{1}{2} \cos (2\phi)$. On the other hand $\text{Re} f(q) \to -\infty$ when either $q \to \infty$ or $q \to 0$, so that both endpoints belong to negative sectors. To understand whether they belong to the same or different sectors, we consider the values of $\text{Re} f(q) = \ln R - \frac{1}{2}(R^2 - x^2)$ along the real axis, $q = R$-real. As a function of the variable $R$ this expression has its maximal value $\text{Re} f(q = 1) = -\frac{1}{2} + 2 \cos^2 \phi$ at $q = R = 1$.

![Figure 4: Structure of the saddle-points $q_{\pm}$ and the relevant steepest descent contour for $|x| < 2$.](image)

Noting that $\text{Re} f(q = 1) - \text{Re} f(q_+) = \cos^2 \phi > 0$, we conclude that the point $q = 1$ belongs to a positive sector, and therefore the existence of this positive sector makes the endpoints $q = 0$ and $q = \infty$ belonging to two different negative sectors, as required by the saddle-point method. Calculating

$$f''(q_+) = -\left(1 + \frac{1}{q_+^2}\right) = 2i \sin \phi e^{i\phi}$$

we see that $|C| = \sin \phi$, $\theta = \phi + \pi/2$, and further

$$f''(q_+) = \frac{1}{2} \cos (2\phi) + i \left[\frac{1}{2} \sin (2\phi) - \phi + \pi/2\right].$$

Now we have all the ingredients to enter in Eq.(103), and can find the leading order contribution to $I_{N+n}^{N+n}(x)$. Further using $I_{N+n}^{N+n}(-x) = I_{N+n}(x)$, valid for real $x$, we obtain the required Plancherel-Rotach asymptotics of the Hermite polynomial:

$$h_{N+n}(x) \approx N^{N+n} \sqrt{\frac{2}{\sin \phi}} e^{N \cos 2\phi} \cos \left\{(n + 1/2)\phi - \pi/4 + N \left(\phi - \frac{1}{2} \sin 2\phi\right)\right\},$$

where $x = 2 \cos \phi$, $0 < \phi < \pi$, $n \ll N$.

Now we consider the opposite case:

2. $|x| > 2$. It is enough to consider explicitly the case $x > 2$ and parameterize $x = 2 \cosh \phi$, $0 < \phi < \infty$. The saddle points in this case are purely imaginary:

$$q_{\pm} = \frac{i}{2}(2 \cosh \phi \pm 2 \sinh \phi) = i e^\pm \phi.$$
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One possible contour of the constant phase passing through both points is just the imaginary axis \( q = iy \), where \( \operatorname{Im} f(q) = \pi/2 \) and \( \operatorname{Re} f(q) = \ln y + \frac{1}{2} (y - x)^2 \). Simple consideration gives that \( y_- = e^{-\phi} \) corresponds to the maximum, and \( y_+ = e^{\phi} \) to the minimum of \( \operatorname{Re} f(q) \) along such a contour. It is also clear that for \( q = iy \), the expression \( \operatorname{Re} f(q) \) has a local maximum along the path going through this point in the direction transverse to the imaginary axis.

The “topography” of \( \operatorname{Re} f(q) \) in the vicinity of the two saddle-points is sketched in Fig. 5.

This discussion suggests a possibility to deform the path of integration \( \Gamma \) to be a contour of constant phase \( \operatorname{Im} f(q) \) consisting of two pieces - \( \Gamma_1 = \{ q = iy, 0 \leq y \leq y_+ \} \) and \( \Gamma_2 \) starting from \( q = iy_+ \) perpendicular to the imaginary axis and then going towards \( q = \infty \). Correspondingly,

\[
I_{N+n}(x > 2) = \int_0^\infty dq \ q^n e^{Nf(q)} = \int_0^{iy_+} dq \ q^n e^{Nf(q)} + \int_{\Gamma_2} dq \ q^n e^{Nf(q)}. \tag{106}
\]

The second integral is dominated by the vicinity of the saddle-point \( q = iy_+ \), and its evaluation by the saddle-point technique gives:

\[
\int_{\Gamma_2} dq \ q^n e^{Nf(q)} \approx \frac{1}{2} \sqrt{\frac{\pi e^{2\phi}}{N \sinh \phi}} e^{-\frac{1}{2} N} e^{N \phi + N \left( 1 + \frac{1}{2} e^{-2\phi} \right)},
\]

where the factor \( \frac{1}{2} \) arises due to the saddle-point being simultaneously the end-point of the contour. As to the first integral, it is dominated by the vicinity of \( iy_- \), and can also be evaluated by the saddle-point method. However, it is easy to verify that when calculating \( h_{N+n}(x) \propto \left[ I_{N+n}(x) + (-1)^{N+n} I_{N+n}(-x) \right] \) the corresponding contribution is cancelled out. As a result, we recover the asymptotic behaviour of Hermite polynomials for \( x > 2 \) to be given by:

\[
h_{N+n}(x = 2 \cosh (2\phi) > 2) = \frac{N^{n+N} e^{-\phi} \sqrt{\sinh \phi}}{\sqrt{\sinh \phi}} e^{(n+\frac{1}{2})\phi - \frac{1}{2} (\sinh (2\phi) - 2\phi)}. \tag{107}
\]

Now we come to the only remaining possibility,

3. \( |x| = 2 \). It is again enough to consider only the case \( x = 2 \) explicitly. In fact, this is quite a special case, since for \( x \to 2 \) two saddle-points \( q_\pm \) degenerate into one: \( q_+ \to q_- \to i \). Under such exceptional circumstances the standard saddle-point method obviously fails. Indeed,
the method assumed that different saddle-points do not interfere, which means the distance $|q_+ - q_-| = \sqrt{|4 - x^2|}$ is much larger than the typical widths $W \sim \frac{1}{\sqrt{N|f''(q_\pm)|}}$ of the regions around individual saddle-points which yield the main contribution to the integrand. Simple calculation gives $|f''(q_\pm)| = |1 + q_\pm^2| = \sqrt{|4 - x^2|}$, and the criterion of two separate saddle-points amounts to $|x - 2| \gg N^{-2/3}$. We therefore see that in the vicinity of $x = 2$ such that $|x - 2| \sim N^{-2/3}$ additional care must be taken when extracting the leading order behaviour of the corresponding integral $I_{N+n}(x = 2)$ as $N \to \infty$.

To perform the corresponding calculation, we introduce a new scaling variable $\xi = N^{2/3}(2 - x)$, and consider $\xi$ to be fixed and finite when $N \to \infty$. We also envisage from the discussion above that the main contribution to the integral comes from the domain around the saddle-point $q_{sp} = i$ of the widths $|q - i| \sim \sqrt{|2 - x|} \sim N^{-1/3}$. The integral we are interested in is given by

$$J_N(\xi) = \int_{-\infty}^{\infty} dq N^{n+1} e^{-\frac{N}{2}(q - i\xi)^2}$$ (108)

$$= N^{-1/3} \int_{-\infty}^{\infty} dt \left(i + \frac{t}{N^{1/3}}\right)^n e^{N\left[\ln\left(i + \frac{t}{N^{1/3}}\right) - \frac{1}{2}\left(i + \frac{t}{N^{1/3}} - i(2 - \frac{2\pi}{N})\right)^2\right]}$$ (109)

where we shifted the contour of integration from the real axis to the line $q = i + \frac{t}{N^{1/3}}$, $-\infty < t < \infty$ to ensure that it passes through the expected saddle-point $q_{sp} = i$, and also scaled the integration variable appropriately. Now we can consider $\xi, t$-finite when $N \gg 1$, and expand the integrand accordingly. A simple computation yields:

$$J_{N \gg 1}(\xi) \approx N^{-1/3} N^{n+1} e^{N/2 - N^{1/3}\xi} \int_{-\infty}^{\infty} dt e^{-i\xi t + \frac{t^2}{3}}.$$ (110)

Up to a constant factor the integral appearing in this expression is, in fact, a representation of a special function known as Airy function $Ai(\xi)$:

$$Ai(\xi) = \frac{1}{\pi} \int_0^{\infty} dt \cos\left(\xi t + \frac{t^3}{3}\right)$$ (111)

which is a solution of the second-order linear differential equation $\frac{d^2}{dx^2}F(\xi) - \xi F(\xi) = 0$. A typical behaviour of such a solution is shown in Fig. 6.

All this results in the asymptotic behaviour of the Hermitian polynomials in the so-called “scaling vicinity” of the point $x = 2$:

$$h_{N+n}(x = 2 - \frac{\xi}{N^{2/3}}) \approx \frac{N^{1/6}}{\sqrt{2\pi}} N^{N+n} e^{N/2 - N^{1/3}\xi} Ai(-\xi).$$ (112)

Such scaling vicinity of $x = 2$ is what gives room for a transitional regime between the oscillating asymptotics of the Hermite polynomials for $|x| < 2$, see Eq.(104), and the exponential decay typical for $|x| > 2$ as described in Eq.(107). Formula (112) indeed matches Eq.(104) as $\xi \to \infty$ and Eq.(107) as $\xi \to -\infty$. This statement is most easily verified by invoking the known asymptotics of the Airy function:

$$Ai(-\xi) \approx \begin{cases} \xi^{-1/4} \pi^{-1/2} \cos\left(-\frac{2\pi^3}{3} + \frac{\pi}{4}\right), & \xi \to \infty \\ \frac{1}{\pi^{1/2} \xi^{1/4}} e^{-\frac{2}{3} |\xi|^{3/2}}, & \xi \to -\infty \end{cases}$$ (113)

and identifying $\phi = |\xi|^{1/2} N^{-1/3} \ll 1$ in the corresponding expressions.
Now we are going to apply the derived formulae for extracting the large-$N$ behaviour of the mean eigenvalue density and the kernel as described in Eqs.(96) and (98), respectively. In fact, it is more conventional in the random matrix literature to use the mean density to be normalized to unity, rather than to $N$. Such a density will have a well-defined large-$N$ limit which we will denote as $\rho_{\infty}(\lambda)$.

6 Scaling regimes for GUE

6.1 Bulk scaling: Wigner semicircle and Dyson kernel.

The first case to be considered is the spectral parameter $|\lambda| < 2$ when we can parameterize $\lambda = 2 \cos \phi$, and exploit the Plancherel-Rotach expression (104) for the Hermite polynomials. Furthermore, denoting $\alpha = \frac{1}{2} \phi - \frac{\pi}{4} + N \left( \phi - \frac{1}{2} \sin 2\phi \right)$, and using the identity $\cos^2 \alpha - \cos (\alpha + \phi) \cos (\alpha - \phi) = \sin^2 \phi$ we find that $h_N^2(\lambda) - h_N^2(\lambda) h_{N+1}(\lambda) \approx 2N^2 \sin \phi e^{N \cos 2\phi}$. Furthermore, using for large $N$ the Stirling formula: $(N-1)! \approx \sqrt{2\pi N} N e^{-N}$ and remembering that $\sin \phi = \frac{1}{2} \sqrt{4 - \lambda^2}$ we arrive, after collecting all factors, to the famous Wigner semicircular law for the mean (normalized) spectral density:

$$\lim_{N \to \infty} \left[ \frac{1}{N} \rho(\lambda) \right] = \rho_{\infty}(\lambda) = \frac{1}{2\pi} \sqrt{4 - \lambda^2}, \quad |\lambda| < 2. \tag{114}$$

We see that in the limit of large $N$ all $N$ eigenvalues of GUE matrices are concentrated in the interval $[-2,2]$, and the typical separation of two neighbouring eigenvalues close to an “internal” point $\lambda \in (-2,2)$ is $\Delta = \frac{1}{\rho_{\infty}(\lambda)} = O(N^{-1})$, see Fig. 7. That is why the case $\lambda \in (-2,2)$ is frequently referred to as the ”bulk of the spectrum” regime.

Let us now follow the same strategy for obtaining, under the same conditions, the limiting expression for the kernel $K(\lambda, \lambda')$ using for this goal formula (98). We have:

$$h_N(\lambda) h_{N-1}(\lambda') - h_N(\lambda') h_{N-1}(\lambda) \approx 2N^2 \frac{1}{\sin \phi \sin \phi'} e^{2N \left[ \cos(2\phi) + \cos(2\phi') \right]} \left[ \cos \alpha_1^+ \cos \alpha_2^- - \cos \alpha_1^- \cos \alpha_2^+ \right] \tag{115}$$

where $\alpha_1^+ = \frac{1}{2} \phi - \frac{\pi}{4} + N \left( \phi - \frac{1}{2} \sin 2\phi \right)$, $\alpha_2^+ = \frac{1}{2} \phi' - \frac{\pi}{4} + N \left( \phi' - \frac{1}{2} \sin 2\phi' \right)$. The next step is to
introduce $\psi = (\phi + \phi')/2$ and $\Omega = (\phi - \phi')/2$, and to consider the parameter $\Omega$ to be of the order of $O(N^{-1})$ when taking the limit. This choice ensures that the distance $\lambda - \lambda' = 2[\cos \phi - \cos \phi'] \approx 4\Omega \sin \psi \approx 4\Omega \rho_{\infty}(\lambda)$ is of the order of the mean eigenvalue separation $\Delta$ - the typical scale for the correlations between the eigenvalues in the bulk of the spectrum - and thus must be reflected in the structure of the kernel. To this end we denote $\Omega = \omega/N$, and keep in the expressions for $\alpha_{1,2}^\pm$ terms up to the order $O(1)$, i.e. writing $\alpha_{1,2}^\pm = N\beta + \left[\pm \frac{1}{2}\psi - \frac{\pi}{4} \pm 2\omega \sin^2 \psi\right]$, where $\beta = (\psi - \frac{1}{2}\sin 2\psi)$.

With the same precision:

$$\cos \alpha_1^1 \cos \alpha_2^2 - \cos \alpha_1^2 \cos \alpha_2^1 \approx \sin \psi \sin \left(4\omega \sin^2 \psi\right) \approx \sin \psi \sin \left[\pi \rho_{\infty}(\lambda)N(\lambda_1 - \lambda_2)\right]$$

and

$$\cos 2\phi_1 + \cos 2\phi_2 \approx 2\left(\frac{\lambda^2}{2} - 1\right)$$

substituting all these factors back into Eq.(115), we get

$$h_N(\lambda)h_{N-1}(\lambda') - h_N(\lambda')h_{N-1}(\lambda) \approx 2N^{2}N^2 e^{2N\left(\frac{\lambda^2}{2} - 1\right)} \sin \left[\pi \rho_{\infty}(\lambda)N(\lambda - \lambda')\right].$$

Now, taking into account the normalization factors in $\tilde{h}_N(\lambda)$ and $\tilde{h}_{N-1}(\lambda)$, see Eq.(85), using again the Stirling formula and invoking Eq.(79) we arrive at the following asymptotic expression for the kernel, Eq.(98):

$$\lim_{N \to \infty} \left[ \frac{K_N(\lambda, \lambda')}{K_N(\lambda, \lambda)} \right] = K_{\infty} \left[ N\rho_{\infty}(\lambda)(\lambda - \lambda') \right], \quad K_{\infty}(r) = \frac{\sin \pi \rho}{\pi \rho}$$

where $K_{\infty}(r)$ is the famous Dyson scaling form for the kernel. The formula is valid as long as both $\lambda$ and $\lambda'$ are within the range $(-2, 2)$, and $\lambda - \lambda' = O(N^{-1})$. Such choice of the parameters is frequently referred to as the “bulk scaling” limit.

Having at our disposal the limiting form of both mean eigenvalue density and the two-point kernel we can analyse such important statistical characteristics of the spectra as e.g. the “number variance”, see Eq.(48), for an interval of the length $L$ comparable with the mean spacing close to the origin $\Delta = [N\rho_{\infty}(0)]^{-1}$. Under such a condition we can legitimately employ the scaling form Eq.(118) of the kernel when substituting it into formula (80) for the cluster function $Y_2(\lambda, \lambda')$. In this way we arrive at

$$\Sigma_2(L) = N \int_{-L/2}^{L/2} \rho_{\infty}(\lambda)d\lambda - N^2 \int_{-L/2}^{L/2} d\lambda \int_{-L/2}^{L/2} d\lambda' \rho_{\infty}(\lambda)\rho_{\infty}(\lambda')K_{\infty}^2 \left[ N\rho_{\infty}(\lambda)(\lambda - \lambda') \right]$$
Here we used the fact that with the same precision we can put \( \rho_\infty(\lambda) \approx \rho_\infty(\lambda') \approx \rho_\infty(0) \) in the above expression, and introduced the natural scaling variables: \( u = \lambda/\Delta, u' = \lambda'/\Delta \) as well as the scaled length of the interval \( s = L/\Delta \) (cf. a similar procedure for Poissonian sequences after Eq.(55)). To simplify this expression further we introduce \( u_+ = (u+u')/2, r = u-u' \) as integration variables, and use that, in fact \( K_\infty(r) \equiv K_\infty(|r|) \). The number variance takes the final form:

\[
\Sigma_2(s) = s - \int_{-s}^{s} dr \int_{-r/2}^{r/2} du' K_\infty^2([u-u']) = s - 2 \int_{0}^{s} dr (s-r) \left( \sin \frac{\pi r}{\pi r} \right)^2. \tag{120}
\]

In fact, we are mainly interested in the large-\( s \) behaviour of this expression. To extract it, we use the identity: \( 2 \int_{0}^{\infty} dr \left( \frac{\sin \pi r}{\pi r} \right)^2 = 2 \int_{0}^{\infty} dx \left( \frac{\sin x}{x} \right)^2 = 1 \), and rewrite the above expression as

\[
\Sigma_2(s) = \frac{2s}{\pi} \int_{\pi s}^{\infty} dx \frac{\sin^2 x}{x^2} + \frac{1}{\pi^2} \int_{0}^{2\pi s} \frac{1}{x} \left( 1 - \cos x \right) dx. \tag{121}
\]

The second integral obviously grows logarithmically with \( s \) and dominates at large \( s \). A more accurate evaluation gives the asymptotic formula:

\[
\Sigma_2(s \gg 1) = \frac{1}{\pi^2} [\ln 2\pi s + \gamma + O(1/s)]. \tag{122}
\]

where \( \gamma = 0.5772... \) is Euler’s constant. This is much slower than the linear growth \( \Sigma_2(s \gg 1) = s \) typical for uncorrelated (Poissonian) sequence, see Fig. 8. The explanation of the slow growth is that the sequence of eigenvalues is, in fact, quite ordered, with quite regular spacings of the order of \( \Delta \), and therefore the number of points in the interval does not fluctuate as much as it does for uncorrelated sequence.

As to another important and frequently used statistical characteristic of spectral sequences - the “hole probability” - its calculation amounts to investigating the asymptotics of the Fredholm determinant of the kernel \( K_{N \to \infty} \), see Eq.(81). This is a very difficult mathematical problem, and the most elegant solution uses an advanced mathematical technique known as the Riemann-Hilbert method[3]. Let us just quote the result:

\[
A(s \gg 1) \propto \frac{1}{s^{1/4}} e^{-\frac{2}{\pi} s^2}. \tag{123}
\]

This Gaussian decay should be again contrasted with a much slower exponential decay typical for uncorrelated sequences as indeed in full correspondence with a “quasiregular” structure of the random matrix spectrum.

6.2 Edge scaling regime and Airy kernel

As we already know, in the vicinity of the “spectral edge” \( x = 2 \) (and its counterpart \( x = -2 \)) the Plancherel-Rotach asymptotics of the Hermitian polynomials changes, and is basically given by the Airy function, see Eq.(112). This certainly results in essential modifications of the large-\( N \) behaviour of the mean eigenvalue density and of the two-point kernel as long as \( |\lambda - 2| \sim N^{-2/3} \). To extract the explicit formulae for this so-called “edge scaling” limit one may try the same strategy as
in the bulk. However, one immediately discovers that simple substitution of Eq.(112) into formula (97) for the mean density yields zero. A possible way out may be to calculate the next-to-leading order corrections to the asymptotics of $h_N(x)$, but we will rather follow a slightly different (and more direct) route and consider the integral representation for the main combination of interest:

$$D_N(\lambda) = h_N^2(\lambda) - h_{N-1}(\lambda)h_{N+1}(\lambda) = \frac{(-1)^N}{2\pi}N^{2N} \int_{-\infty}^{\infty} dq_1 \int_{-\infty}^{\infty} dq_2 \frac{q_1 - q_2}{q_1} e^{N[f(q_1) + f(q_2)]}$$

where we exploited Eq.(99,101), and defined, as before, $f(q) = \ln q - \frac{1}{2}(q - i\lambda)^2$. To evaluate this integral in the edge scaling limit, we follow a familiar procedure: introduce the scaling variable $\xi = N^{2/3}(\lambda - 2)$, shift the contours of integration from the real axis to the lines $q_{1,2} = i + t_{1,2}N^{1/3}, -\infty < t_{1,2} < \infty$, consider $\xi, t_{1,2}$ to be fixed and finite when $N \to \infty$, and expand the integrand accordingly around the saddle-points $t_{1,2} = 0$. Simple calculation yields, in complete analogy with Eq.(110), the expression:

$$D_N(\xi) \approx \frac{N^{2N}}{2\pi}N^{-1/3}e^{N+2N^{1/3}\xi}$$

$$\times \left\{ \int_{\Gamma} dt_1 e^{i\xi t_1 + i\frac{3}{4}} \int_{\Gamma} dt_2 t_2^2 e^{i\xi t_2 + i\frac{3}{4}} - \int_{\Gamma} dt_1 t_1 e^{i\xi t_1 + i\frac{3}{4}} \int_{\Gamma} dt_2 t_2 e^{i\xi t_2 + i\frac{3}{4}} \right\}.$$  

The only essential difference from Eq.(110) which deserves mentioning is the choice of the integration contour $\Gamma$ which ensures the existence of all the integrals involved. Obviously, one can not simply take $\Gamma = (-\infty, \infty)$, but a more detailed investigation shows that the correct contour must be chosen in such a way as to be asymptotically tangent to the line $\text{Arg}(t) = 5\pi/6$ for $\text{Re}t \to -\infty$, and asymptotically tangent to $\text{Arg}(t) = \pi/6$ for $\text{Re}t \to \infty$, see Fig.9. It is then evident, that

$$Ai(\xi) = \frac{1}{\pi} \int_{\Gamma} dt e^{i\xi t + i\frac{3}{4}}, \quad -iAi'(\xi) = \frac{1}{\pi} \int_{\Gamma} dt t e^{i\xi t + i\frac{3}{4}}, \quad -Ai''(\xi) = \frac{1}{\pi} \int_{\Gamma} dt^2 t^2 e^{i\xi t + i\frac{3}{4}}.$$
and collecting all factors we find the expression of the mean eigenvalue density close to the “spectral edge”:

\[
\mathfrak{r}(\lambda = 2 + \xi N^{-2/3}) \propto \rho_\varepsilon(\xi) = \text{Ai}'(\xi)^2 - \text{Ai}''(\xi)\text{Ai}(\xi).
\] (126)

For \( \xi < 0 \) the function shows noticeable oscillations, see Fig.10, with neighbouring maxima separated by distance of the order of \( \lambda_i - \lambda_{i-1} \propto \Delta_{\text{edge}} = \sim N^{-1/3} \) and reflecting typical positions of individual eigenvalues close to the “spectral edge”. In contrast, for \( \xi > 0 \) the mean density decays extremely fast, reflecting the typical absence of the eigenvalues beyond the spectral edge.

A very similar calculation shows that under the same conditions the kernel \( K_N(\lambda, \lambda') \) assumes the form:

\[
K(\xi_1, \xi_2) = \frac{\text{Ai}(\xi_1)\text{Ai}'(\xi_2) - \text{Ai}(\xi_2)\text{Ai}'(\xi_1)}{\xi_1 - \xi_2}
\] (127)

known as the Airy kernel, see [8].

7 Orthogonal polynomials versus characteristic polynomials

Our efforts in studying Hermite polynomials in detail were amply rewarded by the provided possibility to arrive at the bulk and edge scaling forms for the matrix kernel in the corresponding large-N limits. It is those forms which turn out to be universal, which means independent of the
particular detail of the random matrix probability distribution, provided size of the corresponding matrices is large enough. This is why one can hope that the Dyson kernel would be relevant to many applications, including properties of the Riemann \( \zeta \)-function. An important issue for many years was to prove the universality for unitary-invariant ensembles which was finally achieved, first in [10].

In fact, quite a few basic properties of the Hermite polynomials are shared also by any other set of orthogonal polynomials \( \pi_k(x) \). Among those worth of particular mentioning is the Christoffel-Darboux formula for the combination entering the two-point kernel Eq.(71), (cf. Eq.(91)):

\[
\sum_{k=0}^{n-1} \pi_k(x) \pi_k(y) = b_n \frac{\pi_{n-1}(y) \pi_n(x) - \pi_{n-1}(x) \pi_n(y)}{x - y},
\]

where \( b_n \) are some constants. So the problem of the universality of the kernel (and hence, of the n-point correlation functions) amounts to finding the appropriate large-\( N \) scaling limit for the right-hand side of Eq.(128) (in the “bulk” of the spectrum, or close to the spectral “edge”).

The main dissatisfaction is that explicit formulas for orthogonal polynomials (most important, an integral representation similar to Eq.(94)) are not available for general weight functions \( dw(\lambda) = e^{-Q(\lambda)} d\lambda \). For this reason we have to devise alternative tools of constructing the orthogonal polynomials and extracting their asymptotics. Any detailed discussion of the relevant technique goes far beyond the modest goals of the present set of lectures. Nevertheless, some hints towards the essence of the powerful methods employed for that goal will be given after a digression.

Namely, I find it instructive to discuss first a question which seems to be quite unrelated— the statistical properties of the characteristic polynomials

\[
Z_N(\mu) = \det \left( \mu I_N - \hat{H} \right) = \prod_{i=1}^{N} (\mu - \lambda_i)
\]

for any Hermitian matrix ensemble with invariant JPDF \( P(\hat{H}) \propto \exp\{-N \text{Tr} Q(\hat{H})\} \). Such objects are very interesting on their own for many reasons. Moments of characteristic polynomials for various types of random matrices were much studied recently, in particular due to an attractive possibility to use them, in a very natural way, for characterizing “universal” features of the Riemann \( \zeta \)-function along the critical line, see the pioneering paper[11] and the lectures by Jon Keating in this volume. The same moments also have various interesting combinatorial interpretations, see e.g. [12, 13], and are important in applications to physics, as I will elucidate later on.

On the other hand, addressing those moments will allow us to arrive at the most natural way of constructing polynomials orthogonal with respect to an arbitrary weight \( dw(\lambda) = e^{-Q(\lambda)} d\lambda \). To understand this, we start with considering the lowest moment, which is just the expectation value of the characteristic polynomial:

\[
E[Z_N(\mu)] = \int_{-\infty}^{\infty} dw(\lambda_1) \ldots \int_{-\infty}^{\infty} dw(\lambda_N) \prod_{i<j} (\lambda_i - \lambda_j)^2 \prod_{i=1}^{N} (\mu - \lambda_i)
\]
We first notice that

\[
\prod_{i<j}^N (\lambda_i - \lambda_j) \prod_{i=1}^N (\mu - \lambda_i) \propto \det \begin{pmatrix}
1 & \ldots & 1 \\
\ldots & \lambda_i & \ldots \\
\lambda_1 & \ldots & \lambda_N & \mu \\
\ldots & \ldots & \ldots & \ldots
\end{pmatrix}
\]  

(131)

Indeed, the right-hand side is obviously a polynomial of degree \( N \) in the variable \( \mu \), with roots at \( \mu = \mu_1, \mu_2, \ldots, \mu_N \). Therefore it must be of the form \( C \times \prod_{i=1}^N (\mu - \lambda_i) \), with prefactor \( C \) being a function of \( \lambda_1, \ldots, \lambda_N \). The value of such a prefactor can be easily established by comparing both sides as \( \mu \to \infty \): the left-hand side behaves as \( C \mu^N \), whereas expanding the determinant with respect to the last column and using the expression for the van der Monde determinant, Eq.(64), we see that the right-hand side grows as \( \mu^N \prod_{i<j}^N (\lambda_i - \lambda_j) \).

Exploiting Eq.(131) allows us to rewrite the expectation value for the characteristic polynomial as

\[
E[Z_N(\mu)] \propto \int_{-\infty}^{\infty} \prod_{i=1}^N \, d\lambda_i \det \begin{pmatrix}
1 & \ldots & 1 \\
\ldots & \lambda_i & \ldots \\
\lambda_1 & \ldots & \lambda_N & \mu \\
\ldots & \ldots & \ldots & \ldots
\end{pmatrix}
\]  

(132)

which can be further written down as the standard sum over all permutations \( P_\sigma = (\sigma_1, \ldots, \sigma_N) \) of the index set \( (1, 2, \ldots, N) \):

\[
E[Z_N(\mu)] \propto \sum_{P_\sigma} (-1)^{|P_\sigma|} \int_{-\infty}^{\infty} \prod_{i=1}^N \, d\lambda_i \lambda_{\sigma_1}^0 \ldots \lambda_{\sigma_N}^{N-1} \det \begin{pmatrix}
1 & \ldots & 1 \\
\ldots & \lambda_i & \ldots \\
\lambda_1 & \ldots & \lambda_N & \mu \\
\ldots & \ldots & \ldots & \ldots
\end{pmatrix}
\]  

(133)

where \( |P_\sigma| = 0(1) \) for even(odd) permutations. The symmetry of the remaining determinant with respect to permutation of its columns ensures that every term in the sum above yields exactly the same contribution, and it is enough to consider only the first term with \( P_\sigma = (1, 2, \ldots, N) \), and multiply the result with \( N! \). For such a choice, the product of factors \( \lambda_1^0 \ldots \lambda_N^{N-1} \) can be “absorbed” in the determinant by multiplying the \( j \)-th column of the latter with the factor \( \lambda_j^{j-1} \), for all \( j = 1, \ldots, N \). This gives

\[
E[Z_N(\mu)] \propto \int_{-\infty}^{\infty} \prod_{i=1}^N \, d\lambda_i \det \begin{pmatrix}
1 & \lambda_2 & \ldots & \lambda_{N-1}^N & 1 \\
\lambda_1 & \lambda_2 & \ldots & \lambda_N & \mu \\
\ldots & \ldots & \ldots & \ldots & \ldots \\
\lambda_1^{N-1} & \lambda_2^N & \ldots & \lambda_N^{N-2} & \mu^{N-1} \\
\lambda_1^N & \lambda_2^{N+1} & \ldots & \lambda_N^{2N-1} & \mu^N
\end{pmatrix}
\]  

(134)
The integral in the right-hand side is obviously a polynomial of degree \( N \) in \( \mu \), which we denote \( D_N(\mu) \) and write in the final form as

\[
D_N(\mu) = \det \begin{pmatrix}
\int_{-\infty}^{\infty} dw(\lambda) & \int_{-\infty}^{\infty} dw(\lambda)\lambda & \ldots & \int_{-\infty}^{\infty} dw(\lambda)\lambda^{N-1} & 1 \\
\int_{-\infty}^{\infty} dw(\lambda)\lambda & \int_{-\infty}^{\infty} dw(\lambda)\lambda^2 & \ldots & \int_{-\infty}^{\infty} dw(\lambda)\lambda^{N-2} & \mu \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
\int_{-\infty}^{\infty} dw(\lambda)\lambda^{N-1} & \int_{-\infty}^{\infty} dw(\lambda)\lambda^N & \ldots & \int_{-\infty}^{\infty} dw(\lambda)\lambda^{2N-2} & \mu^{N-1} \\
\int_{-\infty}^{\infty} dw(\lambda)\lambda^N & \int_{-\infty}^{\infty} dw(\lambda)\lambda^{N+1} & \ldots & \int_{-\infty}^{\infty} dw(\lambda)\lambda^{2N-1} & \mu^N
\end{pmatrix}.
\tag{135}
\]

The last form makes evident the following property. Multiply the right-hand side with \( dw(\mu)\mu^p \) and integrate over \( \mu \). By linearity, the factor and the integration can be "absorbed" in the last column of the determinant. For \( p = 0, 1, \ldots, N - 1 \) this last column will be identical to one of preceding columns, making the whole determinant vanishing, so that

\[
\int_{-\infty}^{\infty} dw(\mu)\mu^p D_N(\mu) = 0, \quad p = 0, 1, \ldots, N - 1.
\tag{136}
\]

Moreover, it is easy to satisfy oneself that the polynomial \( D_N(\mu) \) can be written as \( D_N(\mu) = D_{N-1}\mu^N + \ldots \), where the leading coefficient \( D_{N-1} = \det \left( \int_{-\infty}^{\infty} dw(\lambda)\lambda^{i+j} \right)_{i,j=0}^N \) is necessarily positive: \( D_{N-1} > 0 \). The last fact immediately follows from the positivity of the quadratic form:

\[
G(x_1, \ldots, x_N) = \int_{-\infty}^{\infty} dw(\lambda) \left( \sum_{i=1}^{N} x_i\lambda^i \right)^2 = \sum_{i,j} x_i x_j \int_{-\infty}^{\infty} dw(\lambda)\lambda^{i+j}
\]

Finally, notice that

\[
\int_{-\infty}^{\infty} dw(\mu)D_N^2(\mu) = \int_{-\infty}^{\infty} dw(\mu)D_N(\mu) \left[ D_{N-1}\mu^N \right. \left. + \text{lower powers} \right]
\tag{137}
\]

\[
= D_{N-1} \int_{-\infty}^{\infty} dw(\mu)D_N(\mu)\mu^N = D_{N-1} D_N
\]

where we first exploited Eq.(136) and at the last stage Eq.(135). Combining all these facts together we thus proved that the polynomials \( \pi_N(\lambda) = \frac{1}{\sqrt{D_{N-1}D_N}}D(\lambda) \) form the orthogonal (and normalized to unity) set with respect to the given measure \( dw(\lambda) \). Moreover, our discussion makes it immediately clear that the expectation value of the characteristic polynomial \( Z_N(\mu) \) for any given random matrix ensemble is nothing else, but just the corresponding monic orthogonal polynomial:

\[
E[Z_N(\mu)] = \pi_N^{(m)}(\mu),
\tag{138}
\]

whose leading coefficient is unity. Leaving aside the modern random matrix interpretation the combination of the right hand sides of the formulas Eq.(138) and Eq.(130) goes back, according to [6], to Heine-Borel work of 1878, and as such is completely classical.

The random matrix interpretation is however quite instructive, since it suggests to consider also higher moments of the characteristic polynomials, and even more general objects like the correlation functions

\[
\mathcal{C}_k(\mu_1, \mu_2, \ldots, \mu_k) = E\left[ Z_N(\mu_1)Z_N(\mu_2)\ldots Z_N(\mu_k) \right].
\tag{139}
\]
Let us start with considering

\[ C_2(\mu_1, \mu_2) = \int_{-\infty}^{\infty} dw(\lambda_1) \ldots \int_{-\infty}^{\infty} dw(\lambda_N) \prod_{i<j} (\lambda_i - \lambda_j)^2 \prod_{i=1}^{N} (\mu_1 - \lambda_i) \prod_{i=1}^{N} (\mu_2 - \lambda_i). \]  

(140)

Using the notation \( \Delta_N(\lambda_1, \ldots, \lambda_N) \) for the van der Monde determinant, see Eq.(64), we further notice that

\[ \Delta_{N+2}(\lambda_1, \ldots, \lambda_N, \mu_1, \mu_2) = \Delta_N(\lambda_1, \ldots, \lambda_N) \times (\mu_1 - \mu_2) \prod_{i=1}^{N} (\mu_1 - \lambda_i) \prod_{i=1}^{N} (\mu_2 - \lambda_i), \]

which allows us to rewrite the correlation function as

\[ C_2(\mu_1, \mu_2) = \frac{1}{(\mu_1 - \mu_2)} \int_{-\infty}^{\infty} \prod_{i=1}^{N} dw(\lambda_i) \Delta_N(\lambda_1, \ldots, \lambda_N) \Delta_{N+2}(\lambda_1, \ldots, \lambda_N, \mu_1, \mu_2). \]

Now we replace each entry \( \lambda_i^j \) in both van der Monde determinant factors with the orthogonal polynomial \( \pi_j(\lambda_i) \) (cf. eq.(65)), and further expand the first factor as a sum over permutations:

\[ \Delta_N(\lambda_1, \ldots, \lambda_N) \propto \sum_{\sigma} (-1)^{\sigma} \pi_0(\lambda_{\sigma_1}) \ldots \pi_{N-1}(\lambda_{\sigma_N}). \]

Further using permutational symmetry of the second determinant, we again see that every term yields after integration the same contribution. Up to a proportionality factor we can therefore rewrite the correlation function as

\[ C_2(\mu_1, \mu_2) = \frac{1}{(\mu_1 - \mu_2)} \int_{-\infty}^{\infty} \prod_{i=1}^{N} dw(\lambda_i) \pi_0(\lambda_1) \ldots \pi_{N-1}(\lambda_N) \]

\[ \times \det \begin{pmatrix} \pi_0(\lambda_1) & \pi_0(\lambda_2) & \ldots & \pi_0(\mu_1) & \pi_0(\mu_2) \\ \pi_1(\lambda_1) & \pi_1(\lambda_2) & \ldots & \pi_1(\mu_1) & \pi_1(\mu_2) \\ \vdots & \vdots & \ddots & \vdots & \vdots \\ \pi_N(\lambda_1) & \pi_N(\lambda_2) & \ldots & \pi_N(\mu_1) & \pi_N(\mu_2) \\ \pi_{N+1}(\lambda_1) & \pi_{N+1}(\lambda_2) & \ldots & \pi_{N+1}(\mu_1) & \pi_{N+1}(\mu_2) \end{pmatrix}. \]

At the next step we absorb the factors \( \pi_0(\lambda_1), \ldots, \pi_{N-1}(\lambda_N) \) inside the determinant by multiplying the first column with \( \pi_0(\lambda_1), \ldots, \), the \( N-th \) column with \( \pi_{N-1}(\lambda_N) \), and leaving the last two columns intact. By linearity, we can also absorb the product of the integrals inside the determinant by integrating the first column over \( \lambda_1, \ldots, \), and \( N-th \) column over \( \lambda_N \). Due to the orthogonality, the first \( N \) columns of the resulting determinant after integration contain zero components off-diagonal, whereas the entries on the main diagonal are equal to the normalization constants \( c_k = \int_{-\infty}^{\infty} dw(\lambda) \pi_k^2(\lambda), \ k = 0, \ldots, N \). Therefore, the resulting determinant is easy to calculate and, up to a multiplicative constant we arrive to the following simple formula:

\[ C_2(\mu_1, \mu_2) \propto \frac{1}{(\mu_1 - \mu_2)} \det \begin{pmatrix} \pi_N(\mu_1) & \pi_N(\mu_2) \\ \pi_{N+1}(\mu_1) & \pi_{N+1}(\mu_2) \end{pmatrix}. \]  

(142)

In particular, for the second moment of the characteristic polynomial we have the expression

\[ E[Z^2(\mu)] = \lim_{\mu_1 \to \mu_2 = \mu} C_2(\mu_1, \mu_2) \propto \det \begin{pmatrix} \pi_N(\mu) & \pi'_N(\mu) \\ \pi_{N+1}(\mu) & \pi'_{N+1}(\mu) \end{pmatrix}. \]  

(143)
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This procedure can be very straightforwardly extended to higher order correlation functions\cite{14, 16}, and higher order moments\cite{15} of the characteristic polynomials. The general structure is always the same, and is given in the form of a determinant whose entries are orthogonal polynomials of increasing order.

One more observation deserving mentioning here is that the structure of the two-point correlation function of characteristic polynomials is identical to that of the Christoffel-Darboux, which is the main building block of the kernel function, Eq.\((71)\). Moreover, comparing the above formula \((143)\) for the gaussian case with expressions \((96, 95)\), one notices a great degree in similarity between the structure of mean eigenvalue density and that for the second moment of the characteristic polynomial. All these similarities are not accidental, and there exists a general relation between the two types of quantities as I proceed to demonstrate on the simplest example. For this we recall that the mean eigenvalue density\(\rho_N(\lambda)\) is just the one-point correlation function, see Eq.\((42)\), and according to Eq.\((39)\) and Eq.\((38)\) can be written as

\[
\rho_N(\lambda) \propto e^{-Q(\lambda)} \int d\lambda_2 \ldots \lambda_N \left( \prod_{i=2}^{N} (\lambda - \lambda_i)^2 \prod_{2 \leq i < j \leq N} (\lambda_i - \lambda_j)^2 \right). \tag{144}
\]

It is immediately evident after simple renumbering \((\lambda_2, \ldots, \lambda_N) \rightarrow (\lambda_1, \ldots, \lambda_{N-1})\) that the integral in the second line allows a clear interpretation as the second moment of the characteristic polynomial \(E[Z_{N-1}^2(\lambda)]\) of a random matrix \(H_{N-1}\) distributed according to the same joint probability density function \(P(H_{N-1}) d\hat{H}_{N-1}\), but of reduced size \(N - 1\), see Eq.\((130)\) for comparison. We therefore have a general relation between the mean eigenvalue density and the second moment of the characteristic polynomial of the reduced-size matrix:

\[
\rho_N(\lambda) \propto e^{-Q(\lambda)} \left( \det \left( \lambda I_N - \hat{H}_{N-1} \right) \right)^2 \tag{145}
\]

which explains the observed similarity. This type of relations, and their natural generalizations to higher-order correlation functions hold for general invariant ensembles and were found helpful in several applications; e.g. for the so-called “chiral” ensembles (notion of such ensembles is shortly discussed in the very end of these notes) in [18], for non-Hermitian matrices with complex eigenvalues see examples and further references in [19]); for real symmetric matrices see the recent paper [20].

Now let us discuss another important class of correlation functions involving characteristic polynomials, - namely one combining both positive and negative moments, the simplest example being the expectation value of the ratio:

\[
\mathcal{K}_N(\mu, \nu) = E \left[ \frac{Z_N(\mu)}{Z_N(\nu)} \right]. \tag{146}
\]

For such an object to be well-defined it is necessary to regularize the characteristic polynomial in the denominator \(Z_N(\nu) = \det (\nu I_N - \hat{H})\) by considering the complex-valued spectral parameter \(\nu\) such that \(\text{Im} \nu \neq 0\). Further generalizations include more than one polynomial in numerator and/or denominator.

Such objects turned out to be indispensable tools in applications of random matrices to physical problems. In fact, in all applications a very fundamental role is played by the resolvent matrix
\((\mu 1_N - \hat{H})^{-1}\), and statistics of its entries is of great interest. In particular, the familiar eigenvalue density \(\rho(\nu)\) can be extracted from the trace of the resolvent as

\[
\rho(\nu) = \frac{1}{\pi} \lim_{\Im \mu \to 0} \frac{\text{ImTr}}{\mu 1_N - \hat{H}} \frac{1}{\mu 1_N - \hat{H}}.
\]  

(147)

It is easy to understand that one can get access to such an object, and more general correlation functions of the traces of the resolvent by using the identity:

\[
\text{Tr} \frac{1}{\mu 1_N - \hat{H}} = -\frac{\partial}{\partial \nu} \frac{Z_N(\mu)}{Z_N(\nu)} \bigg|_{\mu = \nu}.
\]  

(148)

We conclude that the products of ratios of characteristic polynomials can be used to extract the multipoint correlation function of spectral densities (see an example below). Moreover, distributions of some other interesting quantities as, e.g. individual entries of the resolvent, or statistics of eigenvalues as functions of some parameter can be characterized in terms of general correlation functions of ratios, see [21] for more details and examples. Thus, that type of the correlation function is even more informative than one containing products of only positive moments of the characteristic polynomials.

In fact, it turns out that there exists a general relation between the two types of the correlation functions, which is discussed in full generality in recent papers [17, 22, 23, 24]. Here we would like to illustrate such a relation on the simplest example, Eq.(146). To this end let us use the following identity:

\[
[Z_N(\nu)]^{-1} = \frac{1}{\prod_{i=1}^{N} (\nu - \lambda_i)} = \sum_{k=1}^{N} \frac{1}{\nu - \lambda_k} \prod_{i \neq k} \frac{1}{\lambda_i - \lambda_k}
\]  

(149)

and integrate the ratio of the two characteristic polynomials over the joint probability density of all the eigenvalues. When performing integrations, each of \(N\) terms in the sum in Eq.(149) produces identical contributions, so that we can take one term with \(k = 1\) and multiply the result by \(N\). Representing \(\Delta^2(\lambda_1, \ldots, \lambda_N) = \prod_{2 \leq i \leq N} (\lambda_1 - \lambda_i)^2 \prod_{1 \leq i < j} (\lambda_i - \lambda_j)^2\), and observing some cancellations, we have

\[
K_N(\mu, \nu) \propto \int d\omega(\lambda_1) \frac{\mu - \lambda_1}{\nu - \lambda_1} \int d\omega(\lambda_2) \cdots d\omega(\lambda_N) \prod_{2 \leq i < j} (\lambda_i - \lambda_j)^2 \prod_{i=2}^{N} (\lambda_1 - \lambda_i)(\mu - \lambda_i)
\]

\[
\propto \int d\omega(\lambda_1) \frac{\mu - \lambda_1}{\nu - \lambda_1} \times \det (\lambda_1 - \hat{H}_{N-1}) \det (\mu - \hat{H}_{N-1}).
\]  

(150)

The average value of the products of two characteristic polynomials found by us in Eq.(142) can now be inserted into the integral entering Eq.(150), and the resulting expression can be again written in the form of a \(2 \times 2\) determinant:

\[
K_N(\mu, \nu) \propto \det \begin{pmatrix}
\frac{\pi_{N-1}(\mu)}{\pi_N(\mu)} & f_{N-1}(\nu) \\
\frac{\pi_N(\mu)}{f_N(\nu)} & f_N(\nu)
\end{pmatrix}
\]  

(151)

where \(f_N(\nu)\) stands for the so-called Cauchy transform of the orthogonal polynomial

\[
f_N(\nu) = \frac{1}{2\pi i} \int_{-\infty}^{\infty} \frac{d\omega(\lambda)}{\nu - \lambda} \pi_N(\lambda)
\]  

(152)
The emerged functions \( f_N(\nu) \) is a rather new feature in Random Matrix Theory. It is instructive to have a closer look at their properties for the simplest case of the Gaussian Ensemble, \( Q(\lambda) = N\lambda^2/2 \). It turns out that for such a case the functions \( f_N(\nu) \) are, in fact, related to the so-called generalized Hermite functions \( \mathcal{H}_N \) which are second -non-polynomial- solutions of the same differential equation which is satisfied by Hermite polynomials themselves. The functions also have a convenient integral representations, which can be obtained in the most straightforward way by substituting the identity
\[
\frac{1}{\nu - \lambda} \propto \int_0^\infty dt e^{\text{sgn}[\Im\nu](\nu - \lambda)}
\]
into the definition (152), replacing the Hermite polynomial with its integral representation, Eq.(94), exchanging the order of integrations and performing the \( \lambda \)-integral explicitly. Such a procedure results in
\[
f_{N+n}(\nu) \propto \int_0^\infty dt t^n e^{-N\left(\frac{t^2}{2} - \text{sgn}[\Im\nu]\nu\right)}.
\]
Note, that this is precisely the integral (101) whose large-N asymptotics for real \( \nu \) we studied in the course of our saddle-point analysis. The results can be immediately extended to complex \( \nu \), and in the “bulk scaling” limit we arrive to the following asymptotics of the correlation function (151) close to the origin
\[
\lim_{N \to \infty} \mathcal{K}_N(\mu, \nu) = \mathcal{K}_\infty [N\rho_\infty(\mu - \nu)], \quad \mathcal{K}_\infty(r) \propto \begin{cases} e^{-i\pi r} & \text{if } \Im(\nu) > 0 \\ e^{i\pi r} & \text{if } \Im(\nu) > 0 \end{cases}.
\]
In a similar, although more elaborate way one can calculate an arbitrary correlation function containing ratios and products of characteristic polynomials [17, 23, 24]. The detailed analysis shows that the kernel \( S(\mu, \nu) = \mathcal{K}(\mu, \nu)/(\mu - \nu) \) and its scaling form \( S_\infty(r) \propto \mathcal{K}_\infty(r) \) play the role of a building block for more general correlation functions involving ratios, in the same way as the Dyson kernel (118) plays similar role for the n-point correlation functions of eigenvalue densities. This is a new type of “kernel function” with structure different from the standard random matrix kernel Eq.(69). The third type of such kernels - made from functions \( f_N(\nu) \) alone - arises when considering only negative moments of the characteristic polynomials.

To give an instructive example of the form emerging consider
\[
\mathcal{K}_N(\mu_1, \mu_2, \nu_1, \nu_2) = E \left[ \frac{Z_N(\mu_1) Z_N(\mu_2)}{Z_N(\nu_1) Z_N(\nu_2)} \right] = \frac{(\mu_1 - \nu_1)(\mu_2 - \nu_1)(\mu_2 - \nu_2)}{(\mu_1 - \mu_2)(\nu_1 - \nu_2)}
\]
\[
\times \det \begin{pmatrix} S(\mu_1, \nu_1) & S(\mu_1, \nu_2) \\ S(\mu_2, \nu_1) & S(\mu_2, \nu_2) \end{pmatrix}.
\]
Assuming \( \Im(\nu_1) > 0, \Im(\nu_2) < 0, \) both infinitesimal, we find in the bulk scaling limit such that both \( N\rho(0)\nu_{1,2} = \zeta_{1,2} \) and \( N\rho(0)\nu_{1,2} = \kappa_{1,2} \) are finite the following expression (see e.g. [22], or [21])
\[
\lim_{N \to \infty} \mathcal{K}_N(\mu_1, \mu_2, \nu_1, \nu_2) = \mathcal{K}_\infty(\zeta_1, \zeta_2, \kappa_1, \kappa_2)
\]
\[
= \frac{e^{i\pi(\zeta_1 - \zeta_2)}}{\zeta_1 - \zeta_2} \left[ e^{i\pi(\kappa_1 - \kappa_2)} \frac{(\kappa_1 - \zeta_1)(\kappa_2 - \zeta_2)}{\kappa_1 - \kappa_2} - e^{-i\pi(\kappa_1 - \kappa_2)} \frac{(\kappa_1 - \zeta_2)(\kappa_2 - \zeta_1)}{\kappa_1 - \kappa_2} \right].
\]
This formula can be further utilized for many goals. For example, it is a useful exercise to understand how the scaling limit of the two-point cluster function (80) can be extracted from
such an expression (hint: the cluster function is related to the correlation function of eigenvalue densities by Eq.(45); exploit the relations (147),(148)).

All these developments, important and interesting on their own, indirectly prepared the ground for discussing the mathematical framework for a proof of universality in the large-$N$ limit. As was already mentioned, the main obstacle was the absence of any sensible integral representation for general orthogonal polynomials and their Cauchy transforms. The method which circumvents this obstacle in the most elegant fashion is based on the possibility to define both orthogonal polynomials and their Cauchy transforms in a way proposed by Fokas, Its and Kitaev, see references in [3], as elements of a (matrix valued) solution of the following (Riemann-Hilbert) problem. The latter can be introduced as follows. Let the contour $\Sigma$ be the real axis oriented from the left to the right. The upper half of the complex plane with respect to the contour will be called the positive one and the lower half - the negative one. Fix an integer $n \geq 0$ and the measure $w(z) = e^{-Q(z)}$ and define the Riemann-Hilbert problem as that of finding a $2 \times 2$ matrix valued function $Y = Y^{(n)}(z)$ satisfying the following conditions:

- $Y^{(n)}(z)$ analytic in $C \setminus \Sigma$
- $Y^{(n)}(z) - \begin{pmatrix} 1 & w(z) \\ 0 & 1 \end{pmatrix}$, $z \in \Sigma$
- $Y^{(n)}(z) \mapsto (I + O(z^{-1}))\begin{pmatrix} z^n & 0 \\ 0 & z^{-n} \end{pmatrix}$ as $z \mapsto \infty$

Here $Y^{(n)}_{\pm}(z)$ denotes the limit of $Y^{(n)}(z')$ as $z' \mapsto z \in \Sigma$ from the positive/negative side of the complex plane. It may be proved (see [3]) that the solution of such a problem is unique and is given by

$$Y^{(n)}(z) = \begin{pmatrix} \pi_n(z) & f_n(z) \\ \gamma_n \pi_n(z) & \gamma_n \pi_n(z) \end{pmatrix}, \quad \text{Im } z \neq 0$$

where the constants $\gamma_n$ are simply related to the normalization of the corresponding polynomials: $\gamma_n = -2\pi i \int_{-\infty}^{\infty} dw \pi_n^2(z)$.

On comparing formulae (151) and (157) we observe that the structure of the correlation function $K_N(\mu, \nu)$ is very intimately related to the above Riemann-Hilbert problem. In fact, for $\mu = \nu = z$ the matrices involved are identical (even the constant $\gamma_n$ in Eq.(151) emerges when we replace $\propto$ with exact equality sign). Actually, all three types of kernels can be expressed in terms of the solution of the Riemann-Hilbert problem. The original works [3, 25] dealt only with the standard kernel built from polynomials alone. From that point of view the presence of Cauchy transforms in the Riemann-Hilbert problem might seem to be quite mysterious, and even superfluous. Now, after revealing the role and the meaning of more general kernels the picture can be considered complete, and the presence of the Cauchy transforms has its logical justification.

The relation to the Riemann-Hilbert problem is the starting point for a very efficient method of extracting the large-$N$ asymptotics for essentially any potential function $Q(x)$ entering the probability distribution measure. The corresponding machinery is known as the variant of the steepest descent/stationary phase method introduced for Riemann-Hilbert problems by Deift and Zhou. It is discussed at length in the book by Deift[3] which can be recommended to the interested reader for further details. In this way the universality was verified for all three types of kernels pertinent to the random matrix theory not only for bulk of the spectrum[22], but also for the spectral edges. In our considerations of the Gaussian Unitary Ensemble we already encountered the edge scaling regime where the spectral properties were parameterized by the Airy functions.
Dealing with ratios of characteristic polynomials in such a regime requires second solution of the Airy equation denoted by $Bi(x)$, see [28].

We finish our exposition by claiming that there exist other interesting classes of matrix ensembles which attracted a considerable attention recently, see the paper [26] for more detail on the classification of random matrices by underlying symmetries. In the present framework we only mention one of them - the so-called chiral GUE. The corresponding $2N \times 2N$ matrices are of the form $\hat{H}_{ch} = \begin{pmatrix} 0_N & \hat{J} \\ \hat{J}^\dagger & 0_N \end{pmatrix}$, where $\hat{J}$ of a general complex matrix. They were introduced to provide a background for calculating the universal part of the microscopic level density for the Euclidian QCD Dirac operator, see [27] and references therein, and also have relevance for applications to condensed matter physics. The eigenvalues of such matrices appear in pairs $\pm \lambda_k, k = 1, ..., N$. It is easy to understand that the origin $\lambda = 0$ plays a specific role in such matrices, and close to this point eigenvalue correlations are rather different from those of the GUE, and described by the so-called Bessel kernels [29]. An alternative way of looking essentially at the same problem is to consider the random matrices of Wishart type $\hat{W} = \hat{J}^\dagger \hat{J}$, where the role of the special point is again played by the origin (in such context the origin is frequently referred to as the “hard spectral edge”, since no eigenvalues are possible beyond that point. This should be contrasted with the Airy regime close to the semicircle edge, the latter being sometimes referred to as the ”soft edge” of the spectrum. ). The corresponding problems for products and ratios of characteristic polynomials were treated in full rigor by Riemann-Hilbert technique by Vanlessen [30], and in a less formal way in [28].
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