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Abstract

In this paper we present a factorization framework for Hermite subdivision operators which satisfy the spectral condition of order \( d \geq 1 \). In particular we show that such Hermite subdivision operators admit \( d \) factorizations with respect to the Gregory operators: a new sequence of operators we define using Stirling numbers and Gregory coefficients. We further prove that the \( d \)-th factorization provides a “convergence from contractivity” method for showing \( C^d \)-convergence of the associated Hermite subdivision scheme which deals with function values and first derivatives. The power of our factorization framework lies in the reduction of computational effort for large \( d \): In order to prove \( C^d \)-convergence, up to now, \( d \) factorization steps were needed, while our method requires only one step, independently of \( d \). Furthermore, in this paper, we show by an example that the spectral condition is not equivalent to the reproduction of polynomials.
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1 Introduction

Hermite subdivision schemes are iterative refinement rules, which, applied to discrete vector data, produce a function and its consecutive derivatives in the limit. They find similar applications as classical subdivision schemes [4], but are preferred when the modeling of first derivatives (or even higher derivatives) is of particular interest. This can be the case, for example, for the generation of curves and surfaces [19], [26], [37], [38], for the construction of multiwavelets [12], for interpolating and approximating manifold-valued tangent vector data [31], [32], and for the analysis of biomedical images [11], [36].

The convergence of subdivision schemes as well as the analysis of the regularity of their limit functions are topics of high interest. It is well-known that such analyses are strongly connected to the factorization of the associated subdivision operator [6], [7], [19], [27], [30].

In this paper we study factorization properties of subdivision operators $S_A : \ell(\mathbb{Z})^2 \to \ell(\mathbb{Z})^2$, which correspond to Hermite subdivision schemes producing functions and first derivatives:

$$ (S_A c)_j = \sum_{k \in \mathbb{Z}} A_{j-2k} c_j, \quad j \in \mathbb{Z}. \quad (1) $$

Here $c$ is a sequence of 2-dimensional vectors (the input data), and $A$ is a finitely-supported sequence of $(2 \times 2)$-matrices, called the mask of the operator.

We prove that every Hermite subdivision operator (1) satisfying the spectral condition of order $d$ (Definition 6), can be factorized with respect to the operators $G[n] : \ell(\mathbb{Z})^2 \to \ell(\mathbb{Z})^2$ defined by

$$ G[n] = \begin{bmatrix} 0 & \Delta^n \\ \Delta & - \sum_{\ell=0}^{n-1} G_\ell \Delta^\ell \end{bmatrix}, \quad n = 1, \ldots, d, \quad (2) $$

with $\Delta$ the forward difference operator and with the understanding that $\Delta^0 = \text{id}$ and $\Delta^n = \Delta(\Delta^{n-1})$. By $G_n$ we denote the Gregory coefficients, which are a well studied sequence in number theory, see e.g. [3], [24], [25]. They can be computed from the Stirling numbers of the first kind; see Table [1] for the first Gregory coefficients $G_n$, $n = 0, \ldots, 6$. We call $G[n]$ the $n$-th Gregory operator. The main results of this paper, proved in Section 4, are
| n | 0 | 1   | 2    | 3     | 4      | 5     | 6        |
|---|---|-----|------|-------|--------|-------|----------|
| $G_n$ | 1 | 1/2 | -1/12 | 1/24 | -19/720 | 3/160 | -863/60480 |

Table 1: First few Gregory coefficients $G_n$.

**Theorem 1** (Main result). Let $S_A$ be a subdivision operator [7] satisfying the spectral condition of order $d \geq 1$. Then for $n = 1, \ldots, d$ there exist subdivision operators $S_B^{[n]}$ such that

$$G^{[n]} S_A = 2^{-n} S_B^{[n]} G^{[n]}, \quad n = 1, \ldots, d.$$  

(3)

We in addition show that the last factorization gives rise to an easy-to-check condition for the $C^d$-convergence of Hermite subdivision schemes:

**Corollary 2.** With notation as in Theorem [7] if $S_{B^{[d]}}$ is contractive, then the Hermite subdivision scheme associated with $S_A$ is $C^d$-convergent.

Furthermore, in Section 5 we show that for primal schemes the spectral condition of order $d$ does not imply that polynomials up to degree $d$ are reproduced, while it is known that the reverse implication holds true [10]. This is quite remarkable, considering the fact that up to now, the equivalence of these concepts was conjectured to be true, and that “spectral condition” and “polynomial reproduction” were commonly used as synonyms.

### 1.1 Impact of our results

Factorization of subdivision operators for proving convergence/regularity of the associated subdivision scheme is a standard method in scalar subdivision [16], vector subdivision [5, 6, 35] and Hermite subdivision [7, 8, 27]. Nevertheless, the results for Hermite subdivision schemes are only concerned with factorizing once, that is, with proving the minimal regularity of the scheme (for example, in our case the minimal regularity is 1 since we consider schemes dealing with function values and first derivatives), see e.g. [27]. Many authors, however, are interested in higher regularity than the minimal one [10, 22, 23, 33]. We show in this paper that for Hermite schemes, the Gregory operators provide the necessary factorization tool to prove regularity higher than 1.

It is worthwhile noting that every Hermite subdivision operator satisfying the spectral condition of order $d$ can be factorized with respect to the Gregory
operators. In general, for such an Hermite subdivision operator, there exist infinitely many possibilities to factorize beyond the Taylor factorization (i.e. to prove regularity higher than the minimal one). This is due to the theory of factorizing vector schemes \([5], [6], [35]\), which involves choosing an eigenvector of the vector subdivision operator, and completing this vector to a basis of \(\mathbb{R}^2\) (obviously, there are infinitely many ways to do this). Moreover, the choice of an eigenvector for the \((k+1)\)-th factorization depends on the \(k\)-th factorization. This means that one can only factorize step-by-step, which drastically slows down computations. It also means that different Hermite schemes factorize with respect to very different operators. These facts can be seen from the computations in \([10], [23]\).

We prove that the spectral condition guarantees the existence of one factorization that works for all Hermite subdivision operators. The key to this factorization is a clever choice of eigenvectors.

We would like to stress the improvement for computations arising from the Gregory factorization. In order to prove that a Hermite scheme is \(C^d\)-convergent, \(d \geq 1\), up to now, \(d\) factorization steps were necessary, see again \([10], [23]\). As shown in Corollary \([2]\), we reduce this procedure to one single factorization: \(n = d\) in \((2)\) provides the operator with respect to which one has to factorize.

We mention that for \(d = 1\) the complete Taylor operator \([27]\) and \(\mathcal{G}^{[1]}\) provide the same tool for proving \(C^1\)-convergence for schemes. In this sense the Gregory operators are direct extensions of the complete Taylor operator of dimension 2. However, the Taylor operator is more powerful in proving the minimal regularity of a scheme, as it also works for schemes of general dimension \(k, k \geq 2\), and for multivariate schemes. We thus consider the Gregory operators as a first step towards an extension of the Taylor operator for proving higher regularity than the minimal one.

Since the Stirling numbers and the Gregory coefficients are closely connected to higher-order finite differences, it is not too surprising that they appear in our construction. Nevertheless, we find it remarkable that the Gregory coefficients appear in such a natural manner and allow for a complete and easy description of the operators \((2)\).

1.2 Organization of the paper

The paper is organized as follows: The preliminary section (Section \([2]\)) fixes the notation and recalls basic facts about subdivision schemes, factoriza-
tion of subdivision operators, and the convergence of vector and Hermite schemes. Section 3 introduces Stirling numbers and Gregory coefficients and discusses a recursion involving iterated forward differences. The main results are stated and proved in Section 4. Examples of the Gregory factorization and of its use are provided in Section 5. In this section we also show that the spectral condition does not imply the reproduction of polynomials. Section 6 concludes the paper.

2 Preliminaries

2.1 Hermite subdivision schemes

We denote by \( \ell(\mathbb{Z})^2 \) the space of \( \mathbb{R}^2 \)-valued sequences \( c = (c_j : j \in \mathbb{Z}) \), and by \( \ell(\mathbb{Z})^2_\infty \) the space of \( \mathbb{R}^2 \)-valued sequences with finite infinity-norm:

\[
\|c\|_\infty := \sup_{j \in \mathbb{Z}} |c_j|_\infty < \infty,
\]

where \( |\cdot|_\infty \) is the infinity norm on \( \mathbb{R}^2 \). Similarly, we define the space \( \ell(\mathbb{Z})^{2 \times 2} \) of matrix-valued sequences \( A = (A_j : j \in \mathbb{Z}) \), and the space \( \ell(\mathbb{Z})^{2 \times 2}_\infty \) of all such sequences with finite infinity-norm:

\[
\|A\|_\infty := \sup_{j \in \mathbb{Z}} \|A_j\|_\infty < \infty,
\]

where \( \|\cdot\|_\infty \) is the operator norm for matrices in \( \mathbb{R}^{2 \times 2} \) induced by the infinity norm on \( \mathbb{R}^2 \). We also consider the spaces \( \ell(\mathbb{Z})^2_0 \) and \( \ell(\mathbb{Z})^{2 \times 2}_0 \) which consist of finitely supported vector resp. matrix sequences.

Definition 3 (Subdivision operator). A subdivision operator with mask \( A \in \ell(\mathbb{Z})^{2 \times 2} \) is the map \( S_A : \ell(\mathbb{Z})^2 \to \ell(\mathbb{Z})^2 \) defined by

\[
(S_A c)_j = \sum_{k \in \mathbb{Z}} A_{j-2k} c_j, \quad c \in \ell(\mathbb{Z})^2, \quad j \in \mathbb{Z}.
\]

Note that due to the finite support of the mask \( A \), the sum in Definition 3 is finite. Furthermore, if \( c \in \ell(\mathbb{Z})^2_\infty \), then \( S_A c \in \ell(\mathbb{Z})^2_\infty \). Therefore we can define the norm of a subdivision operator \( S_A \) by

\[
\|S_A\|_\infty = \sup\{\|S_A c\|_\infty : \|c\|_\infty = 1\}.
\]
**Definition 4** (Hermite subdivision scheme). Let $S_A$ be a subdivision operator (4). An Hermite subdivision scheme is the iterative procedure of constructing vector-valued sequences by

$$D^{n+1}c^{[n+1]} = S_A D^n c^{[n]}, \quad n \in \mathbb{N},$$

from initial data $c^{[0]} \in \ell(\mathbb{Z})^2$. Here $D$ denotes the diagonal matrix $D = \text{diag}(1, 1/2)$.

**Definition 5** (Convergence of Hermite subdivision schemes). An Hermite subdivision scheme is $C^d$-convergent, $d \geq 1$, if for every input data $c^{[0]} \in \ell(\mathbb{Z})^2$ and any compact $K \subset \mathbb{R}$, there exists a function $\varphi \in C^d(\mathbb{R})$ such that $\Phi = [\varphi, \varphi']^T : \mathbb{R} \to \mathbb{R}^2$ and the sequence $c^{[n]}$ defined by (5) satisfies

$$\lim_{n \to \infty} \sup_{j \in \mathbb{Z} \cap K} |c_j^{[n]} - \Phi(2^{-n}j)|_\infty = 0.$$  

(6)

Furthermore, we request that there exists at least one $c^{[0]} \in \ell(\mathbb{Z})^2$ such that $\varphi \neq 0$.

The regularity of Hermite schemes is studied in many papers, see e.g. [8], [13], [14], [17], [18], [27]. Note that these papers are concerned with the minimal regularity of an Hermite subdivision scheme (e.g. with regularity 1). Along the lines of [10], [22], [23], [33], we are interested in the regularity which is higher than one.

For a sequence $c$ we define the forward difference operator by

$$(\Delta c)_j = c_{j+1} - c_j, \quad j \in \mathbb{Z}. \quad (7)$$

In analogy to (7), we define the forward difference operator for functions $f : \mathbb{R} \to \mathbb{R}^2$ by

$$(\Delta f)(x) = f(x+1) - f(x), \quad x \in \mathbb{R}. \quad (8)$$

If $f$ is differentiable, we define the differential operator

$$Df = f',$$

(9)

where we take the derivative component-wise. By sampling $f$ on $\mathbb{Z}$, we obtain a vector-valued sequence $c_f = (f(j) : j \in \mathbb{Z})$. Since in this paper we are only concerned with sampled functions, we denote the sequence $c_f$ again by $f$.  
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Therefore, by $S_A f = g$ we mean $S_A c_f = c_g$ for two functions $f, g$. Note that this notation is consistent with the forward difference operators for functions and sequences:

$$(\Delta c_f)_j = (\Delta f)(j), \quad j \in \mathbb{Z}. \quad (10)$$

We denote by $\Pi_k$ the set of polynomials with real coefficients of degree $\leq k, k \geq 0$. If $\pi \in \Pi_k$, then we write

$$\pi(x) = \sum_{j=0}^{k} \pi[j] x^j,$$

that is, we denote the $j$-th coefficient of $\pi$ by $\pi[j] \in \mathbb{R}, j = 0, \ldots, k$.

**Definition 6** (Spectral condition). A subdivision operator $S_A$ satisfies the spectral condition of order $d$, $d \geq 1$, if there exist polynomials $\mathcal{P}_k \in \Pi_k$, $k = 0, \ldots, d$, $\mathcal{P}_k[k] = 1/k!$, such that

$$S_A \left[ \begin{array}{c} \mathcal{P}_k \\ D \mathcal{P}_k \end{array} \right] = 2^{-k} \left[ \begin{array}{c} \mathcal{P}_k \\ D \mathcal{P}_k \end{array} \right]. \quad (11)$$

A subdivision operator satisfying the spectral condition of order $d$ is called Hermite subdivision operator of spectral order $d$. The polynomials $\mathcal{P}_k, k = 0, \ldots, d$, are named spectral polynomials of $S_A$.

**Definition 7.** Let $S_A$ be a subdivision operator. The Hermite subdivision scheme associated with $S_A$ is said to reproduce a function $f \in C^1(\mathbb{R})$ if for initial data $c^{[0]}_j = [f(j), f'(j)]^T$, the iterated sequence $c^{[n]}$ defined by (5) is given by $c^{[n]}_j = [f(2^{-n}j), f'(2^{-n}j)]^T, j \in \mathbb{Z}, n \geq 1$.

The spectral condition was first introduced by [15], see also [10], [27]. In [15] it is proved that the spectral condition is equivalent to a special sum rule introduced by [21], [22]. Note that in Definition 7 we use the primal parametrization, as opposed to dual or more general parametrizations which can be considered, see e.g. [9], [10]. Furthermore, [10] shows that reproduction of $\Pi_d$ implies the spectral condition of order $d$.

The reverse implication was not yet clear, but we here put into evidence that it is actually false. Indeed, the primal Hermite scheme in Example 36 satisfies the spectral condition of order $d = 4$ (for $\theta = 1/32$), but polynomials of degree 4 are not reproduced.

We mention that the spectral condition is a crucial property for the factorizability of an Hermite subdivision operator, but, as it has been proved recently in [28], it is not necessary for the convergence of Hermite schemes.
2.2 Factorization of subdivision operators

In order to discuss factorizations of Hermite subdivision operators and their connection to regularity higher than the minimal, we have to introduce vector subdivision schemes. The following part on vector subdivision schemes presented here is simplified and an adapted version of constructions and results from the general theory of vector subdivision schemes, see e.g. [5], [6], [30], [35] for details.

**Definition 8** (Vector subdivision scheme). Let $S_B$ be a subdivision operator (4). A vector subdivision scheme is the iterative procedure of constructing vector-valued sequences by

$$c^{[n+1]} = S_B c^{[n]}, \quad n \in \mathbb{N},$$

(12)
from initial data $c^{[0]} \in \ell(\mathbb{Z})^2$.

Note that an Hermite subdivision scheme is a level-dependent case of vector subdivision, i.e. it can be generated by applying vector subdivision operators that vary with the level $n$: $S_{B^{[n]}} = D^{-(n+1)}S_A D^n$. The crucial difference between Hermite and vector subdivision schemes lies in the definition of convergence:

**Definition 9** (Convergence of vector subdivision schemes). A vector subdivision scheme is $C^d$-convergent, $d \geq 0$, if for every input data $c^{[0]} \in \ell(\mathbb{Z})^2$ and any compact $K \subset \mathbb{R}$, there exists a vector-valued function $\Psi \in C^d(\mathbb{R}, \mathbb{R}^2)$ such that the sequence $c^{[n]}$ defined by (12) satisfies

$$\lim_{n \to \infty} \sup_{j \in \mathbb{Z} \cap K} |c^{[n]}_j - \Psi(2^{-n}j)|_\infty = 0,$$

(13)
and there exists at least one $c^{[0]} \in \ell(\mathbb{Z})^2$ such that $\Psi \neq 0$. $C^0$-convergent vector schemes are simply called “convergent”.

Following [30], for a mask $B$, we define $\mathcal{E}_B$ by

$$\mathcal{E}_B = \{ v \in \mathbb{R}^2 : \sum_{j \in \mathbb{Z}} B_{2j} v = v, \sum_{j \in \mathbb{Z}} B_{2j+1} v = v \}.$$

It is well-known that the convergence of the vector subdivision scheme associated with $S_B$ implies that there exists $v \neq 0$ such that $v \in \mathcal{E}_B$. The following is clear from the definition of $\mathcal{E}_B$:
Lemma 10. Let $B$ be a mask. Let $v \in \mathbb{R}^2$. Then the following are equivalent:

1. $v \in \mathcal{E}_B$,
2. $S_Bv = v$.

As in Section 2.1, we identify the constant function $v$ with the constant sequence $c_v = \langle v : j \in \mathbb{Z} \rangle$.

Therefore the space $\mathcal{E}_B$ is the space of all eigenvectors (constant sequences) of $S_B$ with respect to the eigenvalue 1.

In this paper we are only concerned with masks $B$ with $\dim \mathcal{E}_B = 1$. Following [5], we call a matrix $V$ an $\mathcal{E}_B$-generator, if $V = [v, w]$, where $v \neq 0$ spans $\mathcal{E}_B$, and $v$ and $w$ are linearly independent.

We now introduce a generalization of the forward difference operator $\Delta$ for vector schemes. Let $V$ be an invertible matrix. Define $\Delta_V$ by

$$
\Delta_V = \begin{bmatrix}
\Delta & 0 \\
0 & 1
\end{bmatrix} V^{-1}.
$$

(14)

In [5], the matrix $V$ is assumed to be orthogonal. We choose a slightly more general approach, which however does not change the validity of the results below. From [5,30,35] we have the following result concerning the factorization of subdivision operators:

Theorem 11. Let $S_B$ be a subdivision operator (4) and assume that $\dim \mathcal{E}_B = 1$. For an $\mathcal{E}_B$-generator $V$ there exists a subdivision operator $S_C$ such that

$$
\Delta_V S_B = 2^{-1} S_C \Delta_V.
$$

Furthermore $\dim \mathcal{E}_C = 1$ or $\mathcal{E}_C = \{0\}$.

From [5, Corollaries 5 and 8] we obtain

Theorem 12. With assumption and notation as in Theorem 11, we have

1. If $\|(2^{-1} S_C)^N\|_\infty < 1$, for some $N \geq 1$, that is, if $2^{-1} S_C$ is contractive, then the vector subdivision scheme associated with $S_B$ is convergent.

2. If the vector scheme associated with $S_C$ is $C^d$-convergent, then the vector scheme associated with $S_B$ is $C^{d+1}$-convergent, $d \geq 0$. 
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Note that [5] shows stronger results than the ones mentioned above. We only need these special cases. Furthermore, in part 2 of the theorem we dropped the assumption that $S_B$ is convergent. This is possible due to the following reason: If $S_C$ is convergent, then $2^{-1}S_C$ is contractive, and thus by part 1 of the theorem, $S_B$ converges.

Note that in order to show $C^d$-convergence of a vector subdivision scheme, there are infinitely many ways to factorize $S_B$, respectively to obtain an operator $S_C$. Nevertheless, in [5] it is shown that if $2^{-1}S_C$, coming from a factorization with respect to a matrix $V$, is contractive, then the operator $2^{-1}S_E$ obtained from any other valid factorization is also contractive. Therefore, the choice of $V$ is irrelevant for proving convergence from contractivity.

As in [5], we may iterate Theorem 11 to conclude the following:

**Lemma 13.** Let $S_B$ be a subdivision operator with $\dim E_B = 1$. Let $C^{[0]} = B$ and let $V^{[0]}$ be an $E_{C^{[0]}}$-generator. If for $k \geq 0$ and $n = 1, \ldots, k + 1$ there exist matrices $V^{[n]}$ and masks $C^{[n]}$ such that $V^{[n]}$ is an $E_{C^{[n]}}$-generator and such that

$$\Delta V^{[n]} \cdots \Delta V^{[0]} S_B = 2^{-(n+1)} S_{C^{[n+1]}} \Delta V^{[n]} \cdots \Delta V^{[0]}, \quad n = 0, \ldots, k,$$

and $2^{-1}S_{C^{[k+1]}}$ is contractive, then the vector scheme associated with $S_B$ is $C^k$-convergent.

Our construction of the $n$-th Gregory operator (2) for Hermite subdivision operators relies heavily on the iteration (15).

We now continue with Hermite subdivision operators. Denote by $T$ the *Taylor operator* of dimension 2,

$$T = \begin{bmatrix} \Delta & -1 \\ 0 & 1 \end{bmatrix},$$

which was first defined in [27] for the convergence and smoothness analysis of Hermite schemes. We have the following results from [27]:

**Theorem 14.** If $S_A$ is an Hermite subdivision operator of spectral order at least 1, then there exists a subdivision operator $S_B$ such that

$$TS_A = 2^{-1}S_BT.$$ 

Also, $E_B$ is spanned by $[0, 1]^T$. In particular, $\dim E_B = 1$. 
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If $E_B$ is spanned by $[0,1]^T$, the vector scheme associated with $S_B$ has limit functions of the form $\Psi = [0,\psi_1]^T$ for all input data (this follows from results in [30]; an explicit proof can also be found in [33]). Combining this with results from [27] we obtain

**Theorem 15.** Let $S_A$ be an Hermite subdivision operator of spectral order $d$, $d \geq 1$, and let $S_B$ be as in Theorem 14. If the vector subdivision scheme associated with $S_B$ is $C^k$-convergent, $k \geq 0$, then the Hermite subdivision scheme associated with $S_A$ is $C^{k+1}$-convergent.

We mention that this theorem is also stated in [10]. From Theorem 15 we see that a tool for checking $C^k$-convergence of a vector subdivision scheme is needed. Combining Theorem 15 with Lemma 13, we can state:

**Lemma 16.** Let $d \geq 1$ and let $S_A$ be a subdivision operator. Suppose that for $n = 0,\ldots, d$, there exist matrices $V^{[n]}$ and masks $C^{[n]}$, such that $V^{[n]}$ is an $E_{C^{[n]}}$-generator and such that

\[ T S_A = 2^{-1} S_{C^{[0]}} T \]
\[ \Delta_{V^{[n-1]}} \cdots \Delta_{V^{[0]}} T S_A = 2^{-(n+1)} S_{C^{[n]}} \Delta_{V^{[n-1]}} \cdots \Delta_{V^{[0]}} T, \quad n = 1,\ldots, d. \]

If $2^{-1} S_{C^{[d]}}$ is contractive, then the Hermite subdivision scheme associated with $S_A$ is $C^d$-convergent.

In Section 4 we prove that the spectral condition of order $d$ stated by equation (11) implies the existence of a factorization as in Lemma 16. The matrices $V^{[n]}$ are given by

\[ V^{[0]} = \begin{bmatrix} 0 & 1 \\ 1 & 0 \end{bmatrix}, \quad V^{[n]} = \begin{bmatrix} 1 & 0 \\ G_n & 1 \end{bmatrix}, \quad n \geq 1, \]

where $G_n$ are the Gregory coefficients, see the next section.

### 3 A recursion involving iterated forward differences

#### 3.1 Stirling numbers and Gregory coefficients

We do not attempt to give an overview of properties and results concerning the Stirling numbers, as they are fundamental sequences in number theory,
but we cite [20] for an introduction. We summarize a few properties relevant for this paper, which are all taken from [20].

The Stirling numbers of the first kind, denoted by \([n \atop m]\), count the numbers of ways to arrange \(n\) elements into \(m\) cycles. From the initial conditions

\[
\begin{align*}
\begin{bmatrix} 0 \cr 0 \end{bmatrix} &= 1, & \begin{bmatrix} n \cr 0 \end{bmatrix} &= \begin{bmatrix} 0 \end{bmatrix}, & n \geq 1,
\end{align*}
\]

they can be computed via the following recurrence relation:

\[
\begin{bmatrix} n + 1 \cr m \end{bmatrix} = n \begin{bmatrix} n \cr m \end{bmatrix} + \begin{bmatrix} n \cr m - 1 \end{bmatrix}, & m \geq 1.
\]

The Stirling numbers of the second kind, denoted by \(\{n \atop m\}\), count the number of ways to split a set of \(n\) elements into \(m\) non-empty subsets. They can be computed using Binomial coefficients:

\[
\{n \atop m\} = \frac{1}{m!} \sum_{j=0}^{m} \binom{m}{j} (-1)^{m-j} j^n.
\]

(16)

We further need the following properties:

\[
\begin{align*}
\begin{bmatrix} n \cr n \end{bmatrix} &= \begin{bmatrix} n \cr 1 \end{bmatrix} = 1, & \begin{bmatrix} n \cr m \end{bmatrix} &= 0 \text{ if } m > n.
\end{align*}
\]

(17)

We introduce the Gregory coefficients

\[
G_n = \frac{1}{n!} \sum_{j=0}^{n} \frac{n!}{j!} \frac{(-1)^{n-j}}{j + 1}
\]

(18)

which are also known as the Cauchy numbers of the first kind, the Bernoulli numbers of the second kind and the reciprocal logarithmic numbers, see e.g. [2], [24], [25]. The Gregory coefficients appear in many interesting contexts: As the coefficients in a power series expansion of the reciprocal logarithm [24], in Gregory’s method for numerical integration [34], in various series representation involving Euler’s constant [1], [3], and in a series expansion of the Gompertz constant [29], to name a few.

Our results in Section 4 are based on the following relation between the Gregory coefficients and the Stirling numbers of the second kind:

\[
\sum_{j=0}^{n} \frac{n!}{j!} G_j = \frac{1}{n + 1}.
\]

(19)
This is proved in e.g. [25]. Note that [25] shows (19) for $C_n = n! G_n$, and they call $C_n$ the Cauchy numbers of the first kind.

### 3.2 Iterated forward differences

In this section we collect properties concerning the operators $\Delta$ and $D$, as well as the iterates $\Delta^\ell$, $\ell \geq 1$. They can be derived easily from the respective definitions; for the convenience of the reader, we prove some of them.

The following lemma is clear from the definitions (8) and (9).

**Lemma 17.** The differential operator $D$ and the forward difference operator $\Delta$ defined in (9) and (8) commute:

$$\Delta D = D \Delta. \quad (20)$$

**Lemma 18.** For $k \geq 1$, both the differential operator $D$ and the forward difference operator $\Delta$ map $\Pi_k$ to $\Pi_{k-1}$. For $\pi \in \Pi_k$, the coefficients of $D\pi$ resp. $\Delta\pi$ are given by

$$(D\pi)[j] = (j + 1)\pi[j + 1],$$

$$(\Delta\pi)[j] = \sum_{m=j}^{k-1} \binom{m + 1}{j} \pi[m + 1],$$

$j = 0, \ldots, k - 1$. For $\pi \in \Pi_0$, $D\pi = \Delta\pi = 0$.

**Proof.** We prove the part involving $\Delta$, the rest is clear. For $\pi \in \Pi_k$, we obtain

$$(\Delta\pi)(x) = \pi(x + 1) - \pi(x) = \sum_{\ell=0}^{k} \pi[\ell] ((x + 1)^\ell - x^\ell)$$

$$= \sum_{\ell=0}^{k} \pi[\ell] \left( \sum_{m=0}^{\ell} \binom{\ell}{m} x^m - x^\ell \right)$$

$$= \sum_{\ell=1}^{k} \pi[\ell] \left( \sum_{m=0}^{\ell-1} \binom{\ell}{m} x^m \right) = \sum_{\ell=0}^{k-1} \pi[\ell + 1] \left( \sum_{m=0}^{\ell} \binom{\ell + 1}{m} x^m \right)$$

$$= \sum_{m=0}^{k-1} \sum_{\ell=m}^{k-1} \pi[\ell + 1] \binom{\ell + 1}{m} x^m.$$ 

This shows that $\Delta\pi \in \Pi_{k-1}$ and verifies the formula for the coefficients as stated in the Lemma. \qed
Corollary 19. For a polynomial $\pi \in \Pi_k$ with $k \geq 2$, the polynomial $(\Delta - D)\pi$ has degree $k - 2$ and its coefficients are given by

$$(\Delta - D)\pi[j] = k - 1 \sum_{m=j+1}^{k-1} \binom{m + 1}{j} \pi[m + 1], \quad j = 0, \ldots, k - 2.$$ 

For $\pi \in \Pi_0$ or $\pi \in \Pi_1$, $(\Delta - D)\pi = 0$.

Lemma 20. For $\pi \in \Pi_k$, $k \geq 1$ and $1 \leq \ell \leq k$ we have

$$\frac{1}{\ell!} \Delta^\ell \pi(x) = \sum_{j=0}^{k-\ell} \sum_{m=j}^{k} \pi[m] \binom{m}{j} \binom{m-j}{\ell} x^j.$$ 

If $k = 0$ or $\ell > k$, then $\Delta^\ell \pi = 0$.

Proof. The cases $k = 0$ and $\ell > k$ are clear. For $k \geq 1$ and $1 \leq \ell \leq k$ we use the following well-known formula (see e.g. [20, p. 188]):

$$(\Delta^\ell \pi)(x) = \sum_{s=0}^{\ell} \binom{\ell}{s} (-1)^{\ell-s} \pi(x + s).$$

Then by (16) we obtain

$$\begin{align*}
(\Delta^\ell \pi)(x) &= \sum_{j=0}^{\ell} \sum_{m=j}^{k} \ell! \pi[m] \binom{m}{j} \binom{m-j}{\ell} x^j.
\end{align*}$$

Since the degree of $\Delta^\ell \pi$ is $k - \ell$, we obtain the result

$$(\Delta^\ell \pi)(x) = \sum_{j=0}^{k-\ell} \sum_{m=j}^{k} \ell! \pi[m] \binom{m}{j} \binom{m-j}{\ell} x^j.$$ 

Note that the vanishing of $(\Delta^\ell \pi)[j]$ for $j = k - \ell + 1, \ldots, k$ also follows from (17): For $m = j, \ldots, k$, the value $m - j \in \{0, \ldots, \ell - 1\}$, and therefore in these cases $\binom{m-j}{\ell} = 0$. \qed
3.3 Solving a recursion with iterated forward differences

In this section we set the basis for the results in Section 4. We solve the recursion of iteratively applying operators of the form (14) to polynomials (more generally, functions).

Lemma 21. Let $f_{k}^{[1]} : \mathbb{R} \rightarrow \mathbb{R}$ and $g_{k}^{[1]} : \mathbb{R} \rightarrow \mathbb{R}$ ($k = 0, 1, \ldots$) be two sequences of real-valued functions and let $(a_n, n \geq 1)$ be a sequence of real numbers. We define invertible matrices by

$$V^{[n]} = \begin{bmatrix} 1 & 0 \\ a_n & 1 \end{bmatrix}, \quad n \geq 1$$

and the sequences of real-valued functions $(f_{k}^{[n+1]}, k \geq 0)$ and $(g_{k}^{[n+1]} : k \geq 0)$ by

$$\begin{bmatrix} f_{k}^{[n+1]} \\ g_{k}^{[n+1]} \end{bmatrix} = \Delta V^{[n]} \begin{bmatrix} f_{k}^{[n]} \\ g_{k}^{[n]} \end{bmatrix}, \quad n \geq 1, \quad k \geq 0. \quad (21)$$

Then for $n \geq 1$ and $k \geq 0$ we have

$$f_{k}^{[n+1]} = \Delta^n f_{k+n}^{[1]}; \quad (22)$$
$$g_{k}^{[n+1]} = g_{k+n}^{[1]} - \sum_{\ell=1}^{n} a_{\ell} \Delta^{\ell-1} f_{k+n}^{[1]};$$

with the understanding that $\Delta^0 = \text{id}$.

Proof. We prove this claim by induction on $n$. Observe from (14) that

$$\Delta V^{[n]} = \begin{bmatrix} \Delta & 0 \\ -a_n & 1 \end{bmatrix}.$$ 

Starting with $n = 1$, from (21) we obtain

$$f_{k}^{[2]} = \Delta f_{k+1}^{[1]},$$
$$g_{k}^{[2]} = g_{k+1}^{[1]} - a_1 f_{k+1}^{[1]},$$
which is exactly (22) for \( n = 1 \). Assume that the statement is true for \( n \), we prove it for \( n + 1 \):

\[
\begin{align*}
 f_k^{[n+1]} &= \Delta f_k^{[n]} = \Delta \Delta^{n-1} f_k^{[1]} = \Delta^n f_k^{[1]}, \\
g_k^{[n+1]} &= g_k^{[n]} - a_n f_k^{[n]} \\
  &= g_{k+1}^{[1]} - a_n f_k^{[n]} \\
  &= g_{k+1}^{[1]} + n - 1 \sum_{\ell=1}^{n-1} a_\ell \Delta^{\ell-1} f_{k+1+n-1} - a_n \Delta^{n-1} f_{k+1+n-1} \\
  &= g_{k+n}^{[1]} - n \sum_{\ell=1}^{n-1} a_\ell \Delta^{\ell-1} f_{k+n} - a_n \Delta^{n-1} f_{k+n} \\
  &= g_{k+n}^{[1]} - \sum_{\ell=1}^{n} a_\ell \Delta^{\ell-1} f_{k+n},
\end{align*}
\]

which concludes the induction step. 

With a suitable choice of \((f_k^{[1]}, k \geq 0)\) and \((g_k^{[1]} : k \geq 0)\) from Lemma 21 we obtain the following

**Corollary 22.** Let \((h_k : k \geq 0)\) be a sequence of differentiable functions. Setting \(f_k^{[1]} = \Delta D h_{k+2}\) and \(g_k^{[1]} = \Delta h_{k+2} - D h_{k+2}, k \geq 0,\) in Lemma 21 then with \(a_0 = 1\)

\[
\begin{align*}
 f_k^{[n]} &= \Delta^n D h_{k+n+1}, \quad (23) \\
g_k^{[n]} &= \Delta h_{k+n+1} - \sum_{\ell=0}^{n-1} a_\ell \Delta^{\ell} D h_{k+n+1}, \quad (24)
\end{align*}
\]

for \( n \geq 1, k \geq 0,\) and with the understanding that \(\Delta^0 = \text{id}\).

We now consider the sequence (23) applied to polynomials.

**Proposition 23.** Let \((\tau_k : k \geq 0)\) be a sequence of polynomials such that \(\tau_k \in \Pi_k, k \geq 0.\) For \( n \geq 1\) and \( k \geq 0 \) define \(\pi_k^{[n]} = \Delta^n D \tau_{k+n+1}.\) Then \(\pi_k^{[n]} \in \Pi_k\) and its coefficients are given by

\[
\frac{1}{n!} \pi_k^{[n]}[j] = \sum_{m=j}^{k+n} (m+1) \tau_{k+n+1}[m+1] \binom{m}{j} \binom{m-j}{n}, \quad j = 0, \ldots, k.
\]
Proof. Lemma 18 implies that the degree of $\pi_k^{[n]}$ is $\deg(\tau_{k+n+1}) - n - 1 = k$. From Lemma 18 and Lemma 20 we obtain the coefficients as stated in the Proposition.

Similarly, we now consider the sequence (24) applied to polynomials.

**Proposition 24.** Let $(\tau_k : k \geq 0)$ be a sequence of polynomials such that $\tau_k \in \Pi_k$, $k \geq 0$. For $n \geq 1$, $k \geq 0$, define $\sigma_k^{[n]} = \Delta \tau_{k+n+1} - \sum_{\ell=0}^{n-1} a_\ell \Delta^\ell D \tau_{k+n+1}$, where $(a_n : n \geq 0)$ with $a_0 = 1$ is a real-valued sequence. Then $\sigma_k^{[n]} \in \Pi_{k+n}$ and its coefficients are given by

$$\sigma_k^{[n]}[j] = \sum_{m=j}^{k+n} \binom{m+1}{j} \left(1 - (m+1-j) \sum_{\ell=0}^{n-1} a_\ell \ell! \left\{ \binom{m-j}{\ell} \right\} \right) \tau_{k+n+1}[m+1],$$

$j = 0, \ldots, k+n$.

**Proof.** The degree of $\sigma_k^{[n]}$ is $k+n$, since by Lemma 18 each application of the operators $D$ and $\Delta$ decrease the degree by 1. Furthermore, from Lemma 18 and Lemma 20 for $j = 0, \ldots, k+n$ we obtain

$$\sigma_k^{[n]}[j] = \sum_{m=j}^{k+n} \binom{m+1}{j} \tau_{k+n+1}[m+1]$$

$$- \sum_{\ell=0}^{n-1} a_\ell \sum_{s=j}^{k+n} (s+1) \tau_{k+n+1}[s+1] \binom{s}{j} \ell! \left\{ \binom{s-j}{\ell} \right\}$$

$$= \sum_{m=j}^{k+n} \binom{r+1}{j} - (r+1) \binom{r}{j} \sum_{\ell=0}^{n-1} a_\ell \ell! \left\{ \binom{m-j}{\ell} \right\} \tau_{k+n+1}[m+1]$$

$$= \sum_{m=j}^{k+n} \binom{m+1}{j} \left(1 - (m+1-j) \sum_{\ell=0}^{n-1} a_\ell \ell! \left\{ \binom{m-j}{\ell} \right\} \right) \pi_{k+n+1}[m+1],$$

which proves the claim.

The following observation is the key result that makes our construction work (see the proof of Theorem 24): If in Proposition 24 the elements of the sequence $(a_n : n \geq 0)$ are the Gregory coefficients, then the degree of the polynomial $\sigma_k^{[n]}$ is $k$.
Proposition 25. Let \((\tau_k : k \geq 0)\) be a sequence of polynomials such that \(\tau_k \in \Pi_k, k \geq 0\). For \(n \geq 1, k \geq 0\), define \(\sigma_k^{[n]} = \Delta \tau_{k+n+1} - \sum_{\ell=0}^{n-1} G_\ell \Delta^\ell D \tau_{k+n+1}\), where \(G_n\) are the Gregory coefficients (18). Then \(\sigma_k^{[n]} \in \Pi_k\).

Proof. Note that \(\sigma_k^{[n]}\) is the same sequence as in Proposition 24 with \(a_n = G_n\) and that \(G_0 = 1\). Therefore we know that \(\deg(\sigma_k^{[n]}) = n + k\). In order to prove the statement of this Proposition, we have to show that

\[
\sigma_k^{[n]}[j] = 0, \quad j = k + 1, \ldots, k + n.
\]

This can be deduced from the following observation: For \(j \in \mathbb{N}\) and \(m = j, \ldots, k + n\), we have \(m - j = 0, \ldots, k + n - j\). Now if \(j = k + 1, \ldots, k + n\), then \(m - j \in \{0, \ldots, n - 1\}\). In particular, \(m - j \leq n - 1\). Therefore, in this case

\[
\sum_{\ell=0}^{n-1} G_\ell \ell! \left\{ \binom{m - j}{\ell} \right\} = \sum_{\ell=0}^{m-j} G_\ell \ell! \left\{ \binom{m - j}{\ell} \right\} = \frac{1}{m - j + 1}, \tag{25}
\]

using that \(\left\{ \binom{m - j}{\ell} \right\} = 0\) for \(\ell \geq m - j\) (see (17)) and the relation (19) between the Stirling numbers of the second kind and the Gregory coefficients. Now from the form of \(\sigma_k^{[n]}[j]\) in Proposition 24 we see that (25) implies the vanishing of \(\sigma_k^{[n]}[j]\) for \(j = k + 1, \ldots, k + n\). \(\square\)

4 Statement and proof of the main results

The main results of this paper are formulated and proved in Proposition 26, Theorem 27 and Proposition 30. They show that every Hermite subdivision operator of spectral order \(d\) can be factorized as in Lemma 16 and that this factorization is with respect to the Gregory operators (2). Furthermore, we give an explicit characterization of the eigenspaces in Lemma 16 and an easy-to-check criterion for \(C^d\)-convergence of an Hermite subdivision scheme of spectral order \(d\) (Corollary 32).

Proposition 26. Let \(S_A\) be an Hermite subdivision operator of spectral order \(d\), \(d \geq 1\). Denote by \(\mathcal{P}_k, k = 0, \ldots, d\), its spectral polynomials (Definition 7). Then there exists a subdivision operator \(S_{B^{[d]}}\) such that

\[
TS_A = 2^{-1}S_{B^{[d]}}T, \tag{26}
\]
with $\mathcal{E}_{B^{[0]}}$ spanned by $[0, 1]^T$. Furthermore, for $k = 0, \ldots, d - 1$, the polynomials

$$p_k^{[0]} := \Delta \mathcal{P}_{k+1} - D \mathcal{P}_{k+1},$$

$$q_k^{[0]} := D \mathcal{P}_{k+1},$$

satisfy

$$S_{B^{[0]}} \begin{bmatrix} p_k^{[0]} \\ q_k^{[0]} \end{bmatrix} = 2^{-k} \begin{bmatrix} p_k^{[0]} \\ q_k^{[0]} \end{bmatrix}$$  \quad \text{(27)}$$

and $p_0^{[0]} = 0, q_0^{[0]} = 1$. If $d > 1$, then $p_k^{[0]} \in \Pi_{k-1}, q_k^{[0]} \in \Pi_k$ for $k = 1, \ldots, d - 1$.

**Proof.** The existence of $S_{B^{[0]}}$ as well as the form of the eigenspace follow from [27] (which is summarized in our Theorem 14). We prove the part involving the polynomials $p_k^{[0]}, q_k^{[0]}$. By definition

$$S_{B^{[0]}} \begin{bmatrix} p_k^{[0]} \\ q_k^{[0]} \end{bmatrix} = T \begin{bmatrix} \mathcal{P}_{k+1} \\ D \mathcal{P}_{k+1} \end{bmatrix}, \quad k = 0, \ldots, d - 1.$$

Therefore

$$S_{B^{[0]}} \begin{bmatrix} p_k^{[0]} \\ q_k^{[0]} \end{bmatrix} = S_{B^{[0]}} T \begin{bmatrix} \mathcal{P}_{k+1} \\ D \mathcal{P}_{k+1} \end{bmatrix} = 2 T S_A \begin{bmatrix} \mathcal{P}_{k+1} \\ D \mathcal{P}_{k+1} \end{bmatrix} = 2 \cdot 2^{-k-1} T \begin{bmatrix} \mathcal{P}_{k+1} \\ D \mathcal{P}_{k+1} \end{bmatrix} = 2^{-k} \begin{bmatrix} p_k^{[0]} \\ q_k^{[0]} \end{bmatrix}.$$

It is easy to see that $q_0^{[0]} = 1$. The degree of $q_k^{[0]}$ is $k$ since $D$ decreases the degree of $\mathcal{P}_{k+1}$ by 1. Corollary 19 implies that $p_0^{[0]} = 0$ and that the degree of $p_k^{[0]}$ is $k - 1, k = 1, \ldots, d - 1$, if $d > 1$. \hfill $\square$

**Theorem 27.** Let $d \geq 2$ and let $S_A$ be an Hermite subdivision operator of spectral order $d$. Denote by $\mathcal{P}_k, k = 0, \ldots, d$, its spectral polynomials (Definition 14). Then we have the following:

1. For $n = 1, \ldots, d - 1$ there exist subdivision operators $S_{B^{[n]}}$ such that

$$\Delta_{V^{[n-1]}} \cdots \Delta_{V^{[0]}} T S_A = 2^{-(n+1)} S_{B^{[n]}} \Delta_{V^{[n-1]}} \cdots \Delta_{V^{[0]}} T,$$  \quad \text{(28)}
where
\[ V^{[0]} = \begin{bmatrix} 0 & 1 \\ 1 & 0 \end{bmatrix}, \quad V^{[n]} = \begin{bmatrix} 1 & 0 \\ G_n & 1 \end{bmatrix}, \quad n = 1, \ldots, d - 1, \]

and \( G_n \) are the Gregory coefficients of (18). Furthermore, the eigenspaces \( E_{B^{[n]}} \) are spanned by \([1, G_n]^T\).

2. For \( n = 1, \ldots, d - 1 \) we define polynomials \( p^{[n]}_k, q^{[n]}_k \) by
\[ p^{[n]}_k := \Delta^n D P_{k+n+1}, \quad k = 0, \ldots, d - 1 - n, \]
\[ q^{[n]}_k := \Delta P_{k+n+1} - \sum_{\ell=0}^{n-1} G_{\ell} \Delta^{\ell} D P_{k+n+1}, \quad k = 0, \ldots, d - 1 - n. \]

They satisfy
\[ S_{B^{[n]}} \begin{bmatrix} p^{[n]}_k \\ q^{[n]}_k \end{bmatrix} = 2^{-k} \begin{bmatrix} p^{[n]}_k \\ q^{[n]}_k \end{bmatrix}, \quad k = 0, \ldots, d - 1 - n \quad (29) \]

and \( p^{[n]}_k, q^{[n]}_k \in \Pi_k \).

**Remark 28.** Note that \( p^{[n]}_k, q^{[n]}_k \) are exactly the sequences of Propositions 23 and 24 using \( \tau_k = P_k \) and \( a_n = G_n \).

**Proof.** We fix \( d \geq 2 \) and prove this theorem by recursion on \( n \), making use of Proposition 26.

Case \( n = 1 \): Proposition 26 implies that there exists \( S_{B^{[0]}} \) such that \( TS_A = 2^{-1} S_{B^{[0]}} T \) and \( E_{B^{[0]}} \) is spanned by \([0, 1]^T\). Therefore \( V^{[0]} \) is an \( E_{B^{[0]}} \)-generator and by Theorem 11 there exists \( S_{B^{[1]}} \) such that
\[ \Delta V^{[0]} S_{B^{[0]}} = 2^{-1} S_{B^{[1]}} \Delta V^{[0]}. \]

Therefore
\[ \Delta V^{[0]} TS_A = 2^{-1} \Delta V^{[0]} S_{B^{[0]}} T = 2^{-2} S_{B^{[1]}} \Delta V^{[0]} T, \]
for \( k = 0, \ldots, d - 2 \), which proves 28.

With \( p^{[0]}_k, q^{[0]}_k \) defined in Proposition 26 we have
\[ p^{[1]}_k = \Delta q^{[0]}_{k+1}, \quad q^{[1]}_k = p^{[0]}_{k+1}, \quad k = 0, \ldots, d - 2. \quad (30) \]
That is,
\[
\begin{bmatrix}
p_k^{[1]} \\
q_k^{[1]}
\end{bmatrix} =
\begin{bmatrix}
0 & \Delta \\
1 & 0
\end{bmatrix}
\begin{bmatrix}
p_{k+1}^{[0]} \\
q_{k+1}^{[0]}
\end{bmatrix} = \Delta V^{[0]}
\begin{bmatrix}
p_{k+1}^{[0]} \\
q_{k+1}^{[0]}
\end{bmatrix}.
\]

Again using Proposition 26 this implies
\[
S_B^{[1]}
\begin{bmatrix}
p_k^{[1]} \\
q_k^{[1]}
\end{bmatrix} = S_B^{[1]} \Delta V^{[0]}
\begin{bmatrix}
p_{k+1}^{[0]} \\
q_{k+1}^{[0]}
\end{bmatrix} = 2\Delta V^{[0]} S_B^{[0]}
\begin{bmatrix}
p_{k+1}^{[0]} \\
q_{k+1}^{[0]}
\end{bmatrix} = 2^{-k} \Delta V^{[0]}
\begin{bmatrix}
p_{k}^{[1]} \\
q_{k+1}^{[1]}
\end{bmatrix},
\]
proving (29).

From Proposition 26 we know that \(q_{k+1}^{[0]} \in \Pi_{k+1}\) and \(p_{k+1}^{[0]} \in \Pi_k\) and thus (30) implies that \(p_k^{[1]}, q_k^{[1]} \in \Pi_k, k = 0, \ldots, d - 2\).

In particular \(p_0^{[1]}, q_0^{[1]}\) are constants. From the computation (31) we see that \([p_0^{[1]}, q_0^{[1]}]^T\) lies the eigenspace of \(S_B^{[1]}\) with respect to the eigenvalue 1. Using the explicit form of \(p_0^{[1]}, q_0^{[1]}\) from Propositions 23 and 24 we compute
\[
p_0^{[1]} = p_0^{[1]}[0] = 1, \\
q_0^{[1]} = q_0^{[1]}[0] = 1/2 = G_1.
\]
Hence the eigenspace \(E_B^{[1]} \neq \{0\}\) and by Theorem 11 it has dimension 1. Therefore it is spanned by \([p_0^{[1]}, q_0^{[1]}]^T = [1, G_1]^T\). This concludes the proof for \(n = 1\).

If \(d = 2\) nothing else needs to be shown, since \(n = 1\) only. We now prove that if \(d > 2\) the case \(n - 1\) implies the case \(n, n = 2, \ldots, d - 1\).

We assume that the statements of the theorem are satisfied for \(n - 1\) and prove it for \(n\).

By assumption there exists a subdivision operator \(S_B^{[n-1]}\) such that
\[
\Delta V^{[n-2]} \cdots \Delta V^{[0]} TS_A = 2^{-n} S_B^{[n-1]} \Delta V^{[n-2]} \cdots \Delta V^{[0]} T
\]
and the eigenspace \(E_B^{[n-1]}\) is spanned by \([1, G_{n-1}]^T\). Therefore \(V^{[n-1]}\) is an \(E_B^{[n-1]}\)-generator and by Theorem 11 there exists a subdivision operator \(S_B^{[n]}\) such that
\[
\Delta V^{[n-1]} S_B^{[n-1]} = 2^{-1} S_B^{[n]} \Delta V^{[n-1]}.
\]
This implies
\[
\Delta_{V[n-1]} \cdots \Delta_{V[0]} T S_A = 2^{-n} \Delta_{V[n-1]} S_{B[n-1]} \Delta_{V[n-2]} \cdots \Delta_{V[0]} T \\
= 2^{-(n+1)} S_{B[n]} \Delta_{V[n-1]} \Delta_{V[n-2]} \cdots \Delta_{V[0]} T,
\]
which proves (28).

Since \( p_{[n]}^k, q_{[n]}^k \) are the sequences of Propositions 23 and 24 with \( \tau_k = \mathcal{P}_k \) and \( a_n = G_n \), we know from Lemma 21 that
\[
\left[ \begin{array}{c}
p_{[n]}^k \\
q_k^{[n]}
\end{array} \right] = \Delta_{V[n-1]} \left[ \begin{array}{c}
p_{[n-1]}^{k+1} \\
q_k^{[n-1]}
\end{array} \right], \quad k = 0, \ldots, d - 1 - n.
\]

Therefore
\[
S_{B[n]} \left[ \begin{array}{c}
p_{[n]}^k \\
q_k^{[n]}
\end{array} \right] = S_{B[n]} \Delta_{V[n-1]} \left[ \begin{array}{c}
p_{[n-1]}^{k+1} \\
q_k^{[n-1]}
\end{array} \right] = 2 \Delta_{V[n-1]} S_{B[n-1]} \left[ \begin{array}{c}
p_{[n-1]}^{k+1} \\
q_k^{[n-1]}
\end{array} \right] = 2^{-k} \Delta_{V[n-1]} \left[ \begin{array}{c}
p_{[n-1]}^{k+1} \\
q_k^{[n-1]}
\end{array} \right] = 2^{-k} \left[ \begin{array}{c}
p_{[n]}^k \\
q_k^{[n]}
\end{array} \right],
\]
which proves (29).

Since \( \mathcal{P}_k \in \Pi_k \), from Propositions 23 and 25 we can conclude that \( p_{[n]}^k, q_{[n]}^k \in \Pi_k \).

In particular, \( p_{0}^{[n]}, q_{0}^{[n]} \) are constants and from the computation (32) we see that \( \left[ p_{0}^{[n]}, q_{0}^{[n]} \right]^T \) lies in the eigenspace of \( S_{B[n]} \) with respect to the eigenvalue 1. Using the explicit formula of Proposition 23 we get
\[
p_{0}^{[n]} = p_{0}^{[n]}[0] = n! \sum_{m=0}^n (m+1) \mathcal{P}_{n+1}[m+1] \binom{m}{n} \binom{m}{n} = n! (n+1) \mathcal{P}_{n+1}[n+1] \binom{n}{n} = (n+1)! \frac{(n+1)!}{(n+1)!} = 1,
\]
where we use the properties of the Stirling numbers of the second kind (17) and the fact that \( \mathcal{P}_\ell[\ell] = 1/\ell! \) from Definition 6.
Continuing with the explicit formula for $q_0^n$ from Proposition 24 we also get

$$q_0^n = q_0^n[0]$$

$$= \sum_{m=0}^n \binom{m+1}{0} \left( 1 - (m+1) \sum_{\ell=0}^{m-1} G_{\ell!} \binom{m}{\ell} \right) \mathcal{P}_{n+1}[m+1]$$

$$= \sum_{m=0}^n \left( 1 - (m+1) \sum_{\ell=0}^{\min\{m,n-1\}} G_{\ell!} \binom{m}{\ell} \right) \mathcal{P}_{n+1}[m+1]$$

$$+ \left( 1 - (n+1) \sum_{\ell=0}^{n-1} G_{\ell!} \binom{n}{\ell} \right) \mathcal{P}_{n+1}[n+1]$$

$$= \sum_{m=0}^{n-1} \left( 1 - (m+1) \frac{1}{m+1} \right) \mathcal{P}_{n+1}[m+1]$$

$$+ \left( 1 - (n+1) \left( \frac{1}{n+1} - G_{n!} \binom{n}{n} \right) \right) \mathcal{P}_{n+1}[n+1]$$

$$= (n+1) G_{n!} \mathcal{P}_{n+1}[n+1]$$

$$= G_n,$$

where again we use the properties of the Stirling numbers of the second kind (17), the relation (19), and the fact that $\mathcal{P}_\ell[\ell] = 1/\ell!$ from Definition 6.

The eigenspace $\mathcal{E}_{B[n]} \neq \{0\}$ and thus, by Theorem 11, it has dimension 1. It is therefore spanned by $[p_0^n, q_0^n]^T = [1, G_n]^T$. This concludes the proof. □

**Corollary 29.** With notation as in Theorem 27, the operator used for factorizing is the $n$-th Gregory operator $\Delta$, that is

$$\Delta_{V[n]} \cdots \Delta_{V[0]} T = G_{[n]} = \left[ \begin{array}{cccc} 0 & & & \\ \Delta & & & \\ & \ddots & & \\ & & & \Delta_{n-1} \end{array} \right], \quad n = 1, \ldots, d - 1.$$

From Proposition 26 and Theorem 27 we get one additional factorization:

**Proposition 30.** Let $d \geq 1$ and let $S_A$ be an Hermite subdivision operator of spectral order $d$. Then for $n = 1, \ldots, d$, the operator $S_A$ factorizes with
respect to the \( n \)-th Gregory operator \( \mathcal{G}^{[n]} \), that is, there exist subdivision operators \( S_{B^{[n]}} \) such that

\[
\mathcal{G}^{[n]} S_A = 2^{-(n+1)} S_{B^{[n]}} \mathcal{G}^{[n]}, \quad n = 1, \ldots, d.
\]

Proof. For \( d = 1 \), from Proposition 26, we get a factorization

\[
TS_A = 2^{-1} S_{B^{[0]}} T,
\]

and we know that \( \mathcal{E}_{B^{[0]}} \) is spanned by \([0, 1]^T\). Therefore \( V^{[0]} \) defined in Theorem 27 is an \( \mathcal{E}_{B^{[0]}} \)-generator and by Theorem 11 there exists \( S_{B^{[1]}} \) such that

\[
\Delta_{V^{[0]}} TS_A = 2^{-2} S_{B^{[1]}} \Delta_{V^{[0]}} T,
\]

and \( \Delta_{V^{[0]}} T = \mathcal{G}^{[1]} \). This concludes the case \( d = 1 \).

Now if \( d \geq 2 \), from Theorem 27 we obtain \( S_{B^{[n]}} \) such that

\[
\mathcal{G}^{[n]} S_A = 2^{-(n+1)} S_{B^{[n]}} \mathcal{G}^{[n]}, \quad n = 1, \ldots, d - 1.
\]

We know that \( \mathcal{E}_{B^{[d-1]}} \) is spanned by \([1, G_{d-1}]^T\). Therefore, by Theorem 11 we can factorize with respect to

\[
V^{[d-1]} = \begin{bmatrix}
1 & 0 \\
G_{d-1} & 1
\end{bmatrix}
\]

and obtain that there exists a subdivision operator \( S_{B^{[d]}} \) such that

\[
\mathcal{G}^{[d]} S_A = 2^{-(d+1)} S_{B^{[d]}} \mathcal{G}^{[d]}.
\]

This concludes the proof for \( d \geq 2 \).

\[\square\]

Remark 31. Note that with \( S_{G^{[n]}} = 2^{-1} S_{B^{[n]}} \), Proposition 26 is exactly the main theorem stated in the introduction (Theorem 7).

The factorization of Proposition 30 together with the Taylor factorization of Proposition 26 satisfies the assumptions of Lemma 16. Therefore we get a criterion to check the \( C^d \)-convergence, \( d \geq 1 \), of an Hermite subdivision scheme of spectral order \( d \): If \( 2^{-1} S_{B^{[d]}} \) is contractive, then the Hermite scheme associated with \( S_A \) is \( C^d \)-convergent. By considering \( S_B = 2^{-1} S_{B^{[d]}} \), we thus obtain Corollary 2 from the introduction:
Corollary 32. Let $d \geq 1$ and let $S_A$ be an Hermite subdivision operator of spectral order $d$. Then there exists $S_B$ such that

$$G[d]S_A = 2^{-d}S_BG[d],$$

where $G[d]$ is the $d$-th Gregory operator [2]. If $S_B$ is contractive, then the Hermite subdivision scheme associated with $S_A$ is $C^d$-convergent.

Remark 33. Note that since the spectral condition of order $d$ implies the spectral condition of order $\ell$, for every $\ell \leq d$, Corollary 32 can be used to prove any regularity $\ell \leq d$ of the Hermite scheme. This is useful for schemes which have lower regularity than polynomial reproduction order, see e.g. some of the examples in [23].

Remark 34. Instead of using $V[n]$ as in Theorem 27, one could try to factorize with respect to matrices of the form

$$W[n] = \begin{bmatrix} c_n & 1 \\ 1 & 0 \end{bmatrix}, \quad n \geq 0,$$

(33)

with $c_n$ a real-valued sequence such that $c_0 = 0$. This is the approach taken in one of the examples presented in [23]. In contrast to Lemma 21 it is difficult to derive a closed form of the recursion appearing from such factorizations, as the recursions are now coupled between the two components. Nevertheless, computing the first 4 steps of the recursion (with $c_0 = 0$, $c_1 = 2$, $c_2 = 3$ and $c_3 = 1$), we verified that for all Hermite operators of spectral order $\leq 4$, factorization with respect to $W[n]$ is possible, and that analogous results to Theorem 27, Proposition 30 and Corollary 32 hold true. In particular, this shows that the factorization of the scheme $H_1$ presented in [23] is not specific to their example, but applies to all Hermite schemes which satisfy the spectral condition of order 4 (we prove in Example 36 below that the scheme $H_1$ of [23] actually satisfies the spectral condition of order 4).

Based on our computations, we conjecture that an Hermite subdivision operator of spectral order $d$ can be factorized using $W[n]$ as in (33), $n = 0, \ldots, d$, and with sequence $c_n$ given by

$$c_n = \begin{cases} n + 1, & n \text{ even} \\ \frac{4}{n+1}, & n \text{ odd} \end{cases}$$

for $n = 1, \ldots, d$ and $c_0 = 0$. 

25
5 Examples

In this section we provide an algorithm for computing the $n$-th Gregory factorization using symbols and apply it to an example of [23]. We also show that this example is an incident of an Hermite scheme which satisfies the spectral condition but does not reproduce polynomials, disproving the conjecture that these concepts are equivalent.

Algorithm 35. We show how the $n$-th Gregory factorization (3) can be computed using symbols. The symbol of a sequence $c \in \ell(\mathbb{Z})^2$ is the Laurent polynomial

$$c^*(z) = \sum_{j \in \mathbb{Z}} c_j z^j, \quad z \in \mathbb{C} \setminus \{0\}.$$ 

Similarly, we can define $A^*(z)$ for $A \in \ell(\mathbb{Z})^{2 \times 2}$. It is well-known [19], [27] that a factorization of the form (3) relates to the following equation in symbols:

$$g^{[n]}(z) A^*(z) = 2^{-n} B^{[n]}(z) g^{[n]}(z^2).$$

With $A^*(z) = \left[ a_{jk}^*(z) \right]_{j,k=1}^2$ and $g_n^*(z) = -\sum_{\ell=0}^{n-1} G_\ell(z^{-1} - 1)^\ell$ we obtain

$$B^{[n]}(z) = \left[ b^{[n]}_{jk}^*(z) \right]_{j,k=1}^2,$$

$$b_{11}^{[n]}(z) = 2^n \frac{(z^{-2} - 1)a_{22}^*(z) - g_n^*(z^2)a_{21}^*(z)}{(z^{-1} - 1)(z^{-1} + 1)^{n+1}},$$

$$b_{12}^{[n]}(z) = 2^n \frac{(z^{-1} - 1)^{n-1}a_{21}^*(z)}{z^{-1} + 1},$$

$$b_{21}^{[n]}(z) = 2^n \frac{(z^{-2} - 1)((z^{-1} - 1)a_{12}^*(z) + g_n^*(z)a_{22}^*(z)) - g_n^*(z^2)(((z^{-1} - 1)a_{11}^*(z) + g_n^*(z)a_{21}^*(z)))}{(z^{-2} - 1)^{n+1}},$$

$$b_{22}^{[n]}(z) = 2^n \frac{(z^{-1} - 1)a_{11}^*(z) + g_n^*(z)a_{21}^*(z)}{(z^{-2} - 1)},$$

which can be computed, for example, with Mathematica.

Example 36. We consider the primal Hermite subdivision scheme $H_1$ proposed in [23]. Its mask is supported in $[-2,2] \cap \mathbb{Z}$ with nonzero elements
with parameters \( \theta, \omega \in \mathbb{R} \).

In [23] it is proved that \( H_1 \) reproduces polynomials up to degree 3 and thus it satisfies the spectral condition up to order 3 with spectral polynomials \( 1, x, \frac{1}{2!} x^2, \frac{1}{3!} x^3 \), see [7]. By Proposition 30, we have Gregory factorizations for \( n = 1, 2, 3 \).

It is easy to see that the scheme \( H_1 \) does not satisfy the spectral condition of order 4 with spectral polynomial \( \frac{1}{4!} x^4 \) for all parameters \( \theta, \omega \). This implies that it does not reproduce polynomials of degree 4 for all parameters \( \theta, \omega \), see [10]. This can also be proved using the methods of [9]. However, with \( \theta = 1/32 \) it satisfies the spectral condition of order 4 with 4-th spectral polynomial given by \( \mathcal{P}_4(x) = \frac{1}{2} x^4 + \frac{1}{360} \). Therefore, \( H_1 \) with \( \theta = 1/32 \) provides an example of an Hermite scheme which does not reproduce polynomials of degree 4, but satisfies the spectral condition of order 4. To the best of our knowledge, this is the first time it is observed that the spectral condition is not equivalent to the reproduction of polynomials.

This explains why in [23], a factorization of \( H_1 \) with the framework of Remark 33 up to order \( n = 4 \) is possible, even though the mask only reproduces polynomials up to degree 3. Of course we also have a 4-th Gregory factorization for \( \theta = 1/32 \), which we now provide using Algorithm 35.

For \( \theta = 1/32 \), the mask \( B^{[4]} \) of the 4-th Gregory factorization (3) is supported in \([-4, 2] \cap \mathbb{Z}:

\[
\begin{bmatrix}
0 & -24 \omega \\
0 & 0
\end{bmatrix} , \begin{bmatrix}
0 & 96 \omega + 12 \\
0 & \omega
\end{bmatrix} , \begin{bmatrix}
-\omega & -168 \omega - 48 \\
0 & -5 \omega - \frac{1}{2}
\end{bmatrix} , \\
\begin{bmatrix}
4 \omega + \frac{1}{2} & 192 \omega + 72 \\
\omega & 20 \omega + 3
\end{bmatrix} , \begin{bmatrix}
-6 \omega - 2 & -168 \omega - 48 \\
-\frac{5 \omega}{24} & -\frac{1}{48}
\end{bmatrix} , \\
\begin{bmatrix}
4 \omega + \frac{5}{2} & 96 \omega + 12 \\
\frac{19 \omega}{24} & \frac{1}{8}
\end{bmatrix} , \begin{bmatrix}
-\omega & -24 \omega \\
\frac{3 \omega}{8} - \frac{1}{16} & 9 \omega + \frac{1}{2}
\end{bmatrix} .
\]

We would like to stress that \( \theta = 1/32 \) is the only value for which we obtain a 4-th Gregory factorization of the scheme \( H_1 \) (and thus the only value
for which the spectral condition of order 4 is satisfied). With the results of Lemma 16 and our Gregory factorization we can now analyze the smoothness of $H_1$. Numerical computations show that $\|\left(\frac{1}{2}S_{B[4]}\right)^6\|_\infty < 1$ for $\omega \in [-0.10210, -0.09582]$. Thus $H_1$ is $C^4$ for this range of $\omega$ which confirms the result of [23]. The advantage of our factorization however is that we only need 6 iterations to prove the contractivity of $S_{B[4]}$ whereas 24 iterations are needed in [23]. Therefore, we can enlarge the domain for $\omega$ and still obtain a smoothness result. Computations show that the Hermite scheme $H_1$ is $C^4$ for $\omega \in [-0.12, -0.088]$ since $\|\left(\frac{1}{2}S_{B[4]}\right)^{10}\|_\infty < 1$.

6 Conclusion

In this paper we provide a novel factorization framework for Hermite subdivision operators based on Stirling numbers and Gregory coefficients. We further derive Algorithm 35 which allows to easily compute the $n$-th Gregory factorization using symbols. The usefulness of the Gregory factorization is evident from the reduction of computational cost for proving $C^d$-convergence of an Hermite subdivision scheme: Only one factorization needs to be computed, independently of $d$ (Corollary 32). Furthermore, in Example 36 we provide an instance of an Hermite scheme which satisfies the spectral condition of order $d = 4$, but does not reproduce polynomials of degree 4, showing that the spectral condition is not equivalent to the reproduction of polynomials.

Certainly, the $d$-th Gregory factorization is not the only possible factorization for Hermite schemes of spectral order $d$ (but the only one which is explicitly computed for general $d$), see Remark 34.

A remark on possible extensions of our results: The recent paper [28] introduces generalized Taylor factorizations based on spectral chains, which allow to factorize and analyze a larger class of Hermite schemes, including, for example, cardinal splines. The results of [28] might enable us to relax the spectral assumption in our factorization, leading to more general versions of the Gregory operators.
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