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Plasticity circuits in the brain are known to be influenced by the distribution of the synaptic weights through the mechanisms of synaptic integration and local regulation of synaptic strength. However, the complex interplay of stimulation-dependent plasticity with local learning signals is disregarded by most of the artificial neural network training algorithms devised so far. Here, we propose a novel biologically inspired optimizer for artificial (ANNs) and spiking neural networks (SNNs) that incorporates key principles of synaptic integration observed in dendrites of cortical neurons: GRAPES (Group Responsibility for Adjusting the Propagation of Error Signals). GRAPES implements a weight-distribution dependent modulation of the error signal at each node of the neural network. We show that this biologically inspired mechanism leads to a systematic improvement of the convergence rate of the network, and substantially improves classification accuracy of ANNs and SNNs with both feedforward and recurrent architectures. Furthermore, we demonstrate that GRAPES supports performance scalability for models of increasing complexity and mitigates catastrophic forgetting by enabling networks to generalize to unseen tasks based on previously acquired knowledge. The local characteristics of GRAPES minimize the required memory resources, making it optimally suited for dedicated hardware implementations. Overall, our work indicates that reconciling neurophysiology insights with machine intelligence is key to boosting the performance of neural networks.

INTRODUCTION

Artificial neural networks (ANNs) were first proposed in the 1940s as simplified computational models of the neural circuits of the mammalian brain [1]. With the advances in computing power [2], ANNs drifted away from the neurobiological systems they were initially inspired from, and reoriented towards the development of computational techniques currently employed in a wide spectrum of applications. Among the variety of techniques proposed to train multi-layer neural networks, the backpropagation (BP) algorithm [3, 4] has proven to lead to an effective training scheme. Despite the impressive progress of machine intelligence, the gap between the potential of ANNs and the computational power of the brain remains to be narrowed. Fundamental issues of ANNs, such as long training time, catastrophic forgetting [5], and inability to exploit increasing network complexity [6], need to be dealt with not only to approach the human brain capabilities, but also to improve the performance of daily used devices. For instance, reducing the training time of online learning in robotic applications is crucial to ensure a fast adaptation of the robotic agent to new contexts [7] and to reduce the energy costs associated with training.

The limitations of ANNs with respect to the brain can be largely ascribed to the substantial simplification of their structure and dynamics compared to the mammals’ neural circuits. Several mechanisms of paramount importance for brain functioning, including synaptic integration and local regulation of weight strength, are typically not modeled in BP-based training of ANNs. Some training strategies more biologically plausible than BP [8], such as the feedback alignment (FA) algorithm [9] and its direct and indirect feedback alignment (DFA, IFA) variants [10], have been proposed, yet they do not explicitly account for the neural mechanisms mentioned above. Overcoming this limitation could be key in bringing artificial networks’ performance closer to animal intelligence [11].

Here, we make progress in reconciling neurophysiological insights with machine intelligence by proposing a biologically inspired optimizer that incorporates synaptic integration principles from biology, including heterosynaptic competition [12] and synaptic scaling [13]. Our approach achieves significant benefits in the training of fully connected neural networks (FCNNs), leading to a systematically faster training convergence, higher inference accuracy, better scalability of performance with network complexity, and mitigation of catastrophic forgetting. Our novel approach effectively boosts also the performance of spiking neural networks (SNNs) [14] on temporal data. These results validate the hypothesis that biologically inspired ANN and SNN models feature superior performance in software simulations [15], and provide guidelines for designing a new generation of neuromorphic computing technologies [16].

RESULTS

Principles of biological computation. Synaptic integration is the process by which neurons combine the spike trains received by thousands of presynaptic neurons prior to the generation of action potentials [17]. Experimen-
FIG. 1: (a) In biological synapses, during the process of synaptic integration, dendritic spikes can enhance the impact of synchronous inputs from dendrites belonging to the same tree. Excitatory postsynaptic potentials (EPSPs) with the same amplitude but different locations in dendritic tree may lead to different responses. For example, dendrites i, iv and viii send similar signals, but only the i and iv contribute in driving an AP, since their respective trees receive sufficient further excitation from other connected dendrites. In the top image, the postsynaptic neuron (dark blue) receives inputs mostly from dendrites generating strong EPSPs (orange) and only few generating weak EPSPs (yellow). The bottom postsynaptic neuron (light blue) receives most inputs from weak-EPSPs dendrites. Because of such dendritic distribution, the dark blue neuron exhibits higher firing probability and thus its importance is higher with respect to the light blue neuron. (b) The structure of an FCNN is much simpler than that of biological neurons with presynaptic connections arranged in dendritic trees. However, analogously to panel (a), the node importance of each node arises from the distribution of the weight strength within each layer. The blue node has a high node importance since most of its incoming synapses are strong. Conversely, the light blue node importance is lower, since the presynaptic population exhibits a weaker mean strength.
tional evidence has shown that, at least in CA1 cells, input signals reaching the same postsynaptic cell from different presynaptic neurons may interact with non-linear dynamics, due to the active properties of the dendrites [18, 19]. The powerful computational abilities of neurons are suggested to stem from this complex nonlinear dynamics [20]. Figure 1(a) illustrates such a mechanism and shows how the impact, or importance, of each presynaptic neuron depends also on the signals delivered to the same postsynaptic neuron through other presynaptic connections. Thus, the local weight distribution can be responsible of boosting the input signal at specific nodes. Similarly to neurons in the brain, nodes in ANNs receive inputs from many cells and produce a single output. However, during training of ANNs, a mechanism taking into account the weight distribution is lacking.

Furthermore, synaptic plasticity in the brain is driven mainly by local signals, such as the activity of neighboring neurons [8]. The local interaction between synapses plays a crucial role in regulating weight changes during learning. In this context, the mechanism of heterosynaptic competition allows regulating synapse growth by limiting the total strength of synapses connected to the same pre- or postsynaptic neuron [21]. This phenomenon occurs as a nonlinear competition across synapses at each neuron. Specifically, as the summed weight of synapses into (or out of) a neuron hits a threshold, all the incoming (or outgoing) synapses to that neuron undergo a slight heterosynaptic long-term depression (“summed-weight limit rule”) [22]. Additionally, in the cortex, each neuron tends to target a specific firing rate, and synaptic strengths are regulated to keep such rates constant, despite input perturbation [13]. Synaptic scaling acts as a global negative feedback control of synaptic strength, regulating the weight changes based on the neural local activities [23–25]. These homeostatic mechanisms are typically not modeled in the training of standard ANNs, which rely on global signals instead of local information [26, 27]. Both the BP and the FA algorithms rely on the simplified training strategy of assigning the error on a weight-by-weight fashion. Each synaptic weight is updated based on its individual contribution to the global output error of the network as a response to a specific input sample. We refer to this input-specific contribution as input-driven responsibility. Although earlier works have attempted to encode metaplasticity (i.e., the alteration of synaptic plasticity [28]) in the training of networks via weight-dependent learning rules ([29–32]), they invariably depend on a modulation of the Hebbian learning rule rather than ANNs training and do not account for the local weight distribution.

The GRAPES algorithm. The synaptic integration and the local synaptic strength regulation mechanisms are complex processes which depend on various factors, such as the large variability in size, structure, excitability, intercellular distance and temporal dynamics of synapses and dendritic spines [33]. The simple point-like structure of a synchronously operating ANN node does not allow one to reproduce the rich dynamics enabled by the neuronal complex morphology. Hence, a direct translation of the mechanism for ANNs is not straightforward. Here, we take inspiration from the nonlinear synaptic dynamics and introduce a deep learning optimizer to boost the training of FCNNs. Our goal is to present an effective algorithm, inspired by biological mechanisms, and elucidate its potential impact on the properties of ANNs. This novel approach can also be easily applied to more biologically plausible neuronal models such as SNNs. Our algorithm builds on three observations:

(i) In the brain, due to the spiking nature of the information, a signal is propagated only if a postsynaptic neuron receives enough input current from the presynaptic population to elicit action potentials. The stronger the input, the higher the firing rate and, thus, the amount of information propagated to the next layers.

(ii) A single presynaptic neuron is responsible only for a fraction of the driving force that leads the postsynaptic neuron to fire. Hence, the impact of a presynaptic neuron on the local layers depends also on all the other presynaptic neurons connected to the same postsynaptic cell.

(iii) If we neglect specific distributions of the inputs, the firing probability of a postsynaptic neuron depends on the average strength of the presynaptic connections. If the average strength is high, the postsynaptic neuron is more likely to reach the spiking threshold and thus to propagate further the information encoded in the presynaptic population. Therefore, the postsynaptic neuron and the related presynaptic population have a high responsibility on the network’s output and its potential error.

We refer to the intrinsic responsibility of the network as network-driven responsibility, as opposed to the input-driven responsibility mentioned above. Analogously, we introduce for ANNs the notion of node importance stemming from the node responsibility in propagating the information received from its presynaptic population to the output layer. The node importance is therefore related to the average strength of the synapses connected to such node. Figure 1(b) illustrates the concept of node importance in an FCNN. Based on this notion, we devised a novel algorithm, that we call GRAPES (Group Responsibility for Adjusting the Propagation of Error Signals). For simplicity, we begin by presenting the algorithm as a modulation of the error propagation in a network trained with BP and optimized with stochastic gradient descent (SGD). Next, we demonstrate that GRAPES can be conveniently applied also to other commonly used optimizers, such as Nesterov Accelerated Gradient (NAG) [34] and RMSprop [35], to other more biologically realistic training schemes, such as FA and DFA, and to networks with the biologically realistic dynamics of spiking neurons.

The GRAPES algorithm modulates the error signal at each synaptic weight based on two quantities: the node
The local modulating vector is computed based on the node importance. In the local version, GRAPES adjusts the weight update through the Hadamard multiplication of the initial weight-update matrix with the local modulating vector. (b) Algorithm for the propagation of the modulation factor to the upstream layers in a two-hidden layer network. The activations in the network are computed as $y = W^3(x, h^1) = f(a^3)$ and the network output as $a^y = W^3 h^2, h^2 = f(a^2)$ and $y = f_y(a^3)$. Note that $\delta a^2$ is adjusted through the modulation matrix $M^2$ and such adjustment also affects the upstream layer since $\delta a^2$ contains $\delta a^1$.

The importance vector $i^n_l$ for layer $l$ contains the node importance values for each postsynaptic node $n$ in $l$. By normalizing the importance vector by its maximal value, multiplying it by 2 and lower-bounding by 1, we obtain the local modulating vector

$$m^n_l = \min \left(2 \frac{i^n_l}{\max(i^n_l)}, 1 \right),$$

where $N$ is the number of incoming connections to node $n$. Alternatively, in specific cases discussed further in the paper, the node importance may also be obtained from the sum of the absolute strength of all weights of layer $l + 1$ outgoing from the same presynaptic neuron. The importance vector $i^n_0$ for layer 0 contains the node weights for each postsynaptic node $n$. By normalizing the importance vector by its maximal value, multiplying it by 2 and lower-bounding by 1, we obtain the local modulating vector

$$m^n_0 = \min \left(2 \frac{i^n_0}{\max(i^n_0)}, 1 \right),$$

whose elements are bounded in the range $1 \leq m^n_0 \leq 2$. Such an interval has been defined on the basis of an empirical optimization. The $n$-th local modulation factor is the $n$-th element of the resulting vector and indicates the responsibility of the postsynaptic node $n$ and its associated connected weights on the output of the network. In order to build the local modulation matrix $M^l$ for layer $l$, the local modulation vector is tiled as many times as the presynaptic population size. Each element of the matrix is associated with one synaptic weight of layer $l$. Therefore, by construction, the modulation has the same value for all weights $W^n_\text{post=n,pre}$ connected to the same postsynaptic neuron $n$.

With these quantities at hand, in the local version of GRAPES, we adjust the error signal in layer $l$ through a Hadamard multiplication of the weight-update matrix with the local modulation matrix. The weight-change matrix, in which each row corresponds to a post-synaptic node and each column to a pre-synaptic node, is modu-
FIG. 3: (a) Mean and standard deviation dynamics of the modulation factors for a 10×256 tanh network, with 10% dropout and weight decay, trained with BP, SGD and GRAPES modulation for 200 training epochs. The modulation factors are recorded for each layer every 10 epochs. (b) Distribution of the modulation factors at the end of training.

\[ \delta W^l_M = \delta W^l_o \odot M^l. \]  

(3)

The main steps of the computation of importance vector, local modulation vector and matrix for a single hidden layer \( l \), and the update step of the local version of GRAPES are summarized in Figure 2(a).

In the propagating version of the algorithm, the modulation factor is incorporated in the error signal of each layer and propagated to the upstream layers, where it is incorporated in the respective weight updates. In Figure 2(b) we outline the algorithm for the propagation of the modulation factor in a two-hidden layer network. The propagating version provides the greatest benefits in terms of classification accuracy and convergence speed compared to the local version, as shown in Supplementary Table S1. Hence, the propagating version of the algorithm is the default method adopted in the simulations. Finally, the weight update obtained by applying the GRAPES modulation to SGD can be expressed as:

\[ W^l(t + 1) = W^l(t) - \eta \delta W^l_M(t). \]  

(4)

GRAPES does not change the computational complexity of SGD and, since the modulation factor is computed only after the parameter update (e.g., at the end of each mini-batch), the additional computations are negligible for large mini-batch size.

By construction, the error signal modulation implemented in GRAPES presents some analogies with the biological mechanisms of heterosynaptic competition and synaptic scaling. Firstly, the node importance is defined as the sum of the synaptic weights connected to the same node. As in heterosynaptic competition, the information on the total synaptic strength is used to modulate the weight magnitude. However, while in heterosynaptic competition the total synaptic weight is used to solely determine depression by changing directly the weights [22], in GRAPES the total weight information is used to adjust the weight update, hence leading to both strengthening or weakening of the synapses. Secondly, by definition, the local modulation factor in GRAPES is equal for all synapses incoming to the same node. This leads back to synaptic scaling, in which a neuron-specific multiplicative scaling factor adjusts the weights of the synapses connected to the same neuron based on the local activity so that the neuron maintains a target firing rate.

Figure 3(a) displays the evolution of the modulation factor during training of a 10 hidden layer network. The dynamics of the modulation factor are different for each layer. The mean of the modulation factor exhibits the
FIG. 4: (a) Testing curve (dotted line) and fit using the plateau function (solid line) for the $10 \times 256$ ReLU network, trained without dropout on the MNIST data set. The red curves are related to the network trained with GRAPES, whereas the green and blue curves to the networks trained with SGD with equal and increased learning rate respectively. The fit is performed on the initial 100 epochs. (b) Test accuracy of networks with different layer size as a function of the number of hidden layers. (c) Convergence rate of networks with different layer size as a function of the depth. The shaded area around the standard deviation bar shows the distribution of the results of five runs. In (b) and (c), the learning rate of SGD networks is uniformly increased. Despite the higher learning rate, the SGD networks exhibit a much worse convergence rate in comparison to GRAPES.

most pronounced decay in the first three hidden layers, whereas it either decreases very slowly or remains constant in the downstream hidden layers. In Figure 3(b), we show the distribution of the modulation factors for each layer after training. In each layer, a subset of the modulation factors is equal to 1, due to the lower bounding operation in Eq. 2. The remaining values are distributed with mean and variance specific to each layer. Therefore, based solely on the current state of the network weights, GRAPES offers a simple approach to modulate the error signal at each synapse using node-specific factors whose temporal evolution, mean and variance can be different for each hidden layer. Note that, for some layers, the decrease of the modulation factor with respect to its initial value resembles a learning rate decay scheme [36]. Compared to the classical learning-rate-schedules, GRAPES provides two main advantages. First, to apply a learning rate decay, a time-consuming search of the best decay scheme and its hyperparameters is required for each network setting and task. Instead, the spontaneous decay provided by GRAPES does not need to be optimized in advance, thus allowing the modulation factor to naturally adapt to different architectures and data sets. Furthermore, while with the conventional learning-rate-schedule approach the learning rate is equal for each parameter, GRAPES allows the update step to be adjusted differently for each weight. Specifically, we have shown in Figure 3 that GRAPES implements a dynamic learning schedule for each weight. We demonstrate the stability of such a learning schedule by analytically proving the convergence properties of GRAPES in Supplementary Note 1.

Simulation results on handwritten digit classification. To illustrate the benefits of GRAPES on the training of ANNs, we have enhanced the standard mini-batch SGD by incorporating the GRAPES modulation scheme, and are referring to it as “GRAPES”. We initially compare the performance of GRAPES against standard minibatch SGD, which from now on we will simply call “SGD”, on the MNIST data set [37].

To evaluate the convergence rate, we relied on a Michaelis Menten-like equation [38] and introduced the novel plateau equation for learning curves:

$$\text{accuracy} = \frac{\text{max_accuracy} \cdot \text{epochs}}{\text{slowness} + \text{epochs}}.$$  

(5)

By fitting the test curve to this function, we can extract the slowness parameter, which quantifies how fast the network reduces the loss during training. Mathematically, the slowness value corresponds to the number of epochs necessary to reach half of the maximum accuracy. Hence, the lower the slowness, the faster the training. In our simulations, we perform the fit on the first 100 epochs. The graphical representation of the plateau curve is given in the Supplementary Figure S1.
FIG. 5: Test accuracy and convergence rate in terms of slowness value for 3 × 256 ReLU networks, with 10% dropout, trained with BP, FA and DFA on MNIST, Fashion MNIST, Extended MNIST, and CIFAR-10 data sets. The slowness parameter is computed by fitting the initial 100 epochs.

Figure 4(a) reports test curves and related slowness fits for 10 × 256 ReLU networks, trained on the MNIST data set. The red and blue curves refer to GRAPES and SGD-based training respectively, with the same learning rate. As the average of the modulation factor is larger than one (see Figure 3), one needs to ensure that the training improvements are not solely due to a greater mean of the learning rate. Therefore, we also performed SGD-based training with a learning rate that is multiplied by the mean of the modulation factor at the beginning of training. The results of these simulations are shown as a green dashed line in Figure 4(a). The testing curve for the GRAPES model saturates at a significantly higher accuracy plateau compared with those of the SGD models. Furthermore, the test curve for GRAPES rises much earlier and in a steeper manner - leading to a consistently smaller slowness parameter - compared with the test curves of the networks trained with SGD, both with equal and uniformly increased learning rate. This demonstrates that the key for improving the convergence lies in the non-uniform modulation of the error signal. Supplementary Table S2 shows that GRAPES exhibits the described improvements in accuracy and convergence rate under a wide range of network configurations. On the basis of these findings, it is worth drawing the two following observations. Firstly, even in the case where GRAPES is used with a smaller learning rate than SGD (network configuration with 10 hidden layers and tanh activations), it converges faster than SGD. Secondly, GRAPES combined with the deformation strategy in Ref. [39], reaches a test accuracy of 99.56%, which is rarely attainable by non-convolutional architectures. For additional details, see Supplementary Table S2.

Previous work in Ref. [6] empirically showed that, as the number of trainable parameters in deep neural networks increases, the network performance initially improves and then saturates. We demonstrated that GRAPES is able to mitigate such limitation of SGD by exploiting the increasing complexity of FCNNs in terms of both layer size and network depth. Figure 4(b) shows the accuracy results for models with increasing layer size and depth. Figure 4(c) depicts the related slowness parameter. Not only GRAPES achieves higher accuracy than SGD for most models, but, importantly, the accuracy results indicate a rising trend as the network depth increases. On the other hand, with SGD the accuracy either saturates or deteriorates for increasing network complexity. In addition, GRAPES exhibits a much faster convergence compared with SGD. Unlike SGD, GRAPES benefits from a greater network complexity and converges even faster when deeper networks are used, indicating that GRAPES enhances the most relevant weight up-
dates.

**Performance under various learning rules and data sets.** GRAPES can be combined with a wide range of momentum-based optimizers (e.g., NAG, rmprop) and credit assignment strategies (e.g., FA, DFA, IFA). When combined with DFA, the computation of the modulation factor requires a modification. Since in DFA the propagation of the error occurs directly from the output layer to each hidden layer, the dimensionality of the error terms is different with respect to BP. Therefore, in order to incorporate the modulation factor in the error term, we compute the importance based on the synaptic grouping

\[ i^d_n = \sum_{\text{post}=1}^{K} |W^{|\text{post, pre}=n}^{l+1}|, \]

where \( K \) is the number of outgoing connections from node \( n \) in layer \( l \).

Figure 5 shows the improvements obtained by GRAPES in terms of accuracy and convergence rate when applied to BP, FA and DFA over a range of data sets (MNIST, Fashion MNIST [40], Extended MNIST [41] and CIFAR-10 [42]). Firstly, the same improvements observed with MNIST and BP are obtained also with more complex data sets. Secondly, the performance of FA, which is the worst across all network configurations when combined with SGD, is significantly improved by GRAPES. Thus, GRAPES allows FA models to approach the performance of DFA models trained with SGD. Finally, when applied to DFA, GRAPES shows better accuracy and quicker convergence in all cases.

Supplementary Table S3 shows that comparable improvements in accuracy and slowness are obtained under a wide range of network settings. We remark that GRAPES enables the FA schemes to scale to complex settings (deeper networks, more complicated tasks such as CIFAR-10) in which they have been recognized to fail [43]. Furthermore, in Supplementary Tables S4-S7 we report the performance of GRAPES applied on several feed-forward models proposed in Ref. [10] and Ref. [44]. These results demonstrate that, when GRAPES is applied on top of momentum-based optimizers, in most cases it leads to better accuracy than such optimizers in their original formulation.

**Mitigation of catastrophic forgetting.** Catastrophic forgetting refers to the phenomenon affecting neural networks by which the process of learning a new task causes a sudden and dramatic degradation of the knowledge previously acquired by the system [5]. This represents a key limitation of ANNs, preventing the successful reproduction of continual learning occurring in the human brain [45, 46]. Here, we show that the application of GRAPES mitigates, to a certain extent, the effects of catastrophic forgetting in ANNs. To analyze catastrophic forgetting in a sequence of supervised learning tasks, we have adopted the protocol proposed in Ref. [47]. For each task, we randomly generate a permutation pattern of a fraction of image pixels and we apply it to all the training and testing samples of the MNIST data set. We perform the training sequentially for all tasks for a fixed number of epochs, and, after each training epoch, we test the network performance of all the previously learnt tasks. Figure 6 compares the testing accuracy for the 3 × 256 network with ReLU activations trained with (a) SGD and (b) GRAPES. For each task, 600 random permutations are applied. We observe that, compared with SGD, the drop in accuracy observed after learning each new task is considerably reduced when GRAPES is applied. Furthermore, we analyzed the effect of GRAPES under a second interesting aspect of incremental learning: the generalization to unseen tasks. Following the paradigm proposed in Ref. [48], we compute the per-task-future-accuracy, by testing the model performance on tasks it has not been trained on yet. We initially used the same protocol with 600 permutations as in Figures 6(a) and 6(b), hence different tasks are only slightly correlated with each other (the total number of pixels is 784). Figure 6(c) shows that in most cases the networks trained with GRAPES show better generalization capability on unseen permutations. The absolute accuracy is, though, very low. Thus, we decreased the number of permutations to 300, leading the tasks to have a stronger correlation with each other. The results are reported in Figure 6(d). We observe that both SGD and GRAPES achieve well above-chance level accuracy. The generalization capability increases with the number of tasks learnt. Consistently with the results obtained with 600 permutations, GRAPES in most cases leads to higher accuracy than SGD. Therefore, both, in the case of almost uncorrelated and partially correlated tasks, GRAPES proves to be more effective in achieving knowledge transfer to future tasks compared to SGD. We ascribe this remarkable result mainly to two properties of GRAPES. First, GRAPES achieves a lower training error in fewer training epochs, thereby enabling the network to learn a new task with fewer parameter updates. As a consequence, the weight distribution after learning a new task remains closer to the weight distribution learnt during the previous task. Secondly, GRAPES enhances the updates related to a subset of parameters based on their importance. At each new task, such subset may vary, thus the learning focuses on different groups of synapses, thereby better preserving knowledge on the old tasks.

**Application of GRAPES to biologically inspired neural networks.** SNNs are neural network models that attempt to mimic the complex neuronal dynamics of the mammalian brain [14]. Moreover, the development of SNNs is driven by the ultimate goal to implement embedded neuromorphic circuits, with high parallelism, low-power consumption, fast inference, event-driven processing, and online learning [49, 50]. Given its biological inspiration, GRAPES holds great potential to boost the performance of SNNs. We apply GRAPES on SNN architectures implemented through the spiking neural unit (SNU) approach [51], which unifies SNNs with recurrent ANNs by abstracting the dynamics of a LIF spiking neu-
FIG. 6: Following the protocol in Ref. [47] for catastrophic forgetting, we trained $3 \times 256$ ReLU networks with (a) SGD and (b) GRAPES on a sequence of tasks. Each task is defined by a random pattern of 600 pixel permutations, which is applied to all MNIST train and test images. The networks are trained sequentially on each task for 10 epochs. At the end of each training epoch, the networks are tested on both the task they are being trained on and the tasks they have already learnt (e.g., while learning task 1 they are tested only on task 1, and while learning task 2 they are tested on both task 2 and 1 to observe performance degradation on task 1). Panels (a) and (b) show the resulting test curves. Panels (c) and (d) report the per-task-future-accuracy ([48]) on unseen tasks. The tasks are defined by 600 (panel c) and 300 (panel d) pixel permutations, respectively. The networks are first trained on each task for 10 epochs and then tested on all the unseen tasks (e.g., after learning task 1, the per-task-future-accuracy is reported for unseen tasks 2,3,4,5).

ron [52] into a simple recurrent ANN unit. SNUs may operate as SNNs, with a step function activation, or as more conventional RNNs, with continuous activations. The non-spiking variant is called soft SNU (sSNU).

We trained both SNU and sSNU models on temporal data derived from the MNIST data set. To that end, we encoded the MNIST handwritten digit examples into spikes using the rate coding method as described in [51]. The depth of the network for optimal performance was found to be 3 hidden layers for SNU, and 2 hidden layers for sSNU. Figure 7(a) reports the accuracy results. For both models, GRAPES surpasses the classification accuracy obtained with SGD for different layer sizes. Furthermore, GRAPES renders the networks robust against hyperparameter choice and model complexity. As can be seen in Figure 7(b) for SNUs, the convergence of SGD-based training is heavily affected by changes in the magnitude of the learning rate $\eta$. As $\eta$ is decreased, the number of training epochs needed to trigger efficient learning dramatically rises. When GRAPES
DISCUSSION

Inspired by the biological mechanism of non-linear synaptic integration and local synaptic strength regulation, we proposed GRAPES (Group Responsibility for Adjusting the Propagation of Error Signals), a novel optimizer for both ANN and SNN training. GRAPES relies on the novel concept of node importance, which quantifies the responsibility of each node in the network, as a function of the local weight distribution within a layer. Applied to gradient-based optimization algorithms, GRAPES provides a simple and efficient strategy to dynamically adjust the error signal at each node and to enhance the updates of the most relevant parameters. Compared with optimizers such as momentum, our approach does not need to store parameters from previous steps, avoiding additional memory penalty. This feature makes GRAPES more biologically plausible than momentum-based optimizers as neural circuits cannot retain a significant fraction of information from previous states [53].

We validated our approach with ANNs on four static data sets (MNIST, CIFAR-10, Fashion MNIST and Extended MNIST) and with SNNs on the temporal rate-coded MNIST. We successfully applied GRAPES to different training methods for supervised learning, namely BP, FA and DFA, and to different optimizers, i.e., SGD, RMSprop and NAG. We demonstrated that the proposed weight-based modulation leads to higher classification accuracy and faster convergence rate both in ANNs and SNNs. Next, we showed that GRAPES addresses major limitations of ANNs, including performance saturation for increasing network complexity [6] and catastrophic forgetting [5].

We suggest that these properties stem from the fact that GRAPES effectively combines the error signal information related to the response to the current input with information on the internal state of the network, independent of the data sample. Indeed, GRAPES enriches the synaptic updates based on the input-driven responsibility with a modulation relying on the network-driven responsibility, which indicates the potential impact that a node would have on the network’s output, independently on the input. Such training strategy endows networks trained with GRAPES with the ability to achieve convergence in a lower number of epochs, as the training is not constrained to information relative to the presented training samples only. For the same reason, such networks present better generalization capability than SGD both when tested on the learnt tasks and when presented with unseen tasks in continual learning scenarios. In this context, we identify parallelism with plasticity types in the brain. The change in synaptic strength in response to neuronal activity results from the interplay of two forms of plasticity: homosynaptic and heterosynaptic. Homosynaptic plasticity occurs at synapses active during the input induction, thus is input-specific and associative, as the input-driven responsibil-

is introduced, the model reaches well above-chance performance in only a few epochs. Furthermore, as illustrated for sSNU in Figure 7(c), SGD struggles in triggering learning of networks with increasing depth, requiring almost 100 epochs to start effective training of 6 hidden layer networks. GRAPES overcomes this issue, by enabling the deep models to converge with a lower number of epochs.

FIG. 7: (a) Test accuracy for SNU and sSNU networks with 3 and 2 hidden layers, respectively. (b) Test curves for SNU 3 × 256 networks with decreasing values for the learning rate η. Left hand-side: η = 0.01. Right hand-side: η = 0.01s. The initial 100 training epochs are shown. (c) Test curves for SNU networks with increasing number of hidden layers. Left hand-side: 4 × 256 networks. Right hand-side: 6 × 256 networks. In (b) and (c) the curves correspond to a single run.
ity. Instead, heterosynaptic plasticity concerns synapses that are not activated by presynaptic activity and acts as an additional mechanism to stabilize the networks after homosynaptic changes [54, 55]. Therefore, similarly to the network-driven responsibility, heterosynaptic plasticity does not exhibit strict input specificity.

A further origin of the benefits of GRAPES stems from the adjustment of the error signal. The nonuniform distribution of the modulation factor, combined with the propagation to upstream layers, allows GRAPES to greatly enhance a subset of synaptic updates during training. Hence, small groups of synapses are enabled to strengthen or weaken to a much larger extent than with SGD. From preliminary investigation, GRAPES appears to convey the network weights toward more biologically plausible distribution, specifically heavy-tailed distributions [56–59]. Additional details are provided in Supplementary Note 2. We suggest that the properties exhibited by GRAPES could stem from such weight distribution. Ongoing work in our group is currently seeking a more comprehensive understanding of this phenomenon.

Remarkably, our results suggest that GRAPES offers a promising strategy for mitigating the performance degradation caused by hardware-related constraints, such as noise and reduced precision, as discussed in Supplementary Note 3. We highlight that these constraints reflect biological circuits in many aspects, as the synaptic transmission is affected by noise and the neural signal is quantized. Interestingly, GRAPES retains many similarities with biological processes. We, therefore, envision that the biological mechanisms underlying GRAPES may play a central role in overcoming the limitations associated with hardware-related constraints. Furthermore, we suggest that such brain-inspired features are at the origin of the benefits of GRAPES on biologically-inspired models. Indeed, we have demonstrated that GRAPES not only improves BP-based training of standard ANNs, but additionally boosts significantly the performance of networks trained with biologically plausible credit assignment strategies, such as FA and DFA, and networks relying on the dynamics of spiking neurons. Both the FA algorithms and the SNN models are crucial steps towards bridging biological plausibility and machine learning. However, at the present stage, they can only achieve a limited performance compared to ANNs trained with BP [43, 50]. For instance, as shown in the Results section, both the FA and SNNs approaches suffer from lower accuracy and convergence rate compared to BP, and SNNs training is severely affected by changes in network complexity and hyperparameters. Thanks to an efficient modulation of the error signal which enhances the updates of the most important parameters, GRAPES reduces the impact of such limitations, thereby narrowing the gap between the performance of bio-inspired algorithms and standard ANNs.

To conclude, our findings indicate that incorporating GRAPES and, more generally, brain-inspired local factors in the optimization of neural networks paves the way for pivotal progress in the performance of biologically inspired learning algorithms and in the design of novel neuromorphic computing technologies.

METHODS

MNIST data set. We train FCNNs with 3 and 10 hidden layers, each consisting of either 256 or 512 hidden nodes. The activation functions chosen for the hidden layers are rectified linear unit (ReLU) or hyperbolic tangent (tanh). The output activation is softmax with cross-entropy loss function. With ReLU hidden nodes the weights are initialized according to [60], with tanh units according to [61]. The minibatch size is fixed to 64. The learning rate \( \eta \) is optimized for the different models, separately for SGD and GRAPES, and is kept fixed during training. Supplementary Table S8 reports the optimized learning rate for all simulations. We investigate the performance both without dropout [62] and with moderate dropout rates of 10% and 25%. We also show the accuracy improvement of the models that are trained with an augmented version of the data set, built by applying both affine and elastic deformation on the training set, similarly as proposed in Ref. [39]. To compute the accuracy, we train the models on the training set and after each epoch we test the performance on the test set. Following the strategy in Ref. [39], we report the best test accuracy throughout the entire simulation. For all settings, we average the result over five independent runs.

Scalability to complex networks. We train networks with layer sizes ranging from 128 to 1024 and with depth from 2 to 12 hidden layers. Each network is trained with ReLU, 10% dropout rate and for 200 epochs. The learning rate is kept constant to \( \eta = 0.001 \). As in the previous section, we report the best testing accuracy obtained throughout the entire training, averaged over five runs.

Catastrophic forgetting. For each task, 600 random permutations are applied. We train \( 3 \times 256 \) ReLU FCNN networks on the training samples using shuffling and minibatch processing for a fixed number of epochs. We set the number of training epochs per task to 10. We use a constant learning rate \( \eta = 0.001 \). We introduce a dropout rate of 10%. For all settings, we average the result over five independent runs.

Spiking Neural Networks. We train SNU and sSNU networks on the rate-coded MNIST data set. The dynamics of the units and the training protocol are the same as described in Ref. [51]. The only difference with respect to the original SNU network in Ref. [51] is the introduction of a soft-reset to smoothen the training process of the spiking units. We performed a grid-search for the hyperparameters. For the SNU networks the optimal configuration is 3-hidden layer and constant learning rate \( \eta = 0.1 \). For sSNU models the optimal configuration is 2-hidden layers with constant \( \eta = 0.2 \). The networks are...
trained for 200 epochs. The number of steps of input presentation is set to $N_s = 20$ during train and $N_s = 300$ during test. The mean and standard deviation of the final accuracy are computed over 5 runs.

**Programming.** The learning experiments of the ANN simulations were run using custom-built code in Python3 with the Numpy library. The SNU and sSNU-based simulations were performed using the original TensorFlow code from the Supplementary Material of [51].

**Data availability.** The data sets used for the simulations are publicly available. Example program codes used for the numerical simulations are available on request.
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