Abstract—Numerous studies have been carried out on computation and its applications to medical data with proven benefits for improving the quality of public health. However, not all research results or practical applications can be applied to all conditions but must be in accordance with the various contexts such as community culture, geographical, or citizen behaviors. Unfortunately, the use of digital data in Indonesia is still very limited. The study objective is to assess various data mining techniques to utilize data from laboratory test results collected from a private hospital in Indonesia in predicting the next patient treatment. Furthermore, various machine learning classification techniques were explored for the purpose. Based on the experiments, it was concluded that XGBoost with hyperparameter tuning produced the best accuracy level at 0.7579, compared to other classifiers. A better level of accuracy can be obtained by enriching the type of dataset used, such as the patient's medical record history.
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I. INTRODUCTION

The success of medical treatment services is dependent on the quality of health services and the information precision related to the medical aspects [1]. Unfortunately, the access performed to the relevant medical information is increasingly difficult due to the rapid growth in data volume and its heterogeneous format as well. Health care is one of the most complex industries which includes many stakeholders, various tools, and technologies as well [2]. The new techniques are always needed to assist the dealing with this type of data with the computational technique used to address the problem related to medical information.

Various techniques have been carried out on medically related datasets for many purposes. Due to the broad scope of the medical and health fields, various research topics are found which ranges from diagnosis [3]–[5], diseases [3], [4], [6]–[11], patient's condition [12]–[17], prescription and medication [1], [18]–[21], to genomics [22]–[24].

The development of the health system, its problems, and challenges tightly relates to multi factors and contexts such as geographic location, local regulation, community-style demographics, wealth level, etc. The contextual factors are the most important part used to develop the health-medical researches endorsed by the Agency for Healthcare Research and Quality USA [25]. These factors are following the World Health Organization, which supports the achievement level of best health services quality, and medical devices operation base on the contextual context [26]. The studies regarding the contextual factors in developing the Primary Health Center (PHC) [39], showed that many factors such as social models, an institutional context that promotes risk-averseness and patient care, infrastructure, community expectation, and doctors' disinterest in primary care roles need to be considered.

Unfortunately for our local context i.e. Indonesia, compared to a very large population and a very large area of the country, the studies regarding the medical records or electronical health are very limited. Some of the studies which focus on the local context are published in [11] and [15]. The first article presents the study results of early dengue disease detection with the dataset captured from some public health (PUSKESMAS). The study overcame the problem associated with physical detection methods in detecting the patient's symptoms by comparing some conventional classifiers with the ELM technique. In the second study, the authors performed the toddler's nutritional status identification using the clustering method, which is categorized into 5 clusters: good, moderate, malnutrition, over, and obesity. The other study is the enrichment of ontology in tuberculosis epidemiology domain use the pulmonary TB (Tuberculosis) scientific documents [27].

Considering the importance of the right context in conducting health-medical research, this study was conducted to utilize the value of patient medical data from the results of laboratory tests taken from one of a private hospital in Indonesia. This dataset is the main consideration factor used by doctors to determine the next course of action for patients, whether they need to be hospitalized (in-patient care) or not (out-patient care). Various literary studies show that AI and Datascience-based tools are proven to be able to improve the quality of health services. According to authors’ knowledge, in the field of health care in Indonesia, there are no AI-based tools available. This research is an attempt to contribute to this field.

In this study, we elaborate on some of the machine learning techniques used to classify these patient treatments based on the laboratory test results data. Compared to the other technique, the XGBoost with Grid Search hyperparameters optimization performance is outperform.

In addition, this research utilized EHR data from the local context to determine the characteristics of patients’ treatment, with similar pattern distribution. Therefore, the machine learning technique was proposed by the authors to handle this problem. The article is organized as follows: the first section
describes the background and justification of the research. This is followed by section two; the material and method of study are used to analyze the dataset and research methodology. The next section presents the results and discussion regarding the experiments. And in the last section, we summarize our research findings as a study conclusion.

II. RELATED WORK

Artificial intelligence (AI) – Machine Learning (ML) is one of the most powerful techniques used to address any problem in the health and medical sector. The study carried out on paediatric diseases, as published in [5], the research showed that the Machine Learning Classifiers (MLCs) handles 101.6 million data points from a total of 1,362,559 pediatric patients. The hypothetic-deductive reasoning used by physicians and unearth associations are difficult to be found by the conventional statistical methods. D. S. Kermany et al. utilized the deep learning algorithm to identify medical diagnoses and treatable diseases [4]. The approach performance in classifying age-related macular degeneration and diabetic macular edema is comparable to human experts. The Machine Learning approach supports the decisions related to patient diseases and based on the imbalance classes proposed by [28] Previous studies defined the ML approach as the CCOA-RA used to overcome the imbalance negative and positive labels of the dataset.

Since its inception [29], the Extreme Gradient Boost (XGBoost) has been the favourite technique used to address the challenge of classification prediction in the medical area. By utilizing XGBoost, many researchers addressed various sub-topic in the health/medical field such as diagnoses [5], [8], [30]–[34], related diseases [4][6], [9], [34], [35], medical treatment [36], [37], patient status [12], [14], [16], [38], or event genomic [39].

A research conducted an experimental study using XGBoost Classifiers with some scenarios such as transformation, resampling, clustering, and ensemble learning to predict the diagnosis of second primary cancers (SPCs) [30]. The resampling and clustering strategies were used to determine the best method used to identify some important risk factors associated with SPCs in patients with breast cancer. The combination of the XGBoost and Clustering analysis approach was also proposed by [8] to predict the hypertension-related symptoms from 531 hypertensive patients data in a hospital in Beijing. These combination techniques showed that there are significant differences in symptomatic entropy between patients with type II and type I hypertension. The experimental study of various classifiers techniques, such as XGBoost, was conducted by [32] to predict falls – non falls of Parkinson Diseases. Therefore, clinical, demographic, and neuroimaging data used in this study were obtained from Medical Centres, University of Michigan, and Tel Aviv Sourasky Medical Center. The research finding has a prediction accuracy value of 70 % - 80 %, which is used to provide a more reliable clinical outcome forecast of falls in Parkinson’s patients. The superiority of XGBoost used to predict and diagnose Alzheimer-type dementia in the blood is divided into two categories, namely Alzheimer’s Disease (AD) and cognitively normal (CN), according to [5]. In this study, experiments were conducted using some Classifier technique applied to 883 patient’s data. The experiment finding shows that XGBoost gave the best performance. The high emergency diagnostics error rate is also commonly found in Urinary tract infection (UTI) due to clinical or physical symptoms. Machine learning based on the XGBoost technique has been demonstrated as the powerful tools used to overcome the challenge published in [32]. According to previous studies, the UTI prediction consists of six machine learning algorithms, with medical and social information. Therefore, the authors claim that XGBoost accurately diagnosed positive urine culture results.

III. MATERIAL AND METHOD

A. Dataset

Data were collected from a total of 80,000 patient’s laboratory test daily recorded by the Hospital Information System (HIS) in January 2019 as shown in Table I. The privacy records such as PATIENT_ID, PATIENT_NAME, and CLINICIAN were not presented in the table. Out of eight attributes, only four were used in the experiments, namely, TEST, AGE, SEX, RESULTS, and FLAG. The indicators of RESULT are High, Low, or Normal.

| No. | Attribute       | Value Sample |
|-----|-----------------|--------------|
| 1   | Date            | 1/1/19       |
| 2   | Test            | Number of Leucocyte |
| 3   | Lab No.         | 19000001     |
| 4   | Age             | 15Y          |
| 5   | Sex             | M            |
| 6   | Source          | UGD          |
| 7   | Result          | 15.6         |
| 8   | Flag            | H            |

B. Method

1) Research stages: The research stages globally consist of 3 blocks activities, namely data processing, modelling, and evaluation, as shown as the flow diagram in Fig. 1. The data processing stage comprises of collection and pre-processing activities. Some classifier techniques are used in the modelling stage, which is described in the next sections. In addition, the accuracy and AUC-ROC parameters were used to evaluate each technique performance.

Data were collected from 80,000 records of patients’ laboratory test in HIS operated by a private hospital in Jakarta, Indonesia. All records were taken from transactions that were generated in January 2019.

This was followed by the processing step, which includes attribute removal, ignoring record with missing value, transforming rows to columns, value scaling normalization, and labelling. Some removable attributes are related to privacy such as patient and clinician’s name as well as those attributes with no meaning to the study such is PATIENT_ID and LAB_ID. However, after row-column transformation and
ignoring the records with missing value, the dataset finally contains 4412 instants. Furthermore, labelling was manually performed in accordance with the patients' medical records. One of two instant data label is either 1 or 0, which represents inpatient and outpatient care. After the pre-processing step, each instant consists of 8 (eight) attributes, namely HAEMATOCRIT, HAEMOGLOBINS, ERYTHROCYTE, LEUCOCYTE, THROMBOCYTE, MCH, MCHC, MCV, AGE, SEX. The processed dataset is published in http://bit.ly/3kbK3Wn, and some of the instant samples, as presented in Table II.

2) Experimental scenario: Two experiments were carried out in accordance with the final data presentations. The first was conducted using the original value as shown in Table II, and labelled as Format 1: Lab Test Results, while the second scenario used the value transformed/coding of attributes as Format 2: Laboratory test result formatted attributes. In Format 1 the original value was the normalization scaling of 0 to 1 for all numeric value attributes. Meanwhile, the Format 2 dataset, used a rule regarding the laboratory test component obtained from some medical references [40], [41]. The rule is categorized into three levels, namely Low, Normal, and high, base on gender and age of the patient, as shown in Table III. For the attribute value transformation, 0, 1, and 2 were used to represent low, normal, and high, respectively.

In the first step of the modelling phase, to both of format data representation above we apply some classifier techniques such as the decision tree, Gaussian naïve Bayes, random forest, Adaboost, and XGBoost as shown in Fig. 1. The better format data representation is then used in the second step modelling phase, which also chooses the two best performances of techniques from the first step. In the first modelling step, the cross-validation scheme was chosen as the data testing splitting scenario since it is more representative compared to the random splitting process. Accuracy parameter was also used as the performance evaluation criteria, whereas in the second step, the AUC-ROC parameter was utilized.

The second step of the modelling phase was conducted by choosing the best two classifiers applied to the better format of data representation which gives the better performance. The hyperparameter optimization was performed on both classifiers to obtain best performance using the GridSearchCV which adapted from the scikit-learn library [42].

![Fig. 1. Research Flow Diagram.](image)

**TABLE II. ATTRIBUTES AND VALUE SAMPLE OF RAW DATA**

| Attributes  | Remark   | Value Sample |
|------------|----------|--------------|
| HAEMATOCRIT| Continuous| 35.1         |
| HAEMOGLOBINS| Continuous| 11.8        |
| ERYTHROCYTE| Continuous| 4.65        |
| LEUCOCYTE  | Continuous| 6.3         |
| THROMBOCYTE| Continuous| 310         |
| MCH        | Continuous| 25.4        |
| MCHC       | Continuous| 33.6        |
| MCV        | Continuous| 75.5        |
| AGE        | Continuous| 12          |
| SEX        | Nominal - Binary | F          |

**TABLE III. LABORATORY TEST RESULT FROM THE CATEGORIZATION RULE**

| Gender | Low if less than* | High if more than* |
|--------|-------------------|-------------------|
|        | Male | Female | Male | Female | Male | Female | Male | Female |
| Age    | Adult | Infant | Adult | Infant | Adult | Infant | Adult | Infant |
|        | 38.8 | 33     | 34.9 | 33     | 50   | 38     | 44.5 | 38     |
|        | 13   | 12     | 12   | 12     | 17   | 15     |       |        |
|        | 4.7  | 4.1    | 4.2  | 4.1    | 6.1  | 5.5    | 5.4  | 5.5    |
|        | 5    | 5      | 5    | 5      | 10   | 10     | 10   | 10     |
|        | 150  | 150    | 150  | 150    | 400  | 400    | 400  | 400    |
|        | 27   | 27     | 27   | 27     | 33   | 33     | 33   | 33     |
|        | 32   | 32     | 32   | 32     | 37   | 37     | 37   | 37     |
|        | 80   | 80     | 80   | 80     | 96   | 96     | 96   | 96     |

*Normal If the Value Is In Between
3) Evaluation criteria: This study used the common criteria performance parameter in classification i.e. accuracy. The Accuracy computation is presented as formula (1) [43].

\[
\text{Accuracy} = \frac{TP+TN}{TP+FP+FN+TN}
\]  

(1)

where:

\(TP\) : True Positive

\(TN\) : True Negative

\(FP\) : False Positive

\(FN\) : False Negative

The objective of the classification scenario is to achieve good quality performance of both classes. Therefore, the individual measures of both negative and positive classes are combined. The weakness of the accuracy parameters is none of them is adequate by itself. That’s why we also use the other measure which is the common approach to unify those measures and produce an evaluation criterion such as the Receiver Operating Characteristic (ROC) graphic. ROC graphic represents the visualization of the trade-off between the benefits (\(TPrate\)) and costs (\(FPrate\)). The Area Under the ROC Curve (AUC) corresponds to the probability used in identifying the noise in the two stimuli [43]. Formula (2) presents the computation of AUC measure.

\[
\text{AUC} = \frac{1+TPrate-FPrate}{2}
\]  

(2)

where

\(TPrate = \frac{TP}{TP+FN}\)

(3)

\(FPrate = \frac{FP}{FP+TN}\)

(4)

\(TPrate\) is the percentage of positive instances correctly classified is positive class.

\(FPrate\) is the percentage of positive instances misclassified.

In the first step of the modelling phase, some classifier techniques as depicted in Fig. 1: the decision tree (DT), gaussian naïve Bayes (GaussianNB), random forest (RF), AdaBoost, and XGBoost are applied to the data representation. The better format data representation is then used in the second step modelling modeling step, which also chooses the best performances of techniques from the first step. The cross-validation scheme was selected as the training and testing data testing splitting scenario because it is assumed the cross-validation is more representative compared to random splitting. Furthermore, the accuracy parameter is used as the performance evaluation criteria in the first step of the modelling phase, whereas in the second step, the model was evaluated by using the AUC-ROC parameter.

4) Overview of machine learning techniques: The five algorithms used to explore the experiments are presented in this section as follows:

a) Decision Tree: Decision tree (DT) is one of the techniques widely-used for classification purposes [44] The decision tree built is similar to a flowchart [45] and acts as a predictive model that contains a mapping between object values in the tree and the data attributes. The classifier is represented as the decision node of each instant data attributes, whereas the tree branches correspond to different prediction output. Each leaf node represents a possible output of the final presentation of the DT construction phase, which is expressed as the construction and pruning phases. In the construction phase, the overall planning of the DT main structure is completed, whereas in the pruning phase, a more precise pruning process is performed. The main advantage of DT compared to other methods is that it is very interpretable. In a certain field, such as healthcare, the interpretability is often preferred rather than the higher accuracy and relatively uninterruptable [44].

b) Random Forest: Random Forest (RF) is the combination of supervised and unsupervised learning algorithms capable of increasing the accuracy of machine learning classifiers [46]. As a multi-class classifier, it is resistant to noise, fast in training and classification, and has powerful classification capabilities [47]. Furthermore, the ensemble learning technique is based on a decision tree and widely used in various areas with almost ideal prediction [48]. Y. Mishina, R. Murata, Y. Yamauchi, T. Yamashita, and H. Fujiyoshi claim that RF is more robust than other famous models and have been utilized in many fields such as, computer visions and pattern recognition [49]. The common weakness in using RF is the processing needs more time when applied to large amounts of data because it has to build many tree models [50]. A large number of trees also require significant memory capacity [49]. The summarization of the main process to construct the RF is referred to [51].

c) Gaussian Naïve Bayes: The Gaussian Naïve Bayes (GaussianNB) algorithm is categorized as the supervised learning method [52] It is extended to real-valued attributes through a Gaussian distribution network. GaussianNB algorithm assumes that the probability of each attribute belonging to a given class value doesn’t depend on all other attributes. When the value of the attribute is identified, the probability is called conditional. Data instances probability is computed by multiplying all conditional attributes. The prediction is formulated by computing each class instance and by selecting the highest probability class value [53].

d) AdaBoost: AdaBoost (Adaptive Boosting) is known as the most famous Boosting algorithms, as proposed by [54]. It is able to self-adjust the weak classifiers after learning, and it is sensitive to noise data and outliers. AdaBoost has the ability to avoid overfitting some tasks efficiently and boosts weak learners to converge and become stronger classifiers [55]. The improved performance is achieved with different types of algorithms with the outputs obtained from the combination of a weighted sum.

The sampling to train data is used to replace the random sampling, which places attention on training data that are difficult to process. Weak classifiers are combined by replacing the average voting with a weighted mechanism. The effectiveness of the integrated weak classifiers is guaranteed by equipping the weak classifiers that are effective with a higher
weight and equipping those that are ineffective with a lower weight. It is not necessary to determine the learning performance of the weak algorithm in advance since the classification accuracy of the integrated strong classifier depends on the accuracy of all weak classifiers. The Algorithm that interprets the main idea of AdaBoost can be referred in [56].

e) XGBoost: XGBoost is a scalable machine learning system for tree boosting, which is proposed as an alternative method for predicting a response variable using certain covariates [26]. The system is available as an open-source package and widely recognized in many challenges of machine learning and data mining. Based on a study conducted by [8], some of the advantages of XGBoost are as follows, supports linear classifier, regularization to control the model complexity, capability in using the second order of Taylor expansion, and some more.

IV. RESULTS AND DISCUSSION

A. Data Analysis

Data analysis was conducted after some pre-processing methods such as attributes restructuring and instant with missing value removal applied to the dataset, which contains 4412 instances comprising of 1784 INPATIENT class and 2628 OUTPATIENT class. Some analysis exercises were conducted to determine the characteristics of the dataset. Univariate analysis is performed to determine the distribution pattern of each variable based on instant classes. Fig. 2 depicted the distribution histogram of HAEMATOCRIT features of each class, whereas Fig. 3 presents the MCH distribution pattern. These figures show that, in general, the distribution of HAEMOTOCRIT and MCH features are relatively similar between IN_PATIENT and OUT_PATIENT classes. The HAEMATOCRIT feature of both classes is normally distributed with the dominant value between 25 to 50 and the MCH of 25 to 32/33.

The remaining seven features also present the most similar pattern shown by these four features. The detailed patterns of these features are presented in this article’s appendix. The high degree of feature distribution patterns is similar for both classes because the identification class belongs to a certain instant. Therefore, the classification task for the laboratory test result dataset is challenging.

Another analysis applied to the data is a multivariate correlation, as shown in Fig. 4. The first three features, namely HAEMATOCRIT, HAEMOGLOBINS, and ERYTHROCYTE, are highly correlated. The other high correlation is presented by MCH vs. MCV feature, and from the class point of view, the correlation is roughly the same for both classes.

B. First Modeling Step

In the first modeling step, six classifier techniques, namely, Decision Tree (DT), Random Forest (RF), Gaussian Naïve Bayes, Ada Boost, Ada Boost with DT as the basic learner, and XGBoost were evaluated and applied to two kinds of data representation. The Cross-Validation dataset splitting scenario was performed on the training and testing with KFold value of 10. The testing accuracy performance from the cross-validation experiments is shown in Tables IV and V. In general, for all techniques explored, the first format data representation presented better results compared to the second. This shows that the recoding value of the laboratory test made the data easier for human understanding but reduces accuracy.

For both formats used in data representation, XGBoost and AdaBoost obtained the best testing performance by average with slight differences. For the maximum value, the Random Forest had a testing accuracy of 0.7986, which is outperformed compared to AdaBoost with a maximum accuracy is 0.7964. XGBoost is still the best technique for the maximum results with a testing accuracy performance of 0.8009. Therefore, the second modeling step used both methods in the Format 1 data representation.

1) Second step of modelling: The GridsearchCV hyperparameter tuning of AdaBoost and XGBoost provided the performance results, as shown in Table VI. For both performance parameters, XGBoost achieved better results compared to Ada Boost. It also outperformed the training and testing steps with a different performance pattern. In the training stage, the difference between the accuracy and ROC-AUC performance parameter values between XGBoost and AdaBoost was 0.0671 and 0.0775, respectively, while at the testing phase, the difference was 0.0108 and 0.0166.

Fig. 2. Hematocris Feature Distribution for Two Classes.

Fig. 3. MCH Feature Distribution for Two Classes.

Fig. 4. Multivariate Analysis of Two Classes.
TABLE IV. TESTING ACCURACY PERFORMANCE OF FORMAT 1 DATA REPRESENTATION

|          | DT    | RF    | GaussianNB | AdaBoost | AdaBoost-DT | XGBoost |
|----------|-------|-------|------------|----------|------------|---------|
| Max.     | 0.7014| 0.7986| 0.7392     | 0.7964   | 0.6825     | 0.8009  |
| Min.     | 0.5646| 0.6327| 0.6131     | 0.6448   | 0.5692     | 0.6576  |
| Ave.     | 0.6339| 0.7158| 0.6895     | 0.7208   | 0.6382     | 0.7359  |

TABLE V. TESTING ACCURACY PERFORMANCE OF FORMAT 2 DATA REPRESENTATION

|          | DT    | RF    | GaussianNB | AdaBoost | AdaBoost-DT | XGBoost |
|----------|-------|-------|------------|----------|------------|---------|
| Max.     | 0.6281| 0.6946| 0.7308     | 0.7805   | 0.6719     | 0.7959  |
| Min.     | 0.4751| 0.5737| 0.5737     | 0.4807   | 0.5510     | 0.6009  |
| Ave.     | 0.5757| 0.6335| 0.6546     | 0.6847   | 0.6031     | 0.6969  |

TABLE VI. PERFORMANCE OF GRIDSEARCHCV HYPERPARAMETER TUNING

| Best Hyperparameter | Training | Testing |
|---------------------|----------|---------|
| AdaBoost            |          |         |
| learning_rate=0.1,  | 0.7525   | 0.7471  |
| n_estimators=230,   | 0.8145   | 0.8102  |
| max_depth=5,        |          |         |
| min_child_weight=1, |          |         |
| gamma=0, subsample=0.8, colsample_bysample=0.8, |          |         |
| objective='binary:logistic', nthread=4, scale_pos_weight=1, seed=27 |          |         |

Fig. 5 and Fig. 6 show the details of AdaBoost and XGBoost performance in ROC-AUC. The ROC curve shows that in any stage of specificity, XGBoost provides better AUC results compared to AdaBoost. Another information-insight shown by the curve is the different behaviour pattern of Training-Testing AUC for both classifiers. For XGBoost, Training – AUC is always on top of the Testing – AUC, whereas for AdaBoost in some part of curve Testing-AUC is the same.

XGBoost classifier shows that THROMBOCYTE, AGE, and LEUCOCYTE are the top three factors of patient laboratory test results. Conversely, SEX is the least important attribute of patients, which contributes to the next treatment. The feature importance of patient data is shown in Fig. 7.

Fig. 5. AdaBoost ROC-AUC Graph.

Fig. 6. XGBoost ROC-AUC Graph.
In this research, the EHR dataset was collected from a private hospital located in Jakarta Indonesia to predict patient treatment recommendations. The work is one of limited computational study on a health-medical domain performed based on Indonesia local context. Based on data analysis, it can be concluded that the instant data characteristics belong to each class can be used to determine the next patient treatment. However, since the characteristics are quite similar, this condition makes it difficult to identify and classify challenges manually. The study shows that the XGBoost technique provides the best performance in predicting the next treatment to patients based on their laboratory test results. Another experimental result showed that THROMBOCYTE, AGE, and LEUCOCYTE are the most dominant feature in determining the class of a certain instant data.

The best testing accuracy achieved in the experiment is 0.7579. However, this is not acceptable in the health-medical field, which is related to human life. Therefore, many studies need to be carried out to overcome the obstacles. The limited information utilized as the input of machine learning techniques is one of the barriers addressed. Therefore, the use of additional patients' data such as their medical record history has the ability to improve the quality of the model. Future studies need to be conducted with easy access to patient information.
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