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“Personal responsibility”, one of the basic principles of modern law, requires one to be responsible for what he did. However, personal responsibility is far from the only norm ruling human interactions, especially in social and economic activities. In many collective communities such as among enterprise colleagues and family members, one’s personal interests are often bound to others’ — once one member breaks the rule, a group of people have to bear the punishment or sanction. Such a mechanism is termed “joint liability”. Although many real-world cases have demonstrated that joint liability helps to maintain collective collaboration, a deep and systematic theoretical analysis on how and when joint liability promotes cooperation is lacking. Here we use evolutionary game theory to model an interacting system with joint liability, where one’s losing credit could deteriorate the reputation of the whole group. We provide the analytical condition to predict when cooperation evolves in the presence of joint liability, which is verified by simulations. We also analytically prove that joint liability can greatly promote cooperation. Our work stresses that joint liability is of great significance in promoting the current economic propensity.

I. INTRODUCTION

“Personal responsibility” is one of the basic principles of modern law and stresses that one must bear the responsibility for what he did [1, 2]. Despite its reasonability and prevalence in human society, it is far from the only norm ruling human social interactions and economic activities. In fact, joint liability, which closely binds one’s personal interests to others’, abounds in collective communities, such as among enter-
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prise colleagues, family members, friends, and even in primates society [3–8]. The case of Grameen Bank is the most representative example of joint liability. Due to the lack of valuable collateral, the poor often have less chance to receive loans from the bank. Muhammad Yunus, the founder of the Grameen Bank, introduced the mechanism of joint liability — to get the loan, each borrower must have at least four guarantors (could be other poor); while once a poor people fail to pay the debt back, all including the guarantors will lose the credit and chance to get loans any more [9, 10]. Other examples include: misconduct of a fraction of foreigners will leave the natives with bad impressions of all foreigners [7]; the poor quantity of some products in a shop leads to the trust deficit to all other products [8]. Besides human societies, joint liability widely exists in various animal communities. For example, after food sources being looted by other vervet monkeys, adult females would attack looters’ relatives [6]. In the macaque society, members of different matrilineal groups form alliance, and once being attacked, they often retaliate against a vulnerable member of the attacker’s group [6]. Simply speaking, when a group of people share the joint liability, once one breaks the rule, all of the rest have to bear the punishment or sanction.

In the example of Grameen Bank, after the poor get the loan from the bank, to maximize their temporary interests, they are expected to refuse to pay the debt back. From the perspective of evolution and competition, all guarantors and the borrower lose the credit, while the borrower owns the extra benefit of not paying the debt back. Therefore, theoretically, all individuals eventually evolve into credit-losers. However, the history has seen the success of joint liability mechanism in promoting the prosperity in economic activities. How does joint liability affect individuals’ decision-making? This counter-intuition actually raises a long-standing question in evolutionary biology — given one’s instinct to increase his own benefits, why would cooperation (a kind of altruistic behavior, paying a cost to benefit strangers) prevail? The past decades have seen numerous studies into this cooperation conundrum, and many insightful mechanisms have been revealed, such as direct reciprocity [11, 12], indirect reciprocity [13–16], spatial reciprocity [17–21], and costly punishment [22–26]. In the case of costly punishment, besides cooperators and non-cooperators (called “defectors”), the third type of individuals, called “punishers”, is introduced. Punishers behave like cooperators and take the altruistic behavior, while they also enforce a punishment $\beta$ to the defector at a cost of $\gamma$. In fact, the introduction of punishers leads to a “second-order” social dilemma — compared with cooperators, they pay an extra cost to punish defectors and thus put themselves at a disadvantageous place. Therefore, the punishment mechanism does not certainly work to maintain a cooperative society [22, 26, 27].

The success of Grameen Bank inspires us that joint liability might be facilitative to the evolution of cooperation. Here we use evolutionary game theory to model an evolving system and introduce both the costly punishment and joint liability. We derive a mathematical formula to predict the evolution of cooperation, which well agrees
with the result obtained by simulations. In particular, in the absence of joint liability, cooperation evolves only if $\beta - \gamma > 4c$, where $c$ is the cost of taking cooperation. When joint liability is present, the condition is relaxed to $\beta > \gamma$. In other words, as long as the punishment $\beta$ exceeds the cost of punishment $\gamma$, cooperation evolves. This simple rule supports that joint liability is of great significance in shaping the collective cooperation.

II. MODEL

Inspired by the example of bank loans, we propose a model of joint liability as follows. The system consists of $N$ borrowers and one lender (e.g. a bank). The lender interacts with the borrower and decides whether or not to provide a loan $c$. The borrower, if received the loan, makes an investment and derives a return $b$ ($b > c > 0$). For simplicity, we consider three types of borrowers, namely, punisher, cooperator, and defector. The punishers and cooperators return the loan $c$ after deriving benefits, which gives them a net benefit $b - c$. Defectors, however, choose to keep the loan and have a benefit $b$.

In each generation, the lender interacts with all borrowers, one by one. In general, the lender has a tolerability of $m$ ($1 \leq m \leq N$) — after encountering $m$ defectors, the lender turns to reject lending loans to the rest. Here we assume that after receiving the loan, cooperators and punishers immediately make investments and then return the loan to the lender, and therefore the lender can tell the type of the borrower before the next interaction. $m = 1$ means the lowest tolerability — once encountering a defective individual, the lender rejects lending money to the rest. $m = N$ corresponds to the maximal tolerability, lending money to all borrowers.

Following the loan lending stage, each punisher pays a cost $\gamma$ to impose a fine $\beta$ on each defector (Fig. 1). To ensure that the total fine for a defector and the total cost for a punisher is bounded as the population size grows, we normalize $\gamma$ and $\beta$ by setting $\gamma/(N - 1)$ and $\beta/(N - 1)$. In the subsequent discussion, we call $\gamma$ punishing cost and $\beta$ fine.

Based on these settings, we can calculate the expected payoff for each borrower (see Methods for derivations). The payoffs for punisher, cooperator, and defector are respectively

$$\pi_P = \min \left\{ \frac{m}{N_D + 1}, 1 \right\} (b - c) - \frac{\gamma}{N - 1} N_D,$$

$$\pi_C = \min \left\{ \frac{m}{N_D + 1}, 1 \right\} (b - c),$$

$$\pi_D = \min \left\{ \frac{m}{N_D}, 1 \right\} b - \frac{\beta}{N - 1} N_P.$$
Figure 1. **Illustration of joint liability.** We illustrate a system consisting of six borrowers and one lender with tolerability $m = 1$. Blue, green, and red circles represent punishers (P), cooperators (C), and defectors (D) respectively. (a) Money lending stage. The lender interacts with all borrowers, one by one. After encountering a defective borrower, the lender rejects lending money to the rest. (b) Intragroup punishment stage. Each punisher pays a cost $\gamma$ to impose every defector a fine $\beta$.

Here $N$ is the population size, and $N_P$, $N_C$, $N_D$ are the numbers of punishers, cooperators, defectors respectively. We have $N_P + N_C + N_D = N$.

After both loan lending and intragroup punishment stages, borrowers update their strategies according to the classic pairwise comparison rule [28]. Here we take account of both random strategy exploration and imitation of successful strategies. Specifically, a random borrower $x$ is selected. With probability $\mu$, he switches to a random type, i.e. punisher, cooperator, or defector. With probability $1 - \mu$, another random borrower $y$ is selected among the rest. $x$ compares her payoff ($\pi_x$) with $y$’s ($\pi_y$) and imitates $y$’s strategy with probability

$$\frac{1}{1 + \exp (-\kappa(\pi_y - \pi_x))},$$

(4)

$\kappa$ denotes the selection strength. A larger value of $\kappa$ means the increasing likelihood of imitating the individual with a higher payoff [29].

So far we have presented the minimal model, which helps to deliver the idea of joint liability. We can further extend the model to capture more realistic interaction scenarios. For example, besides the peer punishment, borrowers might interact with each other and defectors might enforce extra selection pressure on cooperators. In Section 3.3, we investigate the case that borrowers play donation game, where a cooperator/punisher pays a cost of $c'$ to bring his opponent a benefit $b'$, $b' > c' > 0$, while defectors do nothing. The donation game is a classic Prisoner’s Dilemma, where defection dominates cooperation [30]. Also, we consider the case where only those defectors identified by the bank are punished. We have demonstrated that all results are qualitatively consistent regardless of the model complexity.
III. RESULTS

A. Finite population

We begin with the setup of rare mutation, in which the system is bounded to evolve into a homogeneous state (i.e. all-cooperator, all-defector, or all-punisher state) before the occurrence of a new mutant. We calculate the fixation probability that the mutant of one type (cooperator, defector, or punisher) takes over the whole population of another type [31]. The fixation probability measures the competition between two types, namely, one’s ability to invade the other type. Using the method of Fudenberg and Imhof [32], we study the average abundance of the three types throughout the evolutionary process.

We investigate four representative interaction situations, namely, one with neither punishment mechanism nor joint liability, one with either only punishment mechanism or only joint liability, and one with both of them. Fig. 2a shows that without punishment mechanism and joint liability, defectors easily invade both populations of cooperators and of punishers, and they dominate the population across the evolutionary process. The introduction of punishment mechanism leads to a slight fluctuation to the evolutionary outcome, but the effects are negligible (see Fig. 2b). Therefore the punishment mechanism alone does not rescue cooperation at all. Intriguingly, joint liability alone is capable of maintaining a high level of cooperation and greatly weakens defectors’ invasion to cooperators or punishers, highlighting more notable effects on cooperation relative to punishment mechanism (see Fig. 2c). We see that the combination of punishment mechanism and joint liability elevates the cooperation remarkably — makes it possible for punishers to invade the population of defectors, and reduces defectors’ abundance to lower than 20% (see Fig. 2d). We further confirm the theoretical predictions by Monte Carlo simulations (see Fig. 2e, f).

Since both punishers and cooperators return the loans borrowed from the lender, they are into the category of altruists. Selection favors altruists over defectors only if the former’s abundance exceeds 2/3. Here we derive the exact condition for the evolution of altruists (see Methods): under weak selection ($\kappa \rightarrow 0$) and in sufficiently large populations ($N \rightarrow \infty$), altruists are favored if and only if the fine to defectors, $\beta$, exceeds the punishing cost, $\gamma$, by a tolerability-based threshold, given by

$$\beta - \gamma > 4c(\delta - \delta \ln \delta),$$

where $\delta = m/N$, denoting the ratio of defectors the lender can tolerate. Function $\delta - \delta \ln \delta$ is monotone increasing (Fig. 3a). So, the more tolerant the lender is, the more difficult it is for altruistic behavior to evolve. For the extreme case with tolerability $m = 1$ and a sufficiently large population size $N$, the condition for altruists to evolve is
Figure 2. **Joint liability boosts cooperation markedly.** For the sufficiently small mutation rate, the system is bounded to evolve into the homogeneous states, full punishers (P), full cooperators (C), or full defectors (D). \( \rho \) denotes the fixation probability that a single individual of one type takes over the whole population of the other type (only fixation probability exceeding \( 1/N \) is presented here). The size of circles and values alongside represent the abundance of strategies. (a) Case with neither joint liability nor punishment mechanism. Defectors dominate. (b) Case with punishment while no joint liability. Punishment mechanism alone does not rescue cooperation. (c) Case with joint liability while no punishment. Joint liability weakens the advantages of defectors over cooperators/punishers. (d) Case with both joint liability and punishment mechanism. Cooperators/punishers dominate. (e) A simulated evolutionary process without joint liability, corresponding to (b). (f) A simulated evolutionary process with joint liability, corresponding to (d). Parameters: \( N = 100 \) (a–d), \( N = 300 \) (e, f), \( \kappa = 0.2 \), \( b = 3 \), \( c = 1 \), \( \gamma = 0.3 \), \( \beta = 2 \), \( m = 1 \), and \( \mu = 0.01 \) (e, f).

\[
\beta > \gamma. \tag{6}
\]

Therefore, for sufficiently small tolerability, the evolutionary outcome is determined by fine \( \beta \) and punishing cost \( \gamma \), while independent of benefit \( b \) and loan \( c \). The case of \( m = N \) means the largest tolerability — the lender lends to every individual even when all of them are defectors. The largest tolerability in fact is equivalent to the absence of joint liability. And we have the condition for the evolution of altruists, given by

\[
\beta > \gamma + 4c. \tag{7}
\]

Equations (6, 7) also support that joint liability relaxes the threshold for altruists to evolve and thus promotes cooperation. We further verify the theoretical analysis by Monte Carlo simulations. As in Fig. 3b, we fix three sets of parameters of punishment (i.e. \( \beta - \gamma \)) and calculate the respective critical tolerability \( m \) below which the abundance of defectors is lower than \( 1/3 \). For different choices of population size \( N \), our analysis (equation (5)) exactly predicts the evolutionary outcome.
Figure 3. The decreasing tolerability provides more benefits to cooperation. (a) Condition for the evolution of cooperation. The decreasing tolerability, i.e. $\delta = m/N$, makes it possible for cooperation to evolve in a broader range of parameters, i.e. $\beta - \gamma$. (b) Results by simulations (colored squares) agree well with analytical predictions (dashed lines). We choose three sets of punishment parameters (i.e, $\beta - \gamma$): 1.32, 2.09, and 2.64. Under these settings, we perform simulations by searching for the value of $m$ with which the stationary abundance of defectors is close to $1/3$ (colored squares). On the other hand, the critical $\delta$ can be calculated by equation (5) analytically, which are 0.1, 0.2, and 0.3 respectively (dashed lines). Parameters: $\mu = 2.5 \times 10^{-3}$, $s = 0.04$, $b = 3$, $c = 1$, $\gamma = 0.3$.

We proceed with investigations into how selection intensity, population size, and mutation rate, affect the evolutionary dynamics. We study a broad parameter range by both theoretical analysis and Monte Carlo simulations. It turns out that the introduction of joint liability can maintain the advantages of cooperators and punishers over defectors for a wide range of selection intensity (Fig. 4a, c). An extremely small selection intensity leads to the evolutionary process close to that under neutral drift, while an extremely large value leads to a nearly deterministic process [33], which does not support the evolution of cooperation. An intermediate value of selection intensity, therefore, sees the highest level of altruists, or say, the lowest level of defectors. Analogously, an intermediate population size $N$ is most beneficial to the evolution of cooperators and punishers (Fig. 4b, d).

For the increasing mutation rate $\mu$, the evolution sees an initial abundance increase in cooperators and punishers, and a following decrease (Fig. 4e). Note that extremely small mutation rates reduce the randomness of the evolving process, and extremely large mutation rates lead to a totally random system. When the mutation rate lies between the two cases, the evolution often sees abundant cooperation. The optimality of intermediate selection intensity and mutation rate both indicate that appropriate randomness is of significance to foster cooperation. Here we provide a few intuitions about the underlying mechanisms. Since paying an extra cost to punish defectors, punishers put themselves at disadvantageous positions compared with cooperators. The increasing selection intensity leads to the extinction of punishers. Once punishers are
Figure 4. Medium-sized selection intensity, population size, and mutation rate benefit cooperation most. We illustrate the abundance of three types of borrowers as a function of selection intensity $\kappa$ (a, c), population size $N$ (b, d), and mutation rate $\mu$ (e). Panels (a, b) present analytical results and (c, d, e) show results by individual-based simulations. The analytical predictions qualitatively agree with the results of simulations, i.e. panels (a, c) and (b, d). An intermediate level of selection intensity, population size, and mutation rate are most beneficial to cooperation. Parameters: $b = 3$, $c = 1$, $\gamma = 0.3$, $\beta = 2$.

eliminated, defectors are free of punishment and dominate the population. However, an intermediate selection intensity enables punishers to eliminate defectors first. The evolution, therefore, ends up with the coexistence of punishers and cooperation since the equal payoff. Also, when the mutation rate is properly large, once the punishers become extinct, a new punisher mutant is likely to appear, which is adverse to defectors. Therefore, a proper mutation rate decreases defectors’ advantages throughout the evolutionary process. The following study of infinite populations further confirms our analysis here based on a finite number of individuals.

B. Infinite population

The setup of an infinite population could lead to totally different evolutionary dynamics from a finite population [34, 35]. Here to prove the generality of the joint liability’s cooperation-promoting effects, we study the infinite population by means of the classic replicator equations. Let $x, y, z$ denote the proportions of punishers, coop-
erators, and defectors respectively, which gives \( x + y + z = 1 \). According to the payoff expressions in the case of finite population, for \( N \to \infty \), we obtain

\[
\pi_P = \min \left\{ \frac{\delta}{z}, 1 \right\} (b - c) - \gamma z, \tag{8}
\]

\[
\pi_C = \min \left\{ \frac{\delta}{z}, 1 \right\} (b - c), \tag{9}
\]

\[
\pi_D = \min \left\{ \frac{\delta}{z}, 1 \right\} b - \beta x. \tag{10}
\]

The average payoff is then given by: \( \bar{\pi} = x\pi_P + y\pi_C + z\pi_D \). We assume that every player with strategy \( i \in \{ P, C, D \} \) adopts another randomly selected player’s strategy, with a probability proportional to the difference between the two player’s payoffs. Let \( x_i \) denote the proportion of players who adopt strategy \( i \) in the population. The replicator equation can be written as

\[
\dot{x}_i = x_i (\pi_i - \bar{\pi}). \tag{11}
\]

Substituting \( \pi_P, \pi_C, \) and \( \pi_D \) into the replicator equation, we can obtain three differential equations. With the relation \( x + y + z = 1 \), the system is actually governed by two independent variables and equations. Choosing \( x \) and \( z \) as the independent variables, the replicator equations can be simplified to

\[
\begin{cases}
\dot{x} = x \left[ (\gamma + \beta)x z - \gamma z - \min \left\{ \frac{\delta}{z}, 1 \right\} cz \right], \\
\dot{z} = z \left[ (\gamma + \beta)x z - \beta x - \min \left\{ \frac{\delta}{z}, 1 \right\} (cz - c) \right].
\end{cases} \tag{12}
\]

We then analyze equilibrium points of the above equation, which is obtained by taking the right-hand side of equation (12) to be 0. We denote the equilibrium point by \( e = (x^*, y^*, z^*) \). There are five solutions: four points

\[
e_1 = (0, 0, 1), \quad e_2 = \left( \frac{2\gamma + \beta - \sqrt{\beta^2 - 4\delta(c + \beta)}}{2(\gamma + \beta)}, 0, \frac{\beta + \sqrt{\beta^2 - 4\delta(c + \beta)}}{2(\gamma + \beta)} \right),
\]

\[
e_3 = \left( \frac{2\gamma + \beta + \sqrt{\beta^2 - 4\delta(c + \beta)}}{2(\gamma + \beta)}, 0, -\frac{\beta - \sqrt{\beta^2 - 4\delta(c + \beta)}}{2(\gamma + \beta)} \right), \quad e_4 = \left( \frac{\gamma + c}{\gamma + \beta}, 0, \frac{\beta - c}{\gamma + \beta} \right),
\]

and a line \( l : z = 0 \). \( e_1 \) and \( l \) always exist. However, \( e_2 \) and \( e_3 \) exist only when their third elements \( z^* \) satisfy \( z^* > \delta \); \( e_4 \) exists only when its element \( z^* \) satisfies \( z^* < \delta \). In Methods, we present all derivative details.

Furthermore, we use the method of linearization to analyze the stability of each equilibrium solution (see Methods). All conditionally existing equilibrium points (i.e. \( e_2, e_3, \) and \( e_4 \)) are unstable. Only \( e_1 \) and a subset of \( l \) are stable. Specifically, only the points in \( \chi = \{ e = (x, 1-x, 0) | c/\beta < x \leq 1 \} \subset l \) are stable. For a better understanding, we use simplex to illustrate the trajectories (see Fig. 5). Throughout the evolutionary
Figure 5. The cooperation-promoting effects of joint liability in infinite populations. Let $e = (x, y, z)$ denote the frequency of punishers, cooperators, and defectors, with $x + y + z = 1$. The triangles represent the frequencies of the three types of individuals. Each arrow line represents a trajectory. The equilibrium points are marked in red. The dark green region is the attraction domain of the state where all individuals are defectors, and the rest region is the attraction domain of the invariant manifold $\chi = \{ e = (x, 1-x, 0)\mid c/\beta < x < 1 \}$. All points on manifold $\chi$ are cooperative states. As tolerability $\delta$ decreases, the attraction domain of $\chi$ becomes larger. It means small $\delta$ can boost cooperation. Even though in the dark green region, trajectories do not converge to cooperative states, small $\delta$ can also change their directions and make them close to cooperative states. For example, let the trajectories start from the same point (the green point) in (a), (b), and (c), the smaller $\delta$ is, the closer the trajectory will get to the line $z = 0$. Parameter settings: $\beta = 2$, $\gamma = 0.3$, $c = 1$.

process, all trajectories starting from the interior of the simplex converge to $e_1$ or $\chi$. The point $e_1$ represents the state where all individuals are defectors, and the set of points on $\chi$ means the population consist of only punishers and cooperators. We call the attraction basin of $e_1$ ($\chi$) defective region (cooperative region).

Fig. 5 shows that the decreasing tolerance ratio $\delta$ is more beneficial to cooperation, which can be understood from two perspectives. Firstly, the cooperative region enlarges as the tolerance ratio $\delta$ decreases. Therefore, when beginning with a random initial configuration, the system is increasingly likely to evolve into the cooperator-punisher state. In addition, the decreasing $\delta$ can change the evolutionary trajectories. For example, although the blue trajectories in Fig. 5a, b, c have the same initial configuration (green dots) and the stationary state (i.e., $e_1$), the evolutionary trajectories are remarkably different. The trajectory for small $\delta$ (see Fig. 5a) could be greatly close to the cooperator-punisher state (i.e., $l$) during the evolutionary process. With any noise or perturbation, the trajectory might fluctuate to the cooperator-punisher state and then become fixed, which is easier than those far away from the cooperator-punisher state. Once again, randomness is expected to play a critical role for joint liability to promote cooperation.
Figure 6. Joint liability stabilizes cooperation when intragroup interactions are considered. Here all intragroup borrowers play donation games. We investigate four cases, with neither punishment and joint liability (a), with punishment alone (b), with joint liability alone (c), with both punishment and joint liability (d). Punishment or joint liability alone could slightly increase cooperation. And they together can elevate cooperation to a remarkably high level. Parameters: $N = 100$, $m = 1$, $s = 0.05$, $\gamma = 0.5$, $\beta = 6$, $b = b' = 3$, $c = c' = 1$.

C. Intragroup interactions

Finally, we extend the research by enabling the intragroup interactions — individuals within the lending group interact with each other and derive payoffs. We assume they play donation games (other games can be studied analogously), a classic prisoner’s dilemma game where defection dominates. In a donation game, a cooperator/punisher offers a benefit $b'$ to his opponent and incurs a cost $c'$; a defector pays nothing. Individuals’ payoff is given by

\[
\pi_P = \min \left\{ \frac{m}{N_D + 1}, 1 \right\} (b - c) - \gamma \frac{N_D}{N - 1} + \frac{N - N_D - 1}{N - 1} b' - c',
\]

\[
\pi_C = \min \left\{ \frac{m}{N_D + 1}, 1 \right\} (b - c) + \frac{N - N_D - 1}{N - 1} b' - c',
\]

\[
\pi_D = \min \left\{ \frac{m}{N_D + 1}, 1 \right\} b - \beta \frac{N_P}{N - 1} + \frac{N - N_D}{N - 1} b'.
\]

The analogous analysis into four cases (Fig. 6) further confirms that cooperation thrives only when both punishment and joint liability work together. The explicit condition for the evolution of cooperation with intragroup interactions is

\[
\beta - \gamma > 4c(\delta - \delta \ln \delta) + 4c'.
\]

IV. DISCUSSION

How cooperators evolve from a population of defectors has long been the enigma in the field of evolution, and has received decades of studies by researchers from different
disciplines [17, 18, 22, 30, 36–39]. However, nearly all prior studies have assumed that
every individual, regardless of taking strategic behavior in a social context or presenting
phenotype in a genetic context, acts and evolves in an isolated way. Here we, for the
first time, introduce the mechanism of joint liability that binds one’s interests with
others’. Given the prevalence in human’s daily and economic activities, our work is
of great significance in theoretically evidencing the positive effects of joint liability on
long-term societal prosperity.

Indeed, in well-developed countries or regions, the wide applications of advanced
technologies such as social media make one’s reputation more visible to the public,
and banks therefore can easily make a decision whether or not to lend the loan by
evaluating one’s personal credit. But in communities lacking these public information,
it is unlikely to accurately evaluate a specific person [40]. A feasible and effective
approach is to refer to the reputation of the whole community. When a sufficiently
large proportion of members have low credits, the rest are also categorized into the
class of credit-losers. Banks, despite the lack of borrowers’ information, can make use
of the joint liability to mitigate the risks of lending loans to those with low credits.

We observe that the introduction of joint liability alone is capable of rescuing coopera-
tion, which can never be achieved by the mechanism of punishment alone. Especially,
the prior studies have shown that costly punishment can hardly evolve [22, 27], since
it requires the punishers to pay an extra cost of implementing punishment, which thus
reduces the punishers’ advantages. We also find that the combination of joint liability
and the punishment mechanism contributes to cooperation most and boosts coopera-
tion to a remarkably high level. In fact, besides the costly punishment, many other
mechanisms such as deporting defectors out of the group, once combined with joint li-
ability, also serves as a great promoter of cooperation. We are left to conclude that the
joint liability gives individuals incentives to punish defectors and the punitive measure
offers individuals tools, which turns out to be indispensable in maintain the large-scale
cooperation.

Furthermore, by both extensive simulations and theoretical analysis, we prove that
the fewer defectors the bank tolerates, the more beneficial it is for cooperation to
evolve. Due to the cooperation-promoting effects of joint liability, one might take the
monotonous effect for granted. However, we argue that although the smaller tolerability
means less chance for defectors to cheat the banks (weakening the advantages of defec-
tors), it also makes it harder for cooperators to increase their benefits (decreasing the
interests of cooperators). The evolutionary outcome actually depends on the balance
between the influence on defectors and cooperators. The evolution has seen the more
detrimental effects to defectors and therefore the relative advantages to cooperators.

Although there are some prior studies about implicated punishment and reputation
mechanism [14, 41–44], we stress that models therein are different from ours. The
implicated punishment assumes that an external supervisor directly imposes a fine on all players when there are defectors in the group [41]. And prior studies about reputation mechanism consider personal reputation — once taking defection, one loses his reputation, and then all other players cease to cooperate with him. The effectiveness of our model, however, relies on collective reputation — one’s personal behavior can affect the whole group’s reputation, which in turn affects the personal reputation of other members. A player affiliated to a group with good reputation can obtain an identification of cooperation even though he never shows the preference to cooperate before. Examples of collective reputation are ubiquitous, such as a product’s brand and a student’s diploma, both serving as a credit certification of their qualities and abilities. Besides, to some degree, joint liability is analogous to the threshold public goods game, in which the total contribution into the common pool must exceed a threshold such that each individual can benefit from the public goods [45–47]. In other words, if the number of defectors who do not contribute is above a certain threshold, none of them obtains payoff. In the joint liability model, the threshold is the lender’s tolerability. If the number of defectors he encounters exceeds this threshold, all other players lose the opportunities to obtain benefits.

To the best of our knowledge, the current work is the first systematic investigation into how joint liability affects the evolution of prosocial behaviors. Given the prevalence of joint liability in all walks of life, a variety of realistic scenarios can be studied. For instance, human society consists of communities of different cultures and religions. Often, one’s impression of a community is based on the limited information and survey to a small number of members, or one’s behavior when interacting with a specific member is determined by his impression of the whole community. A promising research direction is to model multiple communities with joint liability. Furthermore, a prior study has considered the case where the observation of one’s reputation may be subject to noise [14], and find this observation error is vital for the evolutionary stability. Here, an extension worthy of studying is that the lender may judge the borrower by mistake. An occasional error in judging a cooperator may lead to all borrowers’ losing opportunities of leading loans, which may have a great impact on the evolving process. The realistic population is often structured and a large amount of literature has proved that the population structure can notably influence the evolutionary outcome [17, 19, 20, 48–50]. Analogously, the population structure might play an important role in the establishment of the joint liability, i.e. only those socially connected sharing joint liability. Our work, here, presents the initial efforts, which shows joint liability is powerful in promoting cooperation. We expect many deeper insights along this direction.
V. METHODS

A. Payoff calculation

Here, we calculate the expected payoffs for the three types of players. Suppose the lender’s tolerability is \( m \), which means the lender will reject lending to any other individuals in the group after encountering \( m \) defectors. The group has \( N \) individuals consisting of \( N_P \) punishers, \( N_C \) cooperators, and \( N_D \) defectors.

We first assume \( N_D \geq m \). Let random variable \( X \) denotes the number of individuals that the lender interacts with before he rejects lending. We can obtain the probability distribution of \( X \) by making an analogy to the Polya urns problem: In an urn consisting of \( N_C + N_P \) red balls and \( N_D \) black balls, we extract balls one by one without replacement and stop extracting after we have extract \( m \) black balls. Thus, the distribution of \( X \) is

\[
\text{Prob}(X = k) = \frac{(N - k)! \binom{A}{k-m} (k-m)! \binom{k-1}{m-1} (N-A)!}{N!(N-A-m)!}, \tag{17}
\]

where \( A = N_P + N_C \) (\( A + m \leq N \)). The lender provides the group’s all cooperators and punishers with a payoff

\[
\sum_{k=m}^{A+m} \text{Prob}(X = k)[(k-m)(b-c)] = \frac{mA(b-c)}{N_D+1} \tag{18}
\]

in total. So, each cooperator and punisher can get a payoff \( \frac{m(b-c)}{N_D+1} \).

For defectors, the lender always lends to \( m \) defectors in the group before he rejects lending. So, the lender offers all defectors \( mb \) in total. Each defector can get a payoff \( \frac{mb}{N_D} \) in average.

When \( N_D < m \), all individuals in the group can get loans. Thus, each punisher and cooperator obtains \( b - c \) and each defector obtains \( b \).

Considering each punisher imposes a fine \( \beta/(N-1) \) on each defector at a cost of \( \gamma/(N-1) \), we can finally obtain the payoffs for the three types of individuals:

\[
\pi_P = \min \left\{ \frac{m}{N_D + 1}, 1 \right\} (b-c) - \frac{\gamma}{N-1} N_D, \tag{19}
\]

\[
\pi_C = \min \left\{ \frac{m}{N_D + 1}, 1 \right\} (b-c), \tag{20}
\]

\[
\pi_D = \min \left\{ \frac{m}{N_D}, 1 \right\} b - \frac{\beta}{N-1} N_P. \tag{21}
\]
B. Fixation probability approximation

If mutation is rare, a strategy’s frequency at equilibrium can be calculated by computing the stationary distribution of a Markov chain [32]. This Markov chain has three states, which are the three homogeneous population states consisting entirely of punishers (P), cooperators (C), and defectors (D). The transition probability matrix $M$ between these three states is

$$M = \begin{bmatrix}
1 - \mu \rho_{PC}/3 - \mu \rho_{PD}/3 & \mu \rho_{PC}/3 & \mu \rho_{PD}/3 \\
\mu \rho_{CP}/3 & 1 - \mu \rho_{CP}/3 - \mu \rho_{CD}/3 & \mu \rho_{CD}/3 \\
\mu \rho_{DP}/3 & \mu \rho_{DC}/3 & 1 - \mu \rho_{DP}/3 - \mu \rho_{DC}/3
\end{bmatrix}. \quad (22)
$$

Here, $\mu$ is the mutation rate, which does not affect the stationary distribution. Thus, we can set $\mu = 3$. The element $\rho_{XY}$ denotes the probability that a single Y individual can invade and take over the population consisting entirely of X individuals.

If defectors are absent, cooperators and punishers have the same payoff, and the evolving process becomes a neutral drift. Thus, $\rho_{PC}$ and $\rho_{CP}$ both equal $1/N$. We now show how to calculate $\rho_{PD}$ as an example. When computing $\rho_{PD}$, we should assume that the population consist entirely of punishers and defectors. Then, a prior study [31] gives the expression of fixation probability, that is

$$\rho_{PD} = \frac{1}{1 + \sum_{k=1}^{N-1} \prod_{i=1}^{k} \frac{T_{PD}^{+}(i)}{T_{PD}^{-}(i)}}. \quad (23)$$

Here, $T_{PD}^{+}(i)$ and $T_{PD}^{-}(i)$ are the probabilities that the number of defectors increases or decreases by one when there are $i$ defectors in the population. For the pairwise comparison rule, we have

$$T_{PD}^{+}(i) = \frac{N - i}{N} \frac{i}{N - 1} \frac{1}{1 + \exp \left( \kappa (\pi_{P}(i) - \pi_{D}(i)) \right)}, \quad (24)$$

$$T_{PD}^{-}(i) = \frac{i}{N} \frac{N - i}{N - 1} \frac{1}{1 + \exp \left( \kappa (\pi_{D}(i) - \pi_{P}(i)) \right)}. \quad (25)$$

To obtain the punisher and cooperator’s payoffs, we stress that if the lender’s tolerability exceeds the number of defectors among the group, he will lend to all individuals in the group. So, the payoffs are

$$\pi_{P}(i) = \begin{cases} 
\frac{m(b-c)}{i+1} - \gamma \frac{i}{N-1} & \text{if } i \geq m \\
0 & \text{if } i < m \leq 1
\end{cases}, \quad (26)$$

$$\pi_{D}(i) = \begin{cases} 
\frac{mb}{i} - \beta \frac{N-1}{N-1} & \text{if } i \geq m \\
\frac{b}{i} - \beta \frac{N-1}{N-1} & \text{if } i < m \leq 1
\end{cases}. \quad (27)$$
Substituting $T_{PD}^+$ and $T_{PD}$ into equation (23), we obtain

$$\rho_{PD} = \frac{1}{1 + \sum_{k=1}^{N-1} \prod_{i=1}^{k} T_{PD}^{(i)}} = \frac{1}{1 + \sum_{k=1}^{N-1} \prod_{i=1}^{k} 1 + \exp\left(\frac{\lambda \left(\pi_P(i) - \pi_D(i)\right)}{1 + \exp\left(\frac{\lambda \left(\pi_D(i) - \pi_P(i)\right)}{2}ight)}\right)}$$

$$= \frac{1}{N + \kappa \sum_{k=1}^{N-1} \sum_{i=1}^{k} \left(\pi_P(i) - \pi_D(i)\right) + o(\kappa)} \quad (28)$$

Remembering that $\sum_{i=1}^{N} \frac{1}{i} \approx \ln (N + 1) + \zeta$, where $\zeta$ is the Euler’s constant, we have

$$\rho_{PD} \approx \frac{1}{N} \left[1 - \kappa \left(-\frac{N}{6} \gamma + \frac{N}{3} \beta - \frac{m^2}{2N} \right) - m \ln \left(\frac{N}{m}\right)\right] \quad (29)$$

when $N\kappa \to 0$. Similarly, we can obtain $\rho_{DP}$, $\rho_{DC}$, and $\rho_{CD}$:

$$\rho_{DP} \approx \frac{1}{N} \left[1 - \kappa \left(\frac{N}{3} \gamma - \frac{N}{6} \beta + mc - \frac{m^2}{2N} \right)\right], \quad (30)$$

$$\rho_{CD} \approx \frac{1}{N} \left[1 - \kappa \left(-\frac{m^2}{2N} c - mc \ln \left(\frac{N}{m}\right)\right)\right], \quad (31)$$

$$\rho_{DC} \approx \frac{1}{N} \left[1 - \kappa \left(mc - \frac{m^2}{2N} c\right)\right]. \quad (32)$$

By computing the stationary distribution of $\mathbf{M}$, we can get the abundance of the three strategies. The abundance distribution is a row vector $\mathbf{v}$ satisfying $\mathbf{vM} = \mathbf{v}$. Then, we can obtain that $\mathbf{v} = [v_P, v_C, v_D]/(v_P + v_C + v_D)$, where

$$v_P = \rho_{CP} \rho_{DP} + \rho_{CP} \rho_{DC} + \rho_{DP} \rho_{CD}, \quad (33)$$

$$v_C = \rho_{DP} \rho_{PC} + \rho_{PC} \rho_{DC} + \rho_{DC} \rho_{PD}, \quad (34)$$

$$v_D = \rho_{CP} \rho_{PD} + \rho_{PC} \rho_{CD} + \rho_{PD} \rho_{CD}. \quad (35)$$

If the frequency of defectors at equilibrium is less than $1/3$, we say natural selection supports the evolution of cooperation. Thus we obtain the condition for the evolution of cooperation:

$$2v_D < v_P + v_C. \quad (36)$$

Substituting all fixation probabilities (equations (29, 30, 31 and 32)) into equation (36), we have

$$\beta - \gamma - \frac{4m}{N} c + 4c \ln \frac{N}{m} > 0. \quad (37)$$

We call $m/N$ tolerance ratio, denoted by $\delta$. So the condition for the evolution of cooperation can also be written as

$$\beta - \gamma - 4\delta c + 4c \ln \delta > 0. \quad (38)$$
C. Replicator dynamics analysis

In Sec. III B, we have derived the replicator equations. Letting $x$ and $z$ be independent variables, the replicator equations are

$$
\begin{align*}
\dot{x} &= x[(\gamma + \beta)xz - \gamma z - \min\{\delta x, 1\} ez] \\
\dot{z} &= z[(\gamma + \beta)xz - \beta x - \min\{\delta z, 1\}(cz - c)]
\end{align*}
$$

(39)

where $0 < \delta < 1$. We analyze this system by dividing the phase plane into two regions: $z > \delta$ and $z < \delta$. In the region of $z > \delta$, the equation can be written as

$$
\begin{align*}
\dot{x} &= x[(\gamma + \beta)xz - \gamma z - cz] \\
\dot{z} &= z[(\gamma + \beta)xz - \beta x - cz + c\delta]
\end{align*}
$$

(40)

Let $e = (x, y, z)$ denote the proportion of three strategies. Equation (40) has 3 equilibrium solutions: $e_1 = (0, 0, 1)$,

$$
e_2 = \left(\frac{2\gamma + \beta - \sqrt{\beta^2 - 4\delta c(\gamma + \beta)}}{2(\gamma + \beta)}, 0, \frac{\beta + \sqrt{\beta^2 - 4\delta c(\gamma + \beta)}}{2(\gamma + \beta)}\right),$$

$$
e_3 = \left(\frac{2\gamma + \beta + \sqrt{\beta^2 - 4\delta c(\gamma + \beta)}}{2(\gamma + \beta)}, 0, \frac{\beta - \sqrt{\beta^2 - 4\delta c(\gamma + \beta)}}{2(\gamma + \beta)}\right).$$

In the region of $z < \delta$, equation (39) can be written as

$$
\begin{align*}
\dot{x} &= x[(\gamma + \beta)xz - \gamma z - cz] \\
\dot{z} &= z[(\gamma + \beta)xz - \beta x - cz + cz]
\end{align*}
$$

(41)

This equation has 2 equilibrium solutions: a point $e_4 = \left(\frac{\gamma + \beta}{\gamma + \beta}, 0, \frac{\beta - \delta}{\gamma + \beta}\right)$ and a line $l : z = 0$.

Due to the restriction of definition domain, $e_1$, $e_2$, and $e_3$ must be in region of $z > \delta$; $e_4$ and $l$ must be in region of $z < \delta$. $e_1$ and $l$ always exist since they always satisfy the restriction, but the points $e_2$, $e_3$, and $e_4$ do not always exist. Using some basic algebraic manipulations, we can obtain the existing conditions of these three points:

1. When $\beta \leq c$: if $\delta \leq \frac{\beta^2}{4c(\gamma + \beta)}$, $e_2$ and $e_3$ exist; if $\delta > \frac{\beta^2}{4c(\gamma + \beta)}$, none of $e_2$, $e_3$ and $e_4$ exist.
2. When $c < \beta < 2c$: if $0 < \delta < \frac{\beta - c}{\gamma + \beta}$, only $e_2$ exists; if $\frac{\beta - c}{\gamma + \beta} \leq \delta \leq \frac{\beta^2}{4c(\gamma + \beta)}$, $e_2$, $e_3$ and $e_4$ all exist; if $\delta > \frac{\beta^2}{4c(\gamma + \beta)}$, only $e_4$ exists.
3. When $\beta \geq 2c$: if $0 < \delta < \frac{\beta - c}{\gamma + \beta}$, only $e_2$ exists; if $\delta \geq \frac{\beta - c}{\gamma + \beta}$, only $e_4$ exists.

Then, we analyze the stability of these equilibrium solutions. We divide them into two cases, i.e., equation (40) and equation (41).
For equation (40), let \( u = x + z - 1 \). Equation (40) can be simplified to
\[
\begin{align*}
\dot{u} &= (\gamma + \beta)(zu^2 - z^2u + zu) - \delta cu \\
\dot{z} &= -\beta z(u - z + 1) - \delta(c - c) + (\gamma + \beta)z^2(u - z + 1)
\end{align*}
\] (42)

The equilibrium solutions \( e_1, e_2 \) and \( e_3 \) are transformed to \( \tilde{e}_1 = (0, 1), \tilde{e}_2 = (0, \frac{\beta + \sqrt{\beta^2 - 4\delta c(\gamma + \beta)}}{2(\gamma + \beta)}) \) and \( \tilde{e}_3 = (0, \frac{\beta - \sqrt{\beta^2 - 4\delta c(\gamma + \beta)}}{2(\gamma + \beta)}) \) by \( \tilde{e} = (u, z) \). We linearize equation (42), and get the Jacobian at \( u = 0 \):
\[
J|_{u=0} = \begin{bmatrix}
-(\gamma + \beta)z^2 + (\gamma + \beta)z - \delta c & 0 \\
* & 2\beta z - \beta - \delta c - 3(\gamma + \beta)z^2 + 2(\gamma + \beta)z
\end{bmatrix}
\] (43)

The diagonal entries of \( J \) are eigenvalues. Substituting \( \tilde{e}_1, \tilde{e}_2 \) and \( \tilde{e}_3 \) to equation (43), the Jacobian of the system at these solutions are:
\[
J(\tilde{e}_1) = \begin{bmatrix}
-\delta c & 0 \\
* & -\delta c - \gamma
\end{bmatrix}, J(\tilde{e}_2) = \begin{bmatrix}
\frac{\beta + \sqrt{\beta^2 - 4\delta c(\gamma + \beta)}}{2(\gamma + \beta)} & 0 \\
* & \frac{\beta - \sqrt{\beta^2 - 4\delta c(\gamma + \beta)}}{2(\gamma + \beta)}
\end{bmatrix}, J(\tilde{e}_3) = \begin{bmatrix}
0 & 0 \\
* & 0
\end{bmatrix}
\] (44)

Thus, \( J(\tilde{e}_1) \) has two negative eigenvalues; \( J(\tilde{e}_2) \) and \( J(\tilde{e}_3) \) both have at least one positive eigenvalue. So, \( e_1 \) is stable but \( e_2 \) and \( e_3 \) are unstable.

For equation (41), the Jacobian of this system is
\[
J = \begin{bmatrix}
2(\gamma + \beta)xz - \gamma z - cz & (\gamma + \beta)x^2 - \gamma x - cx \\
(\gamma + \beta)z^2 - \beta z & 2(\gamma + \beta)xz - \beta x - 2cz + c
\end{bmatrix}
\] (45)

Substituting \( e_4 \) and \( l \) to equation (45), The Jacobian of the system at these solutions are:
\[
J(e_4) = \begin{bmatrix}
\frac{(\gamma + \beta)(\beta - c)}{\gamma + \beta} & 0 \\
\frac{\gamma(\beta - c)}{\gamma + \beta} & \frac{\gamma(\beta - c)}{\gamma + \beta}
\end{bmatrix}, J(l) = \begin{bmatrix}
0 & (\gamma + \beta)x^2 - \gamma x - cx \\
0 & -\beta x + c
\end{bmatrix}
\] (46)

Since \( \beta > c \) when \( e_4 \) exists, \( J(e_4) \) has two positive eigenvalues. Thus, \( e_4 \) is unstable. Since each point on \( l \) is a fixed point, we only need to check the stability in the direction of \( z \), i.e., the sign of \( -\beta x + c \). If a point on \( l \) satisfies \( x > c/\beta \), this point is stable. Thus, the stable manifold of \( l \) is \( \{ e = (x, 1 - x, 0) | c/\beta < x \leq 1 \} \).
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