Generation of odd-frequency surface superconductivity with spontaneous spin current due to the zero-energy Andreev bound state
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We propose that the odd-frequency s wave (s^{odd} wave) superconducting gap function, which is usually unstable in the bulk, naturally emerges at the edge of d wave superconductors. This prediction is based on the surface spin fluctuation pairing mechanism owing to the zero-energy surface Andreev bound state. The interference between bulk and edge gap functions triggers the d + s^{odd} state, and the generated spin current is a useful signal uncovering the “hidden” odd-frequency gap. In addition, the edge s^{odd} gap can be determined via the proximity effect on the diffusive normal metal. Furthermore, this study provides a decisive validation of the “Hermite odd-frequency gap function,” which has been an open fundamental challenge to this field.

I. INTRODUCTION

In strongly correlated metals, the introduction of an edge or interface frequently generates new electronic states that are quite different from the bulk ones. For example, in unconventional or topological superconductors, the zero-energy surface Andreev bound state (SABS) frequently emerges and reflects the topological property of the bulk superconducting (SC) gap [1–12]. Because the flat band due to the SABS is fragile against perturbations, interesting symmetry-breaking phenomena have been actively considered theoretically [13–16]. A well-known example is the edge s wave state with time-reversal-symmetry (TRS) breaking due to an attractive channel, the so-called d + is wave state [13, 14].

The huge local density of states (LDOS) in the zero-energy SABS also provides novel strongly correlated surface electronic states. For example, surface ferromagnetic (FM) criticality is naturally expected based on the Hubbard model theoretically [17–19]. Edge-induced unconventional superconductivity would be one of the most interesting phenomena due to FM criticality. Based on this mechanism, two of the present authors previously proposed an edge-induced p wave SC state on d wave superconductors [20]. Another exotic possibility of the edge SC state is the “odd-frequency SC state.” However, regardless of the difficulties in its realization, the odd-frequency SC state is attracting considerable attention in the field of superconductivity because the varieties of pairing symmetry are doubled by allowing the odd parity with respect to time [21, 22]. Therefore, an accessible method for generating the odd-frequency gap function is proposed in this study. Although it is possible to consider the induced odd-frequency gap function near the edge [27], there has not been microscopic theory in realistic systems.

The mechanisms and properties of the odd-frequency SC states have been actively discussed by many theorists [21, 22, 27–33]. Based on the spin-fluctuation theory, FM (antiferromagnetic) fluctuations can mediate odd-frequency superconductivity with the s wave triplet (p wave singlet) gap [30, 31–38]. However, if the odd-frequency gap function is Hermitian, it is unstable as a bulk state due to the inevitable emergence of the “paramagnetic Meissner” (para-Meissner) effect [22, 23, 39]. To escape from this difficulty, inhomogeneous SC states with a large center of mass momentum of the gap function have been considered [40]. In contrast, a homogeneous non-Hermitian odd-frequency gap function with the usual Meissner effect has been proposed [31, 32]. However, mixing between Hermitian and non-Hermitian odd-frequency “pair amplitudes” gives rise to an unphysical imaginary contribution to the Josephson current and superfluid density [28]. At present, the essential properties of the odd-frequency gap function remain unknown. To address this challenge, it would be beneficial to study the coexisting states of the odd-frequency and well-known even-frequency gap functions.

In this study, we predict that the odd-frequency spin-triplet s wave (s^{odd} wave) gap function naturally emerges at the edge of d wave superconductors, which is mediated by SABS-induced magnetic fluctuations [18–20]. This prediction is derived from the analysis of the edge SC gap equation based on the cluster Hubbard model with the bulk d wave gap. The obtained bulk+edge superconductivity with TRS accompanies the spontaneous edge spin current, which is an important signal for determining the “hidden” odd-frequency SC gap. This study provides a decisive validation of the spatially localized odd-frequency gap function with the para-Meissner effect.

It is known that the odd-frequency pair amplitude can be induced by external symmetry breaking from conventional even-frequency pairing. If spin-rotational symmetry is broken, odd-frequency spin-triplet s wave pairing can be induced from the conventional spin-singlet one shown in the superconductor/ferromagnet junction [41–43]. On the other hand, translational symmetry breaking can also induce odd-frequency pairing from bulk even-frequency superconductors with translational symmetry breaking [25, 53–54]. In this case, spin-singlet odd-parity (spin-triplet even-parity) pairing can be generated from spin-singlet even-parity (spin-triplet odd-parity) bulk superconductors [25, 53–54]. In these cases, the anomalous...
proximity and para-Meissner effects are induced even if the $s^{odd}$ wave gap function is zero. In particular, the odd-frequency amplitude is enlarged by the zero-energy matrix, and it can induce the $s^{odd}$ wave gap function via the $U$ introduced in this study. In this paper, we study the emergence of the odd-frequency superconducting gap function in the paramagnetic state, mediated by edge-induced ferromagnetic fluctuations.

To investigate the strong correlation effects induced by the huge LDOS in the edge SABS, we apply spin-fluctuation theory to the cluster Hubbard model with an edge structure, as illustrated in Fig. (a). This framework is useful for electronic systems without periodicity because it can naturally elucidate the impurity-induced enhancement of the magnetic fluctuations observed in cuprate superconductors. Note that the non-Fermi liquid transport phenomena and $d$ wave bond order in cuprates are well understood based on the spin-fluctuation theories, by considering vertex corrections correctly.

II. MODEL AND THEORETICAL METHOD

The Hamiltonian is expressed as:

$$\mathcal{H} = H_0 + U \sum_{i} n_{i\uparrow} n_{i\downarrow} + \sum_{i,j} \Delta_{i,j}^{d}(c_{i\uparrow}^\dagger c_{j\downarrow}^\dagger + \text{H.c.}),$$

where $U$ denotes the on-site Coulomb interaction. $H_0 = \sum_{i,j,a} t_{i,j} c_{i,a}^\dagger c_{j,a}$ represents the kinetic term, where $t_{i,j}$ denotes the hopping integral between sites $i$ and $j$. In this study, we set $(t_1, t_2, t_3) = (-1, 1/6, -1/5)$, where $t_n$ is the $n$-th nearest neighbor hopping integral and it corresponds to the YBa$_2$Cu$_3$O$_y$ (YBCO) model. The Fermi energy is $\epsilon_F = 1$. The Fermi surface (FS) in the periodic system is illustrated in Fig. (b). $\Delta_{i,j}^{d}$ is the bulk $d_{xy}$ wave ($d_{x^2-y^2}$ wave) gap function given as $\Delta_{i,j}^{d} = (\Delta^d/4)(\delta_{r_i, r_j} - \delta_{r_i, -r_j})$. A similar bulk $d$ wave gap function is microscopically obtained based on spin-fluctuation theories. Considering this fact, we introduce $\Delta^d$ as the model parameter to simplify the discussion. To reproduce the suppression of the $d$ wave gap near the edge, we multiplied the $d$ wave gap function by the decay factor $\{1 - \exp(-|y_i + y_j - 2)/2\Delta^d\}$. Then, we set the coherence length $\xi = 10$. Figure (c) presents the LDOS at the edge site for $\Delta^d = 0.16$. The obtained sharp SABS-induced peak in LDOS drives the system towards a strong correlation. In the following numerical study, we set the filling as $n = 0.95$. The numerical results are essentially unchanged for $n = 0.8$–1.2.

In this study, we introduce the $2N_y \times 2N_y$ Nambu Green’s function in the presence of the bulk $d$ wave gap

$$\Delta_{y,y'}^{d}(k_x) \equiv \Delta_{y,y'}^{d}(k_x).$$

Since we assume that $\Delta_{i,j}^{d}$ is real, $\{\Delta_{y,y'}^{d}(k_x)\}^\dagger = \Delta_{y,y'}^{d}(k_x)$ is satisfied. Thus, we consider the following Nambu Hamiltonian:

$$\mathcal{H}_d = \sum_{k_x} \left( \hat{c}_{k_x,\uparrow}^\dagger \hat{c}_{k_x,\downarrow} \hat{\Delta}^d(k_x) \Delta^d(k_x) \right),$$

where $\hat{c}_{k_x,\uparrow}$ and $\hat{c}_{k_x,\downarrow}$ represent the $N_y$-component column vector of sites. Next, we define the Green’s functions in the bulk $d$ wave SC state as follows:

$$\left( \begin{array}{c} \hat{G}_d(k_x, i\epsilon_n) \\ \hat{F}_d(k_x, i\epsilon_n) \end{array} \right) = \left( \begin{array}{cc} \hat{\Delta}^{-1}(k_x) & \hat{H}_0(k_x) \\ -\hat{\Delta}^{-1}(k_x) & \hat{\Delta}^{-1}(k_x) \end{array} \right) \left( \begin{array}{c} \hat{c}_{k_x,\uparrow} \\ \hat{c}_{k_x,\downarrow} \end{array} \right)$$

The Fermi surface and the Fermi energy are $\{\Delta^d/4\}$.

(1,1) edge

$$\lambda^{edge} \phi_{y,y'} = \mathcal{G}_{y,y'} \mathcal{G}_{y,y'}^\dagger$$. 

FIG. 1. (a) Cluster Hubbard model with a (1,1) edge. The orthogonal unit vectors ($\hat{x}$, $\hat{y}$) and ($\hat{X}$, $\hat{Y}$) are illustrated. (b) Bulk FS. (c) SABS-induced peak in the LDOS at $\Delta^d = 0.16$ in the case with quasiparticle damping $\gamma = 0.01$. (d) Edge-induced FM fluctuations obtained via the site-dependent RPA $\chi_{xy}(q_x, 0)$ for $T = 0.05$ and $\Delta^d = 0.10$. (e) Linearized edge gap ($\phi^{(+)}$) equation composed of Green’s functions, $\mathcal{G}_d$ and $\mathcal{F}_d$, for $\Delta^d \neq 0$. $\lambda^{edge}$ is the eigenvalue. The second terms on the right-hand side determine the phase difference between $\Delta^d$ and $\phi$.
Then, we calculate the site-dependent spin susceptibility $\chi_{g,y}(g_x, i\omega_l)$ in the cluster Hubbard model with the bulk $d$ wave gap in Eq. (1), using the real-space random-phase-approximation (RPA). Here, we adopt the $k_z$ representation by considering the translational symmetry, and $\omega_l = 2\pi T l$ represents the boson Matsubara frequency. The irreducible susceptibilities are given by $G_d$, $F_d$, and $F_d^+$ as

$$\chi_{g,y}(g_x, i\omega_l) = -T \sum_{k_z,n} G_{dy,y}(q_x + k_x, i\omega_l + i\epsilon_n) \times G_{dy',y}(k_x, i\epsilon_n),$$

$$\varphi_{g,y}(g_x, i\omega_l) = -T \sum_{k_z,n} F_{dy,y}(q_x + k_x, i\omega_l + i\epsilon_n) \times F_{dy',y}(k_x, i\epsilon_n).$$

$\varphi^0$ is finite only in the SC state. The $N_y \times N_y$ matrix of the spin (charge) susceptibility $\chi^s(c)$ is calculated using $\chi^0$ as

$$\chi^{0s}(g_x, i\omega_l) = \chi^0(g_x, i\omega_l) + (-)\varphi^0(g_x, i\omega_l),$$

$$\chi^{sc}(g_x, i\omega_l) = \chi^{0s}(g_x, i\omega_l) \times \left\{ 1 - (+)U\chi^{0s}(g_x, i\omega_l) \right\}^{-1}.$$  

The spin Stoner factor is the largest eigenvalue of $U\chi^{0s}(g_x, i\omega_l)$ at $\omega_l = 0$. The magnetic order is realized when $\alpha_S \geq 1$. The pairing interaction for the triplet SC is given by

$$\hat{V}(q_x, i\omega_l) = U^2 \left( -\frac{1}{2} \chi^s(g_x, i\omega_l) - \frac{1}{2} \chi^c(g_x, i\omega_l) \right).$$

Figure 1(d) illustrates the obtained $\chi^{s,c}_{g,y}(g_x, 0)$ in the $y$th layer at zero frequency. The obtained strong FM fluctuations ($q_x \approx 0$) originate from the SABS [19], and they mediate the spin-triplet edge-induced superconductivity [20].

The linearized triplet gap equations for $\hat{\phi}(k_x, i\epsilon_n)$ ($\propto \langle c_{k_x,\uparrow} c_{k_x,\downarrow} \rangle$) and $\hat{\phi}^+ (k_x, i\epsilon_n)$ ($\propto \langle c_{k_x,\downarrow}^\dagger c_{k_x,\uparrow}^\dagger \rangle$) are presented in Fig. 1(e), and their analytic expressions are

$$\chi^{\text{edge}}_{g,y}(k_x, i\epsilon_n) = -T \sum_{k_z,Y',m} V_{g,y}(k_x - k_z, i\epsilon_n - i\epsilon_m) \times \left\{ G_{g,Y}(k'_z, i\epsilon_m)\phi_{Y,Y'}(k'_z, i\epsilon_m)G_{Y',Y'}(-k'_z, -i\epsilon_m) 
- F_{g,Y}(k'_z, i\epsilon_m)\phi^+_{Y,Y'}(k'_z, i\epsilon_m)F_{Y',Y'}(k'_z, i\epsilon_m) \right\},$$

$$\chi^{\text{odd}}_{g,y}(k_x, i\epsilon_n) = -T \sum_{k_z,Y',m} V_{g,y}(k_x - k_z, i\epsilon_n - i\epsilon_m) \times \left\{ G_{g,Y}(k'_z, i\epsilon_m)\phi_{Y,Y'}(k'_z, i\epsilon_m)G_{Y',Y'}(-k'_z, -i\epsilon_m) 
- F_{g,Y}(k'_z, i\epsilon_m)\phi^+_{Y,Y'}(k'_z, i\epsilon_m)F_{Y',Y'}(k'_z, i\epsilon_m) \right\}. \quad (9)$$

We did not study the singlet gap equation because FM fluctuations suppress spin-singlet gaps. Because the spin-orbit interaction was absent, we assumed that $d \parallel z$ ($S^0_{\text{triplet}} = 0$) in the triplet gap without the loss of generality. A detailed derivation is presented in Appendix A. Based on Ref. [20], we derived the even-frequency $p$ wave triplet gap $\hat{\phi}(k_x, i\epsilon_n) = \hat{\phi}(k_x, -i\epsilon_n)$, where $\epsilon_n = (2n + 1)\pi T$. However, this is not a unique possibility because the odd-frequency pairing state $\hat{\phi}(k_x, i\epsilon_n) = \hat{\phi}(k_x, -i\epsilon_n)$ is not prohibited in principle.

### III. NUMERICAL RESULTS

![FIG. 2. Obtained s_{odd} wave triplet gap at the edge: (a) $\phi_{1,1}(k_x, \pm i\pi T)$ in the first BZ ($-\pi/2 < k_x \leq \pi/2$) and (b) $\phi_{1,1}(k_x = \pi/2, i\epsilon_n)$ in the $\Delta^d_0 = 0.16$ case at $T = 0.05$. Obtained T-dependences of (c) the Stoner factor $\alpha_S$ and (d) the eigenvalue $\chi_{\text{edge}}$ for the s_{odd} wave state. Here, the bulk $d$ wave SC gap appears at $T_{cd} = 0.06$. In addition, $2\Delta^d_0/T_{cd} = 4.0 - 5.3$ for $\Delta^d_0 = 0.12 - 0.16$. The edge s_{odd} wave gap is obtained for $\alpha_S \gtrsim 0.95$ at $T = T_{cd}$.](image)

In the triplet state, the even-frequency (odd-frequency) gap exhibits an odd (even) parity in space due to fermion anticommutation relations. Considering both possibilities, we analyze the gap equation in Fig. 1(e) by considering the $i\epsilon_n$ dependence of $\hat{\phi}(k_x, i\epsilon_n)$ comprehensively. Here, we assume the Hermitian odd-frequency gap function [23]:

$$\phi^+_{g,y}(k_x, i\epsilon_n) = [\phi_{g,y}(k_x, -i\epsilon_n)]^* \quad (11)$$
The reliability of this relationship will be clarified later. We assumed the BCS-type bulk gap function $\Delta_d(T) = \Delta_0^d \tanh (1.74 \sqrt{T_\text{cd}/T - 1})$ with the transition temperature $T_\text{cd} = 0.06$, which corresponds to $\sim 100$ K in cuprates for $z|t_1| \sim 1500$ K with $z = m/m^* \sim 0.3$. Experimentally, $4 < 2\Delta_0^d/T_\text{cd} < 10$ in YBCO [22, 78]. Thus, we set $\Delta_0^d = 0.12$ or 0.16, which corresponds to $2\Delta_0^d/T_\text{cd} = 4.0-5.3$. We set $U = 2.32$, where the spin Stoner factor $\alpha_S$ is 0.975 at $T = T_\text{cd}$.

A. $s^{\text{odd}}$ wave SC state

Figures 2(a) and 2(b) exhibit the $k_x$ and $\iota \epsilon_n$ dependences of the odd-frequency $s$ wave ($s^{\text{odd}}$ wave) gap for $\Delta_0^d = 0.16$ at $T = 0.05$, respectively. Here, the odd-frequency $s^{\text{odd}}$ wave state is obtained as the largest eigenvalue state. At the edge, the pure $s^{\text{odd}}$ gap function is obtained because the $d$ wave gap is zero at $y = 1$.

Figures 2(c) and 2(d) exhibit the obtained spin Stoner factor $\alpha_S$ and the eigenvalue $\chi^{\text{edge}}$ as a function of $T$, respectively. Since SC susceptibility is proportional to $1/[1 - \chi^{\text{edge}}]$, the edge-gap function is expected to appear when $\chi^{\text{edge}} \sim 1$. In the normal state ($\Delta_0^d = 0$), $\chi^{\text{edge}}$ decreases at low $T$ because the pairing interaction for the odd-frequency SC gap is proportional to $T\chi^{\text{edge}}(q_x, 0) \propto T/(1 - \alpha_S)$ [30, 34, 58]. This is a well-known difficulty of the spin-fluctuation-mediated odd-frequency SC mechanism in bulk systems. In contrast, in the presence of the SABS, $\alpha_S$ increases rapidly due to the huge LDOS at zero energy [19, 70]. Therefore, $\chi^{\text{edge}}$ rapidly approaches unity owing to the SABS-induced magnetic criticality [21]. Thus, the SABS-driven odd-frequency SC mechanism is naturally realized at the edge of $d$ wave superconductors.

![Graph](image)

**FIG. 3.** (a) Obtained energy-scale of the dynamical spin susceptibility $\omega_d (\propto 1 - \alpha_S)$ as a function of $T$. Eigenvalues $\chi^{\text{edge}}$ obtained by the pairing interaction $\chi(q_x, 0)\Omega(\omega_d; \omega_d)$ for (b) $\omega_d = 0.04$ and (c) 0.1. As it approaches the magnetic criticality $\omega_d \rightarrow 0$, $T^{\text{odd}}_c$ increases whereas $T^{\text{even}}_c$ decreases. In (b), $T^{\text{odd}}_c$ is higher than $T^{\text{even}}_c$.

B. $s^{\text{odd}}$ wave SC state dominates $p^{\text{even}}$ wave SC state

Here, we discuss the reason behind the edge $s^{\text{odd}}$ wave state dominating the edge even-frequency $p^{\text{even}}$ wave state in this study. In the $k_x$-space argument, the larger condensation energy is expected in the nodeless $s^{\text{odd}}$ wave state. In the $\epsilon_n$-space argument, proximity to the magnetic criticality ($\alpha_S \lesssim 1$) is crucial: The edge pairing interaction $V_{1,1}(q_x, \iota \omega_d) \propto \chi^{\text{edge}}_1(q_x, \iota \omega_d)$ at $q_x \sim 0$ is well fitted by the function $\Omega(\omega_d; \omega_d) = \omega_d/(|\omega_d| + \omega_d)$, and the obtained $\omega_d$ in the present real-space RPA study is presented in Fig. 3 (a). $\omega_d (\propto 1 - \alpha_S)$ approaches zero at the magnetic critical point, and the eigenvalues of even- and odd-frequency solutions become similar [30, 34, 58]. To verify this discussion, we compare the eigenvalues $\chi^{\text{edge}}$ of both $s^{\text{odd}}$ wave and $p^{\text{even}}$ wave states, by introducing a separable pairing interaction $V_{y,y'}(q_x, \iota \omega_d) \propto \chi^{\text{odd}}_{y,y'}(q_x, 0)\Omega(\omega_d; \omega_d)$. The obtained results are presented in Figs. 3 (b) and 3 (c) for $\omega_d = 0.04$ and $\omega_d = 0.1$, respectively. It is verified that the $s^{\text{odd}}$ wave dominates the $p^{\text{even}}$ wave near the quantum criticality $\omega_d = 0.04$, which corresponds to the RPA study demonstrated in Fig. 2. The obtained $s^{\text{odd}}$ wave state should be robust against impurity scattering according to the Anderson theorem.

The obtained edge $s^{\text{odd}}$ wave gap in the $\epsilon_n$ representation is real in the case of $\Delta^d = \text{real}$. That is, $\phi'_{1,1}(k_x, \iota \epsilon_n) \propto \epsilon_n$ is real for small $\epsilon_n$. Then, after the analytic continuation, $\phi' = [\phi'_{1,1}(k_x, \epsilon) + \phi'_{1,1}(k_x, \epsilon)]/2 \propto \iota \epsilon$ becomes purely imaginary. In addition, the triplet gap function is odd with respect to the time reversal. Therefore, the obtained state is the TRS "$d + s^{\text{odd}}$ wave state." Because $\phi'' = [\phi''_{1,1}(k_x, 0) - \phi''_{1,1}(k_x, 0)]/2$ also approaches zero near the magnetic criticality [30], the edge $s^{\text{odd}}$ wave gap will not affect the LDOS at zero-energy. This result is consistent with the ubiquitous presence of the zero-bias conductance peak in the tunneling spectroscopy of cuprates [10, 11, 73, 80].

C. Edge supercurrent

Here, we elucidate the emergence of the nontrivial edge supercurrent in the $d + s^{\text{odd}}$ wave state. In the present cluster model with the $d + s^{\text{odd}}$ wave gap, the charge current along the $x$ axis from layer $y$ [Fig. 1(a)] to any layer is calculated as

$$J^C_x(y) = \sum_{k_x, y', \iota \sigma, \rho} \left\{ (-\epsilon \delta_{\sigma, \rho}) v_x(k_x, y, y') \times G^y_{y', y}(k_x, i \iota \epsilon_n) e^{-i \epsilon_n 0} + (y \leftrightarrow y') \right\},$$  

where $v_x(k_x, y, y') = H^0_{y, y'}(k_x) / k_x$ [61] and $G^y_{y', y}$ presents the Green’s function for the $d + s^{\text{odd}}$ state in Appendix A. Here, we set $\phi_{y,y'}(i \iota \epsilon_n) = \phi''(i \iota \epsilon_n) \delta_{y,1} \delta_{y', 1}$, with $\phi'' = \Delta_0^d = 0.16$, where $\phi''(\epsilon_n)$ is provided in Fig. 2 (b). The numerical results obtained are insensitive to
FIG. 4. (a) Obtained edge currents in the $d + s^{\text{odd}}$ state derived from the edge gap equation shown in Fig. I(e). Here, $d = d_{xy}$. The edge currents in the $p + is^{\text{odd}}$, $d + is^{\text{even}}$, and $p + s^{\text{even}}$ states are illustrated in Appendix D and listed in Table I. Here, we set $\Delta^d = 0.16$ while the $s^{\text{odd}}$-wave gap function is set as $\phi_{xy}((16) = \phi^d f^s(\epsilon_n) \delta_{y,1} \delta_{y',1}$ with $\phi^d = 0.16$, where $f^s(\epsilon_n)$ is given in Fig. 2 (b). (b) Obtained total edge current $J^S_x$ for $\Delta^d = 0.16$ as a function of $\phi^d$.

the parameters $\phi^d$ and $\Delta^d = 0.16$. Accordingly, the total edge current is $J^C_x = \sum_y J^C_y(y)$. We also calculate the spin current along the x axis $J^S_y(y)$, where $\mu$ represents the spin current polarization. It is obtained by replacing $(-\delta_{xy},\rho)$ with $((\hat{h} \delta_{xy},\rho)$ in Eq. (12), where $\hat{h} \delta_{xy}$ depicts the Pauli matrix. Because $s_z$ is conserved in the present SC state, $J^S_{xy}(y)$ is zero for $\mu = x, y$. We emphasize that $J^S_{xy}(y)$ remains constant under the time reversal.

Figure 4(a) presents the obtained currents in the $d + s^{\text{odd}}$ wave state by setting $e = h = 1$. Here, the charge current $J^S_{xy}(y)$ vanishes identically, which is consistent with the experimental reports of muon spin rotation (µ-SR) [22]; however, the non-zero spin current $J^S_{xy}(y)$ flows spontaneously. The spin current polarization is parallel to the $d$ vector. Here, the parity of the mirror operation $\mathcal{M}_x$ is odd because the $d_{xy}$ (sodd) gap has odd (even) parity. In addition, the spin exchange parity is $-1$. Consequently, conduction electrons acquire spin-dependent velocity, and therefore, $J^S_{xy}(y) \neq 0$. The obtained total spin current $J^S_{xy} = \sum_y J^S_{xy}(y)$ is $\phi^d$ linear, as shown in Fig. 4(b). Because $J^S_{xy}$ is linear in $|\phi^d|$, a sizable amount of spin current is expected.

Furthermore, we also study the edge currents in the $d + is^{\text{even}}$, $p + is^{\text{odd}}$, and $p + s^{\text{even}}$ wave states. In the TRS breaking $p + is^{\text{odd}}$ wave state ($p = p_x$), we find that the finite charge current emerges as shown in Fig. 5 (a), whereas spin current vanishes. In the $p + is^{\text{odd}}$ wave state, the parity of $\mathcal{M}_x$ is odd, while the parity of the spin part is even. As a result, $J^C_x \neq 0$ is realized. The present study is a nontrivial extension of the theory of the $d + is^{\text{even}}$ wave state [14].

We notice that, when the bulk SC gap is $p_x$ wave, the SABS that drives the edge $s^{\text{odd}}$ wave state is absent [2]. In the $p_x$ wave SC state, the SABS exists, and the parity of $\mathcal{M}_x$ is not completely even. Therefore, the $p_x$ wave SC state is favorable to realize the odd-frequency SC state with a finite edge current. The $p_x$ wave can be realized by applying the uniaxial strain in the chiral or helical $p$ wave state.

Next, we calculate the edge-induced currents due to the edge even-frequency $s$ wave states. Figures 5(b) and 5(c) are the obtained edge currents in the $d + is^{\text{even}}$ wave and $p + s^{\text{even}}$ wave states, respectively. The obtained charge current in Fig. 5(b) is consistent with the Matsumoto-Shiba theory [14]. The parities and edge currents in the edge odd- and even-frequency SC states are summarized in Table I.

TABLE I. Parities and edge currents in $d + s^{\text{odd}}$, $p + is^{\text{odd}}$, $d + is^{\text{even}}$, and $p + s^{\text{even}}$ wave states for $d = d_{xy}$ and $p = p_x$. These states satisfy $\mathcal{M}_x = -1$. All currents disappear if the phase of the edge gap is shifted by $\pi/2$. No currents flow for $d = d_{x2y^2}$ and $p = p_x$ because $\mathcal{M}_x = +1$.

| SC state | Time-reversal | Spin exchange | $J^C_x$ | $J^S_{xy}$ |
|----------|--------------|---------------|---------|-----------|
| $d + s^{\text{odd}}$ | + | - | 0 | non zero |
| $p + is^{\text{odd}}$ | - | + | non zero 0 |
| $d + is^{\text{even}}$ | - | + | non zero 0 |
| $p + s^{\text{even}}$ | + | - | 0 | non zero |

IV. RELATIONSHIP BETWEEN $\phi$ AND $\phi^+$

Finally, we discuss a fundamental open problem in the relationship between $\phi$ and $\phi^+$ in the odd-frequency gap function. In this study, we assume the relationship in Eq. (11), which is directly derived from the Lehmann representation. This relationship gives the para-Meissner effect, and therefore, it is not as stable as a bulk SC state. Nonetheless, the odd-frequency gap function is naturally expected as the edge-state of bulk superconductivity. However, a different non-Hermitian relation-
ship, $\tilde{\phi}_{y,y'}^{s}(k_x, i \epsilon_n) = [\phi_{y,y'}^{s}(k_x, +i \epsilon_n)]^*$, proposed in Refs. 22, 31–33, which exhibits the usual Meissner effect, inevitably induces imaginary spin current in the $d + s^{\text{odd}}$ wave state, as demonstrated in this study. Therefore, the Hermitian relationship (1) should be the true equation.

To determine the edge $s^{\text{odd}}$ gap function, it is beneficial to focus on the anomalous proximity effect in a diffusive normal metal (DNM), where the quasiparticle in the DNM exhibits a zero-energy peak of the LDOS. In the absence of the edge $s^{\text{odd}}$ gap function, the odd-frequency singlet $p$ wave is solely induced at the interface; however, it cannot penetrate into the DNM. Once the $s^{\text{odd}}$ triplet SC state is induced, it can penetrate into the DNM and generate the zero-energy peak of the LDOS.

V. SUMMARY

We have predicted that an odd-frequency spin-triplet $s$ wave gap function emerges at the edge of $d$ wave superconductors, mediated by the zero-energy SABS-induced ferromagnetic fluctuations. This prediction is obtained from the analysis of the edge SC gap equation based on the cluster Hubbard model with a bulk $d$ wave gap. The predicted odd-frequency $s$ wave gap function is expected to be robust against randomness. The obtained SC state with the TRS accompanies the spontaneous edge spin current. The predicted edge spin current in the $d + s^{\text{odd}}$ wave state is a useful signal for detecting the hidden odd-frequency SC gap function. We also provided decisive validation of the Hermitian relationship [Eq. (1)] of the odd-frequency gap function. An important future issue is to analyze the electronic states below $T^{\text{cs}}_{\text{ex}}$ by considering strong coupling effects, like the self-energy and feedback effects.

We have revealed that SABS-driven spin fluctuations at the edge of the bulk superconductor induce an exotic edge superconductivity. The SABS-driven spin fluctuations will also induce exotic edge charge density wave (CDW) due to the paramagnon interference mechanism. The $d$ wave bond order $72$, $76$, $88$, $p$ wave charge current order $89$, and $p$ wave spin current order $90$ are expected to be realized by the paramagnon interference mechanism. $91$. The emergence of an edge-induced exotic CDW is an important future issue.
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Appendix A: Linearized gap equation for the edge-induced triplet states

In this appendix, we derive the linearized triplet gap equation in the presence of the bulk $d$ wave gap. First, we assume that $\Delta^{d}_{y,y'}^{\uparrow\uparrow}(k_x)$ and the edge triplet gap $\phi_{y,y'}^{s}(k_x, i \epsilon_n) = \phi_{y,y'}^{s}(k_x, +i \epsilon_n)$ are both finite. We ignore the spin orbit interaction, so we can set the $d$ vector as $d = (0, 0, \hat{d})$. Then, we define the $2N_y \times 2N_y$ Green’s functions $\hat{G}_{\text{Nam}}$ in the bulk+edge SC state as follows:

$$\hat{G}_{\text{Nam}} = \left( \begin{array}{cc} \hat{G}^{\uparrow\uparrow}(k_x, i \epsilon_n) & \hat{F}^{\uparrow\uparrow}(k_x, i \epsilon_n) \\ \hat{F}^{\downarrow\uparrow}(k_x, i \epsilon_n) & -i \hat{G}^{\downarrow\uparrow}(-k_x, -i \epsilon_n) \end{array} \right)^{-1}$$

The equation for the triplet gap $\phi_{y,y'}^{s}(k_x, i \epsilon_n)$ is given by

$$\phi_{y,y'}^{s}(k_x, i \epsilon_n) = T \sum_{k'_x, m} V_{y,y'}^{s}(k_x - k'_x, i \epsilon_n - i \epsilon_m) \times \hat{F}^{\text{triplet}}_{y,y', y', y}^{s}(k_x', i \epsilon_m),$$

where $\hat{F}^{\text{triplet}}(k_x, i \epsilon_n) \equiv \{ \hat{F}^{\uparrow\uparrow}(k_x, i \epsilon_n) + \hat{F}^{\downarrow\uparrow}(k_x, i \epsilon_n) \}/2$ is the triplet part of the anomalous Green’s function in the coexisting SC state. In order to linearize (A2), we evaluate $\hat{F}^{\text{triplet}}$ by the first-order perturbation of $\phi$ and $\hat{d}^{\text{odd}}$ to the Green’s functions. Since $\hat{F}^{\text{d}}$ satisfies the relation $\hat{F}^{\uparrow\uparrow}_{d} = -\hat{F}^{\downarrow\uparrow}_{d}$, we obtain $\hat{F}^{\text{triplet}} = -\hat{G}_{d} \hat{d} \hat{G}_{d}^{\dagger} \hat{d}^{\dagger} \hat{F}_{d}$, where $\hat{G}_{d} \equiv \hat{G}_{d}(-k_x, -i \epsilon_n)$. By substituting it into Eq. (A2), we obtain the analytic expression of the linearized triplet gap equation for $\hat{d}$ in Fig. 4(e). The set of Eqs. (9) and (10) gives the linearized triplet gap equation in the presence of the bulk $d$ wave gap. [In Eqs. (9) and (10), the subscript $d$ of $G$ and $F$ is omitted.] The edge triplet SC state appears when the eigenvalue $\lambda^{\text{edge}}$ is around unity.

In the main text, we use the Hermitian odd-frequency gap $\phi^{+}(i \epsilon_n) = -[\phi(i \epsilon_n)]^{\dagger}$, and obtain the time-reversal-symmetry $d + s^{\text{odd}}$ wave state. We note that the eigenvalue $\lambda^{\text{edge}}$ is unchanged even if one assumes a non-Hermitian relation $\phi^{+}(i \epsilon_n) = [\phi(i \epsilon_n)]^{\dagger}$.

In the present study, the Hermitian odd-frequency gap relation gives the finite charge or spin current unless the parity of $\mathcal{M}_x$ is even. On the other hand, the non-Hermitian odd-frequency gap relation leads to unphysical imaginary currents in the cases of the $d + i s^{\text{odd}}$ wave and $p + s^{\text{odd}}$ wave states.

Appendix B: $k_x$ dependence of $s^{\text{odd}}$ gap

Figure 4 shows the weight of the edge layer state ($y = 1$) in the present cluster tight-binding model without $\Delta^{d}$. 
It is given as \( W_y(k_x, \epsilon) = \sum_b \delta(E_{b,k_x} - \epsilon)|U(y, b, k_x)|^2 \), where \( E_{b,k_x} \) is the \( b \)-th band energy at \( k_x \) measured from \( \mu \) and \( U(y, b, k_x) \) is the unitary matrix. Note that the relation \( D_y(\epsilon) = \sum_{k_x} W_y(k_x, \epsilon) \) holds. Since the edge weight is large for \( |k_x| \sim \pi/2 \), the magnitude of the \( s^{odd} \) wave gap function in Fig. 2(a) is large for \( |k_x| \sim \pi/2 \).

Appendix C: Coherence length of the bulk \( d \) wave gap

The \( d \) wave gap function in the Hamiltonian is given as \( \Delta^d_{ij} = (\Delta^d/4)(\delta_{r_i-r_j, \pm X} - \delta_{r_i-r_j, \pm Y}) \). Near the edge layer \((y = 1)\), \( \Delta^d_{ij} \) should be suppressed if the \( y \)-components of the sites \( i \) and \( j \), \( y_i \) and \( y_j \), are smaller than the coherence length \( \xi_d = 10 \). In order to reproduce this suppression, we multiply \( \Delta^d_{ij} \) in the Hamiltonian by the decay factor \( \{1 - \exp[(y_i + y_j - 2)/2\xi_d]\} \) [20]. In the main text, we set the coherence length \( \xi_d = 10 \), and then \( |\Delta^d_{ij}| \) for \( i = (x,y) \) and \( j = (x+1,y+1) \) is given in Fig. 4. From the experimental results [92-93], the coherence length in the \( a-b \) plane of YBCO is 1nm for \( T \ll T_{cd} \). Therefore, \( \xi_d = 10 \) is a reasonable value.

Appendix D: Analysis by modified FLEX approximation

In the main text, we calculated the \( y, y' \)-dependence of the pairing interaction \( V_{y,y'}(k_x, i\omega_n) \) using the site-dependent RPA theory. Here, we calculate \( V_{y,y'}(k_x, i\omega_n) \) using the modified fluctuation-exchange (FLEX) approximation, in order to study the effect of the self-energy effect, by following our previous study [19]. We set \( U = 2.8 \) hereafter.

Figures 8(a) and 8(b) show the \( q_z \) and \( \omega_n \) dependences of the odd-frequency \( s^{odd} \) wave gap at \( T = 0.05 \), respectively. By setting \( \Delta^d_0 = 0.24 \) (0.20) in the Hamiltonian, the normalized \( d \) wave gap is obtained as \( \Delta^d_0 = 0.17 \) (0.14) due to the self-energy in the FLEX approximation [20]. The obtained results are similar to those in Figs. 2(a) and 2(b) in the main text given by the RPA.

Figures 8(c) and 8(d) exhibit the obtained spin Stoner factor \( \alpha_S \) and the eigenvalue \( \lambda^{edge} \) as functions of \( T \), respectively. In the normal state (\( \Delta^d_0 = 0 \)), \( \alpha_S \) moderately increases at low temperatures. In contrast, \( \lambda^{edge} \) decreases at low \( T \) since the pairing interaction for the odd-frequency SC gap is proportional to \( T\chi^s(q_z, 0) \). In contrast, in the presence of the \( d \) wave gap \( \Delta^d_0 \), \( \alpha_S \) rapidly increases due to the huge zero-energy surface Andreev bound state (SABS) peak. Therefore, \( \lambda^{edge} \) rapidly
increases owing to the SABS-induced magnetic criticality \[20\]. These results are similar to those in Figs. 2(c) and 2(d) in the main text.

Thus, the SABS-driven odd-frequency SC state is naturally obtained at the edge of \(d\) wave superconductors, even if the self-energy effect is taken into account based on the modified FLEX theory.
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