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ABSTRACT
When reasoning over complex models, AI tools can generate too many solutions for humans to read and understand. In this case, interactive search-based software engineering techniques might use human preferences to select relevant solutions (and discard the rest). Often, iSBSE methods rely on evolutionary methods that need to score thousands of mutants. Generating those scores can be overwhelming for humans or impractically slow (e.g. if some automated process required extensive CPU to computer those scores).

To address that problem, this paper introduces SNEAK, a semi-supervised learner (SSL) that uses the structure of the data to label a very small number of points, then propagates those labels over its neighbors. Whereas standard SSL addresses single goal problems (classification, regression), SNEAK is unique in that it can handle multi-goal problems. As shown by the experiments of this paper, SNEAK asks for very few labels (30, or even less) even for models with 1000 variables and state spaces of $2^{1000}$ possibilities. Also, the optimization solutions found in this way were within the best 1% of the entire space of solutions. Further, due to the logarithmic nature of its search, in theory, SNEAK should scale well to very large problems. Accordingly we recommend SNEAKing since, at the very least, it is a baseline architecture against which other iSBSE work can be compared. To enable that comparison, all of ours scripts are available at https://github.com/zxcv123456qwe/sneak.
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1 INTRODUCTION
AI tools are currently able to reason over very complex models, and in turn offer us thousands to millions of valid solutions to that model. Many models contain a large quantity of variables $v$ and many more constraints. These constraints can many times introduce so many restrictions to the model that in some cases less than 1\% of the available space of $2^v$ possible choices are legal to them. In these cases, AI tools are of great help to users, quickly finding thousands or millions of satisfying solutions to a model. For example in the SCRUM model described in this paper, a SAT Solver algorithm is capable of finding millions of valid solutions in no time.

However, this introduces a few problems. First of all, there are now too many valid solutions to choose from. Even when optimizing towards different objectives there will exist too many solutions that satisfy the optimization goals. Once these candidate solutions are generated, some form of human preference factor must be applied to find the solution better applicable to the case at hand. One way to find human preferences is through the use of interactive search-based software engineering [56] (iSBSE). iSBSE methods are search methods that allow humans to influence the search and learning process. A big challenge faced by most of the current iSBSE methods is cognitive fatigue (when humans are overwhelmed by too much information). Another problem is that when optimizing these solutions towards multiple goals, too many objective function evaluations are performed, which could potentially become very expensive in terms of computation time. For example if we are optimizing hardware design, a single evaluation requires the synthesis of a sample which could take hours or even days. One more problem is how to design an algorithm that can be generic enough to deal with a high variety of different problems, since these problems are all defined by different models with different constraints. A final problem of most methods in iSBSE is effectiveness (since many of the heuristics used by these methods end up missing important candidate solutions).

Prior work in iSBSE showed that AI tools do not need to reason over all available data. However, while greatly improving on the cognitive fatigue and generality, Lustosa et al’s [36] methods end up performing too many objective function evaluations, and are also limited to binary decision spaces. Through the use of data-mining methods Lustosa et al. have been able to reduce the number of interactions by an order of magnitude compared to previous work, and also reduce the average size of these interactions by another order of magnitude. Using large dataset of candidate solutions generated from models, their methods use meta-knowledge of the space to search eliminating solutions in disagreement with human preferences. From there their methods evaluate each surviving solution to rank them and select the best. While we agree with Lustosa et al. in the sense that the use of data mining tools seem to be the best and most versatile option for general iSBSE, when dealing with expensive evaluation functions their methods end up evaluating from 10 to 15\% of the original dataset. This could prove to be a very strong limiting factor to their methods when reasoning over expensive models.

To further improve the work done by Lustosa et al. [36] in their WHUN algorithm, we have defined a semi-supervised multi-objective optimizer using data-mining technology to dramatically
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reduce the number of objective function evaluations. Our methods have shown to be able to generate “good enough” solutions for expensive evaluation functions evaluating less than 0.5% of the original dataset. From there we have also included a pre-processing step, to discretize any continuous variables from a model into binary ones. This is done by dividing the data into bins of ranges, according to entropy of the distribution. These two changes, represent an architecture for iSBSE. This architecture is here named SNEAK.

We as well as Lustosa et al [36] note this is a poorly explored approach to iSBSE where instead of patching (e.g.) a genetic algorithm with some secondary process [6, 64, 69], we replace the search device with data mining tools that know how to find minimal models. One reason to prefer this approach over other iSBSE tools [56] is that our methods are not specific to any kind of model. Any model that can be discretized to boolean spaces can be processed by SNEAK. Apart from that our methods are capable of dealing with expensive evaluation functions while still producing “good enough” results.

To assess this approach we have explored different models, from product line models (SCRUM, online billing) to software cost estimation models (XOMO, POM). Compared to the previous state-of-the-art [6, 36], SNEAK found solutions within a very low number of interactions and far fewer model evaluations. In our experiments SNEAK could handle very large models with less than 10 interactions, where each time we ask only three questions (median), and evaluating less than 0.5% of the original dataset of candidate solutions. The rest of this paper describes the background to the work, the SNEAK algorithm, the models used to test SNEAK, and the experimental rig used in this analysis.

2 BACKGROUND

2.1 Search-based SE

In this work, a model that describes a space of options is searched for candidate solutions. One complexity of performing this search is that there is a common trade-off between multiple competing goals. As said by Lustosa et al. [36]

- For requirements engineers, we can find the least cost mitigations that enable most requirements [22].
- For project managers, we can explore software process models to find options that deliver more code in less time with fewer bugs [41], or a better aligned software cost estimation model to their current productivity.
- For developers, we might tune data miners looking for ways to find more bugs in fewer lines of code (thereby reducing the human inspection effort required once the learner has finished [24].

Search-based SE (SBSE) encompasses automatic methods for exploring such a trade-space [28]. Unlike more traditional optimization methods (e.g. SIMPLEX [48]), SBSE makes the more realistic assumption that to win on some goals might mean trading-off on others, instead of assuming all goals can be reached.

SBSE is a very active area of research. The work in this area explores various different issues, amongst them:

- software configuration [13, 49, 50];
- project management [11, 13, 14, 29, 30, 32, 43, 44, 51, 59, 60];
- requirements optimization [22, 40];
- software design [11, 19];
- software security [4, 57];
- software quality [1, 3, 16, 25, 35, 58, 68, 72, 76];
- text mining [2, 23, 53, 70];

There are many ways to do SBSE and this paper, as well as the WHUN paper [36], adopts many of the “oversampling” methods from Chen et al. [12]. As described by Lustosa et al. that work compared two approaches to optimization:

- A traditional approach that mutated (say) $10^5$ individuals across (e.g.) $10^7$ generations;
- An oversampling approach that filled the first generation with $(10^2)^2 = 10,000$ individuals, which are then (a) recursively clustered and then (b) pruned by removing sub-trees whose roots are dominated by their nearest neighbor.

In studies with optimizing decisions within product lines, Chen et al. were able to show that such oversampling found solutions as good, or better, than the traditional approaches. This was a natural approach for WHUN and this was also a natural approach for the SNEAK architecture. since:

- Chen et al. as well as Lustosa et al. based their empirical work on software project lines, we expand those algorithms to work within a much broader scope;
- Also, as mentioned in the introduction, our problems start with a large dataset of candidate solutions, since generating solutions is simpler than evaluating them in most cases.

2.2 Interactive Search-based SE

As stated by [36] one issue with standard SBSE methods, is that all of its conclusions are “black-box”. Meaning that these algorithms will run and produce results, even if users have no understanding or input into the process. Interactive SBSE (iSBSE) is a variant of SBSE techniques that attempts to include humans into the reasoning process. More specifically, iSBSE tries to find which preferences, within a range of options, is of largest importance to users.

One question that is frequently asked towards iSBSE research is whether AI should just ignore preferences given that human knowledge and preference might end up forcing optimizers into some sub-optimal region of the data space. If we look at the papers in Table 1 we can see that has not been the general experience in the iSBSE field. The usual result being that we are able to achieve competitive optimization results when also respecting human preference. As stated by Lustosa et al. [36], there are limits to adopting all user preference, for example no matter the preference, humans still cant change gravity at sea-level on the planet earth (approx. 9.8 m/s²). Current state-of-the-art algorithms can, respecting human preference, achieve optimization results that are within 0.5% of the best in the sample.

Lustosa et al. [36] offers a mathematical explanation to their results. In their experiments, specifically on the SCRUM model, the WHUN algorithm selects 20 preferences within a space of 128 boolean variables. That is, the acceptable space to their oracle is $2^{20}/2^{128}$ ≈ a trillionth of the decision space. This means that iSBSE can still work within (1 - 1/trillion) % of the options.
This fraction $\frac{2^{20}}{2^{128}}$ is also a strong motivation to why iSBSE should be an essential part of human+AI decision making. This fraction is so vanishingly small, that a fully automated algorithm has an impossibly small chance to select the options that matter to the user. Therefore iSBSE is essential to stop human preferences from being ignored in search processes.

For all these reasons, we explored the iSBSE literature. Table 1 offers an overview on the current state of iSBSE research. This table was made available on Lustosa et al.'s paper [36]. Same as Lustosa et al. we have explored a prominent paper in iSBSE: The rest of this section will be dedicated to reviewing the iSBSE area using at least one sample paper per technique defined in Table 1.
As shown by Lustosa et al. [36] many of current iSBSE methods have issues with:

- Cognitive fatigue;
- Scalability;
- and Effectiveness.

What was not brought up by Lustosa et al. is the issue of scalability when taking into consideration the cost of the evaluation function of different models. In light of these issues we will reassess some of the examples that were discussed in Lustosa et al.'s work.

As said by Lustosa et al. iSBSE methods can lead to cognitive fatigue when humans are presented with too many options repeatedly. And as we discussed previously, standard SBSE methods can generate and review millions of options. However humans are not capable of quickly and accurately assess this much material.

This is shown through Valerdi [73] whose reports showed that human experts would be unable to quickly assess and understand the effects of a small standard model in the low dozens of features, taking them 9 hours to work through the effects of 10 variables on 10 datapoints. Making the task of evaluating models with hundreds of features and millions of possible options unfeasible.

Takagi’s advices [65–67] that human cognitive fatigue can be decreased by both reducing the number of interactions (I), and reducing the size of each interaction (S), are usually implemented by most of the iSBSE methods, using the decisions made along the way to ignore certain possibilities. As it was shown by Lustosa et al. these reductions were not enough when attempting to generate a more problem agnostic method.

Palma et al. [52] use a state-of-the-art constraint solver (MAX-SMT). This approach is deemed “exact” since it only explores valid solutions. This however comes at a price of extensive user interaction (25 ≤ I ≤ 100). This approach however, although very effective, has issues with cognitive fatigue and scalability. WHUN [36], while also an “exact” approach, was able to solve models 20 times as large as Palma et al. and with 2 to 5 times less interactions. Not only that, but Palma et al.’s methods, are single-objective optimizations, while WHUN works with multiple goals. One other problem with Palma et al.’s methods, is the fact that they will take every sample back to the model for evaluation, which can be a very expensive task depending on the model.

Lin et al. [34] presented a “single-solution based” method towards code refactoring tasks. Their solution will recommend refactoring “paths” to users, that can either accept, reject or ignore them. These interactions are then used as feedback to calculate the next recommendation. In this case S represents the number of refactorings and the size of each of them. Like Palma et al., these methods have issues with scalability and cognitive fatigue, also being single-objective.

Araújo et al. [6] use an evolutionary computation architecture. Their architecture is combined with a learner algorithm. Initially, humans are utilized to evaluate the fitness of examples. Once there are “enough” examples to train a learner, the architecture starts to evaluate examples through the learner. Their approach will start with the setup of the optimization goal (e.g. how many generations it should run for and the number of human interactions). This setup needs to be enough to allow for the learning model to converge. The problem with this approach is that, given a model with too many constraints, it will only generate valid solutions 4% of the time in average [36].

Ferreira et al. [17] proposed a “Swarm intelligence architecture” where the user input their preferences on a particular model for each of the features of a model. The algorithm uses it to change its search approach on the feature space and provides a user with a candidate solution. The user can choose to accept, terminating the algorithm, or reset their preferences to query for a different solution. The problem with this approach is again concerns about cognitive fatigue. Not only that but all instances of the possible solutions are evaluated and ranked.

Lustosa et al. [36] proposed a different approach. Instead of using constraint solvers or evolutionary methods, they have implemented an “exact” algorithm using a modified version of the oversampling methods by Chen et al. [12], the general workflow and architecture for the WHUN algorithm can be seen in black on Figure 1. Via a recursive binary-clustering on the features of the model, and interactions based on statistical analysis of the currently available samples the algorithm is capable of down-sampling to around 15% of the original data within less than 10 interactions on average. Within this 15% it is also possible to find results within 0.95% of the best. The problems faced by the WHUN algorithm are it’s inability to deal with other datasets containing continuous features. And also the fact that once it down-samples to around 15% of the surviving data, this data needs to be evaluated and sorted within the optimization goals to select the best one.

Our methods extend Lustosa et al.’s work as seen in blue on Figure 1. We first apply a simple pre-processing step to discretize continuous variables into bins so that they can be used on WHUN. After it is done down-sampling the data into a better region of space, we use a semi-supervised learning algorithm to approximate data in lower dimensions, reducing the number of necessary model evaluations to reach good results.

### 2.3 Semi-supervised learning

Semi-supervised learners [10] train their models by combining a small amount of labeled data with a large amount of unlabeled data. This is done using assumptions on the manifold, continuity and clustering. The manifold assumption is that data can lie on an approximation manifold of much lower dimension than the original input space. Under this assumption, higher-dimensional data is approximated in a much lower dimension space, with little to no performance loss [33]. When data is distributed over just a few underlying dimensions, there are fewer ways in which examples can differ. Therefore, there is more continuity between nearby examples, making it unnecessary to reason separately about each example. Rather, we can cluster similar examples and reason about a single item per cluster.

Using those assumptions there are many ways to extrapolate from a small number of labels to a larger set of data [79]. For example, GMM with expectation-maximization algorithms [31] use a Gaussian mixture model to cluster the data (and use those clusters to label the data). Further, label propagation algorithms [78] guess labels using a majority vote across the labels seen in nearby examples (or clusters). Label propagation algorithms never update their old labels; on the other hand label spreading algorithms [77] update old
labels using feedback from subsequent labeling. The label spreading algorithm iterates on a similarity matrix between examples and normalizes the edge weights by computing the normalized graph of the Laplacian.

Most methods described within the literature on semi-supervised learning deal with labeling problems where we are working towards a single-goal. In this paper we propose the SNEAK semi-supervised optimizer in order to down sample a large dataset within very few queries to the model. In a sense, the work by Lustosa et al. [36] can also be named an interactive semi-supervised optimizer, for the inner workings of the WHUN algorithm and the SNEAK optimizer are very alike, differing on how to select the next node to be queried and the fact that SNEAK goes to the model to recover the labels for the data when querying a node. The recursive bi-clustering used by both approaches, that made this possible, can be also used as a non-parametric sampling method, allowing for extrapolation between examples in leaves of the recursively clustered data. This is what makes it possible for our methods to set a “Budget” for model evaluations and still achieve good results.

2.4 Multi-objective optimization on expensive evaluation models

One fundamental challenge in many problems in software engineering and other domains is to be able to optimize towards multiple objectives. For a concrete example, one has to balance the number of hours put into tasks, the budget for each task and the quality of each product generated when managing a software development project. Usually there is not a single model that will excel in all objectives, so the best general approach is to identify the best region in space for all objectives and search within those boundaries. This optimal region is named the Pareto frontier. Apart from that, evaluating the objective functions for a model is expensive and noisy. For example, if we take hardware design, the synthesis of a single sample can take hours or even days. The fundamental problem that we will discuss in this section, is how to find this frontier within very few evaluations.

Zuluaga et al. [81] developed PAL, an approach to predict Pareto-optimal points using Gaussian models to predict the objective functions after training in a small subset of the original data. With their approach they were able to reach good results after evaluating around 10% of the samples on simple models (< 10 features). However the objective of this work was to classify every data point with a cheaper function, instead of looking for a single optimal solution. Gelbart et al. [26] developed a Bayesian optimization extension in order to look for a single optimal solution. They formulate the given problem using probabilistic constraints, allowing a user to directly express the trade-off between cost and risk by specifying a confidence parameter. They are able to reach good results within very few evaluations. However, their approach was only tested for very small problems (in terms of number of variables), and is not exact, in the sense that for the problems treated throughout this paper, there is a high likelihood that using these methods would result in very few actual valid solutions at the end of the process. Which was shown by Lustosa et al. [36] about Araujo et al. [6].

Nair et al. [50] developed FLASH, a sequential model-based method (SMBO), as a way to quickly assess and find optimal configurations for software systems. This approach similarly to Gelbart et al. is also generative, being non-exact. However for the set of problems towards which this approach is applicable, FLASH is capable of finding near optimal points within very few evaluations (2 to 4% of the configuration space). While this is extremely efficient for the problems it solves, when we are talking about super complex models with $2^{128}$ possibilities, 2 to 4% of this space is still an impossibly high number.

Chen et al. [12] solved this problem by using oversampling techniques. Their methods are much more suitable for the problems we deal with here. Using a recursive clustering method, the SWAY algorithm is capable of finding results within very few evaluations ($O(\log(N))$ where N is the number of samples generated). Their results are two orders of magnitude faster than other state-of-the-art Multi objective optimizers, while achieving similar results.

SNEAK uses a similar approach to Chen et al’s oversampling methods in order to perform the final evaluations in the post-processing step of our architecture. Given that the interactive search part of our methods is capable of reducing the original space to at most $\sqrt{N}$ candidate solutions. The application of these oversampling methods further reduce the space to at most $\sqrt{n}$, meaning that SNEAK will only evaluate the latter. Also the knowledge of the existence of a representative sample for this surviving set through these techniques allows us to limit further evaluations according to a fixed budget while maintaining good results.

3 THE METHOD

3.1 Pre-processing - Discretizing

As shown in Figure 2 SNEAK’s workflow starts by generating a dataset of valid solutions for a model, either by utilizing a SAT Solver for CNF Models, or other generative methods for different models.

Once this dataset is generated, we discretize any continuous features. Any other discretization method could be applied here as a pre-processor, however we opted for a naive approach of dividing any continuous variable into 4 bins, splitting the data while minimizing entropy and then recursing once more on each half. This method then creates 4 binary features for each original continuous feature.

The reasoning behind this pre-processing step is to expand the methods proposed by Lustosa et al [36]. Their methods while very efficient when compared to other methods in the literature, lacked generality beyond CNF-based models. Using a discretization pre-processor on continuous variables within the distribution of the dataset allows for the use of WHUN [36] towards broader datasets.
3.2 Interactive Search

At the core of SNEAK is a slightly modified version of the WHUN [36] algorithm. WHUN can be described as an interactive search process over a recursive cluster structure. It initially recursively divides the data up to $\sqrt{N}$ sized bins. This is done via Chen et al.’s boolean radial distance metric [12].

From there WHUN ranks all nodes of the tree-like structure to decide where to start exploring the space. These nodes are scored using four heuristics:

- **Refraction**, which can be summarized as never ask the same thing twice;
- **Entropy**, measuring the variability of each variable of the dataset;
- **Depth of first difference**, a measure of how early in the tree-like structure a feature differs in the sub-trees;
- **Differences**, how many different variables are there between the representatives of each side of the current node.

**Refraction** is a value assigned to each feature and each node. Initially it is 0, but once we query the human on a node or feature it’s asked value becomes 1. **Entropy** is calculated at each point of the loop for the remaining candidate solutions. The surviving data at each loop will have solutions that mention different features $F = f_1, f_2 \ldots$, and each of those features will have true or false frequencies defined by $n$ and $N - n$. The entropy is then calculated as the effort to recreate that distribution:

$$e[f_i] = -\left(\frac{n}{N}\log_2\frac{n}{N}\right) - \left(\frac{N-n}{N}\log_2\frac{N-n}{N}\right)$$

The feature with highest entropy is the one that will exclude the most number of remaining solutions. **Depth of first difference** is a measure of how early in the tree structure a certain feature differs in the representatives of the sub-trees in the subset of $N$ remaining candidate solutions. At any point of the loop, the depth is a normalized count of the first difference of that given feature on the tree. Similarly to entropy this feature also selects for nodes that will potentially exclude the largest number of remaining data. Finally **Differences** is a simple xor operation between the representatives of each side of the node. This difference vector is then summed and normalized. As the algorithm progresses, the difference factor becomes smaller and smaller, because the algorithm will be working with solutions of increasingly similarity. The features are ranked in terms of their importance, and so are the nodes using the aforementioned heuristics.

All the heuristics can be summarized by: “never ask the same thing twice, ask things that provide the largest average cut in the dataset, update your metrics as you go”. After ranking the nodes and selecting the best node WHUN will select up to the top 6 features from either side to query the user on their preference. Once an answer is given, WHUN proceeds to remove the non-selected half from consideration, and also any sample from the selected half that does not contain the selected attributes. This process is repeated until the algorithm runs out of interesting nodes or features to ask, which is to say the metrics described above can no longer differentiate surviving samples.

Originally WHUN would then evaluate all surviving samples, around 15% of the data on average, as seen in Table 2. Given that as discussed previously, in many real life scenarios the evaluation of a solution in a model is an expensive task SNEAK skips this step, substituting it with the process described in the following section.

3.2.1 Domination. When dealing with a single-objective optimization problem, a simple sorting function can rank goal values between candidate solutions. However, when dealing with multi-objective reasoning, those candidates must be ranked across many goal values.

**Binary domination** will say that one sample is better than the other if at least one goal is better. But when dealing with three or more goals, binary domination will have trouble distinguishing samples [74].

On the WHUN paper by Lustosa et al. [36] a more simplistic approach towards the multi-objective optimization was used by pure weighted aggregation of the dependent variables via the proposed minimization function, however Sayyad et al. [61] have recommended that the Zitzler’s continuous domination predicate [80] should be used in such cases.

Therefore this paper utilizes Zitzler’s predicate to rank the candidate solutions in order to evaluate the effectiveness of SNEAK.

3.3 Post-Processing - Semi-Supervised Optimization

Once WHUN is stopped before evaluating the candidate solutions, we are left with around 15% of the original data. Given that evaluating this data is expensive we have developed a way to integrate the approach of Chen et al. [12] on their SWAY algorithm to perform a task of semi-supervised optimization on the surviving data. SNEAK uses the FASTmap [21] random projection algorithm to recursively bi-cluster the data. SNEAK finds two distance points, labeled east (E) and west (W). The rest of the data is then divided into two, depending on whether or not each sample is closer to E or W. The algorithm then will compare the median point from each cluster, selecting the side that best optimizes towards the goals [80]. Pruning the worst half of the data and recursing on the rest. This is repeated up to clusters of size $\sqrt{N}$ where $N$ is the size of the dataset passed into the SNEAK semi-supervised optimizer.

Given a model evaluation budget ($B$) we apply the above mentioned techniques in order to sample the dataset down to around 0.35% of the original dataset as seen in Table 2. This step after WHUN has a fixed cost of evaluating around 0.08% of the original data. From there we have the option of evaluating all of the surviving data, evaluating a fixed budget of extra samples from the surviving data or even using the extrapolation techniques discussed previously, select the median sample from the surviving distribution as our solution.

4 CASE STUDIES

To explore the effectiveness of this semi-supervised approach towards iSBSE, we have selected different models within the three categories stated by Chen et al. [12] as representative of variable levels of difficulty in optimization.

- Model size (number of features)
- Conflicts (number of constraints)
- Decision space (discrete or continuous)
From the literature in both SBSE and iSBSE, most problems will fall under small models, with no conflicts on continuous spaces. However, the hardest problems to solve, and the ones used to stress test multi-objective optimization algorithms, are large models with many conflicts on discrete decision spaces.

The models offered here fall within those categories.

4.1 XOMO

XOMO, introduced by Menzies et al. [42], is a general framework that uses Monte Carlo simulations. This model combines four different COCOMO-like software process models in order to calculate project risk, development effort, predicted defects and development time. XOMO’s optimization goal is then to minimize all these metrics. This is a non-trivial task since the objectives are obviously conflicting (e.g.: to reduce project risk and the number of defects, you should raise development effort and development time). That being said, the three XOMO models offered, OSP2, GROUND and FLIGHT (ordered from most to least complex), fall within the simplest models according to Chen et al. XOMO possesses a limited number of features, no conflicts and exists in a continuous space.

4.2 POM3

POM3 is a model for exploring the management process of agile development [8, 9, 54]. The objective of POM3 is find an effective configuration nine continuous variables in order to increase completion rates (measure of project termination), reduce idle rates (measure of time efficiency for team members), and decrease the overall cost. Given the nature of how POM3 models all of the requirements of a project, with costs and a prioritization value, along with a list of dependencies. There are conflicts and constraints in the model, although to a lesser degree than one of the later discussed models. The complexity of our POM3 models follows what was stated by Chen et al. [12], with POM3a being the least complex and POM3c being the most complex of them all. These are considered intermediate complexity models due to them having a small number of features and existing in a continuous space.

4.3 Software Product Lines

A Software Product Line (SPL) is a collection of possible software products, defined by a model. These will share some core functionality. Rocha and Fantinato [18] remind us that product lines are a generalization of the SPL architecture design for business process management. This representation defines the possible legal variations of the core functionality. For example, a phone can be described as an SPL, the core functionality being making and receiving calls, we can look to modern smartphones and all of the different configurations, camera, screens, battery, sensors, processors, etc. These are all possible products of an SPL. In this paper we have used the two SPL models provided by Lustosa et al. [36] SCRUM is a model defining the possible legal configurations of the SCRUM organization framework. The SCRUM model contains 128 features and more than 200 constraints. These constraints are so complicated that out of the $2^{128}$ possible solutions less than 1% is valid. Billing is a simpler model that defines valid configurations for a billing software system. Containing 88 features and 166 constraints, while not as complex as the SCRUM model, the Billing model is complex enough to where less than 1% of its configuration space is valid. Both these models deal with binary variables, each representing a possible feature of the final product. In both models, we seek to minimize costs, efforts and predicted defects, while maximizing features associated with previous success. These are considered as models of high complexity due to the large amount of variables and constraints, and the fact that it’s features are discrete.

4.4 The experiment

For our experiment we have defined three procedures:

- WHUN [36] with the pre-processing step for the XOMO and POM3 models
- SNEAK with an unlimited evaluation budget
- SNEAK with a minimal evaluation budget (SNEAK+)

We have then generated 20 thousand valid samples from each of the models described in the previous sections, through different methods:

- SCRUM & Billing: Generated with a SAT Solver
- XOMO, POM3: Generated utilizing the methods provided by Chen et al. [12]

We then executed the pre-processing on the XOMO and POM3 models to obtain a discretized dataset of the same 20 thousand samples. This increased by a factor of $\approx 4$ the number of variables in the XOMO and POM3 datasets. From here, we have executed each procedure on each dataset 20 times. Recording the number of evaluations, CPU-time and their associated results.

5 RESULTS

5.1 Research Questions

RQ1: Does discretizing the continuous variables impact on the performance of the algorithm?

When running both pure WHUN and SNEAK on datasets with discretized variables (Flight, Ground, OSP2 and the POM3x), there seems to be some small degradation on the quality of the results as seen on Table 2. Even so, the results are comparable in performance with the non discretized datasets, not only that but as seen on Table 3 the performance of the algorithm is still very high on discretized datasets given that sensible preferences are applied towards the
Table 2: Performance Comparison on 8 Datasets (lower is better). Dom refers to the distance to heaven according to Zistler’s 
predicate. DomP refers to the distance to heaven according to Zistler’s predicate, taking into account human preference as a 
new goal.

| Dataset | WHUN | SNEAK |
|---------|------|-------|
|         | Dom  | DomP  | % Dataset Evaluated | Dom  | DomP  | % Dataset Evaluated |
| SCRUM   | 8.00%| 0.01% | 14.00%              | 11.00%| 0.25% | 0.50%               |
| Billing | 7.00%| 0.01% | 10.50%              | 9.00%| 0.28% | 0.50%               |
| Flight  | 10.00%| 0.05% | 20.00%              | 10.00%| 0.95% | 0.45%               |
| Ground | 12.00%| 0.05% | 22.00%              | 15.00%| 1.20% | 0.45%               |
| OSP2   | 7.00%| 0.05% | 19.00%              | 12.00%| 1.50% | 0.45%               |
| POM3a | 8.00%| 0.05% | 15.00%              | 13.00%| 2.00% | 0.30%               |
| POM3b | 11.00%| 0.05% | 12.00%              | 12.00%| 1.00% | 0.40%               |
| POM3c | 10.00%| 0.05% | 14.00%              | 11.00%| 1.10% | 0.45%               |

Search process. Even so the results support that on average dis-
cretized datasets will return results from 1.5% to 6% of the best 
results depending on the allowed budget for evaluations.

RQ2: What is the impact of the pre and post processing steps 
to the runtime and scalability of the algorithm?
The pre-processing step was not included into the SNEAK algo-
rithm time calculation, being a requirement for the algorithm to 
operate. This step can be done only once and a dataset generated
from it can be reused multiple times. Nonetheless a simple entropy 
based binary discretizer was able to run in all versions of the XOMO 
and POM datasets in seconds.

However when we analyzed the cost of evaluation in the original 
WHUN algorithm, we noticed that around 80 to 90% of the CPU 
time was used towards evaluation of the surviving solutions. On 
average WHUN would run in 0.5s and evaluate solutions for the 
remaining of the time in all cases covered by Lustosa et al. [36]. This 
was not as impactful on their paper given that the models they were 
using had very inexpensive evaluation functions. Given this fact, 
even with the overhead of the secondary semi supervised algorithm, 
SNEAK runs 85 to 80% faster depending on the evaluation budget 
when compared to WHUN.

Exploring further we did a trial run on the 1000 variables model 
provided by Lustosa et al. [36]. In the case of the WHUN algo-
rithm, the evaluations process takes up about 97% of the CPU time, 
totaling on average 14.5s of runtime. SNEAK was able to run to 
completion on this algorithm in 2 to 2.5s on average depending on 
the evaluation budget.

In one other further trial we have simulated an expensive func-
tion for the model by adding a one second sleep in the processing
for each evaluation. For the SCRUM dataset, with this simulation
WHUN ran in 25 minutes (~1500 evaluations). Meanwhile SNEAK 
finished running in about 51 seconds (~ 50 evaluations).

So the post processing step is very important in guaranteeing 
the scalability of the algorithm when facing either large datasets or 
time consuming evaluation functions.

RQ3: What are the trade-offs when we reduce the number 
of evaluations?
By definition, the best possible strategy to select the best solution 
in a list of solutions would be to evaluate them all, sort them and 
select the best solution. WHUN [36] does exactly that. As discussed 
previously this step is extremely CPU intensive, even when dealing 
with low cost evaluation functions it can take over of about 80% of 
the CPU time. SNEAK’s strategy, while sub optimal when compared 
to WHUN, still yields good results. As seen in Table 2 SNEAK 
regardless of budget strategy is still able to reach scores within 
the top 5% of all available solutions, and given a small budget of 
evaluations we can consistently reach scores within the top 1% of 
all available solutions.

When we put our experiments into perspective we obtain the 
chart in Figure 3, where we can clearly see a hockey stick like 
pattern emerge in both dominations (with or without human pref-
rence). This pattern indicates that while we are able to sharply 

improve results within few evaluations, after some point the curve 
starts to stabilize, with reducing gains in performance for similar 
amounts of effort. That as a given, we are able to establish a low 
number of evaluations being necessary for finding solutions within 
the top 1%. This also establishes an expectation on the quality of the 
solution given the budget of evaluations for the problem at hand.
5.2 Using an automated oracle

Given the nature of the oracle used in this paper in lieu of a human participant, it is expected that random selections of model characteristics are not optimal to search. In general it is expected that expert knowledge will function as a strong guide towards a good region in space from which we can select candidate solutions.

In Table 3 we present one of the cases when the decision made by the Oracle guided us to a much more optimal space. Allowing us on all treatments to reach results within 4% of the best available solutions in the dataset, and within 2% when taking preference into consideration. Studying the decisions made in this specific run, we found that the oracle had selected characteristics associated with a good software cost estimation model for XOMO. Which in turn better guided SNEAK towards better results.

Table 3: One of the best runs (for expected values seen in 20 repeats, see Table 2

| Sample Run (Flight Dataset) | WHUN | SNEAK | SNEAK+ |
|----------------------------|------|-------|-------|
| Treatment                  | WHUN | SNEAK | SNEAK+ |
| Dominance                  | 0.80%| 1.50% | 3.60% |
| Dominance + Preference     | 0.30%| 0.89% | 1.51% |
| % Dataset Evaluated        | 15.5%| 0.45% | 0.08% |

6 DISCUSSION: WHY TO SNEAK

Here we discuss the advantages of SNEAKing and its uniqueness over other methods in iSBSE.

**Generality:** The usage of a binary discretizer as a pre-processing step makes it so that SNEAK is capable of dealing with any configuration problem and any other problem that can be reduced somehow to a binary decision space. Thus practically any model can be reduced to a form acceptable by SNEAK’s architecture. The fact that a dataset of valid solutions is pre-generated, and then sampled from, also eliminates any problems that could arise from constraints when generating new solutions through non exact algorithms.

**Scalability:** WHUN [36] on it’s own had solved scalability in regards to the number of variables and constraints in a model. Other works in iSBSE tend to be limited in this, either because of CPU-time constraints, or due to the excessive cognitive fatigue generated by their methods. However, WHUN did not address the problems arising from models with extremely expensive evaluations of their objective function [81]. SNEAK via the usage of semi-supervised learning techniques combined with multi-objective optimization techniques is capable of reducing by a large margin the total number of evaluations necessary to reach a “good enough” solution.

**Exactness:** Before SNEAK, and to the best of our knowledge, only two other methods in the iSBSE literature have been used exact techniques to solve their set of problems (Palma et al. [52] and Lustosa et al. [36]). Exact algorithms are extremely important on problems containing a large quantity of constraints. SNEAK is an improvement over MAX-SMT [52] and WHUN [36] on it’s generality and scalability.

**Versatility:** SNEAK is not limited to a small subset of problems. In fact any problem that can be reduced to it’s architectural requirements can possibly be solved by SNEAK. Given the decoupling of the components in the architecture SNEAK could be modified to better fit towards different problems.

7 THREATS TO VALIDITY

Given this to be an empirical study, biases can affect the final results. Therefore, the conclusions made from this work need to be considered with the following issues in mind:

**Evaluation Bias** As discussed in subsection 5.2, we have utilized an automated oracle instead of human, this was done for the reasons discussed in Lustosa et al.’s [36] work. Using humans to test this algorithm for the number of runs would be incredibly expensive. The experiments detailed here were run for over 500 times, and using the rationale of Valerdi [73]. Although a single run is relatively inexpensive for humans due to the low number of evaluations and their size, 500 runs of the algorithm would mean the evaluation of over 8000 variables in under 2500 interactions. If we take Valerdi’s numbers as a fact for this case it would result in over 2000 man hours of evaluations.

**Sampling Bias** This will always threat an empirical study, we have followed advice from previous work in the literature [12] in selecting and defining our datasets in order to cover the spectrum of possible data. However, the behavior of SNEAK should still be evaluated towards much larger models, and models defining different problems in Software Engineering.

**Algorithm bias** For our pre-processing step we have used a naive approach to discretize continuous variables in bins of equal entropy. Other techniques may exist that will be more effective and better represent continuous variables as binary values. Also the WHUN algorithm [36] might not be the most effective solution for models such as XOMO where there are no constraints. Still the architecture defined by SNEAK can be considered generic enough for a large variety of SE and non SE related problems.

8 CONCLUSION

When AI tools are capable of finding a large amount of solutions, we need iSBSE to help us sort out which solution applies towards our preferences. However, current iSBSE methods lack one or more of three factors: Generality, Versatility and Scalability.

Here we extend the work of Lustosa et al. [36] by offering an iSBSE general purpose multi-objective optimizer that uses the WHUN algorithm at it’s core, SNEAK. Using discretization techniques paired with semi-supervised learning we are able to dramatically increase the scope of problems treated by this algorithm, while also creating a possibility for a much reduced number of model evaluations within a fixed budget. The usage of these techniques, to the best of our knowledge had not yet been applied in iSBSE literature.

Compared to the previous state-of-the-art [36], SNEAK is capable of solving a much broader range of issues by simply including it’s pre-processing step. It also cuts down on the number of objective function evaluations by a factor of $\approx 40$ with maximal budget and of $\approx 200$ with minimal budget. Even with such dramatic cuts in
evaluations SNEAK is still capable of finding solutions within the top 1% of the best solutions in the dataset.

Therefore we recommend the use of semi-supervised techniques in conjunction with existing iSSE methods in order to dramatically decrease the number of model evaluations required to reach a "good enough" solution. We also reiterate the advice made by Lustosa et al. [36]. For better iSSE, it is better to use data-mining techniques instead of patching an existing search-based algorithm to focus the subsequent search within the set of learned human preferences.
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