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Abstract

The spread in the use of tracking systems in sport has made fine-grained spatiotemporal analysis a primary focus of an emerging sports analytics industry. Recently publicized tracking data for men’s professional tennis allows for the first detailed spatial analysis of return impact. Mixture models are an appealing model-based framework for spatial analysis in sport, where latent variable discovery is often of primary interest. Although finite mixture models have the advantages of interpretability and scalability, most implementations assume standard parametric distributions for outcomes conditioned on latent variables. In this paper, we present a more flexible alternative that allows the latent conditional distribution to be a mixed member of finite Gaussian mixtures. Our model was motivated by our efforts to describe common styles of return impact location of professional tennis players and is the reason we name the approach a ‘latent style allocation’ model. In a fully Bayesian implementation, we apply the model to 142,803 return points played by 141 top players at Association of Tennis Professional events between 2018 and 2020 and show that the latent style allocation improves predictive performance over a finite Gaussian mixture model and identifies six unique impact styles on the first and second serve return.
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1 Introduction

The last two decades have witnessed an explosion in the use of tracking data systems in professional sports [5]. Tracking systems capture fine-grained spatiotemporal information during competitive events and provide detailed summaries of player performance. Analysis of tracking data is regarded as a critical tool for gaining a competitive edge in sport and, as such, has become the central focus of an emerging sports analytics industry [21][10].

Tracking systems began to be used at professional tennis events in the late 2000s for line call review [9]. In the past decade, the use of camera-based tracking systems have become a mainstay of major events, resulting in the collection of detailed positional data for hundreds of men’s and women’s tennis matches each year. Despite the wealth of positional data in the sport, the proprietary restrictions on these data have been a hindrance to research into tennis performance. As a result, only a limited number of studies have described the spatiotemporal characteristics of shots in tennis [15], and most have focused only on the serve [30][11][19].

The serve return is the first shot of the receiver, making it the most important receiving shot in tennis. Despite its importance, few studies have considered the serve return characteristics of professional players. Hizan and colleagues looked at the distribution of landing location of elite junior players by categorizing the location into three different zones from which they observed that 50-70% of serve returns were hit to the middle of the court [12]. Reid, Morgan and Whiteside examined individual summary statistics of the serve return among Australian Open players, including depth of position and contact height [24]. Earlier studies had spatial data of the serve return yet restricted their analyses to univariate summaries of the physical properties of the tennis shot. To our knowledge, no prior work has directly modeled the multi-dimensional spatial characteristics of the serve return.
Across sports, a number of strategies for modeling spatial data have emerged in recent years. Popular strategies involve coarsening of spatial coordinates—either as counts on a segmented field or as image masks for applications in computer vision—each losing information from the outset. Owing to the complexity of spatial data in sport, a number of authors have proposed non-parametric methods to model tracking data. Gaussian processes have been a common non-parametric method in sports applications, with multiple examples in basketball and soccer. The major strength of such non-parametric approaches is their flexibility. However, that flexibility often comes at the cost of interpretability and scalability.

Recently, mixture models have emerged as a more scalable and interpretable model-based framework for spatial data problems in sport. One of the most appealing features of mixture models for sports applications is that they directly embed a latent group factor, which can be interpreted as an unobserved subgroup category. Gaussian mixture models have been used in tennis to build a taxonomy of shots and a generative model for shot events. Dutta, Yurko and Ventura (2020) applied finite Gaussian mixture models to discover coverage types for passing plays from NFL tracking data. Hu, Yang and Xue (2020) used a log Gaussian Cox process with a mixture of finite mixtures to describe shooting styles among NBA players.

There is a growing recognition of the advantages of mixture models for sports spatial data. Yet current mixture model approaches have a major limitation: the conditional distribution for the spatial outcome, conditioned on the latent category, follows a standard multivariate distribution. As a result, latent clusters are modelled with parametric distributions which may be overly restrictive for some spatial applications. In this paper, we address this limitation by introducing a Gaussian mixture model with latent style allocation, where the style-specific distribution is itself a finite mixture of multivariate Gaussians. We apply this model to newly released public data on the return impact position of professional tennis players and show that it improves the unsupervised classification of the styles of player positioning when receiving serve.

2 Tennis Terms

A singles tennis match is a contest between two players played on opposite sides of a net on a court with an inbounds area that is 23.78 meters long and 8.23 meters wide. In professional tennis, the dimensions of the tennis court do not change but the court surface can be any one of three major surface types: clay, grass, or hard court.

Every tennis match consists of multiple sets and multiple games within a set. In each game, one player is the server and the other is the receiver, the roles alternating with each game. The serving player takes the first shot of the point which is called the ‘serve’. A serve is typically an overhead shot and it must land in the service box—a rectangle on the opposite side of the net of dimensions 6.4 meters deep and 4.115 meters wide—without touching the net for the point to proceed. Odd points are served to the service box located left of the center on the receiver’s side (the ‘Deuce’ side) and even points are played to the service box located left of center (the ‘Ad’ side). A server has two attempts to put the serve in play. If the second serve attempt is not in play, the server has committed a ‘double fault’ and automatically loses the point. A serve that is in play may or may not be returned by the receiver. The receiver is said to ‘return’ the serve when they hit a shot off the serve that goes over the net and lands inbounds.

3 Exploration of Return Impact Data

The Association of Tennis Professionals (ATP) is the main organizer of tournaments in men’s professional tennis. Beginning in 2018, the ATP began to provide summaries of tracking data on its website, including the location of ball at impact on the serve return (www.atptour.com). The data on returns include shots ending in an error or shots in play. When the receiver does not make contact with the serve, when a serve is an ace, for example, there is no return impact information. The data for the present study comprises return impact location, serve number, serving player, returning player, court side, match surface, event name and date for all matches with published tracking data between 2018 and 2020. Matches with 30 or more return points were considered complete and were retained for analysis. Further, to focus on top players, only receivers with 3 or more matches were included. After applying these inclusion criteria, the final sample included 141 receiving players, 1,334 matches, and 142,803 return points.

The ‘return impact’ is the event when the receiver’s racquet makes contact with the ball on the serve return. The 2D position consists of the lateral and longitudinal location of the ball, which will be referred to as the ‘lateral position’ and ‘depth position’, respectively. All coordinates are in meters. For the lateral position, the coordinate is the distance from the centre line down the middle of the court, with negative values being left of center and positive values right of center. The depth position is the distance from the baseline with positive values indicating a location inside the court and negative values a location beyond the baseline. An illustration of some of the return impact data is shown in Figure 1.
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Figure 1: Illustration of the return impact location and its 2D spatial measurement. The ‘lateral position’ is the length in meters of a straight line from the ball location at impact to the centre line of the court. The ‘depth position’ is the length in meters of a straight line from the ball location to the baseline, with positions beyond the baseline taking a negative value.

A typical sample of the return impact locations is shown in Figure 2. The first row of plots show the return impact locations for Dominic Thiem for one clay court match against Roger Federer played in 2019. On both first serve (to the left) and second serve (to the right), Thiem’s impact locations show strong evidence of clustering where the region within 2-3 meters behind the baseline was rarely the depth of impact in this match. Multiple modes in both the lateral and depth dimensions are also seen in the lower panel that shows sample positions of Stan Wawrinka from one hard court match played against Andy Murray in 2019. Wawrinka was more often inside the court on the second serve return than the first serve return, though he did make impact at depth of 3 meters or more behind the baseline on some second serves.

Figure 3 summarizes the regions of highest density in 2D space over all of the return points in the study sample. On first serve return, we observe strong clustering in the lateral dimension, with the region of 2-4 meters from the center of the court infrequently the position of impact. There are marked differences in the depth of position on the first serve return by surface, where the highest probability of depths of more than 3 meters beyond the baseline occurs on clay courts. In general, impact locations on the second serve return show less clustering along the lateral dimension but more in the depth dimension, especially on the clay surface.

The empirical summaries presented in this section highlight several key properties of the spatial distribution of return impact. Both the modes and variances of return impact distribution appear to be influenced by surface, serve type and player. Even within player, it is possible to observe clustering in both the lateral and depth dimensions that is not explained by match-to-match variation or serve type and would not be well-described by a multivariate normal distribution.

4 Model

4.1 Finite Mixture

Let $Y_{ij} = (x_{ij}, y_{ij})$ be the $i$th receiver’s coordinate for the return position on their $j$th return impact point. One of the simplest models to describe the spatial distribution of $Y_{ij}$ is a multivariate normal, $Y_{ij} \sim MVN(\mu, \Sigma)$. This model would make the strong assumption that all return positions are generated by a common mean and covariance. However, given the non-standard patterns of the return impact positions observed in our exploratory analysis, we seek a less restrictive descriptive model.

One extension of the simple MVN model is to suppose that there are $K$ unknown return styles, each with their own mean and covariance, $(\mu_k, \Sigma_k)$. In this case, each observation has a style type, $k_{ij}$, and the generative model is conditional on the style type. Namely,
Figure 2: Return impact locations from a single match for two illustrative players: Dominic Thiem and Stan Wawrinka.
Figure 3: 2D contour density of all return impact locations in the study sample by serve number and court surface.
A Statistical Model of Serve Return Impact

\[ Y_{ij} | k_{ij} = k \sim MVN(\mu_k, \Sigma_k). \]

The style group is not actually known but is instead a latent quantity. For this reason, the style groups are given their own distribution.

\[ k_{ij} \sim \textit{Categorical}(\Theta_K) \]

In this case, the total number of styles \( K \) is treated as known and all \( k_{ij} \) are generated from a common distribution. This is an example of a finite mixture model.

A key assumption of the finite mixture model and popular extensions of it, including the mixed membership model, is that the group conditional distribution is still a standard density. For the present example, this equates to the assumption that player return styles can be well described by a multivariate normal. Yet our exploratory analysis shows that, even within individual player, there is clustering in return position that would not be adequately represented by any standard multivariate density. Thus, we seek an extension of standard mixture approaches that can account for within-style clustering in return impact position.

### 4.2 Latent Style Allocation

The latent style allocation model introduces a more flexible description of return impact styles by modeling styles as a mixture distribution. This is accomplished via a two-level latent variable mixture model. The highest latent variable is the style factor consisting of \( K \) styles. Each style, in turn, has a unique probability vector of \( M \) return impact patterns. This can be represented by the following conditional generative process,

\[
\begin{align*}
\theta_k &\sim G(.) \quad (1) \\
\pi_i &\sim \textit{Dirichlet}(\alpha_0) \quad (2) \\
k_{ij} | \pi_i &\sim \textit{Categorical}(\pi_i) \quad (3) \\
m_{ij} | k_{ij} &\sim \textit{Categorical}(\theta_{k_{ij}}) \quad (4) \\
Y_{ij} | m_{ij} &\sim MVN(\mu_{m_{ij}}, \Sigma_{m_{ij}}) \quad (5)
\end{align*}
\]

Patterns are draw conditional on the style category, \( k \). Styles, by contrast, are determined by the receiver, each receiver having his own probability distribution over the \( K \) possible styles, \( \pi_i \). In this way, the latent style allocation model can be viewed as an extension of the Gaussian mixed membership (GMM) model, as each receiver can be a member of a mix of styles.

In contrast with the GMM, the latent style allocation treats playing styles as a mixture of patterns and player outcomes as a mixture of style types. A direct consequence of this key distinction is that players within the same style group share information, each style being defined by its pattern simplex. A player-specific marginal distribution is achieved by giving each player his own probability distribution over the style groups.

Covariate effects are introduced with the specification of the mean parameters \( \mu_{m_{ij}} \). Given a vector of covariates \( x_{ij} \), we model the mean as the sum of pattern-specific effects and receiver and server offsets. Specifically,

\[
\mu_{m_{ij}} = (\alpha_{m_{ij}} + \eta_{r(ij)} - \delta_{s(ij)})x_{ij} \quad (6)
\]

where \( \alpha_{m_{ij}} \) is a \( D \times P \) set of population effects, \( \eta_{r} \) is a matrix of equal dimension having receiver effects, and \( \delta_{s} \) a matrix of equal dimension with server effects. To illustrate the mean structure, suppose the \( x \) includes an intercept and indicator for a clay court match. The mean for a hard court match would then be represented as \( x = (1, 0) \) and, writing \( (\alpha_{m} + \eta_{r} - \delta_{s}) = \begin{bmatrix} a_{11} & a_{12} \\ a_{21} & a_{22} \end{bmatrix} \), the MVN mean becomes,

\[
\begin{align*}
\mu &= \begin{bmatrix} a_{11} & a_{12} \\ a_{21} & a_{22} \end{bmatrix} \times \begin{bmatrix} 1 \\ 0 \end{bmatrix} = \begin{bmatrix} a_{11} \\ a_{21} \end{bmatrix}
\end{align*}
\]

Each of the \( \alpha_{m}, \eta_{r}, \) and \( \delta_{s} \) are given a multivariate-normal prior with zero mean and covariance that has a non-informative LKJ Cholesky prior, a common choice for more efficient Bayesian hierarchical models [17]. The remaining parameter of the pattern-conditional MVN model is the observation-level covariance, \( \Sigma_{m} \). For the observation-level
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![Diagram of latent style allocation model](image)

Figure 4: Simplified plate diagram of latent style allocation model showing the generative distributions for the latent style factor $k$, latent pattern factor $m$ and the outcome model conditional on these latent factors.

covariance, we modify the standard LKJ Cholesky prior to allow for possibly heavy-tailed outcomes. This involves drawing the scaling factors from a Student T distribution with 1 degree of freedom, truncated to the positive real line.

The simplified plate diagram in Figure 4 illustrates the generative process for the latent style and pattern factors and how these determine the model for return impact locations. For each location, a style category $k$ is drawn according to the receiver-specific distribution over style types $\theta_r$. A pattern type is selected according to the style-specific probability distribution $\pi_k$. The pattern group determines the mean and covariance of the multivariate normal distribution with the mean effects adjusted according to receiver ($\eta$) and server ($\delta$) offsets.

The process $G(\cdot)$ is a parsimonious ordered stick-breaking procedure that ensures the identifiability of the latent style groups. The stick-breaking procedure begins with $K$ ordered standard normal random variables. An inverse-logit, denoted $g(\cdot)$ below, transforms these into an ordered set of probabilities. A stick-breaking procedure is then sequentially applied as detailed below,

$$
\beta_{km} \sim N(0, 1) \text{ and } \beta_{1m} \ll \beta_{2m} \ll \ldots \ll \beta_{km} \text{ for } m = 1, \ldots, M - 1 \\

\nu_{km} = \text{logit}^{-1}(\beta_{km})
$$

$$
\theta_{km} = \nu_{km} \prod_{l=1}^{m-1} (1 - \nu_{kl})
$$

With this process, a total of $K(M - 1)$ parameters are used to define the pattern simplexes across the style groups. With the ordering constraints, the prior will encourage the first style group ($k = 1$) to have less weight on the first pattern mixture while the final style group ($k = K$) will tend to put greater weight on the first pattern. In the simplest case of a two-component Gaussian mixture ($M = 2$), the first component mixture weight would increase monotonically from the first to last latent style group. Neither the ordering of the style groups nor the ordering of the pattern groups are directly influenced by the mean or covariance parameters of the observation-level multivariate normal.

The latent group modeling presented here has close parallels to topic models. In fact, the GMM is a direct analog of latent Dirichlet allocation for a continuous multivariate outcome. A flexible extension of the standard LDA adds a hierarchical Dirichlet process (HDP) to the generating distribution of topics, in which topics are a mixture of an unknown set of categories [27]. This results in partial pooling between the known groups (i.e. documents) sharing the same category. When latent parameters follow a Dirichlet process, the number of latent groups is non-parametric. While this provides appealing flexibility, the countably-infinite set of latent categories presents difficulties for implementation in modern probabilistic programming languages, like Stan, where sampling of discrete parameters is not supported.

Like the HDP, the latent style allocation model allows information sharing between the known groups. A key advantage of the latent style allocation model, however, is that it is can be readily implemented in modern Bayesian programming languages. The reason for this stems from the form of the marginal likelihood. Focusing just on the likelihood
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contribution to the target posterior and letting \( L_{ij}(\Theta) \) be the term for one return impact location given model parameters \( \Theta \), the marginal likelihood for a single data point is the following sum

\[
L_{ij}(\Theta) = \sum_{k=1}^{K} \sum_{m=1}^{M} \pi_{ik} \theta_{km} MVN(Y_{ij}; \mu_{m}, \Sigma_{m})
\]

(8)

where \( \pi_{ik} \) is the \( i \)th receiver’s probability weight for the \( k \)th style style and \( \theta_{km} \) the probability weight for the \( m \)th pattern type within the \( k \)th style category. When \( K \) and \( M \) are fixed, it is possible to sum over the discrete variables corresponding to the latent style and pattern groups. There is a loss in flexibility when the number of latent groups are fixed but the trade-off, in this case, is a more computationally tractable posterior.

With two levels of latent grouping, the latent style allocation model can introduce greater complexity by increasing the number of style components, the number of pattern components, or both. While the choice of components at either level can be guided by standard model selection practices for Bayesian inference, some intuition about the comparative impact of increasing the number of style versus the number of pattern components will be a useful guide for selection procedures. We note that the latent style group describes the behavior of a collection of players while the latent pattern group describes within-player behavior. Thus, a greater number of patterns would be appropriate when there is considerable within player heterogeneity in return impact locations, while a greater number of styles would be appropriate when there are greater between-player differences in return impact locations.

5 Application

Using the ATP data sample, we investigate the choice of style and pattern components in the latent style allocation model that provide the best trade-off between predictive performance and model complexity. This is done by evaluating the expected log pointwise predictive density for all combinations of style and pattern components from 2 to 8. ELPD is a Bayesian leave-one-out cross-validation measure that assesses how well a model is able to describe future observations [28]. Between two models fit to the same data, the model with ELPD statistically closer to zero should be preferred. The ELPD can be efficiently approximated with Pareto-smoothed importance sampling [29].

Each latent style allocation model includes covariate effects for three serve directions on each court side and surface indicators for each of the three major surface types. First and second return points are fit separately, owing to the known heterogeneity between these two point types. In addition to identifiers for the receiver and serving player, these were the only contextual variables available from the source data.

The performance of the selected latent style allocation model is benchmarked against three other related approaches: a multivariate normal (MVN), a finite mixture, and mixed membership model. The MVN model has no latent group variables and all \( Y_{ij} \) are generated from an MVN with the same population effects and covariance. The finite mixture model is a simplification of the Gaussian mixed membership model where there is a constant pattern distribution for all players, \( \pi_{i} = \pi \). In contrast to the finite mixture, the Gaussian mixed membership model draws a receiver-specific pattern distribution using a Dirichlet prior with no pooling of information between players. For these benchmarks, the number of mixture components in these alternative models was equal to the number of pattern components in the selected latent style allocation model.

All models were fit using the Stan language [3] and its variational inference algorithm [16].

6 Results

Over all possible combinations of style groups and mixture components, the first serve and second serve return impact models with optimal ELPD had 6 style groups and 6 mixture components. Table 1 benchmarks the ELPD of the selected latent style allocation models against the multivariate normal, finite Gaussian mixture and Gaussian mixed membership alternatives, where the number of mixture components was set to 6 across all mixture models. The latent style allocation model improved predictive performance over both mixture model alternatives. For first serve returns, we observed a 2.8% improvement in predictive performance over a mixed membership model with the same number of mixture components; whereas a 3.5% improvement was observed for second serve returns.

The tour-level posterior summaries represent the spatial distribution of return impact marginalized over all player effects. In this way, the tour-level posterior can be interpreted as the predicted impact locations for an average receiver against an average server. Figure 5(a) gives the component-specific tour-level posterior distribution for first serve returns as a 2d contour plot. All of the distributions show two distinct clusters on each court side, which represent the
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Table 1: Comparison of model expected log pointwise predictive density.

| Model                          | First Serve Return | Second Serve Return |
|--------------------------------|--------------------|---------------------|
| Multivariate Normal           | -181748            | -146143             |
| Finite Mixture ($M = 6$)      | -157105            | -124560             |
| Mixed Membership ($M = 6$)    | -146365            | -123107             |
| Latent Style Allocation ($M = 6$, $K = 6$) | -142358          | -118955             |

Table 2: Summary of style group with maximum probability weight, n players (% of 141 players)

| Style Group | 1          | 2          | 3          | 4          | 5          | 6          |
|-------------|------------|------------|------------|------------|------------|------------|
| First Serve Return | 80 (56.7%) | 17 (12.0%) | 7 (4.9%)   | 4 (2.8%)   | 8 (5.7%)   | 25 (17.7%) |
| Second Serve Return | 72 (51.0%) | 11 (7.8%)  | 14 (9.9%)  | 10 (7.1%)  | 11 (7.8%)  | 23 (16.3%) |

impact of serves out wide and down the T (along the centre line of the court), respectively. There are three components with the lowest dispersion around each mode (components 2, 3 and 5), which have the greatest similarity among the component-specific densities. The most probable depths for these components are in the range of 0 to 1 meter beyond the baseline on wide serves and 1 to 2 meters for serves down the T. The region between 2 to 4 meters out wide is not frequently occupied for any of these components, but they do differ in the likelihood of the position at the center of the court, component 2 having the most concentration in the center compared to components 3 and 5.

Component 1 shares similar modes with component 5 but shows more dispersion along the depth dimension and towards the center of the court (Figure 5(a)). Components 4 and 6 stand out for having the greatest dispersion among the mixture components in the depth dimension, where probable depths are in the range of 0 to 4 meters for component 4, and 1 meters inside the baseline to 3 meters beyond the baseline for component 6. We also observe that positions outside of the sidelines are common for component 4 but rare for component 6.

Using similar graphical summaries for the second serve return tour-level posteriors, we find more modes along the lateral dimension of the court, with returns of centrally positioned serves (‘body’ serves) being more common (Figure 5(b)). Two components, components 2 and 3, have very similar distributions on hard courts, each with probable depths that are 1 to 0 meters inside the baseline and similar high-density regions along the width of the court at 1, 3 and 5 meters from the center. We note that there is a marked difference in depth on clay court for these component densities, and that is the main difference between them.

Component 4 is the other low-dispersion component mixture (Figure 5(b)). This mixture is distinctive for having probable depth of impact in the range of 1 meter inside to 1 meter behind the baseline. The most probable lateral positions are at 2 meters and 5 meters from the center. Component 5 has similar lateral modes but higher variance in depth, with depth locations ranging from 1 meter inside to 4 meters behind the baseline. Component 6 is unique for having a concentration of depth of position in the range of 0 to 2 meters behind the baseline across the possible lateral positions. Finally, component 1 stands out in having high dispersion in both dimensions and covering the most range for impact locations beyond the baseline and beyond the sidelines of the court.

Differences among the style types is best summarized by comparisons of their mixture probability distributions. Figure 6(a) shows the posterior mean weight for each mixture and style group for first serve returns. Style groups 1 to 3 have the plurality of weight on component 5, with components 2 and 3 taking the majority of the remaining weight. Style group 1 places the greatest weight on component 5 (58%), whereas style group 3 puts the least (50%). Styles 4 and 5 put the plurality of mixture weight on component 2 (44% vs 58%) and the second-highest on component 5 (14% vs 10%). Style 6 places 84% weight on component 1, the highest weight of any style category, with the majority of the remaining weight going to component 2.

For second serve returns, style group 1 has the highest weight on any single mixture, which is allocated to component 6. Style groups 2, 4 and 5 each place 25 to 30% weight on three components. Style groups 3 and 6 allocate the majority of weight to two mixtures, for style type 3, 74% is split between components 3 and 4; whereas style type 6 allocates 87% of its mixture density to components 2 and 3.

Summaries of the player-specific distribution of style weights suggest that style group 1 contributed the highest weight for the largest number of players on first and second return (Table 2). On first serve return, 80 of 141 players had the
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Figure 5: Tour-level predictive posterior for hard court return impact locations for each mixture component of the latent style allocation model.
Figure 6: Posterior mean of mixture component weights by latent style group.
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Figure 7: Posterior mean of latent style probability distribution for selected top male players.

majority of their posterior style weight in group 1; on second serve return, 72 of 141 players had the majority of their style weight allocated to group 1. The second style category to have the plurality of weight was style group 6, again, for both the first and second return. The remaining style groups represented the plurality of the style allocation for 3-12% of players.

To illustrate how the latent style allocation model can assist with player-specific evaluation, we examine the posterior distributions for a selected group of top male players including 4 of the most successful players in tennis history: Andy Murray, Novak Djokovic, Roger Federer and Rafael Nadal. Figure 7 summarizes the posterior mean weights for each player and style group. Nadal and Medvedev have the most similar style distributions, with 78-83% weight allocated to style group 6 on first serve and 74-92% weight allocated to the first style group on second serve return. From the predictive posteriors on hard court shown in Figure 8, we see that these styles stand out as having some of the deepest locations and most spread along the depth dimension on first serve (a), and two distinct modes—one at 3-4 meters behind the baseline and the other 0 to 1 meter behind the baseline—on second serve return.

12
The remaining four players stand out in unique ways in their return impact patterns. Novak Djokovic’s style on first serve is a mixture of three primary style groups, which amount to a depth of position that is between the aggressive locations of Roger Federer and the more defensive locations of Rafael Nadal (Figure 7(a)). On second return, by contrast, Djokovic’s patterns are best represented by style group 6, where the most frequent locations at the center of the court are at the baseline and 1 meter inside the baseline when further out wide (Figure 7(b)).

Federer and and Djokovic share similar characteristics in the lateral dimension of their first serve return, both tending to be further inside the court on wide serve and showing a high degree of symmetry by court side. Federer, however, is 0.5 to 1 meter further inside the court overall compared to Djokovic, making his return impacts the most aggressive among these players. That pattern is similar on second return, where the probability that Federer makes a return impact beyond the baseline is highly unlikely.

Murray and Rublev have a plurality of weight on style group 1 on first serve return (Figure 7(a)). From their predictive posteriors, this allocation results in depths of 1-2 meters behind the baseline in the center of the court but shallower positions for serves out wide. These players stand out for having a clear asymmetry in their impact patterns by court side, where they tend to be further inside and outside the singles sideline on wide serves to the Ad side than to the Deuce side (Figure 8(a)). Despite similar first serve return patterns, Murray and Rublev show stark differences in their second return styles. Murray’s style weights are split fairly uniformly across 4 style categories and his predictive posterior shows impact locations that are 1 to 2 meters inside the court (Figure 8(b)). Rublev has the majority of his style weights allocated to three groups and his predictive posterior shows a more conservative depth of impact, especially for centrally located serves to the Ad side.

7 Discussion

This paper has introduced a Gaussian mixture model with latent style allocation that provides a strategy for grouping multidimensional Gaussian mixtures across a finite number of latent groups. The model was motivated by our effort to describe patterns in the spatial distribution of return impact locations in men’s professional tennis. In applying this model to thousands of points of top male players, we demonstrated that player return impact styles are better described by a mixture distribution than standard parametric distributions. We also showed that the latent style factor provides a highly interpretable method for identifying and summarising more or less similar spatial patterns among players.

It is well known that players have distinct patterns when receiving serve. Jimmy Connors and Andre Agassi, for example, were both considered ‘aggressive returners’ because they would take more shallow positions and make impact with the ball earlier than many of their contemporaries [25]. Although it is generally acknowledged that some top players prefer a deeper position on the serve return, detailed study of these preferences has been limited. To our knowledge, this is the first examination of return impact location of top tennis players in 2D space. Our application confirms that depth is an important property of serve return patterns, but it is not sufficient to describe the different impact styles of elite players. On first serve return, we find styles that overlap along the depth dimension but differ in their lateral positions. This study also identified styles with clear asymmetries in the lateral position on Ad and Deuce court that we have not seen discussed in the tennis coaching literature. We also observe that styles with deeper positions tend to be more diffuse, in general, suggesting that there is more range in the positioning and movement along the length of the court among top players.

On second serve returns, players are often encouraged to take a more aggressive position [1 p. 76]. While we observe a general shift forward in depth on second returns, this tendency is not universal. We find aggressive and defensive styles on both the first and second return that suggest that any combination among these is possible. A more general distinction we found in second return styles is the presence of distributions with multiple depth modes, with modes separated by several meters. Deeper exploration of the match data for some of the players in these style categories revealed that this kind of switching in position can happen within the same match, seemingly haphazardly. Some instructional texts recommend that players use different forward and backward positions on the serve return to ‘upset your opponent’s rhythm’ [26 p. 299], which could explain the pattern we observed. This is one of the more surprising results of the present study and worthy of further investigation.

Our in-depth summary of a selected group of some of the most successful male tennis players in the past decade showed a wide range of return styles among the best in the game. Whether this is evidence that top players can be highly effective with any one of a number of return styles or that there is still room for even the best players to improve their return tactics remains an open question.

A key finding in this paper was the improved performance of the latent style allocation model over finite mixture alternatives. This result suggests two main conclusions. First, we observed multimodality in the lateral and depth dimensions that could not be explained by serve type or any other contextual variable available to us. This was most
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Figure 8: Predictive posterior distributions of return impact locations on hard court for selected top male players.
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dramatic on second serve returns where a subset of players are observed to have high-density regions in the depth dimension that were separated by several meters. In this case, the latent style spatial descriptions required a more flexible distribution than what a standard parametric density could provide. Secondly, even among the top 150 male players, there is a wide range in the sample sizes of tracking data, as tracking systems are only available at the best events and marquee courts where lower-ranked players are less often observed. With sparse observations for some players, partial pooling of player distributions through the latent style groups can yield better predictive performance than a mixed membership model with no pooling in the assignment of player mixture weights.

More flexible frameworks for mixture models could also provide similar performance gains in modeling return impact locations over parametric or finite mixture alternatives. An HDP would be one of the most flexible options for a latent group factor variable that would allow for partial pooling and an unspecified number of group categories. The main advantage of the latent style allocation over the HDP is its ease of implementation. With modern Bayesian probabilistic programming languages, like Stan, sampling of an infinite process is often not possible without approximations [22].

While the spatial distribution of return impact locations in tennis was the primary motivation of the latent style allocation model, we believe this model can be useful for more general spatial problems in sport. As the capture of spatiotemporal data in sport continues to grow, there will be a growing interest in models that can describe complex patterns of athlete movement in space and categorize styles of movement in a model-based way. The flexibility, interpretability, and accessibility of the latent style allocation model all make it a practically meaningful tool for this emerging area of performance analysis in sport.
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