Identifying precipitation regimes in China using model-based clustering of spatial functional data
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Abstract—The identification of precipitation regimes is important for many purposes such as agricultural planning, water resource management, and return period estimation. Since precipitation and other related meteorological data typically exhibit spatial dependency and different characteristics at different time scales, clustering such data presents unique challenges. In this short paper, we develop a flexible model-based approach to identify precipitation regimes in China by clustering spatial functional data. Though the focus of this study is on precipitation data, this methodology is generally applicable to other environmental data with similar structure.

I. INTRODUCTION

The study of precipitation in meteorology and climatology has a significant society impact. For example, drought and flood are two of the most serious meteorological disasters in China, with a direct economic loss of 177 billion Chinese Yuan and annual average of 1256 deaths each year during the period 2001-2014 [1]. Obvious seasonal and interannual variations of precipitation in China affected by Asian monsoon and complex terrain are the main reasons for the frequent drought and flood disasters. Dividing a large geographical area into more homogeneous precipitation regimes [2] has been shown to be useful for precipitation prediction, flood zone management, and regional extreme analysis [3]. Precipitation data has complex characteristics on multiple scales and typically has spatial and temporal dependence, which makes delineating precipitation regimes a non-trivial task. Motivated by this critical need, in this paper we develop a clustering approach for spatial functional data, and apply it to the precipitation data in China.

Regionization problem has been studied extensively in the meteorological literature. The empirical orthogonal function (EOF) analysis has been widely used for regionalization problems in environmental science [4], [5], which is equivalent to principal component analysis in statistics. The EOF is used in [2] to analyze the normalized monthly mean precipitation data from 1961 to 2006 at 400 stations and obtained a precipitation regionalization focusing on seasonal and interannual variations. However, the seasonal advance and retreat of the summer monsoon rain belt in East Asia behave in a manner with a step of 10-15 days [6], which can not be accurately described using monthly data, and daily rainfall data may be more useful to describe this summer monsoon effect accurately. Due to the limitation of EOF method, unevenly distributed stations in space can significantly affect the loading patterns. For example, the station density in the western and eastern parts of China is very different, therefore, some stations in the eastern part of China were ignored in the EOF analysis, which led to loss of information.

The motivation of this research is to identify precipitation regimes in China using precipitation data. In this article, we propose a model-based approach to clustering spatial functional data by incorporating both spatial and geographic information in the procedure. In section III, we introduce the functional linear model for observed data and Markov model for cluster memberships with geographic covariates. In section IV, we apply the proposed method to precipitation data.

II. DATA

The data we analyze in this study is the daily precipitation data of 824 meteorological stations in the mainland China from 1951 through 2012. They were provided by the National Meteorological Information Center, China Meteorological Administration. The proportion of the missing days was 0.04%. Only those stations with more than 50 years’ complete data are included in the analysis, so there are 722 stations in total used in the analysis. The locations of these meteorological stations are shown in Fig 1.
III. Model

Assume \( Y_{ij} \) is the precipitation data observed in station \( i \) at time point \( t_{ij} \), where \( i = 1, \ldots, n \) and \( j = 1, \ldots, n_i \). Denote \( Y_i = (Y_{i1}, \ldots, Y_{i,n_i})^T \). Let \( Z_i \) be the cluster membership, called latent variable, following a multinomial distribution with support \( \{1, \ldots, C\} \). Here, \( C \) is the number of clusters and is a tuning parameter. \( Z_i = k \) if \( Y_i \) belongs to \( k \)th cluster. We call \( \{(Y_i, Z_i) : i = 1, \ldots, n\} \) the complete dataset.

A. Functional linear model for observed data

Given the cluster membership \( Z_i \), we assume \( Y_i | (Z_i = k) \) follows a multivariate normal distribution with a functional representation:

\[
\begin{align*}
Y_i | (Z_i = k) &= S_i (\alpha_k + \gamma_i) + \epsilon_i, \\
\gamma_i &\sim N(0, \Gamma), \\
\epsilon_i &\sim N(0, \sigma^2 I),
\end{align*}
\]

where \( i = 1, \ldots, n, k = 1, \ldots, C \). In the functional linear model, \( S_i = (s(t_{i1}), \ldots, s(t_{in_i}))^T \) is the basis matrix for \( i \)th curve. \( s(\cdot) \) is a vector of basis functions, which can be B-spline, Fourier or functional principal component. But the row number of basis matrix can vary across different curves to allow irregularly spaced time points and slight missing of data. \( \alpha_k \) is the coefficient and needs to be estimated. The data in the same cluster share the same coefficient \( \alpha_k \). The difference of \( \{\alpha_k\} \) reflects the heterogeneity across clusters. We assume the independence between distinct curves given cluster memberships. However, the within-curve dependence is accounted by the random effect \( \gamma_i \), since \( \text{cov}(Y_{ij}, Y_{ij'}) = \{j, j'\} \) element of \( S_i \Gamma S_i^T \). \( \epsilon_i \) can be regarded as the measurement error or stochastic error. Note that \( \gamma_i \) and \( \epsilon_i \) are confounded. Therefore, some constraint should be imposed for identifiability [7]. We require that

\[
S^T \Sigma^{-1} S = I,
\]

where \( S \) is the basis matrix evaluated over a fine lattice of time points that covers the full range of the data and \( \Sigma = \sigma^2 I + S \Gamma S^T \).

B. Markov model for cluster membership

To fully address the joint distribution of complete data \( (Y_i, Z_i) \), we need to specify the distribution of \( Z_i \). Here, we assume the cluster membership follows a Markov model in space. We assume the following probability mass function of cluster memberships in the Markov model

\[
P(Z_i = k | Z_{\partial i}) = \frac{\exp\{U_{ik}(\theta)\}}{N_i(\theta)},
\]

where \( U_{ik}(\theta) = \theta \sum_{j \in \partial i} I(Z_j = k) \) is called the energy function and \( N_i(\theta) = \sum_{k=1}^C \exp\{U_{ik}(\theta)\} \) is the normalizing constant. \( \theta \) is the interaction parameter that reflects the degree of interaction among nearby sites in Markov random field. The above distribution is called the Gibbs distribution [8], which originates from statistical physics but is widely used in spatial statistics.

There are several ways to incorporate geographic covariates in the Markov model. One way is to generalize the definition of distance from Euclidean distance to “geographic distance” by spatial deformation. For instance, if there is a high mountain between two sites, then the distance between them can be set to be much larger than their euclidean distance on the earth but the geometric properties of Euclidean distance are still kept. The change of the definition of distance may lead to the respective change of neighbors. This method has been introduced in many papers in spatial statistics, to name a few, [9], [10], etc. The second way is to extend the energy distribution by imposing a function \( f_{i,j}(\cdot) \) on \( I(Z_j = k) \), i.e. \( \tilde{U}_{ik}(\theta) = \theta \sum_{j \in \partial i} f_{i,j}(I(Z_j = k)) \) and \( \tilde{N}_i(\theta) = \sum_{k=1}^C \exp\{\tilde{U}_{ik}(\theta)\} \), where \( f_{i,j}(Z_{ik}) \) is a function affected by the geographical covariates between site \( i \) and one of its neighbors, i.e. site \( j \).

IV. Results

We applied this method to identify the precipitation regimes in China. Here, we focus on the interseasonal patterns of precipitation. The extension of this method
to multi-scale functional and scalar data will be addressed in the following full paper. As a consequence, the averaged daily precipitation records within a year are used in the clustering. The detailed procedure of summarizing data is that, first we get the daily precipitation in each year from 1963 to 2012, then calculate the mean of these 50 curves. Some curves are illustrated in Fig 2. We used the second approach introduced in Section III-B to incorporate geographical covariate. If the elevation difference between two stations is larger than 1000m [11], we no longer consider them to be the “neighbors” in the Markov random field even if they are closest in terms of distance.

The final cluster assignments are shown in Fig 3. The results of clustering are consistent with the stepwise manner of East Asian monsoon. The seasonal advance and retreat of the summer monsoonal airflow and monsoon rain belt in East Asia behave in a stepwise manner (Ding, 2004). When the East Asian summer monsoon advances northward, it undergoes three standing stages (South China and northern South China Sea from mid-May to early June; 25–30°N from mid-June to mid-July; and 40–45°N during the last 10 days of July to mid-August), and two stages of abrupt northward shifts (the first 10 days of June and around mid-July). In early or mid-August the rainy season of North China comes to end, with the major monsoon rain belt disappearing. From the end of August to early September the monsoon rain belt moves back to South China again.

V. DISCUSSION

In this short paper, we develop a flexible model-based approach to cluster precipitation data which utilizes the spatial and geographical information. There are still several important aspects of this method needed to be addressed, such as the selection of cluster numbers, how to evaluate the uncertainty of clustering assignments, etc. The parameter estimation, simulation study, model selection, extension to multi-scale data and uncertainty assessment will be introduced and addressed in the following full paper.
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