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We investigate the transport properties of a graphene layer in the presence of Rashba spin-orbit interaction. Quite generally, spin-orbit interactions induce spin splittings and modifications of the graphene bandstructure. We calculate within the scattering approach the linear electric and thermoelectric responses of a clean sample when the Rashba coupling is localized around a finite region. We find that the thermoelectric conductance, unlike its electric counterpart, is quite sensitive to external modulations of the Fermi energy. Therefore, our results suggest that thermocurrent measurements may serve as a useful tool to detect nonhomogeneous spin-orbit interactions present in a graphene-based device. Furthermore, we find that the junction thermopower is largely dominated by an intrinsic term independently of the spin-orbit potential scattering. We discuss the possibility of cancelling the intrinsic thermopower by resolving the Seebeck coefficient in the subband space. This causes unbalanced populations of electronic modes which can be tuned with external gate voltages or applied temperature biases.

I. INTRODUCTION

Graphene is a single layer of carbon atoms arranged on a two-dimensional honeycomb lattice$^{1-2}$ The study of its electronic properties has recently attracted great interest$^{1-2}$ in part due to peculiar features of its energy bandstructure. Within a tight-binding model, graphene’s conduction and valence bands touch each other at six different points, the $K$-points, which reduce to two, $K$ and $K'$, because the rest are equivalent by symmetry. Near these points and at low energies, electrons behave as massless fermions travelling at fixed velocity $V_F \sim 10^6$ m/s, independently of their energy. Then, the energy spectrum consists of two cones that come into contact at their vertices and the low-energy excitations can be conveniently described by an effective Dirac-Weyl equation where the speed of light is replaced with $V_F$.$^{1,2}$

Recent works suggest large spin-orbit strengths in graphene layers under the influence of metallic substrates.$^{7-12}$ This finding is interesting in view of recent studies that relate spin-orbit coupling of the Rashba type$^{13,14}$ to topological insulating behavior.$^{15,16}$ Importantly, the Rashba coupling strength can be externally tuned by modifying the electric field applied to a nearby gate.$^{17}$ This type of interaction leads to band splittings and enriched spintronic effects.$^{18,19}$ In semiconductor quantum wires with parabolic confinement, the presence of localized Rashba interaction has been predicted to yield Fano antiresonances.$^{20,21}$ to help the detection of entangled electrons.$^{22,23}$ and to assist electron-spin resonance manipulation.$^{24,25}$ The effect of nonhomogeneous Rashba couplings has also been considered in the transport characteristics of two-dimensional systems.$^{26-28}$ A natural question is thus to ask to what extent these results are modified in graphene monolayers. In contrast to semiconductor heterojunctions, in graphene electrons are massless and the spin-orbit interaction depends on a pseudospin degree, not a momentum.

In this paper, we investigate the influence of local Rashba spin-orbit interaction on the electric and thermoelectric properties of graphene. We shall focus on the linear regime of transport. Previous studies have considered Fano lineshapes in graphene junctions,$^{29,30}$ spin densities in nanoribbons,$^{31}$ and superlattices,$^{32}$ spin dependent transmissions,$^{33}$ and Klein (chiral) tunneling$^{34}$ Here, we are mainly concerned with the voltages generated in response to a temperature difference (the Seebeck effect)$^{35}$ Interestingly, recent results indicate enhanced thermopower in graphene monolayers,$^{36,37}$ which paves the way for promising applications to achieve efficient heat-to-energy converters.$^{38,39}$ We here discuss the possibility of manipulating the thermopower with a local spin-orbit interaction. In fact, we find that a spin-orbit graphene monolayer is more sensitive to temperature biases than to voltage differences. Furthermore, since the Rashba coupling splits the graphene electronic bandstructure (see Fig. 1), the transmission thus depends on the subband index. In analogy with spin...
caloritronic devices, where a thermal gradient induces a spin-polarized voltage bias, we propose to use the Seebeck effect to generate a difference between occupations with different subband indices.

The paper is organized as follows. In Sec. II we describe our model Hamiltonian and investigate the effects of a uniform spin-orbit coupling in both the energy spectrum and the electronic states of a flat graphene sheet. Section III describes the system under consideration: a junction with a Rashba interaction potential localized around a central region where the spin-orbit strength is nonzero and constant. Using matching methods for wave functions with four components, we find the transmission probabilities for all incident electronic modes. Importantly, the transmission function shows for a given subband index a critical angle beyond which electrons cannot be transmitted across the junction. The electric conductance and the subband polarization are discussed in Sec. IV. We find that the polarization rapidly changes in the energy scale of the Rashba strength for sufficiently wide spin-orbit regions. Section V contains the central results of our work. We calculate the thermocurrent in response to a temperature bias and recover the strong variation with energy, yielding positive or negative population imbalances depending on the value of the externally tuned Fermi energy. Finally, our conclusions are summarized in Sec. VI.

II. THEORETICAL MODEL

We consider a graphene layer in the $xy$ plane with spatially varying spin-orbit interaction along the $x$ direction. Within the continuum limit, the total Hamiltonian reads

$$\mathcal{H} = -i\hbar V_F (\sigma_x \partial / \partial x + \sigma_y \partial / \partial y) \otimes \sigma_0 + \lambda (\sigma_x \otimes s_y - \sigma_y \otimes s_x).$$

The first term in the right-hand side represents the effective Hamiltonian for electrons in a clean graphene sheet. This model is valid when inter-valley scattering can be safely neglected. The electron spin and pseudospin (sublattice) degrees of freedom are taken into account with the Pauli $s$ and $\sigma$ matrices, respectively. The second term describes the Rashba spin-orbit coupling with $\lambda$ the interaction strength. We take $\lambda$ as a slowly varying function in a length scale larger than the graphene lattice constant. Thus, the continuum model remains valid. Furthermore, in Eq. (1) we have neglected the intrinsic contribution to the spin-orbit interaction since this term is much smaller than the Rashba coupling and cannot be externally tuned.

Let $k$ ($q$) be the wavevector component along the $x$ ($y$) direction. Then, the eigenenergies of $\mathcal{H}$ are given by

$$E_{l,n} = l\sqrt{\lambda^2 + \hbar^2 V_F^2 (k^2 + q^2)} + n\lambda,$$

where $l = \pm$ labels states with positive or negative energies and $n = \pm$ is the subband index. The energy spectrum is plotted with solid lines in Fig. I for a finite value of the spin-orbit strength $\lambda$. The energy bands split with a splitting given by $2\lambda$ for both the positive and negative branches of the spectrum.

The eigenstates of $\mathcal{H}$ are

$$\psi_{l,n}^{m}(x) = \frac{e^{imkx}e^{iqy}/2}{\sqrt{\hbar^2 V_F^2 (k^2 + q^2) + E_{l,n}^2}} \begin{pmatrix} -i\hbar V_F (mk - iq) \\ -E_{l,n} \\ -iE_{l,n} \\ \hbar V_F (mk + iq) \end{pmatrix},$$

where we explicitly indicate the propagation direction with the aid of the index $m = \pm$, which determines the sign of the momentum along $x$. Since the scattering potential is invariant in the $y$ direction we take $q$ as a real quantity. However, the $k$ momentum can be real or purely imaginary depending on whether one deals with traveling or evanescent waves. A systematic method of finding evanescent states in quantum wires with Rashba interaction is presented in Ref. 53. Here, we notice that the energy of evanescent waves emerges from the subband spectra and coalesces for $E = \pm \lambda$ (see the dashed lines in Fig. I).

In the absence of spin-orbit interaction, we recover the well-known dispersion relation for bare graphene,

$$E_l = \hbar V_F \sqrt{k^2 + q^2},$$

where $E_l$
with eigenstates

$$\psi_{l,n}^m(x, y) = \frac{e^{inkz}e^{iqy}}{2} \left( \frac{\sin \phi e^{-im\phi}}{l} - \frac{\cos \phi e^{im\phi}}{m} \right).$$

Here, $\phi$ is the wavevector angle defined as $\phi = \tan^{-1} q/k$.

We represent Eq. (4) for $q = 0$ in the left and right sides of Fig. 2. The spectrum $E(k)$ is linear with a constant slope.

In contrast, in the presence of Rashba interaction the energy bands become parabolic for energies small compared to the spin-orbit strength (central area in Fig. 2).

III. LOCAL RASHBA INTERACTION

We investigate the scattering problem sketched in Fig. 2 with three distinct regions. While the side regions (left and right) are bare graphene, the central region of length $L$ is subjected to spin-orbit interaction of the Rashba type. Since the problem is invariant in the direction perpendicular to $x$, the $y$-component of the momentum does not change and we can write it in terms of the wavevector angle,

$$q = \frac{E}{h \sqrt{V}} \sin \phi.$$  

We consider electrons with fixed energy $E > 0$. From Eqs. (2) and (4), we obtain the wavevector component parallel to the transport direction,

$$k = E \sqrt{1 - \sin^2 \phi}/h \sqrt{V},$$

valid for $x < 0$ and $x > L$. For $0 < x < L$, $k$ can be determined from Eqs. (2) and (4):

$$k^m = \sqrt{E(E - 2n\lambda - E \sin^2 \phi)}/h \sqrt{V}.$$  

In the central region, we have two possible values for $k^m$, one for subband with $n = +$ and one for subband with $n = -$, although a more careful analysis is needed in terms of the subband index. First, we notice that, in general, for any energy the momentum is always real if $E - 2n\lambda - E \sin^2 \phi > 0$, i.e.,

$$\sin \phi < \sqrt{\frac{E - 2n\lambda}{E}}.$$  

Now, for $E > 2\lambda$ and $n = -$, the Eq. (10) is always satisfied since $\sin \phi$ is bounded between 0 and 1. In contrast, for $n = +$ we have a critical angle at which the momentum becomes pure imaginary. For angles higher than the critical angle we have an evanescent wave. Then, for $0 < E < 2\lambda$ and $n = -$, the Eq. (10) also holds as before, but for $n = +$ the momentum becomes pure imaginary since Eq. (10) is never satisfied and the wave is evanescent for any value of the angle $\phi$. Similar critical angles have been invoked to discuss total internal reflection effects in semiconductor interfaces with spin orbit interaction.

We are now in a position to solve the scattering problem in Fig. 2. We focus on the case $E > 0$ since our system exhibits particle-hole symmetry, even in the presence of Rashba coupling. Therefore, we take $l = +1$. We consider a most simple inhomogeneity, namely, $\lambda = 0$ for $x < 0$ and $x > L$, and $\lambda$ nonzero and uniform for $0 < x < L$. This is not contradictory with the assumption that $\lambda$ is a slowly varying function in an atomic level, because the scale over which this change takes place is much bigger than the graphene lattice constant.

The matching method allows us to calculate all reflection and transmission amplitudes for a given electron, which we take as impinging from the left. In the following, we express the wave function at each region as $\psi_{l,n}^m(x, y) = \psi_{l,n}^m e^{imkx}e^{iqy}$ [cf. Eq. (11)]. We first specify left ($l$) wave function for $x < 0$:  

$$\psi_{l,n}^m(x, y) = \psi_{l,n}^+ e^{ikx}e^{iqy} + r_{n,-} \psi_{l,n}^- e^{-ikx}e^{iqy}$$

$$+ r_{n,+} \psi_{l,n}^e e^{-ikx}e^{iqy},$$  

(10)

where the incident subband $n$ can be taken as $+$ or $-$. The reflection amplitudes $r_{n,-}$ and $r_{n,+}$ describe back scattering into $-$ and $+$ modes, respectively. Then, we have an incident wave with positive group velocity, $v = k > 0$, and two reflected waves with $v = -k < 0$, the latter belonging to the doubly degenerate $E_\pm$ branch in Fig. 2.

In the central ($c$) region we have four coexisting waves,

$$\psi_{c,n}^m(x, y) = a_{n,-} \psi_{l,n}^+ e^{ikx}e^{iqy} + b_{n,+} \psi_{l,n}^+ e^{-ikx}e^{iqy}$$

$$+ c_{n,-} \psi_{l,n}^- e^{-ikx}e^{iqy} + d_{n,+} \psi_{l,n}^e e^{-ikx}e^{iqy},$$  

(11)

where the coefficients $a$, $b$, $c$, and $d$ are labeled with the incident subband $n$ and the wavevector index $\pm$ defined in Eq. (8). Note that the propagating or evanescent character of the partial waves is determined by the real or
imaginary value of \( k^\pm \). Equation (11) is valid for \( E > \lambda \), but for \( 0 < E < \lambda \) we need to take into account the evanescent states taking \( \psi^+_r \) and \( \psi^-_r \) for \( l = -1 \).

Finally, in the right \((r)\) region we only have transmitted waves with positive group velocity and positive and negative \( n \):
\[
\psi_{r,n}(x,y) = t_{n,-}\psi^+_{r}e^{ikx}e^{iqy} + t_{n,+}\psi^-_{r}e^{ikx}e^{iqy},
\]
where \( t_{n,\pm} \) denotes the transmission amplitude from the \( n \)-th incident subband toward the \( \pm \) mode.

At the boundaries \( x = 0 \) and \( x = L \) we impose continuity of the wave function,
\[
\psi_{c,n}(0,y) = \psi_{c,n}(0,y),
\]
\[
\psi_{c,n}(L,y) = \psi_{r,n}(L,y),
\]
from which the eight coefficients \( r_{n,\pm}, a_{n,-}, b_{n,+}, c_{n,-}, d_{n,+} \) and \( t_{n,\pm} \) are determined.

In elastic scattering, the probability current is conserved. Since our system shows scattering along \( x \) only, the current conservation condition leads to
\[
1 + R_{n,+} + R_{n,-} = T_{n,+} + T_{n,-},
\]
where \( R_{n,\pm} = |r_{n,\pm}|^2 \) \((T_{n,\pm} = |t_{n,\pm}|^2)\) is the reflection (transmission) probability. Due to the spin-chiral nature of the carriers, the off-diagonal probabilities \( T_{+,+} \) and \( T_{-,+} \) vanish altogether and the spin-orbit interaction does not couple states with opposite subband indices. Figure 3 shows \( T_{+,+} \) and \( T_{-,+} \) for \( E > 2\lambda \) as a function of the incident angle. At low angles (\( \phi \approx 0 \)) the transmission is close to unity. This is a manifestation of Klein tunneling in graphene for incident wave vectors parallel to the transport direction. When \( \phi \) rotates from 0, the transmission departs from 1 due to scattering at the boundaries. The situation is akin to a single-barrier potential but in our case the effect originates from a purely spin-orbit field.

Interestingly, in Fig. 3 we can see the emergence of a critical angle for \( T_{+,+} \) beyond which the transmission probability vanishes (solid line). It occurs because when we surpass the critical angle given by Eq. (6), the wave into the central region becomes evanescent and the transmission drops. The transition is not abrupt since there are tunneling contributions to \( T_{+,+} \) but this effect is very weak. Note that \( T_{-,+} \) (dashed line) does not show any critical angle, as predicted by Eq. (6). Additionally, we also observe in Fig. 3 transmission resonances which we attribute to central waves interfering constructively for specific values of the incident angles.

**IV. ELECTRIC CONDUCTANCE**

Within the scattering approach, the electric current carried by electrons in subband \( n \) is obtained from the transmission probabilities integrated over the injecting energies \( E \) and the wave vector angle \( \phi \),
\[
I_n = \frac{2eW}{\pi h} \int_0^{\pi/2} \cos \phi \, d\phi \int_{-\infty}^{\infty} K(E) T_{n,n}(E,\phi) \times [f_L(E) - f_R(E)] \, dE,
\]
where \( W \) is the sample width in the \( y \) direction and \( f_L(E) \) and \( f_R(E) \) are Fermi-Dirac distribution functions that describe the electronic population both in the left and right side, asymptotically far from the scattering (central) region. The 2 factor is due to the valley degeneracy. In Eq. (16), \( K(E) = E/\hbar V_F \) is obtained from the graphene dispersion relation, Eq. 4. The total current is thus \( I = \sum_n I_n \).

To obtain the linear conductance \( G = (dI/dV)|_{V=0}, \) a small voltage bias \( V \) is applied across the junction. We can shift the left Fermi-Dirac distribution \( f_L \) by \( f_L = f(E-eV) \) fixing the right one \( f_R = f(E) \), where \( f(E) = 1/(1 + e^{(E-E_F)/k_BT}) \) is the equilibrium distribution function with \( E_F \) the Fermi energy and \( T_0 \) the background temperature. After Taylor expanding Eq. (16) up to first order in \( V \), we find at zero temperature \( G = \sum_n G_n \), where
\[
G_n = G_0 \int_0^{\pi/2} T_{n,n}(E_F,\phi) \cos \phi \, d\phi,
\]
where \( G_0 = 2e^2K_F/\pi \hbar = 4e^2W_E/h^2V_F \) is the maximum conductance of an ideal two-dimensional conductor since \( \text{Int}(W_KF/\pi) \) is the number of open channels of a sample with Fermi wave number \( K_F \).

Figure 4 shows the conductance as a function of \( E_F \). We choose the Fermi energy as the changing parameter since it can be easily tuned in an experimental setup. The conductance \( G_+ \) (blue, dashed line) is small for energies between 0 and \( 2\lambda \). This is because in this energy range electrons from subband + can be transmitted only via conventional tunnelling effect due to the center energy splitting. The transmission probability is thus small. For \( E_F \) higher than \( 2\lambda \), \( G_+ \) increases since travelling waves are now permitted in the central region. However, the
increase is slow due to the persistence of the critical angle above which the transmission probability is zero. The conductance for the $-$ subband ($G_-$) is always close to the maximal value $G_0$ because for this mode there always exists a travelling wave in the central region. In general, the total conductance $G = G_+ + G_-$ (solid line) is a monotonically increasing function of the Fermi energy and tends to $2G_0$ at large energies where spin-orbit scattering is less efficient.

In Fig. 4 we represent the subband polarization defined as

$$P = \frac{G_+ - G_-}{G_+ + G_-}. \quad (18)$$

We can see that for $\lambda < E_F < 2\lambda$ most of the electrons have negative polarization because for those energies the wave with positive $n$ becomes evanescent inside the central region and the transmission probability is very small. This effect is more visible for wider regions of the spin-orbit stripe. As we increase the Fermi energy, there are more electrons with positive polarization since for $E_F > 2\lambda$ the states with $n = +$ are travelling waves and their transmission probability is larger. Clearly, in the limit $E_F \gg \lambda$ electron scattering is insensitive to the spin-orbit potential and the distinction between + and $-$ subbands vanishes, yielding $P \to 0$.

V. THERMOELECTRIC CONDUCTANCE

The current generated in the linear regime in response to a small temperature difference $\Delta T$ applied across the junction can be obtained from Eq. (16) replacing the left Fermi-Dirac distribution with $f(E, T_0 + \Delta T)$ and the right one with $f(E, T_0)$:

$$I_n = \frac{2eW}{\hbar\pi} \int_0^{\pi/2} \cos \phi d\phi \int \frac{E}{\hbar V_F} (E - E_F) \times \left( -\frac{\partial f}{\partial E} \right) T_{n,n}(E, \phi) dE. \quad (19)$$

We are interested in the low temperature regime. Then, to leading order in a Sommerfeld expansion, the thermoelectric conductance reads $\mathcal{L} = I/\Delta T = \sum_n \mathcal{L}_n$, where

$$\mathcal{L}_n = \sum_n \mathcal{L}_0 \left[ \int_0^{\pi/2} T_{n,n}(E_F, \phi) \cos \phi d\phi + E_F \frac{\partial}{\partial E_F} \int_0^{\pi/2} T_{n,n}(E_F, \phi) \cos \phi d\phi \right], \quad (20)$$

where $\mathcal{L}_0 = k_B^2 e^2 W T_0 / 3h^2 V_F$.

In Fig. 5 we represent the thermoelectric conductance as a function of the Fermi energy. Surprisingly, we observe strongly modulated oscillations with a decreasing amplitude as we increase $E_F$. This implies that the thermocurrent is more sensitive than the electric current to small variations of $E_F$. Furthermore, we find that the position difference between consecutive peaks in $\mathcal{L}$ is approximately given by the spin-orbit strength $\lambda$. Therefore, thermoelectric measurements can be rather useful in the detection of local spin-orbit fields in graphene single layers.

By virtue of the Seebeck effect, we expect that a thermovoltage will be generated when the junction is in the presence of a temperature gradient under open circuit conditions. To keep our discussion general, we consider different electrochemical potentials $\mu_{\alpha n} = E_F + eV_n$ for each subband, where $\alpha = \ell, r$. Both sides of the junction are maintained at different temperatures, $T_\alpha$, independently of $n$. Then, the current flowing in the $n$ mode in response to small shifts $\mu_{\ell n} - \mu_{rn}$ and $T_\ell - T_r$ is

$$I_n = \frac{\mu_{\ell n} - \mu_{rn}}{e} G_n + (T_\ell - T_r) \mathcal{L}_n, \quad (21)$$

where the transport coefficients $G_n$ and $\mathcal{L}_n$ are given by Eqs. (17) and (20), respectively.
We define
\[ \Delta T = T_L - T_R, \]  
where \( \Delta T \) is the temperature difference, \( V \) the bias voltage and \( V_s \) the subband voltage that takes into account possible voltage differences in the same lead between different subbands. Using Eq. (22) in Eqs. (10) and (19), we find the total current
\[ I = (G_+ + G_-)V + \frac{1}{2}(G_+ - G_-)V_s + (\mathcal{L}_+ + \mathcal{L}_-)(\Delta T), \]  
and the subband current \( I_s = I_+ - I_- \),
\[ I_s = (G_+ - G_-)V + \frac{1}{2}(G_+ + G_-)V_s + (\mathcal{L}_+ - \mathcal{L}_-)(\Delta T). \]  
We note that \( I_s \) is a polarization current in the subband space. It then plays the role analogous to a spin or pseudospin current that cannot take on two values only.

In Eqs. (23) and (24), the transport coefficients are given by Eqs. (17) and (20). Defining the integrated transmission per subband as
\[ T_n(E_F) = \int_0^{\pi/2} T_{n,n}(E_F, \phi) \cos \phi d\phi, \]  
Eqs. (23) and (24) can be recast in the form
\[ T_n(E_F) = \frac{e^2}{\pi \hbar} W E_F T_n(E_F), \]  
\[ \mathcal{L}_n = \frac{e k_B^2}{3h^2} W T_0 \left[ T_n(E_F) + E_F \frac{\partial T_n}{\partial E_F} \right], \]  
where \( \partial T_n/\partial E_F \) is the energy derivative of \( T_n \) evaluated at \( E_F \).

Interestingly, the low-temperature conductance is given by the integrated transmission, in agreement with the Landauer picture of transport, but the thermoelectric conductance contains an additional term. This can be seen more clearly in the calculation of the charge thermopower or Seebeck coefficient \( S = (V/\Delta T)_{I=0,I_s=0} \), which determines the voltage generated in the junction in response to a temperature shift when both the total and subband currents are set to zero. From Eqs. (23) and (24) we find
\[ S = -\frac{1}{2} \left( \frac{\mathcal{L}_+}{G_+} + \frac{\mathcal{L}_-}{G_-} \right). \]  
Inserting Eqs. (26) in Eq. (27), we obtain the low-temperature thermopower
\[ S = -\frac{\pi^2 k_B}{3e} \frac{k_B T_0}{E_F} \left( 1 + E_F \frac{\sum_n \partial T_n/\partial E_F}{\sum_n T_n} \right). \]  

We notice two contributions in Eq. (28). The second term in brackets can be understood with the aid of the Mott formula \( S \propto \partial \ln G/\partial E_F \), which is expected to hold in generic conductors at low temperature. It is a single-particle result which is satisfied in low dimensional systems such as quantum dots and quantum point contacts for which a sizable thermopower is detected only if the transmission strongly depends on energy. It is thus a pure transport contribution. However, Eq. (28) shows an additional term which is insensitive to transmission modulations. In fact, for a constant transmission probability or when \( T_n \) shows a weak variation with energy on the scale of \( E_F \), Eq. (28) reduces to
\[ S \simeq -\frac{\pi^2 k_B}{3e} \frac{k_B T_0}{E_F}. \]

This intrinsic contribution is independent of the sample details and, more importantly, survives in the purely ballistic limit. It simply states that in the highly degenerate limit (\( E_F \gg T_0 \), i.e., the range of validity of the Sommerfeld approximation), the thermopower is given by the entropy per unit charge (\( k_B/e \)) associated to the fraction of the electron density which is thermally excited (\( k_B T_0/E_F \)). Therefore, Eq. (28) is completely general and does not depend on the nature of the scattering potential. For \( E_F = 1 \) meV and \( T_0 = 1 \) K, a typical value for the intrinsic thermopower yields \( S \approx 20 \) \( \mu V/K \), a value detectable with present techniques.

We thus expect a competition between the intrinsic and the transport terms in the Seebeck coefficient. We plot \( S \) in Fig. 7 as a function of \( E_F \) for a nonzero value of the Rashba strength. We observe that the junction thermopower is always negative, indicating that when the left side is hotter than the right side, the system generates a negative bias to compensate the excess of thermally activated electrons. Furthermore, \( S \) is quite robust to variations of the spin-orbit region size \( \mathcal{L} \). Additionally, the overall shape of \( S \) is rather smooth unlike the strong variation of the thermoelectric conductance as \( E_F \) increases [cf. Fig. 6]. These facts can be explained taking into account the intrinsic thermopower written in Eq. (28). At high energies the Rashba interaction is not effective and the transmissions are weak functions of energy, as discussed in Sec. IV. Then, the transport contribution to the Seebeck coefficient, \( S \propto \partial \ln G/\partial E_F \), is negligible and \( S \) tends to zero as \( 1/E_F \). At low energies the constant term exceeds the transport contribution due to the \( k_B T_0/E_F \) term. Therefore, the transport term is relevant only at intermediate energies, as shown in Fig. 7.

Applied temperature gradients can also lead to spin accumulations in the attached leads, as recently demonstrated in systems driven by spin Seebeck effects. Then, it is natural to ask whether a local spin-orbit interaction in graphene leads to different subband populations. We address this question by calculating from Eqs. (23) and (24) the subband bias \( V_s \) generated when \( I = 0 \) and \( I_s = 0 \) but \( \Delta T \neq 0 \). The subband ther-
mopower $S_s = V_s/\Delta T$ then follows,

$$S_s = -\left(\frac{\mathcal{L}_+}{G_+} - \frac{\mathcal{L}_-}{G_-}\right).$$

(30)

Notice that to obtain this result, we need to apply a bias voltage:

$$V = -\frac{1}{2} \left(\frac{\mathcal{L}_+}{G_+} + \frac{\mathcal{L}_-}{G_-}\right) \Delta T.$$  

(31)

At low temperature, we can substitute Eq. 26 in Eq. (30), yielding

$$S_s = \frac{\pi^2 k_B T_0}{3e} \left(\frac{\partial T_+/\partial E_F}{T_+} - \frac{\partial T_-/\partial E_F}{T_-}\right).$$

(32)

Notably, the intrinsic thermopower of Eq. 24 drops out from the subband Seebeck coefficient in Eq. 32. $S_s$ depends only on the transmission probabilities to cross the spin-orbit region and is thus a purely transport property. Therefore, we expect a stronger energy dependence of the subband thermopower as compared with its charge analog, Eq. 25. This is confirmed in our numerical simulations. In Fig. 5 we represent $S_s$ as a function of $E_F$. The energy variation of the subband thermopower becomes more pronounced for wider spin-orbit regions because the subband resolved transmissions differ strongly as the region size enhances. In addition, we observe a sign change of $S_s$, implying that for a positive difference of temperatures a positive or negative subband potential is generated depending on the Fermi energy. As expected, for high energies electrons are insensitive to the Rashba scattering potential and the subband thermopower tends to zero.

**VI. CONCLUSIONS**

We have investigated the electric and thermoelectric properties of a graphene monolayer with inhomogeneous Rashba spin-orbit interaction patterned as a stripe along the sample. We have discussed the energy splittings due to the Rashba coupling and their effect in the transmission probabilities. Importantly, the existence of a critical angle for only one of the two subband states leads to a finite polarization when the externally modulated Fermi energy is of the order of the spin-orbit strength.

We have found that our system is more sensitive to temperature shifts than to potential differences. Surprisingly enough, the thermopower is dominated by an intrinsic term which is independent of the scattering potential. The strong energy variation is recovered when the thermopower is calculated in the subband space. Then, an applied temperature bias creates a subband polarization, which can attain significant values (positive or negative) at low Fermi energies.

We have considered a system free of disorder or scattering centers additional to the spin-orbit coupling. In a realistic sample, diffusion processes should be taken into account. However, it is remarkable that in the diffusive regime a similar intrinsic thermopower ($S \sim k_B T_0/eE_F$) is obtained. Therefore, further work is needed to clarify the behavior of the Seebeck coefficient in the transition from the diffusive regime to the ballistic (quantum) regime considered here. Another interesting route would focus on the role of phonons. However, we do not expect that our results will change qualitatively since the phonon contribution is negligible at the low temperatures considered in our work.

Our results might be tested in a suspended graphene sample with a central section deposited onto a metallic substrate inducing a spin-orbit interaction. The coupling between the monolayer and the metal can be tuned with an external electric field. Then, thermovoltages and thermocurrents would be detected upon local heating of a sample side. An alternative measurement would consider heating currents generated in response to an applied electric current under vanishing thermal gradients (Peltier effect). Due to reciprocity, the measured response can
be related to the thermopower. Finally, hot electrons can originate from sample irradiation, as recently demonstrated in Ref. 62. Our results are thus relevant for the exciting area that emphasizes the interplay between spin interactions and thermoelectric effects in graphene and related nanostructures.
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The $1/E_F$ divergence at very low energies below $k_B T_0$ is just an artifact of our Sommerfeld expansion, which is exact up to $(k_B T_0/E_F)^4$. Near the charge neutrality point, $E_F$ is of the order of $k_B T_0$ and the Sommerfeld expansion breaks down.