How to realise a homogeneous dipolar Bose gas in the roton regime
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Homogeneous quantum gases open up new possibilities for studying many-body phenomena and have now been realised for a variety of systems. For gases with short-range interactions the way to make the cloud homogeneous is, predictably, to trap it in an ideal (homogeneous) box potential. We show that for dipolar gases in the roton regime, when longer-range interactions are important, better cloud homogeneity is actually realised by trapping particles in soft-walled (inhomogeneous) box-like potentials. In particular, we numerically explore a dipolar gas confined in a pancake trap which is harmonic along the polarisation axis and a cylindrically symmetric power-law potential $r^p$ radially. We find that intermediate $p$'s yield more homogeneous samples than high $p$'s which trigger density oscillations near the wall. We characterise how the optimum homogeneity depends on the shape of the trapping potential and find it is controlled by the trap wall steepness.

The behaviour of many-body quantum systems is governed by the interplay of the potential confining the particles and the interactions between them; ultracold gases allow for the fine control of both of these aspects. While in most ultracold-atom experiments interparticle interactions are short-ranged and isotropic, the realisation of ultracold dipolar gases, using highly magnetic atoms [1–3], molecules [4] and Rydberg atoms [5], has introduced anisotropic, long-range dipole–dipole interactions, opening up many new avenues for research. In the case of degenerate Bose gases the presence of dipole–dipole interactions has, for example, led to the study of roton physics [6, 7] and the related discovery of a supersolid phase [8–10].

The term ‘roton’ was first coined in the context of liquid helium [11] where it describes excitations observed around a minimum in the excitation spectrum at nonzero momentum. Ultracold dipolar gases tightly confined along the polarisation direction of the dipoles and held more loosely in (at least one of) the other two directions display a similar roton dispersion relation. In this case, the origin of the roton feature is the interplay of the anisotropic, long-range interactions and the tight confinement. As the strength of the interactions is increased, the roton minimum forms, deepens and then reaches zero energy causing the roton instability. In certain cases this leads to the formation of quantum droplets [12–14] and, very close to the instability, a supersolid phase [8–10, 15].

In the experiments so far, the dipolar gases were confined in anisotropic, harmonic potentials; theoretically, most attention has focussed on such fully harmonically trapped gases [16–32] and on homogeneous condensates [33–38] which are harmonically confined along the polarisation direction but are unconfined in at least one of the other two (in-plane) directions. The natural way to create homogeneous conditions experimentally is to make the in-plane confinement box-like. Box traps had much success in systems with purely contact interactions [39], as making a condensate homogeneous almost invariably makes the interpretation of experiments easier and the comparisons with theory more direct. Such traps are yet to be used for experimentally studying many-body phenomena in dipolar quantum gases, but theoretical studies have revealed non-trivial effects such as the accumulation of density near the box walls [40] and novel supersolid crystal structures [41].

In this Letter, we numerically explore the homogeneity of a dipolar gas, tuned close to the roton instability, in a flattened, cylindrically symmetric (‘pancake’) potential, with tight harmonic confinement along $z$ (the direction of polarisation of the dipoles) and a power-law potential $r^p$ in the perpendicular plane (see Fig. 1). This choice is motivated by the fact that a general power-law potential smoothly interpolates between a harmonic potential ($p = 2$) and an ideal box potential ($p \to \infty$), and that experimentally relevant box-like traps are typically characterised as power-law potentials [42]. Additionally, Laguerre–Gaussian beams, often used to create optical box traps, can be used to controllably realise power-law potentials. We find that achieving the most homogeneous-like conditions within the roton regime requires an intermediate $p$ which depends on the trap aspect ratio—this is in sharp contrast to systems with only contact interactions, where a higher $p$ always leads to more homogeneous condensates [39]. We show that the optimum $p$ for a given aspect ratio is determined by the box walls being soft enough so as not to trigger a roton-like instability at the edge significantly before it occurs in the bulk. We also examine how the optimum $p$ depends on the aspect ratio and how homogeneous a sample could be produced within realistic experimental limitations.

We consider a bosonic gas of $N$ atoms, each with mass $m$ and magnetic dipole moment $\mu_m$, confined in a pancake

![FIG. 1. Trap geometry. We consider a gas of dipoles aligned along $z$ which interact via dipole–dipole and contact interactions, and are confined in a ‘pancake’ trap by a harmonic potential along the axis ($z^2$) and a cylindrically symmetric power-law potential in the radial direction ($r^p$).](image-url)
where the value of the dimensionless prefactor $\gamma$ is fixed by $g_s = 4\pi a_s N / \ell_z^2$, where $a_s$ is the s-wave scattering length, and the strength of dipolar interactions is characterised by the parameter $D = 3a_{dd} N / \ell_z^2$, where $a_{dd} = m\mu_0\mu_r^2 / (12\hbar^2)$ is the dipolar length and $\mu_0$ is the permeability of free space. The form of the mean-field dipolar interaction potential is given by

$$\Phi_{dd}(r, t) = \left(1 - \frac{3\cos^2\theta}{|r - r'|^3} |\psi(r', t)|^2\right) d^3r',$$

where $\theta$ is the angle between $z$ and $r - r'$. The relative strength of these interactions (compared to the contact interactions) is given by the ratio $\varepsilon_{dd} = a_{dd} / a_s$.

In the absence of an in-plane potential (i.e. $p \to \infty$ and $\gamma \to \infty$), a dipolar gas is predicted to develop a roton-like excitation spectrum, with a roton minimum for excitations of wavelength $\lambda_{rot} \approx 2\pi / a_{dd}$, which deepens with increasing dipolar interaction strength and reaches zero energy at the roton instability. The instability occurs when the single-particle areal density $n_{2D}(r) = \int_{-\infty}^{\infty} |\psi(r, t)|^2 dz$ reaches a critical value [6, 33] given by

$$n_{2D}^\text{crit}(\varepsilon_{dd}) = v_{\text{crit}}(\varepsilon_{dd}) \times \frac{3}{4\pi D(\rho_{dd}^{-1} + 2)},$$

where the value of the dimensionless prefactor $v_{\text{crit}}(\varepsilon_{dd})$ is tabulated in [33]. Interestingly, up until the gas becomes unstable the density distribution of the BEC has the same form as a gas with only contact interactions with an effective scattering length $a_{\text{eff}} = a_s + 2a_{dd} = a_{dd}(\rho_{dd}^{-1} + 2)$ [33], or equivalently an effective interaction parameter $g_{\text{eff}} = 4\pi a_{\text{eff}} N / \ell_z^2$.

In our simulations, for each trap with given $(\gamma, p)$ and for a given $\varepsilon_{dd}$, we solve the GPE and find the maximum value of $D$ ($g_s$ is fixed by $g_s = 4\pi D / (3a_{dd})$) for which a stable ground state can be found (see Supplemental Material [44] for details).

As we aim to compare the resulting critical density distributions to the infinite (homogeneous) flattened system, we evaluate the $r$ dependent areal density $n_{2D}(r)$ and compare it to $n_{2D}^\text{crit}$.

Figs. 2(a)–(c) show examples of $n_{2D}(r)/n_{2D}^\text{crit}$ for a purely dipolar gas ($\varepsilon_{dd} \to \infty$) with three different $p$’s for $\gamma = 40$. In all cases, the gas becomes unstable when $n_{2D}(r)$ reaches $n_{2D}^\text{crit}$ (or just above) somewhere in the trap, suggesting the local onset of the homogeneous roton instability (in a local density approximation picture). While for $p = 2$ and $p = 20$ the critical density is only reached at the trap centre and the trap edge respectively, for $p = 6$ it is reached across most of the gas simultaneously. To further highlight this, in Figs. 2(d)–(f) we plot the corresponding probability density distributions $P(n_{2D}(r))$ where $P(n_{2D}) dn_{2D}/n_{2D}^\text{crit}$ gives the probability of finding a particle at a density between $n_{2D}$ and $n_{2D} + dn_{2D}$ for a perfectly homogeneous system $P(n_{2D})$ would be a delta function. For $p = 2$ we see that $P(n_{2D})$ varies smoothly and only a small fraction of the particles are near $n_{2D}^\text{crit}$. The distribution for $p = 20$ is very different, with a large peak corresponding to the bulk of the system at $n_{2D}^\text{crit} = 0.6$, but still with only a
small fraction near \( n_{2D}^{\text{crit}} \). For \( p = 6 \), the peak corresponding to the bulk of the system sits at \( n_{2D}^{\text{crit}} \) and so the majority of the system approaches the roton instability simultaneously.

We note that the increase of density seen near the trap walls in high-\( p \) traps (cf. Fig. 2(c)) can be understood in the Thomas–Fermi approximation, in which \( V_{\text{ext}}(r) + g_{s} \phi(r)^{2} + D \Phi_{4D}(r) \) must be constant and equal to the chemical potential within the cloud. In a sharp-walled trap, the contribution of the external potential is negligible. However, due to the long-range nature of the dipolar interactions, if the gas had a homogeneous density distribution, the dipolar term would be significantly reduced near the wall, so the density needs to increase to compensate. For less steep traps, the increasing \( V_{\text{ext}} \) compensates the decay of \( \Phi_{4D} \) and so no density accumulation occurs near the edge of the trap.

To better quantify the power-law best suited for studying the physics of a homogeneous system in the roton regime, we define a ‘homogeneity’ parameter \( H \) as the fraction of particles that experience an \( n_{2D} \) within 5% of \( n_{2D}^{\text{crit}} \). In Fig. 3(a) we plot \( H \) against the exponent \( p \) for aspect ratios \( \gamma = 30, 50 \) and 70 for a purely dipolar gas (\( \epsilon_{4D} \to \infty \), solid lines). For all three aspect ratios \( H \) gradually increases with \( p \) up to some optimum \( p^{*} \) before dropping sharply with higher \( p \) as the peak in \( P(n_{2D}) \) moves below 0.95 \( n_{2D}^{\text{crit}} \). We see that \( p^{*} \) increases with \( \gamma \); it is determined by the \( p \) at which significant density starts accumulating near the edge of the trap (cf. Fig. 2(c)). We have also checked that this behaviour is not specific to purely dipolar gases but also applies in the presence of (weak) contact interactions. We show the curves for \( \epsilon_{4D} = 3 \) (dashed lines), and see that repulsive contact interactions increase both \( p^{*} \) and the maximum \( H \) slightly (attractive contact interactions have the opposite effect).

One would expect density oscillations near the wall to somehow be controlled by the trap ‘wall’ steepness, which not only depends on \( p \) but also on \( \gamma \). We define the steepness as the gradient of the trap potential (relative to the chemical potential \( \mu \)) at half the chemical potential:

\[
S = \frac{\ln \mu}{W_{0} \frac{\ln \mu}{2\sqrt{\pi}}} = \frac{p}{2\gamma^{1/p}} \mu^{-1/p},
\]

where \( W_{0}(x) \) is the Lambert \( W \) function. To check this, in Fig. 3(c) we plot \( p^{*} \) and \( p_{\text{pred}}^{*} \) for a range of \( \gamma \) and see there is very good agreement. This behaviour is in contrast to gases with only contact interactions (\( \epsilon_{4D} = 0 \)), where \( H \) would monotonically increase with \( S \), but would saturate when \( \delta = 1/S \) (the trap ‘wall thickness’) reaches the healing length \( \lambda = 1/\sqrt{2\mu} \) (for our parameters \( \xi \approx 0.5 \ll \lambda_{\text{rot}} \)). In our case, we reach optimum homogeneity at \( \delta \approx 10 \gg \xi \), which is close to the roton wavelength \( \lambda_{\text{rot}} \approx 2\pi \).

As shown in Fig. 3(d), as \( \gamma \) increases the maximum homogeneity \( H_{\text{max}} \) (achieved at the also growing \( p^{*} \)) increases towards 1, suggesting that the homogeneous limit can still in principle be approached if \( \gamma \) and \( p \) are increased together in a suitable way. The trend can be understood via a simple model (dashed line). If we assume the cloud consists of a homogeneous centre with radius \( \gamma - \lambda_{\text{rot}} \) and an inhomogeneous boundary with a width \( \lambda_{\text{rot}} \), we can estimate \( H_{\text{max}} \approx (1 - \lambda_{\text{rot}}/\gamma)^{2} \). Finally, we consider the implications for experimentally realising a close-to-homogeneous dipolar gas in the roton regime. Unlike for gases with solely repulsive contact interactions, the need for relatively soft walls means that the optics for creating an appropriate trap is unlikely to be a significant constraint. Instead, the limiting factor is likely to be the number of atoms required to fill a high \( \gamma \) trap. For an approximately uniform gas in the roton regime \( n_{2D} \approx 1/(\pi \gamma^{2}) \approx n_{2D}^{\text{crit}} \) which using Eq. (4) gives \( \gamma^{2} = 4N_{\text{eff}}/(\gamma_{\text{crit}}(\epsilon_{4D}/\gamma)). \) This shows that to fill a large \( \gamma \) trap we require \( \gamma_{\text{crit}} \) to be small; however, \( \gamma_{\text{crit}} \) needs to be kept large enough to avoid high (3D) number densities which result in excessive 3-body losses. The (dimensionful) peak density can be obtained via the chemical potential and is given by \( n_{\text{max}}^{3D} = \mu_{h}(\epsilon_{4D})/g_{\text{eff}} N/\gamma_{\text{rot}}^{3} = \mu_{h}(\epsilon_{4D})/(4\pi a_{\text{eff}} \ell_{z}^{3}) \) where

\[
\gamma = \frac{\text{with}}{\text{optimum}} \frac{H}{\text{define a 'homogeneity'} \text{ parameter}} \text{ plot against the trap 'wall' steepness} \text{ against the exponent} \frac{\ln \mu}{W_{0} \frac{\ln \mu}{2\sqrt{\pi}}} = \frac{p}{2\gamma^{1/p}} \mu^{-1/p} \text{.}
\]

In Fig. 3(b) we plot \( H \) for the same aspect ratios as in Fig. 3(a) but now against \( S \). Plotting this way reveals that the maximum \( H \) occurs at the same \( S = S^{*} \approx 0.1 \) for all three aspect ratios for a dipolar condensate with or without contact interactions. Given \( \{p, \gamma, \mu\} \) uniquely defines \( S \), we can invert Eq. (5) and use \( S^{*} \) to predict

\[
p^{*}_{\text{pred}} = \frac{\ln \mu}{W_{0} \frac{\ln \mu}{2\sqrt{\pi}}} \frac{\ln \mu}{2\sqrt{\pi}} ,
\]

where \( W_{0}(x) \) is the Lambert \( W \) function. To check this, in Fig. 3(c) we plot \( p^{*} \) and \( p_{\text{pred}}^{*} \) for a range of \( \gamma \) and see there is very good agreement. This behaviour is in contrast to gases with only contact interactions (\( \epsilon_{4D} = 0 \)), where \( H \) would monotonically increase with \( S \), but would saturate when \( \delta = 1/S \) (the trap ‘wall thickness’) reaches the healing length \( \lambda = 1/\sqrt{2\mu} \) (for our parameters \( \xi \approx 0.5 \ll \lambda_{\text{rot}} \)). In our case, we reach optimum homogeneity at \( \delta \approx 10 \gg \xi \), which is close to the roton wavelength \( \lambda_{\text{rot}} \approx 2\pi \).

As shown in Fig. 3(d), as \( \gamma \) increases the maximum homogeneity \( H_{\text{max}} \) (achieved at the also growing \( p^{*} \)) increases towards 1, suggesting that the homogeneous limit can still in principle be approached if \( \gamma \) and \( p \) are increased together in a suitable way. The trend can be understood via a simple model (dashed line). If we assume the cloud consists of a homogeneous centre with radius \( \gamma - \lambda_{\text{rot}} \) and an inhomogeneous boundary with a width \( \lambda_{\text{rot}} \), we can estimate \( H_{\text{max}} \approx (1 - \lambda_{\text{rot}}/\gamma)^{2} \).

Finally, we consider the implications for experimentally realising a close-to-homogeneous dipolar gas in the roton regime. Unlike for gases with solely repulsive contact interactions, the need for relatively soft walls means that the optics for creating an appropriate trap is unlikely to be a significant constraint. Instead, the limiting factor is likely to be the number of atoms required to fill a high \( \gamma \) trap. For an approximately uniform gas in the roton regime \( n_{2D} \approx 1/(\pi \gamma^{2}) \approx n_{2D}^{\text{crit}} \) which using Eq. (4) gives \( \gamma^{2} = 4N_{\text{eff}}/(\gamma_{\text{crit}}(\epsilon_{4D}/\gamma)). \) This shows that to fill a large \( \gamma \) trap we require \( \gamma_{\text{crit}} \) to be small; however, \( \gamma_{\text{crit}} \) needs to be kept large enough to avoid high (3D) number densities which result in excessive 3-body losses. The (dimensionful) peak density can be obtained via the chemical potential and is given by \( n_{\text{max}}^{3D} = \mu_{h}(\epsilon_{4D})/g_{\text{eff}} N/\gamma_{\text{rot}}^{3} = \mu_{h}(\epsilon_{4D})/(4\pi a_{\text{eff}} \ell_{z}^{3}) \) where

\[
\gamma = \frac{\text{with}}{\text{optimum}} \frac{H}{\text{define a 'homogeneity'} \text{ parameter}} \text{ plot against the trap 'wall' steepness} \text{ against the exponent} \frac{\ln \mu}{W_{0} \frac{\ln \mu}{2\sqrt{\pi}}} = \frac{p}{2\gamma^{1/p}} \mu^{-1/p} \text{.}
\]
\( \mu_h(e_{dd}) \) is the (dimensionless) chemical potential tabulated in [33]. Solving for \( \ell_c \) and inserting into our expression for \( \gamma^2 \) gives

\[
\gamma_{\text{max}}^2 \approx \frac{8\pi^{1/2}}{\sqrt{\ell_c \mu_h}} N \left( n_{3D}^\text{max} a_{\text{eff}}^3 \right)^{1/2}.
\]  

(7)

Therefore, with \( 10^5 \) erbium or dysprosium atoms (for which \( a_{\text{dd}} \approx 100a_0 \) and setting \( a_s \approx 0 \)), if we limit \( n_{3D} \leq 100 \mu\text{m}^{-3} \), one could reach \( \gamma_{\text{max}} \approx 40 \) with \( \ell_c \approx 0.4 \mu\text{m} \) (equivalent to a vertical trapping frequency of \( \approx 400 \text{ Hz} \)), resulting in \( H \approx 70 \% \) for \( p^* = 8 \) (cf. \( H \approx 10 \% \) in a harmonic trap).

In conclusion, we have explored the homogeneity and stability of a dipolar gas in a flattened, cylindrically symmetric power-law potential. We found that in contrast to gases with only contact interactions, a large exponent in the power-law potential can trigger density oscillations near the trap ‘wall’ which prevent the bulk of the trap achieving the density a completely homogeneous flattened system would have. An intermediate exponent is therefore more suitable, and we found its optimal value is determined by the trap wall steepness, which depends on both the aspect ratio and power-law exponent. These findings guide the way towards the experimental realisation of such a homogeneous dipolar gas for the study of, for example, droplet arrays, novel supersolid phases and critical phenomena.
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We numerically solve the GPE using both the preconditioned conjugate gradient method [S1] and imaginary time propagation with the split-operator technique [S2] to cross-check our results. Our algorithm largely follows [S3] with some differences laid out below, and is implemented in Python using several highly efficient and parallelised lower-level libraries for the most computationally expensive parts [S4]. Given the trap has axial symmetry, the 3D problem can be reduced to a 2D one computationally. We sample the wavefunction on a grid and calculate the kinetic and dipolar interaction terms in the GPE using a Hankel transform along $r$ and a cosine transform along $z$, given the ground state is symmetric with respect to $z = 0$. To avoid interaction between phantom copies of the cloud along $z$ due to the cosine transform, we employ a cutoff of the dipolar interaction in this direction (this is not a problem along $r$) [S3]. The drawback of using a 2D grid is that it does not allow for instability due to angular excitations. To take these into account, we ensure that all angular excitations have a real positive energy using the Bogoliubov–de Gennes (BdG) formalism [S3]. To find the largest interaction strength at which a stable condensate can be produced, we employ a binary search technique.

GRID

The grid needs to be large enough to comfortably contain the gas, whose size can be estimated using the Thomas–Fermi approximation. We calculate the Thomas–Fermi radii of a gas in our trap with an effective scattering length $a_{\text{eff}} = a_s + 2a_{\text{dd}}$ [S5] and find (in our dimensionless units):

$$R_r = \left( \frac{3v_{\text{crit}}(e_{\text{dd}})}{2} \right)^{2/3}, \quad R_z = \left( \frac{3v_{\text{crit}}(e_{\text{dd}})}{2} \right)^{1/3}, \quad (S1)$$

where $v_{\text{crit}}$ is tabulated in [S5].

Along $z$ we use a uniform grid with a grid size of 10, which is large enough to avoid interaction between phantom copies of the gas. Note that we use a constant grid size as $R_z$ depends only weakly on $e_{\text{dd}}$.

The grid along $r$ is (slightly) non-uniform and is defined by $r_j = \alpha_j/\beta$, $j = 0, \ldots, N$ where $\alpha_j$ are the zeros of the first order Bessel function $J_1(r)$ [S6] and $\beta$ is chosen to give an overall grid size of $1.2R_r$. The Hankel transform can be calculated on this grid with the same computational complexity as in [S3], but additionally it samples the centre of the trap.

This grid allows exact integration (for normalisation and to calculate the energy and the chemical potential) and interpolation (for expressing the wavefunction on different grids during the calculation of excitations). Similarly to [S3], for a function $f(r)$ sampled on this grid it can be shown using a Dini series expansion that

$$\int_0^\infty f(r) r \, dr = \frac{2}{\beta^2} \sum_{j=0}^N f(r_j) J_0^{-2}(\alpha_j). \quad (S2)$$

Exact integrals in $k$-space can be similarly calculated. Furthermore, like in [S3], using a Dini series expansion again an exact interpolation formula can be derived [S7]:

$$f(r) = 2r\beta J_1(\beta r) \sum_{j=0}^N \frac{1}{r^2\beta^2 - \alpha_j^2} f_0^{-1}(\alpha_j) f(r_j). \quad (S3)$$

The number of grid points are chosen to be $256 \times 65$ ($r \times z$) which ensures adequate sampling of the shortest relevant length scales (the oscillator length $\ell_z = 1$ along $z$ and the roton wavelength $\lambda_{\text{rot}} \approx 2\pi \alpha_{\text{rot}}$ along $r$). We checked that our results were insensitive to the exact number of grid points.

EXCITATIONS

Excitations can in general be written in the form $f(r, \theta, z) = f(r, z)e^{-im\theta}$ [S3] where $f(r, z)$ has a definitive symmetry (even or odd) with respect to $z = 0$ and $m$ is the phase winding number of the excitation. For a stable wavefunction, excitations with any $m$ must have a (real) positive energy and so excitations with a range of $m$ need to be calculated. The highest $m$ excitations that can lead to instability occur for high-$p$ traps, when the peak density is along a ring near the wall. In this case the lowest-lying excitation can be thought of as a buckling along this ring (an angular roton [S8]) such that $m_{\text{crit}} \approx 2\pi R_r/\lambda_{\text{rot}}$. In practice, we find testing above $1.25m_{\text{crit}}$ is not required and that always even excitations soften first, as the lowest-lying odd excitation is the Kohn mode, with exactly $\hbar\omega_z$ energy [S9].

We note that as the eigenvalues of the BdG equations are real for a stable condensate, to find the energy of the lowest-lying excitation it is sufficient to use the ‘SR’ (smallest real part) mode of ARPACK [S3], without a preconditioner, which avoids calculating the inverse of the BdG matrix.

CONVERGENCE

To ensure our solution to the GPE has adequately converged, we:

(a) require the smallest $m = 0$ eigenvalue of the BdG equations to be (effectively) 0, as the presence of such a neutral mode confirms the ground-state has been reached [S3];
(b) independently apply both the preconditioned conjugate gradient method [S1] and imaginary time propagation with the split-operator technique [S2] and check for consistency.

However, as calculating BdG eigenstates is numerically expensive, we implemented less stringent but numerically much less expensive tests before the $m = 0$ test takes place.

In the case of imaginary time propagation, convergence depends on both the time step size $\delta t$ and the criteria for halting the imaginary time propagation. For a given $\delta t$ we assume an exponential convergence (in imaginary time) of the wavefunction’s energy, and require the energy difference from its infinite-time value to be below a certain threshold $E_{\text{tol}}$. By considering the change in $\ln(-dE/dt)$ in successive time steps, this energy difference can be calculated using the energy difference $\delta E_i$ between successive time steps, and the criteria amounts to requiring

$$\frac{\delta E_i}{\ln\left(\frac{\delta E_i}{\delta E_{i-1}}\right)} < E_{\text{tol}}.$$  \hfill (S4)

Making larger time steps $\delta t$ has the benefit of converging faster, but given the split-step method yields an error in the energy of $O(\delta t^3)$, it comes at the expense of making larger errors. Therefore, after an iteration set with a certain $\delta t$ converged, we decrease our $\delta t$ by $\sqrt{2}$ and continue with this procedure until the energy change between successive $\delta t$ iteration sets is also smaller than $E_{\text{tol}}$. We then do the $m = 0$ BdG lowest eigenvalue test and lower $E_{\text{tol}}$ until it is passed.

For the preconditioned conjugate gradient method [S1] we follow the approach in [S10], with the choice of the combined (symmetric) preconditioner and the Polak–Ribière formula [S11] to enforce the conjugacy criterion. The convergence of this method is determined by a single threshold, by ensuring the energy change between subsequent ground state candidates is not more than $\delta E_{\text{PCG}} = 10^{-12}$. We found that this was sufficient to pass the $m = 0$ test.
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