Object Detection in Drone Imagery via Sample Balance Strategies and Local Feature Enhancement
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Abstract: With the advent of drones, new potential applications have emerged for the unconstrained analysis of images and videos from aerial view cameras. Despite the tremendous success of the generic object detection methods developed using ground-based photos, a considerable performance drop is observed when these same methods are directly applied to images captured by Unmanned Aerial Vehicles (UAVs). Usually, most of the work goes into improving the performance of the detector in aspects such as design loss, training sample selection, feature enhancement, and so forth. This paper proposes a detection framework based on an anchor-free detector with several modules, including a sample balance strategies module and super-resolved generated feature module, to improve performance. We proposed the sample balance strategies module to optimize the imbalance among training samples, especially the imbalance between positive and negative, and easy and hard samples. Due to the high frequencies and noisy representation of the small objects in images captured by drones, the detection task is extraordinarily challenging. However, when compared with other algorithms of this kind, our method achieves better results. We also propose a super-resolved generated GAN (Generative Adversarial Network) module with center-ness weights to effectively enhance the local feature map. Finally, we demonstrate our method’s effectiveness with the proposed modules by carrying out a state-of-the-art performance on Visdrone2020 benchmarks.
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1. Introduction

Object detection has been widely studied for decades [1]. The most famous detectors, such as those used for surveillance, mainly focus on the object of interest in images captured by ground-based cameras [2]. However, with the advantages of low cost, high flexibility, simple operation, and a small size, camera-equipped drones have been rapidly developed and deployed to replace satellites and cameras for a wide range of applications, such as in agriculture, aerial photography, delivery, surveillance, as well as in other fields [3]. Object detection is therefore one of the key technologies that will improve the perception capability of drones, and in addition, it is the basis for other intelligent algorithms, such as segmentation [4], object tracking [5], crowd estimation [6], etc. Despite the high demand for this technology, the drone-based detection algorithm still poses more challenges than the traditional ground-based detection algorithm. Progress has been slow in the research on object detection for drones, and this has gradually become one of the bottlenecks restricting the development of drones. The level of accuracy and real-time object detection will determine whether the drones’ mission will end with the destruction of the aircraft or its safekeeping. Limited by electric power, range, and environment, the drone-based object detection algorithm brings certain challenges:

(1) The instability of fast-moving UAVs means that aerial images are often blurred and noisy [7]. In addition, less feature information is extract-able from these moving
targets, the drone may repeatedly detect the same object, and it may falsely detect a target;

(2) The objects in need of detection are generally small in the images [8]. This means that when the UAV takes photos from high up, small targets are easily missed;

(3) The UAV’s continuous movement and the changes in the external environment (such as light, clouds, fog, rain, etc.) lead to drastic changes in the target’s features within the image, and thus increase the difficulty of subsequent feature extraction [9];

(4) The drone-based object detection algorithm needs to quickly and accurately detect moving targets [10], so the algorithm must meet real-time computing requirements.

Since the target usually appears small in drone images, the object’s features are often unclear and can easily be confused with the features of other objects. In addition, having excessive background in the image can lead to having too many negative samples in the training process, which affects detection accuracy. Motivated by these observations, this paper aims to improve the efficiency and accuracy of a drone object detection system based on the challenges mentioned above. We offer to study an object detection model based on the idea of an anchor-free framework that can reduce the amount of computation of IoU (Intersection over Union) [11]. In order to adapt the positive and negative samples, we propose new sample selection strategies. In addition, the weight-Generative Adversarial Network (GAN) sub-network is proposed to enhance the features locally. Following this, experiments carried out on Visdrone datasets [12] are used to demonstrate our method’s advantage over state-of-the-art detection methods.

2. Related Work

UAV (Unmanned Aerial Vehicle) is a technology that has emerged in recent years and offers more spatial resolution than standard remote acquisition systems such as satellite or airborne cameras. Despite recent developments offering some promising results, they still primarily rely on manual feature representation. These representations will limit the performance of the recognition system as they work well under limited conditions. The increase in spatial resolution poses new challenges for automatic classification because objects belonging to the same class will look very different to each other [13]. Besides, drone images are greatly affected by illumination, rotation, and scale changes, thereby further increasing the complexity of identifying the robust visual artifacts used to represent image content.

2.1. Object Detection

In the object detection task, we can classify the detector according to whether the algorithm uses anchors to generate candidate target boxes, which can usually be divided into two types: Anchor-based and anchor-free. The anchor-based detector can be divided into one-stage and two-stage according to the algorithm flow. Moreover, the anchor-free detector mainly contains keypoint-based and segmentation-based methods.

Anchor-based detector: An anchor (also known as an anchor box) is comprised of a set of rectangular boxes that are clustered on the training set. The boxes use k-means before training, which represents the aspect scale of the main distribution of the targets in the dataset. During the inference, the n-candidate rectangular boxes are extracted from these anchors on the feature map, and are generated before undergoing further classification and regression. There are two kinds of detector: Two-stage method and one-stage method.

The two-stage method first uses the algorithm to generate a series of candidate boxes, and then these are classified and regressed using the convolutional neural network. We can take Faster R-CNN [14] as an example, as it consists of a separate region proposal network and a region-wise prediction network to detect objects. Lots of algorithms are proposed based on the idea of Faster R-CNN. The authors of [15,16] propose to improve the training strategy and reform the loss function. The authors of [17,18] propose to redesign the architecture of the detection method. The authors of [19,20] propose the method on
feature fusion and enhancement. The authors of [21,22] propose improving the balance and proposal aspects during training.

The one-stage method is the end-to-end algorithm which directly regresses the class and position. It is faster than the two-stage method and only a little less accurate. The one-stage anchor-based detector receives lots of attention when working with the proposed SSD [23]. The authors of [24] introduce new loss function to improve the accuracy. The authors of [25,26] propose to enrich the feature and align the different domains. At present, the performances of the methods based on the one-stage anchor-based detector and the two-stage anchor-based detector are very close.

Anchor-free detector: As the name implies, anchor-free does not require setting the anchor’s aspect ratio in advance, including the keypoint-based method and segmentation-based method. Due to this simple network structure, it is probably more suitable for industrial applications.

The keypoint-based method first locates a few key-points generated by the pre-learned procedures to create bounding boxes for objects. CornerNet [27], defining two key-points (top-left corner and bottom-right corner) to represent the bounding box of objects, is the most representative of keypoint-based methods. At the same time, the CornerNet-Lite [28] method is the lite version improving its pace. CenterNet [29] extends CornetNet as a triplet (top-left corner, bottom-right corner and center) to improve performance. ExtremeNet [30] introduces five key points (top, left, bottom, right, and center) to generate objects’ bounding boxes. In pose estimation, 3D object location, and orientation identification, the key-point-based detector is the basic module, regressing other properties by center points in [31]. In RepPoint [32], it studies the deformable convolution and avoids the problem of no matching, despite key-points based detector, not like CornerNet or ExtremeNet.

The segmentation-based method is similar to the instance-segmentation algorithm. It tends to find any positive sample pixel in the detection frame and directly predict the bounding box’s four regression values (top, bottom, left, and right) by the full convolution branch. YOLO [33] is an early method that divides the picture into $n \times n$ grids. Each grid cell contains the center point of a target and then detects the objects. In DenseBox [34], the positive samples are defined as located in the center of the object. By regressing the four value distances from the center to the bound, the location and bounding boxes of objects are predicted. FSAF [35] uses the RetinaNet with an anchor-free branch to extract features and then predict four distances to bounds with the proposed branch, which define the central region of the target. FoveaBox [36] is inspired by the human eye’s fovea structure, which is divided into two parts: Central vision (foveal) and peripheral vision (peripheral). FoveaBox jointly predicts the possible location of the central area of the target for candidate box prediction. FCOS [37] is the fully convolutional one-stage object detection, which predicts the four distances with center-ness scores based on the positive samples.

2.2. Sample Imbalance

One of the problems in object detector training is the sample imbalance, especially the imbalance in the ratio of positive to negative samples. First, when training an object detector, regardless of whether it is anchor-based or anchor-free, we need to design the sample balance strategies, which can roughly be divided into three aspects: Positive and negative sample definition, sampling, and design loss. In terms of solving this problem how-ever, there are two main solutions. One is the hard sampling method, such as OHEM [38], in which a certain amount of positive and negative samples are selected from the whole sample base, and then only the selected samples need their loss calculating. The other is the soft sampling method, such as Focal Loss [39], which calculates the loss of all the selected samples but assigns different weights to different samples. In addition, the ATSS [40] method is critical as it indicates how to select positive and negative sample during object detection training, and is thus the essential difference between one-stage anchor-based and center-based anchor-free detectors. The hyper-parameter $k$ is designed in ATSS to select the positive candidate samples from each pyramid level.
2.3. Generative Adversarial Networks

The Generative Adversarial Network (GAN) [41] is a generator and discriminator framework. The discriminant network parameters are optimized to maximize the probability of correctly distinguishing real data from fake data. The purpose of generating the network is to maximize the likelihood that the discriminant network cannot identify its forged samples. GANs have been proven to be an excellent image generation model, and its performance in the fields of super-resolution [42], style transfer, and feature enhancement is continually improving. In [43,44], GANs are used to learn the map between two manifolds for style transfer. In [45], GANs are applied for image super-resolution. While Perception GANs [46] aims to generate super-resolved representations for small objects on the object detection task.

2.4. Datasets for Drone Imagery Object Detection

While ground-based datasets, such as MSCOCO [47], PASCAL VOC [48], and ImageNet [49] have achieved great success, when these datasets are used for object detection in drone images, there is a massive performance degradation. To date, there are not many datasets that can be applied to object detection from drones because it requires a significant amount of data annotation. COWC [50] is an aerial-based dataset which consist of 32.7 annotated vehicles and 5.8 useful negative samples, (i.e., boats, trailers, bushes, and A/C units). The quality, appearance, or rotation of annotated targets are all uncontrollable however. Meanwhile, the size of a vehicle in this dataset is between 24 to 48 pixels. CARPK [51] is a drone-based dataset that mainly focuses on car counting and includes 1448 images that were captured by drones in parking lots. DOTA [52] is an aerial-based dataset that contains 2806 aerial photos that are in 15 categories and 188,282 instances. Visdrone [12] is a drone-based dataset and a large-scale benchmark that facilitates object detection from drone imagery. The Visdrone datasets contain ten object categories, including pedestrian, person, car, van, bus, truck, motor, bicycle, awning-tricycle, and tricycle. In daily life, vehicles and people are the highest frequencies detected. In this paper, we mainly apply the Visdrone datasets to train and detect objects in the cars and people categories.

3. Methods

Object detection from drone imagery is becoming increasingly useful in many industry scenarios. However, there are many small targets in the detection task. In addition, the variations in altitude, the object’s scale, view angle, weather and illumination bring about more significant challenges than when using traditional object detection, such as when using ground-based cameras. In general, there are two technical routes, anchor-based and anchor-free. The anchor-based method can generate anchors to help achieve a high AP performance, such as Faster-RCNN [14], SSD [23], and other algorithms. However, with this method the aspect ratio needs to be artificially set, which means designing it in advance for any new datasets that have prior experience. In contrast, the anchor-free method does not require the design of anchor boxes, meaning that it has higher spatial freedom and is more suitable for target detection in UAV-based scenarios. Usually, there are two routes for anchor-free detection: Key-point based methods (e.g., Cornet [28] and CenterNet [29]) and segmentation based methods (e.g., FCOS [37], FSAF [35], Fovea [36], etc.). The keypoint-based methods enlarge the original image in order to improve accuracy based on the idea of crucial point detection, but at the same time, it increases the computing cost. On the other hand, the segmentation based method is mainly based on dense prediction to produce many false-positive samples, which thereby causes a higher recall and lower precision.

Therefore, as Figure 1 shows, the framework of object detection from images captured by drones, which mainly consists of four parts: Feature extracting module, adaptive selection for positive and negative, and easy and hard samples, weight GANs, and classifications and regression. In this paper, we combine the idea of a keypoint-based method with the FCOS-based algorithm. Using weight-GANs, we are able to achieve a local enhancement of the feature map. Simultaneously, we design the sample selection strategies for positive
and negative samples and hard and easy samples to improve AP performance. Finally, we apply two branches to get the classification and regression results.

![Figure 1. Framework of object detection from images captured by drones.](image1.png)

### 3.1. Feature Extracting Module and Offset-Head

We apply the Resnet101 [53] as the backbone and Feature Pyramid Networks (FPNs) [20] as the neck part section for the detector. The module of the feature maps extraction module is the basic part of the framework. Usually, FPN uses a top-down architecture, connected horizontally, to build intra-network feature pyramids from a single scale of input. The FPNs contain two parts: A down-top module and a top-down module. Extracted from the original image, the feature maps which have the same scale are called a stage. The last feature maps are stored in the stage of the bottom-top module. For objects detection, FPN is task-independent and each level of the pyramid in the FPN is used to detect objects at a specific scale. In total, There are four feature maps of different sizes totally are generated. After adding the up-sampled feature map with the feature map after that underwent $1 \times 1$ convolution, each feature map then goes through a $3 \times 3$ convolution layer, respectively, to eliminate the any negative impact that may have been caused by direct summation. Assume that these five feature maps levels, sorted from largest to smallest in size, are P3, P4, P5, P6 and P7. Then all the feature maps are assembled as and work as the features fed into the next module, just as is shown in Figure 2.

![Figure 2. The framework of the feature extracting module.](image2.png)

In this paper, the framework we proposed is designed based on the fully convolutional one-stage object detector, and it lets $F_i^k \in \mathbb{R}^{H \times W \times C}$ be the feature maps at pyramid level $i$. On each feature pyramid, the anchor-based approach places anchor points uniformly on each $H \times W$ spatial location, and the training target is determined by calculating the IoU overlap between all the anchor points and the ground truth box. Finally, the objectives are optimized using pyramid features. Besides, we also proposed a regression branch as the head part section of the anchor-free detector based on the idea of pixel-wise prediction (e.g.,...
The idea of pixel-wise prediction is similar with the algorithms of semantic segmentation, as the core is the method of dense prediction. The detector based on pixel-wise predictions can avoid complex calculations related to the anchor box, such as overlapping issues when training the model. In addition, it, and avoids introducing hyper-parameters related to the anchor box, which are often very sensitive to the final detection results performance. On each FPN layer $F_i$, the anchor points are uniformly distributed uniform. The Figure 3a shows the detailed structure of Head (regression branch), and (b) defines shows the definition of the four variants. The white points in (b) are the anchor points in some FPN layers, and the blue point is the center point of the ground truth object. The offset between anchor point and center point is defined as $(\Delta x, \Delta y)$, and the width and height of the predicted box are defined as $(\Delta w, \Delta h)$. The distance between the anchor point and center points can be calculated as: 

$$\text{Distance} = \sqrt{\Delta w^2 + \Delta y^2}.$$ 

By Through the regression branch, we can directly obtain the distance directly without needing any additional calculations. Thus the predicted boxes are regressed, a. Moreover, for each ground truth object box, each anchor regresses the corresponding offset, width and height. When there are multiple ground-truth object boxes mapped with one anchor, the anchor with the lowest distance from the center point of the object box will be kept. Specifically, each center point of in the ground-truth object box is defined as $(x_c, y_c)$, and the width and height are $w_c$ and $h_c$ respectively. Any anchor which falls into a ground-truth object box, it will be defined as a 4D vector $t^* = (\Delta x, \Delta y, \Delta w, \Delta h)$ which is regressed by the regression branch.

Figure 3. The details of detector head. (a) The detailed structure of Offset-Head (regression branch), and (b) The definition of four variants.

3.2. Adaptive Selection for Positive and Negative, and Easy and Hard Samples

In this paper, we study the relationship and trends between the hyper-parameter $k$ and the IoU threshold, as shown in Figure 4. We observe hyper-parameter $k$’s curve, and the mean and standard deviation of the top $k$ candidates, and find that when the hyper-parameter $k$ is set to no less than 9, the IoU’s lowest threshold is usually 0. Thus, with a hyper-parameter of 9, the selected positive and negative samples are more balanced, and there is a high probability that it can obtain a higher AP performance. This is consistent with the conclusions that are presented in ATSS [40] with regards to hyper-parameter $k$. Furthermore, the sample imbalance problem can be partly solved by using the balance strategies on the positive and negative samples balancing, and easy and hard samples balancing.
We propose the object detection framework based on FCOS, which utilizes IoU to divide the candidates into positive and negative samples. In the training process, sampler labels the anchor boxes with $\text{IoU} > \text{threshold}$ as positives and $\text{IoU} < \text{threshold}$ as negatives. In this paper, we use the mean of top $k$ candidates’ IoU as the threshold to make adaptive sample selection, which is sorted by distance from the center point of ground truth. The standard deviation of top $k$ candidates’ IoU can reflect the offsets of the candidate boxes. As shown in Figure 4, when the amount of candidates is increasing, the mean and standard deviation (std) of IoU tend to be constant. Since the distribution of IoU is not normalization, the anchor boxes with $\text{IoU} > \text{mean} + \text{std}$ belongs to easy-positives. The anchor boxes with $\text{IoU} < \text{mean} - \text{std}$ belongs to easy-negative. Moreover, the anchor boxes between $\text{mean} - \text{std}$ and $\text{mean} + \text{std}$ belongs to hard-positive and hard-negative. As shown in Figure 5, according to the statistics of candidates’ IoU, we counted the proportion of the amount of IoU values in different intervals. The proportion of hard-samples is higher, so the effective suppression is needed.

Positive and negative sample balance strategies: In a picture, the detection target only takes up a small part, and the remaining parts form up the background. During the training process, the boxes with an IoU over 0.5 are usually picked as positive samples, and the target boxes with an IoU below 0.5 are usually detected as negative samples. This will inevitably result in far more negative samples than positive samples, with the training process generally controlling the ratio of positive to negative samples at 1:3 [39].

Easy and hard sample balance strategies: The samples can be divided into four categories: Easy-positive samples, easy-negative samples, hard-positive samples and hard-
negative samples. The hard samples mean that they have been incorrectly classified as opposite samples. In general, hard samples contribute a significant loss but a small amount, while easy samples contribute a slight loss but a large amount. Therefore, the loss is impacted more by the easy samples and learned less from hard samples. Following this, we propose strategies on the adaptive selection for positive and negative, and easy and hard samples (ASPNEH) which are based on the idea of adaptive training sample selection (ATSS). Algorithm 1 is shown as below:

**Algorithm 1** Adaptive selection for positive and negative and easy and hard samples.

**Input:**
- $G$ is a set of ground-truth boxes in the image
- $A$ is the set of all anchor boxes generated from FPN features levels
- $k$ is a hyper-parameter with a default value of 9
- $\delta_1$ is the parameter which limits the amount of easy-samples with a default value of 1
- $\delta_2$ is the parameter which limits the amount of hard-samples with a default value of 2

**Output:**
- $EP$ is a set of easy-positive samples
- $EN$ is a set of easy-negative samples
- $HN$ is a set of hard-negative samples

1. for each ground-truth $g \in G$
2. \quad $C \leftarrow$ select the $k$ anchors from each level in $A$, and $c^k_g \in C$ that have the closest center are closest to the center of ground-truth $g$
3. \quad compute the IoU between $c^k_g$ and $g$: $d^k_g = IoU(c^k_g, g)$
4. \quad compute the mean of the top $k$ anchors: $m^k_g = \frac{1}{k} \sum d^k_g$
5. \quad compute the standard deviation of the top $k$ anchors: $s^k_g = \sqrt{\frac{1}{k} \sum (d^k_g - m^k_g)^2}$
6. \quad compute the IoU of the upper threshold: $t^k_{upper} = m^k_g + s^k_g$
7. \quad compute the IoU of the lower threshold: $t^k_{lower} = m^k_g - s^k_g$
8. end for
9. for each candidate $c_g \in C_g$
10. \quad if $IoU(c^k_g, g) \geq t^k_{upper}$ and center of $c$ in $g$ then
11. \quad \quad $EP = EP \cup c^k_g$
12. \quad end if
13. end for
14. for each candidate $c_g \in C_g$
15. \quad if $IoU(c^k_g, g) \leq t^k_{lower}$ then
16. \quad \quad $EN = EN \cup c^k_g$
17. \quad \quad if $count(EN) \geq \delta_1 \times count(EP)$ then
18. \quad \quad \quad break
19. \quad \quad end if
20. \quad end if
21. end for
22. for each candidate $c_g \in C_g$
23. \quad if $t^k_{lower} \leq IoU(c^k_g, g) \leq m^k_g$ then
24. \quad \quad $HN = HN \cup c^k_g$
25. \quad \quad if $count(HN) \geq \delta_2 \times count(EP)$ then
26. \quad \quad \quad break
27. \quad \quad end if
28. \quad end if
29. end for
30. return $EP, EN \cup HN$

We define $G$ as a set of ground-truth boxes in the images. For each ground-truth $g$, we select the $k$ anchor boxes whose center are closest to the center of $g$, based on $L_2$
distance. As described in Lines 1 to 7, we compute the mean and standard deviation of the top $k$ anchors, the IoU of the upper threshold as $t_{\text{upper}}^k = m_k^g + s_k^g$, and the IoU of the lower threshold as $t_{\text{lower}}^k = m_k^g - s_k^g$. Then, we select the positive samples sets and negative samples sets in from Line 8 to Line 21. When the value of the IoU is more above than the $t_{\text{upper}}^k$, the quality of candidates will be high, and they are will be divided into easy-positive samples whose that have a supposedly high IoU threshold is supposed to be high. Besides, the amount of negative samples are limited to less than $(\delta_1 + \delta_2)$ times the amount of positive samples. Thus, the candidates whose with an IoU below the $t_{\text{lower}}^k$ are divided into the sets of easy-negative samples. Moreover, the candidates whose with an IoU is no more than the mean of the top $k$ anchors and not less than $t_{\text{lower}}^k$ will be divided into hard-negative samples.

3.3. Weight-GAN Sub-Network

Due to the high frequency and noise surrounding the small objects and occluded objects in the images captured by drones, the detection task is extraordinarily challenging. In this paper, we propose a new GAN with center point weights to locally enhance the feature map, which is computed in a forward propagation of feature extracting modules. We need to train a generator model to generate the super-resolved representations for the small or occluded objects, and design a discriminator model that considers adversarial loss and center-ness loss to differentiate and supervise the generator model training.

First, we create a sub-dataset for the GAN task based on Visdrone datasets. This will be used to generate super-resolved large object-like representations for small objects. The samples of the datasets are shown as below in Figure 6. The high resolution objects are cropped from the whole images as raw samples, according to labeled bounding boxes. The sub-datasets contain the object categories of vehicles and people.

![Figure 6](image)

**Figure 6.** The sub-datasets we created for the Generative Adversarial Network (GAN) task to generate high resolution objects and down-sample images.

The Perceptual GAN [46] method provides an idea for detecting small objects by training a GAN model to transfer poor representations of small objects to super-resolved targets that are not easily distinguished by a discriminator. However, the detector based on the Perceptual GAN does not perform well with occluded objects. Due to this, the representation of targets is enhanced using Perceptual GANs, while the occluded objects will be ignored and their representation suppressed. So we proposed the use of center-ness weights to enhance the representation of the center points and suppress the representation of edges for the targets. Inspired by the Perceptual GANs, the sub-net can be described as Figure 7. (a) shows the network generator, which contains a deep residual network to enhance the features from the feature extraction module. In the meantime, the center-
ness weight aims to suppress the features of the edges. (b) shows the framework for the supervision and differentiates whether the image has high resolution target features or super-resolved features.

Figure 7. Details of the training procedure for the weight-GAN sub-network that uses super-resolved feature generation and discrimination. (a) shows the network generator, which contains a deep residual network to enhance the features from the feature extraction module. In the meantime, the center-ness weight aims to suppress the features of the edges. (b) shows the framework for the supervision and differentiates whether the image has high resolution target features or super-resolve features.

We use super-resolved generated GAN module with centerness weights to enhance local features and suppress the edge part features. Thus the occluded objects can be distinguished effectively by following classification and regression branches, just shown as Figure 8.

Figure 8. Occluded objects feature map visualization of FCOS and weight-GAN method.

Our model can be formulated as below. Here, $G$ represents a generator that is trained to map the features data from noisy data to the super-resolved features, and $D$ represents a discriminator that estimates the probability of a target feature coming from high resolution target features, rather than from $G$. In this paper, the functions $F_l$ and $F_s$ are the representation for high resolution object features and down-sampling features respectively. The function $f$ is the generator which learns to generate the residual representation between the representations of high resolution features and low resolution features through residual learning instead.

$$
\min_G \max_D L(D, G) \triangleq \mathbb{E}[\log D(f_l)] + \mathbb{E}[\log (1 - D(\omega_{\text{centerness}}F_s + G(\omega_{\text{centerness}}F_s|f)))]
$$

(1)
In our case, the variant $\omega_{\text{centerness}}$ represents the center-ness weight, which can be formulated as below. We define the width and height of the sample as $2w^c$, and $2h^c$ respectively, and $w^*$ is the horizontal distance between the center point and the point of the feature map horizontally, while $h^*$ is the vertical distance between the center point and the point of the feature map vertically. The closer the point of the feature map is to the center point, the higher heavier weight it has. With $\omega_{\text{centerness}}$, we can enhance the features of the center point, which has better feature representation than the edges.

$$
\omega_{\text{centerness}} = 1 - \sqrt{\frac{\min(w^*, w^c)}{\max(w^*, w^c)}} \times \frac{\min(h^*, h^c)}{\max(h^*, h^c)}
$$

Generator network: The generator network is mainly based on deep residual learning blocks which are easier to train. In order to improve the detection accuracy, the generator network aims to generate super-resolved representations for low resolution targets. In the generator network, since the details are absent from the low resolution feature, the deep residual blocks are trained, rather than the generator network being trained directly. First, the initial features are obtained by the feature extraction module and passed to $3 \times 3$ convolutional filters, then $1 \times 1$ convolutional filters are used to increase the feature dimension to align it with the output layer. The residual blocks consist of convolutional layers, batch normalization and ReLU activation.

Discriminator network: As shown in Figure 7, the discriminator network is mainly trained to distinguish the difference between the high-resolution target features and the super-resolved features which are generated based on low-resolution target features. There is one adversarial branch consisting of two fully-connected layers and an output layer with the sigmoid activation. The adversarial loss $L_{\text{adversarial}}$ is defined as below:

$$
L_{\text{adversarial}} = -\log D_\theta(\omega_{\text{centerness}} G_\theta(F_s))
$$

We denote $D_\theta$ as the adversarial function with the parameter of $\theta$ and take the generator function $G_\theta(F_s)$ as the input of the discriminator network. In order to enhance the local features and suppress the features of the edges, we introduce a parameter $\omega_{\text{centerness}}$, which calculates the proximity between the point of center and the points of the feature map from the super-resolved generator.

3.4. Classification and Regression

In this section, we reuse the branches of classification and regression based on FCOS. After the feature enhancement with weight-GAN, the classification and regression branches help the final results and improve overall performance. Just as shown in Figure 1, the detector we designed is suitable for small object detection tasks in drones scenarios. The loss of classification $L_{\text{cls}}$ is focal loss, and the loss of regression $L_{\text{reg}}$ is the IoU loss. Thus the loss can be formulated as below:

$$
L = \frac{\sum L_{\text{cls}}(p(x,y)c^*(x,y))}{N_{\text{positive}}} + \lambda \frac{\sum L_{\text{reg}}(t(x,y,w,h)t^*(x,y,w,h))}{N_{\text{positive}}}
$$

$N_{\text{positive}}$ denotes the number of positive samples, and $\lambda$ is the balance weight for $L_{\text{reg}}$ with a default value of 1. $c^*(x,y)$ denotes the ground-truth object classification, and $t^*(x,y,w,h)$ denotes the ground-truth object bounding box. In the Figure 1, the inference made by of the detector we designed is forward propagation, while. Moreover, the weight-GANs is the subnet, which needs to be trained separately.

4. Experiments

In this paper, we propose an object detection framework based around the problems of small targets and the presence of too many negative samples in UAV object detection. In this section, we will discuss the following aspects:
• Whether the Sample Balance Strategies (SBS) we proposed for Positive and Negative, and Easy and Hard Samples can improve the AP performance for the selection of positive candidates.
• Whether the weight-GAN subnet can effectively enhance the local features of objects and improve the accuracy of small object detection.
• Verify the detection framework we proposed that combines the Sample Balance Strategies and weight-GANs subnet for the detection of objects from drones, and evaluate it against CornetNet [27], FPN [20], FCOS+ATSS [40], Perceptual GANs [46] and so forth.

For the software environment, all experiments are implemented based on the Pytorch [54] and mmdetection [55] frameworks. The hardware environment of this experiment is the Intel Core i7-6500k CPU 3.4 GHz, and with two GPUs of TITAN RTX 24G memory. We initialize our backbone networks and FPN network with the weights pre-trained on ImageNet [49]. We verify our detection framework on the VisDrone2020 DET dataset [12], which consists of 10,209 images in unconstrained challenging scenes, including 6471 images in the training subset, 548 in the validation subset, 1580 in the test-challenge subset, and 1610 in the test-dev subset. Since our experiment is mainly based on the mmdetection framework, which requires the COCO data format, we convert the VisDrone2020 datasets into the COCO data format. During the training process, we first train the weight-GAN based on the dataset we generated. Then, by the forward propagation of weight-GAN, the local features will be enhanced after the generation of the candidates’ boxes. Finally, the classification and regression will be regressed by the framework we proposed.

### 4.1. Implementation and Performance Evaluation of Samples Balance Strategies

For the observation of sample balancing, we consider balancing the positive and negative, and easy and hard samples using SBS, which is short for Sample Balance Strategies. In this paper, the SBS method aims to balance the distribution of positive and negative samples and suppress the excessive negative samples through easy and hard samples. In order to reduce the computation of IoU, we propose that the Offset-Head replace the original FCOS-head which is based on the anchor-free detector FCOS. The Offset-Head directly regresses the offset \((\Delta x, \Delta y)\) between the anchor point and the center point of the ground-truth object. In order to verify SBS’s effectiveness, we first use the same datasets, such as MSCOCO minival set, to compare the ATSS with our own algorithm, as shown below in Table 1.

| Method        | AP [%] | AP50 [%] | AP75 [%] | APs [%] | AM [%] | AL [%] |
|---------------|--------|----------|----------|--------|-------|-------|
| FCOS + ATSS   | 39.21  | 57.38    | 41.36    | 22.34  | 42.54 | 49.80 |
| Ours w/SBS    | 39.44  | 57.41    | 41.11    | 24.13  | 42.55 | 49.77 |

Our method with SBS can achieves AP 39.44%, and improves detection by 0.23% on AP, 0.03% on AP50, 1.79% on AP75, 0.03% on APs. To be specific, SBS can significantly improve the AP performance of small objects significantly. Because of the balance between positive and negative, many negative samples are suppressed. However, 0.03% are declined on APL. As shown in Figure 9, excluding its for small object detection capabilities, the samples balance method is not much different.

We apply our method with SBS only on the VisDrone2020 dataset and the result can be found as in the below Figure 9. The candidates’ boxes with higher accuracy and a lower amount of false-positives can be better regressed by our method than by FPN + RPN and FCOS w/ATSS.
By comparing the experimental verification and analysis, we can draw the following conclusions for our SBS method:

- Small object detection can achieve a higher performance with sample balance strategies for positive and negative samples, and easy and hard samples.
- In this task, the AP performance of our method is higher than others’ performance, such as those from FCOS w/ATSS.

4.2. Implementation and Performance Evaluation of Weight-GAN Subnet

In order to verify the effectiveness of the weight-GAN method, we compare our method against several other feature enhancement methods on their ability to detect objects through drone vision. As shown in Table 2, we train and test the models on the datasets, which are all generated from VisDrone2020 as shown in Figure 6. Our method can achieve the state-of-the-art performance, and improve by 5.46% for Large Scale Images, by 3.91% for SRGAN [45], by 3.59% for ESRGAN [56] and by 1.23% for Perceptual GANs. The Large Scale Images method represents the model trained using high-resolution images by directly increasing the scale of the input image, e.g., ×4. The SRGAN and ESRGAN methods provide the generative network for the image super-resolution (SR). Perceptual GAN is able to generate super-resolved representations for small objects, but it has a lower accuracy than our method. Thus it proves that the method we have proposed to enhance local features is effective for the detection of objects in drone scenarios.

Table 2. Comparisons of detection performance with different methods on weight-GAN sub-network datasets generated from VisDrone2020.

| Method                | Top1—Accuracy [%] |
|-----------------------|-------------------|
| Large Scale Images    | 65.98             |
| SRGAN                 | 67.53             |
| ESRGAN                | 67.85             |
| Perceptual GANs       | 70.21             |
| Ours w/weight-GAN     | 71.44             |

We also visualize the intermediate results of the super-resolved features generated by weight-GAN, as shown in Figure 10. The first column shows the candidate objects in images captured by drones, while the second column and final column display the features of small objects and large objects, respectively. Because of the residual block in weight-GAN, the third column shows the residual representation features that are generated by the residual block with center-ness weights. Next, in the fourth column, the super-resolved features are generated by weight-GAN.

The extracted features of small objects are easy to be disturbed by the noise of contexts. Thus, we extract the basic feature map based on FPN with multi-level layers to generate the small object feature representation. We utilize four $H \times W \times 256$ fully convolutional layers to regress the class and bounding box position in the following classification branch and regression branch. $H \times W$ is the height and width of feature maps. The detector we proposed based on FCOS directly views the locations as training samples rather than
anchor boxes, similar to FCNs for segmentation tasks. Thus, the enhancement of local features and the suppression of edge features for one small object helps be regressed and classified via fully convolutional layers. We can observe that the result from the super-resolved features is similar to the result from the large objects, and in addition, that the center-ness of learned features are enhanced and edges are suppressed. Thus the method we proposed achieves a better performance.

![Image](image.png)

Figure 10. Visualization of the super-resolved features generated by weight-GAN.

4.3. Performance Evaluation of Detection on Visdrone Datasets

Hyper-parameter k. In this paper, one hyper-parameters $k$ is used to select the candidate positive and negative samples from each pyramid level. As shown in Table 3, we use different values of $k$ to train the detector. We observe that too large $k$ will cause lots of low-quality candidates, which decreases the AP, and too small $k$ will result in insufficient samples. Overall for the visdrone2020 dataset, the best performance can be obtained when $k$ is taken as 9.

| $k$   | 5   | 7   | 9    | 11  | 13  | 15  |
|-------|-----|-----|------|-----|-----|-----|
| AP    | 40.54 | 41.98 | **42.12** | 41.09 | 40.88 | 39.48 |

Table 3. Table analysis of different values of hyper-parameter $k$ on the Visdrone2020 car class.

Comparison. As shown in Table 4, we compare our proposed method to other famous algorithms on the Visdrone2020 benchmark. Following the benchmarks, we evaluate the performance of our method with the $AP_{IoU=0.50:0.05:0.95}$, $AP_{IoU=0.50}$, $AP_{IoU=0.75}$, $AR_{max=1}$, $AR_{max=10}$, $AR_{max=100}$ and $AR_{max=500}$ scores, which are designed in Visdrone2020. Specifically, $AP_{IoU=0.50:0.05:0.95}$ is computed by averaging over all 10 IoU thresholds over all and of across all categories, which is then used as the primary metric for ranking algorithms. $AP_{IoU=0.50}$ and $AP_{IoU=0.75}$ are computed at the single IoU thresholds of 0.5 and 0.75 over all categories, respectively. The $AR_{max=1}$, $AR_{max=10}$, $AR_{max=100}$ and $AR_{max=500}$ scores are the maximum recalls given of 1, 10, 100 and 500 detections per image, averaged over all categories and IoU thresholds.
Table 4. A table for calculating the training AP and AR of different models for the same dataset (Visdrone2020-dev).

| Method               | AP [%] | AP50 [%] | AP75 [%] | AR1 [%] | AR10 [%] | AR100 [%] | AR500 [%] |
|----------------------|--------|----------|----------|---------|----------|-----------|-----------|
| CornetNet            | 23.43  | 41.18    | 25.02    | 0.45    | 4.24     | 33.05     | 34.23     |
| FPN                  | 22.06  | 39.57    | 22.50    | 0.29    | 3.50     | 30.64     | 31.61     |
| FCOS + ATSS          | 23.39  | 39.52    | 26.34    | 0.41    | 3.45     | 31.49     | 31.49     |
| Perceptual GANs      | 21.32  | 38.34    | 25.11    | 0.27    | 3.55     | 32.11     | 32.07     |
| Ours w/SBS           | 23.42  | 39.77    | 26.36    | 0.47    | 3.98     | 31.65     | 31.65     |
| Ours w/WGAN          | 23.34  | 39.56    | 26.18    | 0.25    | 3.03     | 32.71     | 32.69     |
| Ours w/SBS + WGAN    | 24.17  | 40.98    | 26.71    | 0.51    | 4.29     | 33.19     | 33.19     |

Compared with the state-of-the-art CornerNet method, our method that uses the Sample Balance Strategy and weight-GAN Sub-network performs better and improves the AP by 0.74%. In terms of sample selection strategies meanwhile, we compare our method to the state-of-the-art FCOS+ATSS method. Our methods, both using SBS only, as well as using SBS and WGAN, improve the AP by 0.03% and by 0.78% respectively. This proves the effectiveness of the SBS method in the detection of objects from drones. Besides, when compared with Perceptual GANs, our method weight-GAN also achieves a better performance. The results of our detection method are shown in Figure 11.

Figure 11. The results of our detection framework on the VisDrone2020 benchmark.

For object detection tasks in UAV scenarios, there are many small targets whose feature maps usually are not easy to be distinguished by the following regression and classification branches. In order to improve the detector’s performance, we propose the weight-GAN method to enhance the local feature of small targets and introduce the sample balance strategies.

5. Conclusions

For scenarios that require object detection from drones, the training datasets are not as rich as those from the ground-based dataset, e.g., ImageNet. In addition, the detection tasks needed mostly focus on small objects. In order to improve the performance of the detector therefore, most studies usually try to improve the aspects of loss design, training sample selection, feature enhancement and so forth. In this paper, we propose an object detection framework for drone scenarios that uses Sample Balance Strategies and a weight-GANs sub-network to improve detection performance. In terms of the selection of training samples, we propose the Sample Selection Strategies method, which balances positive and negative samples, and easy and hard samples based on ATSS (Adaptive Training Sample Selection). Validated through experiments, our method’s performance has been shown to surpass that of ATSS. Furthermore, in terms of the enhancement of features, we introduce weight-GAN to generate super-resolved features and enhance the representation of small objects with center-ness weights based on Perceptual GANs. Using experiments, we can observe that our method performs in a better way than simply enlarging the scale of the image and using Perceptual GANs. Finally, we compare our proposed method to the benchmark and again achieve a better performance in UAV object detection scenarios.
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