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Abstract—With the popularity of social networks, and e-commerce websites, sentiment analysis has become a more active area of research in the past few years. On a high level, sentiment analysis tries to understand the public opinion about a specific product or topic, or trends from reviews or tweets. Sentiment analysis plays an important role in better understanding customer/user opinion, and also extracting social/political trends. There has been a lot of previous works for sentiment analysis, some based on hand-engineering relevant textual features, and others based on different neural network architectures. In this work, we present a model based on an ensemble of long-short-term-memory (LSTM), and convolutional neural network (CNN), one to capture the temporal information of the data, and the other one to extract the local structure thereof. Through experimental results, we show that using this ensemble model we can outperform both individual models. We are also able to achieve a very high accuracy rate compared to the previous works.

I. INTRODUCTION

Emotions exist in all forms of human communication. In many cases, they shape one’s opinion of an experience, topic, event, etc. We can receive opinions and feedback for many products, online or otherwise, through various means, such as comments, reviews, and message forums, each of which can be in the form of text, video, polls and so on. One can find some type of sentiment in every type of feedback, e.g. if the overall experience is positive, negative, or neutral. The main challenge for a computer is to understand the underlying sentiment in all these opinions. Sentiment analysis involves the extraction of emotions from and classification of data, such as text, photo, etc., based on what they are conveying to the users [1]. This can be used in dividing user reviews and public opinion on products, services, and even people, into positive/negative categories, detecting tones such as stress or sarcasm in a voice, and even finding bots and troll accounts on a social network [2]. While it is quite easy in some cases (e.g. if the text contains a few certain words), there are many factors to be considered in order to extract the overall sentiment, including those transcending mere words.

In the age of information, the Internet, and social media, the need to collect and analyze sentiments has never been greater. With the massive amount of data and topics online, a model can gather and track information about the public opinion regarding thousands of topics at any moment. This data can then be used for commercial, economical and even political purposes, which makes sentiment analysis an extremely important feedback mechanism.

Sentiment analysis and opinion annotation has started to grow more popular since the early 2000s [3]–[7]. Here we mention some of the promising previous works. Cardie [4] proposed an annotation scheme to support answering questions from different points of view and evaluated them. Pang [6] proposed a method to gather the overall sentiment from movie reviews (positive/negative) using learning algorithms such as Bayesian and support vector machines (SVMs). Liu [7] uses a real-world knowledge bank to map different scenarios to their corresponding emotions in order to extract an overall sentiment from a statement.

With the rising popularity of deep learning in the past few years, combined with the vast amount of labeled data, deep learning models have replaced many of the classical techniques used to solve various natural language processing and computer vision tasks. In these approaches, instead of extracting hand-crafted features from text and images, and feeding them to some classification model, end-to-end models are used to jointly learn the feature representation and perform classification. Deep learning based models have been able to achieve state-of-the-art performance on several tasks, such as sentiment analysis, question answering, machine translation, word embedding, and name entity recognition in NLP [8]–[14], and image classification, object detection, image segmentation, image generation, and unsupervised feature learning in computer vision [15]–[21].

Similar to other tasks mentioned above, there have been numerous works applying deep learning models to sentiment analysis in recent years [22]–[28]. In [22], Santos et al proposed a sentiment analysis algorithm based on deep convolutional networks, from short sentences and tweets. You et al [23] used transfer learning approach for sentiment analysis, by progressively training them on some labeled data. In [24], Lakkaraju et al proposed a hierarchical deep learning approach for aspect-specific sentiment analysis. For a more comprehensive overview of deep learning based sentiment analysis, we refer the readers to [28].

In this paper, we seek to improve the accuracy of sentiment analysis using an ensemble of CNN and bidirectional LSTM (Bi-LSTM) networks, and test them on popular sentiment analysis databases such as the IMDB review and SST2 datasets. The block-diagram of the proposed algorithm is shown in Figure 1.

The CNN network tries to extract information about the local structure of the data by applying multiple filters (each having different dimensions), while the LSTM network is
better suited to extract the temporal correlation of the data and dependencies in the text snippet. We then combined the predicted scores of these two models, to infer the sentiment of reviews. Through experimental results, we show that by using an ensemble model, we are able to outperform the performance of both individual models (CNN, and LSTM).

The structure of the rest of this paper is as follows. In Section II, we provide the detail of the proposed model, and the architecture for CNN and LSTM models used in our work. In Section III, we provide the results from our experimental studies on two sentiment analysis databases. And finally we conclude the paper in Section IV.

II. THE PROPOSED FRAMEWORK

As mentioned previously, we propose a framework based on the ensemble of LSTM and CNN models to perform sentiment analysis. Ensemble models have been used for various problems in NLP and vision, and are shown to bring performance gain over single models [29], [30]. In the following subsections we provide an overview of the proposed LSTM and CNN models.

A. The LSTM model architecture

LSTM [31] is a popular recurrent neural network architecture for modeling sequential data, which is designed to have a better ability to capture long term dependencies than the vanilla RNN model. As other kind of recurrent neural networks, at each time-step, LSTM network gets the input from the current time-step and the output from the previous time-step, and produces an output which is fed to the next time step. The hidden layer from the last time-step (and sometimes all hidden layers), are then used for classification. The high-level architecture of a LSTM network is shown in Figure 2.

As mentioned above, the vanilla RNN often suffers from the gradient vanishing or exploding problems, and LSTM network tries to overcome this issue by introducing some internal gates. In the LSTM architecture, there are three gates (input gate, output gate, forget gate) and a memory cell. The cell remembers values over arbitrary time intervals and the three gates regulate the flow of information into and out of the cell. Figure 3 illustrates the flow of information into and out of the cell.

The relationship between input, hidden states, and different gates can be shown as:

\[
\begin{align*}
  f_t &= \sigma(W^{(f)} x_t + U^{(f)} h_{t-1} + b^{(f)}), \\
  i_t &= \sigma(W^{(i)} x_t + U^{(i)} h_{t-1} + b^{(i)}), \\
  o_t &= \sigma(W^{(o)} x_t + U^{(o)} h_{t-1} + b^{(o)}), \\
  c_t &= f_t \odot c_{t-1} + i_t \odot \tanh(W^{(c)} x_t + U^{(c)} h_{t-1} + b^{(c)}), \\
  h_t &= o_t \odot \tanh(c_t)
\end{align*}
\]

where \( x_t \in \mathbb{R}^d \) is the input at time-step \( t \), and \( d \) denotes the feature dimension for each word, \( \sigma \) denotes the element-wise sigmoid function (to map the values within \([0, 1]\)), \( \odot \) denotes the element-wise product. \( c_t \) denotes the memory cell designed to lower the risk of vanishing/exploding gradient, and therefore enabling learning of dependencies over larger period of time feasible with traditional recurrent networks. The forget gate, \( f_t \) is to reset the memory cell. \( i_t \) and \( o_t \) denote the input and output gates, and essentially control the input and output of the memory cell.

For many applications, we are interested in the temporal information flow in both directions, and there is variant of LSTM, called Bidirectional-LSTM (Bi-LSTM), which can address this. Bidirectional LSTMs train two hidden layers on the input sequence. The first one on the input sequence as-is, and the second one on the reversed copy of the input sequence. This can provide additional context to the network, by looking at both past and future information, and results in faster and better learning.

In our work, we used a two-layer bi-LSTM, which gets the Glove embedding [33] of words in a review, and predicts the sentiment for that. The architecture of the proposed Glove+bi-LSTM model is shown in Figure 4.
B. The CNN model architecture

Another piece of our proposed framework is based on convolutional neural network (CNN) [34]. CNNs have been very successful for several computer vision and NLP tasks in recent years. They are especially powerful in exploiting the local correlation and pattern of the data through learned by their feature maps. One of the early works which used CNN for text classification is by Kim [35], which showed great performance on several text classification tasks.

To perform text classification with CNN, usually the embedding from different words of a sentence (or paragraph) are stacked together to form a two-dimensional array, and then convolution filters (of different length) are applied to a window of \( h \) words to produce a new feature representation. Then some pooling (usually max-pooling) is applied on new features, and the pooled features from different filters are concatenated with each other to form the hidden representation. These representations are then followed by one (or multiple) fully connected layer(s) to make the final prediction.

In our work, we use word embedding based on the pre-trained Glove model, and used a convolutional neural network with 4 filter sizes (1,2,3,4), and 100 feature maps for each filter. The hidden representation are then followed by two fully-connected layers and fed into a softmax classifier. The general architecture of the proposed CNN model is shown in Figure 5.

C. The Ensemble Model

Both LSTM and CNN models perform reasonably well, and achieve good performance for sentiment analysis. LSTM achieves this mainly by looking at temporal information of data, and CNN by looking at the holistic view of local-information in text. But we believe we can boost the performance further by combining the scores from these two models. In our work, we use an ensemble of CNN and LSTM models, by taking the average probability scores of these models as the final predictions. The overall architecture of our proposed model is shown in Figure 1.

III. EXPERIMENTAL RESULTS

Before presenting the experimental results, let us first discuss the hyper-parameters used in our training, and give an overview of the datasets used in our experiments. We train the proposed CNN and LSTM models for 100 epochs using an Nvidia Tesla GPU. The batch size is set to 64 for SST2 dataset, and to 50 for IMDB dataset. ADAM optimizer is used to optimize the loss function, with a learning rate of 0.0001 and a weight decay of 0.00001. We present the details of the datasets used for our work in the following section.

A. Databases

In this section, we provide a quick overview of the datasets used in our work, IMDB review [36], and SST2 dataset [37].

IMDB review dataset: IMDB dataset contains movie reviews along with their associated binary sentiment polarity labels. It contains 50,000 reviews split evenly into 25k train and 25k test sets. The overall distribution of labels is balanced (25k positive and 25k negative). In the entire collection, no more than 30 reviews are allowed for any given movie to reduce correlation among reviews. Further, the train and test sets contain a disjoint set of movies.

We illustrate some of the frequent words of this dataset in Figure 6. It is worth mentioning that we excluded the stop words, as well as the words "movie" and "film" for this representation, as they do not carry a lot of information toward sentiment. Some of the most distinguishable words in the positive reviews include "great", "well", "love", while words in the negative reviews include "bad", "can’t". Some of the words are also common between both negative and positive classes, such as "One", "Character", even the word "well" seems to be a common word in both negative and positive reviews, but it is more frequent in positive class (based on the size comparison of this word in two classes).

SST2 Dataset: Stanford Sentiment Treebank2 (SST2) is a binary sentiment analysis dataset, with train/dev/test splits provided. It is worth to mention that this data is actually provided at the phrase-level and hence one can train the model on both phrases and sentences. The vocabulary size for this dataset is around 16k.

In Figure 7, we show some of the most common words in SST2 dataset for both positive and negative reviews as a Wordcloud (we excluded the stop words), as well as the words "movie" and "film" for this representation, as mentioned above for IMDB dataset). Some of the most distinguishable words in the positive reviews include "good", "funny", "great", "well", "love", while words in the negative reviews include "bad", "can’t".
Fig. 6. The visualization of most frequent words for both positive and negative reviews for IMDB database. The top and bottom image denote the frequent words for positive and negative reviews respectively.

"love", "best", while words in the negative reviews include "bad", "nothing", "never". Some of the words are also common between both negative and positive classes, such as "one", "character", "way", as well "movie" which is removed from the set of words.

Fig. 7. The visualization of most frequent words for both positive and negative reviews for SST2 database. The top and bottom image denote the frequent words for positive and negative reviews respectively.

B. Model Performance and Comparison

We will now present the experimental results of the proposed ensemble model on the above datasets.

We first compare the classification accuracy of the CNN and LSTM models, with the ensemble of these two. The classification accuracies for the CNN+Glove, LSTM+Glove, as well as the ensemble of these two models on IMDB, and SST2 dataset are presented in Table I and Table II respectively.

| Method                        | Accuracy Rate |
|-------------------------------|---------------|
| Proposed LSTM Model           | 89%           |
| Proposed CNN Model            | 89.3%         |
| Proposed Ensemble of LSTM and CNN | 90%         |

| Method                        | Accuracy Rate |
|-------------------------------|---------------|
| Proposed LSTM Model           | 80%           |
| Proposed CNN Model            | 80.2%         |
| Proposed Ensemble of LSTM and CNN | 80.5%         |

As we can see, we achieve some performance gain by using the ensemble model over the individual ones.

In Table III we provide the comparison between the proposed algorithm, and some of the previous works on IMDB review sentiment analysis.

| Method                              | Accuracy Rate |
|-------------------------------------|---------------|
| LDA [38]                            | 67.42%        |
| LSA [38]                            | 83.96%        |
| Semantic + Bag of Words (bnc [48])  | 88.28%        |
| SA-LSTM with joint training [48]    | 85.3%         |
| LSTM with tuning and dropout [59]   | 86.5%         |
| SVM on BOW [40]                     | 88.7%         |
| WRRBM + BoW (bnc) [58]              | 89.3%         |
| Proposed Ensemble of LSTM and CNN  | 90%           |

C. The predicted scores for positive and negative reviews

In this section we present the distribution of probability scores predicted by LSTM and CNN models for the reviews in SST2 database. Ideally, we expect the predicted scores for positive and negative reviews to be close to 1 and 0 respectively. The histogram of the predicted scores by our CNN and LSTM models (for SST2 dataset) are presented in Figure 8.

As we can CNN model performs slightly better in pushing the scores for positive and negative reviews toward 1 and 0, which results in slightly higher accuracy. For LSTM model, the predicted probabilities cover a wide range of values in [0, 1], which makes it challenging to find a good cut-off threshold to separate two classes. It is worth mentioning that in our current models, 0.5 is used for the cut-off thresholds between positive and negative classes, but perhaps this can be further improved by tuning this threshold on a validation set.
D. Training Performance over Time

We also present the training accuracies for both CNN and LSTM models, on IMDB and SST2 datasets over different epochs. These accuracies are shown in Figures 9 and 10 respectively. As we can see the CNN model starts converging earlier than LSTM on both datasets.

Fig. 9. The training accuracy at different epochs for IMDB database

Fig. 10. The training accuracy at different epochs for SST2 database

IV. Conclusion

In this work we proposed a framework for sentiment analysis, based on an ensemble of LSTM and CNN models. Each word in reviews are represented with Glove embedding, and the embedding are then fed into the CNN and LSTM models for prediction. The predicted scores by LSTM and CNN model are then averaged to make the final predictions. Through experimental studies, we observe some performance gain by the ensemble model compared to the individual LSTM and CNN models. As a future work, we plan to jointly train the LSTM and CNN model, to further improve their performance gain over individual models. We believe this ensemble model can be used to improve the prediction accuracy in several other deep learning-based text processing tasks.
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