Role of spatial inhomogeneity in dissociation of trapped molecular condensates

Magnus Ögren and K. V. Kheruntsyan
ARC Centre of Excellence for Quantum-Atom Optics, School of Mathematics and Physics, University of Queensland, Brisbane, Queensland 4072, Australia
(Dated: August 3, 2010)

We theoretically analyze dissociation of a harmonically trapped Bose-Einstein condensate of molecular dimers and examine how the spatial inhomogeneity of the molecular condensate affects the conversion dynamics and the atom-atom pair correlations in the short-time limit. Both fermionic and bosonic statistics of the constituent atoms are considered. Using the undepleted molecular-field approximation, we obtain explicit analytic results for the asymptotic behavior of the second-order correlation functions and for the relative number squeezing between the dissociated atoms in one, two and three spatial dimensions. Comparison with the numerical results shows that the analytic approach employed here captures the main underlying physics and provides useful insights into the dynamics of dissociation for conversion efficiencies up to 10%. The results show explicitly how the strength of atom-atom correlations and relative number squeezing degrade with the reduction of the size of the molecular condensate.
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I. INTRODUCTION

Pair production of photons has been the key mechanism in a series of landmark experiments in quantum optics. Of particular importance have been the experiments with pair correlated photons from an atomic radiative cascade [1] and from parametric down-conversion [2, 3], leading to demonstrations of violations of Bell’s inequalities and the Einstein-Podolsky-Rosen (EPR) entanglement [4–7]. Performed initially with discrete polarization states of photons—as a realization of Bohm’s version [8] of the EPR gedankenexperiment [9]—the EPR correlations have been later demonstrated in their original version, that is, for a system of observables with a continuous spectrum [10]. In this case, the role of a pair of canonically conjugate variables is taken by quadrature amplitudes of spatially separated signal and idler beams generated using a nondegenerate parametric down-conversion in a cavity.

In atom optics, one of the simplest mechanisms for atom pair production can be realized via dissociation of diatomic molecules [11–13]. When performed with a molecular Bose-Einstein condensate (BEC) as the initial state and assuming that the constituent atoms are bosons, the process lends itself [14] as a direct matter-wave analog of optical parametric down-conversion of an intense laser light in a $\chi^{(2)}$-nonlinear crystal. Owing to this analogy, one can envisage that future experiments on dissociation of molecular BECs can lead to atom optics demonstrations of EPR correlations [20, 22] and related tests of Bell’s inequalities [23–24].

The most important ingredients for such experiments are: (i) the creation of quantum degenerate samples of stable, long-lived molecules, preferably in a rovibrational ground state (such as in recently demonstrated experiments [25–27]), and (ii) the development of techniques for measuring atom-atom correlations [13, 28–34]. Demonstrations of continuous-variable EPR correlations in atomic quadratures will additionally require the measurement of matter-wave quadrature amplitudes using stable, mode-matched local oscillator fields as phase references [21, 35]. This is a challenging task yet to be realized experimentally. In the case of fermionic statistics of the constituent atoms, dissociation of a molecular BEC offers a new paradigm of fermionic quantum atom optics [36, 37] and new opportunities for extensions of fundamental tests of quantum mechanics to ensembles of neutral fermionic atoms.

The purpose of this article is a qualitative and quantitative understanding of the simplest density-density and atom number correlations in spontaneous dissociation of a molecular BEC in the short-time limit. Strong atom-atom correlations and relative number squeezing can be regarded as precursors of more complex EPR correlations. In the short-time limit, the converted fraction of molecules into constituent atoms is small and one can employ the undepleted molecular-field approximation, which was successfully used in theoretical descriptions of parametric down-conversion in quantum optics [38]. Even though a less restrictive description of dissociation dynamics can be accomplished via state-of-the-art numerical techniques, such as the first-principles simulations using the positive-$P$ and Gaussian representations [39–42, 78], the truncated Wigner function approach [42], the Hartree-Fock-Bogoliubov method [37, 47, 43], and a generalized Gross-Pitaevskii (GP) equation [44], the main motivation of the present work is to obtain approximate analytic results which are less computationally expensive and have the intrinsic appeal of analytic simplicity. By comparing these results with the numerical ones, one can verify their accuracy and the range of validity in different parameter regimes. For a related problem of atomic four-wave mixing via condensate collisions [5], a similar analytic treatment has been employed in Ref. [45], with the results in the short-time limit comparing very well with the first-principles simulations in...
the positive-$P$ representation \[46\].

The main question that we address here is the influence of the spatial inhomogeneity of the source (molecular) condensate on the strength of atom-atom correlations. This is an important problem for modeling realistic experiments performed using trapped, inhomogeneous condensates with interactions. For example, for a harmonically trapped system, the spatial inhomogeneity and the multimode character of the problem enters through the shape of the density profile of the initial condensate which—in the Thomas-Fermi (TF) limit—is close to an inverted parabola. The shape of the source in turn determines the extent to which the effect of mode-mixing affects the spatial structure of atom-atom correlations.

For strong inhomogeneity, the effect can be quite detrimental and can reduce the strength of correlations significantly. Our analytic results allow us to quantify these effects in a relatively simple way, as the short-time limits to correlation functions are obtained in a closed explicit form in terms of Bessel functions. In a recent rapid communication [47], we presented some of these results for dissociation in a one-dimensional (1D) geometry; in the present work, we give the details of derivations and extend the results to 2D and 3D systems.

In addition, our comparison between the results for bosonic and fermionic atoms allows for a demonstration of striking differences in the dissociation dynamics that depend inherently on the difference in quantum statistics. For short durations of dissociation, which produce low-density atomic clouds, these differences are not obstructed by the $s$-wave scattering interactions and have been recently studied in the context of directionality effects due to Bose enhancement and Pauli blocking in the dissociation of elongated molecular condensates [48].

Related recent studies of molecular dissociation are concerned with the role of confinement on the stability of the molecular BEC [49], the effect of magnetic-field fluctuations and modulations on the dissociation dynamics near a Feshbach resonance [50], the dynamics of dissociation in optical lattices [51], dissociation of molecules prepared in a vortex state [52], connection of dissociation with the generators of the SU(1,1) and SU(2) Lie algebras [53], loss of atom-molecule coherence due to phase diffusion [54], as well as the use of molecular dissociation as a probe of two-body interactions [55], collisional resonances [56], and spectroscopic properties of Feshbach resonance molecules [57, 58].

The article is organized as follows. In Sec. [II] we introduce the model for dissociation of molecular dimers consisting of either two distinguishable bosonic atoms or two fermionic atoms in different spin states. In Sec. [III] we formulate the same problem for the case of two indistinguishable bosonic atoms. In Sec. [IV] we present the results of a numerical analysis of molecular dissociation in 1D within the undepleted molecular-field approximation. In Sec. [V] we develop an analytic approach for the short-time asymptotic behavior and obtain explicit results for the atom-atom pair correlation functions and the relative number squeezing in 1D, 2D, and 3D geometries, for TF and Gaussian density profiles of the molecular BEC. Throughout these sections, we discuss the validity of the approximate model (with no molecular depletion) by comparing the relevant results with those obtained using first-principles positive-$P$ simulations for bosons, in which the molecular-field dynamics and its depletion is treated quantum mechanically. The details of the positive-$P$ method are given in Sec. [VI]. Finally, in the same Sec. [VI] we incorporate the effects of $s$-wave scattering interactions and analyze the system using the truncated Wigner approach. We conclude the article with the summary Sec. [VII].

II. DISSOCIATION INTO DISTINGUISHABLE BOSONIC OR FERMIONIC ATOM PAIRS

To model the dissociations of a Bose-Einstein condensate of diatomic molecules into pairs of constituent atoms, we start with the following effective quantum field theory Hamiltonian, in a rotating frame [59]:

$$
\hat{H} = \int d^Dx \left\{ \sum_{i=0,1,2} \frac{\hbar^2}{2m_i} |\nabla \hat{\Psi}_i|^2 + \hbar \Delta (\hat{\Psi}_1^\dagger \hat{\Psi}_1 + \hat{\Psi}_2^\dagger \hat{\Psi}_2) \right\} - i \hbar \chi \left( \hat{\Psi}_1^\dagger \hat{\Psi}_1 \hat{\Psi}_2 - \hat{\Psi}_2^\dagger \hat{\Psi}_2 \right). \tag{1}
$$

Here we assume that the molecules [described by the field operator $\hat{\Psi}_0(x, t)$] are made of either two distinguishable bosonic atoms or two fermionic atoms in different spin states. In both cases, $\hat{\Psi}_0(x, t)$ is a bosonic field operator satisfying the standard commutation relation $[\hat{\Psi}_0(x, t), \hat{\Psi}_0^\dagger(x', t)] = \delta^{D}(x - x')$, with $D = 1, 2$ or 3 corresponding to the dimensionality of the system. The atomic field operators, $\hat{\Psi}_i(x, t)$ ($i = 1, 2$), satisfy either bosonic commutation or fermionic anticommutation relations, $[\hat{\Psi}_i(x, t), \hat{\Psi}_j^\dagger(x', t)] = \delta_{ij} \delta^D(x - x')$ or $[\hat{\Psi}_i(x, t), \hat{\Psi}_j(x', t)] = \delta_{ij} \delta^D(x - x')$, depending on the underlying statistics.

The first term in the Hamiltonian [1] describes the kinetic energy where the atomic masses are $m_1$ and $m_2$, whereas the molecular mass is $m_0 = m_1 + m_2$. For simplicity, we consider the case of equal atomic masses (same isotope atoms), with $m_1 = m_2 \equiv m$ and $m_0 = 2m$.

The coupling constant $\chi \equiv \chi_D$ is responsible for coherent conversion of molecules into atom pairs, for example, via optical Raman transitions, an rf transition, or a Feshbach resonance sweep (see, for example, Refs. 59, 60, and 64, 67 for recent reviews); the microscopic expressions for $\chi$ in 1D, 2D, and 3D can be found in Ref. 43.

The detuning $\Delta$ is defined to give the overall energy mismatch $2\hbar \Delta$ between the free two-atom state in the dissociation threshold and the bound molecular state (including the relative frequencies of the Raman lasers or the frequency of the rf field; for further details, see Refs.
Unstable molecules, spontaneously dissociating into pairs of constituent atoms, correspond to \( \Delta < 0 \), with \( 2\hbar|\Delta| \) being the total dissociation energy.

The trapping potential for preparing the initial molecular BEC—within any residual atoms being removed—is omitted from the Hamiltonian since we assume that once the dissociation is invoked, the trapping potential is switched off, so that the dynamics of dissociation is taking place in free space (in 1D and 2D geometries, we assume that the confinement in the eliminated dimensions is kept on so that the free-space dynamics refers only to the relevant dimension under consideration). We assume that the switching on of the atom-molecule coupling and switching off of the trapping potential is done in the regime of a sudden jump \[39, 48\]. Accordingly, the preparation stage is reduced to assuming a certain initial state of the molecular BEC in a trap, after which the dynamics is governed by the Hamiltonian \[41\].

In what follows we initially treat the dynamics of dissociation in the undepleted molecular condensate approximation in which the molecules are represented as a fixed classical field. The undepleted molecular approximation is valid for short-enough dissociation times during which the converted fraction of molecules does not exceed \( \sim 10\% \) \[38\]. In this regime the dissociation typically produces low-density atomic clouds for which the atom-atom s-wave scattering interactions are negligible \[38\], hence, their absence from our Hamiltonian. Additionally, the atom-molecule interactions will initially appear as an effective spatially dependent detuning due to the mean-field interaction energy; this can be neglected by operating at relatively large absolute values of the dissociation detuning \( |\Delta| \) so that the total dissociation energy \( 2\hbar|\Delta| \) dominates the mean-field energy shifts \[38\]. As means of verifying the regime of validity of these approximations, in Sec. \[17\] we incorporate the effects of molecular depletion and s-wave scattering interactions using the positive-P representation and the truncated Wigner method. As these numerical methods are only applicable to bosons, our comparison and conclusions are restricted to the case of dissociation into bosonic atoms. For the case of fermionic atoms, the development of stochastic methods that may facilitate similar comparison in the future are under development \[78\].

### A. Heisenberg equations in the undepleted molecular condensate approximation

The undepleted molecular-field approximation is invoked as follows. Assuming that the molecules are in a coherent state initially, with the density profile \( \rho_0(x) \) given by the ground-state solution of the standard GP equation in a harmonic trap, we replace the molecular-field operator by its coherent mean-field amplitude, \( \hat{\Psi}_0(x,0) \rightarrow \langle \hat{\Psi}_0(x,0) \rangle = \Psi_0(x,0) = \sqrt{\rho_0(x)} \), which we assume is real without loss of generality. We can next introduce an effective, spatially dependent coupling,

\[ g(x) = \chi \sqrt{\rho_0(x)}, \]

and write the Heisenberg equations for the atomic fields as follows:

\[ \frac{\partial \hat{\Psi}_1(x,t)}{\partial t} = i \left( \frac{\hbar}{2m} \nabla^2 - \Delta \right) \hat{\Psi}_1(x,t) \pm g(x) \hat{\Psi}_2^\dagger(x,t), \]

\[ \frac{\partial \hat{\Psi}_2^\dagger(x,t)}{\partial t} = -i \left( \frac{\hbar}{2m} \nabla^2 - \Delta \right) \hat{\Psi}_2^\dagger(x,t) + g(x) \hat{\Psi}_1(x,t). \]

Here and hereafter the + and − signs (in general, upper and lower signs) are for bosonic and fermionic atoms, respectively.

Transforming to Fourier space, \( \hat{\Psi}_j(x,t) = \int d^D k \hat{\Psi}_j(k,t) \exp(i \mathbf{k} \cdot \mathbf{x})/(2\pi)^{D/2} \), where the amplitude operators \( \hat{a}_j(k,t) \) satisfy commutation or anticommutation relations, \( \{ \hat{a}_i(k), \hat{a}_j^\dagger(k') \} = \delta_{ij} \delta^D(\mathbf{k} - \mathbf{k}') \) or \( \{ \hat{a}_i(k), \hat{a}_j^\dagger(k') \} = \delta_{ij} \delta^D(\mathbf{k} - \mathbf{k}') \), according to the underlying statistics, we can rewrite Eqs. (3) as a set of linear operator equations:

\[ \frac{d\hat{a}_0^\dagger(k,t)}{dt} = -i \Delta_k \hat{a}_0^\dagger(k,t) \pm \int \frac{d^D q}{(2\pi)^{D/2}} \bar{g}(q + k) \hat{a}_2(q,t), \]

\[ \frac{d\hat{a}_2^\dagger(k,t)}{dt} = i \Delta_k \hat{a}_2^\dagger(k,t) + \int \frac{d^D q}{(2\pi)^{D/2}} \bar{g}(q - k) \hat{a}_1(-q,t). \]

Here

\[ \bar{g}(k) = \frac{1}{(2\pi)^{D/2}} \int d^D x e^{-ik \cdot x} g(x), \]

is the Fourier transform of the effective coupling \( g(x) \), and we have defined \( \Delta_k \equiv \hbar k^2/(2m) + \Delta \), where \( k = |\mathbf{k}| \).

The general structure of solutions following from Eqs. (4), with vacuum initial conditions for the atomic fields, can be easily understood if we rewrite these operator equations in terms of ordinary differential equations for all possible second-order moments of the atomic field operators. By doing so, one can show that the equations for the normal and anomalous densities, \( \langle \hat{a}_j^\dagger(k,t) \hat{a}_j(k',t) \rangle \) and \( \langle \hat{a}_1(k,t) \hat{a}_2(k',t) \rangle \), together with their complex conjugates, form a closed set and develop nonzero populations from the delta-function “seed” terms that originate from the following identity: \( \langle \hat{a}_j(k,t) \hat{a}_j^\dagger(k',t) \rangle = \delta^D(\mathbf{k} - \mathbf{k}') \pm \langle \hat{a}_j^\dagger(k,t) \hat{a}_j(k',t) \rangle \). The other second-order moments, \( \langle \hat{a}_1^\dagger(k,t) \hat{a}_2(k',t) \rangle \) and \( \langle \hat{a}_1(k,t) \hat{a}_2^\dagger(k',t) \rangle \), also form a closed set; however, they never develop nonzero populations if the populations were absent initially. According to this structure, the only nonzero second-order moments are the normal and anomalous densities

\[ n_j(k,k',t) \equiv \langle \hat{a}_j^\dagger(k,t) \hat{a}_j(k',t) \rangle, \quad j = 1, 2, \]

\[ m_{12}(k,k',t) \equiv \langle \hat{a}_1(k,t) \hat{a}_2(k',t) \rangle, \]

\[ m_{13}(k,k',t) \equiv \langle \hat{a}_1(k,t) \hat{a}_2^\dagger(k',t) \rangle, \]

\[ m_{23}(k,k',t) \equiv \langle \hat{a}_2(k,t) \hat{a}_2^\dagger(k',t) \rangle. \]
with $n_2(k,k',t) = n_2(k,k',t)$, whereas

$$\langle \hat{a}_1^\dagger(k,t) \hat{a}_2^\dagger(k',t) \rangle = 0 \quad \text{and} \quad \langle \hat{a}_2^\dagger(k,t) \hat{a}_1^\dagger(k',t) \rangle = 0.$$ 

Since the effective Hamiltonian corresponding to Eqs. (3) is quadratic in the field operators, any higher-order moments or expectation values of products of creation and annihilation operators will factorize according to Wick’s theorem into products of the normal and anomalous densities $n_j(k,k',t)$ and $m_{12}(k,k',t)$.

### III. DISSOCIATION INTO INDISTINGUISHABLE BOSONIC ATOMS

For completeness, we also analyze dissociation of a BEC of molecular dimers made of pairs of indistinguishable bosonic atoms in the same spin state. This is described by the following effective Hamiltonian $\tilde{H}$, in a rotating frame:

$$\tilde{H} = \int d^Dx \left\{ \sum_{i=0,1} \frac{\hbar^2}{2m_i} |\nabla \tilde{\psi}_i|^2 + \hbar \Delta \tilde{\psi}_1 \tilde{\psi}_1 - i \frac{\hbar x}{2} \left( \tilde{\psi}_0^\dagger \tilde{\psi}_0^2 - \tilde{\psi}_1^2 \tilde{\psi}_0 \right) \right\}. \quad (8)$$

Here $\tilde{\psi}_1(x,t)$ is the atomic field operator, $\chi$ is the respective atom–molecule coupling [42 62], $m_0$ and $m_1 \equiv m$ are, respectively, the molecular and atomic masses ($m_0 = 2m$), and $\Delta$ is the detuning corresponding to the total dissociation energy of $2\hbar|\Delta|$.

The treatment of this system is essentially the same as in the previous case of distinguishable atoms, except that the field operators $\tilde{\psi}_1^\dagger(x,t)$ and $\tilde{a}_2^\dagger(k,t)$ in Eqs. (3) and (4) are replaced, respectively, with $\tilde{\psi}_1^\dagger(x,t)$ and $\tilde{a}_1^\dagger(k,t)$.

The corresponding Heisenberg equations now read as

$$\frac{\partial \tilde{\psi}_1^\dagger(x,t)}{\partial t} = i \left[ \frac{\hbar \nabla^2}{2m} - \Delta \right] \tilde{\psi}_1^\dagger(x,t) + g(x) \tilde{\psi}_1^\dagger(x,t), \quad (9)$$

and

$$\frac{\partial \tilde{a}_1^\dagger(k,t)}{\partial t} = -i \Delta_k \tilde{a}_1^\dagger(k,t) + \int \frac{d^Dq}{(2\pi)^{D/2}} g(q+k) \tilde{a}_1^\dagger(q,t), \quad (10)$$

whereas the nonzero normal and anomalous densities are given by

$$n_j(k,k',t) \equiv \langle \hat{a}_1^\dagger(k,t) \hat{a}_1(k',t) \rangle, \quad (11)$$

and

$$m_{12}(k,k',t) \equiv \langle \hat{a}_1^\dagger(k,t) \hat{a}_1(k',t) \rangle, \quad (12)$$

where we have omitted the atomic spin index for notational simplicity.

### IV. NUMERICAL RESULTS AND DISCUSSION

In our numerical treatment of the problem (present section) we only consider a 1D system. This is to make the problem computationally tractable. However, based on the physical understanding that we develop, we expect our results to be at least qualitatively valid for 3D systems, as is the case for a 2D problem treated recently in Ref. [18]. The analytical results of Sec. [17] on the other hand, are obtained for 1D, 2D and 3D systems.

From the structure of Eqs. (11) we can easily recognize the role of mode-mixing in the spatially inhomogeneous treatment compared to the case of a uniform molecular condensate. In the uniform case, the Fourier transform of the effective coupling $\tilde{g}(k)$ is a delta function $\tilde{g}(k) = (2\pi)^{D/2} g_0 \delta(k)$, so that the operator $\tilde{a}_1$ couples to the conjugate of the partner spin component at exactly the opposite momentum, $\tilde{a}_2(-k)$. Therefore, the entire set of coupled equations breaks down into pairs of equations that couple only the opposite momentum components of the two atomic fields with different spins. Accordingly, only the diagonal and antidiagonal terms of the normal and anomalous densities, $n_j(k,k)$ and $m_{12}(k,-k)$, develop nonzero populations as the dissociation proceeds.

In the present inhomogeneous case, on the other hand, the finite width of the effective coupling $\tilde{g}(k)$ implies that $\tilde{a}_1(k)$ couples not only to $\tilde{a}_2(-k)$ in Eq. (11), but also to a range of momenta in the neighborhood of $-k$, within $-k \pm \delta k$. This is the origin of mode-mixing. The spread in $\delta k$ determines the width of the pair correlation between the atoms in the two opposite spin states that have equal but opposite momenta. The width is ultimately related to the momentum width of the source molecular condensate, as we show later in this article.

At a qualitative level, the finite width of the pair correlation at opposite momenta can be understood from a simple momentum conservation argument. For a molecule at rest, the dissociation produces one atom in each spin state satisfying $k_1 + k_2 = 0$, and therefore $k_3 = -k_1$. From energy conservation $2\hbar|\Delta| = (\hbar^2 |k_1|^2 + \hbar^2 |k_2|^2)/2m$, the absolute momentum of each atom is given by $k_0 = |k_1| = |k_2| = \sqrt{2m|\Delta|/\hbar}$. The same momentum conservation holds in the center-of-mass frame of the molecule if it has a finite momentum offset $\delta k$ due to the initial momentum spread of the condensate. In the laboratory frame, this center-of-mass momentum offset leads to an offset from $\pm k_0$ in the momenta of dissociated atoms, $k_1 = k_0 + \delta k/2$ and $k_2 = -k_0 + \delta k/2$. This implies that a pair of atom detectors set to detect atoms with these momenta will produce a positive pair correlation signal and will therefore contribute to the finite width of the order of $\delta k$ in the density-density correlation function $\tilde{g}_2$. We now turn to the quantitative analysis of atom-atom correlations. Before we proceed, however, we discuss the role of mode-mixing on simpler observables—the atomic momentum distribution and mode population dynamics in the two spin states.
A. Momentum distribution and mode population dynamics

In a finite quantization volume, the wave vector \( \mathbf{k} \) is discrete and the plane-wave mode annihilation and creation operators \( \hat{a}_{j,k} = \hat{a}_{j}(\mathbf{k}, t)(\Delta k_x \Delta k_y \Delta k_z)^{1/2} \) and \( \hat{a}_{j,k}^\dagger = \hat{a}_{j}^\dagger(\mathbf{k}, t)(\Delta k_x \Delta k_y \Delta k_z)^{1/2} \) (where \( j = 1, 2 \) and \( \Delta k_x, \Delta k_y, \Delta k_z \) are the lattice spacings in \( x, y, \) and \( z \) directions) may be organized into a vector \( \hat{\mathbf{a}} \). The Heisenberg equations (13) may then be written in vector-matrix form as \( d\hat{\mathbf{a}}/dt = \mathbf{M}\hat{\mathbf{a}} \), where \( \mathbf{M} \) is a square matrix of complex numbers of dimension equal to twice the total number of lattice points. The solutions of these linear operator equations can be found by numerically computing the matrix exponential \( \exp(\mathbf{M}t) \). The task is relatively simple in 1D, which is the case that we present here.

In our numerical analysis, we consider three typical examples of the density profiles \( \rho_0(x) \) of the molecular BEC, corresponding to relatively weak, intermediate, and strong inhomogeneity. These are shown in Fig. 1 and correspond to having different frequencies of the longitudinal trapping potential along \( x \) and the same peak density \( \rho_0 \equiv \rho_0(0) \). The density profiles shown are given by the ground-state solution of the 1D GP equation in a harmonic trap and can be closely approximated by a TF inverted parabola \( \rho_0(x) = \rho_0(1 - x^2/R_{TF}^2) \) for \( |x| < R_{TF} \) and \( \rho_0(x) = 0 \) elsewhere; the three examples shown correspond to the TF radii of \( R_{TF} = 250 \ \mu m, R_{TF} = 167 \ \mu m, \) and \( R_{TF} = 83 \ \mu m \).

To allow for a comparison of the present nonuniform treatment with the known analytic solutions of a uniform model (38), we also show a uniform box system (dashed line in Fig. 1), which is size-matched with the largest trapped system, curve (1). We choose the size-matched uniform box to have the same uniform density \( \rho_a \) as the peak density \( \rho_0 \) of the nonuniform system and the same total initial number of molecules \( N_0 \). For a simple TF parabola, \( N_0 \) is given by \( N_0 = 4\rho_0 R_{TF}/3 \), while for the box system \( N_0 = \rho_a L \), and therefore we require that the box length is \( L = 4R_{TF}/3 \).

In Fig. 2(a) we plot the total number of atoms \( N_j(t)/N_0(0) \) \( [N_1(t) = N_2(t)] \) as a function of time \( t/t_0 \) in one of the spin components in dissociation into fermionic or bosonic atoms. The different curves (1), (2), and (3) correspond to dissociation of molecular BECs having density profiles as indicated in Fig. 1 with the dashed line referring to the uniform case. The results are obtained within the undepleted molecular approximation. The dimensionless detuning \( \delta = \Delta t_0 \) is \( \delta = -9 \), where the time scale is \( t_0 = 1/\chi\sqrt{\rho_0} \). For \( \chi = 3.15 \times 10^{-2} \ m^{1/2}/s \) and \( \rho_0 = 4 \times 10^7 \ m^{-1} \), the time scale would be \( t_0 = 5 \) ms. Accordingly, the absolute detuning is \( |\Delta| = 1500 \ s^{-1} \) and the resonant momentum is \( k_0 = \sqrt{2m|\Delta|/\hbar} \approx 1.5 \times 10^3 \ m^{-1} \) in the present example (39). (b) Total fractional numbers of bosonic atoms \( N_j(t)/N_0(0) \) from numerical simulations that take into account molecular depletion. The different curves are as in (a), with the curve (1) from the undepleted molecular approximation shown for comparison. The solid curves are from the truncated Wigner method, while the circles are from the exact positive-P method (see Sec. VII), which in this example is limited to simulation duration of \( t/t_0 \sim 6.5 \) due to the growing sampling errors.

\[ N_j(t) = \int dkn_j(k, t), \]
where

\[ n_j(k, t) = n_j(k, k, t) = \langle \hat{a}_j^\dagger(k, t) \hat{a}_j(k, t) \rangle \] (14)

is the density distribution in momentum space. The three curves (1), (2), and (3) referring to fermionic atoms correspond, respectively, to dissociation of molecular condensates with the density profiles shown in Fig. 4. Plotted are the fractional atom numbers, \( N_j(t)/(N_0(0)) \) [with \( N_1(t) = N_2(t) \)], where \( N_0(0) \) in each case is the respective total number of molecules. For comparison, we also show the results for bosonic atoms corresponding to the molecular density profile (1). The two dashed curves are the respective (fermionic or bosonic) results for a uniform system, size matched with the molecular condensate profile (1).

The differences between the curves (1), (2), and (3) demonstrate the strong dependence of the dissociation dynamics on the inhomogeneity of the initial molecular condensate. We note that all fermionic examples are in the parameter regime where the dynamics is dominated by Pauli blocking of individual atomic modes rather than by molecular depletion [36]. Accordingly, only a small fraction of molecules is converted into atoms and this justifies the use of the undepleted molecular approximation for longer time scales than in the respective bosonic systems.

In Fig. 2(b) we show the results of numerical simulations that go beyond the undepleted molecular approximation. The simulations are performed for dissociation into bosonic atoms using the positive-\( P \) representation and the truncated Wigner methods (see Sec. IV for further details). They take into account the conversion dynamics and quantum fluctuations of the molecular field, in contrast to the results of Fig. 2(a). As we see, the results of the undepleted molecular approximation are in excellent agreement with the exact positive-\( P \) results for dissociation durations up to \( t/t_0 \sim 3.5 \) corresponding to more than 10% conversion. At later times, the exact results show the slowing down of the atom number growth due to the depletion of the molecular condensate, followed by the reverse process of atom-atom recombination into molecules.

To further illustrate the differences between the uniform and nonuniform results, we plot in Fig. 3 the momentum distribution of the dissociated fermionic atoms, \( n_j(k, t) \), as a function of time. The distribution is symmetric around the origin and has two peaks centered around the resonant momenta \( k = \pm k_0 \); in Fig. 3 we only show the spectrum around \( k = k_0 \). Qualitatively, the momentum distribution is similar to the one obtained within the uniform treatment except that the oscillation of the resonant momentum is no longer periodic and the minima do not reach zero [36, 43]. We recall that in the uniform case the oscillations of different plane-wave mode occupancies are periodic and are given by [30]

\[ n_{j,k}(t) = \frac{g_0^2}{g_0^2 + \Delta_k^2} \sin^2(\sqrt{g_0^2 + \Delta_k^2} t), \] (15)

where \( g_0 \equiv g(0) \) is the effective coupling and \( \Delta_k \equiv \hbar k^2/(2m) + \Delta = \hbar(k^2 - k_0^2)/2m \). In the bosonic case, we find that the density distributions are closer to the respective uniform results of Ref. [36, 39].

In Fig. 4(a) we monitor the atomic density at the resonant momentum \( k_0 \) as a function of time; the three fermionic curves correspond, respectively, to the molecular density profiles (1), (2), and (3) of Fig. 1 whereas the
oscillatory dashed line corresponds to the analytic solution for a size-matched uniform system (1). The analytic result represents the density distribution \( n_j(k_0, t) \) and is obtained from the average occupation number of the resonant mode, \( n_{j,k_0}(t) = \sinh^2(g_{0j}t) \), by converting it into the density distribution via \( n_j(k_0, t) = n_{j,k_0}(t)/\Delta k \), where \( \Delta k = 2\pi/L \) is the mode spacing of the size-matched uniform system of length \( L \). The respective bosonic results for the largest molecular BEC are also shown for comparison; in this case the uniform analytic result for the first-order coherence length, \( \Delta k^{(coh)} \), as the half-width at half maximum becomes less appropriate since this definition ignores the correlation peaks at large \( |k - k'| \).

Even though we do not present explicit numerical results for the first-order correlation function itself, we point out that in the present model the absolute value of \( g_{jj}^{(1)}(k, k', t) \) is related to the second-order correlation function \( g_{jj}^{(2)}(k, k', t) \) via

\[
|g_{jj}^{(1)}(k, k', t)| = \sqrt{|g_{jj}^{(2)}(k, k', t) - 1|}. \tag{17}
\]

We now turn to the analysis of the second-order correlation functions for pairs of atoms in the same spin state, \( g_{jj}^{(2)}(k, k', t) \) \((j = 1, 2)\), and in the opposite spin states, \( g_{12}^{(2)}(k, k', t) \).

**B. Atom-atom correlations**

1. **Distinguishable fermionic or bosonic atoms**

Since the dissociation of diatomic molecules produces pairs of atoms in two different spin states which fly apart in opposite directions according to the momentum conservation, we expect strong correlation signal for atom pairs with nearly equal but opposite momenta. We refer to this type of correlation as back-to-back (BB) correlation and quantify it via Glauber’s second-order correlation function,

\[
g_{12}^{(2)}(k, k', t) = \frac{\langle \hat{a}_1^\dagger(k, t)\hat{a}_2^\dagger(k', t)\hat{a}_2(k', t)\hat{a}_1(k, t) \rangle}{\langle \hat{a}_1^\dagger(k, t)\hat{a}_1(k, t) \rangle \langle \hat{a}_2^\dagger(k', t)\hat{a}_2(k', t) \rangle}. \tag{18}
\]

Apart from the normal ordering of the creation and annihilation operators, the pair correlation function \( g_{12}^{(2)}(k, k', t) \) describes the density-density correlation between the momentum components \( k \) and \( k' \) of pairs of atoms in the two spin states. The normalization with respect to the product of individual densities \( n_j(k) = \langle \hat{a}_j^\dagger(k)\hat{a}_j(k) \rangle \) ensures that for uncorrelated states \( g_{12}^{(2)}(k, k', t) = 1 \). Due to obvious symmetry considerations, \( g_{12}^{(2)}(k, k', t) = g_{21}^{(2)}(k', k, t) \).

The second type of correlation expected to be present in the system is between pairs of atoms in the same spin state, propagating with the nearly same momenta, \( k \approx k' \). This type of correlation, which we refer to as collinear (CL) correlation, is due to quantum statistical effects and represents a manifestation of the Hanbury Brown, and Twiss (HBT) effect \( \text{[23, 32, 71]} \). The CL correlations are quantified via the following second-order correlation function:

\[
g_{jj}^{(2)}(k, k', t) = \frac{\langle \hat{a}_j^\dagger(k, t)\hat{a}_2^\dagger(k', t)\hat{a}_2(k', t)\hat{a}_j(k, t) \rangle}{\langle \hat{a}_j^\dagger(k, t)\hat{a}_j(k, t) \rangle \langle \hat{a}_2^\dagger(k', t)\hat{a}_2(k', t) \rangle}. \tag{19}
\]
BB and CL correlations: present model, we obtain the following results for the products of second-order moments. Noting in addition that Wick’s theorem to Eqs. (18) and (19) and factorize t/t
Figure 5: (Color online) Atom-atom pair correlations at 1 and dimensionless detuning $\delta = -9$. (a) $g_{12}^{(2)}(k, k_0, t_0)$ as a function of $k$ for fermionic and bosonic atom pairs in two different spin states, showing the peak corresponding to strong back-to-back correlation around $k = -k_0$. (b) Pair correlation for the same-spin atoms $g_{11}^{(2)}(k, k_0, t_0)$ in dissociation into distinguishable (fermionic or bosonic) atom pairs, showing a peak (bosons) or a dip (fermions) at $k = k_0$, which correspond, respectively, to bosonic bunching due to Bose stimulation or fermionic antibunching due to Pauli blocking. (c) Pair correlation $g_{22}^{(2)}(k, k_0, t_0)$ in dissociation into indistinguishable (same spin state) bosonic atom pairs, showing both back-to-back and CL correlation signals at $k = -k_0$ and $k = k_0$.

The linearity of Eqs. (1) ensures that one can apply Wick’s theorem to Eqs. (15) and (19) and factorize the fourth-order operator moments into the sum of products of second-order moments. Noting in addition that $\langle \hat{a}_1^\dagger(k, t)\hat{a}_2(k', t) \rangle = 0$ and $\langle \hat{a}_3(k, t)\hat{a}_3(k', t) \rangle = 0$ in the present model, we obtain the following results for the BB and CL correlations:

$$g_{12}^{(2)}(k, k', t) = 1 + \frac{|m_{12}(k, k', t)|^2}{n_1(k, t)n_2(k', t)}, \quad (20)$$

$$g_{22}^{(2)}(k, k', t) = 1 + \frac{|n_{12}(k, k', t)|^2}{n_1(k, t)n_2(k', t)}, \quad (21)$$

where the + and − signs stand for bosonic and fermionic atoms, respectively.

The BB pair correlation $g_{12}^{(2)}(k, k_0, t = t_0)$ in which the momentum of one of the atomic spin components is fixed to the resonant momentum $k_0$, while the momentum $k$ of the opposite spin component is being varied is plotted in Fig. 3(a). The two curves correspond to the fermionic and bosonic atom statistics, as indicated by the labels. In both cases, we see a clear correlation peak at $k = -k_0$ corresponding to atom pairs with equal opposite momenta $(k_0, -k_0)$. The width of the correlation is discussed in Sec. IV.C.

The major quantitative difference between the present nonuniform result and that of a uniform system is that the peak value of the BB correlation $g_{12}^{(2)}(-k_0, k_0, t)$ becomes smaller than in the uniform system and that the correlation function acquires a finite width. As has been shown in Refs. [36, 42], the strength of the pair correlation in the uniform system corresponds to its maximum possible value for a given occupancy $n_{1, k_0}(t) = n_{2, k_0}(t)$. More specifically, the pair correlation upper bound is given by $g_{12}^{(2)}(-k_0, k_0, t) = 1/n_{1, k_0}(t)$ in the case of fermionic atoms and $g_{12}^{(2)}(-k_0, k_0, t) = 2 + 1/n_{1, k_0}(t)$ in the bosonic case, whereas $g_{12}^{(2)}(k, k_0, t) = 1$ for any $k \neq -k_0$ in both cases. In other words, the pair correlation in the uniform system is a Kronecker-like delta function, whereas in the nonuniform case it acquires a finite width and the peak value is reduced.

Given that $n_{j, k_0}(t)$ in the uniform system is an oscillatory function for fermions and can reach zero values at certain times, the respective BB correlation $g_{12}^{(2)}(-k_0, k_0, t)$ is discontinuous $g_{12}^{(2)}(-k_0, k_0, t) \rightarrow 0\text{ when } n_{j, k_0}(t) \rightarrow 0$. In contrast to this unphysical result, the peak value of the BB correlation in the nonuniform system is always continuous and is shown in Fig. 4. The oscillatorylike structure of the BB correlation for fermions comes from the oscillatory behavior of the atomic density $n_j(k, t)$ and the absolute value of the anomalous density $|m_{12}(k_0, -k_0, t)|$. The oscillations $|m_{12}(k_0, -k_0, t)|$ resemble those for a uniform system [36], with $|m_{12}(k_0, -k_0, t)|^2 = n_{j, k_0}(t)[1 - n_{j, k_0}(t)]$, except that here they do not reach the minimum and maximum values corresponding to perfect harmonic oscillations in $n_{j, k_0}(t)$. The BB correlation for the case of bosonic atoms is also shown on the same figure (solid red curve) and does not display any oscillations. We note that the bosonic curve should have been stopped at $t/t_0 \sim 3$ as the un-depleted molecular approximation breaks down beyond $t/t_0 \gtrsim 3$ (the total number of atoms produced beyond this point in time corresponds to a conversion of more than 10% of the initial number of molecules), while this is not the case for fermionic atoms. We extend the bosonic curve to $t/t_0 \sim 5$ in order to make visible its discrepancy with the numerical results based on the exact positive-$P$ representation (red circles) and the truncated Wigner method (red dot-dashed curve).

The CL correlation function $g_{11}^{(2)}(k, k_0, t)$ [with $g_{11}^{(2)}(k, k_0, t) = g_{22}^{(2)}(k, k_0, t)$ at $t = t_0$] is plotted in Fig. 3(b) as a function of $k$. In the case of bosonic
atoms as observed in Ref. [32] (see also [28]).

The dimensionless detuning is $\delta = -9$ as in Fig. 2. The dashed (black) curve is the short-time analytic result of Eq. (38) from Sec. [34] the curve is extended to time duration of $t/t_0 \sim 1$, which, strictly speaking, is beyond the expected validity of the perturbative theory, $t/t_0 \ll 1$, yet we see a reasonably good agreement with the numerical results for $t/t_0 \sim 1$. The dashed (red) curve is from the truncated Wigner approach, while the red circles are from the exact positive-P method; both methods take into account the molecular-field depletion (see Sec. [34] for details). As we see the result from the undepleted molecular-field approximation (solid red curve, bosons) are in excellent agreement with the positive-P and truncated Wigner results for durations up to $t/t_0 \sim 5$.

In the case of dissociation of molecules made of bosonic atom pairs in the same spin state, the atom-atom pair correlation function is given by

$$g_{11}^{(2)}(k, k', t) = \frac{\langle \hat{a}_1^\dagger(k, t) \hat{a}_1^\dagger(k', t) \hat{a}_1(k', t) \hat{a}_1(k, t) \rangle}{\langle \hat{a}_1^\dagger(k, t) \hat{a}_1(k, t) \rangle \langle \hat{a}_1^\dagger(k', t) \hat{a}_1(k', t) \rangle} = 1 + \frac{|n_1(k, k', t)|^2 + |n_{11}(k, k', t)|^2}{n_1(k, t)n_1(k', t)}. \quad (22)$$

Here, the BB correlation signal comes from the anomalous density term $|m_{11}(k, k', t)|^2$ as it is nonzero only for pairs of momenta $k$ and $k'$ that are nearly opposite, whereas the normal density term $|n_1(k, k', t)|^2$ is vanishingly small for opposite pairs of momenta. On the other hand, the CL correlation signal comes from the normal density term $|n_1(k, k', t)|^2$ which is nonzero for pairs of nearby momenta, while the anomalous density is vanishingly small when $k \simeq k'$.

In Fig. 7(c) we plot the pair correlation $g_{11}^{(2)}(k, k_0, t_0)$ as a function of $k$, and we see the simultaneous presence of two peaks: one at $k = -k_0$ representing the BB correlation due to the momentum conserving pair-production process and the second peak at $k = k_0$ corresponding to the HBT effect.

### C. Width of the correlation functions

An important observable in the experiments on atom-atom correlations is the width of the correlation functions. Here we discuss the BB and CL correlation widths during relatively short durations of dissociation, corresponding to the range of validity of the undepleted molecular-field approximation.

In Fig. 7 we show the numerical results for the BB and CL correlations functions at time $t = t_0$ and compare them with the shape of the source molecular BEC in momentum space. The results correspond to the molecular BEC density profile (1) of Fig. 1. We see that in the short-time limit the width and the overall shape of the correlation functions for both fermionic and bosonic atoms is determined essentially by the width and the

![Figure 6:](image-url) Back-to-back pair correlations $g_{12}^{(2)}(-k_0, k_0, t)$ at equal but opposite peak momenta as a function of time $t/t_0$ for dissociation into fermionic (blue solid curve) and bosonic (red solid curve) atoms in two spin states from the numerical simulations within the undepleted molecular-field approximation. The results are for the molecular density profiles corresponding to case (1) in Fig. 1. The solid curve) and bosonic (red solid curve) atoms in two spin states from the numerical simulations within the undepleted molecular-field approximation. The results are for the molecular density profiles corresponding to case (1) in Fig. 1. The molecular field approximation (solid red curve, bosons) are in excellent agreement with the positive-P and truncated Wigner results for durations up to $t/t_0 \sim 5$.

![Figure 7:](image-url) (Color online) (a) Back-to-back pair correlation functions, $g_{12}^{(2)}(k, k_0, t_0)$, at time $t = t_0$ for fermions (blue solid curve) and bosons (red solid curve), corresponding to the molecular BEC profile (1) of Fig. 1. The magnitudes of the correlation functions are scaled to 1 in order to simplify the comparison of the correlation widths and the width of the source (dashed curve), that is, the momentum distribution of the molecular BEC. (b) CL pair correlation functions, $g_{12}^{(2)}(k, k_0, t_0)$, for fermions (blue solid curve) and bosons (red solid curve), for the same parameters as in (a). The fermionic curve for $g_{12}^{(2)}(k, k_0, t_0) - 1$ is inverted to allow for the comparison of the correlation widths. The dashed curve is the momentum distribution of the source.
As an alternative measure of the strength of atom-atom correlations, we now calculate the variance of relative atom number fluctuations for atoms in different spin states and with equal but opposite momenta \( \pm k_0 \),

\[
V_{k_0,-k_0}(t) = \frac{\langle |\Delta(n_{1,k_0} - n_{2,-k_0})|^2 \rangle}{\Delta_{SN}},
\]

(23)

where \( \Delta_{SN} \) is the shot-noise level that originates from uncorrelated states. The atom number operators are defined by \( \hat{n}_{j,\pm k_0}(t) = \int d\vec{k} \hat{n}_{j,k}(t) \) with \( \hat{n}_{j,k}(t) = \hat{a}_{j,k}^\dagger(t) \hat{a}_{j,k}(t) \), where \( K \) is the counting length around \( \pm k_0 \). On a computational lattice the simplest choice of \( K \) that does not require explicit binning of the signal is \( K = \Delta k \), where \( \Delta k \) is the lattice spacing, and therefore \( \hat{n}_{j,\pm k_0}(t) = \hat{n}_j(\pm k_0,t) \Delta k \).

The shot-noise level \( \Delta_{SN} \) is different for bosons and fermions. For the bosonic case, \( \Delta_{SN} \) is given by the sum of variances of the individual mode occupancies with Poissonian statistics (as in the coherent state), implying that \( \Delta_{SN} = \langle \hat{n}_{1,k_0} \rangle + \langle \hat{n}_{2,-k_0} \rangle \). For the fermionic case, the sum of the variances of two uncorrelated modes is \( \Delta_{SN} = \langle \hat{n}_{1,k_0} \rangle (1 - \langle \hat{n}_{1,k_0} \rangle) + \langle \hat{n}_{2,-k_0} \rangle (1 - \langle \hat{n}_{2,-k_0} \rangle) \), which is independent of the states of individual modes. The relative number variance (23) in both cases can be combined into the following expression:

\[
V_{k_0,-k_0}(t) = 1 - \frac{\Delta k n_{1,k_0}(0,t)}{1 - s \Delta k n_{1,k_0}(0,t)} \times [g_{12}^{(2)}(k_0,-k_0,t) - g_{11}^{(2)}(k_0,k_0,t) - s],
\]

(24)

where \( s = 0 \) and \( s = 1 \) for bosons and for fermions, respectively, and we have taken into account that \( \langle \hat{n}_{1,k_0} \rangle = \langle \hat{n}_{2,-k_0} \rangle \) and \( g_{11}^{(2)}(k_0,k_0,t) = g_{22}^{(2)}(-k_0,-k_0,t) \). Note that \( g_{12}^{(2)}(k_0,k_0,t) = 0 \) in the fermionic case due to the Pauli exclusion principle. Variance \( V_{k_0,-k_0}(t) < 1 \) implies squeezing of relative number fluctuations below the shot-noise level.

In Fig. 9 we plot the relative number variance for dissociation into fermionic (solid oscillatory curves) and bosonic (solid curves that initially follow the dashed horizontal lines) atom pairs for the three different sizes of the molecular BEC density profile of Fig. 1. The horizontal dashed lines are the respective analytic results (see Sec. V) in the short-time limit showing a common asymptotic behavior for bosons and fermions in the limit \( t \to 0 \). In this limit the atomic mode populations are much smaller than 1 and the quantum statistical effects do not show up. The numerical results for bosonic atoms are stopped around \( t/t_0 \sim 3.5 \); at this time the total number of atoms produced corresponds to more than 10% conversion and the undepleted molecular approximation is no longer valid. For the fermionic atoms the converted fraction remains less than 10% for the entire time window plotted. The circles that follow the bosonic solid curves for up to \( t/t_0 \sim 3.5 \) are from the exact positive-P method (see Sec. VI) and demonstrate the validity of
the undepleted molecular approximation within this time window.

We see that both bosonic and fermionic cases display relative number squeezing that depends strongly on the size of the molecular BEC. The larger the molecular BEC is, the stronger is the relative number squeezing, implying that the degrading role of mode-mixing due to the source inhomogeneity is a weaker effect when the molecular BEC density profile is closer to uniform. The reduction of squeezing and the nontrivial oscillatory behavior in the fermionic cases reflect the oscillatory behavior of the fermionic mode populations and the anomalous density \( |m_{12}(k_0, -k_0, t)| \), as explained in the discussion of the oscillations in the BB peak correlation in Fig. 6 at time instances when the populations become close to 0 or 1, the fermionic shot-noise itself becomes vanishingly small and therefore the degree of squeezing below the shot-noise level diminishes [31].

In all three examples of Fig. 4 the lattice spacing is chosen as \( \Delta k = 1875 \simeq \pi/2R_{TF}^{(3)} \text{ m}^{-1} \), where \( R_{TF}^{(3)} \) is the TF radius of the molecular BEC profile (3) of Fig. 1. This is the largest spacing that is capable of resolving the relevant details and correlation lengths in momentum space for all three cases, and we see that the degree of squeezing is not particularly large in all examples. The strongest squeezing is for the case of the largest molecular BEC curve (1) and is only \( \sim 14\% \) at short times.

This relatively modest degrees of squeezing in the examples of Fig. 4 can be contrasted to the ideal situation of 100\% squeezing achievable in a completely uniform system that permits analytic solution in the undepleted molecular approximation [30]. The strong departure in the actual degree of squeezing from the prediction of the idealized uniform model is perhaps the strongest manifestation of the role of mode-mixing in realistic inhomogeneous systems. As shown previously [14, 15], squeezing can be enhanced by binning the atomic signal into bins of larger size, in which case Eq. (24) is no longer applicable.

V. ANALYTIC TREATMENT IN THE SHORT-TIME LIMIT

In this section we present the results of an analytic treatment of the problem of molecular dissociation in the short-time limit in 1D, 2D, and 3D. Our approach is based on perturbative expansion in time, starting with the operator equations of motion in the undepleted molecular-field approximation [Eq. (4)]. Even though the present results are applicable for even shorter time scales than those of the numerical treatment of the previous section, their analytic transparency provides useful insights into the problem of atom-atom correlations as it has recently been demonstrated for a closely related problem of atomic four-wave mixing via condensate collisions [15]. For molecular dissociation, the present analytic approach in nonuniform 1D systems has been employed in Ref. [41]; here we present the details of derivations and extend the results to 2D and 3D systems.

The short-time perturbative treatment is based on the Taylor expansion in time, up to terms of order \( t^2 \),

\[
\hat{a}_j(k, t) = \hat{a}_j(k, 0) + t \frac{\partial \hat{a}_j(k, t)}{\partial t} \bigg|_{t=0} + \frac{t^2}{2} \frac{\partial^2 \hat{a}_j(k, t)}{\partial t^2} \bigg|_{t=0} + \ldots ,
\]

which is valid for \( t \ll t_0 \), where \( t_0 \equiv 1/\sqrt{\rho_0} \) is the characteristic time scale. We recall that, in the definition of \( t_0 \) for 1D, 2D, and 3D systems, the coupling constant \( \chi \) and the molecular BEC peak density \( \rho_0 \) are to be understood as their 1D, 2D, and 3D counterparts (see, e.g., [14]), but we suppress the respective indices for simplicity. In all cases, the units of \( \chi \) and \( \rho_0 \) are such that \( 1/\sqrt{\rho_0} \) has units of time. With the preceding expansion, one can check that the commutation (for bosons) and anticommutation (for fermions) relations for the creation and annihilation operators are given by \[ \langle \hat{a}_j(k, t), \hat{a}^\dagger_j(k', t) \rangle \equiv \delta_{jk} \delta(k - k') \], up to terms of the order of \( t^2 \).

Using the right-hand sides of the generating equations of motion (1) for calculating the derivative terms in Eq. (26), we obtain the following expressions for the anomalous and normal densities in the lowest order in \( t \), in \( D = 1, 2, \) and 3 dimensions:

\[
|m_{12}(k, k', t)| = |\langle \hat{a}_1(k, t) \hat{a}_2(k', t) \rangle| \sim t \frac{\rho_0}{(2\pi)^D/2} |\hat{g}(k + k')| = \frac{t}{(2\pi)^D} \left| \int d^D x e^{i(k + k') \cdot x} g(x) \right| ,
\]

(26)
where according, the integrals in Eqs. (26) and (27) yield the effective coupling constant is given by an inverted TF parabola, \[ \rho(x) = \rho_0(1 - x^2/R_{TF}^2) \]
for \( x < R_{TF} \) [and \( \rho_0(x) = 0 \) for \( x \geq R_{TF} \)], where \( \rho_0 \equiv \rho_0(0) \) is the peak density. Accordingly, the effective coupling constant is given by \( g(x) = \chi \sqrt{\rho_0(1 - x^2/R_{TF}^2)^{1/2}} \). The integrals appearing in Eqs. (26) and (27) can be expressed in terms of Bessel functions, using the following integral representation (2):

\[
J_{\nu}(x) = \frac{2(x/2)^{\nu}}{\sqrt{\pi} \Gamma(\nu + 1/2)} \int_0^1 d\xi (1 - \xi^2)^{\nu - 1/2} \cos(\xi x),
\]
where \( \nu > -1/2 \) and \( \Gamma(\nu) \) is the gamma function. Accordingly, the integrals in Eqs. (26) and (27) yield

\[
|m_{12}(k, k', t)| \approx \frac{t \chi \sqrt{\rho_0 R_{TF}}}{2} J_1((k + k') R_{TF}),
\]

\[
n_j(k, k', t) \approx \frac{\sqrt{2} \chi^2 \rho_0 R_{TF}}{\sqrt{\pi}} J_{3/2}((k - k') R_{TF}) \frac{[|k - k'| R_{TF}]^{3/2}}{|k - k'| R_{TF}},
\]

Recalling Eqs. (20) and (21) and viewing Eqs. (26) and (27) in the context of BB and CL correlation functions, we see that the width of the CL correlation between the same-spin atoms [Eq. (21)] is determined by the square of the Fourier transform of the square of the effective coupling \( g(x) \). The width of the BB correlation [Eq. (20)] between the different spin-state atoms, on the other hand, is determined by the square of the Fourier transform of \( \rho(x) \). Since the function \( g(x)^2 \) is narrower than \( \rho(x) \) and the converse is true for their respective Fourier transforms, we immediately deduce that the CL momentum correlation is generally broader than the BB correlation. These conclusions are true for any shape of the source condensate and apply to both bosonic and fermionic statistics in the short-time limit.

### A. Thomas-Fermi parabolic density profiles

In this subsection we consider specific density profiles of the molecular BEC and use the perturbative results of Eqs. (26) and (27) for calculating atom-atom pair correlations and the relative number squeezing in the short-time limit. As one of the most typical situations, we start with a parabolic density profile characteristic of an interacting BEC in a harmonic trap in the TF limit.

#### 1. One dimension (1D)

In 1D we assume that the molecular BEC profile is given by an inverted TF parabola, \( \rho_0(x) = \rho_0(1 - x^2/R_{TF}^2) \) for \( x < R_{TF} \) [and \( \rho_0(x) = 0 \) for \( x \geq R_{TF} \)], where \( \rho_0 \equiv \rho_0(0) \) is the peak density. Accordingly, the effective coupling constant is given by \( g(x) = \chi \sqrt{\rho_0(1 - x^2/R_{TF}^2)^{1/2}} \). The integrals appearing in Eqs. (26) and (27) can be expressed in terms of Bessel functions, using the following integral representation (2):

\[
J_{\nu}(x) = \frac{2(x/2)^{\nu}}{\sqrt{\pi} \Gamma(\nu + 1/2)} \int_0^1 d\xi (1 - \xi^2)^{\nu - 1/2} \cos(\xi x),
\]
where \( \nu > -1/2 \) and \( \Gamma(\nu) \) is the gamma function. Accordingly, the integrals in Eqs. (26) and (27) yield

\[
|m_{12}(k, k', t)| \approx \frac{t \chi \sqrt{\rho_0 R_{TF}}}{2} J_1((k + k') R_{TF}),
\]

\[
n_j(k, k', t) \approx \frac{\sqrt{2} \chi^2 \rho_0 R_{TF}}{\sqrt{\pi}} J_{3/2}((k - k') R_{TF}) \frac{[|k - k'| R_{TF}]^{3/2}}{|k - k'| R_{TF}},
\]

Substitution of these expressions into Eqs. (20) and (21) leads to the following results for the BB and CL pair correlation functions:

\[
g_{11}^{(2)}(k, k', t) \simeq 1 + \frac{9 \rho_0^2}{16\pi^2 \rho_0} \frac{J_1((k + k') R_{TF})^2}{[(k + k') R_{TF}]^2},
\]

\[
g_{jj}^{(2)}(k, k', t) \simeq 1 \pm \frac{9 \rho_0^2}{2} \frac{J_{3/2}((k - k') R_{TF})^2}{[(k - k') R_{TF}]^3}.
\]

These results are valid for \( t \ll t_0 \), and are plotted in Fig. 10 as a function of \( k \), for \( k' = k_0 \) and \( t = 0.1 t_0 \). Once scaled with respect to the corresponding peak values and plotted as in Fig. 4, the curves in Fig. 10 follow closely the bosonic and fermionic numerical results shown in Fig. 7. Interestingly, even beyond the strict range of applicability of the analytic results of Eqs. (31) and (32), they show good agreement with the numerical results of the previous section, valid for up to \( t \sim t_0 \). For example, at \( t = t_0 \) the differences between the BB and CL correlation widths, evaluated using the analytic and numerical results, are less than 10%.

The correlation widths that follow from Eqs. (20) and (21) are

\[
w^{(BB)} = w \simeq 1.62/R_{TF},
\]

\[
w^{(CL)} \simeq 1.12 w \simeq 1.81/R_{TF},
\]

and therefore \( w^{(CL)}/w^{(BB)} \approx 1.12 \). Here \( w \approx 1.62/R_{TF} \) is the width of the molecular BEC momentum distribution, \( n_0(k) = |\int dx \sqrt{\rho_0(x)} \exp(-ikx)/(2\pi)^{1/2}|^2 \), given by

\[
n_0(k) = \frac{\pi \rho_0}{2} \frac{J_1((k R_{TF})^2)}{k^2}.
\]
Inverting the relationship between the second- and first-order correlation functions, $|g_{i,j}^{(1)}(k, k', t)| = \sqrt{|g_{i,j}^{(2)}(k, k', t) - 1|}$, we can also find the width of the first-order correlation function, $\Delta k^{(\text{coh})}$, which gives the phase coherence length and defines the size of an atomic mode in free space. From the above analytic result for $g_{i,j}^{(2)}(k, k', t)$, we find that the first-order coherence length in the short-time limit is approximately $\Delta k^{(\text{coh})} = 2.50/R_{\text{TF}}$. In terms of the momentum width of the source condensate $\omega$, this corresponds to $\Delta k^{(\text{coh})} = 1.54\omega$, and shows that the first-order coherence length is larger than the second-order correlation length $\omega^{(\text{CL})}$.

Using the asymptotic behavior of the Bessel function, $J_\nu(z) \approx (z/2)^\nu/\Gamma(\nu+1)$ for $z \ll 1$ ($\nu \neq -1, -2, \ldots$), Eqs. (29) and (30) at $k' = \mp k$ give, respectively, the peak value of the anomalous density $m_{12}(k, t) = m_{12}(k, -k, t)$ and the atomic momentum distribution in the spin state $j$, $n_j(k, t) = n_j(k, -k, t)$:

$$m_{12}(k, t) \approx \frac{t\chi^2\rho_0 R_{\text{TF}}}{4}, \quad (36)$$

$$n_j(k, t) \approx \frac{2 t^2 \chi^2 \rho_0 R_{\text{TF}}}{3\pi}. \quad (37)$$

The peak densities are uniform in the short-time limit, corresponding to spontaneous initiation of dissociation, which populates the atomic modes uniformly without the need to strictly conserve energy. A double-peaked structure with maxima around $|k| = \pm k_0$ (which in 2D and 3D turns into a circle and a sphere of radius $|k| = k_0$) forms later in time $\chi$, when the present analytic results are not applicable.

Similarly, we can find that the peak values of the pair correlation functions (31) and (32) are given by

$$g^{(2)}_{12}(k, -k, t) \approx 1 + \frac{9\rho_0^2}{64t^2\chi^2\rho_0}, \quad (38)$$

$$g^{(2)}_{i,j}(k, k, t) = \begin{cases} 2, \text{ bosons}, \\
0, \text{ fermions}. \end{cases} \quad (39)$$

The inverse square dependence of the BB correlation peak, $g^{(2)}_{12}(k, -k, t)$, on time (for $t \ll t_0$) is in good agreement with the numerical results of the undepleted molecular-field approximation, as well as with the results of first-principles simulations using the positive-$P$ method (see Fig. 9). The peak values of the CL correlation, $g^{(2)}_{i,j}(k, k, t)$, correspond to the expected HBT bunching for bosons and the HBT dip for fermions.

Finally we calculate the short-time asymptote for the relative number variance [Eq. (24)] and find the following simple result:

$$V_{k_0, -k_0}(t) \approx 1 - \frac{3\pi \Delta k R_{\text{TF}}}{32}. \quad (40)$$

In this limit the atomic mode populations are much smaller than 1, bosonic and fermionic shot noises are approximately equal to each other, and we do not see any difference in the relative number squeezing for bosons and fermions. In Fig. 11 the results of Eq. (40) for three different sizes of the initial molecular BEC are shown as horizontal dashed lines. As we see, the relative number squeezing at short times depends merely on the size of the source condensate $R_{\text{TF}}$ and the size of the counting cell $\Delta k$. The small geometric prefactor in the second term is determined by the shape of the source condensate (TF parabola in the present case). Together with the resolution requirement of $\Delta k \lesssim 1/R_{\text{TF}}$, the smallness of this prefactor ensures that $V_{k_0, -k_0}(t) > 0$; at the same time this implies that the raw (unbinned) squeezing can be very weak for small $R_{\text{TF}}$.

2. Two dimensions (2D)

In 2D, the TF density profile of the molecular BEC in a harmonic trap is given by $\rho_0(x) = \rho_0(1 - x^2/R_{\text{TF}}^2)^{-1/2}$, for $x^2/R_{\text{TF}}^2 + y^2/R_{\text{TF}}^2 < 1$ and $\rho_0(x) = 0$ otherwise, and therefore $g(x) = \chi^2\rho_0(1 - x^2/R_{\text{TF}}^2)^{-1/2}$. The analysis of the short-time asymptotic behavior of the correlation functions is essentially the same as in 1D, except that one has to specify in advance the direction of the displacement $\Delta k$ between the pair of momentum vectors $k$ and $k'$ for which the correlations are being analyzed. For definiteness, we consider BB and CL correlations for which the displacement $\Delta k$ is along one of the Cartesian coordinates, $k_i$ ($i = x, y$). In other words, we consider correlations between $k$ and $k' = \pm k + e_k \Delta k_i$, where $e_k$ is the unit vector in the $k_i$ direction; the plus sign is for the CL correlation, and the minus sign is for the BB correlation. In the results that follow, the dependence on $k$ is absent and we omit it for notational simplicity.

The 2D integrals in Eqs. (26) and (27) can again be performed in terms of Bessel functions (see Appendix A), and we obtain

$$m_{12}(k_i, k_i', t) \approx \frac{t\chi^2\rho_0 R_{\text{TF}}^2}{2\sqrt{2\pi}} J_{3/2}((k_i + k_i') R_{\text{TF},i})/[(k_i + k_i') R_{\text{TF},i}]^{3/2}, \quad (41)$$

$$n_j(k_i, k_i', t) \approx \frac{t^2 \chi^2 \rho_0 R_{\text{TF}}^2}{\pi} J_2((k_i - k_i') R_{\text{TF},i})/[|k_i - k_i'| R_{\text{TF},i}]^2, \quad (42)$$

where $R_{\text{TF}} = (R_{\text{TF},x}R_{\text{TF},y})^{1/2}$ is the geometric mean TF radius. The preceding expressions lead to the following explicit results for the second-order correlation functions:

$$g^{(2)}_{12}(k_i, k_i', t) \approx 1 + \frac{8\pi}{t^2 \chi^2 \rho_0} \frac{J_{3/2}((k_i + k_i') R_{\text{TF},i})^2}{[(k_i + k_i') R_{\text{TF},i}]^3}, \quad (43)$$

$$g^{(2)}_{j,j}(k_i, k_i', t) \approx 1 \pm \frac{64}{[(k_i - k_i') R_{\text{TF},i}]^4}. \quad (44)$$
The dependence of $g_{ij}^{(2)}(k_i, k'_j, t)$ on $k_i + k'_j$ and its peak at $k_i + k'_j = 0$ implies that it describes the BB correlation of different spin atoms with equal but opposite momenta, for which $k' \approx -k$ and is offset from $-k$ by an amount $\Delta k_j$ in the $j$th direction. Similarly, the dependence of $g_{ij}^{(2)}(k_i, k'_j, t)$ on $k_i - k'_j$ and its peak at $k_i - k'_j = 0$ corresponds to the CL correlation between pairs of atoms in the same spin state, for which $k' \approx k$ and is offset by an amount $\Delta k_i$. The qualitative behavior of the BB and CL correlation functions is the same as in 1D (Fig. 10) whereas the quantitative differences enter through the width of the correlations and their respective peak values.

The widths of the BB and CL correlation functions in 2D are

$$w_i^{(BB)} = w_i \simeq 1.81/R_{TF,i},$$

$$w_i^{(CL)} \simeq 1.10w_i \simeq 1.99/R_{TF,i},$$

and therefore $w_i^{(CL)}/w_i^{(BB)} \simeq 1.10$. Relative to the source width $w_i$, the CL correlation width in 2D is narrower than in 1D, while the BB correlation width is equal to $w_i$. Here, $w_i \simeq 1.81/R_{TF,i}$ is the width of the momentum distribution of the molecular BEC along $i$, found from $n_0(k_i) = \lim_{t \to 0} \int d^2x \sqrt{\rho_0(x)} \exp(-ik_i x_i)/(2\pi)$ (see Appendix A) as

$$n_0(k_i) = \frac{\pi \rho_0 R_{TF,i}^2}{2} \frac{|J_3/2(k_i R_{TF,i})|^2}{(k_i R_{TF,i})^3}. \quad (47)$$

The first-order coherence length in 2D, which follows from $|g_{ij}^{(1)}(k_i, k'_j, t)| = \sqrt{|g_{ij}^{(2)}(k_i, k'_j, t) - 1|}$, is given by

$$\Delta k_i^{(coh)} \simeq 2.75/R_{TF,i}$$

and therefore $\Delta k_i^{(coh)} \simeq 1.52w_i$.

The peak values of the anomalous and normal densities, $m_{12}(k, t) \equiv m_{12}(k, -k, t)$ and $n_j(k, t) \equiv n_j(k, k, t)$, are given by

$$m_{12}(k, t) \simeq \frac{t^{4} \sqrt{\rho_0 R_{TF,i}^2}}{6\pi},$$

$$n_j(k, t) \simeq \frac{t^{2} \rho_0 R_{TF,i}^2}{8\pi}. \quad (49)$$

The peak CL correlation function $g_{ij}^{(2)}(k, k, t)$ is the same as in Eq. (39), whereas the peak BB correlation is given by

$$g_{ij}^{(2)}(k, -k, t) \simeq 1 + \frac{16}{9\gamma \rho_0}. \quad (50)$$

This result is qualitatively similar to the 1D result of Eq. (39), except that the numerical prefactor in the second term is different. The same is true for the relative number variance. In 2D it is given by

$$V_{k_0, -k_0}(t) \simeq 1 - \frac{2(\Delta k)^2(R_{TF,i})^2}{9\pi}, \quad (51)$$

where $\Delta k = (\Delta k_x, \Delta k_y)^{1/2}$ is the geometric mean lattice spacing, with $\Delta k^2$ giving the counting area. Comparing this result with $V_{k_0, -k_0}(t)$ in 1D [Eq. (40)], we see that the raw squeezing is weaker in 2D than in 1D, for the same size of the molecular BEC and the same lattice spacing.

3. Three dimensions (3D)

In 3D the TF density profile is given by $\rho_0(x) = \rho_0(1 - x^2/R_{TF,x}^2 - y^2/R_{TF,y}^2 - z^2/R_{TF,z}^2)$ for $x^2/R_{TF,x}^2 + y^2/R_{TF,y}^2 + z^2/R_{TF,z}^2 < 1$ and $\rho_0(x) = 0$ otherwise, and therefore $g(x) = \chi \sqrt{\rho_0(1 - x^2/R_{TF,x}^2 - y^2/R_{TF,y}^2 - z^2/R_{TF,z}^2)}^{1/2}$. As in 2D, we are interested in BB and CL density correlations between two momentum components at $k$ and $k'$, for which the displacement $\Delta k = k - k'$ is along one of the Cartesian coordinates, $k_i$, where $i = x, y, z$. The 3D integrals in Eqs. (20) and (27) can again be performed in terms of Bessel functions (see Appendix B), and we obtain

$$|m_{12}(k_i, k'_i, t)| \simeq \frac{t^2 \sqrt{\rho_0 R_{TF,i}^2}}{\pi \sqrt{2\pi}} \frac{|J_5/2((k_i + k'_i) R_{TF,i})|^2}{[(k_i + k'_i) R_{TF,i}]^5}, \quad (52)$$

$$n_j(k_i, k'_i, t) \simeq \frac{t^2 \rho_0 R_{TF,i}^2}{\pi \sqrt{2\pi}} \frac{|J_5/2((k_i - k'_i) R_{TF,i})|^2}{[(k_i - k'_i) R_{TF,i}]^5}. \quad (53)$$

where $\overline{R_{TF}} = (R_{TF,x} R_{TF,y} R_{TF,z})^{1/3}$ is the geometric mean TF radius. The BB and CL correlations following from these expressions are

$$g_{ij}^{(2)}(k_i, k'_i, t) \simeq 1 + 225\pi^2 \frac{J_2((k_i + k'_i) R_{TF,i})^2}{16\pi^2 \rho_0 [((k_i + k'_i) R_{TF,i})]^4}, \quad (54)$$

$$g_{ij}^{(2)}(k_i, k'_i, t) \simeq 1 + \frac{225\pi^2}{2} \frac{J_5/2((k_i - k'_i) R_{TF,i})^2}{[(k_i - k'_i) R_{TF,i}]^5}. \quad (55)$$

As in 2D, the qualitative behavior of the BB and CL correlation functions is the same as in 1D (Fig. 10), whereas the quantitative differences enter through the width and the peak values.

The widths of the BB and CL correlations in 3D are given by

$$w_i^{(BB)} = w_i \simeq 1.99/R_{TF,i},$$

$$w_i^{(CL)} \simeq 1.08w_i \simeq 2.16/R_{TF,i},$$

and therefore $w_i^{(CL)}/w_i^{(BB)} \simeq 1.08$. The CL correlation width in 3D relative to the source width $w_i$ is smaller than in 1D and 2D, whereas the relative BB correlation width is the same. Here $w_i \simeq 1.99/R_{TF,i}$ is the width of the momentum distribution of the molecular BEC along $i$, found from $n_0(k_i) = \lim_{t \to 0} \int d^3x \sqrt{\rho_0(x)} \exp(-ik_i x_i)/(2\pi)$ (see Appendix A) as

$$n_0(k_i) = \frac{\pi \rho_0 R_{TF,i}^2}{2} \frac{|J_3/2(k_i R_{TF,i})|^2}{(k_i R_{TF,i})^3}. \quad (47)$$
\[ \int d^3x \sqrt{\rho_0(x)} \exp(-i k x_i)/(2\pi)^{3/2} \] (see Appendix B) as
\[ n_0(k_i) = \frac{\pi \rho_0 \Delta x \rho_i}{2} |J_2(k_i \Delta x \rho_i)|^2 \varepsilon(k_i \Delta x \rho_i)^4. \] (58)

The first-order coherence length in 3D, following from \( |g_{ij}^{(1)}(k_i, k'_i, t)| = \sqrt{|g_{ij}^{(1)}(k'_i, k'_i, t) - 1|} \), is given by \( \Delta k_{ij}^{(1)} \approx 2.99/R_{TF,i} \). This is again larger that the second-order CL correlation width \( w_i^{(CL)} \approx 1.08 \Delta k_i \).

The peak values of the anomalous and normal densities in 3D are given by
\[ n_j(k, t) = \frac{t^2 \rho_0 \Delta x \rho_i^3}{15 \pi^2}, \] (59)
\[ m_{12}(k, t) = \frac{t^2 \rho_0 \Delta x \rho_i^3}{32 \pi}, \] (60)
whereas the peak BB correlation is
\[ g_{12}^{(2)}(k, -k, t) \approx 1 + \frac{152 \pi^2}{32 \pi^2 \chi^2 \rho_0}. \] (61)

The peak CL correlation function \( g_{ij}^{(2)}(k, k, t) \) is the same as in Eq. (59). The result for \( g_{12}^{(2)}(k, -k, t) \) is qualitatively similar to the 1D and 2D results of Eqs. (39) and (50), except that the numerical prefactor in the second term is different.

Finally, the relative number squeezing in 3D is determined by
\[ V_{k_0, -k_0}(t) \approx 1 - \frac{15 (\Delta k)^3 (R_{TF})^3}{32 \pi^2}, \] (62)
where \( \Delta k = (\Delta k_x \Delta k_y \Delta k_z)^{1/3} \) is the geometric mean lattice spacing, with \( \Delta k \) giving the counting volume. The raw squeezing in 3D is weaker than in 1D and 2D, for the same size of the molecular BEC and the same lattice spacing.

### B. Gaussian density profiles

In this subsection we present the short-time analytic results for the correlation functions in the case of a Gaussian density profile of the source molecular BEC, \( \rho_0(x) = \rho_0 \exp(-\sum_{i=1}^D x_i^2/2S_i^2) \), where \( \rho_0 \) is the peak density and \( S_i \) is the rms width in the \( i \)th direction. The results for 1D, 2D, and 3D systems can be combined through setting \( D = 1, 2, \) or 3. As in the case of the TF density profile, we are interested in BB and CL density correlations between two momentum components at \( k \) and \( k' \), for which the displacement \( \Delta k = k - k' \) is along one of the Cartesian coordinates, \( k_i \), where \( i = x, y, z \) in 3D (in 2D, \( i = x, y \), while in 1D, \( i = x \)). We define the momentum width of the molecular condensate along \( k_i \) via \( \sigma_i \), which corresponds to the rms width \( \sigma_i = 1/2S_i \) of a Gaussian
\[ n_0(k_i) = \frac{\rho_0}{2^D \pi^{D/2}} \exp(-k_i^2/2\sigma_i^2). \] (63)
where \( n_0(k_i) \) is defined according to \( n_0(k_i) = \int d^Dx \sqrt{\rho_0(x)} \exp(-i k x_i)/(2\pi)^{D/2} \) and \( \sigma = \left( \prod_{i=1}^D \sigma_i \right)^{1/D} \) is the geometric mean width.

With these definitions, the integrals in Eqs. (26) and (27), with \( g(x) = \chi \sqrt{\rho_0(x)} \), give
\[ |m_{12}(k_i, k'_i, t) | \approx \frac{t^2 \rho_0}{2^D \pi^D \sigma^D} \exp \left[ -(k_i + k'_i)^2/4\sigma_i^2 \right], \] (64)
\[ |n_j(k_i, k'_i, t) | \approx \frac{t^2 \rho_0}{2^D \pi^D \sigma^D} \exp \left[ -(k_i - k'_i)^2/8\sigma_i^2 \right], \] (65)
and therefore the BB and CL correlation functions are
\[ g_{12}^{(2)}(k, k', t) \approx 1 + \frac{2^D}{t^2 \chi^2 \rho_0} \exp \left[ -(k_i + k'_i)^2/2\sigma_i^2 \right], \] (66)
\[ g_{ij}^{(2)}(k, k', t) \approx 1 \pm \exp \left[ -(k_i - k'_i)^2/4\sigma_i^2 \right]. \] (67)

The BB and CL correlation widths are
\[ \sigma_{BB} = \sigma_i = 1/2S_i, \] (68)
\[ \sigma_{CL} = \sqrt{2}\sigma_i = 1/\sqrt{2}S_i. \] (69)
The CL correlation width, relative to the source width \( \sigma_i \), in the present Gaussian case is broader than in the case of a TF parabolic density profile of the source molecular BEC, whereas the BB correlation width is equal to the width of the source as before.

The relative number squeezing is given by
\[ V_{k_0, -k_0}(t) \approx 1 - \left( \frac{2}{\pi} \right)^{D/2} (\Delta k)^D (S)^D, \] (70)
where \( S = \left( \prod_{i=1}^D S_i \right)^{1/D} \) is the geometric mean width of the molecular BEC in coordinate space and \( \Delta k = \left( \prod_{i=1}^D \Delta k_i \right)^{1/D} \). The general qualitative conclusions about relative number squeezing in 1D, 2D, and 3D remain the same as for the TF parabolic density profile of the source molecular BEC.

### VI. EFFECTS OF MOLECULAR DEPLETION AND COLLISIONAL INTERACTIONS

In this section we discuss the role of molecular depletion and s-wave scattering interactions. We treat these effects explicitly using two alternative phase-space representation techniques: first-principles simulations using
the positive-$P$ method and a truncated Wigner approximation. Owing to the fact that these phase-space methods are currently well established for bosonic fields, we restrict our study to dissociation into bosonic atoms. Development of similar techniques for fermions is underway, but they are so far limited to treating homogeneous systems and therefore are not adopted yet to the present problem of dissociation of spatially inhomogeneous molecular condensates.

To understand the role molecular depletion by itself, we first treat the dissociation dynamics governed by the Hamiltonian without the $s$-wave scattering interactions. Since most of our previous numerical and analytic examples were given for the case of distinguishable atoms (which has its fermionic counterpart), we examine the role of molecular depletion in the same examples.

In the second part of this section we analyze the role of collisional interactions between the atoms and molecules and restrict our study to the case of indistinguishable bosonic atoms. More specifically, we treat molecule-molecule, molecule-atom, and atom-atom $s$-wave scattering interactions described by the respective $s$-wave scattering lengths $a_{00}$, $a_{01}$, and $a_{11}$. Our treatment automatically incorporates molecular depletion since the molecular field in all cases is treated quantum mechanically, without invoking the mean-field approximation. The restriction to the case of indistinguishable atoms is motivated by the need to keep the parameter space manageable, while still giving us an overall quantitative understanding of the role of these collisional processes. For comparison, in the case of dissociation into distinguishable atoms, a generic treatment would have to incorporate six different types of intra- and interspecies scattering processes described by six (generally different, and yet unknown for most of the species) scattering lengths $a_{ij}$ ($i, j = 0, 1, 2$), which is a challenging task and is beyond the scope of the present article.

### A. Role of molecular depletion

To model the quantum dynamics of dissociation beyond the undepleted molecular-field approximation, we use a first-principles phase-space method based on the positive-$P$ representation. In this method, each pair of the field operators $\tilde{\Psi}_i(x,t)$ and $\tilde{\Psi}_i'(x,t)$ in the Hamiltonian in 1D is represented by two complex stochastic fields $\Psi_i(x,t)$ and $\Psi_i'(x,t)$ whose dynamics is governed by a set of stochastic differential equations,

$$\begin{align*}
\frac{\partial \tilde{\Psi}_0}{\partial t} &= -i \frac{\hbar}{2m_0} \frac{\partial^2 \tilde{\Psi}_0}{\partial x^2} - \chi \tilde{\Psi}_1 \tilde{\Psi}_2, \\
\frac{\partial \tilde{\Psi}_1}{\partial t} &= -i \left[ \frac{\hbar}{2m_1} \frac{\partial^2 \tilde{\Psi}_1}{\partial x^2} - \Delta \right] \tilde{\Psi}_1 + \chi \tilde{\Psi}_0 \tilde{\Psi}_2 + \sqrt{\chi} \tilde{\Psi}_0 \tilde{\xi}_1, \\
\frac{\partial \tilde{\Psi}_2}{\partial t} &= -i \left[ \frac{\hbar}{2m_2} \frac{\partial^2 \tilde{\Psi}_2}{\partial x^2} - \Delta \right] \tilde{\Psi}_2 + \chi \tilde{\Psi}_0 \tilde{\Psi}_1 + \sqrt{\chi} \tilde{\Psi}_0 \tilde{\xi}_1.
\end{align*}$$

Here $\xi_1 = (\zeta_1 + i \zeta_2)/\sqrt{2}$ and $\xi_2 = (\zeta_1 + i \zeta_4)/\sqrt{2}$ are the complex noise terms, and $\zeta_1$ and $\zeta_2$ are zero, and the following nonzero correlations: $\langle \zeta_i(x,t) \zeta_j(x',t') \rangle = \delta_{ij} \delta(x - x') \delta(t - t')$. The stochastic fields $\Psi_i(x,t)$ and $\Psi_i'(x,t)$ are independent of each other $\langle \tilde{\Psi}_i(x,t) \tilde{\Psi}_j'(x,t) \rangle = 0$, except in the mean, $\langle \tilde{\Psi}_i(x,t) \rangle = \langle \tilde{\Psi}_i'(x,t) \rangle$, where the brackets refer to stochastic averages with respect to the positive-$P$ distribution function. In numerical realizations, this is represented by an ensemble average over a large number of stochastic realizations (trajectories). Observables described by quantum mechanical ensemble averages over normally ordered operator products have an exact correspondence with stochastic averages over the fields $\Psi(x,t)$ and $\tilde{\Psi}(x,t)$.

The initial condition for our simulations is a vacuum state for the atomic fields and a coherent state for the molecular condensate, with $\Psi_0(x,0) = \Psi^*_0(x,0)$. In the numerical examples, we assume that the molecular condensates initially have the same density profiles as those used in our simulations within the undepleted molecular approximation (see Fig. 1). We note that in the undepleted case, these density profiles were assumed to originate from the ground-state solution of the Gross-Pitaevskii equation in a harmonic trap, which in the TF limit gives inverted parabolas whose TF radii depend on the strength of molecule-molecule interactions. In the present case, we treat the molecular depletion but ignore the molecule-molecule $s$-wave scattering interactions; accordingly, the ground state of a harmonic trap would result in a Gaussian density profile rather than an inverted parabola. To make the present treatment self-consistent, yet directly comparable with the numerical examples analyzed in the undepleted case, we therefore assume that the same, near-parabolic initial density profiles are created by tailoring the shape of the trapping potential. The results of the exact positive-$P$ simulations are shown in Figs. 2 and 9, the comparison with the results of the undepleted molecular approximation is discussed in the respective parts of text in Sec. IX. A known drawback of the positive-$P$ method is that it suffers from increasingly large sampling errors due to the boundary terms problem as the simulation time increases, eventually leading to diverging results. In the present examples without the $s$-wave scattering terms, the useful simulation times were limited to $t \approx 6.5\tau_0$.

In order to go beyond the simulation durations achievable via the positive-$P$ method, we have also performed...
simulations using the truncated Wigner-function approach. Unlike the positive-\(P\) method, it is an approximate approach as it involves neglecting or truncating third- and higher-order derivative terms in the evolution equation for the Wigner function. This is necessary in order to obtain an equation in the form of a Fokker-Planck equation which can then be mapped onto a set of stochastic differential equations. These equations formally render as deterministic mean-field (or Gross-Pitaevskii-like) equations,

\[
\begin{aligned}
\frac{\partial \Psi_0}{\partial t} &= i \frac{\hbar}{2m_0} \frac{\partial^2 \Psi_0}{\partial x^2} - \chi \Psi_1 \Psi_2, \\
\frac{\partial \Psi_1}{\partial t} &= i \left[ \frac{\hbar}{2m_1} \frac{\partial^2}{\partial x^2} - \Delta \right] \Psi_1 + \chi \Psi_0 \Psi_2, \\
\frac{\partial \Psi_2}{\partial t} &= i \left[ \frac{\hbar}{2m_2} \frac{\partial^2}{\partial x^2} - \Delta \right] \Psi_2 + \chi \Psi_0 \Psi_1^*;
\end{aligned}
\]

However, their stochastic nature and quantum fluctuations are included by way of a noise contribution in the initial state for the molecular and atomic fields. The addition of this initial vacuum noise ensures that the initial states of \(\Psi_0\) and \(\Psi_{1,2}\) represent the Wigner function of an initial coherent-state BEC for the molecules and an initial vacuum state for the atoms, respectively. The corresponding stochastic averages with the Wigner distribution function correspond to symmetrically ordered operator products, so that the calculation of observables represented by normally ordered operator products needs appropriate symmetrization.

The results of our simulations using the Wigner function method are shown in Figs. 2 and 6 and are in excellent agreement with the exact positive-\(P\) results, thus reinforcing our confidence in the adequacy of this method for treating the problem of molecular dissociation.

B. Role of collisional interactions

We now turn to the treatment of s-wave scattering interactions in the case of dissociation into indistinguishable bosonic atoms. This case is described by the Hamiltonian (3), together with the additional quartic terms,

\[
\hat{H}_{\text{int}} = \sum_{i,j=0,1} \frac{\hbar U_{ij}^{(1D)}}{2} \int dx \hat{\Psi}_i^\dagger \hat{\Psi}_j \hat{\Psi}_j \hat{\Psi}_i.
\] (73)

Here \(U_{00}^{(1D)}, U_{01}^{(1D)} = U_{10}^{(1D)}\), and \(t_{11}^{(1D)}\) correspond to the effective 1D coupling constants describing, respectively, molecule-molecule, molecule-atom, and atom-atom interactions that are proportional to the 3D scattering lengths \(a_{00}, a_{01},\) and \(a_{11}\). In the case of a harmonic transverse confinement realizing a cigar-shaped 1D system, these constants are given by \(U_{ii}^{(1D)} = 2\omega_\perp a_{ii}\) and \(U_{01}^{(1D)} = (3/\sqrt{2})\omega_\perp a_{01}\), where \(\omega_\perp\) is the transverse harmonic oscillator frequency (31).

The treatment of the s-wave scattering interactions using the positive-\(P\) method is a challenging task because the problem of growing sampling errors becomes more severe than before. The useful simulation time with realistic physical parameters reduces to sub-milliseconds in our examples, which is too short to give any new insights beyond the undepleted molecular approximation (see also Ref. 39). As discussed in Ref. 12, the most reliable method in this situation is the truncated Wigner approach, which produces stochastic equations that remain stable for much longer simulation durations than the positive-\(P\) equations. The Wigner equations in the present case are

\[
\begin{aligned}
\frac{\partial \Psi_0}{\partial t} &= i \frac{\hbar}{2m_0} \frac{\partial^2 \Psi_0}{\partial x^2} - i \sum_{j=0,1} U_{0j} |\Psi_j|^2 \Psi_0 - \frac{\chi}{2} \Psi_0^2, \\
\frac{\partial \Psi_1}{\partial t} &= i \left[ \frac{\hbar}{2m_1} \frac{\partial^2}{\partial x^2} - \Delta - \sum_{j=0,1} U_{1j} |\Psi_j|^2 \right] \Psi_1 + \chi \Psi_0 \Psi_1^*,
\end{aligned}
\] (74)

and the quantum fluctuations are introduced as previously via the noise contributions in the initial state for the molecular and atomic fields.

As an example relevant to practice, we treat \(^{87}\)Rb molecules as in the experiments of Ref. 12 and use the 1D parameters described in (31). In Fig. 11 we plot the total number of free dissociated atoms \(N_1(t)\) relative to their initial number within the molecular condensate \(2N_0(0)\). The two solid curves are reference examples, corresponding to the undepleted molecular approximation (light gray) and the case when the molecular depletion is included, but all s-wave scattering interactions are still absent (blue curve). The dashed and the dash-dotted curves are, respectively, for the cases that include only molecule-molecule and molecule-atom interactions (the case with only atom-atom interactions was studied in 12), while the dotted curve corresponds to the inclusion of all three types of s-wave scattering terms. As we see, all these curves agree with the curve for the undepleted molecular approximation for durations of \(t/t_0 \lesssim 3\).

We therefore conclude that the inclusion of s-wave scattering interactions reduces the regime of validity of the undepleted molecular approximation to durations corresponding approximately to 5% conversion, which is about twice lower than in the absence of these interactions.

In order to qualitatively understand the behavior of the different curves in Fig. 11 we note the following two dominant features: (1) the two curves (dashed red and dotted magenta) that correspond to having nonzero molecule-molecule interactions grow slower than the other curves, and (2) all curves with s-wave scattering interactions “bend” at around \(t/t_0 \sim 5\) and do not reach the maximum conversion efficiency seen in the solid blue curve.

The slower growth of the curves that include the effect of molecule-molecule interactions is explained by the fact that the molecular condensate in these examples experiences additional expansion due to the repulsive s-wave
scattering interactions. Such an expansion is accompanied by a faster reduction of the molecular peak density [see Fig. 12(a)] compared to the cases with no molecule-molecule interactions. Indeed, as we see in Fig. 12(a) the molecular peak density for the dashed red and dotted magenta curves drops faster than for the other two curves, yet the atom number grows for the same cases is the slowest in Fig. 11. Thus, the reduction in the molecular density takes place not only because of the conversion to atoms, but also because of the expansion of the molecular condensate. Our estimates show that at $t/t_0 \approx 3$ the simple expansion alone would reduce the molecular density to 0.95 of the original value, which is a larger effect than the reduction due to conversion to atoms. In terms of an instantaneous effective coupling $\chi(\hat{\Psi}_0(x,t))$ (interpreted at the level of a time-dependent mean field), which is similar to $g(x) = \sqrt{\rho_0(x,0)}$ used previously in the undepleted molecular approximation, the additional reduction in the molecular density means that the instantaneous atom-molecule coupling and therefore the rate of conversion into atoms is reduced more than in the case with no expansion of the molecular condensate. Accordingly, the dashed red and dotted magenta curves in Fig. 11 have the slowest growth in the atom number.

The "bending" of the curves at later times can be explained by the effect of phase diffusion due to the s-wave scattering interactions. The phase diffusion leads to dynamical dephasing of the phase-matching condition for efficient conversion, thus suppressing an exponential amplification in the atom number growth. The characteristic time scale for phase diffusion in the initial stages of dissociation can be estimated via

$$t_d \approx 01 \frac{2\pi}{|U(1D) - \frac{1}{2}U(00)|\rho_0},$$

which gives the following results for the three cases shown in Fig. 11. $t_d/t_0 \approx 4.6$ for the case with $a_{01} \neq 0$, $t_d/t_0 \approx 9.8$ for the case with $a_{00} \neq 0$, and $t_d/t_0 \approx 8.7$ for the case with all s-wave scattering interactions present. Here we have ignored the contribution coming from the atomic mean field itself (as the atomic density is initially negligibly small compared to the molecular peak density) and ignored the fact that the mean-field phase shifts are spatially dependent and dynamically changing. With these remarks in mind, we find that our order-of-magnitude estimates of the phase diffusion time are consistent with the numerical results seen in Fig. 11. Moreover, a model simulation of a uniform system with the same s-wave scattering interaction terms as in the relevant three cases of Fig. 11 reproduce the trend that follows from these simple estimates and the order of the curves that experience progressively slower phase diffusion.

In addition to monitoring the dynamics of the molecular peak density, we have analyzed the second-order correlation function $g_{00}^{(2)}(x,x',t)$ for the molecular field in position space in order to understand the deviation of the molecular field from the initial coherent state. In Fig.

Figure 11: (Color online) Fractional total atom number as a function of time, $N(t)/2N(0)$, in dissociation into indistinguishable bosonic atoms. The timescale $t_0 \approx 0.035$ s [31]. The two solid curves (light gray and blue) are reference examples, corresponding to the undepleted molecular approximation (labeled) and the case with molecular depletion but no s-wave scattering interactions ($a_1 = 0$ nm). The remaining three curves correspond to simulations in which we include: molecule-molecule interactions with $a_{00} = 3$ nm (and $a_{01} = a_{11} = 0$), dashed red curve; molecule-atom interactions with $a_{00} = 3$ nm (and $a_{01} = a_{11} = 0$), dash-dotted green curve; and all three s-wave scattering interactions with $a_{00} = a_{01} = a_{11} = 3$ nm, dotted magenta curve. In the undepleted case, we assume a near-parabolic initial density profile of the molecular BEC, with the peak 1D density $\rho_0 \approx 1.8 \times 10^5$ m$^{-3}$ and a radius $R_TF \approx 53 \mu$m in the TF limit (originating from a transverse trapping potential frequency of $\omega_{1}/2\pi = 54$ Hz and molecule-molecule 3D scattering length of $a_{00} = 3$ nm). In the cases with depletion but no s-wave scattering interactions, we assume a Gaussian density profile $\rho_0(x,0) = \rho_0 \exp(-x^2/2S^2_0)$ that has the same peak 1D density and an rms width of $S_0 = 35 \mu$m which is chosen as to closely follow the near-parabolic profile for the interacting case in the central part of the cloud. The same near-parabolic initial density profile was used in the examples with $a_{00} = 3$ nm (dashed red and dotted magenta), and the same Gaussian profile was used in the example with $a_{01} = 3$ nm and $a_{00} = a_{11} = 0$ nm (dash-dotted green).

Figure 12: (Color online) (a) Peak molecular density $\rho_0(0,t)$ as a function of time. The different curves are as in Fig. 11. (b) Molecule-molecule local pair correlation in the center of the molecular cloud $g_{00}^{(2)}(x = 0,x' = 0,t)$ as a function of time, for the same curves as in (a).
we show the molecule-molecule local pair correlation in the center of the cloud \( g_{00}^{(2)}(0,0,t) \) as a function of time for the same examples as in Fig. 12. We see that the strongest deviation from the coherent state value of \( g_{00}^{(2)}(0,0,t) = 1 \) occurs for the case with the strongest depletion, corresponding to the absence of \( s \)-wave scattering interactions (solid blue curve). In this case, the minimum in the peak molecular density—occurring approximately at \( t/t_0 \sim 6.5 \)—is the smallest and is closer to zero, implying that the quantum fluctuations are no longer negligible compared to the mean-field part. As a signature of this, we see a respective peak in the pair correlation function, \( g_{11}^{(2)}(0,0,t) \), around the same time. In contrast to this, in cases with \( s \)-wave scattering interactions, the molecular depletion is weaker, the peak density is still high enough, and therefore the molecular field remains closer to the initial coherent state in terms of the second-order coherence, with \( g_{00}^{(2)}(0,0,t) \simeq 1 \).

Finally, in Fig. 13 we plot the back-to-back pair correlation function for the dissociated atoms, \( g_{12}^{(2)}(k_0,-k_0,t) \), as a function of time. The different curves (solid blue, dash-dotted green, dashed red, and dotted magenta) are as in Fig. 11. The black squares and circles are the results from short-time analytic solutions given by Eqs. (76) and (77), respectively. The spatial inhomogeneity of the molecular condensate affects the conversion dynamics and the atom-atom correlations in momentum space in the short-time limit. Both fermionic and bosonic statistics of the constituent atom pairs were considered. Using the undepleted molecular-field approximation, we have obtained explicit analytic results for the short-time asymptotic behavior of the pair correlation functions and the relative atom number squeezing.

For a TF parabolic density profile of the molecular BEC, the correlation functions can be expressed in terms of Bessel functions and are determined by the momentum distribution of the source molecular BEC. The precise relationship is different in one, two, and three dimensions. We have compared the results corresponding to the TF density profile with those corresponding to a simple Gaussian and found that the correlation widths relative to the source width are smaller in the TF case. We have also shown that the relative atom number squeezing in a given atom counting volume is determined merely by the characteristic size of the molecular BEC and by a shape-dependent geometric factor and that the squeezing improves as the size of the BEC is increased. The strength of atom-atom correlations for equal but opposite momenta and the relative number squeezing are the strongest in 1D systems, where the mode-mixing is a relatively weaker effect than in higher dimensions.

The analytic and numerical results in the undepleted molecular-field approximation have been compared with exact numerical simulations using the positive-\( P \) representation in 1D, as well as with simulations using the truncated Wigner approach, both of which are suitable for treating the molecular-field dynamics and its depletion. The comparison shows that in the absence of any \( s \)-wave scattering interactions the undepleted molecular approximation is valid for dissociation durations corre-
sponding to \(\sim 10\%\) conversion of molecules into free atoms. We have also examined the role of the \(s\)-wave scattering interactions within the truncated Wigner approach and found that the phase diffusion due to these interactions can significantly modify the conversion dynamics in the long time limit. Nevertheless, for dissociation durations corresponding to \(\sim 5\%\) conversion, one can still neglect these interactions and use the undepleted molecular approximation. Furthermore, our results indicate that a possible route to extending the validity of the undepleted molecular approximation and minimizing the role of collisional interactions is to operate at larger absolute values of both the atom-molecule coupling \(\chi\) and the dissociation detuning \(|\Lambda|\).

Even though \(5\% - 10\%\) conversion efficiencies seem small, nevertheless they can produce mesoscopic ensembles of pair-correlated atoms with interesting quantum statistics and nontrivial many-body correlations if one starts with large-enough molecular condensates, such as containing \(10^4 - 10^5\) molecules in typical 1D configurations. Accordingly, our simple analytic results in the undepleted molecular approximation provide a useful tool for obtaining qualitative insights and better than “order-of-magnitude” estimates for realistic inhomogeneous systems. For a specific system at hand, these results can be further refined using the positive-\(P\) and truncated Wigner methods as demonstrated in the present study.

Acknowledgments

The authors thank C. M. Savage for useful discussions and acknowledge support by the Australian Research Council through the ARC Centre of Excellence scheme. MÖ acknowledges support by IPRS/UQILAS and the Solander Program at UQ.

Appendix A: Correlation integrals in 2D

We first evaluate the integral in the anomalous density \(|m_{12}(k,k',t)|\) [Eq. (23)], in which we take \(k' = -k + \epsilon_i \Delta k_i\), so that the integral takes the form

\[
|m_{12}(k_x,k'_x,t)| = \frac{t \sqrt{\rho_0}}{(2\pi)^2} \int dx \, dy \, \Lambda \, e^{i(k_x + k'_x)x} \left(1 - \frac{x^2}{R_{TF,x}^2} - \frac{y^2}{R_{TF,y}^2}\right)^{1/2},
\]

(A1)

where the integration domain \(\Lambda\) is given by \(x^2/R_{TF,x}^2 + y^2/R_{TF,y}^2 < 1\). For definiteness, we have chosen the direction \(i\) to be the \(x\) axis, without the loss of generality. Introducing scaled variables, \(x' = x/R_{TF,x}\) and \(y' = y/R_{TF,y}\), and transforming to polar coordinates \(x' = r \cos \theta\) and \(y' = r \sin \theta\), the integral can be rewritten as

\[
|m_{12}(k_x,k'_x,t)| = \frac{t \sqrt{\rho_0} R_{TF,x} R_{TF,y}}{(2\pi)^2} \int_0^1 dr \, r^{1/2} \int_0^{2\pi} d\theta \, e^{i(k_x + k'_x)r \cos \theta}. \tag{A2}
\]

Using the integral representation of the zeroth-order Bessel function \(J_0\),

\[
J_0(z) = \frac{1}{\pi} \int_0^\pi d\theta \, e^{iz \cos \theta}, \tag{A3}
\]

the integral in Eq. (A2) can be brought into the following form:

\[
|m_{12}(k_x,k'_x,t)| = \frac{t \sqrt{\rho_0} R_{TF,x} R_{TF,y}}{2\pi} \int_0^1 dr \, r^{1/2} J_0 ((k_x + k'_x)R_{TF,x} r) \tag{A4}
\]

By making a variable change \(r = \sin \phi\) and using the integral representation of the Bessel function of general order \(J_{\mu}\),

\[
J_{\mu+\mu+1}(q) = \frac{(q \sin \phi)^\mu}{\pi} \, \int_0^{\pi/2} d\phi \, J_\mu(q \sin \phi)(\sin \phi)^{\mu+1}(\cos \phi)^{\mu+1}, \tag{A5}
\]

with \(\Re \rho > -1\) and \(\Re \mu > -1\), we finally obtain

\[
|m_{12}(k_x,k'_x,t)| \simeq \frac{t \sqrt{\rho_0} R_{TF,x} R_{TF,y}}{2\pi} \frac{J_{3/2} ((k_x + k'_x)R_{TF,x})}{((k_x + k'_x)R_{TF,x})^{3/2}}. \tag{A6}
\]

If the displacement direction \(i\) was along \(y\), we would obtain the same results except \(k_x \to k_y\) by defining the polar coordinates according to \(x' = r \sin \theta'\) and \(y' = r \cos \theta'\). Thus, by replacing in \(|m_{12}(k_x,k'_x,t)|\) the \(k_x\) and \(k'_x\) components with \(k_i\) and \(k'_i\) \((i = x, y)\), we arrive at the general result of Eq. (11).

To evaluate the integrals in the normal density \(n_j(k,k',t)\) [Eq. (27)], in which we take \(k' = k + \epsilon_i \Delta k_i\), and therefore

\[
n_j(k_x,k'_x,t) = \frac{t^2 \sqrt{\rho_0}}{(2\pi)^2} \int dx \, dy \, \Lambda \, e^{i(k_x - k'_x)x} \left(1 - \frac{x^2}{R_{TF,x}^2} - \frac{y^2}{R_{TF,y}^2}\right), \tag{A7}
\]

we follow the same steps as in evaluating \(|m_{12}(k_x,k'_x,t)|\). In polar coordinates, the preceding integral can be
brought into the following form:

\[ n_j(k_x, k'_x, t) = \frac{t^2 \chi^2 \rho_0}{(2\pi)^2} \times \int_0^1 dr r (1 - r^2) \int_0^{2\pi} d\vartheta e^{i(k_x - k'_x)R_{TF,x}r \cos \vartheta} \]

\[ = \frac{t^2 \chi^2 \rho_0 R_{TF,x} R_{TF,y}}{2\pi} \int_0^1 dr r (1 - r^2) J_0 ((k_x - k'_x)R_{TF,x}r) \cdot \]

(A8)

Introducing \( r = \sin \phi \) and using Eq. (A5), the integration with respect to \( \phi \) gives

\[ n_j(k_x, k'_x, t) \simeq \frac{t^2 \chi^2 \rho_0 R_{TF,x} R_{TF,y}}{\pi} \frac{J_2 ((k_x - k'_x)R_{TF,x})}{[(k_x - k'_x)R_{TF,x}]^2} \cdot \]

The same result, except \( k_x \rightarrow k_y \), can be obtained if the displacement is along \( y \), and we arrive at the general result of Eq. (17).

Finally, the calculation of the integral in

\[ n_0(k_i) = \left| \int d^2x \sqrt{\rho_0(x)} \exp(-ik_i x_i)/(2\pi) \right|^2 \]

(A10)

follows the same pattern as in \( |m_{12}(k_i, k'_i, t)| \) except that the relevant term is squared, and one obtains Eq. (17).

**Appendix B: Correlation integrals in 3D**

We first evaluate the 3D integral in the anomalous density \( |m_{12}(k, k', t)| \) [Eq. (25)], in which we take \( k' = -k + e_i \Delta k_i \). For definiteness, we choose the direction \( i \) to be along \( z \), so that the integral takes the form

\[ |m_{12}(k_z, k'_z, t)| = \frac{t \chi \sqrt{\rho_0}}{(2\pi)^{3/2}} \int_\Lambda dx dy dz \]

\[ \times e^{i(k_z + k'_z)z} \left( 1 - \frac{x^2}{R_{TF,x}^2} - \frac{y^2}{R_{TF,y}^2} - \frac{z^2}{R_{TF,z}^2} \right)^{1/2}, \]

(B1)

where the integration domain \( \Lambda \) is defined by \( x^2/R_{TF,x}^2 + y^2/R_{TF,y}^2 + z^2/R_{TF,z}^2 < 1 \). Introducing scaled variables, \( x' = x/R_{TF,x}, y' = y/R_{TF,y}, \) and \( z' = z/R_{TF,z} \) and transforming to spherical coordinates \( x' = r \sin \theta \cos \varphi, y' = r \sin \theta \sin \varphi, \) and \( z' = r \cos \theta \), the integral can be rewritten as

\[ |m_{12}(k_z, k'_z, t)| = \frac{t \chi \sqrt{\rho_0} R_{TF,x} R_{TF,y} R_{TF,z}}{(2\pi)^{3/2}} \int_0^{2\pi} d\varphi \int_0^1 dr r^2 (1 - r^2)^{1/2} \int_0^{2\pi} d\theta \sin \theta e^{i(k_z + k'_z)R_{TF,x}r \cos \theta} \cdot \]

(B2)

The integral with respect to \( \varphi \) is trivial, while the integral with respect to \( \theta \) is taken using [72]

\[ J_0(q) \Gamma(\nu + 1/2) = \pi^{-1/2}(q/2)^\nu \int_0^\pi d\theta (\sin \theta)^{2\nu} e^{iq \cos \theta} \cdot \]

(B3)

where \( \text{Re} \nu > -1/2 \). This gives

\[ |m_{12}(k_z, k'_z, t)| = \frac{t \chi \sqrt{\rho_0} R_{TF,x} R_{TF,y} R_{TF,z}}{(2\pi)^{3/2}} \frac{J_2 ((k_z + k'_z)R_{TF,x})}{[(k_z + k'_z)R_{TF,x}]^{3/2}} \times \int_0^1 dr r^{3/2} (1 - r^2)^{1/2} J_1/2 ((k_z + k'_z)R_{TF,x}r) \cdot \]

(B4)

which in turn takes the form of Eq. (A5) if we introduce \( r = \sin \phi \). Accordingly, we obtain

\[ |m_{12}(k_z, k'_z, t)| = \frac{t \chi \sqrt{\rho_0} R_{TF,x} R_{TF,y} R_{TF,z}}{4\pi} \frac{J_2 ((k_z + k'_z)R_{TF,x})}{[(k_z + k'_z)R_{TF,x}]^2}. \]

(B5)

For displacements along \( i = x \) or \( i = y \) directions, one can obtain the same result except that \( k_z \) is replaced by \( k_i \) by an appropriate rotation of the spherical coordinate system, so that the final result for \( |m_{12}(k_i, k'_i, t)| \) takes the form of Eq. (52).

To evaluate the integral in the normal density \( n_j(k, k', t) \) [Eq. (27)], in which \( k' = k + e_i \Delta k_i \), we follow the same steps as for evaluating \( m_{12}(k, k', t) \). In spherical coordinates, the integral takes the following form:

\[ n_j(k_z, k'_z, t) = \frac{t^2 \chi^2 \rho_0 R_{TF,x} R_{TF,y} R_{TF,z}}{(2\pi)^3} \times \int_0^{2\pi} d\varphi \int_0^1 dr r^2 (1 - r^2)^{1/2} \int_0^{2\pi} d\theta \sin \theta e^{i(k_z - k'_z)R_{TF,x}r \cos \theta} \cdot \]

(B6)

where we have used Eq. (B3). Introducing \( r = \sin \phi \) and using Eq. (A5), we obtain

\[ n_j(k_z, k'_z, t) = \frac{t^2 \chi^2 \rho_0 R_{TF,x} R_{TF,y} R_{TF,z}}{\pi \sqrt{2\pi}} \frac{J_0/2 ((k_z - k'_z)R_{TF,x})}{[(k_z - k'_z)R_{TF,x}]^{5/2}} \cdot \]

(B7)

Generalizing this to the arbitrary displacement direction \( i \) leads to the final result of Eq. (54).

Finally, the calculation of the integral in

\[ n_0(k_i) = \left| \int d^3x \sqrt{\rho_0(x)} \exp(-ik_i x_i)/(2\pi)^{3/2} \right|^2 \]

(B8)
follows the same pattern as the evaluation of $|m_{12}(k_i,k'_i,t)|$, and we obtain Eq. 58.
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In realistic experimental systems that are designed to detect atom-atom correlations in position space (rather than in momentum space) after time-of-flight expansion, further considerations arise which are due to the initial position uncertainty of the molecules and the detector resolution, as discussed in Ref. 19.

As a model system for physical parameters in the case of fermionic atoms, we consider a 1D BEC of bosonic $^{40}\text{K}_2$ dimers ($m_0 = 2m = 1.33 \times 10^{-25}$ kg and $m_0 = 2m_1$) we consider a 3D density $\rho_0^{(3D)} = 1.3 \times 10^{18}$ m$^{-3}$ in the trap centre. Choosing the transverse trap frequency $\omega_\perp/2\pi = 54$ Hz gives the peak 1D density $\rho_0 = \rho_0^{(1D)} = 4\pi a_0^2 \rho_0^{(3D)} \approx 1.8 \times 10^9$ m$^{-3}$, where $a_0 = \sqrt{\hbar/m_0 \omega_\perp} \approx 1.0 \mu$m is the transverse harmonic oscillator length for the molecules. With all 3D s-wave scattering lengths set to $a_{ij} = 3$ nm, the 1D coupling strengths are $\gamma_{ij}^{(1D)} = 2\omega_\perp a_{ij} \approx 2.0 \times 10^{-6}$ m$^{-1}$ and $U_{01} = 3/2\omega_\perp a_{01} \approx 2.16 \times 10^{-6}$ m$^{-1}$. We use a bare detuning $\Delta = -259$ s$^{-1}$ and a 1D atom-molecule coupling $\chi = 6.7 \times 10^{-4}$ m$^{-1}$ s$^{-1}$, resulting in the characteristic timescale $t_0 = 1/\chi \sqrt{\rho_0} \approx 0.035$ s. For the initial density profiles in the examples of Fig. 14 with $a_{00} \neq 0$, we use a numerically determined (near-parabolic) ground state solution of the GP equation for the molecular BEC in a longitudinal harmonic trap with frequency $\omega_z/2\pi = 1/2$ Hz ($\omega_z \ll \omega_\perp$) and the same peak density $\rho_0$ as above. In the Thomas-Fermi limit, the respective TF radius is given by $R_{TF} = \sqrt{4\pi a_0 \rho_0/m_0 \omega_\perp^2}$, and the corresponding initial total number of molecules is $N_0(0) = 1.28 \times 10^{19}$. For cases with a Gaussian initial density profile, we use $\rho_0(x) = \rho_0 \exp(-x^2/(2S_x^2))$ with $S_x \approx 35$ μm.