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Abstract

In this report, we describe our submitted system for track 2 of the VoxCeleb Speaker Recognition Challenge 2022 (VoxSRC-22). We fuse a variety of good-performing models ranging from supervised models to self-supervised learning (SSL) pre-trained models. The supervised models, trained using VoxCeleb-2 dev data, consist of ECAPA-TDNN and Res2Net in a very deep structure. The SSL pre-trained models, wav2vec and wavLM, are trained using large scale unlabeled speech data up to million hours. These models are cascaded with ECAPA-TDNN and further fine-tuned in a supervised fashion to extract the speaker representations. All 13 models are applied with score normalization and calibration and then fused into the the submitted system. We also explore the audio quality measures in the calibration stage such as duration, SNR, T60, and MOS. The best submitted system achieves 0.073 in minDCF and 1.436% in EER on the VoxSRC-22 evaluation set.
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1. Introduction

Recently, self-supervised learning (SSL) pre-training based models have demonstrated competitive performance in speaker recognition. Canonical SSL models are trained either by discriminating the positive samples from the negative ones (e.g. wav2vec 2.0) [1], or by predicting discrete pseudo-labels on the masked regions (e.g. HuBERT) [4] and denoising modeling (e.g. wavLM) [3]. Both approaches leverage large amount of unlabeled speech data to implicitly capture phonetic information, which inevitably coupled with personal speaking style. At the same time, various residual blocks [5] based network structures such as Res2Net [6] and ECAPA-TDNN [7], can offer competitive performance at a much less computational cost than the SSL models. The submitted ensemble system leverages complementary information from multiple supervised and SSL models to tackle the challenge of the open condition competition.

2. Proposed system

Our submitted systems including three major components: supervised systems, SSL-based systems, and score calibration and fusion. In the SSL-based models, the upper stream SSL pre-trained models are trained with various unlabeled data. All the supervised systems (including the down-stream ECAPA-TDNN in SSL-based system) are trained with fix data set specified by the organizer.

2.1. Datasets

2.1.1. Training data and data augmentation

The VoxCeleb2 dev dataset are used for all the supervised model training. It consists of 5,994 speakers and 1,092,009 utterances. Speed perturbation based augmentation is implemented by speed up and down 10% via SoX tool. This gives 2x extra copy of speakers and utterances. The total speaker number in model training is 17,982 with 3,276,027 utterances. Kaldi-style data simulation [8] is implemented with four types of disturbance, babble, music, noise, and reverberation, which offers 4x of original data. All the above-mentioned data are offline data augmentation and simulation. Overall, the offline data size is 15x of original VoxCeleb2 dev dataset.

2.1.2. Validation data

We employ the following development sets to validate the proposed systems and examine the settings of hyper parameter to avoid over-fitting.

- VoxSRC21-val: Validation set of track 1 & 2 of VoxSRC-21 with a focus on the language impact.
- VoxSRC22-val: Validation set of track 1 & 2 of VoxSRC-22 with a focus on the age and noise impact.

2.2. Supervised systems

Our supervised systems consist of Res2Net and ECAPA-TDNN. The ResNet-based architecture [5] has been widely adopted to extract speaker embeddings for text-independent speaker verification systems. The Res2Net [6] redesigns the residual block. It constructs hierarchical residual-like connections inside the residual block and assembles variable-size receptive fields within one layer. With the scale dimension, the Res2Net model can represent multi-scale features with various granularity, which facilitates speaker verification for very short utterances. This challenge, we include three Res2Net networks with different depths, i.e. Res2Net-50, Res2Net-101 and Res2Net-152. All convolutional layers are followed by a batch normalization layer and rectified linear units (ReLU) activation function. The models take 80-dimensional log Mel filter banks as input features and generate speaker embedding with a dimension of 256. For ECAPA-TDNN, we implement both smaller (C=512) and larger (C=1024) versions to provide complementary decisions to the Res2Net structures during system fusion stage.

All the supervised models are trained with the large margin strategy [10] in two stages as following:

- **Stage 1**: In this stage, we use the 3x speed perturbed data to augment training, which means the total number of
Table 1: Evaluation results on VoxSRC21-Val and VoxSRC22-val test set. wavLM and wav2vec are SSL-based systems, the rest are supervised systems. The training data for system 1 are 94kh public data, which are augmented with noise and used as training data for system 2. System 3-5 differ in learning rate (lr) and epoch setting in large margin finetune stage, which are trained with unlabeled data significantly larger than previous published wavLM. System 6-7 using same models but with different cohort size in scoring stage, the SSL-model is trained with 56kh data. System 9-10 differs in training finetune steps.

| No. | System | VoxSRC22-val | VoxSRC21-val |
|-----|--------|--------------|--------------|
| 1   | wavLM-large-v1 | 1.44 | 1.92 | 0.1205 |
| 2   | wavLM-large-v2 | 1.39 | 1.88 | 0.1116 |
| 3   | wavLM-large-v3 | 0.95 | 1.31 | 0.0721 |
| 4   | wavLM-large-v4 | 1.11 | 1.52 | 0.0879 |
| 5   | wavLM-large-v5 | 0.92 | 1.37 | 0.0797 |
| 6   | wav2vec2.0-XLSR2-v1 | 1.25 | 1.67 | 0.1027 |
| 7   | wav2vec2.0-XLSR2-v2 | 1.25 | 1.59 | 0.0971 |
| 8   | Res2Net-50 | 1.36 | 1.56 | 0.0891 |
| 9   | Res2Net-101-v1 | 1.24 | 1.65 | 0.0984 |
| 10  | Res2Net-101-v2 | 1.23 | 1.63 | 0.0986 |
| 11  | Res2Net-152 | 1.25 | 1.74 | 0.0977 |
| 12  | ECAPA-TDNN(C512) | 1.88 | 2.54 | 0.1509 |
| 13  | ECAPA-TDNN(C1024) | 1.65 | 2.15 | 0.1302 |
| 14  | fusion of 13 models | 0.81 | 1.12 | 0.0585 |
| 15  | fusion of 13 models + 3 audio quality measures | 0.79 | 1.10 | 0.0565 |

Table 2: Ablation Study on Single System (i.e. system 5 in Table 1). '+' denotes stacking on previous methods.

| Scoring | VoxSRC21-val | VoxSRC22-val |
|---------|--------------|--------------|
| Cosine  | 1.71 | 1.20 | 0.083 |
| + S-Norm | 1.53 | 1.09 | 0.073 |
| ++ Calib | 1.44 | 0.92 | 0.063 |

Speakers is 17,982. The training segments are randomly sampled in 2s chunks. The margins used for AM loss and AAM loss are 0.2 and 0.3 respectively. We train this stage for 150 epochs.

- **Stage 1**: in this stage, we remove the speed perturbed data and keep the original 5,994 speakers. The training segments are increased to 6s chunks. The margins used for AM loss and AAM loss are also increased to 0.4 and 0.5 respectively. We train this stage for 3 epochs.

2.3. SSL-based systems

In SSL-based systems, the input is raw audio, the output from SSL pre-trained model is low dimension embedding which is then used as feature and fed into downstream supervised system for speaker verification system. In this study, two types of SSL-based models are explored, i.e., wavLM and wav2vec 2.0. Adware the first part in Table 1, Five wavLM-based models are produced. They are in the same model structure, but differ in training data sources and training settings. The model wavLM-large-v1 is pre-trained with 94kh hours of English data, including LibriLight, VoxPopuli, and GigaSpeech. The model wavLM-large-v2 is trained with the same data as wavLM-large-v1, but augmented with noisy speech simulation. The models wavLM-large-v3/v4/v5 are trained with a large scale in-house dataset with hundreds of thousands hours of speech audio. The three models stem from the same wavLM model, but differ in the learning rate (lr) and epoch settings in large margin fine-tuning stage.

Moreover we trained two wav2vec-based models using multilingual speech data set with more than 36 languages. The pre-trained model Wav2vec2.0 Large (XLSR) is downloaded via Fairseq sequence modeling toolkit. All the models are trained with Additive Angular Margin Loss (AAM) in which the margin is set as 0.2 unless specified otherwise. Training segments are randomly sampled 3s chunks from each audio utterance unless specified otherwise. The concatenated system of upper stream SSL model and down stream ECAPA-TDNN (C=512) are finetuned with three stages as following:

- **Stage 1**: the concatenated system are trained for 10 epochs during which the upper stream SSL model parameter are fixed.
- **Stage 2**: the concatenated system are trained for 5 epochs during which both upper and down stream are allow to be updated.
- **Stage 3**: the concatenated system are trained for 2 to 3 epochs during which both upper and down stream are allow to be updated. Training segments are randomly sampled 6s chunks from each audio utterance, the margin in AAM loss is set as 0.4-0.5.

Once the model training is finished, the 256-dimension embeddings extracted from the model are used to perform score normalization and calibration, which can improve system performance step-by-step, which is detailed in Table 3.

2.4. Score calibration and fusion

Scores from each individual system go through score normalization and calibration. The ensemble system fuse scoring results from multiple systems. The core parts can be highlighted as following:

- S-Norm: the utterance from the official VoxCeleb2 dev dataset are chosen for each speaker, their embedding are averaged to derived 5,994 cohorts. The cosine distance score will be normalized by top N impost scores. N is chosen as 200-600 in this study.
• Score calibration: Logistic regression model are adopted for calibration, VoxSRC-22 is used as development set. The score after S-Norm, duration, embedding magnitude and their function (such as min/max value, difference) are used as feature for training and testing.

• Fusion: During ensemble system fusion stage, a logistic regression model is trained on VoxSRC-22 with all scores from various sub-system, which is then applied to scores on VoxSRC-22 blind data set to fuse different system. The hyper parameter tuning are performed on the validation set of VoxSRC-22 and VoxSRC-21. To further boost speaker verification performance, a extra series of quality measures [13][14] are explored during score calibration and fusion stage, which consist of T60, Mean opinion score (MOS) and their functions.

### 3. Experimental results

We evaluated the proposed approach on the VoxSRC21-val and VoxSRC22-val sets. Table 1 shows the performance of individual models and the fused system. We take the minDCF of VoxSRC-22-val as primary performance indicator. It shows that model #5 (wavLM-large-v5) produces the best performance of 0.630 in minDCF among all individual models. The models wavLM-large-v3/v4/v5 outperform the wavLM-large-v1/v2 due to the use of larger scale pre-training data. The wav2vec models yield minDCF of 0.0816 (model #6), worse than the best-performing wavLM model. The SSL models, especially wavLM-large-v3/v4/v5, outperform the supervised models by a significant margin. The Res2Net-101-v2 produces the best minDCF of 0.0834 among the supervised models. The Res2Net models perform better than the ECAPA-TDNN models.

The ensemble of all the 13 models produces 0.0518 in minDCF on the VoxSRC22-val set, 18% relative improvement over the best individual system (model #5). By enclosing the audio quality features in the fusion model, The minDCF is further improved to 0.0153.

Table 3 shows the results of two submissions in the Challenge. The best fusion system achieves 0.073 in minDCF and 1.436% in EER on the VoxSRC-22 evaluation set.

### 4. Conclusions

In this challenge, we exploit a variety of supervised and SSL-based models. The SSL-based models take advantage of the speech representation capabilities learned from large amount of unlabeled data, yielding superior performance over the conventional supervised models. We applied score level fusion to leverages complementary information of these models. We also explored the audio quality measures in the calibration stage such as duration, SNR, T60, and MOS. The best submitted system achieves 0.073 in minDCF and 1.436% in EER on the VoxSRC-22 evaluation set.
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