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One of the primary motivations of the research in the field of computation is to optimize the cost of computation. The major ingredient that a computer needs is the energy to run a process, i.e., the thermodynamic cost. The analysis of the thermodynamic cost of computation is one of the prime focuses of research. It started back in the seminal work of Landauer where it was commented that the computer spends $k_B T \ln 2$ amount of energy to erase a bit of information (here $T$ is the temperature of the system and $k_B$ represents Boltzmann’s constant). The advancement of statistical mechanics has provided us with the necessary tools to understand and analyze the thermodynamic cost for the complicated processes that exist in nature, even the computation of modern computers. The advancement of physics has helped us to understand the connection of statistical mechanics (the thermodynamics cost) with computation. Another important factor that remains a matter of concern in the field of computer science is the error correction of the error that occurs while transmitting information through a communication channel.

Here in this article, we have reviewed the progress of the thermodynamics of computation starting from Landauer’s principle to the latest model, which simulates the modern complex computation mechanism. After exploring the salient parts of computation in computer science theory and information theory, we have reviewed the thermodynamic cost of computation and error correction. We have also discussed the alternative computation models that have been proposed with thermodynamically cost-efficient.
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I. INTRODUCTION

In the 19th century, it was Carnot, whose desire to develop a better steam engine that would help France to win the Napoleonic Wars gave birth to thermodynamics [1], and this led in a way to explain further inventions in this direction. According to Landauer, every real-world computational process has some thermodynamic cost [2] which means that, when we perform computation in the real world, some physical changes (entropy production or some heat generation) occur in the world. Landauer’s limit uncovered the physical consequences of computation. All naturally occurring processes like biological computers and even man-made computers have thermodynamic costs. It is quite fascinating to analyze the difference in the thermodynamic cost of the naturally occurring process and the artificial ones that are created. Translation of RNAs into amino acids is one such natural biological process where one encounters energy costs for the execution of the process. Work in this direction [3], has shown that the thermodynamics cost of this biological process is more efficient than the artificial process.

Out of all such artificial processes, one of the important ones is the existing digital computer system (where a computer can be conveyed as an array of bits- 0’s and 1’s and a process to map one such configuration to another). It can be considered an engine that dissipates energy for performing mathematical and logical tasks. According to the earlier scientists, they had a notion that there must be some fundamental thermodynamic limit to the efficiency of such engines irrespective of their hardware structure. According to Von-Neumann [4], a computer operated at a temperature T must dissipate at least $k_B T \ln 2$ amount of heat (where $k_B$ represents the Boltzmann’s constant). The thought experiment of Brillouin [5] boils down to the same conclusion as that of Von-Neumann with some error probability. But now, it is a well-known fact that today’s computers can perform a large amount of reliable computation per $k_B T$ of energy dissipation. Though reliable computation can be executed per $k_B T$, but today’s computer dissipates a vast quantity of energy compared to $k_B T$. Volatile memory devices (such as TTL flip-flops) are the reasons behind this huge waste. The volatile devices dissipate energy even when they are not being used. The macroscopic nature of the existing computers is one of the basic reasons for the inefficiency in the context of energy. Due to its macroscopic nature, the amount of energy required to trigger the system is quantitatively high, and this energy is dissipated instead of reused for the next pulse. It is similar to the case of applying brakes to stop a moving car by saving its kinetic energy. One of the spectacular thermodynamically reversible computation models is the ballistic model, proposed by Fredkin and Toffoli [6]. Other models [7, 8] were developed which were more physically realistic than that of Fredkin’s version.

From Landauer’s principle, we know that when a bit of information is written on a memory device the entropy of the system decreases by $k_B T \ln 2$, so at least the same amount of work has to be done. In the works [10, 11], they have stated that we can have systems that are able to compute with no lower bound with respect to the thermodynamic cost. With the theoretical advancement of stochastic thermodynamics [12] and information thermodynamics [13], a better understanding of the physical foundation of information processing is possible. These frameworks are though concentrated on proto-computation [14, 17], few attempts are taken to apply information thermodynamics to computer science. However, the works [18, 19], suggest that one can consider the fundamental limit to the thermodynamics cost of computation while analyzing the system in the quasi-static limit. Though it sounds interesting, it overlooked the practical aspect of the performance measure in real-world computation. In the article [20], they have explored beyond this quasi-static model of computation. In their work, they have taken into account a particular model, i.e., finite-state machine to probe the thermodynamic cost of computation, which is executed within a finite time and produces the correct output with probability near to one.

One can also describe the thermodynamic cost for a computation process as a sum of the energy that is required to provide an extra bit in the due course of the computation process, plus the energy required to destroy the generated garbage bits. This part of the computation is non-reversible, and so according to Landauer’s principle, this part of the computation process dissipates heat. The “Fundamental Theorem” [21] provides the upper and the lower bounds over the thermodynamic cost of the computation process. It is also stated that a slow computational process releases less amount of energy [10]. In the article [22], they have provided proof of the existence of this statement mathematically, that with the increase of the time of computation, there exists a time-energy trade-off hierarchy for diminishing the energy cost of the process. From real-life examples, we know that garbage needs to be compressed and this needs time.

A different aspect of the computational process was formulated by Schulman. Schulman [23], along with the help of Landauer [24], was able to convey that the intrinsic arrow of the computational processes is aligned with the thermodynamic arrow. So, one can consider the computer as a system without an independent arrow of time having the capability of retaining the past/future distinction with a thermodynamic arrow in a particular direction. Similar to Schulman’s proposed idea, suggestions in the same direction can be found in [25, 26]. According to these previous works, the total entropy of the system increases when the computer records something in memory. So it can be concluded that computers remember things in the direction of time where the system encounters an entropy increase. Whereas in the work [27], they have expressed that in a universe where entropy decreases with time the computer memories will work in a backward
direction.

Another aspect of computation is the analysis of the Turing machine (TM). Turing machines have a deep impact in quantum information [28, 29] and quantum computation [30, 32]. Efforts to model Turing machines [11], and to develop limit on computation [18, 33, 44], has been analyzed. Computing machines in the real world will belong to the regime, which is bounded by the infinite dissipation and the zero-energy limit. The intuitive idea that the foundation of physics can be restricted due to some properties of TM [35, 36] has been explored. In addition to that, it has been thoroughly investigated whether all functions that are implemented by physical systems can also be computed by TM [37, 40], which is so-called “physical Church-Turing thesis”. Even the thermodynamic properties considered for the physical system that implements TM are also studied. Two different physical perceptions of TM [41] are analyzed. The first perception is based on thermodynamic reversibility. Whereas the second perception is to produce, that much amount of heat which is allowed by the laws of physics, assuming that it holds the “Church-Turing thesis”. For every perception, three thermodynamic costs are taken into consideration. The first thermodynamic cost is the heat that is produced when a TM is working. This term is coined as “heat function”. The second one is the “thermodynamic complexity” which refers to the minimum heat that is produced when TM runs with an input, and the third one is the heat generation where it is considered that a TM is working to compute a distribution of inputs. For both, the perception one encounters that, the thermodynamic complexity for an output of the TM computation is bounded by a constant. One can also assume that deterministic computing machines exist which dissipate heat without violating the thermodynamic laws. Works in this direction [42] describe that deterministic computation is thermodynamically consistent. Deterministic computation means it will execute computation and will provide a correct output that is indistinguishable in nature from other processes. The process will be executed within a finite time and is universal in nature.

In the complexity theory, it is a well-known fact that the deterministic polynomial time (P) complexity classes are not equal to the non-deterministic polynomial-time (NP) [33, 34] complexity classes. The existence of the one-way bijection [43, 46] proves this statement. The existence of such bijection arises due to the self-referential character of $P = \text{NP}$ [47]. Different approaches to prove the existence of one-way bijection mathematically have resulted in a debacle. The existence of one-way-ness has a great impact on the complexity class problems, as one can link this to the physical constraints rather than its mathematical limitations [36, 48, 49]. In the seminal work [50], they have proposed an approach to bridge a connection between the one-way permutation to thermodynamic computation. They have shown that a quantum circuit maps a target bit to itself [51]. During the execution of this process, it encounters entropy constraints which can be easily inverted when the system is immersed in an adiabatic heat bath.

Along with the increase of interest in investigating the connection of thermodynamics with computation, the connection with information-theoretic notions can gain importance. Now, information theory is treated as physical science, and the bridge between information theory and thermodynamics provides a trade route between them. The investigation to connect thermodynamics with information theory is highly pursued. Claude Shannon in his seminal paper [52, 53], proposed the modern aspect of information theory, where he developed a mathematical definition for information and then proved his noiseless and noisy coding theorem. The quantum version of Shannon’s theory is provided by Schumacher in this work [54], where it is conveyed that entropy plays an important part in quantum information theory. Maxwell in his seminal work coined the term “Maxwell demon” [55], who has the capability of monitoring the position and momentum of individual molecules in a chamber, which is divided into two parts by a partition. The mean velocity of the air particles is uniform whereas for the individual molecules it varies. The demon has the power to open the aperture of the partition of the two-chamber to allow the fast-moving molecules into one chamber and the slower ones into the alternative chamber. So, the question that emerges in one’s mind is that, whether it is possible to develop a machine that will exploit statistical fluctuations to convert heat into work. Smoluchowski [56, 57] proposed a way to implement the automatic mechanism with the help of a spring-loaded trapdoor at the aperture between the two chambers. The prime objective of the seminal work of Szillard [58] was to investigate the conditions that would allow the construction of a motion machine. Landauer [24] and Bennett [10] in their work have conveyed that the measurement can be considered as a reversible process and it can be executed without any entropy cost. This had a great impact on the thermodynamics of computation. Works [6, 7, 59] in this direction have shown that efficient computers are reversible which is equivalent to a Carnot engine.

Earman and Norton in their work [60, 61], propose the rejection of the information-theoretic notion of Maxwell’s demon. They suggest that if we consider the demon as a thermodynamic system supervised by the second law, then no such assumption about information and entropy is required to save the second law of thermodynamics. The alternative way is that one can take the demon not to be a part of the system. In this type of situation, no information-theoretic assumption is required to protect the second law of thermodynamics. The argument of Earman and Norton is wrong. The process to execute a measurement does not require any entropy cost, whereas, for the case of erasure of information from the memory register, it requires a minimum entropy cost [62].

Reprocessing of information using the mechanism of copying is a fundamental process in the natural world. This is even true for all living systems. Devices that we
use also need to copy information to its better functioning. While replicating the information, there is a high possibility of committing an error. The accuracy of a copy thus relies on its accurate reproduction. It can be quantified by counting the wrongly copied bits while executing. Though the error can be reduced at the macro level, at the molecular level, perfect copying is not achievable due to thermal fluctuations. It is the primary source of error at the molecular level. The replication process is limited by the thermal noise, so it must be interpreted in terms of thermodynamics as proposed by Von Neumann [63]. Now, one fundamental question poses into one’s mind, whether one can develop a connection between the errors that occur when copying with the physical quantities that describe the copying process. Generally, while executing a copying process, it has to undergo various intermediate steps to control the accuracy and speed of the process. This is true for artificial as well as natural scenario [64]. As we are trying to explain the errors from thermodynamics laws (second law), we have to take into account that the copying process is cyclically repeated than a single shot [7].

One can develop a framework to understand the thermodynamics where one replicates information. In this framework, we consider the replication process which is highly complex in characteristics [65, 68], and the operation of replication is executed in a cyclic way, following the method developed in previous works [69, 70]. Works in the direction [71, 72], to bridge a connection of thermodynamics with errors, will show that the error in copying protocols has a relation with thermodynamic observables, which can characterize the errors. An alternative approach to connect thermodynamics and information theory is built on the basis of using entanglement in quantum systems [73, 74].

In this article, we will present an overview of the impact of thermodynamics in the field of computation, mainly the artificial process (computer science theory) [75, 76] and the information theory [77, 78]. For the information theory, our primary focus will be on the error-correcting codes. To get a clear and vivid idea of the topics considered in this work, it is worth mentioning the related topics that are not considered in this review article. In this work, we have considered some specific computational models. The effect of thermodynamics on analog computers and the dynamical systems (e.g. cellular automata) is not studied here. If the readers are interested in this direction they are suggested to go through the works [79] for the analysis in the analog system and works [80] which investigates the application of statistical physics in dynamical systems. Interested readers can go through various surveys in the field of computation and information. A general survey in quantum computation is done in [81], whereas [82] reviews quantum speed limits. Discussion for the analysis of the fundamental limitation of the physical process is shown in [83, 84]. Thermodynamical analysis of biochemical processes is not analyzed in this work, one can see [85, 86] to get an idea of this direction. Similarly, we have not considered the modeling of computational machines in the field of computer science with biochemical models. See [103, 110] for works in this direction. Thermodynamics of the system that interacts with the environment [111, 112] is investigated, which is out of the scope of this review article. So, in this article, our primary focus is to visualize the impact that thermodynamics has on computation and information theory.

This article is structured as follows: in Section [11] we have described some basic notations that are followed throughout the article. In section [111] we have reviewed some salient features of computation in computer science theory. We have described the finite automata with a suitable example. Then we have described the basic definition of the Turing machine and the universal Turing machine. In section [115] we have explored the salient features of information theory, and then we have moved on to the analysis of classical and quantum error correction. Section [116] is focused on the review of the alternative models of computation that were proposed, which are thermodynamically cost-efficient. Ballistic Computer and Brownian computer are the two alternative models of computation that are discussed in detail in this section. We have dedicated the section [117] to explore the mathematical modeling of the thermodynamics of computation. There was a nice debate on whether the thermodynamic arrow of time is equivalent to the computational arrow of time. Schulman in his work conveyed that they are equivalent but, in recent work, the authors have shown this is not necessary that the thermodynamic arrow of time should be equivalent to the computational arrow of time without violating any physical principles. In section [118] we have thoroughly discussed this. In section [119] we have thoroughly analyzed the thermodynamic interpretation for finite-state automata. In this model, the author has considered a modified Bennett algorithm to analyze the thermodynamics of finite automata. Then we moved on to explore the thermodynamic cost for the computation in a Turing machine. In section [120] we have conveyed a seminal work that provided a thermodynamic proof for the existence of one-way computation. In the next section [121] we have reviewed the thermodynamic interpretation of error correction. We have first explored the seminal work which has explained the classical as well as the quantum error correction using Maxwell’s demon model. Then we have discussed an alternative method for the analysis of error correction. The authors have considered the spin chain model as an alternative model to analyze and relate quantum error correction with thermodynamics. Section [122] is dedicated to the investigation of the thermodynamic cost of the alternative model of computation. In their work, they have conveyed that Brownian computers are not thermodynamically reversible ones. Some miscellaneous topics in this direction have been reviewed in section [123]. We have concluded our article in section [124] with some discussion about the progress in this direction and its future prospects.
II. NOTATIONS

For any defined set \( S \), the collections of the set of a finite string of the elements from \( S \) is denoted by \( S^* \). In computer, we use \( S = \{0, 1\} \). Here \( S^* \) denotes the set of all binary strings.

The Kronecker delta function is defined as

\[
\delta_{ij} = \begin{cases} 
1, & i = j, \\
0, & \text{otherwise}.
\end{cases}
\]

This shows that the function takes value 1 or 0 based on the fact that \( \beta \) has the same properties with \( \alpha \) or not. The symbols \( \alpha \) and \( \beta \) represent two variables.

We will consider the output 1 as Boolean ‘TRUE’ and consider the 0 output as ‘FALSE’. For any Boolean function \( g(a) \) the indicator function is expressed as

\[
I(g) = \begin{cases} 
1, & g(a) = 1, \\
0, & \text{otherwise}.
\end{cases}
\]

We will denote the length of a finite string \( M \) as \( l(M) \). The concatenation of two strings \( M \) and \( M' \) is defined as \( MM' \). For ceiling operators, we will use \( \lceil \cdot \rceil \), and for flooring operators \( \lfloor \cdot \rfloor \) wherever required.

In probability theory, the random variables are described by upper case letters, and the instances of these random variables are expressed by the lower case letters. Given a set \( A \), the distribution over this set can be expressed as \( p(a) \). Now, there exists any \( A' \subseteq A \) for which we can write \( p(A') = \sum_{a \in A'} p(a) \). For a distribution \( p \) over a set \( A \) the conditional distribution \( \pi(y|a) \) is defined as

\[
(\pi p) y := \sum_{a \in A} \pi(y|a) p(a),
\]

where \( \pi p \) is the distribution over \( Y \).

III. SOME BASIC ASPECTS OF COMPUTATION THEORY

Theoretical computer science covers different areas starting from the algorithm, data structure, and computation to computational number theory. In this section, we are going to study about two of the basic computation aspects of computer science. In the further section, we will see the impact of thermodynamics on these aspects. From a computational perspective, the system is defined in this form to describe that it is one of the members of the Chomsky hierarchy [52].

A. Finite Automata

The formal definition of the finite automaton is:

Definition 1. A finite automaton is a 5-tuple \( M = (Q, \Sigma, \delta, q, F) \). Here,

- \( Q \) represents the finite set. The elements of this set are called the states.
- \( \Sigma \) also represents a finite set. The elements of this set is called the alphabet.
- \( \delta : Q \times \Sigma \rightarrow Q \) represents a function. It is called the transition function.
- \( q \in Q \). It represents the start state.
- \( F \subseteq Q \) describes the set of final accepting states.

One can infer from the definition that, the transition function denoted by \( \delta \) represents the program of the finite automaton \( M = (Q, \Sigma, \delta, q, F) \). The transition function describes how the system evolves for each step. Let us consider a state of \( Q \) as \( a \), and \( b \) be the alphabet from the set \( \Sigma \). When the state of the system (i.e., finite automaton) \( M \) is at \( a \) and it reads the alphabet \( b \), then \( \delta(a, b) \) describes the switch over of the state \( a \) to the state \( b \). The input words accepted by the automaton specify a language that is described as a regular language, i.e., any finite language (words of finite length) can be called a regular language. So, we can conclude that a finite automaton has the power to compute input words of arbitrary length.

![FIG. 1. Transition diagram of the system.](image)

We will first consider an example of an automaton that appears naturally. Let us consider a toll gate. Now, we will design a computer that will control this toll gate. The gate from the toll pass remains closed until the vehicle pays the required amount. For example, we consider that when the driver pays 25 bucks the toll gate opens, and the driver is allowed to go. We assume that there exist only three sets of coins: 5, 10, and 25 bucks. Whenever a driver appears at the toll gate, he will insert coins into the machine. So, the machine decides whether it will open the gate or not, in other words, whether the driver has fulfilled the payment of the required amount (i.e. 25 or more). The machine can be in any of the six states based on which it will decide whether it will open the gate or not. The six states of the machine during the execution of the process are:

- If the machine does not collect any money, the machine state is described by \( q_0 \).
- When the machine receives 5 bucks, the machine moves to the state \( q_1 \).
• Now, when it gets 10 bucks, the state of the machine is $q_2$.
• When it has 15 bucks, the state is $q_3$.
• When it has 20 bucks, the state is $q_4$.
• When it has 25 bucks, the state is $q_5$.

Now, let us consider a situation where a vehicle comes to the toll gate, then the machine will be at its initial state. Now the driver inserts 25 bucks in the sequence $(5, 5, 10, 5)$. The state of the machines evolves through the process as follows:

- After the driver inserts 5 bucks into the machine, the machine evolves from the state $q_0$ to $q_1$.
- Similarly, the driver inserts the next 5 bucks into the machine, and the machine now moves from the state $q_1$ to the state $q_2$.
- After that the driver inserts 10 bucks, the machine jumps by two steps and moves to the state $q_4$ from state $q_2$.
- Finally, the driver inserts its last 5 bucks, and the machine moves to its final state $q_5$. The toll gate opens up. We assume that the driver provides that exact amount else the machine responds to abort and restart the process.

The state diagram with all the combinations is shown in Fig. 1. Here, the state $q_0$ is depicted by two circles. The two-circle state represents the final state of the system (or the halt state). Now, if the machine reaches this state, the gate will open otherwise the gate remains closed. In this case, one can observe that the machine only has to remember the state where it belongs at any instant of time.

Finite automata have a great impact on different fields of study which include computer science, biology, mathematics, logic, linguistics, engineering, and even philosophy. Finite automaton has a wide scale of applications in computer science like designing hardware, designing compilers, network protocols, and in computation.

Finite automata have different forms like deterministic and stochastic (alternatively called “probabilistic automaton”) finite automaton. In the stochastic automaton, the single-valued transition function $\delta$ will be replaced by a conditional distribution. One can observe multiple accept states which are described in the literature as ‘terminal states’ for the system. Even one can encounter multiple start states in the process.

### B. Turing Machine

Alan Turing in his seminal work [120], first coined the term Turing Machine. He conveyed that it is an abstract computation device, which will help to investigate the extent and as well the limitation of what we can compute. It was devised mainly for the computation of real numbers. So, the renowned form of the computational machine studied in computer science is Turing machines [82, 121]. It is generally conveyed in the literature that one can model every computational machine using a Turing machine. Church-Turing thesis conveys the statement a bit formally, it states that “A function on the natural numbers is computable by a human being following an algorithm, ignoring resource limitations, if and only if it is computable by a Turing machine." It was further modified in the ‘Physical Church-Turing thesis’, where it has been conveyed that the set of functions that one can compute by utilizing the mechanical algorithmic method, which abides by the laws of physics [92, 122-124], is also computable with the help of Turing machine.

Various forms of definitions of the Turing machine exist in the literature which are computationally equivalent to each other. As the various definitions are equivalent to each other, computation done in one type of Turing machine can be executed equivalently in other forms of the Turing machine. The formal definition of the Turing machine is

**Definition 2.** A Turing machine is defined by 7-tuple $(Q, \Lambda, \Gamma, \delta, q_0, q_a, q_r)$. Here,

- $Q$ is a finite set which describes the set of states.
- $\Lambda$ is also a finite set which depicts the input alphabets.
- $\Gamma$ represents a finite set of tape alphabet and $\Lambda \subseteq \Gamma$.
- $\delta : Q \times \Gamma \rightarrow Q \times \Gamma \times \{L, R, S\}$ is called the transition function.
- $q_0$ represents the start state of the Turing machine.
- $q_a$ is called the accepted state or in other words halting state.
- $q_r$ is called the rejected state.

Here, $\{L, R, S\}$ describes the direction of the movement of the head of the tape. Based on the command, the head moves left, right, or stays in the same position of the tape. In other equivalent computational definitions of the Turing machine, one can encounter multiple sets of accepting states, in other words, halting states.

At each step of the computation, the state of the TM reads the alphabet in the square where the tape head is placed and subsequently moves on to a new state $q'$. It writes a new alphabet ($a'$) on the tape, and then it moves its tape head either to the left or to the right. This process is repeated until the system attains the accepted state. Mathematically this map can be expressed as $(q, a) \rightarrow (q', a', d)$, where $d$ denotes the right or left movement of the tape head. For a given TM, the arguments of the transition states are called ‘instantaneous
descriptions” (IDs) of the TM. One can also sometimes encounter TM's with no halts.

A function \( f \) is called recursive, if there exists a TM with input alphabets \( x \) where \( x \in \Gamma^* \), for which the TM computes \( f(x) \). Similarly, the function \( f \) is a partial recursive function, if we are able to compute \( f(x) \) using a TM, where \( x \) is the input alphabets of the TM. Turing has conveyed in his work that all functions are not recursive, which remains a fundamental limitation.

Turing machine has a great impact on the analysis of computational complexity \cite{32,125}. One of the profound open problems in mathematics that remains a concern for the exploration of the Turing machine is whether \( P = NP \). The limitations of mathematics, like Gödel’s incompleteness theorem, have a deep intimacy with the computational device theory of Turing machine, and even in some parts of philosophy as well \cite{126}. As all devices are physical, it has been argued in some works \cite{35,36} that one might bring some restriction to the foundation of physics by utilizing some properties of Turing machines.

It is a well-known fact that there exist many variants of TM. Here, we have described the formal definition of a single tape. One of the popular variants of TM is the multiple tapes, where one of these tapes contains the input of the computational model, and one of them contains the output of the TM when it reaches its halting state. Other intermediate tapes in the multiple tape TM are called the ‘work tapes’ that are used as scratch pads. It is a more complicated variant than that of the single tape. It is used in the literature as it is easier to prove theorems than single-tape TMs. The computational power for both of these variants is equivalent. The interesting fact about these two variants is that one can convert a multiple tape TM into a single tape TM and similarly a single tape TM into a multiple one \cite{127,129}. One of the variants of TM is the universal TM, which has the computational power to compute any other TM. In general, it is considered that TM is a formal structure of algorithm whereas UTM (which takes other TM's as input) is a formal structure of a computer.

\section{BASICS ASPECTS OF INFORMATION THEORY}

In this section, we will discuss some basic concepts of information theory that are required for our analysis, and then we move on to discuss the error correction theory for the classical system as well as the quantum system. Thermodynamics has an impact on various aspects of quantum information theory. Here we are concerned about the error correction as it has a great impact on computational as well as communication aspects.

\subsection{Notion on Information Theory}

Here, we will guide ourselves through some of the basic aspects of information theory. The Shannon entropy over a set \( T \) is defined as

\[
S(T) = - \sum_{t \in T} p(t) \log_b p(t),
\]

where for the cases when \( b = e \) (nats) it will be generally conveyed as \( \ln \) throughout the article. For other conditions like \( b = 2 \) (bits) and so on it will be specifically mentioned in the analysis.

Using the above definition, we can describe the conditional entropy of a random variable \( X_r \), which is conditioned on another random variable \( Z_r \). The mathematical representation of conditional entropy is

\[
S(X_r | Z_r) = \sum_{z \in Z_r} p(z) S(X_r | z) = \sum_{z \in Z_r, x \in X} p(z) p(x | z) \ln p(x | z).
\]

Similarly, one can define the mutual information for two random variables \( X_r \) and \( Z_r \) as

\[
I_p(X_r; Z_r) = S(X_r) + S(Z_r) - S(X_r, Z_r) = S(X_r) - S(X_r | Z_r).
\]

We have described some of the basic definitions of information theory. Readers who are interested in having a deep understanding of information theory (both in classical and quantum systems) can go through the referred books \cite{55,130,133}.

\subsection{Classical Error Correction}

In a communication process, the data is transmitted from the sender to the receiver end through a channel that is prone to noise, i.e., it is transmitted through a noisy channel. The data string is a sequence of 0's and 1's. The string to be communicated is encoded with an additional number of bits (redundant bits). In the receiver’s end, the receivers reconstruct the actual message
by decoding process and examining the corrupted message. This
reconstruction process is conveyed as decoding.
In the late 40’s of the 20th century, the seminal work
of Shannon [134] led to the foundation of this field and
was extended by Hamming in his work [135]. Since then,
this field has gained its importance for developing better
communication. The extent to which error correction of
the missing bits is possible depends on the design of the
error-correcting code. Generally, there exist two types of
error-correcting codes, they are block code and con-
volutional code. We will be mainly focusing on the linear
code of the block code. There are other models of er-
ror correction codes that are not covered here, interested
readers can go through [136] [137] for further information.

The formal definition of the error correcting code is
defined as:

Definition 3. The error-correcting code can be defined
as an injecting map from \( n \) symbols (messages bits) to \( m \)
symbols:

\[
Enc : \Lambda_n \rightarrow \Lambda_m,
\]

where \( \Lambda \) represents the set of symbols.

- We define a variable \( a \) which describes the cardinal-
ity of our alphabet set (\( a = |\Lambda| \)). For binary code
system \( a = 2 \).

- The domain of the set, i.e., \( \Lambda_n \) represents the mes-
 sage space, and \( \Lambda_m \) represents the message that will
be transmitted from the channel. Here \( n \) denotes the
message length.

- Block length: Block length is denoted by \( m \), it
describes the message which is mapped to \( m \)-bit
strings.

- Code: The message to be transmitted will be en-
coded with a codeword. This codeword is called the
code. In general, \( m \geq n \).

- Rate: It is defined as the ratio of \( n \) over \( m \). it
describes the efficiency of the protocol.

Now we move on to analyze the linear code protocol.
A linear code is a type of error correction code, where
the linear combination of codewords also represents a
codeword. The channel through which we will commu-
nicate is a binary channel, generally known as a binary
symmetric channel. In this type of noisy channel, the
bit gets affected independently. The symmetric nature
of the channels conveys that the channels cause errors
\( 0 \rightarrow 1 \) and \( 1 \rightarrow 0 \) with equal probability. Let us con-
sider a message of \( n \) symbols as \( u = u_1 u_2 \ldots u_n \) which
are encoded into a codeword \( x = x_1 x_2 \ldots x_m \). Here, the
first part of the codeword is the original message (i.e.
\( x_{1 \rightarrow m} = u_1 u_2 \ldots u_n \)) to be transmitted and the remain-
ing are the check symbols (i.e. \( x_{n+1} \ldots x_m \)) which satis-
ifies the condition

\[
H_p x = 0,
\]

where the matrix \( H_p \) ((\( m - n \)) \times \( m \)) is called the parity
check matrix for the code.

This codeword is now transmitted through the noisy
channel. The receiver at the receiver’s end, receives a
different message say \( y = y_1 y_2 \ldots y_m \) which is quite differ-
ent from \( x \). Let us denote the error in the message as
\( e = y - x = e_1 e_2 \ldots e_m \). Here, \( e_j = 0 \) with probability
\( 1 - p \) will depict that the \( j \) symbols in the message are
correct whereas, \( e_j = 1 \) with probability \( p \) conveys that the
\( j \) symbol is incorrect. So in the decoding process, the
receiver has to identify the message \( u \) from the received
message \( y \), which actually boils down to identifying the
error vector \( e \). The decoder will try to choose the most
likely error vector so that it can reduce the probability
of making a mistake in decoding the correct message.
This is generally defined as maximum likelihood decod-
ing. The whole communication process is shown in Fig.3

![FIG. 3. A schematic representation of the whole process in a communication system is depicted here. The channel is the communication medium through which the message is transmitted from the source to the receiver end.]

So let us analyze how the decoder chooses the most
likely error vector when it receives the message. Before
we proceed we will discuss two important definitions.

Definition 4. Hamming distance: The hamming dis-
tance between two given vectors \( x = x_1 x_2 \ldots x_m \) and
\( y = y_1 y_2 \ldots y_m \) is described by number of positions the
corresponding vectors differs. It is mathematically de-
noted by

\[
Dis(x, y) = |k : y_k \neq x_k|.
\]

Definition 5. Hamming weight: The hamming weight
is defined as the number of non-zero \( x_j \) in a vector \( x \). It
is denoted by \( wt(x) \).

From the above two definitions, we can infer that
\( Dis(x, y) = wt(y - x) \). Based on the above given def-
initions we will formalize a parameter. The parameter
is called the minimum hamming distance, which is de-
 fined as \( Dis_{\text{min}} = \min \{Dis(x, y) : \min wt(x - y)\} \). So
the strategy of the decoder is to take that error \( e \), which
will have the least weight. This process is called nearest
neighbor decoding. The decoder will compare the mes-
sage \( y \) with all the possible combinations of the code-
words, and then select the closest one. This brute force
process is fine for small \( n \). If \( n \) is very large this process
becomes tedious, and coding theory aims to develop new schemes to decode these messages faster.

A linear code is generally called a \([m, n, d]\) code, where \(m\) describes the length of the codeword, \(n\) denotes the length of the message string, and \(d\) describes the minimum hamming distance.

**C. Quantum Error Correction**

Here in this section, we will discuss error correction in the quantum regime. Classical error correction is a well-developed theory based on the demand for better communication systems. One-to-one mapping from classical to quantum error correction is not possible as the quantum world has some constraints of its own. Qubit (quantum bits) are bounded by the no-cloning principle, which states that in quantum information theory one cannot copy a state which is possible in the case of classical information theory. Another aspect that we encounter in the quantum regime is that the wave function collapses when a measurement is performed over the state. These constraints were the reasons that make the quantum world unique from the classical, and these pose a challenge to the feasibility of quantum computing. It was the seminal work of Peter Shor \[138\], where they proposed the first quantum error correction protocol. Shor in his work has demonstrated that quantum information can be encoded by exploiting the idea of entanglement of qubits. Works in this direction \[139\] \[142\], have demonstrated that one can suppress the error rate in the quantum regime provided the qubits meet some physical conditions. Interested readers can go through the reviews \[143\] \[145\] in this direction which covers quantum error correction and its subfields. In this article, we will describe the basic intuition of quantum error correction that we will explore in the latter half from a thermodynamics point of view.

**Quantum errors in digitalize form**

In the classical world, the units of information are bits, which belong to set \(\mathbb{S}\) whereas, in the case of quantum the units of information are the qubits. The general definition of a qubit state is

\[
|\psi\rangle = \alpha|0\rangle + \beta|1\rangle,
\]

(4)

where \(\alpha\) and \(\beta\) represents complex number satisfying the condition \(|\alpha|^2 + |\beta|^2 = 1\). So, a qubit has the power to encode in the superposition of the computational basis states which are denoted by \(|0\rangle\) and \(|1\rangle\). The only error that is possible in the classical regime is the bit flip, i.e., \(0 \rightarrow 1\) or \(1 \rightarrow 0\). In the quantum realm, the qubit state is continuous in nature. So, this property of the qubits is the main challenge in developing the error correction code in the quantum world. The qubits are subjected to an infinite number of errors.

To get a clear idea about the errors let us describe the qubit state defined in Eq. (4) as:

\[
|\psi\rangle = \cos \frac{\theta}{2} |0\rangle + e^{i\phi} \sin \frac{\theta}{2} |1\rangle.
\]

(5)

This is the geometric representation of the qubits. The condition of the probability amplitude is maintained as defined. The qubit state in Eq. (5) is described by a point in the Bloch sphere.

There can be errors due to a variety of physical processes. The rotation of the qubit from one point to another in a Bloch sphere will cause an error. Mathematically one can denote this type of error by a unitary operator \(U(\Delta \theta, \Delta \phi)\) which will evolve the qubit state expressed in Eq. (5) to

\[
U(\Delta \theta, \Delta \phi) |\psi\rangle = \cos \frac{\theta + \Delta \theta}{2} |0\rangle + e^{i(\phi + \Delta \phi)} \sin \frac{\theta + \Delta \theta}{2} |1\rangle.
\]

(6)

The error that is caused by the rotation of the qubits shows that it is continuous in its nature. But we are quite lucky that we can digitalize this error with the help of the Pauli operators (i.e. Pauli matrices). The rotation process described in Eq. (6) can be described in terms of the Pauli matrices as

\[
U(\Delta \theta, \Delta \phi) |\psi\rangle = a_0 \sigma_0 |\psi\rangle + a_1 \sigma_1 |\psi\rangle + a_2 \sigma_2 |\psi\rangle + a_3 \sigma_3 |\psi\rangle,
\]

(7)

where \(a_i (i = 0, 1, 2, 3)\) represents the coefficients, and \(\sigma_i (i = 0, 1, 2, 3)\) the respective Pauli operators. So, any error due to this rotation of the qubit can be described by the Pauli operators \([\sigma_0, \sigma_1, \sigma_2, \sigma_3]\). The error correction code, which will have the computational power to correct the error caused by the Pauli matrices will make the message flawless. This procedure causes the digitalization of the error, which will have a great impact on the quantum error correction code.

**Types of Quantum error**

The error counts in the quantum realm boil down to two fundamental errors due to the digitalization of the errors. The quantum code has to encounter these two types of errors. One is the \(X\)-type error (\(X\) describes the Pauli matrix \(\sigma_x\)), and the other is the \(Z_{pau}\)-type error (\(Z_{pau}\) describes the Pauli matrix \(\sigma_z\)). The \(X\)-type error is a bit flip error, which is similar to the classical errors where the state \(|0\rangle \rightarrow |1\rangle\) when operated by the Pauli \(X\) operator and vice versa.

The other error, i.e., \(Z_{pau}\)-type error, causes a phase flip of the qubits. There is no classical counterpart of this type of error. Phase flip of the qubit state is described as \(Z_{pau}|0\rangle = |0\rangle\) and \(Z_{pau}|1\rangle = -|1\rangle\).

Though the digitalization of the errors has reduced the error counts, we still have some challenges in the quantum world which are unique and have no classical analog.
One of these challenges is that we cannot clone (xerox) a quantum operator, i.e., we cannot construct a universal unitary operator (universal xerox machine) $U_c$, which can xerox or copy a state as

$$U_c|\psi\rangle |0\rangle = |\psi\rangle |\psi\rangle.$$  

Whereas, in the classical realm one has the power to copy a state as required.

The second challenge is that the message to be transmitted from quantum channels is exposed to both bit-flip and phase-flip errors simultaneously. So the quantum error correction code should be able to detect both these errors simultaneously. Along with these challenges, one has to keep in mind that in the quantum world measurement of a state causes wavefunction collapse, which we have no counterpart in classical theory. In classical systems, one has access to measure arbitrary properties without compromising information loss.

**Stabilizer Code**

In this section, we will study how to create a $[m,n,d]$ stabilizer code. Here $m$ represents the total count of qubits, the count of the logical qubits is given by $n$, and $d$ describes the code distance. A stabilizer code encodes $n$ logical qubits into $m$ physical qubits. The stabilizer represents an abelian subgroup of the $m$-fold Pauli group. We have represented the notation of the quantum codes in double brackets to differentiate it from the classical code, which is shown by a single bracket.

![FIG. 4. A schematic representation of the circuital analysis of $[m,n,d]$ stabilizer code is depicted here. $|\psi\rangle_M$ represents the message, and $|0\rangle_{m-n}$ represents the ancilla qubits. $H$ is the Hadamard operator, and $MA$ denotes the measurement.](image)

So we are left with the process of decoding the message. The process is to find the best-fitted unitary operation $K$, which would return the state to the codespace. The process of decoding the message will be successful if the action of the error $E$, and $K$ on the codes state return the exact state, i.e., $KE|\psi\rangle_{\text{out}} = (+1)|\psi\rangle_{\text{out}}$, and fails if it returns $KE|\psi\rangle_{\text{out}} = S_a|\psi\rangle_{\text{out}}$, where $S_a$ represents a logical operator.

V. ALTERNATIVE COMPUTATION MODEL

The computational models that are being explored in section III are not thermodynamically efficient ones. In this section, we are going to analyze some alternative computational systems that are thermodynamically more efficient, i.e., the thermodynamic cost for the computation is quite less due to its reversible nature. We will first discuss the Ballistic computer, which was proposed by Fredkin and Toffoli [6], and then describe its limitations. Following that, we will analyze the Brownian computer which utilizes thermal fluctuation to perform a computational process.

For the analysis of the ballistic and Brownian computer, the programming style requires a change in its form from irreversible operation to reversible one. The erasure principle of overwriting of data by other data cannot be addressed for these models. Ballistic computer fails totally to operate with irreversible operations but the Brownian computers have the power to tolerate a small amount of irreversibility in the logical operation. But it fails miserably for a large amount of irreversible operations.

A. Ballistic Computer

The simple basic idea, that an idealized machine has the power to compute without dissipating any amount
of kinetic energy forms the principle of the “ballistic” computation model [6]. This model consists of a hard-sphere that collides with a fixed reflective barrier. In the input side of this computer model, we have a “starting line” from which a huge number of hard spheres are fired with equal velocity. We will be considering a ball in the starting line if we encounter a ‘1’ in the input, and in the cases where we get ‘0’ there will be no ball in the starting line. The computer has some mirrors inside it with which it collides. Due to this collision process, the ball changes its direction and collides with the other balls. All the collision processes are considered to be elastic in nature, and between the collisions, the ball moves in a straight line path with a constant velocity. The balls after a finite number of collisions reach their finishing point. This signifies the output of the computer. The presence of a ball in the output line is considered as 1 in the output and the absence of it as 0. The mirror of this computer is equivalent to the logic gates of our digital computers, and the balls are equivalent to the signals. The pictorial representation of this computer is shown in Fig. 5.

FIG. 5. A schematic representation of a Ballistic computer proposed by Toffoli is depicted. The condition of having the same number of 1’s in the input and the output should be satisfied, i.e., the boolean function should be conservative and reversible in nature.

We can infer that this computer is unable to compute non-conservative Boolean functions. It has the power to implement functions whose output has an equal number of ones as in input, and it can implement bijective functions. But Toffoli has shown that one can transform any Boolean function into a conservative, bijective function. So, this model has the power to compute all functions. Though it conveys a decrease in the amount of cost in energy, we encounter some drawbacks of this setup. Two main drawbacks of this system are its sensitivity to small perturbative change, and the second one is related to the collision of the balls. It is quite difficult to make each collision elastic. A small error in the positions and velocities gets amplified after each collision by a factor of 2, so the trajectory of the balls becomes unpredictable after a few numbers of collisions. The stronger the noise source the sooner the trajectory is spoiled. To get better performance we have to eliminate these noises.

One of the ways to overcome this collision problem is to correct the instability in the velocity and position of the ball after the execution of each collision process. Though this provides a solution it makes the system thermodynamically irreversible, but due to its low energy cost it has some practical importance. To culminate the effect of noise one can think of considering square balls instead of using spherical. It culminates in the exponential growth of the errors as the balls are always parallel to the wall and to each other. Although it seems possible it is quite unnatural as there is no proof of the existence of square atoms in nature. Quantum effects can stabilize the system from noise, but it will bring some new instability. The wave-packet spreading causes instability in the system in the quantum realm. Benioff [31] in his work has discussed a quantum version of the ballistic computer, where he has proposed a way to culminate the effect of the noise due to the wave packet spreading by utilizing a time-independent Hamiltonian.

B. Brownian computer

We can infer from the previous section that thermal randomization is inevitable, so it is unavoidable. If it is unavoidable one can exploit this. Brownian computers [10] are such a model that exploits these properties for computation. In this model, the trajectory of the dynamical part of the system is influenced by thermal randomization in such a way that it attains Maxwell velocity. The trajectory becomes equivalent to a random walk. Despite its chaotic nature, the Brownian computer is able to execute useful computations. The high potential barriers prevent the trajectory from escaping from the system. So, within these confined walls created by the potential barriers, the system performs a random walk in the forward direction of the computation.

The state transition for the Brownian computer happens due to the random thermal movement of the part that carries the information with it. Due to its random nature, the transition can backtrace (move backward) in the computational process, undoing the transition executed recently. In the macro regime, the execution of computation using a Brownian computer seems counter-
intuitive, but this is an obvious situation in the micro regime. In the case of chemical reactions, we encounter such things where the Brownian motion of the particle of the reactants orients the reactants as required for the execution of the reaction. This is equivalent to the transition state for the computational process.

Bennett has shown that one can execute a Turing machine using this thermal randomness. It is made up of clockwork which is frictionless, and rigid in form. The parts of the clockwork Turing machine should be interlocked so that they have the freedom to jiggle around locally, but restricted from moving an appreciable amount for the execution of a logical transition. In computational complexity, Reif \textsuperscript{[147]} considered a similar model to analyze $P = \text{PSPACE}$.

In Fig. 6, the framework of the Brownian Turing machine has been depicted. The head of the Turing machine is scanning the square $b$ of the tape. In this configuration, each tape is interlocked with some E-shaped bit storage device denoted by (e) in the figure. If it is placed up then it represents 1, if down then 0. The device which is shown in the figure as (f) restricts the movement of the two adjacent squares of the tape. To change the bits of the system the knob (k) guides the way to slide the bit storage device (e) up or down with the help of the manipulator (m). To constrain the disks on the square blocks of the tape that are not scanned, a special knob (q) is attached to each square of the tape. To execute the shifting operation in this model the screwdriver of the system allows the knob (g) to get aligned with the framework (f). Now the manipulator of the framework grasps a knob and moves it to the right or left of the scanned tape. In this whole set, no springs are allowed so as to prevent friction in the system. Friction is not allowed in the system as it leads to thermodynamic dissipation.

In Bennett’s model of Brownian computation, it is considered that each of the computational states will possess a unique antecedent state. A unique antecedent state is only possible when the computer executes reversible operations like the NOT gate. So, the antecedent state of the present state with memory 0 is 1, and vice versa. For a computer that executes irreversible operations, the antecedent state can be 0 or 1 when the memory cells have a 0 value.

To acquire a unique antecedent state for each state of the system, the interlocking of the device should be executed in such a way that the device has one degree of freedom, i.e., the computational process of this device meander within this single degree of freedom. This model has limitations like it requires a configuration space with a huge accessible portion.

Bennett in his work has presumed that the driving force to execute the computation requires some energy gradient but, in the work \textsuperscript{[148]}, they have shown that one can sufficiently drive the computation process with the entropic force.

VI. MATHEMATICAL FOUNDATION OF THERMODYNAMIC COMPUTATION

The prime focus of this section is to explore the closed mathematical form of the thermodynamic cost of computing a parameter $\zeta$ from $\eta$. Since long ago various methods for the effective realization of reversible computation have been proposed [8, 11, 23, 149, 150]. Here we are going to study the complete mathematical theory [22] for this process. The fundamental theorem

$$E_\alpha(\eta, \zeta) \approx K_\alpha(\eta|\zeta) + K_\alpha(\zeta|\eta),$$

proposed in the work \textsuperscript{[22]}, provides the key for the mathematical analysis of thermodynamic computation. Here $E_\alpha(\eta, \zeta)$ denotes the thermodynamic cost for computing $\zeta$ from $\eta$, and $K_\alpha(\eta|\zeta)$ describes the shortest plausible description in the form of length for $\eta$ given $\zeta$.

So far many physical realizations have been proposed for reversible computation. The accepted viewpoint regarding the thermodynamic cost of a computation process, where one replaces input $\eta$ by the output data $\zeta$, is equated with the number of irreversible bits that are erased during the process. The cost of this each unit of the erased bit is $kT \ln 2$. To analyze the thermodynamics of computation we will consider the following axioms.

Axiom 1: No thermodynamic cost for a reversible computation process.

Axiom 2: Any irreversible process that occurs in a computation process has a thermodynamic cost.

Axiom 3: For a reversible computational process where one replace the input $\eta$ by the output $\zeta$, no reversible process occurs.

Axiom 4: All computations are effectively physical in nature.

The first three axioms defined here are based on the principles of physics whereas, the fourth axiom is a form
of the Church’s thesis. The notion of the fourth axiom is that every physical computation is equivalent to the notion of computation executed in a Turing machine.

Before we move on to analyze the thermodynamic cost of computation we will consider some definitions that we need for the analysis.

**Definition 6** The Kolmogorov complexity of \( \eta \) given \( \zeta \) is

\[
K_\alpha(\eta|\zeta) = \min\{|p_c| + |W_i| : \xi_i(<p_c, \zeta>) = \eta, p_c \in \{0, 1\}^*, i \in \mathbb{N}\}.
\]

Here \( \eta, \zeta \in \mathbb{N} \), where \( \mathbb{N} \) represents the natural number system and \( |\bullet| \) describes the cardinality of the bit string. The enumeration of the Turing machine is represented by \( W_i \) and the parameter \( \xi_i \) describes the enumeration of the partial recursive function. So one can say \( W_i \) commutes \( \xi_i \). Here \( \xi_i(<p_c, \zeta>) = \eta \) is an effective bijection from \( N \times N \) to \( N \}. \{0, 1\}^* \) corresponds to 0,1,00,01,\ldots .

Now let us analyze the thermodynamic cost of the computation process where we compute \( \zeta \) from \( \eta \). We want to calculate the minimum cost for the computation process.

**Theorem 1:** \( E_\alpha(\eta, \zeta) = K_\alpha(\eta|\zeta) + K_\alpha(\zeta|\eta) \) upto logarithmic term.

**Proof:** We are going to establish the upper and the lower bound for the thermodynamic cost.

**Claim:**

\[
E_\alpha(\eta, \zeta) \leq K_\alpha(\eta|\zeta) + K_\alpha(\zeta|\eta) + 2[K_\alpha(K_\alpha(\eta|\zeta)|\eta) + K_\alpha(K_\alpha(\zeta|\eta)|\eta)].
\]

**Proof** We divide the computation in three parts. In the first part of the program it computes \( \zeta \) from \( \eta \), and is depicted by \( p_c \) and \( |p_c| = K_\alpha(\zeta|\eta) \). In the second part of the program \( q_c \) computes \( K_\alpha(\eta|\zeta) \) from \( \eta \) and \( |q_c| = K_\alpha(K_\alpha(\eta|\zeta)|\eta) \), and in the final part of the program \( r_c \) computes \( K_\alpha(\zeta|\eta) \) from \( \zeta \), and \( |r_c| = K_\alpha(K_\alpha(\zeta|\eta)|\zeta) \). Let’s now analyze the computation process step by step.

- In the first step of the computation process \( p_c \) computes \( \zeta \) from \( \eta \) and leaves behind garbage bits \( g_\alpha(\eta, \zeta) \).

- We copy \( \zeta \), and then use one of its copy and the garbage bits to reverse the computation process to get \( \eta \) and \( p_c \).

- We copy \( \eta \) and then use one of its copy along with \( q_c \) to compute \( K_\alpha(\eta|\zeta) \) along with the garbage bits.

- We execute a shortest program which we depict as \( s_c \) to compute \( \eta \) from \( \zeta \) with the help of \( \eta, \zeta, K_\alpha(\eta, \zeta) \). In this process, extra garbage bits are produced.

- We copy \( s_c \) and repeat the process shown in the third and fourth bullet. This helps to cancel the extra garbage bits. So we have \( p_c, q_c, r_c, s_c, \eta, \zeta \).

- We copy \( \zeta \) again and similarly use one of its copy to compute \( K_\alpha(\zeta|\eta) \). It again results in garbage bits.

- We execute a shortest program \( p_c \) to compute \( \zeta \) from \( \eta \) with the help of \( \eta, \zeta, K_\alpha(\zeta, \eta) \). In this process, some extra garbage bits are produced.

- We delete a copy of \( p_c \) and repeat the process shown in the sixth and seventh bullet. This helps to cancel the extra garbage bits. So we have \( \zeta, r_c, s_c, q_c \).

- We now compute \( \eta \) from \( s_c \) and \( \zeta \) and then reduce a copy of \( \eta \) by canceling it. Now we are left with \( \zeta, r_c, s_c, q_c \).

- In the final step we erase \( s_c, r_c, q_c \).

We thermodynamically erased \( s_c, q_c \), and \( r_c \) in this computational process leaving behind the output \( \zeta \). This provides the proof for our claim. Now we move on to the second claim, i.e., the upper bound of the thermodynamic cost of the computational process where \( \zeta \) is computed from \( \eta \).

**Claim:** \( E_\alpha(\eta, \zeta) \geq K_\alpha(\zeta|\eta) + K_\alpha(\eta|\zeta) \).

**Proof:** The length of the shortest program to compute \( \zeta \) from \( \eta \) is defined as \( K_\alpha(\zeta|\eta) \). During the computational process, we produce garbage bits \( g_\alpha(\eta, \zeta) \). By definition [48], we know that the cardinality of the garbage bits is greater or equal to the shortest program. So, to compute \( \zeta \) from \( \eta \), we have to erase the garbage bits which is equivalent to at least \( K_\alpha(\eta|\zeta) \) bits. This proves our second claim.

So both claims prove theorem 1.

**Cognitive distance**

Here we are going to explore a different aspect of computation. We will consider the analysis of pictures with binary string bits. Various distance measure is proposed for the measure of binary strings like Hamming distance, and Euclidean distance. In the case of pictures, if one changes some of the bits of the picture, then the distance measures like the Hamming and Euclidean ones, show small changes for the changed and unchanged picture but they look similar. Various approaches to studying the similarities in the picture have been proposed in pattern recognition. To date, the closed form of it is yet to be explored.

So far we have studied in this section, that the work done for the computational process where \( \zeta \) is computed from \( \eta \) is equivalent to the thermodynamic cost \( E_\alpha(\eta, \zeta) \). This is the minimum amount of thermodynamic cost required for the execution of a computational process. To analyze the similarities of the pictures, we will consider our approach to be equivalent to human cognition, i.e., the human brain and eye work like a computer.

A distance measure when defined should be non-negative, and symmetric in nature. It must also satisfy the condition of triangular inequality. It is not just these
conditions that suffice the distance measure. To make it more concrete, we should be able to discriminate the strings that are similar and different from the given string \( \eta \) with precision. The distance measure considered in the work [22] is suitable only when the distance function is computable. So the cognitive distance is defined as

\[ \forall \eta, \zeta, C_D(\eta, \zeta) \geq 0. \]

The equality sign holds when

\[ \eta = \zeta. \]

The distance measure is symmetric, i.e., \( \forall \eta, \zeta, C_D(\eta, \zeta) = C_D(\zeta, \eta). \)

\( \forall \eta, \zeta, \) and \( \Xi \) we have \( C_D(\eta, \zeta) \leq C_D(\eta, \Xi) + C_D(\Xi, \zeta). \) This describes the triangular inequality.

For each values of \( \eta, \) one can recursively enumerate the set \( \{ \zeta : C_D(\eta, \zeta) \leq d_c \}. \)

For each values of \( \eta, \) \( \{ \zeta : C_D(\eta, \zeta) \leq d_c \} \leq 2^{d_c}. \)

Here \( d_c \) represents the thermodynamic distance. Now we want to see whether the thermodynamic measure satisfies all the conditions of cognitive distance measure. Before we move on to analyze this, we describe a theorem that we require for the analysis.

**Theorem 2:** \( \forall \eta, \) the \( \zeta \)'s that satisfies the condition \( E_\alpha(\eta, \zeta) \leq d_c \) is at most \( 2^{d_c} \) and at least \( \Omega(2^{d_c}). \)

**Proof 2:** Let us assume the converse of the theorem, i.e., we consider for \( \eta \) and \( d_c \) there exists \( \zeta \)'s for which \( E_\alpha(\eta, \zeta) \leq d_c \) will exceed \( 2^{d_c} \). So we can say that there exists some \( \zeta_0 \) for which \( K_\alpha(\zeta_0, \eta) \geq d_c \). Now it is well known from the analysis that \( E_\alpha(\eta, \zeta_0) \geq K_\alpha(\eta, \zeta_0) + K_\alpha(\zeta_0, \eta) \) and \( K_\alpha(\eta, \zeta_0) > 0. \) So we have a contradiction.

Let us now consider \( \zeta \)'s as \( \eta \rho_p^k \), where \( \rho_p^k \) describes the reversal of the program \( p_c \). So we have \( K_\alpha(\eta, \zeta) = O(1), \) and \( K_\alpha(\zeta_0, \eta) = K_\alpha(p_c, \eta) + O(1). \) So,

\[ d_c \geq E_\alpha(\eta, \zeta) \geq K_\alpha(\eta, \zeta_0) + K_\alpha(\zeta, \eta) = K_\alpha(p_c, \eta) + O(1). \]

Therefore for every element of \( \eta, \) we have at least \( \Omega(2^{d_c}) \) elements of \( p_c \)'s which is equivalent to that many numbers of \( \zeta \)'s.

Now we move on to describe the thermodynamic cost function as a cognitive measure.

**Theorem 3:** The thermodynamic cost function \( E_\alpha(\eta, \zeta) \) describes the cognitive distance function.

**Proof 3:** To be a cognitive measure function the thermodynamic cost function has to satisfy the condition given in **Definition 7**. The first three conditions get trivially satisfied as the thermodynamic measure function \( E_\alpha(\eta, \zeta) \) represents a distance function. We can enumerate \( E_\alpha(\eta, \zeta) \) so, the fourth condition gets satisfied. **Theorem 2** provides sufficient information to satisfy the fifth condition. So, the thermodynamic cost function can describe the cognitive distance.

This helps us to infer that the thermodynamic cost function provides the necessary information not only about the computational process but also about the distance measure required in pattern recognition theory. The thermodynamic cost function is the optimal cognitive distance measure function.

**VII. THERMODYNAMICS ↔ ARROW OF TIME FOR COMPUTER**

Here we are going to explore a different viewpoint, where we will see the link between the thermodynamic arrow and the arrow of time for computers. To understand this we need to have a clear view of the notion of the thermodynamic arrow and that of the computational arrow. We are going to first analyze, what is meant by the thermodynamic arrow of time, and also about the ‘entropy increasing universe’ along with the ‘entropy decreasing universe’. Then we will move on to analyze the computational arrow of time where we will explore how a physical process incorporates a computation.

**A. Thermodynamic Arrow**

The thermodynamic arrow of time can be expressed as a sort of causality. Let us consider a dynamic time parameter \( t \), which has no prior thermodynamic direction. We consider macroscopic systems that are identical to each other but are separated by their time intervals \([0, t_1]\) and \([t_1, t_2]\). The behavior of the system will be identical within the time period \([0, t_1]\), but different in the case of \([t_1, t_2]\) for the thermodynamic arrow. This is equivalent to the entropy increase of the system. So to understand the thermodynamic arrow of time we need to have a clear idea about entropy increasing universe as well as entropy decreasing universe.

For the universe, we will consider the state space to be formed of many smaller subsystems \( \kappa = \prod_j \kappa_j \). Let us consider a measure for this state space as \( \nu_a \). All these subsystems are categorized with a single environment \( env \). So, the state space can be described as

\[ \kappa = \kappa_{env} \prod_j \kappa_j, \]

where \( \kappa_{env} = \prod_{j \in env} \kappa_j \).

The dynamics of the state space are depicted by \( M^t \). It is an invertible function. So there exist a map \( \{ M^{-t} : M^{-t} \circ M^t = M^t \circ M^{-t} = \varphi \} \), where \( \varphi \subset \kappa \) and \( \nu_a(M^t(\varphi)) = \nu_a(\varphi) \). Now having the dynamic map we will explore the change in the entropy.

*Universe with increasing and decreasing entropy*
First, we will study what it’s mean by the universe with increasing entropy. Let us consider a special initial microstate for this system $g_0 \subseteq \kappa$. The dynamics of this microstate are such that it spreads over the whole state space over time, and the measure $\nu_0$ is preserved throughout. The initial microstate can be described as $g_0 = \prod_j g_j$, where $g_j$ represent the subsystems. Due to the microscopic correlation, the state after the evolution cannot be represented by the product state of the subsystem. This correlation between these microstates is the reason behind the entropy increase.

So the dynamics of the state can be described as

$$M^t(g_0) = \cup_n g_n \otimes g_{env},$$

where $g_{env} \subseteq \kappa_{env}$. The initial boundary condition for the system is that it should evolve accordingly for all maps $M^t$. We can consider the state of the system where:

1. The macro subsystem has no microsystem correlation.
2. The thermal state of the system can be described using the Gibbs distribution.
3. The entropy of the macrosystem increases.
4. Miscosystem correlation flourishes among the subsystems.

when the system is analyzed after a long time from the initial condition but before thermalization is acquired.

Now we move on to analyze what it’s mean by the universe with decreasing entropy. Broadly speaking, it can be considered as the time reversal of the universe with increasing entropy. For the universe of decreasing entropy, we have to define the future boundary condition.

The condition is that at some time $\tau_a$ the state will be described by $g^T_{\tau_a}$ with appropriate dynamics. The time-reversal is described by a map $\rho^T_{\tau_a} = T_\chi(g) \subset \kappa$, where the measure satisfies the condition $\nu_c(\rho^T_{\tau_a}) = \nu_c(g)$. The way to analyze this is to consider the time reversal at some time $\tau_a/2$ of the universe with increasing entropy.

The time reversal dynamics for this system is

$$\varrho^{T_{\tau_a/2}} = M^t_{\tau_a} \varrho^{T_{\tau_a/2}}(g_0^{T_{\tau_a}}) = T_{\chi} \circ M^{T_{\tau_a}} \circ T_{\chi} \circ (g_{\rho_{\tau_a}}).$$

So we can infer that if one takes the time-reversal of the terminating condition of the universe with increasing entropy, it will result in the initial condition of the universe with decreasing entropy. So at $\tau_a / 2$, we get $M^t_{\tau_a} \varrho^{T_{\tau_a}} = M^t \circ T_{\chi} \circ M^{-T_{\tau_a}} \circ T_{\chi}(g_0^{T_{\tau_a}})$. Similar to the universe with increasing entropy, one can describe the dynamics of the state with the reverse sets of conditions as defined for the increasing entropy universe. The conditions can be represented as

1. In the macrosystem there exists a microsystem correlation.
2. The interaction causes the disappearance of the microsystem correlation.
3. The Gibbs entropy of the macrosystem is decreasing.
4. At the end of each interaction the thermal state of the system is described by the Gibbs distribution.

It should be kept in mind that the interaction is analyzed very long before the future boundary condition and also when the system comes out of thermalization.

Schulman in his work [23], has considered the computer as an open system and has argued from Landauer’s Principle that one can align the computational arrow and the thermodynamic arrow of time. Now we will analyze the computation arrow for the universe with increasing as well as decreasing entropy. Though it seems intuitive that it violates Landauer’s principle it will be shown that the approach taken in the formalism doesn’t violate Landauer’s Principle, and there is no such alignment between the computational arrow of time and the thermodynamic arrow of time.

**B. Computational Arrow of time**

Every physically acceptable computation can be considered as a combination of logical operations. Logical operations are anything but a mathematical operation that maps input states to the output states. If the output state has a unique input state then it is defined as a logically reversible process, else it is called a logically irreversible process. Two basic logical operation are NOT and RESET TO ZERO (RTZ) though the familiarity of RTZ is less than that of AND, OR logic operations. These two basic logic operations have the power to build all suitable combinations and it is the main center point of logical operation from a thermodynamic viewpoint. RTZ reset every input to a zero output.

To study the thermodynamics of the logical operation let us consider a state space $\kappa = \kappa_S \otimes \kappa_{env}$, where $\kappa_S$ describes the logical processing state space and the environmental state space is depicted by $\kappa_{env}$. For the universe with increasing entropy, the environment is a subset of $\kappa_{env}$ and it has no correlation with the logical state space. A state space region is assigned for each input $\alpha_{inp}$ of the system where $X_{\alpha_{inp}} \subset \kappa_S$ applied to the condition that $X_{\alpha_{inp}} \cap X_{\alpha'_{inp}} = \emptyset$ for $\alpha_{inp} \neq \alpha'_{inp}$. Similarly for the output $\beta_{out}$ we have $X_{\beta_{out}} \subset \kappa_S$ applied to the condition that $X_{\beta_{out}} \cap X_{\beta'_{out}} = \emptyset$ for $\beta_{out} \neq \beta'_{out}$. The input and output state is subjected to the condition that is invariant to the time-reversal symmetry, i.e., $X^T_{\alpha} = X_{\alpha}$ and $X^T_{\beta} = X_{\beta}$. The dynamics of the system $M_{\kappa_{env}}$, when a logical operation $L_m$ maps the input state to the output state for all inputs that are mapped to the output is

$$M_{\kappa_{env}}(X_{\alpha} \otimes \kappa_E) \subseteq X_{\beta} \otimes \kappa_{env},$$

where $\kappa_E \subset \kappa_{env}$.

In the case of reversible logical operation, we will be able to execute a time-reversal operation without any asymmetry in them as the output state has a unique input state for it. Whereas, for irreversible logical operations we observe a time-reversal asymmetry in them as the output state can be mapped to a finite number of input states instead of a unique one. To get a clear picture
of the time-reversal for the irreversible process, we have to also include the indeterministic operation[151] in our basic set of operations. NOT follows the time-reversal symmetry where RTZ being logically irreversible, results to some indeterministic operations UNSET From Zero (UFZ). So, we can infer that the time-reversal for RTZ is not a reversible simulation, but for UFZ the simulation is deterministic in nature. So if one constructs a Turing machine using logically reversible operations and simulates irreversible operations then the time-reversal will account for the contribution of the simulation of the indeterministic operation. Therefore this will not represent a Universal Turing Machine. So one can infer that a computation process has an arrow of time.

Now we will describe a new concept (Keeping in mind the indeterministic operation), i.e., reversibility of logical operation with the inclusion of in-determinism. For a defined logical operation \( L_m \), we will have a reversal operation \( RL_m \). This reversal operation maps similar to the time-reversal operations on a computational process. The reverse Logical operation \( RL_m \) considers the output of the logical operation \( L_m \) as the input state and maps it to the input state of the logical operation \( L_m \) as the output state. If \( L_m \) depicts an irreversible operation then \( RL_m \) depicts an indeterministic operation. Similarly, one will define \( RL_m \) as a logically reversible operation, if \( L_m \) represents an indeterministic operation.

Now to construct reversal operation we consider that the system starts from \( g_0 = \cup_m X_\alpha \otimes \nu_E \) and ends in

\[
\rho t_{L_m} = MPL_m(\cup_m X_\alpha \otimes \nu_E).
\]

The construction of the \( RL_m \) is depicted as follows

1. The start of the reversal operation in logical state \( \alpha_{inp} \)

\[
\mathcal{W}_{L_m}(\alpha_{inp}) = \frac{\nu_a((X_\alpha \otimes \nu_{ene}) \cap \rho t_{L_m})}{\nu_a(\rho t_{L_m})}.
\]

2. The halting state i.e., the output state \( \beta_{out} \) conditioned that the initial state was \( \alpha_{inp} \) is

\[
\mathcal{W}_{L_m}(\beta_{out} | \alpha_{inp}) = \frac{\nu_a((X_\alpha \otimes \nu_{ene}) \cap \rho \cap \rho t_{L_m})}{\nu_a(\rho t_{L_m})}.
\]

where \( \rho = MPL_m(X_\alpha \otimes \nu_E) \).

3. The system will start from the initial state \( \alpha_{inp} \) and it will end in the final state \( \beta_{out} \) is

\[
\mathcal{W}_{L_m}(\alpha_{inp}, \beta_{out}) = \frac{\nu_a((X_\alpha \otimes \nu_{ene}) \cap \rho \cap \rho t_{L_m})}{\nu_a(\rho t_{L_m})}.
\]

4. The end of the reversal operation in the logical state \( \beta_{out} \)

\[
\mathcal{W}_{L_m}(\beta_{out}) = \frac{\nu_a((X_\alpha \otimes \nu_{ene}) \cap \rho t_{L_m})}{\nu_a(\rho t_{L_m})}.
\]

5. The inverse of the second construction, i.e., the system starts from the initial state \( \alpha_{inp} \) conditioned that it will reach end logical state \( \beta_{out} \) is

\[
\mathcal{W}_{L_m}(\alpha_{inp} | \beta_{out}) = \frac{\nu_a((X_\alpha \otimes \nu_{ene}) \cap \rho t_{L_m})}{\nu_a(\rho t_{L_m})},
\]

where it is considered that \( \mathcal{W}_{L_m}(\alpha_{inp}) = \mathcal{W}_{L_m}(\beta_{out}) \neq 0 \) and \( \mathcal{W}_{L_m}(\beta_{out} | \alpha_{inp}) \), \( \mathcal{W}_{L_m}(\beta_{out} | \alpha_{inp}) \in \{0, 1\} \). Now we will calculate the time reversal of this reversal operation with input state \( \alpha_{inp} \), and output state \( \beta_{out} \). The time reversal results to

\[
\mathcal{W}_{RL_m}(\alpha_{inp}) = \frac{\nu_a((X_\alpha \otimes \nu_{ene}) \cap \rho t_{L_m})}{\nu_a(\rho t_{L_m})},
\]

\[
\mathcal{W}_{RL_m}(\beta_{out}) = \frac{\nu_a((X_\alpha \otimes \nu_{ene}) \cap \rho t_{L_m})}{\nu_a(\rho t_{L_m})},
\]

\[
\mathcal{W}_{RL_m}(\alpha_{inp}, \beta_{out}) = \frac{\nu_a((X_\alpha \otimes \nu_{ene}) \cap \rho t_{L_m})}{\nu_a(\rho t_{L_m})},
\]

\[
\mathcal{W}_{RL_m}(\beta_{out}) = \frac{\nu_a((X_\alpha \otimes \nu_{ene}) \cap \rho t_{L_m})}{\nu_a(\rho t_{L_m})},
\]

where \( \rho = MPL_m(X_\alpha \otimes \nu_E) \). One can easily verify that

\[
\mathcal{W}_{RL_m}(\alpha_{inp}) = \mathcal{W}_{L_m}(\alpha_{inp}),
\]

\[
\mathcal{W}_{RL_m}(\beta_{out}) = \mathcal{W}_{L_m}(\beta_{out}),
\]

\[
\mathcal{W}_{RL_m}(\alpha_{inp}, \beta_{out}) = \mathcal{W}_{L_m}(\alpha_{inp}, \beta_{out}),
\]

\[
\mathcal{W}_{RL_m}(\alpha_{inp}) = \mathcal{W}_{L_m}(\alpha_{inp}),
\]

Similarly, one can also check that

\[
\mathcal{W}_{RL_m}(\alpha_{inp}) = \mathcal{W}_{L_m}(\alpha_{inp}),
\]

\[
\mathcal{W}_{RL_m}(\beta_{out}) = \mathcal{W}_{L_m}(\beta_{out}),
\]

\[
\mathcal{W}_{RL_m}(\alpha_{inp}, \beta_{out}) = \mathcal{W}_{L_m}(\alpha_{inp}, \beta_{out}).
\]

Now we will analyze the computational reversal, where we will consider a series of operations in the universe with increasing entropy. Let us consider that the system starts at some initial state \( \alpha_{inp} \). The logical map \( L_{m_0} \) transits it to an output state \( \alpha_1 \). The output state \( \alpha_1 \) now acts as an input state for the next logical operation \( L_{m_1} \) and maps it to the state \( \alpha_2 \) and so on. It is assumed here that the microsystem correlation between the system and the environment has no effect on the evolution of the system. Mathematically, it can be represented as

\[
\{\alpha_{inp}\} \xrightarrow{L_{m_0}} \{\alpha_1\} \xrightarrow{L_{m_1}} \{\alpha_2\} \xrightarrow{L_{m_2}} \cdots \xrightarrow{L_{m_f}} \{\alpha_{final}\}.
\]

For a universe with decreasing entropy, one obtains the results due to the time-reversal of the system. Mathematically it is depicted as

\[
\{\alpha_{final}\} \xrightarrow{T_{L_{m_f}}} \{\alpha_{f-1}\} \xrightarrow{T_{L_{m_{f-1}}}} \{\alpha_{f-2}\} \xrightarrow{T_{L_{m_{f-2}}}} \cdots \xrightarrow{T_{L_{m_1}}} \{\alpha_{inp}\}.
\]
As discussed earlier, we know that the series of time-reversal operations will not depict the same computation as the logical operation. So we define a series of reverse logical operations for the universe with increasing entropy. Mathematically, it is depicted as
\[
\{\alpha_{final}\} \xrightarrow{RL_{m_f}} \{\alpha_{f-1}\} \xrightarrow{RL_{m_{f-1}}} \{\alpha_{f-2}\} \xrightarrow{RL_{m_{f-2}}} \ldots \xrightarrow{RL_{m_1}} \{\alpha_{inp}\}.
\]

Now if we execute the time-reversal of the reverse logical operations, we boil down to the logical operation defined in Eq. (18). Time reversal of the reverse logical operation takes place in a universe with decreasing entropy. So one can infer that logical operation in a universe with increasing entropy is equivalent to the computation of the inverse of time reversal of reverse logical operation in the universe with decreasing entropy. So the notion that the computation arrow is aligned with the thermodynamic arrow is at stake in this analysis.

Here, in this analysis, one encounters a disagreement over the Schulman notion of equivalence of the thermodynamic and computational arrow of time. Schulman’s notion was based on Landauer’s principle. Landauer’s principle stands as the basis for all computational processes from a thermodynamic perspective. So the question arises as to how the same information operation is possible for the universe with increasing as well as decreasing entropy. The answer to this question is that in Landauer’s principle, the computation process is assumed for the universe with increasing entropy. So we will now explore how Landauer’s principle turns out in the universe with decreasing entropy.

To understand Landauer’s principle in the universe with decreasing entropy, we will first go through Landauer’s principle for the universe with increasing entropy. For the input logical state \(\alpha_{inp}\), the state for the physical system is described by density matrix as \(\rho_{\alpha_{inp}}\) whereas, for output logical state \(\beta_{out}\) the state is described by density matrix as \(\rho_{\beta_{out}}\). The entropy and the mean energy for the states \(\forall \alpha_{inp}, \beta_{out}\) is
\[
S = -k_B T \ln[\rho_{\alpha_{inp}} \ln \rho_{\alpha_{inp}}] = -k_B T \ln[\rho_{\beta_{out}} \ln \rho_{\beta_{out}}],
\]
and
\[
U = Tr[H_{S\rho_{\alpha_{inp}}}] = Tr[H_{S\rho_{\beta_{out}}}].
\]

Here \(H_S\) describes the Hamiltonian of the system. In the universe, with increasing entropy, we follow certain assumptions. They are:

1. The total Hamiltonian \(H\) of the system describes the evolution of the system. The total Hamiltonian of the system is composed of the energy of the system \(H_S\), the energy of the environment \(H_{env}\), and their interaction \(V_{env}\). Mathematically it is described as
\[
H = H_S + H_{env} + V_{env}.
\]

2. It is considered that the environment can be described by Gibbs’s canonical state for temperature \(T\). It is also assumed that the system and the environment have no initial correlation. Thus, the density matrix of the environment can be expressed as
\[
\rho_{env}(T) = \frac{e^{-H_{env}/k_B T}}{Tr[e^{-H_{env}/k_B T}]},
\]
and
\[
Tr[V_{env} \rho_0] \approx 0,
\]
and
\[
Tr[V_{env} e^{-iH_T} \rho_0 e^{iH_T}] \approx 0,
\]
respectively. Using the proposed theory in [155,158], and using
\[
\rho_I = \sum_{\alpha_{inp}} P(\alpha_{inp}) \rho_{\alpha_{inp}},
\]
\[
\rho_f = Tr_{env}[\rho_I],
\]
we have
\[
\sum_{\alpha_{inp}} P(\alpha_{inp}) \ln[P(\alpha_{inp})] - \sum_{\beta_{out}} P(\beta_{out}) \ln[P(\beta_{out})] \geq \frac{Tr[H_{env}\rho_{env}(T)]}{k_B T} - \frac{Tr[H_{env}\rho_{env}(T)]}{k_B T},
\]
where \(P(\alpha_{inp})\) describes the probability of occurrence of the logical state \(\alpha_{inp}\). So one can derive the form of Landauer’s Principle as \(\Delta Q \geq -\Delta H k_B T \ln 2\), where \(\Delta Q\) describes the expectation value for the heat generation, and \(\Delta H\) describes the change in the Shannon information. Now we will analyze Landauer’s Principle for the universe with decreasing entropy. For the entropy-decreasing universe, we consider the same logical states as defined in an entropy-increasing universe. We also continue with the same assumption for the dynamics of the system and for the interaction as in the case of the universe with increasing entropy. To incorporate the future boundary condition we consider that the environment is described by Gibbs’s canonical state even after the operation and there exists no correlation between the system and the environment. The density matrix of the evolved system is described as
\[
\rho_I = \sum_{\alpha_{inp}, \beta_{out}} P(\beta_{out}|\alpha_{inp}) P(\alpha_{inp}) \rho_{\beta_{out}} \otimes \rho_{env}(T).
\]
Similar to the analysis done for the universe with increasing entropy, one can calculate and have
\[
-\sum_{\alpha_{inp}} P(\alpha_{inp}) \ln[P(\alpha_{inp})] + \sum_{\beta_{out}} P(\beta_{out}) \ln[P(\beta_{out})] \geq \frac{Tr[H'_{env}\rho_{env}(T)]}{k_B T} - \frac{Tr[H'_{env}\rho'_{env}(T)]}{k_B T},
\]
where $H'_{env}$ is the Hamiltonian for the environment for the entropy-decreasing universe. So Landauer’s Principle for this universe is $\Delta Q \leq -\Delta Hk_B T \ln 2$. This is what is expected in the entropy-decreasing universe. So the result of contradicting the notion of alignment of the thermodynamics and the computational arrow of time is valid.

VIII. FINITE STATE MACHINE: THERMODYNAMIC INTERPRETATION

We are going to explore finite state machines (FSM) from a thermodynamics point of view [20] in this section. For the analysis, we will consider two processes, which will be the fundamental blocks that will guide us in building physical models of FSM. These models help us to describe FSM from a thermodynamic viewpoint. We will describe these two processes as $N$ – it setters, and $N$ – it flips. These two processes are the generalization of bit-set and bit-flip operation. Here, we will consider three energy level systems with multiple numbers of states. The schematic representation of these two processes is shown in Fig. 7.

![Fig. 7. Schematic diagram of the $N$ – it setter and $N$ – it flip](image)

We will consider a two-level system $\{c_1, c_2\}$ to conceive the idea of bit-flip and bit-set. Let us first explore the bit-flip process. For this purpose, we consider the state of the process to be correlated with energy level $\{-\Delta E_n, 0\}$. The system for this model will be kept in contact with a heat bath at some constant temperature $T$. The probability that the system in the state $c_1$ after a long time is $p(C_1) = e^{\Delta E_n / k T} / (1 + e^{\Delta E_n / k T})$. For the allowed transitions between the states of the system, the energy levels are depicted as $r_{c_1 \rightarrow c_2}$ and $r_{c_2 \rightarrow c_1}$ where $r_{c_1 \rightarrow c_2} = r^-$ and $r_{c_2 \rightarrow c_1} = r^+$. Initially. According to the proposed postulates in [159], we know that the system should be balanced, i.e., $r^+/r^- = e^{\Delta E_n / k T}$. To execute the bit-flip operation the energy level is raised to $E_{n+1} = \Delta E_n$. So the transition states in this condition is $r_{c_1 \rightarrow c_2} = r^+$ and $r_{c_2 \rightarrow c_1} = r^-$. The work done to execute this whole process is

$$\langle W \rangle = \frac{2r^+}{r^+ + r^-} \ln \left( \frac{r^+}{r^-} \right),$$

and the entropy of the system is

$$S_{total} = \frac{r^+ + r^-}{r^+ + r^-} \ln \left( \frac{r^+}{r^-} \right).$$

Similarly, one can get the Gibbs free energy for the system from the entropy. Whereas, for the bit-set operation the work done for the execution of the process can be described as

$$\langle W \rangle = -\frac{1}{2} \ln \left( \frac{r^+}{r^-} \right),$$

and the entropy of the system is

$$S_{total} = \ln \left( \frac{r^+ + r^-}{2\sqrt{r^+ r^-}} \right).$$

Now we will explore the process described as $N$ – it setter and $N$ – it flip from this simple model analysis. First, we will explore $N$ – it setter, then we will move on to explore $N$ – it flip. Similar to the bit-flip and bit-set operation, here also we will alter the energy levels of the systems. For these multi-level systems with $N + 1$ states, the operation is more complicated than that of the bit-flip operations. The multi-level states are denoted as $\{V_0, V_1, V_2, \ldots, V_N\}$ with energy levels $\{0, \Delta E_n, \Delta E_n, \ldots, \Delta E_n\}$ at the initial stage. After the execution of the process, the energy level at the final stage is described as $\{0, \Delta E_n, \Delta E_n, \ldots, \Delta E_n, \Delta E_n\}$ for the states $\{V_0, V_1, V_2, \ldots, V_1, \ldots, V_N\}$. One can compute the probability of the state $V_i$ for the initial stage analogous to the bit-flip method as $p(V_i) = \frac{1}{1 + e^{-\Delta E_n}},$ and the probability of the state $V_i$ for the final stage is $p(V_i) = \frac{(r^-)^N (r^+)^{N-1}}{(r^+)^N + (r^-)^{N-1}}$. So the work done for the execution of the process is $W_a = \frac{2r^-}{r^+ + N r^-} \ln \left( \frac{r^+}{r^-} \right)$. Now one can compute the entropy of the system as

$$S_{total} = \frac{2r^-}{r^+ + N r^-} \ln \left( \frac{r^+}{r^-} \right) + \log \left( 1 + \frac{\Delta E_n}{r^+} \right) - \log \left( 1 + \frac{\Delta E_n}{r^-} \right).$$

We will now explore the second operation, i.e., $N$ – it flip. Similar to the bit-flip and bit-set operation, here also we will alter the energy levels of the systems. Similarly to the $N$ – it setter the states are described by $\{V_0, V_1, V_2, \ldots, V_N\}$. One can compute the probability of the state $V_i$ for the initial stage analogous to
the $N - it$ setter as $p(V_i) = \frac{\Delta E_n}{2N + 1 + N(1 + \Delta En)}$, and the probability of the state $V_i$ for the final stage is $p(V_i) = \frac{r^+}{r^+ + Nr^-}$. So the work done for the execution of the process is $W_o = \frac{(r^+)^2}{(r^+)^2 + r^+ + (N-1)(r^+)^2} \ln \left( \frac{r^+}{r^-} \right)$. So, one can compute the entropy of the system as $S_{total} = \frac{(r^+)^2}{(r^+)^2 + r^+ + (N-1)(r^+)^2} \ln \left( \frac{r^+}{r^-} \right) + \log \left( 1 + \frac{N^r}{r^+} \right) - \log \left( 1 + \frac{r^+}{r^-} \right)$.

### Physical model for FSM

To analyze the thermodynamics of FSM, we have to construct a model for FSM which is thermodynamically consistent. FSM is equivalent to an inhomogeneous Markov chain, where the transitions depend on the tape symbol. To design a model for the physical implementation of FSM, one has to keep in mind the transition based on the tape symbol. First, we will consider a Markov chain model $M_a$, which is nothing but a naive translation of FSM. However, the naive translation of FSM will not provide a sufficient mechanism to implement the physical system. The naive transformation is done as follows:

1. The states of $M_a$ are described as $\vartheta_i$. These are equivalent to the states defined for FSM.

2. The transition $trans_{ij}$ from a state to another state, i.e., from $\vartheta_i$ to some $\vartheta_j$ conditioned that it is associated with an input symbol $a$.

3. When an internal transition takes place, the external tape executes a movement in the forward direction, and then it takes the machine to the next tape element which has the symbol $a$. During this transition, the transition rate $r_{ij} = 1$ if and only if the machine is in the tape with some input symbol.

Now if we try to implement this model, we encounter some difficulties, and we will need some helper states which are described as dynamic states [160]. The difficulties come from the transition process. To see this, let us consider a transition from $\vartheta_i$ to $\vartheta_j$, where it is assumed that this transition occurs with a low transition rate $r^-$ with an input symbol $a$. So, the different transition form $\vartheta_i$ to $\vartheta_j$ is associated with the symbol $a$. For the execution of this transition, the state $\vartheta_j$ should be at a high energy level. Now, it might be possible that there exists some transition from $\vartheta_k \neq \vartheta_i$ to $\vartheta_j$ with a transition rate $r^+$, which demands $\vartheta_j$ to be at a lower energy level. Just by adjusting the energy levels, we are not able to tackle this situation. To overcome this, helper states are required which is described as the ‘dynamic state’.

For each logical state, we will consider the $n$ number ($n$ is the number of symbols) of dynamic states which will keep track of all transitions even the self-transition. The dynamic states of the system for a input symbol $a$ is defined as $Ds_a = \{Ds_{a_1}^{1-1}, \ldots, Ds_{a_M}^{M-Ma} \}$, where $M$ denotes the number of internal states. Similarly, the dynamic states for the system correlated with the label states $\vartheta_i$ is $Ds^i = \{Ds_{a}^{1-1(a)}, Ds_{b}^{1-1(b)}, \ldots \}$. The changes in the modified form of the Markov model from the pre-defined form is

1. Now for every label state, we have $n$ number of dynamic states with tape symbols.

2. All the forms of transition are taken into account by this dynamic set of states.

The schematic of an FSM model using the Markov model is shown in Fig. 8.

![FIG. 8. A state diagram of an FSM with three states where the accepting state is represented by $\vartheta_3$ is shown in (a). The details to develop a state diagram for a computational process have been described in detail with an example while we were exploring finite automata in section III. The transition diagram of the Markov model designed for the same FSM is shown in (b). The dynamic states are described by the square blocks and the label state by the circles. The direction of the computation is shown by the arrows.](image)

Now we will use this proposed Markov model to simulate any FSM. To do that one has to consider three energy levels $\{0, \pm \Delta En\}$, where the label states are at $0$ energy level and the dynamic states at $\pm \Delta En$. The schematic representation of the cycle to execute an FSM is shown in Fig. 9. This protocol will be analyzed for an FSM. The protocol is independent of the prior knowledge
of the states. We will now describe the protocol step by step.

![Diagram showing the cyclic process for the computation](image)

**FIG. 9.** A schematic representation of the cyclic process for the computation is shown. The bluish circle and the squares describe the label states and dynamic states. The input tape is marked with brown color having the current symbol and also the current state is highlighted by brown color.

We consider an arbitrary stage for the beginning stage of the cycle of operation, where the label states \( \vartheta_i \) have energy 0. The corresponding dynamic state \( Ds_{a_1 \rightarrow a(a)} \) of the system for the specific label state \( \vartheta_i \) have energy \( Enr = -\Delta En \), and the other dynamic state for symbol other than \( a \) have energy \( Enr = \Delta En \). We may visualize errors in the computation as one will find the machine in different initial states. Now we will describe the four stages of the cycle.

**Stage 1:** In this stage of the cycle, the dynamic states are transmitted to the energy level \( \Delta En \). In this stage of the cycle, the bit flip operation is performed. The system in this stage of the cycle gets relaxed at the label state \( \vartheta_j \) after a certain period of time. Before the transition of the cycle from stage 1 to stage 2, the system should be provided with some relaxation time.

**Stage 2:** In this phase of the cycle, the energy barriers are removed. For the new configurations, new energy barriers are created. Such type of energy barriers helps us to reduce the energetic cost for the system and produce results with less error probability. This also helps in coarse-graining label states, which are required for the execution of the processes.

**Stage 3:** In this phase of the cycle, the energy levels of the dynamic states are set based on the tape symbol of the system. Before the transition of the system to the next phase of the cycle, the system is provided some time for relaxation. In this stage of the cycle, we implement the \( N-1 \) st setter. So the system enters the dynamic state \( Ds_{a_1 \rightarrow a(a)} \) for the label state \( \vartheta_i \) with tape symbol \( a \). Here the dynamic states \( Ds_a \) are transmitted from the higher energy to the lower energy, whereas the other dynamical states remain at the high energy level.

**Stage 4:** In this last phase of the cycle, the energy barrier is again removed and new are created for the outgoing configuration. So this stage brings back the system to its initial stage for the further execution of the process.

In this whole computational process, work is done only in two stages of the cycle, stage 1 and stage 3. In stage 1, work is done to raise the energy levels, and in stage 3, work is extracted to lower the dynamic state for the execution. So the work done in stage 1 can be expressed as

\[
W_1 = \frac{2(r^+)^2}{(r^+)^2 + r^+ r^- + (N - 1)(r^-)^2} \ln \left( \frac{r^+}{r^-} \right).
\]

And the work done in stage 3 can be expressed as

\[
W_3 = -\frac{2r^-}{r^+ + nr^-} \ln \left( \frac{r^+}{r^-} \right).
\]

So the total work done for the execution of the process is

\[
W_{total} = \frac{2(r^+)^2}{(r^+)^2 + r^+ r^- + (N - 1)(r^-)^2} \ln \left( \frac{r^+}{r^-} \right) + \mathcal{O} \left( \frac{r^-}{r^+} \ln \left( \frac{r^+}{r^-} \right) \right).
\]

For \( r^+ \gg r^- \) the results show no dependence on the symbol count and also on the size of the machine. Along with the energy cost for the execution of the cyclic process for the computation, there is also some additional energy cost. Some amount of energy is required to reset the machine to its initial state. So one can infer the thermodynamic cost is directly proportional to the number of states of an FSM but has no dependence on the number of computational steps that are executed in the process.

**IX. TURING MACHINE (TM): THERMODYNAMIC INTERPRETATION**

In this section, we are going to analyze the thermodynamic cost for the different physical models that are considered for Turing machines. First, we will discuss the entropic one-way-ness which confirms the existence of one-way computation. Secondly, we will analyze the reversible Turing machine using different physical models and evaluate its thermodynamic costs. Stochastic thermodynamics is considered for the analysis of the dynamics of this model of TM. From the analysis, we will be able to infer that the thermodynamic complexity is bounded, whereas the Kolmogorov complexity happens to be unbounded.

**A. One-way-ness**

For the analysis of one-way-ness in the input machine (Turing machine), we will consider Bennett’s Turing machine model [11][16]. Binary memory and the measured
system are the logical structures of this model, and the logical states are controlled by the controlled-NOT gate (C-NOT).

In Bennett’s algorithm, two non-commutative stages are utilized for the restoration and measure of the states of the memory. To execute the process, a partition is inserted in the adiabatic box that divides it into two equal halves. It is assumed that no thermodynamic work is done during this insertion. Due to this insertion, the memory splits up into two states. Before the execution of this process, the memory state is stored in the target bit by applying the C-NOT gate. Due to the insertion of the partition, the logical state of the measuring and the measured system gets correlated. The pictorial representation of the process is shown in Fig. 10. The operation executed in this process randomizes the memory state.

FIG. 10. A pictorial representation of Bennett’s algorithm for the Szilard one-molecule engine is shown. There exists a one-to-one correspondence between the initial and the final state for these reversible Turing machines. The thermodynamic analysis for this model comprises the transition that takes place in this cycle where non-random data is changed to random and vice versa in the cycle. [Adapted from Ref. 50. Copyright 2014 Elsevier]

Now we are left with the merging of the two states of the system. Due to the merging of the memory state, we are going to observe certain changes in some of the macroscopic variables. Thermodynamically this operation is represented by the isothermal expansion of the system, i.e., the adiabatic box. This is equivalent to the process of compressing the piston in a Szilard engine model 58. To execute the merging of the states, the partition is moved toward the left side of the chamber. Due to this operation, the measured and the measuring system get detached from each other. This is represented by the fourth stage of the cycle shown in Fig. 10. The system is reverted back to the initial stage, and the memory is restored to its initial state. This process is equivalent to the information erasure process. Due to this erasure, we can infer from Landauer’s principle, that heat will be generated in the adiabatic chamber. This will cause an increase in the entropy by an amount of $\Delta S \geq k_B \ln(2)$. The thermodynamic reversibility is maintained by the equivalent amount of decrease in the entropy of the random data.

Due to the thermodynamic reversibility of the process, one can reverse and rebuild the memory. Thermodynamically this operation can be described by the isothermal compression of the measured state as shown in Fig. 11. The process is executed by moving the partition wall from the left side of the chamber with volume ($V$), to the center of the chamber ($\frac{V}{2}$) to distribute it into two equal halves. During the execution of the process, heat is extracted, and it gets converted to thermodynamic work. So in the whole process where erasure and its reversal process take place, we observe no net entropy change, as shown in Eq. (29).

$$\int_{V \rightarrow \frac{V}{2}} k_B \frac{dV}{V} + \int_{\frac{V}{2} \rightarrow V} k_B \frac{dV}{V} = 0. \quad (29)$$

FIG. 11. The reverse cycle for the two non-commutative stages is shown. Three approaches for the completion of the reverse cycle are considered, out of which one satisfies all the conditions. The other two processes are discarded as shown by the crossover on the box. The other two approaches were removing the partition wall without dissipation, and the other approach was to move the wall towards the extreme left of the chamber. In the adopted approach, the wall is moved towards the right of the chamber. [Adapted from Ref. 50. Copyright 2014 Elsevier]

The change that occur in the memory state $M_D$ can be expressed as

$$\frac{d}{dt} M_D = \phi_A(\zeta, M_D),$$

where $\zeta$ describes the outcome of the measurement, and $\phi_A$ represents the matching metric that describes the correlation between the measuring and the measured system. If $\phi_A = 1$, then there exists a perfect correlation of the feedback control for Bennett’s Turing machine. Whether one runs the forward cycle or the reverse cycle the dynamics can be expressed in terms of the correlation as

$$\frac{d}{dt} M_D = \begin{cases} \zeta M_D, & -ve \text{ feedback}, \\ -\zeta M_D, & +ve \text{ feedback}. \end{cases} \quad (30)$$

So, one can define the erasure in the reverse process from Eq. (30) as

$$-\zeta \Delta t \bigg|_{+ve \text{ feedback}} = \int_{M_D}^{M_D_{\Delta}} \frac{dM_D}{M_D} = \ln \left(1 + \frac{\Delta M_D}{M_{D_0}}\right),$$
where $M_D$, $M_{D'}$ describes the initial and the final state. When $\frac{M_D}{M_{D'}} = -\frac{1}{2}$, the information that is discarded in the process is $\zeta = \ln 2$. This occurs when the two logical states get merged and prevent the loss of randomness. For the forward direction, the amount is $\zeta = -\ln 2$. As the system is immersed in an isothermal heat reservoir, the erasure of information will have a thermal effect by a factor $k_B T$. So for the reverse cycle, the system prevents the entropy increase by an amount of $\Delta S \leq k_B \ln 2$, where the equality holds for the perfect correlation. For the forward cycle, we encounter the reverse process where the system decreases in the entropy of the system by an amount $\Delta S \geq k_B \ln(2)$, where the equality holds for the perfect correlation. So one can infer that the entropic one-way-ness guarantees the existence of a one-way permutation.

### B. Thermodynamics of reversible TM

Thermodynamically, one can consider a machine to be coupled with a heat reservoir at temperature $T$ and a work reservoir. The primary motivation of the work reservoir is to drive the computational process in a definite direction. The Turing machine defined in section [II] is irreversible in its form. If in computation, we overwrite the input tape by the output one, then the computation will be an irreversible one. So to have a reversible TM, it demands two tapes one for the input and the other for the output. In a reversible TM, we will be able to retrace the computational path and trace back to the initial state of the TM.

A logically reversible TM for the computational process was proposed by Bennett. In his work, he has shown that an irreversible TM needs four times less number of steps for the execution of a computation, than that of the logically reversible TM. Now in a recent work [19], they have modified Bennett’s treatment. Bennett in his work considered a single computation, whereas in this model they develop a TM which has the power to process a continuous stream of input string like $(\ldots, a, S'_{inp}, a, \ldots, a, S_{inp}, a, \ldots)$. The input tape is an infinite tape with an input string described by $S'_{inp}, S_{inp}$. They will be separated from each other by blank symbols. The blank symbols will denote the beginning and the end of the input string. Following this, the output string can be described as $(\ldots, a, S'_{out} = \cup(S_{out}), a, \ldots, a, S_{out} = \cup(S_{out}), a, \ldots)$, where $\cup : S_{inp} \rightarrow S_{out}$. This model is equivalent to the model studied in other works [102][107], where one manipulates the external tape to extract work.

The new TM model consists of four tapes, out of which two are the input and the output tape, and the other two are working tape and history tape. The machine comprises the working and the history tape, and the other two tapes are provided externally. This model also consists of a computation cycle. It is a five-stage cycle. The stages of this cycle are described as follows:

**Stage 1:** In the first stage of the cycle, the system receives an input. This input is copied from the input tape to the working tape.

**Stage 2:** In the second stage of the cycle, the system performs the computation process. So after the execution of the computation, the working tape has the output data. During the process, the history tape keeps the track of each step of the computational process to satisfy the reversibility of the model.

**Stage 3:** In this phase of the cycle, the output data in the working tape is copied to the output tape, and the working tape is reset to zero.

**Stage 4:** This stage of the cycle is just the reverse of the Stage 2. The reverse computation is done in this stage of the cycle using the data of the history tape, and then the history tape is reset.

**Stage 5:** In the last stage of the cycle, the working tape having the input data is copied to the input tape, and the working tape is reset to zero. This process complete the computational cycle.

This TM can be modeled by a continuous Markov process. The Markovian master equation for this Markov process for the system $\mathcal{Y}$ with states $\mathcal{Y}$ is

$$\frac{d}{dt} p_y(t) = \sum_{y'} W_{y,y'} p_{y'}(t) ,$$

where $W_{y,y'}$ represents the rate matrix, and $p_y(t)$ is the probability to find the system in the state $y \in \mathcal{Y}$. Now for the thermodynamic interpretation of this TM, we will consider that each state of the system will be associated with an energy $E_y$. Due to this, an additional property is attached to the rate matrix, which is defined as $\ln|W_{y,y'}|W_{y',y}| = -\beta (E_y - E_{y'})$. So, the Markovian master equation gets associated with the reversible TM by allowing the transition in the computation process for both forward as well as backward directions. In this model, it has been taken care that each state has at most two adjacent states the predecessor and the successor state. If there exist more branches then the system will have multiple predecessors and successors, which will cause the computational process to lose its reversibility. So the final form of the Markovian master equation is

$$\frac{d}{dt} p_\eta(t) = - (W_{\eta+1,\eta} - c_{\eta-1,\eta}) p_\eta(t) + W_{\eta,\eta+1} p_{\eta+1}(t) + W_{\eta,\eta-1} p_{\eta-1}(t),$$

where $\eta \in \mathbb{Z}$, and $W_{\eta,\eta+1}, W_{\eta,\eta-1}$ describes the forward and the reverse rate respectively. The rate matrix $\mathcal{W}$ will be decomposed into blocks for each input during the computation process in stage 2 and stage 4. The transition between the different blocks of the rate matrix is prohibited during the computation process.

For the thermodynamic analysis of this model, we will couple the system with an energy landscape, which happens to be linear in its form for the computational path, i.e., the logical and the successor state are separated from each other by a constant amount $\epsilon_c$. Due to this addition
of energy, the forward and the backward transition rate should obey the local detail balance. This in turn fixes the temperature for the environment. Now we will move on to the thermodynamic interpretation of the computational process using this TM model.

We will analyze the thermodynamics of this model at a coarse-grained level, subject to the condition that the system (computer) was active for quite some time, so that the variance \( \langle \eta^2 \rangle - \langle \eta \rangle^2 \) is large than unity. The linearity of the energy is necessary as we are interested in the steady state regime for the analysis. So the rate of transition for this model can be described as

\[
W_{\eta, \eta+1} = \Gamma_a e^{-\beta \epsilon_\eta / 2}, \quad W_{\eta+1, \eta} = \Gamma_a e^{\beta \epsilon_\eta / 2},
\]

where \( \Gamma_a \) represents the overall time scale. The Fokker-Planck equation (FPE) using Eq. (31) for this model can be expressed as

\[
\frac{1}{\Gamma_c} \frac{\partial}{\partial \eta} p_\eta(t) = \frac{\partial}{\partial \eta} \left( -2 \sinh \left( \frac{\beta \epsilon_\eta}{2} \right) + \cosh \left( \frac{\beta \epsilon_\eta}{2} \right) \frac{\partial}{\partial \eta} \right) p_\eta(t).
\]

The expectation value of the parameter \( \eta \), which describes the count of the computational steps, and the speed of the computational process is described as

\[
\langle \eta \rangle(t) = 2\Gamma_c t \sinh \left( \frac{\beta \epsilon_\eta}{2} \right),
\]

\[
vel = \frac{d}{dt} \langle \eta \rangle(t) = 2\Gamma_c \sinh \left( \frac{\beta \epsilon_\eta}{2} \right),
\]

(32)

where \( vel \) depicts the speed of the computational process. So the variance over the parameter which counts the number of computational steps can be expressed as

\[
\langle \eta^2 \rangle(t) - \langle \eta \rangle^2(t) = 2\Gamma_c t \cosh \left( \frac{\beta \epsilon_\eta}{2} \right).
\]

The entropy cost for the execution of the process for this model which one can describe by the Shannon entropy is evaluated as

\[
S(t) = - \int d\eta p_\eta(t) \ln p_\eta(t) = \frac{1}{2} \ln \left( 4\pi \Gamma_c t \cosh \left( \frac{\beta \epsilon_\eta}{2} \right) \right).
\]

Using Eq. (32), we can transform the Shannon entropy in terms of the parameter \( \eta \) as

\[
S(t) = \ln \left( 2\pi \Gamma_c t \cosh \left( \frac{\beta \epsilon_\eta}{2} \right) \langle \eta \rangle(t) \right).
\]

So the entropy production rate, which in other terms is described as the rate of change of the Shannon entropy for the computational process can be expressed as

\[
\dot{S}(t) = \frac{d}{dt} S(t) + \beta \epsilon_\eta vel,
\]

\[
= \frac{1}{2t} + 2\Gamma_c \beta \epsilon_\eta \sinh \left( \frac{\beta \epsilon_\eta}{2} \right) \geq 0.
\]

Therefore the defined model works in a thermodynamically reversible manner without any dissipation. The rate of entropy production becomes small for the condition where \( \eta \to 0 \) doesn’t imply, and the overall production rate of the entropy throughout the process will be zero. This model also satisfies Norton’s notion regarding this matter \[148 \] \[168 \].

We will now explore a very recent work \[41 \] in this direction. They have considered that their physical system is associated with heat reservoirs, and its dynamics are influenced by the driving schemes \[163 \] \[169 \] \[170 \]. They have considered stochastic thermodynamics for the analysis of the dynamics of these physical processes. Interested readers can go through the review article \[123 \] which provides a detailed analysis of the stochastic thermodynamics in different aspects of computation. The state of this physical system can be equated to some logical state of a Turing machine. In this work, the authors have considered two physical processes for TM, and have analyzed three thermodynamic quantities for each physical process. The three quantities that are analyzed are as follows:

1. The heat generated during the execution of the realization of TM will be processed for each input \( z \). It is denoted as \( Q(z) \).
2. The heat generation for the entire computation that mapping the input \( z \) to the output \( y \).
3. The average heat generation \( \langle Q \rangle \) that minimizes the entropy production in the physical process while evaluating the input.

The physical process that is considered for analysis is the ‘coin-flipping’ process for the universal Turing machine (UTM). This physical model is a thermodynamically reversible model, where the input is samples of the ‘coin-flipping’ distribution \( p(z) \propto 2^{l(z)} \), where \( l(z) \) depicts the string length. The heat generation for this process of UTM is described as

\[
Q_{cofp}(z) = l(z) + K(UTM(z)) + O(1), \]

(34)

where \( UTM(z) \) describes the output of UTM for the given input \( z \), and \( K(UTM(z)) \) describes the Kolmogorov complexity for the given input string \( z \). From the definition given in Eq. (34), one can infer that the thermodynamic complexity is a bounded function.

Being motivated by the physical Church-Turing thesis, the alternative physical process that the authors have considered in their work is a semi-computable process coined as domination realization. Similarly to the first physical process, the heat generation or rather heat function of the process is described as

\[
Q_{dore}(z) = K(z|TM(z)) + O(1), \]

(35)

where \( K(z|TM(z)) \) represents the condition Kolmogorov complexity for the TM. This heating effect holds for this process even if \( TM \) is not even a UTM. For a semicomputation process we have \( Q_{dore}(z) \leq Q(z) + O(1) \). This conveys the fact that the heat generation in this process
is less than the heat generation for any other semicomputable process of TM.

For a given universal Turing machine, one can define the Kolmogorov complexity for a given bit string \( z \in S^* \) as

\[ K_{UTM}(z) = \min_{UTM(z)=y} l(z). \]

The defined Kolmogorov complexity is an unbounded function. Now we will analyze the ‘coin-flipping’ process in detail. The coin-flipping distribution is expressed as

\[ CP(z) = 2^{-l(z)} \delta(f(z), y) \quad z \in \text{dom UTM}. \] (36)

where it is conveyed that the UTM will not halt, if the input \( z \notin \text{dom UTM}. \) \( CP(z) \) describes the probability of successive feeding of the bits in the UTM, where this UTM halts after receiving \( z \) number of bits. We will now calculate the thermodynamic cost of this physical process. To do this, we first normalize the distribution shown in Eq. (36) as

\[ p_{z}^{cofp} = \frac{CP(z)}{\sum \in \text{dom UTM} CP(z)}. \]

Similar to this we can define the universal distribution

\[ CP(y) = \sum_{UTM(z)=y} 2^{-l(z)} \] and its normalized distribution is \( p(UTM(z)) = \frac{CP(UTM(z))}{\sum \in \text{dom UTM} CP(UTM(z))}. \) The heat function for this coin-flipping distribution is expressed as

\[ Q_{cofp}(z) = l(z) + \ln CP(UTM(z)), \]

\[ = l(z) - K(UTM(z)) + O(1). \] (37)

The minimum amount of heat required for the generation of the output for this physical process can be described as

\[ \min_{UTM(z)=y} Q_{cofp}(z) = K(y) + \ln CP(UTM(z)). \] (38)

Using Eq. (37) in Eq. (38) we have

\[ \min_{UTM(z)=y} Q_{cofp}(z) = O(1). \]

The average heat that is generated for a set of input strings generated from the distribution of \( p_{z}^{cofp} \) is

\[ \langle Q \rangle_{p_{z}^{cofp}} = \left[ S(p_{z}^{cofp}) - S(p(UTM(z))) \right] + T(p_{z}^{cofp}), \]

where \( T(p_{z}^{cofp}) \) describes the entropy production in a thermodynamic process.

Now, we will analyze the second physical process coined as dominating realization. The heat function for this process has two properties, one is that it is semicomputable, and the second is that it is optimal for the physical process. The associate function for a given TM, which is not universal is defined as

\[ \mathcal{G}_b(z) = K(z|TM(z)). \]

For a defined TM the heat function \( Q_{dom} \) happens to be an upper semicomputable function. To compute the heat function for this process, let us consider a TM that reads some long and incompressible data of \( m_v \) bits for some input program \( ip \). The heat function for this process can be evaluated as

\[ Q_{dom}(ip) = K(ip|TM(ip)) \approx m_v. \]

Now when we consider the TM to be a universal TM, it guarantees us that there exists some desired output for a well-defined program. This provides us with the required element of information for the analysis of the thermodynamic complexity of this physical process. So we can now compute the minimum amount of heat that is required for the computational process to execute its operation to give a desired output \( y \). The amount is bounded by a constant and is expressed as

\[ \min_{UTM(z)=y} Q_{dom}(z) = O(1). \]

Through a thorough analysis, it has been conveyed that this bound holds even if the TM is not an universal TM.

Finally, we can analyze the expected heat that is being generated while this physical process executes some computation. For the analysis, we will consider the input to be a random sample from the input distribution. For the comparison between the two processes, we will consider that the input distribution will result in minimum entropy production. The analysis shows that the expectation of heat that is being generated by this physical process during the execution of computation for a given input distribution is infinite.

To get a clear view of the two physical processes we will give a short comparison between the physical processes.

(1) For both the physical process, the minimum amount of heat that is required for the computation to generate output \( y \) is bounded by a constant. The constant defined for these two processes has no relation among them, but the thermodynamic cost for the dominating physical process is larger in principle than that of the coin-flipping.

(2) For the coin-flipping process, one has to know the shortest route for the output \( y \) to get the bounded form of the heat production, whereas, in the case of the dominating process the condition is quite simple and advantageous. The condition says that we can get the bounded form if the computation is fed by input which demands the print of the output \( y \).

(3) The heat function happens to be an upper semicomputable function for the dominating physical process, whereas it is a lower semicomputable function for the coin-flipping process. So \( Q_{dom}(z) - Q_{cofp}(z) > c_y \) where \( c_y \) is a real number. The excess amount of heat that is generated in the dominating physical process is bounded. It is expressed as \( Q_{dom}(z) - Q_{cofp}(z) \leq \ln K(UTM(z)) \).

The above methods have provided insight into the physical realization of the TM from a thermodynamic viewpoint. Turing machine happens to be the center of
attraction to both physics and computer science. So the physical realization of TM with a more feasible and realistic model needs further investigation.

X. ERROR CORRECTION: THERMODYNAMIC INTERPRETATION

After the advent of quantum error correction theory, it has experienced a rapid development. Some of the quantum codes were just mapped from the classical error correction codes mainly the CSS codes. It was then further generalized to the stabilizer codes. Firstly, we will discuss an unsophisticated model for the analysis of error correction as described in the work [177]. Here in this work, the authors have considered a reversible cycle to explain the error correction process. This cycle is a modified version of Bennett’s ‘Maxwell’s demon’. We will explain the classical codes from a thermodynamics point of view, then we will explore the quantum error correction theory using this reversible cycle. From a thermodynamics viewpoint, quantum error correction is equivalent to a refrigerator process. In this process, one tries to sustain a steady entropy for the system even when it is subjected to environmental noises. Due to the decrease in entropy, one might intuitively think that the protocol defined for the quantum error correction violates the second law of thermodynamics. A careful analysis of the process will show that it does not violate the second law.

The author in their work [177] has considered a singlet atom confined in a box to link the information with thermodynamics. The classical information can be modeled using this system, where the atom when happens to be on the ‘left-hand side’ (LHS) is described as 0, and when on the ‘right-hand side’ it will be described as 1. Now we allow the system to expand isothermally considering the information of the system. In this process, one tries to sustain a steady entropy for the system. In this process, one tries to sustain a steady entropy for the system when it is subjected to environmental noises. Due to the decrease in entropy, one might intuitively think that the protocol defined for the quantum error correction violates the second law of thermodynamics. A careful analysis of the process will show that it does not violate the second law.

The pictorial representation of the protocol is described below [12]. The energy of the system is $k_B T \ln 2$. Due to the error, the system undergoes a decrease in the energy by an amount $\Delta F = -k_B T \ln 2$, and the entropy of the system increases by an amount $S = k_B \ln 2$. In the third stage of the cycle, the system $B_x$ has the information of the $A_x$ as they happen to be correlated. In the final stage of the cycle, the $k_B T \ln 2$ amount of work is done in the system $B_x$ to reset the system. The amount of entropy change during this stage of the process is $S = -k_B \ln 2$. So the error that has been described in this model is nothing but the inability to do work. So to make the system free of this inability the system is correlated to another system. This makes the second system possess the same inability. In the reset, step entropy is wasted so the system regains its initial state. Now we will analyze the error correction in the quantum realm using this protocol.

The main motivation of the quantum error correction theory is to preserve the quantum state. The protocol is described below for the pure states. One can similarly describe the protocol for the mixed states. The protocol is as follows:

1. The state of the system after the introduction of the error is described as $\sum_j E_{\text{Err}} j |\psi_{\text{co}}\rangle m_j |\text{env}_j\rangle$, where $|\psi_{\text{co}}\rangle$ describes the encoded state, $|m_j\rangle$ represents the state of the measurement device, and the environmental state is described $|\text{env}_j\rangle$. The environmental states are orthogonal in nature. Here, it has been assumed that $\langle \text{env}_j | \text{env}_k \rangle = \delta(j,k)$.

2. Now in the next phase of the protocol, the environmental effect is traced out. The state of the system after tracing out is $\sum_j E_{\text{Err}} j |\psi_{\text{co}}\rangle |\psi_{\text{co}}\rangle |\text{env}_j\rangle$. In this phase, one observes the state of the system, due to which correlation is generated between the measurement apparatus and the system. The state of the system is described as $\sum_j E_{\text{Err}} j |\psi_{\text{co}}\rangle |\psi_{\text{co}}\rangle E_{\text{Err}} j |m_j\rangle$. In this phase, the system $B_x$ is brought back to its initial state by isothermal compression.

3. This is the last stage of the protocol where we reset the measurement system to its initial state. To do this, we include a garbage system to the system. Now the system is reset for another cycle of quantum error correction.
The information gained by the system during the correlation step is \( \Delta S = S(\rho_{ab}) \). So from the observation, we can infer that the gain in the entropy by the garbage system is more than the information gain. This confirms that the error correction protocol is successful from a thermodynamic viewpoint.

In the work [178], the author has further extended the model described in the work [177] to include the non-maximally mixed states for the analysis of quantum error correction. In their work, they have conveyed that their system exhibits a constant entropy even when subjected to the impact of environmental noises. In their model, they have introduced some ancilla qubits which keep track of the error. In the refrigeration process, this is equivalent to the transfer of information of the error from the data qubit to the ancillary qubit. This causes an entropy change and cools down the data qubits. They have also explored the changes that occur in the quantum error correction cycle when the measurement system is not perfect, and also the information gain is not optimal. Another important aspect, i.e., how the non-orthogonal states will have an impact on the thermodynamic analysis of the error cycle is also addressed in this work.

Now we will explore a modern formalism to describe quantum error-correcting conditions from a thermodynamic viewpoint as studied in the work [178]. Different interactions in a system have been modeled through various Hamiltonian, like the spin chain model. One has encountered applicability of the spin model in quantum information theory like in space free from decoherence [179], entanglement [180], gates [181], and even in topological quantum computing [182, 183]. Here in this work, the authors have used spin chain formalism to develop the condition of the quantum codes.

In the seminal works [189, 142, 184, 185], they have proposed the necessary and sufficient condition for the quantum codes to correct the errors. The condition to correct the errors \( \text{err} \) that appear during transmission, or during storage in quantum devices can be defined as

\[
\langle \psi | Err_a^i Err_b^j | \psi \rangle,
\]

where \( \psi \) is a vector in \( C \), and \( Err_a \), \( Err_b \in \text{err} \). The errors are defined as a set of linear operators \( \text{err} = \{ Err_a : \mathbb{B} \rightarrow \mathbb{B} \} \), where \( \mathbb{B} \) represents the encoding space. This encoding space has a set of orthonormal basics defined as \( \{ | \psi_i \rangle \} \). So, one can alternatively define the condition for quantum error correction as

\[
\langle \psi_j | Err_a^i Err_b^j | \psi_i \rangle = \varpi_{ab} \delta(i,j),
\]

where \( \varpi_{ab} \) is a constant.

For the analysis, the authors have first considered the XXO model. The Hilbert space for this model is \( \mathbb{B} \cong (\mathbb{C}^2)^{n_x} \), where \( n_x \) represents the size of the model or one can convey it as the length of the lattice. The Hamiltonian of the system is described as

\[
\mathcal{H} = -\sum_{i=1}^{n_x} \left( \sigma_i^x \sigma_{i+1}^x + \sigma_i^y \sigma_{i+1}^y + \text{i} \sigma_i^z \right),
\]

(39)

where \( \sigma^a \) for \( a = x, y, z \) describes the Pauli matrices and \( \text{i} \) describes the magnetic field, and it is real in its form. This spin chain model is also called as “isotropic XY model”, and was proposed in the seminal work [180]. For any thermodynamical analysis, we need the partition function \( Z \) of the system, then we can extract the information of other thermodynamic variables. The partition
function for this system for \( T > 0 \) can be evaluated as

\[ Z = \text{tr}(2^{-\mathcal{H}/T}) = \sum_{E_n} 2^{n_s} 2^{E_n/T}, \tag{40} \]

where \( 2^{n_s} \) describes the degeneracy that exists within the energy levels, and \( S \) depicts the entropy of the system. For this system, we observe that the energy and the entropy are directly proportional to \( n_s \).

Now for this model, the partition function of the system can be evaluated as

\[ Z = \text{tr}_{C_1}(2^{-\mathcal{H}/T}) \]

\[ \sim \frac{n}{\pi} \int_{-\pi}^{\pi} \ln(1 + 2^{-e(p)/T}) \, dp, \]

where \( e(p) = -4 \cos p + 2t \). Here, the trace is taken over the subspace \( C_1 \). So, the free energy for the system can be described as \( F_{\text{en}} = \frac{n}{\pi} \int_{-\pi}^{\pi} \ln(1 + 2^{-e(p)/T}) \). So the entropy of the system can be described as

\[
\begin{align*}
S &= \int_{-\pi}^{\pi} \left( \frac{1}{2\pi} \ln \left( \frac{1}{2\pi} \right) - \mathcal{J}(p) \ln[\mathcal{J}(p)] \right) \\
&\quad - \left\{ \left( \frac{1}{2\pi} \right) - \mathcal{J}(p) \right\} \ln \left[ \left( \frac{1}{2\pi} \right) - \mathcal{J}(p) \right], \tag{41}
\end{align*}
\]

where \( \mathcal{J}(p_i) = \frac{1}{n_{c}(p_{i-1} - p_i)} \). Here \([p] \) denotes the collection of the momentum of the particles. Now we define a correlation function \( \langle \mathcal{O} \rangle_T \), where \( \mathcal{O} \) represents the product of Pauli operators in linear combination. The mathematical definition of this function is defined as

\[ \langle \mathcal{O} \rangle_T = \text{tr} \frac{2^{-\mathcal{H}/T}}{Z} \mathcal{O}. \]

This is also called the thermodynamic correlation function. For this model, the correlation is evaluated as

\[ \langle \mathcal{O} \rangle_T = \lim_{n_s \to \infty} \frac{\langle [p]|\mathcal{O}|[p] \rangle}{\langle [p]|[p] \rangle}. \]

The eigenvector for this system happens to be in thermo-equilibrium space with the same \( \mathcal{J} \). The thermodynamic correlation function is independent of the wave vectors \( |\psi\rangle \).

In the field of statistical mechanics the probability that the system collapses in an eigenstate \( |\phi_{\text{B}}\rangle \in \mathbb{B} \) with eigenvalue \( E(|\phi_{\text{B}}\rangle) \in \mathbb{B} \) is \( \frac{2^{E_{\text{en}}}}{Z} \). So the subspace of this system is at the thermo-equilibrium state and one can compare this with Schumacher’s subspace. This subspace asymptotically converges to the quantum error correction criteria for all types of errors. One can equivalently define the quantum codes to be an approximation of the ‘thermo-equilibrium space’. To get a clear idea about this spin chain model in quantum error correction, practical implementation of this process using gates and measurement tools are required.

**XI. Brownian Computer: Thermodynamic Interpretation**

Here we will explore the thermodynamic properties of the Brownian computer [138]. To analyze, we will first study the expansion of a single molecule gas. Using this expansion model we will explore Brownian computers with different constraints. Finally, from all this analysis, we will be able to infer that Bennett’s claim about the necessary condition of thermodynamic reversibility for the operation of Brownian computers is unsustainable.

**A. Single molecule gas expansion**

Let us consider an ideal singlet gas molecule at a particular temperature \( T \). We will execute a process, where the molecule will have \( m \)-fold expansion. The thermodynamics of this process will be analyzed for this particular temperature \( T \). A large chamber is divided into \( m \) parts by partitions. At the initial stage, the gas molecule is at the first cell of volume \( V \) of the \( mV \) volume chamber. The partitions are removed and the single gas molecule expands into the large-volume chamber.

The system Hamiltonian is

\[ H = \mathbb{I}(p), \tag{42} \]

where \( p \) is the momentum of the molecule. The Hamiltonian of a system is generally a function of spatial and momentum coordinates. Interestingly for this system, the Hamiltonian is independent of the spatial coordinate of the molecule. It has been assumed in this model that, the axis of the chamber and the spatial coordinate are aligned.

The molecule at thermal equilibrium exhibits Boltzmann distribution over the considered phase space. Mathematically,

\[ \Pi_n(x, p) = \frac{e^{\mathcal{H}(x, p)/k_B T}}{Z}, \tag{43} \]

where the chamber is considered to extend from \( x = 0 \) to \( x = L \). \( Z \) represents the partition function of the system and \( k \) is the Boltzmann constant. The partition function for this system is

\[ Z = V L \int_p e^{-\mathcal{H}(p)/k_B T} \, dp. \tag{44} \]

The information on the partition function provides sufficient information for the analysis of the thermodynamic variables. With the help of Eq. \( \{44\} \), we can describe the thermodynamic entropy for the system as

\[ S = \frac{\partial}{\partial T} (k_B T \ln Z) = k_B (\ln(V L) + C_p(T)), \tag{45} \]
where the contribution from the momentum perspective is included in the constant $C_p(T)$. The entropy exhibits logarithmic dependence over volume as the Hamiltonian of the system shown in Eq. (42) has no dependence on position coordinate.

So, the entropy change in this $n$-folded expansion of the gas molecule is $S = k_B \ln(mV) - k_B \ln V = k_B \ln m$. There is no change in the mean energy while this process is executed. So, the free energy $F = E - TS$ (where $E$ is the mean energy) of the system is

$$F = -k_B T \ln m. \quad (46)$$

This is equivalent to $F = -k_B T \ln Z$. So, we can infer that the system is not driven by any external force but by the entropic force.

### B. Undriven Brownian computer

From the point of view of thermodynamics, one can consider a Brownian computer to be equivalent to the singlet molecule expansion. First, we will describe the undriven Brownian computer, i.e., the system is not driven by any external energy force. We have subdivided the analysis into two parts. One is without the trap and the other is with a trap. A trap is the energy gradient from the existing energy of the particle where the molecule gets trapped.

#### Without Trap

Here we discuss the Brownian computer which is undriven by any energy force, and also without any trap. Alike singlet molecule expansion, the Brownian particle has the freedom to expand irreversibly into its confined configuration space. Though it is an irreversible process, it will terminate the computational process of the Brownian computer. This model describes the minimum amount of entropy that is being created in all forms of Brownian computers.

In this model, we consider that the spatial configuration of the Brownian computer has the same energy throughout the channel of the phase space. No external energy force to drive the system is applied throughout the process. So the Hamiltonian of this model is equivalent to the Hamiltonian of the singlet molecule shown in Eq. (42). So, this model is independent of the spatial coordinate and has only one degree of freedom, i.e., the momentum of the Brownian particle. The analysis for this model is thus equivalent to that of the singlet molecule expansion. The pictorial representation of this model is shown in Fig. 13.

For our analysis, similar to that of singlet molecule expansion, we distribute the configuration space of the computer into $m$ stages. Each of these states is equivalent to the square blocks of the Turing machine. We will consider that each state of the configuration space of the computer occupies volume $V$. We will set a counter $\lambda_n$ which will keep an update of the progress, and the states that have been accessed.

To execute the process, the initial state of the computer is defined by confining the Brownian particle to the first stage, i.e., $\lambda_n = 0$ to $\lambda_n = 1$. The other stages of the computer are unlocked in the next phase of the process. This is equivalent to the case of singlet molecule gas expansion, where the partitions are removed so that the molecule gets access to the whole volume of the system. Similarly, the Brownian particle undergoes a random walk and explores the full volume $mV$ of the configuration space. The entropy of the system is equivalent to Eq. (45). So, the entropy change of the system is

$$S = k_B \ln(mV) - k_B \ln V = k_B \ln m. \quad (47)$$

This is the minimum amount of thermodynamic entropy required for the operation of the Brownian computer. The free energy for this model of Brownian computer is equivalent to Eq. (46).

#### With Trap

In the model studied in the previous section the system at equilibrium is evenly distributed over the whole channel. This model is not computationally useful. The simple remedy to this model is to add an extra stage to the channel of the configuration space of the system, i.e., $\lambda_n = m$ to $\lambda_n = m + 1$. This stage is what we call the trap stage for the system. The energy of the system during this stage will be $E_{trap}$. The energy $E_{trap}$ will be less than the position energy than that of the other stage of the system. So, unlike the case of the previous section, the energy of the system is now dependent on the spatial configuration. The schematic representation of this model is shown in Fig. 14. So this stage represents the halting state of the computation in this model, i.e., when the computer reaches this state it defines the completion of the process of computation.

![FIG. 13. A schematic diagram of the Brownian computer without any energy trap is depicted.](image-url)
FIG. 14. Schematic diagram of the Brownian computer with an energy trap.

The Hamiltonian of the system thus changes from the previous model, and its form is described as

\[ H = \mathcal{L}(p) + \Psi(\lambda_a), \]  

(48)

where

\[ \Psi(\lambda_a) = \begin{cases} 0, & 0 < \lambda_a < m, \\ -E_{\text{trap}}, & m < \lambda_a < m + 1. \end{cases} \]

The Boltzmann distribution for this model similar to Eq. (44) is expressed as

\[ \Pi_a(\lambda_a, p) = \frac{\exp(-H/k_B T)}{Z}, \]  

(49)

where the partition function for this model is expressed as

\[ Z = \int \exp(-H/k_B T) dx dp, \]

\[ = \int_p \int_{\lambda_a=0}^{m+1} e^{-\Psi(\lambda_a)/k_B T} V d\lambda_a, \]

\[ = N_b V (m + e^{E_{\text{trap}}/k_B T}). \]  

(50)

Here the momentum contribution of the system is represented by \( N_b = \int_p e^{(-\mathcal{L}(p)/k_B T)} dp \). The probability density that the state is in a specific stage specified by the counter \( \lambda_a \) can be described as

\[ p(\lambda_a) = \begin{cases} \frac{1}{m+\exp(E_{\text{trap}}/k_B T)}, & 0 < \lambda_a < m, \\ \frac{\exp(E_{\text{trap}}/k_B T)}{m+\exp(E_{\text{trap}}/k_B T)}, & m < \lambda_a < m + 1. \end{cases} \]  

(51)

The probability that the computer is at the trap stage is

\[ P_a = \frac{1}{1+\exp(-E_{\text{trap}}/k_B T)}. \]

At equilibrium, state the entropy for this model can be calculated as

\[ S = \frac{\partial}{\partial T} (k_B T \ln Z), \]

\[ = \frac{\partial}{\partial T} (k_B T \ln N_a) + \frac{\partial}{\partial T} (k_B T \ln [m + \exp(E_{\text{trap}}/k_B T)]) \]

\[ + \frac{\partial}{\partial T} (k_B T \ln V), \]

\[ = C_p(T) + k_B \ln V + k_B \ln [m + e^{(E_{\text{trap}}/k_B T)}] \]

\[ - \frac{P_a E_{\text{trap}}}{T}. \]  

(52)

The momentum contribution gets absorbed in the first term of the Eq. (52). So one can calculate the entropy gain due to the inclusion of the trap to the system, and it is expressed as

\[ S_{\text{add}} = k_B \ln [m + e^{(E_{\text{trap}}/k_B T)}] - \frac{P_a E_{\text{trap}}}{T}. \]

In the case of the singlet molecule and the Brownian computer without a trap, we have encountered no change of entropy for the environment. But in this case, when the system reaches the halting state it releases energy to the environment. So the thermodynamic entropy of the environment gets increased by an amount of \( S_{\text{envr}} = \frac{P_a E_{\text{trap}}}{T} \). So the total change in the entropy that occurs due to the process is

\[ S_{\text{total}} = k_B \ln [m + e^{(E_{\text{trap}}/k_B T)}]. \]

The free energy for this model of Brownian computer can be calculated as

\[ F = -k_B T \ln m - k_B T \left( E_{\text{trap}}/k_B T \right). \]

The results are equivalent when derived using the definition \( F = -k_B T \ln Z \). So the trap increases the amount of entropic force required to drive this model of the Brownian computer.

C. Driven Brownian computer

So far we have discussed about two models of Brownian computer. The model with a trap is sufficient enough to operate as a Brownian computer. But to speed up the process of computation we can add some external energy force to the system. Though it complicates the system, we get an advantage due to this driving energy. First, we will analyze the simpler version of this energy-driven model, i.e., we will consider the driven Brownian computer without an energy trap and then we will analyze the computer with an energy trap.
In this section, we will explore the driven Brownian computer without an energy trap. Similar to the previously studied models we will consider that the parameter $\lambda_0$ will keep track of the progress the system makes during the computation within the accessible channel of the confined phase space. For this model, we will consider the energy gradient to be a function of this spatial parameter $\lambda_a$. Let us assume that for each stage, the energy ramp is $\epsilon_r$. This can be pictorially represented similar to Fig. 13 with driven energy acting on the system. So the Hamiltonian of the models results to

$$H = \mathbb{L}(p) - \epsilon_r \lambda_a. \quad (53)$$

The work of the energy ramp is to boost the computation and help to reach the halting state much earlier than previously studied models. The Boltzmann distribution for this model similar to Eq. (44) is expressed as

$$\Pi_a(\lambda_a, p) = \frac{\exp(-H/k_BT)}{Z}, \quad (54)$$

where the partition function takes the form

$$Z = \int \exp(-H/k_BT) dx dp, \quad (55)$$

$$= \int e^{-\mathbb{L}(p)/k_BT} dp \times \int_{\lambda_a=0}^{m} e^{(-\epsilon_r \lambda_a)/k_BT} V d\lambda_a, \quad (55)$$

$$= N_b V (k_BT/\epsilon_r) \exp(\epsilon r m/k_BT - 1).$$

Similar to the previous models, we are not concerned about the momentum contribution which is depicted by $N_b$ in Eq. (55). To calculate the probability density of the configuration space accessible to the system we integrate over the momentum contribution. It is expressed as

$$p(\lambda_a) = (\epsilon_r/k_BT) \times \frac{\exp(\epsilon r \lambda_a/k_BT)}{\exp(\epsilon r m/k_BT) - 1}. \quad (56)$$

With the help of the probability density defined in Eq. (56), we can calculate the probability of the computer being in the halting state of the system

$$P = \int_{\lambda=m-1}^{m} p(\lambda_a) d\lambda_a, \quad (57)$$

$$= \frac{\exp(\epsilon r m/k_BT) - \exp(\epsilon r (m-1)/k_BT)}{\exp(\epsilon r m/k_BT) - 1}, \quad (57)$$

$$\approx 1 - \exp(-\epsilon_r/k_BT). \quad (57)$$

Here we have considered that $\epsilon r m/k_BT >> 1$. The energy ramp considered for this model can be expressed in terms of the success probability as $\epsilon_r = k_BT \ln(1/(1 - P))$. So if we want a high success probability $P$, we observe that the energy ramp results to a high value. The condition of the equilibrium condition of the Brownian computer conveys that the driving force $\epsilon_r$ should be less than $k_BT$. If the driving force is able to comply with this condition, then the Brownian computer spends most of its time in the final state (halting state). To satisfy this condition for this model we have to consider the energy ramp $\epsilon_r << k_BT$. So the probability $P$ takes the form

$$P = 1 - \exp(-\epsilon_r/k_BT) \approx \epsilon_r/k_BT. \quad (58)$$

The mean energy of the model which is associated with spatial configuration can be evaluated as

$$E(m) = k_BT^2 \frac{\partial}{\partial T} \ln Z, \quad (59)$$

$$= E_{mom}(T) + k_BT \frac{\epsilon_r m}{1 - \exp(-\epsilon_r m/k_BT)}, \quad (58)$$

where $E_{mom}(T)$ is the contribution that comes from the momentum. The thermodynamic entropy for this system for the halting state at equilibrium is expressed as

$$S(m) = \frac{\partial}{\partial T} (k_BT \ln Z(m)), \quad (59)$$

$$= C_p(T) - \frac{E_{mom}(T)}{T} + k_BT \ln V + k_BT \frac{\epsilon_r}{T} \ln \left( \frac{k_BT}{\epsilon_r} \right), \quad (59)$$

$$= k_BT \ln V + E(m)/T, \quad (59)$$

$$+ k_BT \ln \left( \frac{k_BT}{\epsilon_r} \right) + k_BT \ln (\exp(\epsilon r m/k_BT) - 1). \quad (59)$$

where we considered the momentum contribution $C_p(T)$ to be equivalent to $E_{mom}(T)$. Entropy for the initial state can be calculated by substituting $m = 1$ in Eq. (59). It results to

$$S(1) = k_BT \ln V + k_BT \frac{\epsilon_r}{T} \ln \left( \frac{k_BT}{\epsilon_r} \right) + k_BT \ln (\exp(\epsilon r k_BT) - 1) \quad + \frac{E(1)}{T}. \quad (59)$$

So, the increase in the entropy of the computer when it transits from the initial stage of the process to the final stage of the computational process can be calculated as

$$S_{add} = k_BT \ln \left( \frac{\exp(\epsilon r m/k_BT) - 1}{\exp(\epsilon r k_BT) - 1} \right) \quad + \frac{E(m) - E(1)}{T} - k_BT \ln (\exp(\epsilon r k_BT) - 1). \quad (59)$$

Unlike the case of the Brownian computer without a trap, this model will transfer heat to the environment while the computation is executed. The entropy change that occurs in the environment can be described as

$$S_{envr} = - \frac{E(m) - E(1)}{T}. \quad (59)$$

So, the total change in the thermodynamic entropy of the system can be expressed as

$$S_{total} = S_{add} + S_{envr}, \quad (60)$$

$$= k_BT \ln \left( \frac{\exp(\epsilon r m/k_BT) - 1}{\exp(\epsilon r k_BT) - 1} \right). \quad (60)$$
Now we describe the free energy of the model under analysis. The free energy can be evaluated as

$$F = -k_B T \ln \left( \frac{\exp(\epsilon r m / k_B T)}{\exp(\epsilon r / k_B T)} - 1 \right).$$  \hfill (61)

The thermodynamic cost for the execution of the process is high as one requires the driven energy to be on the higher side for the higher probability of the computation to halt at its final state.

**With Trap**

Now we will analyze the model where the Brownian computer will be driven by an external energy force along with an energy trap. So this model is the most complicated version of the models studied so far. The pictorial representation of this model is equivalent to Fig. 14 with the external force that drives the system for fast computation. The Hamiltonian of this model can be expressed as

$$H = L(p) + \Psi(\lambda_a),$$  \hfill (62)

where

$$\Psi(\lambda_a) = \begin{cases} \epsilon r \lambda_a, & 0 < \lambda_a < m, \\ -\epsilon r m - E_{\text{trap}}, & m < \lambda_a < m + 1. \end{cases}$$

Following the procedures used to derive the partition function for the model under analysis, we can describe the partition function for the system is

$$Z(m) = n_b V (k_B T / \epsilon r) \left( \exp(\epsilon r m / k_B T) - 1 \right),$$

and

$$Z(m + 1) = n_b V (m + e^{E_{\text{trap}} / k_B T}).$$

So the partition function for the system is equivalent to the partition functions of the driven Brownian computer and with the model undriven Brownian computer with an energy trap. So the analysis of the thermodynamic entropy for the system can be equivalently executed from the previous two models. So we skip the detailed analysis for this model. The thermodynamic entropy to drive this model of the Brownian computer is the most out of all the models analyzed so far.

If we summarize the results of the thermodynamical analysis of the Brownian computer we can infer that the $m$ stage Brownian computer is actually a thermodynamically irreversible process with a minimum entropy amount $k \ln m$. With the addition of different parameters (like energy trap, and external energy force) to the systems, we observe additional thermodynamic entropy change in the system. According to Bennett, the Brownian computer is a reversible process in a sense equivalent to the Carnot engine. It is assumed that the system remains stable for all effects. So, according to the convention proposed by Bennett, every Brownian computer should operate in a thermodynamically reversible way. However, the thermodynamics analysis of the Brownian computer shows that it is equivalent to the process of singlet molecule expansion which represents an irreversible process. So, the Brownian computer executes a thermodynamically irreversible process when it explores the accessible space. During this process, the motion of the system is mechanically reversible, i.e., at any instantaneous moment, we will be unable to distinguish whether the system is moving in the forward or reverse direction. To get an understanding of the evolution of the system (i.e., whether the system is exploring the confined space or reverting back to the initial state), we have to observe the system for a long time.

Bennett misidentifies the Brownian computer as a reversible thermodynamic process due to the tracking of internal energy. Tracking of internal energy to analyze thermodynamic reversibility instead of thermodynamic entropy is not a sufficient criterion. The tracking of the total entropy of the system provides the necessary condition for the verification of whether a process is reversible or not. If the total entropy ($S_{\text{system}} + S_{\text{environment}}$) remains constant throughout the execution of the process, then it represents a thermodynamically reversible process. Bennett and Landauer didn’t track the entropy of the Brownian computer which led to the misidentification of the Brownian computer as a thermodynamically reversible process.

**XII. MISCELLANEOUS**

In this section, some disparate aspects of thermodynamic computation are collated here.

**A. Engine as computer**

The study of thermal machines is a key aspect of thermodynamics, both in the classical \[58\, 187\] and quantum regimes \[194\, 204\]. In a simple sense, one can convey that the Carnot heat engine extracts an amount of heat $Q_{\text{hot}}$ from the hot reservoir at temperature $T_{\text{hot}}$ and transfers an amount of heat $Q_{\text{cold}}$ to the sink at temperature $T_{\text{cold}}$. The work done to execute this process is $W_{\text{hot} \rightarrow \text{cold}} = Q_{\text{hot}} - Q_{\text{cold}}$. One will observe optimal efficiency if

$$\mathcal{L}_{\text{hot}} - \mathcal{L}_{\text{cold}} = 0,$$

where $\mathcal{L}_{\text{hot}} = -Q_{\text{hot}} / T_{\text{hot}}$ is the negentropy that is imprinted in the engine. So the loss that occurs in the process is just throwing away the negentropy of amount $Q_{\text{cold}} / T_{\text{cold}}$. Now we move on to analyze the computer equivalently as a Carnot cycle as shown in the work \[205\]. We know from the work \[5\, 206\], that one
encounters zero work balance for an ideal computer and the amount of information that is delivered during a process is \( \ln 2 \, dl = L_{\text{hot}} - L_{\text{cold}} \) where \( l \) denotes the amount of information.

So in the case of an ideal computer, we also encounter a loss by throwing out an equivalent amount of negentropy as in the case of the Carnot cycle.

### B. Nonergodic systems and its thermodynamics

A memory device can be designed using a multistable system applied to the condition that, the transition between the states is not allowed. Alternatively, we can say that information can be stored only in a nonergodic system where the ‘time average’ of the system differs from the ‘phase space average’ of the system. In the work [207], the authors have analyzed the thermodynamics of computation with the notion that information is recorded in a multistable system. These multistable states are considered as the nonergodic state.

We will interpret the memory register in terms of thermodynamics. According to the Landauer principle, the system will confront a decrease in entropy due to ‘restore to one’ (RTO) operation. Whereas in the work [207], the authors have proved that there is no change in the thermodynamic entropy even after the RTO operation. The Clausius definition of thermodynamic entropy for a system in two states \( ST_a \) and \( ST_b \) is expressed as

\[
\Delta S = \int_{ST_a}^{ST_b} \frac{dQ}{T},
\]

where \( dQ \) represents the heat change in the system and \( T \) is the temperature of the system. So to prove the statement proposed in the work [207] the author considered a thought experiment. The thought experiment is that we will consider a system where the particle is in a bistable-monostable potential well. This system will interact with a heat reservoir. Goto and his co-workers in their work [208, 209] coined this model as “quantum flux parametron”. For the analysis, the state of the system will be described as one when the particle is found on the right side of the potential well and zero when one finds the particle to be on the left-hand side of the well. The thought experiment is as follows:

- The system is considered to be initiated in the state zero. This will be the initial state of the system. The entropy of the system is \( S_{\text{zero}} \).
- The left well of the system is lowered by applying a bias potential.
- Now the ‘double-well potential’ is converted to a single well. This is executed by removing the partition between this well.
- In the next stage of the process, we will remove the bias potential that was applied to the left well of the system. The system is now in a neutral state and we denote it as \( ST_{\text{ne}} \). The state of the system of being in one or zero is denoted by \( ST_m \).
- The bias potential is again applied, but now on the right side of the single potential well. This lowers the right side of the well.
- In the next stage of the protocol, we then revert back the single potential well into the double potential well just by recreating the partition between the left and right sides of the well.
- In the final stage of the process, we remove the bias potential. The system is now in state one, and the entropy of the system is \( S_{\text{one}} \).

The schematic representation of the thought experiment is shown in Fig. 15.

![Fig. 15. A schematic representation of the thought experiment step by step is depicted. The red solid sphere is the single atom of the system](image-url)

The first four steps of the thought experiment are called the erasing process, and the final three steps represent the writing process. If we apply RTO to the system, and the system is in the state zero, we will observe the same configuration even after the RTO operation \( (S_{\text{zero}} = S_{\text{one}}) \), subjected to a condition that the state is known before the execution of this experiment.

From an information point of view, entropy is defined as a measure of lack of information, i.e., the lesser the information we gather about the system the higher the entropy of the system. So, the entropy of the unknown state \( ST_{\text{unk}} \) should have larger entropy than that of the known state. Based on this notion, Landauer argued that
the system will observe a decrease in entropy after RTO operation.

It is a well-known fact that when a computer runs repeated recordings and erasure occurs in a memory device. The physical equivalence of this process can be thought of as a sequence of evolution of the system from an ergodic state to a nonergodic state, and vice versa. Now we will analyze the thermodynamics of this evolution using two different models. The first model that we are going to analyze is the Szilard engine model, and the second one is the bistable-monostable potential well.

The Szilard engine with one atom is the widely studied model for a memory device. This model helps us to understand the physics behind the computation. The Szilard engine model is associated with a heat reservoir at temperature $T$. When the system has the partition wall the state of the system is in nonergodic state $ST_{nerg}$ and it will be in the ergodic state $ST_{erg}$ when one removes the partition. Now we will describe the writing process for this model. The initial state of the system is considered as $ST_{erg}$. Now the partition is inserted in the middle of the chamber, so work is done on the atom in the system. The work done can be expressed as $\langle W_{\text{writing}} \rangle = k_B T \ln 2$ and the heat that is generated to execute the process of writing is

$$\langle Q_{\text{writing}} \rangle = T(S_{ST_{erg}} - S_{ST_{nerg}}) = k_B T \ln 2.$$  \hfill (63)

The process is executed a large number of times to evaluate the expectation of the work done and the heat generation during the execution of the process.

Along with the writing process, the system goes through the erasure process. For the writing process, we have two types of erasure processes. One is reversible in nature and the other is irreversible in its form. For the reversible process, the work done and the creation of heat in the surroundings can be expressed as $\langle W_{\text{erasure}} \rangle = -\langle W_{\text{writing}} \rangle$ and $\langle Q_{\text{erasure}} \rangle = -\langle Q_{\text{writing}} \rangle$. So for the process, where one executes the writing process as well as the erasure process using the reversible form, one can infer that the total work is done and the heat generation is zero. One will be able to execute the reversible erasure process if the state of the system is known before the process is executed.

The second model of the erasure process is the irreversible process. The initial state of the system is now not known to us. To execute this process one removes the partition from the chamber without any prior information about the state of the memory. The removal of the partition evolves the state of the system from the nonergodic state to the ergodic state. The work done and the heat generation for this erasure process is zero but we encounter an increase in the entropy of the system. The increase of this entropy can be evaluated as $S_{erasure} = k_B \ln 2$. So for the total process of writing and as well as the erasure process, the total work done and the heat production can be expressed as

$$\langle W_{\text{irr}} \rangle = \langle Q_{\text{irr}} \rangle = k_B \ln 2,$$  \hfill (64)

where $\langle W_{\text{irr}} \rangle$ and $\langle Q_{\text{irr}} \rangle$ represents the work and heat for the total process.

Now we will explore the second model, i.e., the bistable-monostable potential well model. In this process, the partition of the Szilard engine gets replaced by a potential wall. The writing process and the erasure process for this model are described in the thought experiment. For the writing process, the amount of work done and the heat production can be evaluated as

$$\langle W_{\text{writing}} \rangle = k_B T \ln \left( \frac{Z_{ST_{energ}}}{Z_{ST_{erasure}}} \right),$$

$$\langle Q_{\text{writing}} \rangle = E_{ST_{energ}} - E_{ST_{erasure}} + k_B T \ln \left( \frac{Z_{ST_{energ}}}{Z_{ST_{erasure}}} \right),$$  \hfill (65)

where $E$ and $Z$ represent the energy and partition function of the system. The partition function for the system can be evaluated as

$$Z_{ST_{energ}} = \int_{-\infty}^{\infty} e^{-V_{en}/kT} dx,$$

$$Z_{ST_{erasure}} = \int_{0}^{\infty} e^{-V_{m}/kT} dx,$$

where $V_{en}, V_{m}$ describes the potential energy of the double and the single potential well. The partition function of the system is defined based on the assumption that we have considered the nonergodicity of the system. The potential well should be chosen in such a way that it is greater than $k_B T$. The potential wall is chosen in this manner to reduce the error during the operation.

The erasure process considered for this model is the irreversible one. The irreversible erasure process is executed by diminishing the potential wall height (i.e. reducing the height of the hill), and along with that, we will not use the bias potential in this process. Due to this lowering of the height of the wall, we encounter entropy production $S_{erasure}$ in the system by an amount of $k_B \ln 2$. The work done and the heat production for the execution of the erasure process can be expressed as

$$\langle W_{\text{erasure}} \rangle = -\langle W_{\text{writing}} \rangle + TS_{erasure},$$

$$\langle Q_{\text{erasure}} \rangle = -\langle Q_{\text{writing}} \rangle + TS_{erasure}.$$

So for the total process of writing and as well as the erasure process, the total work done and the heat production are equivalent to the results (Eq. (64)) obtained in the irreversible process of the Szilard model.

### C. Thermodynamics of algorithm

It is generally believed that the advent of quantum computers will help to solve some age-old problems in
number theory, and physical as well as combinatorial search faster than the existing classical computers. To get a better understanding of quantum speedups, one has to consider a realistic model of computation. The realistic model should consider the time complexity and time-space tradeoffs during analysis. Some works [210, 214] have analyzed these types of models. A recent work [214] in this direction has analyzed the quantum speedups from a thermodynamic viewpoint. To analyze the cost of the algorithm (in classical and quantum regimes) from the thermodynamic perspective Brownian model of computation is considered.

For the thermodynamic interpretation of algorithms, the authors in their work [214] have considered collision finding algorithm and preimage search for their analysis. Before we move on to the thermodynamic analysis of the algorithm, we will describe the algorithms briefly. First, we will learn about the collision finding algorithm and then about the preimage search algorithm.

The parallel collision search algorithm proposed by Van Oorsht and Wiener [215] happens to be the best classical collision finding algorithm. This algorithm can detect a collision in an expected serial depth of \( \mathcal{O}(\sqrt{G/G_a}) \), where \( G \) denotes the range of the function and \( G_a \) depicts the parallel processes with memory \( \mathcal{O}(1) \). It is assumed that the communication cost among the thread is negligible than the overall computation costs. Brassard, Hoyer, and Tapp (BHT) extended this algorithm in the quantum realm in their work [210].

The operations for this algorithm is \( \mathcal{O}(G^{\frac{1}{4}}) \) with memory size \( G^{\frac{1}{4}} \). One can further generalize this algorithm to a parallel algorithm with \( n_\beta \) parallel processors having memory size \( G_\beta \). This generalized algorithm satisfies this condition \( n_\beta < G_\beta < \mathcal{O}(Gn_\beta^{\frac{1}{4}}) \) with a serial complexity \( \mathcal{O}\left(\sqrt{\frac{G}{G_\beta n_\beta}}\right) \).

Bernstein has shown in their work [212] that the BHT algorithm, when measured in terms of memory and serial depth does not encounter any improvement over the classical algorithm, but one encounters an improvement in terms of query complexity. Giovanetti in their work [217], counts about the memory cost by proposing a quantum RAM model, where they convey that memory access operation can be executed at logarithmic energy cost despite of large gate complexity. So the question remains whether one can propose a realistic model where one encounters improvement of the complexity of the quantum algorithm over the classical one. Now we will see whether the Brownian model of computation provides a solution to this proposed problem. To do so, we will first analyze the quantum version of the algorithm. For a given time \( t \) and memory size \( G_\beta \), we are going to calculate the total energy that is required for the collision search. We will consider that in the BHT algorithm, the energy complexity is subjugated by oracle queries over the memory access. So the energy for per operation is \( \mathcal{O}\left(\sqrt{\frac{G}{G_\beta n_\beta}}\right) \).

So the total energy for the process can be expressed as

\[
E_{\text{quantum}} = \mathcal{O}(n_\beta \times \sqrt{\frac{G}{G_\beta n_\beta}}) = \mathcal{O}\left(\frac{G G_\beta}{t}\right).
\]

Now if we consider the classical case the energy per operation is \( \mathcal{O}(\sqrt{G/G_{\text{cl}}}) \), and the total energy for the process is

\[
E_{\text{classical}} = \mathcal{O}\left(\frac{G_\beta \times \sqrt{G}}{G_\beta t} \times \sqrt{G} = \mathcal{O}\left(\frac{G}{G_\beta t}\right)\right).
\]

So we can infer from the results that this realistic model does not provide any advantage of the quantum algorithm over the classical one. So, it requires further investigation to verify whether any realistic model will provide an advantage of the quantum algorithm over the classical algorithm. One can think of applying a similar analysis to the Claw Finding problem. Its objective is to find the collision between two functions with different domain sizes, e.g., \( D_1 \) and \( D_2 \). The quantum version of this algorithm was explored in the work [215].

The energy cost for finding the collision in the quantum regime is \( \mathcal{O}\left(\max\left\{\frac{D_1}{G_{\text{cl}}}, \frac{D_2}{G_{\text{cl}}}, \frac{D_1}{G}, \frac{D_2}{G}\right\}\right) \), wherein the case of classical it is \( \mathcal{O}\left(\frac{(D_{11} + D_{12})^3}{G_{\text{cl}}^2 t}\right) \).

Now we will analyze the second algorithm, i.e., the pre-image algorithm. One can find preimages of a function having a domain size \( N_\gamma \) using Grover’s algorithm. The serial complexity for this algorithm is \( \mathcal{O}(N_\gamma) \). An optimal serial complexity can be obtained if one considers \( M_\gamma \) parallel processes with memory \( \mathcal{O}(1) \). The serial complexity of this optimal model is \( \mathcal{O}\left(\sqrt{\frac{N_\gamma}{M_\gamma}}\right) \). This was verified in the work [219]. If one implements Grover’s algorithm with the Brownian computation model the energy per operation is \( \mathcal{O}\left(\sqrt{\frac{N_\gamma}{t}}\right) \), and the total energy of the process for this quantum version is

\[
E_{\text{quantum}} = \mathcal{O}\left(\sqrt{\frac{N_\gamma}{t}} \times M_\gamma \times \frac{N_\gamma}{M_\gamma}\right) = \mathcal{O}\left(\frac{N_\gamma}{t}\right).
\]

If we naively apply the Brownian computation for the classical search the total energy for the process boils down to \( E_{\text{classical}} = \mathcal{O}\left(\frac{N_\gamma^2}{M_{\text{cl}} t}\right) \). To improve the complexity of the process, one allows the Brownian motion to steer the system on a random work. If one implements the computation with \( M_t \) parallel processes, then the complexity of the algorithm becomes equivalent to that of the quantum version. So we encounter the same asymptotic performance for the algorithm in the classical and quantum regimes.

If one compares Grover’s algorithm with the classical search algorithms instead of quantum versus classical
collision search, then one will encounter that Grover’s algorithm is more efficient than the classical version (where the powered and unpowdered Brownian computation model is considered for the analysis). If the assumption of scale invariance for memory size and the energy consumption is removed for unpowdered preimage search, then one encounters that the preimage algorithm is memory intensive. If one considers Oracle queries then also the unpowdered preimage algorithm happens to be less significant than Grover’s algorithm.

The results that have been discussed so far suggest that the cost of hardware happens to be the prime factor that determines the advantage of the algorithms. If the cost of the hardware can be reduced, then one can even use the classical search algorithms over Grover’s algorithm. One can even encounter that unpowdered classical preimage search surpasses Grover’s algorithm provided that the memory costs are very close to the fundamental thermodynamic limit. These results also guide us in the field of post-quantum cryptography, especially in choosing the key size of the block ciphers. It can be inferred from this analysis that doubling the key size is unnecessary. Instead of that one can make a small increase from 128 to 192 bits for better protection.

XIII. CONCLUSION AND FUTURE PROSPECTS

The analysis of the computation process from the thermodynamic viewpoint has been one of the central points of attraction for researchers of physics as well as computer science. It was initiated from the physical Church-Turing thesis, where they conveyed that every computational process is physical. Various approaches have been considered for the analysis of the different computational processes. With the advent of modern statistical theory, the research in this area was boosted. Not only in the field of computer science we also encounter its application in different fields from chemical networks [107, 109, 220, 221], molecular biology [103, 105] and even in neurology [222, 223].

Further investigation in this direction is required to get a better understanding of the bond between thermodynamics and the computational process. For example, in the case of finite automata, one can investigate the maximum thermodynamic cost that is required to accept a language for an automata. Also one can calculate the minimal cost for any deterministic automata. One can also work on developing a theory to analyze the non-deterministic finite-state automata in terms of thermodynamics. Models to describe the complex Turing machine, and also network theory from the thermodynamic viewpoint is an open area of research.

Error correction is an important part of any computational process. The analysis of these protocols from a thermodynamic viewpoint is at their baby stage. Modeling of the error correction models by the physical system to explain it thermodynamically needs further investigation. In a recent work [224], the authors have shown that there is a similarity between the quantum heat engine and quantum error correction codes. They have strengthened their intuition by making a complete analysis of the thermodynamic properties of the quantum engine-based error correction codes. So the thermodynamic approach to explain the error correction is an open book to read.

Different systems have different heat signatures. One can utilize this property of the system for various purposes such as for security in cryptographic protocols. So one can explore the communications protocols and crypto-systems from a thermodynamic viewpoint. Algorithms in the form of a search algorithm from a thermodynamic viewpoint have already been analyzed. Further exploration in this direction is an open area of research. Thermodynamic analysis of quantum computations needs a rigorous investigation for a better understanding of quantum computers and to develop hardware with lower-cost functions.
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