De novo mutations across 1,465 diverse genomes reveal mutational insights and reductions in the Amish founder population
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De novo mutations (DNMs), or mutations that appear in an individual despite not being seen in their parents, are an important source of genetic variation whose impact is relevant to studies of human evolution, genetics, and disease. Utilizing high-coverage whole-genome sequencing data as part of the Trans-Omics for Precision Medicine (TOPMed) Program, we called 93,325 single-nucleotide DNMs across 1,465 trios from an array of diverse human populations, and used them to directly estimate and analyze DNM counts, rates, and spectra. We find a significant positive correlation between local recombination rate and DNM rate, and that DNM rate explains a substantial portion (8.98 to 34.92%, depending on the model) of the genome-wide variation in population-level genetic variation from 41K unrelated TOPMed samples. Genome-wide heterozygosity does correlate with DNM rate, but only explains <1% of variation. While we are underpowered to see small differences, we do not find significant differences in DNM rate between individuals of European, African, and Latino ancestry, nor across ancestrally distinct segments within admixed individuals. However, we did find significantly fewer DNMs in Amish individuals, even when compared with other Europeans, and even after accounting for parental age and sequencing center. Specifically, we found significant reductions in the number of C→A and T→C mutations in the Amish, which seem to underpin their overall reduction in DNMs. Finally, we calculated near-zero estimates of narrow sense heritability (h2), which suggest that variation in DNM rate is significantly shaped by nonadditive genetic effects and the environment.

De novo mutations (DNMs) appear constitutively in an individual despite not being seen in their parents, and their identification and study are critically important to our understanding of human genomic evolution (1–11). For example, it is necessary to understand the rate at which DNMs accumulate in order to calibrate evolutionary models of species divergence. DNMs are also implicated in many diseases, including rare genetic disorders (8, 12, 13) and common complex diseases, such as autism and schizophrenia (13–15). Early studies indirectly inferred mutation rate estimates from patterns of rare Mendelian diseases.
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Here we provide the most diverse human de novo mutation call set to date, and use it to quantify the genome-wide relationship between local mutation rate and population-level rare genetic variation. While we demonstrate that the human single-nucleotide mutation rate is similar across numerous human ancestries and populations, we also discovered a reduced mutation rate in the Amish founder population, which shows that mutation rates can shift rapidly. Finally, we find that variation in mutation rates is not heritable, which suggests that the environment may influence mutation rates more significantly than previously realized.

or from DNA substitution rates between species (4, 16, 17). More recently, modern sequencing technologies have enabled the use of pedigree data to directly estimate the number of new mutations found across the genome (17–21). These pedigree-based studies have identified both paternal and maternal age effects (8, 22), and most recently estimate contributions of 1.51 and 0.37 DNMs per year of paternal and maternal age, respectively (19). While these effects are often explained on the basis of DNA replication errors, recent studies have found that DNA repair processes are likely to be major contributors to the mutations that accrue in both paternal and maternal gametes (21, 23–25). Some of this repair-associated mutation accumulation has been found to be due to maternal age-dependent DNA damage in oocytes and to maternal age-dependent postzygotic mutation increases (25). These studies have also identified specific mutation patterns, such as C→G transversions, that strongly associate with DNA double-strand breaks and repair (24, 25). In addition, these repair-associated mutations have been found to cluster together in distinct patterns, to predominate in certain genomic regions, and to be associated with recombination (21, 23, 24), which has itself been shown to influence mutation rates (26–28).

Other features have also been reported to influence variation in mutation rates across the genome. GC content was recently shown to directly increase single-nucleotide and structural mutation rates, and was also shown to increase recombination rates (29). Chromatin structure has also been shown to associate with DNA mutations, with DNA replication times associating significantly with point mutations (30), and nucleotide positioning found to significantly modulate mutation rate (31). Recent work has tied a number of these features together by providing resolute and individualized recombination maps, and using them to demonstrate a positive relationship between maternal age and the rates and locations of meiotic crossovers (32). Specifically, older mothers have increased recombination that also shifts toward late replicating regions and low GC regions, and numerous loci seem to genetically influence meiotic recombination. Other recent work evaluates nucleotide content, histone and chromatin features, replication timing, and recombination to provide one of the clearest pictures to date of the factors that shape genome-wide variability in the human mutation rate (23). With regard to base content, Amos (33) has proposed the “Heterozygote Instability” hypothesis, which challenges the assumption that population size and mutation rate are independent, and suggests their interdependence on the basis of heterozygosity. According to this hypothesis, the occurrence of gene conversion events at heterozygous sites during meiosis could locally increase mutation rates, and Amos (34) uses substitution rates to provide support for this. Yang et al. (35) test this hypothesis using parent–offspring sequencing of Arabidopsis, rice, and honey bee, and show support for the relationship between heterozygosity and mutation rate by demonstrating an ~3.5-fold higher mutation rate in heterozygotes compared with homozygotes, and mutation occurring closer to heterozygous sites and crossover events.

While identifying these mutational correlates have helped us better understand the biological processes that drive mutation, genetic estimates of mutation rate are one-half the magnitude of those originally inferred phylogenetically (8, 17–19, 36–38). This has raised questions about the accuracy of these genetics estimates, as well as about the accuracy of human evolutionary time points calculated using phylogenetic estimates. While it has been proposed that the failure of genetic methods to account for postzygotic mutations in the parent might bias estimates down and partly explain this discrepancy (19), recent work using sibling recurrence suggests only minor mutation rate estimate increases when accounting for a substantial portion of these mutations (39). This discrepancy has also raised the possibility that mutation rates have evolved more rapidly than previously assumed, and that molecular clock-type analyses are therefore flawed (17, 36). For example, analyses of base pair substitution patterns have identified mutational differences between human populations, and showed most notably that the rate of TCC→TTC transitions appears to have increased in Europeans thousands of years ago for some finite period of time (40, 41).

These findings provide a rationale for how mutation rates might differ between human populations. However, since most studies of DNMs have used data from small cohorts of individuals with predominantly European ancestry (8, 10, 42), little is known about the role of DNMs in the evolution and health of populations of predominantly non-European ancestry, and it is unclear whether DNM rates vary across different human populations. To address this and other questions about mutation, we used a high-coverage whole-genome sequencing (WGS) dataset generated by the National Heart, Lung, and Blood Institute (NHLBI) Trans-Omics for Precision Medicine (TOPMed) program (43) to directly estimate and analyze DNM accumulation across multiple human ancestries and populations. After analyzing genome-wide patterns of mutation using a call set of 93,325 single-nucleotide variant (SNV) DNMs, we compared DNM counts and rates across five TOPMed cohorts that represent European, African, and Native American (Latino) ancestry individuals, and that include Amish individuals from a founder population with European ancestry. We also estimate the correlation between heterozygosity and SNV DNM count, and then test whether mutation rate is a heritable trait in anticipation of using genome-wide association studies (GWAS) to look for mutation rate-modifying loci.

**Results**

**TOPMed Dataset and Positive Correlation between DNMs and Parental Age.** Using WGS data for 1,465 individuals and their parents from the TOPMed initiative (43), we identified a DNM call set and compared DNM accumulation rates across ancestral background (Table 1). The analyzed individuals belong to five TOPMed cohorts with varied ancestral backgrounds: 1) The Amish, which are an isolated European founder population; 2) the Barbados Asthma Genetics Study (BAGS), which consists of individuals with predominantly African ancestry; 3) the Cleveland Family Study (CFS), which consists of both European and African American individuals; 4) the Genetic Epidemiology of Asthma in Costa Rica and the Childhood Asthma Management Program, which are collectively referred to as the CRA cohort and consist of admixed Latino individuals; and 5) the Framingham Heart Study (FHS), which consists of individuals with European American ancestry. For our analyses, we treated the CFS study as two separate cohorts (signified as CFS_AFR and CFS_EUR, respectively). These make up our six analysis cohorts (Amish, BAGS, CFS_AFR, CFS_EUR, CRA, FHS) (Table 1). After removing samples with DNM counts that were extreme outliers (often due to pedigree errors) (SI Appendix), we were left with a DNM call set of 93,325 SNVs across 1,449
individuals. This equates to an average of about 64.4 (95% CI: 63.6 to 65.2) mutations per individual, which is consistent with previous findings (8, 22, 24). These 1,449 individuals come from 1,201 independent nuclear families, and for our analysis we treated each child and their two parents as a trio. To control for any potential confounding effects from this sibling data, we repeated all of our analyses that focused on per individual DNM measures after randomly choosing one child per family. The results from these repeated analyses are qualitatively the same as those from our full analysis, and for simplicity, we only report results from analyses run with our full dataset (except when noted within our heritability models).

Using this call set, we calculated per sample mutation rate estimates as SNV DNM count divided by the number of autosomal bases with depth ≥10 and quality ≥30, which serves as a good representation of the number of bases evaluated for DNMs by our filter heuristic (see SI Appendix for additional details). This results in a mean SNV DNM rate estimate of 1.215 × 10⁻⁸ (95% CI: 1.201 × 10⁻⁸ to 1.220 × 10⁻⁸) mutations per base pair per generation. While our DNM rate estimate is slightly lower than previous genetic estimates (see SI Appendix for additional details), our estimate is generally concordant with recent genetic estimates (see Table S1). All mutations showed robust associations with parental age (Fig. 1A, red stars). While DNM-type annotations (44) from the TOPMed Consortium (43) for loss-of-function (LOF) variants found within the genomes of the 1,201 single offspring trios, we found 8,499 LOF variants (SI Appendix, Fig. S2). These 1,201 offspring also have 77,015 DNMs. Looking at the intersection of these DNM and LOF call sets, we found 66 LOF DNM mutations. Therefore, 0.086% of DNMs are LOF mutations, while 0.778% of LOF variants are DNMs, which suggests that DNMs contribute significantly each generation to the total number of segregating LOF variants. Using the set of 93,099 DNMs that remain after counting only once those DNMs that are recurrent in siblings, and mapping our DNM set over to hg38 so as to be compatible with recent genetic maps, we found that 1,582 (1.7%) DNMs are in coding bases, which is consistent with the proportion of the genome comprised of coding sequence.

We then used this set of 93,099 DNMs to evaluate mutation patterns across the genome. Consistent with previous findings (19, 21), the most frequent mutation types in our DNM call set are C→T (43.31%) and T→C (25.42%) transitions (Fig. L4 and Table S1). All mutations showed robust associations with parental age, which we used as a proxy for the total parental age effect due to the previously described confounding between paternal and maternal age (Fig. 1A, red stars). While DNM-type composition is similar across the genome (SI Appendix, Fig. S3), regions with significant deviations from the mean may serve as good candidates for the identification and investigation of atypical mutational processes (chromosomes [chr] 2, 9, 16, and 19) (SI Appendix, Fig. S3B). The influence of base context on mutational frequency can be better appreciated when viewing each DNM as a 3-mer by considering the bases in the human reference genome immediately preceding and following each mutation (19, 21, 40, 41, 45) (Fig. 1B). For example, T→C mutations preceded by an A appear to be more common than might have been predicted based on their central base pair mutation-type alone. While CpG to TpG transitions already comprise four of the five most common 3-mer DNMs, their mutational potential is particularly highlighted by normalizing each 3-mer DNM count for background 3-mer frequency, which demonstrates an excess of CpG to TpG transitions compared to the expectation based on genome frequency (SI Appendix, Table S1).
To evaluate the relationship between mutation and recombination, we used our DNM call set to estimate local mutation rate across 1-Mb windows, and then tested the correlation between these rates and local recombination rate estimates derived from the recently published deCODE genetic map (32). We found a significant positive correlation in which regions of higher recombination have more DNMs (SI Appendix, Fig. S5A) ($R^2 = 0.057, P = 3.4 \times 10^{-36}$) (see SI Appendix for additional details). This relationship varies across the autosomes, with chrs 1, 7, 8, 9, and 16, 18, 19 showing strong positive correlations in which recombination explains as much as 39% of the variation in DNM rates (SI Appendix, Fig. S5B). Conversely, this correlation is either absent or limited across a number of the other autosomes.

Evolutionary theory predicts that mutation, natural selection, and genetic drift act in concert to shape genomic variation, and that recombination can shape variation by breaking up linked variants and enabling selection to act on them more efficiently (46, 47). Therefore, we tested the degree to which local recombination and mutation rate estimates explain the distribution of genomic variation seen at the human population level. To do this, we used genomic variation data from the TOPMed Consortium that was ascertained by performing WGS on ~41K diverse unrelated individuals (43). We first calculated the total number of rare variants (AF < 0.005) within 1-Mb windows across the genome, and used standardized z-scores derived from these counts as a measure of localized levels of recent human genomic variation. Local recombination and mutation rates explain up to 37.85% (95% CI: 33.13 to 42.58) of the local genomic variation in segregating rare variants ($P < 7.25 \times 10^{-277}$) (Fig. 2). As expected, DNM rate explains the majority of this signal, accounting for 30.52% (95% CI: 26.08 to 34.92) of the variation in rare variants after regressing out the effects of local recombination rate ($P < 9.0 \times 10^{-114}$). Regions with the highest levels of rare variation, such as megabases 1 to 7 on chr8 and 1 to 9 and 78 to 90 on chr16, have high DNM rates, and are largely comprised of regions in the top 10% of recombination values (Fig. 2). When including both GC content and replication timing in the model as covariates, we can explain up to 41.28% (95% CI: 37.13 to 45.16) of the variation in rare variant totals. Even after adjusting for recombination rate, GC content, and replication timing, which is conservative given the interconnected relationships between these variables, DNMs still explain 27.95% (95% CI: 23.90 to 32.30) of the variation in rare variants. Similar models per chromosome can explain between 60% and 72% of the variation in rare variant totals across chromosomes that have segments with high local DNM rates (chrs 8, 9, 16, and 19) (Table S2), with DNM rate as the dominant explanatory variable. Interestingly, replication timing seems to best explain variation in rare variant levels across chrs 12 and 14.

In contrast to these rare variant models, when we ran similar models with standardized z-scores derived from the counts of common variants as our dependent variable, the most dominant explanatory variable is recombination rate. That is, when using recombination rate, GC content, replication timing, and DNM rate as covariates to predict the distribution of common variation across the genome, we explain a similar proportion of the variation in common variants as we did in rare variants ($R^2 = 0.3942, 95% CI: 0.3486 to 0.4389$), but the relative contributions of DNM rate and recombination rate seem to invert. In the former set of models of the genomic distribution of rare variation, recombination plus replication timing explain 11.8% (95% CI: 9.85 to 14.00) of variation, whereas DNM rate explains 31.56% (95% CI: 27.41 to 35.80) of the remaining variation. Conversely, in the models of the genomic distribution of common variation, recombination rate plus replication timing explain 30.03% (95% CI: 26.28 to 33.76) of variation, whereas DNM rate explains only the remaining 12.47% (95% CI: 8.98 to 16.01). This is consistent with evolutionary predictions, as common variants typically represent older variants, and their distribution has been shaped more by recombination, selection, or drift than by mutation. These patterns hold when using linear regression to implement an adjustment for coding proportion and mappability concerns, with each model (DNM rate, recombination rate, replication timing, and GC as covariates) explaining about 32% of the variation in common and rare variants, respectively. DNMs still explain the majority of the variation in rare variant levels (17.77%, 95% CI: 13.28 to 22.57, after adjusting for recombination rate, replication timing, and GC content), and recombination rates still explain the largest portion of variation in common variant levels (14.32%, 95% CI: 11.51 to 17.45, after adjusting for DNM rate, replication timing, and GC content).

**The Relationship between DNM Rates and Heterozygosity.** In testing the relationship between heterozygosity and DNM rate across all individuals, we found a significant positive correlation ($P < 0.002$) (SI Appendix, Fig. S6A). However, while this persists after adjusting for parental age ($P < 0.025$), heterozygosity only explains ~0.3% of the variation in DNM count. This relationship is also entirely driven by the Amish population, and no significant relationship persists when removing Amish individuals from the analysis that adjusts for parental age ($P > 0.13$). Furthermore, we found no relationship between heterozygosity and DNM count when looking intracohort (see SI Appendix, Fig. S6B for a representation of this across individuals from the FHS, our largest cohort). The number of kilobases in an individual’s genome found within runs of homozygosity (ROH) also correlates significantly with DNM rate ($P < 2.0 \times 10^{-3}$) (SI Appendix, Fig. S7A) and persists after adjusting for parental age ($P < 3.1 \times 10^{-5}$). However, as was the case with heterozygosity, this is entirely driven by the Amish, who happen to be outliers for ROH. Similar to heterozygosity, additional analysis suggests that this association is confounded and not reflective of a causal relationship. ROH only explains ~1% of the variation in DNMs, and its association with DNMs is no longer significant after filtering out the Amish ($P > 0.14, R^2 = 0.0017$) or when evaluating intracohort ($P \geq 0.112$).

**DNM Rate Comparisons Across Ancestrally Diverse Cohorts.** When comparing DNM rate across all six ancestrally diverse cohorts (Table 1), we found significant differences ($P < 1.6 \times 10^{-3}$, ANOVA) (Fig. 3
and Table 1), even after accounting for parental age ($P < 0.01$, ANOVA). However, this appears to be driven by the Amish, who have significantly fewer DNMs per individual than the other cohorts ($P < 0.05$ between the Amish and the four largest populations [BAGS, CFS_EUR, CRA, FHS] after correcting for multiple testing). A reduced DNM rate persists in the Amish even when comparing DNM rates across population within regions of the genome estimated not to be in ROH in either parent’s genome ($P < 0.033$, ANOVA) (SI Appendix, Fig. S7B). Therefore, while recent work suggests heterozygosity as a mutational driver, and increased ROH in the Amish is an appealing explanation for their reduced mutation rate, on the whole, differences in heterozygosity or ROH do not seem to be sufficient to explain the reduced mutation rate in the Amish.

To control for sequencing center differences that could potentially influence the number of DNMs identified, we performed a subanalysis comparing DNMs between cohorts that were sequenced at the same center. This subanalysis did not include individuals from the BAGS cohort, since they alone were sequenced directly by Illumina. This within-sequence center analysis also revealed significantly lower DNM rates in the Amish compared with individuals from FHS (European ancestry; $P < 0.005$, ANOVA), even after adjusting for parental age effects ($P < 0.002$, ANOVA), whereas we found no significant differences in DNM rates before and after adjusting for parental age effects between individuals from CFS_EUR (European ancestry), individuals from CFS_AFR (African ancestry), and individuals from CRA (Latino ancestry; $P > 0.56$, ANOVA). While the BAGS cohort appears to have an elevated mutation rate at first glance, this is a result of them having higher average paternal ages (Table 1). While we are underpowered to see smaller differences in mutation rate, we have reasonable power to see moderate to large differences between all populations other than CFS_AFR (SI Appendix, Fig. S8), so these results do suggest that differences between ancestry thought to influence the DNM rate (such as heterozygosity, demographic history, and so forth) are not driving large differences in the accumulation of DNMs.

The amount of variation in DNM rate attributable to parental age effects after adjustment for Poisson variation is lower in our dataset (57.7%) than previously reported (>80%) (8). This seems to be due to the fact that there is heterogeneity in the parental age effects across our sample set (Table 1), which itself becomes a contributor to the variation in DNM rate. In accordance with this, and consistent with the reduced DNM rate we found in the Amish, we estimate a lower parental age effect in the Amish than in the other cohorts (Table 1). However, we have limited power to detect this difference, which only reaches significance when comparing effect sizes determined by Poisson regression between the Amish and FHS ($P < 0.035$).

**Evaluation of Batch Effects and Technical Artifacts.** To evaluate the robustness of the observation of a DNM rate reduction in the Amish to technical artifacts, we took a multipronged approach. First, we validated the consistency of our DNM call set by using two offspring samples from the FHS cohort that had undergone repeat sequencing at another sequence center (University of Washington [UW]), as well as one offspring sample from the Amish cohort that has a monozygotic twin in our dataset. For these three samples, we evaluated the proportion of DNMs that are called as heterozygous sites in the validation sample, as well as the concordance between DNMs called in the initial and validation samples. In two of the three samples, 100% of DNMs (one Amish, one FHS) were called as heterozygous sites in the validation sample. In the third sample (FHS), 5 of 50 DNMs were called as homozygous reference in the validation sample. However, upon further inspection, all five of these DNMs did read counts and genotype likelihoods suggesting that they were heterozygous sites. With regard to DNM concordance, 95.3% of DNMs were called in both the initial and...
increased the occurrence of these 3-mer mutations in Europeans (41). Regression (SI Appendix, Fig. S9B), number of bases genome-wide with a minimum depth ≥10 (SI Appendix, Fig. S9C), genome-wide Ts/Tv ratio (SI Appendix, Fig. S9D), percent of the genome covered (SI Appendix, Fig. S9F), percentage of the genome with a depth of 10 (SI Appendix, Fig. S9G), average depth of genome-wide bases with Q ≥30 (SI Appendix, Fig. S9H), percent of the genome with Q ≥20 (SI Appendix, Fig. S9I), and the number of autosomal bases with depth ≥10 and Q ≥30 (SI Appendix, Fig. S9J). On the whole, our study cohorts feature similar quality metrics, and the Amish are not a notable outlier in any metric (SI Appendix, Fig. S9). While the BAGS cohort seems to be a moderate outlier in Ts/Tv and number of reads (SI Appendix, Fig. S9 D and E), and a more pronounced outlier with regard to percent genome covered and number of bases with Q ≥30 (SI Appendix, Fig. S9 F–H), adjusting for these (as well as all of the other) quality control measures did not significantly influence our signal. Similarly, when we used the number of bases per sample with depth ≥10 or Q ≥30 to normalize our DNM counts into DNM rate estimates, as described earlier, we actually saw an increased signal of a reduced DNM rate in the Amish.

**DMN Rates by Ancestral Proportions of Individuals from Admixed Populations.** To test more directly how interancestral differences might influence DNM accumulation, we used linear regression to assess the relationships between DNM rate and African ancestry proportion, and DNM rate and Native American ancestry proportion. Within the BAGS, CFS_AFR, and CRA individuals, which represent the three cohorts with significant African ancestry, we found no significant correlation between African ancestry proportion and DNM rate after adjusting for parental age (P > 0.36, ANOVA) (SI Appendix, Fig. S10A). This absence of a relationship persists when looking only within BAGS individuals (P > 0.72) or only within CRA individuals (P > 0.19), and there was also no relationship when comparing Native American ancestry proportion and DNM rate before (P > 0.76) or after (P > 0.088) adjusting for parental age within Latino ancestry individuals from the CRA cohort (SI Appendix, Fig. S10B).

Since we are also underpowered to see small-to-moderate differences in single-base or 3-mer mutation frequencies between populations, we instead tested the correlation between 3-mer mutation type and European ancestry proportion within all individuals of admixed African ancestry (BAGS, CRA, CFS_AFR cohorts). This should increase our power to detect mutational associations with ancestral background, and specifically allow us to test for a signal of ancestral association for the TCC→TTC 3-mer mutation that was previously shown to positively correlate with European ancestry (40, 41). Notably, we did not find a significant association between TCC→TTC 3-mer mutation and European ancestry (P ≥0.60). Interestingly, when testing this association in individuals from BAGS, which is our cohort with the highest average proportion of African ancestry, we found a negative correlation (β = −4.08, 95% CI: −6.70 to −1.70, P < 0.0014, uncorrected, Poisson regression) (SI Appendix, Fig. S11). Overall, this result is interesting when contrasted with recent evidence that an ancestry-specific specific increased the occurrence of these 3-mer mutations in Europeans (41).

**Shifts in the Mutational Spectrum of the Amish Founder Population.** To further assess the reduced DNM rates seen in the Amish, we compared DNM counts for each single-base mutation type across cohort. ANOVA revealed differences in mutation counts across cohort, with differences in C→A (P < 0.03), T→C (P < 8 × 10−5), and T→G (P < 3.2 × 10−5) mutations being most significant (SI Appendix, Fig. S12). These differences are largely driven by decreases in these mutations in the Amish and increases in these mutations in individuals from the BAGS cohort. To further evaluate these differences while controlling for sequencing center, we compared mutations between the Amish and FHS cohorts, and found the reduced number of C→A (P < 1 × 10−2) and T→C (P < 3 × 10−2) mutations in the Amish to persist (SI Appendix, Fig. S13). Interestingly, the reduction in T→C mutations explains about 45% of the overall DNM reduction seen in the Amish.

**Local Ancestry Analysis Does Not Identify Ancestrally Distinct Mutation Rates.** To look more closely at whether mutation rates differ between ancestries, we compared the rates of DNM accumulation across ancestrally distinct genomic segments within admixed samples. Using local ancestry assignments, we counted DNMs across all possible diploid ancestral segment combinations (e.g., homozygous African, heterozygous African and European, and so forth) (SI Appendix, Fig. S14), and limited each comparison to individuals with at least 80 Mb of each diploid category. The resulting intraindividual comparisons allow for the control of unmeasured variables that may otherwise confound interindividual analyses, such as environmental exposures that might influence mutation rate. Therefore, the only variable that should differ between diploid segments is their ancestral origin, which should allow us to isolate and test for any effects of this ancestral background on local sequence context (i.e., this is a test for cis effects). After estimating DNM rates per individual by normalizing DNM counts by diploid category base total (i.e., rates per base pair), we did not find evidence of ancestry specific differences in DNM rate (SI Appendix, Fig. S15). While we did find a significant reduction in the mutation rate in African/European segments compared with African/African segments (P = 7.73 × 10−5), other comparisons between African and European segments showed no differences. Given the absence of consistent differences in DNM rate across local ancestral segments, these results do not provide compelling support for the existence of ancestry-based differences in DNM rate.

**The Heritability of DNM Accumulation.** To assess whether we could use GWAS to detect any genetic loci that might underpin the interindividual variation we see in DNM accumulation, we first wanted to test for what proportion of the variation in DNM accumulation was explained by genetics. One measure of this is narrow-sense heritability (h²), which represents the proportion of phenotypic variation explained by additive genetic effects (48), and which can be used as a null model for running associations at every locus (i.e., each locus is tested for the proportion of h² that it explains). Treating the number of DNMs per individual as a phenotype reflecting DNM accumulation, we used the MMAP software (49) to estimate the h² of DNM accumulation via a restricted maximum likelihood-based (REML) method (SI Appendix). When using all samples across all cohorts, we used parental age at offspring’s conception, maternal age at offspring’s conception, and cohort label as fixed effects, and a genetic relatedness matrix estimated from the sequence data. We estimate an h² = 0.0 (SE = 0.028), and we reaffirmed a paternal age effect (P < 8.51 × 10−5), a maternal age effect (P < 6.42 × 10−3), and an effect of Amish cohort status (P < 1.13 × 10−3) (Table 2 and SI Appendix, Table S3). When running this base model on each cohort separately, h² estimates are zero for each cohort other than CRA (h² = 0.42, P = 0.122) (Table S4). However, the h² result for CRA was 0.42 when further restricting to only unrelated subjects (Table S5).

To evaluate whether the portion of mutational variation explained by parental age might be shaped by additive genetic factors, we repeated these heritability models without including
Table 2. Heritability model across all cohorts

| Variable                  | Value | Variable | Value |
|---------------------------|-------|----------|-------|
| Mean DNMs                | 64.39 | β paternal_age P value | 8.51E-55 |
| SD                        | 14.94 | β paternal_age | 0.45 |
| Minimum                   | 14.00 | β paternal_age SE | 0.09 |
| Maximum                   | 164.00 | β paternal_age P value | 6.42E-07 |
| Kurtosis                  | 3.64 | β Amish | -4.06 |
| DNMs > 3 SD               | 12.00 | β Amish SE | 1.24 |
| DNMs < 3 SD               | 1.00 | β Amish P value | 1.13E-03 |
| Sample size               | 1,389 | β BAGS | 0.78 |
| h²                        | 0.00 | β BAGS SE | 1.13 |
| h² P value                | 0.00 | β BAGS P value | 0.49 |
| h² P value SE             | 0.03 | β CFS_AFR | 1.63 |
| Proportion variance explained by covariates | 0.45 | β CFS_AFR P value | 0.48 |
| Adjusted proportion variance explained by variables | 0.45 | β CFS_AFR P value | 0.48 |
| In likelihood             | -4,067.84 | β CRA | -0.39 |
| Intercept                 | 13.36 | β CRA SE | 1.33 |
| Intercept SE              | 1.79 | β CRA P value | 0.77 |
| Intercept P value         | 1.27E-13 | β FHS | -0.32 |
| β paternal_age            | 1.32 | β FHS SE | 0.78 |
| β paternal_age SE         | 0.08 | β FHS P value | 0.68 |

Results are shown from heritability models run with MMAP across all samples with paternal and maternal ages available (n = 1,389). Heritability is estimated as zero (h² = 0.00), with an SE of 0.03. These models confirm that paternal age at offspring’s conception (P = 8.51 × 10⁻⁸), maternal age at offspring’s conception (P = 6.42 × 10⁻⁸), and Amish cohort status (P = 1.13 × 10⁻⁵) are significantly correlated with DNMs total per individual.

Discussion

Here we call DNMs across 1,465 individuals from diverse cohorts sequenced through the TOPMed program. Our call set is determined by a filtering heuristic that is similar to previous approaches (19), its specificity is supported by a Bayesian approach implemented in the TrioDeNovo software (50) that called 99.39% of our DNMs, and its overall accuracy is supported by validation sequencing across two repeated samples and one pair of monozygotic twins. In addition to this, quality assessments done as part of the TOPMed Consortium sequence analysis efforts used repeatedly sequenced samples to demonstrate similar genotypic concordance rates within and between sequence centers (43). While this was done for both variants passing calling filters and variants failing calling filters, variants passing calling filters have even larger levels of concordance than those failing calling filters, which reflects the efficacy of these calling filters in identifying errors. This suggests that even the differences in some quality measures mentioned above, such as the average depth of Q30 bases in BAGS, are already effectively handled by our variant calling quality control. This is directly in accordance with the facts that controlling for these covariates doesn’t qualitatively change our signal, and that using DP10Q30 metrics to estimate normalized per sample mutation rates in fact increases our signal of a reduced mutation rate in the Amish. Other TOPMed Consortium results using principal components analysis to evaluate the influence of sequence center on genotypic variance further support a very limited influence of sequencing center (43).

Despite the predominance of C→T mutations among DNMs, we did not find any differences between populations or ancestral backgrounds in C→T mutations. This is notable given the high frequency of this mutational class, and the concomitant increased power to detect differences. This suggests that processes driving cytosine deamination are fairly conserved, and is consistent with the assertion by others that CpG mutation rates may serve as a better “molecular clock” than the base substitution rates that have previously been used (17, 40, 45, 51). Similarly, we did not find differences in other single-base and 3-mer mutation types across ancestral background. While we did have somewhat limited statistical power to see smaller effect sizes (SI Appendix, Fig. S8), we did have reasonable power to see moderate-to-large differences when comparing most populations, and potentially even had good power to see small-to-moderate differences comparing our larger populations. For example, when comparing DNMs between the BAGS and FFHS cohorts (our largest African ancestry and European ancestry cohorts, respectively), we had 80% power to see an effect size difference of 0.3. This represents an effect size small enough so that only 61.79% of the DNMs in the population would be larger than the mean in the other population (Cohen’s d = 0.68). While this was done for both variants passing calling filters and variants failing calling filters, variants passing calling filters have even larger levels of concordance than those failing calling filters, which reflects the efficacy of these calling filters in identifying errors. This suggests that even the differences in some quality measures mentioned above, such as the average depth of Q30
single-base mutation rates), as we are notably more underpowered to detect differences in 3-mer rates due to their reduced count sizes. Nonetheless, we did not see significant mutation rate differences between populations with distinct ancestral backgrounds, which suggests that overall and single-base mutation rate differences are not likely to be large.

When leveraging quantitative estimates of genetic ancestry within a framework with increased power to see potential differences, we also did not find significant associations between European ancestry proportion and 3-mer mutation type across individuals from admixed cohorts (i.e., BAGS, CFS_AFR, CRA). This result is interesting when contrasted with recent findings of Europeans having had a significantly higher rate of TCC→TTC mutations in the past (40, 41). First, the recent identification of a significant batch effect in the 1000 Genomes data used to identify these mutational differences raises some questions about their legitimacy (53). Nevertheless, assuming TCC→TTC mutations did in fact increase in Europeans at some point in the past, our results suggest that there is currently no difference, which is consistent with findings that the increase in Europeans happened as a pulse that ended around 2,000 y ago (41). It is also possible that differences in the rate of this mutation across populations has been influenced by differential shifts in mean parental age at conception, which is consistent with recent findings by Jönsson et al. (19) and Agarwal and Przeworski (54) that this mutation is enriched for sex differences. Ultimately, additional research is needed to better understand the evolutionary history of TCC→TTC and other mutations across divergent human populations.

The correlations we found between local recombination and DNM rates are concordant with research showing that processes underpinning recombination are mutagenic (26, 27, 32), and our models comparing population-level variation with recombination rates, DNM rates, replication timing, and GC content add further resolution to the relationship between these intertwined covariates and genomic evolution. Areas of the genome with the highest local DNM rate are in regions with high recombination that have recently been identified as featuring specific recombination-based processes that drive mutation (24). Alternatively, regions with high recombination rate estimates that have low DNM rates (Fig. 2, tall blue bars) are good candidates for the identification of genomic features that may explain a reduced mutation rate, including contexts in which recombination itself potentially drives less mutagenesis. While recent research into the relationship between DNM rates and fine-scale local recombination rates identified up to 50-fold increases in DNM rates around meiotic crossover events (32), the fact that these events are rare is likely why we only explain about 5% of the variation in DNM rates on the basis of recombination. This recombination study also found 35 loci influencing recombination rate, which may lead one to ask why we did not find any signal of genetic influence over DNM accumulation (i.e., we estimate $h^2 = 0$), given that recombination is mutagenic and associates with DNsMs in our dataset. First, this is likely due to the fact that recombination only explains a small portion of the overall variation in DNsMs, and small effect-size modulators of recombination are unlikely to be detected as correlates of DNM rate without very large sample sizes. Second, we adjusted for parental age effects, which might eliminate from many of our heritability models the portion of variation in DNM rate influenced by meiotic recombination. Furthermore, multivariate models have been able to explain >50% of the variation in regional mutation rates on the basis of genomic features, such as GC content, exon density, sex chromosome status, recombination, and distance to telomeres (55). Given that we excluded most centromeric/telomeric segments from our analyses, didn’t consider exon density or sex chromosome status, and used metadata from multiple studies across multiple populations, we expected our model to explain a lower proportion of the variation in mutation rate than these models. Nonetheless, these and other covariates potentially explain the existence of high recombination regions with low DNM rates.

Via these models, we also estimated the quantitative contributions of mutation and recombination to population-level variation, and were able to explain up to 38% of the variation across the genome in population-level rare variation using local recombination and DNM rates, and 41% when including replication timing as an additional covariate in the model. The remaining proportion of variation is likely the result of a combination of genetic drift, selection, or measurement error. Of this explained variation, ~30.5% is attributable to variation in local DNM rates. Regions with high mutation rates have the most variation in the genome (e.g., chr8, chr16), and often feature high recombination rates that likely increase mutation accumulation. Numerous recent studies have found complementary results that describe the types of mutations predominating in high-variation regions, and identify the likely sources of these mutations (21, 23, 24). Some of this recent work demonstrated that clustered DNsMs contribute very significantly to the clustering of genomic SNPs (specifically C→G SNPs), although clustered DNsMs are estimated to make up less than 2.5% of DNsMs (24) and may only have limited impact on the findings presented here. Here, we show that single-nucleotide DNsMs contribute profoundly to the entire genomic distribution of common and rare single-nucleotide variation, but that recombination is a larger driver of the variation in common variant levels than is mutation. This is consistent with evolutionary theory about the ability of recombination to disconnect linked variants and enable selection to act more efficiently, as well as the expectation that common variants are older and have been subjected to nonmutation evolutionary forces for longer.

While the Heterozygosity Instability hypothesis (33, 34, 56, 57) and recent related findings (35) predict that increasingly heterozygous genomes will have higher mutation rates, we only found evidence of a modest relationship between heterozygosity and DNM rate. Furthermore, we did not find the differences in DNM rate between ancestral background that differences in heterozygosity across ancestry would have predicted, nor a significant correlation between heterozygosity and DNM rate between samples from the same population. While runs of homozygosity do seem to shape DNM rates more so than levels of heterozygosity, this relationship is entirely driven by the Amish, and additional analysis of mutation rate across non-ROH-bearing regions of the genome suggests that this is likely due to confounding between the high ROH in the Amish and whatever else is reducing their mutation rate. Therefore, while this finding of a potential relationship between ROH and DNM rate does raise the possibility that the absence of heterozygosity reductions in ROH regions in our data might be due to additional research is needed to more directly address this question.

In our heritability analyses, we estimate the heritability of DNM rates to be zero across nearly all models. Due to sample size concerns, we conducted power analyses and used simulations to estimate the likelihood of estimating zero heritability across increasing values of true heritability. For the full dataset, most power calculation approaches (SI Appendix, Fig. S16 A–D) suggest we have good power to detect low to moderate levels of heritability [i.e., ($h^2 \geq 0.1$)], although we likely have very little power to detect heritability across the smaller cohorts. Similarly, given sample sizes similar to that of our full dataset, a trait with an $h^2 \geq 0.13$ will be estimated as zero $\leq 20\%$ of the time. Even in circumstances with limited power, we would still expect $h^2$ estimates centered off of zero when working with traits that have true heritability greater than zero. Therefore, given our simulation results, and that our $h^2$ estimates are consistently centered around 0, we find it more likely that the true heritability of DNM rates across our dataset are low or approaching zero. While future initiatives might still consider large-scale GWAS efforts in order to search for local mutation events under genetic control, and larger studies with increased power are needed to confirm the heritability of DNM rates, we did not find evidence that genetic similarity explains the variation in mutation rates we see within or between populations.

Despite being a founder population that diverged from other Europeans only very recently (58), the Amish show a mutation rate reduction of about 7%. This reduction persists when controlling
for parental age effects and sequence quality metrics, and seems to be driven by reductions in C→A and T→C mutations. Together with our estimation that DNM rate has zero narrow-sense heritability, this suggests that the environment may play a bigger role in modulating the mutation rate than previously appreciated. The Amish lifestyle features preindustrial era aspects, and while modern Amish communities are diverse and have adapted to the usage of some modern items, they continue to limit the influence of technology in their daily lives (59, 60). Given this, it is possible that the Amish are exposed to fewer mutagens, and that this “clean living” may be partially responsible for the reduced mutation rate we report here. For example, studies have shown that rural areas, such as those similar to the areas occupied by the Amish, have fewer carcinogens and mutagens than industrialized areas (61–63). Recent analysis of mutation patterns has also called into question the canonical view that DNMs rise predominantly from replicative errors, and suggests that exogenous mutagens may play a larger role in mutation accumulation than previously appreciated (25). If the Amish do in fact experience less environmentally driven mutagenesis, then one would predict a significant reduction in the rate of cancer in the Amish. This is exactly what has been found in multiple Old Order Amish populations, with a particularly large reduction in cancer rates found in men (64, 65). A similar reduction in cancer mortality has been found in Amish men compared with FHS men, which is hypothesized to be due to lifestyle factors, such as reduced tobacco use and increased physical activity (59). Given that DNM mutation in sperm is the single largest driver of DNM accumulation, an Amish environment that potentially limits DNA damage in Amish men is consistent with a lower DNM rate. In accordance with this, the Amish have the lowest estimated parental age effect (Table 1). This is also consistent with the recent finding of significant variability in parental age effects across ancestrally similar families, which also suggests the possibility that environmental factors influence DNMs (66).

It is important to note that it is possible for the environmental factors to influence the reduced DNM rate we detect in the Amish to merely be an epiphenomenon, and that batch effects or other technical artifacts remain possible despite our significant efforts to control for them. Nonetheless, our findings as well as the aforementioned context do suggest environmental influence as a possible explanation, and one that is worthy of additional consideration.

The fact that we detect the signal of DNM heterogeneity we detect is driven by siblings when not accounting for parental age effects further suggests that the environmental similarity shared by siblings (including parental age effects) is significantly influencing DNMs rates. In sum, the methodological differences we found in the Amish stand in contrast to the relative homogeneity seen across the other diverse human populations we analyzed, and suggest that additional work is needed to better appreciate the forces shaping human mutational processes at fine scales.

Methods

WGS was performed using samples previously collected and consented across 9 NHLBI-funded research projects as part of the TOPMed program (43). Using variant data from a jointly called variant call set for samples from five of these TOPMed research projects, we implemented a filtering heuristic to call 93,325 DNMs across 1,449 samples after the removal of outliers and pedigree errors. We then used two resequenced samples and one monozygotic twin pair to validate our call set by evaluating the proportion of DNMs in one sample that were called as heterozygous sites in the second sample, and the percent of DNMs that were called by our pipeline. Similar to the validation in both parental age effects, we found high concordance between our call set and DNMs called with the TrioDeNovo Bayesian mutation caller, we compared single-nucleotide DNM counts and rates using ANOVA, t tests, and linear and Poisson regression. DNM rates were estimated as the number of single-nucleotide DNMs autosomal-wide divided by the number of autosomal bases with depth ≥ 10 and quality ≥ 30. To test whether more heterozygous genomes have a higher DNM rate, we calculated genome-wide heterozygosity at each of the 988 samples included in our analysis. We then compared these with estimated DNM rates per individual using linear regression. For comparison within only a particular ancestry, samples were subset down accordingly. For genome-wide analyses, we used the University of California, Santa Cruz’s IffOver tool (67) to lift our DNM call set over to hg38 coordinates, and calculated local DNM rates, local recombination rates (32), local replication timing rates (68), GC content, and single-nucleotide variants levels (43) for 1-Mb windows across the genomes. To call local ancestry across our samples, we first phased the data using the Eagle2 algorithm as implemented in the Eagle software (69), combined WGS data from the 1000 Genomes Project (70) with high coverage WGS data from the Peruvian Genome Project (71), and used this genotype data as reference input to the RFMix software (72). Heritability was estimated using MMAP (49) and GCTA (73) with DNM count per individual as the quantitative measurement for heritability. Additional details and methodology can be found at the NHLBI WGS website. Data can be accessed via dbGaP (https://www.ncbi.nlm.nih.gov/gap/) using the “phs” accession numbers listed for each study cohort in the Acknowledgments.
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