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Abstract

Tensor decomposition serves as a powerful primitive in statistics and machine learning, and has numerous applications in problems such as learning latent variable models or mixture of Gaussians. In this paper, we focus on using power iteration to decompose an overcomplete random tensor. Past work studying the properties of tensor power iteration either requires a non-trivial data-independent initialization, or is restricted to the undercomplete regime. Moreover, several papers implicitly suggest that logarithmically many iterations (in terms of the input dimension) are sufficient for the power method to recover one of the tensor components.

Here we present a novel analysis of the dynamics of tensor power iteration from random initialization in the overcomplete regime, where the tensor rank is much greater than its dimension. Surprisingly, we show that polynomially many steps are necessary for convergence of tensor power iteration to any of the true component, which refutes the previous conjecture. On the other hand, our numerical experiments suggest that tensor power iteration successfully recovers tensor components for a broad range of parameters in polynomial time. To further complement our empirical evidence, we prove that a popular objective function for tensor decomposition is strictly increasing along the power iteration path.

Our proof is based on the Gaussian conditioning technique, which has been applied to analyze the approximate message passing (AMP) algorithm. The major ingredient of our argument is a conditioning lemma that allows us to generalize AMP-type analysis to non-proportional limit and polynomially many iterations of the power method.
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1. Introduction

Tensors of order $m$ are multidimensional arrays with $m$ indices, with $m = 1$ corresponding to vectors and $m = 2$ corresponding to matrices. The notion of rank naturally generalizes from matrices to tensors: An $m$-th order tensor $\mathbf{T} \in (\mathbb{R}^d)^{\otimes m}$ is said to be rank-1 if it can be written as

$$\mathbf{T} = v_1 \otimes \cdots \otimes v_m \iff \mathbf{T}(i_1, \ldots, i_m) = v_1(i_1) \cdots v_m(i_m),$$

where $v_1, \ldots, v_m \in \mathbb{R}^d$. Past results imply that any tensor can be expressed as the sum of rank-1 tensors (Kiers, 2000; Carroll and Chang, 1970). Namely, given $\mathbf{T} \in (\mathbb{R}^d)^{\otimes m}$ we can find vectors $\{v^{(j)}_i\}_{i \in [m], j \in [k]}$ such that

$$\mathbf{T} = \sum_{j=1}^k v^{(j)}_1 \otimes \cdots \otimes v^{(j)}_m.$$

The above decomposition is referred to as tensor decomposition, and the (CP) rank of a tensor is defined as the minimum number of rank-1 tensors required in such decomposition. Unlike matrix decomposition, tensor decomposition with $m \geq 3$ is in many cases unique (Kruskal, 1977). This is often true even in the overcomplete case, where the rank of the tensor is much larger than its ambient dimension. The uniqueness of tensor decomposition makes its application suitable in many practical settings, which we discuss below.
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Tensor decomposition serves as a powerful primitive in statistics and machine learning, especially for algorithms that leverage the method of moments (Pearson, 1894) to learn model parameters. Applications of tensor decomposition include dictionary learning (Barak et al., 2015; Ma et al., 2016; Schramm and Steurer, 2017), Gaussian mixture models (Anandkumar et al., 2014a; Ge et al., 2015; Hsu and Kakade, 2013), independent component analysis (De Lathauwer et al., 2007; Comon and Jutten, 2010), and learning two-layer neural networks (Novikov et al., 2015; Mondelli and Montanari, 2019). Despite the fact that tensor decomposition is NP-hard in the worst case (Hillar and Lim, 2013), researchers have designed polynomial-time algorithms that successfully approximate the tensor components under natural distributional assumptions. Exemplary algorithms of this kind include the classical Jennrich’s algorithm (Harshman et al., 1970; De Lathauwer et al., 1996), algebraic methods (De Lathauwer, 2006; De Lathauwer et al., 2007), iterative methods (Zhang and Golub, 2001; Anandkumar et al., 2014a,b, 2015, 2017; Kileel and Pereira, 2019; Kileel et al., 2021), sum-of-squares (SOS) algorithms (Hopkins et al., 2015; Barak et al., 2015; Ge and Ma, 2015; Ma et al., 2016) and their spectral analogues (Hopkins et al., 2016; Schramm and Steurer, 2017; Hopkins et al., 2017; Ding et al., 2022).

SOS algorithms and their spectral counterparts provably achieve strong guarantees of recovering tensor components, and can be implemented in polynomial time. However, they are often computationally prohibitive on large-scale problems due to the high-degree polynomial running time. Therefore, in practice it is often more preferable to resort to simple iterative algorithms (Celentano et al., 2020; Montanari and Wu, 2022b), such as gradient descent and its variants. These algorithms are computationally efficient in terms of both runtime and memory, and are typically easy to implement. In the case of tensors, popular iterative algorithms include tensor power iteration (Anandkumar et al., 2017), gradient descent on non-convex losses (Zhang and Golub, 2001; Anandkumar et al., 2014a,b), such as gradient descent and its variants. These algorithms are computationally efficient in terms of both runtime and memory, and are typically easy to implement. In the case of tensors, popular iterative algorithms include tensor power iteration (Anandkumar et al., 2017), gradient descent on non-convex losses (Ge and Ma, 2017), and alternating minimization (Anandkumar et al., 2014b).

We focus in this paper on the tensor power iteration method, which can be regarded as a generalization of matrix power iteration. This method can also be viewed as gradient ascent on a polynomial objective function with infinite step size (see Eq. (2) for a formal definition). However, unlike the matrix case where the convergence properties are well understood theoretically, in the tensor case the dynamics of power iteration still remains mysterious due to non-convexity of the corresponding optimization problem. To unveil the mystery behind tensor power iteration, the present work proposes to study its asymptotic behavior on decomposing a random fourth order symmetric tensor

\[
T = \sum_{i=1}^{k} a_i \otimes a_i \otimes a_i = a_i \in \mathbb{R}^d, \forall i \in [k]
\]

in the overcomplete regime \( k \gg d \), where we assume \( a_i \overset{i.i.d.}{\sim} \mathcal{N}(0, I_d/d) \). We note that this is a well-studied model in the literature, while its properties are not yet fully understood. Given the entries of \( T \), our goal is to recover one or all of the tensor components \( \{a_i\}_{i \leq k} \), up to potential sign flips.

We denote by \( A \in \mathbb{R}^{k \times d} \) the matrix whose \( i \)-th row is \( a_i^T \). Initialized at \( x_0 \in \mathbb{S}_{d-1}(\sqrt{d}) \) that is independent of the tensor components \( \{a_i\}_{i \leq k} \), tensor power iteration is defined recursively as follows:

\[
x_t = \sqrt{d} \frac{\mathcal{P}(I, x_{t-1}, x_{t-1}, x_{t-1})}{\| \mathcal{P}(I, x_{t-1}, x_{t-1}, x_{t-1}) \|_2}, \quad t \geq 1,
\]

where

\[
\mathcal{P}(I, x, x, x) := \sum_{i,j,l \in [d]} x(i)x(j)x(l)T(:, i, j, l).
\]

For \( x \in \mathbb{S}_{d-1}(\sqrt{d}) \), we introduce the following polynomial objective function:

\[
S(x) = \sum_{i,j,k,l \in [d]} \mathcal{P}(i, j, k, l)x(i)x(j)x(k)x(l) = \sum_{i=1}^{k} \langle a_i, x \rangle^4 = \|Ax\|_4^4.
\]
Notice that Eq. (1) can be reformulated as $x_t = \sqrt{d} \cdot \nabla S(x_{t-1}) / \|\nabla S(x_{t-1})\|_2$, i.e., tensor power iteration can be regarded as gradient ascent on $S$ with infinite learning rate.

In the undercomplete regime where $k \leq d$, if the components $\{a_i\}_{i \leq k}$ are orthogonal to each other, then $S$ has only $2k$ local maximizers that are close to $\{\pm \sqrt{d}a_i\}_{i \leq k}$. In this case, tensor power iteration provably converges to one of the $\pm \sqrt{d}a_i$'s (Anandkumar et al., 2014a). Indeed, tensors with linearly independent components can be orthogonalized, thus suggesting the existence of efficient algorithms in the undercomplete regime.

Things become far more challenging in the overcomplete regime where $k$ is much greater than $d$. When $k \ll d^2$, it is known that any global maximizer of $S$ must be close to one of the $\pm \sqrt{d}a_i$'s. However, algebraic geometry techniques show that $S$ has exponentially many other critical points (Cartwright and Sturmfels, 2013). Further, if $k \gg d^2$, then $S(x)$ concentrates tightly around its expectation, uniformly for all $x \in S^d$ (Cartwright and Sturmfels, 2013), thus making it hard to identify the tensor components from the information encoded in $S$. As far as we know, there is no polynomial-time algorithm known for tensor decomposition within this regime.

We thus focus on the regime $d \ll k \ll d^2$, where algebraic methods and SOS-based algorithms are proven to succeed (Ge and Ma, 2015; Ma et al., 2016; Hopkins et al., 2016; Bhaskara et al., 2019; Ding et al., 2022), and numerical experiments indicate that the performance of randomly initialized power iteration matches that of these methods (see Fig. 1 for details). However, from a theoretical standpoint, the dynamics of tensor power iteration in the overcomplete regime still remain elusive. A reasonable first step towards solving this puzzle would be to understand how many iterations are necessary for power method to find one of the true components.

1.1. Main results

We hereby give a partial answer to the above question. In particular, we establish several new results on the behavior of tensor power iteration in the overcomplete regime. Our first theorem states that randomly initialized tensor power iteration requires at least polynomially many steps to converge to a true component:

**Theorem 1.1 (Slow convergence from random start, informal, see Theorem 3.1)** Assume that $k$, $d$ are large enough, and that $k \asymp d^c$ for some $c \in (3/2, 2)$. Then, there exists some $\eta > 0$ that only depends on $c$, such that with high probability the following happens: Tensor power iteration from random initialization fails to identify any true component of $T$ within $d^\eta$ steps.

**Related work.** Let us pause here to make some comparisons between our result and prior work on the same model: The seminal paper Anandkumar et al. (2015) shows that tensor power iteration with an SVD-based initialization converges in $O(\log d)$ steps for $k = O(d)$. In Anandkumar et al. (2017), the authors prove that tensor power method successfully recovers one of the $a_i$’s in $O(\log \log d)$ iterations, given that its initialization has non-trivial correlations with the true components. As a comparison, our Theorem 1.1 shows that the $O(\log d)$ bound on the number of iterations does not hold for randomly-initialized power iteration, and establishes that polynomially many steps are necessary for convergence in the overcomplete regime. To the best of our knowledge, this is the first result that provides a lower bound on the computational complexity of tensor power iteration. From a more fundamental point of view, we also show that tensor power iterates are “trapped” in a small neighborhood around its initialization for polynomially many steps.

Although the power method fails to converge in logarithmic many steps as conjectured, we still believe that it will correctly learn one of the tensor components when $k \ll d^2$ within polynomial time. We present numerical evidence as Fig. 1 in Section 4 to support our claim. Establishing a rigorous positive result for tensor power iteration in this regime is challenging, and we leave it as an interesting open question for future work. As an alternative, we present here a weaker result suggesting the correctness of tensor power iteration.
Theorem 1.2 (Increasing objective function, informal, see Theorem 3.2) For \( d^{3/2} \ll k \ll d^2 \), starting from random initialization, with high probability the objective function \( S \) is strictly increasing along the power iteration path up to finitely many steps.

According to Ge and Ma (2017), the tensor components are the only local maximizers of \( S \) on a superlevel set that is slightly better than random initialization. Their result, together with Theorem 1.2 suggest that, in order to prove convergence of tensor power iteration, it suffices to show that the objective function \( S \) eventually surpasses a small threshold determined in Ge and Ma (2017).

Proof technique. Our proof is based on the Gaussian conditioning technique, and is similar to the analysis of the Approximate Message Passing (AMP) algorithm (Bayati and Montanari, 2011). The majority of prior AMP theory can only accommodate a constant number of iterations (i.e., the number of iterations of the Approximate Message Passing (AMP) algorithm (Bayati and Montanari, 2011). The majority of the theoretical analysis of general iterative algorithms. In Section 3 we state formally our main theorems and sketch their proofs, with all technical details deferred to the appendices. Section 4 provides some useful numerical experiments that support our theoretical results. We provide in Section 5 several concluding remarks and discuss possible future directions.

2. Preliminaries

2.1. Notation

For \( x \in \mathbb{R}^d \) and \( S \in \mathbb{R}^{d \times k} \), we denote by \( \Pi_S(x) \) the projection of \( x \) onto the column space of \( S \), and let \( \Pi_S^\perp(x) = x - \Pi_S(x) \). For two vectors \( u \) and \( v \) of the same dimension, we use \( \langle u, v \rangle \) to represent their inner product, and denote by \( \| u \|_p \) the \( p \)-norm of \( u \) for \( p \geq 1 \). We use the notation \( \odot \) to represent the Hadamard product of vectors and matrices. Furthermore, for \( x \in \mathbb{R}^d \) we define \( x^k = x \odot x \cdots \odot x \), the Hadamard product of \( k \) copies of \( x \). For a matrix \( X \), we denote by \( X^\dagger \) the pseudoinverse of \( X \). We denote by \( e_k \) the \( k \)-th standard basis in any Euclidean space.

We denote by \( S^{d-1}(r) \), the sphere in \( \mathbb{R}^d \) centered at the origin with radius \( r \). For random variables \( X, Y \), we write \( X \perp Y \) if \( X \) is independent of \( Y \). For a collection of random variables \( \{X_i\}_{i \in I} \), we use \( \sigma(\{X_i\}_{i \in I}) \) to represent the \( \sigma \)-algebra generated by these random variables.

For \( n \in \mathbb{N}_+ \), we define the set \( [n] := \{1, 2, \ldots, n\} \). For two sequences of positive numbers \( \{a_n\}_{n \in \mathbb{N}_+}, \{b_n\}_{n \in \mathbb{N}_+} \), we say \( a_n \ll b_n \) if \( a_n/b_n \to 0 \) as \( n \to \infty \), and \( a_n \asymp b_n \) if \( a_n = O(b_n) \) and \( b_n = O(a_n) \). For
Let \( \{c_n\}_{n \in \mathbb{N}_+} \subseteq \mathbb{R} \), we say \( c_n = o_n(1) \) if \( c_n \to 0 \) as \( n \to \infty \). For a sequence of events \( \{E_n\}_{n \in \mathbb{N}_+} \), we say that \( E_n \) happens with high probability if \( \mathbb{P}(E_n) = 1 - o_n(1) \).

We reserve \( O_P \) and \( o_P \) as the standard big-O/small-o in probability notations: For a set of random variables \( \{X_n\}_{n \geq 1} \) and a sequence of positive numbers \( \{a_n\}_{n \geq 1} \), we say \( X_n = O_P(a_n) \) if and only if for all \( \delta > 0 \), \( \lim_{n \to \infty} \mathbb{P}(|X_n/a_n| > \delta) \to 0 \). Similarly, we say \( X_n = o_P(a_n) \) if and only if for all \( \delta > 0 \), there exists \( M, N \in \mathbb{R}_+ \), such that \( \mathbb{P}(|X_n/a_n| > M) < \delta \) for all \( n > N \).

Throughout the proof, with a slight abuse of notation, we use capital letter \( C \) to represent various numerical constants, the values of which might not necessarily be the same in each occurrence.

### 2.2. Tensor power iteration

Using the rank-one decomposition of \( T \), we can reformulate the tensor power iteration stated in Eq. (1) as follows:

\[
x_t = \sqrt{d} \cdot \sum_{i=1}^{k} (a_i, x_{t-1})^3 a_i \\
\text{for } t \geq 1.
\]

For notational convenience, we recast \( x_t \) as \( \tilde{x}_t \), and redefine

\[
x_t := \sum_{i=1}^{k} (a_i, \tilde{x}_{t-1})^3 a_i = A^T(A\tilde{x}_{t-1})^3,
\]

where we recall that \( A \in \mathbb{R}^{k \times d} \) is the matrix whose \( i \)-th row is \( a_i^T \). In other words, \( x_t \) is the gradient of \( S(x) = \|Ax\|_4^4 \) at \( \tilde{x}_{t-1} \), and \( \tilde{x}_t \) is the projection of \( x_t \) onto \( \mathbb{S}^{d-1}(\sqrt{d}) \):

\[
x_t = A^T(A\tilde{x}_{t-1})^3, \quad \tilde{x}_t = \sqrt{d} \cdot \frac{x_t}{\|x_t\|_2}.
\]

We introduce some useful intermediate variables: \( y_t = A\tilde{x}_{t-1}, f_t = y_t^3 \). Using these intermediate variables, tensor power iteration can be decomposed into the following steps:

\[
y_t = A\tilde{x}_{t-1}, \quad f_t = y_t^3, \quad x_t = A^T f_t, \quad \tilde{x}_t = \sqrt{d} \cdot \frac{x_t}{\|x_t\|_2}.
\]

### 2.3. Intuition behind slow convergence

We now provide a heuristic justification for Theorem 1.1 through analyzing the first step of power iteration. Indeed, we show that for any initialization \( x_0 \in \mathbb{S}^{d-1}(\sqrt{d}) \) that is independent of \( T \), the normalized first iterate \( \tilde{x}_1 \) (defined in Eq. (3)) must lie in a small neighborhood of \( x_0 \) with high probability. This claim is made precise by the following proposition:

**Proposition 2.1** Let \( x_0 \in \mathbb{S}^{d-1}(\sqrt{d}) \) be independent of \( A \), and \( \tilde{x}_1 \) be defined as per Eq. (3). Furthermore, we assume \( k \asymp d^c \) for some \( c \in (3/2, 2) \), and let \( \eta \) be a small positive constant satisfying \( \eta < (c - 1)/2 \). Then, with probability at least \( 1 - C_0 \exp(-C_1d^\min(2c/(4+\eta), 2)) \), it holds that \( \|\tilde{x}_1 - x_0\|_2 \leq C_2d^{(1-c)/2 + \eta} \|x_0\|_2 \), where \( C_0, C_1, C_2 > 0 \) are absolute constants.

**Proof** By rotational invariance, we may assume without loss of generality that \( x_0 = \sqrt{d} \cdot e_1 = (\sqrt{d}, 0, \cdots, 0)^T \), which implies that

\[
\sum_{i=1}^{k} (a_i, x_0)^3 a_i = \sum_{i=1}^{k} d^{3/2} a_i^3 = \left( d^{3/2} \sum_{i=1}^{k} a_i^4, d^{3/2} \sum_{i=1}^{k} a_i^3 a_i^2, \cdots, d^{3/2} \sum_{i=1}^{k} a_i^3 a_i^d \right).
\]


Since $a_{ij} \sim \text{i.i.d. } N(0, 1/d)$, applying Theorem D.3 gives the following concentration bounds:

$$
P\left(\left\| \sum_{i=1}^{k} a_{i}^{1} - \frac{3k}{d^{2}} \right\| \geq t \right) \leq C_{0} \exp\left(-C_{1} \cdot \min\left\{ \frac{t^{2}d^{4}}{k}, d^{\sqrt{t}} \right\} \right), \quad (6)
$$

$$
P\left(\left\| \sum_{i=1}^{k} a_{i}^{3} a_{i} \right\| \geq t \right) \leq C_{0} \exp\left(-C_{1} \cdot \min\left\{ \frac{t^{2}d^{4}}{k}, d^{\sqrt{t}} \right\} \right), \quad \text{for } l = 2, \cdots, d. \quad (7)
$$

As a consequence, we know that

$$
P\left(\left\| \sum_{i=1}^{k} \frac{1}{d^{3/2}} (a_{i}, x_{0})^{3} a_{i} - \frac{3k}{d^{2}} e_{i} \right\|_{2} \geq t \sqrt{d} \right) \leq C_{0} d \exp\left(-C_{1} \cdot \min\left\{ \frac{t^{2}d^{4}}{k}, d^{\sqrt{t}} \right\} \right) \quad (8)
$$

$$
\Longrightarrow P\left(\left\| \frac{d}{3k} \sum_{i=1}^{k} (a_{i}, x_{0})^{3} a_{i} - x_{0} \right\|_{2} \geq d^{3} t / 3k \right) \leq C_{0} d \exp\left(-C_{1} \cdot \min\left\{ \frac{t^{2}d^{4}}{k}, d^{\sqrt{t}} \right\} \right). \quad (9)
$$

Therefore, setting $t = 3ks/d^{2.5}$, we obtain that

$$
P\left(\|x_{1}\|_{2} - \frac{3k}{\sqrt{d}} \geq \frac{3ks}{\sqrt{d}} \right) \leq C_{0} d \exp\left(-C_{1} \cdot \min\left\{ \frac{ks^{2}}{d}, \sqrt{\frac{ks}{d^{3/4}}} \right\} \right),
$$

$$
P\left(\|x_{1} - \frac{3k}{\sqrt{d}} e_{1}\| \geq \frac{3ks}{\sqrt{d}} \right) \leq C_{0} d \exp\left(-C_{1} \cdot \min\left\{ \frac{ks^{2}}{d}, \sqrt{\frac{ks}{d^{3/4}}} \right\} \right).
$$

Hence, for any $s > 0$,

$$
P\left(\|\bar{x}_{1} - x_{0}\|_{2} \geq s \sqrt{d} \right) \leq P\left(\|\bar{x}_{1} - \frac{d}{3k} \cdot x_{1}\|_{2} \geq \frac{s \sqrt{d}}{2} \right) + P\left(\|\frac{d}{3k} \cdot x_{1} - x_{0}\|_{2} \geq \frac{s \sqrt{d}}{2} \right)
$$

$$
= P\left(\|x_{1}\|_{2} - \frac{3k}{\sqrt{d}} \geq \frac{3ks}{2 \sqrt{d}} \right) + P\left(\|\frac{d}{3k} \cdot x_{1} - x_{0}\|_{2} \geq \frac{s \sqrt{d}}{2} \right)
$$

$$
\leq C_{0} d \exp\left(-C_{1} \cdot \min\left\{ \frac{ks^{2}}{d}, \sqrt{\frac{ks}{d^{3/4}}} \right\} \right),
$$

which further implies that for any $s > 0$,

$$
P\left(\|\bar{x}_{1} - x_{0}\|_{2} \geq s \sqrt{d} \right) \leq C_{0} d \exp\left(-C_{1} \cdot \min\left\{ \frac{ks^{2}}{d}, \sqrt{\frac{ks}{d^{3/4}}} \right\} \right). \quad (10)
$$

Recall that $k \asymp d^{c}$, then choosing $s = d^{(1-c)/2+\eta}$ yields the desired result.

The above proposition implies that $\|\bar{x}_{1} - x_{0}\|_{2} / \|x_{0}\|_{2}$ is polynomially small in $d$ with high probability $(1 - \exp(-\Omega(d^{c})))$. If we can establish similar upper bounds for power iterations up to $t = \text{poly}(d)$, then we are in good shape as it requires at least polynomially many iterates for the power method to escape the neighborhood of $x_{0}$ of (an arbitrarily small) constant radius and in turn converges to any of the tensor components. In the following sections, we show that this is indeed the case by leveraging the Gaussian conditioning argument and extend its analysis to polynomially many steps.
2.4. Gaussian conditioning

In this section, we present a Gaussian conditioning lemma, which enables us to decompose each step of the power iteration as the sum of projections onto its previous iterates and an independent component. This lemma can be viewed as a multi-step generalization of Lemma 3.1 in Montanari and Wu (2022a), and is proved using the properties of Gaussian conditional distribution.

Recalling the variables defined in Eq. (4), we further denote by $F_{1:t} \in \mathbb{R}^{k \times t}$ the matrix whose $i$-th column is $f_i$, and $X_{0:t} \in \mathbb{R}^{d \times (t+1)}$ the matrix whose $j$-th column is $x_{j-1}$. We define $f_t^\perp = \Pi_{F_{t-1}^\perp}^T(f_t)$, $x_t^\perp = \Pi_{X_{0:t-1}}^T(x_t)$, and $\tilde{x}_t^\perp = \Pi_{X_{0:t-1}}^T(\tilde{x}_t)$. Note that $f_t^\perp \in \mathbb{R}^k$ and $x_t^\perp, \tilde{x}_t^\perp \in \mathbb{R}^d$. The following lemma will be used several times throughout our proof:

**Lemma 2.2 (Gaussian conditioning)** For $s, t \in \mathbb{N}$, we define the sigma-algebra:

$$F_{s,t} := \sigma(x_0, \cdots, x_s, y_1, \cdots, y_t).$$

Then, we have the following decompositions:

$$x_t = \sum_{i=0}^{t-1} \tilde{x}_i^\perp \frac{\langle h_{i+1}, f_i \rangle}{\|\tilde{x}_i^\perp\|^2} + \Pi_{X_{0:t-1}}^T f_t^\perp,$$

$$y_{t+1} = \sum_{i=1}^{t} h_i \cdot \frac{\langle \tilde{x}_{i-1}, x_i \rangle}{\|\tilde{x}_{i-1}\|^2} + h_{t+1}$$

$$= \sum_{i=1}^{t+1} \Pi_{F_{t-1}^\perp} A_i \tilde{x}_{i-1} \frac{\langle \tilde{x}_{i-1}, x_i \rangle}{\|\tilde{x}_{i-1}\|^2} + \sum_{i=2}^{t+1} f_{i-1}^\perp \frac{\langle \tilde{x}_{i-1}, \tilde{x}_{i-1}^\perp \rangle}{\|f_{i-1}^\perp\|^2} \cdot \frac{\langle \tilde{x}_{i-1}^\perp, \tilde{x}_t \rangle}{\|\tilde{x}_{i-1}^\perp\|^2},$$

where $A_t, \tilde{A}_{t+1} \in \mathbb{R}^{k \times d}$ satisfy $A_t \overset{d}{=} \tilde{A}_{t+1} \overset{d}{=} A$, and

$$\tilde{A}_t \perp \sigma(F_{t-1,t} \cup \sigma(A_1, \cdots, \tilde{A}_{t-1}, A_1, \cdots, A_t)), \quad \tilde{A}_{t+1} \perp \sigma(F_{t,t} \cup \sigma(A_1, \cdots, \tilde{A}_t, \tilde{A}_1, \cdots, \tilde{A}_t)).$$

Further, the sequence $\{h_t\}$ is defined via

$$h_{t+1} = f_{t}^\perp \cdot \frac{\langle x_{t}, \tilde{x}_{t}^\perp \rangle}{\|f_{t}^\perp\|^2} + \Pi_{F_{t}^\perp} \tilde{A}_{t+1} \tilde{x}_{t}^\perp.$$

The proof of Lemma 2.2 is provided in Appendix C.

3. Proof overview

We give in this section a formal statement of our main theorem, and provide an overview of its proof. We postpone the full version of the proof to Appendix A.

**Theorem 3.1** Assume $d, k, T \to \infty$ simultaneously satisfying $d^{3/2} \ll k \ll d^2$, and that

$$T = T(k, d) \ll (\log k)^{-1/3} \cdot \frac{k^{2/3}}{d}.$$  

Then for any $\varepsilon > 0$, with probability $1 - o_d(1)$, the following result holds for all $0 \leq t \leq T$:

$$\frac{1}{\sqrt{d}} \max_{i \in [k]} |\langle \tilde{x}_t, a_i \rangle| \leq \varepsilon.$$

(14)

That is to say, tensor power iteration fails to identify any true component in $T(k, d)$ steps.
Then, it suffices to upper bound \( \| \circ \). By definition, we have \( y = \sum_{i=1}^{k} a_i \circ 2^{m} \). Tensor power iteration for decomposing \( T \) is defined as the following iteration:

\[
x_t = A^T(A x_{t-1})^{2m-1}, \quad x_t = \sqrt{d} \cdot \frac{x_t}{\|x_t\|_2}.
\]

Similar to the proof of Theorem 3.1, we obtain that under the condition \( d^{(2m-1)/m} \ll k \ll d \), as long as tensor power iteration starts from a random initialization and

\[
T \ll (\log k)^{-1/3} \cdot \min \left\{ k^{1/2m}, \frac{k^{m/(2m-1)}}{d} \right\},
\]

then for all fixed \( \varepsilon > 0 \), with probability \( 1 - o_d(1) \), Eq. (14) holds for all \( 0 \leq t \leq T \). The proof of this claim is similar to the proof of Theorem 3.1, and we skip it here for the sake of simplicity.

Remark 3.2 Using a similar argument, we can show that projected gradient descent requires at least polynomially many steps to converge to any tensor component as well.

We also state here a formal version of Theorem 1.2, whose proof is provided in Appendix B:

Theorem 3.2 Recall that \( S(x) = \sum_{i=1}^{k} (a_i, x)^4 \) for \( x \in S^{d-1}(\sqrt{d}) \). Assume \( d, k \to \infty \) simultaneously satisfying \( d^{3/2} \ll k \ll d^2 \). Then for any \( T_c \in \mathbb{N}_+ \) that does not grow with \( k \) and \( d \), the following holds with high probability: For all \( t = 0, 1, \cdots, T_c \), we have

\[
S(\tilde{x}_t) = 3k + 20td + o_P(d).
\]

As a consequence, with probability \( 1 - o_d(1) \) we have \( S(\tilde{x}_{t+1}) > S(\tilde{x}_t) \) for all \( 0 \leq t \leq T_c - 1 \).

3.1. Proof sketch of Theorem 3.1

By definition, we have \( y_t = A \tilde{x}_{t-1} \). Therefore, in order to prove Theorem 3.1, it suffices to show with probability \( 1 - o_d(1) \), \( \| y_t \|_\infty \leq \varepsilon \sqrt{d} \) for all \( 0 \leq t \leq T \). We will prove a stronger version of this result, namely \( \| y_t \|_4 \leq \varepsilon \sqrt{d} \). To this end, we use Eq. (12) in Lemma 2.2 and decompose \( y_t \) as \( y_t = w_t - \eta_t + v_t \), where

\[
w_t = \sum_{i=1}^{t} \tilde{A}_i \tilde{x}_{i-1}^\perp \cdot \frac{\langle \tilde{x}_{i-1}^\perp, \tilde{x}_{t-1} \rangle}{\| \tilde{x}_{i-1}^\perp \|_2^2},
\]

\[
\eta_t = \sum_{i=1}^{t-1} \sum_{j=1}^{i-1} f_j^\perp \cdot \frac{\langle f_j^\perp, \tilde{A}_i \tilde{x}_{i-1}^\perp \rangle}{\| f_j^\perp \|_2^2} \cdot \frac{\langle \tilde{x}_{i-1}^\perp, \tilde{x}_{t-1} \rangle}{\| \tilde{x}_{i-1}^\perp \|_2^2},
\]

\[
v_t = \sum_{i=2}^{t} f_i^\perp \cdot \frac{\langle x_{i-1}, \tilde{x}_{i-1}^\perp \rangle}{\| f_i^\perp \|_2^2} \cdot \frac{\langle \tilde{x}_{i-1}^\perp, \tilde{x}_{t-1} \rangle}{\| \tilde{x}_{i-1}^\perp \|_2^2}.
\]

By triangle inequality, we have

\[
\| y_t \|_4 \leq \| w_t \|_4 + \| \eta_t \|_4 + \| v_t \|_4 \leq \| w_t \|_4 + \| \eta_t \|_2 + \| v_t \|_2.
\]

Then, it suffices to upper bound \( \| w_t \|_4, \| \eta_t \|_2 \), and \( \| v_t \|_2 \) respectively.

Upper bounding \( \| w_t \|_4 \) and \( \| \eta_t \|_2 \). For future convenience, define

\[
z_i = \tilde{A}_i \tilde{x}_{i-1}^\perp \cdot \frac{\sqrt{d}}{\| \tilde{x}_{i-1}^\perp \|_2^2}, \quad \alpha_{i,t} = \frac{\langle \tilde{x}_{i-1}^\perp, \tilde{x}_{t-1} \rangle}{\sqrt{d} \| \tilde{x}_{i-1}^\perp \|_2^2}.
\]
Then, we can write \( w_t = \sum_{i=1}^t \alpha_i z_i \) and \( \eta_t = \sum_{i=1}^t \alpha_i \Pi_{F_{i-1}} z_i \). Moreover, one can show that \( z_i \sim_{i.d.} \mathcal{N}(0, I_k) \) and \( \sum_{i=1}^t \alpha_i^2 = 1 \). Using standard probability tools, we obtain that there exists a numerical constant \( C > 0 \), such that the following result holds with high probability (see Lemma A.1 and A.2 for more details):

\[
\|w_t\|_4 \leq Ck^{1/4} \ll \sqrt{d}, \quad \|\eta_t\|_2 \leq CT^{3/4}(\log k)^{1/4} \ll \sqrt{d} \quad \forall t \in [T].
\]

**Upper bounding** \( \|v_t\|_2 \). First, using Lemma A.3 in the appendix, we can show that \( \|v_{t+1}\|_2^2 \) is very close to \( \|\Pi_{F_0}^t (\tilde{x}_t)\|_2^2 \). Therefore, it suffices to prove that

\[
\|\Pi_{F_0}^t (\tilde{x}_t)\|_2^2 \ll d = \|x_t\|_2^2, \quad \forall t \in [T],
\]

i.e., tensor power iteration stays close to its initialization in the first \( T \) steps. To this end, we express \( \|\Pi_{F_0}^t (\tilde{x}_t)\|_2^2 \) as \( d \cdot \|\Pi_{F_0}^t (x_t)\|_2^2 / \|x_t\|_2^2 \), and estimate \( \|\Pi_{F_0}^t (x_t)\|_2^2 \) and \( \|x_t\|_2^2 \), respectively. Leveraging Lemma 2.2, we can express \( x_t \) in terms of the previous iterations, and finally establish the following recurrence relation (see Lemma A.4-A.6 for details):

\[
\frac{\|\Pi_{F_0}^t (x_t)\|_2^2}{\|x_t\|_2^2} \leq \frac{\|\Pi_{F_0}^t (x_0)\|_2^2}{\|x_0\|_2^2} \leq U_{k,d,T} \left( \frac{\|\Pi_{F_0}^t (x_{t-1})\|_2^2}{\|x_{t-1}\|_2^2} \right),
\]

where \( U_{k,d,T} \) is an increasing function. See the proof of Theorem 3.1 for its explicit definition.

**Analysis of** \( U_{k,d,T} \). Note that the above inequality and the properties of \( U_{k,d,T} \) imply:

\[
\frac{\|\Pi_{F_0}^t (x_t)\|_2^2}{\|\Pi_{F_0}^t (x_0)\|_2^2} \leq U_{k,d,T}^t \left( \frac{\|\Pi_{F_0}^t (x_0)\|_2^2}{\|x_0\|_2^2} \right) = U_{k,d,T}^t (0), \quad \text{for all} \ t \in [T].
\]

Hence, it suffices to show that \( U_{k,d,T}^t (0) \ll 1 \) for all \( t \in [T] \). This is achieved by establishing that

\[
U_{k,d,T}^t (x) \leq \left( 1 + \frac{1}{2T} \right)^t x, \quad \forall x \in [\varepsilon_{k,d}, 2\varepsilon_{k,d}], \quad (15)
\]

where \( \varepsilon_{k,d} \ll 1 \) explicitly depends on \( k \) and \( d \). It finally follows that

\[
U_{k,d,T}^t (0) \leq U_{k,d,T}^t (\varepsilon_{k,d}) \leq \left( 1 + \frac{1}{2T} \right)^t \cdot \varepsilon_{k,d} \leq \sqrt{\varepsilon_{k,d}} \leq 2\varepsilon_{k,d},
\]

where the last inequality guarantees that Eq. (15) can be repeatedly applied to control \( U_{k,d,T}^t (\varepsilon_{k,d}) \). This completes the proof sketch of Theorem 3.1.

**4. Numerical experiments**

We present in this section several numerical experiments that support our theory. In the following experiments, we generate random tensors, and run tensor power method (1) starting from random initialization over the unit sphere. If the iterates converge to one of the components (up to signs), then we call it a success.

We investigate the success region for tensor power method in our first experiment. In this experiment, we run power method for 1000 iterations, and repeat this procedure for 1000 times independently for each pair of \((k, d)\). We record the corresponding empirical success rates, and plot these success rates for different
Figure 1: Success probability of tensor power iteration for varying \( k \) and \( d \).

\((k,d)\) as a heat map shown by Fig. 1. From the plot, we see that the success rate undergoes a sharp phase transition around the boundary \( \log k = 2 \log d \). Our experiment suggests that for \( k \ll d^2 \), tensor power iteration succeeds with high probability, and when \( k \gg d^2 \) it fails with high probability. This matches the success region of SOS-based methods, which is also the conjectured region for possible recovery with polynomial-time algorithms.

In our second experiment, we fix \( \log k/\log d = 1.8 \), and varies \( d \) and \( T \). Again we repeat the experiment 1000 times for each pair of \((d,T)\), and record the estimated success probability after \( T \) steps of power iteration. We present the outcomes in Fig. 2. The heatmap shows that polynomially many steps are necessary for tensor power iteration to converge, since \( \log T \) scales linearly with \( \log d \) around the success/failure boundary. This observation validates Theorem 3.1.

Figure 2: Success probability of tensor power iteration for varying \( d \) and \( T \).
We illustrate Theorem 3.2 in our third experiment. In this experiment, we record the values of the score function $S$ for the first few iterations along the power iteration path, and compare them with the corresponding theoretical predictions given by Theorem 3.2. We repeat such procedure for 1000 times independently, and present the outcomes in Fig. 3, which justifies the correctness of the theorem.

![Figure 3: Theoretical predictions of $S$ along the power iteration paths versus the corresponding empirical values. Outcomes are averaged over 1000 independent experiments. The error bars reflect the intervals determined by two times the empirical standard deviation.](image)

5. Conclusion

We analyze the dynamics of randomly initialized tensor power iteration in the overcomplete regime, using the Gaussian conditioning technique. We prove that it takes polynomially many iterates for the power method to find a true component of a random even-order tensor, thus refuting the previous conjecture that tensor power iteration converges in logarithmically many steps. We also establish that along the power iteration path, a popular polynomial objective function for tensor decomposition is strictly increasing for finitely many steps. Extensive numerical studies verify our theoretical results.

Our work leads to a number of fascinating open problems. First, it would be interesting to understand whether the power method indeed converges to a tensor component in polynomially many steps, within the regime where SOS-based methods succeed. One possible direction is to extend our analysis in Theorem 3.2 to polynomially many iterations. Another appealing direction is to generalize our results to the case of odd-order tensors, for which the power iterates will no longer stay in a small neighborhood of the initialization.
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Appendix A. Analysis of tensor power iteration: Proof of Theorem 3.1

This section will be devoted to proving Theorem 3.1. For \( t \in \mathbb{N}_+ \), we define

\[
\begin{align*}
  g_t &= \sum_{i=1}^{t} \Pi_{\widetilde{F}_{i+1}} \bar{A}_i \bar{\mathbf{x}}_{i+1} \cdot \langle \bar{\mathbf{x}}_{i+1}, \bar{x}_{i+1} \rangle - \frac{\| \bar{\mathbf{x}}_{i+1} \|^2}{2}, \\
  v_t &= \sum_{i=2}^{t} f_{i-1}^{T} \cdot \langle x_{i-1}, \bar{\mathbf{x}}_{i-1} \rangle - \frac{\| f_{i-1} \|^2}{2}, \\
  \eta_t &= \sum_{i=1}^{t-1} f_{i}^{T} \cdot \langle f_{i}, \bar{\mathbf{x}}_{i-1} \rangle - \frac{\| f_{i} \|^2}{2}.
\end{align*}
\]

By Theorem 2.2 we have \( y_t = g_t + v_t \). Applying Minkowski’s inequality and power mean inequality, we deduce that \( \| y_t \|^4 \leq 8(\| g_t \|^4 + \| v_t \|^4) \). Notice that if Eq. (14) does not hold, since \( y_t = A\bar{x}_{t-1} \), then there exists \( 1 \leq t \leq T \) such that \( \| y_t \|^4 \geq \epsilon^4 d^2 \). As a result, in order to prove Theorem 3.1, it suffices to show with high probability, \( \| y_t \|^4 < \epsilon^4 d^2 \) for all \( t \in [T] \). This further reduces to upper bounding \( \| g_t \|^4 \) and \( \| v_t \|^4 \).

We first provide an upper bound for \( \| g_t \|^4 \). To this end, we define

\[
\begin{align*}
  w_t &= \sum_{i=1}^{t} \bar{A}_i \bar{\mathbf{x}}_{i-1} \cdot \langle \bar{\mathbf{x}}_{i-1}, \bar{x}_{i-1} \rangle, \\
  \eta_t &= \sum_{i=1}^{t-1} \sum_{j=1}^{i} f_j^{T} \cdot \langle f_j, \bar{\mathbf{x}}_{i-1} \rangle - \frac{\| f_j \|^2}{2}.
\end{align*}
\]

We immediately see that \( g_t = w_t - \eta_t \), thus upper bounding \( \| g_t \|^4 \) can be achieved via upper bounding \( \| w_t \|^4 \) and \( \| \eta_t \|^4 \), respectively. As \( \bar{A}_i \perp \mathcal{F}_{i-1} \), intuitively speaking, this suggests that \( w_t \) behaves like a \( k \)-dimensional random vector with i.i.d. standard Gaussian entries. Therefore, with high probability \( w_t \) has \( \ell^2 \)-norm of order \( k \). On the other hand, observe that \( \eta_t \) is the sum of projections of random vectors onto low-dimensional subspaces, which only accounts for a small proportion of the total variation. As a result, we expect \( \| \eta_t \|^4 \) to be small.

To make these heuristic arguments concrete, we establish the following two lemmas:

**Lemma A.1** Assume \( T \ll k^{1/2} \). Then there exists a numerical constant \( C > 0 \), such that with probability \( 1 - o_d(1) \), for all \( 1 \leq t \leq T \) we have

\[
\| w_t \|^4 \leq Ck.
\]

**Lemma A.2** Assume \( T \ll k^{1/2} \). Then with probability \( 1 - o_d(1) \), for all \( 1 \leq t \leq T \) we have

\[
\| \eta_t \|^2 \leq CT^{3/4}(\log k)^{1/4} \left( \| \sum_{i=0}^{t} \bar{\mathbf{x}}_{i-1} \|^2 \right) / \sqrt{d}.
\]

Note that \( \| \eta_t \|^4 \leq \| \eta_t \|^2 \). Invoking Theorem A.1, Theorem A.2, power mean inequality and Minkowski’s inequality, we obtain that with high probability, for all \( 1 \leq t \leq T \),

\[
\| g_t \|^4 \leq 8(\| w_t \|^4 + \| \eta_t \|^4) \leq C \left( k + \left( \| \sum_{i=0}^{t} \bar{\mathbf{x}}_{i-1} \|^2 \right) / d^2 \right) \cdot \left( \log k \right) \leq C(k + T^3 \log k) \ll d^2
\]

for some numerical constant \( C > 0 \), since under the conditions of Theorem 3.1 we have \( T \ll d^{1/2} \). Therefore, in order to prove Theorem 3.1, it remains to upper bound \( \| v_{t+1} \|^4 \). In what follows, we perform a crude analysis which uses the \( \ell^2 \)-norm to control the \( \ell^4 \)-norm. We comment that a more careful analysis might lead to an improved estimate.

The next lemma establishes that the \( \ell^2 \)-norm of \( v_{t+1} \) is close to the \( \ell^2 \)-norm of \( \Pi_{\mathcal{F}_0}(\bar{x}_t) \).
Lemma A.3  Under the condition of Theorem 3.1, with probability $1 - o_d(1)$, the following result holds for all $0 \leq t \leq T - 1$:

$$
\left(1 - \frac{C \log k}{\sqrt{d}}\right) \|\Pi_{x_0}(\tilde{x}_t)\|_2^2 \leq \|u_{t+1}\|_2^2 \leq \left(1 + \frac{C \log k}{\sqrt{d}}\right) \|\Pi_{x_0}(\tilde{x}_t)\|_2^2.
$$

The rest of the analysis is devoted to upper bounding $\|\Pi_{x_0}(\tilde{x}_t)\|_2^2$. By definition, we have

$$
\|\Pi_{x_0}(\tilde{x}_t)\|_2^2 = \frac{d}{\|x_t\|_2^2} \cdot \|\Pi_{x_0}(x_t)\|_2^2.
$$

Using Eq. (11) we see that

$$
x_t = \sum_{i=0}^{t-1} \tilde{x}_i^+ \cdot \frac{\langle h_{i+1}, f_t \rangle}{\|x_i^+\|_2} + \Pi_{\tilde{X}_{0:t-1}}^T f_t^+,
$$

$$
\Pi_{x_0}(x_t) = \sum_{i=1}^{t-1} \tilde{x}_i^+ \cdot \frac{\langle h_{i+1}, f_t \rangle}{\|x_i^+\|_2} + \Pi_{\tilde{X}_{0:t-1}}^T f_t^+.
$$

According to Pythagorean theorem,

$$
\|x_t\|_2^2 = \sum_{i=0}^{t-1} \frac{\langle h_{i+1}, f_t \rangle^2}{\|x_i^+\|_2^2} + \|\Pi_{\tilde{X}_{0:t-1}}^T f_t^+\|_2^2,
$$

$$
\|\Pi_{x_0}(x_t)\|_2^2 = \sum_{i=1}^{t-1} \frac{\langle h_{i+1}, f_t \rangle^2}{\|x_i^+\|_2^2} + \|\Pi_{\tilde{X}_{0:t-1}}^T f_t^+\|_2^2.
$$

Using the definition of $h_{i+1}$ given in Eq. (13), we deduce that

$$
\frac{\langle h_{i+1}, f_t \rangle}{\|x_i^+\|_2} = \frac{\langle f_t^+, f_t \rangle}{\|f_t^+\|_2} \cdot \frac{x_i}{\|x_i^+\|_2} + \frac{\langle \Pi_{F_1}^T \tilde{A}_{i+1} x_i^+, f_t \rangle}{\|x_i^+\|_2}.
$$

Combining Eqs. (20) to (22), we obtain the following decomposition:

$$
\|x_t\|_2^2 = I + II + III,
$$

$$
\|\Pi_{x_0}(x_t)\|_2^2 = I' + II + III,
$$

where

$$
I = \sum_{i=0}^{t-1} \frac{\langle \Pi_{F_1}^T \tilde{A}_{i+1} x_i^+, f_t \rangle^2}{\|x_i^+\|_2^2},
$$

$$
I' = \sum_{i=1}^{t-1} \frac{\langle f_t^+, f_t \rangle^2}{\|f_t^+\|_2^2} \cdot \frac{x_i}{\|x_i^+\|_2} + \|\Pi_{\tilde{X}_{0:t-1}}^T f_t^+\|_2^2,
$$

$$
II = \sum_{i=1}^{t-1} \frac{\langle f_t^+, f_t \rangle^2}{\|f_t^+\|_2^2} \cdot \frac{x_i}{\|x_i^+\|_2} + \|\Pi_{\tilde{X}_{0:t-1}}^T f_t^+\|_2^2,
$$

$$
III = \sum_{i=1}^{t-1} \frac{2 \langle x_i, x_i^+ \rangle \langle f_t^+, f_t \rangle \langle \Pi_{F_1}^T \tilde{A}_{i+1} x_i^+, f_t \rangle}{\|x_i^+\|_2^2 \|f_t^+\|_2}.
$$

Next, we will show that terms II and III are negligible comparing to terms I and I’. Note that by Cauchy-Schwarz inequality, $\|III\| \leq 2 \sqrt{I' \times II}$, namely the term III is controlled by II. This motivates us to first provide an upper bound for term II.
Lemma A.4  Under the condition of Theorem 3.1, with probability $1 - o_d(1)$, for all $1 \leq t \leq T$ we have (note that $1$ depends on $t$ as well)

$$
\left(1 - \frac{C \log k}{\sqrt{d}}\right) \left\| f_t \right\|_2^2 \leq \mathbb{I} \leq \left(1 + \frac{C \log k}{\sqrt{d}}\right) \left\| f_t \right\|_2^2.
$$

The following lemma establishes an upper bound on $\left\| f_t \right\|_2^2$:

Lemma A.5  Under the condition of Theorem 3.1, there exists a numerical constant $C > 0$, such that with probability $1 - o_d(1)$, for all $1 \leq t \leq T$ we have

$$
\left\| f_t \right\|_2^2 \leq C \left( k + \left\| \Pi_{x_0}^i (\tilde{x}_{t-1}) \right\|_2^6 \right).
$$

With the aid of Theorem A.4 and Theorem A.5, we obtain that with high probability

$$
\mathbb{I} \leq C \left( k + \left\| \Pi_{x_0}^i (\tilde{x}_{t-1}) \right\|_2^6 \right)
$$

for all $1 \leq t \leq T$ and some positive numerical constant $C$. Next, we analyze terms $l$ and $l'$. To achieve this goal, we find the following lemma useful:

Lemma A.6  Under the condition of Theorem 3.1, there exists a numerical constant $C > 0$, such that with probability $1 - o_d(1)$, for all $0 \leq i < t \leq T$, we have

$$
\left| \frac{\langle \Pi_{x_{t-1}}^i \tilde{A}_{t+1} \tilde{x}_{t+1}^i, f_t \rangle}{\left\| \tilde{x}_t^i \right\|_2^2} - \frac{3k}{d} \frac{\left\| \tilde{x}_t^i, \tilde{x}_{t-1} \right\|}{\left\| \tilde{x}_t^i \right\|_2} \right| 
\leq C \left( \sqrt{\frac{kT \log k}{d}} + \sqrt{\frac{T}{d} \left\| \Pi_{x_0}^i (\tilde{x}_{t-1}) \right\|_2^3} + \sqrt{\frac{k \log k}{d}} \left\| \Pi_{x_0}^i \tilde{x}_{t-1} \right\|_2 \right).
$$

Now we are in position to finish the proof of Theorem 3.1. For future convenience, we hereby establish a general framework for the analysis of tensor power iteration dynamics, based on Theorem A.1 to Theorem A.6. To begin with, let us denote

$$
P_t = \left\| \Pi_{x_0}^i (\tilde{x}_{t}) \right\|_2^2, 
Q_t = \left\| \Pi_{x_0} (\tilde{x}_{t}) \right\|_2^2.
$$

Then, we know that $P_t + Q_t = \left\| \tilde{x}_{t} \right\|_2^2 = d$, and that

$$
P_t \frac{P_t}{Q_t} = \left\| \Pi_{x_0}^i (x_t) \right\|_2^2 = \frac{P_t}{Q_t} \frac{V + \mathbb{I} + \mathbb{III}}{1 - V'}.
$$

Recall that our aim is to show that $\left\| u_t \right\|_2^4 \ll d^2$ for all $1 \leq t \leq T$. According to Theorem A.3, this amounts to proving that $P_t \ll Q_t$ for all $t \in [T]$. Define the stopping time

$$
T_k = \inf \{ t \in \mathbb{N}_+ : P_t \geq k^{1/3} \}.
$$

Since $k^{1/3} \ll d$, it then suffices to show that $T_k \geq T(k, d)$ with high probability, where $T(k, d)$ is defined in the statement of Theorem 3.1.

Step 1. A lower bound for $l - l'$. By definition, we know that

$$
l - l' = \frac{\langle A_{t} x_{0}, f_t \rangle^2}{\left\| x_0 \right\|_2^2}.
$$
Note that the proof of Theorem A.6 also implies that

\[
\frac{\langle \tilde{A}_1 \tilde{x}_0, f_t \rangle}{\|\tilde{x}_0\|_2} - \frac{3k}{d} \sqrt{Q_{t-1}} \leq C \left( \sqrt{\frac{kT \log k}{d}} + \sqrt{\frac{\log k}{d} \|\Pi^\perp_{x_0}(\tilde{x}_{t-1})\|_2^3} + \sqrt{\frac{k \log k}{d} \|\Pi^\perp_{x_0} \tilde{x}_{t-1}\|_2^3} \right)
\]

\[
= C \left( \sqrt{\frac{kT \log k}{d}} + \sqrt{\frac{\log k}{d} P_{t-1}^{3/2}} + \sqrt{\frac{k \log k}{d} P_{t-1}^{1/2}} \right)
\]

\[
= C (\log k)^{1/2} \left( \sqrt{\frac{kT}{d}} + \frac{1}{\sqrt{d}} P_{t-1}^{3/2} + \sqrt{\frac{k}{d} P_{t-1}^{1/2}} \right).
\]

For \( t \leq T_k \), we have \( Q_{t-1} \sim d \), thus leading to the estimate:

\[
I' = \frac{\langle \tilde{A}_1 \tilde{x}_0, f_t \rangle}{\|\tilde{x}_0\|_2^2} \geq \frac{9k^2}{d^2} Q_{t-1} \cdot \left( 1 - \frac{C (\log k)^{1/2} \left( \sqrt{\frac{kT}{d} + \sqrt{\frac{\log k}{d} P_{t-1}^{3/2}} + \sqrt{\frac{k \log k}{d} P_{t-1}^{1/2}} \right)}{3k \sqrt{Q_{t-1}}} \right)^2
\]

\[
\geq \frac{9k^2}{d^2} Q_{t-1} \cdot \left( 1 - C (\log k)^{1/2} \left( k^{-1/2} T^{1/2} + k^{-1} P_{t-1}^{3/2} + k^{-1/2} P_{t-1}^{1/2} \right) \right)^2.
\]

Hence, it follows that

\[
\frac{1}{I - I'} \leq \frac{d^2}{9k^2 Q_{t-1}} \cdot \left( 1 + C (\log k)^{1/2} \left( k^{-1/2} T^{1/2} + k^{-1} P_{t-1}^{3/2} + k^{-1/2} P_{t-1}^{1/2} \right) \right),
\]

where the last line is due to the fact that

\[
(\log k)^{1/2} \left( k^{-1/2} T^{1/2} + k^{-1} P_{t-1}^{3/2} + k^{-1/2} P_{t-1}^{1/2} \right) = o(1).
\]

Since by our assumption, \( T \ll k^{1/3} \), and \( P_{t-1} \leq k^{1/3} \).

**Step 2. An upper bound for** \( I' + II + III \). Using Cauchy-Schwarz inequality, we get

\[
I' + II + III \leq I' + II + 2 \sqrt{I' \times II} = \left( \sqrt{I'} + \sqrt{II} \right)^2.
\]
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To upper bound $\sqrt{V}$, we note that

$$
\sqrt{V} - \frac{3k}{d} \sqrt{P_{t-1}} = \frac{\|\mathbf{r} - 9k^2 P_{t-1}/d^2\|}{\sqrt{V} + \frac{3k}{d} \sqrt{P_{t-1}}/d}
$$

$$
\leq \frac{1}{\sqrt{V} + \frac{3k}{d} \sqrt{P_{t-1}}/d} \sum_{i=1}^{t-1} \left( \frac{\langle \Pi F_{t,i} \tilde{A}_{i+1} \tilde{x}_i^+, f_i \rangle^2}{\|x_i^+\|_2^2} - \frac{9k^2}{d^2} \sum_{i=1}^{t-1} \frac{\langle \tilde{x}_i^+, \tilde{x}_{t-1} \rangle^2}{\|x_i^+\|_2^2} \right)
$$

$$
= \frac{1}{\sqrt{V} + \frac{3k}{d} \sqrt{P_{t-1}}/d} \cdot \sum_{i=1}^{t-1} \left( \frac{\langle \Pi F_{t,i} \tilde{A}_{i+1} \tilde{x}_i^+, f_i \rangle}{\|x_i^+\|_2} - \frac{3k}{d} \frac{\langle \tilde{x}_i^+, \tilde{x}_{t-1} \rangle}{\|x_i^+\|_2} \right) \left( \frac{\langle \Pi F_{t,i} \tilde{A}_{i+1} \tilde{x}_i^+, f_i \rangle + 3k}{d} \frac{\langle \tilde{x}_i^+, \tilde{x}_{t-1} \rangle}{\|x_i^+\|_2} \right)
$$

$$
\leq \frac{1}{\sqrt{V} + \frac{3k}{d} \sqrt{P_{t-1}}/d} \cdot \sum_{i=1}^{t-1} \left( \frac{\langle \Pi F_{t,i} \tilde{A}_{i+1} \tilde{x}_i^+, f_i \rangle}{\|x_i^+\|_2} - \frac{3k}{d} \frac{\langle \tilde{x}_i^+, \tilde{x}_{t-1} \rangle}{\|x_i^+\|_2} \right)^2
$$

$$
\times \sqrt{\sum_{i=1}^{t-1} \left( \frac{\langle \Pi F_{t,i} \tilde{A}_{i+1} \tilde{x}_i^+, f_i \rangle}{\|x_i^+\|_2} - \frac{3k}{d} \frac{\langle \tilde{x}_i^+, \tilde{x}_{t-1} \rangle}{\|x_i^+\|_2} \right)^2}
$$

$$
\leq C \left( \frac{k \log k}{d} T + \frac{T^2}{d} \|\Pi x_0 (x_{t-1})\|_2^2 + \sqrt{\frac{T k \log k}{d}} \|\Pi x_0 \tilde{x}_{t-1}\|_2 \right)
$$

$$
\leq C (\log k)^{1/2} \left( \frac{k \log k}{d} T + \frac{T^2}{d} P_{t-1}^{3/2} + \sqrt{\frac{T k \log k}{d}} \right),
$$

where (i) follows from Minkowski’s inequality, and (ii) follows from Theorem A.6. Using Theorem A.4 and Theorem A.5, we obtain that with high probability,

$$
\sqrt{V} \leq C \|f_t\|_2 \leq C \left( \sqrt{k} + \|\Pi x_0 (x_{t-1})\|_2^3 \right) = C \left( \sqrt{k} + P_{t-1}^{3/2} \right),
$$

thus leading to the estimate:

$$
\sqrt{V} + \sqrt{II} \leq \frac{3k}{d} \sqrt{P_{t-1}} + C (\log k)^{1/2} \left( \frac{k \log k}{d} T + \sqrt{\frac{T k \log k}{d}} P_{t-1}^{1/2} \right) + C \left( \sqrt{k} + P_{t-1}^{3/2} \right),
$$

since $T \ll d^{1/3}$ by our assumption. We finally obtain that

$$
I' + II + III \leq \left( \frac{3k}{d} \sqrt{P_{t-1}} + C (\log k)^{1/2} \left( \frac{k \log k}{d} T + \sqrt{\frac{T k \log k}{d}} P_{t-1}^{1/2} \right) + C \left( \sqrt{k} + P_{t-1}^{3/2} \right) \right)^2
$$

$$
\leq \left( \frac{3k}{d} \sqrt{P_{t-1}} + C (\log k)^{1/2} \sqrt{\frac{T k \log k}{d}} P_{t-1}^{1/2} + C \left( \sqrt{k} + P_{t-1}^{3/2} \right) \right)^2.
$$

**Step 3. Write a recurrence inequality for $P_t/Q_t$.** Combining our results from the previous steps gives the following recurrence relationship:

$$
P_t = I' + II + III \leq \frac{d^2}{9k^2 Q_{t-1}} \cdot \left( \frac{3k}{d} \sqrt{P_{t-1}} + C (\log k)^{1/2} \sqrt{\frac{T k \log k}{d}} P_{t-1}^{1/2} + C \left( \sqrt{k} + P_{t-1}^{3/2} \right) \right)^2
$$

$$
\times \left( 1 + C (\log k)^{1/2} \left( k^{-1/2} T^{1/2} + k^{-1} P_{t-1}^{3/2} + k^{-1/2} P_{t-1}^{1/2} \right) \right).
$$
Denote the right hand side of the above inequality as $U_{k,d,T}(P_{t-1}/Q_{t-1})$, then we know that $U_{k,d,T}$ is an increasing function: As $P_{t-1}/Q_{t-1}$ increases, $P_{t-1}$ increases and $Q_{t-1}$ decreases. Hence, the right hand side of the above inequality will also increase. As a consequence, we deduce that

$$\frac{P_T}{Q_T} \leq U_{k,d,T}^T \left( \frac{P_0}{Q_0} \right) = U_{k,d,T}^T (0) \leq U_{k,d,T}^T \left( \frac{k^{1/3}/2}{d - k^{1/3}/2} \right).$$

By definition of $U_{k,d,T}$, whenever

$$\frac{k^{1/3}/2}{d - k^{1/3}/2} \leq x \leq \frac{k^{1/3}}{d - k^{1/3}},$$

we have the following estimate:

$$U_{k,d,T}(x) \leq x \times \left( 1 + 2C \cdot \frac{d}{k^{2/3}} + C(\log k)^{1/2} \cdot \frac{d^{1/2}T^{1/2}}{k^{1/2}} \right)^2 \times \left( 1 + C(\log k)^{1/2} \left( \frac{T^{1/2}}{k^{1/2}} + 2k^{-1/3} \right) \right) \leq \left( 1 + \frac{Cd}{k^{2/3}} + C(\log k)^{1/2} \left( \frac{d^{1/2}T^{1/2}}{k^{1/2}} + k^{-1/3} \right) \right) \cdot x \leq \left( 1 + \frac{Cd}{k^{2/3}} + C(\log k)^{1/2} \cdot \frac{d^{1/2}T^{1/2}}{k^{1/2}} \right) \cdot x,$$

where $(i)$ and $(ii)$ both follow from our assumption: $d^{3/2} \ll k \ll d^2$. Since $k^{1/3} \ll d$, it suffices to show that for $T = T(k, d) \ll (\log k)^{-1/3} \cdot (k^{2/3}/d)$,

$$U_{k,d,T}^T \left( \frac{k^{1/3}/2}{d - k^{1/3}/2} \right) \leq \frac{k^{1/3}}{d - k^{1/3}},$$

Let $T'$ be the maximum integer such that

$$U_{k,d,T}^{T'} \left( \frac{k^{1/3}/2}{d - k^{1/3}/2} \right) \leq \frac{k^{1/3}}{d - k^{1/3}},$$

then by monotonicity of $U_{k,d,T}$ and maximality of $T'$ we know that

$$\frac{k^{1/3}}{d - k^{1/3}} \leq U_{k,d,T}^{T'+1} \left( \frac{k^{1/3}/2}{d - k^{1/3}/2} \right) \leq \left( 1 + \frac{Cd}{k^{2/3}} + C(\log k)^{1/2} \cdot \frac{d^{1/2}T^{1/2}}{k^{1/2}} \right)^{T'+1} \times \frac{k^{1/3}/2}{d - k^{1/3}/2} \leq \exp \left( C(T' + 1) \left( \frac{d}{k^{2/3}} + (\log k)^{1/2} \cdot \frac{d^{1/2}T^{1/2}}{k^{1/2}} \right) \right) \times \frac{k^{1/3}/2}{d - k^{1/3}/2},$$

which further implies that

$$T' + 1 \geq (\log 2/C) \cdot \left( \frac{d}{k^{2/3}} + (\log k)^{1/2} \cdot \frac{d^{1/2}T^{1/2}}{k^{1/2}} \right)^{-1} \geq \frac{\log 2}{2C} \cdot \min \left\{ \frac{k^{2/3}}{d}, (\log k)^{-1/3} \cdot k^{1/6} \right\} \geq \frac{\log 2}{2C} \cdot (\log k)^{-1/3} \cdot \frac{k^{2/3}}{d} \implies T' \gtrsim (\log k)^{-1/3} \cdot \frac{k^{2/3}}{d}. $$

This completes the proof of Theorem 3.1.
A.1. Proof of Lemma A.1

For $i, t \in [T]$, we define
\[
    z_i = \tilde{A}_i \tilde{x}_{i-1}^\top \cdot \frac{\sqrt{d}}{\|\tilde{x}_{i-1}\|_2}, \quad \alpha_{i,t} = \frac{\langle \tilde{x}_{i-1}^\top, \tilde{x}_{t-1}\rangle}{\sqrt{d} \|\tilde{x}_{i-1}\|_2}.
\] (27)

We immediately see that for all $t \in [T]$, we have $\sum_{i=1}^T \alpha_{i,t}^2 = 1$, and that $w_t = \sum_{i=1}^T \alpha_{i,t} z_i$. According to Theorem 2.2, for all $i \in [T]$ we have $\tilde{A}_i \perp \sigma(F_{i-1}, \cdots, \tilde{A}_{i-1}, \tilde{A}_i, \tilde{A}_{i-1})$, we then obtain that for any $i \in [T]$ and $\{z_1, \cdots, z_{i-1}\}$, $z_i | z_1, \cdots, z_{i-1} \sim \mathcal{N}(0, I_k)$. As a result, we see that $z_1, \cdots, z_T$ are independent and identically distributed random vectors with marginal distribution $\mathcal{N}(0, I_k)$. Hence, it suffices to prove that
\[
    \sup_{\alpha \in S^{T-1}} \left\| \sum_{i=1}^T \alpha_i z_i \right\|_4^4 \leq C k
\]
with high probability. To this end, we use a covering argument. Fix $\varepsilon \in (0, 1)$ (to be determined later), let $N_\varepsilon(S^{T-1})$ be an $\varepsilon$-covering of $S^{T-1}$. Then for any $\alpha \in S^{T-1}$, there exists $\alpha' \in N_\varepsilon(S^{T-1})$ such that $\|\alpha - \alpha'\|_2 \leq \varepsilon$, thus leading to
\[
    \left\| \sum_{i=1}^T \alpha_i z_i \right\|_4^4 \leq \left\| \sum_{i=1}^T \alpha'_i z_i \right\|_4^4 + \left\| \sum_{i=1}^T (\alpha_i - \alpha'_i) z_i \right\|_4^4 \leq \sup_{\alpha \in N_\varepsilon(S^{T-1})} \left\| \sum_{i=1}^T \alpha_i z_i \right\|_4^4 + \varepsilon \cdot \sup_{\alpha \in S^{T-1}} \left\| \sum_{i=1}^T \alpha_i z_i \right\|_4^4,
\]
which further implies that
\[
    \sup_{\alpha \in S^{T-1}} \left\| \sum_{i=1}^T \alpha_i z_i \right\|_4^4 \leq \sup_{\alpha \in N_\varepsilon(S^{T-1})} \left\| \sum_{i=1}^T \alpha_i z_i \right\|_4^4 + \varepsilon \cdot \sup_{\alpha \in S^{T-1}} \left\| \sum_{i=1}^T \alpha_i z_i \right\|_4^4 \\
\Rightarrow \sup_{\alpha \in S^{T-1}} \left\| \sum_{i=1}^T \alpha_i z_i \right\|_4^4 \leq \frac{1}{1 - \varepsilon} \cdot \sup_{\alpha \in N_\varepsilon(S^{T-1})} \left\| \sum_{i=1}^T \alpha_i z_i \right\|_4^4.
\]

Now, for any fixed $\alpha \in N_\varepsilon(S^{T-1})$, we know that $\sum_{i=1}^T \alpha_i z_i \sim \mathcal{N}(0, I_k)$. According to Lemma D.3, we know that there exists a constant $C > 0$ such that
\[
    \mathbb{P} \left( \left\| \sum_{i=1}^T \alpha_i z_i \right\|_4^4 \geq C k \right) \leq C \exp(-C k^{1/2}).
\]
Applying a union bound then gives
\[
    \mathbb{P} \left( \sup_{\alpha \in N_\varepsilon(S^{T-1})} \left\| \sum_{i=1}^T \alpha_i z_i \right\|_4^4 \geq C k \right) \leq C \left( \frac{C}{\varepsilon} \right)^T \exp(-C k^{1/2}).
\]
By our assumption, $T \ll k^{1/2}$. Now we choose $\varepsilon = 1/2$, it follows that
\[
    \sup_{\alpha \in S^{T-1}} \left\| \sum_{i=1}^T \alpha_i z_i \right\|_4^4 \leq 2^4 \cdot \sup_{\alpha \in N_\varepsilon(S^{T-1})} \left\| \sum_{i=1}^T \alpha_i z_i \right\|_4^4 \leq C k
\]
with high probability. This completes the proof of Lemma A.1.
A.2. Proof of Lemma A.2

Recall the definition of \( \eta_t \) from Eq. (17):

\[
\eta_t = \sum_{i=1}^{t} \sum_{j=1}^{i-1} f_j \cdot \frac{\langle f_j, x_i^{-1} \rangle}{\|f_j\|^2} \cdot \frac{\langle x_i^{-1}, x_{i-1} \rangle}{\|x_i^{-1}\|^2} = \sum_{i=1}^{t} \alpha_i t \Pi F_{1,i-1} z_i = \sum_{i=2}^{t} \alpha_i t \Pi F_{1,i-1} z_i,
\]

where the last equality follows from the fact that \( \Pi F_{1,0} = 0 \), and the \( \alpha_i t \)'s and \( z_i \)'s are defined in the proof of Theorem A.1. We thus obtain that

\[
\|\eta_t\|^2 = \sum_{i=2}^{t} \sum_{j=2}^{t} \alpha_i t \alpha_j t \langle \Pi F_{1,i-1} z_i, \Pi F_{1,j-1} z_j \rangle \leq \sum_{i=2}^{t} \alpha_i t \|\Pi F_{1,i-1} z_i\|^2 + 2 \sum_{2 \leq i < j \leq t} |\alpha_i t \alpha_j t \langle \Pi F_{1,i-1} z_i, \Pi F_{1,j-1} z_j \rangle|,
\]

where for \( i < j \), we know that

\[
\langle \Pi F_{1,i-1} z_i, \Pi F_{1,j-1} z_j \rangle = z_j^T \Pi F_{1,j-1} \Pi F_{1,i-1} z_i = z_j^T \Pi F_{1,i-1} z_i = \text{Tr} \left( \Pi F_{1,i-1} z_i z_j^T \right).
\]

Using the same argument as in the proof of Theorem A.1, we see that for \( i < j \), \( \Pi F_{1,i-1}, z_i \sim N(0, I_k) \), and \( z_j \sim N(0, I_k) \) are mutually independent. In fact, given \( (\Pi F_{1,i-1}, z_i) \), the conditional distribution of \( z_j \) is always \( N(0, I_k) \), and given \( \Pi F_{1,i-1} \), the conditional distribution of \( z_i \) is always \( N(0, I_k) \). This further implies that

\[
\mathbb{P} \left( \left| z_j^T \Pi F_{1,i-1} z_i \right| \geq \sqrt{C \log k} \|\Pi F_{1,i-1} z_i\|_2 \left| (\Pi F_{1,i-1}, z_i) \right| \right) \leq k^{-C},
\]

\[
\mathbb{P} \left( \|\Pi F_{1,i-1} z_i\|_2 \geq \sqrt{C T} \right) \leq C \exp(-C T),
\]

where \( C > 0 \) is an absolute constant. Therefore, we conclude that with probability \( 1 - o_d(1) \), for all \( 2 \leq i < j \leq T \), one has

\[
\left| \langle \Pi F_{1,i-1} z_i, \Pi F_{1,j-1} z_j \rangle \right| \leq \sqrt{C T \log k} \|\Pi F_{1,i-1} z_i\|^2 \leq C T,
\]

thus leading to the following estimate:

\[
\|\eta_t\|^2 \leq C T \sum_{i=2}^{t} \alpha_i^2 t + 2 \sqrt{C T \log k} \sum_{2 \leq i < j \leq t} |\alpha_i t \alpha_j t| \leq C T (1 - \alpha_1^2 t) + \sqrt{C T \log k} \left( \sum_{i=2}^{t} |\alpha_i t| \right)^2 \leq C T (1 - \alpha_1^2 t) + t \sqrt{C T \log k} \sum_{i=2}^{t} \alpha_i^2 t \leq C T^{3/2} (\log k)^{1/2} (1 - \alpha_1^2 t).
\]

Note that by definition, we have

\[
1 - \alpha_1^2 t = 1 - \frac{\langle x_0^1, x_{t-1}^1 \rangle^2}{d \|x_0^1\|^2} = 1 - \frac{1}{d} \|\Pi x_0 x_{t-1}\|^2 = \frac{1}{d} \|\Pi x_0^1 x_{t-1}^1\|^2.
\]

Hence, we finally deduce that with high probability,

\[
\|\eta_t\|^2 \leq C T^{3/4} (\log k)^{1/4} \frac{\|\Pi x_0^1 x_{t-1}^1\|^2}{\sqrt{d}}
\]

for all \( t \in [T] \), as desired. This concludes the proof.
A.3. Proof of Lemma A.3

Recall the definition of $v_{t+1}$:

$$v_{t+1} = \sum_{i=1}^{t} f_i^+ \cdot \frac{\langle x_i, \bar{x}_i^+ \rangle}{\|f_i^+\|_2^2} \cdot \frac{\langle \bar{x}_i^+, \bar{x}_t \rangle}{\|\bar{x}_i^+\|_2^2}.$$  

Since $\{f_i^+\}_{1 \leq i \leq t}$ is an orthogonal set, we readily see that

$$\|v_{t+1}\|_2^2 = \sum_{i=1}^{t} \frac{\langle x_i, \bar{x}_i^+ \rangle^2}{\|f_i^+\|_2^2} \cdot \frac{\langle \bar{x}_i^+, \bar{x}_t \rangle^2}{\|\bar{x}_i^+\|_2^2}.$$

According to Theorem 2.2, we have $x_i^+ = \Pi_{\mathcal{X}_0, i-1}^T \bar{A}_i f_i^+$ where $\bar{A}_i \perp (\Pi_{\mathcal{X}_0, i-1}^T, f_i^+)$. Therefore, given $(\Pi_{\mathcal{X}_0, i-1}^T, f_i^+)$, the conditional distribution of $x_i^+$ is specified as

$$x_i^+ \sim \mathcal{N}\left(0, \Pi_{\mathcal{X}_0, i-1}^T \right) \left| \left( \Pi_{\mathcal{X}_0, i-1}^T, f_i^+ \right) \right.,$$

which further implies that $\|x_i^+\|_2^2 / \|f_i^+\|_2^2 \sim x^2 (d - i) / d$. Using standard concentration arguments, we know that with high probability for all $i \in [T]$

$$\left| \frac{\|x_i^+\|_2^2}{\|f_i^+\|_2^2} - 1 \right| \leq C \left( \frac{T}{d} + \frac{\log k}{\sqrt{d}} \right) \leq C \frac{\log k}{\sqrt{d}},$$

where the last inequality follows from the condition of Theorem 3.1: $T \ll \sqrt{d}$. With the aid of the above estimation, we deduce that

$$\|v_{t+1}\|_2^2 - \|\Pi_{\mathcal{X}_0} (\bar{x}_t)\|_2^2 = \sum_{i=1}^{t} \left( \frac{\|x_i^+\|_2^2}{\|f_i^+\|_2^2} - 1 \right) \frac{\langle \bar{x}_i^+, \bar{x}_t \rangle^2}{\|\bar{x}_i^+\|_2^2} \leq \sum_{i=1}^{t} \frac{\|x_i^+\|_2^2}{\|f_i^+\|_2^2} - 1 \cdot \frac{\langle \bar{x}_i^+, \bar{x}_t \rangle^2}{\|\bar{x}_i^+\|_2^2} \leq C \frac{\log k}{\sqrt{d}} \sum_{i=1}^{t} \frac{\langle \bar{x}_i^+, \bar{x}_t \rangle^2}{\|\bar{x}_i^+\|_2^2} = C \frac{\log k}{\sqrt{d}} \|\Pi_{\mathcal{X}_0} (\bar{x}_t)\|_2^2,$$

which completes the proof of this lemma.

A.4. Proof of Lemma A.4

The proof is similar to that of Theorem A.3. By definition, $x_i^+ = \Pi_{\mathcal{X}_0, i-1}^T \bar{A}_i f_i^+$, we get that

$$\Pi = \sum_{i=1}^{t} \frac{\langle f_i^+, f_i \rangle^2}{\|f_i^+\|_2^2} \cdot \frac{\langle x_i, x_i^+ \rangle}{\|f_i^+\|_2^2} = \sum_{i=1}^{t} \frac{\langle f_i^+, f_i \rangle^2}{\|f_i^+\|_2^2} \cdot \frac{\|x_i^+\|_2^2}{\|f_i^+\|_2^2}.$$  

From the proof of Theorem A.3 we know that, with probability $1 - o_d(1)$, for all $i \in [T]$ one has

$$\frac{\|x_i^+\|_2^2}{\|f_i^+\|_2^2} \in \left[ 1 - \frac{C \log k}{\sqrt{d}}, 1 + \frac{C \log k}{\sqrt{d}} \right].$$
which immediately implies that

\[ \|f_t\|_2^2 \leq \left( 1 + \frac{C \log k}{\sqrt{d}} \right) \sum_{i=1}^{t} \frac{\langle f_i^+, f_t \rangle^2}{\|f_i^+\|_2^2} = \left( 1 + \frac{C \log k}{\sqrt{d}} \right) \|f_t\|_2^2, \]

\[ \|f_t\|_2^2 \geq \left( 1 - \frac{C \log k}{\sqrt{d}} \right) \sum_{i=1}^{t} \frac{\langle f_i^+, f_t \rangle^2}{\|f_i^+\|_2^2} = \left( 1 - \frac{C \log k}{\sqrt{d}} \right) \|f_t\|_2^2. \]

This completes the proof.

### A.5. Proof of Lemma A.5

Note that \( y_t = w_t - \eta_t + v_t \), then by power mean inequality and Minkowski’s inequality,

\[ \|f_t\|_2^2 = \|y_t\|_6^6 = \|w_t - \eta_t + v_t\|_6^6 \leq 243 \cdot (\|w_t\|_6^6 + \|\eta_t\|_6^6 + \|v_t\|_6^6). \]

It follows from Theorem A.2 that with high probability,

\[ \|\eta_t\|_6^6 \leq \|\eta_t\|_2^2 \leq C T^{3/2} (\log k)^{3/2} \|\Pi_{x_t}^+ (\bar{x}_{t-1})\|_2^6 \]

for all \( 1 \leq t \leq T \). Leveraging Theorem A.3, we know that with high probability, for all \( 1 \leq t \leq T \) we have \( \|v_t\|_6^6 \leq \|v_t\|_2^2 \leq 2\|\Pi_{x_t}^+ (\bar{x}_{t-1})\|_2^6 \). Finally, we upper bound \( \|w_t\|_6^6 \). Recall that \( z_i \) and \( \alpha_{i,t} \) are defined in Eq. (27) in the proof of Theorem A.1. Furthermore, the following properties are satisfied: (i) \( z_1, z_2, \cdots, z_T \sim i.i.d. N(0, I_k) \); (ii) For all \( 1 \leq t \leq T \) we have \( \sum_{i=1}^{t} \alpha_{i,t}^2 = 1 \); (iii) \( w_t = \sum_{i=1}^{t} \alpha_{i,t} z_i \). Then, we can use the same covering argument as in the proof of Theorem A.1 to show that

\[ \mathbb{P} \left( \sup_{\alpha \in S^{T-1}} \left\| \sum_{i=1}^{T} \alpha_i z_i \right\|_6^6 \geq C k \right) \leq C^T \exp(-C k^{1/3}). \]

By our assumption, \( T \ll k^{1/3} \). Therefore, \( \|w_t\|_6^6 \leq C k \) with high probability. As a consequence, we deduce that

\[ \|f_t\|_2^2 \leq C \left( k + T^{3/2} (\log k)^{3/2} \|\Pi_{x_0}^+ (\bar{x}_{t-1})\|_2^6 + \|\Pi_{x_0}^+ (\bar{x}_{t-1})\|_2^6 \right) \leq C \left( k + \|\Pi_{x_0}^+ (\bar{x}_{t-1})\|_2^6 \right), \]

since \( T \ll d^{1/2} \). This completes the proof.

### A.6. Proof of Lemma A.6

Notice that

\[ \frac{\langle \Pi_{F_{i,t}}^+ \tilde{A}_{i+1} \tilde{x}_i^+, f_t \rangle}{\|\tilde{x}_i^+\|_2} = \frac{\langle \tilde{A}_{i+1} \tilde{x}_i^+, f_t \rangle}{\|\tilde{x}_i^+\|_2} - \frac{\langle \Pi_{F_{i,t}}^+ \tilde{A}_{i+1} \tilde{x}_i^+, f_t \rangle}{\|\tilde{x}_i^+\|_2}. \tag{28} \]

We first upper bound the second term on the right hand side of Eq. (28). Applying Cauchy-Schwarz inequality implies that

\[ \frac{\left| \langle \Pi_{F_{i,t}}^+ \tilde{A}_{i+1} \tilde{x}_i^+, f_t \rangle \right|}{\|\tilde{x}_i^+\|_2} \leq \frac{\|\Pi_{F_{i,t}}^+ \tilde{A}_{i+1} \tilde{x}_i^+\|_2}{\|\tilde{x}_i^+\|_2} \cdot \|f_t\|_2. \tag{29} \]
Since $\tilde{A}_{i+1} \perp F_{i,t}$, we can deduce that $\sqrt{d} \| \Pi_{F_{i,t}} \tilde{A}_{i+1} \tilde{x}_t^+ \|_2 / \| \tilde{x}_t^+ \|_2 \leq \sqrt{X_D}$, where $1 \leq D \leq i$ is the rank of $F_{i,t}$ and $X_D$ is a chi-squared random variable with $D$ degrees of freedom. By Bernstein’s inequality (Theorem D.2), we obtain that with high probability for all $0 \leq i \leq T$, $\| \Pi_{F_{i,t}} \tilde{A}_{i+1} \tilde{x}_t^+ \|_2 / \| \tilde{x}_t^+ \|_2 \leq C \sqrt{T/d}$ for some absolute constant $C > 0$. Applying this result and Theorem A.5, we conclude from Eq. (29) that, there exists a positive absolute constant $C$, such that with high probability for all $0 \leq i < t \leq T$: 

$$\frac{\| (\Pi_{F_{i,t}} \tilde{A}_{i+1} \tilde{x}_t^+ , f_t) \|}{\| \tilde{x}_t^+ \|_2} \leq C \sqrt{\frac{T}{d}} \cdot \left( \sqrt{k + \| \Pi_{x_0} (\tilde{x}_{t-1}) \|_2^3} \right).$$

Next, we consider $\frac{\langle \tilde{A}_{i+1} \tilde{x}_t^+ , f_t \rangle}{\| \tilde{x}_t^+ \|_2}$. Direct computation implies that 

$$\frac{\langle \tilde{A}_{i+1} \tilde{x}_t^+ , f_t \rangle}{\| \tilde{x}_t^+ \|_2} = \frac{\langle \tilde{A}_{i+1} \tilde{x}_t^+ , (w_t - \eta_t + v_t)^3 \rangle}{\| \tilde{x}_t^+ \|_2} = \frac{\langle \tilde{A}_{i+1} \tilde{x}_t^+ , w_t^3 \rangle}{\| \tilde{x}_t^+ \|_2} + \frac{3 \langle \tilde{A}_{i+1} \tilde{x}_t^+ , w_t^2 (v_t - \eta_t) \rangle}{\| \tilde{x}_t^+ \|_2} + \frac{3 \langle \tilde{A}_{i+1} \tilde{x}_t^+ , w_t (v_t - \eta_t)^2 \rangle}{\| \tilde{x}_t^+ \|_2} + \frac{\langle \tilde{A}_{i+1} \tilde{x}_t^+ , (v_t - \eta_t)^3 \rangle}{\| \tilde{x}_t^+ \|_2}.$$

In what follows, we analyze each of the terms above, separately. Recall that we have defined $z_i$ and $\alpha_{i,t}$ in Eq. (27). Using the representation $w_t = \sum_{i=1}^t \alpha_i z_i$, we can then reformulate the first summand above as follow:

$$\frac{\langle \tilde{A}_{i+1} \tilde{x}_t^+ , w_t^3 \rangle}{\| \tilde{x}_t^+ \|_2} = \frac{1}{\sqrt{d}} \langle z_{i+1} , (\sum_{j=1}^t \alpha_{j,t} z_j)^3 \rangle.$$

We then show that the above quantity concentrates around its expectation uniformly for $\alpha_t \in S^{t-1}$ and $t \in [T]$, via a covering argument similar to that in the proof of Theorem A.1. First, note that for any fixed $\alpha_t \in S^{t-1}$, one has

$$\langle z_{i+1} , \sum_{j=1}^t \alpha_{j,t} z_j \rangle \overset{d}{=} \left( \alpha_{i+1,t} z + \sqrt{1 - \alpha_{i+1,t}^2} g, z \right),$$

where $z, g \sim N(0, I_k)$ are mutually independent. This further implies that 

$$\mathbb{E} \left[ \frac{\langle \tilde{A}_{i+1} \tilde{x}_t^+ , w_t^3 \rangle}{\| \tilde{x}_t^+ \|_2} \right] = \frac{1}{\sqrt{d}} \mathbb{E} \left[ \langle \alpha_{i+1,t} z^3 \rangle \right] = \frac{3k}{\sqrt{d}} \alpha_{i+1,t} = \frac{3k}{d} \cdot \langle \tilde{x}_t^+ , \tilde{x}_{t-1} \rangle.$$

Moreover, using Theorem D.3, we deduce that there exist constants $C_0 , C_1 , C_2 > 0$, such that 

$$\mathbb{P} \left( \left| \frac{\langle \tilde{A}_{i+1} \tilde{x}_t^+ , \sum_{j=1}^t \alpha_{j,t} z_j \rangle^3 \rangle - \frac{3k}{\sqrt{d}} \alpha_{i+1,t} \| \tilde{x}_t^+ \|_2 \right| \geq C_0 \sqrt{\frac{k}{d}} \cdot \sqrt{T \log k} \right) \leq C_1 \exp(-C_2 T \log k),$$

where $C_1$ and $C_2$ depend on $C_0$, and $C_2 \rightarrow \infty$ as $C_1 \rightarrow \infty$. Let $\varepsilon > 0$ be a small constant (to be determined later), for $\alpha_{t} , \alpha'_{t} \in S^{t-1}$ satisfying $\| \alpha_t - \alpha'_t \|_2 \leq \varepsilon$, we have

$$\left| \left( \frac{1}{\sqrt{d}} \langle z_{i+1} , \sum_{j=1}^t \alpha_{j,t} z_j \rangle \right)^3 - \frac{3k}{\sqrt{d}} \alpha_{i+1,t} \right| \leq \frac{3k\varepsilon}{\sqrt{d}} + \frac{1}{\sqrt{d}} \left| \langle z_{i+1} , \sum_{j=1}^t \alpha_{j,t} z_j \rangle - \sum_{j=1}^t \alpha_{j,t} z_j \right|$$

$$\leq \frac{3k\varepsilon}{\sqrt{d}} + \frac{1}{\sqrt{d}} \| z_{i+1} \|_\infty \cdot \left| \left( \sum_{j=1}^t \alpha_{j,t} z_j \right)^3 - \left( \sum_{j=1}^t \alpha'_{j,t} z_j \right)^3 \right|$$

$$\leq \frac{3k\varepsilon}{\sqrt{d}} + \frac{1}{\sqrt{d}} \left| \alpha_{i+1,t} \left( \sum_{j=1}^t \alpha_{j,t} z_j \right)^3 - \left( \sum_{j=1}^t \alpha'_{j,t} z_j \right)^3 \right|$$

$$\leq \frac{3k\varepsilon}{\sqrt{d}} + \frac{1}{\sqrt{d}} \left( \sum_{j=1}^t \left\| \alpha_{j,t} z_j \right\|_2 \left\| \alpha'_{j,t} z_j \right\|_2 \right) \cdot \left( \sum_{j=1}^t \left\| \alpha_{j,t} z_j - \alpha'_{j,t} z_j \right\|_2 \right)$$

$$\leq \frac{3k\varepsilon}{\sqrt{d}} + \frac{3\sqrt{T}\varepsilon}{\sqrt{d}} \sup_{1 \leq j \leq t} \| z_j \|_\infty^2 \cdot \sup_{\alpha \in S^{t-1}} \left\| \sum_{j=1}^t \alpha_{j,t} z_j \right\|_2^2.$$
where the last line follows from Cauchy-Schwarz inequality. According to Theorem D.1, we know that there exists a numerical constant $C > 0$, such that with probability $1 - o_d(1)$, we have $\|z_i\|_\infty \leq C \sqrt{\log k}$ for all $i \in [T]$. Moreover, using a covering argument similar to the proof of Lemma A.1, we deduce that with high probability,

$$
\sup_{\alpha_t \in \mathbb{S}^{d-1}} \left\| \sum_{j=1}^t \alpha_j t z_j \right\|_2^2 \leq Ck \quad \text{for all } t \in [T],
$$

thus leading to the following estimate:

$$
\left| \left( \frac{1}{\sqrt{d}} \langle z_{i+1}, (\sum_{j=1}^t \alpha_j t z_j)^3 \rangle - \frac{3k}{\sqrt{d}} \alpha_{i+1,t} \right) - \left( \frac{1}{\sqrt{d}} \langle z_{i+1}, (\sum_{j=1}^t \alpha'_j t z_j)^3 \rangle - \frac{3k}{\sqrt{d}} \alpha'_{i+1,t} \right) \right| \leq Ck\varepsilon \sqrt{T} \log k.
$$

Therefore, we can apply an $\varepsilon$-net covering argument with $\varepsilon = 1/k$ on $\mathbb{S}^{d-1}$, and choose $C_0$ to be large enough so that $C_2 > 1$. This finally implies that with high probability, for all $t \in [T]$ we have

$$
\sup_{\alpha_t \in \mathbb{S}^{d-1}} \left| \frac{1}{\sqrt{d}} \langle z_{i+1}, (\sum_{j=1}^t \alpha_j t z_j)^3 \rangle - \frac{3k}{\sqrt{d}} \alpha_{i+1,t} \right| \leq C \sqrt{\frac{k}{d}} \cdot \sqrt{T \log k},
$$

which further implies that

$$
\left| \frac{\langle \tilde{A}_{i+1} \tilde{x}_t^+, w_t^2 \rangle}{\| \tilde{x}_t^+ \|_2^2} - \frac{3k}{d} \cdot \frac{\langle \tilde{x}_t^+, \tilde{x}_t^- \rangle}{\| \tilde{x}_t^+ \|_2^2} \right| \leq C \sqrt{\frac{k}{d}} \cdot \sqrt{T \log k}.
$$

Now we try to upper bound the remainders. We already know that there exists a numerical constant $C > 0$, such that with probability $1 - o_d(1)$, we have $\|z_i\|_\infty \leq C \sqrt{\log k}$ for all $i \in [T]$. Therefore, with probability $1 - o_d(1)$, the following holds for all $t \in [T]$:

$$
\|w_t\|_\infty \leq \sum_{i=1}^t |\alpha_{i,t}| \cdot \|z_i\|_\infty \leq C \sqrt{\log k} \left( |\alpha_{1,t}| + \sum_{i=2}^t |\alpha_{i,t}| \right) \leq C \sqrt{\log k} \left( |\alpha_{1,t}| + \sqrt{\sum_{i=2}^t \alpha_{i,t}^2} \right)
$$

$$
= C \sqrt{\log k} \left( \frac{1}{\sqrt{d}} \| \Pi_{x_0}(\tilde{x}_{t-1}) \|_2 + \sqrt{\frac{T}{d}} \| \Pi_{x_0}^\perp(\tilde{x}_{t-1}) \|_2 \right) \leq C \sqrt{\log k} \left( 1 + \sqrt{\frac{T}{d}} \| \Pi_{x_0}^\perp(\tilde{x}_{t-1}) \|_2 \right).
$$

According to power mean inequality, there exists a numerical constant $C > 0$, such that with probability $1 - o_d(1)$, for all $1 \leq i + 1 \leq t \leq T$ we have

$$
\frac{3|\langle \tilde{A}_{i+1} \tilde{x}_t^+, w_t(v_t - \eta_t)^2 \rangle|}{\| \tilde{x}_t^+ \|_2^2} \leq \frac{3}{\sqrt{d}} \|z_{i+1}\|_\infty \cdot \|w_t\|_\infty \cdot \|v_t - \eta_t\|_2^2
$$

$$
\leq C \frac{\log k}{\sqrt{d}} \cdot \left( 1 + \sqrt{\frac{T}{d}} \| \Pi_{x_0}^\perp(\tilde{x}_{t-1}) \|_2 \right) \left( \| \eta_t \|_2^2 + \|v_t \|_2^2 \right) \leq \frac{(i) C \log k}{\sqrt{d}} \cdot \left( 1 + \sqrt{\frac{T}{d}} \| \Pi_{x_0}^\perp(\tilde{x}_{t-1}) \|_2 \right) \| \Pi_{x_0}^\perp(\tilde{x}_{t-1}) \|_2.
$$

In the above equation, (i) follows from Theorem A.2 and Theorem A.3. Similarly, we can conclude that there exists a numerical constant $C > 0$, such that with probability $1 - o_d(1)$, for all $1 \leq i + 1 \leq t \leq T$ the
following holds:
\[
\frac{3|\langle \tilde{A}_{i+1}\tilde{x}_t^+, w_t^2(v_t - \eta_t) \rangle|}{\|\tilde{x}_t^+\|_2} \leq \frac{3}{\sqrt{d}} \|z_{i+1}\|_\infty \cdot \|w_t^2(v_t - \eta_t)\|_1 \leq \frac{C\sqrt{\log k}}{\sqrt{d}} \|w_t^2\|_2 \cdot \|v_t - \eta_t\|_2 \leq \frac{C\sqrt{\log k}}{\sqrt{d}} \|w_t^2\|_2^2 \cdot (\|\eta_t\|_2 + \|v_t\|_2) \leq \frac{C\sqrt{k\log k}}{\sqrt{d}} \cdot \|\Pi_{\tilde{x}_0}(\tilde{x}_{t-1})\|_2^2. \tag{32}
\]

In the above inequalities, (ii) is due to Hölder’s inequality and \(\|z_{i+1}\|_\infty \leq C\sqrt{\log k}\), and (iii) is due to Theorem A.1, Theorem A.2, and Theorem A.3. Finally, according to the power mean inequality, we obtain that with probability \(1 - o_d(1)\),
\[
\frac{|\langle \tilde{A}_{i+1}\tilde{x}_t^+, (v_t - \eta_t)^3 \rangle|}{\|\tilde{x}_t^+\|_2} \leq \frac{4}{\sqrt{d}} \|z_{i+1}\|_\infty \cdot (\|v_t\|_3^3 + \|\eta_t\|_3^3) \leq C\sqrt{\frac{\log k}{d}} \cdot (\|v_t\|_2^3 + \|\eta_t\|_2^3) \leq 2C\sqrt{\frac{\log k}{d}} \cdot \|\Pi_{\tilde{x}_0}(\tilde{x}_{t-1})\|_2^3. \tag{33}
\]

Theorem A.6 then follows from Eqs. (29) to (33) and our assumptions.

**Appendix B. Increasing objective function: Proof of Theorem 3.2**

This section will be devoted to proving Theorem 3.2. The main technical lemma employed to prove the theorem can be stated as follows:

**Lemma B.1** Under the condition of Theorem 3.2, for any \(t \in [T_c]\) we have
\[
y_t = \sum_{i=1}^{t} \alpha_{i,t} z_i + \sum_{j=1}^{t-1} \zeta_{j,t} f_j + \varepsilon_t, \tag{34}
\]
\[
d \frac{k}{9k^2}\|x_t\|^2 = \frac{(x_0, x_t)^2}{9k^2} + o_P(1) = 1 + o_P(1), \tag{35}
\]
where as in the proof of Theorem A.1 we have
\[
z_i = \tilde{A}_i \tilde{x}_{t-1}^+ \cdot \frac{\sqrt{d}}{\|\tilde{x}_{t-1}^+\|_2}, \quad \alpha_{i,t} = \frac{\langle \tilde{x}_{i-1}^+, \tilde{x}_t^+ \rangle}{\sqrt{d}\|\tilde{x}_{t-1}^+\|_2}.
\]

Furthermore, the above quantities satisfy:
\[
\alpha_{1,t} = 1 + o_P(1), \tag{36}
\]
\[
\frac{3k}{d} \zeta_{j,t} = 1 + o_P(1), \tag{37}
\]
\[
\|\varepsilon_t\|_2 = o_P(d/\sqrt{k}). \tag{38}
\]

In addition, with probability \(1 - o_d(1)\), for all \(t \in [T_c]\) we have
\[
\frac{1}{k} \|f_t\|_2^2 \leq 20. \tag{39}
\]
We then proceed to prove Theorem 3.2. For the sake of simplicity, define
\[ w_t = \sum_{i=1}^{t} \alpha i,z_i, \quad \nu_t = \sum_{j=1}^{t-1} \zeta j,f_j + \varepsilon t. \]

Then, Theorem B.1 implies that
\[ \|\nu_t\|_2 \leq \sum_{j=1}^{t-1} |\zeta j| \cdot \|f_j\|_2 + \|\varepsilon t\|_2 \leq C \sum_{j=1}^{t-1} O_P \left( \frac{d}{\sqrt{k}} \right) + o_P \left( \frac{d}{\sqrt{k}} \right) = O_P \left( \frac{d}{\sqrt{k}} \right), \]
i.e., \( \|\nu_t\|_2^2 = O_P \left( \frac{d^2}{k} \right) \). Recall that in the proof of Lemma A.1, we have shown that \( \sum_{i=1}^{t} \alpha_{i,t}^2 = 1 \) and \( z_t \sim_{i.i.d.} N(0, I_k) \). Since \( \alpha_{1,t} = 1 + o_P(1) \) and \( T_c \) is a constant, we can use standard concentration arguments for Gaussian random variables to deduce that
\[ \|w_t^3\|_2^2 = \|w_t\|_2^6 = 15k + O_P(\sqrt{k}), \quad \|w_t\|_\infty = O_P(\log k). \]

Using Eq. (34) from Theorem B.1, we see that
\[ S(\bar{x}_{t-1}) = \|y_t\|_4^4 = \langle w_t^4, 1 \rangle + 4 \langle w_t^2, \nu_t \rangle + 6 \langle w_t^3, \nu_t^2 \rangle + 4 \langle w_t, \nu_t^3 \rangle + \langle \nu_t^4, 1 \rangle \]
\[ = \langle w_t^4, 1 \rangle + 4 \sum_{j=1}^{t-1} \zeta j,t \langle w_t^3, f_j \rangle + 4 \langle w_t^3, \varepsilon t \rangle + 6 \langle w_t^2, \nu_t^2 \rangle + 4 \langle w_t, \nu_t^3 \rangle + \langle \nu_t^4, 1 \rangle. \]

Next, we analyze the terms above, respectively. Similar to the previous argument, we can show that \( \langle w_t^4, 1 \rangle = \|w_t\|_4^4 = 3k + O_P(\sqrt{k}) \). Leveraging Eqs. (36) and (37), we obtain that
\[ 4 \sum_{j=1}^{t-1} \zeta j,t \langle w_t^3, f_j \rangle = 4 \sum_{j=1}^{t-1} \zeta j,t \langle w_t^3, (y_j)^3 \rangle = 4 \sum_{j=1}^{t-1} \zeta j,t \langle w_t^3, (w_j + \nu_j)^3 \rangle. \]

For any \( 1 \leq j \leq t - 1 \), using again standard concentration arguments, we obtain that \( \langle w_t^3, (w_j + \nu_j)^3 \rangle = 15k + o_P(k) \). Note that \( \zeta j,t = d/((3 + o_P(1))k) \), it follows that
\[ 4 \sum_{j=1}^{t-1} \zeta j,t \langle w_t^3, f_j \rangle = 4 \sum_{j=1}^{t-1} (5 + o_P(1))d = 20(t-1)d + o_P(d). \]

Applying Cauchy–Schwarz inequality we see that
\[ 4|\langle w_t^3, \varepsilon t \rangle| \leq 4\|w_t^3\|_2 \cdot \|\varepsilon t\|_2 = O_P(\sqrt{k}) \cdot o_P \left( \frac{d}{\sqrt{k}} \right) = o_P(d). \]

Furthermore, the following results hold:
\[ 6|\langle w_t^2, \nu_t^2 \rangle| \leq 6\|w_t\|_\infty^2 \cdot \|\varepsilon t\|_2 = O_P(d^2(\log k)^2/k), \]
\[ 4|\langle w_t, \nu_t^3 \rangle| \leq 4\|w_t\|_\infty \cdot \|\nu_t^3\|_3 \leq 4\|w_t\|_\infty \cdot \|\nu_t\|_2^3 = O_P(d^3 \log k/k^{3/2}), \]
\[ |\langle \nu_t^4, 1 \rangle| = \|\nu_t\|_4^4 \leq \|\nu_t\|_2^4 = O_P(d^4/k^2). \]

Combining these estimates and using the assumption that \( d^{3/2} \ll k \ll d^2 \), we conclude that \( S(\bar{x}_{t-1}) = 3k + 20(t - 1)d + o_P(d) \), thus completing the proof of the theorem.
B.1. Proof of Theorem B.1

We prove the lemma via induction over \( t \).

**Base case**

For the base case \( t = 1 \), from Theorem 2.2 we immediately see that \( y_1 = \alpha_{1,1}z_1 \), thus proves Eq. (34). Furthermore, by definition \( \alpha_{1,1} = 1 \), which justifies Eq. (36) for the base case. Eq. (39) follows immediately from the law of large numbers. Again by Theorem 2.2, we have

\[
x_1 = x_0 \cdot \frac{\langle y_1, f_1 \rangle}{d} + \Pi_{x_0}^\perp A_1 f_1.
\]

Using the law of large numbers, we obtain that \( \langle y_1, f_1 \rangle / d = 3k/d + o_P(k/d) \), \( \| \Pi_{x_0}^\perp A_1 f_1 \|_2^2 = \| f_1 \|_2^2 + o_P(k) = 15k + o_P(k) \). We then discover that Eq. (35) for the base case follows, since by Eq. (40) we have \( \| x_1 \|_2^2 = \langle y_1, f_1 \rangle^2 / d + \| \Pi_{x_0}^\perp A_1 f_1 \|_2^2 \) and \( \langle x_0, x_1 \rangle^2 / 9k^2 = \langle y_1, f_1 \rangle^2 / 9k^2 \). This completes the proof of Eq. (35) for the base case. We note that Eq. (37) does not apply for the base case.

**Proof of Eq. (34), (36), (37), (38) for \( t = s + 1 \)**

Suppose the claims hold for \( t = s \). Next, we prove that they also hold for \( t = s + 1 \) via induction. Leveraging Eq. (12) in Theorem 2.2, we obtain that

\[
y_{s+1} = \sum_{i=1}^{s+1} \alpha_i, s+1 x_i + \sum_{i=2}^{s+1} \eta_i, s+1 f_i^\perp,
\]

where for \( 2 \leq i \leq s + 1 \)

\[
\eta_i, s+1 = \frac{\langle x_{i-1}, \tilde{x}_{i-1} \rangle}{\| f_{i-1}^\perp \|_2^2} \cdot \frac{\langle \tilde{x}_{i-1}, \tilde{x}_s \rangle}{\| \tilde{x}_{i-1} \|_2^2} - \sum_{j=i}^{s+1} \frac{\langle f_{i-1}^\perp, \widetilde{A}_j \tilde{x}_{j-1} \rangle}{\| f_{i-1}^\perp \|_2^2} \cdot \frac{\langle \tilde{x}_{j-1}, \tilde{x}_s \rangle}{\| \tilde{x}_{j-1} \|_2^2}.
\]

We then proceed to prove that \( \| b_i, s+1 f_i^\perp \|_2 = O_P(1) \). To this end, it suffices to show for every \( j \in \{i, i+1, \cdots, s + 1\} \),

\[
\frac{|\langle f_{i-1}^\perp, \widetilde{A}_j \tilde{x}_{j-1} \rangle|}{\| f_{i-1}^\perp \|_2^2} \cdot \frac{|\langle \tilde{x}_{j-1}, \tilde{x}_s \rangle|}{\| \tilde{x}_{j-1} \|_2^2} \cdot \| f_{i-1}^\perp \|_2 = O_P(1).
\]

Note that for \( j \geq i \) we have \( \widetilde{A}_j \perp \mathcal{F}_{j-1,j-1} \), thus

\[
\frac{\langle f_{i-1}^\perp, \widetilde{A}_j \tilde{x}_{j-1} \rangle}{\| f_{i-1}^\perp \|_2^2} \overset{d}{\sim} N(0, d^{-1}).
\]

Applying Cauchy-Schwarz inequality, we see that

\[
\frac{|\langle \tilde{x}_{j-1}, \tilde{x}_s \rangle|}{\| \tilde{x}_{j-1} \|_2^2} \leq \| \tilde{x}_s \|_2 = \sqrt{d}.
\]
Combining Eqs. (43) and (44), we deduce that Eq. (42) holds for all $j \in \{i, i + 1, \cdots, s + 1\}$. Then we switch to consider $a_{i,s+1}$. Using Eq. (11) and Eq. (13), we have the following decomposition:

$$a_{i,s+1} = \frac{\langle x_{i-1}, \bar{x}_{i-1}^\perp \rangle}{\| f_{i-1}^\perp \|_2^2} \cdot \frac{\langle h_i, f_s \rangle}{\| x_s \|_2} \cdot \frac{\sqrt{d}}{\| x_s \|_2} 
\quad = \frac{\langle x_{i-1}, \bar{x}_{i-1}^\perp \rangle}{\| f_{i-1}^\perp \|_2^2} \cdot \frac{\langle f_{i-1}, f_s \rangle}{\| x_s \|_2} \cdot \frac{\sqrt{d}}{\| x_s \|_2} \cdot \frac{\langle x_{i-1}, \bar{x}_{i-1}^\perp \rangle}{\| f_{i-1}^\perp \|_2^2} \cdot \frac{\langle \Pi_{F_{i-1}} \bar{x}_{i-1}^\perp, f_s \rangle}{\| x_s \|_2} \cdot \frac{\sqrt{d}}{\| x_s \|_2} \cdot p_{i,s+1} q_{i,s+1}.$$

We then analyze $p_{i,s+1}$ and $q_{i,s+1}$, respectively. Combining Eq. (11), the law of large numbers and the fact that $\bar{A}_t \perp F_{t-1}, t$, we see that for all $t \in \mathbb{N}_+$

$$\frac{\langle x_t, x_t^\perp \rangle}{\| f_t^\perp \|_2^2} = 1 + O_P(d^{-1/2}). \quad (45)$$

Combining the above analysis with Eq. (35) from previous induction steps, we conclude that

$$p_{i,s+1} = (1 + o_P(1)) \times \frac{\langle f_{i-1}, f_s \rangle}{\| f_{i-1}^\perp \|_2^2} \times \frac{d}{3k}. \quad (46)$$

Next, we consider $q_{i,s+1}$. We further decompose $q_{i,s+1}$ as the difference of the following two terms:

$$q_{i,s+1} = \frac{\langle x_{i-1}, \bar{x}_{i-1}^\perp \rangle}{\| f_{i-1}^\perp \|_2^2} \cdot \frac{\langle \bar{A}_i \bar{x}_{i-1}^\perp, f_s \rangle}{\| x_s \|_2} \cdot \frac{\sqrt{d}}{\| x_s \|_2} - \sum_{j=1}^{i-1} \frac{\langle x_{i-1}, \bar{x}_{i-1}^\perp \rangle}{\| f_{i-1}^\perp \|_2^2} \cdot \frac{\langle f_j, \bar{A}_i \bar{x}_{i-1}^\perp \rangle}{\| f_j^\perp \|_2^2} \cdot \frac{\langle f_s, \bar{A}_i \bar{x}_{i-1}^\perp \rangle}{\| x_s \|_2} \cdot \frac{\sqrt{d}}{\| x_s \|_2} \cdot c_{i,s+1} e_{i,s+1}.$$

Note that for all $1 \leq j \leq i - 1 \leq s$, leveraging Eq. (43), (45) and Eq. (35) from previous induction steps, we obtain that

$$\| f_{i-1}^\perp \|_2 \cdot \frac{|\langle x_{i-1}, \bar{x}_{i-1}^\perp \rangle|}{\| f_{i-1}^\perp \|_2^2} \cdot \frac{|\langle f_j, \bar{A}_i \bar{x}_{i-1}^\perp \rangle|}{\| f_j^\perp \|_2^2} \cdot \frac{|\langle f_s, \bar{A}_i \bar{x}_{i-1}^\perp \rangle|}{\| x_s \|_2} \cdot \frac{\sqrt{d}}{\| x_s \|_2} \leq \frac{\sqrt{d}}{k} \cdot \frac{\| f_s \|_2}{\| x_s \|_2} \cdot O_P(1).$$

Leveraging Eq. (39) from previous induction steps, we obtain that with probability $1 - o_d(1)$, the above quantity is no larger than $O_P(\sqrt{d/k})$. This further implies that $\| c_{i,s+1} f_{i-1}^\perp \|_2 = O_P(\sqrt{d/k})$.

Finally, we analyze $c_{i,s+1}$. By Eq. (41) from previous induction steps, we see that

$$\frac{\langle \bar{A}_i \bar{x}_{i-1}^\perp, f_s \rangle}{\| \bar{x}_{i-1}^\perp \|_2} = \frac{1}{\sqrt{d}} \left\langle z_i, \left( \sum_{j=1}^s \alpha_{j,s} z_j + \sum_{j=1}^{s-1} \zeta_{j,s} f_j + \varepsilon_s \right)^3 \right\rangle 
\quad = \frac{1}{\sqrt{d}} \left\langle z_i, \left( \sum_{j=1}^s \alpha_{j,s} z_j \right)^3 \right\rangle + \frac{3}{\sqrt{d}} \left\langle z_i \left( \sum_{j=1}^s \alpha_{j,s} z_j \right)^2, \sum_{j=1}^{s-1} \zeta_{j,s} f_j + \varepsilon_s \right\rangle + \left\langle z_i \left( \sum_{j=1}^{s-1} \alpha_{j,s} z_j, (\sum_{j=1}^{s-1} \zeta_{j,s} f_j + \varepsilon_s)^2 \right) \right\rangle \quad (47)$$
Below we analyze terms in Eq. (47), separately.

\[
\frac{1}{\sqrt{d}} \left( z_i, \left( \sum_{j=1}^{s} \alpha_{j,s} z_j \right)^3 \right) = \frac{3k \langle \tilde{x}_{i-1}^\perp, \tilde{x}_{s-1} \rangle}{d \| \tilde{x}_{i-1} \|_2} + O_P \left( \sqrt{\frac{k}{d}} \right),
\]

(48)

\[
\frac{3}{\sqrt{d}} \left| \left( z_i \left( \sum_{j=1}^{s} \alpha_{j,s} z_j \right)^2, \sum_{j=1}^{s-1} \zeta_{j,s} f_j + \varepsilon_s \right) \right| \leq \frac{3}{\sqrt{d}} \left\| z_i \left( \sum_{j=1}^{s} \alpha_{j,s} z_j \right)^2 \right\|_2 \times \left( \sum_{j=1}^{s-1} \left| \zeta_{j,s} \right| \cdot \| f_j \|_2 + \| \varepsilon_s \|_2 \right)
= O_P \left( \sqrt{\frac{k}{d}} \right),
\]

(49)

\[
\frac{3}{\sqrt{d}} \left| \left( \left( \sum_{j=1}^{s} \alpha_{j,s} z_j \right)^2, \left( \sum_{j=1}^{s-1} \zeta_{j,s} f_j + \varepsilon_s \right)^2 \right) \right| \leq 3Tc \left\| z_i \right\|_\infty \max_{1 \leq j \leq Tc} \left\| z_j \right\|_\infty \left( \frac{s-1}{\sqrt{d}} \right) \left( \sum_{j=1}^{s} \left| \zeta_{j,s} \right| \cdot \left( \sum_{j=1}^{s-1} \zeta_{j,s} f_j + \varepsilon_s \right)^2 \right)
\leq \frac{3Tc^2 \left\| z_i \right\|_\infty \max_{1 \leq j \leq Tc} \left\| z_j \right\|_\infty \left( \frac{s-1}{\sqrt{d}} \right) \left( \sum_{j=1}^{s} \left| \zeta_{j,s} \right| \cdot \left( \sum_{j=1}^{s-1} \zeta_{j,s} f_j + \varepsilon_s \right)^2 \right)}{\sqrt{d}}
\leq \frac{w.h.p.}{100} \left( \frac{T3 (\log k)^2}{d^2} \right) \times \frac{d^2}{k} = O_P (d^{1.5001} / k).
\]

(50)

Eq. (48) is by the law of large numbers. In Eq. (49), we employ Eqs. (37) to (39) from previous induction steps. Eq. (50) is by Eqs. (37) to (39) from induction and the fact that with high probability, \( \| z_i \|_\infty \leq \log k \) for all \( i \in [Tc] \).

Combining Eqs. (47) to (50) and Eq. (35) from induction, we obtain that

\[
\left\| c_{i,s+1} f_{i-1}^\perp - \frac{\langle \tilde{x}_{i-1}^\perp, \tilde{x}_{s-1} \rangle}{\| \tilde{x}_{i-1} \|_2} f_{i-1}^\perp \right\|_2 = O_P \left( d^{3/2} / k \right).
\]

(51)

Plugging the definitions of \( \{ a_{i,s+1}, b_{i,s+1}, p_{i,s+1}, q_{i,s+1}, c_{i,s+1}, e_{i,s+1} \} \) into Eq. (41), we have

\[
y_{s+1} - \sum_{i=1}^{s+1} \alpha_{i,s+1} z_i = \sum_{i=2}^{s+1} (a_{i,s+1} - b_{i,s+1}) f_{i-1}^\perp
= \sum_{i=2}^{s+1} \left( p_{i,s+1} + q_{i,s+1} - b_{i,s+1} \right) f_{i-1}^\perp
= \sum_{i=2}^{s+1} \left( p_{i,s+1} + c_{i,s+1} - e_{i,s+1} - b_{i,s+1} \right) f_{i-1}^\perp.
\]

Recall that we have proved \( \| b_{i,s+1} f_{i-1}^\perp \|_2 = O_P (1) \) and \( \| e_{i,s+1} f_{i-1}^\perp \|_2 \leq O_P (\sqrt{d/k}) \). Using these results, together with Eq. (46), (51) and Eq. (39) with \( t = s \), we have

\[
\left\| y_{s+1} - \sum_{i=1}^{s+1} \alpha_{i,s+1} z_i - \sum_{i=2}^{s+1} \langle \tilde{x}_{i-1}^\perp, \tilde{x}_{s-1} \rangle f_{i-1}^\perp - \sum_{i=2}^{s+1} \frac{d \langle f_{i-1}^\perp, f_s \rangle}{3k \| f_{i-1} \|_2} f_{i-1}^\perp \right\|_2 = o_P (d^{1/2}/k).
\]

(52)

Notice that

\[
\sum_{i=2}^{s+1} \frac{d \langle f_{i-1}^\perp, f_s \rangle}{3k \| f_{i-1} \|_2} f_{i-1}^\perp = \frac{d}{3k} f_s.
\]
Using triangle inequality, we see that
\[
\left\| \sum_{i=2}^{s+1} \left( \frac{\langle \overline{x}_{i-1}^+, x_{i-1}^- \rangle}{\|x_{i-1}^+\|_2} - \frac{\langle x_{i-1}, x_{i-1}^- \rangle}{\|x_{i-1}^-\|_2} \right) f_i^+ \right\|_2 
\leq \sum_{i=2}^{s+1} \left| \frac{\langle x_{i-1}^+, x_{s-1}^- \rangle}{\|x_{i-1}^+\|_2} \right| \cdot \left( 1 - \frac{\|f_i^+\|_2}{\|f_i^-\|_2} \right),
\]
which by Eq. (45) is \( O_P(1) \). Eqs. (52) and (53) and the condition \( d \ll k \ll d^2 \) together imply that
\[
\left\| y_{s+1} - \sum_{i=1}^{s+1} \alpha_{i,s+1} z_i - \sum_{i=2}^{s+1} \frac{\langle x_{i-1}, x_{i-1}^- \rangle}{\|f_i^-\|_2} f_i^+ \right\|_2 = O_P(d/\sqrt{k}).
\]
Using the definitions of \( a_{i,s}, b_{i,s} \), we obtain that
\[
\sum_{i=2}^{s+1} \frac{\langle x_{i-1}, x_{i-1}^+ \rangle}{\|f_i^-\|_2} f_i^+ = \sum_{i=2}^{s} a_{i,s} f_i^+ = y_s - \sum_{i=1}^{s} \alpha_{i,s} z_i + \sum_{i=2}^{s} b_{i,s} f_i^+ = y_s - \sum_{i=1}^{s} \alpha_{i,s} z_i + \sum_{i=2}^{s} b_{i,s} f_i^+.
\]
Since we have proved \( \left\| \sum_{i=2}^{s} b_{i,s} f_i^+ \right\|_2 = O_P(1) \) and by induction \( \|\varepsilon_s\|_2 = O_P(d/\sqrt{k}) \), we can set
\[
\varepsilon_{s+1} = y_{s+1} - \sum_{i=1}^{s+1} \alpha_{i,s+1} z_i - \sum_{j=1}^{s-1} \varepsilon_{j,s} f_j = - \frac{d}{3k} f_s,
\]
for \( j = 1, 2, \ldots, s-1, \)
\[
\zeta_{s+1} = \frac{d}{3k}.
\]
Combining the above analysis, we find that \( \|\varepsilon_{s+1}\|_2 = O_P(d/\sqrt{k}) \), thus proves Eq. (38). Eq. (37) for \( t = s + 1 \) is a direct consequence of our induction hypothesis. Thus, we have completed the proof of Eq. (34) for \( t = s + 1 \). Furthermore, using Eq. (35) for \( t = s \), which holds by induction, we see that
\[
\alpha_{1,s+1} = \frac{\langle \overline{x}_0, \overline{x}_s \rangle}{d} = 1 + O_P(1).
\]

**Proof of Eq. (39) for \( t = s + 1 \)**

Next, we prove Eq. (39) for \( t = s + 1 \). We have showed that \( y_{s+1} = \sum_{i=1}^{s+1} \alpha_{i,s+1} z_i + v_{s+1} \) with \( \|v_{s+1}\|_2 = O_P(d/\sqrt{k}) \). For the sake of simplicity, we let \( g_{s+1} = \sum_{i=1}^{s+1} \alpha_{i,s+1} z_i \). We claim without proof that
\[
\|f_{s+1}\|_2^2 \leq \|g_{s+1}\|_6^6 + 6\|g_{s+1}\|_5^5 \|v_{s+1}\|_1 + 15\|g_{s+1}\|_4^4 \|v_{s+1}\|_2^2 + 20\|g_{s+1}\|_\infty^3 \|v_{s+1}\|_3^3 + 15\|g_{s+1}\|_6^6 \|v_{s+1}\|_2^2 + 6\|g_{s+1}\|_\infty \|v_{s+1}\|_3^3 + \|v_{s+1}\|_6^6.
\]
Standard application of Gaussian concentration reveals that with high probability, \( \|g_{s+1}\|_\infty \leq \log k \). Furthermore, for all \( j \in \{2, 3, 4, 5, 6\} \) we have \( \|v_{s+1}\|_j \leq \|v_{s+1}\|_2 \) and \( \|v_{s+1}\|_1 \leq \sqrt{k} \|v_{s+1}\|_2 \). Using the
law of large numbers, we see that \( \|g_{s+1}\|_6^6 = 15k + o_P(k) \) and \( \|g_{s+1}\|_2^2 = k + o_P(k) \). Plugging the above analysis into Eq. (56), we see that

\[
\|f_{s+1}\|_2^2 \leq 15k + o_P(k) + O_P(d^6/k^3) \overset{(i)}{=} 15k + o_P(k),
\]

where in (i) we use the assumption that \( d^{3/2} \ll k \). This concludes the proof of Eq. (39) for \( t = s + 1 \).

**Proof of Eq. (35) for \( t = s + 1 \)**

Finally, we prove Eq. (35) for \( t = s + 1 \). Leveraging Eq. (11) in Theorem 2.2, we have

\[
\frac{\langle x_0, x_{s+1} \rangle}{3k} = \frac{\langle h_1, f_{s+1} \rangle}{3k} = \frac{\langle \tilde{A} x_0, f_{s+1} \rangle}{3k} = \frac{1}{3k} \langle z_1, (\sum_{i=1}^{s+1} \alpha_{i,s+1} z_i + v_{s+1})^3 \rangle
\]

\[
= \frac{\alpha_{1,s+1}^3}{3k} \langle z_1^4, 1 \rangle + \frac{1}{3k} \left( \langle z_1, (\sum_{i=1}^{s+1} \alpha_{i,s+1} z_i)^3 \rangle - \alpha_{1,s+1}^3 \langle z_1^4, 1 \rangle \right) + \frac{1}{k} \langle z_1 g_{s+1}^2 v_{s+1}, 1 \rangle + \frac{1}{3k} \langle z_1 v_{s+1}^3, 1 \rangle.
\]

Using Eq. (55) and the fact that \( \sum_{i=1}^{s+1} \alpha_{i,s+1}^2 = 1 \), we obtain that \( \alpha_{i,s+1} = o_P(1) \) for all \( 2 \leq i \leq s + 1 \). Therefore, straightforward computation reveals that

\[
\frac{1}{3k} \left( \langle z_1, (\sum_{i=1}^{s+1} \alpha_{i,s+1} z_i)^3 \rangle - \langle z_1^4, 1 \rangle \right) = o_P(1).
\]

Furthermore,

\[
\frac{1}{k} |\langle z_1 g_{s+1}^2 v_{s+1}, 1 \rangle| + \frac{1}{k} |\langle z_1 g_{s+1} v_{s+1}^2, 1 \rangle| + \frac{1}{3k} |\langle z_1 v_{s+1}^3, 1 \rangle|
\]

\[
\leq \frac{1}{\sqrt{k}} \|z_1\|_\infty \|g_{s+1}\|_\infty^2 \|v_{s+1}\|_2 + \frac{1}{k} \|z_1\|_\infty \|g_{s+1}\|_\infty \|v_{s+1}\|_2 + \frac{1}{3k} \|z_1\|_\infty \|v_{s+1}\|_2^2 = o_P(1).
\]

As a result, we conclude that

\[
\frac{\langle x_0, x_{s+1} \rangle}{3k} = \frac{\alpha_{1,s+1}^3}{3k} \langle z_1^4, 1 \rangle + o_P(1) = 1 + o_P(1).
\]

This proves the second part of Eq. (35) for \( s = t + 1 \).

Again by Eq. (11) in Theorem 2.2, we see that

\[
\frac{d}{9k^2} \|x_{s+1}\|_2^2 = \frac{d}{9k^2} \sum_{i=0}^{s} \frac{\langle h_{i+1}, f_{s+1} \rangle^2}{\|\tilde{x}_i^+\|_2^2} + \frac{d}{9k^2} \|\Pi_{X_{0,s}} A_{s+1}^T f_{s+1}^+ \|_2^2.
\]

Recall that we just proved \( \langle h_1, f_{s+1} \rangle^2/9k^2 = 1 + o_P(1) \). Furthermore, by the law of large numbers and Eq. (39) for \( t = s + 1 \), we have \( d \|\Pi_{X_{0,s}} A_{s+1}^T f_{s+1}^+ \|_2^2/9k^2 = O_P(d/k) = o_P(1) \). Therefore, in order to prove the first part of Eq. (35) for \( s = t + 1 \), it suffices to show

\[
\frac{d\langle h_{i+1}, f_{s+1} \rangle^2}{9k^2\|\tilde{x}_i^+\|_2^2} = o_P(1)
\]

(59)
for all $1 \leq i \leq s$. By Eq. (13)

$$\frac{\sqrt{d}(h_{i+1}, f_{s+1})}{3k\|x_i^+\|_2} = \frac{\sqrt{d}(f^+_i, f_{s+1}) \langle x_i, \bar{x}_i^+ \rangle}{3k\|x_i^+\|_2} + \frac{\sqrt{d}(\Pi^T_{k_{i+1}}, \tilde{A}_{i+1} \bar{x}_i^+), f_{s+1})}{3k\|x_i^+\|_2}.$$

Using Eq. (45), (57) and Cauchy-Schwarz inequality, we see that

$$\frac{\sqrt{d}(f^+_i, f_{s+1}) \|x_i^+\|_2}{3k\|f^+_i\|_2} \leq \frac{\sqrt{d}(f_{s+1}) \|x_i^+\|_2}{3k\|f^+_i\|_2} = O_P(\sqrt{d/k}) = o_P(1).$$

For all $1 \leq j \leq i$, we have

$$\frac{\sqrt{d}(f^+_j, \tilde{A}_{i+1} \bar{x}_i^+)}{\|x_i^+\|_2\|f^+_j\|_2} \leq N(0, 1).$$

Therefore,

$$\frac{\sqrt{d}(f^+_j, \tilde{A}_{i+1} \bar{x}_i^+), (f^+_j, f_{s+1})}{3k\|f^+_j\|_2} = O_P(1) \cdot \frac{\langle f^+_j, f_{s+1} \rangle}{k\|f^+_j\|_2} = o_P(1).$$

Note that

$$\frac{\sqrt{d}(\tilde{A}_{i+1} \bar{x}_i^+), f_{s+1})}{3k\|x_i^+\|_2} = \frac{1}{3k}(z_{i+1}, \sum_{i=1}^{s+1} \alpha_{i,s+1}z_i + v_{s+1})^3)$$

$$= \frac{3}{3k}(z_{i+1}^4, 1) + \frac{1}{3k}(\sum_{i=1}^{s+1} \alpha_{i,s+1}z_i) - \frac{3}{3k}(z_{i+1})^3 + \frac{1}{k}(z_{i+1}g^2_{s+1}v_{s+1}, 1)$$

$$+ \frac{1}{3k}(z_{i+1}g_{s+1}v_{s+1}, 1),$$

which is $o_P(1)$ via a similar argument that is similar to the derivation of Eq. (58) and $\alpha_{i+1,s+1} = o_P(1)$, which we have already proved. Thus, we have completed the proof of Eq. (35) for $t = s + 1$.

**Appendix C. Gaussian conditioning: Proof of Lemma 2.2**

The proof idea comes from (Montanari and Wu, 2022a, Lemma 3.1). We first show that for all $t \in \mathbb{N}$,

$$A = \Pi^T_{F_{t+1}} \tilde{W}_{t+1} \Pi^T_{X_{0:t-1}} + \Pi_{F_{t+1}} \Pi^T_{X_{0:t-1}} + \Pi_{F_{t+1}} \Pi^T_{X_{0:t-1}} + \Pi_{F_{t+1}} \Pi^T_{X_{0:t-1}},$$

$$A = \Pi^T_{F_{t+1}} \tilde{W}_{t+1} \Pi^T_{X_{0:t-1}} + \Pi_{F_{t+1}} \Pi^T_{X_{0:t-1}} + \Pi_{F_{t+1}} \Pi^T_{X_{0:t-1}} + \Pi_{F_{t+1}} \Pi^T_{X_{0:t-1}},$$

where $\tilde{W}_{t+1} = W_{t+1} = A$, and satisfy $\tilde{W}_{t+1} \perp F_{t,t}$, $W_{t+1} \perp F_{t,t}$. Next, we prove Eq. (60) and Eq. (61) via induction. For the base case $t = 0$, Eq. (60) holds as we can take $\tilde{W}_1 = A$, which is independent of $F_{0,0}$ by definition. Eq. (61) with $t = 0$ is a direct consequence of Lemma 3.1 in Montanari and Wu (2022a).
Suppose decompositions (60) and (61) hold for \( t = s - 1 \), we then prove it also holds for \( t = s \) based on induction hypothesis. We first decompose \( A \) as the sum of the following four terms:

\[
A = \Pi_{t}^{\dagger}A_{t} + \Pi_{F_{1:s}}A_{F_{1:s}} + \Pi_{X_{0:s-1}}A_{X_{0:s-1}} + \Pi_{F_{1:s}}A_{F_{1:s}}A_{X_{0:s-1}}.
\]

Using induction hypothesis, we see that

\[
A = \Pi_{F_{1:s}}A_{F_{1:s}} + \Pi_{X_{0:s-1}}A_{X_{0:s-1}} + \Pi_{F_{1:s}}A_{F_{1:s}}A_{X_{0:s-1}} + \Pi_{F_{1:s}}A_{F_{1:s}}A_{X_{0:s-1}}.
\]

This further implies that

\[
\Pi_{F_{1:s}}A_{F_{1:s}} = \Pi_{X_{0:s-1}}A_{X_{0:s-1}} \implies \Pi_{F_{1:s}}A_{F_{1:s}} = \Pi_{X_{0:s-1}}A_{X_{0:s-1}}.
\]

Since by induction we have \( \widehat{W}_{s} \perp F_{s-1}, s \), we can then conclude that \( \widehat{W}_{s} \perp \{F_{1:s}, Y_{1:s}, X_{0:s-1}\} \). We take

\[
\widehat{W}_{s+1} = \Pi_{F_{1:s}}\widehat{W}_{s} + \Pi_{F_{1:s}}W'\Pi_{X_{0:s-1}} + \Pi_{F_{1:s}}W'\Pi_{X_{0:s-1}} + \Pi_{F_{1:s}}W'\Pi_{X_{0:s-1}},
\]

where \( W' \) is an independent copy of \( \Pi_{F_{1:s}}A_{F_{1:s}} \) that is independent of \( F_{s,s} \). We immediately see that given any specific value of \( \{F_{1:s}, X_{0:s-1}, Y_{1:s}, F_{1:s}, \widehat{W}_{s}W_{s}X_{0:s-1}\} \), the conditional distribution of \( \widehat{W}_{s+1} \) is equal to the law of \( A \). As a result, we deduce that \( \widehat{W}_{s+1} \perp \{F_{1:s}, X_{0:s-1}, Y_{1:s}, F_{1:s}, \widehat{W}_{s}, W_{s}X_{0:s-1}\} \). Again by induction, we know that

\[
A = \Pi_{F_{1:s}}\widehat{W}_{s} + \Pi_{F_{1:s}}A_{F_{1:s}} + \Pi_{F_{1:s}}A_{F_{1:s}}A_{X_{0:s-1}} + \Pi_{F_{1:s}}A_{F_{1:s}}A_{X_{0:s-1}}.
\]

It then follows that

\[
A^{T}f_{s} = \Pi_{X_{0:s-1}}W_{s} + \Pi_{F_{1:s}}A_{F_{1:s}}A_{X_{0:s-1}} + \Pi_{X_{0:s-1}}A_{X_{0:s-1}}A_{F_{1:s}}A_{X_{0:s-1}}f_{s} + \Pi_{X_{0:s-1}}A_{X_{0:s-1}}A_{F_{1:s}}A_{X_{0:s-1}}f_{s} = \Pi_{X_{0:s-1}}W_{s}^{T}f_{s} - W_{s}^{T}f_{1:s-1}(F_{1:s}^{T}f_{1:s-1}) + F_{1:s}^{T}f_{1:s-1}f_{s} + X_{0:s-1}^{T}W_{s}^{T}(I - F_{1:s-1}(F_{1:s}^{T}f_{1:s-1}) + F_{1:s}^{T}f_{1:s-1})f_{s} + X_{0:s-1}^{T}W_{s}^{T}D_{Y_{1:s}}f_{s},
\]

where \( D = \text{diag}([\|x_i\|_2^2/d]_{0 \leq i \leq s-1}) \). Therefore, we see that

\[
x_{s} = A^{T}f_{s} \in \sigma\{\{F_{1:s}, X_{0:s-1}, Y_{1:s}, F_{1:s}, \widehat{W}_{s}, W_{s}X_{0:s-1}\}\}.
\]

This further implies that \( \widehat{W}_{s+1} \perp \sigma\{\{A_{X_{0:s-1}}, A^{T}F_{1:s}, X_{0:s-1}, Y_{1:s}, F_{1:s}\}\} = \sigma\{\{X_{0:s}, Y_{1:s}\}\} = F_{s,s} \), which concludes the proof of Eq. (60) for \( t = s \). The proof for Eq. (61) for \( t = s \) can be shown similarly.

Next, we prove Theorem 2.2 using Eq. (60) and Eq. (61). For \( t \in \mathbb{N} \), we define

\[
\widetilde{A}_{t+1} = \Pi_{F_{1:t}}W_{0:t} + \Pi_{F_{1:t}}M_{t+1}^{T} + \Pi_{F_{1:t}}M_{t+1}^{T} + \Pi_{F_{1:t}}M_{t+1}^{T} + \Pi_{F_{1:t}}M_{t+1}^{T},
\]

\[
A_{t+1} = \Pi_{X_{0:t}}W_{t+1} + \Pi_{X_{0:t}}M_{t+1}^{T} + \Pi_{X_{0:t}}M_{t+1}^{T} - \Pi_{X_{0:t}}M_{t+1}^{T} + \Pi_{X_{0:t}}M_{t+1}^{T}.
\]

where \( M_{t+1} \stackrel{d}{\equiv} M_{t+1} \stackrel{d}{=} A \) are i.i.d., and independent of \( \sigma(\{\{A_{X_{0:s-1}}, A^{T}F_{1:s}, X_{0:s-1}, Y_{1:s}, F_{1:s}\}\}) = \sigma\{\{X_{0:s}, Y_{1:s}\}\} \). From Eqs. (60) and (61) we see that

\[
\Pi_{F_{1:t}}A_{F_{1:t}}A_{X_{0:s-1}} = \Pi_{F_{1:t}}A_{F_{1:t}}A_{X_{0:s-1}} = \Pi_{F_{1:t}}\tilde{A}_{t+1}A_{X_{0:s-1}} \in F_{t+1},
\]

\[
\Pi_{X_{0:t}}A_{F_{1:t}}A_{X_{0:s-1}} = \Pi_{X_{0:t}}A_{F_{1:t}}A_{X_{0:s-1}} = \Pi_{X_{0:t}}A_{F_{1:t}}A_{X_{0:s-1}} \in F_{t+1},
\]

We then show that \( \{\tilde{A}_{t}, \tilde{A}_{t} : t \in [T]\} \) are i.i.d. with marginal distribution \( A \). To this end, we only need to show: (1) For all \( t \in [T] \), \( A_{t} \) is independent of \( A_{1}, \ldots, A_{t-1}, \tilde{A}_{1}, \ldots, \tilde{A}_{t-1} \) and has marginal distribution \( A \); (2) For all \( t \in [T] \), \( \tilde{A}_{t} \) is independent of \( A_{1}, \ldots, A_{t-1}, \tilde{A}_{1}, \ldots, \tilde{A}_{t-1} \) and has marginal distribution \( A \).
We prove this result via induction. For the base case $t = 1$, $\bar{A}_1 = \bar{W}_1 \Pi_{x_0} + \bar{M}_1 \Pi_{x_0}^T$ which obviously has marginal distribution equal to $A$ as $\bar{W}_1 \perp \mathcal{F}_{0,0}$. On the other hand, $\bar{A}_1 = \Pi_{x_0}^T \bar{W}_1 \Pi_{f_1} + \Pi_{x_0}^T \bar{M}_1 \Pi_{f_1}^T + \Pi x_0 \bar{M}_1 \Pi f_1 + \Pi x_0 \bar{M}_1 \Pi f_1^T$ and $\bar{W}_1$ is independent of $\mathcal{F}_{0,1}$, thus the conditional distribution of $\bar{A}_1$ conditioning on $\mathcal{F}_{0,1}$ is always equal to $A$. The marginal distribution of $\bar{A}_1$ being $A$ follows as a simple corollary. Notice that $\bar{A}_1 \in \sigma(\mathcal{F}_{0,1} \cup \sigma(\bar{M}_i))$ and $\mathcal{F}_{0,1} \perp \bar{M}_1$. Therefore, in order to show $\bar{A}_1 \perp \bar{A}_1$, it suffices to prove $\bar{A}_1 \perp \bar{M}_1$ and $\bar{A}_1 \perp \mathcal{F}_{0,1}$. The first independence follows by definition. As for the second independence, since $x_0, f_1 \in \mathcal{F}_{0,1}$ and $\bar{W}_1, \bar{M}_1 \perp \mathcal{F}_{0,1}$, we can conclude that conditioning on $\mathcal{F}_{0,1}$, the conditional distribution of $\bar{A}_1$ is always equal to its marginal distribution, thus concludes the proof of this step.

Suppose the result holds for the first $t$ steps, we then prove it also holds for $t + 1$ via induction. Conditioning on $\mathcal{F}_{t,t}$, we see that the conditional distribution of $\bar{A}_{t+1}$ is always equal to the marginal distribution of $A$, thus $\bar{A}_{t+1}$ has marginal distribution equal to $A$ and $\bar{A}_{t+1} \perp \mathcal{F}_{t,t}$. Notice that $\bar{A}_i \in \sigma(\mathcal{F}_{t,i} \cup \sigma(M_i))$ and $\bar{A}_i \in \sigma(\mathcal{F}_{t,i} \cup \sigma(M_i))$. Therefore, in order to prove $\bar{A}_{t+1} \perp \{\bar{A}_1, \ldots, \bar{A}_t, \bar{A}_1, \ldots, \bar{A}_t\}$, it suffices to prove $\bar{A}_{t+1} \perp \mathcal{F}_{t,t}$ and $\bar{A}_{t+1} \perp \sigma(\{\bar{M}_1, \ldots, \bar{M}_{t+1}, \bar{M}_1, \ldots, \bar{M}_t\})$. We have already proved the first independence. The second independence follows by definition.

As for $\bar{A}_{t+1}$, first notice that the conditional distribution of $\bar{A}_{t+1}$ conditioning on $\mathcal{F}_{t,t+1}$ is always equal to the marginal distribution of $A$, thus $\bar{A}_{t+1}$ has marginal distribution equal to $A$ and $\bar{A}_{t+1} \perp \mathcal{F}_{t,t+1}$. Similarly, notice that $\bar{A}_i \in \sigma(\mathcal{F}_{t,i} \cup \sigma(M_i))$ and $\bar{A}_i \in \sigma(\mathcal{F}_{t,i} \cup \sigma(M_i))$. As a result, in order to prove $\bar{A}_{t+1} \perp \{\bar{A}_1, \ldots, \bar{A}_{t+1}, \bar{A}_1, \ldots, \bar{A}_t\}$, we only need to show $\bar{A}_{t+1} \perp \mathcal{F}_{t,t+1}$ and $\bar{A}_{t+1} \perp \sigma(\{\bar{M}_1, \ldots, \bar{M}_{t+1}, \bar{M}_1, \ldots, \bar{M}_t\})$. We have already proved the first independence. The second independence follows by definition. Thus, we have concluded the proof of arguments (1) and (2) via induction.

Finally, we are ready to prove the lemma. We first show that

$$h_{t+1} = A\bar{x}_t^\perp$$

for all $0 \leq t \leq T - 1$. By Eq. (60) and Eq. (64), we have

$$A\bar{x}_t^\perp = \Pi_{F_{1,t}} \bar{W}_{t+1} \Pi_{X_{0,t-1}} \bar{x}_t^\perp + \Pi_{F_{1,t}} A\bar{x}_t^\perp = \Pi_{F_{1,t}} \bar{A}_{t+1} \bar{x}_t^\perp + \sum_{i=1}^t f_i^\perp \cdot \frac{\langle A^T f_i^\perp, \bar{x}_t^\perp \rangle}{\|f_i^\perp\|^2_2} = \Pi_{F_{1,t}} \bar{A}_{t+1} \bar{x}_t^\perp + f_t^\perp \cdot \frac{\langle x_t, \bar{x}_t^\perp \rangle}{\|f_t^\perp\|^2_2} = h_{t+1},$$

which concludes the proof of Eq. (66). Now, by definition, we deduce that

$$x_t = A^T f_t = \Pi_{X_{0,t-1}} A^T f_t + \sum_{i=0}^{t-1} \frac{\langle \bar{x}_i^\perp, A^T f_t \rangle}{\|\bar{x}_i^\perp\|^2_2} \cdot \bar{x}_i^\perp$$

$$\overset{(i)}{=} \Pi_{X_{0,t-1}} A^T f_t^\perp + \sum_{i=0}^{t-1} \frac{\langle A\bar{x}_i^\perp, f_t \rangle}{\|\bar{x}_i^\perp\|^2_2} \cdot \bar{x}_i^\perp$$

$$= \Pi_{X_{0,t-1}} A^T f_t^\perp + \sum_{i=0}^{t-1} \frac{\langle h_{i+1}, f_t \rangle}{\|\bar{x}_i^\perp\|^2_2} \cdot \bar{x}_i^\perp$$

$$\overset{(ii)}{=} \Pi_{X_{0,t-1}} A^T f_t^\perp + \sum_{i=0}^{t-1} \frac{\langle h_{i+1}, f_t \rangle}{\|\bar{x}_i^\perp\|^2_2} \cdot \bar{x}_i^\perp,$$
Lemma D.3 (Concentration inequality for sub-Weibull distribution, adapted from Theorem 3.1 of Hao et al. (2019))

\[ y_{t+1} = A\tilde{x}_t = \sum_{i=1}^{t+1} \frac{\langle \tilde{x}_{i-1}^\perp, \tilde{x}_t \rangle}{\|\tilde{x}_{i-1}^\perp\|^2} \cdot A\tilde{x}_{i-1}^\perp = \sum_{i=1}^{t+1} \frac{\langle \tilde{x}_{i-1}^\perp, \tilde{x}_t \rangle}{\|\tilde{x}_{i-1}^\perp\|^2} \cdot h_i \]

This completes the proof of Theorem 2.2.

Appendix D. Supporting lemmas

This section contains supporting lemmas required by our proof.

Lemma D.1 (Tails of the normal distribution, Proposition 2.1.2 of Vershynin (2018)) Let \( g \sim \mathcal{N}(0, 1) \). Then for all \( t > 0 \) we have

\[
\mathbb{P}\left( \left| \sum_{i=1}^N X_i \right| \geq t \right) \leq 2 \exp\left[ -c \min\left( \frac{t^2}{\sum_{i=1}^N \|X_i\|_\Psi^2}, \frac{t}{\max_i \|X_i\|_\Psi} \right) \right],
\]

where \( c > 0 \) is an absolute constant, and \( \| \cdot \|_\Psi \) is the Orlicz norm.

Lemma D.2 (Bernstein’s inequality, Theorem 2.8.1 of Vershynin (2018)) Let \( X_1, \ldots, X_N \) be independent, mean zero, sub-exponential random variables. Then, for every \( t \geq 0 \), we have

\[
\mathbb{P}(g \geq t) \leq \frac{1}{t} \cdot \frac{1}{\sqrt{2 \pi}} e^{-t^2/2}.
\]

Lemma D.3 (Concentration inequality for sub-Weibull distribution, adapted from Theorem 3.1 of Hao et al. (2019)) Let \( \{X_i\}_{1 \leq i \leq n} \) be a sequence of i.i.d. random variables such that for some constants \( C_1, C_2 > 0 \) and \( q \in (0, 1) \), \( \mathbb{P}(|X_i| \geq t) \leq C_1 \exp(-C_2 t^q) \) for all sufficiently large \( t > 0 \). Then, there exists a constant \( C > 0 \), such that the following holds for all \( t > 0 \):

\[
\mathbb{P}\left( \left| \sum_{i=1}^n (X_i - \mathbb{E}[X_i]) \right| \geq t \right) \leq C \exp\left( -\min\left\{ \frac{C^{-2} t^2}{n}, C^{-q} t^q \right\} \right).
\]

Proof Choosing \( a \) to be the vector of all ones in (Hao et al., 2019, Theorem 3.1), we know that there exists a constant \( C > 0 \), such that

\[
\mathbb{P}\left( \left| \sum_{i=1}^n (X_i - \mathbb{E}[X_i]) \right| \geq C \left( \sqrt{n \log(1/\alpha)} + (\log(1/\alpha))^{1/q} \right) \right) \leq \alpha.
\]

Set \( t = C \left( \sqrt{n \log(1/\alpha)} + (\log(1/\alpha))^{1/q} \right) \), then one of the followings must happen:

(a) \( C \sqrt{n \log(1/\alpha)} \geq t/2 \). This implies that

\[
\alpha \leq \exp\left( -\frac{t^2}{4C^2 n} \right).
\]
(b) $C(\log(1/\alpha))^{1/q} \geq t/2$, which is equivalent to

$$\alpha \leq \exp\left(-\frac{t^q}{(2C)^q}\right).$$

Hence, we finally obtain that

$$\mathbb{P}\left(\left|\sum_{i=1}^{n} (X_i - \mathbb{E}[X_i])\right| \geq t\right) \leq \alpha \leq \max\left\{\exp\left(-\frac{t^2}{4C^2n}\right), \exp\left(-\frac{t^q}{(2C)^q}\right)\right\}$$

$$= \exp\left(-\min\left\{\frac{t^2}{4C^2n}, \frac{t^q}{(2C)^q}\right\}\right).$$

This completes the proof. \[\blacksquare\]