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The well-posedness of the gravitational equations of $f(R)$ gravity are studied in this paper. Three formulations of the $f(R)$ gravity with dynamical shifts (which are all based on the Arnowitt-Deser-Misner (ADM) formalism of the equations) are investigated. These three formulations are all proved to be strongly hyperbolic by pseudodifferential reduction. The first one is the Baumgarate-Shapiro-Shibata-Nakamura (BSSN) formulation with the so-called “hyperbolic $K$-driver” condition and the “hyperbolic Gamma driver” condition. The second one is the ADM formulation with modified harmonic gauge conditions. We find that the equations are not strongly hyperbolic in traditional Z4 formulation for $f(R)$ gravity. So, in the third formulation, we improve the Z4 formulation, and show these equations are strong hyperbolic with modified harmonic gauge conditions.

I. INTRODUCTION

In the past two decades, physicists have been trying to find an interpretation about the early and late time accelerating expansion of the universe. As an alternative solution, modified gravity has been arousing people’s curiosities. The so-called $f(R)$ gravity, whose Lagrangian is an analytic function of the spacetime’s Ricci scalar, is one of the simplest and the most direct substitution of the universe. As an alternative solution, modified gravity has been arousing people’s curiosities. The so-called $f(R)$ gravity, whose Lagrangian is an analytic function of the spacetime’s Ricci scalar, is one of the simplest and the most direct formulation of the universe. As an alternative solution, modified gravity has been arousing people’s curiosities. The so-called $f(R)$ gravity, whose Lagrangian is an analytic function of the spacetime’s Ricci scalar, is one of the simplest and the most direct formulation of the universe. As an alternative solution, modified gravity has been arousing people’s curiosities. The so-called $f(R)$ gravity, whose Lagrangian is an analytic function of the spacetime’s Ricci scalar, is one of the simplest and the most direct formulation of the universe. As an alternative solution, modified gravity has been arousing people’s curiosities. The so-called $f(R)$ gravity, whose Lagrangian is an analytic function of the spacetime’s Ricci scalar, is one of the simplest and the most direct formulation of the universe. As an alternative solution, modified gravity has been arousing people’s curiosities. The so-called $f(R)$ gravity, whose Lagrangian is an analytic function of the spacetime’s Ricci scalar, is one of the simplest and the most direct formulation of the universe. As an alternative solution, modified gravity has been arousing people’s curiosities. The so-called $f(R)$ gravity, whose Lagrangian is an analytic function of the spacetime’s Ricci scalar, is one of the simplest and the most direct formulation of the universe.

When we discuss a well-posed initial value problem, the concept of hyperbolicity is resorted. Hyperbolicity refers to algebraic conditions on the principal part of the equations. It implies well-posedness for the Cauchy problem, which reveals the existence of a unique continuous map between initial data and solutions. Especially, among a series of the definitions of hyperbolicity, strong hyperbolicity is consider to be a spot-on definition for a well-posed initial value problem. The proof of this equivalence is based on pseudodifferential analysis [10, 11].

Roughly speaking, there are two mainstream methods to investigate the hyperbolicity of a gravity theory. One is based on the the linearized equations of motion. The well-posed formulation in Horndeski and Lovelock gravity at the perturbative level has been studied in [12–16]. Certainly, it is important for us to find a well-posed, nonperturbative formulation in general relativity or modified gravities. So, the other is nonperturbative. It is based on the Arnowitt-Deser-Misner (ADM) decomposition of the evolution equations [17] with some suitable gauge conditions or the Bondi-Sachs formalism [18–20]. The key technology of strong hyperbolicity is to check whether the eigenvalues of the principal part are all real or not and check whether the eigenvectors of the principal part of the equations span the whole eigenspace or not [21–23].

It has been proved that the ADM evolution equations are of weak hyperbolicity in general relativity [24]. This is the reason why one can find some instabilities in ADM formulations [25–27]. In the Ref.[21], the authors came up with densitized ADM equations where the lapse function is densitized. However, this formulation is still not strongly hyperbolic but only weakly hyperbolic. Baumgarate-Shapiro-Shibata-Nakamura (BSSN) type systems are considered to solve the problem of strong hyperbolic destruction in the ADM formulation. It is based on the ADM decomposition of the field equations. A new variable $\tilde{\Gamma}^{ij}$ is introduced in the BSSN systems. It has been showed in many papers that the BSSN formulation leads to strong hyperbolicity of the evolution equations in general relativity [28–30].
It’s worth pointing out that all notions of hyperbolicity mentioned above require that the evolution equations are first order systems. Here, either the ADM evolution equations or the BSSN evolution equations are first order in time, but mixed first/second order in space. Hence, the strategy to analyze the hyperbolicity of these second-order systems is to transform them into equivalent first-order systems. Then one looks at algebraic properties of the principal part for these first-order systems. There are several ways of obtaining a first-order system from these second-order ones. One of them, used in [28, 29, 31], is to add as variables all first-order derivatives and look at the resulting larger system. Another is to add as new variables the square root of the Laplacian of some of the original variables and so get a first-order pseudo-differential system [30]. No extra equations will be introduced under the pseudo-differential reductions which were first used in general relativity in [32].

In the early days, the Cauchy problem of \( f(R) \) gravity was studied through the equivalency of \( f(R) \) gravity and scalar-tensor gravity [33]. In 2016, Mongwane, bypassing this equivalency, took full advantage of the ADM decomposition proposed in Ref.[34] to directly study the hyperbolicity of the \( f(R) \) gravity. He investigated the hyperbolicity of \( f(R) \) gravity but only for a given shift function in both the ADM formulation and the BSSN formulation. Therefore, by adding all first-order derivatives as variables, he proved the ADM version of \( f(R) \) gravity is just weakly hyperbolic while the BSSN version of \( f(R) \) gravity is strongly hyperbolic [35].

On the one hand, it is known that there are many other formulations with different gauge conditions instead of the BSSN formulation with Bona-Masso slicing condition [36] which is used in the Ref.[35] for the \( f(R) \) gravity. For example, ADM formulation with harmonic gauge conditions and the Z4 formulation are common formulations. Then, it is natural for us to study whether or not these formulations keep the strong hyperbolicity in \( f(R) \) gravity. On the other hand, the advantage of the pseudodifferential reduction is that the principal part of the system is algebraically much simpler to dispose of (the matrix of principal part is much smaller), especially for systems who have second order derivatives in space. Based on these two reasons, the main purpose of this paper is to make an investigation of the hyperbolicity of \( f(R) \) gravity in three different formulations by using the pseudodifferential reduction. To be specific, the first one considered is the BSSN formulation with dynamical lapse and dynamical shift is studied in Sec. II. Then we perform a modified Z4 formulation for the \( f(R) \) gravity in Sec. IV. Sec. VI is the conclusion and the discussion.

II. THE ADM DECOMPOSITION OF EQUATIONS OF MOTION IN \( f(R) \) GRAVITY

We start by a brief review of the ADM decomposition of equations of motion in \( f(R) \) gravity (the details can be found in Ref.[34]). There are three versions of \( f(R) \) gravity, metric formalism, Palatini formalism, and metric-affine gravity, respectively [37]. In this paper, we consider the metric formalism whose action can be expressed as

\[
S = \frac{1}{2\kappa^2} \int \sqrt{-g} \left[ (2\kappa^2 \mathcal{L}_m) + 2\kappa^2 \mathcal{L} \right],
\]

where \( \kappa^2 = 8\pi G_N \), and \( G_N \) is the gravitational constant. The symbol \( g \) is the determinant of the spacetime metric \( g_{ab} \), and \( \mathcal{L}_m \) is the Lagrangian density for usual matter fields. Varying the action (2.1) with respect to the metric \( g_{ab} \) yields equations of motion

\[
f' R_{ab} - \frac{1}{2} f g_{ab} - \nabla_a \nabla_b f' + g_{ab} \Box f' = \kappa^2 T_{ab},
\]

where \( f' = \partial f(R)/\partial R, f = f(R), \) and \( T_{ab} \) is the energy-momentum tensor from the Lagrangian density \( \mathcal{L}_m \). For convenience on the notion, usually, we introduce a symmetric tensor \( \Sigma_{ab} \) which is defined as follows

\[
\Sigma_{ab} \equiv f' R_{ab} - \frac{1}{2} f g_{ab} - f'' \nabla_a \nabla_b R - f''' \nabla_a R \nabla_b R + g_{ab}(f''' \nabla^c R \nabla_c R + f'' \Box R).
\]

Hence, Eq.(2.2) can be written sententiously as

\[
\Sigma_{ab} = \kappa^2 T_{ab}.
\]
We think of spacetime \((M, g_{ab})\) to be foliated by spacelike surfaces \((\Sigma_t, \gamma_{ab})\). Let \(n^a\) be the future directed unit normal to \(\Sigma_t\) and the induced spatial metric on those hypersurfaces is
\[
\gamma_{ab} = g_{ab} + n_an_b.
\]
(2.5)
The mixed tensor \(\gamma_a^b\) is called the projection operator since when contracted with any four-dimensional vector it produces its spatial projection on \(\Sigma_t\). Under the standard ADM decomposition, the metric \(g_{ab}\) is written as
\[
ds^2 = -(\alpha^2 - \beta_i\beta^i)dt^2 + 2\beta_i dt dx^i + \gamma_{ij} dx^i dx^j,
\]
(2.6)
where \(\alpha\) is the lapse function and \(\beta^i\) is the shift vector with \(\beta_i = \gamma_{ij}\beta^j\). The induced covariant derivative on \((\Sigma_t, \gamma_{ab})\) is denoted by \(D\), which is compatible with the induced metric \(\gamma_{ab}\) as usual. The extrinsic curvature \(K_{ab}\) can be defined in terms of projections of covariant derivative of \(n_a\), i.e.,
\[
K_{ab} = -\gamma_a^c\gamma_b^d \nabla_c n_d = -\nabla_a n_b - n_a n_b = -\frac{1}{2} \mathcal{L}_n \gamma_{ab},
\]
(2.7)
where \(a_b = n^c \nabla_c n_b\) is the acceleration of the normal \(n_a\), and it is related to the lapse function \(\alpha\) via \(a_b = D_b \ln \alpha\). By these definitions, the ADM decomposition of the full system is expressed as follows [34, 35]
\[
\partial_b R = \alpha \psi, \\
\partial_b \psi = \frac{\alpha}{3 f''} \left[ -2f + R f' + 3(D_i D^i R + K \psi + a^i D_i R) f'' \right. \\
+ 3(D_i R D_i R - \psi^2) f''' - \kappa^2 (S - \rho) \left. \right],
\]
\[
\partial_0 \gamma_{ij} = -2\alpha K_{ij} + \gamma_{ik} \partial_j \beta^k + \gamma_{jk} \partial_i \beta^k, \\
\partial_0 K_{ij} = \alpha \left( R_{ij} - 2K^k k_{jk} + KK_{ij} \right) + \frac{\alpha}{f'} \left\{ \frac{1}{6} f \gamma_{ij} - \frac{1}{3} \psi R f' \right. \\
- \left( D_i D_j R + \psi K_{ij} \right) f'' - f''' D_i R D_j R - \kappa^2 \left[ S_{ij} - \frac{1}{3} \gamma_{ij} (S - \rho) \right] \right\} \\
- D_i D_j \alpha + K_{kj} \partial_i \beta^k + K_{ik} \partial_j \beta^k.
\]
(2.11)
Here, the operator \(\partial_0\) is defined as \(\partial_0 \equiv \partial_t - \beta^i \partial_i\) with \(\beta^i\) denoting shift. This operator is always used in the following discussion. In the above equations, \(R_{ij}\) called the spatial Ricci tensor is obtained by the following expression
\[
R_{ij} = \frac{1}{2} \gamma^{kl} \left( \partial_i \partial_k \gamma_{lj} + \partial_l \partial_j \gamma_{ki} - \partial_j \partial_k \gamma_{li} - \partial_k \partial_l \gamma_{ij} \right) + \gamma^{kl} \left( \Gamma_{mi}^n \Gamma_{mkj} - \Gamma_{mj}^n \Gamma_{mik} \right),
\]
(2.12)
where \(\Gamma\) is computed from \(\gamma_{ij}, \psi\) is defined as the Lie derivative of \(R\) along \(n\), and \(K\) is the trace of \(K_{ij}\). The quantities \(\rho, S_{ij}, S\) come from the energy-momentum tensor \(T_{ab}\), i.e.,
\[
\rho = n^a n^b T_{ab}, \quad S_{cd} = \gamma^a c \gamma^b d T_{ab}, \quad S = \gamma^{ab} T_{ab}.
\]
(2.13)
It should be noted here, for \(f(R)\) gravity, that the evolution variables are \(\{R, \psi, \gamma_{ij}, K_{ij}\}\), which is very different from the one in general relativity in which the variables of evolution are merely \(\{\gamma_{ij}, K_{ij}\}\). If we do not think of \(R\) as an independent dynamical variable, we have to consider evolution equations whose highest derivative is quartic but not quadratic.

### III. BSSN FORMULATION WITH DYNAMICAL LAPSE AND DYNAMICAL SHIFT

In general relativity, we know the ADM formulation are not strongly hyperbolic [21]. But for the BSSN formulation, the strong hyperbolicity will be hold [21, 29]. Moreover, in the case of \(f(R)\), the ADM equations are still not strongly hyperbolic, while the relevant BSSN formulation will keep the strongly hyperbolicity when one chooses suitable parameters [35]. The BSSN formulation is based on the ADM formulation. In this subsection, we will show how the BSSN formulation keep the strong hyperbolicity in \(f(R)\) gravity. However, unlike the method used in the Ref.[35] with a fixed shift vector, we will use pseudodifferential reductions to complete the analysis under the dynamical lapse and the dynamical shift.

First, we write down the BSSN formulation explicitly for \(f(R)\) gravity which was proposed in the Ref.[35]. In BSSN
Here, we consider the gauge condition given in the Ref.\cite{...}. For the lapse, it has the form
\[ \partial_0 \alpha = -\alpha^2 h(\alpha, \phi, x^\mu) \left[ K - K_0(x^\mu) \right], \tag{3.12} \]
where is named as “hyperbolic K-driver” condition. For the shift, the “hyperbolic Gamma driver” type condition
\[ \partial_0 \beta^i = \alpha^2 G(\alpha, \phi, x^\mu) B^i, \tag{3.13} \]
\[ \partial_0 B^i = e^{-\phi} H(\alpha, \phi, x^\mu) \partial_0 \tilde{\Gamma}^i - \eta(B^i, \alpha, x^\mu) \tag{3.14} \]
will be applied, where $G(\alpha, \phi, x^\mu)$ and $H(\alpha, \phi, x^\mu)$ are smooth, strictly positive functions, and $\eta(B^i, \alpha, x^\mu)$ is a smooth function.

Freezing the coefficients in the differential equations at some fixed point and analyzing the linear constant coefficient problem by means of a Fourier transformation in space, we get

$$
\partial_0 \hat{\alpha} = -\alpha^2 \hat{h} \hat{K} + \text{l.o.},
$$

$$
\partial_0 \hat{\beta}^i = \alpha^2 G \hat{B}^i,
$$

$$
\partial_0 \hat{B}^i = e^{-4\phi} H \left[ -\frac{4}{3} \alpha \hat{m}^i \hat{\gamma}^{ij} (i \omega_j \hat{K}) + 2\alpha (m' - 1) \hat{\gamma}^{ik} \hat{\gamma}^{jl} (i \omega_j \hat{A}_{kl}) - \frac{1}{3} \hat{\gamma}^{ij} \omega_j \omega_k \hat{\beta}^k + 2 \alpha m' \frac{f''}{f'} \hat{\gamma}^{ij} (i \omega_j \hat{\psi}) \right] + \text{l.o.},
$$

$$
\partial_0 \hat{R} = \alpha \hat{\psi},
$$

$$
\partial_0 \hat{\phi} = -\alpha \gamma^{ij} \omega_j \hat{R} + \text{l.o.},
$$

$$
\partial_0 \hat{\phi} = -\alpha \frac{1}{6} \hat{\alpha} \hat{K} + \frac{1}{6} \omega_k \hat{\beta}^k,
$$

$$
\partial_0 \hat{\gamma}^{ij} = -2\alpha \hat{A}_{ij} + i \tilde{\gamma}^{ij} \omega_j \hat{\beta}^k + \hat{\gamma}_{jk} \hat{\omega}_i \hat{\beta}^k - \frac{2i}{3} \hat{\gamma}_{ij} \omega_k \hat{\beta}^k,
$$

$$
\partial_0 \hat{\beta} = -\alpha f'' f' \gamma^{ij} \omega_j \hat{R} + \gamma^{ij} \omega_j \hat{\alpha} + \text{l.o.},
$$

$$
\partial_0 \hat{\alpha} = \alpha e^{-4\phi} \left[ \hat{\gamma}^{kl} \omega_k \omega_j \hat{\gamma}^{ij} + i \hat{\gamma}^{ij} (i \omega_j) \hat{\psi}^k + 2 \omega_i \omega_j \hat{\psi} + \omega_i \omega_j \hat{\alpha} \right]^{TF} + \alpha e^{-4\phi} f'' f' (\omega_i \omega_j \hat{R})^{TF} + \text{l.o.},
$$

$$
\partial_0 \hat{\beta}^i = -\frac{4}{3} \alpha \hat{m} \hat{\gamma}^{ij} (i \omega_j \hat{K}) + 2 \alpha (m - 1) \hat{\gamma}^{ik} \hat{\gamma}^{jl} (i \omega_j \hat{A}_{kl}) - \hat{\gamma}^{ik} \omega_j \omega_k \hat{\beta}^i + \frac{1}{3} \hat{\gamma}^{ij} \omega_j \omega_k \hat{\beta}^k + 2 \alpha m' \frac{f''}{f'} \hat{\gamma}^{ij} (i \omega_j \hat{\psi}) + \text{l.o.},
$$

where a hat represents the Fourier transformation in space, for example,

$$
\hat{\theta}(\omega) = \int d^4 x \theta(x) e^{-i \omega \cdot x},
$$

and l.o. denotes terms which depend on lower order spatial derivatives. The parameter $m'$ in the evolution equation for $B^i$ is allowed to be different from the parameter $m$ [29]. By writing

$$
\omega_i = |\omega| \tilde{\omega}_i, \quad |\omega|^2 = \gamma^{ij} \omega_i \omega_j,
$$

and introducing the variables

$$
\hat{a} = i \alpha^{-1} |\omega| \hat{\alpha}, \quad \hat{b}_i = i \alpha^{-1} |\omega| \gamma_{ij} \hat{\beta}^j, \quad \hat{B}_i = \gamma_{ij} \hat{B}^j, \quad \hat{r} = i |\omega| \hat{R},
$$

$$
\hat{\Phi} = i |\omega| \hat{\phi}, \quad \hat{L}_{ij} = i |\omega| e^{4\phi} \hat{\gamma}_{ij}, \quad \hat{\phi} = e^{4\phi} \hat{A}_{ij}, \quad \hat{\Gamma}_i = \gamma_{ij} \hat{\Gamma}^j,
$$

one can rewrite the system [Eq.(3.15)-Eq.(3.24)] as a first order system. According to these variables, one gets a first order pseudodifferential system of the structure

$$
\partial_0 \hat{u} = i |\omega| \hat{P}(\omega) \hat{u} + \text{l.o.},
$$

where

$$
\hat{u} = \begin{pmatrix} \hat{a}, \hat{b}_i, \hat{B}_i, \hat{r}, \hat{\phi}, \hat{L}_{ij}, \hat{\phi}, \hat{K}, \hat{\Gamma}_i \end{pmatrix}^T.
$$

Since the shift cannot change a real eigenvalue into an imaginary one and it cannot affect the hyperbolicity of the system, the system (3.26) is strongly hyperbolic if and only if that $\hat{P}(\omega)$ is diagonalizable and has only real eigenvalues [22, 23]. An ingenious suggestion for doing these calculations is to decompose the eigenvalue equation

$$
\lambda \hat{u} = \hat{P}(\omega) \hat{u}
$$
into orthogonal components with respect to $\tilde{\omega}_i$ [7, 21, 22]. Introduce the splitting

$$X_{ij} = \tilde{\omega}_i \tilde{\omega}_j X + X'_q q_{ij}/2 + 2\tilde{\omega}_i X'_{ij} + X'_{(ij)} ,$$

$$Y_i = Y'_i + \tilde{\omega}_i Y ,$$

where $q_{ij} = \gamma_{ij} - \tilde{\omega}_i \tilde{\omega}_j$ is the orthogonal projector to $\tilde{\omega}_i$, and

$$X = \tilde{\omega}_i \tilde{\omega}_j X_{ij} , \quad X' = q^{ij} X_{ij} ,$$

$$X'_{(ij)} = q_i^k q_j^l (X_{kl} - X'_{kl}/2) ,$$

$$Y = \tilde{\omega}_i Y_i , \quad Y'_i = q_i Y'_{ij} .$$

In this subsection, $X_{ij}$ is chosen to be $\hat{I}_{ij}, \hat{L}_{ij}$, and $Y_i$ is chosen to be $\hat{b}_i, \hat{B}_i, \hat{\Gamma}_i$. Hence, $P(\omega)$ can be decomposed into three independent parts, and it is written as

$$P = \begin{bmatrix} P^S & 0 & 0 \\ 0 & P^V & 0 \\ 0 & 0 & P^T \end{bmatrix} ,$$

where $P^S, P^V, P^T$ denote scalar part, vector part, and tensor part, respectively. After some calculations, the results are showed as follows,

$$P^S = \begin{bmatrix} \hat{a} \\ \hat{b} \\ \hat{B} \\ \hat{\psi} \\ \hat{\Phi} \\ \hat{\tilde{\omega}} \\ \hat{\tilde{\psi}} \\ \hat{\tilde{\Gamma}} \\ \hat{\tilde{L}} \\ \hat{\tilde{\Gamma}} \end{bmatrix} = \begin{bmatrix} 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & -h & 0 & 0 \\ 0 & 0 & G & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 2m' H & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & -\frac{1}{2} & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 2 & -2 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ -1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & \frac{2}{3} & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 2m'' H & 0 & 0 & 0 & 0 & 0 & 0 \\ \hat{a} \\ \hat{b} \\ \hat{B} \\ \hat{\psi} \\ \hat{\Phi} \\ \hat{\tilde{\omega}} \\ \hat{\tilde{\psi}} \\ \hat{\tilde{\Gamma}} \\ \hat{\tilde{L}} \\ \hat{\tilde{\Gamma}} \end{bmatrix} ,$$

$$P^V = \begin{bmatrix} \hat{b}_i \\ \hat{B}_i \\ \hat{\psi}_i \\ \hat{\Phi}_i \\ \hat{\tilde{\omega}}_i \\ \hat{\tilde{\psi}}_i \\ \hat{\tilde{\Gamma}}_i \\ \hat{\tilde{L}}_i \\ \hat{\tilde{\Gamma}}_i \end{bmatrix} = \begin{bmatrix} 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 2(m' - 1) H & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ \hat{b}_i \\ \hat{B}_i \\ \hat{\psi}_i \\ \hat{\Phi}_i \\ \hat{\tilde{\omega}}_i \\ \hat{\tilde{\psi}}_i \\ \hat{\tilde{\Gamma}}_i \\ \hat{\tilde{L}}_i \\ \hat{\tilde{\Gamma}}_i \end{bmatrix} ,$$

and

$$P^T = \begin{bmatrix} \hat{l}_{ij} \\ \hat{L}_{ij} \end{bmatrix} = \begin{bmatrix} 0 & -2 \\ -\frac{1}{2} & 0 \end{bmatrix} \begin{bmatrix} \hat{l}_{ij} \\ \hat{L}_{ij} \end{bmatrix} .$$

The eigenvalues of the matrix $P^S$ are $0, \pm 1, \pm \sqrt{m}, \pm \sqrt{4GH/3}, \pm \sqrt{(4m - 1)/3}$, where $0$ is the triple root. The eigenvalues of the matrix $P^V$ are $0, \pm \sqrt{GH}, \pm \sqrt{m}$. The eigenvalues of the matrix $P^T$ are $\pm 1$. Therefore, to guarantee the weak hyperbolicity, we have to set $h > 0, GH > 0, m > 1/4$.

Furthermore, provided that $m' = 1$, the matrix $P$ is diagonalizable only if

$$h \neq 1, \quad GH \neq 3/4, \quad h \neq 4GH/3 .$$

Provided that $m' \neq 1$, the matrix $P$ is diagonalizable only if

$$h \neq 1, \quad GH \neq 3/4, \quad h \neq 4GH/3, \quad 4GH \neq 4m - 1, \quad m \neq GH .$$

These are the conditions for the strong hyperbolicity.
IV. ADM FORMULATION WITH MODIFIED HARMONIC GAUGE

Since the ADM equations are not strongly hyperbolic with a fixed shift $\beta^i$ and a dynamical lapse $\alpha$ whose evolution are denoted by a member of the Bona-Masso family [35], in this time, we consider the case where $\beta$ and $\alpha$ are both dynamic variables. This consideration of gauge condition called the modified harmonic gauge is different from the one by Bona-Masso [36]. The harmonic gauge of Einstein’s field equations has many generalizations. One of them is to add a given source function, denoted by $H^\nu$, into the usual harmonic condition [40, 41], and the gauge is written as

$$\nabla^\mu \nabla_\mu a^\nu = H^\nu.$$  \hspace{1cm} (4.1)

For keeping general covariance, the generalized harmonic gauge condition can be expressed as [42]

$$g^{\alpha\beta} \left( 4 \Gamma^\mu_{\alpha\beta} - 4 \tilde{\Gamma}^\mu_{\alpha\beta} \right) + H^\mu = 0 ,$$  \hspace{1cm} (4.2)

where the Christoffel symbols $4 \tilde{\Gamma}^\mu_{\alpha\beta}$ come from a fixed smooth background metric $\tilde{g}_{\alpha\beta}$. Assuming that the background metric $\tilde{g}_{\alpha\beta}$ is Minkowski in Cartesian coordinates for simplicity. This means $4 \tilde{\Gamma}^\mu_{\alpha\beta}$ is vanished. Therefore, in this subsection, we choose a modified harmonic formulation given by

$$\tilde{g}^{\alpha\beta} 4 \Gamma^\mu_{\alpha\beta} + H^\mu = 0 ,$$  \hspace{1cm} (4.3)

where $\tilde{g}^{\alpha\beta}$ is defined as

$$\tilde{g}^{\alpha\beta} \equiv g^{\alpha\beta} + h^{\alpha\beta} .$$

The modified quantities $h^{\alpha\beta}$ satisfy

$$h^{\alpha\beta} 4 \Gamma^\mu_{\alpha\beta} = \left[ \frac{1 - F}{\alpha} K, \right.$$  \hspace{1cm} (4.4)

$$h^{\alpha\beta} 4 \Gamma^i_{\alpha\beta} = \left[ \frac{1 - F}{\alpha} \Gamma^i_{\alpha\beta} \right] + \left[ \frac{1 - F}{\alpha} \omega^j - \frac{F - 1}{\alpha} \beta^i K, \right.$$  \hspace{1cm} (4.5)

where $4 \Gamma^i_{\alpha\beta}$ and $K$ are obtained from the original metric (2.6) and $F, p$ are constants. Note that when $F = 1$ and $p = 1$, $h^{\alpha\beta} = 0$, Eq.(4.3) becomes Eq.(4.2). We will show when the following conditions

$$F \neq p , \quad F \neq 1 , \quad p \neq 1 , \quad F > 0 , \quad p > 0$$  \hspace{1cm} (4.6)

are true, the evolution equation [Eq.(2.8)–Eq.(2.11)] with modified harmonic condition (4.3) leads a well-posed formulation. Due to the fact that this system is a mixed first/second order system, with same ideas as previous sections, first order pseudodifferential reduction is used. We obtain

$$\partial_0 \hat{\alpha} = - \alpha^2 F \gamma^{ij} \hat{K}_{ij} + \text{l.o.} ,$$  \hspace{1cm} (4.7)

$$\partial_0 \hat{\beta}^i = - \alpha p \gamma^{ij} (i \omega_j \hat{\alpha}) + \alpha^2 p \gamma^{ijkl} (i \omega_k \hat{\gamma}_{ijl} - \frac{i}{2} \gamma_{ijkl}) + \text{l.o.} ,$$  \hspace{1cm} (4.8)

$$\partial_0 \hat{R} = \alpha \hat{\psi} ,$$  \hspace{1cm} (4.9)

$$\partial_0 \hat{\psi} = - \alpha \hat{\gamma}^{ij} (i \omega_j \hat{\alpha}) + \hat{\gamma}_{ij} (i \omega_j \hat{\beta}^k) ,$$  \hspace{1cm} (4.10)

$$\partial_0 \hat{K}_{ij} = - 2 \alpha \hat{K}_{ij} + \gamma^{ij} (i \omega_j \hat{\beta}^k) + \gamma_{ij} (i \omega_j \hat{\beta}^k) ,$$  \hspace{1cm} (4.11)

$$\partial_0 \hat{K}_{ij} = \omega_i \omega_j \hat{\alpha} + \frac{\alpha}{2} \gamma^{kl} (\omega_k \omega_l \hat{\gamma}_{ij} + \omega_i \omega_j \hat{\gamma}_{kl} - \omega_i \omega_k \hat{\gamma}_{lj} - \omega_j \omega_k \hat{\gamma}_{li} + \alpha \frac{\partial^2}{\partial t^2} \omega_i \omega_j \hat{R}) + \text{l.o.} .$$  \hspace{1cm} (4.12)

After introducing the variables

$$\hat{\alpha} = i \alpha^{-1} \omega | \hat{\alpha} , \quad \hat{b}_i = i \alpha^{-1} \omega | \hat{\beta}^i , \quad \hat{\tau} = i | \omega | \hat{R} , \quad \hat{i}_{ij} = i | \omega | \hat{\gamma}_{ij} ,$$  \hspace{1cm} (4.13)

and the splitting

$$\hat{i}_{ij} = \tilde{\omega}_i \tilde{\omega}_j \hat{\lambda} + \tilde{\omega}_i \tilde{\omega}_j \hat{\lambda}'_{ij} + 2 \tilde{\omega}_i \hat{R}'_{ij} + \tilde{\omega}_i \hat{R}'_{ij} ,$$

$$\hat{K}_{ij} = \tilde{\omega}_i \tilde{\omega}_j \hat{\lambda} + \tilde{\omega}_i \tilde{\omega}_j \hat{\lambda}'_{ij} + 2 \tilde{\omega}_i \hat{R}'_{ij} + \tilde{\omega}_i \hat{R}'_{ij} ,$$

$$\hat{b}_i = \hat{b}_i + \tilde{\omega}_i \hat{b} ,$$  \hspace{1cm} (4.14)
we have the following results,

\[
P^S \begin{bmatrix} \dot{a} \\ \dot{b} \\ \dot{r} \\ \dot{\psi} \\ \dot{\xi} \\ \dot{\xi}' \\
\end{bmatrix} = \begin{bmatrix} 0 & 0 & 0 & 0 & 0 & 0 \\ -p & 0 & 0 & 0 & \frac{1}{2} & \frac{1}{2} \\ 0 & 0 & 1 & 0 & 0 & 0 \\ 0 & 0 & 0 & 1 & 0 & 0 \\ -1 & 0 & 0 & 0 & 0 & -2 \\ 0 & 0 & 0 & 0 & -\frac{1}{2} & 0 \\
\end{bmatrix} \begin{bmatrix} \dot{a} \\ \dot{b} \\ \dot{r} \\ \dot{\psi} \\ \dot{\xi} \\ \dot{\xi}' \\
\end{bmatrix}, \tag{4.15}
\]

\[
P^V \begin{bmatrix} \dot{b}^V_i \\ \dot{\xi}^V_{ij} \\
\end{bmatrix} = \begin{bmatrix} 0 & p & 0 \\ 1 & 0 & -2 \\ 0 & 0 & 0 \\
\end{bmatrix} \begin{bmatrix} \dot{b}^V_i \\ \dot{\xi}^V_{ij} \\
\end{bmatrix}, \tag{4.16}
\]

and

\[
P^T \begin{bmatrix} \dot{\xi}^T_{ij} \\ \dot{\xi}'^T_{ij} \\
\end{bmatrix} = \begin{bmatrix} 0 & 2 & -2 \\ -1 & 0 & 0 \\
\end{bmatrix} \begin{bmatrix} \dot{\xi}^T_{ij} \\ \dot{\xi}'^T_{ij} \\
\end{bmatrix}. \tag{4.17}
\]

The eigenvalues of the matrix \( P^S \) are \( \pm 1, \pm \sqrt{F}, \pm \sqrt{p} \), where \( \pm 1 \) are the double root. The eigenvalues of the matrix \( P^V \) are \( \pm \sqrt{F}, 0 \). The eigenvalues of the matrix \( P^T \) are \( \pm 1 \).

Hence, \( F > 0 \) and \( p > 0 \) guarantee the weak hyperbolicity of the evolution equation [Eq.(2.8)-Eq.(2.11)]. Furthermore, conditions (4.6) means the evolution equations [Eq.(2.8)-Eq.(2.11)] with modified harmonic conditions (4.3) are strong hyperbolic.

V. MODIFIED Z4 FORMULATION WITH MODIFIED HARMONIC GAUGE

We extend equations of motion (2.2) in a general covariant way by introducing an extra four-vector \( Z^a \) [43–45], so that the set of basic fields will become \( \{ g_{\mu\nu}, Z_\mu \} \). To be specific, the modification is carried out in the following way,

\[
\Sigma_{ab} - \kappa^2 T_{ab} = 0 \rightarrow \Sigma_{ab} - \kappa^2 T_{ab} + l_1 \nabla_a Z_b + l_2 \nabla_b Z_a - l_3 g_{ab} \nabla^c Z_c - k_1 \left( n_a Z_b + n_b Z_a + k_2 n^c Z_c g_{ab} \right) = 0, \tag{5.1}
\]

where \( k_1 \) and \( k_2 \) are real constants. In the above equations, we have added three other different parameters

\[
l_1, \quad l_2, \quad l_3, \quad l_1 + l_2 - l_3 \neq 0
\]

into the usual Z4 formulation. These three parameters can be unequal with each other. Note that it is a key point for the strong hyperbolicity. Splitting the four-vector \( Z^a \) as \( Z^a = Z^a + n^a \psi \) with \( Z^a = \gamma^a_b Z^b \) and \( \psi = -n^a Z_a \).

The harmonic gauge condition (4.2) in this subsection is modified as the following form [44]

\[
\begin{align*}
\partial_0 \alpha &= -\alpha^2 \zeta (K - m \Theta), \tag{5.2} \\
\partial_0 \beta^i &= -\alpha^2 (2\mu V^i + c \partial^i \ln \alpha - d \partial^i \ln \sqrt{\gamma}) - \xi \beta^i, \tag{5.3}
\end{align*}
\]

where

\[
V_i = \partial_i \ln \sqrt{\gamma} - \frac{1}{2} \partial^j \gamma_{ij} - Z_i. \tag{5.4}
\]

What is worth mentioning is that when

\[
\zeta = 1, \quad m = 0, \quad \mu = 1, \quad c = 1, \quad d = 1, \quad \xi = 0, \quad Z_i = 0, \tag{5.5}
\]

Eq.(5.2) and Eq.(5.3) are going to be Eq.(4.2) with \( H^\mu = 0 \). Projecting Eq.(5.1) onto \( n^i \) or \( \gamma_{ij} \) with some caculations, we finally
arrive to the evolution system

\[
\partial_t \Theta = \frac{\alpha}{l_1 + l_2 - l_3} \left[ \frac{1}{2} f - \frac{1}{2} Rf' + \frac{1}{2} \left( R + K^2 - K_{ij} R^{ij} \right) f' - \left( D^i D_i R + K R \right) f'' - f''' D_i D_i R - \kappa^2 \rho \right] - Z^k D_k \alpha + \frac{\alpha l_3}{l_1 + l_2 - l_3} D_k Z^k - \frac{\alpha l_3}{l_1 + l_2 - l_3} \Theta K - \frac{\alpha}{l_1 + l_2 - l_3} k_1 (2 + k_2) \Theta, \tag{5.6}
\]

\[
\partial_t Z_i = \frac{\alpha}{l_2} \left[ f' \left( D_j K_i^j - D_i K \right) + f'' \left( K_i^j D_j R + D_i \psi \right) + f''' \psi D_i R - \kappa^2 S_i \right] + \frac{\alpha l_1}{l_2} D_i \Theta - \Theta D_i \alpha - \frac{\alpha (l_1 + l_2)}{l_2} K_{ij} Z^j - \frac{\alpha k_1}{l_2} Z_i + Z_k \partial_i \beta^k, \tag{5.7}
\]

\[
\partial_t R = \alpha \psi, \tag{5.8}
\]

\[
\partial_t \psi = \frac{\alpha}{3 f''} \left\{ -\frac{3(l_1 + l_2)}{2(l_1 + l_2 - l_3)} f + \frac{l_1 + l_2 + 2l_3}{2(l_1 + l_2 - l_3)} Rf' + \frac{2(l_1 + l_2 + l_3)}{l_1 + l_2 - l_3} \left( D_i D_i R + K R \right) f'' + 3a^i D_i R f'' + \frac{2(l_1 + l_2 + l_3)}{l_1 + l_2 - l_3} D^i R D_i R f'' - \frac{3}{2} \alpha f'' D^i R D_i R f'' + \frac{1}{3} \alpha f'' R f'' + \frac{1}{3} \left( D_i D_i R + K R \right) f'' - \frac{1}{6} \left( R + K^2 - K_{ij} K^{ij} \right) f' \right. \\
\left. + \left[ - \frac{l_1 + l_2 - 4l_3}{l_1 + l_2 - l_3} k_1 (2 + k_2) + 2k_1 (1 + 2k_2) \right] \Theta \right\}, \tag{5.9}
\]

\[
\partial_t \gamma_{ij} = -2 \alpha \kappa K_{ij} + \gamma_{ik} \partial_j \beta^k + \gamma_{jk} \partial_i \beta^k, \tag{5.10}
\]

and

\[
\partial_t K_{ij} = \alpha \left( R_{ij} - 2 K_{ik} K_{kj} + K K_{ij} - \frac{1}{\alpha} D_i D_j \alpha \right) - \alpha f'' \left( D_i D_j R + \psi K_{ij} \right) - \frac{1}{3} \alpha f'' D_i R D_j R \\
+ \frac{1}{3} \left( D_i D_i R + K R \right) f'' - \frac{1}{3} \left( R + K^2 - K_{kl} K^{kl} \right) f' \right. \\
\left. - \frac{l_1 + l_2}{3} D^k Z_k + \frac{l_1 + l_2}{3} \Theta K + \frac{3}{3} \kappa^2 S \right] \gamma_{ij} + 2 \kappa_k \left( \partial_{ij} \beta^k \right) \\
+ \frac{\alpha}{l_2} \left[ - \kappa^2 S_{ij} + (l_1 + l_2) D_i Z_j - (l_1 + l_2) \Theta K_{ij} \right]. \tag{5.11}
\]

Only remaining the principal terms and doing the Fourier transformation, we get

\[
\partial_t \hat{\alpha} = - \alpha^2 \zeta (\gamma^{ij} \hat{K}_{ij} - m \hat{\Theta}), \tag{5.12}
\]

\[
\partial_t \hat{\beta} = - \alpha^2 \left[ 2 \mu (\frac{1}{2} \delta^{kl}) i \omega \gamma_{kl} - \frac{d}{2} \gamma^{kl} i \omega \gamma_{kl} \right] - \alpha c i \omega \hat{\alpha} + \text{l.o.}, \tag{5.13}
\]

\[
\partial_t \hat{\Theta} = \frac{\alpha}{4 (l_1 + l_2 - l_3)} f' \gamma^{ij} \hat{K}_{ij} \left[ (i \omega_i) (i \omega_j) \gamma_{kl} + (i \omega_k) (i \omega_j) \gamma_{il} - (i \omega_i) (i \omega_l) \gamma_{kl} - (i \omega_l) (i \omega_k) \gamma_{ij} \right] \\
- \frac{\alpha l_3}{l_1 + l_2 - l_3} f'' \gamma^{ij} (i \omega_i) (i \omega_j) \hat{R} + \frac{\alpha l_3}{l_1 + l_2 - l_3} \gamma^{ij} i \omega_i \hat{Z}_j + \text{l.o.}, \tag{5.14}
\]

\[
\partial_t \hat{Z}_i = \frac{\alpha l_2}{l_2} f' \left( \gamma^{jk} i \omega_k \hat{K}_{ij} - \gamma^{jk} i \omega_j \hat{K}_{jk} \right) + \frac{\alpha l_2}{l_2} f'' i \omega_i \hat{\psi} + \frac{\alpha l_3}{l_2} i \omega_i \hat{\Theta} \text{l.o.}, \tag{5.15}
\]

\[
\partial_t \hat{R} = \alpha \hat{\psi}, \tag{5.16}
\]

\[
\partial_t \hat{\psi} = \alpha \frac{2 (l_1 + l_2 + l_3)}{3 (l_1 + l_2 - l_3)} \gamma^{ij} (i \omega_i) (i \omega_j) \hat{R} + \frac{\alpha (l_1 + l_2 - 4l_3) (l_1 + l_2)}{3 f'' (l_1 + l_2 - l_3)} \gamma^{ij} i \omega_i \hat{Z}_j \\
+ \frac{\alpha (l_1 + l_2 - 4l_3)}{12 f'' (l_1 + l_2 - l_3)} f' \gamma^{ij} \left[ (i \omega_i) (i \omega_j) \gamma_{kl} + (i \omega_k) (i \omega_j) \gamma_{il} - (i \omega_i) (i \omega_l) \gamma_{kl} - (i \omega_k) (i \omega_l) \gamma_{ij} \right] + \text{l.o.}, \tag{5.17}
\]
\[ \partial_t \hat{\gamma}_{ij} = -2\alpha \hat{K}_{ij} + \gamma_{jk}(i\omega_i \hat{\beta}^k) + \gamma_{ik}(i\omega_j \hat{\beta}^k), \]  
(5.18)

and

\[ \partial_t \hat{K}_{ij} = \frac{\alpha}{2} \gamma^{kl} \left[ (i\omega_i)(i\omega_l)\gamma_{kj} + (i\omega_k)(i\omega_j)\gamma_{il} - (i\omega_i)(i\omega_j)\gamma_{kl} - (i\omega_k)(i\omega_l)\gamma_{ij} \right] - (i\omega_i)(i\omega_j)\hat{\alpha} - \frac{\alpha f''}{f'}(i\omega_i)(i\omega_j)\hat{R} + \gamma_{ij} \left\{ \frac{\alpha f''}{3f'} \gamma^{kl}(i\omega_k)(i\omega_l)\hat{R} - \frac{\alpha}{12} \gamma^{mn} \gamma^{kl} \left[ (i\omega_m)(i\omega_n)\gamma_{kn} + (i\omega_k)(i\omega_n)\gamma_{mn} \right] - \frac{\alpha (l_1 + l_2)}{2f'} \right\} + \frac{\alpha (l_1 + l_2)}{2f'} (i\omega_i \hat{Z}_j + i\omega_j \hat{Z}_i) \right\}. \]  
(5.19)

After introducing the variables

\[ \hat{a} = i\alpha^{-1}|\omega|\hat{\alpha}, \quad \hat{b}_i = i\alpha^{-1}|\omega|\gamma_{ij}\hat{\beta}^j, \quad \hat{r} = i|\omega|\hat{R}, \quad \hat{l}_i = i|\omega|\gamma_{ij}, \]  
(5.20)

and the splitting

\[ \hat{l}_{ij} = \hat{\omega}_i \hat{\omega}_j + \frac{\hat{P} \gamma_{ij}}{2} + 2\hat{\omega}_i \hat{P}_{ij} + \hat{P}_{(ij)}, \]  
\[ \hat{K}_{ij} = \hat{\omega}_i \hat{\omega}_j \hat{K} + \hat{K}' \gamma_{ij} + 2\hat{\omega}_i \hat{K}_{ij} + \hat{K}'_{(ij)}, \]  
\[ \hat{b}_1 = \hat{b}_i + \hat{\omega}_i \hat{b}, \]  
\[ \hat{Z}_i = \hat{Z}_i' + \hat{\omega}_i \hat{Z}, \]  
(5.21)

we have the following results,

\[ P^S \begin{bmatrix} \hat{a} \\ \hat{b} \\ \hat{\Theta} \\ \hat{\hat{Z}} \\ \hat{\hat{r}} \\ \hat{\hat{\psi}} \\ \hat{l} \\ \hat{\hat{\hat{K}}} \\ \hat{\hat{\hat{K}}}' \end{bmatrix} = \begin{bmatrix} 0 & 0 & m\zeta & 0 & 0 & 0 & 0 & 0 & 0 \\ -c & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \end{bmatrix} \begin{bmatrix} \hat{a} \\ \hat{b} \\ \hat{\Theta} \\ \hat{\hat{Z}} \\ \hat{\hat{r}} \\ \hat{\hat{\psi}} \\ \hat{l} \\ \hat{\hat{\hat{K}}} \\ \hat{\hat{\hat{K}}}' \end{bmatrix}, \]  
(5.22)

\[ P^V \begin{bmatrix} \hat{b}_i' \\ \hat{Z}_i' \\ \hat{P}_{ij}' \\ \hat{\hat{K}}_{ij}' \end{bmatrix} = \begin{bmatrix} 0 & 2\mu & \mu & 0 \\ 0 & 0 & 0 & 0 \\ 1 & 0 & 0 & 0 \\ 0 & 0 & 0 & -2 \end{bmatrix} \begin{bmatrix} \hat{b}_i' \\ \hat{Z}_i' \\ \hat{P}_{ij}' \\ \hat{\hat{K}}_{ij}' \end{bmatrix}, \]  
(5.23)

\[ P^F \begin{bmatrix} \hat{P}_{(ij)} \\ \hat{\hat{K}}_{(ij)} \end{bmatrix} = \begin{bmatrix} 0 & 2\mu & \mu & 0 \\ 0 & 0 & 0 & 0 \\ 1 & 0 & 0 & 0 \\ 0 & 0 & 0 & -2 \end{bmatrix} \begin{bmatrix} \hat{P}_{(ij)} \\ \hat{\hat{K}}_{(ij)} \end{bmatrix}. \]  
(5.24)

The eigenvalues of the matrix $P^S$ are $\pm \sqrt{l_1/l_2}, \pm 1, \pm \sqrt{\zeta}, \pm \sqrt{d}$, where $\pm 1$ are the double root. The eigenvalues of the matrix $P^V$ are $\pm \sqrt{(l_1 + l_2)/(2l_2)}, \pm \sqrt{\mu}$. The eigenvalues of the matrix $P^F$ are $\pm 1$.

Hence, $l_1l_2 > 0, \zeta > 0, d > 0$ and $\mu > 0$ guarantee the weak hyperbolicity of the evolution equation [Eq.(5.6)-Eq.(5.11)]. Furthermore, the condition of strong hyperbolicity for the evolution equation [Eq.(5.6)-Eq.(5.11)] with modified harmonic conditions [Eq.(5.2)-Eq.(5.4)] is given by

\[ l_1 \neq l_2, \quad l_1 \neq \zeta l_2, \quad l_1 \neq dl_2, \quad \zeta \neq 1, \]  
\[ d \neq 1, \quad \zeta \neq d, \quad l_1 + l_2 \neq 2l_2\mu. \]  
(5.25)
VI. CONCLUSIONS AND DISCUSSION

In this paper, without using the equivalence between \( f(R) \) gravity and Brans-Dicke theory, the initial value problem (IVP) of \( f(R) \) gravity has been systematically studied. Three formulations have been considered. All of them are first order in time and second order in space, and are based on the ADM decomposition of theory. It is found that these formulations are all strongly hyperbolic with suitable gauge conditions.

The first order pseudodifferential reduction performed in the space derivatives is the main tool used to analyse the hyperbolicity of these three formulations. There are no new constraints added to the system since this technique does not increase the number of equations. It emphasizes that well-posedness essentially captures the absence of divergent behavior in the high frequency limit of the solutions for a given system [21].

For the BSSN formulation with the so-called “hyperbolic \( K \)-driver” condition and the “hyperbolic Gamma driver” condition, the condition to keep the strong hyperbolicity is given by Eq.(3.34) and Eq.(3.35). For general relativity, with the same gauge condition, one can find the condition to maintain the strong hyperbolicity in [29]. The differences between general relativity and \( f(R) \) gravity are given by additional conditions \( h \neq 1 \) and \( GH \neq 3/4 \). These conditions are peculiar in \( f(R) \) gravity.

The conditions to keep the strong hyperbolicity for the ADM formulation with modified harmonic gauge condition are \( F \neq p, F \neq 1, p \neq 1, F > 0 \) and \( p > 0 \). In general relativity, it turns out the principal matrix \( P \) is diagonalizable if and only if \( F > 0 \) and \( F \neq 1 \) [22]. Therefore, among these conditions, \( F \neq p \) and \( p \neq 1 \) are more important for \( f(R) \) gravity. Since we have \( F \neq p \), in some sense, it means that the gauge equations for the lapse and shift function has to be scaled differently.

In last formulation (which can be called a generalized Z4 formulation), a 4-vector \( Z^a \) has been added. Interestingly, in \( f(R) \) gravity, we find that the strong hyperbolicity can not be kept if one writes the Z4 formulation as the one in general relativity. Hence, the Z4 formulation here expressed as in Eq.(5.1) with \( l_1 \neq l_2 \) plays a vital role in the proof of the strong hyperbolicity. In a sort of sense, it is a correct Z4 formulation for the \( f(R) \) gravity.
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