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Yoga Sihas Kuruba Manjunath, Sihao Zhao, Xiao-Ping Zhang

Department of Electrical, Computer and Biomedical Engineering, Ryerson University, Canada
{yoga.kuruba, sihao.zhao, xzhang}@ryerson.ca

ABSTRACT

The plethora of Internet of Things (IoT) devices leads to explosive network traffic. The network traffic classification (NTC) is an essential tool to explore behaviours of network flows, and NTC is required for Internet service providers (ISPs) to manage the performance of the IoT network. We propose a novel network data representation, treating the traffic data as a series of images. Thus, the network data is realized as a video stream to employ time-distributed (TD) feature learning. The intra-temporal information within the network statistical data is learned using convolutional neural networks (CNN) and long short-term memory (LSTM), and the inter pseudo-temporal feature among the flows is learned by TD multi-layer perceptron (MLP). We conduct experiments using a large data-set with more number of classes. The experimental result shows that the TD feature learning elevates the network classification performance by 10%.

Index Terms—network traffic classification (NTC), Internet of Things (IoT), deep learning, convolutional neural network (CNN), long short-term memory (LSTM), multi-layer perceptron (MLP), time-distributed (TD) feature learning.

1. INTRODUCTION

The architecture of the interconnection of devices, which can send and receive the data, is termed as the Internet of Things (IoT) [1]. Emerging communication technologies, lightweight protocols, algorithms, and applications are allowing the organizations to design numerous IoT nodes. Norton has predicted around 21 billion IoT devices by 2025 [2]. The fact hints a constant increase in the number of IoT devices.

The network traffic management (NTM) is a common technique used by internet service providers (ISP) to understand network behaviour and may be used to tune the performance of the network to reach the diverse class of users. The network traffic classification (NTC) is one of the essential components in the NTM. The NTC helps in categorizing the traffic flows, keeping account of the type of flow in the network. Hence the NTC plays a vital role in the Quality of Service (QoS), policy-shaping, and security operation [3]. Besides, traffic classification helps in service level agreements (SLA) verification. Finally, ISPs must perform the lawful interception (LI) of illegal or critical traffic [4]. Thus the ISPs should be aware of the type of content transmitted over their networks [5]. It is pivotal to classify the ever-increasing IoT traffic to understand the action of the IoT devices. The ISPs require NTC for performance tuning and policy-shaping.

In recent days, deep learning algorithms witnessed excellent results in network traffic classification [6, 7]. Lopez-Martin et al. [8] uses the convolutional neural network (CNN), long short term memory (LSTM) and combination of CNN and LSTM to classify a private traffic data-set that has 6 features, 108 services, and 266,160 network flows, and achieves 96.32% accuracy. Tong et al. [9] propose a CNN based classifier, which achieves 99.34% of F1 for only 5 services with around 20,000 flows. Aceto et al. [10] use a 1D-CNN model to classify mobile encrypted traffic from Android, iOS, and Facebook, and obtains a 96.50% accuracy. Yao et al. [11] find that the capsule neural network outperforms the CNN and CNN+LSTM for automatic feature selection to classify IoT traffic for smart cities. Their data-set contains 203,465 data flows, and 20 classes. Lotfollahi et al. [12] employ the sparse autoencoder (SAE) and CNN to classify an encrypted data-set. They use 1,500 bytes from each Maximum Transmission Unit (MTU) to train the deep packet model that produces 98% of accuracy.

We observe the researches employ CNN-LSTM based model [9, 11, 13–15]. However, the data used in the studies are not available; therefore we implemented the proposed models and tested using our data and it found that model performance was worse on our data. Those existing researches have used the limited number of traffic and few classes. Comparison of the classification performance is difficult since the datasets used are different. In this work, our objective is to investigate the effectiveness of time-distributed feature learning in comparison with the vanilla deep learning models. The IoT traffic is random and diverse [16]. Therefore, it is possible that the models would not scale and might fail in classifying diverse IoT traffic.
In this paper, we propose i) a novel representation of network traffic data to enable time-distributed (TD) feature learning, and ii) a deep learning model with TD feature learning for better classification of the network traffic.

We use the combination of CNN and LSTM to extract the temporal information within the flows. The output of CNN and LSTM is modelled as a video stream to apply TD feature learning using TD layer over MLP to maximize the performance of deep learning model. With our experiment, it is shown that TD layer over MLP helps to find the pseudo-temporal features that is not identified by the LSTM.

We prove the performance of TD feature learning by comparing the model with and without TD layer. It is observed that the model with TD feature learning achieves over 95% accuracy with novel data representation. On the other hand, the model without the TD feature learning achieves an accuracy over 80%. We use a real network traffic that consists of millions of flow and includes diverse application traffic. The proposed solution classifies more than 135 application traffic. Based on our literature work, this is the first work to employ TD feature learning for network traffic classifier.

2. NOVEL REPRESENTATION OF NETWORK FLOWS

We use the IoT traffic data collected in the network section of Universidad Del Cauca, Popayán, Colombia [17]. Around 2,704,839 numbers of flows that are highly unbalanced from 141 different classes collected at various hours are used in the experiment. The original data-set consists of 48 different features that represents the statistical information of flows such as source/destination IP, source/destination port, minimum, average, and maximum of inter-arrival time of given flow, and many. The associated network service extracted using deep packet inspection (DPI) is used as the label. The data in unprocessed format is exhibited in Fig. 1 (a).

The traffic flows consist of neighbourhood information from the definition of protocols from the open systems interconnection (OSI) layers. The pattern between the successive data is captured by nature. Note that if the flow is represented in the image form, it is possible to extract the extra inter layer information, which can possibly lead to a better classification.

We represent each sample of data to a 2D matrix as shown in Fig. 1 (b). We denote the original i-th sample as shown in Fig. 1 (a) by vector $x_i^T$, and the i-th sample after processing by matrix $Y_i$. Their relation is $[Y_i]_{j, i} = [x_i]_{(j-1)W+1:jW}$, $i = 1, \cdots , K$, where $K$ and $W$ are the factors of the length of $x_i$, $[\cdot]_{j, i}$ is the j-th row of a matrix and $[\cdot]_{m,n}$ is a vector formed by the m-th to the n-th elements of a vector. Algorithm 1 shows the steps to represent the given network flows into a video stream.

With the above-mentioned novel representation, we can employ the TD feature learning [8]. In the experiment each flow consists of 48 features; therefore, we choose $K = 8$ and $W = 6$, which is the nearest representation of a square image as shown in Fig. 1 (b). Hence, we realise all flows as a series of images that is treated as a video stream. The representation of network flows as a series of grey-scale images is shown in Fig. 1 (c). According to [18], the proposed network data representation is vital to extract the weak correlation and pseudo-temporal information that is present in the network traffic.

3. MODEL WITH TD FEATURE LEARNING

In this section, we propose a supervised deep learning model that consists of CNN, LSTM and MLP that uses TD feature learning and is termed as Conv-LSTM-TD(MLP).

We present a deeper model that uses four layers of CNN and a LSTM layer to handle big data. CNN requires its input data in an image format, and therefore we represent the network data into an image as presented in the previous section. CNN extracts the local neighbourhood information that is important to classify a network flow. The feature maps extracted from CNN are fed to LSTM. LSTM finds a temporal information present in the feature maps extracted by CNN. The LSTM provides a sequence of information, which is seen with an additional temporal axis that represents a video stream. This enables us to apply the TD feature learning to extract temporal information that is present across the sequence.

The CNN model used in the proposed model is shown in Fig. 2. Each layer of CNN has 64 filter with $(2 \times 2)$ kernels. A 2D maxpool and batch normalization are used in one CNN layer to regularize the model to avoid over-fitting. All layers

![Algorithm 1 Algorithm of the novel 2D representation of network flows](image-url)
Fig. 2. CNN model. \( T \) is the number of the training samples. Neighbourhood feature is extracted by using 4 layers of CNN with 2D maxpool and batch normalization. The multi-dimensional tensor is flattened to prepare the input to LSTM

Fig. 3. LSTM model is used to extract temporal feature from CNN’s feature maps. The pseudo-temporal sequence is added by extracting the hidden layer’s output of LSTM

Fig. 4. Proposed TD MLP model. The TD wrapper applies each layer of MLP to time sequence from the LSTM sequence data. Thus, the TD feature learning is employed to learn the pseudo-temporal features.

4. PARAMETER ANALYSIS OF TD MODEL

The structure of the proposed new Conv-LSTM-TD(MLP) model and the number of parameters in each layers are listed in Table 1. The number of learn-able parameters of the CNN is given by \((V \times H \times S + B) \times U\), where \(V\) and \(H\) are the vertical and horizontal size of the kernel, respectively, \(S\) is the input size and \(U\) is the number of units and \(B\) is bias. Batch normalization (BN) consists of gamma and beta weights, which are trainable, and moving mean as well as moving variance, which are non-trainable parameters [24]. The number of trainable parameters of BN is \(2 \times U\). For LSTM, the number of trainable parameters is \(4 \times ((S + 1) \times U + U^2)\). LSTM includes three sigmoid and one hyperbolic tangent functions [25] hence the first term is 4 in the above expression. In an MLP, \(S \times U + U\) gives the number of parameters to train.

The last MLP layer in proposed model receives \(512 \times 64\) additional parameters because of TD feature learning. Therefore, in case of TD feature learning, if \(L\) number of CNNs are used in the model with the last layer of CNN having \(U_L\) units, then \(V_L \times H_L \times U_L\) gives an additional pseudo-temporal sequence, where \(V_L\) and \(H_L\) are the vertical and horizontal size of the kernel of the last CNN with \(U_L\) units. The LSTM extracts the temporal sequence that is equal to 512 given in \(V_L \times H_L \times U_L\). We take a sum of the last column of the table and find that the Conv-LSTM-TD(MLP) has 4,726,189 trainable parameters in total. In the Conv-LSTM-MLP model without TD feature learning, the last MLP layer consists of \(64 \times 141 + 141\) number of parameters. Thus, the Conv-LSTM-MLP has 114,925 train-able parameters. We observe that Conv-LSTM-TD(MLP) model has nearly 41 times more parameters to train in comparison with Conv-LSTM-MLP model.
Table 1. Structure of Conv-LSTM-TD(MLP) and number of trainable parameters.

| Network   | Calculation                          | Trainable parameters |
|-----------|--------------------------------------|----------------------|
| CNN,2D,0  | $(2 \times 2 \times 1 + 1) \times 64$ | 320                  |
| MP,2D,0   | -                                   | 0                    |
| BN,0      | $2 \times 64$                        | 128                  |
| CNN,2D,1  | $(2 \times 2 \times 64 + 1) \times 64$ | 16448                |
| MP,2D,1   | -                                   | 0                    |
| BN,1      | $2 \times 64$                        | 128                  |
| CNN,2D,2  | $(2 \times 2 \times 64 + 1) \times 64$ | 16448                |
| MP,2D,2   | -                                   | 0                    |
| BN,2      | $2 \times 64$                        | 128                  |
| CNN,2D,3  | $(2 \times 2 \times 64 + 1) \times 64$ | 16448                |
| MP,2D,3   | -                                   | 0                    |
| BN,3      | $2 \times 64$                        | 128                  |
| Flatten   | -                                   | 0                    |
| LSTM      | $4 \times [(1+1) \times 100 + 100^2]$ | 40800                |
| TD(MLP,0) | $100 \times 64 + 64$                | 6464                 |
| TD(MLP,1) | $64 \times 64 + 64$                 | 4160                 |
| TD(MLP,2) | $64 \times 64 + 64$                 | 4160                 |
| Flatten   | -                                   | 0                    |
| MLP,3     | $512 \times 64 \times 141 + 141$     | 4620429              |

5. EXPERIMENTAL RESULTS

In this section, we investigate the performance of the TD feature learning on the IoT traffic flows in-terms of training time as well as accuracy.

We use Tensorflow library to implement the software and Nvidia GeForce RTX 2080 Super with Max-Q graphical processing unit to train the model. We use 80% of the data, i.e., 2,163,871 flows, to train the model, and 10% of the data, i.e., 270,483 flows of the data for validation. The rest 10%, i.e., 270,485 flows of the data is used to test the model. In addition, 10% of the validation set is used to choose the model hyper-parameters. We employ early stopping to stop training when validation error starts to increase. Thus, we obtain better model.

The training process in the experiment shows that the Conv-LSTM-TD(MLP) model takes an average of 520 seconds for each epoch and around an average of 45 number of epochs. On the other hand, the Conv-LSTM-MLP model takes an average of 240 seconds for each epoch and an average of 56 number of epochs. The proposed Conv-LSTM-TD(MLP) model takes nearly twice the training time of Conv-LSTM-MLP model. Table 2 shows the training time comparison of the model with and without time distributed feature learning.

The effectiveness of TD feature learning is investigated using two models with and without TD learning. The two models are Conv-LSTM-TD(MLP) and Conv-LSTM-MLP. The classification performance is evaluated using the following 4 performance metrics for each model.

\[
\text{Accuracy} = \frac{TP + TN}{TP + TN + FP + FN}
\]

\[
\text{Precision} = \frac{TP}{TP + FP}
\]

\[
\text{Recall} = \frac{TP}{TP + FN}
\]

\[
F1 = \frac{2 \times \text{Precision} \times \text{Recall}}{\text{Precision} + \text{Recall}}
\]

where false-positive (FP) represents a false detection when there is actually no detection. False-negative (FN) indicates no detection when there is one. True-positive (TP) depicts a correct detection. True-negative (TN) represents no detection correctly. F1 is the harmonic mean of precision and recall. Therefore it gives information about the correct detection. Higher F1 score indicates better performance.

We train and test both the models for 5 times, to obtain an overall performance. The average values of the performance metrics on test data as well as their error ranges for the two models from 5 times of experiments are shown in Fig. 5. We can see that the performances for the 5-time tests varies a bit. However, the average values clearly show that the model with the TD wrapper, i.e., Conv-LSTM-TD(MLP), outperforms the model without, i.e., Conv-LSTM-MLP, consistent with the analysis presented in the previous sections. It also demonstrates that the proposed model with CNN+LSTM along with MLP employed with TD feature learning is effective in learning the inter and intra-temporal features among the network traffic flows and provides 95% NTC accuracy. Table 2 shows that training time for TD based model is almost twice than training the vanilla model because of more parameters as explained in Section 4. However, the performance of TD based model is observed to be 10% better than vanilla model as shown in Fig. 5; therefore training time can be considered to trade off for a better performance.

6. CONCLUSION AND FUTURE WORK

In the era of IoT, NTC plays a vital role for internet service providers to tune the network performance. We contribute to the NTC by proposing a novel data representation.

Table 2. Training time comparison of Conv-LSTM-MLP and Conv-LSTM-TD(MLP) models. TD wrapper needs twice the training time due to more parameters to train.

| Model                | Avg. time per epoch | Avg. number of epochs |
|----------------------|---------------------|-----------------------|
| Conv-LSTM-TD(MLP)    | 520 sec             | 45                    |
| Conv-LSTM-MLP        | 240 sec             | 56                    |


for network flows and a deep learning model with TD feature learning, namely Conv-LSTM-TD(MLP). It employs CNN, LSTM, and the MLP with TD wrapper to learn the intra- and inter-flow features of the network data. We expect that the proposed solution helps the ISPs to tune the service based on the traffic type, and thus, improve the quality of service.

To the best of our knowledge, this is the first work to represent the network data as video stream, and employ the TD feature learning to extract pseudo-temporal correlation for a better classification of IoT traffic flows. Through the experiment, we show that TD feature learning elevates the NTC performance by 10%. The proposed model with TD feature learning achieves 95% accuracy. Thus, we find that the novel representation of traffic flows and the TD feature learning revamp the NTC for IoT.

We consider to study the impact of parameters to investigate the scale of the model. The optimal convergence rate of the solution in the case of both on and off line deployment needs to be studied to achieve practical fruition of the proposed solution.
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