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Abstract

This paper is concerned with the nonnegative inverse eigenvalue problem of finding a nonnegative matrix such that its spectrum is the prescribed self-conjugate set of complex numbers. We first reformulate the nonnegative inverse eigenvalue problem as an under-determined constrained nonlinear matrix equation over several matrix manifolds. Then we propose a Riemannian inexact Newton-CG method for solving the nonlinear matrix equation. The global and quadratic convergence of the proposed method is established under some mild conditions. We also extend the proposed method to the case of prescribed entries. Finally, numerical experiments are reported to illustrate the efficiency of the proposed method.
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1 Introduction

An n-by-n nonnegative matrix $C$ is a real matrix whose entries are all greater than or equal to zero, i.e., $(C)_{ij} \geq 0$ for all $i, j = 1, \ldots, n$, where $(C)_{ij}$ denotes the $(i,j)$th entry of $C$. Nonnegative matrices arise in various applications such as the Markov chain, linear complementary problems, probabilistic algorithms, discrete distributions, categorical data, group theory, matrix scaling, and economics. See for instance [3, 5, 24, 30] and the references therein.

In this paper, we consider the following nonnegative inverse eigenvalue problem (NIEP):
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**NIEP.** Given a self-conjugate set of complex numbers \( \{\lambda_1, \lambda_2, \ldots, \lambda_n\} \), find an \( n \)-by-\( n \) non-negative matrix \( C \) such that its eigenvalues are \( \lambda_1, \lambda_2, \ldots, \lambda_n \).

The early works on the NIEP are due to Suleimanova [35], Karpelevič [19], and Perfect [27, 28]. There has been much literature on the study of the NIEP since then. On the solvability conditions of the NIEP, one may refer to [4, 7, 10, 16, 17, 20, 22, 25, 29, 31, 32, 33]. For more comprehensive discussions on the NIEP, one may refer to [11, 12, 24, 39] and the references therein. There are a few numerical methods for solving the NIEP such as the constructive method [34], the alternating projection method [26], isospectral gradient flow methods [8, 9, 10, 13], and a fast recursive algorithm [21] for the case where the prescribed eigenvalues are all real and satisfy an additional inequality.

Recently, there exists some literature on Riemannian optimization methods for eigenvalue problems and inverse eigenvalue problems. See for instance [1, 2, 37, 40, 41, 42]. In this paper, we propose a Riemannian inexact Newton-CG method for solving the NIEP. This is motivated by the recent two papers due to Dedieu, Priouret, and Malajovich [14] and Simons [36]. In [14], based on the exponential map, Dedieu et. al. presented Newton’s method for finding zeros of a mapping from a Riemannian manifold to a linear space of the same dimension and the quadratic convergence was also investigated. In [36], Simons gave some inexact Newton methods for solving an under-determined system of nonlinear equations over vector spaces. By using the real Schur decomposition of a real square matrix, we rewrite the NIEP as an equivalent under-determined constrained nonlinear matrix equation over several matrix manifolds. Then we present a Riemannian inexact Newton-CG method for solving the under-determined constrained nonlinear matrix equation. Under some mild conditions, the global and quadratic convergence property of the proposed method is established. We also extend the proposed method to the case of prescribed entries. Numerical experiments show that the proposed method is more efficient than the alternating projection method in [26] and the Riemannian nonlinear conjugate gradient methods in [40, 42].

Throughout this paper, we use the following notations. The symbols \( A^T \) and \( A^H \) denote the transpose and complex conjugate transpose of a matrix \( A \) respectively. \( I_n \) is the identity matrix of order \( n \). Let \( \mathbb{R}^{n \times n} \) and \( \mathbb{S}^{n \times n} \) be the set of all \( n \)-by-\( n \) real matrices and the set of all \( n \)-by-\( n \) real symmetric matrices, respectively. Let \( \mathbb{R}_+^{n \times n} \) and \( \mathbb{S}^{n \times n}_+ \) denote the nonnegative orthants of \( \mathbb{R}^{n \times n} \) and \( \mathbb{S}^{n \times n} \), respectively. For two matrices \( A, B \in \mathbb{R}^{n \times n}, A \odot B \) and \( [A, B] := AB - BA \) mean the Hadamard product and Lie Bracket of \( A \) and \( B \), respectively. Given a vector \( a \in \mathbb{R}^n \), \( \text{Diag}(a) \) denotes a diagonal matrix with \( a \) on its diagonal. Let \( \text{vec}(A) \) be the vectorization of a matrix \( A \), i.e., a column vector obtained by stacking the columns of \( A \) on top of one another. Denote by \( \text{tr}(A) \) the sum of the diagonal entries of a square matrix \( A \). Define the index set \( \mathcal{N} := \{(i, j) \mid i, j = 1, \ldots, n\} \). For two finite-dimensional vector spaces \( \mathcal{X} \) and \( \mathcal{Y} \) equipped with a scalar inner product \( \langle \cdot, \cdot \rangle \) and its induced norm \( \|\cdot\| \), let \( A : \mathcal{X} \rightarrow \mathcal{Y} \) be a linear operator. The adjoint operator of \( A \) is denoted by \( A^* \). The operator norm of \( A \) is defined by \( \|A\| := \sup\{\|Ax\| \mid x \in \mathcal{X} \text{ with } \|x\| = 1\} \).

The rest of this paper is organized as follows. In section 2 we propose a Riemannian inexact Newton-CG method for solving the NIEP. In section 3 the global and quadratic convergence of the proposed method is established under some mild conditions. In section 4 we discuss some extensions. Finally, some numerical tests are reported in section 5 and we give some concluding remarks in section 6.
In this section, we first reformulate the NIEP as a nonlinear matrix equation defined on a Riemannian product manifold. Then we propose a Riemannian inexact Newton-CG method for solving the nonlinear matrix equation.

2.1 Reformulation

For the two matrix sets \( \mathbb{R}^{n \times n}_+ \) and \( \mathbb{R}^{n \times n} \), we have

\[
\mathbb{R}^{n \times n}_+ = \{ S \odot S \mid S \in \mathbb{R}^{n \times n} \}.
\]

Notice that the set of prescribed eigenvalues \( \{\lambda_1, \lambda_2, \ldots, \lambda_n\} \) is closed under complex conjugation. Without loss of generality, we can assume

\[
\lambda_{2i-1} = a_i + b_i \sqrt{-1}, \quad \lambda_{2i} = a_i - b_i \sqrt{-1}, \quad i = 1, \ldots, s; \quad \lambda_i \in \mathbb{R}, \quad i = 2s + 1, \ldots, n.
\]

where \( a_i, b_i \in \mathbb{R} \) with \( b_i \neq 0 \) for \( i = 1, \ldots, s \). Define the following block diagonal matrix

\[
\Lambda := \text{blkdiag} \left( \lambda_1^{[2]}, \ldots, \lambda_s^{[2]}, \lambda_{2s+1}, \ldots, \lambda_n \right),
\]

where

\[
\lambda_i^{[2]} := \begin{bmatrix} a_i & b_i \\ -b_i & a_i \end{bmatrix}, \quad i = 1, \ldots, s.
\]

By using the real Schur decomposition for a real square matrix \([18]\), the set of all isospectral matrices can be defined as the following matrix set:

\[
\mathcal{M}(\Lambda) := \{ X \in \mathbb{R}^{n \times n} \mid X = Q(\Lambda + V)Q^T, \ Q \in \mathcal{O}(n), V \in \mathcal{V} \}.
\]

Here, \( \mathcal{O}(n) \) means the set of all \( n \)-by-\( n \) orthogonal matrices, i.e.,

\[
\mathcal{O}(n) := \{ Q \in \mathbb{R}^{n \times n} \mid Q^TQ = I_n \}
\]

and the set \( \mathcal{V} \) is defined by

\[
\mathcal{V} := \{ V \in \mathbb{R}^{n \times n} \mid V_{ij} = 0, \ (i, j) \in \mathcal{I} \},
\]

where

\[
\mathcal{I} := \{(i, j) \mid i \geq j \text{ or } \lambda_{ij} \neq 0, \ i, j = 1, \ldots, n \}\subset \mathcal{N}.
\]

Thus the NIEP has a solution if and only if \( \mathcal{M}(\Lambda) \cap \mathbb{R}^{n \times n}_+ \neq \emptyset \).

Suppose that the NIEP has at least one solution. Then the NIEP aims to solve the following constrained nonlinear matrix equation:

\[
G(S, Q, V) = 0_{n \times n}
\]

for \((S, Q, V) \in \mathbb{R}^{n \times n} \times \mathcal{O}(n) \times \mathcal{V}, \) where \(0_{n \times n}\) is the zero matrix of order \(n\). The smooth mapping \(G : \mathbb{R}^{n \times n} \times \mathcal{O}(n) \times \mathcal{V} \to \mathbb{R}^{n \times n}\) is defined by

\[
G(S, Q, V) := S \odot S - Q(\Lambda + V)Q^T, \quad (S, Q, V) \in \mathbb{R}^{n \times n} \times \mathcal{O}(n) \times \mathcal{V}.
\]

We point out that \(G\) is a smooth mapping from the product manifold \(\mathbb{R}^{n \times n} \times \mathcal{O}(n) \times \mathcal{V}\) to the linear space \(\mathbb{R}^{n \times n}\). Once we find a solution \((\overline{S}, \overline{Q}, \overline{V}) \in \mathbb{R}^{n \times n} \times \mathcal{O}(n) \times \mathcal{V}\) to the nonlinear equation \([1]\), then the matrix \(\overline{C} := \overline{S} \odot \overline{S}\) is a solution to the NIEP.
2.2 Riemannian inexact Newton-CG method

In [36], Simons presented some inexact Newton methods for the under-determined system of nonlinear equations \( F(x) = 0_n \), where \( F : \mathbb{R}^m \to \mathbb{R}^n \) is continuously differentiable \((m > n)\) and \( 0_n \) is an \( n \)-vector of all zeros. Sparked by this, in this section, we propose a Riemannian inexact Newton-CG method for solving the nonlinear equation \( m \).

We first note that \( \mathbb{R}^{n \times n} \times \mathcal{O}(n) \times \mathcal{V} \) is a product manifold and as shown in Appendix A, the nonlinear matrix equation \([1]\) is under-determined for all \( n \geq 2 \). It is easy to see that \( \mathbb{R}^{n \times n} \times \mathcal{O}(n) \times \mathcal{V} \) is an embedded submanifold of \( \mathbb{R}^{n \times n} \times \mathbb{R}^{n \times n} \times \mathbb{R}^{n \times n} \) and then every tangent space \( T_{(S,Q,V)}(\mathbb{R}^{n \times n} \times \mathcal{O}(n) \times \mathcal{V}) \), which is characterized as in Appendix A, can be regarded as a subspace of \( T_{(S,Q,V)}(\mathbb{R}^{n \times n} \times \mathbb{R}^{n \times n} \times \mathbb{R}^{n \times n}) \cong \mathbb{R}^{n \times n} \times \mathbb{R}^{n \times n} \times \mathbb{R}^{n \times n} \), where \( \cong \) means the identification of two sets. Hence, the Riemannian metric of \( \mathbb{R}^{n \times n} \times \mathcal{O}(n) \times \mathcal{V} \) inherited from the standard inner product on \( \mathbb{R}^{n \times n} \times \mathbb{R}^{n \times n} \times \mathbb{R}^{n \times n} \) is given by

\[
g_{(S,Q,V)}((\xi_1, \zeta_1, \eta_1), (\xi_2, \zeta_2, \eta_2)) := \langle (\xi_1, \zeta_1, \eta_1), (\xi_2, \zeta_2, \eta_2) \rangle := \text{tr}(X_1^T X_2) + \text{tr}(Y_1^T Y_2) + \text{tr}(Z_1^T Z_2),
\]

for all \((S, Q, V) \in \mathbb{R}^{n \times n} \times \mathcal{O}(n) \times \mathcal{V}\) and \((\xi_1, \zeta_1, \eta_1), (\xi_2, \zeta_2, \eta_2) \in T_{(S,Q,V)}(\mathbb{R}^{n \times n} \times \mathcal{O}(n) \times \mathcal{V})\).

In what follows, we denote by \( \langle \cdot, \cdot \rangle \) and \( \| \cdot \| \) the Riemannian metric and its induced norm on \( \mathbb{R}^{n \times n} \times \mathcal{O}(n) \times \mathcal{V} \) respectively.

Next, we propose a Riemannian inexact Newton-CG method for solving the under-determined matrix equation \([1]\). As in [14], one may propose the following geometric Newton method: Given the current iterate \( X^k := (S^k, Q^k, V^k) \in \mathbb{R}^{n \times n} \times \mathcal{O}(n) \times \mathcal{V} \), solve the Newton equation:

\[
DG(X^k)[\Delta X^k] = -G(X^k)
\]

for \( \Delta X^k := (\Delta S^k, \Delta Q^k, \Delta V^k) \in T_{X^k}(\mathbb{R}^{n \times n} \times \mathcal{O}(n) \times \mathcal{V}) \) and set

\[X^{k+1} := R_{X^k}(\Delta X^k),\]

where \( DG(X^k) \) is the differential of \( G \) at \( X^k \) and \( R \) is a retraction on \( \mathbb{R}^{n \times n} \times \mathcal{O}(n) \times \mathcal{V} \). On the explicit expressions of \( DG(\cdot) \) and \( R \), one may refer to Appendix A.

We see that \([3]\) is under-determined, which may have many solutions. Sparked by the idea in [36, 38], the minimum norm solution of \([3]\) is given by:

\[\Delta X^k = (DG(X^k))^\dagger G(X^k),\]

where \((DG(X^k))^\dagger\) means the pseudoinverse of \( DG(X^k) \) [23]. In particular, if the linear operator \( DG(X^k) \) is surjective, then we have [23, Chap. 6]:

\[(DG(X^k))^\dagger = (DG(X^k))^* (DG(X^k) \circ (DG(X^k))^*)^{-1}.\]

In this case, one may solve the following normal equation:

\[
DG(X^k) \circ (DG(X^k))^*[\Delta Z] = -G(X^k), \quad \text{s.t.} \quad \Delta Z^k \in T_{G(X^k)}(\mathbb{R}^{n \times n})
\]

for the minimum norm solution \( \Delta X^k = (DG(X^k))^*[\Delta Z^k] \in T_{X^k}(\mathbb{R}^{n \times n} \times \mathcal{O}(n) \times \mathcal{V}) \), where \( DG(X^k)^* \) is the adjoint of \( DG(X^k) \) with respect to the Riemannian metric \( \langle \cdot, \cdot \rangle \) on \( \mathbb{R}^{n \times n} \times \mathcal{O}(n) \times \mathcal{V} \).
\(O(n) \times \mathcal{V}\). For the explicit expression of \(DG(\cdot)^*\), one may refer to Appendix A. Thus, the conjugate gradient (CG) method [18] can be used to solve the self-adjoint and positive definite equation (4).

We note that \(DG(X^k) \circ (DG(X^k))^*\) may be ill-conditioned or singular. Instead of (4), one may solve the following perturbed normal equation:

\[
\left( DG(X^k) \circ (DG(X^k))^* + \sigma \text{id}_{T_{G(X^k)}^* \mathbb{R}^{n \times n}} \right) [\Delta Z^k] = -G(X^k)
\]

for \(\Delta Z^k \in T_{G(X^k)}^* \mathbb{R}^{n \times n} \simeq \mathbb{R}^{n \times n}\), where \(\sigma > 0\) is a prescribed constant and \(\text{id}_{T_{G(X^k)}}\) denotes the identity operator on \(T_{G(X^k)}^* \mathbb{R}^{n \times n}\).

Based on the above discussion, we propose the following Riemannian inexact Newton-CG algorithm for solving (1).

**Algorithm 2.1 (Riemannian inexact Newton-CG method)**

**Step 0.** Choose an initial point \(X^0 \in \mathbb{R}^{n \times n} \times O(n) \times \mathcal{V}\), \(\sigma_{\text{max}}, \sigma_{\text{max}}, \eta_{\text{max}} \in [0, 1], t \in (0, 1), 0 < \theta_{\text{min}} < \theta_{\text{max}} < 1\). Let \(k := 0\).

**Step 1.** Apply the CG method to solving

\[
(DG(X^k) \circ (DG(X^k))^* + \sigma \text{id}_{T_{G(X^k)}^* \mathbb{R}^{n \times n}}) [\Delta Z^k] = -G(X^k),
\]

for \(\Delta Z^k \in T_{G(X^k)}^* \mathbb{R}^{n \times n}\) such that

\[
\| (DG(X^k) \circ (DG(X^k))^* + \sigma \text{id}_{T_{G(X^k)}^* \mathbb{R}^{n \times n}}) [\Delta Z^k] + G(X^k) \|_F \leq \eta_k \| G(X^k) \|_F,
\]

and

\[
\| DG(X^k) \circ (DG(X^k))^*[\Delta Z^k] + G(X^k) \|_F \leq \eta_{\text{max}} \| G(X^k) \|_F,
\]

where \(\sigma_k := \min\{\sigma_{\text{max}}, \| G(X^k) \|_F\}\), \(\eta_k := \min\{\eta_{\text{max}}, \| G(X^k) \|_F\}\). Then let

\[
\hat{\Delta X}^k = (DG(X^k))^*[\Delta Z^k], \quad \hat{\eta}_k := \frac{\| DG(X^k) \hat{\Delta X}^k + G(X^k) \|_F}{\| G(X^k) \|_F}.
\]

**Step 2.** Evaluate \(G(R_{X^k}(\hat{\Delta X}^k))\). Set \(\eta_k = \hat{\eta}_k\) and \(\Delta X^k = \hat{\Delta X}^k\).

**Repeat** until \(\| G(R_{X^k}(\Delta X^k)) \|_F \leq (1 - t(1 - \eta_k)) \| G(X^k) \|_F\).

\(\text{Choose } \theta \in [\theta_{\text{min}}, \theta_{\text{max}}]\).

Replace \(\Delta X^k\) by \(\theta \Delta X^k\) and \(\eta_k\) by \(1 - \theta(1 - \eta_k)\).

**end (Repeat)**

Set \(X^{k+1} := R_{X^k}(\Delta X^k)\).

**Step 3.** Replace \(k\) by \(k + 1\) and go to **Step 1**.
We note that, in [14], the new iterate for Newton’s method is updated by using the exponential map while in Algorithm 2.1, the new iterate $X^{k+1}$ is updated by using a retraction on $\mathbb{R}^{n\times n} \times \mathcal{O}(n) \times \mathcal{V}$ defined as in Appendix A instead of the exponential map on $\mathbb{R}^{n\times n} \times \mathcal{O}(n) \times \mathcal{V}$, which is in general computationally costly [1, p.59 and p.103]. In addition, in Step 2 of Algorithm 2.1, one needs to choose a scaling factor $\theta \in [\theta_{\min}, \theta_{\max}]$. As in [36], one may choose $\theta$ by employing the quadratic backtracking method (see also [15]). Let

$$T(\mathbb{R}^{n\times n} \times \mathcal{O}(n) \times \mathcal{V}) = \cup_{X \in \mathbb{R}^{n\times n} \times \mathcal{O}(n) \times \mathcal{V}} T_X(\mathbb{R}^{n\times n} \times \mathcal{O}(n) \times \mathcal{V})$$

be the tangent bundle of $\mathbb{R}^{n\times n} \times \mathcal{O}(n) \times \mathcal{V}$ [1, p.36]. The pullback $\hat{G}$ of $G$ is a smooth mapping from $T(\mathbb{R}^{n\times n} \times \mathcal{O}(n) \times \mathcal{V})$ to $\mathbb{R}^{n\times n}$ defined by

$$\hat{G}(\xi) := G(R(\xi)), \quad \forall \xi \in T(\mathbb{R}^{n\times n} \times \mathcal{O}(n) \times \mathcal{V}). \tag{9}$$

The restriction of $\hat{G}$ on $T_X(\mathbb{R}^{n\times n} \times \mathcal{O}(n) \times \mathcal{V})$ for $X \in \mathbb{R}^{n\times n} \times \mathcal{O}(n) \times \mathcal{V}$ is defined by

$$\hat{G}_X(\xi_X) = G(R_X(\xi_X)), \quad \forall \xi_X \in T_X(\mathbb{R}^{n\times n} \times \mathcal{O}(n) \times \mathcal{V}).$$

Then one has

$$D_G(X) = D\hat{G}_X(0_X), \quad \forall X \in \mathbb{R}^{n\times n} \times \mathcal{O}(n) \times \mathcal{V}, \tag{10}$$

where $0_X$ is the origin of $T_X(\mathbb{R}^{n\times n} \times \mathcal{O}(n) \times \mathcal{V})$. We now find an approximate minimizer of the cost function

$$u(\theta) := \|G(R_X(\theta \Delta X^k))\|_F^2 = \|\hat{G}_X(\theta \Delta X^k)\|_F^2.$$ 

Define a quadratic polynomial by

$$q(\theta) := (u(1) - u(0) - u'(0))\theta^2 + u'(0)\theta + u(0),$$

where

$$u(0) = \|\hat{G}_X(0_X)\|_F^2 = \|G(0_X)\|_F^2, \quad u(1) = \|\hat{G}_X(\Delta X^k)\|_F^2 = \|G(R_X(\Delta X^k))\|_F^2,$$

$$u'(0) = 2\langle D\hat{G}_X(0_X)[\Delta X^k], \hat{G}_X(0_X) \rangle = 2\langle D_G(X)[\Delta X^k], G(X) \rangle.$$ 

Obviously, the values of $u(0)$ and $u(1)$ have been evaluated in Algorithm 2.1 and it is not so complicated to compute $u'(0)$. It is easy to check that

$$q'(\theta) = 2(u(1) - u(0) - u'(0))\theta + u'(0) \quad \text{and} \quad q''(\theta) = 2(u(1) - u(0) - u'(0)).$$

If $q''(\theta) \leq 0$, then the quadratic polynomial $q$ is concave and we choose $\theta = \theta_{\max}$. If $q''(\theta) > 0$, then the minimizer of $q$ is reached at the point $\theta$ satisfying $q'(\theta) = 0$, i.e.,

$$\theta = \frac{-u'(0)}{2(u(1) - u(0) - u'(0))}.$$ 

Since we require $\theta \in [\theta_{\min}, \theta_{\max}]$, the approximate minimizer $\theta$ of $u$ is given by

$$\theta = \min \left\{ \max \left\{ \theta_{\min}, \frac{-u'(0)}{2(u(1) - u(0) - u'(0))} \right\}, \theta_{\max} \right\}.$$
3 Convergence analysis

In this section, we establish the global and quadratic convergence of Algorithm 2.1. Notice that \( \mathbb{R}^{n \times n} \) and \( \mathcal{V} \) are two linear matrix manifolds and \( \mathcal{O}(n) \) is a compact manifold. For the retraction \( R \) on \( \mathbb{R}^{n \times n} \times \mathcal{O}(n) \times \mathcal{V} \) defined as in Appendix A, there exist two scalars \( \nu > 0 \) and \( \mu_\nu > 0 \) such that [1] p.149,

\[
\nu \| \Delta X \| \geq \text{dist}(X, R_X(\Delta X)),
\]

for all \( X := (S, Q, V) \in \mathbb{R}^{n \times n} \times \mathcal{O}(n) \times \mathcal{V} \) and

\[
\Delta X := (\Delta S, \Delta Q, \Delta V) \in T_X(\mathbb{R}^{n \times n} \times \mathcal{O}(n) \times \mathcal{V})
\]

with \( \| \Delta X \| \leq \mu_\nu \), where “dist” means the Riemannian distance on \( \mathbb{R}^{n \times n} \times \mathcal{O}(n) \times \mathcal{V} \).

3.1 Global convergence

To prove the global convergence of Algorithm 2.1 we need some preliminary lemmas. On the iterate \( \hat{X}^k \) generated by Algorithm 2.1, we have the following estimate.

Lemma 3.1 Assume that \( DG(X^k) : T_{X^k}(\mathbb{R}^{n \times n} \times \mathcal{O}(n) \times \mathcal{V}) \rightarrow T_{G(X^k)}\mathbb{R}^{n \times n} \) is surjective for all \( k \). If the linear matrix equation [5] is solvable such that conditions [6] and [7] are satisfied for all \( k \), then one has for all \( k \),

\[
\| \Delta \hat{X}^k \| \leq (1 + \hat{\eta}_k) \| DG(X^k) \| \cdot \| G(X^k) \|_F.
\]

Proof: Let

\[
\text{id} := \text{id}_{T_{G(X^k)}}, \quad J(X^k) := DG(X^k) \circ (DG(X^k))^* + \overline{\sigma}_k \text{id}, \quad V(X^k) := G(X^k) + J(X^k)[\Delta Z^k].
\]

We get by (6),

\[
\| V(X^k) \|_F \leq \overline{\eta}_k \| G(X^k) \|_F. \tag{12}
\]

By the assumption that \( DG(X^k) \) is surjective for all \( k \), we have by (6) and (12),

\[
\| \Delta \hat{X}^k \| = \| DG(X^k) \| \cdot \| \Delta Z^k \|
\leq \| (DG(X^k))^* \circ (J(X^k))^{-1} \| \cdot \| J(X^k)[\Delta Z^k] \|_F
= \| (DG(X^k))^* \circ (J(X^k))^{-1} \| \cdot \| V(X^k) - G(X^k) \|_F
\leq \| (DG(X^k))^* \circ (J(X^k))^{-1} \| \cdot \| V(X^k) \|_F + \| G(X^k) \|_F
\leq (1 + \overline{\eta}_k) \| DG(X^k) \| \cdot \| G(X^k) \|_F
\leq (1 + \overline{\eta}_k) \| DG(X^k) \| \cdot \| (DG(X^k) \circ (DG(X^k))^*)^{-1} \| \cdot \| G(X^k) \|_F
= (1 + \overline{\eta}_k) \| DG(X^k) \| \cdot \| G(X^k) \|_F.
\]

On the upper bound of the iterate \( \hat{\eta}_k \) generated by Algorithm 2.1 we have the following result.
Lemma 3.2 Assume that \( DG(X^k) : T_{X^k}([\mathbb{R}^{n \times n} \times \mathcal{O}(n) \times \mathcal{V}) \rightarrow T_{G(X^k)}[\mathbb{R}^{n \times n}] \) is surjective for all \( k \). If the linear matrix equation \( (\ref{eq:matrix-equation}) \) is solvable such that conditions \( (\ref{eq:condition-1}) \) and \( (\ref{eq:condition-2}) \) are satisfied for all \( k \), then one has for all \( k \),

\[
\hat{\eta}_k \leq \min \left\{ \frac{\sigma_k}{\lambda_{\min}(DG(X^k) \circ (DG(X^k))^*)} + \bar{\eta}_k, \hat{\eta}_{\max} \right\},
\]

where \( \lambda_{\min}(\cdot) \) means the smallest eigenvalue of a positive definite linear operator.

Proof: Let \( \text{id}, J(X^k) \) and \( V(X^k) \) be defined as in Lemma 3.1. By assumption, \( DG(X^k) \) is surjective for all \( k \). It follows from \( (\ref{eq:condition-1}) \) and \( (\ref{eq:condition-2}) \) that for all \( k \),

\[
\|G(X^k) + DG(X^k)[\Delta X^k]\|_F = \|G(X^k) + DG(X^k)[(DG(X^k))^*[\Delta Z_k]]\|_F \\
\leq \|\text{id} - (DG(X^k) \circ (DG(X^k))^*) \circ (J(X^k))^{-1}\|_F \cdot \|G(X^k)\|_F \\
+ \|\text{id} \circ (J(X^k))^{-1}\| \cdot \|V(X^k)\|_F \\
\leq \left( \frac{\sigma_k}{\lambda_{\min}(DG(X^k) \circ (DG(X^k))^*)} + \bar{\eta}_k \right) \|G(X^k)\|_F.
\]

This, together with \( (\ref{eq:condition-2}) \), yields \( (\ref{eq:lemma-3.2}) \).

On the repeat-loop of Algorithm 2.1 we have the following lemma.

Lemma 3.3 Assume that in the \( k \)-th iteration of Algorithm 2.1, the operator \( DG(X^k) : T_{X^k}([\mathbb{R}^{n \times n} \times \mathcal{O}(n) \times \mathcal{V}) \rightarrow T_{G(X^k)}[\mathbb{R}^{n \times n}] \) is surjective and the linear matrix equation \( (\ref{eq:matrix-equation}) \) is solvable such that conditions \( (\ref{eq:condition-1}) \) and \( (\ref{eq:condition-2}) \) are satisfied. Then the repeat-loop terminates in finite steps with \( \Delta X^k \) and \( \eta_k \) satisfying

\[
\begin{align*}
\|G(X^k) + DG(X^k)[\Delta X^k]\|_F &\leq \eta_k \|G(X^k)\|_F, \\
\|G(X^{k+1})\|_F &\leq (1 - t(1 - \eta_k)) \|G(X^k)\|_F.
\end{align*}
\]

Proof: In the repeat-loop, the search direction \( \Delta X^k \) is scaled by some \( \theta_j \in [\theta_{\min}, \theta_{\max}] \) at the \( j \)-th step. Hence, at the \( m \)-th step of the repeat-loop, we get

\[
\Delta X^k = \prod_{j=1}^{m} \theta_j \Delta X^k \quad \text{and} \quad \eta_k = 1 - \prod_{j=1}^{m} \theta_j (1 - \hat{\eta}_k).
\]

Also, we have

\[
\Theta_m := \prod_{j=1}^{m} \theta_j \leq \prod_{j=1}^{m} \theta_{\max} = \theta_{\max}^m.
\]

We note that \( G \) is continuously differentiable and \( 0 < \theta_{\max} < 1 \). According to \( (\ref{eq:condition-3}) \) and \( (\ref{eq:condition-4}) \), we obtain for all \( m \) sufficiently large,

\[
\|G(R_{X^k}(\Theta_m \Delta X^k)) - G(X^k) - DG(X^k)[\Theta_m \Delta X^k]\|_F \leq \epsilon_k \|\Theta_m \Delta X^k\|,
\]

where \( \epsilon_k \) is a constant.
and then

\[
\|\hat{G}_X^k(\Theta_m \Delta X^k) - \hat{G}_X^k(0_{X^k}) - D\hat{G}_X^k(0_{X^k})[\Theta_m \Delta X^k]\|_F \leq \epsilon_k \|\Theta_m \Delta X^k\|,
\]  

(15)

where \(\epsilon_k := ((1 - t)(1 - \eta_k))/(1 + \eta_{\text{max}})\|\|DF(X^k)\|\|\).

We now show that the repeat-loop terminates in finite steps. Let \(\hat{m}\) be the smallest integer such that (15) holds. Let \(\Delta X^k := \Theta_m \Delta X^k\). We get by (8), (9), and (10),

\[
\|G(X^k) + D\hat{G}(X^k)[\Delta X^k]\|_F \\
= \|\hat{G}_X^k(0_{X^k}) + D\hat{G}_X^k(0_{X^k})[\Delta X^k]\|_F \\
= ((1 - \Theta_{\hat{m}})\hat{G}_X^k(0_{X^k}) + \Theta_{\hat{m}} \hat{G}_X^k(0_{X^k}) + \Theta_{\hat{m}} D\hat{G}_X^k(0_{X^k})[\Delta X^k]\|_F \\
\leq (1 - \Theta_{\hat{m}})\|G_X^k(0_{X^k})\|_F + \Theta_{\hat{m}} \|G_X^k(0_{X^k}) + D\hat{G}_X^k(0_{X^k})[\Delta X^k]\|_F \\
= (1 - \Theta_{\hat{m}})\|G_X^k(0_{X^k})\|_F + \Theta_{\hat{m}} \|\hat{G}_X^k(0_{X^k})\|_F \\
= (1 - \Theta_{\hat{m}} + \Theta_{\hat{m}} \eta_k) \|G(X^k)\|_F \\
= \eta_k \|G(X^k)\|_F.
\]

This, together with Lemmas 3.1 and 3.2 (8), and (15), yields

\[
\|G(X^{k+1})\|_F = \|\hat{G}_X^k(\Delta X^k)\|_F \\
\leq \eta_k \|G_X^k(0_{X^k})\|_F + \epsilon_k \Theta_{\hat{m}} \|\Delta X^k\|_F \\
\leq \eta_k \|\hat{G}_X^k(0_{X^k})\|_F + \epsilon_k \Theta_{\hat{m}} (1 + \eta_k) \|\|DG(X^k)\|\| \|G(X^k)\|_F \\
\leq \eta_k \|\hat{G}_X^k(0_{X^k})\|_F + \epsilon_k \Theta_{\hat{m}} (1 + \eta_{\text{max}}) \|\|DG(X^k)\|\| \|G(X^k)\|_F \\
= \eta_k + \epsilon_k \Theta_{\hat{m}} (1 + \eta_{\text{max}}) \|\|DG(X^k)\|\| \|G(X^k)\|_F \\
= \left(\eta_k + \Theta_{\hat{m}} \frac{(1 - t)(1 - \eta_k)}{1 + \eta_{\text{max}}} \|\|DG(X^k)\|\| \|G(X^k)\|_F \\
= \left(\eta_k + \Theta_{\hat{m}} (1 - t)(1 - \eta_k)\right) \|G(X^k)\|_F \\
= \left(\eta_k + 1 - \Theta_{\hat{m}} (1 - \eta_k) - t \eta_k\right) \|G(X^k)\|_F \\
= \left(\eta_k + 1 - \eta_k - t \eta_k\right) \|G(X^k)\|_F \\
= (1 - t (1 - \eta_k)) \|G(X^k)\|_F.
\]

We now establish the global convergence of Algorithm 2.1. We need the following assumption.

Assumption 3.4 DG(\(X\)) : \(T_X(\mathbb{R}^{n \times n} \times \mathcal{O}(n) \times \mathcal{V}) \to T_{G(X)}(\mathbb{R}^{n \times n})\) is surjective, where \(X \in \mathbb{R}^{n \times n} \times \mathcal{O}(n) \times \mathcal{V}\) is an accumulation point of the sequence \(\{X^k\}\) generated by Algorithm 2.1.
We have the following theorem on the global convergence of Algorithm 2.1.

**Theorem 3.5** Let $\bar{X}$ be an accumulation point of the sequence $\{X^k\}$ generated by Algorithm 2.1. Suppose that Assumption 3.4 is satisfied. Then the whole sequence $\{X^k\}$ converges to $\bar{X}$ and $G(\bar{X}) = 0_{n \times n}$.

**Proof:** By assumption, $DG(\bar{X})$ is surjective. In addition, $G$ is continuously differentiable. Thus there exists a sufficiently small constant $\delta > 0$ such that for any $X$ in a ball $B_\delta(\bar{X})$ of $\bar{X}$, the liner operator $DG(X)$ is surjective and

$$\|(DG(X))\| \leq 2\|(DG(\bar{X}))\|.$$  \hspace{1cm} (16)

Let $\epsilon := ((1 - t)(1 - \hat{\eta}_{\text{max}}))/(2((1 + \eta)\|(DG(\bar{X}))\|))$. Then there exist two constants $\delta_1 > 0$ and $\mu_1 > 0$ such that

$$\|\hat{G}_X(\Delta X) - \hat{G}_X(0_X) - DG(0_X)[\Delta X]\|_F \leq \epsilon\|\Delta X\|$$ \hspace{1cm} (17)

for all $X \in B_{\delta_1}(\bar{X})$ and $\|\Delta X\| \leq \mu_1$. Let $\delta = \min\{\delta, \delta_1\}$. Since $\bar{X}$ is an accumulation point of the sequence $\{X^k\}$, there exist infinitely many $k$ such that $X^k \in B_\delta(\bar{X})$. Let $\hat{m}$ be the smallest integer such that

$$2\theta_{\text{max}}^\hat{m}(1 + \eta_{\text{max}})\|(DG(\bar{X}))\| \cdot \|G(0_X)\|_F < \mu_1.$$

Let $\Theta_{\hat{m}} := \Pi_{i=1}^{\hat{m}} \theta_i$. By Lemma 3.1 (16), and the above inequality, we have

$$\|\Theta_{\hat{m}}\Delta X^k\| \leq \theta_{\text{max}}^\hat{m}\|\Delta X^k\|$$

$$\leq \theta_{\text{max}}^\hat{m}(1 + \eta)\|(DG(X^k))\| \cdot \|G(X^k)\|_F$$

$$\leq 2\theta_{\text{max}}^\hat{m}(1 + \eta_{\text{max}})\|(DG(\bar{X}))\| \cdot \|G(0_X)\|_F$$

$$< \mu_1$$

for $X^k \in B_\delta(\bar{X})$. This, together with (17), gives rise to

$$\|\hat{G}_X(X^k)(\Theta_{\hat{m}}\Delta X^k) - \hat{G}_X(0_X) - DG(0_X)[\Theta_{\hat{m}}\Delta X^k]\|_F \leq \epsilon\|\Theta_{\hat{m}}\Delta X^k\|$$

for $X^k \in B_\delta(\bar{X})$. By Lemma 3.3, suppose that the repeat-loop terminates in at most $\hat{m}$ steps. Then, for any $X^k \in B_\delta(\bar{X})$, we have

$$1 - \eta_k = \Theta_{\hat{m}}(1 - \hat{\eta}_k) \geq \theta_{\text{min}}^\hat{m}(1 - \hat{\eta}_{\text{max}}) > 0.$$ \hspace{1cm} (19)

Since $\bar{X}$ is an accumulation point of $\{X^k\}$, there exists a subsequence $\{X^{k_j}\} \in B_\delta(\bar{X})$. Then

$$\sum_{k \geq 0}(1 - \eta_k) = \sum_{k \neq k_j}(1 - \eta_k) + \sum_{j \geq 0}(1 - \eta_{k_j}) \geq \sum_{k \neq k_j}(1 - \eta_k) + \theta_{\text{min}}^\hat{m}(1 - \hat{\eta}_{\text{max}}) = \infty.$$

Hence, we obtain by [14],

$$\|G(X^{k+1})\|_F \leq (1 - t(1 - \eta_k))\|G(X^k)\|_F \leq \|G(0_X)\|_F \prod_{0 \leq t \leq k} (1 - t(1 - \eta))$$

$$\leq \|G(0_X)\|_F \exp\left(-t \sum_{0 \leq t \leq k}(1 - \eta_t)\right) \to 0, \hspace{1cm} k \to \infty.$$
Thus we have
\[
\lim_{k \to \infty} \|G(X^{k+1})\|_F = 0. \tag{20}
\]
Next, we show that \(\{X^k\}\) converges to \(\overline{X}\). We get by (18) and (19), for \(X^k \in B_\delta(\overline{X})\),
\[
\|\Delta X^k\| \leq \frac{\theta^m_{\max} \|\Delta X^k\|}{\theta^m_{\min}(1 - \eta_{\max})} \\
\leq 2\theta^m_{\max}(1 + \eta_{\max})\|\langle DG(\overline{X})\rangle^T\| \cdot \|G(X^k)\|_F \\
\leq 2\theta^m_{\max}(1 + \eta_{\max})\|\langle DG(\overline{X})\rangle^T\| \cdot (1 - \eta_k)\|G(X^k)\|_F. \tag{21}
\]
Based on (20) and (21), we can obtain
\[
\lim_{k \to \infty} \|\Delta X^k\| = 0. \tag{22}
\]
Thus for all \(k\) sufficiently large with \(X^k \in B_\delta(\overline{X})\), it holds
\[
\|\Delta X^k\| \leq \mu_\nu, \tag{23}
\]
where \(\mu_\nu\) is the constant given in (11). By contradiction, suppose that the sequence \(\{X^k\}\) does not converge to \(\overline{X}\). Then there exist infinitely many \(k\) such that \(X^k \notin B_\delta(\overline{X})\). Since \(\overline{X}\) is an accumulation point of \(\{X^k\}\), there exist two index sets \(\{m_j\}\) and \(\{n_j\}\) such that \(\lim_{j \to \infty} X^{m_j} = \overline{X}\), and for each \(j\),
\[
\begin{cases}
X^{m_j} \in B_\delta(\overline{X}), & X^{m_j+i} \in B_\delta(\overline{X}), \quad i = 0, \ldots, n_j - 1, \\
X^{m_j+n_j} \notin B_\delta(\overline{X}), & m_j + n_j < m_{j+1}.
\end{cases}
\]
Thus, we have by (11), (14), (21), and (23),
\[
\frac{\delta}{2} \leq \text{dist}(X^{m_j+n_j}, X^{m_j}) \leq \sum_{k=m_j}^{m_j+n_j-1} \text{dist}(X^{k+1}, X^k) \\
= \sum_{k=m_j}^{m_j+n_j-1} \text{dist}(R_{X^k}(\Delta X^k), X^k) \leq \sum_{k=m_j}^{m_j+n_j-1} \nu \|\Delta X^k\| \\
\leq \sum_{k=m_j}^{m_j+n_j-1} \nu \frac{2\theta^m_{\max}(1 + \eta_{\max})\|\langle DG(\overline{X})\rangle^T\|}{\theta^m_{\min}(1 - \eta_{\max})} \cdot (1 - \eta_k)\|G(X^k)\|_F \\
\leq \sum_{k=m_j}^{m_j+n_j-1} \frac{2\nu \theta^m_{\max}(1 + \eta_{\max})\|\langle DG(\overline{X})\rangle^T\|}{\theta^m_{\min}(1 - \eta_{\max})} \cdot \|G(X^k)\|_F - \|G(X^{k+1})\|_F \\
= \frac{2\nu \theta^m_{\max}(1 + \eta_{\max})\|\langle DG(\overline{X})\rangle^T\|}{\theta^m_{\min}(1 - \eta_{\max})} \cdot (\|G(X^{m_j})\|_F - \|G(X^{m_j+n_j})\|_F) \\
\leq \frac{2\nu \theta^m_{\max}(1 + \eta_{\max})\|\langle DG(\overline{X})\rangle^T\|}{\theta^m_{\min}(1 - \eta_{\max})} \cdot (\|G(X^{m_j})\|_F - \|G(X^{m_j+1})\|_F) \\
\to 0, \quad \text{as} \quad j \to \infty,
\]
since \(X^{m_j} \to \overline{X}\) as \(j \to \infty\). This is a contradiction. Therefore, \(\{X^k\}\) converges to \(\overline{X}\). \(\square\)
3.2 Quadratic convergence

In this section, we show the quadratic convergence of Algorithm 2.1. First, we have the following result on the backtracking line search procedure.

**Lemma 3.6** Let $\overline{X}$ be an accumulation point of the sequence $\{X^k\}$ generated by Algorithm 2.1. Suppose that Assumption 3.4 is satisfied. Then $\eta_k = \tilde{\eta}_k$ and $\Delta X^k = \widetilde{\Delta X}^k$ for all $k$ sufficiently large.

**Proof:** We note that $G$ is continuously differentiable. By assumption, $DG(\overline{X})$ is surjective. By Theorem 3.5, the sequence $\{X^k\}$ converges to $\overline{X}$ with $G(\overline{X}) = 0_{n \times n}$. Based on (16), $DG(X^k)$ is surjective and satisfies

$$
\|(DG(X^k))^\dagger\| \leq 2\|(DG(\overline{X}))^\dagger\|
$$

for all $k$ sufficiently large. By Lemma 3.1 and the definition of $\tilde{\eta}_k$ in Algorithm 2.1 one has for all $k$ sufficiently large,

$$
\|\widetilde{\Delta X}^k\| \leq (1 + \eta_k)\|(DG(X^k))^\dagger\| \cdot \|G(X^k)\|_F \\
\leq (1 + \eta_{\text{max}})\|(DG(X^k))^\dagger\| \cdot \|G(X^k)\|_F \\
\leq 2(1 + \eta_{\text{max}})\|(DG(\overline{X}))^\dagger\| \cdot \|G(X^k)\|_F.
$$

Based on (20) and the above inequality, we can obtain $\lim_{k \to \infty} \|\widetilde{\Delta X}^k\| = 0$. Hence, for all $k$ sufficiently large, it holds that

$$
\|\hat{G}_{X^k}(\Delta X^k) - \hat{G}_{X^k}(0_{X^k}) - DG_{X^k}(0_{X^k})[\Delta X^k]\|_F \leq \epsilon \|\Delta X^k\| \leq \epsilon \|\widetilde{\Delta X}^k\|,
$$

where the condition $\epsilon \leq \epsilon_k$ is used with $\epsilon_k$ and $\epsilon$ being defined in (15) and (17). Based on the analysis in Lemma 3.3 this implies that $\eta_k = \tilde{\eta}_k$ and $\Delta X^k = \widetilde{\Delta X}^k$ for all $k$ sufficiently large. □

We now establish the quadratic convergence of Algorithm 2.1.

**Theorem 3.7** Let $\overline{X}$ be an accumulation point of the sequence $\{X^k\}$ generated by Algorithm 2.1. Suppose that Assumption 3.4 is satisfied. Then the whole sequence $\{X^k\}$ converges to $\overline{X}$ quadratically.

**Proof:** By Theorem 3.5 and Lemma 3.6 $\{X^k\}$ converges to $\overline{X}$ with $G(\overline{X}) = 0_{n \times n}$ and $\eta_k = \tilde{\eta}_k$ and $\Delta X^k = \widetilde{\Delta X}^k$ for all $k$ sufficiently large with $\|\Delta X^k\| = \|\widetilde{\Delta X}^k\| \to 0$ as $k \to \infty$. We note that $G$ is continuously differentiable and, by assumption, $DG(\overline{X})$ is surjective. Based on (16), $DG(X^k)$ is surjective, and there exists a constant $\lambda_{\text{min}} > 0$ such that

$$
\|(DG(X^k))^\dagger\| \leq 2\|(DG(\overline{X}))^\dagger\| \quad \text{and} \quad \lambda_{\text{min}}(DG(X^k) \circ (DG(X^k))^*) \geq \lambda_{\text{min}} > 0
$$

for all $k$ sufficiently large. Moreover, there exist two constants $L_1, L_2 > 0$ such that for all $k$ sufficiently large,

$$
\begin{align*}
\|G(X^k) - G(\overline{X})\|_F &\leq L_1 \text{dist}(X^k, \overline{X}), \\
\|\hat{G}_{X^k}(\Delta X^k) - \hat{G}_{X^k}(0_{X^k}) - DG_{X^k}(0_{X^k})[\Delta X^k]\|_F &\leq L_2 \|\Delta X^k\|^2, \\
\text{dist}(X^k, R_{X^k}(\Delta X^k)) &\leq \nu \|\Delta X^k\|,
\end{align*}
$$

(25)
where \( \nu \) is the constant given in (11).

We obtain by (13), (24), (25), and the definition of \( \sigma_k \) and \( \eta_k \) in Algorithm 2.1 for all \( k \) sufficiently large,

\[
\tilde{\eta}_k \leq \frac{\sigma_k}{\lambda_{\min}(DG(X^k) \circ (DG(X^k))^*) + \sigma_k} + \eta_k \\
\leq \frac{1}{\lambda_{\min}(DG(X^k)) + \sigma_k} \leq \frac{1}{\lambda_{\min}} \|G(X^k)\|_F + \|G(X^k)\|_F \\
\leq \frac{1 + \lambda_{\min}}{\lambda_{\min}} L_1 \text{dist}(X^k, X) \equiv c_1 \text{dist}(X^k, X),
\]

where \( c_1 := (L_1(1 + \lambda_{\min})/\lambda_{\min} \). By Lemmas 3.1 and 3.2, (8), (24), (25), and (26), we have for all \( k \) sufficiently large,

\[
\|G(X^{k+1})\|_F \\
\leq \|G(X^{k+1}) - G(X^k) - DG(X^k)\Delta X^k\|_F \\
\leq \|\tilde{G}_{0X^k}(\Delta X^k) - \tilde{G}_{0X^k} + DG(0X^k)\|_F \\
\leq L_2\|\Delta X^k\|^2 + \tilde{\eta}_k \|G(X^k)\|_F \\
\leq L_2(1 + \tilde{\eta}_k)\|DG(X^k)\|_F \cdot \|G(X^k)\|_F + \tilde{\eta}_k \|G(X^k)\|_F \\
\leq L_2(1 + \tilde{\eta}_k)\|DG(X^k)\|_F \|G(X^k)\|_F \\
\leq L_2(2(1 + \tilde{\eta}_{\max})L_1\|DG(X)\|_F \|G(X^k)\|_F \|G(X^k)\|_F + c_1 L_1 \|\Delta X^k\|^2 \\
\equiv c_2 \|\Delta X^k\|^2,
\]

where \( c_2 := L_2(2(1 + \tilde{\eta}_{\max})L_1\|DG(X)\|_F \|G(X^k)\|_F + c_1 L_1 \|\Delta X^k\|^2 \). We have by Lemma 3.1, (24), (25), and (27), for all \( k \) sufficiently large,

\[
\text{dist}(X^{k+1}, X) \leq \sum_{j=k+1}^{\infty} \text{dist}(X^j, X^{j+1}) = \sum_{j=k+1}^{\infty} \text{dist}(X^j, R_{X^j}(\Delta X^j)) \\
\leq \sum_{j=k+1}^{\infty} \nu \|\Delta X^j\| \leq \sum_{j=k+1}^{\infty} 2\nu(1 + \tilde{\eta}_{\max})\|((DG(X)\|_F \cdot \|G(X^j)\|_F \\
\leq 2\nu(1 + \tilde{\eta}_{\max})\||DG(X)\|_F \sum_{j=0}^{\infty} (1 - t(1 - \tilde{\eta}_{\max}))^j \|G(X^{k+1})\|_F \\
\equiv \frac{2\nu(1 + \tilde{\eta}_{\max})\||DG(X)\|_F \|G(X^{k+1})\|_F}{t(1 - \tilde{\eta}_{\max})} \\
\equiv c_3 \|\Delta X^k\|^2,
\]

where \( c_3 := (2c_2\nu(1 + \tilde{\eta}_{\max})\||DG(X)\|_F)/(t(1 - \tilde{\eta}_{\max})). \) Thus the proof is complete.
3.3 Surjectivity conditions of $DG(\cdot)$

We have the following result on the surjectivity of $DG(\overline{x})$, where $\overline{x}$ is an accumulation point of the sequence $\{x^k\}$ generated by Algorithm 2.1.

**Theorem 3.8** Let $\overline{x} := (\overline{s}, \overline{q}, \overline{v}) \in \mathbb{R}^{n \times n} \times \mathcal{Q}(\mathcal{V}) \times \mathcal{V}$ be an accumulation point of the sequence $\{x^k := (s^k, q^k, v^k)\}$ generated by Algorithm 2.1. Then $DG(\overline{x})$ is surjective if and only if

$$null\left(\begin{bmatrix}
\text{Diag}(\text{vec}(\overline{s})) \\
(I_{n^2} - \hat{P})(\overline{s} \odot \overline{s}) \otimes I_n - I_n \otimes (\overline{s} \odot \overline{s})^T \\
\text{Diag}(\text{vec}(W))(\overline{q} \odot \overline{q})^T
\end{bmatrix}\right) = \{0_{n^2}\}, \quad (28)$$

where $W \in \mathbb{R}^{n \times n}$ is defined in Appendix A and $\hat{P} \in \mathbb{R}^{n^2 \times n^2}$ is the vectorized transpose matrix such that $\text{vec}(A^T) = \hat{P} \text{vec}(A), \quad \forall A \in \mathbb{R}^{n \times n}$.

**Proof:** Notice $T_{G(\overline{x})}\mathbb{R}^{n \times n} = \text{im}(DG(\overline{x})) \oplus \text{im}(DG(\overline{x}))^\perp$ and $\text{im}(DG(\overline{x}))^\perp = \ker((DG(\overline{x}))^*)$, where $\text{im}(DG(\overline{x}))$ and $\ker((DG(\overline{x}))^*)$ denote the image of $DG(\overline{x})$ and the kernel of $(DG(\overline{x}))^*$, respectively. Then the linear operator $DG(\overline{x})$ is surjective if and only if $\ker((DG(\overline{x}))^*) = \{0_{n \times n}\}$.

We now derive a sufficient and necessary condition for $\ker((DG(\overline{x}))^*) = \{0_{n \times n}\}$. Let $\Delta Z \in T_{G(\overline{x})}\mathbb{R}^{n \times n}$ be such that $(DG(\overline{x}))^*[\Delta Z] = 0_{\overline{x}}$. We have by the expression of $DG(\cdot)^*$ given in Appendix A, $\ker((DG(\overline{x}))^*) = \{0_{n \times n}\}$ if and only if the following equation

$$\begin{cases}
\overline{s} \odot \Delta Z = 0_{n \times n}, \\
[\overline{q}(\Lambda + \overline{v})(\overline{q})^T, (\Delta Z)^T] + [\overline{q}(\Lambda + \overline{v})^T(\overline{q})^T, \Delta Z] = 0_{n \times n}, \\
W \odot ((\overline{q})^T \Delta Z) = 0_{n \times n}
\end{cases}$$

has only a zero solution $\Delta Z = 0_{n \times n}$ or

$$\begin{cases}
\text{Diag}(\text{vec}(\overline{s}))\text{vec}(\Delta Z) = 0_{n^2}, \\
(I_{n^2} - \hat{P})(\overline{q} \odot \overline{q})((\Lambda + \overline{v}) \otimes I_n - I_n \otimes (\Lambda + \overline{v})^T)(\overline{q} \odot \overline{q})^T\text{vec}(\Delta Z) = 0_{n^2}, \\
\text{Diag}(\text{vec}(W))(\overline{q} \odot \overline{q})^T\text{vec}(\Delta Z) = 0_{n^2}
\end{cases}$$

has only a zero solution $\text{vec}(\Delta Z) = 0_{n^2}$, where the relation

$$\hat{P}(A \otimes B) = (B \otimes A)\hat{P}, \quad \forall A, B \in \mathbb{R}^{n \times n}$$

is used [6] p.448]. This is reduced to (28). The proof is complete.

\[\square\]
4 Extensions

In this section, we extend the proposed Riemannian inexact Newton-CG method to the case of prescribed entries. The nonnegative inverse eigenvalue problem with prescribed entries can be stated as follows:

**NIEP-PE.** Given a self-conjugate set of $n$ complex numbers $\{\lambda_1, \lambda_2, \ldots, \lambda_n\}$, find an $n$-by-$n$ real nonnegative matrix $C$ such that its eigenvalues are $\lambda_1, \lambda_2, \ldots, \lambda_n$ and

$$(C)_{ij} = (C_a)_{ij}, \quad \forall (i, j) \in \mathcal{L},$$

where $\mathcal{L} \subset \mathcal{N}$ is a given index subset and $C_a$ is any given $n$-by-$n$ nonnegative matrix such that $\{(C_a)_{ij} \mid (i, j) \in \mathcal{L}\}$ are prescribed entries.

Define the matrix $\hat{U} \in \mathbb{R}^{n \times n}$ by $(\hat{U})_{ij} = 1$, if $(i, j) \in \mathcal{L}$; 0, otherwise. Let the matrix $\hat{C}_a \in \mathbb{R}^{n \times n}$ be defined by $\hat{C}_a := \hat{U} \odot C_a$. Also, define a set $\mathcal{Z}$ by

$$\mathcal{Z} := \{S \in \mathbb{R}^{n \times n} \mid \hat{U} \odot S = 0_{n \times n}\}.$$

Then the NIEP-PE is to solve the following nonlinear equation:

$$H(S, Q, V) = 0_{n \times n}$$

for $(S, Q, V) \in \mathcal{Z} \times \mathcal{O}(n) \times \mathcal{V}$, where $H : \mathcal{Z} \times \mathcal{O}(n) \times \mathcal{V} \to \mathbb{R}^{n \times n}$ is defined by

$$H(S, Q, V) = \hat{C}_a + S \odot S - Q(\Lambda + V)Q^T, \quad (S, Q, V) \in \mathcal{Z} \times \mathcal{O}(n) \times \mathcal{V}.$$

Obviously, $H$ is smooth mapping from the product manifold $\mathcal{Z} \times \mathcal{O}(n) \times \mathcal{V}$ to the linear space $\mathbb{R}^{n \times n}$.

We note that the dimension of $\mathcal{Z} \times \mathcal{O}(n) \times \mathcal{V}$ is given by

$$\dim(\mathcal{Z} \times \mathcal{O}(n) \times \mathcal{V}) = n^2 - |\mathcal{L}| + \frac{n(n - 1)}{2} + |J|.$$

We point out that the nonlinear equation $H(S, Q, V) = 0_{n \times n}$ is under-determined over $\mathcal{Z} \times \mathcal{O}(n) \times \mathcal{V}$ if the problem size $n$ is large and the number $|\mathcal{L}|$ of prescribed entries is small. We also remark that, if $(\mathcal{S}, Q, V) \in \mathcal{Z} \times \mathcal{O}(n) \times \mathcal{V}$ is a solution to $H(S, Q, V) = 0_{n \times n}$, then $C := \hat{C}_a + \mathcal{S} \odot \mathcal{S}$ is a solution to the NIEP-PE.

As in section 3, one may apply Algorithm 2.1 to solving the nonlinear equation (29). Under some mild conditions, the global and quadratic convergence can be established by a similar way as in section 3.

5 Numerical Tests

In this section, we report the numerical performance of Algorithm 2.1 for solving the NIEP and the NIEP-PE via solving the nonlinear equations (1) and (29). All the numerical tests are carried out by using MATLAB 7.1 running on a workstation with an Intel Xeon CPU E5-2687W at 3.10 GHz and 32 GB of RAM. To illustrate the efficiency of our algorithm, we compare Algorithm 2.1...
with the alternating projection method [26], the Riemannian Fletcher-Reeves conjugate gradient method (RFR) [40] and the geometric Polak-Ribiére-Polyak-based nonlinear conjugate gradient method (GPRP) [42]. The alternating projection method in [26] is employed to solve the NIEP:

\[
\text{Find } C \in \mathcal{P} \cap \mathbb{R}^{n \times n}_+ \quad (30)
\]

and the NIEP-PE:

\[
\text{Find } C \in \mathcal{P} \cap Q, \quad (31)
\]

where

\[
\mathcal{P} = \{ A \in \mathbb{C}^{n \times n} \mid A = U T U^H \text{ for some unitary matrix } U \text{ and some } T \in \mathcal{T} \}
\]

and

\[
Q = \{ C \in \mathbb{R}^{n \times n}_+ \mid (C)_{ij} = (C_a)_{ij} \text{ for all } (i, j) \in \mathcal{L} \}.
\]

Here, \( \mathcal{T} = \{ T \in \mathbb{C}^{n \times n} \mid T \text{ is upper triangular with spectrum } \{ \lambda_1, \lambda_2, \ldots, \lambda_n \} \} \). The associated alternating projection algorithm for solving problem (30) (problem (31), respectively) is stated as follows.

**Algorithm 5.1** (Alternating projection algorithm)

**Step 0.** Choose an initial point \( C^0 \in \mathbb{R}^{n \times n}_+ \) (\( C^0 \in Q \), respectively). Let \( k := 0 \).

**Step 1.** Calculate a Schur decomposition of \( C^k = U^k T^k (U^k)^H \).

**Step 2.** Set \( Y^{k+1} = P_P(U^k, T^k) \), where \( P_P(U^k, T^k) \) is defined as in [26, Definition 4.2].

**Step 3.** Set \( C^{k+1} = P_R^{n \times n}(Y^{k+1}) \) (\( C^{k+1} = P_Q(Y^{k+1}) \), respectively), where \( P_R^{n \times n}(Y^{k+1}) \) is the projection of \( Y^{k+1} \) onto \( \mathbb{R}^{n \times n}_+ \).

**Step 4.** Replace \( k \) by \( k + 1 \) and go to Step 1.

The two Riemannian conjugate gradient methods RFR and GPRP in [40, 42] are used to solve the following Riemannian optimization problems:

\[
\begin{align*}
\min_{(S, Q, V)} & \phi(S, Q, V) := \frac{1}{2} \| G(S, Q, V) \|_F^2 \\
\text{s.t.} & \quad (S, Q, V) \in \mathbb{R}^{n \times n} \times \mathcal{O}(n) \times \mathcal{V} 
\end{align*}
\]

and

\[
\begin{align*}
\min_{(S, Q, V)} & \psi(S, Q, V) := \frac{1}{2} \| H(S, Q, V) \|_F^2 \\
\text{s.t.} & \quad (S, Q, V) \in \mathcal{Z} \times \mathcal{O}(n) \times \mathcal{V} 
\end{align*}
\]

For Algorithm 2.1 for solving (1), Algorithm 5.1 for problem (30), and RFR and GPRP for problem (32), we randomly generate the starting points by the built-in functions \texttt{rand}, \texttt{schur}, and \texttt{svd}:

\[
\begin{align*}
S \odot S &= \texttt{rand}(n, n), & S^0 &= S \in \mathbb{R}^{n \times n}, & C^0 &= S^0 \odot S^0, \\
[Q^0, V] &= \texttt{schur}(S^0 \odot S^0, ‘real’), & V^0 &= W \odot V. 
\end{align*}
\]
For Algorithm 2.1 for solving (29), Algorithm 5.1 for problem (31), and RFR and GPRP for problem (33), the starting points are generated randomly as follows:

\[
S \circ S = \text{rand}(n,n), \quad S^0 = \tilde{U} \circ S \in \mathbb{Z}, \quad C^0 = \tilde{C}_a + S^0 \circ S^0, \\
[Q^0, V] = \text{schur}(\tilde{C}_a + S^0 \circ S^0, '\text{real}'), \quad V^0 = W \circ V.
\]

(35)

For comparison purposes, the stopping criteria for Algorithm 2.1, Algorithm 5.1 for problems (30) and (31), and the two Riemannian conjugate gradient methods in [40, 42] for problems (32) and (33) are set to be

\[
\|G(X^k)\|_F < 10^{-8}, \quad \|H(X^k)\|_F < 10^{-8}, \quad \text{and} \quad \|C^k - Y^k\|_F < 10^{-8}.
\]

In our numerical tests, we set \(\overline{\sigma}_{\text{max}} = 0.01, \overline{\eta}_{\text{max}} = 0.1, \overline{\nu}_{\text{max}} = 0.9, \theta_{\text{min}} = 0.1, \theta_{\text{max}} = 0.9, \) and \(t = 10^{-4}\). The largest number of iterations in Algorithm 5.1 is set to be 100000. The largest number of outer iterations in Algorithm 2.1 is set to be \(n^2\).

For comparison purposes, we repeat our experiments over 10 different starting points. In our numerical tests, ‘CT.’, ‘IT.’, ‘NF.’, ‘NCG.’, ‘Res.’, and ‘grad.’ mean the averaged total computing time in seconds, the averaged number of iterations, the averaged number of function evaluations, the averaged number of inner CG iterations, the averaged residual \(\|G(X^k)\|_F\), \(\|H(X^k)\|_F\), or \(\|C^k - Y^k\|_F\), and the averaged residual \(\|\text{grad } \phi(X^k)\|\) or \(\|\text{grad } \psi(X^k)\|\) at the final iterates of the corresponding algorithms, accordingly.

**Example 5.2** We consider the NIEP with varying \(n\). Let \(\tilde{C}\) be a random \(n \times n\) nonnegative matrix with each entry generated from the uniform distribution on the interval \([0,1]\). We choose the eigenvalues of \(\tilde{C}\) as prescribed spectrum.

**Example 5.3** We consider the NIEP-PE with varying \(n\). Let \(\tilde{C}\) be a random \(n \times n\) nonnegative matrix with each entry generated from the uniform distribution on the interval \([0,1]\). We choose the eigenvalues of \(\tilde{C}\) as prescribed spectrum. Also, we choose the index subset \(\mathcal{L} := \{(i,j) \mid 0.2 \leq \tilde{(C)}_{ij} \leq 0.3, \ i,j = 1, \ldots, n\}\). The nonnegative matrix \(C_a \in \mathbb{R}^{n \times n}\) with prescribed entries is defined by \((C_a)_{ij} := \tilde{(C)}_{ij}, \text{if } (i,j) \in \mathcal{L}; \ 0, \text{otherwise.}\)

Tables 1–2 list the numerical results for Examples 5.2–5.3 where ‘**’ means that the largest number of iterations is reached for some starting points.

We observe from Tables 1–2 that Algorithm 5.1 behaves better than GPRP and/or RFR in terms of computing time for small \(n\) (e.g., \(n = 10, 20\)) while GPRP and RFR work much better than Algorithm 5.1 in terms of computing time for \(n \geq 50\). However, Algorithm 2.1 is the most effective in terms of computing time.

To further illustrate the efficiency of our algorithm, we report the numerical results for Examples 5.2–5.3 with various problem sizes. Tables 3–4 display the numerical results for Examples 5.2–5.3.

We see from Tables 3–4 that Algorithm 2.1 GPRP and RFR work for large problems while Algorithm 2.1 is more efficient than GPRP and RFR for large problems.

Finally, we point out that all algorithms converge to different solutions for different starting points.
Table 1: Numerical results of Example 5.2

| Alg. | n   | CT.     | IT. | NF. | NCG. | Res.  | grad.          |
|------|-----|---------|-----|-----|------|-------|----------------|
| GPRP | 10  | 0.0346 s| 76.1| 79.1| 8.9 × 10⁻⁹ | 1.8 × 10⁻⁸ |
|      | 20  | 0.0606 s| 136.7| 140.6| 9.6 × 10⁻⁹ | 3.0 × 10⁻⁸ |
|      | 50  | 0.3731 s| 352.4| 357.7| 9.7 × 10⁻⁹ | 6.0 × 10⁻⁸ |
|      | 80  | 1.3377 s| 625.3| 631.3| 9.8 × 10⁻⁹ | 7.8 × 10⁻⁸ |
|      | 100 | 2.4659 s| 753.7| 760.1| 9.8 × 10⁻⁹ | 9.1 × 10⁻⁸ |
|      | 150 | 8.3070 s| 1225.9| 1232.9| 9.9 × 10⁻⁹ | 1.1 × 10⁻⁷ |
|      | 200 | 17.208 s| 1492.9| 1500.9| 9.9 × 10⁻⁹ | 1.2 × 10⁻⁷ |

| RFR  | 10  | 0.0805 s| 119.2| 121.8| 8.8 × 10⁻⁹ | 2.6 × 10⁻⁸ |
|      | 20  | 0.1583 s| 214.4| 217.7| 9.4 × 10⁻⁹ | 4.5 × 10⁻⁸ |
|      | 50  | 0.3781 s| 308.6| 313.6| 9.4 × 10⁻⁹ | 7.0 × 10⁻⁸ |
|      | 80  | 1.1010 s| 485.2| 490.9| 9.6 × 10⁻⁹ | 8.5 × 10⁻⁸ |
|      | 100 | 1.7944 s| 523.0| 529.0| 9.7 × 10⁻⁹ | 1.1 × 10⁻⁷ |
|      | 150 | 6.7529 s| 951.2| 958.2| 9.8 × 10⁻⁹ | 1.1 × 10⁻⁷ |
|      | 200 | 14.094 s| 1163.9| 1170.9| 9.9 × 10⁻⁹ | 1.4 × 10⁻⁷ |

| Alg. | 5.1 | n   | CT. | IT. | NF. | NCG. | Res. | grad.          |
|------|-----|-----|-----|-----|-----|------|------|----------------|
|      | 10  | 0.0422 s| 32.6| 4.4 × 10⁻⁹ | 4.9 × 10⁻⁹ |
|      | 20  | 0.0434 s| 39.9| 4.9 × 10⁻⁹ | 7.4 × 10⁻⁹ |
|      | 50  | 2.1249 s| 388.5| 5.5 × 10⁻⁹ | 1.2 × 10⁻⁹ |
|      | 80  | 10.209 s| 766.0| 4.2 × 10⁻⁹ | 5.1 × 10⁻⁹ |
|      | 100 | 17.053 s| 913.6| 0.1681 |                   |
|      | 150 | 132.36 s| 3292.5|       |                   |
|      | 200 | 1349.5 s| 19111|       |                   |

| Alg. | 2.1 | n   | CT. | IT. | NF. | NCG. | Res. | grad.          |
|------|-----|-----|-----|-----|-----|------|------|----------------|
|      | 10  | 0.0078 s| 5.0 | 6.0 | 6.0 | 16.5 | 1.2 × 10⁻⁹ | 2.7 × 10⁻⁹ |
|      | 20  | 0.0118 s| 5.6 | 6.6 | 6.6 | 31.2 | 1.8 × 10⁻⁹ | 1.3 × 10⁻⁸ |
|      | 50  | 0.0550 s| 6.0 | 7.0 | 7.0 | 52.5 | 1.8 × 10⁻¹¹ | 2.3 × 10⁻¹⁰ |
|      | 80  | 0.1907 s| 6.6 | 7.6 | 7.6 | 70.3 | 1.0 × 10⁻⁹ | 1.2 × 10⁻⁸ |
|      | 100 | 0.3634 s| 6.8 | 7.8 | 7.8 | 80.6 | 1.2 × 10⁻⁹ | 3.2 × 10⁻⁸ |
|      | 150 | 0.9421 s| 7.0 | 8.0 | 8.0 | 98.6 | 3.9 × 10⁻¹³ | 1.2 × 10⁻¹¹ |
|      | 200 | 1.7102 s| 7.0 | 8.0 | 8.0 | 105.3| 1.8 × 10⁻¹¹ | 6.1 × 10⁻¹⁰ |

6 Conclusions

This paper is concerned with the nonnegative inverse eigenvalue problem. The inverse problem is rewritten as an under-determined constrained nonlinear matrix equation over several matrix manifolds. Then a Riemannian inexact Newton-CG method is proposed for solving the constrained nonlinear matrix equation. The global and quadratic convergence of the proposed geometric method is established under some mild conditions. Our method is also extended to the case of prescribed entries. Numerical tests illustrate the efficiency of the proposed geometric algorithm. From our numerical tests, we observe that, for large problems, most of our computing time is spent on the CG method for solving (5). It would improve the efficiency if one can find a good preconditioner for (5), which needs further study.
Table 2: Numerical results of Example 5.3

| Alg. | n   | CT. | IT.  | NF.   | NCG.  | Res.       | grad.  |
|------|-----|-----|------|-------|-------|------------|--------|
| GPRP | 10  | 0.0378 s | 111.2 | 114.2 | 8.9 \times 10^{-9} | 1.7 \times 10^{-8} |
|      | 20  | 0.0861 s | 185.6 | 189.5 | 9.5 \times 10^{-9} | 2.7 \times 10^{-8} |
|      | 50  | 0.5068 s | 514.3 | 519.9 | 9.8 \times 10^{-9} | 4.4 \times 10^{-8} |
|      | 80  | 1.7614 s | 883.4 | 889.9 | 9.9 \times 10^{-9} | 6.6 \times 10^{-8} |
|      | 100 | 3.5525 s | 1121.1 | 1128.1 | 9.9 \times 10^{-9} | 7.0 \times 10^{-8} |
|      | 150 | 11.720 s | 1709.4 | 1717.4 | 9.9 \times 10^{-9} | 9.0 \times 10^{-8} |
|      | 200 | 24.608 s | 2199.8 | 2208.7 | 9.9 \times 10^{-9} | 1.1 \times 10^{-7} |
| RFR  | 10  | 0.1182 s | 188.9 | 191.2 | 9.3 \times 10^{-9} | 2.1 \times 10^{-8} |
|      | 20  | 0.1966 s | 286.9 | 290.3 | 9.7 \times 10^{-9} | 3.5 \times 10^{-8} |
|      | 50  | 0.5292 s | 432.9 | 438.1 | 9.7 \times 10^{-9} | 6.0 \times 10^{-8} |
|      | 80  | 1.3037 s | 583.2 | 589.1 | 9.7 \times 10^{-9} | 6.5 \times 10^{-8} |
|      | 100 | 2.2059 s | 656.1 | 662.6 | 9.6 \times 10^{-9} | 1.0 \times 10^{-7} |
|      | 150 | 6.7271 s | 972.8 | 980.4 | 9.8 \times 10^{-9} | 1.3 \times 10^{-7} |
|      | 200 | 14.965 s | 1205.4 | 1213.4 | 9.9 \times 10^{-9} | 1.1 \times 10^{-7} |
| Alg. | 5.1 | 0.0258 s | 30.4  |       | 6.7 \times 10^{-9} |             |
|      | 20  | 0.1692 s | 106.0 |       | 7.8 \times 10^{-9} |             |
|      | 50  | 3.5200 s | 637.0 |       | 7.5 \times 10^{-9} |             |
|      | 80  | 2.2655 s | 250.1 |       | 7.2 \times 10^{-9} |             |
|      | 100 | 47.628 s | 3019.6 |     | 7.1 \times 10^{-9} |             |
|      | 150 | 647.07 s | 14994 |       | 0.1546*               | 0.1478*       |
|      | 200 | 824.65 s | 11768 |       |                         |             |
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Appendix A. In this appendix, we establish some basic properties of the product manifold $\mathbb{R}^{n \times n} \times O(n) \times V$ and the differential of $G$ defined in \([1]\). We first show that the nonlinear matrix equation \([1]\) is under-determined for all $n \geq 2$. The dimension of $\mathbb{R}^{n \times n} \times O(n) \times V$ is given by

$$\dim(\mathbb{R}^{n \times n} \times O(n) \times V) = n^2 + \frac{n(n-1)}{2} + |\mathcal{J}|,$$

where $\mathcal{J}$ is the complementary index set of $\mathcal{I}$ with respect to the index set $\mathcal{N}$, and $|\mathcal{J}|$ is the cardinality of $\mathcal{J}$. Thus

$$\dim(\mathbb{R}^{n \times n} \times O(n) \times V) > \dim \mathbb{R}^{n \times n} \quad \text{for } n \geq 2.$$

Hence, \([1]\) is under-determined for all $n \geq 2$.

The tangent space of $\mathbb{R}^{n \times n} \times O(n) \times V$ at a point $(S, Q, V) \in \mathbb{R}^{n \times n} \times O(n) \times V$ is given by

$$T_{(S,Q,V)}(\mathbb{R}^{n \times n} \times O(n) \times V) = T_S \mathbb{R}^{n \times n} \times T_Q O(n) \times T_V V.$$

Here, $T_S \mathbb{R}^{n \times n}$, $T_Q O(n)$, and $T_V V$ are the tangent spaces of $\mathbb{R}^{n \times n}$, $O(n)$, and $V$ at $S \in \mathbb{R}^{n \times n}$, $Q \in O(n)$, and $V \in V$ accordingly, which are given by \([1] \text{ p}.42\):

$$T_S \mathbb{R}^{n \times n} = \mathbb{R}^{n \times n}, \quad T_Q O(n) = \{Q \Omega \mid \Omega^T = -\Omega, \Omega \in \mathbb{R}^{n \times n}\}, \quad T_V V = V.$$

A retraction $R$ on $\mathbb{R}^{n \times n} \times O(n) \times V$ is given by

$$R_{(S,Q,V)}(\xi_S, \zeta_Q, \eta_V) = (R_S(\xi_S), R_Q(\zeta_Q), R_V(\eta_V))$$

for all $(S, Q, V) \in \mathbb{R}^{n \times n} \times O(n) \times V$ and $(\xi_S, \eta_Q, \gamma_V) \in T_{(S,Q,V)}(\mathbb{R}^{n \times n} \times O(n) \times V)$, where $R_S$, $R_Q$, and $R_V$ are the retractions on $\mathbb{R}^{n \times n}$, $O(n)$, and $V$ accordingly, which may take the following form:

$$\begin{cases} R_S(\xi_S) = S + \xi_S, & \text{for } \xi_S \in T_S \mathbb{R}^{n \times n}, \\ R_Q(\zeta_Q) = qf(Q + \zeta_Q), & \text{for } \zeta_Q \in T_Q O(n), \\ R_V(\eta_V) = V + \eta_V, & \text{for } \eta_V \in T_V V. \end{cases}$$

Here, $qf(A)$ means the $Q$ factor of the QR decomposition of a nonsingular matrix $A \in \mathbb{R}^{n \times n}$ in the form of $A = Q \bar{R}$ with $Q \in O(n)$ and $\bar{R}$ being an upper triangular matrix with strictly positive diagonal entries. For other choices of retractions on $O(n)$, one may refer to \([1] \text{ pp}.58–59\).

We now establish the differential of $G$. By simple calculation, the differential $D G(S, Q, V) : T_{(S,Q,V)}(\mathbb{R}^{n \times n} \times O(n) \times V) \to T_{G(S,Q,V)} \mathbb{R}^{n \times n}$ of $G$ at $(S, Q, V) \in \mathbb{R}^{n \times n} \times O(n) \times V$ is determined by

$$D G(S, Q, V)[(\Delta S, \Delta Q, \Delta V)] = 2S \odot \Delta S + [Q(A + V)Q^T, \Delta QQ^T] - Q \Delta V Q^T$$

for all $(\Delta S, \Delta Q, \Delta V) \in T_{(S,Q,V)}(\mathbb{R}^{n \times n} \times O(n) \times V)$. On the other hand, with respect to the Riemannian metric $\langle \cdot, \cdot \rangle$, the adjoint $(D G(S, Q, V))^* : T_{G(S,Q,V)} \mathbb{R}^{n \times n} \to T_{(S,Q,V)}(\mathbb{R}^{n \times n} \times O(n) \times V)$ of $D G(S, Q, V)$ is determined by

$$(D G(S, Q, V))^*[\Delta Z] = \langle (D G(S, Q, V))_{\Delta}[\Delta Z], (D G(S, Q, V))_{\Delta}[\Delta Z] \rangle = ((D G(S, Q, V))_{\Delta}[\Delta Z], (D G(S, Q, V))_{\Delta}[\Delta Z])$$
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where \( W \in \mathbb{R}^{n \times n} \) is defined by \( W_{ij} = 0 \), if \((i, j) \in I; 1\), otherwise.

**Appendix B.** In this appendix, we establish some basic properties of the product manifold \( Z \times O(n) \times \mathcal{V} \) and the differential of \( H \) defined in \([29]\). First, the tangent space of \( Z \times O(n) \times \mathcal{V} \) at a point \((S, Q, V) \in Z \times O(n) \times \mathcal{V} \) is given by

\[
T_{(S,Q,V)}(Z \times O(n) \times \mathcal{V}) = T_S Z \times T_Q O(n) \times T_V \mathcal{V},
\]

where \( T_S Z = Z \) and \( T_Q O(n) \) and \( T_V \mathcal{V} \) are defined as in Appendix A.

A retraction \( R \) on \( Z \times O(n) \times \mathcal{V} \) takes the form of

\[
R_{(S,Q,V)}(\xi_S, \zeta_Q, \eta_V) = (R_S(\xi_S), R_Q(\zeta_Q), R_V(\eta_V))
\]

for all \((\xi_S, \eta_Q, \gamma_V) \in T_{(S,Q,V)}(Z \times O(n) \times \mathcal{V})\), where \( R_S(\xi_S) = S + \xi_S \) for \( \xi_S \in T_S Z \) and \( R_Q(\zeta_Q) \) and \( R_V(\eta_V) \) are defined as in Appendix A.

Next, we establish the differential of \( H \). By simple calculation, the differential \( DH(S, Q, V) : T_{(S,Q,V)}(Z \times O(n) \times \mathcal{V}) \to T_{H(S,Q,V)}\mathbb{R}^{n \times n} \simeq \mathbb{R}^{n \times n} \) of \( H \) at a point \((S, Q, V) \in Z \times O(n) \times \mathcal{V} \) is determined by

\[
DH(S, Q, V)[(\Delta S, \Delta Q, \Delta V)] = 2S \odot \Delta S + [Q(\Lambda + V)Q^T, \Delta QQ^T] - Q\Delta VQ^T
\]

for all \((\Delta S, \Delta Q, \Delta V) \in T_{(S,Q,V)}(Z \times O(n) \times \mathcal{V})\). Let \( Z \times O(n) \times \mathcal{V} \) be equipped with the Riemannian metric defined as in \([2]\). Then the adjoint \( (DH(S, Q, V))^* : T_{H(S,Q,V)}\mathbb{R}^{n \times n} \to T_{(S,Q,V)}(S \times O(n) \times \mathcal{V}) \) is given by

\[
(DH(S, Q, V))^*[\Delta Z] := ((DH_1(S, Q, V))^*[\Delta Z], (DH_2(S, Q, V))^*[\Delta Z], (DH_3(S, Q, V))^*[\Delta Z])
\]

for all \( \Delta Z \in T_{\Phi(S,Q,V)}\mathbb{R}^{n \times n} \simeq \mathbb{R}^{n \times n} \), where for each \( \Delta Z \in T_{\Phi(S,Q,V)}\mathbb{R}^{n \times n} \),

\[
\begin{align*}
(DH_1(S, Q, V))^*[\Delta Z] &= 2S \odot \Delta Z, \\
(DH_2(S, Q, V))^*[\Delta Z] &= \frac{1}{2}([Q(\Lambda + V)Q^T, (\Delta Z)^T] + [Q(\Lambda + V)Q^T, \Delta Z])Q, \\
(DH_3(S, Q, V))^*[\Delta Z] &= -W \odot (Q^T \Delta Q).
\end{align*}
\]