Dead time duration and active reset influence on the afterpulse probability of InGaAs/InP single-photon avalanche diodes
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Abstract—We have performed a detailed study of the dependence of afterpulse probability in InGaAs/InP sine-gated SPAD on the dead time and the existing approach for its implementation. We demonstrated an electrical scheme combining sinusoidal gating and active reset. We have shown when such solutions are beneficial from the key distribution point of view and enough to use a simple scheme with a snatching comparator. We have also proposed a precise method for measuring the afterpulse and presented a model describing the non-Markovian dynamics of this effect. We have demonstrated that our afterpulsing measurement approach makes these measurements less dependent on the parameters of the flow of the diode and the laser pulses power changes, in contrast to the other methods considered in this paper.

Index Terms—Single-photon detector, single-photon avalanche diode, dead time, afterpulse probability.

I. INTRODUCTION

DETECTORS based on superconducting nanowires (SNSPD)\textsuperscript{1} and single photon avalanche diodes (SPAD)\textsuperscript{2} have proven themselves in the best way as single-photon detectors (SPDs). Each of the implementations has both its advantages and disadvantages. SNSPD has high probability of photon detection and low noise level, but it is large and quite expensive due to usage of helium cryostat\textsuperscript{3}. SPAD-based SPDs have small size and low cost, but detection probability is relatively low, and noise characteristics are high. In quantum key distribution (QKD), both first and second types of SPD have found their application\textsuperscript{4},\textsuperscript{5}. It is advisable to use SNSPD for key distribution over long distances, both over fiber and open space. SNSPD based QKD was able to demonstrate key distribution distance records\textsuperscript{6}. It is advisable to use SPAD-based SPD in small-sized industrial installations\textsuperscript{7} that distribute the key within one city or even one building since the loss of photons in the line is minimal and the key generation rate is relatively high.

One of the big problems of the QKD is the difficulty of determining the secrecy of the generated key. In contrast to classical cryptographic algorithms, in which applied mathematical transformations strictly determine confidentiality of the key, quantum cryptography depends on the installation’s physical parameters\textsuperscript{8}. Thus, calculated key secrecy can be selected pessimistically, which will significantly reduce key generation rate or optimistically, which will endanger security of subsequently encrypted data. For this reason, development of methods for accurate determination of the parameters of SPD is an actual task that can significantly increase the efficiency of the QKD installation as a whole\textsuperscript{9}.

In SNSPD with adequate control electronics, there are no effects associated with previous triggers\textsuperscript{10}. Therefore, we can consider all processes as Markovian\textsuperscript{11}. There is “memory” of earlier triggers in SPAD-based SPDs – the processes have more complicated influence on counting statistics\textsuperscript{12}, and the construction of a global SPD model becomes complicated. Charges captured by the traps cause this memory. These charges relax after a particular time and can lead to the formation of an avalanche and the subsequent detector’s triggering, and are called afterpulses\textsuperscript{13}

For detectors of 1550 nm wavelength photons, based on InGaAs/InP SPAD, total relaxation time is about 1 − 50 μs at a temperature of about −100 − −50 °C. For Si-based photon detectors for visible radiation, full relaxation time is about 200 ns\textsuperscript{14}. To overcome afterpulsing, the following methods are used: usage of SPD circuits with dead time – the time during which the detector is not able to detect photons after the previous detection event; lowering avalanche growing time by fast quenching. We can use high dead time, but SPDs used in QKD receive significant restrictions on the limiting operating frequencies, which harms the installation’s efficiency as a whole. Therefore, to obtain the SPD’s highest efficiency for the QKD application, the dead time value is reduced to
1−10 μs while sacrificing QBER but gaining maximum count rate, which is especially important for short distances QKD [15].

Two articles inspire the theoretical part of our work: [16], and [17], where authors try to describe the recurrent nature of the afterpulsing effect and its non-markovian properties. Our article used more rigorous probability equations, making our model more general, for example, for very different count rates. We developed an accurate method for calculating the detector’s afterpulse probability from counting statistics.

In this work we observe only the dead time approach for afterpulse control. We investigated two possible technical realizations of the dead time: it includes comparator latching (passive quenching and reset) as well as active bias lowering (passive-active quenching and reset). We analyzed these two methods and made recommendations on using one of them in different practical cases. We made recommendations for setting time parameters of latching the comparator based on statistical data analysis and the physics of the processes.

II. COMMON (STANDARD) AFTERPULSE MODELS

There are the most popular methods for determining of afterpulsing: Bethune method [18], [19], Yuan method [20]–[22], coincidence method [23]–[25], double-pulse method [26]–[28], autocorrelation method [16], [29], Klyshko method [30]–[33]. The double-pulse method can be used only for changeable gates, like square gates, and is not applicable for singe-gating, and we do not overview it here. The autocorrelation method can be effectively used only with a multichannel autocorrelator device, and we do not observe this method due to its absence. The Klyshko method was used as a true single-photon source based on a parametric downconversion effect instead of a simple laser with multiphoton states. However, we cannot observe this method because we do not have a true single-photon source. We will briefly describe the essence of each of the other common methods.

The Bethune, Yuan, and coincidence methods are pretty similar; however, they differ in histogram collections and postprocessing approaches. We need to collect two histograms in each method: with and without light illumination. In figure 1 we collect the histograms for each of the methods.

In the Bethune method, we need to set up the frequency of laser pulses as half of the gating pulses. For our SPD gating frequency \( f_g = 312.5 \) MHz, we set up laser pulse frequency to \( f_t = 156.25 \) MHz. For more details about our custom SPDs and measuring stand, see the section IV. We need to collect histograms of detector triggers dependent on time with a resolution, preferably more than ten bins per gate, to make different gates distinguishable on histograms (as in the Yuan method). Afterpulsing obtaining with postprocessing of such histograms (see figure 1 a):

\[
P_{ap} = \frac{R_{ni} - R_{dark}}{R_{de}},
\]

where \( P_{ap} \) is the afterpulse probability, and with illumination: \( R_{ni} \) is count rate in non-illuminated gate \( R_{de} \) is count rate in two consecutive gates; without illumination: \( R_{dark} \) is count rate in gate.

In the Yuan method, we can set laser pulses frequency multiple of gate frequency, for example, one-fiftieth: \( f_l = 6.25 \) MHz. We collect the similar histogram as in the Bethune method (see figure 1 b), and post-process it:

\[
P_{ap} = \frac{R_{ni} - R_{dark}}{R_{de} - R_{ni}} \cdot \frac{f_g}{f_l},
\]

where \( R_{ni} \) is the specific bin after the illuminated gate, \( R_{de} \) are the coincidence triggers of SPD and laser pulse arriving, i.e., count rate in the illuminated gate.

The main disadvantage of this method is that we are looking at afterpulsing only by one specific gate to calculate \( R_{ni} \). However, afterpulsing has an exponential distribution over the gate number, and if we get another gate with own \( R_{ni} \), then we obtain another result.

In the coincidence method, we can solve the issue of the Yuan method. For measuring, we get the same laser pulse repetition rate: \( f_l = 6.25 \) MHz, and collect the histogram over the sweep, equal to one laser pulse period. We can use less resolution in this method because gates distinguishability is unimportant. We can process histogram (see figure 1 c) as follows:

\[
P_{ap} = \frac{R_{de} - R_{de} - (1 - f_l/f_g)R_{dark}}{R_{de} R_{dark}},
\]

where \( R_{de} \) is the total count rate per one laser pulse period. As we can see, all of these models describe the afterpulsing to varying degrees of accuracy. The afterpulsing is an internal SPD parameter, and it should not depend on external factors, like laser pulse repetition rate or average energy per laser pulse. Nevertheless, the afterpulsing is a non-markovian process [17], and its probability, obtained with standard methods, will strongly depend on the count rate (see figure 1 d). It means that each of described methods does not allow us to obtain actual internal afterpulse probability.

So these afterpulse models, despite being widely used for QKD systems, have considered disadvantages. However, our priority task is to determine the valid internal afterpulsing parameter, which response to a single triggering. We present the measurement technique and a probabilistic model for estimating the afterpulse based on the recursive nature of this effect. It will allow us to obtain valid internal afterpulsing parameters. We can model our device at any external parameters if we know valid internal parameters, like laser pulse frequency or average laser pulse energy. In the next section, we introduce our model.

III. CUSTOM AFTERPULSE MODELS

Afterpulse is a detection event, that follows a previous detection event, is correlated to a previous detection event, and is not due to photon incident at detectors input [9]. Afterpulse is one of the SPD noise components, like dark counts. Dark counts don’t correlate with triggering history and have several causes in the internal SPAD structure: charge band-to-band tunneling, trap-assisted tunneling, thermal generation and other less significant mechanisms [34]. For dark count rate we will use acronym DCR.
Afterpulse has the following mechanism: after a detection event, the avalanche quickly quenches, and electrical current through device structure lowers too. After total avalanche quenching, there are a lot of trapped charges in the device structure, that relax with a time. If SPAD bias recovers, than there is high probability to trigger the avalanche due to a detrapped charge. If we forcibly hold the SPAD at off state (with low bias), then after some time, all charges will be detrapped, and new trigger event will not correlate with previous. However, usage of such regime for InGaAs/InP SPAD is impractical, due to high relaxation time. In this case, we have a compromise: if we want low afterpulse, we need to increase hold-off time, but our limiting count rate will lower.

The afterpulse click can trigger the next afterpulse click (second-order afterpulses). This effect is negligible for low afterpulse probabilities ($p_{ap} < 5\%$) but should be carefully accounted for high. In this section, we present two different models – “Simple” and “Complex”. The advantage of the simple model is its simplicity and possibility of easy $p_{ap}$ calculation from the statistics. The advantage of the complex model is that it is an accurate statistical description of afterpulse processes in the diode.

Here we assume, that probability of the afterpulse caused an earlier afterpulse is the same as the probability of the afterpulse caused by a laser pulse. We made this assumption in accordance with physical nature of afterpulsing effect. We can’t separate clicks, caused by afterpulse, or by laser pulse, because both avalanche processes start with one hole (in InGaAs/InP SPAD) in multiplication region. And there is no additional trapped charge in the heterostructure after the avalanche process, in one of the cases, because both avalanches are on average the same. But if our laser pulses consist of hundreds of photons, most likely we will be able to separate these avalanches. In our model we consider only low-energy laser pulses ($\approx 0.1 - 10$ photons per pulse), and with high-energy pulses our model is untenable.

The simple model’s main idea is the afterpulse click probability $P_{ap}^s$ can be derived from photon-, thermal-, tunneling-induced click probabilities $P_0$ by the parameter $p_{ap}^s$. It means, that $P_0$ consists of light-induced clicks and dark count clicks.

$$P_{ap}^s = P_0p_{ap}^s.$$ (4)

In this view, the $P_{ap}^s$ included the second, third, etc. order afterpulses, and its assessment is included in the parameter $p_{ap}^s$. This approach is right for the low afterpulse probabilities because the high-order afterpulses are unlikely. The main drawback is that with varying the $P_0$ for example, an increase in the number of photons per pulse, the $p_{ap}^s$ assessment will differ too [15]. We can find the total probability of click $P$ from the schematic diagram 2 a).

![Fig. 1. Afterpulse histogram for different methods: a) the Bethune method ($f_1 = 156.25$ MHz); b) the Yuan method ($f_1 = 6.25$ MHz); c) the coincidence method ($f_1 = 6.25$ MHz); d) the comparison of the afterpulse probability for different methods to laser pulse energy. The green dashed line denotes the gate boundaries. Measurements were performed on custom SPD with the intensity of laser pulses $\mu = 0.1$ ph/pulse.](image)

The total click probability $P$ can be derived as:

Simple: $P = P_0 + P_{ap}^s - P_0P_{ap}^s = P_0(1 + p_{ap}^s - P_0p_{ap}^s)$ (5)

In the complex model, we take into account the recursive behavior of the afterpulse. In this case, we can show the next schematic diagram, presented in figure 2 b).

![Fig. 2. Schematic diagram of afterpulse probability models: a) simple model; b) complex model. $P_0$ is a probability of clicking in a system without afterpulse, $P_{ap}^s$ – is the afterpulse probability.](image)
\[ P_1 = P(\gamma_0 \cup \gamma_1) = P(\gamma_0) + P(\gamma_1) - P(\gamma_0 \cap \gamma_1) = P_0(1 + p_{ap}) - P_0^2 p_{ap}, \]

\[ P_2 = P(\gamma_0 \cup \gamma_1 \cup \gamma_2) = P(\gamma_0) + P(\gamma_1) + P(\gamma_2) - P(\gamma_0 \cap \gamma_1) - P(\gamma_0 \cap \gamma_2) - P(\gamma_1 \cap \gamma_2) + P(\gamma_0 \cap \gamma_1 \cap \gamma_2) = P_0(1 + p_{ap} + p_{ap}^2) - P_0^2(p_{ap} + p_{ap}^2 + p_{ap}^3) + P_0^3 p_{ap}^4 + \ldots \]

\[ \vdots \]

\[ P_n = P(\gamma_0 \cup \gamma_1 \cup \gamma_2 \cup \ldots) = P_0 \sum_{i=0}^{n} p_{ap}^i - P_0^2 \sum_{i,j=0,j>i}^{n} p_{ap}^{i+j} + P_0^3 \sum_{i,j,k=0,k>j>i}^{n} p_{ap}^{i+j+k} + \ldots \]

In this recursive equation, \( P_\infty \) is the actual probability of the click, which includes all orders of afterpulses. For ease of use in analytical models, we can take the first and second terms in the appropriate order of \( P_0 \). After that, we will analyze the bounds of applicability of these two decomposition models.

We can calculate the sum of the series of first and second order \( P_0 \) as follows:

\[ \lim_{n \to \infty} \sum_{i=0}^{n} p_{ap}^i = \frac{1}{1 - p_{ap}}, \]

\[ \lim_{n \to \infty} \sum_{i,j=0,j>i}^{n} p_{ap}^{i+j} = \frac{p_{ap}}{(1 - p_{ap})^2(1 + p_{ap})}. \]

So, we can derive the first and second-order afterpulse accounting models as:

1st order : \( P = P_0\frac{1}{1 - p_{ap}} \),

2nd order : \( P = P_0\frac{1}{1 - p_{ap}} - P_0^2\frac{p_{ap}}{(1 - p_{ap})^2(1 + p_{ap})}. \) (9)

In figure 3 we compare the detection probability \( P \), calculating according to simple, first, second, and high order models. We assume that high-order model (the decomposition of \( P \) with 20th order of \( P_0 \)) is the benchmark, and we should compare the other models to it. We can see that for low afterpulse probability \( p_{ap} = 0.1 \) all models give good convergence with the high order model, and the low deviations begin with increasing the \( P_0 \). The first model gives the largest error. However, for the higher values of \( p_{ap} \), we can see that simple and first-order have large deviations. Only a second-order model should be used for accurate estimation of total click probability \( P \).

IV. INFLUENCE OF THE ACTIVE RESET ON THE COUNTING STATISTICS

The principal SPD scheme is presented in figure 4. Here, bias generator applies a DC bias, and sine generator applies the sinusoidal bias to SPAD. The sinus frequency is 312.5 MHz. Such frequency used due to SPD was developed to use in our QKD device, that works with same laser pulses repetition rate. Arriving photon can trigger the self-sustaining avalanche process, that leads to high current through SPAD and consequent voltage drop can be registered by comparator and classified as click. The quenching process is multistage. The first quenching realized by gated signal – when bias drops below breakdown voltage. After that resistor \( R_q (\approx 50 \Omega) \) passively quenches the avalanche, that for some time is still growing in the SPAD linear regime. This resistor takes up part of the voltage across the diode, due to sufficiently increased current.

But if we use only the passive quenching, after about hundreds of nanoseconds, the new avalanche processes can occur. It’s due to relaxation of DC bias voltage, determined by resistor \( R_l \approx 47 \, k\Omega \), and circuitry and design features of the implementation, introducing parasitic reactances. Moreover, there are a lot of high amplitude relaxation modes after avalanche signal passes through amplifiers and filters block, that can lead to comparator re-triggering (it continues about 100 ns). To prevent this we add a latching to comparator. During latching time \( \tau_l \) we can’t observe SPD triggers, and we can consider it as dead time (we named it ”Latched time” (LT)). In figure 4 this regime corresponds to scheme without reset driver, and therefore it’s relatively simple for circuit realisation. The main disadvantage is that new avalanches can grow and passively quench during latching time, that sufficiently increases trapped charges, and therefore the afterpulse probability.

To avoid problems with many avalanche triggers during the dead time, after the registration event, we need to use active hold-off time – this is the additional stage in quenching process. We need to note, that this scheme will still be the passive quenching, because first quenching is due to passive elements. Active hold-off enabling delay is about 10 ns after comparator triggering. In figure 5 quenching driver applies the electrical pulse with width \( \tau_c \) (schematic dead time), that significantly drops the voltage on the SPAD. When SPAD is biased under breakdown, it can’t be triggered by single photons, and therefore charge traps continue to relax. The reset to the normal operating regime of the SPAD is due to change of the applying voltage and can be seen as active reset. This dead time realization we named ”Latched time + active reset” (LT + AR) [53, 56].

Also, we can define statistical dead time \( \tau_s \) as the time range.
between some trigger and the next first possible trigger. This time interval depends on $\tau_l$, $\tau_c$, and active reset pulse form. This pulse should be square in the ideal case, but the leading and trailing edges are distorted due to electronics influence. Trail edge causes high amplitude oscillations, which are difficult to learn due to their high-frequency components, making detector performance difficult to predict. To exclude possible counting of these triggers, we need to make latched time $\tau_l$ more than schematic dead time $\tau_c$ on the value, approximately equal to the time of these transients $\tau_{er}$. This recovery time can be in the range $200 < \tau_{er} < 3 \, \mu s$, which depends on the circuit realization, but low values are preferable.

There are different configurations that depend on these time intervals:

- $\tau_l > \tau_c + \tau_{er}$: we present this case in figure 5 a). This figure presents the active reset time and counting statistics for LT and LT + AR schemes (as for the b). Here, latched time fully determines statistical dead time $\tau_c$: $\tau_c = \tau_l$. Here, $\tau_c \approx 3.65 \, \mu s$ and $\tau_{er} \approx 0.8 \, \mu s$. The difference $\tau_l - \tau_c - \tau_{er} \approx 0.9 \, \mu s$. It means that approximately $0.9 \, \mu s$ in the DT + AR scheme did not detect triggers can occur.
- $\tau_l < \tau_c + \tau_{er}$: we present this case in figure 5 b). Here, $\tau_c \approx 7.5 \, \mu s$, $\tau_{er} \approx 2.5 \, \mu s$, $\tau_l \approx 7.8 \, \mu s$. We can see that the first triggers in the LT + AR scheme occur at $9 \, \mu s$, which is lower than $\tau_c + \tau_{er} = 10 \, \mu s$. The statistics are due to the SPD’s low detection probability when active reset pulse applied to SPAD and its value $< 0$ because it lowers the bias voltage. The deviation of the initial section of statistics from the mentioned afterpulse laws is determined by the photon detection efficiency (PDE) dependence on the SPAD bias voltage.

The case, in which using the LT + AR scheme and satisfied $\tau_l \approx \tau_c + \tau_{er}$, where $\tau_{er} \approx 400 \, \text{ns}$ is preferable. There are no triggers before the latched time to increase the trap’s charge and, consequently, the afterpulse probability. However, setting such a value is a rather non-trivial schematic and technical task.

V. AFTERPULSE MEASUREMENT APPROACH

For our measurements we use experimental stand, which principal scheme is presented at figure 6. Black arrows denote electrical connection, yellow denote optical connection. Experimental stand consists of synchronization system, that outputs synchronization signals to high frequency (HF) laser driver, single photon detector and oscilloscope. Due to SPD is gated, we need to synchronize it with laser pulses. HF laser driver controls temperature-stabilized laser, and its output optical laser signal with wavelength $\lambda \approx 1550 \, \text{nm}$, width about $100 \, \text{ps}$ and FWHM about $40 \, \text{ps}$, presented at figure 5 a). In our measurements we used laser pulse repetition rate $10 \, \text{kHz}$.

![Fig. 5. Active reset influence on the counting statistics: a) $\tau_c = 5.35 \, \mu s$; b) $\tau_c = 9.04 \, \mu s$. Two statistics were normalized by zero bin click count $C_0 = C_{\text{decr}}$.](image)

![Fig. 6. Functional scheme of SPD’s measurement setup: frequency meter – Keysight 53230A, oscilloscope – Lecroy WaveMaster 830Zi-B-R.](image)
In the experimental setup, we set the oscilloscope sweep at 25 µs. The detector is most likely to be triggered by laser pulses, and on this detection event oscilloscope will trigger. It’s due to the fact that laser pulses period is lower than oscilloscope sweep. But, SPD can be triggered by internal noise, like DCR or afterpulsing, and we need to take this into account.

After the trigger click bin, we have empty bins during the dead time. In the detector with LT + AR scheme with well-established latched time of the comparator, new clicks can occur when DC bias voltage fully recovered. With our setup parameters, these clicks most likely are the afterpulses or dark counts, and not the light-induced. In real case, adjustment of latching time is quite complicated, and clicks can occur at growing edge of DC bias. Probability of such clicks is lower, than for fully recovered bias, and we observe this effect on the oscilloscope histograms like reduced some first bins. This effect is not due to poor-quality processing of the histogram.

We collect statistics with 10 ns oscilloscope bin with, and after that perform it merging to obtain suitable data representations.

The afterpulse histogram slope could be described by one of the well-researched laws: exponential [37], [38], power-law [39], or hyperbolic sinc model [40], [41]. In these works dead time was established to a fixed value, and afterpulse properties were obtained from histogram analysis. Nevertheless, in practice, this is a non-trivial task to eliminate effect of DC bias recovering influence on click probability, and the first bin after dead time presents this effect. In the third and other dead time windows, previous afterpulse clicks’ influence distorts the representation of afterpulse law.

There is low probability that photon clicks in this time window because of the last’s low repetition rate. We will argue that all counts that differ from the dark counts have afterpulse nature for the rough evaluation. Furthermore, the total afterpulse counts can be found as:

\[
C_{ap} = \sum_{i} (C_i - C_{dcr}),
\]

where \( C_{dcr} \) – is the average dark counts accumulated per bin, \( N_{dcr} \) – is the bins count in time interval \( t_{dcr} \), \( C_i \) – is the count in \( i \)-th histogram bin, \( C_{ap} \) – is the total counts, that we consider as afterpulse counts (include 1st, 2nd etc. orders).

The \( C_{ap} \) counts include different orders of afterpulses. We estimate the afterpulse probability as:

\[
p_{ap} = \frac{C_{ap}}{C_0},
\]

where the \( C_0 \) – is the counts in trigger zero bin of histogram.

The sense of the estimated value can be described by figure 2 a): \( p_{ap}^{exp}P_0 \approx P_{ap} - P_{ap}P_0 \). Moreover, we can derive the \( P_{ap} \) value that should be universal for all models \( P_{ap}^{exp} = p_{ap}^{exp}P_0 = P_{ap} \) as:

\[
P_{ap} \approx \frac{p_{ap}^{exp}P_0}{1 - P_0}.
\]

We can easily calculate the \( p_{ap} \) for simple, single, and second-order afterpulse models with this assumption. We can relate the \( p_{ap}^{exp} \) and \( p_{ap}^{s} \) and \( p_{ap} \) parameters:

\[
\begin{align*}
P_{ap} &= \frac{P_n - P_0}{1 - P_0}, \\
p_{ap}^{exp}P_0 &= P_a - P_0, \\
P_n &= P_0(1 + p_{ap}^{exp}).
\end{align*}
\]

where we obtained the right-hand side for the first equation from the simple equation for \( P_n \) (\( P \) notation for simple model) probability: \( P_n = P_0 + P_{ap} - P_0P_{ap} \). The \( P \) and \( P_n \) can be derived from equations 5 and 9 for simple, first and second-order models.

For the simple and first order models, we can get the simple relation for \( p_{ap}^{s} \) and \( p_{ap} \):

\[
\]
\[ p_{ap}^s = \frac{p_{ap}^{exp}}{1 - P_0}, \]
\[ p_{ap}^{(1)} = 1 - \frac{1}{1 + p_{ap}^{exp}}, \]
\[ p_{ap}^{(2)} = 1 - \frac{1}{1 + p_{ap}^{exp}}. \]  

Similarly, we can find the \( p_{ap}^{(2)} \) for the second-order model, but this is a non-trivial task to do it analytically. For this reason, \( p_{ap}^{(2)} \) can be found only numerically.

We can find the \( p_{ap}^{(1)} \) value from experimental \( p_{ap}^{exp} \), but to calculate the \( p_{ap}^{s} \) and \( p_{ap}^{(2)} \), we need to find the \( P_0 \) probability previously. To do this, we need to know the overall probability of click \( P_n \) (or \( P \) for simple model), which we can find from count rate \( R \) and dead time (statistical) \( \tau \): \( P_n = R \tau \) \([42]\). After that, we need to paste it into equation \([5]\) or \([2]\) (depends on the observed model) and calculate the \( P_0 \).

For the simple model, we can derive the \( p_{ap}^{s} \) value from \( R \) analytically:

\[ p_{ap}^{s} = \frac{p_{ap}^{exp} (1 + p_{ap}^{exp})}{1 + p_{ap}^{exp} - R \tau}. \]  

It is evident that with low \( R \tau \) the equation \([15]\) takes the following form: \( p_{ap}^{s} = p_{ap}^{exp} \).

For accurate SPD models, one should use the second-order model because \( p_{ap}^{(2)} \) does not depend on \( P_0 \), and one value of \( p_{ap}^{(2)} \) can be used for a wide range of optical power per pulse \( \mu \) (ph/pulse). The simple model is suitable only for low values of \( p_{ap}^{s} \) and when SPD operation is proposed only with fixed \( \mu \). First-order model suits in the case of low \( p_{ap}^{(1)} \) because, like for the 2nd order model, it can be used for wide (but lower than for 2nd model) range \( \mu \), and simple form of equations allows you to use it in analytical models of SPD.

VI. RESULTS

We tested three custom sinusoidal gated SPDs based on InGaAs/InP SPADs named SPD1, SPD2, and SPD3. These SPADs (with gated frequency \( \nu = 312.5 \text{ MHz} \)) were manufactured by Wooriro company and were taken from different batches. The SPAD \( N2 \) and \( N3 \) have butterfly housing and a built-in enclosure cooling system. We have shown its main parameters in table \([\text{I}]\).

| SPAD N° | SPAD | \( T, \text{K} \) | \( DC/R, \text{Hz} (\tau \approx 20 \mu s) \) |
|--------|------|----------------|---------------------------------|
| 1      | PA19H262-0004 | 223          | \( \text{PDE} = 10 \% \) \( \approx 250 \) \( \approx 450 \) |
| 2      | MP20C300-0001  | 233          | \( \text{PDE} = 10 \% \) \( \approx 50 \) \( \approx 100 \) |
| 3      | MP20D300-0001  | 233          | \( \text{PDE} = 20 \% \) \( \approx 150 \) \( \approx 300 \) |

We added the possibility of enabling or disabling reset driver (passive-active quenching and reset) to the circuit realization of SPD. Also, we added the manual setting of the circuit dead time \( \tau_d \) and latching time \( \tau_l \). In all presented below figures, it was \( \tau_l > \tau_c \). However, due to transients at the trailing edge during the \( \tau_{tr} \), we cannot accurately set the parameters to achieve the preferable condition: \( \tau_l > \tau_c + \tau_{tr} \). For this reason, some data was obtained for the first case and another for the second case of time interval configurations, presented above. It means that statistical dead time \( \tau_s \) for LT and LT + AR schemes can differ for the similar setting of latched time.

In our experiments, laser pulses with FWHM \( \approx 50 \text{ ps} \) and repetition rate \( 10 \text{ kHz} \) were attenuated to the average power per pulse \( \mu \approx 1 \text{ ph/pulse} \). We established two \( \text{PDE} \) in our experiments: \( 10 \% \) and \( 20 \% \). The setting of the \( \text{PDE} \) value was performed by changing the SPD’s bias voltage with unchanged gate amplitude. The statistics was collected on an oscilloscope and processed to obtain \( p_{ap}^{exp} \) value. After that, we found \( p_{ap}^{(1)} \) and \( p_{ap}^{(2)} \), which correspond to simple, first, and second-order models.

In figure \([9]\), we present the \( p_{ap} \) value for LT and LT + AR schemes obtained for simple and second-order models (diamond and point markers correspondingly). We approximated data for SPD1 and SPD2 curves defined by the power-law equation. Data for SPD3 was approximated with an exponential equation:

\[ p_{ap}^{exp}(\tau) = Ar^B + C, \]
\[ p_{ap}^{exp}(\tau) = Ae^{-B \tau} + C, \]

where the \( A, B \) and \( C \) parameters have been fitted.

![Fig. 9. SPD1 data: a) Comparing \( p_{ap} \) for LT and LT + AR schemes, obtained in according to simple and second-order models (diamonds and points correspondingly). Dashed lines represent the fitted curves for simple model, solid lines – for the second-order model; b) Active reset pulse, applied to SPAD after the trigger.](image1)

The common used law for approximate the \( p_{ap} \) dependence on the dead time for fixed \( \text{PDE} \) is the exponential, as shown in works \([34], [35], [43]–[47]\). But in our work we fixed the total counts \( R \), that can be considered as fixed \( \text{PDE} \) only for low \( p_{ap} \) (the SPD3 has low \( p_{ap} \), and data had been approximated with exponential law quite well). We didn’t fix the \( \text{PDE} \) value instead because there is not consensus for it’s definition equation. On contrary, experimentally obtained counting rates can be defined only one way.

In this figure, we can see that afterpulse probability estimation \( p_{ap} \) at the high values and low \( \tau \) values sufficiently differs for simple and second-order models – solid and dashed curves. However, for low \( p_{ap} \) and high \( \tau \) they almost coincide. We can see that using active reset has significant effects on the \( p_{ap} \), which is directly related to \( R \), the afterpulse probability is high.

Figure \([9]\) b) presents the active reset pulses. The leading edge is sharp in order to remove possible triggers that may
occur quickly. In this case, high-amplitude transient processes occur, but they do not influence triggers. The trailing edge is smoother to reduce the internal transients’ time interval and make its amplitude lower.

Figure 10 is similar to figure 9 but performed for SPD2. We can see that for $PDE = 20 \%$, $p_{ap}$ is sufficiently higher than $p_{ap}$ for SPD1, and vice versa for $PDE = 10 \%$. This feature is not due to the control circuit but due to differences in the SPAD’s characteristics. In figure b), we can see that the trailing edge is sufficiently smoother. For SPD1, that can cause intense manifestation of lowering the detector click probability due to DC bias recovering and therefore reduce SPAD efficiency for high-frequency laser pulse repetition rates.

Fig. 10. SPD2 data: a) Comparing $p_{ap}$ for LT and LT + AR schemes, obtained in according to simple and second-order models (diamonds and points correspondingly). Dashed lines represent the fitted curves for simple model, solid lines – for the second-order model; b) Active reset pulse, applied to SPAD after the trigger.

Fig. 11. a) SPD3 data: comparing of $p_{ap}$ for LT and LT + AR schemes, obtained in according to simple and second-order models (diamonds and points correspondingly). Dashed lines represent the fitted curves for simple model, solid lines – for the second-order model; b) Active reset pulse, applied to SPAD after the trigger.

The main result of the work is that we compare schemes with latching time (LT) and with latching time and active reset (LT + AR) and its influence on the afterpulse probability. As a result of the experiments, we have shown that an active reset module could significantly reduce afterpulse probability. However, with extensive dead time ($\tau > 10 \mu s$) and generally low afterpulse probabilities ($p_{ap}^{exp} < 5 \%$), the differences between the two schemes are relatively insignificant. With low requirements for the detector ($\tau > 5 \mu s$ and $PDE = 10 \%$), the possibility of abandoning the active reset module will significantly simplify the detector’s circuit design. At the same time, it slightly increases the afterpulse probability. We must mention that we performed our measurements on the 10 kHz laser pulses repetition rate. In the LT scheme, afterpulse probability will sufficiently increase for high laser pulse repetition rates (> 1 MHz) due to generating additional avalanche processes during the latching time. Also, we give recommendations for setting the values of the circuit dead time and latching time from the conditions of the internal transient time.

The second result is the developed approach to determining the probability of afterpulses of detectors, following three models. We have described the procedure for processing statistics from the oscilloscope histograms to obtain the experimental afterpulse probability. We introduce three models: simple, 1-st, and 2-nd order. A simple model is not appropriate for describing the afterpulsing counting statistics due to rough underlying physical processes. As a result of the experiments, we have shown that using the simple model gives rough results, which at high afterpulse probabilities simplify experimentally obtained values. We have shown that it is best to use the second-order model, which should give correct results for both small and large afterpulse probabilities. If the use of the analytical applications model is required, then the first-order model should be used because of its simple algebraic form. We have obtained that results have minor deviations from the second-order model with the afterpulse probability $p_{ap}^{exp} < 15 \%$, but for large values, they coincide well. We have compared our afterpulsing measurement approach with other commonly used models like Bethune method [19], Yuan
method [20], and coincidence method [23]. We have shown that the afterpulse probability obtained with our method is less sensitive to the laser pulses power changes.
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