The Constrained Minimal Dirac Gaugino Supersymmetric Standard Model
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Abstract

We examine the possibilities for constructing models with Dirac gaugino masses and unification of gauge couplings. We identify one promising model, and discuss to what extent it can have a “natural SUSY” spectrum. We then determine the low-energy constraints upon it, and propose a constrained set of boundary conditions at the unification scale. We describe the implementation of these boundary conditions in the spectrum-generator generator SARAH and we perform a first exploration of the parameter space, specifically searching for points where the spectrum is relatively light. It is shown that the pattern of the masses of SUSY states is very different compared to any expectations from the constrained MSSM.
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I. INTRODUCTION

Supersymmetry (SUSY) is still the best-motivated framework for physics beyond the Standard Model. The main reasons for studying it remain that it provides a solution to the hierarchy problem; it appears to be required for string theory; it provides candidates for dark matter; and in the simplest implementation predicts unification of the gauge couplings at a high scale $M_{\text{GUT}} \simeq 2 \times 10^{16} \text{ GeV}$. However, since the latest searches from the LHC combined with the measured value of the Higgs mass have placed stringent exclusion bounds on the parameter space of its simpler manifestations, either simplified models or various variants of the Minimal Supersymmetric Standard Model (MSSM), it is now time to seriously consider non-minimal realisations. One increasingly interesting example is to add Dirac masses to gauginos [1–41]. This is particularly well-motivated, both from the top-down – permitting simpler SUSY-breaking models due to preserving an R-symmetry; having a possible relation to $N = 2$ SUSY in the gauge sector; or arising in string models – and from the bottom up: they allow increased naturalness; they can help enhance the Higgs mass without the danger of charge or colour breaking minima [42–44]; and can weaken both LHC search bounds [45–47] and flavour constraints [8, 48, 49].

Giving Dirac masses to gauginos requires an extra adjoint chiral superfield for each gauge group. This changes the running of the gauge couplings, and, if only these fields are added to the MSSM, we lose the “prediction” of unification of gauge couplings. Of course, this is not necessarily a problem – the apparent unification in the MSSM could be accidental. However, since the apparent unification in the MSSM can be taken as a motivation for supersymmetry, in this work we reconsider the consequences when we take unification of the gauge couplings in Dirac gaugino models seriously.

As the most obvious shortcoming of a minimal extension of the MSSM by Dirac gaugino masses, several approaches to this problem have been suggested, which we now reconsider:

1. Suppose that there are extra fields with masses intermediate between the electroweak-/supersymmetry and unification scales which do not fall into complete Grand Unified Theory (GUT) multiplets. Although the intermediate-scale masses may appear tuned (in that they cannot be arbitrary), the new states could restore unification without affecting the low-energy phenomenology – allowing us to justify studying the minimal Dirac gaugino model at low energies – and could even play a role as messengers of
2. We could change our definition of unification. Specifically, in string theory models such as in F-theory GUTs \[50-54\], although there is an underlying unified structure there is no actual unification of the gauge couplings, instead merely a weaker condition:

\[
5\alpha_1^{-1} - 3\alpha_2^{-1} - 2\alpha_3^{-1} = 0
\]

where \(\alpha_i\) are the structure constants for the three gauge couplings, with \(\alpha_1\) having \(SU(5)\) normalisation. To satisfy this condition in Dirac gaugino models we must still add some additional states, but there is a certain minimal choice that we can make: add one vector-like pair of right-handed electrons \[28\]. We plot the running of the gauge couplings for this scenario in figure \[1\] we find that, although the condition can be easily satisfied (for the minimal choice of extra states) at one loop, at two loops it predicts unification beyond the Planck scale. In principle the inclusion of (one- or two-loop) threshold corrections could lead to unification below or at the Planck scale. However, these are dependent upon the compactification and may be beyond the current technical understanding of F-theory, so we do not consider this possibility further.

3. We could add additional states at the supersymmetry-breaking scale such that unification is restored. One direct way to achieve this is to add “bachelor” fields that complement the \(8_0 + 3_0 + 1_0\) set of adjoint multiplets such that together they form a complete representation of a unified gauge group. The two simplest choices to add the adjoint are \(SU(5)\) and \((SU(3))^3\):

(a) The \(SU(5)\) case consists of adding states in the representation \((3,2)_{-5/6} + (\bar{3},2)_{5/6}\) at the SUSY-breaking scale. We plot the running of the gauge couplings for this scenario in figure \[2\] although at one loop unification at a perturbative coupling appears (just) possible, unfortunately at two loops we find that the couplings diverge at an intermediate scale just below \(10^{11}\) GeV indicating the breakdown of perturbation theory.

---

1 This condition could hold with different coefficients in different models, but we give here the one relevant for F-theory \(SU(5)\) GUTS.
(b) The \((SU(3))^3\) case consists of adding states in the representation \((1,2)_{1/2} + (1,2)_{-1/2} + 2 \times (1,1)_{±1}\) at the SUSY-breaking scale in addition to some singlets which do not affect the running of gauge couplings (at one loop). We plot the running of the gauge couplings for this scenario in figure 3 and in this case we find precise unification at a scale of \(1 \div 2 \times 10^{17}\) GeV.

Of these options, if we would like to preserve the usual definition of unification without introducing new fixed energy scales then it is clear that the simplest choice is to simply add fields in the representations

\[
(1,2)_{1/2} + (1,2)_{-1/2} + 2 \times (1,1)_{±1}
\]

of the Standard Model groups \((SU(3), SU(2))_Y\). This is the approach that we shall adopt in this paper, and build a distinct model from it. We then consider the boundary conditions at the unification scale so that we can infer predictions at low energies after RGE evolution. In this way we can obtain constraints on our spectrum which could be useful for collider studies, by embedding the scenario into a spectrum generator. These are the goals of this paper.

In section II we consider the construction of a low-energy theory with Dirac gaugino masses and the extra field content in equation (1) that can, in principle, be embedded into a GUT (we make some comments about possible embeddings in appendix A). The consequences of these new states for naturalness (and the subsequent implications for flavour physics) are discussed in section III. We propose that the new states are charged under lepton number (we do not, as in [27, 32, 33], identify lepton number with R-symmetry – in fact, our model explicitly breaks R-symmetry in the Higgs sector) which has consequences for charged lepton flavour violation that we describe in section IV and in more detail in appendix B.

Having determined the low-energy constraints, we propose constrained boundary conditions at the GUT scale, thus defining a new constrained minimal Dirac gaugino supersymmetric Standard Model in section V. We implement this model in the spectrum generator generator SARAH [55–60], details of which we provide in appendix C, produce and modify the subsequent SPheno [61, 62] code, and use it to perform some exploratory scans of the parameter space. Our main results are given in the form of “generic predictions” in section VC. We also provide simplified renormalisation group equations for the model in appendix D.
FIG. 1. F-theory unification: plotted is the logarithm of the renormalisation scale $\mu$ versus $(5g_1^{-2} - 3g_2^{-2} - 2g_3^{-2})/2g_3^{-1}$, which is a measure of the relative deviation from “unification” which should be close to zero and certainly less than unity for good agreement. We show one-loop RGE evolution with a blue solid line and two-loop evolution with red dashed lines; there are three closely spaced curves for both corresponding to $\tan \beta = 3, 10, 40$. Unfortunately, while the “unification” is marginal at one loop, at two loops it takes place well above the Planck scale.
FIG. 2. $SU(5)$ bachelor unification: plotted is the logarithm of the renormalisation scale $\mu$ versus $\alpha_i^{-1}$ for $i = 1, 2, 3$ being the inverses of the GUT-normalised fine structure constants. Again we show one-loop RGE evolution with a blue solid lines and two-loop evolution with red dashed lines; there are three closely spaced curves for both corresponding to $\tan \beta = 3, 10, 40$. It can be seen that, although perturbative unification is (just) possible at one loop, at two loops the couplings diverge at an intermediate scale.

FIG. 3. As figure 2 but for $(SU(3))^3$ matter content. Perturbative unification is achieved to a good accuracy both at one and two loops.
II. MINIMAL UNIFIED DIRAC GAUGINO MODEL

A. Superpotential

The results of the previous section make it clear that the preferred scenario is to add the field content at low energies consistent with a $SU(3)^3$ GUT group to the minimal Dirac gaugino supersymmetric Standard Model. In this way, we predict perturbative gauge coupling unification at two loops without introducing any additional scales, and unification should thus be considered to be as natural as in the MSSM. If we wish to construct a fully-fledged GUT model from this, we should then consider how the fields are embedded in GUT representations; this may in principle allow us to determine GUT relations for some of the other couplings. However, what is required for unification is not the whole $8 \oplus 8 \oplus 8$ adjoint multiplet of $(SU(3))^3$ but actually only states in the representations

$$(1, 2)_{1/2} + (1, 2)_{-1/2} + 2 \times (1, 1)_{\pm 1}$$

of the Standard Model groups $(SU(3), SU(2))_Y$. The full $(SU(3))^3$ adjoint multiplet would contain in addition four singlets, but the above fields could equally fit into incomplete representations of $SU(5)$ or even different representations of $SU(3)^3$ (such as $(3, 3) \oplus (\bar{3}, 3)$).

The exact field content below the GUT scale also depends in principle upon the way in which the GUT group is broken. For example, whether by the expectation values of two pairs of $(3, \bar{3}) \oplus (\bar{3}, 3)$ fields in a four-dimensional $SU(3)^3$ GUT; or, more interestingly, we could consider a string-theory construction where the breaking is performed by higher-dimensional fluxes (so that, from the four-dimensional point of view, there is never actually a GUT group but the unification still holds). Due to the wealth of possibilities here we postpone such top-down model-building to future work, although we make a few pertinent comments about this in appendix A instead, it is our intention to construct the simplest and most phenomenologically appealing scenario from the bottom up. To this end, we desire a minimal field content, and thus we shall suppose that there are no additional singlets (beyond the one which gives a Dirac mass to the bino) at the scale of the superpartner masses $M_S$ (by which we mean approximately the TeV scale).

By the above reasoning, in the following we shall consider our unified model to have, in addition to the fields of the MSSM and an adjoint for each gauge group, only the additional states given in equation (1). In fact we do not even need to specify whether the unified gauge
group is $SU(5)$ or $(SU(3))^2$. We can then write down the superpotential of the theory, which should have the most general gauge-invariant form. However, this contains many additional couplings which would violate our desire for minimality, and we are thus faced with a choice:

1. We could impose an R-symmetry on the model. In this way, the $(1, 2)_{1/2} \oplus (1, 2)_{-1/2}$ fields would become the $R_{u,d}$ fields of the MRSSM.

2. We could charge the additional fields under lepton number. We would thus have a vector-like pair of left-handed leptons and two vector-like pairs of right-handed leptons.

Although (1) may be theoretically appealing, phenomenologically it has the issue that the additional fermionic fields that couple to the Higgs tend to decrease its mass rather than increase it, so such a model would seem to typically require rather heavy stops (particularly since there will be little stop mixing due to the absence of $A$-terms) or rather large adjoint-Higgs couplings and adjoint scalar masses that generate a one-loop boost as in [41]. In contrast, scenario (2) would allow additional couplings to the Higgs, enabling a boost to the tree-level mass, and, if the extra leptons are not very light compared to the other supersymmetric particles, could be considered to be a UV completion of the phenomenological models studied elsewhere in [12, 22, 34, 63]. Hence this is the approach we shall take here.

Out of a desire to have a unified notation, we shall label the new states by

| Field | $(SU(3), SU(2))_Y$ |
|-------|------------------|
| $R_u$ | $(1, 2)_{1/2}$ |
| $R_d$ | $(1, 2)_{-1/2}$ |
| $\tilde{E}_{1,2}$ | $(1, 1)_1$ |
| $\hat{E}_{1,2}$ | $(1, 1)_{-1}$ |

We label the usual MSSM fields $Q, L, E, U, D, H_u, H_d$: we write the usual Yukawa couplings as

$$W_{Yukawa} = Y_u^{ij} U_i Q_j H_u - Y_d^{ij} D_i Q_j H_d - Y_e^{ij} E_i L_j H_d. \quad (3)$$

\footnote{We thank P. Slavich for mentioning this result to us based on unpublished work.}
Then the superpotential for scenario (1) is

\[ W_{R\text{-symmetric}} = W_{Yukawa} \]
\[ + (\mu_d + \lambda_d S S) H_d R_d + 2\lambda_d T H_d T R_d \]
\[ + (\mu_u + \lambda_u S S) R_u H_u + 2\lambda_u T R_u T H_u \]
\[ + (\mu_{E ij} + \lambda_{S E ij} S) \hat{E}_i \hat{E}_j + Y_{\hat{E}_i} R_d H_u \hat{E}_i. \]

(4)

We shall not discuss this further.

The superpotential of our theory, that of scenario (2), is:

\[ W = W_{Yukawa} + W_{adjoint} \]
\[ + (\mu + \lambda S S) H_d H_u + 2\lambda_T H_d T H_u \]
\[ + (\mu_R + \lambda_{SR} S) R_u R_d + 2\lambda_{TR} R_d T R_d + (\mu_{\hat{E} ij} + \lambda_{S \hat{E} ij} S) \hat{E}_i \hat{E}_j \]
\[ + \lambda_{SLR} SL_i R_d + 2\lambda_{TLR} L_i T R_d + \lambda_{SE ij} S E_i \hat{E}_j \]
\[ - Y_{\hat{E}_i} R_u H_d \hat{E}_i - Y_{R_i} R_d H_u \hat{E}_i \]
\[ - Y_{L_{LFV}} L_i \cdot H_d \hat{E}_j - Y_{R_{EFV}} R_u H_d E_j \]

(5)

where

\[ W_{adjoint} \equiv LS + \frac{M_S}{2} S^2 + \frac{\kappa}{3} S^3 + M_T \text{tr}(TT) + M_O \text{tr}(OO) \]
\[ + \lambda_{ST} \text{Str}(TT) + \lambda_{SO} \text{Str}(OO) + \frac{\kappa_O}{3} \text{tr}(OOO) \]
\[ \rightarrow_{\text{R-symmetry}} 0. \]

(6)

where \( T \) and \( O \) are in the adjoint representation of SU(2) and SU(3), respectively. \( S \) is a gauge singlet allowing the Dirac mass term of the bino. We have written the above in a basis where there are no mass terms \( L_i R_d, E_i \hat{E}_j \) until \( S, T \) develop expectation values; after electroweak symmetry breaking the couplings \( \lambda_{S LR}, \lambda_{T LR}, \lambda_{S E} \) will give small non-diagonal vector-like mass terms. In addition to the off-diagonal mass terms generated by \( Y_{\hat{E}}, Y_{\hat{E}}, Y_{LFV}, Y_{EFV} \) these will potentially cause charged lepton flavour violation via rare lepton decays, which we shall describe in section IV and appendix B: the new terms should be considered to be merely off-diagonal Yukawa couplings which ought therefore to be small, and thus not relevant for the mass spectrum of the model (although relevant for the decays of the new leptons). However, note that none of the new fields \( R_{u,d}, \hat{E}, \hat{E} \) will obtain a vacuum expectation value and the electroweak symmetry breaking proceeds as in [22, 34].
Hence, in summary, the new Yukawa couplings that are introduced (compared to the models in [12, 22, 34]) are unimportant for the mass spectrum of the model. Only $\lambda_{SR}, \lambda_{TR}, \lambda_{S\hat{E}ij}$ are possibly substantial, and these only affect the masses of the new fields, which are massive and essentially spectators. However, the reader should bear in mind that the new couplings should still not be exactly zero: their presence is expected, and indeed required to allow the new fields to decay. We have at this point defined the supersymmetric data of a unified model which should ultimately accommodate Dirac gaugino masses.

B. Soft terms

We can now write down the soft terms allowed in the theory; this subsection serves to establish notation. Suppressing gauge indices but retaining generation indices, and denoting complex conjugation of a field by a raised index, the usual soft terms are

$$\Delta L_{\text{MSSM}} = [T_{ii}U_iJ_H - T_{ij}D_iH_d - T_{ij}E_iL_jH_d + h.c.]$$

$$+ m_{H_u}^2|H_u|^2 + m_{H_d}^2|H_d|^2 + [B_uH_u \cdot H_d + h.c.]$$

$$+ Q^i(m_{Q}^2)^i_j Q_j + (m_{U}^2)^i_j U_j + (m_{D}^2)^i_j D_j + (m_{L}^2)^i_j L_j + E_i(m_{\hat{E}}^2)^i_j \hat{E}_j + \hat{\tilde{E}}^i(m_{\hat{\tilde{E}}}^2)^i_j \hat{\tilde{E}}_j + h.c.]$$ (7)

and there are soft terms involving the adjoint scalars

$$\Delta L_{\text{adjoints}} = (t_S S + h.c.)$$

$$+ m_S^2|S|^2 + \frac{1}{2}B_S(S^2 + h.c.) + 2m_T^2 \text{tr}(T^\dagger T) + (B_T \text{tr}(TT) + h.c.)$$

$$+ [A_S \lambda_S S H_u \cdot H_d + 2A_T \lambda_T H_d \cdot T H_u + \frac{1}{3} \kappa A_\kappa S^3 + h.c.]$$

$$+ 2m_O^2 \text{tr}(O^\dagger O) + (B_O \text{tr}(OO) + h.c.)$$ (8)

Similarly there are the A-terms for $W_{\text{adjoint}}$. We also add the supersoft terms which include the Dirac gaugino masses, coming from holomorphic operators:

$$W_{\text{supersoft}} = \int d^2\sqrt{2}\theta^\alpha \left[ m_{W_1}^2 SW_1^\alpha + 2m_{W_2}^2 \text{tr}(TW_2^\alpha) + 2m_{W_3}^2 \text{tr}(OW_3^\alpha) \right].$$ (9)

The above are all identical to the model in [34].

Finally we have the soft terms involving the new vector-like leptons:

$$\Delta L_{\text{vector-like}} = m_{R_u}^2 |R_u|^2 + m_{R_d}^2 |R_d|^2 + [B_R R_d R_a + h.c.]$$

$$+ \hat{E}_i(m_{\hat{E}ij}^2)^i_j \hat{E}_j + \hat{\tilde{E}}^i(m_{\hat{\tilde{E}} ij}^2)^i_j \hat{\tilde{E}}_j + [B_{\hat{E}i} \hat{E}_i \hat{\tilde{E}}_j + h.c.]$$ (10)
C. Electroweak symmetry breaking

Since the new states \( R_u, d, \hat{E}_i, \hat{E}_j \) carry lepton number, they do not develop vacuum expectation values. Hence electroweak-symmetry breaking occurs exactly as in \([12, 22, 34]\), to which we refer the reader, but recall some notation relevant for the following: we redefine the singlet and triplet scalars in terms of real components \( S \equiv \frac{1}{\sqrt{2}}(v_S + s_R + i s_I), T^0 \equiv \frac{1}{\sqrt{2}}(v_T + T_R + iT_I) \) and have an “effective \( \mu \)-term” \( \tilde{\mu} \equiv \mu + \frac{1}{\sqrt{2}}(v_S \lambda_S + v_T \lambda_T) \). There are then four non-trivial Higgs-potential minimisation conditions, which we must use to fix four low-energy real parameters. The scalars \( s_R, T_R \) mix with the Higgs fields, with a \( 4 \times 4 \) mass matrix, while \( s_I, T_I \) mix with the pseudoscalars to give three pseudoscalar Higgs fields and one would-be goldstone boson.

III. MINIMAL “NATURAL” SUSY

Having defined the low-energy parameters of our model, we now turn to considering the effects of running from higher scales. Before turning to specific ultra-violet boundary conditions, we will make some very general comments about what the most natural spectrum of masses for our model can be.

Since the model of [11] can be considered to be a completion into a GUT theory of the work of [12, 22, 34], the discussion there about the size of the couplings \( \lambda_S, \lambda_T \) and the soft masses \( m_S, m_T \) also hold for this model, which we shall not repeat here. Furthermore, some of the analysis regarding fine-tuning of [64] will also qualitatively apply to our case, although they focussed mostly on the gauge-mediation-inspired case where the Dirac gaugino masses were much larger than the scalar masses, and furthermore since the specific particle content of our model is different we expect the quantitative conclusions to differ. However, since their conclusion was that a certain degree of fine-tuning will be necessary, we shall instead ask in this section:

**In light of recent bounds on squark masses from the LHC, can we decouple the first two generations from the light spectrum while retaining some vestiges of naturalness?**

This is also relevant for a discussion of flavour, since it is tempting to place the first two generations of squarks to be as heavy as possible in order to avoid flavour constraints (see
the recent discussion in [49]). To provide an answer, we shall adapt the approach of [65] (see also [66]) to our model. In doing so, we can draw some rather general conclusions which should apply both for the specific model that we are considering, but also to the completion of the MRSSM into a GUT model (scenario (1) of section II).

We divide the squarks and sleptons into “light” and “heavy” flavours which we divide into $SU(5)$ multiplets; a complete generation will thus be one 10-plet and one 5-plet, but we allow generally $N_5$ heavy 5-plets and $N_{10}$ heavy 10-plets. While we allow the “light” masses to differ, we shall take all of the heavy states to have a common soft mass $m_{1,2}$. In the interest of naturalness, the Higgs masses should be considered to be “light”. Then we can examine the RGEs of the model and neglect all “light” masses. We also neglect the Yukawa couplings for the first and second generations. With these assumptions, the RGEs are simple enough to be solved analytically; we assume that the heavy states (assuming that the third generation states are light) do not run (we comment on this further below) and find that the two-loop RGEs for the light squarks/sleptons are

$$\frac{d}{dt} m_f^2 = \frac{8}{16\pi^2} \left[ m_{1,2}^2 \left( \frac{1}{2} (N_5 + 3N_{10}) \sum \alpha_i^2 C_i^f + (N_5 - N_{10}) \frac{3}{5} Y_f \alpha_1^2 \left( \frac{4}{3} \alpha_3 - \frac{3}{4} \alpha_2 - \frac{1}{12} \alpha_1 \right) \right) + 2m_T^2 \alpha_2^2 C_2^f + 3m_O^2 \alpha_3^2 C_3^f \right]$$

with $t = \log \mu / M_{GUT}$, which differ from the MSSM case by (a) the absence of the one-loop Majorana gaugino mass contribution, and (b) the presence of the adjoint scalars. The RGEs for the adjoint scalars become

$$\frac{d}{dt} m_T^2 = \frac{16\alpha_2^2}{16\pi^2} \left[ \frac{1}{2} (N_5 + 3N_{10}) m_{1,2}^2 + 2m_T^2 \right]$$

$$\frac{d}{dt} m_O^2 = \frac{24\alpha_3^2}{16\pi^2} \left[ \frac{1}{2} (N_5 + 3N_{10}) m_{1,2}^2 + 3m_O^2 \right].$$

These both place limits on how heavy the first two generations can be if we demand that there is not large tuning of the initial masses; in the case of the adjoint scalars, if they are initially much lighter than the first two generations then they may be driven tachyonic, and if they are of comparable mass then they will help to drive the lighter generations tachyonic.

We next require the gauge couplings, which we solve at one-loop order assuming gauge
coupling unification:

\[ \alpha_{1,2}(t) = \frac{\alpha_1(0)}{1 - \frac{b_1 x t}{2\pi} \alpha_{1,2}(0)} \]

\[ \alpha_3(t) \approx \alpha_3(0) \quad (13) \]

where \( b_1 = 16 \times \frac{2}{5}, \ b_2 = 4 \) and hence, writing \( C_g^f \) for the quadratic casimir of fermion \( f \) under group \( g \) we have

\[ m_O^2(\mu) = -\frac{1}{6}(N_5 + 3N_{10})m_{1,2}^2 + \left( m_O^2(0) + \frac{1}{6}(N_5 + 3N_{10})m_{1,2}^2 \right) \left( \frac{\mu}{M_{\text{GUT}}} \right)^{\frac{\pi^2}{16\pi^2}} \]

\[ m_O^2(10 \text{ TeV}) \simeq -0.030(N_5 + 3N_{10})m_{1,2}^2 + 0.81m_O^2(0) \quad \rightarrow \quad -0.24m_{1,2}^2 + 0.81m_O^2(0) \]

\[ m_T^2(\mu) = -\frac{1}{4}(N_5 + 3N_{10})m_{1,2}^2 + \left( m_T^2(0) + \frac{1}{4}(N_5 + 3N_{10})m_{1,2}^2 \right) \exp \left[ \frac{8\alpha_G 2^2 \times 4\pi}{16\pi^2}b_2 (\alpha_2(\mu) - \alpha_G) \right] \]

\[ m_T^2(10 \text{ TeV}) \simeq -0.0008(N_5 + 3N_{10})m_{1,2}^2 + 0.997m_T^2(0) \quad \rightarrow \quad 0.006m_{1,2}^2 + 0.997m_T^2(0) \]

\[ m_f^2(\mu) = m_f^2(0) - \frac{8m_{1,2}^2}{16\pi^2} \left[ \frac{1}{2}(N_5 + 3N_{10}) \left( \alpha_3C_3^f \log \frac{M_{\text{GUT}}}{\mu} + \sum_{i=1}^{2} \frac{4\pi}{2b_i}(\alpha_G - \alpha_i(\mu))C_i^f \right) \right. \]

\[ - \left( N_5 - N_{10} \right) \frac{3}{5} 4\pi Y_f \left( \frac{4}{3} \frac{\alpha_G}{b_1 - b_3} \frac{1}{2} \log \frac{\alpha_1(\mu)}{\alpha_3(\mu)} - \frac{3}{4} \frac{\alpha_G}{b_2 - b_3} \frac{1}{2} \log \frac{\alpha_1(\mu)}{\alpha_2(\mu)} + \frac{1}{12} \frac{1}{2b_1}(\alpha_G - \alpha_1(\mu)) \right) \]

\[ + C_3^f \frac{1}{3} \left[ (m_O^2(\mu) - m_O^2(0)) + \frac{1}{2}(N_5 + 3N_{10})m_{1,2}^2 \frac{24}{16\pi^2} \alpha_3^2 \log \frac{M_{\text{GUT}}}{\mu} \right] \]

\[ + C_2^f \frac{1}{2} \left[ (m_T^2(\mu) - m_T^2(0)) + \frac{1}{2}(N_5 + 3N_{10})m_{1,2}^2 \frac{16}{4\pi} \frac{1}{2b_2}(\alpha_G - \alpha_2(\mu)) \right]. \quad (14) \]

This gives

\[ m_f^2(10 \text{ TeV}) = m_f^2(M_{\text{GUT}}) \]

\[ - 0.06C_3^f m_O^2(M_{\text{GUT}}) - 0.003C_f^2 m_T^2(0) \]

\[ - N_{10} m_{1,2}^2(M_{\text{GUT}}) \times 10^{-2} \times (0.5C_f^1 + 0.12C_f^2 + 3.0C_f^3 - 0.3Y_f) \]

\[ - N_5 m_{1,2}^2(M_{\text{GUT}}) \times 10^{-2} \times (0.17C_f^1 + 0.04C_f^2 + 1.0C_f^3 + 0.3Y_f). \quad (15) \]

The dependence on \( m_{1,2}^2 \) is increased for strongly coupled particles by a factor of about 3 compared to the Majorana case; the largest contribution actually comes from feeding the running of \( m_O \) into the sfermion masses, but there is also a significant contribution from the
\( m_{1,2}^2 \alpha_3^2 C_f^q \) term. In addition, there is no Majorana contribution that can lift the masses - and so we genuinely have an upper bound on the splitting between \( m_{1,2}^2 \) and the third generation masses, at least at the GUT scale. We also see that in fact there is some running even for the first two generations, at the order of 10% variation in the mass-squareds (so this is not enough to badly affect the approximation of no running for \( m_{1,2}^2 \)).

Clearly the most significant contributions come from \( m_O \) and from the strong sector; we can write

\[
\begin{align*}
    m_{\tilde{Q}}^2(10 \text{ TeV}) &\approx m_{\tilde{Q}}^2(M_{\text{GUT}}) - 0.08m_{\tilde{O}}^2(M_{\text{GUT}}) - 0.04m_{1,2}^2N_{10} - 0.014m_{1,2}^2N_5 \\
    m_{\tilde{U}}^2(10 \text{ TeV}) &\approx m_{\tilde{U}}^2(M_{\text{GUT}}) - 0.08m_{\tilde{O}}^2(M_{\text{GUT}}) - 0.04m_{1,2}^2N_{10} - 0.012m_{1,2}^2N_5 \\
    m_{\tilde{D}}^2(10 \text{ TeV}) &\approx m_{\tilde{D}}^2(M_{\text{GUT}}) - 0.08m_{\tilde{O}}^2(M_{\text{GUT}}) - 0.04m_{1,2}^2N_{10} - 0.015m_{1,2}^2N_5
\end{align*}
\]

and when there are two heavy generations we can put that \( \Delta m_{\tilde{Q},\tilde{U},\tilde{D}} \equiv m_{\tilde{Q},\tilde{U},\tilde{D}}^2(10 \text{ TeV}) - m_{\tilde{Q},\tilde{U},\tilde{D}}^2(M_{\text{GUT}}) \approx -0.1m_{1,2}^2 - 0.08m_{\tilde{O}}^2 \). Hence if the octet scalars are light then the maximum splitting we can have between the first two generations and the third without tuning is

\[
m_{\tilde{f}_3}(10 \text{ TeV}) \gtrsim 0.1 m_{1,2}^2,
\]

corresponding to a hierarchy of only a factor of about 3, in contrast to the MSSM where a hierarchy of about 10 is naturally allowed [65]. This has potentially significant consequences for flavour constraints from meson oscillations; we refer the reader to [8, 48, 49] for discussion of this in the context of Dirac gaugino models to which this should apply. However, it more significantly suggests that models without a hierarchy between the generations at the GUT scale are preferred: we shall take this as a motivation for our constrained construction in section V.

IV. CHARGED LEPTON CONSTRAINTS

Our model contains new vector-like leptons and it is important to consider what the constraints on these should be. Indeed, the direct search constraints are surprisingly weak and come from LEP; see e.g. [67, 68]. They are comparable to other electroweak fermion searches and are of the order of 100 GeV. However, there are much stronger indirect constraints that we shall discuss below.

Supersymmetric models typically predict some flavour-violation at the one-loop level via interactions mediated via scalar superpartners of Standard Model fields and gauginos. The
strongest flavour constraints usually come from $\Delta F = 2$ meson oscillations (see [8, 49] for discussion of this in the context of Dirac gaugino models). In addition, there are the $\Delta F = 1$ amplitudes which induce processes such as $\mu \rightarrow e\gamma$ and electric dipole moments. These have also been discussed in the context of the MRSSM in [8, 48]. These provide constraints on the flavour structure of the soft terms (in particular, any CP violating phases are strongly constrained) and also apply to our model defined in section II. However, in this model there are additional contributions to charged lepton flavour violation (cLFV) induced by the presence of the additional vector-like leptons. Here we shall discuss the constraints imposed by these.

The extra particle content of our model relevant for cLFV is similar to the models considered in [69–71], except we have an additional right-handed electron pair – and also our model is supersymmetric. However, the novel contributions are very similar to those models and we shall adapt the approach of [71] to our case. We provide a detailed discussion in appendix B and summarise the results here.

A. $\mu \rightarrow 3e$

One of the interesting consequences of new vector-like leptons is the possibility of processes such as $\mu \rightarrow 3e$ at tree level. This occurs because the diagonalisation of the lepton mass matrices no longer leads to exactly diagonal neutral currents - i.e. we can induce to a small degree $\mu \rightarrow eZ^* \rightarrow 3e$.

As described in appendix B 2 c, if we put all masses to a TeV we obtain

$$BR(\mu \rightarrow 3e) = 2 \times 10^{-4} c_\beta^2 \left[ |Y_{LFV}^{2k} Y_{LFV}^{1k}|^2 + |Y_{EFV}^2 Y_{EFV}^1|^2 \right] \left( \frac{\text{TeV}}{\mu_{E,R}} \right)^4 .$$

Comparing to the experimental bound

$$BR(\mu \rightarrow 3e) < 1.0 \times 10^{-12}$$

we find

$$|Y_{LFV}^{2k} Y_{LFV}^{1k}|^2 \lesssim 10^{-8} \left( \frac{\text{TeV}}{\mu_{E,R}} \right)^4$$

$$Y_{LFV}^{ik} \sim Y_{EFV}^{ij} \lesssim 10^{-2} \left( \frac{\text{TeV}}{\mu_{E,R}} \right),$$

which can be relaxed a little for large $\tan \beta$.  
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B. $\mu \to e\gamma$

The current experimental bound on the branching ratio for the process $\mu \to e\gamma$ is

$$BR(\mu \to e\gamma) < 2.4 \times 10^{-12}.$$  \hfill (20)

This occurs via an amplitude having the structure \[72\]

$$A_{ij} = e\epsilon_{\mu}^{\ast}e_i \left[ i\sigma^{\mu\nu}q_\nu (\sigma_L P_L + \sigma_R P_R) + \delta_L \Delta_{\mu L} + \delta_R \Delta_{\mu R} \right] e_j,$$  \hfill (21)

where $e$ is the electromagnetic coupling and $e_i$ are the fermions; $P_{L,R}$ are chiral projectors, $q_\nu$ is the momentum of the outgoing photon and $\Delta_{\mu L,R}$ vanish on shell. The constraint on the quantities $\sigma_{L,R}$ is

$$\sigma_{L,R} < 5.8 \times 10^{-13} \text{GeV}^{-1}.$$  \hfill (22)

These processes are induced by many diagrams. However, the interesting new contributions come from loops containing a higgs (neutral or charged) and heavy lepton, which are enhanced compared to the usual supersymmetric diagrams due to the possibility of a chirality flip (due to the vector-like mass of the new fermions). In the limit of small mixing between the MSSM Higgs fields and the singlet/triplet scalars, we can understand the contributions as either coming from the couplings giving off-diagonal mass terms $Y_{EFV}, Y_{LFV}, Y_{\tilde{E}}, Y_{\tilde{E}}$ involving the MSSM Higgses, or from the direct cLFV couplings involving the heavy singlet and triplet scalars $\lambda_{SLE}, \lambda_{SR}, \lambda_{TLR}$. In the first case, in the limit of large vector-like lepton mass $\mu_E \sim \mu_R \equiv \mu_{E,R} \sim \text{TeV}$ and all the couplings of a similar order of magnitude we obtain

$$Y_{EFV}Y_{LFV}Y_{\tilde{E}} \lesssim 1.8 \times 10^{-7} \left( \frac{\mu_{E,R}}{\text{TeV}} \right)^2$$  \hfill (23)

or

$$Y_{EFV} \sim Y_{LFV} \sim Y_{\tilde{E}} \sim Y_{\tilde{E}} \lesssim 10^{-2} \left( \frac{\mu_{E,R}}{\text{TeV}} \right)^{2/3},$$  \hfill (24)

which is very mild when we consider that these should be equivalent to off-diagonal Yukawa couplings.

In the second case, under the same assumptions, we find

$$\lambda_{SLE}\lambda_{SE}Y_{\tilde{E}} \lesssim 10^{-7} \left( \frac{\mu_{E,R}}{\text{TeV}} \right)^2 \left( \frac{v}{v_S} \right),$$

$$\lambda_{TLR}Y_{EFV}Y_{\tilde{E}} \lesssim 10^{-5} \left( \frac{\mu_{E,R}}{\text{TeV}} \right)^2 \left( \frac{\text{GeV}}{v_T} \right),$$  \hfill (25)
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or

\[ \lambda_{SLE} \sim \lambda_{SE} \lesssim 10^{-2} \left( \frac{\mu_{E,R}}{\text{TeV}} \right)^{2/3} \left( \frac{v}{v_S} \right) \]

\[ \lambda_{TLR} \lesssim \mathcal{O}(1) \left( \frac{\mu_{E,R}}{\text{TeV}} \right)^{2/3} \left( \frac{\text{GeV}}{v_T} \right). \]

The coupling \( \lambda_{TLR} \) is not constrained by this diagram in the limit of no mixing with the lighter Higgs states or equivalently \( v_T = 0 \).

C. Electron electric dipole moment

The recently improved upper bound on the electron dipole moment [73] of

\[ |d_e| < 8.9 \times 10^{-29} e \text{ cm} = 4.5 \times 10^{-15} e \text{ GeV}^{-1} \] (27)

places a restriction on our model similar in nature to that from \( \mu \rightarrow e\gamma \):

\[ |\text{Im}(\sigma_{L,R})| < 2.3 \times 10^{-15} \text{ GeV}^{-1}, \]

which for arbitrary phases in the new couplings corresponds to

\[ Y_{\text{EFV}} \sim Y_{\text{LFV}} \sim Y_{\tilde{E}} \sim Y_{\tilde{E}} \lesssim 10^{-3} \left( \frac{\mu_{E,R}}{\text{TeV}} \right)^{2/3} \]

(29)

and

\[ \lambda_{SLR} \sim \lambda_{SE} \lesssim 10^{-3} \left( \frac{\mu_{E,R}}{\text{TeV}} \right)^{2/3} \left( \frac{v}{v_S} \right) \]

\[ \lambda_{TLR} \lesssim \mathcal{O}(0.1) \left( \frac{\mu_{E,R}}{\text{TeV}} \right)^{2/3} \left( \frac{\text{GeV}}{v_T} \right), \]

i.e. this is now the strongest constraint on the model, although note that for purely real couplings the constraint disappears.

Thus, the new couplings (with the possible exception of \( \lambda_{TLR} \)) are constrained to a level that they cannot play a significant role in the RGE evolution of the other parameters – as we would expect, being as they are off-diagonal Yukawa couplings – while they may still be large enough to allow prompt decay of the new states.
V. THE CMDGSSM

Now that we have defined the fields and couplings of the model and determined the constraints upon them we are in a position to introduce a constrained model at the GUT scale for phenomenological analyses. The aim of this section is to present a model analogous to the constrained MSSM or minimal SUGRA boundary conditions but with Dirac gaugino masses. The motivation for this is that we can give predictions for the many low-energy parameters that we know can come from a well-defined and natural high-energy completion, and this then can facilitate meaningful phenomenological studies.

We define the following parameters at the GUT scale:

- $m_0$, familiar to the CMSSM or mSUGRA scenario, is a common supersymmetry-breaking scalar mass for the new vector-like leptons $R_{u,d}, \tilde{E}_i, \hat{E}_i$ and all scalar superpartners of Standard Model fields with the exception of the Higgs.

- We take for expediency the Higgs to have non-universal mass-squareds (NUHM), choosing instead to fix $\mu$ and $B\mu$ via the tadpole conditions, which is the only source of $R$-symmetry violation in the model. This could in principle be dropped to make a more constrained model. Note that we set all $A$-terms and Majorana gaugino masses to zero since they violate $R$-symmetry; this condition is perfectly consistent and preserved by the RGE running.

- $m_{D0}$ is a common Dirac mass for all gauginos.

- $\lambda_S, \lambda_T$ are the important supersymmetric couplings to the Higgs. In principle they could be set equal to their $N = 2$ values at the GUT scale where $\lambda_T = g_{GUT}/\sqrt{2}, \lambda_S = g_{GUT}\sqrt{3/10}$ (for the unified gauge coupling $g_{GUT}$) although $\lambda_S$ would depend on the actual GUT embedding of the singlet; we choose not to take these values.

- We set a common adjoint scalar mass $m_{\Sigma}$ for the triplet and octet, but allow a mass $m_S$ to differ for the singlet. In principle these could be restricted to be equal in scenarios where $\lambda_S, \lambda_T$ are small (or indeed in a unified version of the MRSSM) but there is no top-down reason to suppose that the singlet mass should be equal to the other adjoint scalar masses so we retain the more general case. For simplicity we take the $B$-type adjoint masses to be zero.
In addition, there are several additional parameters that have little impact on the phenomenology of the Higgs or coloured particles. We must define

- $\mu_E, \mu_R$ are the supersymmetric mass parameters for the new vector-like leptons; and their couplings $\lambda_{(S,T)E}, \lambda_{(S,T)R}$, in addition to the lepton-flavour violating Yukawa couplings $Y_{LFV}, Y_{EFV}$. Due to the constraints on $Y_E, Y_E^*, Y_{LFV}, Y_{EFV}$ to be small (which, since they are essentially off-diagonal Yukawa couplings, we would expect) we can choose to neglect these couplings in anaylses of the spectrum of the model, and set $\mu_E, \mu_R$ to a reference value (we shall take 1 and 1.5 TeV respectively in the scans below). However, for the purposes of the phenomenology of the model, we should understand that $Y_E, Y_{E^*}, Y_{LFV}, Y_{EFV}$ are non-zero as they allow the additional leptons to decay. Since they should be $\lesssim 10^{-3}$ their values are not substantially affected by the running from the GUT scale so in collider studies appropriate choices can be made a posteriori to allow prompt decays.

A. First forays

We now describe the results of a first probe of the parameter space of the CMDGSSM, in the corner where $\lambda_S$ is large at low energies to provide a significant tree-level boost to the Higgs mass. We scan over random values within limited ranges (with a flat distribution) of the following parameters:

- $\tan \beta \in [1.5, 3]$
- $m_0 \in [1000, 6000]$ GeV
- $m_{D_0} \in [500, 1700]$ GeV
- $m_S(M_S) \in [100, 1400]$ GeV
- $m_{\Sigma}(M_{GUT}) \in [1200, 4200]$ GeV
- $\lambda_S(M_S) \in [0.65, 0.78]$
- $\mu(M_{GUT}) \in [150, 1000]$ GeV
- $\sqrt{B_\mu}(M_{GUT}) \in [200, 1200]$ GeV
while fixing $\mu_E, \mu_R$ to be 1 and 1.5 TeV respectively. All other new Yukawa couplings ($Y_E, Y_{\tilde{E}}, Y_{\text{LFV}}, Y_{\text{EFV}}, \lambda_{SR}, \lambda_{SE}, \lambda_{SLR}, \lambda_{TLR}$) are taken to be zero, with the exception of $\lambda_T$, which for computational reasons is set to $10^{-7}$ (effectively zero). The above ranges of parameters were chosen to find points such that the major contribution to the Higgs mass comes from the tree-level contribution via $\lambda_S$, necessitating small values of $\tan \beta$. We then have an effective “$\lambda$SUSY in disguise” scenario. Similar to the usual $\lambda$SUSY case \cite{74, 75}, there is an upper bound on $\lambda_S$ consistent with perturbative unification of about $\lambda_S(M_S) \simeq 0.7$ (this is illustrated in figure 4). This requirement leads to us only finding models for which $\tan \beta \gtrsim 2$. In the scans we keep only points where perturbative unification occurs, but we choose to specify $\lambda_S, m_S$ at the SUSY scale (rather than the GUT scale) due to the sensitivity of the parameter to the running: small changes in $\lambda_S \sim 0.7$ at $M_S$ lead to large changes at $M_{\text{GUT}}$ and so it is easier to locate the desired values by specifying them at the low scale.

![Unification varying $\lambda_S$: this plot as in figure 3 shows the running of the gauge couplings with energy for the field content described in section II, but with $\lambda_S = 0.85$ at the SUSY scale and showing the running of $4\pi/\lambda_S^2$ in green. The couplings become nonperturbative around $10^{14}$ GeV; note that in the one-loop case $\lambda_S$ becomes divergent whereas corresponding to abrupt changes in the gauge couplings, whereas in the two-loop case $\lambda_S$ merely becomes large, giving the misleading impression that the curves for the gauge couplings are smooth.](image)
To perform the scans we implemented the model in the spectrum-generator generator SARAH and produced SPheno code. We then modified the SPheno code so that the low-energy solution of the tadpole equations would be for the parameters $m_{H_u}^2, m_{H_d}^2, v_S, v_T$. In particular, the equations for $v_S, v_T$ are not in general linear – this required numerical solution, which we implemented via Broyden’s method; this possibility has now been included in the latest version of SARAH. Further details of the implementation are given in appendix C.

In the scans presented below we only retain points for which the one-loop mass for the Standard Model-like Higgs mass is between 123 and 127 GeV (which is probably overly restrictive given that two-loop corrections are not yet available \cite{76}), and satisfies all Higgs constraints which we check using HiggsBounds \cite{77-80}. Furthermore, the above ranges of masses were chosen so as to be safe for LHC searches. We have been very conservative in that, rather than performing a full collider check for the points of our model point by point, by ensuring a lower value of $m_{D0}$ of 500 GeV we find the gluino to be heavier than 1750 GeV (see below), easily above the current bounds; and furthermore, since it has a Dirac mass, this suppresses the sensitivity of searches to the squarks. Finally, the remaining limits are on electroweak-charged particles, for which the best lower bound still comes from LEP of 105 GeV (since we find the sleptons to be heavy in this model), and we show this in the plots where appropriate.

We present the results of the scans in a series of figures:

1. In figure 5 we show the ratios of all the sfermion mass-squareds to the initial value $m_0^2$ against $\tan \beta$, for which there is only weak dependence. The results can be compared to those of section III. The points show only small deviations from the averages, although there are significant outliers which come from finely-tuned points with large Higgs mass-squareds: in these cases the large contributions of the Higgs soft masses enter into the RGEs for sfermions charged under $U(1)$ and $SU(2)$ at one loop.

2. In figure 6 we show the distribution of the lightest neutralino and chargino masses against the lightest stop mass. We do find stops as light as 800 GeV, although their typical value is above 1 TeV.

3. In figure 7 we show our equivalent of the classic $m_0 - m_{D0}$ plane, with here colour showing the lightest stop mass. Strikingly we find that the upper left portion of the plane is unpopulated, because in that region the bino mass becomes large enough
to destabilise the Higgs potential. This arises because of our desire for naturalness: we have placed an upper limit on $m_S$ of 1400 GeV. The off-diagonal mixing term in the Higgs mass-squared matrix between the light Higgs and the singlet is, at tree-level, approximately $(M_h^2)_{13} \simeq -g_Y v m_{DY} c_2 \beta$ and so the upper limit on $m_S$ means that when $m_{DY}^2 \sim m_S^2$ the tree-level potential is no longer stable. This corresponds to the well-known D-flatness of the supersoft limit of the potential \[4, 12\].

4. In figure 8 we show the lightest neutralino versus lightest chargino mass. The portion of the parameter space that we have chosen should give many electroweakinos that can be searched for in future runs of the LHC; these correspond to the relatively small values of $\mu$ that we have chosen, for reasons of preserving some remnant of naturalness (and expediency in the model search).

5. In figures 9 and 10 we demonstrate that we are searching in a portion of the parameter space where there is little mixing between the singlet $S$ and the Higgs: in figure 9 we directly show the (anti-)correlation between the soft singlet mass $m_S$ and mixing between lightest Higgs and the singlet; in figure 10 we show the soft singlet mass $m_S$ against the mass of the second and third Higgses: for larger $m_S$, the third Higgs is almost entirely singlet.
FIG. 5. Ratio of sfermion mass-squareds to $m_0^2$ against $\tan \beta$.

FIG. 6. Distribution of lightest neutralino and chargino masses against lightest stop mass.
FIG. 7. Valid model points in the $m_0 - m_{D0}$ plane, colour showing the lightest stop mass.

FIG. 8. Lightest neutralino versus lightest chargino mass. Points lying near the line of equality are primarily Higgsino-like; otherwise we find a bino-like LSP.
FIG. 9. Soft singlet mass $m_S$ against mixing between lightest Higgs and the singlet (given as the absolute value of the mixing matrix element $ZH_{13}$). There is only small mixing for all model points found, but this of course decreases as the singlet becomes heavier.

FIG. 10. Soft singlet mass $m_S$ the mass of the second and third Higgses. The third Higgs is to a very good approximation singlet-like for heavier $m_S$. 
B. Benchmark points

In table I we show the input parameters and spectrum of three benchmark points, which we have chosen to have relatively light stop masses while being otherwise representative of the sample set.

| Model | 1,299 | 8,79 | 10,77 |
|-------|-------|------|-------|
| tan β | 2.300 | 2.264 | 2.574 |
| λs(Ms) | 0.690 | 0.669 | 0.724 |
| mD0 | 835 | 864 | 1110 |
| m0 | 3118 | 3356 | 3108 |
| mΣ | 952 | 1183 | 1093 |
| µ | 351 | 3213 | 3572 |
| √Fµ | 164 | 154 | 120 |
| gs(MGUT) | 1.160 | 1.155 | 1.143 |
| MGUT | 1.49 × 10^{17} | 1.53 × 10^{17} | 1.26 × 10^{17} |
| vS | −1.173 | −2.729 | −5.617 |
| vT | 0.620 | 0.874 | 0.905 |
| Δρ | 2.2 × 10^{−4} | 2.0 × 10^{−4} | 2.6 × 10^{−4} |
| m h | 123 | 124 | 125 |
| mh1 | 596 | 960 | 663 |
| mh2 | 122 | 1301 | 1257 |
| mh4 | 3954 | 3359 | 3921 |

| Model | 1,299 | 8,79 | 10,77 |
|-------|-------|------|-------|
| mAh | 598 | 961 | 666 |
| mAh2 | 1058 | 1232 | 1178 |
| mAh3 | 3654 | 2967 | 3358 |
| mμ+ | 591 | 958 | 658 |
| mμ± | 3655 | 2967 | 3359 |
| mH± | 3954 | 3360 | 3921 |
| mH1 | 1252 | 1387 | 1395 |
| mH2 | 1918 | 2180 | 2048 |
| mH3 | 1913 | 2175 | 2044 |
| mH4 | 2870 | 3067 | 2852 |
| mH5 | 4692 | 5079 | 5493 |
| mχ01 | 3122 | 3384 | 3116 |
| mχ02 | 4691 | 5078 | 5491 |

TABLE I. Parameters and selected masses from the spectrum of benchmark points. All masses are in GeV and are accurate to one-loop order. The model numbers refer to filenames for full model files available upon request. The mass labels are standard under the Les Houches accord [81, 82], except for mO1,2 which refer to the two components of the scalar octet.
C. Generic predictions

From the scans that we have performed it is possible to draw several interesting conclusions about the spectrum of the model:

- Unification takes place at \((1.8 \pm 0.4) \times 10^{17}\) GeV.
- We have a compressed pattern of soft masses (with deviations of a few percent upon varying the input parameters):
  \[
  m_{U_{33}}^2 : m_{Q_{33}}^2 : m_{Q_{11}}^2 : m_{D_{ii}}^2 : m_{E_{ii}}^2 : m_{U_{11}}^2 : m_{L_{ii}}^2 = 0.16 : 0.39 : 0.77 : 0.79 : 0.83 : 0.93 : 1.02
  \]
  where the ratios are normalised with respect to the common mass at the GUT scale \(m_0\).
- Sleptons are heavy and quasi-degenerate with the first two generations of squarks. This is because the Dirac gaugino masses do not enter the squark RGEs.
- The gaugino masses are in the ratio
  \[
  m_{D_Y}/m_{D_0} : m_{D_2}/m_{D_0} : m_{D_3}/m_{D_0} = 0.22 : 0.9 : 3.5,
  \]
  i.e. the Wino barely runs from \(m_{D_0}\) (as can be seen from the one-loop RGE, which is zero for small \(\lambda_T\)).
- The lightest stop masses are \(2.1 \pm 0.4, 3.1 \pm 0.6\) TeV, i.e. we still typically require some contributions from the stops to the Higgs mass to obtain the experimental value – the tree-level contribution from \(\lambda_S\) is typically not quite enough. We find that the major contribution to the shift in the pole mass of coloured squarks comes from integrating out the gluino and octet via the usual supersoft term \([4]\):
  \[
  \delta m_{\tilde{q}}^2 \approx \frac{4\alpha_3 m_{D_3}^2}{3\pi} \log \frac{m_0^2 + 4m_D^2}{m_D^2} \approx 0.6m_{D_0}^2.
  \]
  This can be viewed as providing a lower bound on models with lighter stop masses, such as, in particular, the benchmark points in table [4].
  However, it is important to distinguish this contribution from the usual discussion of naturalness: this contribution does not enter into the Higgs mass calculation (at

\[\text{27}\]
one loop), but rather the one-loop pole masses. Hence the stop masses which enter
the Higgs mass calculation in SARAH are actually lighter: for the benchmark models
in table I we have $m_{\tilde{U}_{3,3}}(\overline{\text{DR}}') \sim \text{TeV}$. This makes the models much more natural
than would otherwise appear. Thus we would expect have models with rather (or
substantially) lighter stop masses (and thus much more natural) once the two-loop
$\alpha_s\alpha_t$ contributions are included; this is work in progress [76].

VI. CONCLUSIONS

We have identified a set of fields which, having masses at the SUSY-breaking scale, allow
unification of gauge couplings and Dirac masses for the gauginos. The lack of unification has
in the past been an objection to this class of models which now can be considered resolved.
We discussed to what extent these models can have a “natural SUSY” spectrum, important
for flavour physics and LHC bounds, and found that in fact models without large hierarchies
between the soft masses of different generations are favoured. Furthermore, we proposed
two different symmetries to simplify the couplings of the model at low energies, and of these,
identified one scenario that can be viewed as a unified completion of the models previously
considered by (some of) the authors [12, 22, 34, 63].

Within the context of our favoured low-energy scenario we discussed the constraints
from lepton flavour violation and then proposed a constrained set of boundary conditions
at the unification scale, containing a minimal number of eight key parameters:
$m_0, m_{D0}, \tan \beta, m_S, m_{\Sigma}, \lambda_S, \mu, B_{\mu}$. We then implemented this scenario in SARAH and pro-
duced a customised spectrum generator based on SPheno code (as described in appendix C)
to perform a first exploration of a portion of the model parameter space, and found some
interesting predictions for the pattern of masses.

It is logical to compare the spectrum in our scenario to other constrained models. Of
these, the CMSSM/mSUGRA is very popular and useful as a “spherical cow” model of SUSY
for collider studies. Indeed, it is known that only a very small number of mass hierarchies
are possible in the CMSSM compared to the general MSSM [83, 84], which has biased
experimental searches in the past. For example, one finds for low $\tan \beta$ for all sfermion mass

3 On the other hand, over the whole sample set the $\overline{\text{DR}}'$ stop masses which SARAH uses to calculate the
Higgs mass are $1.9 \pm 0.4, 2.9 \pm 0.6 \text{ TeV}$, i.e. typical models have heavier stops, and the benchmark points
are special cases.
parameters at $Q = 1$ TeV except the stops

\[
\frac{m_Q^2}{m_0^2} \sim 1 + 4.3 \frac{M_{1/2}^2}{m_0^2}, \quad \frac{m_D^2}{m_0^2} \sim m_U^2 \sim 1 + 4 \frac{M_{1/2}^2}{m_0^2} \quad (32)
\]

\[
\frac{m_L^2}{m_0^2} \sim 1 + 0.44 \frac{M_{1/2}^2}{m_0^2}, \quad \frac{m_E^2}{m_0^2} \sim 1 + 0.13 \frac{M_{1/2}^2}{m_0^2}, \quad (33)
\]

where $m_0, M_{1/2}$ are the scalar and gaugino mass parameters of the CMSSM. However, for our models we find

\[
m_{U33}^2 : m_{Q33}^2 : m_{Q1i}^2 : m_{Eii}^2 : m_{U11}^2 : m_{Lii}^2 = 0.16 : 0.39 : 0.77 : 0.79 : 0.83 : 1.02.
\]

Since the RGEs of the scalars are independent of the Dirac gaugino masses \[63, 85, 86\], to compare with the CMSSM it is instead instructive to consider the physical masses and add the contribution of equation (31); this gives

\[
\frac{m_{\tilde u_L}^2}{m_0^2} \sim \frac{m_{\tilde d_L}^2}{m_0^2} \sim \frac{m_{\tilde u_R}^2}{m_0^2} \sim 0.8 + 0.6 \frac{m_{D0}^2}{m_0^2}, \quad \frac{m_{\tilde d_R}^2}{m_0^2} \sim 0.9 + 0.6 \frac{m_{D0}^2}{m_0^2}, \quad (34)
\]

\[
\frac{m_{\tilde l_i}^2}{m_0^2} \sim 1, \quad \frac{m_{\tilde l_R}^2}{m_0^2} \sim 0.8. \quad (35)
\]

Note that the above does conceal the dependence on the octet scalar mass $m_O$. However, this is rather weak, as we determined in section III, entering only at two loops (i.e. we have a correction of $\sim 0.08 m_O^2 / m_0^2$ to the masses of coloured squarks) – and in the scans we typically find $m_{\Sigma} \lesssim m_0$.

The above then show that the spectrum of the first two generations of squarks alone may not be enough to distinguish the model from the CMSSM; it would resemble a model with small $M_{1/2}$ since the masses correlate with $M_{1/2} / m_0$ in a similar way, although we could easily distinguish them if the gaugino masses are known. However, we should be able to distinguish the spectrum of fermions by themselves. The prediction for the Majorana masses $M_i$ at 1-loop assuming a unified Majorana mass $M_{1/2}$ at the GUT scale gives for the CMSSM:

\[
M_1 / M_{1/2} : M_2 / M_{1/2} : M_3 / M_{1/2} = 0.44 : 0.84 : 2.34.
\]

In comparison, our model yields

\[
\frac{m_{DY}}{m_{D0}} : \frac{m_{D2}}{m_{D0}} : \frac{m_{D3}}{m_{D0}} = 0.22 : 0.9 : 3.5.
\]
One main difference between our model and the CMSSM would be the mass of the third generation of squarks, which would be considerably lighter. In section V C we gave some generic predictions for these masses in our model and some comments about how this affects naturalness. This highlighted that one very important future development is the calculation of two-loop corrections to the Higgs mass [70], which we argued will lead to us predicting lighter stops and thus more natural models.

Importantly, in our model we have additional electroweak-charged states for which we can to some extent constrain the spectrum and which may be detectable in the next run of the LHC. This paper therefore hopefully opens the way for more detailed collider studies; in particular, since our parameter choices may have been overly conservative such studies would allow us to identify the most natural models consistent with data. In addition, we have not computed any dark matter observables. If we assume a standard thermal history of the universe, then it would be very interesting to find how the dark matter relic density and lack of direct detection constrains the parameters of our model, extending the work of [12].

As an interesting aside, the field content of our model can be connected with the recent “Fake Split Supersymmetry” proposal of [49, 87]. If we take the supersymmetry-breaking scale to be high, such that all scalar superpartners are heavy, and add Majorana masses for the gauginos at the same scale (but not the adjoint fermions $\chi_{\Sigma}$), then below the supersymmetry-breaking scale we can have a model that resembles Split SUSY (with different couplings). Then above the SUSY-breaking scale, we can have the field content of our model. The change in the one-loop beta-function coefficients is the same for each gauge group: apart from the sfermions of the MSSM (which come in complete $SU(5)$ multiplets, except for the one heavy Higgs which contributes negligibly as in standard Split SUSY), we add one adjoint scalar, one adjoint fermion (this time the usual gaugino of the MSSM) and the fields of equation (1) which shift the beta function coefficients by three. Thus we preserve unification for any SUSY scale. Moreover, the FSSM model of [87] called for two additional Fake Higgs multiplets, which we can recognise as our $R_{u,d}$. If, instead of our choice in section I I of R-symmetry or lepton number, we assign charges of the new fields

---

4 By which we mean the $b_i$ in the RGEs $\frac{d}{dt} \alpha_i^{-1} = -\frac{b_i}{2\pi} t$. 
under a new (broken) global symmetry $U(1)_F$ of

| Field   | $U(1)_F$ |
|---------|----------|
| $S, T, O$ | 1        |
| $H_{u,d}$   | 0        |
| $R_{u,d}$   | 1        |
| $\hat{E}_i, \hat{\tilde{E}}_i$ | 0        |

we find the required UV completion of the FSSM up to the GUT scale. It would be interesting to explore this connection further.
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Appendix A: GUT embeddings

In this appendix we briefly summarise the embedding of the adjoint superfields and extra superfields in the representations of equation (1) into $SU(5)$ and $(SU(3))^3$ gauge groups.

1. $SU(5)$

The adjoint superfields $8_0 + 3_0 + 1_0$ can fit into the adjoint $24$ of $SU(5)$, which we shall denote $\Sigma_{24}$, although with this gauge group we must exclude the bachelor states $(3, 2)_{5/6} \oplus (3, 2)_{-5/6}$. Then it is clear that $(1, 2)_{1/2} \oplus (1, 2)_{-1/2} \supset 5_R \oplus \bar{5}_R$, $(1, 1)_{\pm 1} \supset 10_\tilde{E}, \bar{10}_{\tilde{E}}$; we must simply exclude the extra triplet and other unwanted states from the spectrum by the UV embedding (such as, in IIB/F-theory, by an appropriate choice of fluxes) in much the same way as Higgs triplets are excluded; it would be interesting to attempt to embed this in a UV-complete model. We can then write down our superpotential (5) from these GUT representations schematically as:

$$W = W_{Yukawa} + \mu_5 \bar{5}_H \Sigma_{24} \Sigma_{24} 5_H + \mu_5 10_\tilde{E} \bar{10}_\tilde{E} + \lambda_H 5_H 5_R \Sigma_{24} \Sigma_{24} \Sigma_{24} 10_\tilde{E} + \lambda_{LR} 5_L \Sigma_{24} 5_R + \lambda_{SE} 10_E \Sigma_{24} \Sigma_{24} 10_\tilde{E} + Y_5 \Sigma_{24} 5_E 5_R 10_\tilde{E} + Y_{H\tilde{F}V} 5_L \Sigma_{24} 5_H 10_E + Y_{E\tilde{F}V} \Sigma_{24} \Sigma_{24} 10_\tilde{E}. \quad (A1)$$

If, after the breaking of the GUT group, the singlet which remains to give a mass to the Bino is only the one surviving from the $\Sigma_{24}$, then this would predict $\lambda_S = -\sqrt{3/5}\lambda_T = -\frac{1}{2}\sqrt{3/5}\lambda$ at the GUT scale. Moreover, natural choices of values for $\lambda$ would be the $N = 2$ value $\sqrt{2}g_{GUT}$, giving $\lambda_T = g_{GUT}/\sqrt{2}, \lambda_S = -\sqrt{3/10} g_{GUT}$, or zero (if, for example, the adjoints were located apart from the matter fields in a higher-dimensional theory). In section V, we rather take this latter choice: the relationship with the singlet is easily broken if there are additional singlets that mix at the GUT scale, leaving only one light. We suppose that one of these singlets couples strongly with the Higgs, giving us a substantial $\lambda_S$, and the other adjoint fields couple very weakly, in one stroke also explaining the different value of $m_S$ to the other adjoint masses.
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2. \((SU(3))^3\)

In the unified group \((SU(3))^3\) the Higgs fields \(H_u, H_d\) are conventionally in the representation \((3,\bar{3},1)\) [88–90]: we can write \(H_u, H_d \subset H\). Let us write the conjugate representation \((\bar{3},3,1)\) as \(\tilde{H}\). Then under the breaking of \((SU(3))^3 \rightarrow SU(3) \times SU(2) \times U(1)_Y\) we have

\[
\begin{align*}
H &\rightarrow (1,2)_{1/2} + 2 \times (1,2)_{-1/2} + (1,1)_1 + 2 \times (1,1)_0 \\
\tilde{H} &\rightarrow (1,2)_{-1/2} + 2 \times (1,2)_{1/2} + (1,1)_{-1} + 2 \times (1,1)_0
\end{align*}
\]

(A2)

In fact, the leptons \(L, E\) fit into identical multiplets to \(H\) (up to charges under lepton number). On the other hand, the adjoints \(8^{(1)} \oplus 8^{(2)} \oplus 8^{(3)}\) (where we have labelled the group factors) decompose as

\[
\begin{align*}
\mathcal{O}^{(3)} &\equiv 8^{(3)} \rightarrow (8,1)_0 \\
\mathcal{O}^{(2)} &\equiv 8^{(2)} \rightarrow (1,3)_0 + (1,2)_{\pm 1/2} + (1,1)_0 \\
\mathcal{O}^{(1)} &\equiv 8^{(1)} \rightarrow 2 \times (1,1)_{\pm 1} + 4 \times (1,1)_0.
\end{align*}
\]

(A3)

We find that there is hence more than one way to embed the extra states in equation (1) into \((SU(3))^3\): they could come from the adjoint, as originally envisaged, or from bifundamental states. These have implications for the couplings:

- If we keep all of the states in the full adjoint and keep only \(H_u, H_d\) from \(H\), then we find that we cannot write the couplings \(\lambda_S, \lambda_T\) in the GUT theory until the group is broken, meaning that these couplings should be severely suppressed. In fact, the only unsuppressed couplings involving the adjoints with non-singlets would come from \(W \supset \text{tr}[(O^2)^3] \rightarrow SR_u \cdot R_d \cdot TR_u\) and \(\text{tr}[(O^1)^3] \rightarrow S\hat{E}\hat{E}\). Moreover we could not charge the extra states under lepton number, so this embedding would be more appropriate for the MRSSM with \(\lambda_{Su}, \lambda_{Sd}, \lambda_{Tu}, \lambda_{Td}\) all small (suppressed by at least \(M_{GUT}/\Lambda\), where \(\Lambda\) is the fundamental scale of the theory) which would imply rather heavy stops. The quiver diagram for this naive model is shown in figure [11].

- If we instead build our extra states from the bifundamentals, so that \(R_u, R_d \supset \tilde{H}\), then we can happily build our model, given in equation (5), by endowing the extra states with lepton number. However, all couplings to the adjoints (such as \(\lambda_S, \lambda_T\)) would still
be suppressed as above. This would give us a phenomenologically interesting model
but not from the point of view of a minimum of important parameters, but again would
require stops to enhance the Higgs mass. Alternatively we could write an MRSSM
model with unsuppressed couplings $\lambda_{Su}, \lambda_{Sd}, \lambda_{Tu}, \lambda_{Td}$, appropriate, for example for [41].

In summary, neither of these options is suitable for the embedding of the boundary conditions
in section \ref{sec:boundary conditions} into $(SU(3))^3$; instead we favour an embedding into $SU(5)$ – if a full GUT
structure is at all required.

**Appendix B: LFV constraints**

Here we compute the constraints on our model arising from the new contributions to
charged lepton flavour violation, partially following the approach of [71]. We start with a
superpotential of equation (5) which contains additional vector-like fermions carrying lepton
number. Recall that $R_u = (R^0_u, R^-_u), R_d = (R^+_d, R^0_d)$, after electroweak symmetry breaking
we have the mass terms for charged states

\[
W \supset - (\mu_R + \frac{1}{\sqrt{2}} \lambda_{SR} v_S) R_d^+ R_d^- + (\mu_{\hat{E}} i_{ij} + \frac{1}{\sqrt{2}} \lambda_{SEij} v_S) \hat{E}_i^+ \hat{E}_j^- \\
- \frac{1}{\sqrt{2}} \lambda_{SLRi} v_S L_i^- R_d^+ + \frac{1}{\sqrt{2}} \lambda_{SEij} v_S \hat{E}_i^- \hat{E}_j^- - \frac{1}{\sqrt{2}} \lambda_{TLRi} v_T L_i^- R_d^+ \\
- \frac{1}{\sqrt{2}} v_c \beta Y_{Ei} R_u \hat{E}_i^+ + \frac{1}{\sqrt{2}} v_s \beta Y_{Ei} R_d \hat{E}_i^- - \frac{1}{\sqrt{2}} v_c \beta Y_{Eij} e_i L \hat{E}_j^+ - \frac{1}{\sqrt{2}} v_c Y_{EFV} e_i R_u \hat{E}_j^-.
\]

The mass matrix for the fermions becomes

\[
\mathcal{L}_{\text{leptons}} = - (r_u^+ \hat{e}_i e_i^L) \begin{pmatrix}
\mu_R & \frac{v_c \beta}{\sqrt{2}} Y_{Ei} & -\frac{v_c \beta}{\sqrt{2}} Y_{EFV} \\
\frac{v_s \beta}{\sqrt{2}} Y_{Ei} & \mu_E & \frac{1}{\sqrt{2}} \lambda_{SEij} v_S \\
-\frac{1}{\sqrt{2}} \lambda_{SLRi} v_S - \frac{1}{\sqrt{2}} \lambda_{TLRi} v_T & -\frac{v_c \beta}{\sqrt{2}} Y_{EFV} E_i & -\frac{v_c \beta}{\sqrt{2}} Y_{Ei}
\end{pmatrix} \begin{pmatrix}
\hat{r}_d \\
\hat{e}_i \\
e_{Ri}
\end{pmatrix}
\]

(B2)

This is then diagonalised in two stages: first we must perform the usual rotations to diagonalise the Standard Model Yukawa couplings, where \(e_R = E_R^{SM} e_R', e_L = E_L^{SM} e_L'\), while also going to a basis where \(\mu_E\) and \(\mu_R\) are diagonal, giving

\[
\mathcal{M}' = \begin{pmatrix}
\mu_R & \frac{v_c \beta}{\sqrt{2}} Y_{Ei} & -\frac{v_c \beta}{\sqrt{2}} Y_{EFV} E_i \\
\frac{v_s \beta}{\sqrt{2}} Y_{Ei} & \mu_E & \frac{1}{\sqrt{2}} \lambda_{SEij} v_S \\
-\frac{1}{\sqrt{2}} (E_L^{SM})^\dagger \lambda_{SLRi} v_S - \frac{1}{\sqrt{2}} (E_L^{SM})^\dagger \lambda_{TLRi} v_T & -\frac{v_c \beta}{\sqrt{2}} (E_L^{SM})^\dagger Y_{EFV} E_i & d_e
\end{pmatrix}
\]

(B3)

and then a further rotation such that \(\mathcal{M}_{\text{diag}} = \hat{E}_L, \mathcal{M} E_R\) so that \(E_L^\dagger \mathcal{M} \mathcal{M}^\dagger E_L = \hat{E}_L^\dagger \mathcal{M}^\dagger \mathcal{M} E_R = \mathcal{M}_{\text{diag}}, \mathcal{M}_{\text{diag}}^\dagger \mathcal{M}_{\text{diag}}\) so that to leading order \(E_L\) diagonalises (dropping the Standard Model factors and ignoring the Standard Model lepton masses)

\[
\begin{pmatrix}
\mu_R & \frac{v_c \beta}{\sqrt{2}} Y_{Ei} \mu_R^\dagger + \frac{v_s \beta}{\sqrt{2}} \mu_R Y_{Ei}^\dagger & -\frac{v_c \beta}{\sqrt{2}} (\lambda_{SLRi} v_S + \lambda_{TLRi} v_T) \mu_R^\dagger \\
\frac{v_c \beta}{\sqrt{2}} \mu_E Y_{Ei}^\dagger & \mu_E & -\frac{v_c \beta}{\sqrt{2}} \mu_E Y_{EFV} \\
-\frac{1}{\sqrt{2}} (\lambda_{SLRi} v_S + \lambda_{TLRi} v_T) \mu_R^\dagger & -\frac{v_c \beta}{\sqrt{2}} Y_{EFV} \mu_E^\dagger & 0
\end{pmatrix}
\]

(B4)
so to leading order

\[
E_L = \begin{pmatrix}
1 & p_L & r_L \\
-p_L^\dagger & 1 & -q_L^\dagger \\
-q_L & q_L & 1
\end{pmatrix}
\]

\[
p_L^{ij} = -\frac{v}{\sqrt{2}} \left( \frac{1}{\mu_R^{ii}} \right)^2 \left[ \mu_E Y_{LFV} \right]^{ij}
\]

\[
-(q_L)^{ij} = -\frac{1}{\mu_R^{ii}} \left[ \frac{v c_\beta}{\sqrt{2}} \right]^{ij}
\]

\[
r_L^{ij} = -\frac{1}{\mu_R^{ii}} \left[ \frac{v c_\beta}{\sqrt{2}} \right]^{ij}
\]

whereas \( E_R \) diagonalises to leading order

\[
E_R = \begin{pmatrix}
\mu_R^{ii} & \frac{v c_\beta}{\sqrt{2}} Y_{EFV}^{\dagger} \mu_E + \frac{v c_\beta}{\sqrt{2}} \mu_R^{ii} \mu_E - \frac{v c_\beta}{\sqrt{2}} \mu_R^{i} Y_{EFV} \\
\frac{v c_\beta}{\sqrt{2}} Y_{EFV}^{\dagger} \mu_R + \frac{v c_\beta}{\sqrt{2}} \mu_E Y_{EFV}^{\dagger} & \mu_E \mu_R - \frac{v c_\beta}{\sqrt{2}} \lambda_{SEi} Y_{EFV} \mu_R \\
-\frac{v c_\beta}{\sqrt{2}} Y_{EFV}^{\dagger} \mu_R & \frac{1}{\sqrt{2}} \lambda_{SEi} Y_{EFV} \mu_R & 0
\end{pmatrix}
\]

giving to leading order

\[
E_R = \begin{pmatrix}
1 & -p_R & q_R \\
p_R^\dagger & 1 & r_R \\
-q_R^\dagger & -r_R^\dagger & 1
\end{pmatrix}
\]

\[
-p_R^{ij} = -\frac{v}{\sqrt{2}} \left( \frac{1}{\mu_R^{ii}} \right)^2 \left[ \mu_E Y_{EFV} \right]^{ij}
\]

\[
-q_R^{ij} = -\frac{v c_\beta}{\sqrt{2} \mu_R^{ii}} \left[ \mu_R^{i} Y_{EFV} \right]^{ij}
\]

\[
r_R^{ij} = -\frac{v c_\beta}{\sqrt{2} \mu_R^{ii}} \lambda_{SEi} Y_{EFV}^{\dagger}
\]
1. Couplings

To calculate the flavour constraints we must determine the couplings which lead to LFV. The new ones come from the Yukawa couplings where Higgs and charged Higgs exchanges contribute, and via gauge couplings when the sfermions contribute. There is also a contribution from $Z$ exchange. To better compute these, we need a basis of Dirac fermions:

$$e_{4,5}^L \equiv \hat{e}_i, \quad e_6^L \equiv r_u^-, \quad e_{4,5}^R \equiv \hat{e}_i^+, \quad e_6^R \equiv r_d^+,$$

and then we write

$$\bar{e}_i P_L e_j = e_i^L e_j^L,$$
$$\bar{e}_i P_R e_j = e_i^R e_j^R,$$
$$(r_u^- \hat{e}_i^+) = e_{i+3} P_L e_6.$$

(B8)

Since in this paper we have very little mixing between the lightest Higgs and the other neutral eigenstates, and moreover the charged/heavy Higgs have substantially higher masses, we can to a first approximation just take the lightest Higgs’ couplings. There we have

$$W \supset -\frac{1}{\sqrt{2}}c_\beta \sqrt{2}d_i \bar{e}_i P_L e_i - \frac{1}{\sqrt{2}}c_\beta \sqrt{2}d_i \bar{e}_i P_R e_i + \frac{1}{\sqrt{2}}(v + h)s_\beta Y_{\hat{E}i} R^+_i \hat{E}_i^-$$
$$+ \frac{1}{\sqrt{2}}(v + h)c_\beta Y_{\hat{E}i} e_i^L \hat{E}_i^+ + \frac{1}{\sqrt{2}}(v + h)c_\beta Y_{\hat{E}i} e_i^R \hat{E}_i^-.$$

(B10)

Expanding we have for the first line

$$L \supset -\frac{1}{\sqrt{2}}(v + h)c_\beta \left[ Y_{\hat{E}i} \bar{e}_{i+3} P_L e_6 - t_\beta Y_{\hat{E}i} \bar{e}_6 P_L e_{i+3} + Y^+_{\hat{E}i} \bar{e}_6 P_R e_{i+3} - t_\beta Y^+_{\hat{E}i} \bar{e}_{i+3} P_R e_6 \right].$$

(B11)

and for the second

$$L \supset -\frac{1}{\sqrt{2}}h c_\beta \left[ Y_{L_{LFV}} \bar{e}_{j+3} P_L e_i + \bar{Y}_{L_{LFV}} \bar{e}_6 P_R e_i + Y_{E_{LFV}} \bar{e}_i P_L e_6 + \bar{Y}_{E_{LFV}} e_{i+3} P_R e_6 \right].$$

(B12)

We write the usual Yukawas in this basis

$$L \supset -\frac{h c_\beta}{\sqrt{2}} d_i \bar{e}_i P_L e_i - \frac{h c_\beta}{\sqrt{2}} d_i \bar{e}_i P_R e_i.$$

(B13)

Let us write this in matrix form

$$L \supset -\frac{h c_\beta}{\sqrt{2}} \left[ L_{ij} \bar{e}_i P_L e_j + R_{ij} \bar{e}_i P_R e_j \right].$$

(B14)
where now
\[
L = \begin{pmatrix}
0 & -t_\beta Y_E^c & 0 \\
Y_E & 0 & Y_{LFV}^T \\
Y_{EFV} & 0 & d
\end{pmatrix},
\]
\[
R = \begin{pmatrix}
0 & Y_E^\dagger & Y_{EFV}^\dagger \\
-t_\beta Y_E^c & 0 & 0 \\
Y_{EFV}^* & 0 & d
\end{pmatrix}.
\] (B15)

We must then transform these according to \(L \to E_L^\dagger LE_L, R \to E_R^\dagger RE_R\) and consider the off-diagonal couplings:
\[
L \supset -\frac{h c_\beta}{\sqrt{2}} \left[ L'_{i+3,j} \bar{e}_{i+3} p_L e_j + R'_{i+3,j} \bar{e}_{i+3} p_R e_j + h.c. \right].
\] (B16)

So
\[
L'_{ij} = t_\beta Y_E^c q_L^i - p_L Y_{LFV}^T, \quad L'_{i+3j} \to Y_{LFV}^T + Y_E r_L + ..., \quad R'_{ij} = Y_{EFV}^\dagger + Y_E r_R + ..., \quad R'_{i+3j} = -p^\dagger_R Y_{EFV}^\dagger - t_\beta Y_E^c q_R.
\] (B17)

2. Constraints

a. \(\mu \to e\gamma\)

The relevant amplitude/effective operator, using \(\sigma^{\mu\nu} \equiv \frac{i}{2} [\gamma^{\mu}, \gamma^{\nu}]\), has the structure [72]:
\[
A_{ij} = e_\epsilon^i e^c_j \left[ i \sigma^{\mu\nu} q_\nu (\sigma_L P_L + \sigma_R P_R) + \delta_\mu_\nu \Delta_L + \delta_\lambda_\nu \Delta_R \right] e_j,
\] (B18)

where \(e\) is the electromagnetic coupling and \(e_i\) are the fermions; \(q_\nu\) is the momentum of the outgoing photon and \(\Delta_L, \Delta_R\) vanish on shell.

Now we require the results of the amplitudes. While there are two types of amplitudes, namely involving \(L^* L\) or \(R^* R\) couplings and the \(L^* R\) or \(R^* L\) amplitudes, the latter are enhanced by a mass insertion of the heavy fermion; the former are proportional to the light fermion mass while the latter are proportional to the mass of the heavy fermion. Hence the Higgs-mediated contribution gives generically
\[
\sigma_L \to \frac{2i}{16\pi^2 m_f} \sum_k L^*_{k2} R_{k1} \frac{1}{m_k} \frac{(t_k - 3)(t_k - 1) + 2 \log t_k}{4(t_k - 1)^3}
\]
\[
\to \frac{i}{m_f \geq m_h} \frac{32\pi^2}{32\pi^2} \sum_k L^*_{k2} R_{k1} \frac{1}{m_k}
\]
\[
\sigma_R \to \frac{i}{m_f \geq m_h} \frac{32\pi^2}{32\pi^2} \sum_k R^*_{k2} L_{k1} \frac{1}{m_k},
\] (B19)
where \( t_k = \frac{m_k^2}{m_h^2}, x_k = \frac{m_k}{m_k^2} \). Then this gives
\[
\Gamma(\mu \rightarrow e\gamma) = \frac{(m_\mu^2 - m_e^2)^3(|\sigma_L|^2 + |\sigma_R|^2)}{16\pi m_\mu^3} e^2 
\approx \frac{\alpha}{4} m_\mu^3 (|\sigma_L|^2 + |\sigma_R|^2). \tag{B20}
\]
Since the limit is
\[
\text{Br}(\mu \rightarrow e\gamma) < 2.4 \times 10^{-12} 
\text{Br}(\mu \rightarrow 3e) < 1.0 \times 10^{-12} 
\Gamma(\mu \rightarrow X) \approx \Gamma(\mu \rightarrow e\nu_\mu\bar{\nu}_e) 
= 3 \times 10^{-10} \text{GeV} \tag{B21}
\]
we have
\[
\sigma_{L,R} < 5.8 \times 10^{-13} \text{GeV}^{-1}. \tag{B22}
\]
Hence if the heavy fermions all have similar masses \( \mu_E \sim \mu_R \equiv \mu_{E,R} \sim \text{TeV} \), we need
\[
R^* L \lesssim 1.8 \times 10^{-7} \left( \frac{\mu_{E,R}}{\text{TeV}} \right) Y_{\text{EFV}} Y_{\text{LFV}} Y_{\tilde{E}} \left( \frac{v}{\mu_{E,R}} \right) 
\approx Y_{\text{EFV}} Y_{\tilde{E}} \left( \frac{v_S}{\mu_{E,R}} + \frac{\lambda_{\text{TLR}}}{\mu_{E,R}} \frac{v_T}{\mu_{E,R}} \right) 
\approx Y_{\text{LFV}} Y_{\tilde{E}} \left( \frac{v_S}{\mu_{E,R}} \right) \tag{B23}
\]
and hence if all the couplings are of a similar order of magnitude then
\[
Y_{\text{EFV}} \sim Y_{\text{LFV}} \sim Y_{\tilde{E}} \lesssim 10^{-2} \left( \frac{\mu_{E,R}}{\text{TeV}} \right)^{2/3} 
\lambda_{\text{SLR}} \sim \lambda_{SE} \lesssim 10^{-2} \left( \frac{\mu_{E,R}}{\text{TeV}} \right)^{2/3} \left( \frac{v}{v_{S,T}} \right) 
\lambda_{\text{TLR}} \lesssim \mathcal{O}(1) \left( \frac{\mu_{E,R}}{\text{TeV}} \right)^{2/3} \left( \frac{\text{GeV}}{v_T} \right), \tag{B24}
\]
which is very mild when we consider that these should be equivalent to off-diagonal Yukawa couplings. In particular, since we know that \( v_T < \mathcal{O}(\text{GeV}) \) from electroweak precision data, we find that \( \lambda_{\text{TLR}} \) is essentially unconstrained by this process.

### b. Electron electric dipole moment

The recently improved bound of the electron dipole moment \[73\] of
\[
|d_e| < 8.9 \times 10^{-29} \text{e cm} = 4.5 \times 10^{-15} \text{e GeV}^{-1} \tag{B25}
\]
places a restriction on our model similar in nature to that from $\mu \rightarrow e\gamma$:

$$|\text{Im}(\sigma_{L,R})| < 2.3 \times 10^{-15}\text{GeV}^{-1}, \quad (B26)$$

which then corresponds to a bound on the imaginary part of the product of three couplings. For arbitrary complex phases we have

$$Y_{\text{EFV}} \sim Y_{\text{LFV}} \sim Y_{\tilde E} \sim Y_{\tilde\tilde E} \lesssim 10^{-3} \left(\frac{\mu_{E,R}}{\text{TeV}}\right)^{2/3}, \quad (B27)$$

and

$$\lambda_{\text{SLR}} \sim \lambda_{\text{SE}} \sim \lambda_{\text{TLR}} \lesssim 10^{-3} \left(\frac{\mu_{E,R}}{\text{TeV}}\right)^{2/3} \left(\frac{v}{v_S}\right)$$

$$\lambda_{\text{TLR}} \lesssim \mathcal{O}(0.1) \left(\frac{\mu_{E,R}}{\text{TeV}}\right)^{2/3} \left(\frac{\text{GeV}}{v_T}\right), \quad (B28)$$

i.e. this is now the strongest constraint on the model, although again $\lambda_{\text{TLR}}$ is barely constrained – but note that for purely real couplings the constraint disappears.

### c. $\mu \rightarrow 3e$

For this process, we need to consider the couplings to the $Z$ and the photon. These come from

$$\mathbf{L} \supset \sum_i Q_i e A_{\mu} \bar{\psi}_i \gamma^\mu \psi_i + \frac{e}{c_W s_W} Z_{\mu} \bar{\psi}_i \gamma^\mu [(P_L - s^2_W) \bar{\epsilon}_6 e_6 + (P_R - s^2_W) \bar{\epsilon}_1 e_1] \quad (B29)$$

Now, however, not all of the left-handed or right-handed leptons have the same $T_3$, since we now have $e_{\mu,5}^L$ with $T_3 = 0$. We then write

$$j_Z \supset \bar{\epsilon}_i \gamma^\mu \left(\frac{1}{2} - s^2_W\right) P_L - s^2_W P_R \bar{\epsilon}_i e_i + \bar{\epsilon}_6 \gamma^\mu e_6 + \sum_{i=4,5} -s^2_W \bar{\epsilon}_i \gamma^\mu e_i$$

$$\supset \sum_i \bar{\epsilon}_i \gamma^\mu \left(\frac{1}{2} P_L - s^2_W\right) e_i + \bar{\epsilon}_6 \gamma^\mu e_6 + \frac{1}{2} \bar{\epsilon}_i \gamma^\mu \bar{\epsilon}_i \gamma^\mu P_R e_j - \frac{1}{2} \bar{\epsilon}_i \gamma^\mu \bar{\epsilon}_i \gamma^\mu P_L e_j. \quad (B30)$$

These then give two separate sources of flavour violation.

If we write

$$\mathbf{L} \supset -\frac{e}{2 c_W s_W} \left[c_L \bar{\epsilon}_2 \gamma^\mu P_L e_1 + c_R \bar{\epsilon}_2 \gamma^\mu P_R e_1 + c_L \bar{\epsilon}_1 \gamma^\mu P_L e_2 + c_R \bar{\epsilon}_1 \gamma^\mu P_R e_2\right], \quad (B31)$$
we find
\[
\Gamma(\mu \to 3e) = \frac{m_\mu^5 \alpha^2}{1536\pi M_Z^2 c_W^4 s_W^4} \left[ 2|c_L|^2(1 - 4s_W^2 + 6s_W^2) + |c_R|^2(1 - 4s_W^2 + 12s_W^2) \right].
\]  
(B32)

Defining
\[
\kappa_L \equiv -\frac{1}{2} + s_W^2 \quad \kappa_R \equiv s_W^2
\]  
(B33)

this becomes
\[
\Gamma(\mu \to 3e) = \frac{m_\mu^5 \alpha^2}{1536\pi M_Z^2 c_W^4 s_W^4} \left[ 4|c_L|^2(2\kappa_L^2 + \kappa_R^2) + 4|c_R|^2(\kappa_L^2 + 2\kappa_R^2) \right].
\]  
(B34)

Applying to our case, we have
\[
c_L = q_L^k q_L^{1k}
\]
\[
= \frac{1}{2} v^2 c_\beta \frac{Y_{LFV}^{2k} Y_{LFV}^{1k}}{(\mu_E^k)^2}
\]
\[
c_R = -q_R^k q_R^{1k}
\]
\[
\quad = -\frac{1}{2} v^2 c_\beta \frac{Y_{EFV}^{2k} Y_{EFV}^{1k}}{\mu_R^2},
\]  
(B35)

and thus, using \(M_Z^2 = \frac{v^2}{4} c_W^2 s_W^2 = \frac{\pi \alpha}{c_W s_W} \)
\[
\Gamma(\mu \to 3e) = \frac{m_\mu^5 c_\beta}{1536\pi^3} \left[ \frac{Y_{LFV}^{2k} Y_{LFV}^{1k}}{(\mu_E^k)^2} \right]^2 (2\kappa_L^2 + \kappa_R^2) + |Y_{EFV}^{2k} Y_{EFV}^{1k}|^2 (\kappa_L^2 + 2\kappa_R^2) \right].
\]  
(B36)

This provides a similar constraint on the couplings to before. Putting all masses to a TeV, we find
\[
BR(\mu \to 3e) = 2 \times 10^{-4} \frac{c_\beta}{(\mu_{E,R})^4} \left[ |Y_{LFV}^{2k} Y_{LFV}^{1k}|^2 + |Y_{EFV}^{2k} Y_{EFV}^{1k}|^2 \right] \left( \frac{\text{TeV}}{\mu_{E,R}} \right)^4
\]  
(B37)

and so
\[
|Y_{LFV}^{2k} Y_{LFV}^{1k}|^2 \lesssim 10^{-8} \left( \frac{\text{TeV}}{\mu_{E,R}} \right)^4
\]
\[
Y_{LFV}^{ik} \sim Y_{EFV}^j \lesssim 10^{-2} \left( \frac{\text{TeV}}{\mu_{E,R}} \right),
\]  
(B38)

which can even be relaxed a little for large \(\tan \beta\).
Appendix C: Implementation in SARAH

To perform the phenomenological studies described in V we implemented the model in the spectrum generator SARAH [55–60] from which we produced SPheno [61, 62] code. The new states of eq. 2 together with the MSSM particle contents and the adjoints superfields are defined in the SARAH mode file by

\[
\text{Fields}[[1]] = \{\{\text{uL, dL}\}, 3, q, 1/6, 2, 3\};
\]

\[
\text{Fields}[[8]] = \{s, 1, S, 0, 1, 1\};
\]

\[
\text{Fields}[[9]] = \{\{\text{T0}/\text{Sqrt}[2], \text{Tp}\}, \{\text{Tm}, -\text{T0}/\text{Sqrt}[2]\}\}, 1, T, 0, 3, 1\};
\]

\[
\text{Fields}[[10]] = \{\{\text{Oc}\}, 1, \text{oc}, 0, 1, 8\};
\]

\[
\text{Fields}[[11]] = \{\{\text{Ru0, Rum}\}, 1, \text{ru}, -1/2, 2, 1\};
\]

\[
\text{Fields}[[12]] = \{\{\text{Rdp, Rd0}\}, 1, \text{rd}, 1/2, 2, 1\};
\]

\[
\text{Fields}[[13]] = \{\text{conj[ER1]}, 2, \text{er1}, 1, 1, 1\};
\]

\[
\text{Fields}[[14]] = \{\text{conj[ER2]}, 2, \text{er2}, -1, 1, 1\};
\]

and the superpotential of eq. (5) is given as

\[
\text{SuperPotential} = \{\{1, \text{Yu}\}, \{\text{u, q, Hu}\}\}, \{-1, \text{Yd}\}, \{\text{d, q, Hd}\}\},
\]

\[
\{-1, \text{Ye}\}, \{\text{e, 1, Hd}\}\}, \{1, \text{\Lambda}u\}, \{\text{Hu, Hd}\}\},
\]

\[
\{1, \text{\lambda}\}, \{\text{S, \text{Hd}, Hu}\}\}, \{1, \text{LT}\}, \{\text{Hd, T, Hu}\}\},
\]

\[
\{1, \text{L1}\}, \{\text{S}\}\}, \{1/2, \text{MS}\}, \{\text{S, S}\}\}, \{1/3, \text{\kappa}\}, \{\text{S, S, S}\}\},
\]

\[
\{1/2, \text{MT}\}, \{\text{T, T}\}\}, \{1/2, \text{LS}\}, \{\text{S, T, T}\}\}, \{1/2, \text{MO}\}\}
\]

Finally, one has to enable the Dirac gaugino mass terms which are suppressed by default:

\[
\text{AddDiracGauginos} = \text{True};
\]

This information is already sufficient for SARAH to calculate the entire two-loop RGEs. Thus, with small modifications it was possible to check the behavior of the other models mentioned in the introduction with respect to the running at one- and two-loop.

For a study of the mass spectrum one has to define in addition the decomposition of complex scalars after EWSB and the rotation to the mass eigenstates. The corresponding lines in the model file read
Based on this input SARAH analytically derives the minimum conditions of the vacuum, the mass matrices and the full one-loop corrections of all states. For a numerical study one can export this information to SPheno using the MakeSPheno[] command of SARAH.

MakeSPheno needs as additional input the free parameters in the model, the chosen boundary conditions as well as the parameters which are fixed by the minimisation of the vacuum. The canonical choices of solutions for the MSSM tadpole equations are $m^2_{H_u}, m^2_{H_d}$ or $\mu, B_\mu$ because they are linear and in the latter case do not enter into the RGEs for the soft masses. However, in our model the equivalent choices would be $m^2_{S}, m^2_{T}$ or $B_S, B_T$. We find that both of these are inconvenient:

- In the first case, because we are searching for models with large $\lambda_S$, the value of $m_S$ has a very large impact upon the RGEs so the solution we find will vary dramatically from one iteration to the next – so much so that it becomes difficult to find solutions at all.

- In the second case, there will often be no stable solution, because large values of $B_S, B_T$ lead to tachyonic adjoint scalars.
We chose instead to solve the tadpole equations for $m_{H_u}^2$, $m_{H_d}^2$, $v_S$ and $v_T$. Since the equations are cubic in the VEVs this demands a numerical method which is now available from version 4 of SARAH. The corresponding lines read

```
MINPAR = { {1,m0}, 
    {3,TanBeta}, 
    {7,MDirac}, 
    {8,MBilinear} );
EXTPAR = { 
    { 61, LambdaInput },
    { 161, LambdaTInput },
    { 71, LambdaSRInput },
    { 171, LambdaTRInput },
    { 81, LambdaSTInput });
ParametersToSolveTadpoles = {mHu2,mHd2,vT,vS};
BoundaryHighScale={
    ... 
    {[Lambda], LambdaInput},
    {LT, LambdaTInput},
    {LS, LambdaSTInput},
    ... 
    {mq2, DIAGONAL m0^2},
    {ml2, DIAGONAL m0^2},
    {md2, DIAGONAL m0^2},
    {mu2, DIAGONAL m0^2},
    ... 
    {MDWHT, MDirac},
    {MDBS, MDirac},
    {MDGoc, MDirac} );
```

Adjusting these lines allows the numerical setup to be easily changed and to study different variants of the model. We will make full input files for SARAH public in the future by including them in the SARAH distribution.

MakeSPheno generates Fortran code which is copied to a new subdirectory of SPheno version 3.1 or above. This new module provides a precise spectrum generator for our new model with interesting features:

- Running of all RGEs at two-loop including flavour effects.
- Including of all thresholds in the given model at $M_Z$ to obtain the initial values of the
gauge and Yukawa coupling for the RGE running.

- Calculation of the mass spectrum at one-loop in 't Hooft gauge including the effect of the external momenta.

- Calculation of precision observables like $\Delta \rho$, $b \to s\gamma$ and $B^0 \to l\bar{l}$.

Compared to the precision which public spectrum generators provide for the MSSM the main drawback is the missing two-loop corrections. However, this will also be improved in the future [76]. In addition, we have modified the produced source code to increase the numerical stability. The changes are:

- Increasing the maximum number of iterations before SPheno stops because of tachyons; it often occurs that early iterations include tachyons while the code can eventually settle on a stable solution. Indeed, changing the values of $v_S, v_T$ changes the values of couplings, and so this is to be expected. However, to avoid needless looping over hopeless parameter points which will never converge, we set a limit on the number of consecutive tachyonic iterations.

- Input of the parameters $\lambda_S, m_S$ at the SUSY scale rather than the GUT scale. As mentioned in the text, this is due to the large sensitivity to these parameters on running. However, we ensure that all couplings are perturbative at the GUT scale.

- Hybrid version of solution of tadpole equations. Since we set many couplings to zero in the scans (particularly the R-symmetry-violating superpotential couplings) then attempting to solve all four tadpole equations by brute force with Broyden’s method fails due to a degenerate Jacobian: the equations for $v_S, v_T$ do not depend on $m^2_{H_u,d}$. Hence instead we solve first for $v_S, v_T$ and then solve the resulting linear equations for $m^2_{H_u,d}$ analytically (this meant in fact originally setting the solutions to the tadpoles in SARAH to be $\{m_{H_u2}, m_{H_d2}, m_{S2}, m_{T2}\}$ and adding the Broyden routine by hand). Since in the limit we are considering the equations for $v_S, v_T$ are almost linear this guarantees an accurate and fast solution.

- Addition of single line interface so that the code can be called by passing command-line parameters rather than a Les Houches Input file; the major advantage of our scenario is that we have only a few parameters, and this method of calling the program removes
the need for reading and writing input files, potentially accelerating the scan but also simplifying the checking of parameter points.

Because of these modifications the Fortran code and model files can be obtained upon request from the authors.

Appendix D: RGEs

In this appendix we present the RGEs for the model after making the simplification that the Yukawa couplings are only non-zero for the third generation (so $y_t$, $y_b$ and $y_\tau$) and that the first two generations of soft masses are degenerate, but differing from the third, denoting the soft squark and slepton masses $m_{Q[i]}$, $m_{U[i]}$, $m_{D[i]}$, $m_{L[i]}$, $m_{E[i]}$ where $i$ is the generation; for brevity we also set the couplings $Y_{E_i}$, $Y_{\tilde{E}_i}$, $Y_{ij}^{LFV}$ to zero.

The purpose of these is to understand the RG flows; for example, it is well known that it is not possible to completely decouple the first two generations of squarks or sleptons due to their contribution at two-loops (via the trace terms). In this model we also find a similar effect for the octet scalar mass - which does not contribute to other RGEs at one loop.

1. Gauge Couplings

\[
\begin{align*}
\beta_{g_1}^{(1)} &= \frac{48}{5} g_1^3 \\
\beta_{g_1}^{(2)} &= \frac{1}{25} g_1^3 \left(352 g_1^2 + 5 \left(-14 y_b^2 - 18 y_\tau^2 - 26 y_t^2 + 36 g_3^2 - 6 \lambda_S^2 - 6 \lambda_{SR}^2 \right) + 88 g_3^2 - 9 \lambda_T^2 - 9 \lambda_{TR}^2 \right) - 60 \text{Tr} \left( \lambda_{SE} \lambda_{SE}^T \right) \\
\beta_{g_2}^{(1)} &= 4 g_2^3 \\
\beta_{g_2}^{(2)} &= \frac{1}{5} g_2^3 \left(12 g_1^2 + 5 \left(24 g_3^2 - 2 \lambda_S^2 - 2 \lambda_{SR}^2 - 2 y_\tau^2 + 56 g_2^2 - 6 y_b^2 - 6 y_t^2 - 7 \lambda_T^2 - 7 \lambda_{TR}^2 \right) \right) \\
\beta_{g_3}^{(1)} &= 0 \\
\beta_{g_3}^{(2)} &= \frac{1}{5} g_3^3 \left(11 g_1^2 + 5 \left(-4 \left(y_b^2 + y_t^2 \right) + 68 g_3^2 + 9 g_2^2 \right) \right)
\end{align*}
\]

We will endeavour to make a version available for general release in the future.
2. Dirac gaugino masses

\[ \beta_{m_{D1}}^{(1)} = \frac{2}{5} m_{D1} \left( 24 g_1^2 + 5 \left( \lambda_{3R}^2 + \lambda_5^2 \right) \right) + m_{D1} \text{Tr} \left( \lambda_{SE} \lambda_{SE}^T \right) \]  
\[ \beta_{m_{D1}}^{(2)} = \frac{1}{25} m_{D1} \left( 352 g_1^4 + 5 g_1^2 \left( -14 y^2 - 18 y_T^2 - 26 y_t^2 + 36 g_2^2 + 88 g_3^2 - 9 \lambda_T^2 - 9 \lambda_T^2 \right) - 50 \left( 2 \lambda_{3R}^2 - 3 g_2^2 \left( \lambda_{3R}^2 + \lambda_5^2 \right) + 3 \lambda_{3R}^2 \lambda_T^2 + \lambda_5^2 \left( 2 \lambda_5^2 + 3 \lambda_T^2 + 3 y_b^2 + 3 y_t^2 + y_T^2 \right) \right) - 50 \text{Tr} \left( \lambda_{SE} \lambda_{SE}^T \lambda_{SE} \lambda_{SE}^T \right) \]  
\[ \beta_{m_{D2}}^{(1)} = m_{D2} \left( \lambda_{3R}^2 + \lambda_5^2 \right) \]  
\[ \beta_{m_{D2}}^{(2)} = \frac{1}{5} m_{D2} \left( 3 g_1^2 \left( 4 g_2^2 + \lambda_T^2 \right) + 5 \left( 88 g_2^4 - 2 \lambda_{3R}^2 \lambda_T^2 - 3 \lambda_T^2 - 3 y_b^2 \lambda_T^2 - 3 y_T^2 \right) + g_2^2 \left( -2 \left( 3 y_b^2 + 3 y_t^2 + 4 \lambda_T^2 + 4 \lambda_T^2 + \lambda_{3R}^2 + y_T^2 + \lambda_5^2 \right) + 24 g_5^2 \right) \right) \]  
\[ \beta_{m_{D3}}^{(1)} = -6 g_3^2 m_{D3} \]  
\[ \beta_{m_{D3}}^{(2)} = \frac{1}{5} g_3^2 m_{D3} \left( 11 g_1^2 + 5 \left( 104 g_3^3 - 4 y_b^2 + 4 y_T^2 + 9 g_2^2 \right) \right) \]  

3. Yukawa couplings

\[ \beta_{y_t}^{(1)} = -3 g_2^2 y_t + 6 y_t^4 \left( -\frac{13}{15} g_1^2 y_t - \frac{16}{3} g_3^2 y_t + \frac{3}{2} y_t \lambda_T^2 + y_b^2 y_t + y_t \lambda_5^2 \right) \]  
\[ \beta_{y_t}^{(2)} = \frac{3913}{450} g_1^4 y_t + \frac{33}{2} g_2^4 y_t + 8 g_2^2 g_3^2 y_t + \frac{128}{9} g_3^4 y_t - 5 y_b^2 y_t - y_b y_T^2 - y_T^2 + 6 g_2^2 y_t^3 + 16 g_3^2 y_t^3 - 5 y_b^2 y_t^3 - 22 y_t^5 + \frac{1}{45} g_1^2 y_t^3 \left( 136 g_3^3 + 18 y_b^2 + 45 g_2^2 + 54 y_t^2 \right) - 2 \lambda_{SR}^2 y_t \lambda_5^2 - 4 y_b^2 y_t \lambda_5^2 - y_T^2 \lambda_5^2 - 3 y_t^3 \lambda_5^2 - 3 y_b^2 y_t \lambda_T^2 - 3 y_T^2 \lambda_T^2 - 6 y_b^2 y_T \lambda_T^2 - \frac{3}{2} y_T^2 y_b \lambda_T^2 - \frac{3}{2} y_T^2 y_t \lambda_T^2 - y_T^2 \lambda_T^2 \]  
\[ \beta_{y_T}^{(1)} = y_T \left( -3 g_3^2 + 6 y_b^2 - \frac{16}{3} g_3^3 + \frac{3}{2} \lambda_T^2 - \frac{7}{15} g_1^2 + y_T^2 + y_t^2 + \lambda_5^2 \right) \]  
\[ \beta_{y_T}^{(2)} = \frac{413}{90} g_1^4 y_T + \frac{33}{2} g_2^4 y_T + 8 g_2^2 g_3^2 y_T + \frac{128}{9} g_3^4 y_T + 6 g_2^2 y_T^3 + 16 g_3^2 y_T^3 - 22 y_T^5 - 3 y_b^3 y_T^2 - 3 y_b^3 y_T^2 - 5 y_b^4 y_T^4 + \frac{1}{45} g_1^2 y_T^3 \left( 18 \left( 2 y_T^2 + 3 y_T^2 + y_T^2 \right) + 40 g_3^3 + 45 g_2^2 \right) - 2 \lambda_{SR}^2 y_b \lambda_5^2 \]
\[ \beta^{(1)}_{y_T} = y_T \left( -3g_2^4 - 4g_6^2 + 4g_2^2 + \frac{3}{2} \lambda_T^2 - \frac{9}{5} g_1^2 + \lambda_S^2 \right) \]
\[ \beta^{(2)}_{y_T} = -\frac{1}{20} y_T \left( -378g_1^4 - 4g_T^4 \left( -3y_5^2 + 6y_2^2 + 9g_2^2 \right) \right) + 5 \left( -66g_2^4 - 64g_6^2y_T^2 + 36y_4^2 + 36y_6^2y_T^2 + 12y_6^2y_T^2 + 8\lambda_{SR}^2\lambda_S^2 + 12y_T^2\lambda_S^2 + 12y_T^2\lambda_S^2 \right) + 12\lambda_T^4 + 6\lambda_{TR}^2\lambda_T^2 + 18y_T^2\lambda_T^2 + 18y_T^2\lambda_T^2 + 12\lambda_T^2 \lambda_T^2 + 15\lambda_T^2 + 24g_2^2 \left( y_T^2 + \lambda_T^2 \right) + 20\lambda_T^2 \left( \lambda_{SE} \lambda_{SE}^T \right) \]
\[ \beta^{(1)}_{\lambda_T} = -\frac{3}{5} g_1^2 \lambda_T + \lambda_T \left( 2\lambda_T^2 + 3y_6^2 + 3y_T^2 + 4\lambda_T^2 - 7g_2^2 + \lambda_{T^2 R} + y_T^2 \right) \]
\[ \beta^{(2)}_{\lambda_T} = -\frac{1}{50} \lambda_T \left( -297g_1^4 - 10g_1^2 \left( -2y_6^2 + 3\lambda_T^2 + 3\lambda_{T^2 R} + 4y_T^2 + 6y_T^2 - 9g_2^2 \right) \right) \]
\[ \beta^{(1)}_{\lambda_{SR}} = -\frac{3}{5} g_1^2 \lambda_{SR} + \lambda_{SR} \left( 2\lambda_{SR}^2 - 3g_2^2 + 3\lambda_{T^2 R} + 4\lambda_{SR}^2 \right) + \lambda_{SR} \left( \lambda_{SE} \lambda_{SE}^T \right) \]
\[ \beta^{(2)}_{\lambda_{SR}} = -\frac{1}{50} \lambda_{SR} \left( -297g_1^4 - 90g_1^2 \left( -2y_6^2 + 3\lambda_T^2 + 3\lambda_{T^2 R} + 4y_T^2 + 6y_T^2 - 9g_2^2 \right) \right) \]
\[ -25 \left( 97g_2^4 - 4\lambda_{SR}^2 \lambda_{T^2 R} - 6\lambda_{T^2 R} - 32g_3^2y_6^2 - 18y_T^4 - 6y_T^4 + 32g_3^2y_T^2 - 12y_T^2y_T^2 - 18y_T^4 \right) - 8\lambda_{SR}^2 \lambda_S^2 - 6y_2^2 \lambda_S^2 - 2y_T^2 \lambda_S^2 - 6y_T^2 \lambda_S^2 - 12\lambda_S^4 - 6\lambda_T^2 \lambda_T^2 - 15\lambda_T^2 \lambda_T^2 - 5y_T^2 \lambda_T^2 + 15y_T^2 \lambda_T^2 - 16\lambda_T^2 \lambda_T^2 - 21\lambda_T^2 - 3y_T^2 \lambda_T^2 \]
\[ + 100\lambda_T^2 \left( \lambda_{SE} \lambda_{SE}^T \right) \]
\[ \beta^{(1)}_{\lambda_{SR}} = -\frac{3}{5} g_1^2 \lambda_{SR} + \lambda_{SR} \left( 2\lambda_{SR}^2 - 3g_2^2 + 3\lambda_{T^2 R} + 4\lambda_{SR}^2 \right) + \lambda_{SR} \left( \lambda_{SE} \lambda_{SE}^T \right) \]
\[ \beta^{(2)}_{\lambda_{SR}} = -\frac{1}{50} \lambda_{SR} \left( -297g_1^4 - 90g_1^2 \left( -2y_6^2 + 3\lambda_T^2 + 3\lambda_{T^2 R} + 4y_T^2 + 6y_T^2 - 9g_2^2 \right) \right) \]
\[ -25 \left( 97g_2^4 - 4\lambda_{SR}^2 \lambda_{T^2 R} - 6\lambda_{T^2 R} - 32g_3^2y_6^2 - 18y_T^4 - 6y_T^4 + 32g_3^2y_T^2 - 12y_T^2y_T^2 - 18y_T^4 \right) - 8\lambda_{SR}^2 \lambda_S^2 - 6y_2^2 \lambda_S^2 - 2y_T^2 \lambda_S^2 - 6y_T^2 \lambda_S^2 - 12\lambda_S^4 - 6\lambda_T^2 \lambda_T^2 - 15\lambda_T^2 \lambda_T^2 - 5y_T^2 \lambda_T^2 + 15y_T^2 \lambda_T^2 - 16\lambda_T^2 \lambda_T^2 - 21\lambda_T^2 - 3y_T^2 \lambda_T^2 \]
\[ + 100\lambda_T^2 \left( \lambda_{SE} \lambda_{SE}^T \right) \]
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\[ \beta_{\lambda_{TR}}^{(1)} = -\frac{3}{5} g_1^2 \lambda_{TR} + \lambda_{TR} \left( 2 \lambda_{SR}^2 + 4 \lambda_{TR}^2 - 7 g_2^2 + \lambda_T^2 \right) \]  
(D24)

\[ \beta_{\lambda_{TR}}^{(2)} = -\frac{1}{50} \lambda_{TR} \left( -297 g_1^4 - 30 g_2^2 \left( 3 g_2^2 + \lambda_{TR}^2 + \lambda_T^2 \right) \right) 
- 25 \left( 97 g_2^4 - 12 \lambda_{SR}^4 - 16 \lambda_{SR}^2 \lambda_{TR}^2 - 21 \lambda_{TR}^4 - 8 \lambda_{SR}^2 \lambda_T^2 - 6 \lambda_{TR}^2 \lambda_T^2 - 6 g_2^2 \lambda_T^2 - 2 g_2^2 \lambda_T^2 \right) 
- 6 g_2^2 \lambda_T^2 - 4 \lambda_{SR}^2 \lambda_T^2 - 6 \lambda_T^2 + g_2^2 \left( 22 \lambda_{TR}^2 - 2 \lambda_T^2 \right) \right) 
+ 100 \lambda_{SR}^2 \text{Tr} \left( \lambda_{SE} \lambda_{SE}^T \right) \]  
(D25)

\[ \beta_{\lambda_{SE}}^{(1)} = 2 \lambda_{SE} \lambda_{SE}^T \lambda_{SE} + \lambda_{SE} \left( 2 \left( \lambda_{SR}^2 + \lambda_S^2 \right) - \frac{12}{5} g_1^2 + \text{Tr} \left( \lambda_{SE} \lambda_{SE}^T \right) \right) \]  
(D26)

\[ \beta_{\lambda_{SE}}^{(2)} = -4 \lambda_{SR}^2 \lambda_{SE} \lambda_{SE}^T \lambda_{SE} + 4 \lambda_S^2 \lambda_{SE} \lambda_{SE}^T \lambda_{SE} - 2 \lambda_{SE} \lambda_{SE}^T \lambda_{SE} \lambda_{SE} + \text{Tr} \left( \lambda_{SE} \lambda_{SE}^T \right) \lambda_{SE} \lambda_{SE}^T \lambda_{SE} + \text{Tr} \left( \lambda_{SE} \lambda_{SE}^T \right) \lambda_{SE} \lambda_{SE}^T \lambda_{SE} + \text{Tr} \left( \lambda_{SE} \lambda_{SE}^T \right) \lambda_{SE} \lambda_{SE}^T \lambda_{SE} 
- \frac{2}{25} \lambda_{SE} \left( -324 g_1^4 + 50 \lambda_{SR}^4 - 15 \lambda_{SR}^2 \left( 5 g_2^2 - 5 \lambda_{TR}^2 + g_1^2 \right) + 50 \lambda_S^4 \right) 
+ 5 \lambda_S^2 \left( -3 g_1^2 + 5 \left( -3 g_2^2 + 3 \lambda_T^2 + 3 g_2^2 + 3 \lambda_T^2 + 3 g_2^2 + 3 \lambda_T^2 \right) \right) - 30 g_1^2 \text{Tr} \left( \lambda_{SE} \lambda_{SE}^T \right) 
+ 25 \text{Tr} \left( \lambda_{SE} \lambda_{SE}^T \lambda_{SE} \lambda_{SE}^T \right) \]  
(D27)

\[ + 100 \text{Tr} \left( \lambda_{SE} \lambda_{SE}^T \lambda_{SE} \lambda_{SE}^T \right) \]  
(D28)
4. Soft-Breaking Scalar Masses

\[ \sigma_{1,1} = \sqrt{3} \frac{g_1}{5} \left( 2m_{D[1,2]}^2 + 2m_{E[1,2]}^2 - 2m_{Q[1,2]}^2 - 2m_{U[3]}^2 - 4m_{U[1,2]}^2 \right) - \text{Tr}\left(m_E^2\right) \]

\[ \sigma_{2,1} = \frac{1}{10} g_1^2 \left[ 12m_{E[1,2]}^2 + 16m_{U[1,2]}^2 + 2m_{D[3]}^2 + 2m_{Q[1,2]}^2 + 3m_{H_d}^2 + 3m_{H_u}^2 + 3m_{L[3]}^2 \right] \]

\[ + 3m_{R_d}^2 + 3m_{R_u}^2 + 4m_{D[1,2]}^2 + 6\text{Tr}\left(m_E^2\right) + 6\text{Tr}\left(m_{E[3]}^2\right) + 6m_{E[3]}^2 + 6m_{L[1,2]}^2 + 8m_{U[3]}^2 + 8m_{Q[3]}^2 \]  

\[ \sigma_{3,1} = \frac{1}{20 \sqrt{15}} g_1 \left[ 4g_1^2 \left( 2m_{D[1,2]}^2 + m_{D[3]}^2 \right) + 80g_3^2 \left( 2m_{D[1,2]}^2 + m_{D[3]}^2 \right) \right] \]

\[ + 36g_1^2 \left( 2m_{E[1,2]}^2 + m_{E[3]}^2 \right) - 9g_1^2 m_{H_d}^2 - 45g_2^2 m_{H_d}^2 + 9g_1^2 m_{H_u}^2 \]

\[ + 45g_2^2 m_{H_u}^2 - 9g_1^2 \left( 2m_{L[1,2]}^2 + m_{L[3]}^2 \right) - 45g_2^2 \left( 2m_{L[1,2]}^2 + m_{L[3]}^2 \right) + g_1^2 \left( 2m_{Q[1,2]}^2 + m_{Q[3]}^2 \right) \]

\[ + 45g_2^2 \left( 2m_{Q[1,2]}^2 + m_{Q[3]}^2 \right) + 80g_3^2 \left( 2m_{Q[1,2]}^2 + m_{Q[3]}^2 \right) \]

\[ + 9g_1^2 m_{R_d}^2 + 45g_2^2 m_{R_d}^2 - 30\lambda_S^2 \left( -m_{R_u}^2 + m_{R_d}^2 \right) - 45\lambda_T^2 \left( -m_{R_u}^2 + m_{R_d}^2 \right) \]

\[ - 9g_1^2 m_{R_u}^2 - 45g_2^2 m_{R_u}^2 - 32g_1^2 \left( 2m_{U[1,2]}^2 + m_{U[3]}^2 \right) - 160g_3^2 \left( 2m_{U[1,2]}^2 + m_{U[3]}^2 \right) \]

\[ - 60m_{D[3]}^2 y_b^2 + 90m_{H_d}^2 y_b^2 - 30m_{Q[3]}^2 y_t^2 \]

\[ - 60m_{L[3]}^2 y_t^2 + 30m_{H_d}^2 y_t^2 + 30m_{L[3]}^2 y_t^2 - 90m_{H_u}^2 y_t^2 - 30m_{Q[3]}^2 y_t^2 + 120m_{U[3]}^2 y_t^2 \]

\[ + 30m_{H_d}^2 \lambda_S^2 - 30m_{H_u}^2 \lambda_S^2 \]

\[ + 45m_{H_d}^2 \lambda_T^2 - 45m_{H_u}^2 \lambda_T^2 + 36g_1^2 \text{Tr}\left(m_E^2\right) - 36g_2^2 \text{Tr}\left(m_{E[3]}^2\right) + 30\text{Tr}\left(\lambda_S m^2 E \lambda_T^T\right) \]

\[ - 30\text{Tr}\left(\lambda_S^T m_E^2 \lambda_T\right) \]  

\[ \sigma_{2,2} = \frac{1}{2} \left( 2m_{L[1,2]}^2 + 3m_{Q[3]}^2 + 6m_{Q[1,2]}^2 + 4m_{T}^2 + m_{H_d}^2 + m_{H_u}^2 + m_{L[3]}^2 + m_{R_d}^2 + m_{R_u}^2 \right) \]

\[ \sigma_{2,3} = 2m_{Q[1,2]}^2 + 3m_{Q[3]}^2 + \frac{1}{2} m_{D[3]}^2 + \frac{1}{2} m_{U[3]}^2 + m_{D[1,2]}^2 + m_{Q[3]}^2 + m_{U[1,2]} \]

\[ \beta^{(1)}_{m_{Q[1,2]}} = \frac{1}{\sqrt{15}} g_1 \sigma_{1,1} \]

\[ \beta^{(2)}_{m_{Q[1,2]}} = \frac{2}{15} \left( 4g_1^4 \sigma_{2,2} + 80g_3^4 \sigma_{2,3} + g_1 \left( 2\sqrt{15} \sigma_{3,1} + g_1 \sigma_{2,1} \right) \right) \]

\[ \beta^{(1)}_{m_{Q[3]}} = 2m_{H_d} y_b^2 + 2m_{H_u} y_t^2 + 2m_{D[3]} y_b^2 + 2m_{Q[3]} y_b^2 + 2m_{Q[3]} y_t^2 + 2m_{U[3]} y_t^2 + \frac{1}{\sqrt{15}} g_1 \sigma_{1,1} \]
\[ \beta_{m_{Q[3]}^2}^{(2)} = + \frac{4}{5} g_1^2 m_{Q[3]}^2 y_T^2 + \frac{4}{5} g_1^2 m_{Q[3]}^2 y_T^2 - 14 m_{D[3]}^2 y_T^4 - 8 m_{H_u}^2 y_T^4 - 14 m_{Q[3]}^2 y_T^4 - 2 m_{D[3]}^2 y_T^4 y_T^4 \\
+ \frac{8}{5} g_1^2 m_{H_u}^2 y_T^2 + \frac{8}{5} g_1^2 m_{Q[3]}^2 y_T^2 - 20 m_{H_u}^2 y_T^4 - 20 m_{Q[3]}^2 y_T^4 - 20 m_{U[3]}^2 y_T^4 \\
- 2 m_{Q[3]}^2 y_T^2 \lambda_S^2 - 2 m_{H_u}^2 y_T^2 \lambda_S^2 - 4 m_{Q[3]}^2 y_T^2 \lambda_S^2 - 2 m_{Q[3]}^2 y_T^2 \lambda_S^2 - 2 m_{U[3]}^2 y_T^2 \lambda_S^2 \\
- 3 m_{D[3]}^2 y_T^2 \lambda_T^2 - 3 m_{Q[3]}^2 y_T^2 \lambda_T^2 - 3 m_{H_u}^2 y_T^2 \lambda_T^2 - 6 m_{H_u}^2 y_T^2 \lambda_T^2 - 3 m_{Q[3]}^2 y_T^2 \lambda_T^2 - 3 m_{T}^2 y_T^2 \lambda_T^2 \\
- \frac{1}{5} y_T^2 \left(- 2 g_1^2 m_{H_d}^2 + 15 m_{D[3]}^2 y_T^2 + 30 m_{H_d}^2 y_T^2 + 15 m_{Q[3]}^2 y_T^2 + 5 m_{E[3]}^2 y_T^2 + 10 m_{H_d}^2 y_T^2 \\
+ 5 m_{L[3]}^2 y_T^2 - 3 m_{Q[3]}^2 y_T^2 \lambda_T^2 - 2 m_{Q[3]}^2 y_T^2 \lambda_T^2 - 2 m_{D[3]}^2 y_T^2 \lambda_T^2 \\
+ 5 \left(2 m_{H_d}^2 + m_{H_u}^2 + m_{S}^2 \right) \lambda_S^2 \right) + 15 \left(2 m_{H_d}^2 + m_{H_u}^2 + m_{T}^2 \right) \lambda_T^2 \\
+ \frac{2}{15} \left(4 g_2^4 \sigma_{2,2} + 80 g_3^4 \sigma_{2,3} + g_1 \left(2 \sqrt{15} \sigma_{3,1} + g_1 \sigma_{2,1} \right) \right) \] (D37)

\[ \beta_{m_{L[1,2]}^2}^{(1)} = - \sqrt{\frac{3}{5}} g_1 \sigma_{1,1} \] (D38)

\[ \beta_{m_{L[1,2]}^2}^{(2)} = 1 \left(6 g_2^4 \sigma_{2,2} + \frac{2}{5} g_1 \left(- 2 \sqrt{15} \sigma_{3,1} + 3 g_1 \sigma_{2,1} \right) \right) \] (D39)

\[ \beta_{m_{L[3]}^2}^{(1)} = 2 m_{H_d}^2 y_T^2 + 2 m_{E[3]}^2 y_T^2 + 2 m_{L[3]}^2 y_T^2 - \sqrt{\frac{3}{5}} g_1 \sigma_{1,1} \] (D40)

\[ \beta_{m_{L[3]}^2}^{(2)} = + \frac{12}{5} g_1^2 m_{E[3]}^2 y_T^2 + \frac{12}{5} g_1^2 m_{L[3]}^2 y_T^2 - 6 m_{E[3]}^2 y_T^2 \lambda_T^2 - 6 m_{L[3]}^2 y_T^2 \lambda_T^2 - 10 m_{E[3]}^2 y_T^4 - 8 m_{H_d}^2 y_T^4 \\
- 2 m_{L[3]}^2 y_T^2 \lambda_S^2 - 3 m_{E[3]}^2 y_T^2 \lambda_T^2 - 3 m_{L[3]}^2 y_T^2 \lambda_T^2 - 10 m_{E[3]}^2 y_T^4 - 2 m_{E[3]}^2 y_T^2 \lambda_S^2 \\
- \frac{1}{5} y_T^2 \left(- 6 g_1^2 m_{H_d}^2 + 15 m_{D[3]}^2 y_T^2 + 30 m_{H_d}^2 y_T^2 + 15 m_{Q[3]}^2 y_T^2 + 5 m_{E[3]}^2 y_T^2 + 10 m_{H_d}^2 y_T^2 \\
+ 5 m_{L[3]}^2 y_T^2 + 5 \left(2 m_{H_d}^2 + m_{H_u}^2 + m_{S}^2 \right) \lambda_S^2 \right) + 5 \left(2 m_{H_d}^2 + m_{H_u}^2 + m_{T}^2 \right) \lambda_T^2 \\
+ 2 \left(2 m_{H_d}^2 + m_{H_u}^2 + m_{T}^2 \right) \lambda_S^2 + 3 \left(2 m_{H_d}^2 + m_{H_u}^2 + m_{T}^2 \right) \lambda_T^2 - \sqrt{\frac{3}{5}} g_1 \sigma_{1,1} \] (D41)

\[ \beta_{m_{H_d}}^{(1)} = + 6 m_{D[3]}^2 y_T^2 + 6 m_{H_d}^2 y_T^2 + 6 m_{Q[3]}^2 y_T^2 + 2 m_{E[3]}^2 y_T^2 + 2 m_{H_d}^2 y_T^2 + 2 m_{L[3]}^2 y_T^2 \\
+ \frac{2}{5} \left(2 m_{H_d}^2 + m_{H_u}^2 + m_{S}^2 \right) \lambda_S^2 + 3 \left(2 m_{H_d}^2 + m_{H_u}^2 + m_{T}^2 \right) \lambda_T^2 - \sqrt{\frac{3}{5}} g_1 \sigma_{1,1} \] (D42)

\[ \beta_{m_{H_d}}^{(2)} = - \frac{4}{5} g_1^2 m_{D[3]}^2 y_T^2 + 32 g_3^2 m_{D[3]}^2 y_T^2 - \frac{4}{5} g_1^2 m_{H_d}^2 y_T^2 + 32 g_3^2 m_{H_d}^2 y_T^2 - \frac{4}{5} g_1^2 m_{Q[3]}^2 y_T^2 \\
- 36 m_{D[3]}^2 y_T^4 - 36 m_{H_d}^2 y_T^4 - 36 m_{Q[3]}^2 y_T^4 + \frac{12}{5} g_1^2 m_{E[3]}^2 y_T^2 + \frac{12}{5} g_1^2 m_{H_d}^2 y_T^2 + \frac{12}{5} g_1^2 m_{L[3]}^2 y_T^2 \\
- 12 m_{H_d}^2 y_T^4 - 12 m_{Q[3]}^2 y_T^4 - 6 m_{D[3]}^2 y_T^2 y_T^2 - 6 m_{H_d}^2 y_T^2 y_T^2 - 6 m_{Q[3]}^2 y_T^2 y_T^2 - 12 m_{Q[3]}^2 y_T^2 y_T^2 \\
- 4 \lambda_{3SR}^2 \left(2 m_{S}^2 + 2 m_{H_d}^2 + m_{H_u}^2 + m_{R_d}^2 + m_{H_w}^2 \right) \lambda_S^2 - 6 m_{H_d}^2 y_T^2 \lambda_S^2 - 12 m_{H_d}^2 y_T^2 \lambda_S^2 \\
- 6 m_{Q[3]}^2 y_T^2 \lambda_S^2 - 6 m_{H_d}^2 y_T^2 \lambda_S^2 - 6 m_{U[3]}^2 y_T^2 \lambda_S^2 - 12 m_{H_d}^2 y_T^2 \lambda_S^2 - 12 m_{H_d}^2 \lambda_S^4 - 12 m_{Q[3]}^2 \lambda_S^4 \\
+ 3 \left(4 g_2^2 \left(2 m_{S}^2 + 2 m_{H_d}^2 + m_{H_u}^2 + m_{R_d}^2 + m_{H_w}^2 \right) - \lambda_{3TR}^2 \left(2 m_{S}^2 + 2 m_{H_d}^2 + m_{H_u}^2 + m_{R_d}^2 + m_{H_w}^2 \right) \right) \]
\[
\beta_{m_{H_u}^{(1)}}^{(1)} = 2 \left( m_{H_d}^2 + m_{H_u}^2 + m_T^2 \right) \lambda_S^2 + 3 \left( m_{H_d}^2 + m_{H_u}^2 + m_T^2 \right) \lambda_T^2 + 6 m_{H_u}^2 y_t^2 + 6 m_{Q[3]}^2 y_t^2 + 6 m_{U[3]}^2 y_t^2 + \sqrt{\frac{3}{5}} g_1 \sigma_{1,1} \\
\beta_{m_{H_u}^{(2)}}^{(1)} = \frac{8}{5} g_1^2 m_{H_u}^2 y_t^2 + 32 g_2^2 m_{H_u}^2 y_t^2 + \frac{8}{5} g_1^2 m_{Q[3]}^2 y_t^2 + 32 g_2^2 m_{Q[3]}^2 y_t^2 + \frac{8}{5} g_1^2 m_{U[3]}^2 y_t^2 + 32 g_2^2 m_{U[3]}^2 y_t^2 \\
- 6 m_{D[3]}^2 y_b^2 y_t^2 - 6 m_{D[3]}^2 y_b^2 y_t^2 - 6 m_{D[3]}^2 y_b^2 y_t^2 - 12 m_{Q[3]}^2 y_b^2 y_t^2 - 6 m_{U[3]}^2 y_b^2 y_t^2 - 36 m_{H_u}^2 y_t^2 \\
- 4 \lambda_{SR}^2 \left( 2 m_T^2 + m_{H_d}^2 + m_{H_u}^2 + m_{R_d}^2 + m_{R_u}^2 \right) \lambda_S^2 - 6 m_{D[3]}^2 y_b^2 y_t^2 - 12 m_{D[3]}^2 y_b^2 y_t^2 \\
- 6 m_{H_u}^2 y_b^2 y_t^2 - 6 m_{Q[3]}^2 y_b^2 y_t^2 - 6 m_{Q[3]}^2 y_b^2 y_t^2 - 6 m_{H_u}^2 y_t^2 - 6 m_{L[3]}^2 y_t^2 \\
- 2 m_{T_T}^2 - 4 m_{H_u}^2 \lambda_S^2 - 4 m_{H_u}^2 \lambda_S^2 - 2 m_{H_u}^2 \lambda_S^2 - 2 m_{T_T}^2 \lambda_S^2 \\
- 15 \left( m_{T}^2 + m_{H_u}^2 + m_T^2 \right) \lambda_T^2 + 6 g_2^2 \sigma_{2,2} + \frac{6}{5} g_1^2 \sigma_{2,1} + 4 \sqrt{\frac{3}{5}} g_1 \sigma_{3,1} - 2 m_{H_u}^2 \lambda_T^2 \left( \lambda_S^2 \lambda_T^2 \right) \\
- 2 m_{H_u}^2 \lambda_T^2 \left( \lambda_S^2 \lambda_T^2 \right) - 4 \lambda_S^2 \lambda_T^2 \left( \lambda_S^2 \lambda_T^2 \right) - 2 \lambda_S^2 \lambda_T^2 \left( \lambda_S^2 \lambda_T^2 \right) \\
- 2 \lambda_T^2 \left( \lambda_S^2 \lambda_T^2 \right) - 36 m_{Q[3]}^2 y_t^4 - 36 m_{U[3]}^2 y_t^4 \\
\beta_{m_{D[1,2]}^{(1)}}^{(2)} = \frac{1}{\sqrt{15}} g_1^2 \lambda_{1,1} \\
\beta_{m_{D[1,2]}^{(2)}}^{(2)} = \frac{8}{15} \left( 20 g_2^2 \sigma_{2,3} + g_1 \left( g_1 \sigma_{2,1} + \sqrt{15} \sigma_{3,1} \right) \right) \\
\beta_{m_{D[3]}^{(1)}}^{(1)} = \frac{1}{\sqrt{15}} g_1^2 \lambda_{1,1} + 4 m_{H_u}^2 y_b^2 + 4 m_{D[3]}^2 y_b^2 + 4 m_{Q[3]}^2 y_b^2 \\
\beta_{m_{D[3]}^{(2)}}^{(2)} = \frac{2}{15} \left( 90 g_2^2 \left( m_{D[3]}^2 + m_{H_u}^2 + m_{Q[3]}^2 \right) \right) y_b^2 \\
- 5 \left( 48 m_{Q[3]}^2 y_b^4 + 6 m_{E[3]}^2 y_b^2 y_t^2 + 6 m_{L[3]}^2 y_b^2 y_t^2 + 6 m_{Q[3]}^2 y_b^2 y_t^2 + 6 m_{H_u}^2 y_b^2 y_t^2 \\
+ 12 m_{Q[3]}^2 y_b^2 y_t^2 + 6 m_{U[3]}^2 y_b^2 y_t^2 + 6 m_{H_u}^2 y_b^2 \lambda_S^2 \right) \\
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\[
\begin{align*}
+ 6m_{Q[3]}^2y_b^2\lambda_T^2 + 6m_{S[3]}^2y_b^2\lambda_S^2 + 9m_{H_u}^2y_b^2\lambda_T^2 + 9m_{Q[3]}^2y_b^2\lambda_T^2 + 9m_{T}^2y_b^2\lambda_T^2 \\
+ 6m_{H_u}^2y_b^2(2\lambda_S^2 + 2y_T^2 + 3\lambda_T^2 + 8y_b^2 + y_T^2) + 3m_{D[3]}^2y_b^2(16y_b^2 + 2\lambda_S^2 + 2y_T^2 + 2y_b^2 + 3\lambda_T^2) \\
- 16g_1^4\lambda_{2,3}\sigma + 2g_1^2(21\sigma_{2,1} + 3m_{H_u}^2y_b^2 + 3m_{D[3]}^2y_b^2 + 3m_{Q[3]}^2y_b^2) + 4\sqrt{15}g_1\lambda_{3,1}\end{align*}
\]

(D49)

\[
\beta_{m_{[1,2]}^{(1)}} = -4 \frac{1}{\sqrt{15}} g_1 \lambda_{1,1}
\]

(D50)

\[
\beta_{m_{[1,2]}^{(2)}} = \frac{16}{15} \left(10g_3^4\lambda_{2,3} + g_1\left(2g_1\lambda_{2,1} - \sqrt{15}\lambda_{3,1}\right)\right)
\]

(D51)

\[
\beta_{m_{[3]}^{(1)}}^{(1)} = -4 \frac{1}{\sqrt{15}} g_1 \lambda_{1,1} + 4m_{H_u}^2y_b^2 + 4m_{Q[3]}^2y_b^2 + 4m_{U[3]}^2y_b^2
\]

(D52)

\[
\beta_{m_{[3]}^{(2)}}^{(2)} = -\frac{2}{15}\left(5 - 18g_2^2\left(m_{H_u}^2 + m_{Q[3]}^2 + m_{U[3]}^2\right)\right)y_b^2 + 6m_{D[3]}^2y_b^2y_T^2 + 6m_{H_u}^2y_b^2y_T^2 + 6m_{H_u}^2y_b^2y_T^2 \\
+ 12m_{Q[3]}^2y_b^2y_T^2 + 6m_{U[3]}^2y_b^2y_T^2 + 48m_{H_u}^2y_T^4 + 6m_{U[3]}^2y_b^2\lambda_S^2 + 48m_{Q[3]}^2y_T^4 + 4m_{U[3]}^2y_b^2\lambda_S^2 + 6m_{H_u}^2y_T^2\lambda_S^2 + 6m_{U[3]}^2y_T^2\lambda_S^2 + 9m_{H_u}^2y_T^2\lambda_T^2 + 18m_{Q[3]}^2y_T^2\lambda_T^2 + 9m_{U[3]}^2y_T^2\lambda_T^2 + 16g_1^4\lambda_{2,3}
\]

(D53)

\[
\beta_{m_{[3]}^{(1)}}^{(1)} = 2\sqrt{\frac{3}{5}} g_1 \lambda_{1,1}
\]

(D54)

\[
\beta_{m_{[3]}^{(2)}}^{(1)} = \frac{8}{5} g_1 \lambda_{3,1} + \sqrt{15}\lambda_{3,1}
\]

(D55)

\[
\beta_{m_{[3]}^{(1)}}^{(2)} = 2\sqrt{\frac{3}{5}} g_1 \lambda_{1,1} + 4m_{H_u}^2y_b^2 + 4m_{E[3]}^2y_T^2 + 4m_{L[3]}^2y_T^2
\]

(D56)

\[
\beta_{m_{[3]}^{(2)}}^{(2)} = -\frac{2}{5}\left(5y_b^2\left(-6g_2^2\left(m_{E[3]}^2 + m_{H_d}^2 + m_{L[3]}^2\right) + 6m_{D[3]}^2y_b^2 + 6m_{E[3]}^2y_b^2 + 12m_{H_d}^2y_b^2 \\
+ 6m_{L[3]}^2y_b^2 + 6m_{Q[3]}^2y_b^2 + 8m_{E[3]}^2y_T^2 + 8m_{L[3]}^2y_T^2 + 2m_{E[3]}^2\lambda_S^2 + 4m_{L[3]}^2\lambda_S^2 + 4m_{L[3]}^2\lambda_T^2 + 2m_{E[3]}^2\lambda_T^2 \\
+ 3m_{H_d}^2\lambda_T^2 + 3m_{L[3]}^2\lambda_T^2 + 3m_{H_d}^2\lambda_T^2 + 3m_{L[3]}^2\lambda_T^2\right) \\
+ 6g_1^2\left(-21\sigma_{2,1} + m_{H_d}^2y_T^2 + m_{E[3]}^2y_T^2 + m_{L[3]}^2y_T^2\right) - 4\sqrt{15}g_1 \lambda_{3,1}\right)
\]

(D57)

\[
\beta_{m_{[3]}^{(1)}}^{(1)} = 2\left(2\lambda_{SR}^2\left(m_{R_d}^2 + m_{R_u}^2 + m_{S}^2\right) + 2\left(m_{H_d}^2 + m_{H_u}^2 + m_{S}^2\right)\lambda_T^2 + m_{S}^2\text{Tr}\left(\lambda_{SE}^T\lambda_{SE}\right)\right) \\
+ \text{Tr}\left(\lambda_{SE}^T\lambda_{SE}\lambda_{SE}\right) + \text{Tr}\left(\lambda_{SE}^T\lambda_{SE}m_{E}^2\right)\right)
\]

(D58)

\[
\beta_{m_{[3]}^{(2)}}^{(2)} = -16\lambda_{SR}^4\left(m_{R_d}^2 + m_{R_u}^2 + m_{S}^2\right) \\
+ \frac{12}{5}\lambda_{SR}^2\left(5g_2^2\left(m_{R_d}^2 + m_{R_u}^2 + m_{S}^2\right) - \lambda_T^2\left(2m_{R_d}^2 + 2m_{R_u}^2 + m_{S}^2 + m_{T}^2\right)\right)
\]
\[+ \beta_1^{\text{(1)}} (m_{R_d}^2 + m_{R_u}^2 + m_S^2) + \frac{4}{5} \left(20(m_{H_d}^2 + m_{H_u}^2 + m_S^2)\lambda_S^4\right)
+ \lambda_S^2 \left(-3g_1^2(m_{H_d}^2 + m_{H_u}^2 + m_S^2)\right)
+ 5\left(-3g_2^2(m_{H_d}^2 + m_{H_u}^2 + m_S^2) + 3m_{D[3]}^2 y_b^2 + 6m_{H_d}^2 y_b^2 + 3m_{H_u}^2 y_b^2\right)
+ 3m_{Q[3]}^2 y_b^2 + 3m_{E[3]}^2 y_T^2 + 2m_{H_d}^2 y_T^2\]
+ \left(m_{H_d}^2 y_T^2 + m_{L[3]}^2 y_T^2 + m_{S}^2 y_T^2 + 3m_{H_d}^2 y_T^2 + 6m_{H_u}^2 y_T^2 + 3m_{Q[3]}^2 y_T^2 + 3m_{S}^2 y_T^2\right)
+ 3m_{E[3]}^2 y_T^2 + 6m_{H_d}^2 \lambda_T^2 + 6m_{H_u}^2 \lambda_T^2 + 3m_{S}^2 \lambda_T^2 + 3m_{T}^2 \lambda_T^2\]
\[- 6g_1^2 m_S^2 \text{Tr}(\lambda_{SE} \lambda_{SE}^T) - 6g_1^2 \text{Tr}(\lambda_{SE} m_E^2 \lambda_{SE}^T) - 6g_1^2 \text{Tr}(\lambda_{SE} m_E^2 \lambda_{SE}^T)\]
\[+ 10m_S^2 \text{Tr}(\lambda_{SE} \lambda_{SE}^T m_E^2 \lambda_{SE}^T) + 5 \text{Tr}(\lambda_{SE} \lambda_{SE}^T m_E^2 \lambda_{SE}^T) + 5 \text{Tr}(\lambda_{SE} \lambda_{SE}^T m_E^2 \lambda_{SE}^T)\]
\[\Rightarrow \beta_{m_T}^{(1)} = 2 \left(\lambda_{TR}^2 (m_{R_d}^2 + m_{R_u}^2 + m_T^2) + (m_{H_d}^2 + m_{H_u}^2 + m_T^2) \lambda_T^2\right)\]
\[\Rightarrow \beta_{m_T}^{(2)} = \frac{2}{5} \left(-30 \lambda_{TR}^2 (m_{R_d}^2 + m_{R_u}^2 + m_T^2) + \lambda_{TR}^2 (3g_1^2 (m_{R_d}^2 + m_{R_u}^2 + m_T^2)\right)
- 5\left(2 \lambda_{SR}^2 (2m_{R_d}^2 + 2m_{R_u}^2 + m_{S}^2 + m_{T}^2) + g_2^2 (m_{R_d}^2 + m_{R_u}^2 + m_{T}^2)\right)\]
+ 3g_2^2 (m_{H_d}^2 + m_{H_u}^2 + m_T^2) \lambda_T^2 + 5\left(-g_2^2 (m_{H_d}^2 + m_{H_u}^2 + m_T^2) \lambda_T^2\right)
\[- \lambda_T^2 (3m_{D[3]}^2 y_b^2 + 3m_{H_d}^2 y_b^2 + 3m_{Q[3]}^2 y_b^2 + 3m_{S}^2 y_b^2 + 2m_{E[3]}^2 y_T^2 + 3m_{H_d}^2 y_T^2 + m_{L[3]}^2 y_T^2\]
+ m_{H_d}^2 y_T^2 + m_{T}^2 y_T^2 + 6m_{H_d}^2 y_T^2 + 3m_{Q[3]}^2 y_T^2 + 3m_{S}^2 y_T^2 + 2m_{E[3]}^2 y_T^2 + 6m_{H_d}^2 \lambda_T^2 + 6m_{H_u}^2 \lambda_T^2 + m_{S}^2 \lambda_T^2\]
\[+ m_{H_d}^2 (3y_T^2 + 3y_T^2 + 4 \lambda_T^2 + 6 \lambda_T^2 + 6y_b^2) + 8g_2^4 \sigma_{2,2}\)]
\[\Rightarrow \beta_{m_S}^{(1)} = 0\]
\[\Rightarrow \beta_{m_S}^{(2)} = 24g_3^4 \sigma_{2,3}\]
\[\Rightarrow \beta_{m_{R_u}}^{(1)} = 2 \lambda_{SR}^2 (m_{R_d}^2 + m_{R_u}^2 + m_S^2) + 3 \lambda_{TR}^2 (m_{R_d}^2 + m_{R_u}^2 + m_T^2) - \sqrt{\frac{3}{5}} g_1 \sigma_{1,1}\]
\[\Rightarrow \beta_{m_{R_u}}^{(2)} = -12 \lambda_{SR}^4 (m_{R_d}^2 + m_{R_u}^2 + m_S^2) - 15 \lambda_{TR}^4 (m_{R_d}^2 + m_{R_u}^2 + m_T^2)\]
\[+ 3 \lambda_{TR}^2 (2m_{R_d}^2 + 2m_{H_d}^2 + m_{H_u}^2 + m_{R_d}^2 + m_{R_u}^2) \lambda_T^2 + 4g_2^2 (m_{R_d}^2 + m_{R_u}^2 + m_T^2)\]
\[+ 6g_2^4 \sigma_{2,2} + \frac{6}{5} g_1 \sigma_{3,1} - 2 \sqrt{\frac{3}{5}} g_1 \sigma_{3,1} - 2 \lambda_{SR}^2 (3 \lambda_{TR}^2 (2m_{R_d}^2\]
\[+ 2m_{R_u}^2 + m_S^2 + m_T^2) + 2 (2m_S^2 + m_{H_d}^2 + m_{H_u}^2 + m_{R_d}^2 + m_{R_u}^2) \lambda_T^2 + m_{R_d}^2 \text{Tr}(\lambda_{SE} \lambda_{SE}^T)\]
\[ + m_{\text{Ra}}^2 \text{Tr} \left( \lambda_{SE} \lambda_{SE}^T \right) + 2m_{\text{SE}}^2 \text{Tr} \left( \lambda_{SE} \lambda_{SE}^T \right) + \text{Tr} \left( \lambda_{SE} \lambda_{SE}^T m_{E}^2 \right) \]  
\[ \beta_{m_{E}^2}^{(1)} = 2\lambda_{SR}^2 \left( m_{\text{Ra}}^2 + m_{\text{Ra}}^2 + m_{S}^2 \right) + 3\lambda_{TR}^2 \left( m_{\text{Ra}}^2 + m_{\text{Ra}}^2 + m_{T}^2 \right) + \sqrt{\frac{3}{5}} g_1 \sigma_{1,1} \]  
\[ \beta_{m_{E}^2}^{(2)} = -12\lambda_{SR}^4 \left( m_{\text{Ra}}^2 + m_{\text{Ra}}^2 + m_{S}^2 \right) - 15\lambda_{TR}^4 \left( m_{\text{Ra}}^2 + m_{\text{Ra}}^2 + m_{T}^2 \right) \]
\[ + 3\lambda_{TR}^2 \left( - \left( 2m_{T}^2 + m_{H_a}^2 + m_{H_a}^2 + m_{R_a}^2 + m_{R_a}^2 \right) \lambda_{T}^2 + 4g_2^2 \left( m_{R_a}^2 + m_{R_a}^2 + m_{T}^2 \right) \right) \]
\[ + 6g_2^4 \sigma_{2,2} + 6g_2^4 \sigma_{2,1} + 4\sqrt{\frac{3}{5}} g_1 \sigma_{3,1} - 2\lambda_{SR}^2 \left( 3\lambda_{TR}^2 \left( 2m_{R_a}^2 \right) + 2m_{R_a}^2 + m_{S}^2 + m_{T}^2 \right) \]
\[ + 2 \left( 2m_{S}^2 + m_{H_a}^2 + m_{H_a}^2 + m_{R_a}^2 + m_{R_a}^2 \right) \lambda_{S}^2 + m_{R_a}^2 \text{Tr} \left( \lambda_{SE} \lambda_{SE}^T \right) \]
\[ + m_{R_a}^2 \text{Tr} \left( \lambda_{SE} \lambda_{SE}^T \right) + 2m_{\text{SE}}^2 \text{Tr} \left( \lambda_{SE} \lambda_{SE}^T \right) + \text{Tr} \left( \lambda_{SE} \lambda_{SE}^T m_{E}^2 \right) \]  
\[ \beta_{m_{E}^2}^{(3)} = 2\lambda_{SE} m_{E}^2 \lambda_{SE}^T + 2m_{\text{SE}}^2 \lambda_{SE} \lambda_{SE}^T + 2\sqrt{\frac{3}{5}} g_1 \sigma_{1,1} + \lambda_{SE} \lambda_{SE}^T m_{E}^2 + m_{E}^2 \lambda_{SE} \lambda_{SE}^T \]  
\[ \beta_{m_{E}^2}^{(4)} = -12\lambda_{SR}^4 \left( m_{\text{Ra}}^2 + m_{\text{Ra}}^2 + m_{S}^2 \right) - 15\lambda_{TR}^4 \left( m_{\text{Ra}}^2 + m_{\text{Ra}}^2 + m_{T}^2 \right) \]
\[ - 4m_{E}^2 \lambda_{SE} \lambda_{SE} \lambda_{SE}^T \lambda_{SE} - 2\lambda_{SE} m_{E}^2 \lambda_{SE} \lambda_{SE}^T \lambda_{SE} - 2\lambda_{SE} \lambda_{SE} \lambda_{SE} m_{E}^2 \lambda_{SE}^T \lambda_{SE} \]
\[ - \lambda_{SE} \lambda_{SE} \lambda_{SE} \lambda_{SE} m_{E}^2 \lambda_{SE}^T \lambda_{SE} \]
\[ - m_{E}^2 \lambda_{SE} \lambda_{SE} \lambda_{SE} \lambda_{SE} \lambda_{SE} + \frac{24}{5} g_2^2 \sigma_{2,1} + 8\sqrt{\frac{3}{5}} g_1 \sigma_{3,1} - \lambda_{SE} \lambda_{SE} m_{E}^2 \text{Tr} \left( \lambda_{SE} \lambda_{SE}^T \right) \]
\[ - m_{E} \lambda_{SE} \lambda_{SE} \lambda_{SE} \lambda_{SE} \lambda_{SE} \lambda_{SE} + 2m_{E} \lambda_{SE} \lambda_{SE} \lambda_{SE} \lambda_{SE} \lambda_{SE} \lambda_{SE} \lambda_{SE} \lambda_{SE} \lambda_{SE} - 2m_{E} \lambda_{SE} \lambda_{SE} \lambda_{SE} \lambda_{SE} \lambda_{SE} \lambda_{SE} \lambda_{SE} \lambda_{SE} \lambda_{SE} \lambda_{SE} \lambda_{SE} \lambda_{SE} \lambda_{SE} \lambda_{SE} \lambda_{SE} \lambda_{SE} \lambda_{SE} \lambda_{SE} \lambda_{SE} \lambda_{SE} \lambda_{SE} \lambda_{SE} \lambda_{SE} \lambda_{SE} \lambda_{SE} \lambda_{SE} \lambda_{SE} \lambda_{SE} \lambda_{SE} \lambda_{SE} \lambda_{SE} \lambda_{SE} \lambda_{SE} \lambda_{SE} \lambda_{SE} \lambda_{SE} \lambda_{SE} \lambda_{SE} \lambda_{SE} \lambda_{SE} \lambda_{SE} \lambda_{SE} \lambda_{SE} \lambda_{SE} \lambda_{SE} \lambda_{SE} \lambda_{SE} \lambda_{SE} \lambda_{SE} \lambda_{SE} \lambda_{SE} \lambda_{SE} \lambda_{SE} \lambda_{SE} \lambda_{SE} \lambda_{SE} \lambda_{SE} \lambda_{SE} \lambda_{SE} \lambda_{SE} \lambda_{SE} \lambda_{SE} \lambda_{SE} \lambda_{SE} \lambda_{SE} \lambda_{SE} \lambda_{SE} \lambda_{SE} \lambda_{SE} \lambda_{SE} \lambda_{SE} \lambda_{SE} \lambda_{SE} \lambda_{SE} \lambda_{SE} \lambda_{SE} \lambda_{SE} \lambda_{SE} \lambda_{SE} \lambda_{SE} \lambda_{SE} \lambda_{SE} \lambda_{SE} \lambda_{SE} \lambda_{SE} \lambda_{SE} \lambda_{SE} \lambda_{SE} \lambda_{SE} \lambda_{SE} \lambda_{SE} \lambda_{SE} \lambda_{SE} \lambda_{SE} \lambda_{SE} \lambda_{SE} \lambda_{SE} \lambda_{SE} \lambda_{SE} \lambda_{SE} \lambda_{SE} \lambda_{SE} \lambda_{SE} \lambda_{SE} \lambda_{SE} \lambda_{SE} \lambda_{SE} \lambda_{SE} \lambda_{SE} \alpha_{1,1} + \lambda_{SE} \lambda_{SE} \lambda_{SE}^T m_{E}^2 + m_{E}^2 \lambda_{SE} \lambda_{SE}^T \lambda_{SE} \]  
\[ \beta_{m_{E}^2}^{(5)} = 2\lambda_{SE} m_{E}^2 \lambda_{SE} + 2m_{\text{SE}}^2 \lambda_{SE} \lambda_{SE}^T - 2\sqrt{\frac{3}{5}} g_1 \sigma_{1,1} + \lambda_{SE} \lambda_{SE}^T m_{E}^2 + m_{E}^2 \lambda_{SE} \lambda_{SE}^T \]
\[ + 2m_\lambda^2 \text{Tr}(\lambda_{SE}^\lambda \lambda_{SE}^\lambda T_{SE}) + \text{Tr}(\lambda_{SE} m_\lambda^2 \lambda_{SE}^\lambda T_{SE}) + \text{Tr}(\lambda_{SE} \lambda_{SE}^\lambda m_\lambda^2) \]  
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