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Abstract

We consider a change-point detection problem for a simple class of Piecewise Deterministic Markov Processes (PDMPs). A continuous-time PDMP is observed in discrete time and through noise, and the aim is to propose a numerical method to accurately detect both the date of the change of dynamics and the new regime after the change. To do so, we state the problem as an optimal stopping problem for a partially observed discrete-time Markov decision process taking values in a continuous state space and provide a discretization of the state space based on quantization to approximate the value function and build a tractable stopping policy. We provide error bounds for the approximation of the value function and numerical simulations to assess the performance of our candidate policy.

1 Introduction

Piecewise Deterministic Markov processes (PDMPs) are a general class of non-diffusion processes introduced by M. Davis in the 80’s [11] covering a wide range of applications from workshop optimization, queuing theory [12], internet networks [4], reliability [14], insurance and finance [6] or biology [16, 24, 25] for instance. PDMPs are continuous time hybrid processes with a discrete component called mode or regime and a Euclidean component. The process follows a deterministic trajectory punctuated by random jumps. In the special case where the Euclidean component is continuous the jumps correspond to a change of regime. For many applications, the regime is not observed and the Euclidean variable is measured in discrete-time, through noise. It may be e.g. a degradation or failure of some component of a system, see [7] where the Euclidean component is some cool down time that increases with the degradation of the system, or the cancer cell load of remission patients monitored through proxy tumor markers at regular follow-up blood tests to detect relapse [1]. The aim of this paper is to propose a fully computable discretization of the value function of the optimal stopping problem corresponding to the change-point detection, and derive error bounds for this approximation. We also use the approximation to build a computable candidate strategy that should be close to optimality. We assess its performance on numerical examples.

The general problem of change-point detection can be seen as an impulse control problem if there are multiple changes in regime. This is a very difficult problem. Although the optimal control of PDMPs has attracted a lot of attention since the 80s, see e.g. [9, 10, 12, 15, 17, 19], very few works consider such models under partial observations. In [8], the authors consider an optimal stopping problem for PDMPs where the jump times are perfectly observed and the post-jump locations are observed through noise. They derive the dynamic programming equations of the problem, as well as a numerical approximation of the value function and a computable $\epsilon$-optimal stopping time. In [5], the authors consider a general continuous control problem where both the jump times and post-jump locations are observed through noise. They reduce the problem to a discrete-time Markov Decision Process (MDP) and prove the existence of optimal policies, but provide no numerical approximation of the value function or optimal strategies.
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In the present paper, we make a first step towards solving the difficult problem of change-point detection of PDMPs when the jumps are not observed at all. We address the simple case where there is only one change of regime to detect. The problem can thus be formulated as an optimal stopping problem for PDMPs under partial observations. However, unlike [5, 8] we do not suppose that the observations are made at or around the jump times. Instead, we suppose that the observations times are deterministic and on a regular grid of step size \( \delta \). This enables us to formulate the problem as an optimal stopping problem for a discrete-time partially observed MDP. The equivalent fully-observed MDP for the filter process is still in discrete-time but on an infinite state space. We then propose a two-step discretization of this MDP, following an idea from [13]. The first step is a time-dependent discretization of the state space of the original PDMP. The second step is a joint discretization of the approximate filter thus obtained together with an approximation of the observation process. Note that unlike [13] or [6], we do not make the assumption that the MDP kernel has a density with respect to some fixed probability measure.

The main discretization tool we use is optimal quantization. The quantization of a random variable \( X \) consists in finding a finite grid such that the projection \( \hat{X} \) of \( X \) on this grid minimizes some \( L_p \) norm of the difference \( X - \hat{X} \). There exists an extensive literature on quantization methods for random variables and processes. The interested reader may for instance consult [18, 22] and the references therein. Quantization methods have been developed recently in numerical probability or optimal stochastic control with applications in finance, see e.g. [2, 3, 20, 22].

The paper is organized as follows. In Section 2, we introduce our continuous-time PDMP model as well as the observation model. We define the change-point detection problem as an optimal stopping problem under partial observations and give the equivalent fully observed dynamic programming equations for the filter process. In Section 3, we propose a two-step discretization approach by quantization to numerically solve the optimization problem and build a tractable strategy. Proofs of our main statements are postponed to Section 4. In Section 5, we investigate the performance of our candidate strategy and compare our approach to moving average and Kalman filtering when possible. A conclusion is given in Section 6 and the proofs are gathered in the appendix.

2 Model and problem setting

In this section, we present the special class of PDMPs we focus on, define the observation process and state the change-point detection problem as an optimal stopping problem under partial observation. We then derive the filter recursive equation and state the equivalent fully observed optimal stopping problem as well as the corresponding dynamic programming equations.

2.1 Continuous-time PDMP model

We consider the problem of detecting a change-point in the dynamic of a special class of PDMPs which is observed with noise on discrete observation times. The process \( X_t = (m_t, x_t, t) \) is defined on a state space \( E = M \times K \times \mathbb{R}_+ \), where \( M = \{0, 1, \ldots, d\} \) is the finite set of modes and \( K \) is a compact subset of \( \mathbb{R} \). We will further denote \( K = M \times K \). For each mode \( m \), the local characteristics of the PDMP are

- a flow \( \Psi_m : K \times \mathbb{R}_+^d \rightarrow K \times \mathbb{R}_+ \) of the special form \( \Psi_m((x, u), t) = (\Phi_m(x, u), u + t) \);
- a jump intensity \( \lambda_m : K \times \mathbb{R}_+ \rightarrow \mathbb{R}_+ \) such that \( \lambda_0(x, u) = \lambda(u) \) and \( \lambda_i(x, u) = 0 \), for all positive \( i \in M \);
- a (sub)Markovian jump kernel \( Q_m : (\mathcal{B}(E), K \times \mathbb{R}_+) \rightarrow E \) such that \( Q_{\{i\}}(\{j\} \times A \times \{0\}, x, u) = \pi_i \mathbb{1}_{\{i\}}(m) \mathbb{1}_{\lambda_A}(x) \mathbb{1}_{\pi_i > 0} \) for all positive \( i \in M \) and \( \sum_i \pi_i = 1 \).

In other words, the PDMP has a single jump at some random time \( T \) and evolves deterministically after the jump. The distribution of the jump time does not depend on the position \( x_t \) but only on the running time:

\[
\mathbb{P}_{(0, x, 0)}(T > t) = e^{-\int_0^t \lambda(s) ds}.
\]

After the jump, the location \( x \) remains unchanged, the time since the last jump \( u \) is set to 0 and a new mode is selected according to the distribution \( \pi \). The third component of \( X_t \), namely the running time since the last jump, only intervenes in the jump time distribution. It is necessary to
obtain a strong Markov process. The assumption that the flow $\Phi_m$ does not depend on the running time $u$ is made only to keep notation simple and is not actually required, see Example 2. As we will see in the sequel, solving the change-point detection problem is not straightforward, even for such simple dynamics.

We suppose that the observation times $(t_n)_{n\in\mathbb{N}}$ are deterministic and on a regular grid of step size $\delta$ until a finite horizon $N\delta$, and that a noisy observation of $x_{t_n}$ is available at each time $t_n$:

$$Y_n = F(X_{t_n}) + \varepsilon_n = F(x_{t_n}) + \varepsilon_n,$$

where $F$ is a deterministic link function, $(\varepsilon_n)$ are iid real-valued random variables with density $f$ with respect to the Lebesgue measure on $\mathbb{R}$ and independent from the process $(X_t)$. We further assume that $Y$ takes its values in $\mathcal{Y}$, subset of $\mathbb{R}$.

### 2.2 Examples

The following toy examples will be extensively investigated numerically in Section 5. In all examples, the jump intensity is of the form $\lambda(t) = t$ so that the probability to jump gets higher as time goes by. The Markov kernel $Q$ is the uniform distribution on the possible post-jump modes. The distribution of the noise is a centered Gaussian with variance $\sigma^2$ truncated at $[-s, s]$ for some $s \in \mathbb{R}$. We investigate several forms for the flow. The link function between the process and the observations will be either $F(x) = x$ or $F(x) = x - 1$.

**Example 1** In order to compare our method with other state of the art approaches, we study exponential or linear trajectories. The process starts at $X_0 = (0, 1, 0)$.

**Model 1.a**– The flows $\Phi_m$ are defined as

$$\begin{align*}
\Phi_0(x, t) &= x, \\
\Phi_i(x, t) &= e^{v_i t} x, & v_i \neq 0; 1 \leq i \leq d.
\end{align*}$$

**Model 1.b**– The flows $\Phi_m$ are defined as

$$\begin{align*}
\Phi_0(x, t) &= x, \\
\Phi_1(x, t) &= e^{v_1 t} x, & v_1 \neq 0, \\
\Phi_2(x, t) &= x + v_2 t, & v_2 \neq 0.
\end{align*}$$

**Example 2** We study the more challenging example of non one-to-one flows, trying to detect a sudden change in either the frequency or the slope of a sinusoidal trajectory. The process is initiated at $X_0 = (0, 0, 0)$.

**Model 2.a**– The flows $\Phi_m$ are defined as

$$\begin{align*}
\Phi_0(x, t) &= \sin(\arcsin(x) + v_0 \pi t), \\
\Phi_i(x, t) &= \sin(\arcsin(x) + v_i \pi t),
\end{align*}$$

with $v_i \neq v_0$ for $1 \leq i \leq d$.

**Model 2.b**– The flows $\Phi_m$ are defined as

$$\begin{align*}
\Psi_0(x, u, t) &= (\sin(\arcsin(x) + v_0 \pi t), u + t), \\
\Psi_i(x, u, t) &= (\sin(\arcsin(x - v_i u) + v_0 \pi t) + v_i (u + t), u + t).
\end{align*}$$

with $v_i \neq 0$ for $1 \leq i \leq d$.

### 2.3 Optimal stopping problem under partial observations

We are interested in detecting the jump-time $T$ and the mode after the jump based on the observations $Y_n$. We choose to formulate this problem as an optimal stopping problem for a discrete-time Markov chain. However in our framework, it is important to note that the underlying process is time-continuous, and in particular that the jump-time $T$ may occur between observation dates.
In this paper, we will only allow detections at the observation times. Allowing detection between observation times is still an open problem.

In the sequel, we will simply denote \( X_n = (m_{t_n}, x_{t_n}) \). As our PDMP has only one jump, one can explicitly write the kernels \( P_n \) of the time-inhomogeneous discrete-time Markov chain \( (X_n) \). For any Borelian subsets \( A \subset M., B \subset \mathbb{R} \), any \( (m, x) \in X \) and \( n \geq 0 \), one has

\[
P_n(A \times B|m, x) = P(X_{n+1} \in A \times B|X_n = (m, x))
\]

\[
= \mathbb{I}_{\{0\}}(m) \mathbb{I}_A(0) \mathbb{I}_B(\Phi_0(x, \delta)) e^{-\int_0^\delta \lambda(n\delta + s)ds} + \sum_{i=1}^d \pi_i \mathbb{I}_{\{0\}}(m) \mathbb{I}_A(i) \int_0^\delta \lambda(n\delta + s) e^{-\int_0^s \lambda(n\delta + z)dz} \mathbb{I}_B(\Phi_i(\Phi_0(x, s), \delta - s))ds + \sum_{i=1}^d \mathbb{I}_{\{i\}}(m) \mathbb{I}_A(i) \mathbb{I}_B(\Phi_i(x, \delta)).
\]

For any \( y' \in \mathbb{Y} \), let \( fF_{y'} \) be the function from \( \mathbb{X} \) onto \( \mathbb{R} \) defined by

\[
fF_{y'} : (m, x) \mapsto f(y' - F(x))
\]

Thus the kernels \( R_n \) of the Markov chain \( (X_n, Y_n) \) are, for any Borelian subsets \( A \subset \mathbb{X}, C \subset \mathbb{Y} \), any \( (m, x, y) \in X \times Y \) and \( n \geq 0 \)

\[
R_n(A \times C|m, x, y) = P((X_{n+1}, Y_{n+1}) \in A \times C|(X_n, Y_n) = (m, x, y))
\]

\[
= \int_C P_n(fF_{y'} \mathbb{I}_A)(m, x) dy'.
\]

Note that the \( R_n \) kernels do not depend on \( y \).

We can now state our change-point detection problem. For \( 0 \leq n \leq N \), set \( F_n = \sigma(X_k, Y_k, 0 \leq k \leq n) \) the \( \sigma \)-field generated by the Markov chain \( (X_n, Y_n) \) up to time \( n \), and \( F^Y_N = \sigma(Y_k, 0 \leq k \leq n) \) the \( \sigma \)-field generated by the observations up to time \( n \). Let \( \mathcal{T}^Y \) be the set of \( F^Y \)-stopping times. We do not restrict ourselves to the stopping times bounded by \( N \) because it may be optimal not to stop at all during until the horizon \( N \) is reached. A decision taken at the stopping-time \( \tau \in \mathcal{T}^Y \)

is a \( F^Y \)-measurable random variable \( A \) taking values in \( \mathcal{M} = \{1, 2, \ldots, d\} \) if \( \tau \leq N \), equal to \( 0 \) if \( \tau > N \). Decision \( A = i \) corresponds to deciding \( X_\tau \) is in mode \( i \). Let \( \mathcal{A}^Y \) be the set of admissible decisions at stopping time \( \tau \).

Until stopping-time \( \tau \), the cost-per-stage function is denoted by \( c \) and the terminal cost (at stopping time \( \tau \)) when taking decision \( a \) is \( C \), where

\[
c(i, x, y) = \beta_i \delta, \quad C(m, x, y, 0) = c(m, x, y), \quad C(m, x, y, a > 0) = \alpha \mathbb{I}_{(m=0)} + \gamma_{ma} \mathbb{I}_{(m\neq a; m>0)},
\]

with \( \beta_0 = 0 \) and for positive \( i, \beta_i = \beta > 0 \). Thus, \( \beta \) represents the penalty for late detection, \( \alpha \) the false alarm penalty and \( \gamma_{ma} \) the cost of selecting mode \( a \) instead of mode \( m \). The cost of an admissible strategy \( (\tau, A_\tau) \in \mathcal{T}^Y \times \mathcal{A}^Y \) for starting point \( \xi \in X \times Y \) is

\[
J(\tau, A_\tau, \xi) = E_{\xi} \left[ \sum_{n=0}^{\tau \wedge N} c(X_n, Y_n) + \mathbb{I}_{(\tau \leq N)} C(X_{\tau \wedge N}, Y_{\tau \wedge N}, A_\tau) \right],
\]

and the value function of the problem is

\[
V(\xi) = \inf_{(\tau, A_\tau) \in \mathcal{T}^Y \times \mathcal{A}^Y} J(\tau, A_\tau, \xi).
\]

The optimal (possibly not achievable) cost is 0 when the jump is detected at the first observation after its occurrence and the right post-jump mode is selected. The aim of this paper is to derive a numerically tractable approximation of the value function \( V \) as well as propose a computable strategy close to optimality.
2.4 Fully observed optimal stopping problem

The classical approach to deal with partial observations is to introduce the filter process and the corresponding completely observed optimal stopping problem for filtered trajectories. For any starting point \( \xi = (0, x, y) \in X \times Y \), set \( \Theta_0 = \theta_0 = \delta_{(0,x)} \) and for \( 1 \leq n \leq N \), and any Borelian subset \( A \) of \( X \) set

\[
\Theta_n(A) = \mathbb{P}_\xi(X_n \in A|\mathcal{F}_n^Y),
\]

the filter for the unobserved part of the process. The filter is recursively obtained as follows.

**Proposition 2.1** For any \( n \geq 0 \), conditionally on \( (\Theta_n = \theta, Y_{n+1} = y') \), one has \( \Theta_{n+1} = \Psi_n(\theta, y') \) with

\[
\Psi_n(\theta, y')(A) = \int_X P_n(fF_{y'}\mathbb{1}_A)(m, x)d\theta(m, x),
\]

for any Borelian subset \( A \) of \( X \).

The proof of this proposition is quite classical and therefore omitted. It relies on the standard prediction-correction approach. Similar computations can be found e.g. in [6] in the framework of MDPs, with the notable difference that in our context we do not assume that the kernels have a density with respect to any fixed measure, or in [8] for a different class of PDMPs.

Set \( \mathcal{P}(X) \) the set of probability measures on \( X \). Thus, \( (\Theta_n, Y_n) \) is a Markov chain on \( \mathcal{P}(X) \times Y \), with transition kernels defined, for any Borelian subsets \( P \subset \mathcal{P}(X) \), \( C \subset Y \), and any \( (\theta, y) \in \mathcal{P}(X) \times Y \), by

\[
R_n'(P \times C|\theta, y) = \mathbb{P}((\Theta_{n+1}, Y_{n+1}) \in P \times C|(\Theta_n, Y_n) = (\theta, y))
= \int_{X \times C} \mathbb{1}_P(\Theta_n(\theta, y')) P_n(fF_{y'})(m, x)d\theta(m, x)dy'.
\]

Again, this kernel does not depend on \( y \). The partially observed optimal stopping problem defined in Section 2.3 is equivalent to a fully observed optimal stopping problem using the filtered trajectories introduced above. The fully observed state space is thus \( \mathcal{P}(X) \times Y \), the initial point is \( \xi' = (\delta_{(0,x)}, y) \) for some \( (x, y) \in X \times Y \). In this framework, the cost of an admissible strategy \((\tau, A, \tau') \in T^Y \times A^Y \) for starting point \( \xi \in X \times Y \) is

\[
J'(\tau, A, \tau', \xi') = \mathbb{E}_\xi \left[ \sum_{n=0}^{(\tau-1)\wedge N} c'(\Theta_n, Y_n) + \mathbb{1}_{\tau \leq N} C'(\Theta_{\tau\wedge N}, Y_{\tau\wedge N}, A_\tau) \right],
\]

where, for \( g \) from \( X \times Y \) onto \( \mathbb{R} \), \( g' \) is the function from \( \mathcal{P}(X) \times Y \) onto \( \mathbb{R} \) such that \( g'(\theta, y) = \int_X g(m, x, y)d\theta(m, x) \), here for \( g = c \) or \( g = C \). The value function of the problem is

\[
V'(\xi') = \inf_{(\tau, A, \tau') \in T^Y \times A^Y} J'(\tau, A, \tau', \xi').
\]

The value function is then solution to the dynamic programming equations.

**Theorem 2.2** Set \( v'_n(\theta, y) = \min_{a \in M} C'(\theta, y, a) \) and for \( 0 \leq n \leq N - 1 \)

\[
v'_n(\theta, y) = \min \left\{ \min_{a \in M} C'(\theta, y, a); c'(\theta, y) + \mathbb{E}_n v'_{n+1}(\theta, y) \right\}.
\]

Let \( \xi'_0 = (\delta_{(0,x)}, y) \in \mathcal{P}(X) \times Y \). Then we have

\[
v'_0(\xi'_0) = V'(\xi'_0) = V(0, x, y).
\]

Note that none of the functions above actually depends on \( y \). Again, the proof of this statement relies on standard arguments and is omitted. The proper framework for the proof is that of Partially Observed MDPs (POMDPs). One first defines the equivalent POMDP to the optimal stopping problem under partial observation and then proves the equivalence with the fully observed MDP corresponding to the fully observed optimal stopping problem. The dynamic programming is then straightforward. Similar derivations can be found for instance in [6, 13].
3 Numerical approximation of the value functions

The aim of this paper is to propose a numerically tractable approximation of the optimal value function $V'$ defined in eq. (5) and a corresponding candidate optimal strategy. The main difficulties are first that the filter $\Theta_n$ is measure-valued and thus infinite-dimensional and second that this filter cannot be simulated as the Bayes operators $\Psi_n$ involve continuous integration. To build our approximation, we start from the dynamic programming equations from Theorem 2.2 and propose a two-step discretization of operators $R'_n$, $0 \leq n \leq N - 1$. Our global approach and the relationships between the different Markov chains we introduce, together with their state space and kernels are summarized in Figure 1. The left column corresponds to the construction presented in Section 2 from the original continuous-time PDMP to the fully observed dynamic programming equations.

\[
X_t = (m_t, x_t, t) \quad X \times \mathbb{R}^+, P
\]

\[
X_n = (m_n, x_n) \quad (m_n, x_n) = X_n
\]

\[
\text{quantization}
\]

\[
\text{observations}
\]

\[
(Y_n) \quad (X_n, Y_n)
\]

\[
\text{filtering}
\]

\[
(\Theta_n, Y_n) \quad (\Theta_n, Y_n)
\]

\[
\text{quantization}
\]

\[
R_n \quad R'_n
\]

\[
\text{dynamic programming}
\]

\[
\bar{v}'_n(\Theta_n, Y_n) \quad \bar{v}'_n(\Theta_n, Y_n)
\]

Figure 1: Two-step approximation of the value functions

The first step in the middle column corresponds to a time-dependent discretization of the state space of the Markov chain $(X_n)$. We obtain a finite state space Markov chain $(\bar{X}_n)$ that we plug into the observation equation (1) and filter operator to obtain Markov chains $(\bar{X}_n, \bar{Y}_n)$ with kernels $\bar{R}_n$ and $(\bar{\Theta}_n, \bar{Y}_n)$ with kernels $\bar{R}'_n$. Finally we replace $R'_n$ by $\bar{R}'_n$ in the dynamic programming equations to obtain the first sequence of approximate value functions. Note that by doing so, $\bar{Y}_n$ does not correspond to a discretization of the observations $Y_n$ and $\bar{\Theta}_n$ is not the filter of $\bar{X}_n$ given the observations $Y_n$. By this procedure, we start from a finite state space Markov chain $(\bar{X}_n, \bar{Y}_n)$ and obtain a simulatable filter $\bar{\Theta}_n$ that is still measure-valued but can be identified to finite-dimensional vectors. One more approximation is still required to obtain a finite state-space Markov chain.

The second step in the right column consists in the joint discretization of the Markov chain $(\bar{\Theta}_n, \bar{Y}_n)$. We obtain a finite state space Markov chain $(\hat{\Theta}_n, \hat{Y}_n)$ with kernel $\hat{R}_n$. Again, we plug this new kernel into the dynamic programming equations. As the Markov chain $(\hat{\Theta}_n, \hat{Y}_n)$ has a finite state space, integrating with respect to $\hat{R}_n$ simply corresponds to computing weighted sums. Hence the dynamic programming equations are now fully solvable numerically. This leads both to a numerically tractable approximation of the original value function and to a candidate $\epsilon$-optimal strategy. Both steps are based on discretization by optimal quantization of the vector-valued Markov chains.

In this section, we first introduce some notation and assumptions. Then we briefly recall the optimal quantization procedure and its main properties, proceed to construct the first discretization...
and state the convergence result of the approximate value functions to the original ones, and then construct the second discretization and state the convergence result of the approximate value functions to those from the previous part. Finally, we explain how a computable stopping strategy can be derived from the approximations of the value functions. The proofs of convergence are postponed to Section 4.

3.1 Notation and assumptions.

In this section we introduce the function spaces we will be working with, the distance we consider for measure spaces and the main assumptions on our model. Let $E$ be a Borel subset of $\mathcal{X}$.

**Definition 3.1** Let $BL(E)$ be the set of Borelian functions from $E \times \mathcal{Y}$ onto $\mathbb{R}$ for which there exist finite constants $\|\varphi\|_{E}$ and $[\varphi]_{E}$ such that for all $(m, x, y)$ and $(m, x', y)$ in $E \times \mathcal{Y}$, one has

$$
|\varphi(m, x, y)| \leq \|\varphi\|_{E},
$$

$$
|\varphi(m, x, y) - \varphi(m, x', y)| \leq [\varphi]_{E}(|x - x'|).
$$

Denote also the unit ball of $BL(E)$ by

$$
BL_{1}(E) = \{ \varphi \in BL(E) : \|\varphi\|_{E} \leq 1 ; [\varphi]_{E} \leq 1 \}.
$$

**Definition 3.2** For $\theta$ and $\theta'$ two probability measures in $\mathcal{P}(E)$, define the distance $d_{E}(\theta, \theta')$ by

$$
d_{E}(\theta, \theta') = \sup_{\varphi \in BL_{1}(E)} \sup_{y \in \mathcal{Y}} \left| \int_{E} \varphi(m, x, y)d\theta(m, x) - \int_{E} \varphi(m, x, y)d\theta'(m, x) \right|.
$$

In particular, if $E = \{e_{1}, \ldots, e_{\ell}\}$ is a finite set, this distance correspond to the $L_{1}$ distance on $\mathcal{P}(E)$:

$$
d_{E}(\theta, \theta') = \|\theta - \theta'\|_{\mathcal{P}(E), 1} = \sum_{i=1}^{\ell} |\theta(e_{i}) - \theta'(e_{i})|.
$$

**Definition 3.3** Let $BLP(E)$ be the set of Borelian functions from $\mathcal{P}(E) \times \mathcal{Y}$ onto $\mathbb{R}$ for which there exist finite constants $\|\varphi\|_{E, \mathcal{P}}$ and $[\varphi]_{E, \mathcal{P}}$ such that for all $(\theta, y)$ and $(\theta', y)$ in $\mathcal{P}(E) \times \mathcal{Y}$ one has

$$
|\varphi(\theta, y)| \leq \|\varphi\|_{E, \mathcal{P}},
$$

$$
|\varphi(\theta, y) - \varphi(\theta', y)| \leq [\varphi]_{E, \mathcal{P}}d_{E}(\theta, \theta').
$$

In the sequel when $E = \mathcal{X}$ we will drop the index $E$: for any function $\varphi$ in $BL(\mathcal{X})$, $\|\varphi\|_{\mathcal{X}} = \|\varphi\|$ and $[\varphi]_{\mathcal{X}} = [\varphi]$, for any function $\varphi$ in $BLP(\mathcal{X})$, $\|\varphi\|_{\mathcal{X}, \mathcal{P}} = \|\varphi\|_{\mathcal{P}}$ and $[\varphi]_{\mathcal{X}, \mathcal{P}} = [\varphi]_{\mathcal{P}}$, and for any probability measures $\theta$ and $\theta'$ in $\mathcal{P}(\mathcal{X})$, $d_{\mathcal{X}}(\theta, \theta') = d(\theta, \theta')$.

We make the following regularity assumptions on the driving parameters of our processes.

**H1** There exist a function $L$ and a constant $L_{f}$ such that $\forall(x, x') \in \mathbb{R}^{2}$ and $y \in \mathcal{Y}$ one has

$$
|f(y - F(x)) - f(y - F(x'))| \leq L(y)|x - x'|
$$

$$
\int_{\mathcal{Y}} L(y)dy \leq L_{f} < +\infty.
$$

**H2** There exist positive real constants $\mathcal{T}$ and $B_{f}$ such that for all $(x, y) \in \mathbb{R} \times \mathcal{Y}$,

$$
0 < \mathcal{T} \leq f(y - F(x)) \leq \mathcal{F} < +\infty,
$$

$$
\int_{\mathcal{Y}} \sup_{x \in \mathbb{R}} f(y' - F(x))dy' \leq B_{f} < +\infty.
$$

**H3** For all $0 \leq i \leq d$, there exists a positive constant $[\Phi_{i}]$ such that for all $0 < t \leq N\delta$, one has

$$
[\Phi_{i}(x, t) - \Phi_{i}(x', t)] \leq [\Phi_{i}]|x - x'|, \quad \forall(x, x') \in \mathbb{R}^{2}.
$$
Examples In the examples of Section 2.2, all the flows are clearly Lipschitz-continuous in $x$ for $0 < t \leq N\delta$, so that (H3) holds. For the identity link function $F$ and truncated Gaussian noise, one has

$$f(y - F(x)) = \frac{1}{p\sigma\sqrt{2\pi}} e^{-\frac{(y - F(x))^2}{2\sigma^2}},$$

with $p = \mathbb{P}(-s \leq Z \leq s)$ for a centered Gaussian random variable $Z$ with variance $\sigma^2$. Say the state space $\mathcal{X}$ is an interval of the form $[-S, S]$. Then $\mathcal{Y} = [-S - s, S + s]$ and Assumptions (H1) and (H2) hold with $L_\ell \leq 2sS(S + s)(p\sigma\sqrt{2\pi})^{-1}$, $T \leq (p\sigma\sqrt{2\pi})^{-1}$, $B_{\ell} = 2(s + S)T$ and $F_{\ell} \geq (p\sigma\sqrt{2\pi})^{-1} e^{-s^2/2\sigma^2}$. Similarly, for the inverse link function and a state space $\mathcal{X} = [S_1, S_2]$ for some positive $S_1, S_2$, (H2) holds with the same constants $f$ and $T$, $B_{\ell} = (2s + S_2 - S_1)T$, and (H1) holds with $L_\ell \leq s(2s + S_2 - S_1)(S_2^2 p\sigma\sqrt{2\pi})^{-1}$.

3.2 Quantization

We recall that for an $\mathbb{R}^d$-valued random variable $Z$ such that $\mathbb{E}[|Z|^2] < \infty$ and $\ell$ a fixed integer, the optimal $L_2$-quantization of the random variable $Z$ consists in finding the best possible $L_2$-approximation of $Z$ by a random variable $\hat{Z}$ taking at most $\ell$ values in $\mathbb{R}^d$, which will be denoted by $\Gamma_\ell = \{z_1, \ldots, z_\ell\}$. The asymptotic properties of the $L_2$-quantization are given by Zador’s theorem (see, e.g., [3, Theorem 3]), recalled below, which uses the notation $p_\Gamma(z)$ for the closest neighbor projection of $z \in \mathbb{R}^d$ on a grid $\Gamma \subset \mathbb{R}^d$.

**Theorem 3.4** Let $Z$ be an $\mathbb{R}^d$-valued random variable, and suppose that for some $\epsilon > 0$ we have $\mathbb{E}[|Z|^{2+\epsilon}] < +\infty$. Then, as $\ell$ tends to infinity, one has

$$\min_{|\Gamma| \leq \ell} \mathbb{E}[|Z - p_\Gamma(Z)|^2] = O(\ell^{-2/\epsilon}).$$

There exist algorithms that can numerically find, for a fixed $\ell$, the quantization of $Z$ (or, equivalently, the grid $\{z_1, \ldots, z_\ell\}$) attaining the minimum in Theorem 3.4 above and its distribution) as soon as $Z$ is simulatable [20, 22]. Roughly speaking, such a grid will have more points in the areas of high density of $Z$ and fewer points in the areas of low density of $X$. Replacing $Z$ by $\hat{Z}$ turns integrals into finite sums and makes numerical computations possible, with easy derivation of error bounds for Lipschitz functionals of the random variable thanks to Theorem 3.4.

Optimal quantization can also readily be extended to (discrete-time) Markov chains [21]. One thus retrieves a quantization grid at each time step and the transition matrices between two consecutive grids.

3.3 First discretization

We propose a time-dependent discretization of the state space $\mathcal{X}$ based on the optimal quadratic quantization of the discrete time Markov chain $(X_n)_{n \geq 0}$. Let $\Omega_n, n \geq 0$ be a sequence of optimal quantization grids for $(X_n)_{n \geq 0}$. The cardinality of $\Omega_n$ is denoted by $\ell_n$ and $\Omega_n = \{\omega_n^1, \ldots, \omega_n^{\ell_n}\}$. Let $X_n$ be the nearest-neighbor projection of $X_n$ onto $\Omega_n$: $X_n = \hat{p}_{n_n} (X_n)$, and set

$$\hat{p}_{n}(\omega_{k+1}^j|\omega_n^i) = \hat{p}_{n+1,j} = \mathbb{P}(X_{n+1} = \omega_{n+1}^j|X_n = \omega_n^i).$$

As the mode component is already discrete, we will assume in the sequel that the projection preserves the mode, i.e. if $X_n = (m, x)$ then $\hat{X}_n = (m, \hat{x})$. To simplify notation, for any function $\varphi$ in $BL(\Omega_n)$, we will denote $\|\varphi\|_{\Omega_n} = \|\varphi\|_n$ and $[\varphi]_{\Omega_n} = [\varphi]_n$.

To define an approximation for the kernels $R_n$, we replace in the definition of $R_n$ the quantities related to the Markov chain $(X_n)$ by those related to $(\hat{X}_n)$. Namely, we define:

- a family of Markov kernels $R_n$ from $\Omega_n \times \mathcal{Y}$ onto $\Omega_{n+1} \times \mathcal{Y}$:

$$\hat{R}_n(\omega_{n+1}^j, dy | \omega_n^i, y) = \hat{R}_n(\omega_{n+1}^j, dy | \omega_n^i)$$

$$= \hat{p}_{n+1,j} (y' - F(\omega_{n+1}^j)) dy'$$
• a family of operators $\hat{\Psi}_n$ from $\mathcal{P}(\Omega_n) \times \mathbb{R}$ onto $\mathcal{P}(\Omega_{n+1})$:

$$
\Psi_n(\theta, y)(\omega_{n+1}) = \frac{\sum_{i=1}^{\ell_n} \hat{p}_{k,i,j}(\omega_{n+1}) \theta(\omega_{n+1})}{\sum_{j=1}^{\ell_n} \sum_{i=1}^{\ell_n} \hat{p}_{k,i,j}(\omega_{n+1}) \theta(\omega_{n+1})}
$$

From these two ingredients, we construct a new family of Markov kernels $\hat{R}^n_n$ from $\mathcal{P}(\Omega_n) \times \mathbb{Y}$ onto $\mathcal{P}(\Omega_{n+1}) \times \mathbb{Y}$ by setting, for all Borelian subsets $\mathcal{P} \subset \mathcal{P}(\Omega_n)$ and $\mathbb{C} \subset \mathbb{Y}$,

$$
\hat{R}^n_n(\mathcal{P} \times \mathbb{C}|\hat{\theta}, \hat{y}) = \hat{R}^n_n(\mathcal{P} \times \mathbb{C}|\hat{\theta}) = \sum_{1 \leq j \leq \ell_n, 1 \leq k \leq \ell_{n+1}} \mathbb{P}(\Psi_n(\hat{\theta}, \hat{y}) \mathcal{P}(\bar{\omega}_{n+1}) f(y - F(\omega_{n+1})) d\bar{\theta} \theta(\omega_{n+1}).
$$

From the family of Markov kernels $(\hat{R}^n_n)$, one can construct a Markov chain $(\hat{\Theta}_n, \hat{Y}_n)_{n \geq 0}$ by setting

$$
\mathbb{P}(\hat{\Theta}_0 = \delta_{(0,x_o)}; \hat{Y}_0 = \hat{y}) = 1
$$

$$
\mathbb{P}(\hat{\Theta}_{n+1}, \hat{Y}_{n+1}) \in \mathcal{P} \times \mathbb{C} | \hat{\Theta}_n = \hat{\theta}, \hat{Y}_n = \hat{y}) = \hat{R}^n_n(\mathcal{P} \times \mathbb{C}|\hat{\theta}).
$$

Note that

• $(\hat{Y}_n)$ does not have the same dynamics as the original observations $(Y_n)$, nor does it correspond to a function of these observations;

• one has $\hat{\Theta}_n(\omega_n) = \mathbb{P}(X_n = \omega_n|Y_0, \ldots, Y_n)$ which thus corresponds to the filter of $(X_n)$ given the $(Y_n)$, but does not correspond to the filter of $(X_n)$ given the original observations $(Y_n)$, or to a function of the original filter $(\Theta_n)$ nor of observations $(Y_n)$;

• unlike the recursion for the filter $\Theta_n$, the recursion for $\hat{\Theta}_n$ is numerically tractable, thus $(\hat{\Theta}_n)$ is simulatable.

The random filter $\hat{\Theta}_n$ is characterized by the random weights $\hat{\Theta}_n = \Theta_n(\omega_n)$, for $i = 1, \ldots, \ell_n$ and can be identified with a random vector valued in the $\ell_n$-simplex in $\mathbb{R}^{\ell_n}$ of dimension $\ell_n - 1$. This identification will be in force throughout this paper.

Finally, we define the main quantities of interest for this section, namely the approximate value functions $\hat{v}'_n$ from $\mathcal{P}(\Omega_n) \times \mathbb{Y}$ onto $\mathbb{R}$ as

$$
\hat{v}'_n(\hat{\theta}, \hat{y}) = \min_{a \in \mathcal{A}} C''(\hat{\theta}, \hat{y}, a)
$$

$$
\hat{v}'_n(\hat{\theta}, \hat{y}) = \min_{a \in \mathcal{A}_{\Delta}} \left\{ C''(\hat{\theta}, \hat{y}, a); c''(\hat{\theta}, \hat{y}) + \hat{R}^n_n(\hat{\theta}, \hat{y}) \right\}.
$$

Then we have the following convergence.

**Theorem 3.5** Under assumptions (H1-3), for all distributions $\theta$ in $\mathcal{P}(\mathbb{X})$, $\hat{\theta}$ in $\mathcal{P}(\Omega_N)$ and all $(y, \bar{y}) \in \mathbb{Y}^2$, one has

$$
|v'_n(\theta, y) - \hat{v}'_n(\hat{\theta}, \bar{y})| \leq \hat{B} d(\theta, \hat{\theta}).
$$

For all $0 \leq n \leq N - 1$, all distributions $\theta$ in $\mathcal{P}(\mathbb{X})$, $\hat{\theta}$ in $\mathcal{P}(\Omega_N)$ and all $(y, \bar{y}) \in \mathbb{Y}^2$, one has

$$
|v'_n(\theta, y) - \hat{v}'_n(\hat{\theta}, \bar{y})| \leq |v'_n|_{Pd(\theta, \hat{\theta})} + |v'_{n+1} - v'_{n+1}|_{n+1} + (L_f|v'_{n+1}|_{P} + \mathcal{T} F|v'_{n+1}|_{P})
$$

$$
\times E[|X_{n+1} - X_{n+1}|] + |\Theta|^2 E[|X_n - X_n|].
$$

The proof of this theorem is given in Section 4.3, and the constants $\hat{B}$ and $\mathcal{T} F$ are given in Table 1. In particular, for the optimal performance one has

$$
|v'_0(\delta_{(0,x_o)}, y_0) - \hat{v}'_0(\delta_{(0,x_o)}, y_0)| \leq \sum_{n=0}^{N-1} a_n E[|\bar{X}_n - X_n|],
$$

with

$$
a_n = L_f(\|v'_n\|_{P} + |\Theta|^2|v'_{n+1}|_{P}) + \mathcal{T} F(|v'_{n+1}|_{P} + |\Theta|^2|v'_{n+1}|_{P})
$$

$$
\leq \hat{B}(1 + |\Theta|^2)(L_f(N - n + 1) + \mathcal{T} F \sum_{j=0}^{N-n} ((1 + |\Theta|^2L_f)(N - n - j) + 1)\mathcal{T} F(j)).
$$
3.4 Second discretization

The value functions \( \hat{v}_n' \) are not directly numerically computable as they involve integration by operators \( R_n' \) on the continuous space \( P(\Omega_n) \times \gamma \). A second discretization is thus needed. To do so, we use optimal quantization again. Following the generic direction given in [23], we discretize jointly \( (\hat{\theta}_n, \hat{Y}_n) \). Note that \( (\hat{\theta}_n, \hat{Y}_n) \) is easy to simulate because the recursive construction of \( \hat{\theta}_n \) only involves finite weighted sums. This approach would not have been possible on the chain \( (\hat{\theta}_n, \hat{Y}_n) \) as \( \hat{\theta}_n \) cannot be simulated exactly.

Our second discretization step thus now consists in replacing the Markov chain \( (\hat{\theta}_n, \hat{Y}_n) \) by its optimal quantization approximation \( (\hat{\theta}_n, \hat{Y}_n) \). By construction, \( (\hat{\theta}_n, \hat{Y}_n) \) takes a finite number of values on a grid \( \Gamma_n \) of size \( N_n \): \( \Gamma_n = \{ \gamma_0, \gamma_1, \ldots, \gamma_{N_n} \} \). To simplify notation, for any measure \( \theta \) in \( P(\Omega_n) \), we will simply denote \( \| \theta \|_{P(\Omega_n), 1} = \| \theta \|_{n, 1} \).

We now set

\[
R_n^j(\gamma_n) = \mathbb{P}(\hat{\theta}_{n+1}, \hat{Y}_{n+1} = \gamma_{n+1} | (\hat{\theta}_n, \hat{Y}_n) = \gamma_n).
\]

With these new transition kernels, we define the approximate value functions \( \hat{v}_n' \) from \( \Gamma_n \) onto \( \mathbb{R} \) as

\[
\hat{v}_n'(\gamma) = \min_{a \in \mathcal{A}} C'(\gamma, a),
\hat{v}_n'(\gamma) = \min \left\{ \min_{a \in \mathcal{A}} C'(\gamma, a); c'(\gamma) + \tilde{R}_n \hat{v}_n'(\gamma) \right\}.
\]

These functions can be numerically computed on the grids \( \Gamma_n \).

**Theorem 3.6** Under assumptions (H1-3), for all distribution \( \hat{\theta}_N \) in \( P(\Omega_N) \), \( \hat{y} \in \gamma \) and \( (\hat{\theta}_N, \hat{y}) \in \Gamma_N \), one has

\[
|\hat{v}_N'(\hat{\theta}_N, \hat{y}) - \hat{v}_N'(\hat{\theta}_N, \hat{y})| \leq B\|\hat{\theta}_N - \hat{\theta}_N\|_{n, 1}.
\]

For \( 0 \leq n \leq N - 1 \), for all distribution \( \hat{\theta}_n \) in \( P(\Omega_n) \), \( \hat{y} \in \gamma \) and \( (\hat{\theta}_n, \hat{y}) \in \Gamma_n \), one has

\[
|\hat{v}_n'(\hat{\theta}_n, \hat{y}) - \hat{v}_n'(\hat{\theta}_n, \hat{y})| \leq [\hat{v}_n^n]_n\|\hat{\theta}_n - \hat{\theta}_n\|_{n, 1} + \|\hat{v}_n^n + 1\|_{n, 1} + [\hat{v}_n^n + 1]_{n+1} E[\|\hat{\theta}_n + 1 - \hat{\theta}_n + 1\|_{n, 1}] + ([\hat{v}_n^n + 1]_{n+1} + \tilde{f}\tilde{F}[\hat{v}_n^n + 1]_{n+1}) E[\|\hat{\theta}_n - \hat{\theta}_n\|_{n, 1}].
\]

The proof of this theorem is given in Section 4.3, and the constant \( \tilde{f}\tilde{F} \) is given in Table 1. In particular, we obtain

\[
|\hat{v}_0'(\delta_{(0, x_0)}, y_0) - \hat{v}_0'(\delta_{(0, x_0)}, y_0)| \leq \sum_{n=0}^N b_n E[\|\hat{\theta}_n - \hat{\theta}_n\|_{n, 1}],
\]

with

\[
b_n = [\hat{v}_n^n]_n + \|\hat{v}_n^n + 1\|_{n+1} + \tilde{f}\tilde{F}[\hat{v}_n^n + 1]_{n+1}
\leq 2B \sum_{j=0}^{N-n} (N - n + 1 - j) (\tilde{f}\tilde{F})^j.
\]

Suppose that all quantization grids \( \Omega_n \) have the same number of points \( N_\Omega \) and all quantization grids \( \Gamma_n \) also have the same number of points \( N_\Gamma \). Then, Theorem 3.4 yields \( E[\|X_n - \hat{X}_n\|] = O(N_\Omega^{-1}) \) and \( E[\|Y_n - \hat{Y}_n\| + \|\hat{\theta}_n - \hat{\theta}_n\|_{n, 1}] = O(N_\Gamma^{-1/N_\Omega}) \). Thus one has

\[
|\hat{v}_0'(\delta_{(0, x_0)}, y_0) - \hat{v}_0'(\delta_{(0, x_0)}, y_0)| = O(N_\Omega^{-1} + N_\Gamma^{-1/N_\Omega}).
\]

This rate of convergence is very slow, which is not surprising given that one had to discretize infinite dimension measure-valued random variables. This is the well known curse of dimensionality one is faced with when dealing with partial observations.
3.5 Construction of a stopping strategy.

We can now construct a computable stopping strategy using the fully discretized value function. Suppose that the process starts from point \( \mathbf{0}_0 = (0, x_0, y_0) \) and observations \( y_0, \ldots, y_n \) are available at time \( n \). One cannot compute the filter \( \mathbb{P}_{n}\theta(X_n) \in : (Y_0, \ldots, Y_n) = (y_0, \ldots, y_n) \) because of the continuous integrals in the definition of the Bayes operator from Proposition 2.1. However, one can recursively compute an approximate filter as follows.

By construction, \( \hat{\theta}_k \) belongs to \( \mathcal{P}(\Omega_k) \) for all \( k \). Then this approximate filter can be projected onto the quantization grids \( (\Gamma_k)_{0 \leq k \leq n} \):

\[
\hat{\theta}_k, \hat{y}_k = \text{proj}_{\Gamma_k}(\theta_k, y_k),
\]

for all \( 1 \leq k \leq n \). Finally, the values of \( \hat{\theta}_k, \hat{y}_k \) are available for all \( 0 \leq k \leq n \).

Now we define two sequences of function \( (r_n)_{0 \leq n \leq N} \) and \( (a_n)_{0 \leq n \leq N} \) as

- for \( 0 \leq n \leq N - 1 \), \( r_n : \mathcal{P}(\Omega_n) \times \mathcal{Y} \to \{0, 1\} \) and \( a_n : \mathcal{P}(\Omega_n) \times \mathcal{Y} \to \mathcal{M}^+ \) are such that

\[
\begin{align*}
r_n(\hat{\theta}, \hat{y}) &= \mathbb{1}_{n} \min_{a \in \mathcal{M}^+} C'(pr_n(\hat{\theta}, \hat{y}), a) \leq C'(pr_n(\hat{\theta}, \hat{y}) + \mathcal{R}_n v_{n+1}(pr_n(\hat{\theta}, \hat{y})),
\end{align*}
\]

\[
\begin{align*}
a_n(\hat{\theta}, \hat{y}) &= \arg \min_{a \in \mathcal{M}^+} C'(pr_n(\hat{\theta}, \hat{y}), a) \mathbb{1}_{\{r_n(\hat{\theta}, \hat{y}) = 1\}}.
\end{align*}
\]

- \( r_N : \mathcal{P}(\Omega_N) \times \mathcal{Y} \to \{0, 1\} \) and \( a_N : \mathcal{P}(\Omega_N) \times \mathcal{Y} \to \mathcal{M} \) are such that

\[
\begin{align*}
r_N(\hat{\theta}, \hat{y}) &= \mathbb{1}_{n} \min_{a \in \mathcal{M}} C'(pr_N(\hat{\theta}, \hat{y}), a) \mathbb{1}_{\{r_N(\hat{\theta}, \hat{y}) = 1\}},
\end{align*}
\]

\[
\begin{align*}
a_N(\hat{\theta}, \hat{y}) &= \frac{1}{a \in \mathcal{M}} C'(pr_N(\hat{\theta}, \hat{y}), a).
\end{align*}
\]

Thus \( r_n \) is a stopping indicator depending on which term won the minimization in the dynamic programming, and \( a_n \) corresponds to the mode to be selected after the jump.

Our candidate stopping strategy is the following, as illustrated on Figure 2:

- Compute \( r_0(\hat{\theta}(0,x_0), y_0) \)
  - if \( r_0(\hat{\theta}(0,x_0), y_0) = 1 \), stop at time 0 and select decision \( a_0(\delta(0,x_0), y_0) \)
  - otherwise compute \( \hat{\theta}_1 = \Psi_0(\delta(0,x_0), y_1) \) and \( r_1(\hat{\theta}_1, y_1) \)
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- if \( r_1(\theta_1, y_1) = 1 \), stop at time 1 and select decision \( a_1(\theta_1, y_1) \)
- otherwise compute \( \bar{\theta}_2 = \Psi(\bar{\theta}_1, y_2) \) and \( r_2(\bar{\theta}_2, y_2) \) and so on until time \( N \)
  
  \[ \begin{align*}
  \text{if the process wasn't stopped before } N, & \text{ compute } \theta_N = \Psi_{N-1}(\theta_{N-1}, y_N) \text{ and } r_N(\bar{\theta}_N, y_N) \\
  \text{if } r_N(\theta_N, y_N) = 1, & \text{ stop at time } N \text{ and select decision } a_N(\bar{\theta}_N, y_N) \\
  \text{otherwise } & \text{ select decision } a = 0.
  \end{align*} \]

Note that all quantities can be computed numerically and that this strategy is non-anticipative.
However, the sequence \((\bar{\theta}_n, y_n)\) is not a realization of the Markov chain \((\Theta_n, Y_n)\) nor of \((\Theta_n, Y_n)\). Therefore assessing theoretically the performance of this strategy is an open question that will be the subject of future works. Its numerical performance is assessed in Section 5.

4 Convergence of the approximations

This section is dedicated to the proof of Theorems 3.5 and 3.6. Some useful constants for the sequel are given in Table 1.

4.1 Regularity of the Markov operators and value functions

We start with regularity properties of the cost functions, kernels and operators involved in the discretizations. The first lemma is straightforward and its proof is omitted.

**Lemma 4.1** For all \( a \in \mathcal{M}_+, \) set \( C_a(m, x, y) = C_a(m) = C(m, x, y, a) \), then \( C_a \) and \( c \) are in \( BL(\mathcal{X}) \) with

\[
\|C_a\| = \tilde{G}, \quad |C_a| = 0, \quad |c| = \delta \beta, \quad |c| = 0,
\]

\( C_a \) and \( c \) are in \( BLP(\mathcal{X}) \cap BLP(\Omega_k) \) for all \( 1 \leq k \leq N \) with

\[
|C_a'|_p = |C_a'|_k \leq \tilde{G}, \quad |C_a'|_p = |C_a'|_k \leq \tilde{G}, \quad |c'|_p = |c'|_k \leq \delta \beta.
\]

In the sequel, for any function \( g : \mathcal{X} \times \mathcal{Y} \rightarrow \mathbb{R} \) we will still denote \( P_ng \) the function \( \mathcal{X} \times \mathcal{Y} \) onto \( \mathbb{R} \) defined by

\[
P_n g(m, x, y) = \mathbb{E}[g(X_{n+1}, y)|X_n = (m, x)].
\]

**Lemma 4.2** Under assumption \((H3)\), for any \( g \in BL(\mathcal{X}) \), \( P_ng \) is in \( BL(\mathcal{X}) \) with

\[
\|P_ng\| \leq \|g\|, \quad |P_ng| \leq |\Phi|^2|g|.
\]

**Proof** As \( P_k \) is a Markov kernel, one clearly has \( |P_kg| \leq \|g\| \). On the one hand, if \( m = i > 0 \), for \( y \in \mathcal{Y} \), one has

\[
|P_k g(i, x, y) - P_k g(i, \bar{x}, y)| = |g(i, \Phi_i(x, \delta), y) - g(i, \Phi_i(\bar{x}, \delta), y)| \leq |g| |\Phi_i| |x - \bar{x}|.
\]

On the other hand, if \( m = 0 \), one has

\[
|P_k g(0, x, y) - P_k g(0, \bar{x}, y)|
\]

\[
\leq e^{-\delta \lambda (k \delta + s)} |g(0, \Phi_0(x, \delta), y) - g(0, \Phi_0(\bar{x}, \delta), y)|
\]

\[
+ \sum_{i=1}^d \pi_i \int_0^\delta \lambda (k \delta + s) e^{-\delta \lambda (k \delta + z)} |g(i, \Phi_i(\Phi_0(x, s), \delta - s), y) - g(i, \Phi_i(\Phi_0(\bar{x}, s), \delta - s), y)| ds
\]

\[
\leq |g| |\Phi_i| |\Phi_0| |x - \bar{x}|,
\]

and we conclude using the definition of \( |\Phi| \). □

| Table 1: Lipschitz-regularity constants and bounds |

| \( \Phi \) | 1 ∨ max₀≤d≤|Φ| \( \{Φ\} \) |
|---|---|
| \( G \) | \( \alpha ∨ \max_{m,a} \{γ_{ma}\} \) |
| \( B = \tilde{G} + \delta β \) | \( \tilde{T} = (B_f + L_f)\tilde{f}^{-1} + L_f\tilde{f}^{-2} \) |
| \( \bar{\tilde{T}} = B_f\tilde{f}^{-1}(1 + \tilde{f}^{-1}) \) | \( B(y') = \sup_{x \in \mathcal{F}} f(y' - \tilde{f}(x)) \) |
Lemma 4.3 Under assumptions (H1-3), for all $0 \leq k \leq N - 1$ and $\theta \in \mathcal{P}(\mathcal{X})$, $\bar{\theta} \in \mathcal{P}(\Omega_k)$, one has
\[
\int_{\mathcal{Y}} d(\Psi_k(\theta, y'), \Psi_k(\bar{\theta}, y'))dy' \leq \widehat{\mathcal{F}}^+ \ d(\theta, \bar{\theta}).
\]
Under assumptions (H2-3), for all $(\theta, \bar{\theta}) \in \mathcal{P}(\Omega_k)^2$ one has
\[
\int_{\mathcal{Y}} \|\Psi_k(\theta, y') - \bar{\Psi}_k(\theta, y')\|_{k+1,1}dy' \leq \widehat{\mathcal{F}}^\circ \|\theta - \bar{\theta}\|_{k,1}.
\]

Proof Set $g \in BL_1(\mathcal{X})$. For $(y, y') \in \mathcal{Y}^2$, we set $fF_{y'}[g] : (m, x, y) \mapsto g(m, x, y)f(y' - F(x))$. Thus, one has
\[
\int_{\mathcal{X}} g(\xi', y) \ d\Psi_k(\theta, y')(\xi') - \int_{\mathcal{X}} g(\xi', y) \ d\Psi_k(\bar{\theta}, y')(\xi') = \int_{\mathcal{X}} P_kfF_{y'}[g](\xi, y)d\theta(\xi) - \sum_{i=1}^{\ell_k} P_kfF_{y'}[g](\xi, y\theta(\omega_k^i))
\]
\[
+ \sum_{i=1}^{\ell_k} P_kfF_{y'}[g](\xi, y\theta(\omega_k^i)) \left( \left( \int_{\mathcal{X}} P_kfF_{y'}[g](\xi)d\theta(\xi) \right)^{-1} - \left( \sum_{i=1}^{\ell_k} P_kfF_{y'}[g](\omega_k^i)\theta(\omega_k^i) \right)^{-1} \right).
\]
By assumption (H2) all denominators are bounded from below by $l$. Next, the function $fF_{y'}[g]$ is clearly in $BL(\mathcal{X})$ with $\|fF_{y'}[g]\| \leq B(y')$ and $\|fF_{y'}[g]\| \leq L(y') + B(y')$ as $g \in BL_1(\mathcal{X})$. Hence, by Lemma 4.2 we readily have $P_kfF_{y'}[g] \in BL(\mathcal{X})$ so that for all $g \in BL_1(\mathcal{X})$ we have
\[
\int_{\mathcal{X}} g(\xi', y) \ d\Psi_k(\theta, y')(\xi') - \int_{\mathcal{X}} g(\xi', y) \ d\Psi_k(\bar{\theta}, y')(\xi') \leq ((B(y') + \|\theta\|^2(B(y') + L(y'))\overline{\mathcal{F}})^{-1} + B(y')\|\theta\|^2L(y')\overline{\mathcal{F}}^{-2}d(\theta, \bar{\theta}),
\]
leading to the expected result after integrating on $y'$. The proof of the second statement follows the same lines and is omitted. \qed

Lemma 4.4 Let $g \in BLP(\mathcal{X})$. For all $0 \leq k \leq N - 1$, under assumptions (H1-3), $R_k^c g$ is in $BLP(\mathcal{X})$ with
\[
\|R_k^c g\|_p \leq \|g\|_p,
\]
\[
[R_k^c g]_p \leq (1 + \|\theta\|^2L_f)\|g\|_p + \overline{\mathcal{F}}^\circ [g]_p.
\]
Let $0 \leq k \leq N - 1$ and $g \in BLP(\Omega_{k+1})$. Then, under assumptions (H2-3), $\bar{R}_k^c g$ is in $BLP(\Omega_k)$ with
\[
\|\bar{R}_k^c g\|_k \leq \|g\|_{k+1},
\]
\[
[R_k^c g]_k \leq \|g\|_{k+1}\overline{\mathcal{F}}^\circ + \|g\|_{k+1}.
\]

Proof As we deal with Markov kernels, we clearly have $\|R_k^c g\|_p \leq \|g\|_p$ and $\|R_k^c g\|_k \leq \|g\|_{k+1}$. First, let us prove that if $g \in BLP(\mathcal{X})$, then $\tilde{g}_\theta$ defined from $\mathcal{X} \times \mathcal{Y}$ onto $\mathcal{R}$ by
\[
\tilde{g}_\theta(m, x, y) = \int_{\mathcal{Y}} g(\Psi_k(\theta, y'), y')P_kfF_{y'}(m, x)dy'
\]
is in $BL(\mathcal{X})$. On the one hand, one clearly has $\|\tilde{g}_\theta\| \leq \|g\|_p$. On the other hand, using similar computations as in Lemma 4.2 for $fF_{y'}$, one gets
\[
|\tilde{g}_\theta(m, x, y) - \tilde{g}_\theta(\bar{m}, \bar{x}, y)| \leq \int_{\mathcal{Y}} |g(\Psi_k(\theta, y'), y')||P_kfF_{y'}(m, x) - P_kfF_{y'}(m, \bar{x})|dy'.
\]
Now, getting back to $R'_k$. By definition, $R'_k g(\theta, y)$ does not depend on $y$ and one has

$$R'_k g(\theta, y) = \int_{\mathcal{X}} \tilde{g}_0(m, x) d\theta(m, x),$$

which yields

$$|R'_k g(\theta, y) - R'_k g(\bar{\theta}, y)| \leq (\|\tilde{g}_0\| + |\tilde{g}_0|) d(\theta, \bar{\theta}) + \int_{\mathcal{X}} |\tilde{g}_0(m, x) - \tilde{g}_0(m, x)| d\theta(m, x).$$

Finally, one uses Lemma 4.3 to obtain

$$|\tilde{g}_0(m, x) - \tilde{g}_0(m, x)| \leq |y|_{\mathcal{P}} \int_{\mathcal{Y}} d\left(\Psi_k(\theta, y'), \bar{\Psi}_k(\bar{\theta}, y')\right) P_k f F_y'(m, x) dy' \leq |y|_{\mathcal{P}} \bar{f} \mathcal{F}^d \bar{d}(\theta, \bar{\theta}).$$

Combining all the results, one gets the expected bounds. To obtain the Lipschitz property on $BLP(\Omega_k)$ one applies the same decomposition and the second statement of Lemma 4.3.

**Lemma 4.5** Under assumptions (H1-3), for all $0 \leq n \leq N$, $v'_n \in BLP(\mathcal{X})$ with

$$\|v'_n\|_{\mathcal{P}} \leq (N - n + 1) \bar{B},$$

$$[v'_n]_{\mathcal{P}} \leq \bar{B} \sum_{k=0}^{N-n} ((1 + |\Phi|^2 L_f)(N - n - k) + 1) (\mathcal{F}^d \bar{d})^k.$$

Under assumptions (H2-3), for all $1 \leq n \leq N$, $\bar{v}_n$ is in $BLP(\Omega_n)$ with

$$\|\bar{v}_n\|_{\mathcal{N}} \leq (N - n + 1) \bar{B},$$

$$[\bar{v}_n]_{\mathcal{N}} \leq \bar{B} \sum_{k=0}^{N-n} (N - n - k + 1) (\mathcal{F}^d \bar{d})^k.$$

**Proof** We prove here the first part of the statement, proceeding by backward induction on $k$ using Lemma 4.1:

- For $k = N$, let $(\theta, y)$ and $(\bar{\theta}, \bar{y}) \in \mathcal{P}(\mathcal{X}) \times \mathcal{Y}$

$$|v'_N(\theta, y) - v'_N(\bar{\theta}, \bar{y})| \leq \min_{a \in \mathcal{M}} |C'_a(\theta, y, a) - C'_a(\bar{\theta}, \bar{y}, a)| \leq \bar{B} d(\theta, \bar{\theta}),$$

$$|v'_N(\theta, y)| = \min_{a \in \mathcal{M}} |C'_a(\theta, y, a)| \leq \max_{a \in \mathcal{M}} |C'_a(\theta, y, a)| \leq \bar{B}.$$

- We now assume that the statement holds for a given $k + 1$ in $\{1, \ldots, N\}$. According to Lemma 4.4, as $v'_{k+1}$ is in $BLP(\mathcal{X})$. From the definition of $v'_k$, one thus obtains

$$\|v'_k\|_{\mathcal{P}} \leq \max_{a \in \mathcal{M}_{\bar{a}}} \|C'_a\|_{\mathcal{P}} \vee (\|C'_a\|_{\mathcal{P}} + \|v'_{k+1}\|_{\mathcal{P}}) \leq \bar{B} + \|v'_{k+1}\|_{\mathcal{P}} \leq (N - k + 1) \bar{B}.$$

Regarding the Lipschitz property, one has

$$|v'_k(\theta, y) - v'_k(\bar{\theta}, \bar{y})| \leq \max_{a \in \mathcal{M}_{\bar{a}}} \left[|C'_a(\theta, y) - C'_a(\bar{\theta}, \bar{y})| \vee \{|c'_a(\theta, y) - c'_a(\bar{\theta}, \bar{y})| + |R'_k v'_{k+1}(\theta, y) - R'_k v'_{k+1}(\bar{\theta}, \bar{y})|ight]$$

$$\leq (\bar{B} + \|v'_{k+1}\|_{\mathcal{P}} (1 + |\Phi|^2 L_f) + |v'_{k+1}|_{\mathcal{P}} \bar{f} \mathcal{F}^d \bar{d}) d(\theta, \bar{\theta}),$$

using Lemma 4.4 again. \qed
4.2 Comparison of the dynamic programming quantities

We start with a technical lemma comparing the Markov chains \((X_n)\) and \((\bar{X}_n)\).

**Lemma 4.6** Under assumptions \((H1)\) and \((H3)\), for all \(0 \leq k \leq N - 1\) and \(1 \leq i \leq \ell_k\), one has

\[
\int_Y \left[ \mathbb{E}[(FF'_\omega(X_{k+1})|X_k = \omega_k^i)] - \mathbb{E}[(FF'_\omega(\bar{X}_{k+1})|\bar{X}_k = \omega_k^i)] \right] dy' \\
\leq L_f \left[ \mathbb{E}[|X_{k+1} - \bar{X}_{k+1}|] + [\Phi]^2 \mathbb{E}[|X_k - \bar{X}_k|] \right].
\]

**Proof** We split the integrand difference into 3 terms \(A_i\), \(1 \leq i \leq 3\) with

\[
A_1 = \mathbb{E}[FF'_\omega(\bar{X}_{k+1})|\bar{X}_k = \omega_k^i] - \mathbb{E}[FF'_\omega(X_{k+1})|X_k = \omega_k^i], \\
A_2 = \mathbb{E}[FF'_\omega(X_{k+1})|X_k = \omega_k^i] - \mathbb{E}[FF'_\omega(\bar{X}_{k+1})|\bar{X}_k = \omega_k^i], \\
A_3 = \mathbb{E}[FF'_\omega(\bar{X}_{k+1})|\bar{X}_k = \omega_k^i] - \mathbb{E}[FF'_\omega(X_{k+1})|X_k = \omega_k^i].
\]

For the first term \(A_1\), using assumption \((H1)\) one obtains

\[
\int_Y |A_1| dy' \leq L_f \mathbb{E}[|X_{k+1} - \bar{X}_{k+1}| |X_k = \omega_k^i].
\]

For the second term \(A_2\), we use that \(\bar{X}_k\) is the projection of \(X_k\) onto \(\Omega_k\), so that one has the inclusion of \(\sigma\)-fields \(\sigma(\bar{X}_k) \subset \sigma(X_k)\). Note also that \(\{X_k = \omega_k^i\} = \{X_k = \bar{X}_k = \omega_k^i\}\) by definition of the projection. Thus, one has

\[
A_2 = \mathbb{E} \left[ \mathbb{E}[FF'_\omega(X_{k+1})|X_k] - \mathbb{E}[FF'_\omega(\bar{X}_{k+1})|\bar{X}_k = \omega_k^i] \right] \\
= \mathbb{E} \left[ P_k FF'_\omega(X_k) - P_k FF'_\omega(\bar{X}_k) | \bar{X}_k = \omega_k^i \right],
\]

and from similar derivations as in Lemma 4.2 (recall that \(X_k\) and \(\bar{X}_k\) always have the same mode) we get

\[
\int_Y |A_2| dy' \leq [\Phi]^2 L_f \mathbb{E}[|X_k - \bar{X}_k| |\bar{X}_k = \omega_k^i].
\]

Similarly, for the third term \(A_3\), one has

\[
A_3 = (\mathbb{E}[FF'_\omega(X_{k+1})|X_k = \bar{X}_k] - \mathbb{E}[FF'_\omega(\bar{X}_{k+1})|X_k]) \mathbbm{1}_{(X_k = \omega_k^i)} \\
= (P_k FF'_\omega(X_k) - P_k FF'_\omega(\bar{X}_k)) \mathbbm{1}_{(X_k = \omega_k^i)}.
\]

Since on \(\{X_k = \omega_k^i\}\) one also has \(\bar{X}_k = \omega_k^i\) by projection, one obtains \(A_3 = 0\). Summing the three bounds and taking the expectation on both sides yields the result. \(\square\)

**Lemma 4.7** Under assumption \((H1-3)\), for all \(0 \leq k \leq N - 1\) and \(\theta \in \mathcal{P}(\Omega_k)\) one has

\[
\int_X d(\Psi_k(\theta, y'), \Psi_k(\bar{\theta}, y')) dy' \leq \overline{FF} \left( \mathbb{E}[|X_{k+1} - \bar{X}_{k+1}|] + [\Phi]^2 \mathbb{E}[|X_k - \bar{X}_k|] \right),
\]

for the distance between measures in \(\mathcal{P}(\mathcal{X})\).

**Proof** Let \(g \in BL_1(\mathcal{X})\) and \(y \in \mathbb{Y}\). One has, with the notation of the proof of Lemma 4.3

\[
\int_X g(\xi', y) d\Psi_k(\theta, y') d\xi' = \int_X g(\xi', y) d\Psi_k(\bar{\theta}, y') d\xi' \\
= \left( \sum_{i=1}^{\ell_k} \mathbb{E}[(FF'_\omega(\bar{X}_{k+1})|X_k = \omega_k^i)] \bar{\theta}(\omega_k^i) \right)^{-1} \\
\times \left( \sum_{i=1}^{\ell_k} \mathbb{E}[(FF'_\omega(\bar{X}_{k+1}, y)|\bar{X}_k = \omega_k^i)] \bar{\theta}(\omega_k^i) - \mathbb{E}[(FF'_\omega(\bar{X}_{k+1}, y)|X_k = \omega_k^i)] \bar{\theta}(\omega_k^i) \right)
\]
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We study the two terms above separately. For the first term, as \( k < N \) to Lemma 4.5, we have
\[
| X_k - \bar{X}_k | \leq \sum_{i=1}^{\ell_k} \mathbb{E}[fF_{y_i}'(\bar{X}_{k+1}, y) | \bar{X}_k = \omega_k'] \bar{\theta}(\omega_k')
\]
\[
\times \left( \sum_{i=1}^{\ell_k} \mathbb{E}[fF_{y_i}'(\bar{X}_{k+1}) | \bar{X}_k = \omega_k'] \bar{\theta}(\omega_k') \right)^{-1} - \left( \sum_{i=1}^{\ell_k} \mathbb{E}[fF_{y_i}'(X_{k+1}) | X_k = \omega_k] \bar{\theta}(\omega_k') \right)^{-1}
\]
\[
= A + B.
\]
By assumption (H2), all denominators are bounded from below by \( f > 0 \).
* First term A: Following the same lines as the proof of Lemma 4.6, one gets:
\[
| A | \leq \frac{1}{f} (L(y') + B(y')) \mathbb{E}[|X_{k+1} - X_{k+1}|] + \frac{1}{f} |\Phi|^2 (L(y') + B(y')) \mathbb{E}[|X_k - \bar{X}_k|].
\]
* Second term B: By similar computations as for term A, one has
\[
B \leq \frac{B(y')}{f} \left( \mathbb{E}[|X_{k+1} - X_{k+1}|] + |\Phi|^2 \mathbb{E}[|X_k - \bar{X}_k|] \right),
\]

hence the result. \( \square \)

**Lemma 4.8** Under assumption (H1-3), for all \( 1 \leq k \leq N, h \in BLP(\mathcal{X}), \) and \( (\bar{\theta}, y) \in \mathcal{P}(\Omega_k) \times \mathcal{Y} \), one has
\[
| R_k^t h(\bar{\theta}, y) - R_k^t h(\bar{\theta}, \bar{y}) | \leq \left( \| h \|_{\mathcal{P}L_f} + \tilde{f} \| h \|_{\mathcal{P}F} \right) \left( \mathbb{E}[|X_{k+1} - X_{k+1}|] + |\Phi|^2 \mathbb{E}[|X_k - \bar{X}_k|] \right).
\]
Under assumption (H2-3), for all \( 1 \leq k \leq N, h \in BLP(\Omega_{k+1}) \) not depending on \( y, \) and \( (\bar{\theta}, \bar{y}) \in \Gamma_k \), one has
\[
| R_k^t h(\bar{\theta}, \bar{y}) - R_k^t h(\bar{\theta}, \bar{y}) | \leq \| \bar{\Theta}_{k+1} - \Theta_{k+1} \|_{k+1, 1} \left( \| h \|_{k+1} + \tilde{f} \| h \|_{k+1} \right) \mathbb{E} \left[ \| \bar{\Theta}_k - \Theta_k \|_{k, 1} \right].
\]

The proof of the first statement is a direct consequence of Lemmas 4.6 and 4.7. The proof of the second statement is obtained via the same decomposition as that of Lemma 4.6 and is a consequence of Lemma 4.4.

### 4.3 Proof of the main theorems

We are now able to prove our main theorems. Since both theorems can be proven using the same lines, we leave the proof of 3.6 to the reader. While Theorem 3.5 requires the first statements of Lemma 4.5 and Lemma 4.8, the second theorem requires the second statements of those same lemmas. Recall also that none of the value functions depend on \( y \). **Proof of Theorem 3.5** Let \( \theta \) be a distribution on \( \mathcal{X} \) and \( \bar{\theta} \) on \( \Omega_N \). Then, using Lemma 4.1, for all \( y, \bar{y} \in \mathcal{Y} \), one has
\[
| v_N'(\theta, y) - v_N'(\bar{\theta}, \bar{y}) | = \min_{a \in \mathcal{M}} C'(\theta, a) - \min_{a \in \mathcal{M}} C'(\bar{\theta}, \bar{y}, a) \leq Bd(\theta, \bar{\theta}).
\]

Let \( k < N \), \( \theta \) a distribution on \( \mathcal{X} \) and \( \bar{\theta} \) a distribution on \( \Omega_k \). Then one has
\[
| v_k'(\theta, y) - v_k'(\bar{\theta}, \bar{y}) | \leq | v_k'(\theta, y) - v_k'(\bar{\theta}, \bar{y}) | + | v_k'(\bar{\theta}, \bar{y}) - v_k'(\bar{\theta}, \bar{y}) |.
\]

The first term is readily bounded using Lemma 4.5. For the second term, one has
\[
| v_k'(\bar{\theta}, \bar{y}) - v_k'(\bar{\theta}, \bar{y}) | \leq | R_k^t v_{k+1}'(\bar{\theta}, \bar{y}) - R_k^t v_{k+1}'(\bar{\theta}, \bar{y}) | + | R_k^t v_{k+1}'(\bar{\theta}, \bar{y}) - R_k^t v_{k+1}'(\bar{\theta}, \bar{y}) |.
\]

We study the two terms above separately. For the first term, as \( R_k^t \) is a Markov kernel and according to Lemma 4.5, \( v_{k+1}' \in BLP(\mathcal{X}) \), one clearly has \( | R_k^t (v_{k+1}' - v_{k+1}')(\bar{\theta}, \bar{y}) | \leq \| v_{k+1}' - v_{k+1}' \|_{k+1} \) (note that the sup is taken on \( \Omega_{k+1} \)). For the second term, we use Lemma 4.8 to obtain
\[
| R_k^t v_{k+1}'(\bar{\theta}, \bar{y}) - R_k^t v_{k+1}'(\bar{\theta}, \bar{y}) | \leq (L_f \| v_{k+1}' \|_{\mathcal{P}} + \tilde{f} \| v_{k+1}' \|_{\mathcal{P}F}) \left( \mathbb{E}[|X_{k+1} - X_{k+1}|] + |\Phi|^2 \mathbb{E}[|X_k - \bar{X}_k|] \right).
\]
Combining the previous bounds leads to the result. \( \square \)
5 Simulation study

In this section we consider several simulation studies to assess the performance of our candidate strategy on the models of Section 2.2. In the simplest scenario, we compute it to other state of the art methods. Recall that the best (possibly unfeasible) performance is 0.

The performance of the approaches is evaluated through the average cost of the strategies over 1000 Monte Carlo simulations. We consider different combinations of values for the costs of stopping too early, stopping too late, or choosing the wrong mode, namely

\[ \alpha \in \{3, 4, 5, 6\} \]
\[ \beta \in \{0.5, 1, 1.5, 2\} \]
\[ \gamma_{ma} = \gamma \in \{0.5, 1, 1.5, 2\} \].

In all simulations we consider a centered Gaussian noise \( \varepsilon_n \) for the observations with three possible variance values : 0.1, 0.5 and 1. The finite real-time horizon is set to \( T = 6 \), so that \( \mathbb{P}(T > \mathcal{T}) \simeq 1.5e^{-08} \) and the optimization horizon \( N \) is \( \left\lfloor \frac{T}{2} \right\rfloor \), with \( \delta \) set to 1/6. For the quantization grids, we fixed \( \ell_k \) the number of points in \( \Omega_k \) to 21 for all observation times, and considered 4 values for \( N_k \) the number of points in \( \Gamma_k \) (once again fixed for all \( k \)): 30, 50, 75 and 100. The grids were calibrated using the CLVQ algorithm presented for instance in [21].

5.1 Models 1

In this section we first compare our method with two other state of the art approaches, namely a moving average approach and Kalman filtering, using models presented in Example 1.

Moving average (MA) is a model-free online strategy that has been widely used to detect change-points in time series. Specifying a window size \( k \) and a threshold \( s \), the method consists, at time \( n \), in computing the mean \( T_n^k \) of the signal over observations \( \{y_{n-k+1}, \ldots, y_n\} \) and declaring a change point if \( T_n^k > s \) or, depending on the challenge at hand, if \( T_n^k < s \).

Parameter tuning: we consider 4 possible window sizes \( k \) taking values in \{2, 3, 4, 5\} and 3 possible thresholds \( s \) : \{1.25, 1.5, 2\}.

Mode-choice rule: we propose a heuristic method to select the mode after the detection is performed. Assuming the detection occurs at observation time \( \tau \), for each possible \( v \), we compute the minimum over \( t \in \{2, \ldots, \tau-1\} \) of the inverse log-likelihood \( \ell_t \) of the data under the (wrong) assumption that the \( Y_n \) are independent, following an \( \mathcal{N}(1, \sigma^2) \) up to \( t \) and an \( \mathcal{N}(\varepsilon_{n-t}^{v}, \sigma^2) \) for \( n \) between \( t+1 \) and \( \tau \). We then select the mode \( i \) which minimizes the \( \ell_t \).

Kalman filtering (KF) is a model-based online strategy that estimates the states of a system in the particular case of linear dynamical systems. In our simulation scenario, our model can be approximated to fit a Kalman model in the following way:

\[
\begin{align*}
X_n &= A_n X_{n-1}, \\
Y_n' &= X_n + \varepsilon_n, \quad \varepsilon_n \sim \mathcal{N}(0, \sigma^2);
\end{align*}
\]

with \( M_n \) a Markov chain on \{0, 1, \ldots, d\} that represents the mode of \( X_n \) at time \( t_n \) and \( A_i = e^{
abla \beta_i} \) with the convention \( n_0 = 0 \). Of note, this approximation would be exact if \( T \) occurred on an observation date.

Transition matrix: applying KF requires the knowledge of the mode transition matrix and can easily be extended to inhomogeneous Markov chains. In our simulation scenario, this transition matrix is computed analytically.

Threshold calibration: this approach also requires the choice of a threshold \( s \) for which if \( \mathbb{P}(M_t|Y_1, \ldots, Y_t) > s \), the decision to stop the process and select mode \( i \) is taken. In this simulation study we consider 4 possible values for \( s : 0.5, 0.75, 0.9 \) and a calibrated threshold based on the costs and defined as follows. At observation time \( k \), the integrated cost of taking decision \( a = \Delta_j \) is

\[ C_j^k = C_0^k + \sum_{i=0}^{d} o(\Delta_j|m = i) \mathbb{P}(M_t|Y_1, \ldots, Y_k), \]

and one should take the decision with minimal cost (with convention \( C_0^0 = 0 \)). Hence in practice, the following decision rule can be followed:
Comparison for Model 1.a Here we selected $d = 3$ and $v_i \in \{0.1, 0.5, 1\}$. Table 2 presents the results for $\beta = 1$ (cost of stopping too late), $\gamma = 1.5$ (cost of selecting the wrong mode) and the four values of $\alpha$ (cost of an early detection). For MA, only the results for a threshold value of 2 are presented as they are always better. Though MA performs very well for small variance values, it gets out-beaten by KF for intermediate variance values, and by both KF and our approach for high variance values, with optimal performance for large window and threshold. Moreover, the impact of increasing the noise value is tremendous for MA, while both other approaches adapt more easily. KF out-beats the others as soon as the variance is intermediate (with a performance almost as good as MA for the low variance scenario), but the optimal threshold depends highly on the noise level. Finally, our approach is better than MA for medium variance values, but is beaten by the KF. Interestingly, increasing the number of points in the quantization grid for the filter does not improve the performance of the method. This is expected with small $N_k$ increments since the quantization convergence rate is in $O(N_k^{-1/t}) = O(N_k^{-1/21})$. Finally, none of the methods are significantly affected by the increase in penalty value for early detection. This comes from the fact that, on this example, all methods tend to detect the mode jump with delay, the earliest detection being performed by KF with probability threshold 0.5.

As seen above, KF out-beats the other methods. This is expected since our simulation scenario is very close to a linear system for which KF is known to be optimal. However, when the observation frequency decreases, for instance for $\delta = 1/2$, the Kalman model approximation of our simulation deteriorates. This leads to degradation of the KF performances, and to our approach becoming optimal. We present two other types of deviation from this model, on which we compare our PDMP approach to Kalman filtering.

Comparison for Model 1.a with inverse link function We use Model 1.a again, this time replacing the link function $F(x) = x$ by $F(x) = 1/x$. To apply KF, we consider a linearized version of the observations, which actually corresponds to the same Kalman model as above. Table 3 presents the results for $\sigma^2 = 0.5$, a filter quantization grid size of 50 points, $\alpha = 4$, $\beta = 1$ and the four values of $\gamma$. Here our approach has better results than KF in terms of strategy cost. Moreover it adapts more easily to the increase in penalty value for selecting the wrong mode, suggesting that the difference in performance is mostly driven by the mode decision.
Kalman & New approach

| $\gamma$ | 0.5 | 0.75 | 0.9 | cal | $N_k = 50$ |
|----------|-----|------|-----|-----|------------|
| 0.50     | 1.55 | 0.75 | 0.98 | 0.86 | **0.69**   |
| 1.00     | 1.78 | 1.07 | 1.34 | 1.14 | **0.93**   |
| 1.50     | 2.02 | 1.40 | 1.69 | 1.65 | 1.11       |
| 2.00     | 2.26 | 1.73 | 2.04 | 2.18 | 1.32       |

Table 3: Average cost of the strategies for KF and our approach on a non-trivial link function simulation study

| $\beta$ | 0.5 | 0.75 | 0.9 | cal | 20 | 100 | 200 |
|---------|-----|------|-----|-----|----|-----|-----|
| 0.50    | 3.38 | 3.01 | 2.56 | **2.11** | 0.38 | **0.30** | **0.30** |
| 1.00    | 3.38 | 3.01 | 2.57 | **2.33** | 0.52 | 0.50 | **0.49** |
| 1.50    | 3.38 | 3.02 | 2.58 | **2.51** | 0.70 | 0.71 | **0.65** |
| 2.00    | 3.38 | 3.02 | **2.58** | 2.66 | 0.86 | 0.89 | **0.85** |

Table 4: Average cost of the strategies for Kalman and PDMP on a non-linear model

**Comparison for Model 1.b**  To apply the KF approach to Model 1.b, we consider a first order approximation of the exponential model, so that $A_1 = e^{\gamma \delta}$ and $A_2 = v_2 \delta$. Values used are $v_1 = 0.5$ for the exponential flow, and $v_2 = 2$ for the linear flow. Table 4 presents the results for $\sigma^2 = 0.5$, $\alpha = 4$, $\gamma = 1.5$ and the four values of $\beta$. Here despite the fact that one of the possible modes corresponds to a linear model, KF fails to find an optimal strategy: the algorithm leads to early detection in 53-69 % of cases for the calibrated decision rule, and as much as 90% of cases for the 0.5 threshold. In comparison, our approach leads to early detection in 0% (for the lowest $\beta$ value) to 12 % (for the highest $\beta$ value) of cases, explaining the large difference in strategy cost.

### 5.2 Models 2

We turn to Example 2 for which, to our knowledge, no other algorithm is adapted to change-point detection. For Model 2.a, we set $d = 1$ and $v_0 = 3, v_1 = 5$. For Model 2.a we set $d = 2$ and $v_0 = 3, v_i \in \{0.5, 1.5\}$. We considered a fixed number of points per quantization grid (respectively 10 and 15 for $\Omega_k$ in the a and b scenarios, and 50 for $\Gamma_k$ in both cases). Table 5 shows the influence of the observation time-steps $\delta$ and of the variance $\sigma^2$ in terms of time to jump-detection for Model 2.a (results for Model 2.b are very similar). While increasing $\delta$ significantly increases the amount of time required to detect the jump, it slightly decreases the number of observations needed after the jump for its detection. The number of early detection is more influenced by the cost parameters than by the time steps, with a strong tendency to increase with the observation noise. This in fact leads to strategy costs very close to zero for small time-steps and variance values, with a tendency to increase with $\delta, \sigma^2$ and to decrease with $\alpha$.

### 6 Conclusion

We have proposed a numerically feasible numerical scheme to approximate the value function of a change-point detection problem for a simple class of PDMPs. We obtain error bounds for this approximation explicitly depending on the parameters of the problem. We have also proposed a feasible stopping strategy that performs well compared to state of the art methods when such methods are applicable, despite the very slow convergence rate. We believe that this is a promising start for the more general study of impulse control problems for general PDMPs when there is no observations of the jump times. The easiest extension is certainly going from scalar-valued PDMPs to multivariate ones. We believe that our proofs would hold in this context. Allowing more than one jump should be more challenging as one would not be able to write the explicit form of the kernels $P^0_n$. However, the underlying POMDP framework is suitable for several interventions so that it should be possible to extend our results in this direction, although probably technically
involved. Finally, the important open question concerns the optimality of our candidate strategy. It cannot be directly linked to our various operators, but we are hopeful that further work will enable us to prove theoretically that it is close to optimality.

A Proofs

Lemma A.1 For any function \( g \in BL(E) \) set \( g' : (\theta, y) \mapsto \int g(\xi, y) d\theta(\xi) \) for \((\theta, y) \in P(E) \times Y\). Then \( g' \) is in \( BLP(E) \) with

\[
\|g'\|_r \leq \|g\|, \quad [g']_p \leq \|g\| + [g].
\]

Proof Clearly, one has \( |g'(\theta, y)| \leq \int_X |g| d\theta(x) = \|g\| \) and

\[
|g'(\theta, y) - g'(\bar{\theta}, y)| \leq \left| \int_X g(m, x, y) d\theta(m, x) - \int_X g(m, x, y) d\bar{\theta}(m, x) \right|
\]

\[
\leq \left( \|g\| + \|g\| \right) d_E(\theta, \bar{\theta}),
\]

hence the result. \( \square \)

Proof of Lemma 4.1 One has

\[
C_\alpha(m) = \alpha \mathbb{1}_{m=0} + \gamma_{m, a} \mathbb{1}_{m>0, \neq a},
\]

thus it is easy to see that \( \|C_\alpha\| = \max\{\alpha, \{\gamma_{i,a}\}_{1 \leq i \leq d}\} \) and as \( C_\alpha \) does not depend on \( x \) nor \( y \), \( [C_\alpha] = 0 \). Similarly, \( c(m, x, y) = \beta \delta \mathbb{1}_{m \neq 0} \) thus \( \|c\| = \beta \delta \) and \( |c| = 0 \). The other statements follow from an application of Lemma A.1. \( \square \)

Lemma A.2 For any function \( g \in BL(X) \) and \( y' \in Y \), the function \( fF_{y'}[g] : (m, x, y) \mapsto g(m, x, y) f(y' - F(x)) \) is in \( BL(X) \) with

\[
\|fF_{y'}[g]\| \leq \|g\| B(y'), \quad [fF_{y'}[g]] \leq \|g\| L(y') + [g] B(y').
\]

Proof By definition, one has \( \|fF_{y'}[g]\| \leq \|g\| \sup_{x \in X} f(y' - F(x)) \) and

\[
|g(m, x, y) f(y' - F(x)) - g(m, x', y) f(y' - F(x'))| \leq |g(m, x, y) f(y' - F(x)) - g(m, x, y) f(y' - F(x'))| + |g(m, x, y) f(y' - F(x')) - g(m, x, y) f(y' - F(x'))|
\]

\[
\leq \|g\| |L(y')||x - x'| + [g] \sup_{x \in X} f(y' - F(x))|x - x'|,
\]

hence the result. \( \square \)
Proof of Lemma 4.3, second part The proof follows the same lines as that of Lemma 4.3. By definition, one has

\[
\|\bar{\Psi}_k(\theta, y') - \bar{\Psi}_k(\bar{\theta}, y')\|_{k+1, 1} \\
\leq \frac{1}{k+1} \sum_{j=1}^{k} \sum_{i=1}^{k} |p_{k, i, j} f(y' - F(\omega_{k+1}^j)) (\theta(\omega_{k}^i) - \bar{\theta}(\omega_{k}^i))| \\
+ \frac{1}{k+1} \sum_{j=1}^{k} \sum_{i=1}^{k} |p_{k, i, j} f(y' - F(\omega_{k+1}^j)) \bar{\theta}(\omega_{k}^i)| \\
= A + B.
\]

As in the first part of the proof of Lemma 4.3, from assumption (H2) we have all denominators bounded from below by \( f \). For the first term \( A \), we therefore have

\[
A \leq \frac{1}{k+1} \sum_{j=1}^{k} \sum_{i=1}^{k} |p_{k, i, j} f(y' - F(\omega_{k+1}^j)) (\theta(\omega_{k}^i) - \bar{\theta}(\omega_{k}^i))| \\
\leq \frac{B(y')}{f} \|\theta - \bar{\theta}\|_{k, 1}.
\]

For the second term \( B \), we have

\[
B \leq \frac{\|FF\|}{f^2} \sum_{j=1}^{k} \sum_{i=1}^{k} |p_{k, i, j} f(y' - F(\omega_{k+1}^j)) (\theta(\omega_{k}^i) - \bar{\theta}(\omega_{k}^i))| \\
\leq \frac{B(y')^2}{f^2} \|\theta - \bar{\theta}\|_{k, 1},
\]

hence the result. \( \square \)

Proof of Lemma 4.4, second part The first statement is obvious as \( \bar{R}_k \) is a Markov kernel. Now let \((\theta, \bar{\theta}) \in \mathcal{P}(\Omega_k)^2 \) and \((y, \bar{y}) \in \mathcal{Y}^2\).

\[
|\bar{R}_k g(\theta, y) - \bar{R}_k g(\bar{\theta}, \bar{y})| \\
\leq \int |g(\bar{\Psi}_k(\theta, y'), y') - g(\bar{\Psi}_k(\bar{\theta}, \bar{y'}), y')| \sum_{1 \leq i \leq k} \sum_{1 \leq j \leq k+1} |p_{n, i, j} f(y' - F(\omega_{k+1}^j)) (\theta(\omega_{k}^i) - \bar{\theta}(\omega_{k}^i))| dy' \\
+ \int |g(\bar{\Psi}_k(\bar{\theta}, \bar{y'}), y')| \sum_{1 \leq i \leq k} \sum_{1 \leq j \leq k+1} |p_{n, i, j} f(y' - F(\omega_{k+1}^j)) (\theta(\omega_{k}^i) - \bar{\theta}(\omega_{k}^i))| dy' \\
\leq (|g|_{k+1} ||F||_F + \|g\|_{k+1}) \|\theta - \bar{\theta}\|_{k, 1},
\]

using Lemma 4.3. \( \square \)

Proof of Lemma 4.5, second part We proceed by backward induction on \( k \).

\( \triangleright \) For \( k = N \), let \((\theta, y) \) and \((\bar{\theta}, \bar{y}) \in \mathcal{P}(\Omega_N) \times \mathcal{Y} \). From Lemma 4.1, on the one hand, one has

\[
|\bar{v}'_N(\theta, y) - \bar{v}'_N(\bar{\theta}, \bar{y})| = \left| \min_{a \in A} C'(\bar{\theta}, y, a) \right| \leq \delta \beta \vee \bar{G} \leq \bar{B},
\]

and on the other hand,

\[
|\bar{v}'_N(\theta, y) - \bar{v}'_N(\bar{\theta}, \bar{y})| = \left| \min_{a \in A} C'(\bar{\theta}, y, a) - \min_{a \in A} C'(\bar{\theta}, y, a) \right| \leq \bar{B} \|\theta - \bar{\theta}\|_{N, 1}.
\]

\( 21 \)
• We now assume that the statement holds for a given $k + 1$ in \{1, \ldots, N\}. Let $\theta \in \mathcal{P}(\Omega_k)$ and $y \in \mathbb{Y}$. According to Lemma 4.4, $v'_{k+1}$ is in $BLP(\Omega_{k+1})$, thus

$$||v'_{k+1}||_k \leq \max_{\omega \in \mathcal{M}_{k+1}} ||C_{\omega}||_k \vee (||c'||_k + ||v'_{k+1}||_{k+1})$$

$$\leq B + ||v'_{k+1}||_{k+1}$$

$$\leq (N - k + 1)B.$$

Regarding the Lipschitz property, Lemma 4.4 yields

$$|v_k'(\theta, y) - v_k'(\bar{\theta}, y)| \leq \left(B + ||v'_{k+1}||_{k+1} + [v'_{k+1}]_{k+1, \tilde{b}T} \right) ||\theta - \bar{\theta}||_{k, 1},$$

hence the result. 

**Detailed proof of Lemma 4.7** To find an upper bound for $A$, we follow the same lines as in the proof of Lemma 4.6:

$$E[F_y'(g)(X_{k+1}, y)|X_k = \omega_k'] - E[fF_y'[g](X_{k+1}, y)|X_k = \omega_k']$$

$$= E[F_y'(g)(X_{k+1}, y)|X_k = \omega_k'] - E[F_y'[g](X_{k+1}, y)|X_k = \omega_k']$$

$$+ E[fF_y'[g](X_{k+1}, y)|X_k = \omega_k'] - E[fF_y'[g](X_{k+1}, y)|X_k = \omega_k']$$

$$= A_1 + A_2 + A_3.$$

For the first term $A_1$, assumption (H3) and Lemma A.2 yield

$$|A_1| \leq (||g||L' + |g|B(y'))E[|X_{k+1} - X_k| |X_k = \omega_k']).$$

For the second term $A_2$, similarly to the proof of Lemma 4.6, we use the properties of the projection and Lemma 4.2 to obtain

$$|A_2| \leq ||\Phi||^2(||g||L(y') + |g|B(y'))E[|X_k - X_k| |X_k = \omega_k']).$$

Similarly, the third term $A_3$ equals 0. Summing the three terms, one gets

$$|A| \leq \frac{1}{L} \sum_{i=1}^{\ell_k} \theta(\omega_k')(|A_1| + |A_2| + |A_3|)

\leq \left(||g||L(y') + |g|B(y')\right) \frac{1}{L} \sum_{i=1}^{\ell_k} \theta(\omega_k')(E[|X_{k+1} - X_k| |X_k = \omega_k'] + ||\Phi||^2E[|X_k - X_k| |X_k = \omega_k'])].$$

Taking the expectation on both sides yields.

**Proof of Lemma 4.8** First statement One has

$$|R_k^\Delta h(\bar{\theta}, y) - R_k^\Delta h(\tilde{\theta}, y)|$$

$$= |\int_{\mathbb{Y}} h(\Psi_k(\bar{\theta}, y'), y') \sum_{i=1}^{\ell_k} E[fF_y'(X_{k+1})|X_k = \omega_k'] \theta(\omega_k') dy' - \int_{\mathbb{Y}} h(\Psi_k(\tilde{\theta}, y'), y') \sum_{i=1}^{\ell_k} E[fF_y'(X_{k+1})|X_k = \omega_k'] \theta(\omega_k') dy'|$$

$$\leq \int_{\mathbb{Y}} |h(\Psi_k(\bar{\theta}, y'), y')| \sum_{i=1}^{\ell_k} |E[fF_y'(X_{k+1})|X_k = \omega_k'] - E[fF_y'(X_{k+1})|X_k = \omega_k']| \theta(\omega_k') dy'$$

$$+ \int_{\mathbb{Y}} |h(\Psi_k(\tilde{\theta}, y'), y') - h(\Psi_k(\bar{\theta}, y'), y')| \sum_{i=1}^{\ell_k} E[fF_y'(X_{k+1})|X_k = \omega_k'] \theta(\omega_k') dy'$$

and we conclude using lemmas 4.6 and 4.7.

**Second statement** We follow again the same lines as in the proof of Lemma 4.6. One has

$$\hat{R}_k^\Delta h(\bar{\theta}, y) - \hat{R}_k^\Delta h(\tilde{\theta}, y)$$
Hence combining the previous results leads to the expected result.

• For the first term $A_1$, since $h \in BLP(\Omega_{k+1})$ and does not depend on $y$, one has

$$|A_1| \leq |h|_{k+1} \mathbb{E}\left[\|\hat{\Theta}_{k+1} - \Theta_{k+1}\|_{k+1,1}|(\hat{\Theta}_k, \hat{Y}_k) = \gamma_k^p\right].$$

• For the second term $A_2$, we use that $(\hat{\Theta}_k, \hat{Y}_k)$ is the projection of $(\hat{\Theta}_k, \hat{Y}_k)$ on $\Gamma_k$ and therefore $\sigma(\hat{\Theta}_k, \hat{Y}_k) \subset \sigma(\Theta_k, Y_k)$. Moreover, we have $\{(\hat{\Theta}_k, \hat{Y}_k) = \gamma_k^p\} = \{(\hat{\Theta}_k, \hat{Y}_k) = (\hat{\Theta}_k, \hat{Y}_k) = \gamma_k^p\}$ so that

$$|A_2| = |\mathbb{E}[\tilde{R}_k h(\hat{\Theta}_k) - \tilde{R}_k h(\hat{\Theta}_k) |(\hat{\Theta}_k, \hat{Y}_k) = \gamma_k^p]| \leq (\|h\|_{k+1} + \mathbb{E}|\hat{\Theta}_k - \Theta_k|_{k+1,1}|(\hat{\Theta}_k, \hat{Y}_k) = \gamma_k^p|,$$

using lemma 4.4.

• Finally for the last term, we have once again $A_3 = 0$.

Taking the expectation yields the result. \qed

**Proof Theorem 3.6** One has

$$|\tilde{v}_N'(\hat{\theta}_N, \hat{y}) - \tilde{v}_N'(\hat{\theta}_N, \hat{y})| \leq \min_{a \in M} C'(\hat{\theta}_N, \hat{y}, a) - \min_{a \in M} C'(\hat{\theta}_N, \hat{y}, a),$$

and we conclude using Lemma 4.1.

Let $k \leq N - 1$. Let $\hat{\theta}_k$ on $\Omega_k$, $\hat{y} \in \mathbb{Y}$ and $(\hat{\theta}_k, \hat{y}) = \gamma \in \Gamma_k$.

$$|\tilde{v}_k'(\hat{\theta}_k, \hat{y}) - \tilde{v}_k'(\hat{\theta}_k, \hat{y})| \leq |\tilde{v}_k'(\hat{\theta}_k, \hat{y}) - \tilde{v}_k'(\hat{\theta}_k, \hat{y})| + |\tilde{v}_k'(\hat{\theta}_k, \hat{y}) - \tilde{v}_k'(\hat{\theta}_k, \hat{y})|$$

The first term is bounded by $[\tilde{v}_k]'_{k+1} ||\hat{\theta}_k - \hat{\theta}_k||_{k,1}$ using Lemma 4.5. The second term is further decomposed into

$$|\tilde{v}_k'(\hat{\theta}_k, \hat{y}) - \tilde{v}_k'(\hat{\theta}_k, \hat{y})| \leq |\tilde{R}_k' \tilde{v}_{k+1}'(\hat{\theta}_k, \hat{y}) - \tilde{R}_k' \tilde{v}_{k+1}'(\hat{\theta}_k, \hat{y})| \leq |\tilde{R}_k' \tilde{v}_{k+1}'(\hat{\theta}_k, \hat{y}) - \tilde{R}_k' \tilde{v}_{k+1}'(\hat{\theta}_k, \hat{y})| \quad (i)$$

(i) We have $|\tilde{R}_k' \tilde{v}_{k+1}'(\hat{\theta}_k, \hat{y}) - \tilde{R}_k' \tilde{v}_{k+1}'(\hat{\theta}_k, \hat{y})| = |\tilde{R}_k' \tilde{v}_{k+1}' - \tilde{v}_{k+1}'(\hat{\theta}_k, \hat{y})|$ and since $\tilde{R}_k'$ is a Markov kernel, we have $|\tilde{R}_k' \tilde{v}_{k+1}'(\hat{\theta}_k, \hat{y}) - \tilde{R}_k' \tilde{v}_{k+1}'(\hat{\theta}_k, \hat{y})| \leq ||\tilde{v}_{k+1}' - \tilde{v}_{k+1}'||_{k+1}$ where the supremum is taken over $\Gamma_{k+1}$.

(ii) We use the second statement of Lemma 4.8 to get

$$|\tilde{R}_k' \tilde{v}_{k+1}'(\hat{\theta}_k, \hat{y}) - \tilde{R}_k' \tilde{v}_{k+1}'(\hat{\theta}_k, \hat{y})| \leq [\tilde{v}_{k+1}']_{k+1} \mathbb{E}\left[||\hat{\Theta}_{k+1} - \Theta_{k+1}||_{k+1,1}\right] + \left(||\tilde{v}_{k+1}'||_{k+1} + \mathbb{E}[\tilde{R}_k' \tilde{v}_{k+1}']_{k+1}\right) \mathbb{E}\left[||\hat{\Theta}_k - \Theta_k||_{k,1}\right]$$

Hence combining the previous results leads to the expected result. \qed
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