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Abstract

Classical AGM belief change theory provides only limited information on how to deal with iterative belief revision, leading to the question of how appropriate iteration principles look alike. The contributions to the interconnection between iterative belief revision and conditional beliefs lead to fundamental insights on that matter. Besides of clarifying to what amount iterated revision should respect conditional beliefs, these investigations identified several principles for iterated revision that are today widely accepted by the belief change community and beyond. Specifically, due to the seminal work by Darwiche and Pearl, it is standard, that principles for iterated revision and change of conditional beliefs are considered as two sides of the same coin. However, for iterated contraction the situation is different, there are only a small amount of iteration principles present in the literature. Moreover, for none of these iterated principles for contraction, there is a known equivalent formulation in terms of change of conditional beliefs.

In this article, we consider iteration principles for contraction, with the goal of identifying properties for contractions that respect conditional beliefs. Therefore, we investigate and evaluate four groups of iteration principles for contraction which consider the dynamics of conditional beliefs. For all these principles, we provide semantic characterization theorems and provide formulations by postulates which highlight how the change of beliefs and of conditional beliefs is constrained, whenever that is possible. The first group is similar to the syntactic Darwiche-Pearl postulates. As a second group, we consider semantic postulates for iteration of contraction by Chopra, Ghose, Meyer and Wong, and by Konieczny and Pino Pérez, respectively, and we provide novel syntactic counterparts. Third, we propose a contraction analogue of the independence condition by Jin and Thielscher. For the fourth group we consider natural and moderate contraction by Nayak. Methodically, we make use of conditionals for contractions, so-called contractionals and furthermore, we propose and employ the novel notion of $\alpha$-equivalence for formulating some of the new postulates.
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1. Introduction

For the three main classes of theory change, revision, expansion and contraction, different characterizations are known \cite{18}, which are heavily supported by the correspondence between revision and contraction via the Levi and Harper identities \cite{20, 28}. The situation is different for iterated belief change, focussing on belief change operators which, due to their nature, can be applied iteratively and thus, to more than one epistemic state. In this field, one of the most influential articles is the seminal paper by Darwiche and Pearl \cite{11}, establishing the insight that belief sets are not a sufficient representation for iterated belief revision. An agent has to encode more information about her belief change strategy into her epistemic state. The common approach to epistemic states is by a semantic encoding, also established by Darwiche and Pearl \cite{11},
which is an extension of Katsuno and Mendelzon’s characterization of the class of revisions by Alchourrón, Gärdenfors and Makinson [1] in terms of plausibility orderings [23], where it is assumed that the epistemic states contain an order of the possible worlds (or interpretations). Another insight presented in the work by Darwiche and Pearl is that the revision strategy deeply corresponds with conditional beliefs. Based on this insight, Darwiche and Pearl provided a three-fold view on iterated revision, focussing on the change of beliefs, of conditional beliefs, and of relations over possible worlds. As revision should respect the change of conditional beliefs [7], it is desirable to have additional postulates that guarantee intended behaviour in forthcoming changes. This leads to the so-called Darwiche-Pearl postulates for iterated revision, which are a de facto standard set of postulates for iterated revision [11].

Similar work has been done partially in recent years for iterated contraction. Caridroit, Konieczny and Marquis [8] provided postulates for contraction in propositional logic and a characterization with plausibility orders in the style of Katsuno and Mendelzon [23]. By this characterization, the main characteristic of a contraction with \(\alpha\) is that the worlds of the previous state remain plausible and that the most plausible counter-models of \(\alpha\) become plausible. Chopra, Ghose, Meyer and Wong [10] transferred these to the Darwiche-Pearl framework of epistemic states, contributed semantic postulates for contraction on epistemic states in the fashion of Darwiche and Pearl, and equivalent syntactic postulates that depend on a revision function. In the same framework, Konieczny and Pino Pérez provided additional syntactic iteration postulates for contraction which are independent of revision operators [27]. However, none of these approaches on iterated contraction provides a focus on conditionals like the work by Darwiche and Pearl [11]. Note that characterization results from revision do not transfer easily between iterated revision and contraction, because for iterated belief change the connection between revision and contraction via the Levi and Harper identities is not straightforward [27]. Thus, the connection between these kinds of changes is an interesting subject of research on its own [4, 5, 9, 21, 27, 31].

In this article, we investigate various principles for iterated contraction in the fashion Darwiche and Pearl did for revision [11]. Therefore, we present a three-fold view on iterated principles for contraction, considering the change of beliefs, the change of conditional beliefs, and the change of relations over possible worlds. We focus in particular on conditional beliefs, and approach iteration principles for contraction from the perspective of conditional beliefs. The iteration principles we consider for contraction are inspired by principles for iterated revision and comprise four different groups.

At first, we consider postulates for iterated contraction that are similar to the syntactic versions of the Darwiche-Pearl postulates for iterated revision [11]. For this, we use specific conditionals for contraction, so-called contractionals, which were first studied by Bochman [3]. The rationale is that the Darwiche-Pearl postulates are invariance conditions for conditionals which encodes revisions, so-called Ramsey-test conditionals. We obtain that a straightforward way of reformulation leads either to (partially) implausible postulates or to postulates not cover all cases one might expect. Whenever possible, we provide characterization theorems for the new postulates.

Second, we consider analogue postulates to the semantic version of the Darwiche-Pearl postulates. We show that these new set of postulates and the set of postulates given by Konieczny and Pino Pérez [27] define the same class of contraction operators in light of the basic postulates. However, we argue that our new postulates highlight new aspects of iterated contraction operators. Especially, the new postulates highlight the specific role of conditionals in the same manner as the postulates for iterative revision by Darwich and Pearl do. For some of the new postulates, we make use of a novel equivalence relation for epistemic states with respect to a proposition \(\alpha\), called \(\alpha\)-equivalence, yielding an alternative formulation of these postulates. Furthermore, we argue that our new postulates are more succinct than the postulates by Konieczny and Pino Pérez, because they deal less with changes of disjunctive beliefs. Succinctness of postulates is of particular importance when concepts on iterated belief change developed for changes in propositional logic are translated to other formalisms [12–14, 38], and also when iterated belief contraction is used for modelling phenomena, like forgetting (cf. [15] for a recent survey, or [2, 25]).

Third, we explore a notion of independence for contraction in the sense of independence for revision by Jin and Thielischer [22] and show that this notion of independence rules out trivial contraction operators.

Forth, as an application, we employ contractionals to give alternative characterizations for natural contraction and moderate contraction [30, 31, 34].
In summary, the main contributions of this article are:

- Iteration principles for contraction, including a contraction analogue for the notion of independence known for revision [22];
- Characterization theorems for all principles, connecting postulates from the viewpoints of changing beliefs, of changing conditional beliefs, and of changing relations over worlds;
- Introduction of the novel notion of $\alpha$-equivalence for the intuitive formulation of postulates;
- Succinct postulates for known iteration principles, including postulates for natural and moderate contraction by means of conditionals;
- Employment of contractionals for iteration principles for contraction and their connection to the $\alpha$-equivalence for epistemic states.

This article is a revised and largely extended version of our prior work from ECAI [37]. In particular, we consider and characterize a larger variety of iteration principles for AGM contraction; moreover, we provide a notion of independence for contraction, and characterizations of natural and moderate contraction with the means of conditionals.

The rest of the article is organised as follows. Section 2 provides the technical background, especially on the Darwiche-Pearl framework, iterated belief revision and iterated belief contraction. We introduce Ramsey-test conditionals for revision and the Darwiche-Pearl postulates for the dynamics of conditional beliefs in Section 4. In Section 5 contractionals are introduced as a contraction counterparts to Ramsey-test conditionals. We investigate in Section 6 contraction analogues to the syntactic Darwiche-Pearl postulates. Section 7 considers semantic postulates for iterated contraction; in particular we characterise these semantic postulates by contractional based postulates. In Section 8 we consider a counter-part for contraction to the independence condition for revision by Jin and Thielerscher [22]. Section 9 characterizes natural contraction and moderate contraction from the viewpoint of contractionals. Finally, Section 10 concludes and points out future work.

2. Background on Logic and Preorders

Let $\Sigma$ be a propositional signature (non-empty finite set of propositional variables) and $\mathcal{L}$ a propositional language over $\Sigma$. With lower Greek letters $\alpha, \beta, \gamma, \ldots$ we denote formulas in $\mathcal{L}$ and with lower case letters $a, b, c, \ldots$ propositional variables from $\Sigma$. The set of propositional interpretations $\Omega$, also called set of worlds, is identified with the set of corresponding complete conjunctions over $\Sigma$. Propositional entailment is denoted by $\models$, the set of models of $\alpha$ with $[\alpha]$, and $\text{Cn}(\alpha) = \{\beta \mid \alpha \models \beta\}$ denotes the deductive closure of $\alpha$.

For a set of formulas $X \subseteq \mathcal{L}$ we define $\text{Cn}(X) = \{\beta \mid X \models \beta\} = \bigcap_{\omega \in X} \text{Cn}(\alpha)$. For a set of worlds $\Omega' \subseteq \Omega$ and a total preorder $\leq \subseteq \Omega \times \Omega$ (total, reflexive and transitive relation) over $\Omega$, we denote with $\min(\Omega', \leq) = \{\omega \in \Omega' \mid \omega \leq \omega' \text{ for all } \omega' \in \Omega'\}$ the set of all minimal worlds in $\Omega'$ with respect to $\leq$. If $\leq$ is a total preorder, then we denote with $<$ its strict part, i.e. $x < y$ iff $x \leq y$ and $y \not{\leq} x$. We lift $\leq$ to formulas $\alpha, \beta \in \mathcal{L}$ by defining $\alpha \leq \beta$ if for each $\omega \in \min([\beta], \leq)$ there is some $\omega' \in \min([\alpha], \leq)$ such that $\omega' \leq \omega$.

Consequently, we have $\alpha < \beta$ if for each $\omega \in \min([\beta], \leq)$ there is some $\omega' \in \min([\alpha], \leq)$ such that $\omega' < \omega$.

3. Belief Change and Epistemic States

Classical belief change theory by Alchourrón, Gärdenfors and Makinson [1] (AGM) deals with belief sets as representation of belief states, i.e., deductively closed sets of propositions. Change operators in this setup are often understood as operators for an individual belief set, i.e. formally, for a belief set $K$ the approach yields a function of type $\mathcal{L} \rightarrow \mathcal{P}(\mathcal{L})$ which describes how to change $K$ according to new information.

The area of iterated belief change investigates principles and their characterization for sequences of changes. In particular, changes in an agent’s beliefs might depend on changes made in the past, and changes
might have an impact on subsequent changes. Therefore, one has to give up belief sets as representations [11, 19]. To deal with these issues, the Darwiche-Pearl framework abstracts from the classical setup in two ways.

First, instead of using belief sets as representations, abstract entities are used, called epistemic states [11], in which the agent maintains necessary information for all possible subsequent belief changes. With $\mathcal{E}$ we denote the set of all epistemic states over $\mathcal{L}$. Every epistemic state $\Psi \in \mathcal{E}$ induces a set of beliefs $\text{Bel}(\Psi) \subseteq \mathcal{L}$, which is a deductively closed set with respect to $\mathcal{L}$. We write $\Psi \models \alpha$ if $\alpha \in \text{Bel}(\Psi)$ and we use $[\Psi]$ as shorthand for $[\text{Bel}(\Psi)]$. Furthermore, we assume satisfaction of the following principle for the set of epistemic states:

Intuitively, unbiasedness guarantees that for every consistent belief set $L$ there exists at least one epistemic state $\Psi$ such that $\text{Bel}(\Psi) = L$. We make no explicit further requirements on $\mathcal{E}$. Consequently, $\mathcal{E}$ might contain two distinct epistemic states $\Psi_1, \Psi_2$ (or even more) inducing the same belief set, i.e. $\text{Bel}(\Psi_1) = \text{Bel}(\Psi_2)$, or might contain an epistemic state $\Psi$ where $\text{Bel}(\Psi)$ is inconsistent.

Second, because we are considering belief changes which depend upon prior belief changes, it is not sufficient to describe change operators for each epistemic state individually. In particular, a birds-eye perspective is required, because what a change operator does in one epistemic state depends on what it does in other epistemic states. Consequently, we are modelling belief change operators for epistemic states as functions in the mathematical sense, describing globally, on all epistemic states from $\mathcal{E}$, how belief changes happen. The following definition describes this formally.

**Definition 3.1.** A belief change operator (for epistemic states) over $\mathcal{E}$ is a function of type $\mathcal{E} \times \mathcal{L} \to \mathcal{E}$.

For the rest of the article, we will always assume that belief change operators are given over some arbitrary but fixed chosen set of epistemic states $\mathcal{E}$, and we will mention $\mathcal{E}$ only if it is necessary. In the following, we will describe revision and contraction in this setting.

### 3.1. Revision in Epistemic States

Revision is the process of incorporating new beliefs into an agent’s belief set, in a consistent way, whenever that is possible. The postulates to revision given by Alchourrón, Gärdenfors and Makinson [1] (AGM) have counterparts in the framework of epistemic states, which were presented by Darwiche and Pearl [11].

**Definition 3.2 (AGM Revision Operator for Epistemic States).** A belief change operator $\ast$ is called an AGM revision operator for epistemic states if the following postulates are satisfied:

1. **(R1)** $\alpha \in \text{Bel}(\Psi \ast \alpha)$

2. **(R2)** if $\text{Bel}(\Psi) + \alpha$ consistent, then $\text{Bel}(\Psi \ast \alpha) = \text{Cn}(\text{Bel}(\Psi) \cup \{\alpha\})$

3. **(R3)** if $\alpha$ is consistent, then $\text{Bel}(\Psi \ast \alpha)$ is consistent

4. **(R4)** if $\alpha \equiv \beta$, then $\text{Bel}(\Psi \ast \alpha) = \text{Bel}(\Psi \ast \beta)$

5. **(R5)** $\text{Bel}(\Psi \ast (\alpha \land \beta)) \subseteq \text{Bel}(\Psi \ast \alpha) + \beta$

6. **(R6)** if $\text{Bel}(\Psi \ast \alpha) + \beta$ is consistent, then $\text{Bel}(\Psi \ast \alpha) + \beta \subseteq \text{Bel}(\Psi \ast (\alpha \land \beta))$

The revision postulates (R1)-(R6) establish minimal change on beliefs when revising an epistemic state. As shown by Katsuno and Mendelzon [23] an AGM revision operator (in the classical AGM setting) is representable by a total preorder over the interpretations. Darwiche and Pearl [11] adapt this approach to the framework of epistemic states, by equip each epistemic state $\Psi$ with a total preorder $\preceq_{\Psi}$ over the worlds (interpretations) satisfying the so-called faithfulness condition.
Definition 3.3 (Faithful Assignment [11]). A function $\Psi \mapsto \preceq_\Psi$ that maps each epistemic state to a total preorder on interpretations is said to be a faithful assignment if the following holds:

(FA1) if $\omega_1 \in [\Psi]$ and $\omega_2 \in [\Psi]$, then $\omega_1 \preceq_\Psi \omega_2$

(FA2) if $\omega_1 \in [\Psi]$ and $\omega_2 \notin [\Psi]$, then $\omega_1 <_\Psi \omega_2$

Intuitively, the relation $\preceq_\Psi$ orders the worlds by plausibility, and the faithfulness condition guarantees that minimal worlds with respect to $\preceq_\Psi$ are the most plausible worlds, i.e., conformance of $[\Psi]$ and $\min(\Omega, \preceq_\Psi)$, i.e., $[\Psi] = \min(\Omega, \preceq_\Psi)$ if $\Bel(\Psi)$ is consistent. For the case of an inconsistent belief set $\Bel(\Psi)$, faithfulness makes no assumptions about the minimal worlds of $\preceq_\Psi$. To link assignments with belief revision operators, we use the following notion of compatibility [16].

Definition 3.4 (Revision-Compatible). A faithful assignment $\Psi \mapsto \preceq_\Psi$ is called revision-compatible with a belief change operator $*$ if the following holds:

$$[\Psi * \alpha] = \min([\alpha], \preceq_\Psi)$$

(revision-compatible)

As discovered by Darwiche and Pearl, faithful assignments are a valid mean to characterise AGM revision operators for epistemic states.

Proposition 3.5 (Characterization of AGM Revision Operators [11]). A belief change operator $*$ is an AGM revision operator for epistemic states if and only if there is a faithful assignment $\Psi \mapsto \preceq_\Psi$ which is revision-compatible with $*$.

Note that in the setting considered here, Proposition 3.5 does not imply that epistemic states are equivalent (or isomorphic) to total preorders, i.e., the result $\Psi * \alpha$ of a revision of $\Psi$ by $\alpha$ may not be completely determined by $\preceq_\Psi$ and $\alpha$. Due to Proposition 3.5, for each $\alpha \in \mathcal{L}$ and for each $\Psi_1, \Psi_2 \in \mathcal{E}$ we have that $\preceq_{\Psi_1} \preceq \preceq_{\Psi_2}$ implies $\Bel(\Psi_1 * \alpha) = \Bel(\Psi_2 * \alpha)$. However, this does not imply that the resulting epistemic states are the same, i.e., $\Psi_1 * \alpha \neq \Psi_2 * \alpha$, and it could be the case that subsequent revisions by some $\alpha_1, \ldots, \alpha_n \in \mathcal{L}$ yields different belief sets, i.e., we could have that $\Bel(\Psi_1 * \alpha_1 * \ldots * \alpha_n) \neq \Bel(\Psi_2 * \alpha_1 * \ldots * \alpha_n)$ holds. The same observation was already implicitly made in [26].

Because we will stick to the Darwiche-Pearl framework for the rest of the article, we use AGM revision operator as shorthand for AGM revision operator for epistemic states.

3.2. Contraction in Epistemic States

Contraction is the process of withdrawing beliefs. Postulates for AGM contraction [1] where first adapted by Caridroit, Konieczny and Marquis [8] to the setting of propositional logic. Based on that reformulation for propositional logic of the AGM contraction postulates, Konieczny and Pino Pérez provided an adapted version of these postulates for the framework of epistemic states [27]. Independently, Chopra, Ghose, Meyer and Wong [10] gave a reformulation of AGM contraction for the framework of epistemic states, similar to the one used by Konieczny and Pino Pérez. There are subtle differences between these two similar, but slightly different groups of postulates\(^2\). Here we are using the more general postulates by Konieczny and Pino Pérez adapted to our notation:

\(^2\)In the framework considered by Katsuno and Mendelzon for revision [23], this can not happen, because in their framework epistemic states are just belief sets, thus, $\Bel(\Psi_1 * \alpha) = \Bel(\Psi_2 * \alpha)$ implies $\Psi_1 * \alpha = \Psi_2 * \alpha$.

\(^2\)The subtle, but yet powerful difference is that Chopra, Ghose, Meyer and Wong (CGMW) use a stronger syntax-independence postulate in comparison to the postulate (C5) by Konieczny and Pino Pérez (KPP). For an epistemic state $\Psi$, the CGMW-postulate states that for equivalent formulas contraction on $\Psi$ yields the same epistemic state, where the KPP-postulate (C5) states that for equivalent formulas contraction on $\Psi$ yields the same belief set (but not necessarily the same epistemic state). All other postulates are the same. Consequently, every belief change operator that satisfies the CGMW-postulates satisfies the KPP-postulates.
\textbf{Definition 3.6 (AGM Contraction Operator for Epistemic States).} A belief change operator $\div$ is called an AGM contraction operator for epistemic states if the following postulates are satisfied:

\begin{itemize}
  \item[(C1)] $\text{Bel}(\Psi \div \alpha) \subseteq \text{Bel}(\Psi)$
  \item[(C2)] if $\alpha \notin \text{Bel}(\Psi)$, then $\text{Bel}(\Psi) \subseteq \text{Bel}(\Psi \div \alpha)$
  \item[(C3)] if $\alpha \not\equiv \top$, then $\alpha \notin \text{Bel}(\Psi \div \alpha)$
  \item[(C4)] $\text{Bel}(\Psi) \subseteq C_n(\text{Bel}(\Psi \div \alpha) \cup \{\alpha\})$
  \item[(C5)] if $\alpha \equiv \beta$, then $\text{Bel}(\Psi \div \alpha) = \text{Bel}(\Psi \div \beta)$
  \item[(C6)] $\text{Bel}(\Psi \div \alpha) \cap \text{Bel}(\Psi \div \beta) \subseteq \text{Bel}(\Psi \div (\alpha \land \beta))$
  \item[(C7)] if $\beta \notin \text{Bel}(\Psi \div (\alpha \land \beta))$, then $\text{Bel}(\Psi \div (\alpha \land \beta)) \subseteq \text{Bel}(\Psi \div \beta)$
\end{itemize}

For an explanation of these postulates we refer to the article by Caridroit et al. \cite{8}. Note that the postulates (C1)-(C7) do not explicitly state how one should maintain the contraction strategy in the case of iteration. Like for revisions, we link contraction operators and faithful assignments by a notion of compatibility (c.f. Definition 3.4).

\textbf{Definition 3.7 (contraction-compatibility).} A faithful assignment $\Psi \mapsto \leq_\Psi$ is called contraction-compatible with a belief change operator $\div$ if the following holds:

$$\llbracket \Psi \div \alpha \rrbracket = \llbracket \Psi \rrbracket \cup \min(\llbracket \neg \alpha \rrbracket, \leq_\Psi)$$

A characterization in terms of total preorders on epistemic states is given by the following proposition.

\textbf{Proposition 3.8 (Characterization of AGM Contraction Operators \cite{27}).} A belief change operator $\div$ fulfils the postulates (C1)-(C7) if and only if there is a faithful assignment $\Psi \mapsto \leq_\Psi$ contraction-compatible with $\div$.

Because we will only consider belief change operators in the sense of Definition 3.1, for the purpose of this article we use AGM contraction operator as shorthand for AGM contraction operator for epistemic states.

4. Principles for Iterated Revision and Conditionals

In this section, we present several iteration principles for revision. The key idea is to connect belief revision with conditional beliefs, yielding a semantics for conditionals by change operators. Then, we use this connection to consider iteration principles for revision operators from different perspectives.

4.1. Conditionals and the Ramsey-Test for Revisions

For the matter of this article, a conditional is a syntactic object $(\beta | \alpha)$, where $\alpha, \beta \in \mathcal{L}$. A typical informal interpretation of a conditional $(\beta | \alpha)$ is that $(\beta | \alpha)$ stands for “if $\alpha$, then usually $\beta$”, establishing conditionals as fundamental objects in non-monotonic reasoning. The so-called Ramsey test \cite{39} provides an alternative semantics for conditionals by stating that one should believe $(\beta | \alpha)$ if and only if one believes $\beta$ after revision by $\alpha$. We use the Ramsey test here in the following formulation:

\textbf{(RT)} $\Psi \models (\beta | \alpha)$ if and only if $\Psi \ast \alpha \models \beta$

One application of (RT) in the setting of iterated belief change is that (RT) makes it possible to use conditionals as a syntactic means to describe (partially) how a belief revision operator $\ast$ behaves with respect to a particular epistemic state. More precisely, given the set $C(\Psi)$ of all conditionals $(\beta | \alpha)$ with $\Psi \models (\beta | \alpha)$, in the presence of (RT), we can determine $\text{Bel}(\Psi \ast \alpha)$ just from $C(\Psi)$ and $\alpha$. Note that in general we can not determine $\Psi \ast \alpha$ just from set of conditionals $C(\Psi)$ and $\alpha$.

When considering an AGM revision operator $\ast$, we obtain from Proposition 3.5 that $\leq_\Psi$ has similar properties as $C(\Psi)$, i.e., for each epistemic state $\Psi$, the total preorder $\leq_\Psi$ and $\alpha$ determine $\text{Bel}(\Psi \ast \alpha)$ entirely. This gives rationale to consider $\leq_\Psi$ as a semantic counter-part of $C(\Psi)$, which is indeed given by the following.

First, we formally introduce notions of acceptance of a conditional by an epistemic state and by a total preorder.
Definition 4.1. Let $\Psi$ be an epistemic state and let $\leq$ be a total preorder over $\Omega$. We say a conditional $(\beta | \alpha)$ is accepted by $\Psi$ (and $\ast$), written $\Psi \models (\beta | \alpha)$, if $\Psi \ast \alpha \vdash \beta$. Moreover, we say a conditional $(\beta | \alpha)$ is accepted by $\leq$ if for each $\omega \in [\alpha \land \neg \beta]$ there exists $\omega' \in [\alpha \land \beta]$ such that $\omega' < \omega$.

The definition of $\Psi \models (\beta | \alpha)$ is just the right-hand side of (RT). Clearly, acceptance of conditional $(\beta | \alpha)$ in $\Psi$ depends on $\ast$, but we write $\Psi \models (\beta | \alpha)$ instead of $\Psi \models^* (\beta | \alpha)$, omitting the superscript on $\models^*$, since $\ast$ will always be clear by the context. Acceptance by a total preorder is chosen such that it is compatible with revision-compatibility (cf. Definition 3.4). In particular, this can be lifted to formulas (cf. Section 2), the acceptance of $(\beta | \alpha)$ by $\leq$ is equivalent to having $\alpha \land \beta \leq_{\Psi} \alpha \land \neg \beta$. The following proposition presents formally the correspondence between the acceptance by $\Psi$ and acceptance by $\leq_{\Psi}$.

Proposition 4.2. Let $\ast$ be an AGM revision operator and $\Psi \mapsto \leq_{\Psi}$ be a faithful assignment revision-compatible with $\ast$. For each $\Psi \in \mathcal{E}$ and $\alpha, \beta \in \mathcal{L}$ the following statements are equivalent:

(a) $\Psi \ast \alpha \vdash \beta$

(b) $(\beta | \alpha)$ is accepted by $\leq_{\Psi}$

(c) $(\beta | \alpha)$ is accepted by $\Psi$ and $\ast$

Proof. The equivalence of (a) and (c) is given by definition. From Proposition 3.5 we obtain $\beta \in \text{Bel}(\Psi \ast \alpha)$ if and only if $\text{min}([\alpha], \leq_{\Psi}) \subseteq [\beta]$. The latter is exactly the case if and only if $(\beta | \alpha)$ is accepted by $\leq_{\Psi}$. We obtain that (a) and (b) are equivalent.

Next, we present iteration principles for revision operators.

4.2. Postulates for Iterated Revision

In this section, we will present iteration principles for revision. We consider different postulates for these principles from the viewpoint of changing beliefs, of changing conditional beliefs, and of changing relations of worlds, and establish equivalences between them for AGM revision operators.

Note on the naming-pattern for postulates. In the course of this paper, we consider several counter-parts for these principles for contraction. Because of the number of postulates and to underline the direct correspondence between revision and contraction postulates, we will use the following naming scheme. Postulates for iterated revision are denoted by $\text{IR}$; postulates for iterated contraction will be abbreviated by $\text{IC}$. Moreover, we will consider postulates for the change of beliefs (formulas), change of conditional beliefs, and the change of relations. To highlight the difference, we denote iteration postulates for revision with a conditional viewpoint by $\text{IR}_{\text{cond}}$ and $\text{IR}_{\text{rel}}$ stands for considering a relational point of view. When considering change of beliefs, we denote them by $\text{IR}$ without superscript.

Minimal change of conditional beliefs. As a first principle for revision, we consider minimal change of conditional beliefs, which is given by the following postulates:

\begin{align*}
(\text{IR}_{\text{cond}}^{\text{min}}) & \text{ if } \Psi \ast \alpha \vdash \neg \beta, \text{ then } \Psi \ast \alpha \vdash (\gamma | \beta) \Leftrightarrow \Psi \models (\gamma | \beta) \\
(\text{IR}_{\text{min}}) & \text{ if } \Psi \ast \alpha \vdash \neg \beta, \text{ then } \text{Bel}(\Psi \ast \alpha \ast \beta) = \text{Bel}(\Psi \ast \beta) \\
(\text{IR}_{\text{rel}}^{\text{min}}) & \text{ if } \omega_1, \omega_2 \notin [\Psi \ast \alpha], \text{ then } \omega_1 \leq_{\Psi} \omega_2 \Leftrightarrow \omega_1 \leq_{\Psi^{\ast \alpha}} \omega_2
\end{align*}

Craig Boutilier proposed that minimality of change should be applied also to change of conditional beliefs [7], leading to the principle (IR$_{\text{cond}}^{\text{min}}$), which states that revision by $\alpha$ does not influence conditional beliefs for which the antecedence is inconsistent with the result of revision by $\alpha$. AGM revision operators that satisfy (IR$_{\text{cond}}^{\text{min}}$) are sometimes also denoted as natural revision [6]. From Proposition 4.2 we obtain (IR$_{\text{min}}$), which is a counter-part to (IR$_{\text{cond}}^{\text{min}}$), which was already given in the literature [11]. By Darwiche and Pearl, absolute minimization of changes in conditional beliefs is not desirable for iterative belief revision [11], as it prevents evolution of the change strategy itself. The following proposition shows that when revising by $\alpha$, satisfaction of (IR$_{\text{cond}}^{\text{min}}$) is equivalent to having that $\leq_{\Psi^{\ast \alpha}}$ changes only minimally with respect to $\leq_{\Psi}$.

---

3The subscript min stands for minimization of change in conditional beliefs.
Proposition 4.3 ([11]). Let * be an AGM revision operator and let $\Psi \mapsto \leq_{\Psi}$ be a faithful assignment revision-compatible with *. The operator * satisfies $(IR_{\text{cond}}^{\text{cond}})$ if and only if $(IR_{\text{rel}}^{\text{rel}})$ is satisfied.

Cautious preservation of conditional beliefs. While absolute minimization of changes in conditional beliefs is undesirable, arbitrary changes of conditional beliefs are likewise undesirable. Therefore, Darwiche and Pearl propose the following iteration postulates\(^4\) for revision [11]:

$(IR_{\text{cond}}^{\text{cond}})$ if $\beta \models \alpha$, then $\Psi \models (\gamma \mid \beta) \Leftrightarrow \Psi \ast \alpha \models (\gamma \mid \beta)$

$(IR_{\text{cond}}^{\text{cond}})$ if $\beta \models \lnot \alpha$, then $\Psi \models (\gamma \mid \beta) \Leftrightarrow \Psi \ast \alpha \models (\gamma \mid \beta)$

$(IR_{\text{cond}}^{\text{cond}})$ if $\Psi \models (\alpha \mid \beta)$, then $\Psi \ast \alpha \models (\alpha \mid \beta)$

$(IR_{\text{cond}}^{\text{cond}})$ if $\Psi \models (\lnot \alpha \mid \beta)$, then $\Psi \ast \alpha \models (\lnot \alpha \mid \beta)$

By the Ramsey test (RT), respectively by Proposition 4.2, one obtains the following reformulation of the Darwiche-Pearl postulates in terms of two-step changes, which were also given already by Darwiche and Pearl [11]:

$(IR_{\text{rel}})$ if $\beta \models \alpha$, then $\text{Bel}(\Psi \ast \alpha \ast \beta) = \text{Bel}(\Psi \ast \beta)$

$(IR_{\text{rel}})$ if $\beta \models \lnot \alpha$, then $\text{Bel}(\Psi \ast \alpha \ast \beta) = \text{Bel}(\Psi \ast \beta)$

$(IR_{\text{rel}})$ if $\Psi \ast \beta \models \alpha$, then $\Psi \ast \alpha \ast \beta \models \alpha$

$(IR_{\text{rel}})$ if $\Psi \ast \beta \models \lnot \alpha$, then $\Psi \ast \alpha \ast \beta \models \lnot \alpha$

Intuitively, $(IR_{\text{rel}})$ and $(IR_{\text{rel}})$ establish that revision by a more general belief $\alpha$, respectively $\lnot \alpha$, beforehand does not influence revision by a more specific belief $\beta$. The postulates $(IR_{\text{rel}})$ and $(IR_{\text{rel}})$ together state that revision by $\alpha$ does not influence the credibility of $\alpha$ with respect to subsequent changes.

It is well-known that these operators can be characterized in the semantic framework of total preorders.

Proposition 4.4 (Iterated Revision[11]). Let * be an AGM revision operator. Then * satisfies $(IR_{\text{rel}})$ if and only if there exists a faithful assignment $\Psi \mapsto \leq_{\Psi}$ revision-compatible with * such that the following postulates\(^5\) are satisfied:

$(IR_{\text{rel}})$ if $\omega_1, \omega_2 \in \{\alpha\}$, then $\omega_1 \leq_{\Psi} \omega_2 \Leftrightarrow \omega_1 \leq_{\Psi \ast \alpha} \omega_2$

$(IR_{\text{rel}})$ if $\omega_1, \omega_2 \in \{-\alpha\}$, then $\omega_1 \leq_{\Psi} \omega_2 \Leftrightarrow \omega_1 \leq_{\Psi \ast -\alpha} \omega_2$

$(IR_{\text{rel}})$ if $\omega_1 \in \{\alpha\}$ and $\omega_2 \in \{-\alpha\}$, then $\omega_1 \leq_{\Psi} \omega_2 \Rightarrow \omega_1 \leq_{\Psi \ast \alpha} \omega_2$

$(IR_{\text{rel}})$ if $\omega_1 \in \{\alpha\}$ and $\omega_2 \in \{-\alpha\}$, then $\omega_1 \leq_{\Psi} \omega_2 \Rightarrow \omega_1 \leq_{\Psi \ast -\alpha} \omega_2$

In addition to Proposition 4.4 we like to remark that there is a direct correspondence between the postulates considered in this section. An AGM revision operator satisfies $(IR_{\text{cond}})$ if and only if it satisfies $(IR_{\text{rel}})$ if and only if it satisfies $(IR_{\text{cond}})$ if and only if it satisfies $(IR_{\text{rel}})$. The same holds for $(IR_{\text{rel}})$, $(IR_{\text{cond}})$ and $(IR_{\text{rel}})$, and so on for the others postulates. An advantage of these postulates is that they are very intuitive, regarding which of the three perspectives given here is considered. Most of the Darwiche-Pearl postulates for revision are widely accepted and have wide applications. However, the postulate $(IR_{\text{rel}})$ has sometimes been criticized [35].

\(^4\)These principles are often denoted as (DP1)–(DP4), referring to Darwiche and Pearl.

\(^5\)These principles were denoted as (CR1)–(CR4) by Darwiche and Pearl [11].
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The independence principle. We consider independence, which is given by the following postulates:\(^6\):

\[(\text{IR}_{\text{ind}})\] if \(\Psi \ast \beta \not\models \neg \alpha\), then \(\Psi \ast \alpha \ast \beta \models \alpha\)

\[(\text{IR}_{\text{cond}}^\text{ind})\] if \(\Psi \ast \beta \not\models \neg \alpha\), then \(\Psi \ast \alpha \models (\alpha \mid \beta)\)

\[(\text{IR}_{\text{rel}}^\text{ind})\] if \(\omega_1 \in [\alpha]\) and \(\omega_2 \in [\neg \alpha]\), then \(\omega_1 \leq_\Psi \omega_2 \Rightarrow \omega_1 <_{\Psi;\alpha} \omega_2\)

The so-called independence condition was introduced by Jin and Thielescher to avoid unwanted dependencies between beliefs in the context of revision [22]. Due to Proposition 4.2 we obtain easily that (IR\(_{\text{cond}}^\text{ind}\)) is an analogue to (IR\(_{\text{ind}}\)). It has been shown [6] that in the framework we consider here, (IR\(_{\text{ind}}\)) is equivalent to (IR\(_{\text{rel}}^\text{ind}\)) whenever \(\ast\) is an AGM revision operator, which reveals that independence is a stronger version of (IR4). AGM revision operators that satisfy (IR1), (IR2) and (IR\(_{\text{ind}}\)) are called also \textit{admissible} revision operators [6].

Lexicographic revision. As last principle, we consider lexicographic revisions which are given by (IR1), (IR2) and by one of the following postulates (which are all equivalent):\(^7\):

\[(\text{IR}_{\text{lex}})\] if \(\beta \not\models \neg \alpha\), then \(\Psi \ast \alpha \ast \beta \models \alpha\)

\[(\text{IR}_{\text{lex}}^\text{ind})\] if \(\Psi \ast \beta \not\models \neg \alpha\), then \(\Psi \ast \alpha \models (\alpha \mid \beta)\)

\[(\text{IR}_{\text{lex}}^\text{rel})\] if \(\omega_1 \in [\alpha]\) and \(\omega_2 \in [\neg \alpha]\), then \(\omega_1 \leq_\Psi \omega_2 \Rightarrow \omega_1 <_{\Psi;\alpha} \omega_2\)

Lexicographic revision was introduced by Nayak as an approach to revision which gives higher priority to beliefs compatible with new information than to other beliefs, while staying sensitive to the priorities given by the revision history [29]. We present here the so-called simple version [32]. This approach has been identified as yields the most conservative admissible revision operators [6]. Equivalence of (IR\(_{\text{lex}}\)) and (IR\(_{\text{lex}}^\text{ind}\)) is given by Proposition 4.2 and the equivalence between (IR\(_{\text{lex}}\)) and (IR\(_{\text{lex}}^\text{rel}\)) has been shown by Booth and Meyer [6].

5. Iterated Contraction and Conditionals

In this section we prepare the ground for our investigations on iteration principles for contraction. Therefore, we will use AGM contraction operators to provide a semantics for conditionals in the same fashion as revision operators provide a semantics of conditionals via the Ramsey-test (cf. Section 4.1). The approach we follow is that we replace the revision operator in (RT) by a contraction operator. To distinguish conditionals which have a semantics by revision operators, sometimes called \textit{RT-conditionals} in the sequel, from conditionals which use contraction operators as semantics, we will call the latter \textit{contractionals} [3] and denote them by \([\beta \mid \alpha]\). We obtain the following reformulation of (RT) for contractionals:

\[(\text{Contractional})\] \(\Psi \models [\beta \mid \alpha]\) if and only if \(\Psi \div \alpha \models \beta\)

For the rest of this article we assume that \(\div\) is always an AGM contraction operator, and given this class of operators, we will investigate the properties of contractionals. We start with some intuition for contractionals by suggesting to read a contractional \([\beta \mid \alpha]\) as:

\[\text{believe } \beta \text{ even in the absence of } \alpha.\]

More specifically, a contractional \([\beta \mid \alpha]\) encodes two aspects: (1) \(\beta\) is believed, and (2) believing of \(\beta\) is independent of believing in \(\alpha\). The rationale for this interpretation is given by the AGM contraction postulates (C1)–(C7). In particular, the rationale for (1) is because \(\div\) satisfies inclusion (C1), by which a contraction never introduces new beliefs. Thus, it is unavoidable that \(\Psi \models [\beta \mid \alpha]\) holds only if \(\beta \in \text{Bel}(\Psi)\). Aspect (2) is given by the success condition (C3), encoding the overall goal of contraction by \(\alpha\) to remove all beliefs that

---

\(^6\)ind stands for independence.

\(^7\)lex stands for lexicographic.
imply $\alpha$. Consequently, if $\Psi \models [\beta | \alpha]$, then $\beta$ is a belief that is unrelated to $\alpha$ in the sense that believing in $\beta$ gives no rationale to believe in $\alpha$.

Consider the following example for a comparison of the meaning of contractionals to Ramsey test conditionals.

**Example 5.1.** Let $f \hspace{1pt}$ have the intended meaning that something is “able to fly” and $p \hspace{1pt}$ the intended meaning that something is a “penguin”. Then the acceptance of a (Ramsey test) conditional $(\neg f \mid p)$ states that if the agent learns that something is a penguin, she will believe that it is not able to fly. In contrast, the acceptance of a contractional $[\neg f \mid p]$ states that the agent keeps the belief that something is not able to fly, even if the agent gives up her belief that it is a penguin.

We continue by investigating contractionals more formally. Like in the previous section, we define a notion of acceptance of a contractional by an epistemic state $\Psi$ and a notion of acceptance by a total preorder over worlds.

**Definition 5.2.** Let $\Psi$ be an epistemic state and let $\preceq$ be a total preorder over $\Omega$. We say a contractional $[\beta \mid \alpha]$ is accepted by $\Psi$, written $\Psi \models [\beta \mid \alpha]$, if $\Psi \models \alpha \models \beta$. Moreover, we say a contractional $[\beta \mid \alpha]$ is accepted by $\preceq$ if $\min(\Omega, \preceq) \subseteq [\beta]$ and for every $\omega_1 \in [\neg \alpha \land \neg \beta]$ there exists $\omega_2 \in [\neg \alpha \land \beta]$ such that $\omega_2 \leq \omega_1$ and $\omega_1 \not\leq \omega_2$.

Note that the notion acceptance of $[\beta \mid \alpha]$ by a total preorder is chosen to be compliant with the notion of contraction-compatibility used in Proposition 3.8. Analogously to Proposition 4.2, we obtain that acceptance by an epistemic state and acceptance by a total preorder of a contractional are equivalent.

**Proposition 5.3.** Let $\vdash \hspace{1pt}$ be an AGM contraction operator and let $\Psi \mapsto \preceq_\Psi$ be a faithful assignment contraction-compatible with $\vdash \hspace{1pt}$. For each $\Psi \in \mathcal{E}$ and $\alpha, \beta \in \mathcal{L}$ the following statements are equivalent:

(a) $\Psi \models [\beta \mid \alpha]$

(b) $[\beta \mid \alpha]$ is accepted by $\preceq_\Psi$

(c) $[\beta \mid \alpha]$ is accepted by $\Psi$ and $\vdash \hspace{1pt}$

**Proof.** The equivalence of (a) and (c) is given by definition. From Proposition 3.8, we obtain $\beta \in \text{Bel}(\Psi * \alpha)$ if and only if $[\Psi] \cup \text{min}(\alpha, \preceq_\Psi) \subseteq [\beta]$. The latter is exactly the case if and only if $(\beta | \alpha)$ is accepted by $\preceq_\Psi$. We obtain that (a) and (b) are equivalent. □

As a first application of Proposition 5.3, we consider the inclusion postulate (C1) from the set of basic postulates for AGM contraction, stating that a contraction does not yield new beliefs. The following property is mainly a consequence of the inclusion property.

**Proposition 5.4.** Let $\dashv \hspace{1pt}$ be a belief change operator satisfying (C1) and (C4). If $\alpha, \beta, \gamma \in \mathcal{L}$, then $\gamma \in \text{Bel}(\Psi - \alpha - \beta)$ implies $\gamma \in \text{Bel}(\Psi - \tau)$.

**Proof.** Because $\dashv$ satisfies (C1), we obtain $\gamma \in \text{Bel}(\Psi)$ from $\gamma \in \text{Bel}(\Psi - \alpha - \beta)$. Now note that $\tau \in \text{Bel}(\Psi - \tau)$, because $\tau$ is element of every deductively closed set. Consequently, we have $Cn(\text{Bel}(\Psi - \tau) \cup \{\tau\}) = \text{Bel}(\Psi - \tau)$. From this last observation and (C4) we obtain $\text{Bel}(\Psi) \subseteq \text{Bel}(\Psi - \tau)$. □

By employing Proposition 5.3, we obtain from Proposition 5.4 that every AGM contraction operator satisfies the following:

if $\alpha, \beta, \gamma \in \mathcal{L}$, then $\Psi \models \alpha \models [\gamma | \beta] \Rightarrow \Psi \models [\gamma | \tau]$

To get an impression what a contractional encodes with respect to a precedence on formulas, consider the following consequence of Proposition 5.3.

**Corollary 5.5.** Let $\Psi \mapsto \preceq_\Psi$ be a faithful assignment contraction-compatible with an AGM contraction operator $\vdash \hspace{1pt}$. Then $[\beta \mid \alpha]$ is accepted by $\Psi$ if $\beta <_\Psi \neg \beta$ and $\neg \alpha \land \beta <_\Psi \neg \alpha \land \neg \beta$. 
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Corollary 5.5 highlights that a contractional is not simple replaceable by a single Ramsey test conditional. More insights on relation between formulas and iterated contraction are given in the literature, e.g., [34].

In the following sections we investigate and evaluate iteration principles for AGM contraction operators. Therefore, we consider mainly two groups of iteration principles which are analogues to the Darwiche-Pearl iteration principles for AGM revision operators (cf. Section 4.2). The first group are counter-parts for AGM contraction operators to the syntactic versions (IR1)-(IR4), respectively (IR1cond)-(IR4cond), of the Darwiche-Pearl iteration principles. Secondly, we consider counter-parts for AGM contraction operators to the relational versions (IR1rel)-(IR4rel) of the Darwiche-Pearl iteration principles. For both groups of principles we consider the impact of conditional beliefs, i.e., how acceptance of contractions evolves in the process of contraction. Finally, we consider conditional beliefs in the context of concrete strategies for AGM contraction operators. In particular, we consider minimization in the change of conditional beliefs.

6. Syntactic Analogues to (IR1)-(IR4) for Contraction

In this section, we consider contraction analogues to the (syntactic) iteration principles given by Darwiche and Pearl. As a first result, we will obtain that (IR1)-(IR3) are not plausible principles for AGM contraction operators, as they are, in a very general way, incompatible with any AGM contraction operator. Second, we consider slightly modified versions of (IR1)-(IR4). Again, we will see that these postulates are only partially compatible with AGM contraction operators.

Remark on the naming pattern. In this and the following sections we consider several iteration principles of contractions and versions thereof. As already motivated and outlined in Section 4.2, postulates for iterated contraction are denoted by IC; recall that postulates for iterated revision are abbreviated by IR. Moreover, to highlight the difference among the postulates for the change of beliefs, change of conditional beliefs, and the change of relations, iteration postulates for contractions with a contractional viewpoint are denoted by ICcond and ICrel stands for considering a relational point of view. When considering change of beliefs, we denote them by IC without superscript. Furthermore, numbering and naming will be chosen to emphasize
the correspondence of the contraction postulates to their corresponding postulates for revision. Figure 1 to Figure 4 give an overview of the postulates considered.

6.1. The Darwiche-Pearl Postulates (IR1)–(IR4) as Contraction Postulates

A compelling approach is to consider the syntactic Darwiche-Pearl postulates as contraction postulates. However, the following proposition shows that this is a hopeless endeavour, as each of the postulates (IR1)–(IR3) is individually incompatible with AGM contraction operators.

**Proposition 6.1.** There is no AGM contraction operator $\div$ that satisfies one or more postulates from (IR1)–(IR3).

We skip the proof of Proposition 6.1 here, and refer to the full proof of Proposition 6.1 in Appendix A. While there is no AGM contraction operator that is compatible with one of the postulates (IR1)–(IR3), the situation if different for (IR4). The following proposition characterizes (IR4) semantically for AGM contraction operators.

**Proposition 6.2.** Let $\div$ be an AGM contraction operator and let $\Psi \mapsto \leq_\Psi$ be a faithful-assignment which is contraction-compatible with $\div$. The belief change operator $\div$ satisfies (IR4) if and only if the following is satisfied:

\[(IR4_{\div}^e) \text{ if } \omega_1 \in \llbracket \alpha \rrbracket \text{ and } \omega_2 \in \llbracket \neg \alpha \rrbracket \text{ and } \llbracket \Psi \rrbracket \subseteq \llbracket \neg \alpha \rrbracket, \text{ then } \omega_1 \leq_\Psi \omega_2 \Rightarrow \omega_1 \leq_{\Psi \div} \omega_2 \]

**Proof.** We consider both directions of Proposition 6.2 independently.

- From (IR4$_{\div}^e$) to (IR4). Towards a contradiction we suppose that (IR4) is not satisfied, i.e., $\Psi \div \beta \not \models \neg \alpha$ and $\Psi \div \alpha \div \beta \models \neg \alpha$ holds. If $\llbracket \Psi \rrbracket \cap \llbracket \alpha \rrbracket \neq \emptyset$, we obtain (IR4) directly from (C1). Thus, we have $\llbracket \Psi \rrbracket \subseteq \llbracket \neg \alpha \rrbracket$. From $\Psi \div \beta \not \models \neg \alpha$ and Proposition 3.8 we obtain that there is some interpretation $\omega_1 \in [\neg \alpha]_{\Psi}$ such that $\omega_1 \in \llbracket \alpha \rrbracket$. Likewise, from $\Psi \div \alpha \div \beta \models \neg \alpha$ and Proposition 3.8 we obtain that there is some interpretation $\omega_2 \in [\neg \beta]_{\Psi}$ such that $\omega_1 \in [\neg \alpha]$. From the latter, we obtain that $\omega_2 <_{\Psi \div} \omega_1$ holds. Application of (IR4$_{\div}^e$) contra-positively yields $\omega_2 <_\Psi \omega_1$. This is a contradiction to the minimality of $\omega_1$ with respect $[\neg \beta]_{\Psi}$. 

- From (IR4) to (IR4$_{\div}^e$).
From (IR4) to (IR4\textsuperscript{rel}). Let $\omega_1 \in [\alpha]$ and $\omega_2 \in [\neg\alpha]$ and $[\Psi] \subseteq [\neg\alpha]$. Towards a contradiction we suppose that we have $\omega_1 \leq \Psi \omega_2$ and $\omega_2 \leq \Psi \omega_1$. Because (C1) is satisfied, we obtain $\omega_1, \omega_2 \in [\Psi]$ from $\omega_2 \leq \Psi \omega_1$ and faithfulness of $\Psi \leq \Psi$. Now let $\beta$ be such that $[\neg\beta] = \{\omega_1, \omega_2\}$ holds. Since $\Psi \leq \Psi$ is contraction-compatible with $\div$, our assumptions $\omega_1 \leq \Psi \omega_2$ and $\omega_2 \leq \Psi \omega_1$ together yield that $\omega_1 \in [\Psi \div \beta]$ and $\omega_1 \notin [\Psi \div \beta]$ holds. We obtain the contradiction $\Psi \div \beta \not\models \neg\alpha$, but $\Psi \div \alpha \div \beta \models \neg\alpha$.

Proposition 6.2 yields that (IR4) is an iteration principle which is compatible with AGM contraction operators. Furthermore, Proposition 6.2 points out that (IR4) prevents strict improvement of counter-worlds for $\alpha$ when contracting by $\alpha$, which could be considered as counter-intuitive for the process of contraction. In the next section we consider postulates that are similar but different from (IR1)–(IR4).

6.2. Adapting the Darwiche-Pearl Postulates to a Contraction Attitude

In the previous section, we established that the postulates (IR1)–(IR3) are non-valid iteration principles for AGM contraction operators. We will now consider postulates that are similar to the Darwiche-Pearl Postulates for revision, but reflect better the intention of AGM contraction. However, we obtain again that these principles are either incompatible with AGM contraction operators or are only partially satisfactory.

We start with the first two postulates, which are obtainable from (IR1\textsuperscript{cond}) and (IR2\textsuperscript{cond}) by replacing the preconditions of these postulates as follows\footnote{sa stands for syntactic analogue.}:

\begin{itemize}
  \item [(IC\textsubscript{sa})\textsuperscript{cond}] if $\neg\alpha \models \beta$, then $\Psi \div \alpha \models [\gamma | \beta] \iff \Psi \models [\gamma | \beta]$
    \begin{itemize}
      \item Explanation: If $\beta$ is believed whenever the negation of $\alpha$ is believed, then contraction by $\alpha$ does not influence whether an agent believes $\gamma$, even in the absence of $\beta$.
    \end{itemize}
  \item [(IC\textsubscript{sa})\textsuperscript{cond}] if $\alpha \models \beta$, then $\Psi \div \alpha \models [\gamma | \beta] \iff \Psi \models [\gamma | \beta]$
    \begin{itemize}
      \item Explanation: If $\beta$ is believed whenever $\alpha$ is believed, then contraction by $\alpha$ does not influence whether an agent believes $\gamma$, even in the absence of $\beta$.
    \end{itemize}
\end{itemize}

In revision, the postulates (IR1\textsuperscript{cond}) and (IR2\textsuperscript{cond}) claim that revision of a belief does not affect revisions by more specific beliefs. The postulates (IC\textsubscript{sa})\textsuperscript{cond} and (IC\textsubscript{sa})\textsuperscript{cond} make a similar, but dual, claim, that a contraction of specific beliefs does not affect a contraction by a more general belief.

We continue with analogues\footnote{We are reading (IR4\textsuperscript{cond}) contrapositively.} to (IR3\textsuperscript{cond}) and (IR4\textsuperscript{cond}), which are obtainable from (IR3\textsuperscript{cond}) and (IR4\textsuperscript{cond}) by replacing the consequence of conditionals in these postulates by its negation as in the following:

\begin{itemize}
  \item [(IC\textsubscript{sa})\textsuperscript{cond}] if $\Psi \models [\neg\alpha | \beta]$, then $\Psi \div \alpha \models [\neg\alpha | \beta]$
    \begin{itemize}
      \item Explanation: If $\neg\alpha$ is believed even in the absence of $\beta$, then contraction by $\alpha$ does not revoke this relation between $\neg\alpha$ and $\beta$.
    \end{itemize}
  \item [(IC\textsubscript{sa})\textsuperscript{cond}] if $\Psi \div \alpha \models [\neg\alpha | \beta]$, then $\Psi \models [\neg\alpha | \beta]$
    \begin{itemize}
      \item Explanation: If posterior to a contraction with $\alpha$ an agent is convinced that $\neg\alpha$ should be believed even in the absence of $\beta$, then the agent was convinced previously about this relation between $\neg\alpha$ and $\beta$.
    \end{itemize}
\end{itemize}

The Postulates (IR3\textsuperscript{cond}) and (IR4\textsuperscript{cond}) could be read as the claim that a revision by $\alpha$ does not affect the credibility of $\alpha$ in subsequent revisions. Similarly, (IC\textsubscript{cond})\textsuperscript{3} and (IC\textsubscript{cond})\textsuperscript{4} state that a contraction by $\alpha$ does not influence the credibility of the negation of $\alpha$, and, moreover, contracting by $\alpha$ does not influence whether believing in $\neg\alpha$ depends on some other belief $\beta$.

In the remaining part of this section, we discuss the postulates (IC\textsubscript{sa})\textsuperscript{cond} to (IC\textsubscript{sa})\textsuperscript{cond}). We will not only consider a technical viewpoint on contractionals, but also discuss meaning of these postulates.
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Consider the following three propositions

Example 6.3. Analogues to \( \text{(IC1}_{\text{sa}} \) and \( \text{(IR2}_{\text{cond}} \)

We will now argue that \( \text{(IC1}_{\text{sa}} \) is a too strong postulate to be applicable in every case. Consider the following example, which provides a case where \( \text{(IC1}_{\text{sa}} \) is too strong.

Example 6.3. Consider the following three propositions

\[ \alpha : \text{Alice attends the party} \]
\[ \beta : \text{Bernd attends the party} \]
\[ \gamma : \text{Gavin attends the party} \]

about believing whether Alice, Bernd and Gavin attending to a party. Bernd loves parties but seems not to like Alice, thus he is surely joining the party if Alice is not attending to the party \( \lnot \alpha \models \beta \). Moreover, Gavin seems not to like parties, but Gavin likes Alice, and he is only attending to the party when Alice attends to the party \( \gamma \models \alpha \). Suppose we believe initially that Gavin is attending to the party \( \gamma \models \text{Bel(ψ)} \). Moreover, we believe that Gavin does not know Bernd, and thus Gavin will join the party, even if Bernd does not attend to the party \( \Psi \models [\gamma | \beta] \).
We arrive at the party, and one of the other guests lets us know that Alice will not join the party. In this new situation ($\Psi \vdash \alpha$) it becomes clear that Gavin will not attend to the party ($\gamma \notin \text{Bel}(\Psi \vdash \alpha)$), and thus the connection between Gavin and Bernd becomes irrelevant ($\Psi \vdash \alpha \not\equiv \begin{cases} \gamma \mid \beta \end{cases}$).

In particular, Example 6.3 indicates that the $"\Rightarrow"$-part of the postulate (IC$_{\text{na}}$) is implausible. Moreover, the following proposition shows that this is even reflected by the formal framework.

**Proposition 6.4.** There is no AGM contraction operator $\dagger$ that satisfies:

\[(\text{IC$_{\text{na}}$})\] if $\neg \alpha \models \beta$, then $\Psi \models [\gamma \mid \beta] \Rightarrow \Psi \models \alpha \models [\gamma \mid \beta]$

**Proof.** We choose two arbitrary but distinct interpretations $\omega, \omega'$ from $\Omega$. Because that the set of epistemic states $E$ is unbiased, there is some epistemic state $\Psi$ such that $[\Psi] = \{\omega\}$. Let $\alpha$ be such that $[\alpha] = \Omega \setminus \{\omega'\}$ and $\beta$ such that $[\beta] = \Omega \setminus \{\omega\}$. Therefore, we have $\neg \alpha \models \beta$ and $[\neg \beta] = \{\omega\}$. By Proposition 3.8, for every contraction operator $\dagger$ we obtain $[\Psi \dagger \beta] = \{\omega\}$ and $[\Psi \dagger \alpha \dagger \beta] = \{\omega, \omega'\}$. Thus, for every $\gamma \in \text{Bel}(\Psi)$ with $\omega' \not\models \gamma$ we obtain $\Psi \models [\gamma \mid \beta]$ and $\Psi \models \alpha \not\models [\gamma \mid \beta]$, which contradicts (IC$_{\text{na}}$).

Note that the non-existence of an operator stated as in Proposition 6.4 does not imply that there is no contraction satisfying (IC$_{\text{na}}$) on every epistemic state, but there are certain epistemic states where the postulate (IC$_{\text{na}}$) is incompatible with AGM contractions. Consequently, there can not be an AGM contraction operator which satisfies (IC$_{\text{na}}$), as an operator has to yield, for every epistemic state and every input, a new epistemic state.

While one direction of (IC$_{\text{na}}$) is incompatible with AGM contraction operators, the other direction of (IC$_{\text{na}}$) seems to be reasonable and has an intuitive semantic counterpart, as the following proposition shows.

**Proposition 6.5.** Let $\dagger$ be an AGM contraction operator and let $\Psi \mapsto \subseteq \Psi$ be a faithful assignment contraction-compatible with $\dagger$. The following holds:

\[(\text{IC$_{\text{no}}$})\] if $\neg \alpha \models \beta$, then $\Psi \models \alpha \models [\gamma \mid \beta] \Rightarrow \Psi \models [\gamma \mid \beta]$

**Explanation:** If the negation of $\alpha$ is more specific than $\beta$, then a contraction with $\alpha$ does not influence whether $\gamma$ is believed in the absence of $\beta$ or not.

if and only if the following holds:

\[(\text{IC$_{\text{no}}$})\] if $\omega_1, \omega_2 \in [\alpha]$, then $\omega_1 \subseteq \Psi \omega_2 \Rightarrow \omega_1 \subseteq \Psi. \omega_2$

**Proof.** We consider both directions of the claim independently.

From (IC$_{\text{na}}$) to (IC$_{\text{no}}$). Let $\omega_1, \omega_2 \in [\alpha]$ and let $\omega_1 \subseteq \Psi \omega_2$. Towards a contradiction, we suppose that $\omega_2 \not\subseteq \Psi. \omega_1$. Now choose $\beta \in E$ such that $[\beta] = \Omega \setminus \{\omega_1, \omega_2\}$ holds, and choose $\gamma$ such that $[\gamma] = \Omega \setminus \{\omega_1\}$ holds. Because $\Psi \mapsto \subseteq \Psi$ is contraction-compatible with $\dagger$, we obtain $\omega_1 \in [\Psi \dagger \beta]$ from $\omega_2 \not\subseteq \Psi. \omega_1$, and from $\omega_2 \not\subseteq \Psi. \omega_1$ we obtain $\omega_1 \notin [\Psi \dagger \alpha \dagger \beta]$. Consequently, we have $\gamma \notin \text{Bel}(\Psi \dagger \beta)$ and $\gamma \in \text{Bel}(\Psi \dagger \alpha \dagger \beta))$. This contradicts the satisfaction of (IC$_{\text{no}}$).

From (IC$_{\text{no}}$) to (IC$_{\text{na}}$). Now assume that (IC$_{\text{no}}$) is satisfied. We show that (IC$_{\text{na}}$) holds. Let $\neg \alpha \models \beta$ and $\Psi \models \alpha \models [\gamma \mid \beta]$. By Proposition 3.8, we obtain $[\Psi] \cup \min([\neg \beta], \subseteq \Psi. \alpha) \subseteq [\gamma]$. Towards a contradiction assume $\Psi \not\models [\gamma \mid \beta]$, i.e. $\gamma \notin \text{Bel}(\Psi \dagger \beta)$. Proposition 3.8 yields $\min([\neg \beta], \subseteq \Psi) \subseteq [\gamma]$. Therefore, there exist some $\omega_1 \in \min([\neg \beta], \subseteq \Psi)$ such that $\omega_1 \notin [\gamma]$ and $\omega_1 \notin \min([\neg \beta], \subseteq \Psi. \alpha)$. Because $\min([\neg \beta], \subseteq \Psi. \alpha)$ is non-empty, there is some $\omega_2 \in \min([\neg \beta], \subseteq \Psi. \alpha)$. From $\omega_2 \in \min([\neg \beta], \subseteq \Psi)$ and $\omega_2 \in [\neg \beta]$ we immediately obtain $\omega_1 \subseteq \Psi \omega_2$. Moreover, from $\omega_2 \in [\neg \beta], \subseteq \Psi. \alpha)$ and $\omega_2 \notin \min([\neg \beta], \subseteq \Psi. \alpha)$ we conclude that $\omega_2 \not\subseteq \Psi. \omega_1$. Recall that $\omega_1, \omega_2 \in [\alpha]$, and thus, because $\dagger$ satisfies (IC$_{\text{no}}$), we obtain $\omega_2 \not\subseteq \Psi \omega_1$ from the contraposition of (IC$_{\text{no}}$) and $\omega_2 \not\subseteq \Psi. \omega_1$. However, this last observation contradicts our previous observation that we have $\omega_1 \subseteq \Psi \omega_2$.

For the postulate (IC$_{\text{na}}$) we obtain similar results. We begin with the compatible half of the postulate.
Proposition 6.6. Let \( \vdash \) be an AGM contraction operator and \( \Psi \vdash \leq_\Psi \) compatible with \( \vdash \). The following holds

\[
\text{(IC2}_{\sec}^{\text{cond}}) \quad \text{if } \alpha \models \beta, \text{ then } \Psi \vdash \alpha \models [\gamma \mid \beta] \Rightarrow \Psi \vdash [\gamma \mid \beta]
\]

Explanation: If \( \alpha \) is more specific than \( \beta \), then a contraction with \( \alpha \) does not influence whether \( \gamma \) is believed in the absence of \( \beta \) or not.

if and only if the following holds:

\[
\text{(IC2}_{\sec}^{\text{rel}}) \quad \text{if } \omega_1, \omega_2 \in \llbracket -\alpha \rrbracket, \text{ then } \omega_1 \leq_\Psi \omega_2 \Rightarrow \omega_1 \leq_\Psi^{\bot} \omega_2
\]

Proof. We consider both directions of the claim independently.

From (IC2}_{\sec}^{\text{cond}}) to (IC2}_{\sec}^{\text{rel}}. Assume satisfaction of (IC2}_{\sec}^{\text{cond}}). We show satisfaction of (IC2}_{\sec}^{\text{rel}}) by contradiction. Let \( \omega_1, \omega_2 \in \llbracket -\alpha \rrbracket \) with \( \omega_1 \leq_\Psi \omega_2 \). Towards a contradiction, assume \( \omega_2 \nleq_{\Psi^{\bot}} \omega_1 \). First, choose \( \beta \in \mathcal{L} \) such that \([\beta] = \Omega \setminus \{\omega_1, \omega_2\}\) and \( \gamma \) such that \([\gamma] = \Omega \setminus \{\omega_1\}\). From our assumptions about \( \leq_{\Psi^{\bot}} \) and the faithfulness of \( \leq_{\Psi^{\bot}} \) we obtain \( \omega_1 \not\in \llbracket \Psi \vdash \alpha \vdash \beta \rrbracket \) and \( \omega_1 \in \llbracket \Psi \vdash \beta \rrbracket \). By Proposition 3.8, we obtain \( \gamma \in \text{Bel}(\Psi \vdash \alpha \vdash \beta) \) and \( \gamma \not\in \text{Bel}(\Psi \vdash \beta) \). Note that \( \alpha \models \beta \), and therefore we obtain a contradiction to (IC2}_{\sec}^{\text{cond}}).

From (IC2}_{\sec}^{\text{rel}}) to (IC2}_{\sec}^{\text{cond}}). For the other direction, assume satisfaction of (IC2}_{\sec}^{\text{rel}}). We show satisfaction of (IC2}_{\sec}^{\text{cond}}). Let \( \alpha \models \beta \) and \( \gamma \in \text{Bel}(\Psi \vdash \alpha \vdash \beta) \). Now suppose \( \gamma \not\in \text{Bel}(\Psi \vdash \beta) \). This implies the existence of interpretations \( \omega_1, \omega_2 \) such that \( \omega_1 \in \text{min}(\llbracket -\beta \rrbracket, \leq_{\Psi^{\bot}}) \) and \( \omega_2 \not\in \text{min}(\llbracket -\beta \rrbracket, \leq_{\Psi^{\bot}}) \) and \( \omega_2 \in \text{min}(\llbracket -\beta \rrbracket, \leq_{\Psi^{\bot}}) \). We obtain \( \omega_1 \nleq_{\Psi^{\bot}} \omega_2 \) and \( \omega_2 \leq_{\Psi} \omega_1 \). Now note that \( \llbracket -\beta \rrbracket \subseteq \llbracket -\alpha \rrbracket \), which implies contradiction to (IC2}_{\sec}^{\text{rel}}).

The following proposition shows that the other half of (IC2}_{\sec}^{\text{cond}}) is incompatible with AGM contraction operators.

Proposition 6.7. There is no AGM contraction operator \( \vdash \) that satisfies:

\[
\text{(IC2}_{\sec}^{\text{cond}}) \quad \text{if } \alpha \models \beta, \text{ then } \Psi \vdash [\gamma \mid \beta] \Rightarrow \Psi \vdash \alpha \vdash [\gamma \mid \beta]
\]

Proof. Let \( \vdash \) be an arbitrary contraction operator and let \( \omega \) be an arbitrary interpretation from \( \Omega \). Because we assumed that the set of epistemic states satisfies (unbiased), there is some epistemic state \( \Psi_\omega \) such that \([\Psi_\omega] = \{\omega\}\). Assume that \( \Psi \vdash \leq_{\Psi} \) is a faithful assignment compatible with \( \vdash \) as guaranteed by Proposition 3.8. Now choose \( \omega' \in \Omega \) such that \( \omega' \in \text{min}(\Omega \setminus \{\omega\}, \leq_{\Psi_{\omega'}}) \).

Let \( \alpha \) be such that \([\alpha] = \{\omega\}\) and \( \beta \) such that \([\beta] = \{\omega, \omega'\}\). Therefore, we have \( \alpha \models \beta \) and \( \llbracket -\beta \rrbracket = \Omega \setminus \{\omega, \omega'\} \). By Proposition 3.8, we obtain \( \llbracket \Psi \vdash \beta \rrbracket = \{\omega\} \cup M \) and \( \llbracket \Psi \vdash \alpha \vdash \beta \rrbracket = \{\omega, \omega'\} \cup M \) for some \( M \subseteq \Omega \setminus \{\omega, \omega'\} \). Thus, for every \( \gamma \in \text{Bel}(\Psi) \) with \( \omega' \not\in \gamma \) and \( M \subseteq \gamma \) we obtain \( \Psi \vdash [\gamma \mid \beta] \) and \( \Psi \vdash \alpha \not\vdash [\gamma \mid \beta] \), which contradicts (IC2}_{\sec}^{\text{cond}}).

To illustrate the incompatibility given by Proposition 6.7 consider a variation of Example 6.3.

Example 6.8. Reconsider Example 6.3 about Alice, Bernd and Gavin. The specific personal relationship between Alice and Bernd seems to be not very important for Example 6.3. Thus, the example scenario also holds when replacing \( -\alpha \models \beta \) by \( \alpha \models \beta \). In terms of the example scenario: assume that Bernd is indifferent about parties, but seems to like Alice; then he is surely joining the party if Alice is attending to the party (\( \alpha \models \beta \)).

6.4. Analogues to (IR3) and (IR4)

In the following, we characterise and discuss (IC3}_{\sec}^{\text{cond}}) and (IC4}_{\sec}^{\text{cond}}). Remember that if a contractional \([\alpha \mid \beta]\) is accepted by \( \Psi \), then a contraction by \( \beta \) does not revoke believing in \( \alpha \). Moreover, informally, the contractional \([\alpha \mid \beta]\) states that in particular that believing in \( \alpha \) is somewhat independent of believing in \( \beta \). In the light of this interpretation, (IC3}_{\sec}^{\text{cond}}) and (IC4}_{\sec}^{\text{cond}}) establish generally reasonable principles for
contraction, stating together that a contraction of a belief $\alpha$ does not change the independence of believing in $\neg \alpha$ from believing in $\beta$, i.e. \((\text{IC}_3^{\text{cond}})\) and \((\text{IC}_4^{\text{cond}})\) both together are equivalent to:

$$\Psi \models [\neg \alpha | \beta] \text{ if and only if } \Psi \div \alpha \models [\neg \alpha | \beta]$$

To illustrate \((\text{IC}_3^{\text{cond}})\) and \((\text{IC}_4^{\text{cond}})\) we present the following example, which makes use of the contraposition of \((\text{IC}_4^{\text{cond}})\):

$$\text{if } \Psi \not\models [\neg \alpha | \beta], \text{ then } \Psi \div \alpha \not\models [\neg \alpha | \beta]$$

**Example 6.9.** Let $\alpha, \beta$ be the following propositions:

- $\alpha :$ Arnold likes pop music
- $\beta :$ Arnold likes classical music

about Arnold taste of music. Suppose that an agent believes that Arnold does not like Pop music ($\neg \alpha \in \text{Bel}(\Psi)$) and likes classical music ($\beta \in \text{Bel}(\Psi)$). Consider in the following two approaches to the dependences between believing in $\neg \alpha$ and $\beta$.

For \((\text{IC}_3^{\text{cond}})\): Suppose that the agent is convinced that Arnold tastes of music for different music genres are independent of each other, in particular, for the agent believing that Arnold does not like pop music does not depend on whether Arnold likes classical music or not ($\Psi \models [\neg \alpha | \beta]$).

For \((\text{IC}_4^{\text{cond}})\): Suppose that the agent is convinced that Arnold tastes of music for different music genres are dependent from each other. In particular, believing that Arnold does not like pop music depends on believing that Arnold likes classical music ($\Psi \not\models [\neg \alpha | \beta]$).

In both cases, when for some reason the agent becomes even more sure that Arnold does not like pop music ($\Psi \div \alpha$), it would be implausible that the agent changes generally her opinion on the interrelation between tastes of music. This is reflected by \((\text{IC}_3^{\text{cond}})\), respectively \((\text{IC}_4^{\text{cond}})\), and we would obtain $\Psi \div \alpha \models [\neg \alpha | \beta]$, respectively $\Psi \div \alpha \not\models [\neg \alpha | \beta]$.

The following two propositions characterize \((\text{IC}_3^{\text{cond}})\) and \((\text{IC}_4^{\text{cond}})\) semantically.

**Proposition 6.10.** Let $\div$ be an AGM contraction operator and $\Psi \mapsto \leq \varphi$ compatible with $\div$. Then, the operator $\div$ satisfies \((\text{IC}_3^{\text{cond}})\) if and only if the following holds:

\((\text{IC}_3^{\text{rel}})\) if $\omega_1 \in \llbracket \neg \alpha \rrbracket$ and $\omega_2 \in \llbracket \alpha \rrbracket$ and $[\Psi] \subseteq \llbracket \neg \alpha \rrbracket$, then $\omega_1 <_\Psi \omega_2 \Rightarrow \omega_1 <_{\div \alpha} \omega_2$

**Proof.** We consider both directions of the claim independently.

From \((\text{IC}_3^{\text{cond}})\) to \((\text{IC}_3^{\text{rel}})\). Assume satisfaction of \((\text{IC}_3^{\text{cond}})\). We show satisfaction of \((\text{IC}_3^{\text{rel}})\) by contradiction. Let $\omega_1 \in \llbracket \neg \alpha \rrbracket$ and $\omega_2 \in \llbracket \alpha \rrbracket$ and $[\Psi] \subseteq \llbracket \neg \alpha \rrbracket$. Suppose that $\omega_1 <_\Psi \omega_2$ and $\omega_2 \leq \Psi_{\div \alpha} \omega_1$. Now choose $\beta$ such that $[\beta] = \Omega \setminus \{\omega_1, \omega_2\}$. Using Proposition 3.8, we obtain $\neg \alpha \in \text{Bel}(\Psi \div \beta)$ and $\neg \alpha \not\in \text{Bel}(\Psi \div \alpha \div \beta)$, a direct contradiction to \((\text{IC}_3^{\text{cond}})\).

From \((\text{IC}_3^{\text{rel}})\) to \((\text{IC}_3^{\text{cond}})\). For the other direction, assume satisfaction of \((\text{IC}_3^{\text{rel}})\). We show satisfaction of \((\text{IC}_3^{\text{cond}})\) by contradiction, Let $\omega_1 \in \llbracket \neg \alpha \rrbracket$ and $\omega_2 \in \llbracket \alpha \rrbracket$ and $[\Psi] \subseteq \llbracket \neg \alpha \rrbracket$. Moreover, Proposition 3.8 implies the existence of an interpretation $\omega_2$ such that $\omega_2 \not\in \llbracket \neg \alpha \rrbracket$ and $\omega_2 \in \min(\neg \beta, \leq \varphi) \subseteq \llbracket \neg \alpha \rrbracket$. Because $\omega_2$ exists, there exists another interpretation $\omega_1$ such that $\omega_1 \in \min(\neg \beta, \leq \varphi)$ and thus, $\omega_1 \in \llbracket \neg \alpha \rrbracket$. We obtain that $\omega_1 <_\Psi \omega_2$ and $\omega_2 \leq \Psi_{\div \alpha} \omega_1$, which contradicts \((\text{IC}_3^{\text{rel}})\).

**Proposition 6.11.** Let $\div$ be an AGM contraction operator and $\Psi \mapsto \leq \varphi$ compatible with $\div$. Then, the operator $\div$ satisfies \((\text{IC}_4^{\text{cond}})\) if and only if the following holds:

\((\text{IC}_4^{\text{rel}})\) if $\omega_1 \in \llbracket \neg \alpha \rrbracket$ and $\omega_2 \in \llbracket \alpha \rrbracket$ and $[\Psi] \subseteq \llbracket \neg \alpha \rrbracket$, then $\omega_1 <_{\div \alpha} \omega_2 \Rightarrow \omega_1 <_\Psi \omega_2$
Proof. We consider both directions of the claim independently.

From (IC_{4\text{rel}}^{\text{cond}}) to (IC_{4\text{rel}}^{\text{weak}}). Assume satisfaction of (IC_{4\text{rel}}^{\text{cond}}). We show satisfaction of (IC_{4\text{rel}}^{\text{weak}}) by contradiction. Let $\omega_1 \in [\neg \alpha]$ and $\omega_2 \in [\alpha]$ and $[\Psi] \subseteq [\neg \alpha]$. Suppose that $\omega_1 <_{\Psi \cup \alpha} \omega_2$ and $\omega_2 \leq_{\Psi} \omega_1$. Now choose $\beta$ such that $[\beta] = \Omega \setminus \{\omega_1, \omega_2\}$. Using Proposition 3.8, we obtain $\neg \alpha \in \text{Bel}(\Psi \cup \alpha \cup \beta)$ and $\neg \alpha \notin \text{Bel}(\Psi \cup \beta)$, a direct contradiction to (IC_{4\text{rel}}^{\text{cond}}).

From (IC_{4\text{rel}}^{\text{weak}}) to (IC_{4\text{rel}}^{\text{cond}}). For the other direction, assume satisfaction of (IC_{4\text{rel}}^{\text{weak}}). We show satisfaction of (IC_{4\text{rel}}^{\text{cond}}). Let $\neg \alpha \in \text{Bel}(\Psi \cup \alpha \cup \beta)$ and $\neg \alpha \notin \text{Bel}(\Psi \cup \beta)$. Because of Proposition 3.8 we obtain $[\Psi] \subseteq [\neg \alpha]$ and $\min(\neg \beta, \leq_{\Psi \cup \alpha}) \subseteq [\neg \alpha]$. Moreover, Proposition 3.8 implies the existence of an interpretation $\omega_2$ such that $\omega_2 \notin [\neg \alpha]$ and $\omega_2 \in \min([\neg \beta], \leq_{\Psi})$. Because $\omega_2$ exists, there exists another interpretation $\omega_1$ such that $\omega_1 \in \min(\neg \beta, \leq_{\Psi \cup \alpha})$ and thus, $\omega_1 \in [\neg \alpha]$. We obtain that $\omega_1 <_{\Psi \cup \alpha} \omega_2$ and $\omega_2 \leq_{\Psi} \omega_1$, which contradicts (IC_{4\text{rel}}^{\text{weak}}).

Proposition 6.10 and Proposition 6.11 reveal that (IC_{3\text{rel}}^{\text{cond}}) and (IC_{4\text{rel}}^{\text{cond}}) only apply to a contraction with $\neg \alpha$ when $\neg \alpha$ is already believed, i.e., $\neg \alpha \in \text{Bel}(\Psi)$.

In summary, this section presented and discussed postulates based on the translation of the syntactic Darwiche-Pearl postulates for revision to contraction. In the following section, we will consider analogue semantic postulates and describe syntactic counterparts for them.

7. Semantic Analogues to (IR_{1\text{rel}})–(IR_{4\text{rel}}) for Contraction

In this section, we consider contraction analogues to the semantic Darwiche-Pearl postulates (IR_{1\text{rel}})–(IR_{4\text{rel}}) and propose a syntactic characterization for them. We will also present equivalent formulations of these new syntactic characterizations of the contraction postulates with and without employing contractionals. The postulates are summarized in Figure 5. The semantic contraction postulates which we consider here, are the following ones, which are given by Chopra, Ghose, Meyer and Wong [10]:

(\text{IC}_{1\text{rel}}) if $\omega_1, \omega_2 \in [\alpha]$, then $\omega_1 \leq_{\Psi} \omega_2 \Leftrightarrow \omega_1 \leq_{\Psi \cup \alpha} \omega_2$

(\text{IC}_{2\text{rel}}) if $\omega_1, \omega_2 \in [\neg \alpha]$, then $\omega_1 \leq_{\Psi} \omega_2 \Leftrightarrow \omega_1 \leq_{\Psi \cup \alpha} \omega_2$

(\text{IC}_{3\text{rel}}) if $\omega_1 \in [\neg \alpha]$ and $\omega_2 \in [\alpha]$, then $\omega_1 <_{\Psi} \omega_2 \Rightarrow \omega_1 <_{\Psi \cup \alpha} \omega_2$

(\text{IC}_{4\text{rel}}) if $\omega_1 \in [\neg \alpha]$ and $\omega_2 \in [\alpha]$, then $\omega_1 \leq_{\Psi} \omega_2 \Rightarrow \omega_1 \leq_{\Psi \cup \alpha} \omega_2$

The postulates (\text{IC}_{1\text{rel}}) and (\text{IC}_{2\text{rel}}) ensure that the order of worlds does not change if they are equivalent with respect to the new information received. The postulates (\text{IC}_{3\text{rel}}) and (\text{IC}_{4\text{rel}}) enforce that no world that contradicts the contracted information is getting relatively more plausible after the contraction than a world that was already more plausible before and does not contradict the contracted information [24].

In the next section, we consider characterizations of (IC_{1\text{rel}})–(IC_{4\text{rel}}) present in the literature.

7.1. Characterization by Konieczny and Pino Pérez

The first syntactic characterization of the postulates (IC_{1\text{rel}}) and (IC_{4\text{rel}}) was given by involving a revision operator [10]. A characterization, which does not depend on other operators, was given by Konieczny and Pino Pérez [27]. Therefore, Konieczny and Pino Pérez proposed the following postulates\footnote{KPP stands for Konieczny and Pino Pérez. The original formulation of these postulates makes use of a formula $B(\Psi)$ instead of a belief set $\text{Bel}(\Psi)$ [27].} for the iteration of contraction [27]:

\begin{itemize}
  \item \text{(IC)} with respect to the new information received. The postulates (IC) are summarized in Figure 5. The semantic contraction postulates which we are consider here,
  \item \text{The semantic contraction postulates and describe syntactic counterparts for them.}
  \item \text{The first syntactic characterization of the postulates (IC) was given by involving a revision operator [10]. A characterization, which does not depend on other operators, was given by Konieczny and Pino Pérez [27]. Therefore, Konieczny and Pino Pérez proposed the following postulates\footnote{KPP stands for Konieczny and Pino Pérez. The original formulation of these postulates makes use of a formula $B(\Psi)$ instead of a belief set $\text{Bel}(\Psi)$ [27].} for the iteration of contraction [27]:}
\end{itemize}
Table showing equivalence for different principles

| Principle   | Condition                                                                 |
|-------------|---------------------------------------------------------------------------|
| Semantic (IC1) | if $\alpha \models \gamma$, then $\text{Bel}(\Psi \div \alpha) \subseteq \text{Bel}(\Psi \div (\alpha \lor \beta)) \subseteq \text{Bel}(\Psi \div \gamma \div (\alpha \lor \beta))$ |
| Contractional (IC2) | if $\gamma \models \alpha$, then $\text{Bel}(\Psi \div \alpha) \subseteq \text{Bel}(\Psi \div (\alpha \lor \beta)) \subseteq \text{Bel}(\Psi \div \gamma \div (\alpha \lor \beta))$ |
| Syntactic (IC3) | if $\beta \models \gamma$, then $\text{Bel}(\Psi \div \gamma \div \alpha) \subseteq \text{Bel}(\Psi \div (\alpha \lor \beta)) \Rightarrow \text{Bel}(\Psi \div \alpha) \subseteq \text{Bel}(\Psi \div (\alpha \lor \beta))$ |
| Semantic (IC4) | if $\gamma \models \alpha$, then $\text{Bel}(\Psi \div \gamma \div \alpha) \subseteq \text{Bel}(\Psi \div (\alpha \lor \beta)) \Rightarrow \text{Bel}(\Psi \div \alpha) \subseteq \text{Bel}(\Psi \div (\alpha \lor \beta))$ |

Figure 5: Overview of the different principles proposed in Section 7 and their different representations shown here.

\((IC1_{KPP})\) if $\neg \alpha \models \gamma$, then $\text{Bel}(\Psi \div \alpha) \subseteq \text{Bel}(\Psi \div (\alpha \lor \beta)) \Rightarrow \text{Bel}(\Psi \div \gamma \div (\alpha \lor \beta))$

\((IC2_{KPP})\) if $\gamma \models \alpha$, then $\text{Bel}(\Psi \div \alpha) \subseteq \text{Bel}(\Psi \div (\alpha \lor \beta)) \Rightarrow \text{Bel}(\Psi \div \gamma \div (\alpha \lor \beta))$

\((IC3_{KPP})\) if $\beta \models \gamma$, then $\text{Bel}(\Psi \div \gamma \div \alpha) \subseteq \text{Bel}(\Psi \div (\alpha \lor \beta)) \Rightarrow \text{Bel}(\Psi \div \alpha) \subseteq \text{Bel}(\Psi \div (\alpha \lor \beta))$

\((IC4_{KPP})\) if $\gamma \models \alpha$, then $\text{Bel}(\Psi \div \gamma \div \alpha) \subseteq \text{Bel}(\Psi \div (\alpha \lor \beta)) \Rightarrow \text{Bel}(\Psi \div \alpha) \subseteq \text{Bel}(\Psi \div (\alpha \lor \beta))$

For an explanation of \((IC1_{KPP})\)–\((IC4_{KPP})\) we refer to Konieczny and Pino Pérez [27]. The class of operators fulfilling these postulates is captured semantically by the following characterization theorem.

**Proposition 7.1** ([27]). Let $\div$ be an AGM contraction operator and let $\Psi \rightarrow \alpha$ be a faithful assignment contraction-compatible with $\div$. Then $\div$ satisfies \((IC1_{KPP})\)–\((IC4_{KPP})\) if and only \((IC1_{rel})\)–\((IC4_{rel})\) are satisfied.

The postulates \((IC1_{KPP})\)–\((IC4_{KPP})\) focus on the role of disjunctive beliefs. However, they do not provide a direct overview of the impact of \((IC1_{rel})\)–\((IC4_{rel})\) on the dynamics of conditional beliefs in the process of iterated contraction. In the following sections, we consider postulates which actually do provide insight on the dynamics of conditional beliefs, and we will show that these postulates characterize \((IC1_{rel})\)–\((IC4_{rel})\). Therefore, next, we provide a notion of equivalence, which will be a formal means to describe these postulates.

### 7.2. α-Equivalence

For the case of iterated contraction, we need to constrain the notion of equivalence of formulas to specific cases. For expressing such constraints, we propose a notion of equivalence which is relative to a proposition $\alpha$, which we call $\alpha$-equivalence.

**Definition 7.2** ($\alpha$-equivalence). For two sets of interpretations $\Omega_1, \Omega_2 \subseteq \Omega$ and a formula $\alpha$ we say $\Omega_1$ is $\alpha$-equivalent to $\Omega_2$, written $\Omega_1 =_\alpha \Omega_2$, if $\Omega_1$ and $\Omega_2$ contain the same set of models of $\alpha$, i.e., $\Omega_1 \cap [\alpha] = \Omega_2 \cap [\alpha]$.

This is lifted to sets of formulas $X, Y$, by saying $X$ is $\alpha$-equivalent to $Y$, written $X =_\alpha Y$, if $[X] =_\alpha [Y]$.

For sets of formulas an alternative formulation is possible:

**Proposition 7.3.** Two sets of formulas $X$ and $Y$ are $\alpha$-equivalent if and only if $\text{Cn}(X \cup \{\alpha\}) = \text{Cn}(Y \cup \{\alpha\})$.

Intuitively, $X$ and $Y$ are $\alpha$-equivalent if they agree on everything about $\alpha$. In the following, we give an example which demonstrates $\alpha$-equivalence.
Example 7.4. Suppose a scenario about birds (b), penguins (p) and flying (f). Let \( X = Cn(b \land \neg f, p \rightarrow f) \) and \( Y = Cn(b \land f, p \rightarrow \neg f) \) be belief sets which differ mainly in their beliefs about whether a penguin can fly or not. The models of these two belief sets are \([X] = \{bfp, b\neg f\}\) and \([Y] = \{bf\neg p\}\). Then \( X \) and \( Y \) agree in their view on birds that are no penguins, \( X =_{b\land \neg f} Y \), but they do not agree in everything about birds, \( X \neq_{b \land f} Y \).

We will use the notion of \( \alpha \)-equivalence as a tool to describe invariants for belief changes. As an example, consider the following proposition, holding for every AGM contraction.

Proposition 7.5. For every AGM contraction operator \( \div \) and all propositions \( \alpha, \beta \) the following postulate holds:

\[
\text{if } \neg \alpha \land \beta \models \bot, \text{ then } \text{Bel}( \Psi ) =_{\beta} \text{Bel}( \Psi \div \alpha )
\]

Proof. Assume \( \alpha, \beta \) such that \( \neg \alpha \land \beta \models \bot \). By Proposition 3.8 there is a faithful assignment \( \Psi \models \models \Phi \) such that (contraction-compatible) is fulfilled. Since \( \neg \alpha \land \beta \models \bot \) holds, \( \alpha \) and \( \beta \) have no models in common. Therefore, we can infer that the set \( \text{min}(\neg \alpha), \leq_{\models} \) contains no models of \( \beta \). Thus from \( [\Psi \div \alpha] = [\Psi] \cup \text{min}(\neg \alpha), \leq_{\models} \) we can derive \( [\Psi \div \alpha] =_{\beta} [\Psi] \), which is equivalent to \( \text{Bel}( \Psi ) =_{\beta} \text{Bel}( \Psi \div \alpha ) \).

The following proposition relates \( \alpha \)-equivalence of beliefs to the acceptance of contractionals.

Proposition 7.6. Let \( \div \) be an AGM contraction operator, \( \Psi, \Phi \) be epistemic states and \( \alpha, \beta \) propositions. Then \( \text{Bel}( \Psi \div \beta ) =_{\alpha} \text{Bel}( \Phi \div \beta ) \) holds if and only if for all propositions \( \gamma \) we have:

\[
\Psi \models [\alpha \rightarrow \gamma | \beta] \text{ if and only if } \Phi \models [\alpha \rightarrow \gamma | \beta]
\]

Proof. We consider both directions of the claim independently.

The “\( \Rightarrow \)“-direction. For this direction let \( \text{Bel}( \Psi \div \beta ) =_{\alpha} \text{Bel}( \Phi \div \beta ) \). This is equivalent to:

\[
[\Psi \div \beta] \cap [\alpha] = [\Phi \div \beta] \cap [\alpha]
\]

(1)

Assume now (without loss of generality) that \( \Psi \models [\gamma \lor \neg \alpha | \beta] \) and \( \Phi \models [\gamma \lor \neg \alpha | \beta] \). Then we get a contradiction, since there must be a world \( \omega \in [\neg \gamma \land \alpha] \) such that \( \omega \notin [\Phi \div \beta] \), which contradicts the assumption in combination with Equation (1).

The “\( \Leftarrow \)“-direction. For all propositions \( \gamma \) it holds that \( \Psi \models [\gamma \land \neg \alpha | \beta] \Rightarrow \Phi \models [\gamma \land \neg \alpha | \beta] \). Towards a contradiction assume now that \( [\Psi \div \beta] \cap [\alpha] \neq [\Phi \div \beta] \cap [\alpha] \). This implies (without loss of generality) that there is a world \( \omega \) such that \( \omega \notin [\Psi \div \beta] \cap [\alpha] \) but \( \omega \in [\Phi \div \beta] \cap [\alpha] \). Now let \( \gamma \) be a formula such that \( [\gamma] = [\Psi \div \beta] \cap [\alpha] \). Clearly, it holds that \( \Psi \div \beta \models \gamma \lor \neg \alpha \) and \( \Phi \div \beta \models \gamma \lor \neg \alpha \). By the correspondence between contractionals and contractions this is a contradiction the our assumption. 

We introduced \( \alpha \)-equivalence in this section and will employ it in the following section as a means for the succinct formulation of postulates.

7.3. Syntactic Characterization of (IC1\text{el}) and (IC2\text{el})

In the following, we present two principles (IC1) and (IC2), which will be postulates in the fashion of (IR1) and (IR2), specifying situations in which beliefs after a contraction are not influenced by specific prior contractions. Recall that the postulates (IC1\text{cond}) and (IC2\text{cond}) already describe such situations, but are shown to be incompatible with AGM contraction operators (cf. Section 6). Due to Proposition 5.3, the following postulates are equivalent to (IC1\text{na}) and (IC2\text{na}):

\begin{align*}
\text{(IC1)} & \text{ if } \neg \alpha \models \beta, \text{ then } \text{Bel}( \Psi \div \alpha \div \beta ) = \text{Bel}( \Psi \div \beta ) \\
\text{(IC2)} & \text{ if } \alpha \models \beta, \text{ then } \text{Bel}( \Psi \div \alpha \div \beta ) = \text{Bel}( \Psi \div \beta )
\end{align*}
The postulates (IC1) and (IC2) we propose below are similar to (IC1_{sa}) and (IC2_{sa}), but make use of \( \alpha \)-equivalence to restrict (IC1_{sa}) and (IC2_{sa}) to specific cases such that (IC1) and (IC2) are compatible with AGM contraction operators. Moreover, we chose this restriction such that (IC1) and (IC2) are equivalent to (IC1^{rel}) and (IC2^{rel}).

Remember that (IC1^{rel}) and (IC2^{rel}) require that all interpretations of a certain kind should not change their plausibility relative to each other in the process of contraction. The postulate (IC1^{rel}) enforces this condition for the models of \( \alpha \), and (IC2^{rel}) enforces the same condition for models of \( \neg \alpha \), thus it is natural to specify the following postulates:

(1) if \( \neg \alpha \models \beta \), then \( \text{Bel}(\Psi \div \alpha \div \beta) =_{\alpha} \text{Bel}(\Psi \div \beta) \)

Explanation: The beliefs about \( \alpha \) after a contraction with \( \beta \) are independent from whether \( \alpha \) was contracted previously or not, if \( \beta \) is more general than the negation of \( \alpha \).

(2) if \( \alpha \models \beta \), then \( \text{Bel}(\Psi \div \alpha \div \beta) =_{\neg \alpha} \text{Bel}(\Psi \div \beta) \)

Explanation: The beliefs about \( \neg \beta \) after a contraction with \( \beta \) are independent from whether \( \alpha \) was contracted previously or not, if \( \beta \) is more general than \( \alpha \).

We will now show that (IC1) and (IC2) are equivalent to (IC1^{rel}) and (IC2^{rel}) for AGM contraction operators. Note that (IC2) makes use of \( \neg \beta \)-equivalence, and the following proposition shows also that this is the right condition to capture (IC2^{rel}).

**Proposition 7.7.** Let \( \div \) be an AGM contraction operator and let \( \Psi \mapsto \preceq_{\Psi} \) be a faithful assignment contraction-compatible with \( \div \). The operator \( \div \) satisfies the postulate (IC1), respectively (IC2), if and only if (IC1^{rel}), respectively (IC2^{rel}), is satisfied.

Because of its length, we skip here the proof of Proposition 7.7 and present the proof of Proposition 7.7 in Appendix A. As (IC2^{rel}) explicitly restricts the dynamics of models of \( \neg \alpha \), one might wonder why we do not use the following postulate as counter-part to (IC2^{rel}):

(2) if \( \alpha \models \beta \), then \( \text{Bel}(\Psi \div \alpha \div \beta) =_{\neg \alpha} \text{Bel}(\Psi \div \beta) \)

The rationale is that (IC2^{rel}) is more permissive than (IC2'). Note that \( \alpha \models \beta \) implies \( \neg \beta \subseteq \neg \alpha \). Thus, a careful reading of (IC2') shows that, semantically, (IC2') imposes the additional condition that all minimal models of \( \neg \alpha \) with respect to \( \preceq_{\Psi} \) have to be models of \( \neg \beta \). The drastic consequence is that there is no AGM contraction operator which is compatible with (IC2'). The following proposition and its proof provide this as a technical statement.

**Proposition 7.8.** There is no AGM contraction operator that satisfies (IC2').

Proof. Let \( \div \) be an AGM contraction operator that satisfies (IC2'). From Proposition 3.8 be obtain a faithful assignment \( \Psi \mapsto \preceq_{\Psi} \) which is contraction-compatible with \( \div \).

Let \( \alpha, \beta, \gamma \in \mathcal{L} \) be formulas such that \( \llbracket \neg \alpha \rrbracket = \{\omega, \omega'\} \) and \( \llbracket \neg \beta \rrbracket = \{\omega'\} \) and \( \llbracket \neg \gamma \rrbracket = \{\omega\} \). Because \( \mathcal{E} \) is unbiased, there exists some epistemic state \( \Psi \in \mathcal{E} \) such that \( \omega, \omega' \notin \llbracket \Psi \rrbracket \). As \( \Psi \mapsto \preceq_{\Psi} \) is contraction-compatible with \( \div \), we obtain \( \llbracket \Psi \div \beta \rrbracket =_{\neg \alpha} \{\omega'\} \) and \( \llbracket \Psi \div \gamma \rrbracket =_{\neg \alpha} \{\omega'\} \). Since \( \div \) satisfies (IC2'), we have \( \llbracket \Psi \div \alpha \div \beta \rrbracket =_{\neg \alpha} \{\omega'\} \). Likewise, we obtain \( \llbracket \Psi \div \alpha \div \gamma \rrbracket =_{\neg \alpha} \{\omega'\} \) from (IC2'). Note that contraction-compatibility implies that we have either \( \llbracket \Psi \div \alpha \rrbracket =_{\neg \alpha} \{\omega\} \) or \( \llbracket \Psi \div \alpha \rrbracket =_{\neg \alpha} \{\omega'\} \) or \( \llbracket \Psi \div \alpha \rrbracket =_{\neg \alpha} \{\omega, \omega'\} \). For all of these three cases we obtain a contradiction, because \( \div \) satisfies inclusion (C1). Consequently, there is no AGM contraction operator that satisfies (IC2').

The correspondence between contractionals and contractions from Section 7.2, in particular Proposition 7.6, allows us to give a conditional formulation of the postulates (IC1) and (IC2):

\begin{align*}
(\text{IC1}^{\text{cond}}) \text{ if } \neg \alpha \models \beta, \text{ then } & \Psi \div \alpha \models [\alpha \rightarrow \gamma \mid \beta] \Leftrightarrow \Psi \models [\alpha \rightarrow \gamma \mid \beta] \\
(\text{IC2}^{\text{cond}}) \text{ if } \alpha \models \beta, \text{ then } & \Psi \div \alpha \models [\neg \beta \rightarrow \gamma \mid \beta] \Leftrightarrow \Psi \models [\neg \beta \rightarrow \gamma \mid \beta]
\end{align*}
We close this subsection with a formal statement about the interrelationship between the conditional and non-conditional variant for these postulates.

**Proposition 7.9.** If \( \dagger \) is an AGM contraction operator, then, (IC1), respectively (IC2), is satisfied by \( \dagger \) if and only if (IC3\text{cond})\text{alt}, respectively (IC4\text{cond})\text{alt}, is satisfied.

Next we consider postulates which will turn out to be syntactic counter-parts to (IC3\text{rel}) and (IC4\text{rel}).

### 7.4. Syntactic Characterization of (IC3\text{rel}) and (IC4\text{rel})

The postulates (IC3\text{rel}) and (IC4\text{rel}) both ensure that by a contraction with \( \alpha \), models of \( \alpha \) should not be improved with respect to models of \( \neg \alpha \). We have seen that the postulates (IC3\text{sa}) and (IC4\text{sa}) already capture (IC3\text{rel}) and (IC4\text{rel}) for certain epistemic states (cf. Section 6.4, and also consult Figure 3 and Figure 4). In this section, we will show that in the framework we are using here, (IC3\text{rel}) and (IC4\text{rel}) are fully characterized by the following postulates:

**Proposition 7.11.** Let \( \dagger \) be an AGM contraction operator. Then (IC3\text{cond})\text{alt}, respectively (IC4\text{cond})\text{alt}, is satisfied \( \dagger \) if and only if (IC3\text{cond}), respectively (IC4\text{cond}), is fulfilled.

We show for the non-conditional postulates (IC3) and (IC3) that they characterize (IC3\text{rel}) and (IC4\text{rel}).

**Proposition 7.10.** Let \( \dagger \) be an AGM contraction operator. Then (IC3\text{cond}), respectively (IC4\text{cond}), is satisfied \( \dagger \) if and only if (IC3\text{cond}), respectively (IC4\text{cond}), is fulfilled.

Because of its length we skip the proof of Proposition 7.11 here and refer to the proof of Proposition 7.11 in Appendix A. Next, we consider alternatives to (IC3\text{cond}) and (IC4\text{cond}) when (IC1) and (IC2) are given.

### 7.5. Alternatives for (IC3\text{rel}) and (IC4\text{rel}) in the Context of (IC1) and (IC2)

One might observe that (IC3\text{cond}) and (IC4\text{cond}) are more complex than (IC3\text{sa}) and (IC4\text{sa}), and are more complex than their counter-parts for revision operators (IR3) and (IR4). In the following, we establish that if (IC1\text{cond}) and (IC2\text{cond}) are given, then the postulates (IC3\text{cond}) and (IC4\text{cond}) can be further simplified. Consider the following postulates:\textsuperscript{11}

\textsuperscript{11}The “alt” in IC3\text{cond}\text{alt} stands for alternative.
\((\text{IC}_3^{\text{cond}})\) if \(\neg \alpha \models \gamma\), then \(\Psi \models [\gamma | \beta]\) implies \(\Psi \div \alpha \models [\gamma | \beta]\)

\text{Explanation: A contraction with } \alpha \text{ preserves the acceptance of a contractional if its conclusion } \gamma \text{ is more general than } \neg \alpha.

\((\text{IC}_4^{\text{cond}})\) if \(\alpha \models \gamma\), then \(\Psi \div \alpha \models [\gamma | \beta]\) implies \(\Psi \models [\gamma | \beta]\)

\text{Explanation: If a contractional whose conclusion } \gamma \text{ is more general than } \alpha \text{ is accepted after a contraction with } \alpha, \text{ then the contractional should be accepted previously.}

By using contraposition and the correspondence between contractionals and contractions, the following non-conditional formulation of the principles \((\text{IC}_3^{\text{cond}})\) and \((\text{IC}_4^{\text{cond}})\) can be obtained:

\((\text{IC}_3^{\text{alt}})\) if \(\neg \alpha \models \gamma\), then \(\Psi \div \beta \models \gamma\) implies \(\Psi \div \alpha \div \beta \models \gamma\)

\((\text{IC}_4^{\text{alt}})\) if \(\alpha \models \gamma\), then \(\Psi \div \alpha \div \beta \models \gamma\) implies \(\Psi \div \beta \models \gamma\)

The following proposition establishes equivalence of \((\text{IC}_3^{\text{cond}})\) and \((\text{IC}_3^{\text{alt}})\), respectively equivalence between \((\text{IC}_4^{\text{cond}})\) and \((\text{IC}_4^{\text{alt}})\).

**Proposition 7.12.** Let \(\div\) be an AGM contraction operator. Then \((\text{IC}_3^{\text{cond}})\), respectively \((\text{IC}_4^{\text{cond}})\), is satisfied \(\div\) if and only if \((\text{IC}_3^{\text{alt}})\), respectively \((\text{IC}_4^{\text{alt}})\), is fulfilled.

The following proposition shows that \((\text{IC}_3)\) and \((\text{IC}_4)\) are indeed equivalent to \((\text{IC}_3^{\text{alt}})\) and \((\text{IC}_4^{\text{alt}})\) in the context of \((\text{IC}_1)\) and \((\text{IC}_2)\).

**Proposition 7.13.** For a AGM contraction operator \(\div\) the following two statements hold:

(a) If \(\div\) satisfies \((\text{IC}_1)\), then \(\div\) satisfies \((\text{IC}_3^{\text{alt}})\) if and only if \(\div\) satisfies \((\text{IC}_3)\).

(b) If \(\div\) satisfies \((\text{IC}_2)\), then \(\div\) satisfies \((\text{IC}_4^{\text{alt}})\) if and only if \(\div\) satisfies \((\text{IC}_4)\).

Again, because of its length, we skip the proof of Proposition 7.13 here and refer to the full proof of Proposition 7.13 in Appendix A. In the following, we summarize all results of this section.

7.6. **Extended Characterization Theorem**

We started this section by considering the semantic postulates \((\text{IC}_1^{\text{rel}})\)–\((\text{IC}_4^{\text{rel}})\) and showed step by step that \((\text{IC}_1)\)–\((\text{IC}_4)\) are appropriate counter-parts that highlight also the role of contractional beliefs. To summarize the results of this section, we present the main characterization theorem for the sets of postulates presented in this section.

**Theorem 7.14** (Extended Characterization Theorem). Let \(\div\) be an AGM contraction operator and let \(\Psi \mapsto \leq \varphi\) be a faithful assignment which is contraction-compatible with \(\div\). Then the following statements are equivalent:

- The operator \(\div\) satisfies \((\text{IC}_1^{\text{rel}})\)–\((\text{IC}_4^{\text{rel}})\).
- The operator \(\div\) satisfies \((\text{IC}_1)\)–\((\text{IC}_4)\).
- The operator \(\div\) satisfies \((\text{IC}_1^{\text{cond}})\)–\((\text{IC}_4^{\text{cond}})\).
- The operator \(\div\) satisfies \((\text{IC}_1), (\text{IC}_2), (\text{IC}_3^{\text{alt}})\) and \((\text{IC}_4^{\text{alt}})\).
- The operator \(\div\) satisfies \((\text{IC}_1^{\text{cond}}), (\text{IC}_2^{\text{cond}}), (\text{IC}_3^{\text{alt}})\) and \((\text{IC}_4^{\text{cond}})\).
- The operator \(\div\) satisfies \((\text{IC}_1^{\text{KPP}})\)–\((\text{IC}_4^{\text{KPP}})\).
We have shown that all the groups of postulates considered in Theorem 7.14 are equivalent to (IC\textsuperscript{ref})–(IC\textsuperscript{rel}) in the context of AGM contraction operators. In particular, the class of AGM contraction operators which fulfill the iteration postulates (IC\textsubscript{1KPP}) to (IC\textsubscript{4KPP}) from Konieczny and Pino Pérez [27] for contraction can be expressed equivalently by any of the two groups of postulates (IC1) to (IC4) and (IC\textsuperscript{cond}) to (IC\textsuperscript{con}) considered here in this section and summarized in Figure 5. Moreover, results closely related to the equivalences between (IC1)–(IC4) and (IC\textsuperscript{ref})–(IC\textsuperscript{rel}) stated in Theorem 7.14 have been obtained independently by Eric Raidl and Hans Rott [33].

We want to highlight that each of (IC1)–(IC4) corresponds exactly to one of (IC\textsuperscript{ref})–(IC\textsuperscript{rel}), e.g., for AGM contraction operators, we have that (IC1) is satisfied if and only if (IC\textsuperscript{ref}) is satisfied. Thus, we have a situation similar as for AGM revision operators, where each (IR1)–(IR4) corresponds exactly to one of (IR\textsuperscript{ref})–(IR\textsuperscript{rel})

Finally, we want to remark that one could extend Theorem 7.14 by including also the syntactic postulates for iterated contractions by Chopra, Ghose, Meyer and Wong [10]. The rationale to not include their result is two-fold. First, their contraction postulates depend on a revision; this complicates specifying a class of operators, since for instance in the iterative case there are more revisions than contractions [27]. Moreover, the contraction postulates they are considering are slightly stronger, thus the exact relation is open to discover (cf. Section 3.2).

8. An Independence Analogue for Contraction

In this section we consider a contraction analogue to the independence condition for revision by Jin and Thielcher [22] (see Section 4.2). Like in the last section, we start from the semantic side, and we propose to adapt (IR\textsubscript{ind})\textsuperscript{rel}, the semantic analogue to (IR\textsubscript{ind}), to the following semantic postulate:

(IC\textsubscript{ind}) if \(\omega_1 \not\in [\neg \alpha]\) and \(\omega_2 \in [\alpha] \setminus [\Psi]\), then \(\omega_1 \not\in \Psi \Rightarrow \omega_2 \Rightarrow \omega_1 <_{\Psi \vdash \alpha} \omega_2\)

Similar to (IR\textsubscript{ind})\textsuperscript{ref} for revision, the postulate (IC\textsubscript{ind})\textsuperscript{rel} demands strict improvement of counter-models of \(\alpha\) over models of \(\alpha\) when contracting by \(\alpha\). But to deal with the inclusion postulate of contraction (C1), strict improvement has to be restricted to non-models of \(\Psi\). A contractional counter-part to (IC\textsubscript{ind})\textsuperscript{rel} is the following postulate:

(IC\textsubscript{ind})\textsuperscript{rel} if \(\neg \alpha \models \gamma\) and \(\Psi \div \beta \not\models \neg \alpha \rightarrow \beta\), then \(\Psi \div \alpha \models \gamma \Rightarrow \Psi \div \alpha \div \beta \models \gamma\)

Explaination: If contraction by \(\beta\) ensures that \(\neg \alpha\) does not imply \(\beta\), then every consequence \(\gamma\) of \(\neg \alpha\), which is considered to be true after contraction with \(\alpha\), is not discarded by a subsequent contraction with \(\beta\).

As before, we obtain an equivalent postulate to (IC\textsubscript{ind})\textsuperscript{rel} for contractionals by employing Proposition 5.3:

(IC\textsubscript{ind})\textsuperscript{cond} if \(\neg \alpha \models \gamma\) and \(\Psi \not\models [\neg \alpha \rightarrow \beta \mid \beta]\), then \(\Psi \models [\gamma \mid \alpha] \Rightarrow \Psi \div \alpha \models [\gamma \mid \beta]\)

In the following, we will show that (IC\textsubscript{ind})\textsuberscript{rel} is equivalent to (IC\textsubscript{ind})\textsuperscript{rel} for AGM contraction operators.

**Proposition 8.1.** Let \(\div\) be an AGM contraction operator and let \(\Psi \mapsto \leq \phi\) be a faithful assignment contraction-compatible with \(\div\). The operator \(\div\) satisfies the postulate (IC\textsubscript{ind})\textsuperscript{rel} if and only if (IC\textsubscript{ind}) is satisfied.

**Proof.** We show the direction from (IC\textsubscript{ind})\textsuperscript{rel} to (IC\textsubscript{ind}) and the direction from (IC\textsubscript{ind}) to (IC\textsubscript{ind})\textsuperscript{rel} independently.

**From (IC\textsubscript{ind}) to (IC\textsubscript{ind}).** Let \(\neg \alpha \models \gamma\) and \(\Psi \div \alpha \models \gamma\) and \(\Psi \div \beta \not\models \neg \alpha \rightarrow \beta\). Towards a contradiction, assume that \(\Psi \div \alpha \div \beta \not\models \gamma\) holds. From this assumption and Proposition 3.8 we obtain that there exists some \(\omega_2 \in \Omega\) such that \(\omega_2 \not\models \gamma\) and

\[
\omega_2 \in [\Psi \div \alpha \div \beta] = [\Psi \div \alpha] \cup \min([\neg \beta], \leq_{\Psi \vdash \alpha})
\]

(\(*\)) holds. From (\(*\)) and \(\Psi \div \alpha \models \gamma\), we obtain \(\omega_2 \in \min([\neg \beta], \leq_{\Psi \vdash \alpha})\). Because we have \(\omega_2 \not\models \gamma\), and we have \(\neg \alpha \models \gamma\), we directly obtain \(\omega_2 \models \neg \beta \land \alpha\).
From $\Psi \div \beta \not\models \lnot \alpha \rightarrow \beta$ we obtain that there exists some $\omega_1 \in \Omega$ such that $\omega_1 \in \lbrack \Psi \div \beta \rbrack$ and $\omega_1 \models \lnot \alpha \land \lnot \beta$ holds. From the observation that $\lnot \beta$ is consistent, we obtain, by using Proposition 3.8 again, that $\omega_1 \models \min(\lbrack \lnot \beta \rbrack, \lnot \Psi) \subseteq \lbrack \Psi \div \beta \rbrack$. 

In summary, we have $\omega_1 \in \min(\lbrack \lnot \beta \rbrack, \lnot \Psi) \cap \lbrack \lnot \alpha \rbrack$ and $\omega_2 \in \min(\lbrack \lnot \beta \rbrack, \lnot \Psi) \cap \lbrack \alpha \rbrack$. The latter yields, together with $\omega_2 \not\models \gamma$ and $\Psi \div \alpha \models \gamma$, that $\omega_2 \not\models \lbrack \Psi \rbrack$ holds. From the first we obtain $\omega_1 \leq_{\Psi} \omega_2$, and thus by (IC$_{\text{ind}}$), we obtain $\omega_1 <_{\Psi+\alpha} \omega_2$. This last observation contradicts the minimality of $\omega_2$.

From (IC$_{\text{rel}}^\text{rel}$) to (IC$_{\text{ind}}^\text{rel}$). Let $\omega_1 \in \lbrack \lnot \alpha \rbrack$ and $\omega_2 \in \lbrack \alpha \rbrack \setminus \lbrack \Psi \rbrack$ and $\omega_1 \leq_{\Psi} \omega_2$. We show that $\omega_1 <_{\Psi+\alpha} \omega_2$ holds. Choose $\beta, \gamma \in L$ such that $\lbrack \gamma \rbrack = \Omega \setminus \{\omega_2\}$ and $\lbrack \lnot \beta \rbrack = \{\omega_1, \omega_2\}$. By definition, we obtain $\lnot \alpha \models \gamma$. Because of $\omega_2 \not\models \lbrack \Psi \rbrack$ and $\omega_2 \models \alpha$ and contraction-compatibility of $\Psi \models \leq_{\Psi}$ with $\div$ from Proposition 3.8, we have $\Psi \div \alpha \models \gamma$. Using contraction-compatibility again together with $\omega_1 \leq_{\Psi} \omega_2$ yields $\omega_1 \in \lbrack \Psi \div \beta \rbrack$ and thus $\Psi \div \beta \not\models \lnot \alpha \rightarrow \beta$, as $\omega_1 \not\models \lnot \alpha \rightarrow \beta$. Since all preconditions are satisfied, we can apply (IC$_{\text{ind}}$) and obtain $\Psi \div \alpha \div \beta \models \gamma$. Because of $\omega_2 \not\models \gamma$, we obtain $\omega_2 \not\models \Psi \div \alpha \div \beta$, implying $\omega_2 \not\in \min(\lbrack \lnot \beta \rbrack, \lnot_{\Psi+\alpha})$. Because $\lnot \beta$ has only two models, we obtain that $\omega_1 \in \min(\lbrack \lnot \beta \rbrack, \lnot_{\Psi+\alpha})$ holds. Consequently, we obtain the desired result $\omega_1 <_{\Psi+\alpha} \omega_2$. 

Next, we show that independence of contraction (IC$_{\text{ind}}$) rules out certain operators. For the remaining parts of this article, an AGM contraction operator $\div$ is said to be trivial if the following is satisfied:

$$\text{Bel}(\Psi \div \alpha) = \begin{cases} \text{Bel}(\Psi) & \text{if } \alpha \not\in \text{Bel}(\Psi) \\ \text{Bel}(\Psi) \cap \text{Cn}(\lnot \alpha) & \text{otherwise} \end{cases} \quad \text{(triviality)}$$

Thus, if $\alpha$ is believed priorly, then a trivial contraction by $\alpha$ leads to a situation where the agent only retains beliefs that are consequences of $\lnot \alpha$. Semantically, a trivial contraction operator includes as much as possible counter-models of $\alpha$ in the process of contraction by $\alpha$, i.e., triviality is the same as:

$$\lbrack \Psi \div \alpha \rbrack = \begin{cases} \lbrack \Psi \rbrack & \text{if } \lbrack \Psi \rbrack \cap \lbrack \lnot \alpha \rbrack \neq \emptyset \\ \lbrack \Psi \rbrack \cup \lbrack \lnot \alpha \rbrack & \text{otherwise} \end{cases}$$

Note that all iteration principles for contraction considered in the previous sections are compatible with trivial contraction operators (if they are compatible with AGM contraction operators at all). We now show that independence for contraction and trivial AGM contraction operators are not compatible.

**Proposition 8.2.** Every trivial AGM contraction operator violates (IC$_{\text{ind}}$).

**Proof.** Every trivial AGM contraction operator $\div$ is contraction-compatible with the following flat faithful assignment $\Psi \models \leq_{\Psi}$ given by

$$\omega_1 \leq_{\Psi} \omega_2 \text{ if } \omega_1 \in \lbrack \Psi \rbrack \text{ or } \omega_2 \not\in \lbrack \Psi \rbrack$$

for each $\Psi \in \mathcal{E}$. Consequently, for each $\omega_1, \omega_2 \not\in \lbrack \Psi \rbrack$ we have $\omega_1 \leq_{\Psi} \omega_2$ and $\omega_2 \leq_{\Psi} \omega_1$ for each $\Psi \in \mathcal{E}$. This is impossible when (IC$_{\text{ind}}^\text{rel}$) is satisfied. By Proposition 8.1 the operator $\div$ violates (IC$_{\text{ind}}$). 

In the next section, we consider specific contraction approaches.

9. **Conditional Perspective for Contraction Approaches**

In the previous parts of this article, we considered principles for the process of iteration for AGM contraction operators. In this section, we consider specific approaches to contraction and investigate the role of contractionals for them.

A fundamental investigation of strategies for iterated contraction is due to Nayak, Orgun et al. [30, 31, 34]. In particular, they consider different types of iterated contraction approaches, defined from a semantic viewpoint. We consider natural contraction and moderate contraction, which are summarized as follows:
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• **Natural Contraction:** Shift the relation between worlds as few as possible when contracting. This is also known as conservative contraction.

• **Moderate Contraction:** After contraction of \( \alpha \), strictly prefer counter models of \( \alpha \) over models of \( \alpha \) (whenever possible). This is also known as priority contraction.

Characterizations in syntactic terms of these contraction operations are given in the literature [30, 31, 34].

In the following, we will present elegant alternative characterizations in terms of contractionals.

### 9.1. Natural Contraction

We define natural contraction as operators keeping as much of the prior total preorder when changing.

**Definition 9.1.** Let \( \div \) be an AGM contraction operator and \( \Psi \mapsto \leq \Psi \) a faithful assignment contraction-compatible with \( \div \). The operator \( \div \) is said to be a natural contraction if the following holds:\(^{12}\)

\[
\text{(IC}_{nc}\text{)} \quad \text{if } \omega_1, \omega_2 \not\in [\Psi \div \alpha], \text{ then } \omega_1 \leq_\Psi \omega_2 \text{ if and only if } \omega_1 \leq_{\Psi \div \alpha} \omega_2
\]

Briefly explained, natural contraction is contraction where preferences between worlds change minimally, i.e., \(\text{(IC}_{nc}\text{)}\) demands to change the total preorder \(\leq_\Psi\) as minimal as possible. It has been shown that natural contraction is characterized by the following postulate [30, 34]:

- **(Insertion)** if \( \beta \in \text{Bel}(\Psi \div \alpha) \), then \( \text{Bel}(\Psi \div (\alpha \div \beta)) = \text{Bel}(\Psi \div \alpha) \cap \text{Bel}(\Psi \div \beta) \)

We like to contribute an additional viewpoint by contractionals, respectively by \(\alpha\)-equivalence. Consider therefore the following proposition.

**Proposition 9.2** (natural contraction). Let \( \div \) be an AGM contraction operator. Then \( \div \) is a natural contraction if and only if the following is satisfied:

\[
\text{(IC}_{cond}\text{)} \quad \text{if } \Psi \div \alpha \models \beta, \text{ then } \Psi \div \alpha \models [\neg \beta \rightarrow \gamma \mid \beta] \text{ if and only if } \Psi \models [\neg \beta \rightarrow \gamma \mid \beta]
\]

**Proof.** Let \( \Psi \mapsto \leq \Psi \) be a faithful assignment contraction-compatible with \( \div \). First, note that due to Proposition 7.6 the postulate \(\text{(IC}_{cond}\text{)}\) is equivalent to:

\[
\text{(IC}_{nc}\text{)} \quad \text{if } \Psi \div \alpha \models \beta, \text{ then } \text{Bel}(\Psi \div (\alpha \div \beta)) \equiv_{\neg \beta} \text{Bel}(\Psi \div \beta)
\]

We show equivalence of \(\text{(IC}_{nc}\text{)}\) and \(\text{(IC}_{rel}\text{)}\) by considering both directions independently.

\(\text{IC}_{nc}\) implies \(\text{IC}_{rel}\). Therefore, let \( \omega_1, \omega_2 \not\in [\Psi \div \alpha] \) and \( \omega_1 \leq_\Psi \omega_2 \). Now choose \( \beta \) such that \([\beta] = \Omega \setminus \{\omega_1, \omega_2\} \). Then by Proposition 3.8 we obtain \( \Psi \div \alpha \models \beta \), i.e., \([\Psi \div \alpha] \cap [\neg \beta] = \emptyset \). Moreover, because of \( \omega_1 \leq_\Psi \omega_2 \) and Proposition 3.8 we obtain \([\Psi \div \beta] \cap [\neg \beta] = \{\omega_1\} \). Employing \(\text{IC}_{nc}\) yields \([\Psi \div (\alpha \div \beta)] \cap [\neg \beta] = \{\omega_1\} \). In summary, together with Proposition 3.8, we obtain \( \omega_1 \leq_{\Psi \div \alpha} \omega_2 \).

For the other direction assume \( \omega_1 \leq_{\Psi \div \alpha} \omega_2 \) and choose \( \beta \) as before. We obtain \([\Psi \div (\alpha \div \beta)] \cap [\neg \beta] = \{\omega_1\} \). Because of \(\text{IC}_{nc}\), we also have \([\Psi \div \beta] \cap [\neg \beta] = \{\omega_1\} \). This implies \( \omega_1 \leq_\Psi \omega_2 \).

\(\text{IC}_{rel}\) implies \(\text{IC}_{nc}\). From \( \Psi \models \alpha \models \beta \) and Proposition 3.8 conclude \([\Psi] \cap [\neg \beta] = \emptyset \) and \(\min([\neg \alpha] \leq_\Psi \cap [\neg \beta] = \emptyset \). Consequently, by Proposition 3.8, we obtain that \( \text{Bel}(\Psi \div (\alpha \div \beta)) \equiv_{\neg \beta} \text{Bel}(\Psi \div \beta) \) if and only if \( \min([\neg \beta], \leq_\Psi) = \min([\neg \beta], \leq_{\Psi \div \alpha}) \). Towards a contradiction suppose \( \min([\neg \beta], \leq_\Psi) \neq \min([\neg \beta], \leq_{\Psi \div \alpha}) \). Then there are two interpretations \( \omega_1, \omega_2 \in [\neg \beta] \) such that \( \omega_1 \leq_\Psi \omega_2 \) if and only if \( \omega_2 \leq_{\Psi \div \alpha} \omega_1 \). Note that \( \omega_1, \omega_2 \not\in [\Psi \div \alpha] \). We obtain a direct contradiction to \(\text{IC}_{rel}\). \(\square\)

Proposition 9.2 shows that natural contraction leads to minimal change on the level of contractionals, as the total preorder changes only minimally. We want to emphasize that in particular (IC\(_{nc}\)), i.e.,

\[
\text{(IC}_{nc}\text{)} \quad \text{if } \Psi \div \alpha \models \beta, \text{ then } \text{Bel}(\Psi \div (\alpha \div \beta)) \equiv_{\neg \beta} \text{Bel}(\Psi \div \beta)
\]

used in the proof of Proposition 9.2 shows the conceptual similarity to Boutilier’s proposal [7] to minimize changes of conditional beliefs in the process of iterated revision (cf. Postulate (IR\(_{min}\)) in Section 4.2).

\(^{12}\text{nc stands for natural contraction.}\)
9.2. Moderate Contraction

We define moderate contraction as an operation which gives precedence to counter-models of \( \alpha \) when contracting by \( \alpha \).

**Definition 9.3** (moderate contraction). Let \( \hat{\cdot} \) be an AGM contraction operator and \( \Psi \mapsto \leq_{\Psi} \) a faithful assignment contraction-compatible with \( \hat{\cdot} \). Then \( \hat{\cdot} \) is called a moderate contraction if (IC\(^{rel}\))\(^{\text{mc}}\), (IC\(^{rel}\))\(^{\text{cond}}\) and the following holds\(^{13}\):

\[
\text{(IC}^{\text{mc}}\text{) if } \omega_1 \in [\neg \alpha], \ \omega_2 \in [\alpha] \ \text{and} \ \omega_2 \notin [\Psi \div \alpha], \ \text{then} \ \omega_1 <_{\Psi \div \alpha} \omega_2
\]

We give a characterization theorem for moderate contraction.

**Proposition 9.4.** Let \( \hat{\cdot} \) be an AGM contraction operator. The operator \( \hat{\cdot} \) is a moderate contraction if and only if (IC\(^1\)), (IC\(^2\)) and the following is satisfied:

\[
\text{(IC}^{\text{mc}}\text{) if } \neg \alpha \models \gamma \ \text{and} \ \alpha \lor \beta \not\models \top, \ \text{then} \ \Psi \models [\gamma \ | \ \alpha] \ \text{implies} \ \hat{\Psi} \div \alpha \models [\gamma \ | \ \beta]
\]

**Proof.** Let \( \Psi \mapsto \leq_{\Psi} \) be a faithful assignment contraction-compatible with \( \hat{\cdot} \). The correspondence between (IC\(^ler\)), (IC\(^{rel}\))\(^{cond}\) and (IC\(^1\)), (IC\(^2\)) is given in Proposition 7.7. Thus, it suffices to show the correspondence between (IC\(^{mc}\))\(^{cond}\) and (IC\(^{mc}\)). Note that (IC\(^{mc}\))\(^{cond}\) is equivalent to the following postulate due to Proposition 5.3:

\[
\text{(IC}^{\text{mc}}\text{) if } \neg \alpha \models \gamma \ \text{and} \ \alpha \lor \beta \not\models \top, \ \text{then} \ \hat{\Psi} \div \alpha \models \gamma \ \implies \hat{\Psi} \div \alpha \div \beta \models \gamma
\]

We show equivalence of (IC\(^{mc}\)) and (IC\(^{rel}\))\(^{mc}\) by considering both directions independently. In the following, let \( \Psi \mapsto \leq_{\Psi} \) be a faithful assignment compatible with \( \hat{\cdot} \).

\[
\text{(IC}^{\text{mc}}\text{) implies (IC}^{\text{rel}}\text{). Let } \omega_1 \in [\neg \alpha] \ \text{and} \ \omega_2 \in [\alpha] \ \text{with} \ \omega_2 \notin [\Psi \div \alpha]. \ \text{Towards a contradiction assume} \ \omega_2 \leq_{\Psi \div \alpha} \omega_1. \ \text{Choose} \ \beta, \gamma \in L \ \text{such that} \ [\beta] = \Omega \setminus \{\omega_1, \omega_2\} \ \text{and} \ [\gamma] = [\Psi \div \alpha] \cup [\neg \alpha]. \ \text{We obtain that} \ [\neg \beta] = \{\omega_1, \omega_2\}. \ \text{Moreover, we have} \ \neg \alpha \models \gamma, \ \gamma \in \text{Bel}(\Psi \div \alpha) \ \text{and} \ \alpha \lor \beta \not\models \top. \ \text{Therefore, by (IC}^{\text{mc}}\text{) we obtain} \ \gamma \in \text{Bel}(\hat{\Psi} \div \alpha \div \beta). \ \text{This implies that} \ \omega_2 \notin [\Psi \div \alpha \div \beta]. \ \text{Moreover, by Proposition 3.8 we obtain the contradiction} \ \omega_2 \in [\Psi \div \alpha \div \beta], \ \text{because} \ \omega_2 \in \min([\neg \beta], [\Psi \div \alpha \div \beta]). \ \text{Therefore, it is the case that} \ \omega_1 <_{\Psi \div \alpha} \omega_2 \ \text{and thus the postulate (IC}^{\text{rel}}\text{) is satisfied.}
\]

\[
\text{(IC}^{\text{rel}}\text{) implies (IC}^{\text{mc}}\text{). Suppose that} \ \neg \alpha \models \gamma, \ \beta \lor \alpha \not\models \top \ \text{and} \ \hat{\Psi} \div \alpha \models \gamma. \ \text{Towards a contradiction assume} \ \Psi \div \alpha \div \beta \not\models \gamma. \ \text{This implies that there is some} \ \omega_2 \in [\Psi \div \alpha \div \beta] \ \text{with} \ \omega_2 \not\models \gamma. \ \text{By Proposition 3.8, we obtain that} \ \omega_2 \in \min([\neg \beta], [\Psi \div \alpha \div \beta]). \ \text{Consequently, we obtain that} \ \omega_2 \models \alpha. \ \text{Moreover, because} \ \beta \lor \alpha \not\models \top, \ \text{there is some} \ \omega_1 \in \Omega \ \text{with} \ \omega_1 \models \neg \beta \land \neg \alpha. \ \text{Therefore, we have} \ \omega_1 \models \gamma. \ \text{In summary, we obtain that} \ \omega_2 \leq_{\Psi \div \alpha} \omega_1, \ \text{which is a contradiction to (IC}^{\text{rel}}\text{).}
\]

The proof of Proposition 9.4 shows additionally that (IC\(^{rel}\))\(^{mc}\) is equivalent to (IC\(^mc\)) if \( \neg \alpha \models \gamma, \ \beta \lor \alpha \not\models \top \), then \( \hat{\Psi} \div \alpha \models \gamma \implies \hat{\Psi} \div \alpha \div \beta \models \gamma \), when considering AGM contraction operators. We obtain the following proposition on the relation between moderate contraction and independence.

**Proposition 9.5.** For every AGM contraction operator, satisfaction of (IC\(^mc\)) implies satisfaction of (IC\(^ind\)). Thus, every moderate AGM contraction operator satisfies (IC\(^ind\)).

**Proof.** Let \( \hat{\cdot} \) is an AGM contraction operator and let \( \Psi \mapsto \leq_{\Psi} \) be a faithful assignment contraction-compatible with \( \hat{\cdot} \). We obtain that satisfaction of (IC\(^mc\)) implies satisfaction of (IC\(^ind\)). Because of Proposition 8.1, satisfaction of (IC\(^ind\)) implies satisfaction of (IC\(^mc\)). Moreover, from the proof of Proposition 9.4 we obtain that satisfaction of (IC\(^{rel}\))\(^{mc}\) implies satisfaction of (IC\(^{mc}\)). We obtain that satisfaction of (IC\(^mc\)) implies satisfaction of (IC\(^ind\)). Consequently, every AGM contraction operator satisfies (IC\(^ind\)).

\(^{13}\text{mc stands for moderate contraction.}\)
A direct consequence of Proposition 9.5 and Proposition 8.2 (cf. Section 8) is that moderate contractions are not trivial contractions operators. In particular, \((IC_{mc})\) is incompatible with trivial AGM contraction operators.

**Corollary 9.6.** Every trivial AGM contraction operator violates \((IC_{mc})\).

We close this section with a remark: one might wonder about the term moderate contraction, because the strategy of moderate contraction seems to be analogue to the idea of (simple) lexicographic revision [32] (see Section 4.2). Note that there is a notion of lexicographic contraction, which is different from moderate contraction [29]. Moreover, lexicographic revision [29] only coincides to simplex lexicographic revision in certain cases [32, p. 214].

**10. Conclusion and Future Work**

We take a conditional perspective on iterated contraction. In particular, we considered different contraction analogues to the postulates by Darwiche and Pearl of revision. For the first set of postulates \((IC_{1}^{\text{cond}})\) to \((IC_{4}^{\text{cond}})\) we showed that they are either unsatisfiable or capture only certain cases. The second set of postulates \((IC_{1}^{\text{cond}})\) to \((IC_{4}^{\text{cond}})\) is shown to be equivalent to the known semantic principles \((IC_{1}^{\text{rel}})\) to \((IC_{4}^{\text{rel}})\) for iterated contraction. Additionally, we provide a set of syntactic postulates \((IC_{1})\) to \((IC_{4})\) for iterated contraction which are more succinct than \((IC_{1}^{\text{KPP}})\) to \((IC_{4}^{\text{KPP}})\) proposed in [27]. Moreover, without \((IC_{1})\) to \((IC_{4})\) it would be difficult to obtain \((IC_{1}^{\text{cond}})\) to \((IC_{4}^{\text{cond}})\). We proved an extended characterization theorem for iterated contraction, which shows that all these different sets of postulates describe the same set of operators.

The notion of \(\alpha\)-equivalence was introduced as a form of equivalence between epistemic states with respect to a proposition \(\alpha\). We showed the usefulness of this relation, in particular for the formulation of postulates, and how it allows us to provide insights about invariants in belief change.

For the postulates \((IC_{1}^{\text{cond}})_{sa}\) to \((IC_{4}^{\text{cond}})_{sa}\) and \((IC_{1}^{\text{cond}})\) to \((IC_{4}^{\text{cond}})\) we use specific conditionals, called contractionals, which are connected to contractions in the same manner as the Ramsey test draws a connection to revisions. Contractionals have been studied in the context of inference by Bochman [3]. Furthermore, we showed that \(\alpha\)-equivalence is connected to the acceptance of contractionals. To the best of our knowledge, contractionals have not been used in the context of iterated belief contraction so far. Note also that the theory developed here was already successfully used for investigations on decrement operators [36].

For natural contraction, the counter-part to natural revision, we considered alternative postulates that show more similarity to the postulates for natural revision. Additionally, we investigated the independence condition by Jin and Thielcher [22] in the context of contraction.

For future work, we like to investigate the role of specific epistemic states and the interrelation between contraction and revision by the means of contractionals and Ramsey test conditionals. Another open question, and closely related one, is the notion of expansion for iterated belief change [17]. We think the application of the approach presented in this article, by employing conditionals for expansion, could be fruitful to tackle this question.
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Appendix A. Full Proofs

**Proposition 6.1.** There is no AGM contraction operator \( \div \) that satisfies one or more postulates from (IR1)–(IR3).

**Proof.** Let \( \div \) be a AGM contraction operator and let \( \Psi \mapsto \preceq \Psi \) be a faithful-assignment which is contraction-compatible with \( \div \). We consider each of the postulates (IR1)–(IR4) independently.

(\text{IR1}) Assume that \( \alpha, \beta \in \mathcal{L} \) are non-tautological consistent formulas such that \( \beta \models \alpha \). Clearly, we obtain that \( \lceil \neg \alpha \rceil \subseteq \lceil \neg \beta \rceil \) holds. From the compatibility and satisfaction of (IR1) we obtain
\[
[\Psi] \cup \min([\neg \beta], \preceq) = [\Psi] \cup \min([\neg \alpha], \preceq) \cup \min([\neg \beta], \preceq) = \min([\neg \beta], \preceq, \alpha).
\]
for each \( \Psi \in \mathcal{E} \). Because \( \div \) satisfies inclusion (C1) and because of \( \lceil \neg \alpha \rceil \subseteq \lceil \neg \beta \rceil \), we have \( ([\Psi] \cap \lceil \neg \beta \rceil) \cup \min([\neg \alpha], \preceq) = \min([\neg \beta], \preceq, \alpha) \). If \( [\Psi] \cap \lceil \neg \beta \rceil = \emptyset \), then we obtain \( \min([\neg \alpha], \preceq) = \min([\neg \beta], \preceq) \). If \( [\Psi] \cap \lceil \neg \beta \rceil \neq \emptyset \), we obtain from inclusion (C1) and faithfulness of \( \Psi \mapsto \preceq \) that \( [\Psi] \cap \lceil \neg \beta \rceil = \min([\neg \beta], \preceq) \) holds. This together with \( (*) \) implies \( \min([\neg \beta], \preceq) = \min([\neg \alpha], \preceq) \).

Consequently, we have \( \min([\neg \beta], \preceq) = \min([\neg \alpha], \preceq) \). Now let \( \omega_1, \omega_2 \in \Omega \) with \( \omega_1 \neq \omega_2 \) such that \( \lceil \neg \beta \rceil = \{ \omega_1, \omega_2 \} \) and \( \lceil \neg \alpha \rceil = \{ \omega_2 \} \). Remember that \( \mathcal{E} \) is (unbiased), and thus there is some epistemic state \( \Psi_2 \) with \( [\Psi_2] = \{ \omega_2 \} \). From the faithfulness of \( \Psi \mapsto \preceq \) we obtain \( \min([\neg \beta], \preceq) = \{ \omega_2 \} \). This is a contradiction, because we have \( \min([\alpha], \preceq_2) = \{ \omega_1 \} \neq \{ \omega_2 \} \).

(\text{IR2}) The proof for (IR2) is analogue to the proof for (IR1), one has to exchange \( \alpha \) by \( \neg \alpha \). For the sake of completeness, we present the proof in the following.

Assume that \( \alpha, \beta \in \mathcal{L} \) are non-tautological consistent formulas such that \( \beta \models \neg \alpha \). Clearly, we obtain that \( [\alpha] \subseteq \lceil \neg \beta \rceil \) holds. From the compatibility of \( \Psi \mapsto \preceq \) with \( \div \) and satisfaction of (IR2) we obtain
\[
[\Psi] \cup \min([\neg \beta], \preceq) = [\Psi] \cup \min([\alpha], \preceq) \cup \min([\neg \beta], \preceq) = \min([\neg \beta], \preceq, \alpha).\]
for each \( \Psi \in \mathcal{E} \). Because \( \div \) satisfies inclusion (C1) and because of \( [\alpha] \subseteq \lceil \neg \beta \rceil \), we have \( ([\Psi] \cap \lceil \neg \beta \rceil) \cup \min([\alpha], \preceq) = \min([\neg \beta], \preceq, \alpha) \). If \( [\Psi] \cap \lceil \neg \beta \rceil = \emptyset \), then we obtain \( \min([\alpha], \preceq) = \min([\neg \beta], \preceq) \). If \( [\Psi] \cap \lceil \neg \beta \rceil \neq \emptyset \), we obtain from inclusion (C1) and faithfulness of \( \Psi \mapsto \preceq \) that \( [\Psi] \cap \lceil \neg \beta \rceil = \min([\neg \beta], \preceq) \) holds. This together with \( (*) \) implies \( \min([\neg \beta], \preceq) = \min([\alpha], \preceq) \).

Consequently, we have \( \min([\neg \beta], \preceq) = \min([\alpha], \preceq) \). Now let \( \omega_1, \omega_2 \in \Omega \) with \( \omega_1 \neq \omega_2 \) such that \( \lceil \neg \beta \rceil = \{ \omega_1, \omega_2 \} \) and \( [\alpha] = \{ \omega_2 \} \). Remember that \( \mathcal{E} \) is (unbiased), and thus there is some epistemic state \( \Psi_2 \) with \( [\Psi_2] = \{ \omega_2 \} \). From the faithfulness of \( \Psi \mapsto \preceq \) we obtain \( \min([\neg \beta], \preceq) = \{ \omega_2 \} \). This is a contradiction, because we have \( \min([\alpha], \preceq_2) = \{ \omega_1 \} \neq \{ \omega_2 \} \).

(\text{IR3}) Let \( \alpha \) be a non-tautological belief. Because \( \div \) satisfies (C3) we obtain \( \alpha \notin \text{Bel}(\Psi \div \alpha) \). By inclusion (C1), we directly obtain \( \alpha \notin \text{Bel}(\Psi \div \alpha \div \beta) \). The latter is contradiction to the satisfaction of (IR3).

In summary, we have shown that there is no AGM contraction operator \( \div \) that satisfies one or more postulates from (IR1)–(IR3).

**Proposition 7.7.** Let \( \div \) be an AGM contraction operator and let \( \Psi \mapsto \preceq \Psi \) be a faithful assignment contraction-compatible with \( \div \). Then the following statements are equivalent:

(a) The operator \( \div \) satisfies the postulates (IC1) and (IC2).

(b) The operator \( \div \) satisfies the postulates (IC1rel) and (IC2rel).
Proof. We will show that (a) implies (b) and that (b) implies (a).

Part I: We start with the (b) to (a) direction. Let $\circ$ be an AGM contraction operator for epistemic states, thus fulfilling (C1) to (C7), and let $\Psi \rightarrow \leq \varphi$ be a faithful assignment related to $\circ$ by (contraction-compatible) such that (IC1rel) to (IC2rel) are fulfilled. We show that (IC1) and (IC2) are satisfied:

(IC1) Let $\neg \beta \models \alpha$, which is equivalent to $\neg \alpha \models \beta$. As in the proof of (IC2rel), Equation (contraction-compatible) implies

$$[\Psi \circ \alpha \circ \beta] = [\Psi] \cup \min([\neg \alpha], \leq \varphi) \cup \min([\neg \beta], \leq \varphi_{\alpha}), \quad (A.1)$$

for every $\alpha, \beta$. Furthermore, by (IC1rel) and $\neg \beta \models \alpha$ it holds that:

$$\min([\neg \beta], \leq \varphi) = \min([\neg \beta], \leq \varphi_{\alpha}) \quad (A.2)$$

Combining (A.1) with (A.2) yields:

$$[\Psi \circ \alpha \circ \beta] = [\Psi] \cup \min([\neg \alpha], \leq \varphi) \cup \min([\neg \beta], \leq \varphi) \quad (A.3)$$

By using $[\Psi \circ \beta] = [\Psi] \cup \min([\neg \beta], \leq \varphi)$ obtained from Equation (contraction-compatible) and using $\min([\neg \alpha], \leq \varphi) \cap \alpha = \emptyset$, from (A.3) we conclude that

$$[\Psi \circ \alpha \circ \beta] \cap \alpha = [\Psi \circ \beta] \cap \alpha \quad (A.4)$$

holds, which is equivalent to the required result $\text{Bel}(\Psi \circ \alpha \circ \beta) =_{\alpha} \text{Bel}(\Psi \circ \beta)$.

(IC2) Let $\neg \beta \models \neg \alpha$, which is equivalent to $\alpha \models \beta$. By (IC2rel) and $\neg \beta \models \neg \alpha$ it holds that:

$$\min([\neg \beta], \leq \varphi) = \min([\neg \beta], \leq \varphi_{\alpha}) \quad (A.5)$$

Combining Equation (A.1) that holds for every $\alpha, \beta$ with (A.5) yields:

$$[\Psi \circ \alpha \circ \beta] = [\Psi] \cup \min([\neg \alpha], \leq \varphi) \cup \min([\neg \beta], \leq \varphi) \quad (A.6)$$

By using $\neg \beta \models \neg \alpha$ we conclude that there are only two possible cases:

$$\min([\neg \alpha], \leq \varphi) \cap [\neg \beta] = \emptyset, \quad \text{or} \quad (A.7)$$

$$\min([\neg \alpha], \leq \varphi) \cap [\neg \beta] = \min([\neg \beta], \leq \varphi) \cap [\neg \beta]. \quad (A.8)$$

In both cases, (A.7) and (A.8), from (A.6) we directly infer:

$$[\Psi \circ \alpha \circ \beta] \cap [\neg \beta] = [\Psi] \cup \min([\neg \beta], \leq \varphi) \cap [\neg \beta] \quad (A.9)$$

From (A.9) and $[\Psi \circ \beta] = [\Psi] \cup \min([\neg \beta], \leq \varphi)$, obtained from Equation (contraction-compatible), we conclude that

$$[\Psi \circ \alpha \circ \beta] \cap [\neg \beta] = [\Psi \circ \beta] \cap [\neg \beta] \quad (A.10)$$

holds, which is equivalent to $\text{Bel}(\Psi \circ \alpha \circ \beta) =_{\neg \beta} \text{Bel}(\Psi \circ \beta)$.

Part II: For the (a) to (b) direction suppose that $\circ$ is an AGM contraction operator for epistemic states. Further assume that $\odot$ satisfies (IC1) and (IC2). By Proposition 3.8 there exists a faithful assignment $\Psi \rightarrow \leq \varphi$ such that for every proposition $\alpha$ Equation (contraction-compatible) holds. We will show that $\Psi \rightarrow \leq \varphi$ satisfies (IC1rel) and (IC2rel).

(IC1rel) Suppose $\omega_1, \omega_2 \in [\alpha]$. We choose $\beta = \neg (\omega_1 \lor \omega_2)$ and therefore, we have $\neg \alpha \models \beta$ and $\neg \beta \models \alpha$. By (IC1) we have $\text{Bel}(\Psi \circ \alpha \circ \beta) =_{\alpha} \text{Bel}(\Psi \circ \beta)$, which implies:

$$[\Psi \circ \beta] =_{\alpha} [\Psi \circ \alpha \circ \beta] \quad (A.11)$$

II
which is equivalent to \([\Psi \circ \beta] \cap [\alpha] = [\Psi \circ \alpha \circ \beta] \cap [\alpha]\). From Equation (contraction-compatible) we obtain that
\[
[\Psi \circ \alpha \circ \beta] = [\Psi \circ \alpha] \cup \min([\neg \beta], \leq_{\psi_{oo}})
= [\Psi] \cup \min([\neg \alpha], \leq_{\psi}) \cup \min([\neg \beta], \leq_{\psi_{oo}})
\] (A.12)
and
\[
[\Psi \circ \beta] = [\Psi] \cup \min([\neg \beta], \leq_{\psi}).
\] (A.13)
Substituting (A.12) and (A.13) into Equation (A.11) leads to
\[
[\Psi] \cup \min([\neg \alpha], \leq_{\psi}) \cup \min([\neg \beta], \leq_{\psi_{oo}})
= \alpha [\Psi] \cup \min([\neg \beta], \leq_{\psi}). \tag{A.14}
\]
Equation (A.14) is equivalent to:
\[
([\Psi] \cup \min([\neg \alpha], \leq_{\psi}) \cup \min([\neg \beta], \leq_{\psi_{oo}})) \cap [\alpha] = ([\Psi] \cup \min([\neg \beta], \leq_{\psi})) \cap [\alpha] \tag{A.15}
\]
Because \(\min([\neg \alpha], \leq_{\psi}) \cap [\alpha] = \emptyset\), Equation (A.15) is equivalent to:
\[
([\Psi] \cup \min([\neg \beta], \leq_{\psi_{oo}})) \cap [\alpha] = ([\Psi] \cup \min([\neg \beta], \leq_{\psi})) \cap [\alpha] \tag{A.16}
\]
Remember that \(\neg \beta \models \alpha\) and therefore \([\neg \beta] \subseteq [\alpha]\). Equation (A.16) implies
\[
([\Psi] \cup \min([\neg \beta], \leq_{\psi_{oo}})) \cap [\neg \beta] = ([\Psi] \cup \min([\neg \beta], \leq_{\psi})) \cap [\neg \beta]. \tag{A.17}
\]
which is equivalent to \([\Psi] \cup \min([\neg \beta], \leq_{\psi_{oo}}) = [\neg \beta] \cup \min([\neg \beta], \leq_{\psi}).\)
We will now show that the following holds:
\[
\min([\neg \beta], \leq_{\psi_{oo}}) = \min([\neg \beta], \leq_{\psi}) \tag{A.18}
\]
**Case 1:** Consider the case of \([\Psi] \cap [\neg \beta] \neq \emptyset\). Because of the faithfulness of the assignment, it must be the case that \(\min([\neg \beta], \leq_{\psi}) \subseteq [\Psi]\). Moreover, \(\min([\neg \beta], \leq_{\psi})\) is exactly the set of models of \(\neg \beta\) contained in \([\Psi]\), i.e.:
\[
[\Psi] \cap [\neg \beta] = \min([\neg \beta], \leq_{\psi}) \tag{A.19}
\]
From Equation (contraction-compatible) in Proposition (3.8) we easily get
\[
[\Psi \circ \alpha] \cap [\alpha] = ([\Psi] \cup \min([\neg \alpha], \leq_{\psi})) \cap [\alpha],
\] (A.20)
which is, because of \(\min([\models (\neg \alpha), \leq_{\psi}) \cap [\alpha] = \emptyset\), equivalent to:
\[
[\Psi \circ \alpha] \cap [\alpha] = [\Psi] \cap [\alpha]
\] (A.21)
Since \(\neg \beta \models \alpha\), the set \([\Psi \circ \alpha]\) contains the same models of \(\neg \beta\) as \([\Psi]\), i.e.:
\[
[\Psi \circ \alpha] \cap [\neg \beta] = [\Psi] \cap [\neg \beta]
\] (A.22)
Due to our assumption \([\Psi] \cap [\neg \beta] \neq \emptyset\), this implies \([\Psi \circ \alpha] \cap [\neg \beta] \neq \emptyset\). Then, because of the faithfulness of the assignment, it must be the case that \(\min([\neg \beta], \leq_{\psi_{oo}}) \subseteq [\Psi \circ \alpha]\). Moreover, \(\min([\neg \beta], \leq_{\psi_{oo}})\) is exactly the set of models of \(\neg \beta\) contained in \([\Psi \circ \alpha]\), i.e.:
\[
[\Psi \circ \alpha] \cap [\neg \beta] = \min([\neg \beta], \leq_{\psi_{oo}})
\] (A.23)
Together, Equations (A.19), (A.22) and (A.23), imply Equation (A.18) in this case.

**Case 2:** We now consider the other case $\llbracket \Psi \rrbracket \cap \llbracket \neg \beta \rrbracket = \emptyset$. Since $\neg \beta \models \alpha$ and $\min(\llbracket \neg \alpha \rrbracket, \leq \Psi)$ contains no models of $\alpha$, it must be the case that
\[
\llbracket \Psi \rrbracket \cup \min(\llbracket \neg \beta \rrbracket, \leq \Psi_{oo}) =_\alpha \llbracket \Psi \rrbracket \cup \min(\llbracket \neg \beta \rrbracket, \leq \Psi). \tag{A.24}
\]
We directly conclude from Equation (A.24) that Equation (A.18) holds, which finishes the proof of Equation (A.18).

Note that $\llbracket \neg \beta \rrbracket$ has only two elements, $\llbracket \neg \beta \rrbracket = \{\omega_1, \omega_2\} \subseteq \llbracket \alpha \rrbracket$, and thus information about the minima provides us the relative order of the two elements $\omega_1$ and $\omega_2$. So, from Equation (A.18), we can conclude that $\omega_1 \leq \Psi \omega_2$ if and only if $\omega_1 \leq \Psi_{oo} \omega_2$.

**IC2** Suppose $\omega_1, \omega_2 \in \llbracket \neg \alpha \rrbracket$. We choose $\beta = \neg(\omega_1 \lor \omega_2)$ and therefore, we have $\alpha \models \beta$. By (IC2) we have $\text{Bel}(\Psi \circ \alpha \circ \beta) = \neg \beta \text{ Bel}(\Psi \circ \beta)$, which implies:
\[
\llbracket \Psi \circ \beta \rrbracket \cap \llbracket \neg \beta \rrbracket = \llbracket \Psi \circ \alpha \circ \beta \rrbracket \cap \llbracket \neg \beta \rrbracket \quad \tag{A.25}
\]
From Equation (contraction-compatible) we obtain that
\[
\llbracket \Psi \circ \alpha \rrbracket = \llbracket \Psi \rrbracket \cup \min(\llbracket \neg \alpha \rrbracket, \leq \Psi), \quad \tag{A.26}
\]
\[
\llbracket \Psi \circ \beta \rrbracket = \llbracket \Psi \rrbracket \cup \min(\llbracket \neg \beta \rrbracket, \leq \Psi) \quad \tag{A.27}
\]
and employing Equation (contraction-compatible) twice yields:
\[
\llbracket \Psi \circ \alpha \circ \beta \rrbracket = \llbracket \Psi \rrbracket \cup \min(\llbracket \neg \alpha \rrbracket, \leq \Psi) \cup \min(\llbracket \neg \beta \rrbracket, \leq \Psi_{oo}) \quad \tag{A.28}
\]
Substituting (A.28) and (A.27) into Equation (A.25) leads to
\[
\llbracket \Psi \rrbracket \cup \min(\llbracket \neg \beta \rrbracket, \leq \Psi) \cap \llbracket \neg \beta \rrbracket = \llbracket \Psi \rrbracket \cup \min(\llbracket \neg \alpha \rrbracket, \leq \Psi) \cup \min(\llbracket \neg \beta \rrbracket, \leq \Psi_{oo}) \cap \llbracket \neg \beta \rrbracket \quad \tag{A.29}
\]
Note that every model of $\neg \beta$ is a model of $\alpha$, therefore, either one of the following holds:
\[
\min(\llbracket \neg \alpha \rrbracket, \leq \Psi) \cap \llbracket \neg \beta \rrbracket = \emptyset, \text{ or} \quad \tag{A.30}
\]
\[
\min(\llbracket \neg \alpha \rrbracket, \leq \Psi) \cap \llbracket \neg \beta \rrbracket = \min(\llbracket \neg \beta \rrbracket, \leq \Psi). \quad \tag{A.31}
\]
In the case of (A.30), Equation (A.29) reduces to $\llbracket \Psi \rrbracket \cup \min(\llbracket \neg \beta \rrbracket, \leq \Psi) \cap \llbracket \neg \beta \rrbracket = \llbracket \Psi \rrbracket \cup \min(\llbracket \neg \beta \rrbracket, \leq \Psi_{oo}) \cap \llbracket \neg \beta \rrbracket$. Furthermore, from (A.30) and $\neg \beta \models \neg \alpha$ we conclude $\llbracket \Psi \rrbracket \cap \llbracket \neg \beta \rrbracket = \emptyset$. This allows to conclude $\min(\llbracket \neg \beta \rrbracket, \leq \Psi_{oo}) = \min(\llbracket \neg \beta \rrbracket, \leq \Psi)$. For the other case, the case of (A.31), note that $\min(\llbracket \neg \alpha \rrbracket, \leq \Psi) \subseteq \llbracket \Psi \circ \alpha \rrbracket$. By Equation (A.31) it must hold that $\min(\llbracket \neg \beta \rrbracket, \leq \Psi) \subseteq \llbracket \Psi \circ \alpha \rrbracket$. By the faithfulness of $\Psi \mapsto \leq \Psi$ (in particular condition (FA1) in Definition 3.3) we have $\min(\llbracket \neg \beta \rrbracket, \leq \Psi) = \min(\llbracket \neg \beta \rrbracket, \leq \Psi_{oo})$, because the minimal models of $\neg \beta$ with respect to $\leq \Psi_{oo}$ are contained in $\llbracket \Psi \circ \alpha \rrbracket$ by (A.26) and (A.31).

In summary, in both cases, (A.30) and (A.31), we can conclude:
\[
\min(\llbracket \neg \beta \rrbracket, \leq \Psi_{oo}) = \min(\llbracket \neg \beta \rrbracket, \leq \Psi) \quad \tag{A.32}
\]
Note that $\llbracket \neg \beta \rrbracket$ has only two elements, $\llbracket \neg \beta \rrbracket = \{\omega_1, \omega_2\} \subseteq \llbracket \neg \alpha \rrbracket$, and thus information about the minima provides us the relative order of the two elements $\omega_1$ and $\omega_2$. From Equation (A.32) we can conclude that $\omega_1 \leq \Psi \omega_2$ if and only if $\omega_1 \leq \Psi_{oo} \omega_2$. \hfill $\square$

IV
Proposition 7.11. Let $\triangleright$ be an AGM contraction operator and let $\Psi \mapsto \leq_\Psi$ be a faithful assignment contraction-compatible with $\triangleright$. Then the following statements are equivalent:

(a) The operator $\triangleright$ satisfies the postulates (IC3) (respectively (IC4))

(b) The operator $\triangleright$ satisfies the postulates (IC3$^\text{rel}$) (respectively (IC4$^\text{rel}$))

Proof. In the following, we will show that (b) implies (a) and that (a) implies (b).

Part I: We show the (b) to (a) direction. Let $\triangleright$ be a belief change operator fulfilling (C1) to (C7). By Proposition 7.7, there is a faithful assignment $\Psi \mapsto \leq_\Psi$ related to $\triangleright$ by (contraction-compatible). We will show that (IC3) and (IC4) are satisfied.

(IC3) Let $\gamma \models \beta$ and $\Psi \triangleright \beta \models \alpha \rightarrow \gamma$. We show $\Psi \triangleright \alpha \triangleright \beta \models \alpha \rightarrow \gamma$ by contradiction, i.e., conclude a contradiction from $\Psi \triangleright \alpha \triangleright \beta \nvdash \alpha \rightarrow \gamma$. In particular, we consider $\omega \in \Gamma(\Psi \triangleright \alpha \triangleright \beta)$ such that $\omega \models \neg \gamma \land \alpha$.

By Equation (contraction-compatible) we obtain

$$\Gamma(\Psi \triangleright \beta) = \Gamma(\Psi) \cup \min([\neg \beta], \leq_\Psi) \subseteq [\alpha \rightarrow \gamma]$$

(A.33)

and with Equation (A.1) which holds for every $\alpha, \beta$ we get:

$$\Gamma(\Psi \triangleright \alpha \triangleright \beta) = \Gamma(\Psi) \cup \min([\neg \alpha], \leq_\Psi) \cup \min([\neg \beta], \leq_{\Psi \triangleright \alpha}).$$

(A.34)

By Equation (A.34) either $\omega \in \Gamma(\Psi)$, $\omega \in \min([\neg \alpha], \leq_\Psi)$ or $\omega \in \min([\neg \beta], \leq_{\Psi \triangleright \alpha})$. For these three cases we have:

- If $\omega \in \Gamma(\Psi)$, then by Equation (A.33) we have $\omega \models \alpha \rightarrow \gamma$.
- Because of $\omega \models \alpha$ the case of $\omega \in \min([\neg \alpha], \leq_{\Psi \triangleright \alpha})$ is impossible.
- It remains the case of $\omega \in \min([\neg \beta], \leq_{\Psi \triangleright \alpha})$ with $\omega \notin \Gamma(\Psi)$. By Equation (A.33) there is an interpretation $\omega'$ with $\omega' \in \min([\neg \beta], \leq_\Psi)$, and consequently $\omega' \models \neg \omega$. In particular, remember that $\gamma \models \beta$, and thus, $\omega' \models \neg \alpha$. By applying (IC3$^\text{rel}$) we obtain $\omega' \models \omega$, which contradicts $\omega \in \min([\neg \alpha], \leq_{\Psi \triangleright \alpha})$.

Im summary, in all possible cases we obtain a contradiction which finishes this part of the proof.

(IC4) Let $\gamma \models \beta$ and $\Psi \triangleright \alpha \triangleright \beta \models \neg \alpha \rightarrow \gamma$. We show that $\Psi \triangleright \beta \models \neg \alpha \rightarrow \gamma$.

Towards a contradiction, assume an $\omega \in \Gamma(\Psi \triangleright \beta)$ with $\omega \nvdash \neg \alpha \rightarrow \gamma$, i.e., $\omega \models \neg \alpha \land \neg \gamma$. By Equation (contraction-compatible) we have either $\omega \in \Gamma(\Psi)$ or $\omega \in \min([\neg \beta], \leq_\Psi)$. In the first case, we obtain the contradiction of $\omega \in \Gamma(\Psi \triangleright \alpha \triangleright \beta)$.

We consider the remaining case of $\omega \in \min([\neg \beta], \leq_\Psi)$ and $\omega \notin \Gamma(\Psi)$. This implies that $\Psi \models \beta$ and consequently by Equation (contraction-compatible), every interpretation of $\min([\neg \beta], \leq_{\Psi \triangleright \alpha})$ is contained in $[\alpha]$. Thus, there is an interpretation $\omega' \in \Gamma(\Psi \triangleright \alpha \triangleright \beta)$ with $\omega' \in \min([\neg \beta], \leq_{\Psi \triangleright \alpha})$ and $\omega' \in [\alpha]$. Because of $\omega \models \neg \beta \land \neg \gamma$ we obtain $\omega' \models \omega$. Applying $\omega \models \neg \alpha$ and (IC4$^\text{rel}$) yields $\omega' \models \omega$. This completes the proof by contradicting $\omega \in \min([\neg \beta], \leq_\Psi)$.

Part II: We show the (a) to (b) direction. Suppose that $\triangleright$ is a belief change operator that satisfies (C1) to (C7) and (IC3) (respectively (IC4)). By Proposition 3.8 there exists a faithful assignment $\Psi \mapsto \leq_\Psi$ such that for every proposition $\alpha$ Equation (contraction-compatible) holds. We will show that $\Psi \mapsto \leq_\Psi$ satisfies (IC3$^\text{rel}$) and (IC4$^\text{rel}$).

(IC3$^\text{rel}$) Suppose $\omega_1 \in [\neg \alpha], \omega_2 \in [\alpha]$ and $\omega_1 \models \Psi \models \omega_2$. We want to show $\omega_1 \models \omega_2 \models \omega_2$. Since $\Psi \models \omega_2$, $\Psi \models \omega_2$ is a faithful assignment (especially by (FA2)) it must be the case that $\omega_2 \notin \Gamma(\Psi)$.

In the case of $\omega_1 \in [\Psi]$ we obtain $\omega_2 \notin [\Psi \triangleright \alpha]$ from Equation (contraction-compatible). Thus, the desired result $\omega_1 \models \omega_2 \models \omega_2$ holds.
For the remaining case of $\omega_1 \notin [\Psi]$ let $\beta = \neg(\omega_1 \lor \omega_2)$ and $\gamma$ such that $[\gamma] = [\Psi]$. Clearly, we have $\gamma \models \beta$ and $\Psi \models \beta \models \alpha \rightarrow \gamma$. By applying (IC3) we obtain $\Psi \models \alpha \lor \beta \models \alpha \rightarrow \gamma$. This implies that $\omega_2 \notin [\Psi \models \beta \models \alpha]$. Note that $[\neg \beta] = \{\omega_1, \omega_2\}$ and thus, by Equation (contraction-compatible) it must be the case that $\omega_1 \in [\Psi \models \alpha \land \beta]$ or $\omega_2 \in [\Psi \models \alpha \lor \beta]$. Since the latter leads to a contradiction, we conclude $\omega_1 \in [\Psi \models \alpha \land \beta]$, and in summary $\omega_1 <_{\psi \models \alpha} \omega_2$.

**(IC4)** We show (IC4) by contraposition. Suppose $\omega_1 \in [-\alpha]$, $\omega_2 \in [\alpha]$ and $\omega_2 <_{\psi \models \alpha} \omega_1$. We will show $\omega_2 <_\psi \omega_1$.

Since $\Psi \models \psi \models \alpha$ is a faithful assignment, and thus fulfils especially (FA2), it must be the case that $\omega_1 \notin [\Psi \models \alpha]$. For $\beta = \neg(\omega_1 \lor \omega_2)$ we can conclude by Equation (contraction-compatible) that $[\Psi \models \alpha \lor \beta] = [\Psi \models \alpha] \cup \min([\neg \beta], _{\psi \models \alpha})$. Because of $\omega_2 <_{\psi \models \alpha} \omega_1$ we have $[\Psi \models \alpha \lor \beta] = [\Psi \models \alpha] \cup \{\omega_2\}$.

If $\omega_2 \notin [\Psi \models \alpha]$, then because of $[\Psi \models \alpha] = [\Psi] \cup \min([\neg \alpha], _{\psi \models \psi})$ we have $\omega_2 \in [\Psi]$. From $\omega_1 \notin [\Psi \models \alpha \lor \beta] = [\Psi \models \alpha]$ we obtain that $\omega_1 \notin [\Psi]$. Consequently, $\omega_2 < \psi \omega_1$.

If $\omega_2 \notin [\Psi \models \alpha]$, then $\omega_2 \in \min([\neg \beta], _{\psi \models \psi})$. For $\gamma$ with $\gamma = \text{Be}(\Psi \models \alpha)$ observe that $\gamma \models \beta$ and consequently $\Psi \models \alpha \lor \beta \models \neg \alpha \rightarrow \gamma$. Application of (IC4) yields $\Psi \models \beta \models \neg \alpha \rightarrow \gamma$. Remember that $[\neg \beta] = \{\omega_1, \omega_2\}$ and thus either $\omega_1 \in [\Psi \models \beta]$ or $\omega_2 \in [\Psi \models \beta]$ by Equation (contraction-compatible). Note that the first case is impossible, hence $\omega_1 \not\models \neg \alpha \rightarrow \gamma$. Consequently, we obtain $\omega_2 < \psi \omega_1$ which completes the proof.

**Proposition 7.13.** For a AGM contraction operator $\models$ the following two statements hold:

(a) If $\models$ satisfies (IC1), then $\models$ satisfies (IC3$_{alt}$) if and only if $\models$ satisfies (IC3).

(b) If $\models$ satisfies (IC2), then $\models$ satisfies (IC4$_{alt}$) if and only if $\models$ satisfies (IC4).

**Proof.** Note that due to Proposition 7.7, satisfaction of (IC1) is equivalent to satisfaction of (IC1$_{re}$), and satisfaction of (IC2) is equivalent to satisfaction of (IC2$_{re}$), respectively. The general proof strategy is to show that (IC3$_{alt}$) is equivalent to (IC3$_{re}$) in the light of (IC1$_{re}$), and to show that (IC4$_{alt}$) is equivalent to (IC4$_{re}$) in the light of (IC2$_{re}$), respectively.

We start by showing that $\Psi \models \psi \models \alpha$ satisfies (IC3$_{re}$) when (IC3$_{alt}$) is satisfied, and we show satisfaction of (IC4$_{re}$) when (IC4$_{alt}$) is satisfied, respectively. Suppose that $\models$ is a belief change operator that satisfies (C1) to (C7). By Proposition 3.8 there exists a faithful assignment $\Psi \models \psi \models \alpha$ such that for every proposition $\alpha$ Equation (contraction-compatible) holds.

**(IC3)** Suppose $\omega_1 \in [-\alpha]$, $\omega_2 \in [\alpha]$ and $\omega_1 < \psi \omega_2$. We want to show $\omega_1 <_{\psi \models \alpha} \omega_2$. For this purpose let $\beta = \neg(\omega_1 \lor \omega_2)$. Since $\Psi \models \psi \models \alpha$ is a faithful assignment (especially by (FA2)) it must be the case that $\omega_1 \notin [\Psi \models \beta]$ and $\omega_1 \in [\Psi \models \alpha]$. By use of Equation (contraction-compatible) we can conclude that $\omega_2 \notin [\Psi \models \alpha \lor \beta]$ and $\omega_1 \in [\Psi \models \alpha \lor \beta]$. Now let $\gamma = \gamma' \lor \neg \alpha$, where $\gamma'$ is a formula such that $[\Psi \models \alpha \lor \beta] \cup \{\omega_1\} = [\gamma']$. Thus, $\neg \alpha \not\models \gamma'$, whereby $\omega_1 \models \gamma$ and $\omega_2 \not\models \gamma$. From (IC3$_{alt}$) we conclude $\Psi \models \alpha \lor \beta \models \gamma$. This implies that $\omega_2 \notin [\Psi \models \alpha \lor \beta]$ and $\omega_1 \models \gamma \lor \neg \alpha \not\models \gamma$. From (IC4$_{alt}$) we conclude $\Psi \models \alpha \lor \beta \models \gamma$. Furthermore, by definition, $\alpha \models \gamma$ and $\omega_1 \not\models \gamma$ and $\omega_2 \models \gamma$. By using (IC4$_{alt}$) we can conclude $\Psi \models \beta \models \gamma$. Note that by Equation (contraction-compatible) it must be the case that $\omega_1 \in [\Psi \models \beta]$ or $\omega_2 \in [\Psi \models \beta]$. Since $\Psi \models \beta \models \gamma$ the former is not possible, so by (FA2) we have $\omega_2 < \psi \omega_1$.

**Proof.**
Because of Proposition 7.11, this shows that (IC3alt) implies (IC3), and that (IC3alt) implies (IC4), respectively.

For the other direction, we will show that (IC3alt) is satisfied when (IC1rel) and (IC3rel) are given, and we show that (IC4alt) is satisfied when (IC2rel) and (IC4rel) are given, respectively.

(IC3alt) Let \( \neg \alpha \models \gamma \) and \( \Psi \circ \alpha \circ \beta \models \gamma \). We want to show that \( \Psi \circ \alpha \circ \beta \models \gamma \) holds. By Equation \((\text{IC3alt})\) (contraction-compatible) we have

\[
[\Psi \circ \beta] = [\Psi] \cup \min(\neg \beta, \leq \Psi) \subseteq [\gamma]
\]

and with Equation \((\text{A.1})\) which holds for every \( \alpha, \beta \) we get:

\[
[\Psi \circ \alpha \circ \beta] = [\Psi] \cup \min(\neg \alpha, \leq \Psi) \cup \min(\neg \beta, \leq \Psi_{\alpha \circ \beta}).
\]

We show that every \( \omega \in [\Psi \circ \alpha \circ \beta] \) is a model of \( \gamma \). By Equation \((\text{A.36})\) either \( \omega \in [\Psi] \), \( \omega \in \min(\neg \alpha, \leq \Psi) \) or \( \omega \in \min(\neg \beta, \leq \Psi_{\alpha \circ \beta}) \). For these three cases we have:

- If \( \omega \in [\Psi] \), then by Equation \((\text{A.35})\) we have \( \omega \models \gamma \).
- If \( \omega \in \min(\neg \alpha, \leq \Psi_{\alpha \circ \beta}) \), then by the assumption \( \neg \alpha \models \gamma \) we have \( \omega \models \gamma \).
- For \( \omega \in \min(\neg \beta, \leq \Psi_{\alpha \circ \beta}) \) assume that \( \omega \models \neg \gamma \). If \( \omega \models \neg \alpha \), then \( \omega \models \gamma \) by the assumption \( \neg \alpha \models \gamma \). Therefore, we can safely assume \( \omega \models \alpha \). Since \( \min(\neg \beta, \leq \Psi) \subseteq [\gamma] \), there must be \( \omega_1 \in \min(\neg \beta, \leq \Psi) \) such that \( \omega_1 \prec \Psi \omega \). If \( \omega_1, \omega \in [\alpha] \), then \( \omega_1 \prec \Psi_{\alpha \circ \beta} \omega \) by \((\text{IC1rel})\). For \( \omega_1 \in [\neg \alpha] \) and \( \omega \in [\alpha] \) we conclude \( \omega_1 \prec \Psi_{\alpha \circ \beta} \omega \) by \((\text{IC3rel})\). Thus, it must be the case that \( \omega_1 \prec \Psi_{\alpha \circ \beta} \omega \), which is a contradiction to the minimality of \( \omega \) with respect to \( \leq \Psi_{\alpha \circ \beta} \).

Equation \((\text{A.36})\) implies that \( \omega \models \gamma \), and therefore \( \Psi \circ \alpha \circ \beta \models \gamma \).

(IC4alt) Let \( \alpha, \beta, \gamma \) be such that \( \alpha \models \gamma \) and \( \Psi \circ \alpha \circ \beta \models \gamma \). We want to show \( \Psi \circ \beta \models \gamma \). By Equation \((\text{IC4alt})\) (contraction-compatible) we have \([\Psi] \subseteq [\gamma] \) and \( \min(\neg \beta, \leq \Psi_{\alpha \circ \beta}) \subseteq [\gamma] \). Now let \( \omega_1 \in [\neg \beta] \) such that \( \omega_1 \notin \min(\neg \beta, \leq \Psi_{\alpha \circ \beta}) \). We show that \( \omega_1 \notin \min(\neg \beta, \leq \Psi) \) or \( \omega_1 \models \gamma \). Let \( \omega_2 \in \min(\neg \beta, \leq \Psi_{\alpha \circ \beta}) \) and thus, \( \omega_2 < \Psi_{\alpha \circ \beta} \omega_1 \). We differentiate by cases:

1. For \( \omega_1 \in [\alpha] \) the assumption \( \alpha \models \gamma \) yields \( \omega \models \gamma \).
2. In the case of \( \omega_1 \in [\neg \alpha] \) and \( \omega_2 \in [\alpha] \) we conclude \( \omega_2 \prec \Psi \omega_1 \) by contraposition of \((\text{IC4rel})\).
3. In the case of \( \omega_1, \omega_2 \in [\neg \alpha] \) we conclude by \((\text{IC2rel})\) that \( \omega_2 \prec \Psi \omega_1 \) holds.

This shows that either \( \omega_2 \prec \Psi \omega_1 \) or \( \omega_1 \models \gamma \). The first case implies \( \omega_1 \notin \min(\neg \beta, \leq \Psi) \), and thus yields \( \min(\neg \beta, \leq \Psi) \subseteq [\gamma] \). In summary, we have \([\Psi \circ \beta] = [\Psi] \cup \min(\neg \beta, \leq \Psi) \subseteq [\gamma] \).

In summary, we have shown the desired result. \( \square \)

VII