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ABSTRACT

This paper aims to diagnose COVID-19 by using Chest X-Ray (CXR) scan images in a deep learning-based system. First of all, COVID-19 Chest X-Ray Dataset is used to segment the lung parts in CXR images semantically. DeepLabV3+ architecture is trained by using the masks of the lung parts in this dataset. The trained architecture is then fed with images in the COVID-19 Radiography Database. In order to improve the output images, some image preprocessing steps are applied. As a result, lung regions are successfully segmented from CXR images. The next step is feature extraction and classification. While features are extracted with modified AlexNet (mAlexNet), Support Vector Machine (SVM) is used for classification. As a result, 3-class data consisting of Normal, Viral Pneumonia and COVID-19 class are classified with 99.8% success. Classification results show that the proposed method is superior to previous state-of-the-art methods.

1. Introduction

The latest coronavirus infection, known as COVID-19, has spread rapidly from Wuhan to all of China and many other countries since December 2019. As of 22.09.2022, the number of cases exceeded 600 million and the number of deaths exceeded 6.5 million. Despite quarantine rules to limit its spread, COVID-19 infection has spread rapidly in countries worldwide. As a result of the rapid spread of COVID-19, a type of respiratory tract infection, worldwide, COVID-19 infection was declared as a global pandemic by the WHO (World Health Organization). Because of the lack of therapeutic treatment or vaccine for COVID-19 disease, immediate isolation of the infected person and early diagnosis of the disease is vital. The common method used to diagnose COVID-19 cases is mostly the Reverse Transcription Polymerase Chain Reaction (RT-PCR) test. However, RT-PCR testing is time-consuming, laborious and complex, and has little supply. Moreover, its sensitivity is highly variable [1–3].

Although the impact of COVID-19 has decreased over time, new cases are still being detected. There are also concerns that it may still increase the effect of the infection. For this reason, various studies and methods have been proposed for the detection of COVID-19 during the epidemic period and today. In general, the focus is on detecting COVID-19 early, thereby providing early treatment to the patient. Early detection also significantly limits the rate of transmission of the disease. Medical scan images are very useful for early detection. Magnetic Resonance Imaging (MRI), chest X-ray (CXR), Computed Tomography (CT), and Positron Emission Tomography (PET) are images that are frequently used for the early detection of COVID-19 [4]. Among these, it has been widely proven that CXR and CT scans can show pathological findings even in the early stages of the disease [5–7]. In addition, since the diagnoses provided by these scan images are more reliable than RT-PCR and provide easier diagnosis than RT-PCR, it has accelerated the COVID-19 detection studies based on medical scan images [8,9]. Particularly, in today’s era of big data, the sharing of publicly available scan images of COVID-19 has enabled Artificial Intelligence (AI) researchers to make a major contribution to the diagnosis of COVID-19. Such AI studies aim to enable the automatic, rapid and high-accuracy diagnosis of COVID-19 through these medical scan images [10].

AI is crucial to developing solutions to support virus diagnosis. Therefore, AI methods are often preferred today to develop automated expert systems for COVID-19 diagnosis [11,12]. In recent years, Machine Learning (ML) and Deep Learning (DL) applications in the field of AI have achieved great success, especially in computer vision studies. Advances in computational capabilities and the availability of large labeled datasets have encouraged the use of DL techniques in the field of medical imaging. In particular, research papers using DL-based Convolutional Neural Networks (CNN) models have shown promising performance in identifying, classifying and measuring disease patterns in medical images such as CT and CXR. In DL applications, both feature extraction and classification/regression are provided through deep
layers. The features extracted are of high level and have high separation ability. The fact that it automatically extracts powerful features makes DL superior to ML methods [13–15].

In a CNN architecture consisting of many layers, features are extracted through the first layers, and features are classified in the last layers. Classification success and extracted features depend on the designed architecture. In the last decade, many pre-trained and pre-designed CNN architectures such as AlexNet [16], VGG-Net [17], ResNet [18], Inceptionv3 [19], DenseNet [20] and GoogleLeNet [21] have achieved successful results in pattern recognition and image classification. Many studies based on DL and transfer learning have previously been proposed using such pre-trained CNN models. Ardakani, Kanafi, Acharya, Khadem and Mohammadi [22] used the pre-trained CNN architectures to discriminate COVID-19 cases from non-COVID cases using CT images. Among all models, ResNet-101 and Xception achieved the best performance. Khan, Shah and Bhat [23] designed a new architecture, CoroNet, based on Xception model to diagnose COVID-19 infection using CT and X-ray images. As a result of the study, they provided 95% diagnostic accuracy for 3-class data. Asif and Wenhui [24] carried out a CNN-based study to automatically detect COVID-19 from CXR images. CXR images without preprocessing were given as input to Inception-V3 model with transfer learning method. At the end of the study, a detection rate of 96% was achieved. Narin, Kaya and Pamuk [25] proposed a method to detect COVID-19 from CXR images based on the InceptionV3, Inception-ResNetv2 and ResNet50 models by applying binary classification and 5-fold cross validation. With 98% accuracy, the ResNet50 model provided a very successful classification. In a different study, Chowdhury, Rahman, Khandakar, Mazhar, Kadir, Mahbub, Islam, Khan, Iqbal and Al-Emadi [26] performed a transfer learning-based benchmarking study for the detection of COVID-19. CheXNet, VGG19, Inceptionv3, MobileNetv2, ResNet18, SqueezeNet, ResNet101 and DenseNet201 CNN models were fed and tested with augmented CXR images. As a result of the comparison, DenseNet provided the most successful detection with 97.94%. Unlike these, while some studies extracted features with CNN models, they used different ML methods for more successful classification. Nour, Gömert and Polat [27] detected COVID-19 from CXR images with a CNN network they designed. The CNN network extracted the image features, and the classification was performed with optimized k-Nearest Neighbor (k-NN), Decision Tree and (DT) Support Vector Machine (SVM) algorithms. As a result, SVM showed a high classification success of 98.97%. Sethy and Behera [28] classified the features extracted from the CXR images via the ResNet50 model with 95.4% success using SVM.

In addition to numerous studies with pre-trained CNN-based models, different DL architectures have also been proposed by different studies. Prominent studies among these use Recurrent Neural Networks (RNNs) layers in conjunction with CNN. Unlike CNN, RNN has the ability to process temporal information or sequence data. However, for long-term sequences, Long Short Term Memory (LSTM) and Bidirectional LSTM (BiLSTM) architectures outperform RNN. The LSTM and BiLSTM network has an internal memory that can learn from long-term states [29]. Successful studies have been carried out combining the features of both CNN and RNN-based architectures for COVID-19 detection. Islam, Islam and Asraf [30] conducted a DL study based on the combination of CNN and LSTM architectures to automatically detect COVID-19 from CXR images. Aslan, Unlenser, Sabanci and Durdu [1] first classified the CXR images with transfer learning including AlexNet (mAlexnet). Then, a fully convolutional network was performed again after getting results. A CNN-based model was trained with mAlexnet to the BiLSTM network. The results proved that the mAlexNet+BiLSTM hybrid architecture provides better detection. In a different study, Islam, Islam, Asraf and Ding [31] proposed a combined architecture of CNN and RNN. First, features were extracted with pre-trained models such as VGG19, DenseNet121, InceptionV3 and InceptionResNetV2, and then RNN was used for classification.

In the light of the above information, it is seen that many DL-based studies have been conducted for the detection of COVID-19 with raw CXR and CT images. However, raw images contain irrelevant features that negatively affect the classification. Removing unnecessary features ensures that the classification is not affected by these irrelevant features, resulting in more reliable results. To achieve this, areas or pixels in the raw scan image that should not affect the classification result are removed. As a result, only useful areas or pixels remain in the processed image that should affect the classification. Image segmentation is a major component in many computer vision tasks. Segmentation has a wide range of applications, including medical image analysis, autonomous vehicles, video surveillance and augmented reality. Among these, the medical field that includes applications such as brain tumor segmentation [32], liver segmentation [33], breast image segmentation [34], etc. stands out. Numerous image segmentation algorithms have been proposed in the literature, such as thresholding [35], k-means clustering [36], watersheds [37], sparsity-based methods [38], etc. In recent segmentation applications, different DL architectures have come to the forefront by providing object-boundary segmentation in a human-like manner. DL-based segmentation applications provide segmentation of a particular object in the image by providing pixel-based classification. This segmentation, which is provided automatically, is called semantic segmentation [39]. Semantic segmentation-based applications are very useful. Because with this method, classification, detection, object size, object quantity and position of the object can be determined. Recently, successful applications of DL on semantic segmentation have increased and many models with different encoder-decoder architectures have been proposed. Examples of these models are Fully Convolutional Networks (FCN) [40], U-Net [41], SegNet [42], DeepLabv3 [43], DeepLabv3+ [44], etc. [45]. Many medical studies were carried out with these architectures. Khan, Yahya, Alsaif, Ali and Meriaudeau [46] evaluated and compared these FCN, SegNet, U-Net, and DeepLabV3+ models for segmentation of prostate T2W magnetic resonance imaging (MRI). At the end of the study, it was stated that the best segmentation was achieved with the DeepLabv3+ model.

While numerous AI applications have been developed to aid in the diagnosis of COVID-19 infection in clinical practice, there are unfortunately few studies on the semantic segmentation of CT and CXR images [47]. The main reason for this is that most of the COVID-19 datasets are for infection detection purposes only. However, over time, datasets such as [48-50] have been shared for segmentation purposes, these datasets provide label images in addition to medical images. Studies that perform segmentation using these datasets have started to increase recently. Oulefti, Aigawa, Trongtrikul and Kassah Laouar [51] evaluated a modified Local Contrast Enhancement method for automatic COVID-19 lung infection segmentation using CT scan images. Yan, Wang, Gong, Luo, Zhao, Shen, Shi, Jin, Zhang and You [52] proposed a 3D tailored CNN (COVID-SegNet) for automatic segmentation of the COVID-19 infection regions from CT images. Saeedizadeh, Mineae, Kafiez, Yazdani and Sonka [53] carried out a semantic segmentation to detect chest regions in CT images using an architecture similar to U-Net model. Wang, Deng, Fu, Zhou, Feng, Ma, Liu and Zheng [54] performed lung segmentation in chest CT images using the U-Net model to discriminate COVID-19 from non-COVID-19. The segmented 3D lung region was then fed into the 3D DL to detect the COVID-19 infectious. Chen, Wu, Zhang, Zhang, Gong, Zhao, Hu, Wang, Hu and Zheng [55] trained CT scans using U-Net++ to extract valid regions and predicted COVID-19 lesions. Ferdi, Benierbah and Ferdi [56] modified the U-Net model to segment chest CT scan images into ground-glass and consolidation. The encoder part of the U-Net model was replaced with the pre-trained EfficientNet-b0, EfficientNet-b1 and EfficientNet-b2 CNN models. As a result, the U-Net model with the EfficientNet-b2 encoder achieved 95.31% accuracy. Shamim, Awan, Mohd Zain, Naseem, Mohammed and Garcia-Zapirain [57] modified the U-Net model for diagnosing COVID-19 from CT images. They aimed to establish a connection between the encoder and decoder pipelines. In the developed model, they added complementary convolutional layers to the encoder and decoder pipelines and named this model ConvUnet. At the end of that study, the
authors stated that ConvUnet was more successful, achieving a diagnostic accuracy of 93.29%. Rajamani, Rani, Siebert, ElagiriRamalingam and Heinrich [58] aimed to diagnose COVID-19 from CT images by combining the semantic segmentation model with attention models. For this, the attention-augmented convolution network was integrated into the bottleneck of the U-Net encoder-decoder architecture. This new deep architecture was named Attention-augmented U-Net (AA-U-Net) and at the end of the study, AA-U-Net provided more successful classification.

Table 1
Sample numbers of classes in the COVID-19 Radiography Database.

| Class/Type          | COVID-19 | Normal | Viral Pneumonia |
|---------------------|----------|--------|-----------------|
| Number of Samples   | 219      | 1341   | 1345            |
| Total               | 2905     |        |                 |

Fig. 1. Sample images of the datasets used
(a) Sample COVID-19 Chest X-Ray Dataset CXR images and corresponding masks, (b) Sample COVID-19 Radiography Database scan images for each class (COVID-19, Normal, Viral Pneumonia).

Fig. 2. Block diagram of the proposed algorithm.
This study performs the diagnosis of COVID-19 from CXR images using CNN. Unlike most other studies, it does not directly give the raw images to the deep network for feature extraction, but instead gives the semantically segmented lung regions as input to the network. For the semantic segmentation of the lung regions, DeepLabV3+ is used, inspired by Ref. [46]. COVID-19 Chest X-Ray Dataset [50,59–61] is used for training the semantic segmentation network. After the training, the trained network is applied to viral, normal, and COVID-19 CXR images in the COVID-19 Radiography Database [26]. Then, image pre-processing is performed using the semantic lung masks and raw images. As a result, images containing only lung areas are obtained, and COVID-19 infection is detected with these images. Features for COVID-19 diagnosis are extracted with the modified AlexNet architecture and classification is performed with SVM. The classification success of the proposed method has been superior to previous studies in the literature. At the end of the study, the proposed method is compared with other successful studies. The contributions and differences of this study can be explained as follows:

1) While CT images are generally used for segmentation in other studies, in this study lung segments are semantically segmented from CXR images.
2) The suggested practice automatically segments the lungs on CXR images and provides an easy diagnosis. Since the diagnosis of infection was made only from lung fields, the results of the study are highly reliable.
3) High classification success is achieved for the diagnosis of COVID-19.

The organization of the article is as follows. Section 2 introduces the public datasets used in the proposed method. The proposed methodology is explained in detail in section 3. The proposed method, results and discussion are shared in section 4. In addition, in this section, comparisons with previous studies are made. Finally, section 5 concludes the proposed method.

2. Datasets

In this section, information is given about the COVID-19 Chest X-Ray
Dataset and the COVID-19 Radiography Database used in the proposed method.

2.1. COVID-19 chest X-Ray Dataset

This study uses COVID-19 Chest X-Ray Dataset [50, 59–61] to train the DeepLabV3+ network using CXR images. This dataset includes 6500 CXR images with pixel-level polygonal lung segmentations. Among them, there are 517 COVID-19 cases. There are two lung segmentation masks for each CXR image, including the posterior region behind the heart. Each of CXR images are in JSON format and contain information such as viral, bacterial and healthy of the image. Images labeled with COVID-19 also contain information such as age, temperature, sex, intubation status, etc. The lung segmentations in this dataset also include most of the area of the heart. Since the sources of the images are different, their resolutions and orientations differ. Some CXR images and corresponding masks of this dataset are shown in Fig. 1 (a).

2.2. COVID-19 Radiography Database

For the diagnosis of COVID-19, this proposed application uses a public database of CXR scan images [26]. The images in the dataset were created with the cooperation of different universities and many medical doctors. Three classes were specified for the CXR images in the dataset: Viral Pneumonia, Normal and COVID-19. The number of samples for each class in the dataset is given in Table 1.

The COVID-19 Radiology database was created by collecting samples from many different publications, as well as the Italian Society of Medical and Interventional Radiology (SIRM) COVID-19 Database [62] and Novel Corona Virus 2019 Dataset [63]. Fig. 1(b) shows a sample CXR image of each of the three classes in the COVID-19 Radiography dataset.

3. Proposed methodology

This section discusses the proposed methodology in detail. In this context, information is given about semantic segmentation of the lung, preprocessing to improve the semantic lung image, data augmentation and COVID-19 diagnosis applications. The flow diagram of the proposed method, including all the implementation steps, is given in Fig. 2. According to Fig. 2, the proposed method can be briefly explained as a methodology as follows: DeepLabV3+ network is trained using CXR and binary mask images in the COVID-19 Chest X-Ray Dataset. The trained DeepLabV3+ is fed with CXR images from the COVID-19 Radiography Database. Segmentation results are enhanced by image preprocessing steps. Then data augmentation and CNN + SVM-based classification are performed.

3.1. Training of DeepLabV3+ network for semantic lung segmentation

Segmentation of desired regions in the image is vital for AI. Because noises in the image, or areas that should not affect the diagnosis, may lead to incorrect diagnosis. These unwanted pixels affect the AI’s decision and negatively affect prediction reliability. Undoubtedly, the most successful methods for image segmentation are those that can perform segmentation semantically. In this way, the desired region is segmented based on pixels starting from its edges. In particular, CT and CXR scan images should be denoised or segmented before being fed to the AI algorithm. For example, a raw CXR image in the COVID-19 Radiography Database contains various noises during scanning, as seen in Fig. 3. This study segments the lung region semantically so that the prediction algorithm is not affected by these unnecessary noises and makes predictions only on the diseased area.

For detection of COVID-19 from a CXR image, the lung area included in the raw image is taken into account. Therefore, the DL network, which is fed with a scan image containing only the lung area, creates a more reliable system. The areas and positions of the lungs in the CXR images in the COVID-19 Radiography Database are not fixed or specific.
Therefore, each CXR image must be viewed individually to segment the lung area. However, there are 2905 images in the COVID-19 Radiography Database. Therefore, automatic segmentation of lung regions will provide great convenience. To achieve this, the DeepLabV3+, which is state-of-the-art algorithm in the semantic segmentation field, is used.

As a result of stride and pooling operations, there is a reduction in output size in traditional CNN networks. However, in semantic segmentation, the output size must be the same as the input. Therefore, traditional CNN models cannot generate semantic segmentation output. To overcome this limitation, DL models for semantic segmentation adopt the encoder-decoder structure. In this context, architectures such as U-Net, SegNet and DeepLabV3+ have been developed. U-Net adopts the technique of combining feature maps in encoder and decoder architectures. SegNet, on the other hand, keeps pooling indices in its encoder architecture. DeepLabV3+ [44], introduced by Google, applies parallel atrous convolutions (Atrous Spatial Pyramid Pooling (ASPP)) at different rates to capture information at different scales [64]. Fig. 4 shows the design of the DeepLabV3+ architecture. DeepLabV3+ has started to be used in the medical field as it proved that it is more successful than its other varieties (DeepLabV1, DeepLabV2 and DeepLabV3) and PSPNet [65] for semantic segmentation.

Since the architecture used is in a deep structure, a lot of data is needed for training. Since COVID-19 Chest X-Ray Dataset contains 6500 raw CXR images and masks in total, it is suitable for DL training. In the encoder part of the DeepLabV3+ structure, basic features are extracted from the CXR images. In the decoder stage, an appropriate size output is created according to the features extracted in the encoder. DeepLabV3+ supports network backbones such as Xception, ResNet, MobileNetV2. Our study uses ResNet18 as a backbone. After ResNet18, an ASPP module is used to aggregate multiscale contextual information. The decoder combines ResNet18 low-level features with upsampled deep level multiscale features extracted from ASPP. Lastly, it upsamples the combined feature maps to generate the final semantic segmentation results [66].

In practice, 6000 of 6500 images in the COVID-19 Chest X-Ray Dataset are reserved for training and the remainder for testing to train the DeepLabV3+ network. Since the dimensions of the raw images are different, all images are set to $224 \times 224 \times 3$. The raw images that have been resized are applied as an input to the DeepLabV3+ network for training. Table 2 shows the hyperparameter values set during the training phase. According to Table 2, the Mini Batch value is 60 and the optimization algorithm is Stochastic Gradient Descent with Momentum.
The parameter updating equation used for the SGDM optimization algorithm is shown in Eq. (1). The aim is to update these weights based on the error value called loss function \( E(\theta_l) \) and to reduce the error as the number of iterations increases. Therefore, in each iteration, the error value is sought in the negative gradient direction of the loss function with the learning rate steps. Meanwhile, the weights are updated with the backpropagation algorithm at every iteration. Momentum \( \gamma \) coefficient represents the relationship of the current weight value with the weight value in previous iteration.

\[
\theta_{l+1} = \theta_l - \alpha \nabla E(\theta_l) + \gamma (\theta_l - \theta_{l-1})
\]  

The graphic obtained as a result of the training performed with the parameters in Table 2 and the SGDM optimization algorithm is shown in Fig. 5. According to Fig. 5, training and testing accuracies are calculated as 98.1% and 95.82%, respectively. Since the trained network will be used for a different dataset, the number of training is much higher than the number of tests. In this way, a more robust network is created. After the training is completed, the mask images obtained as a result of applying some test images in COVID-19 Chest X-Ray Dataset to the trained DeepLabV3+ network are given in Fig. 6. Masks predicted as a result of semantic segmentation have been classified quite successfully. However, because of pixel-based classification, some pixels are classified incorrectly. Defective pixels are removed with the image preprocessing steps described in the next section.

3.2. Preprocessing of semantically segmented lung parts in the COVID-19 Radiography Database

In Fig. 6, as a result of applying some COVID-19 Chest X-Ray Dataset CXR test images to the DeepLabV3+ network, it is seen that some pixels are misclassified in the estimated mask images. This situation is the same for the mask to be created for COVID-19 Radiography Database CXR images, as seen in Fig. 7 (a). As a result of applying the trained DeepLabV3+ network to these CXR images, some lung image masks are perfectly predicted and some are predicted defectively.

For a successful diagnosis of COVID-19 with COVID-19 Radiography Database images, these defective pixels must be removed by image preprocessing. In addition, for the diagnosis of COVID-19, lung images obtained using mask images should be given to the feature extraction network. For this, the image preprocessing steps applied to the COVID-19 Radiography Database CXR images after semantic segmentation are...
shown in Fig. 7 (b). As seen in Fig. 7 (b), binary lung masks are generated from raw CXR images as a result of semantic segmentation. Pre-processing steps are applied to these mask images. Errors in the outputs of the DeepLabV3+ network are of two types: blobs in areas outside the lung and insufficient blobs inside the lung. The most common image processing steps can be used for these binary pixel errors. These steps are morphology, filtering and thresholding. After these steps, the blobs outside the lung are removed and the black pixels inside the lung are converted to white. As a result, noise in binary mask images is removed. In the last step, the raw image and the thresholding image are multiplied, so that only the raw lung parts are formed in the final image. This process is applied to all 3-class COVID-19 Radiography Database images and feature extraction and classification is performed using the obtained lung parts.

3.3. Data augmentation

It is necessary to have a large dataset for a successful prediction in DL applications. But, a large amount of data is not easily accessible for many fields. Therefore, many applications artificially augment data with a computer for robust classification. In this application, image rotation technique between −30 and +30 is applied (see Fig. 8). Because there are CXR images at different angles in raw images. Rotation is used to the COVID-19 class scan images that have fewer samples than others (see Table 1). As a result of the data augmentation, the number of samples in the COVID-19 class becomes 1225.

3.4. Deep feature extraction and classification

Fig. 9 summarizes the steps described in this section. The lung images obtained after the semantic segmentation and preprocessing steps performed in the previous sections are given to the modified AlexNet (mAlexNet) architecture for feature extraction. Prior to this, images are resized according to the AlexNet architecture (227 × 227 × 3). The input images given to the model are processed through various layers such as convolution, pooling (ex. Max-pooling), Rectified Linear Unit (ReLU) and features are extracted. The last fully connected layer, fc8, has been modified. fc8 layer has 100 output sizes. In this case, instead of 1000, 100 features are extracted from each semantically segmented image. Output layer size is set to three and the mAlexNet network is trained. In Table 3.

| Training Hyperparameters | Optimization Algorithm | Maximum Epoch | Mini Batch Size | Learning Rate (α) | Momentum (γ) |
|--------------------------|------------------------|---------------|-----------------|------------------|-------------|
| SGDM                     | 30                     | 166           | 0.001           | 0.95             |

Fig. 8. Rotation operation.

Fig. 9. Block diagram of deep feature extraction and classification steps.
total, 85% of 3911 (1341 + 1345 + 1225) images are used as the training and the remainder as a test. Training parameters are shown in Table 3. At the end of the training, the accuracy rate is calculated as 97.26%. Then the features extracted through the fc8 layer are given to the SVM for a more successful classification.

4. Results and discussion

Semantically segmented lung images are classified using features extracted via mAlexNet network. In order to test the performance of the proposed method, the classification results of the lung images determined as tests are analyzed in this section. Intel Core i7-7700HG CPU, NVIDIA GeForce GTX 1050, 16 GB RAM, 4 GB laptop are used in the experimental studies. The total training time is 760 s and the number of iterations is 600. However, this study only uses mAlexNet for feature extraction. SVM is used for a high classification accuracy. As a result, a success of 99.8% is achieved. The confusion matrix obtained as a result of the classification is shown in Fig. 10 (a). According to Fig. 10 (a), all of the samples with Normal and COVID-19 classes are classified correctly with the proposed method. Only one sample belonging to the Viral class was estimated as the Normal class. As a result, the average accuracy for Viral is 99.5%, while the diagnostic accuracy for Normal and COVID-19 classes is 100%.

\[
\text{Accuracy} = \frac{tp + tn}{tp + fp + fn + tn} \times 100
\]

\[
\text{Recall} = \frac{tp}{tp + fn}
\]

\[
\text{Specificity} = \frac{tn}{tn + fp}
\]

\[
\text{Precision} = \frac{tp}{tp + fp}
\]

\[
\text{F1-score} = \frac{2tp}{2tp + fp + fn}
\]

\[
\text{MCC} = \frac{(tp \times tn) - (fn \times fp)}{\sqrt{(tp + fn) \times (tn + fp) \times (tp + fp) \times (tn + fn)}}
\]

\[tp: \text{True Positive}\]
\[tn: \text{True Negative}\]
\[fp: \text{False Positive}\]
\[fn: \text{False Negative}\]

Apart from accuracy, different metrics are often used to interpret classification results. This study also calculates the recall (or sensitivity), specificity, precision, F1-score, kappa and Matthews Correlation Coef-
Different datasets. Another reason is the data augmentation steps possible. One reason is that the datasets are not uniform. Another reason is that the CNN structure also achieves similar success on all CXR images. However, this is not usually possible. One reason is that the datasets are not uniform. Another reason is that the parameter settings of the networks provide less success for different datasets. Another reason is the data augmentation steps applied in this study increased the data diversity, each augmented image is now artificial. As a result, the performance of the network is determined by many images that do not have real clinical data. This creates doubts about the results. In addition, the number and data diversity used in the study give important clues about the generalization capacity of the method. Considering these limitations, in future studies, data augmentation steps will not be used and the proposed method will be tested by mixing different datasets. In addition, different hyperparameter optimization techniques will be used to provide the optimum result for different datasets of the proposed deep network.

5. Conclusion

Early detection of the COVID-19 pandemic is crucial to ensuring early treatment and preventing the spread of the disease. Unlike studies that directly use raw CXR images, this study first semantically segments the lung from the raw images and then applies preprocessing steps to the segmented images. Semantic segmentation aims to segment the lungs in CXR images. As a result of feeding these images to the designed mAlexNet + SVM network, three-class CXR images are distinguished with 99.8% success. The study owes its success to successful lung segmentation. Previous studies often use raw images for feature extraction. The results show that this study outperforms previous state-of-the-art studies. The proposed application automatically classifies lung images for COVID-19 diagnosis after the semantic segmentation stage, without the need for any handcrafted feature extraction technique. Prediction with only lung images enables the feature extraction algorithm to obtain more reliable features. Because the features are extracted from the area where the disease is effective. Ultimately, the proposed method is fast and stable and helps expert radiologists as a decision support system. In this way, the workload of radiologists is reduced, misdiagnosis is prevented and early infection detection is provided.
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Table 5

| Previous Study          | Method                      | Accuracy (%) |
|-------------------------|-----------------------------|--------------|
| Wang et al. [68]        | DL                          | 92.30        |
| Gupta et al. [69]       | InstaConvNet-19             | 99.08        |
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