RESEARCH ARTICLE

A novel stochastic simulation approach enables exploration of mechanisms for regulating polarity site movement
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Abstract

Cells polarize their movement or growth toward external directional cues in many different contexts. For example, budding yeast cells grow toward potential mating partners in response to pheromone gradients. Directed growth is controlled by polarity factors that assemble into clusters at the cell membrane. The clusters assemble, disassemble, and move between different regions of the membrane before eventually forming a stable polarity site directed toward the pheromone source. Pathways that regulate clustering have been identified but the molecular mechanisms that regulate cluster mobility are not well understood. To gain insight into the contribution of chemical noise to cluster behavior we simulated clustering within the reaction-diffusion master equation (RDME) framework to account for molecular-level fluctuations. RDME simulations are a computationally efficient approximation, but their results can diverge from the underlying microscopic dynamics. We implemented novel concentration-dependent rate constants that improved the accuracy of RDME-based simulations, allowing us to efficiently investigate how cluster dynamics might be regulated. Molecular noise was effective in relocating clusters when the clusters contained low numbers of limiting polarity factors, and when Cdc42, the central polarity regulator, exhibited short dwell times at the polarity site. Cluster stabilization occurred when abundances or binding rates were altered to either lengthen dwell times or increase the number of polarity molecules in the cluster. We validated key results using full 3D particle-based simulations. Understanding the mechanisms cells use to regulate the dynamics of polarity clusters should provide insights into how cells dynamically track external directional cues.
Author summary

Cells localize polarity molecules in a small region of the plasma membrane forming a polarity cluster that directs functions such as migration, reproduction, and growth. Guided by external signals, these clusters move across the membrane allowing cells to reorient growth or motion. The polarity molecules continuously and randomly shuttle between the cluster and the cell cytosol and, as a result, the number and distribution of molecules at the cluster constantly changes. Here we present an improved stochastic simulation algorithm to investigate how such molecular-scale fluctuations induce cluster movement across the cell membrane. Unexpectedly, cluster mobility does not correlate with variations in total molecule abundance within the cluster, but rather with changes in the spatial distribution of molecules that form the cluster. Cluster motion is faster when polarity molecules are scarce and when they shuttle rapidly between the cluster and the cytosol. Our results suggest that cells control cluster mobility by regulating the abundance of polarity molecules and biochemical reactions that affect the time molecules spend at the cluster. We provide insights into how cells harness random molecular behavior to perform functions important for survival, such as detecting the direction of external signals.

Introduction

Cell migration, division, and differentiation require breaking the internal symmetry of the cell and establishing an axis of orientation. This symmetry breaking is referred to as polarity establishment. In eukaryotes, polarity establishment occurs as polarity factors, such as Rho-family GTPases, localize in a small region of the plasma membrane where they regulate the cytoskeleton to remodel cell morphology and generate motility [1]. In particular contexts, the polarity site can be highly dynamic. For example, migrating cells frequently change their direction of polarization as they navigate guided by changing environmental cues [2–4].

Polarity establishment has been well characterized in the budding yeast *Saccharomyces cerevisiae*. Yeast polarize in the contexts of budding and mating. The first step involves the clustering of the conserved master regulator of polarity, the Rho-GTPase Cdc42, at a site on the plasma membrane often referred to as the “polarity patch”. In the context of mating, detection of pheromone secreted by a potential mating partner can trigger polarization. However, the location of the initial polarity patch is inaccurate, and often misaligned with respect to the pheromone source [5,6]. The patch then relocates so that it is adjacent to a neighboring mating partner, allowing the two cells to fuse. Relocation of the polarity patch occurs in two stages. Initially the polarity patch is highly dynamic, rapidly assembling, disassembling, and moving along the cell membrane. In the next stage, Cdc42 organizes into a more concentrated patch with reduced mobility [5,6]. The initial rapid movement of the polarity patch is thought to be an exploratory phase to locate a mating partner. The remaining mobility of the patch during the second stage may be necessary to correct errors made during the exploratory phase. This view is supported by the observation that in experiments using externally imposed pheromone gradients, cells that did not polarize toward the gradient during the exploratory phase were able to reorient the polarity patch in the direction of the gradient [7–12]. Investigations combining experimental studies with mathematical modeling showed that actin-based vesicle delivery to the polarity patch is a key driver of patch movement during the second stage [7,13,14]. However, the mechanisms responsible for generating highly dynamic clustering during the exploratory phase and the transition to more stable polarity at the end of this stage are not well understood.
Recent studies revealed that the mobility of the polarity patch during mating is correlated with MAPK activity [5,6]. Pheromone-induced MAPK activity triggers polarization and drives changes in gene expression required for mating. During the early phases of mating when the polarity patch is highly mobile, MAPK activity is low. As the dynamic cluster of Cdc42 explores the membrane and relocates to a region near a mating partner, MAPK activity increases and the cluster of Cdc42 at the membrane becomes stable. Hegemann et al. [5] proposed that MAPK activity regulates patch mobility by inducing nuclear export of Cdc24, the GEF (activator) for Cdc42, thereby increasing Cdc42 activation at the membrane. They also proposed that stochastic fluctuations in the biochemical events underlying Cdc42 polarization drive the mobility of the cluster during the exploratory phase. The plausibility of the second claim was supported using a simple stochastic model for cell polarization adapted from [15]. Their mathematical formulation, however, did not address the mechanism for cluster stabilization.

To gain further insight into how chemical noise can induce cluster mobility and how cells can regulate cluster dynamics, we considered mechanistically detailed stochastic models of cell polarization. In a previous study, we used particle-based simulations to demonstrate that molecular-level fluctuations favor polarity establishment [16]. The stochastic simulations resulted in an extended parameter range over which polarity occurs and shorter times (1–5 min) for the emergence of a single polarity site in comparison to a deterministic reaction-diffusion version of the model. However, because particle-based simulations are computationally expensive, we were not able to address the stochastic behavior of the polarity patch over the time scales (10–100 min) associated with patch movement during yeast mating. Therefore, there is a need for efficient approximate methods that faithfully capture intrinsic fluctuations and allow simulations to be performed over biologically relevant time scales.

The reaction-diffusion master equation (RDME) provides an approximate method for describing stochastic reaction-diffusion dynamics. In this framework, space is discretized into a grid of volume elements which are assumed to be “well-stirred”. Within grid elements reactions occur with a propensity proportional to rate constants usually referred to as “mesoscopic rate constants”. This terminology is used to distinguish them from rate constants that appear in macroscopic chemical rate equations derived under the assumption of mass action kinetics. While solutions of the full RDME are typically difficult to achieve, computer simulations performed with an optimized version of the Gillespie algorithm can be used to efficiently generate realizations of the system’s spatiotemporal dynamics [17]. A limitation of the RDME approach is that it is challenging to find mesoscopic parameters that faithfully capture the underlying microscopic dynamics. Several modifications to the RDME approach have been developed to overcome this shortcoming. These improved methods rely on mesoscopic rate constants that take into account the finite size of the grid elements used to discretize space [18–20]. However, we demonstrate that even with these improvements, RDME-based simulations lose accuracy at the high molecular densities typical of the polarity system. To overcome this limitation, we derived concentration-dependent mesoscopic rate constants, extending the work of Yogurtcu et al [21]. We validated our approach in a 2D geometry by comparisons with particle-based simulations. We then applied our approach to study the effects of molecular-level fluctuations on the mobility of the polarity site in yeast. Key results were confirmed using full 3D particle-based simulations.

We found that molecular-level fluctuations can induce high mobility in Cdc42 clusters when clusters contain low numbers of the GEF for Cdc42 (the limiting polarity factor) and Cdc42 rapidly cycles between the cluster and the cytosol. Cluster stabilization was observed when GEF abundance increased or when the rate constant for association reactions between membrane-bound molecules increased. Accelerating such reactions stabilized clusters mainly
by increasing the dwell time of Cdc42 or GEF molecules at the polarity patch. Interestingly, increasing the rate constant for formation of the Cdc42-GEF complex produced a switch-like transition in patch dynamics, suggesting its regulation may underlie patch stabilization during yeast mating.

**Results**

**A. An improved approach for stochastic reaction-diffusion simulations**

**A.1. Background.** At the microscopic level, second-order reactions can be thought of as occurring in two steps. First, the two reactants must diffuse to close enough proximity for the reaction to occur. Second, after the reactants encounter one another, there may still be enthalpic and entropic barriers to overcome before the reaction can proceed. Second-order reactions are diffusion-limited when the “search” time for two reactants to encounter one another is substantially longer than the time for the reaction to proceed once the reactants are close enough to interact. Conversely, the reactions become reaction-limited when the diffusional search time is short in comparison to the reaction time.

Particle-based simulations that track the position of each molecule in the system provide a microscopic representation of chemically reacting systems (Fig 1A). Typically, in these simulations it is assumed that once the reactants meet, the reaction occurs instantaneously [22,23] or requires a single kinetic step to proceed [24–26] (see Methods for a discussion of microscopic models for second-order reactions). For the particle-based simulations presented here, we followed an implementation of the latter approach in which molecules react with a rate $\lambda$ when their separation is within an interaction radius $\rho$ [26]. Therefore, the microscopic parameters required for simulating second-order reactions are the diffusion coefficients for the reacting molecular species, $\rho$ and $\lambda$. Simulating first order reactions, such as the dissociation of molecular complexes, requires specifying a single rate constant for the reaction. For particular cases, mathematical expressions that relate the microscopic parameters to experimentally measured macroscopic rate constants (i.e., rate constants that appear in mass action kinetics) have been derived [21,24,26]. Such mathematical expressions can be used to parameterize particle-based simulations that are consistent with experimental measurements.

Microscopically-detailed, particle-based simulations are typically computationally expensive. Therefore, to reduce simulation times it is common to use an approximate description of the system based on the reaction-diffusion master equation (RDME). In this approach, space is discretized into a grid of volume elements and molecules are assumed to be “well-mixed” within the volume elements (Fig 1B). This is a mesoscopic description in the sense that the size of the grid elements is normally larger than the size of a molecule (microscopic scale), but still significantly smaller than the whole system (macroscopic scale). Molecules can jump to adjacent grid elements with a propensity proportional to the diffusion coefficient and reactions occur with a propensity proportional to the reactants’ abundances within the grid element and a mesoscopic rate constant $k_{\text{meso}}$. As the exact solution of the RDME can be difficult to obtain, realizations of the system are typically simulated with an efficient spatial version of the Gillespie algorithm [17].

A challenge with RDME simulations is determining parameters that produce results consistent with the underlying microscopic dynamics. This can be especially problematic when second-order reactions are diffusion-limited because simulation results can strongly depend on the grid spacing $h$ [27]. This issue was addressed recently through the derivation of mesoscopic rate constants in terms of microscopic parameters that ensure compliance with the microscopic kinetics in the limit of low molecular abundances [18–20]. Specifically, this approach considered a domain containing two diffusing molecules that undergo an association reaction. A mesoscopic rate constant is then derived using the requirement that the mean association
time for the mesoscopic description is equivalent to that of the microscopic representation (Fig 1C, Methods). Because this mesoscopic rate constant depends on $h$, it has been referred to as a “scale-dependent” rate constant. If the association reaction is reversible, a mesoscopic dissociation rate constant is computed by ensuring that the equilibrium behavior of the mesoscopic description is identical to that of the microscopic representation (Methods).

In Section A.2, we evaluate the scale-dependent mesoscopic rate $k_h$ derived in [19,20] by comparing simulations of simple reaction schemes using $k_h$ with results from particle-based simulations. We note that although $k_h$ yields accurate results at low concentrations, it shows significant deviations from particle-based simulations in scenarios with high molecular abundances. To address this issue, in Section A.3, we propose a concentration-dependent mesoscopic rate $k_c$ that produces accurate results over a broad range of concentrations. In Section A.4 we evaluate both $k_h$ and $k_c$ in a biochemical model for polarity establishment in yeast.

A.2. Evaluation of the scale-dependent mesoscopic rate $k_h$. We evaluated the scale-dependent mesoscopic rate $k_h$ [19,20] by considering two prototypical reactions: irreversible

---

**Fig 1.** Simulation of a bimolecular reaction using a particle-based method and the spatial Gillespie approach. In our particle-based simulations (A) molecules undergo a random walk in continuous space and discrete time intervals $\Delta t$. If a pair of reacting molecules are within a distance $\rho$, they can react with probability rate $\lambda$. In the spatial Gillespie approach (B), the domain is discretized using a grid, here with square elements of size $h$. Molecule jumps to adjacent grid elements and reactions take place within grid elements at random times. The propensity of a reaction within a grid element is proportional to the number of molecules ($n_A$, $n_B$) and a mesoscopic rate constant $k_{\text{meso}}$. (C) The scale-dependent mesoscopic rate $k_h$ ensures that the mean association time of two molecules in the reaction-diffusion master equation ($\tau_c$) matches an analogous microscopic representation ($\tau_R$). (D) A concentration-dependent mesoscopic rate constant is defined as $k_c = A_c / \tau_{Rc}$, where $A_c$ is the mean free area between molecules of the most abundant reactant in the grid element, estimated as $A_c = h^2 / \max(n_A, n_B)$, and $\tau_{Rc}$ is the mean association time calculated from a microscopic model of two molecules that react in a circular domain with area $\pi R_c^2 = A_c$. See Methods section for further details.

https://doi.org/10.1371/journal.pcbi.1008525.g001
association $A + B \rightarrow C$ and reversible association $A + B \leftrightarrow C$. A measure of the degree to which the reaction is controlled by diffusion is the dimensionless ratio $\lambda \pi \rho^2 / (D_A + D_B)$ where $D_A$ and $D_B$ are the diffusion coefficients of the A and B molecules respectively. For the results presented in this section, we set the value of this ratio to 50 to ensure the reactions are strongly controlled by diffusion. Because our goal is to model reaction and diffusion at the cell membrane, simulations are performed in a 2D domain with periodic boundary conditions.

To test the accuracy of $k_h$, we performed simulations in which either the size of computational domain was fixed and the molecular abundances varied (Fig 2A–2D) or the molecular abundances fixed and the size of the computational domain varied (S1 Fig). For each case, we present time series for the mean number of molecules of one of the reactants. At low reactant concentrations, simulations using $k_h$ are consistent with the microscopic dynamics as expected (Figs 2A and 2B and S1G–S1J) [19,20]. We observed small differences for the reversible reaction that may be attributed to differences in the assumptions used to derive $k_h$ and the method we used to perform particle-based simulations. At higher concentrations, however, the early kinetics of both the reversible and irreversible reactions showed significant deviations from the particle-based results (Figs 2C and 2D and S1A–S1F). At later times the deviations are reduced as the number of molecules decreases. We note that it is not possible to achieve higher accuracies by reducing the size of the grid elements, because for this parameter regime, it is not possible to calculate $k_h$ for $h$ smaller than $-5 \rho$ (Methods) [19,20].

We also computed timeseries of the standard deviation to quantify the fluctuations around the mean for each case in Fig 2A–2D (S2A–S2D Fig). This metric also showed agreement between spatial Gillespie simulations using $k_h$ and particle-based simulations at low concentrations, and increased deviations at high concentrations at early times. Overall, the mesoscopic approach using $k_h$ provides a good approximation to the microscale dynamics for irreversible and reversible diffusion-controlled reactions only if the density of reactants is low.

To understand why $k_h$ showed accurate results for systems with low abundances but loses accuracy at high concentrations, remember that $k_h$ was derived to reproduce the association time in a two-molecule system (Fig 1C, Methods). In a dilute system containing $n$ pairs of reacting molecules, the expected time for an association event is similar to that in a set of $n$ independent 2-molecule systems, and simulations using $k_h$ provide a good approximation of the kinetics. At high concentrations, however, molecules are more likely to associate with partners in their vicinity before diffusing over a significant portion of the spatial domain. Because the derivation of $k_h$ does not consider such multi-molecule effects, simulations lose accuracy at higher concentrations.

### A.3. A concentration-dependent mesoscopic rate $k_c$ improves accuracy at high concentrations.

As the concentration of reactants increases, the reaction rate becomes dominated by the time for reactants within the same grid element to react, as opposed to the time for two reactants to diffuse into the same grid element. Therefore, to improve accuracy at increased concentrations with diffusion-controlled reactions, we applied a mesoscopic rate constant $k_c$ that describes the kinetics within a grid element without assuming that the volume element is “well-stirred”. This mesoscopic rate constant considers that a molecule’s mean-free-path before reaction decreases with the concentration of its reacting partner. $k_c$ is defined as $A_c / \tau_{Rc}$, where $\tau_{Rc}$ is the mean association time for two molecules diffusing in a domain with area $A_c$, with this area taken as the mean free area between molecules of the more abundant reactant within the grid element (Fig 1D). As an estimate for $A_c$, we use the grid element area $h^2$ divided by the number of molecules of the more abundant reactant. We present a derivation for $k_c$ in the Methods section. This approach was inspired by the work of Yogurtcu et al [21], in which the authors estimated a concentration-dependent rate constant for spatially homogeneous
Fig 2. Comparison of spatial Gillespie simulations using the mesoscopic rates $k_h$ and $k_c$ with particle-based simulations. (A–D) Results for the mean number of species A from spatial Gillespie simulations using the mesoscopic rate $k_h$ with initial low abundance of reactants in (A, B) (total A = total B = 5, total C = 0 at t = 0) and initial high abundance (total A = total B = 5000, total C = 0 at t = 0) in (C–D). (E–H) show corresponding simulations to (A–D) but using the mesoscopic rate $k_c$. In all the simulations, the degree of diffusion control is $\lambda \pi \rho^2 / D = 50$, with $D_{tot} = 2D$ and $D = 0.0025 \mu m^2/s$, $\rho = 0.005 \mu m$ and $\lambda = 3183.1/s$. The size of the domain is $L = 1\mu m$. For the reversible reaction $A + B \rightarrow C$, the microscopic dissociation rate constant $k_{dc}^{micro}$ is 1/s in (B, F), and 10/s in (D, H).

https://doi.org/10.1371/journal.pcbi.1008525.g002
systems. In our simulation approach, $k$ depends on the local concentration and therefore it changes in space and time as the system evolves.

For the case of reversible second-order reactions, a concentration-dependent mesoscopic dissociation rate $k_c^d$ is estimated in a similar way as for $k_h^d$. That is, the equilibrium behavior of a two-species system in the mesoscopic representation is matched to that of the microscopic formulation for a pair of molecules diffusing in a domain with area $A_c$ (Methods).

Even though $k_c$ was derived to provide accurate results at high concentrations, it maintained accuracy for low molecular abundances in the reaction $A + B \rightarrow C$ (Figs 2E and S1G–S1J). In the reversible reaction $A + B \leftrightarrow C$, simulations showed deviations that decreased with smaller grid element size $h$ (Fig 2F). At high molecular abundance, $k_c$ showed increased accuracy compared to $k_h$ in both irreversible and reversible reactions (compare Fig 2C, 2D, 2G and 2H, also see S1A–S1F Fig). The increase in accuracy using $k_c$ was also observed in the fluctuations around average concentrations (S2C, S2D, S2G and S2H Fig).

A.4. Evaluation of mesoscale simulations in a model of the yeast polarity circuit. It is known that the RDME approach can generate anomalous behavior due to numerical artifacts from using a finite grid [28]. Therefore, we compared results from the mesoscale rates $k_h$ and $k_c$, and particle-based simulations, in a reaction-diffusion model for polarity establishment in budding yeast adapted from [29] (Fig 3A). Central to this biochemical network is the Rho-GTPase Cdc42. Cdc42 can exist in an inactive (GDP bound) form Cdc42D that shuttles between the membrane and the cytosol, and an active (GTP bound) form Cdc42T that localizes to the cell membrane. Deactivation occurs as Cdc42 hydrolyzes GTP into GDP, a process accelerated by GTPase activating proteins (GAPs). GAP activity is considered implicitly using a pseudo-first order deactivation rate constant. The activation of Cdc42 is catalyzed by the guanine nucleotide exchange factor Cdc24 (GEF) that binds Cdc42D and facilitates the exchange of GDP for GTP. GEF molecules can shuttle between membrane and cytosol, and at the membrane they activate Cdc42. Once GEF binds Cdc42D, it activates the Rho-GTPase and dissociates from the resulting Cdc42T in a single step. There is positive feedback in the levels of active Cdc42 because Cdc42T can bind a GEF molecule forming a complex Cdc42T-GEF that can activate neighboring Cdc42D molecules. In this model Cdc42T can recruit both membrane-bound and cytosolic GEF molecules. In the following simulations, membrane and cytosol are represented as coincident 2D square domains. What distinguishes the membrane and cytosol are the diffusion coefficients for the molecular species in each domain. The parameters were adapted from a 3D macroscopic model [13,29] into a 2D microscopic representation (Methods) and are presented in Table 1.

Particle-based simulations initialized with all Cdc42 and GEF molecules randomly located in the cytosol evolved into a polarized distribution of total Cdc42T (Cdc42T and Cdc42T-GEF) at the membrane (Fig 3B) [16]. At early times, small fluctuations in the levels of Cdc42T are amplified by positive feedback reactions resulting in growing clusters of the active Rho-GTPase (Fig 3B 10 s). Several clusters can form that compete for polarity factors in the cytosol until just one cluster remains (Fig 3B, 60 s — 120 s). The remaining cluster grows, depleting polarity factors in the cytosol, until a steady state is reached when the inward and outward fluxes of molecules to the cluster balance (Fig 3B 120 s — 300 s).

In Fig 3C and 3D we present snapshots of representative mesoscopic simulations using the scale-dependent ($k_h$) and concentration-dependent ($k_c$) rates, respectively. To facilitate comparison with particle-based simulations, spatial pseudo-coordinates for each molecule were obtained by randomly sampling within the grid element containing the molecule. Mesoscopic simulations using both $k_h$ and $k_c$ reached a steady-state polarity cluster (Fig 3C and 3D 300 s) with a size comparable to that of the particle-based simulation in Fig 3A. There were differences, however, in the time evolution of polarization between the different methods. The
simulation using \( k_h \) took longer to evolve into a single polarity cluster, while the simulation using \( k_c \) polarized faster compared to the particle-based approach. We note that these simulations were run using a grid element \( h = 5 \rho \) which corresponds to the finest grid possible using \( k_h \).

To quantify the dynamics of polarization we measured clustering of total Cdc42T with the function \( H(r) \) (Fig 3B lower panels) [16,30,31] (Methods). \( H(r) \) has the desired properties that \( H(r) = 0 \) for a random distribution of molecules, and for a clustered distribution, \( H(r) \) shows a maximum at a value \( r = r_{\text{max}} \) which provides a measure of the cluster size. \( H(r) \) showed a maximum at \( r = 1.1 \mu m \) that increased over time (Fig 3B lower panels). We therefore chose \( H(r = 1.1 \mu m) \) as a metric for polarization. We note that quantifying clustering with max \( H(r) \) does not qualitatively change the results. In Fig 4A we show the time evolution of the mean of \( H(r = 1.1 \mu m) \) over different realizations for the different simulation methods. The shading indicates standard deviation to illustrate the variability in polarization dynamics. At early times, simulations using \( k_h \) matched particle-based simulations but showed deviations at later times, taking longer to polarize. On the other hand, simulations using \( k_c \) displayed overall faster polarization than the other methods. By defining the polarization time as the moment when the standard deviation stabilizes, it is apparent that simulations using \( k_b \) have a longer
Table 1. Model parameters. For reactions, the values listed are for microscopic rate constants. For second-order reactions, the corresponding λ values can be calculated from Eqs 2 or 26, depending on the type of reaction. The parameters k_h, k_c, k_i and k_f used in spatial Gillespie simulations are computed from Eqs 8, 13, 16 and 19, respectively. The parameters for the 3D model correspond with the 2D parameters, except when they have been scaled to account for dimensionality (Methods). Both 2D and 3D particle-based simulations were performed using Smoldyn [22,23].

| Description | Param. | 2D Model | 3D Model |
|-------------|--------|----------|----------|
| GEF_m → GEF | k_{1a} | 0.1 s⁻¹ | 0.07522 μm s⁻¹ |
| GEF_m → GEF_c | k_{1b} | 10 s⁻¹ | 10 s⁻¹ |
| Cdc42D_m + GEF_m → Cdc42T | k_{2a} | 0.002 μm² s⁻¹ | 0.002 μm² s⁻¹ |
| Cdc42T → Cdc42D_m | k_{2b} | 0.63 s⁻¹ | 0.63 s⁻¹ |
| Cdc42D_m + Cdc42T-GEF → Cdc42T | k_{3} | 0.07 μm² s⁻¹ | 0.07 μm² s⁻¹ |
| GEF_m + Cdc42T → Cdc42T-GEF | k_{4a} | 0–2 μm² s⁻¹ | 0–2 μm² s⁻¹ |
| Cdc42T-GEF → GEF_m + Cdc42T | k_{4b} | 10 s⁻¹ | 10 s⁻¹ |
| Cdc42D_c → Cdc42D_m | k_{5a} | 4 s⁻¹ | 3.009 μm² s⁻¹ |
| Cdc42D_m → Cdc42D_c | k_{5b} | 6.5 s⁻¹ | 6.5 s⁻¹ |
| GEF_c + Cdc42T → Cdc42T-GEF | k_{6} | 0.2 μm² s⁻¹ | 0.15 μm² s⁻¹ |
| Cdc42D_c + Cdc42T-GEF → Cdc42T | k_{7} | 0.5 μm² s⁻¹ | 0.376 μm² s⁻¹ |
| Diffusion coefficient in cytoplasm | D_{cyto} | 100 μm² s⁻¹ | 10 μm² s⁻¹ |
| Diffusion coefficient on membrane | D_{membrane} | 0.0045 μm² s⁻¹ | 0.0045 μm² s⁻¹ |
| Membrane surface area | A_m | 64 μm² | 64 μm² |
| Total Cdc42 | Cdc42 | 5000 molecules | 5000 molecules |
| Total GEF | GEF | 15–700 molecules | 15–700 molecules |
| Membrane thickness | Δz | 0.0083 μm | 0.0083 μm |
| Cell volume | V_c | 48.144 μm³ | 48.144 μm³ |
| Membrane volume | V_m | 0.53 μm³ | 0.53 μm³ |
| V_m/V_c | μ | 0.011 | 0.011 |
| Reactive radius | ρ | 0.02 μm | 0.02 μm |

https://doi.org/10.1371/journal.pcbi.1008525.t001

Stochastic simulation of polarity site relocation

Table 1. Model parameters. For reactions, the values listed are for microscopic rate constants. For second-order reactions, the corresponding λ values can be calculated from Eqs 2 or 26, depending on the type of reaction. The parameters k_h, k_c, k_i and k_f used in spatial Gillespie simulations are computed from Eqs 8, 13, 16 and 19, respectively. The parameters for the 3D model correspond with the 2D parameters, except when they have been scaled to account for dimensionality (Methods). Both 2D and 3D particle-based simulations were performed using Smoldyn [22,23].

The time of polarization (240 s) compared to particle-based simulations (180 s), while using k_c results in faster polarization (130 s).

We further characterized the simulation approaches by looking at the steady state behavior for different amounts of available GEF molecules (Fig 4B). While particle-based simulations lost polarity at GEF amounts of around 300 molecules, mesoscopic simulations using k_h polarized for GEF abundances of around 100, showing polarization in a regime where the microscopic simulations do not spontaneously polarize. On the other hand, mesoscopic simulations using k_c showed polarization for GEF amounts greater than 400, failing to polarize at a value of 400 GEF where the microscopic approach shows polarization.

As the mesoscopic simulations with both k_h and k_c presented in Fig 4A and 4B showed discrepancies with respect to particle-based simulations, we sought to obtain more accurate results by reducing the grid element size, which so far was set to h = 5p. We were able to do this only for simulations with the concentration-dependent rate k_h, because for the parameters of the model, k_h cannot be computed for grid elements smaller than 5p (see Methods). For h = 2.5p we observed a significant improvement in accuracy using k_h both in the dynamics of polarization (Fig 4C) and in the equilibrium behavior for different values of the number of GEF molecules (Fig 4D).

The increase in accuracy using h = 2.5p came with a cost of ~5X increase in computation time with respect to simulations using h = 5p. Particle based simulations, on the other hand, were ~10X more computationally expensive with respect to mesoscopic simulations using h = 5p. We note that particle-based simulations were performed with the highly optimized simulation platform Smoldyn [22,23], whereas mesoscopic simulations were run using our own custom written C code, which has not been optimized for computational performance.
In summary, we found that the mesoscopic rate \( k_c \) provided more accurate results than \( k_h \) in simulations of elementary reactions at high concentrations. During simulations of the polarity model, both high and low concentrations of reactants can exist simultaneously. Therefore, it is harder to definitively establish which mesoscopic rate provides a better description of the system. We favor the concentration-dependent rate \( k_c \) for several reasons: 1) it shows more accurate results at the higher concentrations found in the polarity site, 2) it does not artificially generate polarization in parameter regimes where particle-based simulations do not polarize (although it fails to show polarization for some parameters where the particle-based simulations do polarize), and 3) \( k_c \) allows the use of smaller grid elements producing increased accuracy.

B. Mechanisms regulating mobility of the polarity site

B.1. Requirements for high patch mobility. When yeast cells are presented with pheromone from a potential mating partner, Cdc42 forms dynamic clusters that explore the membrane for 10–100 min before stabilizing in a region close to the pheromone source [5,6]. Therefore, we sought to determine if intrinsic fluctuations are sufficient to explain patch mobility.

Fig 4. \( k_h \) and \( k_c \) are benchmarked against particle-based simulations by looking at polarization dynamics and equilibrium. (A) Time evolution of the clustering of total active Cdc42 from simulations of the polarity model in Fig 3A with parameters in Table 1. We contrast results from particle-based simulations and the spatial Gillespie approach using either \( k_h \) or \( k_c \) and a grid element size \( h = 5p \). Clustering at a particular timepoint is quantified as the mean of \( H(r = 1.1\mu m) \) over 30 simulations. Uncertainty intervals are computed as mean ± standard deviation and presented as a shaded region enveloping the mean. (B) Clustering at equilibrium from simulations in (A) for different values of the total amount of GEF. The clustering at equilibrium is computed as the mean of \( H(r = 1.1\mu m) \) between 250s and 300s. The box plots were generated with the clustering at equilibrium from 30 simulations. (C) and (D) are corresponding figures to (A) and (B) respectively, the only difference is that the spatial Gillespie simulations are run with \( h = 2.5p \) and using only \( k_c \) as \( k_h \) cannot be computed for such \( h \) in this model (see Methods).
mobility by performing spatial Gillespie simulations using our new concentration-dependent mesoscopic rate constants for bimolecular reactions.

To assess patch mobility, we tracked the centroid of the distribution for active Cdc42 over time (Fig 5A). However, with our initial parameterization (Table 1), the patch did not move significantly over a 60 min time interval. It has been suggested that the amount of GEF in the cytosol strongly regulates cluster dynamics [5]. In previous modeling studies, GEF abundances ranged from 500–2000 molecules [13,29,32,33]. These studies primarily focused on situations where the patch was stable. However, immediately following exposure to pheromone, when the polarity clusters are highly mobile, it is possible that the amount of available GEF is significantly smaller. Therefore, we ran simulations with GEF levels of 700 molecules and fewer. To quantify patch movement, we computed the mean squared displacement (MSD) of the patch centroid over time and used these values to estimate an effective diffusion coefficient $D_{\text{patch}}$ (Fig 5B). As anticipated, decreasing GEF abundance increased patch mobility, but the system lost polarity at moderate GEF levels ($\approx$ 450 molecules) before patch movement increased substantially. Therefore, we investigated if varying any of the rate constants would allow the system to polarize at lower GEF abundances. After testing all the reactions in the model (S3 Fig), we observed that the following modifications allowed the system to polarize with low GEF abundances (100 or fewer molecules): 1) decreasing the rate constant $k_{2b}$ for Cdc42T deactivation, 2) decreasing the rate constant of dissociation of the Cdc42T-GEF complex $k_{4b}$, 3) increasing the rate constant $k_{5a}$ for membrane binding of cytosolic Cdc42D and 4) increasing the rate constant $k_{6}$ for association of Cdc42T with cytosolic GEF to form the Cdc42T-GEF complex. We computed patch mobility in simulations where both $k_{2b}$ and $k_{5a}$ were modified, (Fig 5C and 5D) and where $k_{6}$ was increased (Fig 5E and 5F), because these changes resulted in polarization down to 15 GEF molecules. Interestingly, as the total GEF abundance was decreased, only increasing $k_{6}$ generated highly mobile patches (compare Fig 5D and 5F which are representative realizations from the points indicated by the red arrows in Fig 5C and 5E).

The rate constant $k_{6}$ governs the direct recruitment of cytosolic GEF to the patch through complex formation with Cdc42T. This reaction can occur rapidly, because diffusion in the cytosol is fast compared to diffusion in the membrane. Another potentially fast reaction not considered in the model is the recruitment of cytosolic Cdc42D directly to the patch. In cells, most inactive Cdc42 molecules are found in the cytosol bound to GDI proteins that hold them in their inactive state. In our original model, for a cytosolic Cdc42D molecule to be activated it must first be inserted in the membrane, a step implicitly representing dissociation from the GDI protein. Once at the membrane Cdc42D has to laterally diffuse to react with a GEF. However, prior work has suggested that GEFs may displace Rho-GTPases from their GDI proteins [34,35]. Based on this observation, we updated our model to include a reaction where Cdc42T-GEF recruits and activates cytosolic Cdc42D (Fig 5G). An analogous reaction was included in a model for polarization by Klunder et al. (2013). Using a rate constant comparable to the one employed by Klunder et al. and maintaining the original values of the other rate constants, we observed a highly mobile patch at low GEF abundances (Fig 5G and 5H). Our results suggest that direct recruitment of fast diffusing cytosolic polarity factors to the patch promotes mobility of the polarity cluster.

To gain further insight into mechanisms that generate a dynamic patch, we investigated several different patch properties. We first observed that the models shown in Fig 5C and 5G, which have substantially different patch mobility at low GEF abundance (replotted in Fig 6A on a log-log scale as “High mobility” and “Low mobility” models), have nearly identical amounts of active Cdc42 and Cdc42T-GEF complex, and the fluctuations in the abundance of these species were also similar between the two models (S4 Fig). However, the dwell time of
Fig 5. Direct recruitment of polarity factors to the patch enables highly mobile clusters. (A) Snapshots of the distribution of total active Cdc42 over a 1hr simulation. The black dot in each frame is the centroid of the polarity cluster, and the green dot is the centroid when the polarity cluster first formed. (B) Diffusivity of the centroid of the polarity patch ($D_{\text{patch}}$) as a function of the total amount of GEF molecules in the simulations. $D_{\text{patch}}$ was obtained from the mean squared displacement (MSD) of the patch centroid by fitting the equation $\text{MSD}(\Delta t_i) = 4D_{\text{patch}}\Delta t_i^\beta$ to the data, where $\Delta t_i$ is a particular time interval, and $\beta$ reflects the degree of anomalous diffusion. (C) Patch diffusivities as a function of total GEF for simulations where $k_{5a}$ has been decreased by a factor of 1/16 and $k_{2b}$ has been increased by a factor of 10 relative to the parameters in Table 1. For these simulations $\beta \approx 1$. (D) Snapshots from a representative simulation in (C) as indicated by the red arrow. (E) Patch diffusivities as a function of total GEF for simulations where $k_6$ has been increased to either 1 $\mu m^2/s$ or 50 $\mu m^2/s$. With $k_6 = 1 \mu m^2/s$ polarization is lost when the number of GEFs is below 200. With $k_6 = 50 \mu m^2/s$ the simulations show polarization at even lower GEF amounts, in this case, $\beta$ varied between 0.85 and 1. (F) Snapshots from a representative simulation in (E) as indicated by the red arrow. (G) Patch diffusivities as a function of total GEF after adding Reaction 7 to the model. $\beta$ values were $\approx 0.85$ for the two data points with highest mobilities, and close to 1 for the other points. (H) Snapshots from a representative simulation in (G) as indicated by the red arrow. Error bars for patch centroid diffusivities are standard errors from the least-squares fit used to compute $D_{\text{patch}}$. 

https://doi.org/10.1371/journal.pcbi.1008525.g005
Cdc42T was shorter in the high mobility model, indicating a faster cycling of Cdc42 between the cluster and the cytosol as compared to the low mobility model (Fig 6B). We also observed that patches with high mobility appeared to show larger spatial fluctuations in the distribution of active Cdc42 (Fig 6C), as compared to the low mobility case (Fig 6D).

Fig 6. Cluster mobility correlates with fast distribution fluctuations and short dwell times of Cdc42T. Comparison of a "Low mobility" model (from Fig 5C) and a "High mobility" model (from Fig 5G). (A) Patch centroid diffusivities, (B) dwell time of Cdc42T at the cluster, (C) Snapshots of the lateral profile of the concentration of total Cdc42T molecules for the High mobility model and (D) Low mobility model. (E) Coefficient of variation of the distribution of total Cdc42T molecules, $CV_{patch}$ (see Methods), as a function of the number of total GEF molecules. (F) Patch centroid diffusivity as a function $CV_{patch}$ for the Low mobility and High mobility models. Error bars for patch centroid diffusivities are standard errors from the least-squared fit used to compute $D_{patch}$. For all other quantities, the error bars are the standard deviation from estimations in 5 independent simulations.

https://doi.org/10.1371/journal.pcbi.1008525.g006

Cdc42T was shorter in the high mobility model, indicating a faster cycling of Cdc42 between the cluster and the cytosol as compared to the low mobility model (Fig 6B). We also observed that patches with high mobility appeared to show larger spatial fluctuations in the distribution of active Cdc42 (Fig 6C), as compared to the low mobility case (Fig 6D).
6D). We quantified spatial fluctuations in the Cdc42T distribution by computing the coefficient of variation $CV_{\text{patch}}$ (see Methods) and observed that this quantity strongly correlates with $D_{\text{patch}}$ (Fig 6E). These results suggest that patch mobility is correlated with spatial fluctuations in the Cdc42T distribution, rather than fluctuations in the abundance of Cdc42T or its GEF. Furthermore, low GEF abundance and rapid Cdc42 cycling between the cluster and the cytosol are required for high patch mobility.

### B.2. Potential mechanisms for regulating polarity cluster dynamics.

During mating, the polarity site transitions from being highly mobile to a more stable state. Therefore, we investigated mechanisms that would allow regulation of patch movement. We note that increasing $k_6$ or adding Reaction 7 in our original model enabled highly mobile clusters at low GEF abundances, but reversing such modifications eliminates polarization instead of stabilizing the patch (see for example Fig 5E, $k_6 = 1 \mu m^2/s$). We therefore systematically evaluated how all other reactions affect patch mobility in a model that included Reaction 7, which we refer to as the updated model (Figs 7A–7C, S5 and S6). We found that the following reactions robustly modulate cluster mobility: activation of Cdc42D by GEF ($k_2a$), activation of Cdc42D by Cdc42T-GEF ($k_3$) and association of Cdc42T with GEF ($k_4a$). We note that these reactions all involve the association between two membrane-bound molecules.

To investigate the role of $k_2a$, $k_3$ and $k_4a$ in stabilizing the polarity site, we systematically varied the GEF abundance and one of these rates, while setting the other two equal to zero in the cases of $k_3$ and $k_4a$ or a very small value in the case of $k_2a$ (a minimal value is required to start Cdc42 activation) (Fig 7A–7C). We found that increasing $k_4a$ was most effective at reducing patch mobility as it stabilizes the patch at lower values of the rate constant and a wider range of GEF abundances compared to $k_2a$ and $k_3$. To understand why varying $k_4a$ produced a more dramatic effect on patch mobility, we quantified the amounts and dwell times of Cdc42T and GEF at the patch as a function of $k_2a$, $k_3$ and $k_4a$ (Fig 7D–7I). Increasing any of the three rates produced a modest increase in Cdc42, but only increasing $k_4a$ produced a substantial increase in GEF at the patch (Fig 7D–7F). On the other hand, increasing $k_2a$ and $k_3$ lengthened the dwell time only of Cdc42, while increasing $k_4a$ extended the dwell time only of GEF (Fig 7G–7I). These results suggest that $k_2a$ and $k_3$ stabilize the patch mainly by prolonging the residence time of Cdc42 at the patch, while $k_4a$ reduces cluster mobility by trapping GEF at the patch and increasing its abundance.

Because $k_4a$ had the largest effect on patch mobility, we studied the effects of varying this parameter using the original set of parameter values in the updated model. Setting $k_4a$ equal to zero resulted in an increase of more than an order of magnitude in patch mobility for low GEF abundances (Fig 8A). Increasing $k_4a$ with GEF = 100 resulted in an abrupt change in cluster mobility around a value of 0.003 $\mu m^2/s$ (Fig 8B), in agreement with the results seen using the reduced values of $k_2a$ and $k_3$ in Fig 7C. After this sharp decrease, the mobility of the patch gradually increased with increasing $k_4a$ and appeared to plateau as the reaction becomes diffusion-limited.

### C. Validation through 3d particle-based simulations

So far, all our results have been obtained using 2D simulations with periodic boundary conditions and assumed the only difference between the membrane and cytosol is the rate at which molecules diffuse. However, real yeast cells are 3D objects with distinct membrane and cytosolic compartments. Therefore, to ensure our results remained valid in 3D, we used Smoldyn [22,23] to perform particle-based simulations on a sphere, translating 2D parameters to 3D as described in the Methods. Because varying $k_4a$ had the largest effect on patch mobility, we
chose to validate these results. In agreement with our 2D simulations, low values of $k_{4a}$ produced a mobile polarity patch and patch mobility decreased rapidly with increasing values of this rate constant (Fig 9A). Quantifying patch movement as a function of $k_{4a}$ in the 3D simulations produced similar trends as results from the 2D spatial Gillespie simulations (Fig 9B). We note, however, that in the 3D particle-based simulations, the transition from a mobile to static patch appears to take place at a slightly higher values of $k_{4a}$ (between 0.005 and 0.01 $\mu m^2/s$), and for each value of $k_{4a}$, $D_{patch}$ is higher, in comparison with the 2D spatial Gillespie simulations. The good agreement between the full 3D and approximate 2D simulation results

Fig 7. Association reactions at the membrane stabilize clusters by trapping polarity factors at the patch. Patch centroid diffusivity ($D_{patch}$) as a function of the total number of GEF molecules and $k_{2a}$ (A), $k_{3}$ (B), $k_{4a}$ (C). The size of the dots reflects the magnitude of $D_{patch}$ as indicated in the legend at the right. For each case, the value of the other two rate constants is shown above the panel. (D-F) The amounts of Cdc42 and GEF at the patch are quantified as the total Cdc42T (black) and Cdc42T-GEF (blue) respectively for the corresponding points enclosed by dashed boxes in (A-C). (G-I) Dwell times at the patch of Cdc42T (black) and GEF (blue) for the corresponding points enclosed by dashed boxes in (A-C) (see Methods for details). Error bars are the standard deviation from estimations in 10 independent simulations.

https://doi.org/10.1371/journal.pcbi.1008525.g007
validates the use of the more computationally efficient 2D simulations to investigate dynamics of the polarity patch. These results also provide further support for a mechanism for stabilizing the polarity patch by increasing the rate at which membrane-bound GEF and Cdc42T associate.

**Discussion**

How cells relocate polarity clusters at the cell membrane during different tasks such as migration [36,37], growth [38,39], sporulation [40] and mating [5,41] is a fundamental question that has not been fully understood. By means of computational modeling, we investigated how molecular noise can be exploited to promote lateral mobility of polarity clusters and how cells can regulate cluster mobility. We focused on dynamic polarization observed during the early stages of mating in budding yeast. When haploid cells are presented with pheromone from
potential mating partners, the Rho-GTPase Cdc42 forms highly dynamic clusters that move across the membrane and stabilize in the direction of an adjacent cell of the opposite mating type.

Fig 9. 3D particle-based simulations recapitulate 2D spatial Gillespie simulations results from Fig 8. (A) Snapshots of 3D particle-based simulations for different values of $k_{4a}$. Cdc42T molecules are shown as red dots on a spherical surface representing the cell membrane. Rate constants are estimated from the ones used in Fig 8B as described in the Methods. Parameters are presented in Table 1. (B) Patch centroid diffusivity as a function of $k_{4a}$ for 3D particle-based simulations (red) with GEF = 100. For comparison we also show results from 2D spatial Gillespie simulations in Fig 8. Error bars are standard errors from the least-squared fit used to compute $D_{\text{patch}}$. 

https://doi.org/10.1371/journal.pcbi.1008525.g009
Efficient and accurate stochastic simulations
To investigate the effect of molecular-level fluctuations on cluster mobility, we performed stochastic simulations of the biochemical network of Cdc42 polarization in yeast. Stochastic effects are most accurately captured using particle-based (microscopic) simulations [16,22,23,42–44] or a convergent reaction-diffusion master equation [45]. However, the long-time scales associated with the movement of the polarity site make the use of such simulations computationally prohibitive to perform extensive investigations. We therefore used less accurate, but more computationally efficient simulations based on the spatial Gillespie method. Despite improvements on the accuracy of spatial Gillespie simulations [18–20], we found that simulations lost accuracy in the diffusion-limited regime at high molecular concentrations. To increase the accuracy of such simulations, we implemented concentration-dependent mesoscopic rate constants building on ideas from Yogurtcu et al [21]. An alternative approach that could also provide accurate and computationally efficient results is using hybrid microscopic-mesoscopic simulations [46–51], for example coupling a microscopic formulation of the cell membrane with a mesoscopic representation of the cytosol. Such methods, of course, imply higher implementation complexity.

Highly dynamic clusters
Relocation of polarity clusters has commonly been explained via negative feedback mechanisms [52]. Negative feedback reactions can destabilize positive-feedback driven clusters resulting in travelling waves [36], or oscillations where the clusters disappear and reappear at different locations of the membrane [41,53]. Directed vesicle delivery is also a form of negative feedback that dilutes the polarity cluster and induces wandering motion [7,13,14]. Here, we document how biochemical noise can induce relocation of polarity clusters without an explicit negative feedback mechanism. Essential for noise-driven cluster motion are low abundances of limiting polarity factors and fast cycling of polarity factors between the cluster and the cytosol. Fast cluster-cytosol cycling can be promoted by reactions where polarity factors are directly recruited to the cluster.

Regulation of cluster dynamics
During yeast mating, stabilization of highly mobile clusters has been attributed to increased cytosolic levels of the polarity factor Cdc42, the Cdc42 GEF, as pheromone induced MAPK activity triggers its nuclear export [5]. Besides increased GEF abundance, our study suggests that accelerating the kinetics of second-order reactions at the membrane involved in the activation of Cdc42 can stabilize highly dynamic clusters. Increasing the rate constants of such reactions seem to stabilize a mobile cluster by lengthening the abundance and dwell time of polarity factors at the patch. Interestingly, modulating the rate constant of one such reaction, association of membrane-bound Cdc42 and GEF, produced a switch-like transition from a mobile to a stable polarity patch. The Cdc42-GEF interaction, therefore, is a likely target of pheromone induced signaling during regulation of polarity cluster dynamics. Interestingly, this interaction, which in yeast cells is bridged by the scaffold protein Bem1, is thought to be regulated in another context involving cell-cycle control [54].

Further evidence highlights the importance of biochemical events taking place at the cell membrane, and properties of the cell membrane itself in the regulation of polarity cluster dynamics. In fission yeast cells, which also display mobile patches in the early stages of mating, cluster dynamics is known to be under the control of a GAP (Cdc42 inactivator molecule) that localizes at the cell membrane [55]. During spore germination of fission yeast, initial uniform growth is associated with highly dynamic Cdc42 clusters. Upon rupture of the outer spore
wall, the clusters stabilize into a single cluster in the direction where rupture takes place, giving rise to directed growth [40]. Other studies have documented that membrane tension [56] and membrane curvature [57,58] can influence cluster stability. Additional mechanisms that may be used by cells to regulate biochemical events at the membrane and control cluster dynamics include crowding of signaling molecules [59,60], restricting the diffusion of molecules with cytoskeletal barriers [11,61,62] and confining molecules into high affinity subdomains [63].

In summary, our results demonstrate the power of using accurate and efficient mesoscopic simulations to inform more detailed, but computationally costly, particle-based simulations. Our studies also provided considerable insight into the mechanisms used by cells to harness random molecular behavior and regulate the dynamic properties of their polarity sites.

Methods

Spatial Gillespie simulations
In this coarse-grained approach, space is discretized into grid units, and the state of the system is given by the number of molecules of each species in each grid unit. The system evolves continuously in time according to the reaction-diffusion master equation, which is the spatial extension of the chemical master equation for well-mixed systems. We simulated individual realizations with the Next Subvolume method [17] which is an efficient implementation of the spatial version of the stochastic simulation algorithm [64]. We ran simulations on a square domain of size $L$ discretized with a Cartesian mesh with grid element size $h$. In the spatial Gillespie algorithm, diffusion is treated as a reaction that results in a molecule transitioning from its current location to a neighboring grid unit. If there are $n$ molecules of a given species in a particular grid unit, the propensity $k_{\text{jump}}$ for one of those molecules to transition to a neighboring grid unit is $n D/h^2$, where $D$ is the diffusion coefficient. In 2D, there are 4 neighbor cells and the total propensity of jump is $4 n D/h^2$. The reaction propensities within a grid unit are estimated in the same way as the well-stirred Gillespie algorithm [64]. For example, the propensity of a second-order reaction for the association of the species A and B, is computed as $k_{\text{meso}} n_A n_B/h^2$ where $k_{\text{meso}}$ is the mesoscopic rate constant and $n_A$ and $n_B$ are the numbers of molecules A and B in the particular grid unit. The difference in the versions of the spatial Gillespie methods we use here are the different ways in which $k_{\text{meso}}$ is computed.

Microscopic models for reacting particles
There are two common and related models for describing bimolecular reactions at the microscopic level, we refer to them as the Smoluchowski model [24], and the $\lambda\rho$ model [25,26]. Both consider diffusing molecules as particles undergoing Brownian motion, but they differ in how they describe reactions. The Smoluchowski model represents reacting molecules as solid spheres that can react when separated exactly by a distance $\sigma$. In this model a molecule A will react with probability rate $k_{\text{micro}}[B]_\sigma$, where $[B]_\sigma$ is the concentration of its reactive partner B at the reactive distance $\sigma$. In the $\lambda\rho$ model, reacting molecules are considered point-particles that react with probability rate $\lambda$ when they are separated by a distance equal or less than $\rho$.

Both formalisms provide expressions for the macroscopic rate constant $k$ in terms of the microscopic parameters for 3D systems [24,26]. In the limit where $4\pi\sigma D \gg k_{\text{micro}}$ (Smoluchowski model) or $D \gg \lambda \rho^2$ ($\lambda\rho$ model), where $D = D_A + D_B$ is the sum of the diffusion coefficients of A and B, known as the reaction-limit, $k = k_{\text{micro}}$ and $k = 4\pi\rho^3\lambda/3$ in the Smoluchowski and $\lambda\rho$ models respectively. In the opposite limit, when reactions take place immediately when the molecules meet (diffusion-limit), the corresponding equations are $k = 4\pi\sigma D$ and $k = 4\pi\rho D$. 

In 2D there are no general closed form expressions relating macroscopic and microscopic rate constants. However, in the reaction-limit, which in 2D requires $D \gg k_{\text{micro}}$ in the Smoluchowski model or $D \gg \lambda \rho^2$ in the $\lambda-\rho$ model, macroscopic rate constants can be approximated as $k = k_{\text{micro}}$ and $k = \pi \rho^2 \lambda$, respectively. For diffusion-limited reactions macroscopic rates are not well defined and depend on local concentrations [21].

Because it is easier to implement, we followed the $\lambda-\rho$ formalism and treated particle-based simulations based on this description as the ground truth. However, because the derivations of $k_h$ and $k_c$ make use of the Smoluchowski model, to compare particle-based and RDME simulations we take $\sigma = \rho$ and used an approximate relation between $\lambda$ and $k_{\text{micro}}$. To obtain this relation we formulated a microscopic rate equation for the probability rate that a molecule A reacts when there is a B molecule within a distance $\rho$:

$$\lambda = k_{\text{micro}} [B]_\rho,$$

and defining $[B]_\rho = 1/(\pi \rho^2)$ in 2D we obtain:

$$k_{\text{micro}} = \lambda \pi \rho^2.$$

### The scale-dependent mesoscopic rate constant $k_h$ in a 2D system

To account for the fact that, in the RDME setting, the encounter time of two molecules, and therefore, the reaction time, diverges as the grid element size decreases, Hellander et al. [19] derived a mesoscopic rate constant $k_h$ using the condition that the mean association time for two molecules diffusing in a specified domain in the RDME representation is equivalent to the exact result for a microscopic description following the Smoluchowski approach.

The mean association time $\tau_{\text{micro}}$ for two molecules diffusing on a domain with area $A$ in the microscopic formulation can be estimated from [18]. Assuming that one molecule diffuses on a circular domain with reflective boundary conditions and radius $R$ such that $\pi R^2 = A$, and the other is static at the center of the domain:

$$\tau_{\text{micro}} = \frac{\pi R^2}{k_{\text{micro}}} [1 + \alpha F(v)]$$

with

$$F(v) = \frac{\ln(1/v)}{(1 - v^2)^2} \left( \frac{3 - v^2}{4(1 - v^2)} \right),$$

$$v = \frac{\rho}{R},$$

where $\rho$ is the reactive radius and the parameter $\alpha$ is defined as:

$$\alpha = \frac{k_{\text{micro}}}{2\pi D},$$

where $D$ is the sum of the diffusion coefficients of the two molecules.

The mean association time in the mesoscopic formulation $\tau_{\text{meso}}$ is estimated for a square domain of length $L$ with square grid units of length $h$ [19] as:

$$\tau_{\text{meso}} = \frac{L^2}{2\pi D} \log \left( \frac{L}{h} \right) + \frac{0.1951 L^2}{4D} + \frac{L^2}{k_{\text{meso}}},$$

$k_h$ is the mesoscopic rate constant that ensures that $\tau_{\text{meso}} = \tau_{\text{micro}}$ provided that $L^2 = \pi R^2$. This
leads to the following expression for \( k_h \):

\[
k_h = k_{\text{micro}} \left[1 + \frac{k_{\text{meso}}}{D} G\right]^{-1}
\]

(8)

where

\[
G = \frac{1}{2\pi} \log\left(\frac{h}{\sqrt{\pi \rho}}\right) - \frac{1}{4} \left(\frac{3}{2\pi} + 0.1951\right).
\]

(9)

Note that \( k_h \) can be computed only if:

\[
1 + \frac{k_{\text{micro}}}{D} G > 0.
\]

(10)

This implies a lower bound on \( h \):

\[
h > \sqrt{\pi e} \left(\frac{3}{2\pi} + 0.1951\right) \rho.
\]

(11)

When \( h \) is below this bound, there is not \( k_h \) for which the equality \( \tau_{\text{meso}} = \tau_{\text{micro}} \) holds.

**Mesoscopic dissociation rate \( k_h^d \)**

The mesoscopic dissociation rate constant is derived so that the steady state concentrations of a reversible second-order reaction of a two-molecules system are the same in the mesoscopic and microscopic formulations [20]. The steady state is characterized by the ratio of the average unbound time to the total time, which can be computed as the ratio of the mean rebinding time to the sum of the mean rebinding time and the mean dissociation time. Therefore, the condition to be satisfied is:

\[
\frac{\tau_{\text{rebind}}_{\text{meso}}}{\tau_{\text{rebind}}_{\text{meso}} + \tau_{d}^{d}_{\text{meso}}} = \frac{\tau_{\text{rebind}}_{\text{micro}}}{\tau_{\text{rebind}}_{\text{micro}} + \tau_{d}^{d}_{\text{micro}}}.
\]

(12)

The mean rebinding time in the mesoscopic simulation \( \tau_{\text{meso}}^{\text{rebind}} \) was shown to be \( L^2/k_{\text{meso}} \) and a good approximation for the mean rebinding time in the microscopic formulation \( \tau_{\text{micro}}^{\text{rebind}} \) in the 2D disk domain is \( L^2/k_{\text{micro}} \). The mean dissociation times in the mesoscopic (\( \tau_{\text{meso}}^{d} \)) and microscopic (\( \tau_{\text{micro}}^{d} \)) formulations are respectively \( 1/k_{\text{meso}}^{d} \) and \( 1/k_{\text{micro}}^{d} \). After replacing \( k_{\text{meso}} \) and \( k_{\text{meso}}^{d} \) by \( k_h \) and \( k_h^{d} \), the equilibrium condition then reduces to:

\[
k_h^{d} = \frac{k_{\text{micro}}^{d}}{k_{\text{micro}}}.
\]

(13)

**Mesoscopic concentration-dependent rate constant \( k_c \)**

The mesoscopic rate constant \( k_c \) aims to provide accurate results in systems with high concentrations relative to the space discretization. In this case, several reacting molecules are often found together in a grid element. Therefore, reaction rates are dominated by the time it takes for molecules to react once they are in the same grid element and it is reasonable to ignore the time for molecules to diffuse into the same grid unit.

Let us consider a grid element containing a single A molecule and one or more of its reacting partner B at a concentration \([B]_{\text{e}}\). In this scenario we define \( k_c \) via the mesoscopic rate equation:

\[
k_c[B]/h = 1/\tau_{\text{RC}}.
\]

(14)
where \( \tau_{Rc} \) is the mean reaction time. To account for the fact that at higher \([B]_h\) the mean-free-path before reaction is shorter (and therefore, so is the reaction time), \( \tau_{Rc} \) is approximated as the mean association time of two molecules diffusing on a domain with area \( A_c = \frac{h^2}{n_B} \) where \( n_B \) is the number of B molecules in the grid element. The time \( \tau_{Rc} \) is computed using Eq 3 with:

\[
R = R_c = \sqrt{\frac{A_c}{\pi}},
\]

(15)

Taking \([B]_h = \frac{h^2}{n_B} = 1/A_c\) and replacing in Eq 14 we get:

\[
k_c = k_{\text{micro}} \left[ 1 + \alpha F \left( \frac{F}{R} \right) \right]^{-1},
\]

(16)

where the function \( F \) and the constant \( \alpha \) are defined in Eqs 4 and 6.

For crowded situations where \( R_c \leq \rho \), we set \( k_c = k_{\text{micro}} \). Although technically there is not a lower bound on \( h \), for realistic simulations \( h \) should be greater than \( \rho \).

In the more general case where there can be more than one A or B molecules in the grid element we get:

\[
A_c = \frac{h^2}{\max(n_A, n_B)},
\]

(17)

where \( \max(n_A, n_B) \) is the number of the most abundant reactant within the grid, and \( k_c \) is computed from Eq 16 using:

\[
R_c = \sqrt{\frac{h^2}{\pi \max(n_A, n_B)}},
\]

(18)

**Mesoscopic dissociation rate** \( k_c^d \)

We estimate the mesoscopic dissociation rate \( k_c^d \) in a similar way as described above for a two-molecule system (Eqs 12 and 13) under the assumption that the pair of molecules diffuse on a domain with area \( A_c \):

\[
k_c^d = k_{\text{micro}} \frac{k_c}{k_{\text{micro}}},
\]

(19)

**2D particle-based simulations**

The simulations performed to benchmark our methods (Fig 2) were carried out using our own custom written software. All particle-based polarity simulations (2D and 3D) were performed using Smoldyn [22,23]. In all particle-based simulations used the \( \lambda-\rho \) approach for second-order reactions. While this is not the default scheme in Smoldyn, which typically approximates the original formulation of Smoluchowski model where reacting molecules always react upon contact, the software also admits \( \lambda-\rho \) parameters as described below.

In these particle-based simulations space is continuous and time is discretized in intervals \( \Delta t \). Molecules are considered point particles and their Brownian motion is simulated with the Euler-Maruyama method: If \( x(t), y(t) \) are the position coordinates of a given particle at time \( t \) moving in a 2D domain, the position coordinates at time \( t + \Delta t \) are calculated as:

\[
x(t + \Delta t) = x(t) + Z \sqrt{2D_m \Delta t},
\]

(20)
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The page contains mathematical equations and text discussing stochastic simulation of polarity site relocation. The equations include:

\[ y(t + \Delta t) = y(t) + Z_j \sqrt{2D_m\Delta t} \]

where \( Z_i \) and \( Z_j \) are independent random numbers drawn from a standard normal distribution, and \( D_m \) is the diffusion coefficient. Every time step, the new positions of all the particles are calculated.

Bimolecular reactions occur with probability \( P = 1 - \exp(-\lambda \Delta t) \) during a time interval \( \Delta t \), when two reactants are within a distance \( \rho \) (the reaction radius). This probability is approximated as \( P \approx \lambda \Delta t \) for small \( \Delta t \). For simulations with Smoldyn we input to the software the probability \( P \).

First-order reactions in our custom made simulations (Fig 2), occur during a time interval \( \Delta t \) with probability \( P_i = 1 - \exp(-k_i \Delta t) \), which can be approximated as \( P_i = k_i \Delta t \) for small \( \Delta t \), where \( k_i \) is the reaction rate constant. For simulations performed with Smoldyn we only input the rate constant.

In our custom-made simulations (Fig 2), when a dissociation event for two molecules in a complex occurs, one molecule is set at the position previously occupied by the complex and the second is placed at distance \( \rho + \epsilon \) apart from the first. \( \epsilon \) is a small number just to ensure reactants will not be within a reactive distance the next simulation time step, and the orientation of the second molecule is chosen randomly from a uniform distribution. For simulations with Smoldyn, dissociation reactions are handled with the software default routines, but we specify the separation distance after dissociation as \( \rho + \epsilon \).

Simulations of simple reversible and irreversible reactions (Fig 2) were performed with \( \Delta t \approx (0.1 \rho)^2/(4D_{tot}) \) with \( D_{tot} = 2D_m \). This ensures a root mean squared displacement < 0.1\( \rho \) over a simulation time-step resulting in accurate results at the expense of computational resources. The parameters of such simulations are given in the captions of the corresponding figures.

In the polarity simulations we used \( \Delta t = (\rho)^2/(4D_{cyto}) \) after observing similar results with preliminary simulations using smaller time steps. In this case, the root mean squared displacement over a simulation time-step for cytosolic components is \( \rho \), and it is less than \( \rho \) for membrane components since \( D_{cyto} >> D_{membrane} \).

The parameters for the polarity establishment model are given in Table 1. We present the reaction parameters as microscopic rate constants \( k_{micro} \). For second-order reactions, the input to Smoldyn is the reaction probability \( P = \lambda \Delta t \), and \( \lambda \) is related to \( k_{micro} \) as \( \lambda = k_{micro}/\pi \rho^2 \) according to Eq 2.

Reactions of the polarization model:

- \( \text{GEF}_c \rightarrow \text{GEF}_m \) \hspace{2cm} R-1a
- \( \text{GEF}_m \rightarrow \text{GEF}_c \) \hspace{2cm} R-1b
- \( \text{GEF}_m + \text{Cdc42D}_m \rightarrow \text{GEF}_m + \text{Cdc42T} \) \hspace{2cm} R-2a
- \( \text{Cdc42T} \rightarrow \text{Cdc42D}_m \) \hspace{2cm} R-2b
- \( \text{Cdc42T-GEF} + \text{Cdc42D}_m \rightarrow \text{Cdc42T-GEF} + \text{Cdc42T} \) \hspace{2cm} R-3
- \( \text{Cdc42T} + \text{GEF}_m \rightarrow \text{Cdc42T-GEF} \) \hspace{2cm} R-4a
- \( \text{Cdc42T-GEF} \rightarrow \text{Cdc42T} + \text{GEF}_m \) \hspace{2cm} R-4b
- \( \text{Cdc42D}_c \rightarrow \text{Cdc42D}_m \) \hspace{2cm} R-5a
- \( \text{Cdc42D}_m \rightarrow \text{Cdc42D}_c \) \hspace{2cm} R-5b
- \( \text{Cdc42T} + \text{GEF}_c \rightarrow \text{Cdc42T-GEF} \) \hspace{2cm} R-6
- \( \text{Cdc42T-GEF} + \text{Cdc42D}_c \rightarrow \text{Cdc42T-GEF} + \text{Cdc42T} \) \hspace{2cm} R-7

In the above reactions, \( \text{GEF}_c \) and \( \text{GEF}_m \) are cytosolic and membrane bound GEF, respectively. \( \text{Cdc42D}_c \) and \( \text{Cdc42D}_m \) are cytosolic and membrane-bound inactive Cdc42 (Cdc42-GDP), respectively. Cdc42T is membrane-bound active Cdc42 (Cdc42-GTP). Cdc42T-GEF is the membrane-bound complex of Cdc42T and GEF.
Rate constants for the 2D stochastic polarization model

The rate constants for the 2D model in Fig 3A, presented in Table 1, were adapted from [13] which is a modified version of the model in [29]. That model is based on deterministic reaction-diffusion equations and is therefore a macroscopic representation. On the other hand, our stochastic simulations are parameterized with microscopic rate constants. For first-order and second-order reaction-limited reactions, the macroscopic rate constants from the model in [13] can be used directly in our simulations. However, for 2D diffusion-influenced reactions the conversion is more complicated [16]. For the purposes of this work, we used the macroscopic rate constants in [13] as a first approximation for the microscopic parameters and explored the effects of varying the rate constants over several orders of magnitude.

While the cell cytosol is a 3D compartment, in our 2D simulations the cytosol and the membrane are juxtaposed two-dimensional domains. This is a computationally efficient representation that neglects cytosolic gradients perpendicular to the membrane since, diffusion at the cytosol is fast compared to the timescale of reactions. To obtain equivalent rate constants for this purely 2D system we scaled cytosolic concentrations in the rate equations in [13] as:

$$[C_c]^{3D} = \frac{V_c}{A_m} [C_c]^{2D},$$ (22)

where $[C_c]^{3D}$ is the molar concentration of the cytosolic component $C_c$ in the original equations, $[C_c]^{2D}$ is the concentration of $C_c$ in the 2D cytosol, $V_c$ is the volume of the cell cytosol and $A_m$ is the membrane area.

In [13], concentrations at the membrane are expressed in molar units assuming that the membrane was a volumetric compartment with thickness $\Delta z$. We therefore also scaled concentrations of species at the membrane as:

$$[C_m]^{2D} = \Delta z [C_m]^{3D},$$ (23)

where $[C_m]^{2D}$ is the concentration of the membrane-bound species $C_m$ in units of mass/area, and $[C_m]^{3D}$ is the molar concentration of $C_m$. From the scaled reaction-diffusion equations we obtain the scaled 2D reaction rate constants $k^{2D}$ in terms of the rate constants $k^{3D}$ in [13]:

- Rate constants for first-order reactions that involve a transition from the cytosol to the membrane (R-1a and R-5a) are scaled as:

  $$k^{2D} = k^{3D} \frac{\Delta z A_m}{V_c} = k^{3D} \eta.$$ (24)

- Second-order rate constants for reactions taking place at the membrane (R-2a, R-3, R-4a) are scaled as:

  $$k^{2D} = k^{3D} \frac{1}{\Delta z}.$$ (25)

- Second-order rate constants for reactions in which a cytosolic species reacts with a membrane-bound species (R-6, R-7) are scaled as:

  $$k^{2D} = k^{3D} \frac{A_m}{V_c}.$$ (26)
The rate constants for first-order reactions in which the reactant and the product are bound to the membrane (R-2b and R-4b) are unchanged.

Reactions 1b and 5b are the reverse of reactions 1a and 5a respectively, and to obtain the 2D rate constants it is necessary to multiply the corresponding volumetric rate constants by a factor of $1/\eta$. However, that factor cancels out with a factor of $\eta$ present in the reaction-diffusion equations used in [13,29], which takes into account the difference between the cytosol volume and the effective volume of the membrane. Therefore, $k_{1b}$ and $k_{5b}$ are unchanged.

The resulting 2D rate constants are presented in Table 1 using molecules as the unit of mass and $\mu$m as the unit of length.

We note one significant difference between the model parameters used here, and those used by McClure et al. We used a smaller number of total Cdc42 molecules based on the work of Watson et al. [65]. For our particle-based simulations, we used a smaller reaction radius $\rho$ than in our previous publication [16] to make this value closer to the size of the reacting proteins. This modification reduced the rate of Cdc42 activation, affecting polarization. To compensate for this effect, we increased the rate constants of Reactions 5a, 5b and 6 by a factor of 10.

### 3D particle-based simulations

3D simulations were performed using Smoldyn [22,23]. Membrane-bound species diffuse on the surface of a sphere with radius $R$ and cytosolic components diffuse within the interior of the sphere. The parameter values used in the particle-based 3D simulations are given in Table 1. They correspond with the 2D parameters except when they have been converted to account for differences in the system dimensionality as described below.

The reaction rate constants were obtained from the 2D model. Rate constants for reactions that take place exclusively in the membrane do not need to be modified. These are Reactions 1b, 2a, 2b, 3, 4a, 4b and 5b.

The rate constants for reactions in which a cytosolic species binds the membrane or a membrane-bound molecule (Reactions 1a, 5a, 6, and 7) are estimated from the 2D model using the scaling introduced in the Methods subsection "Rate constants for the 2D stochastic polarization model" ignoring the factor $\Delta z$. With that scaling these 3D rate constants are obtained by multiplying the corresponding 2D rate constants by the factor $V_c/A_m$.

Although we report the microscopic rate constant for all reactions, we parameterized second-order reactions within Smoldyn, providing the probability of reaction $P$ during a time-step $\Delta t$ when the separation of reactants is within $\rho$, approximated as $P = \lambda \Delta t$, for small $\lambda \Delta t$. For reactions where both reactants are at the membrane, the relation between $\lambda$ and $k_{\text{micro}}$ is the same as in the 2D simulations (Eq 2).

For second-order reactions where a cytosolic molecule reacts with a membrane-bound molecule and the product is at the membrane (Reactions 6, 7) $\lambda$ is expressed in terms of $k_{\text{micro}}$ as:

$$\lambda = k_{\text{micro}} \frac{3}{2 \pi \rho^3}. \quad (27)$$

This follows from an expression equivalent to Eq 1 for the probability rate that a membrane bound molecule $A^m$ reacts with a cytosolic molecule $B^c$ located within a distance $\rho$:

$$\lambda = k_{\text{micro}} [B^c]_\rho, \quad (28)$$

where $[B^c]_\rho = 3/(2\pi \rho^3)$ is the concentration of a molecule in a half sphere of radius $\rho$. 
Quantification of clustering with $H(r)$

Before introducing the function $H(r)$ let us consider some typical metrics to quantify molecules aggregation. We first introduce the pair-wise molecule density $n(r)$:

$$
 n(r) = \frac{\sum_{i=1}^{N} m_i(r)}{N},
$$

where $m_i(r) \Delta r$ is the number of molecules between distance $r$ and $r + \Delta r$ from molecule $i$ and $N$ is the total number of molecules. In a 2D domain with area $A$, if molecules are uniformly distributed, $n(r)$ should converge to $n_{\text{unif}}(r) = 2 \pi r (N-1) / A$. The pair-wise correlation function $g(r)$, commonly used in physics, can be computed as $g(r) = n(r) / n_{\text{unif}}(r)$, so that $g(r) = 1$ for a uniform distribution of molecules. Alternatively a distribution of pair-wise distances $P(r)$ can be obtained normalizing $n(r)$ by the $N-1$ comparisons involved in the calculation of each $m_i(r)$ [31],

$$
 P(r) = \frac{n(r)}{N-1} = \frac{\sum_{i=1}^{N} m_i(r)}{N(N-1)}
$$

For a uniform distribution of molecules $P_{\text{unif}}(r) = 2 \pi r / A$.

The $H(r)$ function quantifies the difference between the cumulative distribution function $\int_0^r P(r')dr'$ (sometimes referred to as the Ripley’s K function) from the system of interest and the case with uniformly distributed molecules. In 2D, $H(r)$ is defined as:

$$
 H(r) = \sqrt{\frac{A}{\pi}} \int_0^r P(r')dr' - r.
$$

With this definition $H(r) = 0$ if the molecule distribution has no structure (uniformly distributed) since $\int_0^r P_{\text{unif}}(r')dr' = \frac{2r}{\pi}$. Also, $H(r) < 0$ indicates dispersion and $H(r) > 0$ indicates clustering or aggregation. Furthermore, the value of $r$ where $H(r)$ is maximum provides an estimate of the cluster length-scale [30].

Mean squared displacement (MSD) and effective polarity cluster diffusivity ($D_{\text{patch}}$)

After a polarity cluster has formed, the distribution of active Cdc42 is translated to the center of the domain to reduce border effects, and the centroid of the distribution is recorded every 1min. The centroid of the patch is calculated accounting for the toroidal geometry of the domain resulting from the periodic boundary conditions. The mean squared displacement (MSD) for a particular time interval $\Delta t_i$ is computed from all centroid trajectories over time intervals of length $\Delta t_i$ from multiple simulations. We discarded centroid jumps over the domain boundary by breaking trajectories containing jumps larger than a maximum jump $max_{\text{jump}}$ into sub-trajectories containing only jumps smaller than $max_{\text{jump}}$. We empirically set $max_{\text{jump}} = 6 \mu$m from visual inspection of centroid trajectories. Each MSD curve is obtained from 50 simulations of 1hr each except for S4 Fig where we used 5 simulations. The effective diffusivity of the polarity cluster ($D_{\text{patch}}$) can be obtained by fitting the equation $\text{MSD} = 4D_{\text{patch}} \Delta t_i^\beta$ to the MSD data, where $\Delta t_i$ is a particular time interval, and $\beta$ reflects the degree of anomalous diffusion. In practice we took logarithms to the data and fit the equation $\log(\text{MSD}) = \log(4D_{\text{patch}}) + \beta \log(\Delta t_i)$ using only the first data points that showed a linear behavior in a log-log plot. The MSD during the smallest interval computed (1min) reflects rapid variations in the position of the centroid within the polarity cluster and do not contribute to the long scale displacement of the distribution (see for example Fig 5B). We therefore subtracted
MSD(1min) to all MSD data before estimating $D_{\text{patch}}$. MSDs in the 3D particle-based simulations were computed from geodesic displacements of the cluster on the spherical surface.

**Coefficient of variation of the distribution of active Cdc42T: CV$_{\text{patch}}$**

$CV_{\text{patch}}$ was computed as a weighted average over space of the local coefficient of variation over time of the amount of Cdc42T. The average over space is weighted by the mean local abundance of Cdc42T:

$$CV_{\text{patch}} = \frac{\sum_A CV_j^T (\text{Cdc42T})^T}{\sum_A (\text{Cdc42T})^T}.$$  \hspace{1cm} (32)

Here $CV_j^T$ is the mean divided by the standard deviation over a time interval $T$ of the amount of Cdc42T at location $j$. $<\text{Cdc42T}>^T_j$ is the average amount of Cdc42T at location $j$ over a period of time $T$. The space average is computed over the whole simulation domain (A) as Cdc42T is mainly located at the polarity site. The time averages are computed over a short period $T = 1$ min to ensure the mean distribution of Cdc42T does not relocate significantly. One estimation of $CV_{\text{patch}}$ is obtained from a single simulation that has reached steady state with samples taken every second to compute time averages. In Fig 6G and 6H we plotted the mean and standard deviation (error bars) from 5 independent measurements of $CV_{\text{patch}}$.

**Dwell times at the patch**

To compute the dwell time of Cdc42 at the patch, we introduced in the model additional tagged Cdc42 species (Cdc42$_{m\text{tagged}}$, Cdc42T$_{\text{tagged}}$, Cdc42T$_{\text{tagged}}$-GEF) that have the same behavior as the untagged versions, except that if Cdc42$_{m\text{tagged}}$ jumps from the membrane to the cytosol it converts into untagged Cdc42D$_c$. Simulations are initialized with no tagged species, and are run until the distribution of polarity factors reaches steady state. At this point, Cdc42$_{m\text{tagged}}$, Cdc42T, Cdc42T-GEF are converted into the tagged versions in a region surrounding the polarity patch and we record the decay in the amount of the tagged molecules. The same idea is used to estimate the dwell time at the patch of GEF (introducing GEF$_{m\text{tagged}}$ and Cdc42T-GEF$_{\text{tagged}}$). For Cdc42, we ignored the initial rapid decay coming from membrane detachment of inactive Cdc42. The dwell time at the patch is obtained by fitting an exponential decay function to the data. We reported the mean and standard deviation (error bars) from 10 or 30 independent measurements of the dwell time.

**Supporting information**

**S1 Fig.** Spatial Gillespie simulations of the reactions $A+B \rightarrow C$ and $A+B \leftrightarrow C$ using the mesoscopic rates $k_b$ and $k_c$ benchmarked against particle-based results for different domain sizes. We present the mean total number of species A as a function of time. The domain sizes are $L = 0.4 \mu m$ (A, B), $0.8 \mu m$ (C, D), $1.6 \mu m$ (E, F), $3.2 \mu m$ (G, H) and $6.4 \mu m$ (I, K). Initial molecule abundances are $A = B = 2000$, $C = 0$. In all the simulations, the degree of diffusion control is $\lambda \rho^2/D_{\text{tot}} = 50$, with $D_{\text{tot}} = 2D$ and $D = 0.0025 \mu m^2/s$, $\rho = 0.005 \mu m$ and $\lambda = 3183.1/s$, with $D_{\text{tot}} = 2D$ and $D = 0.0025 \mu m^2/s$. $h = 5\rho$ and the number of grid elements is $N^2 = (L/h)^2$. For the reversible reaction (B, D, F, H, K), the microscopic dissociation rate constant $k_{\text{d micro}}$ is 10/s.

(TIF)

**S2 Fig.** Fluctuations around the mean for spatial Gillespie simulations of the reactions $A + B \rightarrow C$ and $A + B \leftrightarrow C$ using the mesoscopic rates $k_b$ and $k_c$ are compared particle-based
The mean as a function of time is shown in Fig 2 of the main text. We present the standard deviation of total number of species A as a function of time. (A-D) show spatial Gillespie simulations using the mesoscopic rate $k_h$ with initial low abundance of reactants in (A,B) (total A = total B = 5, total C = 0 at t = 0) and initial high abundance (total A = total B = 5000, total C = 0 at t = 0) in (C-D). (E-H) show corresponding simulations to (A-D) but using the mesoscopic rate $k_c$. In all the simulations, the degree of diffusion control is $\lambda = 1/\pi \rho^2/D_{tot} = 50$, with $D_{tot} = 2D$ and $D = 0.0025 \mu m^2/s$, $\rho = 0.005 \mu m$ and $\lambda = 3183.1/s$. The size of the domain is $L = 1 \mu m$. For the reversible reaction, the microscopic dissociation rate constant $k_d^{\text{micro}}$ is 1/s in panels (B, F), and 10/s in panels (D, H).

S3 Fig. Plots of $H(r = 1.1 \mu m)$ (left panels) and total active Cdc42 (right panels) as a function of GEF molecules for different values of various model parameters ($k_{1a}$, $k_{1b}$, $k_{2a}$, $k_{2b}$, $k_3$, $k_{tot}$, $k_{4b}$, $k_{5b}$, $k_6$). In each panel the rate constant in the title of the figure is varied as indicated in the legend. For each parameter set, the simulations were initialized with an unpolarized random distribution with all GEF and Cdc42 in the cytosol and 10 min were simulated to provide enough time for the system to polarize. Mean and standard deviation (error bars) were calculated sampling every 30s for the last 5min of each simulation with data from 3 independent simulations.

S4 Fig. Comparison of different metrics as a function of total GEF molecules for a “Low mobility” model (from Fig 5C) a “High mobility” model (from Fig 5G). (A) Mean number of total Cdc42T, (B) coefficient of variation (CV) of total Cdc42T, (C) mean number of Cdc42T-GEF, (D) CV of Cdc42T-GEF.

S5 Fig. The rate constant $k_3$ affects patch mobility when $k_{4a} = 0$. (A) Effective diffusivity of the patch ($D_{\text{patch}}$) as a function of total available GEF in the updated model (including Reaction 7) for $k_3 = 0$ and $k_3 = 1 \mu m^2/s$. (B) Similar to (A) except with $k_3 = 0$ and $k_3 = 1 \mu m^2/s$ keeping $k_{4a} = 0$. (C) Effective diffusivity of the patch ($D_{\text{patch}}$) as $k_3$ is varied with 300 GEF molecules. Error bars are standard errors from the least-squared fit used to compute $D_{\text{patch}}$.

S6 Fig. Effective diffusivity of the polarity patch as a function of different parameters (indicated in the x-axis). The panels on the left are for $k_{4a} = 2 \mu m^2/s$ and for the ones on the right $k_{4a} = 0$. Simulations were run with different GEF abundances as indicated. Missing points in each panel correspond to simulations that did not show robust polarization. Each data point was obtained from 5 simulations of 3600s each as described in the Methods. Error bars are standard errors from the least-squared fit used to compute $D_{\text{patch}}$.

S1 Text. Descriptions for S3, S5 and S6 Figs.

Acknowledgments

We thank all members of the Elston lab for helpful discussion throughout the project.

Author Contributions

Conceptualization: Samuel A. Ramirez, Michael Pablo, Daniel J. Lew, Timothy C. Elston.
Data curation: Samuel A. Ramirez.
Formal analysis: Samuel A. Ramirez, Michael Pablo.
Funding acquisition: Daniel J. Lew, Timothy C. Elston.
Investigation: Samuel A. Ramirez, Michael Pablo, Sean Burk.
Methodology: Samuel A. Ramirez, Michael Pablo, Sean Burk.
Writing – original draft: Samuel A. Ramirez, Timothy C. Elston.
Writing – review & editing: Samuel A. Ramirez, Michael Pablo, Daniel J. Lew, Timothy C. Elston.

References

1. Etienne-Manneville S, Hall A. Rho GTPases in cell biology. Nature. 2002 Dec 12; 420(6916):629–35. https://doi.org/10.1038/nature01148 PMID: 12478284
2. Yang HW, Collins SR, Meyer T. Locally excitatory Cdc42 signals steer cells during chemotaxis. Nat Cell Biol. 2016; 18(2):191–201. https://doi.org/10.1038/ncb3292 PMID: 26689677
3. Welf ES, Ahmed S, Johnson HE, Melvin AT, Haugh JM. Migrating fibroblasts reorient directionality by a metastable, PI3K-dependent mechanism. J Cell Biol. 2012 Apr 2; 197(1):105–14. https://doi.org/10.1083/jcb.201108152 PMID: 22472441
4. Yoo SK, Deng Q, Cavanar PJ, Wu YI, Hahn KM, Huttenlocher A. Differential Regulation of Protrusion and Polarity by PI(3)K during Neutrophil Motility in Live Zebrafish. Dev Cell. 2010 Feb 16; 18(2):226–36. https://doi.org/10.1016/j.devcel.2009.11.015 PMID: 20159593
5. Hegemann B, Unger M, Lee SS, Stoffel-Studer I, van den Heuvel J, Pelet S, et al. A Cellular System for Spatial Signal Decoding in Chemical Gradients. Dev Cell. 2015 Nov 23; 35(4):458–70. https://doi.org/10.1016/j.devcel.2015.10.013 PMID: 26585298
6. Henderson NT, Pablo M, Ghose D, Clark-Cotton MR, Zyla TR, Nolen J, et al. Ratiometric GPCR signaling enables directional sensing in yeast. PLoS Biol. 2019; 17(10):e3000484. https://doi.org/10.1371/journal.pbio.3000484 PMID: 31622333
7. Dyer JM, Savage NS, Jin M, Zyla TR, Elston TC, Lew DJ. Tracking shallow chemical gradients by actin-driven wandering of the polarization site. Curr Biol. 2013 Jan 7; 23(1):32–41. https://doi.org/10.1016/j.cub.2012.11.014 PMID: 23200992
8. Segall JE. Polarization of yeast cells in spatial gradients of a mating factor. Proc Natl Acad Sci U S A. 1993; 90(18):8332–6. https://doi.org/10.1073/pnas.90.18.8332 PMID: 8397402
9. Moore TJ, Chou CS, Nie Q, Jeon NL, Yi TM. Robust spatial sensing of mating pheromone gradients by yeast cells. PLoS One. 2008; 3(12):e3865. https://doi.org/10.1371/journal.pone.0003865 PMID: 19052645
10. Jin M, Errede B, Behar M, Mather W, Nayak S, Hasty J, et al. Yeast dynamically modify their environment to achieve better mating efficiency. Sci Signal. 2011 Aug 16; 4(186):ra54. https://doi.org/10.1126/scisignal.2001763 PMID: 21888361
11. Kelley JB, Dixit G, Sheetz JB, Venkatapurapu SP, Elston TC, Dohman HG. RGS proteins and septins cooperate to promote chemotropism by regulating polar cap mobility. Curr Biol. 2015 Feb 2; 25(3):275–85. https://doi.org/10.1016/j.cub.2014.11.047 PMID: 25601550
12. Paliwal S, Iglesias PA, Campbell K, Hilioti Z, Groisman A, Levchenko A. MAPK-mediated bimodal gene expression and adaptive gradient sensing in yeast. Nature. 2007; 446(7131):46–51. https://doi.org/10.1038/nature05661 PMID: 17310144
13. McClure AW, Minakova M, Dyer JM, Zyla TR, Elston TC, Lew DJ. Role of Polarized G Protein Signaling in Tracking Pheromone Gradients. Dev Cell. 2015; 35(4):471–82. https://doi.org/10.1016/j.devcel.2015.10.024 PMID: 26609960
14. Ghose D, Lew D. Mechanistic insights into actin-driven polarity site movement in yeast. Mol Biol Cell. 2020 May 1; 31(10):1085–102. https://doi.org/10.1091/mbc.E20-01-0040 PMID: 32186970
15. Jilkine A, Angenent SB, Wu LF, Altschuler SJ. A Density-Dependent switch drives stochastic clustering and polarization of signaling molecules. PLoS Comput Biol. 2011 Nov; 7(11):e1002271. https://doi.org/10.1371/journal.pcbi.1002271 PMID: 22102805
16. Pablo M, Ramirez SA, Elston TC. Particle-based simulations of polarity establishment reveal stochastic promotion of Turing pattern formation. PLoS Comput Biol. 2018 Mar 1; 14(3):e1006016. https://doi.org/10.1371/journal.pcbi.1006016 PMID: 29529021

17. Elf J, Ehrenberg M. Spontaneous separation of bi-stable biochemical systems into spatial domains of opposite phases. Syst Biol. 2004; 1(2):230–6. https://doi.org/10.1049/bst:20040521 PMID: 17051695

18. Fange D, Berg OG, Sjöberg P, Elf J. Stochastic reaction-diffusion kinetics in the microscopic limit. Proc Natl Acad Sci U S A. 2010; 107(46):19820–5. https://doi.org/10.1073/pnas.100565107 PMID: 21041672

19. Hellander S, Hellander A, Petzold L. Reaction-diffusion master equation in the microscopic limit. Phys Rev E. 2012 Apr 3; 85(4):042901. https://doi.org/10.1103/PhysRevE.85.042901 PMID: 22680526

20. Hellander S, Hellander A, Petzold L. Reaction rates for mesoscopic reaction-diffusion kinetics. Phys Rev E—Stat Nonlinear, Soft Matter Phys. 2010; 107(46):19820–5. https://doi.org/10.1103/PhysRevE.91.023312 PMID: 25768640

21. Yogurtcu ON, Johnson ME. Theory of bi-molecular association dynamics in 2D for accurate model and experimental parameterization of binding rates. J Chem Phys. 2015 Aug 28; 143(6):084117. https://doi.org/10.1063/1.4929390 PMID: 26328828

22. Andrews SS, Bray D. Stochastic simulation of chemical reactions with spatial resolution and single molecule detail. Phys Biol. 2004 Oct 1; 1(3):137–51. https://doi.org/10.1088/1478-3975/1/3/001 PMID: 16204833

23. Andrews SS, Addy NJ, Brent R, Arkin AP. Detailed Simulations of Cell Biology with Smoldyn 2.1. PLoS Comput Biol. 2010 Mar 12; 6(3):e1000705. https://doi.org/10.1371/journal.pcbi.1000705 PMID: 20300644

24. Collins FC, Kimball GE. Diffusion-controlled reaction rates. J Colloid Sci. 1949 Aug 1; 4(4):425–37.

25. Doi M. Stochastic theory of diffusion-controlled reaction. J Phys A Gen Phys. 1976 Sep 1; 9(9):1479–95.

26. Erban R, Chapman SJ. Stochastic modelling of reaction-diffusion processes: Algorithms for bimolecular reactions. Phys Biol. 2009; 6(4):046001. https://doi.org/10.1088/1478-3975/6/4/046001 PMID: 19700812

27. Isacsson SA. The reaction-diffusion master equation as an asymptotic approximation of diffusion to a small target. SIAM J Appl Math. 2009 May 1; 70(1):77–111.

28. Andrews SS, Arkin AP. Simulating cell biology. Curr Biol. 2006; 16(14):R523:527. https://doi.org/10.1016/j.cub.2006.06.048 PMID: 16860723

29. Goryachev AB, Pokhilko A V. Dynamics of Cdc42 network embodies a Turing-type mechanism of yeast cell polarity. FEBS Lett. 2008 Apr 30; 582(10):1437–43. https://doi.org/10.1016/j.febslet.2008.03.029 PMID: 18921072

30. Kiskowski MA, Hancock JF, Kenworthy AK. On the use of Ripley’s K-function and its derivatives to analyze domain size. Biophys J. 2009 Aug 19; 97(4):1095–103. https://doi.org/10.1016/j.bpj.2009.05.039 PMID: 19686657

31. Weissens M, Ten Wolde PR, Mugler A. Positive feedback can lead to dynamic nanometer-scale clustering on cell membranes. J Chem Phys. 2011 Nov 28; 141(20):205102. https://doi.org/10.1063/1.4901886 PMID: 25420983

32. Kuo CC, Savage NS, Chen H, Wu CF, Zyla TR, Lew DJ. Inhibitory GEF phosphorylation provides negative feedback in the yeast polarity circuit. Curr Biol. 2014 Mar 31; 24(7):753–9. https://doi.org/10.1016/j.cub.2014.02.024 PMID: 24631237

33. Klünder B, Freisinger T, Wedlich-Soldner R, Frey E. GDI-Mediated Cell Polarization in Yeast Provides Precise Spatial and Temporal Control of Cdc42 Signaling. Saucerman JJ, editor. PLoS Comput Biol. 2013 Dec 12; 9(12):e1003396. https://doi.org/10.1371/journal.pcbi.1003396 PMID: 24348237

34. Ugoâiev Y, Berdichevsky Y, Weinbaum C, Pick E. Dissociation of Rac1(GDP)–RhoGDI complexes by the cooperative action of anionic liposomes containing phosphatidylinositol 3,4,5-trisphosphate, Rac guanine nucleotide exchange factor, and GTP. J Biol Chem. 2008 Aug 8; 283(32):22257–71. https://doi.org/10.1074/jbc.M80374200 PMID: 18505730

35. Freisinger T, Klünder B, Johnson J, Müller N, Pichler G, Beck G, et al. Establishment of a robust single axis of cell polarity by coupling multiple positive feedback loops. Nat Commun. 2013 May 7; 4(1):1–11. https://doi.org/10.1038/ncomms2795 PMID: 23651995

36. Xiong Y, Huang CH, Iglesias PA, Devreotes PN. Cells navigate with a local-excitation, global-inhibition-biased excitable network. Proc Natl Acad Sci U S A. 2010 Oct 5; 107(40):17079–86. https://doi.org/10.1073/pnas.1011271107 PMID: 20864631
37. Weiger MC, Ahmed S, Welf ES, Haugh JM. Directional persistence of cell migration coincides with stability of asymmetric intracellular signaling. Biophys J. 2010 Jan 6; 98(1):67–75. https://doi.org/10.1016/j.bpj.2009.09.051 PMID: 20085720

38. Mortimer D, Forthglar T, Pujic Z, Richards LJ, Goodhill GJ. Growth cone chemotaxis. Trends Neurosci. 2008 Feb 1; 31(2):90–8. https://doi.org/10.1016/j.tins.2007.11.008 PMID: 18201774

39. Lowery LA, Vactor D Van. The trip of the tip: Understanding the growth cone machinery. Nat Rev Mol Cell Biol. 2009 May 17; 10(5):322–43. https://doi.org/10.1038/nrm2679 PMID: 19373241

40. Bonazzi D, Julien JD, Romao M, Seddiki R, Piel M, Boudaoud A, et al. Symmetry Breaking in Spore Germination Relies on an Interplay between Polar Cap Stability and Spore Wall Mechanics. Dev Cell. 2014 Mar 10; 28(5):534–46. https://doi.org/10.1016/j.devcel.2014.01.023 PMID: 24636258

41. Khalili B, Merlini L, Vincenzetti V, Martin SG, Vavylonis D. Exploration and stabilization of Ras1 mating zone: a mechanism with positive and negative feedbacks. PLoS Comput Biol. 2018 Jul 1; 14(7): e1006317. https://doi.org/10.1371/journal.pcbi.1006317 PMID: 30028833

42. Van Zon JS, Ten Wolde PR. Green’s-function reaction dynamics: A particle-based approach for simulating biochemical networks in time and space. J Chem Phys. 2005; 123(23):234910. https://doi.org/10.1063/1.2137716 PMID: 16392952

43. Varga MJ, Fu Y, Loggia S, Yogurtcu ON, Johnson ME. NERDSS: A Nonequilibrium Simulator for Multibody Self-Assembly at the Cellular Scale. Biophys J. 2020 Jun 16; 118(12):3026–40. https://doi.org/10.1016/j.bpj.2020.05.002 PMID: 32470324

44. Sokolowski TR, Pajimans J, Bossen L, Miedema T, Wehrens M, Becker NB, et al. EGFRD in all dimensions. J Chem Phys. 2019 Feb 7; 150(5):54108. https://doi.org/10.1063/1.5064867 PMID: 30736681

45. Isaacson SA. A convergent reaction–diffusion master equation. J Chem Phys. 2013 Aug 7; 139(5):054101. https://doi.org/10.1063/1.4816377 PMID: 23927237

46. Flegg MB, Chapman SJ, Erban R. The two-regime method for optimizing stochastic reaction–diffusion simulations. J R Soc Interface. 2012 May 7; 9(70):859–68. https://doi.org/10.1098/rsif.2011.0574 PMID: 22012973

47. Hellander A, Hellander S, Löfstedt P. Coupled mesoscopic and microscopic simulation of stochastic reaction-diffusion processes in mixed dimensions. Multiscale Model Simul. 2012 May 29; 10(2):585–611.

48. Robinson M, Andrews SS, Erban R. Multiscale reaction-diffusion simulations with Smoldyn. Bioinformatics. 2015; 31(14):2406–8. https://doi.org/10.1093/bioinformatics/btv149 PMID: 25788627

49. Hellander S, Hellander A, Petzold L. Mesoscopic-microscopic spatial stochastic simulation with automatic system partitioning. J Chem Phys. 2017 Dec 21; 147(23):243101. https://doi.org/10.1063/1.5002773 PMID: 29273930

50. Sayyidmousavi A, Rohlf K, Ilie S. A hybrid method for micro-mesoscopic stochastic simulation of reaction-diffusion systems. Math Biosci. 2019 Jun 1; 312:23–32. https://doi.org/10.1016/j.mbs.2019.04.001 PMID: 30998936

51. Ruiz-Martinez Bartol TM, Sejnawski TJ Tartakovsky DM. Stochastic self-tuning hybrid algorithm for reaction-diffusion systems. J Chem Phys. 2019 Dec 28; 151(24):244117. https://doi.org/10.1063/1.5125022 PMID: 31893874

52. Meinhardt H. Orientation of chemotactic cells and growth cones: Models and mechanisms. J Cell Sci. 1999; 112(17):2867–74. PMID: 10444381

53. Das M, Drake T, Wiley DJ, Buchwald P, Vavylonis D, Verde F. Oscillatory dynamics of Cdc42 GTPase in the control of polarized growth. Science (80-). 2012 Jul 13; 337(6091):239–43. https://doi.org/10.1126/science.1218377 PMID: 22604726

54. Witte K, Strickland D, Glotzer M. Cell cycle entry triggers a switch between two modes of Cdc42 activation during yeast polarization. Elife. 2017 Jul 6; 6:e26722. https://doi.org/10.7554/elife.26722 PMID: 28662226

55. Castro DG, Martin SG. Differential GAP requirement for Cdc42-GTP polarization during proliferation and sexual reproduction. J Cell Biol. 2018 Dec 1; 217(12):4215–29. https://doi.org/10.1083/jcb.201806016 PMID: 30279276

56. Houk AR, Jilkine A, Mejean CO, Boltyanskyi R, Dufresne ER, Angenent SB, et al. Membrane tension maintains cell polarity by confining signals to the leading edge during neutrophil migration. Cell. 2012 Jan 20; 148(1–2):175–86. https://doi.org/10.1016/j.cell.2011.10.050 PMID: 22265410

57. Trogdon M, Drawert B, Gomez C, Banavar SP, Yi T-M, Campàs O, et al. The effect of cell geometry on polarization in budding yeast. Shahrezaei V, editor. PLOS Comput Biol. 2018 Jun 11; 14(6): e1006241. https://doi.org/10.1371/journal.pcbi.1006241 PMID: 29888845

58. Ramirez SA, Raghavachari S, Lew DJ. Dendritic spine geometry can localize GTPase signaling in neurons. Mol Biol Cell. 2015; 26(22):4171–81. https://doi.org/10.1091/mcb.E15-06-0405 PMID: 26337387
59. Ramirez SA, Leidy C. Effect of the Organization of Rhodopsin on the Association between Transducin and a Photoactivated Receptor. J Phys Chem B. 2018 Sep 27; 122(38):8872–9. https://doi.org/10.1021/acs.jpcb.8b07401 PMID: 30156842

60. Chattaraj A, Youngstrom M, Loew LM. The Interplay of Structural and Cellular Biophysics Controls Clustering of Multivalent Molecules. Biophys J. 2019 Feb 5; 116(3):560–72. https://doi.org/10.1016/j.bpj.2019.01.001 PMID: 30661666

61. Kalay Z, Fujiwara TK, Kusumi A. Confining domains lead to reaction bursts: Reaction kinetics in the plasma membrane. PLoS One. 2012 Mar 27; 7(3):32948. https://doi.org/10.1371/journal.pone.0032948 PMID: 22479350

62. Caudron F, Barral Y. Septins and the Lateral Compartmentalization of Eukaryotic Membranes. Dev Cell. 2009 Apr 21; 16(4):493–506. https://doi.org/10.1016/j.devcel.2009.04.003 PMID: 19386259

63. Bagnat M, Simons K. Cell surface polarization during yeast mating. Proc Natl Acad Sci U S A. 2002 Oct 29; 99(22):14183–8. https://doi.org/10.1073/pnas.172517799 PMID: 12374668

64. Gillespie DT. A general method for numerically simulating the stochastic time evolution of coupled chemical reactions. J Comput Phys. 1976; 22(4):403–34.

65. Watson LJ, Rossi G, Brennwald P. Quantitative analysis of membrane trafficking in regulation of Cdc42 polarity. Traffic. 2014 Dec 1; 15(12):1330–43. https://doi.org/10.1111/tra.12211 PMID: 25158298