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Abstract
In this paper, a stochastic non-autonomous plankton-allelopathy system is investigated. The existence and uniqueness of globally positive solution to this system are proved. A sufficient criterion for extinction is established. Globally asymptotical stability of this system is obtained. Some numerical simulations illustrate our main results. Finally, unavoidable conclusions are drawn.

Keywords: non-autonomous plankton-allelopathy system; stochastic perturbation; extinction; globally asymptotical stability

1 Introduction
In an ecological system, the plankton population is an important problem, which was first pointed out by Chattopadhyay [1]. The author in [1] built the following competitive ODE system:

\[
\begin{align*}
\frac{dx}{dt} &= x(r_1(t) - a_{11}(t)x - a_{12}(t)y - a_{13}(t)xy), \\
\frac{dy}{dt} &= y(r_2(t) - a_{21}(t)x - a_{22}(t)y - a_{23}(t)xy),
\end{align*}
\] (1.1)

where \( x, y \) respectively, denote the population density of two competing species at time \( t \). \( r_1, r_2 \) are the intrinsic growth rates; \( a_{11}, a_{22} \) are the rates of the intra-specific competition of these two species, respectively. \( a_{21}, a_{23} \) are the rates of the inter-specific competition from the first and second species, respectively. \( a_{13}, a_{22} \) are, respectively, the rates of the toxic inhibition of the first species by the second and vice versa. The system (1.1) assumed that each species produced a substance toxic to the other, only when the other is present. For the production of the toxic substance, allelopathy to the competing species is not instantaneous and may be delayed, and Mukhopadyay et al. in [2] studied the system (1.1) with delays. Zhen and Ma in [3] discussed the system (1.1) equipped with distributed delay and with periodically changing parameters for seasonal changes or food supplies. In addition, He et al. in [4] showed sufficient conditions to ensure the existence of almost periodic solution of the plankton-allelopathy system with impulse. However, in the real world, the spatial factor is very important, for example, diffusion of intra species from high density to low one, and cross-diffusion of inter species for chase or the presence of other species. Based on these considerations, some reaction-diffusion models of plankton allelopathy were investigated in [5–8].
On the other hand, the system (1.1) of plankton allelopathy is often affected by environmental fluctuations. Thus, it is important and useful to reveal how the fluctuations affect the system (1.1). In this paper, we only examine how noises in the environment affect the growth rates in the system (1.1) with

\[ r_i(t) \rightarrow r_i(t) + \sigma_i(t)\dot{B}_i(t), \quad i = 1, 2, \]

where \((B_1(t), B_2(t))^T\) is a two-dimensional Brownian motion defined on a complete probability space \((\Omega, \mathcal{F}, \mathbb{P})\). \(\sigma_i^2, i = 1, 2\) denotes the intensity of the white noise. Then the system (1.1) is changed into the following form:

\[
\begin{align*}
\frac{dx}{dt} &= x(r_1(t) - a_{11}(t)x - a_{12}(t)y - a_{13}(t)xy) dt + \sigma_1(t)x dB_1(t), \\
\frac{dy}{dt} &= y(r_2(t) - a_{21}(t)x - a_{22}(t)y - a_{23}(t)xy) dt + \sigma_2(t)y dB_2(t).
\end{align*}
\]

The initial value of the model (1.2) is \(x(0) = x_0 > 0, y(0) = y_0 > 0\).

To our knowledge, the stochastic plankton-allelopathy system (1.2) has not yet been investigated. In this paper we make the first attempt to fill this gap and study some mathematical properties of (1.2), such as the existence of a global unique positive solution to (1.2), extinction, and globally asymptotical stability. The rest of the paper is organized as follows. In Section 2, the existence and uniqueness of the global positive solution to (1.2) are proved. In Section 3, sufficient conditions for the extinction of the system (1.2) are established. In Section 4, we show the globally asymptotical stability of the system (1.2). Finally, we present some numerical simulations to confirm our results.

2 Global unique positive solution

In this section, we will study the existence and uniqueness of global positive solution of the system (1.2). We first introduce some marks. If \(f(t)\) is a continuous bounded function on \(\mathbb{R}_+\), define

\[ f^u = \sup_{t \in \mathbb{R}_+} f(t), \quad f^l = \inf_{t \in \mathbb{R}_+} f(t). \]

In this paper, we suppose that \(r_i(t), a_{ij}(t)\) and \(\sigma_i(t), i = 1, 2, j = 1, 2, 3\), are continuous bounded positive functions on \(\mathbb{R}_+\). Now we show the main results of (1.2).

**Lemma 2.1** There exists a unique positive local solution \((x(t), y(t))\) almost surely (a.s.) \(t \in [0, \tau_e)\) to the system (1.2) with the initial value \(x_0, y_0 > 0\), where \(\tau_e\) is the explosion time.

**Proof** Let \(x(t) = \ln u(t), y(t) = \ln v(t)\). By using the Itô formula we get the following equations:

\[
\begin{align*}
du &= (r_1(t) - a_{11}(t)e^u - a_{12}(t)e^v - a_{13}(t)e^{u+v} - \frac{\sigma_1^2}{2}) dt + \sigma_1(t) dB_1(t), \\
 dv &= (r_2(t) - a_{21}(t)e^u - a_{22}(t)e^v - a_{23}(t)e^{u+v} - \frac{\sigma_2^2}{2}) dt + \sigma_2(t) dB_2(t),
\end{align*}
\]

(2.1)

on \(t \geq 0\). It is easy to see that the coefficients of (2.1) satisfy the local Lipschitz condition, and then, for any given initial values \(u(0) > 0, v(0) > 0\), there exists a unique maximal local
solution $u(t), v(t)$ on $[0, \tau_e)$, where $\tau_e$ is the explosion time. By the Itô formula, $x(t) = e^{u(t)}$, $y(t) = e^{v(t)}$ is the positive local solution to (2.1) with the initial value $x_0, y_0 > 0$. \hfill \Box

Lemma 2.1 only tells us that there is a unique positive local solution model (2.1). In order to show that this solution is global, we need to show that $\tau_e = \infty$ a.s.

**Lemma 2.2** For any given initial value $(x_0, y_0) \in \mathbb{R}_+^2$, there is a unique solution $(x(t), y(t))$ on $t \geq 0$ and the solution will remain in $\mathbb{R}_+^2$ a.s., where $\mathbb{R}_+^2 = \{(x, y) \in \mathbb{R}_+^2 | x, y > 0\}$.

**Proof** For convenience, let

$$F_1(x, y) = r_1(t) - a_{11}(t)x - a_{12}(t)y - a_{13}(t)xy,$$
$$F_2(x, y) = r_2(t) - a_{21}(t)x - a_{22}(t)y - a_{23}(t)xy.$$

The following proof is motivated by the work [9–11]. Let $n_0 > 0$ be sufficient large for $x_0$ and $y_0$ lying within the interval $[\frac{1}{n_0}, n_0]$. For each integer $n > n_0$, define the stopping times:

$$\tau_n = \inf\left\{t \in [0, \tau_e] : x(t) \notin \left(\frac{1}{n}, n\right) \text{ or } y(t) \notin \left(\frac{1}{n}, n\right)\right\}.$$ 

Throughout this paper, we set $\inf \emptyset = \infty$. In fact, $\tau_n$ is increasing as $n \to \infty$. Let $\tau_\infty = \lim_{n \to \infty} \tau_n$ and $\tau_\infty \leq \tau_e$ a.s. Now we only need to show $\tau_\infty \to \infty$. If this statement is false, there is a pair of constants $T > 0$ and $\varepsilon \in (0, 1)$ such that $P(\tau_\infty \leq T) > \varepsilon$. Hence, there exists an integer $n_1 \geq n_0$ such that

$$P(\tau_n \leq T) \geq \varepsilon, \quad n \geq n_1. \quad (2.2)$$

We define a $C^2$ function $V : \mathbb{R}_+^2 \to \mathbb{R}$, by

$$V(x, y) = (\sqrt{x} - 1 - 0.5 \ln x) + (\sqrt{y} - 1 - 0.5 \ln y). \quad (2.3)$$

Obviously, (2.3) is non-negative on $x, y > 0$. Further, for $(x(t), y(t)) \in \mathbb{R}^2$ and by the Itô formula, we can obtain

$$dV(x, y) = \frac{1}{2} (\sqrt{x} - 1) F_1(x, y) \, dt + \frac{2 - \sqrt{x}}{8} \sigma_1^2(t) \, dt +$$
$$+ \frac{1}{2} (\sqrt{y} - 1) F_2(x, y) \, dt + \frac{2 - \sqrt{y}}{8} \sigma_2^2(t) \, dt +$$
$$+ \frac{1}{2} (\sqrt{x} - 1) \sigma_1(t) \, dB_1(t) + \frac{1}{2} (\sqrt{y} - 1) \sigma_2(t) \, dB_2(t). \quad (2.4)$$

By direct calculation, we easily get

$$\frac{1}{2} (\sqrt{x} - 1) F_1(x, y) = \frac{1}{2} (\sqrt{x} - 1)[r_1(t) - a_{11}(t)x - a_{12}(t)y - a_{13}(t)xy] \leq K_1,$$
$$\frac{1}{2} (\sqrt{y} - 1) F_2(x, y) = \frac{1}{2} (\sqrt{y} - 1)[r_2(t) - a_{21}(t)x - a_{22}(t)y - a_{23}(t)xy] \leq K_2,$$
where $K_1, K_2$ are two some positive constants. Integrating both sides of (2.4) from 0 to $\tau_n \land T$ and then taking the expectation lead to

$$ EV(\tau_n \land T) \leq V(x_0, y_0) + (K_1 + K_2)T. \quad (2.5) $$

Set $\Omega_n = \{ \tau_n \leq T \}$, then by (2.2) we have $P(\Omega_m) \geq \varepsilon$. Note that for each $\omega \in \Omega_n$, there is some $i$ such that $x_i(\tau_n, \omega)$ equals $n$ or $1/n$ for $i = 1, 2$. Consequently, $V(x(\tau_n \land T), y(\tau_n \land T))$ is no less than

$$ \min(\sqrt{n} - 1 - 0.5 \ln n, \sqrt{1/n} - 1 - 0.5 \ln 1/n). $$

By (2.5) we find

$$ V(x_0, y_0) + (K_1 + K_2)T \geq E[I_{\Omega_n}(\omega)V(x(\tau_n), y(\tau_n))] \geq \varepsilon \min(\sqrt{n} - 1 - 0.5 \ln n, \sqrt{1/n} - 1 - 0.5 \ln 1/n), $$

where $I_{\Omega_n}$ is the indicator function of $\Omega_n$. Letting $n \to \infty$ leads to the contraction

$$ \infty > V(x_0, y_0) + (K_1 + K_2)T = \infty. $$

We arrive at the contradiction above and complete the proof. $\Box$

3 Extinction

In this section, we shall address the extinction of the system (1.2). The following theorem shows that the noise may induce extinction of (1.2).

Theorem 3.1 Let the conditions of $r_1(t) - 0.5\sigma_1^2(t) < 0$ and $r_2(t) - 0.5\sigma_2^2(t) < 0$ hold, then the population $x$ and $y$ will become extinct exponentially a.s.

Proof Define $V(x, y) = c_1x + c_2y$. By the Ito formula, we have

$$ d[\ln(x(t))] = \left(r_1(t) - a_{11}(t)x - a_{12}(t)y - a_{13}(t)xy - \frac{\sigma_1^2(t)}{2}\right) dt + \sigma_1(t)dB_1(t). \quad (3.1) $$

Integrating both sides of (3.1) leads to

$$ \frac{\ln(x(t)/x_0)}{t} = \int_0^t \left[r_1(s) - 0.5\sigma_1^2(s)\right] ds \quad - \int_0^t a_{11}(t)x(s) ds \quad - \int_0^t a_{12}(t)y(s) ds \quad + \int_0^t \sigma_1(s) dB_1(s) \quad (3.2) $$

In the same way, we can show that

$$ \frac{\ln(y(t)/y_0)}{t} = \int_0^t \left[r_2(s) - 0.5\sigma_2^2(s)\right] ds \quad - \int_0^t a_{21}(t)x(s) ds \quad - \int_0^t a_{22}(t)y(s) ds \quad + \int_0^t \sigma_2(s) dB_2(s) \quad (3.3) $$
Let $M_i(t) = \int_0^t \sigma_i(s) dB_i(s)$ for $i = 1, 2$. Then $M_i(t)$ is a local martingale and its quadratic variation is

$$
\langle M_i, M_i \rangle_t = \int_0^t \sigma_i^2(s) ds \leq (\sigma_i^2) t, \quad i = 1, 2.
$$

By the strong law of large numbers for martingales \[12\] we have

$$
\lim_{t \to \infty} \frac{M_i(t)}{t} = 0 \quad \text{a.s.} \quad (3.4)
$$

From (3.2), (3.4), and $r_1 - 0.5\sigma_1^2 < 0$, we have

$$
\lim_{t \to \infty} \sup \frac{\ln(x(t))}{t} \leq \int_0^t [r_1 - 0.5\sigma_1^2(s)] ds < 0 \quad \text{a.s.} \quad \square
$$

### 4 Globally asymptotical stability

In this section, we will establish a sufficient criterion for the globally asymptotical stability of the system (1.2).

#### Definition 4.1

The system (1.2) is said to have globally asymptotical stability if

$$
\lim_{t \to \infty} |x_1(t) - x_2(t)| = \lim_{t \to \infty} |y_1(t) - y_2(t)| = 0 \quad \text{a.s.}
$$

for any two positive solutions $(x_1(t), y_1(t))$ and $(x_2(t), y_2(t))$ of the system (1.2).

Now, we present some important lemmas.

#### Lemma 4.2

Let $(x(t), y(t))$ be a solution to (1.2) with initial value $(x_0, y_0)$, then, for all $p > 1$, there exist constants $L(p)$ and $G(p)$ such that

$$
E(x^p(t)) \leq L(p), \quad E(y^p(t)) \leq G(p).
$$

**Proof**

Define $V(x) = x^p$ for all $x \in \mathbb{R}_+$, $p > 1$. By the Itô formula, we have

$$
dV(x) = px^p (r_1(t) - a_{11}(t)x - a_{12}(t)y - a_{13}(t)xy + 0.5(p - 1)\sigma_1^2(t)) dt + px^p \sigma_1(t) dB_1(t).
$$

We use the Itô formula again with $e^t V(x)$, resulting in

$$
\begin{align*}
d(\text{e}^t V(x)) &= p\text{e}^t x^p (1/p + r_1(t) - a_{11}(t)x - a_{12}(t)y - a_{13}(t)xy + 0.5(p - 1)\sigma_1^2(t)) dt \\
&\quad + p\text{e}^t x^p dB_1(t).
\end{align*}
$$

We take expectations on both sides and obtain

$$
\begin{align*}
E[\text{e}^t x^p(t)] &= x_0^p + pE \int_0^t \text{e}^s x^p(s) \left[1/p + r_1^s - a_{11}^s x - a_{12}^s y - a_{13}^s xy + 0.5(p - 1)\sigma_1^2(s)\right] ds \\
&\leq x_0^p + pE \int_0^t \text{e}^s \left[x^p(s) \left[1/p + r_1^s - a_{11}^s x + 0.5(p - 1)\sigma_1^2(s)\right]\right] ds
\end{align*}
$$

$$
\[ \begin{align*}
&\leq x_0^p + \int_0^t e^s L_1(p) \, ds \\
&= x_0^p + L_1(p)(e^t - 1),
\end{align*} \]

where \( L_1(p) = \frac{|t|^{1+\beta_1} + |\alpha p - 1|(|\sigma|^{1+\beta_1})}{|p|^{1+\beta_1} \tilde{h}(t)} \). Thus there exists a \( T > 0 \) such that \( E(x^p(x)) \leq 1.5L_1(p) \) for all \( t \geq T \). At the same time, by the continuity of \( E(x^p(x)) \), it is well known that there exists \( L_1(p) > 0 \) such that \( E(x^p(t)) \leq L_1(p) \) for all \( t \leq T \). Let \( L(p) = \max(L_1(p), 1.5L_1(p)) \), thus for all \( t \geq 0 \), we have \( E(x^p(t)) \leq L(p) \).

On the other hand, by the same method we can see that there exists \( G(p) \) such that \( E(y^p(t)) \leq G(p) \).

**Lemma 4.3** Suppose that an \( n \)-dimensional stochastic process \( X(t) \) on \( t \leq 0 \) satisfies the condition

\[ E|x(t) - x(s)|^{\alpha_1} \leq c_1|t - s|^{1+\alpha_2}, \quad 0 \leq s, t < \infty, \]

for some positive constants \( \alpha_1, \alpha_2, \) and \( c \). Then there exists a continuous modification \( \tilde{x}(t) \) of \( x(t) \) which has the property that, for every \( \theta \in (0, \alpha_2/\alpha_1) \), there is a positive random variable \( h(\omega) \) such that

\[ P\left\{ \omega : \sup_{0 < |t-s| < |\omega|} \frac{\tilde{x}(t, \omega) - x(t, \omega)}{|t - s|^{\theta}} \leq \frac{2}{1 - 2^{\theta}} \right\} = 1. \]

In other words, almost every sample path of \( \tilde{x}(t) \) is locally but uniformly Hölder continuous with exponent \( \theta \).

**Lemma 4.4** Let \((x(t), y(t))\) be a solution of (1.2) on \( t \geq 0 \), then almost every sample path of \( x(t), y(t) \) is uniformly continuous.

**Proof** The first equation of the system (1.2) is equivalent to the following stochastic integral equation:

\[ x(t) = x_0 + \int_0^t x\left( r_1(s) - a_{11}(s)x - a_{12}(s)y - a_{13}(s)xy \right) \, ds + \int_0^t \sigma_1 x \, dB_1(s). \]

By Lemma 4.2 and Young’s inequality,

\[ E|\, x(r_1(t) - a_{11}(t)x - a_{12}(t)y - a_{13}(t)xy) \,|^p \]

\[ \leq 0.5E|x|^{2p} + 0.5E|r_1(t) - a_{11}(t)x - a_{12}(t)y - a_{13}(t)xy|^{2p} \]

\[ \leq 0.5\left[ L(2p) + 4^{2p-1} \left\{ \left( |r_1|^{2p} + \sigma_1^2 L(2p) + \sigma_1^2 a_{12}^2 G(2p) + \sigma_1^2 a_{13}^2 E|xy|^{2p} \right) \right\} \right] \]

\[ \leq 0.5\left[ L(2p) + 4^{2p-1} \left\{ \left( |r_1|^2 + \sigma_1^2 L(2p) + \sigma_1^2 a_{12}^2 G(2p) + 0.5a_{13}^2 L(4p) + 0.5a_{13}^2 G(4p) \right) \right\} \right] \]

\[ := K_2(p). \]

Moreover, by the help of the moment inequality for stochastic integrals, it follows that, for \( 0 \leq t_1 \leq t_2 \) and \( p > 2 \),

\[ E\left[ \int_{t_1}^{t_2} \sigma_1(s)x(s) \, dB_1(s) \right]^p \leq \left[ \left( \sigma_1^2 \right)^{p/2} \left( \frac{p(p - 1)}{2} \right)^{p/2} \right] (t_2 - t_1)^{p/2} L(p). \]
Therefore, for $0 < t_1 < t_2 < \infty$, $t_2 - t_1 \leq 1$, $1/p + 1/q = 1$, we have

$$E\left(\left| x_2(t) - x_1(t) \right|^p\right)$$

$$= E\left| \int_{t_1}^{t_2} x_r(t) - a_{11}(t)x - a_{12}(t)y - a_{13}(t)xy \, ds + \int_{t_1}^{t_2} \sigma_{1}(s)x \, dB_1(s) \right|^p$$

$$\leq 2^{p-1} E\left| \int_{t_1}^{t_2} x_r(t) - a_{11}(t)x - a_{12}(t)y - a_{13}(t)xy \, ds \right|^p$$

$$+ 2^{p-1} E\left| \int_{t_1}^{t_2} \sigma_{1}(s)x \, dB_1(s) \right|^p$$

$$\leq 2^{p-1} (t_2 - t_1)^{p/q-1} K_2(p) + 2^{p-1} \left( \sigma_{1}^2 \right)^{p/2} \left[ \frac{p(p-1)}{2} \right]^{p/2} (t_2 - t_1)^{p/2} L(p).$$

Let $K_3(p) = \max\{K_2(p), (\sigma_{1}^2)^p L(p)\}$, then one obtains

$$E\left(\left| x_2(t) - x_1(t) \right|^p\right) \leq 2^{p-1} (t_2 - t_1)^{p/2} \left[ 1 + \left( \frac{p(p-1)}{2} \right)^{p/2} \right] K_3(p).$$

From Lemma 4.3 it follows that almost every path of $x(t)$ is locally but uniformly Hölder continuous with exponent $\theta \in (0, \frac{p-2}{2p})$ and therefore almost every sample path of $x(t)$ is uniformly continuous on $t \geq 0$. In the same way, we can check that almost every path of $y(t)$ is uniformly continuous. \qed

**Lemma 4.5** \[13\] Let $f$ be a non-negative function on $\mathbb{R}$, such that $f$ is integrable and is uniformly continuous. Then $\lim_{t \to \infty} f(t) = 0$.

**Theorem 4.6** The system (1.2) is globally asymptotically stable.

**Proof** We introduce the following function:

$$V(t) = \left| \ln x_1(t) - \ln x_2(t) \right| + \left\| \ln y_1(t) - \ln y_2(t) \right\|,$$

then the function $V(t)$ is continuous and positive function on $t \geq 0$. We directly calculate and use the Itô formula to find

$$d^t V(x) = \text{sgn}(x_1 - x_2) \left[ -a_{11}(x_1 - x_2) - a_{12}(y_1 - y_2) - a_{13}(x_1y_1 - x_2y_2) \right] dt$$

$$+ \text{sgn}(y_1 - y_2) \left[ -a_{21}(x_1 - x_2) - a_{22}(y_1 - y_2) - a_{23}(x_1y_1 - x_2y_2) \right] dt.$$

Integrating both sides leads to

$$V(t) \leq V(0) + \int_0^t \left[ -a_{11}|x_1 - x_2| + a_{12}|y_1 - y_2| + a_{13}|x_1y_1 - x_2y_2| \right] ds$$

$$+ \int_0^t \left[ a_{21}|x_1 - x_2| - a_{12}|y_1 - y_2| + a_{23}|x_1y_1 - x_2y_2| \right] ds,$$
Figure 1 Existence of the solution to the system (1.2). The parameters are set as $r_1 = 0.1 + 0.01 \sin t$, $r_2 = 0.1 + 0.05 \sin t$, $a_{11} = a_{22} = 0.1 + 0.01 \sin t$, $a_{21} = a_{23} = 0.22 + 0.02 \sin t$, $a_{13} = a_{23} = 0.1 + 0.01 \sin t$, and $\sigma_1^2 = \sigma_2^2 = 0.4 + 0.04 \sin t$.

then

$$V(t) - \int_0^t \left[ -a_{11} |x_1 - x_2| + a_{12} |y_1 - y_2| + a_{13} |x_1 y_1 - x_2 y_2| \right] ds$$

$$- \int_0^t \left[ a_{21} |x_1 - x_2| - a_{12} |y_1 - y_2| + a_{23} |x_1 y_1 - x_2 y_2| \right] ds \leq V(0) < \infty.$$ 

Thus from $V(t) \geq 0$ one gets

$$|x_1(t) - x_2(t)| \in L^1[0, \infty), \quad |y_1(t) - y_2(t)| \in L^1[0, \infty).$$

In view of Lemmas 4.4 and 4.5, the desired assertion is obtained. □

5 Numerical simulations

In this section, we will show some figures to illustrate our main theorems by using the Milstein method [14]. For the system (1.2), we consider the following discretized equation:

$$x_{k+1} = x_k \left[ r_1(k \Delta t) - a_{11}(k \Delta t)x_k - a_{12}(k \Delta t)y_k - a_{13}(k \Delta t)x_1 y_k \right] \Delta t$$

$$+ \sigma_1(k \Delta t)x_k \sqrt{\Delta t} \xi_k - 0.5\sigma_1^2(k \Delta t)x_k (\xi_k^2 - 1) \Delta t,$$

$$y_{k+1} = y_k \left[ r_2(k \Delta t) - a_{21}(k \Delta t)x_k - a_{22}(k \Delta t)y_k - a_{23}(k \Delta t)x_1 y_k \right] \Delta t$$

$$+ \sigma_2(k \Delta t)y_k \sqrt{\Delta t} \eta_k - 0.5\sigma_2^2(k \Delta t)y_k (\eta_k^2 - 1) \Delta t,$$

where $\xi_k$ and $\eta_k$, $k = 1, 2, \ldots, n$ are Gaussian random variables which follow the standard normal distribution.

Set the initial value $(x_0, y_0) = (0.6, 0.2)$. Let $r_1 = 0.1 + 0.01 \sin t$, $r_2 = 0.1 + 0.05 \sin t$, $a_{11} = a_{22} = 0.1 + 0.01 \sin t$, $a_{21} = a_{23} = 0.22 + 0.02 \sin t$, and $a_{13} = a_{23} = 0.1 + 0.01 \sin t$. We choose $\sigma_1^2 = \sigma_2^2 = 0.4 + 0.04 \sin t$, then $r_1 - 0.5\sigma_1^2 < 0$, $r_2 - 0.5\sigma_2^2 < 0$. Furthermore, Theorem 3.1 implies the extinction of both $x, y$. Figure 1 confirms this result.

In Figure 2, we only change the noise intensities, that is, $\sigma_1 = 0.1 + 0.04 \sin t$, $\sigma_2 = 0.2 + 0.02 \sin t$, and the other parameters are still fixed as in Figure 1. From Theorem 4.6, we know that the system (1.2) has globally asymptotical stability. Figure 2 illustrates this result.
6 Conclusion

This paper has studied the existence and uniqueness of the positive solution for a stochastic non-autonomous plankton-allelopathy system. Moreover, we have obtained the sufficient conditions of extinction for this system. Furthermore, the globally asymptotical stability of this system has been proved in this paper. Finally, we illustrate some results by numerical simulations for some periodic parameters. These results are useful because the extinction thresholds are very important for the system of species. In further investigation, we may consider some more realistic and complex models such as incorporating spatial diffusion in this stochastic system. The spatial factors can affect the dynamical properties of the stochastic plankton-allelopathy system.
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