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Abstract

In view of the problems of large consumption of communication and computing resources in the control process, this note studies a fundamental property for a class of multi-agent systems under event-triggered strategy: the S-stabilizability of a group of multi-agent systems with general linear dynamics under weakly connected directed topology. The results indicate that the S-stabilizability can be described in some way that the stabilizability region and feedback gain can evaluate the performance of the protocol. Firstly, a new distributed event-triggered protocol is proposed. Under this protocol, a kind of hybrid static and dynamic event-triggered strategy are presented, respectively. In particular, by using Lyapunov stability theory and graph partition tool, it is proved that the proposed event-triggered control strategy can guarantee the closed-loop system achieve S-stabilizability effectively, if at least one vertex in each iSCC cell receives information from the leader, which reflects the ability of distributed control law. Further, we demonstrate that the stabilizability can be realized if the initial system matrix \( A \) is Hurwitz. Moreover, it is confirmed that the designed static event-triggered condition is a limit case of dynamic event condition and can guarantee Zeno-free behavior. Finally, the validity of the theoretical results is proved by numerical simulation.

1 Introduction

In recent years, the distributed cooperative control [1] [2] of multi-agent system has become an issue of widespread concern in control engineering, biology, physics and other disciplines because of its strong practical application background. For example, controllability [3] – [5] and consensus [6] [7]. As an
effective method to deal with formation control problems in recent years, control-
trollability has become an essential direction of multi-agent system research. The controllability of multi-agent system was first proposed by Tanner [8]. It should be noted that the concept of controllability essentially includes the possibility of executing any position at any time, which leads to some shortcomings of multi-agent systems in corresponding application fields. Therefore, some scholars have raised a question about whether we ask too much. This inspired the naming of “stabilizability” of multi-agent systems with single integrator [9]. In recent years, the research on the stabilizability of multi-agent systems has become more and more extensive. [10] [11] extended model to general linear multi-agent systems. However, the above studies on the stabilizability of multi-
agent systems focus on the network structure and local information feedback including neighbor state feedback and self-state feedback.

Actually, the design of neighbor state feedback gain is only to adjust the interconnect gain, which has been applied to plague control in some power grids [12]. An interesting theoretical question is whether the whole network can only be stabilized by adjusting the interconnect gain. For an interconnected continuous system consisting of two linear subsystems, Duan et al. solved this problem completely [13], where the designed interaction gain is called harmonic control. However, how to design the interaction gain to stabilize a complex network composed of more than two subsystems is still an open problem. In 2018, Liu et al. studied the stabilizability of heterogeneous multi-agent systems under harmonic control [14].

In practical applications, the energy of the agent itself and the bandwidth of communication channel are limited. In general, measurement, communication and control protocol updates in control tasks are performed periodically, i.e. the periodic sample control method [15] [16]. In order to guarantee the performance of all execution points, the sampling time constant usually takes a conservative value, which usually results in a waste of communication and computing resources. With the deepening of research and solving the waste of computing and communication resources caused by the periodic execution of tasks by the controller in practical application, the multi-agent control strategy based on event-trigger was proposed and had attracted wide attention [17] [18]. Under the event-triggered control strategy, control tasks are only executed on demand, so as to save system resources including the computing power, communication capability, and energy reserve of the agent. At present, many meaningful research results have been achieved on the consensus of multi-agent systems based on event-triggered control. In [19], event-triggered control protocol and condition related to the state of the agent for first-order systems were designed. In addition, it is confirmed that there is no Zeno behavior. The results showed that the event-triggered control has the expected performance and reduces the number of samples. In [20], the consensus of second-order multi-agent systems under event-triggered conditions was considered. The event-triggered control of linear multi-agent systems and nonlinear systems were investigated in [21], respectively.

Under directed topology, although some literatures considered the consen-
sus of multi-agent system under event-triggered condition, as far as the author knows, the stabilizability has hardly been discussed because system matrix $A$ exists divergence. Moreover, the influence of topology structure on the stabilizability under event-triggered controller has not been considered fully. Based on the above challenging problems, this note focuses on a systematic study about stabilizability of general linear multi-agent systems under event-triggered controller in directed topology, a kind of hybrid static and dynamic event-triggered conditions based on system state are given. In addition, from the designed event-triggered conditions, it can be seen that each agent does not need to monitor the state of neighboring agents continuously, hence this reduces the frequency of driving updates and communication among agents. Based on Lyapunov stability theory, it is proved that the proposed control strategy and designed event-triggered condition can guarantee the closed-loop system achieve stabilizability effectively, and there is no Zeno behavior. The main contributions of this work are stated as follows. (1) The definition of $S$-stabilizability is proposed, and a new trigger protocol that can guarantee $S$-stabilizability is designed; (2) It is proved that the stabilizability is a special case of $S$-stabilizability. If the initial system matrix $A$ is stable, the closed-loop system can realize stabilization, that is, $\lim_{t \to \infty} x_i(t) = 0$; (3) The influence of topology structure on the stabilizability of the system is revealed from the perspective of graph division; (4) The designed dynamic event-triggered condition has obvious advantages than static trigger condition in reducing the number of events.

The structure of this note is as follows: In Section II, we briefly introduce the concept and problem description of graph theory. In Section III, the event-triggered strategy and two kinds of event-triggered conditions are established. the accuracy of the theorem is verified by simulation experiments in Section IV. Section V summarizes this note.

2 Preliminaries and problem description

2.1 Theory of graph

A directed graph is represented by $G=(V,E,A)$, where $V = \{1, \ldots, N\}$ is the set of vertex, $F = \{1, \ldots, m\}$ and $R = \{m+1, \ldots, N\}$ represent the set of followers and leaders, respectively. $E \subseteq V \times V$ is the edge set, and $A = (a_{ij}) \in \mathbb{R}^{N \times N}$ denotes adjacency matrix of $G$. $a_{ij} > 0$ represents $(i,j) \in E$. Assume that $(i,i) \notin E$, hence $a_{ii} \neq 0$. Note that $a_{ij} > 0$ indicates agent $i$ can receive information from agent $j$, in which $i$ is called child vertex and $j$ is called parent vertex. Here we choose $N_i = \{j \in V, (i,j) \in E, j \neq i\}$ as the set of neighbors of vertex $i$ in $V$. For a given graph $G$, with adjacency matrix $A$, the Laplacian matrix is $L = D - A$, where $D$ is a diagonal matrix with diagonal elements $d_{ii} = \sum_{j \in N_i} a_{ij}$. Therefore, the element in $L$ is

$$L_{ik} = \begin{cases} \sum_{j \in N_i} a_{ij}, & k = i \\ -a_{ik}, & k \neq i. \end{cases}$$
A directed path from vertex $i$ to vertex $j$ is a sequence of ordered edges in the form of $(s, s + 1) \in E$, where $s = i, \ldots, j - 1$. A weak path refers to the existence of $(s, s + 1) \in E$ or $(s + 1, s) \in E$. The graph $\mathcal{G}$ contains a directed spanning tree, if there exists a root vertex so that there exists a directed path from the root vertex to any other vertices. If there exists a weak path between every pair of distinct vertices, then graph $\mathcal{G}$ is said to be weakly connected.

### 2.2 Basic Definitions and Lemmas

**Lemma 1:** [7] Consider a weighted directed topology graph $\mathcal{G}$, $\mathcal{L}$ contains a simple zero eigenvalue, and all the non-zero eigenvalues are with positive real parts if and only if graph $\mathcal{G}$ contains a directed spanning tree. Without losing generality, we sort the eigenvalues of $\mathcal{L}$ as $0 = \lambda_1 (\mathcal{L}) \leq \Re (\lambda_2 (\mathcal{L})) \leq \cdots \leq \Re (\lambda_N (\mathcal{L}))$

**Lemma 2:** [9] Matrix $A = [a_{ik}] \in \mathbb{R}^{n \times n}$ is strictly diagonally dominant if it satisfies:

1. $|a_{ii}| \geq \sum_{k=1, k \neq i}^n |a_{ik}|$ for all $i = 1, \cdots, n$;
2. $|a_{ii}| > \sum_{k=1, k \neq i}^n |a_{ik}|$ for at least one $i$.

**Definition 1 (independent strongly connected component):** An independent Strongly Connected Component (iSCC) of graph $\mathcal{G}=(\mathcal{V}, \mathcal{E}, \mathcal{A})$ is the largest strongly connected induced subgraph $\mathcal{I}_1=(\mathcal{V}_1, \mathcal{E}_1, \mathcal{A}_1)$, and for any $v_i \in \mathcal{V} \setminus \mathcal{V}_1, v_j \in \mathcal{V}_1$ satisfies $(v_i, v_j) \notin \mathcal{E}$.

Under this partition, $\mathcal{L}$ can be written as follows:

$$\mathcal{L} = \begin{bmatrix}
\tilde{\mathcal{L}}_{11} & 0 & \cdots & 0 & 0 \\
0 & \tilde{\mathcal{L}}_{22} & \cdots & 0 & 0 \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & \cdots & \tilde{\mathcal{L}}_{cc} & 0 \\
\mathcal{L}_{c+1,1} & \mathcal{L}_{c+1,2} & \cdots & \mathcal{L}_{c+1,c} & \tilde{\mathcal{L}}_{c+1,c+1}
\end{bmatrix}$$

By Lemmas 1, 2, $\tilde{\mathcal{L}}_{jj} \in \mathbb{R}^{|\mathcal{N}_j| \times |\mathcal{N}_j|} (j = 1, \cdots, c)$ has a zero eigenvalue, and the other non-zero eigenvalues have positive real parts; $\tilde{\mathcal{L}}_{c+1,c+1}$ is Hurwitz matrix.

**Lemma 3:** [10] Suppose that directed topology $\mathcal{G}$ is weakly connected and $\mathcal{L}$ is the Laplacian matrix of $\mathcal{G}$. Then $\text{rank} (\mathcal{L}) = N - c$ holds if and only if $\mathcal{G}$ contains $c$ iSCC cells.

**Definition 2:** Denote $X = \{x_{m+1}, \ldots, x_N\}$ as the status of leaders. Then the convex hull containing all the points of $X$ can be described as

$$S := \left\{ \sum_{j=m+1}^N t_j x_j | x_j \in X, \sum_{j=m+1}^N t_j = 1, t_j \in [0,1] \right\}$$
Lemma 4: [22] [Young’s inequality] Given $x, y \in \mathbb{R}^n$, for $v > 0$, $2x^T y \leq vx^T x + \frac{v^2 y^2}{v}$.

Remark 1: Given a directed topology $G$, it is assumed that follower network $G_F$ is weakly connected and contains $c (c \geq 1)$ distinct iSCC cells. Matrix $H = L_F + \sum_{j=m+1}^{N} D_j$ is strictly diagonally dominant if for each iSCC cell, there exists at least one vertex $i (i \in F)$ such that $d_{ij} > 0 (j \in R)$. And all eigenvalues lie in the open right-half complex-plane $C_{>0}$, where $D_j = \text{diag}\{d_{1j}, \ldots, d_{mj}\}$, and $L_F$ is the Laplacian matrix corresponding to the follower network $G_F$.

Lemma 5: [23] [Comparison principle] Consider a differential equation $\frac{dv}{dt} = f(t, v), v(t_0) = u_0$, where $t > 0$, $f(t, v)$ is continuous and satisfies the local Lipschitz condition in $t$. Let $[t_0, T)$ be the maximum existence interval of the solution $v$, where $T$ can be infinite. If, for any $t \in [t_0, T)$, $v = v(t)$ satisfies $\frac{dv}{dt} \leq f(t, v), v(t_0) \leq u_0$, then $v(t) \leq u(t), t \in [t_0, T)$.

2.3 Problem description

Consider a leader-follower network consisting of $N$ agents, the dynamics of agent $i$ is described as

$$
\begin{align*}
\dot{x}_i(t) &= Ax_i(t), & i \in R \\
\dot{x}_i(t) &= Ax_i(t) + Bu_i(t), & i \in F
\end{align*}
$$

(1)

where $x_i(t) \in \mathbb{R}^n$ and $u_i(t) \in \mathbb{R}^p$ represent the state and inter-agents control input of agent $i$, respectively. $A \in \mathbb{R}^{n \times n}$ is the system matrix and $B \in \mathbb{R}^{n \times p}$ is the input matrix. $F = \{1, \ldots, m\}$ represents the set of followers, $R = \{m+1, \ldots, N\}$ represents the set of leaders.

Remark 2: For undirected graphs, multi-agent systems (1) can only achieve consensus under protocol $u_i(t) = K \sum_{j \in N_i} a_{ij} (x_j - x_i)$. Under a directed topology, to the author’s knowledge, there is almost no literature that can guarantee the system state converges to 0. Therefore, we relax the objective. Accordingly, we propose the definition of S-stabilizability below.

Definition 3 (S-stabilizability): The S-stabilizability of a networked system (1) can be realized, if for any initial state $x(0) = [x_1^T(0), \ldots, x_m^T(0)]^T$, the system state $x(t)$ can be driven by the control input $u(t)$ into the convex hull $S$ formed by the leader state.

3 The main results

3.1 Static Event-Triggered Control (SETC)

In this subsection, we solve the S-stabilizability of linear multi-agent systems under event-triggered conditions. To achieve this, we explicitly make several key
Assumptions before analysis.

Assumption 1: The follower network $\mathcal{G}_F$ is weakly connected and contains $c$ distinct iSCC cells.

Assumption 2: The pair $(A, B)$ is stabilizable.

It should be noted that all eigenvalues of $A$ cannot be guaranteed to be on the closed left half-complex plane.

Under Assumption 2, there is a symmetric positive definite matrix $R > 0$ that satisfies Riccati inequality with $\varsigma > 0$,

$$A^T R + R A - \varsigma R B B^T R < -\varsigma I.$$

Next, the event-triggered control strategy will be designed. For agent $i$, define $\{t^i_k\}_{k \in \mathbb{Z}_0^+}$ as the trigger instant sequence with $t^i_{k+1} = \inf \{ t : f_i(t) \geq 0, t > t^i_k \}$, where $f_i(t) \geq 0$ is the event-triggered condition to be designed later. Here, it is assumed that $t^i_0 = 0$.

Based on the above description, the following control mechanisms are considered:

$$u_i(t) = \begin{cases} 0, & i \in \mathcal{R} \\ -K P_i(t^i_k), & i \in \mathcal{F} \end{cases} \quad (2)$$

where $P_i(t) = \sum_{j=1}^m a_{ij}(x_i(t) - x_j(t)) + \sum_{j=m+1}^N b_{ij}(x_i(t) - x_j(t))$, and $K$ is the feedback gain matrix to be designed.

Remark 3: Noted that the control mechanism only need the state $x_i(t^i_k)$ rather than the real-time state of the agent $i$ within interval $t \in [t^i_k, t^i_{k+1})$. Therefore, this reduces the number of data transmission during the operation of the system, improves the network efficiency and reduces energy consumption.

We pursue the following event-trigger functions for determining the trigger instants in the analysis:

$$f_i(t) = \int_{t^i_k}^t \| e_i(s) \|^2 ds - \int_{t^i_k}^t \left( k_i \| P_i(t^i_k) \|^2 + \beta e^{-\varsigma s} \right) ds > 0, \quad i \in \mathcal{F} \quad (3)$$

For the convenience of discussion, define $x(t) = \begin{bmatrix} x_1(t)^T, \cdots, x_m(t)^T \end{bmatrix}^T$, $e(t) = \begin{bmatrix} e_1(t)^T, \cdots, e_m(t)^T \end{bmatrix}^T$, where $e_i(t) = P_i(t^i_k) - P_i(t)$ for $t \in [t^i_k, t^i_{k+1})$.

By substituting protocol (2) into (1), the closed-loop system can be summarized as

$$\dot{x}_i(t) = A x_i(t) - B K P_i(t) - B K e_i$$

$$= A x_i(t) - (\mathcal{L}_i \otimes B K) x(t) - B K \sum_{j=m+1}^N b_{ij} x_i(t)$$

$$+ B K \sum_{j=m+1}^N b_{ij} x_j(t) - B K e_i \quad (4)$$
Above systems can be given in a compact form of

\[ 
\dot{x} = \left[ I_m \otimes A - \mathcal{L}_F \otimes (BK) - \sum_{j=m+1}^{N} \text{diag} \{b_{1j}, \ldots, b_{mj}\} \otimes (BK) \right] x \\
+ \sum_{j=m+1}^{N} \left[ \text{diag} \{b_{1j}, \ldots, b_{mj}\} \otimes (BK) (1_m \otimes x_j) \right] - (I_m \otimes BK) e(t) \\
= \left[ I_m \otimes A - \left( \mathcal{L}_F + \sum_{j=m+1}^{N} B_{oj} \right) \otimes (BK) \right] x \\
+ \sum_{j=m+1}^{N} (B_{oj} \otimes (BK)) (1_m \otimes x_j) - (I_m \otimes BK) e(t) \\
= [I_m \otimes A - M \otimes (BK)] x - (I_m \otimes BK) e(t) \\
+ \sum_{j=m+1}^{N} (B_{oj} \otimes (BK)) (1_m \otimes x_j) 
\]

where \( B_{oj} = \text{diag} \{b_{1j}, \ldots, b_{mj}\} \), \( M = \mathcal{L}_F + \sum_{j=m+1}^{N} B_{oj} \).

Define the state difference \( \varepsilon(t) \) among leaders and followers as

\[ 
\varepsilon(t) = (M \otimes I_n) x - \sum_{j=m+1}^{N} (B_{oj} \otimes I_n) (1_m \otimes x_j) \\
= (M \otimes I_n) \left[ x - \sum_{j=m+1}^{N} \left( (M^{-1} B_{oj}) \otimes I_n \right) (1_m \otimes x_j) \right] 
\]

The above equation holds because \( M \) is strictly diagonally dominant and \( M^{-1} \) exists.

Denote a variable \( \tilde{x}_i = x_i - \sum_{j=m+1}^{N} \chi_{ij} x_j \), where \( \chi_{ij} \) is the \( i \)-th element of \( M^{-1} B_{oj} 1_m \).

Then

\[ 
\dot{\tilde{x}}_i = \dot{x}_i - \sum_{j=m+1}^{N} \chi_{ij} \dot{x}_j \\
= A x_i - B K P_i \left( t^i_k \right) - \sum_{j=m+1}^{N} \chi_{ij} A x_j \\
= A x_i - B K P_i (t) - \sum_{j=m+1}^{N} \chi_{ij} A x_j - B K e_i (t) 
\]
Furthermore, $\dot{x}$ evolves according to
\[
\dot{x} = (I_m \otimes A)x - \left[ (L_F + \sum_{j=m+1}^{N} B_{oj}) \otimes BK \right] x \\
- (I_m \otimes BK) e(t) + \sum_{j=m+1}^{N} (B_{oj} \otimes (BK))(1_m \otimes x_j) \\
- \sum_{j=m+1}^{N} ((M^{-1}B_{oj}) \otimes I_n) (I_m \otimes A) (1_m \otimes x_j)
\]
\[
= (I_m \otimes A) \left\{ x - \sum_{j=m+1}^{N} ((M^{-1}B_{oj}) \otimes I_n)(1_m \otimes x_j) \right\} \\
+ (M \otimes BK) \sum_{j=m+1}^{N} ((M^{-1}B_{oj}) \otimes I_n)(1_m \otimes x_j) \\
- (I_m \otimes BK) e(t) - (M \otimes BK) x
\]
\[= (I_m \otimes A - M \otimes BK) \left\{ x - \sum_{j=m+1}^{N} ((M^{-1}B_{oj}) \otimes I_n)(1_m \otimes x_j) \right\} \\
- (I_m \otimes BK) e(t)
\]
\[= (I_m \otimes A - M \otimes BK) \dot{x} - (I_m \otimes BK) e(t) \tag{8} \]

Before discussing the S-stabilizability of system under the event-triggered condition (3), we will first review the important property of $M$.

**Remark 4**: $M$ is strictly diagonally dominant, which means that there exists a positive definite diagonal matrix $\Psi$ and a positive number $\eta$, such that $\Psi M + M^T \Psi > \eta I$, where $\Psi = \text{diag}\{\psi_1, \ldots, \psi_N\}$.

**Theorem 1**: Under Assumptions 1 and 2, consider multi-agent system (1) with protocol (2). Agent $i$ determines the triggering time sequence $\{\tilde{t}_k\}_{k=1}^{\infty}$ by (3). If for each iSCC cell in weakly connected follower network $G_F$, there exists at least one vertex $i (i \in F)$ such that $b_{ij} > 0 (j \in R)$, then $S$-stabilizability of system (1) can be realized by choosing $k_{\max} < \frac{\varsigma v}{\rho_1\|H\| + \varsigma v}$, $\varsigma = \eta \lambda_{\min}(\Psi) - \nu_1$.

**Proof 1**: Construct candidate Lyapunov functions
\[
V_1 = \dot{x}^T (\Psi \otimes R) \dot{x}
\]

Then the derivative of $V_1$ along the trajectories of system (8) yields
\[
\dot{V}_1 = 2 \dot{x}^T (\Psi \otimes R) \left\{ (I_m \otimes A - M \otimes BK) \dot{x} - (I_m \otimes BK) e \right\} \\
= 2 \dot{x}^T (\Psi \otimes (RA) - (\Psi M) \otimes RBK) \dot{x} - 2 \dot{x}^T (\Psi \otimes RBK) e \\
= \dot{x}^T \left\{ \Psi \otimes (A^TR + RA) - (\Psi M + M^T \Psi) \otimes RBK \right\} \dot{x} - 2 \dot{x}^T (\Psi \otimes RBK) e \tag{9}
\]

According to the Remark 4, the above formula is equivalent to
\[
\dot{V}_1 \leq 2 \dot{x}^T \left\{ \Psi \otimes (A^TR + RA) - \eta \Psi \otimes RBK \right\} \dot{x} - 2 \dot{x}^T (\Psi \otimes RBK) e \\
= \dot{x}^T \left\{ \Psi \otimes (A^TR + RA - \eta RBK) \right\} \dot{x} - 2 \dot{x}^T (\Psi \otimes RBK) e \tag{10}
\]
If $K = B^T R$, from the algebraic Riccati inequality, one can obtain that
\[
\dot{V}_1 \leq \tilde{x}^T \{(\Psi \otimes (-\eta I)) \tilde{x} - 2\tilde{x}^T (\Psi \otimes RBK) e \}
\leq -\eta \lambda_{\text{min}}(\Psi) \|\tilde{x}\|^2 - 2\tilde{x}^T (\Psi \otimes RBK) e
\tag{11}
\]
Further, using the Lemma 4, we have
\[
-2\tilde{x}^T (\Psi \otimes RBK) e \leq v_1 \|\tilde{x}\|^2 + \frac{\rho_1}{v_1} \|e\|^2
\tag{12}
\]
where $\rho_1 = \lambda_{\text{max}} \left[ \Psi^2 \otimes (RBK)^2 \right]$. Based on (12), (13) holds.
\[
\dot{V} \leq -\varsigma \|\tilde{x}\|^2 + \frac{\rho_1}{v_1} \|e\|^2 \tag{13}
\]
where $\varsigma = \eta \lambda_{\text{min}}(\Psi) - v_1$.

Recalling the event-triggered condition (3), we obtain that
\[
\int_{t_k}^t \|e_i(s)\|^2 ds \leq \frac{1}{1-k_i} \int_{t_k}^t \left( k_i \|P_i(s)\|^2 + \beta e^{-\sigma s} \right) ds \tag{14}
\]
It can be further obtained from the above equation,
\[
\int_{t_0}^t \|\tilde{x}(s)\|^2 ds \leq \frac{1}{1-k_{\text{max}}} \int_{t_0}^t \left( k_{\text{max}} \|(H \otimes I_n) \tilde{x}(s)\|^2 + m \beta e^{-\sigma s} \right) ds
\]
Integrating (13) over $[t_0, t)$, yields
\[
V_1(t) - V_1(t_0) \leq -\left( \varsigma - \frac{\rho_1}{v_1} \frac{k_{\text{max}} \|(H)\|}{1-k_{\text{max}}} \right) \int_{t_0}^t \|\tilde{x}(s)\|^2 ds
+ \frac{\rho_1 N \beta}{v_1 \sigma (1-k_{\text{max}})} \left( e^{-\sigma t_0} - e^{-\sigma t} \right)
\tag{15}
\]
where $k_{\text{max}} < \frac{\varsigma v_1}{\rho_1 \|H\| + \varsigma v_1}$.

Because $V_1(t) > 0$, $e^{-\sigma t} \geq 0$, which can be obtained from (15)
\[
\int_{t_0}^t \|\tilde{x}(s)\|^2 ds \leq \frac{V_1(t_0) v_1 \sigma (1-k_{\text{max}}) + \rho_1 N \beta e^{-\sigma t_0}}{\varsigma v_1 \sigma (1-k_{\text{max}}) - \rho_1 k_{\text{max}} \|M\|} \tag{16}
\]
Therefore, $\int_{t_0}^t \|\tilde{x}(s)\|^2 ds$ is bounded. And (15) indicates $V_1(t)$ is bounded, hence $\dot{V}$ is bounded. Furthermore, we can deduce that $\frac{d}{dt} \int_{t_0}^t \|\tilde{x}(s)\|^2 ds$ is bounded. Therefore, according to Barbalat’s Lemma, we can get
\[
\lim_{t \to \infty} \frac{d}{dt} \int_{t_0}^t \|\tilde{x}(s)\|^2 ds = \lim_{t \to \infty} \|\tilde{x}(s)\|^2 = 0,
\]
i.e.
\[
\lim_{t \to \infty} \left\{ x - \sum_{j=m+1}^N (M^{-1} B_{oj} 1_m) \otimes x_j \right\} = 0.
\]
Next, we prove that the follower’s state converges to the convex hull spanned by leaders.

Denote $\mathcal{L}_{FR} = \mathcal{L}_F/(n-m)$, since $(\mathcal{L}_F \otimes I_n)(1_m \otimes x_R) = 0$, hence

$$
\epsilon(t) = (M \otimes I_n)x - \sum_{j=m+1}^{N} (B_{oj} \otimes I_n)(1_m \otimes x_j)
$$

$$
= (M \otimes I_n)x - \sum_{j=m+1}^{N} ((\mathcal{L}_{FR} + B_{oj}) \otimes I_n) \times (1_m \otimes x_j)
$$

$$
= (M \otimes I_n) \left\{ x - \sum_{j=m+1}^{N} (M^{-1} (\mathcal{L}_{FR} + B_{oj}) 1_m) \otimes x_j \right\} 
$$

(16)

Note that

$$
\sum_{j=m+1}^{N} M^{-1} (\mathcal{L}_{FR} + B_{oj}) 1_m
$$

$$
= \sum_{j=m+1}^{N} M^{-1} (\mathcal{L}_F/(n-m) + B_{oj}) 1_m
$$

$$
= \sum_{j=m+1}^{N} M^{-1} M 1_m = 1_m
$$

Consequently,

$$
\sum_{j=m+1}^{N} (M^{-1} (\mathcal{L}_{FR} + B_{oj}) 1_m) \otimes x_j
$$

$$
= \sum_{j=m+1}^{N} (M^{-1} B_{oj} 1_m) \otimes x_j
$$

(17)

is the column vector of a convex combination of points in $X = \{x_{m+1}, \ldots, x_N\}$. Thus, it is concluded that system (1) achieves S-stabilizability.

Remark 5: Obviously, $\lim_{t \to \infty} x_j(t) = 0$ for $j \in \{m+1, \ldots, N\}$ if $A$ is Hurwitz matrix, then $\lim_{t \to \infty} x_i(t) = 0$, where $i \in \{1, \ldots, m\}$. That is, system (1) realizes stabilizability.

Remark 6: The event-trigger mechanism is distributed, because the control protocol of each agent only depends on the state of itself and its neighbors, without any prior knowledge of global parameters. In addition, from the event-trigger condition (3), each agent does not need to monitor the state of neighbors continuously, hence this greatly reduces the frequency of driving updates and communication among agents.

Theorem 2: Under the conditions of (3), the system (1) does not exhibit Zeno behavior. The interval between any two consecutive event-trigger instants of the system is not less than

$$
\frac{1}{\|A\|} \ln \left( 1 + \frac{\|A\|}{h_e} (\beta e^{-\sigma (t_{ik} + \tau_k)})^\frac{1}{2} \right)
$$

10
Proof 2: According to the definition of \( e_i(t) \), we can obtain that

\[
\dot{e}_i(t) = -\tilde{P}_i(t)
\]

\[
= -\sum_{j=1}^{m} a_{ij} (Ax_j(t) - BK P_j (t^j_k)) + \sum_{j=1}^{m} a_{ij} (Ax_j(t) - BK P_j (t^j_{k'}))
\]

\[
- \sum_{j=m+1}^{N} b_{ij} (Ax_j(t) - BK P_j (t^j_k)) + \sum_{j=m+1}^{N} b_{ij} (Ax_j(t) - BK P_j (t^j_{k'}))
\]

\[
= -\sum_{j=1}^{m} a_{ij} (Ax_i(t) - Ax_j(t)) - \sum_{j=m+1}^{N} b_{ij} (Ax_i(t) - Ax_j(t))
\]

\[
+ BK \sum_{j=1}^{m} a_{ij} \left( P_i (t^i_k) - P_j (t^j_{k'}) \right) + BK \sum_{j=m+1}^{N} b_{ij} \left( P_i (t^i_k) - P_j (t^j_{k'}) \right)
\]

\[
= BK \sum_{j=1}^{m} a_{ij} \left( P_i (t^i_k) - P_j (t^j_{k'}) \right) + BK \sum_{j=m+1}^{N} b_{ij} \left( P_i (t^i_k) - P_j (t^j_{k'}) \right)
\]

\[
+ A e_i(t) - AP_i (t^i_k)
\]

(18)

For \( t \in [t^i_k, t^i_{k+1}) \), it can be derived that

\[
\frac{d}{dt} \|e_i(t)\| \leq \|\dot{e}_i(t)\| \leq \|A\| \|e_i(t)\| + \Gamma_i
\]

(19)

where

\[
\Gamma_i = \left\| -AP_i (t^i_k) + BK \sum_{j=1}^{m} a_{ij} \left( P_i (t^i_k) - P_j (t^j_{k'}) \right) + \sum_{j=m+1}^{N} b_{ij} \left( P_i (t^i_k) - P_j (t^j_{k'}) \right) \right\|
\]

From Theorem 1, one can obtain that \( x_i(t) \) is bounded, corresponding \( P_i (t^i_k) \) is bounded, so there exists a constant \( h_i \) that satisfies \( \Gamma_i \leq h_i \). According to (19), it can be induced that

\[
\frac{d}{dt} \|e_i(t)\| \leq \|A\| \|e_i(t)\| + h_i
\]

(20)

Consider a nonnegative function, \( \Xi : [0, \infty) \rightarrow \mathbb{R}_{\geq 0} \), which satisfies

\[
\dot{\Xi} = \|A\| \Xi + h_i, \Xi(0) = \|e_i(t^i_k)\| = 0
\]

(21)

where \( \Xi(t) = \frac{h_i}{\|A\|} (\|\Xi\| + 1) \) is the solution of (21). According to Lemma 5, we can easily get \( \|e_i(t)\| \leq \Xi (t - t^i_k) \). From event trigger function (3), if

\[
\|e_i(t)\|^2 \leq \beta e^{-\sigma t}
\]

(22)
then \( f_i(t) \leq 0 \). Therefore, we can know that the lower bound of the event-trigger interval of agent \( i \) can be lower bounded by the evolution time for \( \Xi^2(t - t_i^k) \) to evolve from 0 to \( \beta e^{-\sigma_t} \), that is the lowest bound of \( \tau_i^k \) can be obtained by (23):

\[
\beta e^{-\sigma(t_i^k + \tau_i^k)} = \frac{h^2}{\|A\|^2} \left( e^{\|A\|\tau_i^k} - 1 \right)^2
\]

The above equation is equivalent to

\[
\tau_i^k = \frac{1}{\|A\|^2} \ln \left( 1 + \frac{\|A\|}{h_i} \left( \beta e^{-\sigma(t_i^k + \tau_i^k)} \right)^{\frac{1}{2}} \right)
\]

The following conclusion can be proved by contradiction. It is assumed that the Zeno behavior occurs, which means that there exists a positive constant \( t^* \) such that \( \lim_{t \to \infty} t_i^k = t^* \). Let \( \varepsilon_0 = \frac{1}{2} \tau_i^k \). There exists a positive integer \( N_0 \) such that \( t^* - \varepsilon_0 \leq t_i^k \leq t^* \) for \( \varepsilon_0 > 0 \) by the definition of sequence limit, where \( k \geq N_0 \). Therefore, \( t^* + \varepsilon_0 \leq t_i^k + 2\varepsilon_0 \leq t_i^{k+1} \) holds when \( k \geq N_0 \). This contradicts with \( t^* \geq t_i^{k+1} \) for \( k \geq N_0 \). Thus, Zeno behavior is strictly excluded. The proof is completed.

**Remark 7:** If \( k_i = 0 \), we call (3) as a state-independent event-triggered condition. (3) is named as a state-dependent event-triggered condition if \( \beta = 0 \). These two event conditions are feasible to obtain stabilizability of system (8). Thus, (3) can be named as hybrid trigger condition, which is universal.

### 3.2 Dynamic Event-Triggered Control (DETC)

In this section, in order to improve the effect of event-triggered mechanism, we introduce dynamic variable \( \varphi_i \) to consider the stabilizability of the system:

\[
\dot{\varphi}_i(t) = -\mu_i \varphi_i(t) + \xi_i (k_i \|P_i(t_i^k)\|^2 + \beta e^{-\sigma t} - \|e_i(t)\|^2), \quad \Theta_i > \varphi_i(0) > 0, \mu_i > 0, \xi_i > 0
\]

**Theorem 3:** Suppose the communication topology is a directed graph and weakly connected. Given parameter \( k_{\text{max}} < \frac{\varepsilon_i}{\mu_i \|H\|^2 + \xi_i} \) and the first event trigger time \( t_i^1 = 0 \), the trigger time of agent \( i \) is determined by the following trigger function:

\[
t_i^{k+1} = \max_{r \geq t_i^k} \left\{ r : \varphi_i(t) \geq \theta_i (\|e_i\|^2 - k_i \|P_i(t_i^k)\|^2 - \beta e^{-\sigma t}), \forall t \in [t_i^k, r] \right\}
\]

If for each iSCC cell of the follower network \( \mathcal{G}_F \), there exists at least one vertex \( i \) such that \( b_{ij} > 0 \) (\( i \in \mathcal{F}, j \in \mathcal{R} \)), then the S-stabilizability of the multi-agent system (8) can be realized under the event triggered protocol (25), and there is no Zeno behavior in the closed-loop system.
Proof 3: According to the function (24) and trigger condition (25), we have

$$\dot{\varphi}_i(t) \geq -\mu_i \varphi_i(t) - \frac{\xi_i}{\mu_i} \varphi_i(t) = -\left(\mu_i + \frac{\xi_i}{\mu_i}\right) \varphi_i(t)$$

so

$$\varphi_i(t) > \varphi_i(0) e^{-\left(\mu_i + \frac{\xi_i}{\mu_i}\right)t} > 0.$$  

(27)

Constructing Lyapunov candidate function

$$V = V_1 + V_2$$

(28)

where

$$V_2 = \sum_{i=1}^{N} \varphi_i(t)$$

Then

$$\dot{V}_2 = \sum_{i=1}^{N} \xi_i \left( k_i \| P_i(t_k^i) \|^2 + \beta e^{-\sigma t} - \| e_i(t) \|^2 \right) - \sum_{i=1}^{N} \mu_i \varphi_i(t)

\leq - \sum_{i=1}^{N} \mu_i \varphi_i(t) - \xi_{\text{max}} \left( 1 - k_{\text{max}} \right) \| M \|^2 \| e \|^2

+ \xi_{\text{max}} k_{\text{max}} \| M \|^2 \| \xi \|^2 + m \beta e^{-\sigma t}$$

The derivative of $V$ along the trajectory (8) is

$$\dot{V} \leq -\varsigma \| \xi \|^2 + \frac{P_i}{v_1} \| e \|^2 - \sum_{i=1}^{N} \mu_i \varphi_i(t) + m \beta e^{-\sigma t}

- \xi_{\text{max}} \left( 1 - k_{\text{max}} \right) \| e \|^2 + \xi_{\text{max}} k_{\text{max}} \| M \|^2 \| \xi \|^2$$

(29)

where $\varsigma = \varsigma - \xi_{\text{max}} k_{\text{max}} \| M \|^2$, $\xi_{\text{max}} = \frac{P_i}{v_1 (1 - k_{\text{max}} \| M \|^2)}$.

Let $k_w = \min \left\{ \frac{\varsigma}{\xi_{\text{max}} (\mathbf{H} \otimes P), \mu_i} \right\} > 0$, then

$$\dot{V} \leq -k_w V + m \beta e^{-\sigma t}$$

According to the comparison principle, we have $0 \leq V_1 \leq \psi(t)$, where $\dot{\psi}(t) = -k_w \psi(t) + m \beta e^{-\sigma t}$, $\psi(0) = V_1(0)$. Therefore, we can further obtain that

$$\psi(t) = \begin{cases} e^{-k_w t} \psi(0) + m \beta e^{-k_w t}, & k_w = \sigma \\ e^{-k_w t} \psi(0) + \frac{m \beta}{(k_w - \sigma)} (e^{-\sigma t} - e^{-k_w t}), & k_w \neq \sigma \end{cases}$$

(30)

Obviously, when $t \to \infty$, $\psi(t) \to 0$ holds. Therefore, we can deduce that $V(t) \to 0$ when $t \to \infty$, i.e. $\lim_{t \to \infty} \dot{x}_i(t) = 0$. Moreover, system (8) is convergent exponentially, so the S-stabilizability is solved.
Next, we prove that the event-trigger interval among agents has a strict lower bound of positive time to exclude Zeno behavior. According to (19), one get
\[
\frac{d\|e_i(t)\|^2}{dt} = 2\|e_i(t)\|^2 + 2\|e_i(t)\|\Gamma_i
\]
(31)
In addition,
\[
\frac{d\|e_i(t)\|^2}{dt} \leq (2\|A\| + 1)\|e_i(t)\|^2 + \Gamma_i^2
\]
(32)
holds, because of \(2\|e_i(t)\|\Gamma_i \leq \|e_i(t)\|^2 + \Gamma_i^2\). With \(\|e_i(t)\| = 0\), and \(\Gamma_i \leq h_i\), integrating (32) from \(t_k^i\) to \(t\), one can obtain that
\[
\|e_i(t)\|^2 \leq \int_{t_k^i}^t e^\sigma(t-s)\frac{h_i^2}{\sigma} ds = \frac{h_i^2}{\sigma} e^\sigma(t-t_k^i) - 1
\]
(33)
Based on the event-triggered condition (25), the following equation can be obtained
\[
\|e_i(t)\|^2 > \frac{\Theta_i}{\theta_i} + \|P_i(t_k^i)\|^2 + \beta e^{-\sigma t} \geq \Theta_i
\]
(34)
Combined with the formula (33)(34), it can be deduced that the low bound of event-trigger interval of agent \(i\) is \(\tau_i = \frac{1}{\sigma} \ln \left(1 + \frac{\Theta_i}{\theta_i}\right) > 0\). Therefore, no Zeno behavior will exhibit.

Remark 8: Obviously, when \(\theta_i\) is infinite, the static event-triggered condition (3) can be regarded as a limit case of the dynamic trigger condition (25).

4 Simulation

In this section, for verifying the accuracy of theoretical results, we perform a series of simulation experiments on the stabilizability of systems. Consider a group of general linear multi-agent systems with
\[
A_1 = \begin{bmatrix} 1 & 1 \\ 2 & -3 \end{bmatrix}, A_2 = \begin{bmatrix} -1 & 1 \\ 2 & -3 \end{bmatrix}, B = \begin{bmatrix} -1 \\ 0 \end{bmatrix}.
\]
By solving Riccati inequality by MATLAB, the feedback gain matrices \(K_1 = \begin{bmatrix} -0.0254 & 0.0012 \end{bmatrix}, K_2 = \begin{bmatrix} -0.1450 & -0.0425 \end{bmatrix}\) can be obtained. Assume system (1) consists of 6 agents with \(x_{10} = \begin{bmatrix} -2 & 4.3 \end{bmatrix}, x_{20} = \begin{bmatrix} 7 & -4.5 \end{bmatrix}, x_{30} = \begin{bmatrix} -4 & 3 \end{bmatrix}, x_{40} = \begin{bmatrix} 8 & 2 \end{bmatrix}, x_{50} = \begin{bmatrix} 2 & 2 \end{bmatrix}, x_{60} = \begin{bmatrix} 2 & 1 \end{bmatrix}\), where \(F = \{1, \ldots, 4\}\) is follower set, \(R = \{5, 6\}\) is leader set. The communication topology is described in Fig.1. According to the previous analysis, let vertices 1
and 3 receive the leader's information. Fig.2 and Fig.3 show the state trajectory of the followers when the system matrix is $A_1$. It can be found that the system
is divergent in this case. The corresponding renderings when the system matrix is $A_2$ are shown in Fig.4 - Fig.8. The evolutions of state $x_i$, $i = 1, 2, 3, 4$, with
Figure 7: Triggering times of followers in (24)

Table 1: The number of triggers for two event-triggered Schemes

| Type of event | Agent 1 | Agent 2 | Agent 3 | Agent 4 |
|---------------|---------|---------|---------|---------|
| SETC          | 524     | 638     | 401     | 245     |
| DETC          | 395     | 418     | 236     | 203     |

$A_2$ and $B$ are shown in Fig.4 and Fig.5. Fig.6 and Fig.7 show the event instants corresponding to two event-triggered conditions in (3) and (24), respectively. Obviously, there is no Zeno behavior. Furthermore, in order to compare the two event-triggered law, we present the number of event triggering in TABLE I, respectively. It can be seen that the dynamic event-triggered law guarantees a larger event interval than the static trigger law.

5 Conclusion

In this note, we have studied how to select control vertices to achieve the S-stabilizability of general linear multi-agent systems under event-triggered conditions by graph partition. A new class of event-triggered protocols has been proposed for solving the S-stabilizability on directed topology. Under this protocol, static and dynamic event-triggered conditions were proposed, respectively, and some sufficient conditions to ensure the S-stabilizability of the system were derived. And we confirmed that stabilizability can be realized if $A$ is Hurwitz matrix. In addition, it has been proved that the proposed static event-triggered condition is a limit case of dynamic event-trigger condition. Future work will focus on solving the stabilizability of systems under switching topology.
References

[1] X. Li, P. Shi, Y. Wang and S. Wang, “Cooperative tracking control of heterogeneous mixed-order multiagent systems with higher-order nonlinear dynamics,” IEEE Transactions on Cybernetics, vol. 52, no. 6, pp. 5498-5507, 2020.

[2] X. Li, and Y. Wang, “Distributed cooperative neural control of a class of nonlinear multi-agent systems with unknown time-varying control coefficient,” International Journal of Adaptive Control and Signal Processing, vol. 36, no. 1, pp. 2-16, 2021.

[3] X. Liu, Z. Ji and T. Hou, “Graph partitions and the controllability of directed signed networks,” SCIENCE CHINA: Information Sciences, 2018, DOI: 10.1007/s11432-018-9450-8

[4] Z. Ji, H. Lin, and H. Yu, “Protocols design and uncontrollable topologies construction for multi-agent networks,” IEEE Transactions on Automatic Control, vol. 60, no. 3, pp. 781-786, 2015.

[5] N. Cai, M. He, Q. Wu and M. J. Khan, “On almost controllability of dynamical complex networks with noises,” Journal of Systems Science and Complexity, 2017, DOI: 10.1007/s11424-017-6273-7.

[6] K. Liu, Z. Ji and W. Ren, “Necessary and sufficient conditions for consensus of second-order multi-agent systems under directed topologies without global gain dependency,” IEEE Transactions on Cybernetics, vol. 47, no. 8, pp. 2089-2098, 2017.

[7] W. Ren and R.W. Beard, “Consensus seeking in multiagent systems under dynamically changing interaction topologies,” IEEE Transactions on Automatic Control, vol. 50, no. 5, pp. 655-661, 2005.

[8] H.G. Tanner, “On the controllability of nearest neighbor interconnections,” In Proceedings of the 43rd IEEE Conference on Decision and Control, 2004, vol. 3, pp. 2467-2472.

[9] H. Kim, H. Shim, J. Back, and J. Seo, “Stabilizability of a group of single integrators and its application to decentralized formation problem,” In Proceedings of IEEE Conference on Decision and Control (CDC)/European Control Conference (ECC), 2011, pp. 4829-4834.

[10] X. Liu, Z. Ji, T. Hou, and H. Yu, “Decentralized stabilizability and formation control of multi-agent systems with antagonistic interactions,” ISA Transactions, vol. 89, pp. 58-66, 2019.

[11] Y. Sun, Z. Ji*, Y. Liu, and C. Lin, “On stabilizability of multi-agent systems,” Automatica, 2022, accepted.
[12] K. Sun, D. Zheng, and Q. Lu, “Splitting strategies for islanding operation of largescale power systems using OBDD-based methods,” IEEE Transactions on Power Systems, vol. 18, no. 2, pp. 912-923, 2003.

[13] Z. Duan, J. Wang, and L. Huang, “Special decentralized control problems in discrete time interconnected systems composed of two subsystems,” Systems & Control Letters, vol. 56, no. 3, pp. 206-214, 2007.

[14] X. Liu, Z. Ji, and T. Hou, “Stabilization of heterogeneous multiagent systems via harmonic control,” complexity, vol. 2018, pp. 1-9, 2018.

[15] H. Liu, G. Xie, and L. Wang, “Necessary and sufficient conditions for solving consensus problems of double-integrator dynamics via sampled control,” International Journal of Robust and Nonlinear Control, vol. 20, no. 15, pp. 1706-1722, 2010.

[16] Y. Gao and L. Wang, “Sampled-data based consensus of continuous-time multi-agent systems with time-varying topology,” IEEE Transactions on Automatic Control, vol. 56, no. 5, pp. 1226-1231, 2011.

[17] O. Demir and J. Lunze, “Synchronization of multi-agent systems with event-based communication,” AT-Autom., vol. 62, no. 8, pp. 535-546, 2014.

[18] K. Liu and Z. Ji, “Dynamic event-triggered consensus of general linear multi-agent systems with adaptive strategy,” IEEE Transactions on Circuits and Systems II: Express Briefs, 2022, DOI: 10.1109/TCSI.2022.3144280

[19] D. V. Dimarogonas, E. Frazzoli, and K. H. Johansson, “Distributed event-triggered control for multi-agent systems,” IEEE Transactions on Automatic Control, vol. 57, no. 5, pp. 1291-1297, 2012.

[20] H. Li, X. Liao, and T. Huang, “Event-triggering sampling based leader-following consensus in second-order multi-agent systems,” IEEE Transactions on Automatic Control, vol. 60, no. 7, pp. 1998-2003, 2015.

[21] F. Li, and Y, Liu, “Adaptive event-triggered output-feedback controller for uncertain nonlinear systems,” Automatica, vol. 117, pp. 1-13, 2020.

[22] C. Nowzari and J. Cortés, “Distributed event-triggered coordination for average consensus on weight-balanced digraphs,” Automatica, vol. 68, no. 4, pp. 237-244, 2016.

[23] Z. Li and Z. Duan, $H_\infty$ Cooperative Control of Multi-Agent Systems: A Consensus Region Approach, CRC Press, Boca Raton, FL, USA, 2014.