Thermal power terms in the Einstein-dilaton system
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Abstract

We employ the gauge/string duality to study the thermal power terms of various thermodynamic quantities in gauge theories and the renormalized Polyakov loop above the deconfinement phase transition. We restrict ourselves to the five-dimensional Einstein gravity coupled to a single scalar, the dilaton. The asymptotic solutions of the system for a general dilaton potential are employed to study the power contributions of various quantities. If the dilaton is dual to the dimension-4 operator $\text{Tr} F_{\mu\nu}^2$, no power corrections would be generated. Then the thermal quantities approach their asymptotic values much more quickly than those observed in lattice simulation. When the dimension of the dual operator is different from 4, various power terms are generated. The lowest power contributions to the thermal quantities are always quadratic in the dilaton, while that of the Polyakov loop is linear. As a result, the quadratic terms in inverse temperature for both the trace anomaly and the Polyakov loop, observed in lattice simulation, cannot be implemented consistently in the system. This is in accordance with the field theory expectation, where no gauge-invariant operator can accommodate such contributions. Two simple models, where the dilaton is dual to operators with different dimensions, are studied in detail to clarify the conclusion.

PACS numbers: 11.25.Tq, 11.15.Pg
I. INTRODUCTION

Lattice simulations have disclosed interesting properties of the gauge theory thermodynamics. In [1, 2] it is shown that the lattice data for the trace anomaly in pure SU(3) gauge theory [3] are dominated by a $T^2$ term in the temperature region $1.1 \ T_c < T < 4T_c$. From this observation, a “fuzzy bag” model has been advertised, which allows to express the pressure $p_{\text{QCD}}(T)$ as [2]

$$p_{\text{QCD}}(T) \approx f_{\text{pert}}T^4 - B_{\text{fuzzy}}T^2 - B_{\text{MIT}} + ...$$

(1)

Lattice analyses also show that the constant term is small, $B_{\text{MIT}} \ll B_{\text{fuzzy}}T_c^2$. Therefore, one expects $B_{\text{fuzzy}} \approx f_{\text{pert}}T_c^2$ to ensure $p(T_c) \approx 0$ at the critical temperature $T_c$ for the pure glue theory. From the expression for the pressure one derives the trace anomaly $\theta(T)$,

$$\theta(T) \approx 2B_{\text{fuzzy}}T^2 + 4B_{\text{MIT}} + ...$$

(2)

Further investigations show that, for various $N_c$, the trace anomaly in SU($N_c$) gauge theory can be represented by the formula [4]

$$\frac{\theta(T)}{T^4} = \frac{\pi^2}{45}(N_c^2 - 1) \left(1 - \frac{1}{\left\{1 + \exp\left[\frac{(T/T_c) - f_1}{f_2}\right]\right\}^2}\right) \left(f_3 T_c^2 + f_4 T_c^4\right).$$

(3)

As $f_2$ turns out to be tiny and $f_1$ smaller than 1, this formula simplifies above $T_c$:

$$\theta(T) \approx \frac{\pi^2}{45}(N_c^2 - 1) \left(f_3 T_c^2 + f_4 T_c^4\right),$$

(4)

with the large-$N_C$ extrapolation values $f_3 \simeq 1.768$ and $f_4 \simeq -0.244$. Since in the free field limit one has $f_{\text{pert}} \simeq \frac{\pi^2}{45}(N_c^2 - 1)$, this gives $B_{\text{fuzzy}} \simeq 0.884 f_{\text{pert}}T_c^2$, and $B_{\text{MIT}} \simeq -0.061 f_{\text{pert}}T_c^4$; hence, the expectation for the pure gauge theory is roughly met. Notice, however, that the bag constant in pure gauge theory turns to be negative, in contrast to that in QCD at zero temperature and finite temperature [5]. Recent lattice simulations also show that the trace anomaly in 3D SU($N$) gauge theory is dominated by a $T^2$ term in the high temperature region [6, 7]; this indicates a large linear contribution in inverse temperature, in contrast to the quadratic contribution in 4D. Further lattice calculation for the bulk viscosity in [8] also indicates that it can be described by a quadratic term in inverse temperature above the phase transition [9].
In Ref. \[10\] it was found that the lattice results in \[11\] for the logarithm of the Polyakov loop \(L(T)\) above the phase transition, in SU(3) pure gauge theory, can be fitted by a linear function of \(1/T^2\):

\[-2 \log [L(T)] \simeq a + b \left( \frac{T_c}{T} \right)^2.\]  

(5)

A similar pattern is also obtained in lattice simulations for SU(4) and SU(5) pure gauge theory \[12\]. Notice that, although the Polyakov loop is renormalization scheme-dependent, it is argued that the linear correction vanishes in the phenomenology preferred scheme. To eliminate the scheme dependence, it is more convenient to study the heavy quark free energy, related to the Polyakov loop as

\[L(T) = e^{-F_Q(T)/T}.\]  

(6)

With the simple form \(5\), the derivative of \(F_Q\) would be

\[\frac{dF_Q(T)}{dT} \simeq \frac{a}{2} - \frac{b}{2} \left( \frac{T_c}{T} \right)^2.\]  

(7)

Similar to the fuzzy bag model, one may estimate the parameters \(a\) and \(b\), on the basis of the properties of the renormalized Polyakov loop at \(T_c\) and in the high temperature limit. Perturbation theory predicts that, in the high temperature limit, the renormalized Polyakov loop should approach one from above. This is confirmed by lattice simulations \[11, 12\], which agree quite well with the perturbative results at large temperature. Subtracting the perturbative contributions from the lattice data, one would expect that the remaining contribution with the form \(5\) should give \(a \approx 0\). Moreover, both for SU(4) and SU(5) the lattice data show that \(L\) approaches 0.5 when \(T \rightarrow T_c^+\) \[12\]. If the dominance of the quadratic term can be valid near the phase transition, \(b\) is fixed to \(b \approx 2 \log 2 \approx 1.386\). These results could be interpreted as the nonperturbative values of \(a\) and \(b\) in the large-\(N\) limit, which are consistent with the results at \(N_C = 3, 4, 5\) \[10, 12\]. However, such an estimate may not be quite reliable, since higher power terms may become important close to \(T_c\).

Many explanations have been proposed for the quadratic contributions. The corresponding \(T^2\) term in the pressure can be viewed as a temperature-dependent correction to the constant bag term. This is accommodated in the fuzzy bag model by generalizing the usual bag term to a series in powers of inverse temperature squared \[2\]. In the high temperature region, the \(T^2\) term could be considered as the correction to the leading perturbative prediction. This is similar to the case of heavy quark potential at zero temperature \[13\].
natural way to generate such a contribution consists in introducing a dimension-two gluon condensate \([10, 14]\); however, since no gauge-invariant operator of dimension two exists, the properties of such a condensate cannot be derived systematically.

At large \(N\), the thermodynamics of SU\((N)\) gauge theory can be described by the black hole solutions on the gravity side, according to the gauge/string duality \([15, 18]\). For \(N = 4\) Super Yang-Mills theory in flat spacetime, the thermodynamic quantities at strong coupling are found to be exactly \(3/4\) of the free coupling results \([19]\). It is thus concluded that thermodynamics is insensitive to the coupling \([20]\). However, the novel temperature dependence of various quantities, shown above, must have a nonperturbative origin. According to the duality dictionary \([16, 17]\), a two-dimensional condensate would correspond to the quadratic gravitational fluctuations around asymptotic Anti-de Sitter (AdS) background. At finite temperature, such fluctuations are naturally generated when the boundary of the AdS spacetime is taken \(S^1 \times S^3\) instead of \(S^1 \times R^3\) \([18, 21]\). Indeed, quadratic terms appear in all the thermodynamic quantities, and also in the renormalized Polyakov loop \([22]\). As an analog of the MIT bag model, the hard-wall model \([23-25]\) does not accommodate such condensates. In contrast, in the soft-wall model \([26, 27]\) these contributions appear in a similar pattern as the fuzzy bags \([28, 29]\). Such contributions continue to appear even when nonzero chemical potential is introduced \([30]\). Unfortunately, in order to fit the thermodynamic quantities and the Polyakov loop, different background fluctuations are required. The soft-wall model can be consistently realized in the gravity-dilayon system \([31-33]\). With proper choices for the dilaton potential, such a construction also exhibits the Hawking-Page phase transition as in pure AdS \([34, 35]\). By fine-tuning the parameters in the dilaton potential, the lattice data for various thermal quantities and transport coefficients can be reproduced quite accurately \([34, 39]\). It is natural to wonder whether and how the quadratic contributions found in lattice simulations are generated in such a system. However, due to the complexity of the potential, full analytic results are unavailable and numerical techniques have to be used. From the numerical results it is not easy to separate the different contributions.

An important observation is that the thermal quantities are well approximated by the leading conformal term plus the quadratic term \([22, 28, 29]\). This is also the situation in the lattice results \([2, 4, 10, 12]\), where the deviations from such a truncated expansion are found only close to \(T_c\). The reason is due to the absence of odd power contributions.
and the smallness of the quartic correction. Therefore, one could use such an expansion to investigate the quadratic contributions in the gravity-dilaton system. As shown in [40, 41], the asymptotic solutions can be obtained analytically order by order, and even extended to arbitrary spacetime dimensions [42]. The asymptotic properties of various quantities, like the speed of sound [40, 41], the bulk viscosity [42, 43] and the renormalized Polyakov loop [44], have been studied in detail. These asymptotic results could be polluted, since in the high temperature region the perturbative contributions dominate. It would be more reasonable to study the power contributions in the intermediate temperature region with these asymptotic solutions, which we do now.

The paper is organized as follows. In the next Section we briefly describe the general form of the perturbative corrections. The general pattern of the power contributions in different thermal quantities are shown in Sect.III. In Section IV we give two simple models to illustrate explicitly the power contributions in different quantities. In the last Section a short discussion is given.

II. PERTURBATIVE CORRECTIONS

Let us first consider the perturbative corrections. The perturbative running of the coupling constant translates into the logarithmic behavior of the ’t Hooft coupling in the ultraviolet \( z \rightarrow 0 \) [32, 33],

\[
\lambda \sim (-\log z)^{-1},
\]

in the conformal coordinate \( z \). In the high temperature region, the background is approximately AdS-Schwarzschild black hole, with temperature

\[
T \sim \frac{1}{\pi z_H},
\]

\( z_H \) being the the black hole horizon. Hence, the perturbative \( \lambda \) series of the thermal quantities, in the ultraviolet, translates into a series of \( (\log T)^{-1} \) [45, 46]. This is expected from the operator product expansion in the boundary field theory [2]. Since the logarithmic terms dominate over the power ones for extremely large \( T \), the later can only be seen when those perturbative terms are turned off. However, it could not be excluded that the power terms may appear when an infinite series of perturbative terms are summed up [47]. Also in the gravity approximation, asymptotic freedom and the logarithmic running are difficult to
implement. Therefore, here we neglect these perturbative contributions, and focus on the power terms generated directly from some nonperturbative mechanism.

III. GENERAL PATTERN FOR THE THERMAL POWER TERMS

A. Asymptotic solutions

Consider the action of gravity coupled to the dilaton with an arbitrary potential

\[ S_5 = \frac{1}{2\kappa^2} \left[ \int_M d^5x \sqrt{-g} \left( R - V(\phi) - \frac{1}{2}(\partial\phi)^2 \right) - 2 \int_{\partial M} d^4x \sqrt{-\gamma} K \right], \]

where \( R \) is the Ricci scalar, \( g \) the determinant of the metric, \( \gamma \) the determinant of the induced metric on the UV boundary \( \partial M \), \( K \) the extrinsic curvature on \( \partial M \), and \( \kappa^2 \) is related to the 5D Einstein gravitational constant, \( \kappa^2 = 8\pi G_5 \). Since we do not consider perturbative running of the coupling, the dilaton potential has the following expansion near the boundary

\[ V(\phi) = -\frac{12}{l^2} + \frac{m^2}{2} \phi^2 + \mathcal{O}(\phi^4). \]

The squared mass is related to the scaling dimension \( \Delta_+ \) of the gauge theory operator \( \mathcal{O}_\phi \), \( m^2 = \Delta_+(\Delta_+ - 4)/l^2 \). The dilaton field goes to zero at the boundary and one recovers the asymptotic AdS spacetime with radius \( l \).

To study the asymptotic solutions in the ultraviolet, it is convenient to work with the following ansatz [40, 41]:

\[ ds^2 = \frac{1}{z^2} \left( -f(z) dt^2 + dx^2 \right) + e^{2B(z)} \frac{dz^2}{z^2 f(z)}. \]

The equations of motion are:

\[ \dot{B} = -\frac{1}{6} \dot{\phi}^2, \]

\[ \ddot{f} = \left( 4 + \dot{B} \right) \dot{f}, \]

\[ -6 \dot{f} + f \left( 24 - \dot{\phi}^2 \right) + 2e^{2B} V(\phi) = 0, \]

\[ \ddot{\phi} f + \dot{\phi} \left( \dot{f} - f(4 + \dot{B}) \right) - e^{2B} V'(\phi) = 0, \]

where a dot denotes a \( \log z \) derivative (e.g., \( \dot{\phi} = z d\phi/dz \)), while \( V' = dV/d\phi \). For high temperature, the black hole horizon is close to the boundary, the dilaton is small everywhere.
and the gravity-dilaton system can be solved recursively in $\phi$. Moreover, from Eqs. (13)-(16) one can see that the dilaton backreacts on the the metric functions $B(z)$ and $f(z)$ at even orders in $\phi$, while the metric functions backreact on the dilaton at odd orders in $\phi$, and this is a simplification for the recursion procedure. Explicit solutions of the system with $\Delta_+ = 1/2, 1, 2$ are reported in Ref. [48], from which one can check the above assertions.

Since the equations for $\phi$ and $f$ are of second order, while that for $B$ is of first order, there are in principle five integration constants. Lorentz invariance at the boundary requires $f(\epsilon) = 1$, and the equation for $f$ can be integrated:

$$\dot{f} = -f_0 z^4 e^B,$$

with the constant $f_0$ depending on the horizon $z_H$. The boundary condition for $\phi$ should be

$$\phi(\epsilon) = c \epsilon^{\Delta_-}$$

with $\Delta_- = 4 - \Delta_+$. Then, the other constant is determined by the regularity on the horizon. Finally, the function $B$ is completely determined by $B(\epsilon) = 0$, which ensures that the spacetime is asymptotically AdS. Thus, the full solutions depend on two parameters, $c$ and $z_H$.

At zero order in $\phi$, the system is simply the AdS Schwarzschild black hole

$$B(z) = 0, \quad f(z) = 1 - \frac{z^4}{z_H^4}. \quad (19)$$

At first order, the dilaton is solved [40, 41]

$$\phi(z) = \phi_H 2F_1 \left(1 - \frac{\Delta_+}{4}, \frac{\Delta_+}{4}, 1, 1 - \frac{z^4}{z_H^4}\right), \quad (20)$$

where $\phi_H$ is related to $c$ as

$$\phi_H = c z_H^{\Delta_-} \frac{\Delta_+ - 2}{2} \frac{\Gamma(\frac{\Delta_+}{4})^2}{\Gamma(\frac{\Delta_+}{2})}. \quad (21)$$

The second order corrections to $B$ and $f$ can in turn be obtained by substituting $\phi(z)$ into the corresponding equations [40, 41].

B. Asymptotic expansions of thermal quantities and transport coefficients

With the asymptotic solutions, one can calculate all the thermodynamic quantities. A novel method to compute the energy density and pressure is proposed in [40], through the
derivative of the action to the boundary value of the metric. From the derivation one finds that the parameter \( f_0 \) is proportional to the enthalpy \( \omega = \epsilon + p \). Here, we redo the calculation starting from the black hole entropy, and then obtain the other quantities through thermodynamic relations. The results, up to quadratic order in \( \phi_H \), are:

\[
\begin{align*}
s &= \frac{2\pi l^3}{\kappa^2} \frac{1}{z_H^3}, \\
\epsilon &= \frac{3\omega + \theta}{4}, \quad p = \frac{\omega - \theta}{4}, \\
\omega &= \frac{l^3}{2\kappa^2} f_0 = \frac{2l^3}{\kappa^2 z_H^3} \left[ 1 + A(\Delta_+)^2 \phi_H^2 + O(\phi_H^4) \right], \\
\theta &= \frac{2l^3}{\kappa^2 z_H^3} \left[ B(\Delta_+)^2 \phi_H^2 + O(\phi_H^4) \right], \\
T &= \frac{1}{\pi z_H} \left[ 1 + A(\Delta_+)^2 \phi_H^2 + O(\phi_H^4) \right],
\end{align*}
\]  

(22)

with

\[
\begin{align*}
A(\Delta_+) &= -\frac{\Delta_+ - 2}{6\pi} \tan \left( \frac{\pi \Delta_+}{4} \right), \\
B(\Delta_+) &= -\frac{4 - \Delta_+}{2\pi} \tan \left( \frac{\pi \Delta_+}{4} \right).
\end{align*}
\]  

(23)

One can further calculate those transports coefficients in the system. The speed of sound is easily obtained from \( c_s^2 = dp/d\epsilon \), or equivalently

\[
c_s^2 = \frac{d \log T}{d \log s},
\]  

(24)

The ratio of the shear viscosity to the entropy density takes the universal value \( 1/4\pi \) \([49]\), since Einstein gravity action is considered. The bulk viscosity has also been calculated in \([43]\) through the corresponding Green function \([50]\). The result is confirmed in \([42]\) and generalized to arbitrary spacetime dimensions. Here we use instead the novel formula derived from the null horizon focusing equation \([51]\), and find exactly the same result. Those coefficients are given by the asymptotic expressions

\[
\begin{align*}
c_s^2 &= \frac{1}{3} - C(\Delta_+) \phi_H^2 + O(\phi_H^4), \\
\eta &= \frac{l^3}{2\kappa^2} \frac{1}{z_H^3}, \\
\zeta &= \frac{2\pi l^3}{\kappa^2} \frac{1}{z_H^3} \left[ \frac{(4 - \Delta_+)^2}{36\pi} \phi_H^2 + O(\phi_H^4) \right],
\end{align*}
\]  

(25)
with 
\[ C(\Delta_+) = -\frac{1}{9\pi}(4 - \Delta_+)(\Delta_+ - 2)\tan\left(\frac{\pi\Delta_+}{4}\right). \]

All the above expressions are obtained assuming \(2 < \Delta_+ < 4\). As shown in [40, 41], under such condition \(c_s^2\) is always smaller than the conformal value. A related fact is that the trace anomaly \(\theta\) is always positive. When \(\Delta_+ = 2\), all the expressions except \(\theta\) remain valid. An additional logarithmic term appears in \(\theta\):
\[ \theta = \frac{2\ell_3}{k_2^2} \frac{1}{z_H^4} \left( -\frac{8}{\pi^2} \phi_H^2 \log z_H + \frac{2}{3\pi^2} \phi_H^2 + O(\phi_H^4) \right). \] (26)

The results for \(\Delta_+ = 4\) can be obtained by analytically continuation. In this case, \(\phi\) is zero all the way to the horizon, and no corrections appear at all. Therefore, if we insist that the dilaton is dual to the dimension-4 operator \(\text{Tr} F_{\mu\nu}^2\), no power corrections will be induced. The resulting thermal quantities increase quickly to the free interacting limit after the phase transition, see e.g. model III of [37]¹ and [52, 53]. Accordingly, the bulk viscosity decreases sharply above the phase transition [37], in contrast to the observation in [8, 9].

As observed in [22, 28, 29], such asymptotic expansions can be extrapolated to describe the theory in the intermediate temperature region. In the next section we will give two simple examples to show that this extrapolation indeed works well. In order to mimic the quadratic power behavior for the trace anomaly \(\theta\) observed in lattice simulation [2], one has to choose \(\Delta_+ = 3\). With such a choice, one finds \(\phi_H \sim z_H \sim T^{-1}\), and thus
\[ \theta \sim T^2. \] (27)

A similar deduction can be done in 3D, with the help of the asymptotic solutions for arbitrary spacetime dimension [42]. In this case, \(\Delta_+ = 5/2\) has to be imposed in order to generate the \(1/T\) correction for the trace anomaly in 3D [7].

C. Asymptotic expansion of the quark free energy

Now, let us turn to the heavy quark free energy and the Polyakov loop. The derivative of the quark free energy, with respect to the temperature, has a simple expression in this

¹ Model I and II in [37] do not confine at low temperature, and show different temperature behavior from model III.
system. It is related to the speed of the sound and to the potential of the dilaton as \[ 28 \]

\[ \frac{dF_Q}{dT} = 4\pi T_s e^{\sqrt{2/3}\phi_H} \frac{1}{V(\phi_H) c_s^2(\phi_H)}. \]

Thus, this quantity would diverge where the velocity of sound vanishes. This happens at the minimum temperature \( T = T_{\text{min}} \), if the zero temperature background is confining \[34, 35\]. Since the deconfining temperature is always above \( T_{\text{min}} \), \( c_s^2 \) is always positive in the deconfining phase and \( \frac{dF_Q}{dT} \) would never diverge. Actually, the deconfining temperature turns out to be very close to \( T_{\text{min}} \), and the resulting \( c_s^2 \) is quite small at the critical point \[37\]. Lattice simulations show this kind of behavior of the square of the velocity of sound at \( T_c \) \[3\].

As shown before, the potential of the dilaton has the expansion near the boundary, or for small \( \phi \)

\[ V(\phi) \sim -\frac{12}{l^2} + \frac{1}{2l^2} \Delta_+(\Delta_+ - 4)\phi^2 + O(\phi^4). \]  \[29\]

Taking all the factors into account, one finds:

\[ \frac{dF_Q}{dT} = -\frac{l^2}{2l_s^2} \left[ 1 + \frac{\sqrt{2}}{3}\phi_H + \left( \frac{1}{3} + \frac{1}{24}\Delta_+(\Delta_+ - 4) + 3C(\Delta_+) \right) \phi_H^2 + O(\phi_H^3) \right]. \]  \[30\]

Again, we could extrapolate such an expansion to the intermediate temperature region, as done in \[22, 28, 29\]. Choosing \( \Delta_+ = 3 \), the leading correction to \( dF_Q/dT \), and also the renormalized Polyakov loop, are linear in the inverse temperature. As a result, the renormalized Polyakov loop approaches the asymptotic value much more slowly, which is indeed observed in \[54\]. In order to generate the quadratic contribution observed for the Polyakov loop, \( \Delta_+ = 2 \) has to be imposed, in contrast to the previous choice. Indeed, with such a choice the lattice data for the Polyakov loop can be well described \[48\]. However, the thermodynamic quantities, in particular the trace anomaly, are not well reproduced at the same time \[48\]. Therefore, in the present framework it seems impossible to accommodate the lattice data of both the trace anomaly and the renormalized Polyakov loop. The reason can be attributed to the fact that one has to use the string frame metric to calculate the quark free energy and the Polyakov loop, which thus depend linearly on the dilaton. While in calculating the thermodynamic quantities, the Einstein frame metric is used, which achieves back reaction from the dilaton only at even orders.
IV. TWO SIMPLE MODELS

A. Model I: $\Delta_+ = 3$

1. Background functions

In this Section we choose a special solution of the Einstein-dilaton system to confirm the general behavior discussed above. In principle, one should start with a choice of the dilaton potential and then solve the coupled equations of the system. For simplicity, we choose to start from a special form of the metric, instead. Through the equation of motion, this special metric will correspond to a special dilaton potential, which may not be of a simple form. The potential obtained in this way will depend on the black hole horizon, but the dependence is found to be very weak. Instead of (12), we choose to work with the slightly different ansatz [35],

$$ds^2 = b^2(r) \left[ -f(r)dt^2 + dx^2 + \frac{dr^2}{f(r)} \right],$$

(31)

for which the equations of motion read:

$$\frac{\dot{b}^2}{b^2} - 3 \frac{\ddot{b}}{b} = \frac{4}{3} \dot{\Phi}^2,$$

(32)

$$\frac{\dot{f}}{f} + 3 \frac{\dot{b}}{b} = 0,$$

(33)

$$6 \frac{\dot{b}^2}{b^2} + 3 \frac{\ddot{b}}{b} + 3 \frac{\dot{b}}{b} \frac{\dot{f}}{f} = -\frac{b^2}{f} V(\Phi),$$

(34)

where $\dot{y} \equiv dy/dr$, and $\Phi = \sqrt{3/8} \phi$. The solutions to these equations have been systematically studied for different dilaton potentials [32] [33]. An important observation is that linear confinement, as proposed in the soft-wall model [26] [27], can only be obtained when the potential has the infrared behavior $V(\Phi) \sim \Phi^{1/2} \exp[\frac{4\phi}{3}]$. The metric function $b(r)$ will then be of $\exp(-r^2)$ in the infrared region. Combining this with the asymptotic Anti-de Sitter metric in the ultraviolet, one can choose to work with the following simple ansatz for $b(r)$:

$$b(r) = \frac{l}{r} \exp \left( -\frac{r^2}{R^2} \right).$$

(35)

It is easy to see that the infrared deformation induces quadratic corrections in the ultraviolet, in a similar manner as the fuzzy bag. Since the ultraviolet corrections of the metric are square of that of the dilaton, the leading UV behavior of the dilaton should be $r$ and the
dual dimension $\Delta_+ = 3$. The zero temperature solution with this ansatz has been given in ref. [33]. Recently, this kind of ansatz, with varying power index in the exponential, has also been employed to study the thermodynamics in 3D [7]. With this choice, the dilaton and the black-hole factor are:

$$
\Phi(r) = \frac{3}{2} \frac{r}{R} \sqrt{\frac{3}{2} + \frac{r^2}{R^2} + \frac{9}{4} \log \left[ \sqrt{\frac{2}{3} \frac{r}{R}} + \sqrt{\frac{2r^2}{3R^2} + 1} \right]},
$$

$$
f(r) = 1 - \frac{1 + e^{3r^2/R^2} (3r^2/R^2 - 1)}{1 + e^{3r_H^2/R^2} (3r_H^2/R^2 - 1)}.
$$

(36)

All these functions then completely fix the background, which we call model I. The so-called thermal superpotential $W$, defined as $W \equiv -9b/(4b^2)$, is given by

$$
W(r) = \frac{9}{4l} (1 + 2r^2/R^2) \exp \left[ \frac{r^2}{R^2} \right].
$$

(37)

The dilaton potential can also be obtained, though the expression is quite involved. The infrared expansion of the potential in term of $\Phi$ is:

$$
V(\Phi) \sim -\frac{27}{4l^2} e^{-3/2} \Phi^{1/2} \exp \left[ \frac{4\Phi}{3} \right], \quad \Phi \to \infty.
$$

(38)

As shown in Refs. [32, 33, 35], such a large-$\phi$ behavior of the potential is required to reproduce the infrared form of the metric in Eq. (35). In the ultraviolet, the potential can be expanded as

$$
V(\Phi) \sim -\frac{12}{l^2} - \frac{4}{l^2} \Phi^2, \quad \Phi \to 0.
$$

(39)

Comparing with Eq. (29), one finds that the dimension of the operator dual to $\Phi$ is $\Delta_+ = 3$.

One can also check this by noting that $\Phi \sim r$ near the boundary. An artifact of our choice of the metric is that the coefficient of the leading infrared term of the potential is completely constrained by the ultraviolet properties, as in [33, 34].

2. Phase transition and critical temperature

With all these functions we can calculate the thermodynamic quantities. The temperature is determined by

$$
4\pi T = -f'(r_H),
$$

(40)

and the explicit form is

$$
T = \frac{9}{2\pi R^4} \frac{r_H^3}{e^{-3r_H^2/R^2} + 3r_H^2/R^2 - 1}^{-1}.
$$

(41)
As shown in ref. [35], one finds a minimum temperature, $T_{\text{min}} \simeq 0.686 R^{-1}$, with the corresponding horizon $r_{\text{min}} \simeq 0.85 R$. Above $T_{\text{min}}$ there are two different horizon values, corresponding to two different kind of black hole solutions. When the horizon is close to the boundary, $0 < r_H < r_{\text{min}}$, we have a big black-hole, and the temperature scales with the horizon as

$$T \sim \frac{1}{\pi r_H} [1 + \frac{r_H^2}{R^2} + \mathcal{O}(r_H^4)].$$  \hspace{1cm} (42)

When the horizon is in the deep infrared, we get a small black-hole, with temperature

$$T \sim \frac{3 r_H^2}{2 \pi R^2} + \mathcal{O}(r_H^{-1}).$$  \hspace{1cm} (43)

The entropy can be read for the metric on the horizon

$$s = \frac{l^3}{4 G_5 r_H^3} e^{-3 r_H^2/R^2}. \hspace{1cm} (44)$$

Integrating the entropy over $T$, one gets the pressure (after subtracting that of the thermal AdS):

$$p = \int_T^\infty s(T) dT = -\frac{l^3}{4 G_5} \int_{r_H}^\infty \frac{1}{r_H^3} \exp \left[-3 r_H^2/R^2\right] \frac{dT}{dr_H} dr_H. \hspace{1cm} (45)$$

As analyzed in detail in Ref. [35], the above expression is valid for both the big and small black-hole. Notice that the integration constant in the pressure is fixed by the requirement that the small black-hole asymptotically reproduces the thermal gas solution in the high-$T$ limit. When taking the limit $T \to \infty$ for the big black-hole, one recovers the asymptotic behavior

$$p(T) \to \frac{\pi^3 l^3}{16 G_5} T^4 + \mathcal{O}(T^2).$$  \hspace{1cm} (46)

Matching it to the free field limit result, one can fix the constant:

$$\frac{l^3}{4 G_5} = \frac{4}{45 \pi} (N_C^2 - 1). \hspace{1cm} (47)$$

For a fixed temperature, the pressure of the big black-hole is always bigger, signaling that it is always preferred than the small black-hole. The transition between the big black-hole and the thermal gas solution occurs when the pressure vanishes, which describes the deconfinement phase transition [18]. The critical temperature is $T_c = 0.693 R^{-1}$, slightly above the minimum temperature. A rough estimate of the critical temperature can be derived from the property of the string frame warp factor $b_s = b e^{2 \Phi / 3}$ [35]. In a confining background, $b_s$ should develop a nonzero minimum at some point $r_s$. The gravitational
repulsion from the infrared region beyond this point confines the string attached at the boundary. The phase transition occurs when the black-hole horizon coincides with this point \( r_* = R/\sqrt{2} \). In the present model, this point is at \( r_* = R/\sqrt{2} \) and the corresponding critical temperature is \( T_* \approx 0.707R^{-1} \). One finds the three temperatures are very close to each other, with \( T_{\text{min}} \lesssim T_c \lesssim T_* \).

It would be interesting to make a numerical evaluation of the critical temperature. As investigated in [35], in the large \( \Phi \) region, the thermal solution for the scale factor \( b(r) \) and the dilaton are very well approximated by the zero temperature form. From the infrared properties of the background of the latter, one can then deduce the asymptotic form of the Schrödinger potential for different spin modes. It turns out that the potential for the scalar glueballs, tensor glueballs and also the vector mesons, the Schrödinger potential takes the same asymptotic form:

\[
V_S(r) \sim \frac{9}{4} \frac{r^2}{R^4} + \mathcal{O}(1). \tag{48}
\]

The resulting spectrum is then

\[
m_n^2 \sim 6 n R^{-2}. \tag{49}
\]

With the experimental fit for the vector meson spectrum \( m_n^2 \sim 0.93 n \text{ GeV}^2 \) [57], one fixes \( R = 2.54 \text{ GeV}^{-1} \), obtaining the critical temperature

\[
T_c \approx 273 \text{ MeV}. \tag{50}
\]

Interestingly, this value is very close to the large-\( N \) lattice prediction for pure SU(\( N \)) gauge theory [58]. One can also evaluate the confining string tension in the quark potential with the zero-temperature background. Following [33, 55, 59], this is given by

\[
\sigma = \frac{1}{2\pi l_s^2} b_s(r_*)^2 \approx 4.5 \frac{l^2}{l_s^2} \frac{1}{R^2}. \tag{51}
\]

In order to produce the lattice result \( \sigma \approx (440\text{MeV})^2 \), one finds

\[
\frac{l^2}{l_s^2} \approx 1/3.6. \tag{52}
\]

Thus, the string length is of the same order as the asymptotic AdS radius, indicating that it is an effective quantity in 5 dimension. Similar results are also obtained in [38, 59]. Since

\[^2\text{In our model no dynamical quarks are introduced.}\]
our later calculation of the Polyakov loop is very similar to the quark potential, we will use this relation as an input. It is worth noticing that a very close value for this ratio is used in [54] to fit the lattice data for the renormalized Polyakov loop.

3. Trace anomaly

From the expressions (44, 45) for $s$ and $p$, it is straightforward to obtain the trace anomaly

$$\theta = \epsilon - 3p = Ts - 4p.$$  

As expected, the anomaly can be expressed as a series of the inverse temperature squared, with a leading $T^2$ term

$$\theta = \frac{\pi^2}{45} (N_C^2 - 1) \cdot \left( 5.06 T_c^2 T^2 + \mathcal{O} \left( \log \left( \frac{T}{T_c} \right) \right) \right).$$  

(53)

FIG. 1: Holographic results for the trace anomaly versus $T^2/T_c^2$. The exact results are given by the solid line, while the leading term results are the dashed line and the linear fit is the dotted line. Also plotted is the lattice fit [3] from [4] (dash-dotted line).

In FIG. 1 we plot the exact results in the range of temperature $T_c < T < 5T_c$ (solid line), together with the approximated ones with only the $T^2$ term (dashed line). Except the region close to $T_c$, the anomaly is indeed dominated by the $T^2$ term, and thus it shows a linear pattern as the lattice result [3] (dash-dotted line). Indeed, the result can be quite well fitted by the form [4] (dotted line), with the fitted parameter

$$f_3 = 4.61, \quad f_4 = -5.39.$$  

(54)
Similar to lattice data, $f_4$ turns out to negative, making the actual results smaller than the leading term. However, the absolute values of both parameters are much bigger than those from lattice simulation, and the constant term turns out to be of the same order as the leading term. This is not surprising, since in our simple ansatz [35] the UV power corrections are completely inherited from the infrared exponential form. By fine-tuning the metric in the ultraviolet term by term, one could reproduce the lattice data quantitatively. Alternatively, one could make a tuned choice of the dilaton potential as in [38] to reproduce the lattice data for thermal quantities.

4. Polyakov loop and quark free energy

Let us check if such a simple form can be reproduced in the present model, in the same way as for the trace anomaly. To do this, the expression (28) cannot be directly used since we do not have the explicit form the dilaton potential. Following the derivation in [29], one finds

$$F_Q(T) = \frac{l^2}{2\pi l_s^2} \int_0^{r_H} \frac{1}{r^2} \exp \left[ \frac{-2r^2}{R^2} + \frac{4}{3} \Phi(r) \right] dr. \quad (55)$$

As observed in [54], such an expression gives $F_Q(T) \sim -\frac{l^2}{2\pi l_s^2} T$ at large $T$, due to the asymptotic AdS behavior. Since the renormalized Polyakov loop should approach one in the large-$T$ limit, the renormalized Polyakov loop could therefore be defined by subtracting the result in thermal AdS:

$$F_Q^R(T) = \frac{l^2}{2\pi l_s^2} \int_0^{r_H} \frac{1}{r^2} \left[ \exp \left( -\frac{2r^2}{R^2} + \frac{4}{3} \Phi(r) \right) - 1 \right] dr. \quad (56)$$

However, in the present case with $\Phi(r) \sim r$ in the UV, such a subtraction is not enough to eliminate the whole divergence, indicating some physical inconsistence. Due to this, we choose to study the derivative of the quark free energy

$$\frac{dF_Q^R(T)}{dT} = \frac{l^2}{2\pi l_s^2} \frac{1}{r_H^2} \left[ \exp \left( -\frac{2r_H^2}{R^2} + \frac{4}{3} \Phi(r_H) \right) - 1 \right] \left[ \frac{dT}{dr_H} \right]^{-1}, \quad (57)$$

which vanishes in the high temperature limit. This can be evaluated with the numerical value for the ratio $l^2/l_s^2$ [52]. If a $T_c^2/T^2$ term exists and makes the dominant contribution in the medium temperature region, the combination $(T^2/T_c^2) \frac{dF_Q^R(T)}{dT}$ should approach a constant.
FIG. 2: Holographic results for combination of the derivative of the quark free energy with $T^2/T_c^2$ in model I. The linear fit in the region $1.5 T_c < T < 10 T_c$ is shown in dashed line.

In FIG. 2 we show the results of this combination versus $T/T_c$. Instead of a plateau, we find a linear decreasing of this combination, which can be fitted in the region $1.5 T_c < T < 10 T_c$ by

$$
(T^2/T_c^2) \frac{dF^R_Q(T)}{dT} \approx -0.21 \frac{T}{T_c} - 0.24. \tag{58}
$$

As we expected from the analysis in the previous section, the result is dominated by a linear term, though the quadratic contribution is nonvanishing. This is in accordance with our expansion (30). Therefore, we confirms that, in the Einstein-dilaton system, we cannot reproduce the lattice data for the quark free energy, and neither the renormalized Polyakov loop. Such a conclusion is independent of the renormalization scheme of the Polyakov loop. Adding a constant to the quark free energy could induce a linear term in the renormalized Polyakov loop, but does not affect the derivative of the free energy.
B. Model II: $\Delta_+ = 2$

1. Background functions

In the previous model the quadratic terms appear in the metric, while the dilaton is linear in UV. Now we consider another choice, with the quadratic term coming directly from the dilaton. As a result, the metric corrections will be quartic. In the infrared we still require $b(r) \sim \exp(-r^2)$ to ensure linear confinement. A simple ansatz with both properties is

$$b(r) = \frac{l}{r} \left(1 + \frac{r^2}{R^2}\right) \exp\left[-\frac{r^2}{R^2}\right].$$

The dilaton and the black-hole factor can be solved:

$$\Phi(r) = -\frac{3}{8} \left(2\sqrt{10} - 2\sqrt{10 + \tilde{r}^2 + 4\tilde{r}^4} - \text{ArcSinh}\left(\frac{3}{\sqrt{31}}\right) + \text{ArcSinh}\left(\frac{3 + 4\tilde{r}^2}{\sqrt{31}}\right) \right) + 4\sqrt{2} \log\left[\frac{7 - \tilde{r}^2 + 4\sqrt{5 + \tilde{r}^2 + 2\tilde{r}^4}}{(7 + 4\sqrt{5})(1 + \tilde{r}^2)}\right]$$

$$f(r) = 1 - \frac{A(\tilde{r}) - A(0)}{A(\tilde{r}_h) - A(0)},$$

where $\tilde{r} = r/R$, ArcSinh($x$) is the inverse hyperbolic Sine function and $A(\tilde{r})$ is defined through the exponential integral function $\text{Ei}(x)$ as

$$A(\tilde{r}) = \frac{e^{3(1 + \tilde{r}^2)}(2 + \tilde{r}^2) - 3(1 + \tilde{r}^2)^2 \text{Ei}[3(1 + \tilde{r}^2)]}{4e^{3(1 + \tilde{r}^2)^2}}.$$  

Expanding the dilaton around $r \sim 0$ gives

$$\Phi(r) \sim \frac{3}{2} \sqrt{\frac{5}{2}} \tilde{r}^2 - \frac{21}{8\sqrt{10}} \tilde{r}^4 + \mathcal{O}(r^6).$$

Therefore, the dual dimension is indeed $\Delta_+ = 2$. This can be also be confirmed by solving the potential in the ultraviolet

$$V(\Phi) \sim -\frac{12}{l^2} - \frac{16}{3l^2} \Phi^2, \quad \Phi \to 0.$$  

The infrared form of the super potential and dilaton potential are the same as model I, since the leading exponential behavior in $b(r)$ remains unchanged. Correspondingly, the asymptotic hadron spectrum is the same as in model I, together with the value of the parameter $R$. A similar model with $\Delta_+ = 2$ has been studied in [48], though the infrared background is quite different. Later, we shall see that the results for the thermodynamic quantities and the Polyakov loop show a similar pattern as ours.
2. Phase transition and the critical temperature

The temperature can be expressed through the function $A(\tilde{r})$ defined before

$$T = \frac{1}{4\pi R} \frac{\tilde{r}_H^3 e^{3\tilde{r}_H^2}}{1 + \tilde{r}_H^2} \frac{1}{A(\tilde{r}_H) - A(0)},$$

(65)
while the infrared dependence on $r_H$ is still

$$T \sim \frac{3r_H}{2\pi R^2} + O(r_H^{-1}),$$

(66)
the temperature now achieves only quartic corrections in the ultraviolet

$$T \sim \frac{1}{\pi r_H} [1 + O(r_H^4)].$$

(67)

The minimum temperature appears now at $r_{min} \sim 0.96 R$, with $T_{min} \sim 0.47 R^{-1}$. A detailed calculation of the pressure shows that the phase transition occurs when $r_c \sim 0.86 R$, with $T_c \sim 0.48 R^{-1} \approx 189$ MeV. Such a value is very close to the lattice result of QCD [60]. Comparing with model I, we see that the critical temperature is sensitive to the quadratic terms in the metric.

We may estimate of the critical temperature from the metric factor in the string frame $b_s = b e^{2\Phi/3}$. The minimum of $b_s(r)$ occurs at $r_s \sim 0.77 R$, with $b_s(r_s) \sim 2.56 l/R$. The corresponding temperature is $T_s \sim 0.49 R^{-1}$. One sees again that $T_{min} \lesssim T_c \lesssim T_s$. The minimum of $b_s(r)$ can also be used to determine the ratio $l^2/l_s^2$ from the confining string tension, giving $l^2/l_s^2 \sim 1.195.$

3. Trace anomaly

With the metric function (59) and the temperature expression (65) we again calculate the entropy, pressure and the trace anomaly. The result for the trace anomaly is plotted versus $T^2/T_c^2$ is FIG. 3, together with the lattice fit. Compared to FIG. 1, the linear pattern of the anomaly is lost in this model, as expected. Instead, a small, almost constant contribution appears, which indicates that in the model the quartic term dominates the anomaly.

4. Polyakov loop and quark free energy

Now we consider the Polyakov loop and the quark free energy. In this case the quark free energy is less divergent. A simple subtraction as in (56) is enough to eliminate the
divergence. To compare with the results in model I, we first calculate the derivative of the free energy with \( (57) \). From the asymptotic expansion one expects that the combination \( \left( \frac{T^2}{T_c^2} \right) \frac{\text{d} F_Q}{\text{d} T} \) approaches a constant when the temperature is large enough. Indeed, we see the appearance of a plateau in FIG. 4 starting from temperature as low as 1.5 \( T_c \).

This proves that the dominance of the quadratic term is valid in a large temperature region, even close to the critical temperature. The deviation from the asymptotic value becomes obvious only in a narrow temperature region \( T_c < T < 1.5 T_c \), where more and more higher power terms start to make sizeable contributions. Due to this, the magnitude of \( \frac{\text{d} F_Q}{\text{d} T} \) becomes larger and larger, and would be divergent if one extrapolates to the minimum temperature \( T_{\text{min}} < T_c \).

Since now the quark free energy is well defined, we go on to study the Polyakov loop expectation value. In order to see the importance of the quadratic term, we plot the result of the combination \( -2 \log L^R \) with \( T^2/T_c^2 \) in FIG. 5. Similar as FIG. 4, this combination approaches the asymptotic value very quickly, starting from \( T \sim 2 T_c \). The asymptotic value of such a combination gives the prediction of the coefficient \( b \) of the quadratic term defined in \( (5) \), \( b \sim 1.66 \). Such a value is very close to the fitted values from lattice data for SU(3) \([10]\) and SU(5) \([12]\) gauge theory, and little larger than the one in SU(4) \([12]\).
FIG. 4: Holographic results for combination of the derivative of the quark free energy with \( T^2/T_c^2 \) in model II. The asymptotic value is given in dashed line.

V. DISCUSSION

In [22] we have studied the quadratic thermal contributions with the example of \( N = 4 \) super Yang-Mills gauge theory on \( S^1 \times S^3 \). In contrast to the case when the boundary is flat, the theory confines at low temperature and exhibits a first-order deconfinement phase transition. At the meantime, the quadratic terms appear in all the thermal quantities, and also in the Polyakov loop. It thus seems that such contributions are completely due to global change of the bulk spacetime, rather than some local fields. Such an observation is consistent with the field theory expectation, since no gauge-invariant dimension-2 operator exists.

In this work we try to generate such contributions from a local field, the dilaton. However, the thermal quantities and the Polyakov loop depend differently on the dilaton. Due to this, the quadratic terms in all of them simultaneously are not generated. Is this another indication that the quadratic thermal terms indeed reflect some global or non-local effects? Still, there could be another way out. Suppose these contributions are from the fluctuations of another filed. Such a field will affect the thermodynamics and the Polyakov loop indirectly.
FIG. 5: Holographic results for combination of the logarithmic of the renormalized Polyakov loop, $-2 \log L^R$, with $T^2/T_c^2$ in model II. The asymptotic value is given in dashed line.

through the coupling to the metric and the dilaton. If the thermal quantities and the Polyakov loop depend similarly on this field, the quadratic terms in them can be induced simultaneously. To see if such a mechanism works or not, we must introduce another relevant field into the gravity-dilaton system. We plan to investigate this in the future.
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