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Abstract. We propose a leveled homomorphic encryption scheme based on the Approximate Greatest Common Divisor (AGCD) problem that operates natively on vectors and matrices. To overcome the limitation of large ciphertext expansion that is typical in AGCD-based schemes, we randomize the ciphertexts with a hidden matrix, which allows us to choose smaller parameters. To be able to efficiently evaluate circuits with large multiplicative depth, we use a decomposition technique à la GSW. The running times and ciphertext sizes are practical: for instance, for 100 bits of security, we can perform a sequence of 128 homomorphic products between 128-dimensional vectors and 128 × 128 matrices in less than one second. We show how to use our scheme to homomorphically evaluate nondeterministic finite automata and also a Naïve Bayes Classifier. We also present a generalization of the GCD attacks against the some variants of the AGCD problem.
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1 Introduction

With Fully Homomorphic Encryption (FHE) schemes it is possible to evaluate any computable function homomorphically, i.e., given \( f \) and a ciphertext \( c \) encrypting \( x \), we can compute an encryption of \( f(x) \) using only the public parameters, and possibly the public key, available for the FHE scheme. However, despite several practical and theoretical improvements since the first construction due to Craig Gentry [Gen09], the size of the keys, the ciphertext expansion, and also the evaluation times are, in general, prohibitive for FHE. Thus it is plausible to consider weaker classes of homomorphic schemes, since they tend to be more efficient than fully homomorphic ones, and for several applications, they are already sufficient. The leveled homomorphic encryption (HE) scheme presented in [GGH+19] is able to compute any program that can be represented by a nondeterministic finite automaton (NFA), thus being able to homomorphically accept regular languages, which is a very restricted yet very powerful set of languages. However, the scheme for automata from [GGH+19] is based on yet a new hardness assumption. Ideally, we would like to have schemes whose security is based on more standard problems, like the Learning with errors (LWE) or the Approximate Greatest Common Divisor (AGCD). Moreover, the efficiency of [GGH+19] comes mainly from a noise-control technique in which, roughly speaking, one performs a decomposition of the ciphertexts before operating with them homomorphically, so that they are represented with smaller values and their contribution to the noise growth is reduced. That technique was first used in [GSW13] and has become standard since then. There are several proposals of such GSW-like schemes that are based on more standard problems, like LWE or R-LWE. In particular, the GSW-like scheme proposed in [BBL17] is constructed over the integers, which is appealing because of the simplicity, and it is based on the AGCD problem, that is even believed to be quantum hard. On the negative side, the scheme of [BBL17] encrypts a single bit into a high-dimensional vector, therefore, it has a very high ciphertext expansion, which hurts its efficiency.

In this work we propose a scheme that can perform vectorial operations like [GGH+19], but that is based on the AGCD problem and uses no circular security assumption, like [BBL17]. To solve the problem of ciphertext expansion, we randomize the AGCD instances with a secret
matrices. Indeed, we are adding instances of AGCD problem and variants which asks us to recover an $\eta$-bit integer $p$, given many $\gamma$-bit integers $x_i := pq_i + r_i$, where $r_i$ is a small $\rho$-bit term ($\rho < \eta < \gamma$). Notice that if all $r_i$ were zero, then $p$ would be the GCD of all $x_i$, thus, the values $r_i$ acts as noises and we only have access to approximate multiples of $p$.

In 2010, Dijk et al. [DGHV10] proposed a HE scheme over the integers based on the AGCD problem. After that, this problem has been used in several constructions [CCK+13, CLT14, CS15]. The AGCD problem is believed to be hard even in the presence of quantum computers. In fact, when the parameters $\rho, \eta, \gamma$ are chosen properly, the best known attacks against it run in exponential time [GGM16]. Moreover, if we sample $p, q_i$ and $r_i$ from specific distributions, then the AGCD problem is at least as hard as the LWE problem [CS15].

In [CP19], motivated by the Kilian Randomization technique used on multilinear maps, the authors analyzed how the attacks against the AGCD problem change if instead of having access to $n$ AGCD instances $x_i = pq_i + r_i$, we have an $n$-dimensional vector $\mathbf{x} = (pq_1 + r_1, \ldots, pq_n + r_n)\mathbf{K}$ mod $x_0$ where $\mathbf{K}$ is a secret matrix sampled uniformly from $\mathbb{Z}_{x_0}^{n \times n}$. Of course, solving this problem cannot be easier than the original AGCD problem, since given some AGCD instances, we can sample $\mathbf{K}$, randomize them, and use the solver of the randomized version. But in [CP19], it is stated that solving this problem is actually harder. Indeed, the known attacks against AGCD were adapted to this randomized version and the cost of the attacks that try to exploit the noise increased from $2^{O(n\rho)}$ to $2^{O(n\rho)}$ and the cost of lattice attacks increased from $2^{O(\gamma/\eta^2)}$ to $2^{O(\gamma/\eta^2)}$, which means that we can reduce the size of the parameters, dividing them by $n$. In section 4.2 we present some theoretical results that confirm the analysis of [CP19].

1.2 Our scheme

In this work, we propose a leveled homomorphic encryption scheme capable of evaluating vector-matrix and matrix-matrix operations homomorphically. Basically, we include an AGCD instance $x_0 := pq_0 + r_0$ in the public parameters, and the secret key consists of a prime $p$ and a random matrix $\mathbf{K}$ invertible over $\mathbb{Z}_{x_0}$. Then, a vector $\mathbf{m}$ is encrypted as $\mathbf{c} := (p\mathbf{q} + \mathbf{r} + \mathbf{m})\mathbf{K}^{-1}$ mod $x_0$ and a matrix $\mathbf{M}$ is encrypted as $\mathbf{C} := (p\mathbf{Q} + \mathbf{R} + \mathbf{G KM})\mathbf{K}^{-1}$ mod $x_0$, where $\mathbf{G}$ is a constant matrix that does not depend on the secret values and $\mathbf{r}, \mathbf{q}, \mathbf{R},$ and $\mathbf{Q}$ are random vectors and matrices. Indeed, we are adding instances $pq_i + r_i$ of AGCD to the messages and randomizing them with $\mathbf{K}$, therefore, we can base the security of our scheme on the AGCD problem. To perform homomorphic products, we apply a publicly computable decomposition $G^{-1}$ to one of the operands and multiply them modulo $x_0$. For any vector, $G^{-1}$ yields vectors with small entries and it holds that $G^{-1}(\mathbf{v})\mathbf{G} = \mathbf{v}$ mod $x_0$.

Hence, our proposed scheme is a GSW-like scheme and the noise growth is only linear on the multiplicative degree, i.e., if the initial noise has magnitude $2^\rho$, then performing a sequence of $L$ homomorphic products yields ciphertexts whose noise’s size is $O(L \cdot 2^\rho)$. The GSW-like scheme of [BBL17] is also based on AGCD, but it works over $\mathbb{Z}_2$ only. In our case, the plaintext space is bigger, containing vectors and matrices with entries bounded by a parameter $B$. This
already improves the ciphertext expansion and increases the efficiency. Moreover, as observed in [CP19], the cost of the best attacks against AGCD increases when it is randomized with a matrix $K$, which means that we can select smaller parameters, reducing even further the size of the ciphertexts. As a result, we have a scheme whose running times are comparable to those of [GGH+19], but that is based on a more standard problem.

1.3 Optimizations, implementation and applications

We implemented our scheme in C++ using the Number Theory Library\(^1\) (NTL). We also tested two applications: homomorphic evaluation of NFA and a simple machine learning classification method. The scheme is efficient, with good running times and memory requirements. All the details are presented in Section 6. As a simple optimization, we propose to keep $x_0$ private and to perform the homomorphic operations without the reduction modulo $x_0$, which causes the ciphertexts to increase during homomorphic evaluation, but allows us to select smaller parameters and to obtain better timings for big values of $n$ (plaintext dimension). Moreover, we show that for NFA evaluation, the bit-length of the ciphertexts increases only slightly during the homomorphic evaluation.

2 Preliminaries

Vectors are denoted by bold lowercase letters and matrices by bold uppercase letters. We use the max-norm $\|A\| := \max \{|a_{i,j}| : a_{i,j} \text{ is an entry of } A\}$. Notice that $\|A + B\| \leq \|A\| + \|B\|$ and $\|A \cdot B\| \leq m \|A\| \cdot \|B\|$, where $m$ is the number of columns of $A$. For vectors, we use the infinity norm $\|v\| := \|v\|_{\infty}$. We use the notation with double brackets for integer intervals, e.g., an integer interval open on $b$ is $[a, b] = \mathbb{Z} \cap [a, b]$. The notation $[x]_m$ means the only integer $y$ in $[-m/2, m/2]$ such that $x = y \mod m$. The nearest integer is denoted by $\lfloor x \rfloor$. When applied to vectors or matrices, those operators are applied entry-wise.

The Approximate-GCD problem, and therefore, our scheme, uses a secret prime, which will always be denoted by $p$. Moreover, the public modulus is $x_0 := pq_0 + r_0$. Hence, all the ciphertexts are defined over $\mathbb{Z}_{x_0}$. To control the noise-growth, elements of $\mathbb{Z}_{x_0}$ are decomposed in a base $b$. Thus, we will denote by $\ell$ the number of words that we need to perform such decomposition, i.e., $\ell := \lceil \log_b(2^\ell) \rceil$, and we will always use $g$ to represent the column vector $(1, b, b^2, ..., b^{\ell-1})^T$.

Usually, $b$ is equal to 2 and we have a binary decomposition, but we can increase $b$ to reduce the dimensions of the encrypted matrices at the expense of increasing the accumulated noise. For any $a \in [0, x_0]$, let $g^{-1}(a)$ denote the vector whose entries are the signed base-$b$ decomposition of $a$ and such that $g^{-1}(a)g = a$. As our gadget matrix, we use $G = I_n \otimes g \in \mathbb{Z}^{n\ell \times n}$, where $\otimes$ denotes the tensor product ($G$ is a block-matrix with $g$ in the diagonal). For any $a \in \mathbb{Z}^n$, we denote by $G^{-1}(a)$ the vector $G^{-1}(a) = (g^{-1}(a_1), ..., g^{-1}(a_n)) \in \mathbb{Z}^{\ell n}$. Notice that $G^{-1}(a)G = (g^{-1}(a_1)g, ..., g^{-1}(a_n)g) = a$. For $A \in \mathbb{Z}_{x_0}^{n\ell \times n}$, $G^{-1}(A)$ is an $n\ell \times n\ell$ matrix obtained by applying $G^{-1}$ to each row of $A$.

For instance, for $n = 2$, $\ell = 3$, and $b = 4$, we have $g = (b^0, b^1, b^2) = (1, 4, 16)$ and

\[
G = \begin{pmatrix} g & 0 \\ 0 & g \end{pmatrix} = \begin{pmatrix} 1 & 0 \\ 4 & 0 \\ 16 & 0 \\ 0 & 1 \\ 0 & 4 \\ 0 & 16 \end{pmatrix} \in \mathbb{Z}^{n\ell \times n}.
\]

\(^1\) https://www.shoup.net/ntl/
Then, for \( a = (18, -16) \), we have \( G^{-1}(a) = (g^{-1}(18), g^{-1}(-16)) = (2, 0, 1, 0, 0, -1) \), thus, clearly, \( G^{-1}(a)G = (g^{-1}(18) \cdot g, g^{-1}(-16) \cdot g) = a \).

We denote the uniform distribution on a finite set \( A \) by \( \mathcal{U}(A) \). We define the statistical distance between two discrete distributions \( D_1 \) and \( D_2 \) over the domain \( X \) as \( \Delta(D_1, D_2) = \frac{1}{2} \sum_{x \in X} |D_1(x) - D_2(x)| \). Moreover, \( D_1 \) is statistically close to \( D_2 \) if \( \Delta(D_1, D_2) \) is negligible. We state here a simplified version of the Leftover hash lemma (LHL) and some related results [BBL17].

**Definition 1** (2-universal family of hash functions). A set \( \mathcal{H} := \{ h : X \to Y \} \) of functions from a finite set \( X \) to a finite set \( Y \) is a 2-universal family of hash functions if \( \forall x, x' \in X, x \neq x' \Rightarrow \Pr_{h \in \mathcal{H}}[h(x) = h(x')] = \frac{1}{|Y|} \).

**Lemma 1** (Matrix product as a 2-universal hash). Let \( n, m, N, p \in \mathbb{N} \) with \( p \) being prime. Define \( X := \{0, ..., N - 1\}^n \) and \( Y := \mathbb{Z}_p^m \). For any matrix \( B \), let \( h_B(x) = xB \) (mod \( p \)). Then, the set \( \mathcal{H} := \{ h_B : B \in \mathbb{Z}_p^{n \times m} \} \) is a 2-universal family of hash functions from \( X \) to \( Y \).

**Lemma 2** (LHL). Let \( \mathcal{H} \) be a 2-universal family of hash functions from \( X \) to \( Y \). Suppose that \( h \sim \mathcal{U}({\mathcal{H}}) \) and \( x \sim \mathcal{U}(X) \) independently. Then, the statistical distance between \( (h, h(x)) \) and the uniform \( \mathcal{U}(\mathcal{H} \times Y) \) is at most \( \frac{1}{2} \sqrt{\frac{m}{|X|}} \).

### 2.1 Related work

**GSW-like leveled HE over integers** In [BBL17], the authors first present a scheme that encrypts a single bit \( m \) into \( c := pq + r + mg \in \mathbb{Z}^7 \), where \( pq + r \) is a vector whose each entry \( pq_i + r_i \) is an instance of the AGCD problem and \( g \) is equal to \( (2^0, 2^1, ..., 2^{q-1}) \). In order to decrypt, we compute a vector with the binary decomposition of \( p/2 \), denoted \( g^{-1}(p/2) \), and notice that \( gg^{-1}(p/2) = p/2 \), hence, \( z := \left[ cg^{-1}(p/2) \right]_p = rg^{-1}(p/2) + mp/2 \) over \( \mathbb{Z} \), because the noise term \( r \) is small and satisfies \( |rg^{-1}(p/2)| < p/4 \). Then, notice that the most significant bit of \( z \) is defined by \( mp/2 \), that is, \( |z| \geq p/4 \iff m = 1 \). Thus, the decryption is performed as follows:

\[
\text{Dec}(c) = \begin{cases} 
0 & \text{if } \left[ cg^{-1}(p/2) \right]_p < p/4 \\
1 & \text{otherwise}
\end{cases}
\]

Given ciphertexts \( c_i := pq_i + r_i + m_i g \), a homomorphic product is done as \( c_{\text{mult}} := c_1 G^{-1}(c_2) \mod x_0 \) where \( x_0 := pq_0 + r_0 \) is a fixed instance of AGCD and \( G^{-1}(c_2) \) is a \( \gamma \times \gamma \) matrix whose each column \( j \) has the binary decomposition of the \( j \)-th entry of \( c_2 \). After observing that \( gG^{-1}(c_2) = c_2 \), it is easy to see that the homomorphic product works, since over \( \mathbb{Z} \) there exists a vector \( u \) such that the following holds:

\[
c_{\text{mult}} = pq_1 G^{-1}(c_2) + r_1 G^{-1}(c_2) + m_1 g G^{-1}(c_2) + x_0 u \\
= pq_1 G^{-1}(c_2) + r_1 G^{-1}(c_2) + m_1 (pq_2 + r_2 + m_2 g) + (pq_0 + r_0) u \\
= p (q_1 G^{-1}(c_2) + m_1 q_2 + q_0 u) + (r_1 G^{-1}(c_2) + m_1 r_2 + r_0 u) + m_1 m_2 g.
\]

Since each of the \( \gamma \) entries of \( c \) is a large integer with approximately \( \gamma \) bits, they use \( \gamma^2 \) bits to encrypt a single bit, which is a huge ciphertext expansion, specially taking into account that \( \gamma \) is typically very big (the bit-length of \( p \) is \( \eta \geq \lambda \) and \( \gamma \) is several times larger than \( \eta \)). Aiming to mend this issue, the authors also propose a batched version that uses primes \( p_1, ..., p_N \) instead of a single prime and the Chinese Remainder Theorem (CRT) to “pack” \( N \) bits into a single ciphertext. However, even this variant is not efficient as it takes several seconds to perform a single homomorphic multiplication.
FHE for Nondeterministic Finite Automata In [GGH+19], a leveled GSW-like encryption scheme that is able to homomorphically evaluate NFAs is proposed. The authors say that their scheme is similar to Hiromasa, Abe, and Okamoto’s scheme [HAO15], but the secret key is chosen to be an invertible matrix $S$ (while in [HAO15], $S$ is not even square). Actually, the secret key contains $S \in \mathbb{Z}_{q}^{n \times n}$ and also a random low-norm matrix $E \in \mathbb{Z}_{q}^{n \times nm}$, where $m := \lceil \log_{2} q \rceil$. In spite of the similarity with [HAO15], the scheme of [GGH+19] does not have a security proof based on the LWE problem. Instead, the authors assume that it is hard to distinguish between $[S^{-1} (G^T - E)]_q$ and the uniform $U(\mathbb{Z}_{q}^{n \times nm})$. They call this new problem the Matrix-inhomogeneous NTRU problem (MiNTRU), and argue that it is related with the well-known NTRU problem, although no formal connection is shown. Thus, using a standard randomized decomposition $\phi$ such that $G^T \cdot \phi(A) = A$ for any $A$ and assuming that $U(\mathbb{Z}_{q}^{n \times nm}) \approx [S^{-1} (G^T - E)]_q$, they prove that

$$U(\mathbb{Z}_{q}^{n \times nm}) \phi(MG^T) \approx [S^{-1} (G^T - E) \phi(MG^T)]_q = [S^{-1} (MG^T - E\phi(MG^T))]_q$$

The expression in the right-hand side is then defined as the encryption of $M$. Finally, setting the parameters so that $\phi$ has enough entropy, they can use the Leftover Hash Lemma to prove that $U(\mathbb{Z}_{q}^{n \times nm}) \cdot \phi(MG^T)$ is computationally indistinguishable from $U(\mathbb{Z}_{q}^{n \times nm})$, which implies that the encryptions of $M$ are also so.

Furthermore, the authors argue that their scheme can be cryptanalyzed by NTRU attacks and say that for 80 and 100 bits of security, one needs to use $n = 750$ and $n = 1024$, respectively. Note, however, that a user aiming to evaluate homomorphically an NFA with few states, say, 50, would need $n$ to be just 50. This implies that a user cannot take advantage of the low number of states to make the homomorphic evaluation faster, as would be natural. Nevertheless, we note that, when compared to other HE schemes, [GGH+19] is very efficient even for such big values of $n$.

### 2.2 Approximate GCD and related distributions

In this section we define the Approximate Greatest Common Divisor (AGCD) problem formally. Following the strategy of [BBL17] to prove the security, we define not only the underlying distributions of AGCD, but also an additional bounded distribution.

**Definition 2.** Let $\rho, \eta, \gamma$, and $p$ be integers such that $\gamma > \eta > \rho > 0$ and $p$ is an $\eta$-bit prime. The distribution $D_{\gamma, \rho}(p)$, whose support is $[0, 2^\gamma - 1]$ is defined as $D_{\gamma, \rho}(p) := \{\text{Sample } q \leftarrow [0, 2^\gamma/p \leftarrow -2^\rho, 2^\rho : \text{ Output } x \leftarrow pq + r}\}$. For simplicity, we will denote it by $D$.

**Definition 3 (AGCD).** The $(\rho, \eta, \gamma)$-approximate-GCD problem is the problem of finding $p$, given polynomially many samples from $D$.

The $(\rho, \eta, \gamma)$-decisional-approximate-GCD problem is the problem of distinguishing between $D$ and $U([0, 2^\gamma])$.

We stress that no attack directly on the decisional version of AGCD is known, thus, it can only be solved by solving the search version first, that is, by finding $p$ and then reducing the samples $c_i$ modulo $p$, which results in the small noise terms $r_i$’s when $c_i$’s are AGCD samples, but gives us random $\eta$-bit integers when $c_i$’s are uniform. Furthermore, there are known reductions from the search version to the decisional one [CCK+13].

We also define truncated distributions, which are obtained by rejecting samples that are greater than a given value. They are important to formally prove the security of the scheme, because based on the decisional AGCD problem, we can prove properties about distributions over $[0, 2^\gamma - 1]$, but in fact, since the encryption scheme performs reductions modulo $x_0$, we want to make statements using the interval $[0, x_0 - 1]$.
Definition 4. Let $\Psi$ be any distribution whose support is contained in $\mathbb{Z}$ and let $r$ be an integer. We define then $\Psi_{<r}$ as the distribution $\Psi$ conditioned on $\Psi < r$. If $\Pr[\Psi < r] = 0$, then $\Psi_{<r}$ is undefined.

Notice that we can sample from $D_{<x_0}$ simply by sampling from $D$ and rejecting the sampled value if it is bigger than or equal to $x_0$, which occurs with probability less than one half if we choose $x_0 > 2^{\gamma - 1}$.

Lemma 3. Let $x_0 > 2^{\gamma - 1}$. Under the decisional AGCD assumption, the distributions $D_{<x_0}$ and $\mathcal{U}(\mathbb{Z}_{x_0})$ are computational indistinguishable.

Proof. The proof is adapted from lemma 2.3 of [BBL17]. We included it in the appendix B for completeness. $\square$

3 Our scheme

In this section, we first describe the scheme, then we show how to perform homomorphic operations, and we analyze the noise growth.

3.1 Making BBL17 practical

As it is said in Section 2.1, the ciphertext expansion is one of the main sources of inefficiency of [BBL17]. However, notice that a natural way to improve that is to generalize the scheme to encrypt non-binary vectors or matrices instead of binary scalars. For instance, one could define the plaintext space over $\mathbb{Z}_B$ for some $B \geq 2$, then encrypt a matrix $M \in \mathbb{Z}_{n \times n}^B$ as

$$C := pQ + R + GM \in \mathbb{Z}_{n \times n}^B$$

where $\ell = \lceil \log_b(2\gamma) \rceil$ for some $b \geq 2$, and $G$ is a matrix with powers of $b$ instead of the vector $g$ with powers of two. With that, we would encrypt $n^2 \log B$ bits into $n^2 \ell \gamma$ bits, which represents a ciphertext expansion of $n^2 \ell \gamma / (n^2 \log B) \approx \gamma^2 / (\log b \log B)$ instead of the original $\gamma^2$. The homomorphic product could still be performed if $G^{-1}$ decomposed the entries of the given matrix now in base $b$ and were multiplied by the left.

Moreover, if we randomized the ciphertexts multiplying them by a hidden matrix $K \in \mathbb{Z}^{n \times n}$, then we could reduce the size of the parameters, in particular, we would have a smaller $\gamma$, approximately equal to the original $\gamma$ divided by $n$, and the ciphertext expansion would be foreshortened even further. Hence, our scheme applies those changes in order to be more practical and other ones to maintain the homomorphic properties. We present it in detail in the next section.

3.2 The procedures

In what follows, $\lambda$ is the security parameter and $k$ is the maximum multiplicative depth of the functions to be evaluated homomorphically. The plaintext space is the set of $n$-dimensional integer vectors and matrices with norm bounded by $B$, that is, $\mathcal{M} := [-B, B]^n \cup [-B, B]^{n \times n}$. The value $B$ must satisfy $1 \leq B \leq 2^{\eta - 4}$, where $\eta$ is the bit-length of the secret prime $p$. Moreover, the public modulus is $x_0 := p \cdot q_0 + r_0$, with $|r_0| < 2^{\rho_0}$.

- HE.KeyGen$(1^\lambda, n, k, B)$: Choose the parameters $\eta, \rho, \rho_0,$ and $\gamma$. Sample an $\eta$-bit prime $p$. Sample $x_0$ from $\mathcal{D}_{\gamma, \rho_0}(p)$ until $x_0 > 2^{\gamma - 1}$. Then, sample $K$ uniformly from $\mathbb{Z}_{x_0}^{n \times n}$ until $K^{-1}$ exists over $\mathbb{Z}_{x_0}$. Define $\alpha := \lceil 2^{\eta - 1}/(2B + 1) \rceil$. The secret key is then $sk := (p, K)$ and the public parameters are $\{n, k, B, \gamma, \eta, \rho, \rho_0, \alpha, x_0\}$. 

- **HE.EncMat**(sk, M): Given a M ∈ M, construct a matrix X := pQ + R ∈ ℤnxn by sampling each entry x_{i,j} independently from D_{c,x0}, then compute C := (X + GKM)K^{-1} mod x_0. Output C.

- **HE.DecMat**(sk, C): Compute C' := G^{-1}(αK^{-1})CK mod x_0, then reduce it modulo the secret prime p, that is, C' := [C']_p, and output [C'//α].

- **HE.EncVec**(sk, m): Given a plaintext m ∈ M, construct an n-dimensional vector x := pq + r by sampling each entry x_i independently from D_{c,x0}, then output the following n-dimensional vector: c := (x + αm)K^{-1} mod x_0.

- **HE.DecVec**(sk, c): Given a ciphertext c ∈ ℤ^n, compute c′ := cK mod x_0, then do c' := [c']_p, and output [c'//α].

### 3.3 Correctness of decryption

In this section, we provide sufficient conditions for the decryption procedures to work. For this, we will use that G^{-1}(αK^{-1})G = αK^{-1} over ℤ_{x_0}. In this analysis, we have to be careful with the contribution of x_0 to the noise. Basically, during the decryption, when we do the modular reduction by x_0, we add a multiple of x_0, obtaining

\[ c' = cK \mod x_0 = pq + r + αm - ux_0 = p(q - uq_0) + (r - ur_0) + αm. \]

Therefore, instead of having the noise given simply by r, we have the extra term ur_0, which is the contribution of x_0, and thus, the noise in a ciphertext is approximately \(|r| + 2^p_0||u||.\) But the norm of u is easy to estimate. First, we know that \(|pq + r + αm|| ≈ p||q||.\) Second, we have \(u = \langle\langle pq + r + αm\rangle/\rangle x_0\). Thus, \(||u|| ≈ p||q||/x_0, and the contribution of x_0 to the noise is then \(r_0 ||u|| ≈ 2^p_0 p ||q||/x_0.\) Consequently, x_0 contributes little to the noise of fresh ciphertexts, since pq has small norm in this case. But as we perform homomorphic operations, the norm of q grows and the additional term ur_0 starts to be relevant. The same reasoning applies to matrix ciphertexts. We present these arguments formally in the following definitions and lemmas. ²

**Definition 5 (Noise of vector ciphertext).** Let c be a ciphertext encrypting a message m. We define the noise of c as \(N(c) := ((cK \mod x_0) - αm) \mod p.\)

**Definition 6 (Noise of matrix ciphertext).** Let C be an encryption of M. We define the noise of C as \(N(C) := (G^{-1}(αK^{-1})CK \mod x_0) - αM \mod p.\)

**Lemma 4 (A bound on the noise of vector ciphertext).** For c = (pq + r + αm)K^{-1} mod x_0, assuming that \(|N(c)|| < p, there exists u \in ℤ^n such that N(c) := r - r_0u and ||u|| ≤ \((||pq||/x_0).\) As a consequence, \(|N(c)|| < ||r|| + 2^p_0 \frac{||pq||}{x_0}.\) In particular, if c is a fresh ciphertext, then \(|N(c)|| < 2^p + 2^p_0.\)

**Proof.** Let c' := (cK mod x_0), then c' = pq + r + αm mod x_0, which means that c' = pq + r + αm - x_0u for u = (pq + r + αm)/x_0).

Therefore, \(N(c) = c' - αm \mod p = pq + r - x_0u \mod p = r - r_0u \mod p.\) And since \(|N(c)|| < p, we have the equality \(N(c) = r - r_0u \mod Z.\)

Now, to bound the norm of u, notice that for each entry u_i, we have u_i = \(\frac{p_i}{x_0} + \frac{r + αm_i}{x_0}\) and \(|r + αm_i| < 1, thus, if \(p_i/x_0\) is integer, then \(u_i = \frac{p_i}{x_0}, otherwise, -1 < u_i ≤ \frac{p_i}{x_0} + 1.\) So, in both cases, \(|u_i| ≤ 1.\) Therefore, \(||u|| ≤ \frac{||pq||}{x_0}.\) Notice that everything would be simplified if x_0 were noiseless, since the noise of the ciphertexts would be simply r or R.
Finally, because $|r_0| < 2^{p_0}$, it holds that $\|N(c)\| < \|r\| + 2^{p_0} \left\lceil \frac{\|pq\|}{x_0} \right\rceil$.

For a fresh ciphertext, we have $\|r\| < 2^p$ and $\|pq\| < x_0$, hence, the particular case holds. □

**Lemma 5 (A bound on the noise of matrix ciphertext).** For $C = (pQ + R + GKM)K^{-1}$ mod $x_0$, assuming that $\|N(C)\| < p$, there exists $U \in \mathbb{Z}^{n \times n}$ such that

$$N(C) := G^{-1}(\alpha K)R - r_0 U$$

and $\|U\| \leq n\ell b \left\lceil \frac{\|pq\|}{x_0} \right\rceil$. As a consequence, $\|N(C)\| < n\ell b \left( \|R\| + 2^{p_0} \left\lceil \frac{\|pq\|}{x_0} \right\rceil \right)$. In particular, if $C$ is a fresh ciphertext, then $\|N(C)\| < n\ell b(2^p + 2^{p_0})$.

**Proof.** Write $U = (pG^{-1}(\alpha K)Q + G^{-1}(\alpha K)R + \alpha M)/x_0$ and proceed in the same way as in the proof of Lemma 4. The extra term $n\ell b$ comes from the fact that $\|G^{-1}(\alpha K)R\| \leq n\ell b \|R\|$.

□

For the decryption to work, the noise has to be smaller than $\alpha/2 \approx p/(4B + 2)$. We prove that in the following lemmas.

**Lemma 6 (Sufficient conditions for correctness vector decryption).** Let $c$ be an encryption of $m$ and $\|m\| \leq B$. If $\|N(c)\| < \frac{p}{2}$, then HE.DecVec $c$ outputs $m$.

**Proof.** Considering the vector $c'$ defined in HE.DecVec, there is a $u$ such that

$$c' = (pq + r + m)K^{-1}K \mod x_0 = pq + r + \alpha m - x_0 u.$$

Then, reducing $c'$ modulo $p$ gives us $c^* = [r + \alpha m - r_0 u]_p = [\alpha m + N(c)]_p$.

But the last inequality holds over the integers because the norm of $\alpha m + N(c)$ is bounded by $p/2$, namely, since $\alpha < p/(2B + 1)$, we have

$$\|\alpha m\| + \|N(c)\| < \alpha \left( \|m\| + \frac{1}{2} \right) \leq \alpha \left( B + \frac{1}{2} \right) = \alpha \left( \frac{2B + 1}{2} \right) < \frac{p}{2}.$$

Therefore, the output of HE.DecVec is

$$\lfloor c^*/\alpha \rfloor = \lfloor \alpha m + N(c)/\alpha \rfloor = m + \lfloor N(c)/\alpha \rfloor = m$$

where the last equality holds because $\alpha > 2 \|N(c)\|$.

□

**Lemma 7 (Sufficient conditions for correctness matrix decryption).** Let $C$ be an encryption of $M$ such that $\|M\| \leq B$. If $\|N(C)\| < \frac{p}{2}$, then HE.DecVec $sk, c$ outputs $m$.

**Proof.** Essentially the same as the proof of Lemma 6. Provided in Appendix B for completeness. □

### 3.4 Homomorphic Properties

- **Additions:** One just has to add the corresponding ciphertexts over $\mathbb{Z}_{x_0}$, since

$$c_0 + c_1 = (p(q_0 + q_1) + (r_0 + r_1) + \alpha(m_0 + m_1))K^{-1} \mod x_0$$

and

$$C_0 + C_1 = (p(Q_0 + Q_1) + (R_0 + R_1) + GK(M_0 + M_1))K^{-1} \mod x_0$$

are valid encryptions of the corresponding sums.
- **Matrix-matrix product:** Given ciphertexts \( C_0 \) and \( C_1 \), we apply \( G^{-1} \) to each row of \( C_0 \) and do \( C_{\text{mult}} := G^{-1}(C_0)C_1 \mod x_0 \). Notice that the following holds over \( \mathbb{Z}_{x_0} \):

\[
C_{\text{mult}} = (pG^{-1}(C_0)Q_1 + G^{-1}(C_0)R_1 + G^{-1}(C_0)GKM_1)K^{-1} \\
= (pG^{-1}(C_0)Q_1 + G^{-1}(C_0)R_1 + (pQ_0 + R_0 + GKM_0)K^{-1}KM_1)K^{-1}
\]

which is a valid encryption of the matrix \( M_0 \cdot M_1 \).

- **Vector-Matrix product:** We can multiply \( c_i \) and \( C_i \) homomorphically by doing \( c_{i+1} := G^{-1}(c_i)C_i \mod x_0 \). Like the matrix-matrix product, we have the following over \( \mathbb{Z}_{x_0} \):

\[
c_{i+1} = (p(G^{-1}(c_i)Q_i + q_iM_i) + (G^{-1}(c_i)R_i + r_iM_i) + \alpha m_iM_i)K^{-1}
\]

which is a valid encryption of the vector \( m_i \cdot M_i \).

### 3.5 Analysis of the accumulated error

Using the analysis done in Section 3.4, it is easy to derive upper bounds to the noise accumulated by the homomorphic operations.

**Lemma 8 (Sum of vectors).** Let \( k \in \mathbb{Z}_{\geq 2} \). For \( i \in [1,k] \), let \( c_i \) be an encryption of \( m_i \) with noise term \( \mathcal{N}(c_i) \). Define \( c \) as the homomorphic sum of those ciphertexts, i.e., \( c := \sum_{i=1}^k c_i \mod x_0 \). Then, \( \mathcal{N}(c) = \sum_{i=1}^k \mathcal{N}(c_i) \). In particular, if all \( c_i \)'s are fresh ciphertexts, we have

\[
\|\mathcal{N}(c)\| \leq k(2^p + 2^{\rho_0}).
\]

**Proof.** From the analysis of Section 3.4, we see that \( c = \sum_{i=1}^k (pq_i + r_i + \alpha m_i)K^{-1} \mod x_0 \), from which we can easily derive that \( \mathcal{N}(c) = \sum_{i=1}^k \mathcal{N}(c_i) \). If all \( c_i \) are fresh ciphertexts, then \( \|\mathcal{N}(c)\| \leq 2^p + 2^{\rho_0} \) and the particular case holds. \( \square \)

**Lemma 9 (Sum of matrices).** Let \( k \in \mathbb{Z}_{\geq 2} \). For \( i \in [1,k] \), let \( C_i \) be an encryption of \( M_i \). Define \( C \) as the homomorphic sum \( C := \sum_{i=1}^k C_i \mod x_0 \). Then, \( \mathcal{N}(C) = \sum_{i=1}^k \mathcal{N}(C_i) \). In particular, if all \( C_i \)'s are fresh ciphertexts, then

\[
\|\mathcal{N}(C)\| \leq k\ell_B(2^p + 2^{\rho_0}).
\]

**Proof.** Essentially the same as the proof of Lemma 8. We present it in Appendix B. \( \square \)

Let’s analyze the noise growth after a sequence of \( k \) vector-matrix products and show that computing homomorphically a ciphertext \( c_k \) that encryps a product of the form \( m \left( \prod_{i=0}^{k-1} M_i \right) \) makes the noise grow just linearly in \( k \). Namely, using the bounds of lemmas 4 and 5 to say that the noise of the vector ciphertext is \( \|\mathcal{N}(c_0)\| \approx \|r_0\| + 2^{\rho_0} \|pq_0\| / x_0 \) and the noises of the ciphertexts encrypting the matrices are \( \|\mathcal{N}(C_i)\| \approx \ell_B(\|R_i\| + 2^{\rho_0} \|pQ_i\| / x_0) \), then we see that the noise of the final ciphertext is \( \|\mathcal{N}(c_k)\| \approx nB(\|\mathcal{N}(c_0)\| + \sum_{i=0}^{k-1} \|\mathcal{N}(C_i)\|) \). Notice that the noise growth is similar to the one of \( [\text{GGH}^{+}19] \).

**Lemma 10 (Products of vectors and matrices).** Let \( k \in \mathbb{Z}_{\geq 2} \). For all \( i \in [1,k] \), let \( C_i \) be an encryption of \( M_i \). Let also \( c_0 \) be an encryption of \( m_0 \). Assume that \( B \) is an upper bound to
the entries of the product of plaintext matrices, i.e., \( \| \prod_{i=0}^{k-1} M_i \| \leq B \) for \( 0 \leq j \leq k-1 \). Finally, for \( 1 \leq i \leq k-1 \), define \( c_{i+1} := G^{-1}(c_i) \cdot C_i \mod x_0 \). Then,

\[
\| N(c_k) \| < nB \cdot (\| r_0 \| + 2^{\rho_0} \| pQ \| / x_0) + \sum_{i=0}^{k-1} n\ell b(\| R_i \| + 2^{\rho_0} \| pQ_i \| / x_0) + 2^{\rho_0}.
\]

(1)

In particular, if \( c_0 \) and all the \( C_i \)'s are fresh ciphertexts, then

\[
\| N(c_k) \| < nB(2^\rho + 2^{\rho_0} + kn\ell b(2^\rho + 2^{\rho_0})) + 2^{\rho_0}.
\]

(2)

**Proof.** By the analysis done in section 3.4, we know that the term \( r_{i+1} \) of \( c_{i+1} \) is \( G^{-1}(c_i)R_i + r_i M_i \). Therefore, the term \( r_k \) after \( k \) homomorphic products is

\[
r_k = r_0 \prod_{i=0}^{k-1} M_i + \sum_{i=0}^{k-1} G^{-1}(c_i)R_i \left( \prod_{j=i+1}^{k-1} M_j \right).
\]

Thus, using the properties of the max-norm, we have

\[
\| r_k \| \leq n \| r_0 \| \| \prod_{i=0}^{k-1} M_i \| + \sum_{i=0}^{k-1} n\ell \| G^{-1}(c_i) \| \| R_i \| \prod_{j=i+1}^{k-1} M_j \| \leq nB \| r_0 \| + \sum_{i=0}^{k-1} n^2\ell bB \| R_i \|.
\]

Similarly, \( \| q_k \| \leq nB \| q_0 \| + \sum_{i=0}^{k-1} n^2\ell bB \| Q_i \| \). Thus, we get Inequality (1) from Lemma 4, because

\[
\| N(c_k) \| < \| r_k \| + 2^{\rho_0} \left( \| pQ \| / x_0 \right) \leq \| r_k \| + 2^{\rho_0} \| pQ \| / x_0 + 2^{\rho_0}.
\]

If all the operands are fresh ciphertexts, then both \( \| r_0 \| \) and \( \| R_i \| \) are bounded by \( 2^\rho \) and both \( \| pQ \| \) and \( \| pQ_i \| \) are bounded by \( x_0 \), therefore, the particular case also holds.  

When we compute a sequence of \( k \) homomorphic products like \( \prod_{i=0}^{k} M_i \), the noise growth is basically the same as the one described in Lemma 10, that is, approximately from \( \beta := n\ell b(2^\rho + 2^{\rho_0}) \) to \( knB\beta \).

**Lemma 11 (Products of matrices).** Let \( k \) be an integer bigger than 1. For \( i \in [0, k] \), let \( C_i \) be an encryption of \( M_i \). Let also \( C'_0 := C_0 \), \( C'_i := G^{-1}(C'_{i-1})C_i \mod x_0 \) for \( i > 0 \). (Notice that \( C'_i \) is an encryption of \( \prod_{j=0}^{i} M_j \)). Assume that \( B \) is an upper bound to the entries of the product of plaintext matrices, i.e., \( \| \prod_{i=0}^{k} M_i \| \leq B \) for \( 1 \leq j \leq k \). Then,

\[
\| N(C_k') \| < nB \cdot (\| R_0 \| + 2^{\rho_0} \| pQ \| / x_0) + \sum_{i=1}^{k} n\ell b(\| R_i \| + 2^{\rho_0} \| pQ_i \| / x_0) + 2^{\rho_0}.
\]

In particular, if all the products only involve fresh ciphertexts, then

\[
\| N(C_k') \| < nB(2^\rho + 2^{\rho_0} + kn\ell b(2^\rho + 2^{\rho_0})) + 2^{\rho_0}.
\]

**Proof.** Similar to the proof of Lemma 10.

\( \square \)
4 Security analysis

4.1 Hardness of approximate GCD implies semantic security

In this section we prove that our scheme is CPA secure under the assumption that decisional AGCD problem is computationally hard. To do so, we first prove the indistinguishably of encrypted matrices. Then, essentially the same proof can be used to show that encryptions of vectors are also indistinguishable. Finally, those two results imply CPA security.

Lemma 12. Under the decisional AGCD assumption, encryptions of any pair of matrices are computationally indistinguishable.

Proof. Via a sequence of hybrids we prove that no PPT adversary $A$ can distinguish between encryptions of two matrices $M_0$ and $M_1$ of their choice.

Hybrid $H_0$: Use the key generation function to get $sk = (p, K)$ and the public parameters $\text{params}$. Given $M_0$ and $M_1$ chosen by $A$, we always encrypt $M_0$, that is, we let $C_0 := \text{HE.EncMat}(sk, M_0)$ and return $C_0$ to $A$.

Hybrid $H_1$: The only difference between this hybrid and $H_0$ is that we use $U(Z_{x_0})$ instead of $D_{<x_0}$ to encrypt $M_0$, i.e., we sample $X_1 \leftarrow U(Z_{x_0})^{n \times n}$ and define $C_1 := (X_1 + \text{GKM}_0)K^{-1} \mod x_0$.

Since in $H_0$ we have $C_0 := (X_0 + \text{GKM})K^{-1} \mod x_0$ for some $X_0 \leftarrow (D_{<x_0})^{n \times n}$, then by Lemma 3, it holds that

$$\Pr_{H_0}[A(1^\lambda, \text{params}, C_0)] - \Pr_{H_1}[A(1^\lambda, \text{params}, C_1)] \leq \text{negl}(\lambda).$$

Hybrid $H_2$: In this hybrid, we ignore the two plaintext matrices, we sample $X_2 \leftarrow U(Z_{x_0})^{n \times n}$, and define $C_2 := X_2$.

We know that for any $t \in Z_{x_0}$, $U(Z_{x_0})$ and $U(Z_{x_0}) + t \mod x_0$ are the same distribution. Consequently, $X_1 + \text{GKM}_0$ follows $U(Z_{x_0})^{n \times n}$. Additionally, multiplying by an invertible element also does not change the distribution, thus, $C_1 = (X_1 + \text{GKM}_0)K^{-1} \mod x_0$ follows $U(Z_{x_0})^{n \times n}$ as well. Therefore, $C_1$ and $C_2$ are indistinguishable.

Hybrid $H_3$: In this hybrid, we encrypt $M_1$ using $U(Z_{x_0})$, i.e., we sample $X_3 \leftarrow U(Z_{x_0})^{n \times n}$ and define $C_3 := (X_3 + \text{GKM}_1)K^{-1} \mod x_0$.

By the same argument used in the transition from $H_1$ to $H_2$, we see that $C_2$ and $C_3$ are indistinguishable, therefore, $A$’s advantage in distinguishing $H_2$ from $H_3$ is negligible.

Hybrid $H_4$: In this hybrid, we replace $U(Z_{x_0})$ with $D_{<x_0}$ to get a valid encrypt of $M_1$, that is, we define $C_4 := \text{HE.EncMat}(sk, M_1)$ and return $C_4$ to $A$.

Using Lemma 3 again, we conclude that $A$’s advantage in distinguishing between hybrids 3 and 4 is also negligible. Since $A$’s advantage in each transition is negligible, it holds that

$$\Pr_{H_0}[A(1^\lambda, \text{params}, C_0)] - \Pr_{H_4}[A(1^\lambda, \text{params}, C_4)] \leq \text{negl}(\lambda).$$

But this is exactly the definition of $A$’s advantage in distinguishing encryptions of $M_0$ from encryptions of $M_1$. □

Lemma 13. Under the decisional AGCD assumption, encryptions of any pair of vectors are computationally indistinguishable.
The scheme is CPA-secure under the decisional AGCD assumption.

Proof. This follows directly from Lemma 12 and Lemma 13. □

4.2 Distribution of the noise term of randomized AGCD

Considering the analysis done in [CP19], the costs of attacks against the randomized AGCD are basically the $n$-th power of the costs of the corresponding attacks against the AGCD, e.g., GCD-attacks on AGCD cost $\tilde{O}(2^\rho)$ and the GCD-attacks generalized to the randomized AGCD cost $\tilde{O}(2^{n\rho})$. But one could wonder if the attacks proposed in [CP19] could be improved, so that we have a much smaller value multiplying the exponent, for instance, $(\log n)\rho$ instead of $n\rho$, which would leave us with no choice but selecting much bigger parameters, reducing drastically the advantages of randomizing the problem.

In this section, we present some theoretical evidence that corroborates the practical analysis done in [CP19] and argue that, for typical parameters, if any improvement on those attacks can be done, the factor $n$ in the exponent can only be replaced by $\Theta(n)$ (e.g., improving from $n\rho$ to $n\rho/2$), but it will not be possible to replace the factor $n$ by any function asymptotically smaller.

In fact, in the randomized AGCD problem we have $n$-dimensional samples $\mathbf{x} := (pq + r)\mathbf{K}$, and the matrix $\mathbf{K}$ is secret. It is then easy to see that each entry $x_j$ of $\mathbf{x}$ is of the form $x_j = pq_j + r_j$ where $r_j$ is the scalar product between $r$ and the $j$-th column of $\mathbf{K}$ modulo $p$, that is, $r_j = \langle r, K_j \rangle \mod p$, but as we will see in Lemma 14, each $r_j$ is close to the uniform on $\mathbb{Z}_p$, which means that one cannot hope to treat each $x_j$ as an instance of the AGCD problem and apply the known attacks against AGCD, since such distribution of the noise term erases all the information that $x_j$ carries about $p$.

But the joint distribution of $(\tilde{r}_1, ..., \tilde{r}_n)$ is different from $\mathcal{U}(\mathbb{Z}_p^n)$ since they are all defined with the same vector $r$, which implies some correlation among them. Consequently, to solve the randomized AGCD problem, we indeed need attacks “in higher dimension”, that is, we must consider more than one entry of each instance $\mathbf{x}$ in order to try to exploit the correlation in the errors.

Thus, let’s consider $m$ entries of $\mathbf{x}$. Without loss of generality, take the $m$ first entries, denoted here by $\mathbf{x}^{(m)} := (x_1, ..., x_m)$. Likewise, let’s consider the first $m$ columns of $\mathbf{K}$, denoted by the matrix $\mathbf{K}^{(m)} := [K_1, ..., K_m] \in \mathbb{Z}_p^{n \times m}$. Now, the error term of $\mathbf{x}^{(m)}$ is $\mathbf{r}^{(m)} = \mathbf{r}\mathbf{K}^{(m)} \mod p$.

In which follows, we prove that for specific parameters, even when we consider $m$ as a constant fraction of $n$, like $n/2$, the distribution $\mathbf{r}^{(m)}$ is still statistically close to the distribution of $m$ independent samples of $\mathcal{U}(\mathbb{Z}_p)$.

Lemma 14 (Distribution of $\mathbf{r}^{(m)}$). If $m \leq (\rho n + 2 - 2\lambda)/\eta$, then the statistical distance between $\mathbf{r}^{(m)} = \mathbf{r}\mathbf{K}^{(m)} \mod p$ and $\mathcal{U}(\mathbb{Z}_p^m)$ is negligible in $\lambda$.

Proof. Substituting $N$ by $2^\rho$ in Lemma 1 and $B$ by $\mathbf{K}^{(m)}$, we see that $h_B(\mathbf{x}) = \mathbf{r}^{(m)}$. Therefore, by the LHL, the statistical distance between $\mathbf{r}^{(m)}$ and $\mathcal{U}(\mathbb{Z}_p^m)$ is upper bounded by

$$\Delta := \frac{1}{2} \sqrt{\frac{|Y|}{|X|}} = \frac{1}{2} \sqrt{\frac{p^m}{2^{m\rho}}} \leq 2^{(m\eta - n\rho)/2 - 1}.$$

But $m \leq (\rho n + 2 - 2\lambda)/\eta$ implies $(m\eta - n\rho)/2 - 1 \leq -\lambda$, therefore, $\Delta \leq 2^{-\lambda}$, which is negligible. □

Thus, since we usually set $\eta \geq \lambda$, we see that the minimum $m$ that we need to take to make it possible to attack the randomized AGCD problem is $m_{\min} \approx (\rho/\eta)n$. In particular, we have:

Corollary 1. If $\eta = \lambda$ and $\rho = \lambda/2$, then $\mathbf{r}^{(m)}$ is statistically close to $\mathcal{U}(\mathbb{Z}_p^m)$ for all $m \leq n/2 - 2$. 
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4.3 Practical security estimate

In this section, we analyze the known attacks and find the constraints that they impose to the parameters. There are two main types of attacks apart from the trivial factorization: the ones that focus on the noise, as Chen-Nguyen’s and Lee-Seo’s GCD attacks [CN12,LS14], and the ones that use lattices, as the Simultaneous Diophantine Approximation and the orthogonal lattice attacks [DGHV10,CS15]. The Simultaneous Diophantine Approximation attack does not seem to apply to our scheme, because the matrix $K$ acts as a masking forbidding the access to scalar values $pq_i + r_i$, which are needed to construct the lattice basis that is then reduced. Moreover, it has the same asymptotic complexity as the orthogonal lattice attack. Thus, we analyze the GCD-like and the orthogonal lattice attacks.

A unified GCD attack against variants of the AGCD problem Let’s consider $n$-dimensional samples $\tilde{c}_i := c_i K = (pq_i + r_i)K$. In [CP19], the CGD attacks against the AGCD problem are recapitulated and Lee-Seo’s attack is extended to the scenario where vectors $\tilde{c}_i$’s and a noiseless $x_0$ are available, obtaining then a GCD attack that runs in time $O(2^{n_p/2})$ and finds $p$ with overwhelming probability. But this attack is not sufficient when $x_0$ is noisy ($r_0 \neq 0$) or when $x_0$ is not published. Hence, in this section we show how to generalize the attack of [LS14] to dimension $n$ and how to combine it with the attack of [CNT12] to create a GCD attack that is applicable even when $x_0$ is not known.

Notice that since $K$ is invertible over $\mathbb{Z}_p$, we have $\tilde{c}_i \equiv \tilde{c}_j \pmod{p}$ if and only if $r_i = r_j$. But for two independent samples, $\Pr[r_i = r_j] = 2^{-n_p}$, therefore, if we have around $2^{n_p/2}$ samples, we expect to have a pair with same noise term, which we call a colliding pair. Thus, as in [LS14], we can construct two lists $L_1$ and $L_2$ with around $2^{n_p/2}$ vectors each and look for a collision modulo $p$. If there is a colliding pair $(\tilde{c}_i, \tilde{c}_j) \in L_1 \times L_2$ then for each $t \in [1, n]$, we have that $p$ divides the following product

$$y_t := \prod_{i=1}^{\lfloor |L_1|/|L_2| \rfloor} (\tilde{c}_i[t] - \tilde{c}_j[t]).$$

Hence, each $y_t$ is a multiple of $p$ and we can use the strategy of [CNT12], that is, proceed taking gcd’s of those $y_t$’s to generate smaller multiples, until we obtain $g = p \prod z_i$ for $z_i$’s smaller than some relatively small $S$, and then we can remove those $z_i$ using a cheap procedure like computing the $S$-smooth part of $g$.

We can use polynomial multi-point evaluation to compute each $y_t$ using $O(2^{n_p/2})$ integer operations, however, the bit length of $y_t$ is roughly $2^{n_p}$, therefore, computing each gcd($y_t$, $y_{t'}$) takes time $\tilde{O}(2^{n_p})$ instead of $\tilde{O}(2^{n_p/2})$. Notice that if we had a noiseless scalar $x_0 = pq_0$, then all the operations could be done over $\mathbb{Z}_{x_0}$ and the time complexity would then be $\tilde{O}(2^{n_p/2})$, since the bit length of $y_t$ and of the other integers would not increase. And if we had a scalar $x_0 = pq_0 + r_0$ for some $r_0 \in [0, 2^{n_p} - 1]$, then we could repeat the attack $2^{n_p}$ times using $x_0' = x_0 - r$ (for $0 \leq r < 2^{n_p}$) as a modulus, obtaining then time complexity $\tilde{O}(2^{n_p+n_p/2})$. The attack is shown explicitly in Appendix C.

Therefore, if a scalar $x_0$ is available, we have the cost

$$T_{GCD,x_0}(\eta, \rho_0, \gamma, n) := (n \rho)^2 2^{\rho_0+n_p/2} \gamma \log \gamma$$

where $\rho_0 = 0$ if $x_0$ is noiseless, and if $x_0$ is not public, then we have

$$T_{GCD}(\eta, \rho, \gamma, n) := (n \rho)^2 2^{n_p} \gamma \log \gamma.$$
Orthogonal Lattice attack In [CP19], the orthogonal lattice attacks are generalized to the randomized AGCD problem with a noiseless \( x_0 \). We conservatively assume that they have the same time complexity when \( x_0 \) is noisy or private. To make this attack ineffective, we have to set \( \gamma = \Omega \left( \frac{\lambda(n-\rho)^2}{n \log \lambda} \right) \), which is basically the same expression obtained in [CS15], if we set \( n = 1 \).

Factorization If a noiseless \( x_0 \) is given, an attacker can simply run a factorization algorithm on \( x_0 \), but if \( x_0 \) has a \( \rho_0 \)-bit noise term, then the attacker has to try the factorization of \( x_0 - r \) for all \( 2^{\rho_0} \) possible values of \( r \). We consider two factorization algorithms:

- Elliptic-curve factorization [Len87], whose cost is \( T_{ECM}(\eta, \gamma) := \exp \left( \sqrt{2\eta (\ln \eta) (\ln 2)} \right) \gamma \log \gamma \).
- Number field factorization [LLMP93], which costs \( T_{NFS}(\gamma) := \exp((64/9)^{1/3} (\gamma \ln 2)^{1/3} \ln(\gamma \ln 2)^{2/3}) \).

Hence, the cost of this attack is given by

\[
T_{FAC}(\eta, \rho_0, \gamma) := 2^{\rho_0} \min( T_{ECM}(\eta, \gamma), T_{NFS}(\gamma) )
\]

where \( \rho_0 = 0 \) when \( x_0 \) is noiseless. We stress that this attack does not apply when no scalar \( x_0 \) is published.

5 Choosing the parameters

We first recall the role of the main parameters:

- \( \eta \): it is the bit-length of the secret prime \( p \);
- \( \rho \): the noise terms sampled during encryption are bounded by \( 2^\rho \);
- \( \rho_0 \): the noise \( r_0 \) of \( x_0 \) satisfies \(-2^{\rho_0} < r_0 < 2^{\rho_0}\);
- \( \gamma \): the entries of the vectors and matrices ciphertexts are bounded by \( 2^\gamma \);
- \( n \): it is the dimension of the vectors and matrices we want to encrypt;
- \( b \): it is the base in which we perform the decomposition \( G^{-1} \);
- \( \ell \): it is defined as \( \lceil \log_b(2^\gamma) \rceil \), thus, it is the number of words used in \( G^{-1} \);
- \( B \): we must have \( \|m\| \leq B \) and \( \|M\| \leq B \) for any plaintext \( m \) or \( M \).

Taking into account the analysis of the orthogonal lattice attack, we see that we can choose \( \gamma = \left\lceil \frac{\lambda(n-\rho)^2}{n \log \lambda} \right\rceil \). But when \( n \) is close to \( \lambda \), we can have \( \gamma < 2\eta \), and in this case we simply choose \( \gamma = 2\eta \). Those two scenarios are very distinct, so, let’s first analyze the case \( \gamma > 2\eta \).

For the correctness, we just have to guarantee that the inequality (2) is satisfied. It basically means that we can choose \( \rho, \rho_0 \) and \( b \) such that

\[
\eta - 2 \log n - \log k - \log \ell - \log B = \max(\rho, \rho_0) + \log b.
\]

Typically, we will have \( \rho \geq \rho_0 \), thus, if \( B \) is somehow small, we are free to choose \( \rho + \log b \approx \eta \), say \( \rho + \log b = (1-\epsilon)\eta \) for some \( \epsilon \in [0,1] \). Using \( \eta - \rho = \epsilon\eta + \log b \) we can express the size of encrypted matrices as

\[
n^2 \ell \gamma \approx \frac{n^2 \gamma^2 \log b}{\log \lambda} \approx \frac{\lambda^2 (\eta - \rho)^4}{\log^2 \lambda} \log b = \frac{\lambda^2 (\epsilon\eta + \log b)^4}{\log^2 \lambda} \log b
\]

which is minimized when \( \log b = \epsilon\eta/3 \). The cost of evaluating a product like \( m \prod_{i=1}^k M_i \) is dominated by \( kn^2 \ell \gamma \), and the cost of \( HE.EncMat \) is dominated by \( n^2 \ell \gamma \), thus, both are also minimized when \( \log b = \epsilon\eta/3 \).
Therefore, in order to choose the parameters, we first set the desired security level \( \lambda \). For usual applications, the noise factor \( 2 \log n + \log k + \log B \) in equation (3) is small and it is sufficient to take \( \eta = \lambda \). If it is not the case, we can choose \( \eta = \lambda + c \) for some positive constant \( c \). Once we have defined \( \eta \), we use equation (3) to estimate \( \epsilon \), for instance, taking \( \epsilon = 2(\log k + \log B + \log n)/\eta \).

Then, we set \( \rho = [2\epsilon \eta/3] \) and \( b = [\epsilon \eta/3] \).

For security reasons, we must ensure that \( T_{GCD,x_0}(\eta, \rho, \rho_0, \gamma, n) \geq 2^\lambda \) and \( T_{FAC}(\eta, \rho_0, \gamma) \geq 2^\lambda \). In general, we can find a \( \rho_0 \leq \rho \) such that these two constraints are satisfied. If there is no such \( \rho_0 \), then we can increase \( \eta \) and choose all the parameters again. Notice that we choose \( \rho \) close to \( \gamma \), generally bigger than what we would need to guarantee the security, because it decreases the size of \( \gamma \), which makes the operations cheaper. However if \( n \) is big enough to force us to choose \( \gamma = 2\eta \), then there is no advantage in choosing a big \( \rho \). In this case, we simple choose the minimum \( \rho \) and \( \rho_0 \) such that \( T_{FAC}(\eta, \rho_0, \gamma) \geq 2^\lambda \), \( T_{GCD,x_0}(\eta, \rho, \rho_0, \gamma, n) \geq 2^\lambda \), and \( [\lambda(\eta - \rho)^2/(n \log \lambda)] < 2\eta \), then we choose \( \log b = (1 - \epsilon) \eta - \max(\rho, \rho_0) \), i.e., we decrease \( \rho \) and \( \rho_0 \) as much as the security allows us, and we increase \( \log b \) respecting the correctness condition.

In Table 1, we propose some sets of parameters for two security levels (\( \lambda = 80 \) and \( \lambda = 100 \)) and several values of \( n \). We see that increasing \( n \) allows us to choose smaller \( \rho \) to maintain the same security, but \( \rho_0 \) does not depend on \( n \), and it is basically fixed. As a consequence, we cannot increase \( \log b \) too much as we decrease \( \rho \) in the regime \( \gamma = 2\eta \), because when \( \rho \) becomes smaller than \( \rho_0 \) the final noise begins to be dominated by \( \rho_0 \) and we must then respect the constraint \( \log b + \rho_0 = (1 - \epsilon) \eta \). In Section 7, we attempt to resolve this problem by proposing a simple variant of the scheme that has better parameters for large \( n \).

### Table 1. Proposed sets of parameters for two levels of security, considering that \( x_0 \) is public. Set \( \ell = \lceil \log_2(2^\lambda) \rceil \) and \( \alpha = [2^{\eta^{-1}}/(2B + 1)] \) where \( B \) defines the plaintext space.

| \( \lambda = \eta = 80 \) | \( 8 \leq n \leq 52 \) | \( n = 64 \) | \( n = 128 \) | \( n = 256 \) | \( n = 512 \) | \( n = 1024 \) |
|---|---|---|---|---|---|---|
| \( \gamma \) | \( 2\eta \) | \( 2\eta \) | \( 2\eta \) | \( 2\eta \) | \( 2\eta \) |
| \( \rho \) | 52 | 52 | 40 | 23 | 2 | 2 |
| \( \rho_0 \) | 38 | 38 | 40 | 40 | 40 | 40 |
| \( \log b \) | 7 | 7 | 13 | 14 | 14 | 15 |

| \( \lambda = \eta = 100 \) | \( 100 \cdot 27^2/n \log(100) \) | \( 2\eta \) | \( 2\eta \) | \( 2\eta \) | \( 2\eta \) | \( 2\eta \) |
|---|---|---|---|---|---|---|
| \( \gamma \) | \( 2\eta \) | \( 2\eta \) | \( 2\eta \) | \( 2\eta \) | \( 2\eta \) |
| \( \rho \) | 73 | 71 | 59 | 43 | 19 | 2 |
| \( \rho_0 \) | 58 | 58 | 59 | 59 | 59 | 59 |
| \( \log b \) | 7 | 11 | 17 | 17 | 17 | 16 |

6 Implementation, performance, and applications

In this section, we show practical results, like running times of encryption functions, and also two applications, homomorphic evaluation of nondeterministic finite automata and a homomorphic Naïve Bayes Classifier.

6.1 General performance

We implemented a proof of concept of our scheme\(^3\) in C++ using the NTL library, version 11.3.2. All the experiments were ran on a machine with the GNU/Linux operating system Ubuntu 18.04.2 LTS, 32GB of RAM memory, and processor Intel Core i5-8600K 3.60GHz. One single core was used. We ran the experiments using parameters for the two different levels of security \( \lambda = 80 \) and \( \lambda = 100 \) described in Table 1.

\(^3\) Code available in https://github.com/hilder-vitor/HEVaM
The running times and the size of the encrypted matrices are shown in Figure 1. Since the
the bit-length of a matrix ciphertext is $n^2\ell\gamma$ and for small $n$ both $\gamma$ and $\ell$ are proportional
to $1/n$, the size of the encrypted matrices and also the encryption and decryption times are
approximately constant as we increase $n$, until we switch to the regime of parameters that uses
$\gamma = 2\eta$. From this point, the efficiency starts to deteriorate, but it is still very good even for
moderate values of $n$. For instance, for $\lambda = 80$, it takes less than 2.5 seconds to encrypt a
$150 \times 150$ matrix and we need less than 6 MB to represent the corresponding ciphertext. Even
considering that the plaintext matrix is binary, we are encrypting $150^2$ bits into 6 MB, which
corresponds to a ciphertext expansion of 0.266 KB per encrypted bit. As a comparison, for 80
bits of security, the basic scheme of [BBL17] encrypts a single bit into a 19 MB ciphertext, and
the batched version, that uses the CRT to encrypt several bits into a single ciphertext, encrypts
roughly 70 bits into the same 19 MB, which represents a ciphertext expansion of 217 KB per
encrypted bit.

6.2 Nondeterministic finite-state automaton evaluation

In this section we show how to homomorphically evaluate finite state automaton using our
scheme. We represent an $n$-state automaton $A$ over an alphabet $\Sigma$ by $n \times n$ transition matrices
$M_a$ for each $a \in \Sigma$. They are defined as follows: each entry $(i, j)$ of $M_a$ is equal to 1 if $A$ has a
transition from state $i$ to state $j$ using the letter $a$, and it is equal to 0 otherwise. Additionally, we
need an $n$-dimensional vector $m$ to represent the current states. At any point of the evaluation,
$m_i = 0$ if we are not in state $i$, and $m_i \geq 1$ if we are in state $i$. If $A$ is deterministic, we are
always at one single state, then $m \in \{0, 1\}^n$ and there is a unique position $i$ such that $m_i = 1$.
However, if $A$ is nondeterministic, then we can be in several states at the same time and $m$
may have multiples non-zero entries, which can be larger than 1. In particular, it implies that
products of transition matrices are always binary for deterministic automata, hence, the noise
accumulated on the homomorphic evaluation is typically smaller, i.e., we can set the parameter
$B$ to be one, while with nondeterministic automata, we may need $B > 1$. However, in general
we need fewer states to represent a language using non-deterministic automata.

We start the evaluation with a state vector $m_0$ that has ones in the positions corresponding
to initial states and zeros elsewhere. Then, given a length-$k$ input string $s \in \Sigma^k$, at each step
$i$ (from 1 to $k$), we look at the letter $s_i$ and update the state vector as $m_i = m_{i-1}M_{s_i}$. If $m_k$
has a non-zero entry in some position corresponding to an accepting state of $A$, then the input
string is said to be accepted by $A$. Hence, to evaluate an NFA homomorphically, it is sufficient
to perform homomorphic vector-matrix products.
Table 2. Practical results of the homomorphic evaluation of $L_n$ on input strings with $k$ letters. All running times are presented in seconds. The second column shows the size of each encrypted matrix. The third column shows the time needed to encrypt the entire automaton (two transition matrices and state vector). Parameters used: setting $\lambda = 100$ from Table 1. The last row shows the corresponding data for the NFA evaluation presented on [GGH+19]. For all $n$ up to 1024, their scheme has the same encryption and evaluation times, and also ciphertext size.

| $n$ | Encrypted matrix | Encr. time | Evaluation time on inputs of length $k$ |
|-----|------------------|-----------|--------------------------------------|
|     |                  | 16     | 32     | 64     | 128    | 256    | 512    | 1024   |
| 8   | 2.15 MB          | 0.10   | 0.015  | 0.028  | 0.06   | 0.12   | 0.24   | 0.47   | 0.96   |
| 16  | 2.15 MB          | 0.12   | 0.021  | 0.041  | 0.08   | 0.17   | 0.34   | 0.67   | 1.34   |
| 32  | 2.15 MB          | 0.20   | 0.033  | 0.065  | 0.13   | 0.27   | 0.53   | 1.08   | 2.15   |
| 64  | 1.94 MB          | 0.44   | 0.041  | 0.083  | 0.17   | 0.33   | 0.67   | 1.33   | 2.67   |
| 128 | 4.91 MB          | 2.20   | 0.121  | 0.240  | 0.49   | 0.98   | 1.97   | 3.9    | 7.87   |
| 256 | 19.66 MB         | 19.15  | 0.567  | 1.138  | 2.27   | 4.55   | 9.12   | 18.35  | 36.88  |
| 512 | 78.64 MB         | 202.60 | 2.596  | 5.235  | 10.4   | 20.8   | 41.7   | 83.6   | 167.8  |
| 1024| 340.78 MB        | 2211.96| 22.080 | 44.061 | 86.3   | 174.0  | 352.3  | 704.4  | 1414   |
| ≤ 1024 | 33 MB    | 16.5   | -      | -      | -      | 1.53   | 3.34   | 6.63   |

As a possible application of homomorphic evaluation of NFA, we can imagine a server that holds input strings, say, text files, and a user that wants to retrieve the files that contain strings respecting some regular expression $R$, but without revealing $R$. For example, to get files that contain an e-mail of someone from the University of Luxembourg, the user could use $R$ as $[a-z][a-z0-9][a-z0-9]*@uni.lu$, for which we can construct an NFA with 10 states. Then, the user would encrypt the $10 \times 10$ transition matrices and send them to the server, that would evaluate the NFA homomorphically on each file $f_i$, generating an encrypted state vector $c_i$, and return each $c_i$ to the user. Finally, the user could decrypt each $c_i$ to check if the file $f_i$ matches $R$.

In the article [GGH+19], the authors construct a homomorphic scheme for NFA evaluation. In order to compare the results of this section with their results, we use the same family of automata and the same security level used there (namely, $\lambda = 100$). Thus, let’s consider the regular language $L_n := (a+b)^*a(a+b)^{n-2}$. It is known that one needs at least $2^{n-1}$ states to represent $L_n$ with a deterministic automaton, however, we can represent it with a nondeterministic automaton with $n$ states [MF71]. We evaluated $L_n$ homomorphically for various values of $n$ and $k$, using always random input strings sampled from $\{a,b\}^k$. The practical results are summarized in Table 2. For $n$ up to 100, our scheme is faster and requires less memory than [GGH+19]. For $n = 128$, our ciphertext size and encryption times are better, but the evaluation times start to be worse than theirs. Then, for bigger $n$, our scheme is less efficient. Notice that in their scheme, the variable $n$ has a double role, acting as the security parameter and as the number of states at the same time. Moreover, to achieve a security level of 100 bits, they set $n = 1024$. Hence, to evaluate automata with less than 1024 states, they must embed the low-dimensional transition matrices into 1024 $\times$ 1024 matrices. In particular, it means that for all $n$ presented in Table 2, their scheme uses 33 MB per encrypted matrix and around 16.5 seconds to encrypt $L_n$. Moreover, they use an ad hoc hardness assumption while we use the AGCD.

6.3 Naïve Bayes Classification

As a second application, we implemented a homomorphic classifier. In this scenario, the server has a trained model and the client has some data (instances) to be classified. The client then encrypt each instance and send it to the server, which evaluate the model homomorphically and return to the client an encryption of the assigned class.

Each instance has a fixed number of attributes, say $m$, and is represented by a vector $y = (y_1, ..., y_m)$. For example, we could have a data set about patients containing medical information as the three following attributes: $x_1 =$ “blood type”, $x_2 =$ “age”, and $x_3 =$ “body mass index”. 
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And an instance could be \( y = (O+, 47, 22) \). The number of possible classes is fixed and typically small (say, between two and fifty). In the Naive Bayes Classification, we use an already classified data set, called training set, to estimate the probabilities that each attribute \( x_i \) is equal to \( y_i \) given that the class is \( c \), that is, \( \Pr[x_i = y_i | \text{class} = c] \), and also the probabilities \( \Pr[\text{class} = c] \).

Then, to classify \( y \), we note that for each class \( c \),

\[
\Pr[\text{class}(y) = c] = \frac{\Pr[x_1 = y_1, \ldots, x_m = y_m | \text{class} = c] \Pr[\text{class} = c]}{\Pr[x_1 = y_1, \ldots, x_m = y_m]}
\]

and the denominator is a constant that does not depend on \( c \). Thus, to classify \( y \), we just compute each \( \Pr[\text{class}(y) = c] \) and assign the class \( c \) for which this probability is the biggest. But, ignoring the denominator, using the “naive” hypotheses of independence of attributes, and applying logarithm, we see that \( \log(\Pr[\text{class}(y) = c]) \) is proportional to \( \log(\Pr[\text{class} = c] \prod_{i=1}^{m} \Pr[x_i = y_i | \text{class} = c]) \).

Thus, we classify the instances based on the following formula

\[
\beta_{y,c} := \log(\Pr[\text{class} = c]) + \sum_{i=1}^{m} \log(\Pr[x_i = y_i | \text{class} = c]).
\]

To efficiently evaluate this classifier with our scheme, we assume that each attribute \( x_i \) can be represented by the finite set \([1, n_i]\), for some \( n_i \), and we define \( n := \max\{n_1, ..., n_m\} \).

If we try to classify one instance per time, the server has to send to the client an encryption of the vector \( (\beta_{y,c}, 0, ..., 0) \), thus, \( n-1 \) entries are not used. Hence, we classify \( n \) instances simultaneously.

To represent the instances, we use “indicator vectors”, that is, we define \( \phi(i) := e_i \) to be an \( n \)-dimensional binary vector with a single 1 in the \( i \)-th entry. Then, given an instance \( y = (y_1, ..., y_m) \), notice that \( \phi(y_i) \) is a vector whose non-zero entry indicates the value of the \( i \)-th attribute of \( y \). Considering that, the protocol to perform homomorphic classification is the following:

- **Client’s setup**: Do \( sk = HE.KeyGen \), then \( \tilde{e}_i := HE.EncVec(e_i) \) for \( i \in [1, n] \) and send \( (\tilde{e}_i)_{i=1}^{n} \) to the server.
- **Server’s setup**: Assume that all the logarithms are scaled to integers. For each class \( c \), compute

\[
\tilde{p}_c = \sum_{i=1}^{n} \log(\Pr[\text{class} = c]) \cdot \tilde{e}_i \quad \text{and} \quad \tilde{p}_i,c = \sum_{j=1}^{n} \log(\Pr[x_i = j | \text{class} = c]) \cdot \tilde{e}_j. 
\]

Precompute each decomposition \( G^{-1}(\tilde{p}_i,c) \).
- **Client’s query**: Given \( n \) instances \( y^{(j)} \), construct \( m \) matrices

\[
Y_s = \left( \phi\left(y^{(1)}_s\right), \ldots, \phi\left(y^{(n)}_s\right) \right) \in \{0,1\}^{n \times n},
\]

do \( \tilde{Y}_s := HE.EncMat(Y_s) \), and send \( \tilde{Y}_1, ..., \tilde{Y}_m \) to the server.
- **Server’s classification**: For each \( c \), do \( \tilde{b}_c := \tilde{p}_c + \sum_{s=1}^{m} G^{-1}(\tilde{p}_i,c) Y_s \mod x_0 \). Return all the \( \tilde{b}_c \)'s to the client. If there are only two possible classes, return \( b := \tilde{b}_0 - \tilde{b}_1 \) instead.
- **Client’s decoding**: If there are more than two possible classes, then for each \( c \), do \( b_c := HE.DecVec(\tilde{b}_c) \), and for each \( j \), select the maximum among the \( j \)-th entry of each \( b_c \) and assign to \( y^{(j)} \) the class corresponding to that maximum. If there are only two possible classes, do \( b := HE.DecVec(b) \), assign class 0 to \( y^{(j)} \) if the \( j \)-th entry of \( b \) is positive and class 1 otherwise.

It is easy to see that each \( \tilde{b}_c \) is an encryption of \( b_c = (\beta_{y^{(1)},c}, \ldots, \beta_{y^{(n)},c}) \), therefore, we are assigning the classes based on the correct formula.

We have implemented this protocol and executed it using the Breast Cancer Wisconsin (Diagnostic) Data Set\(^4\), which is a data set with two classes, benign and malignant, and nine

\(^4\) UCI’s Machine Learning Data Sets Repository: archive.ics.uci.edu/ml
variables about tumors (like “Clump Thickness” and “Uniformity of Cell Shape”), each one with ten possible values. The logarithms of the probabilities were computed and multiplied by $10^5$ to scale to integers. Then we executed the homomorphic classification for the two parameter sets proposed in Table 1 (with $n = 10$ and $B = 2^{19}$). We also executed a normal Naïve Bayes Classifier over the plaintext, obtaining always the same accuracy for the clear text and the homomorphic versions. We summarize the results in Table 3. The protocol is very efficient, as the amount of data that each party needs to send over the network is just a few kilobytes per classified instance and the running times are just a few milliseconds. When compared with other papers about Naïve Bayes classification over encrypted data, our solution seems to be more straightforward and to run faster, although the comparisons are not trivial, since there are always some differences in the models.

For example, in [BPTG15], the client has an instance $y$, the server encrypts a table $T$ with all the probabilities and sends it to the client, then the client runs the classification homomorphically and locally, obtaining ciphertexts encrypting the scores of each class. Finally, the client and the server run an interactive algorithm to reveal the class with the largest score, which is then assigned to $y$. But downloading the entire model may represent a huge overhead for the client and the interactive step is surely a drawback. Furthermore, when they ran their protocol on the same dataset we used, the total time to classify a single instance was 419 milliseconds using 4 cores at 2.66 GHz each, for 80 bits of security, while our protocol takes about 42 milliseconds to classify one instance on a single core at 3.6 GHz, also for $\lambda = 80$, and with no interactive step.

In [PKK+18], the protocol is non-interactive and closer to ours. Namely, the client just encrypts $y$ and send it to the server, which then uses the client’s public key to encrypt the model and to run the classification homomorphically, sending the encrypted answer to the client at the end. However, all the functions evaluated homomorphically are quite complicated, because they are described as binary circuits, thus, in low level. As for the running times, they are much worse: the authors report that the server took about 60 seconds to classify one instance of the same dataset using 4 cores at 3.4 GHz each, for 80 bits of security.

### 7 A variant with private $x_0$

In this section we propose keeping the modulus $x_0$ secret and show that for some applications, like the homomorphic evaluation of NFA, we can obtain better running times by doing so. The main motivation is to improve the efficiency for large values of $n$. As observed in Section 5, when $n$ is big, we choose $\gamma = 2\eta$ and there is no reason to use a big value of $\rho$, thus, we can decrease it. Ideally, we would like to decrease both $\rho$ and $\rho_0$ and increase $b$, which would give us a smaller $\ell = \lceil \log_b(2^\gamma) \rceil$, reducing thus the size of the ciphertexts and improving the efficiency. But we cannot set $\rho_0$ to be a small value because of the factorization attacks that are applicable on $x_0$, consequently, we cannot increase $b$ as we wish, because the final noise imposes the constraint $\log b \leq (1 - \epsilon)\eta - \max(\rho, \rho_0)$.

However, if we keep $x_0$ private, the factorization attack is no longer possible, then we can set $\rho_0 = 0$ and increase $b$, but we cannot perform the reductions modulo $x_0$ during the homomorphic evaluations and the norm of the ciphertexts are not bounded by $2^\gamma$ anymore. Actually, if we
do not work over \( \mathbb{Z}_{x_0} \), the bit length of the ciphertexts may increase indeterminately. But if in each homomorphic multiplication one of the operands is a fresh ciphertext (or a ciphertext that has passed for only a constant number of operations), then we are always operating with a ciphertext that is potentially large and one that is for sure short, thus, we can decompose the larger one, and the ciphertext produced by the homomorphic product has norm approximately \( nb \) times the norm of the short ciphertext.

To analyze this more formally, define \( \ell_0 := \log_b(2^\gamma) + 1 \), which is an upper bound to the number of words that we need to use to perform the decomposition of fresh ciphertexts. Let all \( C_1 \) be fresh ciphertexts, thus, \( \ell n \times n \) matrices with entries bounded by \( s_0 := 2^\gamma \) and with \( \ell \) being some integer bigger than \( \ell_0 \) (we will define later how bigger \( \ell \) must be). Let also \( c_0 \) be a fresh ciphertext, thus, \( \|c_0\| \leq s_0 \). Hence, the most significant words of the decomposition \( G^{-1}(c_0) \) will be zero. Actually, only \( n\ell_0 \) words of \( G^{-1}(c_0) \) will be non zero.

Therefore, we see that the entries of \( c_1 := G^{-1}(c_0)C_0 \) are bounded by \( s_1 := \ell_0 nb2^\gamma \). Now, letting \( \ell_1 := \log_b(s_1) + 1 \), we see that applying the decomposition \( G^{-1} \) to \( c_1 \) produces at most \( n\ell_1 \) nonzero words. Therefore, the entries of \( c_2 := G^{-1}(c_1)C_1 \) are bounded by \( s_2 := \ell_1 nb2^\gamma \).

In general, after \( k \) such products, the entries of \( c_k \) are bounded by \( s_k := \ell_{k-1} nb2^\gamma \) and the number of words we need to decompose \( c_k \) is \( \ell_k := \log_b(s_k) + 1 = \log_b(nb2^\gamma) + \log_b(\ell_{k-1}) + 1 \). Thus, letting \( y := \log_b(nb2^\gamma) + 1 \), we see that

\[
\ell_k = y + \log_b(\ell_{k-1}) = y + \log_b(y + \log_b(y + \ldots + \log_b(y + \ell_0)))
\]

But the growth rate of the iterated logarithm is actually very slow and, as \( k \) increases, \( \ell_k \) is bounded by \( y + \log_b y + \delta \) where \( \delta = \log_b(3) < 2 \). Thus, noticing that \( y = \ell_0 + \log_b(n) + 1 \) we can set

\[
\ell = y + \log_b y + \delta = \ell_0 + \log_b(n) + 1 + \log_b(\ell_0 + \log_b(n) + 1) + \delta
\]

which in is just slightly bigger than the dimension \( \ell_0 \) that we would need if the operations were done over \( \mathbb{Z}_{x_0} \), considering that we choose the same value of \( b \). But since we will be able to use bigger values of \( b \), this \( \ell \) can even be smaller than the one we have to use when \( x_0 \) is public. Consequently, the size of the entries of the ciphertexts, that is, \( s_k \), converges to \( \ell nb2^\gamma \) after \( k \) homomorphic products, while they would be bounded by \( 2^\gamma \) if we worked modulo \( x_0 \).

We now prove that the value \( \ell_k \) is bounded by the expression above.

**Lemma 15.** Let \( y, b \in \mathbb{Z}_{\geq 2} \) and \( \delta = \log_b(3) \). Then, \( \log_b(y + \log_b(y) + \delta) \leq \log_b(y) + \delta \).

**Proof.** Using basic properties of subtraction of logarithms, we see that

\[
\log_b(y + \log_b(y) + \delta) \leq \log_b(y) + \delta \iff 1 + \log_b(y)/y + \delta/y \leq b^\delta = 3
\]

but because \( b \geq 2 \), we have

\[
1 + \log_b(y)/y + \delta/y < 1 + y/y + \delta/y \leq 3.
\]

\(\blacksquare\)

**Lemma 16.** Let \( \delta = \log_b(3) \). For all \( k \in \mathbb{N} \), \( \ell_k \leq \ell_0 + \log_b(n) + 1 + \log_b(\ell_0 + \log_b(n) + 1) + \delta \).

**Proof.** Let’s do a proof by induction. To simplify the notation, consider again \( y = \ell_0 + \log_b(n) + 1 \). The base case \( k = 0 \) is obviously true. Now, suppose that \( \ell_k \leq y + \log_b(y) + \delta \) for some \( k \). Then,

\[
\ell_{k+1} = y + \log_b(\ell_k)
\]

\[
\leq y + \log_b(y + \log_b(y) + \delta)
\]

\[
\leq y + \log_b(y) + \delta
\]

(Definition of \( \ell_{k+1} \))

(Inductive hypothesis)

(Lemma 15)

\(\blacksquare\)
encrypted matrix

Table 4. Proposed sets of parameters for 100 bits of security, considering that \( x_0 \) is private. Set \( \ell = \lceil \log_b(2^\gamma) + \log_b(n) + \log_{\eta_b}(\log_b(2^\gamma) + \log_b(n) + 1) \rceil + 1 \), \( \rho_0 = 0 \), and \( \lambda = \eta = 100 \). Now \( b \) is bigger than in Table 1.

| \( n \times \ell \) | \( \gamma \) | \( \rho \) | \( \log_b \) |
|-----------------|--------|--------|--------|
| \( 8 \leq n \leq 52 \) | \( 0 \leq \gamma \leq \frac{100 \cdot 27^2}{n \log(100)} \) | \( \rho \) | \( \log_b \) |
| \( n = 64 \) | \( \eta = 2 \) | \( \eta = 2 \) | \( \eta = 2 \) |
| \( n = 128 \) | \( \eta = 59 \) | \( \eta = 42 \) | \( \eta = 18 \) |
| \( n = 512 \) | \( \eta = 19 \) | \( \eta = 36 \) | \( \eta = 60 \) |
| \( n = 1024 \) | \( \eta = 76 \) | \( \eta = 76 \) | \( \eta = 76 \) |

Table 5. Practical results of the homomorphic evaluation of \( L_n \) on input strings with \( k \) letters when \( x_0 \) is kept secret. The security level is \( \lambda = 100 \) and the parameters used are presented in Table 4. The last row shows again the corresponding data for the NFA evaluation presented in [GGH+19]. Compare with Table 2.

| \( n \) | Encrypted matrix | Encr. time | Evaluation time on inputs of length \( k \) |
|---|-----------------|-----------|------------------------------------------|
| \( 128 \) | 5.73 MB | 3.06 | 16.5 | - | - | - |
| \( 256 \) | 14.74 MB | 14.11 | 5.35 | 10.76 | 21.54 | 43.49 | 87.36 | 175.48 | 350.24 |
| \( 512 \) | 45.87 MB | 117.64 | 1.28 | 2.55 | 5.16 | 10.28 | 20.56 | 41.13 | 82.53 |
| \( 1024 \) | 157.28 MB | 1020.70 | 0.35 | 0.72 | 1.41 | 2.81 | 5.68 | 11.32 | 22.66 |
| \( \leq 1024 \) | 33 MB | 16.5 | - | - | - | - | 1.53 | 3.34 | 6.63 |

Thus, we propose the parameters in Table 4. Now, \( \rho_0 \) is considered to be zero. The other parameters are basically the same when \( n \) is small, but when we turn to the regime \( \gamma = 2\eta \), we can use much bigger values of \( b \), since \( \rho_0 \) has no longer impact on the noise. We then used these parameters to evaluate NFA again and obtained the results presented in Table 5 (we omit the results for small \( n \), since they are roughly the same as when \( x_0 \) is public). Comparing it with Table 2, we see that for large \( n \) the running times and the memory requirements become much better: the big values of \( b \) gives us \( \ell \) smaller than before, and since the dimensions of the ciphertext matrices are \( n\ell \times n \), their sizes decrease and the running times are improved. For example, for \( \lambda = 100 \) and \( n = 1024 \), when \( x_0 \) is public, we have \( \gamma = 200 \) and \( b = 2^{15} \), which gives us \( \ell = \lceil \log_b(2^{200}) \rceil = 14 \), while with private \( x_0 \), we have \( \gamma = 200 \), \( b = 2^{56} \) and \( \ell = \lceil \log_b(2^{200}) + \log_b(n) + \log_{\eta_b}(\log_b(2^{200}) + \log_b(n) + 1) \rceil + 1 = 4 \). When compared to [GGH+19], the difference between the running times decreased for big \( n \). For example, for \( n = 1024 \), the time we need to evaluate a string with \( k = 1024 \) letters is now around 52 times slower than the time spent by [GGH+19], but with \( x_0 \) public, our evaluation time for \( n = k = 1024 \) is about 213 times slower. Notice that for \( n \) up to 100 our running times and ciphertext sizes are still better than the ones of [GGH+19].

8 Conclusion

We presented a leveled homomorphic scheme that operates natively with vectors and matrices and is based on the AGCD problem. The running times and ciphertext expansion are good enough for circuits with high multiplicative depth, and it is specially suitable for programs that do not produce large values during the computation, for example, finite automata. Another possible application is the homomorphic evaluation of Matrix Branching Programs, since they can be represented by binary matrices and evaluated using vector-matrix products. We proposed a simple classification protocol to show that it is also possible to evaluate programs on matrices with bigger entries (we used \( B = 2^{10} \) in this application). When compared to other schemes and protocols, our solutions seem very efficient, specially for moderate dimension. We notice that it may still be possible to improve the efficiency of our scheme by using the Chinese Remainder Theorem to encrypt about \( \gamma/\eta \) matrices (or vectors) in a same ciphertext and to perform homomorphic operations in parallel.
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Supplementary Material

A An asymmetric variant

To transform our scheme into an asymmetric one, we can publish encryptions of elementary vectors and matrices along with several encryptions of zero, then, to encrypt a particular vector or matrix, one just has to sum homomorphically a linear combination of elementary plaintexts to get an encryption of the desired value and randomize it by adding a random combination of the encryptions of zero. This technique is standard and has already been used, with some variations, in several important homomorphic schemes, e.g. [DGHV10,BGV12,BBL17].

In detail, in the procedure \( \text{HE.KeyGen} \), we let \( e_i \) be a vector with 1 in the \( i \)-th entry and 0 elsewhere. Likewise, let \( E_{i,j} \) be a matrix with 1 in the entry \((i, j)\). Let \( \tau \in \mathbb{Z} \) be another parameter of the scheme. Then we compute \( \hat{e}_i := \text{HE.EncVec}(sk, e_i) \) and \( \hat{E}_{i,j} := \text{HE.EncMat}(sk, E_{i,j}) \), for all \( 1 \leq i, j \leq n \). Besides that, we compute \( z_i := \text{HE.EncVec}(sk, 0) \) and \( Z_i := \text{HE.EncMat}(sk, 0) \) for \( 1 \leq i \leq \tau \). Finally, the secret key is defined as before, that is to say, \( sk := (p, K) \), and the public key is defined as

\[
\text{pk} := (e_1, \ldots, e_n, \hat{E}_{1,1}, \ldots, \hat{E}_{n,n}, z_1, \ldots, z_\tau, Z_1, \ldots, Z_\tau)
\]

Hence, to encrypt a vector \( m = (m_1, \ldots, m_n) \in \mathbb{Z}^n \) using \( \text{pk} \), we just sample \( \tau \) random bits \( b_i \) and do

\[
c := \sum_{i=1}^{n} m_i \hat{e}_i + \sum_{i=1}^{\tau} b_i z_i \mod x_0.
\]

Similarly, to encrypt a matrix \( M \in \mathbb{Z}^{n\times n} \) whose entries are \( m_{i,j} \), we just sample \( \tau \) random bits \( b_i \) and do

\[
C := \sum_{i=1}^{n} \sum_{j=1}^{n} m_{i,j} \hat{E}_{i,j} + \sum_{i=1}^{\tau} b_i Z_i \mod x_0.
\]

The decryption methods are the same and even the analysis of the error growth is equal, with the exception that now the initial noise is approximately \( \tau 2^\rho \) instead of simply \( 2^\rho \).

To guarantee the security, it is sufficient to take \( \tau = \gamma + \Omega(\lambda) \), since it allows us to use the Leftover hash lemma to show that random linear combination of \( \tau \) encryptions of zero modulo \( x_0 \) is statistically close to \( \mathcal{U}(\mathbb{Z}_{x_0}) \), and therefore, the ciphertexts themselves are also indistinguishable from uniform.

B Proofs

B.1 Proof of Lemma 3

Proof. The proof is adapted from lemma 2.3 of [BBL17].

We can sample efficiently from \( \mathcal{U}(\mathbb{Z}_{x_0}) \) by sampling from \( \mathcal{U}([0, 2^\gamma]) \) and rejecting samples that are larger than or equal to \( x_0 \). Since \( x_0 > 2^{\gamma-1} \), the probability that a sample is rejected is less than \( 1/2 \), therefore, sampling from \( \mathcal{U}(\mathbb{Z}_{x_0}) \) uses only a constant number of calls to \( \mathcal{U}([0, 2^\gamma]) \). Replacing \( \mathcal{U}([0, 2^\gamma]) \) by \( \mathcal{D} \) gives us an efficient sampling procedure to \( \mathcal{D}_{<x_0} \).

Moreover, if one can distinguish between \( \mathcal{D}_{<x_0} \) and \( \mathcal{U}(\mathbb{Z}_{x_0}) \), then it is also possible to distinguish between \( \mathcal{D} \) and \( \mathcal{U}([0, 2^\gamma]) \) simply by using this sampling procedure and deciding whether the produced distribution is \( \mathcal{D}_{<x_0} \) or \( \mathcal{U}(\mathbb{Z}_{x_0}) \). Therefore, the decisional AGCD assumption implies that \( \mathcal{D}_{<x_0} \) is computational indistinguishable from \( \mathcal{U}(\mathbb{Z}_{x_0}) \).
B.2 Proof of Lemma 7

Proof. To simplify the notation, denote \( G^{-1}(\alpha K^{-1}) \) by \( A \). Remember that \( AGK = \alpha I \mod x_0 \).

Considering the matrix \( C' \) defined in HE.DecMat, we have

\[
C' = ACK \mod x_0 = A((pQ + R + GKM)K^{-1})K \mod x_0 = pAQ + AR + \alpha M \mod x_0.
\]

Thus, there exists a \( U \in \mathbb{Z}^{n\ell \times n} \) such that \( C' = pAQ + AR + \alpha M - x_0U \).

Then, when we perform the reduction modulo \( p \), we obtain

\[
C^* = [C']_p = [AR + \alpha M - r_0U]_p = [\alpha M + \mathcal{N}(C)]_p
\]

where the last equality holds also over \( \mathbb{Z} \) because \( \|\alpha M + \mathcal{N}(C)\| \) is bounded by

\[
\alpha \|M\| + \|\mathcal{N}(C)\| < \alpha \left(\|M\| + \frac{1}{2}\right) \leq \alpha \left(B + \frac{1}{2}\right) = \alpha \left(\frac{2B + 1}{2}\right) < \frac{p}{2}.
\]

Finally, because \( \alpha > 2 \|\mathcal{N}(C)\| \), the output of HE.DecMat is

\[
\frac{C^*}{\alpha} = M + \left\lfloor \frac{\mathcal{N}(C)}{\alpha} \right\rfloor = \mathcal{M}.
\]

B.3 Proof of Lemma 9

Proof. To simplify the notation, let \( A = G^{-1}(\alpha K^{-1}) \). Let \( C'_i := AC_iK \mod x_0 = pAQ_i + AR_i + \alpha M_i - x_0U_i \). Then, the noise of \( C_i \) is \( \mathcal{N}(C_i) = AR_i - r_0U_i \).

Doing the same for \( C \), we have

\[
C' := ACK \mod x_0 = pA \sum_{i=1}^{k} Q_i + A \sum_{i=1}^{k} R_i + \alpha \sum_{i=1}^{k} M_i - x_0 \sum_{i=1}^{k} U_i
\]

and it is easy to see that \( \mathcal{N}(C) = A \sum_{i=1}^{k} R_i - r_0 \sum_{i=1}^{k} U_i = \sum_{i=1}^{k} \mathcal{N}(C_i) \).

If all \( C_i \) are fresh ciphertexts, then \( \|\mathcal{N}(C_i)\| \leq n\ell b(2^\rho + 2^{\rho_0}) \) and the particular case holds.

C Algorithm for GCD-attack with private \( x_0 \)

For completeness, we write explicitly the algorithm described in Section 4.3.
Algorithm 1: GCD Attack

Input: \((\rho + 1) \cdot 2^{n\rho/2}\) vector-AGCD samples \(\tilde{c}_i \in \mathbb{Z}^n\)

Output: The secret prime \(p\)

1. Let \(L_1\) be a list with \(2^{n\rho/2}\) samples.
2. for \(t = 1\) until \(n\) do
3.   Let \(f_t(x)\) be the polynomial \(\prod_{\tilde{c} \in L_1} (x - \tilde{c}[t])\).
4.   \(s \leftarrow \rho\)
5.   \(S \leftarrow 2^{n\rho(n+1)/(n+1)}\)
6.   \(g \leftarrow 1\)  \hspace{1cm} \triangleright Variable \(g\) stores \(p\) at the end of the execution
7. for \(j = 1\) until \(s\) do
8.   Let \(L_2\) be a list with \(2^{n\rho/2}\) samples.
9.   for \(t = 1\) until \(n\) do
10.  Use multi-point evaluation to compute \(d_i \leftarrow f_t(\tilde{c}_i[t])\) for each \(\tilde{c}_i \in L_2\).
11. \(y_t \leftarrow \prod_{i=1}^{||L_2||} d_i\)
12. if \(g = 1\) then
13.   Let \(y'\) be the \(S\)-smooth part of \(y_t\)
14.   \(g \leftarrow y_t/y'\)
15. else
16.   \(g \leftarrow \gcd(g, y_t)\)
17. if \(\eta - 1 \leq \log_2 g \leq \eta\) then
18.   return \(g\)
19. return \(g\)