Influence of the Bounds of the Hyperparameters on the Reconstruction of Hubble Constant with Gaussian Process
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ABSTRACT

The cosmological model-independent method Gaussian process (GP) has been widely used in the reconstruction of Hubble constant \(H_0\), and the hyperparameters inside GP influence the reconstructed result derived from GP. Different hyperparameters inside GP are used in the constraint of \(H_0\) derived from GP with observational Hubble parameter \(H(z)\) data (OHD), and the influence of the hyperparameters inside GP on the reconstruction of \(H_0\) with GP is discussed. The discussion about the hyperparameters inside GP and the forecasts for future data show that the consideration of the lower and upper bounds on the GP’s hyperparameters are necessary in order to get an extrapolated result of \(H_0\) from GP reliably and robustly.
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1. INTRODUCTION

The Hubble constant \((H_0)\) characterizes the expansion rate of the universe at the current time, which is one of the most important parameters in cosmology. With the development of methods and technology, the measurement of the \(H_0\) has become more and more accurate, but the \(H_0\) tension crisis emerges. The locally and directly measured value of \(H_0\) from Riess et al. (2021) is \(H_0 = 73.2 \pm 1.3 \text{ km s}^{-1} \text{ Mpc}^{-1}\) (R21), while Planck Collaboration’s work which is based on the Cosmic Microwave Background (CMB) observations and \(\Lambda CDM\) model leads to a derived value of \(H_0 = 67.4 \pm 0.5 \text{ km s}^{-1} \text{ Mpc}^{-1}\) (P18) (Planck Collaboration et al. 2020). The estimated error bars of these two results mentioned above do not overlap, and there is a 4.2\(\sigma\) discrepancy between the two independent results. The \(\Lambda CD M\) model which is a concordance model in cosmology is challenged by the tension between the two measurements of \(H_0\). One of the potential explanations for this crisis is that the systematic errors that we do not know yet are influencing the two results (Freedman 2017; Handley & Lemos 2021), but the real reasons for the discrepancy between the two independent results are still unknown. Therefore, the \(H_0\) tension crisis becomes one of the most topical subjects in recent years, and the community attempts to use other independent methods to get a new derived value of \(H_0\) in order to verify the existence of \(H_0\) tension crisis. For example, Luo et al. (2020) explore the cosmic expansion history with PAgE approximation, which covers a broad class of cosmological models. They run Monte Carlo Markov Chain (MCMC) calculations with data from different sources and obtain \(H_0 = 70.7 \pm 1.9 \text{ km s}^{-1} \text{ Mpc}^{-1}\), which is consistent with both the local measurement and the CMB-inferred value. Their results show that it is hard to find a viable model which can resolve the \(H_0\) tension with other ongoing debate in cosmology simultaneously.

As \(H_0\) is the Hubble parameter at redshift \(z = 0\), it is easy to connect the measurement of \(H_0\) with observational \(H(z)\) data (OHD). The OHDs are the measurements of \(H(z)\) at different redshifts which we can get by the cosmic chronometers (CC) or the radial baryon acoustic oscillations (BAO) data. One of the advantages of OHD is that the OHD from CC is cosmological model-independent, which means that we can get a
model-independent measurement of $H_0$ with OHD from CC. Busti et al. (2014) use the non-parametric method Gaussian process (GP) to extrapolate OHD to $z = 0$ in order to provide a model-independent measurement of $H_0$, and they obtain $H_0 = 64.9\pm 4.2$ km s$^{-1}$ Mpc$^{-1}$ (1$\sigma$), which is in agreement with the CMB-inferred value. The OHD from CC should be paid more attention to as it is the only measurement based on the physics of the late universe that leads to a derived value of $H_0$ which is consistent with the CMB-inferred value. In the previous works about using GP with OHD to get model-independent measurements of $H_0$, they have already focused on the impact of different covariance functions inside GP and different OHD datasets on their measurements of $H_0$ (Busti et al. 2014; Haridasu et al. 2018; Wang & Meng 2017), but they have not paid much attention to the influence of the lower and upper bounds on GP’s hyperparameters which we set in Sec. 3, CMB-inferred value or not. With the lower and upper bounds on GP’s hyperparameters are still in agreement with the CMB-inferred value, we discuss our results in detail in Sec. 3. The results show that the adjustments of the lower and upper bounds on GP’s hyperparameters are necessary when the GP is used to get an extrapolated result of $H_0$ precisely and reliably.

In this paper, based on many previous works about using GP with OHD to get model-independent measurements of $H_0$, we move on to talk about the influence of hyperparameters inside the GP on the final measurement of $H_0$. We focus on whether measurements of $H_0$ derived from GP with different lower and upper bounds on GP’s hyperparameters are still in agreement with the CMB-inferred value or not. With the lower and upper bounds on GP’s hyperparameters which we set in Sec. 3, we got measurements of $H_0$ which are not in agreement with the CMB-inferred value. We discuss our results in detail in Sec. 3. The results show that the adjustments of the lower and upper bounds on GP’s hyperparameters are necessary when the GP is used to get an extrapolated result of $H_0$ precisely and reliably.

The paper is organized as follows: in the next section, we describe GP which is the method that we adopt to constrain $H_0$. In Sec. 3, the measurements of $H_0$ with different lower and upper bounds on GP’s hyperparameters and our discussion are displayed, followed by forecasts of constraints with simulated data set of $H(z)$ in Sec. 4. We finish the paper in Sec. 5 with the conclusions.

2. GAUSSIAN PROCESSES (GP)

The GP is a collection of random variables, any finite number of which have a joint Gaussian distribution (Rasmussen & Williams 2006). Gaussian process can be used to reconstruct $f^* = \{f(z_i^*)\}$ at $Z^* = \{z_i^*\}$ from $n$ data points $y = \{y_i\}$ at $Z = \{z_i\}$ without assuming parameterized forms of the function, which means that we can reconstruct the Hubble parameter $H(z)$ as a function of the redshift $z$ in a model-independent way with GP. The GP’s reconstructed function $f(z)$ has the value which is a Gaussian random variable at a reconstructed point $z$, and a GP is completely confirmed by its mean function and covariance function. The function values at different reconstructed points are not independent of the others, and GP use the covariance function $\text{cov}(f(z), f(\tilde{z})) = k(z, \tilde{z})$ to describe the connection between the function values at different reconstructed points.

There are lots of covariance functions that we can choose depending on the type of problem that we are facing (Rasmussen & Williams 2006; Seikel & Clarkson 2013). As we expect that covariance function should only depend on the distance between different points for simplicity, and the Hubble parameter should change smoothly with redshift, we decide to use the squared exponential covariance function, which has been widely used in this problem (Busti et al. 2014; Seikel et al. 2012). The squared exponential covariance function is given by

$$k(z, \tilde{z}) = \sigma_f^2 \exp\left(-\frac{(z - \tilde{z})^2}{2l^2}\right). \quad (1)$$

This covariance function depends on two parameters $\sigma_f$ and $l$ and the hyperparameters’ means that $\sigma_f$ and $l$ are parameters of a non-parametric model. The length-scale $l$ determines the length in $z$-direction which corresponding to a significant change of $f(z)$, we can also understand the length-scale $l$ as how far do we need to move along the $z$-axis for the $f(z)$ values to be uncorrelated. While $\sigma_f$ determines the typical change of $f(z)$, which can also be seen as the amplitude or magnitude of the function.

By following the steps in Seikel et al. (2012), the mean $\bar{f}^*$ and the covariance $\text{cov}(f^*)$ of the vector $f^* = \{f(z^*_i)\}$ of the reconstructed function values at $Z^* = \{z^*_i\}$ is given by

$$\bar{f}^* = \mu^* + K(Z^*, Z)[K(Z, Z) + C]^{-1}(y - \mu) \quad (2)$$

and

$$\text{cov}(f^*) = K(Z^*, Z^*) - K(Z^*, Z)[K(Z, Z) + C]^{-1}K(Z, Z^*), \quad (3)$$

respectively. Here $\mu(z)$ is the a priori mean function, which is commonly set to zero, $\mu(z) = 0$ (Yu et al. 2018; Seikel et al. 2012; Bonilla et al. 2021; Renzi & Silvestri 2020). The $\mu(z)$ in our work is set to zero as well. The covariance matrix $K(Z, Z)$ is given by $[K(Z, Z)]_{ij} = k(z_i, z_j)$, and $C$ is given by $C = \text{diag}(\sigma_f^2)$ for uncorrelated data corresponding to the Gaussian
noise, where $\sigma^2_{p}$ is the variance of the Gaussian noise. The hyperparameters $\sigma_f$ and $l$ can be optimized and determined by maximizing the log marginal likelihood, which is given by

$$\ln L = -\frac{1}{2}(y - \mu)^T[K(Z, Z) + C]^{-1}(y - \mu) - \frac{1}{2} \ln |K(Z, Z) + C| - \frac{1}{2} \ln 2\pi. \quad (4)$$

The hyperparameters of GP are being fixed after being optimized through Eq.(4), then the expected value function and the variance of $f^*$ can be calculated from Eq.(2) and Eq.(3) respectively (Seikel et al. 2012; Colgán & Sheikh-Jabbari 2021). For the reconstruction of $H(z)$, as $H_0$ corresponds to $H(z)$ at $z = 0$, the reconstructed result for $H_0$ can be obtained from the reconstructed $H(z)$ sequence. For further work which needs the reconstructed result from GP, the proper way of doing the analysis would be to treat the hyperparameters of GP as the same as the cosmological parameters, which means that vary them together and sample the joint posterior (Dhawan et al. 2021).

As the hyperparameters characterize the ‘wiggles’ of the function, the lower and upper bounds on the two hyperparameters influence the reconstructed results derived from GP. As we only have rather vague information about the hyperparameters in GP, the influence of lower and upper bounds on the two hyperparameters of GP on the final reconstructed results should be considered. We determine the maximum likelihood value of the two hyperparameters $\sigma_f$ and $l$ with different lower and upper bounds on the two hyperparameters in order to obtain the reconstructed results and discuss the influence of lower and upper bounds on the two hyperparameters on the final measurements of $H_0$. We use Scikit-learn\(^1\) which is a machine learning package in Python to achieve the GP in our work. In Scikit-learn package, the constant-value and length-scale are corresponding to $\sigma^2_f$ and $l$ respectively.

3. CONSTRAINTS ON $H_0$

We have collected 43 $H(z)$ measurements from the CC (Jimenez et al. 2003; Simon et al. 2005; Stern et al. 2010; Moresco et al. 2012; Zhang et al. 2014; Moresco 2015; Moresco et al. 2016; Ratsimbazafy et al. 2017) while 12 of them are from the BAO (Gaztañaga et al. 2009; Blake et al. 2012; Chuang & Wang 2012; Xu et al. 2013; Samushia et al. 2013; Busca et al. 2013; Anderson et al. 2014; Font-Ribera et al. 2014; Delubac et al. 2015). The $H(z)$ measurements from CC are measured directly with spectroscopic dating techniques of passively-evolving galaxies and the assumption of a specific stellar population synthesis techniques (SPS) model. They are independent of the Cepheid distance scale and cosmological model-independent (Gómez-Valent & Amendola 2018; Jimenez & Loeb 2002). While the other $H(z)$ measurements from BAO are measured by using the anisotropy of the BAO signal, and they are dependent on cosmological model (Gómez-Valent & Amendola 2018; Xu et al. 2013). As the model-independent measurement of $H_0$ is more significant in the discussion about $H_0$ tension, we choose to use the 31 $H(z)$ measurements from CC to perform GP without using the other 12 $H(z)$ measurements from BAO in order to avoid the influence of their cosmological model dependence on the extrapolated results of $H_0$.

According to the introduction about hyperparameters inside GP which have been discussed in the Sec. 2, the rational ranges of the hyperparameters can be determined. As $H(z)$ is reconstructed in the range $0 \leq z \leq 2.0$, the reasonable estimate of the distance that we need to move along the $z$-axis for the $H(z)$ values to be uncorrelated is about 2. Based on the values of the 31 $H(z)$ measurements which are used for the reconstruction, the reasonable estimate of the amplitude of the reconstructed function is about 100. With the discussion above and the definitions of the hyperparameters in Sec. 2, the rational ranges of the constant-value $\sigma^2_f$ and length-scale $l$ which are hyperparameters of squared exponential covariance function for our work about Hubble parameter are from 500 to 29500 and from 0.1 to 4.9 respectively. Without more restrictions imposing on the two hyperparameters, we finish the reconstruction and extrapolation of Hubble parameter with GP in the above region in hyperparameter space and obtain the reconstructed result for $H_0$ as $H_0 = 67.4 \pm 4.8 \text{ km s}^{-1} \text{ Mpc}^{-1}$ ($1\sigma$). The reconstruction for Hubble parameter with GP is shown in Figure 1. The solid orange line and the pink shaded contour refer to the reconstructed result and the $1\sigma$ confidence level respectively. The black points with error bars represent the 31 $H(z)$ measurements which are used for the reconstruction. Our reconstruction of $H(z)$ and extrapolated value of $H_0$ is completely independent of cosmological models. The measured value of $H_0$ that we get by GP is highly consistent with the P18, while there is a $1.33\sigma$ discrepancy between the result derived from GP and the R21. As our measured value of $H_0$ is model-independent while Planck’s result is derived within $\Lambda$CDM model, the comparison between our result and the P18 show that the measured value of $H_0$ derived from GP supports the $\Lambda$CDM model. Our extrapolated result of $H_0$ is consistent with former results.

\(^1\) https://scikit-learn.org/stable/index.html
As the first one corresponds to a small region with small LMLs, even if our lower and upper bounds on the two hyperparameters are close to the lower right corner, GP does not prefer their higher values of $H_0$ as well. For the second region near to the local maximum of LML, if our lower and upper bounds on the two hyperparameters are close to this region described above and do not contain the local maximum of LML, we will maybe get an extrapolated result of $H_0$ which is consistent with the R21. As shown in the lower panel of Figure 2, there is only one local maximum of LML in this range of hyperparameter space, which is great for our work. But in fact, there may exist more than one local maximum of LML in the range of hyperparameter space that we consider. As the gradient-based optimization may converge to any local maxima of LML in the range of hyperparameter space that we consider depending on the initial value for the hyperparameters, we should focus on the illustration of the LML landscape in the range of hyperparameter space that we consider, and adjust the lower and upper bounds on the hyperparameters in order to get the good local optimum. We think the consideration of the LML landscape and the adjustments of the lower and upper bounds on the hyperparameters together is more convenient and convincing than repeating the optimization with the same lower and upper bounds on the hyperparameters several times for different initial values of the hyperparameters.

We also compare the extrapolated results of $H_0$ using GP on different pixels in hyperparameter space with other methods’ results. Firstly, if the reconstruction for Hubble parameter with GP on one pixel in hyperparameter space does not satisfy the physical condition $\frac{dH}{dz} > 0$ which means that the background energy density decreases with time (Huang 2020), we will mask the corresponding pixel in Figure 2. Secondly, for the pixels in Figure 2 which are not masked, if an extrapolated result of $H_0$ on one of them satisfy that both the center value of the measurement derived from GP and the center value of the P18 is in each other’s $3\sigma$ confidence level, we will regard as the result derived from GP is consistent with the P18. The comparison between the result derived from GP and the result derived from another method holds the same criterion as above. If an extrapolated result of $H_0$ on one pixel does not consistent with the result derived from another method, we will mask the corresponding pixel in Figure 2 as well. We compare the result derived from GP with the P18, the R21, and the result derived within PAgE approximation respectively. The results of comparisons are shown in Figure 3. The region where the result derived from GP is consistent with the P18 in hyperparameter space is much
The extrapolated results of $H_0$ using Gaussian processes on different pixels in hyperparameter space. The steps in the length-scale-axis direction and constant-value-axis direction of each rectangle in hyperparameter space are 0.2 and 1000, respectively. The contour plot with the color bar represents the extrapolated results of $H_0$ on each pixel in hyperparameter space, and the dashed lines represent the corresponding contour plot which shows the LML as a function of the two hyperparameters length-scale $l$ and constant-value $\sigma_f^2$. There is only one local maximum of LML in this range of hyperparameter space, indicated with the black star.

Figure 2. The extrapolated results of $H_0$ using Gaussian processes on different pixels in hyperparameter space. The steps in the length-scale-axis direction and constant-value-axis direction of each rectangle in hyperparameter space are 0.2 and 1000, respectively. The contour plot with the color bar represents the extrapolated results of $H_0$ on each pixel in hyperparameter space, and the dashed lines represent the corresponding contour plot which shows the LML as a function of the two hyperparameters length-scale $l$ and constant-value $\sigma_f^2$. There is only one local maximum of LML in this range of hyperparameter space, indicated with the black star.

In order to show the necessity of the consideration of the GP’s hyperparameters more clearly, the next step is to focus on the LML landscape of GP in hyperparameter space with more data points. We use the method of Ma & Zhang (2011) to generate the simulated data set of $H(z)$ with the recent measurements from CC Jimenez et al. (2003); Simon et al. (2005); Stern et al. (2010); Moresco et al. (2012); Zhang et al. (2014); Moresco (2015); Moresco et al. (2016); Ratsimbazafy et al. (2017). A simulated $H(z)$ value $H_{\text{sim}}(z)$ at any given redshift $z$ is consisted of the fiducial value $H_{\text{fid}}(z)$ and a random deviation of $H_{\text{sim}}(z)$ from $H_{\text{fid}}(z)$ as $\Delta H$.

The fiducial value $H_{\text{fid}}(z)$ is given by

$$H_{\text{fid}}(z) = H_0 \sqrt{\Omega_m(1+z)^3 + \Omega_\Lambda},$$

where $\Omega_m = 0.27$, $\Omega_\Lambda = 0.73$ and $H_0$ is the Hubble constant.

The random deviation $\Delta H$ satisfies the Gaussian distribution $N(0, \sigma(z))$, in which $\sigma(z)$ is the uncertainty. This uncertainty is drawn by following the steps in Ma & Zhang (2011) which are based on the assumption that the uncertainties of future data will follow the increasing trend with redshift $z$ of the current 31 $H(z)$ measurements. The uncertainties of the current 31 $H(z)$ measurements are shown in Figure 4. The uncertainties of the $H(z)$ measurements are restricted by two straight lines $\sigma_+ = 8.19z + 34.31$ and $\sigma_- = 7.40z + 2.67$ except an outlier from the data set. We take the mean line of the strip $\sigma_0 = 7.80z + 18.49$ as an estimate of the mean uncertainty of the simulated data. In this way, the uncertainty $\sigma(z)$ which is a random number can be drawn from the Gaussian distribution $N(\sigma_0(z), \epsilon(z))$, in which $\epsilon(z) = (\sigma_+ - \sigma_-)/4$ in order to make sure the probability of $\sigma(z)$ falling within the strip is 95.4%. Finally, we can get the simulated $H(z)$ value $H_{\text{sim}}(z) = H_{\text{fid}}(z) + \Delta H$.

With the method above, we generate a simulated data set of 25 data points that are equally spaced in the range $0.1 \leq z \leq 2.0$. With the simulated data points and the 31 $H(z)$ measurements from CC, Figure 5 presents the expected future extrapolated results of $H_0$ using GP and the corresponding LML landscape of GP in hyperparameter space. The contour plot with the color bar represents the extrapolated results of $H_0$ on each pixel in hyperparameter space, and the dashed lines represent the corresponding contour plot which shows the LML as a function of the two hyperparameters length-scale $l$ and constant-value $\sigma_f^2$. The local maximum of LML is indicated with the black star. For the future data set with the same quality as today and the 31 $H(z)$ measurements from CC, the LML landscape of GP changes. There exist more regions with high LMLs in which the extrapolated results of $H_0$ using GP are consistent with the R21 or the P18. In this situation, it is more important to focus on the ranges of the hyperparameters in order to determine $H_0$ precisely and reliably.

5. CONCLUSIONS AND DISCUSSIONS

We make the reconstruction and extrapolation of the Hubble parameter with the GP. The reconstruction of $H(z)$ and extrapolated value of $H_0$ is completely independent of cosmological models, which means that our results can be used to discuss the $H_0$ tension crisis. We obtain the reconstructed result for $H_0$ as $H_0 = 67.4 \pm 4.8$ km s$^{-1}$ Mpc$^{-1}$ (1$\sigma$), which is remarkably consistent with
Figure 3. The results of comparison between the extrapolated result of $H_0$ derived from GP with different hyperparameters and the measurements of $H_0$ derived from other methods. (a), (b) and (c) show the results of comparison between the extrapolated result of $H_0$ derived from GP with CMB-inferred value, Riess’s result, and the result derived from PAge approximation respectively.
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In Figure 4, the uncertainties of the current 31 $H(z)$ measurements are shown. The circle and solid dots represent outlier and non-outliers, respectively. The bounds $\sigma_+$ and $\sigma_-$ are plotted as the two dashed lines. The dash-dotted line represents estimated mean uncertainty $\sigma_0$.

In Figure 5, the expected future extrapolated results of $H_0$ using Gaussian processes on different pixels in hyperparameter space with the simulated data points and the 31 $H(z)$ measurements from CC. The contour plot with the color bar represents the extrapolated results of $H_0$ on each pixel in hyperparameter space, and the dashed lines represent the corresponding contour plot which shows the LML as a function of the two hyperparameters length-scale $l$ and constant-value $\sigma^2_f$. The local maximum of LML is indicated with the black star.

The P18. This supports that either there are systematic errors that we do not know yet in Riess’s measurement of $H_0$, or there is a difference between the local value and the global value. Our result is larger than result from Busti et al. (2014) with 19 $H(z)$ measurements and very close to the result from Wang & Meng (2017) with 30 $H(z)$ measurements. This comparison shows that the recent new $H(z)$ measurements make the extrapolated result of $H_0$ from GP become larger and more consistent with the P18.

More importantly, the influence of lower and upper bounds of the hyperparameters of GP on the final measurements of $H_0$ is discussed in order to show that it is necessary to consider the lower and upper bounds on the hyperparameters before we get an extrapolated result of $H_0$ from the GP precisely and reliably. The rational ranges of the hyperparameters should be determined based on the estimate of the correlation between the function values at different reconstructed points, and the estimate of the amplitude or magnitude of the reconstructed function. In order to confirm whether there are more than one local maxima of LML in the range of hyperparameter space that we consider or not, we should check out the LML landscape of GP as well. We should determine which local maximum is the best one based on values of the hyperparameters and characteristics of the reconstructed functions corresponding to different local maxima in hyperparameter space. Then we can adjust the lower and upper bounds on the hyperparameters in order to make sure the gradient-based optimization converges to the best local maximum of LML.

In the future, with more data points and different kernels of GP, the LML landscape of GP will change, which means that there may exist more than one local maximum of LML in the range of hyperparameter space that we consider, and there may exist more regions with high LMLs in which the extrapolated results of $H_0$ using GP is consistent with both the CMB-inferred value and local measurement of $H_0$. The reconstructed results of $H_0$ using GP may become more sensitive to the lower and upper bounds of the GP’s hyperparameters. Forecasts have shown that in this situation the discussion and consideration of the lower and upper bounds on the GP’s hyperparameters become more important in order to get an extrapolated result of $H_0$ from GP precisely and reliably.
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