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Abstract

Network models based on structural connectivity have been increasingly used as the blueprint for large-scale simulations of the human brain. As the nodes of this network are distributed through the cortex and interconnected by white matter pathways with different characteristics, modeling the associated conduction delays becomes important. The goal of this study is to estimate and characterize these delays directly from the brain structure. To achieve this, we leveraged microstructural measures from a combination of advanced magnetic resonance imaging acquisitions and computed the main determinants of conduction velocity, namely axonal diameter and myelin content. Using the model proposed by Rushton, we used these measures to calculate the conduction velocity and estimated the associated delays using tractography. We observed that both the axonal diameter and conduction velocity distributions presented a rather constant trend across different connection lengths, with resulting delays that scale linearly with the connection length. Relying on insights from graph theory and Kuramoto simulations, our results support the approximation of constant conduction velocity but also show path- and region-specific differences.
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Introduction

Network models offer a powerful framework to study structure–function relationships in the human brain. Previous studies have highlighted similarities between structural and functional connectivity patterns (Honey et al., 2010; van den Heuvel et al., 2009), and simulation-based work has suggested the idea that structure can support and shape multiple functional configurations (Cabral et al., 2017). From the point of view of combining local dynamics with global interactions, these simulations can be logically separated into two components (Petkoski & Jirsa, 2019; Sanz-Leon et al., 2015): first, an oscillator used to model the behavior of neuronal populations in the gray matter; second, a set of rules describing how these oscillators interact with each other. The latter is where the structural connectivity estimated from white matter pathways comes into play. A fundamental and simple approach is given by the Kuramoto model (Kuramoto, 1984), that assumes the activity of a local system can be represented by their phase alone (Breakspear et al., 2010). In applications to brain dynamics, the Kuramoto model has been used both for slow oscillations as in metabolic activity (as estimated by functional magnetic resonance imaging), and fast ones as in electrical activity (as measured for example through magnetoencephalography) (Breakspear, 2017).

As the neuronal populations are distributed in space (i.e., through the cortical surface) and are interconnected by bundles of different length and with different features (e.g., myelination), assumptions about conduction velocity and therefore delays along those connections are needed to study global brain dynamics. As several studies focused
on slow oscillations, a common assumption is that such conduction delays are negligible (de Lange et al., 2019; Gollo et al., 2017; Schmidt et al., 2015). In studies focused on faster oscillations, the conduction velocity is usually assumed to be constant, and therefore the delays scale linearly with the connection lengths (Cabral et al., 2011, 2014). An alternative approach assumes instead that the delays are constant (Roberts et al., 2019), with higher conduction velocity compensating for longer connections. The validation of these assumptions is nontrivial: directly measuring delays not only involves invasive recordings with direct electrical stimulation (Silverstein et al., 2020), but also an extensive sampling effort over the whole cortex. An additional factor to consider is where the recordings and the stimulation are performed, as interfacing with the cortical surface leads to longer delays compared to directly accessing the white matter pathways (Shimono & Hatano, 2018).

Microstructural models fitted to magnetic resonance imaging (MRI) data provide a non-invasive alternative to directly measuring conduction delays. Such models exploit the sensitivity of MRI to biophysical quantities to estimate microscopic features of the neural tissue, and some of these features are determinants of conduction velocity. The first and fundamental determinant is the axonal diameter, as in myelinated axons conduction velocity is proportional to the inner (i.e., without accounting for the myelin sheath) diameter. Using diffusion MRI and ultra-high gradients (Huang et al., 2020; Jones et al., 2018), it is possible to estimate the axonal diameter in the human brain (at least for the largest ones), and recent studies have shown measures in line with the underlying histology (Huang et al., 2020; Veraart et al., 2020) and with good scan-rescan reliability (Veraart et al., 2021). Another important determinant of conduction velocity is the myelin content. The presence of the myelin sheath itself not only changes conduction dramatically, but also its amount increases velocity non-linearly (Drakesmith et al., 2019; Rushton, 1951). The specific contribution of myelin depends on the so-called g-ratio, which is the ratio between the inner and the outer diameter of the myelinated axon. While myelin indirectly influences diffusion phenomena, diffusion MRI is not specific to myelin content (Beaulieu, 2002), and therefore other techniques are required for quantitative measures. Fortunately, myelin influences several MRI-based measures (Piredda et al., 2021), including longitudinal and transverse relaxation rates, as well as magnetization transfer. These measures have generally been shown to be sensitive to myelin content according to the histological ground truth (Mancini et al., 2020). Using axonal diameter and myelin content measures, it is then possible to estimate the conduction velocity through single-neuron models (Arancibia-Cárcamo et al., 2017; Richardson et al., 2000) or through more simplified ones, such as the Rushton model (Rushton, 1951) or the Waxman model (Waxman & Bennett, 1972).

Leveraging these advanced MRI measures, in this study we aim to define whole-brain structural connectivity in terms of conduction delays, as estimated from microstructural measures. Our goal is first to characterize the conduction velocity and delay distributions as a function of the related connection lengths, and then to assess conduction delay approximations currently used in the literature.

Results

We estimated a rich set of structural connectivity patterns in a group of healthy volunteers combining tractography and several microstructural measures: the axonal diameter, estimated from ultra-high gradient diffusion data using a spherical mean model (Fan et al., 2020); the myelin volume fraction, estimated as the macromolecular tissue volume (MTV) (S. Berman et al., 2018; Mezer et al., 2013); the g-ratio, computed using the approach proposed by Stikov and colleagues (Stikov et al., 2015); and finally, the conduction velocity, computed from the axonal diameter and the g-ratio (a relative measure of myelination) using the Rushton model (Rushton, 1951). All these measures were mapped onto the corresponding tractograms and subsequently used to weight the respective connectivity matrices, based on regions of interest (ROIs) from the Desikan-Killiany (Desikan et al., 2006) and the Lausanne (Cammoun et al., 2012) atlases, which were averaged to obtain group-level connectivity. Conduction delays were computed at the subject level as the ratio between the average connection length and the correspondent average conduction velocity for each connection.

As the first fundamental step, we characterized the relationships between each microstructural measure along a connection and its respective length (Fig. 1). Looking at the axonal diameter distribution as a function of connection length, we observed that most connections (83.95%) have an average diameter between 3 μm and 4 μm, with only very short connections (shorter than 0.05 m) presenting a more pronounced variability. Regarding the relationship between axonal diameter and myelin content (Fig. 2), we observed a linear trend between the g-ratio and the diameter (linear regression R²: 0.4263). Interestingly, when looking at the myelin volume fraction, which is an absolute measure of myelin, the trend disappears.

We then characterized the conduction velocity estimated using the Rushton formula in terms of connection length (Fig. 1—middle). The trend is very similar to the one between axonal diameter and length (Pearson’s correlation coefficient: 0.8317; the relationships between conduction velocity and, respectively, axonal diameter and g-ratio are showed in Figure S1), where for most connections the
Fig. 1 Distributions of the axonal diameter (top), conduction velocity (middle) and delay (bottom) as a function of the connection length. Although the conduction velocity takes into account both the diameter and the myelin content, the plot strongly resembles the diameter one. Since the delay is the ratio between the length and the conduction velocity, the overall constant velocity trend results in a linear relationship. Each point in the scatterplots represents a connection in the group network.
velocity distribution follows a constant trend. As a result, the conduction delay shows a highly linear relationship with the connection length (linear regression $R^2: 0.9635$), with an angular coefficient equal to 0.07447. These trends were conserved when using a denser parcellation scheme such as the Lausanne atlas (Figure S2), and also at the single-subject level (Figure S3-S7).

The reciprocal of the angular coefficient from the length-delay relationship provides an estimated conduction velocity of 13.42 m/s. Using this value, we computed a delay distribution on the basis of the observed connection lengths under the assumption of fixed conduction velocity. In this way, we were able to compare the differences with the actual delay distribution computed from the axonal diameter values. For this comparison, we started analyzing path measures borrowed from the field of graph theory (Fig. 3). We first computed the shortest paths of the network between each pair of nodes for the two delay distributions. Despite being qualitatively similar, the delay distribution based on constant velocity shows shorter paths (25–50%) for subcortical connections. Taking into account the betweenness centrality for all the nodes of the network, we see both examples of underestimation and overestimation when comparing fixed conduction velocity with the estimated velocity distribution.

The final question we wanted to answer is about a more general dynamical behavior using the delay distributions: do these edge- and node-specific differences lead to a substantial difference when we simulate oscillation phenomena? To answer this question, we used the Kuramoto model (Kuramoto, 1984). In this model, each brain region is represented as an oscillator and characterized mainly by its phase (Breakspear et al., 2010). Each oscillator adjusts its own phase according to the phases of the other oscillators through the existing connections between them. Although the original formulation of the Kuramoto model does not assume delays in the interactions between oscillators, subsequent iterations explored the effect of such delays (Rodrigues et al., 2016; Yeung & Strogatz, 1999). Leveraging this delay formulation, we computed both global synchrony and metastability measures for a range of coupling factors (Fig. 4). We observed negligible differences between models based on either delay estimation, with both distributions leading to very similar synchronization patterns: the global synchrony measures show the critical regime (i.e., where the oscillators become rapidly synchronized) for the same coupling factor values, and likewise the metastability measures reach their peak in the same range.

**Discussion**

In this work, we leveraged microstructural measures estimated from MRI to study the conduction delay distribution in the whole-brain structural network. Our approach focused on conduction velocity and its main two determinants: the axonal diameter and the g-ratio (Drakesmith et al., 2019). The related MRI-based measures have received a lot of attention over the years, and several studies focused on their validation using histology as ground truth (Mancini et al., 2020; Veraart et al., 2020), and on their potential use as biomarkers in pathology (Yu et al., 2019). Previous studies have started studying the relationship between conduction properties and MRI-based measures in two specific pathways, the corpus callosum (S. Berman et al., 2019; Horowitz et al., 2015) and the optic radiation (Shai Berman et al., 2020; Takemura et al., 2020; You et al., 2019). To the best of our knowledge, this is the first attempt to combine them to estimate conduction velocity and delay distributions across the whole brain.

Fig. 2 Axonal diameter distributions as a function of the g-ratio (left) and MTV (right). The g-ratio and the diameter have a pronounced linear relationship, while MTV (which is an absolute measure of myelin) does not present a clear trend.
To understand the conduction delay distribution in terms of its determinants, we first described how each microstructural measure and the resulting conduction velocity change as a function of connection length. We observed that both the axonal diameter and the conduction velocity follow an overall constant trend, and therefore, the computed conduction delays showed a remarkably linear relationship with the connection length. Not only does this result support the approximation of constant conduction velocity used in several computational studies (Cabral et al., 2011, 2014), but it is also in line with the few studies that quantified delays through invasive recordings, in macaques (Shimono & Hatano, 2018) and in humans (Silverstein et al., 2020). Specifically, Shimono and Hatano relied on existing electrocorticography (ECoG) datasets to estimate cortico-cortical delays (Shimono & Hatano, 2018), while Silverstein and colleagues used direct electrical stimulation in concurrence with recording intracranial electroencephalography (iEEG) (Silverstein et al., 2020). Given this qualitative agreement, it becomes clear that for quantitative predictions the next step for computational studies is defining a rigorous method to set either the proportionality constant used to estimate conduction velocity or, equivalently, the approximate constant velocity.

It is important to place the microstructural MRI measures in the appropriate context. Despite the use of an ultra-high gradient MRI scanner, we still have to deal with the diffusion resolution limit dictated by the current hardware (Huang et al., 2015; Jones et al., 2018). Specifically, with gradients of 300 mT/m, we are able to measure axons with a diameter of 2–3 μm (Drobnjak et al., 2016; Nilsson et al., 2017). In line with this limit, further MRI simulations for two specific microstructural approaches, AxCaliber (Drakesmith et al., 2019) and the spherical mean model (Fan et al., 2020), showed larger estimation errors for smaller axons. These results prevent current approaches to fully characterize the axonal diameter distribution in the central nervous system, but ultra-high gradient MRI still allows us to study the upper tail of such distribution. Histological validation work from Veraart and colleagues (Veraart et al., 2020) showed that we are sensitive to the fourth order moment of the axonal diameter distribution, and therefore we are only taking into account...
account the largest axons. It follows that in these distributions most axons have a much smaller diameter and very few axons have the large ones we are sensitive at ultra-high gradients. Nevertheless, such large axons result in high conduction velocity, and therefore play an important role the propagation of faster oscillations (Ivanov et al., 2019). For a complete characterization of conduction phenomena in the brain, we would instead need a conduction velocity distribution for each connection. A similar limitation holds for the relative myelin content, the g-ratio: the so-called “aggregate” (i.e. voxel-level) g-ratio is approximately axon-area weighted (Campbell et al., 2018; West et al., 2016), and therefore larger axons have a greater weight.

There is also another interesting consideration for the role of myelin to make: the g-ratio, as estimated from MRI, does not seem to visibly alter the overall conduction velocity, whose distribution instead closely resembles that of the axonal diameter—at least for healthy subjects. This is expected: Drakesmith and colleagues (Drakesmith et al., 2019) already showed through simulations that the g-ratio, and therefore the myelin content, seems to have a limited role in modulating conduction velocity. While combining
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the axonal diameter and the g-ratio accounts for the 85.1% of the variance in conduction velocity, the g-ratio variance contribution is much smaller (around 12%). When using both the Waxman and the Rushton models, the largest myelin-driven effects on conduction velocity are predicted for very large axons (around 7–10 μm) and for very low g-ratio values (around 0.4–0.6). However, it is important to stress that this limited role may be the result of how we currently model conduction phenomena—in most cases through single-neuron models (Arancibia-Cárcamo et al., 2017). As some studies have started to show (H. Schmidt et al., 2021; Sheheitli & Jirsa, 2020), the presence of multiple axons running in parallel and the potential interactions among them may be an important factor to take into account. Another limitation is that the Rushton and Waxman models (Rushton, 1951; Waxman & Bennett, 1972) have been derived from peripheral nerve experiments and may have reached their limits when it comes to myelinated axons in the brain.

To further explore the validity of the conduction velocity approximation, we compared the conduction delay distribution computed from the axonal diameters with the one obtained with a constant conduction velocity estimated through linear regression. From a network modeling perspective, there are some differences for the overall delays between regions—as assessed with shortest path lengths—and for each region’s role in fast connections—as assessed with betweenness centrality. Despite these differences, simulating the actual dynamics with the Kuramoto model shows remarkably similar results in both cases. We conclude that, while the constant velocity approximation can be considered valid for whole-brain simulations, the observed differences may play a role when focusing the attention on specific regions or pathways.

As we relied on the concept of path for graph-based measures, it is necessary to discuss the methodological choice of how to define paths in brain networks. Given two nodes in a network, there are several approaches to characterize how the network topology constrains any communication process. Shortest paths have been widely used to characterize the brain structure and function (Fornito et al., 2016), however this approach assumes that each node has a global knowledge of the network topology—and so far there is little evidence that supports this assumption. Alternative approaches are diffusion processes and navigation, relying on the assumptions that communication processes are based, respectively on dispersive information flows (Mišić et al., 2015) and on greedy routing strategies (Seguin et al., 2018).

In this study, we decided to rely on shortest paths as our goal was to approximate the shortest delay between two given regions for both the cases of estimated delay distribution and fixed conduction velocity.

Despite the overall agreement with primate electrophysiological studies, there is a discrepancy with rodent studies reporting constant delays in subcortico-cortical connections (Pelletier & Paré, 2002; Salami et al., 2003). In a study on thalamo-cortical connections (Salami et al., 2003), Salami and colleagues showed that stimulating the ventrobasal nucleus of the thalamus in ex vivo mice brain tissue evoked cortical responses with the same delays as stimulating the white matter between the thalamus and the cortex. Intriguingly, this feature was not present in mice with a lower postnatal age. These results deserve further investigations, as it is not clear if this feature may be limited to specific bundles of myelinated axons (Kimura & Itami, 2009). As explained by the authors, as a result of development the ventrobasal-white matter connection becomes ten times faster and therefore becomes negligible compared the ventrobasal-cortical connection. However, this does not tell us if distinct thalamo-cortical connections, with different lengths, would present the same overall delay, as later suggested (Pajevic et al., 2014). Extensive work on macaque brains from Innocenti and colleagues (Innocenti et al., 2013; Tomasi et al., 2012) did not report any correlation between diameter and length. Other studies reported isochronic properties in rodents for the amygdala (Pelletier & Paré, 2002) and the prefrontal cortex (McDougall et al., 2018), but again focusing on specific bundles. In any case, at the whole-brain level our results point out that constant delays seem unlikely to generally occur. As we have already discussed in detail, we are measuring the largest axons in each bundle and the resulting delays scale linearly with the connection length. This result implies that the rest of the axons in each bundle—smaller and, therefore, slower—would not be able to compensate for different connection lengths.

One final limitation we need to disclose is the limited number of subjects. As these measures required a dedicated ultra-high gradient MRI scanner and a substantial amount of scanning time, it is not possible to use any of the current publicly available large datasets to estimate the same measures. Nevertheless, to further support our conclusions, we took into account also the trends observed at the single-subject level, which replicate the results obtained at the group level.

**Conclusions**

To summarize, using microstructural measures estimated from MRI we were able to estimate the conduction velocity and delay distributions of white matter connections across the whole brain. These results support in general the current approximation of constant conduction velocity for simulation purposes, but also suggests that velocity distribution may contribute to provide a more detailed
picture for specific areas and pathways. Overall, leveraging microstructural measures has the potential to further refine network models of the brain.

Methods

Data acquisition and general pre-processing

Fourteen healthy subjects (6/8 M/F, mean age/SD: 40.92/13.88) were scanned using a dedicated ultra-high gradient MRI scanner (Magnetom Connectom; Siemens, Erlangen, Germany), with a maximum gradient strength of 300 mT/m and a maximum slew rate of 200 T/m/s. The protocol included (Yu et al., 2019):

- T1-weighted multi-echo acquisition (MPRAGE; 1-mm isotropic resolution; TEs = 1.15, 3.03, 4.89, 6.75 ms; TR = 2530 ms; TI = 1100 ms; parallel imaging acceleration factor R = 3, flip angle: 7°);
- Multi-shell diffusion-weighted acquisition (spin-echo single-shot EPI sequence; 2-mm isotropic resolution; TE = 77 ms; TR = 3600 ms; R = 2; anterior-to-posterior encoding; diffusion gradient pulse duration: 8 ms; diffusion times: 19 ms, 49 ms; 16 b-values, applied in 32 directions for b-values < 2300 s/mm² and 64 directions for b-values > 2300 s/mm²; maximum b-value 17,800 s/mm²; 5 b = 0 volumes acquired with reversed-phase encoding direction);
- MTV acquisition (multiple flip angle spoiled gradient-echo 3D-FLASH sequence; 1-mm isotropic resolution; TE = 2.74; TR = 20 ms; flip angles: 4°, 10°, 20°);
- B1 mapping, performed using actual flip angle imaging, which was performed with a dual TR steady-state gradient-echo sequence (flip angle 53 degrees, TR = 11 and 33 ms, TE = 4.93, FOV 192 × 192 × 168 mm, matrix size = 64 × 64 × 56).

The study was approved by the Mass General Brigham institutional review board and is compliant with the Health Insurance Portability and Accountability Act guidelines. All participants provided written informed consent.

The pre-processing of the data, already described in a previous study (Yu et al., 2019), included: correcting diffusion data for gradient nonlinearity; processing diffusion data with the FSL tools topup and eddy to correct for, respectively, susceptibility- and eddy current-induce distortions; correcting MTV data for B1 inhomogeneity; rigid alignment of MTV and diffusion data to the T1-weighted volumes.

Microstructural measures estimation

To estimate axonal diameter and the related tissue compartments, we relied on the spherical mean model (Fan et al., 2020; Kaden et al., 2016). Briefly, a three-compartment model was incorporated into the spherical mean framework to estimate: the axonal diameter; the relaxation-weighted restricted (f_r) and hindered (f_h) volume fractions; and the free water diffusion (f_csf) volume fraction. More details are provided in a previous study (Fan et al., 2020).

The myelin content was estimated from the MTV data (Mezer et al., 2013) and calculated as:

$$MTV = 1 - \frac{PD_f}{PD_f}$$

where $PD_f$ represents the proton density of free water.

We then combined myelin and diffusion-based measures to compute the g-ratio. Assuming that MTV approximates MVF (S. Berman et al., 2018; Duval et al., 2017), we computed the axonal volume fraction as:

$$AVF = (1 - MTV) \times (1 - f_{csf}) \times f_r$$

The g-ratio was then calculated as proposed by Stikov and colleagues (Stikov et al., 2015):

$$g = \sqrt{\frac{1}{1 + \frac{MTV}{AVF}}}$$

Once all the volumes were in the diffusion space, we computed a voxel-wise measure of conduction velocity using the formula proposed by Rushton (Rushton, 1951):

$$v = k \times d \times \sqrt{-ln g}$$

where $k$ is a proportionality constant. We chose this model as it has shown the highest agreement with single-neuron simulations (Drakesmith et al., 2019). On the basis of those simulations, we set $k$ to $7 \times 10^6$ s⁻¹.

Structural connectivity

The T1-weighted data were processed using FreeSurfer (version 6.0) for tissue classification (Dale et al., 1999) and parcellation with the Desikan-Killiany atlas (Desikan et al., 2006) (85 ROIs, including cortical and subcortical areas, the cerebellum and the brainstem). As an additional parcellation scheme, the Lausanne atlas (Cammoun et al., 2012) was used (scale 250, with 463 ROIs), reconstructed from the FreeSurfer output by means of the EasyLausanne tool (https://github.com/mattcieszlak/easy_lausa)
For structural connectivity purposes, we used the subset of the diffusion data acquired with a diffusion time of 49 ms and with the following b-values: 0, 2300, 4250. To align the anatomical parcellation to the diffusion data, the boundary-based registration (BBR) (Greve & Fischl, 2009), as implemented in FSL FLIRT (version 6.0), was used to estimate a rigid transformation from the diffusion space to the anatomical space. Using the inverse of this transformation, the anatomical data was aligned with the diffusion data. For subsequent fiber orientation reconstruction and streamline tracking, multi-tissue multi-shell constrained spherical deconvolution (Jeuroiss et al., 2014) and anatomical-constrained tractography (Smith et al., 2012) as implemented in MRtrix3 (version 3.0.0) (Tournier et al., 2019) were used, with the following parameters: probabilistic algorithm (iFOD2); backtracking; cropping at the interface between white matter and gray matter; dynamical seeding; minimum streamline length of 10 mm; maximum streamline length of 250 mm; angular threshold of 30 degrees; target number of streamlines of 1 million. The microstructural measures of interest (axonal diameter, g-ratio, MTV, conduction velocity) were then mapped to the resulting tractogram using the tcksample tool from MRtrix3.

Finally, for each subject we reconstructed six connectivity matrices, respectively, weighted using: the number of streamlines (NOS) interconnecting each pair of regions; the average length of the streamline subset from each pair; for all the microstructural measures, the average computed across each bundle, where a bundle is the set of streamlines interconnecting a pair of regions. For subsequent analyses, we excluded cerebellum and brainstem ROIs. From the individual NOS-weighted connectivity matrices, we estimated a group matrix averaging all the connections with more than 4 streamlines in at least 9 subjects (~60% subjects) to find a balance between reducing false positives and limiting false negatives (de Reus & van den Heuvel, 2013).

In the fundamental characterization of the relationships between different measures, we used linear regression as implemented in the Python package scikit-learn (version 0.22.2.post1) (Pedregosa et al., 2011) and Pearson correlation as implemented in the Python package numpy (version 1.18.4) (Harris et al., 2020). All the figures were generated using plotly (version 4.14.3).

**Graph measures and Kuramoto simulations**

Conduction delays provide a meaningful way to define how to weight a network in terms of white matter conduction properties. To understand how these delays influence integration across the whole brain, we relied on the concept of shortest path from graph theory: the shortest path in a network is the sequence of edges between a given pair of nodes with the shorter distance associated – in this specific case, the distance is defined relying on the delay as a weight. For each pair of regions, we computed the shortest paths using the Dijkstra’s algorithm (Dijkstra, 1959) as implemented in the Python package bctpy (version 0.5.2), which is based on the Brain Connectivity Toolbox (Rubinov & Sporns, 2010). To also clarify the specific role of each region in these paths, we computed the betweenness centrality (Freeman, 1977), which represents the proportion of shortest paths passing through a given node and can be calculated as:

\[ C_B(i) = \frac{1}{(N-1)(N-2)} \sum_{h \neq i, h \neq j \neq i} \rho_{hj}(i) \]

where \( i \) is the target node, \( j \) and \( h \) are any other node in the network, \( \rho_{hj}(i) \) is the number of shortest paths between \( h \) and \( j \) passing through \( i \) and \( \rho_{ij} \) is the total number of shortest paths between \( h \) and \( j \).

To finally gain an overall picture of the dynamical behavior resulting from the observed delay distributions, we used simulations based on the Kuramoto model (Kuramoto, 1984) with the introduction of delays (Yeung & Strogatz, 1999).

In this model, each region is represented as an oscillator and is coupled to the others on the basis of the connectivity matrix. The dynamical behavior can be described through the following differential equation:

\[ \frac{d \theta_n}{dt} = \omega + k \sum_{p=1}^{N} C_{np} \sin(\theta_p(t) - \theta_n(t)) - \theta_n(t), \quad n = 1, \ldots, N \]

where \( \theta_n \) is phase of the \( n \)-th oscillator, \( \omega \) is the natural frequency, \( k \) is the coupling factor, \( C_{np} \) represents the presence (1) or absence (0) of coupling between the oscillators \( n \) and \( p \) accordingly to the connectivity matrix, and \( \tau_{np} \) is the delay between \( n \) and \( p \). As one can observe, the natural frequency is the same among the oscillators, while the phase characterizes each oscillator and couples the interconnected ones.

To assess the synchronization, we represent the phases as a complex variable \( z(t) \) and we then use the order parameter \( r(t) \), which is the modulus of \( z(t) \):

\[ z(t) = \frac{1}{N} \sum_{j=1}^{N} e^{i \theta_j(t)} = r(t)e^{i \Phi(t)} \]

where \( r(t) \) measures phase uniformity and \( \Phi(t) \) describes the phase of the global ensemble (Cabral et al., 2014). This representation makes easier to assess global synchronization: from the previous formula it follows that \( r(t) \) can vary from 0 (for a heterogeneous system where the oscillators behave
incoherently) to 1 (for a fully synchronized system where the oscillators have the same phase). We can then derive from \(r(t)\) two specific measures to describe the synchronization of the system of oscillators: the average (over time) of \(r(t)\), which represents the global synchrony; and the standard deviation of \(r(t)\), which measures how much the overall phase coupling fluctuates over time and therefore describes the phase configuration stability – the so-called metastability (Deco et al., 2017). For a more comprehensive review on the Kuramoto model the interested reader is referred to the paper by Rodrigues and colleagues (Rodrigues et al., 2016).

To run the simulations, we used a modified version of the Network Model Toolbox (original code available here: https://github.com/juanitacabra/NetworkModel_Toolbox; modified version available here: https://github.com/matteomancini/NetworkModel_Toolbox; commit hash 0bccd1e) to easily set the parameters of interest (delay distribution, time step, simulation length, random number generator seed). We set the natural frequency to 40 Hz and the coupling factor in the range between 0.1 and 10 (both extremes included) with a step of 0.1: for each coupling factor we ran 100 simulations, each simulation going from 1 ms to 1 s with a time step of 1 ms. To compute the synchronization parameters, we discarded the initial transient samples and used the range between 300 and 700 ms (de Lange et al., 2019; R. Schmidt et al., 2015).

**Single-subject analysis**

One of our goals was to check if the patterns observed at the group level were also present at the subject level. The main challenge of assessing single-subject structural connectivity is related to presence of false positives (Maier-Hein et al., 2017). To tackle this issue, we used COMMIT2 as an additional step in our processing pipeline (Schiavi et al., 2020). COMMIT2 (where COMMIT stands for ‘convex optimization modeling for microstructure informed tractography’) leverages anatomical priors to filter out spurious streamlines that do not reflect the brain fiber organization. Briefly, using the Python package dmri-commit (version 1.4.5), we first ran COMMIT to fit a stick-ball model to the data and to estimate the streamline weights without introducing any prior. We then subdivided the tractogram in bundles, and for each bundle we calculated its individual weight (Schiavi et al., 2020). We finally fitted COMMIT2 using the regularization term obtained combining the subdivision in bundles, each bundle’s individual weight and the regularization parameter \(\lambda\) (set to \(5 \cdot 10^{-4}\)). The resulting filtered tractograms were then used as already described to compute the connectivity matrices – with the only additional step of filtering out any bundle with an average diameter smaller than 1 \(\mu\)m.

**Supplementary Information** The online version contains supplementary material available at https://doi.org/10.1007/s00429-021-02358-w.

**Acknowledgements** This work was supported by the National Institutes of Health (grant numbers P41-EB015896, P41-EB030006, U01-EB026996, K23-NS096056, and R01-NS118187). MM was funded by the Wellcome Trust through a Sir Henry Wellcome Postdoctoral Fellowship [213722/Z/18/Z].

**Author contributions** MM: conception, analysis, interpretation, drafting, revision; QT: acquisition, analysis, revision; QF: acquisition, analysis, revision; MC: conception, drafting, revision; SYH: conception, drafting, revision. All the authors approved this paper to be published agreed to be accountable for all aspects of the work in ensuring that questions related to the accuracy or integrity of any part of the work are appropriately investigated and resolved.

**Funding** This work was supported by the National Institutes of Health (grant numbers P41-EB015896, P41-EB030006, U01-EB026996, K23-NS096056, and R01-NS118187). This research was funded in part by the Wellcome Trust [213722/Z/18/Z] through a Sir Henry Wellcome Postdoctoral Fellowship awarded to MM. For the purpose of Open Access, the author has applied a CC BY public copyright licence to any Author Accepted Manuscript version arising from this submission.

**Availability of data and material** The dataset used in this study is publicly available at the following link: https://doi.org/10.6084/m9.figshare.15141909.

**Code availability** The code to reproduce the analysis performed in this study is publicly available at the following link: https://github.com/matteomancini/dissecting-conduction-delays.

**Declarations**

**Conflicts of interest** The authors have no relevant financial or non-financial interests to disclose.

**Ethics approval** The study was approved by the Mass General Brigham institutional review board and is compliant with the Health Insurance Portability and Accountability Act guidelines.

**Consent to participate** All participants provided written informed consent.

**Open Access** This article is licensed under a Creative Commons Attribution 4.0 International License, which permits use, sharing, adaptation, distribution and reproduction in any medium or format, as long as you give appropriate credit to the original author(s) and the source, provide a link to the Creative Commons licence, and indicate if changes were made. The images or other third party material in this article are included in the article’s Creative Commons licence, unless indicated otherwise in a credit line to the material. If material is not included in the article’s Creative Commons licence and your intended use is not permitted by statutory regulation or exceeds the permitted use, you will need to obtain permission directly from the copyright holder. To view a copy of this licence, visit http://creativecommons.org/licenses/by/4.0/.
References

Arancibia-Cárcamo, I. L., Ford, M. C., Cossell, L., Ishida, K., Tohyama, K., & Attwell, D. (2017) Node of Ranvier length as a potential regulator of myelinated axon conduction speed. eLife. e23329. doi:https://doi.org/10.7554/eLife.23329

Beaulieu C (2002) The basis of anisotropic water diffusion in the nervous system—a technical review. NMR in Biomed: Int J Devoted Dev Appl Mag Reson Vivo 15(7–8):435–455

Berman S, West KL, Does MD, Yeatman JD, Mezer AA (2018) Evaluating g-ratio weighted changes in the corpus callosum as a function of age and sex. Neuroimage 182:304–313. https://doi.org/10.1016/j.neuroimage.2017.06.076

Berman S, Filo S, Mezer AA (2019) Modeling conduction delays in the corpus callosum using MRI-measured g-ratio. Neuroimage 195:128–139. https://doi.org/10.1016/j.neuroimage.2019.03.025

Berman S, Backner Y, Krupnik R, Paul F, Petrou P, Karussis D, Mezer AA (2020) Conduction delays in the visual pathways of progressive multiple sclerosis patients covary with brain structure. Neuroimage 221:117204. https://doi.org/10.1016/j.neuroimage.2020.117204

Breakspear M (2017) Dynamic models of large-scale brain activity. Nat Neurosci 20(3):340–352. https://doi.org/10.1038/nmn.4497

Breakspear M, Heitmann S, Daffertshofer A (2010) Generative models of cortical oscillations: neurobiological implications of the kuramoto model. Front Human Neurosci. https://doi.org/10.3389/fnhum.2010.00190

Cabral J, Hugues E, Sporns O, Deco G (2011) Role of local network oscillations in resting-state functional connectivity. Neuroimage 57(1):130–139. https://doi.org/10.1016/j.neuroimage.2011.04.010

Cabral J, Luckhoo H, Woolrich M, Joensson M, Mohseni H, Baker A, Deco G (2014) Exploring mechanisms of spontaneous functional connectivity in MEG: how delayed network interactions lead to structured amplitude envelopes of band-pass filtered oscillations. Neuroimage 90:423–435. https://doi.org/10.1016/j.neuroimage.2013.11.047

Cabral J, Kringelbach ML, Deco G (2017) Functional connectivity dynamically evolves on multiple time-scales over a static structural connectome: Models and mechanisms. Neuroimage 160:84–96. https://doi.org/10.1016/j.neuroimage.2017.03.045

Cammoun L, Gigandet X, Meskaldji D, Thiran JP, Sporns O, Do KQ, Hagmann P (2012) Mapping the human connectome at multiple scales with diffusion spectrum MRI. J Neurosci Methods 203(2):386–397. https://doi.org/10.1016/j.jneumeth.2011.09.031

Campbell JSW, Leppert IR, Narayanan S, Boudreau M, Duval T, Cohen-Adad J, Stikov N (2018) Promise and pitfalls of g-ratio estimation with MRI. Neuroimage 182:80–96. https://doi.org/10.1016/j.neuroimage.2017.08.038

Daducci A, Gerhard S, Griffa A, Lemkaddem A, Cammoun L, Gigandet X, Thiran JP (2012) The connectome mapper: an open-source processing pipeline to map connectomes with MRI. PLoS ONE 7(12):e48121. https://doi.org/10.1371/journal.pone.0048121

Dale AM, Fischl B, Sereno MI (1999) Cortical surface-based analysis: I segmentation and surface reconstruction. Neuroimage 9(2):179–194. https://doi.org/10.1006/nimg.1998.0395

de Reus MA, van den Heuvel MP (2013) Estimating false positives and negatives in brain networks. Neuroimage 70:402–409. https://doi.org/10.1016/j.neuroimage.2012.12.066

de Lange SC, Ardesch DJ, van den Heuvel MP (2019) Connection strength of the macaque connectome augments topological and functional network attributes. Network Neurosci 3(4):1051–1069. https://doi.org/10.1162/netn_a_00101

Deco G, Kringelbach ML, Jirsa VK, Ritter P (2017) The dynamics of resting fluctuations in the brain: metastability and its dynamical cortical core. Sci Rep 7(1):3095. https://doi.org/10.1038/s41598-017-03073-5

Desikan RS, Ségonne F, Fischl B, Quinn BT, Dickerson BC, Blacker D, Killiany RJ (2006) An automated labeling system for subdividing the human cerebral cortex on MRI scans into gyral based regions of interest. Neuroimage 31(3):968–980. https://doi.org/10.1016/j.neuroimage.2006.01.021

Dijkstraw EA (1959) A note on two problems in connexion with graphs. Numer Math 1(1):269–271. https://doi.org/10.1007/BF01386390

Drakesmith M, Harms R, Rudrapatna SU, Parker GD, Evans CJ, Jones DK (2019) Estimating axon conduction velocity in vivo from microstructural MRI. Neuroimage 203:116186. https://doi.org/10.1016/j.neuroimage.2019.116186

Drobnjak I, Zhang H, Janus A, Kaden E, Alexander DC (2016) PGSE, OGS, and sensitivity to axon diameter in diffusion MRI: Insight from a simulation study. Magn Reson Med 75(2):688–700. https://doi.org/10.1002/mrm.25631

Duval T, Le Vy S, Stikov N, Campbell J, Mezer A, Witzel T, Cohen-Adad J (2017) g-Ratio weighted imaging of the human spinal cord in vivo. Neuroimage 145(Pt A):11–23. https://doi.org/10.1016/j.neuroimage.2016.09.018

Fan Q, Nummenmaa A, Witzel T, Ohringer N, Tian Q, Setzompok K, Huang SY (2020) Axon diameter index estimation independent of fiber orientation distribution using high-gradient diffusion MRI. Neuroimage 222:117197. https://doi.org/10.1016/j.neuroimage.2020.117197

Fornito A, Zalesky A, Bullmore E (2016) Fundamentals of brain network analysis. Academic Press, Elsevier

Freeman LC (1977) A set of measures of centrality based on betweenness. Sociometry 40(1):35–41. https://doi.org/10.2307/3033543

Gollo LL, Roberts JA, Cocchi L (2017) Mapping how local perturbations influence systems-level brain dynamics. Neuroimage 160:97–112. https://doi.org/10.1016/j.neuroimage.2017.01.057

Greve DN, Fischl B (2009) Accurate and robust brain image alignment using boundary-based registration. Neuroimage 48(1):63–72. https://doi.org/10.1016/j.neuroimage.2009.06.060

Harris CR, Millman KJ, van der Walt SJ, Gommers R, Virtanen P, Cournapeau D, Oliphant TE (2020) Array programming with NumPy. Nature 585(7825):357–362. https://doi.org/10.1038/s41586-020-2649-2

Honey CJ, Thivierge JP, Sporns O (2010) Can structure predict function in the human brain? Neuroimage 52(3):766–776. https://doi.org/10.1016/j.neuroimage.2010.01.071

Horowitz A, Barazany D, Tavor I, Bernstein M, Yovel G, Assaf Y (2015) In vivo correlation between axon diameter and conduction velocity in the human brain. Brain Struct Funct 220(3):1777–1788. https://doi.org/10.1007/s00429-014-0871-0

Huang SY, Nummenmaa A, Witzel T, Duval T, Cohen-Adad J, Wald LL, McNab JA (2015) The impact of gradient strength on in vivo diffusion MRI estimates of axon diameter. Neuroimage 106:464–472. https://doi.org/10.1016/j.neuroimage.2014.12.008

Huang SY, Tian Q, Fan Q, Witzel T, Wichmann B, McNab JA, Nummenmaa A (2020) High-gradient diffusion MRI reveals distinct estimates of axon diameter index within different white matter tracts in the in vivo human brain. Brain Struct Funct 225(4):1277–1291. https://doi.org/10.1007/s00429-019-01961-2

Innocenti GM, Vercelli A, Caminiti R (2013) The Diameter of cortical axons depends both on the area of origin and target. Cereb Cortex 24(8):2178–2188. https://doi.org/10.1093/cercor/bht070

Ivanov VA, Polykretis IE, Michmizos KP (2019) Axonal conduction velocity impacts neuronal network oscillations. In: Paper presented at the 2019 IEEE EMBS international conference on biomedical & health informatics (BHI)

Jeuring J, Tournier J-D, Dhillander T, Connelly A, Sijbers J (2014) Multi-tissue constrained spherical deconvolution for improved...
analysis of multi-shell diffusion MRI data. Neuroimage 103:411–426. https://doi.org/10.1016/j.neuroimage.2014.07.061

Jones DK, Alexander DC, Bowtell R, Cercignani M, Dell’Acqua F, McHugh DJ, Tax CMW (2018) Microstructural imaging of the human brain with a “super-scanner”: 10 key advantages of ultra-strong gradients for diffusion MRI. Neuroimage 182:8–38. https://doi.org/10.1016/j.neuroimage.2018.05.047

Kaden E, Kelm ND, Carson RP, Does MD, Alexander DC (2016) Chemical oscillations, waves, and turbulence. Springer, Berlin

Maier-Hein KH, Neher PF, Houde J-C, Côté M-A, Garyfallidis E, Kuramoto Y (1984) Chemical oscillations, waves, and turbulence. Springer, Berlin

Nilsson M, Lasič S, Drobnjak I, Topgaard D, Westin C-F (2017) Resolution limit of cylinder diameter estimation by diffusion MRI: The impact of gradient waveform and orientation dispersion. NMR Biomed 30(7):e3711. https://doi.org/10.1002/nbm.3711

Pajevic S, Basser PJ, Fields RD (2014) Role of myelin plasticity in the lateral amygdala to distributed perirhinal sites. J Neurophysiol 87(3):1213–1221. https://doi.org/10.1152/jn.00263.2001

Petkoski S, Jirsa VK (2019) Transmission time delays organize the macro-connectome, and the propagation speed. Sci Rep 8(1):2510. https://doi.org/10.1038/s41598-018-20591-y

Rodrigues FA, Peron TKDM, Ji P, Kurths J (2016) The Kuramoto model in complex networks. Phys Rep 610:1–98. https://doi.org/10.1016/j.physrep.2015.10.008

Rubinov M, Sporns O (2010) Complex network measures of brain connectivity: uses and interpretations. Neuroimage 52(3):1059–1069. https://doi.org/10.1016/j.neuroimage.2009.10.003

Rushton WAH (1951) A theory of the effects of fibre size in medullated nerve. J Physiol 115(1):101–122. https://doi.org/10.1113/jphysiol.1951.sp00465

Salami M, Itami C, Tsumoto T, Kimura F (2003) Change of conduction velocity by regional myelination yields constant latency irrespective of distance between thalamus and cortex. Proc Natl Acad Sci 100(10):6174–6179. https://doi.org/10.1073/pnas.0937390100

Sanz-Leon P, Knock SA, Spiegler A, Jirsa VK (2015) Mathematical framework for large-scale brain network modeling in The Virtual Brain. Neuroimage 111:385–430. https://doi.org/10.1016/j.neuroimage.2015.01.002

Sheifi S, Ocampo-Pineda M, Barakovic M, Petit L, Descoteaux M, Thiran J-P, Daducci A (2020) A new method for accurate in vivo mapping of human brain connections using microstructural and anatomical information. Sci Adv 6(31):eaba8245. https://doi.org/10.1126/sciadv.aba8245

Schmidt R, LaFleur KJR, de Reus MA, van den Berg LH, van den Heuel MP (2015) Kuramoto model simulation of neuronal hubs and dynamic synchrony in the human cerebral connectome. BMC Neurosci 16(1):54. https://doi.org/10.1186/s12868-015-0193-z

Shimono M, Hatanou N (2018) Efficient communication dynamics on macro-connectome, and the propagation speed. Sci Rep 8(1):2510. https://doi.org/10.1038/s41598-018-20591-y

Silverstein BH, Asano E, Sugiura A, Sonoda M, Lee M-H, Jeong J-W (2020) Dynamic tractography: integrating cortico-cortical evoked potentials and diffusion imaging. Neuroimage 215:116763. https://doi.org/10.1016/j.neuroimage.2020.116763

Smith RE, Tourjier J-D, Calamante F, Connelly A (2012) Anatomically-constrained tractography: Improved diffusion MRI streamlines tractography through effective use of anatomical information. Neuroimage 62(3):1924–1938. https://doi.org/10.1016/j.neuroimage.2012.06.005

Stikov N, Campbell JS, Stroh T, Lavelle M, Frey S, Novek J, Pike GB (2015) In vivo histology of the myelin g-ratio with magnetic resonance imaging. Neuroimage 118:397–6302. https://doi.org/10.1073/pnas.1801351115

Tournier JD, Smith R, Raffelt D, Tabbara R, Dholander T, Pietsch M, Connelly A (2019) MRtrix3: A fast, flexible and open software framework for medical image processing and visualisation. Neuroimage 202:116137. https://doi.org/10.1016/j.neuroimage.2019.116137
van den Heuvel MP, Mandl RCW, Kahn RS, Hulshoff Pol HE (2009) Functionally linked resting-state networks reflect the underlying structural connectivity architecture of the human brain. Hum Brain Mapp 30(10):3127–3141. https://doi.org/10.1002/hbm.20737

Veraart, J., Nunes, D., Rudrapatna, U., Fieremans, E., Jones, D. K., Novikov, D. S., & Shemesh, N. (2020). Noninvasive quantification of axon radii using diffusion MRI. eLife, 9, e49855. doi:https://doi.org/10.7554/eLife.49855

Veraart J, Raven EP, Edwards LJ, Weiskopf N, Jones DK (2021) The variability of MR axon radii estimates in the human white matter. Human Brain Mapp. https://doi.org/10.1002/hbm.25359

Waxman SG, Bennett MVL (1972) Relative Conduction Velocities of Small Myelinated and Non-myelinated Fibres in the Central Nervous System. Nat New Biol 238(85):217–219. https://doi.org/10.1038/newbio238217a0

West KL, Kelm ND, Carson RP, Does MD (2016) A revised model for estimating g-ratio from MRI. Neuroimage 125:1155–1158. https://doi.org/10.1016/j.neuroimage.2015.08.017

Yeung MKS, Strogatz SH (1999) Time delay in the kuramoto model of coupled oscillators. Phys Rev Lett 82(3):648–651. https://doi.org/10.1103/PhysRevLett.82.648

You Y, Joseph C, Wang C, Gupta V, Liu S, Yiannikas C, Klistorner A (2019) Demyelination precedes axonal loss in the transneuronal spread of human neurodegenerative disease. Brain 142(2):426–442. https://doi.org/10.1093/brain.awy338

Yu F, Fan Q, Tian Q, Ngamsombat C, Machado N, Bireley JD, Huang SY (2019) Imaging G-ratio in multiple sclerosis using high-gradient diffusion mri and macromolecular tissue volume. Am J Neuroradiol. https://doi.org/10.3174/ajnr.A6283

Publisher’s Note Springer Nature remains neutral with regard to jurisdictional claims in published maps and institutional affiliations.