Simulation of Three-dimensional Complex Flows in Injection Molding Using Immersed Boundary Method
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Abstract: In this paper, an immersed boundary method (IBM) has been developed to simulate three-dimensional (3D) complex flows in the injection molding process, in which the irregular boundary of mould is treated by a level set function. The melt front (melt-air interface) is captured and treated using the coupled level set and volume of fluid (CLSVOF) method. The finite volume method on the non-staggered meshes is implemented to solve the governing equations, and the melt filling process is simulated in a rectangular mould with both thick- and thin-wall sections. The numerical result shows good agreement with the available data. Finally, the melt filling processes in three different moulds, i.e., ring-shaped channels with concentric, eccentric and thin cylindrical insets, are investigated respectively. It is found that the so-called “race-tracking effect” and air traps phenomena could be observed successfully, which demonstrates the applicability of IBM to complex flows in injection molding.
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1 Introduction

The flow and heat transfer are two very complicated physical processes in plastic injection molding, especially in complex-shaped moulds. The simulation of the filling processes is of most importance to understand and design the moulds, so many researches have be done to simulate the complex flows in injection molding using different methods, among which the finite element method (FEM) is usually used for it can treat complex boundaries more easily [Polynkin et al. (2005); Ilinca and Hétu (2002)]. However, it takes too much computational time, especially in 3D space. The finite volume method (FVM) is an alternative for its lower computational cost [Chang (2001); Chau (2006); Araujo (2008); Li, Ouyang, Li, et al. 2013].
To deal with complex boundaries, in FVM, unstructured grids or body-fitting grids are usually employed to conform to complex moulds [Chang (2001); Araujo (2008)]. But the mesh generation is time consuming. In recent years, the immersed boundary method (IBM) has achieved great progress, one of its big advantages is that the governing equations can be solved on Cartesian grid easily with a body force prescribed on boundaries, and it does not require complex morphing that can deteriorate the mesh or re-meshing of the computational domain. Hereafter, the developments and applications of IBM will be briefly reviewed.

The IBM, one of the most useful computational methods in studying fluid structure interaction, is applied in various aspects of fluid dynamics. The IBM was originally proposed [Peskin (1972); Peskin (1977)] to simulate the blood flow in a human heart model. The prominent feature of this method was that the entire simulation was carried out on a Cartesian grid system, which did not conform to the geometry of the heart, and a novel procedure was imitated for imposing the effect of the immersed boundary on the flow. Since Peskin introduced this method, a number of modifications and refinements have been proposed [Roma et al. (1999); Kim et al. (2001); Ji et al. (2012); Tseng and Ferziger (2003); Seo and Mittal (2011); Mariano et al. (2010); Silva et al. (2009); Yang et al. (2009)]. The Cartesian mesh (or body-fitting mesh) was usually used in the IBM by applying a body force into the virtual boundary, the boundary can reach to a no-slip condition. Choi et al. (2007) presented an IBM for time-dependent, three-dimensional, incompressible flows. The immersed boundary objects were rendered as level sets in the computational domain, and the flow induced by realistic human walking motion was simulated as an example of a problem involving multiple moving immersed objects.

In addition, there is another class of methods, usually referred to as “Cartesian grid methods”, which was originally developed for simulating inviscid flows with complex embedded solid boundaries on Cartesian grids [Aftosmis et al. (1998); De Zeeuw and Powell (1991)]. These methods had been extended to simulate unsteady viscous flows [Udaykumar et al. (1996); Ye et al. (1999)] and thus have capabilities similar to those of IBM.

Another branch of Cartesian grid method, cut-cell method, has succeeded in simulating two-phase flows with embedded solid boundaries, which has been successfully applied to the Euler equations in two and three dimensions, to flows involving both moving bodies and moving material interfaces [Ilinca, Hartmann et al.(2011); Bouchon et al. (2012); Meinke et al. (2012)]. The conceptually simple approach “cuts” solid bodies out of a background Cartesian mesh. In this review, the meaning of IBM encompasses all such methods that simulate viscous flows with immersed (or embedded) boundaries on Cartesian grid system.
This paper mainly focuses on the numerical simulation of melt injection in complex mould. The two-phase flow model proposed in [Li, Ouyang, Li, et al. (2011); Li, Ouyang, Wu, et al. (2011)] is adopted to simulate the melt filling, where the Cross-viscosity model is employed to describe the viscous behavior of polymer melt. The governing equations of two-phase flows are solved using the finite volume and immersed boundary methods (FV-IBM). To my knowledge this is the first example in which the immersed boundary technique is presented and used to treat the irregular boundary of the mould. Meanwhile, two level set functions are employed, one for treating the complex moulds, another for tacking melt front with the aid of volume-of-fluid (VOF) method, which is the so-called CLSVOF (coupled level set and volume of fluid) method [Sussman and Puckett (2000); Son (2003); Li, Ouyang, Li, et al. (2011); Li, Ouyang, Wu, et al. (2011)]. The content of this paper is listed as follows. First, the mathematical model is proposed in Section 2. Section 3 presents the numerical implementation of the FV-IBM. In Section 4 the proposed IBM is tested and verified by comparing the numerical results with available data. As a case study, melt filling processes are simulated and analyzed in detail in three different moulds, i.e., ring-shaped channels with concentric, eccentric and thin cylindrical insets. Some conclusions and future research directions conclude this paper.

2 Mathematical Model

2.1 Governing Equations

In the melt filling process, since the air velocity is low, both the air and liquid phases can be regarded as incompressible flows [Yang et al. (2010); Li, Ouyang, Li, et al. (2011); Li, Ouyang, Wu, et al. (2011)]. The continuity, momentum and energy equations of the incompressible fluids can be written as the unified equations in dimensionless form

\[
\frac{\partial \rho}{\partial t} + \nabla \cdot \mathbf{u} = 0
\]  

(1)

\[
\frac{\partial (\rho \mathbf{u})}{\partial t} + \nabla \cdot (\rho \mathbf{u} \mathbf{u}) = -\nabla p + \nabla \cdot (2\eta D) + \rho g + \mu f
\]  

(2)

\[
\frac{\partial (\rho C_T)}{\partial t} + \nabla \cdot (\rho \mathbf{u} C_T) - \nabla \cdot (\kappa \nabla T) = \tau : \nabla \mathbf{u}
\]  

(3)

where \( D = 1/2 (\nabla \mathbf{u} + \nabla \mathbf{u}^T) \) and \( \tau = \eta (\phi) (\partial u_i/\partial x_j + \partial u_j/\partial x_i) \). \( g \) is gravitational acceleration. \( f \) is the body force (virtual force), which can be prescribed on a regular mesh in IBM. \( \mu \) is the solid volume fraction in a computational cell, i.e. \( \mu = 0 \) for the fluid, \( \mu = 1 \) for the solid, and \( 0 < \mu < 1 \) for the solid/fluid interface.
In three-dimensional space, the governing equations could be written as

\[ \frac{\partial \rho}{\partial t} + \frac{\partial (\rho u)}{\partial x} + \frac{\partial (\rho v)}{\partial y} + \frac{\partial (\rho w)}{\partial z} = 0 \]  

(4)

\[ \frac{\partial (\rho u)}{\partial t} + \frac{\partial (\rho uu)}{\partial x} + \frac{\partial (\rho vu)}{\partial y} + \frac{\partial (\rho wu)}{\partial z} = -\frac{\partial p}{\partial x} + \frac{\eta}{Re} \left( \frac{\partial^2 u}{\partial x^2} + \frac{\partial^2 u}{\partial y^2} + \frac{\partial^2 u}{\partial z^2} \right) + \mu f_x \]  

(5a)

\[ \frac{\partial (\rho v)}{\partial t} + \frac{\partial (\rho uv)}{\partial x} + \frac{\partial (\rho vv)}{\partial y} + \frac{\partial (\rho wv)}{\partial z} = -\frac{\partial p}{\partial y} + \frac{\eta}{Re} \left( \frac{\partial^2 v}{\partial x^2} + \frac{\partial^2 v}{\partial y^2} + \frac{\partial^2 v}{\partial z^2} \right) + \mu f_y \]  

(5b)

\[ \frac{\partial (\rho w)}{\partial t} + \frac{\partial (\rho uw)}{\partial x} + \frac{\partial (\rho vw)}{\partial y} + \frac{\partial (\rho ww)}{\partial z} = -\frac{\partial p}{\partial z} + \frac{\eta}{Re} \left( \frac{\partial^2 w}{\partial x^2} + \frac{\partial^2 w}{\partial y^2} + \frac{\partial^2 w}{\partial z^2} \right) + \mu f_z - \frac{\rho}{Fr^2} \]  

(5c)

\[ Pe \left[ \frac{\partial (\rho CT)}{\partial t} + \frac{\partial (\rho Cu T)}{\partial x} + \frac{\partial (\rho Cv T)}{\partial y} + \frac{\partial (\rho Cw T)}{\partial z} \right] = \left( \frac{\partial^2 (\kappa T)}{\partial x^2} + \frac{\partial^2 (\kappa T)}{\partial y^2} + \frac{\partial^2 (\kappa T)}{\partial z^2} \right) + Re \cdot Br \left[ \frac{\partial p}{\partial t} + \nabla \cdot (\rho u) \right] + Br \cdot \eta \cdot I \]  

(6)

where \( I = \left[ 2 \left( \frac{\partial u}{\partial x} \right)^2 + 2 \left( \frac{\partial v}{\partial y} \right)^2 + 2 \left( \frac{\partial w}{\partial z} \right)^2 + \left( \frac{\partial u}{\partial y} + \frac{\partial v}{\partial x} + \frac{\partial v}{\partial z} + \frac{\partial w}{\partial y} \right)^2 \right] - 2/3 \left( \nabla \cdot u \right)^2 \). \( Re = \rho_m U L / \eta_m \) denotes Reynolds number, \( Pe = \rho_m C_m U L / \kappa_m \) Peclet number, \( Br = \eta_m U^2 / \kappa_m T_0 \) Brinkman number, \( Fr = U / \sqrt{gL} \) Froude number.

### 2.2 CLSVOF method and shaped level set function

In the CLSVOF method, the level set function is adopted to capture the melt front with the aid of VOF function, while the level set and VOF functions are advected using the following equation, respectively

\[ \frac{D \Phi}{Dt} = \frac{\partial \Phi}{\partial t} + (\mathbf{u} \cdot \nabla) \Phi = 0 \]  

(7)

where \( \Phi \) is level set function \( \phi \) or VOF function \( F \). Please see [Son and Hur (2002); Son (2003)] for important details about CLSVOF method.
The melt front is represented by the level set function $\phi(x,t)$ [Li, Ouyang, Li, et al. (2011); Li, Ouyang, Wu, et al. (2011)]. And the sign of $\phi(x,t)$ is that $\phi > 0$ in the melt phase and $\phi < 0$ in the air phase, respectively. The level set function is employed to treat the discontinuities of density and viscosity near the interface. The density and viscosity are assumed to be constant in each phase, while the fluid properties across the interface are smoothed over a transition band using the level set function

\[
\rho = \rho(\phi) = \rho_a + (\rho_m - \rho_a) H_\varepsilon(\phi) 
\]

\[
\eta = \eta(\phi) = \eta_a + (\eta_m - \eta_a) H_\varepsilon(\phi) 
\]

\[
C = C(\phi) = C_a + (C_m - C_a) H_\varepsilon(\phi) 
\]

\[
\kappa = \kappa(\phi) = \kappa_a + (\kappa_m - \kappa_a) H_\varepsilon(\phi) 
\]

where $\rho$, $\eta$, $C$ and $\kappa$ are density, viscosity, thermal capacity and conductivity, respectively. The subscript $a$ and $m$ represent air and melt, respectively. The smoothed Heaviside function $H_\varepsilon(\phi)$ is

\[
H_\varepsilon(\phi) = \begin{cases} 
0 & \text{if } \phi < -\varepsilon \\
\frac{1}{2} \left[ 1 + \frac{\phi}{\varepsilon} + \frac{1}{\pi} \sin \left( \frac{\pi \phi}{\varepsilon} \right) \right] & \text{if } |\phi| \leq \varepsilon \\
1 & \text{if } \phi > \varepsilon 
\end{cases} 
\]

where $\varepsilon$ is a parameter related to the interface thickness, herein $\varepsilon = 1.5\Delta x$. $\Delta x$ is the grid width along the $x$ direction.

The Cross-viscosity model is adopted to describe the rheological property of the polymer melt in this paper [Chau (2008); Li, Ouyang, Li, et al. (2011); Li, Ouyang, Wu, et al. (2011)].

\[
\eta(T, \dot{\gamma}, p) = \frac{\eta_0(T, p)}{1 + \left( \eta_0 \dot{\gamma} / \tau^* \right)^{1-n}} 
\]

where $\tau^*$ is the model constant that shows the shear stress rate, $n$ is the model constant which symbolizes the pseudoplastic behavior slope of the melt as $(1-n)$, $\eta_0$ is the melt viscosity under zero-shear-rate conditions. $\eta_0$ can be expressed as Arrhenius formula

\[
\eta_0(T, p) = B \exp \left( \frac{T}{T_b} \right) \exp(\beta p) 
\]

Eq. (14) is 5-parameter model, where $B$, $T_b$ and $\beta$ are material parameters.
Another formula of $\eta_0$ is known as Cross-WLF model, or 7-parameter model,

$$\eta_0 = D_1 \exp \left( - \frac{A_1 (T - T^*)}{A_2 + (T - T^*)} \right)$$  \hspace{1cm} (15)

where $T^* = D_2 + D_3 \cdot P$, $A_2 = \tilde{A}_2 + D_3 \cdot P$, and $D_1, D_2, D_3, A_1$ and $A_2$ are all material parameters.

As far as the author is aware, the method based on Cartesian mesh, such as IBM or cut-cell method, has not been applied to numerical simulation of polymer melt injection molding yet. The melt front and mould shape are described using two level sets, one for the liquid/air phase, another for the solid/fluid phase, and the irregular boundary $\Gamma$ of the mould can be implicitly defined as the zero-contour of a level set (signed distance) function $\phi^f$, which is stored at each cell center of the Cartesian background mesh.

An irregular solid domain $\Omega^s$ is embedded in the computational domain $\Omega$, such that $\Omega^f = \Omega \setminus \Omega^s$ represents the fluid domain where the governing equations are to be discretized. To describe the irregular boundary of the mould, a level set function is employed such that $\phi^f$ is negative in the fluid region $\Omega^f$ and positive in the solid region $\Omega^s$. Meanwhile, the boundary $\Gamma$ corresponds to the zero level set of this function, i.e.,

$$\phi(x) = \begin{cases} 
-d\text{ist}, & x \in \Omega^f \\
0, & x \in \Gamma \\
+d\text{ist}, & x \in \Omega^s 
\end{cases}$$  \hspace{1cm} (16)

where $d\text{ist}$ represents the distance between $x$ and the nearest point on the irregular boundary of the mould.

In order to build the level set function $\phi^f$ that represents the irregular boundary $\Gamma$ of the mould, the Constructive Solid Geometry (CSG) method is used, which can construct complex domains out of basic geometries such as circles, hyperplanes and spheres [Cheny and Botella (2009); Cheny and Botella (2010)]. For example, let $\Omega_1$ and $\Omega_2$ be the cylinder boundaries $\Gamma_1$ and $\Gamma_2$, respectively. And their level set functions are,

$$\phi_1 = R_1 - \sqrt{(x-x_0)^2 + (y-y_0)^2}$$  \hspace{1cm} (17a)

$$\phi_2 = R_2 - \sqrt{(x-x_0)^2 + (y-y_0)^2}$$  \hspace{1cm} (17b)

where $R_1$ and $R_2$ are radii of a concentric cylindrical, and $(x_0,y_0)$ is the center. Thus, the level set function of the concentric cylindrical is simply $\phi^f = - \min(\phi_2, -\phi_1)$ (see Fig. 1). Other complex geometries could also be created by Boolean CSG operations [Osher and Fedkiw (2002)].
3 Numerical implementation

3.1 Governing Equations Solver

The governing equations are discretized by the finite volume SIMPLE methods on a nonstaggered grid [Yang et al. (2010); Li, Ouyang, Li, et al. (2011); Li, Ouyang, Wu, et al. (2011)]. The level set function belongs to the Hamilton-Jacobi equations, which is discretized in this paper by the fifth-order WENO (weighted essentially non-oscillatory) scheme in space and third-order TVD (total variation diminishing) Runge-Kutta scheme in time, respectively [Yang et al. (2010); Li, Ouyang, Li, et al. (2011); Li, Ouyang, Wu, et al. (2011)]. The VOF function $F$ is employed to conserve the melt mass which would be lost in the level set method. To solve the VOF function $F$, the flux-splitting algorithm is used. Please refer to [Son (2003)] for detailed description.

3.2 Body Force Solvers

In IBM, the body force $f$, including $f_x, f_y, and f_z$, should be calculated. For simplicity, here take the calculation of $f_x$ as an example. In each computational cell the fluid velocity $u'$, which is firstly calculated without body force $f_x$, is recomputed using $(1 - \mu) u'$, and then the body force $f_x$ could be obtained using Eqs. (18-19) [Fadlun et al. (2000)]

$$\frac{u^* - u'}{\Delta t} = \mu f_x^n$$  \hspace{1cm} (18)
where $u^*$ is the fluid velocity recomputed using $(1 - \mu) u'$. So the following formula can be obtained,

$$
\begin{cases}
\mu = 0, & u^* = u', & f_x = 0, & \text{in fluid} \\
\mu \neq 0, & u^* = (1 - \mu) u', & f_x = -\frac{u'}{\Delta t}, & \text{on solid or solid/fluid interface}
\end{cases}
$$

(19)

where $\mu$ is the solid volume fraction which can be calculated using following formulas from the shaped level set function $\phi_f$ [Van der Pijl et al. (2008)].

$$\mu = \frac{A}{6 \Delta x \Delta \eta \Delta \zeta} \phi_A^f \leq 0 \quad (20a)$$

$$\mu = 1 - \mu \left(-\phi_k^f, \nabla \phi_k^f\right) \phi_k^f > 0 \quad (20b)$$

where $A = \max(\phi_A) - \max(\phi_B) - \max(\phi_C) - \max(\phi_D) + \max(\phi_E)$

$$\phi_A = \phi_k^f + \frac{1}{2} D_x + \frac{1}{2} D_y + \frac{1}{2} D_z, \phi_B = \phi_k^f + \frac{1}{2} D_x + \frac{1}{2} D_y + \frac{1}{2} D_z$$

$$\phi_C = \phi_k^f + \frac{1}{2} D_x - \frac{1}{2} D_y + \frac{1}{2} D_z, \phi_D = \phi_k^f - \frac{1}{2} D_x + \frac{1}{2} D_y + \frac{1}{2} D_z$$

$$\phi_E = \phi_k^f - \frac{1}{2} D_x - \frac{1}{2} D_y - \frac{1}{2} D_z, D_\xi = \max(\Delta x, \Delta y, \Delta z), D_\eta = \frac{\Delta x}{\Delta \xi}, D_\zeta = \frac{\Delta y}{\Delta \eta}, D_\zeta = \frac{\Delta z}{\Delta \zeta}$$

$$\phi_k^f = \phi^f(x_k), D_x = \Delta x \frac{\partial \phi^f}{\partial x} \bigg|_k, \quad D_y = \Delta y \frac{\partial \phi^f}{\partial y} \bigg|_k, \quad D_z = \Delta z \frac{\partial \phi^f}{\partial z} \bigg|_k$$

Similarly, $f_y$ and $f_z$ can be obtained using the above method, so I will not repeat them here.

4 The numerical simulation of complex filling process

In this section, the injection molding processes of Cross fluid are simulated using IBM and CLSVOF method, where the shaped level set function is employed to treat complex mould boundaries.

4.1 Filling process in a rectangular mould with both thick- and thin-wall sections

As a test example, the filling process is simulated in a rectangular cavity with both thick- and thin-wall sections. Fig. 2 shows the geometry and size of the rectangular mould. The selected material is Taiwan PP6733, whose parametric constants corresponding to $n, \tau^*, D_1, D_2, D_3, A_1$ and $A_2$ of the viscosity model are 0.219,
The temperatures of melt and mould wall are 240°C and 50°C, respectively. The injection velocity is 50cm$^3$/s, and the space and time intervals are 0.075 and 0.012, respectively.

Fig. 3 shows the melt interfaces of filling process at different time. If the mould has both thick- and thin-wall sections, the thick-wall section has lower flow resistance than the thin-wall section. Therefore the melt flows fast in the thick-wall section, which is so-called “race-tracking effect”. As shown in Fig. 3(a), the phenomenon of race-tracking effect is clearly observed when using the 3D model mentioned above. From Fig.3 the melt interfaces at different time are quite the same as those obtained by HseAE3D (Fig. 3(b)) and Moldflow softwares (Fig. 3(c)) in [Zhou et al. (2008)], which indicates that the IBM proposed in this paper, with CLSVOF method to capture the moving interface, could simulate the complex flows accurately in 3D mould.

Above example is relatively simple. Hereafter the filling processes in three ring-shaped channels will be simulated. And the typical phenomena, such as race-tracking effect and air traps, will be observed clearly. Unless otherwise stated, the polymer material and other parameters for simulations remain unchanged.

4.2 Filling process in ring-shaped channel with concentric cylindrical inset

The geometry and size of the mould is shown in Fig. 4, and its thickness is 1. Fig. 5 demonstrates the melt interfaces in ring-shaped channel with concentric cylindrical
Inset at different time. After the melt turns around the circular insert two melt branches encounter and the cavitation forms among melt and insert (Fig. 5(d)), and then the seam line or weldline begins to form (Fig. 5(d)-(e)), which is undesirable in the injection molding.
Figure 4: The geometry and size for ring-shaped channel (a) 3D perspective; (b) front view show (from z-axis).

Figure 5: Melt front advancements in ring-shaped channel at different time.
4.3 Filling process in ring-shaped channels with eccentric cylindrical inset

Since the core location is an important parameter in the filling process, in order to further investigate the complex flows in injection molding, the influence of core location on the flow is considered in this subsection.

Fig. 6 gives the filling process in ring-shaped channel with eccentric cylindrical inset whose core centre is located at $O(3.5, 1.2)$ and the radius is 0.55, while the other parameters are the same as those in Fig. 4. From Fig. 6, the difference between two melt branches is unobservable in a short time after the polymer melt touches the core(Fig. 6(a)). As time goes by, the velocity difference between the two branches is gradually enlarged since the flow resistance is lower in the right...
channel. Then the right branch goes faster than the left one due to the race-tracking effect (Figs. 6(b)-(c)). After the two branches contact, the seam line is formed. And air traps also occur among inset and melt. Compared Fig. 6 with Fig. 5, it can be found that big eccentricity ratio results in great difference of the two melt branches, the core location plays an important role in the molding filling process.

4.4 Filling process in ring-shaped channels with thin cylindrical inset

From above subsections, it is known that the race-tracking effect can be also observed in the filling processes in ring-shaped cannels with eccentric cylindrical inset, which could also be simulated successfully in 2D space. However, the filling flows in more complex shaped mould would only be simulated successfully in full 3D space. Hereafter, as a typical example, the filling process will be simulated in a ring-shaped channel with thin cylindrical inset.

Fig. 7 shows the ring-shaped mould with thin cylindrical inset, where the inset thickness is 0.8, and the thickness of other sections is still 1.

![Figure 7: The rectangular mould with thin cylindrical inset (a) front view show(from z-axis); (b) side view show(from x-axis).](image)

Fig. 8 shows the filling process in ring-shaped channel with thin cylindrical inset at different time. When polymer melt flows around a cylindrical inset which is thinner than other segments of the mould, in a short time, the difference between two melt branches is unobservable. At t=0.432, the two branches emerge (Fig. 8(d)). Then the difference enlarges gradually due to race-tracking effect. After flowing around the inset, the two branches meet each other (Fig. 8(f)) and the seam line begins to form which gradually disappears over time (Fig. 8(g)). Fig. 8(h) reveals the air traps vanishes over the thin inset at t=0.636. The above phenomena could only be simulated successfully in 3D space.
Figure 8: Melt front advancements in ring-shaped channel with thin cylindrical inset at different time.
5 Conclusions

In this work, the immersed boundary and CLSVOF methods are proposed to simulate the melt filling processes in complex moulds, which is tested by the filling process in a rectangular mould with both thick- and thin-wall sections. Then the filling processes are simulated in ring-shaped channels with concentric, eccentric and thin cylindrical insets, respectively. And the conclusions can be drawn as follows.

1. With a shaped level set function to treat the complex boundaries of the mould, the immersed boundary and CLSVOF methods are demonstrated the capability in handling complex flow problems, which could be applied to simulate melt filling process in arbitrary shaped moulds.

2. The race-tracking effect is a phenomenon that polymer melt front along the thicker edge moves faster than that in the thinner area, which could cause weld line to form or air to be trapped in the polymer melt. Due to race-tracking effect, the melt flow is unbalanced in the thick and thin segments in the mould, which will influence weightily the quality and performance of the final plastic products. So in injection molding process the injection port should be added in the thin sections or the thickness of each part should be consistent in the mould.

Acknowledgement: The author would like to acknowledge the National Natural Science Foundation of China (Grant No. 11301157) and NSFC Tianyuan Fund for Mathematics (Grant No.11326232).

Reference

Aftosmis, M. J.; Berger, M. J.; Melton, J. E. (1998): Robust and efficient Cartesian mesh generation for component-based geometry. AIAA journal, vol. 36, no.6, pp. 952–960.

Araujo, B. J.; Teixeira, J. C. F.; Cunha, A. M.; Groth, C. P. T. (2009): Parallel three-dimensional simulation of the injection molding process. International journal for numerical methods in fluids, vol. 59, no. 7, pp. 801–815.

Bouchon, F.; Dubois, T.; James, N. (2012): A second-order cut-cell method for the numerical simulation of 2D flows past obstacles. Computers & Fluids, vol. 65, pp. 80–91.

Chang, R. Y.; Yang, W. H. (2001): Numerical simulation of mold filling in injection molding using a three-dimensional finite volume approach. International journal for numerical methods in fluids, vol.37, no. 2, pp. 125–148.

Chau, S. W. (2008): Three-dimensional simulation of primary and secondary pene-
tration in a clip-shaped square tube during a gas assisted injection molding process. *Polymer Engineering & Science*, vol. 48, no. 9, pp. 1801–1814.

Chau, S. W.; Lin, Y. W. (2006): Three-dimensional simulation of melt filling and gas penetration in gas-assisted injection molding process using a finite volume formulation. *Journal of polymer engineering*, vol. 26, no. 5, pp. 431–450.

Cheny, Y.; Botella, O. (2009): An immersed boundary/level-set method for incompressible viscous flows in complex geometries with good conservation properties. *European Journal of Computational Mechanics/Revue Européenne de Mécanique Numérique*, vol. 18, no. 7–8, pp. 561–587.

Cheny, Y.; Botella, O. (2010): The LS-STAG method: A new immersed boundary/level-set method for the computation of incompressible viscous flows in complex moving geometries with good conservation properties. *Journal of Computational Physics*, vol. 229, no. 4, pp. 1043–1076.

Choi, J. I.; Oberoi, R. C.; Edwards, J. R.; Rosati, J. A. (2007): An Immersed Boundary Method for Complex Incompressible Flows. *Journal of Computational Physics*, vol. 224, no. 2, pp. 757–784.

De Zeeuw, D.; Powell, K. (1991): An adaptively-refined Cartesian mesh solver for the Euler equations. *AIAA Paper*, (91–1542), pp. 166–180

Fadlun, E. A.; Verzicco, R.; Orlandi, P.; Mohd-Yusof, J. (2000): Combined immersed-boundary finite-difference methods for three-dimensional complex flow simulations. *Journal of Computational Physics*, vol. 161, no. 1, pp. 35–60.

Ilinca, F.; Hétu, J. F. (2002): Three-dimensional finite element solution of gas-assisted injection moulding. *International journal for numerical methods in engineering*, vol. 53, no.8, pp. 2003–2017.

Ilinca, Hartmann, D.; Meinke, M.; Schröder, W. (2011): A strictly conservative Cartesian cut-cell method for compressible viscous flows on adaptive grids. *Computer Methods in Applied Mechanics and Engineering*, vol. 200, no. 9, pp. 1038–1052.

Ji, C.; Munjiza, A.; Williams, J. J. R. (2012): A novel iterative direct-forcing immersed boundary method and its finite volume applications. *Journal of Computational Physics*, vol. 231, no. 4, pp. 1797–1821.

Kim, J.; Kim, D.; Choi, H. (2001): An immersed-boundary finite-volume method for simulations of flow in complex geometries. *Journal of Computational Physics*, vol. 171, no. 1, pp. 132–150.

Li, Q.; Ouyang, J.; Li, X.; Wu, G.; Yang, B. (2011): Numerical Simulation of Gas-assisted Injection Molding Process for A Door Handle. *Computer Modeling in Engineering & Sciences*, vol. 74, no. 4, pp. 247–267
Li, Q.; Ouyang, J.; Wu, G.; Xu, X. (2011): Numerical Simulation of Melt Filling and Gas Penetration in Gas Assisted Injection Molding. *Computer Modeling in Engineering & Sciences*, vol. 82, no. 3-4, pp. 215–232.

Mariano, F. P.; Moreira, L. Q.; Silveira-Neto, A.; Silva, C. B.; Pereira, J. (2010): A new incompressible Navier-Stokes solver combining Fourier pseudo-spectral and immersed boundary methods. *Computer Modeling in Engineering & Sciences*, vol.59, no.2, pp. 181–216.

Meinke, M.; Schneider, L.; Günther, C.; Schröder, W. (2012): A Cut-Cell Method for Sharp Moving Boundaries in Cartesian Grids (ed). *Computers & Fluids*, vol. 85, pp. 135-142.

Osher, S.; Fedkiw, R. (2002): *Level set methods and dynamic implicit surfaces*, Springer-Verlag, New York.

Peskin, C. S. (1972): Flow patterns around heart valves: a numerical method. *Journal of Computational Physics*, vol. 10, pp. 252–271.

Peskin, C. S. (1977): Numerical analysis of blood flow in the heart. *Journal of Computational Physics*, vol. 25, pp. 220–252.

Polynkin, A.; Pittman, J. F. T.; Sienz, J. (2005): Gas assisted injection molding of a handle: Three-dimensional simulation and experimental verification. *Polymer Engineering & Science*, vol. 45, no. 6, pp. 1049–1058.

Roma, A. M.; Peskin, C. S.; Berger, M. J. (1999): An adaptive version of the immersed boundary method. *Journal of computational physics*, vol. 153, no. 2, pp. 509–534.

Seo, J. H.; Mittal, R. (2011): A sharp-interface immersed boundary method with improved mass conservation and reduced spurious pressure oscillations. *Journal of computational physics*, vol. 230, no. 19, pp. 7347–7363.

Silva, A.; Silveira-Neto, A.; Rade, D.; Francis, R.; Santos, E. (2009): Numerical simulations of flows over a pair of cylinders at different arrangements using the immersed boundary method. *Computer Modeling in Engineering and Sciences*, vol.16, no.3, pp.285–303.

Son, G. (2003): Efficient implementation of a coupled level-set and volume-of-fluid method for three-dimensional incompressible two-phase flows. *Numerical Heat Transfer: Part B: Fundamentals*, vol. 43, no. 6, pp. 549–565.

Son, G.; Hur, N. (2002): A coupled level set and volume-of-fluid method for the buoyancy-driven motion of fluid particles. *Numerical Heat Transfer: Part B: Fundamentals*, vol. 42, no. 6, pp. 523–542.

Sussman, M.; Puckett, E. G. (2000): A coupled level set and volume-of-fluid method for computing 3D and axisymmetric incompressible two-phase flows.
Journal of Computational Physics, vol. 162, no. 2, pp. 301–337.

Tseng, Y. H.; Ferziger, J. H. (2003): A ghost-cell immersed boundary method for flow in complex geometry. Journal of Computational Physics, vol. 192, no. 2, pp. 593–623.

Udaykumar, H. S.; Shyy, W.; Rao, M. M. (1996): Elafint: a mixed Eulerian–Lagrangian method for fluid flows with complex and moving boundaries. International journal for numerical methods in fluids, vol. 22, no. 8, pp. 691–712.

Van der Pijl, S. P.; Segal, A.; Vuik, C.; Wesseling, P. (2008): Computing three-dimensional two-phase flows with a mass-conserving level set method. Computing and Visualization in Science, vol. 11, no. 4–6, pp. 221–235.

Yang, B.; Ouyang, J.; Li, Q.; Zhao, Z.; Liu, C. (2010): Modeling and simulation of the viscoelastic fluid mold filling process by level set method. Journal of Non-Newtonian Fluid Mechanics, vol. 165, no. 19, pp. 1275–1293.

Yang, C. H.; Chang, C.; Lin, C. A. (2009): A direct forcing immersed boundary method based lattice Boltzmann method to simulate flows with complex geometry. CMC: Computers, Materials, & Continua, vol.11, no.3, pp.209–228.

Ye, T.; Mittal, R.; Udaykumar, H. S.; Shyy, W. (1999): An accurate Cartesian grid method for viscous incompressible flows with complex immersed boundaries. Journal of Computational Physics, vol. 156, no. 2, pp. 209–240.

Zhou, H.; Yan, B.; Zhang, Y. (2008): 3D filling simulation of injection molding based on the PG method. Journal of Materials Processing Technology, vol. 204, no. 1, pp. 475–480.