Imaging based feedback cooling of a levitated nanoparticle
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Imaging-based detection of the motion of the levitated nanoparticles complements a widely-used interferometric detection method, providing a precise and robust way to estimate the position of the particle. Here, we demonstrate a camera-based feedback cooling scheme for a charged nanoparticle levitated in a linear Paul trap. The nanoparticle levitated in vacuum was imaged by complementary metal-oxide semiconductor (CMOS) camera system. The images were processed in real-time with a microcontroller integrated with a CMOS image sensor. The phase-delayed position signal was fed-back to one of the trap electrodes which resulting in cooling by velocity damping. Our study provides a simple and versatile approach applicable for the control of low-frequency mechanical oscillators.
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I. INTRODUCTION

High precision measurement and control of low frequency (≃ kHz) mechanical oscillators are at the heart of recent advances in quantum/classical sensors based on levitated nano-oscillators and mesoscopic/macroscopic suspended oscillators. In particular, nanoparticle oscillators levitated by electric or magnetic field are free from clamping losses and thermal damage due to optical absorption. They are an attractive platform for quantum sensing, nanoscopic thermodynamics and tests of quantum physics. To achieve unprecedented sensitivities using these diverse family of levitation systems, different methods are needed to observe and control the motion of the levitated nano-oscillators precisely. A split detection scheme is widely used for observing the levitated particle motion, where the forward-scattered light from the particle is interferometrically detected with the unscattered reference light. Although the scheme provides very high spatio-temporal resolution, it is vulnerable to pointing fluctuations of the illuminating laser light and has a relatively low dynamic range. In addition, if the particle is not well localised, the mean particle position can drift over long time periods preventing measurements of the particle dynamics over long periods.

An alternative method has been proposed for low frequency levitated nano-oscillators where the particle was imaged on to a high-speed CMOS image sensor and the acquired images were post-processed to determine the position of the particle. A diffraction limited image of the particle was fitted with a Gaussian function whose center corresponded to the estimated particle position. The process is similar to localization microscopy, a family of super-resolution microscopies, providing sub-wavelength spatial resolution. The method ensures high dynamic range, and relatively flat noise characteristics down to DC, and is thus suitable for the observation of the low frequency nanoparticle motion. However, real-time signal processing is required to control and cool the center-of-mass motion of the levitated nanoparticle with active feedback cooling.

In this paper, we report on feedback cooling of a charged nanoparticle levitated in a linear Paul trap. Here, the nanoparticle position signal was generated via the real-time processing of the nanoparticle images and was fed back to one of the trapping electrodes to apply a damping force proportional to the particle’s velocity (velocity damping scheme). All the image-processing procedures were executed on a microcontroller integrated with a CMOS image sensor, which ensures the high-speed and reliable image transfer between the CMOS image sensor and the microcontroller. Our proposed system provides a simple, flexible and low-cost way to observe
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FIG. 1. Experimental setup. A levitated nanoparticle was illuminated with a laser light beam and was imaged with a CMOS camera system (in-loop detector). The achieved images were processed with a microcontroller to obtain a voltage signal proportional to the particle position. The microcontroller shifts the phase of the signal along with another microcontroller to derive a signal corresponding to the particle velocity. A gain-adjusted and filtered signal was fed back to one of the end-cap electrodes for the feedback cooling.

and control the motion of the nano-oscillator and to study levitodynamics both classically and quantum mechanically.\textsuperscript{[10]}

II. CHARGED NANOPARTICLE LEVITATED IN A PAUL TRAP

Our linear Paul trap system consists of four cylindrical electrodes with a radius $R = 4\text{mm}$. A pair of diagonal electrodes provides an AC electric field to confine the nanoparticle’s motion in the x-y plane while remaining confinement along the z-axis is provided by the two other segmented electrodes as shown in Fig. 1.\textsuperscript{[1]} The distance between the trap center and the AC electrodes is $r_0 = 6\text{mm}$ and the axial distance between the trap center and the end-cap electrodes
is $z_0 = 7 \text{ mm}$. Before the injection of the nanoparticle, DC and AC voltages are typically set to $V_1 = 20 \text{ V}$, $V_2 = 120 \text{ V}$ and peak-to-peak voltage $V_{AC} = 2000 \text{ V}$, respectively. The AC drive frequency is kept at 600 Hz. Silica nanoparticles ($d = 450 \text{ nm}$) were introduced into the trap via electrospray ionization\textsuperscript{[21]} under ambient pressure. Normally, multiple particles are trapped simultaneously. Then, we can slightly adjust the DC end-cap voltage $V_1$ and $V_2$ to trap only one silica nanoparticle. After the successful trapping of a single nanoparticle, we set $V_1 = V_2 = 10 \text{ V}$ and $V_{AC} = 600 \text{ V}$. Then, we evacuate the whole chamber and initiate the following feedback cooling. A typical axial motional frequency of the trapped particle is $\omega_0/2\pi = 20 \sim 40 \text{ Hz}$.
III. IMAGING BASED MEASUREMENT OF THE PARTICLE POSITION

The trapped nanoparticle is illuminated with a laser light beam and is imaged onto the CMOS camera sensors placed outside the vacuum chamber. Although the particle image itself is a simple indicator of the particle position, the image is broadened by the diffraction limit. Therefore, some image processing is needed to reconstruct the particle position. A standard procedure for the estimation is the two-dimensional Gaussian fit of the particle image, which is a technique used in super-resolution localization microscopy\textsuperscript{17,18}. The Gaussian fit method provides us with a low-noise positional signal which is suitable for the precise characterization of the particle motion\textsuperscript{1,15,16}. However, the fitting procedure is problematic for the feedback cooling scheme because of its slow and non-deterministic processing time. To get the realtime signal corresponding to the particle position, a fast and deterministic method is required. Here, we chose the centroid estimation scheme, which is a simple and computationally-lightweight method. The method has been used in many fields in optics\textsuperscript{22} and gives a precise position estimation comparable to the Gaussian fitting method\textsuperscript{23}.

For the comparison between different image-processing schemes, we recorded the particle image sequences at $4.3 \times 10^{-5}$ mbar. The images were taken at 875.26 fps with camera 1 (see Fig. 1). The imaging based measurement enables us to easily calibrate the particle position. We mounted the CMOS camera sensor on a translation stage. By comparing the images before and after a certain amount of the lateral movement of the sensor, we can know the exact relation between the pixel number and the physical distance. We post-processed the recorded images with three different schemes to achieve the time trace of the particle position. In the first method, we identified the particle position by finding the brightest pixel position (peak detection scheme). The spatial resolution of the first method is limited by the pixel size of the sensor: 5.35 $\mu$m. In the second method, each particle image was fitted with a two-dimensional Gaussian profile. The center of the Gaussian function provides us with the sub-pixel spatial resolution. In the third method, the particle position was calculated using the centroid estimation,

$$\mathbf{r}_{\text{centroid}} = \begin{pmatrix} x \\ z \end{pmatrix} = \mathbf{C}_{\text{cal}} \frac{\sum_{i,j} I_{i,j}^p \binom{i}{j}}{\sum_{i,j} I_{i,j}^p},$$  \hspace{1cm} (1)

where $i, j$ are integers representing the pixel position and $I_{i,j}$ is the signal count of the pixel $i, j$. Although, we chose $p = 1$ here, we use $p = 3$ to enhance the ratio of the signal to the background.
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level later for the other camera system. Figure 2 shows the positional power spectral densities (PSDs) achieved using the three different methods. It clearly shows a lower noise floor for the two sub-pixel methods, Gaussian fitting and centroid estimation than the peak detection scheme. The PSDs of the two sub-pixel methods nearly overlap indicating that we can implement the real-time feedback cooling using the centroid estimation without degrading the spatial resolution. We also measured the post-processing calculation time for each methods. For our system, the fastest is the peak detection scheme at 0.6 ms/frame and the centroid scheme at 0.9 ms/frame which is much faster than Gaussian fitting at 5 ms/frame. Although the absolute calculation time depends on the implementation and the actual computational resources, the measured calculation times are good indicators of the relative time cost of each method.

IV. VELOCITY DAMPING FEEDBACK COOLING

Feedback cooling is implemented using an additional in-loop detector (camera 2, see Fig. 1). The camera sensor is integrated with a microcontroller, where the image processing is conducted in realtime. We fetch only a 20x30 pixel region of interest and process the image with the centroid scheme, which allows us to achieve \( f_{\text{cam}} = 221 \text{ fps} \). We chose velocity damping among possible feedback cooling schemes as it is simpler, more resilient and more efficient than parametric feedback cooling for our case. Velocity damping cools the center-of-mass motion by applying an effective damping force proportional to the velocity of the nanoparticle. The feedback signal for velocity damping can be derived by delaying the position signal by \( \pi/2\omega_0 \) instead of differentiating the signal which normally leads to a noisy signal. It’s easy to delay the signal by a multiple of \( 1/f_{\text{cam}} \) by shifting the position signal over the processing iterations. However, the optimum delay \( \pi/2\omega_0 \) is generally not a multiple of the loop iteration time \( 1/f_{\text{cam}} \). Therefore, we add another microcontroller for fine tuning of the delay. The digital signal protocol (UART) is used to transfer the data between the two microcontrollers to avoid any noise intrusion. The voltage signal proportional to the particle axial position is output from one of the digital to analogue converter (DAC) pin on the microcontroller 2. An appropriately attenuated and filtered feedback signal is applied to one of the end-cap electrodes, \( V_2 = 10\text{V} + V_{\text{FB}} \) resulting in cooling or heating depending on the amount of the delay. Fig. 3 shows typical PSDs with or without feedback derived from the nanoparticle position time trace; the data was taken with out-of-loop detector (camera 1). We can estimate the effective temperature of the center-of-mass motion by integrating the PSD. The
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FIG. 3. Typical PSDs of the axial motion with $\omega_0/2\pi = 23.5$ Hz. The data was taken with CMOS camera (out-of loop) at $8 \times 10^{-5}$ mbar with and without feedback cooling.

area under the PSD curve is proportional to the effective temperature,

$$\int_0^{\infty} S_{qq}(\omega) d\omega = \frac{k_B T_{\text{eff}}}{m \omega_{\text{cm}}^2},$$

where $S_{qq}(\omega)$ is the single-sided PSD, $T_{\text{eff}}$ is the effective temperature, $m$ is the mass of the nanoparticle and $\omega_{\text{cm}}$ is the angular frequency of the center of mass motion. We can calculate the effective temperature without knowing the mass by measuring the PSD at a higher pressure where the nanoparticle motion is in equilibrium with the surrounding air molecules motion at room temperature$^{24}$ so that the relevant quantity is simply the relative change of the peak area.

We measured the phase delay and gain dependence of the cooling to find the optimum parameters. Fig. 4 plots the PSD area as a function of the phase delay. It clearly shows the heating and cooling depending on the phase (the horizontal dashed line corresponds to the feedback-off data). We chose the optimum phase delay $\theta_0 = 110^\circ$ for further study. Note that our low pass filter which rejects unwanted signals adds an additional frequency dependent phase delay because
the cut-off frequency is very close to the motional frequency $\omega_0$. The phase delay of the filter at $\omega_0$ is $\sim 150^\circ$. Because the end-cap electrode position is opposite to the positive direction of the sensor coordinates this results in an additional $180^\circ$ delay, the optimal total phase delay $(110 + 150 + 180 = 360 + 80)$ is almost equal to $90^\circ$ as expected. Any small difference to this value is likely to result from the frequency dependent phase delay of the low-pass filter which has significant impact on the broadband signal of the cooled oscillator.

Figure 5 shows the gain dependence of the cooling. When we increase the feedback voltage from zero, the cooling becomes more efficient reaching the lowest energy at $V_{FB}/V_0 = 0.003$, where $V_0$ is the original voltage output from the DAC pin of the microcontroller 2. Further increase of the feedback voltage results in poorer performance. This may be due to the detection noise back action as previously reported. Any noise in the detection is fed back to the nanoparticle motion.
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FIG. 5. Feedback voltage dependence of the cooling at $9 \times 10^{-5}$ mbar.

together with the appropriate velocity-damping feedback signal. The heating due to the detection noise surpasses the effect of the feedback cooling at higher feedback gain.

We also measured the pressure dependence of the cooling to calibrate the energy of the center of mass motion. The PSD areas are proportional to the effective temperature of the center-of-mass motion as described above. We determined the proportional coefficient from the data taken at higher pressure where frequent collisions of the levitated nanoparticle with the gas molecules ensures thermal equilibrium at room temperature. As shown in Fig. 6, the motional energies with and without feedback converge to a certain value at higher pressure, which should be equal to the room temperature 300K. We achieved the lowest temperature 5.8 K at $8 \times 10^{-5}$ mbar. Importantly, the motional energy without feedback is increasing at lower pressure. This increase indicates the existence of other heating mechanisms which strongly affect the nanoparticle motion when the thermalization due to collision with air molecules is suppressed at lower pressures. Similar behavior has been reported before and is caused by pressure-independent heating mechanisms.
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FIG. 6. Pressure dependence of the motional temperature with and without feedback. Feedback parameters are $\theta_0 = 110^\circ$ and $V_{FB}/V_0 = 0.003$. The blue dotted line corresponds to the room temperature 300 K.

including cross-coupling between different degrees of freedom, voltage noise in the circuit and seismic noise or pump vibration. Excess micromotion is another possible heating mechanism which can be reduced using some compensation electrodes. At lower pressure, the collisions between the nanoparticles and the gas molecules are less frequent. Here, the pressure-independent heating rate is more significant and the motional temperature becomes higher than the room temperature. Considering the ratio between the motional energies with/without feedback is $\gg 10^{3}$, we can achieve much lower temperatures by eliminating the above mentioned heating mechanisms.

V. CONCLUSIONS

We have demonstrated the feedback cooling of a levitated nano-oscillator using imaging-based detection and feedback on the particle motion. The low frequency of these oscillators allows the
use of a low-cost processing systems that integrates a CMOS sensor and a microcontroller. This
allowed the implementation of different methods for digital signal processing of sequential images
which may find application in other mechanical oscillator systems. One of the biggest advantages
of the microcontroller-based detection system is a simple programming paradigm, which enables
rapid-prototyping. We can use familiar programming languages such as C, C++, and python to
implement digital signal processing and feedback cooling. This feature contrasts with a Field-
Programmable-Gate-Array (FPGA)-based system, which would require a more complicated de-
sign flow using hardware description languages. The microcontroller-based detection system is
best suited for feedback cooling and control of low-frequency (\(\lesssim\) kHz) mechanical oscillators in-
cluding levitated opto/electro/magnetomechanical systems particularly where long term drifts of
the particle mean motion would preclude the use of typical difference detection methods. In addi-
tion, at least two axes of the motion could be captured on image and be used for feedback cooling
and control.

Further improvement and extension of the proposed scheme to higher frequency oscillators
is possible by upgrading the microcontroller to implement more sophisticated digital signal
processing. Such schemes could also be implemented using real time operation systems
(RTOS) on a fast CPU, or using transfer of images directly to fast graphics processing unit (GPU)
based without the requirement to be passed to the CPU. Another interesting possibility is an
execution of a loop protocol including the dynamic control of the harmonic potential shape.
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