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Abstract

The Laplace approximation (LA) has been proposed as a method for approximating the marginal likelihood of statistical models with latent variables. However, the approximate maximum likelihood estimators (MLEs) based on the LA are often biased for binary or spatial data, and the corresponding Hessian matrix underestimates the standard errors of these approximate MLEs. A higher-order approximation has been proposed; however, it cannot be applied to complicated models such as correlated random effects models and does not provide consistent variance estimators. In this paper, we propose an enhanced LA (ELA) that provides the true MLE and its consistent variance estimator. We study its relationship to the variational Bayes method. We also introduce a new restricted maximum likelihood estimator (REMLE) for estimating dispersion parameters. The results of numerical studies show that the ELA provides a satisfactory MLE and REMLE, as well as their variance estimators for fixed parameters. The MLE and REMLE can be viewed as posterior mode and marginal posterior mode under flat priors, respectively. Some comparisons are also made with Bayesian procedures under different priors.
1 Introduction

Lee and Nelder (1996) proposed the use of the h-likelihood for making inferences about statistical models with latent variables which are widely used in various fields. Consider a hierarchical generalized linear model (HGLM) with \( E(y|z) = \mu, \operatorname{var}(y|z) = \phi V(\mu) \), and the linear predictor

\[
\eta = g(\mu) = X\beta + L(\Sigma)z,
\]

where \( V(\mu) \) is the variance function, \( \beta \) indicates fixed effects, \( z \) indicates latent variables, namely random effects, and \( \tau = (\phi, \Sigma) \) are dispersion parameters. The h-likelihood of the HGLM is written as

\[
H(\theta, z) = f_\theta(y, z) = f_\theta(y | z)f(z).
\]

The h-likelihood consists of three objects: the observed data \( y \), fixed unknown parameters \( \theta = (\beta, \tau) \), and unobserved latent variables \( z \). The marginal likelihood can be used to estimate the fixed parameters \( \theta \) by integrating out the latent variables from the h-likelihood:

\[
L_m(\theta) = f_\theta(y) = \int H(\theta, z)dz. \tag{1}
\]

To make inferences about the random effects \( z \), Lee et al. (2017) proposed the use of the predictive likelihood:

\[
L_p(z|y; \theta) = f_\theta(z | y) = f_\theta(y, z)/f_\theta(y) = H(\theta, z)/L_m(\theta),
\]

which is analogous to the use of a Bayesian posterior under a flat prior on \( \theta \).

In random effects models, the h-likelihood can be explicitly written, whereas the marginal and predictive likelihoods often involve intractable integration. The Gauss-Hermite quadrature can be used for the integral shown in (1). However, this formulation becomes numerically difficult as the dimension of integration increases (Hedeker and Gibbons, 2006). Instead, in random effects models, Lee and Nelder (2001) proposed the use of the Laplace approximation (LA) (Tierney and Kadane, 1986), which is widely used and has been implemented by various packages (Rue et al., 2009; Kristensen et al., 2016; Lee and Noh, 2018). Recently, Perry (2017) proposed a fast moment-based method for
random effects models, which does not allow correlated random effects and is restricted to nested random effects models. Thus, this method cannot be used for crossed random effects models. In this paper, for the maximum likelihood (ML) estimation, we exploit an alternative expression of the marginal likelihood:

\[ L_m(\theta) = H(\theta, z)/L_p(z \mid y; \theta). \] (2)

For the log-likelihoods we use \( h(\theta, z) = \log H(\theta, z) \), \( \ell_m(\theta) = \log L_m(\theta) \), and \( \ell_p(z \mid y; \theta) = \log L_p(z \mid y; \theta) \).

Lee and Nelder (2001) extended the restricted likelihood (Patterson and Thompson, 1971) for normal linear mixed models to HGLMs, which is important for estimating the dispersion parameter \( \tau \). However, there is no theoretical justification that the current approximate maximum likelihood estimator (MLE) and restricted maximum likelihood estimator (REMLE), which are based on the LA, are asymptotically equivalent to the true MLE and REMLE. Furthermore, how their consistent variance estimators could be obtained remains ambiguous. In this paper, we propose the use of an integrated likelihood as a new restricted likelihood and introduce the enhanced LA (ELA), which provides the MLE, REMLE, and their consistent variance estimators.

2 Review of the LA

Throughout the paper, we impose the following regularity conditions:

R1. The parameter space \( \Theta \) is convex.

R2. All likelihoods are smooth and unimodal with respect to \( \theta \).

The LA to the marginal likelihood \( L_m(\theta) \) is

\[ \hat{L}_m(\theta) = \frac{1}{\tilde{\Omega}_{zz}} \frac{1}{2\pi} \tilde{\Omega}_{zz}^{-\frac{1}{2}}, \]

where \( \tilde{z} = \arg \max_z h(\theta, z) = \arg \max_z \ell_p(z \mid y; \theta) \) and

\[ \tilde{\Omega}_{zz} = -\frac{\partial^2}{\partial z \partial z^T} h(\theta, z) \bigg|_{z=\tilde{z}} = -\frac{\partial^2}{\partial z \partial z^T} \ell_p(z \mid y; \theta) \bigg|_{z=\tilde{z}}. \]
According to (2), the LA to $L_m(\theta)$ can be defined as

$$\hat{L}_m(\theta) = H(\theta, \tilde{z})/\hat{L}_p(\tilde{z}|y; \theta),$$

This formulation can be viewed as the use of an approximate predictive likelihood $\hat{L}_p(\tilde{z}|y; \theta)$ in (2), based on the normal distribution

$$z | y \sim N\left(\tilde{z}, \tilde{\Omega}_{zz}^{-1}\right). \tag{3}$$

This gives

$$\hat{\ell}_m(\theta) = \log \hat{L}_m(\theta) = h(\theta, \tilde{z}) - \hat{\ell}_p(\tilde{z}|y; \theta) = h(\theta, \tilde{z}) - \frac{1}{2} \log \left|\frac{1}{2\pi} \tilde{\Omega}_{zz}\right|. \tag{4}$$

Thus, the LA is exact when the predictive likelihood is normal. Let $\hat{\theta}$ be the MLE and $\hat{\theta}^L$ be the approximate MLE, which are modes of $\ell_m(\theta)$ and $\hat{\ell}_m(\theta)$, respectively. As the sample size $n \to \infty$, if $\hat{\theta} \xrightarrow{p} \theta_0$ and

$$\ell_m(\theta) - \hat{\ell}_m(\theta) \xrightarrow{p} 0, \text{ uniformly in } \theta,$$

then $\hat{\theta}^L \xrightarrow{p} \theta_0$. However, in general, it is difficult to justify that the LA $\hat{\ell}_m(\theta)$ satisfies the uniform convergence condition (4). Let $\theta^L_0$ be the probability limit of $\hat{\theta}^L$. If $\sqrt{n}(\hat{\theta}^L - \theta^L_0) = O_p(1)$, then

$$\sqrt{n}(\hat{\theta}^L - \theta^L_0) \xrightarrow{d} N\left\{0, G^{-1}(\theta^L_0)\right\}, \tag{5}$$

where $\hat{G}(\theta) = \hat{H}(\theta)\hat{K}^{-1}(\theta)\hat{H}(\theta), \hat{H}(\theta) = \mathbb{E}\{-\partial^2 \hat{\ell}_m(\theta)/\partial \theta \partial \theta^T\}, \hat{K}(\theta) = \text{var}\{\partial \hat{\ell}_m(\theta)/\partial \theta\}$ and $G(\theta^L_0) = \lim_{n \to \infty} n^{-1}\hat{G}(\theta^L_0)$. Kristensen et al. (2016) and Lee et al. (2017) proposed the use of the inverse Hessian matrix of $\hat{\ell}_m(\theta)$ as a variance estimator of $\hat{\theta}^L$. Ogden (2017) provided regularity conditions that guarantee asymptotic equivalence between the Hessian matrix of $\hat{\ell}_m(\theta)$ and that of $\ell_m(\theta)$. However, these conditions are hardly satisfied. As mentioned in Bologa et al. (2021), the Bayesian approach views the approximate MLE $\hat{\theta}^L$ as an approximate mode of the posterior distribution under a flat prior on $\theta$. Pauli et al. (2011) further showed that

$$\sqrt{n}(\theta - \hat{\theta}^L) | y \xrightarrow{d} N\left\{0, H^{-1}(\theta^L_0)\right\}, \tag{6}$$
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where
\[
\mathcal{H}(\theta_0^L) = \lim_{n \to \infty} \frac{1}{n} \left\{ -\frac{\partial^2}{\partial \theta \partial \theta^T} \hat{\ell}_m(\theta) \bigg|_{\theta = \theta_0^L} \right\}.
\]
Thus, the variance estimators presented by Kristensen et al. (2016) and Lee et al. (2017) can be viewed as estimating the variance of the approximate Bayesian posterior mode \(\hat{\theta}^L\); see the numerical study of Bologa et al. (2021). In addition, Jin and Lee (2022) investigated the frequentist sandwich variance estimator (5) of the approximate MLE \(\hat{\theta}^L\).

Assume that \(d\) is the dimension of the integral in (1). The LA is valid in the sense that \(\ell_m(\theta) - \hat{\ell}_m(\theta) = o_p(1)\) when \(d = o(n^{1/3})\) (Shun and McCullagh, 1995; Ogden, 2021); thus, the LA may not be suitable for crossed random effects models with \(d = O(n^{1/2})\) and correlated random effects models with \(d = O(n)\). Furthermore, the performance of the LA is often unsatisfactory for binary outcomes (Shun, 1997). Thus, Shun and McCullagh (1995) proposed the use of the second-order LA in the exchangeable binary array model for salamander mating data. Shun (1997) investigated parameter estimation based on the second-order LA. However, due to the complexity of the approximation, the author could compute only some selected terms. Noh and Lee (2007) showed how to compute all the terms in the second-order LA and developed a REML estimation procedure for salamander mating data. However, the second-order LA can be applied to a limited class of models due to the complexity of the approximation. Furthermore, even if the second-order LA is applicable, the approximation is often slow because a considerable number of terms must be computed.

In summary, (i) \(\ell_m(\theta) - \hat{\ell}_m(\theta) \neq o_p(1)\) as \(d\) increases, and (ii) even if \(\ell_m(\theta) - \hat{\ell}_m(\theta) = o_p(1)\), the approximate MLE \(\hat{\theta}^L\) may not be the MLE \(\hat{\theta}\). Furthermore, (iii) it is not known how to obtain a consistent variance estimator for \(\hat{\theta}\). (iv) It is also of interest to have REMLEs for dispersion parameters. A general higher-order LA may not be sufficient for resolving these problems.
3 ELA

Assume that \( q(z) \) is an arbitrary density function with \( \int q(z) dz = 1 \) that has the same support as the predictive likelihood \( L_p(z | y; \theta) \). Next, from (1) the marginal likelihood is defined as

\[
L_m(\theta) = \int H(\theta, z) dz = \int \frac{H(\theta, z)}{q(z)} q(z) dz.
\]

Thus, we can approximate the marginal likelihood as

\[
\tilde{L}_B(\theta) = \frac{1}{B} \sum_{b=1}^{B} \frac{H(\theta, Z_b)}{q(Z_b)},
\]

where \( Z_b \) are iid samples from \( q(z) \). Since \( H(\theta, Z_b)/q(Z_b) \) can be viewed as iid samples with the mean \( L_m(\theta) \), \( \tilde{L}_B(\theta) \) is a consistent estimator of \( L_m(\theta) \), i.e., as \( B \to \infty \),

\[
\tilde{L}_B(\theta) \xrightarrow{p} L_m(\theta).
\]

The variational Bayes method has been proposed for approximating \( \ell_m(\theta) \) \cite{kingma2013auto}. For any \( q(z) \),

\[
\ell_m(\theta) = \int \log \left\{ \frac{H(\theta, z)}{q(z)} \right\} q(z) dz + R \\
\geq \int \log \left\{ \frac{H(\theta, z)}{q(z)} \right\} q(z) dz = \ell_v(\theta; q),
\]

where

\[
R = \int \log \left\{ q(z) \frac{L_p(z | y; \theta)}{L_p(z | y; \theta)} \right\} q(z) dz \geq 0,
\]

and \( \ell_v(\theta; q) \) is referred to as the evidence lower bound (ELBO). The marginal log-likelihood in (1) can be approximated by maximizing the ELBO

\[
\hat{\ell}_v(\theta) = \max_q \ell_v(\theta; q).
\]

In the variational Bayes methods, \( q(z) \) is often assumed to have a normal density \( N(\mu, \Gamma) \) with an arbitrary mean \( \mu \) and arbitrary covariance matrix \( \Gamma \). In general, the ELBO is not a tight lower bound, i.e., \( \ell_m(\theta) - \hat{\ell}_v(\theta) > 0 \) since \( R > 0 \). To address this issue, \cite{burda2016importance} modified the ELBO as follows:

\[
\tilde{\ell}_{v,B}(\theta; \mu, \Gamma) = E_{\mu, \Gamma} \left\{ \log \tilde{L}_B(\theta) \right\},
\]
where \( Z_b \) are iid samples from \( N(\mu, \Gamma) \). The authors used the seesaw algorithm: (i) given \( \theta \), update \((\mu, \Gamma)\) by maximizing \( \tilde{\ell}_{v,B}(\theta; \mu, \Gamma) \) and (ii) given \((\mu, \Gamma)\), update \( \theta \) by maximizing \( \tilde{\ell}_{v,B}(\theta; \mu, \Gamma) \). In correlated random effects models with \( d = n \), estimating \( \mu \) and \( \Gamma \) is not straightforward. The ELBO has been studied to approximate the marginal log-likelihood. However, the main interest of this paper is how to obtain the true MLE \( \hat{\theta} \) and its consistent variance estimator in general cases.

According to the expression (2), if the value of \( L_p(z^* \mid y; \theta) \) is known at any point \( z^* \), it is immediate that \( L_m(\theta) = H(\theta, z^*)/L_p(z^* \mid y; \theta) \). However, in general, \( L_p(z \mid y; \theta) \) is not known for all \( z \). Recall that the LA approximates the predictive likelihood \( L_p(z \mid y; \theta) \) at \( \tilde{z} \) by \( \hat{L}_p(\tilde{z} \mid y; \theta) \) as

\[
\hat{L}_m(\theta) = H(\theta, \tilde{z})/\hat{L}_p(\tilde{z} \mid y; \theta).
\]

Since \( \ell_m(\theta) - \hat{\ell}_m(\theta) = \hat{L}_p(\tilde{z} \mid y; \theta) - \ell_p(\tilde{z} \mid y; \theta) \), the accuracy of the LA is the same as that of the predictive likelihood \( \hat{L}_p(z \mid y; \theta) \). Let

\[
\hat{L}_B(\theta) = \frac{1}{B} \sum_{b=1}^{B} \hat{L}_m(\theta; Z_b),
\]

where \( \{Z_b : b = 1, \ldots, B\} \) are iid samples from \( N(\tilde{z}, \tilde{\Omega}^{-1}_{zz}) \) and

\[
\hat{L}_m(\theta; Z) = H(\theta, Z)/\hat{L}_p(Z \mid y; \theta).
\]

The LA is \( \hat{L}_B(\theta) \) with \( B = 1 \) at \( Z_b = \tilde{z} \). We call \( \hat{L}_B(\theta) \) the ELA when \( q(z) \) is the density function of \( N(\tilde{z}, \tilde{\Omega}^{-1}_{zz}) \). In the Appendix, we show that if the true predictive likelihood \( L_p(z \mid y; \theta) \) is normal, then, for all \( B \geq 1 \)

\[
\hat{L}_B(\theta) = L_m(\theta). \tag{6}
\]

If \( \hat{L}_p(z \mid y; \theta) \) is close to the true \( L_p(z \mid y; \theta) \), we expect that \( \hat{L}_B(\theta) \) provides an accurate estimate of \( L_m(\theta) \) for small values of \( B \). As the LA provides an accurate approximation of \( L_m(\theta) \), the use of \( N(\tilde{z}, \tilde{\Omega}^{-1}_{zz}) \) as \( q(z) \) is preferred. Burda et al. (2016) improved the variational method by exploiting the expression (1) of the marginal likelihood. The ELA further improves the variational method by using the alternative expression (2).
Theorem 3.1 Let \( \hat{l}_B(\theta) = \log \hat{L}_B(\theta) \) and \( \hat{\theta}_B^{ELA} = \arg \max_\theta \hat{l}_B(\theta) \). Under regularity conditions R1 and R2, as \( B \to \infty \),
\[
\hat{\theta}_B^{ELA} \overset{P}{\to} \hat{\theta}.
\]

Now, we study how to obtain a consistent estimator for the information matrix
\[
I(\theta) = -\frac{\partial^2 \ell_m(\theta)}{\partial \theta \partial \theta^T}.
\]

Let \( \hat{I}_B = I_B(\hat{\theta}_B^{ELA}) \), where
\[
I_B(\theta) = \left[ \sum_{b=1}^B \left\{ w(\theta, Z_b) \frac{\partial h(\theta, Z_b)}{\partial \theta} \right\} \right] \left[ \sum_{b=1}^B \left\{ w(\theta, Z_b) \left( \frac{\partial h(\theta, Z_b)}{\partial \theta} \right)^T \right\} \right] \\
- \sum_{b=1}^B \left[ w(\theta, Z_b) \left( \frac{\partial h(\theta, Z_b)}{\partial \theta} \right) \left( \frac{\partial h(\theta, Z_b)}{\partial \theta} \right)^T + \frac{\partial^2 h(\theta, Z_b)}{\partial \theta \partial \theta^T} \right] \]
\]
and \( w(\theta, Z_b) = \hat{L}_m(\theta, Z_b) / \sum_{t=1}^B \hat{L}_m(\theta, Z_t) \). Then, we have the following theorem.

Theorem 3.2 As \( B \to \infty \), \( \hat{I}_B \overset{P}{\to} I(\hat{\theta}) \).

According to Theorem 3.2, the variance of the MLE \( \hat{\theta} \) can be consistently estimated by
\[
\hat{\text{var}}(\hat{\theta}) = \hat{I}_B^{-1}.
\]

4 Restricted Likelihood

For cases in which \( \tau \) and \( \beta \) are orthogonal, Cox and Reid (1987) proposed the use of an adjusted profile likelihood for the dispersion parameters \( \tau \) based on the marginal likelihood \( L_m(\theta) \):
\[
\hat{R}(\tau) = L_m\left(\tau, \bar{\beta}\right) \left| \frac{1}{2\pi} \Omega_{\beta\beta} \right|^{\frac{-1}{2}},
\]
where \( \bar{\beta} = \bar{\beta}(\tau) = \arg \max_\beta L_m(\beta, \tau) \) and \( \Omega_{\beta\beta} = \{-\partial^2 \ell_m(\beta, \tau) / \partial \beta \partial \beta^T\}_{\beta = \bar{\beta}} \). Barndorff-Nielsen (1987) noted that the Cox-Reid adjusted profile likelihood is the LA to the integrated likelihood
\[
R(\tau) = \int L_m(\tau, \beta) d\beta = \hat{R}(\tau)(1 + O_p(n^{-1})).
\]
Under the flat conditional prior $\pi(\beta|\tau) = 1$, Sweeting (1987) noted that the integrated likelihood becomes the marginal posterior density of $\tau$:

$$R(\tau) = \int L_m(\tau, \beta)\pi(\beta|\tau)d\beta = \hat{R}(\tau)(1 + O_p(n^{-1})).$$

Barndorff-Nielsen (1983) derived the magic formula to determine $f_\tau(\hat{\tau}|\hat{\beta})$ for the MLEs $\hat{\theta} = (\hat{\beta}, \hat{\tau})$. Under the parameter orthogonality of $\tau$ and $\beta$, Cox and Reid (1987) showed that

$$f_\tau(\hat{\tau}|\hat{\beta}) = \hat{R}(\tau)(1 + O_p(n^{-1})).$$

Thus, we can view the Cox-Reid result as a case in which the conditional likelihood can be applied to eliminate nuisance fixed parameters. Note that

$$R(\tau) = f_\tau(\hat{\tau}|\hat{\beta})(1 + O_p(n^{-1})).$$

Thus, we propose to call, in this paper, the integrated likelihood, namely the marginal posterior under $\pi(\beta|\tau) = 1$,

$$R(\tau) = \int L_m(\tau, \beta)d\beta = \int \int H(\tau, \beta, z)dzd\beta$$

the restricted likelihood. With the ELA, $R(\tau)$ can always be computed, as shown below, whereas $f_\tau(\hat{\tau}|\hat{\beta})$ is hardly available. The use of $R(\tau)$ does not require parameter orthogonality of Cox and Reid (1987), which would be hard to verify in general random effects models. From a frequentist perspective, the use of the integrated likelihood to eliminate the nuisance parameters has been examined for predicting unobserved latent variables $z$ by Lee and Kim (2016).

When the marginal likelihood $\ell_m(\theta)$ is not available, Lee and Nelder (2001) proposed the use of the extended restricted likelihood

$$\hat{r}(\tau) = \log \hat{R}(\tau) = h(\tau, \tilde{\beta}, \tilde{z}) - \frac{1}{2}\log \frac{1}{\pi} \tilde{\Omega}_{\psi\psi},$$

where $\psi = (\beta, z)$, $\tilde{\psi} = \arg \max_\psi h(\beta, \tau, z)$ and $\tilde{\Omega}_{\psi\psi} = \left\{-\partial^2 h(\beta, \tau, z)/\partial \psi \partial \psi^T\right\}_{\psi = \tilde{\psi}}$. In this paper, we refer to $\hat{r}(\tau) = \log \hat{R}(\tau)$ as the approximate restricted log-likelihood. Similar
to (3), the restricted likelihood \( R(\tau) \) can be approximated by using the approximate predictive likelihood \( \hat{L}_p(\psi|y; \tau) \) based on a normal distribution

\[
\psi | y \sim N(\tilde{\psi}, \tilde{\Omega}_{\psi\psi}^{-1}).
\]

Thus, Lee and Nelder’s (2001) extended restricted likelihood \( \hat{R}(\tau; \psi) = H(\tau, \psi)/\hat{L}_p(\psi|y; \tau) \) is the LA to \( R(\tau) \). In normal linear mixed models, \( R(\tau) = \hat{R}(\tau) = f_\tau(\hat{\tau}|\beta) \) becomes the restricted (or residual) likelihood of Patterson and Thompson (1971); see Chapter 5 of Lee et al. (2017).

We explore how to use the ELA to obtain the REMLE. Let

\[
\hat{R}_B(\tau) = \frac{1}{B} \sum_{b=1}^B \hat{R}(\tau; \psi_b),
\]

where \( \{\psi_b : b = 1, \ldots, B\} \) are iid samples from \( N(\tilde{\psi}, \tilde{\Omega}_{\psi\psi}^{-1}) \). Then, it is immediate that

\[
\hat{r}_B(\tau) = \log \hat{R}_B(\tau) \xrightarrow{P} r(\tau) = \log R(\tau)
\]

as \( B \to \infty \). Moreover, let \( J(\tau) = -\partial^2 r(\tau)/\partial \tau \partial \tau^T \) and \( \hat{J}_B = J_B(\hat{\tau}^{\text{ELA}}_B) \), where

\[
\hat{\tau}^{\text{ELA}}_B = \arg \max_{\tau} \hat{R}_B(\tau), \quad J_B(\tau) = \left[ \sum_{b=1}^B \left\{ \zeta(\tau, \psi_b) \frac{\partial h(\tau, \psi_b)}{\partial \tau} \right\} \right] \left[ \sum_{b=1}^B \left\{ \zeta(\tau, \psi_b) \left( \frac{\partial h(\tau, \psi_b)}{\partial \tau} \right)^T \right\} \right] - \frac{B}{\sum_{b=1}^B \zeta(\tau, \psi_b)} \left[ \sum_{b=1}^B \left\{ \zeta(\tau, \psi_b) \left( \frac{\partial h(\tau, \psi_b)}{\partial \tau} \right) \left( \frac{\partial h(\tau, \psi_b)}{\partial \tau} \right)^T + \frac{\partial^2 h(\tau, \psi_b)}{\partial \tau \partial \tau^T} \right\} \right],
\]

and \( \zeta(\tau, \psi_b) = \hat{R}_m(\tau, \psi_b)/\sum_{t=1}^B \hat{R}_m(\tau, \psi_t) \). Then, we have the following theorem.

**Theorem 4.1** Let \( \hat{\tau} = \arg \max_\tau r(\tau) \) be the REMLE of \( \tau \). As \( B \to \infty \),

(i) \( \hat{\tau}^{\text{ELA}}_B \xrightarrow{P} \hat{\tau} \),

(ii) \( \hat{J}_B \xrightarrow{P} J(\hat{\tau}) \).

Thus, the variance estimator of the REMLE \( \hat{\tau} \) can be consistently estimated by \( \hat{\text{var}}(\hat{\tau}) = \hat{J}_B^{-1} \). The second-order LA is applicable to only a limited class of models; for example,
it cannot be applied to models with correlated random effects. The current version of
the second-order LA in the dhglm in R (Lee and Noh, 2018) allows only crossed models
with two independent random effects. However, the ELA is applicable to any statistical
models with latent variables, as illustrated below.

5 Salamander Mating Data

In this paper, we investigate how to obtain the frequentist MLE and REMLE, as well
as their variance estimators. From a Bayesian perspective, the MLE and its variance
 estimator for $\theta = (\beta, \tau)$ are the posterior mode and its variance under a flat prior on $\theta$,
whereas the REMLE and its variance estimator for $\tau$ are the marginal posterior mode and
its variance under a flat conditional prior on $\beta|\tau$. Here, we investigate the performance of
the MLE, REMLE, and their variance estimators, based on the ELA, through numerical
studies.

McCullagh and Nelder (1989) presented the salamander mating data. Three experi-
ments were conducted to collect these data: two experiments were performed with the
same salamanders in the summer and fall of 1986, and the third experiment was con-
ducted in the fall of the same year using different salamanders. The salamander data are
difficult to analyse as crossed models are required for binary data with correlated random
effects. The Gauss-Hermite quadrature cannot be used due to the large value of $d$. Here,
we use the ELA for the analysis. We use simulation studies with $T = 200$ replications to
evaluate the performance of various methods based on the following quantities: (i) Est:
$\bar{\theta} = \sum_{t=1}^{T} \hat{\theta}^{(t)} / T$, (ii) SE: $\sum_{t=1}^{T} \text{se}(\hat{\theta}^{(t)}) / T$ and (iii) SD: $\{\sum_{t=1}^{T} (\hat{\theta}^{(t)} - \bar{\theta})^2 / (T - 1)\}^{1/2}$,
where $\hat{\theta}^{(t)}$ is an estimate at the $t$th replication. To evaluate the performance of the point
estimation, we compare the Est and true value of the fixed parameters. The similarity
between the SE and the SD indicates the performance of the variance estimation.

5.1 Summer Data

Shun (1997) and Noh and Lee (2007) investigated the data that were collected during the
summer to show how the second-order LA can be applied. The authors fitted a crossed
model with \( d = O(n^{1/2}) \). For \( i = 1, \ldots, I = 20 \) and \( j = 1, \ldots, J = 20 \), let \( y_{ij} \in \{0,1\} \) be the binary outcome that indicates whether mating was successful for the \( i \)th female and the \( j \)th male. Each female was paired with six males for mating, generating in 120 observations. The authors considered the following random effects model:

\[
\text{logit} \ P \left( y_{ij} = 1 \mid z_i^f, z_j^m \right) = x_{ij}^T \beta + \sigma_f z_i^f + \sigma_m z_j^m,
\]

where \( z_i^f \sim N(0,1) \) and \( z_j^m \sim N(0,1) \) are female random effects and male random effects, respectively, which are assumed to be independent of each other. The covariates \( x_{ij} \) include an intercept, the main effects Trtf and Trtm, and their interaction Trtf·Trtm, where Trtf (Trtm) = 0, 1 for Rough Butt salamanders and Whiteside salamanders, respectively.

Table 1: Simulation results for the summer data.

| Method | Intercept | Trtf | Trtm | Trtf×Trtm | \( \sigma_f \) | \( \sigma_m \) |
|--------|-----------|------|------|-----------|----------------|----------------|
| True value | 1.06 | -3.05 | -0.72 | 3.77 | 1.22 | 1.22 |
| MQL | 0.78 | -2.36 | -0.51 | 2.87 | 0.86 | 0.88 |
| PQL | 0.85 | -2.51 | -0.57 | 3.05 | 0.94 | 0.96 |
| CPQL | 1.25 | -3.48 | -0.90 | 4.33 | 1.09 | 1.04 |
| D&M | 1.09 | -3.15 | -0.83 | 4.04 | 1.29 | 1.32 |
| \( \hat{\ell}_m \) | 0.93 | -2.82 | -0.60 | 3.21 | 1.04 | 1.00 |
| \( \hat{r}_s \) | 0.98 | -2.94 | -0.63 | 3.64 | 1.19 | 1.20 |
| SE (\( \hat{r}_s \)) | 0.83 | 1.08 | 0.96 | 1.12 | 0.34 | 0.35 |
| SD (\( \hat{r}_s \)) | 0.97 | 1.54 | 0.92 | 1.54 | 0.61 | 0.69 |
| \( \hat{r}_s \) | 1.05 | -3.02 | -0.69 | 3.72 | 1.23 | 1.24 |
| SE (\( \hat{r}_s \)) | 0.70 | 0.90 | 0.83 | 0.97 | 0.30 | 0.29 |
| SD (\( \hat{r}_s \)) | 0.62 | 0.87 | 0.66 | 0.92 | 0.48 | 0.49 |
| \( \hat{r}_2 \) | 1.11 | -3.11 | -0.84 | 3.85 | 1.11 | 1.18 |
| \( \hat{r}_{10} \) | 0.99 | -3.09 | -0.73 | 3.78 | 1.25 | 1.25 |
| \( \hat{r}_{50} \) | 1.07 | -3.02 | -0.72 | 3.77 | 1.21 | 1.23 |
| SE (\( \hat{r}_{50} \)) | 0.48 | 0.75 | 0.65 | 0.96 | 0.27 | 0.28 |
| SD (\( \hat{r}_{50} \)) | 0.51 | 0.80 | 0.57 | 0.89 | 0.38 | 0.42 |

The simulation results are presented in Table 1. Here \( \hat{\ell}_m \) (\( \hat{r}_s \)) represents the approximate MLE and \( \hat{r} \) (\( \hat{r}_s \)) represents the approximate REMLE calculated using the first-order (second-order) LA. \( \hat{r} \) and \( \hat{r}_s \) are the HL(1,1) and HL(2,2), respectively, of Noh and Lee (2007) with the approximate MLE of \( \beta \) and the approximate REMLE of \( \tau \).
maximizing $\hat{\ell}_m (\hat{\ell}_m^*)$ and $\hat{r} (\hat{r}^*)$, respectively. The authors also examined the performance of the penalized quasi-likelihood (PQL) and marginal quasi-likelihood (MQL) methods of Breslow and Clayton (1993) and Drum and McCullagh’s (1993) method (D&M). Note that the PQL method has large biases in estimating the dispersion parameters (Lee and Nelder, 1996; Noh and Lee, 2007). Breslow and Lin (1995) derived a correction factor for the PQL (CPQL) to remove the asymptotic bias. Noh and Lee (2007) noted that the approximate REMLE $\hat{r}^*$, based on the second-order LA, produced the least bias in estimating $\theta$ among the existing methods at the time. Table 1 shows that the REML Es $\hat{r}$ and $\hat{r}^*$ perform better than the MLEs $\hat{\ell}_m$ and $\hat{\ell}_m^*$. $\hat{r}^B$ is the ELA estimation based on $B$ random samples, where the MLE of $\beta$ and the REMLE of $\tau$ maximize $\hat{\ell}_B$ and $\hat{r}_B$, respectively. $\hat{r}^s$ with $B \geq 10$ improves the approximate REMLE $\hat{r}$ based on the first-order LA and $\hat{r}^{s}_{50}$ improves the approximate REMLE $\hat{r}^*$ based on the second-order LA. The ELA is considerably easier to implement than $\hat{r}^s$. To evaluate the performance of variance estimators, we compare $\hat{r}$, $\hat{r}^s$, and $\hat{r}^B$. We observe that $\hat{r}$ underestimates the SD. The SE of $\hat{r}^s$ and $\hat{r}^{s}_{50}$ well estimate the SDs of the mean parameters; however, for $\sigma_f$ and $\sigma_m$, both $\hat{r}^s$ and $\hat{r}^{s}_{50}$ underestimate the SD. This underestimation of the ELA vanishes as $n$ increases, as discussed below.

5.2 Pooled Data

For the pooled data from the three experiments, for which $k = 1, 2, 3$, Karim and Zeger (1992) considered the following model:

$$\logit \left\{ P \left( y_{ijk} = 1 \mid z^f_i, z^m_j \right) \right\} = z^T_{ijk} \beta + \Sigma^f_{1/2} \Sigma^f_{1/2} z^f_i + \Sigma^m_{1/2} z^m_j,$$

where $z^f_i = (z^f_{i1}, z^f_{i2}, z^f_{i3})^T \sim N(0, I)$ and $z^m_j = (z^m_{j1}, z^m_{j2}, z^m_{j3})^T \sim N(0, I)$ are independent,

$$\Sigma_f = \begin{pmatrix} \rho_f \sigma_f^2 & \rho_f \sigma_f^2 & 0 \\ \rho_f \sigma_f^2 & \sigma_f^2 & 0 \\ 0 & 0 & \sigma_f^2 \end{pmatrix}, \quad \Sigma_m = \begin{pmatrix} \sigma_m^2 & \rho_m \sigma_m^2 & 0 \\ \rho_m \sigma_m^2 & \sigma_m^2 & 0 \\ 0 & 0 & \sigma_m^2 \end{pmatrix},$$

and $\Sigma^f_{1/2}$ and $\Sigma^m_{1/2}$ are the $k$th rows of $\Sigma^f_{1/2}$ and $\Sigma^m_{1/2}$, respectively. Here, $\Sigma^f_{1/2} z^f_i$ and $\Sigma^m_{1/2} z^m_j$ with $k = 1, 2$ represent correlated random effects. For the pooled data, an additional covariate indicating the season (0=summer and 1=fall) is included. In terms of
the dispersion parameters, \( \sigma^2_{f_1} (\sigma^2_{m_1}) \) is the variance in the summer and \( \sigma^2_{f_2} (\sigma^2_{m_2}) \) is the variance in the fall for female (male) salamanders. Moreover, \( \rho_f (\rho_m) \) describes the correlation resulting from the same salamander being selected in the first two experiments. The second-order LA cannot be applied since the random effects are correlated. Among frequentist methods, for correlated random effects models, the PQL of Breslow and Clayton (1993) and \( \hat{\rho} \) of Lee and Nelder (2001) can be applied. Breslow and Clayton (1993) applied the PQL method under the constraints \( \sigma_{m_1} = \sigma_{m_2} \) and \( \rho_m = 1 \). Karim and Zeger (1992) used the Gibbs sampler to analyse the results from a Bayesian perspective.

Table 2: Estimates of \( \theta \) for the pooled data. The values in the parentheses are the estimated standard errors.

| Method | \( \beta_0 \) | \( \beta_1 \) | \( \beta_2 \) | \( \beta_3 \) | \( \beta_4 \) | \( \sigma_{f_1} \) | \( \sigma_{f_2} \) | \( \rho_f \) | \( \sigma_{m_1} \) | \( \sigma_{m_2} \) | \( \rho_m \) |
|--------|---------------|---------------|---------------|---------------|---------------|----------------|----------------|---------------|----------------|----------------|---------------|
| Gibbs  | 1.48          | -0.62         | -3.13         | -0.76         | 3.90          | 1.39           | 1.17           | -0.15         | 1.12           | 1.42           | 0.96          |
|        | (0.64)        | (0.54)        | (0.62)        | (0.62)        | (0.72)        |                |                |               |                |                |               |
| PQL    | 1.18          | -0.50         | -2.43         | -0.62         | 3.01          | 1.04           | 0.79           | -0.15         | 0.95           | 0.95           | 1             |
|        | (0.49)        | (0.41)        | (0.44)        | (0.46)        | (0.52)        |                |                |               |                |                |               |
| \( \hat{\rho} \) | 1.53          | -0.63         | -3.23         | -0.79         | 4.02          | 1.49           | 1.12           | -0.05         | 0.90           | 1.44           | 0.72          |
|        | (0.58)        | (0.53)        | (0.56)        | (0.53)        | (0.59)        | (0.38)         | (0.37)         | (0.24)        | (0.43)         | (0.33)         | (0.16)        |
| \( \hat{\rho}_{50} \) | 1.50          | -0.63         | -3.16         | -0.76         | 3.90          | 1.46           | 1.12           | -0.13         | 0.95           | 1.40           | 1.00          |
|        | (0.60)        | (0.51)        | (0.56)        | (0.57)        | (0.61)        | (0.46)         | (0.31)         | (0.38)        | (0.37)         | (0.34)         | (0.02)        |

Table 2 shows the estimation results for the pooled data obtained by various methods. It is well known that the PQL has large bias in binary data. For the ELA, we set \( B = 50 \) for the point estimation and \( B = 1000 \) for the standard error estimation. The approximate REMLE calculated using \( \hat{\rho} \) differs from the true REMLE calculated using the ELA \( \hat{\rho}_{50} \) when estimating \( \rho_m \). The Gibbs sampler uses a flat prior for the mean parameters \( \beta \) and noninformative priors \( \pi(\Sigma_f) \propto |\Sigma_f|^{-2} \) and \( \pi(\Sigma_m) \propto |\Sigma_m|^{-2} \) for the dispersion parameters. This approach gives results similar to \( \hat{\rho}_{50} \), which are marginal posterior modes under flat priors. For the hypotheses

\[ H_0 : \rho_m = 1, \quad H_1 : \rho_m \neq 1, \]

the ELA gives the likelihood ratio test \( 2\{\hat{\ell}_{50}(\hat{\theta}) - \hat{\ell}_{50}(\hat{\theta}^0)\} = 0.1022 \), where \( \hat{\theta}^0 \) is the REMLE under the null hypothesis. Thus, we cannot reject \( H_0 \). This result indicates why
the estimates of $\rho_m$ are often close to 1 in Table 2. Thus, we consider a submodel with a shared random effects model in which $z_{j2}^m = \gamma_m z_{j1}^m$ for some $\gamma_m$.

| Table 3: Simulation results for the pooled data. |
|-------------|-------------|-------------|-------------|-------------|-------------|-------------|-------------|
| $\beta_0$   | $\beta_1$   | $\beta_2$   | $\beta_3$   | $\beta_4$   | $\sigma_{f_1}$ | $\sigma_{f_2}$ | $\rho_f$   | $\sigma_m$ | $\gamma_m$ |
| True value  | 1.50        | -0.65       | -3.20       | -0.75       | 3.90          | 1.10         | -0.15       | 1.00       | 1.50       |
| Est         | 1.69        | -0.73       | -3.48       | -0.92       | 4.28          | 1.68         | 1.31        | -0.12      | 1.24       | 1.58       |
| SE          | 0.65        | 0.58        | 0.59        | 0.58        | 0.63          | 0.37         | 0.35        | 0.23       | 0.37       | 0.59       |
| SD          | 0.75        | 0.67        | 0.72        | 0.67        | 0.84          | 0.61         | 0.39        | 0.18       | 0.49       | 0.73       |
| $\hat{r}_{50}$ Est | 1.53 | -0.75 | -3.10 | -0.72 | 3.80 | 1.50 | 1.26 | -0.14 | 1.06 | 1.55 |
| SE          | 0.61        | 0.55        | 0.56        | 0.58        | 0.62          | 0.52         | 0.37        | 0.44       | 0.45       | 0.80       |
| SD          | 0.64        | 0.52        | 0.52        | 0.60        | 0.60          | 0.43         | 0.30        | 0.41       | 0.40       | 0.75       |

Table 3 shows that the estimation performance of the ELA is better than that of $\hat{r}$ for all $\theta$. In particular, $\hat{r}$ severely underestimates the standard errors. The ELA improves the point estimation and the standard error estimation. As shown in Tables 1 and 3, the SE obtains better estimates of the SD for the pooled data with $n = 360$ than for the summer data with $n = 120$. This result implies that the ELA provides consistent standard error estimators for the REMLEs.

6 Rongelap Spatial Data

Diggle et al. (1998) presented the Rongelap data, available at the geoRglm in R (Christensen and Ribeiro Jr, 2017), which were obtained by the Marshall Islands National Radiological Survey, to determine whether Rongelap Island is safe with respect to radionuclide contamination. The data include gamma-ray counts $y_i$ of radionuclide concentrations over time $t_i$ at the spatial location $s_i$ for $i = 1, \ldots, n = 157$ different locations on Rongelap Island. Diggle et al. (1998) considered the following Poisson random effects model:

$$y_i \mid z \sim \text{Poi} (t_i \lambda_i), \quad \log \lambda_i = \beta_0 + \Sigma_i^{1/2} z,$$

where $z = (z_1, \ldots, z_n)^T \sim \text{N}(0, I)$, $\Sigma_i^{1/2}$ is the $i$th row of $\Sigma^{1/2}$ and the $(i, j)$th element of $\Sigma$ is

$$\Sigma_{ij} = \exp \{ \phi - \exp(\alpha) \| s_i - s_j \|_2 \},$$
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where $\|s_i - s_j\|_2$ is the distance between the $i$th location and the $j$th location.

The integrated nested Laplace approximation (INLA) in R [Rue et al., 2009] is a widely used Bayesian procedure for fitting spatial data. Given the prior $\pi(\theta)$, the INLA approximates the posterior $\pi(\theta|y) \propto L_m(\theta)\pi(\theta)$ as $\hat{\pi}(\theta|y) \propto \hat{L}_m(\theta)\pi(\theta)$ based on the LA. Then, the INLA uses the approximate elementwise marginal posteriors

$$\hat{\pi}(\theta_k | y) = \int \hat{\pi}(\theta | y) d\theta_{-k},$$

(9)

where $\theta_{-k} = (\theta_1, \ldots, \theta_{k-1}, \theta_{k+1}, \ldots)$. Instead of (8), the INLA uses the following parametrization:

$$\Sigma_{ij} = \exp \{-\log 2\pi - \alpha - 2\xi - \exp(\alpha)\|s_i - s_j\|_2\},$$

(10)

where $\phi = -\log 2\pi - \alpha - 2\xi$. The covariance model (8) is referred to as an exponential covariance function, whereas model (10) is the Matérn covariance function, which is adopted by the INLA [Moraga, 2019]. Under Gaussian priors for $\beta_0$, $\xi$, and $\alpha$, the INLA provides the mean, mode, and standard deviations using random samples from the marginal posterior (9).

Although the responses are counts and thus not binary, since $d = n$, the LA may not be suitable. In addition, the second-order LA cannot be used due to the correlated random effects. We fitted the original Poisson random effects model (7), but it showed a severe lack-of-fit, with a scaled deviance of 6.466 for 0.717 degrees of freedom. If there is no lack-of-fit, the scaled deviance follows the chi-squared distribution with computed degrees of freedom. Bivand et al. [2015] proposed the overdispersed Poisson model for $y_i | z$:

$$c_i | z \sim \text{Poi}(\lambda_i), \quad \log \lambda_i = \beta_0 + \Sigma_i^{1/2}z,$$

(11)

where $c_i = y_i/t_i$. The authors fitted the model (11) by using the INLA. Note that under the model (11), we have an overdispersed Poisson random effects model with $\text{E}(y_i | z) = t_i \lambda_i = \mu_i$, $\text{var}(y_i | z) = t_i^2 \lambda_i = t_i \mu_i > \mu_i$ and overdispersion parameters $t_i > 1$. Lee et al. [2017] showed that the use of the model (11) is equivalent to the use of the extended quasi-likelihood [Lee and Nelder, 2000] for fitting an overdispersed Poisson model with $y_i | z$. The overdispersed Poisson model (11) has a scaled deviance of 120.1 with 146.9
degrees of freedom, confirming no lack-of-fit. Thus, the overdispersed Poisson model (11) achieves a better fit than the original Poisson model (7).

Table 4: Estimates of the parameters according to the Rongelap data under the model (11). The values in parentheses are the estimated standard errors.

| Method | $\beta_0$       | $\phi$       | $\alpha$       | $\xi$       |
|--------|-----------------|--------------|----------------|------------|
| $\hat{\beta}$ | 1.966 (0.129)  | -3.051 (0.355) | -2.708 (0.827) | 1.961 (0.203) |
| $\hat{\beta}_B$ | 1.983 (0.102)  | -3.325 (0.932) | -2.489 (1.424) | 1.988 (0.724) |
| INLA   | 2.005 (0.116)   | -1.822 (0.722) | 1.886 (0.524)   |
| INLA*  | 1.990 (0.436)   | -1.674 (0.722) | 1.770 (0.524)   |

For the ELA, $B = 200$ is selected to fit $\beta_0$, $B = 1000$ is selected to fit $\tau$ and $B = 2000$ is selected to estimate the standard error. The estimation results of the Rongelap data with model (11) are presented in Table 4. For the point estimates, we consider both the posterior mean (INLA) and posterior mode (INLA*) of the INLA output. The INLA provides a posterior standard deviation (PSD) for samples from the marginal posterior distribution as a standard error estimation. Since the Bayesian approach is not invariant with respect to the transformation of parameters, we do not report on $\phi$ for the INLA. However, ML estimation is invariant with respect to transformation; thus, we present the ELA result of $\xi$ obtained by using the delta method. The REMLEs calculated by the ELA are marginal posterior modes under flat priors; thus, the difference between the ELA and the INLA would be caused by the use of different priors, although these differences are not significant.

We perform a simulation study with model (11). To reduce the complexity of using the extended quasi-likelihood method, we use a Poisson random effects model by setting $t_i = 1$. According to Table 5, the point estimates of $\beta_0$ are similar for all the evaluated methods. In terms of the standard error estimates, the LA $\hat{\beta}$ underestimates the SD of the estimators. The ELA provides accurate REMLEs. We report the INLA results to highlight the differences caused by the use of different priors. The INLA computes the PSDs using samples from the marginal posteriors, whereas the standard error estimates of the REMLEs are computed using the Hessian matrix without resampling. In summary, different priors could yield different dispersion parameter estimates.
Table 5: Simulation results for the Rongelap data.

|        | $\beta_0$ | $\phi$ | $\alpha$ | $\xi$ |
|--------|-----------|--------|----------|-------|
| True value | 1.980 | -3.000 | 0.100 | 0.531 |
| $\hat{r}$ | 1.976 | -3.023 | 0.178 | 0.504 |
| SE     | 0.050 | 0.341 | 0.534 | 0.318 |
| SD     | 0.048 | 0.416 | 0.688 | 0.430 |
| $\hat{r}_B$ | 1.977 | -3.014 | 0.119 | 0.528 |
| SE     | 0.051 | 0.476 | 0.740 | 0.442 |
| SD     | 0.049 | 0.437 | 0.728 | 0.444 |
| INLA   | 1.986 | ·      | 0.051 | 0.673 |
| PSD    | 0.087 | ·      | 0.681 | 0.602 |
| SD     | 0.051 | ·      | 0.675 | 0.598 |
| INLA*  | 1.988 | ·      | 0.037 | 0.632 |
| PSD    | 0.087 | ·      | 0.681 | 0.602 |
| SD     | 0.051 | ·      | 0.627 | 0.595 |

7 Concluding Remarks

The LA and the variational Bayes method have been proposed as methods for approximating the marginal likelihood. However, resulting approximate MLEs and REMLEs could be often biased for binary or spatial data. Furthermore, a consistent variance estimation method is not available. With the ELA, the MLE, REMLE, and their consistent variance estimators can be obtained in general for statistical models with unobserved latent variables. The results of numerical studies confirm that the ELA provides satisfactory MLE and REMLE for a wide variety of models. Furthermore, the MLE and REMLE are Bayesian posterior modes and marginal posterior modes, respectively, under flat priors. Thus, we can have both frequentist and Bayesian interpretations from ML and REML analyses.

References

Barndorff-Nielsen, O. E. (1983). On a formula for the distribution of the maximum likelihood estimator. Biometrika, 70:343–365.

Barndorff-Nielsen, O. E. (1987). Discussion on parameter orthogonality and approxi-
mate conditional inference (by D. R. Cox and N. Reid). *Journal of the Royal Statistical Society: Series B*, 49:18–20.

Bivand, R. S., Gomez-Rubio, V., and Rue, H. (2015). Spatial data analysis with r-inla with some extensions. *Journal of Statistical Software*, 63:1–31.

Bologa, C. G., Pankratz, V. S., Unruh, M. L., Roumelioti, M. E., Shah, V., Shaffi, S. K., Arzhan, S., Cook, J., and Argyropoulos, C. (2021). High performance implementation of the hierarchical likelihood for generalized linear mixed models: an application to estimate the potassium reference range in massive electronic health records datasets. *BMC Medical Research Methodology*, 21:151.

Breslow, N. E. and Clayton, D. G. (1993). Approximate inference in generalized linear mixed models. *Journal of the American Statistical Association*, 88:9–25.

Breslow, N. E. and Lin, X. (1995). Bias correction in generalized linear mixed models with a single component of dispersion. *Biometrika*, 82:81–91.

Burda, Y., Grosse, R., and Salakhutdinov, R. (2016). Importance weighted autoencoders. *arXiv preprint arXiv:1509.00519*.

Christensen, O. F. and Ribeiro Jr, P. J. (2017). georglm: A package for generalised linear spatial models. *R* package version 0.9-11.

Cox, D. R. and Reid, N. (1987). Parameter orthogonality and approximate conditional inference. *Journal of the Royal Statistical Society: Series B*, 49:1–39.

Diggle, P. J., Tawn, J. A., and Moyeed, R. A. (1998). Model-based geostatistics. *Journal of the Royal Statistical Society: Series C*, 47:299–350.

Drum, M. L. and McCullagh, P. (1993). Reml estimation with exact covariance in the logistic mixed model. *Biometrika*, 49:677–689.

Hedeker, D. and Gibbons, R. D. (2006). *Longitudinal Data Analysis*. Wiley-Interscience.
Jin, S. and Lee, Y. (2022). Standard error estimates in hierarchical generalized linear models. Manuscript prepared.

Karim, M. R. and Zeger, S. L. (1992). Generalized linear models with random effects; salamander mating revisited. Biometrics, 48:681–694.

Kingma, D. P. and Welling, M. (2013). Auto-encoding variational bayes. arXiv preprint arXiv:1312.6114.

Kristensen, K., Nielsen, A., Berg, C. W., Skaug, H., and Bell, B. M. (2016). Tmb: Automatic differentiation and laplace approximation. Journal of Statistical Software, 70:1–21.

Lee, Y. and Kim, G. (2016). H-likelihood predictive intervals for unobservables. International Statistical Review, 84:487–505.

Lee, Y. and Nelder, J. A. (1996). Hierarchical generalised linear models (with discussion). Journal of the Royal Statistical Society: Series B, 58:619–678.

Lee, Y. and Nelder, J. A. (2000). The relationship between double exponential families and extended quasi-likelihood families, with application to modelling geissler’s human sex ratio data. Journal of the Royal Statistical Society: Series C, 49:413–419.

Lee, Y. and Nelder, J. A. (2001). Hierarchical generalised linear models: A synthesis of generalised linear models, random-effect models and structured dispersions. Biometrika, 88:987–1006.

Lee, Y., Nelder, J. A., and Pawitan, Y. (2017). Generalized Linear Models with Random Effects: Unified Analysis via H-likelihood. Chapman & Hall/CRC, 2nd edition.

Lee, Y. and Noh, M. (2018). dhglm: Double hierarchical generalized linear models. R package version 2.0.

McCullagh, P. and Nelder, J. A. (1989). Generalized Linear Models. Chapman & Hall, London., 2nd edition.
Moraga, P. (2019). Geospatial Health Data: Modeling and Visualization with R-INLA and Shiny. Chapman & Hall/CRC.

Newey, W. K. and McFadden, D. (1994). Large sample estimation and hypothesis testing. Handbook of Econometrics, 4:2111–2245.

Noh, M. and Lee, Y. (2007). Reml estimation for binary data in glmm's. Journal of Multivariate Analysis, 57(98):896–915.

Ogden, H. E. (2017). On asymptotic validity of naive inference with an approximate likelihood. Biometrika, 104:153–164.

Ogden, H. E. (2021). On the error in laplace approximations of high-dimensional integrals. Stat, 10:e380.

Patterson, H. D. and Thompson, R. (1971). Recovery of inter-block information when block sizes are unequal. Biometrika, 58:545–554.

Pauli, F., Racugno, W., and Ventura, L. (2011). Bayesian composite marginal likelihoods. Statistica Sinica, 21:149–164.

Perry, P. O. (2017). Fast moment-based estimation for hierarchical models. Journal of the Royal Statistical Society: Series B, 79:267–291.

Rue, H., Martino, S., and Chopin, N. (2009). Approximate bayesian inference for latent gaussian models by using integrated nested laplace approximations. Journal of the Royal Statistical Society: Series B, 71:319–392.

Shun, Z. (1997). Another look at the salamander mating data: A modified laplace approximation approach. Journal of the American Statistical Association, 92(4):341–349.

Shun, Z. and McCullagh, P. (1995). Laplace approximation of high dimensional integrals. Journal of the Royal Statistical Society: Series B, 57(4):749–760.
Appendix: Proofs

Proof of (6)

Suppose that the true predictive likelihood \( L_p(z|y;\theta) \) is from a normal distribution. Let \( m \) and \( S \) be mean and covariance matrix of normal distribution of which predictive log-likelihood is
\[
\ell_p(z | y; \theta) = -\frac{1}{2} \log |2\pi S| - \frac{1}{2} (z - m)^T S^{-1} (z - m).
\]
Then, \( \tilde{z} = m \) and \( \tilde{\Omega}_{zz} = S^{-1} \) since
\[
\frac{\partial}{\partial z} \ell_p(z | y; \theta) = -S^{-1}(z - m),
\]
\[
\frac{\partial}{\partial z \partial z^T} \ell_p(z | y; \theta) = -S^{-1}.
\]
Thus, we have \( \hat{L}_p(z|y;\theta) = L_p(z|y;\theta) \) for all \( z \) which gives \( \hat{L}_m(\theta) = L_m(\theta) \). Moreover,
\[
\hat{L}_B(\theta) = \frac{1}{B} \sum_{b=1}^{B} \frac{H(\theta, Z_b)}{L_p(Z_b | y; \theta)} = \frac{1}{B} \sum_{b=1}^{B} \frac{H(\theta, Z_b)}{L_p(Z_b | y; \theta)} = L_m(\theta),
\]
for all \( B \geq 1 \).

Proof of Theorem 3.1

Note that there exists a constant \( M > 0 \) such that
\[
\hat{L}_m(\theta; Z) = \frac{H(\theta, Z)}{L_p(Z | y; \theta)} \leq \frac{H(\theta, \tilde{z})}{L_p(Z | y; \theta)} \leq M \leq \frac{H(\theta, \tilde{z})}{L_p(Z | y; \theta)} \leq M
\]
(12)
with probability one, i.e., \( \hat{L}_m(\theta; Z) \) is bounded with probability one. By the law of large numbers, we have
\[
\hat{L}_B(\theta) = \frac{1}{B} \sum_{b=1}^{B} H(\theta, Z_b) \overset{P}{\to} \int \frac{H(\theta, z)}{\hat{L}_p(z | y; \theta)} \hat{L}_p(z | y; \theta) dz = L_m(\theta)
\]
as \( B \to \infty \) for all \( \theta \). Then, from the Theorem 2.7 of Newey and McFadden (1994), we can conclude that \( \hat{\theta}_B^{\text{ELA}} \overset{P}{\to} \theta \).

**Proof of Theorem 3.2**

Note that the Hessian matrix of the marginal log-likelihood can be expressed as
\[
\frac{\partial^2 \ell_m(\theta)}{\partial \theta \partial \theta^T} = - \left\{ \frac{1}{L_m(\theta)} \frac{\partial L_m(\theta)}{\partial \theta} \right\} \left\{ \frac{1}{L_m(\theta)} \left( \frac{\partial L_m(\theta)}{\partial \theta} \right)^T \right\} + \frac{1}{L_m(\theta)} \frac{\partial^2 L_m(\theta)}{\partial \theta \partial \theta^T}.
\]
By introducing an arbitrary density function \( q(z) \), we have
\[
\frac{\partial L_m(\theta)}{\partial \theta} = \int \frac{\partial h(\theta, z)}{\partial \theta} H(\theta, z) q(z) dz,
\]
\[
\frac{\partial^2 L_m(\theta)}{\partial \theta \partial \theta^T} = \int \left\{ \frac{\partial h(\theta, z)}{\partial \theta} \left( \frac{\partial h(\theta, z)}{\partial \theta} \right)^T + \frac{\partial^2 h(\theta, z)}{\partial \theta \partial \theta^T} \right\} \frac{H(\theta, z)}{q(z)} q(z) dz.
\]
Recall that
\[
\frac{\partial \ell_m(\theta)}{\partial \theta} = \frac{1}{L_m(\theta)} \frac{\partial L_m(\theta)}{\partial \theta} = \frac{1}{L_m(\theta)} \int \frac{\partial h(\theta, z)}{\partial \theta} \hat{L}_m(\theta, z) \hat{L}_p(z | y; \theta) dz
\]
and \( \hat{L}_B(\theta) \overset{P}{\to} L_m(\theta) \) as \( B \to \infty \). By assumption of unimodality, there exists \( \{ \hat{\theta}_B^{\text{ELA}}, \hat{\theta} \} \in \Theta_1 \subset \Theta \) such that
\[
\sup_{\theta \in \Theta_1} \left| \frac{\partial h(\theta, z)}{\partial \theta} \right| \leq M_1, \quad \sup_{\theta \in \Theta_1} \left| \frac{\partial^2 h(\theta, z)}{\partial \theta \partial \theta^T} \right| \leq M_2
\]
given \( M_1, M_2 > 0 \) for all \( z \). Moreover, \( w(\theta, Z) \) is bounded provided by (12). Then,
\[
\frac{1}{B} \sum_{b=1}^{B} \frac{\partial h(\theta, Z_b)}{\partial \theta} \hat{L}_m(\theta, Z_b) \overset{P}{\to} \frac{\partial \ell_m(\theta)}{\partial \theta}.
\]
By using the Slutsky’s theorem, we have
\[
\frac{1}{B} \sum_{b=1}^{B} \frac{\partial h(\theta, Z_b)}{\partial \theta} \hat{L}_m(\theta, Z_b) = \frac{1}{B} \sum_{t=1}^{B} \frac{\partial h(\theta, Z_t)}{\partial \theta} \hat{L}_m(\theta, Z_t) \overset{P}{\to} \frac{\partial \ell_m(\theta)}{\partial \theta}.
\]
as $B \to \infty$. Similar to (15), we also have

$$
\frac{1}{B} \sum_{b=1}^{B} \left\{ \frac{\partial h(\theta, Z_b)}{\partial \theta} \left( \frac{\partial h(\theta, Z_b)}{\partial \theta} \right)^T + \frac{\partial^2 h(\theta, Z_b)}{\partial \theta \partial \theta^T} \right\} \hat{L}_m(\theta, Z_b) \xrightarrow{P} \frac{\partial^2 L_m(\theta)}{\partial \theta \partial \theta^T}
$$

which implies

$$
\sum_{b=1}^{B} \left\{ \frac{\partial h(\theta, Z_b)}{\partial \theta} \left( \frac{\partial h(\theta, Z_b)}{\partial \theta} \right)^T + \frac{\partial^2 h(\theta, Z_b)}{\partial \theta \partial \theta^T} \right\} w(\theta, Z_b) \xrightarrow{P} \frac{1}{L_m(\theta)} \frac{\partial^2 L_m(\theta)}{\partial \theta \partial \theta^T}. \quad (16)
$$

By combining (15) and (16), we have

$$
I_B(\theta) \xrightarrow{P} I(\theta) = -\frac{\partial^2 \ell_m(\theta)}{\partial \theta \partial \theta^T}
$$

as $B \to \infty$ for $\theta \in \Theta_1$. By definition, $\Theta_1$ contains $\hat{\theta}_B^{\text{ELA}}$ and $\hat{\theta}$. Also, $\hat{\theta}_B^{\text{ELA}}$ converges to $\hat{\theta}$ as shown in Theorem 3.1. In conclusion, $\hat{I}_B$ converges to $\hat{I}$ as $B \to \infty$ which proves the Theorem 3.2.