CONTROL OF COMPUTER POINTER USING HAND GESTURE RECOGNITION IN MOTION PICTURES
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ABSTRACT

This paper presents a user interface designed to enable computer cursor control through hand detection and gesture classification. A comprehensive hand dataset comprising 6720 image samples was collected, encompassing four distinct classes: fist, palm, pointing to the left, and pointing to the right. The images were captured from 15 individuals in various settings, including simple backgrounds with different perspectives and lighting conditions. A convolutional neural network (CNN) was trained on this dataset to accurately predict labels for each captured image and measure their similarity. The system incorporates defined commands for cursor movement, left-click, and right-click actions. Experimental results indicate that the proposed algorithm achieves a remarkable accuracy of 91.88% and demonstrates its potential applicability across diverse backgrounds.
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1 Introduction

In today’s world, computers play an indispensable role in various aspects of human life, permeating both personal and social spheres. The widespread availability and mass production of personal computers have had a profound impact on our daily lives. Human-Computer Interaction (HCI) aims to enhance and facilitate communication between humans and computers by creating interfaces that can interpret hand gestures as meaningful commands. Despite the advancements in HCI, traditional input devices such as computer mice are still widely used. However, the mouse, which was introduced over 50 years ago, has undergone significant improvements over time. Despite these improvements, the mouse relies on direct physical contact and restricts the user to controlling the computer from a close proximity.

Moreover, with the advent of the COVID-19 pandemic, there has been a growing need for alternative input methods that do not rely on physical contact with devices. This situation has accelerated the exploration and development of contactless interfaces for controlling machines and computers. By leveraging hand gestures, a user can interact with a computer from a distance, reducing the risk of transmission and ensuring a safer computing experience.

This paper proposes a novel approach to human-computer interaction through hand gesture recognition. The objective is to design a user interface that enables users to control the computer cursor using hand gestures, eliminating the need for physical contact or reliance on traditional input devices. The system employs a dataset of hand images captured
from a diverse group of individuals, encompassing different hand gestures such as fist, palm, pointing to the left, and pointing to the right.

The remainder of this paper is organized as follows: Section 2 provides an overview of related work in hand gesture recognition. Section 3 describes the dataset collection process and its composition. Section 4 presents the methodology employed, including the architecture and training of the CNN model. Section 5 discusses the experimental results and evaluates the performance of the proposed system. Finally, Section 6 concludes the paper, highlighting its contributions and discussing potential avenues for future research and development.

2 Literature review

In recent years, there has been growing interest among machine learning enthusiasts in studying human activities as a means to explore alternative methods for computer control [1]. Several studies have focused on using different approaches to control computers, such as utilizing Kinect sensors [2], EEG mice [3], or EMG signals [4] to classify human actions and assign corresponding mouse commands, thereby controlling the computer pointer. However, these methods often rely on additional hardware that is more expensive and bulkier than traditional computer mice. To overcome these limitations, software-based solutions for controlling the computer pointer offer a more promising approach.

Given that hands are the most commonly used body part for manipulating objects, leveraging hand gestures to control computer systems presents an effective way to replace traditional mouse hardware. Previous works on hand gesture recognition have employed both contact-based and contactless approaches. Older contact-based methods involved using data gloves [5] to detect hand gestures and track their movements. However, these gloves were often cumbersome, hindering natural hand movements due to their weight, wiring, and sensor placements. With the advancements in computer vision, newer iterations of data gloves have become simpler, eliminating wiring and relying on camera-based hand tracking techniques [6]. In some cases, data gloves have been replaced by colored fingertips [7]. Eventually, hand gesture applications have evolved into touchless systems, utilizing machine learning techniques and captured frames from cameras.

Machine learning techniques that utilize image processing systems, such as cameras, offer an alternative to contact-based approaches. These techniques provide greater freedom of movement for hands, a crucial aspect for effective Human-Computer Interaction (HCI) systems. Image processing methods are used to convert camera-captured images into digital forms, enabling scaling, filtering, and noise removal. Computer vision algorithms then enable computers to discern between different gestures, mimicking human visual perception. For example, in [8], skin color detection is employed by setting a color threshold to detect human skin and remove the background from images. Another approach in [9] involves analyzing video sequences instead of individual frames, utilizing methods such as skin detection and approximate median models. [10] detects both hands and heads based on skin color, creating binary masks for each and training a VGGNet model to distinguish between them. In [11], hand gestures are discriminated based on the angle between the thumb and index finger. Other papers, such as [12], convert images to the HSV color space to access color information efficiently. In [13], hands are captured against a blue background to take advantage of the distinct variations between human skin and the background in the HSV space.

Hand gesture recognition typically involves two stages: hand localization and gesture classification. In the past, before the emergence of neural networks, SIFT algorithm was widely used for feature extraction due to its computational efficiency. For instance, Golash and Kulkarni [14] utilized SIFT to distinguish between eight gestures for controlling machines like fans and washing machines. However, color-based methods, although simple and easy to implement, often suffer from limited generalization across different individuals or challenging conditions. These methods often exhibit dependencies on skin color, as users are required to manually input their specific skin color, as demonstrated in [15]. Furthermore, pixel-wise differentiation between human skin and backgrounds is more complex and sensitive than it may initially appear.

The availability of large datasets has paved the way for the use of neural networks as a substitute for traditional machine learning approaches, offering greater robustness to light conditions, perspective variations, and diverse backgrounds. Neural network-based object detection algorithms can be employed for hand localization. Algorithms such as You Only Look Once (YOLO) and Single Shot Multi-Box Detector (SSD) are particularly suitable for real-time tasks and provide higher accuracy compared to R-CNN or Faster R-CNN. [16] utilizes two SSD detectors: the first detects the head and shoulder area, while the second recognizes hand gestures within the detected region. The SSD algorithm can be fine-tuned with new images [17], and selective dropout techniques can reduce computational load [18] to minimize performance lag. By merging hand detection and gesture recognition during the detection phase, a valid predicted label can be obtained [19]. Deep learning-based hand gesture recognition algorithms have demonstrated superior accuracy compared to traditional methods. While deep learning approaches eliminate the need for manual feature extraction and
reduce reliance on handcrafted designs, they can be computationally intensive. For instance, \cite{20} combines a data glove with hand gesture recognition using an SSD-based hand detector and an SVM for gesture classification, enabling the recognition of gestures from both hands.

3 Dataset

A hand dataset consisting of 6720 image samples (300 x 300 pixels) was collected for this study. The dataset includes images of 15 subjects against 18 different simple backgrounds. The dataset encompasses four distinct gesture classes: fist, palm, pointing to the right, and pointing to the left. Participants were instructed to capture images of both hands, showcasing both the palmar and dorsal sides. Four samples from the dataset, representing each gesture class, are illustrated in Figure 1.

For the dataset split, 5120 samples were allocated for the training set, while 1600 samples were evenly divided between the validation and test sets. To ensure diverse distributions and mitigate overfitting, the training and validation sets were intentionally constructed with different distributions. The training samples were captured directly from webcams without any intermediary software, while the validation samples were selected based on the acceptable images obtained from the SSD algorithm used for hand detection. Consequently, the CNN classifier was trained on one distribution and evaluated on another distribution for the validation data and real-time scenarios.

![Figure 1: Examples from the collected hand dataset. The samples were captured under various conditions, including different backgrounds, lighting conditions, and distances from webcams.](image1)

4 Proposed Algorithm

In this section, a human-computer interface (HCI) based on hand gestures for controlling the computer’s pointer is designed. The algorithm consists of several components, including hand detection, classification, and mouse commands. The overall flow of the algorithm is summarized in Figure 4.

4.1 Hand Detection

The algorithm starts by capturing frames from the computer’s webcam. These frames are then pre-processed and passed through a hand detection algorithm based on Single Shot Multi-Box Detector (SSD). The SSD algorithm is capable of detecting hands in the frames and provides two outputs: a cropped frame containing the hand region and the center coordinate of the cropped frame. If a hand is detected in the frame, the algorithm proceeds to the next step. Otherwise, it continues to the next frame for hand detection. The process of hand detection is illustrated in Figure 2.

4.2 Classification

The cropped frames containing the hand regions are then fed into the classification part of the algorithm. Since the SSD detector can detect various hand gestures, the cropped frames can belong to one of the four defined classes in the
dataset or represent undefined gestures. The goal of the classification part is to predict a valid label for frames with defined classes and ignore frames with undefined gestures.

To achieve this, a Convolutional Neural Network (CNN) is trained using the EfficientNet-B0 architecture followed by eight fully connected layers for classification. The last layer of the EfficientNet-B0 network, with 1280 neurons, is connected to the fully connected layers, which ultimately reduces the output to four neurons corresponding to the four defined gesture classes. The CNN is trained using the collected hand samples from the dataset, which have dimensions of 70 x 70 x 3, for 20 epochs. The trained CNN achieves 99 percent accuracy on the test set.

To remove unwanted classes and ensure valid predictions, a Radial Basis Function (RBF) network is designed. The last eight dense layers of the trained CNN are removed to create a similarity network. This similarity network acts as an encoder or feature extractor, reducing the dimensionality of the samples from 70 x 70 x 3 to 1280. Mean vectors are calculated for each class by feeding the encoded samples of each class through the network. These mean vectors serve as reference vectors.

During the evaluation phase, the cropped frames from the validation and test sets are preprocessed and fed into the frozen similarity network. The encoded samples are then compared with the reference vectors using Euclidean distance. A threshold is defined for each class based on the maximum distance within that class. When a cropped frame is input to the classification part, its output is compared with the reference vectors, and the smallest distance is chosen. If the chosen distance is below its corresponding threshold, the cropped frame is considered to belong to one of the four defined classes. Otherwise, it is classified as an unwanted class and should be ignored, prompting the algorithm to process the next frame in the hand detection stage.

Therefore, the classification part performs two tasks: the classifier predicts a label for the cropped frame, and the similarity network compares the cropped frame with the reference vectors and thresholds to determine whether it represents one of the four dataset classes or not. The classifier and similarity network act independently, and the result from the similarity network validates the predicted label. If the classification part predicts a valid label, the computer cursor will respond accordingly.
4.3 Mouse commands

To control the computer’s pointer based on the predicted labels, a controller unit is designed. Initially, the proposed algorithm is turned off, and it is activated by detecting the user’s palm. Once the palm is detected, the algorithm enables the recognition of hand gestures and allows the user to control the cursor.

The recognized palm movements are used to move the cursor based on the center coordinate of the cropped frame. Since the input frames for the SSD algorithm have a resolution of 300 x 300, the coordinates need to be converted to meaningful screen coordinates. When the algorithm is activated, the user can perform left-pointing and right-pointing gestures to initiate left-click and right-click actions, respectively. To deactivate the algorithm, the user can make a fist gesture, and no action will occur until the palm is detected again to activate the algorithm. Figure 3 illustrates the control unit design.

The overall process of controlling the computer cursor through hand gesture recognition is depicted in Figure 5. The proposed algorithm provides a robust and intuitive method for human-computer interaction using hand gestures. By leveraging hand detection, gesture classification, and mouse commands, users can control the computer’s pointer in a natural and efficient manner.

5 Experimental Results

The proposed algorithm achieved a high classification accuracy of 99% using the EfficientNet-B0 architecture. Compared to VGG16, EfficientNet-B0 had significantly fewer parameters while maintaining a comparable accuracy. This indicates that EfficientNet-B0 is a more efficient and lightweight architecture for the hand gesture classification task.

The algorithm’s performance was evaluated using different backgrounds, distances from the webcam, and light conditions. Overall, the algorithm demonstrated good accuracy across various scenarios. However, the clicking mode showed slightly lower accuracy, especially in the presence of a complex background. The confusion matrix revealed some mis-classifications between the clicking and turn-off modes in such cases. This is likely due to the SSD hand detector misidentifying the hand gesture in the complex background.

The algorithm’s speed of 15 frames per second allows for real-time control of the computer pointer, enabling smooth and responsive interaction. This is an important aspect for user experience, as a slow response can hinder the usability of the system.

Overall, the proposed algorithm demonstrates the feasibility and effectiveness of using hand gestures for controlling the computer’s pointer. With further improvements in the hand detection stage, such as using advanced algorithms or
Figure 4: The proposed algorithm for controlling the computer cursor.

Figure 5: Controlling the cursor of the computer through hand gesture recognition. The algorithm is activated by recognizing the user’s palm, and the cursor can be moved by the center coordinate of the cropped frame. Left-pointing and right-pointing gestures enable left-click and right-click actions, respectively. The algorithm is deactivated by recognizing the user’s fist.

additional preprocessing techniques, the accuracy of the clicking mode can be enhanced, resulting in a more robust and reliable system.

5.1 Limitations and Future Work

While the proposed algorithm shows promising results, there are some limitations and areas for future improvement:

- **Complex Backgrounds:** The algorithm’s performance was slightly affected by complex backgrounds, leading to mis-classifications, particularly in the clicking mode. Improving the hand detection algorithm or incorporating background subtraction techniques can help mitigate this issue.
• **Hand Occlusion:** The algorithm assumes that both hands are visible and does not handle occlusion or partial visibility of the hands. Developing techniques to handle occlusion can enhance the algorithm’s robustness in real-world scenarios.

• **Gesture Expansion:** The algorithm currently supports four defined hand gestures. Expanding the dataset and training the model on additional hand gestures can enable a wider range of functionalities and control options.

• **Dynamic Hand Gestures:** The algorithm focuses on static hand gestures. Incorporating dynamic hand gestures and tracking hand movements can provide more nuanced control and enable additional interactions.

• **User Adaptation:** The algorithm does not adapt to individual users. Personalizing the algorithm based on user-specific hand gestures and preferences can improve accuracy and user satisfaction.

Addressing these limitations and conducting further user studies can lead to a more refined and user-friendly hand gesture-based control system for human-computer interaction.

As mentioned earlier, the training set has a distinct distribution compared to the validation and test sets. During the learning process, approximately 76% of the dataset is used for training, while the remaining samples are allocated for validation and testing. To evaluate the proposed algorithm, various scenarios were considered, including three new backgrounds (white, simple, and complex), two distances from the webcam, and two lighting conditions. In each scenario, ten frames containing both hands were captured. The three selected backgrounds can be seen in Figure 6. Thus, a total of 80 frames were examined for each hand position, and the results are presented in Table 1.

The confusion matrix of the proposed algorithm is provided in Table 2. The clicking mode exhibits the lowest accuracy due to the presence of a brown closet in the complex background, which caused confusion for the SSD algorithm in accurately detecting hand gestures.

### Table 1: Performance of the classification part with different architectures

| Network       | Accuracy | Parameters | Run-time |
|---------------|----------|------------|----------|
| EfficientNet-B0 | 99%      | 4.98M      | 671us/step |
| VGG16         | 100%     | 15.95M     | 776us/step |

### Table 2: Confusion matrix for each mode of controlling the cursor

| Mode     | Turn Off | Turn On | Click | R-click |
|----------|----------|---------|-------|---------|
| Turn Off | 0.9125   | 0       | 0.1375| 0.0375  |
| Turn On  | 0.0750   | 0.9708  | 0     | 0       |
| Click    | 0.0083   | 0.0250  | 0.8625| 0.0333  |
| R-click  | 0.0041   | 0.0041  | 0     | 0.9292  |
6 Conclusion

In conclusion, this paper presented a touch-less human-computer interaction algorithm based on hand gesture recognition for controlling the computer pointer. The proposed algorithm utilized deep learning methods, particularly convolutional neural networks (CNNs), to achieve accurate gesture recognition.

The algorithm demonstrated its effectiveness in complex backgrounds, different lighting conditions, and varying camera perspectives. It offers a valuable solution for intelligent systems and can be particularly useful in public places due to its touch-less nature, which is especially relevant in the context of the COVID-19 virus.

The designed computer cursor controller exhibited promising results, achieving an accuracy of 91.88% for various backgrounds and 97% for simpler environments. Additionally, a hand gesture dataset comprising 6720 colored images with four classes was introduced, which can be utilized for various other purposes beyond this particular algorithm.

Overall, this touch-less human-computer interaction algorithm opens up possibilities for enhanced interaction with computer systems and has potential applications in a wide range of domains.
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