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Abstract—Over the past few years, various word-level textual attack approaches have been proposed to reveal the vulnerability of deep neural networks used in natural language processing. Typically, these approaches involve an important optimization step to determine which substitute to be used for each word in the original input. However, current research on this step is still rather limited, from the perspectives of both problem-understanding and problem-solving. In this paper, we address these issues by uncovering the theoretical properties of the problem and proposing an efficient local search algorithm (LS) to solve it. We establish the first provable approximation guarantee on solving the problem in general cases. Extensive experiments involving 5 NLP tasks, 8 datasets and 26 NLP models show that LS can largely reduce the number of queries usually by an order of magnitude to achieve high attack success rates. Further experiments show that the adversarial examples crafted by LS usually have higher quality, exhibit better transferability, and can bring more robustness improvement to victim models by adversarial training.
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I. INTRODUCTION

Understanding the vulnerability of deep neural networks (DNNs) to adversarial examples [1], [2] has emerged as an important research area, due to the wide range of applications of DNNs. Generally, adversarial examples are crafted by maliciously perturbing the original input, with the goal of fooling the target DNNs into producing undesirable behavior. In image classification and speech recognition, extensive studies have been conducted for devising effective adversarial attacks [2]–[5], as well as further improving robustness and interpretability of DNNs [6].

In the area of Natural Language Processing (NLP), motivated by the threats of adversarial examples in key applications such as spam filtering [7] and malware detection [8], there has been considerable attempt on addressing textual attacks for various NLP tasks [9]. Unlike image attack, for textual attack it is difficult to exploit the gradient of the network with respect to input perturbation, due to the discrete nature of texts [10]. Moreover, in realistic settings (e.g., attacking web service such as Google Translate), the attacker usually has no access to the model weights or gradients, but can only submit a limited number of input queries and then receive the corresponding model predictions. These facts give rise to the black-box approaches that directly modify the original input to craft adversarial examples, without utilizing the internal information of the victim models. Depending on where the modification is applied, these approaches can be further categorized into character-level manipulation [11]–[13], word-level substitution [10], [14]–[21], and sentence-level paraphrasing [22], [23]. Among them the word-level attack has attracted the most research interest, due to its good performance on both attack efficiency and adversarial example quality [24], [25].

In general, word-level attack approaches adopt a two-step strategy to craft adversarial examples [16]. At the first step, they construct a set of candidate substitutes for each word in the original input, thus obtaining a discrete search space. As shown in Figure 1 although different attack approaches have used different word substitution methods, they all have the same goal here — making the potential adversarial examples in the search space valid, meanwhile maintaining good grammaticality and naturality.

At the second step, these approaches solve the induced combinatorial optimization problem by determining for each word which substitute should be used, to finally craft an adversarial example. It is conceivable that the optimization algorithm used at this step is crucial for the overall attack performance. Previous studies have explored various options, including population-based search algorithms [10], [16], [21], [25] and simple heuristics [14], [17], [18]. However, there still exist some important issues that remain unsolved. First, from the theoretical perspective, little is known about the hardness of the optimization problem considered here, nor the performance guarantee which we can achieve on it. Second, from the practical perspective, the currently adopted optimization algorithms cannot achieve good trade-offs between attack
success rates and query efficiency, considering that either low success rates or low query efficiency will make the attack approach less practical [15], [25]. Specifically, population-based algorithms need to perform excessive model queries to maintain a high attack success rate. In contrast, simple heuristics perform much fewer queries, but they cannot achieve satisfactory success rates. A further observation is that the optimization algorithm used in this step is actually independent of the word substitution method used in the first step. This means a powerful optimization algorithm can be used in combination with all existing word substitution methods to achieve the best possible attack performance. Moreover, it can also be used as a plug-and-play algorithm for the optimization module of future attack approaches.

Based on the above observations, in this work we focus on the optimization step of word-level textual attack and address the aforementioned two issues. We first formulate the combinatorial optimization problem as the Set Maximization with Partition Matroid Constraints which has been proven to be NP-Hard. Then we present a simple yet powerful local search algorithm (dubbed LS) for solving it. Intuitively, LS maximizes the marginal gain in each search step while considering multiple types of textual perturbations, which enables it to terminate quickly without performing excessive queries. We prove an approximation bound of its performance, which is the first performance guarantee on solving the considered problem in general cases.

We conduct large-scale experiments to evaluate LS. Specifically, we consider five representative word-level textual attack approaches in the literature and compare LS with their original optimization algorithms. The whole experiments involve 5 NLP tasks, 8 datasets and 26 NLP models. The results demonstrate that LS consistently outperforms the baselines. Compared with population-based algorithms, it dramatically reduces the number of queries usually by an order of magnitude, while achieving the same or even higher attack success rates. Compared with simple heuristic algorithms, it obtains much higher success rates, with a reasonable number of additional queries. Moreover, further experiments show that compared to the adversarial examples crafted by the baselines, the ones crafted by LS typically have higher quality and comparable validity, exhibit better transferability, and can bring larger robustness improvement to victim models by adversarial training.

The rest of the paper is organized as follows. Section II presents a literature review on adversarial textual attack. Section III first formally defines the induced combinatorial optimization problem and investigates its main characteristics, and then presents the local search algorithm, followed by its approximation bound. Section IV compares the proposed algorithm with the optimization algorithms of the state-of-the-art textual attack approaches in various attack scenarios. Finally, Section V concludes the paper and discusses the potential future directions.

II. RELATED WORK

As aforementioned, existing adversarial textual attacks can be roughly classified into sentence-level, word-level, and character-level attacks, depending on where the perturbation of the original input is applied. Sentence-level attacks can be crafted through paraphrasing [22], [23], performing perturbations in the continuous latent semantic space [20], and adding distracting sentences [25]. However, adversarial examples crafted by these approaches usually exhibit some different forms from the original input and therefore it is difficult to maintain their validity. Character-level attacks are often crafted by random character manipulation such as swap, substitution, deletion, insertion and repeating [11]–[13], [15]. In addition, there have also been attempts on exploiting the gradients of the victim model to guide the process of character substitution, with the help of one-hot character embeddings [27]. Although character-level attacks can achieve high success rates, they often break the grammaticality and naturalness of original input and there has been evidence in the literature that character-level attacks can be easily defended [24].

Compared to character-level and sentence-level attacks which tend to break either grammaticality or validity of the original input, word-level attacks usually perform well on both attack efficiency and adversarial example quality. As aforementioned, generally a word-level attack approach can be decomposed into two steps: word substitution and optimization. For the former, many approaches have used synonyms [14], [17], [21], [25], infections [18] or the words with the same sememes [16] as the candidate substitutes. Another popular choice is to leverage language models [19] or word embeddings [15], [28] to filter out inappropriate words. The combination of the above two has also been explored [10].

As for the optimization step, existing studies have adopted population-based search algorithms including genetic algorithm [10], [21], [25] and particle swarm optimization [16]. Other approaches mainly use simple heuristics such as saliency/importance-based greedy substitution [14], [15], [17], [19] which first sorts words according to their saliency/importance and then finds the best substitute for each word in turn, and sequential greedy substitution [18] which sequentially finds the best substitute for each word in the original input. However, for the optimization problem considered here, its theoretical properties are still unclear. In addition, there is still much room for improvement regarding query efficiency and attack success rates. It is worth mentioning there has been some well-designed toolboxes such as TextAttack [29] that provides interfaces to easily construct textual attacks from combinations of novel and existing components.

Finally, textual attacks can also be categorized according to the accessibility to the victim model, i.e., white-box and black-box attacks. White-box attacks require full knowledge of the victim model to perform gradient computation [27], [30]–[33], which however is often unavailable in practice. In contrast, black-box attacks [10], [14]–[23], [34], [35] only require the output of the victim model. The present work falls into this category and assumes the class probabilities or confidence scores of the victim model are available.

III. METHODS

In the optimization step of word-level textual attack, we are given an original input $x = w_1...w_i...w_n$, where $n$ is
the word number and $w_i$ is the $i$-th word. Let $B_i$ denote the set of candidate substitutes for $w_i$ (note $B_i$ can be empty).

To craft an adversarial example $x_{\text{adv}}$, for each $w_i$ in $x$, we can select at most one word from $B_i$ to replace it (if none is selected, $w_i$ remains unchanged). For example, in the left part of Figure 1, we select “like” from $B_2$ and “film” from $B_4$ to replace $w_2$ (“love”) and $w_4$ (“movie”), respectively. The goal is then to find $x_{\text{adv}}$ that maximizes the objective function $f(x_{\text{adv}})$, with as few model queries as possible. In the literature, the commonly considered $f(x_{\text{adv}})$ is the predicted probability on a specific wrong class \[16\], i.e., targeted attack, or one minus the predicted probability on the ground truth \[14\], i.e., untargeted attack.

**A. Problem Formulation**

Formally, let $[n] \triangleq \{1, 2, ..., n\}$ and $V \triangleq \bigcup_{i \in [n]} B_i$. We first notice that crafting $x_{\text{adv}}$ is equivalent to selecting a subset $S \subseteq V$ s.t. $|S \cap B_i| \leq 1, \forall i \in [n]$. For example, the adversarial example in the left part of Figure 1 corresponds to the subset \{“like”, “film”\}. Henceforth, we use $x_{\text{adv}}$ and its corresponding $S$ interchangeably. Let $d_i$ be integers s.t. $1 \leq d_i \leq |B_i|, \forall i \in [n]$. Equivalently, the considered problem is actually a special case of the following problem with $d_i = 1, \forall i \in [n]$:

$$\max_{S \subseteq V} f(S) \quad \text{s.t.} \quad |S \cap B_i| \leq d_i, \forall i \in [n]. \quad (1)$$

In the literature, the problem in Eq. (1) is dubbed the Set Maximization with Partition Matroid Constraints, which has been proven to be NP-hard \[36\] in general cases. Using the naive exhaustive search to find the exact solution to it needs $\prod_{i \in [n]} \sum_{d_i=0}^{d_i} \binom{|B_i|}{d_i} = O(2^{|V|})$ queries. However, classical results \[37\] have shown that the conventional greedy algorithm can achieve $(1 - 1/e)$-approximation if $f$ is monotone submodular (see the definitions below). Moreover, if $f$ is non-monotone submodular, the greedy algorithm achieves $\frac{1}{e}(1 - e^{-\alpha/d})$-approximation \[38\], where $d = \sum_{i \in [n]} d_i$, $\hat{d} = \max_{i \in [n]} d_i$ and $\alpha > 0$ is a parameter bounding the maximum rate with which $f$ changes.

**Definition 1.** A set function $f : 2^V \rightarrow \mathbb{R}$ is monotone if for any $X \subseteq Y \subseteq V$, $f(X) \leq f(Y)$.

**Definition 2.** A set function $f : 2^V \rightarrow \mathbb{R}$ is submodular if for any $X \subseteq Y \subseteq V$ and any $e \in V \setminus Y$, $f(X \cup \{e\}) - f(X) \geq f(Y \cup \{e\}) - f(Y)$.

Intuitively, submodular functions exhibit a diminishing returns property that the marginal gain of adding an element diminishes as the set size increases. Unfortunately, in the case of textual attack, $f$ can be non-submodular. For example, in the right part of Figure 1, we suppose our considered attack for sentiment analysis and $f$ is the predicted probability on the “negative” label. Using BERT \[39\] trained on IMDB data \[40\] as the victim model, for $X = \emptyset$, $Y = \{\text{“cinema”}\}$ and $e = \text{“get”}$, we obtain $f(X) = 2.432E-5$, $f(X \cup \{e\}) = 2.724E-5$, $f(Y) = 2.664E-5$ and $f(Y \cup \{e\}) = 3.141E-5$. Then $f(X \cup \{e\}) - f(X) = 2.92E-6 < f(Y \cup \{e\}) - f(Y) = 4.77E-6$, which contradicts with Definition \[2\] On the other hand, even if $f$ is not strictly submodular, we can still maximize $f$ to a substantial extent by finding a local optimal solution to it. Actually, by characterizing how close $f$ is to submodularity, we can strictly bound the gap between the local optimal solution and the optimum of $f$. That is to say, no matter whether $f$ is submodular or not, our proposed local search algorithm actually achieves a provable performance guarantee when maximizing it. In below, we first present the local search algorithm, and then establish its performance guarantee.

**B. The Local Search Algorithm**

The proposed local search algorithm (LS) is outlined in Algorithm 1. In brief, LS is an iterative procedure that starts from an empty set (line 1), and at each step (lines 2-16) considers three types of one-item perturbations to the selected subset $S$ and chooses the one that improves the objective at most (lines 12-14). Specifically, the considered perturbations include: 1) inserting one item from $V \setminus S$ to $S$ (lines 3-5); 2) deleting one item from $S$ (lines 6-8); 3) exchanging one item from $S$ with another item from $V \setminus S$ (lines 9-11). Note that only valid perturbations that result in feasible $S$ are considered. The algorithm terminates when no possible improvement can be found (line 15), and returns the better one between $S$ and its complement $V \setminus S$ (if it is feasible, see lines 17-19).
When using LS to solve the optimization problem in word-level textual attack, the considered three types of one-item perturbations to $S$ correspond exactly to three types of one-word changes to the adversarial example $x_{adv}$. To illustrate this, we take the left part of Figure 1 as an example, where the original input $x = "I love this movie"$ and $V = \{"like","favor","film","picture"\}$. Suppose the selected current subset $S = \{"like"\}$; therefore the corresponding adversarial example $x_{adv} = "I like this movie"$. Then the three types of one-item perturbations to $S$ and the corresponding one-word changes to $x_{adv}$ are as follows:

1) **insertion:** inserting “film” or “picture” from $V \setminus S$ into $S$, which corresponds to substituting the word “movie” in $x_{adv}$ with “film” or “picture”;
2) **deletion:** deleting “like” from $S$, which corresponds to substituting the word “like” in $x_{adv}$ with the original word “love”;
3) **exchange:** exchanging “like” in $S$ with “favor” from $V \setminus S$, which corresponds to substituting the word “like” in $x_{adv}$ with “favor”.

All these one-word changes to $x_{adv}$ will be evaluated and the best one among them is selected to update $x_{adv}$ (lines 13-15).

The total number of queries consumed by LS is also bounded. First, LS will perform at most $O(|V|)$ queries at one step (lines 3-11). Besides, we can slightly modify the inequality condition in line 13 by adding a small positive constant $\epsilon$ to its right-hand side, to ensure that at every step the objective improvement is no less than $\epsilon$. Since the value range of the objective function $f$ considered in textual attack is finite (typically very small), e.g., if $f$ is the predicted probability then its value range is 1, the algorithm will perform at most $O(1/\epsilon)$ steps. This means the total query number is $O(|V|/\epsilon)$.

It is worth mentioning that if only the insertion perturbation is used, then LS degenerates to the conventional greedy algorithm [37]. We have also tested the greedy algorithm in the experiments (see Appendix B), and find it consistently performs worse than LS in terms of attack success rates, which indicates the necessity of considering deletion and exchange perturbations. Below we establish the first performance guarantee on solving the problem in Eq. (1) in general cases.

### C. Approximation Bound

In a nutshell, we use the submodularity index [41] to characterize how close $f$ is to submodularity, and establish an approximation bound that holds for any local optimum (such as the solution $S$ found by LS) on $f$. Note we assume $f$ is non-negative, which is true in word-level textual attack, and we set $f(S) = 0$ for any infeasible solution $S$. We first give the formal definition of local optimum.

**Definition 3.** Given a set function $f : 2^V \rightarrow \mathbb{R}$, $S$ is a local optimum, if $f(S) \geq f(S \cup \{e\})$ for any $e \in V \setminus S$, $f(S) \geq f(S \setminus \{e\})$ for any $e \in S$, and $f(S) \geq f(S \setminus \{e\} \cup \{v\})$ for any $e \in S$ and $v \in V \setminus S$.

The three conditions (insertion, deletion and exchange) for being a local optimum in Definition 3 correspond exactly to the three types of perturbations in LS. We then have the following lemma.

**Lemma 1.** Let $S$ be the solution obtained by running LS, then $S$ is a local optimum on $f$ defined in Eq. (1).

**Proof.** Suppose $S$ is not a local optimum, then there exists an element $e$ satisfying one of the following three conditions: 1) $e \in V \setminus S$ and $f(S) < f(S \cup \{e\})$; 2) $e \in S$ and $f(S) < f(S \setminus \{e\})$; 3) $e \in S$ and there exists $v \in V \setminus S$, $f(S) < f(S \setminus \{e\} \cup \{v\})$. This implies LS must not terminate with $S$. Contradiction. $\square$

Note that Lemma 1 holds regardless of $f$ being submodular. The following theorem presents an approximation bound achieved by any local optimum on $f$ in Eq. (1), which also holds for the solution found by LS due to Lemma 1.

**Theorem 1.** Let $C$ be an optimal solution for the problem defined in Eq. (1) and $S$ be a local optimum. Then we have:

$$2f(S) + f(V \setminus S) \geq f(C) + \max\{\lambda_f(V, 2), \delta\lambda_f(V, 2) + \lambda_f(S, |C \setminus S|)\},$$

where $\lambda_f(\cdot, \cdot)$ is the submodularity index [41], $\lambda = (\lambda^S, C) + (\lambda^C, S, |S| + |C \setminus S|) \cdot |C \setminus S|$ and $\delta = \lambda - (\frac{\lambda^S, C}{2}).$

The proof is given in the next section. Since the previous bound [38] for the problem defined in Eq. (1) only holds in submodularity case, to compare our bound with it, we further refine our bound in this case. If $f$ is submodular, the submodularity index $\lambda_f$ is strictly non-negative [41]; then we have $2f(S) + f(V \setminus S) \geq f(C)$, which immediately implies the following result.

**Corollary 1.** If $f$ is submodular, then $f(S) \geq \frac{1}{3}f(C)$ or $f(V \setminus S) \geq \frac{1}{3}f(C)$.

Corollary 1 indicates that in submodularity case LS can achieve $\frac{1}{3}$-approximation on $f$. Further, we can obtain an even better bound based on a mild assumption. The assumption is that there exists a $B_i$ with $|B_i| > 2$. If this is true, then the solution $V \setminus S$ must be infeasible, i.e., $f(V \setminus S) = 0$; therefore we have $2f(S) \geq f(C)$, which indicates that LS can achieve $\frac{1}{2}$-approximation on $f$, as stated in Corollary 2.

**Corollary 2.** If $f$ is submodular and $\exists i \in [n]$ such that $|B_i| > 2$, then $f(S) \geq \frac{1}{2}f(C)$.

We now compare the above bounds with the previous bound $\frac{1}{\alpha}(1 - e^{-\alpha/d})$ [38]. Considering the case where $d_i = 1, \forall i \in [n]$, we have $d = \max_{i \in [n]} d_i = 1$, then the previous bound equals to $\frac{1}{\alpha}(1 - e^{-\alpha/d})$, where $\alpha \geq 0$ and $d = \sum_{i \in [n]} d_i$. Figure 2 illustrates the contour lines of the functions $\frac{1}{\alpha}(1 - e^{-\alpha/d}) - \frac{1}{2}$ and $\frac{1}{\alpha}(1 - e^{-\alpha/d}) - \frac{1}{2}$. It can be seen that in submodularity case our $\frac{1}{2}$-approximation and $\frac{1}{2}$-approximation bounds beat the previous bound with $d \geq 3$ and $d \geq 2$, respectively.

**D. Proof of Theorem 1**

We first introduce the definition of Submodularity Index (SMI) [41], which measures the degree of submodularity. Then
we establish two lemmas (Lemma 4 and Lemma 6) that relate SmI with the three conditions (insertion, deletion and exchange) for being a local optimum in Definition 3. Finally, we prove Theorem 1 based on these lemmas.

**Definition 4.** The submodularity index for a set function \( f : 2^V \to \mathbb{R} \), a set \( L \), and a cardinality \( k \), is defined as

\[
\lambda_f(L,k) \triangleq \min_{S \cap A = \emptyset, |S| \leq k} \varphi_f(S,A),
\]

where \( \varphi_f(S,A) \triangleq \sum_{x \in S} f_x(A) - f_S(A) \) and \( f_S(A) \triangleq f(A \cup S) - f(A) \).

It is straightforward to verify that \( \forall I \subseteq J \), SmI satisfies \( \lambda_f(I,k) \geq \lambda_f(J,k) \). The following two lemmas bound the degradation in submodularity with SmI, and the increase in \( f \)-value as the set size increases, respectively.

**Lemma 2.** Let \( A \) be an arbitrary set, \( B = A \cup \{y_1, \ldots, y_M\} \) and \( x \in B \). Then \( f_x(A) - f_x(B) \geq M \lambda_f(B,2) \).

**Proof.** See Lemma 3 in [41].

**Lemma 3.** Let \( Y \) be an arbitrary set, \( A \subseteq B \), and \( Y \cap B = \emptyset \), then

\[
f(A \cup Y) - f(A) \geq f(B \cup Y) - f(B) + |B \setminus A| \cdot |Y| \cdot \lambda_f(B \cup Y,2).
\]

**Proof.** See Lemma 4 in [42].

By the following lemma, we relate SmI with the first two conditions (insertion and deletion) for being a local optimum in Definition 3

**Lemma 4.** Let \( S \) be a feasible solution to the problem in Eq. (7). If \( f(S) \geq f(S \cup \{e\}) \) for any \( e \in V \setminus S \) and \( f(S) \geq f(S \setminus \{e\}) \) for any \( e \in S \), then for any \( I \subseteq S \subseteq J \), the following holds.

\[
\begin{align*}
  f(I) &\leq f(S) - \left( \frac{|S \setminus I|}{2} \right) \lambda_f(S,2) \\
  f(J) &\leq f(S) - \left( \frac{|J \setminus S|}{2} \right) \lambda_f(J,2).
\end{align*}
\]

**Proof.** Let \( I = I_0 \subseteq I_1 \subseteq \cdots \subseteq I_k = S \) be a chain of sets where \( I_i \setminus I_{i-1} = \{a_i\} \). For \( \forall i \in [k] \), by Lemma 2 we have

\[
f(I_i) - f(I_{i-1}) \geq f(S) - f(S \setminus \{a_i\}) + (k-i) \lambda_f(S \setminus \{a_i\},2).
\]

Since \( f(S) \geq f(S \setminus \{e\}) \) holds for any \( e \in S \), by the property of SmI, we have

\[
f(I_i) - f(I_{i-1}) \geq (k-i) \lambda_f(S,2).
\]

By telescoping sum, it holds that

\[
f(S) - f(I) \geq \sum_{i=1}^k (k-i) \lambda_f(S,2) = \left( \frac{|S \setminus I|}{2} \right) \lambda_f(S,2).
\]

Similarly, let \( S = I_0 \subseteq I_1 \subseteq \cdots \subseteq I_k = J \) be a chain of sets where \( I_i \setminus I_{i-1} = \{a_i\} \). For \( \forall i \in [k] \), by Lemma 2 we have

\[
f(I_i) - f(I_{i-1}) \leq f(S \cup \{a_i\}) - f(S) - (i-1) \lambda_f(I_{i-1},2).
\]

Since \( f(S) \geq f(S \cup \{e\}) \) holds for any \( e \in V \setminus S \), by the property of SmI, we have

\[
f(I_i) - f(I_{i-1}) \leq -(i-1) \lambda_f(J,2).
\]

By telescoping sum, it holds that

\[
f(J) - f(S) \leq \sum_{i=1}^k (i-1) \lambda_f(J,2) = \left( \frac{|J \setminus S|}{2} \right) \lambda_f(J,2).
\]

By the following lemma, we relate SmI with the second condition (deletion) and the third condition (exchange) for being a local optimum.

**Lemma 5** (Theorem 39.6 in [42]). Let \( I, J \) be two feasible solutions to the problem in Eq. (1). Then there is a mapping \( \pi : J \setminus I \to (I \setminus J) \cup \{\emptyset\} \) such that

1) \( (I \setminus \pi(b)) \cup \{b\} \) is feasible for all \( b \in J \setminus I \)
2) \( |\pi^{-1}(e)| \leq 1 \) for all \( e \in I \setminus J \).

By the following lemma, we relate SmI with the second condition (deletion) and the third condition (exchange) for being a local optimum.

**Lemma 6.** Let \( S \) be a feasible solution to the problem in Eq. (1). If \( f(S) \geq f(S \cup \{e\}) \) for any \( e \in S \), and \( f(S) \geq f(S \cup \{e\} \cup \{v\}) \) for any \( e \in S \) and \( v \in V \setminus S \). Then for any feasible solution \( C \), the following holds.

\[
2f(S) \geq f(S \cup C) + f(S \cap C) + \beta \lambda_f(V,2) + \lambda_f(S,|C \setminus S|),
\]
where $\beta = (^{|S\cup C|}_2) + |C \setminus S|$.

**Proof.** By definition of SmI, we have

$$f(S \cup C) - f(S) \leq \sum_{b \in C \setminus S} [f(S \cup \{b\}) - f(S)] - \lambda_f(S, |C \setminus S|).$$

Also, by Lemma 2

$$f_b(S) \leq f_b(S \setminus \{\pi(b)\}) - \lambda_f(S, 2).$$

Therefore, it holds that:

$$f(S \cup C) - f(S) \leq \sum_{b \in C \setminus S} [f_b(S \setminus \{\pi(b)\}) - \lambda_f(S, 2)] - \lambda_f(S, |C \setminus S|).$$

It remains to investigate $\sum_{b \in C \setminus S} f_b(S \setminus \{\pi(b)\})$. Since for any $e \in S$ and $v \in V \setminus S$, $f(S) \geq f(S \setminus \{e\} \cup \{v\})$, it holds that $f_b(S \setminus \{\pi(b)\}) \leq f(S - f(S \setminus \{\pi(b)\})$. Further, by Lemma 5 and the fact $f(S) \geq f(S \setminus \{\pi(b)\})$,

$$\sum_{b \in C \setminus S} [f(S) - f(S \setminus \{\pi(b)\})] \leq \sum_{b \in C \setminus S} [f(S) - f(S \setminus \{b\})].$$

Let $I = S \cap C$, and let $I = I_0 \subseteq I_1 \subseteq \cdots \subseteq I_{|S\setminus C|} = S$ be a chain of sets where $I_i \setminus I_{i-1} = \{a_i\}$. Then by Lemma 2

$$f(I_i) - f(I_{i-1}) \geq f(S) - f(S \setminus \{a_i\}) + (|S \setminus C| - i) \lambda_f(S \setminus \{a_i\}, 2).$$

By telescoping sum,

$$f(S) - f(S \cap C) \geq \sum_{b \in S \setminus C} [f(S) - f(S \setminus \{b\})] + \left( |S \setminus C| \atop 2 \right) \lambda_f(S, 2).$$

Summing the above results, we have:

$$f(S \cup C) - f(S) \leq f(S) - f(S \cap C) \leq \left( \left( |S \setminus C| \atop 2 \right) + |C \setminus S| \right) \lambda_f(S, 2) + \lambda_f(S, |C \setminus S|).$$

The proof is complete. \qed

We now prove Theorem 1 using the above lemmas.

**Proof.** By Lemma 4, the following holds.

$$2f(S) \geq f(S \cup C) + f(S \cap C) + \beta \lambda_f(V, 2) + \lambda_f(S, |C \setminus S|).$$

(2)

Also by Lemma 5 we have

$$f(S \cup C) + f(V \setminus S) \geq f(I) + |C \setminus S| \cdot |S \cap C| \cdot \lambda_f(S, 2).$$

(3)

Summing the inequalities (2)-(4), we have

$$2f(S) + f(V \setminus S) \geq f(C) + \lambda_f(S, 2) + \lambda_f(S, |C \setminus S|) + \lambda_f(S, 2).$$

(5)

where $\delta$ is defined as in Theorem 1. For the other half, let $I = S \cap C$ and $J = S \cap C$ in Lemma 4, the following holds.

$$2f(S) \geq f(S \cup C) + f(S \cap C) + \left( \left( |S \setminus C| \atop 2 \right) \lambda_f(S, 2) + \left( |C \setminus S| \atop 2 \right) \lambda_f(S \cup C, 2).$$

(6)

Similarly, by summing the inequalities (3)-(5), we have

$$2f(S) + f(V \setminus S) \geq f(C) + \lambda_f(S, 2) + \lambda_f(S, |C \setminus S|) + \lambda_f(S, 2).$$

(7)
The proof is complete. By the fact $\lambda_f(\cdot, 2) \geq \lambda_f(V, 2)$,

$$2f(S) + f(V \setminus S) \geq f(C) + \xi \lambda_f(V, 2), \quad (7)$$

where $\xi$ is defined as in Theorem 1. Based on inequilities 3 and (7), we finally have

$$2f(S) + f(V \setminus S) \geq f(C) + \max\{\xi \lambda_f(V, 2), \delta \lambda_f(V, 2) + \lambda_f(S \mid C \setminus S)\}.$$  

The proof is complete.

IV. EXPERIMENTS

We conduct extensive experiments to evaluate our algorithm in various attack scenarios. Specifically, we repeat the settings considered by five recent open-source word-level attack approaches [10], [13], [16]–[18], and compare LS with their original optimization algorithms. These approaches are representative in the sense that they have employed different word-substitution methods and optimization algorithms, and have achieved the state-of-the-art attack performance for various NLP tasks and victim models. In addition, as the baselines, the optimization algorithms adopted by them represent the two mainstream choices in the literature: population-based algorithms and simple heuristics. Finally, the objective functions considered by them are also various, including the predicted probability on a specific wrong class (targeted attack) [10], [16], one minus the predicted probability on the ground truth (untargeted attack) [14], [17], and the model’s loss [18]. Morris et al. [29] presented a comprehensive comparison of previous textual attack approaches in terms of objective functions, constraints, perturbation strategies and optimization algorithms. Following [29], we present these details of all the considered word-level attack approaches in Table I. Note in the experiments, for each considered approach we replace its original approach. We use the fine-tuned models, datasets and attack approach implementations provided in their code repositories. All the codes, datasets, as well as the step-by-step instructions for repeating our experiments, are available at https://github.com/ColinLu50/NLP-Attack-LocalSearch

A. Attack Scenarios

Table II summarizes all the 26 different attack scenarios (each row is a unique scenario) considered in the experiments, which in total involve 5 NLP tasks, 8 datasets and 26 NLP models. From the perspective of optimization, each scenario in Table II represents a specific sub-class of instances of the optimization problem defined in Eq (1). Therefore, LS will be tested on 26 different sub-classes of problem instances, containing 75909 instances in total, which is expected to be sufficient for assessing its performance and robustness.

| Baseline | NLP Task | Dataset | Victim Model | Test Per. (%) | #AT. Samples |
|----------|----------|---------|--------------|--------------|--------------|
| Particle Swarm Optimization (PSO) Zang et al. [16] | Sentiment Analysis | IMDB | BiLSTM | 89.10 | 2719 |
| | | | BERT | 90.76 | 2707 |
| Genetic Algorithm (GA) Alzantot et al. [10] | Sentiment Analysis | IMDB | LSTM | 88.55 | 2698 |
| | | | DNN | 82.30 | 2163 |
| Saliency-based Greedy Substitution (SGS) Ren et al. [14] | Sentiment Analysis | IMDB | Word-CNN | 88.26 | 2162 |
| | | | BiLSTM | 85.71 | 2112 |
| Sequential Greedy Substitution (SGS) Tan et al. [18] | Question Answering | SQuAD 2.0 (Answerable) | GloVe-BiDAF | 78.67 | 3501 |
| | | | ELMo-BiDAF | 80.90 | 3572 |
| | | | BERT | 81.19 | 3405 |
| | | | SpanBERT | 88.52 | 3458 |
| Importance-based Greedy Substitution (IBGS) Jin et al. [17] | Machine Translation | newstest2014 (En-Fr) | ConvS2S | 40.83 | 2298 |
| | | | Transformer-big | 43.16 | 2340 |
| | | | MR | 85.01 | 850 |
| | | | Word-CNN | 78.02 | 766 |
| | | | Word-LSTM | 80.72 | 786 |
| | | | BERT | 90.48 | 2433 |
| | | | ESIM | 86.12 | 2307 |
B. Experimental Setup

a) Algorithm Settings: For the baseline algorithms, we use their recommended hyper-parameter settings. Specifically, for PSO [16], \(V_{\text{max}}, \omega_{\text{max}}, \omega_{\text{min}}, P_{\text{max}}, P_{\min} \) and \(k\) are set to 1, 0.8, 0.2, 0.8, 0.2 and 2, respectively. For GA [10], \(N, K\) and \(\delta\) are set to 8, 4 and 0.5, respectively. For both PSO and GA, the maximum number of iteration and the population size are set to 20 and 60. As for the three heuristics and LS, all of them are free of hyper-parameters.

All the algorithms will immediately terminate once they achieve successful attacks, which means the model predicts the targeted label for targeted attack, or any wrong label for untargeted attack. When maximizing the model’s loss [18], successful attacks mean the task’s score (e.g., F1 and BLEU) becomes 0.

b) Samples for Attacking: It is conceivable that the shorter the original input is, the fewer words in it can be substituted, and therefore the more difficult it is to craft a successful adversarial example. For those too short inputs, it is possible that there exist no successful adversarial examples in the whole search spaces, in which cases comparing different algorithms is just meaningless. On the other hand, those too long inputs are too easy to be successfully attacked since there exist so many words in them that can be substituted. As a result, using these inputs for attacking cannot discriminate well between the search capabilities of different optimization algorithms. Based on the above considerations, in the experiments we restrict the lengths of the original inputs to 10-100, following [10], [16]. Also, we consider the adversarial examples with modification rates higher than 25% as failed examples.

To avoid this issue, we use their recommended hyper-parameter settings. Specifically, for PSO, its average performance ± standard deviation across 10 repeated runs is reported. Note for success rate, the higher the better; for query number, the smaller the better.
run experiments to verify whether their objective functions are submodular. The detailed experimental results are available at https://github.com/ColinLu50/NLP-Attack-LocalSearch. It is shown that only one example from SST-2 has submodular objective function. This implies generally we can be almost sure that the objective function in word-level textual attack is non-submodular.

c) Evaluation Metrics: Similar to previous studies, we use attack success rates to assess the attacking ability. In addition, we also consider query number as the metric of attack efficiency. Concretely, attack success rate refers to the percentage of successful attacks, and the query number is the number of queries consumed by the optimization algorithms for attacking an example.

**C. Results and Analysis**

Tables III-VI present the attack success rates and the average query number of LS and the corresponding baselines in each attack scenario. Considering PSO [16] and GA [10] are both randomized algorithms, to make fair comparison, we run these two algorithms for 10 times, and report their average performance.

The first observation from these results is that generally LS obtains higher success rates than the baselines. Actually, it performs better than the baselines in 25/26 scenarios. Compared with GA (Table VII) and the three heuristics SBGS (Table VI), IBGS (Table V) and SGS (Table IV), the advantage of LS in terms of success rates is particularly significant, ranging from 2.78% to 9.04%. Although PSO can achieve nearly competitive success rates to LS, the latter performs much better than PSO (and GA) in terms of query efficiency. Notably, compared with these two population-based algorithms, in 6/8 scenarios LS dramatically reduces the query number by an order of magnitude. Compared with SBGS, IBGS and SGS, LS requires more queries. However, the amount of increase is usually reasonable (e.g., around 30 in Table IV) and therefore acceptable, considering LS achieves significantly higher success rates.

One may notice that the attack success rates in Table IV are much lower than others. This is due to the fact that the settings considered by Tan et al. [18] (e.g., the criteria of successful attacks, see Section V-B), are much more challenging. Nevertheless, the high success rates obtained here on attacking popular models such as BERT and BiLSTM clearly demonstrate the vulnerability of DNNs.

It is meaningful to reveal how the theoretical results established in this paper relate to the practical performance of LS. Since Theorem 1 states that the gap between the score obtained by LS and the optimum is strictly bounded, we randomly select an example from SST-2 dataset [7] (the victim model is BERT) and enumerate all the possible adversarial examples in the search space to find the optimum and calculate the SmI, i.e., Submodularity Index (see Definition 4). Then based on these results we further calculate the lower bound of the score obtained by LS according to Theorem 1, and run LS and PSO on this example until termination. Finally, we illustrate the optimum, the lower bound, as well as the scores of the solutions found by LS and PSO in Figure 3. The first observation from Figure 3 is that the lower bound is very close to 0.5. This implies that LS will almost surely find a successful adversarial example because it is guaranteed to obtain a score not smaller than the lower bound. Indeed, LS achieves this goal and even approaches the optimum. In comparison, PSO lacks such guarantee and its performance can be arbitrarily bad. This sheds some light on the results of previous experiments that LS consistently achieves significantly higher attack success rates than the baselines. That is to say, Theorem 1 provides the worst-case performance guarantee for LS, while in practice LS can usually achieve much better scores than the theoretical lower bound.

**D. Adversarial Example Quality and Validity**

We further evaluate the quality, validity and naturality of the crafted adversarial examples. The validity (evaluated by human) is measured by the percentage of successful adversarial examples with unchanged true labels. As for adversarial example quality, similar to [16], we consider modification rate, fluency, grammaticality, and perceptibility. Concretely, modification rate is the percentage of words in the adversarial examples that differ from the original input; fluency is measured by the perplexity (PPL) of GPT-2 [44]. For grammaticality, we obtain the increase in number of grammatical error of adversarial examples compared to the original input, with the help of LanguageTool (https://languagetool.org/), and then divide it by the length of original input to calculate the amount of increase per word processed (IPW). Unlike the metric used by [16] which measures the increase rate of grammatical error, IPW measures the average increase of grammatical error as the attack approach processing one input word. Finally, the perceptibility refers to how indistinguishable the adversarial examples are from human-written texts.
The transferability of an adversarial example refers to its ability to attack other unseen models. We evaluate transferability in the attack scenarios introduced by Zang et al. \[16\], where the used sememe-based word-substitution often leads to better transferability than other word-substitution methods. Specifically, on each dataset, we use BERT to classify the adversarial examples crafted for attacking BiLSTM, and vice versa. Table X presents the classification results on the adversarial examples crafted by LS and PSO. Note lower classification accuracy indicates better transferability. In can be observed that the adversarial examples crafted by LS generally exhibit better transferability than that crafted by PSO.

### E. Transferability

The transferability of an adversarial example refers to its ability to attack other unseen models \[2\]. We evaluate transferability in the attack scenarios introduced by Zang et al. \[16\], with different word-substitution methods.

Table VIII presents the evaluation results in terms of modification rate (Modi.), grammaticality (IPW), and fluency (PPL), in the scenarios introduced by Zang et al. \[16\]. Note for all these three metrics, the smaller the better.

| Victim Model | Alg. | IMDB Modi. (%) | IPW (E-4) | PPL | SST-2 Modi. (%) | IPW (E-4) | PPL | SNLI Modi. (%) | IPW (E-4) | PPL |
|--------------|------|----------------|-----------|-----|----------------|-----------|-----|----------------|-----------|-----|
| BiLSTM       | PSO  | 4.28           | 2.286     | 96.36| 8.99           | **0.930** | 275.58| 11.76          | 5.512     | 210.37|
|              | LS   | 3.50           | 1.361     | 88.74| 9.29           | 1.851     | 263.89| 11.85          | 4.841     | 206.94|
| BERT         | PSO  | 4.12           | 2.208     | 99.04| 8.12           | 4.292     | 279.82| 11.69          | 2.285     | 215.65|
|              | LS   | **3.83**       | **1.803** | **96.18**| 7.88           | **3.849** | **272.26**| 11.67          | 4.561     | **208.89**|

Table IX lists the evaluation results of the original input.

| Victim Model | Alg. | Valid. (%) | Percep. |
|--------------|------|------------|---------|
| N/A          | Ori. Input | 87.0       | 3.46    |
| BERT         | PSO  | 79.0       | 2.64    |
|              | LS   | 78.0       | 2.69    |

Table VIII presents the evaluation results in terms of modification rate, fluency (PPL), and grammaticality (IPW), of the adversarial examples crafted in the scenarios introduced by Zang et al. \[16\]. Results in other scenarios are similar, and are given in Appendix A. The results in Table VIII indicate that in most scenarios the adversarial examples crafted by LS are better than that crafted by the baseline. It is worth mentioning the IPW in Table VIII is typically of the order 10^-4, which means the attack approach introduces roughly 1 grammatical error for every 10000 input words processed.

We perform human evaluation on 100 adversarial examples crafted by PSO and LS respectively, for attacking BERT on SST-2 with sememe-based word substitution. We ask three movie fans (volunteers) to make a binary sentiment classification (i.e., labeling it as “positive” or “negative”), and give a perceptibility score chosen from \{0, 1, 2, 3, 4\} which indicates “Machine-generated”, “More like Machine-generated”, “Not Sure”, “More like Human-written” and “Human-written”, respectively. The final sentiment labels are determined by majority voting, and the final perceptibility scores are determined by averaging. Table IX presents the results. Overall the adversarial examples crafted by LS are comparable to that crafted by PSO, and both of them are inferior to original human-authored input. Nevertheless, based on human evaluation, overall the crafted examples (with average perceptibility score larger than 2) are more like human-written than machine-generated. Table XIII displays some adversarial examples crafted by LS and the baselines on IMDB dataset, with different word-substitution methods.

---

**TABLE VIII**

Evaluation results in terms of modification rate (Modi.), grammaticality (IPW) and fluency (PPL), in the scenarios introduced by Zang et al. \[16\]. Note for all these three metrics, the smaller the better.

**TABLE IX**

Human evaluation results of validity and perceptibility of the crafted adversarial examples on attacking BERT on SST-2, with sememe-based word substitution. The second row also lists the evaluation results of the original input. "Valid." is the percentage of valid adversarial examples. "Percep." is the average perceptibility score. For both of them, the higher the better.

**TABLE X**

The classification accuracy of the transferred adversarial examples crafted by PSO and LS in the scenarios considered by Zang et al. \[16\].

| Transfer Alg. | IMDB | SST-2 | SNLI |
|---------------|------|-------|------|
| BiLSTM ⇒ BERT | PSO  | 80.70 | 69.47| 61.40|
|               | LS   | 77.48 | 64.32| 58.93|
| BERT ⇒ BiLSTM | PSO  | 82.85 | 63.43| 51.60|
|               | LS   | **79.40** | **59.06** | **49.71** |

**TABLE XI**

The decrease in attack success rates (%) after retraining, when attacking BiLSTM on SST-2 with sememe-based word substitution. “Alg.” and “Adv. T” represent the optimization algorithm for attacking and adversarial training, respectively. “W/O” means the (original) attack success rates without retraining.

| Alg. \ Adv. T w/o | PSO | LS |
|-------------------|-----|----|
| PSO               | 93.71 | -2.29 | -3.18 |
| LS                | 94.07 | -2.28 | -2.39 |

**TABLE XII**

The decrease in attack success rates (%) after retraining, when attacking BERT on IMDB with synonym-based word substitution.

| Alg. \ Adv. T | SBGS | LS |
|---------------|------|----|
| SBGS          | 82.84 | -7.40 | -8.68 |
| LS            | 85.62 | -5.45 | -7.46 |
### IMDB Example 1

**Original Input (Prediction=Negative)**

I’m normally a fan of Mel Gibson, but in this case he did a movie with a poor script. The acting for the most part really wasn’t that bad, but the story was just pointless with flaws and boring.

**Synonym-based Word Substitution + LS (Prediction=Positive):**

I’m normally a fan of Mel Gibson, but in this case he did a movie with a short script. The acting for the most part really wasn’t that tough, but the story was just superfluous with flaws and boring.

**Synonym-based Word Substitution + SBGS (Prediction=Positive):**

I’m normally a fan of David Gibson, but in this type he did a movie with a short script. The acting for the most part really wasn’t that tough, but the story was just superfluous with flaws and boring.

**Counter-fitted Word Embedding Substitution + LS (Prediction=Positive):**

I’m normally a admirer of Mel Gibson, but in this case he did a movie with a needy script. The acting for the most part really wasn’t that bad, but the story was righteous vain with flaws and boring.

**Counter-fitted Word Embedding Substitution + GA (Prediction=Positive):**

I’m normally a admirer of Mel Gibson, but in this case he did a movie with a needy script. The acting for the longer part really wasn’t that amiss, but the tales was righteous unnecessary with faults and boring.

**Sememe-based Word Substitution + LS (Prediction=Positive):**

I’m normally a fan of Mel Gibson, but in this posture he forged a movie with a wrenching script. The acting for the most part really wasn’t that bad, but the story was just rash with flaws and boring.

**Sememe-based Word Substitution + PSO (Prediction=Positive):**

I’m overall a fan of Mel Gibson, but in this case he forged a movie with a wrenching script. The acting for the most part really wasn’t that bad, but the story was likely rash with vulnerabilities and boring.

### IMDB Example 2

**Original Input (Prediction=Negative)**

People, please don’t bother to watch this movie! This movie is bad! It’s totally waste of time. I don’t see any point here. It’s a stupid film with lousy plot and the acting is poor. I rather get myself beaten than watch this movie ever again.

**Synonym-based Word Substitution + LS (Prediction=Positive):**

People, please don’t get to watch this movie! This movie is tough! It’s totally wastefulness of time. I don’t see any point here. It’s a stupid film with dirty plot and the acting is short. I rather get myself beaten than watch this movie ever again.

**Synonym-based Word Substitution + SBGS (Prediction=Positive):**

People, please don’t get to catch this movie! This movie is tough! It’s totally wasteland of time. I don’t see any degree here. It’s a stupid film with dirty plot and the acting is short. I rather get myself beaten than watch this movie ever again.

**Counter-fitted Word Embedding Substitution + LS (Prediction=Positive):**

People, please don’t irritate to watch this movie! This movie is wicked! It’s totally litter of time. I don’t see any point here. It’s a stupid film with miserable plot and the acting is poorer. I rather get myself beaten than watch this movie ever again.

**Counter-fitted Word Embedding Substitution + GA (Prediction=Positive):**

People, invited don’t irritate to watch this movie. This movie is naughty! It’s abundantly debris of time. I don’t see any point here. It’s a daft film with miserable plot and the acting is poorer. I rather get myself pummeled than watch this movie ever again.

**Sememe-based Word Substitution + LS (Prediction=Positive):**

People, please don’t bother to watch this movie. This movie is bad! It’s totally waste of time. I don’t see any point here. It’s a bookish snapshot with spongy plot and the acting is wrenching. I rather get myself beaten than watch this movie ever again.

**Sememe-based Word Substitution + PSO (Prediction=Positive):**

People, please don’t bother to watch this movie. This movie is bad. It’s decided waste of time. I don’t see any point here. It’s a stupid snapshot with off plot and the acting is wrenching. I rather get myself beaten than watch this polka ever again.
introduced by Zang et al. [16] where sememe-based word substitution is used, we use LS and PSO to craft 553 adversarial examples respectively (8% of the original training set size) by attacking BiLSTM on the training set of SST-2. Then we include the adversarial examples into the training set and retrain a BiLSTM. Once again, we use LS and PSO to attack this new model and obtain the attack success rates. Finally, we assess the robustness improvement as the decrease in success rates after retraining. The larger the decrease, the larger the robustness improvement. The above whole procedure is repeated in the second scenario introduced by Ren et al. [14] with IMDB dataset and BERT, where synonym-based word substitution is used and the baseline algorithm is SBGS. Table XI and Table XII present the results. It can be observed that adversarial training indeed makes the models more robust to adversarial attacks. Moreover, the adversarial examples crafted by LS generally bring larger robustness improvement than that crafted by the baselines. Further, as the optimization algorithm for textual attack, LS is also less affected by adversarial training compared to the baselines.

V. Conclusion and Discussion

In this paper, we propose a local search algorithm to solve the combinatorial optimization problem induced in the optimization step of word-level textual attack. We prove its approximation bound, which is also the first general performance guarantee in the literature. We conduct exhaustive experiments to demonstrate the superiority of our algorithm in terms of attack success rate, query efficiency, adversarial example quality, transferability and robustness improvement to victim models by adversarial training. The algorithm proposed in this paper can be integrated into a wide range of textual attack frameworks, to help improve their query efficiency and success rates. As a result, our algorithm can help better find the vulnerability, unfairness and safety issues in NLP models, and therefore help mitigate them in real-world applications. On the other hand, there exists potential risk that the textual attack approaches can be used purposefully to attack the NLP models deployed in critical applications. It is therefore necessary to study how to defend against such attacks. In addition, in industry, this work also has an impact on solving the set maximization problem with partition matroids, which typically finds many applications such as service composition in cloud computing [45] and social welfare in combinatorial auctions [38].

There are several important future directions. The first is to further improve the query efficiency of the algorithm, especially in cases of attacking long sentences. The second is to extend the algorithm to the decision-based setting where only the top labels predicted by the victim model are available. The third future direction is to extend the algorithm to other languages, e.g., Chinese. Although the general idea of word substitution as combinatorial optimization is widely applicable to different languages, it is still necessary to customize the method when applied to a specific language. For example, in Chinese texts the words are not separated from each other; it is therefore necessary to conduct word segmentation before word substitution. Another interesting future work is to improve the performance of existing search algorithms (e.g., PSO and GA), by integrating the proposed algorithmic components such as the three types of perturbations and the termination condition into them, such that they will be assured to find local optimal solutions. Finally, it is also interesting to investigate how to automatically build an ensemble of attacks [46]–[49] to reliably evaluate the adversarial robustness of NLP models.
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TABLE XIV
Evaluation results in terms of modification rate (Modi.), grammaticality (IPW) and fluency (PPL), in the scenarios introduced by Alzantot et al. [10]. Note for all these three metrics, the smaller the better.

| Victim Model | Alg. | IMDB | SNLI |
|--------------|------|------|------|
|              |      |      |      |
| LSTM         | GA   | 8.00 | 2.505| 169.19|
|              | LS   | 5.02 | 0.969| 145.54|
| DNN          | GA   | -    | 14.19| 6.863|
|              | LS   | 14.20| 8.470| 251.93|

TABLE XV
Evaluation results in terms of modification rate (Modi.), grammaticality (IPW) and fluency (PPL), in the scenarios introduced by Ren et al. [14].

| Victim Model | Alg. | IMDB | AG’s News |
|--------------|------|------|-----------|
|              |      |      |           |
| BiLSTM       | SBGS | 6.41 | 2.524     | 96.54     |
|              | LS   | 5.99 | 2.399     | 94.50     |
| Word-CNN     | SBGS | 5.93 | 1.351     | 92.38     |
|              | LS   | 5.26 | 0.555     | 89.23     |
| Char-CNN     | SBGS | -    | 6.14      | 1.633     |
|              | LS   | 5.60 | 0.787     | 147.23    |

TABLE XVI
Evaluation results in terms of modification rate (Modi.), grammaticality (IPW) and fluency (PPL), in the scenarios introduced by Jin et al. [17].

| Dataset | Alg. | BERT | Word-LSTM | Word-CNN |
|---------|------|------|-----------|----------|
|         |      |      |           |          |
| MR      | IBGS | 9.99 | 0.786     | 407.9    |
|         | LS   | 8.63 | 0.490     | 533.3    |
| SNLI    | IBGS | 11.05| 2.402     | 329.7    |
|         | LS   | 9.78 | 2.196     | 299.9    |

TABLE XVII
Success rates and average query number of LS and the Greedy Algorithm in attack scenarios introduced by Zang et al. [16]. Each table cell contains two values, a success rate (%) and an average query number, separated by "|". Note for success rate, the higher the better; for query number, the smaller the better.

| Alg. | ImDB | SST-2 | SNLI |
|------|------|-------|------|
|      |      |       |      |
| LS   | 99.93| 2203  | 74.71|
| Greedy | 99.83| 2103  | 74.63|

APPENDIX A
COMPLETE EVALUATION RESULTS OF ADVERSARIAL EXAMPLE QUALITY

Table XIV, Table XV and Table XVI list the results in terms of modification rate (Modi.), grammaticality (IPW) and fluency (PPL), in the scenarios introduced by Alzantot et al. [10], Ren et al. [14] and Jin et al. [14], respectively. It can be observed that in most scenarios the adversarial examples crafted by LS are better than that crafted by the baselines. Note the quality of the adversarial examples crafted in the scenarios of Tan et al. [18] is not evaluated. The reason is that it is aimed at revealing the discrimination of DNNs that are trained on perfect Standard English corpora, against minorities from nonstandard linguistic backgrounds. Under its setting the adversarial examples crafted by Inflectional Morphology will naturally introduce quality issues, such as grammatical error and typos. This is actually very different from the other three approaches which try to craft indistinguishable adversarial examples with correct grammaticality.
APPENDIX B

ATTACK PERFORMANCE OF THE GREEDY ALGORITHM

Table XVII presents the attack performance of LS and the Greedy algorithm in the scenarios of Zang et al. [16]. Compared to Greedy, generally LS achieves higher success rates, with a few additional queries.