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Abstract
Conventional methods for testing independence between two Gaussian vectors require sample sizes greater than the number of variables in each vector. Therefore, adjustments are needed for the high-dimensional situation, where the sample size is smaller than the number of variables in at least one of the compared vectors. It is critical to emphasize that the methods available in the literature are unable to control the Type I error probability under the nominal level. This fact is evidenced through an intensive simulation study presented in this paper. To cover this lack, we introduce a valid randomized test based on the Kronecker delta covariance matrices estimator. As an empirical application, based on a sample of companies listed on the stock exchange of Brazil, we test the independence between returns of stocks of different sectors in the COVID-19 pandemic context.
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1 Introduction
The likelihood ratio test approach has been widely considered in testing the independence between two groups of random variables under the assumption of normality. And, the traditional likelihood ratio test approach assumes that the dimension of the data is a fixed small constant comparing with the sample size. However, this assump-
tion may not be true in this big data era when the number of measured variables is usually large. To list a few, some modern data sets coming from climate change data, stock market data in finance and micro-array data in biology are often high-dimensional data. For more on high-dimensional data examples, the works of Donoho (2000), Johnstone (2001), Johnstone (2006) and Fan and Li (2006) are indicated.

The problem of testing independence in high-dimensional data has received considerable interest even in the most recent literature. The work of Han and H. (2017) investigated testing the mutually independence among all entries of a $P$-dimensional random vector based on $N$ independent observations, where $P$ and $N$ both grow and $P/N$ can diverge or converge to any non-negative value. They focused on nonparametric rank-based tests and their optimality, including Kendall’s tau (Kendall (1938)) and Spearman’s rho (Spearman (1904)). To check the total independence of a random vector without Gaussian assumption in high dimensions, a test based on the sum of squares of pairwise Kendall’s taus was developed by Mao (2018). They showed that the test can be justified when both the dimension and the sample size go to infinity simultaneously and applied to HDLSS (high dimension, low sample size) data. Testing independence among a number of high-dimensional random samples can be found at Chen and Liu (2018). They arranged $N$ samples of a $P$-dimensional random vector into a $P \times N$ data matrix, and tested the independence among the columns with the assumption that the data matrix follows a matrix-variate normal distribution. They studied the effect of correlated samples when using multiple testing of Pearson’s correlation coefficients and showed the need for conducting sample independence test. Székely and Rizzo (2013) developed a distance correlation t-test (Dcor) for testing the independence of random vectors in high dimension, where the dimensions are arbitrarily high and not necessarily equal. Yao et al. (2018) introduced an $\ell_2$-type test for testing mutual independence for high-dimensional data, where they constructed the test statistic on the basis of pairwise distance covariance. And their proposed test captured non-linear and non-monotone dependence. The limiting null distribution of the test statistic was shown to be standard normal distribution. Yang and Pan (2015) proposed a new test statistic for testing independence between two high-dimensional random vectors. Their test statistic is based on the sum of regularized sample canonical correlation coefficients of the two vectors. These recent work can be summarized into three main categories: test the independence among entries within one vector; test the independence of observations from one vector; and test the independence of two or more vectors.

In this paper, we focus on testing independence between the components of two multivariate Gaussian vectors, under high dimension settings. We state the motivations and problem formulations in the following sequel.

Consider the random row vectors $X = (X_1, \ldots, X_{P_1})$ and $Y = (Y_1, \ldots, Y_{P_2})$, where the transposes $X'$ and $Y'$ are multivariate Gaussian vectors with dimensions $P_1$ and $P_2$, respectively, that is, $X' \sim N_{P_1}(\mu_1, \Sigma_1)$ and $Y' \sim N_{P_2}(\mu_2, \Sigma_2)$. Also, assume that the mean vectors $\mu_1, \mu_2$ and the variance matrices $\Sigma_1$ and $\Sigma_2$ are unknown and not necessarily equal.

Let $X = (X_1', \ldots, X_N')$ and $Y = (Y_1', \ldots, Y_N')$ denote the matrices with random samples taken from the distributions of $X'$ and $Y'$, respectively. It is of great importance to test independence between $X$ and $Y$ in a high dimension setting, where the
dimensions $P_1$ and $P_2$ are much larger than the number of obtained observations, $N$. More specifically, our goal is to test if $X_i$ and $Y_j$ are independent for each pair of $i \in \{1, \ldots, P_1\}$ and $j \in \{1, \ldots, P_2\}$. Let $\Sigma_{X,Y} = \text{cov}(X', Y')$ denote the covariance between $X$ and $Y$. We want to test:

$$H_0 : \Sigma_{X,Y} = 0 \text{ vs. } H_1 : \Sigma_{X,Y} \neq 0,$$

where $0$ is a $(P_1 \times P_2)$ dimensional matrix of zeros. Note that, since the hypotheses are only on $\Sigma_{X,Y}$, the covariance matrices $\Sigma_1$ and $\Sigma_2$ are nuisance parameters in this context.

It can be shown from Timm (2002) that, if $P_1 \leq N$ and $P_2 \leq N$, then one can use the likelihood ratio test statistic, $\lambda(X, Y)$, for testing (1) based on the asymptotic chi-squared distribution of $-2 \log \lambda(X, Y)$:

$$-2 \log \lambda(X, Y) = N \log \left( \frac{|S_X| |S_Y|}{|S(X, Y)|} \right),$$

where the notation $|.|$ represents the absolute value of the determinant of a matrix, $S_X$ is the $P_1 \times P_1$ sample covariance of $X$ based on the data $X$, $\hat{\rho}_{i,j}$ is the maximum likelihood estimator of the correlation between $X_i$ and $Y_j$, and $S_Y$ is the $P_2 \times P_2$ sample covariance of $Y$ based on the data $Y$, that is:

$$S_X = \frac{1}{N} \sum_{i=1}^{N} (X_i - \bar{X})'(X_i - \bar{X}),$$

with $\bar{X} = \frac{1}{N} \sum_{i=1}^{N} X_i$;

and

$$S_Y = \frac{1}{N} \sum_{j=1}^{N} (Y_j - \bar{Y})'(Y_j - \bar{Y}),$$

with $\bar{Y} = \frac{1}{N} \sum_{j=1}^{N} Y_j$.

Finally, $S(X, Y)$ is a $(P_1 + P_2) \times (P_1 + P_2)$-dimensional matrix that combines the sample covariances in the following way:

$$S(X, Y) = \begin{bmatrix} S_X & S_{X,Y} \\ S_{Y,X} & S_Y \end{bmatrix},$$

where $S_{X,Y}$ is the sample covariance between $X$ and $Y$.

Note that $S_X$ is singular when $P_1 > N$. Likewise, $S_Y$ is singular when $P_2 > N$. Under such a high-dimensional situation, that is, when $P_1 > N$ or $P_2 > N$, the arguments for deriving the asymptotic chi-squared distribution of $-2 \log \lambda(X, Y)$ are no longer valid. Moreover, according to Bai and Zheng (2009), when the dimensions $P_1$
Recently, Bai and Zheng (2009) proposed corrections for likelihood ratio tests to cope with high-dimensional effects when testing for a high-dimensional vector which follows normal distribution $N_p(\mu, \Sigma)$ with $H_0 : \Sigma = I_p$ vs. $H_1 : \Sigma \neq I_p$, using central limit theorems for linear spectral statistics of sample covariance matrices and of random F-matrices. Their dimension $p$ and sample size $n$ go to infinity and
\[ \lim_{n \to \infty} p/n = y \in (0, 1). \]
In 2012, Jiang and Yang (2012) further extended the likelihood ratio test for covariance matrices of high-dimensional normal distributions to include the case when $y = 1$, using Selberg integral. Then, Jiang and Yang (2013) extended the likelihood ratio approach to the case of high-dimensional data with $y \in (0, 1]$ and the proposed likelihood ratio test statistics converges in distribution to normal distributions with explicit means and variances. Moreover, Jiang and Zheng (2013) proposed the corrected likelihood ratio test and large-dimensional trace criterion to test the independence of two large sets of multivariate variables. And their trace criterion can be used in the case of $p > n$, while the corrected likelihood ratio test is unfeasible due to the loss of definition. However, although a number of literature focuses on corrections or extensions of likelihood ratio test for high-dimensional independence test when $y \in (0, 1]$, to our knowledge the case when $y > 1$ is new in the literature.

For the situations when $N < P$ or even $N << P$, an empirical distance approach was used by Yamada and Nishiyama (2017) to test for a block diagonal covariance matrix in non-normal high-dimensional data. A test statistic based on the extended cross-data-matrix methodology (Ecdm) was developed by Yata and Aoshima (2013), and later extended by Yata and Aoshima (2016), for testing of the correlation matrix between two subsets of a high-dimensional random vector, where the Ecdm estimator was proved to be consistent and asymptotically Normal in high-dimensional settings.

The present work introduces a randomized test procedure for testing (1). The method works for unstructured covariance matrices, which is possible using the slicing procedure (Akdemir and Gupta 2011) and the Flip-flop algorithm (Srivastava et al 2008). The dimensions, $P_1$ and $P_2$, of the two vectors are allowed to be larger than the number of obtained observations, $N$. By means of an intensive Monte Carlo simulation study, we show that the proposed method ensures a true control of the Type I Error probability under the nominal level, while performing similarly to competing methods in terms of statistical power. This is a relevant advantage since competing methods presented inflated Type I Error probabilities in all of the simulated scenarios.

The remainder of this paper is organized as follows. In Sect. 2, we explain the flip-flop algorithm to obtain the estimator of a Gaussian covariance matrix. In Sect. 3, we develop a new test statistic based on flip-flop Kronecker delta covariance estimator which is similar to a conventional likelihood ratio test statistic but is applicable for high-dimensional data. We also describe the decision rule of a randomized test associated with the new test statistic. A detailed evaluation of the newly developed test, along with a comparison with two prominent methods, is given in Sect. 4. In Sect. 5, we apply our method to a sample of companies listed on the stock exchange to investigate if daily returns, among six sectors, are independent in a short-run time during the COVID-19 pandemic. Section 6 summarizes the main points.
2 Flip-flop estimator of Gaussian covariance matrices: an overview

The work of Silva and Liu (2018) introduced the mat matrix operator, which is an important tool to construct the method introduced in this paper.

**Definition 2.1 (mat operator)** Let \( p \in \mathbb{N} \) and \( q \in \mathbb{N} \) be such that \( p \times q = P \), and let \( A \) denote a \((1 \times P)\)-dimensional matrix. The mat operator applied to \( A \), denoted by \( \text{mat}_{p,q}(A) \), is a \((p \times q)\)-dimensional matrix obtained by slicing \( A \) into \( p \) vectors, each of \( q \)-dimension, and then stacking these \( q \)-dimensional vectors as row vectors. That is, if \( a_j \) denotes the \( j \)th entry of \( A \), then:

\[
\text{mat}_{p,q}(A) := \begin{pmatrix}
A_{1,q} \\
A_{(q+1):2q} \\
\vdots \\
A_{[(p-1)q+1]:P}
\end{pmatrix},
\]

(3)

where \( A_{1:t} = (a_{l}, a_{l+1}, \ldots, a_{t}) \).

Let \( W_1, \ldots, W_N \) denote a sequence of independent \( 1 \times P \)-dimensional vectors, where \( W_j = (W_{1,j}, \ldots, W_{P,j})' \sim \mathcal{N}_P(\mu, \Sigma) \), and \( W_{i,j} \sim \mathcal{N}(\mu_i, \sigma^2_i) \), for each \( j = 1, \ldots, N \) and \( i = 1, \ldots, P \).

An unbiased estimator for \( \Sigma \), based on the sample \( W = (W'_1, \ldots, W'_N)' \), is

\[
S = \frac{1}{N} \sum_{j=1}^{N}(W_j - \bar{W})'(W_j - \bar{W}),
\]

where \( \bar{W} = \sum_{j=1}^{N} W_j / N \). But, if \( N < P \), then \( S \) is singular. An alternative estimator has been proposed by Akdemir and Gupta (2011). The idea is to rewrite \( \Sigma \) in terms of the Kronecker delta covariance structure as:

\[
\Sigma = \Omega \otimes \Psi,
\]

(4)

where \( \Omega \) and \( \Psi \) denote two matrices of dimensions \( p \times p \) and \( q \times q \), respectively, and \( P = p \times q \). According to Silva and Liu (2018), the choice of \( p \) and \( q \), which has to be restricted to minimization of \( p(p+1)/2 + q(q+1)/2 \), is such that \( N \leq \max\{p, q\} \). They also suggest to use \( p < q \), which then ensures that any choice \( Np > q \) will provide non-singular estimates for \( \Omega \) and \( \Psi \).

To estimate \( \Omega \) and \( \Psi \), one can use the flip-flop algorithm introduced by Srivastava et al. (2008). The first step of flip-flop is based on slicing each of the \( P \)-dimensional row vectors \( W_j \) in a way to obtain the \( p \times q \) random matrix, \( W^*_j \), in the following
way:

\[ W_j^* = \text{mat}_{p,q}(W_j). \]  

(5)

It is also necessary to calculate \( \tilde{W}^* = \frac{1}{N} \sum_{j=1}^{N} W_j^* \).

Set a counting variable to start with zero, say \( c = 0 \). The initial matrix of the iterative procedure is \( \hat{\Omega}_0(W) = I_p \), where \( I_p \) is the \( p \)-dimensional identity matrix.

Let \( \hat{\Sigma}_{(k)}^0(W) \) denote the interim estimator of \( \Sigma \) at the \( c \)th iteration. While

\[ \text{tr} \left( \hat{\Sigma}_{(k)}^0(W)S \right) - \log | \hat{\Sigma}_{(k)}^0(W)S | > \epsilon, \]  

(6)

make

\[ \hat{\psi}_k(W) = \frac{1}{Np} \sum_{j=1}^{N} (W_j^* - \tilde{W}^*)' \hat{\Omega}_{c}^{-1}(W)(W_j^* - \tilde{W}^*), \]  

(7)

\[ \hat{\Omega}_{k+1}(W) = \frac{1}{Nq} \sum_{j=1}^{N} (W_j^* - \tilde{W}^*) \hat{\psi}_k^{-1}(W)(W_j^* - \tilde{W}^*''), \]  

(8)

where \( \text{tr} \) \( (A) \) is the trace of a matrix \( A \), and \( \epsilon \) is a tolerance parameter for the discrepancy between the unbiased estimator, \( S \), and \( \hat{\Sigma}_{\otimes}^0 \).

Let \( c^* \) denote the first value of \( c \) for which (6) does not hold. This way, a non-singular estimator for the inverse of \( \Sigma^{-1} \) is given by:

\[ \hat{\Sigma}_{\otimes}^{-1}(W) = \hat{\Omega}_{c^*}^{-1}(W) \otimes \hat{\psi}_{c^*}^{-1}(W). \]  

(9)

According to Theorem 2 by Tsiligkaridis et al. (2013), the flip-flop algorithm achieves high-dimensional consistency, that is:

\[ \hat{\Sigma}^{-1} \rightarrow \Sigma^{-1} \]  

(10)

when \( P \rightarrow \infty \) or \( N \rightarrow \infty \). Tsiligkaridis et al. (2013) also presented an exhaustive simulation study supporting the theoretical consistency of \( \hat{\Sigma}_{\otimes}^{-1} \).

It can happen that \( P \) is a prime number. Hence, in order to ensure feasibility of the estimator for any value of \( P \), in the present paper we consider the transformation:

\[ \tilde{V}_j = \begin{cases} W_j, & \text{if the dimension } P \text{ is not a prime number,} \\ (W_j, Z_j), & \text{if } P \text{ is a prime number,} \end{cases} \]  

(11)

where \( Z_j \sim N(0, 1) \). This way, one can always run \( \hat{\Sigma}_{\otimes}^{-1}(V) \), with \( V = (\tilde{V}_1', \ldots, \tilde{V}_N') \), to estimate the covariance structure in \( W \) since it will be embedded in the covariance of \( V \).
3 Method

For testing (1) given the observations \( \mathbf{X} = (X'_1, \ldots, X'_N)' \), \( \mathbf{Y} = (Y'_1, \ldots, Y'_N)' \), and \( \mathbf{U} = (\mathbf{X}, \mathbf{Y}) \), we propose the following test statistic:

\[
T(\mathbf{X}, \mathbf{Y}) = \sum_{i=1}^{P_1} \sum_{j=P_1+1}^{P_1+P_2} \frac{[\hat{\sigma}_{i,j}(\mathbf{U})]^2}{\hat{\sigma}_{i,i}(\mathbf{U})\hat{\sigma}_{j,j}(\mathbf{U})},
\]

where \( \hat{\sigma}_{i,j}(\mathbf{U}) \) is the component in row \( i \) and column \( j \) of the \((P_1 + P_2) \times (P_1 + P_2)\)-dimensional flip-flop Kronecker delta covariance estimator \( \hat{\Sigma} \otimes (\mathbf{U}) \) solved from (9).

This test statistic is basically the sum of the squared estimators of the correlations between \( \mathbf{X} \) and \( \mathbf{Y} \), which is inspired on the likelihood ratio statistic in (2), where the information of the sample variances of \( \mathbf{X} \) and \( \mathbf{Y} \) are weighted by the information in the sample covariance between them.

Under the null hypothesis, the distribution of \( T(\mathbf{X}, \mathbf{Y}) \) is invariant with respect to the collection order of the sample units in \( \mathbf{X} \) and \( \mathbf{Y} \), that is, the sample units are exchangeable under \( H_0 \). Therefore, each new configuration of the actually observed data order generates a new observation of \( T(\mathbf{X}, \mathbf{Y}) \) under \( H_0 \). Thus, a permutation test is applicable.

Let \( \tau_1 = (n_{1,1}, n_{1,2}, \ldots, n_{1,N}) \) denote the first set formed by \( N \) numbers randomly sampled, without replacement, from the set \( \eta = \{1, 2, \ldots, N\} \). This way, a first randomized form of \( \mathbf{X} \), say \( \mathbf{X}_1 \), has the first row formed by the \( n_{1,1} \)th line of \( \mathbf{X} \), the second line has the \( n_{1,2} \)th line of \( \mathbf{X} \), and so on until the last line of \( \mathbf{X}_1 \) which has the \( n_{1,N} \)th line of \( \mathbf{X} \). With this, \( T_1 \) shall denote the result of \( T(\mathbf{X}_1, \mathbf{Y}) \). Similarly, a second set \( \tau_2 = (n_{2,1}, n_{2,2}, \ldots, n_{2,N}) \) of \( N \) numbers sampled without replacement from \( \eta \) has the indexes for forming \( \mathbf{X}_2 \) from \( \mathbf{X} \), which gives \( T_2 = T(\mathbf{X}_2, \mathbf{Y}) \). Consider to repeat this procedure \((m - 1)\) times, that is, until forming \( T_1, \ldots, T_{m-1} \), a sequence of observations of \( T(\mathbf{X}, \mathbf{Y}) \) obtained from independent randomized configurations of \( \mathbf{X} \).

For \( T(\mathbf{X}, \mathbf{Y}) = t_0 \) observed with the actual order of collection, define:

\[
G(m) = \sum_{i=1}^{m-1} I(T_i \geq t_0).
\]

This way, the permutation p-value is given by:

\[
\hat{p} = \frac{G(m) + 1}{m}.
\]

Therefore, given an arbitrary tolerance (level) \( \alpha \in (0, 1) \), \( H_0 \) is rejected if:

\[
\hat{p} \leq \alpha.
\]
3.1 Validity of the permutation p-value

The permutation test as well as the Monte Carlo test produce ‘valid’ test criterion (Fisher 1935; Pitman 1937; Dwass 1957; Barnard 1963; Hope 1968; Birnbaum 1974). A test criterion is said valid if the related p-value, say \( P(X) \), is such that

\[
Pr \left( P(X) \leq \alpha | H_0 \right) \leq \alpha, \tag{16}
\]

for each \( \alpha \in (0, 1) \). To see this, let \( S \) denote the support of \( \hat{p} \), that is:

\[
S = \{1/m, 2/m, \ldots, (m - 1)/m, 1\}, \tag{17}
\]

and let \( T(i) \) denote the \( i \)th observation in the ordered sequence of \( T_i \). If the point \( g/m \in S \) is a realization of \( \hat{p} \), it means that the number of simulated \( T_i \)s greater than or equal to \( t_0 \) is equal to \( g - 1 \). This is equivalent to observing the event \( \{T(m-g) < t_0 \leq T(m-g+1)\} \) for \( g = 2, \ldots, m - 1 \), \( \{T(m-1) < t_0\} \) for \( g = 1 \), and \( \{t_0 \leq T(1)\} \) for \( g = m \). Note that, under \( H_0 \), the sample units are exchangeable, then the points of the set \( \{T(m-g) < t_0 \leq T(m-g+1), g = 2, \ldots, m - 1\} \cup \{T(m-1) < t_0\} \cup \{t_0 \leq T(1)\} \) are equiprobable under \( H_0 \), then

\[
Pr[\hat{p} \leq g/m | H_0] = Pr[\{T(m-1) < t_0\} \cup \{T(m-2) < t_0 \leq T(m-1), \ldots, T(m-g) < t_0 \leq T(m-g+1)\} | H_0] = g/m. \tag{18}
\]

Therefore, for \( r = \lfloor \alpha m \rfloor \), we conclude that \( \hat{p} \) is valid because

\[
Pr[\hat{p} \leq \alpha | H_0 \text{ true}] = Pr[\hat{p} \leq r/m | H_0] = r/m \leq \alpha. \tag{19}
\]

Besides, irrespectively to the validity of \( H_0 \), \( \hat{p} \rightarrow p \) almost everywhere as \( N \rightarrow \infty \) and \( m \rightarrow \infty \), where \( p \) is the exact p-value. For a given \( t_0 \),

\[
\hat{p} = \frac{1 + \#\{T_i \geq t_0\}}{m} = \frac{1}{m} + \left[\frac{\#\{T_i \geq t_0\}}{m - 1}\right] \frac{m - 1}{m} \rightarrow 1 - F_N(t_0), \tag{20}
\]

as \( m \) goes to infinity, where \( F_N(\cdot) \) is the cumulative probability function of \( T(X, Y) \) for a fixed sample size \( N \). Finally, by the law of large numbers, we have

\[
1 - F_N(t_0) \rightarrow 1 - F(t_0) = p, \tag{21}
\]

as \( N \rightarrow \infty \).

Further properties and extensions of the permutation and Monte Carlo tests, including their sequential versions, are derived by Silva and Assunção (2018).
3.2 Speeding up run-time

In order to save execution time, in this paper we use a sequential version of the permutation test proposed by Silva and Assunção (2009). Now, the number of configurations needed to calculate the p-value, say $L$, is a random variable defined as the first time when there are $h$ simulated values greater than or equal to $t_0$. If this has not occurred before step $(m-1)$, then the randomization is stopped at step $(m-1)$, that is, $L$ is equal to $(m-1)$. As demonstrated by Silva and Assunção (2009), the p-value followed by such sequential randomized design is given by:

$$\hat{p}_s = \begin{cases} \frac{h}{l}, & \text{if } G(l+1) = h, \\ \frac{[G(l+1)+1]}{m}, & \text{if } G(l+1) < h. \end{cases}$$  \hfill (22)

4 Type I error probability and statistical power: a simulation study

A simulation study was conducted in order to compare the Type I Error probability and the statistical power of $F_t$ (our method newly developed in this paper) with the two prominent methods proposed by Yata and Aoshima (2016) (Ecdm) and by Székely and Rizzo (2013) (Dcor).

4.1 Tuning parameters scenarios

Under significance levels of $\alpha = 0.001$, 0.01, 0.05, and inspired in the setting used by Yao et al. (2018), we considered a block-diagonal structure for the correlations between the entries $X_i$ and $Y_j$: $\text{cor}(X_i, Y_j) = \rho$, with $0 \leq |i-j| < P, \rho = 0, 0.1, 0.25, 0.5$, and $\text{var}(X_i) = \text{var}(Y_j) = 1$ for each $i, j \in \{1, \ldots, P\}$.

In addition, we fixed the intra-class covariances $\Sigma_1 = \Sigma_2$, for which we considered three covariance structures also inspired in the setting used by Yao et al. (2018):

- (i’) The block-diagonal structure: $\text{cov}(X_i, X_j) = \text{cov}(Y_i, Y_j) = r$ with $0 < |i-j| < P$, and $r = 0.1, 0.5$;
- (ii’) The AR(1) structure: $\text{cov}(X_i, X_j) = \text{cov}(Y_i, Y_j) = r^{|i-j|}$ with $0 < |i-j| < P$, and $r = 0.1, 0.5$;
- (iii’) The band structure: for $i, j \in \{1, \ldots, P\}$, $\text{cov}(X_i, X_j) = \text{cov}(Y_i, Y_j) = r^{|i-j|}$ when $0 < |i-j| < 3, r = 0.1, 0.5$, and $\text{cov}(X_i, X_j) = \text{cov}(Y_i, Y_j) = 0$ when $|i-j| \geq 3$.

Finally, for $P = 50, 80, 100, 150, 200$, the sample sizes were chosen according to the rule $N = P/s$ among three options, small, moderate, and large related to $s = 10, s = 5, s = 1$, respectively.

4.2 Simulation study results

For the scenario of high correlation ($\rho = 0.5$), the three methods presented statistical power estimates very close to 1 even under the small dimension case ($P = 50$). Thus,
Table 1 Type I Error probabilities ($\rho = 0$) of Ft, Ecdm, and Dcor methods using $\alpha = 0.01, 0.05$. The simulations were performed using the block-diagonal structure ($i'$) for the intra-class covariances with $r = 0.5$. The settings were $N = P/s$, with $s = 1, 5, 10, \text{ and } P = 50, 80, 100, 150, 200$. The estimates were based on $M = 2000$ data sets simulated for each configuration of $P, N$ and $s$.

| $P = 50, s = 10$ | $\alpha$ | Ft  | Ecdm | Dcor |
|------------------|---------|-----|------|------|
|                  | 0.01    | 0.11| 0.126| 0.031|
|                  | 0.05    | 0.055| 0.216| 0.083|
|                  | 0.01    | 0.011| 0.058| 0.033|
|                  | 0.05    | 0.056| 0.099| 0.069|
|                  | 0.01    | 0.008| 0.030| 0.028|
|                  | 0.05    | 0.045| 0.064| 0.056|
|                  | 0.01    | 0.012| 0.075| 0.045|
|                  | 0.05    | 0.052| 0.127| 0.081|
|                  | 0.01    | 0.011| 0.053| 0.037|
|                  | 0.05    | 0.038| 0.091| 0.072|
|                  | 0.01    | 0.011| 0.037| 0.036|
|                  | 0.05    | 0.049| 0.079| 0.065|
|                  | 0.01    | 0.009| 0.054| 0.032|
|                  | 0.05    | 0.048| 0.108| 0.074|
|                  | 0.01    | 0.008| 0.050| 0.034|
|                  | 0.05    | 0.051| 0.094| 0.076|
|                  | 0.01    | 0.010| 0.045| 0.041|
|                  | 0.05    | 0.055| 0.078| 0.069|
|                  | 0.01    | 0.013| 0.050| 0.042|
|                  | 0.05    | 0.057| 0.096| 0.078|
|                  | 0.01    | 0.011| 0.047| 0.040|
|                  | 0.05    | 0.053| 0.086| 0.078|
|                  | 0.01    | 0.012| 0.042| 0.038|
|                  | 0.05    | 0.058| 0.071| 0.069|
|                  | 0.01    | 0.009| 0.060| 0.050|
|                  | 0.05    | 0.053| 0.095| 0.084|
|                  | 0.01    | 0.014| 0.047| 0.041|
|                  | 0.05    | 0.051| 0.081| 0.076|
|                  | 0.01    | 0.009| 0.038| 0.035|
|                  | 0.05    | 0.052| 0.066| 0.065|

Descriptions, graphs and tables in this section are concentrated on the scenarios of absence, small and intermediary correlation cases ($\rho = 0, 0.1, 0.25$).

Tables 1, 2, and 3 present the estimated Type I Error probabilities ($\rho = 0$) of Ft, Ecdm and Dcor based on the block-diagonal ($i'$), the AR(1) ($ii'$), and the band ($iii'$) structures for the intra-class covariances, respectively, all under $r = 0.5$. The calculations for the AR(1) structure ($ii'$) under $r = 0.1$ are shown in Table 6 of the Appendix. This is shown for $\alpha = 0.01$ and $\alpha = 0.05$. It is clear that the test sizes of Ecdm and Dcor are not controlled under the nominal level for the block-diagonal structure ($i'$), and actually they are quite liberal even for large dimensions such as $P = 200$. Moreover, for Dcor, such inflation on the Type I Error probability seems...
Table 2: Type I Error probabilities ($\rho = 0$) of Ft, Ecdm, and Dcor methods using $\alpha = 0.01$, 0.05. The simulations were performed using the AR(1) structure ($ii'$) for the intra-class covariances with $r = 0.5$. The settings were $N = P/s$, with $s = 1$, 5, 10, and $P = 50, 80, 100, 150, 200$. The estimates were based on $M = 2000$ data sets simulated for each configuration of $P$, $N$ and $s$.

| $P$  | $s$  | $\alpha$ | Ft    | Ecdm  | Dcor  |
|------|------|----------|-------|-------|-------|
| 50   | 10   | 0.01     | 0.13  | 0.123 | 0.015 |
|      |      | 0.05     | 0.061 | 0.216 | 0.06  |
| 50   | 5    | 0.01     | 0.10  | 0.037 | 0.008 |
|      |      | 0.05     | 0.050 | 0.143 | 0.043 |
| 50   | 1    | 0.01     | 0.006 | 0.013 | 0.012 |
|      |      | 0.05     | 0.050 | 0.045 | 0.046 |
| 80   | 10   | 0.01     | 0.011 | 0.036 | 0.004 |
|      |      | 0.05     | 0.055 | 0.116 | 0.051 |
| 80   | 5    | 0.01     | 0.009 | 0.026 | 0.014 |
|      |      | 0.05     | 0.040 | 0.086 | 0.046 |
| 80   | 1    | 0.01     | 0.004 | 0.013 | 0.013 |
|      |      | 0.05     | 0.047 | 0.058 | 0.054 |
| 100  | 10   | 0.01     | 0.008 | 0.037 | 0.016 |
|      |      | 0.05     | 0.053 | 0.102 | 0.056 |
| 100  | 5    | 0.01     | 0.013 | 0.019 | 0.011 |
|      |      | 0.05     | 0.051 | 0.067 | 0.050 |
| 100  | 1    | 0.01     | 0.011 | 0.016 | 0.013 |
|      |      | 0.05     | 0.052 | 0.059 | 0.058 |
| 150  | 10   | 0.01     | 0.016 | 0.026 | 0.018 |
|      |      | 0.05     | 0.052 | 0.072 | 0.048 |
| 150  | 5    | 0.01     | 0.012 | 0.014 | 0.008 |
|      |      | 0.05     | 0.054 | 0.068 | 0.048 |
| 150  | 1    | 0.01     | 0.010 | 0.020 | 0.010 |
|      |      | 0.05     | 0.051 | 0.050 | 0.051 |
| 200  | 10   | 0.01     | 0.008 | 0.016 | 0.014 |
|      |      | 0.05     | 0.048 | 0.060 | 0.050 |
| 200  | 5    | 0.01     | 0.012 | 0.020 | 0.006 |
|      |      | 0.05     | 0.043 | 0.072 | 0.058 |
| 200  | 1    | 0.01     | 0.010 | 0.015 | 0.010 |
|      |      | 0.05     | 0.052 | 0.050 | 0.053 |

to increase with the ratio $s = P/N$, which is a serious limitation in high dimension problems, where the number of variables is usually far bigger than the sample size. This is not a limitation of Ft because it guarantees a $\alpha$-level test by theoretical construction, which is corroborated with the Type I Error probabilities estimates provided in all the evaluated scenarios. For structures ($ii'$) and ($iii'$), Dcor does preserves the Type I Error probability under the $\alpha$ level, while Ecdm does not.

Regarding the statistical power estimates, it is important to ensure calculations under the same $\alpha$-level from all methods for a fair comparison. Hence, the comparisons Ft vs Ecdm and Ft vs Dcor must be performed separately since Ecdm and Dcor showed different test sizes in all scenarios. Table 4 has the power estimates for the comparison.
Table 3  Type I Error probabilities ($\rho = 0$) of $F_t$, Ecdm, and Dcor methods using $\alpha = 0.01, 0.05$. The simulations were performed using the band structure ($iii'$) for the intra-class covariances with $r = 0.5$. The settings were $N = P/s$, with $s = 1, 5, 10, 150, 200$. The estimates were based on $M = 2000$ data sets simulated for each configuration of $P$, $N$ and $s$.

| $P$   | $s$ | $\alpha$ | $F_t$  | $Ecdm$ | $Dcor$ |
|-------|-----|----------|--------|--------|--------|
| 50    | 10  | 0.01     | 0.14   | 0.130  | 0.016  |
|       |     | 0.05     | 0.056  | 0.249  | 0.059  |
| 50    | 5   | 0.01     | 0.01   | 0.034  | 0.012  |
|       |     | 0.05     | 0.043  | 0.092  | 0.047  |
| 50    | 1   | 0.01     | 0.009  | 0.019  | 0.013  |
|       |     | 0.05     | 0.053  | 0.069  | 0.060  |
| 80    | 10  | 0.01     | 0.008  | 0.050  | 0.011  |
|       |     | 0.05     | 0.051  | 0.131  | 0.045  |
| 80    | 5   | 0.01     | 0.006  | 0.025  | 0.013  |
|       |     | 0.05     | 0.046  | 0.091  | 0.052  |
| 80    | 1   | 0.01     | 0.006  | 0.007  | 0.006  |
|       |     | 0.05     | 0.041  | 0.052  | 0.041  |
| 100   | 10  | 0.01     | 0.010  | 0.041  | 0.014  |
|       |     | 0.05     | 0.052  | 0.106  | 0.052  |
| 100   | 5   | 0.01     | 0.009  | 0.021  | 0.010  |
|       |     | 0.05     | 0.056  | 0.076  | 0.049  |
| 100   | 1   | 0.01     | 0.007  | 0.012  | 0.010  |
|       |     | 0.05     | 0.042  | 0.053  | 0.051  |
| 150   | 10  | 0.01     | 0.013  | 0.020  | 0.010  |
|       |     | 0.05     | 0.050  | 0.077  | 0.045  |
| 150   | 5   | 0.01     | 0.009  | 0.015  | 0.009  |
|       |     | 0.05     | 0.057  | 0.060  | 0.051  |
| 150   | 1   | 0.01     | 0.010  | 0.011  | 0.010  |
|       |     | 0.05     | 0.049  | 0.051  | 0.049  |
| 200   | 10  | 0.01     | 0.011  | 0.018  | 0.010  |
|       |     | 0.05     | 0.057  | 0.067  | 0.039  |
| 200   | 5   | 0.01     | 0.010  | 0.011  | 0.010  |
|       |     | 0.05     | 0.049  | 0.055  | 0.051  |
| 200   | 1   | 0.01     | 0.009  | 0.012  | 0.009  |
|       |     | 0.05     | 0.050  | 0.052  | 0.050  |

$F_t$ vs Ecdm, and Table 5 has the power estimates for the comparison $F_t$ vs Dcor. The power magnitudes are similar between the two methods in each table in almost all of the evaluated scenarios.

Note from Table 5 that the power is close to 1 for large values of $P$. For evaluating the performance of the three methods under smaller power magnitudes, consider to take a very small tolerance on the Type I Error probability. For this, Fig. 1 in the Appendix shows the Type I Error probability estimates under $\alpha = 0.001$. This figure highlights again that Ecdm and Dcor do not control the test size under the nominal level, while $F_t$ has uniformly presented test size estimates very close to the nominal level.
Kronecker delta method for testing independence

Table 4  Statistical power of Ft and Ecdm methods under
$\rho = 0.25$ with the block-diagonal structure using
$\alpha = 0.01, 0.05$. The simulations were performed using the block-diagonal
structure ($i'$) for the intra-class covariances with $r = 0.5$. The settings were $N = P/s$, with
$s = 1, 5, 10, \text{ and } P = 50, 80, 100, 150, 200$. The estimates were based on
$M = 2000$ data sets simulated for each configuration of $P, N$ and $s$.

|                | $\alpha$ | Ft   | Ecdm |
|----------------|----------|------|------|
| $P = 50, s = 10$ | 0.01     | 0.099| 0.237|
|                | 0.05     | 0.183| 0.354|
| $P = 50, s = 5$  | 0.01     | 0.0385| 0.237|
|                | 0.05     | 0.072| 0.354|
| $P = 50, s = 1$  | 0.01     | 0.855| 0.947|
|                | 0.05     | 0.905| 0.973|
| $P = 80, s = 10$ | 0.01     | 0.291| 0.273|
|                | 0.05     | 0.386| 0.385|
| $P = 80, s = 5$  | 0.01     | 0.514| 0.480|
|                | 0.05     | 0.616| 0.586|
| $P = 80, s = 1$  | 0.01     | 0.992| 0.996|
|                | 0.05     | 0.998| 0.998|
| $P = 100, s = 10$| 0.01     | 0.319| 0.32 |
|                | 0.05     | 0.451| 0.427|
| $P = 100, s = 5$ | 0.01     | 0.627| 0.599|
|                | 0.05     | 0.749| 0.7195|
| $P = 100, s = 1$ | 0.01     | 0.999| 0.998|
|                | 0.05     | 1    | 0.999|
| $P = 150, s = 10$| 0.01     | 0.462| 0.495|
|                | 0.05     | 0.574| 0.596|
| $P = 150, s = 5$ | 0.01     | 0.778| 0.783|
|                | 0.05     | 0.847| 0.857|
| $P = 150, s = 1$ | 0.01     | 1    | 1    |
|                | 0.05     | 1    | 1    |
| $P = 200, s = 10$| 0.01     | 0.534| 0.609|
|                | 0.05     | 0.602| 0.703|
| $P = 200, s = 5$ | 0.01     | 0.845| 0.888|
|                | 0.05     | 0.893| 0.933|
| $P = 200, s = 1$ | 0.01     | 1    | 1    |
|                | 0.05     | 1    | 1    |

$\alpha = 0.001$. Moreover, Ft performs very similarly to Ecdm and Dcor in terms of
statistical power, as illustrated with Fig. 2 in the Appendix.

Now, consider to compare these methods under the small correlation case ($\rho = 0.1$).
For this, Fig. 3 in the Appendix shows the power estimates under $\alpha = 0.01$. The power
magnitudes are smaller than 0.3 for the situations with $s = 5$ and $s = 10$. As already
evidenced with all the scenarios used in these simulation study, Ft performs very
similar to Ecdm and Dcor in terms of statistical power.
Table 5  Statistical power of Ft and Dcor methods under
\( \rho = 0.25 \) with the
block-diagonal structure using
\( \alpha = 0.01, 0.05 \). The
simulations were performed
using the block-diagonal
structure (i') for the intra-class
covariances with \( r = 0.5 \). The
settings were \( N = P/s \), with
\( s = 1, 5, 10, \) and
\( P = 50, 80, 100, 150, 200. \)
The estimates were based on
\( M = 2000 \) data sets simulated
for each configuration of \( P, N \)
and \( s \)

| \( P = 50, \ s = 10 \) | \( \alpha \) | \( Ft \) | \( Dcor \) |
|----------------------|--------|--------|--------|
| 0.01                 | 0.020  | 0.075  |
| 0.05                 | 0.060  | 0.171  |

| \( P = 50, \ s = 5 \) | \( \alpha \) | \( Ft \) | \( Dcor \) |
|----------------------|--------|--------|--------|
| 0.01                 | 0.096  | 0.224  |
| 0.05                 | 0.174  | 0.337  |

| \( P = 50, \ s = 1 \) | \( \alpha \) | \( Ft \) | \( Dcor \) |
|----------------------|--------|--------|--------|
| 0.01                 | 0.855  | 0.929  |
| 0.05                 | 0.900  | 0.962  |

| \( P = 80, \ s = 10 \) | \( \alpha \) | \( Ft \) | \( Dcor \) |
|----------------------|--------|--------|--------|
| 0.01                 | 0.206  | 0.179  |
| 0.05                 | 0.302  | 0.285  |

| \( P = 80, \ s = 5 \) | \( \alpha \) | \( Ft \) | \( Dcor \) |
|----------------------|--------|--------|--------|
| 0.01                 | 0.450  | 0.433  |
| 0.05                 | 0.574  | 0.541  |

| \( P = 80, \ s = 1 \) | \( \alpha \) | \( Ft \) | \( Dcor \) |
|----------------------|--------|--------|--------|
| 0.01                 | 0.995  | 0.994  |
| 0.05                 | 0.998  | 0.998  |

| \( P = 100, \ s = 10 \) | \( \alpha \) | \( Ft \) | \( Dcor \) |
|-----------------------|--------|--------|--------|
| 0.01                  | 0.249  | 0.247  |
| 0.05                  | 0.374  | 0.360  |

| \( P = 100, \ s = 5 \) | \( \alpha \) | \( Ft \) | \( Dcor \) |
|-----------------------|--------|--------|--------|
| 0.01                  | 0.552  | 0.547  |
| 0.05                  | 0.711  | 0.660  |

| \( P = 100, \ s = 1 \) | \( \alpha \) | \( Ft \) | \( Dcor \) |
|-----------------------|--------|--------|--------|
| 0.01                  | 0.999  | 0.998  |
| 0.05                  | 0.999  | 0.999  |

| \( P = 150, \ s = 10 \) | \( \alpha \) | \( Ft \) | \( Dcor \) |
|------------------------|--------|--------|--------|
| 0.01                   | 0.434  | 0.408  |
| 0.05                   | 0.538  | 0.555  |

| \( P = 150, \ s = 5 \) | \( \alpha \) | \( Ft \) | \( Dcor \) |
|------------------------|--------|--------|--------|
| 0.01                   | 0.755  | 0.756  |
| 0.05                   | 0.837  | 0.834  |

| \( P = 150, \ s = 1 \) | \( \alpha \) | \( Ft \) | \( Dcor \) |
|------------------------|--------|--------|--------|
| 0.01                   | 1      | 1      |
| 0.05                   | 1      | 1      |

| \( P = 200, \ s = 10 \) | \( \alpha \) | \( Ft \) | \( Dcor \) |
|------------------------|--------|--------|--------|
| 0.01                   | 0.550  | 0.567  |
| 0.05                   | 0.659  | 0.669  |

| \( P = 200, \ s = 5 \) | \( \alpha \) | \( Ft \) | \( Dcor \) |
|------------------------|--------|--------|--------|
| 0.01                   | 0.853  | 0.870  |
| 0.05                   | 0.915  | 0.925  |

| \( P = 200, \ s = 1 \) | \( \alpha \) | \( Ft \) | \( Dcor \) |
|------------------------|--------|--------|--------|
| 0.01                   | 1      | 1      |
| 0.05                   | 1      | 1      |

5 Independence between Brazilian economic sectors: the COVID-19 period

The empirical application in this section follows the same direction of other studies (Bao and Zhou (2017); Székely and Rizzo (2013) and Yang and Pan (2015)), analyzing the independence between different sectors through daily returns of stocks. However, this example is applied to a sample of companies listed on the stock exchange of an emerging country, the B3 S. A. Brasil Bolsa Balcão (B3), in the COVID-19 pandemic context. This is important since the dependence between the considered sectors may differ from the pre-existing relation before the shock caused by COVID-19.
In 2017, B3 was the fifth-largest capital and financial market in the world and the country’s GDP was among the top 10. Currently, projections for Brazilian GDP are discouraging. According to the World Bank’s June report Group (2020), it is estimated a plummet around 8.0% of economic activity in Brazil in the year of 2020 (owing to mitigation measures, plunging investment, and soft global commodity prices), above the expected average global economy drop of 5.2%. The proposal is to investigate the common interest in testing if different sectors are independent in a period when economic activities were classified according to their essentiality by the Brazilian government.

The first Covid-19 case in Brazil appeared in the end of February (26th), but the country started to monitor suspect cases since February 21th. Different from other countries (in Europe, North America, and Asia) Brazil had time for preparing its political strategy to control the virus. Even so, the Brazilian financial market was already reacting to the effects of having to close the international trade and to the variations of the financial markets. In the studied period, many other facts impacted the Brazilian market, like the deadlock between Saudi Arabia and Russia about Oil production, and the political crisis in the Brazilian government.

In March, B3 had a circuit breaker four times, in the 9th, 11th, 12th and 16th. On March 9th, oil prices fell sharply with a price war between Saudi Arabia and Russia. The oil companies listed, and with significant participation in the stock index in Brazil, influenced the circuit breaker. On days 11th and 12th, the effect was a “rebound” from the frustrated high expectation of investors from the previous day (10th) and the stock markets falling because of the US government’s apathy until then. Furthermore, the World Health Organization (WHO) declared that the Coronavirus pandemic was in place. Finally, on March 16th, the measures announced by the Federal Reserve (FED) and other central banks were frustrated (monetary authorities cutting aggressively interest rates). Moreover, the fear about the pandemic impacts on the economy increased. For instance, considering the stock of the Brazilian index (Ibovespa), airlines and travel companies such as AZUL “GOL”, CVC Brasi, among others, were the most affected in the period.

The Brazilian Government is facing COVID-19 crisis and many political problems. In April, the Minister of Justice left his position reporting problems in the administration of the Brazilian President. From February to April, five ministers of the current government were exonerated from the positions of Justice, Education, Citizenship, Regional Development, and Health. In addition, there had been a conflict between the stance and policies adopted by mayors and state governors with the Brazilian president.

On March 17th, the first death of the COVID-19 was registered in Brazil, and on the 20th the government issued a decree, No. 10,282, which regulates Law No. 13,979, of February 6th, 2020, to define public services and essential activities during the health crisis. Among the activities comprised are security, transportation, communication, energy services, food and hygiene items production, banking and postal services, and fuel production and sale. Over the months this list was altered. In May, it had already

---

1 The Coronavirus Timeline in Brazil is found on https://www.sanarmed.com/linha-do-tempo-do-coronavirus-no-brasil
been extended to more than 50 items, including industry, construction and some beauty and health services. Despite the guidelines by the federal government decree, the states and municipalities still had autonomy to set their own isolation rules. This led to an heterogeneity on the impact of the measures adopted in different regions of the country.

Since there are many different factors in the short period under investigation, a high dimension test is necessary. It is important to conduct tests in the short term for investors to better allocate/diversify their resources. This is of great importance on an unprecedented crisis, in which there is a relative mismatch between the different sectors of the economy, some of them non-essential, closed for some time, while others remain in full operation. In addition, it is a scenario with a large number of companies closing, and with the rising of unemployment in Brazil.\(^2\)

The original data used here are the historical returns, calculated using the adjusted closing prices of 154 stocks (from 6 different sectors) for the trading days of February, March and April of 2020, the first three months of the pandemic in Brazil. The dataset is derived from Yahoo Finance, the numbers of the stocks (dimensions, P) in each sector and trading days (observations, N) are shown in Table 7 of the Appendix part.

For supporting the multivariate normal distribution assumption, we have applied Box-Cox transformations to each sectorial vector, Box and Cox (1964)\(^3\). The classification sector codes can be obtained on the B3 website\(^4\).

The civil construction sub-sector was considered a sector and was analyzed separately from the cyclical consumption sector. In addition, the fabric, clothing, and footwear sub-sector was removed from cyclical consumption in the analysis. The small number of trading days for the second half of February are due to the Carnival holiday in Brazil. Only shares that had some liquidity in the Brazilian market were used. Each sector consists of a number of stocks, which can be treated as a vector (as in Table 7). Our goal is to check the independence among the vectors using our test method, \(F_t\), on a total of 15 pairs of sectors (Tables 8, 9, 10, 11, 12, and 13 in the Appendix).

The sector of Non-Cyclical Consumer stands out as it is more independent with all of the other sectors. This sector includes processed food companies and agricultural companies, that were less impacted by the crisis for not stopping operations. In contrast, the cyclical consumption sector proved to be more often dependent with other sectors in the period studied. A possible explanation is that it contains companies linked to the non-essential group, that had to stop operating for a while (or had to operate on a smaller scale, remotely). This sector also has companies that were directly impacted by the crisis, such as travel companies like “CVC Brasil”, fitness centers “SMART FIT”, car rentals, “LOCALIZA”, and commerce such as “LOJAS RENNER”, “AREZZO”, “MAGZ LUIZA”, among others.

According to our results, more pairs of sectors are independent in the 1-15th and 16-29th days of February. On the other hand, more sectors are dependent on 1-15th

---

\(^2\) For more information consult https://www.ibge.gov.br/estatisticas/sociais/trabalho/9173-pesquisa-nacional-por-amostra-de-domicilios-continua-trimestral.html?resultados

\(^3\) They were performed in Software R, using the “car” library and the “powerTransform” and “bcPower” functions.

\(^4\) Available in http://www.b3.com.br/pt_br/produtos-e-servicos/negociacao/renda-variavel/acoes/consultas/classificacao-setorial/
days of March, and in the last days of April. This suggests a different behavior in the Brazilian market during the pandemic COVID-19, which demonstrates the importance of evaluating such statistics in the short term. The causes for such short-term effects may be related to what was already mentioned, instability in international markets, oil prices, the evolution of the coronavirus, the blockade of non-essentials sectors, and the Brazilian political instability, which coincides with the dates of less independence between sectors of the Brazilian economy.

6 Discussion

The likelihood ratio test is widely used for the problem of testing the independence between two multivariate Gaussian vectors. However, under a high dimension situation, the conventional likelihood ratio test statistic is no longer computable. The method presented in this paper has demonstrated its capability for testing independence among the components of two multivariate Gaussian vectors in high dimensions and is an appealing method from several aspects. Firstly, the test criterion is valid, which was shown through both analytical and numerical arguments, that is, $F_t$ controls the size of the test under the nominal level. In contrast, the test size of the two prominent methods, Ecdm and Dcor, turns out to be much higher than the nominal levels depending on the covariance structures of $X$ and $Y$. Secondly, when comparing the power among three methods under small dimension cases and high dimension cases, it is clear that $F_t$ performs very similarly to Ecdm and Dcor. Thirdly, our method works for unstructured covariance matrices due to the fact that our test statistic is based on the elements of a flip-flop Kronecker delta covariance estimator.

As a disadvantage of the proposed method, to apply $F_t$ one needs to suppose that the Kronecker delta structure in (4) holds. For the cases where $N > P$, one can use the test by Srivastava et al. (2008). But, for the best of our knowledge, for the case where $N \leq P$ such a type of test is not available in the literature yet. The construction of a test of Kronecker delta structure, or a class of transformations on the data in order to reach such a structure, are important topics for future investigations.

Another important point regards the implications of changing the ordering of the variables for the slicing method. As demonstrated by Tsiligkaridis et al. (2013), the flip-flop algorithm achieves high-dimensional consistency irrespectively to how the components of $X$ and $Y$ are arranged.

For applications where $P$ is prime, the proposed procedure involves coupling one independent normal variable to run the slicing method. We performed an additional simulation study considering $P = 49, 81, 99, 153, 201$, which are not prime numbers. This way, we were able to compare the performance of the situations with $P$ variables with the one with $(P + 1)$ variables. The power magnitudes were the same in all scenarios (results not shown here), that is, adding one independent Gaussian variable in the $P$-variate vector does not affect the performance of the proposed test. The results were consistently equal to those with $P = 50, 80, 100, 150, 200$.

Finally, it merits to remark that $F_t$ was constructed for multivariate Gaussian data, where zero linear correlation implies independence. In more general applications,
where normality may fail, Dcor is a proper tool as it captures dependencies between variables other than the linear correlation.
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Appendix

Table 6 Type I Error probabilities ($\rho = 0$) of Ft, Ecdm, and Dcor methods using $\alpha = 0.01$, 0.05. The simulations were performed using the AR(1) structure ($ii^*$) for the intra-class covariances with $r = 0.1$. The settings were $N = P/s$, with $s = 1, 5, 10$, and $P = 50, 80, 100, 150, 200$. The estimates were based on $M = 2000$ data sets simulated for each configuration of $P$, $N$ and $s$.  

|          | $\alpha$ | Ft     | Ecdm   | Dcor   |
|----------|----------|--------|--------|--------|
| $P = 50$, $s = 10$ | 0.01     | 0.007  | 0.113  | 0.01   |
|          | 0.05     | 0.051  | 0.213  | 0.053  |
| $P = 50$, $s = 5$  | 0.01     | 0.009  | 0.043  | 0.011  |
|          | 0.05     | 0.051  | 0.112  | 0.046  |
| $P = 50$, $s = 1$  | 0.01     | 0.011  | 0.017  | 0.015  |
|          | 0.05     | 0.048  | 0.072  | 0.061  |
| $P = 80$, $s = 10$ | 0.01     | 0.01   | 0.059  | 0.012  |
|          | 0.05     | 0.049  | 0.142  | 0.057  |
| $P = 80$, $s = 5$  | 0.01     | 0.009  | 0.018  | 0.008  |
|          | 0.05     | 0.042  | 0.068  | 0.038  |
| $P = 80$, $s = 1$  | 0.01     | 0.009  | 0.021  | 0.017  |
|          | 0.05     | 0.051  | 0.066  | 0.057  |
| $P = 100$, $s = 10$ | 0.01     | 0.010  | 0.052  | 0.010  |
|          | 0.05     | 0.054  | 0.160  | 0.049  |
| $P = 100$, $s = 5$  | 0.01     | 0.006  | 0.022  | 0.008  |
|          | 0.05     | 0.048  | 0.063  | 0.044  |
| $P = 100$, $s = 1$  | 0.01     | 0.007  | 0.008  | 0.007  |
|          | 0.05     | 0.049  | 0.051  | 0.043  |
| $P = 150$, $s = 10$ | 0.01     | 0.010  | 0.031  | 0.016  |
|          | 0.05     | 0.051  | 0.105  | 0.057  |
| $P = 150$, $s = 5$  | 0.01     | 0.008  | 0.020  | 0.013  |
|          | 0.05     | 0.037  | 0.072  | 0.051  |
| $P = 150$, $s = 1$  | 0.01     | 0.014  | 0.012  | 0.010  |
|          | 0.05     | 0.046  | 0.053  | 0.047  |
| $P = 200$, $s = 10$ | 0.01     | 0.010  | 0.016  | 0.012  |
|          | 0.05     | 0.053  | 0.067  | 0.053  |
| $P = 200$, $s = 5$  | 0.01     | 0.010  | 0.014  | 0.010  |
|          | 0.05     | 0.050  | 0.065  | 0.050  |
| $P = 200$, $s = 1$  | 0.01     | 0.006  | 0.008  | 0.008  |
|          | 0.05     | 0.049  | 0.059  | 0.049  |
Table 7  Economic sectors and trade days

| Sectors                     | Stocks (P) |
|-----------------------------|------------|
| Public Utility [1]          | 36         |
| Non-Cyclical Consumer [2]   | 20         |
| Cyclical Consumer [3]       | 34         |
| Civil Construction [4]      | 16         |
| Health [5]                  | 16         |
| Financial [6]               | 32         |

| Period                  | Trade days (N) |
|-------------------------|----------------|
| February 1–15           | 10             |
| February 16—29          | 7              |
| March 1–15              | 10             |
| March 16–31             | 12             |
| April 1–15              | 10             |
| April 16–30             | 10             |

**Fig. 1** Type I Error probabilities ($\rho = 0$) of $F_t$, Ecdm and Dcor methods using $\alpha = 0.001$. The simulations were performed using the block-diagonal structure (i') for the intra-class covariances with $r = 0.5$. The settings were $N = P/s$, with $s = 1, 5, 10$, and $P = 50, 80, 100, 150, 200$. The estimates were based on $M = 2000$ data sets simulated for each configuration of $P, N$ and $s$. 
Table 8  P-values obtained with Ft. Period: 1–15 February

| Sectors | [1]   | [2]   | [3]   | [4]   | [5]   |
|---------|-------|-------|-------|-------|-------|
| [2]     | 0.290 | –     |       |       |       |
| [3]     | 0.183 | 0.000 | –     |       |       |
| [4]     | 0.001 | 0.001 | 0.001 | –     |       |
| [5]     | 0.438 | 0.113 | 0.000 | 0.030 | –     |
| [6]     | 0.026 | 0.2505| 0.2205| 0.0105| 0.09  |

Table 9  P-values obtained with Ft. Period: 16–29 February

| Sectors | [1]   | [2]   | [3]   | [4]   | [5]   |
|---------|-------|-------|-------|-------|-------|
| [2]     | 0.010 | –     |       |       |       |
| [3]     | 0.257 | 0.004 | –     |       |       |
| [4]     | 0.034 | 0.093 | 0.047 | –     |       |
| [5]     | 0.031 | 0.838 | 0.034 | 0.035 | –     |
| [6]     | 0.206 | 0.050 | 0.042 | 0.160 | 0.041 |

Table 10  P-values obtained with Ft. Period: 1–15 March

| Sectors | [1]   | [2]   | [3]   | [4]   | [5]   |
|---------|-------|-------|-------|-------|-------|
| [2]     | 0.971 | –     |       |       |       |
| [3]     | 0.002 | 0.000 | –     |       |       |
| [4]     | 0.000 | 0.137 | 0.000 | –     |       |
| [5]     | 0.006 | 0.997 | 0.000 | 0.000 | –     |
| [6]     | 0.000 | 0.000 | 0.000 | 0.008 | 0.003 |

Table 11  P-values obtained with Ft. Period: 16–31 March

| Sectors | [1]   | [2]   | [3]   | [4]   | [5]   |
|---------|-------|-------|-------|-------|-------|
| [2]     | 0.923 | –     |       |       |       |
| [3]     | 0.009 | 0.000 | –     |       |       |
| [4]     | 0.003 | 0.065 | 0.000 | –     |       |
| [5]     | 0.000 | 0.996 | 0.000 | 0.001 | –     |
| [6]     | 0.002 | 0.000 | 0.000 | 0.283 | 0.256 |
Fig. 2 Statistical power of Ft, Ecdm and Dcor methods with the block-diagonal structure under $\rho = 0.25$ using $\alpha = 0.001$. The simulations were performed using the block-diagonal structure ($i'$) for the intra-class covariances with $r = 0.5$. The settings were $N = P/s$, with $s = 1, 5, 10$, and $P = 50, 80, 100, 150, 200$. The estimates were based on $M = 2000$ data sets simulated for each configuration of $P, N$ and $s$

Table 12 P-values obtained with Ft. Period: 1–15 April

| Sectors | [1] | [2] | [3] | [4] | [5] |
|---------|-----|-----|-----|-----|-----|
| [2]     | 0.188 | –   |     |     |     |
| [3]     | 0.024 | 0.025 | –   |     |     |
| [4]     | 0.001 | 0.290 | 0.001 | –   |     |
| [5]     | 0.079 | 0.159 | 0.000 | 0.025 | –   |
| [6]     | 0.007 | 0.002 | 0.001 | 0.161 | 0.032 |

Table 13 P-values obtained with Ft. Period: 16–30 April

| Sectors | [1] | [2] | [3] | [4] | [5] |
|---------|-----|-----|-----|-----|-----|
| [2]     | 0.012 | –   |     |     |     |
| [3]     | 0.005 | 0.052 | –   |     |     |
| [4]     | 0.001 | 0.115 | 0.000 | –   |     |
| [5]     | 0.281 | 0.161 | 0.012 | 0.001 | –   |
| [6]     | 0.001 | 0.0065 | 0.025 | 0.008 | 0.039 |
Fig. 3 Statistical power of Ft, Ecdm and Dcor methods under $\rho = 0.1$ with the block-diagonal structure using $\alpha = 0.01$. The simulations were performed using the block-diagonal structure ($i'$) for the intra-class covariances with $r = 0.5$. The settings were $N = P/s$, with $s = 1, 5, 10$, and $P = 50, 80, 100, 150, 200$. The estimates were based on $M = 2000$ data sets simulated for each configuration of $P, N$ and $s$.
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