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ABSTRACT

Context. The most highly accreting quasars are of special interest in studies of the physics of active galactic nuclei (AGNs) and host galaxy evolution. Quasars accreting at high rates \( L/L_{\text{Edd}} \sim 1 \) hold promise for use as “standard candles”: distance indicators detectable at very high redshift. However, their observational properties are still largely unknown.

Aims. We seek to identify a significant number of extreme accretors. A large sample can clarify the main properties of quasars radiating near \( L/L_{\text{Edd}} \sim 1 \) (in this paper they are designated as extreme Population A quasars or simply as extreme accretors) in the \( H\beta \) spectral range for redshift \( 0 < z < 0.8 \).

Methods. We use selection criteria derived from four-dimensional Eigenvector 1 (4DE1) studies to identify and analyze spectra for a sample of 334 candidate sources identified from the SDSS DR7 database. The source spectra were chosen to show a ratio \( R_{\text{FeII}} \) between the FeII emission blend at \( \lambda 4570 \) and \( H\beta \). \( R_{\text{FeII}} > 1 \). Composite spectra were analyzed for systematic trends as a function of \( H\beta \) strength, line width, and \([\text{[OIII]}]\) strength. We introduced tighter constraints on the signal-to-noise ratio \( (S/N) \) and \( R_{\text{FeII}} \) values that allowed us to isolate sources most likely to be extreme accretors.

Results. We provide a database of detailed measurements. Analysis of the data allows us to confirm that \( H\beta \) shows a Lorentzian function with a full width at half maximum (FWHM) of \( H\beta \leq 4000 \, \text{km s}^{-1} \). We find no evidence for a discontinuity at 2000 km s\(^{-1}\) in the 4DE1, which could mean that the sources below this FWHM value do not belong to a different AGN class. Systematic \([\text{[OIII]}]\) blue shifts, as well as a blueshifted component in \( H\beta \) are revealed. We interpret the blueshifts as related to the signature of outflowing gas from the quasar central engine. The FWHM of \( H\beta \) is still affected by the blueshifted emission; however, the effect is non-negligible if the FWHM \( H\beta \) is used as a “virial broadening estimator” (VBE). We emphasize a strong effect of the viewing angle on \( H\beta \) broadening, deriving a correction for those sources that shows major disagreement between virial and concordance cosmology luminosity values.

Conclusions. The relatively large scatter between concordance cosmology and virial luminosity estimates can be reduced (by an order of magnitude) if a correction for orientation effects is included in the FWHM \( H\beta \) value; outflow and sample definition yield relatively minor effects.
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1. Introduction

With the advent of large databases such as the Sloan Digital Sky Survey (SDSS), we now have access to spectroscopic observations of a large number of galaxies containing active galactic nuclei (AGNs) or quasars. The SDSS Data Release 7 (DR7) provides access to the spectra of more than 100,000 quasars (Schneider et al. 2010). However, as seen throughout this work, for many types of studies it is not enough to have this large amount of data; careful analysis is also required in order to obtain reliable results.

Eighteen years ago, Sulentic et al. (2000) first proposed a parameter space motivated by the Eigenvector 1 set of correlations (E1, Boroson & Green 1992, hereafter BG92) involving an anti-correlation between the equivalent width (EW) of \( FeII \) and the peak intensity of \([\text{[OIII]}]\). Later, Sulentic et al. (2007) proposed an extended parameter space of four dimensions (4DE1) which included: 1) the full width at half maximum (FWHM) of the broad component (BC) of \( H\beta \), FWHM \( (H\beta_{\text{BC}}) \), 2) the ratio of the EWs of \( \text{FeII} \) and \( H\beta \), \( \text{FeII} \) at \( 4570 \) \( \text{Å} \) and \( H\beta \); \( R_{\text{FeII}} = \text{EW}(\text{FeII})/\text{EW}(H\beta_{\text{BC}}) \), 3) the photon index of soft X-rays, \( \Gamma_{\text{soft}} \); and 4) the centroid at half maximum of \( \text{CIV} \) at \( \lambda 1549 \), that traces blueshifted emission of a representative high ionization line (HIL). This 4DE1 diagram for quasars is now understood to be mainly driven by Eddington ratio \( L/L_{\text{Edd}} \) (e.g., Boroson & Green 1992, Sulentic et al. 2000, Marziani et al. 2001, Boroson 2002, Kuraczkiewicz et al. 2004, Ferland et al. 2009, Sun & Shen 2015, Sulentic et al. 2017, Bon et al. 2018). In practice, in the analysis of optical data, only parameters 1) and 2) are used. In this case, it is customary to speak about the optical plane (OP) of the 4DE1 parameter space (e.g., Sulentic & Marziani 2015, Padovani 2016, Tantik Andika et al. 2016), and to consider that the data point distribution in the...
OP defines a quasar main sequence (MS, Sulentic et al. 2011; Marziani et al. 2018 and references therein).

The work of Sulentic and collaborators pointed out that the correlations in the OP of the 4DE1 could be referred to as a surrogate of a Hertzsprung-Russel (H-R) diagram for quasars. In addition, they proposed two main populations based on the optical plane (FWHM(Hβ) vs. \(R_{\text{Edd}}\)): Population A (Pop A) for quasars with FWHM(Hβ) < 4000 km s\(^{-1}\) and Population B (Pop B) including sources with FWHM(Hβ) > 4000 km s\(^{-1}\) (e.g., Fig. 1). The phenomenological study of Sulentic et al. (2002) showed that the broad Hβ profiles of Pop A objects are well-modeled with Lorentzian profiles, while those of Pop B can be described with Gaussians. There are many other spectral characteristics that differentiate objects within the same population, especially in Pop. A (see Figure 2 of Sulentic et al. 2002, and e.g., Crocco et al. 2016, and references therein). For this reason, the OP was divided into bins with \(\Delta \text{FWHM}(\text{H} \beta) = 4000\text{km s}^{-1}\) and \(\Delta R_{\text{Edd}} = 0.5\). This created bins A1, A2, A3, and A4 defined as \(R_{\text{Edd}}\) increases, and the B1, B1 +, and B1 + + bins defined as FWHM(Hβ) increases (see Figure 1 of Sulentic et al. 2002). Thus, spectra belonging to the same bin are expected to have very similar characteristics (e.g., line profiles and UV line ratios). The MS organizes the diverse quasar properties and makes it possible to identify quasars in different accretion states (Sulentic et al. 2014a). In this work we present in particular those which are characterized by having \(R_{\text{Edd}} > 1\) (i.e., belonging to the A3 and A4 bins), most likely associated with high accretion rates (e.g., Sulentic et al. 2014R; Du et al. 2016).

These sources (which we indicate in the following as xA, acronym for extreme Pop. A) have an important that goes beyond their extreme properties in the 4DE1 context (highest \(R_{\text{Edd}}\), highest \(\Gamma_{\text{soft}}\), highest CIV 1549 blueshifts); they are the most efficient radiators per unit black hole mass, radiating at Eddington ratios of order unity\(^1\) (in other words, radiation forces are maximized with respect to gravity (Ferland et al. 2009). These xA sources frequently show evidence of large blueshifts in their high-ionization broad (typically CIV 1549, see e.g., Corbin & Boroson 1996, Wills et al. 1995, Richards et al. 2002, Sulentic et al. 2007, Marziani et al. 2016 and references therein). These sources should display the most evident feedback effects on their hosts, especially at high \(L\).

Marziani & Sulentic (2014) hereafter MS14 proposed that xA quasars are observationally defined by simple criteria (in the visual domain, \(R_{\text{Edd}} \approx 1\) is a sufficient condition; more details are given in Sect. 2) and radiate at \(L/L_{\text{Edd}} \approx 1\). These are the most luminous quasars (at a fixed \(M_{\text{BH}}\)) that exist over a 5-dex range in luminosity that is predictable, at least in principle, from line width measurements only: \(L \propto (\delta v)^{5}\), where \(\delta v\) is a suitable “virial broadening estimator” (VBE). The virial luminosity equation is a restatement of the virial theorem for constant luminosity-to-mass ratio, and assumes the rigorous validity of the scaling relation \(\Gamma \propto L^{1/2}\). In the case of xA quasars, its validity is observationally verified by the consistency of the emission line spectrum of xA sources over a wide luminosity range. A deviation from the scaling law would imply a change in ionization parameter, and hence in the emission line ratios that are used for the xA definition. Similar considerations apply to the spectral energy distribution (SED) parameters entering into the virial luminosity equation as written by (MS14; see also Sect. 6.4). The consistency in observational parameters hints at replicable structure and dynamics. This and other recent attempts to link the quasar luminosity to the velocity dispersion (La Franca et al. 2014; Wang et al. 2014) echo analogous attempts done for galaxies (e.g., Faber & Jackson 1976; Tully & Fisher 1977). Spheroidal galaxies are however non-homologous systems (e.g., D’Onofrio et al. 2017, and references therein), and the assumption of a constant luminosity-to-mass ratio is inappropriate.

Accretion theory supports the empirical findings of MS14 on xA sources. First, \(L/L_{\text{Edd}} \rightarrow 1\) (up to a few times the Eddington luminosity) is a physically motivated condition. The accretion flow remains optically thick which allows for the possibility that the radiation pressure “fattens” it. However, when the mass accretion rate becomes super-Eddington, the emitted radiation is advected toward the black hole, so that the source luminosity increases only with the logarithm of accretion rate. In other words, the radiative efficiency of the accretion process is expected to decrease, yielding an asymptotic behavior of the luminosity as a function of the mass-accretion rate (Abramowicz et al. 1988, Mineshine et al. 2000; Watarai et al. 2000). In observational terms, the luminosity-to-black hole mass ratio (\(L_{\text{BH}}/M_{\text{BH}}\)) should tend toward a well-defined value. The resulting “slim” accretion disk is expected to emit a steep soft and hard X-ray spectrum, with hard X-ray photon index (computed between 2 and 20 keV) converging toward \(\Gamma_{\text{hard}} \approx 2.5\) (Wang et al. 2013).

The prospect of a practical application of virial luminosity estimates raises the issue of the availability of a VBE. Major observational constraints from CIV 1549 indicate high-ionization wind in Pop. A, even at relatively low luminosity (e.g., Sulentic et al. 2007; Richards et al. 2011). The blueshifted component of the [OIII]\(\lambda\lambda 4959,5007\) lines traces winds which are most likely of nuclear origin (Marziani et al. 2016) and may become extremely powerful at high luminosities (e.g., Netzer et al. 2004; Zakamska et al. 2016; Bischetli et al. 2017; Marziani et al. 2017; Vietri et al. 2018). However, previous studies have indicated that part of the broad line emitting regions remains “virialized.” A virialized low-ionization broad emission line region is present even at the highest quasar luminosities, and coexists with high ionization winds (Negrete et al. 2012; Shen 2016; Sulentic et al. 2017). Could this also be true for xA sources?

The identification of a reliable VBE is clearly a necessary condition to link the luminosity to the virial broadening. The width of the HI Balmer line Hβ is considered one of the most reliable VBEs by several studies (Vestergaard & Peterson 2006; Shen & Liu 2012, Shen 2013, Marziani et al. 2014, and references therein), and the obvious question is whether or not the Hβ line can also be considered as such in xA sources. Low-z xA sources show evidence of systematic blueshifts of the [OIII]\(\lambda\lambda 4959,5007\) lines (Zamanov et al. 2002; Komossa et al. 2008; Zhang et al. 2011, Marziani et al. 2014, indicating radiative or mechanical feedback from the AGN. Is the Hβ profile also affected? While there are several studies of [OIII]\(\lambda\lambda 4959,5007\) over a very broad range of redshifts that are able to partially resolve the emitting regions (e.g., Cano-Diaz et al. 2013; Harrison et al. 2014; Carniani et al. 2015; Cresci et al. 2015 and references therein), the broad component of Hβ has not been considered in detail and in some cases has even been misinterpreted.

In addition, it is believed that the width of Hβ is affected by the viewing angle. Evidence of an orientation effect for radio loud (RL) quasars has grown since the early work of Wills & Browne (1986; Zamfir et al. 2008 deduced a narrow-
ing of the Hβ profile by a factor almost two, if lobe- and core-dominated RL were compared. More recent work also suggests extreme orientation for blazars (Decarli et al. 2011). The issue is of utmost importance since \( M_{BH} \) estimates are so greatly influenced by orientation effects, if the line is emitted in a flattened configuration (e.g., Jarvis & McLure 2000). In some special cases the Hβ line width can be considered an orientation indicator (Punsly & Zhang 2011), but the FWHM of Hβ depends, in addition to the viewing angle, on \( M_{BH} \) and \( L/L_{edd} \) (Nicastro 2003, Marziani et al. 2001). A strong dependence on \( M_{BH} \) trivially arises from the virial relation which implies \( M_{BH}\propto FWHM^{1/2} \), while the dependence on \( L/L_{edd} \) is more complex and less understood; it may come from the balance between radiation forces and gravity, which in turn affects the distance of the line-emitting region from the central black hole. Therefore, at present there is no established way to estimate the viewing angle from optical spectroscopy for individual radio quiet quasars. We infer a significant effect from the analogy with the RL quasars.

xA sources are found at both low-\( z \) and high-\( z \). The low-\( z \) counterpart offers the advantage of high-S/N data coverage of the Hβ spectral range needed for the identification of xA sources in the OP of the 4DE1. In the present work, we therefore use a sample of quasars based on the SDSS DR7 (Shen et al. 2011) to identify the extreme accretors at low redshift (\( z \lesssim 0.8 \)) in the OP of the 4DE1 parameter space. Objects with \( R_{Edd} > 1 \) (regardless of their FWHM) as measured in this paper are considered extreme accretors. In a parallel work, we are investigating xA sources at \( 2 \lesssim z \lesssim 2.6 \) (Martínez-Aldama et al. 2018, accepted).

In Section 2 we describe the steps that we follow for the selection of the sample. Section 3 describes the spectral fit measurements. In Section 3.1 we explain the methodology used for population allocation, and how to obtain the spectral components for each object in the sample. Section 4 describes the catalog of measurements that is the immediate result of this paper. Section 5 analyzes the results with a focus on Hβ\_BC and [O\_III] based on the individual measurements of the spectral components. In Section 6 we discuss first the relation of xA sources to other quasar classes, and the meaning of the outflow tracers for feedback. We subsequently analyze the effect of orientation and outflows on the virial luminosity estimates. To this aim we develop a method that allows for an estimate of the viewing angle for each individual quasar. Based on the work of MS14, we also suggest the use of xA quasars as “Eddington standard candles”. The conclusions and a summary of the paper are reported in Section 7.

### 2. Sample selection

In order to obtain a sample that is representative of low-redshift extreme quasars, we use the Sloan Digital Sky Survey Data Release 7 as a basis.

#### 2.1. Initial selection

The quasar sample presented by Shen et al. (2011) consists in 105,783 spectra taken from the SDSS DR7 data base. For a detailed analysis of the quasars with high accretion rates, we need to select only those spectra with good quality that meet the criteria described by the E1 parameter space. Initially we used the following filters:

1. We selected quasars with \( z < 0.8 \) to cover the range around Hβ and include the FeII blends around 4570 and 5260 Å. As a first approximation, we use the \( z \) provided by the SDSS. With this criteria, we selected 19,451 spectra. We detected 103 spectra with an erroneous \( z \) identification which were also eliminated because they are noisy (Table 4 online). The measurement of \( z \) is described in Section 4.

2. For the selected spectra, we carried out automatic measurements using the IRAF task spfilt, to estimate the signal-to-noise ratio (S/N) around 5100 Å. We took three windows of 50 Å to avoid effects of local noise. Those with S/N < 15 (76.5% of this sub sample), are mostly pure noise. Spectra with S/N between 15 and 20 are still very bad, and we can vaguely guess where the emission lines would be. In this way, we find that only those spectra with S/N > 20 have the minimum quality necessary to make reliable measurements. These represents only 14.1% of the objects of the sample at item 1 with 2,734 spectra. This illustrates the importance of considering only good-quality spectra, especially when performing automatic measurements. However, as we see in the following sections, even considering only such spectra, the automatic measurements can introduce up to 30% additional error on \( R_{Edd} \).

3. The criterion that we use to isolate extreme quasars is \( R_{Edd} > 1 \). In order to determine this ratio, we perform automatic measurements on the objects selected as described in item (2) of this list of filters. First we normalized all the spectra by the value of their continuum at 5100 Å. We then took an approximate measurement of the EW of FeII and Hβ in the ranges 4435-4686 and 4776-4946 Å, respectively (BG92). We selected 468 objects with \( R_{Edd} > 1 \). At this point, we further rejected 134 spectra that were either noisy or intermediate type (\( z \approx 1.5 \)), that is, the Hβ broad component (Hβ\_BC) was weak compared to its narrow component, which is usually very intense.

Our final selection is a sample consisting of 334 high-quality spectra. The OP of the E1 using this sample is shown in Fig. 1.

#### 2.2. Spectral-type assignment using automatic measurements

Within the automatic measurements described in section 2.1 we also estimate the FWHM of Hβ considering Lorentzian and Gaussian profiles to separate Pops. A and B, respectively (see Sect. 1). We consider that objects with FWHM < 4000 km s\(^{-1}\) measured with a Lorentzian profile belong to Pop. A. The remaining spectra were classified as Pop. B objects. In total we counted 211 objects that belong to the A3 and A4 bins. There is an overlap in the FWHM(Hβ) measured with both profiles (Lorentzian and Gaussian). We found 41 objects with FWHM(Hβ)\_Lorentz < 4000 km s\(^{-1}\) which also have FWHM(Hβ)\_Gauss > 4000 km s\(^{-1}\). For these cases we chose the measurements with Lorentz profile assigning these objects to Pop. A. The remaining 82 objects, with a FWHM(Hβ)\_Gauss > 4000 km s\(^{-1}\), belong to Pop. B, that is, these quasars would be in principle, B3 and B4 objects. These sources are relatively rare, to the point that in previous studies of low-z quasars, almost no objects with \( R_{Edd} > 1 \) and FWHM > 4000 km s\(^{-1}\) were found (for B2, and none at all for B3 or B4, Zamfir et al. 2010). If xA sources are \( \approx 10\% \) of optically selected samples based on the SDSS (Zamfir et al. 2010), then they are roughly \( \approx 2.5\% \) of all type-1 quasars. Nonetheless, they are relatively important for understanding the nature of the Hβ broadening.

---

2. http://skyserver.sdss.org/dr7

3. Vizier link to Table 4
One of the purposes of this work is to study the systematic differences between each population, which help us to characterize and isolate the extreme accretors. For this purpose, as a first approximation, and in order to increase the S/N, we made average spectra of each of the bins A3, A4, B3, and B4. However, we realized that this separation is not enough, because within each bin, there are evident spectral differences, such as the intensities of FeII and \([\text{O}III]_\lambda\lambda4959,5007\), as well as the width of the lines. In the objects of our sample, we can see a wide variation in the \([\text{O}III]_\lambda\lambda4959,5007\) intensities. To characterize the \([\text{O}III]\) emission with respect to H\(\beta\) we define the parameter \(R_{\text{[OIII]}} = \frac{[\text{O}III]_\lambda5007/H\beta}{[\text{O}III]_\lambda4959/H\beta}\) as the ratio of the peak intensities of both lines. The range of values of \(R_{\text{[OIII]}}\) goes from zero to more than ten in the most extreme cases. Therefore, each bin was separated into four sub-bins, taking into account a \(\Delta\text{FWHM} = 2000\ \text{km s}^{-1}\) and an \(R_{\text{[OIII]}}\) either greater or less than one. In this way, we have isolated the Narrow Line Seyfert 1s (NLSy1s) of our sample which, by definition, should have \(\text{FWHM}\) of the broad components of less than 2000 km s\(^{-1}\) \((\text{Osterbrock \\& Pogge}1985, \text{Pogge}2000)\).

2.2.1. Automatic measurement bias

Using the \textit{specfit} task of IRAF \cite{Kriss1994}, and following the methodology described in Section 3.1, we fit the spectral components to these average spectra. From the measurements of these fits, we find that some spectral characteristics are different from the originally assigned population. The most important difference is that for the average spectra of the A3 and B3 bins; the measured \(R_{\text{FeII}}\) was lower than 1. The same happens with some average spectra of the sub-bins in A4 and B4, where the \(R_{\text{FeII}}\) was lower than 1.5.

The principal reason for the differences between the individual automatic measurements and the average spectrum, is that there are some objects that do not actually have the spectral characteristics of the extreme accretors. For example:

- We found 32 sources that have a strong contribution from the host galaxy. There are more objects with smaller contributions (Sections 3.1 4.2).
- Objects that are at the limit of \(R_{\text{FeII}} = 1\).
- Objects with a strong contribution of the FeII template, that widens the red wing of H\(\beta\), or a significant contribution of an H\(\beta\) blueshifted component. Both components artificially increase the FWHM(H\(\beta\)), if the FWHM is measured with the automatic technique.

In order to study the spectral differences in our initial sample of 334 objects in more detail, as well as to limit our sample to those very reliably defined extreme quasars, we decided to analyze them individually with a maximum-likelihood multicomponent-fitting software.

3. Spectral analysis

3.1. Methodology: multi-component fitting

The \textit{specfit} task of IRAF allows us to simultaneously fit all the components present in the spectrum: the underlying continuum, the FeII pseudo-continuum, and the lines, whether in emission or, if necessary, in absorption. \textit{Specfit} minimizes the \(\chi^2\) to find the best fit. The value of the \(\chi^2\) reflects the difference between the original spectrum and the components fit; it tends to be larger in objects where the fit does not accurately reproduce the original spectrum.

The steps we followed to accomplish identification, deblending, and measurement of the emission lines in each object are the following:

The continuum – In the optical range for the extreme quasars, FeII is especially strong, so we must look for continuum windows where FeII emission is minimal. We adopted a single power law to describe it using the continuum windows around 4430, 4760, and 5100 Å (see, e.g., Francis et al. 1991). Only for two objects, J131549.46+062047.8 and J150813.02+484710.6, was it necessary to use a broken power law with two different slopes to reproduce the FeII template at the blue side of H\(\beta\).

FeII template – We used the semi-empirical template by Marziani et al. (2009), obtained from a high-resolution spectrum of I Zw 1, with a model of the FeII emission computed by a photoionization code in the range of H\(\beta\). This template adequately reproduces the FeII emission in the optical range for the vast majority of our sample spectra. For the most extreme FeII emitters, such as J165252.67+265001.9, this template does not reproduce the FeII features. It seems that a more detailed analysis of the FeII emission such as the one of Kovacevic et al. (2010) is needed. However, this analysis is beyond the scope of this paper.

H\(\beta\) broad component profile – Initially, we took as a basis the output of the automatic measurements that gave us the FWHM estimates, in order to fit the H\(\beta\) line profile according to the E1. That is, we use a Lorentzian profile for objects with FWHM < 4000 km s\(^{-1}\), and a Gaussian one for those with FWHM > 4000 km s\(^{-1}\). In the most extreme quasars with \(R_{\text{FeII}} > 1\), the FWHM is widened due to the presence of two components in H\(\beta\), and the FWHM is artificially increased if the measurement is automatic. In these objects, FeII is extremely strong, and/or a very intense blueshifted component of H\(\beta\) appears (e.g., J1311150.53+192053.1). When we performed a second individual profile fitting (see below) we reassigned a Lorentzian instead of a Gaussian for these sources.

\([\text{O}III]_\lambda\lambda4959,5007\) – We fitted this doublet with two Gaussians, considering the ratio of theoretical intensities of 1:3 \cite{Dimitrijevic2007}, the same FWHM, and the same line shift. We call this \([\text{O}III]_\lambda\lambda4959,5007\) component the “narrow” or “core” component. We found some extreme cases with no detectable \([\text{O}III]_\lambda\lambda4959,5007\) emission (e.g., J085557.12+561534.7).

Apart from these four features, in some cases it was necessary to add other emission lines. In some cases the extra emission lines are strong and therefore obvious. When emission lines are weak we identified them in the residuals of the fit. These extra emission lines are:

- H\(\beta\) narrow component – This component, if present, is very evident in population B, however, we can also observe it in Pop. A objects. We model it consistently with the core component of \([\text{O}III]\), with a Gaussian profile and the same FWHM. We used this emission line to define the restframe in the spectra where we measure it.
- H\(\beta\) blueshifted component – In some spectra we detected an extra component in the blue wing of H\(\beta\). When this component is weak, we can see it in the residuals of the fit. When strong, it appears as though the H\(\beta\) line base is shifted to the blue. This component is likely to be associated with non-virialized outflows in quasars with high accretion rates (e.g., Coatman et al. 2016). We fitted this feature with a blueshifted symmetric Gaussian.
Fig. 1. Optical plane of the 4DE1 parameter space, FWHM(Hβ) vs. $R_{\text{FeII}}$, for the present sample. Black dots indicate sources chosen for the “Cosmo” sample, i.e., with $R_{\text{FeII}} \geq 1.2$, and gray dots indicate the remaining Pop. A sources. Population B sources are indicated in red. A blue contour identifies sources with weak host galaxy contaminations in their spectrum (labeled as HG). Vertical line separates the objects with $R_{\text{FeII}} > 1$. This criteria is used to identify the extreme accretors. The filled horizontal line separates populations A and B, according to Sulentic et al. (2000). Dotted lines indicate the typical error associated to $R_{\text{FeII}}$ and the FWHM(Hβ). Dashed horizontal line delimits the region of NLSy1s (FWHM(Hβ) < 2000 km s$^{-1}$).

[Oiii]λ4959,5007 semi broad component – This second component – added to the “core” or narrow component described above – of the [Oiii] doublet is also associated with outflows (e.g., Zamanov et al. 2002; Zhang et al. 2011). It is characterized as being wider than the main component of [Oiii], and is generally shifted to the blue. In some cases, we find this component with blue shifts up to 2000 km s$^{-1}$ (e.g., J120226.75-012915.2).

Hen4686– In some cases we detect this component as residual emission of the fit; we fitted it with a Gaussian component. In some spectra it is not clear whether the extra emission around 4685-95 Å is actually HeII or an FeII feature.

Spectrum of the quasar host galaxy – We find absorption lines characteristic of the host galaxy, such as Mgii15175 and Feii15270 which appear especially significant for 32 objects in our sample. The Hβ absorption due to the host may create the appearance of the broad Hβ profile as double peaked, or let the Hβ/NC disappear altogether. Outside of the fitting range, we detect the Can K and H bands (at 3969 and 3934 Å). These remaining 32 objects were initially fitted along with the author sources. However, we then considered this sample apart because none of the objects are true extreme accretors. A detailed analysis of these sources will be described in Bon et al., in preparation.

Figure illustrates the location of the samples in the OP of the 4DE1 parameter space. The 32 sources that show strong contamination from the host galaxy (circled blue in Fig. 1) are not considered in the present work.; the analysis described in the sections therefore takes into account 302 spectra out of the 334 previously selected. The individual fits done with Specfit are shown in Fig. 2 (online).

The first two rows of Table I present the general properties of the sample: column (1) shows population and spectral type (ST) assignment (see Sect. 3.2), column (2) number of sources, columns (3-5) minimum, maximum, and average g magnitude for each population and ST, columns (6-9) minimum and maximum luminosity, and redshift, column (10) average S/N, columns (11-12) FWHM(Hβ/BC) and its uncertainty, columns (13-16) $R_{\text{FeII}}$ and $R_{\text{OIII}}$ and its uncertainties, and columns (17-22) EW of H$\beta_{\text{total}}$ (BC + NC + Blue), [Oii]$\lambda\lambda$ (NC + S B), and EW(Hβ/Blue/BC) with its uncertainties. The wide majority of sources has 44 $\leq$ log L $\leq$ 45, with a tail in the luminosity range 45 $\leq$ log L $\leq$ 46. The majority of the redshifts are $\leq$ 0.4, with a tail reaching $\sim$ 0.8.

Only 187 of the 236 initially selected Pop. A sources were found to have $R_{\text{FeII}} \geq 1$ after the individual fitting. Restricting our attention to the xA sources, Pop. B sources are prudentially kept separated from the cosmo sample described below, even if a minority of them meet the selection criteria. We define a “cosmo” sample with a stronger restriction to $R_{\text{FeII}} \geq 1 + 20R_{\text{FeII}} = 1.2$, where $\delta R_{\text{FeII}}$ is the uncertainty associated with the $R_{\text{FeII}}$ measurement at a 1 $- \sigma$ confidence value. In this way, we should exclude 95% of the sources that are not true xA sources, but are misplaced due to measurement uncertainties (some true xA objects will also be lost because they are brought to the region $R_{\text{FeII}} \leq 1$). The cosmo sample includes 117 objects with FWHM $\leq$ 4000 km s$^{-1}$.

3.2. Full profile measurements

The full profiles of Hβ (BC+BLUE) and [Oii] (narrow + semi broad) were reconstructed adding the two components isolated through the specfit analysis. The full profiles are helpful for the definition of width and shift parameters (as described in Sect. 4.2) that are not dependent on the specfit decomposition. As shown in Sect. 3.1, the decomposition of the [Oiii] semi-broad and narrow components is especially difficult.

3.3. Computation of luminosity and accretion parameters

The bolometric luminosity is given by $L = C \lambda L_{\lambda}$(5100Å), where we assume $C \approx 12.17$ as bolometric correction for the luminosity at 5100Å $\lambda L_{\lambda}$(5100Å) (Richards et al. 2006). The Eddington ratio $L/L_{\text{Edd}}$, the ratio between the bolometric luminosity and the Eddington luminosity $L_{\text{Edd}} \approx 1.3 \times 10^{38}(10^{9}M_{\odot}/M_{\text{BH}})$ ergs s$^{-1}$, is then computed by using the mass relation derived by Vestergaard & Peterson (2006). In this relation we enter the FWHM of the broad component of Hβ only.

4. Immediate results: the database of spectral measurements

4.1. Rest frame

The redshift spectral correction was initially done using the $z$ given by the SDSS database. However, it is well known that this estimate can be biased (Hewett & Wild 2010). We made an independent estimation of the rest frame using the Hβ narrow component, if present; if unavailable, we used the broad component (especially for Pop. A objects). We find discrepancies between the $z$ given by the SDSS and our estimation (this work estimation -

4 Link to Figure 2.
Table 1. Sample properties.

| Bin  | # sources | Min | Max | Ave | Min | Max | $z$ | S/N | FWHM (km s$^{-1}$) | $\Delta$ | $\Delta_{[OIII]}$ | $\Delta_{BC}$ | $\Delta$ | $\Delta_{[OIII]}$ | $\Delta_{BC}$ |
|------|-----------|-----|-----|-----|-----|-----|-----|-----|------------------|----------|----------------|-------------|--------|----------------|-------------|
|      |           |     |     |     |     |     |     |     |                  |          |                |             |        |                |             |
| PopA | 211       | 15.5| 19.4| 18.0| 44.06|46.13|0.08894|0.71646|28|1949|52|1.45|0.28|1.05|0.12|39.5|1.0|9.8|1.2|0.18|0.09|
| PopB | 91        | 15.7|19.7|18.3| 44.12|46.81|0.15184|0.77136|28|5887|189|0.91|0.09|2.24|0.11|29.7|1.3|9.0|0.8|
| A2b0 | 24        | 16.4|19.3|18.3| 44.13|45.11|0.09158|0.40778|62|2899|12|0.71|0.05|1.70|0.15|39.6|0.9|13.0|2.5|
| A2b1 | 25        | 16.0|19.3|18.4| 44.13|45.11|0.09158|0.40778|62|2899|12|0.71|0.05|1.70|0.15|39.6|0.9|13.0|2.5|
| A2n0 | 3 (4)     | 17.0|18.9|18.3| 44.44|45.78|0.29954|0.51711|46|1557|35|0.78|0.13|0.57|0.03|39.0|1.0|10.2|0.3|
| A2n1 | 3 (5)     | 18.0|19.2|18.6| 44.36|44.80|0.19696|0.30477|47|1392|43|0.85|0.23|1.89|0.04|33.8|0.5|21.6|0.6|
| A3b0 | 39        | 15.5|19.4|17.7| 44.30|46.12|0.15038|0.68950|76|2303|26|1.10|0.05|0.32|0.04|47.9|0.5|4.6|0.8|
| A3b1 | 9         | 16.4|18.9|18.3| 44.24|45.61|0.17522|0.46621|56|2022|13|1.13|0.79|1.45|0.32|36.0|1.1|10.8|1.4|
| A3n0 | 69        | 16.2|19.4|17.9| 44.06|45.86|0.08894|0.63026|92|1621|71|1.16|0.08|0.36|0.14|44.3|1.4|6.6|0.8|0.06|0.10|
| A3n1 | 12        | 17.6|19.1|18.4| 44.14|45.14|0.20842|0.41191|75|1349|12|1.09|0.07|1.68|0.06|33.0|1.1|22.0|2.3|0.02|0.15|
| A4b0 | 9         | 16.8|18.7|17.6| 44.57|46.18|0.26492|0.71646|60|2054|79|1.81|0.55|34.6|0.16|2.4|0.4|0.12|0.11|
| A4b1 | 1 (3)     | 16.9|19.4|18.2| 44.24|44.64|0.17942|0.30640|56|3237|136|1.51|0.12|1.26|0.07|49.0|1.3|8.1|0.8|0.31|0.05|
| A4n0 | 23        | 17.1|19.3|17.9| 44.18|45.30|0.12736|0.49682|74|1145|17|1.62|0.16|0.30|0.08|37.4|1.0|5.2|0.8|0.15|0.11|
| A4n1 | 1 (5)     | 16.7|18.7|18.0| 44.17|44.51|0.13464|0.27647|61|1188|32|1.65|0.18|2.31|0.06|29.4|1.0|14.7|0.7|0.16|0.06|
| A5b  | 3 (4)     | 17.4|18.1|17.7| 44.98|45.59|0.35038|0.58198|45|2286|18|2.37|0.33|41.9|0.9|0.24|0.06|
| A5n  | 9         | 16.7|19.1|18.0| 44.47|45.93|0.25868|0.56391|51|1294|13|2.33|0.05|0.22|0.09|32.3|1.0|2.9|0.8|0.17|0.11|
| B2b  | 9         | 18.0|19.5|18.8| 44.39|44.92|0.18646|0.46899|64|6999|13|0.55|0.06|1.83|0.20|34.2|0.8|8.0|1.2|
| B2n  | 19        | 15.8|19.4|18.3| 44.23|46.81|0.18637|0.77136|71|4705|12|0.74|0.10|1.37|0.15|26.0|0.9|6.7|1.0|
| B3b  | 9         | 18.0|19.2|18.7| 44.21|44.91|0.17688|0.35636|55|6227|154|1.07|0.27|2.04|0.05|28.0|0.9|12.2|0.7|
| B3n  | 14        | 17.2|19.7|18.3| 44.12|45.65|0.15184|0.54423|58|4697|74|1.16|0.09|1.76|0.04|31.1|0.9|9.7|0.7|
| NA   | 16        | 15.7|19.7|18.4| 44.33|46.69|0.20789|0.60325|69|6806|386|1.05|0.18|4.20|0.31|29.1|2.4|8.1|0.3|
belong to the high-luminosity tail of the sample. The distributions for Hβ of the [O\textsc{ii}] of the online table columns are described in Table \ref{tab:table2}, and are as follows:

1. SDSS DR7 designation.
2. \(z\) SDSS - \(z_{\text{TW}}\) = 0.0038 to -0.0047, with an average value of \(z = -0.0006\) (equivalently to -3 \(\AA\) around Hβ; Figure \ref{fig:bias}). We believe there are two main reasons for these systematic differences. Firstly, the rest frame is usually estimated using the average \(z\) derived from narrow lines such as [O\textsc{ii}]. For highly accreting objects, blueshifts of [O\textsc{ii}] have been observed reaching up to 2000 \(\text{km s}^{-1}\) (e.g., SDSSJ030000.00-080356.9). Secondly, Fig. \ref{fig:bias} shows that above \(z \approx 0.35\), the majority of sources belong to the cosmo sample. They are the ones expected to show blueshifts of the highest amplitude. There could also be a luminosity effect, as sources in the redshift range 0.4 \(\leq z \leq 0.7\) exhibit the highest-luminosity tail of the sample. The distributions for Hβ and [O\textsc{ii}]3728 agree if the effective wavelength of the [O\textsc{ii}]3728 is assumed consistent with the low-density case (\(\lambda_{\text{eff}} \approx 3728.8 \AA\) in vacuum). In columns 2 and 3 of Table \ref{tab:table2}, we report the value of \(z\) estimated in this work and its uncertainty, respectively.

4.2. Spectral parameters of broad and narrow emission lines

The measurements of the individual spectral fits, along with other properties, are reported in Table 5 (online\cite{vizier}). The headers of the online table columns are described in Table \ref{tab:table1} and are as follows:

1. SDS\(\text{S DR7}\) designation.
2. \(z\) Redshift. As mentioned, the rest frame of the sample was estimated using the narrow component of Hβ, for the cases where this component was measured. For the objects where no narrow component was found, we used the broad component, except for objects when there was a weak contribution of the host galaxy (labeled as HG in the table). The Hβ absorption line from the host galaxy affects the Hβ\(\text{BC}\). In this case we used [O\textsc{ii}]5007 since in a companion work we have shown that there is good agreement between [O\textsc{ii}]5007 and redshift derived from the host galaxy (Bon et al., in preparation). The SDSS redshift was taken directly from the header of each spectrum.

6 – 13 S/N. Continuum at 5100 \(\AA\) in the rest-frame measured from the fitted power law, and the value used to normalize the continua in the automatic measurements, along with their associated errors. The real continuum flux at 5100 \(\AA\) (in units of erg \(\text{s}^{-1}\) cm\(-2\) \(\AA^{-1}\)) is the multiplication of the C(5100) \times Norm \times 10^{-17}. Columns 11 – 12 provide the values of the spectral index \(\alpha\), and its associated error. Column 13 labels 16 sources for which a weak contamination by the host galaxy had been detected. Their contribution cannot be reliably estimated because it is small (<50%).

14 – 22 Hβ\(\text{BC}\) flux, EW, shift, and FWHM, with associated errors. Column 22 yields the Hβ line profile shape: G=Gaussian, L=Lorentzian.

23 – 30 Flux and EW, shift relative to the restframe, and FWHM of the blueshifted component of Hβ, along with associated errors.

31 – 34 Flux and EW of Feii in the range 4435 – 4685 \(\AA\), with errors.

35. Assigned population: A or B, according with the E1 formalism.

36 – 49 Asymmetry index (AI), kurtosis index (KI), and centroids of Hβ, with respective uncertainties. The centroid at fraction \(x\) of the peak intensity is given by

\[
c(x) = \frac{A^i_{B(x)} + A^i_{A(x)} - 2A^0}{2A^0} \cdot c.
\]

Values are reported for \(x=0.25, 0.5, 0.75, 0.9\). Asymmetry index is only different from zero for objects with a blueshifted component. The asymmetry index at one quarter is defined as twice the centroid used the peak wavelength (in practice the \(c(0.9)\) is used as a proxy) as a reference, that is,

\[
AI = \frac{A^i_{R(1/4)} + A^i_{B(1/4)} - 2A^0}{A^0} \cdot A^p
\]

The kurtosis index is defined as the ratio between the line widths at three quarters and one quarter of fractional intensity:

\[
KI = \frac{A^i_{R(3/4)} - A^i_{B(3/4)}}{A^i_{R(1/4)} - A^i_{B(1/4)}},
\]

50 – 55 Flux, shift relative to the restframe, and FWHM of [He\textsc{i}]4686 broad component, with errors.

56 – 63 Flux, EW, shift relative to the restframe, and FWHM of [He\textsc{i}]5007 with errors.

64 – 79 Flux, EW, shift relative to the restframe, and FWHM of [O\textsc{ii}]5007 and of the semi-broad component, with errors.

4.3. Error sources

The specfit analysis builds a model of the spectrum that implies an a priori-assumption on the emission line components. Formal uncertainties (as provided by the fitting routine) are relatively small and include the effect of the line blending. The continuum placement is the number one source of uncertainty, especially for the semi-broad or weak narrow component of [O\textsc{ii}], and [He\textsc{i}]4686: a small change of continuum level can easily change the line fluxes by a factor of approximately two. Continuum placement may be ambiguous in the case of A4 and B4 because of the extremely strong Feii emission that obliterates the regions almost free of line emission.

\begin{figure}
\centering
\includegraphics[width=\textwidth]{bias.png}
\caption{Bias in redshift estimates \(\Delta z\) as a function of \(z\) given by the SDSS database. Meaning of symbols as for Fig.\ref{fig:bias}.}
\end{figure}

\cite{vizier} Vizier link to Table 5
### Table 2. Header description of the online table with individual measurements.

| Column | Identifier | Type     | Units | Description                                      |
|--------|------------|----------|-------|--------------------------------------------------|
| 1      | SDSS       | CHAR     | NULL  | SDSS Object Name                                 |
| 2      | z          | FLOAT    | NULL  | z considered in this work, measured using the Hβ or [OIII]λ5007 line (see text). |
| 3      | z_ERR      | FLOAT    | NULL  | z (This work) error                              |
| 4      | zSDSS      | FLOAT    | NULL  | z given by the SDSS database                     |
| 5      | zSDSS_ERR  | FLOAT    | NULL  | z (SDSS) error                                   |
| 6      | SN         | FLOAT    | NULL  | S/N ratio measured around 5100 Å                  |
| 7      | CS100      | FLOAT    | 10^{-17} ergs s^{-1} cm^{-2} Å^{-1} | Continuum Flux at 5100 Å |
| 8      | CS100_ERR  | FLOAT    | 10^{-17} ergs s^{-1} cm^{-2} Å^{-1} | Continuum Flux at 5100 Å error |
| 9      | NS100      | FLOAT    | NULL  | Continuum Normalization at 5100 Å                 |
| 10     | NS100_ERR  | FLOAT    | NULL  | Continuum Normalization at 5100 Å error           |
| 11     | ALPHA      | FLOAT    | NULL  | Power Law Index -α error                         |
| 12     | FAINT_HG   | INTEGER  | NULL  | Faint contribution of the HG (9 objects)         |
| 13     | HB_PROFILE | CHAR     | NULL  | HB Line Profile: G = Gaussian, L = Lorentzian     |
| 14     | FLUX_HBBC  | FLOAT    | 10^{-17} ergs s^{-1} cm^{-2} | Hβ Line Flux |
| 15     | FLUX_HBBC_ERR | FLOAT  | 10^{-17} ergs s^{-1} cm^{-2} | Hβ Line Flux error |
| 16     | EW_HBBC    | FLOAT    | Å      | Rest-frame Equivalent Width of Hβ                 |
| 17     | EW_HBBC_ERR | FLOAT  | Å      | Rest-frame Equivalent Width of Hβ error           |
| 18     | SHIFT_HBBC | FLOAT    | km s^{-1} | Hβ shift with respect to the Rest-frame         |
| 19     | SHIFT_HBBC_ERR | FLOAT  | km s^{-1} | Hβ shift with respect to the Rest-frame error    |
| 20     | FWHM_HBBC  | FLOAT    | km s^{-1} | Hβ Full Width at Half Maximum                   |
| 21     | FWHM_HBBC_ERR | FLOAT  | km s^{-1} | Hβ Full Width at Half Maximum error              |
| 22     | FLUX_FEII  | FLOAT    | 10^{-17} ergs s^{-1} cm^{-2} | Fe ii Line Flux |
| 23     | FLUX_FEII_ERR | FLOAT  | 10^{-17} ergs s^{-1} cm^{-2} | Fe ii Line Flux error |
| 24     | EW_FEII    | FLOAT    | Å      | Rest-frame equivalent width of Fe ii              |
| 25     | EW_FEII_ERR | FLOAT  | Å      | Rest-frame equivalent width of Fe ii error       |
| 26     | POP        | CHAR     | NULL  | Population designation                           |
| 27     | RFEII      | FLOAT    | NULL  | R_{FeII} error                                   |
| 28     | RFEII_ERR  | FLOAT    | NULL  | R_{FeII} error                                   |
| 29     | AI_HB      | FLOAT    | NULL  | Hβ Asymmetry only objects with Hβ BLUE           |
| 30     | AI_HB_ERR  | FLOAT    | NULL  | Hβ Asymmetry error                               |
| 31     | KURT       | FLOAT    | NULL  | Kurtosis error                                   |
| 32     | C010       | FLOAT    | km s^{-1} | Hβ centroid at 0.10 of the line intensity       |
| 33     | C010_ERR   | FLOAT    | km s^{-1} | Hβ centroid at 0.10 of the line intensity error   |
| 34     | C025       | FLOAT    | km s^{-1} | Hβ centroid at 0.25 of the line intensity        |
| 35     | C025_ERR   | FLOAT    | km s^{-1} | Hβ centroid at 0.25 of the line intensity error   |
| 36     | C050       | FLOAT    | km s^{-1} | Hβ centroid at 0.50 of the line intensity        |
| 37     | C050_ERR   | FLOAT    | km s^{-1} | Hβ centroid at 0.50 of the line intensity error   |
| 38     | C075       | FLOAT    | km s^{-1} | Hβ centroid at 0.75 of the line intensity        |
| 39     | C075_ERR   | FLOAT    | km s^{-1} | Hβ centroid at 0.75 of the line intensity error   |
| 40     | C090       | FLOAT    | km s^{-1} | Hβ centroid at 0.90 of the line intensity        |
| 41     | C090_ERR   | FLOAT    | km s^{-1} | Hβ centroid at 0.90 of the line intensity error   |
| 42     | FLUX_HEII  | FLOAT    | 10^{-17} ergs s^{-1} cm^{-2} | Hε Line Flux |
| 43     | FLUX_HEII_ERR | FLOAT  | 10^{-17} ergs s^{-1} cm^{-2} | Hε Line Flux error |
| 44     | SHIFT_HEII | FLOAT    | km s^{-1} | Hε shift with respect to the rest frame          |
| 45     | SHIFT_HEII_ERR | FLOAT  | km s^{-1} | Hε shift with respect to the rest frame error    |
| 46     | FWHM_HEII  | FLOAT    | km s^{-1} | Hε Full Width at Half Maximum                   |
| 47     | FWHM_HEII_ERR | FLOAT  | km s^{-1} | Hε Full Width at Half Maximum error              |
| 48     | FLUX_HBNC  | FLOAT    | 10^{-17} ergs s^{-1} cm^{-2} | Hβ Line Flux |
| 49     | FLUX_HBNC_ERR | FLOAT  | 10^{-17} ergs s^{-1} cm^{-2} | Hβ Line Flux error |
| 50     | EW_HBNC    | FLOAT    | Å      | Rest-frame Equivalent Width of Hβ                 |
| 51     | EW_HBNC_ERR | FLOAT  | Å      | Rest-frame Equivalent Width of Hβ error           |
| 52     | SHIFT_HBNC | FLOAT    | km s^{-1} | Hβ shift with respect to the Rest-frame          |
| 53     | SHIFT_HBNC_ERR | FLOAT  | km s^{-1} | Hβ shift with respect to the Rest-frame error    |
| 54     | FWHM_HBNC  | FLOAT    | km s^{-1} | Hβ Full Width at Half Maximum                   |
| 55     | FWHM_HBNC_ERR | FLOAT  | km s^{-1} | Hβ Full Width at Half Maximum error              |
To further assess measurement errors we considered the composite spectra for bins A3n0 and A3b0 (see the description of the sub-bins in Sect. 5.1.2 which are practically noiseless (S/N ≡ 200). We added random Gaussian noise to obtain (1) S/N ≈ 20 which is the lowest S/N in our sample, and (2) S/N ≈ 40 which roughly corresponds to the highest S/N, and repeated the specfit analysis at least several hundred times. The specfit simulations that included Gaussian noise (with a different random pattern for each simulation) were computed leaving all parameters free to vary and also giving a random offset to the initial values of several of them (e.g., continuum level, Hβ/NC line flux, continuum slope).

Table 3 lists the average and standard deviation σ along with the median and the lower and upper semi-interquartile ranges (SIQR) of the parameter distributions (under the restriction 1 ≤ F ≤ F(3σ); there is practically no difference with 1 ≤ F ≤ F(2σ) save for one case identified in the table). Uncertainties in the Hβ/NC parameters (FWHM and intensity) are modest, around 10% for the A3n0 case, and 5% for A3b0. Continuum placement and shape are also well-defined within uncertainties of a few percent. The difference between the lower and upper SIQR indicates that in some cases the parameter distribution is skewed. Significant uncertainties are associated with the measurements of the [OIII] NC and SB (we have chosen the composites built for [OIII]/Hβ/NC ≤ 1), but these are nonetheless usually within 30% (Table 3). These components become detectable if they are ≳ 5% of the Hβ/NC intensity. Errors in fluxes and detection limits are then expected to scale with the inverse of the square root of the S/N: δF ≃ √(20/(S/N)δI20, where δI20 are the uncertainties for S/N=20 in Table 3.

The Hβ BLUE component shows a large range of intensities within the spectral bin; this means that a median composite is unlikely to be representative of the sample. From the simulations for the A3b0 bin with S/N=20 we derive that Hβ BLUE with a strength approximately equal to one tenth of Hβ/NC should be detectable at a 2σ confidence level.

5. Results

5.1. Systematic line profile change as a function of FWHM

5.1.1. Composite spectra: qualitative trends

Composite spectra were built from averages in four sub-bins that split the original spectral types of Sulentic et al. (2002) in four: narrower “n” (lower 2000 km s⁻¹ range in FWHM Hβ), broader “b” (upper 2000 km s⁻¹ range in FWHM Hβ), weak “0” and strong “1” [OIII]λλ4959,5007. Table 1 presents the properties of the composite spectra. As described in Sect. 5.1 column (1) gives the Population and the ST assigned. In this column, the labels Pec and NA are for “Peculiar” and “Not Assigned” objects. Peculiar objects are defined as those with an unusual R_{FeII} > 2, while Not Assigned objects belong to bins B3 and B4; most of these, however, show a host galaxy contribution. On the other hand, column (2) gives the total number of objects for each sub-bin. When the total number is ≤ 5 objects we used only the highest-quality spectra. For this reason we give the total number of objects in the bin in parentheses, while the number of objects that we use for the composite spectra is out of parentheses. We note that for two cases we use only a representative spectrum. Additionally, column (10) now gives the S/N for the composite spectra.

Figures 4, 5 and 6 show the composite spectra in the region of Hβ, along with the principal components included in the specfit analysis for spectral types A2, A3 and A4, respectively. The similarity of the sub-bin spectra is striking: FeII emission is consistently fit by a scaled and broadened template, and Lorentzian functions provide satisfactory fits in all cases. This is also true for the A2 spectral type, even if A2 sources do not satisfy the criteria of xA. Progressing from A2 to A5 (Fig. 7), there is evidence of a growing relevance of excess blueshifted emission for both Hβ and [OIII]λ5007. In A2, the Hβ line is fit by symmetric profiles, while for bins A4 and A5 (Fig. 7) where A5 are the objects with 2 < R_{FeII} < 3, see column 13 of Table 1, there is an...
obvious emission hump on the blue side of Hβ, the hump being most prominent in spectral type A5. We note that the interpretation of the A5 composite taken out of the MS context would be rather ambiguous, as there is no strong evidence of an actual Lorentzian-like shape (we return to this issue in Sect. 5.1.2). In line with the argument of a continuous sequence, we adopt the Lorentzian shape (we return to this issue in Sect. 5.1.2).

Table 6. Uncertainty estimates for selected parameters.

| Parameter   | Average | σ      | Median SQR| SQRa |
|-------------|---------|--------|-----------|------|
| A3nH FWHM Hβ| 1480    | 160    | 1480      | 75   |
| Intensity Hβ| 40.75   | 3.54   | 41.74     | 2.17 |
| Intensity [OIII] NC| 2.98 | 0.89 | 2.85 | 0.44 |
| Intensity [OIII] SB| 3.49 | 0.73 | 3.44 | 0.47 |
| Shift [OIII] SB| -390 | 230 | -350 | 65 |
| Iλ,0| 15.77 | 0.98 | 15.58 | 0.45 |
| a| 1.73 | 0.04 | 1.72 | 0.02 |

Notes. FWHM Hβ is in km s⁻¹; intensities are computed on spectra with continuum normalized to 1 at 5100 Å. Iλ,0 and a are the intensity and the index of the power law I(λ) = Iλ,0(λ/1000)α, from the F distribution within 1 ≤ F ≤ F(2σ).

A2 toward stronger Fe emitters: the “0” composites for A2 still show significant [OIII]λ5007 narrow component which becomes much fainter in A3, barely detectable in A4, and absent in A5.

5.1.2. NLSy1s as part of Population A

The sub-spectral types involving the narrower half of the FWHM range of each spectral type (label “n”) in Figs. 4, 5, 6, and 7 show that the Hβ profile is well-fit by a Lorentzian function. The Lorentzian-like profiles are also appropriate for the spectral sub-type including sources with 2000 km s⁻¹ < FWHM(Hβ) < 4000 km s⁻¹ (label “b” in Figs. 4, 5, 6, and 7), in agreement with early and more recent results (Véron-Cetty et al. 2001; Sulentic et al. 2002; Cracco et al. 2016). There is no evidence of discontinu-
5.1.3. Population B: still xA sources?

Figure 8 shows that in regards to the composite for Pop. B (spectral types B2 and B3) the best fit can be achieved with a Gaussian function. In this figure, ‘n’ signifies a FWHM(Hβ_BC) between 4000 and 6000 km s\(^{-1}\), and ‘b’ a FWHM(Hβ_BC) between 6000 and 8000 km s\(^{-1}\). Also, we noticed that 90% of the individual spectra show strong [O\textsc{iii}]\(\lambda\lambda 4959,5007\) emission.

The difference in the line profile of A and B spectral types is striking, and especially so if the A2 and A3 composites are compared to B2 and B3; in A2, where the moderate Fe\textsc{ii} emission allows for an easier visual evaluation of the H\textbeta profile, a Lorentzian shape is clearly indicated.

A key aspect is the presence of a redward asymmetry in the H\textbeta line profiles which is a defining feature of Pop. B. In the present context, the lines are modeled with a Gaussian core component (the H\textbeta_BC) with no (or small) peak shift with respect to rest frame, plus no additional redshifted very broad component: no VBC is needed to achieve a satisfactory fit. This may have gone unnoticed because of the rarity of B3 and B4 sources, as mentioned in Sect. 2.2.

5.2. Selection criteria: “true” extreme quasars

Figure 9 shows the dependence of \(R_{\text{FeII}}\) and of the relative intensity of the H\textbeta_BLUE with respect to H\textbeta_BC as a function of \(L/L_{\text{Edd}}\). There is a dependence of \(R_{\text{FeII}}\) on \(L/L_{\text{Edd}}\) (the Pearson’s correlation coefficient \(r \approx 0.494\) is significant at a confidence level \(\approx 1 - 10^{-17}\) for 302 objects) supporting the idea that the empirical selection criterion \(R_{\text{FeII}} \geq 1\) is indeed setting a lower limit on \(L/L_{\text{Edd}}\). Only a minority of the cosmo sample objects show \(L/L_{\text{Edd}} \lesssim 1\). Population A sources below the limit \(R_{\text{FeII}} = 1\) may include some xA sources placed there due to observational errors, or as true high radiators if the condition \(R_{\text{FeII}} > 1\) is sufficient but not necessary: some A2 and even A1 are xAs according to Du et al. (2014). The main feature differentiating A2 from A3 is, apart from the \(R_{\text{FeII}}\) value, the presence of a detectable H\textbeta_BLUE in A3, A4, and A5. This feature is missing in the A2 composites and the right panel of Fig. 9 shows that H\textbeta_BLUE is associated with \(\log L/L_{\text{Edd}} \gtrsim -0.2\), and is detected in just a few sources in the rest of Pop. A outside of the cosmo sample, and only in some cases in Pop. B.

5.3. The blended nature of the H\textbeta emission profile in xA sources

The H\textbeta_BLUE component is most likely associated with an outflow which produces the prominent blueshifted emission more clearly observed in the C\textsc{iv}\(\lambda 1549\) profiles (e.g., Sulentic et al. 2017, Coatman et al. 2016, and references therein). The H\textbeta blueshifted emission is barely detectable with respect to H\textbeta_BC, implying that for H\textbeta_BLUE, the intensity ratio C\textsc{iv}\(\lambda 1549)/\textbeta can be expected to be \(\gg 1\). The C\textsc{iv}\(\lambda 1549)/\textbeta ratio is very high, most likely above 20, implying a very high ionization level (ionization parameter \(\log U \gtrsim -1\)) for a moderate-density gas (hydrogen...
the full [O\textsc{iii}] profile, on which centroids can be measured, as done for H\beta.

At one end we find the symmetric core component to have a typical line width $\lesssim 600$ km s$^{-1}$; in most cases the core component is superimposed to broader emission (the SB component) skewing the line base of [O\textsc{iii}].l4959,5007 toward the blue. On the one hand, only the semi-broad component is present. These are the cases in which the [O\textsc{iii}].l4959,5007 blueshift is largest, even if it is measured at line peak.

Restricting the attention to the Pop. A objects, in Fig. [11] we can see that the distribution of the narrow (black and pale blue squares) and SB (light and dark circles) component is overlapping in both FWHM and shifts. The vast majority of [O\textsc{iii}].l4959,5007 profiles show blueshift or no shift; the SB in our sample almost always shows a blueshift large enough to be considered a blue outlier (light and dark circles of Fig. [11] with blueshift amplitude larger than 250 km s$^{-1}$). Several NCs are so broad and shifted that they overlap with the FWHM/shift domain of the SB. The narrowest profiles (FWHM $\lesssim 600$ km s$^{-1}$) all cluster around 0 km s$^{-1}$ shift. Figure [11] shows that the identification of the NC and SB is blurred. This is not very relevant to the physical interpretation, as long as NC, SB, and composite profiles explained as due to the superposition of NC plus SB are considered all at once. Figure [11] shows the behavior of the shift versus FWHM for four groups of data points: [O\textsc{iii}] NC only (pale blue squares), [O\textsc{iii}] NC (black squares) and [O\textsc{iii}] SB (light blue circles) in case both are detected, and SB only (dark blue circles). Shifts and FWHM are strongly correlated, with $r \approx -0.72$, and a probability $P \sim 10^{-15}$ of a chance correlation. The best fitting line equation obtained with the unweighted least squares method is: $v_{peak} \approx (-0.650 \pm 0.054)$ FWHM + $(206 \pm 62)$ km s$^{-1}$. Analogous correlations have been found for C\textsc{iv} l1549 in Pop. A sources (Coatman et al. 2016, Sulentic et al. 2017).

The behavior of [O\textsc{iii}] resembles that of H\beta, albeit in a somewhat less-ordered fashion: there is no relation with luminosity, and large shifts at one tenth of the total intensity are possible for relatively large $L/L_{Edd}$ ($L/L_{Edd} \gtrsim 0.5$). It is not surprising to find that the largest shifts are found when the semi-broad component dominates and that the majority of data points follow a correlation between FWHM and c(0,1), since this correlation is a reformulation of the shift-FWHM correlation of Fig. [11]. There is no dependence on $R_{Edd}$, but one has to consider that the sources of our sample are all with $R_{Edd} \gtrsim 0.5$, and that a large fraction of them show large blueshifts above 200 km s$^{-1}$, which are rare in the general population of quasars (a few percent; Zamanov et al. 2002).

5.5. The [O\textsc{iii}].l4959,5007 emission and its relation to H\beta

One of the main results of the present investigation is the detection of a blueward excess in the H\beta profile. The detection has been made possible by the high S/N of the spectra selected for our sample, and is not surprising for the reasons mentioned in Sect. 5.3.

The relation between H\beta BLUE and [O\textsc{iii}] shift is not tight, and it is not expected to be so: the shifts measured on [O\textsc{iii}] are influenced by aperture, and by the intrinsic extension of the narrow line region (NLR). The results shown in Fig. [12] imply that there are several sources that show no significant [O\textsc{iii}] blueshifts even if H\beta BLUE is detected and observed with large shifts. If the sources with only [O\textsc{iii}] SB are considered, then in the wide majority of cases there is a significant blueshifted [O\textsc{iii}], giving a fan-like shape (with the vertex at 0) to the distribution of the data point. If we consider [O\textsc{iii}] profiles and H\beta BLUE showing

---

Fig. 10. Dependence of H\beta BLUE centroids c(0.10), c(0.25) and c(0.50) on Eddington ratio (top row), luminosity at 5100 Å (second row from top), and the 4DE1 parameters $R_{Edd}$ and FWHM(H\beta) (third and fourth rows, respectively). We note that almost all objects with H\beta BLUE are Pop. A sources. Meaning of symbols is as in Fig. [1].

The interpretation of the [O\textsc{iii}].l4959,5007 profile in terms of a narrow (or core) component (NC) and of a semi-broad component (SB) displaced toward the blue is now an established practice (e.g., Zhang et al. 2011, Peng et al. 2014, Cracco et al. 2016, Bischetti et al. 2017). Figure 1 of Marziani et al. (2016) shows a mock profile where the NC and SB are added to build...
blueshifts larger than 250 km s$^{-1}$, the correlation coefficient is 0.05.

These considerations are confirmed by the analysis of the centroids at one tenth, one quarter, and half fractional intensity. At one tenth, we observe a similar data point distribution to that in Fig. 12, apart from one outlier, the distribution also suggests that c(1/10) [OIII] $≈$ 0.5 c(1/10) Hβ. This distribution suggests that, at least in part, the Hβ BLUE might be associated with a NLR outflow. Spatially resolved observations with integral-field spectroscopic units are needed to ascertain the nature of the relation between the [OIII] and Hβ blueshifts.

6. Discussion

6.1. xA sources: relation to other AGN classes

6.1.1. Relation to NLSy1s

NLSy1s are an ill-defined class. The previous analysis shows that there is no clear boundary at 2000 km s$^{-1}$ in terms of line-profile shapes. In addition, NLSy1s cover all the range of FeII, from $R_{\text{FeII}} \approx 0$ to very high values exceeding $R_{\text{FeII}} = 2$. Sources in spectral bins A1 and A3/A4 are expected to be different, as we found a strong dependence of physical properties on $R_{\text{FeII}}$, and specifically on $L/L_{\text{Edd}}$ which is most likely the main physical parameter at the origin of the spectroscopic diversity in low-$z$ samples (e.g., Boroson & Green 1992, Sulentic et al. 2000, Kuraszkiewicz et al. 2004, Sun & Shen 2015). As a corollary, it follows that comparing samples of NLSy1 to broader type-1 AGNs is an approach that is bound to yield misleading results, since the broader type-1 AGNs include sources that are homologous to NLSy1 up to FWHM $≈$ 4000 km s$^{-1}$ (e.g., Negrete et al. 2012).

6.1.2. xA sources and SEAMBHs

Du et al. (2016) introduced the notion of the fundamental plane of super-Eddington accreting massive black holes (SEAMBHs) defined by a bivariate correlation between the parameter $M = \frac{M_{\text{max}}}{L_{\text{Edd}}} = \eta$ that is, the dimensionless accretion rate $\eta = \frac{\dot{M}}{\dot{M}_{\text{Edd}}}$ for $\eta = 1$ (Du et al. 2015), the Eddington ratio, and the observational parameters $R_{\text{FeII}}$ and ratio FWHM/$\sigma$ of Hβ, where $\sigma$ is the velocity dispersion. The fundamental plane can then be written as two linear relations between log $M$ and $L/L_{\text{Edd}}$ versus $\eta$, where $\alpha, \beta, \gamma$ are reported by Du et al. (2016). The identification criteria included in the fundamental plane are consistent with the ones derived from the E1 approach ($L/L_{\text{Edd}}$ and $M$ increase as the profiles become Lorentzian-like, and $R_{\text{FeII}}$ becomes higher).

The cosmo sample satisfies the condition $R_{\text{FeII}} \geq 1.2$ by definition. The Hβ profiles of Pop. A sources are Lorentzian, implying that the ratio $\frac{\text{FWHM}}{\sigma} \rightarrow 0$. This is not actually occurring because the wings of a Lorentzian profile cannot be detected beyond a limit set by the spectrum S/N. If the detection limits are between 4800 and 4950 Å (appropriate for the typical S/N $\approx 26$ of our sample), then FWHM/$\sigma \approx 1.2$ for a pure Gaussian of FWHM$\approx 1850$ km s$^{-1}$, implying $M \gtrsim 10^{7}$, log $L/L_{\text{Edd}} \approx 0.3$. The values of Eddington ratio and $M$ derived from the fundamental plane equation are large enough to qualify the xA sources of the cosmo sample as SEAMBHs.

Assuming detection between 4500 and 5200 Å, one obtains that the Pop. A sources of the cosmo sample with typical FWHM/$\sigma \approx 0.5$ (including the Hβ BLUE in addition to the Gaussian) and $R_{\text{FeII}} \approx 1.56$ have Eddington ratio log $L/L_{\text{Edd}} \approx 0.9$ and a dimensionless accretion rate of $M \sim 10^7$. The fundamental plane of Du et al. (2016) is not able to consistently consider purely Lorentzian profiles and very high $R_{\text{FeII}}$. There is also a problem with the reliability of the FWHM/$\sigma$ parameter: its value depends on the line width if the summation range used for the computation of the $\sigma$ is kept constant: the ratio changes from 0.79 to 0.51 for FWHM $\approx 4000$ km s$^{-1}$ and 1860 km s$^{-1}$, respectively, assuming that the line is detected from 4500 to 5200 Å.
6.2. A Baldwin effect in [O\text{III}]?

Figure 13 shows that $W([\text{O\text{III}}])$ is not dependent on Eddington ratio. This remains true for all sources in the cosmological sample as well as in sources in which only the SB component is detected. A dependence on Eddington ratio is traced by the systematic trends observed along the entire quasar MS: extreme cases imply a change by a factor $\approx 100$ in equivalent width, from A3/A4 to B1+/B1++. In A3 and A4 sources, the $[\text{O\text{III}}]$ EW may become so low that it renders the line undetectable ($\lesssim 1$ Å). In the cosmological sample, the $L/L_{\text{Edd}}$ covers a relatively restricted range.

In addition, Fig. 13 shows that there is no well-defined trend between luminosity and $W([\text{O\text{III}}])$, that is, there is no Baldwin effect. As in the case of C IV][1549], a clear Baldwin effect becomes detectable only when relatively large samples are considered (e.g., Baskin & Laor [2003], Zhang et al. [2011, 2013]). The xA sources belong to a particular class whose $[\text{O\text{III}}]\lambda\lambda 4959,5007$ emission is known to be of low EW. In Fig. 14, we show the cosmological sample sources along with a large sample of low-$z$ quasars, and the samples of Netzer et al. [2004] and Sulentic et al. [2017] of high-$z$, high-$L$ quasars. The vast majority of the xA cosmological sources have $W \lesssim 10$ Å, a property that locates them in the space of Pop. A sources at high-$z$ in terms of EW (although the cosmological sample has a much lower luminosity). The significant correlation in Fig. 14 with slope $a \approx -0.256 \pm 0.027$ (without including the xA sources of the present work) arises because of the detection of Pop. B sources at low-$z$. Sources from Pop B show systematically higher $W([\text{O\text{III}}])$, frequently reaching values of several tens of Å, up to $\approx 100$ Å. Sources with $W([\text{O\text{III}}]) \gtrsim 30$ almost disappear in high-$z$, high-$L$ samples. The origin of this trend is not fully clear, but two main effects may concur in its reinforcement: (1) a selection effect, disfavoring the discovery of Pop. B sources that are the weaker sources for a given mass (a similar mechanism is expected to operate for C iv][1549]; Sulentic et al. [2014]), and (2) a luminosity effect that can arise if the $[\text{O\text{III}}]$ luminosity is upper bounded because of limits in the physical extension of the NLR (Netzer et al. [2004]; Bennert et al. [2006]).

The $W([\text{O\text{III}}]) - L$ trend disappears if the xA sources of the cosmological sample are added (the correlation coefficient becomes 0.11, and the slope $a \approx -0.06$, emphasizing the effect of the sample selection. A proper analysis should consider the $W([\text{O\text{III}}]) - L$ trend for the same spectral types, but this goes beyond the aim of the present paper.

6.3. xA sources: implications for feedback

The xA sources observed at high luminosity yield the most powerful radiative and mechanical feedback per unit black hole mass (Martínez-Aldama et al. [2018]). The typical luminosity of the xA sample is, even before correcting for intrinsic absorption, a factor of ten higher than the typical luminosities in the present sample, but already yields a mechanical output that is larger or at least comparable to that of the most luminous quasars studied by Sulentic et al. [2017]. What is the feedback level due to the black hole activity in the present xA sample?

The mass of ionized gas needed to sustain the $[\text{O\text{III}}]$ semi-broad component (the average $[\text{O\text{III}}]$ semi-broad component luminosity in our sample is $\log L \approx 41.6$): $M_{\text{ion}} \sim 5 \cdot 10^4 L_{\text{[OIII]}} Z_0^{-1} n_3^{-1} M_\odot$, where the density is assumed to be $10^3$ cm$^{-3}$, and the relation is normalized to a metal content ten times solar (e.g., Cano-Díaz et al. [2012]). The computation of the mass outflow rate, of its thrust, and of its kinetic power requires knowledge of the distance of the line emitting gas from the central continuum source. The mass outflow rate can be written as: $M_{\text{ion}} \sim 0.15 L_{\text{[OIII]}} Z_0^{-1} n_3^{-1} V_{\text{ion}}^{-1} M_\odot$ yr$^{-1}$, where the outflow velocity is in units of $1000$ km s$^{-1}$ (close to the av-
erage shift of the SB component (≈ 1060 km s\(^{-1}\)). The thrust can be expressed as: \(M_{\text{tor}}v_0 \sim 1 \cdot 10^{35} L_{\text{[OIII]}}^{0.25} v_0^{1.00} \Omega_0^{0.5} \Omega_M^{0.01} Z_0^{0.5} n_0^{-0.01} \) g cm\(^{-2}\), where we have assumed that the \(v_0\) is the terminal velocity of the outflow. The kinetic power of the outflow is \(\dot{E} \sim 5 \cdot 10^{43} L_{\text{[OIII]}}^{0.25} v_0^{1.00} \Omega_0^{0.5} \Omega_M^{0.01} Z_0^{0.5} n_0^{-0.01}\) erg s\(^{-1}\). The values of the thrust and kinetic power should be compared with \(L/c\) and \(L \log L/c \approx 35.3\) and \(L \log L \approx 45.79\), respectively. The \(\dot{E}\) is below the 0.05 \(L\) value thought to be the minimum mechanical input needed to explain the black hole and bulge mass scaling (e.g., Zubovas & King 2012; King & Pounds 2015, and references therein) by almost four orders of magnitude.

Even if the NLR are spatially extended, we can still define a characteristic distance that may represent an emissivity-weighted radius, \(r_{\text{eff}}\). In the present context, we can make two independent assumptions: (1) \(r_{\text{eff}}\) is simply one half the radius of the aperture size; and (2) \(r_{\text{eff}}\) follows a scaling law with the luminosity (Bennert et al. 2002, 2006b). This second approach is especially risky, as we are dealing with only an outflowing part of the NLR (Zamanov et al. 2002), as well as sources whose NLR may be intrinsically underdeveloped. At a typical redshift of \(z \approx 0.3\), the half width of the SDSS fiber, 1.5 arcsec, would correspond to 6.7 kpc of projected linear distance. Our estimates will be lowered accordingly. The scaling law with luminosity implies \(r_{\text{eff}} \approx 10^{2.3} \) pc for \([\text{O} \text{iii}]\) luminosity \(\approx 10^{41.6}\) ergs s\(^{-1}\), consistent with the above estimates. More recent work indicates a consistent flux-weighted size \(~ 10^2\) pc at \(\approx 10^{41}\) ergs s\(^{-1}\) (Ricc et al. 2017).

Much lower density \((10^2 \text{ cm}^{-3})\) and a compact NLR of \(~ 100\) pc can increase the \(\dot{E}\) estimate by a factor of 100. This condition may not be unlikely considering the compact NLR suggested by Zamanov et al. (2002). Even in this case, and at the highest \(L_{\text{BLUE}} \approx 10^{43.6}\) [erg/s], the value of \(\dot{E}\) remains below 0.05\(L\) by a large factor. Even upper limits under reasonable assumptions from the X\(\alpha\) sample imply a limited mechanical feedback effect, as found in nearby AGNs (e.g., Karouzos et al. 2018; Bae et al. 2017). Since the physical parameters scale with luminosity, it is likely that only high-luminosity sources can reach the energetic limits that may imply a galaxy-wide feedback effect (Martínez-Aldama et al. 2018).

6.4. The virial luminosity equation: a strong influence of orientation

6.4.1. The virial luminosity equation

The virial luminosity equation derived by MS12 can be written in the form:

\[
L(\text{FWHM}) = L_\odot \cdot (\text{FWHM})_{1000}^4 = 7.88 \cdot 10^{44} \left(\frac{L}{L_{\text{edd}}}\right)^{1.8} \left(\frac{\Omega_0}{\Omega_\Lambda}\right)^{1.2} \left(\frac{n_{\text{HII}}}{n_0}\right)^{0.6},
\]

where the energy value has been normalized to 100 eV (\(\Phi_{\text{e,100eV}} \approx 2.42 \cdot 10^{16}\) Hz), the product \(n_{\text{HII}} U\) has been normalized to the typical value \(10^6\text{cm}^{-3}\) (Padovani & Rafanelli 1988; Matsuoka et al. 2008; Negrete et al. 2012) and the FWHM of the H\(\beta\) BC has been normalized to 1000 km s\(^{-1}\). The \(n_{\text{HII}}\) is scaled to a value of 2 following the determination of Collin et al. (2006). The FWHM of H\(\beta\) BC (H\(\beta\)BC) is hereafter adopted as a VBE.

The distance modulus \(\mu\) can be written as:

\[
\mu = 2.5 \log L - C = 2.5 \log (\Lambda f_{\text{BD}}) = 2.5 \log (4\pi d^2_{10pc}),
\]

where the constant \(-2.5 \log (4\pi d^2_{10pc}) = -100.19\), with \(d_{10pc} \approx 3.08 \cdot 10^9\) the distance of 10pc expressed in cm. The \(\Lambda f_{\text{BD}}\) is the flux at 5100 Å in the cosmo sample. In this case, \(L\) is the virial luminosity \(L(\text{FWHM})\) or the customary \(L(z, H_0, \Omega_M, \Omega_\Lambda)\) computed from \(z\) and concordance cosmology. The difference between the \(\mu\) computed from \(L(\text{FWHM})\) and from \(L(z, H_0, \Omega_M, \Omega_\Lambda)\) is

\[
\delta \mu = \mu_{\text{VBE}} - \mu = 2.5 \log L(\text{FWHM}) - 2.5 \log L(z, H_0, \Omega_M, \Omega_\Lambda).
\]

6.5. Sources of the scatter in the virial luminosity estimates

From the previous analysis we infer several main sources of scatter that may be affecting the virial luminosity estimates:

- The H\(\beta\) BLUE, strongly affecting the H\(\beta\) line base at 0.1 and 0.25 fractional intensity.
- \(\Lambda_{\text{eff}}\), which ranges from 1.2 (by definition) to 3 in the most extreme case. While \(\Lambda_{\text{eff}}\) and \(L/L_{\text{edd}}\) are correlated for the sample of 304 sources, they show no correlation if we restrict the attention to the cosmo sample (Fig. 9): the Pearson correlation coefficient is \(r \approx 0.01\).
- The \([\text{O} \text{iii}] / \text{H} \beta\) ratio: sources with \([\text{O} \text{iii}] / \text{H} \beta < 1\) should be at the top of the MS according to the original formulation of BO93.
- Orientation effects (discussed in Sect. 6.5.5).

We hereafter restrict our analysis to the parameters listed above.

6.5.1. The H\(\beta\) blue shifted component and its influence on the virial broadening luminosity estimates

The presence of line emission that is barely resolved and associated with outflows complicates the derivation of the VBE to be used in Eq. 4. From the specific fit analysis we derive the FWHM of a symmetric Lorentzian, considered our VBE. The effect on the line profile of the blueshifted emission is very important at very low fractional intensity, and is much smaller but not negligible also at half maximum.

Figure 15 shows the distribution of the ratio between the FWHM of the full profile and of the H\(\beta\) BC:

\[
1 \leq \xi = \frac{\text{FWHM H}\beta}{\text{FWHM H}\beta_{\text{BC}}},
\]

where \(\xi\) is a correction to virial broadening from the observed profile (in practice the ratio of the full-profile and BC FWHM). Figure 15 shows that the average excess broadening is modest; 30% of the sources have \(\xi \approx 1.00\) (i.e., they are considered with a symmetric profile and show no evidence of blueshifted emission), 46% are in the range 0.98 \(\leq \frac{1}{\xi} \leq 1.02\) and the median \(\frac{\xi}{\xi} \approx 1.05 \pm 0.035\). If the five outliers outside in the range with \(0.85 \leq \frac{1}{\xi} \leq 1.5\) are excluded, the average is \(\frac{1}{\xi} \approx 1.05 \pm 0.06\). The distribution of Fig. 15 shows that about two thirds of the sample will be within \(1 \leq \frac{1}{\xi} \leq 1.1\frac{1}{\xi} \). The difference
agreement reaches a factor two, implying $\delta \log L \approx 0.3$. Therefore, the overall effect on the FWHM is small, but unfortunately uneven and with a skewed distribution significantly contributing to the scatter appreciable for about one third of the sources in the present sample. This is especially not negligible if we want to achieve the accuracy necessary for meaningful cosmological constraints because the effect may become comparable to root mean square (rms) values that are conducive to clear results: an $rms \approx 0.2 - 0.3$ dex could yield, in the absence of systematic effects, meaningful constraints on $\Omega_M$ with 400 quasars over the redshift range $0.2 – 3.0$.

Figure 16 (top panel) shows that the inclusion of the H$\beta$ BLUE in the FWHM produces the worst scatter of the $\delta \mu$ differences in the cosmo sample, if compared to the cases where only the symmetric Lorentzian FWHM is considered (middle and bottom panels).

6.5.2. Role of $R_{FeII}$ and [OIII]$\lambda\lambda4959,5007$

Restricting the attention to the H$\beta$BC “clean” of H$\beta$ BLUE, Fig. 16 (lower left panel) shows that the scatter is not greatly reduced if we consider the A3 spectral type of the cosmo sample, and the spectral types A4 and beyond with higher $R_{FeII} \geq 1.5$. On the contrary, there is a significant enhancement in the scatter (from $rms \approx 1.6$ to $1.4$) if the $R_{[OIII]}$ is limited to $> 1$ (upper right panel). This result is somewhat unexpected, as sources with $R_{[OIII]} > 1$ are present if $R_{FeII} \geq 1.5$. However, $R_{[OIII]} > 1$ is found in only 16 sources, and this may explain the larger scatter. A larger sample is needed to test whether or not $R_{[OIII]} \leq 1$ can be considered as an additional selection criterion to identify xA quasars.

6.5.3. Orientation effects on virial luminosity estimates

The effect of orientation can be quantified by assuming that the line broadening is due to an isotropic component plus a flattened component whose velocity field projection along the line of sight is $\approx 1/\sin \theta$:

$$\delta v_{\text{obs}}^2 = \frac{\delta v_{\text{iso}}^2}{3} + \delta v_{\text{K}}^2 \sin^2 \theta. \quad (8)$$

The structure factor $f_S$ relates the observed velocity dispersion to the real, virial velocity dispersion $\delta v_{\text{K}}$. The virial mass equation:

$$M_{\text{BH}} = \frac{r \delta v_{\text{K}}^2}{G}, \quad (9)$$

can be of use if we can relate $\delta v_{\text{K}}$ to the observed velocity dispersion, represented here by the FWHM of the line profile:

$$M_{\text{BH}} = f_S \frac{r \text{FWHM}^2}{G}, \quad (10)$$

via the structure factor whose definition is given by

$$\delta v_{\text{K}}^2 = f_S \text{FWHM}^2. \quad (11)$$

The structure factor in Eq. 4 is set to $f_S = 2$. If we considered a flattened distribution of clouds with an isotropic and a velocity...
component associated with a flat disk, the structure factor appearing in Eq. 4 can be written as

\[ f_S = \frac{1}{4} \left( \frac{\delta_{\text{vir}}}{\Omega} \right)^2 \sin^2 \theta. \]  

(12)

which can reach values \( \geq 1 \) if \( \delta_{\text{vir}} \ll 1 \), and if \( \theta \) is also small (\( \leq 30 \) deg). The assumption \( f_S = 2 \) implies that we are seeing a highly flattened system (if all parameters in Eq. 4 are set to their appropriate values): an isotropic velocity field would yield \( f_S = 0.75 \) (i.e., setting \( \Omega \) = 0 in Eq. 8).

The virial luminosity equation may be rewritten in the form

\[ L(\text{FWHM}) = L_0^v f_S^2 (\delta_{\text{vir}})^4 \]

\[ = L_0^v (\delta_{\text{vir}})^4 \left[ \frac{k^2}{3} + \sin^2 \theta \right]^2 = L_0^v 4^2 \left[ \frac{k^2}{3} + \sin^2 \theta \right]^2 \]  

(13)

where \( L_0^v \) is the true virial luminosity (which implies \( f_S = 1 \)) with \( L_0^v = \frac{1}{2} L_0 \), since \( L_0^v \) was scaled to \( f_S = 2 \).

Considering the difference between the observed virial luminosity and the concordance cosmology luminosity computed from the observed fluxes, we can write

\[ \delta \log L = \log L(\text{FWHM}) - \log L(z, H_0, \Omega_s), \]  

(14)

which in general can be written as

\[ \delta \log L = \log 16 \frac{L_0^v \delta_{\text{vir}} K^4}{2} \left[ \frac{k^2}{3} + \sin^2 \theta \right]^2 - \log \left[ \frac{L_0(z, H_0, \Omega_s)}{2} \cos \theta (1 + \beta \cos \theta) + \frac{L_0(z, H_0, \Omega_s)}{2} \right]. \]  

(15)

where we have considered that only half of the luminosity (the anisotropic component) is released by the accretion disk (Frank et al. 2002), and that the accretion disk is a Lambertian radiator subject to limb darkening (\( \beta \approx 1.5 - 2 \); Netzer 1987, 2013).

\[ \delta \log L = \frac{16 \cdot 2(1 + \beta)}{\cos \theta (1 + \beta \cos \theta) + (1 + \beta)} \left[ \frac{k^2}{3} + \sin^2 \theta \right]^2 \]  

(16)

In the ideal situation in which the virial luminosity is a perfect estimator of the face-on quasar luminosity, the factor \( \frac{L_0^{\text{vir}} K^4}{L_0^{\text{vir}} H_0 \Omega_s} \) should be equal to one.

Figure 17 shows the behavior of \( \delta \log L \) as a function of \( \theta \). Large values of \( \delta \log L \) are possible for highly flattened systems. The effect of the anisotropy decreases dramatically as \( \kappa \) grows to values of approximately one.

The orientation angle for each individual source can be retrieved from the \( \delta \log L \) which is known from the observations:

\[ 16 \cdot 2(1 + \beta) \left[ \frac{k^2}{3} + \sin^2 \theta \right]^2 \cos \theta (1 + \beta \cos \theta) + (1 + \beta) = 10^{\delta \log L} \frac{L(\text{FWHM})}{L(z, H_0, \Omega_s)}. \]  

(17)

Substituting \( x = \cos \theta \):

\[ \frac{16 \cdot 2(1 + \beta)}{10^{\delta \log L}} = \frac{[x (1 + \beta x) + (1 + \beta)]}{[x^2 + 1 - x^2]^2}. \]  

(18)

This rational equation yields an estimate of \( \theta \) that can be valid for an individual source as well as for an average. The \( \theta \) values needed to account for the \( \delta \log L \) are only slightly dependent on the value of \( \kappa \) of 0.1 \( \leq \kappa \leq 0.3 \) (Fig. 17). The minimum scatter is obtained for \( \kappa = 0.1 \) and 0.2 which is the value consistent with the expectations for a flat disk. Several simplifying assumptions can be made: for example, setting \( \beta = 0 \) (no limb darkening). Figure 17 shows that the effect of neglecting limb darkening is negligible for \( \kappa = 0.1 \), and also remains small (few hundreds of dex at most) in the other cases. Another possibility is to assume that the whole quasar luminosity follows a Lambertian dependence on \( \theta \), or that \( log L \) is fully isotropic. In both cases there are no significant changes, as the dominant term setting the orientation effect is the one associated with the \( f_S \).

If the derived correction is applied to the cosmic sample for a fixed value of \( \kappa \), we obtain a significant reduction of the rms scatter. The bottom right of Fig. 16 shows that the rms is reduced from 1.4 to 0.1 mag for \( \kappa = 0.1 \). The distribution of the residuals shows a modest bias (0.15 mag) and that for all data \( |\delta \mu| \leq 0.6 \), and that the rms scatter is 0.1 is significantly increased by a minority of data points with larger \( \delta \mu \) that skew the distribution.

Figures 16 and 18 provide a confirmation that orientation is a major factor at the origin of large \( \delta \mu \) in the Hubble diagram presented by Negrete et al. (2017), and that it can account for the vast majority of the scatter. However, the scatter distribution becomes skewed after orientation correction. The skewness may be associated with intrinsic differences in the physical conditions of the line emitting regions that enters into the “constant” \( L_0 \).

A rest-frame ultraviolet (UV) analysis of individual sources is needed to ascertain the origin of the largest deviation after orientation correction.

### 6.6. Dependence on FWHM

We created median composites in sub-bins of width \( \Delta \text{FWHM} = 1000 \) km s\(^{-1}\). We computed the virial luminosity using the FWHM of the median composite. Figure 18 shows a comparison between median virial luminosity and median concordance luminosity, computed from the individual sources in the bins as a function of FWHM, for the cosmic sample.

We infer two main results: 1) The spectral bins with the largest numbers (between 1000 and 3000 km s\(^{-1}\)) show very good agreement between the two \( L \) estimates; and 2) there is a systematic trend in \( \Delta \log L \) at low FWHM, the \( L_{\text{vir}} \) is much lower than \( L(z) \), while it becomes significantly larger above 3000 km s\(^{-1}\) (although the 3-4000 km s\(^{-1}\) bin should be viewed with care as there are only 3 objects). The trend is almost fully accounted for by the correction for orientation: \( \Delta \log L \approx 0.02 \) for the 0-1 bin becomes 0.08 in the 2-3 bin.

Figure 18 provides confirmation of the validity of the \( L_{\text{vir}} \) estimates for four fifths of the cosmic sample sources. The systematic discrepancy can be traced to the effect of orientation, at least in Pop. A, as the width of the H\beta is expected to be roughly proportional to \( \sin \theta \). If broader sources are considered, the situation is probably more complex: the basic question is whether they are still xA or rather Pop. B. We defer the issue to an eventual paper.
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Fig. 17. Luminosity difference between virial and concordance cosmology determinations, $\delta \log L = \log L(\text{FWHM}) - \log L(z,H_0,\Omega_s) = \log \frac{L_0}{\Omega_s} \delta \nu K - \log L(z,H_0,\Omega_s)$, for different $\kappa$ values. The blue lines refer to the absence of limb darkening ($\beta = 0$) while the red ones are computed for $\beta = 2$. For $\kappa = 0.1$ the red line computed for $\beta = 2$ is fully superimposed on the one for $\beta = 0$.

Fig. 18. Top: Comparison between virial (blue) and redshift-based luminosity (gray) for the A3 and A4 spectral types (the cosmological sample), for the sub-bins of $\Delta$ FWHM = 1000 km s$^{-1}$ in order of increasing FWHM. Bottom: Residuals before (gray) and after (red) correction for orientation.

The residuals in Fig. 18 show that the vast majority of data cluster around an average $< \delta \log L > \approx 0$, with a relatively small dispersion. Therefore,

$$\sum_i \frac{1}{n} \delta \log L_i = \log \left[ \frac{16 \cdot 2(1 + \beta) \left[ \kappa^2 + \sin^2 \delta \theta \right]^2}{\cos \delta \theta (1 + \beta \cos \delta \theta) + (1 + \beta)} \right].$$

Consistently with the assumption of agreement between the two luminosity measurements, we can consider that $\delta \theta \sim \delta$, that is, that the bulk of the sources are observed at the same viewing angle. Therefore,

$$\sum_i \frac{1}{n} \delta \log L_i = \log \left[ \frac{16 \cdot 2(1 + \beta) \left[ \kappa^2 + \sin^2 \delta \theta \right]^2}{\cos \delta \theta (1 + \beta \cos \delta \theta) + (1 + \beta)} \right].$$

A constant can be defined as $A = \frac{1}{2} \sum_i \log \frac{L_{\text{Vir}}}{L_{\text{RZ}}(z,H_0,\Omega_s)}$. As in the case of individual sources, we expect $A \approx 1$. The value of $\delta \theta$ can then be recovered as in the case of individual sources. Most sources show $\delta \theta \approx 20$, a value slightly lower than the one expected for sources randomly oriented between 0 and 45, but in agreement with the results obtained in [Bon et al. 2009]. Two factors may bias our sample: (1) we restrict the line width to sources narrower than 4000 km s$^{-1}$ FWHM; and (2) sources with sharper features are identified more easily. This is why the prevalence of sources in the range 3-4000 km s$^{-1}$ is just less than 3%.

The trend of the residuals as a function of luminosity is reduced but not zeroed after the correction for orientation. Equation (8) clearly depends on the $M_{\text{BH}}$ of each source: our assumptions imply that $r \propto L^{1/2}$, and that $L/M_{\text{BH}} = \text{const}$, so $\nu_K \propto L^{1/4}$. The $\nu_K \approx \text{const}$ applies if all sources have a similar $M_{\text{BH}}$, which may happen in particular samples. However, this is not true in general. As a consequence it is not directly possible to estimate an orientation angle using the expression for $\nu_K$. Using $\delta \log L_i$ and subtracting the concordance cosmology luminosity from each virial luminosity estimate we somehow “eliminate” different intrinsic luminosities, which is equivalent to saying that, in the case of fixed $L/M_{\text{BH}}$, we eliminate the effect of different masses. This leaves the effect of the orientation as a major factor affecting $\delta \log L$: our analysis strongly suggests that the effect of orientation is indeed significant. The origin of the residual scatter and of the trend with FWHM is not clear. In principle the sources detected at FWHM $\rightarrow$ 4000 km s$^{-1}$ could be the most inclined xAs, as the orientation effects (Fig. 17) predict a $\delta \log L \approx 1.5 - 2$ at $\theta = \pi/3$ with no strong dependence on $\kappa$. However, a comparison of FWHM makes sense only if the profile remains exactly the same as a function of the FWHM. A detailed analysis of the H$\beta$ line profile with increasing FWHM is needed to ascertain whether changes in line profile may also be contributing to $\delta \log L_i$.

6.7. Ongoing work

Several methods have been proposed for the use of quasars as cosmological standard candles (or better, redshift-independent luminosity indicators), or standard rulers (some early and some recent ones are reviewed in the Chapter by Bartelmann et al. 2009 in [D’Onofrio & Burigana 2009]). The advantage of quasars
is that we can easily detect them up to $z \sim 4$. There are however very serious difficulties. Quasar luminosity spans over six orders of magnitude, which is the opposite of the standard candle concept. There is a wide spectral diversity which reflects the existence of intrinsic differences in the physical and kinematic conditions of the region where the broad lines are emitted (the broad line region, BLR). Early efforts to establish correlations between luminosity and one or more parameters (e.g., the Baldwin effect; Baldwin et al. [1978]; Bian et al. [2012]) did not live up to cosmological expectations. Other developments are paving the road to the use of quasars as distance indicators.

**MS14** proposed the use of XA quasars as “Eddington standard candles” (see also Teerikorpi [2011]). The fundamental hypothesis for using an object as a cosmological candle is that all of them should have the same intrinsic luminosity. For the case of quasars, as mentioned in the Introduction, theory predicts that the luminosity-per-unit-mass is similar in the sources that have high accretion rates of material onto the supermassive black hole (e.g., Watarai et al. 2000; Mineshige et al. 2000). MS14 verified that sources with $R_{\text{FeII}}>1$ are radiating close to the Eddington limit, as also confirmed by Du et al. (2016) and references therein.

We will explore a new method to compute cosmological distances in a forthcoming study. The present sample will be considered, along with a high-$z$ ($2 \leq z \leq 2.9$) high-S/N XA quasar sample observed with the Gran Telescopio de Canarias (GTC; Martínez-Aldama et al. 2018, accepted).

### 7. Conclusion

In the above sections, we describe the process used to effectively isolate and characterize extreme quasars. We analyzed the individual spectra used to measure the emission lines that allow us to locate quasars in the E1 diagram, and analyzed composite spectra as a function of FWHM, $R_{\text{FeII}}$, and [Oiii] prominence. The main results concerning the observational properties of XA sources can be summarized as follows:

- We confirm that the Hβ profile remains Lorentzian-like up to about 4000 km s$^{-1}$.
- We detect a weak but significant blueshifted Hβ emission, present in all model profile cases we considered. This seems to be a widespread feature, especially in the most extreme XA sources of spectral type A4/B4.
- The [Oiii] profiles are also consistent with line broadening partly associated with outflow motions. The correlation between shift and width of Fig. 11 (also found by Komossa et al. [2008] in the case of “blue outliers,” sources with large [Oiii] blueshift) is consistent with that of Cuv.11549 (Coatman et al. 2016; Sulentic et al. 2017), supporting the conclusion that semi-broad profiles are mainly broadened by non-virial motions.
- The [Oiii] and Hβ blueshifts are loosely related, indicating that in some cases the Hβ blueshifted component may be in part associated with the [Oiii] outflow.
- Since XA sources in general show powerful Cuv.11549 blueshifted emission, the weakness of the Hβ blueshifted emission is consistent with high-ionization in the outflowing gas from the BLR (e.g., Leighly et al. 2007; Richards et al. 2011).

In this paper we found that the $R_{\text{FeII}}$ and $L_{\text{FeII}}/L_{\text{Edd}}$ are correlated and we confirm that $R_{\text{FeII}}$ is $\geq 1$ at the highest $L_{\text{FeII}}/L_{\text{Edd}}$. Regarding the possibility of employing XA sources to estimate the luminosity in a way that is independent of redshift, we identify two major sources of scatter and systematic effects at the origin of the dispersion of the virial luminosity estimates with respect to conventional estimates.

- The most relevant one, which was indeed expected, is due to the viewing angle of the source. This can lead to deviation of several magnitudes in the Hubble diagram. We derived a correction which cannot, however, be immediately applied to cosmological studies. As a matter of fact we did assume a cosmological model for computing the $\delta \log L$. Even if the correction followed only from the assumed viewing angle dependence of the velocity field where the value of $x$ is chosen a priori (Eq. (2)), we minimized $\delta x$ imposing a cosmological model.
- The second one, less impressive but not negligible, is associated with the trace of outflowing line-emitting gas in the Hβ profile. The “trace” is feeble, an order of magnitude below the intensities observed in Cuv.11549, acting especially on the centroids below or at one quarter peak intensity, but is affecting the FWHM measurements in a way that is different from object-to-object, and that, in the presence of selection biases, can affect results for cosmology.

These explorative results will be further analyzed in future works aimed at further reducing the statistical dispersion of virial luminosity estimates and at analyzing systematic sources of error (e.g., Cai et al. 2018).
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