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ABSTRACT

Although deep learning and end-to-end models have been widely used and shown their superiority in automatic speech recognition (ASR) and text-to-speech (TTS) synthesis, state-of-the-art forced alignment (FA) models are still based on hidden Markov model (HMM). HMM has limited view of contextual information and is developed with long pipelines, leading to error accumulation and unsatisfactory performance. Inspired by the capability of attention mechanism in capturing long term contextual information and learning alignments in ASR and TTS, we propose a neural network based end-to-end forced aligner called NeuFA, in which a novel bidirectional attention mechanism plays an essential role. NeuFA integrates the alignment learning of both ASR and TTS tasks in a unified framework by learning bidirectional alignment information from a shared attention matrix in the proposed bidirectional attention mechanism. Alignments are extracted from the learnt attention weights and optimized by the ASR, TTS and FA tasks in a multi-task learning manner. Experimental results demonstrate the effectiveness of our proposed model, with mean absolute error (MAE) on test set drops from 25.8 ms to 23.7 ms at word level, and from 18.0 ms to 15.7 ms at phoneme level compared with state-of-the-art HMM based model.

Index Terms— bidirectional attention mechanism, forced alignment, end-to-end model, multi-task learning

1. INTRODUCTION

Forced alignment (FA), which produces the bidirectional mapping between the given text and speech sequences, has been widely used in speech processing tasks over decades. Such bidirectional mapping information provides the possibility of recognizing fine-grained prosody patterns of speakers, from which high-level analysis like sociolinguistical, phonetical and psycholinguistical analysis could be built.

Conventionally, FA models are based on hidden Markov model (HMM) [6], such as ProsodyLab-Aligner [7] and Montreal forced aligner (MFA) [8]. HMM based models only have limited views of contextual information. Moreover, these models need to be trained in long pipelines which not only are resource-consuming, but also lead to error accumulation and unsatisfactory results.

With the development of deep learning and end-to-end technology, many neural network based models are proposed for automatic speech recognition (ASR) [9][10] and text-to-speech (TTS) synthesis [11][12][13] and outperform conventional methods. These models commonly employ the attention mechanism [14] to capture a long view of contextual information. Besides, the attention mechanism used in ASR and TTS has also shown its capability of learning alignment information [9][11][12] and improved model interpretability. Then it is of possibility to build a neural network model for FA with the alignment information learnt by attention mechanism. FastSpeech [13] introduces a primary way to convert the alignment information to duration by summing the weights for each phoneme. Moreover, further improvement could be made if the alignments could be optimized by both ASR and TTS with multi-task learning.

In this paper, to improve FA with deep learning and end-to-end technologies, we propose a neural network based end-to-end forced aligner named NeuFA, in which the most essential algorithm is a novel bidirectional attention mechanism. The bidirectional attention mechanism are extended from the original attention mechanism to learn bidirectional relation mapping between two sets of key-value pairs. In the neural network based FA task, the input includes both text and speech sequences, and the bidirectional alignment information between text and speech can be learned by two separately but related tasks from text to speech (TTS) and speech to text (ASR). In this way, NeuFA integrates the alignment learning of both ASR and TTS tasks in a unified framework by learning the bidirectional alignment information from the shared attention matrix in bidirectional attention mechanism and optimized by the ASR, TTS and FA tasks with multi-task learning. Then the attention weights for ASR and TTS tasks are obtained from the shared attention matrix and converted to boundaries at word or phoneme level by a boundary detector. Experimental results demonstrate the effectiveness of our proposed model. The source code of NeuFA is also available at https://github.com/thuhcsi/NeuFA.

2. METHODOLOGY

2.1. Bidirectional attention mechanism

To achieve bidirectional relation learning for parallel data, we extend conventional attention mechanism [14] to bidirectional attention mechanism to learn the bidirectional relation mapping between two sets of key-value pairs, as shown in Figure [1]. Each set of keys serves as the queries for the other set of key-value pairs. Then two weighted sums of the values are produced based on a shared compatibility function between the two sets of keys. It is also formulated as:

\[ A = f(K_1, K_2) \]  
\[ W_{12}, W_{21} = \text{softmax}(A, A^T) \]  
\[ O_1, O_2 = W_{12}V_1, W_{21}V_2 \]
where \( K_1 \in \mathbb{R}^{n_1 \times d_1} \), \( V_1 \in \mathbb{R}^{n_1 \times d_1} \) and \( K_2 \in \mathbb{R}^{n_2 \times d_2} \), \( V_2 \in \mathbb{R}^{n_2 \times d_2} \) are the two sets of key-value pairs, \( n_1 \) and \( n_2 \) are the numbers of the key-value pairs, \( d_1 \), \( d_2 \) and \( d_2 \) are feature dimensions, \( f \) is the compatibility function, \( A \in \mathbb{R}^{n_1 \times n_2} \) is the shared attention matrix, \( W_{12} \in \mathbb{R}^{n_1 \times n_2} \) and \( W_{21} \in \mathbb{R}^{n_2 \times n_1} \) are the attention weights for two directions respectively. \( O_1 \in \mathbb{R}^{n_2 \times d_1} \) is the weighted sum of \( V_1 \) for each key in \( K_2 \) and \( O_2 \in \mathbb{R}^{n_1 \times d_2} \) is the weighted sum of \( V_2 \) for each key in \( K_1 \).

Depending on how the compatibility function is implemented, we propose a multiplicative form and an additive form for bidirectional attention mechanism. For the multiplicative form (i.e. the bidirectional multiplicative attention), the compatibility function is implemented as:

\[
A = f_1(K_1) \times f_2(K_2)^T
\]

where \( f_1 : \mathbb{R}^{n_1 \times d_1} \rightarrow \mathbb{R}^{n_1 \times d_a} \) and \( f_2 : \mathbb{R}^{n_2 \times d_2} \rightarrow \mathbb{R}^{n_2 \times d_a} \) are linear projections, \( d_a \) is the feature dimension of the attention hidden space. The additive form or the bidirectional additive attention can also be deduced from additive attention [15], which is formulated as:

\[
A = f_a(d_{up}(f_1(K_1)) + d_{up}(f_2(K_2)))
\]

where \( d_{up} : \mathbb{R}^{n_1 \times d_a} \rightarrow \mathbb{R}^{n_1 \times n_2 \times d_a} \) and \( d_{up} : \mathbb{R}^{n_2 \times d_a} \rightarrow \mathbb{R}^{n_1 \times n_2 \times d_a} \) duplicate the outputs of \( f_1(K_1) \) and \( f_2(K_2) \) to the same shape, \( f_a : \mathbb{R}^{n_1 \times n_2 \times d_a} \rightarrow \mathbb{R}^{n_1 \times n_2} \) is a linear projection.

### 2.2. Neural network based forced alignment

In this section we will introduce our proposed neural network based FA model, NeuFA. As shown in Figure 2 NeuFA has a text encoder and a speech decoder for the TTS task, a speech encoder and a text encoder for the ASR task. These two encoder-decoder modules share a same attention module implemented with the bidirectional attention mechanism introduced in Section 2.1. Then a boundary detector is employed to extract the boundaries from the attention weights in both ASR and TTS tasks.

#### 2.2.1. Text encoder and speech encoder

The text encoder and speech encoder convert the input text and speech sequences into text and speech encodings. The encoder of Tacotron 2 [12] is employed as the text encoder in NeuFA since it has already shown its ability in modeling text information in TTS. The speech encoder is designed based on the content encoder [16] proposed in voice conversion to capture the textual information in speech. The speech encoder consists of 3 convolutional layers each containing 512 filters with shape 17 \times 1 and batch normalization, and two 256 dimensional bidirectional GRU [17] layers.

#### 2.2.2. Estimated positional encodings

As shown in Figure 3 original and estimated positional encodings (PEs) are added to the text encodings and speech encodings before they are processed by the attention mechanism.

We employ the positional encodings in Transformer [14] as the original positional encodings for texts and speeches:

\[
PE_{(pos,2i)} = \sin(pos/10000^{2i/d}) \tag{6}
\]

\[
PE_{(pos,2i+1)} = \cos(pos/10000^{2i/d}) \tag{7}
\]

where pos is the position, \( i \) is the index, and \( d \) is the number of the feature dimensions.

However, the positions (i.e. pos) are of different meanings in the original positional encodings for texts and speeches. For texts, the positions are the indices of the input phonemes; while for speeches, they are the indices of the frames of the input speeches. Such mismatch in the positions may confuse the model to learn clear alignments. Therefore, we propose estimated positional encodings to alleviate this mismatch by estimating the possible speech or text positions from its corresponding text or speech encodings.

The estimated positional encodings are also computed with Equation 6 and 7 except the positions are estimated positions rather than the indices of the input sequences. For texts, estimated speech positions are computed from the text encodings. And for speeches, estimated text positions are computed from the speech encodings. In computing the positions, the input encodings are first converted into estimated lengths by linear projection with ReLU activation. Then the estimated lengths are cumulatively summed into monotonic
functions for the reconstructed text and speech sequences: a 6 channel feature matrix is generated from the input attention weights, including the original attention weights and their cumulative sums in both forward and backward directions:

\[
F = [W_{TTS}, \text{cumsum}(W_{TTS}), r(\text{cumsum}(r(W_{TTS}))],
\]

where \(W_{TTS}\) and \(W_{ASR}\) are the attention weights for the TTS and ASR directions, \(r\) reverses its input along the temporal dimension and \(F\) is the output 6 channel feature matrix. \(W_{ASR}\) is transposed due to the Equation 2 in bidirectional attention mechanism.

The feature matrix \(F\) is then processed by a stack of 3 convolutional layers each containing 32 filters with shape \(17 \times 17\) and a linear projection followed by the sigmoid activation to detect the left and right boundaries. The outputs are cumulatively summed and converted to monotonic boundary signals ranged from 0 to 1. During inference, the positions of the predicted boundaries are set to 0 if they are before the boundaries and 1 otherwise. Therefore the predicted boundary signals are also monotonic signals ranged from 0 to 1. During inference, the positions of the first elements whose boundary signals are greater than 0.5 are used as the predicted boundaries.

A 6 channel feature matrix is generated from the input attention weights, including the original attention weights and their cumulative sums in both forward and backward directions:

\[
F = [W_{TTS}, \text{cumsum}(W_{TTS}), r(\text{cumsum}(r(W_{TTS}))],
\]

where \(W_{TTS}\) and \(W_{ASR}\) are the attention weights for the TTS and ASR directions, \(r\) reverses its input along the temporal dimension and \(F\) is the output 6 channel feature matrix. \(W_{ASR}\) is transposed due to the Equation 2 in bidirectional attention mechanism.

The feature matrix \(F\) is then processed by a stack of 3 convolutional layers each containing 32 filters with shape \(17 \times 17\) and a linear projection followed by the sigmoid activation to detect the left and right boundaries. The outputs are cumulatively summed and converted to monotonic boundary signals ranged from 0 to 1 by the tanh activation for each left and right boundaries.

\[
B' = \text{tanh}(\text{cumsum}(\text{sigmoid}(f(\text{conv3}(F)))))
\]

where \(\text{conv3}\) is the stacked convolutions, \(f\) is linear projection and \(B'\) is the predicted boundary signals.

MAE of the predicted and ground-truth boundary signals is used as the loss function for boundary detector:

\[
\text{loss}_b = \text{MAE}(B', B)
\]

where \(B\) and \(B'\) are the ground-truth and predicted boundary signals respectively.
2.2.6. Diagonal attention loss

Diagonal attention loss is proposed to help the model learn alignments by multiplying the elements in attention weight matrices with diagonal constraints. The diagonal attention loss is defined as:

\[
loss_{\alpha} = \text{mean} \left( (W_{TTS} + W_{ASR}^T) \odot D \right) \tag{19}
\]

\[
D_{i,j} = \tanh \left( \frac{1}{2} \max \left( \frac{p \cdot q - 1 - p}{q \cdot p - 1 - q}, \frac{1 - q}{1 - p} \right) \right) \tag{20}
\]

where \( \odot \) is element-wise multiplication and \( D \) is dynamically generated with Equation 20 where \( i, j \) are the indices, \( p = \frac{1}{a_i}, q = \frac{1}{a_j} \) are the relative position of \( i, j \) in their corresponding dimensions. An illustration of \( D \) is also shown in Figure 2 (d).

The final loss function for training NeuFA is then defined as:

\[
loss = \alpha loss_t + \beta loss_s + \gamma loss^i_t + \delta loss^a_t + \epsilon loss_{\alpha} + \zeta loss_{\beta} \tag{21}
\]

where \( \alpha \) to \( \zeta \) are loss weights.

3. EXPERIMENTS

3.1. Training setups

We follow the training setups of the MFA [8] to train NeuFA except the MFCCs are extracted with librosa [18] rather than Kaldi [19], and grapheme-to-phoneme conversions are made by a pretrained model [20]. We train an NeuFA for word level as if only orthographic transcription in Buckeye [21] were known, and another NeuFA for phoneme level with the phoneme sequences given in Buckeye.

Each NeuFA model is firstly trained on the full set of the LibriSpeech [22] corpus for 120,000 steps with a batch size of 16. The learning rate is fixed to \( 10^{-4} \). Loss weights \( \alpha \) to \( \delta \) are simply set to 0.1, 1, 10, 10 to balance the losses to a same level. \( \epsilon \) is set to 1,000 to help the model learning alignments. \( \zeta \) is set to 0 since there is no boundary annotation for the LibriSpeech corpus.

Then each model is trained on the data of 36 speakers in the Buckeye corpus for 220,000 steps with a batch size of 16 to train the boundary detector. The learning rate is also fixed to \( 10^{-4} \). Loss weights \( \alpha \) to \( \delta \) are same to those in the previous stage. \( \zeta \) is now set to 100 and \( \epsilon \) is set to 0 since the boundary loss can provide more accurate alignment information than the diagonal attention loss.

The experiments are implemented with PyTorch [23] on an NVIDIA Tesla V100 GPU.

3.2. Experimental results

The data of the rest 4 unseen speakers in the Buckeye corpus are used as the test set. The models are evaluated on the MAE and medians of absolute errors of the predicted left and right boundaries at word and phoneme levels. Then the comparisons are made with the model shipped in the MFA package as the baseline.

As shown in Table 1, NeuFA outperforms MFA at both word and phoneme levels. The MAE is reduced to 23.7 ms and 15.7 ms respectively. And the medians drops to 9.0 ms and 9.1 ms, which means that NeuFA always predicts more accurate boundaries than MFA. This can also be demonstrated by the accuracies at different tolerances (percentage below a cutoff) evaluated and shown in Table 2. The accuracies are improved by 0.14, 0.04, 0.01 at 10, 25 and 50 ms tolerances for word level, and 0.05, 0.03, 0.01 at corresponding tolerances for phoneme level. At 100 ms tolerance, the performance of NeuFA is on par with MFA.

3.3. Ablation studies

In ablation studies, the performance drops a lot if we remove the estimated positional encodings (EPEs) and only use the original positional encodings to train the model. This illustrates the mismatch between original text and speech position encodings.

The performance also drops if we remove the original and estimated text positional encodings (TPEs) and only use the original and estimated speech positional encodings (SPEs) to train the model. However, it barely drops if we do the opposite. This is reasonable since estimating the number of phonemes from speech is more easier and accurate than estimating the duration of speech from phonemes.

Significant performance loss will occur if the ASR or TTS task is removed by setting the corresponding loss weight to 0. This shows the necessity of both the ASR and TTS tasks for FA, and also the necessity of the proposed bidirectional attention mechanism.

No alignment is learnt on the LibriSpeech corpus if we remove the diagonal attention loss (DAL) by setting \( \epsilon \) to 0. The training on the Buckeye corpus will then be similar to the training from random initialization. Although the model can still learn alignments with the full architecture of NeuFA, it suffers from the absence of fine-trained bidirectional text-speech mapping information.

4. CONCLUSIONS

To improve FA with deep learning and end-to-end technologies, we propose a neural network based end-to-end forced aligner named NeuFA based on the bidirectional attention mechanism which is also proposed in this paper. NeuFA integrates the alignment learning of both ASR and TTS in a united framework by the proposed bidirectional attention mechanism. Attention weights for two tasks are obtained from the shared attention matrix in bidirectional attention mechanism, and converted to boundaries at word or phoneme level by a boundary detector. The effectiveness of NeuFA has been demonstrated by experimental results and ablation studies.
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| Approach  | Word level | Phoneme level |
|-----------|------------|---------------|
| MFA       | 25.8 ms    | 12.3 ms       | 18.0 ms | 10.0 ms |
| NeuFA     | 23.7 ms    | 9.0 ms        | 15.7 ms | 9.1 ms  |
| - w/o EPEs| 32.1 ms    | 11.5 ms       | 19.5 ms | 9.9 ms  |
| - w/o TPEs| 33.8 ms    | 12.0 ms       | 20.7 ms | 10.0 ms |
| - w/o SPEs| 24.2 ms    | 9.1 ms        | 16.8 ms | 9.2 ms  |
| - w/o ASR | 37.8 ms    | 14.0 ms       | 24.6 ms | 10.8 ms |
| - w/o DAL | 50.7 ms    | 18.7 ms       | 33.5 ms | 15.8 ms |

| Approach  | 10 ms | 25 ms | 50 ms | 100 ms |
|-----------|-------|-------|-------|--------|
| MFA (word)| 0.41  | 0.78  | 0.91  | 0.96   |
| NeuFA (word)| 0.55  | 0.82  | 0.92  | 0.96   |
| MFA (phoneme)| 0.50  | 0.84  | 0.94  | 0.98   |
| NeuFA (phoneme)| 0.55  | 0.87  | 0.95  | 0.98   |
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