Hierarchical Clustering Algorithm Based on Density Peaks using Kernel Function for Thalassemia Classification
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Abstract. Thalassemia is an inherited blood disorder and one of the most common genetic diseases in the world, with its classification due to the processes involved in patients’ treatment. Therefore, it is essential to obtain a precise diagnosis due to an appropriate treatment receives a higher lifetime value. A new method based on the kernel, modified from hierarchical clustering based on density peaks (HCDP) was proposed in this research. Furthermore, the concept of $k$-nearest neighbor and hierarchical clustering, consists of three steps were utilized. These steps include local density calculation, hierarchy representation, and optimal cluster extraction. The modification of this technique is therefore based on the polynomial kernel function, which was expected to be more accurate in separating data that cannot be detached linearly. Data utilized was obtained from Harapan Kita Hospital, West Jakarta, Indonesia, and it consists of 82 thalassemia and 68 non-thalassemia samples. Using the proposed method, the performance of HCDP with/without kernel function in this paper were examined using 10-fold cross-validation and compared using the confusion matrix by calculating its F1-Score. The results concluded that hierarchical clustering based on density peaks gives approximately 67.77 percent F1-Score, while 70.06 percent is obtained when the method is combined with the kernel function.

1. Introduction

Thalassemia, which is derived from two Greek words *thalassa* (sea) and *haima* (blood), is the most common genetic disorders that are inherited [1]. This disease is prevalent in most countries of the world such as the Mediterranean, Central Asia, Middle East, Southern China, India, Far East, and also the countries along the northern coast of South America and Africa [2]. The total incidence of patients with this disease each year is estimated at 1:100,000 in every part of the world, and 1:10,000 people in the European Union [3].

According to the Thalassemia International Federation, it is estimated that 7% of the population in the world is a carrier of a severe hemoglobin disorder including thalassemia and 300-500,000 children are born with it each year. Furthermore, there were also reports that only 200,000 people living with this disease are registered and receiving regular treatment around the world [4]. Thalassemia classification, therefore, aims to give advance research in clinical care for precise diagnosis. This classification enables the delivery of appropriate treatment capable of improving patients’ quality of life and increasing their survival rate.
Numerous classification studies have previously been carried out, involving various machine learning techniques. Paokanta et al. [5] utilized some methods such as $k$-Nearest Neighbors (KNN), Bayesian Networks (BNs), Multi-Layer Perceptron (MLP), Multinomial Logistic Regression, and also Naïve Bayes with the accuracy of 80 percent. Some neural networks and decision trees also used red blood cells, reticulocytes, and platelets characteristics [6]. Using the Complete Blood Count (CBC) test and artificial intelligence algorithms, Yousefian et al. [7] found that red blood cells, hemoglobin, mean corpuscular volume, and hematocrit are essential characteristics in classifying thalassemia.

Hierarchical clustering based on density peaks has proven more accurate for several complex datasets [8]. Therefore, in this study, hierarchical clustering based on density peaks using kernel function was adopted and expected to be more accurate in the classification.

2. Material and Methods

2.1. Material

Thalassemia dataset was obtained from Harapan Kita Hospital in West Jakarta, Indonesia. This dataset consists of 82 thalassemia and 68 non-thalassemia samples with numerical characteristics described by ten attributes, as shown in Table 1.

| Attribute Name | Description |
|----------------|-------------|
| HGB            | The number of hemoglobin in grams per deciliter of blood |
| HCT            | Hematocrit or the volume percentage of red blood cells |
| WBC            | The number of white blood cells per microliter of blood |
| Basophils      | The basophils percentage in the blood |
| Eosinophils    | The eosinophils percentage in the blood |
| Rod neutrophils| The bands (almost mature) neutrophils percentage with rod-shaped |
| Segmented neutrophils | The segmented (fully mature) neutrophils percentage in the blood |
| Lymphocytes    | The lymphocytes percentage in the blood |
| Monocytes      | The monocytes percentage in the blood |
| PLT            | The number of platelet count per microliter of blood |

2.2. Methods

This study uses a hierarchical clustering method based on density peaks with/without kernel function. The performances of these two methods are evaluated using 10-fold cross-validation and later compared.

2.2.1. Kernel Function. The kernel function for every $x, y \in R^n$ is defined as below [9]

$$K(x, y) = \langle \phi(x), \phi(y) \rangle$$

(1)

where $\phi$ is the function for mapping the input data to the feature space. Meanwhile, the distance between two points is defined as follows [9]

$$\text{dist}(x, y) = \sqrt{K(x, x) - 2K(x, y) + K(y, y)}$$

(2)

This kernel function representation maps the data into a high dimensional feature space useful in solving complex real-world applications which cannot be solved by linear functions [10]. The kernel function can be linear, polynomial, and Gaussian radian basis kernel function [11]. However, polynomial kernel function with the formula expressed in equation (3) is used in this research. The polynomial degree used can be any value, but for simplicity, only the first ten polynomial with degree $p$ is examined.

$$K(x, y) = (x \cdot y + 1)^p$$

(3)
2.2.2. **Hierarchical Clustering Based on Density Peaks.** There are three steps in this method: \(k\)-nearest density calculations, hierarchy illustration in a graph, and cluster optimization, which is used to obtain the final clusters. \(k\)-nearest density calculation uses \(k\)-nearest neighbors whose \(i\)’s density defined as below.

\[
\rho_i = (i,j) \tag{4}
\]

where \(kNN(i) = \{j \in D | d(i,j) \leq dist(i,NN_k(i))\}\) and \(NN_k(i)\) is the \(k\)th nearest point to \(i\) by \(dist(.)\) computed using standard Euclidean distance [8]. In order to implement \(k\)-nearest neighbors, KD tree was used to compute the distance efficiently. It is defined as the multidimensional binary search trees in which data structure is divided into \(k\) partition search space [12].

After computing \(k\)-nearest density \(\rho_i\), its distance \(\delta_i\) from points with a higher density is calculated as below [8].

\[
\delta_i = dist(i,j) \tag{5}
\]

The hierarchical clustering was used based on the density peaks to obtain a tree which gives distance and density information. It was conducted by treating data as vertices in a graph. However, each vertex not related to the maximal density was connected with an edge weight \(\delta_i\) to its nearest neighbor of higher density [8]. The edge was then sorted and iteratively deleted in decreasing order of weight. After that, a clustering tree containing all partitions was obtained.

Finally, the problem was handled as an optimization issue to maximize the total stabilities of the clusters shown below [8].

\[
S = \sum_{i=1}^{K} S(C_i) \tag{6}
\]

where \(K\) is defined as the number of clusters and \(S(C_i)\) as [8].

\[
S(C_i) = \sum_{x_j \in C_i} \left( \frac{1}{\delta_{exclude}(x_j,C_i)} - \frac{1}{\delta_{emerge}(C_i)} \right) \tag{7}
\]

where \(\delta_{exclude}\) is the maximum weight with deleting edges when excluding point \(x_j\) from the cluster and \(\delta_{emerge}\) being the maximum weight whose cluster \(C_i\) was separated from the previous one [8].

2.2.3. **Hierarchical Clustering Based on Density Peaks using Kernel Function.** When the kernel function was used, there was not much difference with the original. There were also three steps in hierarchical clustering based on density peaks using kernel function. These include \(k\)-nearest density calculations, hierarchy representation in a graph, and cluster optimization. The difference exists due to the substitution of the distance formula with kernel function, thereby, making it possible to compare the performance of these two methods in the classification. \(k\)-nearest density calculation uses \(k\)-nearest neighbors \(i\)’s density is defined as

\[
\rho_i = \sqrt{K(i,i) - 2K(i,j) + K(j,j)} \tag{8}
\]

where \(kNN(i) = \{j \in D | K(i,j) \leq K(i,NN_k(i))\}\) and \(NN_k(i)\) is the \(k\)th nearest point to \(i\) by \(dist(.)\). After computing its \(k\)-nearest density \(\rho_i\), its distance \(\delta_i\) from points with a higher density is calculated as follows:

\[
\delta_i = \sqrt{K(i,i) - 2K(i,j) + K(j,j)} \tag{9}
\]
The hierarchical clustering based on density peaks using kernel function was used to obtain a tree conducted by treating data as vertices in a graph. Each vertex besides the one for maximum density was connected with an edge weight $\delta_i$ to its nearest neighbor of higher density. The edge was then sorted and iteratively removed in decreasing order of weight, and the clustering problem was transformed into a sub-tree partition problem. Finally, the optimal cluster extraction was carried out in the same way as the hierarchical clustering based on density peaks without using kernel function.

2.2.4. Performance Measure. F1-score was used in this paper to evaluate the methods based on the confusion matrix. It has a balance interest in precision and sensitivity, which distinguishes the correct classification of labels within different classes [13]. They are the measures used to measure how well the method obtained relevant information [14]. The formula of F1-Score is shown below.

$$F1\text{-Score} = \frac{2 \times \text{sensitivity} \times \text{precision}}{\text{sensitivity} + \text{precision}} \times 100\% \quad (10)$$

with the sensitivity and precision defined below.

$$\text{Sensitivity} = \frac{TP}{TP+FN} \times 100\% \quad (11)$$

$$\text{Precision} = \frac{TP}{TP+FP} \times 100\% \quad (12)$$

in which TP is the number of thalassemia samples correctly diagnosed, FN is the number of thalassemia samples incorrectly diagnosed, and FP is the number of non-thalassemia samples incorrectly diagnosed [15].

3. Results and Discussions
The performance of hierarchical clustering based on density peaks with/without kernel function was examined using 10-fold cross-validation. In this, the dataset was split randomly into ten mutually exclusive folds of approximately equal size [16]. Furthermore, each fold was taken as the validation data for testing the classification model, and this process was repeated ten times, which was advantageous to the repeated random sub-sampling [17]. The performance of hierarchical clustering based on density peaks is given in Table 2 below.

| Table 2. Performance measurements of hierarchical clustering based on density peaks |
|---|---|---|
| Fold | F1-Score (%) | Running Time (s) |
| 1 | 69.43 | 5.59 |
| 2 | 67.65 | 1.11 |
| 3 | 69.57 | 1.26 |
| 4 | 68.06 | 0.98 |
| 5 | 68.75 | 0.83 |
| 6 | 66.32 | 1.00 |
| 7 | 66.67 | 1.18 |
| 8 | 69.43 | 0.95 |
| 9 | 63.44 | 1.01 |
| 10 | 68.42 | 1.36 |

The average value is calculated, with the F1-Score and running time of the hierarchical clustering based on density peaks method acquired is 67.77 percent and 1.53 seconds, respectively. The first ten polynomial degrees are examined with the kernel using the same 10-fold cross-validation. The
performance of hierarchical clustering based on density peaks using the polynomial kernel is given in Table 3.

**Table 3. Performance measurements of hierarchical clustering based on density peaks using a polynomial kernel function**

| Polynomial Degree | Average of F1-Score (%) | Average of Running Time (s) |
|-------------------|-------------------------|----------------------------|
| 1                 | 67.77                   | 1.26                       |
| 2                 | 55.32                   | 1.17                       |
| 3                 | 68.29                   | 1.17                       |
| 4                 | 68.37                   | 1.25                       |
| 5                 | 69.55                   | 1.25                       |
| 6                 | 69.55                   | 1.27                       |
| 7                 | 69.55                   | 1.20                       |
| 8                 | 70.06                   | 1.29                       |
| 9                 | 70.06                   | 1.28                       |
| 10                | 70.06                   | 1.16                       |

According to Table 3, we can see that the average of F1-Score and also the running time varied according to the polynomial degree used, as illustrated in Figure 1 and Figure 2 below.

![Figure 1](image)

**Figure 1.** The average of F1-Score of hierarchical clustering based on density peaks using polynomial kernel functions
Figure 2. The average of the running time of hierarchical clustering based on density peaks using polynomial kernel functions.

The highest average value of F1-Score is 70.06 percent, which was obtained using the eighth, ninth, tenth-degree polynomial kernel. Furthermore, these F1-Scores were obtained after 1.29 seconds, 1.28 seconds, and 1.16 seconds. Therefore, tenth-degree polynomial kernel gives better performance in average running time. The performance of hierarchical clustering based on density peaks using tenth-degree polynomial is given in Table 4.

Table 4. Performance measurements of hierarchical clustering based on density peaks using a tenth-degree polynomial kernel function

| Fold | F1-Score (%) | Running Time (s) |
|------|--------------|------------------|
| 1    | 71.43        | 1.14             |
| 2    | 68.29        | 1.16             |
| 3    | 70.19        | 1.16             |
| 4    | 69.57        | 1.14             |
| 5    | 70.19        | 1.16             |
| 6    | 68.29        | 1.24             |
| 7    | 69.57        | 1.14             |
| 8    | 72.04        | 1.16             |
| 9    | 70.19        | 1.17             |
| 10   | 70.81        | 1.15             |

In this table, the F1-Score reaches up to 70 percent in several folds using this polynomial kernel function, with 72.04 percent as the highest F1-Score obtained.

4. Conclusion
Thalassemia, as an inherited blood disorder, is the most common genetic disorders in the world. It is necessary to classify it since the initial process of executing appropriate treatment is capable of improving patients’ quality of life and increase their survival rate. The dataset was obtained from Harapan Kita Hospital, West Jakarta, Indonesia. This dataset consists of 82 thalassemia and 68 non-
thalassemia samples which were used to evaluate the performance of hierarchical clustering based on density peaks with/without the kernel function.

These two methods were examined using 10-fold cross-validation. From the experiments, hierarchical clustering based on density peaks gives approximately 67.77 percent F1-Score in 1.53 seconds. However, 70.06 percent of F1-Score is obtained when combined with a polynomial kernel function. These values are relatively good, but still, need some improvement, although both methods had good running time, which is less than 2 seconds for almost all experiments.

It is required that further research be carried out using the new model in order to improve their performance. Other kernel parameters can also be used for the same purpose, with the possibility to observe other performance measurements. Higher F1-Score is then expected to give more accurate and precise classification to obtain a better diagnosis.
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