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I. INTRODUCTION

Abstract—This paper investigates how to mitigate the impact of adjacent channel interference (ACI) in vehicular broadcast communication, using scheduling and power control. Our objective is to maximize the number of connected vehicles. First, we formulate the joint scheduling and power control problem as a mixed Boolean linear programming (MBLP) problem. From this problem formulation, we derive scheduling alone problem as Boolean linear programming (BLP) problem, and power control alone problem as an MBLP problem. Due to the hardness in solving joint scheduling and power control for multiple timeslots, we propose a column generation method to reduce the computational complexity. We also observe that the problem is highly numerically sensitive due to the high dynamic range of channel parameters and adjacent channel interference ratio (ACIR) values. Therefore, we propose a novel sensitivity reduction technique, which can compute the optimal solution. Finally, we compare the results for optimal scheduling, near-optimal joint scheduling and power control schemes, and conclude that the effective scheduling and power control schemes indeed significantly improve the performance.

A. Motivation

Vehicle-to-vehicle (V2V) communication can reduce traffic accidents significantly by broadcasting up-to-date local and emergency information to nearby vehicles. To this end, both periodic and event-driven messages are conveyed. Periodic messages are transmitted by all vehicular user equipments (VUEs) in order to convey its current status to neighbors such as position, velocity and acceleration, whereas event-driven messages are sent when any emergency situation has been detected. However, conveying such safety related messages requires the establishment of highly reliable, low latency broadcast communication links between VUEs.

In a typical cellular communication systems, the reliability and the latency of a communication system is limited significantly by co-channel interference (CCI), which is cross talk between transmitters scheduled in same frequency slot. However, in V2V communication with sufficiently dedicated frequency spectrum, CCI can be avoided by scheduling VUEs in non-overlapping frequency slots. But scheduling two VUEs in nearby frequency slots result in adjacent channel interference (ACI), which is the interference due to the spillage of transmit power to nearby frequency slots than the intended frequency slot. ACI is mainly due to nonlinearity of the power amplifier (PA) in transmitter. Advanced methods have been developed to linearize PA [1]–[4], however, the clipping effect of PA cannot be avoided, which results in ACI. An example of ACI is illustrated in Fig. 1–2, where VUE $i$ is transmitting to VUE $j$, and VUE $k$ is interfering. We show that signal to interference ratio ($SIR_{i,j}$) of VUE $j$’s reception is affected by...
the ACI from VUE $k$, even though VUE $k$ is transmitting on an adjacent frequency slot.

A parameter named adjacent channel interference ratio (ACIR) is widely used to measure the ACI in neighboring frequency slots. ACIR is defined as the ratio of received signal power in the transmitted frequency slot to the received ACI in the nearby frequency slot. In other words, ACIR is the ratio between the average in-band received power from transmitter $k$ to the average out of band received power from transmitter $k$’s signal in the frequency slot allocated for transmitter $i$, as illustrated in Fig. 2.

### B. State of the Art

Typical cellular communication is limited by CCI, due to the spectral re-usage. Therefore, most of the existing literature consider approaches to mitigate CCI alone [5]–[7]. However, in a V2V communication scenario with dedicated spectrum, we can minimize CCI by allocating maximum VUEs in nonoverlapping frequency slots. But in the absence of CCI, the communication link performance is majorly limited by ACI [8]. Extensive studies have been done to measure the impact of ACI when different communication technologies coexist in adjacent frequency bands [9]–[12]. In [13], the authors assess the performance degradation due to ACI when two LTE base stations are deployed in adjacent frequency channels. Studies have been done to measure the impact of ACI when different communication technologies coexist in adjacent frequency bands [9]–[12], and the impact of ACI on 802.11b/g/n/ac was also broadly studied [14]–[16]. However, adequate attention has not yet been given to study the effect of ACI within a V2V broadcast communication scenario. To further understand the impact of ACI, readers are directed to our previous works [8], [17].

### C. Contributions

Our goal is to maximize the number of connected VUEs in a vehicular network, using proper scheduling and power control schemes. We make following contributions in this paper:

1) We formulated joint scheduling and power control problem in order to maximize the number of connected VUEs, in the presence of both CCI and ACI, as a mixed Boolean linear programming (MBLP) problem.

2) We formulated scheduling for a fixed power as a Boolean linear programming (BLP) problem, and power control for a fixed schedule as an MBLP problem.

3) Due to the high computational complexity of the joint scheduling and power control problem, we propose a novel column generation method which can linearize the computational complexity with respect to the number of timeslots $T$.

4) The scheduling problem is highly sensitive due to the high dynamic range of channel parameters and ACIR values. Thus, computing the optimal schedule is extremely hard. Therefore, we propose a new method to reduce the sensitivity of the computation of the optimal schedule, inspired from [13].

## II. Preliminaries

### A. Notation

We use the following notation throughout the paper. Sets are denoted by calligraphic letters, e.g., $X$, with $|X|$ denoting its cardinality, and $\emptyset$ indicating an empty set. Lowercase and uppercase letters, e.g., $x$ and $X$, represent scalars. Lowercase boldface letters, e.g., $x$, represent a vector where $x_i$ is the $i$th element and $|x|$ is its dimensionality. The uppercase boldface letters, e.g., $X$, denote matrices where $X_{i,j}$ indicates the $(i, j)$th element. The notation $\mathbb{I}\{\text{statement}\}$ is either 1 or 0, depending upon if the statement is true or false.

### B. Assumptions

We have following assumptions:

1) We define $\mathcal{N} = \{1, 2, \cdots, N\}$ as the set of VUEs, $\mathcal{F} = \{1, 2, \cdots, F\}$ as the set of frequency slots, and $\mathcal{T} = \{1, 2, \cdots, T\}$ as the set of timeslots for scheduling. A resource block (RB) is a frequency slot in a timeslot, that is, the frequency slot $f$ in the timeslot $t$ is denoted by $\text{RB}(f, t)$.

2) A VUE $i \in \mathcal{N}$ want to broadcast its packet to the VUEs in the set $\mathcal{R}_i \subset \mathcal{N}$. For convenience, we define the set of intended transmitters for receiver VUE $j$ as $\mathcal{T}_j = \{i : j \in \mathcal{R}_i\}$. We note that $\mathcal{T}_j$, $j \in \mathcal{N}$ is completely determined by $\mathcal{R}_j$, $i \in \mathcal{N}$ and vice versa. As an example, the set $\mathcal{R}_i$ could be all vehicles within a certain distance from VUE $i$; however, the proposed method does not rely on any particular structure for $\mathcal{R}_i$ or, therefore, $\mathcal{T}_j$. Moreover, we define the set $\mathcal{L} = \{(i,j) : i \in \mathcal{N}, j \in \mathcal{T}_i\}$ as the set of all intended links.

3) A centralized controller exists which can schedule and power control all VUEs in the network in $\mathcal{F} \times \mathcal{T}$ RBs. Large-scale channel parameters (i.e., pathloss and penetration loss) are assumed to be slowly varying compared to the scheduling interval $T$. Therefore, we assume that the centralized controller has access to the slowly varying channel state information (CSI) between all pairs of VUEs to compute the average SINR. A base station (BS) or a VUE can act as a centralized controller.

4) The maximum transmit power of a VUE is limited to $P_{\text{max}}$.

5) A VUEs can successfully transmit a message in an RB, if the received SINR is above a certain threshold $\gamma^T$ [19, Lemma 1].

### C. System Model

Key mathematical symbols are listed in Table I. We indicate a transmitting VUE as VUE $i$, receiving VUE as VUE $j$, and interfering VUE as VUE $k$, as illustrated in Fig. 1. Similarly the link $(i,j)$ indicate the link from VUE $i$ to VUE $j$. The parameter $H_{i,j}$ is the average channel power gain from VUE $i$ to VUE $j$. Hence, $H_{i,j}$ takes into account pathloss and large-scale fading between VUE $i$ and VUE $j$.

Assume that VUE $i$ is transmitting in RB $(f, t)$ and VUE $k$ in RB $(f', t)$. If interferer VUE $k$ is transmitting on the
same RB as VUE $i$ (i.e., $f' = f$), then VUE $j$’s reception is affected by CCI from VUE $k$. On the other hand, if VUE $k$ is transmitting on a nearby frequency slot of VUE $i$ (i.e., $f' \neq f$), then the reception is affected by ACI instead. In this paper, we consider overlapping scheduling, i.e., multiple VUE can be scheduled in the same RB.

III. PROBLEM FORMULATION

A. Joint Scheduling and Power Control Problem

Let $X \in \{0, 1\}^{N \times F \times T}$ be the scheduling matrix defined as follows,

$$X_{i,f,t} = \begin{cases} 1, & \text{if VUE } i \text{ is scheduled in RB } (f,t) \\ 0, & \text{otherwise} \end{cases}$$

Similarly, $P_{i,f,t}$ is the transmit power of VUE $i$ in RB $(f,t)$. The variable $P_{i,f,t}$ is constrained by the maximum transmit power $P^\text{max}$ of a VUE in a timeslot as follows,

$$\sum_{f=1}^{F} P_{i,f,t} \leq P^\text{max} \quad \forall i, t$$

Moreover, $P_{i,f,t}$ is also constrained by scheduling as follows,

$$0 \leq P_{i,f,t} \leq P^\text{max} X_{i,f,t} \quad \forall i, f, t$$

Let us consider a link $(i,j)$ in RB $(f,t)$, i.e., the link from VUE $i$ to VUE $j$ in frequency slot $f$ and timeslot $t$. The total signal power $S_{i,j,f,t}$ and interference power $I_{i,j,f,t}$ received by VUE $j$ while decoding the signal from VUE $i$ in RB $(f,t)$ can be computed as follows,

$$S_{i,j,f,t} = P_{i,f,t} H_{i,j},$$

$$I_{i,j,f,t} = \sum_{f' = 1, k \neq i}^{F} \lambda_{f'-f} P_{k,f',t} H_{k,j},$$

where $\lambda_r$ is the adjacent channel interference ratio (ACIR) from a frequency slot $f$ to frequency slot $f + r$. Therefore, $\lambda_{f'-f}$ is the ACIR from frequency slot $f'$ to $f$. Note that when $f' = f$, then the interference is CCI, instead of ACI. Therefore, in order to accommodate CCI, we make $\lambda_0 = 1$.

Following (4) and (5), we can compute SINR $\Gamma_{i,j,f,t}$ of the link $(i,j)$ in RB $(f,t)$, as follows,

$$\Gamma_{i,j,f,t} = \frac{S_{i,j,f,t}}{\sigma^2 + I_{i,j,f,t}},$$

where $\sigma^2$ is the noise power in an RB.

For the link to be successful, SINR must be above a certain threshold $\gamma^T$, i.e.,

$$\Gamma_{i,j,f,t} \geq \gamma^T \quad \Leftrightarrow \quad S_{i,j,f,t} - \gamma^T I_{i,j,f,t} \geq \gamma^T \sigma^2.$$  

However, it might not be possible to fulfill this condition for all links $(i,j)$ in all RBs $(f,t)$. To select which combinations of $i, j, f,$ and $t$ to enforce this condition, we introduce the matrix $Y \in \{0, 1\}^{N \times N \times F \times T}$, where

$$Y_{i,j,f,t} = \begin{cases} 1, & \text{if } \Box \text{ is enforced} \\ 0, & \text{otherwise} \end{cases}$$

We can combine (9) and (10) into a single constraint,

$$S_{i,j,f,t} - \gamma^T I_{i,j,f,t} \geq \gamma^T \sigma^2 - \eta(1 - Y_{i,j,f,t})$$

We note that the constraint (12a) is redundant, since we do not require a lower bound for $Z_{i,j}$ while maximizing $\sum_{(i,j) \in \mathcal{L}} Z_{i,j}$. Additionally, the last boolean constraint (12c) can be relaxed.

### TABLE I: Key Mathematical Symbols

| Symbol | Definition |
|--------|------------|
| $N$ | Number of VUES |
| $F$ | Number of frequency slots |
| $T$ | Number of timeslots |
| $\gamma^T$ | SINR threshold to declare a link as successful |
| $\sigma^2$ | Noise power in an RB |
| $P^\text{max}$ | Maximum transmit power of a VUE |
| $P_{i,f,t}$ | Transmit power of VUE $i$ in an RB in timeslot $t$ |
| $H_{i,j}$ | Average channel power gain from VUE $i$ to VUE $j$ |
| $\lambda_r$ | ACI from any frequency slot $f$ to frequency slot $f + r$ |
| $X_{i,f,t}$ | Indicate if VUE $i$ is scheduled to transmit in RB $(f,t)$ |
| $Y_{i,j,f,t}$ | Indicate if link $(i,j)$ is successful in RB $(f,t)$ |
| $\Gamma_{i,j,f,t}$ | SINR of the link $(i,j)$ in RB $(f,t)$ |
| $V_{i,k,r,t}$ | Indicate if VUE $i$ and $k$ are scheduled not more than $r$ frequency slots apart in timeslot $t$ |
to the constraint $Z_{i,j} \leq 1$, since we are trying to maximize $Z_{i,j}$, and $\mathbf{Y}$ is a Boolean matrix.

Putting everything together, we arrive at the following MBLP problem,

$$
\begin{align}
\max_{\mathbf{P}, \mathbf{X}, \mathbf{Y}, \mathbf{Z}} & \sum_{(i,j) \in L} Z_{i,j} \\
\text{s.t.} & \quad H_{i,j} - \gamma T \sum_{k=1}^{N} \sum_{f' = 1}^{F} \max_{k \neq i \neq f'}^{T} \lambda_{i,f'-f} P_{k,f',i} H_{k,j} \\
& \quad \geq \gamma T \sigma^2 - \gamma T (N \text{Pmax} + \sigma^2) (1 - Y_{i,j,f,t}) \quad \forall i, j, f, t \\
& \quad \sum_{f=1}^{F} P_{i,f,t} \leq \text{Pmax} \quad \forall i, t \\
& \quad 0 \leq P_{i,f,t} \leq \text{Pmax} X_{i,f,t} \quad \forall i, f, t \\
& \quad Z_{i,j} \leq \sum_{t=1}^{T} \sum_{f=1}^{F} Y_{i,j,f,t} \quad \forall i, j \\
& \quad Z_{i,j} \leq 1 \quad \forall i, j \\
& \quad X_{i} \in \{0,1\}^{N \times F \times T} \\
& \quad Y_{i} \in \{0,1\}^{N \times N \times F \times T} \\
& \quad P \in \mathbb{R}^{N \times F \times T} \\
\end{align}
$$

(13a)

Here are some key observations about the above problem formulation:

1) The problem formulation (13) is for overlapping scheduling and power control. We observe that the Boolean variable $\mathbf{X}$ is unnecessary, and constraint (13d) can be replaced with constraint $0 \leq P_{i,f,t} \leq \text{Pmax}$. Here, we are doing only the power control, and we schedule VUEs in RB $(f,t)$ whenever its power in the RB is nonzero, i.e., $X_{i,f,t} = 1 \{ P_{i,f,t} > 0 \}$. This way we can reduce the computational complexity of the problem.

2) The problem formulation (13) can be made into a nonoverlapping scheduling and power control problem (hence avoiding CCI), by adding an extra constraint as follows.

$$
\begin{align}
\sum_{i=1}^{N} X_{i,f,t} & \leq 1 \quad \forall f, t \\
\end{align}
$$

(14)

3) A VUE scheduling can be limited to maximum one RB in a timeslot using the following constraint,

$$
\begin{align}
\sum_{f=1}^{F} X_{i,f,t} & \leq 1 \quad \forall i, t \\
\end{align}
$$

(15)

4) The problem formulation (13) is for full-duplex communication, where a VUE can both transmit and receive simultaneously. However, (13) can be made into a half-duplex communication problem by adding the following extra constraint,

$$
Y_{i,j,f,t} \leq (1 - X_{j,f',t}) \quad \forall i, j, f, t
$$

(16)

5) The problem formulation (13) can be translated into a scheduling alone problem by changing (13d) into the following constraint,

$$
\begin{align}
P_{i,f,t} = \tilde{P}_{i,t} X_{i,f,t} \quad \forall i, f, t \\
\end{align}
$$

(17)

where $\tilde{P}_{i,t}$ is the transmit power of VUE $i$ in timeslot $t$, which is a known value. The resulting problem is a Boolean linear programming (BLP) problem.

6) The problem formulation (13) can be translated into a power control alone problem by fixing scheduling (i.e., $X_{i,f,t}$), and making power values (i.e., $P_{i,f,t}$) as optimization variables. Once we know the scheduling, we do not need the constraint (13b) for all VUEs and for all RBs (i.e., $\forall i, j, f, t$), instead, we can limit this constraint only for the scheduled RBs for each VUE. The resulting problem is an MBLP problem.

7) The problem formulation (13) can be translated into a problem to maximize the minimum number of successful links for a VUE, instead of total number of successful links. In this way, we are guaranteeing atleast $L^*$ successful links for any VUE. This is done by changing the objective function (13a) as follows,

$$
\begin{align}
L^* = \max_{\mathbf{P}, \mathbf{X}, \mathbf{Y}, \mathbf{Z}} L \\
\end{align}
$$

(18)

and adding an extra constraint to (13) as follows,

$$
\begin{align}
\sum_{j \in R_i} Z_{i,j} \geq L \quad \forall i \\
\end{align}
$$

(19)

IV. JOINT SCHEDULING AND POWER CONTROL USING COLUMN GENERATION METHOD

We observe that the worst-case computational complexity of (13) increases exponentially with respect to the number of Boolean variables, like a typical NP-hard BLP problem [20]. Since there are $(N + 1)NF^T$ Boolean variables in our problem formulation in (13), we see that the worst-case computational complexity is $O(2^{(N+1)NF^T})$. Therefore, in this section, we propose an efficient approximation method to reduce the computational complexity from $O(2^{(N+1)NF^T})$ to $O(T2^{(N+1)NF^T})$.

First, we explain the basic idea behind the algorithm. Let us assume that we have an ordered set of all possible power value matrices $\tilde{P} = \{ \tilde{P}^1, \tilde{P}^2, \ldots, \tilde{P}^Q \}$, $\tilde{P}^q \in \mathbb{R}^{N \times F \times T}$, $\forall 1 \leq q \leq Q$, and the corresponding set of successful link matrices $\tilde{Z} = \{ \tilde{Z}^1, \tilde{Z}^2, \ldots, \tilde{Z}^Q \}$, $\tilde{Z}^q \in \{0,1\}^{N \times N}$, $\forall 1 \leq q \leq Q$. Each element $\tilde{P}^q \in \tilde{P}, 1 \leq q \leq Q$ is a solution matrix $\mathbf{P}$ of the problem (13) for single timeslot (i.e., $T = 1$), and the corresponding element $\tilde{Z}^q$ is the respective solution matrix $\mathbf{Z}$. In other words, $\tilde{Z}^q$ indicates the success status of the link $(i,j)$, when we use the power values $\tilde{P}_{i,f,t}^q$, $\forall i, f, t$. Once we have the sets $\tilde{P}$ and $\tilde{Z}$, our joint scheduling and power
control problem is reduced to finding out the best $T$ elements out of the set $\mathcal{Z}$, which would maximize the total number of successful links. This problem is stated as follows,
\[
c_Q = \max_{\mathbf{Z}, \mathbf{w}} \sum_{(i,j) \in \mathcal{L}} Z'_{i,j} \quad \text{s.t.} \quad \sum_{q=1}^{Q} Z''_{i,j} w_q \geq Z'_{i,j} \quad \forall i, j \quad \text{(20a)}
\]
\[
\sum_{q=1}^{Q} w_q \leq T \quad \text{(20b)}
\]
\[
Z'_{i,j} \in \{0, 1\} \quad \forall i, j \quad \text{(20d)}
\]
\[
w_q \in \{0, 1\} \quad \forall q \quad \text{(20e)}
\]
The Boolean vector $\mathbf{w} \in \{0, 1\}^Q$ indicates which of the $T$ elements from the set $\mathcal{P}$ are chosen.

However, there are two practical difficulties with this approach: 1) The set of all possible power matrices has got infinite cardinality (i.e., $|\mathcal{P}| = \infty$), 2) Even if $\mathcal{P}$ has finite cardinality (i.e., $|\mathcal{P}| < \infty$), then the problem formulation (20) is still an NP-hard problem, since it is equivalent to a maximum coverage problem [21]. To overcome these practical difficulties, we propose a column generation method, in which we split the problem into two separate problems as 1) master problem and 2) subproblem, and solve those iteratively.

1) **Master problem:** We modify the problem formulation (20) by relaxing the Boolean constraints (20d-e) for $\mathbf{Z}'$ and $\mathbf{w}$, to the constraints $0 \leq Z' \leq 1$, $0 \leq w \leq 1$. Let us call this new relaxed problem formulation as [M1]. The problem [M1] is easy to solve for a finite $Q$, since it is a linear programming (LP) problem.

2) **Subproblem:** We will not generate the set of all possible power vectors $\mathcal{P}$. Instead, we initialize $\mathcal{P} = \emptyset$ and iteratively add the power vectors to $\mathcal{P}$, and corresponding success status vector to $\mathcal{Z}$ using the column generation method.

The algorithm is an iterative algorithm, as explained in Algorithm 1. In each iteration, we solve the master problem [M1] and the subproblem. The master problem generates dual values $\Pi_{i,j}$ for each of the constraints (20b), and $\pi$ for the constraint (20c). The subproblem is same as the problem formulation (13) for a single timeslot (i.e., $T = 1$), but with the modified objective function (i.e., $\max \sum_{(i,j) \in \mathcal{L}} \Pi_{i,j} Z_{i,j} - \pi$).

In each iteration, the master problem passes the weights $\Pi$ and $\pi$ to the subproblem. The subproblem solves (13) with the modified objective function, and generates an optimal $\mathbf{P}$ and $\mathbf{Z}$ for a single timeslot. These solutions $\mathbf{P}$ and $\mathbf{Z}$ from the subproblem are then added to the sets $\mathcal{P}$ and $\mathcal{Z}$ respectively. In the subsequent iteration, the master problem compute the dual values using the augmented sets $\mathcal{P}$ and $\mathcal{Z}$.

Intuitively, in an iteration in master problem, the weights $\Pi_{i,j}$ would be larger for a recurrently failing link $(i,j) \in \mathcal{L}$ in the previous iterations, therefore, the subproblem would prioritize those links in the subsequent iterations. We stop the iterations, when the subproblem objective value is zero or negative, which indicate that the master problem cannot improve the solution anymore by augmenting the set $\mathcal{P}$ (i.e., by adding any extra elements to $\mathcal{P}$). After all the iterations, we have to choose best $T$ power vectors from the set $\mathcal{P}$. Since this problem is an NP-hard problem, we use an approximation algorithm here. We choose the power vectors corresponding to the $T$ highest values of $w$ as shown in Algorithm 1.

Once we know the power value matrix $\mathbf{P}$, then we can compute the scheduling matrix $\mathbf{X}$ as $X_{i,f,t} = \mathbb{I} \{P_{i,f,t} > 0\} \quad \forall i, f, t$

Typical column generation method provides optimal solution if both master problem and slave problem are LP problems. Hence, the columns generation method presented in this section is an approximation method providing suboptimal solution, since 1) master problem (20) is solved using approximation method, 2) the slave problem is not an LP problem due to the presence of Boolean variable $\mathcal{Y}$.

V. METHODS TO REDUCE SENSITIVITY OF (13b) FOR SCHEDULING PROBLEM

We note that, the high sensitivity of the constraint (13b) due to the presence of both large and small coefficients, makes the problem (13) harder to solve. To overcome this sensitivity issue, we apply a novel computational approach inspired from [18], by replacing (13b) with more tractable Boolean cover inequalities. In this section, we assume a VUE is scheduled to maximum one RB in a timeslot. This is a

---

**Algorithm 1 Column Generation Method for Joint Scheduling and Power Control**

**Input:** \{N, F, T, H, $\lambda$, $\bar{P}$, $\gamma$\}

**Output:** $\mathbf{P}$

1. Initialize $Q = 0$, $\mathbf{P}^1 = 0^N \times F \times T$, $\mathbf{Z} = 0^N \times N$.
2. do
3. $Q = Q + 1$
4. Solve the master problem, i.e., [M1]. Store the optimum objective value as $c_Q$. Compute the dual values $\Pi_{i,j}$ and $\pi$ for the constraints in (20b-e).
5. Solve the subproblem, i.e., problem formulation (13) after modifying the objective function (13a) to max $\sum_i \sum_j \Pi_{i,j} Z_{i,j} - \pi$, for a single timeslot. Compute the solutions $\mathbf{Z}$ and $\mathbf{P}$, and assign $\mathbf{Z}^{Q+1} = \mathbf{Z}$, $\mathbf{P}^{Q+1} = \mathbf{P}$.
6. while objective value of the subproblem is positive
7. for $t=1:T$
8. $q^* = \arg \max \{w_q\}$
9. $\mathbf{P}_{i,f,t} = \mathbf{P}_{q^*,i,f,t}$
10. $w_{q^*} = 0$
11. end for
12. $X_{i,f,t} = \mathbb{I} \{P_{i,f,t} > 0\} \quad \forall i, f, t$

---
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reasonable assumption without compromising the performance quality, since scheduling in multiple RBs in a timeslot results in lesser transmit power available for transmission in each RB, and disseminate the interference over multiple RBs.

A. Preliminaries

In this subsection, we define the variables required for the implementation of the sensitivity reduction method. Let \( \bar{I}_{i,j} \) denote the maximum tolerable interference power for a link \((i,j)\). That is, if the received interference power is less than or equals to \( \bar{I}_{i,j} \), then the link \((i,j)\) is successful, otherwise, the link is a failure. The value of \( \bar{I}_{i,j} \) can be computed from (9) as follows,

\[
\bar{I}_{i,j} = \hat{P}_{i,t} H_{i,j} - \frac{\gamma^T \sigma^2}{\gamma} \tag{21}
\]

where \( \hat{P}_{i,t} \) is the transmit power of VUE \(i\) if scheduled in timeslot \(t\). We assume \( \hat{P}_{i,t} \) is a known quantity since we are considering only scheduling here. A zero value, i.e., \( \hat{P}_{i,t} = 0 \), indicate that VUE \(i\) cannot be scheduled in timeslot \(t\).

Let us introduce a new variable \( V_{i,k,r,t} \in \{0,1\} \) indicating if VUE \(i\) and \(k\) are scheduled in RBs which are not more than \(r\) RBs far apart in timeslot \(t\). That is,

\[
V_{i,k,r,t} = \begin{cases} 
1, & \exists (f,f'), \text{ s.t. } X_{i,f,t} = 1, \quad X_{k,f',t} = 1, |f' - f| \leq r, \\
0, & \text{Otherwise} 
\end{cases} \tag{22}
\]

The variable \( V_{i,k,r,t} \) can be computed linearly using the variables \( X \) and \( Y \) as explained in Appendix A.

B. Algorithm Description

First, we modify the joint scheduling and power control problem formulation in (13) into a scheduling alone problem using the technique explained in [5] in Section III. We then remove the constraint (13b) from the problem formulation (13), which is the only sensitive constraint in (13). We call this modified problem as [M2].

The procedure here is an iterative cutting plane method as shown in Algorithm 2 where in each iteration we solve [M2] by adding extra cover inequalities. In an iteration, we solve the problem formulation [M2] and call the resulting solution scheduling matrix as \( X^{\text{out}} \) and successful link status matrix as \( Y^{\text{out}} \). Let the Boolean variable \( Y^{\text{original}}_{i,j,f,t} \) indicate if the link \((i,j)\) is originally successful or not. Given the scheduling matrix \( X^{\text{out}} \), we can compute \( Y^{\text{original}}_{i,j,f,t} \) as follows,

\[
Y^{\text{original}}_{i,j,f,t} = \mathbb{1}\{ \frac{X^{\text{out}}_{i,f,t} \hat{P}_{i,t} H_{i,j}}{\sigma^2 + \sum_{k=1}^{N} \sum_{f' \neq \hat{f}} X^{\text{out}}_{k,f',t} \lambda f'} \geq \gamma^T \}
\]

A link \((i,j)\) is said to be falsely claimed to be successful in RB \((f,t)\), if \( Y^{\text{original}}_{i,j,f,t} = 0 \) and \( Y^{\text{out}}_{i,j,f,t} = 1 \).

Algorithm 2 Method for Sensitivity Removal

Input: \{\(N, F, T, H, \lambda, \hat{P}_{i,t}, \gamma^T, \sigma^2\)\}

Output: \(X\)

1: Compute \( \bar{I}_{i,j} \forall (i,j) \) using (21).
2: Create the problem formulation [M2].
3: do
4: Solve the problem [M2] to find out the scheduling matrix \( X^{\text{out}} \) and successful link status matrix \( Y^{\text{out}} \).
5: Compute \( Y^{\text{original}} \) using (23).
6: foreach \{\((i,j,f,t) : Y^{\text{out}}_{i,j,f,t} = 1, Y^{\text{original}}_{i,j,f,t} = 0\)\} do
7: Find \( S' \) using Algorithm 3.
8: Find \( Q \) using (28).
9: Add the cover inequalities (26) to [M2].
10: end for
11: while \( Y^{\text{out}} \neq Y^{\text{original}} \)

Algorithm 3 Method for finding out \( S' \)

Input: \{\(S, H, \lambda, P, i, j\)\}

Output: \(S\)

1: // Find the minimum cardinality set \( S' \)
2: \( S' = \emptyset \)
3: while \( \sum_{(k,r) \in S'} \lambda_r \hat{P}_{k,t} H_{k,j} \leq \bar{I}_{i,j} \) do
4: \( (k',r') = \arg \max \{ \lambda_r \hat{P}_{k,t} H_{k,j} \} \)
5: \( S' = S' \cup \{(k',r')\} \)
6: end while
7: \( (k',r') = \arg \min \{ (\lambda_r - \lambda_{r+1}) \hat{P}_{k,t} H_{k,j} \} \)
8: \( S' = (S' \setminus \{(k',r')\}) \cup \{(k',r' + 1)\} \)
9: end while
10: \( S' = (S' \setminus \{(k',r' + 1)\}) \cup \{(k',r')\} \)

Let us assume that in the current solution, the link \((\bar{i},\bar{j})\) scheduled in RB \((\bar{f},\bar{t})\) is a falsely claimed to be successful link, i.e., \( Y^{\text{original}}_{\bar{i},\bar{j},\bar{f},\bar{t}} = 0 \) and \( Y^{\text{out}}_{\bar{i},\bar{j},\bar{f},\bar{t}} = 1 \). Our idea is to add strong cover inequalities to the original problem, so that the link \((\bar{i},\bar{j})\) in RB \((\bar{f},\bar{t})\) will not be a falsely claimed to be successful link in any of the future iterations with the current interference scenario. Therefore, the rest of this section focuses on generating the cover inequalities for the link \((i,j)\) in RB \((f,t)\) alone. Later on, we repeat the same procedure for generating cover inequalities for all falsely claimed to be successful links.

Let \( S \subseteq N \times \{0,1,\cdots,F-1\} \) be the set of tuples, with each tuple containing the interferer VUE and the corresponding scheduled frequency slot gap from \(f\), in timeslot \(t\). That is,

\[
S = \{(k,r) : \exists f \in F, \text{s.t.} X^{\text{out}}_{k,f,t} = 1, r = |f - \bar{f}|, k \neq \bar{i}\}\.
\]

In other words, \( S \) defines an interference scenario for the link \((\bar{i},\bar{j})\) in RB \((\bar{f},\bar{t})\). Since the link \((\bar{i},\bar{j})\) in RB \((\bar{f},\bar{t})\) is a
failure, we know that \( \sum_{(k,r) \in S} \lambda_r P_{k,t} H_{k,j} > \bar{I}_{i,j} \). We can ensure \( Y_{i,j,f,t} \) for the same interference scenario, in all future iterations, by adding the following cover inequality to the problem formulation [M2],

\[
Y_{i,j,f,t} \leq |S| - \sum_{(k,r) \in S} V_{i,k,r,t} \quad \forall f \tag{25}
\]

Observe that, the right-hand side of the above cover inequality is zero for the current interference scenario \( S \), thereby enforcing \( Y_{i,j,f,t} = 0 \) in the next iteration.

However, we can tighten the cover inequality [25] as follows,

\[
(|Q| + 1) Y_{i,j,f,t} \leq |S'| + |Q| - \sum_{(k,r) \in S'} V_{i,k,r,t} \quad \forall f \tag{26}
\]

where \( S' \subset S \) is the minimal cardinality set which is sufficient to cause enough interference to make the link \((i,j)\) a failure, i.e., \( \sum_{(k,r) \in S'} \lambda_r P_{k,t} H_{k,j} > \bar{I}_{i,j} \). In other words, \( S' \) is the list of highest interference causing elements within \( S \), i.e.,

\[
S' = \arg\min_{S' \subset S} \{|S'| \cdot \sum_{(k,r) \in S'} \lambda_r P_{k,t} H_{k,j} > \bar{I}_{i,j} \}. \tag{27}
\]

To tighten the cover inequality further, we increment the RB gaps in \( S' \) to maximally possible values, in such a way that any further increment of any RB gaps in the resulting \( S' \) would result in insufficient interference to break the link \((i,j)\) in RB \((f,t)\). The computation of \( S' \) is explained in Algorithm [3]. Also, we lift the cover inequality [26] further using the set \( Q \subseteq N \times F \) [22]. The set \( Q \) is the set of strong interferes and the corresponding RB gap tuples, which causes more interference to the link \((i,j)\) than the interference caused by any of the interferer in \( S \). That is,

\[
Q = \{(k',t') : \lambda_r P_{k,t} H_{k',j} > \max_{(k,r) \in S} \{\lambda_r P_{k,t} H_{k,j}\}\}. \tag{28}
\]

Moreover, observe that, the cover inequality cannot be applied for all timeslots \( t \), if \( P_{t,t} = P_{t,t}, \forall i, t, t'. \)

VI. PERFORMANCE EVALUATION

A. Scenario and Parameters

We want to emphasize that our problem formulations and algorithms do not assume any particular topology or system parameters. However, for the simulation purpose and for the ease of reproducibility, we stick with a fairly simple system model and topology. The parameters of interest are summarized in Table II.

The topology of the vehicles consists of \( N \) VUEs distributed on a convoy. The distance between any two adjacent VUEs, \( d \), follows a shifted exponential distribution, with the minimum distance \( d_{\text{min}} \) and the average distance \( d_{\text{avg}} \). That is, the probability density function of \( d \) is given as,

\[
f(d) = \begin{cases} 
(1/(d_{\text{avg}} - d_{\text{min}})) \exp(-d - d_{\text{min}}/d_{\text{avg}} - d_{\text{min}}), & d \geq d_{\text{min}} \\
0, & \text{otherwise}
\end{cases} \tag{29}
\]

We choose \( d_{\text{avg}} = 48.6 \) m which corresponds to 2.5 seconds for a vehicular speed of 70 km/h, as recommended by 3GPP [23] section A.1.2 for freeway scenario, and we assume \( d_{\text{min}} = 10 \) m.

We adopted the channel model and channel parameters from [24], which is a model based on the realtime measurements of V2V links at carrier frequency 5.2 GHz in a highway scenario. The pathloss model for a distance \( d \) in [24] is as follows,

\[
PL(d) = PL_0 + 10 \log_{10}(d/d_0) + X_{\sigma_1} \tag{29}
\]

where \( n \) is the path loss exponent, \( PL_0 \) is the path loss at a reference distance \( d_0 \), and \( X_{\sigma_1} \) represents the shadowing effect modeled as a zero-mean Gaussian random variable with standard deviation \( \sigma_1 \). An additional attenuation of 10 dB is added as penetration loss for each obstructing VUE [25]. The noise variance is \(-95.2\) dBm and \( P_{\text{max}} \) is 24 dBm as per 3GPP recommendations [26]. We assume that \( \gamma = 5 \) dB is sufficient for a transmission to be successful (i.e., the error probability averaged over the small-scale fading is sufficiently small).

The ACIR values \( \lambda_r \) are taken as the mask specified by 3GPP [26], which is as follows,

\[
\lambda_r = \begin{cases} 
1, & r = 0 \\
10^{-3}, & 1 \leq r \leq 4 \\
10^{-4.5}, & \text{otherwise}
\end{cases} \tag{30}
\]

For the simulation purpose, we choose set of intended receivers \( R_i \) for a transmitting VUE \( i \) as the closest min\(\{N-1,FT-1\}\) VUEs to VUE \( i \) based on the distance between the VUEs.

B. Simulation Results

To measure the performance, we use the number of successful links for a VUE, defined as,

\[
Z_i = \sum_{j \in R_i} Z_{i,j}, \tag{31}
\]

\[
\bar{Z}_i = \mathbb{E}[Z_i], \tag{32}
\]

\[
Z = \frac{1}{N} \sum_{i=1}^{N} Z_i, \tag{33}
\]

where \( Z_i \) is the number of successful links from VUE \( i \), when VUE \( i \) is transmitting a packet to all VUEs in the set \( R_i \). The
quantity \( \bar{Z}_i \) is the expected value of \( Z_i \), where the expectation is taken over the random quantities in the experiment, i.e., the inter-VUE distances and shadow fading. Finally, \( \bar{Z} \) is the number of successful links for a VUE, averaged across all VUEs. In other words, the metric \( \bar{Z} \) can be interpreted as the average number of receiving VUEs that can decode a packet from a certain VUE. Clearly, \( \bar{Z} \) must be sufficiently large to support the application in mind. However, to specify a minimum value of \( \bar{Z} \) is out of scope of this paper.

As a baseline, we also present the result of the heuristic scheduling algorithm proposed in [17] as the black curves in Figs. 3–4. Due to the high numerical sensitivity of the problem, solving the scheduling problem formulation in its current form will provide only near-optimal solutions, as shown in the green curves in Figs. 3–4. Therefore, we have computed optimal solution for the scheduling problem by using the sensitivity reduction techniques explained in Section V, and the results are shown in blue colored curves. Similarly, the purple colored curves indicate the performance of joint scheduling and power control using column generation method as explained in Section IV and the red curves indicate the corresponding near-optimal performance.

We note that, when \( N \leq FT \), an ACI-unaware scheduling and power control scheme is trivial, i.e., schedule all VUEs in non-overlapping RBs, and allocate maximum transmit power to each VUE. However, as illustrated in our previous work [17], this scheme show significantly performance degradation compared to ACI-aware schemes.

In Fig. 3(a), we plot \( \bar{Z} \) for various schemes by varying the number of timeslots \( T \). As one can observe, the performance get saturated to 6 successful links for a VUE as we increase the number of timeslots \( T \). This is because, the link beyond 3rd neighbor on each side of a transmitting VUE is getting noise limited due to the high penetration loss of intermediate blocking VUEs. This also implies that, if ACI can be completely avoided, each VUE can communicate up to 6 neighboring VUEs, when there are sufficient number of RBs to allocate (i.e., \( FT \geq N \)). In Fig. 3(b), we plot \( \bar{Z} \)
for various values of frequency slots $F$. We note that, when $F = 6$ or 12, then multiple VUEs are getting scheduled in single RB, thereby allowing CCI. Similarly, in Fig. 4(c), we show the performance for various number of VUEs $N$. As we increase $N$, the performance get increases since more and more receivers are becoming available for each transmission.

In Fig. 4 we compare the fairness of each schemes. In Fig. 4(a), we plot the CDF of the number of successful links for a VUE. Observing the steepness of the CDF of each plot, we note that optimal scheduling provides more fairness compared to the joint optimal scheduling and power control schemes. One possible explanation would be that the performance improvement for an optimal scheme is mainly due to the exploitation of asymmetry in the system. For instance, if the channel gain is same for all pairs of VUEs, then the performance improvement of optimal schemes would be marginal compared to a naive scheme. We note that, joint optimal scheduler and power controller is exploiting the asymmetry in the channel matrix more efficiently than the optimal scheduler, which may lead to the fairness degradation.

Similar fairness degradation for joint optimal scheduler and power control can also be seen in Fig. 4(b). In this figure, we compare the average number of successful links for a VUE, where VUEs are indexed according to their positions in the convoy. We observe that the VUEs in the middle of the convoy are able to successfully broadcast its packet to more neighbors, since the VUEs in the middle have got more number of close-by neighbors.

VII. CONCLUSIONS

This paper studies performance of V2V broadcast communication by focusing more upon the scenario where ACI is dominant over CCI due to the non-overlapping scheduling of VUEs. From the results presented in this paper, which are for half-duplex communication, we can draw the following conclusions,

1) Performance is majorly limited by ACI when VUEs are multiplexed in frequency. However, proper scheduling and power control schemes can be used to mitigate the impact of ACI.

2) The joint scheduling and power control problem to maximize the connectivity between VUEs, in the presence of ACI, can be modeled as an MBLP problem. From this problem formulation, we can derive scheduling alone problem as a BLP problem, and power control alone problem as MBLP.

3) The joint scheduling and power control problem’s computational complexity can be reduced using a column generation approximation method, without compromising much upon the performance.

4) Due to the high dynamic range of channel parameters and ACI values, the problem formulation is highly numerically sensitive. This results in solver returning near-optimal solutions, instead of optimal solutions. However, optimal scheduling performance can be computed by applying proper cover inequalities to the standard problem formulation.

5) Near-optimal joint scheduling and power control performs significantly better than optimal scheduling. However, the fairness is less for joint schemes compared to optimal scheduling schemes.

APPENDIX A

COMPUTATION OF $V_{i,k,r,t}$

Let the matrix $U \in \{0, 1, \cdots, F\}^{N \times T}$ indicate the scheduling of VUEs, i.e., $U_{i,t}$ is the scheduled frequency slot of VUE $i$ during the timeslot $t$. We can compute $U_{i,t}$ from $X$ as follows,

$$U_{i,t} = \sum_{f=1}^{F} fX_{i,f,t} \quad \forall i, t$$

Observe that when VUE $i$ is not scheduled during the timeslot $t$, then $U_{i,t} = 0$.

Next we introduce a variable $\bar{U}_{i,t} \in \{0, 1\}$ which indicate if VUE $i$ is scheduled in timeslot $t$ or not. In other words,

$$\bar{U}_{i,t} = \begin{cases} 1, & U_{i,t} \neq 0 \\ 0, & \text{Otherwise} \end{cases}$$

We can implement the above definition using the following constraints,

$$\bar{U}_{i,t} \in \{0, 1\}$$

$$\bar{U}_{i,t} \geq U_{i,t}/F$$

$$\bar{U}_{i,t} \leq U_{i,t}$$

However, the constraint (37c) is redundant, since the solver always tries to reduce $\bar{U}_{i,t}$. This is because, setting $\bar{U}_{i,t} = 1$ results in reduction of feasible region as we will see from the following paragraphs.

Now, we can define $V_{i,k,r,t} \in \{0, 1\}$ which indicates if VUE $i$ and $k$ are scheduled in RBs which are not more than $r$ RBs far apart in timeslot $t$. That is,

$$V_{i,k,r,t} = \begin{cases} 1, & \text{If } \bar{U}_{i,t} = 1, \bar{U}_{k,t} = 1, |U_{i,t} - U_{k,t}| \leq r \\ 0, & \text{Otherwise} \end{cases}$$

To mathematically translate the above definition into a set of linear constraints, we introduce two Boolean auxiliary variables $V'_{i,k,r,t}$ and $V''_{i,k,r,t}$ as follows,

$$V'_{i,k,r,t} = \begin{cases} 1, & \text{If } U_{i,t} - U_{k,t} \leq r \\ 0, & \text{Otherwise} \end{cases}$$

$$V''_{i,k,r,t} = \begin{cases} 1, & \text{If } U_{k,t} - U_{i,t} \leq r \\ 0, & \text{Otherwise} \end{cases}$$
Now we can implement the definition (38), using the auxiliary variables $V'$ and $V''$ as follows,

$$V_{i,k,r,t} \leq U_{i,t} \quad (40a)$$

$$V_{i,k,r,t} \leq U_{k,t} \quad (40b)$$

$$U_{i,t} - U_{k,t} \leq r + \eta' (1 - V'_{i,k,r,t}) \quad (40c)$$

$$U_{i,t} - U_{k,t} \geq r + 1 - \eta' V''_{i,k,r,t} \quad (40d)$$

$$U_{k,t} - U_{i,t} \leq r + \eta' (1 - V''_{i,k,r,t}) \quad (40e)$$

$$U_{k,t} - U_{i,t} \geq r + 1 - \eta' V'_{i,k,r,t} \quad (40f)$$

$$V_{i,k,r,t} \geq V'_{i,k,r,t} + V''_{i,k,r,t} - 1 \quad (40g)$$

$$V_{i,k,r,t} \leq V'_{i,k,r,t} \quad (40h)$$

$$V_{i,k,r,t} \leq V''_{i,k,r,t} \quad (40i)$$

$$V_{i,k,r,t}, V'_{i,k,r,t}, V''_{i,k,r,t} \in \{0, 1\} \quad (40j)$$

The constraints (40a–b) ensure that $V_{i,k,r,t}$ can be 1 only if both VUEs $i$ and $k$ are scheduled. The constraints (40c–d) implement the definition (39a), i.e., ensure that $V'_{i,k,r,t} = 1$ if and only if $U_{i,t} - U_{k,t} \leq r$. Similarly, the constraints (40e–f) implements the definition (39b). The parameter $\eta'$ is a sufficiently large number which makes the constraints (40g–j) redundant for the appropriate values of $V'_{i,k,r,t}$ and $V''_{i,k,r,t}$. It is not hard to show that $\eta' = 2$ is sufficient. The constraints (40g–j) ensures $V_{i,k,r,t} = V'_{i,k,r,t} \lor V''_{i,k,r,t}$, where $\lor$ represents AND operation of two boolean variables. Also, observe that the constraints (40g–j) are redundant, since the solver is trying to reduce $V'_{i,k,r,t}$, therefore, an upper bound is not required for $V_{i,k,r,t}$.

REFERENCES

[1] A. Mohammadi and F. M. Ghannouchi, RF Transceiver Design for MIMO Wireless Communications. Springer Berlin Heidelberg, 2012.

[2] P. Lavrador, T. Cunha, P. Cabral, and J. Pedro, “The linearity-efficiency compromise,” vol. 11, no. 5, pp. 44–58, Aug. 2010.

[3] P. B. Kenington, “Linearized transmitters: an enabling technology for software defined radio,” IEEE Communications Magazine, vol. 40, no. 2, pp. 156–162, Feb 2002.

[4] J. Chani-Cahuana, P. N. Landin, C. Fager, and T. Eriksson, “Iterative learning control for rf power amplifier linearization,” IEEE Transactions on Microwave Theory and Techniques, vol. 64, no. 9, pp. 2778–2789, Sept 2016.

[5] W. Li, X. Ma, J. Wu, K. S. Trivedi, X. L. Huang, and Q. Liu, “Analytical model and performance evaluation of long-term evolution for vehicle safety services,” IEEE Transactions on Vehicular Technology, vol. 66, no. 3, pp. 1926–1939, March 2017.

[6] J. Zhou, R. Q. Hu, and Y. Qian, “Message scheduling and delivery with vehicular communication network infrastructure,” in 2013 IEEE Global Communications Conference (GLOBECOM), Atlanta, USA, Dec 2013.

[7] F. Zeng, R. Zhang, X. Cheng, and L. Yang, “Channel prediction based scheduling for data dissemination in VANETS,” IEEE Communications Letters, vol. 21, no. 6, pp. 1409–1412, 2017.

[8] A. Hisham, W. Sun, E. G. Ström, and F. Brännström, “Power control for broadcast V2X communications with adjacent carrier interference effects,” in IEEE International Conference on Communications (ICC), Kuala Lumpur, Malaysia, May 2016.

[9] W. Li, J. Chen, H. Long, and B. Wu, “Performance and analysis on LTE system under adjacent channel interference of broadcasting system,” in 2012 IEEE 12th International Conference on Computer and Information Technology, Chengdu, China, Oct 2012, pp. 290–294.

[10] Q. Wang and X. Li, “Analysis of LTE FDD and TD-LTE combination network’s interference,” in 2016 2nd IEEE International Conference on Computer and Communications (ICCC), Chengdu, China, Oct 2016, pp. 2332–2336.

[11] J. Ribadeineira-Ramirez, G. Martinez, D. Gomez-Barquero, and N. Cordona, “Interference analysis between digital terrestrial television (DTT) and 4G LTE mobile networks in the digital dividend bands,” IEEE Transactions on Broadcasting, vol. 62, no. 1, pp. 24–34, March 2016.

[12] “CEPT Report 40: Compatibility study for LTE and WiMAX operating within the bands 880-915 MHz / 925-960 MHz and 1710-1785 MHz / 1805-1880 MHz (900/1800 MHz bands),” Tech. Rep., CEPT Electronic Commun. Committee (ECC), Nov 2010.

[13] K. Xia, Y. Wang, and D. Zhang, “Coexistence interference evaluation and analysis of LTE with 3D-MIMO system,” in 2017 IEEE 28th Annual International Symposium on Personal, Indoor, and Mobile Radio Communications (PIMRC), Oct 2017, pp. 1–6.

[14] L. Wang, X. Qi, and K. Wu, “Embracing adjacent channel interference in next generation wifi networks,” in 2016 IEEE International Conference on Communications (ICC), Kuala Lumpur, Malaysia, May 2016.

[15] A. Adya, P. Bahl, J. Padhye, A. Wolman, and L. Zhou, “A multi-radio unification protocol for IEEE 802.11 wireless networks,” in First International Conference on Broadband Networks, San Jose, CA, USA, Oct 2004, pp. 344–354.

[16] J. Nachtigall, A. Zubow, and J. P. Redlich, “The impact of adjacent channel interference in multi-radio systems using IEEE 802.11,” in 2008 International Wireless Communications and Mobile Computing Conference, Crete Island, Greece, Aug 2008, pp. 874–881.

[17] “Additional Constraints of Scheduling and Power Control for Broadcast V2V Communications with Adjacent Channel Interference,” Tech. Rep., Aug. 2017. [Online]. Available: https://arxiv.org/abs/1708.02444/and/Additional_Restrictions.pdf

[18] A. Capone, L. Chen, S. Gualandi, and D. Yuan, “A new computational approach for maximum link activation in wireless networks under the sum rate model,” IEEE Transactions on Wireless Communications, vol. 10, no. 5, pp. 1368–1372, May 2011.

[19] W. Sun, E. G. Ström, F. Brännström, K. C. Sou, and Y. Sui, “Radio resource management for D2D-based V2V communication,” IEEE Transactions on Vehicular Technology, vol. 65, no. 8, pp. 6636–6650, Aug 2016.

[20] C. H. Papadimitriou, Computational Complexity. Chichester, UK: John Wiley and Sons Ltd. [Online]. Available: http://dl.acm.org/citation.cfm?id=1074100.1074233

[21] V. V. Vazirani, Approximation Algorithms. Berlin, Heidelberg: Springer-Verlag, 2001.

[22] Z. Gu, G. L. Nemhauser, and M. W. Savelberg, “Lifted flow cover inequalities for mixed 0-1 integer programs,” Mathematical Programming, vol. 85, no. 3, pp. 439–467, Aug 1999. [Online]. Available: https://doi.org/10.1007/s10107-006-0067-2

[23] 3GPP, “Technical Specification Group Radio Access Network; Study on LTE-based V2X Services,” 3rd Generation Partnership Project (3GPP), TR 36.885, June 2016. [Online]. Available: http://www.3gpp.org/ftp/Specs/html-info/36885.htm

[24] J. Karedal, N. Czink, A. Paier, F. Tufvesson, and A. Molisch, “Path loss modeling for vehicle-to-vehicle communications,” IEEE Transactions on Vehicular Technology, vol. 60, no. 1, pp. 323–328, Jan. 2011.

[25] D. Vlastaras, T. Abbas, M. Nilsson, R. Whiton, M. Olbäck, and F. Tufvesson, “Impact of a truck as an obstacle on vehicle-to-vehicle communications in rural and highway scenarios,” in Proc. IEEE 6th International Symposium on Wireless Vehicular Communications, Vancouver, Canada, 2014.

[26] 3GPP, “Evolved Universal Terrestrial Radio Access (E-UTRA); Radio Frequency (RF) system scenarios,” 3rd Generation Partnership Project (3GPP), TR 36.942, Oct. 2014. [Online]. Available: http://www.3gpp.org/ftp/Specs/html-info/36942.htm