An extended Krylov subspace method for decoding edge-based compressed images by homogeneous diffusion
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Abstract The heat equation is often used in order to inpaint dropped data in inpainting-based lossy compression schemes. We propose an alternative way to numerically solve the heat equation by an extended Krylov subspace method. The method is very efficient with respect to the direct computation of the solution of the heat equation at large times. And this is exactly what is needed for decoding edge-compressed pictures by homogeneous diffusion.
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1 Introduction

Inpainting-based compression of images refers to the idea to identify prominent data in an image and to only store this data. All other data is disregarded and, when needed, reconstructed by inpainting. In particular, we will consider edge-based compressed images, where the edges of an image together with adjacent grey/colour data are stored (e.g. [11,13,25,38]). This idea can be seen as a second-generation image coding method where the properties of the human visual system are taken into account (e.g. [33]). The edge-based compression works very well for cartoon-like images (cf. [28]). In order to improve the quality of the reconstruction for natural images, we also compress images based on dithering. Dithering also works due to the perception of images by the human visual cortex. We will work with these two basic coding techniques. But since our new contribution refers to the decoding, more advanced coding techniques (e.g. [24,29]) can easily be combined with our approach. We would also like to mention that, while our proposal deals with homogeneous diffusion, the proposed decoding method might be carried over to non-linear partial differential equations used for inpainting by the help of exponential integrators, in which the linear part is solved as proposed in this work. More information on exponential integrators might be found in the survey [23] and information on advanced image inpainting methods by partial differential equations can be found in [37].

In order to review the basic idea of inpainting-based compression of images, let \( f : \Omega \to \mathbb{R} \) be a given grey-scale picture. \( f(x) \) refers to the intensity of light and \( \Omega \) is the rectangular domain of the picture. In a colour picture, any channel is treated in the same way. After the compression of the picture, the intensities are only known on a subdomain \( K \subset \Omega \). This splits the image in a know part \( K \) and an unknown part \( \Omega \setminus K \). To flag the stored pixels in an efficient way, we will use the function

\[
c(x) = \begin{cases} 
1 & \text{for } x \in K, \\
0 & \text{for } x \in \Omega \setminus K,
\end{cases}
\]

which we will refer to as inpainting mask. With the help of the inpainting mask, the compressed image \( f_c \) can be written as \( f_c = cf \). In the middle of figure 1 such a compressed picture of the picture on the left-hand side is shown. Only the pixels that are not black are stored. This data is sufficient for the reconstruction on the right-hand side of figure 1. For the reconstruction, we inpaint the missing data by the heat equation. The
Approximated reliably for an arbitrary time \( t > \frac{1}{2} \), the matrix exponential times a vector can be large matrix with a field-of-values in the left complex half-plane, the matrix exponential times a vector can be approximated reliably for an arbitrary time \( t > 0 \) under reasonable assumptions on the vector (cf. \([7,9,20,32]\)). If the matrix \( A \) is symmetric and the field-of-values is on the negative real axis, then rational Krylov methods are known that converge fast without any restrictions on the vector (cf. \([21,24]\)). For finite subintervals of the negative real line, even super-linear convergence is obtained (cf. \([5]\)).

Our matrix \( A \) is not symmetric, but nevertheless allows for the use of a well-chosen rational Krylov subspace such that a fast convergence is obtained. We will approximate the solution of system \((1)\) in extended Krylov subspaces of the form

\[
E_{m-1}(\gamma I - A)^{-1}, b
\]

\[
= \text{span}\{b, Ab, (\gamma I - A)^{-1}b, \ldots, (\gamma I - A)^{-m+2}b\},
\]

where \( \gamma > 0 \) (cf. \([12,17,27]\)). After the computation of an orthonormal basis \( V_m \in \mathbb{R}^{n \times m} \) of this space and the compression \( S_m = V_m^T A V_m \) of the huge matrix \( A \) to a small \( m \times m \) matrix, the Krylov approximation \( f_m \) is given by

\[
f_m = \|b\| V_m e^{t S_m} e_1, \quad e_1 = (1, 0, \ldots, 0)^T \in \mathbb{R}^m.
\]

This way, the solution of the huge system \((1)\) is reduced to the solution of a small system of size \( m \times m \), that is, to the computation of \( e^{t S_m} e_1 \). For this purpose, methods for small matrices can be used (cf. \([11]\), chapter 10 in \([22]\)). It will turn out, that a small \( m \) is sufficient for arbitrary large matrices \( A \). The choice of the subspace that leads to this favourable property is intricate due to two restrictions. A good error estimate is necessary in order to estimate the accuracy of the method and the computation of the vectors \((\gamma I - A)^{-m} b\) requires the efficient solution of linear systems. This can be done by multigrid methods. In fact, it will turn out that only one solution of a linear system by the multigrid method is necessary for the purpose of reconstruction of compressed pictures. That is, the effort is comparable to the direct computation of the steady state of the system by a multigrid method as, for example, proposed in \([25]\). In addition, the system that has to be solved in the Krylov method possesses a significantly smaller condition number. One also has the possibility to calculate reconstructed images at smaller times \( t \) on purpose in order to regularise the computation.

The paper is organised as follows: After the introduction in this section, the encoding of pictures is briefly discussed in section 2. In section 3, the discretisation of the heat equation is described. The new decoding scheme and the main result that it works independent of the size of the picture for a given large time \( t \) is shown in section 4. The multigrid method adapted to our purposes as an efficient method to solve the linear systems is discussed in section 5. Numerical experiments with the decoding scheme as illustration of our method are
conducted in section 6. Here and everywhere, we will use pictures of the Kodak lossless colour image suite (cf. [16]). The work closes with a brief conclusion as section 7.

2 Encoding

In this section, we briefly describe the encoding. The basic idea is to determine a binary mask $c$ of the same size as the picture that indicates which of the grey/colour values are stored. The choice of this mask determines the compression. The fewer pixels we have to store the higher will be the compression. The choice of the mask is also important for the obtainable quality of the reconstructed image. We consider two basic methods in order to determine a good mask for a later inpainting of the picture. For simplicity, we will not consider the generation of more elaborate masks by advanced coding techniques (e.g. [24,29]). Our new decoding algorithm works with any mask $c$. For the demonstration of our approach, the two basic masks will suffice.

2.1 Edge detection

Edges are very important for the perception of images by the human brain (cf. [30]). Therefore, one often starts with detecting edge information in an image. One classic and often used idea is to identify edges as zero-crossings of the Laplacian of an image that has been smoothed by a Gaussian filter, the Marr-Hildreth edge detector (cf. [31]). For a colour picture, $f = (f_1, f_2, f_3)^T$, the Laplacian is defined as the sum of the Laplacians over all channels:

$$\Delta f = \sum_{k=1}^{3} \Delta f_k.$$ 

So, the idea is to store the pixels with large absolute value of this Laplacian. With respect to the inpainting approach by the heat equation, there is also a mathematical motivation for this idea. The steady state $u^S$ satisfies $\Delta u^S = 0$ in regions where the image has been reconstructed. For the nearly steady state $u(t)$ with a large time $t$, one has $\Delta u(t) \approx 0$. This means that with respect to reconstructing an image by the heat equation, the error of the reconstructed image is large at places where the original image has large modulus of the Laplacian. Therefore the pixels of largest absolute value of the Laplacian should be stored and not reconstructed. In order to remove zero-crossings that arise from small oscillations in the image, the magnitude of the gradient $\nabla u$ of the image at every pixel is used in addition. All edges are removed where the gradient is below a certain threshold. This is basically the idea of the Canny edge detector (cf. [10]).

Fig. 2 The mask has been chosen such that 10% of the pixels with the largest modulus of the Laplacian are contained.

Fig. 3 The mask has been chosen such that the modulus of the Laplacian has been scaled to 10% and dithering has been applied.

2.2 Dithering

If one uses the above idea for natural images, the highly textured parts of the image are strongly emphasised in contrast to the background. This can be seen in figure 2. The background seems to be too blurred. In order to improve the representation of smoother regions, in [6], it is proposed to choose the edge data proportional to the absolute value of the Laplacian. In order to follow this suggestion, we use Floyd–Steinberg dithering (cf. [15]) for the modulus of the Laplacian. This method also allows for a simple method to prescribe the percentage of the pixels to be stored. For example, if one wishes to store 10% of the pixels, the largest modulus of the Laplacian in the picture is scaled such that the average corresponds to a tenth of the value of a white pixel. If the maximal value of a white pixel is 255, the average corresponds to $0.1 \times 255 = 25.5$. In the course of the Floyd–Steinberg dithering, about 10% of the pixels will automatically be stored.
In the following, we will refer to the first method as *edge-based* compression and the second one as *dithering-based* compression. Dithering improves the display of the background in the reconstructed image as can be seen in figure 3. The edge-based compression is superior for cartoon-like images, vector graphics, pictograms, and letters, where the edges are the most important image feature. The dithering might be superior for natural images, as shown above.

2.3 Further compression

If one saves all important edges in the way proposed in [28], one stores more pixels as with the dithering approach. But this is mitigated by the fact that a subsampling of the edge-information is possible. Exactly by the algorithm proposed in [28], the two-dimensional signal is transformed to a one-dimensional one. Afterwards, since the one-dimensional signal shows more continuity, only every \(d\)-th value is stored. The masks generated by the edge-based approach are better suited for subsampling than the ones generated by dithering. A presmoothing to the one-dimensional signals might be applied in order to improve the subsampling even more.

The subsampled data is further compressed by uniform quantisation and then by applying an entropy coder. Since we mostly use the programming language Python in our numerical experiments, we applied the function *savez_compressed* of Python’s NumPy library as the entropy coder.

### 3 Discretisation

For decoding the compressed pictures, the \(N_x \times N_y\) pixels of the original picture are interpreted as a finite-difference approximation to the heat equation. The mask \(e\) turns into a binary mask, where 1 indicates that the pixel has been stored. Every such pixel is treated as a discretised Dirichlet boundary condition with the pixel value as the boundary value. Any boundary pixel, which is not a stored pixel, is treated as a homogeneous Neumann boundary. The Laplacian is discretised by the standard stencil

\[
\Delta^h = \begin{bmatrix}
0 & \frac{1}{h_x^2} & 0 \\
\frac{1}{h_y^2} - \left(\frac{2}{h_x^2} + \frac{2}{h_y^2}\right) & \frac{1}{h_x^2} & 0 \\
0 & \frac{1}{h_y^2} & 0
\end{bmatrix}
\]

with grid constants \(h_x, h_y\) in \(x, y\)-direction, respectively. The stencil is applied at any pixel which has not been stored. As usual in image processing, we will assume that the grid constants are one in both directions on the finest grid, which corresponds to the original picture. We illustrate the discretisation by the small example in figure 4. The discretised heat equation reads

\[
y' = Ay, \quad y(0) = b, \tag{5}
\]

where \(A\) and \(b\) are as follows.

\[
A = \begin{bmatrix}
-2 & 1 & 0 & 1 & 0 & 0 \\
1 & -3 & 1 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
1 & 0 & 0 & -2 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 1 & -2
\end{bmatrix}, \quad b = \begin{bmatrix}
0 \\
0 \\
z_3 \\
0 \\
0 \\
0
\end{bmatrix}.
\]

The matrix \(R\),

\[
R = \begin{bmatrix}
1 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 1
\end{bmatrix}
\]

selects, by multiplication from the left-hand side, the rows of the matrix \(A\) that correspond to pixels where the Laplacian stencil is applied. \(R^T\) blows a vector that corresponds to the inner pixels up to the full size of our picture while setting the boundary pixels to zero. The projector \(P = R^T R\) projects to the orthogonal complement of the space spanned by \(b\). As a consequence \(PA = A\).

\[
A_{sym} = RAR^T = \begin{bmatrix}
-2 & 1 & 1 & 0 \\
1 & -3 & 0 & 0 \\
1 & 0 & -2 & 0 \\
0 & 0 & 0 & -2
\end{bmatrix}, \quad b_{sym} = RAb.
\]

With the help of the matrices \(R\) and \(R^T\), respectively, a symmetric matrix \(A_{sym}\) can be extracted from the matrix \(A\) as well as a reduced vector \(b_{sym}\) that allow for an alternative representation of the solution of system 4 given in lemma 4.

#### Lemma 1

The exact solution of equation (5) can be written as

\[
y(t) = e^{tA}b = b + R^T(t\varphi(tA_{sym})b_{sym}), \tag{6}
\]

where \(\varphi_1(z) = (e^z - 1)/z\).
Proof It is well known that the matrix exponential solves the ordinary differential equation (5). Hence, from here, we obtain

\[ y(t) = e^{tA}b = b + t\varphi_1(tA)Ab = b + t\varphi_1(tPA)PAb \]

by \( PA = A \) and the fact that

\[ \varphi_1(R^T RA)^R = R^T \varphi_1(RAR^T) \]

giving the following theorem shows that (of the picture.) From the stencil, one can easily read negative eigenvalues as soon as at least one boundary hence is invertible. (Strictly speaking, theorem that \( A \) act solution of (5), of course. Analogously to the proof

\[ \text{In the alternative representation (6) of the solution, one can see that the stored pixels in } b \text{ are never altered due to the properties of } R^T, \text{ which is also true for the exact solution of } \text{(5)}, \text{ of course. Analogously to the proof of theorem 1 in } \text{(28), it follows by the Gerschgorin disk theorem that } A_{\text{sym}} \text{ has only negative eigenvalues and hence is invertible. (Strictly speaking, } A_{\text{sym}} \text{ has only negative eigenvalues as soon as at least one boundary pixel exists in the interior of the rectangular domain of the picture.) From the stencil, one can easily read off that the matrix } A_{\text{sym}} \text{ is symmetric. Based on these facts, the following theorem shows that } (\gamma I - A) \text{ is invertible for all } \gamma > 0, \text{ which is crucial for our decoding method.}

Lemma 2 For \( \gamma > 0 \), we have

\[ (\gamma I - A)^{-1} = \frac{1}{\gamma} I + \frac{1}{\gamma} R^T (\gamma I - A_{\text{sym}})^{-1} RA. \]

Proof We compute

\[ (\gamma I - A) \left( \frac{1}{\gamma} I + \frac{1}{\gamma} R^T (\gamma I - A_{\text{sym}})^{-1} RA \right) \]

\[ = \frac{1}{\gamma} (\gamma I - A) - \frac{1}{\gamma} (\gamma I - A) R^T (\gamma I - A_{\text{sym}})^{-1} RA \]

\[ = I - \frac{1}{\gamma} A - \frac{1}{\gamma} P (\gamma I - A) R^T (\gamma I - A_{\text{sym}})^{-1} RA \]

\[ = I - \frac{1}{\gamma} A - \frac{1}{\gamma} R^T (\gamma I - A_{\text{sym}}) (\gamma I - A_{\text{sym}})^{-1} RA \]

\[ = I - \frac{1}{\gamma} A - \frac{1}{\gamma} PA = I. \]

4 Decoding by the extended Krylov subspace method

Extended Krylov subspaces for invertible matrices use the matrix as well as its inverse (e.g. \([12,17,27]\)). Let \( C \) be an invertible matrix and \( b \) a vector of a suitable dimension. Then the extended Krylov subspace \( \mathcal{E}_p^q(C, b) \) is defined as

\[ \mathcal{E}_p^q(C, b) = \text{span}\{b, C^{-1}b, \ldots, C^{-q}b, Cb, \ldots, C^{p-1}b\}. \]

Due to lemma 2 \( \gamma I - A \) is invertible and hence we can set \( C = (\gamma I - A)^{-1} \). We will use extended Krylov subspaces where \( q \) is always one of the following form

\[ \mathcal{E}_m((\gamma I - A)^{-1}, b) = \mathcal{E}^1_m(\gamma I - A)^{-1}b, \ldots, ((\gamma I - A)^{-1} - m+2)b \].

Note, that we have used that \( \text{span}\{b, (\gamma I - A)b\} = \text{span}\{b, Ab\} \), here. We start by computing the orthonormal basis \( V_m \in \mathbb{R}^{n \times m} \) of the extended Krylov subspace by algorithm 1. Then, we compute the compression \( S_m = V_m^T AV_m \in \mathbb{R}^{m \times m} \) of the large matrix \( A \), and finally the Krylov approximation \( f_m \) as given in [5]. In order to understand the properties of the Krylov algorithm, we study the algorithm via the symmetric matrix \( A_{\text{sym}} \), the initial vector \( b_{\text{sym}} \), and the alternative solution representation (6).

Algorithm 1 Arnoldi-like algorithm

Set \( v_1 = b/\|b\| \)

for \( m=1,2,3,\ldots \) do

if \( m = 1 \) then

\( \tilde{v} = Av_1 \)

else if \( m = 2 \) then

\( \tilde{v} = (\gamma I - A)^{-1}v_1 \)

else

\( \tilde{v} = (\gamma I - A)^{-1}v_m \)

end if

for \( j = 1, \ldots, m \) do

\( \tilde{v} = \tilde{v} - (\tilde{v}, v_j)v_j \)

end for

\( v_{m+1} = \tilde{v}/\|\tilde{v}\| \)

end for

Algorithm 2 Symmetric Arnoldi

Set \( w_1 = b_{\text{sym}}/\|b_{\text{sym}}\| \)

for \( m=1,2,3,\ldots \) do

\( \tilde{w} = (\gamma I - A_{\text{sym}})^{-1}w_m \)

if \( m = 1 \) then

\( \tilde{w} = \tilde{w} - (\tilde{w}, w_1)w_1 \)

else

for \( j = m - 1, m \) do

\( \tilde{w} = \tilde{w} - (\tilde{w}, w_j)w_j \)

end for

end if

\( w_{m+1} = \tilde{w}/\|\tilde{w}\| \)

end for

The computation of the basis \( V_m \) by algorithm 1 can be compared with the symmetric Arnoldi method for a related Krylov subspace as outlined in lemma 3.

Lemma 3 Let \( W_{m-1} = [w_1, \ldots, w_{m-1}] \) be the Arnoldi basis for the Krylov subspace \( K_{m-1}((\gamma I - A_{\text{sym}})^{-1}, b_{\text{sym}}) \).
according to algorithm\cite{Hag2013} Then, the orthonormal basis for the extended Krylov subspace

\[ E_m((\gamma I - A)^{-1}, b) = \text{span}\{b, Ab, (\gamma I - A)^{-1}b, \ldots, (\gamma I - A)^{-m+2}b\} \]

according to algorithm\cite{Hag2013} reads

\[ V_m = [v_1, \ldots, v_m] = [v_1, R^T W_{m-1}] \quad , \quad v_1 = \frac{1}{\|b\|} b . \]

\textbf{Proof} The idea of the following proof is to compare the Arnoldi-like algorithm\cite{Hag2013} with the Arnoldi algorithm (cf. algorithm 6.1 in \cite{Hag2013}) for the standard Krylov space \( K_{m-1}((\gamma I - A_{\text{sym}})^{-1}, b_{\text{sym}}) \), whose definition can be found in section 6.2 of \cite{Hag2013}. The Arnoldi algorithm is the same as algorithm\cite{Hag2013} with the difference that the for-loop \( j \) runs from \( j = 0, \ldots, m \). The Arnoldi-like algorithm leads to the following. Let \( v_1 = \frac{1}{\|b\|} b \), which is the obvious start. Then

\[ A v_1 = \frac{1}{\|b\|} A b = \frac{1}{\|b\|} R^T b_{\text{sym}}, \]

\[ h_{1,1} = v_1^T A v_1 = \frac{1}{\|b\|^2} b^T A b = \frac{1}{\|b\|^2} b^T P A b = 0, \]

\[ \tilde{v}_2 = A v_1 - h_{1,1} v_1 = \frac{1}{\|b\|} R^T b_{\text{sym}}, \]

\[ v_2 = \frac{1}{\|v_2\|} \tilde{v}_2 = R^T \frac{1}{\|b_{\text{sym}}\|} b_{\text{sym}} = R^T w_1 . \]

Our statement is proved for \( m = 2 \). For \( m = 3 \), the calculation reads

\[ \tilde{v}_3 = (\gamma I - A)^{-1} v_1 - (v_1^T (\gamma I - A)^{-1}) v_1 \quad v_2 \]

\[ = (\frac{1}{\gamma} I + \frac{1}{\gamma} R^T (\gamma I - A_{\text{sym}})^{-1} R A ) v_1 \]

\[ - (v_1^T (\gamma I - A_{\text{sym}})^{-1} ) v_1 \]

\[ = \frac{1}{\gamma} R^T (\gamma I - A_{\text{sym}})^{-1} R A v_1 \]

\[ - \frac{1}{\gamma} (v_1^T R^T (\gamma I - A_{\text{sym}})^{-1} R A v_1) \quad v_2 \]

\[ = \frac{\|b_{\text{sym}}\|^2}{\|b\|^2} R^T \left( (\gamma I - A_{\text{sym}})^{-1} w_1 \right) \]

\[ = \frac{\|b_{\text{sym}}\|^2}{\|b\|^2} R^T \tilde{w}_2 . \]

Hence,

\[ \tilde{v}_3 = \frac{1}{\|v_3\|} \tilde{v}_3 = R^T \frac{\tilde{w}_2}{\|\tilde{w}_2\|} = R^T w_2 . \]

From here, induction will complete the proof for \( k \geq 3 \)

\[ \tilde{v}_{k+1} = (\gamma I - A)^{-1} v_k - \left( \sum_{j=2}^{k} (v_j^T (\gamma I - A)^{-1} v_k) v_j \right) \]

\[ = \left( \frac{1}{\gamma} I + \frac{1}{\gamma} R^T (\gamma I - A_{\text{sym}})^{-1} R A \right) v_k \]

\[ = \frac{1}{\gamma} R^T (\gamma I - A_{\text{sym}})^{-1} w_{k-1} \]

\[ - \sum_{j=2}^{k} (w_j^T (\gamma I - A_{\text{sym}})^{-1} w_{k-1}) R^T w_{j-1} \]

\[ = R^T (\gamma I - A_{\text{sym}})^{-1} w_{k-1} \]

\[ - \sum_{j=1}^{k-1} (w_j^T (\gamma I - A_{\text{sym}})^{-1} w_{k-1}) w_j \]

\[ = R^T \tilde{w}_k . \]

Finally,

\[ \tilde{v}_{k+1} = \frac{\tilde{v}_{k+1}}{\|\tilde{v}_{k+1}\|} = R^T \frac{\tilde{w}_k}{\|\tilde{w}_k\|} = R^T w_k . \]

We have now proved our statement for the Arnoldi algorithm. Since the matrix \((\gamma I - A_{\text{sym}})^{-1}\) is symmetric, the Arnoldi algorithm automatically reduces to the symmetric Arnoldi algorithm (cf. section 6.6 in \cite{Hag2013}).

The relation between algorithm\cite{Hag2013} and algorithm\cite{Hag2013} stated in lemma\cite{Hag2013} has another important obvious consequence, which is noted in corollary\cite{Hag2013}.

\textbf{Corollary 1} Due to lemma\cite{Hag2013} the for-loop \( j \) in algorithm\cite{Hag2013} only needs to run over \( j = m - 1, m \) for \( m > 3 \).

That things change for \( m > 3 \) can also be seen in the proof of lemma\cite{Hag2013}. The following lemma relates the compression \( S_m = V_m^T A V_m \) of \( A \) in the extended Krylov subspace to the compression \( \tilde{S}_{m-1} = W_{m-1}^T A_{\text{sym}} W_{m-1} \) of \( A_{\text{sym}} \) in the Krylov space \( K_{m-1}((\gamma I - A_{\text{sym}})^{-1}, b_{\text{sym}}) \).

\textbf{Lemma 4} Let \( \tilde{S}_{m-1} = W_{m-1}^T A_{\text{sym}} W_{m-1} \). Then, for \( S_m = V_m^T A V_m \), one can find

\[ S_m = \begin{bmatrix} 0 & 0 \\ u & S_{m-1} \end{bmatrix} , \quad u = \frac{1}{\|b\|} W_{m-1} b_{\text{sym}} = \frac{\|b_{\text{sym}}\|}{\|b\|} e_1 , \]

with \( e_1 \in \mathbb{R}^{m-1} \), and therefore, \( \gamma I - S_m \) is invertible for all \( \gamma > 0 \).
Proof By lemma [3] one obtains
\[ S_m = V_m^T A V_m = \left[ \frac{1}{\|b\|} b^T R^T W_{m-1} \right] A \left[ \frac{1}{\|b\|} b R^T W_{m-1} \right] \]
\[ = \left[ \frac{1}{\|b\|} b^T R \right] \left[ \frac{1}{\|b\|} A b R^T W_{m-1} \right] \]
\[ = \left[ \frac{1}{\|b\|} b^T R \right] A \left[ \frac{1}{\|b\|} b R^T W_{m-1} \right] \]
Since \( Av \) has zeros where \( b \) has entries and vice versa, \( b^T A b = 0 \) and \( \frac{1}{\|b\|} b^T R W_{m-1} = 0 \) is a zero vector of length \( m - 1 \). Furthermore,
\[ u = \frac{1}{\|b\|} W_m^T R A b = \frac{1}{\|b\|} W_m^T b \]
\[ = \frac{\|b_{\text{sym}}\|}{\|b\|} W_m^T \frac{u}{\|b\|} = \frac{\|b_{\text{sym}}\|}{\|b\|} e_1 \]
and
\[ S_{m-1} = W_{m-1}^T R A^T W_{m-1} = W_{m-1}^T A_{\text{sym}} W_{m-1} . \]
Hence
\[ \gamma I - S_m = \left[ \gamma \begin{array}{cc} 0 & 0 \\ u & \gamma I - S_{m-1} \end{array} \right] \]
is invertible, since \( \gamma > 0 \) and \( S_{m-1} \) is a symmetric, negative-definite matrix, by lemma [5] and \( \gamma I - S_{m-1} \) therefore is a symmetric positive-definite matrix.

Lemma 5 \( S_{m-1} \) is a symmetric and negative-definite matrix.

Proof The symmetry follows directly from the symmetry of \( A_{\text{sym}} \):
\[ S_{m-1} = \left( W_{m-1}^T A_{\text{sym}} W_{m-1} \right)^T = W_{m-1}^T A_{\text{sym}} W_{m-1} \]
Since \( A_{\text{sym}} \) is symmetric and has only negative eigenvalues, the field-of-values of \( A_{\text{sym}} \) is given as
\[ W(A_{\text{sym}}) = [\lambda_{\min}, \lambda_{\max}] \subset (-\infty, 0), \]
where
\[ \lambda_{\min} = \min_{\lambda \in \sigma(A_{\text{sym}})} \lambda, \quad \lambda_{\max} = \max_{\lambda \in \sigma(A_{\text{sym}})} \lambda, \]
and \( \sigma(A_{\text{sym}}) \) is the set of eigenvalues. Hence, for the field-of-values of \( S_{m-1} \),
\[ W(S_{m-1}) = \left\{ \frac{y^H S_{m-1} y}{y^H y} : 0 \neq y \in \mathbb{C}^{n-1} \right\} \]
\[ \subset W(A_{\text{sym}}) = [\lambda_{\min}, \lambda_{\max}] , \]
since
\[ \frac{y^H W_{m-1}^H A_{\text{sym}} W_{m-1} y}{y^H y} = \frac{y^H W_{m-1}^H A_{\text{sym}} W_{m-1} y}{y^H W_{m-1}^H W_{m-1} y} = \frac{x^H A_{\text{sym}} x}{x^H x}, \quad x = W_{m-1} y . \]
Hence, since \( \sigma(S_{m-1}) \subset W(S_{m-1}) \), all eigenvalues of \( S_{m-1} \) are negative and
\[ \frac{y^H S_{m-1} y}{y^H y} < 0 \quad \text{for all } y \neq 0 , \]
and therefore
\[ y^H S_{m-1} y < 0 , \quad \text{for all } y \neq 0 , \]
which means that \( S_{m-1} \) is negative definite.

The following theorem states that the boundary pixels are correctly set in the first Krylov step and not altered afterwards due to the properties of the matrix \( R^T \). An alternative representation of the Krylov approximation is given with the help of the \( \varphi_1 \)-function analogous to lemma [4].

Theorem 1 The Krylov approximation to the matrix exponential times vector, \( e^{tA}b \), in the extended Krylov subspace \( E_m((\gamma I - A)^{-1} b) \) reads
\[ \|b\| V_m e^{tS_m} e_1 = b + R^T \left( \|b_{\text{sym}}\| W_{m-1} t \varphi_1 (t S_{m-1}) e_1 \right) . \]

Proof With the help of lemma [4] one obtains
\[ e^{tS_m} = \sum_{k=0}^{\infty} \frac{t^k}{k!} S_m^k = \sum_{k=0}^{\infty} \frac{t^k}{k!} \left( 0 \begin{array}{c} 1 \\ 0 \end{array} \right) \]
\[ = I + \sum_{k=1}^{\infty} \frac{t^k}{k!} \left( \begin{array}{c} 0 \\ 0 \end{array} S_{m-1} \right) \]
and hence
\[ e^{tS_m} e_1 = e_1 + \sum_{k=1}^{\infty} \frac{t^k}{k!} \left( \begin{array}{c} 0 \\ 0 \end{array} S_{m-1} \right) e_1 \]
\[ = e_1 + \left( \begin{array}{c} 0 \\ 0 \end{array} \right) S_{m-1} e_1 \]
\[ = \left( 1 - t \varphi_1 (t S_{m-1}) e_1 \right) \]
Finally, one obtains
\[ \|b\| V_m e^{tS_m} e_1 \]
\[ = \|b\| \left[ v_1 \begin{array}{c} R^T W_{m-1} \\ 0 \end{array} \right] \left( \begin{array}{c} \|b_{\text{sym}}\| \\ \|b\| \end{array} \right) t \varphi_1 (t S_{m-1}) e_1 \]
\[ = \|b\| v_1 + \|b\| R^T W_{m-1} \left( \begin{array}{c} \|b_{\text{sym}}\| \\ \|b\| \end{array} \right) t \varphi_1 (t S_{m-1}) e_1 \]
\[ = b + R^T \left( \|b_{\text{sym}}\| W_{m-1} t \varphi_1 (t S_{m-1}) e_1 \right) . \]
The comparison of the exact solution with the Krylov approximation via the alternative representation by the \( \varphi_1 \)-function leads to the error bound in theorem 2. The \( \varphi_1 \)-function can be approximated uniformly for matrices/operators with field-of-values in the left half-plane, which could be proved in [19]. Here we obtain even better bounds due to the symmetry of the matrix at which the function is evaluated.

**Theorem 2** The error of the rational Krylov approximation \( f_m = \| b \| V_m e^{tS_m} e_1 \) in the extended Krylov subspace \( E_{m-1}(\gamma I - tA)^{-1}, b) \) with \( \gamma > 0 \), to the solution of (3) reads, for \( m \geq 2 \) and \( t > 0 \),

\[
\| e^{tA} b - f_m \| \leq 2tE_m(\gamma)\| b_{\text{sym}} \|,
\]

with

\[
E_m(\gamma) = \min_{r \in \mathcal{R}_{m-1}} \| \varphi_1 - r \|_{(-\infty,0]},
\]

where \( \| \cdot \|_{(-\infty,0]} \) designates the supremum norm on \( (-\infty,0] \) and the space

\[
\mathcal{R}_{m-1} = \left\{ \frac{p_{m-2}}{(\gamma - \gamma)_{m-2}} \mid p_{m-2} \in \mathcal{P}_{m-2} \right\}
\]

is the space of rational functions of the indicated form and dimension \( m - 1 \). Here, \( \mathcal{P}_{m-2} \) is the space of polynomials with degree less than or equal to \( m - 2 \).

**Proof** With lemma 3 and theorem 4 one obtains

\[
e^{tA} b - f_m = tR^T(\varphi_1(tA_{\text{sym}})b_{\text{sym}} - \| b_{\text{sym}} \| W_{m-1}\varphi_1(tS_{m-1})e_1).
\]

Hence, by the exactness property in the Krylov space \( K_{m-1}(\gamma I - A_{\text{sym}})^{-1}, b_{\text{sym}} \), namely

\[
\tilde{r}_{\text{sym}}b_{\text{sym}} = \| b_{\text{sym}} \| W_{m-1}\tilde{r}(S_{m-1})e_1,
\]

for all \( \tilde{r} \in \mathcal{R}_{m-1} \), one obtains (by using \( \tilde{r}(z) = r(t) \), \( t > 0 \), as rational function)

\[
\| e^{tA} b - f_m \|
\leq t\| (\varphi_1(tA_{\text{sym}}) - r(tA_{\text{sym}}))b_{\text{sym}}\|
+ t\| b_{\text{sym}} \| \| (r(tS_{m-1}) - \varphi_1(tS_{m-1}))e_1 \|
\leq 2\| b_{\text{sym}} \| \max_{r \in \mathcal{R}_{m-1}} \min_{z \in (-\infty,0]} |(\varphi_1(z) - r(z))|.
\]

Note that \( E_m(\gamma) \) does neither depend on the chosen \( t > 0 \) nor on the size of the matrix \( A \). With exactly the same ideas as in [14], table 4 of optimal values of \( \gamma \) with respect to the minimisation of the error can be numerically computed with the help of a simple transform and the Remez algorithm. Note that there is a subtle issue about scaling. One has to use the Krylov subspace as given in the theorem. Alternatively, one might use the space \( E_m(\tilde{\gamma}I - A)^{-1}, b) \) with \( \tilde{\gamma} = \gamma_{\text{opt}}/t \) for the simple reason that \( E_m((\tilde{\gamma} I - A)^{-1}, b) = E_m((\tilde{\gamma} I - A)^{-1}, b) \).

We refer the reader to [19] for details.

We illustrate the bound and the necessity of the scaling numerically. We use an all-white square grey-scale picture of size 1024 × 1024. The Canny-like edge detector then produces the mask with all boundary pixels set to one and all interior points set to zero. That is, the compressed picture has a white boundary and all pixels in the interior are black. For this simple example, the solution of the inpainting by the heat equation can be computed at any time \( t > 0 \) by fast transforms. In figure 5, we show the error bound of theorem 1 with the optimal choices of \( \gamma \) according to table 4 as a black solid line and the error of the approximation with respect to the Krylov subspace \( E_m((\tilde{\gamma} I - A)^{-1}, b) \) with \( \tilde{\gamma} = \gamma_{\text{opt}}/t \) as in the theorem as green circle-marked line for \( t = 25 \), \( t = 10^5 \), \( t = 10^5 \), and \( t = 10^7 \), respectively. The red diamond-marked line corresponds to the extended Krylov subspace \( E_m((I - A)^{-1}, b) \). That is, \( \gamma \) is set to one and not scaled. For \( t = 25 \), the approximation for small dimensions of the space with \( \gamma \) fixed to one is clearly worse than the error bound in contrast to the properly scaled Krylov subspace. For \( t = 10^3 \), \( t = 10^5 \), and \( t = 10^7 \), the approximation of the space with \( \gamma \) fixed to one does not improve for larger dimensions of the Krylov subspace, either. For \( t = 10^5 \), the approximation in the extended Krylov subspace

| #lss | m | \( E_m(\gamma_{\text{opt}}) \) | \( \gamma_{\text{opt}} \) |
|------|---|----------------|---------|
| 1    | 3 | 2.6 \cdot 10^{-2} | 1.5     |
| 2    | 4 | 6.6 \cdot 10^{-3} | 3.5     |
| 3    | 5 | 2.2 \cdot 10^{-3} | 5.5     |
| 4    | 6 | 6.9 \cdot 10^{-4} | 3.5     |
| 5    | 7 | 2.0 \cdot 10^{-4} | 5       |
| 6    | 8 | 8.9 \cdot 10^{-5} | 7       |
| 7    | 9 | 2.8 \cdot 10^{-5} | 8.5     |
| 8    | 10| 1.0 \cdot 10^{-5} | 6.5     |
| 9    | 11| 3.8 \cdot 10^{-6} | 8.5     |
| 10   | 12| 1.1 \cdot 10^{-6} | 10      |
| 11   | 13| 5.3 \cdot 10^{-7} | 8.5     |
| 12   | 14| 1.8 \cdot 10^{-7} | 10      |
| 13   | 15| 5.7 \cdot 10^{-8} | 11.5    |
| 14   | 16| 2.5 \cdot 10^{-8} | 10      |
| 15   | 17| 8.6 \cdot 10^{-9} | 11.5    |
| 16   | 18| 3.1 \cdot 10^{-9} | 13      |
| 17   | 19| 1.3 \cdot 10^{-9} | 11.5    |
| 18   | 20| 4.8 \cdot 10^{-10}| 13      |
| 19   | 21| 1.9 \cdot 10^{-10}| 14.5    |
| 20   | 22| 8.3 \cdot 10^{-11}| 16      |
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optimal $\gamma$ approximates the steady state, and here the worst-case error bound of theorem 1 is clearly too pessimistic. The Krylov subspace method reveals another of its strengths, the fact that these approximations are nearly optimal and can therefore be significantly better than worst-case error bounds. Since the eye can not distinguish very small deviations, the error bound in theorem 1 and our experiment suggest that an extended Krylov subspace with $\gamma$ fixed to one (red) diamond-marked line, and error of the extended Krylov subspace with $\gamma$ fixed to one (red) diamond-marked line for $t = 25$ on the top left-hand side, $t = 10^3$ on the top right-hand side, $t = 10^5$ on the bottom left-hand side, $t = 10^7$ on the bottom right-hand side.

Fig. 5 Error bound of theorem 1 (black) solid line for the optimal choice of $\gamma$, error of the extended Krylov subspace approximation to the compressed all-white picture for the optimal $\gamma$ (green) circle-marked line, and error of the extended Krylov subspace with $\gamma$ fixed to one (red) diamond-marked line for $t = 25$ on the top left-hand side, $t = 10^3$ on the top right-hand side, $t = 10^5$ on the bottom left-hand side, $t = 10^7$ on the bottom right-hand side.

Fig. 6 Example for the restriction and prolongation

\[
\begin{array}{ccc}
7 & 2 & 2 \\
4 & 6 & 3 \\
\end{array}
\xrightarrow{\gamma^H_{\mathbf{h}}}
\begin{array}{ccc}
5 & 3 \\
\end{array}
\xrightarrow{I^H_{\mathbf{h}}}
\begin{array}{ccc}
5 & 4 & 3 \\
\end{array}
\]

Fig. 7 Example for the restriction applied to the inpainting mask

\[
\begin{array}{ccc}
1 & 0 & 0 \\
0 & 0 & 0 \\
\end{array}
\xrightarrow{\gamma^H_{\mathbf{h}}}
0.25
\xrightarrow{\text{sgn}}
\begin{array}{c}
1 \\
\end{array}
\]

\[
\mathbf{h} = (h_x, h_y)^T. \quad \text{On the finest grid } (h_x, h_y)^T = (1, 1)^T, \quad \text{which is a popular choice in image processing. For the next coarser grid, one would like to double the grid spacing in both directions. This is only possible for powers of two. In order to include other grids, we define the coarser grid } \Omega^H \text{ with the spacings } \mathbf{H} = (H_x, H_y)^T, \quad \text{with}
\]

\[
H_x = h_x \frac{N_x^H}{N_x}, \quad H_y = h_y \frac{N_y^H}{N_y},
\]

where $N_x^H = \lceil N_x^H / 2 \rceil$ and $N_y^H = \lceil N_y^H / 2 \rceil$ are the number of pixels in each direction in the coarse grid. For the restriction, the coarse pixel is the average of the fine pixels according to the area of the fine pixel that contributes to the coarse pixel. The prolongation reverses this process. For the restriction matrix $\gamma^H_{\mathbf{h}}$ and the prolongation matrix $I^H_{\mathbf{h}}$, one has the relation

\[
\gamma^H_{\mathbf{h}} = \alpha (N^H_{\mathbf{h}})^T, \quad \alpha = \frac{N^H_{x} N^H_{y}}{N^H_{x}^2 N^H_{y}}, \quad \frac{h_x h_y}{H_x H_y}.
\]

Restriction and prolongation are illustrated in figure 6. Since we have two different sorts of pixels, we also have to apply the restriction and prolongation to our binary inpainting mask $\mathbf{c}$. We therefore adapt the restriction of the inpainting by applying the element-wise sign function to the restricted inpainting mask

\[
\mathbf{c}^H = \text{sgn}(\gamma^H_{\mathbf{h}} \mathbf{c}).
\]

This is also illustrated in figure 7. With these two definitions, we obtain a natural definition of the coarse matrix $A^H$. We can just use again the standard stencil for the Laplace operator with respect to the grid spacing $\mathbf{H} = (H_x, H_y)^T$. For the multigrid method, we also need to compute the restriction of the fine residual $r^H$. 

5 Implementation details

For the efficient computation of $\mathbf{v}^\mathbf{h} = (\gamma I - A^\mathbf{h})^{-1} \mathbf{b}^\mathbf{h}$, we use the multigrid method applied to the system

\[
\mathbf{P}^\mathbf{h} \mathbf{v}^\mathbf{h} = \mathbf{b}^\mathbf{h}, \quad B^\mathbf{h} = (\gamma I - A^\mathbf{h}).
\]

The superscript $\mathbf{h}$ indicates that the matrices and vectors belong to the finest grid which corresponds to the original image. In order to efficiently implement the multigrid method, we operate on the discrete images following mainly the ideas in [8] and [25]. For the application of the multigrid method, we look at a fine grid $\Omega^\mathbf{h}$ with $N^\mathbf{h} = N_x^\mathbf{h} \times N_y^\mathbf{h}$ pixels, where $N_x^\mathbf{h}$ and $N_y^\mathbf{h}$ correspond to the number of pixels in $x$- and $y$-direction, respectively. The grid spacing is denoted by
With the Hadamard product $\circ$, the restriction of the fine residual to the coarse residual is

$$r^H = (\tilde{1} - c^H) \circ (I^H b^h), \quad \tilde{1} = (1, \ldots, 1)^T.$$

The residual needs to be set to zero for known pixels (known according to the coarse inpainting mask $c^H$). This is illustrated in figure 8. In order to apply nested iteration to obtain a good starting value for the multiresidual, the coarse residual is set to zero for known pixels.

![Fig. 8 Computation of the coarse residual $r^H$. As for the fine residual, the coarse residual is set to zero for known pixels.](image)

Where $\circ$ is element-wise division with the exception that a division by zero leads to zero. This is illustrated in figure 9. In order to motivate this choice of the restriction for the right-hand side, we illustrate the restriction of $b$ with the reweighting and without in figure 10. Since division by very small numbers might be unstable, the values of $I^H b^h$ are set to zero below a certain tolerance before the operator $\circ$ is applied. More exactly, we use

$$c^h_{ij} = \begin{cases} 1 & \text{if } (I^H b^h)_{ij} > \varepsilon, \\ 0 & \text{else}. \end{cases}$$

![Fig. 9 Computation of the coarse right-hand side $b^H$.](image)

![Fig. 10 Restriction of the right-hand side $b^h$]. The top row shows the restriction with the reweighting, the bottom row without. Without reweighting, the colours lose intensity on the coarser grids.

With these preparations, we state the full multigrid method as algorithm 3. It consists of nested iteration (cf. algorithm 2) for a good starting vector followed by several $\mu$-cycles (cf. algorithm 3). The $\mu$-cycle for $\mu = 1$ is also called $V$-cycle and the $\mu$-cycle with $\mu = 2$ is also called $W$-cycle.

![Algorithm 3 $\mu$-cycle ($v^h = MG(v^h, b^h)$).](algorithm)

![Algorithm 4 Nested iteration ($v^h = NI(b^h)$).](algorithm)

6 Numerical experiments

In this section, we present some experiments with our decoding scheme. In the first subsection, we show that
the new method outperforms standard time-integration methods. That the method compares to other (linear) edge-compressing schemes is shown in the second subsection. Finally, we demonstrate the use of our scheme on a real-world device.

6.1 Performance of the integrator

Basically, we have to compute the solution \( y(t) \) of the system of ordinary differential equations (1) for a large time \( t \). After subdividing the interval \([0, t]\) in \( n \) subintervals, the standard and most-used methods to approximate this solution are the implicit (or backward) Euler method

\[
y(t) \approx (\gamma I - A)^{-1} b_0, \quad \gamma = \frac{n}{t} \tag{7}
\]

and the Crank–Nicolson method

\[
y(t) \approx ((\gamma I + A)(\gamma I - A)^{-1})^n b, \quad \gamma = \frac{2n}{t}. \tag{8}
\]

The larger \( n \), the more accurate is the approximation. To apply both methods, we have so solve \( n \) linear systems of exactly the same type as for the Krylov method. Since this is the largest workload, we compare the methods with respect to the number of necessary solutions of linear systems of this type. For our edge-compressed all-white square test picture of section 2, the relative error in the Euclidean norm is shown in figure 11. For \( t = 10, t = 10^2, t = 10^3, \) and \( t = 10^4 \), the error of the methods versus the number of necessary solutions of the large linear system are shown. For larger \( t \), the Crank-Nicolson method becomes worse, (which is a known behaviour due to stability considerations), while the backward Euler scheme remains unaffected. For large \( t \) and an approximation error of about \( 10^{-3} \), the implicit Euler scheme needs to solve 1000 linear systems of the type \((\gamma I - A)x = b\), while the Krylov method only needs 8. This is a factor of 125 times faster. This clearly demonstrates our main contribution that the Krylov method can solve homogeneous inpainting problems with a significantly improved speed.

6.2 Quality of compression

In order to ensure that decoding the edge-compressed pictures by the Krylov method does not affect the quality of the recovered image, we provide experiments with pictures of the Kodak lossless true colour image suite (cf. [16]), whose thumbnail true pictures can be seen in figure 12. In order to measure the deviation of the decoded compressed picture from the original picture, we use the mean-square error (MSE). For two colour pictures \( u, v \in \mathbb{R}^{M,N,3} \) with three colour channels and dimension \( M \times N \), the mean-square error is given as

\[
\text{MSE}(u, v) := \frac{1}{3MN} \sum_{k=1}^{3} \sum_{i=1}^{M} \sum_{j=1}^{N} (u_{i,j,k} - v_{i,j,k})^2.
\]

We use \( \mu = 2 \) in algorithm 3, which corresponds to the W-cycle, and 4 pre- as well as post-relaxation steps. For the nested iteration in order to obtain a good starting value, we use \( v_0 = 1 \) in algorithm 4. For these pictures, we use 7 levels in the multigrid method.

We found that for a large time \( t = 10^7 \), the extended Krylov subspace with dimension \( m = 3 \) is sufficient to approximate the steady state. This means that only
one solve of a linear system with the multigrid method is necessary. For the optimal $\gamma = 1.5/t$ and picture kodim07 of the test suite, the steady state and the reconstruction can be seen on the bottom of figure 13 on the left-hand and right-hand side, respectively. On the top of figure 13 on the left-hand side, the original picture is shown for comparison. The image has been compressed by the dithering-based method. The mask can be seen on the top of figure 13 on the right-hand side. A closer inspection reveals that the difference between the steady state and the reconstruction with a large time is several orders of magnitude smaller than the difference of both with respect to the original. The same observation turned out to be true for the whole test set and for dithering-based as well as the edge-based compression of the images. We present the results in table 2. Here, we also state the peak signal-to-noise ratio (PSNR),

$$\text{PSNR}(u, v) := 10 \cdot \log_{10} \left( \frac{255^2}{\text{MSE}(u, v)} \right) \text{[dB]},$$

which is the most commonly used measure for the quality of reconstructions in lossy compression schemes. We also state the compression rate in bits per pixels (bpp) which refers to the average number of bits needed to encode each image pixel. The original pictures are RGB pictures using 8 bits per colour channel which gives 24 bpp in the original pictures. Better values are marked in bold. The averages (avg) over all values are shown in the last row. The results in table 2 show that the decoding method is sufficiently accurate and not worse than a scheme that directly computes the steady state. The direct computation of the steady state leads to a table with only very minor variations in the numbers.

#### Table 2 Comparison of the quality of the reconstruction for the proposed decoding scheme for dithering-based as well as edge-based compressed images of the test suite.

| img   | dithering-based bpp | MSE | PSNR | edge-based bpp | MSE | PSNR |
|-------|---------------------|-----|------|----------------|-----|------|
| 01    | 2.37                | 161.42 | 26.05 | 2.17           | 164.39 | 25.97 |
| 02    | 2.23                | 26.63 | 33.88 | 1.99           | 64.59  | 30.03 |
| 03    | 2.18                | 14.23 | 36.60 | 1.66           | 50.11  | 31.13 |
| 04    | 2.37                | 26.31 | 33.93 | 2.11           | 47.98  | 31.32 |
| 05    | 2.74                | 144.67| 26.53 | 2.43           | 165.88 | 25.93 |
| 06    | 2.34                | 86.72 | 28.75 | 2.00           | 148.47 | 26.41 |
| 07    | 2.38                | 22.65 | 34.58 | 1.45           | 62.19  | 30.19 |
| 08    | 2.68                | 271.95| 23.79 | 1.99           | 282.04 | 23.63 |
| 09    | 2.16                | 20.77 | 34.96 | 1.19           | 51.70  | 31.00 |
| 10    | 2.22                | 22.90 | 34.53 | 1.61           | 46.91  | 31.42 |
| 11    | 2.41                | 53.80 | 30.82 | 2.06           | 86.52  | 28.76 |
| 12    | 2.13                | 20.24 | 35.07 | 1.77           | 39.67  | 32.15 |
| 13    | 2.70                | 261.84| 23.95 | 2.99           | 286.27 | 23.56 |
| 14    | 2.63                | 77.51 | 29.24 | 2.50           | 101.81 | 28.05 |
| 15    | 2.34                | 26.98 | 33.82 | 1.86           | 74.44  | 29.41 |
| 16    | 2.09                | 35.29 | 32.65 | 1.81           | 63.26  | 30.12 |
| 17    | 2.28                | 22.83 | 34.55 | 1.92           | 53.52  | 30.85 |
| 18    | 2.71                | 74.10 | 29.43 | 2.57           | 129.92 | 27.31 |
| 19    | 2.30                | 52.76 | 30.91 | 1.70           | 106.74 | 27.85 |
| 20    | 2.05                | 22.22 | 34.66 | 1.28           | 68.80  | 29.76 |
| 21    | 2.36                | 49.72 | 31.17 | 1.72           | 111.10 | 27.67 |
| 22    | 2.59                | 42.20 | 31.88 | 2.42           | 72.10  | 29.55 |
| 23    | 2.36                | 9.86  | 38.19 | 1.88           | 39.84  | 32.13 |
| 24    | 2.57                | 102.71| 28.01 | 2.18           | 153.04 | 26.28 |

avg 2.38 | 68.77 | 31.58 | 1.97 | 102.60 | 28.77 |

### 6.3 Performance on an everyday device

High compression rates are particularly important for embedded devices like smartphones, smart TV sets, and smart watches where storage is limited. Nowadays, these devices include embedded GPUs (Graphics Processing Unit) which allow to accelerate image processing tasks, considerably. The industry standard to accelerate graphics by the use of these GPUs is OpenGL ES (Open Graphics Library for Embedded Systems) managed by the non-profit Khronos group (cf. [26]). For our experiment, we will use the version OpenGL ES 3.2, which is available on 73% of the devices as of the 31st July 2021 (cf. [4]) as well as the version OpenGL ES 3.1 with the extension GL_EXT_color_buffer_float which allows to render to float textures attached to a framebuffer. Our approach, with the implementation details given in section 5, perfectly fits to the OpenGL application interface. Pictures are treated as textures that are operated on in a parallel manner by the use of vertex and fragment shaders. Turning the matrices in sparse formats would not lead to algorithms that can be easily ported to embedded GPUs. We first used a desktop computer with a NVIDIA GeForce GT 730/PCIe/SSE2.
OpenGl ES 3.2 is available on this GPU. The average time of ten runs of our program to decode the $512 \times 512$ RGB picture in the middle of figure (1) to the picture on the right-hand side of figure (1) was 0.116 s. The dimension of system (1) is 786432 for this picture. On a notebook with the integrated graphics processor Intel(R) HD Graphics 620 (KBL GT2), the average time of ten runs of our program to decode the 512 × 512 picture was 0.049 s. OpenGL ES 3.2 is also available on this graphics processor. As an embedded device, we used smartphone running Android version 9 (pie) with a Qualcomm Adreno 308 GPU with the same picture. This phone allows for version OpenGL ES 3.1 with a reasonable performance on this phone in a real-life application. On a high-end smartphone with a more powerful GPU, the decoding is expected to be faster.

7 Conclusion

We presented an efficient method to solve inpainting problems by homogeneous diffusion based on extended Krylov subspaces. The method is basically applicable to all inpainting problems of this type. We studied the problem of decoding edge-based and dithering-based compressed images, where the boundaries for the inpainting problems are especially challenging. To our best knowledge, no other method is known that can provably solve inpainting problems up to a large time $t$ with such an accuracy and efficiency.
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