Comparison of Air-Gaps Effect in a Small Cavity on Dose Calculation for 6 MV Linac
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ABSTRACT

Background: Many authors stated that cavities or air-gaps were the main challenge of dose calculation for head and neck with flattening filter medical linear accelerator (Linac) irradiation.

Objective: The study aimed to evaluate the effect of air-gap dose calculation on flattening-filter-free (FFF) small field irradiation.

Material and Methods: In this comparative study, we did the experimental and Monte Carlo (MC) simulation to evaluate the presence of heterogeneities in radiotherapy. We simulated the dose distribution on virtual phantom and the patient’s CT image to determine the air-gap effect of open small field and modulated photon beam, respectively. The dose ratio of air-gaps to tissue-equivalent was calculated both in Analytical Anisotropic Algorithm (AAA) and MC.

Results: We found that the dose ratio of air to tissue-equivalent tends to decrease with a larger field size. This correlation was linear with a slope of -0.198±0.001 and -0.161±0.014 for both AAA and MC, respectively. On the other hand, the dose ratio below the air-gap was field size-dependent. The AAA to MC dose calculation as the impact of air-gap thickness and field size varied from 1.57% to 5.35% after the gap. Besides, patient’s skin and oral cavity on head and neck case received a large dose discrepancy according to this study.

Conclusion: The dose air to tissue-equivalent ratio decreased with smaller air gaps and larger field sizes. Dose correction for AAA calculation of open small field size should be considered after small air-gaps. However, delivered beam from others gantry angle reduced this effect on clinical case.
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Introduction

Advanced radiotherapy techniques such as Intensity Modulated Radiation Therapy (IMRT), Volumetric Modulated Arc Therapy (VMAT), and Stereotactic Radiotherapy (SRT) are widely implemented to treat cancer patients. Recent technology developments have shown that the removal of the flattening filter from the head Linac is advantageous for advanced irradiation techniques. However, the removal of the flattening filter affects the characteristics of the Linac photon output, as the flattening filter is known to be the main attenuator component. On the other hand, the algorithms of the treatment planning system (TPS) have been optimized for flattened beams. In a flattening filter free (FFF) photon beam, the beam model needs to be changed.
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In theory, dose calculation is simplified due to reduced head scatter, less off-axis softening, lower electron contamination, and lower leaf transmission on off-axis distance [1].

Another issue of TPS beam modelling was inhomogeneity correction. AAA, which has been implemented commercially to calculate dose distribution and embedded in Eclipse TPS was found debatable to calculate the absorbed dose in different density, especially when facing a low-density material that underestimated dose in a range of 8% - 45% [2]. Inhomogeneity correction was needed for lung equivalent density of the regular field size of Linac [3]. The degradation of the dose was found when increasing the thickness of the air gap and larger field sizes were reported by Robinson et al., [4]. Aarup et al. (2009) studied the inhomogeneity effect of 15 cm lung densities on various dose algorithms such as AAA, pencil beam convolution (PBC), and collapse cone convolution (CCC). They found that PBC was inaccurate due to inflating lung volume and AAA was a good agreement to Monte Carlo (MC) if the density was ≥ 0.2 g/cm³. On the other hand, the CCC algorithm was the best matched to MC of all algorithms [5].

Besides, the head and neck are parts of the human body containing cavities with low-density or air-filled material such as the trachea and nasal cavity. The cavities were less dense and smaller than the lung. These cavities became one of the main challenges of radiation cancer treatment of the head and neck area [6-8]. Moreover, the advanced technique of radiotherapy, either IMRT or Stereotactic Body Radiation Therapy (SBRT) were using a small beamlet of the multi-leaf collimator or small field size irradiation. Several authors have published the results of dose calculations in small fields for low-density materials, both measurements, and simulations. [9-11]. It had to be mentioned that the direct measurement of small field irradiation was difficult to be handled [12]. In order to reduce the error, MC simulation became an excellent method to obtain the absorbed dose on small field irradiation. However, several studies have reported the dose difference on TPS of the impact of low-density material either for regular or small field irradiation, no specific reports addressed small field FFF beams on small air-gap thickness so far. This study aimed to evaluate the effect of air-gap inhomogeneity dose calculation of FFF small field irradiation. MC simulation was employed to study the characteristics of the FFF beam in the heterogeneity region. Virtual phantoms of 0, 2, 4, 6, 8, 10, and 15 mm air-gaps were built. We did the simulation at 1×1, 2×2, 3×3, 4×4 cm² field sizes of 6 MV FFF photon irradiation. The dose ratio of air-gaps to tissue-equivalent was calculated both in AAA and MC. Moreover, we evaluated the planned dose distribution of head and neck cancer case based on the Monte Carlo simulation.

Material and Methods

In this experimental and Monte Carlo (MC) simulation study, we performed the dose calculation TPS, which implemented AAA algorithm at Pasar Minggu Regional General Hospital, Indonesia. The calculation was done at 2 mm dose grid inside the dimension of longitudinal × lateral × vertical direction of 30 × 20 × 16 cm³ virtual phantom for open small field and patient CT image for IMRT irradiation. Furthermore, the EGSnrc Monte Carlo code was employed to do the same parameter as a comparison of planned dose.

Phantom/patient image

We generated virtual phantom using MATLAB code, which was then saved in DICOM format. The scheme of the MC simulation on the phantom is displayed in Figure 1. Overall, the phantom design was divided into three regions, i.e. surface, air-gap, and after the air-gap. The surface was conducted in a 2.67 cm tissue-equivalent density. The air-gap is a simulated area with various thickness of air density. We set the air-gap to 0, 2, 4, 6, 8, 10, and 15
mm thickness in our work. A MATLAB image structure was constructed using unsigned integer 16-bit (uint 16), which had a pixel value $2^n-1$ with $n$ from 0 to 16. Since the pixel value and Hounsfield Unit (HU) had a linear correlation \[13\], we defined 0-pixel value equals to -1000 HU. The CT numbers inserted were 134 HU $\approx 1.134 \text{ g/cm}^3$ and -976 HU $\approx 0.024 \text{ g/cm}^3$ for tissue-equivalent and air, respectively. The voxel size of the virtual phantom was $0.14 \times 0.11 \times 0.11 \text{ cm}^3$.

On the other hand, we performed the IMRT left parotid case on the patient CT-scan image. The target volume was next to the oral cavity, which is matched to our study design. Since the Monte Carlo and TPS dose calculation is based on electron density, we extracted the electron density from CT number during the commissioning of the Linac machine. Furthermore, the CT image was reconstructed with voxel dimension of $0.10 \times 0.10 \times 0.10 \text{ cm}^3$.

Besides, the EGSnrc needed another format of the image called egphant. The DICOM file was converted into egphant file using CT-create, which was a user code to build the readable image from CT. In order to obtain the same voxel size as DICOM file, the phantom dimension at egphant was cropped to $17 \times 14 \times 14 \text{ cm}^3$ symmetrically from the central axis.

**TPS calculation and Monte Carlo simulation**

We used an analytical anisotropic algorithm (AAA), implemented in the Eclipse planning system to obtain the dose distribution inside the phantom. AAA is an advanced algorithm based on a pencil beam method, which iterates the beam straight vertically on the z-axis and then superposition it laterally. The irradiation technique was source to surface distance (SSD), 100 cm open field at 0° gantry rotation with a variation of small field sizes. In this work, we retract the multileaf collimator (MLC). On other words, we shaped the radiation fields to $1\times1, 2\times2, 3\times3, 4\times4 \text{ cm}^2$ on the virtual phantom surface using jaws. The selected energy was 6 MV with FFF mode and normalization to the depth maximum. For the IMRT case, we applied 5 gantry angles method with isocenter on the middle of the planning target volume (PTV). The isocenter was also chosen to be a normalization point in our study. The irradiation field sizes is depended on the PTV’s beam eye view and the MLC is used to modulate the intensity inside the target volume.
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We employed EGSnrc Monte Carlo simulation with the similar techniques. The simulation itself consisted of two main programs. First, the particles were simulated inside the head of FFF Linac, whose structure generated from the previous study [14]. The particle source was electrons with the kinetic energy of 6.2 MeV and a full-width half-maximum of 0.2 cm. These particles bombarded a tungsten target and produced the photon beams radiation. The photon would penetrate and attenuate at primary collimator, vacuum glass, filter, monitor chamber, mirror, jaws, and MLCs. The flattening filter in this study was replaced by a filter called \textit{FakeBeam} filter [15], which has been investigated in our previous work for regular and small field irradiation [16]. The MLC movement parameters were obtained from the MLC sequence of the TPS for the IMRT case. We collected the phase space file, stored the characteristics of the particles after the MLCs structure. The phase space file then became the source in the second term of Monte Carlo simulation. Second, Monte Carlo simulated the interactions inside the virtual phantom and patient images. The particles simulated in this work were $4 \times 10^8$ histories, and the simulation would be stopped when the energy of photon and electron was 0.01 and 0.521 MeV, respectively. In order to reduce the simulation time, we used direct bremsstrahlung splitting with a 20 cm spread radius. Furthermore, we exported the dose distribution inside the virtual phantom and patient images for both TPS and Monte Carlo simulation.

The focus of the interest of this study was the radiation interaction in the effect of the small air-gaps. The percentage depth dose (PDD) of each field sizes and dose distribution on the patient’s axial view were collected and then compared between TPS calculation and Monte Carlo simulation. A zero air-gap or homogeneous virtual phantom became a standard normalization point of all the air-gap variation at each field size. Since the Monte Carlo became an ideal dose distribution method in this study, the calculated doses from TPS were adjusted to simulated doses of Monte Carlo in order to reduce the error at the heterogeneous material. Equation 1 described this adjusted definition:

$$D_{TPS,p}^* = D_{TPS,p} \times \frac{D_{MC,p,h}}{D_{TPS,p,h}}$$  \hspace{1cm} (1)

Where $D_{TPS,p}^*$ and $D_{TPS,p}$ were TPS calculated doses with adjusted and nonadjusted point $p$ in a heterogeneity phantom, respectively. $D_{MC,p,h}$ and $D_{TPS,p,h}$ were Monte Carlo simulated dose and TPS calculated dose at a point $p$ in a homogeneity phantom. Equation 1 was necessary if the dose difference between Monte Carlo and TPS was beyond 2% [9]. The dose difference ($%D$) itself followed the Equation 2.

$$%D = \frac{D_{MC,p} - D_{TPS,p}^*}{D_{MC,p}} \times 100\%$$  \hspace{1cm} (2)

Where $D_{MC,p}$ was the Monte Carlo simulated dose at a point $p$ in a heterogeneity phantom. Moreover, this study looked for the correction needed of TPS dose calculation as an impacted of perturbation of the thin air gap inside the phantom. The dose correction factor (DCF) between Monte Carlo and TPS was then compared inside the air-gap after the secondary build-up region beyond the air-gap. DCF followed Equation 3.

$$DCF = \frac{D_{TPS,p}^*}{D_{TPS,p,h}} \times \frac{D_{MC,p,h}}{D_{MC,p}}$$  \hspace{1cm} (3)

Results

The evaluation of dose distribution was firstly carried out on the homogeneous phantom in order to check whether it needed a dose adjustment or not in the later analysis. The percentage depth dose (PDD) at the central axis of the homogeneous phantom was plotted based on both TPS calculation and MC simulation for all field sizes. We normalized the PDDs at the depth maximum and found that the dose distributions of TPS calculation before adjustment were smaller than the MC calculation. The maximum depth of TPS calculation and MC...
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Simulation was at 1.26 and 1.12 cm for all field sizes, respectively. In other words, there was a 0.14 cm shift of maximum doses. Since the shift was small enough, we did not correct the shifting of these dose distributions.

Moreover, the dose difference at each depth was generated between TPS and MC. The dose difference maximum for 1×1, 2×2, 3×3, and 4×4 cm² was -7.57, -8.43, -8.79, and -6.61%, respectively. The dose differences on the deeper area was higher than the shallow one. We assumed that the TPS calculation underestimated the dose because of the lack of scattering iteration inside the AAA method, especially for small field sizes beam irradiation. Based on the results mentioned above, we adjusted the TPS calculation of homogeneous phantom to MC simulation so that the TPS calculation hereafter means TPS calculation after adjustment.

**Inside the air-gaps**

The TPS calculation and MC simulation were done at a various air-gap thickness of virtual homogeneous phantoms. Since we repeated the calculation and simulation six times, some points of depth were evaluated 7-i times where i was the iteration of thinnest to thickest meaning i = 1, 2, 3, 4, 5, 6 for 2, 4, 6, 8, 10, and 15 mm air-gap thickness, respectively. The result of doses was quite similar for the repetition with difference air-gaps phantom for TPS calculation with a standard error of 0.12%. However, Monte Carlo simulation showed a higher dose when the point of interest was near the end of air-gaps, as shown in Table 1.

Furthermore, the discrepancy in absorbed dose inside the air-gap for TPS calculation and MC simulation was very high. Figures 2a and b show the PDD of tissue-equivalent and air material densities concerning to describe the differences absorbed dose from MC simulation and adjusted TPS calculation. The evaluation was done inside the most substantial air-gap phantom which started at 2.80 cm to 4.07 cm below the phantom surface. For TPS dose evaluation on open small fields irradiation, we calculated the dose difference of the TPS PDDs to MC PDDs, as described in Figure 3.

A huge dose difference was found at 1×1 cm² field size which had a deviation of up to 134%. However, the dose difference became low with an increasing field size so that 4×4 cm² had a maximum deviation of 23.5%. However, the dose difference was still out of the tolerance limit as the results indicated that AAA calculation was significantly improved at larger field sizes when facing a very low-density material.

We found that both MC simulation and TPS calculations had a linear correlation between a step-up dose ratios with an increment of field sizes, as seen in Figure 4. These ratios were agreed with a linear trend line of $y=ax+c$ only for small field irradiation up to 4×4 cm². We found that the slope for both AAA and MC

**Table 1:** Percentage dose of Monte Carlo (MC) simulation and treatment planning system (TPS) calculation inside the air gap at 1.4 mm (near the end of air-gap of 2 mm thickness) below the boundary.

| Air-gap | Monte Carlo simulation dose (%) | Treatment planning system calculation dose (%) |
|---------|--------------------------------|---------------------------------------------|
| Thickness (mm) | 1×1 cm² | 2×2 cm² | 3×3 cm² | 4×4 cm² | 1×1 cm² | 2×2 cm² | 3×3 cm² | 4×4 cm² |
| 2       | 69.20  | 78.12  | 81.53  | 82.36  | 85.96  | 88.64  | 90.49  | 90.32  |
| 4       | 66.94  | 75.32  | 78.03  | 80.32  | 85.80  | 88.77  | 90.48  | 90.09  |
| 6       | 66.36  | 73.92  | 77.03  | 81.86  | 86.07  | 88.51  | 90.26  | 90.30  |
| 8       | 65.98  | 73.76  | 77.21  | 80.55  | 86.19  | 88.57  | 90.48  | 90.21  |
| 10      | 66.50  | 72.87  | 76.93  | 81.09  | 86.13  | 88.59  | 90.48  | 90.30  |
| 15      | 65.71  | 72.22  | 76.06  | 76.35  | 86.01  | 88.79  | 90.21  | 90.32  |
was slightly differenced, i.e. -0.198±0.001 and -0.161±0.014, respectively. Based on the dose difference within the air-gap density, we obtained the average dose correction factor of this area, as seen in Figure 5. The DCF is reversible to the dose difference and the largest DCF is found on the smallest fields in this study. However, DCF moved to unity with larger field size. On the 4×4 cm² field size, the correction was independent of the air-gaps thickness.

After secondary build-up
We evaluated the absorbed dose at tissue-
equivalent material after the secondary build-up area as a perturbation effect due to charged particle equilibrium loss inside the air-gap. The average dose difference between homogeneous and inhomogeneous phantom at 1×1, 2×2, 3×3, and 4×4 cm² field sizes for both MC simulation and TPS calculation were shown in Figures 6a and b, respectively. Those graphs describe that dose difference after secondary build-up in heterogeneous would be higher than homogeneous phantom with an increase of air-gap thickness while decreasing with larger field size.

On the other hand, we also compared the
absorbed dose between MC and TPS for the tissue-equivalent material after the air-gap. Generally, the dose difference of TPS calculation and MC simulation was agreed within ±2% of tolerance. Henceforth, the dose differences tended to move out of tolerance for larger air-gap and more extensive field size. In this study, we obtained the average dose difference of 2.45±1.19 % for 4×4 cm² field size and 1.5 cm air-gap. Based on these data, the AAA calculation was affected by the density applied to the system especially at very low-density material, which could be inaccurate absorbed dose estimation either for regular beam or FFF beam. As a result, DCF is preferably implemented to the AAA calculation even after the secondary build-up region. Figure 7 shows the DCF for all small field sizes in this research.

**Figure 6:** Average dose difference between homogeneous and inhomogeneous phantom for various air-gap thickness at 1×1 (blue), 2×2 (red), 3×3 (magenta), and 4×4 (green) cm² for (a) Monte Carlo simulation and (b) Treatment planning system calculation after the secondary build-up region.

**Figure 7:** Dose correction factor (DCF) of treatment planning system (TPS) calculation to Monte Carlo (MC) as benchmark after secondary build-up area at 1×1 (blue), 2×2 (red), 3×3 (magenta), and 4×4 (green) cm² field sizes for all air-gap variation.
through central axis depth below the virtual phantom surface. The DCF results indicate that it should be aware of using larger field sizes because the DCF tended to leave a unity, whereas it approached one inside the air-gap.

**IMRT head and neck case**

We investigated the effect of small air-gap on the real patient CT image for the clinical implementation of FFF 6 MV Linac. Left parotid was delineated as a PTV in our study. The dose distribution on an axial CT image slice is evaluated using a simple dose difference inside the patient’s body. We also compared the dose distribution inside the PTV, which margin actually overreach to the oral cavity. The comparison of TPS calculation and MC simulation on patient CT image is seen in Figure 8. We evaluated one patient’s image slice which intersect the isocenter and found that TPS calculation is better than the MC simulation on the PTV with relative average dose of 98.31 ± 1.76% and 96.70 ± 10.72% for TPS and MC simulation, respectively. A non-conformal dose distribution on the MC simulation is because of the PTV included a small portion of oral cavity.

**Discussion**

The study of comparison between TPS calculation, which especially focused on AAA, and MC simulation for 6 MV FFF Linac showed a perturbation effect because of small air-gap on the radiation track. Even though the maximum energy of FFF Linac in our study is around 6 MeV, the probable energy is on the low energy due to the beam hardening effect of FFF design. On the other word, the dose was dominantly contributed from the primary beam and forward scattered of particles. How-

---

**Figure 8:** Evaluation of treatment planning system (TPS) and Monte Carlo (MC) on left parotid case, (a) dose distribution of MC, (b) dose distribution of TPS, (c) dose difference histogram of TPS and MC inside the patient’s body, and (d) relative dose histogram of TPS and MC at planning target volume (PTV)
ever, TPS seemed not to count the backscatter phenomena, which could be impacted by the absorbed dose. Table 1 shows the difference dose because of this effect at 2.80 cm depth (1.4 mm below the tissue-equivalent boundary) for all small field sizes. The back scatter effect is prominent for bigger field size according to the MC simulation, but it is not clearly shown for TPS calculation at 3×3 and 4×4 cm$^2$ field sizes. Tan et al., (2014) investigated the common algorithm of photon dose calculation from regular Linac machine. Their finding was agreed with our result that almost there is the lack of back scatter consideration on AAA algorithm [17].

Inside the air-gap phantom, the absorbed dose seemed had a correlation with increasing depth in this region for both MC simulation and TPS calculation. We operated a power equation of $y=ax^b+c$ to fit the data of PDD inside the air-gap region where the mean coefficients $a$, $b$, and $c$ were $(2.05 \pm 1.69) \times 10^4$, $-6.20 \pm 0.74$, and $49.91 \pm 16.84$ for all field sizes, respectively. The Monte Carlo result shows a functional similarity with Jones and Das, who used the small field of a regular Linac that in the region up to 1.5 cm below the boundary or build down area was to decrease exponentially. The extrapolation of the perturbation factor between simulated dose in inhomogeneous to homogeneous phantom was around 0.35 at near-zero density at their result of 1×1 cm$^2$ field size correlated with our results, which achieved about 0.39 [9]. Based on these results, FFF and regular Linac, differing on the flattening filter, had deviation slightly on the perturbation effect of small field size irradiation.

On the other hand, the perturbation effect of low-density seemed not to affect the absorbed dose of the AAA calculation. These results were also justified by Aarup et al., who studied the effective low-densities of specific algorithms at 2.8 cm diameter field size on regular Linac. Their results show that the AAA algorithm clinically feasible for the density of ≥ 0.2 g/cm$^3$ [5]. Moreover, the PDDs were found higher at 3×3 and 4×4 cm$^2$ field sizes than the 1×1 cm$^2$ field size in tissue-equivalent density. This data indicated that the contribution of field size to absorbed dose on the central axis was significantly higher for small field FFF irradiation rather than the density of absorbance medium in AAA calculation method. Besides, very high dose difference was found inside air gap. It was agreed by Muralidhar et al., who studied the absorbed dose calculation of AAA based-on six difference densities respected to Acuros calculation for the FFF Linac beam at 30×30 cm$^2$. The results showed that the difference of AAA was only 2.6% at -993 HU compared to Acuros calculation [18].

We calculated the dose correction by applying equation 3 inside the air-gap and the results was shown on Figure 5. For the smallest field size, the DCF was up to 2.4 and decreased with bigger field size. This trend was agreed with Jones and Das (2005), who found the DCF for several algorithms for regular Linac [9]. The DCF was necessary needed at the smallest field size and thick air gap. Furthermore, the DCF became more stable along with the depth of air-gap for larger field size and the DCF might be not necessary when a large field size was used for the irradiation with small air-gap thickness. However, we had to recognize that a small air-gap within the patient body such as the trachea, oral, and nasal cavities, would change the physical properties of the beam especially for the FFF Linac beam due to the high gradient change of densities.

The perturbation effect as an impact of the air-gap became our field of interest because most of the head and neck target is at the tissue surround by cavities. Both MC simulation and TPS calculation showed that the perturbation effect at 2 mm air-gap thickness could be neglected because dose differences of all small field sizes in this area were inside the tolerance level of 2%. Charles et al., who did OSLD simulation for regular Linac at small field size and 0.5 mm air-gap, agreed with this
result. They found that the dose difference was reduced from -7.8 to -0.8% for 6 to 42 mm field sizes [11]. The extrapolation parameter of this study was done by Robinson et al., which agreed with our findings. They used a 5×5 cm² field size for two air-gap variations on the FFF Linac beam and found the dose difference between measured and TPS was 3.1% and -2.4% for 7.5 and 15 cm, respectively. Bush et al., showed the dose difference between AAA and MC simulation on regular Linac for 4×4 cm² field size after a secondary build-up of 10 cm air-gap with 0.001 g/cm³ density was around 5-10% [2, 4].

Clinical treatment of FFF Linac photon beam is commonly implemented on head and neck cancers. We compared the dose distribution of TPS calculation to MC simulation on left parotid carcinoma, which PTV was drawn over the oral cavity as an indicator of small air-gap inside the patient’s body. It can be seen in Figures 8a and b that the dose distribution inside the body is visually difference between MC and TPS. In our MC simulation, the absorbed dose of photon beam is low at the back end of the patient’s skin. This effect is as the photon beam of gantry 0 is facing the high density of teeth and less contribution on the back of the patient. However, we found that skin dose on the MC simulation was higher than TPS calculation. Figure 8c shows the cumulative histogram of dose difference between TPS and MC inside the patient’s body. The result very varying with the mode of the dose difference is within the range of 0 ~ 5%. The histogram can be dived into three categories. The negative deviation was due to the patient cavity in this case; this effect showed that MC simulation has a lower absorbed dose than TPS simulation, thus, the negative value is generated. The dose difference was conducted because of the difference dose imparted on the left skin of the patient. The relatively small dose difference is on the tumor target. Furthermore, we investigated only the patient’s PTV and obtained the dose distribution histogram as shown in Figure 8d. Even though the area is the oral cavity, where the low-density material is presented, the dose distribution of TPS is conformed to 100% of prescribed dose. On the other hand, the dose result on MC simulation is distributed nearly to 50% as an impacted of air-gap on the patient’s mouth.

Conclusion

TPS, which utilized AAA dose calculation at small field sizes of eclipse TPS of 6 MV FFF Linac photon beam in the virtual inhomogeneous phantom, was assessed by comparing to EGSnrc Monte Carlo as a benchmark. The investigation was divided into two areas, i.e. inside the air-gap and after secondary build-up. Inside the air-gap, TPS calculation overestimated the absorbed dose compared to MC simulation. We found that the dose difference was up to 134% for 15 mm air-gap at 1×1 cm², and the decreasing dose ratio was linear with increasing field size. Moreover, the TPS calculation seemed not to include the backscatter contribution to the algorithm. After the air-gap boundary, the perturbation effect at 2 mm air-gap thickness could be neglected for all small field sizes. Besides, the dose difference between TPS calculation and MC simulation generally was within the tolerance level of 2% in this study. The results show that DCF inside the air-gap was moving to one with increasing field size. Contradictory, the DCF was reversibly out from unity with increasing field size. On the IMRT case, which PTV overreached to the air-gap, the dose distribution of AAA calculation could be led to overestimate, however, the dose difference after the air-gap was reduce because of the contribution of others gantry angles.
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