Wrinkle-Free Interface Compression for Two-Fluid Flows
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Abstract

Pure advection of a conservative scalar is relevant to several applications including two-phase flow. Successful numerical schemes must capture the sharp interface between the phases while maintaining a smooth (wrinkle-free) interfacial contour. Among other methods, algebraic schemes that are based on the addition of an extra artificial interface compression term to the scalar transport equation have gained recent popularity (e.g., OpenFOAM; porous media). While the approach offers unique flexibilities in spatiotemporal discretizations, common numerical treatments result in the wrinkling of the interface. In this short note, an easy-to-implement solution to this problem is presented.
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1. Problem statement

Consider Eq. 1 for the transport of a scalar $\alpha$, bounded between 0 and 1, under the solenoidal velocity field $\vec{u}$.

$$\partial_t \alpha + \nabla \cdot (\vec{u} \alpha) = 0$$

Eq. 1 is solved in two-phase flow simulations to describe the motion of each phase represented by regions where $\alpha = 0$ or 1 (Fig. 1a). High-quality solutions of Eq. 1 are necessary to avoid so-called “spurious currents” at the two-phase interface represented by the $\alpha \approx 0.5$ contour [1]. Specifically, the transition between $\alpha = 0$ to 1 must remain sharp and free of wrinkles. It is known that even high-order discretizations of $\nabla \cdot (\vec{u} \alpha)$ cause unacceptable levels of numerical diffusion [2]. Two main classes of compressive schemes have thus been developed. The first is based on local geometric reconstructions of the interface, such as PLIC [3, 4], which is among the most accurate but computationally complex and therefore difficult to implement. The second is based on algebraic discretizations of Eq. 1, which is the focus herein. Examples of algebraic schemes include CICSAM [5], HRIC [6], HiRAC [7], STACS [8], and THINC [9]. Further details can be found in the recent review [10]. CICSAM is one of the most successful, which has led to further improvements by [11, 12]. All schemes, except THINC, discretize $\nabla \cdot (\vec{u} \alpha)$ via a weighted sum of a compressive downwind scheme and a high-resolution upwind scheme [13]. The weight is a function of the angle between the interface normal $\vec{n}_i = \nabla \alpha / ||\nabla \alpha||$ and the cell face normal $\vec{n}_f$. This weighting ensures the interface remains compact when $\vec{n}_i$ is parallel to $\vec{n}_f$ and wrinkle-free when $\vec{n}_i$ is normal to $\vec{n}_f$.

An alternative to compressive discretizations of $\nabla \cdot (\vec{u} \alpha)$ is adding a separate interface compression term to Eq. 1 as shown in Eq. 2 [14, 15]. $\vec{u}_r$ is a user-defined velocity along $\vec{n}_i$. Eq. 2 decouples advection from interface compression providing some flexibility and simplicity in spatial and temporal discretizations (implicit/explicit). However, common treatments of the compressive term in Eq. 2 e.g., OpenFOAM [16], cause the interface to wrinkle when $\vec{n}_i$ is normal to $\vec{n}_f$. Section 2 presents a simple discretization of Eq. 2 that preserves a sharp yet smooth interface.

$$\partial_t \alpha + \nabla \cdot (\vec{u} \alpha) + \nabla \cdot (\alpha(1-\alpha) \vec{u}_r) = 0$$
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2. Discretization

Eq. 3 is the finite-volume representation of Eq. 2 for grid cell $c$ comprised of faces $f$. $F^a_f$ and $F^c_f$ are the advective and compressive face fluxes, respectively. $A_f$ denotes the face area. Summation is over all faces of $c$. $\alpha$ is understood here as a cell-averaged quantity. $F^a_f$ and $F^c_f$ are discretized separately with a second-order Godunov scheme \[17\], biased against their characteristic wave velocities, here as a cell-averaged quantity. $F$ (red). (b) The sign of the derivative of $g(\alpha)$ determines the direction of the compressive wave velocity $u_c$ in Eq. 3. (6) Stencils used to compute $F^a_f$ and $F^c_f$ at $f$ are shown, where $c_i$ denotes cells. Case 1 shows the stencil (green box) used when $u_c$ points from left-to-right. Case 2 shows the stencil (blue box) used when $u_c$ points from right-to-left. Case 3 is considered only in computing $F^c_f$ (Eq. 9) and corresponds to when an interface exists between $c_2$ and $c_3$ (unlike Cases 1-2). For $F^a_f$, the presence of an interface between $c_2$ and $c_3$ is immaterial and only Cases 1-2 are considered.

<Figure 1: (a) Cartoon of the spatial distribution of $\alpha$. Normals to the interface, $\vec{n}_i$ (yellow), and face $f$ (white), $\vec{n}_f$ (green), are shown for two cells (red). (b) The sign of the derivative of $g(\alpha)$ determines the direction of the compressive wave velocity $u_c$ in Eq. 3. (c) Stencils used to compute $F^a_f$ and $F^c_f$ at $f$ are shown, where $c_i$ denotes cells. Case 1 shows the stencil (green box) used when $u_c$ points from left-to-right. Case 2 shows the stencil (blue box) used when $u_c$ points from right-to-left. Case 3 is considered only in computing $F^c_f$ (Eq. 9) and corresponds to when an interface exists between $c_2$ and $c_3$ (unlike Cases 1-2). For $F^a_f$, the presence of an interface between $c_2$ and $c_3$ is immaterial and only Cases 1-2 are considered.>

To compute $\alpha_f^a$ and $(\alpha(1-\alpha))_f^a$, we limit our discussion to Cartesian grids. While extensions of what follows to unstructured grids is conceivable, they were not tested. Without loss of generality, consider the 1D stencil around face $f$ in Fig. 1a. Treatments of 2D/3D follow by straightforward generalizations of the 1D case. Define $g(\alpha) = \alpha(1-\alpha)$ as shown in Fig. 1b. The upwind direction is biased against $\vec{u}_c = \vec{u}$ for $F^a_f$ and $\vec{u}_c = \vec{u}_r$ for $F^c_f$. Note that $\vec{u}_c$ always points towards the interface (Figs. 1a-b). Fig. 1f depicts the upwind stencils for when $\vec{u}_c$ points from left-to-right (Case 1) and right-to-left (Case 2). For $F^a_f$, set $\vec{u}_c = \vec{u}$ and compute $\alpha_f^a$ via Eq. 8 in which $\alpha_l = \alpha_{c_l}$, $\alpha_H = \alpha_{c_H}$, $\alpha_{II} = \alpha_{c_{II}}$ for Case 1, and $\alpha_l = \alpha_{c_{II}}$, $\alpha_H = \alpha_{c_{II}}$ for Case 2. Eq. 8 is the flux-limited 2nd-order QUICK scheme \[13\]. For $F^c_f$, set $\vec{u}_c = \vec{u}_r$ and compute $(\alpha(1-\alpha))_f^c$ via Eq. 9 in which $\alpha_f^c$ is obtained from Eq. 8. In Eq. 9, Case 3 corresponds to when the interface ($\alpha = 0.5$) is between $c_2$ and $c_3$ (Fig. 1c), whereas Cases 1-2 correspond to when no interface is between $c_2$ and $c_3$. Eq. 9 is the 2nd-order Godunov scheme \[17\]. Finally, we propose Eq. 10 for $\Lambda_f$ in Eq. 7 instead
of \( \Lambda_f = 1 \), where we set \( \beta = 1 \) and \( \vec{n} = \nabla \alpha / \| \nabla \alpha \|. \) In this work, \( \alpha \) is not smoothed when computing \( \vec{n} \).

\[
\alpha^j_f = \alpha^i + \frac{1}{2} \psi(r)(\alpha^i_{III} - \alpha^i_{II}) \quad (8a)
\]

\[
\psi(r) = \max \{ 0, \min (2r, (3 + r)/4, 2) \} \quad (8b)
\]

\[
r = \frac{\alpha^i_{II} - \alpha^i_{I}}{\alpha^i_{III} - \alpha^i_{II}} \quad (8c)
\]

\[
|\alpha(1 - \alpha)|^j_f = \begin{cases} 
  g^+ = g(\alpha_f^j), & \text{Case 1} \\
  g^- = g(\alpha_f^j), & \text{Case 2} \\
  \min(g^+, g^-), & \text{Case 3}
\end{cases} \quad (9)
\]

\[
\Lambda_f = \min \left\{ \beta \cos(2\theta_f) + 1, 1 \right\}, \quad \theta_f = \arccos |\vec{n}, \vec{n}_f|_f \quad (10)
\]

Eq. (10) scales the compression rate \( |u_i|_f \) in Eq. (7) in proportion to the angle between \( \vec{n} \) and \( \vec{n}_f \). Compression is largest when \( \vec{n} \) and \( \vec{n}_f \) are parallel and zero when perpendicular (Fig. 1a). Similar expressions for \( \Lambda_f \) have been proposed by [19, 20]. In [20], the interface is compressed only when \( \vec{n}, \vec{n}_f > 0 \) causing asymmetric distortions (Appendix A). In [19], \( \Lambda_f \) contains an explicit dependence on time step, which can cause CFL restrictions. Tests also showed that the expression for \( \Lambda_f \) therein to be less accurate than Eq. (10) (Appendix A). In [21], \( \Lambda_f \) neglects any dependence on \( \vec{n}_f \) and adjusts the compression rate in proportion to the local interface thickness. Arguments in [13] suggest that such dependence to be key for interface capturing. Eq. 3-10 were solved for \( \alpha \) both explicitly and semi-implicitly in time. The latter implies that \( \vec{n}_f \) from the previous time step was taken as the only explicit quantity.

3. Results

Three compression schemes were tested: (a) no compression with \( \Lambda_f = 0 \), (b) simple compression with \( \Lambda_f = 1 \), and (c) adaptive compression with \( \Lambda_f \) in Eq. (10). Three test problems were considered: (test 1) Zalesak’s [22] solid body rotation, where the initial key-hole geometry in Fig. 2 is rotated once counter-clockwise under \( \vec{u} \) given by Eq. (11) (test 2) Rider and Kothe’s [23] vortical shear rotation, where the circle in Fig. 2 is exponentially stretched up to times \( T = 1 \) and \( T = 3 \) under \( \vec{u} \) given by Eq. (12) and (test 3) flow in a porous disk pack (Fig. 3), where flow is from left-to-right and \( \vec{u} \) is the solution to the Stokes equation. In test 3, streamlines split and merge in addition to simple shear and rotation. Domains in tests 1-2 are \( 1 \times 1 \) squares with \( 100 \times 100 \) cells. In Eq. (11), \( x \) and \( y \) denote horizontal and vertical directions and \( x_0 = y_0 = 0.5 \). Figs. 2-3 show that adaptive compression is the most accurate among the schemes tested. \( \Lambda_f = 0 \) expectedly results in high levels of numerical diffusion (despite 2nd-order). \( \Lambda_f = 1 \) causes break-up of thin filaments and the wrinkling of the interface, where \( \vec{n}_f \) is normal to \( \vec{u} \) (improvements are minor for other constant \( \Lambda_f \)). Such interfacial distortions are known to lead to parasitic currents near the interface in capillary-dominated two-phase flow simulations [11], which are important in porous media applications. The adaptive compression scheme of Section 2 thus provides a simple yet accurate method for capturing sharp interfaces.

\[
\vec{u} = (y_0 - y, x - x_0) \quad (11)
\]

\[
\vec{u} = \left( -\sin^2(\pi x) \sin(2\pi y) , \sin^2(\pi y) \sin(2\pi x) \right) \quad (12)
\]

4. Conclusion

The objective of this work was to improve the accuracy of two-phase flow simulations via widely-used software packages (e.g., OpenFOAM) that solve a scalar transport equation of the form given by Eq. (2) to capture fluid-fluid interfaces. While a full discretization of Eq. (2) was presented in Section 2, at the very minimum, the adoption of Eq. (10) instead of the commonly used \( \Lambda_f = 1 \) in Eq. (7) should result in substantial improvements in accuracy. Corresponding changes in implementation are truly minor. While comparisons to other methods in this category are provided in Appendix A, a comparison against more established geometric and algebraic interface capturing techniques (e.g., PLIC [3, 4], CICSAM [5], THINC [9]) is needed and postponed for future study.
Figure 2: Comparison between no compression ($\Lambda_f = 0$), simple compression ($\Lambda_f = 1$), and adaptive compression ($\Lambda_f$ from Eq. 10). (row 1) Zalesak’s [22] solid body rotation (one revolution). (row 2) Rider and Kothe’s [23] vortex shear rotation for $T = 1$ and (row 3) for $T = 3$.
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Appendix A. Comparison against refs. [19] and [20]

Fig. A.4 compares the adaptive compression scheme of Section 2 (Eq. 10) against approaches proposed by [19] and [20]. We consider tests 1-2 in Section 3. In implementing [19] and [20], we have simply replaced Eq. 10 with the expressions for $\Lambda_f$ therein and have kept all spatial discretizations identical to that of Section 2, which are likely different from [19] and [20]. Fig. A.4 shows that Eq. 10 results in noticeable improvements in capturing interfaces.

References

[1] R. Scardovelli, S. Zaleski, Direct numerical simulation of free-surface and interfacial flow, Annual review of fluid mechanics 31 (1) (1999) 567–603.
Figure 3: Comparison between no compression ($\lambda_f = 0$), simple compression ($\lambda_f = 1$), and adaptive compression ($\lambda_f$ from Eq. 10) for transport in a 2D disk pack at early, intermediate, and late times. Flow is from left to right and $\vec{u}$ is the solution to the Stokes equation.

[2] C. W. Hirt, B. D. Nichols, Volume of fluid (vof) method for the dynamics of free boundaries, Journal of computational physics 39 (1) (1981) 201–225.
[3] R. DeBar, Fundamentals of the kraken code, Technical Report UCIR-760.
[4] D. L. Youngs, Time-dependent multi-material flow with large fluid distortion, Numerical methods for fluid dynamics.
[5] O. Ubbink, R. Issa, A method for capturing sharp fluid interfaces on arbitrary meshes, Journal of Computational Physics 153 (1) (1999) 26–50.
[6] S. Muzafferija, M. Peric, P. C. Sames, T. E. Schellin, A two-fluid navier-stokes solver to simulate water entry, in: 22nd symposium on naval hydrodynamics, 1998, National Academy Press, 1999, pp. 638–651.
[7] J. A. Heyns, A. Malan, T. Harms, O. F. Oxtoby, Development of a compressive surface capturing formulation for modelling free-surface flow by using the volume-of-fluid approach, International Journal for Numerical Methods in Fluids 71 (6) (2013) 788–804.
[8] M. Darwish, F. Moukalled, Convective schemes for capturing interfaces of free-surface flows on unstructured grids, Numerical heat transfer, part B: Fundamentals 49 (1) (2006) 19–42.
[9] B. Xie, F. Xiao, Toward efficient and accurate interface capturing on arbitrary hybrid unstructured grids: The thinc method with quadratic surface representation and gaussian quadrature, Journal of Computational Physics 349 (2017) 415–440.
[10] S. Mirjalili, S. S. Jain, M. Dodd, Interface-capturing methods for two-phase flows: An overview and recent developments, Annual Research Briefs (2017) 117–135.
[11] T. Waclawczyk, T. Koronowicz, Remarks on prediction of wave drag using vof method with interface capturing approach, Archives of civil and mechanical engineering 8 (1) (2008) 5–14.
[12] D. Zhang, C. Jiang, D. Liang, Z. Chen, Y. Yang, Y. Shi, A refined volume-of-fluid algorithm for capturing sharp fluid interfaces on arbitrary meshes, Journal of Computational Physics 274 (2014) 709–736.
[13] J. K. Patel, G. Natarajan, A generic framework for design of interface capturing schemes for multi-fluid flows, Computers & Fluids 106 (2015) 108–118.
[14] A. Harten, Method of artificial compression. i. shocks and contact discontinuities, Tech. rep., New York Univ., NY (USA). AEC Computing and Applied Mathematics Center (1974).
[15] H. Rusche, Computational fluid dynamics of dispersed two-phase flows at high phase fractions, Ph.D. thesis, Imperial College London (University of London) (2003).
[16] Openfoam: tutorial guide, version v1806 (July 4, 2018).
[17] R. J. LeVeque, Finite volume methods for hyperbolic problems, Vol. 31, Cambridge university press, 2002.
[18] B. P. Leonard, Simple high-accuracy resolution program for convective modelling of discontinuities, International Journal for Numerical Methods in Fluids 8 (10) (1988) 1291–1318.
[19] H. Lee, S. H. Rhee, A dynamic interface compression method for vof simulations of high-speed planing watercraft, Journal of Mechanical Science and Technology 29 (5) (2015) 1849–1857.
[20] D. J. Piro, K. J. Maki, An adaptive interface compression method for water entry and exit, Tech. rep. (2013).
[21] M. Aboukhedr, A. Georgoulas, M. Marengo, M. Gavaises, K. Vogiatzaki, Simulation of micro-flow dynamics at low capillary numbers using adaptive interface compression, Computers & Fluids 165 (2018) 13–32.
[22] S. T. Zalesak, Fully multidimensional flux-corrected transport algorithms for fluids, Journal of computational physics 31 (3) (1979) 335–362.
[23] W. J. Rider, D. B. Kothe, Reconstructing volume tracking, Journal of computational physics 141 (2) (1998) 112–152.

Figure A.4: Comparison between the adaptive compression of this work (Eq. 10) against the approaches proposed by [19] and [20]. In implementing [19] and [20], we have simply replaced Eq. 10 with the corresponding expressions for $\Lambda_f$ therein and have kept all spatial discretizations identical to that described in Section 2.