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Abstract. We study critical points of the Ginzburg–Landau (GL) functional and the abelian Yang–Mills–Higgs (YMH) functional on the sphere and the complex projective space, both equipped with the standard metrics. For the GL functional we prove that on $S^n$ with $n \geq 2$ and $\mathbb{CP}^n$ with $n \geq 1$, stable critical points must be constants. In addition, for GL critical points on $S^n$ for $n \geq 3$ we obtain a lower bound on the Morse index under suitable assumptions. On the other hand, for the abelian YMH functional we prove that on $S^n$ with $n \geq 4$ there are no stable critical points unless the line bundle is isomorphic to $S^n \times \mathbb{C}$, in which case the only stable critical points are the trivial ones. Our methods come from the work of Lawson–Simons.

1. Introduction

1.1. Motivation and main results. A classical theorem of Lawson–Simons [LS73] says that there exist no stable varifolds or currents on the round $S^n$, and that any closed, stable stationary integral current in $\mathbb{CP}^n$ with the Fubini–Study metric is an integral combination of complex subvarieties. The idea is to consider the second variation of the volume with respect to ambient deformations generated by special vector fields. In both cases, the vector fields arise as the gradients of eigenfunctions corresponding to the first non-zero eigenvalue of the Laplace operator.

Since the work of Lawson–Simons, similar methods have been applied to study stable Yang–Mills connections on $S^n$ (see for instance [BL81]) and stable harmonic maps on $S^n$ (see for instance [Xin80]). In this paper, we apply the ideas in [LS73] to study the stability of solutions on $S^n$ and $\mathbb{CP}^n$ to certain singularly perturbed elliptic equations related to superconductivity. The motivation comes from the relationship these solutions have with minimal submanifolds of codimension two. Below we introduce the equations of interest and explain their connection to minimal submanifolds.

On a closed Riemannian $n$-manifold $(M^n, g)$, for $\varepsilon > 0$, we consider the following two functionals: The first is the Ginzburg–Landau (GL) functional, given by

$$E_\varepsilon(u) = \int_M e_\varepsilon(u) d\mu_g, \quad e_\varepsilon(u) = \frac{|\nabla u|^2}{2} + \frac{(1 - |u|^2)^2}{4\varepsilon^2}, \quad (1.1)$$

where $u$ is a complex-valued function on $M$. The Euler–Lagrange equation of $E_\varepsilon$ is

$$\varepsilon^2 \Delta_g u = (|u|^2 - 1)u. \quad (1.2)$$

Non-trivial weak solutions in $W^{1,2} \cap L^\infty(M; \mathbb{C})$ can be found by min-max methods [Che17, Ste], and these are always smooth by elliptic regularity.

The second functional comes from the self-dual abelian Higgs model, and we will refer to it as the abelian Yang–Mills–Higgs (YMH) functional. To set the stage, let $L$ be a complex line bundle over $M$, equipped with a Hermitian metric $\langle \cdot, \cdot \rangle_L$. For a metric connection $D$
on $L$, we let $F_D$ denote $\sqrt{-1}$ times its curvature. Then the abelian YMH functional has the form

$$F_\varepsilon(u, D) = \int_M e_\varepsilon(u, D) d\mu_g, \quad e_\varepsilon(u, D) = \varepsilon^2 |F_D|^2 + |Du|^2 + \frac{(1 - |u|^2)^2}{4\varepsilon^2},$$

(1.3)

where $u : M \to L$ is a section of $L$, and $D$ is a metric connection on $L$. Note that, given a metric connection $D_0$, all the other metric connections are given by $D = D_0 - \sqrt{-1}a$, where $a$ is a real 1-form on $M$. Also, for a metric connection, the curvature is a purely imaginary-valued 2-form on $M$, and hence $F_D$ is a real-valued 2-form. The Euler–Lagrange equations for $F_\varepsilon$ are given by

$$\begin{cases}
\varepsilon^2 D^* Du = \frac{1}{2}(1 - |u|^2)u \\
\varepsilon^2 d^* F_D = \text{Re}(\sqrt{-1}u, Du),
\end{cases}$$

(1.4)

The operator $D^*$ is the dual of $D$ with respect to the metric induced on $\Omega^p(L)$ by $\langle \cdot, \cdot \rangle_L$ and $g$. Note that if $D = D_0 - \sqrt{-1}a$, then the second equation reads

$$\varepsilon^2 d^* F_{D_0} + \varepsilon^2 d^* da = \text{Re}(\sqrt{-1}u, Du),$$

which is not elliptic for $a$. This is of course due to the gauge invariance of $F_\varepsilon$, where

$$F_\varepsilon(u, D) = F_\varepsilon(e^{\sqrt{-1}\varphi}u, D - \sqrt{-1}d\varphi),$$

for any $\varphi : M \to \mathbb{R}$.

Thus weak solutions may not be smooth globally. On the other hand, it is known that under mild assumptions they are locally gauge equivalent to smooth solutions [PS19].

The geometric interest of $E_\varepsilon$ and $F_\varepsilon$ stems from the fact that, under suitable energy bounds, sequences of critical points give rise to stationary $(n-2)$-varifolds in a number of different settings. See for instance [LR99, BB01]. Below we mention two results of this type on Riemannian manifolds, one for each functional.

**Theorem 1.1** ([Che, Ste]). Let $(M, g)$ be a closed manifold. Suppose $u_\varepsilon$ is a solution to (1.2) for each $\varepsilon > 0$ such that

$$\frac{1}{|\log \varepsilon|} E_\varepsilon(u_\varepsilon) \leq C < \infty \text{ for all } \varepsilon > 0.$$

(1.5)

Then, up to taking a subsequence, there exists a smooth harmonic 1-form $\psi$ and a stationary rectifiable $(n-2)$-varifold $V$, such that

$$\frac{1}{|\log \varepsilon|} e_\varepsilon(u_\varepsilon) d\mu_g \to \frac{\psi^2}{2} d\mu_g + \|V\| \text{ as measures on } M.$$  

(1.6)

**Theorem 1.2** ([Pigati–Stern, PS19]). Let $L$ be a Hermitian line bundle over a closed Riemannian manifold $(M, g)$. For each $\varepsilon > 0$, suppose $(u_\varepsilon, D_\varepsilon)$ is a critical point of $F_\varepsilon$, satisfying

$$F_\varepsilon(u_\varepsilon, D_\varepsilon) \leq C < \infty \text{ for all } \varepsilon > 0.$$

(1.7)

Then, up to taking a subsequence, there exists a stationary integral $(n-2)$-varifold $V$ such that

$$e_\varepsilon(u_\varepsilon, D_\varepsilon) d\mu_g \to 2\pi\|V\| \text{ as measures on } M.$$  

(1.8)
Note that the varifold in Theorem 1.2 has integer multiplicity, whereas no such claims are made in Theorem 1.1. Indeed the integrality of the limiting varifold in Theorem 1.1 remains an open problem.

Given results of the above type, which relates the first variations of $E_\varepsilon$ and $F_\varepsilon$ to that of the volume, it is natural to ask how the second variations and Morse indices of critical points are related. The purpose of the present work is to show that some of the results of Lawson–Simons on stable varifolds/currents in $S^n$ and $\mathbb{CP}^n$ do have analogues for $E_\varepsilon$ and $F_\varepsilon$. Our main results are stated below. Throughout this paper we assume that $S^n$ is equipped with the round metric, and $\mathbb{CP}^n$ the Fubini–Study metric. We begin with results on the GL functional.

**Theorem 1.3.** Every stable solution of (1.2) on $S^n$ for $n \geq 2$ is necessarily constant with absolute value 1, regardless of the value of $\varepsilon$.

**Theorem 1.4.** Suppose $n \geq 3$. For all $C > 0$, there exists $\varepsilon_0 > 0$ such that if $u$ is a solution on $S^n$ to (1.2) with $\varepsilon < \varepsilon_0$, and if
\[
C^{-1}|\log \varepsilon| \leq E_\varepsilon(u) \leq C|\log \varepsilon|,
\] (1.9)
then the Morse index of $u$ as a critical point of $E_\varepsilon$ is at least 2.

**Theorem 1.5.** For $n \geq 1$, every stable solution to (1.2) on $\mathbb{CP}^n$ is necessarily constant with absolute value 1, regardless of the value of $\varepsilon$.

For the abelian YMH functional, we prove the following. The class $\mathcal{C}$ in the statement is defined in Section 5.

**Theorem 1.6.** For $n \geq 4$ and $\varepsilon > 0$, suppose $(u, D) \in \mathcal{C}$ is a stable weak solution of (1.4) on $S^n$. Then the bundle $L$ is trivial, and $(u, D)$ is gauge equivalent to $(1, d)$.

**Remark 1.7.** (1) The main computations involved in the proofs of Theorems 1.3, 1.5 and 1.6 (see Propositions 2.4 and 6.1) are rather insensitive of the specific form of the potential term $(1-|u|^2)^2/4\varepsilon^2$. Hence these results should extend when $(1-|u|^2)^2/4\varepsilon^2$ is replaced by more general potentials $W(u)$ satisfying appropriate conditions. Theorem 1.4, on the other hand, does depend on the choice of potential, as some of the arguments in [Che, Ste] do.

(2) We believe that Theorem 1.6 holds for $n = 3$ as well. On the other hand, when $n = 2$ and the bundle $L$ is non-trivial, $F_\varepsilon$ does have non-trivial stable critical points on $S^2$ (in fact on any compact Riemann surface $\Sigma$) if $\varepsilon$ is not too large. These are given by solutions to the vortex equations:
\[
\begin{cases}
Du = \pm \sqrt{-1} \ast Du, \\
\varepsilon \ast F_D = \pm \frac{1-|u|^2}{2\varepsilon}.
\end{cases}
\] (1.10)

Existence of solutions is essentially established in [Bra90] and, using different methods, [GP94]. These solutions are always stable because $F_\varepsilon$ can be rewritten as
\[
F_\varepsilon(u, D) = \frac{1}{2} |Du|^2 + \sqrt{-1} \ast |Du|^2 + \left| \varepsilon \ast F_D + \frac{1-|u|^2}{2\varepsilon} \right|^2 \, d\mu_g + \int_\Sigma F_D,
\] (1.11)
where the last term equals $2\pi$ times the degree of the bundle $L$ up to sign. By analogy with the work of Bourguignon–Lawson [BL81] on the Yang–Mills functional on $S^4$, we suspect that stable critical points of $F_\varepsilon$ on $S^2$ are in fact solutions to (1.10).
Below we summarize the proofs. As in [LS73], Theorems 1.3 and 1.6 are proved by computing the second derivatives of $E_{\varepsilon}$ and $F_{\varepsilon}$ with respect to diffeomorphisms generated by vector fields, and then taking the trace over a specific finite-dimensional space of conformal Killing vector fields on $S^n$. Crucial to this strategy is relating the usual notion of stability to stability with respect to variations by diffeomorphisms. This is not hard for $E_{\varepsilon}$, but slightly delicate for $F_{\varepsilon}$, mainly because weak solutions may not be globally gauge equivalent to smooth solutions. Nonetheless, we manage to localize the computations and patch things together at the end.

The proof of Theorem 1.4 relies on comparing the second variation formulas for $E_{\varepsilon}$ at $u_{\varepsilon}$ with that of the limit varifold associated to $u_{\varepsilon}$ via Theorem 1.1. Under the assumption that $b_1(M) = 0$, we are able to get a “convergence up to error term” result for the second variations of $E_{\varepsilon}$ that complements Theorem 1.1 rather nicely. See Proposition 2.6. Theorem 1.4 then follows by letting $M = S^n$ and combining a contradiction argument with the classical result of Simons [Sim68].

The strategy for proving Theorem 1.5 is similar to that for Theorem 1.3, except that the trace is taken over a finite-dimensional space of holomorphic vector fields on $\mathbb{CP}^n$. Here we find that if $u$ is a stable solution, and if $X = \nabla f$ where $f$ is any eigenfunction for the lowest non-zero eigenvalue of $-\Delta$, then $v := \langle X, \nabla u \rangle$ lies in the kernel of the quadratic form $\delta^2 E_{\varepsilon}(u)$. Combining this with the Böchner formula and making suitable choices of $f$ gives the desired result.

The remainder of this paper is organized as follows: In Section 1.2 we recall some notation and terminology. In Section 2 we discuss two different notions of second variation for $E_{\varepsilon}$. In particular we spell out what we mean by “stable solutions”. In Section 3 we prove Theorems 1.3 and 1.4. In Section 4 we prove Theorem 1.5. Section 5 is similar to Section 2 but concerns $F_{\varepsilon}$. As opposed to Section 2, most of the calculations in Section 5 are done on domains over which the weak solution is gauge equivalent to a smooth solution. Finally, in Section 6, we specialize to $S^n$ and put the local computations in Section 5 together prove Theorem 1.6.
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1.2. Notation and terminology. Suppose we have a Riemannian manifold $(M, g)$. The volume measure induced by $g$ is denoted $\mu_g$. Our curvature convention is the following one:

$$R_{X,Y,Z} = \nabla_X \nabla_Y Z - \nabla_Y \nabla_X Z - \nabla_{[X,Y]}Z,$$

and sometimes we write $R(X,Y,Z,W)$ for $\langle R_{X,Y,Z,W} \rangle$. Note that we will often use pointed brackets $\langle \cdot, \cdot \rangle$ to denote the metric $g$ or any metric it induces on tensors bundles over $M$. For example, on $\wedge^k T^* M$ we write

$$\langle dx^{i_1} \wedge \cdots \wedge dx^{i_k}, dx^{j_1} \wedge \cdots \wedge dx^{j_k} \rangle = \det(g^{i_\lambda j_\mu})_{1 \leq \lambda, \mu \leq k}.$$

We maintain the use of pointed brackets even when the tensors have values in a complex line bundle $L$ equipped with a Hermitian bundle metric $\langle \cdot, \cdot \rangle_L$. For example, on the fiber $(\wedge^k T^* M \otimes L)_x$, if $\sigma, \tau \in L_x$, we write

$$\langle \sigma dx^{i_1} \wedge \cdots \wedge dx^{i_k}, \tau dx^{j_1} \wedge \cdots \wedge dx^{j_k} \rangle_L = \langle \sigma, \tau \rangle_L \det(g^{i_\lambda j_\mu})_{1 \leq \lambda, \mu \leq k}.$$
We often drop the subscript $L$ in $\langle \cdot, \cdot \rangle_L$ if no confusion arises from the omission. Also, we use the following cross product notation:
\[
u \times \nu = \Re (\sqrt{-1} \nu, \nu)_L, \quad \text{for } \nu, \nu \in L_x. \tag{1.12}\]

Given a vector field $X$ on $M$, its (full) divergence is given by
\[
\nabla_g X = g^{ij} (\nabla_i X, \partial_j) = \sum_{i=1}^{n} (\nabla_{e_i} X, e_i),
\]
where $e_1, \cdots, e_n$ is any orthonormal basis for $T_x M$. If $S$ is a $k$-dimensional vector subspace of $T_x M$, we define the divergence of $X$ at $x$ along $S$ to be
\[
\nabla_S X = \sum_{i=1}^{k} (\nabla_{\tau_i} X, \tau_i),
\]
where $\tau_1, \cdots, \tau_k$ is any orthonormal basis of $S$. The Laplace operator is given by $\Delta_g u = \nabla_g \nabla u = g^{ij} \nabla^2_{ij} u$, and is non-positive definite.

Next we briefly review the standard metric on the complex projective space. The group $U(1)$ acts on $S^{2n+1} \subset \mathbb{C}^{n+1}$ by isometries via
\[
(z_0, \cdots, z_n) \mapsto (e^{i\theta} z_0, \cdots, e^{i\theta} z_n).
\]
Thus there is a metric $g_{FS}$ on $\mathbb{C}P^n$, the quotient of $S^{2n+1}$ under this $U(1)$-action, such that the projection $\pi : (S^{2n+1}, g_0) \to (\mathbb{C}P^n, \frac{1}{4} g_{FS})$ is a Riemannian submersion, where $g_0$ is the round metric with constant curvature $1$. Under this normalization we have
\[
\text{Ric}_{g_{FS}} = \frac{n + 1}{2} g_{FS},
\]
and the first non-zero eigenvalue of $-\Delta_g$ is equal to $n + 1$. In the standard coordinate charts, say in $(z_1, \cdots, z_n) \mapsto \left[ \frac{1}{\sqrt{1 + |z|^2}}, \frac{z}{\sqrt{1 + |z|^2}}, \cdots, \frac{z_n}{\sqrt{1 + |z|^2}} \right]$, the Fubini–Study metric has the form
\[
\left\langle \frac{\partial}{\partial z^i}, \frac{\partial}{\partial \bar{z}^j} \right\rangle = \frac{2}{(1 + |z|^2)^2} \left( (1 + |z|^2) \delta_{ij} - z_i z_j \right).
\]
The metric $g_{FS}$ being Kähler, its curvature enjoys the following additional symmetries:
\[
\langle R_{IX, JY} Z, W \rangle = \langle R_{X, Y} Z, W \rangle = \langle R_{X, Y} JZ, JW \rangle, \tag{1.13}
\]
where $J$ denotes the complex structure on $\mathbb{C}P^n$. Other notation and terminology is introduced when it is needed.

2. First and second variations of $E_\varepsilon$

2.1. Preliminaries. Suppose $(M, g)$ is a closed Riemannian manifold. We begin by discussing the first and second outer variations of $E_\varepsilon$, which should be distinguished from the inner variations to be introduced later. Suppose $u \in W^{1,2} \cap L^1(M; \mathbb{C})$ and $v : M \to \mathbb{C}$ is smooth. The first outer variation of $E_\varepsilon$ at $u$ in the direction of $v$ is by definition
\[
\delta E_\varepsilon(u)(v) = \frac{d}{dt} E_\varepsilon(u + tv)|_{t=0} = \int_M \langle \nabla u, \nabla v \rangle + \frac{|v|^2 - 1}{\varepsilon^2} u \cdot v \, d\mu_g, \tag{2.1}
\]
where by \( u \cdot v \) we mean the usual inner product on \( \mathbb{C} \simeq \mathbb{R}^2 \). Of course, \( u \in W^{1,2} \cap L^4 \) is a weak solution to (1.2) if and only if \( \delta E_{\varepsilon}(u)(v) = 0 \) for all \( v \) smooth, in which case Kato’s inequality \([RS75]\) implies that, distributionally on \( M \),

\[
\Delta |u| \geq |u|^2 - 1 \frac{1}{\varepsilon^2} |u| \geq - \frac{1}{\varepsilon^2}.
\]

Since \( |u| \in W^{1,2} \), De Giorgi–Nash estimates imply that \( u \) is bounded, and consequently \( u \) is smooth by (1.2) and standard theory. The maximum principle applied to \( |u|^2 - 1 \) then gives \( |u| \leq 1 \) on \( M \). Below, by “solution to (1.2)” we always mean a smooth solution.

Next we define the second outer variation of \( E_{\varepsilon} \) at a solution \( u \) by

\[
\delta^2 E_{\varepsilon}(u)(v,v) = \frac{d^2}{dt^2} E_{\varepsilon}(u + tv)|_{t=0} = \int_M |\nabla v|^2 + \frac{|u|^2 - 1}{\varepsilon^2} |v|^2 + \frac{2(u \cdot v)^2}{\varepsilon^2} d\mu_g. \tag{2.2}
\]

Since \( u \) is bounded, \( \delta^2 E_{\varepsilon}(u) \) extends to a symmetric bilinear form on the real Hilbert space \( W^{1,2}(M; \mathbb{C}) \simeq W^{1,2}(M; \mathbb{R}^2) \), with associated linear operator

\[
L_u v := -\Delta v + \frac{|u|^2 - 1}{\varepsilon^2} v + \frac{2(u \cdot v)^2}{\varepsilon^2}.
\]

The operator \( L_u \) possesses a complete set of \( L^2 \)-orthonormal eigenfunctions with eigenvalues

\[
\lambda_1 \leq \lambda_2 \leq \cdots \to +\infty.
\]

We say that a solution \( u \) to (1.2) is stable if \( \lambda_1 \geq 0 \), or equivalently when

\[
\delta^2 E_{\varepsilon}(u)(v,v) \geq 0 \quad \text{for all } v \in W^{1,2}(M; \mathbb{C}). \tag{2.3}
\]

The index of \( u \) as a critical point of \( E_{\varepsilon} \) is defined to be the number (counted with multiplicity) of negative eigenvalues of \( L_u \). Moreover, the index of \( u \) is at least \( k \) if and only if there exists a \( k \)-dimensional subspace \( V \) of \( W^{1,2}(M; \mathbb{R}^2) \) such that \( \delta^2 E_{\varepsilon}(u) \) restricted to \( V \) is negative definite.

There is another way in which we can perform the variations. Assuming that \( u : M \to \mathbb{C} \) is smooth and that \( X \) is a vector field on \( M \), with \( \varphi_t \) being the flow it generates, then the expression

\[
E_{\varepsilon}(\varphi^*_tu) = \int_M \frac{|
abla \varphi^*_tu|^2}{2} + \frac{(1 - |\varphi^*_tu|^2)^2}{4\varepsilon^2} d\mu_g \tag{2.4}
\]

is smooth in \( t \), and we define the first and second inner variations of \( E_{\varepsilon} \) to be, respectively,

\[
\delta E_{\varepsilon}(u)(X) = \frac{d}{dt} E_{\varepsilon}(\varphi^*_tu)|_{t=0},
\]

\[
\delta^2 E_{\varepsilon}(u)(X,X) = \frac{d^2}{dt^2} E_{\varepsilon}(\varphi^*_tu)|_{t=0}.
\]

Note that we use similar notation for the outer and inner variations. However, since one of them applies to functions and the other to vector fields, there should be no confusion. The precise formulae for the first and second inner variations will be given in Section 3. For now we note the relationship between the inner and outer variations.
Proposition 2.1. Let \( u : M \to \mathbb{C} \) be a smooth function and let \( X \) be a smooth vector field on \( M \). Then we have
\[
\delta E_\varepsilon(u)(X) = \delta E_\varepsilon(u)(\nabla_X u),
\]
\[
\delta^2 E_\varepsilon(u)(X, X) = \delta^2 E_\varepsilon(u)(\nabla_X u, \nabla_X u) + \delta E_\varepsilon(u)(\nabla_X \nabla_X u).
\]

Proof. The Proposition was proved in [Le15] in the case where \( M \) is a domain in Euclidean space, but for a more general class of functionals. When we specialize to \( E_\varepsilon \), the computation is rather short, so we include it below.

First note the following immediate consequences of the definitions of the first and second inner variations:
\[
\delta E_\varepsilon(u)(X) = \int_M \langle \delta u, d(\varphi_t^* u) \rangle + \frac{|u|^2 - 1}{\varepsilon^2} (u \cdot \frac{d}{dt} \varphi_t^* u) d\mu_g,
\]
\[
\delta^2 E_\varepsilon(u)(X, X) = \int_M \frac{d}{dt} (\varphi_t^* u)^2 + \langle \delta u, d^2(\varphi_t^* u) \rangle + \frac{|u|^2 - 1}{\varepsilon^2} \left( \frac{d}{dt} \varphi_t^* u \right)^2
\]
\[
+ \frac{2}{\varepsilon^2} (u \cdot \frac{d}{dt} \varphi_t^* u)^2 + \frac{|u|^2 - 1}{\varepsilon^2} (u \cdot \frac{d^2}{dt^2} \varphi_t^* u) d\mu_g.
\]

Next, since \( d(\varphi_t^* u) = \varphi_t^* du \), we have
\[
\frac{d}{dt} d(\varphi_t^* u) = \varphi_t^* (\mathcal{L}_X du) = \varphi_t^* d(\nabla_X u).
\]

Differentiating a second time yields
\[
\frac{d^2}{dt^2} d(\varphi_t^* u)|_{t=0} = \mathcal{L}_X \mathcal{L}_X du = d(\nabla_X \nabla_X u).
\]

Performing similar computations for \( \varphi_t^* u \), substituting into (2.7) and (2.8), and comparing with (2.1) and (2.2), we are done. \( \square \)

The following corollary of Proposition 2.1 is immediate.

Corollary 2.2. If \( u : M \to \mathbb{C} \) is a solution to (1.2), then
\[
\delta^2 E_\varepsilon(u)(X, X) = \delta^2 E_\varepsilon(u)(\nabla_X u, \nabla_X u),
\]
and thus polarizing \( \delta^2 E_\varepsilon(u) \) yields a symmetric bilinear form on the space of vector fields on \( M \). Moreover, if \( u \) is a stable solution to (1.2), then for all vector fields \( X \) on \( M \) we have
\[
\delta^2 E_\varepsilon(u)(X, X) \geq 0.
\]

2.2. The second inner variation formula of \( E_\varepsilon \). In this section we continue to assume that \( (M, g) \) is a closed Riemannian manifold. The main purpose is to compute the second inner variation of \( E_\varepsilon \). The computation has been carried out in [Le15] in the case where \( M \) is a subset of \( \mathbb{R}^n \) with the Euclidean metric. In general one has to be careful about curvature terms. For the sake of clarity, we single out some of the important facts to be used in computing the second variation in the lemma below.

Lemma 2.3. Let \( X \) be a smooth vector field on \( M \) and let \( \varphi_t \) denote the flow it generates. Let \( g_t = \varphi_t^* g \). (Note that we pull back via \( \varphi_{-t} \) rather than \( \varphi_t \).) Then we have
\[
(a) \quad \frac{d}{dt} g_t = -\varphi_{-t}^* \mathcal{L}_X g.
\]
\[
(b) \quad \frac{d}{dt} g_t^{ij} = g_t^{ik} (\mathcal{L}_X g)_{kl} g_t^{lj}.
\]
\( c \)
\[- \frac{d}{dt} \varphi^*_{-t}(\mathcal{L}Xg)_{ij} |_{t=0} = (\mathcal{L}X \mathcal{L}Xg)_{ij} \]
\[ = \langle \nabla_i \nabla_j X, \partial_j \rangle + \langle \nabla_j \nabla_i X, \partial_i \rangle + \langle R_{X,\partial_i} X, \partial_j \rangle + \langle R_{X,\partial_j} X, \partial_i \rangle + 2 \langle \nabla_i X, \nabla_j X \rangle. \]

\( d \)
\[- \frac{d}{dt} \text{div}_g X = \nabla_X (\text{div}_g X) \]
\[ = \text{div}_g (\nabla_X X) - \text{Ric}(X, X) - g^{ij} g^{kl} \langle \nabla_i X, \partial_k \rangle \langle \nabla_l X, \partial_j \rangle. \]

**Proof.** Part (a) is standard. See for instance [Lee03]. Part (b) follows immediately from (a) since \( g^i_t \) is by definition the components of the inverse of \( g_t \).

The first equality in part (c) is just the definition of the Lie derivative. For the second equality, we compute
\[
(\mathcal{L}X \mathcal{L}Xg)_{ij}
= X((\mathcal{L}Xg)_{ij}) - (\mathcal{L}Xg)(([X, \partial_i], \partial_j) - (\mathcal{L}Xg)([\partial_i, [X, \partial_j]])
= X\langle \nabla_i X, \partial_j \rangle + \langle \nabla_j X, \partial_i \rangle - \langle \nabla_{[X, \partial_i]} X, \partial_j \rangle - \langle \nabla_{[X, \partial_j]} X, \partial_i \rangle
- \langle \nabla_{[\partial_i, X]} \partial_j \rangle - \langle \nabla_{[\partial_j, X]} \partial_i \rangle
= \langle \nabla_i \nabla_j X, \partial_j \rangle + \langle \nabla_j \nabla_i X, \partial_i \rangle + \langle R_{X,\partial_i} X, \partial_j \rangle + \langle R_{X,\partial_j} X, \partial_i \rangle + 2 \langle \nabla_i X, \nabla_j X \rangle. \tag{2.9} \]

For part (d), the first equality can be verified using either local coordinates or integration by parts. Next, letting \( \theta_X \) denote the 1-form dual to \( X \), we have \( \langle \nabla \theta_X \rangle_{ij} = \langle \nabla_i X, \partial_j \rangle \), and \( \text{div}_g X = \langle g, \nabla \theta_X \rangle \). Thus
\[
\nabla_X \text{div}_g X = \nabla_X \langle g, \nabla \theta_X \rangle = \langle g, \nabla_X \nabla \theta_X \rangle
= g^{ij} (\langle \nabla \theta_X \rangle_{ij} - \langle \nabla \theta_X \rangle_{\nabla_i X, \partial_j} - \langle \nabla \theta_X \rangle_{\partial_i, \nabla_X \partial_j})
= g^{ij} (\langle \nabla X \nabla_i X, \partial_j \rangle + \langle \nabla_i X, \nabla_X \partial_j \rangle - \langle \nabla_X \partial_i X, \partial_j \rangle - \langle \nabla_i X, \nabla_X \partial_j \rangle). \]

Cancelling the second and fourth terms in the last line and introducing the curvature to switch the order of derivative, we get
\[
\nabla_X \text{div}_g X = g^{ij} (\langle \nabla_i \nabla_j X, \partial_j \rangle - \langle \nabla \nabla_i X, \partial_j \rangle + \langle R_{X,\partial_i} X, \partial_j \rangle)
= \text{div}_g (\nabla_X X) - \text{Ric}(X, X) - g^{ij} g^{kl} \langle \nabla_i X, \partial_k \rangle \langle \nabla_l X, \partial_j \rangle. \]

\[ \square \]

**Proposition 2.4.** Suppose \( X \) is any smooth vector field on \( M \) and denote by \( \{ \varphi_t \} \) the flow generated by \( X \). For any smooth function \( u : M \to \mathbb{C} \), we have
\[
\delta E_\varepsilon(u)(X) = - \int_M e_\varepsilon(u) \text{div}_X - \langle \nabla \nabla u, \nabla u \rangle d\mu. \tag{2.10} \]
\[
\delta^2 E_\varepsilon(u)(X, X)
= \int_M e_\varepsilon(u)((\text{div} X)^2 - \text{Ric}(X, X) - \langle \nabla e_i X, e_j \rangle \langle \nabla e_j X, e_i \rangle + \text{div} \nabla_X X) d\mu. \tag{2.11} \]
The $e_1, \ldots, e_n$ in (2.11) is any orthonormal basis at the point where the integrand is being computed. Note that this choice does not affect the result.

**Proof.** Writing $E_\varepsilon(\varphi_1 u) = \int_M e_\varepsilon(\varphi_1 u, g) d\mu_g$ to emphasize the dependence on the metric, and denoting $g_t = \varphi_t^* g$, we note that

$$E_\varepsilon(\varphi_1 u) = \int_M e_\varepsilon(u, g_t) d\mu_{g_t} = \int_M \frac{1}{2} \hat{g}_l^i \partial_l u \cdot \partial_j u + \frac{(1 - |u|^2)^2}{4\varepsilon^2} d\mu_{g_t}.$$  

Differentiating under the integral sign, we get

$$\frac{d}{dt} E_\varepsilon(\varphi_1 u) = \int_M \frac{1}{2} \hat{g}_l^i \left( \varepsilon^{-1} \mathcal{L}_X g \right)_{kl}^i \partial_l u \cdot \partial_j u - e_\varepsilon(u, g_t) d\mu_{g_t}. \tag{2.12}$$

Evaluating at $t = 0$ gives (2.10) at once. Next, we differentiate (2.12) again to get

$$\frac{d^2}{dt^2} E_\varepsilon(\varphi_1 u) |_{t=0} = \int_M \frac{1}{2} \partial_l u \cdot \partial_j u \left[ ( - \mathcal{L}_X \mathcal{L}_X g )_{ij} + \mathcal{L}_X g_{ik} \mathcal{L}_X g_{jl}^i + g_{ik} ( \mathcal{L}_X g )_{kl}^i \right]$$

$$\quad - g_{ik} ( \mathcal{L}_X g )_{kl}^j ( \partial_l u \cdot \partial_j u ) d\mu_g X - e_\varepsilon(u, g) \frac{d}{dt} d\mu_g X + e_\varepsilon(u, g) (d\mu_g X) \tag{2.13}$$

Using Lemma 2.3(d) to replace the term $\frac{d}{dt} d\mu_g X$, we see that (2.13) becomes

$$\frac{d^2}{dt^2} E_\varepsilon(\varphi_1^* u) |_{t=0}$$

$$= \int_M e_\varepsilon(u, g) \left[ (d\mu_g X)^2 - \text{Ric}(X, X) - g^{ij} g^{kl} \langle \nabla_i X, \partial_k \rangle \langle \nabla_j X, \partial_l \rangle + d\mu_g (\nabla_X X) \right] d\mu_g$$

$$- \int_M g_{ik} ( \mathcal{L}_X g )_{kl}^j ( \partial_l u \cdot \partial_j u ) d\mu_g X d\mu_g - \int_M \frac{1}{2} ( \mathcal{L}_X \mathcal{L}_X g )_{ij} ( \partial_l u \cdot \partial_j u ) d\mu_g$$

$$+ \int_M ( \mathcal{L}_X g )_{ik} ( \mathcal{L}_X g )_{kl}^j ( \partial_l u \cdot \partial_j u ) d\mu_g \tag{2.14}$$

To continue, note that

$$\int_M g_{ik} ( \mathcal{L}_X g )_{kl}^j ( \partial_l u \cdot \partial_j u ) d\mu_g = \int_M ( \mathcal{L}_X g ) (\nabla u, \nabla u) d\mu_g X d\mu_g = 2 \int_M (\nabla u, \nabla u) d\mu_g X d\mu_g. \tag{2.15}$$

Next, by Lemma 2.3(c), we have

$$\int_M \frac{1}{2} ( \mathcal{L}_X \mathcal{L}_X g )_{ij} ( \partial_l u \cdot \partial_j u ) d\mu_g = \int_M \langle \nabla u (\nabla_X X), X \rangle - R(\nabla u, X, X, \nabla u) + |\nabla u|^2. \tag{2.16}$$

Finally, for the last line of (2.13), we have

$$\int_M ( \mathcal{L}_X g )_{ik} ( \mathcal{L}_X g )_{kl}^j ( \partial_l u \cdot \partial_j u ) d\mu_g = \int_M |\mathcal{L}_X g \cdot \nabla u|^2 d\mu_g. \tag{2.17}$$

Putting the three equations above back into (2.14), and rewriting

$$g_{ij} g^{kl} \langle \nabla_i X, \partial_k \rangle \langle \nabla_j X, \partial_l \rangle = \langle \nabla_{e_i} X, e_j \rangle \langle \nabla_{e_j} X, e_i \rangle$$
using an orthonormal frame, we obtain the desired result. □

Recalling the relationship between inner and outer variations noted in Section 2.1, we derive the following result from the previous proposition.

**Corollary 2.5.** Suppose \( u : M \to \mathbb{C} \) is a solution to \((1.2)\) and let \( X, \varphi_t \) be as in the previous Proposition. Then we have

\[
\delta^2 E_\varepsilon(u)(X,X) = \int_M e_\varepsilon(u) ((\text{div} X)^2 - \text{Ric}(X,X) - \langle \nabla_{e_i} X, e_j \rangle \langle \nabla_{e_j} X, e_i \rangle) d\mu \\
- \int_M 2\langle \nabla \nabla u, \nabla u \rangle \text{div} X - R(\nabla u, X, X, \nabla u) + |\nabla \nabla u|^2 d\mu \\
+ \int_M |\mathcal{L} g \nabla u|^2 d\mu.
\]

(2.18)

**Proof.** By (2.5) and (2.10) with \( \nabla \nabla X \) in place of \( X \), and recalling that \( u \) is a smooth solution, we get

\[
\hat{M} e_\varepsilon(u) \text{div} g(\nabla \nabla X) - \langle \nabla \nabla u \rangle \langle \nabla \nabla u \rangle d\mu = 0.
\]

Combining this with (2.11) gives the result. □

Combining (2.18) with the analysis in [Che, Ste] on the asymptotic behavior of solutions as \( \varepsilon \to 0 \) allows us to compare the second variation of \( E_\varepsilon \) with that of the volume, at least in the case where \( b_1(M) = 0 \). Interestingly, the result is very similar to that in [Le15], where the domain is a subset of \( \mathbb{R}^n \).

**Proposition 2.6.** Suppose \( b_1(M) = 0 \) and that \( u_\varepsilon \) is a family of solutions to \((1.2)\) satisfying \((1.5)\). Let \( V \) denote the stationary rectifiable \((n-2)\)-varifold obtained by applying Theorem 1.1 to the sequence \( u_\varepsilon \). Then up to taking a subsequence as in Theorem 1.1, for any smooth vector field \( X \) on \( M \) we have

\[
\lim_{k \to \infty} \frac{1}{\log \varepsilon_k} \delta^2 E_{\varepsilon_k}(u_\varepsilon_k)(X,X) = \delta^2 V(X,X) + \int_\Sigma \left( \langle \nabla_{\nu_1} X, \nu_2 \rangle + \langle \nabla_{\nu_2} X, \nu_1 \rangle \right)^2 + \left( \langle \nabla_{\nu_1} X, \nu_1 \rangle - \langle \nabla_{\nu_2} X, \nu_2 \rangle \right)^2 d\|V\|,
\]

(2.19)

where \( \nu_1, \nu_2 \) is an orthonormal basis for \( T_x^\perp \Sigma \), the orthogonal complement of \( T_x \Sigma \) in \( T_x M \).

**Remark 2.7.** Note that the term

\[
\left( \langle \nabla_{\nu_1} X, \nu_2 \rangle + \langle \nabla_{\nu_2} X, \nu_1 \rangle \right)^2 + \left( \langle \nabla_{\nu_1} X, \nu_1 \rangle - \langle \nabla_{\nu_2} X, \nu_2 \rangle \right)^2
\]

is independent of the choice of \( \nu_1, \nu_2 \).

**Proof of Proposition 2.6.** The second variation formula for a general varifold in a Riemannian manifold can be found in [LS73, p.435]. Applying it to the stationary rectifiable \((n-2)\)-varifold \( V \) and expressing the result in our present notation, we arrive at

\[
\delta^2 V(X,X) = \int_\Sigma \left( \langle \text{div} T \Sigma X \rangle \right)^2 - \sum_{i,j=1}^{n-2} \langle \nabla_{\tau_i} X, \tau_j \rangle \langle \nabla_{\tau_j} X, \tau_i \rangle
\]

(2.20)

\[
+ \sum_{i=1}^{n-2} |\langle \nabla_{\tau_i} X \rangle |^2 - \sum_{i=1}^{n-2} R(X, \tau_i, \tau_i, X) d\|V\|,
\]
where \( \tau_1, \ldots, \tau_{n-2} \) is any orthonormal basis of \( T_x \Sigma \) whenever the latter exists, and \((\cdot)^\perp \) denotes the orthogonal projection onto \( T_x^\perp \Sigma \).

By Theorem 1.1, since \( b_1(M) = 0 \) by assumption, the harmonic one form \( \psi \) must be identically zero, and we have
\[
\frac{1}{\log \varepsilon_k} e_{\varepsilon_k}(u_{\varepsilon_k}) d\mu_g \rightarrow \| V \| \text{ as Radon measures on } S^n.
\]

Moreover, in [Che, Section 7] it is shown that on each geodesic ball \( B \) with local orthogonal frame \( e_1, \ldots, e_n \), there exist \( \| V \| \)-measurable functions \( A_{ij} \) such that
\[
\frac{1}{\log \varepsilon_k} \nabla_{e_i} u_k \nabla_{e_j} u_k d\mu_g \rightarrow A_{ij} d\| V \| \text{ as measures on } B,
\]
where the matrix \( I - A(x) \) projects orthogonally onto \( T_x \Sigma \) for \( \| V \| \)-a.e. \( x \in B \). Consequently, \( A(x) \) projects onto \( T_x^\perp \Sigma \) for \( \| V \| \)-a.e. \( x \in B \). Moreover, letting \( \omega_1, \ldots, \omega_n \) be the coframe dual to \( e_1, \ldots, e_n \), we see that the tensor
\[
A_{ij} \omega^i \otimes \omega^j
\]
is independent of the choice of frame \( e_1, \ldots, e_n \). Thus the \( A_{ij} \)'s obtained on different geodesic balls patch together to define a global object on \( M \).

We now divide (2.18) by \( |\log \varepsilon_k| \) and let \( k \) tend to infinity. By the above discussion, we see that
\[
\lim_{k \to \infty} \frac{1}{\log \varepsilon_k} \delta^2 E_{\varepsilon_k}(u_{\varepsilon_k})(X, X)
= \int_M ((\text{div } X)^2 - \text{Ric}(X, X) - \langle \nabla_{e_i} X, e_j \rangle \langle \nabla_{e_j} X, e_i \rangle) d\| V \|
- \int_M (2\langle \nabla_{e_i} X, e_j \rangle \text{div } X - R(e_i, X, X, e_j) + \langle \nabla_{e_i} X, \nabla_{e_j} X \rangle) A_{ij} d\| V \|
+ \int_M (\mathcal{L}X g)_{e_i, e_k} (\mathcal{L}X g)_{e_j, e_k} A_{ij} d\| V \|.
\]

At a point \( x \in \Sigma \) where \( T_x \Sigma \) exists, since the integrands above do not depend on the choice of orthonormal basis \( e_1, \ldots, e_n \), we may assume that \( e_1, \ldots, e_{n-2} \) span \( T_x \Sigma \), while \( \nu_1 := e_{n-1} \) and \( \nu_2 := e_n \) form a basis for \( T_x^\perp \Sigma \). Recalling that \( A \) projects orthogonally onto \( T_x^\perp \Sigma \), we can rewrite the various terms in the integrands above as follows:
\[
(\text{div } X)^2 = (\text{div}_{TSigma} X + \text{div}_{T^\perp \Sigma} X)^2
A_{ij} \langle \nabla_{e_i} X, e_j \rangle \text{div } X = (\text{div}_{T^\perp \Sigma} X)(\text{div}_{TSigma} X + \text{div}_{T^\perp \Sigma} X)
A_{ij} R(e_i, X, X, e_j) = R(\nu_1, X, X, \nu_1) + R(\nu_2, X, X, \nu_2)
A_{ij} \langle \nabla_{e_i} X, \nabla_{e_j} X \rangle = |\nabla_{\nu_1} X|^2 + |\nabla_{\nu_2} X|^2
\sum_{k=1}^n (\mathcal{L}X g)_{e_i, e_k} (\mathcal{L}X g)_{e_j, e_k} A_{ij} = 2 \sum_{i=1}^2 \sum_{k=1}^n (\langle \nabla_{\nu_{i_k}} X, e_k \rangle + \langle \nabla_{e_k} X, \nu_{i_k} \rangle)^2
= |\nabla_{\nu_1} X|^2 + |\nabla_{\nu_2} X|^2 + \sum_{k=1}^n |\langle \nabla_{e_k} X \rangle_{T^\perp \Sigma}|^2
+ 2 \sum_{i=1}^2 \sum_{k=1}^n \langle \nabla_{\nu_{i_k}} X, e_k \rangle \langle \nabla_{e_k} X, \nu_{i_k} \rangle.
\]
Putting these back into (2.21) and noticing some cancellations, we get
\[
\lim_{k \to \infty} \frac{1}{\log \varepsilon_k} \delta^2 E_{\varepsilon_k}(u_{\varepsilon_k})(X, X)
= \int_M (\text{div}_{\Sigma} X)^2 \rightleftharpoons (\text{div}_{\Sigma} X)^2 - \sum_{i=1}^{n-2} R(e_i, X, X, e_i) + \sum_{k=1}^{n} |(\nabla_{e_k} X)^T|^2
+ 2 \sum_{i=1}^{2} \sum_{k=1}^{n} \langle \nabla_{e_k} X, e_k \rangle \langle \nabla_{e_k} X, \nu_i \rangle - \sum_{i,j=1}^{n} \langle \nabla_{e_i} X, e_j \rangle \langle \nabla_{e_j} X, e_i \rangle d\|V\|.
\]

To continue, note that
\[
-(\text{div}_{\Sigma} X)^2 = -\langle \nabla_{\nu_i} X, \nu_1 \rangle^2 - \langle \nabla_{\nu_2} X, \nu_2 \rangle^2 - 2 \langle \nabla_{\nu_1} X, \nu_1 \rangle \langle \nabla_{\nu_2} X, \nu_2 \rangle\]
\[
= \sum_{k=1}^{n} |(\nabla_{e_k} X)^T|^2 + \sum_{i,j=1}^{2} \langle \nabla_{e_i} X, \nu_j \rangle \langle \nabla_{e_j} X, \nu_i \rangle
+ 2 \sum_{i=1}^{2} \sum_{k=1}^{n} \langle \nabla_{e_k} X, e_k \rangle \langle \nabla_{e_k} X, \nu_i \rangle - \sum_{i,j=1}^{n} \langle \nabla_{e_i} X, e_j \rangle \langle \nabla_{e_j} X, e_i \rangle
- 2 \sum_{i,j=1}^{n} \langle \nabla_{e_i} X, \nu_j \rangle \langle \nabla_{e_j} X, \nu_i \rangle.
\]

Substituting and making some cancellations, we arrive at
\[
\lim_{k \to \infty} \frac{1}{\log \varepsilon_k} \delta^2 E_{\varepsilon_k}(u_{\varepsilon_k})(X, X)
= \int_M [(\text{div}_{\Sigma} X)^2 - \sum_{i=1}^{n-2} R(e_i, X, X, e_i) + \sum_{k=1}^{n} |(\nabla_{e_k} X)^T|^2 - \sum_{i,j=1}^{n-2} \langle \nabla_{e_i} X, e_j \rangle \langle \nabla_{e_j} X, e_i \rangle] d\|V\|
+ \int_M \sum_{i,j=1}^{2} \langle \nabla_{\nu_i} X, \nu_j \rangle \langle \nabla_{\nu_j} X, \nu_i \rangle + \langle \nabla_{\nu_1} X, \nu_1 \rangle^2 + \langle \nabla_{\nu_2} X, \nu_2 \rangle^2 - 2 \langle \nabla_{\nu_1} X, \nu_1 \rangle \langle \nabla_{\nu_2} X, \nu_2 \rangle d\|V\|
= \int_M \left( (\text{div}_{\Sigma} X)^2 - \sum_{i=1}^{n-2} R(e_i, X, X, e_i) + \sum_{k=1}^{n} |(\nabla_{e_k} X)^T|^2 - \sum_{i,j=1}^{n-2} \langle \nabla_{e_i} X, e_j \rangle \langle \nabla_{e_j} X, e_i \rangle \right) d\|V\|
+ \int_M \left( \langle \nabla_{\nu_1} X, \nu_2 \rangle + \langle \nabla_{\nu_2} X, \nu_1 \rangle \right)^2 + \left( \langle \nabla_{\nu_1} X, \nu_1 \rangle - \langle \nabla_{\nu_2} X, \nu_2 \rangle \right)^2 d\|V\|.
\]

Recalling (2.20), we are done. \(\square\)

3. Stability and Index of Ginzburg–Landau Solutions on \(S^n\)

As in [LS73], the conformal Killing vector fields of \(S^n\) which are orthogonal to the Killing fields play an important role in studying the stability and index of solutions to the Ginzburg–Landau equations. The proposition below summarizes some of the well-known properties of these vector fields.
Proposition 3.1. For $\xi \in \mathbb{R}^{n+1}$, define $f_\xi : S^n \to \mathbb{R}$ by $f_\xi(x) = \langle x, \xi \rangle$ and let $X_\xi = \nabla f_\xi$, where $\nabla$ denotes the covariant derivative on $S^n$. Then we have

(a) $X_\xi(x) = \xi - f_\xi(x)x$ for all $x \in S^n$. Consequently $|X_\xi|^2 = |\xi|^2 - f_\xi^2$.

(b) $\langle \nabla_v X_\xi, w \rangle = -f_\xi(x)\langle v, w \rangle$ for all $x \in S^n$, $v, w \in T_x S^n$.

(c) $\text{div} X_\xi = -nf_\xi$.

Now suppose $u : S^n \to \mathbb{C}$ is a solution to (1.2). Using Corollary 2.5 with $M = S^n$ and $X = X_\xi$ for any $\xi \in S^n$, along with Proposition 3.1, we get

$$
\delta^2 E_\varepsilon(u) (X_\xi, X_\xi) = \int_M e_\varepsilon(u) ((\text{div} X_\xi)^2 - \text{Ric}(X_\xi, X_\xi) - \langle \nabla_{e_i} X_\xi, e_j \rangle \langle \nabla_{e_j} X_\xi, e_i \rangle) d\mu
$$

$$
- \int_M 2\langle \nabla u, \nabla X_\xi \rangle \text{div} X_\xi - R(\nabla u, X_\xi, X_\xi, \nabla u) + |\nabla u, X_\xi|^2 d\mu
$$

$$
+ \int_M |\nabla u, L X_\xi|^2 d\mu
$$

$$
= \int_M e_\varepsilon(u) ((n^2 f_\xi^2 - (n-1)(1-f_\xi^2)) - nf_\xi^2) d\mu
$$

$$
- \int_M 2n|\nabla u|^2 f_\xi^2 - (1-f_\xi^2)|\nabla u|^2 + \langle \nabla u, X_\xi \rangle^2 + f_\xi^2 |\nabla u|^2 d\mu
$$

$$
+ 4 \int_M f_\xi^2 |\nabla u|^2 d\mu. \quad (3.1)
$$

We are now ready to prove one of our main theorems.

Theorem 1.3. Every stable solution of (1.2) on $S^n$ for $n \geq 2$ is necessarily constant with absolute value 1, regardless of the value of $\varepsilon$.

Proof. Let $u$ be a stable solution. Since 0 is easily seen to be unstable, and since non-zero constant solutions must have absolute value 1, we only have to prove that $u$ is constant.

The idea of proof comes from the averaging method in [LS73]. Namely, letting $\xi_1, \ldots, \xi_{n+1}$ denote the standard basis for $\mathbb{R}^{n+1}$, we apply (3.1) to $\xi = \xi_1, \ldots, \xi_{n+1}$ and sum up the result. Noting that

$$
\sum_{i=1}^{n+1} f_{\xi_i}(x)^2 = 1 \text{ for all } x \in S^n,
$$

and using Corollary 2.2, we obtain

$$
0 \leq \sum_{i=1}^{n+1} \delta^2 E_\varepsilon(u)(X_{\xi_i}, X_{\xi_i}) = -(n-2) \int_M |\nabla u|^2 d\mu. \quad (3.2)
$$

When $n \geq 3$, this forces $\nabla u$ to vanish identically, and consequently $u$ is constant. When $n = 2$, Corollary 2.2 and (3.2) imply that

$$
\delta^2 E_\varepsilon(u)(\nabla_{X_{\xi_i}} u, \nabla_{X_{\xi_i}} u) = \delta^2 E_\varepsilon(u)(X_{\xi_i}, X_{\xi_i}) = 0 \text{ for all } i.
$$

Since $u$ is a stable solution, this means that for all $i = 1, \ldots, n+1$, the function $v_i = \langle \nabla u, X_{\xi_i} \rangle$ necessarily lies in the kernel of the operator associated with the bilinear form $\delta^2 E_\varepsilon(u)$. In other words,

$$
\Delta v_i = \frac{|u|^2 - 1}{\varepsilon^2} v_i + \frac{2(u \cdot v_i) u}{\varepsilon^2}. \quad (3.3)
$$
On the other hand, commuting derivatives and introducing Ricci curvature terms, we have
\[
\Delta v_i = \Delta \langle \nabla u, X_\xi \rangle = \langle \Delta \nabla u, X_\xi \rangle + 2 \langle \nabla^2 u, \nabla X_\xi \rangle + \langle \nabla u, \Delta X_\xi \rangle \\
\quad = \langle \nabla \Delta u + (n - 1) \nabla u, X_\xi \rangle + 2 \langle \nabla^2 u, \nabla X_\xi \rangle + \langle \nabla u, \nabla \Delta f_\xi + (n - 1) \nabla f_\xi \rangle \\
\quad = \frac{|u|^2 - 1}{\varepsilon^2} v_i + \frac{2(u \cdot v_i)}{\varepsilon^2} + 2(n - 1) \langle \nabla u, X_\xi \rangle + 2 \langle \nabla^2 u, \nabla X_\xi \rangle + \langle \nabla u, \nabla \Delta f_\xi \rangle.
\]
Recalling (3.3) and that \(\Delta f_\xi = -nf_\xi\), we deduce that
\[
(n - 2) \langle \nabla u, X_\xi \rangle + 2 \langle \nabla^2 u, \nabla X_\xi \rangle = 0. \tag{3.4}
\]
Since we are in the case \(n = 2\), the first term drops and we get that
\[
2 \langle \nabla^2 u, \nabla X_\xi \rangle = 0 \text{ on } S^n, \text{ for all } i. \tag{3.5}
\]
Using Proposition 3.1(b), we arrive at
\[
-f_\xi(x) \Delta u(x) = 0 \text{ for all } x \in S^n, \quad i = 1, \ldots, n + 1, \tag{3.6}
\]
which means that \(\Delta u\) vanishes identically on \(S^n\), and consequently \(u\) is constant. \(\square\)

Next we show how the comparison result, Proposition 2.6, can be used to give index lower bounds for solutions to (1.2) on \(S^n\) under appropriate assumptions. That is, we prove

**Theorem 1.4.** Suppose \(n \geq 3\). For all \(C > 0\), there exists \(\varepsilon_0 > 0\) such that if \(u\) is a solution on \(S^n\) to (1.2) with \(\varepsilon < \varepsilon_0\), and if
\[
C^{-1} |\log \varepsilon| \leq E_\varepsilon(u) \leq C |\log \varepsilon|, \tag{3.7}
\]
then the Morse index of \(u\) as a critical point of \(E_\varepsilon\) is at least 2.

**Proof.** We argue by contradiction. Negating the conclusion yields a \(C > 0\) and a sequence \(u_\varepsilon\) of solutions to (1.2) with \(\varepsilon \to 0\) such that (3.7) holds for all \(\varepsilon\), but each \(u_\varepsilon\) has index smaller than 2. Applying Proposition 2.6 to \(u_\varepsilon\), we get a subsequence, which we do not relabel, and a stationary rectifiable \((n - 2)\)-varifold \(V\) in \(S^n\), such that (2.19) holds. Moreover, the first inequality in (3.7) implies that \(V\) is non-trivial.

By Proposition 3.1(b), we see that at every \(x \in S^n\) where \(T_x \Sigma\) exists, we have
\[
((\nabla_{v_1} X_\xi, \nu_2) + (\nabla_{v_2} X_\xi, \nu_1))^2 + ((\nabla_{v_1} X_\xi, \nu_1) - (\nabla_{v_2} X_\xi, \nu_2))^2 = 0 \text{ for all } \xi \in \mathbb{R}^{n+1}.
\]
Consequently the second term on the right of (2.19) vanishes, and we are left with
\[
\lim_{\varepsilon \to 0} \frac{1}{|\log \varepsilon|} \delta^2 E_\varepsilon(u_\varepsilon)(X_\xi, X_\xi) = \delta^2 V(X_\xi, X_\xi) \text{ for all } \xi \in \mathbb{R}^{n+1}.
\]
Polarizing the quadratic forms involved and noting the linearity of \(\xi \mapsto X_\xi\), we see that
\[
\lim_{\varepsilon \to 0} \frac{1}{|\log \varepsilon|} \delta^2 E_\varepsilon(u_\varepsilon)(X_\xi, X_\eta) = \delta^2 V(X_\xi, X_\eta) \text{ for all } \xi, \eta \in \mathbb{R}^{n+1}. \tag{3.8}
\]
To continue, we note the following fact which is implicit in [LS73], namely that for any stationary varifold \(V\) and any \(\xi, \eta \in \mathbb{R}^{n+1}\) there holds
\[
\delta^2 V(X_\xi, X_\xi) = -(n - 2) \int_{\Sigma} |X_\xi|^2 d\|V\|. \tag{3.9}
\]
This can be proved, for instance, by substituting \(X = X_\xi\) into (2.20) and combining the result with the fact that \(\delta V(f_\xi X_\xi) = 0\) by stationarity. In any case, since \(V \neq 0\), the
identity \([3.9]\) implies, as in \([\text{Sim}68\) Section 5], that there exist \(\xi, \eta \in \mathbb{R}^{n+1}\), linearly independent, such that \(\delta^2 V\) is negative-definite when restricted to \(\text{span}\{X_\xi, X_\eta\}\). But then we see by \([3.8]\) that, for \(\varepsilon\) sufficiently small, the matrix
\[
\begin{pmatrix}
\delta^2 E_\varepsilon(u_\varepsilon)(X_\xi, X_\xi) & \delta^2 E_\varepsilon(u_\varepsilon)(X_\xi, X_\eta) \\
\delta^2 E_\varepsilon(u_\varepsilon)(X_\eta, X_\xi) & \delta^2 E_\varepsilon(u_\varepsilon)(X_\eta, X_\eta)
\end{pmatrix}
\]
is negative-definite. Recalling Corollary \([2.2]\) it follows that, for all sufficiently small \(\varepsilon\),
\[
\delta^2 E_\varepsilon(u_\varepsilon)(v, v) < 0 \quad \forall v \in \text{span}_\mathbb{R}\{\nabla_{X_\xi} u_\varepsilon, \nabla_{X_\eta} u_\varepsilon\}.
\]
(3.10)
To obtain a contradiction, it remains to show that \(\nabla_{X_\xi} u_\varepsilon\) and \(\nabla_{X_\eta} u_\varepsilon\) are linearly independent over \(\mathbb{R}\). To that end, suppose that \(a\nabla_{X_\xi} u_\varepsilon + b\nabla_{X_\eta} u_\varepsilon \equiv 0\) for some \(a, b \in \mathbb{R}\). Then, letting \(\varphi_t\) denote the flow generated by \(X_\zeta\), where \(\zeta := a\xi + b\eta\), we have
\[
u_t \circ \varphi_t = u_\varepsilon \quad \text{for all } t.
\]
Recalling that, as \(t \to \infty\), the conformal diffeomorphisms \(\varphi_t : S^n \to S^n\) converge locally uniformly to a constant away from its antipodal point, we deduce that \(u_\varepsilon\) must be constant, so either \(u_\varepsilon \equiv 0\), in which case \(E_\varepsilon(u_\varepsilon) = \frac{\mu_\varepsilon(M)}{4\varepsilon^2}\), or \(|u_\varepsilon| \equiv 1\), in which case \(E_\varepsilon(u_\varepsilon) = 0\). But both possibilities are ruled out by \([3.7]\) when \(\varepsilon\) is small enough, and thus \(\nabla_{X_\xi} u_\varepsilon\) and \(\nabla_{X_\eta} u_\varepsilon\) must be linearly independent over \(\mathbb{R}\). Returning to \([3.10]\), we conclude that the index of \(u_\varepsilon\) is at least 2 for small enough \(\varepsilon\), a contradiction. \(\Box\)

4. Stable solutions on \(\mathbb{CP}^n\)

In this section we study solutions to \([1.2]\) on \(\mathbb{CP}^n\) with the Fubini–Study metric \(g = g_{FS}\) as introduced in Section 1.2. Again motivated by \([\text{LS}73]\), we make use of the holomorphic vector fields on \(\mathbb{CP}^n\). Below we review some basic facts concerning these objects.

4.1. Holomorphic vector fields on \(\mathbb{CP}^n\). Letting \(J\) denote the complex structure on \(\mathbb{CP}^n\), recall that a vector field \(V\) is holomorphic if and only if \(\mathcal{L}_V J = 0\). Any Killing vector field is holomorphic. Moreover, if \(V\) is holomorphic, so is \(JV\). Thus, letting \(\mathcal{K}\) denote the set of Killing vector fields, it follows that the vector fields in
\[
J\mathcal{K} = \{JV \mid V \in \mathcal{K}\}
\]
are holomorphic vector fields.

The vector fields in \(J\mathcal{K}\) are similar to vector fields \(X_\xi\) on \(S^n\) in that they are the gradients of eigenfunctions corresponding to the first non-zero eigenvalue of the Laplace operator on \(\mathbb{CP}^n\). These first eigenfunctions are given as follows \([\text{BGM}71]\): For each matrix \(w \in H_{n+1} \setminus \{0\}\), where \(H_{n+1} = \{w \in \mathbb{C}^{(n+1) \times (n+1)} \mid w = w^*, \, \text{tr} \, w = 0\}\), we define
\[
f_w(z_0, \cdots, z_n) = w_{ij} z_i \bar{z}_j
\]
(4.1)
Viewing \(\mathbb{CP}^n\) as the quotient of \(S^{2n+1} \subset \mathbb{C}^{n+1}\) by the \(U(1)\)-action
\[
(z_0, \cdots, z_n) \mapsto (e^{i\theta} z_0, \cdots, e^{i\theta} z_n),
\]
then the restrictions of \(f_w\) to \(S^{2n+1}\) are \(U(1)\)-invariant and descend to \(\mathbb{CP}^n\) to give the first eigenfunctions of \(\Delta_g\), which we still call \(f_w\), by slight abuse of notation. Recall that we normalized \(g\) in such a way that \(\text{Ric}_g = \frac{n+1}{2} g\) and
\[
\Delta_g f_w = -(n+1)f_w \quad \text{for all } w \in H_{n+1}.
\]
Next we recall some facts about Killing vector fields. Fixing a base point $x$ in $\mathbb{C}P^n$ gives rise to a Lie algebra isomorphism between $\mathfrak{su}(n+1)$ and the space $\mathcal{K}$ of Killing vector fields on $\mathbb{C}P^n$. This identification induces an inner product on $\mathcal{K}$ via

$$(A,B)_{\mathcal{K}} = \text{tr}(AB^*), \quad A,B \in \mathfrak{su}(n+1). \quad (4.2)$$

Moreover, we have

$$([A,B],C)_{\mathcal{K}} = -(B,[A,C])_{\mathcal{K}} \text{ for all } A,B,C \in \mathfrak{su}(n+1). \quad (4.3)$$

More importantly, with respect to the innerproduct (4.2), we have the following orthogonal decomposition

$$\mathcal{K} = f_x \oplus p_x,$$

where $f_x = \{V \in \mathcal{K} \mid V|_x = 0\}$ and $p_x = \{V \in \mathcal{K} \mid (\nabla V)|_x = 0\}$. The former generates isometries of $\mathbb{C}P^n$ which fix $x$, while the latter is isometric to $T_x\mathbb{C}P^n$, so that each $\xi \in T_x\mathbb{C}P^n$ can be uniquely extended to a Killing field $V_\xi \in p_x$ such that

$$(V_\xi, V_\eta)_{\mathcal{K}} = \langle \xi, \eta \rangle \text{ for all } \xi, \eta \in T_x\mathbb{C}P^n. \quad (4.4)$$

By slight abuse of notation, we will often just write $\xi$ for $V_\xi$.

**4.2. Stable solutions on $\mathbb{C}P^n$.** We are now ready to state the key computation.

**Proposition 4.1.** Let $u : \mathbb{C}P^n \rightarrow \mathbb{C}$ be a solution to (1.2), and let $V_1, \cdots, V_q$ be any orthonormal basis of $\mathcal{K}$. Then

$$\sum_{i=1}^q \delta^2 E_\varepsilon(u)(JV_i, JV_i) = 0. \quad (4.5)$$

We first prove the following lemma which will be used repeatedly in the proof of Proposition 4.1. The lemma actually follows from the calculations in [LS73, p.447], but we include the proof for completeness.

**Lemma 4.2.** Fix $x \in \mathbb{C}P^n$ and let $V_1, \cdots, V_{2n}$ and $V_{2n+1}, \cdots, V_q$ be, respectively, orthonormal bases for $p_x$ and $f_x$. Then for any $X,Y,W,Z \in T_x\mathbb{C}P^n \simeq p_x$, we have

$$\sum_{k=1}^q \langle \nabla_X JV_k, Y \rangle \langle \nabla_W JV_k, Z \rangle = \langle R_{X,Y} JW, Z \rangle. \quad (4.6)$$

**Proof.** Throughout this proof we use the same notation for vectors in $T_x\mathbb{C}P^n$ and the Killing fields in $p_x$ they induce. To begin, note that since $J$ is parallel and $(\nabla V_k)|_x = 0$ for $k = 1, \cdots, 2n$, we have

$$\sum_{k=1}^q \langle \nabla_X JV_k, Y \rangle \langle \nabla_W JV_k, Z \rangle = \sum_{k=1}^q \langle \nabla_X V_k, JY \rangle \langle \nabla_W V_k, JZ \rangle \quad (4.7)$$

$$= \sum_{k=2n+1}^q \langle \nabla_X V_k, JY \rangle \langle \nabla_W V_k, JZ \rangle \quad (4.8)$$

$$= \sum_{k=2n+1}^q \langle [X, V_k], JY \rangle \langle [W, V_k], JZ \rangle, \quad (4.9)$$

where in the last line we used the fact that since $V_k \in f_x$ when $k > 2n$, we have

$$\nabla V_k = [\cdot, V_k] \text{ at } x.$$
To continue, note that since $X, W \in \mathfrak{p}_x$, and $V_k \in \mathfrak{f}_x$, we have $[X, V_k], [W, V_k] \in \mathfrak{p}_x$, and hence by (4.4), we have
\[
\sum_{k=2n+1}^{q} \langle [X, V_k], JY \rangle ([W, V_k], JZ) = \sum_{k=2n+1}^{q} \langle [X, V_k], JY \rangle ([W, V_k], JZ)_{\mathcal{K}} (4.10) = \sum_{k=2n+1}^{q} \langle V_k, [X, JY] \rangle ([W, [X, JZ])_{\mathcal{K}}, (4.11)
\]
where we used (4.3) in getting the last line. Now since $[X, JY], [W, JZ] \in \mathfrak{f}_x$ and since $\mathfrak{f}_x$ and $\mathfrak{p}_x$ are orthogonal, the last line is no other than
\[
([X, JY], [W, JZ])_{\mathcal{K}} = -([W, [X, JY]], JZ)_{\mathcal{K}} = -\langle [W, [X, JY]], JZ \rangle (since [W, [X, JY]] \in \mathfrak{p}_x) = -\langle R_{X, JY} W, JZ \rangle (since [Z, [X, Y]] = R_{X, Y} Z for X, Y, Z \in \mathfrak{p}_x) = \langle R_{X, JY} J W, Z \rangle.
\]
The proof is complete. $\square$

**Proof of Proposition 4.1.** We carry out the (rather lengthy) computation using the formula (2.11). To simplify notation we let
\[
Q_1(X) = (\text{div} X)^2 - \text{Ric}(X, X) - \langle \nabla_{e_i} X, e_j \rangle \langle \nabla_{e_j} X, e_i \rangle + \text{div} \nabla X
\]
\[
Q_2(X) = 2\langle \nabla u X, \nabla u \rangle \text{div} X - R(\nabla u, X, X, \nabla u) + |\nabla u X|^2 + \langle \nabla u \nabla X, \nabla u \rangle
\]
\[
Q_3(X) = |\mathcal{L}_X g \lrcorner \nabla u|^2.
\]
Clearly it suffices to prove that at each point $x \in \mathbb{CP}^n$, there is some orthonormal basis $V_1, \cdots, V_q$ of $\mathcal{K}$ such that
\[
\sum_{k=1}^{q} Q_1(JV_k) = 0; \sum_{k=1}^{q} \big( -Q_2(JV_k) + Q_3(JV_k) \big) = 0. (4.12)
\]
Thus let us fix an arbitrary $x \in \mathbb{CP}^n$ and assume that $V_1, \cdots, V_{2n}$ is an orthonormal basis for $\mathfrak{p}_x \simeq T_x \mathbb{CP}^n$, and $V_{2n+1}, \cdots, V_q$ is an orthonormal basis for $\mathfrak{f}_x$. Moreover, we let
\[
e_i = V_i|_x \text{ for } i = 1, \cdots, 2n,
\]
which form an orthonormal basis of $T_x \mathbb{CP}^n$.

We begin by analyzing $\sum_{k=1}^{q} Q_1(JV_k)$. First note that
\[
\sum_{k=1}^{q} (\text{div} JV_k)^2 = \sum_{k=1}^{q} \sum_{i,j=1}^{2n} \langle \nabla_{e_i} JV_k, e_j \rangle \langle \nabla_{e_j} JV_k, e_i \rangle.
\]
Combining this with Lemma 4.2, we get
\[
\sum_{k=1}^{q} (\text{div} JV_k)^2 = \sum_{i,j=1}^{2n} \langle R_{e_i, e_i, e_j} e_j, e_i \rangle. (4.13)
\]
Similarly, for the third term in the definition of $Q_1$ we have
\[
\sum_{k=1}^{q} \sum_{i,j=1}^{2n} \langle \nabla_{e_i} JV_k, e_j \rangle \langle \nabla_{e_j} JV_k, e_i \rangle = \sum_{i,j=1}^{2n} \langle R_{e_i, e_j} e_j, e_i \rangle. (4.14)
\]
For the Ricci term in $Q_1$, we simply have
\[ \sum_{j=1}^{q} \text{Ric}(JV_j, JV_j) = \sum_{j=1}^{q} \sum_{i=1}^{2n} \langle R_{e_i, JV_j} JV_j, e_i \rangle = \sum_{i,j=1}^{2n} \langle R_{e_i, Je_j} Je_j, e_i \rangle, \] (4.15)
where the second equality holds because $JV_j = 0$ at $x$ for all $j = 2n + 1, \ldots, q$. Finally, for the last term in the definition of $Q_1$, we have
\[ \sum_{k=1}^{q} \text{div} \left( \nabla JV_k JV_k \right) = \sum_{k=1}^{q} \sum_{i=1}^{2n} \langle \nabla e_i \nabla JV_k JV_k, e_i \rangle \]
\[ = - \sum_{k=1}^{q} \sum_{i=1}^{2n} \langle \nabla e_i \nabla JV_k JV_k, e_i \rangle 
\]
\[ = - \sum_{k=1}^{q} \sum_{i=1}^{2n} \langle \nabla^2 JV_k JV_k, e_i \rangle + \sum_{k=1}^{q} \sum_{i=1}^{2n} \langle \nabla e_i JV_k, e_i \rangle \langle \nabla e_i JV_k, e_i \rangle 
\]
\[ = - \sum_{i=1}^{2n} \langle R_{e_i, Je_j} e_j, e_i \rangle + \sum_{i,j=1}^{2n} \langle R_{e_i, Je_j} Je_j, e_i \rangle, \]
where we used Lemma 4.2 in getting the last line. To sum up, we arrive at
\[ \sum_{k=1}^{q} Q_1(JV_k) = \sum_{i,j=1}^{2n} \langle R_{e_i, Je_j} Je_j, e_i \rangle - \sum_{i,j=1}^{2n} \langle R_{e_i, Je_j} e_j, e_i \rangle - \sum_{i,j=1}^{2n} \langle R_{e_i, Je_j} Je_j, e_i \rangle. \] (4.16)

By the symmetries of the curvature tensor and the first Bianchi identity, we can combine the first and third terms above to get
\[ \sum_{i,j=1}^{2n} \langle R_{e_i, Je_j} Je_j, e_j \rangle - \sum_{i,j=1}^{2n} \langle R_{e_i, Je_j} e_j, e_i \rangle = \sum_{i,j=1}^{2n} \langle R_{e_i, Je_j} Je_j, e_j \rangle + \sum_{i,j=1}^{2n} \langle R_{Je_j e_i, Je_j} e_i \rangle 
\]
\[ = - \sum_{i,j=1}^{2n} \langle R_{Je_j e_i, e_i}, e_j \rangle 
\]
\[ = \sum_{i,j=1}^{2n} \langle R_{e_i, e_j}, e_i \rangle. \]

Therefore we conclude that
\[ \sum_{k=1}^{q} Q_1(JV_k) = 0. \] (4.17)
To sum up, we get
\[ \sum_{k=1}^{q} \langle \nabla u_j V_k, \nabla u \rangle \text{div}(J V_k) = \sum_{k=1}^{q} \sum_{i=1}^{2n} \langle \nabla u_j V_k, \nabla u \rangle \langle \nabla e_i, J V_k \rangle = \sum_{i=1}^{2n} \langle R_{\nabla u, V, u} e_i, e_i \rangle. \]

To continue, note that
\[ \sum_{i=1}^{q} R(\nabla u, J V_1, J V_i, \nabla u) = \sum_{i=1}^{2n} \langle R_{\nabla u, V, u} e_i, e_i, \nabla u \rangle. \]

For the third term in the definition of \( Q_2 \), we have
\[ \sum_{k=1}^{q} |\nabla u_j V_k|^2 = \sum_{k=1}^{q} \sum_{i=1}^{2n} \langle \nabla u_j V_k, e_i \rangle \langle \nabla u_j V_k, e_i \rangle = \sum_{i=1}^{2n} \langle R_{\nabla u, V, u} e_i, e_i \rangle, \]
where the last line follows by Lemma 4.2. Finally, we compute
\[ \sum_{k=1}^{q} \langle \nabla u_j \nabla J V_k, J \nabla u \rangle = - \sum_{k=1}^{q} \langle \nabla u_j \nabla J V_k, J \nabla u \rangle \]
\[ = - \sum_{k=1}^{q} \langle \nabla^2 u_j V_k, J \nabla u \rangle - \sum_{k=1}^{q} \langle \nabla \nabla J V_k, J \nabla u \rangle \]
\[ = - \sum_{k=1}^{q} \langle R_{\nabla u, V, u} V_k, J \nabla u \rangle - \sum_{k=1}^{q} \sum_{i=1}^{2n} \langle \nabla u_j V_k, e_i \rangle \langle \nabla e_i, V_k, J \nabla u \rangle \]
\[ = - \sum_{i=1}^{2n} \langle R_{\nabla u, V, u} e_i, e_i, \nabla u \rangle + \sum_{i=1}^{2n} \sum_{k=1}^{q} \langle \nabla u_j V_k, e_i \rangle \langle \nabla e_i, V_k, J \nabla u \rangle \]
\[ = - \sum_{i=1}^{2n} \langle R_{\nabla u, V, u} e_i, e_i, \nabla u \rangle + \sum_{i=1}^{2n} \langle R_{\nabla u, V, u} e_i, e_i, \nabla u \rangle. \]

To sum up, we get
\[ \sum_{k=1}^{q} Q_2(J V_k) = 2 \sum_{i=1}^{2n} \langle R_{\nabla u, V, u} e_i, e_i \rangle - \sum_{i=1}^{2n} \langle R_{\nabla u, V, u} e_i, \nabla u \rangle \]
\[ + 2n \sum_{i=1}^{2n} \langle R_{\nabla u, V, u} e_i, \nabla u \rangle - \sum_{i=1}^{2n} \langle R_{\nabla u, V, u} e_i, \nabla u \rangle + \sum_{i=1}^{2n} \langle R_{\nabla u, V, u} e_i, \nabla u \rangle \]
\[ = 2 \sum_{i=1}^{2n} \langle R_{\nabla u, V, u} e_i, e_i \rangle + \sum_{i=1}^{2n} \langle R_{\nabla u, V, u} e_i, e_i \rangle - \sum_{i=1}^{2n} \langle R_{\nabla u, V, u} e_i, \nabla u \rangle. \] (4.18)

For \( Q_3 \), recalling that \( JV_k \) are gradient vector fields, we have
\[ \langle L_{J V_k} g \rangle \nabla u, e_i = 2 \langle \nabla e_i, J V_k, \nabla u \rangle = 2 \langle \nabla u, J V_k, e_i \rangle. \]
Thus, we compute
\[
\sum_{k=1}^{q} Q_3(JV_k) = \sum_{k=1}^{q} \sum_{i=1}^{2n} |(\mathcal{L}_{JV_k} g) \nabla u, e_i|^2
\]
\[= 4 \sum_{k=1}^{q} \sum_{i=1}^{2n} \langle \nabla e_i, JV_k, \nabla u \rangle \langle \nabla \nabla u JV_k, e_i \rangle
\]
\[= 4 \sum_{i=1}^{2n} \langle R_{e_i, u} JV u, e_i \rangle
\]
\[= -4 \sum_{i=1}^{2n} \langle R_{e_i, u} JV u, e_i \rangle.
\]
Combining this with (4.18), we get
\[
\sum_{k=1}^{q} ( - Q_2(JV_k) + Q_3(JV_k) ) = - 2 \sum_{i=1}^{2n} \langle R_{u, u} JV e_i, e_i \rangle - \sum_{i=1}^{2n} \langle R_{u, e_i} JV u, e_i \rangle + \sum_{i=1}^{2n} \langle R_{u, e_i} e_i, \nabla u \rangle
\]
\[- 4 \sum_{i=1}^{2n} \langle R_{e_i, u} JV u, e_i \rangle
\]
\[= -2 \sum_{i=1}^{2n} \langle R_{u, u} JV e_i, e_i \rangle + 3 \sum_{i=1}^{2n} \langle R_{u, e_i} JV u, e_i \rangle + \sum_{i=1}^{2n} \langle R_{u, e_i} e_i, \nabla u \rangle
\]
\[= -2 \sum_{i=1}^{2n} \langle R_{u, u} JV e_i, e_i \rangle - 2 \sum_{i=1}^{2n} \langle R_{u, e_i} JV u, e_i \rangle
\]
\[+ \sum_{i=1}^{2n} \langle R_{u, e_i} JV u, e_i \rangle + \sum_{i=1}^{2n} \langle R_{u, e_i} e_i, \nabla u \rangle
\]
\[(4.19)
\]
By the Bianchi identity, we have
\[-2 \sum_{i=1}^{2n} \langle R_{u, u} JV e_i, e_i \rangle - 2 \sum_{i=1}^{2n} \langle R_{e_i, u} JV u, e_i \rangle
\]
\[= 2 \sum_{i=1}^{2n} \langle R_{u, u} JV u, e_i \rangle
\]
\[= -2 \sum_{i=1}^{2n} \langle R_{e_i, u} JV u, e_i \rangle = -2 \sum_{i=1}^{2n} \langle R_{u, e_i} e_i, \nabla u \rangle
\]
Putting this back to (4.19), we get
\[
\sum_{k=1}^{q} ( - Q_2(JV_k) + Q_3(JV_k) ) = \sum_{i=1}^{2n} ( \langle R_{u, u} JV u, e_i \rangle - \langle R_{u, e_i} e_i, \nabla u \rangle
\]
\[= \sum_{i=1}^{2n} ( \langle R_{u, u} JV u, e_i \rangle - \langle R_{u, e_i} e_i, \nabla u \rangle
\]
\[ = \text{Ric}(\nabla u, \nabla u) - \text{Ric}(\nabla u, \nabla u) = 0. \]

Hence, recalling (4.17), we see that (4.12) is proved, and we are done. \( \square \)

We can now imitate the argument used to handle the \( n = 2 \) case in the proof of Theorem 1.3 to establish our main result about solutions on \( \mathbb{CP}^n \).

**Theorem 1.5.** For \( n \geq 1 \), every stable solutions to (1.2) on \( \mathbb{CP}^n \) is necessarily constant with absolute value 1, regardless of the value of \( \varepsilon \).

**Proof.** Suppose \( u : \mathbb{CP}^n \to \mathbb{C} \) is a stable solution to (1.2). As in the proof of Theorem 1.3, we only need to prove that \( u \) is constant. By stability and Corollary 2.2, we have

\[ \delta^2 E_\varepsilon(u)(\nabla_J u, \nabla_J u) = \delta^2 E_\varepsilon(u)(Jv, Jv) \geq 0 \quad \text{for all} \quad V \in \mathcal{K}. \]

Combining this with Proposition 4.1, we see that

\[ \delta^2 E_\varepsilon(u)(\nabla_J u, \nabla_J u) = \delta^2 E_\varepsilon(u)(Jv, Jv) = 0 \quad \text{for all} \quad V \in \mathcal{K}. \]

Consequently, for all \( V \in \mathcal{K} \), the function \( v := \nabla_J u \) lies in the kernel of the bilinear form \( \delta^2 E_\varepsilon(u) \). That is,

\[ \Delta v = \frac{|u|^2 - 1}{\varepsilon^2} v + \frac{2(u \cdot v)u}{\varepsilon^2}. \quad (4.20) \]

On the other hand, recalling that \( Jv = \nabla f \) for some eigenfunction \( \Delta f = -(n + 1)f \), and that \( \text{Ric}_y = \frac{n+1}{2} g \), we compute \( \Delta v \) directly:

\[ \Delta v = \Delta (\nabla u, \nabla f) = (\Delta \nabla u, \nabla f) + 2(\nabla^2 f, \nabla^2 u) + (\nabla u, \Delta \nabla f) \]

\[ = (\nabla \Delta u, \nabla f) + \text{Ric}(\nabla u, \nabla f) + 2(\nabla^2 f, \nabla^2 u) + (\nabla u, \nabla \Delta f) + \text{Ric}(\nabla u, \nabla f) \]

\[ = \frac{|u|^2 - 1}{\varepsilon^2} v + \frac{2(u \cdot v)u}{\varepsilon^2} + 2 \text{Ric}(\nabla u, \nabla f) - (n + 1)(\nabla u, \nabla f) + 2(\nabla^2 f, \nabla^2 u) \]

\[ = \frac{|u|^2 - 1}{\varepsilon^2} v + \frac{2(u \cdot v)u}{\varepsilon^2} + 2(\nabla^2 f, \nabla^2 u). \]

Combining this with (4.20) and recall that \( V \) is any Killing vector field, we see that

\[ (\nabla^2 f, \nabla^2 u)|_x = 0 \quad \text{for all} \quad x \in \mathbb{CP}^n \quad \text{and} \quad f \quad \text{such that} \quad \Delta f = -(n + 1)f. \quad (4.21) \]

We claim that (4.21) implies that \( \Delta u|_x = 0 \) for all \( x \) on \( \mathbb{CP}^n \). By homogeneity, it suffices to prove this at \( x = [1, 0, \ldots, 0] \). For this we introduce local coordinates \( (z_1, \ldots, z_n) \mapsto [\frac{1}{\sqrt{(1+|z|^2)}}, \frac{z_1}{\sqrt{(1+|z|^2)}}, \ldots, \frac{z_n}{\sqrt{(1+|z|^2)}}] \) and write

\[ X_j = \frac{\partial}{\partial x_j}, \quad Y_j = \frac{\partial}{\partial y_j} \]

\[ Z_j = \frac{1}{2}(X_j - \sqrt{-1}Y_j), \quad \overline{Z}_j = \frac{1}{2}(X_j + \sqrt{-1}Y_j). \]

In (4.1), we choose

\[ w = \left( \begin{array}{cc} 1 & 0 \\ 0 & -\frac{\delta u}{n} \end{array} \right). \quad (4.22) \]

Writing \( f \) for \( f_w \) defined as in (4.1), Then in terms of coordinates we have

\[ f_w(z_1, \ldots, z_n) = \frac{1 - \frac{|z|^2}{n}}{1 + |z|^2}. \]
By a direct computation, at the point \( z = 0 \) we have
\[
\nabla^2_{Z_k, Z_l} f = \frac{\partial^2 f}{\partial z_k \partial z_l} = 0 \implies \nabla^2_{X_k, X_l} f = \nabla^2_{Y_k, Y_l} f = -\nabla^2_{Y_k, X_l} f
\]  
(4.23)
Moreover, at \( z = 0 \) we also have
\[
\nabla^2_{Z_k, Z_l} f = \frac{\partial^2 f}{\partial z_k \partial z_l} = -\frac{n + 1}{n} \delta_{kl}.
\]
Expressing \( Z_k, \overline{Z}_l \) in terms of \( X \) and \( Y \), and combining with (4.23), we see that
\[
\nabla^2_{X_k, Y_l} f = \nabla^2_{X_k, X_l} f = -\frac{2n + 1}{n} \delta_{kl},
\]
\[
\nabla^2_{X_k, Y_l} f = -\nabla^2_{Y_k, X_l} f = 0.
\]
Therefore at \( z = 0 \), which corresponds to \( x = [1, 0, \cdots, 0] \) on \( \mathbb{CP}^n \), we simply have
\[
\nabla^2 f = -\frac{n + 1}{n} g,
\]
in which case the vanishing condition (4.21) implies \( (\Delta u)|_x = 0 \). Repeating a similar argument at other points, we conclude that \( \Delta u \) vanishes identically on \( \mathbb{CP}^n \), but then \( u \) is necessarily constant, and the proof is complete. \( \square \)

5. First and second variations of \( F_\varepsilon \)

5.1. Preliminaries. In this section we switch gears and consider critical points of \( F_\varepsilon \). Let \( L \) be a complex line bundle over a closed Riemannian \( n \)-manifold \((M, g)\), and suppose \( L \) is equipped with a Hermitian metric \( \langle \cdot, \cdot \rangle_L \). Below, unless otherwise stated, all the connections on \( L \) we consider are metric connections.

Fixing a smooth connection \( D_0 \) on \( L \), any other connection \( D \) can be written as
\[
D = D_0 - \sqrt{-1} a
\]
for some real 1-form \( a \), and we say that \( D \) is a \( W^{1,2} \)-connection if the 1-form \( a \) is of class \( W^{1,2} \). We use \( \mathcal{C} \) to denote the set of pairs \((u, D)\) where \( u \) is a section of class \( W^{1,2} \cap L^\infty \) and \( D \) is a \( W^{1,2} \)-connection. Given \((u, D), (\tilde{u}, \tilde{D}) \in \mathcal{C}\), we say that they are gauge equivalent if there exists \( \theta \in W^{2,2}(M; \mathbb{R}) \) such that
\[
(\tilde{u}, \tilde{D}) = (e^{\sqrt{-1} \theta} u, D - \sqrt{-1} d\theta) \text{ on } M,
\]  
(5.1)
in which case we have \( F_\varepsilon(u, D) = F_\varepsilon(\tilde{u}, \tilde{D}) \), and that
\[
F_{\tilde{D}} = F_D, \quad \tilde{D} \tilde{u} = e^{\sqrt{-1} \theta} D u.
\]  
(5.2)
Of course the notion of gauge equivalence can be localized to any subset \( \Omega \subset M \) by requiring instead that \( \theta \in W^{2,2}(\Omega; \mathbb{R}) \) and that (5.1) holds on \( \Omega \).

Suppose \((u, D) \in \mathcal{C}\). For a smooth section \( v \) and a smooth 1-form \( a \), we define the first and second outer variations of \( F_\varepsilon \) at \((u, D)\) along \((v, a)\) to be
\[
\delta F_\varepsilon(u, D)((v, a)) = \frac{d}{dt} F_\varepsilon(u + tv, D - t\sqrt{-1}a)
\]
\[
= \int_M 2 \varepsilon^2 \langle F_D, da \rangle + 2 \text{Re} \langle Du, Dv - \sqrt{-1} au \rangle + \frac{|u|^2 - 1}{\varepsilon^2} \text{Re} \langle u, v \rangle L d\mu_g.
\]  
(5.3)
\[
\delta^2 F_\varepsilon(u, D)((v, a)) = \frac{d^2}{dt^2} F_\varepsilon(u + tv, D - t\sqrt{-1}a) =
\]
(5.4)
= \int_M 2\varepsilon^2 |da|^2 + 2|Dv - \sqrt{-1}au|^2 - 4\text{Re}(\sqrt{-1}av, Du) + \frac{|u|^2 - 1}{\varepsilon^2}|v|^2 + \frac{2(\text{Re}(u,v)L)^2}{\varepsilon^2}d\mu_g.

Thus \((u, D)\) is a weak solution to (1.4) if and only if \(\delta F_\varepsilon(u, D)(v, a) = 0\) for all smooth variations \((v, a)\). We say that a weak solution in \(C\) to (1.4) is stable if

\[
\delta^2 F_\varepsilon(u, D)((v, a)) \geq 0 \quad \text{for all smooth variations} \quad (v, a).
\]

As in Section 2, we want to define variations of \(F_\varepsilon\) with respect to deformations of the domain. However, the computations require some regularity to go through, while a weak solution may not be globally gauge equivalent to a smooth one. Hence, we work on contractible domains \(\Omega \subset M\) with sufficiently smooth boundary. In Section 6 we patch the local computations together in the case \(M = S^a\).

Since \(\Omega\) is contractible, we can fix a unitary trivialization \(L|_\Omega \simeq \Omega \times \mathbb{C}\), so that sections of \(L|_\Omega\) are identified with complex-valued functions, their covariant derivatives with complex-valued 1-forms, and the bundle metric simply becomes \((u, v)_L = uv\), so that

\[\text{Re}(u, v)_L = u \cdot v,\]

where \(\cdot\) denotes the inner product on \(\mathbb{C} \simeq \mathbb{R}^2\). Moreover, we can express a connection \(D\) as \(d - \sqrt{-1}A\) with \(A\) being a real 1-form on \(\Omega\), in which case \(F_D = dA\).

Now suppose \((u, D) \in C\) is a weak solution to (1.4) on \(M\). Restricting to \(\Omega\), we may write \(D = d - \sqrt{-1}A\) as above. By the arguments in [PS19, Appendix A], if we let \(\theta \in W^{2,2}(\Omega; \mathbb{R})\) be the unique solution to the following Neumann problem which integrates to zero on \(\Omega\):

\[
\left\{
\begin{array}{l}
\Delta \theta = d^*A \text{ in } \Omega, \\
\partial_\nu \theta = -A_\nu \text{ on } \partial \Omega,
\end{array}
\right.
\]

and define

\[
(\tilde{u}, \tilde{D}) = (e^{\sqrt{-1}\theta} u, D - \sqrt{-1}d\theta),
\]

then \((\tilde{u}, \tilde{D})\) is a smooth solution to (1.4) on \(\Omega\). Consequently, since \(F_D = F_{\tilde{D}}\) and \(\Omega \subset M\) is any contractible domain, the form \(F_D\) is in fact smooth on all of \(M\). Similarly, \(|Du|^2, |u|^2\) and \(|D_X u|^2\) for any smooth vector field are all smooth over \(M\). Note that the maximum principle applied to \(|u|^2 - 1\) implies that \(|u| \leq 1\) on \(M\).

In principle, any gauge invariant expression manufactured out of \((u, D)\) patch together to define smooth objects on all of \(M\). For later use, we note the following two examples.

**Lemma 5.1.** Let \((u, D) \in C\) be a weak solution to (1.4) and let \(X\) be a vector field on \(M\). Then we have

(a) For all \(k \geq 1\) there exists a smooth, complex-valued 1-form \(\alpha\) on \(M\) that restricts to

\[\tilde{D}\tilde{u}, (\tilde{D}_X)^k \tilde{u}\]

on \(\Omega\) whenever the latter is a contractible domain in \(M\) and \((\tilde{u}, \tilde{D})\) is smooth and gauge equivalent to \((u, D)\) on \(\Omega\).

(b) There exists a smooth function \(\Phi_X\) on \(M\) that restricts to

\[|\tilde{D}\tilde{D}_X \tilde{u} - \sqrt{-1}(\iota_X F)\tilde{u}|^2\]

on \(\Omega\) whenever \(\Omega\) and \((\tilde{u}, \tilde{D})\) are as in part (a).

**Proof.** We only prove part (a) as (b) is similar. It suffices to show that if \(\Omega\) is as in the statement then

\[\alpha_\Omega := \langle \tilde{D}\tilde{u}, (\tilde{D}_X)^k \tilde{u} \rangle\]
is independent of the choice of \((\tilde{u}, \tilde{D})\). Indeed, if \((\tilde{u}, \tilde{D})\) is also smooth and gauge equivalent to \((u, D)\) on \(\Omega\), then there exists \(\theta \in W^{2,2}(\Omega; \mathbb{R})\) such that

\[
(\tilde{u}, \tilde{D}) = (e^{\sqrt{-1}\theta} \tilde{u}, \tilde{D} - \sqrt{-1}d\theta).
\]

Now recall by (5.2) that

\[
\tilde{D}_X \tilde{u} = e^{\sqrt{-1}\theta} \tilde{D}_X \tilde{u}.
\]

Applying \(\tilde{D}_X\) to both sides, we get

\[
(\tilde{D}_X)^2 \tilde{u} = \tilde{D}_X (e^{\sqrt{-1}\theta} \tilde{D}_X \tilde{u}) = e^{\sqrt{-1}\theta} (\tilde{D}_X)^2 \tilde{u}.
\]

Inductively, we obtain \((\tilde{D}_X)^k \tilde{u} = e^{\sqrt{-1}\theta} (\tilde{D}_X)^k \tilde{u}\). Therefore, since \(\langle \cdot, \cdot \rangle_L\) is Hermitian, we have

\[
(\tilde{D}\tilde{u}, (\tilde{D}_X)^k \tilde{u}) = \langle e^{\sqrt{-1}\theta} \tilde{D}\tilde{u}, e^{\sqrt{-1}\theta} (\tilde{D}_X)^k \tilde{u} \rangle = \langle \tilde{D}\tilde{u}, (\tilde{D}_X)^k \tilde{u} \rangle,
\]

as asserted. \(\square\)

5.2. First and second inner variations of \(F_{\epsilon}\). Let \(\Omega \subset M\) be a contractible domain, and let \(\Omega_1\) be an open subset strictly contained in \(\Omega\), with \(\partial \Omega_1\) smooth. Suppose \((u, D = d - \sqrt{-1}A)\) is a smooth solution to (1.4) on \(\Omega\), and that \(X\) is a vector field on \(M\). Then the following integral is smooth in \(t\):

\[
F_{\epsilon}(\varphi^*_t u, d - \sqrt{-1}\varphi^*_t A; \Omega_1) = \int_{\Omega_1} \epsilon \langle \varphi^*_t u, d - \sqrt{-1}\varphi^*_t A \rangle d\mu_g,
\]

\[
= \int_{\Omega_1} \epsilon^2 |\varphi^*_t(dA)| + |\varphi^*_t(Du)|^2 + \frac{(1 - |\varphi^*_t|^2)^2}{4\epsilon^2} d\mu_g, \tag{5.8}
\]

We define the first and second inner variations to be

\[
\delta F_{\epsilon}(u, D; \Omega_1)(X) = \frac{d}{dt} F_{\epsilon}(\varphi^*_t u, d - \sqrt{-1}\varphi^*_t A; \Omega_1) \bigg|_{t=0}, \tag{5.9}
\]

\[
\delta^2 F_{\epsilon}(u, D; \Omega_1)(X, X) = \frac{d^2}{dt^2} F_{\epsilon}(\varphi^*_t u, d - \sqrt{-1}\varphi^*_t A; \Omega_1) \bigg|_{t=0}. \tag{5.10}
\]

As in Section 2, we can relate the inner and outer variations as follows.

**Proposition 5.2.** With \((u, D)\) and \(\Omega_1\), \(X\) as above, and writing \(D = d - \sqrt{-1}A\), \(F = dA\), we have

(a)

\[
\delta F_{\epsilon}(u, D)(X) = 2 \int_{\partial \Omega_1} \langle \iota_{\nu} F_D, \iota_X F_D \rangle d\sigma_g + 2 \text{Re} \int_{\partial \Omega_1} \langle D_{\nu} u, D_X u \rangle d\sigma_g, \tag{5.11}
\]

where \(\nu\) denotes the outward unit normal to \(\partial \Omega_1\).

(b)

\[
\delta^2 F_{\epsilon}(u, D)(X, X) = \int_{\Omega_1} 2\epsilon^2 |d(\iota_X F_D)|^2 + 2 |D D_X u - \sqrt{-1}(\iota_X F_D)u|^2 - 4 \text{Re} \langle \sqrt{-1}(\iota_X F_D)D_X u, Du \rangle
\]

\[
\frac{|u|^2 - 1}{\epsilon^2} |D X u|^2 + \frac{2 (\text{Re} \langle u, D_X u \rangle)^2}{\epsilon^2} d\mu_g
\]

\[
+ 2 \int_{\partial \Omega_1} \langle \iota_{\nu} F_D, \iota_X (\iota_X F_D) \rangle d\sigma_g + 2 \text{Re} \int_{\partial \Omega_1} \langle D_{\nu} u, D_X D_X u \rangle d\sigma_g. \tag{5.12}
\]
Remark 5.3. Notice that terms of the form $DD_Xu$ and $D_XD_Xu$ in (b) do not make sense unless $u$ has higher regularity than $W^{1,2}$. This is why we work in domains over which the weak solution is gauge equivalent to a smooth one. In Section 6 we patch things together on $S^n$ with the help of Lemma 5.1.

Before giving the proof of Proposition 5.2, we single out some of the computations to be used for the proof of Proposition 5.2 in the Lemma below.

Lemma 5.4. In the notation of Proposition 5.2, we have:

(a) $\mathcal{L}_X Du = D(D_Xu) - \sqrt{-1}(i_X F)u + \sqrt{-1}(A_X)Du$. 

(b) 
$$
\mathcal{L}_X \mathcal{L}_X Du = DD_X D_Xu - \sqrt{-1}(i_X du X F)u + (\sqrt{-1} \nabla_X A_X - |A_X|^2)Du \\
+ 2A_X(i_X F)u - 2\sqrt{-1}(i_X F)D_Xu + 2\sqrt{-1} A_X DD_Xu.
$$

(c) Letting $\theta : \Omega \to \mathbb{R}$ be a smooth function, then we have, pointwise,
$$
2 \text{Re}(Du, \sqrt{-1}\theta Du) + \frac{|u|^2 - 1}{\varepsilon^2} \text{Re}(u \sqrt{-1}\theta u) = 0. \tag{5.13}
$$

Proof. For (a) we recall that $d = D + \sqrt{-1} A$ and compute
$$
\mathcal{L}_X Du = (dt + i_X d)Du
$$
$$
= (D + \sqrt{-1} A) D_Xu + i_X(D + \sqrt{-1} A) Du
$$
$$
= D(D_Xu) + \sqrt{-1} A D_Xu - \sqrt{-1}(i_X F)u + \sqrt{-1} i_X(A \wedge Du)
$$
$$
= D(D_Xu) - \sqrt{-1}(i_X F)u + \sqrt{-1}(A_X)Du.
$$

For part (b), we first use part (a) to get
$$
\mathcal{L}_X \mathcal{L}_X Du = \mathcal{L}_X DD_Xu - \sqrt{-1} \mathcal{L}_X((i_X F)u) + \sqrt{-1} \mathcal{L}_X((A_X)Du). \tag{5.14}
$$

Applying part (a) with $D_Xu$ in place of $u$ to the first term on the right-hand side yields
$$
\mathcal{L}_X DD_Xu = DD_X D_Xu - \sqrt{-1}(i_X F)D_Xu + \sqrt{-1} A_X DD_Xu.
$$

Substituting into (5.14) and performing some routine calculations, we get part (b).

Finally, part (c) holds because we are taking the real parts of purely imaginary numbers.

We are now ready to give the proof of Proposition 5.2.

Proof of Proposition 5.2. We begin with (a). Differentiating (5.8) in $t$, we obtain
$$
\delta F_\varepsilon(u, D; \Omega_t)(X) = \int_{\Omega_t} 2 \varepsilon^2 \langle F, \mathcal{L}_X F \rangle + 2 \text{Re}(Du, \mathcal{L}_X Du) + \frac{|u|^2 - 1}{\varepsilon^2} \text{Re}(u, \mathcal{L}_X u) d\mu_g. \tag{5.15}
$$

Now recall the following facts:
$$
\mathcal{L}_X F = (dt + i_X d)F = d(i_X F),
$$
$$
\mathcal{L}_X u = \nabla_X u = D_X u + \sqrt{-1} A_X u.
$$

Substituting these identities along with Lemma 5.4(a) into (5.15), and using Lemma 5.4(c) to eliminate some of the terms, we get
$$
\delta F_\varepsilon(u, D)(X) = \int_{\Omega_t} 2 \varepsilon^2 \langle F, d(i_X F) \rangle + 2 \text{Re}(Du, D(D_Xu) - \sqrt{-1}(i_X F)u)$$
Moreover, by Lemma 5.4(c) we have

\[ \text{Re}(u, D_X u) \text{d}\mu_g, \]  

(5.16)

We now transform the above into a boundary integral. Testing (1.4) against \((D_X u, \iota_X F)\) and integrating by parts over \(\Omega_1\), we find that

\[
0 = \int_{\Omega_1} 2\varepsilon^2 \langle d^* F, \iota_X F \rangle - 2 \langle u \times Du, \iota_X F \rangle + 2 \text{Re}(D^* Du, D_X u) + \frac{|u|^2 - 1}{\varepsilon^2} \text{Re}(u, D_X u) \text{d}\mu_g
\]

\[
= \int_{\Omega_1} 2\varepsilon^2 \langle F, d(\iota_X F) \rangle + 2 \text{Re}(Du, D(D_X u) - \sqrt{-1}(\iota_X F)u) + \frac{|u|^2 - 1}{\varepsilon^2} \text{Re}(u, D_X u) \text{d}\mu_g
\]

\[- 2 \int_{\partial\Omega_1} \langle \iota_v F, \iota_X F \rangle \text{d}\sigma_g - 2 \text{Re} \int_{\partial\Omega_1} \langle D_v u, D_X u \rangle \text{d}\sigma_g.\]

Combining this with (5.16) gives (5.11).

To prove (b), we differentiate (5.8) once more to get

\[
\delta^2 F_\varepsilon(u, D; \Omega_1)(X, X) = \int_{\Omega_1} 2\varepsilon^2 |\mathcal{L}_X F|^2 + 2\varepsilon^2 \langle F, \mathcal{L}_X \mathcal{L}_X F \rangle + 2|\mathcal{L}_X Du|^2 + 2 \text{Re}(Du, \mathcal{L}_X \mathcal{L}_X Du) + \frac{|u|^2 - 1}{\varepsilon^2} (|\mathcal{L}_X u|^2 + \text{Re}(u, \mathcal{L}_X \mathcal{L}_X u)) + \frac{2 \text{Re}(u, \mathcal{L}_X u)^2}{\varepsilon^2} \text{d}\mu_g.
\]

(5.17)

Introducing the notation

\[ v = D_X u, \ a = \iota_X F, \ w = D_X D_X u, \ b = \iota_X d\iota_X F, \]

we note that by Lemma 5.4(b)(c), we have

\[ 2|\mathcal{L}_X Du|^2 + 2 \text{Re}(Du, \mathcal{L}_X \mathcal{L}_X Du) \]

\[ = 2|Dv - \sqrt{-1} au + \sqrt{-1} A_X Du|^2 \]

\[ + 2 \text{Re}(Du, Dw - \sqrt{-1} bu + (\sqrt{-1}\nabla_X A_X - |A_X|^2)Du) \]

\[ + 2 \text{Re}(Du, 2(A_X)au - 2\sqrt{-1} av + 2\sqrt{-1} A_X Dv) \]

\[ = 2|Dv - \sqrt{-1} au|^2 + 2|A_X|^2|Du|^2 + 4 \text{Re}(Dv - \sqrt{-1} au, \sqrt{-1} A_X Du) \]

\[ + 2 \text{Re}(Du, Dw - \sqrt{-1} bu) + 2 \text{Re}(Du, (\sqrt{-1}\nabla_X A_X - |A_X|^2)Du) \]

\[ - 4 \text{Re}(Du, \sqrt{-1} av) + 4 \text{Re}(Du, (A_X)au + \sqrt{-1} A_X Dv). \]

Since \(\sqrt{-1} A_X\) is purely imaginary, we have

\[ 4 \text{Re}(Dv - \sqrt{-1} au, \sqrt{-1} A_X Du) + 4 \text{Re}(Du, (A_X)au + \sqrt{-1} A_X Dv) = 0. \]

Moreover, by Lemma 5.4(c) we have \(\text{Re}(Du, \sqrt{-1}(\nabla_X A_X)Du) = 0\). Consequently,

\[ 2|A_X|^2|Du|^2 + 2 \text{Re}(Du, (\sqrt{-1}\nabla_X A_X - |A_X|^2)Du) = 0. \]

Thus we arrive at

\[
\int_{\Omega_1} 2|\mathcal{L}_X Du|^2 + 2 \text{Re}(Du, \mathcal{L}_X \mathcal{L}_X Du) \text{d}\mu_g
\]

\[
= \int_{\Omega_1} 2|Dv - \sqrt{-1} au|^2 - 4 \text{Re}(Du, \sqrt{-1} av) + 2 \text{Re}(Du, Dw - \sqrt{-1} bu) \text{d}\mu_g.\]
A similar, but simpler, calculation shows that
\[
\int_{\Omega} \left( \frac{|u|^2}{\varepsilon^2} - \left( |\mathcal{L}_X u|^2 + \text{Re}(u, \mathcal{L}_X u) \right) \right) \frac{2\text{Re}(u, \mathcal{L}_X u)^2}{\varepsilon^2} d\mu_g
\]
\[
= \int_{\Omega} \left( \frac{|u|^2}{\varepsilon^2} - \left( |v|^2 + \text{Re}(u, w) \right) \right) \frac{2\text{Re}(u, v)^2}{\varepsilon^2} d\mu_g.
\]
Finally, it is straightforward to see that
\[
\int_{\Omega} 2\varepsilon^2 |\mathcal{L}_X F|^2 + 2\varepsilon^2 \langle F, \mathcal{L}_X F \rangle d\mu_g = \int_{\Omega} 2\varepsilon^2 |da|^2 + 2\varepsilon^2 \langle F, db \rangle d\mu_g.
\]
Putting everything back into (5.17), we get
\[
\delta^2 F_\varepsilon(u, D; \Omega_1)(X, X)
\]
\[
= \int_{\Omega} 2\varepsilon^2 |da|^2 + 2|Dv - \sqrt{-1}au|^2 - 4\text{Re}(\sqrt{-1}av, Du) + \left( \frac{|u|^2}{\varepsilon^2} - |v|^2 + \frac{2(\text{Re}(u, v))^2}{\varepsilon^2} \right) d\mu_g
\]
\[
+ \int \varepsilon_0^2 \langle F, dB \rangle + 2\text{Re}(Dv, Dw - \sqrt{-1}bu) + \frac{|u|^2}{\varepsilon^2} \text{Re}(u, w) d\mu_g.
\]
We are done upon repeating the end of the proof for part (a) to turn the second integral above into the following boundary integral:
\[
2 \int_{\partial \Omega_1} \langle t_\mu, F \rangle + \text{Re}(D_\nu u, \omega) d\sigma_g.
\]

6. Stable Critical Points of $F_\varepsilon$ on $S^n$

Suppose $(u, D) \in \mathcal{C}$ is a stable weak solution to (1.4) on $S^n$ with $n \geq 2$. The following proposition relates stability as defined in [5.5] to stability with respect to inner variations with respect to the vector fields $X_\xi$. To emphasize the dependence of the YMH action density on the metric, we use the following notation:
\[
e_\varepsilon(u, D, g) d\mu_g = \left( \varepsilon^2 |F_D|^2 + |Du|^2 + \frac{(1 - |u|^2)^2}{4\varepsilon^2} \right) d\mu_g
\]
\[
= \left( \frac{1}{2} \varepsilon^2 g^{ik} g^{jl} F_{ij} F_{kl} + g^{ij} \langle D_i u, D_j u \rangle + \frac{(1 - |u|^2)^2}{4\varepsilon^2} \right) \sqrt{\det(g)} dx.
\]

**Proposition 6.1.** Let $\xi \in S^n$ and let $X = X_\xi$ be as in Proposition [5,7] with $\varphi_t$ being the flow it generates. Let $g_t = \varphi^*_{-t} g$. If $(u, D)$ is a stable weak solution of (1.4), then
(a)
\[
\int_{S^n} e_\varepsilon(u, D) \text{div}(\nabla_X X) - 2(\varepsilon^2 F_{e_i e_k} F_{e_i e_k} + \langle D_{e_i} u, D_{e_j} u \rangle) \langle \nabla_{e_i} (\nabla_X X), e_j \rangle d\mu_g = 0. \quad (6.1)
\]
(b)
\[
0 \leq \int_{S^n} e_\varepsilon(u, D) \left( (\text{div} X)^2 - \text{Ric}(X, X) - \langle \nabla_{e_i} X, e_j \rangle \langle \nabla_{e_j} X, e_i \rangle \right) d\mu
\]
\[
- 4 \int_{S^n} (\text{div} X) \langle \nabla_{e_i} X, e_j \rangle \left( \varepsilon^2 F_{e_i e_k} F_{e_i e_k} + \langle D_{e_i} u, D_{e_j} u \rangle \right) d\mu_g
\]
To sum up, we have shown that

\[ S \to \Omega = \Omega \]

\[ \text{To prove part (a), we first fix some } u, \]

\[ \text{and with } \nu \text{ the unit normal to } \Sigma \text{ that points downward. Similarly, on } S^n \setminus B_\delta(p^+) \text{ we can find a real-valued } \phi \text{ in } W^{2,2} \text{ such that, letting} \]

\[ (\tilde{u}, \tilde{D}) = (e^{\sqrt{-1} \theta} u, D - \sqrt{-1} d\theta), \]

\[ \text{and with } \nu \text{ as in (6.3), we have} \]

\[ \int_{S^n} e_\varepsilon(u, D) \text{ div } Y - 2(\varepsilon^2 F_{e_i, e_k} F_{e_i, e_k} + \langle D_{e_i} u, D_{e_j} u \rangle) \langle \nabla_i Y, e_j \rangle d\mu_g \]

\[ = 2 \int_{\Sigma} \langle \nu F_{\tilde{D}}, \nu F_{\tilde{D}} \rangle + \text{Re} \langle \tilde{D}_\nu \tilde{u}, \tilde{D}_Y \tilde{u} \rangle d\sigma_g. \]

\[ + 2 \int_{S^n} \langle R_{e_i, X}, e_j \rangle - \langle \nabla_i X, \nabla_j X \rangle \rangle (\varepsilon^2 F_{e_i, e_k} F_{e_i, e_k} + \langle D_{e_i} u, D_{e_j} u \rangle) d\mu_g \]

\[ + \varepsilon^2 \int_{S^n} (\mathcal{L}_X g)_{e_i, e_j} \langle \mathcal{L}_X g \rangle_{e_k, e_l} F_{e_i, e_k} F_{e_j, e_l} d\mu_g \]

\[ + 2 \int_{S^n} (\mathcal{L}_X g)_{e_i, e_l} (\mathcal{L}_X g)_{e_j, e_l} (\varepsilon^2 F_{e_i, e_k} F_{e_i, e_k} + \langle D_{e_i} u, D_{e_j} u \rangle) d\mu_g. \]
In conclusion, the left-hand side of (6.1) equals

\[ 2 \int \langle \iota_\nu F_\tilde{D}, \iota_Y F_\tilde{D} \rangle + \text{Re}(\tilde{D}_\nu \tilde{u}, \tilde{D}_Y \tilde{u}) d\sigma_g - 2 \int \langle \iota_\nu F_\tilde{D}, \iota_Y F_\tilde{D} \rangle + \text{Re}(\tilde{D}_\nu \tilde{u}, \tilde{D}_Y \tilde{u}) d\sigma_g, \]  

(6.7)

which vanishes because \( F_\tilde{D} = F_\tilde{D} \) and because of Lemma 5.1(a).

To prove (b), differentiating twice the formula (6.4) with \( \varphi, g_t \) in place of \( \psi_t, h_t \), respectively, we obtain

\[ \delta^2 F_\varepsilon(\tilde{u}, \tilde{D}; S^u_\varepsilon)(X, X) = \int_{S^u_+} \frac{d^2}{dt^2} c_\varepsilon(u, D, g_t) d\mu_{g_t}. \]  

(6.8)

Using Proposition 5.2(b) to replace the left-hand side of (6.8), we get that

\[
\int_{S^u_+} \frac{d^2}{dt^2} c_\varepsilon(u, D, g_t) d\mu_{g_t} \\
= \int_{S^u_+} 2\varepsilon^2 |d(\iota_X F_{\tilde{D}})|^2 + 2|\tilde{D}_X \tilde{u} - \sqrt{-1} (\iota_X F_{\tilde{D}}) \tilde{u}|^2 - 4 \text{Re}\langle \sqrt{-1} (\iota_X F_{\tilde{D}}) \tilde{D}_X \tilde{u}, \tilde{D}_Y \tilde{u} \rangle \\
+ \frac{1}{\varepsilon^2} |\tilde{D}_X \tilde{u}|^2 + \frac{2\left( \text{Re}(\tilde{u}, \tilde{D}_X \tilde{u}) \right)^2}{\varepsilon^2} d\mu_g \\
+ 2 \int_{\Sigma} \langle \iota_\nu F_{\tilde{D}}, \iota_X d(\iota_X F_{\tilde{D}}) \rangle d\sigma_g + 2 \text{Re}(\tilde{D}_\nu \tilde{u}, \tilde{D}_X \tilde{D}_X \tilde{u}) d\sigma_g \\
= \int_{S^u_+} 2\varepsilon^2 |d(\iota_X F_{\tilde{D}})|^2 + 2\Phi_X - 4 \text{Re}\langle \sqrt{-1} (\iota_X F_{\tilde{D}}) D_X u, D u \rangle + \frac{|u|^2 - 1}{\varepsilon^2} |D_X u|^2 + \frac{2\left( \text{Re}(u, D_X u) \right)^2}{\varepsilon^2} d\mu_g \\
+ 2 \int_{\Sigma} \langle \iota_\nu F_{\tilde{D}}, \iota_X d(\iota_X F_{\tilde{D}}) \rangle d\sigma_g + 2 \text{Re}(\tilde{D}_\nu \tilde{u}, \tilde{D}_X \tilde{D}_X \tilde{u}) d\sigma_g,
\]

where \( \Phi_X \) is as in Lemma 5.1(b). Repeating the argument on \( S^u_- \), we get

\[
\int_{S^u_-} \frac{d^2}{dt^2} c_\varepsilon(u, D, g_t) d\mu_{g_t} \\
= \int_{S^u_-} 2\varepsilon^2 |d(\iota_X F_{\tilde{D}})|^2 + 2\Phi_X - 4 \text{Re}\langle \sqrt{-1} (\iota_X F_{\tilde{D}}) D_X u, D u \rangle + \frac{|u|^2 - 1}{\varepsilon^2} |D_X u|^2 + \frac{2\left( \text{Re}(u, D_X u) \right)^2}{\varepsilon^2} d\mu_g \\
- 2 \int_{\Sigma} \langle \iota_\nu F_{\tilde{D}}, \iota_X d(\iota_X F_{\tilde{D}}) \rangle d\sigma_g + 2 \text{Re}(\tilde{D}_\nu \tilde{u}, \tilde{D}_X \tilde{D}_X \tilde{u}) d\sigma_g.
\]

Adding the computations on \( S^u_\pm \) together, we arrive at

\[
\int_{S^u_+} \frac{d^2}{dt^2} c_\varepsilon(u, D, g_t) d\mu_{g_t} \\
= \int_{S^u_-} 2\varepsilon^2 |d(\iota_X F_{\tilde{D}})|^2 + 2\Phi_X - 4 \text{Re}\langle \sqrt{-1} (\iota_X F_{\tilde{D}}) D_X u, D u \rangle + \frac{|u|^2 - 1}{\varepsilon^2} |D_X u|^2 + \frac{2\left( \text{Re}(u, D_X u) \right)^2}{\varepsilon^2} d\mu_g \\
+ 2 \int_{\Sigma} \langle \iota_\nu F_{\tilde{D}}, \iota_X d(\iota_X F_{\tilde{D}}) \rangle d\sigma_g + 2 \text{Re}(\tilde{D}_\nu \tilde{u}, \tilde{D}_X \tilde{D}_X \tilde{u}) d\sigma_g \\
- 2 \int_{\Sigma} \langle \iota_\nu F_{\tilde{D}}, \iota_X d(\iota_X F_{\tilde{D}}) \rangle d\sigma_g + 2 \text{Re}(\tilde{D}_\nu \tilde{u}, \tilde{D}_X \tilde{D}_X \tilde{u}) d\sigma_g.
\]
Again by Lemma [5.1] the last two lines cancel each other. On the other hand, by computations similar to those leading to (2.11) in Proposition 2.3 the first line equals the right-hand side of (5.2). Hence, the proof is complete once we verify that the second line above is non-negative. This is the content of the Lemma below.

**Lemma 6.2.** Suppose $(u, D) \in \mathcal{C}$ is a stable weak solution to (1.4) on $S^n$ with $|u| \leq 1$, and let $X$ be a vector field. Then

\[
0 \leq \int_{S^n} 2\epsilon^2 |d(\iota_X F_D)|^2 + 2\Phi_X - 4 \text{Re}(\sqrt{-1}(\iota_X F_D) D_X u, Du) \\
+ \frac{|u|^2 - 1}{\epsilon^2} |D_X u|^2 + \frac{2 \left( \text{Re}(u, D_X u) \right)^2}{\epsilon^2} d\mu_g.
\]

(6.9)

**Proof.** Let $\Omega_k$ be an increasing sequence of (contractible) domains exhausting $S^n \setminus \{p^+\}$. Since $n \geq 2$ we may find cut-off functions $\zeta_k$ such that $\text{supp}(\zeta_k) \subset \Omega_{k+1}$, $\text{supp}(1 - \zeta_k) \subset S^n \setminus \Omega_k$, and

\[
\lim_{k \to \infty} \int_{S^n} |d\zeta_k|^2 d\mu_g = 0.
\]

(6.10)

For each $k$, choose $(\tilde{u}, \tilde{D})$ smooth and gauge equivalent to $(u, D)$, and let $X_k = \zeta_k X$. Then by stability and (5.4), (5.5), we have

\[
0 \leq \delta^2 F_\varepsilon(\tilde{u}, \tilde{D})(\tilde{D}_{X_k} \tilde{u}, \iota_{X_k} F_{\tilde{D}})
\]

\[
= \int_{S^n} 2\epsilon^2 |d(\iota_X F_D)|^2 + 2\Phi_X - 4 \text{Re}(\sqrt{-1}(\iota_X F_D) D_X u, Du) \\
+ \frac{|u|^2 - 1}{\epsilon^2} |D_X u|^2 + \frac{2 \left( \text{Re}(u, D_X u) \right)^2}{\epsilon^2} d\mu_g
\]

\[
= \int_{S^n} 2\epsilon^2 \zeta_k^2 |d(\iota_X F_D)|^2 + 2\zeta_k^2 \Phi_X - 4 \zeta_k^2 \text{Re}(\sqrt{-1}(\iota_X F_D) D_X u, Du) \\
+ \frac{|u|^2 - 1}{\epsilon^2} \zeta_k^2 |D_X u|^2 + \frac{2 \zeta_k^2 \left( \text{Re}(u, D_X u) \right)^2}{\epsilon^2} d\mu_g
\]

\[
+ \int_{S^n} 4\epsilon^2 \langle (\iota_X F_D) d\zeta_k, \zeta_k d(\iota_X F_D) \rangle + 2\epsilon^2 |\iota_X F_D|^2 |d\zeta_k|^2 d\mu_g
\]

\[
+ \int_{S^n} 4 \langle (\tilde{D}_X \tilde{u}) d\zeta_k, \zeta_k (\tilde{D}_{\tilde{D}} \tilde{X} u - \sqrt{-1}(\iota_X F_{\tilde{D}}) \tilde{u}) \rangle + 2 |D_X u|^2 |d\zeta_k|^2 d\mu_g.
\]

To finish the proof it suffices to let $k \to \infty$ and make sure that the last two lines both tend to zero. Since $F_D$ is smooth on all of $S^n$, we have by (6.10) and Hölder’s inequality that

\[
\lim_{k \to \infty} \int_{S^n} 4\epsilon^2 \langle (\iota_X F_D) d\zeta_k, \zeta_k d(\iota_X F_D) \rangle + 2\epsilon^2 |\iota_X F_D|^2 |d\zeta_k|^2 d\mu_g = 0.
\]

On the other hand, note that

\[
\int_{S^n} 4 \langle (\tilde{D}_X \tilde{u}) d\zeta_k, \zeta_k (\tilde{D}_{\tilde{D}} \tilde{X} u - \sqrt{-1}(\iota_X F_{\tilde{D}}) \tilde{u}) \rangle + 2 |D_X u|^2 |d\zeta_k|^2 d\mu_g
\]

\[
= \int_{S^n} 2 \langle \zeta_k d\zeta_k, d(|D_X u|^2) - \sqrt{-1}(\iota_X F) \nabla_X |u|^2 \rangle + 2 |D_X u|^2 |d\zeta_k|^2 d\mu_g.
\]
Since $|D_X u|^2$ and $|u|^2$ are smooth on all of $S^n$, we again see by (6.10) and Hölder’s inequality that

$$\lim_{k \to \infty} \int_{S^n} 4\left( (\overline{D_X u}) d\zeta_k, \zeta_k (\overline{D_X u} - \sqrt{-1} \iota_X F \overline{u}) \right) + 2|D_X u|^2 |d\zeta_k|^2 d\mu_g = 0.$$ 

The proof of Lemma 6.2 is complete.

It is now rather straightforward to prove Theorem 1.6.

**Proof of Theorem 1.6.** We first show that $F_D = 0$, $Du = 0$ and $|u| \equiv 1$. Let $\xi_1, \ldots, \xi_{n+1}$ be the standard basis of $\mathbb{R}^{n+1}$ and apply (6.2) with $X = X_{\xi_j}$ for $j = 1, \ldots, n+1$. Adding up the results as in the proof of Theorem 1.3 we see after some computations that

$$0 \leq 4(4-n) \int_{S^n} \varepsilon^2 |F_D|^2 d\mu_g + 2(2-n) \int_{S^n} |Du|^2 d\mu_g.$$ 

When $n \geq 5$, this forces $F_D$ and $Du$ to both be identically zero. In other words, the connection $D$ is flat, and the section $u$ is covariantly constant. When $n = 4$, (6.11) implies that $Du = 0$, but then from (1.4) we have

$$\varepsilon^2 d^* F_D = \text{Re}(\sqrt{-1} u, Du) = 0.$$ 

Since $dF_D = 0$ as well, we conclude that $F_D$ is a harmonic 2-form on $S^4$, and hence must vanish. Therefore we get that $D$ is flat and $u$ is covariantly constant when $n = 4$ also.

Since $S^n$ is simply-connected, the presence of a flat $U(1)$-connection on $L$ forces it to be isomorphic to $S^n \times \mathbb{C}$ with the standard Hermitian metric. We may then identify $u$ with a function $S^n \to \mathbb{C}$, and write $D = d - \sqrt{-1} A$ for some real 1-form $A$ on $S^n$. But since $dA = F_D = 0$, we must have

$$A = -d\theta \text{ for some } \theta : S^n \to \mathbb{R},$$ 

in which case $Du = 0$ translates into $d(e^{\sqrt{-1} \theta} u) = 0$. It follows that $(u, D)$ is gauge equivalent to $(z_0, d)$ for some constant $z_0 \in \mathbb{C}$.

The first equation in (1.4) now implies that either $|z_0| = 1$ or $z_0 = 0$. To rule out the latter case we observe that for all smooth $v : S^n \to \mathbb{C}$,

$$\delta^2 F_c(0, d)((v, 0)) = \int_{S^n} 2|dv|^2 - \frac{1}{\varepsilon^2} |v|^2 d\mu_g.$$ 

In particular, taking $v = 1$ shows that $(0, d)$ is unstable. Thus we must have $|z_0| = 1$. From this we conclude that $(u, D)$ is in fact gauge equivalent to $(1, d)$.

□
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