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Abstract—Iterative Magnitude Pruning (IMP) is a network pruning method that repeats the process of removing weights with the least magnitudes and retraining the model. When visualizing the weight matrices of language models pruned by IMP, previous research has shown that a structured pattern emerges, wherein the resulting surviving weights tend to prominently cluster in a select few rows and columns of the matrix. Though the need for further research in utilizing these structured patterns for potential performance gains has previously been indicated, it has yet to be thoroughly studied. We propose SPUR (Structured Pattern pruning Using Regularization), a novel pruning mechanism that preemptively induces structured patterns in compression by adding a regularization term to the objective function in the IMP. Our results show that SPUR can significantly preserve model performance under high sparsity settings regardless of the language or the task. Our contributions are as follows: (i) We propose SPUR, a network pruning mechanism that improves upon IMP regardless of the language or the task. (ii) We are the first to empirically verify the efficacy of “structured patterns” observed previously in pruning research. (iii) SPUR is a resource-efficient mechanism in that it does not require significant additional computations.

Index Terms—Compression algorithms, Deep Neural Networks, Iterative Magnitude Pruning, Natural language processing, Network Compression, Regularization, Transformer.

1 INTRODUCTION

Transfer learning using transformer models has shown state-of-the-art performance in a broad range of tasks in natural language processing such as, and not limited to, NLI (Natural Language Inference) and NLG (Natural Language Generation).

However, these transformer-based models require dozens of times more parameters than the existing RNN and CNN-based models, making them prohibitively expensive for deployment to devices with limited memory, CPU, and storage space such as smartphones and IOT infrastructure. In order to overcome these challenges, various models of network pruning methods have been thoroughly researched.

Iterative Magnitude Pruning (IMP) is a network pruning method that repeats the process of pruning the weights with the smallest values and retraining the model [1]. IMP is a widely-used industry standard because it not only delivers high pruning efficiency but it is parallely applicable with other compression mechanisms such as quantization and knowledge transfer.

As recent research has shown, IMP has an interesting property that a certain structured pattern emerges as a result of the compression. Visualizations of the inner weights of NLP models that have been pruned by IMP show that the surviving weights end up prominently clustered in a select few sets of rows and columns of the weight matrices, and this has been shown to occur without any particular penalties on specific rows and columns to induce such behavior [2]. It has been inferred that there exists a relationship between these structured patterns and the efficacy of IMP when used in NLP models. Clearly, this warrants further research in exploiting these structured patterns in pruning deep learning models. However there has not been related research on this topic thus far [3].

Besides these developments, recent research has proposed a Movement Pruning technique [4], which has shown to achieve up to 95% of original performance while removing 97% of model weights by considering the magnitude of the gradient instead of the weights themselves. Though such results are promising, two limitations generally exist: 1) Since experiments are only conducted in English NLP tasks, there is a need for additional verification of value when applied to multilingual tasks. 2) Such mechanisms require additional gradient matrix computations and training iterations, leading to significant additional burden regarding initialization settings and computing resources.

Consequently, this study proposes SPUR (Structured Pattern pruning Using Regularization), a network pruning mechanism that preemptively induces structured patterns by adding a regularization term to the loss function of IMP. Our research empirically studies whether SPUR can significantly retain the performance of transformer models [5], [6] when applied to NLI and QA (Question Answering) tasks in English, Korean, and French settings [7]–[12].

This study contributes the following: (i) We propose SPUR, a mechanism that improves the performance of IMP regardless of the language or the task at hand. (ii) We are the first to empirically verify the efficacy of structured patterns in network pruning observed in previous research [2]. (iii) The method we propose is highly resource-efficient in that it requires no significant additional opti-
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mizations and considerations of initialization settings, leading to relatively faster optimization speeds and lower memory costs.

The paper is organized as follows. In Section 2 we review related literature. We describe the proposed method in Section 3. In Section 4 we evaluate the performance of SPUR with additional experiments. We conclude in Section 5.

2 RELATED WORK

The Iterative Magnitude Pruning (IMP) was initially proposed in the context of pruning image processing models [13]. Though specific implementations may vary in details, the IMP generally proceeds with the following procedure [13]. First, it determines the target removal rate at the current point, 50% for example. Second, it sets a reference value such that the amount of weights removed will be 50%. Third, the weights below the reference value are removed. Fourth, the model is retrained to recover the decreased model performance as a result of the compression. Fifth, the process returns to Step 1 with an increased removal rate, of 60% for example. Finally, the procedure is terminated when the target removal rate has been achieved.

The reference value can be defined in the context of the full combined set of weights of the entire network or ranked separately within individual weight matrices. The former is denoted as a global pruning and the latter as the local pruning, and this study focuses on the latter approach. In other words, in the local pruning paradigm for this study, the proportion of weights removed is uniform across individual weight matrices that make up the network.

In the context of transformer models, the first attempted iterative magnitude pruning is the RPP (Reweighted Proximal Pruning) [2]. RPP is a standard IMP procedure in that it considers the magnitude of the weights as the removal criterion, and it utilizes the concept of $\ell_1$ regularization [13] to remove unnecessary weight values. As typical $\ell_1$ regularization induces parts of the weights to converge to 0, this has the consequence that the weights with greater magnitudes experience greater proportional penalties compared to lower ones. Considering the general pruning principle of maximally preserving the most important weights of the network, given a set of weights with high magnitudes in a particular step, there is a need to reduce the penalty applied upon them in the following steps to reduce their consideration. For this purpose, instead of a standard $\ell_1$ regularization term applied on the entire set of weights $w_i$, the objective function weighted with importance values $\alpha_i$ was established as in (1).

$$\min_w f_0(w) + y \sum_i \alpha_i |w_i|$$

(1)

$$\alpha_i^t = \frac{1}{|w_i^t|^{(t)} + \epsilon}$$

In this case, $f_0$ is a typical loss function, $\alpha_i^t$ and $w_i^t$ represent $\alpha_i$ and $w_i$ at time $t$, respectively, and $\epsilon$ is a very small real number. That is, if the weight $w_i$ of the previous step is large, the size of the denominator also increases and $\alpha_i$ becomes small, thereby establishing an inversely proportional relationship.

As shown in Fig. 1, visualizations of the inner weights of models pruned by RPP have often shown that the surviving weights tend to prominently cluster in particular sets of rows and columns of the matrix. Following research reviews [3] have argued that researching the effectiveness of using these structured patterns for model compression is necessary.

Recently, another study that has been attracting attention in the field of iterative pruning is Movement Pruning [4]. As a pruning technique based on the magnitude of the change in weights, since it does not consider the absolute magnitude of the weights themselves, it is difficult to regard it as another IMP. Particularly in high-sparsity cases where more than 85% of the encoder inner weights are removed, MVP consistently outperforms standard IMP methods. Despite its performance gains, it has a critical limitation that it requires the addition and training of score matrices of the same size as the full set of the weight matrices; this adds an often prohibitively compounded amount of complications regarding initialization settings that vary between the problem context (e.g. the particular task and the language) and heavily increased computing resources.

In conclusion, a review of a pruning technique that utilizes the structured patterns that arise as a result of IMP methods is necessary. Additionally, a pruning method that competently retains the model performance without the addition of initializing and optimizing separate score matrices is desired. This study aims to achieve this purpose by adding a regularization term that can preemptively induce the structured patterns that emerge in network pruning.

3 PROPOSED METHOD

This study proposes the following objective functions and removal criteria to preemptively induce the aforementioned structured patterns.

Firstly, the training objective aims to optimize the loss

![Fig. 1. Structured patterns observed in Reweighted Proximal Pruning[2]](image)
function L to a minimum. This loss function L not only contains the cross-entropy loss \( L_{ce} \) that represent the difference between model predictions and the ground truth, but it also induces a regularization loss \( L_R \) term related to the deviation of the weights from their desired values. Specifically, the importance of \( L_R \) is adjusted to the size of \( \lambda \).

\[
L = L_{ce} + \lambda L_R
\]  

(2)

### 3.1 Regularization Loss

This study intends to set \( L_R \) so that weights end up distributed in a structure that is advantageous for network pruning. Each of the weight matrices constituting BERT \( W \in R^{r \times c} \) is a two-dimensional matrix with \( r \) rows and \( c \) columns. BERT’s encoder consists of a total of 12 layers, and each layer contains 6 dense matrices. Of these, four correspond to multihread self-attention modules, and two correspond to feed-forward networks (FFNs).

We evaluate our methods on BERT not only by applying it to all six matrices, but also by applying it on specific subsets of them. This was done to evaluate whether significant performance differences would result in varying the range of weight matrices that are targeted by the pruning mechanism. Specifically, aside from the full BERT model, we also apply it on BERT\(_{Q+K} \) (applied only on query (\( Q \)) and key (\( K \)) matrices of BERT’s self-attention modules), BERT\(_{Q} \) (only the \( Q \) matrix), and BERT\(_{K} \) (only the \( K \) matrix).

\( L_R \) is a value computed first by summing the deviance \( D(W) \) for all target matrices \( W \) then standardizing by \( N(BERT) \), the total number of target matrices. Therefore, as the number of matrices with large deviances increases, the value of the overall loss function \( L \) increases, and the model is trained to lower the deviance of the matrix.

\[
L_R = \frac{1}{N(BERT)} \sum_{W \in BERT} D(W)
\]  

(3)

### 3.2 Deviance

Deviance \( D(W) \) is computed by first calculating the deviance of the absolute values of the weights from their expected values \( E([W_{ij}]) \). Then these values are standardized by dividing them with the square root of their expected values. We then end up with the final desired balanced sum of squares value by dividing the sum with \( N(W) = r \times c \).

\[
D(W) = \frac{1}{N(W)} \sum_{i=1}^{r} \sum_{j=1}^{c} \left( \frac{[W_{ij}] - E([W_{ij}])}{\sqrt{E([W_{ij}])}} \right)^2
\]  

(4)

This deviance \( D(W) \) can also be viewed as applying an \( \ell_2 \) penalty on the sum of the standardized deviance of each weight value. Since the performance may be affected by the particular choices of this penalty, we experiment with variant forms of \( D(W) \). \( D_{1.5}(W) \) applies an \( \ell_1 \) penalty on the standardized deviance of the weights and \( D_L(W) \) applies it on the deviance without standardization. On the other hand, \( D_{1.2}(W) \) imposes an \( \ell_2 \) penalty on non-standardized deviations.

\[
D_{1.5}(W) = \frac{1}{N(W)} \sum_{i=1}^{r} \sum_{j=1}^{c} \left( \frac{[W_{ij}] - E([W_{ij}])}{\sqrt{E([W_{ij}])}} \right)
\]  

\[
D_L(W) = \frac{1}{N(W)} \sum_{i=1}^{r} \sum_{j=1}^{c} ||W_{ij}| - E([W_{ij}])||
\]  

\[
D_{1.2}(W) = \frac{1}{N(W)} \sum_{i=1}^{r} \sum_{j=1}^{c} (|W_{ij}| - E([W_{ij}]))^2
\]  

(5)  

(6)  

(7)

### 3.3 Expected Value

The expected value \( E([W_{ij}]) \) is a value whose denominator is the sum of absolute values of the weight matrix and the numerator is the product of the sum of the rows and columns of absolute values. As a result, it is expected that weights located in the same row and column will be induced to have similar values. It has the advantage of being simple to implement and capable of intuitive interpretation.

\[
E([W_{ij}]) = \frac{\sum_{m=1}^{n}|W_{ijm}|\sum_{m=1}^{n}|W_{im}|}{\sum_{m=1}^{n}|W_{nm}|} = \frac{\text{row sum} \times \text{col sum}}{\text{grand total sum}}
\]  

(8)

### 3.4 Pruning Criteria and Scheduling Function

In addition to these training goals, the removal criteria follow the local pruning approach as indicated above. That is, in accordance to a reference sparsity \( v^p \), the elements \( [W_{ij}] \) in the top \( v\% \) within its own weight matrix survive and the rest are removed. The sparsity \( v(t) \) at time \( t \) is calculated and adjusted by the cubic scheduling function consisting of the current step \( t \), the initial sparsity \( v_{\text{initial}} \), the final sparsity \( v_{\text{final}} \), and the total number of steps \( T \). This is the same as the implementation of the Movement Pruning [4]. In addition, the magnitude of \( \lambda \) also varies according to the cubic scheduling function as the steps progress.

\[
v(t) = v_{\text{final}} + (v_{\text{initial}} - v_{\text{final}})(1 - \frac{t}{T})^3
\]  

(9)

In this study, in the same way as other state-of-the-art pruning techniques [4], [15], even if a specific weight has been removed due to its small size at a particular step, it can be reselected in a future step.

### 4 Experiments

#### 4.1 Experimental Setup

In this study, we experiment with two prominent tasks in NLP: Natural Language Inference (NLI) and Question Answering (QA). Firstly, NLI is a task widely known for involving semantic containment and exclusion between texts. Given a pair of sentences, the objective is to classify whether their relationship is that of entailment, neutrality, or contradiction. A model attempting to solve this task must have the ability to identify referential relationships, tenses, and grammatical ambiguities found in text.

Firstly, a variety of representative NLI datasets are available for many individual languages. For this study
we experiment with the MNLI (Multi NLI) dataset [7] for English and the KorNLI (Korean NLI) dataset [9], as these are the most representative large-scale datasets in their respective languages. For experiments with French, we simply select the French components from the XNLI (Cross-Lingual NLI) dataset [8].

Secondly, Question Answering (QA) tasks are a type of machine reading comprehension evaluation that requires reading long pieces of text and answering questions regarding it. For this task, the SQuAD (Stanford Question Answering Dataset) is the most representative dataset curated with over 100,000 question-answer pairs grounded in Wikipedia articles. For our experiments, we use the SQuAD dataset [10] for English, KorQuAD (Korean Question Answering Dataset) [12] for Korean and FQuAD (French Question Answering Dataset) [11] for French. We specifically use the 1.1 version of SQuAD.

In regard to pretrained transformer models, we use BERT [6] for English, KoBERT [16] for Korean, and CamembERT [17] for French. These three models are structurally identical in relation to their encoder layer compositions, with the significant difference being that they were constrained to their respective languages in their semi-supervised pre-training procedures. Another difference can be found in the size of the embedding matrices, since the number of possible tokens vary between languages. However, the encoder layers where the vast majority of model weights can be found are identical in structure and size across these three models.

### 4.2 Implementation

The basic code for performing the experiments was implemented by partially modifying the publicly available code for Movement Pruning [4]. Optimization configurations such as the sparsity scheduling function, hyperparameters such as the learning rate, and the target weights subjected to pruning are kept as close as possible to the source as the following. For NLI, batch sizes were all set to 32 and the learning rate was set to 5e-5 for Korean and 3e-5 for the other languages. Initial and final warm-up steps were both set as 1 epoch and the models were all trained for 6 epochs. For Question Answering, the batch size and learning rate were set uniformly across the models as 16 and 3e-5, respectively. The English and Korean models were trained for 10 epochs and the French model was trained for 14 epochs. Initial and final warm up steps were set at 1 and 2 epochs respectively for both Korean and English, and for French it was 3 and 4 epochs, respectively. We increased the number of epochs for the French model since it experienced performance gains due to its smaller QA dataset size.

The BERT model used in the experiments consists of an embedding matrix and an encoder; regardless of the language, the encoder consists of 12 layers, where each layer consists of 6 dense layers. Among these 6 layers, four correspond to the Multi-Head Self Attention module and the rest to the FFN (Feed-Forward Network) module. The embedding weights were frozen during training, and either the entirety of the encoder layers or subsets of them were subject to pruning (for the purpose of ablation analysis).

SPUR includes a regularization loss $L_R$ in addition to the standard loss function. Specifically, since the importance of $L_R$ is adjusted by the size of $\lambda$, the selection of this hyperparameter warrants deeper consideration. For this reason, we experimented with $\lambda$ values of 10 and 100 for encoder sparsities of 3%, 6%, 10%, and 30%, and selected the $\lambda$ values yielding the most optimal performance after pre-experimenting with heuristically selecting $\lambda$ values.

### 4.3 Experimental Results

Fig. 2 and Fig. 3 show that pruning the network with SPUR leads to a greater preservation of original model performance than that of standard IMP methods. The dotted line shows the case where only IMP was applied, and the solid line shows the case where SPUR is also applied. In particular, the performance gap between SPUR
and IMP was observed to widen as the sparsity increases.

In the case of English NLI (MNLI) with a 10% sparsity setting, IMP yielded an accuracy of 77.8 and SPUR 79.3, showing an improvement of 1.4 points. As mentioned above, this performance gap widened as the sparsity increased. At 3% sparsity, IMP yielded 68.9, while adding SPUR yielded 75.6, widening the performance gap to 6.7 points. For Korean NLI (KorNLI) at the 3% setting, IMP yielded 64.2 with SPUR yielding 70.1 (improvement of 6.0 points); for French NLI (XNLI-FR) at the same rate, IMP scored 58.0, while adding SPUR yielded 66.3, for a performance gain of 8.3 points in Table 1.

Similar performance gains were also observed for Question Answering tasks. For English QA (SQuAD) at 10% sparsity, the F1 score for IMP was 78.5 and SPUR was 80.2 for a gain of 1.7 points. At the 3% setting, IMP was 54.3 and adding SPUR yielded 71.4 for a significant gain of 16.9 points in Table 2. Similar results followed for the Korean and French QA tasks.

As mentioned previously, since SPUR requires setting a final $\lambda$ value, we carried out the experiments with values of 10 and 100 and selected the best performing configuration. With the empirical observation that $\lambda$ value of 10 in the 30% sparsity setting performed the best regardless of the language and that a value of 100 performed best otherwise, we configured the $\lambda$ values accordingly.

4.4 Additional Experiments

The deviance function $D(W)$ used in the above experiments applies an $\ell_2$ penalty on the deviance statistic standardized by expected value. Additionally, $D_{L_1}(W)$ applies an $\ell_1$ penalty instead, $D_{L_2}(W)$ applies no penalty at all, and $D_{L_2}(W)$ applies an $\ell_2$ penalty without standardizing the deviance statistic.

Table 3 compares the performance of each deviance function setting on the English NLI [7] task for sparsities at 10% and 3%. Among them, SPUR was found to be the most effective compared to the other three deviance settings at each level of pruning.

In order to examine whether the performance differs according to the range in which regularization is applied, Table 4 shows the result of experimenting with applying it to just subsets of the model instead of all 6 dense layers of each BERT encoder layer. $BERT_{Q+K}$ only applies regularization on the query ($Q$) and key ($K$) matrices of the self-attention module, $BERT_Q$ only on the $Q$ matrix, and $BERT_K$ on the $K$ matrix. We found that the best performance resulted in utilizing the full set of dense layers.

4.5 Analysis

As in the example presented in RPP [2], visualizations of the second, third, and eleventh layers of the $Q$ and $K$ matrices by shading the removed weights in black are shown in Fig. 4 and Fig. 5. From these visualizations, one can again observe that the surviving weights corresponding to SPUR on the left form a grid structure. On the other hand, the surviving weights corresponding to IMP on the right are much more irregularly scattered. As the regularization term induces the weights to share similar values among the others on the same rows and columns, we can see that a grid structure forms as the more important rows and columns survive as entire groups.
This phenomenon is not without its potential limitations, however, since there is a potential risk that the weights as important as those on the grids can result in being ignored due to their particular positions. Because this has a potential to cause performance degradations, we performed an analysis comparing the variance in the values of the surviving weights in order to evaluate whether using SPUR was leading the weights to be distributed more uniformly.

Table 5 shows the representative statistics for these two cases. We first calculated the standard deviation and mean of the surviving weights for each weight matrix and computed a simple average of them. It may seem as though SPUR does induce a more uniform distribution of surviving weights, seeing that the average standard deviation was 0.008 with SPUR and 0.019 without SPUR. However, one should also consider that SPUR simply leads to smaller values overall, seeing that the average values of weights was 0.05 with SPUR and 0.108 without. We additionally considered the coefficient of variation (CV), a statistic often used for comparing variance of between distributions containing values of varying magnitudes from one another. The analysis showed that CV was 15.3% with SPUR and 17.9% without. With such a small difference, no significant evidence was found that SPUR causes the weight distributions to be distributed more

Fig. 4. Visualizations of the query matrices in the second, third, and eleventh layers of the encoder that was trained on the Korean NLI dataset then pruned to 5% sparsity. (surviving weights in black)

Fig. 5. Visualizations of the key matrices in the second, third, and eleventh layers of the encoder that was trained on the Korean NLI dataset then pruned to 5% sparsity. (surviving weights in black)
TABLE 5
STATISTICS OF SURVIVING WEIGHTS BY PRUNING METHOD

| Encoder Remaining Weights(%) | Method | IMP+SPUR | IMP |
|-----------------------------|--------|----------|-----|
| Avg.                        | 0.056  | 0.108    |     |
| Std.                        | 0.008  | 0.019    |     |
| CV                          | 15.3%  | 17.9%    |     |

TABLE 6
PERFORMANCE COMPARISON WITH OTHER APPROACHES

| Encoder Remaining Weights(%) | Method | IMP+SPUR | IMP |
|-----------------------------|--------|----------|-----|
|                           | MNLI (Accuracy) | SQuAD (EM/F1) |
| 100%                       | 84.5    | 80.4/88.1 |
| 30%                        | IMP+SPUR | 82.8     | 77.0/85.9 |
|                             | (GAP)   | +2.1     | -4.5/+3.5 |
| 10%                        | IMP+SPUR | 79.3     | 70.2/80.2 |
|                             | (GAP)   | -1.7/+1.5 |
| 3%                         | IMP+SPUR | 76.1     | 65.2/76.2 |
|                             | (GAP)   | -0.5     | -6.0/-4.8 |

uniformly.

With the Movement Pruning (MvP) [4] as a baseline that has been shown to perform very well, Table 6 shows the result of comparing it against SPUR in the English NLI (MNLI) and Question Answering tasks. SPUR performed better at 30% sparsity, while Movement Pruning performed better at 3% sparsity. It is worth noting again that the Movement Pruning required significantly more resource overhead since it requires a separate optimization of parameters at the same size as the actual model optimization.

5 CONCLUSION

Though extremely powerful, transformer-based models have notoriously large parameters; this is why the research community has been very actively studying methods that can effectively prune these models while retaining performance as much as possible. Among these methods, IMP has prevailed as one of the most widely-used methods, a process by which a model is pruned by iteratively removing the smallest weights and retraining the model. Visualizations of the inner weights in models that have been pruned by IMP have shown that the surviving weights tend to cluster in a grid structure, where most of them are found in a select few rows and columns. Though further research was necessary in exploring the use of these structured patterns in pruning models, there has not yet been such a study.

Recently, while the Movement Pruning has been developed to show very high performance, its limitations include the fact that it is immensely resource-intensive and that no research has shown that its performance generalizes to multilingual NLP tasks.

This study adds upon the IMP by adding a regularization term, resulting in a sizable performance increase and a unique propensity to preemptively induce the structured patterns as a result of pruning.

This study contributes the following. Firstly, we empirically show that the SPUR can enhance the performance of IMP, regardless of the language or the task at hand. Secondly, our study is the first to not only use regularization terms to preemptively induce the structured patterns, but also show that they are an effective attribute to model pruning methods. Thirdly, we’ve proposed a method that can achieve these performance gains from previous methods without the resource-intensive need for optimizing large score matrices in parallel.

One limitation of our study is that, despite how much hyperparameters can affect the resulting performance, we were not able to experiment with all possible combinations. Furthermore, though we have empirically shown that we can achieve greater retention of model performance by preemptively inducing structured patterns, further research is required in laying the theoretical foundations that explain this effect.
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