Characterization of the stimulated excitation in a driven Bose-Einstein condensate
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We apply the time-dependent generalized Hartree-Fock-Bogoliubov (td-GHFB) theory to describe the stimulated excitation driven by periodically modulating the interactions in a Bose-Einstein condensate (BEC). A comparison with the results calculated from the typical Bogoliubov approximation indicates that the additional interaction terms contributed by the excited modes play a significant role to explain the dynamics of the stimulating process. The td-GHFB model has not only painted a clear picture of the density wave propagation, but also partly explained the generation of the second order harmonic of the excited modes. The theoretical framework can be directly employed to study similar driven processes.

I. INTRODUCTION

Quantum coherent manipulations of the microscopic atomic processes in many-body systems have revolutionized the development of atomic, molecular and optical physics [1,3]. In recent years, pairwise scattering phenomena induced by driving a BEC have attracted lots of attentions [4,7], from earlier twin matter-wave beam separation [8] to recent Bose fireworks [9]. Observations of these stimulated emissions demonstrate the analogy between matter waves and classical light for further investigations on the fundamental concepts in quantum mechanics, such as quantum correlations and entanglements [10,16].

In the twin-beam experiment [8], the viewpoint of parametric down-conversion in nonlinear optics can be straightforwardly applied [17] since the dynamics of the atom-pairs are governed by the nonlinear terms in the Gross-Pitaevskii (G-P) and Bogoliubov equations. Similarly, the jet emission caused by the periodic modulation of the scattering length should resort to the wave mixing between external magnetic photons and matter waves[18], and a time dependent mean-field theory within the Bogoliubov approximation [19, 20] has been developed to explain the non-equilibrium dynamics in such systems, i.e. the asymmetric angular density correlations. However, two problems of the used Bogoliubov mean-field theory should be addressed: (i) The typical Bogoliubov approximation indicates that the condensate is macroscopically occupied and the excitation of the condensate is negligible, which is valid at the initial stage of the modulation, but collapses after the excited modes become largely populated, especially for a rather long modulating time; (ii) The high-order terms above quadratic are neglected, which makes the high-order collisions between the excited modes disappear, and consequently cannot explain the experimentally observed high-order matter-wave harmonics [18]. To overcome these, one should work with the full expansion of the many-body Hamiltonian, or at least some necessary high-order corrections to the typical Bogoliubov mean-field approximation.

In this work we employ the time-dependent generalized Hartree-Fock-Bogoliubov theory [21] to characterize the stimulated excitation. As shown in Fig. 1 by periodically modulating the scattering length near a zero point of a Feshbach resonance, i.e., $a_s(t) = a_{s,bg} + a_{st} \sin(\omega t)$, a condensate gets spatially separated and the excited parts accumulate around the mode of $\hbar \omega_e = \hbar \omega/2$ due to the energy conservation. Different from the typical Bogoliubov approximation, here the contribution of the interactions from the excited fractions has been taken into account to correct the time evolution of the G-P equation and

![Diagram of the stimulated excitation in a driven BEC.](image)

**FIG. 1.** Diagram of the stimulated excitation in a driven BEC. (a) shows the one dimensional density distributions. The BEC gets spatially separated after a modulation, indicating that the stimulated emission happens. (b) shows the time-dependent s-wave scattering length with a modulation amplitude of $a_{st}$ and a modulation frequency of $\omega$. The dashed line indicates the initial background s-wave scattering length value $a_{s,bg}$. (c) The distribution of the population in each excited mode. $N(\omega_e)$ means the excited atom number in the mode with energy $\hbar \omega_e$. The peak locates around the mode with energy $\hbar \omega_e/2$ with a quasi-Gaussian shape. A Gaussian fit tells us the full width of half maximum (FWHM).
the corresponding Bogoliubov equations. We show that the td-GHFB theory well captures the dynamics of the emission process and clearly explains the interference and the density wave. Furthermore, the td-GHFB theory takes some parts of the high-order interaction terms into consideration, partly explaining the generation of the high-order harmonics with a large modulating amplitude.

II. THE TD-GHFB THEORY

We consider a trapped BEC at zero temperature described by the time-dependent many-body Hamiltonian,

$$H(t) = \int d^3r \hat{\psi}^\dagger (r,t) H_0 \hat{\psi} (r,t) + \frac{g(t)}{2} \int d^3r \hat{\psi}^\dagger (r,t) \hat{\psi}^\dagger (r,t) \hat{\psi} (r,t) \hat{\psi} (r,t),$$  \hspace{1cm} (1)

where $H_0 = -\frac{\hbar^2 \nabla^2}{2m} + V(r)$, $g(t) = 4\pi \hbar^2 a_c(t)/m$, and $V(r)$ is the external trapping potential. The driven dynamics can be obtained from the Heisenberg equation of motion for the field operator $\hat{\psi}$, that is, $i\hbar \partial_t \hat{\psi} = H_0 \hat{\psi} + g(t) \hat{\psi} \hat{\psi} \hat{\psi}$. By decomposing the field operator into a condensate part $\phi$ and an excited fluctuation field operator $\hat{\psi}_e$ as $\hat{\psi} = \phi + \hat{\psi}_e$, we get the interaction term $\hat{\psi}_e^\dagger \hat{\psi}_e \hat{\psi} = |\phi|^2 \phi + 2|\phi|^2 \hat{\psi}_e^\dagger \hat{\psi}_e + \phi^* \hat{\psi}_e^\dagger \hat{\psi}_e \phi + 2\phi^* \hat{\psi}_e^\dagger \hat{\psi}_e \phi + \phi^* \hat{\psi}_e^\dagger \hat{\psi}_e \phi$, and the last part can be treated under mean-field approximation, i.e., $\hat{\psi}_e^\dagger \hat{\psi}_e \approx 2(\hat{\psi}_e^\dagger \hat{\psi}_e) \phi$. Then, we obtain the generalized time-dependent G-P equation

$$i\hbar \partial_t \phi = H_0 \phi + g \left[ (n_0 + 2n_e) \phi + m_e \phi^* \right],$$  \hspace{1cm} (2)

where the density of the condensate $n_0(r,t) = |\phi(r,t)|^2$, the density of the excited atoms $n_e(r,t) = \langle \hat{\psi}_e^\dagger (r,t) \hat{\psi}_e (r,t) \rangle$ and the excited pairing field $m_e(r,t) = \langle \hat{\psi}_e (r,t) \hat{\psi}_e (r,t) \rangle$. Equation (2) determines the evolution of the condensate wave-function $\phi(r,t)$, and the contributions from the excited modes are included. The dynamics of the excited modes are yielded by performing the Bogoliubov transformation $\hat{\psi}_e (r,t) = \sum_{j} \left( u_j(r,t) \hat{\alpha}_j - v^*_j(r,t) \hat{\alpha}_j^\dagger \right)$, $[\hat{\alpha}_j, \hat{\alpha}_k^\dagger] = \delta_{jk}$. The Bogoliubov amplitudes are determined by

$$i\hbar \partial_t u_j = (H_0 - \mu + 2g(n_0 + n_e)) u_j - g(\phi^2 + m_e) v_j,$$  \hspace{1cm} (3)

$$i\hbar \partial_t v_j = (H_0 - \mu + 2g(n_0 + n_e)) v_j - g(\phi^2 + m_e^*) u_j,$$  \hspace{1cm} (4)

with $\mu$ the initial chemical potential of the condensate, and $n_e(r,t) = \sum_j |v_j(r,t)|^2$, $m_e(r,t) = -\sum_j u_j(r,t) v^*_j(r,t)$. The coupled equations (2)-(4) should be numerically solved under the conservation of the particle number $N = \int d^3r [n_0(r,t) + n_e(r,t)]$ to obtain the time-dependence of the population in each excited mode. The atom number in the $j$-th excited mode is given by $N(\omega_j) = \int d^3r |v_j(r,t)|^2$. If we set $n_e$ and $m_e$ equal to zeros, Eqs.(2)-(4) then reduce to the usual G-P and Bogoliubov-de Gennes equations in the typical time dependent Bogoliubov theory. The initial condensate wave-function $\phi(r,t = 0)$ can be obtained by numerically solving the stationary G-P equation with the imaginary time backward Euler pseudo-spectral method, while the $u_j(r,t = 0)$ and $v_j(r,t = 0)$ series are calculated from the Bogoliubov-de Gennes equations with the initial scattering length $a_{s,bg}$. The initial excited amplitudes chosen here are different from those in Ref. where a random fluctuation was employed.

For simplicity, we apply the above td-GHFB theory to investigate a simple quasi one dimensional system with a non-negative background scattering length $a_{s,bg}$, and it can be directly extended to study two and three dimensional cases. The trap potential $V(r) = m(\omega_r^2 x^2 + \omega_y^2 y^2 + \omega_z^2 z^2)/2$ with $\omega_r = \omega_y = \gamma \omega_z$ and $\gamma \gg 1$. The tight radial trapping indicates that the excitation to the higher radial vibrational states can be neglected, and we assume in our calculations that all atoms populate the lowest radial eigenstate. The wavefunction can be approximately written as $\phi(r,t) = \left( \frac{m \omega_y}{\pi \hbar^2} \right)^{1/4} e^{-m \omega_y (r^2 + y^2)/2} \phi(z,t)$, substituting which into the equations above and integrating along the radial directions we get the coupled equations determining the dynamics of the wavefunction $\phi$ and Bogoliubov amplitude along the $z$ direction. The reduced equations have the same forms with the Eqs.(2)-(4) but with $H_0$ and $g$ substituted by $H_0 = -\frac{\hbar^2 x^2}{2m} + \frac{1}{2} m \omega_z z^2$ and $g_{1d} = g\gamma/2\pi$ respectively.

III. COMPARISON AND PARAMETRIC ANALYSIS

We first make a comparison between the results from the td-GHFB model and those obtained with the typically-used time-dependent Bogoliubov theory. As shown in Fig.2(a), the growth trends of the excited fraction $(N_e/N$ with $N_e(t) = \int n_e(z,t)dz$) from the both models share an analogous shape, that is, initially growing exponentially while finally reaching a saturated value, which agrees with the observation in the 2D Bose-fireworks experiment. However, as shown clearly, the saturated excited fraction calculated with the td-GHFB theory is relatively much smaller, and the growth becomes slower after the excited modes are largely populated. This indicates the necessity of including the interacting contributions from the excitations, although, not surprisingly, during the early stage of the modulation the trends of the increase from the two models nearly coincide with each other until the excited population $N_e$ reaches a critical value of about 0.2N. Another issue we are interested in is the spatial distribution of the excited population. Figure 2(b) shows the distribution of the excited density $n_e(z)$ after a sufficient modulating time. With the typical Bogoliubov theory, the excited atoms get spatially separated and show a smooth two-peak distribution. When adding the corrections, the distribution
The modulation frequency \( \omega_{\text{ext}} = \omega_{\gamma} = 2\pi \times 500 \text{ Hz} \), \( \omega_{bg} = 2\pi \times 20 \text{ Hz} \). The total atom number \( N = 5000 \), and the modulating frequency \( \omega = 2\pi \times 2000 \text{ Hz} \). (a) shows the time dependence of the excited fraction, \( N_e/N \), with typical Bogoliubov theory (black dash line) and td-GHFB theory (red solid line) respectively. The horizontal dotted dash line indicates a critical excited fraction where the contributions from the excited atoms become significant. The time is in unit of the modulation period \( \tau = 2\pi/\omega \). (b) shows the spatial density distributions of the excited atoms calculated from the typical Bogoliubov theory (black dash line) and the td-GHFB theory (red solid line) respectively with a modulating time of \( 8\tau \). Here \( a_z = \sqrt{\hbar/m\omega_z} \). (c) and (d) show the dependences of the excited fraction on the modulating amplitude and the background scattering length respectively. In (c), the background \( a_{s,bg} = 0 \) (black circle), \( 5a_0 \) (red square), \( 10a_0 \) (green triangle) respectively, while in (d), the amplitude \( a_{st} = 30a_0 \). (e) gives the FWHM of the spectra distribution of the excited modes shown in Fig.2(c) as a function of the background \( a_{s,bg} \). In (c)-(e), a short modulating time of \( 2\tau \) is used and the dashed lines are just guides to eyes.

IV. DYNAMICS OF THE STIMULATED EXCITATION

The td-GHFB theory provides an illuminating insight into the dynamics of the stimulated excitation. Figures 3(a) and (b) illustrate the time-evolutions of the spatial density distributions of the condensate \( n_0(z) \), and the excitations \( n_e(z) \), respectively. At the early stage of the modulation, \( t \leq 3\tau \), the excitation is weak and shows a distribution of a single-peak Gaussian shape, and the interactions among atoms in condensate dominate. The excitation totally overlaps with the condensate part as the size of the total density \( n(z) = n_0(z) + n_e(z) \) distribution along \( z \) does not get broadened yet, as shown in Fig.3(c). Then, the excited population increases to be quantitatively approximate to the condensate, the interaction from the excited part plays a role in the evolutions of both the G-P and Bogoliubov equations. The condensate part gets spatially separated first, and then the excitations. For example, at time \( t = 4\tau \), the spatial background scattering length. The results with finite \( a_{s,bg} \) in Fig.2(c) indicate that a larger \( a_{s,bg} \) leads to a larger \( a_{\text{crit}} \).

We have also calculated the excited population with different initial background scattering length \( a_{s,bg} \), as shown in Fig.2(d). In previous experiments \([9, 15]\), the values of \( a_{s,bg} \) were chosen to be less than \( 5a_0 \), whose contribution was dropped in the theoretical model in momentum space \([9]\). However, here we claim that the stimulated excitation is sensitive to the background scattering length. From Fig.2(d), with larger \( a_{s,bg} \), significantly exciting the BEC becomes harder, i.e., more modulating periods are required. And interestingly, the distribution of the excited modes (see Fig.1(c)) is sensitive to \( a_{s,bg} \) as well. Larger background scattering length leads to a narrower spectra distribution, that is, a smaller FWHM, indicating that the excited atoms tend to become more focused in the resonant (\( \omega_{\text{ext}} = \omega/2 \)) mode. According to the viewpoints of Refs.\([19, 20]\), such a periodic modulation is a symmetry-breaking process. A stronger background interaction strength makes significant excitation of the BEC require much more external energy, i.e., larger modulating amplitude or longer enough modulating time, since the time interval during which the BEC suffers from a negative scattering length becomes shorter. Consequently, for a fixed time and a fixed modulating amplitude, larger \( a_{s,bg} \) leads to less significant momentum non-conservation \([19]\), thus a narrower FWHM. Another point should be claimed is that, because of the non-zero trap potential along \( z \) direction, once the atoms fly to the trap edge, they should overcome the potential and thus the energy-resonant condition collapses. Consequently, the peak of the excited spectra would not perfectly locate at the resonant mode. A careful theoretical study on the case without the trap has already been performed in momentum space in Refs.\([9, 15]\).

shows a multi-peak shape, but the center positions of the envelope still locate near those obtained from the typical Bogoliubov theory.

Next let us check the dependence of the excitations on the scattering length. Figure 2(c) shows the total excited fractions for various modulating amplitudes \( a_{st} \) after a fixed short-time modulation, for example, two modulating periods. For the case with \( a_{s,bg} = 0 \), the excitation is rather weak for small \( a_{st} < a_{\text{crit}} \) (\( \approx 20a_0 \)), but gets burst when the modulation becomes stronger. For strong modulations with \( a_{st} \geq 80a_0 \), such a short-time modulation can make the excited fraction approach the saturated value. Such a tendency agrees well with the function \( N_e = Aa_{st}^2 + B(a_{st} - a_{\text{crit}})\Theta(a_{st} - a_{\text{crit}}) \Theta(z) \) (the step function) used to model the measured data in the Bose-firesworks experiment \([9]\). It is worth to mention that the critical value of \( a_{\text{crit}} \) not only depends on the modulation frequency \( \omega \) \([9]\), but also varies for different background scattering length.
profile of the condensate suffers from a multiple peak-valley phenomenon, while the separation of the excited part just begins at this moment; see Fig. 3(d) and (e). If we neglect the interaction terms from the excitations and use the typical Bogoliubov theory instead, the spatial density distribution of the condensate would not get any separation or broadened yet. Next, the evolution shows a rather interesting behavior. For the condensate part, multiple peaks and valleys appear and the atoms start to accumulate to the center position again. However, for the excitations, the spatial separation gets larger and larger and multiple peaks appear and propagate symmetrically. With a modulating time of 10τ, the condensate and the excited modes are almost totally separated, as shown in Fig. 3(c) and (f).

To analyze the evolution behaviors above, we introduce a time dependent density overlap function

\[ \chi(t) = L^{-1} \int_{-L/2}^{L/2} dz \, n_0(z,t) n_e(z,t) \]

with the integration length \( L = 80a_z \) in our calculation. As a result, the averaged mean-field interaction energy between condensate and excitations can be expressed as \( \zeta(t) = g(t) \chi(t) \). The dynamics of both \( n_0 \) and \( n_e \) are related to this interaction energy term, \( \zeta(t) \). Take \( n_0 = |\phi|^2 \)

as an example, the decomposition \( \partial_t n_0 = \phi \partial_z \phi^* + \phi^* \partial_z \phi \) along with Eq. (2) clearly leads to an interaction term \( gn_0 n_e \). Since \( g(t) \) is a sinusoidal oscillation, we focus on the time-evolution of the function \( \chi(t) \), as shown in Fig. 3(g). Once the modulation begins, the excited fraction increases and so does the overlap \( \chi \), which reaches to the maximum value and then decreases near zero as the modulation continues. The maximum value usually locates at the time when the spatial separation of the excitations begins. After the excited population reaching the saturated value (see Fig. 2(a)), the condensate and the excited modes start to separate with each other (Fig. 3(c)), and consequently the value of \( \chi \) drops down and finally approaches to zero at time \( t = 10\tau \). Different parameters lead to different line shapes of \( \chi(t) \). As shown in Fig. 3(g), the overlap shows a much more rapid decrease with the typical Bogoliubov theory, while the speeds of both the increase and the decrease become slower with a finite background scattering length.

The behavior of \( \chi(t) \) indicates that the stimulated excitation is initially \( (t < 3\tau) \) determined by the interactions among the condensate, while finally \( (t > 10\tau) \) the evolutions of the condensate and the stimulated excitation are dominated respectively by the interactions among themselves. During the time interval \( 3\tau < t < 10\tau \), the oscillation of the averaged interactions \( \zeta(t) \) between the condensate and excitations dominates the dynamics, as shown in Fig. 3(c). Due to the interference between the condensate and the excited modes, the distribution of the total density \( n(z) \) have multiple peaks which propagates simultaneously to left and right, just like a mechanical wave excited by a center driven source. Here the excitation source is the modulation of the interaction strength and the propagation is a kind of Faraday density wave \([22, 25]\). Meanwhile, the multiple peaks are somewhat like interference fringes (Faraday patterns \([20]\)), which should be attributed to the anomalous term \( m_e(z,t) = \langle \psi_e(z,t) \psi_e^*(z,t) \rangle \), which describes the excited pairing field.

The dynamics of \( |m_e| \) are shown in Fig. 3(h), illustrating a synchronous behavior with the excited density profile (see Fig. 3(b)). For short modulating time, although the spatial separation does not occur, the pairing process already happens. Then, the distribution of the pairing field gets spatially separated, in turn making an influence on the effective potential for the time evolution of the condensate wavefunction \( \phi \), and consequently resulting in a broadened multi-peak density distribution of the condensate part. We have checked in our calculations that the multiple peaks would disappear and only the spatial separation could be observed without the \( n_e \) and \( m_e \) terms included. Interestingly, calculation without the \( m_e \) terms shows that the broadening of the distribution of the condensate does not appear yet, although the multiple peaks still exist. Till now, we have made a vivid description of the stimulated excitation with a viewpoint of density wave propagation, and the fringe patterns come from the anomalous excited pairing field.
in the td-GHFB theory.

V. HIGH-ORDER COLLISIONS

The td-GHFB theory can partly explain the high-order matter-wave harmonics observed in Ref.[13]. The generation of the high-order harmonics depends on a strong enough modulation, and for the case in our calculation, the amplitude is usually larger than 50a₀. Figure 4 shows the excitation spectra, i.e., the distribution of the population in each mode, with the background scattering length a_{s,bg} = 5a₀ and the modulation amplitude a_{st} = 60a₀. Besides the modes with energy around ℏω₀ = ℏω/2, another peak emerges with an energy of ℏω₀ = ℏω, corresponding to the second order harmonic induced by the collisions between the multiple excited modes. However, other higher-order harmonics have not been observed yet even with a larger modulation amplitude or a longer modulation time. This is the restriction of the td-GHFB theory, although its performance is much better than the typical Bogoliubov theory where always only one peak at energy ℏω/2 can be resolved.

To show a clear picture of the restrictions, let us revisit the many-body Hamiltonian (1). Here we do not separate the condensate apart from the field operator ψ, but expand it as ψ = ∑k φk a_k in a spirit of Ref.[27], where φ₀ is calculated from the G-P equation, and φ_{k̊̃k̊̃̈} are determined by the Schrödinger equation [−ℏ²∇²/2m + V(r)]φ_k = ε_k φ_k with V(r) = V(r) + g|φ₀(r)|² to guarantee the orthogonality. Note that each eigen mode with energy ε_k (k ≠ 0) is double degenerate in momentum space as the momentum can be either k = ±√2mε_k/ℏ or −k. Now the Hamiltonian can be expressed as

\[ H = \sum_{k} ε_k a_k^\dagger a_k + \frac{1}{2} \sum_{p,q,k} G_{p+k,q-k,p,q} a_p^\dagger a_{p+k} a_{q-k}^\dagger a_q, \] (6)

where G_{k,l,m,n} = g(t) ∫ d^3r φ_k^*(r) φ_l^*(r) φ_m(r) φ_n(r). Re-
placement of the creation operator a_0^\dagger and annihilation operator a_0 of the condensate by the c-number \sqrt{N_0} leads to the typical Bogoliubov theory in momentum space, that is, the \( \tilde{a}_k^\dagger \tilde{a}_k \tilde{a}_0^\dagger \tilde{a}_0 \) interaction term, which can directly explain the occurrence of the first peak in Fig.[4]. The additional interaction contributions n_e(z) and m_e(z) from the excitations in Eqs.(2)-(4) correspond to the \( \tilde{a}_k^\dagger \tilde{a}_k \tilde{a}_l \tilde{a}_l \) terms in the above Hamiltonian, which means that collision of an atom-pair with energy ε_k (ℓ = ℏω/2, if considering the resonant condition) in the excitations happens by absorbing a external microwave photon with energy ℏω, generating an atom-pair with energy ε_k = ℏω (i.e. k' = √2k). This is the physical picture of the collisions for the stimulated excitation. However, since the GHFB theory treats the non-quadratic terms with factorization approximations to reduce them to linear or quadratic terms [27] and the condensate terms with factorization approximations to reduce them to linear or quadratic terms [27], the high-order collisions observed in the experiment. But unfortunately, as far as we know, it is rather hard to directly solve the full Hamiltonian (6) numerically [27], even for a one dimensional problem, which lies beyond the scope of our discussion here. The perturbation theory under some reasonable approximations used in Ref.[13] might be a good choice to handle it.

VI. CONCLUSION

In summary, the correction by adding the contributions of the interaction from the excited modes to the typical Bogoliubov theory leads to a strikingly different picture for the stimulated excitation in a driven BEC. A comparison and parametric analyses have been made. With the td-GHFB theory, the time-evolution of the density distribution shows a rather different behavior, that is, spatially separated with multi-peak shape propagations. Meanwhile, the generation of the high order harmonics can be partly explained, although perfect explanation of the harmonics of all orders requires a full expansion of the time-dependent many-body Hamiltonian. Note that, in this work, for convenience, we have not considered the effect of thermalization [28] during the increase of the excited fraction. Despite this problem, the td-GHFB theory can clearly account for both the density wave and the high-order collisions, illustrating a better performance than the typical Bogoliubov theory. The theoretical framework can be directly applied to future experiments with similar driven mechanism.
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