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Abstract—With the increasing complexity of modern power system, conventional dynamic load modeling with ZIP and induction motors (ZIP + IM) is no longer adequate to address the current load characteristic transitions. In recent years, the Western Electricity Coordinating Council Composite Load Model (WECC CLM) has shown to effectively capture the dynamic load responses over traditional load models in various stability studies and contingency analyses. However, a detailed WECC CLM model typically has a high degree of complexity, with over one hundred parameters, and no systematic approach to identifying and calibrating these parameters. Enabled by the wide deployment of PMUs and advanced deep learning algorithms, proposed here is a double deep Q-learning network (DDQN)-based, two-stage load modeling framework for the WECC CLM. This two-stage method decomposes the complicated WECC CLM for more efficient identification and does not require explicit model details. In the stage one, the DDQN agent determines a proper load composition that can approximate the true transient dynamics. In the second stage, the remaining parameters of the WECC CLM are selected with Monte-Carlo simulations. The proposed method shows that the identified load model is capable of accurately simulating the given dynamics of the reference load model. In addition, the identified load model has strong robustness to represent the reference load model under a wide range of contingencies. The proposed framework is verified using an IEEE 39-bus test system on commercial simulation platforms.

Index Terms—Load modeling, deep reinforcement learning, DDQN, load component identification, measurement-based.

I. INTRODUCTION

Accurate dynamic load modeling is critical for power system transient stability analysis and various simulation-based studies [1]–[2]. It is also known to improve the power system operation flexibility, reduce system operating costs, and better determine the corridor transfer limits [3]–[4]. In the past few decades, both industry and academic researchers have widely used ZIP and induction motors (ZIP + IM) as the composite load model (CLM) for quantifying load characteristics [5]–[7], in which ZIP approximates the static load transient behaviors and the IM approximates the dynamic load transient behaviors. This ZIP + IM load model has shown to be effective for simulating many dynamics in the power system, but in recent years, industry has started to observe various new load components, including single-phase IM, distributed energy resources (DER), and loads interfaced via power electronics that are being increasingly integrated into the system. The high penetration of these new types of loads brings profound changes to the transient characteristics at the load end, which raises the necessity for more advanced load modeling. For example, the well-known fault-induced, delayed-voltage-recovery (FIDVR) event is caused by the stalling of low-inertia single-phase IMs [8] when the fault voltage is lower than their stall thresholds. An FIDVR event poses potential voltage control losses and cascading failures in the power system [9]; however, FIDVR cannot be modeled by a conventional CLM model. Given these conditions, the Western Electricity Coordinating Council Composite Load Model (WECC CLM) is proposed.

To date, WECC CLM is available from multiple commercial simulation tools such as the DSATools, GE PSLF, and PowerWorld Simulator. However, the detailed model structure, control logic, and parameter settings of the WECC CLM are limited by most of the software vendors (PowerWorld Simulator as a notable exception), and thus not transparent to the public [10], which impacts WECC CLM’s general adoption and practicality. Furthermore, lack of detailed open-source information about the WECC CLM presents another major roadblock for conducting load modeling and parameter identification studies for system stability analysis.

Current WECC CLM works can be classified into two groups, which are component-based methods that rely on load surveys [11], [12] and measurement-based numerical fitting methods [13], [14]. In [11] and [12], the WECC CLM’s parameters are estimated from surveys of different customer classes and load type statistics. However, the granularity and accuracy of the survey data depend entirely on the survey agency, and there are many assumptions being made that cannot be definitively verified. In addition, the survey is generally not up to date and does not reflect real-time conditions. In practice, all these limitations bring challenges in modeling the actual dynamic responses.
In another approach, authors in [13] and [14] numerically solve the parameter-fitting problem using nonlinear least squares estimators. In these methods, the parameter identifiability assessment and dimension reduction are conducted through sensitivity and dependency analysis. Though sensitivity analysis reflects the impacts of the individual parameter on the load dynamics, it fails to capture the mutual dependency between two or more parameters, which has been proved to be of great importance in composite load dynamics [15], [16]. In [14], the authors define the parameter dependency as the similarity of their influences on the dynamic response trajectory. Such a dependency analysis still falls short in factoring in the impact of multiple parameters on the load transient dynamics at the same time. In fact, with over one hundred parameters in the WECC CLM, the true interactions among them are hard to fully assess.

This paper proposes a double deep Q-learning network (DDQN)-based load modeling framework to conduct load modeling on the WECC CLM. In this framework, the DDQN agent serves as an optimization tool to estimate the key parameters in WECC CLM. Similar deep reinforcement learning-based optimization problems have also been discussed in [17] and [18]. In [17], the authors apply the deep deterministic policy gradient (DDPG) algorithm to determine the values of five control setpoints in the cooling systems to minimize the total data center cooling costs; in [18], the authors use the deep Q-learning network (DQN) to identify the runtime parameter in computer systems to improve the accuracy of the cache expiration time estimation. For this proposed load modeling work on WECC CLM, rather than directly constructing states for all parameters, the first stage only builds states for the load component fractions. These load component fractions or states serve as the “abstracted features” to characterize the full composite load models. The sequential decision making [19] then relates to assess whether these states can consistently represent the load model for future actions or load fraction changes. The DRL agent thus learns the Q-values for these states to obtain high rewards in the long run. In this way, the identified load component fractions are relatively robust to various conditions, which are another desirable property for load modeling. The remaining parameters, including the other top sensitive parameters as suggested in [14] and [20], are identified in the second stage.

This method adopts the Transient Security Assessment Tools (TSAT) from DSATools as the DDQN agent’s training environment, which follows the state-of-art WECC model validation progresses to comply with industry practitioners. As such it is different from most nonlinear least square estimator-based load modeling work. The method recasts the load modeling for the WECC CLM into a two-stage learning problem. In the first stage, a DDQN agent is trained to find a load composition ratio that most likely represents the true dynamic responses at the bus of interest. Then, in the second stage, Monte-Carlo simulations are conducted to select the rest of the load parameters for the load model. From the Monte-Carlo simulations, the one set of parameters that best approximates the true dynamic responses is chosen for the load model. The specification [21] of the WECC CLM indicates that each load component in the model represents the aggregation of a specific type of load. Under such a composite load structure, it has been observed in [22] and [23] that different load composition ratios could have very similar transient dynamics. Therefore, solving the load composition ratio first and conducting the load parameter identification based on the identified ratio can significantly reduce the problem’s complexity and increase load parameter identification computational efficiency. In addition, each parameter is independently selected in stage two through Monte-Carlo simulations, and the parameter identification criteria is to evaluate the dynamic response reconstruction. This method implicitly considers the dependency between two or more parameters. Our proposed method offers the following unique features and contributions:

1) A load modeling framework for the WECC CLM with limited prior knowledge to model details. Only the dynamic response curve is required to implement the proposed learning framework.

2) The load model identified by this framework is robust to various contingencies. The fitted load model is verified to be effective to recover the true dynamics with different fault locations, fault types and fault durations.

3) The proposed method is scalable to different composite load structures: In the DDQN training environment, the action taken by the agent is designed to be the load fraction changes on different load types. This set up allows the proposed method to be scaled from conventional CLM load models such as ZIP + IM to larger load models like the WECC CLM. The method can be easily extended when WECC CLM is updated with new load components, such as distributed energy resources (DERs).

4) Applicable with limited data scenario: Unlike other data-hungry supervised and unsupervised machine learning methods, our DDQN approach only needs a few sets of transient records to conduct load modeling, which effectively overcome the data availability issue.

The remainder of this paper is organized as follows. Section II discusses the load component definition in the WECC CLM and the associated parameter selection range of each component. Section III introduces the DDQN training environment formulation and the customized reward function. Section IV presents the case studies to validate the effectiveness of the proposed method using the DSATools. Section V provides concluding remarks and discussions on future research.

II. WECC CLM INTRODUCTION

A. WECC CLM Structure

The WECC CLM is widely recognized as the state-of-the-art load model [24] due its robustness in modeling a variety of load compositions and its capability of simulating the electrical distance between the end-users and the transmission substations [9].

The detailed load structure for the WECC CLM is shown in Fig. 1, which mainly consists of three parts: substation, feeder, and load. The parameters for substation and feeder
parts, such as the substation shunt capacitance $B_{sh}$ and transformer tap settings [25] usually follow the industry convention and do not have significant variance [23]–[27]. Therefore, in this paper, we set the feeder and substation parameters following industrial standard values [23]. The load in WECC CLM includes three three-phase induction motors, one single-phase induction motor, one electronic load, and one ZIP static load. Our load modeling work focuses on the load composition and parameter identification for these load components.

B. Three-Phase Induction Motors

As shown in Fig 1, four motors are connected at the end-use bus. Three of them are three-phase induction motors, which are defined as $Ma$, $Mb$, and $Mc$ in our system setup. $Ma$, $Mb$ and $Mc$ use the same fifth-order induction motor model shown from (1)–(9), which are derived from the three-phase motor model block diagram given by WECC [21]:

$$\frac{dE'_q}{dt} = \frac{1}{T_{p0}} [E'_q + (L_s - L_p) i_d] - \omega_0 \cdot s \cdot E'_d,$$

$$\frac{dE'_d}{dt} = \frac{1}{T_{p0}} [E'_d - (L_s - L_p) i_q] + \omega_0 \cdot s \cdot E'_q,$$

$$\frac{dE''_q}{dt} = \frac{1}{T_{pp0} T_{p0}} \left[ E''_q - \left( \frac{L_s - L_p}{T_{p0}} + \frac{L_p - L_{pp}}{T_{pp0}} \right) i_d + \omega_0 \cdot s \cdot \left( 1 - T_{p0} \right) \cdot E'_d - \frac{1}{T_{pp0}} E''_q - \omega_0 \cdot s \cdot E''_q \right],$$

$$\frac{dE''_d}{dt} = \frac{1}{T_{p0}} \left( 1 - T_{p0} \right) \left[ E''_d + \left( \frac{L_s - L_p}{T_{p0}} + \frac{L_p - L_{pp}}{T_{pp0}} \right) i_q - \omega_0 \cdot s \cdot \left( 1 - T_{p0} \right) \cdot E''_q - \frac{1}{T_{pp0}} E'_d + \omega_0 \cdot s \cdot E'_q \right].$$

where $E'_q$ and $E'_d$ are the transient voltages for IM on q-axis and d-axis. $E''_q$ and $E''_d$ represent the sub-transient voltages for IM on q-axis and d-axis. $T_{p0}$ and $T_{pp0}$ refer to the transient open-circuit time constant. $L_s$, $L_p$, and $L_{pp}$ indicate the synchronous reactance, transient reactance, and sub-transient reactance. Stator resistance is denoted by $R_s$.

Each of the three-phase induction motors represents a specific type of dynamic load. According to [26], $Ma$ indicates the aggregation of the three-phase motor’s driving constant torque loads, such as commercial/industrial air conditioner; $Mb$ represents the aggregation of the three-phase motor’s driving torque speed-squared loads with high inertia, such as fan motors used in residential and commercial buildings; $Mc$ refers to the aggregation of three-phase motor’s driving torque speed-squared loads with low inertia, such as direct-connected pump motors used in commercial buildings. Several technical reports [26], [27] have published their parameter settings for WECC CLM. However, those suggested parameters cannot accurately adapt and approximate every real-world case. Therefore, we design a variation range for each parameter based on [26] and assume the true values of these load parameters should fall into this range. Table I presents part of the designed parameter variation range for $Ma$, $Mb$, and $Mc$. In the first stage of our load modeling framework, which is the load composition identification, the load parameters of each load component are unknown and randomly selected from the designed range.

C. Single-Phase Induction Motor

The single-phase IM $Md$ is developed based on extensive laboratory testing by WECC [21], which can model both the protective devices and the compressors. The motor’s P and Q consumptions are modeled with exponential characteristics, which are divided into three states as functions of bus voltage. State 1 applies when the bus voltage is higher than the motor compressor breakdown voltage (p.u.v): $V > V_{brk}$, as shown in (10). State 2 applies when the bus voltage is in between the motor compressor breakdown voltage and motor compressor stall voltage: $V_{stall} \leq V \leq V_{brk}$, which is shown in (11); and state 3 applies when the bus voltage is lower than the motor compressor stall voltage: $V < V_{stall}$, as shown in (12):

$$state \ 1: \ \begin{cases} \ p_{10} = p_{0.41p} \\ q_{10} = q_{0.10} + 6 \cdot (V - V_{brk})^2 \end{cases}$$
TABLE II
PARAMETER VARIATION RANGE FOR SINGLE-PHASE IM

| Parameter | $V_{brk}$ | $V_{rst}$ | $V_{stall}$ | $F_{rst}$ |
|-----------|-----------|-----------|-------------|-----------|
|           | [0.85, 0.90] | [0.92, 0.96] | [0.55, 0.65] | [0.15, 0.30] |

\[
\begin{align*}
\text{state 2: } & \quad p_{t} = p_{0,t} + 12 \cdot (V_{brk} - V_{0})^3, \\
& \quad q_{t} = q_{0,t} + 11 \cdot (V_{brk} - V_{0})^2, \\
\text{state 3: } & \quad p_{t} = \frac{q_{t}}{V_{rst}}, \\
& \quad q_{t} = -\frac{q_{t}}{X_{stall}},
\end{align*}
\]

\[
p_{0,t} \text{ and } q_{0,t} \text{ are initial active and reactive power consumed by the single-phase motor. } R_{stall} \text{ and } X_{stall} \text{ are the compressor stalling resistance and reactance, respectively. The compressor motors are classified into two categories depending on if they can restart or not after stalling. The active power } p_{t} \text{ and reactive power } q_{t} \text{ consumed by all the compressor motors before and after stalling are shown in (13) and (14). A denotes the compressor motors that can be restarted, and B marks those that cannot be restarted. In (13), } F_{rst} \text{ refers to the ratio between motor loads that can restart and the total motor loads. In (14), } V_{rst} \text{ refers to the restoring voltage threshold for the stalled motors. } f(V > V_{rst}) \text{ is the function of the } P, Q \text{ recovery rate of the compressor motors that can be restarted.}
\]

\[
\begin{align*}
\text{before stalling: } & \quad p_{A} = p_{t} \cdot F_{rst}, \\
& \quad q_{A} = q_{t} \cdot F_{rst}, \\
\text{after stalling: } & \quad p_{t} = p_{A} \cdot f(V > V_{rst}) + p_{B, stall}, \\
& \quad q_{t} = q_{A} \cdot f(V > V_{rst}) + q_{B, stall},
\end{align*}
\]

Other than the voltage stalling feature introduced here, WECC CLM also incorporates a thermal relay feature into the single-phase motor, and the detailed information can be found in [21]. \(M_d\)'s compressor dynamic model is the same as the three-phase IM as \(M_a, M_b\), and \(M_c\). We design the parameter selection range for \(M_d\) according to [26]. The values of some critical parameters such as \(V_{stall}, V_{rst}, V_{brk}, \) and \(F_{rst}\) are selected from the ranges shown in Table II.

D. Static Load Model: ZIP

The standard ZIP model is used in WECC CLM to represent the static load. The corresponding active and reactive power are written in (15)-(17):

\[
\begin{align*}
p_{zip} &= p_{0,zip} \cdot \left( p_{1c} \cdot \left( \frac{V}{V_{0}} \right)^2 + p_{2c} \cdot \frac{V}{V_{0}} + p_{3c} \right), \\
q_{zip} &= q_{0,zip} \cdot \left( q_{1c} \cdot \left( \frac{V}{V_{0}} \right)^2 + q_{2c} \cdot \frac{V}{V_{0}} + q_{3c} \right), \\
\end{align*}
\]

\[
\begin{align*}
p_{1c} + p_{2c} + p_{3c} &= 1, \quad (0 \leq p_{1c}, p_{2c}, p_{3c} \leq 1), \\
q_{1c} + q_{2c} + q_{3c} &= 1, \quad (0 \leq q_{1c}, q_{2c}, q_{3c} \leq 1),
\end{align*}
\]

where, \(p_{0,zip}\) and \(q_{0,zip}\) are the initial active and reactive power consumed by the ZIP load, \(p_{1c}, p_{2c}, \) and \(p_{3c}\) are the coefficients for the active power of constant impedance, constant current, and constant power load. \(q_{1c}, q_{2c}, \) and \(q_{3c}\) are the coefficients for reactive power of constant impedance, constant current, and constant power load. To model the diversity of ZIP load, the \(p_{1c}, 2c, 3c\) and \(q_{1c}, 2c, 3c\) are set to be random within the boundary shown in (17).

E. Electronic Load

The electronic load model in the WECC CLM aims to simulate the linear load tripping phenomenon of electronics. It is modeled as a conditional linear function of the bus voltage \(V\), as shown from the (18)-(19). \(V_{d1}\) represents the voltage threshold at which the electronic load starts to trip, \(V_{d2}\) indicates the voltage threshold at which all the electronic load trips, \(V_{min}\) tracks the minimum bus voltage during the transient, \(f_{relc}\) indicates the fraction of electronic load that can be restarted after a fault is cleared. In (20), \(p_{f, elec}\) denotes the power factor of electronic load (default as 1), and \(p_{0, elec}\) refers to the initial power of electronic load. The parameter variation ranges for electronic load are shown in Table III.

\[
f_{elc} = \begin{cases} 
\frac{1}{V_{min} - V_{d1}} \left( V_{d1} - V_{d2} \right), & \text{if } V < V_{d1}, \\
0, & \text{if } V_{d1} \leq V \leq V_{d2}, \\
\frac{V_{d1} - V}{V_{d1} - V_{d2}}, & \text{if } V > V_{d2}.
\end{cases}
\]

\[
p_{elec} = f_{elc} \cdot p_{0, elec}, \quad q_{elec} = \tan^{-1} \left( \cos^{-1} \left( p_{f, elec} \right) \right) \cdot p_{elec}.
\]

F. Identify the Composition of the Composite Load

In a composite load model, different load composition can induce very similar dynamic responses [22], [23]. It has been observed in [22] that a different load composition of a big IM and a small IM could have very similar load dynamic responses. This multi-solution phenomenon on load composition is even more common in the WECC CLM due to the multiple IMs in place. Our proposed two-stage load modeling method can effectively find near-optimal load compositions in stage one; and then in stage two, the other load parameters can be efficiently identified. To demonstrate the importance of identifying the load composition before fitting other parameters, we conduct a fitting loss comparison.

In this comparison, we first create one set of reference \(P, Q\) dynamic curves, and then according to the reference curves, we fit one load composition using our proposed load modeling method. Then, we use the true load composition and generate a random load composition as two comparison groups. We gradually increase the number of sampled load models under these three load compositions from one to one hundred. The mean fitting losses of these three load compositions are plotted and compared in Fig. 2. When the sample number is small, the fitting loss of the fitted load composition is similar to the random load composition, and the fitting loss of the true load composition is much lower. However, as the sample number increases, the mean fitting loss of the fitted load composition quickly decreases and eventually merges with the true load composition, but the fitting loss of the random load composition stays high. This comparison justifies the effectiveness
of conducting load composition identification before fitting other parameters. The customized fitting loss is introduced in Section III-B.

In stage one, the DDQN agent will find multiple high-quality load composition solutions due to their similar dynamic responses. We use pinball loss (or named as quantile loss) as a quantile-based metric to evaluate each load composition according to the produced dynamic response prediction intervals in a probabilistic manner [28]. Just like RMSE in the point forecasting, pinball loss, as shown in (21), calculates a value to indicate the accuracy of the generated quantile with the reference values [29]. The lower the loss is, the better the quantile is produced. In (21), \( \tau \) is the value at quantile \( o \) of a group of data, \( x \) indicates the value that need to be evaluated, and \( \tau \) refers to the penalize factor at the corresponding quantile level. By calculating the mean pinball loss of both the \( P_{\text{ref}} \) and \( Q_{\text{ref}} \) within a quantile band \([\tau, \tau]\) generated by different load compositions, we can rank each load composition in representing the true load dynamics as shown in (22). Where, \( P_o^i/Q_o^i \) are the value of \( i^{th} \) snapshot of \( P/Q \) dynamic response at quantile \( o \) under load composition \( S \). \( P_{\text{ref}}^i/Q_{\text{ref}}^i \) show the \( i^{th} \) snapshot of \( P/Q \) reference dynamic response, \( \tau \) is the penalize factor for upper bound quantile and \( \tau \) is the penalize factor for quantille lower bound, \( N \) refers to the number of snapshots in the dynamic curves:

\[
L_{\text{pinball}}(x, \tau, o) = \max[(\hat{x}_o - x) \cdot \tau, (x_o - x) \cdot (\tau - 1)]
\]

\[
\sum_{i=1}^{N} \left[ L_{\text{pinball}}(P_o^i, P_{\text{ref}}^i) + L_{\text{pinball}}(Q_o^i, Q_{\text{ref}}^i) \right] / N \quad (21)
\]

(22)

To get the quantile value under each load composition, transient responses of the WECC CLM models with the same load composition but different remaining parameters are generated. An example is given in Fig. 4 to show value intervals of \( P \) response under a certain load composition using 500 random cases. These 500 cases are randomly generated by uniformly sampling within the defined parameter boundaries. According to our tests, 500 cases is sufficient to form a representative distribution on the value intervals of each snapshot. The value distributions of two snapshots are presented in Fig. 4.

G. Monte Carlo-Based Parameter Selection

In the last step, the probability of each possible load composition is calculated using (22). Then, from the massive random cases that are used to generate the distributing band as shown in Fig. 4, the set of parameters that best approximates the reference dynamics \( P_{\text{ref}} \) and \( Q_{\text{ref}} \) is selected as the load modeling result. The fitting accuracy is measured using Root Mean Squared Error (RMSE).

III. DDQN-BASED LOAD COMPOSITION IDENTIFICATION

A. DDQN Agent Training Setup

In recent years, AI embraces a giant development. Lots of AI techniques are studied and implemented in power system to address the complex control problems [30]-[32], which were hard to be solved using conventional techniques, and load modeling for WECC CLM is one of them. In this paper, we leverage DDQN technique to solve this problem. In DDQN two neural network agents are trained to interact with the environment. Agent A is the prediction network that performs the actions to the environment and updates at each training step, and agent B is the target network which provides a target Q value for agent A’s updating while agent B is updated at every C steps (\( C \gg 1 \)). Compared to the regular DQN algorithm, DDQN has better training stability as it avoids the positive bias propagation caused by the max function in a Bellman equation [33]. At each state, the environment responds to the taken action. This response is interpreted as reward or penalty. Both agent A and agent B learn the action-reward function \( Q(s,a) \) by iteratively updating the Q value following (23), which is fundamentally a Bellman equation. In (23), the \( Q^A(s,a) \) and \( Q^B(s,a) \) denote the Q functions learned by agent A and agent B; \( s \) is the current state; \( a \) refers to the current action taken by the agent. \( \delta \) represents the learning rate, which determines to which extent the newly acquired information overrides the old information. \( \gamma \) indicates the discount factor, which essentially determines how much the reinforcement learning agent weights rewards in the long-term future relative to those in the immediate future. \( r \) is the immediate reward/penalty by taking action \( a \) at state \( s \); \( s’ \) is the new state transient from \( s \) after action \( a \) is taken.

\[
Q^A(s,a) = (1 - \alpha)Q^A(s,a) + \delta \cdot (r + \gamma \cdot \max Q^B(s’,a))
\]

(23)

Function \( Q^A(s,a) \) updates at every step following (23), but function \( Q^B(s,a) \) updates every \( C \) steps (\( C \gg 1 \)). In such a way, the temporal difference (TD) error is created, which serves as the optimization target for the agent, as shown in (24).

\[
\min \{L\} = \left\| Q^A(s,a) - r - \gamma \cdot \max Q^B(s’,a) \right\|
\]

(24)

In this application, the state is defined as the load composition fraction of each load component: \( s = [f_{\text{usa}}, f_{\text{fmb}}, f_{\text{fmc}}, f_{\text{flecl}, f_{\text{fip}}}]. \) The summation of \( s \) is always one to represent the full load. The actions to be taken by the agents are the pair-wise load fraction modification: \( a = [\ldots, \rho, \ldots, -\rho, \ldots]. \) \( \rho \) is the fraction modification value,
which is designed as 0.01 in the case study. Each $a_t$ only has two non-zero elements, which are $\rho$ and $-\rho$. In this case, the summation of $s$ is guaranteed to remain one at each step.

For WECC CLM in the study, there are six load components. Considering the fraction has plus/minus two directions to update, the total number of two-combinations from six elements is $\binom{6}{2} = 6 \times 5 / 2 = 30$. The training environment is the IEEE 39-bus system built in the Transient Security Assessment Tool (TSAT) in DSATools. Fig. 3 shows the DDQN training process and the training environment. Observed from the training environment, when a new state $s'$ is reached, $n$ sets of parameters $\theta$ will be sampled, which are then combined with $s'$ to form $n$ dynamic files. The $n$ dynamic files are run in the TSAT in order to calculate the reward. In our work, $n$ is selected as 20 to efficiently identify the good load composition candidates through the sensitivity analysis shown in Fig. 2.

The pseudo-code for the DDQN agent training is shown in Algorithm 1. In the training process the epsilon-greedy searching policy and the memory replay buffer are applied, and the detailed introduction to them can be found from [34], [35], which will not be discussed in this paper. In our application, the memory buffer size is designed as 2,000.

**B. Customized Reward Function**

The reward in our application is a negative value that represents the transient P and Q curve fitting losses. The training goal is to maximize the reward in (25) or equivalently minimize the fitting losses. A higher reward means a higher fitting accuracy. At each new state, the dynamic responses are compared with the reference responses to get a reward $r$, which will be further interpreted into a Q value to update the agent A and agent B. However, the classic RMSE loss function cannot properly differentiate the desirable load compositions from the undesirable ones. This phenomenon is further explained later. Therefore, a customized loss function is developed to better
cence Group and other groups are significantly enlarged as shown in Table IV. As a result, a generic and fixed $\lambda$ can be defined to serve as the termination condition for each episode of training.

IV. CASE STUDIES

A. Test Environment

The transient stability test cases shown in this section are conducted in IEEE 39-bus system. In each case study, the base contingency is chosen as a three-phase fault occurred at bus 6, and the load model to be identified is located at bus 20. All the cases are performed using the Transient Security Assessment Tool (TSAT) in DSATools developed by Powertech Labs Inc.

B. Case I: Algorithm Test on CLM With ZIP + IM

In Case I, the performance of the proposed algorithm is tested on the conventional ZIP + IM composite load model (CLM). For the DDQN agent, the state vector $s$ indicates the composition of the two load types $s = [s_{\text{ZIP}}, s_{\text{IM}}]^T$, $\sum s_{\text{ZIP}} + s_{\text{IM}} = 1$. Since there are only two load components to be identified, the action space only contains two actions, which are $a = [a_1, a_2]^T = [0.01, -0.01]$. The reference load composition is $s_{\text{ref}} = [0.2937, 0.7063]^T$. The DDQN agent starts to search for possible solutions from a randomly generated load composition [0.4935, 0.5065]. The agent training process is shown in Fig. 6. The training reward converges after around 2,000 episodes. The top 3 most possible solutions selected by the trained DDQN agent are listed in Table V and their corresponding P dynamic responses are plotted in Fig. 7. All the three solutions found by the agent have very similar dynamic responses with the actual load model.

The prediction intervals of the three solutions are calculated using pinball loss with quantile interval as 70% coverage at $[15\%, 85\%]$, 80% coverage at $[10\%, 90\%]$, and 90% coverage at $[5\%, 95\%]$. The results are also listed in Table V. Among the three solutions, solution 2 has consistently achieved the lowest pinball loss for all the three quantile intervals. Therefore, it is selected as the load composition identification solution: $S = [0.2935, 0.7065]^T$. 

![Fig. 5. Loss comparison between reference group and comparison groups.](image-url)
Based on the solution, 500 Monte Carlo samplings are conducted on the load parameters. The one set of parameters, yielding the lowest dynamic response reconstruction error, is selected as the identified load parameters. The reference load parameters and the identified load parameters are shown in Table VI. Except $P_{1C}$ and $P_{2C}$, all the other parameters are well fitted. The $P$ and $Q$ transient dynamic response comparisons between the reference model and the identified model are shown in Fig. 8. The active power $P$ fitting RMSE is 0.0692% and the reactive power $Q$ fitting RMSE is 0.68%.

### C. Case II: Algorithm Test on WECC CLM

In this case, the proposed DDQN-based load composition identification strategy is applied to the WECC CLM. Compared with Case I, the number of load component in the WECC CLM increases from two to six. Therefore, the state vector size turns into $6 \times 1$. The number of actions can be taken by the agent also increases to $A^2_{\pi}=30$. The action step size is 0.01, which means the load composition changes 1% at each step. This case study aims to demonstrate that the proposed method is scalable to larger load models.

The reference load composition is $s_{\text{WECC}} = [0.3637, 0.1430, 0.0914, 0.1526, 0.1088, 0.1405]^T$. The training starting state is defined as $[1/6, 1/6, 1/6, 1/6, 1/6, 1/6]^T$. The training reward converges after 900 episodes as shown in Fig. 9. The scatter plot in Fig. 9 shows the summation of $P$ and $Q$ fitting RMSE at each training episode, which converges at the same pace with the cumulative reward. The fraction evolutions of the six load components are also plotted in Fig. 10. It shows that at the beginning of the training process, the DDQN agent actively explores the state space and leads to a large search variance for each load component. As the training proceeds, the searching range of the DDQN agent becomes more concentrated and eventually converges to finish the exploitation. This figure verifies the strong exploration and exploitation capabilities of the proposed approach. The top three most possible solutions given by the agent are listed in Table VII and their corresponding $P$ dynamic responses are plotted in Fig. 11.

Unlike the conventional CLM with only one IM, the WECC CLM has three IMs and one single-phase IM; therefore, the transient dynamics between each load component has more mutual interference. For each transient event, there exist...
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Fig. 10. Evolution of load fractions for the six load components over the training.

Fig. 11. Reference P curve and the top three possible solutions.

Fig. 12. Dynamic responses comparison between the reference load and the fitted load.

Fig. 13. P and Q fitting comparisons when fault occurs at (a) bus 14. (b) bus 29.

TABLE VII CANDIDATE LOAD COMPOSITION

| IM_A | IM_B | IM_C | IM_lP | ELC | ZIP |
|------|------|------|-------|-----|-----|
| 0.3637 | 0.1667 | 0.1667 | 0.1667 | 0.1567 |
| 0.1430 | 0.1667 | 0.1667 | 0.1667 | 0.1567 |
| 0.0914 | 0.1667 | 0.1667 | 0.1667 | 0.1567 |
| 0.1526 | 0.1667 | 0.1767 | 0.1567 |
| 0.1088 | 0.2067 | 0.2167 | 0.2267 |
| 0.1405 | 0.1267 | 0.1167 | 0.1167 |

Dynamic | 0.7507 | 0.6667 | 0.6667 | 0.6566 |
Static | 0.2493 | 0.3333 | 0.3333 | 0.3434 |

Pinball Loss | [0.15,0.85] | [0.10,0.90] | [0.05,0.95] | [0.01,0.16] |

D. Case III: Model Robustness Tests

One of the most important reasons for load modeling is to have a consistent load representation that can closely reflect the real transient dynamics under different contingencies. For that purpose, another three groups of robustness tests are simulated. In the first group, the fault location is changed from bus 1 all the way up to bus 39. In the second group, the fault type is modified from three-phase fault to single-phase-to-ground fault and double-phase-to-ground fault. In the third group, the fault duration is changed from the original 6 cycles (100 ms) to 8 cycles (133.33 ms) and 10 cycles (166.67 ms).

The results of the first group of tests show that when the fault occurs at other buses, the P, Q transient curves of the identified load model still fit the true transient curves very well. Fig. 13 shows the P, Q transient examples for faults that occur at bus 14 and bus 29, respectively. In this group of tests, the active power P's fitting RMSE has a mean value of 0.0995% (0.0255% ≤ RMSEP ≤ 0.2124%). For reactive power Q, the mean fitting RMSE is 0.7852% (0.2374% ≤ RMSEQ ≤ 1.5939%). The high dynamic fitting accuracy achieved by the fitted load model demonstrates the proposed load modeling method’s robustness towards faults that occur at different locations.
The results of the second group of tests show that the identified load model can capture the transient behaviors of the reference load model under different fault types. Fig. 14 shows the $P$, $Q$ fitting curves of our identified load model when single-phase-to-ground fault and double-phase-to-ground fault occur at bus 6. The same test at other buses are also conducted. In summary, the mean $P$ fitting RMSE is 0.0714\% (0.0236\% $\leq$ RMSEP $\leq$ 0.1447\%); the mean $Q$ fitting RMSE is 0.7216\% (0.2111\% $\leq$ RMSEQ $\leq$ 1.3372\%). This test demonstrates the robustness of the proposed load modeling method towards different fault types. The case study also proves the scalability of the method to larger load models.

The results of the third group of tests show that the identified load model can reproduce the responses of the reference load model with different fault durations as well. During the identification phase, the reference event fault is cleared with 6 cycles. Then, longer-duration faults are used to test the robustness of the identified model. Fig. 15 (a) and (b) show the $P$, $Q$ fitting curves when the fault occurs at bus 6 for 8 and 10 cycles. The same test on other buses is also conducted. In summary, when the fault lasts 8 cycles, the mean $P$ fitting RMSE is 0.1008\% (0.0764\% $\leq$ RMSEP $\leq$ 0.1974\%); and the mean $Q$ fitting RMSE is 0.8566\% (0.5133\% $\leq$ RMSEQ $\leq$ 1.7712\%). When the fault lasts for 10 cycles, the mean $P$ fitting RMSE is 0.1804\% (0.1236\% $\leq$ RMSEP $\leq$ 0.2113\%); and the mean $Q$ fitting RMSE is 1.2677\% (0.7323\% $\leq$ RMSEQ $\leq$ 1.8522\%). The load profiles are well represented by the identified model, which demonstrates the robustness of the proposed method towards different fault durations.

**E. High Penetration of Single-Phase Induction Motor Load**

WECC CLM is widely recognized for its capability of modeling the fault induced delayed voltage recovery (FIDVR) event, which is caused by the quickly changing real and reactive power load due to single-phase motor A/C stalling [37]. To simulate an FIDVR event at bus 20, a reference WECC CLM model is generated with a high single-phase induction motor load: $[0.1, 0.1, 0.1, 0.52, 0.1, 0.08]^T$. Then, a three-phase fault occurs at bus 32 at the 9th cycle and clears at the 21st cycle. Fig. 16 shows the bus voltage measured at bus 20 when the fault occurs. In this example, the voltage recovers at the 89th cycle which is 68 cycles delayed. Based on this FIDVR event, we test the performance of our proposed method for the case with high penetration of single-phase induction motors. Following the same initialization procedure as previous tests, we set the initial load fractions to be $[\frac{1}{6}, \frac{1}{6}, \frac{1}{6}, \frac{1}{6}, \frac{1}{6}, \frac{1}{6}]^T$. As shown in Fig. 17(a), the training process converges after around 800 episodes, and the final identified load composition solution is $[0.1067, 0.0667, 0.1167, 0.3967, 0.1467, 0.1667]^T$. The dominance of the single-phase induction motor load is identified with the proposed DDQN method. The $P$, $Q$ curve fitting results are shown in Fig. 17(b) with a fitting RMSE at 0.28\% and 0.70\%, respectively. This case study demonstrates the effectiveness of the performance of our proposed method under an FIDVR event.

**F. Performance Comparison**

To evaluate the performance of DDQN against other heuristic optimization algorithms, we apply particle swarm optimization (PSO) and genetic algorithm (GA) to optimize the load composition in stage one by using the same reward function. The reference WECC CLM is the same as the one in Case II. Unlike the proposed DDQN method with one single starting point, 30 initial PSO particles are randomly generated and the initial value for each load component is within...
Fig. 18. (a) PSO-based load composition searching. (b) Dynamic responses comparison between the reference load and the PSO fitted load.

Fig. 19. (a) GA-based load composition searching. (b) Dynamic responses comparison between the reference load and the GA fitted load.

Table VIII summarizes the P, Q fitting accuracy using the load compositions found by PSO, GA, and DDQN. The proposed DDQN method outperforms PSO and GA by achieving the lowest RMSE. For PSO, its Q fitting accuracy is the same as DDQN. However, its P fitting accuracy is much worse than DDQN. GA has the worst P, Q fitting performances in this case. Since the second-stage parameter identification follows the same procedure for these three methods, this comparison also partially verifies our claims in Section II that identifying a proper load composition can greatly improve the dynamic response reconstruction efficiency.

Table IX shows the identified load compositions and P, Q fitting RMSE of Test-Rand and Test-Close. Both Test-Rand and Test-Close achieve good load modeling results not matter for pinball loss or RMSE. Test-Rand is slightly better than Test-Close in P fitting RMSE, but slightly worse in Q fitting RMSE. Overall, two identified solutions are reasonably close to the true compositions. As load is constantly changing, how to obtain a “close” initial point is also non-trivial. It is good to have a close initial point to start with, but it is not required. The proposed method can effectively identify the load model and its parameters through proposed DDQN method.

Table IX: Performance Comparison

| Method   | True IM | Test-Rand IM | Test-Close IM |
|----------|---------|--------------|---------------|
| RMSE     | 0.0050  | 0.0075       | 0.0012        |
| Pfit RMSE| 0.0065  | 0.0558       | 0.0064        |

G. Impact of Initial Point on the Algorithm Performance

The proposed load modeling method nonlinearly optimizes the load compositions. It is critical to evaluate the impacts of the initial point selection on the identification results. In this section, we design another WECC CLM with a reference load composition as $s_{WECC} = [0.1, 0.15, 0.1, 0.2, 0.1, 0.35]^T$. Then we conduct the two load modeling tests, Test-Rand and Test-Close, using two different initial points. The initial point for Test-Rand is the same as the Case II, which is $[1/6, 1/6, 1/6, 1/6, 1/6, 1/6]^T$. The initial point for Test-Close is designed to be very close to the reference load composition, which is $[0.08, 0.1, 0.13, 0.22, 0.07, 0.4]^T$. By comparing Test-Rand with Test-Close, we can evaluate the impacts of different initial points on the same case.

Table IX shows the identified load compositions and P, Q fitting RMSE of Test-Rand and Test-Close. Fig. 20 shows the P, Q fitting curves for Test-Rand and Test-Close. Both Test-Rand and Test-Close achieve good load modeling results not matter for pinball loss or RMSE. Test-Rand is slightly better than Test-Close in P fitting RMSE, but slightly worse in Q fitting RMSE. Overall, two identified solutions are reasonably close to the true compositions. As load is constantly changing, how to obtain a “close” initial point is also non-trivial. It is good to have a close initial point to start with, but it is not required. The proposed method can effectively identify the load model and its parameters through proposed DDQN method.

H. Fit ZIP + IM and CLOD Using WECC CLM

To further evaluate how the WECC CLM approximates other composite load models, we conduct a group of tests...
Using WECC CLM to approximate the load dynamics generated from ZIP+IM and CLOD [38], [39] at bus 20 in the IEEE 39-bus system. The parameters for CLOD are selected following WECC 2001 CLOD generic parameters [38]. Then, we treat the dynamic responses from the ZIP+IM and CLOD load model as the field measurements, and our DDQN agent is trained to identify WECC CLM parameters to reproduce these P, Q dynamics. The training progress for fitting the dynamics from the ZIP+IM is shown in Fig. 21(a), and the training converges after 3,000 episodes. The P, Q fitting results are shown in Fig. 21(b), and the fitting RMSE of P and Q are shown in Table X. Similarly, the training results for CLOD is shown in Fig. 21(c), (d) and Table X. For CLOD, the training converges after 1,000 episodes.

According to the test result, our proposed method can accurately replicate the dynamics of a ZIP+IM using WECC CLM. However, due to the unique components contained in CLOD, only the P fitting accuracy using WECC CLM is satisfactory, and the Q fitting accuracy is not as good as the one in P.

V. CONCLUSION

In this paper, we develop a two-stage load modeling and identification method for WECC CLM. The first stage determines the load composition, and the second stage identifies the load parameters. This method offers the following contributions and advantages: it requires very limited prior knowledge towards hard-to-obtain and constantly updating load structure statistics. It is also scalable, from conventional composite load model such as ZIP + IM to complex load models such as the WECC CLM, or even more complex load models when additional load components are added. In addition, the identified load model using the proposed method is robust to different fault types and faults that occur at different locations. Furthermore, unlike common data-hungry methods that rely on a large number of disturbances data to calibrate, the proposed method only requires a set of reference dynamic responses, which is much more convenient to obtain. In the future, we will apply the proposed method to study more sophisticated load models, such as the distribution networks. In addition, we will also investigate the identification of the time-varying load model parameters considering the parameter sensitivity and dependency.

TABLE X

| ZIP+IM | ZIP (%) | IM (%) |
|-------|--------|--------|
| Identified: | IM_A | IM_B | IM_C | IM_D | ZIP | ELC |
| WECC CLM | 18.67% | 16.67% | 16.67% | 16.67% | 16.67% | 14.67% |
| RMSE for P: | 0.0074 | RMSE for Q: | 0.0161 |
| CLOD | Motor | Motor | Lighting | Constant | MVA | Kp | R | X |
| Small | Large | Discharging | Transformer | Constant | 10% | 10% | 0% | 0% | 0% | 1 | 0 | 0 |
| Identified: | IM_A | IM_B | IM_C | IM_D | ZIP | ELC |
| WECC CLM | 1.67% | 16.67% | 16.67% | 16.67% | 32.67% | 16.67% |
| RMSE for P: | 0.0035 | RMSE for Q: | 0.0611 |

from the ZIP+IM is shown in Fig. 21(a), and the training converges after 3,000 episodes. The P, Q fitting results are shown in Fig. 21(b), and the fitting RMSE of P and Q are shown in Table X. Similarly, the training results for CLOD is shown in Fig. 21(c), (d) and Table X. For CLOD, the training converges after 1,000 episodes.

According to the test result, our proposed method can accurately replicate the dynamics of a ZIP+IM using WECC CLM. However, due to the unique components contained in CLOD, only the P fitting accuracy using WECC CLM is satisfactory, and the Q fitting accuracy is not as good as the one in P.

V. CONCLUSION

In this paper, we develop a two-stage load modeling and identification method for WECC CLM. The first stage determines the load composition, and the second stage identifies the load parameters. This method offers the following contributions and advantages: it requires very limited prior knowledge towards hard-to-obtain and constantly updating load structure statistics. It is also scalable, from conventional composite load model such as ZIP + IM to complex load models such as the WECC CLM, or even more complex load models when additional load components are added. In addition, the identified load model using the proposed method is robust to different fault types and faults that occur at different locations. Furthermore, unlike common data-hungry methods that rely on a large number of disturbances data to calibrate, the proposed method only requires a set of reference dynamic responses, which is much more convenient to obtain. In the future, we will apply the proposed method to study more sophisticated load models, such as the distribution networks. In addition, we will also investigate the identification of the time-varying load model parameters considering the parameter sensitivity and dependency.
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