We present the analysis of the microlensing event OGLE-2016-BLG-1227. The light curve of this short-duration event appears to be a single-lens event affected by severe finite-source effects. Analysis of the light curve based on single-lens single-source (1LS) modeling yields very small values of the event timescale, $t_E \sim 3.5$ days, and the angular Einstein radius, $\theta_E \sim 0.009$ mas, making the lens a candidate of a free-floating planet. Close inspection reveals that the 1LS solution leaves small residuals with amplitude $\Delta \theta \lesssim 0.03$ mag. We find that the residuals are explained by the existence of an additional widely-separated heavier lens component, indicating that the lens is a wide-separation planetary system rather than a free-floating planet. From Bayesian analysis, it is estimated that the planet has a mass of $M_p = 0.79^{+0.30}_{-0.39} M_J$ and it is orbiting a low-mass host star with a mass of $M_{\text{host}} = 0.10^{+0.05}_{-0.05} M_\odot$, located with a projected separation of $a_p = 3.4^{+2.1}_{-1.0}$ au. The planetary system is located in the Galactic bulge with a line-of-sight separation from the source star of $D_{LS} = 1.21^{+0.96}_{-0.63}$ kpc. The event shows that there are a range of deviations in the signatures of host stars for apparently isolated planetary lensing events and that it is possible to identify a host even when a deviation is subtle.

**Subject headings:** gravitational lensing: micro – planetary systems

1. INTRODUCTION

Although most microlensing planets are detected through the channel of a short-term perturbation to the standard lensing light curve of the planet host (Mao & Paczyński 1991; Gould & Loeb 1992), a fraction of planets can be detected through the channel of an isolated lensing event produced by the gravity of the planet itself (Bennett & Rhie 2002; Han et al. 2004). The latter channel is important because it provides a unique method to probe free-floating planets (FFPs) that may have been ejected from the planetary systems in which they formed or have not been gravitationally bound to any host star before.

The most important characteristics of an FFP lensing event is its short timescale. This is because the event timescale $t_E$ is related to the angular Einstein radius $\theta_E$ and the relative lens-source proper motion $\mu$ by $t_E = \theta_E / \mu$, and the angular Einstein radius is proportional to the square root of the lens mass $M$, i.e.,

$$\theta_E = (\kappa M \pi_{\text{rel}})^{1/2}, \quad \pi_{\text{rel}} = \left( \frac{1}{D_E} - \frac{1}{D_S} \right).$$  (1)
caustic induced by the binarity of the planet-host system. For a binary lens composed of a planet and a host, there exist two sets of caustics. One set of caustics is located close to the host (central caustic) and the other caustic (planetary caustic) is located at a distance of \( s_c = s - 1/s \) from the host. Here \( s \) represents the projected planet-host separation normalized to \( \theta_E \). The planetary caustic of a wide-separation planet forms a closed curve with 4 cusps. The full width along the star–planet axis, \( \Delta \xi_c \), and the height normal to the star–planet axis, \( \Delta \eta_c \), of the caustic are

\[
\Delta \xi_c = \frac{4q^{1/2}}{\sqrt{s^2-1}}, \quad \Delta \eta_c = \frac{4q^{1/2}}{\sqrt{s^2+1}}
\]

respectively (Han 2006a). For a wide-separation planet with \( s > 1 \), the planetary caustic is located close to the planet, i.e., \( s_c \to s \), and both \( \Delta \xi_c \) and \( \Delta \eta_c \) approaches \( 4^{1/2}/s^2 \), forming an astroid-shape caustic. The caustic size rapidly shrinks with the increase of the planet-host separation, i.e., \( \Delta \xi_c \sim \Delta \eta_c \propto s^{-2} \). As the caustic becomes smaller, the signature of the host star diminishes with the increasing finite-source effects.

In this paper, we present the analysis of the lensing event OGLE-2016-BLG-1227. The light curve of the event appears to be approximated by a short-timescale ILIS model with severe finite-source effects, making the lens a candidate FFP. From the close inspection of the light curve, it is found that the ILIS solution leaves small residuals. We inspect the origin of the residuals to check the existence of a widely-separated heavier lens component, i.e., host of the planet.

We organize the paper as follows. In Section 2, we describe the observations of the lensing event and the data obtained from these observations. In Section 3, we present the analysis of the event based on the ILIS interpretation. In Section 4, we inspect the possible existence of a widely separated host of the planet by conducting a binary-lens (2L1S) analysis. In Section 5, we estimate the angular Einstein radius by determining the dereddened color and brightness of the source star. In Section 6, we conduct Bayesian analysis of the event to determine the physical lens parameters including the mass and location of the lens system. We summarize the results and conclude in Section 7.

### 2. Observation and data

The lensing event OGLE-2016-BLG-1227 occurred on a star located toward the Galactic bulge field. The equatorial coordinates of the lensed star (source) are (R.A., decl.) \( \alpha_{\text{J2000}} = (17 : 42 : 23.31, -33 : 45 : 35.2) \), which correspond to the galactic coordinates \((l, b) = (-4^\circ.47, -1^\circ.94)\). The source of the event is a bright giant with a baseline magnitude of \( h_{\text{base}} = 16.89 \) from the calibrated OGLE photometric maps.

is detecting the blended light from a host star by conducting high-resolution observations (Bennett & Rhee 2002). The last proposed method is conducting astrometric follow-up observations of isolated events using high-precision interferometers (Han 2006b).

---

**TABLE 1**

| Data set  | \( N_{\text{data}} \) | Range (HJD’)          |
|-----------|----------------------|----------------------|
| OGLE      | 154                  | 7110.8 – 7659.6      |
| KMTS      | 369                  | 7500.7 – 7599.7      |
| KMTS      | 575                  | 7441.6 – 7675.3      |

**NOTE.** — \( N_{\text{data}} \) indicates the number of each data set.
Udalski et al. 2015) and it was designated as (KMTNet: \(1L1S\)) was monitoring. The KMTNet survey was conducted using the three identical 1.6 m telescopes that are globally distributed in the southern hemisphere at the Siding Spring Observatory in Australia (KMTA), Cerro Tololo Interamerican Observatory in Chile (KMTC), and the South African Astronomical Observatory in South Africa (KMTS). Each KMTNet telescope is equipped with a camera, consisting of four 9k \(\times\) 9k chips, yielding 4 deg\(^2\) field of view. The event was found from the analysis of the data conducted after the 2016 season (Kim et al. 2018) and it was designated as KMT-2016-BLG-1089. Most KMTNet images were obtained in \(I\) band and about one tenth of images were obtained in \(V\) band for the source color measurement. Thanks to the high-cadence coverage (1 hr\(^{-1}\) for each telescope) using the multiple telescopes, the detailed structure of the light curve is well delineated by the KMTNet data, despite the short duration of the event.

Reduction of the data was carried out using the photometry codes developed by the individual survey groups: Woźniak (2000) for the OGLE and Albrow et al. (2009) for the KMTNet data sets. These codes are based on the difference imaging method developed by Alard & Lupton (1998). For a subset of the KMTNet data sets, additional photometry is conducted using the pyDIA code (Albrow 2017) to measure the source color. The errorbars of the individual data sets are readjusted according to the procedure described in Yee et al. (2012). We note that the KMTA data set is not used in the analysis because the photometry quality is relatively low and the data do not cover the major part of the light curve. In Table 1, we list the data sets used in the analysis along with numbers of data points, \(N_{\text{data}}\), and the time ranges of the individual data sets.

3. SINGLE-LENS SINGLE-SOURCE (1L1S) MODELING

In Figure 1, we present the light curve of OGLE-2016-BLG-1227. The light curve appears to be that of a 1L1S event affected by severe finite-source effects. We, therefore, start the analysis of the event by conducting a 1L1S modeling.

The modeling is carried out by searching for the lensing parameters that best describe the observed light curve. The light curve of a 1L1S event affected by finite-source effects is described by four lensing parameters. These parameters include the time of the closest lens-source approach, \(t_0\), the lens-source separation at that time, \(u_0\), the event timescale, \(t_E\), and the normalized source radius, \(\rho\). The normalized source radius, \(\rho\), is defined as the source radius relative to the Einstein radius of the lensing system.

### TABLE 2
LENSING PARAMETERS

| Parameter | 1L1S | Inner solution | 2L1S | Outer solution |
|-----------|------|----------------|------|---------------|
| \(\chi^2\) | 1115.1 | 968.6 | 973.0 |
| \(t_0\) (HJD\(^{'}\)) | 7561.920 ± 0.017 | 7561.999 ± 0.031 | 7561.976 ± 0.032 |
| \(u_0\) | 0.681 ± 0.017 | 0.066 ± 0.012 | -0.057 ± 0.012 |
| \(t_E\) (days) | 3.54 ± 0.05 | 45.37 ± 8.07 | 52.23 ± 12.76 |
| \(t_{E,1}\) (days) | 4.05 ± 0.06 | 45.19 ± 8.09 | 52.07 ± 12.79 |
| \(t_{E,2}\) (days) | 3.68 ± 0.21 | 3.57 ± 0.24 |
| \(q\) | 124.48 ± 46.79 | 168.99 ± 98.86 |
| \(\alpha\) (rad) | 4.783 ± 0.062 | 4.689 ± 0.066 |
| \(\rho\) | 1.05 ± 0.013 | 0.092 ± 0.017 | 0.080 ± 0.018 |
| \(t_s = \rho t_E\) (days) | 3.00 ± 0.08 | 2.97 ± 0.08 |
| \(t_p = q^{-1/2}t_E\) (days) | 4.17 ± 0.03 | 4.16 ± 0.03 |
| \(t_p = q^{-1/2}t_E\) (days) | 4.07 ± 0.06 | 4.02 ± 0.06 |

**Note.** — HJD\(^{'}\) = HJD – 2450000. For the 2L1S solution, \(t_0\) represents the event timescale corresponding to the total mass of the binary lens, and \(t_{E,1}\) and \(t_{E,2}\) represent the timescales corresponding to the masses of individual lens components, \(M_1\) and \(M_2\), respectively. The subscripts of the lens components are chosen according to the distances from the source trajectory. The source trajectory passes closer to the lower-mass lens component and thus \(M_1 < M_2, \rho_{E,1} < \rho_{E,2}\), and \(q = M_2/M_1 > 1\).

![Comparison of the lensing lightcurve with those of four comparison stars around the lensing source. The lower four panels show the residuals of the comparison stars from baseline magnitudes and the second panel shows the residuals of the lensing event from the 1L1S solution.](image)

The lensing event was first discovered by the Optical Gravitational Lensing Experiment (OGLE: Udalski et al. 2015) survey, and the discovery was notified to the microlensing community on 2016 June 29. The OGLE survey was conducted utilizing the 1.3 m telescope located at the Las Campanas Observatory in Chile. The telescope is equipped with a camera, which consists of 32 2k \(\times\) 4k chips, yielding a 1.4 deg\(^2\) field of view. The OGLE images were obtained mostly in \(I\) band and some images were taken in \(V\) band for the source color measurement.

The event was also located in the field toward which the Korea Microlensing Telescope Network survey (KMTNet: Kim et al. 2016) was monitoring. The KMTNet survey was conducted using the three identical 1.6 m telescopes that are globally distributed in the southern hemisphere at the Siding Spring Observatory in Australia (KMTA), Cerro Tololo Interamerican Observatory in Chile (KMTC), and the South African Astronomical Observatory in South Africa (KMTS). Each KMTNet telescope is equipped with a camera, consisting of four 9k \(\times\) 9k chips, yielding 4 deg\(^2\) field of view. The event was found from the analysis of the data conducted after the 2016 season (Kim et al. 2018) and it was designated as KMT-2016-BLG-1089. Most KMTNet images were obtained in \(I\) band and about one tenth of images were obtained in \(V\) band for the source color measurement. Thanks to the high-cadence coverage (1 hr\(^{-1}\) for each telescope) using the multiple telescopes, the detailed structure of the light curve is well delineated by the KMTNet data, despite the short duration of the event.

Reduction of the data was carried out using the photometry codes developed by the individual survey groups: Woźniak (2000) for the OGLE and Albrow et al. (2009) for the KMTNet data sets. These codes are based on the difference imaging method developed by Alard & Lupton (1998). For a subset of the KMTNet data sets, additional photometry is conducted using the pyDIA code (Albrow 2017) to measure the source color. The errorbars of the individual data sets are readjusted according to the procedure described in Yee et al. (2012). We note that the KMTA data set is not used in the analysis because the photometry quality is relatively low and the data do not cover the major part of the light curve. In Table 1, we list the data sets used in the analysis along with numbers of data points, \(N_{\text{data}}\), and the time ranges of the individual data sets.

![Graph showing comparison of the lensing lightcurve with those of four comparison stars around the lensing source. The lower four panels show the residuals of the comparison stars from baseline magnitudes and the second panel shows the residuals of the lensing event from the 1L1S solution.](image)
radius is defined as the ratio of the angular source radius $\theta_*$ to the angular Einstein radius, i.e., $\rho = \theta_*/\theta_E$, and it is needed to describe the deformed light curve caused by finite-source effects. We search for the best-fit lensing parameters using the Markov Chain Monte Carlo (MCMC) method.

In computing finite-source magnifications, we consider the variation of the source surface brightness caused by limb darkening (Witt 1995; Valls-Gabaud 1995; Loeb & Sasselov 1995). To account for the limb-darkening variation, we model the surface brightness of the source star as

$$S_\lambda = \bar{S}_\lambda \left[ 1 - \Gamma_\lambda \left( 1 - \frac{3}{2} \cos \phi \right) \right],$$

where $\bar{S}_\lambda$ denotes the mean surface brightness, $\Gamma_\lambda$ is the linear limb-darkening coefficient, and $\phi$ represents the angle between the line of sight toward the center of the source star and the normal to the source surface. The limb-darkening coefficient is determined based on the stellar type of the source star. As we will show in Section 5, the source is a bulge giant with a spectral type K3. Based on the stellar type, we set the limb-darkening coefficient as $\Gamma_\lambda = 0.41$ and $\Gamma_V = 0.74$ by adopting the values from Claret (2000) under the assumption that $v_{\text{turb}} = 2$ km s$^{-1}$, $\log(g/g_\odot) = -2.4$, and $T_\text{eff} = 4500$ K. For the computation of finite-source magnifications, we use the semianalytic expressions derived by Gould (1994) and Witt & Mao (1994).

In Table 2, we present the best-fit lensing parameters obtained from the 1L1S modeling. In Figure 1, we also present the model curve superposed on the data points. We note that the estimated event timescale, $t_\ell \sim 3.5$ days, is much shorter than those of typical lensing events with $\sim (O)10$ days although events with such short timescales are not extremely rare. Furthermore, the normalized source radius, $\rho \sim 1.05$, is much bigger than typical values of $\sim 0.01$ – $0.02$ for events involved with giant source stars. The unusually large $\rho$ value suggests that the angular Einstein radius is likely to be very small. As we will show in Section 5, the angular radius of the source is $\theta_* \sim 9.0 \mu$as, and thus the angular Einstein radius of the event is $\theta_E \sim 0.009$ mas. This is very much smaller than $\sim 0.5$ mas of typical lensing events. The very small values of $t_\ell$ and $\theta_E$ make the lens the event a candidate of an FFP or a brown-dwarf. We note that the lens of the event was originally found as a brown-dwarf or an FFP candidate from the search for isolated events with short $t_\ell$ and very small $\theta_E$ conducted by Han et al. (2019), but the analysis is separately presented in this work for the reason presented in Section 4.

Although the observed light curve appears to be approximated by the 1L1S model, it is found that the solution leaves small residuals with amplitude $\Delta I \lesssim 0.03$ mag. See the lower panel of Figure 1. The source was located close to the Moon during the lensing magnification and thus the photometry. We check this possibility by conducting additional photometry for nearby stars. In Figure 2, we present the lightcurves of four comparison stars and compare them with that of the lensing event. It shows that the magnitudes of the comparison stars remain constant in contrast to the 1L1S residuals. This indicates that the photometry is not affected by the Moon and the residuals from the 1L1S solution are likely to be real.

4. Binary-lens single-source (2L1S) Modeling

Considering that the main part of the lensing light curve is produced by a planetary-mass object, we check whether there exists a host star located away from the planet. For this, we...
additionally conduct a 2L1S modeling of the light curve. Compared to the 1L1S modeling, the 2L1S modeling requires three additional lensing parameters to describe the lens binarity. These parameters include the projected binary separation normalized to the angular Einstein radius, $s$, the mass ratio between the lens components, $q = M_2 / M_1$, and the angle between the binary axis and the source trajectory, $\alpha$ (source trajectory angle).

In the 2L1S modeling, the solution of the lensing parameters is searched for in two steps. In the first step, we conduct a grid search for the parameters $s$ and $q$, while the other parameters are searched for using the MCMC method. This procedure yields a $\chi^2$ map on the $s$-$q$ parameter plane and we find local minima that appear in the map. In the second step, we refine the individual local minima by additionally conducting modeling with all parameters, including the grid parameters $s$ and $q$, allowed to vary. We find a global solution by comparing the goodness of the local solutions. This procedure allows us to find degenerate solutions, if they exist.

We find that the model fit substantially improves with the introduction of an additional widely-separated lens component $M_2$. The additional lens component has a mass much heavier than the lens component $M_1$ responsible for the short magnified part of the light curve, suggesting that the additional lens component is the host of the planet. In Figure 3, we present both the 1L1S and 2L1S models and the residuals from the individual models. The solid curve superposed on the residuals of the 1L1S model in the middle panel represents the difference between the 1L1S and 2L1S models. It is found that the 2L1S residuals are substantially reduced relative to the 1L1S model. In Figure 4, we present the cumulative distribution of $\Delta \chi^2 = \chi^2_{1L1S} - \chi^2_{2L1S}$ between the 1L1S and 2L1S models to better show the region of the fit improvement. We find that the 2L1S improves the fit by $\Delta \chi^2 \sim 146.5$. We further check whether there is an additional weak long-term bump caused by the heavier companion, but we find no such a bump. As we will show below, the reason for the absence of a bump is that the source passes perpendicular to the binary axis.

In searching for lensing solutions, we find that the observed light curve is subject to the so-called “inner/outer degeneracy”. This degeneracy arises because the planetary anomalies produced by the source approaching the inner and outer sides (with respect to the host of the planet) of the planetary caustic are similar to each other (Gaudi & Gould 1997). It is found that the degeneracy is severe although the inner solution is slightly preferred over the outer solution by $\Delta \chi^2 \sim 4.3$.

In Table 2, we list the best-fit lensing parameters of the 2L1S solutions for both the inner and outer solutions. For each solution, we present three values of timescales ($t_2$, $t_{2,1}$, $t_{2,2}$), in which $t_2$ represents the event timescale corresponding to the total mass of the binary lens, and $t_{2,1} = [1 / (1 + q)]^{1/2} t_2$ and $t_{2,2} = [q / (1 + q)]^{1/2} t_2$ represent the timescales corresponding to the masses of individual lens components, $M_1$ and $M_2$. We note that the subscripts of the lens components $M_1$ and $M_2$ are chosen according to the distances from the source trajectory. The source trajectory approaches closer to the lower-mass lens component and thus $M_1 < M_2$, $t_{2,1} < t_{2,2}$, and $q = M_2 / M_1 > 1$. The estimated mass ratio between the lens components, $q \sim 124$ for the inner solution and $q \sim 169$ for the outer solution, is much bigger than unity, indicating that $M_2$ is the host of the planet $M_1$. The host is separated from the planet with a projected separation of $a \sim 3.6$.

In Figure 5, we present the lens-system configurations of the inner and outer 2L1S solutions. Upper panel shows the whole view including the both lens components. The lower two panels show the zoom of the region around the planetary caustic for the inner (right panel) and outer (left panel) solutions. The three brown-tone circles in the lower panels represent the source positions at $t_0$, $t_1$, and $t_2$. The time $t_0$ corresponds to the time of the closest source approach to the planetary caustic, and the times $t_1$ (HJD$^* = 7559.3$) and $t_2$ (HJD$^* = 7564.6$) correspond to the times of the two dips in the residuals from the 1L1S model. See the corresponding times $t_1$ and $t_2$ marked in Figure 3. The size of the circles is scaled to the source size. It is found that...
the source is much bigger than the caustic. This causes severe attenuation of the signal induced by the caustic and makes the light curve appear to be very similar to that of a 1L1S event.

We note that the estimated lensing parameters have large uncertainties. See Table 2. The main reason for the large uncertainties of the lensing parameters is that the observed lensing magnification is mostly produced by the planet, and the planet’s host is characterized by the subtle deviations in the planet-induced magnifications. In this case, the uncertainty of the timescale $t_\text{E} \sim t_{\text{E2}}$ is large. The large uncertainty of $t_\text{E}$ propagates into the uncertainty of mass ratio because the mass ratio is related to the timescale by $q = (t_{\text{E1}}/t_\text{E2})^{1/2} \sim (t_{\text{E1}}/t_\text{E})^{1/2}$. The uncertain timescale also induces large uncertainties of $u_0$ and $\rho$ because the measured caustic-crossing duration results from the combination of these parameters by $t_\text{cc} = 2(u_0^2 + \rho^2)^{1/2}t_\text{E}$.

In Figure 6, we present the $\Delta \chi^2$ distributions of points in the MCMC chain on the $t_{\text{Eeff}} - t_\ast - t_\text{p}$ parameter planes. The individual timescales represent $t_{\text{Eeff}} = |u_0|t_\text{E}$, $t_\ast = \rho t_\text{E}$, and $t_\text{p} = q^{-1/2}t_\text{E}$, respectively. The “effective timescale” $t_{\text{Eeff}}$ is frequently used because it facilitates intuitive understanding of a light curve independent of separately determining $u_0$ and $t_\text{E}$ from modeling. The “source-crossing timescale” $t_\ast$ represents an approximate timescale for the lens to transit the source surface. Finally, the “planet timescale” $t_\text{p}$ denotes an approximate timescale of the isolated event produced by the planet. We present the estimated values of these timescales in Table 2. These timescales are derived from the shape of a lensing light curve, and thus they are tightly constrained despite the large uncertainties of the lensing parameters, as demonstrated in Figure 6.

5. ANGULAR EINSTEIN RADIUS

We determine the angular Einstein radius from the normalized source radius $\rho$ together with the angular source radius $\theta_\ast$ by $\theta_{\text{E}} = \theta_\ast/\rho$. The normalized source radius is determined from modeling the light curve. For the estimation of the angular source radius, we use the method of Yoo et al. (2004). According to this method, we first place the source position in the instrumental color-magnitude diagram (CMD) of stars around the source. We then measure the offsets in color, $\Delta(V - I)$, and magnitude, $\Delta I$, of the source from the centroid of the red giant clump (RGC) in the CMD. With the measured offsets $\Delta(V - I)$ and $\Delta I$ together the known dereddened source color and magnitude of the RGC centroid, $(V - I)_{\text{RGC,0}} = (1.06, 14.65)$ (Bensby et al. 2013; Nataf et al. 2013), the dereddened color and magnitude of the source are estimated by

$$(V - I)_0 = (V - I)_{\text{RGC,0}} + \Delta(V - I).$$

In Figure 7, we present the positions of the source and the RGC centroid in the instrumental CMD. The CMD is constructed using the pyDIA photometry of the kmTc data set. We note that the location of the blend cannot be determined because the baseline flux is dominated by the source flux and the flux from the blend is consistent with zero within the photometry uncertainty. The color and magnitude of the source in the instrumental CMD are $(V - I, I) = (3.91 \pm 0.11, 16.85 \pm 0.01)$ compared to those of the RGC centroid of $(V - I, I)_{\text{RGC}} = (3.59, 17.43)$. With the measured offsets $\Delta(V - I) = 0.32 \pm 0.11$ and $\Delta I = 0.58 \pm 0.01$, the dereddened color and brightness of the source are estimated as $(V - I, I)_0 = (1.38 \pm 0.11, 14.07 \pm 0.01)$. The estimated source color and brightness indicate that the source is a typical bulge giant with a spectral type K3.

Once the dereddened color and magnitude are determined, we then estimated the angular source radius. For this, we first convert the $V - I$ color into $V - K$ color using the color-color relation of Bessell & Brett (1988) and then the angular source radius is estimated using the Kervella et al. (2004) relation between $V - K$ and $\theta_\ast$. This procedure yields an angular source radius of

$$\theta_\ast = 9.01 \pm 1.15 \mu\text{as}.$$
Han & Gould

are highly correlated.

µ is the measured event timescale.

cause the proper motion in the lensing modeling is computed on the measured timescale.

σ is the fractional uncertainty of the relative lens-source proper motion, σθ/θE ∼ 50%. This is because the proper motion in the lensing modeling is computed by µ ∼ θ/te and the uncertainty of the “source-crossing timescale” t_e is significantly smaller than the uncertainty of the event timescale θ_e.

In Table 3, we summarize the estimated Einstein radii and relative lens-source proper motions for the inner and outer solutions. Also presented are the angular Einstein radii corresponding to the masses of the individual lens components, θE,1 and θE,2, similar to the presentation of θL1S,1 and θL1S,2 in Table 2. We note that the estimated θE,1 ∼ 0.007 − 0.009 mas is consistent with the Einstein radius estimated from the 1L1S modeling. We also note that the measured angular Einstein radius, θ_E ∼ 0.1 mas, is substantially smaller than ∼ 0.5 mas of a typical lensing event produced by a low-mass star with a mass of ∼ 0.3 M_☉ located roughly halfway between the observer and the bulge source. The angular Einstein radius is related to the lens mass and distance by Equation (1). Then, the small angular Einstein radius suggests that the lens has a small mass and/or it is located close to the source.

6. PHYSICAL LENS PARAMETERS

For the unique determinations of the physical lens parameters of the lens mass M and distance D_L, one must measure both the angular Einstein radius and the microlens parallax π_E, i.e.,

M = \frac{θ_E}{κπ_E}; \quad D_L = \frac{au}{π_Eθ_E + π_S}.

Here π_S = au/D_S represents the parallax of the source. For OGLE-2016-BLG-1227, the angular Einstein radius is measured from the obvious finite-source effects, but the microlens parallax cannot be measured due to the short timescale of the observed light curve, i.e., t_L1S,1. We, therefore, estimate M and D_L by conducting Bayesian analysis of the event based on the measured event timescale t_E and the relative lens-source proper motion µ. We use µ instead of θ_E because t_E and θ_E are highly correlated.

### Table 3: Angular Einstein Radius and Relative Lens-Source Proper Motion

| Parameter          | Inner solution | Outer solution |
|--------------------|----------------|----------------|
| θ_E (mas)          | 0.098 ± 0.044  | 0.113 ± 0.058  |
| θE,1 (mas)         | 0.007 ± 0.003  | 0.009 ± 0.004  |
| θE,2 (mas)         | 0.097 ± 0.043  | 0.112 ± 0.057  |
| µ (mas yr⁻¹)       | 0.79 ± 0.10    | 0.79 ± 0.10    |

Note. — The Einstein radius θ_E corresponds to the total mass of the lens M = M₁ + M₂, and θE,1 and θE,2 represent the Einstein radii corresponding to M₁ and M₂, respectively.

With the measured angular source radius, the angular Einstein radius is estimated as

θ_E = \frac{θ_E}{ρ} = \begin{cases} 0.098 \pm 0.044 \text{ mas (inner solution),} \\ 0.113 \pm 0.058 \text{ mas (outer solution),} \end{cases}

(6)

The estimated relative lens-source proper motion is

µ = \frac{θ_E}{E} = 0.79 \pm 0.10 \text{ mas yr}^{-1}

(7)

for both the inner and outer solutions. We note that the fractional uncertainty of the relative lens-source proper motion, σµ/µ ∼ 13%, is substantially smaller than the uncertainty of the angular Einstein radius, σθ/θE ∼ 50%. This is because the proper motion in the lensing modeling is computed by µ ∼ θ/te and the uncertainty of the “source-crossing timescale” t_e is significantly smaller than the uncertainty of the event timescale θ_e.

In the Bayesian analysis, we conduct a simulation of Galactic lensing events using the prior models of the mass function of astronomical objects in the Galaxy and their physical and dynamical distributions. For the mass function, we consider both stellar and remnant lenses, i.e., black holes, neutron stars, and white dwarfs, by adopting the Chabrier (2003) model and the Gould (2000) model for the mass functions of stars and remnants, respectively. In the simulation, lenses and source are located following the physical distribution model of Han & Gould (2003) and their motions are computed using the dynamical model of Han & Gould (1995). We produce 10⁷ artificial lensing events, from which the probability distributions of M and D_L are obtained with the constraints of the measured t_E and µ.

In Figure 8, we present the probability distributions of the lens mass of the host star (M_host, upper panel) and the lens-source separation (D_LS, lower panel) obtained from the Bayesian analysis. As indicated by the small angular Einstein radius, the lens is estimated to lie close to the source, and thus we present the distribution of D_LS rather than D_L. To check the importance of the µ constraint, we present two sets of distributions obtained with the combined µ and t_E constraint (solid curves) and with only the t_E constraint (dotted curves). The distributions show that the lens mass estimated with the additional µ constraint is substantially lower and the lens-source separation is smaller than those estimated with the single t_E constraint. This indicates that the measured µ provides an important constraint on the physical lens parameters.

In Table 4, we list the estimated physical lens parameters. We note that both the inner and outer 2L1S solutions result in similar parameters, and thus we present the parameters based on the inner 2L1S solution. The presented parameters are the median values of the Bayesian distributions, and the upper and lower limits correspond to the 15.9% and 84.1% of the distributions. It is found that the lens is a planetary system composed of a giant planet and a low-mass host star. The
The planet and host are separated in projection by 15.9% and 84.1% of the distributions. }

TABLE 4

| Parameter | \( t_\text{E} + t_\text{H} \) | Constraint | \( t_\text{E} \) only |
|-----------|------------------|------------|----------------|
| \( M_p \) (M\(_J\)) | 0.79\(^{+1.30}_{-0.39}\) | 4.98\(^{+1.05}_{-0.22}\) |
| \( M_\text{host} \) (M\(_\odot\)) | 0.10\(^{+0.17}_{-0.05}\) | 0.68\(^{+0.18}_{-0.12}\) |
| \( D_{\text{LS}} \) (kpc) | 1.21\(^{+0.96}_{-0.63}\) | 2.60\(^{+1.13}_{-0.68}\) |
| \( a_\bot \) (au) | 3.4\(^{+2.1}_{-1.0}\) | 11.5\(^{+3.9}_{-4.1}\) |

NOTE. — The presented parameters are the median values of the Bayesian distributions, and the upper and lower limits correspond to the 15.9% and 84.1% of the distributions.

masses of the planet and host are

\[
M_p = 0.79^{+1.30}_{-0.39} M_J
\]

and

\[
M_\text{host} = 0.10^{+0.17}_{-0.05} M_\odot,
\]

respectively. The planetary system is located in the bulge with a line-of-sight separation from the source star of

\[
D_{\text{LS}} = 1.21^{+0.96}_{-0.63} \text{kpc}.
\]

The planet and host are separated in projection by

\[
a_\bot = 3.4^{+2.1}_{-1.0} \text{ au}.
\]

Considering that the snowline of the system is \( a_\text{sl} \approx 2.7 \text{ au} (M_\text{host}/M_\odot) \approx 0.4 \text{ au} \), the planet is a wide-separation planet located well beyond the snowline of the host star.

7. DISCUSSION AND CONCLUSION

We analyzed the microlensing event OGLE-2016-BLG-1227, for which the event timescale was short and the light curve was affected by severe finite-source effects. The light curve appeared to be that of a 1L1S event and the analysis based on the 1L1S interpretation yielded a short timescale and a very small angular Einstein radius, suggesting that the lens could be an FFP. From the close inspection of the small residuals from the 1L1S solution, we found that the residual was explained by the existence of an additional widely separated heavier lens component, indicating that the lens was a planetary system with a wide-separation planet rather than an FFP. From the Bayesian analysis with the constraints of the measured event timescale and relative lens-source proper motion, we estimated that the lens was composed of a planet with a mass \( M_p = 0.79^{+1.30}_{-0.39} M_J \) and a host star with a mass \( M_\text{host} = 0.10^{+0.17}_{-0.05} M_\odot \). It turned out that the planet was located well beyond the snowline of the host with a projected separation of \( a_\bot = 3.4^{+2.1}_{-1.0} \text{ au} \). It was estimated that the lens was located close to the source with a lens-source separation of \( D_{\text{LS}} = 1.21^{+0.96}_{-0.63} \text{ au} \).

The event demonstrates that detecting deviations from 1L1S light curves provides an important method to distinguish wide-separation planets from FFPs. Besides OGLE-2016-BLG-1227, there were two planetary events, in which planets were detected through isolated events and their widely separated hosts were identified in lensing light curves. The first case is MOA-bin-1 (Bennett et al. 2012). For this event, the lensing light curve exhibited little lensing magnification attributable to the host planet of OGLE similar to OGLE-2016-BLG-1227, but the planetary signal was entirely due to a brief caustic feature. The second case is OGLE-2008-BLG-092 (Poleski et al. 2014). For this event, the planet was detected through the isolated event channel, but in this case the host of the planet was on the source trajectory, and gave rise to a bump in the lensing light curve. OGLE-2016-BLG-1227 has a separation of deviations in the signatures of host stars and that it is possible to identify the existence of a host even when a deviation is subtle.

Due to the unusual nature of OGLE-2016-BLG-1227, in which the relative lens-source proper motion \( \mu = \theta_{\text{E}}/t_\text{E} \) is well determined, but the separate values of \( \theta_{\text{E}} \) and \( t_\text{E} \) are poorly constrained, the information that can be obtained from high-resolution follow-up observations would be different from that of normal events. If follow-up observations are conducted to normal events with well estimated \( \theta_{\text{E}} \), the flux from the host is measured and from this one can make a diagram of the predicted host flux in \( M - D_\text{L} \) plane. Comparison of this diagram to \( \theta_{\text{E}} \) constraint in the same \( M - D_\text{L} \) plane will allow one to determine \( M \) and \( D_\text{L} \) from the intersection of these two constraints, e.g., Yee (2015) and Fukui et al. (2019). Even if \( \theta_{\text{E}} \) is not known because of poor \( \rho \) measurement, the event timescale \( t_\text{E} \) is known. Then, from late time follow-up imaging conducted when the source and lens are separated, one can measure the lens-source separation \( \Delta \theta \) and therefore the relative lens-source proper motion can be estimated by \( \mu = \Delta \theta/\Delta t \), from which the angular Einstein radius is estimated by \( \theta_{\text{E}} = \mu t_\text{E} \). Here \( \Delta t \) represents the difference between the time of follow-up observation and \( t_0 \).

For events with a well measured \( \mu \) but with uncertain values of \( \theta_{\text{E}} \) and \( t_\text{E} \), the time of follow-up observations can be predicted. If follow-up observation is conducted using the European Extremely Large Telescope (E-ELT) with an aperture of 39 m, the full width half maxima (FWHM) in the \( J \) and \( H \) band would be FWHM(\( J \)) \approx 7.1 \text{ mas} and FWHM(\( H \)) \approx 10.3 \text{ mas}, respectively. Assuming that the lens and source can be resolved when they are separated by \( \sim 1.5 \times \text{FWHM} \), the required times for the resolution would be \( \Delta t \sim 13.5 \text{ years} \) and \( \sim 19.6 \text{ years} \) from \( J \) and \( H \) imaging observations, respectively. These correspond to the years 2028 and 2035, respectively. With a resolved host star, its distance \( D_\text{L} \) and mass \( M_\text{host} \) would be constrained from the color and flux.

However, this does not necessarily imply that the planet mass \( M_p = M_\text{host}/q \) can also be well determined because the mass ratio is poorly known. If one can estimate \( M_\text{host} \) and \( D_\text{L} \) from the \( J \) and \( H \) color and magnitude, then there will be two possible cases. If the lens is in the disk, one can estimate \( \pi_{\text{rel}} = \text{au}(D_\text{L}^{-1} - D_\text{E}^{-1}) \), where \( D_\text{S} \approx 9 \text{ kpc} \). Then the Einstein radius can be determined by the relation in Equation (1), although uncertainty will be fairly large because \( M_\text{host} \) and \( D_\text{L} \) are somewhat uncertain together with the uncertainty of the source distance. If the lens is in the bulge, in contrast, it will be difficult to estimate \( \theta_{\text{E}} \) any better than from the microlensing data. This will cause \( q \) and \( M_p \) to be poorly constrained.
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