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Abstract

Modern semantic segmentation methods devote much attention to adjusting feature representations to improve the segmentation performance in various ways, such as metric learning, architecture design, etc. However, almost all those methods neglect the particularity of boundary pixels. These pixels are prone to obtain confusing features from both sides due to the continuous expansion of receptive fields in CNN networks. In this way, they will mislead the model optimization direction and make the class weights of such categories that tend to share many adjacent pixels lack discrimination, which will damage the overall performance. In this work, we dive deep into this problem and propose a novel method named Embedded Superpixel CRF (ES-CRF) to address it. ES-CRF involves two main aspects. On the one hand, ES-CRF innovatively fuses the CRF mechanism into the CNN network as an organic whole for more effective end-to-end optimization. It utilizes CRF to guide the message passing between pixels in high-level features to purify the feature representation of boundary pixels, with the help of inner pixels belong to the same object. On the other hand, superpixel is integrated into ES-CRF to exploit the local object prior for more reliable message passing. Finally, our proposed method yields new records on two challenging benchmarks, i.e., Cityscapes and ADE20K. Moreover, we make detailed theoretical analysis to verify the superiority of ES-CRF.

1 Introduction

Semantic segmentation, a pixel-wise classification task, plays an important role in practical applications such as autonomous driving, image editing, etc. Nowadays, CNN-based methods [2, 13, 58, 10, 31] tend to dominate this field, and they attempt to adjust the feature representation of the model itself to recognize each pixel correctly, but CNN networks have the natural defect for segmentation tasks. Generally speaking, most discriminative higher layers in the CNN network always have the larger receptive field, thus pixels around the boundary may obtain confusing features from both sides. As a result, these ambiguous boundary pixels will mislead the optimization direction of the model and make the class weights of such categories that tend to share adjacent pixels indistinguishable. For the convenience of illustration, we call this issue as Pernicious Favor on Boundary.
Figure 1: (a) Observations on ADE20K. We find a corresponding category that shares the most adjacent pixels for each class and calculate the similarity of their class weights. X-axis stands for the number of adjacent pixels for each class pair in descending order, and Y-axis represents the similarity of their class weights. Blue line denotes baseline model while orange line denotes ES-CRF. Apparently, two categories that share more adjacent pixels incline to have more similar class weights, while ES-CRF effectively decreases the similarity between adjacent categories and makes their class weights more discriminative. (b) Message passing procedure of ES-CRF. $F$ is the original feature maps of the CNN network. ES-CRF utilizes pairwise module $\psi^f_{p}$ and superpixel-based module $\psi^f_{s}$ on $F$ to obtain refined feature maps $F^p$ and $F^s$ respectively. Then $F^s$, $F^p$ and $F$ are fused as $F^*$ to further segment the image.

(PFB). We take DeeplabV3+ [5] as an example to train on ADE20K [50] dataset. Then, we count the number of adjacent pixels for each class pair and find a corresponding category that has the most adjacent pixels for each class. Fig.1(a) shows the similarity of the class weight between these pairs in descending order according to the number of adjacent pixels. It is clear that if two categories share more adjacent pixels, their class weights tend to be more similar, which actually indicates that PFB makes class representations lack discrimination and damages the overall segmentation performance. Many previous works aim to improve boundary pixel segmentation, but they seldom take PFB into consideration. Thus a question is naturally raised — Is there a properer approach that can refine boundary pixel segmentation and eliminate the PFB problem to boost the overall segmentation performance at the same time?

Considering the inherent drawback of CNN networks mentioned before, delving into the relationship between raw pixels becomes a potential alternative to eliminate the PFB problem, and Conditional Random Field (CRF) [2] stands out. It is generally known that pixels of the same object tend to share similar characteristics in the local area. Intuitively, CRF utilizes the local consistency between original image pixels to refine the boundary segmentation results with the help of inner pixels of the same object. CRF makes some boundary pixels that are misclassified by the CNN network quite easy to be recognized correctly. But almost all the CRF-based methods [2, 53] only adopt CRF as an offline post-processing module, we call it Vanilla-CRF, to refine the final segmentation results. They are incapable of relieving PFB problem as CRF and the CNN network are treated as two totally separate modules.

Based on [2, 3, 28, 32, 29], go a step further to unify the segmentation model and CRF in a single pipeline for end-to-end training and optimization. We call it Joint-CRF for simplicity. Joint-CRF can alleviate the PFB problem to some extent as the segmentation score refined by CRF directly involves in the backpropagation of the segmentation model. Joint-CRF inclines to rectify those misclassified boundary pixels via increasing the prediction score of the associated category. Afterwards, the disturbing gradients caused by those pixels will be relieved, which will promote the class representation learning. However, as shown in Fig.3 the effectiveness of Joint-CRF is restricted as it only optimizes the scale of the gradient and lacks the ability to purify class representations effectively due to the defective design. More theoretical analysis can be found in Sec. 3.3.

To overcome the aforementioned drawbacks, in this paper, we present a novel approach named Embedded Superpixel CRF(ES-CRF) to address the PFB problem more effectively. The superiority of ES-CRF lies in two main aspects. On the one hand, ES-CRF fuses CRF mechanism into the
Figure 2: Illustration of Joint-CRF and ES-CRF. The first row is the simplified structure of Joint-CRF, which unifies the CNN network and CRF in a single pipeline for end-to-end training. However, CRF only serves as a post-processing module. The second row is the overview of our ES-CRF, which fuses CRF into the CNN network as an organic whole to eliminate PFB problem.

Segmentation model itself. Different from previous CRF-based methods, ES-CRF utilizes the local consistency among original image pixels to guide the message passing on the high-level features. Each pixel pair that comes from the same object tends to obtain higher message passing weights. Therefore, the feature representation of the boundary pixels can be purified by the corresponding inner pixels from the same object. In turn, those pixels will further contribute to the discriminative class representation learning. In Sec. 3.3, we prove theoretically that ES-CRF outperforms other CRF-based methods on eliminating the PFB problem by optimizing both direction and scale of the disturbing gradient. On the other hand, ES-CRF adopts superpixel \[ \text{[47, 44, 36, 15, 35]} \] to further strengthen the reliability of the message passing to the boundary pixels. Superpixel is an unsupervised algorithm to group adjacent pixels that share similar characteristics to form a block. It is prone to achieve clear and smooth boundaries and increases the potential for higher segmentation performance. In ES-CRF, we average the feature representation of all inner pixels in the same superpixel block and then attach this local object prior to each pixel back to enhance the representation of boundary pixels.

To the best of our knowledge, we are the first to raise the PFB problem in semantic segmentation and propose an effective approach to solve it. We conduct extensive experiments on two challenging semantic segmentation benchmarks, i.e., Cityscapes \[ \text{[9]} \] and ADE20K \[ \text{[56]} \], and achieve new state-of-the-art (SOTA) results with \[ 46.83\% \text{mIoU on ADE20K and 82.74\% mIoU on Cityscapes, based on DeeplabV3+ [5] and ResNet-101 [18].} \]

In addition, we make an exhaustive theoretical analysis in Sec. 3.3 to prove the effectiveness of ES-CRF.

2 Related Work

Semantic Segmentation. Fully convolutional network (FCN) \[ \text{[33]} \] based methods have made great progress in semantic segmentation by leveraging the powerful convolutional features of classification networks \[ \text{[18, 22]} \] pre-trained on large-scale data \[ \text{[38]} \]. There are several model variants proposed to enhance contextual aggregation. For example, DeeplabV2 \[ \text{[3]} \] and DeeplabV3 \[ \text{[4]} \] take advantage of the astrous spatial pyramid pooling (ASPP) to embed contextual information, which consists of parallel dilated convolutions with different dilated rates to broaden the receptive field. Inspired by the encoder-decoder structures \[ \text{[37, 11]} \], DeeplabV3+ \[ \text{[5]} \] adds a decoder upon DeeplabV3 to refine the segmentation results especially along object boundaries. With the success of self-attention mechanism in natural language processing, Non-local \[ \text{[46]} \] first adopts self-attention mechanism as a module for computer vision tasks, such as video classification, object detection and instance segmentation. A²Net \[ \text{[2]} \] proposes the double attention block to distribute and gather informative global features from the entire spatio-temporal space of the images. DANet \[ \text{[12]} \] applies both spatial and channel attention to gather information around the feature maps, which costs even more computation and memory than the Non-local method.
**Conditional Random Fields.** Fully connected CRFs have been used for semantic image labeling in [34, 43], but inference complexity in fully connected models has restricted their application to sets of hundreds of image regions or fewer. To address this issue, densely connected pairwise potentials [24] facilitate interactions between all pairs of image pixels based on a mean field approximation to the CRF distribution. Chen et al. [2] show further improvements by post-processing the results of a CNN with a CRF. Subsequent works [28, 32, 29] have taken this idea further by incorporating a CRF as layers within a deep network and then learning parameters of both the CRF and CNN together via backpropagation. In terms of enhancements to conventional CRF models, Ladicky et al. [25] propose using an off-the-shelf object detector to provide additional cues for semantic segmentation.

**Superpixel.** Superpixel [36] is pixels with similar characteristics that are grouped together to form a large block. Since its introduction in 2003, there have been many mature algorithms [1, 47, 44] and mature evaluation metrics such as Boundary Recall and Undersegmentation Error. Now, publicly available superpixel algorithms have turned into standard tools in low-level vision. Owing to their representational and computational efficiency, superpixels are widely-used in computer vision algorithms such as target detection [41, 48], semantic segmentation [15, 39, 14], and saliency estimation [19, 35]. Yan et al. [48] convert object detection problem into superpixel labeling problem and conducts an energy function considering appearance, spatial context and numbers of labels. Gadde et al. [14] use superpixels to change how information is stored in the higher level of a CNN. In [19], superpixels are taken as input and contextual information is recovered among superpixels, which enables large context to be involved in the analysis efficiently.

Our approach is motivated by the successful combination of CRF and CNN in the scene segmentation task. But different from previous works, we no longer treat CRF as a post-processing module but apply it to the feature layer to guide the message passing, which aims to purify the feature representation of boundary pixels to relieve the PFB problem mentioned before. In addition, we introduce the superpixel algorithm to strengthen the reliability of the message passing to boundary pixels.

### 3 Method

In this section, we first revisit the basic mathematical principles of CRF briefly. Then, we make a detailed illustration of our design of ES-CRF, followed by the exhaustive theoretical analysis of the effectiveness of ES-CRF in relieving PFB.

#### 3.1 Revisiting Conditional Random Field (CRF)

CRF is a typical discriminative model suitable for prediction tasks where contextual information or the state of the neighbors affects the current prediction. Nowadays, it is widely adopted in the semantic segmentation field [2, 10]. CRF utilizes the correlation between original image pixels to refine the segmentation results by modeling this problem as the maximum a posteriori (MAP) inference in a conditional random field (CRF), defined over original image pixels. In practice, the most common way is to approximate CRF as a message passing procedure among pixels and it can be formulated as:

\[
Y_i^* = \frac{1}{Z_i} (\psi_u(i) + \sum_{j \neq i} \psi_p(i, j) Y_j) ,
\]

(1)

where \( Y_i \) and \( Y_i^* \) are defined as the classification scores of CNN model and CRF respectively for pixel \( i \), \( Z_i \) is the normalization factor known as the partition function, and \( \psi_u(i) \) is a unary function which often adopts \( Y_i \) as the default value. \( G \) is the associated pixel set with pixel \( i \). For example, DenseCRF [24] takes all other pixels except pixel \( i \) itself as the set \( G \). Moreover, the pairwise function \( \psi_p(i, j) \) is defined to measure the message passing weight from pixel \( j \) to pixel \( i \). It is formulated as : 

\[
\psi_p(i, j) = \mu(i, j) \sum_{m=1}^{M} \omega^{(m)} k^{(m)}(f_i, f_j) ,
\]

(2)

where \( \mu(i, j) \) is a label compatibility function that introduces the co-occurrence probability for a specific label pair assignment at pixel \( i \) and \( j \), while \( k(f_i, f_j) \) is a set of hand-designed Gaussian
Another important component in Eq.(4) is the appearance kernel, where
\[
k(f_i, f_j) = w^{(1)} \exp \left( -\frac{|p_i - p_j|^2}{2\theta_a^2} - \frac{|I_i - I_j|^2}{2\theta_b^2} \right) + w^{(2)} \exp \left( -\frac{|p_i - p_j|^2}{2\theta_c^2} \right).
\]

The appearance kernel is inspired by the observation that nearby pixels with similar colors are more likely to share the same class. \(\theta_a\) and \(\theta_b\) are scale factors to control the degree of these two elements, i.e., similarity and distance between two pixels. Apart from this, the smoothness kernel further removes the influence of some small isolated regions [24] and \(\theta_c\) is the associated scale factor. Notably, all these parameters are learnable during the model training.

Unfortunately, current CRF-based methods [2, 3, 28, 32, 29] for semantic segmentation always adopt CRF as a post-processing module. For example, Vanilla-CRF [2, 3] utilizes CRF to refine segmentation scores offline, which has no impacts on PFB since the CNN network and CRF are treated as two separate modules. Joint-CRF [28, 32, 29] works in a similar way although CRF involves in the backpropagation of CNN networks, which restricts its ability to relieve PFB.

### 3.2 Embedded Superpixel CRF

To solve the PFB problem in a more intrinsical way, we propose a novel method named Embedded Superpixel CRF (ES-CRF) to tackle the tough problem via fusing the CRF mechanism into the CNN network as an organic whole for more effective end-to-end training. An overview of ES-CRF can be found in Fig 2 and we formulate its core function based on Eq.(1) as:

\[
F_i^* = \frac{1}{Z_i} \left\{ \psi_u^f(i) + \sum_{j \neq i} \psi_p^f(i, j)F_j + F_i^S \right\}.
\]

Specifically, the first two terms are analogous to Eq.(1), but we perform CRF mechanism on the high-level features. \(F_i^*\) stands for the original output of feature extractors for pixel \(i\), \(\psi_u^f(i)\) and \(\psi_p^f(i, j)\) play the same role as they do in Eq.(1). \(\psi_u^f(i)\) takes \(F_i\) as the default value. In addition, we reformulate \(\psi_p^f(i, j)\) to perform message passing between pixel pairs in the high-level feature:

\[
\psi_p^f(i, j) = \mu^f(i, j)k(f_i, f_j).
\]

It is worth noting that \(k(f_i, f_j)\) is no longer hand-designed Gaussian kernels as it is in Eq.(1) but simple convolution operators instead to make the whole model more flexible for end-to-end training and optimization. Experiments in Sec4 prove this modified version is a properer choice:

\[
k(f_i, f_j) = f_i \cdot f_j = \text{conv}([I_i, p_i]) \cdot \text{conv}([I_j, p_j]),
\]

where \([x, y]\) denotes the concatenation operator. Different from Eq.(3), we normalize the input image \(I\) into the range [0, 1] to eliminate the scale variance between pixels and we replace original absolute position coordinates \(p\) with cosine position embeddings [45] to make it more compatible with CNN networks. ES-CRF encodes the appearance and position of pixels into more discriminative tokens via the flexible convolution operation, then the dot product is adopted to measure the similarity between pixel pairs. As indicated in Eq.(4), ES-CRF intends to make nearby pixel pairs that share same appearance to achieve higher \(k(f_i, f_j)\). Its intention is the same as Eq.(3). Correspondingly, we also adjust \(\mu^f(i, j)\) as the feature compatibility to measure the co-occur probability of \(F_i\) and \(F_j\):

\[
\mu^f(i, j) = \text{sigmoid}([\text{conv}(F_i, F_j)]).
\]

Another important component in Eq.(4) is \(F_i^S\), it relies on the superpixel algorithm [36, 47, 44, 14] to divide the whole image \(I\) into several non-overlapping blocks. Pixels in the same superpixel block tend to share the same characteristics. Thus, we adopt this local object prior to achieve the more effective message passing between pixels in the high-level layer. Concretely, we design \(F_i^S\) as:

\[
F_i^S = \sum_{l=1}^{Q} \psi_s^f(l)F_l = \sum_{l=1}^{Q} \frac{1}{n_l} F_l
\]
Through Eq.(9), (10) and (11), class weights in the next iteration will be updated. \(\theta_2\) is larger than \(\theta_1\). (c) ES-CRF aims to enhance the feature representation of \(F_k\) via the inner pixels like \(F_j\) from the same object. It adjusts both scale and direction of \(\nabla W\) to make \(\theta_3 > \theta_2 > \theta_1\).

\(Q\) is the associated superpixel block that contains pixel \(i\) and \(\psi^f_i(l)\) devotes the re-weighting factor for the features of pixel \(l\) in \(Q\). We adopt \(\psi^f_i(l) = \frac{1}{n}\) for simplicity and \(n\) is the total number of pixels in \(Q\). \(F^{iS}_{k}\) serves as a supplement in Eq.(4) to attach the local object prior to each pixel back, which increases the reliability of message passing in ES-CRF. What’s more, superpixel [13, 39, 14] always tends to generate clearer and smoother boundary segmentation results than traditional CNN networks or CRFs do, which also increases the potential for more accurate segmentation results. Detailed experiments can be found in Sec.4.

### 3.3 How ES-CRF Relieves PFB

In this section, without loss of generality, we take the simple two-class segmentation problem as an example to dive into the principle of ES-CRF from the perspective of gradient descent. Suppose \(F_k\) is the feature vector for a foreground boundary pixel \(k\) and its prediction probability is \(P_k\). Then, the typical cross-entropy loss \(L_k\) can be defined as:

\[
L_k = -\ln P_k = \ln \frac{1}{1 + e^{-Y_k}}, \quad Y_k = W^T \cdot F_k
\]  

where \(W\) is the class weight matrix and its gradient variation \(\nabla W\) can be formulated as:

\[
\nabla W = \frac{\partial L_k}{\partial W} = \frac{\partial L_k}{\partial P_k} \cdot \frac{\partial P_k}{\partial Y_k} \cdot \frac{\partial Y_k}{\partial W}
\]  

Through Eq.(9), (10) and (11), class weights in the next iteration will be updated:

\[
W^* = W - \nabla W = W + (1 - P_k) \cdot F_k
\]

As shown in Eq.(12), the direction of the gradient descent in pixel \(k\) keeps the same as \(F_k\) while the magnitude of the gradient is decided by \(P_k\). **What happens if we integrate the CRF into the segmentation pipeline?** As we have discussed in Sec.1, Vanilla-CRF has nothing to do with the optimization process of CNN networks, while if we adopt Joint-CRF, \(\nabla W\) can be reformulated as:

\[
-\nabla W = (1 - \hat{P}_k) \cdot F_k = (1 - \frac{1}{Z_k} \sum_{j \in G} w_j P_j + P_k) \cdot F_k
\]

where \(\hat{P}_k\) is the refined score by CRF, \(w_j\) is the message passing weight from pixel \(j\) to pixel \(k\) and \(P_j\) is the original score of pixel \(j\). In general, boundary pixel \(k\) is hard to classify correctly due to the confusing features from both sides. Thus the original probability \(P_k\) is always small. In contrast,

---

The detailed derivation process can be found in our Appendix.
other inner pixels of the same object are easy to recognize and tend to achieve a higher probability. Consequently, \( \hat{P}_k \) is usually larger than \( P_k \) and disturbing gradients caused by pixel \( k \) will be relieved to some extent, which makes inter-class distance further as shown in Fig.3(b). However, Eq.(13) only adjusts the scale of the gradient descent while the direction still keeps the same as \( F_k \), which weakens its effects for better representation learning. When it comes to our proposed ES-CRF, \( \nabla W \) can be further defined as:

\[
-\nabla W = (1 - P_k^*) \cdot F_k^* = (1 - P_k^*) \cdot \frac{1}{Z_k} \left( \sum_{j \in G} w_j F_j + F_k \right) \tag{14}
\]

\[
P_k^* = \text{sigmoid} \left( \sum_{j \in G} w_j Y_j + Y_k \right) \tag{15}
\]

where \( F_k^* \) is the refined feature representations by ES-CRF, and \( P_k^* \) is the refined score which is analogous to \( \hat{P}_k \) in Eq.(13). Comparing with Joint-CRF, it is clear that ES-CRF not only changes the scale of the gradient descent but also adjusts its optimization direction, which opens up room for more accurate segmentation performance. As depicted in Fig.3(c), assume \( W_1 \) is the class weight vector that pixel \( k \) belongs to, while \( W_2 \) is the other one which has a higher co-occurrent probability with \( W_1 \) in the same image. ES-CRF designs an effective message passing procedure to purify the feature representation of boundary pixels assisted by inner pixels from the same object (\( F_j \) in Fig.3(c)). In this way, it relieves the influence of disturbing gradients and makes the inter-class distance between \( W_1(W_1^*) \) and \( W_2 \) further, which means more discriminative feature representations.

4 Experiment

4.1 Experiment Setup

Datasets. We follow the previous works [2, 17, 58, 40, 5] and perform various experiments on two challenging semantic segmentation benchmarks, i.e., Cityscapes [9] and ADE20K [56]. Due to the space limit, a detailed description of these two datasets can be found in our Appendix.

Implementation Details. We adopt DeeplabV3+ [5] with ResNet [18] pretrained on ImageNet [38] as our baseline to implement ES-CRF. The detailed information follows standard settings in [2, 17, 58, 40, 5] and we add it into our Appendix. Specially, we employ SLIC [1], an excellent superpixel segmentation algorithm, to divide each image of ADE20K and Cityscapes into 200 and 600 blocks respectively. To verify the effectiveness of our approach for semantic segmentation, we adopt two common metrics in our experiments, i.e., class-wise mIoU to measure the overall segmentation performance and 1-pixel boundary F-score [42] to measure the boundary segmentation performance. All experiments are conducted on 8 2080Ti GPUs.

4.2 Ablation Study

4.2.1 Comparisons with Related Methods

As shown in Table 1, we compare our proposed ES-CRF with other traditional CRF-based methods, i.e., Vanilla-CRF and Joint-CRF. First of all, it is clear that all the CRF-based methods outperform the baseline model by a large margin, which well verifies the main claim in [2, 3, 28, 32, 29] that CRF is beneficial to boundary segmentation (F-score). What’s more, ES-CRF achieves the best result among all those methods, which surpasses the baseline model with up to 1.48% mIoU and 2.20% F-score improvements. ES-CRF fuses the CRF mechanism into the CNN network as an organic whole. It relieves the disturbing gradients caused by the PFB problem and adjusts the feature representations to boost the overall segmentation performance as well as the boundary segmentation. Fig.1(a) also proves that ES-CRF can decrease the inter-class similarity consistently which results in more discriminative feature representations. Similar experiments on Cityscapes dataset can be found in our Appendix.

4.2.2 Ablation Study on Message Passing Strategies

As we have discussed in Sec.3.2, two message passing components, i.e., pairwise module \( \psi^p \) and superpixel-based module \( \psi^s \), play vital roles in our proposed ES-CRF. Table 2 shows that \( \psi^p \) and \( \psi^s \)
Table 1: Comparisons with baseline, Vanilla-CRF and Joint-CRF on ADE20K val dataset. * results are reported in single scale testing.

| Method         | ResNet-50 | ResNet-101 |
|----------------|-----------|------------|
|                | F-score (%) | mIoU (%) | F-score (%) | mIoU (%) |
| DeeplabV3+     | 14.25      | 42.72     | 16.15      | 44.60    |
| Vanilla-CRF    | 16.26      | 43.18 (+0.46) | 17.89      | 45.14 (+0.54) |
| Joint-CRF      | 16.32      | 43.69 (+0.96) | 18.03      | 45.61 (+1.01) |
| ES-CRF (Ours)  | **16.45**  | **44.20 (+1.48)** | **18.32**  | **46.02 (+1.42)** |

Table 2: Comparisons between various message passing strategies, and ablation studies for different message passing components in ES-CRF, i.e., pairwise $\psi_f^p$ and superpixel-based $\psi_f^s$. * results are reported in single scale testing.

| Method         | $\psi_f^p$ | $\psi_f^s$ | mIoU(%) |
|----------------|------------|------------|---------|
| DeeplabV3+     | 42.72      |            | 44.60   |
| + Non-local    | 43.52 (+0.80) | 45.34 (+0.74) |         |
| ES-CRF         | ✓          | ✓          | 43.91 (+1.19) | 45.47 (+0.87) |
|                | ✓          | ✓          | 43.83 (+1.11) | 45.85 (+1.25) |
|                | ✓ ✓        | ✓ ✓        | **44.20 (+1.48)** | **46.02 (+1.42)** |

can boost the overall segmentation performance on ADE20K val dataset with up to 1.19% mIoU and 1.25% mIoU gains when integrated into the baseline model respectively. Moreover, if we fuse them as a whole into ES-CRF, they can further promote the segmentation performance by up to 1.48% mIoU improvements. We also attempt to introduce Non-local [46], another famous message passing method, into our experiments for comprehensive comparisons even though it actually has different design concepts from ours. Unfortunately, we find that although Non-local achieves improvements over the baseline, it is still inferior to our ES-CRF. Further intuitive visualization analysis for message passing components in ES-CRF is discussed in the next section.

4.2.3 Visualization Analysis for Pairwise Message Passing

In Sec.3.2, we mentioned that ES-CRF takes an equivalent transformation to replace hand-designed Gaussian kernels in Vanilla-CRF with simple convolution operators for more flexible end-to-end optimization. The convolution operation involves two aspects. One is the appearance similarity and the other one is the relative position between pixels. As depicted in Fig.4(a), we take a pixel $k$ in the stool for an example and show its relationship with other pixels in the image. Fig.4(b) and Fig.4(c) show its appearance similarity and cosine position embedding with other pixels respectively. It is clear that pixels share similar colors or close to the target pixel $k$ tend to be highlighted. Subsequently, pixels close to $k$ achieve higher values. (d) The visualization of $\psi_f^p$ in ES-CRF. $\psi_f^p$ focuses more on most relevant pixels compared with $k$.

![Image](image_url)

**Figure 4:** Visualization of pairwise message passing module $\psi_f^p$ in ES-CRF. (a) A target pixel $k$ of the stool in the image. (b) The appearance similarity between other pixels and pixel $k$. Pixels share the similar colors with $k$ tend to be highlighted. (c) The visualization of the relative position between $k$ and other pixels. Pixels close to $k$ achieve higher values. (d) The visualization of $\psi_f^p$ in ES-CRF. $\psi_f^p$ focuses more on most relevant pixels compared with $k$. 
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### Table 3: Comparisons with other state-of-the-art methods on ADE20K val dataset.

| Method      | Reference | Backbone | mIoU (%) |
|-------------|-----------|----------|----------|
| CCNet [23]  | ICCV2019  | ResNet101| 45.22    |
| ANL [58]    | ICCV2019  | ResNet101| 45.24    |
| OCRNet [51] | ECCV2020  | ResNet101| 45.28    |
| EfficientFCN [31] | ECCV2020 | ResNet101| 45.28    |
| GFFNet [27] | AAAI2020  | ResNet101| 45.33    |
| APCNet [17] | ICCV2019  | ResNet101| 45.38    |
| OCNet [52]  | IJCV2021  | ResNet101| 45.45    |
| DMNet [16]  | ICCV2019  | ResNet101| 45.50    |
| RecoNet [6] | ECCV2020  | ResNet101| 45.54    |
| SPNet [21]  | CVPR2020  | ResNet101| 45.60    |
| DNL [49]    | ECCV2020  | HRNetV2  | 45.82    |
| ACNet [13]  | ICCV2019  | ResNet101| 45.90    |
| DNL [49]    | ECCV2020  | ResNet101| 45.97    |
| CaCNet [30] | ECCV2020  | ResNet101| 46.12    |
| CPNet [50]  | CVPR2020  | ResNet101| 46.27    |
| STLNet [57] | CVPR2021  | ResNet101| 46.48    |
| **ES-CRF (Ours)** | N/A | ResNet101 | **46.83** |

### Table 4: Comparisons with other state-of-the-art methods on Cityscapes val dataset.

| Method      | Reference | Backbone | mIoU (%) |
|-------------|-----------|----------|----------|
| SCF [20]    | ECCV2020  | ResNet101| 80.33    |
| CCNet [23]  | ICCV2019  | ResNet101| 81.3     |
| GFFNet [27] | AAAI2020  | ResNet101| 81.8     |
| RecoNet [6] | ECCV2020  | ResNet101| 81.6     |
| ACNet [13]  | ICCV2019  | ResNet101| 82.00    |
| RAANet [40] | NeurIPS2020| ResNet101| 81.9     |
| HANet [8]   | CVPR2020  | ResNet101| 82.05    |
| RPCNet [54] | CVPR2020  | ResNet101| 82.1     |
| SpyGR [26]  | CVPR2020  | ResNet101| 80.5     |
| SETR [55]   | CVPR2021  | T-Large  | 82.15    |
| STLNet [57] | CVPR2021  | ResNet101| 82.3     |
| **ES-CRF (Ours)** | N/A | ResNet101 | **82.74** |

in Fig.4(d), we directly visualize the results of our pairwise message passing module $\psi^j_p$ defined in Eq.5. We can find that $\psi^j_p$ becomes concentrated on the most relevant pixels compared with the pixel $k$, which verifies the reliability of our pairwise message passing design.

### 4.3 Comparisons with State-of-the-art Methods

**ADE20K.** We first compare our ES-CRF with existing methods on the widely used ADE20K val set. We follow standard settings in [23, 58, 51, 57, 6] to adopt multi-scale testing and left-right flipping strategies for a fair comparison. Results are shown in Table 3. Obviously, ES-CRF outperforms existing approaches with a dominant advantage.

**Cityscapes.** To verify the generalization of our proposed method, we further perform detailed comparisons with other SOTA methods on Cityscapes val set. Multi-scale testing and left-right flipping strategies are also adopted. The result is reported in Table 4. Remarkably, our algorithm achieves **82.74%** mIoU and outperforms previous methods by a large margin.
5 Conclusion

In this paper, we raise an important but ignored problem in the semantic segmentation, named as *Pernicious Favor on Boundary* (PFB) for simplicity. PFB is mainly caused by pixels around the object boundary due to the continuous expansion of receptive fields in the CNN network. We dive deep into it and propose a novel method, *ES-CRF*, via combining CNN network with CRF as an organic whole to refine the boundary segmentation and alleviate PFB at the same time. Eventually, our proposed method achieves new SOTA results on both two challenging benchmarks, i.e., Cityscapes and ADE20K. What’s more, *ES-CRF* focuses on boundary pixel segmentation, which may lack the ability to deal with other computer vision tasks, i.e., object detection.
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