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Abstract

Graphs representing real world systems may be studied from their underlying community structure. A community in a network is an intuitive idea for which there is no consensus on its objective mathematical definition. The most used metric in order to detect communities is the modularity, though many disadvantages of this parameter have already been noticed in the literature. In this work, we present a new approach based on a different metric: the surprise. Moreover, the biases of different community detection algorithms and benchmark networks are thoroughly studied, identified and commented about.

1 Introduction

Many complex systems find straightforward representations through graphs: abstract structures where each vertex corresponds to a given element in the original system and links between these nodes indicate the existence of interactions in the system. Examples for the application of graph theory in the representation of real systems are found in apparently distant fields like molecular biology [1, 2], social sciences [3], phylogeny [4], technology [5, 6] and many others [7, 8].

Graph theory is a well established field in mathematics and properties of these abstract objects do shed light in our understanding of the underlying systems they represent. Given a network, many different parameters, metrics and distributions are defined, many of which measure the same intuitive concepts in different manners [9, 10]. A particular concept for which there is still no consensus on its precise mathematical definition, though it is a very straightforward intuitive idea, is the concept of community. A community would be a subset of the network’s nodes which are more densely interlinked among them than with the rest of the graph. Though easily stated, there is no clear-cut determined threshold on how densely nodes should be interconnected, or how this threshold might depend on other properties of the vertices or on how big the subset is in order to single out a community in the graph. Many different approaches have been proposed: usually one defines a quality function on the different possible partitions into which a network might be divided and tries to find the one that optimize this function.

The most widespread quality function used is called modularity [11], which measures, for a given partition, how much the number of links inside communities deviates from what is expected in a random network with the same number of links. It has been shown, however, that the maximization of this function, the Louvain algorithm [12], suffers from several pitfalls. The method fails to resolve small communities usually merging them into other communities with which the subset might be only poorly connected (sometimes even unconnected [13]). This problem is referred to as a resolution limit [14]. On the other hand, modularity presents many similar local maxima, which not only make the finding of the global maximum difficult, but partitions with close modularity values may be discrepant, representing structurally very different partitions of the network into communities [15].

Here we present an algorithm based on the maximization of another quality function: the surprise. This function has been presented in [16] in order to assess the quality of partitions found by hierarchical clustering algorithms. Later, the authors proposed a meta-algorithm that, among the different solutions found by different algorithms, selects the one with the highest value of surprise and showed that this meta-algorithm outperforms any of the individual algorithms for known benchmarks.
used in the field \cite{17,18}. The implementation of our algorithm and functions used to analyse the results are available as a python package called Surpriser from the python package index website: https://pypi.org/project/Surpriser/.

The work is organized as follows: in the next section the surprise function is presented, along with a description of the algorithm implemented and the benchmarks which are going to be used to compare the performance of our algorithm with others from the literature. In section 3, we present and comment on the obtained results from the application of the different algorithms on the different benchmarks, thoroughly identifying possible biases in the benchmarks and algorithms and then proceed to compare the degeneracy in the modularity and surprise landscapes. Finally, in the last section, we present an overview and our conclusions. In the appendix A we comment on some details of the implementation of the algorithm as a python library and in the appendix B we explain the Pielou index to measure how homogeneous a division of nodes into communities is.

2 Algorithms and Benchmarks

In this section, first we describe the surprise function and explain the workings of our algorithm. Secondly, we present the algorithms against which the results of ours will be compared to and finally all the benchmarks that will be feed to the algorithms.

2.1 The Surpriser Algorithm

Given a graph with \( K \) nodes and \( n \) links, partitioned into \( N_c \) communities such that \( \ell \) links of the network are between nodes assigned to a same community, the function surprise is defined as \cite{16,17,18}:

\[
S = -\ln \sum_{j=\ell}^{\min(M,n)} \left( \begin{array}{c} M \\ j \end{array} \right) \left( \begin{array}{c} F-M \\ n-j \end{array} \right). \tag{1}
\]

This is a cumulative hyper geometric distribution where, \( F \) symbolizes the maximum number of possible links in the network (equivalent to a clique of size \( K \): \( F = K(K-1)/2 \)) and \( M \) is the maximum possible number of intracommunity links given the partition, such that in a network partitioned into \( N_c \) communities where the size of community \( i \) is \( c_i \), \( M \) is given by:

\[
M = \sum_{i=1}^{N_c} c_i(c_i-1)/2. \tag{2}
\]

One can think of the surprise on measuring how unlikely (surprising) it is to find a partition with as many intracommunity links (\( \ell \)) as the one in the given graph. Think of an urn with \( F \) balls, each ball representing a possible link in the network, where \( M \) of these are red, representing possible links inside communities and \( F - M \) are blue, representing links between communities. From this urn one extracts \( n \) balls, the actual number of links in the graph. The sum in the right-hand side of equation (1) is the probability of extracting at least \( \ell \) red balls \cite{19} (note that usually \( M \ll F \) and therefore the probability of extracting a single red ball might be low).

In previous works \cite{16,17,18}, the authors used the surprise function in order to select, from the results of different algorithms, the best one, or to tune some algorithm parameter or to choose some cutoff within the algorithms. We choose to tackle this problem head-on developing a greedy algorithm that aims to directly find the partition that maximize the surprise for a network.

The community structure of a network is represented by a partition: to each node in the graph a number between 1 and \( N_c \) is assigned indicating to which of the \( N_c \) communities the vertex belongs (note that \( N_c \) itself may change between different partitions). Two of the parameters on which the surprise function depends on are characteristics of the network as a whole (\( F \) and \( n \)), while the two other parameters are related to the possible partitions of the network alone (\( M \) and \( \ell \)). The surpriser algorithm tests different reassignments of the nodes into communities performing the ones that raise the value of the surprise the most.

\footnote{We chose to work with natural logarithm (ln), though when first presented, the authors originally evaluated the surprise with the base ten logarithm (log).}
The algorithm starts assigning each node to a different community. A partition may be modified by three basic operations: two communities may be merged into a single one (merge), an element may be exchanged between two communities (exchange) or an element may be removed from an existing community to create a new one (extract). Apart from performing these operations on whole communities and single elements from them, two operations (extract and exchange) may be performed on a “broader” scope: given a community, the algorithm runs recursively considering the subgraph composed by the nodes of this community alone, identifying in this way a community’s underlying sub-community structure. Then a sub-community may be extracted from its original community or exchanged to another community. These two operations applied on a sub-community level help the algorithm to escape from shallow local maxima.

Surpriser is a greedy algorithm, it will follow a loop executing each operation to exhaustion that results in an improved surprise value until no improvement can be found. In the python package implemented, there is also the possibility to execute the operations as an annealing: randomly choosing the communities, the operation performed and accepting the new partition if the surprise is increased or rejecting it with a given probability based on a fictitious temperature if it does not. Our tests, though, show that a more greedy approach resulted in similar (some times even better) results with a much shorter computational time. In a few cases, the only observed gain was applying the annealing operations with a small temperature, after running the greedy algorithm, as to fine tune the optimal solution, but with small difference in the final surprise value.

The algorithm runs as follows: while any change in the partition has been accepted in a previous loop (or none has been run yet), it runs a new loop over the communities. In each community it runs first a loop over its members and tries first to merge the current community to the one of its members neighbours; if it fails, it tries to exchange an element between the two communities. Once the loop over the community members is finished, it executes the extract operation over the current community until no element can be extracted. Then it runs the subcommunity extraction operation until no improvement is made and finally it makes all possible subcommunity exchanges. The pseudocode for the algorithm can be found in Algorithm 1. In this pseudocode, being successful in an operation means that the operation raised the surprise value for the new partition. The subcommunities of a community are determined applying recursively the algorithm to the subgraph formed by the community elements alone.

In regard to the resolution limit, in [18] the authors have already shown that, qualitatively, the surprise does not suffer from a resolution limit in the same way that modularity does. They showed that surprise is able to find the intuitive partition in many networks where modularity maximization fails (for example the ring of cliques network), but no analysis was made about the degeneracy problem. Here we investigate this problem in section 5.3 and show that, even though surprise maximization outperforms the other algorithms when dealing with well defined communities (close to cliques), it does suffer from a degeneracy problem (may present many different local, and even global, maxima), but not in the same way as modularity does. Since, the closer two near optimum maxima in the surprise landscape are, the more similar the partitions they represent are, while for modularity, two maxima may be very close in value, but represent structurally very different partitions.

2.2 Other Algorithms

We compare the surpriser algorithm results with results from other popular algorithms such as Louvain [12] and the ones implemented in [20]: Constant Potts Model (CPM) [21], Reichardt and Bornholdt (RB) [22], Ronhovde and Nussinov (RN) [23], SCluster [16], UVCluster [24] and Infomap [25].

The popular Louvain algorithm tries to find a partition that maximizes the modularity of the network. The CPM, RB, and RN are methods based on Potts models which aim to find the ground state of the Hamiltonian of a spin glass associated with the network. Some of these Potts models algorithms have Hamiltonian functions that can be traced back to the modularity by a specific parameter choices; in such cases, the free parameters are a way to try to avoid known short-cuts of the Louvain algorithm, i.e. they parametrize the resolution of the algorithm.

Infomap on the other hand, seeks to minimize the description length of a random walk trough the network links. There are two main ideas behind this: the first is that a random walk over the network links represents the flow of information over that graph and second that communities in this landscape represent groups where the information flows easily and quickly between its members. With that in mind

\[2\] This initial partition could be any but, unless stated otherwise, in all results presented here, in the initial configuration each node was the single element in a community, such that initially the number of nodes and communities are the same.

\[3\] These last two operations may only be performed over communities with more than one element in it.
the problem of identifying the community structure boils down to finding an efficient way to describe the paths that arise from the random walks performed in the network. In computational terms, the aim is to find the code that allows one to describe the entirety of a random walk in the least amount of bits, i.e. to minimize the per-step description length of the random walk.

Finally, UVCcluster and SCluster perform an iterative hierarchical clustering in the network. In this context, the concept of hierarchy relates to the existence of communities within communities, that small groups of nodes can be joined to form bigger ones in a structured manner. One way to represent the hierarchy is to construct a dendrogram or a tree of the system. First the actual clustering algorithms are applied on the network then, based on their results, a second algorithm creates the tree (or dendrogram) of the partitions found and cuts this tree at some point in order to identify different branches as different communities.

We should note that, apart from the Louvain algorithm for which we used the implementation in the python package NetworkX, for the others we use the implementation of these available from the SurpriseMe package [20]. Some of these algorithms have parameters that can be tuned or depend on some user chosen cutoff and, in this implementation, those parameters are set in order to maximize the surprise for the partition returned by the algorithm. Note, though, that the algorithm itself does not maximizes the surprise, but some other quality function that depends on parameters; the implementation then runs the algorithm for different values of these parameters seeking the value that results in the partition with the highest surprise value.

### 2.3 Benchmarks

To test the algorithms, we use three different benchmarks for which the \textit{a priori} community structure is known: the Lancichinetti-Fortunato-Radicchi (LFR) [26], the relaxed caveman (RC) [16] and a new benchmark (OUR) developed by us that tackles separately different ways in which a community may be degraded: either by loosing internal links or by the creation of links to other groups. This new benchmark will also allow for communities with a single element in it. In this subsection we will first remember the general structure of the LFR and RC benchmarks and then describe our benchmark in more detail.

In the LFR benchmark, the network vertices are generated with a degree distribution that follows a power-law function and then assigned to communities whose sizes distribution is also a scale-free function, though the exponents of the two distributions may be different. The use of scale-free functions for the
degree distribution of vertices in a network is inspired by many works in the field [27, 28, 29], though some other works dispute this claim [30, 31, 32]. The benchmark then connects the nodes among them such that a fraction $\mu$ of each vertex connections will be with nodes from the same community while the remaining fraction $1 - \mu$ is with nodes from other communities. Therefore, $\mu$ is the parameter that controls how degraded the a priori community structure is and for high values of $\mu$, one should not expect the benchmarked partition of the graph well representing the actual partition of the network that an algorithm might return. Note that in this benchmark, the connectivity of a node (its degree) is completely independent from its community size; nodes are arbitrarily labeled as belonging to a given community as long as it is possible to connect them to members of this community respecting $\mu$, while the number of nodes with the community label respects the randomly generated community sizes. We interpret such criterion for community assignment as a local one (relative more to the node’s characteristics), in contrast to the other two benchmarks that will be discussed next, where communities are first created as cliques and we will refer to such criterion as a global one, for it involves all nodes in the community as a whole.

The Connected Caveman Graphs get their inspiration from the social sciences and are defined by a set of connected cliques. From each clique remove a link and use it to connect a neighboring clique in such a way as to form a ring. The relaxed caveman (RC) benchmark, as proposed in [16], also starts with a set of cliques, in this case however, they are isolated. Note that this is the strongest possible definition of community: a set of fully connected subgraphs isolated from each other. As identifying these communities should be trivial, the RC benchmark degrades the networks. The degradation process is made in the following way: a percentage $R$ of its links are randomly removed and the same percentage $R$ of the remaining links are shuffled between the nodes of the entire graph. This means that for each network created we have the original structure, that represents the isolated cliques, and a number of additional structures, one for every value of $R$, that represents the network in different stages of the degradation process. The parameter $R$ is, for the RC benchmark, the analogous of what the parameter $\mu$ was in the case of the LFR benchmark. For the generation of the initial clique sizes in this benchmark, one sets a value for the distribution’s Pielou index parameter [33]. This parameter is a measure of how even (similar) numbers in a set are. In this case, the numbers are the communities sizes and a Pielou index close to 1 (its maximum possible value) would indicate a homogeneous community structure (all communities with similar sizes) while a small value (close to zero) indicates very heterogeneous community structure. In appendix B we briefly explain in more detail the evaluation and interpretation of this index.

Finally, we propose a new benchmark also inspired by the idea that a graph perfectly divided into communities would be a set of disconnected cliques. The aforementioned benchmarks define a single parameter as a measure of how degraded the community structure of the network is ($\mu$ or $R$). We propose two parameters in order to control the different ways in which this perfect community structure might be disrupted: a connection inside a clique might be lost with probability $p$ and each possible connection between cliques may appear with probability $q$. Moreover, cliques (communities) in the LFR and RC benchmarks must have at least 2 elements (graph nodes) in it, we propose to build a network where a fraction $r$ of its nodes is assigned to its own community alone.

The creation of OUR benchmark network follows the steps:

- Creation of a given number of cliques. In the present work, the cliques sizes will be set in order to achieve a given Pielou index, as in the RC benchmark.
- Each link inside each clique $i$ with size $c_i$ may be lost with probability $p$.
- Given two cliques of sizes $c_i$ and $c_j$, each one of the $c_i c_j$ possible connections between the two is created with probability $q$.
- A fraction $r$ of nodes is randomly connected to the network (each one of these is alone in its own community, with a single connection to a randomly chosen clique).

So the benchmark network starts from a sequence of $n_c$ clique sizes: $c_1, c_2, ..., c_{n_c}$. The resulting total number of nodes in such a network is:

$$K = \left\lfloor \frac{1}{(1 - r)} \sum_{i=1}^{n_c} c_i \right\rfloor,$$  (3)
the total number of communities in the network is $N_c = n_c + \lfloor rK \rfloor$, the expected number of links inside communities is

$$\langle n_{in} \rangle = (1 - p) \sum_{i=1}^{n_c} c_i (c_i - 1)$$

(4)

and the expected number of links between communities is

$$\langle n_{out} \rangle = q \sum_{i=1}^{N_c} \sum_{j<i}^{N_c} c_i c_j + \frac{r}{1 - r} \sum_{i=1}^{n_c} c_i$$

(5)

We shall comment here that in the implementation of this benchmark in the python package, the probabilities $p$ and $q$ may be functions of the cliques sizes, though in the present work we used constant values in order to keep handling a small number of parameters. But it is important to realize that bigger values of $p$ will have much more impact in smaller cliques and therefore, unless one smartly scales $p$ with the cliques sizes, the communities will not be uniformly degraded (smaller communities are degraded faster). This is an issue in the other benchmarks as well. In fact, in the RC graphs, for example, links are shuffled and removed, such that for high values of $R$ the connection density of the graph might be very low and some nodes can even get disconnected from the network.

Finally we note that in order to compare the algorithms results with the initial community partitions given by the benchmarks, we use the Variation of Information (VI) parameter [34]. This concept, from information theory (similarly to the Pielou index), measures the similarity between two lists as the normalized joint entropy between the information contained in the lists. The lists here are the partitions: $K$ numbers between 1 and the number of communities in the partition indicating to which community each node in a network belongs. A VI equal to 0 indicates that the two compared partitions have the same information (represent the same community structure) while a value of 1 indicates completely different community divisions.

3 Results

In this section we describe first all the benchmark graphs that were generated. Next, we present the results of running the different algorithms in each benchmark and analyze their differences and possible biases. In the last subsection, we tackle the degeneracy problem by visualising the surprise and modularity landscapes for a very simple graph.

3.1 Generated Benchmarks

For each benchmark, we generated two sets of networks, one where the graphs have 500 nodes each, and another with 1000 nodes each. Each set, for each benchmark, generated with different parameters, is comprised of 1000 graphs, where 100 of each is with a different degradation level. We refer to these two sets as Big and Small (note that the sets are comprised from the same number of elements, what is bigger or smaller are the graphs within each set).

In order to present the results of the three benchmarks in an uniform fashion, we use the symbol $\mu$, which can have values between 0 and 1, when referring to the degradation level of the community structure in all benchmarks. In LFR, it stands for the $\mu$ already explained in the previous section, while in the RC benchmark, since $R$ was referred to as a percentage, it is straight forward to set $\mu = R/100$. In OUR benchmark, there are two parameters that control the degradation ($p$ and $q$), and we set $p = \mu$ and $q = 0.05\mu$, such that to each value of $\mu$ there are corresponding values of $p$ and $q$. The value of $q$ is chosen to be smaller than $p$ because the number of possible links between communities is more numerous than the possible links inside communities.

For the other parameters in each benchmark, we made the following choices explained below.

In the RC benchmark, one must set the number of communities and the pielou index for the set of clique sizes. For the Small set we chose $N_c = 20$, while in the Big set $N_c = 40$. The clique list was generated with three possible values for the pielou index, $PI = 0.75, 0.85$ or 0.95. Note however, that sometimes it is hard or even not possible to generate numbers that lead to the exact desired value for
the pielou index and therefore, the distribution of the pielou values generated has a spread around its goal value.

The average degree of the nodes for the LFR graphs is set to $\bar{k} = 15$, which is a value usually used in the literature [26, 35]. For the exponent in the power-law distribution for the nodes degree ($p(k) \propto k^{-\gamma}$), the value $\gamma = 2$ is usually chosen, but we shall note here that this value might be incompatible with the choice made for $\bar{k}$. Given the power-law distribution, one might evaluate its average (expected value in the limit $K \to \infty$) as:

$$\langle k \rangle = \frac{\zeta(\gamma - 1, 1)}{\zeta(\gamma, 1)}$$

and

$$\zeta(\gamma, x_0) = \sum_{k=x_0}^{\infty} k^{-\gamma}$$

where $\zeta(\gamma, x_0)$ is the Riemann zeta function (modified to allow the sum to start at any natural number, $x_0$) and $\gamma$ is the power-law exponent. Moreover, another parameter that must be fed into the benchmark is the maximum possible degree of a node and, if badly chosen, the probability of generating a number bigger than $k_{\text{max}}$ might be such that, when generating $K$ numbers (degrees for all vertices), a sizable fraction of them might have $k > k_{\text{max}}$ according to:

$$p(k > k_{\text{max}}) = \frac{\zeta(\gamma, k_{\text{max}} + 1)}{\zeta(\gamma, 1)}$$

Indeed, as mentioned, typical values used in the literature [26, 35] are $\gamma = 2$, $\bar{k} = 15$ and $k_{\text{max}} = 45$ for $K = 1000$. For $\gamma = 2$, equation (6) diverges but the value of $\gamma$ compatible with $\langle k \rangle = 15$ is close ($\gamma = 2.0425$) for which $Kp(k > 45) = 11.15$ meaning that when generating 1000 numbers, around 11 (13 if one uses $\gamma = 2$) will have to be discarded for having a degree bigger than the maximum allowed. In [21, 36] the authors use $\bar{k} = 20$, for which the corresponding $\gamma$ would be 2.0315, and $k_{\text{max}} = 50$ which would result in around 10 degrees having to be discarded. In the graphs generated for this work, we kept the value $\bar{k} = 15$, but use $\gamma = 2.0425$ and $k_{\text{max}} = 250$, instead. This benchmark also asks for the exponent for the power-law for setting the community sizes that was set to $\beta = 1$ and the maximum community size was chosen to be 300. Note that the pielou index for the communities sizes in this benchmark is only indirectly controlled via the $\beta$ parameter (exponent for the community sizes distribution).

Finally, in OUR benchmark we set the parameter $r = 0.01$ (1% of the nodes will be alone in their own communities). In the Small set, we generated 20 cliques, while for $K = 1000$ we generated 40 cliques.4 In each set of cliques, the numbers chosen for the clique sizes were such that the pielou index for the communities sizes in each graph was either $PI = 0.75, 0.85$ or 0.95, but as in the RC case, one must expect a spread in the values distribution around these goals.

In total, considering the different sets of parameters, in the different benchmarks a total of 14000 graphs were produced. To illustrate all the benchmark networks that are feed to the algorithms, Table 1 summarizes the number of graphs produced for each benchmark with the different parameters and characteristics.

### 3.2 Algorithms Performance

Each one of the 8 algorithms (Louvain, CPM, Infomap, RB, RN, SCluster, UVCluster and Surpriser) was executed over each one of the 14000 benchmarked networks. The partition returned by each algorithm was compared with the initial partition (the benchmarked one used to generate the graph in the first place) by evaluating the variation of information (VI) between the two. In figure 1 we present a global result showing the histograms for the average VI obtained over all networks together.

In figure 2 we show the same bar plots, but separating those benchmarks from the Small and Big sets (with $K = 500$ and $K = 1000$, respectively). From this figure one sees that only the Louvain and RN algorithms seem to behave differently in some benchmarks given the different sizes of the graphs. Finally, in Table 2 we show the numerical VI statics for each algorithm in each set and in both sets together.

---

4Note that since 1% of the network nodes are each alone in their own communities and the cliques contain the other 99% of nodes, the number of communities in the Small and Big sets are respectively 25 and 50.
Figure 1: Average variation of information between the benchmark partitions and the ones returned by the algorithms. Upper plot: only those for which $\mu \leq 0.5$. Middle plot: only those for which $\mu > 0.5$. Bottom plot: all values of $\mu$ together.
Figure 2: Average variation of information between the benchmark partitions and the ones returned by the algorithms. In the left results from the Small set and on the right for the Big set. Upper plots: only those for which \( \mu \leq 0.5 \). Middle plots: only those for which \( \mu > 0.5 \). Bottom plots: all values of \( \mu \) together.
In order to understand the discrepancies between each algorithm returned partition and the ones generated by the benchmarks, let’s analyse the overlap between the communities in the initial partition produced by the benchmarks and the community assignments made by the algorithms. Nodes in a given initial community may be distributed among different communities by a given algorithm. We will differentiate three cases here: i) in a community identified by the algorithm, a number of nodes coming from the same initial community represents more than 50% of this initial community size. In this case, we say the community identity as a whole was preserved by such fragment. ii) in a community identified by the algorithm, a fraction of nodes from a same initial community is bigger or equal to the fraction of nodes from different initial communities in the algorithm identified group, but less than 50% of the initial community size. This is then a fragment, though not one that preserves the initial community identity. iii) in any other case, the nodes from a given initial community in the algorithm determined groups have lost their identities and were dispersed. Considering these three cases, it is possible to classify each node in an algorithm’s partition as a node that partially kept its community identity by being in a fragment (i and ii) or a node that was dispersed from its original place (iii). Moreover, each algorithm will have produced a number of different fragments that could be bigger or smaller than the number of initial communities; the former indicating that an initial community was broken into many fragments and the later indicating that different community fragments were either joined together or completely obliterated (all their nodes were dispersed among different fragments). The fraction of nodes kept and dispersed, the proportion of fragments and communities obliterated with respect to the initial number of communities, the number of joined fragments and the resulting number of communities for the LFR, RC and OUR benchmarks produced by each algorithm can be seen in Tables 3, 4 and 5, respectively. To facilitate the understanding of this fragmentation analysis, we illustrate an example in Scheme 1 where 30 nodes in 6 communities are reassigned to 5 different communities by an algorithm.

In order to understand the discrepancies between each algorithm returned partition and the ones generated by the benchmarks, let’s analyse the overlap between the communities in the initial partition produced by the benchmarks and the community assignments made by the algorithms. Nodes in a given initial community may be distributed among different communities by a given algorithm. We will differentiate three cases here: i) in a community identified by the algorithm, a number of nodes coming from the same initial community represents more than 50% of this initial community size. In this case, we say the community identity as a whole was preserved by such fragment. ii) in a community identified by the algorithm, a fraction of nodes from a same initial community is bigger or equal to the fraction of nodes from different initial communities in the algorithm identified group, but less than 50% of the initial community size. This is then a fragment, though not one that preserves the initial community identity. iii) in any other case, the nodes from a given initial community in the algorithm determined groups have lost their identities and were dispersed. Considering these three cases, it is possible to classify each node in an algorithm’s partition as a node that partially kept its community identity by being in a fragment (i and ii) or a node that was dispersed from its original place (iii). Moreover, each algorithm will have produced a number of different fragments that could be bigger or smaller than the number of initial communities; the former indicating that an initial community was broken into many fragments and the later indicating that different community fragments were either joined together or completely obliterated (all their nodes were dispersed among different fragments). The fraction of nodes kept and dispersed, the proportion of fragments and communities obliterated with respect to the initial number of communities, the number of joined fragments and the resulting number of communities for the LFR, RC and OUR benchmarks produced by each algorithm can be seen in Tables 3, 4 and 5, respectively. To facilitate the understanding of this fragmentation analysis, we illustrate an example in Scheme 1 where 30 nodes in 6 communities are reassigned to 5 different communities by an algorithm.

The tables present the statistics over many graphs of the results produced by each network by this analysis.

Table 1: Number of benchmark graphs generated for the different values of the parameters. The column Pielou show the average and standard deviation for the pielu indexes for the list of community sizes generated by the benchmark. The values $PI = 0.75, 0.85, 0.95$ mentioned in the text for the RC and OUR benchmarks are not exactly reached by the random generator algorithms and in the LFR benchmark, the pielu index for the community sizes can be only indirectly controlled via the $\beta$ parameter.

| Benchmark | $K$ | Pielou | $\mu$ | Total |
|-----------|-----|--------|-------|-------|
|           |     |        | 0.9   | 0.9152 | 0.9282 | 1.0000 |
|           |     |        | 0.75  | 0.7505 | 0.7685 | 0.0000 |
|           |     |        | 0.85  | 0.8497 | 0.8507 | 0.0000 |
|           |     |        | 0.95  | 0.9491 | 0.9433 | 0.0000 |
|           |     |        |       | 0.0005 | 0.0005 | 0.0000 |
|           |     |        |       | 0.0005 | 0.0005 | 0.0000 |
|           |     |        |       | 0.0005 | 0.0005 | 0.0000 |
|           |     |        |       | 0.0005 | 0.0005 | 0.0000 |
| RC        | 500 | 0.9282 | 0.0747 |        |        |        |
|           | 1000| 0.9152 | 0.01802|        |        |        |
| OUR       | 500 | 0.7505 | 0.0030 |        |        |        |
|           | 1000| 0.8497 | 0.0029 |        |        |        |
|           |     |        | 0.9491 |        |        |        |
|           |     |        |       | 0.0028 |        |        |
|           |     |        |       | 0.0028 |        |        |
|           |     |        |       | 0.0028 |        |        |
|           |     |        |       | 0.0028 |        |        |
| Total     | 1400| 1400   | 1400  | 1400  | 1400  | 1400   |

One should expect that as $\mu$ increases, the more unlikely it is for the algorithms to resolve the initial benchmark communities, since the initial community assignment made by the benchmark will be more and more degraded. Moreover, one can expect that smaller communities will be broken faster than bigger ones (a point we will comment further when analysing the bias the pielou index has in the algorithms). So, in order to comment on the algorithms performance, let’s focus on the top plot of figure 1, where only benchmarks for which $\mu \leq 0.5$ have been considered.

The first thing to notice is a dichotomy: algorithms that seem to perform better for the LFR benchmark, usually perform worst for the RC and OUR benchmarks and vice-versa. This certainly points to different biases in the algorithms, but it might also be interpreted as a glitch in the community assignment made by the benchmarks in the first place.

In order to comment on the algorithms performance, let’s focus on the top plot of figure 1, where only benchmarks for which $\mu \leq 0.5$ have been considered.

The first thing to notice is a dichotomy: algorithms that seem to perform better for the LFR benchmark, usually perform worst for the RC and OUR benchmarks and vice-versa. This certainly points to different biases in the algorithms, but it might also be interpreted as a glitch in the community assignment made by the benchmarks in the first place.

In order to comment on the algorithms performance, let’s focus on the top plot of figure 1, where only benchmarks for which $\mu \leq 0.5$ have been considered.
| Algorithm | $K = 100$ | $K = 500$ | $K = 1000$ |
|----------|---------|---------|----------|
| surpriser | 0.156224 | 0.349793 | 0.020192 |
| Infomap  | 0.019357 | 0.131604 | 0.010768 |
| CPM      | 0.161471 | 0.061864 | 0.002531 |
| Louvain  | 0.038931 | 0.011842 | 0.005122 |
| SCluster | 0.039999 | 0.026841 | 0.017690 |
| UVCinter | 0.258875 | 0.098517 | 0.016075 |
| RN       | 0.055193 | 0.265569 | 0.072948 |
| surpriser | 0.157146 | 0.418903 | 0.020626 |
| Infomap  | 0.020631 | 0.142979 | 0.010024 |
| CPM      | 0.161628 | 0.070471 | 0.002100 |
| Louvain  | 0.038562 | 0.157920 | 0.003418 |
| SCluster | 0.047357 | 0.327808 | 0.004736 |
| UVCinter | 0.258447 | 0.097522 | 0.016150 |
| RN       | 0.051503 | 0.263245 | 0.003001 |
| surpriser | 0.154719 | 0.193137 | 0.011314 |
| Infomap  | 0.018667 | 0.110159 | 0.003054 |
| Louvain  | 0.038368 | 0.158921 | 0.003602 |
| SCluster | 0.047428 | 0.327406 | 0.004889 |
| UVCinter | 0.258573 | 0.097788 | 0.016245 |
| RN       | 0.051538 | 0.263273 | 0.003049 |

Table 2: Average variation of information between each algorithm returned partition and the benchmarked one for each set and both sets together.
Table 3: Fragmentation analysis over LFR Benchmarks. The values in the table are averages over all graphs with the corresponding \( \mu \) values indicated. The explanations on the ratios evaluated can be found in the text and in the example in Scheme II.

| Algorithm | Characteristic | \( \mu = 0.0 \) | \( \mu \leq 0.5 \) | \( \mu > 0.5 \) |
|-----------|---------------|----------------|----------------|----------------|
|          |               |                |                |                |
|          |               |                |                |                |
| louvain  | Kept (Comms)  | 100.00 ±0.00  | 100.00 ±0.00  | 0.00 ±0.00     |
|          | Dispersed     | 0.00 ±0.00    | 0.00 ±0.00    | 0.00 ±0.00     |
|          | Fragments (Joined) | 0.20 ±0.23   | 0.59 ±0.59    | 0.00 ±0.00     |
|          | Obliterated (Nc/Nc) | 0.00 ±0.00  | 0.96 ±0.95    | 0.00 ±0.00     |
| CPM      | Kept (Comms)  | 96.63 ±3.38   | 91.59 ±8.44   | 32.30 ±81.98   |
|          | Dispersed     | 3.47 ±3.38    | 10.85 ±28.34  | 10.85 ±28.34   |
|          | Fragments (Joined) | 2623.59 ±624.31 | 244.31 ±244.31 | 253.80 ±253.80 |
|          | Obliterated (Nc/Nc) | 0.00 ±0.00  | 1042.34 ±5366.48 | 0.03 ±7.91 |
| Infomap  | Kept (Comms)  | 99.99 ±0.15   | 100.00 ±0.00  | 0.00 ±0.00     |
|          | Dispersed     | 0.15 ±0.15    | 0.00 ±0.00    | 0.00 ±0.00     |
|          | Fragments (Joined) | 0.00 ±0.00   | 0.00 ±0.00    | 101.92 ±19.93  |
|          | Obliterated (Nc/Nc) | 0.00 ±0.00  | 0.00 ±0.00     | 0.00 ±0.00     |
| RB       | Kept (Comms)  | 100.00 ±0.00  | 100.00 ±0.00  | 0.00 ±0.00     |
|          | Dispersed     | 0.00 ±0.00    | 0.00 ±0.00    | 0.00 ±0.00     |
|          | Fragments (Joined) | 0.00 ±0.00   | 0.00 ±0.00    | 0.00 ±0.00     |
|          | Obliterated (Nc/Nc) | 0.00 ±0.00  | 0.00 ±0.00     | 0.00 ±0.00     |
| RN       | Kept (Comms)  | 100.00 ±0.00  | 100.00 ±0.00  | 0.00 ±0.00     |
|          | Dispersed     | 0.00 ±0.00    | 0.00 ±0.00    | 0.00 ±0.00     |
|          | Fragments (Joined) | 0.00 ±0.00   | 0.00 ±0.00    | 0.00 ±0.00     |
|          | Obliterated (Nc/Nc) | 0.00 ±0.00  | 0.00 ±0.00     | 0.00 ±0.00     |
| SCluster | Kept (Comms)  | 97.22 ±2.74   | 93.04 ±8.44   | 15.36 ±8.44    |
|          | Dispersed     | 2.78 ±2.74    | 12.94 ±9.44   | 12.94 ±9.44    |
|          | Fragments (Joined) | 2319.84 ±624.31 | 231.36 ±231.36 | 1142.48 ±1142.48 |
|          | Obliterated (Nc/Nc) | 0.00 ±0.00  | 0.00 ±0.00     | 0.00 ±0.00     |
| UVC       | Kept (Comms)  | 98.19 ±1.74   | 95.35 ±1.95   | 77.32 ±77.32   |
|          | Dispersed     | 1.81 ±1.74    | 16.45 ±12.02  | 16.45 ±12.02   |
|          | Fragments (Joined) | 626.67 ±25.76 | 95.95 ±95.95  | 25.76 ±25.76   |
|          | Obliterated (Nc/Nc) | 0.00 ±0.00  | 0.00 ±0.00     | 0.00 ±0.00     |
| surpriser | Kept (Comms)  | 91.37 ±8.61   | 91.13 ±7.80   | 21.15 ±21.15   |
|          | Dispersed     | 8.63 ±8.61    | 11.68 ±11.68  | 11.68 ±11.68   |
|          | Fragments (Joined) | 624.85 ±624.85 | 0.00 ±0.00    | 0.00 ±0.00     |
|          | Obliterated (Nc/Nc) | 0.00 ±0.00  | 0.00 ±0.00     | 0.00 ±0.00     |
Table 4: Fragmentation analysis over RC Benchmarks. The values in the table are averages over all graphs with the corresponding μ values indicated. The explanations on the ratios evaluated can be found in the text and in the example in Scheme 4.

| Algorithm | Characteristic | μ = 0.0 | μ ≤ 0.5 | μ > 0.5 |
|-----------|---------------|---------|---------|---------|
| louvain   | Kept (Comms)  | 100.00  | 97.49   | 70.73   |
|           | Dispersed     | 0.00    | 2.51    | 29.27   |
|           | Fragments (Joined) | 0.00   | 93.36   | 202.29  |
|           | Obliterated (N_v,N_o) | 0.00 | 6.69    | 32.23   |
| CPM       | Kept (Comms)  | 100.00  | 97.66   | 55.93   |
|           | Dispersed     | 0.00    | 2.34    | 44.09   |
|           | Fragments (Joined) | 0.00 | 106.11  | 351.80  |
|           | Obliterated (N_v,N_o) | 0.00  | 4.47    | 28.31   |
| Infomap   | Kept (Comms)  | 100.00  | 98.21   | 75.14   |
|           | Dispersed     | 0.00    | 1.79    | 24.80   |
|           | Fragments (Joined) | 0.00 | 94.82   | 257.23  |
|           | Obliterated (N_v,N_o) | 0.00  | 5.75    | 14.76   |
| RB        | Kept (Comms)  | 100.00  | 97.83   | 59.53   |
|           | Dispersed     | 0.00    | 2.17    | 40.47   |
|           | Fragments (Joined) | 0.00 | 96.65   | 378.92  |
|           | Obliterated (N_v,N_o) | 0.00  | 5.81    | 23.78   |
| RN        | Kept (Comms)  | 100.00  | 99.53   | 92.04   |
|           | Dispersed     | 0.00    | 0.47    | 7.96    |
|           | Fragments (Joined) | 0.00 | 99.47   | 103.30  |
|           | Obliterated (N_v,N_o) | 0.00  | 1.44    | 29.98   |
| SCluster  | Kept (Comms)  | 97.66   | 95.90   | 52.20   |
|           | Dispersed     | 2.34    | 4.10    | 47.80   |
|           | Fragments (Joined) | 95.92 | 109.76  | 361.03  |
|           | Obliterated (N_v,N_o) | 4.08  | 5.68    | 29.40   |
| UVCluster | Kept (Comms)  | 97.66   | 94.75   | 48.99   |
|           | Dispersed     | 2.34    | 5.25    | 51.01   |
|           | Fragments (Joined) | 95.92 | 110.04  | 392.86  |
|           | Obliterated (N_v,N_o) | 4.08  | 6.44    | 30.96   |
| surpriser | Kept (Comms)  | 100.00  | 97.78   | 55.43   |
|           | Dispersed     | 0.00    | 2.22    | 44.59   |
|           | Fragments (Joined) | 100.00 | 106.46  | 377.10  |
|           | Obliterated (N_v,N_o) | 0.00  | 4.28    | 27.57   |
Table 5: Fragmentation analysis over OUR Benchmarks. The values in the table are averages over all graphs with the correspondent µ values indicated. The explanations on the ratios evaluated can be found in the text and in the example in Scheme [1].

| Algorithm | Characteristic        | µ = 0.0 | µ ≤ 0.5 | µ > 0.5 |
|-----------|-----------------------|---------|---------|---------|
|           |                       |         |         |         |
| louvain   | Kept (Comms)          | 99.00   | 72.75+1.2 | 80.39+0.80 |
|           | Dispersed             | 1.00   | 2.72-2.28 | 18.68+0.92 |
|           | Fragments (Joined)    | 80.00 | 71.53+7.83 | 124.00+116.97 |
|           | Obliterated (Nc/Nc0)  | 20.00 | 24.89+7.83 | 40.78+17.92 |
| CPM       | Kept (Comms)          | 99.00 | 28.49+2.72 | 71.07+24.22 |
|           | Dispersed             | 1.00  | 2.23+1.12 | 7.72+0.43 |
|           | Fragments (Joined)    | 80.00 | 19.93+12.23 | 64.26+9.65 |
|           | Obliterated (Nc/Nc0)  | 20.00 | 51.59+16.52 | 19.72+28.41 |
| Infomap   | Kept (Comms)          | 99.00 | 77.06+2.53 | 97.73+1.25 |
|           | Dispersed             | 1.00  | 1.33+0.55 | 2.97+1.08 |
|           | Fragments (Joined)    | 80.00 | 4.40+6.24 | 7.45+5.45 |
|           | Obliterated (Nc/Nc0)  | 20.00 | 74.60+7.22 | 25.53+18.90 |
| RB        | Kept (Comms)          | 99.00 | 78.83-13.39 | 75.69-29.41 |
|           | Dispersed             | 1.00  | 1.46-0.86 | 24.31-18.50 |
|           | Fragments (Joined)    | 80.00 | 10.27-9.10 | 178.24-105.49 |
|           | Obliterated (Nc/Nc0)  | 20.00 | 69.17+26.55 | 35.66+14.86 |
| RN        | Kept (Comms)          | 99.00 | 83.92+16.33 | 96.73+8.11 |
|           | Dispersed             | 1.00  | 0.63+1.05 | 3.23+3.59 |
|           | Fragments (Joined)    | 99.00 | 12.37+6.13 | 82.61+28.30 |
|           | Obliterated (Nc/Nc0)  | 0.29  | 83.29+12.64 | 20.99+9.96 |
| SC Cluster| Kept (Comms)          | 99.00 | 82.96+8.00 | 68.13+15.06 |
|           | Dispersed             | 0.13  | 1.00+0.10 | 31.87+20.67 |
|           | Fragments (Joined)    | 97.81 | 0.34+0.34 | 191.59+20.30 |
|           | Obliterated (Nc/Nc0)  | 2.19  | 98.76+6.92 | 35.48+14.77 |
| UV Cluster| Kept (Comms)          | 99.00 | 86.65+9.05 | 63.82+21.76 |
|           | Dispersed             | 0.11  | 1.32+1.05 | 36.18+28.06 |
|           | Fragments (Joined)    | 97.81 | 0.89+0.89 | 211.96+14.10 |
|           | Obliterated (Nc/Nc0)  | 2.19  | 96.42+12.12 | 38.17+17.14 |
| surpriser | Kept (Comms)          | 99.00 | 86.65+9.05 | 70.24+23.22 |
|           | Dispersed             | 0.01  | 1.00+0.10 | 29.76+22.37 |
|           | Fragments (Joined)    | 97.81 | 0.89+0.89 | 201.96+12.75 |
|           | Obliterated (Nc/Nc0)  | 0.29  | 96.42+12.12 | 33.99+15.92 |
Scheme 1: Schematic example on the community fragmentation analysis. Each symbol, X, O, ξ, V, * and ϕ represents a node. The use of different symbols, mark the community to which each node belongs in the initial (benchmarked) partition, as shown in the first column above. The second column shows the algorithm assignment of each node to a community and in the third column one can see the analysis result. From the 30 nodes, 22 (73.33%) kept their community identity: were assigned to new communities and four *'s joined in the last) and these represent seven fragments from the six initial communities (116.67%) that kept somehow their identities. If one thinks in terms of conserved communities, 4 out of 6 (66.67%) where kept: the four X’s in the first are more than 50% of all X’s, the same with the three O’s in the third and the four ϕ and four *’s in the last. The remaining nodes were dispersed among the five communities without forming a majority. There were two fragments joined together in the second community (ξ’s and X’s) and another two joined in the last (ϕ and *), hence the 33.33% in joined that represents 2 sixths of the number of initial communities. The community formed by the V’s was obliterated (16.67%), had its nodes completely dispersed. Finally, the last number, 83.33% next to obliterated, represents the ratio between the number of communities identified by the algorithm (Nc = 5) and the initial number of communities (N₀ = 6).

Analysing the information in Tables 3, 4 and 5 it is possible to understand what is the discrepancy (if any) found by a given algorithm in a given benchmark. Reading the column µ = 0.0 in Table 3 for example, one sees that the louvain algorithm over LFR graphs keeps 100% of a network’s nodes mostly in fragments (communities) with other nodes from the initial benchmark community assignment and the fact that usually the number of fragments produced by this algorithm is close (100.23%) to the initial number of communities is telling us that this algorithm in this benchmark is correctly assigning the same number of communities and in each community one finds the same nodes as the initial partition, only in a few cases a small fragment of a given community is joined to another one (0.59%). Indeed, the value of Nc/N₀ in this case is 99.63%, indicating that also the number of communities identified by the algorithm is almost equal to the number of communities in the benchmarked partition. On the other hand, the surpriser algorithm is keeping around 91.37% of the nodes in fragments with other nodes from the original community and in 91.13% of the communities, a fragment with more than 50% of the original community nodes is found. The reason for the surpriser average VI being bigger than the louvain’s in this benchmark (the partition usually produced by the surpriser algorithm is more discrepant to the initial one than the one produced by the louvain algorithm) can be seen in the number of fragments one finds in the surpriser partition, around 3.15 (315.16%) times the number of initial communities. Moreover, surpriser is identifying almost 16 times (1575.2%) more communities than there were in the initial partition, many of those with just one node, such that they don’t count as fragments. What the surpriser algorithm is doing is splitting some of the initial communities in many pieces. The same happens with the CPM and SCluster algorithms. The reason for this splitting can be traced back to the way in which the benchmark produces its communities: it generates independently the degree for the nodes in the community and the community size such that one can have different groups of nodes which are densely connected among them but poorly connected to each other. So, communities generated by the LFR benchmark end up having a strong subcommunity structure, though the benchmark partition itself does not notice it and algorithms with a strong resolution resolve these structures as different communities. The algorithms that work better in this benchmark are Louvain, Infomap, RB, RN and a bit behind those, UVCluster. These identify most nodes in fragments keeping their community identity (kept ~ 100%) and most communities are conserved in the algorithm partition (Comm ~100%). Actually, all algorithms perform well in this sense, but looking at the fragments, only these 5 have a number of fragments similar to the number of initial communities (fragments ~100% and Nc/N₀ ~100%), others tend to divide the
communities into many more pieces than in the original partition, an issue we associate to the better resolution of these other algorithms and a potential glitch of the LFR benchmark, which uses a local and not a global criterion to set its communities.

Now, for $\mu = 0$, the RC benchmark produces graphs composed of disconnected cliques and nodes belonging to each separated clique are labeled as belonging to a different community. This might be the strongest definition of a community, the densest possible set of interconnected nodes with no connection whatsoever outside a given group. One would think that resolving such structures should be trivial, but focusing in Table 3 two algorithms, SCluster and UVCluster fail the task in a few cases. SCluster and UVCluster split some cliques in different fragments and some times merge different cliques together. Moreover, in this case (communities formed by cliques), they give the exact same results. These two algorithms are similar, but remembering their results for the LFR benchmark, commented above, one sees that one difference between the two is that SCluster has finer resolution than UVCluster. The reason these algorithms sometimes fail to correctly resolve these sets of unconnected cliques is, we believe, related to the rooting of the tree needed to construct the dendrogram used to identify the communities by the algorithm.

Finally, in Table 5 one can observe the fragmentation analysis over the OUR type of benchmarks. For $\mu = 0.0$, the benchmarked partition is very similar to the ones for the RC benchmark, the only difference in this case would be the single node communities added at random to the graphs. In terms of topology these communities are a single node with a link to a node from one of the cliques found in the graph. One clearly sees here that the algorithms identified with worse resolution (louvain, RB and Infomap) for their performance in the LFR benchmarks precisely miss these single nodes communities, merging the corresponding nodes to the cliques to which they are attached (in the table one sees that exactly 99% of the nodes are kept, along with 80% of the communities and the missing 20% of communities are obliterated). The other algorithms do not perform perfectly, but closer to the 100% nodes and communities kept. The reason for the small discrepancy (< 1%) is that when a single node is attached to a size 2 clique (two nodes connected to each other), the partition with highest value for the surprise becomes degenerated. Such a 3-path subgraph can be partitioned in two different ways resulting in the same topology and from the point of view of the benchmark, the node assignment to communities in such a situation seems arbitrary. In the next subsection we comment again on this issue when analysing an specific graph.

From Tables 3, 4 and 5 one can also observe how algorithms behave as the degradation process proceeds (as $\mu$ increases). In all of them, as $\mu$ increases, more nodes are dispersed, but in some algorithms this effect is much smoother than in others, some times even not noticeable because of other effects. For example, if many communities are joined, nodes from these communities are keeping their identity and also the communities as a whole, though they are now mixed together. Therefore algorithms that tend to join communities together, mostly keep the node’s identity through this fragmentation analysis. This is the case for Infomap mainly in LFR and OUR benchmarks and most notorious for RN in OUR benchmark. Actually, these two algorithms, for values of $\mu$ bigger than 0.6 tend to join all nodes in a single community, while louvain is a middle term and other algorithms usually fragment big communities in many small ones in these cases of randomly mixed connections.

Something that could be worthwhile to comment on is that some of the issues discussed above can be understood by the biases the different algorithms have with respect to the pielou index (PI) corresponding to the communities sizes. As the value of the pielou index increases so does the performance of the modularity based algorithms (Louvain and RB). This happens because for higher values of PI the community sizes become more even (for reference a PI of one means that every community has the same size) and so the algorithms can find a resolution that balances splitting larger communities into smaller ones and merging small communities into bigger ones. On the other hand for small values of PI, where we have very large communities co-existing with very small ones, those algorithms fail to find this balance and as such have a worse performance. Such algorithms tend to divide the graphs in groups of similar sizes. We could also comment that, from the 5 best performing algorithms in the LFR benchmark, Infomap and UVCluster also seem to have the same behavior as Louvain and RB which could suggest that they also suffer from a resolution limit of some sort.

To further remark on this point, we produced tables 6 and 7 that show, for the RC and OUR benchmarks (those where one can control the pielou index for the initial communities sizes), the evolution of the algorithm identified communities sizes pielou index as one degrades the original structure. One

---

5The networks were generated with $r = 0.01$, which means that 1% of the network nodes were assigned to their own communities alone. In the small set, that means 5 communities out of 25 and in the big set 10 communities out of 50 (20% in both cases).
can see that Louvain and RB even for small degradation quite fast return partitions with pielou index close to 1, meaning even sized communities. Other algorithms, like Infomap and RN, tend to decrease the pielou index of their partitions, this happens because these algorithms tend to join nodes forming a big community sometimes encompassing all network nodes (partition for which the pielou index would be zero). Only CPM and surpriser keep the correct pielou index till a $\mu$ value around 0.6. An interesting feature of the Infomap algorithm is that although as $\mu$ increases it tends to join all nodes in the same community ($PI \sim 0$), one observes for the RC benchmark that there is a critical density point in the graphs for which it starts breaking this big community into smaller ones again, since for $\mu = 0.9$ one can see in Table 6 that the pielou index jumps again to values close to 1. In the way the RC benchmark is degraded, at $\mu = 0.9$, 90% of its links have been lost, therefore the connection density in the graph becomes strongly diminished sometimes creating many disconnected components in the graph. To visualize this issue, we show figure 3 where we plot the number of communities identified by the Infomap algorithm against the graph’s density (number of actual links divided by the number of possible links) for each RC graph in each set at different degradation levels. One observes that, below a certain density, all nodes are merged into a single community, but as the density becomes even smaller, the graph becomes fragmented and again many communities are identified.

3.3 A Survey of the Surprise Landscape

The number of different partitions into which one may divide the nodes of a network, even for graphs with only a few nodes, is astronomically huge and so it is not possible to test them all in search for the one that results in the global maximum of a quality function, therefore the need for heuristic algorithms. Such algorithms may have drawbacks like returning a local and not the global maximum, which in any case may be degenerated. An important question to tackle is whether having two partitions laying at two different local maxima with close values, mean that they represent the system in similar configurations. If they do, the problem of whether the algorithm is returning the global or a nearby local maximum is diminished for, even though the algorithm may return a local maximum, the closer it is to the global, the more the solution represent the system in the optimal configuration.

The goal here is, therefore, to analyse the difference between the partitions in an abstract partition space and the relationship between their values of Modularity and its competitor, the Surprise. For comparing different partitions we will be using the VI, a properly defined metric. In particular, given many ($N$) different partitions for the nodes in a network, we start by creating a distance matrix $d_{ij}$, where every element is the VI between two partitions $i$ and $j$. In order to make an intuitive visualization of this matrix, we follow a similar approach as done in [37]. We proceed to evaluate an embedding of all the partitions: a vector $\vec{r}_i = (x_i, y_i)$ is associated to each partition in such a way that the euclidean distance between two different vectors $\vec{r}_i$ and $\vec{r}_j$, each representing a different partition, is as close as possible to the VI between partitions $i$ and $j$.

This embedding is created using a steepest descent algorithm that walks over the $\vec{r}_i$ ($2N$-dimensional) parameter space searching for the minimum of $\chi^2$ defined as:
| Algorithm | Pielou | 0.0 | 0.1 | 0.2 | 0.3 | 0.4 | 0.5 | 0.6 | 0.7 | 0.8 | 0.9 |
|-----------|--------|------|------|------|------|------|------|------|------|------|------|
| Joynain   |        | 0.75 | 0.76 | 0.73 | 0.76 | 0.77 | 0.77 | 0.75 | 0.74 | 0.74 | 0.73 |
|           |        | 0.45 | 0.76 | 0.77 | 0.76 | 0.76 | 0.77 | 0.76 | 0.76 | 0.76 | 0.76 |
|           |        | 0.95 | 0.96 | 0.96 | 0.96 | 0.97 | 0.98 | 0.98 | 0.96 | 0.96 | 0.96 |
| CPM       |        | 0.75 | 0.76 | 0.76 | 0.76 | 0.77 | 0.77 | 0.78 | 0.79 | 0.79 | 0.79 |
|           |        | 0.45 | 0.76 | 0.76 | 0.76 | 0.77 | 0.77 | 0.77 | 0.78 | 0.78 | 0.78 |
|           |        | 0.95 | 0.96 | 0.96 | 0.96 | 0.96 | 0.96 | 0.96 | 0.96 | 0.96 | 0.96 |
| InfoMap   |        | 0.75 | 0.76 | 0.76 | 0.76 | 0.76 | 0.77 | 0.78 | 0.79 | 0.79 | 0.79 |
|           |        | 0.45 | 0.76 | 0.76 | 0.76 | 0.77 | 0.77 | 0.77 | 0.78 | 0.78 | 0.78 |
|           |        | 0.95 | 0.96 | 0.96 | 0.96 | 0.96 | 0.96 | 0.96 | 0.96 | 0.96 | 0.96 |
| RB        |        | 0.75 | 0.76 | 0.76 | 0.76 | 0.77 | 0.77 | 0.78 | 0.79 | 0.79 | 0.79 |
|           |        | 0.45 | 0.76 | 0.76 | 0.76 | 0.77 | 0.77 | 0.77 | 0.78 | 0.78 | 0.78 |
|           |        | 0.95 | 0.96 | 0.96 | 0.96 | 0.96 | 0.96 | 0.96 | 0.96 | 0.96 | 0.96 |
| BN        |        | 0.75 | 0.76 | 0.76 | 0.76 | 0.76 | 0.77 | 0.77 | 0.78 | 0.78 | 0.78 |
|           |        | 0.45 | 0.76 | 0.76 | 0.76 | 0.77 | 0.77 | 0.77 | 0.78 | 0.78 | 0.78 |
|           |        | 0.95 | 0.96 | 0.96 | 0.96 | 0.96 | 0.96 | 0.96 | 0.96 | 0.96 | 0.96 |
| SCluster  |        | 0.75 | 0.76 | 0.76 | 0.76 | 0.76 | 0.77 | 0.77 | 0.78 | 0.78 | 0.78 |
|           |        | 0.45 | 0.76 | 0.76 | 0.76 | 0.77 | 0.77 | 0.77 | 0.78 | 0.78 | 0.78 |
|           |        | 0.95 | 0.96 | 0.96 | 0.96 | 0.96 | 0.96 | 0.96 | 0.96 | 0.96 | 0.96 |
| UCluster  |        | 0.75 | 0.76 | 0.76 | 0.76 | 0.76 | 0.77 | 0.77 | 0.78 | 0.78 | 0.78 |
|           |        | 0.45 | 0.76 | 0.76 | 0.76 | 0.77 | 0.77 | 0.77 | 0.78 | 0.78 | 0.78 |
|           |        | 0.95 | 0.96 | 0.96 | 0.96 | 0.96 | 0.96 | 0.96 | 0.96 | 0.96 | 0.96 |
| surprizer |        | 0.75 | 0.76 | 0.76 | 0.76 | 0.76 | 0.77 | 0.78 | 0.78 | 0.78 | 0.78 |
|           |        | 0.45 | 0.76 | 0.76 | 0.76 | 0.77 | 0.77 | 0.77 | 0.78 | 0.78 | 0.78 |
|           |        | 0.95 | 0.96 | 0.96 | 0.96 | 0.96 | 0.96 | 0.96 | 0.96 | 0.96 | 0.96 |

Table 6: Pielou index for the communities sizes identified by each algorithm for the RC Benchmarks. The values in the table are averages over all 100 graphs for each value of $\mu$ and benchmarked (generated) pielou index.
Table 7: Pielou index for the communities sizes identified by each algorithm for the OUR Benchmarks. The values in the table are averages over all 100 graphs for each value of \( \mu \) and benchmarked (generated) pielou index.

| Algorithm | Pielou | \( \mu \) | 0.0 | 0.1 | 0.2 | 0.3 | 0.4 | 0.5 | 0.6 | 0.7 | 0.8 | 0.9 |
|-----------|--------|---------|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|
| Iouman   |        |         | 0.75| 0.79±0.00 | 0.96±0.00 | 0.96±0.01 | 0.97±0.01 | 0.98±0.01 | 0.97±0.01 | 0.97±0.01 | 0.98±0.01 | 0.97±0.01 |
| UVCluster|        |         | 0.85| 0.80±0.00 | 0.95±0.00 | 0.95±0.00 | 0.95±0.00 | 0.95±0.00 | 0.95±0.00 | 0.95±0.00 | 0.95±0.00 | 0.95±0.00 |
| CPM      |        |         | 0.75| 0.75±0.00 | 0.73±0.00 | 0.73±0.00 | 0.74±0.00 | 0.75±0.00 | 0.76±0.00 | 0.77±0.00 | 0.79±0.00 | 0.81±0.00 |
| Infomap  |        |         | 0.85| 0.85±0.00 | 0.85±0.00 | 0.85±0.00 | 0.85±0.00 | 0.85±0.00 | 0.85±0.00 | 0.86±0.00 | 0.87±0.00 | 0.87±0.00 |
| RB       |        |         | 0.75| 0.79±0.00 | 0.94±0.00 | 0.94±0.00 | 0.93±0.00 | 0.92±0.00 | 0.92±0.00 | 0.92±0.00 | 0.92±0.00 | 0.92±0.00 |
| BN       |        |         | 0.75| 0.73±0.00 | 0.68±0.00 | 0.69±0.00 | 0.69±0.00 | 0.70±0.00 | 0.71±0.00 | 0.72±0.00 | 0.73±0.00 | 0.74±0.00 |
| SCCluster|        |         | 0.85| 0.85±0.00 | 0.86±0.00 | 0.86±0.00 | 0.86±0.00 | 0.86±0.00 | 0.86±0.00 | 0.86±0.00 | 0.86±0.00 | 0.86±0.00 |
| UVCluster|        |         | 0.75| 0.76±0.00 | 0.76±0.00 | 0.76±0.00 | 0.76±0.00 | 0.76±0.00 | 0.76±0.00 | 0.76±0.00 | 0.76±0.00 | 0.76±0.00 |
| surpirer |        |         | 0.75| 0.75±0.00 | 0.75±0.00 | 0.75±0.00 | 0.75±0.00 | 0.75±0.00 | 0.75±0.00 | 0.75±0.00 | 0.75±0.00 | 0.75±0.00 |

Notes: The values are averages over all 100 graphs for each value of \( \mu \) and benchmarked (generated) pielou index.
\[ \chi^2 = \sum_{i=1}^{N} \sum_{j>i\mid d_{ij} < d_{\text{lim}}} d_{ij} \left( \sqrt{(x_i - x_j)^2 + (y_i - y_j)^2} \right)^2, \tag{9} \]

where the first sum runs over all partitions while the second sum runs over the partitions whose distance to the \(i\)'th partition is less than some predetermined value \(d_{\text{lim}}\). The factor \(d_{ij}^\gamma\) allows to use the parameter \(\gamma\) in order to control the relative importance of partitions closer or further apart. The smaller the value of \(\chi^2\), the closer the euclidean distances are to the VI between partitions \(i\) and \(j\) \((d_{ij})\). To minimize \(\chi^2\) we evaluate the gradient of \(\chi^2\) in parameter space and then update the values of \(x_i\) and \(y_i\) in the direction opposite of this gradient, so going towards smaller values of \(\chi^2\).

In order to thoroughly study the partition space of a network, we choose to work with a simple graph: the one studied in [16] and shown in figure 4. This 11 nodes graph is composed by two size 4 cliques connected by a length 3 path. In the partition with maximum modularity (global maximum), each 4-clique is assigned to a different community and the 3-path to a third community. In the case of the surprise, the global maximum is degenerated: each 4-clique forms a separated community, but one of the extreme nodes in the 3-path is assigned to a community alone and the other two nodes to a fourth community and, since there are two way to make this partition, there are two different partitions with the same maximum surprise value.

For this network, we produced 1336 different partitions by means of the annealing functions implemented in the surpriser package. The embedding was produced using as parameters \(\gamma = -1\) (giving more importance to partitions close by) and \(d_{\text{lim}} = 1\). (considering all distances between every pair of partitions). Figures 5a) and 5b) show the resulting modularity and surprise surfaces resulting from the embedding: over the xy-plane are the resulting coordinates representing each partition and in the z-axis the value of Modularity and Surprise respectively.

In figure 5 one can compare the surprise and modularities landscapes for the set of 1336 partitions of the graph in figure 4. One sees that in Modularity’s case, although the global maximum is not degenerated, the degeneracy problem is accentuated, as there is a plateau region where many different solutions lie really close to the global maximum in the z-axis, but are far apart in the xy-plane. Because the distance in the xy-plane mimics the VI between two partitions, this plateau region contains partitions that are close to the global maximum in value but that are very different from each other in structure (represent very different network partitions). Surprise, on the other hand, has two sharp peaks that are the optimal value, close to a third representing the partition that results in the modularity maximum, all close together. As the points near the maximum are closer to each other, this means that the close to optimal partitions are also more similar and the further away one is to the region of the maxima, the more different the partitions represented are and the smaller and smaller the values in surprise.

This does not mean that Surprise does not suffer from a degeneracy problem at all, what it does mean is that different partitions with a corresponding surprise value close to the maximum are similar to each other, such that even if an algorithm doesn’t find the global maximum, the partitions that are nearby that point are representative of the network’s true community structure. Both Surprise and Modularity suffer from the degeneracy problem in the sense that there’s no guarantee that the global maximum is unique, however partitions close to the maximum of Surprise are similar to each other, unlike Modularity, where two partition with high values of modularity may be representing different community divisions.

In order to stress this point further and more objectively, we also produced the plot in figure 6. In this plot, since, the two functions have different bounds, we first normalize each surface such that the highest peak has height 1 and the lowest point is at zero. Next we sort the all partitions by height and

\[ ^6 \text{No relation of this } \gamma \text{ to the parameters used in order to generate benchmarks.} \]
Figure 5: Surprise and modularity landscapes over partition space.
imagine a walk starting from the highest peak to the next highest one and to the next, and so one until the hundredth one. In the x-axis of the plot is the cumulative distance, the sum of the VIIs between two consecutive partitions until the point one is at and in the y-axis the height of this point. One clearly sees from the figure that the surprise highest points are much more prominent than the ones in the modularity surface and, moreover, one walks a greater distance in the modularity surface in order to cover the same number of points, indicating that they are, on average, further apart from each other. We note however, that the graph over which these partitions were made is a rather uninvolved one and, understanding the shortcuts of modularity, it is clear that having a more complex graph would only exacerbate the issues pointed out by this analysis.

4 Overview and Conclusions

The definition of communities in a graph and the best way to detect such structures are open problems in graph theory. As a consequence, several different approaches to identify these groups have been suggested, as well as different validation benchmarks for these different algorithms. Therefore it becomes important a systematical and objective comparison of these methods.

In the present work, we started by generating a number of benchmark networks following two recipes normally employed for this objective (LFR and RC) and a third one that we propose in order to isolate and control separately the different issues that these benchmarks may present. Next we compare the results obtained from different community detection algorithms over these graphs and search for the possible biases of each one over each benchmark. We point out that the networks generated by the LFR benchmark may suffer from the fact that they arbitrarily assign nodes to communities fulfilling requirements at a local (node) level and not at global (community) level. As a result, the communities formed may present subsets of vertices that are poorly connected to the rest of the community and algorithms that do not suffer from the issue known as resolution problem tend to break these communities into smaller pieces. One observes therefore that algorithms that perform well in the LFR benchmark tend to perform worse in the other two where the communities are defined from cliques which are slowly degraded. It is not for us to say which is the correct way to define a community, but those applying these techniques in a particular system with particular goals, should be aware of these biases and issues in order to correctly select the algorithm or the community definition more in line with their objectives and systems under study. Such algorithms with a bad resolution also tend to divide the graphs into communities of similar sizes and therefore have problems identifying communities of heterogeneous sizes.

We also presented a new algorithm based on the optimization of the quality function named as surprise. We showed that this method is able to resolve communities of heterogeneous sizes, resolving big and small communities in the same graph, as opposite to algorithms that tend to group nodes in more homogeneous clusters, like louvain. Moreover we showed that this quality function has a steeper maximum region, meaning that the higher the surprise value for a given partition, the closer this partition is to the optimal one. This is in contrast to the modularity landscape, where very different partitions may have very similar values of modularity close to the global maximum.
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A The Surpriser Package

The Surpriser package can be found in the The Python Package Index (PyPI - https://pypi.org/project/Surpriser/). Along with the source code and installation files, one finds also a comprehensive manual where each function and method is thoroughly explained with details on how to use the functions’ arguments in order to perform in the best way each possible operation. In the manual, each explanation is illustrated with an useful example, some of them reproducing a few results found in this article. Below we briefly highlight the functionalities and the data that can be found in the package and after that we comment on some numerical issues about the implementation.

A.1 Package modules, objects and functions

The package has four modules. Each module has the following objects and functions:

• Module surprise:
  - Surpriser (Object) → gathers the graph structure information and has methods to work out the partition that optimizes the surprise.
  - compare (Function) → evaluates the non-normalized variation of information between two partitions (number between 0 and \( \ln K \), where \( K \) is the length of the lists being compared).
  - surprise (Function) → evaluates the value for the function surprise found in equation (1).
  - fact (Function) → returns the natural logarithm of the factorial of a number (\( \ln n! \)).
  - gammas (Function) → returns the natural logarithm of a combination (\( \ln \binom{n}{k} = \ln n! - \ln k! - \ln(n - k)! \)).
  - ChiGrad (Function) → given the coordinates of an embedding and a matrix of distances \( d_{ij} \), evaluates the \( \chi^2 \) in equation (9), its gradient in parameter space and the modulus of this gradient.
  - embedding (Function) → given a matrix of distances \( d_{ij} \), evaluates the coordinates \( \vec{r}_i = (x_i, y_i) \) that minimize \( \chi^2 \) in equation (9).

• Module data:
  - Mtoy (List of lists of integers) → M matrix for the graph in figure 4.
  - Msyn (List of lists of integers) → M matrix for the metabolic network of *synechocystis sp. PCC6803*. This network was constructed using information from the KEGG database as explained in [32].
  - NODESsyn (List of strings) → Metabolite represented by each node in the Msyn network.
  - M243273 (List of lists of integers) → M matrix for the PPI network of *Mycoplasma genitalium*. This network was constructed using information from the STRING database as explained in [32].
  - NODES243273 (List of strings) → Protein represented by each node in the M243273 network.
  - partsToy (List of lists of integers) → List of 1336 partitions of the graph in figure 4.
  - surpsToy (List of floats) → Surprise value of the partitions in partsToy.
  - comsToPart (Function) → Transforms a list of communities into a partition.
  - partToComs (Function) → Transforms a partition into a list of communities.
  - surStats (Function) → Given a Surpriser instance current state, evaluates the parameters \( p, q \) and \( r \) and other information from its community structure.
  - check (Function) → Checks the integrity of an instance of the Surpriser object. This was programmed for debugging purposes.
• Module randoms:
  
  - **drand** (Function) → Returns a random number with homogeneous distribution between 0 and 1.
  - **drand\_SF** (Function) → Returns a random number with continuous scale-free distribution.
  - **irand\_SF** (Function) → Returns a random number with discrete scale-free distribution.
  - **gamma\_MLE\_cont** (Function) → Given a list of floats, evaluates by maximum likelihood the best $\gamma$ supposing the numbers come from a continuous scale-free distribution ($p(k) \propto k^{-\gamma}$, $k \in \mathbb{R}^+$).
  - **gamma\_MLE** (Function) → Given a list of integers, evaluates by maximum likelihood the best $\gamma$ supposing the numbers come from a discrete scale-free distribution ($p(k) \propto k^{-\gamma}$, $k \in \mathbb{N}$). Details on the equation one needs to solve in order to obtain $\gamma$ can be found in [32].
  - **lnL\_cont** (Function) → Given a list of floats, evaluates the log-likelihood supposing the numbers were generated by a continuous scale-free distribution.
  - **lnL** (Function) → Given a list of integers, evaluates the log-likelihood supposing the numbers were generated by a discrete scale-free distribution.
  - **zeta** (Function) → Riemann zeta function in equation (7). The sum in this equation converges very slowly, but in the implementation of this function we used the method developed in [40].
  - **dzetadx** (Function) → First derivative of the Riemann zeta function in equation (7) with respect to $\gamma$.
  - **stats** (Functions) → Given a list of numbers evaluates the list’s average, standard deviation and (optionally) the skewness.

• Module benchmark:

  - **MBenchmark** (Object) → Instance of a benchmark network of type OUR that can be degraded via $p$, and $q$. The initial structure is constructed from a list of numbers (cliques sizes), the parameter $r$ and an optional argument indicating whether to connect the cliques in a ring.
  - **Pielou** (Function) → Given a list of numbers representing community sizes, evaluates the corresponding pielou index.
  - **Pielouer** (Function) → Creates a list of numbers with a given controlled pielou index.
  - **PielouerNodes** (Function) → Creates a list of numbers with a given controlled pielou index with the possibility of also fixing within a given range the total sum of the numbers (total number of nodes in the clique set).

For the two objects in the modules (**Surpriser** and **MBenchmark**), we list below their attributes and methods (functions). These objects have attributes that are fixed and do not change and others that depend on their current states. The state of each object may change according to the methods (functions) called. The **Surpriser** may have its current partition changed by its methods, while **MBenchmark** may have the links inside the network created or destroyed by its methods.

• **Surpriser** object:

  - **M** (Integer) → Total number of possible links inside communities, given the current network’s partition.
  - **F** (Integer) → Total number of possible links in the network, given its size.
  - **K** (Integer) → Number of nodes in the network.
  - **nL** (Integer) → Total number of links in the network.
  - **p** (Integer) → Number of links between nodes in a same community, given the current partition of the graph into communities.
  - **Nc** (Integer) → Number of different communities in the current partition.
  - **surprise** (Float) → Surprise value corresponding to the current partition.
  - **connected** (Function) → Checks whether two nodes are connected.
  - **partition** (Function) → Returns the current partition of the network.
- **community** (Function) → Returns a given community from the current partition of the network.
- **show_communities** (Function) → Prints on screen the current division of the graph into communities.
- **links_in** (Function) → Given a list of nodes, returns a tuple indicating the total number of links between the nodes and the number of links to nodes outside the list.
- **extractor** (Function) → Tries to extract one or many nodes from communities.
- **extractor_an** (Function) → Same as **extractor**, but the operation is performed as an annealing with a given temperature.
- **exchanger** (Function) → Tries to exchange elements between communities.
- **exchanger_an** (Function) → Same as **exchanger**, but the operation is performed as an annealing with a given temperature.
- **merger** (Function) → Tries to merge pairs of communities into a single one.
- **merger_an** (Function) → Same as **merger**, but the operation is performed as an annealing with a given temperature.
- **subcommuniter** (Function) → Tries to extract a subcommunity from a community.
- **subcommuniter_an** (Function) → Same as **subcommuniter**, but the operation is performed as an annealing with a given temperature.
- **subcommunity_exchanger** (Function) → Tries to exchange a subcommunity between communities.
- **subcommunity_exchanger_an** (Function) → Same as **subcommunity_exchanger**, but the operation is performed as an annealing with a given temperature.
- **subcommunity** (Function) → The method returns an instance of the **Surpriser** object built with the sub-graph formed by a given community.
- **stepper** (Function) → Performs all operations sistematically to exhaustion until the surprise value can no longer be raised. The method returns a tuple indicating the number of successful different operations made.
- **montecarlo_step** (Function) → Performs a full monte carlo step over the annealing operations. The method returns the number of successful different operations made.
- **checkN** (Function) → Returns a list with the change value in surprise that would result by all possible operations (but without actually performing the operations).
- **shake** (Function) → Performs all exchanges and subcommunity exchanges that result in a partition with the exact same value for the surprise (degenerate state). The method returns a tuple indicating the number of exchanges and subcommunity exchanges made.

* MBenchmark object:

- **M** (List of lists of integers) → Graph’s M matrix.
- **K** (Integer) → Number of nodes in the graph.
- **r** (Float) → Fraction of network nodes alone in their own communities in the benchmarked partition.
- **Nc** (Integer) → Number of communities in the benchmarked partition.
- **N1** (Integer) → Number of nodes in their own communities in the benchmarked partition.
- **NcCliques** (Integer) → Number of cliques used to construct the benchmark network.
- **NinCliques** (Integer) → Number of nodes inside cliques.
- **cliques** (List of integers) → List with the cliques sizes used to construct the benchmark network.
- **partition** (List of integers) → Benchmarked partition.
- **cycle** (Boolean) → Indicates whether the network was constructed as a ring of cliques.
- **betweenec** (Integer) → Current number of links between nodes of different communities.
- incliques (Integer) → Current number of connections between nodes in the same communities.
- func1 (lambda Function) → Function to control the degradation of links inside cliques.
- params1 (Tuple) → Parameters used in func1.
- func2 (lambda Function) → Function to control the arising of links between different communities.
- params2 (Tuple) → Parameters used in func2.
- degradP (Function) → Destroy links inside communities according to the probabilities controlled by func1 and params1.
- degradQ (Function) → Create links between different communities according to the probabilities controlled by func2 and params2.
- saveEdges (Function) → Saves to a file the current list of links in the network.
- savePartition (Function) → Saves to a file the benchmarked partition of the network.

A.2 Evaluation of the surprise

For real graphs with a reasonable partition, the surprise in equation (1) is a big number, which means that the elements in the sum are very small, sometimes even smaller than computer precision is able to deal with. For example, the value of surprise reached by the algorithm for the metabolic network of *synechocystis sp. PCC6803* is

\[
S = 3748.366873,
\]

which means that the sum in the right hand side of equation (1) is

\[
\exp(-3748.366873)
\]

and any computer would evaluate it as being zero (below machine precision).

In order to avoid such problems in the evaluation of \( S \), the implemented function first, instead of evaluating the combination ratios in the sum (which are themselves even smaller numbers), evaluates their logarithms\(^7\), it then identifies the maximum value found (the one with the less negative logarithm) and extracts it from the sum:

\[
a_j = \binom{\ell + \ell}{n - j - \ell}^{-\ell - j - \ell} \\
S &= -\ln \sum_{j=0}^{\min(M - \ell, n - \ell)} a_j \\
    &= -\ln \left( a_{max} \left( 1 + \sum_{j=1}^{\min(M - \ell, n - \ell)} \frac{a_j}{a_{max}} \right) \right) \\
    &= -\ln a_{max} - \ln \left( 1 + \sum_{j=1}^{\min(M - \ell, n - \ell)} \frac{a_j}{a_{max}} \right),
\]

supposing the first term in the sum was the biggest \( a (a_{max} = a_0) \).

Now the surprise in equation (11) can be easily evaluated by a computer for the term \( \ln a_{max} \), which is the dominating one, is just a short sum of logarithms of factorials and the second term is just a correction to it which can also be evaluated since the \( a \) terms are all of similar order of magnitude such that one does not run into deep computer precision problems in its evaluation. We should note here that in the implementation of the SurpriseMe tools \([20]\) the authors have used Stirling’s approximation in order to compute the value of \( S \). In our implementation the result obtained is not an approximation and if the two are compared a small difference can be noticed especially for smaller values of \( S \), when the approximation is worse.

\(^7\)Here one also understand why the functions \texttt{fact} and \texttt{gammas} were programmed in the \texttt{surprise} module in the first place.
A.3 The embedding

The embedding proposed in section 3.3 (obtaining the coordinates \( \vec{r}_i \) that minimize equation (9)) is achieved through a gradient descent algorithm. The gradient of this function is a \( 2N \) dimensional vector, where \( N \) is the number of points for which one wishes to find the coordinates. In the case described in this paper, \( N = 1336 \).

In using this function one should be aware of numerical instabilities. The programmed function has two parameters that control how greedily the algorithm descents toward the minimum: \texttt{lamb} (\( \lambda \)) with default value of 0.2 which tells how fast initially the algorithm walks in the direction of the gradient (\( \lambda \nabla \chi^2 \)) and \texttt{adj} with default value of 0.05 which either increases the value of \( \lambda \) by a fraction proportional to it in a successful step in the gradient direction or reduces it every non-successful step.

The gradient descent stops running and returns the current coordinate values in case the module of the gradient divided by the number of parameters (\( |\vec{\nabla} \chi^2|/(2N) \)) is smaller than an adjustable precision (whose default value is \( \epsilon = 10^{-10} \)) or the value of \( \lambda \) goes below \( 10^{-18} \) or the algorithm fails to advance in the gradient direction for more than 5000 consecutive steps.

After running the embedding function, one can always obtain the \( \chi^2 \) value, the gradient of it in coordinate space and its module in order to check the quality of the obtained embedding by using the \texttt{ChiGrad} function in the \texttt{surprise} module.

B The Pielou Index

The Pielou index measures how even a partition of elements into communities is. It is basically the entropy for the distribution given by the fraction of nodes in each community.

Let’s take a number \( K \) of nodes in a graph and divide them into \( N \) communities. Each group \( i \) has \( c_i \) elements in it, therefore,

\[
\sum_{i=1}^{N} c_i = K.
\]

Now, take a node at random. The probability that it belongs to community \( i \) is \( p_i = \frac{c_i}{K} \). The more even the communities sizes are, the more uncertain one can be on the community of a randomly selected element. The entropy for this distribution is a measure of this uncertainty:

\[
H = -\sum_{i=1}^{N} p_i \ln p_i, \tag{12}
\]

its maximum value is \( \ln N \) in the case that \( p_i = \frac{1}{N} \) (most even case) and its minimum is 0 if one has all elements in the same community. Thus, one can construct a normalized index (between 0 and 1) dividing \( H \) by \( \ln N \) and this is precisely the Pielou index:

\[
PI = \frac{H}{\ln N}. \tag{13}
\]
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