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Abstract.
Turbulent and vortical flows are ubiquitous and their characterization is crucial for the understanding of several natural and industrial processes. Among different techniques to study spatio-temporal flow fields, complex networks represent a recent and promising tool to deal with the large amount of data on turbulent flows and shed light on their physical mechanisms. The aim of this review is to bring together the main findings achieved so far from the application of network-based techniques to study turbulent and vortical flows. A critical discussion on the potentialities and limitations of the network approach is provided, thus giving an ordered portray of the current diversified literature. The present review can boost future network-based research on turbulent and vortical flows, promoting the establishment of complex networks as a widespread tool for turbulence analysis.
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1. Introduction

Fluid flows usually appear in nature and industrial applications as a turbulent motion, characterized by strong vortical structures and a chaotic behavior. Understanding turbulence (that is inherently vortical) and non-turbulent vortical flows (such as low Reynolds number wakes), hence, is crucial and has a relevant technological, environmental and economic impact. So far, several numerical and experimental techniques as well as theoretical models have been developed to unravel the intrinsic difficulties of dealing with turbulent and vortical flows \cite{1,2}. However, numerous issues – such as coherent structure characterization, flow control, high Reynolds number scaling or emergence of spatio-temporal patterns – are still open and subject of intense research \cite{3,5}.

The high dimensionality and nonlinearity of fluid flows put strong methodological challenges to extract informative features from flow data, especially in case of turbulence. Novel methodological approaches are then continuously required to understand turbulent flows \cite{6}. Several techniques have then been employed in fluid flow analysis so far, that have strongly relied on statistics (e.g., probability functions, structure functions, principal component decomposition \cite{1}) and analytical formulations (e.g., Fourier transform \cite{1}), as well as insights from dynamical systems theory (e.g., finite-time Lyapunov exponent \cite{7}). Each methodology has provided a different perspective on the flow dynamics; a very relevant example is the study in the frequency domain by Fourier analysis. However, facing open issues in turbulence still requires the development of different tools, which can overcome the limitations of traditional techniques or shed a different light on the complexity of turbulent flows.

Novel approaches such as machine learning and network science, fostered by the increase in the computational capabilities and the availability of very large datasets, have come to light in recent times for studying fluid flows. Machine learning has gained well-grounded roots in several areas of fluid dynamics, and nowadays it is adopted as a tool for flow modeling, control and optimization strategies (e.g., see \cite{8} for a comprehensive review). Compared with the wide diffusion of machine learning in fluid mechanics, the application of network science
turbulent and vortical flow systems has a more recent development and less extended borders. While complex networks theory has been largely adopted in several research areas – such as social networks, medicine, climate and economy, among others [9] – the first works trying to combine turbulence and complex networks date back to just a decade ago and only in the last few years a growing number of works has appeared, giving evidence of the rising interest from the turbulence scientific community. Although the adoption of a complex network viewpoint of turbulence is recent, different network methodologies have already been employed (in some cases developed ad hoc) to study turbulent and vortical flows under a variety of different flow configurations, producing so far a diversified collection of applications.

The aim of this work is to gather the up-to-date literature review on network-based analysis of turbulent and vortical flows in an organized and critical view, which can be exploited as a reference point for future research on the topic. In fact, thanks to the preliminary attempts in building bridges between network science and turbulent and vortical flows, valuable insights have already emerged. With this review, therefore, we intend to highlight the main findings achieved so far, and provide a critical discussion on the potentialities and limitations of the network approach, thus trying to give an ordered portray of the current literature. Within the general context of fluid mechanics, a short review has been recently proposed on the application of network tools for climate and geophysical flows [10]. In fact, climate and geophysical flows have been widely investigated so far by means of several network-based techniques [11, 12], also involving multi-scale or multi-layer network formulations [13, 14]. Compared to [10], the present work comprises a different spectrum of topics involving turbulent and vortical flows, and applications are reviewed according to the flow configuration rather than to a method-wise fashion.

The paper is organized as follows. Section 2 briefly summarizes the network-based methodologies typically used for turbulent flows analysis. The core of the review including the main results is in Section 3. Section 4 draws some concluding remarks and future perspectives, while Appendix A provides a synthetic overview about complex networks and their metrics.

2. Mapping spatio-temporal flow data in complex networks

Methodologies developed to map fluid flows in complex networks can be organized in three main categories: (i) analysis of time-series; (ii) spatial network analysis; (iii) Lagrangian network analysis. The three methodologies are briefly outlined, highlighting the main features and drawbacks of each approach.

2.1. Network methods for time-series analysis

Three main classes of methodologies have been proposed so far to map (univariate or multivariate) time-series into networks [15]: proximity networks, transition networks and visibility graphs.

2.1.1. Proximity networks

In proximity networks, nodes are associated with groups of data referred to as state vectors and links are activated on the basis of a proximity in a suitable phase-space. Two approaches are usually followed, namely, recurrence networks [16] and cycle networks [17]. In recurrence networks, states (i.e., nodes) are embedded in a phase-space with size equal to the state length (i.e., the embedding dimension). For instance, in Figure 1a, states are consecutive pairs of data (depicted with different colors); thus the phase-space has dimension equal to two. Links are enabled if two nodes are sufficiently close in the phase-space according to a specific metric, such as the Euclidean distance. The general idea, therefore, is to interpret the recurrence matrix employed for recurrence plot analysis as a network adjacency matrix [16]. Among other proposed linking criteria, the k-nearest neighbors (k-nn) and ϵ-recurrence approaches have been employed for studying vortical and turbulent flows. In k-nn networks, a node is linked to the closest k nodes in the phase-space, so that each node degree (see Appendix A) is fixed (in Figure 1b, k = 3). In ϵ-recurrence networks, instead, links are established if the Euclidean distance (defined in the phase-space) is less than a threshold ϵ (in Figure 1c, ϵ = 1).
Figure 1: (a) Example of recurrence network building, in which a signal is divided in ten state vectors with dimension equal to two. The corresponding phase-space and a k-nearest neighbors (k-nn) network and an ϵ-based network (with k = 3 and ϵ = 1) are also shown. (b) Examples of transition networks. (Left), six states (i.e., nodes, highlighted with different colors) are obtained uniformly sampling the series in the range (0, 12); (Right) ordinal partition network with nodes equal to groups of three consecutive data (the ordinal descending sequence is indicated within brackets). The link thickness is proportional to the transition probability between two consecutive nodes. (c) Example of natural (NVG) and horizontal (HVG) visibility graphs, where links are depicted as green lines and data are shown as blue bars.

In both k-nn and ϵ-recurrence networks, a set of (arbitrary) parameters needs to be properly tuned. The choice of the embedding dimension value (e.g., equal to two nodes in Figure 1a) is common to all recurrence network approaches, and relies on characteristic times associated with the system under study (e.g., characteristic periods). Additionally, states (i.e., nodes) are usually defined as time-delayed vectors – namely intervals of the signal with a temporal spacing larger than the sampling time-step [16] – so that a time-delay needs also to be defined (e.g., in Figure 1k the time-delay is equal to the time-step since nodes are defined by consecutive data). In ϵ-recurrence networks, the choice of the threshold ϵ is non-trivial and is typically set in order to fix the network edge density [18, 19], to make the network be fully connected [20, 21], as well as by relying on percolation analysis that produces a single giant component [22]. In applications of k-nn to turbulent flows (see [23, 24]), a value k = 4 has been used (as suggested in [25]), since small values of k in the range [3 − 8] are usually able to capture dynamical differences in the system.

Cycle networks are employed to study periodic-like time-series [17]. Due to the pseudo-periodicity in the signal, nodes are identified with temporal intervals of the signal, called cycles, between two consecutive local maxima (or minima). Links can be established if the intervals of series representing cycles are close in a phase-space or are sufficiently correlated.

2.1.2. Transition networks

Transition matrices (also called probability matrices) are the representation of a Markov chain in the context of stochastic modeling. While studies based on probability matrices have largely been employed in several research fields including fluid mechanics (e.g., see [26, 27]), transition networks analysis has recently emerged as a tool to explicitly exploit the topological properties of transition matrices [15]. The key feature of transition networks is that a link between two nodes is weighted according to the (transition) probability that one node directly follows in time the other node [15], so that transition networks are usually directed graphs [28]. Two examples of transition networks are shown in Figure 1b for a given signal, s(t_i). In the top panel of Figure 1b the values of s(t_i) are divided in six equally-spaced states (i.e., nodes, which are highlighted with different colors) from 0 to 12. The corresponding network (bottom left panel) comprises six nodes and links are established if there is a direct transition in time from one state to another state (e.g., there is no transition from values in
Figure 2: (a) Example of a 2D vortical field represented via rotating arrows with intensity ω (highlighted with a different line thickness); blue and red arrows indicate positive and negative vorticity, respectively. The induced velocity, \( u_{i-j} \) and \( u_{j-i} \), between two spatial locations, \( i \) and \( j \), serve as link weights and are illustrated via green arrows. (b) Example of proximity-based network building via the Gabriel graph approach. (c) Example of correlation-based network building. A discretization of the domain in cells (represented by grid points in black, which correspond to network nodes) is performed. Velocity time-series in a turbulent channel flow (a snapshot of the streamwise velocity fluctuations is shown as a 2D colored section) are extracted at each grid point and exploited to build a correlation coefficient matrix, whose entries are thresholded to obtain an adjacency matrix (shown as a checkerboard plot).

red to values in black).

The second example is an ordinal-partition transition-network, as proposed in [29]. A state corresponds to a group of series-values sampled at a given temporal delay (e.g., in Figure 1b), states have length three with time-delay equal to the signal time-step, namely \( \Delta t_i = 1 \), and an ordinal (ascending or descending) sequence is assigned to each state according to the position of the series-values in the sequence. An example of state with length 3, \( t_i = \{11, 12, 13\} \), is highlighted in the top panel of Figure 1b (see dashed grey boxes) together with its symbolic descending sequence. The descending inequality for \( t_i = \{11, 12, 13\} \) is \( s(13) > s(11) > s(12) \) and the corresponding descending sequence is (2, 3, 1), because \( t_i = 13 \) occupies the first position in the inequality (i.e., the 1 in the sequence indicates which is the maximum value in the state), while \( t_i = 11 \) and \( t_i = 12 \) occupy the second and third positions, respectively. Each integer in a sequence, therefore, refers to the position of each datum \( s(t_i) \) in the descending or ascending inequality. Any possible sequence corresponds to a network node (in Figure 1b, each state has three values so the number of nodes is \( 3! = 6 \)) and links are established according to the temporal transition between consecutive sequences. The bottom right panel of Figure 1b shows the ordinal transition network for \( s(t_i) \); nodes corresponding to sequences (3, 2, 1) and (2, 1, 3) do not appear in the signal so they are disconnected nodes.

2.1.3. Visibility graphs

The third large class of networks for time-series analysis is represented by visibility graphs, in which nodes represent single values of the series. Two main variants have been proposed [15], as shown in Figure 1. The natural visibility graph (NVG) exploits a convexity criterion [20], so that a link between two nodes is activated if the straight line connecting the two data points lies above the other in-between data. E.g., in Figure 1, node 3 (i.e., at \( t_i = 3 \)) is connected to node 5 (i.e., at \( t_i = 5 \)) since node 4 is below the straight line (highlighted in green) between nodes 3 and 5. A simplified version is the horizontal visibility graph (HVG) that is an ordering criterion [31], namely two nodes are linked if the series values of the two nodes are both higher than the value of any other in-between datum. Geometrically, two nodes are linked in a HVG network if the horizontal line connecting the two nodes lies above the other in-between data (see green lines in Figure 1). Thanks to its simplicity, analytical results have been given for HVGs from random signals [31]. Both NVGs and HVGs are invariant under affine transformations of the series, i.e., under rescaling and translations of both horizontal and vertical axes. This implies that two time-series with a similar temporal structure but different mean and standard deviation values are mapped into the same visibility network [32]. Differently from proximity and transition networks (that usually require the choice of at least a parameter), visibility graphs are parameter-free.
2.2. Network-based analysis in the Eulerian viewpoint

Spatial networks refer to graphs in which nodes occupy specific (fixed) locations in space. Within the Eulerian viewpoint of vortical and turbulent flows, three main approaches (see Figure 2) have been proposed: (i) vorticity-induced velocity-interactions, (ii) proximity-based, and (iii) correlation-based link activation. In the former case (e.g., see Figure 2a), a node is associated to a vortical fluid element, and links between pairs of nodes (depicted as green arrows in Figure 2a) are quantified through the amount of induced velocity (dictated by the Biot-Savart law) between them [33, 34]. Accordingly, vorticity-induced spatial networks are typically link-weighted directed graphs; undirected networks can also be obtained by combining the information on the incoming and outgoing links.

In proximity-based spatial networks (as for time-series) links are simply activated if nodes occupy nearby locations in the physical space. For instance, Figure 2b shows a sketch of a proximity network based on the Gabriel graph criterion [35]. According to this criterion, two distinct nodes, \(i\) and \(j\), are linked (as shown in the green case on the right of Figure 2b) if any other node, \(h\), lies outside the circle (illustrated as dashed lines in Figure 2b) whose diameter is the distance between \(i\) and \(j\).

Finally, one of the most common ways to build spatial networks is via correlation of physical quantities (e.g., the velocity components) in different spatial locations (e.g., see Figure 2c in which a correlation network is built for a turbulent channel flow) [36–39]. In this approach, correlation coefficients are typically filtered via a threshold that retains the highest values (see the checkerboard plot in Figure 2c), so that only the strongest (positive and-or negative) values are retained.

2.3. Complex networks from Lagrangian particle trajectories

The third way to build networks from turbulent data exploits a Lagrangian viewpoint in which the position of a set of (actively or passively driven) entities is tracked over time. In this framework, particles (or, equivalently, their trajectory) or fluid elements as point vortices are typically associated to nodes of the network. Three main categories of Lagrangian networks have been proposed: vorticity-induced networks [40], proximity-based and similarity-based networks (see Figure 3). Vorticity-induced Lagrangian networks are equivalent to the Eulerian counterpart (see Figure 2a) and are obtained by tracking vortical elements in the domain [40]. In proximity-based networks, a link between a particle pair is established if the two particles come sufficiently close in space during their motion [41]. E.g., in Figure 3a, particles A and B are sufficiently close at times \(t_2\) and \(t_4\), while particles B and C only at time \(t_2\). The proximity criterion between particles can be checked within a given time interval (in Figure 3a, particle B is connected to particles A and C at least once in the interval \(t_1 - t_4\) [42, 43], or at each time instant (in Figure 3a, particle B is connected to both particles A and C only at time \(t_2\)) [44]. In the latter case, a temporal network is obtained, i.e., a network whose structure evolves in time.

In similarity-based networks (Figure 3b), instead, two particles are linked if they follow trajectories with similar path shapes regardless of their physical proximity to one another. E.g., particles A and B in Figure 3b come close in space during their motion but follow different trajectories (A and B are not linked), while particles B and C follow very similar trajectories (B and C are linked). Therefore, the similarity-based criterion requires the definition of an adequate time window for the comparison of trajectories. An example of similarity criterion is represented by the standard deviation of the time-series of the distance between two trajectories, where low standard deviation values indicate similar trajectories [45, 46].

Finally, particle trajectories can be used to build Lagrangian flow-networks, in which nodes represent fixed spatial locations while links are weighted according to the amount of particles that are transported between different locations [47]. In this way, the resulting network can be interpreted as a transition network in which links quantify the probability that particles are transported from one node to another node in the network [47].

5
3. Network-based applications to turbulent and vortical flows

This Section reports the main achievements obtained so far from the application of network tools to turbulent and vortical flows. The information on the methodologies of each reviewed work is outlined in Table 1 according to the definitions of nodes and linking criterion (for methods details, refer to Section 2).

3.1. Isotropic turbulence

One of the simplest configurations for turbulence is obtained in case of isotropy [1]. Taira et al. [34] studied a 2D decaying isotropic turbulent flow in which the link intensity was quantified by means of vorticity-induced velocity (e.g., see Figure 2a). By doing so, the strongest vortical elements in the flow were mapped in the network hubs (i.e., the most connected nodes). The authors showed that, when both large- and small-scale vortices are present, the vorticity-network displays a scale-free structure, namely a power-law distribution for the node strength (i.e., the node weighted degree [28], see Appendix A). The decay in turbulence energy with time corresponds to a disappearance of the smallest vortices, so that only the largest vortical elements survive and the network scale-freeness is lost. Physically, the scale-free property of the vorticity-network indicates that the flow does not possess a characteristic vortical scale (i.e., vortical structures are self-similarly distributed in the flow), and that strong vortical structures (hubs) are rare. These two features have important practical implications, since hubs can be targeted to implement flow control strategies. In fact, Taira et al. [34] evidenced that vorticity networks are resilient under random perturbations (i.e., random node removals) of the flow field, but not under hubs perturbation, namely the removal of the strongest vortical structures significantly affects the flow structure.

Differently from the work in [34], Scarsoglio et al. [72] proposed a correlation-threshold approach (see Section 2.2) to investigate a 3D (forced) homogeneous isotropic flow. By exploiting time-series of turbulent kinetic energy to calculate the correlation coefficient, the authors found out the appearance of spatial patterns of high degree nodes (i.e., network hubs) within the Taylor microscale, in spite of the homogeneity and isotropy of the flow. Most importantly, such patterns of hubs revealed to be associated to spatial regions that coherently evolve with similar vorticity values. Hence, the correlation-network based on the turbulent kinetic energy is able to infer the higher order spatial information of the vorticity field (which involves velocity gradients), i.e., coherent patterns over the temporal window considered. This capability of complex networks to identify flow critical regions (such as coherent eddies) in a texture of interconnections is a key feature that has been leveraged in several studies on turbulent and vortical flows, as it will be discussed in the next subsections.

3.2. Jets and Plumes

A common way in which turbulence appears in nature and industrial applications is represented by jets and plumes. These two flow configurations have been the subject of several network-based analyses, even
Table 1: Summary of the network methodologies employed in the reviewed literature. Acronyms legend: NVG, natural visibility graph; HVG, horizontal visibility graph; \(k\)-nn, \(k\)-nearest neighbors; RBC, Rayleigh-Bénard convection; DDC, double-diffusive convection; WT, wall turbulence; POD, proper orthogonal decomposition; STD, standard deviation.

| Linking criterion | Isotropic Turbulence | Jets and plumes | Wakes and vortical flows | Wall turbulence and convection | Turbulent combustors |
|-------------------|----------------------|-----------------|--------------------------|-------------------------------|----------------------|
| **Signal network analysis** |                     |                 |                          |                               |                      |
| Proximity         | \(\epsilon\)-recurrence: \[18, 21\]; \(k\)-nn: \[23\]       | \(\epsilon\)-recurrence: \[19\]     | \(\epsilon\)-recurrence: \[18, 21\]; \(k\)-nn: \[23\]       | Ordinal partition        |
| Transition        | Nodes \(\rightarrow\) data-binned signal values \[35\]    | WT: Nodes \(\rightarrow\) points in phase-space \[49\] | Ordinal partition \[19, 50–52\] | Nodes \(\rightarrow\) points in a 2D grid \[69, 70\] |
| **Visibility**    | NVG: \[21, 23, 53\]; HVG: \[21, 54, 55\]                   | HVG: \[57, 58\]                      | WT: NVG \[59, 60\]; DDC: HVG \[51\]       | Nodes \(\rightarrow\) points in a 2D grid \[69, 70\] |
| Proximity         | Nodes \(\rightarrow\) critical points of the velocity field, Gabriel graph criterion \[55\] |
| Correlation       | Nodes \(\rightarrow\) points in a 3D grid \[72\]           | WT: Nodes \(\rightarrow\) volumes of a 3D non-uniformly spaced grid \[73\] |
| **Spatial networks** |                       |                 |                          |                               |                      |
| Vorticity-induced | Nodes \(\rightarrow\) points in a 2D grid \[34, 66\]        | Nodes \(\rightarrow\) points \(\rightarrow\) | Nodes \(\rightarrow\) points in a 2D grid \[69, 70\] |
| Proximity         | Nodes \(\rightarrow\) critical points of the velocity field, Gabriel graph criterion \[55\] |
| Correlation       | Nodes \(\rightarrow\) points in a 3D grid \[72\]           | WT: Nodes \(\rightarrow\) volumes of a 3D non-uniformly spaced grid \[73\] |
| **Lagrangian networks** |                     |                 |                          |                               |                      |
| Vorticity-induced | Nodes \(\rightarrow\) point vortices \[34, 40\]              | WT: Particle proximity checked at each time \(\rightarrow\) time-varying network \[41\]; RBC: Particle proximity occurs at least once \[43\] |
| Proximity         | Particle proximity occurs at least once \[47\]               |
| **Similarity**    | Link weights \(\rightarrow\) STD of the distance between trajectories (nodes) \[45, 56, 58\]   | WT: Nodes \(\rightarrow\) wall-normal levels; time-varying links proportional to the number of particles flowing among levels \[74\] |
| **Flow-networks** |                                                   |
| Others            | Oscillatory networks                                          | Nodes \(\rightarrow\) POD mode pairs \[78\] |

including heat sources (such as a combustion process) or a flow interaction with external factors (e.g., obstacles, a background turbulent flow or an external forcing).

Shirazi et al. \[48\] and Manshour et al. \[54\] investigated linear (e.g., autocorrelation structure) and non-linear dependencies of turbulence signals via transition and horizontal visibility networks, respectively. With respect to surrogate random series, long-range correlation was highlighted in velocity signals of a free jet \[48\], and linear (e.g., autocorrelation structure) and non-linear dependencies were detected in velocity and acceleration time-series of low-temperature jets \[54\]. Both network approaches were tested for different Reynolds numbers, showing the sensitivity of complex networks to the specific flow conditions. Furthermore, the technique proposed in \[48\] allows one to perform a signal reconstruction from the network topology, and the authors showed excellent agreement of PDF and structure functions between original and reconstructed signals.

The characterization of turbulent vortical structures with different size in jets and plumes has been pursued both for numerical \[51\] and experimental data \[23, 24\], \[53\], aiming to highlight how vortical structures affect the topology of networks built from time-series. A water-into-water heated jet was focused by Charakopoulos et al. \[23\] who were able to identify different spatial regions in the jet flow through \(k\)-nn and HVG approaches, so
that large/small values of the network metrics were related to the occurrence of small or large vortical structure in the flow. In a fashion similar to [23], Kobayashi et al. [51] found significant variations of the metrics in HVGs and vorticity-induced spatial networks exploiting vorticity time-series from a coaxial jet in a turbulent combustor. In both works, the network analysis revealed that metric variations are associated to the presence of short-living small vortical structures along the jet axis [23, 51]. The interaction between a passive scalar plume and turbulent structures in a turbulent boundary layer, was studied by Iacobello et al. [32, 53] in terms of meandering motion (associated with eddies larger than the plume size) and relative dispersion of the plume (associated with eddies smaller than the plume size). Important features as the occurrence, the relative intensity and the temporal collocation of extreme events (peaks and pits) were highlighted through the NVG analysis of concentration [53] and turbulent transport time-series [32]. The network metrics advanced the knowledge about extreme events, e.g., discerning between peaks and outliers, thus enriching the analysis via common statistical tools as spectra and higher-order moments.

Network-based analyses have also been carried out to evaluate the randomness of plume dynamic behaviors in presence of buoyancy effects and combustion processes. Turbulent fires displayed an increase in network randomness – of $k$-nn and visibility networks – by moving towards the far field of the plume [18, 55, 56], distinguishing between a large-scale vortex rings-dominated flow in the near field (i.e., close to the exit section) and a well-developed turbulent flow in the far field. In particular, Tokami et al. [56] recently exploited the HVG approach for spatial series (instead of time-series) of velocity, suggesting that the near field order is related to the gravitational contribute in the vorticity dynamics. Additionally, spatial network analyses of turbulent fires have also been carried out by employing the vorticity-induced approach of Taira et al. [34], under reference and augmented gravitational conditions [67, 68]. Similarly to the 2D decaying isotropic turbulence (Section 3.1), the authors found a scale-free network structure, where the effects of gravity is to increase the slope of the (power-law) node-strength PDF [68]. Therefore, as in the case of 2D isotropic turbulence, the scale-free network structure can be exploited for control strategies by targeting network hubs. However, for turbulent fires the scale-free structure tend to intermittently appear and disappear and – although this aspect need to be further clarified – a preliminary interpretation was related to the ability of the complex network to adapt to variations in the vortical structure of the flow [67].

Finally, Murugesan et al. [21] employed $\epsilon$-recurrence and NVG approaches from time-series (see Table 1) to study the synchronization of a low density jet subjected to an external periodic forcing. Network metrics (e.g., degree or the assortativity coefficient [28], see Appendix A) showed significant variations in the proximity of critical amplitude modulation values, thus making complex networks a reliable tool to detect the onset of synchronization. Moreover, complex networks were able to distinguish between different routes to synchronization [21], emphasizing the network sensitivity to different dynamical processes.

3.3. Wakes and Vortical flows

Wakes are an important category of fluid motion, as they appear in a large variety of flow applications. The interaction between a cylinder and the oscillatory motion in its wake – which produces drag and lift forces on the cylinder – was analyzed by Nair et al. [78]. The authors exploited a direct numerical simulation (DNS) of an unsteady wake to evaluate oscillatory motions via proper orthogonal decomposition (POD) of the velocity field. They built a network-based model to study the inter-relations and energy transfer between conjugate mode pairs, which represent the network nodes. Links were weighted by using linear regression on the POD fluctuation series extracted from each node [78]. Even by perturbing mode energy and phase, the network model was able to capture the inter-dynamics between modes, and a feedback control strategy was developed to damp oscillations and reduce unsteady forces on the cylinder. More recently, in two preliminary investigations, Tao and Wu [57, 58] extracted sub-structures of the velocity signals (identified in the network as three mutually linked nodes) through the HVG algorithm, and characterized such structures in terms of their intensity and temporal length (paying attention to large-scale structures [58]).
A long-standing issue in studying high-dimensional systems such as turbulence concerns the development of reduced-order models able to capture the essential features of the flow. Gopalakrishnan Meena et al. [40] proposed an approach that relies on community detection in vorticity-induced networks (see Figure 2a), where communities – extracted through modularity maximization [28] – identified coherent vortical structures. A reduced-order model was then obtained by grouping vortical elements belonging to the same community [40]. The authors firstly demonstrated the efficacy of the method for a discrete set of point vortices, and then extended the procedure to a DNS of the cylinder wake and a DNS of the wake flow over a NACA 0012 airfoil. By exploiting the reduced order-model, aerodynamic forces (i.e., lift and drag) were predicted with good accuracy with respect to DNS values, even in presence of noisy data. These results indicated that the community-based model captures the effect of the vortex shedding on the body-forces [40].

Reduced-order modeling via coherent structure identification has also been carried out in the Lagrangian perspective. A trajectory-similarity based approach (Figure 3b) called coherent structure coloring was developed by Schlueter-Kuck and Dabiri [45, 76] and Husic et al. [46] to face the problem of coherent structure identification for sparse Lagrangian data. The advantages of this network-based approach rely on the lack of a priori knowledge of the main features (such as number and size) of the structures present in the flow, and the robustness under data sparsification (which makes the approach an effective alternative to more typical tools as finite-time Lyapunov exponent [45]). The authors demonstrated the efficacy of the methodology for 2D vortical flows as Bickley jets (i.e., a simplified model for atmospheric zonal jets), quadruple-eddy flows (which serves as a simplified model for ocean drifters) and experimentally generated vortex rings. In this last configuration, coherent structure coloring was effectively applied to identify the regions of flow entrainment in a vortex ring, which is a flow that appears – among others applications – in medicine (e.g., in human heart), thus providing a technique to deal with sparse data coming, e.g., from non-invasive clinical methods [46].

The Lagrangian framework was also employed in [42] to detect strong mixing zones by means of a trajectory-proximity-based criterion (Figure 3b). The main idea is that high mixing is present in zones where particle trajectories frequently come close in space (i.e., where fluid exchange is enhanced). Hence, by means of classical network metrics (e.g., degree centrality and clustering coefficient, see Appendix A) the authors identified high and low mixing zones in a Bickley jet, and extended the method to experimental data from a stratospheric polar vortex [42]. The results for these flow configurations indicate that, both on numerical and experimental data, the network metrics are able to highlight strong mixing regions.

Finally, a promising application of complex network is represented by flow classification. With this aim, Krueger et al. [35] employed a proximity-based spatial network approach based on Gabriel graph criterion (see Figure 2b), providing – in a robust and accurate way – a classification of different vortical flows (such as von Kármán vortex streets) in presence of different kinds of flow perturbations. Network-based flow classifications can have positive implications in assessing similarity among different possible swimming or flying motions [35].

3.4. Wall turbulence and convection

Turbulent flows developing in presence of walls (e.g., channels or boundary layers) play a crucial role in industrial and natural processes, and they are strictly related to energy-saving issues. In a first attempt to characterize wall turbulence by means of complex networks, Liu et al. [59] and Iacobello et al. [60] constructed NVGs (Figure 1c) on time-series of energy dissipation rate from a wind tunnel, and velocity from a DNS of a turbulent channel flow, respectively. The NVG approach was exploited to inherit important features of (wall) turbulence, such as the self-similarity of energy dissipation rate (emerging as a scale-free network) [59], and the occurrence of peaks and small fluctuations in the signal [60]. In this last case, the authors provided preliminary insights into how the metric behaviors relate to the main turbulence features in the wall-normal direction [60], making the NVG an alternative tool for distinguishing different dynamical flow regimes.

DNSs of turbulent channel flows were also exploited by Iacobello et al. [44, 73] and Perrone et al. [77] to study the spatio-temporal dynamics of the velocity field in a Eulerian perspective [73] and turbulent mixing in
In the former case, a spatial correlation-network was built (e.g., see Figure 2c), where links were activated if the correlation coefficient values between velocity signals exceeded a given threshold. The network analysis revealed the presence of long-range links—called teleconnections—between distant near-wall regions, representing kinematically similar regions at distant locations. Moreover, network hubs were found to cluster in elongated structures as an effect of mean flow advection. Physically, clusters of hub and their teleconnections were associated to the presence of coherent high- and low-speed (near wall) streaks.

In the Lagrangian viewpoint, instead, turbulent mixing was studied by means of a temporal network, where nodes correspond to groups of fluid particles or different discrete levels at varying wall-normal coordinates. Link weights depend on the number of connections (based on spatial proximity) between particles at each time, or on the number of particles moving from one level to another level over time. The relative intensity of mean flow advection and wall-normal turbulent mixing on the particle dynamics was quantified, thus distinguishing between characteristic dispersion regimes and highlighting the features of wall-normal mixing in the advection-mixing transient regime. Moreover, particle mutual distances were also accounted, thus providing a network-based formulation that generalizes other Lagrangian proximity-based approaches.

It is worth mentioning the application of network-based tools for the identification of coherent structures in a low-dimensional model of an inhomogeneous shear flow, which comprises—through nine modeling coefficients—fundamental characteristics of wall turbulence. By combining a community detection approach and community clustering, coherent structures and intermittent events were identified as persistent and transients states associated with low and high transition probabilities, respectively.

Flow structures have also been uncovered in a turbulent Rayleigh-Bénard convection between two horizontal plates, through a Lagrangian proximity-based network analysis. For short-times, the authors identified Lagrangian network clusters that correspond to very large-scale structures (i.e., superstructures) in the Eulerian framework of the turbulent convection flow. The method is shown to work well for longer time scales than traditional approaches based on finite-time Lyapunov exponents. For long times, instead, the analysis revealed that trajectories that remain closely together over time were found to coincide with the center of circulation rolls.

Finally, we mention the application of the HVG to study large-scale double-diffusive convection of a viscoelastic fluid in a porous medium. The authors showed and quantified significant variations of the network characteristics for different porosity levels as a result of a flow destabilization arising from the increase in porosity.

3.5. Flows in turbulent combustors

Turbulent combustors find applications in several engineering systems (e.g., rocket and gas-turbine engines), and are characterized by the interplay between combustion, turbulence and an acoustic field, eventually leading to a thermoacoustic instability that is a dangerous phenomenon for engines’ life. The transition to thermoacoustic instability as well as its characterization (e.g., its high-dimensional dynamics) have been the main object of network-based investigations. In particular, several time-series analyses highlighted that the network-based approach is able to fully detect the different regimes of combustion dynamics (i.e., combustion noise, intermittency, combustion instability and thermoacoustic instability) in terms of different network structures for recurrence networks, ordinal partition networks, and visibility graphs. Therefore, according to the specific features that the network exhibits, network metrics can be used as early-warning indicator of the characteristic regimes in the combustor.

Besides the possibility to distinguish different dynamical regimes via time-series analysis, spatial networks have also been constructed to identify the most significant regions in the flow where a control strategy can be implemented. Krishnan et al. used a spatial proximity approach to build (time-varying) networks from local acoustic power and vorticity fields. Following the temporal evolution of network metrics (e.g., link density), the authors found out large areas of acoustic power production during thermoacoustic instability while...
4. Discussion and conclusions

Complex networks have shown a high effectiveness in capturing key aspects of the dynamics of different turbulent flows, and several reviewed works emphasized the ability of networks to represent a valid tool for the analysis of turbulent flows. The key feature emerging is the extreme versatility of complex networks. They have been employed for studying several flow configurations, each one with its peculiarities. For example, jets and plumes (Section 3.2) have been focused under heating and cooling conditions or in presence of buoyancy effects, different arrangements of vortical flows have been studied (Section 3.5), and turbulent combustors with different flame stabilizers have been considered (Section 3.3).

Complex networks theory, hence, provides a wide spectrum of tools to map and analyze the spatio-temporal data coming from numerical simulations or experiments. In particular, the results obtained from numerical and experimental data are shown to be rather consistent (e.g., see [23, 42, 46, 51], although experimental results are more noisy. From the point of view of data transformation, a geometrical representation can be implemented through a network technique that best suits the data availability (as outlined in Table 1), whether if data come from spatial or temporal (univariate or multivariate) signals, multidimensional spatio-temporal fields (as those from DNSs), or as Lagrangian trajectories. Furthermore, the network analysis can be effectively combined
with other techniques to increase the level of information on the flow system, even by defining \textit{ad hoc} metrics. Examples are the construction of networks from POD modes for studying oscillatory motions \cite{78}, or by pre-projecting the data into a properly-defined phase-space, and building networks from the information conveyed to such phase-spaces. The possibility to integrate the network approaches with existing techniques lends an additional level of flexibility to complex networks.

This methodological versatility translates into a variety of ways to extract informative features of the dynamics of turbulence and other vortical flows. Although the use of complex network-based approaches in turbulence is very recent and there is not yet enough material to draw quantitative conclusions, it is nevertheless useful to highlight the main results achieved so far, as shown in Figure 4. Specifically, as reviewed in the present work, networks have been used to identify flow features such as Eulerian or Lagrangian coherent structures (Figure 4a), to characterize the appearance of critical spatial regions and temporal extreme events (Figure 4b), as well as to distinguish between different dynamical regimes (Figure 4c). The detection of critical regions in the flow – e.g., the formation of coherent motion – promoted the implementation of effective control strategies (Figure 4d) and the definition of lower-order models. These two features are crucial in fluid dynamics, since flows usually exhibit a high-level of complexity that, in several contexts, need to be properly controlled. Besides, the characterization of extreme events and the transition between different regimes have important practical implications (e.g., for dispersion processes or unstable-to-transitional regimes). From this perspective, network metrics revealed to be reliable early-warning indicators, and powerful tools in capturing the appearance and intensity of extreme events. Eventually, flow reconstruction from the network topology – although at present there are only very few proposals – can be a promising application in the future. Therefore, complex networks show a remarkable capability to capture spatial and temporal features of turbulent and vortical flows, in a different way with respect to other techniques.

In the face of these qualities, however, some delicate aspects should be mentioned. If, on one hand, the wide range of techniques and metrics provides versatility, on the other hand it could also be a drawback, at least at the early stages of analysis when two questions usually emerge: (i) which is the most suitable approach for mapping a given dataset in a network?, and (ii) which are the most informative network metrics to shed light on a given flow-related issue? The answers to these questions are not trivial and depend, among others, on the flow configuration and the aim of the work, the data availability and the computational resources. Concerning the choice of a suitable network-based method to study a given type of turbulent or vortical dataset (i.e., signals, multidimensional fields or trajectories), still there is not a simple and unique \textit{vade mecum} that can guide one in identifying the best network approach for attaining the aim of a turbulence analysis. The network-based applications reported so far have provided preliminary insights on what a given network approach can point out for a specific flow configuration. For example, visibility graphs have been effectively employed to characterize the intensity of extreme events, while recurrence networks reveal to be more informative on the recursive appearance of events. However, a general perspective still lacks.

At the same time, the choice of a network metric that highlights a specific flow feature, requires an understanding of the physical meaning that metric has in the context in which is used. This aspect is probably one of the hardest tasks in building bridges between network science and turbulence, because it calls for great endeavors to physically interpret the network metrics. Otherwise, one only gets a quantitative description of the metrics, without a physical interpretation of it. Moreover, at the current stage, there are not sufficient elements to provide reliable discussions on critical issues such as universality or uniqueness of the network-based methods. These two topics – i.e., the physical interpretation of network metrics and a discussion on critical methodological issues of networks – surely deserve further investigation in future analyses.

The quality of the data can also affect the network results. In general, a good spatial or temporal resolution is required to capture sufficient information from the flow. In Lagrangian network approaches, the temporal window, the time-step and the total number of particles seeded in the flow need to be chosen in order to capture the phenomenon under study. A low number of particles may not be able to capture the flow dynamics while
an elevated number of particles lead to large networks (i.e., high computational costs). Due to the need of a sufficiently accurate spatial resolution to characterize the smallest significant scales, spatial networks (especially from 3D data) usually result in very large graphs, i.e. networks with a huge number of nodes and links. To overcome dimensionality reduction issues, different approaches have been pursued, such as by relying on a sparsification technique based on graph spectral properties [33], on network community-based approaches [40], on matrix randomization techniques [66], as well as by properly tuning the threshold levels in correlation networks [72, 73]. Several optimized algorithms have also been proposed for building visibility graphs, deeply reducing their computational costs [79, 80]. It should be noted that, the invariance of visibility graphs to affine transformations of the series can be a drawback if the analysis requires a method that is sensitive to rescaling of the axes (e.g., the series mean value), while the invariance is a potential benefit if the focus is on the temporal structure of the signals. In addition, similarly to other signal analysis tools, two characteristics affect to some extent all the three network-based methods, i.e., the sampling frequency and the series length (e.g., see [81] for visibility graphs). Therefore, the features of the setup (e.g., number of particles, spatial and temporal resolution, domain size, etc) have to properly be accounted for, but the network building should only rely on the specific physical insights looked for in the flow of interest.

In conclusion, although the application of complex networks in turbulence studies is still in its early stages and despite the intrinsic limitations that one may encounter, positive hints have emerged from the growing number of applications and analyses. Alongside the developments of novel insights into complex network theory [28, 82], we believe that complex networks can soon be established as a widespread tool for turbulence analysis, so that more quantitative comparisons and assessments can be done once the topic of complex networks in fluid dynamics will reach a sufficiently-grown stage. In this vein, we hope this review can boost future network-based research on turbulent and vortical flows.

Appendix A. A methodological introduction to complex networks and some their metrics

In this section we provide a synthetic overview about complex networks, including some main definitions of frequently-used network metrics. In particular, this appendix is intended to give a brief methodological background that would support a reader who is not accustomed to the network formalism. The reader is referred to [28, 83–85] for comprehensive and detailed discussions on complex networks and their metrics.

Complex networks arise as a tool to geometrically represent the mutual inter-connections among the elements of a real-world system. From a mathematical viewpoint, a network is defined as a graph \( G(N_v, N_e) = (\mathcal{V}, \mathcal{E}) \), where \( \mathcal{V} = \{1, 2, ..., N_v\} \) is a set of \( N_v \) labeled nodes (or vertices) and \( \mathcal{E} = \{1, 2, ..., N_e\} \) is a set of \( N_e \) links (or edges) [28]. The inter-connections between nodes are usually represented by means of a binary and symmetric adjacency matrix, \( A_{i,j} \), defined as

\[
A_{i,j} = \begin{cases} 
0, & \text{if } i = j \text{ or } \{i, j\} \notin \mathcal{E}, \\
1, & \text{if } \{i, j\} \in \mathcal{E}.
\end{cases}
\]

(A.1)

In other words, \( A_{i,j} = 1 \) if nodes \( i \) and \( j \) are linked and 0 otherwise. This is the simplest network formulation as the presence or absence of a connection between two nodes is retained in \( A_{i,j} \). More general formulations include the possibility to account for node or link intensity (i.e., by assigning a weight to each node and/or each link) leading to weighted networks, to retain the link direction (i.e., \( A_{i,j} \neq A_{j,i} \)) leading to directed networks, as well as the possibility to account for higher-order interactions (for a comprehensive review see [86]). Moreover, both static and time-varying networks can be built, namely networks in which the features of nodes and/or links remain constant or change in time, respectively [85].

The versatility of complex networks in representing discrete systems by means of a spectrum of different formulations has also led to an extremely rapid development of tools for network analysis. Here we recall the definition of some network metrics that are widely employed in network science, specifically in the works
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reviewed in Section 3. Network metrics can be distinguished into local and global metrics, corresponding to two different scales at which the metrics are evaluated. Local metrics are associated to single nodes, while global metrics refer to the entire network. In what follows, we recall the definition and properties of a few network metrics, including three principal categories: centrality, clustering and assortativity metrics [28, 83, 84].

Appendix A.1. Centrality indices

Centrality metrics are introduced to quantify the relative importance of nodes in the network. The degree centrality represents the most simple centrality metric, and is defined as the number of links connected to a node $i$. In case of weighted network formulations, $A_{i,j}$ entries represent scalar values so that the weighted-counterpart of the degree is referred to as strength [28]. The nodes linked to $i$ are its neighbors, so the degree gives the cardinality of the neighborhood of $i$.

An important statistical measure associated to the degree (or the strength) is its degree probability distribution, namely the probability to find nodes with given values of degree (or strength). In fact, the degree distribution is used to discriminated between different classes of networks, such as random or scale-free networks [28]. For instance, power-law degree distributions have been associated with network robustness under random perturbations [34]. Additionally, a widely employed metric in turbulent and vortical flow analysis is the network entropy, which is the Shannon entropy of the degree distribution and is used to quantify the randomness in the studied complex system (e.g., see [51]).

Further widely employed centrality metrics include eigenvector centrality, the betweenness centrality and the closeness centrality [28]. The eigenvector centrality of a node $i$ is an extension of the degree centrality, as it takes into account the centrality values of the neighbors of $i$ to quantify the importance of $i$ [28].

The betweenness and the closeness centrality, instead, are based on the concept of shortest path, namely the shortest alternating sequence of nodes and links (considered only once) to reach a node $j$ starting from another node $i$, and vice versa [83]. High betweenness centrality values correspond to nodes involved in several shortest paths, while the closeness centrality of a node $i$ indicates the average length of the shortest paths from $i$ to all the other nodes in the network.

Centrality metrics are usually referred to single nodes, so that global centrality metrics are typically obtained by averaging the corresponding local metrics over all network nodes. However, it is worth to mention here two global metrics, the average path length and the network density, that are also widely used in network analysis. The average path length is defined as the average of all shortest path lengths in a network, and its importance relies on the fact that it provides an average measure of the efficiency to reach a given node starting from another node in the network [83].

The network density, instead, is quantified as the ratio between the number of links, $N_e$, and the total number of possible links in the network [28]. The network density thus gives a measure of the sparsity of the a graph.

Appendix A.2. Clustering metrics

An important feature of many networks is the presence of three-nodes relationships, which are quantified by clustering metrics. A local clustering metric is the so called Watts-Strogatz clustering coefficient, that quantifies the probability that two randomly chosen nodes, $j$ and $h$, both linked to a third node $i$ (i.e., $A_{i,j} = A_{i,h} = 1$) are also connected (i.e., $A_{j,h} = 1$) [83]. A global clustering coefficient can be evaluated by averaging its local counterpart over all nodes.

Another clustering metric is the transitivity, that is a global metric. It is defined as the fraction between the number of triangles and the number of triples in the network, where a triangle is a set of three nodes all linked between them while a triple is a set of three nodes in which (at least) two of them are directly linked to the third node [84].
Clustering metrics are employed to investigate the extent to which the neighborhood of a node is interconnected, thus representing a measure of the presence of an ordered behavior in the system. Real-world systems typically show high levels of three-nodes relationships, so high clustering coefficients are usually obtained.

Appendix A.3. Assortativity metrics

While centrality metrics are useful to characterize the network structure, they do not directly quantify whether the centrality of a node is similar or not to the centrality of other nodes. Assortativity metrics are introduced to face this issue, so a network is said to be assortative or disassortative if nodes tend to link with other similar or dissimilar nodes, respectively [28]. Similarity is typically measured through a centrality metric (such as the degree or the strength). If nodes do not tend to link neither to similar nor dissimilar other nodes, the network is said to be non-assortative.

The most widely used measure of assortativity is the assortativity coefficient, which is a global metric defined as the Pearson correlation coefficient of the degree of the nodes at the ends of each link. In fact, the sequence of links \{i,j\} in the network, with \(i, j = 1, \ldots, N\) and \(A_{i,j} = 1\), form two vectors of nodes (one for \(i\) and the other for the \(j\) index) where each node has its own degree centrality value. In this way, two vectors are obtained whose elements are the degree centrality values for each pair of linked nodes. The assortativity coefficient is then the (Pearson) correlation coefficient between these two degree vectors, thus ranging in the interval \([-1, 1]\).

Assortative, disassortative and non-assortative networks are characterized by positive, negative and null values of the assortativity coefficient, respectively.

Appendix A.4. Customized metrics

The three categories of network metrics discussed above provide the most basic tools to shed light on the network structure, and have been widely employed in network-based investigations of turbulent and vortical flows. However, thanks to the versatility of complex networks, other metrics have also been defined ad hoc to accommodate the various needs of interpretation of results arising in different studies. An example is the mean link length, which was defined in [60] as a local metric to quantify the average temporal distance between a node and its neighborhood in the context of visibility graphs. The average peak occurrence was also defined as the inverse of the mean link length [32], to highlight low values of the metric. Another distance-based metric was also proposed in [72, 73] to quantify the average (Euclidean) distance between nodes in spatial networks. Additionally, Taira et al. [34] proposed a normalized variant of the average path length, with the aim to characterize the network changes under node perturbations. In fact, the perturbation or removal of nodes from the network significantly affect the shortest path lengths, whose average value can be used to assess the resilience of the network.
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