Competing Charge and Magnetic Order in Fermionic Multi-Component Systems
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We consider the fermionic SU(3) Hubbard model on the triangular lattice in the presence of a three-sublattice staggered potential which provides the possibility to investigate the competition of charge and magnetic order in three-component systems. We show that depending on the strength of the staggered potential $\Delta$, the Hubbard interaction $U$ destablizes the band insulator (BI) at small $U$ into the Mott insulator (MI) at large $U$ in three different ways with different intermediate phases. This leads to a rich phase diagram in the $U$-$\Delta$ plane. Our results indicate that multi-component systems show not only exotic states in the Mott regime as has been considered previously, but also interesting competition between charge and magnetic orders.
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The observation of Bose-Einstein condensation \cite{1} triggered a huge research interest in ultracold atoms trapped in optical lattices as flexible and highly controllable quantum simulators not only to mimic models of solid state physics but also to study systems which have no obvious solid state counterparts \cite{2-4}. Alkali and alkaline-earth-like atoms have up to $N=10$ internal states available, which due to the perfect decoupling of the nuclear spin from the electronic angular momentum can be used to simulate multi-component systems with an unprecedented SU($N$) symmetry \cite{5-7}. Theoretical predictions depending on the value of $N$ suggest multi-component magnetism \cite{8-12}, valence-bond solid states \cite{12-14}, and quantum liquids \cite{14-16} in the Mott regime. A three-component Fermi gas with SU(3) symmetry has been realized using $^6$Li atoms in high magnetic field \cite{17,18} and the fermionic SU(6) Hubbard model has been realized using $^{173}$Yb \cite{19}. In this work we demonstrate that multi-component systems show not only exotic phases in the Mott regime as has been discussed previously, but also interesting competition between charge and magnetic order with a possible emergence of charge-ordered magnetic metals.

Our starting point is to introduce a three-sublattice staggered potential into the fermionic SU(3) Hubbard model on the triangular lattice, which allows for the competition of the band insulator (BI) and Mott insulator (MI) phases at 1/3 filling. The Hamiltonian of the system reads

$$H = -t \sum_r \sum_{\delta} \left( \Psi_r^\dagger \Psi_r \right) + \frac{U}{2} \sum_r \Psi_r^\dagger \Psi_r \left( \Psi_r^\dagger \Psi_r \right) - \sum_r \Delta_r \Psi_r^\dagger \Psi_r ,$$

where $\Psi_r := (c_{r,0}, c_{r,1}, c_{r,2})$ is the SU(3) creation field operator with $c_{r,\alpha}^\dagger$ being the fermionic creation operator at the lattice position $r$ with the internal component $\alpha$, and $\delta$ stands for the nearest-neighbor (NN) vectors on the triangular lattice. The first two terms in Eq. (1) describe the three-component Hubbard model written in SU(3)-symmetric form, and the last term is a staggered potential which gives, respectively, the on-site energies $-\Delta$, 0, and $+\Delta$ to the three sublattices $A$, $B$, and $C$ of the triangular lattice, see Fig. 1(a). Fig. 1(b) dis-
plays the phase diagram of the model in the \( U-\Delta \) plane in units of the hopping parameter \( t \). Depending on the value of the staggered potential \( \Delta \), the BI phase is affected by the Hubbard interaction \( U \) in different ways. For \( 0 < \Delta \lesssim 6 \) the Hubbard interaction drives the BI into a paramagnetic metal (PM) and subsequently into a three-sublattice MI with a 120° pseudospin spiral order. For \( 6t \lesssim \Delta \lesssim 8t \) the Hubbard interaction destabilizes the BI into a charge-ordered magnetic insulator (COMI) at a first transition point. Interestingly, upon further increasing the Hubbard interaction, the broken SU(3) symmetry is restored and the system enters the PM. The transition into the MI phase occurs at a third transition point. For larger values of the staggered potential, \( \Delta \gtrsim 8t \), the PM is replaced by a charge-ordered magnetic metal (COMM) which separates the COMI from the MI phase. The BI, the COMI, and the MI phases are schematically depicted in Fig. 1(c). In the BI, all three fermionic components occupy mainly the sublattice \( A \), which has the lowest on-site energy. In the COMI, two components occupy the sublattice \( A \) and the third component resides on sublattice \( B \). In the MI phase, each sublattice is occupied with one component. In the limit \( U, \Delta \gg t \), the BI-to-COMI transition approaches the line \( \Delta \simeq 2U - 8t \) and the transitions from the COMI to COMM and from COMM to MI take place, respectively, at \( \Delta \simeq U/2 \) and \( \Delta \simeq U/2 - 2t \). This is in perfect agreement with the atomic limit results. The width of the COMM phase is finite for any finite value of \( t \).

The Hamiltonian (1) in the absence of the Hubbard interaction \( U \) reduces to a three-level problem in momentum space and represents a BI for any finite value of \( \Delta \). In order to investigate the ground state phase diagram of the Hamiltonian (1) we employed the dynamical mean-field theory (DMFT) technique which becomes exact in the limit of infinite dimensions [20]. The method is exact also in the non-interacting and in the atomic limit, and by fully taking into account local quantum fluctuations, it is a non-perturbative approach for studying the competition of charge and magnetic order in strongly correlated systems. We use the exact diagonalization impurity solver which enables us to compute local quantities with high accuracy, to directly access the real-frequency dynamical spectral functions, and to handle the large Hubbard \( U \) limit with no difficulty. We use the real-space DMFT method [21, 22] which we implemented for fermionic SU(\( N \)) systems in Ref. [23]. Due to the absence of electron-hole symmetry we add a chemical potential term to the Hamiltonian (1) and adjust it during the DMFT loop to achieve the desired 1/3 filling. We fix the inverse temperature to \( \beta = 20t \) and use 4-5 bath sites in our computations.

We have plotted the local density \( \langle c^\dagger \alpha \rho \rangle \) on the different sublattices \( A, B, \) and \( C \) and for the different internal components \( \alpha = 0, 1, 2 \) versus the Hubbard interaction \( U \) in Fig. 2 for the staggered potentials \( \Delta = 3t \) (a), \( \Delta = 7t \) (b), and \( \Delta = 10t \) (c). One can see from Fig. 2(a) that upon increasing the Hubbard interaction \( U \) from zero in the BI phase the particle density at the sublattice \( A \) decreases and the sublattices \( B \) and \( C \) get more populated. The system enters the PM at \( U \simeq 6t \), which is signaled by a finite density of states at the Fermi energy. Although the particle density on the different sublattices approach each other in this phase, they still remain different due to the finite staggered potential \( \Delta \) in the system. At \( U \simeq 12.5t \) the transition from the PM to the three-sublattice MI takes place. In the MI phase, the different components at each lattice site acquire different densities and each sublattice is mostly occupied with one of the three components, which leads to a 120° spiral order for the pseudospin vectors. For the stronger staggered potential \( \Delta = 7t \) in Fig. 2(b) the sublattice \( A \) is almost fully occupied at \( U = 0 \) and the particle density on this sublattice decreases upon introducing the Hubbard interaction \( U \). At \( U \simeq 9t \) there is a phase transition into the COMI. In this phase, two of the components show equal densities, which are large on sublattice \( A \).
We have distinguished the spectral functions at the different sublattices A, B, and C by the different colors blue, green, and red, respectively. The results are for 5 bath sites in the Anderson impurity problem.

The third component has a large density on sublattice B. The particle density on sublattice C is rather small. This phase obviously shows both magnetic and charge orders. Interestingly, the broken SU(3) symmetry in the COMI phase is restored again upon increasing the Hubbard interaction to $U \approx 16.5t$, where the system enters the PM. It is remarkable that the Hubbard interaction, at least in this particular problem, can have the effect of destroying long-range magnetic order rather than creating it. The transition from the PM to the MI phase happens at $U \approx 18.5t$. Although the PM-to-MI transition at $\Delta = 7t$ is sharper than the one at $\Delta = 3t$ it still seems to be continuous. Upon increasing the staggered potential from $\Delta = 7t$ to $\Delta = 10t$ in Fig. 2(c), the width of the COMI becomes larger, the PM gets substituted with a COMM, and the transition to the MI phase becomes discontinuous. The COMM shows both charge and magnetic orders and a finite density of states at the Fermi energy.

Next we discuss the single-particle spectral function, which is given in terms of the imaginary part of the single-particle Green’s function: $A_{\alpha\alpha}(\omega) = -\frac{i}{\pi} \text{Im} G_{\alpha\alpha}(\omega + i\epsilon)$, where $\epsilon$ is a small positive number. The spectral function is plotted in Fig. 3 for different paramagnetic (a) and magnetically ordered phases (b-c). For the paramagnetic phases PM and BI we have plotted the spectral function of only one component and for the magnetically ordered phases MI, COMI, and COMM the spectral functions of all three components $\alpha = 0, 1, 2$ are represented. In each panel of Fig. 3 we have distinguished the spectral functions at the different sublattices A, B, and C by the different colors blue, green, and red, respectively.

Fig. 3(a.1) depicts the spectral function in the PM for $(U, \Delta) = (9t, 0)$. Due to the absence of the staggered potential the spectral functions of the different sublattices are the same. We notice that for $\Delta = 0$ the Hamiltonian (1) reduces to the triangular lattice Hubbard model, which at 1/3 filling shows a transition from a PM to a three-sublattice MI at $U \approx 11t$. The larger spectral contribution above the Fermi energy $\omega = 0$ is due to the 1/3 filling. Keeping the Hubbard interaction $U = 9t$ and introducing the staggered potential $\Delta = 3t$ in Fig. 3(a.2), the system remains still metallic but spectral functions of different sublattices become different. For the sublattice $A$ the spectral contributions are transferred from above to below the Fermi energy by introducing $\Delta$, while for the sublattice $C$ it is the opposite. Fig. 3(a.3) shows the spectral function in the BI phase for the parameters $(U, \Delta) = (4t, 9t)$. The spectral function below the Fermi energy is dominated by the contribution from sublattice $A$; the contribution from sublattice $B$ is rather small and the contribution from sublattice $C$ is almost negligible. Right above the Fermi energy, there is a noticeable contribution from sublattice $B$. The high energy contributions belong mainly to the sublattice $C$. Such a spectral structure is expected, as the system is in the BI phase and there should be three well-separated bands due to the large staggered potential.

We have plotted the spectral function in the MI phase for the model parameters $(U, \Delta) = (22t, 7t)$ in Fig. 3(b).
Panels (b.1) to (b.3) correspond to the components $\alpha = 0$ to $\alpha = 2$. There is a Mott gap at the Fermi energy and the spectrum below the Fermi energy for each component is dominated by the contribution from one of the three sublattices. This is what one would expect as the system shows a three-sublattice magnetic order. The main low-energy peaks in Figs. 3(b.1) to 3(b.3) do not occur at the same energies: the peak originating from sublattice $A$ appears at much lower energies than the one originating from sublattice $C$. This energy difference is a result of the finite staggered potential in the system, which explicitly breaks the translational symmetry of the lattice and gives different on-site energies to the different sublattices. In the absence of $\Delta$, the peaks would have the same weight and occur at the same energies.

The spectral function in the COMI phase for $(U, \Delta) = (15t, 10t)$ is sketched in Fig. 3(c). The different panels correspond to the different components. The spectral functions of the two components $\alpha = 0$ and $\alpha = 2$ are the same and different from the spectral function of the component $\alpha = 1$. We observe that the spectral functions below the Fermi energy $\omega = 0$ for the two components $\alpha = 0$ and $\alpha = 2$ are largely governed by the contribution from sublattice $A$. The sublattice $B$ contains the major low-energy contributions of the spectral function for the third component $\alpha = 1$. The contributions of the sublattice $C$ to the spectral functions mainly lie above the Fermi energy. These results clearly support a phase which has both charge and magnetic order and a finite gap at Fermi energy. We have displayed the spectral function in the COMI for the parameters $(U, \Delta) = (23t, 10t)$ in Fig. 3(d). Again the different panels correspond to different components. There are contributions below $\omega = -15t$ mainly from sublattice $A$ and contributions above $\omega = +15t$ mainly from sublattice $C$, which can not be seen in the figure. Similar to the COMI, the spectral functions of the two components $\alpha = 0$ and $\alpha = 2$ are the same. The main part of the spectral function for all the three components is concentrated near the Fermi energy. There is a finite density of states at $\omega = 0$ and the system represents both charge and magnetic orders resulting in a COMM.

To summarize, multi-component systems have attracted a lot of attention in recent years due to their possible realization in optical lattices and the emergence of exotic states in the Mott regime [5–7, 19]. We have provided explicit evidence that multi-component systems also show interesting competition between charge and magnetic order, which has not been considered so far, neither experimentally nor theoretically. This is achieved by introducing a three-sublattice staggered potential to the fermionic SU(3) Hubbard model on the triangular lattice. We show that depending on the strength of the staggered potential, different intermediate phases separate the band insulator (BI) at weak and the Mott insulator (MI) at strong Hubbard interactions, resulting in a rich phase diagram. The fermionic SU(3) Hubbard model can be realized in optical lattices using $^6$Li [17, 18] or $^{173}$Yb [19], and the staggered potential can be created by using a superlattice which allows to adjust the depths of the three sublattices. The charge order can be probed by noise correlation measurements [24] and the magnetic order can be detected using a quantum gas microscope [25]. The excitation spectrum can also be measured using spectroscopic techniques such as radio frequency, Raman, and lattice modulation spectroscopy [2, 24, 26, 27].

We would like to mention that charge and spin order competition in two-component systems has been investigated extensively through the ionic Hubbard model (IHM) [28–31] and the Hubbard model with nearest-neighbor interaction [32–34]. The one dimensional IHM has recently been realized in optical lattices, and charge order [24] and different phase transitions [35] have been explored. For the two dimensional IHM, there are currently controversial theoretical predictions regarding the nature of the intermediate phase separating the BI and MI phases [36–38]. It will be subject to future research to take into account non-local quantum fluctuations and to search for new kinds of quantum states in multi-component systems, especially near the critical regions in the phase diagram 1(b). It would be also interesting to include spin-orbit coupling into the hopping term in Eq. (1) [39] and to study SU(3) topological phases with charge and magnetic order.

We would like to thank B. Irsigler and J. Panas for useful discussions. This research was funded by the Deutsche Forschungsgemeinschaft (DFG, German Research Foundation) via Research Unit FOR 2414 under project number 277974659. This work was also supported by the DFG via the high performance computing center LOEWE-CSC.

* torbati@itp.uni-frankfurt.de
† hofstett@physik.uni-frankfurt.de

[1] M. H. Anderson, J. R. Ensher, M. R. Matthews, C. E. Wieman, and E. A. Cornell, “Observation of bose-einstein condensation in a dilute atomic vapor,” Science 269, 198–201 (1995).
[2] Immanuel Bloch, Jean Dalibard, and Wilhelm Zwerger, “Many-body physics with ultracold gases,” Rev. Mod. Phys. 80, 885–964 (2008).
[3] Seiji Sugawa, Kenzuke Inaba, Shintaro Taie, Rekishu Yamazaki, Makoto Yamashita, and Yoshiro Takahashi, “Interaction and filling-induced quantum phases of dual mott insulators of bosons and fermions,” Nature Physics 7, 642– (2011).
[4] W Hofstetter and T Qin, “Quantum simulation of strongly correlated condensed matter systems,” Journal of Physics B: Atomic, Molecular and Optical Physics 51, 082001 (2018).
[5] A. V. Gorshkov, M. Hermele, V. Gurarie, C. Xu, P. S.
Julienne, J. Ye, P. Zoller, E. Demler, M. D. Lukin, and A. M. Rey, “Two-orbital su(n) magnetism with ultracold alkaline-earth atoms,” Nature Physics 6, 289– (2010).

[6] Miguelá Carazolilla and Ana María Rey, “Ultracold fermi gases with emergent su(n) symmetry,” Reports on Progress in Physics 77, 124401 (2014).

[7] Hideki Ozawa, Shintaro Taie, Yosuke Taka, and Yoshiro Takahashi, “Antiferromagnetic spin correlation of SU(A) fermi gas in an optical superlattice,” Phys. Rev. Lett. 121, 225303 (2018).

[8] Carsten Honerkamp and Walter Hofstetter, “Ultracold fermions and the SU(n) hubbard model,” Phys. Rev. Lett. 92, 170403 (2004).

[9] Tamás A. Tóth, Andrea M. Läuchli, Frédéric Mila, and Karlo Penc, “Three-sublattice ordering of the su(3) heisenberg model of three-flavor fermions on the square and cubic lattices,” Phys. Rev. Lett. 105, 265301 (2010).

[10] Kensuke Inaba, Shinya Miyatake, and Seiichi Suga, “Mott transitions of three-component fermionic atoms with repulsive interaction in optical lattices,” Phys. Rev. A 82, 051602 (2010).

[11] Andrii Sotnikov and Walter Hofstetter, “Magnetic ordering of three-component ultracold fermion mixtures in optical lattices,” Phys. Rev. A 89, 063601 (2014).

[12] D. Jakab, E. Szirmai, M. Lewenstein, and G. Szirmai, “Competing valence bond and symmetry-breaking mott states of spin-1 fermions on a honeycomb lattice,” Phys. Rev. B 93, 064434 (2016).

[13] Zhichao Zhou, Da Wang, Zi Yang Meng, Yu Wang, and Congjun Wu, “Mott insulating states and quantum phase transitions of correlated SU(2n) dirac fermions,” Phys. Rev. B 93, 245157 (2016).

[14] Michael Hermele and Victor Gurarie, “Topological liquids and valence cluster states in two-dimensional su(n) magnets,” Phys. Rev. B 84, 174441 (2011).

[15] Michael Hermele, Victor Gurarie, and Anna Maria Rey, “Mott insulators of ultracold fermionic alkaline earth atoms: Underconstrained magnetism and chiral spin liquid,” Phys. Rev. Lett. 103, 135301 (2009).

[16] Philippe Corboz, Miklos Lajkó, Andrea M. Läuchli, Karlo Penc, and Frédéric Mila, “Spin-orbital quantum transitions on the honeycomb lattice,” Phys. Rev. X 2, 041013 (2012).

[17] T. B. Ottenstein, T. Lompe, M. Kohnen, A. N. Wenz, and S. Jochim, “Collisional stability of a three-component degenerate fermi gas,” Phys. Rev. Lett. 101, 203202 (2008).

[18] J. H. Huckans, J. R. Williams, E. L. Hazlett, R. W. Stites, and K. M. O’Hara, “Three-body recombination in a three-state fermi gas with widely tunable interactions,” Phys. Rev. Lett. 102, 165302 (2009).

[19] Shintaro Taie, Rekishi Yamazaki, Seiji Sugawa, and Yoshiro Takahashi, “An su(6) mott insulator of an atomic fermi gas realized by large-spin pomeranchuk cooling,” Nature Physics 8, 825– (2012).

[20] Antöine Georges, Gabriel Kotliar, Werner Krauth, and Marcelo J. Rozenberg, “Dynamical mean-field theory of strongly correlated fermion systems and the limit of infinite dimensions,” Rev. Mod. Phys. 68, 13–125 (1996).

[21] M. Potthoff and W. Nolting, “Surface metal-insulator transition in the hubbard model,” Phys. Rev. B 59, 2549–2555 (1999).

[22] M Snoek, I Titvinidze, C Tke, K Byczuk, and W Hofstetter, “Antiferromagnetic order of strongly interacting fermions in a trap: real-space dynamical mean-field analysis,” New Journal of Physics 10, 093008 (2008).

[23] Mohsen Hafz-Torbati and Walter Hofstetter, “Artificial su(3) spin-orbit coupling and exotic mott insulators,” Phys. Rev. B 98, 245131 (2018).

[24] Michael Messer, Rémi Desbuquois, Thomas Uehlinger, Gregor Jotzu, Sebastian Huber, Daniel Greif, and Tilman Esslinger, “Exploring competing density order in the ionic hubbard model with ultracold fermions,” Phys. Rev. Lett. 115, 115303 (2015).

[25] Anton Mazureenko, Christie S. Chiu, Geoffrey Ji, Maxwell F. Parsons, Mrton Kanz-Nagy, Richard Schmidt, Fabian Grusdt, Eugene Demler, Daniel Greif, and Markus Greiner, “A cold-atom fermi-hubbard antiferromagnet,” Nature 545, 462– (2017).

[26] Robert Jordens, Niels Strohmaier, Kenneth Guter, Henning Moritz, and Tilman Esslinger, “A mott insulator of fermionic atoms in an optical lattice,” Nature 455, 204– (2008).

[27] Karla Loida, Ameneh Sheikhian, and Corinna Kollath, “Thermometry of ultracold fermions by (super)lattice modulation spectroscopy,” Phys. Rev. A 92, 043624 (2015).

[28] Michele Fabrizio, Alexander O. Gogolin, and Alexander A. Nersesyan, “From band insulator to mott insulator in one dimension,” Phys. Rev. Lett. 83, 2014–2017 (1999).

[29] Krzysztof Byczuk, Michael Sekania, Walter Hofstetter, and Arno P. Kampf, “Insulating behavior with spin and charge order in the ionic hubbard model,” Phys. Rev. B 79, 121103 (2009).

[30] M. Ebrahimkhaz and S. A. Jafari, “Short-range coulomb correlations render massive dirac fermions massless,” EPL (Europhysics Letters) 98, 27009 (2012).

[31] M. Jiang and T. C. Schultess, “Quantum monte carlo study of bilayer ionic hubbard model,” Phys. Rev. B 93, 1651461 (2016).

[32] Masaki Nakamura, “Tricritical behavior in the extended hubbard chains,” Phys. Rev. B 61, 16377–16392 (2000).

[33] Anders W. Sandvik, Leon Balents, and David K. Campbell, “Ground state phases of the half-filled one-dimensional extended hubbard model,” Phys. Rev. Lett. 92, 236401 (2004).

[34] Mohsen Hafz-Torbati and Götz S. Uhrig, “Singlet excitation condensation and bond-order-wave phase in the extended hubbard model,” Phys. Rev. B 96, 125129 (2017).

[35] Karla Loida, Jean-Sébastien Bernier, Roberta Citro, Edmond Origain, and Corinna Kollath, “Probing the bond order wave phase transitions of the ionic hubbard model by superlattice modulation spectroscopy,” Phys. Rev. Lett. 119, 230403 (2017).

[36] Mohsen Hafz-Torbati and Götz S. Uhrig, “Orientation bond and nél order in the two-dimensional ionic hubbard model,” Phys. Rev. B 93, 105128 (2016).

[37] N. Paris, K. Boudain, F. Hebert, G. G. Batrouni, and R. T. Scalettar, “Quantum monte carlo study of an interaction-driven band-insulator–to–metal transition,” Phys. Rev. Lett. 98, 046403 (2007).

[38] S. S. Kancharla and E. Dagotto, “Correlated insulating phase suggests bond order between band and mott insulators in two dimensions,” Phys. Rev. Lett. 98, 016402 (2007).

[39] N. Goldman, I. Satija, P. Nikolic, A. Bermudez, M. A. Martin-Delgado, M. Lewenstein, and I. B. Spielman
“Realistic time-reversal invariant topological insulators with neutral atoms,” Phys. Rev. Lett. 105, 255302 (2010).