WEIGHTED ESTIMATES FOR CONIC FOURIER MULTIPLIERS

ANTONIO CÓRDOBA AND KEITH M. ROGERS

Abstract. We prove a weighted inequality which controls conic Fourier multiplier operators in terms of lacunary directional maximal operators. By bounding the maximal operators, this enables us to conclude that the multiplier operators are bounded on $L^p(\mathbb{R}^3)$ with $1 < p < \infty$.

1. Introduction

For directions $\omega \in \Omega$ contained in the unit circle $S^1 \subset \mathbb{R}^2$ we form the associated polygon $P_\Omega$, with sides contained in $\omega + \omega^\perp$ (see Figure 1). We consider the associated cones

$$\Gamma_\Omega = \{ \xi \in \mathbb{R}^3 : \frac{(\xi_1, \xi_2)}{|\xi_3|} \in P_\Omega \}$$

and the Fourier multiplier operators $T_\Omega$ defined, initially on Schwartz functions, by

$$T_\Omega : f \mapsto (\chi_{\Gamma_\Omega} \hat{f})^\vee.$$

Here, $\hat{\cdot}$ and $^\vee$ denote the Fourier transform and inverse transform, respectively. The purpose of this note is to provide a condition on the directions $\Omega$ which ensures $T_\Omega$ is bounded from $L^p(\mathbb{R}^3)$ to $L^p(\mathbb{R}^3)$, where $1 < p < \infty$. The question is only interesting when $p \neq 2$, as when $p = 2$ the operator is bounded by Plancherel’s theorem, and no restrictions on the directions are necessary. As shown by Fefferman [16], one cannot take all the directions of the circle, converting the polygon in a disc, when $p \neq 2$, however one can consider the cone associated to the disc if the multiplier is smoothed out appropriately (see [18] and the references therein).

We will control $T_\Omega$, via a weighted inequality, by a combination of directional maximal operators (see the forthcoming Theorem 3.3). This point of view has its origins in a conjecture of the first author [11] for the Bochner–Riesz multiplier (see also [24] [12] [6] [8] [9] [17] for progress on this conjecture.
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Figure 1. The polygon $\mathcal{P}_\Omega$ and part of the cone $\Gamma_\Omega$ associated to a set $\Omega$ of lacunary directions.

and [14, 7, 4, 5, 3] for closely related problems). When the directions are lacunary of finite order (loosely speaking, a lacunary set of order $K$ is a lacunary sequence which has lacunary sets of order $K - 1$ accumulating at each direction; see Definition 3.1) we are able to bound the relevant maximal operators, which yields the following theorem.

**Theorem 1.1.** Let $1 < p < \infty$ and suppose that $\Omega \subset \mathbb{S}^1$ is lacunary of finite order. Then $T_\Omega$ is bounded from $L^p(\mathbb{R}^3)$ to $L^p(\mathbb{R}^3)$.

The proof of this can be found in the final section. In the following section, we will recall a weighted inequality for singular integrals, and prove a weighted, angular Littlewood–Paley inequality. That angular square functions are bounded in $L^p$ is well-known (see [14, 19] for lacunary directions and [22] for lacunary directions of finite order), however we will require a weighted version in order to control $T_\Omega$ in terms of maximal operators.

2. **An angular Littlewood–Paley inequality**

Theorem 1.1 will be proved by a number of applications of the following one-dimensional result for singular integrals. There are multidimensional versions of some of the results in this section, however we focus only on what we will need. Fundamental to our approach is the Hardy–Littlewood maximal operator $M$ defined by

$$Mf(x) = \sup_{r > 0} \frac{1}{2r} \int_{-r}^{r} |f(x - t)| \, dt.$$ 

This, and thus the composition $M^k \equiv M \circ \ldots \circ M$, is well-known to be bounded from $L^p(\mathbb{R})$ to $L^p(\mathbb{R})$ with $p > 1$ (see for example the first theorem in [23]). The following lemma was proven with $M^3 w$ replaced by $(M|w|^q)^{1/q}$, with $q > 1$, in [10, 13] which was then precised in [25, 21]. This is sharp in the sense that the inequality does not necessarily hold if $M^3 w$ is replaced by $M^2 w$. 
Lemma 2.1. Let $T$ denote the singular integral operator defined by

$$Tf(x) = \text{p.v.} \int K(x - y)f(y)\,dy,$$

where $K \in C^1(\mathbb{R} \setminus \{0\})$ is such that $K(x) \leq c_0|x|^{-1}$ and $\left|\frac{d}{dx}K(x)\right| \leq c_0|x|^{-2}$. Then

$$\int |Tf|^2w \leq C \int |f|^2M^3w,$$

where the constant $C$ depends only on $c_0$.

Ordering $S^1$ in a clockwise sense, for each direction $\omega \in \Omega$ we write $\omega^{\text{prev}}$ for the previous direction of $\Omega$ and write $\omega^{\text{prev}} < \omega$. Considering the regions $A_\omega$ defined by

$$A_\omega = \{ \xi \in \mathbb{R}^3 : \omega^{\text{prev}} < \frac{(\xi_1, \xi_2)}{|(\xi_1, \xi_2)|} \leq \omega \},$$

we form the associated Fourier multiplier operators $S_\omega$ defined by

$$S_\omega f = \left(\chi_{A_\omega} \hat{f}\right)\vee.$$

In the following lemma, we control the square function associated to these Fourier multipliers by two–dimensional directional maximal operators, for which we will need to recall some definitions.

The maximal operator $M_\omega$ is defined, initially on Schwartz functions, by

$$M_\omega f(x) = \sup_{r > 0} \frac{1}{2r} \int_{-r}^{r} |f(x - tw)|\,dt.$$

This is bounded from $L^p(\mathbb{R}^3)$ to $L^p(\mathbb{R}^3)$, where $p > 1$, by an application of Fubini’s theorem and the Hardy–Littlewood maximal theorem on the copy of the real line span$(\omega)$. For a set of directions $\Omega \subset S^1 \subset \mathbb{R}^2$ we consider the directional maximal operator $M_\Omega$ defined by

$$M_\Omega : f \mapsto \sup_{\omega \in \Omega} M_\omega f.$$

We consider sequences $\{\theta_i\}_{i \in \mathbb{Z}}$ that satisfy $0 < \theta_{i+1} < \lambda \theta_i$ with lacunary constant $0 < \lambda < 1$. We say that a set of directions $\Omega \subset S^1$ is lacunary (of order one) if there exists a lacunary sequence $\{\theta_i\}_{i \in \mathbb{Z}}$ so that there is at most one direction in each of the sets

$$\Omega_i = \{ \omega \in \Omega : \theta_{i+1} < \frac{|\omega_2|}{|\omega_1|} \leq \theta_i \}.$$

We are also obliged to consider the perpendicular directions

$$\Omega^\perp := \{ \omega \times e_3 \in S^1 : \omega \in \Omega \},$$

and the associated maximal operator $M_{\Omega^\perp}$. Of course, by rotational symmetry, $M_{\Omega^\perp}$ is bounded if and only if $M_\Omega$ is bounded.
Lemma 2.2. Let $\Omega \subset S^1$ be lacunary. Then
\[
\int_{\mathbb{R}^3} \sum_{\omega \in \Omega} |S_\omega f|^2 w \leq C \int_{\mathbb{R}^3} |f|^2 M_{\epsilon_2}^3 M_{\Omega_{\perp}}^3 M_{\epsilon_1}^3 w,
\]
where $C$ depends only on the lacunary constant $\lambda$. Moreover,
\[
\int_{\mathbb{R}^3} |f|^2 w \leq C \int_{\mathbb{R}^3} \sum_{\omega \in \Omega} |S_\omega f|^2 M_{\epsilon_2}^3 M_{\Omega_{\perp}}^3 M_{\epsilon_1}^3 w.
\]

Proof. Let $\phi = \phi_o \ast \phi_o$ be a Schwartz function, supported on $[-\lambda^{-1/8}, -\lambda^{1/8}] \cup [\lambda^{1/8}, \lambda^{-1/8}]$, such that
\[
\sum_{i \in \mathbb{Z}} \phi^2(\lambda^{i/8} \xi) = 1, \quad \xi \in \mathbb{R} \setminus \{0\},
\]
where $\lambda$ is the constant of lacunarity of the directions $\Omega$. Consider the Fourier projection operators $P_{ij}$ onto dyadic rectangles defined by
\[
\hat{P}_{ij} f(\xi) = \phi(\lambda^{i/8} \xi_1) \phi(\lambda^{j/8} \xi_2) \hat{f}(\xi).
\]
First we will prove that there is a constant $C$, depending only on $\lambda$, such that
\[
\int_{\mathbb{R}^3} \sum_{i,j \in \mathbb{Z}} |P_{ij} f|^2 w \leq C \int_{\mathbb{R}^3} |f|^2 M_{\epsilon_2}^3 M_{\epsilon_1}^3 w
\]
and
\[
\int_{\mathbb{R}^3} |f|^2 w \leq C \int_{\mathbb{R}^3} \sum_{i,j \in \mathbb{Z}} |P_{ij} f|^2 M_{\epsilon_2}^3 M_{\epsilon_1}^3 w.
\]
This will follow by factorising into compositions of one-dimensional operators $P_{ij} = P_{ij}^j P_{ij}^1$, in the obvious way, and applying Lemma 2.1. These inequalities are well-known; see for example [5]. We prove them directly using Lemma 2.1 for the convenience of the reader.

Indeed, for all $t \in [0,1]$, we first apply Lemma 2.1 to the operators
\[
f \mapsto \sum_{i \in \mathbb{Z}} r_i(t) P_{ij}^1 f,
\]
where $r_i(t) = r_0(2^t i)$ and $r_0$ is the Rademacher function, equal to one on $[k, k + 1/2)$ and minus one on $[k - 1/2, k)$ for all $k \in \mathbb{Z}$. To see that the decay conditions of the lemma are satisfied, uniformly in $t \in [0,1]$, we note that the associated kernel $K$ satisfies
\[
K(x) = \sum_{i \in \mathbb{Z}} r_i(t) \lambda^{-i/8} \phi^\vee(\lambda^{-i/8} x) \approx \sum_{i \in \mathbb{Z}} r_i(t) \lambda^{-i/8} \phi^\vee(\lambda^{-i/8} x),
\]
which follows by using the rapid decay of the Schwartz function $\phi^\vee$. We obtain that
\[
\int_{\mathbb{R}^3} \left| \sum_{i \in \mathbb{Z}} r_i(t) P_{ij}^1 g \right|^2 w \leq C \int_{\mathbb{R}^3} |g|^2 M_{\epsilon_1}^3 w,
\]
where the constant is independent of $t \in [0, 1]$. By taking $g = \sum_j r_j(s) P_j^2 f$, in particular this implies that

$$\int_{\mathbb{R}^3} \left| \sum_{i,j \in \mathbb{Z}} r_i(t) r_j(s) P_{ij} f \right|^2 w \leq C \int_{\mathbb{R}^3} \left| \sum_{j \in \mathbb{Z}} r_j(s) P_j^2 f \right|^2 M_{e_1}^3 w,$$

where the constant $C$ is independent of both $t \in [0, 1]$ and $s \in [0, 1]$. Applying Lemma 2.1 again, this time in the $x_2$ variable, yields

$$\int_{\mathbb{R}^3} \left| \sum_{i,j \in \mathbb{Z}} r_i(t) r_j(s) P_{ij} f \right|^2 w \leq C \int_{\mathbb{R}^3} |f|^2 M_{e_2}^3 M_{e_1}^3 w.$$  

(3)

Integrating over $[0, 1] \times [0, 1]$ with respect to $(t, s)$ yields the first inequality of (2) by the orthogonality of the Rademacher functions.

To see the reverse inequality, we take $f = \sum_{k, \ell} r_k(t) r_\ell(s) P_{k\ell} g$ and note that

$$\sum_{i,j \in \mathbb{Z}} r_i(t) r_j(s) P_{ij} \left[ \sum_{k, \ell \in \mathbb{Z}} r_k(t) r_\ell(s) P_{k\ell} g \right] = \sum_{i,j \in \mathbb{Z}} r_i^2(t) r_j^2(s) P_{ij} P_{ij} g + \sum_{i,j,k,\ell \in \mathbb{Z} : i \neq k, j \neq \ell} r_i(t) r_j(s) r_k(t) r_\ell(s) P_{ij} P_{k\ell} g = g + \sum_{i,j,k,\ell \in \mathbb{Z} : i \neq k, j \neq \ell} r_i(t) r_j(s) r_k(t) r_\ell(s) P_{ij} P_{k\ell} g,$$

using (1) and that $r_i^2 r_j^2 \equiv 1$. Substituting into (3) and integrating over $[0, 1] \times [0, 1]$, we obtain

$$\int_{\mathbb{R}^3} \left( |g|^2 + \sum_{i,j \in \mathbb{Z} : i \neq j} |P_{ij} P_{ij} g|^2 \right) w \leq C \int_{\mathbb{R}^3} \sum_{k, \ell \in \mathbb{Z}} |P_{k\ell} g|^2 M_{e_2}^3 M_{e_1}^3 w.$$

by the orthogonality of the Rademacher functions as before. Note that unless $j = i \pm 1$, the summands in the first sum are identically zero, but in any case they are positive and so this implies the second inequality of (2), for positive weights $w$. Then the inequality for positive weights implies the inequality for general weights.

Now our desired angular inequalities will follow by combining these more traditional Littlewood–Paley inequalities with a further application of Lemma 2.1 to the operator $H_\omega$ defined by

$$\widehat{H_\omega f}(\xi) = \chi_{\omega \cdot \xi \leq 0} \widehat{f}(\xi).$$

Note that $H_\omega = \frac{1}{\pi} (\text{Id} + \frac{1}{\pi} H_\omega)$, where $H_\omega$ denotes the directional Hilbert transform defined by

$$H_\omega f(x) = \frac{1}{\pi} \text{p.v.} \int f(x - \omega t) \frac{dt}{t}.$$

In the copy of the real line $\text{span}(\omega)$, this clearly satisfies the conditions of the lemma.
By enumerating the directions $\omega$ of $\Omega$ and writing $r_\omega$ for the associated Rademacher function we apply the inequalities of (2):

$$\int_{\mathbb{R}^3} \left| \sum_{\omega \in \Omega} r_\omega(t)S_\omega f \right|^2 w \leq C \int_{\mathbb{R}^3} \sum_{i,j \in \mathbb{Z}} \sum_{\omega: P_{ij} S_\omega \neq 0} |r_\omega P_{ij} S_\omega f|^2 M_{e_2}^3 M_{e_1}^3 w$$

(4)

$$\leq C \sum_{i,j \in \mathbb{Z}} \int_{\mathbb{R}^3} |S_\omega P_{ij} f|^2 M_{e_2}^3 M_{e_1}^3 w$$

$$\leq C \int_{\mathbb{R}^3} \sum_{i,j \in \mathbb{Z}} |P_{ij} f|^2 M_{\Omega}^3 M_{e_2}^3 M_{e_1}^3 w$$

$$\leq C \int_{\mathbb{R}^3} \sum_{i,j \in \mathbb{Z}} |P_{ij} f|^2 M_{e_2}^3 M_{e_1}^3 M_{\Omega}^3 M_{e_2}^3 M_{e_1}^3 w,$$

uniformly in $t \in [0, 1]$. Here, the second inequality is due to the fact that there are at most two directions $\omega$ which satisfy $P_{ij} S_\omega \neq 0$ for a given $i$ and $j$ (see Figure 2). The third inequality is by Lemma 2.1 in the directions $\pm \omega \times e_3$ or $\pm \omega^{prev} \times e_3$ as $S_\omega P_{ij}$ is equal to either $H_{\pm \omega \times e_3} P_{ij}$ or $H_{\pm \omega^{prev} \times e_3} P_{ij}$ (if it is not simply $P_{ij}$). Integrating over $[0, 1]$ with respect to $t$ yields the first of our desired inequalities.

To see the reverse inequality, we take $f = \sum_{\omega'} r_{\omega'}(t)S_{\omega'} g$ as before, so that

$$\sum_{\omega \in \Omega} r_\omega(t)S_\omega \sum_{\omega' \in \Omega} r_{\omega'}(t)S_{\omega'} g = \sum_{\omega \in \Omega} r_{\omega}^2(t)S_\omega g = g,$$

as $r_\omega^2 \equiv 1$. Substituting into (4) we see that

$$\int_{\mathbb{R}^3} |g|^2 w \leq C \int_{\mathbb{R}^3} \sum_{\omega' \in \Omega} r_{\omega'}(t)S_{\omega'} g|^2 M_{e_2}^3 M_{e_1}^3 M_{\Omega}^3 M_{e_2}^3 M_{e_1}^3 w,$$

and so by integrating over $[0, 1]$ with respect to $t$, we obtain the second inequality. \qed
First of all, we give a precise version of the definition of finite order lacunary sets as mentioned in the introduction.

**Definition 3.1.** If $\Omega$ consists of a single direction we say that it is lacunary of order zero. We then say that $\Omega \subset S^1 \subset \mathbb{R}^2$ is lacunary of order $K$ if there is a choice of basis $\{e_1, e_2\}$ and lacunary sequence $\{\theta_i\}_{i \in \mathbb{Z}}$ such that the sets

$$\Omega_i = \{ \omega \in \Omega : \theta_{i+1} < \frac{|\omega_j|}{|\omega|} \leq \theta_i \},$$

are lacunary of order $\leq K - 1$ for all $i \in \mathbb{Z}$, with uniformly bounded lacunary constants.

Sjörgen and Sjölin [22] proved that $M_{\Omega}$ is bounded from $L^p(\mathbb{R}^2)$ to $L^p(\mathbb{R}^2)$, where $p > 1$, if $\Omega$ is lacunary of finite order (see also [15, 19] for precedents and [2] for an equivalence).

**Lemma 3.2.** If $\Omega \subset S^1 \subset \mathbb{R}^2$ is lacunary of finite order and

$$\Omega^{3d} := \left\{ \frac{1}{\sqrt{2}}(\omega \pm e_3) : \omega \in \Omega \right\},$$

then $M_{\Omega^{3d}}$ is bounded from $L^p(\mathbb{R}^3)$ to $L^p(\mathbb{R}^3)$ with $p > 1$.

**Proof.** We employ the localisation principle due to Parcet and the second author [20]. For directions $\Omega \subset S^2 \subset \mathbb{R}^3$ and a lacunary sequence $\{\theta_i\}_{i \in \mathbb{Z}}$ we define segments $\Omega^\ell_i$ by

$$\Omega^\ell_i = \left\{ \omega \in \Omega : \theta_{i+1} < \frac{|\omega_j|}{|\omega|} \leq \theta_i \right\}, \quad j < k,$$

where $e_\ell = e_j \times e_k$ or $-e_j \times e_k$. Then

$$\|M_{\Omega}\|_{p \to p} \leq C \sup_{\ell=1,2,3} \sup_{i \in \mathbb{Z}} \|M_{\Omega^\ell_i}\|_{p \to p},$$

where $C$ depends only on $p > 1$ and the lacunary constant (see also [11] for a two-dimensional version). With this we can separate the directions of $\Omega^{3d}$ into isolated directions. The main difficulty is to choose the basis correctly between each application so that the lacunarity of $\Omega^{3d}$ is ‘visible’ in each direction.

Initially we change the basis vector $e_3$ by $e_3 \to \frac{1}{\sqrt{2}}(\omega_0 \pm e_3)$, where $\omega_0 \in \Omega \subset S^1$ is one of the accumulation points of highest order, and take $e_1$ so that $e_3 + e_1$ is tangent to the circle which contains $\Omega^{3d}$. This also fixes the final basis vector $e_2$, chosen so that $e_3 = e_1 \times e_2$. Now, if $\Omega$ is lacunary of order $K$ with lacunary constant $\lambda$, we can take $\theta_i = \lambda^{i/2}$ for all $i \in \mathbb{Z}$. Then the directions of $\Omega$ which correspond to the directions of the resulting segments of the localisation principle are lacunary of order $\leq K - 1$ (at least after eight applications of (5)), with lacunary constants uniformly bounded.
by $\lambda$. Thus, after a finite number of applications of (5), each time changing the basis as before to include one of the accumulation points of highest order, we separate the directions into isolated directions, and so $M_{\Omega^2\cap}$ is bounded.

Now as $T_\Omega$ is self-adjoint, the boundedness in $L^p$ follows from the boundedness in $L^{p'}$, where $\frac{1}{p} + \frac{1}{p'} = 1$. To see that $T_\Omega$ is bounded in $L^p$ with $2 < p < \infty$, by Hölder’s inequality and the following weighted inequality it suffices to bound the maximal operators from $L^{(p/2)}$ to $L^{(p/2)'}$. Thus, Theorem 1.1 is obtained by combining the following theorem with the previous lemma and the boundedness of $M_{\Omega^2\cap}$ due to Sjögren–Sjölin [22].

**Theorem 3.3.** Let $\Omega \subset S^1$ be lacunary of order $K$. Then

$$\int_{\mathbb{R}^3} |T_\Omega f|^2 w \leq C \int_{\mathbb{R}^3} |f|^2 M_{\Omega^2\cap}^{15K} M_{\Omega^3\cap}^6 \lambda K M_{\Omega^3\cap \perp}^{15K} w,$$

where $C$ depends only on the lacunary constant $\lambda$ and the lacunary order $K$.

*Proof.* Noting that $M_\Omega = M_{\bar{\Omega}}$, we see that the maximal operators $M_{\omega_1}$ and $M_{\omega_2}$, with $\omega_1 = \omega_0$ and $\omega_2 = \omega_0^+$, where $\omega_0$ is an accumulation point, are dominated by $M_{\Omega^2\cap \Omega^2\perp}$. Thus, by $K$ applications of the second inequality of Lemma 2.2, we see that

$$\int_{\mathbb{R}^3} |T_\Omega f|^2 w \leq C \int_{\mathbb{R}^3} \sum_{\omega \in \Omega} |S_\omega T_\Omega f|^2 M_{\Omega^2\cap \Omega^2\perp}^{15K} \lambda K M_{\Omega^3\cap \perp}^{15K} w.$$

Now we can write

$$S_\omega T_\Omega f = H_{\frac{1}{\sqrt{2}}(\omega - e_3)} H_{\frac{1}{\sqrt{2}}(\omega - e_3）} S_\omega f + H_{\frac{1}{\sqrt{2}}(\omega + e_3)} H_{\frac{1}{\sqrt{2}}(\omega + e_3)} S_\omega f,$$

so that, by two more applications of Lemma 2.1 in one of these four directions, we see that

$$\int_{\mathbb{R}^3} |T_\Omega f|^2 w \leq C \sum_{\omega \in \Omega} \int_{\mathbb{R}^3} |S_\omega f|^2 M_{\Omega^3\cap}^6 M_{\Omega^2\cap \Omega^2\perp}^{15K} w$$

$$\leq C \int_{\mathbb{R}^3} |f|^2 M_{\Omega^2\cap \Omega^2\perp}^{15K} M_{\Omega^3\cap}^6 M_{\Omega^3\cap \perp}^{15K} w,$$

where the second inequality is by $K$ applications of the first inequality of Lemma 2.2. This completes the proof. \hfill \square

**Remark 3.4.** If we consider the two-dimensional multiplier operator $R_\Omega$ associated to a polygon $P_\Omega$, defined by

$$R_\Omega : f \mapsto \left(\chi_{P_\Omega} \hat{f} \right),$$
where $\Omega \subset S^1$ is lacunary of order $K$, the above argument also yields the weighted inequality
\[
\int_{\mathbb{R}^2} |R_{\Omega}f|^2 w \leq C \int_{\mathbb{R}^2} |f|^2 M_{\mathfrak{f}_{\Omega}}^{30K+6} w,
\]
where the constant $C$ depends only on the lacunary constant $\lambda$ and the lacunary order $K$.

Remark 3.5. In higher dimensions, we are able to consider polytopes associated to lacunary directions with an exact product structure. That is to say that the orthogonal projections of the directions onto the two-dimensional subspaces, formed by the span of two basis vectors, are lacunary. For example, if we consider the $n$–dimensional multiplier operator
\[
R_{\Omega} : f \mapsto \left(\chi_{\mathcal{P}_{\Omega}} \hat{f}\right)^\vee,
\]
where $\Omega \subset \mathbb{S}^{n-1}$ consists of normalised versions of the directions
\[
\{(2^{k_1}, \ldots, 2^{k_n})\}_{k_1,\ldots,k_n \in \mathbb{Z}},
\]
the above argument also yields the weighted inequality
\[
\int_{\mathbb{R}^n} |R_{\Omega}f|^2 w \leq C \int_{\mathbb{R}^n} |f|^2 M_{\mathfrak{M}_{\Omega}}^{30(n-1)+3 \cdot 2^{n-1}} w,
\]
where the constant $C$ depends only on the dimension. For this we first use $n-1$ applications of the second inequality of Lemma 2.2 (with $\mathbb{R}^3$ replaced by $\mathbb{R}^n$ and the lacunary sectors, divided by powers of 2, taken in span($e_j, e_{j+1}$) with $j = 1, \ldots, n-1$). Note that in this case the maximal operators $M_{e_j}$ are bounded by $M_{\Omega}$. This separates the multiplier in such a way that we are left to deal with the composition of $2^{n-1}$ multiplier operators of the type that can be dealt with by Lemma 2.1 applied in one of the directions of $\Omega$. We then recompose the operator with $n-1$ applications of the second inequality of Lemma 2.2. This maximal operator was bounded by Carbery [7], and so the multiplier associated to these polytopes with infinite faces are bounded on $L^p(\mathbb{R}^n)$ with $1 < p < \infty$.

The authors thank Jon Bennett for bringing [21] and [25] to their attention, and Michael Bateman and Jon Bennett for independently pointing out a minor error.
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