Hund’s induced Fermi-liquid instabilities and enhanced quasiparticle interactions
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Hund’s coupling is shown to generally favor, in a doped half-filled Mott insulator, an increase in the compressibility culminating in a Fermi-liquid instability towards phase separation. The largest effect is found about the frontier between an ordinary and an orbitally-decoupled (“Hund’s”) metal. The increased compressibility implies an enhancement of quasiparticle scattering, thus favoring other possible symmetry breakings. This physics is shown to happen in simulations of the 122 Fe-based superconductors, possibly implying the relevance of this mechanism in the enhancement of the of the critical temperature for superconductivity.

A wealth of unexpected phenomena have been discovered in strongly correlated materials and many technological applications are foreseen. At the heart of the observed remarkable behaviors is the many-body physics of the conduction electrons. Indeed their tendency to avoid each other leads to a complex dynamics with surprising properties, even more so in the typical multi-orbital landscape of these systems. In particular the different repulsion that two electrons feel depending on them being in the same or a different orbital, or on the alignment of their spins (embodied by the well known Hund’s rules of atomic physics) plays an important role in these materials.

Recently our understanding of the influence of Hund’s coupling on the metallic properties of correlated materials has drastically improved\cite{1}. Three aspects have been singled out as the most influential. i) Hund’s coupling tunes the splitting of atomic multiplets, that affects the distance in energy between the various sectors of atomic states with a given total charge. This energy is responsible for the local charge fluctuations, in a material, and thus for the ease with which a Mott insulating state can occur. The main outcome is that a Mott insulating state is strongly favored when conduction bands arise from an atomic shell which is half-filled. ii) Hund’s coupling typically lowers the overall coherence of conduction electrons, especially for electron densities near half-filling. iii) It also favors the differentiation of the correlation strength among the conduction electrons. This was termed ”orbital decoupling” \cite{2, 3}, since it stems from Hund’s coupling suppression of orbital fluctuations, favoring selective Mott physics depending on the orbital character of the conduction electrons. This can cause the coexistence of electrons with different correlation strength.

All of these results have been consistently found in Iron-based superconductors and related materials (see for example \cite{4} for i), \cite{5} for ii), \cite{6, 7} for iii)) thus testifying the importance of electronic correlations in these compounds in accord with theoretical studies\cite{6, 8, 9}.

However these materials are Fermi-liquids at low temperature\cite{10} and their instabilities (magnetism, superconductivity) have been consistently modeled within weak-coupling theories\cite{11}. The influence of electronic correlations on the high-$T_c$ superconductivity is at present still not understood.

Here we show that multi-orbital correlations and Hund’s coupling in particular seem to have another, hitherto undiscovered, influence on these systems, in that not only the quasiparticle weight and masses but also the residual interactions between quasiparticles can be affected in a highly non-trivial way. This happens in the zone of influence of the aforementioned half-filled Mott insulator. We show that Hund’s coupling affects these interactions enhancing the compressibility of the electron fluid, up to a point in which the system is unstable towards phase separation. Besides the many implications that an intrinsic instability towards a phase separation can entail, it is worth stressing that simply these altered quasiparticle interactions can have direct effects on the interaction vertices with low-energy bosons and radically enhance some bosonic-mediated mechanisms towards long-range ordered phases. We will show that this might be the case for the pairing mechanism for the high-$T_c$ superconductivity in Fe-based superconductors.

We investigate the multi-orbital Hubbard model (with M orbitals) with Hamiltonian $H = - \mu \hat{N} = H_0 + H_{int} - \mu \hat{N}$ with

\begin{equation}
\hat{H}_0 = \sum_{\langle ij \rangle \neq m\neq \sigma} t_{ij}^\sigma \hat{d}_{i\sigma}^\dagger \hat{d}_{j\sigma} + \sum_{i\sigma} \epsilon_{i\sigma} n_{i\sigma}, \tag{1}
\end{equation}

where $\hat{d}_{i\sigma}^\dagger$ creates an electron with spin $\sigma$ in orbital $m = 1, \ldots, M$ on site $i$ of the lattice, and

\begin{equation}
\hat{H}_{int} = U \sum_m n_{m\uparrow} n_{m\downarrow} \tag{2}
\end{equation}

$+ U' \sum_{m \neq m'} n_{m\uparrow} n_{m't} + (U'-J) \sum_{m < m', \sigma} n_{m\sigma} n_{m'\sigma}$

$- J \sum_{m \neq m'} \hat{d}_{m\uparrow}^\dagger \hat{d}_{m\downarrow} \hat{d}_{m'\uparrow} \hat{d}_{m'\downarrow} + J \sum_{m \neq m'} \hat{d}_{m\uparrow}^\dagger \hat{d}_{m\downarrow} \hat{d}_{m'\uparrow} \hat{d}_{m'\downarrow}$.

The number operator is $n_{i\sigma} = \hat{d}_{i\sigma}^\dagger \hat{d}_{i\sigma}$, $\hat{N} = \sum_{i\sigma} n_{i\sigma}$, $\mu$ is the chemical potential, and customarily we set $U' = U - 2J$ and we drop the last two terms in
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\( \hat{H}_{nt} \) (spin-flip and pair-hopping), which needs extra approximations to be treated within our method of choice (the effect of these terms is addressed in the Supplemental Material). We first study the degenerate model in which we only consider diagonal hopping in orbital space, equal for all orbitals i.e. \( t_{\mu}^{\mu m'} = \epsilon_{\mu} \delta_{\mu m'} \) and \( \mu = 0 \), as a function of the average density of electrons per lattice site \( n = \langle N \rangle / N_{\text{sites}} \).

We treat the model in the Slave-spin mean-field approximation\[12\] (SSMF) and we focus on the to normal, non-magnetic, zero-temperature metallic phase. There the SSMF describes the metal as a Fermi-liquid by construction, yielding the following quasiparticle Hamiltonian:

\[
H - \mu N = \sum_{k \sigma} (Z \epsilon_{k} + \lambda - \mu) f_{k \sigma}^{\dagger} f_{k \sigma} \tag{3}
\]

where \( f_{k \sigma}^{\dagger} \) is the creation operator of a quasiparticle with momentum \( k \), orbital (band) character \( \sigma \) and \( \epsilon_{k} \) is the bare electronic dispersion relation which is the same for all the bands. In what follows the \( k \)-space structure of \( \epsilon_{k} \) is immaterial, and only the density of states (DOS) counts; we customarily choose a semi-circular DOS \( D(\epsilon) \equiv \frac{2}{\pi W} \sqrt{1 - \left( \frac{\epsilon}{W} \right)^2} \) of bandwidth \( W = 2D \) for all bands. The renormalization parameters of the dispersion, \( Z \) and \( \lambda \), are calculated in the self-consistent SSMF scheme as an average on the auxiliary slave-spin Hamiltonian\[12\] which treats explicitly the interaction term eq. (3). They thus embody the effect of the electronic interactions determining the quasiparticles: \( Z \) is the quasiparticle weight and - in this family of methods that yield a purely local electronic self-energy - also the inverse of the mass enhancement, while \( \lambda \) is a shift of the bare on-site energy. The Fermi liquid condition \( n_{f} = \sum_{k \sigma} (f_{k \sigma}^{\dagger} f_{k \sigma}) = n \) is built-in.

We wish to study the compressibility of the electronic fluid \( \kappa_{el} = \frac{dn}{d\mu} \) as a function of Hund’s coupling and the number of orbitals in the model. We thus calculate the \( \mu \) vs \( n \) dependence in these models within SSMF. In Fig. 1 (left panel) the result for the 2-orbital Hubbard model at a typical value of Hund’s coupling \( J/U = 0.25 \) is reported for various values of \( U \). Remarkably, approaching the half-filled Mott insulator (that is realized at \( n = 2 \), for \( U > U_{c} = 1.96D \)) the slope of the \( \mu \) vs \( n \) curves vanishes and then becomes negative, signaling a sizable zone in the \( U/\mu \) plane where the system is unstable. Indeed a negative compressibility signals a thermodynamic instability of the system. Furthermore the compressibility can become negative both going through zero and through a divergence. The second case is realized here, implying a strong enhancement of the compressibility in the thermodynamically stable zone near the frontier. The compressibility being the uniform and static charge response function, a divergence in this quantity signals an instability of the system toward phase separation into macroscopic charge-rich and charge-poor zones (which in practice will be prevented by a charge modulation at finite \( q \) due to long-range Coulomb interaction, neglected in this study\[13\]). This spinodal line marking the phase-separation instability in the \( U - \delta \) plane is shown in Fig. 2 (left panel): it departs from the Mott transition and has a non-monotonous behaviour as a function of the interaction strength, so that the unstable zone widens rapidly for \( U > U_{c} \), but at larger interactions (for \( U/D > 3.3 \) in this case) it narrows again.

Hund’s coupling is essential for this instability zone to appear, no diverging compressibility is found at \( J = 0 \). Already at very small \( J/U \) a wide zone opens at large \( U \). This zone moves towards lower interaction strengths for increasing \( J/U \), following the position of the Mott transition\[2\] at half-filling, from which the instability frontier always departs. The zone extends, for typical values of \( J/U \), in the range \( n = 2 \) to 2.2 (and symmetrically by respect to half-filling \( n = 2 \), since the model is particle-hole symmetric), becoming larger only for \( J/U \gtrsim 2.5 \). The complete study as a function of \( J/U \) is presented in the Supplemental Material.

A similar behavior is found for the 3-orbital (Fig. 1, right panel) and 5-orbital model (shown in the Supplemental Material). The main difference with the 2-orbital case is however that a second frontier can be traced, at smaller doping compared to the first, where the \( \mu \) vs \( n \) curve recovers a positive slope. This signals that the instability due to the compressibility divergence now
mostly happens in a range of finite doping (and that the system can remain stable near the Mott insulator). The region (Fig. 2, left panel) still departs from the Mott transition at half-filling, but then extends in the U-doping plane until the two lines merge, having thus a "moustache" shape in the $M>2$ cases, instead of an "onion" shape like in the $M=2$ case. It is comparatively less extended in U but more extended in doping. In particular in the 5-orbital model it approaches values close to $n=6$ densities. At $n=6$ the system is stable again, but still an evident signature of this physics in terms of enhanced compressibility is present.

Despite a marked difference, then, in the way the instability zone evolves at large U, the common robust feature is that in all these models the onset of Hund’s coupling triggers the appearance of a zone departing from the Mott transition at half-filling where the system is unstable towards phase separation. The low-U frontier of this zone in all cases is rather horizontal in the U-doping plane, i.e. for $U > U_c$ it moves quickly towards the maximum doping it will reach. This frontier is found to follow a well known crossover, appearing in these models in several physical quantities. Indeed (see for instance Fig.16 in Ref. [12]) along a line departing from the Mott transition[8, 14], at finite doping one observes for increasing U or doping moving towards half-filling: a quick decrease of the quasiparticle weight $Z_{q}$, an increase of the inter-orbital spin-spin correlations, and a suppression of the inter-orbital charge correlations. The crossover is very sharp near the Mott transition, whereas it becomes progressively broader with increasing doping. At finite temperature it is identifiable with the "spin-freezing cross-over"[8, 15], and the recent successful denomination of "Hund’s metal"[9] might be used for the zone at large U-small doping. The three mentioned quantities then have a different, and rather disconnected evolution in other zones of the phase diagram. This crossover is where the compressibility divergence is empirically found to appear for increasing interaction U in all cases (as explicitly shown for selected cases in the Supplemental Material). The re-entrant shape of the instability zone suggests a closer analogy with the zone of reduced inter-orbital correlations, however, which is the only quantity among the three showing a similar shape in its crossover at large U[12].

Let’s now analyze the origin of this behavior. Interestingly, this phase separation arises as an instability of the Fermi-liquid, the latter being enforced, within the SSMF method. Indeed it is worth stressing that the renormalization parameters in the quasiparticle Hamiltonian eq. (3) depend in an intricate way on all the couplings in the bare hamiltonian and the chemical potential, so that the effective system described by eq. (3) is not to be viewed as a simple rigid band picture with an effective dispersion: the dispersion itself changes with the filling instead. Thus besides the quasiparticle energy (the linear - in the k-resolved density - contribution to the energy of the system) this method also accounts for the effects of quasiparticle interaction, (the quadratic term), i.e. they yield the Landau parameters $F_0$, $F_0^s$, etc[16]. Indeed in an isotropic Fermi liquid metal the electronic compressibility reads:

$$
\kappa_{el} = \frac{D^*(\epsilon_F)}{1 + F_0^s} = \frac{1}{D^*(\epsilon_F)^{-1} + f_0^s}
$$

Figure 2. Left panel: the colored areas are the zones of instability towards phase separation in the U-doping plane for the 2-,3-, and 5-orbital models, with $J/U = 0.25$. The low-U frontier departs from the Mott transition point at half-filling (symbols). For growing number of orbitals the unstable zone extends to larger and larger doping, albeit narrowing in U. Right panel: a plausible mechanism by which Hund’s coupling causes the charge instability. Hund’s coupling reduces the width of the Hubbard bands at half-filling, through the quenching of orbital fluctuations. Upon doping the quenching is lifted and the Hubbard bands are expected to expand (going from $\sim W$ to some larger value $\tilde{W}$). This makes possible to have a lower chemical potential at larger particle density, i.e. a charge instability.
firmed numerically (see Supplemental Material). Indeed the compressibility divergence always happens because \( \frac{d\rho}{dn} \) becomes negative and larger in absolute value than \( D^s(\epsilon_F)^{-1} + \mu_0 \frac{dz}{dn} \). The last quantity is always small near the Mott insulator (because \( Z \) and \( \mu_0 \) are small there, and \( \frac{dz}{dn} \) is finite) but the question remains of why \( \frac{d\rho}{dn} < 0 \).

Indeed the renormalization parameters \( Z \) and \( \lambda \) set respectively the width and the position of the quasiparticle band(s), compared to the non interacting case. In particular in a doped Mott insulator \( \lambda \) places the quasiparticle band above the charge gap in the so-called Hubbard band[17], the range of the spectrum with delocalized excitations at finite energy. The Hubbard band is centered around the energy of the atomic charge excitation (e.g.: \( U/2 \) in the single-band case) and if its width is fixed one expects lambda to grow monotonously when shifting the quasiparticle band within it, upon doping. It has however become clear recently that the Hubbard bands can vary in width, for instance among different models: in absence of Hund’s coupling their width grows like \( \sqrt{N} \) with the number of orbitals[18], while it was shown that the onset of Hund’s coupling \( J \) reduces their width back to values of the order of the one-band model[12]. Indeed \( J \) quenches the orbital fluctuations responsible for the enhancement of the delocalization energy of the charge excitations, and hence of the width of the Hubbard bands. This quenching is however complete only at half-filling, while the extra particles introduced by doping necessarily create doubly occupied orbitals, unquenching the orbital degrees of freedom. One can then expect the Hubbard bands to expand again, when doping the half-filled Mott insulator. This gives a plausibility argument for the non-monotonic behaviour of \( \lambda \) with \( n \): if the Hubbard band expands quickly enough with doping it may happen that for a larger density \( n \) the quasiparticle band is located at lower energy than for a smaller \( n \) (see Fig. 2, right panel), and consequently \( \mu \) can be lower for the larger \( n \), causing the negative compressibility that we find.

Incidentally the mechanism reducing the width of the Hubbard bands was shown to coincide[12] with the one causing the "orbital-decoupling" (i.e. the suppression of inter-orbital charge-charge correlations) leading to the selective Mott physics that one finds in these models once the degeneracy of the bands is removed[2, 19]. It is not surprising then to find the divergence of the compressibility on the frontier of the cross-over towards the orbitally-decoupled region.

It is worth stressing that also the proximity to such a Fermi-liquid instability has several remarkable consequences[13]. Indeed a negative \( F_0^s \) implies an attractive interaction between quasiparticles in the particle-hole channel, at \( q = 0, \omega \to 0 \). This in general favors superconductivity[20]. But also the interaction of quasiparticles with low-energy bosons can be enhanced. Indeed Ward identities relate the quasiparticle interaction vertices with the Fermi-liquid parameters. For instance for the density-vertex \( \Lambda(q, \omega) \) the following Ward identity holds[21]:

\[
Z \Lambda(q \to 0, \omega = 0) = \frac{1}{1 + F_0^s}. \tag{5}
\]

This implies an enhancement of this interaction vertex, if \( 1 + F_0^s \) decreases until vanishing as in the present case (for a complete plot of \( 1 + F_0^s \) in the 2-orbital model with \( J/U = 0.25 \) in the Supplemental Material). In turn the enhancement of the vertex can favor a symmetry breaking, if a related susceptibility is correspondingly enhanced.

![Figure 3. Lower left panel: compressibility (color scale) in BaFe\(_2\)As\(_2\) calculated within DFT+SSMF (\( J/U=0.25 \)) in the U-density plane. The saturated yellow color corresponds to the unstable region (the pixellation is due to numerical discretization and is unphysical), surrounded by an area of enhanced compressibility (red). Upper panels: compressibility plotted along the cuts (dashed lines) for constant \( U=2.7eV \) and constant density \( n=6 \), relevant values for BaFe\(_2\)As\(_2\). Lower right panel: orbitally resolved mass enhancements, showing that the compressibility enhancement happens about the cross-over where correlations become orbitally selective.](image)

It is tempting to attribute to these effects the enhancement of a number of instabilities of the paramagnetic metallic phase in materials that are dominated by Hund’s many-body physics[1]. Most notably it is not impossible that, whatever the mechanism leading to superconductivity in Iron-based superconductors, the enhancement of the critical temperature be due to the Fermi-liquid compressibility enhancement outlined in this paper. Indeed when modeling doped BaFe\(_2\)As\(_2\) with DFT+Slave-spin one finds confirmation that the phase separation instability is realized also in this realistic framework, emanates from the half-filled Mott insulator, and reaches the zones...
in the phase diagram relevant to the iron-based superconductors, as shown in Fig. 3. Remarkably indeed, using the set of interaction parameters \((U=2.7eV, J/U=0.25)\) that yields the correct Sommerfeld coefficient for all of the 122 family\[12, 22\] one finds that the compressibility is greatly enhanced in the density range 5.75 to 6.1, coinciding with the zone where doped \(BaFe_2As_2\) shows high-Tc superconductivity in the tetragonal phase.

Recently Misawa and Imada\[23\] have highlighted a zone of phase separation, in the ab-initio phase diagram of \(LaFeAsO\) \[24\] studied within a variational Montecarlo scheme, in proximity of the superconducting phase. The zone of phase separation is compatible with the corresponding zone we find in the present study and with its continuation in terms of enhanced compressibility. What we highlight in the present work is that this phase is a genuine instability of the Fermi liquid phase even in absence of all symmetry breaking, it is to be tracked back to Hund’s coupling, and is a universal feature of all Hund’s dominated doped half-filled Mott insulators.

Analogously to the model studies, we find that in \(BaFe_2As_2\) the instability zone and the zone of enhanced compressibility that continues it, is located on the crossover frontier between the normal and the orbitally-decoupled (“Hund’s”) metal (Fig. 3, right panels). We suggest that in general an enhancement of the compressibility, with the possible related enhancement of superconducting pairing, happens when a material is near the frontier between a normal metal and a Hund’s metal. A possible universally detectable sign of this situation is the arising of high-Tc superconductivity in between a phase with orbitally-selective electronic correlation strength and another, more conventional metallic phase, as it also happens in Cuprates\[6\].

The author is grateful to M. Capone, G. Giovannetti, G. Sangiovanni, M. Grilli, A. Chubukov, P. Bruno for helpful exchanges and discussions.

[1] A. Georges, L. de’ Medici, and J. Mravlje, Annual Review of Condensed Matter Physics 4, 137 (2013).
[2] L. de’ Medici, Phys. Rev. B 83, 205112 (2011).
[3] L. de’ Medici, “Weak and strong correlations in iron pnictides,” in Iron-based superconductivity, Springer Series in Materials Science, Vol. 211, edited by P. Johnson, G. Xu, and W.-G. Yin (Springer, 2015) pp. 409–441.
[4] D. E. McNally, S. Zellman, Z. P. Yin, K. W. Post, H. He, K. Hao, G. Kotliar, D. Basov, C. C. Homes, and M. C. Aronson, Phys. Rev. B 92, 115142 (2015).
[5] F. Hardy, A. E. Böhmer, D. Aoki, P. Burger, T. Wolf, P. Schweiss, R. Heid, P. Adelmann, Y. X. Yao, G. Kotliar, J. Schmalian, and C. Meingast, Phys. Rev. Lett. 111, 027002 (2013).
[6] L. de’ Medici, G. Giovannetti, and M. Capone, Phys. Rev. Lett. 112, 177001 (2014).
[7] M. Yi, Z.-K. Liu, Y. Zhang, R. Yu, J. X. Zhu, J. J. Lee, R. G. Moore, F. T. Schmitt, W. Li, S. C. Riggs, J. H. Chu, B. Lv, J. Hu, M. Hashimoto, S. K. Mo, Z. Hussain, Z. Q. Mao, C. W. Chu, I. R. Fisher, Q. Si, Z. X. Shen, and D. H. Lu, Nat Commun 6, 7777 (2015).
[8] H. Ishida and A. Liebsch, Phys. Rev. B 81, 054513 (2010).
[9] A. Shorikov, M. Korotin, S. Streltsov, S. Skornyakov, D. Korotin, and V. Anisimov, Journal of Experimental and Theoretical Physics 108, 121 (2009); M. Aichhorn, S. Biermann, T. Miyake, A. Georges, and M. Imada, Phys. Rev. B 82, 064504 (2010); Z. P. Yin, K. Haule, and G. Kotliar, Nat Mater 10, 932 (2011); P. Werner, M. Casula, T. Miyake, F. Aryasetiawan, A. J. Millis, and S. Biermann, Nat Phys 8, 331 (2012); T. Misawa, K. Nakamura, and M. Imada, Phys. Rev. Lett. 108, 177007 (2012); S. Backes, H. O. Jeschke, and R. Valentí, Phys. Rev. B 92, 195128 (2015); E. Bascones, B. Valenzuela, and M. J. Calderón, Comptes Rendus Physique 17, 36 (2016); Q. Si, R. Yu, and E. Abrahams, Nature Reviews Materials 1, 16017 EP (2016).
[10] F. Rullier-Albenque, Comptes Rendus Physique 17, 164 (2016).
[11] I. I. Mazin, D. J. Singh, M. D. Johannes, and M. H. Du, Phys. Rev. Lett. 101, 057003 (2008); A. Chubukov, “Itinerant electron scenario,” in Iron-Based Superconductivity, edited by D. P. Johnson, G. Xu, and W.-G. Yin (Springer International Publishing, Cham, 2015) pp. 255–329; P. J. Hirschfeld, Comptes Rendus Physique 17, 197 (2016).
[12] L. de’ Medici and M. Capone, ArXiv e-prints 1607.08468 (2016), arXiv:1607.08468 [cond-mat.str-el].
[13] C. Castellani, C. Di Castro, and M. Grilli, Phys. Rev. Lett. 75, 4650 (1995).
[14] L. Fanfarillo and E. Bascones, Phys. Rev. B 92, 075136 (2015).
[15] P. Werner, E. Gull, M. Troyer, and A. J. Millis, Phys. Rev. Lett. 101, 166405 (2008); A. Liebsch and H. Ishida, Phys. Rev. B 82, 155106 (2010); S. Hoshino and P. Werner, Phys. Rev. Lett. 115, 247001 (2015).
[16] P. Nozières, Theory of Interacting Fermi systems, edited by Westview Press (Westview Press, 1997).
[17] J. Hubbard, Proceedings of the Royal Society of London A 281, 389 (1963); Proceedings of the Royal Society of London A 281, 401 (1964).
[18] O. Gunnarsson, E. Koch, and R. M. Martin, Phys. Rev. B 54, R11026 (1996); Phys. Rev. B 56, 1146 (1997).
[19] L. de’ Medici, S. R. Hassan, M. Capone, and X. Dai, Phys. Rev. Lett. 102, 126401 (2009).
[20] M. Grilli, R. Raimondi, C. Castellani, C. Di Castro, and G. Kotliar, International Journal of Modern Physics B 05, 309 (1991).
[21] M. Grilli and C. Castellani, Phys. Rev. B 50, 16880 (1994).
[22] F. Hardy, A. E. Böhmer, L. de’ Medici, M. Capone, G. Giovannetti, R. Eder, L. Wang, M. He, T. Wolf, P. Schweiss, R. Heid, A. Herbig, P. Adelmann, R. A. Fisher, and C. Meingast, ArXiv e-prints 1605.05485 (2016), arXiv:1605.05485 [cond-mat.supr-con].
[23] T. Misawa and M. Imada, Nat Commun 5, 5738 (2014).
[24] T. Misawa and M. Imada, Phys. Rev. B 90, 115137 (2014).
Hund’s induced Fermi-liquid instabilities and enhanced quasiparticle interactions

Supplemental Material

EVOLUTION OF THE ZONE OF PHASE SEPARATION IN THE 2-ORBITAL MODEL AS A FUNCTION OF HUND’S COUPLING STRENGTH J/U

It is interesting to study the evolution of the zone of instability towards phase separation as a function of Hund’s coupling strength \( J/U \). The result is shown in Fig. S3. It is remarkable that for \( J = 0 \) the system is always stable, while already for very small Hund’s coupling a large instability zone opens up at large \( U \). Upon increasing \( J \), the zone moves towards lower interaction strengths, following the position of the Mott transition \[1\] while becoming less extended in \( U \): this implies that the maximum extension in density, which in this model is somewhat beyond \( n = 2.2 \) electrons/site, i.e. the maximum distance of the frontier from the Mott insulator, is reached for lower \( U \) the higher \( J/U \). After \( J/U \approx 0.2 \) however the behaviour becomes more articulated, the instability zone expands in all directions until becoming, for the maximum physical value of \( J/U = 1/3 \) a wide squarish area between \( n = 2 \) and \( n \sim 2.4 \) at all \( U > U_c = 1.75\Delta D \).

RESULTS FOR THE 5-ORBITAL HUBBARD MODEL

In Fig. S2 the calculation of the \( \mu \) vs \( n \) curves is reported, for the 5-orbital Hubbard model. As in the 3-orbital case (Fig. 1 in the main article, right panel) a double change of slope is visible in most curves, meaning that the instability happens in a finite range of non-zero doping. This feature, absent in the 2-orbital case, seems to be general for the \( M > 2 \) case.

The phase diagram has thus a very elongated "moustache" shape in the U-density plane, as visible in the left panel of Fig. 2 in the main article.

Figure S2. Phase separation zone in the 5-orbital degenerate Hubbard models at \( J/U = 0.25 \). Most of the \( \mu \) vs \( n \) curves show a double change of slope in these models, so that the instability zone extends between two spinodal lines both at finite doping. For growing orbitals the unstable zone extends to larger and larger doping, albeit narrowing in \( U \).

ROTIATIONALLY INVARIANT SLAVE-BOSON STUDY OF THE 2-ORBITAL HUBBARD MODEL WITH SPIN-FLIP AND PAIR-HOPPING INTERACTION TERMS: CONFIRMATION OF THE PHASE SEPARATION INSTABILITY.

It is natural to ask oneself if this unstable zone is a robust physical feature. In particular it is worth checking if the instability is an artifact of the approximate treatment of Hund’s coupling due to the chosen density-density Hamiltonian. Slave-spins cannot at present properly treat the full Kanamori hamiltonian at the same approximation level of the Ising one \[2\] so that we use the rotationally invariant form of the Kotliar-Ruckenstein slave-bosons \[3\]. Thus implicitly we also show that the presented results are not the artifact of the main method chosen throughout this work (the SSMF) either.

Indeed, in the 2-orbital model, the occurrence of an instability zone due to a diverging compressibility around
the half-filled Mott insulator is confirmed. This zone, absent at $J = 0$ quickly widens its doping range with increasing $J/U$ and it is most extended for $J/U \approx 0.02$, then decreases again. The extent in doping is smaller than that for the Ising Hamiltonian, reaching densities around $n=2.1$. The low-$U$ frontier of the instability zone still departs from the Mott transition, as in the Ising case. The shape of the instability zone is analogously re-entrant in both this rotationally invariant and the density density case (i.e. the fact that the frontier $\delta_n(U)$ starts at $\delta = 0$ at the critical interaction for the Mott transition $U = U_c$, quickly grows with $U > U_c$, and then decreases again at larger $U$ until vanishing).

Further investigation of the rotationally-invariant case is left for future work, but this preliminary analysis support the robustness of the physical conclusions of the present study.

PROXIMITY OF THE COMPRESSIBILITY ENHANCEMENT/DIVERGENCE AND THE CROSS-OVER TO THE ORBITALLY-DECOUPLED REGION

We have mentioned in the main article that the divergence of the compressibility found in the various studied models departs from the half-filled Mott transition, and coincides (at least close to this transition) with a cross-over, well known in all models and ab-initio studies of systems with strong Hund’s coupling[1, 4, 5], into a more strongly correlated zone. This zone is characterized by enhanced inter-orbital local ferromagnetic spin-spin correlations (i.e. high-spin configurations dominate in the metallic state), suppressed inter-orbital local charge-charge correlations (i.e. charge excitation in different orbitals are decoupled). This last feature causes (when the symmetry between the different orbitals is broken in the hamiltonian, by e.g. crystal-field, or different hopping) an enhanced selectivity in the correlation strength, where electrons with some orbital character can be strongly correlated while electrons with some other orbital character are weekly correlated. This zone can be labeled with the successful buzzword ”Hund’s metal”[6], even if a precise commonly accepted definition of what a Hund’s metal is not available at the moment.

Moving to large dopings the cross-over becomes less sharp than close to half-filling, and the position of the compressibility enhancement seems not to exactly coincide with it. Rather the peak in the compressibility seems to be placed immediately inside the Hund’s metal zone, still very close to the cross-over.

Figure S3. Rotationally-invariant slave-bosons study of the 2-orbital Hubbard model with the rotationally-invariant interaction (i.e. $H_{\text{int}}$ including the spin-flip and pair-hopping terms, neglected in the rest of the work). Evolution of the zone of phase-separation instability (in the U-density plane) as a function of $J/U$. At each value the system is unstable for densities between $n = 2$ and the corresponding frontier.

Figure S4. Proximity of the compressibility divergence/enhancement with the cross-over into the orbitally-decoupled (that might be identified with the ”Hund’s metal”) phase: 2-orbital (left panel) and 3-orbital (right panel) Hubbard models with Hund’s coupling $J/U = 0.25$. Results for two densities are reported for each model, as a function of the interaction strength $U/D$: one crossing the instability zone (the smaller density in both cases) and one just outside it (larger density - refer to the phase diagram in the main article, left panel of Fig. 2). Top panels: inverse compressibility showing either a divergence (zero crossing) or an enhancement (minimum) of the compressibility. Upper-middle panels: average of the total z-component of the spin on a given site, showing the entrance in the high-spin ("Hund’s") metal. Lower-middle panels: inter-orbital charge-charge correlations, the suppression of which signals the "orbital-decoupling", and independent Mott physics. Bottom panel: the mass enhancement, signalling the stronger correlations of the Hund’s metal phase.

The results illustrating the coincidence/proximity of the frontier to the Hund’s metal and the compressibility
For the system described by the Hamiltonian

$$H - \mu N = \sum_{km\sigma} (Ze_k + \lambda - \mu)f_{km\sigma}^f f_{km\sigma}, \quad (S6)$$

the total number of quasiparticles, equal to the particle density, reads

$$n_f = \int (\mu - \lambda)/Z \, d\epsilon D(\epsilon) = n. \quad (S7)$$

The electronic compressibility $\kappa_{el} = \frac{dn}{d\mu}$ is obtained by differentiation:

$$\frac{dn}{d\mu} = D(\frac{\mu - \lambda}{Z}) \frac{1}{Z} \left( 1 - \left[ \frac{\mu - \lambda}{Z} \frac{dZ}{dn} + \frac{d\lambda}{dn} \right] \right), \quad (S8)$$

and then, using the simple identity $\frac{dX}{dn} = \frac{dX}{dn} \frac{dn}{d\mu}$ this yields:

$$\frac{dn}{d\mu} = \frac{D(\frac{\mu - \lambda}{Z})}{1 + \frac{D(\frac{\mu - \lambda}{Z})}{Z} \left[ \frac{\mu - \lambda}{Z} \frac{dZ}{dn} + \frac{d\lambda}{dn} \right]} = \frac{D(\mu_0)/Z}{1 + \frac{D(\mu_0)}{Z} \left[ \mu_0 \frac{dZ}{dn} + \frac{d\lambda}{dn} \right]}, \quad (S9)$$

Here we have used the fact that the Luttinger theorem imposes that $\mu_0 = \frac{\mu - \lambda}{Z}$, where $\mu_0$ is the chemical potential for the non-interacting system with the same particle density, and the fact that $D^*(\mu) = D(\mu_0)/Z$. Indeed the Luttinger theorem states that the volume of the interacting Fermi surface is proportional to the particle density, i.e. $n_f = n$, so that this useful expression can be found, relating the chemical potential in our interacting model to that of the non-interacting case with the same density. Indeed by equating the densities of particles at $U=0$ with the interacting quasiparticle density at zero temperature i.e.

$$n(U = 0) = \int f_{\epsilon_0}^1 \, d\epsilon D(\epsilon) = \int (\mu - \lambda)/Z \, d\epsilon D(\epsilon) = n_f(U), \quad (S10)$$

one obtains $\mu_0 = \frac{\mu - \lambda}{Z}$.

Thus by comparing to the Fermi-liquid formulas

$$\kappa_{el} = \frac{D^*(\epsilon_F)}{1 + F_0^s} = \frac{1}{D^*(\epsilon_F)^{-1} + f_0^s}, \quad (S11)$$

we can identify

$$F_0^s = D^*(\mu) \left[ \mu_0 \frac{dZ}{dn} + \frac{d\lambda}{dn} \right], \quad f_0^s = \mu_0 \frac{dZ}{dn} + \frac{d\lambda}{dn}. \quad (S12)$$

For the 2-orbital model $J/U = 0.25$. The black zone is where this quantity is negative and the Fermi liquid is correspondingly unstable.
ROLE OF THE QUASIPARTICLE ENERGY SHIFT $\lambda$ IN THE ENHANCEMENT/DIVERGENCE OF COMPRESSIBILITY

Following formulas (S11) and (S12), the compressibility diverges, if $D^*(\mu)$ remains finite (i.e. the quasiparticle mass does not diverge), when $F^*_0 = -1$. This implies that $D^*(\mu)^{-1} + \mu_0 \frac{dZ}{dn} + d\lambda/dn$ becomes negative by going through zero. However $D^*(\mu)^{-1} + \mu_0 \frac{dZ}{dn} > 0$, because the quasiparticle DOS is a definite positive quantity and $\frac{dZ}{dn}$ has always the sign of $\mu_0$ near the half-filled Mott insulator in our particle-hole symmetric models. This is because $\mu_0 = 0$ at half-filling in these cases (thus $\mu_0$ has the sign of the doping from half-filling), and $Z$ decreases monotonically when approaching the Mott insulating state (thus $\frac{dZ}{dn}$ has also the sign of the doping).

This entails that $d\lambda/dn$ has to become negative, and this is what is found numerically in all the examined cases in this article, as shown in Fig. S7.

Figure S7. Example illustrating the role of the quasiparticle energy shift $\lambda$ in determining the divergence of the compressibility. Here we report the result of the SSMF for the 3-orbital Hubbard model with $U/D = 2.1$ and $J/U = 0.25$. The dashed lines show that the compressibility diverges when $-d\lambda/dn$ reaches the value of $D^*(\mu)^{-1} + \mu_0 \frac{dZ}{dn}$ which is a positive quantity. Thus $d\lambda/dn$ has to be negative.
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