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Abstract. This paper introduces a new path planning algorithm for unmanned aerial vehicles (UAVs) based on the teaching-learning-based optimization (TLBO) technique. We first define an objective function that incorporates requirements on the path length and constraints on the movement and safe operation of UAVs to convert the path planning into an optimization problem. The optimization algorithm named Multi-subject TLBO is then proposed to minimize the formulated objective function. The algorithm is developed based on TLBO but enhanced with new operations including mutation, elite selection and multi-subject training to improve the solution quality and speed up the convergence rate. Comparison with state-of-the-art algorithms and experiments with real UAVs have been conducted to evaluate the performance of the proposed algorithm. The results confirm its validity and effectiveness in generating optimal, collision-free and flyable paths for UAVs in complex operating environments.
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1 Introduction

Unmanned aerial vehicles (UAVs) have potential use in many areas of real-world applications due to their cost-effective, traffic-free, and flexible operation. Especially, they have been receiving great interest in civil applications ranging from data collection to defect and damage detection [1]. The key to the success of those applications involves path planning algorithms that generate optimal paths for UAVs to follow during their operation [2-4].

In the literature, UAV path planning has been addressed with different approaches such as the A-star probabilistic road map, fast marching square and visibility binary tree algorithms [5-8]. Besides that, nature-inspired algorithms such as the Genetic Algorithm (GA), Ant Colony Optimization (ACO), and Particle Swarm Optimization (PSO) have been successfully applied to solve challenging path planning problems that require not only feasible but also optimal paths. Depending on its advantages and limitations, a certain method can be preferable for a specific task than the others. GA has a great capacity to solve various path planning problems [9][10], but it requires heavy computation and has a premature convergence issues [4]. ACO can provide short and collision-free paths [11], but its convergence speed is rather slow [4]. PSO on the other hand is known to have good convergence speed with many variants making it suitable for a number of path planning problems [12-13]. It however also has the issue with premature convergence and in some situations may result in local optimum rather than global optimum solutions [4],[14].

Recently, a new nature-inspired optimization method named teaching-learning-based optimization (TLBO) has been introduced to solve complex optimization problems with the capacity to yield quality solutions with a high convergence rate [15],[16]. Its structure significantly decreases difficulties in parameter tuning and thus results in better execution time. In addition, the simplified TLBO (STLBO) [17] was later introduced maintaining advantages of the original TLBO but using a simpler structure to enhance performance in solving complex. Nevertheless, all of the teaching and learning activities in STLBO are constrained to one subject that may limit its capability to find the global optimum solution in problems that involve high dimension decision variables such as 3D UAV path planning.

In this study, we propose a new approach, namely the multi-subject TLBO (MS-TLBO) to deal with the path planning problem for UAVs. It is capable of generating not only flyable but also short and collision-free paths for UAVs to carry out their assigned tasks. The process starts from a 3D model of the target area, including its surrounding environment obtained through satellite maps. The MS-TLBO is then conducted to produce reference paths for the UAV that satisfy the safe and dynamic requirements. This optimization process is carried out based on a multi-constraint cost function allowing to increase the capability of obstacle avoidance and task
performance. Extensive simulations, comparisons, and experiments have been conducted to demonstrate the feasibility and effectiveness of the proposed algorithm.

The rest of this paper is constructed as follows. The path planning problem is presented in Section 2. The design of the path planning algorithm using MS-TLBO is described in Section 3. Section 4 presents simulation and experimental results. A conclusion and suggestion for future work is outlined in Section 5.

2 UAV path planning problem

In civil infrastructure inspection applications, the UAV is required to fly along a certain path that allows it to collect the necessary data to fulfill the task. The path is typically optimal in a certain criterion, such as minimizing the flight distance or maximizing the coverage. Furthermore, factors relating to UAV safety and constraints on its maneuverability should also be considered. Those criteria can be incorporated in an objective function of the form:

$$J(T_i) = \sum_{m=1}^{M} \beta_m J_m(T_i)$$

(1)

where $T_i$ is the $i$th generated path for the UAV, $J_m(T_i)$ is the cost associated to a certain criterion of the $i$th path, $\beta_m$ is the weight chosen for each cost element. In this work, we focus on three main cost elements ($M = 3$) including the path length, collision avoidance, and operating altitude.

To find cost $J_1$ associated to the path length, the desired path $T_i$ is divided into $L$ segments, each segment is assumed to be straight, and $L$ is represented by its end-points $P_l = \{z_l, y_l, z_l\}, l = 0 \cdots L$. Thus, $J_1$ can be computed as:

$$J_1(T_i) = \sum_{l=1}^{L} \|P_{l+1} - P_l\|$$

(2)

where $\|\|$ represents the Euclidean norm.

To find cost $J_2$ relating to collision avoidance, we base on the distance between the path segments and the obstacles presented in the operating area of the UAV. Specifically, denote $K$ as the total number of obstacles, cost $J_2$ computed for $L$ path segments and $K$ obstacles at each iteration can be expressed as:

$$J_2(T_i) = \frac{1}{LK} \sum_{l=1}^{L} \sum_{k=1}^{K} \max_{l,k} \left(1 - \frac{d_{l,k}}{r_{l,k}^s}, 0\right)$$

(3)

where $r_{l,k}^s$ is the safe range from the UAV to the $k$th obstacle, and $d_{l,k}$ is the distance from obstacle $k$ to the center of the $l$th segment.

Lastly, cost $J_3$ relating to altitude constraints that restrict the UAV to travel within a predefined height range can be represented via the minimum and maximum height values, $z_{\text{min}}$ and $z_{\text{max}}$, as:

$$J_3(T_i) = \sum_{l=1}^{L} \delta_l$$

(4)

$$\delta_l = \begin{cases} z_l^M - z_{\text{max}}, & \text{if } z_l^M > z_{\text{max}} \\ 0, & \text{if } z_{\text{min}} \geq z_l^M \geq z_{\text{max}} \\ z_{\text{min}} - z_l^M, & \text{if } z_{\text{min}} > z_l^M > 0 \\ \infty, & \text{if } 0 \geq z_l^M \end{cases}$$

where $z_l^M$ is the height of segment $l$. By formulating the cost elements as in (2) – (4) and the overall cost function as in (1), the path planning problem is converted to an optimization where the objective is to find a path $T_i$ that minimizes the cost $J$. 
3 Path planning using enhanced teaching-learning-based optimization

Given the path planning problem defined in (1), we propose in this section our development of MS-TLBO that is capable of finding the optimal solution to minimize the cost function with details as follows.

3.1 Teaching-learning-based optimization (TLBO)

Teaching-learning-based optimization [18] is a bio-inspired algorithm designed on the basis of teaching and learning phenomena in a classroom in which the optimization variables are modelled via students’ knowledge. The algorithm simulates two key modes of learning, i.e., through teacher (known as Teacher phase) and with learners (known as Learner phase). In the Teacher phase, the teacher is considered as the most knowledgeable person to inspire the entire class and improve students’ knowledge. In the Learner phase, students further gain their knowledge by learning among themselves. The process of TLBO algorithm is explained in detail as below.

1) Teacher phase: In this phase, the teacher inspires students to reach his knowledge level. The students, on the other hand, try to study from the teacher to improve their knowledge. Thus, students’ achievements are built up by two main factors, the teacher’s knowledge, and their own quality. The average grade of the entire class is calculated based on the capability of students.

Let $N$ be the number of class members, $M$ is the mean grade of the class, and $T$ is the best solution representing the teacher’s knowledge. In the first stage, the teacher attempts to train $M$ to reach his level $T$. This approach is mathematically formulated as below:

$$A_i^{\text{new}} = A_i^{\text{old}} + r_1 (T - T_r M)$$  (5)

where $A_i^{\text{new}}, i=1,2,\ldots,L$ represents a newly generated solution, $r_1$ is a random number in the range of [0, 1], $T_r$ is randomly set to either 1 or 2 with equal probability, $T_r = \text{round}[1 + \text{rand}(0,1)[2-1]]$. The new value of $A_i^{\text{new}}$ is incorporated to the next iteration if and only if it is better than its previous one, $A_i^{\text{old}}$.

2) Learner phase: In the learner phase, students will try to gain their knowledge by studying from each other. A learner interacts randomly with the others in different studying actions, for example, discussions, presentations, or group studies. In this phase, two random students $m$ and $n, \forall m \neq n \neq i$ are selected within the class to update their knowledge by the following equation:

$$A_i^{\text{new}} = 
\begin{cases} 
A_i^{\text{old}} + r_1 (A_m - A_n) & \text{if } P_m < P_n \\
A_i^{\text{old}} + r_1 (A_n - A_m) & \text{otherwise}
\end{cases}$$  (6)

Similar to the teacher phase, $A_i^{\text{new}}$ will be added to the next iteration only if its value is better than its previous one.

3.2 Multi-subject TLBO for UAV path planning

Originally, TLBO was developed for a class with a single subject, which showed effectiveness and efficiency in comparison to other optimization methods [19]. However, for complex optimization problems such as path planning, the algorithm may fail to obtain the global optimum due to its limitation in handling high-dimensional variables. To overcome that limitation, we propose in this study a multi-subject approach in combination with the use of local search and an elite strategy as in [17] for TLBO. Specifically, a mutation operation is introduced to support the last worst learner as follows:

$$A_i^{\text{new}} = 
\begin{cases} 
A_i^{\text{old}} + mu, & \text{if } \text{rand}[0,1] < \mu \\
A_i^{\text{old}}, & \text{otherwise}
\end{cases}$$  (7)

where $A_i^{\text{new}}$ is a new solution found around the current best teacher, $k \in \{1,2,\ldots,D\}$ denotes the $k$th dimension of the decision variable with $D$ dimensions, $\text{rand}[0,1]$ is a uniformly distributed real value in the range of [0,1], $\mu$ is the mutation probability that helps to improve the local search performance, and $mu$ is a random mutation variable used in the local search operation. Let $FES$ and $\text{max}_FES$ be respectively the current and maximum number of objective function evaluations, the mutation probability $\mu$ is computed as:

$$\mu = 1 - \frac{FES}{\text{Max}_FES}.$$ 

On the other hand, $mu$ is computed by employing the chaotic sequence to enrich the mutation behavior:
where \( X_n \) is the value of \( n \)th chaotic iteration and can be calculated as:

\[
X_{n+1} = 4.0 \times X_n \times (1 - X_n),
\]

where \( X_0 \) is taken from [0,1].

Through the mutation variable, the local search attempts to find a better solution around the current best teacher. If the new solution is better than the worst one, the elite strategy will be used to replace the worst learner with the new solution which can be formulated as follows:

\[
S_w = \begin{cases} 
 t_{i,k}^\text{new}, & \text{if } f(t_{i,k}^\text{new}) < f(S_w) \\
 S_w, & \text{otherwise}
\end{cases}
\]

where \( S_w \) represents the worst learner in the current class and \( f(\cdot) \) represents the objective function value of the corresponding solution.

After conducting the mutation and elite selection strategies, we further improve the quality of solutions by using a multi-subject approach as in [19]. The teacher phase in (5) is first replaced by the STLBO with elite strategy (7)-(10). In the learner phase, students will try to gain their knowledge by learning from each other. A learner interacts randomly with the others in different studying actions within \( m \) subjects. Two random solutions \( i,k, \forall i \neq k \) are then selected and the solution is updated as:

\[
A_{i,k}^\text{new} = A_{i,k}^\text{old} + r_g (A_{i,j}^\text{old} - A_{j,k}^\text{old}) \quad \text{if } P_a < P_a
\]

\[
A_{i,k}^\text{new} = A_{i,k}^\text{old} + r_g (A_{i,j}^\text{old} - A_{j,k}^\text{old}) \quad \text{otherwise}
\]

### 3.3 Algorithm Implementation

To implement the proposed MS-TLBO, initial parameters, such as coordinates of the working area, location of obstacles, and the start and destination locations of the UAV, is first determined based on data loaded from satellite maps. The MS-TLBO algorithm is then carried out to find an optimal path as in the pseudo-code shown below:

```plaintext
/* Preparation: */
1 Determine the working area, UB (Upper boundary), LB (Lower Boundary) using a satellite map;
2 Select the start and destination positions;
3 Identify all obstacles;
4 Save all the above data in an initialization file;
5 Compute constraints of the actual UAV;
/* Initialization: */
6 Load the initialization file and then the constraint file to global memory;
7 Initialize algorithm parameters, i.e., number_of_iteration, Best_Costs, number_of_population,
8 number_of_subject, number_of_decision_variable, Max_FES, and violation_cost;
9 FES = 0
10 foreach i < number_of_population do
11     foreach k < number_of_decision_variable do
12         P(i,k) = rand x [UB - LB] + LB
13     end
14 end
15 Evaluate the objective function values of P;
16 FES = FES + number_of_population
17 X = rand /* initialization of chaos map */
/* Path Planning: */
/* Teacher phase redefinition: */
18 While FES < Max_FES do
19     Update the chaos map value; /* using (9) */
20     foreach i < number_of_decision_variable do
21         if rand < 1 - FES/Max_FES then
22             Update the redefined teacher \( A_{i,k}^\text{new} \) /* using (7) */
23         end
24 end
25 Evaluate the objective value of new individual;
26 FES = FES + 1
27 if \( A_{i,k}^\text{new} > S_w \) then
28     Update the worst learner \( S_w \) by the new & better solution; /* using (10) */
```

```
Fig. 1. Pseudo code of the proposed MS-TLBO algorithm

4 Experiments

To evaluate the performance of the proposed algorithm for UAV path planning, we have conducted a number of experiments with details as follows.

4.1 Experimental setup

The UAV used in this work is a 3DR Solo drone retrofitted with additional devices as shown in Fig. 2. It has three onboard processors; one is ARM Cortex A9 for data processing and the others are Cortex M4 for flight control.

The retrofitted devices include a differential GPS module, an external antenna, an IoT board, and an inspection camera. The differential GPS module is a u-blox NEO-M8P-2-10 Real-time kinematic (RTK) compatible GPS receiver to increase the positioning accuracy. The inspection camera is a Hero 4 camera with 12-megapixel resolution attached to a three-axis 3D gimbal for data acquisition. The Internet-of-Things (IoT) board named Arduino-Yun is attached to the accessory port of the drone and interfaced with the embedded Linux operating system via USB protocol. Its communication range is enhanced by an extended antenna. A TP-Link wireless N 4G LTE gateway router is employed as the main access point for data communication between the drone and ground control station.

Fig. 3 shows the testing area with data acquired from a real satellite map. In this selected area, the drone is operating within the space of 90.5 m x 50.5 m x 20 m corresponding to the latitude, longitude, and altitude coordinates of \( \{12.184706, 109.162841, 0\} \) and \( \{12.184253, 109.163680, 20\} \). The start position of the drone is...
chosen at $P_i = \{12.184333, 109.163583\}$ and its final position is set to $P_f = \{12.184594, 109.163040\}$. In the testing area, a number of obstacles, mainly due to trees, with different radii are identified and represented by pole shapes as shown in Fig. 3. Those obstacles will be incorporated as inputs to the path planning algorithm.

![Fig. 3. The experimental area loaded from a satellite map with obstacles indicated by the black pole shape.](image)

In our experiment, the generated path is exported as waypoints consisting of the coordinates that the drone needs to fly through. Those waypoints are then uploaded to the drone via a ground control station software such as Mission Planner. The built-in flight controller finally controls the drone to fly along with those waypoints. In our evaluation, the number of waypoints chosen is 10 resulting in 30-dimension variables to be optimized. The terminal criterion ($Max\_FES$) is set to 150,000.

### 4.2 Experimental Results

The path planning results are first compared with state-of-the-art algorithms including TLBO [15], Genetic Algorithm (GA) [9], and Ant Colony Optimization (ACO) [11]. Fig. 4 shows the cost values over iterations, wherein the MS-TLBO algorithm exhibits a better and more stable conversion. The results are confirmed as recorded in Table 1 showing the cost values and convergence iterations.

| Algorithm    | Initial cost | Min cost | Iterations |
|--------------|--------------|----------|------------|
| GA           | 95.912       | 73.40    | 69         |
| ACO          | 81.865       | 71.80    | 107        |
| TLBO         | 95.912       | 70.20    | 111        |
| MS-TLBO      | 81.865       | 70.00    | 54         |

![Fig. 4. Convergence rate of GA, ACO, TLBO and MS-TLBO](image)

The 3D path generated for the drone is shown in Fig. 5a where it can be seen that the path does not contact any obstacles. This can be further verified in Fig. 5b that shows the top view. To verify the feasibility of the planned path, its waypoints have been uploaded to the drone for real flight tests. The real trajectory of the drone is shown in Fig. 6 which overlaps the planned one. It also guides the UAV to avoid obstacles presented in the environment. The results, therefore, confirm not only the optimality of the generated path but also its validity in practical implementation.
3 Conclusion

In this paper, we have introduced a path planning algorithm named MS-TLBO for UAVs to conduct surface inspection tasks. The core of the algorithm is the introduction of mutation, elite selection and multi-subject operations to augment the TLBO for complex path planning tasks. When combining with a cost function that takes into account the constraints on path length, collision avoidance, and flight altitude, the algorithm can generate paths that are not only optimal in length but also feasible in movement range and safe in operation. Experimental results confirm that the proposed MS-TLBO algorithm performs better than some state-of-the-art algorithms in both optimality and convergence speed. The generated paths are also feasible for real UAV operations in a number of validation experiments. The obtained results not only confirm the validity of our approach but also suggest a possibility of extending the work toward a generic architecture for UAV path planning in complex environments.
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