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Abstract: This study is aimed at developing a real-time optimal control strategy for variable air volume (VAV) air-conditioning in a heating, ventilation, and air-conditioning (HVAC) system using genetic algorithms and a simulated large-scale office building. The two selected control variables are the settings for the supply air temperature and the duct static pressure to provide optimal control for the VAV air-conditioning system. Genetic algorithms were employed to calculate the optimal control settings for each control variable. The proposed optimal control conditions were evaluated according to the total energy consumption of the HVAC system based on its component parts (fan, chiller, and cold-water pump). The results confirm that the supply air temperature and duct static pressure change according to the cooling load of the simulated building. Using the proposed optimal control variables, the total energy consumption of the building was reduced up to 5.72% compared to under ‘normal’ settings and conditions.

Keywords: heating, ventilation and air-conditioning (HVAC) system; variable air volume (VAV); optimization; genetic algorithm

1. Introduction

Heating, ventilation, and air-conditioning (HVAC) systems constitute a significant portion of the energy consumption of many buildings [1–3]. Researchers have tried to determine a methodology to reduce such HVAC energy consumption [2,4] and, among the developed methodologies, genetic algorithms (GAs) are widely used in various fields and are known to be suitable for solving complex optimization problems, especially when large amounts of data and parameters are involved [5,6]. Therefore, GAs (a type of machine learning technique) are applicable for the optimization of complex configurations of systems such as buildings [7]. Extensive research has been conducted to optimize the thermal performance of buildings and reduce energy consumption, particularly that of the building’s HVAC system [8]. Recent studies have shown that optimization methods that use GAs can save energy in HVAC systems and improve energy efficiency [9–11]. Researchers have carried out analyses of the changes in the energy consumption of HVAC systems with respect to building design parameters [9] and have optimized HVAC system design based on simulations [10].

The performance of buildings and their HVAC systems is influenced in real time due to factors such as temperature and humidity of the outside air, operation modes and patterns, and others. In order to implement efficient operations and effectively control a building’s HVAC system, the HVAC system must be operated and controlled by optimal control variables (settings) in real time that correspond to the changes in load usage according to the external environment. Preferably, such optimal operation and control can be implemented without additional costs for updating the system [12].
The typical local controls in a valuable air volume (VAV) air-conditioning system rely on static pressure control, supply air temperature, and outdoor air flow [13–15]. These local controls have an effect on the indoor comfort and energy consumption in the system. The appropriate controls can be achieved by adopting indoor loads and outdoor conditions in real time. Local controls in a VAV system have traditionally been implemented using controllers with values derived from traditional control strategies such as setpoint reset, proportional integral derivative (PID), and model predictive control (MPC) [16–18].

HVAC systems are comprised of many components and subsystems (e.g., fans, chillers, pumps, ductwork, pipes, heat exchangers, etc.). In this research, an office building was used as the reference building in which the HVAC system was modeled and simulated. The optimal control variables were derived from genetic algorithms (GAs) and are proposed to mitigate energy consumption and optimize the performance of HVAC systems in large-scale office buildings. The calculated optimal control variables/settings were input to a variable air volume (VAV) air-conditioning system at one-hour intervals. GAs were employed to analyze the changes in the calculated optimal control variables which, in turn, were used to operate the modeled system. Using this process, energy savings were calculated and compared with the energy consumption under previous ‘normal’ (compared to ‘optimal’) operating conditions.

2. Generation of Simulated Reference Building and Description of VAV System

Among the standard buildings found in the Commercial Prototype Building Models proposed by the United States Department of Energy’s Building Energy Codes Program [19,20] and ANSI/ASHRAE/IES Standard 90.1 [21] for standardized energy assessment, the category of Large Office Buildings [22] was selected as the building type to generate the required input data for this study. The input values for the reference building were modified to reflect the usage profile of a large office building in Korea [23]. To fit the simulation program, weather information was obtained by modifying test reference year (TRY) data, which are the standard weather data for the Seoul area. Table 1 presents the main boundary conditions that were used in the proposed simulation model to acquire data.

| Component                     | Features                                                                 |
|-------------------------------|-------------------------------------------------------------------------|
| Weather data and site location| Test reference year (TRY) Seoul (latitude: 37.57° N, longitude: 126.97° E) |
| Building type                 | Large-scale office building                                              |
| Total building area (m²)      | 46,320                                                                  |
| Hours simulated (hour)        | 8760                                                                    |
| Envelope insulation (m²K/W)   | External wall 0.35, roof 0.213, external window 1.5                    |
| Window-to-wall ratio (%)      | 40                                                                      |
| Setting (°C)                  | Cooling 26, heating 20                                                  |
| Internal gain                 | Lighting 10.76 (W/m²), people 18.58 (m²/person), plug and process 10.76 (W/m²) |
| HVAC sizing                   | Autocalculated (software to be determined)                              |
| HVAC operation schedule       | 7:00–18:00                                                              |

The building and its HVAC system were simulated using EnergyPlus version 8.9.0 (U.S. Department of Energy, Washington, DC, USA) [24]. The outputs, which include energy consumption, were generated from EnergyPlus and include quantities for flow, temperature, and pressure at each node in the building’s system. The HVAC system modeled in this study has an air handling unit that
provides a VAV system to each room and a freezer that can be used also as a heat source in cold weather. Numerous controllable settings are required to manage a VAV system, from heating and cooling temperature settings and minimum airflow rate settings at the zone level to the minimum outside airflow, supply air temperature, and duct static pressure settings at the system level [25]. Among the various controllable variables in an HVAC system, the settings for supply air temperature and duct static pressure are selected specially for the study as the control variables in the VAV air-conditioning system. Figure 1 describes a typical VAV HVAC system that includes the control setting locations for the supply air temperature and duct static pressure.

\[ Q = q_s / 1.21(t_z - t_s), \]  
\[ Q_{sys} = \sum_{i=1}^{n} Q_z i, \]  
\[ P_t = P_s + C \times (Q_{sys})^2, \]  
\[ P_{fan} = Q_{sys} \times P_t / n_f, \]

where \( Q_z \) is zone air flow (m\(^3\)/h), \( q_s \) is zone sensible load (kW) \( t_z \) is zone temperature (°C), \( t_s \) is supply air temperature (°C), \( Q_{sys} \) is total system air flow (m\(^3\)/h), \( n \) is number of zone, \( P_s \) is duct static pressure (Pa), \( C \) is flow coefficient (dimensionless), \( P_t \) is fan total pressure (Pa), \( n_f \) is fan total efficiency (%).

3. Optimal Control Using Genetic Algorithms

In this study, GAs were used to derive optimal control parameters for an optimized control operation. The objective function is the total energy consumption of the HVAC system. First, an energy calculation model for the HVAC system is needed to implement a GA whose objective function is the energy consumption of the HVAC system. The numerical model for calculating the energy of an HVAC system references an existing calculation model and several input variables, including controlled and uncontrolled variables [26,27]. The numerical models to determine energy consumption of three components (fan, chiller, and cold-water pump) in the HVAC system are addressed as follows.

Fan Power Model:

\[ Q_z = q_s / 1.21(t_z - t_s), \]  
\[ Q_{sys} = \sum_{i=1}^{n} Q_z i, \]  
\[ P_t = P_s + C \times (Q_{sys})^2, \]  
\[ P_{fan} = Q_{sys} \times P_t / n_f, \]
Chiller Power Model:

\[ PLR = \frac{q_{ct}}{q_{nominal}} \times R_f, \]  
\[ P_{chiller} = P_{ref} \times \text{CAPFT} \times \text{EIRFT} \times \text{EIRPLR}, \]  
\[ P_{ref} = \frac{q_{ref}}{\text{COP}_{ref}}, \]  

where PLR is part-load ratio, \( q_{ct} \) is system cooling coil load (kW), \( q_{nominal} \) is chiller nominal capacity, refrigeration ton (RT), CAPFT is a curve that represents the capacity factor as a function of evaporator and condenser temperatures, EIRFT is a curve that represents the energy input ratio to cooling output factor as a function of evaporator and condenser temperatures, EIRPLR is a curve that represents the energy input ratio factor as a function of part-load ratio, \( q_{ref} \) is chiller capacity at reference conditions (reference temperatures and flow rates) (kW), and \( \text{COP}_{ref} \) is a reference coefficient of performance (W/W).

Pump Power Model:

\[ Q_w = \frac{q_{ct}}{C_w} \times \gamma_w \times (t_{wref} - t_w), \]  
\[ P_{pump} = Q_w \times H_t / n_p, \]  

where \( Q_w \) is chilled water flow rate (L/s), \( C_w \) is specific heat capacity of water 4.19 (kJ/kg°C), \( \gamma_w \) is density of water (1000 kg/m³), \( t_{wref} \) is chilled water return temperature (°C), \( t_w \) is chilled water temperature (°C), \( H_t \) is total pump head (Pa), and \( n_p \) is pump total efficiency (%).

The input values that are needed to calculate the energy consumption of the HVAC system are derived from the outputs of the building simulation. The next step is to derive the optimal control variables using GA that gives a set of optimal or potential solutions to a problem. Each solution in the population is referred to as an individual. A generation is a new population of individuals that is created each time [28]; the optimization algorithm is repeated to determine the most optimal solution. Figure 2 presents a flow chart that describes the optimization process to determine optimal control settings using GAs.

Figure 2. Flow chart of energy analysis model for HVAC system using genetic algorithms.
The GAs used for the energy calculation model and optimization of the HVAC system were programmed using MATLAB R2018a and the toolbox in MATLAB, respectively. The hot season (from May to September) in Seoul, Korea, was used as the analysis period for calculating the energy consumption of the HVAC system. The total energy consumption of the HVAC system during the hot season is the sum of the energy consumption of three components (fan, chiller, and cold-water pump) in the HVAC system [29]. Total energy consumption can be calculated using Equation (10).

\[ P_{total} = P_{fan} + P_{chiller} + P_{pump} \]  

(10)

where \( P \) is energy consumption. In practice, the setting values need to be selected within a controllable range for real-world applications. The upper and lower limits were set according to the general design conditions of the building and the literature [30–32]. The air supply temperature was selected to be between approximately 12 and 19 °C, and the duct static pressure was set to be between approximately 250 and 620 Pa. Table 2 shows the design settings for the two control variables (supply air temperature and duct static pressure) and the control range for the variables.

| Case                              | Control Variable   |
|-----------------------------------|--------------------|
|                                   | Supply Air Temp. (°C) | Duct Static Pressure (Pa) |
| ‘Normal’ (Non-optimal) Control Operation | 12.8                | 474                     |
| Optimal Control Operation (Range)  | Calculate GA (12–19) | Calculate GA (250–620) |

4. Results and Discussion

4.1. Effects of Changes in Supply Air Temperature

Figure 3 shows the changes in supply air temperature according to the time series during the optimal control operation from June through September. In June and September, the supply air temperature changes frequently, as shown in Figure 3(a,d), but in July and August (the hottest months), the supply air temperature is set as low as 12 °C, as shown in Figure 3(b,c). If the supply air temperature is maintained continuously at about 12 °C during normal operations, including July and August, the flow rate of the cold water that circulates in the cooling coil increases, which leads to an increase in the load rate of the refrigerator and an increase in the circulation of the cold water in the cold-water circulation pump, thereby increasing the energy consumption of the system that supplies the cooling source.
Figure 3. Supply air temperature changes during optimal control mode for (a) June, (b) July, (c) August, and (d) September.

4.2. Effects of Changes in Duct Static Pressure

Figure 4 shows the changes in duct static pressure according to the time series during the optimal control period from June through September. Duct static pressure in the optimal control operation mode is lower than 474 Pa and was kept constant during normal operations. The GA discovered energy savings for the fan by supplying less air than the existing air volume by keeping the static pressure low on the air supply side. However, any reduction in airflow that is due to low static pressure can also cause problems such as the temporary deterioration of indoor air quality, even when the required outdoor air intake for the design is satisfied. Hence, for practical design, ways to maintain proper indoor air quality must also be considered.
Figure 4. Duct static pressure changes during optimal control mode for (a) June, (b) July, (c) August, and (d) September.

4.3. Comparison of Energy Consumption Levels
4.3. Comparison of Energy Consumption Levels

Figure 5 presents a comparison of monthly energy consumption with respect to normal operation mode versus optimal operation mode. The total amount of energy saved in July and August when the outside temperature is relatively high is about 4%, and is up to 9.7% in September. The rate of the total cooling energy consumption during the period of analysis from June through September was reduced from 384,296 kW in normal operation mode to 362,309 kW in optimal operation mode, which represents 5.7% in energy savings. The control value changes in the time series according to the changes in outside air conditions and the cooling load. The total energy consumption is calculated as the sum of the separate energy consumption of the fan, chiller, and cold-water pump. The effects of energy consumption for each of these three components in the HVAC system also were analyzed, as discussed in the next three subsections.

![Figure 5. Monthly energy consumption comparison between normal operation mode and optimal operation mode for June through September.](image)

(1) Energy consumption of fan

Figure 6 shows the energy consumption and savings rates of the fan in the HVAC system during the cooling period from June through September with respect to operation mode. The results indicate that energy consumption is reduced by at least 15.9–32.6% per month. The energy savings are due to the low duct static pressure, which leads to low static pressure for the fan. The energy consumption of the fan during the cooling months was reduced from 65,449 kW in normal operation mode to 47,865 kW in optimal operation mode, which is a reduction of about 26.9% energy consumption.

![Figure 6. Comparison of fan energy consumption between normal operation mode and optimal operation mode for June through September.](image)
(2) Energy consumption of chiller

Figure 7 shows the energy consumption and savings rates of the chiller in the HVAC system during the cooling period from June through September with respect to operation mode. In June and September, the chiller energy consumption decreased by 1.8% and 8.6%, respectively, but the chiller energy consumption increased by about 0.7% in July and August when the outside air temperature and the cooling load were both high. During the cooling period from June through September, the chiller energy consumption decreased by 1.6% from 294,820 kW in normal control mode to 290,213 kW in optimal control mode. Thus, no significant difference was evident in the reduction rate of the energy consumption of the chiller with regard to whether it operated in normal control mode or in optimal control mode.

![Figure 7. Comparison of chiller power consumption between normal operation mode and optimal operation mode for June through September.](image)

(3) Energy consumption of cold-water pump

Figure 8 shows the energy consumption and savings rates of the cold-water pump in the HVAC system during the cooling period from June through September with respect to operation mode. The energy consumption of the cold-water circulation pump increased by about 1%, except in September. When the supply air temperature is maintained at a temperature lower than about 0.8 °C compared to the temperature in normal control mode, the flow rate of the cold water that circulates in the cooling coil increases, which results in an increase in the energy consumption of the cold-water pump. The cooling period from June through September saw a 0.9% increase from 24,028 kW in normal control mode to 24,213 kW in optimal control mode.

![Figure 8. Comparison of cold-water pump energy consumption between normal operation mode and optimal operation mode for June through September.](image)
5. Conclusions

The optimal control strategy proposed in this study uses an objective function as the energy consumption in a GA. Then, GAs are used to select the supply air temperature and duct static pressure as the control variables/settings to operate a VAV system in real time. The following results were obtained from this study.

The proposed optimal control operation was evaluated based on changes in the optimal control variables and energy savings in a simulated HVAC system in a reference large-scale office building. As the two optimal control operations, the air supply temperature was kept as low as 12 °C, which is below the system design value of 12.8 °C, and the duct static pressure was kept at a value lower than the system design value of 474 Pa.

When the low temperature and low pressure were outputs from the GAs, the total energy consumption was reduced by 5.7%, the fan energy consumption was reduced by 26.9%, the chiller energy consumption was reduced by 1.6%, and the cold-water pump energy consumption showed a mere 0.9% increase. However, low supply air temperatures and low air flow rates can cause conditions such as internal condensation in the system or ductwork, cold drafts, and temporary deterioration of the indoor air quality during HVAC operation. Therefore, these possible outcomes need to be addressed when optimizing HVAC system design.

If the energy consumption of the fan unit takes up a large portion of the configuration of the HVAC system, then even more energy savings should be achieved using the proposed method. Several variables can be controlled in supplying the heat/cooling source, such as the cold-water supply temperature, cold-water flow rate, and cooling the water in the chiller, so further research is required for optimizing HVAC systems using various control settings.
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