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Abstract

Earth science researchers often spend weeks sifting through decades of unlabeled satellite imagery (on NASA Worldview) in order to develop datasets on which they can start conducting research [2]. We developed an interactive, scalable and fast image similarity search engine (which can take one or more images as the query image) that automatically sifts through the unlabeled dataset reducing dataset generation time from weeks to minutes. In this work, we describe key components of the end to end pipeline.

Our similarity search system was created to be able to identify similar images from a potentially petabyte scale database that are similar to an input image, and for this we had to break down each query image into its features, which were generated by a classification layer stripped CNN trained in a supervised manner. To store and search these features efficiently, we had to make several scalability improvements.

To improve the speed, reduce the storage, and shrink memory requirements for embedding search, we add a fully connected layer to our CNN make all images into a 128 length vector before entering the classification layers. This helped us compress the size of our image features from 2048 (for ResNet, which was initially tried as our featurizer) to 128 for our new custom model. Additionally, we utilize existing approximate nearest neighbor search libraries to significantly speed up embedding search. Our system currently searches over our entire database of images at 5 seconds per query on a single virtual machine in the cloud. In the future, we would like to incorporate a SimCLR based featurizing model which could be trained without any labelling by a human (since the classification aspect of the model is irrelevant to this use case).

We also built a UX that enhanced Worldview with a human-in-the-loop interface that allows multi-stage refinement of query images. A user utilizes our image snipping tool on Worldview to choose a query area. Then, the search algorithm displays similar images in a tiled interface. The user selects images relevant to their particular task thereby refining the search results. This process is carried out iteratively until the entire dataset is collected.

1 Introduction

Worldview is a tool developed by NASA’s Earth Observing System Data and Information System (EOSDIS) division. It allows users to interact with NASA satellite imagery superimposed onto a map of the Earth. 900 layers of this imagery are present on this application, and all these layers are updated daily. Worldview is powered by the NASA GIBS API which enables retrieval of satellite imagery at a certain location and zoom level with respect to the Earth’s surface.

The immense amount of image data contained by Worldview becomes an issue when no framework exists to search that data. An example user workflow that would encounter roadblocks due to this lack of search ability would be the creation of an image dataset of hurricanes. Currently, such imagery...
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must be procured by visually observing decades worth of satellite imagery. By using machine learning and approximate nearest neighbor techniques, we describe a solution to this problem in this paper.

The problem of image searching has two main approaches: by metadata or by image features. In the metadata approach, each image is tagged with metadata of what it contains. When a user attempts to search for images (either via text or another image as input) the images with the metadata that most match query metadata are returned to the user. The limiting factor in the metadata approach is that generation of metadata would have to be done by hand since attempting to train a model that incorporated all “classes” of satellite imagery at a granular level would be a nearly impossible task.

The second approach is to search by the image features themselves. In this approach, a trained CNN is utilized to convert each image into a list of integers, which we can call the images “features” because these integers represent the distinguishing features of an image. We then store these image features, and when provided a query image, use our trained CNN to convert the query image into its features. Then the query features are used to search our database for the stored images with closest matching features. The advantages to this approach lie in its ability to search images at a much more specific level than what metadata allows for (i.e a certain type of hurricane) and that there becomes no need for a human to have to work with each image and tag it with metadata.

For the feature-based approach to be time-feasible we need fast nearest neighbor searching upon the image features. There are several libraries that accomplish this approximation, the one we decided to use in this paper was the Annoy library from Spotify.

2 Related Work

Much of the related work that this paper builds off of was done in creating the Approximate Nearest Neighbor search library Annoy [4]. Annoy creates a binary tree forest of data point partitions split by a series of hyperplanes. Each node in the binary tree represents a hyperplane, and each leaf node represents the number of points in that given partition. When we search for the nearest neighbors for a given input, we simply determine which side of a given hyperplane node our input node is on, and then go to the node on that side of the hyperplane. This continues until we reach leaf nodes, which are all partitions that contain points from the original subspace. The leaf node partitions represent the set of points that are the nearest neighbors of the input point. To expand our set of nearest neighbors we can make a forest of hyperplane-divided binary trees, and all trees can be traversed simultaneously to find any number of N nearest neighbors. This method of fast, approximate searching was necessary to search efficiently through the 128-dimension feature set that represents every image in the dataset.

3 Pipeline

Our reverse image search engine was based upon 52k images taken from NASA GIBS at zoom level 8 and 200 images taken from NASA GIBS at zoom level 4. Instead of storing these images in their entirety, we stored their distinguishing features as 128-length vectors. These distinguishing features were extracted by the vector created by the trained CNN right before the classifying layers. This allowed us to reduce the feature vector size from 2048 to 128. These vectors were stored in .ann (Annoy) files which could be quickly searched by the approximate nearest neighbor Annoy python library. The combination of these compressed features and Annoy search optimized both our database size and our search time.

The Annoy search returns the indexes of the features that most match the query image by the user. These indexes can then be converted into a NASA GIBS URL pointing to the image that the features represent. The URLs are then returned to the user.

We deployed this search engine system on a cloud VM where it ran in a Flask app. We then had a cloned NASA Worldview frontend access this Flask app, which would return the URLs of the closest images to a query image (see User Flow)

4 Users Flow of Utilization of the Scalable Reverse Image Search Engine

Here we provide sample screenshots that describes a typical user workflow and how the intended user uses the newly developed tool.
Figure 1: Pipeline of the Reverse Image Search

Figure 2: Step 1: The user snips an image of the region of interest
Figure 3: Step 2: The system returns a candidate list of similar regions of interest

Figure 4: Step 3: The user selects more images of interest and the system refines the search results accordingly
5 Experiments

Originally, we used a standard ResNet [3] model as the featurizer. This had the downside of having a 2048 feature vector size, but also was deficient in detecting the different classes of satellite imagery. The standard ResNet model had high accuracy at clustering images of similar color together, but had limited capabilities beyond that. So, we took a ResNet model and added a dense layer and retrained it on 10 basic classes (islands, reefs, hurricanes, wildfires, etc.) with the hope of creating a much better featurizer. This is the model we ended up using, and it was able to identify several satellite imagery classes, creating an accurate reverse search engine infrastructure as a whole. Below some test images with this new CNN can be seen with their closest matched images.
With the above images we can see that this 10-class CNN has demonstrated that a reverse image search over satellite images was possible in an accurate and efficient manner. To expand the scope of the similarity search would be as simple as training the CNN on more classes.

6 Analysis and Future Work

By designing this scalable reverse image search system within a cloned version of NASA worldview, we have demonstrated the viability of such a system to exist at a much more massive scale (being able to reverse search more classes of images and have a database of several years of images). The potential of this product to attain such scale is demonstrated by the quick search approximate nearest neighbor search and the extremely scalable storage as a result of the small feature-set required to represent each image in our database.

In terms of the model used for the reverse image search, the current CNN is only applicable to the classes of labeled images that it was trained on. The issue with this approach is that we cannot possibly train a model on all the possible classes of satellite imagery, since there are too many possible classes. Further, it would be infeasible to label images to train the model in a supervised manner for reverse image search. For this reason, going forward, a self-supervised model will be sought out to find similarities between images without specific classification and labelling.

Further, we would like to dockerize the reverse image search architecture so that it could be used by scientists with any dataset and model. Scientists would be required to store their database of images as a collection of the features of all the images (featurized by the custom model) and provide their custom model into this dockerized code as a .h5 file.

7 Conclusion

In this paper, we have demonstrated that the creation of a reverse image search system on Worldview is something that is very feasible. Via our compression of search time with approximate-nearest neighbor search, this tool can be used by researchers to very quickly assemble an image database for their research purposes, thus cutting down the threshold to start research significantly. The reverse search engine is able to search over a large database of images because of the 128 length feature vector storage format. This allowed us to speed up search along with shrink the storage of the enormous
satellite image databases. We also found that using a standard ResNet \cite{3} model was not ideal for reverse-image search, since the ResNet model was good when classifying with respect to color, but lacked finer feature detection. This was improved when we experimented with a CNN of our own that was trained on satellite images, and this was able to much better identify the more granular features in the satellite imagery.
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