Decomposing the generalized Toffoli gate with qutrits
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The problem of finding efficient decompositions of multi-qubit gates is of importance for quantum computing, especially, in application to existing noisy intermediate-scale quantum devices, whose resources are substantially limited. Here we propose a decomposition scheme for a generalized N-qubit Toffoli gate with the use of $2N - 3$ two-qutrit gates for arbitrary connectivity. The fixed number of the required additional levels (the choice of qutrits is optimal) and the use of the iSWAP gate as a native operation make our approach directly applicable for ongoing experiments with superconducting quantum processors. Specifically, we present a blueprint of the realization of the proposed scheme for the Aspen-9 processor supporting quantum operations with qutrits.

I. INTRODUCTION

A digital model of quantum computing can be considered as a natural extension of the classical computing model, which operates with quantum analogs of information bits known as qubits. During last decades, remarkable progress in the development of quantum information processing devices on various physical platforms has been performed [1–6]. A peculiar feature of most existing physical systems used for quantum computing is the ability to operate in the larger states spaces, which are formed, for example, by accessible additional energy levels of ions or (artificial) atoms [7–9]. The use of such additional degrees of freedom is the basic idea of qudit-based quantum information processing. In the case of quantum computing, the use of qudits may help to reduce resources required for implementing quantum algorithms. This is possible, first, by decomposing qudits on a set of two-level systems (qubits). This approach has been widely studied both theoretically and experimentally [10–47]. Despite its simplicity and efficiency, there is a number of limitations associated with finding optimal qudit-to-qubit mappings [48]. The second approach is to employ higher qudit levels can be used for substituting ancilla qubits, which is of specific interest in the problem of decomposing multi-qubit gates [49], such as the Toffoli gate [22, 24, 37, 38, 50–55]. We note that in the pioneering experimental work on the realization of the Toffoli gate, the third energy level of the superconducting transmon qubit has been used [38]; this has been further exploited in Ref. [54] in experiments with fixed-frequency transmons on the IBM cloud-based superconducting processor and generalized [55] for the $n$ qubits (qutrits) coupled within linear topology. Systematic studies of this approach have demonstrated an ability to efficiently decompose multi-qubit gates: $2N - 3$ qubit-qudit gates are required for decomposing the $N$-qubit generalized Toffoli gate [52]. However, this requires one to satisfy a general relation between the dimensionality of qudits and the topology of coupling map, specifically, for a given qudit one should have $d \geq k + 1$, where $d$ is its dimension and $k$ is the number of its connections to other qudits used within the decomposition [52]. The limited connectivity of existing noisy intermediate-scale quantum (NISQ) devices and sufficiently high level of errors in the operation with high energy levels poses a problem of relaxing conditions for the efficient implementation of multi-qubit gates. Many works are then focused on revealing the potential of qutrits [17, 31, 32, 54], which are possible to operate efficiently in experiments [23, 29, 35, 38, 54, 56–59]. We note that the use of qudits offers advantages also in quantum teleportation [33] and quantum communications [60, 61], as well as opens up opportunities for uncovering fundamental concepts of quantum mechanics [26, 30, 62].

In the present work, we improve recent results by developing a scheme for decomposing $N$-qubit generalized Toffoli gate using $2N - 3$ two-qutrit gates by employing qutrits ($d = 3$) only; for summary, see Tab. I. The fixed number of the required additional levels (the choice of qutrits is optimal) and the use of the iSWAP gate as a na-
tive operation make our approach directly applicable for superconducting quantum processors, specifically, for the Aspen-9 processor supporting quantum operations with qutrits [58]. Although, we are focused here on the superconducting quantum computing setup, our approach in principle can be adopted for other physical platforms, in particular, for trapped ions, for whose an ability to realize a multi-qutrit processor has been demonstrated [59].

Our work is organized as follows. In Sec. II, we introduce main concepts behind the idea of a qutrit-based processor and describe the required quantum gates for its operation. In Sec. III, we describe the details of the proposed approach for decomposing the generalized Toffoli gate with qutrits. In Sec. IV, we discuss the application to existing architecture of superconducting qutrit-based processor. We summarize our results in Sec. V.

II. QUTRIT-BASED PROCESSOR AND GATES

We consider a system of $N$ qutrits, which are composed by three levels $|0\rangle$, $|1\rangle$, and $|2\rangle$, labeled by indices $i \in \{1, \ldots, N\}$. The first two levels $|0\rangle_i$, $|1\rangle_i$ of $i$th qutrit are considered as a qubit, whereas the third level $|2\rangle_i$ is as an ancillary level. We focus on the problem of the $N$-qubit gate decomposition, and then assume that the initial and the final states of the $N$-qutrit system can be considered an $N$-qubit states, i.e., population of the ancillary states $|2\rangle$, should be zero.

As basic single-qutrit operations, we employ the following gates:

$$R_{x(y)}^{01}(\varphi) = e^{-i\lambda_1(2)\varphi}, \quad R_{x(y)}^{12}(\varphi) = e^{-i\lambda_6(\gamma)\varphi}. \quad (1)$$

Here standard notations of Gell-Mann matrices are used:

$$\lambda_1 = \begin{pmatrix} 0 & 1 & 0 \\ 1 & 0 & 0 \\ 0 & 0 & 0 \end{pmatrix}, \quad \lambda_2 = \begin{pmatrix} 0 & -i & 0 \\ i & 0 & 0 \\ 0 & 0 & 0 \end{pmatrix}, \quad (2)$$

We note that these operations correspond to experimentally accessible transitions in superconducting qutrit-based processors [57]. The $0 \rightarrow 2$ transition, which cannot be accessed directly at least in certain experimental setups [57], can be implemented via the sequence of intermediate operations:

$$R_{x(y)}^{02}(\varphi) = e^{-i(\pi/2)\lambda_6}e^{-i(\varphi/2)\lambda_1(2)}e^{i(\pi/2)\lambda_6}. \quad (3)$$

If the $0 \rightarrow 2$ transition is directly available, this provides the further simplification of the proposed scheme.
As native two-qutrit operations, we consider iSWAP$^{02}(\theta)$ and iSWAP$^{20}(\theta)$ gates representing a ‘standard’ iSWAP operation in the $|11\rangle-|02\rangle$ and $|11\rangle-|20\rangle$ subspaces, respectively, with an additional off-diagonal controllable phase [58]:
\[
\begin{align*}
iSWAP^{02}(\theta)|11\rangle &= -ie^{-i\theta}|02\rangle, \\
iSWAP^{20}(\theta)|02\rangle &= -ie^{-i\theta}|11\rangle, \\
iSWAP^{02}(\theta)|xy\rangle &= |xy\rangle, \text{ for } xy \neq 11, 02, \\
iSWAP^{20}(\theta)|11\rangle &= -ie^{-i\theta}|20\rangle, \\
iSWAP^{20}(\theta)|20\rangle &= -ie^{-i\theta}|11\rangle, \\
iSWAP^{20}(\theta)|xy\rangle &= |xy\rangle, \text{ for } xy \neq 11, 20.
\end{align*}
\]
Such quantum gates are native for superconducting quantum computing platforms [57, 58, 63].

To define a coupling map that determines the possibility of applying at least one of the described two-qutrit gates, we introduce $E$ as a set of ordered pairs $(i,j)$, such that $i,j \in \{1,\ldots,N\}$, $i < j$. We then suppose that it is possible to execute $iSWAP^{02}(\theta)$ or $iSWAP^{20}(\theta)$ between qutrits $i$ and $j$ if and only if $(i,j) \in E$. We also assume the graph corresponding to the coupling map is connected.

Combinations of native two-qutrit gates together with single-qutrit rotations give us more complex gates. An illustrative example is an implementation of a standard controlled-phase gate $CZ$ that can be obtained as a sequence of two $iSWAP^{02}(0)$ (or $iSWAP^{20}(0)$) gates: the CZ gate then can be transformed into the CX gate by surrounding CZ with $R_y^{01}(\pi/2)$ and $R_y^{01}(\pi/2)$ rotations.

We also introduce an auxiliary gate $U_{i\rightarrow j}$ acting on $i$th and $j$th qutrit obtained as a sequence of $R_y^{01}(\pi)$ and $iSWAP^{02}(0)$ [see Fig. 1(a)]. The idea behind of $U_{i\rightarrow j}$ is that it leaves $i$th qutrit in state $|1\rangle_i$ only if both qutrits $i$ and $j$ are in the state $|1\rangle$. Otherwise, the $i$th qutrit becomes $|0\rangle_i$. The action of $U_{i\rightarrow j}$ on qubit levels of input qutrits is as follows:
\[
\begin{align*}
U_{i\rightarrow j}|00\rangle_{ij} &= |01\rangle_{ij}, \\
U_{i\rightarrow j}|01\rangle_{ij} &= |00\rangle_{ij}, \\
U_{i\rightarrow j}|10\rangle_{ij} &= -e^{-i\theta}|02\rangle_{ij}, \\
U_{i\rightarrow j}|11\rangle_{ij} &= |10\rangle_{ij}.
\end{align*}
\]

We note that $U_{i\rightarrow j}$ can be also obtained from $iSWAP^{20}$ gate using $iSWAP^{20}$ decomposition shown in Fig. 1(c).

III. GENERALIZED TOFFOLI GATE DECOMPOSITION

The generalized $N$-qubit Toffoli gate $C^{N-1\chi}$ inverts the state of the target qubit if and only if all $N-1$ control qubits are in the state $|1\rangle$, and acts as identity otherwise. Its implementation can be reduced to surrounding the generalized $N$-qubit controlled-phase gate $C^{N-1\chi}$ by $R_x(\pi/2)$ and $R_y(-\pi/2)$ on the target qubit. We note that $C^{N-1\chi}$ has a symmetrical form and is given by
\[
\begin{align*}
C^{N-1\chi} |11\ldots1\rangle_{1\ldots N} &= -|1\ldots1\rangle_{1\ldots N}, \\
C^{N-1\chi} |1\ldots1\rangle_{1\ldots N} &= |1\ldots1\rangle_{1\ldots N},
\end{align*}
\]
for $\prod_x x_i \neq 1$.

To construct the $C^{N-1\chi}$ gate decomposition, we first choose an acyclic connected graph (tree) $E$ within the coupling graph $E$ by removing, if necessary, some edges from $E$. All two-qutrit gates that we use in our decomposition are taken from $\bar{E}$ only. We also choose the root of the tree. As it is shown below, the optimal choice of $E$ and the root has to provide the minimal height of tree, i.e. the minimal number of edges between the root and the furthest node.

We relabel qutrits according to the choice of $\bar{E}$ and the root. Each node (qutrit) is identified by its ‘address’ in the tree. We denote the root node as $1$. The siblings of the node $s$ are denoted by $s(1,s(2),\ldots,s(n(s))$, where $n(s)$ is a number of siblings of $s$.

Our method for the $C^{N-1\chi}$ gate decomposition is along the lines of the approach of Ref. [52]. Specifically, we introduce three groups of operations with a tree $E$, namely: (i) folding operation, (ii) basic operation, and (iii) unfolding operation [see Fig. 2(b)]. Each group of operations corresponds to adding gates to the decomposition circuit that is initialized as empty one.

We first apply the folding operation that transforms the original tree $E$ to a one-level form in which only the root $1$ and its siblings $1(1,\ldots,1|n(1))$ remain. To achieve this, we sequentially apply the sequence of so-called elementary folding operations [see Fig. 2(a)]. Each elementary folding operation collapses a set of leaves $s(1),\ldots,s(n(s))$ having the same parent $s$. At the same time, we add $U_{s\rightarrow s\ell}$ gate for $\ell = 1,\ldots,n(s)$ to the decomposition circuit [see Fig. 2(a)].

Application of $U_{s\rightarrow s\ell}$ to the qutrits $s$ and $s(\ell)$ keeps $s$ in the state $|1\rangle_s$ if and only if $s$ and $s(\ell)$ were initially in the state $|1\rangle_s$. Thus, after elementary folding operation on a subtree $s$, $s(1),\ldots,s(n(s))$, qutrit $s$ is left in the state $|1\rangle_s$ if and only if all qutrits $s, s(1),\ldots,s(n(s))$ were in the state $|1\rangle_s$ before its start. Otherwise, the $s$ turns into the state $0$ and some of leaves $s(\ell)$ turn into the ancillary state $2$. We note that after the whole folding procedure the root’s siblings $1(1,\ldots,1|n(1))$ transform into the state $|1\ldots1\rangle_{1\ldots1|n(1)}$ if and only if all the qutrits except the root have been initialized in the state $|1\rangle$. The transformation of initial qubit states of the qutrits after application of the elementary folding operation is presented in the truth table in Fig. 2(a).

Further, we apply the basic operation that involves only qutrits that correspond to the to the root and its leaves [see Fig. 2(b)]. In analogy with the elementary folding operation, the basic operation consists of sequential application of $U_{1\rightarrow 1|\ell}$ for $\ell = 1,\ldots,n(1)-1$. We then
apply the \( \text{CZ} \) gate to the root and the last leaf \( |n(1)\rangle \), and repeat the first \( n(1) - 1 \) operations in reverse order replacing \( U_{1 \rightarrow 1|\ell} \) by \( U_{1|\ell \rightarrow 1} \). The idea of the basic operation is to acquire a phase factor \(-1\) if all qutrits of the level-one subtree are in the state \( |1\rangle\).

At the last step, we employ the unfolding operation that is a ‘mirror reflection’ of the folding. It consists of a sequence of elementary unfolding operations that return the the graph to its original form, and serves for an uncomputation purposes [see Fig. 2(c)]. As the result, after the application of all three groups of operations, the state taken from computational basis and belonging to the qubit subspace acquires the phase factor of \(-1\) if all qutrits were in the state \( |1\rangle \), and remains the same otherwise.

One can see that by the design of the scheme \( 2N - 3 \) two-qutrit gates are required: \( 2N - 4 \) \text{iSWAP} gates (or its reversals) and single \( \text{CZ} \) gate. We note that (un)folding operations applied to siblings \( p[1, \ldots, p]|n(p)\rangle \) and \( q[1, \ldots, q]|n(q)\rangle \) of different parent nodes \( p \) and \( q \) can be performed simultaneously. Therefore, some blocks of the decomposition circuit can be performed in parallel and the decomposition circuit depth depends on the tree height and its structure, more specifically on the number of siblings of each node. If the tree is a complete \( \kappa \)-ary tree, where \( \kappa \) is fixed parameter, then circuit depth belongs to \( \mathcal{O}(\log N) \).

We provide the detailed comparison of our approach with other qudit-based \( \mathcal{C}^{N - 1}\mathcal{Z} (\mathcal{C}^{N - 1}\mathcal{X}) \) gate decompositions in Tab. 1. One can see that our approach combines the best features of previously proposed schemes in terms of circuit depth, number of ancillas, qudit type (our approach uses qutrits only), coupling map, and the number of required two-qutrit gates. Our approach allows decomposing the \( N \)-qubit \( \mathcal{C}^{N - 1}\mathcal{Z} (\mathcal{C}^{N - 1}\mathcal{X}) \) gate with \( 2N - 3 \) two-qutrit gates with arbitrary coupling map. We also note that in comparison with the method of Ref. [52], our decomposition requires less time for the execution. This is because we use the \text{iSWAP} gate as the main operation, whereas the approach introduced in Ref. [52] uses the \( \text{CZ} \) gate; the realization of the \( \text{CZ} \) gates requires us to implement the \text{iSWAP} gate twice.

Table I. Comparison of qudit-based \( \mathcal{C}^{N - 1}\mathcal{Z} (\mathcal{C}^{N - 1}\mathcal{X}) \) gate decompositions. *The logarithmic scale of the decomposition depth is achieved for the optimal structure of the tree \( E \), that can be chosen i.e. within all-to-all coupling map. **Here \( d_s \) is a dimension of a particular qudit, and \( k_i \) is a number of other qudits connected to this qudit within decomposition. ***Due to the specificity of the decomposition, the exact number of two-qutrit gates is given for the case \( N = 2^n, \alpha \geq 2 \). ****The number is given for the case of no measurement-based feed-forward operations.

| Qudit type | This work | Ref. [55] | Ref. [32] | Ref. [52] | Refs. [22, 37] | Ref. [?] |
|------------|-----------|-----------|-----------|-----------|---------------|--------|
| Qudit type | qutrits   | qutrits   | qutrits   | \( \mathcal{O}(\log N) \) | \( \mathcal{O}(N) \) | \( \mathcal{O}(N) \) |
| Qudit type | \( \mathcal{O}(\log N) \) | \( \mathcal{O}(N) \) | \( \mathcal{O}(\log N) \) | \( \mathcal{O}(N) \) | \( \mathcal{O}(N) \) | \( \mathcal{O}(N) \) |
| # of ancillas | 0        | 0         | 0         | 0         | 0             | 0 |
| Coupling map | arbitrary | linear    | all-to-all | arbitrary | star          | star |
| # of 2-body gates | \( 2N - 3 \) | \( 2N - 3 \) | \( 6N - 11 \)*** | \( 2N - 3 \) | \( 2N - 3 \) | \( 2N - 3 \)**** |

We use our method for the decomposition of the \( \mathcal{C}^{5}\mathcal{Z} \) gate for the Aspen-9 processor containing 32 qutrits with a honeycomb-like coupling map [see Fig. 3a]. We note that calibration of this processor is organized in such a way that the for each pair of coupled qutrits, only one type of interaction (\text{iSWAP} or \text{iSWAP}) is chosen.

Let us consider 6-qubit \( \mathcal{C}^{5}\mathcal{Z} \) decomposition on qutrits with coupling map, which is illustrated in Fig. 3a. On the subgraph \( \tilde{E} \) 6-qubit \( \mathcal{C}^{5}\mathcal{Z} \) is the implemented with 9 two-qutrit gates, 8 \text{iSWAP} and 1 \text{CZ} gate [see Fig. 3b]. We note that types of \text{iSWAP} gates depends on the chosen nodes/qutrits in \( \tilde{E} \). If in \( \tilde{E} \) a parent node \( s \) has an incoming arrow from its sibling \( s|\ell \), then \( U_{s|\ell \rightarrow s} \) gate must be implemented with \text{iSWAP} in its core. This result is directly applicable for the decomposition of multi-qubit gates of the Aspen-9 processor.
V. CONCLUSION

We have developed a scheme for the generalized N-qubit Toffoli gate, which is efficient in terms of the required number of $2N - 3$ two-qutrit gates, types of qudits (qutrits only), and coupling between information carriers. The developed approach can combined with other techniques allowing one to reduce the complexity of the implementation of quantum algorithms by using qudits [48]. We have used native gates of the superconducting quantum processors for our scheme, which makes it directly applicable for such category of NISQ devices. We also expect that approach can be extended to the use for other platforms, for example, the trapped ion platform, in which qudits can be efficiently controlled [34, 59], and molecules [7, 45].
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