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Abstract

Bootstrapping and other resampling methods are progressively appearing in the textbooks and curricula of courses that introduce undergraduate students to statistical methods. Though simple bootstrap-based inferential methods may have more relaxed assumptions than their traditional counterparts, they are not quite assumption-free. Students and instructors of these courses need to be aware of differences in the performance of these methods when their assumptions are or are not met. This article details some of the assumptions that the simple bootstrap relies on when used for uncertainty quantification and hypothesis testing. We emphasize the importance of these assumptions by using simulations to investigate the performance of these methods when they are or are not met. We also discuss software options for introducing undergraduate students to these bootstrap methods, including a newly developed R package.
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1 Introduction

Bootstrapping is a computer-based method introduced by Efron (1979) as a technique for estimating the standard deviation of a sample statistic. In general, the term bootstrap sampling refers to the process of randomly sampling with replacement from the original sample. This process is taken to be analogous to sampling from the entire population and, as noted by Efron and Tibshirani (1993), the bootstrap estimate of standard error is always available, regardless of the complexity of the original estimator.

Since its introduction, bootstrap methods have gained popularity (see Horowitz, Utzet and Sánchez 2021) and found use in a variety of diverse applications such as linear regression (see Eck, Pelawa Watagoda and Olive 2021) and bootstrap aggregated neural networks (see Khaouane et al. 2017, Osuolale and Zhang 2018). The growth of statistical computing has also led to the bootstrap appearing more regularly in courses which introduce undergraduate students to statistical methods with examples including courses taught at Stanford University (1), The Pennsylvania State University (2), Oregon State University (3), and Montana State University (4). Textbooks about, or which feature, the bootstrapping method thus range from the seminal graduate-level text by Efron and Tibshirani (1993) to intro-level texts (e.g. Field et al. 2012, Ismay and Kim 2019, R. H. Lock, P. F. Lock, et al. 2020).

When deciding what specifics to teach about the bootstrap, instructors can either equip their students with a useful tool or unknowingly create absolved students. Unfortunately, the latter occurs far too frequently, producing debates on whether the bootstrap should be taught, how the bootstrap is taught, what aspects to teach, and more. Pedagogical discussions on how to teach the bootstrap include those given by Hesterberg (2015b) and Hayden (2019).

In this article, we highlight the importance of discussing the assumptions behind simple bootstrap hypothesis tests and confidence intervals. By assumptions, we mean the suppositions under which the theoretical details of these intervals are derived. Namely, those having to do with pivotal quantities. Our focus is on the studentized, basic, and percentile bootstrap intervals and their corresponding hypothesis tests. We choose this focus because these methods, or methods related to them, are often taught in undergraduate introductory statistics courses, such as those previously noted.

In Section 2, we discuss the benefits of and current issues pertaining to teaching statistical computing and the bootstrap, as found in the literature on statistics education. In Section 3, we discuss the theoretical details of the bootstrap in order to clearly point out the assumptions behind these methods. In Section 4, we use simulation to evaluate the performance of these methods when their assumptions are or are not met. In Section 5, we discuss tools that can be used when teaching the bootstrap, including a new R package that emphasizes communicating assumptions. We finish in Section 6 with some concluding remarks.

2 Benefits of Teaching Statistical Computing and Bootstrapping

According to the Guidelines for Assessment in Statistics Education (GAISE), students in introductory statistics courses should, “Demonstrate an understanding of, and ability to use, basic ideas of statistical
inference, both hypothesis tests and interval estimation, in a variety of settings.” (GAISE College Report ASA Revision Committee 2016 p. 8) This implies that students should be able to recognize when a particular statistical method detracts from the quality of their analysis. Furthermore, upon realizing this, they should be able to pull an alternative method from their knowledge-base and apply it appropriately.

Depending on learning goals and student backgrounds, including topics that incorporate statistical computing in a course, such as resampling, randomization, or simulation, can help students achieve these objectives. For example, Wood (2005) notes that through general simulation methods students are able to “actively and intelligently” apply the methods they are taught to solve problems of current concern. Also, Tintle et al. (2012) found that the use of a randomization-based curriculum led to a higher retention of concepts, after four months, than using the consensus curriculum based on Agresti and Franklin (2007). Simulation methods are also incorporated by Son et al. (2021) in their discussed “practicing connections” approach to building an introductory statistics course. Their approach was found to make students capable of applying previously learned material in new and more sophisticated contexts.

The idea that statistical computing should be taught more, in order to better equip students for present-day workforce expectations, undercurrents much of the literature on statistics in the undergraduate curriculum and, in general, statistics education. Besides the aforementioned literature, various articles in the collection compiled by Horton and Hardin (2015) express this idea. Technically, the more statistical methods a student is introduced to, the better equipped they should be to meet the GAISE guideline discussed earlier and to tackle real-world data challenges. In reality though, as students learn more statistical methods, discerning which one is appropriate to use becomes harder. Especially if students are not clearly taught how to check whether a method is appropriate for their data.

For example, many incorrect or unfounded claims have been made about simple bootstrap intervals, making it hard to know when their use is appropriate. These claims were investigated in greater detail by Hayden (2019) for the percentile bootstrap interval, which we define in Section 3, and the bootstrap interval that uses twice the standard deviation of the bootstrap distribution as the margin of error. In their article, the claim that these bootstrap intervals have fewer or no underlying assumptions than their traditional counterparts was debunked and shown to clearly be false.

It was also found that these bootstrap intervals do not actually perform better when normality and large sample size conditions are not met. Their supposed simplicity was said to be the result of a failure to communicate their assumptions as clearly as those of the traditional methods. Introducing these intervals to students, before appropriate scenarios for their use are better established, was discouraged. In Hesterberg (2015b), issues with the percentile and basic bootstrap intervals were also discussed and use of the studentized bootstrap interval (called the bootstrap $t$ interval there) was said to be preferable.

Despite these issues, it was noted by R. H. Lock and P. F. Lock (2008) that students’ understanding of confidence intervals and statistical inference rests greatly on their understanding of sampling distributions. They suggested that teaching bootstrapping allows students to make inferences on non-conventional parameters and that their understanding of concepts like sampling distributions can be fortified through the use of simulations and bootstrapping. Indeed, when the form of the standard error of an estimator cannot be derived using statistical theory or it depends on unknown parameters and/or the true distribution of the estimator is completely unknown, the bootstrap can be useful, provided that its own assumptions are met.

Howington (2017) notes that, though its desirability as a measure of center when the data are skewed is often mentioned, corresponding inferential methods for the median are rarely taught in introductory statistics courses. Suggested methods for teaching confidence intervals on the median included use of
the bootstrap. The use of simulation-based inferential methods was also discussed by Gehrke et al. [2021], where the incorporation of methods, such as the bootstrap, in their improved curriculum, helped students to more clearly explain $p$-values and confidence intervals and to understand the limitations of statistics as it pertains to describing the real world.

Given its pedagogical and methodological benefits, eliminating the bootstrap from the undergraduate statistics curriculum may not be the best solution to the issues surrounding it. An alternative would be to better understand the assumptions behind these methods and how they perform when these are not met, so that this can be communicated to students. This can lead to students learning and applying them more carefully.

In the next section, we discuss some of the theoretical underpinnings of the basic, studentized, and percentile bootstrap intervals, as well as their corresponding bootstrap hypothesis tests. Specifically, our intention is to show that these methods rely on assumptions concerning pivotal quantities. For a more rigorous and expansive discussion on the theory behind the bootstrap, we refer readers to Athreya and Lahiri [2006].

### 3 General Assumptions for Simple Applications of Bootstrapping

In order to make an inference on a population parameter, $\theta$, we begin by taking an independent and identically distributed sample of size $N$, $\mathbf{x} = (x_1, x_2, \ldots, x_N)$, from the population of interest. This sample should be taken in such a way that it captures all of the information in the population about $\theta$. We denote an estimate for $\theta$ based on the original observed data as $\hat{\theta}(\mathbf{x})$. If this is calculated with a bootstrap sample we use $\hat{\theta}(\mathbf{x}^*)$. If it is based on the not yet observed data we use $\hat{\theta}(\mathbf{X})$, where $\mathbf{X}$ denotes the unobserved data vector. The estimate, $\hat{\theta}(\mathbf{x})$, should summarize the information about $\theta$ that is contained in the observed data. For example, if $\theta$ is the population mean, then $\hat{\theta}(\mathbf{x})$ may be the observed sample mean, $\bar{x}$.

However, we often desire to gather more information than that contained in $\hat{\theta}(\mathbf{X})$ alone. Options for achieving this include confidence intervals and hypothesis testing. Many methods exist for constructing confidence intervals and hypothesis testing, such as $z$- and $t$-methods for the mean and jackknife or permutation approaches. When the parameter of interest is one which does not have an established method or the data do not meet the conditions for using traditional methods, alternative methods can be used. These alternative methods will likely have their own assumptions and these should also be checked. If they are reasonable, then the alternative method can be used. One such alternative is the bootstrap, whose details and assumptions we discuss in this section. Specifically, we highlight the dependence of these intervals on pivotal quantities.

The concept of bootstrapping through simple random resampling is as follows: Obtain $B$ samples, $\mathbf{x}_1^*, \mathbf{x}_2^*, \ldots, \mathbf{x}_B^*$, each of size $N$, by resampling from the original sample, $\mathbf{x}$, with replacement and calculate their corresponding statistics, $\hat{\theta}(\mathbf{x}_1^*), \hat{\theta}(\mathbf{x}_2^*), \ldots, \hat{\theta}(\mathbf{x}_B^*)$. These bootstrap statistics make up the bootstrap distribution. Though the underlying concepts of this bootstrapping method may seem straightforward, there are many details that users should be aware of when applying it for interval estimation and hypothesis testing.
3.1 Interval estimation

The bootstrap distribution can be used as an estimate of the sampling distribution, which provides a means for quantifying the uncertainty in an estimate. The basic, percentile, and studentized bootstrap intervals each use the bootstrap distribution in this manner but have different underlying assumptions, most of which pertain to the shifted or studentized sampling distribution. The details we discuss next will be helpful for readers who desire a more in-depth understanding of these methods and their assumptions should consult those texts directly. Those who are already familiar with these methods, can skip to the summary of their form and assumptions given in Table 1.

Let \( 0 < \alpha < 1 \) denote the significance level or desired Type I error rate. In order to construct a \((1 - \alpha)100\%\) confidence interval for \( \theta \), we may employ a pivotal quantity - a quantity whose distribution does not depend on any unknown parameters. When this quantity is a function of the parameter and its shifted or scaled versions, we are referring to the value, \( a \), for which \( P(\hat{\theta}(X) \leq a) = p \). If \( a_{\alpha/2} \) and \( a_{1-\alpha/2} \) are known, then

\[
1 - \alpha = P(a_{\alpha/2} \leq \hat{\theta}(X) - \theta \leq a_{1-\alpha/2}) = P(\hat{\theta}(X) - a_{1-\alpha/2} \leq \theta \leq \hat{\theta}(X) - a_{\alpha/2})
\]

and a \((1 - \alpha)100\%\) equi-tailed interval for \( \theta \), provided the expression exists, is

\[
\left( \hat{\theta}(x) - a_{1-\alpha/2}, \hat{\theta}(x) - a_{\alpha/2} \right).
\]

If the distribution of \( \hat{\theta}(X) - \theta \) is unknown, the problem becomes one of estimating \( a_{1-\alpha/2} \) and \( a_{\alpha/2} \). Using the bootstrap distribution, one may estimate these quantiles in a variety of ways. For convenience, we discuss estimation in terms of the \( p \) quantile, \( a_p \).

**Basic bootstrap interval (the base case):** This interval is obtained by estimating \( a_p \) with the \((B + 1)p\)-th smallest value of the distribution of \( \hat{\theta}(x^*) - \hat{\theta}(x) \). For example, if \( \alpha = 0.05 \) and \( B = 999 \) then

\[
(B + 1)(\alpha/2) = (999 + 1)0.025 = 1000 * 0.025 = 25
\]

and similarly, \((B+1)(1-\alpha/2) = 975\). Thus, the 25th smallest and 975th smallest values of the distribution of \( \hat{\theta}(x^*) - \hat{\theta}(x) \), denoted as \( a_{25}^* \) and \( a_{975}^* \), would be used to estimate \( a_{0.025} \) and \( a_{0.975} \), respectively. Note that the 25th smallest value is less than the 975th smallest value so the upper bound will be greater than the lower bound since we subtract off a smaller number.\(^1\)

Using this estimate, the expression in (1) becomes

\[
\left( \hat{\theta}(x) - a_{(B+1)(1-\alpha/2)}^*, \hat{\theta}(x) - a_{(B+1)(\alpha/2)}^* \right).
\]

\(^1\)In this article, we assume that \((B + 1)\alpha\) and \((B + 1)(1 - \alpha)\) are integers. If they are not, then the procedure outlined by Efron and Tibshirani (1993) can be used, assuming \( \alpha \leq 0.5 \). Define \( k \) as the largest integer that is \( \leq (B + 1)\alpha \). Then the \( \alpha \) and \( 1 - \alpha \) quantiles are defined as the \( k \)-th largest and \((B + 1 - k)\)-th largest values of the distribution of interest, respectively.
Let \( r_p \) and \( r_p^* \) be the \( p \) quantiles of the distributions of \( \hat{\theta}(X) \) and \( \hat{\theta}(X^*) \), respectively, then note that
\[
a_{(B+1)p}^* = r_{(B+1)p}^* - \theta \quad \text{and} \quad a_{(B+1)p} = r_{(B+1)p}^* - \hat{\theta}(x).
\]

Therefore, the bounds of the interval can be further simplified to
\[
\hat{\theta}(x) - a_{(B+1)(1-\alpha/2)}^* = 2\hat{\theta}(x) - r_{(B+1)(1-\alpha/2)}^* \quad \text{and} \quad \hat{\theta}(x) - a_{(B+1)(\alpha/2)} = 2\hat{\theta}(x) - r_{(B+1)(\alpha/2)}^*.
\]

The final form of the basic bootstrap interval is then
\[
\left(2\hat{\theta}(x) - r_{(B+1)(1-\alpha/2)}^*, 2\hat{\theta}(x) - r_{(B+1)(\alpha/2)}^*\right).
\]

If there are any constraints on the value of \( \theta \), the bounds of this interval may not meet these constraints. That is, this interval can contain values that are not plausible for the population parameter, such as values below 0 or above 1 in an interval for the population proportion (see Section 4). The accuracy of this interval depends on how well the distribution of \( \hat{\theta}(x^*) - \hat{\theta}(x) \) conforms to that of \( \hat{\theta}(X) - \theta \). If the latter does not depend on any unknown parameters, then \( \hat{\theta}(X) - \theta \) is actually a pivotal quantity and conformity can be expected.

**Percentile bootstrap interval (the symmetric case):** If the distribution of \( \hat{\theta}(X) - \theta \) is symmetric about zero, then \(-a_{1-\alpha/2} = a_{\alpha/2} \) and \(-a_{1-\alpha/2} = -a_{\alpha/2} \). Therefore, we can rewrite \( \Pi \) as
\[
\left(\hat{\theta}(x) + a_{\alpha/2}, \hat{\theta}(x) + a_{1-\alpha/2}\right).
\]

Upon estimating these quantiles with the appropriate order statistics from the bootstrap distribution we obtain
\[
\left(\hat{\theta}(x) + a_{(B+1)(\alpha/2)}^*, \hat{\theta}(x) + a_{(B+1)(1-\alpha/2)}^*\right).
\]

Observe that \( a_{(B+1)p} = r_{(B+1)p}^* - \hat{\theta}(x) \), so instead we can write
\[
\hat{\theta}(x) + a_{(B+1)(\alpha/2)}^* = r_{(B+1)(\alpha/2)}^* \quad \text{and} \quad \hat{\theta}(x) + a_{(B+1)(1-\alpha/2)}^* = r_{(B+1)(1-\alpha/2)}^*.
\]

The final form of the percentile bootstrap interval is then
\[
\left(r_{(B+1)(\alpha/2)}^*, r_{(B+1)(1-\alpha/2)}^*\right).
\]

Some positive aspects about the percentile interval, which are noted by Carpenter and Bithell (2000), are that it is simple and transformation respecting. Its accuracy also depends on how well the distribution of \( \hat{\theta}(x^*) - \hat{\theta}(x) \) agrees with that of \( \hat{\theta}(X) - \theta \), both of which should be symmetric by the stated assumption.

It is noted by Efron and Tibshirani (1993) that neither the percentile nor basic bootstrap intervals, “work well in general”. Specifically, when the quantity \( \left(\hat{\theta}(X) - \theta\right) \) is not pivotal, which is commonly the case, they give low accuracy. For the percentile interval, a suggested improvement is the bias-corrected and adjusted bootstrap interval (BC\(a\)), which rectifies the bias in \( \hat{\theta}(X) \). Its details are discussed in Chapter 14 of Efron and Tibshirani (1993). These details are more intricate and complex than those of the percentile and basic interval and, depending on the students’ mathematical backgrounds, they may be outside of the scope of an undergraduate introductory statistical methods course.

**Studentized bootstrap interval (the studentized case):** Under some circumstances, such as when \( \hat{\theta}(X) = \bar{X} \), the distribution of \( \hat{\theta}(X) - \theta \) is asymptotically Normal with mean 0 and variance \( SE(\hat{\theta}(X))^2 \),
where $\hat{SE}(\hat{\theta}(X))$ denotes an estimate for the standard error of $\hat{\theta}(X)$. This provides another option for estimating $a_{1-\alpha/2}$ and $a_{\alpha/2}$. Namely, with $\hat{SE}(\hat{\theta}(x)) \ast z_{1-\alpha/2}$ and $\hat{SE}(\hat{\theta}(x)) \ast z_{\alpha/2}$, respectively.

For finite samples, however, this is only an approximation. In the case of the sample mean, a better approximation may be obtained by using the quantiles of a $t_{n-1}$ distribution, which accounts for estimating the standard error. In this case, $a_{1-\alpha/2}$ and $a_{\alpha/2}$ are estimated with $\hat{SE}(\hat{\theta}(x)) \ast t_{(1-\alpha/2),(n-1)}$ and $\hat{SE}(\hat{\theta}(x)) \ast t_{\alpha/2,(n-1)}$, respectively.

The studentized bootstrap interval, also known as the bootstrap $t$-interval, further replaces these $t$-quantiles with a bootstrap approximation. Rather than using a $z$- or $t$-table, the studentized bootstrap interval uses “bootstrap tables” which are fit for the specific data set observed. This adjusts for skewness in the underlying population and other errors that can arise when $\hat{\theta}(x)$ is not the sample mean.

The values $t_{\alpha/2,(n-1)}$ and $t_{(1-\alpha/2),(n-1)}$ are estimated with the $(B + 1)(\alpha/2)$-th and $(B + 1)(1 - \alpha/2)$-th smallest values of the distribution of $z^* = (\hat{\theta}(x^*) - \hat{\theta}(x))/\hat{SE}(\hat{\theta}(x^*))$, respectively, where $\hat{SE}(\hat{\theta}(x^*))$ is an observed estimate of the standard error of $\hat{\theta}(x^*)$. Substituting these bootstrap estimates leads to an interval whose final form is

$$
(\hat{\theta}(x) - \hat{SE}(\hat{\theta}(x)) \ast z^*_{(B+1)(1-\alpha/2)}, \hat{\theta}(x) - \hat{SE}(\hat{\theta}(x)) \ast z^*_{(B+1)(\alpha/2)}).
$$

Though the Central Limit Theorem (CLT) gives a formula for the standard error of the mean, there are many statistics which do not have such a formula. The bootstrap may be used to obtain estimates for the standard errors of $\hat{\theta}(X)$ and $\hat{\theta}(X^*)$. The **plug-in principle** discussed by Efron and Tibshirani (1993) can be used to estimate the standard error of $\hat{\theta}(X)$ with the square root of

$$
\hat{\sigma}^2 = \frac{1}{B-1} \sum_{i=1}^{B} \left( \hat{\theta}(x^*_i) - \bar{\hat{\theta}}(x^*_i) \right)^2,
$$

where $\bar{\hat{\theta}}(x^*_i)$ denotes the mean of the bootstrap sample statistics.

In order to estimate the standard error of $\hat{\theta}(x^*)$ an iterative bootstrap method can be used. In this method one obtains $M$ second-level bootstrap samples from each of the $B$ original bootstrap samples. For each of these second-level bootstrap samples, $M$ statistics are then calculated and denoted as $\hat{\theta}(x^*_{i,j})$ for $i = 1, \ldots, B$ and $j = 1, \ldots, M$. From these we calculate the bootstrap estimate of standard error for the $i$th bootstrap sample as the square root of

$$
\hat{\sigma}^2_i = \frac{1}{M-1} \sum_{j=1}^{M} \left( \hat{\theta}(x^*_{i,j}) - \bar{\hat{\theta}}(x^*_{i,j}) \right)^2,
$$

where $\bar{\hat{\theta}}(x^*_{i,j})$ now represents the mean of the second-level bootstrap sample statistics.

While Efron and Tibshirani (1993) suggests that $M = 25$ is sufficient for estimating the standard error of a bootstrap estimate, $B = 1000$ is needed for estimating any desired quantiles. A few suggestions for $M$, ranging from 10 to 50, are also given by Davison and Hinkley (1997) under different scenarios. Depending on computational resources, these bootstrap methods, especially the studentized interval, may be considered computationally expensive. If $B = 999$ and $M = 25$, then over twenty-four thousand resamples must be performed in total.

As with the basic and percentile bootstrap intervals, the accuracy of this interval depends on whether the distribution of $(\hat{\theta}(X) - \theta)/\hat{SE}(\hat{\theta}(X))$ is indeed pivotal. It is noted by Efron and Tibshirani (1993)
that the results of the studentized bootstrap interval can be largely influenced by outliers in the data. They also warn that the studentized bootstrap interval works best for variance-stabilized parameters and that it is especially applicable to location statistics.

Table 1 summarizes the three different bootstrap-based interval estimation methods discussed in this section along with their accompanying assumptions.

| Simple bootstrap interval name and form | Underlying assumption(s) |
|---------------------------------------|--------------------------|
| Basic bootstrap interval               | \(2\hat{\theta}(\mathbf{x}) - r^*_{(B+1)(1-\alpha/2)}, 2\hat{\theta}(\mathbf{x}) - r^*_{(B+1)(\alpha/2)}\) | This method assumes that the distribution of \(\hat{\theta}(\mathbf{X}) - \theta\) is approximately pivotal |
| Percentile bootstrap interval          | \(r^*_{(B+1)(\alpha/2)}, r^*_{(B+1)(1-\alpha/2)}\) | Not only is the distribution of \(\hat{\theta}(\mathbf{X}) - \theta\) approximately pivotal, but it is also symmetric about zero |
| Studentized bootstrap interval         | \((\hat{\theta}(\mathbf{x}) - \hat{SE}(\hat{\theta}(\mathbf{x}))) z^*_{((B+1)(1-\alpha/2))}, \hat{\theta}(\mathbf{x}) - \hat{SE}(\hat{\theta}(\mathbf{x}))) z^*_{((B+1)(\alpha/2))}\) | The distribution of \((\hat{\theta}(\mathbf{X}) - \theta)/\hat{SE}(\hat{\theta}(\mathbf{X}))\) is approximately pivotal |

Table 1: A summary of our discussion on the basic, percentile, and studentized bootstrap intervals. Here \(B\) is the number of bootstrap samples (e.g. 999) and \(1-\alpha\) is the desired confidence level. The values \((B+1)(1-\alpha/2)\) and \((B+1)(\alpha/2)\) are assumed to be integers which, when used as subscripts, denote the corresponding order statistics of the distribution. We denote an estimate of the standard error of \(\hat{\theta}(\mathbf{X})\), based on the data, as \(\hat{SE}(\hat{\theta}(\mathbf{x}))\). Also, we denote the studentized distribution of bootstrap sample statistics as \(z^* = \left(\hat{\theta}(\mathbf{x}^*) - \hat{\theta}(\mathbf{x})\right)/\hat{SE}(\hat{\theta}(\mathbf{x}^*))\), where \(\hat{SE}(\hat{\theta}(\mathbf{x}^*))\) is an estimate of the standard error of \(\hat{\theta}(\mathbf{x}^*)\).

3.2 Hypothesis testing

The goal of hypothesis testing is to make an inference about some population parameter of interest, \(\theta\), specifically in regards to whether or not there is sufficient evidence to indicate that the parameter is a value other than one which we hypothesize to be true. Similar to confidence intervals, when the data do not meet the requirements needed to use traditional hypothesis testing methods, such as the \(z\)- or \(t\)-test, bootstrap hypothesis tests are an alternative so long as their own assumptions are met. Many early manuscripts and textbooks (e.g. Beran 1988; Hinkley 1988; Efron and Tibshirani 1993; Davison and Hinkley 1997) give guidance on bootstrap hypothesis testing and discuss possible approaches. The approach that we outline next is based on the idea of using a pivotal quantity. Readers who desire more details about this approach should reference Chapter 4 of Davison and Hinkley (1997) and Chapter 16 of Efron and Tibshirani (1993). A summary is given in Table 2 for readers who are already familiar with these concepts.

In general, to conduct a one-sample level-\(\alpha\) bootstrap hypothesis test of \(H_0: \theta = \theta_0\), two components must be obtained: (1) \(t(\mathbf{X})\), a test statistic, and (2) \(\hat{T}_0\), an estimate of, \(T\), the distribution of \(t(\mathbf{X})\), under \(H_0\). Pivotal bootstrap hypothesis tests use test statistics whose distributions do not depend on any unknown parameters, including \(\theta\), so that only \(\hat{T}\) needs to be estimated, without regards to \(H_0\).

Using the plug-in principle, \(B\) bootstrap test statistics, \(t(\mathbf{x}^*)\), can be generated from the bootstrap sample data and used to estimate \(T\). The accuracy of this estimate depends on how well the distribution
of \( t(x^*) \) approximates that of \( t(X) \). As was the case when estimating quantiles for confidence intervals in the last subsection, the two will conform well when \( t(X) \) is actually pivotal.

For a one-sided lower alternative hypothesis, that is \( H_A : \theta < \theta_0 \), we can calculate the achieved significance level, an approximate p-value, with

\[
ASL = P^* (t(X^*) < t(x)) .
\]

Here \( t(x) \) is the observed test statistic, and we use an asterisk to note that this approximate probability is calculated using the distribution of the bootstrap test statistics. If the alternative hypothesis is one-sided upper, then

\[
ASL = P^* (t(X^*) > t(x))
\]

and if it is two-sided, then

\[
ASL = P^* (t^2(X^*) > t^2(x)) .
\]

In all cases, we reject \( H_0 \) if \( ASL < \alpha \), where \( \alpha \) is the desired significance level. Note that the form of the two-sided ASL assumes that the distribution of bootstrap test statistics is symmetric about zero. In general, the calculation of a two-sided p-value works best when the distribution of the test statistic is symmetric about zero (see Mudholkar and Chaubey 2009; Dunne et al. 1996).

**Studentized pivot:** Suppose that \( t(X) = (\hat{\theta}(X) - \theta) / SE(\hat{\theta}(X)) \) is a pivotal quantity - its distribution does not depend on \( \theta \). Then the bootstrap hypothesis test outlined above may be used. In this case, \( T \) is estimated with the distribution of \( t(x^*) = (\hat{\theta}(x^*) - \hat{\theta}(x))/ SE(\hat{\theta}(x^*)) \) and the observed test statistic is \( t(x) = (\hat{\theta}(x) - \theta_0) / SE(\hat{\theta}(x)) \). Depending on the alternative hypothesis, the ASL can be calculated using one of the expressions given earlier.

Note that, if \( \theta_0 \) is contained in the studentized interval given in Table 4 then

\[
z^*_{{(B+1)(\alpha/2)}} < (\hat{\theta}(x) - \theta_0)/SE(\hat{\theta}(x)) < z^*_{{(B+1)(1-\alpha/2)}} .
\]

The quantity in the center is \( t(x) \), the observed test statistic based on a studentized pivotal quantity. If we estimate the \( \alpha/2 \) and \( 1 - \alpha/2 \) quantiles of the distribution of \( t(X) \) with the \((B + 1)(\alpha/2)\)-th and \((B + 1)(1 - \alpha/2)\)-th smallest values of the distribution of \( t(x^*) \), then containment of \( \theta_0 \) in the studentized interval implies that \( t(x) \) is in the rejection region of the two-sided level-\( \alpha \) bootstrap hypothesis test. Therefore, performing this hypothesis test is equivalent to rejecting values of \( \theta_0 \) which are not contained in the studentized interval.

**Locational pivot:** If we suppose, instead, that \( t(X) = \hat{\theta}(X) - \theta \) is a pivotal quantity, then the bootstrap hypothesis test can again be used in a similar manner. In this case, the observed test statistic is \( t(x) = \hat{\theta}(x) - \theta_0 \) and the bootstrap test statistics, \( t(x^*) = \hat{\theta}(x^*) - \hat{\theta}(x) \), can be used to estimate \( T \). The ASL can be calculated using the statements defined earlier.

If \( \theta_0 \) is contained in the basic bootstrap interval of Table 4 then,

\[
r^*_{{(B+1)(\alpha/2)}} - \hat{\theta}(x) < \theta_0 < r^*_{{(B+1)(1-\alpha/2)}} - \hat{\theta}(x) .
\]

If it is contained in the percentile interval, then

\[
-(r^*_{{(B+1)(1-\alpha/2)}} - \hat{\theta}(x)) < \theta_0 < -(r^*_{{(B+1)(\alpha/2)}} - \hat{\theta}(x)) .
\]
Again, we see that the quantity in the center of each statement is the observed test statistic, based on a locational pivot. Furthermore, by the symmetry assumption of the percentile interval, the bounds of these statements are the same. If the \((B + 1)(\alpha/2)\)-th and \((B + 1)(1 - \alpha/2)\)-th smallest values of the distribution of \(t(x^*)\) are used to estimate the \(\alpha/2\) and \(1 - \alpha/2\) quantiles of \(T\), then the values in the rejection region of this test are the same as the values contained in the basic bootstrap interval, or the percentile bootstrap interval under the symmetry assumption.

The use of pivotal quantities is not unique to bootstrap hypothesis testing. The \(z\)- and \(t\)-tests use the same underlying idea, with additional assumptions about the shape of the distribution of the test statistic. When the test statistic is not approximately pivotal, the performance of these bootstrap hypothesis tests may be negatively impacted. For reference, these bootstrap hypothesis tests are summarized in Table 2.

|                     | Studentized pivot | Locational pivot |
|---------------------|-------------------|------------------|
| **Assumption**      | Distribution of \((\hat{\theta}(X) - \theta)/\hat{SE}(\hat{\theta}(X))\) is approximately pivotal | Distribution of \(\hat{\theta}(X) - \theta\) is approximately pivotal |
| **Observed test statistic** | \(t(x) = \frac{\hat{\theta}(x) - \theta_0}{\hat{SE}(\hat{\theta}(x))}\) | \(t(x) = \hat{\theta}(x) - \theta_0\) |
| **Bootstrap distribution of test statistics** | \(t(x^*) = \frac{\hat{\theta}(x^*) - \hat{\theta}(x)}{\hat{SE}(\hat{\theta}(x^*))}\) | \(t(x^*) = \hat{\theta}(x^*) - \hat{\theta}(x)\) |
| **Rejection criteria** | Two-sided test rejects if \(ASL = P^* (t^2(x^*) > t^2(x)) < \alpha\) | One-sided upper test rejects if \(ASL = P^* (t(x^*) > t(x)) < \alpha\) |
|                     |                   | One-sided lower test rejects if \(ASL = P^* (t(x^*) < t(x)) < \alpha\) |

Table 2: Summary of the pivotal bootstrap hypothesis tests discussed. \(\hat{SE}(\hat{\theta}(x))\) is an estimate for the standard error of \(\hat{\theta}(x)\), while \(\hat{SE}(\hat{\theta}(x^*))\) is that for \(\hat{\theta}(x^*)\). The achieved significance level (ASL) is an approximate \(p\)-value, calculated with respect to the bootstrap distribution of test statistics. The level-\(\alpha\) hypothesis test based on the studentized pivot is equivalent to rejecting values of \(\theta_0\) which are not contained in the \((1 - \alpha)\times 100\%\) studentized bootstrap interval. Similarly, the test based on the locational pivot is equivalent to rejecting values of \(\theta_0\) which are not contained in the basic bootstrap interval or, if the symmetry assumption holds, the percentile bootstrap interval.

### 3.3 Summary

The theoretical underpinnings discussed in this section show that two-sided basic, percentile, and studentized bootstrap intervals, and their corresponding hypothesis tests, rely heavily on the assumption that the distribution of \(\hat{\theta}(X)\) can be made approximately pivotal through shifting (by \(\theta\)) or studentization (shifting by \(\theta\) and scaling by \(\hat{SE}(\hat{\theta}(X))\)). Whether this is a reasonable assumption depends on the
parameter of interest and the underlying population data. In many cases, such as that of the sample mean, the distribution of \( \hat{\theta}(X) \) will depend on some scale parameter and the former assumption will be unreasonable. In the next section, we use simulations to investigate how these bootstrap methods perform when their assumptions are or are not reasonably met.

4 Simulation-Based Performance Evaluations of Bootstrapping

To evaluate the performance of these bootstrap intervals and their corresponding hypothesis tests, we applied their two-sided versions under a variety of simulated scenarios where their assumptions were or were not reasonably met. We discuss the following performance metrics:

Coverage proportion (\( C \)): the proportion of two-sided intervals that contained the true parameter value. For a \((1 - \alpha)^*100\%\) bootstrap interval, it is desirable to have this equal to \(1 - \alpha\).

Significance level (\( \alpha \)): the proportion of times that the null hypothesis was rejected, in favor of a two-sided alternative, when it was actually true. In light of the bootstrap hypothesis testing methods discussed, \( \alpha = 1 - C \). That is, the proportion of times that \( H_0: \theta = \theta_0 \) was rejected in favor of \( H_A: \theta \neq \theta_0 \), where \( \theta_0 = \theta \), the true population parameter, at the \( \alpha \) significance level, is equal to the proportion of \((1 - \alpha)^*100\%\) two-sided intervals that did not contain the true parameter value.

Power (\( \beta \)): the proportion of times the null is rejected, in favor of a two-sided alternative, when it is in fact false. It is usually desirable to have this value increase to 1 as the sample size increases. For more insight, we studied the behavior of \( \beta \) as \(|\theta_0 - \theta|\) increased, for a variety of increasing sample sizes. Since the corresponding two-sided bootstrap hypothesis tests reject any values that are not contained in the two-sided interval, this is simply the proportion of two-sided intervals that did not contain each hypothesized value of \( \theta_0 \in [\theta - d, \theta + d] \), where \( d \) is some constant specifying the absolute distance from the truth.

For simplicity, we call these performance metrics by their theoretical names, however, our results are simulation-based and, therefore, some deviations from what we would expect based on statistical theory can be expected.

Results pertaining to the proportion of intervals or hypothesis tests which exhibited some behavior (e.g. containment of a true or false parameter value) were calculated out of 10,000 intervals or tests, each constructed using a different random sample taken under the specified simulation constraints. However, in some cases, such as when the sample size was small, there was little to no variability to estimate and this produced studentized bootstrap intervals with undefined bounds (0/0 or a value divided by 0). In these cases we only considered intervals that did not contain undefined values when calculating performance metrics, so the performance metric was calculated out of fewer than 10,000 intervals. More information is given on this behavior as we discuss the simulation results and we note how many undefined intervals were observed in the results tables.

All studentized bootstrap intervals were constructed using the iterative method discussed in Section 3. We elected to use the bootstrap estimate of standard error for the studentized interval in order to gain insight into the performance of the method when a formula for the standard error is not available.

In order to determine if there was any difference in the performance due to the number of bootstrap samples used, bootstrap intervals were constructed using both \( B = 99 \) and \( B = 999 \) bootstrap samples. Also, the significance level was kept at \( \alpha = 0.05 \) throughout. That is, all confidence intervals were constructed with a desired 0.95 coverage probability and hypothesis tests were conducted with a desired Type I error rate of 0.05. For comparison purposes, we included simulation results for traditional \( z \)
and/or $t$ methods as appropriate for a given problem. These were the one-sample $z$- and $t$-tests and intervals for the mean and the one-sample $z$-test and interval for the proportion (Wald interval). The details of these methods can be found in most any introductory statistics textbook.

4.1 Simulation results

We began with the problem of constructing interval estimates for the population mean under different scenarios. In the first scenario, random samples of size $N = 10, 40,$ and $100$ were taken from a Normal$(1, 1)$ population. In the second scenario, random samples of size $N = 5, 10,$ and $20$ were taken from an Exponential($1$) population (with rate parameter $\lambda = 1$), which is a right-skewed distribution. Connecting this problem to the notation used in the previous section, we have $\hat{\theta}(X) = \bar{X}$, the sample mean, and $\theta = \mu$, the population mean.

To determine if the assumptions of the basic and percentile bootstrap intervals were met, we calculated $\bar{X} - \mu$ ten thousand times using samples of varying sizes from a variety of Normal$(\mu, \sigma^2)$ and Exponential($\lambda$) populations. We selected values for $\lambda$ such that the underlying population distributions would have less right-skew as $\lambda$ increased. For the Normal population, $\mu$ and $\sigma^2$ were chosen such that the spread and center of the underlying population slightly varied. Figures 1a and 1b give the distributions of shifted sample means.

For Normal populations, it was clear that the spread of the distributions of $\bar{X} - \mu$ depended on the population variance. For example, in the first row, third column of Figure 1a, the spread of the distribution is greatest, while in the first row, fourth column it is least. This corresponds to changes in the variance of the underlying population. For the Exponential populations, inconsistencies were also observed between distributions as the skew and spread varied with $\lambda$. However, as the sample size increased, the distributions became more consistent across populations. For both scenarios, we concluded that the assumptions of the basic and percentile intervals were not met when the sample size was small but became better met as it increased.

To determine if the assumption of the studentized bootstrap interval was met, we used the same simulations as before, but now we checked whether the distribution of $(\bar{X} - \mu)/\hat{\sigma}$ was approximately the same across the different populations. Here $\hat{\sigma}$ is the bootstrap-based plug-in estimate of standard error defined in Section 3. We may refer to scaling by this estimate more broadly as “studentization”.

The simulated distributions are given in Figures 2a and 2b. The dark and light gray shading correspond to the use of $B = 99$ and $B = 999$ bootstrap samples, respectively. The value of $B$ did not have an impact on the resulting distribution, but the sample size did. The first is evidenced by the strong overlap of the dark and light gray bars in the histograms and the second by the differences between histograms within the same column.

For example, comparing the distributions in the first column of Figure 2a, the spread in the distributions slightly decreases as $N$ increases. However, making comparisons across the first row of Figure 2a, the distributions are approximately the same in shape, spread, and center. For these reasons, we concluded that the assumptions behind the studentized interval were met when the underlying population was Normal or Exponential and the parameter of interest was the mean.

It is known that the $t$-interval does not perform well when $N$ is small and the data are skewed (see Huang [2017] Meeden [1999]). Therefore, the assumptions of the $t$-interval were reasonably met in the first scenario, where the underlying population was Normal, but less reasonably met in the second scenario, where the population was right-skewed and $N$ was small. The assumptions of the $z$-interval were met
Figure 1: Simulated distributions of $\bar{X} - \mu$. For each population (denoted by column headers) and sample size ($N$), 10,000 sample statistics were calculated. Each sample statistic was shifted by the corresponding parameter of its population, either the mean or proportion. The assumptions of the basic bootstrap interval were deemed reasonable if, for a given value of $N$, the distributions were approximately the same as the population parameters changed. Additionally for the percentile interval, they were checked for symmetry.
Figure 2: Simulated distributions of \((\overline{X} - \mu)/\hat{\sigma}\), where \(\hat{\sigma}\) is the bootstrap-based plug-in estimate of standard error defined in Section 3. For each population (denoted by column headers), sample size \((N)\), and number of bootstrap samples \((B = 99\) and \(B = 999\) corresponding to dark gray and light gray bars, respectively), 10,000 sample statistics were calculated. Each sample statistic was shifted by the corresponding parameter of its population and scaled using its bootstrap estimate of standard error. The assumptions of the studentized interval were deemed reasonable if, for a given value of \(N\), the distributions were approximately the same as the population parameters changed.
in both scenarios since samples were independent and identically distributed (iid) and the underlying population variance was technically known.

The coverage proportions of the bootstrap intervals and the z- and t-intervals for the mean are given in Table 3 for each scenario of interest.

| Interval       | Normal(1, 1) | Exponential(1) |
|----------------|-------------|----------------|
|                | B | N | C  | N | C  |
| Basic          | 99 | 10 | 0.905 | 5 | 0.773 |
|                | 40 | 10 | 0.941 | 10 | 0.849 |
|                | 100 | 20 | 0.946 | 20 | 0.898 |
| Basic          | 999 | 10 | 0.904 | 5 | 0.765 |
|                | 40 | 10 | 0.941 | 10 | 0.842 |
|                | 100 | 20 | 0.946 | 20 | 0.890 |
| Percentile     | 99 | 10 | 0.907 | 5 | 0.789 |
|                | 40 | 10 | 0.940 | 10 | 0.862 |
|                | 100 | 20 | 0.946 | 20 | 0.909 |
| Percentile     | 999 | 10 | 0.902 | 5 | 0.791 |
|                | 40 | 10 | 0.940 | 10 | 0.863 |
|                | 100 | 20 | 0.946 | 20 | 0.909 |
| Studentized    | 99 | 10 | 0.962 | 5 | 0.949 (52) |
|                | 40 | 10 | 0.965 | 10 | 0.956 |
|                | 100 | 20 | 0.965 | 20 | 0.961 |
| Studentized    | 999 | 10 | 0.956 | 5 | 0.935 |
|                | 40 | 10 | 0.962 | 10 | 0.950 |
|                | 100 | 20 | 0.960 | 20 | 0.958 |
| z              | - | 10 | 0.950 | 5 | 0.958 |
|                | 40 | 10 | 0.950 | 10 | 0.959 |
|                | 100 | 20 | 0.947 | 20 | 0.956 |
| t              | - | 10 | 0.948 | 5 | 0.878 |
|                | 40 | 10 | 0.949 | 10 | 0.905 |
|                | 100 | 20 | 0.948 | 20 | 0.922 |

Table 3: Coverage proportions (C) of intervals for the population mean. 10,000 samples of the specified size (N) were taken from each population. Then, with each sample, B bootstrap samples were used to construct the bootstrap intervals while the traditional intervals were constructed with their usual formulas. The proportion of intervals which contained the true population mean, out of ten thousand, was calculated. These values should be near 0.95 since the significance level was 0.05. The coverage proportion for the studentized interval is out of 9982 intervals because it contained undefined bounds in 52 cases.

When the underlying population was Normal(1, 1), the coverage proportions of the z- and t-intervals were very close to the nominal 0.95, for most all values of N. Larger discrepancies were observed for the bootstrap intervals though. The percentile and basic bootstrap intervals had moderate under-coverage, especially for small N. The lowest coverage observed amongst these two intervals for the Normal(1,1) population was 0.902. Alternatively, the studentized interval had over-coverage with proportions as large as 0.965.

When the population was Exponential(1), the coverage proportions of the t-interval dropped well below 0.95, while those of the z-interval reached above 0.95. Pointed decreases in the coverage proportions of the bootstrap intervals were also observed. The most severe changes were observed for the percentile and basic bootstrap intervals for N = 5. In these cases, some coverage proportions dropped by over 10%.

The coverage proportions of the studentized interval were higher than that of the t-interval when small samples were taken from an Exponential(1) population. However, the widths of the studentized bootstrap intervals were significantly larger than those of the t-intervals, especially when N was small. Figure 3
gives the distributions of the widths (upper bound - lower bound) of the studentized and $t$-intervals for each value of $N$ when the underlying population was Exponential(1). These were plotted on the log scale for ease of visibility. The dashed lines in each panel mark the width of the $z$-interval, which is constant for a fixed $N$ and significance level. The widths of the studentized interval were quite large and varied greatly, especially for $N = 5$. This explains why the coverage proportions were higher than that of the $t$-interval in this case.

Figure 3: Log of the widths of 10,000 studentized bootstrap, $t$-, and $z$-intervals for the population mean when the underlying population was Exponential(1). The widths of the $z$-interval, which were constant for a given value of $N$ and significance level, are marked by a single dashed line. The studentized bootstrap interval produced very wide intervals, especially when the sample size was very small. This may be a reason for the high coverage proportions we observed. 52 studentized bootstrap intervals had undefined values when $N = 5$ and $B = 99$. These were removed before plotting.

Large widths were observed when the denominator of either $z^*_n((B+1)(\alpha/2))$ or $z^*_n((B+1)(1-\alpha/2))$ was near zero and this occurred when there was little variability between the second-level bootstrap sample statistics. In some extreme cases, all of them were the same and the second-level bootstrap estimate of standard error was exactly equal to zero, giving undefined values for $z^*_n((B+1)(\alpha/2))$ or $z^*_n((B+1)(1-\alpha/2))$. This behavior was observed in 52 (out of 10,000) intervals for the population mean. These intervals were removed before calculating the coverage proportions in Table 3.

In the case of the population proportion, which we discuss next, there was even less variability to estimate since only TRUE or FALSE was sampled. Therefore, the original sample statistic, bootstrap sample statistics, and second-level bootstrap sample statistics were all the same in some cases. This also produced estimates of zero for the first- and second-level bootstrap estimates of standard error and, therefore, undefined bounds for the studentized intervals. We only considered intervals that did not have undefined bounds when calculating performance metrics.

The population proportion, $p$, is analogous to the mean for binary data. We evaluated the performance of the bootstrap intervals and the $z$-interval for proportions, also called the Wald interval, under a variety
of scenarios. Connecting the notation from Section 3 to this problem, \( \hat{\theta}(X) = \hat{p} \), the sample proportion, while \( \theta = p \), the population proportion. We selected samples of size \( N = 5, 20, 50, \) and 150 from \( \text{Bernoulli}(p) \) populations with \( p \in \{0.1, 0.25, 0.5\} \). These values were selected so that the distribution of \( \hat{p} \) would vary from right-skewed when \( N \) and \( p \) were small, to symmetric when \( N \) was large and \( p \) was 0.5.

The distributions of shifted and studentized sample proportions for samples from \( \text{Bernoulli}(p) \) populations were given back in Figures 1c and 2c, respectively. For \( N = 5 \) or 20, the distributions of shifted and studentized sample proportions differed noticeably as \( p \) increased. These differences subsided slightly as \( N \) increased, though they were still noticeable. When \( N \) was small, we obtained some zero estimates for the standard error of \( \hat{p} \), resulting in undefined studentized sample proportions. These were removed before plotting, which likely contributed to inconsistencies between the distributions in Figure 2c. Due to these observations, we again concluded that the assumptions of these bootstrap intervals were not well met in this scenario for small \( N \), but, were better met for large sample sizes.

The z-interval for proportions is known to be inappropriate when the sample size is small and \( p \) is near zero or one (see Newcombe 1998; Brown et al. 2001). When \( p \) is near zero, the distribution of the number of successes, and therefore the proportion of successes, is right-skewed and when \( p \) is near one, it will be left-skewed. When the sample size is additionally small, this skewness makes the Normal approximation inappropriate.

The coverage proportions of the bootstrap intervals and the z-interval for the population proportion are given in Table 4. The coverage proportions of most intervals were quite far from the desired 0.95, regardless of \( N, B \), or \( p \).

The basic bootstrap interval mostly had under-coverage: for \( p = 0.25 \) and \( p = 0.1 \), it never achieved a coverage proportion at or above 0.95, though it got close with 0.938. For \( N = 50 \) or \( N = 150 \) and \( p = 0.5 \), the coverage proportions came closer to the desired 0.95. The percentile interval had a mixture of over- and under-coverage. For \( N = 5 \), there was only under-coverage but results were not consistent for other values of \( N \) since there was both over- and under-coverage as \( p \) varied.

The studentized interval mostly had over-coverage, with coverage proportions as large as 0.974 when no intervals were undefined. For \( N = 5 \), there were very few intervals whose bounds were not undefined, if at all, especially when \( p \) was also small. The z-interval had under-coverage for the most part: its nearest coverage proportions were 0.940 and 0.961. Its lowest coverage proportions were observed when \( p = 0.1 \).

Another, possibly more serious, issue that we observed pertained to the behavior of the actual intervals themselves. The basic intervals contained invalid values and the percentile intervals had bounds which were exactly equal. The z-intervals also had invalid values and equal bounds and, as we already noted, the studentized intervals had undefined bounds. The frequency with which these issues were observed is given in parentheses next to the coverage proportions in Table 4.

The basic and percentile bootstrap intervals exhibited odd behavior mostly when \( p = 0.1 \) or \( N \) was small. In one case over 61% of basic bootstrap intervals contained invalid values and, in another case, 59% of percentile bootstrap intervals had equal bounds. However, as \( N \) and \( p \) increased, this behavior was not observed as frequently.

Use of the studentized interval produced many undefined bounds. When the underlying population proportion was near zero, or \( N \) was small, some second-level bootstrap estimates of standard error were zero, producing undefined values for the bootstrap z-statistics used to construct the interval, whose divisor is this estimated standard error. If there was also no variability in the original sample, then
Table 4: Coverage proportions (\(C\)) of bootstrap intervals and the z-interval (Wald interval) for the population proportion. Samples of size (\(N\)) were taken from each Bernoulli(\(p\)) population and \(B\) bootstrap samples were used to construct the bootstrap intervals. The z-interval was constructed using its usual formula. Values in parentheses represent the proportion of basic intervals which contained invalid values, the proportion of percentile intervals which contained equal bounds, the number of studentized intervals which contained undefined bounds, and the proportion of z-intervals which contained both invalid values and equal bounds.

The z-statistic was 0/0, which is also undefined. Undefined values were removed before calculating the coverage proportion which is why some coverage proportions were exactly zero or one. The number of intervals which were removed before calculating the coverage proportion is given in parentheses.

The z-interval exhibited behavior similar to that of the basic and percentile bootstrap intervals. This was especially true when \(N\) was small or \(p = 0.1\). In these cases, both invalid values and intervals with equal bounds were observed. The behavior that we observed with the z-interval, and other issues that arise with its use, are also discussed by Newcombe (1998) and Brown et al. (2001).

As we mentioned earlier, the achieved significance level of the two-sided bootstrap hypothesis tests, \(\alpha\), is equivalent to \(1 - C\). That is, since we calculated the proportion of intervals that contained the true parameter value, we also had the proportion of times we would fail to reject this true value if two-sided bootstrap hypothesis tests were performed. Subtracting this from one gave us the proportion of times we rejected this true null value. For brevity, we did not tabulate these since they are just one minus the values given in Tables 3 and 4. However, note that coverage proportions calculated when many studentized intervals had undefined bounds will less accurately reflect \(\alpha\).
In scenarios where few or no bootstrap intervals were removed, those which had coverage proportions near 0.95 also performed well in terms of significance levels near the desired 0.05. Those that had coverage proportions above or below 0.95 rejected too often or too rarely, respectively. Since many studentized intervals, both for the mean and proportion, had coverage proportions well above 0.95, it was the more conservative method in comparison to the basic and percentile bootstrap intervals.

For direct comparison, we obtained the rejection rates of the one-sample z- and t-tests for the mean as well as the z-test for the proportion. These are given in Tables 5 and 6. To obtain these, we performed each of these tests 10,000 times under each of the same scenarios used earlier and calculated the proportion of tests which rejected the true hypothesized value.

| Test  | N  | Normal(1,1) | N  | Exponential(1) |
|-------|----|-------------|----|----------------|
| z-test| 10 | 0.048       | 5  | 0.041          |
|       | 40 | 0.050       | 10 | 0.045          |
|       | 100| 0.051       | 20 | 0.048          |
| t-test| 10 | 0.051       | 5  | 0.120          |
|       | 40 | 0.047       | 10 | 0.095          |
|       | 100| 0.050       | 20 | 0.081          |

Table 5: Significance levels (α) of the z- and t-tests for the mean. For each population and sample size (N), 10,000 samples were taken. The z- and t-test were used to test \( H_0 : \mu = 1 \) (which is true for both populations). The proportion of tests which rejected was recorded.

| Test  | N  | Bernoulli(0.1) | Bernoulli(0.25) | Bernoulli(0.5) |
|-------|----|----------------|-----------------|----------------|
| z-test| 5  | 0.083          | 0.017           | 0.061          |
|       | 20 | 0.045          | 0.066           | 0.039          |
|       | 50 | 0.031          | 0.051           | 0.062          |
|       | 150| 0.064          | 0.048           | 0.061          |

Table 6: Significance levels (α) of the z-test for proportions. For each Bernoulli(p) population and sample size (N), 10,000 samples were taken. The z-test for proportions was used to test \( H_0 : p = p_0 \), where \( p_0 \) was the true population proportion. The proportion of tests which rejected was recorded.

The rejection rates of the z-test for the mean were near the desired 0.05 in most cases. When \( N = 10 \) and the underlying population was Exponential(1), it was lowest at 0.041. When samples came from a Normal(1,1) population, the t-test for the mean produced rejection rates near the desired 0.05. However, a non-trivial increase in its rejections rates was observed when small samples from an Exponential(1) population were used. This concurs with the decrease in coverage proportions that we also observed earlier. The rejection rates of the z-test for proportions was consistently far from 0.05 in both directions and there did not seem to be a clear pattern to these rates as \( N \) or \( p \) decreased.

We also investigated the performance of the z, t, and bootstrap hypothesis tests in regards to their ability to reject incorrect hypothesized values for the population mean and proportion. This performance metric was defined earlier as the power of these tests.

Figure 4 gives the rejection rates of the z, t, and bootstrap hypothesis tests for the mean under the same simulation constraints used earlier when the parameter of interest was the mean. The studentized intervals that produced invalid results were removed before calculating these rejection rates so some rates were calculated out of fewer than ten thousand intervals.

When the underlying population was Normal(1,1), the rejection rates of the z- and t-test were similar, though the former rejected incorrect values slightly more often. The studentized interval contained incorrect values, which were not rejected, more often than the basic and percentile intervals. Whether
(a) Normal$(1,1)$ population. Line types denote the sample size $(N)$: solid $= 10$, dashed $= 40$, dotted $= 100$.

(b) Exponential$(1)$ population. Line types denote the sample size $(N)$: solid $= 5$, dashed $= 10$, dotted $= 20$.

Figure 4: Rejection rates of $z$- and $t$-tests, and bootstrap hypothesis tests for the mean. The y-axis gives the proportion of tests that resulted in rejection for a given hypothesized value, on the x-axis. The vertical and horizontal long-dashed lines mark the true mean and the significance level 0.05, respectively.
$B = 99$ or $B = 999$ did not seem to have a noticeable impact on the rejection rates. For all methods, the rejection rates improved as $N$ increased.

This was also true when samples came from an Exponential(1) population but the rejection curves were not nearly as well-behaved. For the $t$-test and bootstrap hypothesis tests, the rejection rates were far less symmetric about the true mean. Both the distance and direction with which the hypothesized value strayed away from the true mean impacted the results. The rejection rates of the $t$-test and bootstrap hypothesis tests reached one more quickly as the hypothesized mean moved below the true mean than when it moved above the true mean.

The test based on the studentized interval had even more conservative results than in the Normal(1, 1) case and, even as the sample size increased, the rejection rates remained lowest of all methods. The distance between the lowest rejection rates and the significance level, marked by a long-dashed line at $y = 0.05$, was quite large for the hypothesis tests based on the basic and percentile bootstrap intervals. This agrees with the low coverage proportions we observed for these intervals earlier in the same population scenario.

The rejection rates of the $z$-test for proportions and the bootstrap hypothesis tests for the proportion are given in Figure 5.

Regardless of the method used or the value of $p$, the rejection rates went to one very slowly for $N = 5$. However, for $N = 150$, the rejection rates went to one more quickly as $p_0$ strayed away from $p$. For $p = 0.1$, larger samples where needed to more quickly achieve high rejection rates as $p_0$ strayed from $p$. The rejection rates of the hypothesis test based on the basic bootstrap interval were slightly less conservative than that based on the percentile bootstrap interval and the $z$-test. The studentized intervals performance was the most conservative. It had the lowest power since, as $p_0$ strayed from $p$, its rejection rates were consistently lower than that of the other methods.

Next, we discuss the implications of these results. We also make connections to some results and suggestions pertaining to these bootstrap methods that are found in the literature. Options that teachers have for performing simulations such as these in the classroom are also presented.

5 Discussion

The results that we obtained primarily show that, when their underlying assumptions pertaining to pivotal quantities are not met, there can be non-trivial differences in the performance of the basic, percentile, and studentized bootstrap intervals. We observed decreased coverage proportions, increased Type I error rates, and decreased rejection rates when the null hypothesis was false. In many cases, the frequency with which these were observed increased as $N$ decreased and rarely improved when $B$ increased. Also, there did not appear to be an improvement in performance when these bootstrap methods were used as an alternative to traditional methods whose conditions were broken.

When the parameter of interest was the mean and the underlying population was Normal(1, 1) or Exponential(1), the shifted sampling distributions were inconsistent across populations, especially for small sample sizes. This provided evidence that the assumptions of the percentile and basic bootstrap intervals were less reasonable for small sample sizes. These intervals had lower coverage proportions and higher Type I error rates, when the sample size was small. The assumptions of the studentized interval were reasonable though, and its coverage proportions were better than that of the $t$-interval when small samples were taken from an Exponential(1) population.

In some cases, though, these high coverage proportions were not simply due to its superiority over the
Figure 5: Rejection rates of the z-test for proportions and bootstrap hypothesis tests. The y-axis gives the proportion of tests that resulted in rejection for a given hypothesized proportion on the x-axis. The vertical and horizontal long-dashed lines mark the true population proportion, $p$, and the desired significance level, $\alpha = 0.05$, respectively. The line types map to values of $N$: solid for $N = 5$, dashed for $N = 20$, dotted for $N = 50$, dot-dashed for $N = 150$. In some cases the studentized intervals had undefined bounds. These were removed, therefore, some rejection rates were calculated out of fewer than 10,000 intervals and some were exactly zero or one. For $N = 5$ and $B = 999$, none of the studentized intervals were well defined, so no rejection rates are plotted.
\(t\)-interval, but rather due to its larger widths. When the underlying population was Normal\((1, 1)\), the coverage proportions, Type I error rates, and correct rejection rates of these methods were better than when the population was Exponential\((1)\). This indicates that non-Normality in the underlying population has an impact on the performance of these methods.

Taking this, and the coverage proportions of the \(z\) and \(t\)-intervals into account, we concluded that their performance was better than the basic and percentile bootstrap intervals and comparable to, if not better than, the studentized bootstrap interval. Moreover, these bootstrap intervals were not necessarily an improvement over the \(t\)-interval in scenarios where it was known to have poor performance - that is, when \(N\) was small and the data were skewed.

When the parameter of interest was the population proportion, the assumptions of the basic and percentile bootstrap interval still were less reasonable for small sample sizes. Their coverage proportions and Type I error rates were not at the desired levels, especially for small \(N\) and \(p\). In these cases, issues with the studentized interval also became more apparent and its assumptions were not reasonable. Estimating first- and second-level standard errors was an issue when \(N\) was small and, in many cases, we obtained undefined estimates. The reliability of the coverage proportions was negatively impacted by this since many intervals had to be disregarded.

In cases where few or no intervals were thrown out, the coverage proportions were high. However, this was again due to large widths rather than superiority over the other methods. This became apparent when we moved to assess the power of these methods. The studentized interval had lower power than other methods indicating that it contained incorrect values, which were not rejected, more frequently than the other methods. Meanwhile, the \(z\)-interval and the basic and percentile bootstrap intervals had comparable power. Again, we found that the bootstrap methods were not necessarily an improvement over the \(z\)-interval in proportions when it is known to perform poorly - that is, when \(N\) and \(p\) were small.

It is worth noting that the behavior of the studentized intervals may have been different if we were to use a formula to obtain estimates of the standard error of the original and bootstrap sample statistics. However, in many cases such a formula does not exist, therefore, we wanted to investigate the performance of the studentized interval when bootstrap estimates of standard error were used.

The performance of the studentized interval using a formula for the standard error of the mean was investigated by Hesterberg [2015b]. They found that the studentized interval (called bootstrap \(t\) interval there) performed well for small samples from Normal and Exponential populations and outperformed the percentile and basic bootstrap intervals. Our results expand on this by analyzing its performance when the data are binary and we included direct comparisons with \(z\)- and \(t\)-methods.

The results that we obtained further emphasize the falsehood of the claim discussed by Hayden [2019] that “they are more accurate than traditional methods for small samples”. When the sample size was small, the metrics that we observed for the bootstrap intervals were not always an improvement over those of traditional methods. Even when they were, other issues came to the forefront, such as very large widths or undefined bounds. Moreover, the assumptions behind these intervals, which pertain to pivotal quantities, were less reasonable for small sample sizes. Our results show that these bootstrap methods have non-trivial changes in performance when their assumptions, given in Tables 1 and 2, are or are not met. It is important that the bootstrap intervals that we discussed be constructed using quantities that are pivotal after shifting or studentization.

Though the unfavorable results that we obtained were generated under specific settings, they still show that there are situations in which the bootstrap can fail, especially when used for quantities which are not
pivotal when the sample size is small. Therefore, it is pertinent that the assumptions of these bootstrap methods be discussed when teaching them so that students use more caution when applying them and are aware of changes in their performance when these assumptions are not met. Though their assumptions may be hard to verify in some cases, students should still be made aware of them and informed of cases where they are known to be unreasonable, such as those we reported and others given in the literature. This can help students to understand that these methods are not a direct solution when the assumptions of traditional methods are not met, but rather another option.

5.1 Tools for teaching bootstrapping

Section 4 showcased some ways in which simulations can be used to help students understand the assumptions behind these bootstrap intervals, verify if they are met, and comprehend the repercussions of applying them when they are broken. Performing similar simulations with students in the classroom can help students to better understand the methods taught so that they can reap the many benefits of applying the bootstrap and other statistical computing methods appropriately.

In order to assist with this, the functions used for the simulations in this article were complied into an R package called bootEd. These functions are straightforward applications of the interval construction methods discussed in Section 3.1. We give a minimal example of how to use the package here. More information is given in the package repository at [github.com/tottyn/bootEd](http://github.com/tottyn/bootEd). The code used to perform the simulations in this article are also given there.

We begin by installing the package from GitHub and loading it:

```r
devtools::install_github("tottyn/bootEd")
library(bootEd)
```

Then we construct a 95% percentile bootstrap interval for the population median using 999 bootstrap samples:

```r
percentile(sample = rnorm(n = 50, mean = 3, sd = 2.5), parameter = "median", B = 999, siglevel = 0.05, onlyint = FALSE)
```

The `sample` argument takes the vector of data. The `parameter` argument can take any base R function (e.g. `sd`, `mean`) or any user defined summary function that returns a single value. The arguments `B` and `siglevel` take the number of bootstrap samples and significance level, respectively. When the `onlyint` argument is set to `TRUE` only the bootstrap interval is returned which can be useful for performing simulations.

The following output and plot are given:

The percentile bootstrap interval for the median is: (2.199231, 3.386698).

If it is reasonable to assume that the shifted sampling distribution of the statistic of interest is symmetric and does not depend on any unknown parameters, such as the underlying population variance, then this method can be used.
Figure 6: Histogram of bootstrap sample statistics. The original sample statistic is marked by a solid line. This plot is returned as part of the output from the `percentile` function.

The output of the function is not only the bootstrap interval, but also information that can provoke thought about whether the assumptions of the method are reasonable. Verifying assumptions pertaining to the shifted or studentized sampling distribution can be difficult without prior knowledge of the underlying population. The bootstrap distribution is our best estimate to the sampling distribution and, though it is not exact, it can at least be used to determine if the assumptions of the method are reasonable.

In this example, the bootstrap distribution is not symmetric. Therefore, either the sampling distribution also is not symmetric or, if it is, then the bootstrap distribution is not an accurate reflection of it. Either way, the assumptions behind the percentile bootstrap interval are not met. Each of the interval construction methods discussed in this article have a separate function in the package with similar syntax, output, and plots. These can be used to gain insight into the plausibility of the assumptions behind these methods so that students can learn to use them responsibly.

When selecting a tool for statistical computing, teachers should consider the scope of the course in which the tool will be used and the computational backgrounds of the students. Teachers should avoid using tools that will bind students in the “ritualized thinking” that Son et al. (2021) indicates the teaching practices of traditional methods has unfortunately led to. Also, the criteria and goals set forth in the statistics education literature should be brought into consideration.

For example, a goal given in the GAISE is that students, “should be able to interpret and draw conclusions from standard output from statistical software packages.” (GAISE College Report ASA Revision Committee 2016 p. 8) Important aspects of a contemporary statistical computing tool, which were discussed in great detail by McNamara (2018), should also be considered. These include accessibility, ease of entry, built-in documentation, and adjustable plot creation.

Other packages that are useful for teaching bootstrapping in introductory statistic courses include: `boot` (Canty and Ripley 2019), `wboot` (Weiss 2016), `simpleboot` (Peng 2019), `bootstrap` (Tibshirani and Leisch 2017), `mosaic` (Pruim et al. 2017), and `resample` (Hesterberg 2015a). Though the `mosaic` package performs many tasks that do not pertain to bootstrapping, the `do` function is useful for
rerunning code multiple times, as is needed for creating a bootstrap distribution. Also, the resample package has options for multiple resampling methods including the jackknife and permutation tests as well as capabilities for both one-sample and two-sample problems.

6 Conclusions

In this article, the percentile, basic, and studentized bootstrap intervals and their corresponding hypothesis tests were discussed. We showed that these methods have important underlying assumptions which should be discussed in the classroom. Performance metrics such as the coverage proportion, Type I error rate, and power were obtained under a variety of simulation scenarios. It was shown that the performance of these intervals differs non-trivially when their assumptions pertaining to pivotal quantities are or are not met. Specifically, when the sample size was small, these assumptions were less reasonable.

The performance metrics of their traditional counterparts, $z$- and $t$-methods for the mean and the $z$-interval for proportions (Wald interval), were also obtained under the same simulated scenarios. We found that when the assumptions of traditional methods were not met, these bootstrap intervals were rarely an improvement. Furthermore, their performance was also impacted by a small sample size and non-normalcy.

When teaching these bootstrap methods, it is pertinent that teachers emphasize that they are not substitutes for traditional methods nor are they solutions for issues that arise from having a small sample size. Their assumptions pertaining to pivotal quantities should be clearly communicated in lectures, course materials, and textbooks so that students leave the classroom with a broader understanding of these methods and how they relate to traditional methods. Teachers should aim to make students well informed about situations where these methods are already known to perform poorly and equip them with the ability to judge whether these methods are best for a given situation.

These methods can also be used as a conceptual stepping stone to teaching more traditional methods. For example, Hesterberg (2015b) suggests that the distribution of studentized bootstrap sample statistics can effectively be used to evaluate whether CLT-based methods are appropriate for the specific data set. This could be done in addition to checking whether the sample data are Normal or the sample size is above 30. When a formula for the standard error is not available, however, the computational intensity and observed “small-N” inaccuracies of the second-level bootstrap estimate of standard error should be kept in mind.

Our results pertain to the performance of the basic, percentile, and studentized bootstrap intervals for the population mean or proportion. While we studied Bernoulli($p$) populations with $p \in \{0.1, 0.25, 0.5\}$, we did not investigate the performance of these methods for $p \in (0.5, 1]$. The performance of these methods could possibly be different as the population proportion increases past 0.5. We also have not discussed the performance of the “better bootstrap intervals” introduced by Efron and Tibshirani (1993) which are said to be an improvement. There is room for comparison between those bootstrap intervals and the ones that we have discussed here.

Future work could include an assessment of the performance of these methods when order statistics, such as the median, or non-location parameters, such as the correlation and variance, are used. When the data are skewed or there are outliers, we may encourage students to use the median as a measure of center. Statistical methods for the sample median that may be taught in undergraduate introductory statistics courses include the bootstrap intervals we have already discussed and the Sign test. The latter is known to have performance issues, in terms of power and Type I error, when observations are tied (see
Coakley and Heise (1996). A comparison of the performance of the bootstrap intervals and the Sign test in these scenarios could also be investigated.

Also, an effort could be made to assess the performance of these methods in two-sample scenarios and compare their performance to that of permutation or two-sample traditional methods. An assessment of another claim discussed by Hayden (2019) - that these methods are easier for students to understand could also be undertaken. A qualitative analysis of student understanding and engagement with different forms of instruction and content could be used to accomplish this.

The use of statistical computing in the classroom equips students with a variety of tools to use in many situations. It also increases students’ retention of concepts and aids the teacher in explaining complex topics. With this article, we aim to benefit both teacher and student by making them aware of the assumptions behind simple bootstrapping methods which pertain to pivotal quantities. We did this so that they can better teach and implement bootstrapping with their introductory statistics students. It is important that these students understand the usefulness and the correct scope of this tool before leaving the classroom so that they are well equipped to handle a variety of situations.

Supplemental Materials

**bootEd**: The R package *bootEd* is available at [https://github.com/tottyn/bootEd](https://github.com/tottyn/bootEd). The GitHub repo contains instructions on downloading the package and information for getting started. (Web link)
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