1. Introduction

Error fields (EFs) have been and are the subject of intense study in tokamaks [1, 2] where relative errors as small as $10^{-4}$ or even $10^{-5}$ are known to affect stability, cause disruptions, and degrade confinement and plasma rotation. Error fields are obviously also very important in modern transport-optimized stellarators [3, 4], whose performances rely on carefully optimized 3D magnetic fields.

The specially shaped coils that generate such fields are numerically optimized and, typically, are built and positioned with very high precision. In other words, errors are minimized at the construction stage. Vacuum fields are then experimentally characterized by a standard technique involving an electron beam and a fluorescent rod [5–8]. Incidentally, it should be noted that, since this technique requires flux surfaces to exist in a vacuum, it is not applicable to devices such as tokamaks that require plasma current to generate flux surfaces. The measured surfaces are usually confirmed to be in good agreement with the desired, optimal configuration. However, if not in agreement, a comparison of computed and measured flux surfaces can shed light on possible sources of errors. At that point one can either (1) correct the error ‘at the source’ (reposition one or more coils) [9] or (2) apply EF corrections by means of a separate set of dedicated coils. This latter approach is quite common in tokamaks [1, 2, 10]. As for stellarators, EF corrections were applied in LHD by means of resonant magnetic perturbation (RMP) coils, also deployed in other MHD studies [11]. W7-AS used ‘special’ and ‘control’ coils to vary the toroidal mirror term and boundary island geometry and...
Figure 1. Schematic of the CNT coil configuration. (a) Interlocked (IL) coils, (b) poloidal field (PF) coils, (c) the last closed flux surface, (d) plane at $\phi = 90^\circ$ at which Poincaré cross-sections are measured as described in section 2.

study their effect on plasma properties [12], and similar uses are envisioned for the ‘trim coils’ in W7-X [13]. Earlier possibilities for EF correction in W7-X were discussed in [14].

Stellarators are considered complicated to build. It has been suggested that their attractiveness as reactors could increase if their construction is simplified, or construction tolerance relaxed, without significantly degrading the plasma properties [15]. At this point it is highly hypothetical, but a possible route to simplification could consist in: (i) slightly relaxing the tolerance and (ii) correcting the errors a posteriori, either by approach (1) or (2) listed above. In either approach, it is useful to experimentally quantify the displacements, tilts and, possibly, deformations of the actual coils, compared with design values. This is useful anyway, even if stricter tolerance is adopted, to confirm that the construction imperfections are indeed smaller.

As a first step in exploring such route, we have complemented the well-established experimental technique mentioned above with metrology measurements and with a numerical method that ‘inverts’ the flux surface errors into error sources such as imperfections in coils’ positions and tilts.

The CNT stellarator, constructed in 2004 [16], is notable for its simple coil configuration and for having the lowest aspect ratio of any stellarator ever built [8]. The magnetic field is generated by a system of four planar, circular coils: two interlocked (IL) coils and two poloidal field (PF) coils, the latter of which form a Helmholtz pair (figure 1). This configuration, as designed, generates a set of toroidal nested closed flux surfaces with two field-periods. The radial profile of rotational transform $\epsilon$, as well as the general shape of the flux surfaces, can be controlled by varying two main parameters: the tilt angle between the IL coils and the ratio of the current in the IL coils to the current in the PF coils, $I_{IL}/I_{PF}$. CNT was constructed to permit three different IL coil tilt angles $\theta_{il}$: $64^\circ$, $78^\circ$, and $88^\circ$. These angles were chosen for their distinct $\epsilon$ profiles as well as for their resiliency to EFs [16].

Error field resiliency was an especially important consideration for CNT’s coil configurations due to the permissive tolerances used in the construction of the coils and the vacuum vessel. Whereas present-day stellarators are typically built to tolerances on the order of $10^{-3}$–$10^{-4}$ [17, 18], CNT’s tolerances were of order $10^{-2}$–$10^{-3}$ to minimize the cost and complexity of construction.

From 2005–2010, the interlocked coils were kept in the $\theta_{il} = 64^\circ$ configuration. The flux surfaces for this configuration were measured experimentally and found to agree very well with numerical predictions [8]. More recently, CNT’s coils were switched to the $\theta_{il} = 78^\circ$ configuration. This configuration is predicted to have less magnetic shear than the previous one. As a result, EFs that resonate with rational surfaces within the $\epsilon$ profile are expected to have more significant effects on the magnetic geometry, leading to larger islands and equilibrium deformation.

A detailed understanding of the magnetic geometry in CNT is a central objective of the CNT research program. It will allow for more precise alignment of diagnostics and improve the accuracy of equilibrium modeling and reconstruction. It will also assist in the design of equipment whose shaping and placement are heavily dependent on the field, such as island divertors.

In this paper we present the first detailed measurements of the flux surface geometry of the $\theta_{il} = 78^\circ$ configuration, which exhibits noticeable disagreements with predictions (section 2). We then describe efforts to diagnose the sources of the EFs under the assumption that the main sources of error are displacements of the coils from their design positions. These efforts include (1) photogrammetric measurements of the positions of the PF coils (section 3), (2) studies of the effects of different classes of displacements on the rotational transform $\epsilon$ (section 4), and (3) design of an optimization algorithm to find the most likely displacements of the IL coils that lead to the observed flux surface geometry (section 5). We then discuss the potential broader applicability of the optimization algorithm to more complex coil configurations (section 6) and briefly describe future work (section 7).

2. Flux surface measurements

2.1. Experimental setup

The flux surface geometry in CNT is measured with a standard technique involving an electron beam and a fluorescent rod [7, 8]. Electrons are emitted from an electron gun at energies of roughly 80 eV. The electrons travel along a field line until they strike an obstacle, either a part of the vessel (if an open field line) or an aluminum rod that extends into the confining region. The aluminum rod is coated with ZnO:Zn fluorescent powder that emits blue-green light (505 nm) when struck by electrons. In CNT, two fluorescent rods are positioned at the mid-plane of the vacuum vessel, which coincides with the toroidal cross-section at $\phi = 90^\circ$ (figure 1). The rods can be
rotated across this surface with an external actuation mechanism described in [8]. Background pressures are maintained at the base pressure of the CNT vacuum vessel (<10^{-8} Torr) to minimize collisions with neutral atoms and molecules.

If a long-exposure photograph is taken of the fluorescent rods as they are scanned across the φ = 90° plane during the emission of an electron beam, the resulting image will show a cross-section of the flux surface on which the beam was emitted. Certain parts of the cross-section may not appear in the image due to shadowing by the electron gun or the limited extent of the fluorescent rods. For the measurements described in this paper, a digital camera was positioned outside the vacuum vessel to face the plane of the cross-section through a fused-silica viewport. Images were acquired using ten seconds of exposure time. In addition to the fluorescent glow from the rods, the images contained some regions of stray light. This was due to blackbody emission from the electron gun filament reflecting off components in the vacuum vessel. Regions of stray light were eliminated manually from each image before processing.

The relative positions of each pixel were determined based on the length of the rod in the image. The absolute positions of each pixel were then determined by comparing the position of the rod to the position of a fixed landmark in the chamber. The lens axis of the camera was confirmed to be within one degree of perpendicular to the φ = 90° plane through the use of a leveling tool. This uncertainty could contribute to up to 3 mm of displacement of the resulting image, as the camera was placed roughly one meter away from the cross-section.

2.2. Results

Two examples of experimentally measured Poincaré cross-sections are shown in figure 2, overlaid with numerically computed Poincaré data for the corresponding current-ratios. The numerical data, determined using a Biot–Savart field line tracer described in [19], were generated assuming that the coils were perfectly aligned. Note that the qualitative agreement is poor: the outboard side of the surfaces at $I_{IL}/I_{PF} = 3.68$ (figure 2(a)) are flatter and have more vertical elongation than the experimental surfaces. In addition, the experimental data for $I_{IL}/I_{PF} = 3.18$ (figure 2(b)) have prominent islands that are not predicted numerically.

In addition to the geometric disagreements in the Poincaré sections at toroidal angle $\phi = 90^\circ$, the measured rotational transform $\epsilon$ has been observed to differ from numerical predictions. While detailed profiles of $\epsilon$ have not been measured in CNT, it is possible to identify low-order rational surfaces through field line visualizations [20]. In this technique, the electron gun is operated while the vacuum vessel is back-filled to a neutral pressure between 10^{-5} and 10^{-4} Torr. At these pressures, electron-neutral collisions are frequent enough that the path of the electron beam emits a glow that is visible to the naked eye. In the vicinity of a low-order rational surface, the beam can be seen to strike the back side of the electron gun after a finite number of toroidal transits. For example, for $I_{IL}/I_{PF} < 3.5$, a region exists in which the electron beam is observed to strike the electron gun after three toroidal transits, indicating the presence of a surface (or island chain) with $\epsilon = 1/3$. On the other hand, numerically calculated $\epsilon$ profiles (figure 3) only contain $\epsilon = 1/3$ for $I_{IL}/I_{PF} < 3.18$. Evidently, an EF is causing a systematic offset of the rotational transform.

The observed discrepancies between experiment and calculations motivated a more detailed study of the possible sources of EFs.

3. Photogrammetry

Displacements of the PF coils from their design positions were measured directly using photogrammetry. In this procedure, reflective markers were affixed to all parts of the PF coils as well as the exterior of the vacuum vessel. The vessel and coils were then photographed from several different angles. The photographs were analyzed by V-STARS software (produced by Geodetic Systems, Inc.), which generated a point cloud giving the relative positions of the markers in 3D space. The point cloud was then fitted to the nominal surfaces of the machine as provided by a CAD file. The result was a set of displacement vectors (figure 4) for each marker corresponding to the displacement of its respective part of the coil from the design location. Displacement vectors that deviated significantly from those of neighboring markers were viewed as erroneous and were ignored in subsequent analysis.

An attempt was also made to measure the positions of the IL coils using a Romer six-axis measuring arm. However, limited access to the IL coils restricted their measurements to a small region of each coil. The measurements obtained
were sufficient to estimate the location of the center of the device to within less than 1 mm (which was then used as a reference for the PF coil marker offsets), but did not yield accurate estimates of the misalignments of the IL coils relative to one another. We will note that it is possible to configure the chamber to permit full access for the Romer arm, but this could not be done on the time scale of the arm’s availability for the measurements described in this paper and will be an objective for future work.

According to the marker displacements determined by the software, certain regions of the PF coils are separated by as much as 44 ± 3 mm from their intended locations, which is well outside of the 10 mm tolerance specified for construction. It is noteworthy that CNT’s coils still produce good flux surfaces despite having displacements of this magnitude.

The observed misalignments of the PF coils are believed to have arisen during a procedure to change the IL coil configuration from \( \theta = 64^\circ \) tilt to \( \theta = 78^\circ \) tilt. The PF coils must be tilted out of the way to permit access to the IL coils, and they sit on hinged support structures for this purpose. By the end of the procedure, the structures had visibly deformed due to internal stresses arising from the tilting, likely affecting the positions of the PF coils themselves.

To determine the effects of the measured PF coil displacements on the flux surfaces, new field line traces were conducted with the PF coils offset according to the photogrammetry data. For these calculations, the PF coils were still assumed to be circular and planar but were tilted and translated so as to best fit the displacement vectors. According to these fits, the northern \((z > 0)\) and southern \((z < 0)\) PF coils were translated 5 mm and 22 mm respectively, and their axes were tilted by \(1.0^\circ\) and \(1.3^\circ\) respectively.

A comparison of the numerical Poincaré plots with and without the displacements is shown in figure 5 using \(I_{IL}/I_{PF} = 3.18\). Although the plots are not identical (in particular, the magnetic axis has shifted slightly outboard and field lines initiated at the same locations do not overlap perfectly),
the effects of the PF coil displacements do not appear to be sufficient to explain the observed experimental discrepancies. In particular, the slight increase in the \( \eta \) profile is actually the opposite effect of what would be needed to explain the \( \eta = 1/3 \) island chain seen at an intermediate minor radius in figure 2(b).

Since the PF coil displacements were not enough to explain the observed differences in Poincaré cross-sections, additional sources of field error were sought.

4. Numerical study of \( \eta \) sensitivity

In the search for additional sources of field error, the most likely candidate was thought to be displacements to the IL coils. Previous work [21] has shown that a translational displacement of either of the IL coils has a significantly greater effect on the magnetic geometry than the same displacement applied to either of the PF coils (For this reason, the tolerance for the IL coils was set at 2 mm, one-fifth of the PF coil tolerance.).

To identify the possible causes of the systematic offset in \( \eta \) discussed in section 2, a series of numerical field line traces was computed for different classes of IL coil displacements. Field lines were also traced for similar classes of PF coil displacements for comparison. The classes of displacements were sorted into symmetric (equal coil movement in opposite directions) and antisymmetric (equal coil movement in the same direction). For each class of displacement, \( \eta \) profiles were calculated for a series of magnitudes of the displacement. To represent the calculated trends in \( \eta \), figure 6 shows derivatives of \( \eta_{\text{axis}} \) (i.e., the limit of \( \eta \) as the minor radius approaches zero) with respect to each type of displacement. Derivatives were estimated by second-order finite differences about the nominal positions of the coils at \( L_{\text{IL}}/L_{\text{PF}} = 3.68 \).

The displacements plotted in figure 6 collectively represent the twenty degrees of freedom that the four coils have for rigid motion (five for each coil; rotation of a coil about its axis is ignored due to symmetry). The translational displacements shown in figure 6(a) have fairly intuitive interpretations. A positive ‘ILC co-x’ displacement, for example, involves motion of both the IL coils in the positive \( x \) direction as indicated in figure 1. An ‘ILC counter-x’ displacement, on the other hand, involves motion in opposite ways in the \( x \) direction, with positive displacement indicating the IL coils moving apart and negative displacement indicating the IL coils moving toward one another.

The angular displacements shown in figure 6(b) represent tilts of the coil in two orthogonal directions denoted by \( \hat{a} \) and \( \hat{b} \). The \( \hat{a} \) and \( \hat{b} \) vectors for the IL coils are illustrated in figure 7. ‘ILC co-b-tilt’ displacement, for example, refers to both IL coils tilting by some angle \( \theta \) such that their axes rotate toward their respective \( \hat{b} \) unit vectors. A change in ILC co-b-tilt is equivalent to an adjustment of \( \theta_{\text{LL}} \) (nominally 78°). ‘ILC counter-a-tilt’ displacement, as another example, refers to the IL coils tilting such that IL1 tilts its axis in the positive \( \hat{a}_{\text{IL1}} \) direction and IL2 tilts its axis in the negative \( \hat{a}_{\text{IL2}} \) direction.

For both PF coils, \( \hat{a} = \hat{x} \) and \( \hat{b} = \hat{y} \).

From figure 6, it is evident that the two classes of displacements that have the greatest influence on \( \eta \) are the separation of the IL coils (along the \( x \) axis) and the tilt angle between the IL coils. Another less-prominent influence arises from the separation of the PF coils. This is roughly equivalent to changing the PF coil current, as it strengthens or weakens the Helmholtz field created by the coils, and illustrates how adjusting the PF current relative to the IL current serves as a fine adjustment to the iota profile.

The relative sensitivity of \( \eta \) to the different classes of coil displacements in figure 6 suggests that, if the offset of the \( \eta \) profile is indeed caused by coil displacements, it is very likely that displacements of the IL coils play a significant role. This observation motivated a more detailed study of IL coil displacements to be described in the following section.

5. Optimization

5.1 Optimization procedure

The optimization method used in this study tweaks the coil positions in small increments until the calculated Poincaré data resulting from the perturbation matches with the experimentally
For the optimizations described in this paper, the observed Poincaré cross-sections are mapped into a vector $X$ of discrete geometric parameters, which may be thought of equivalently as physics parameters derived from flux surface topology. The definitions of these parameters are provided in appendix A, and the procedure for determining them from experimental and numerical Poincaré data is given in appendix B. The coil misalignments were encapsulated in a vector $p$ of displacement parameters (i.e. engineering parameters). The work in this paper used two variants of $p$, both of which will be described later in this section.

An optimization begins with target geometric parameters $X^*$ for the desired Poincaré cross-section geometry and an initial guess $p_0$ of coil displacement parameters. The geometric parameters associated with $p_0$ (or any set of displacement parameters $p$) are then $X(p)$. The discrepancy $F(p)$ between $X^*$ and $X(p)$ is defined as

$$F(p) = X(p) - X^*.$$  

The optimization algorithm attempts to find $p^*$ such that $F = 0$ using the Newton–Raphson method [24]. Expanding $F$ about a coil configuration $p$ that differs from $p^*$ by $\delta p$, i.e.

$$F(p + \delta p) = 0 = F(p) + J\delta p + O((\delta p)^2),$$

the iterative Newton step $\delta p$ is given by a solution to the equation

$$F(p) = -J\delta p.$$  

Here, $J$ is the Jacobian,

$$J_{ij} = \frac{\partial F_i}{\partial p_j}.$$  

In general, $p$ is not of the same dimension as $F$. We thus find the optimal $\delta p$ through linear least-squares. The best linear unbiased estimator (BLUE) for $\delta p$ is that which minimizes $\chi^2$ [25]:

$$\chi^2 = \mathbf{F}^T \mathbf{C}^{-1} \mathbf{F}$$

where $C_{ij} = \text{cov}(X_i^*, X_j^*)$ is the covariance matrix for the target parameters $X^*$. This estimator for $\delta p$ is given by

$$\delta p = -(J^T C^{-1} J)^{-1} J^T C^{-1} \mathbf{F}.$$  

5.2. Numerical considerations

5.2.1. The covariance matrix. For experimental Poincaré data, the covariance matrix $C$ is estimated by evaluating $X$ for multiple samples of the pixels obtained from composite flux surface images. For each sample, pixels are selected randomly with replacement (bootstrapping) [26]. The number of pixels available to sample from a particular flux surface in the images used for this analysis ranged from 300 to more than 10,000. Each sample consists of 400 pixels per flux surface.

For the verification studies conducted in section 5.3, the optimizer was programmed to fit the coils to numerically determined Poincaré data (i.e. a manufactured solution). To obtain a covariance matrix for numerical Poincaré data, multiple Poincaré plots are obtained by tracing field lines from randomized initialization points. Each sample consists of a trace of 200 field lines followed for 200 toroidal revolutions (A certain percentage of the field lines will terminate if they are initialized outside of the last closed flux surface; these are ignored.).

As indicated in equation (6), $C$ must be inverted for the analysis. This can introduce significant numerical error if $C$ is ill-conditioned. To mitigate this risk, rather than directly inverting $C$, its inverse is approximated through singular value decomposition:

$$C = U \Sigma U^T.$$  

Here, the orthogonal matrices $U$ to the left and right of $\Sigma$ are the same due to the inherent symmetry of $C$. $\Sigma$ is a diagonal matrix of the singular values. If $C$ is ill-conditioned, the lowest singular value(s) will be much less than the greatest singular value. As a workaround, a cutoff is imposed such that all singular values of $C$ less than a factor $1/\kappa_{\text{cut}}$ of the greatest singular value are set to zero. The pseudoinverse of this approximation is given by

$$U \Sigma^{-1} U^T.$$
\[ C^{-1} \approx U \Sigma^{-1} U^T, \quad (8) \]

where \( \Sigma^{-1} \) is a diagonal matrix in which the \( n \)th nonzero diagonal element is equal to the inverse of the \( n \)th nonzero diagonal element of \( \Sigma \). For the work described in this paper, \( \kappa_{co} \) was chosen empirically to be \( 10^8 \) for the calculations in this paper as the lowest value for which the Newton direction was not noticeably compromised.

5.2.2. The Jacobian. The elements of the Jacobian in this implementation are computed by second-order finite differences:

\[ J_p = \frac{F_j(p + \Delta p_j) - F_j(p - \Delta p_j)}{2 \Delta p}, \quad (9) \]

Note that, due to its dependence on \( X^* \) via \( F \), \( J_p \) contains random error and may be correlated with other matrix elements. Because of this, equation (6) does not, strictly speaking, give the BLUE for \( \delta p \), since one of the underlying assumptions is that \( J \) is non-random. Nevertheless, we have found that this estimator is sufficient in many cases as long as the finite differencing interval \( \Delta p \) is sufficiently large.

5.2.3. Line-search. If \( F \) depends nonlinearly on \( p \), there is a risk that the Newton step \( \delta p \) will overshoot a local minimum in \( \chi^2 \). To rectify such occurrences, a line-search algorithm checks the Newton step after each iteration to ensure that the average rate of decrease in \( \chi^2 \) over the interval \( \Delta p \) is at least as great as the gradient of \( \chi^2 \) evaluated at the starting point \( p \) of the iteration. If this condition is not met, the algorithm samples \( \chi^2 \) at shorter distances along the direction of the Newton step to identify the local minimum. More details on this algorithm are given in [24].

5.3. Verification

To verify the performance of the algorithm, some tests were conducted in which the code was used to solve for a known coil displacement \( \mathbf{p}^* \) using target parameters \( X^* \) generated from a field-line trace that used \( \mathbf{p}^* \) as its input.

One early test was meant to determine whether the algorithm could distinguish two classes of displacements that produced qualitatively similar outcomes. One such pair of displacement classes is (1) separation of the coils along the \( x \) axis and (2) adjustment of the \( y \) axis of the first and second IL coil, respectively, from their nominal positions. A \( \mathbf{p} \) vector was thus defined with just two components:

\[ \mathbf{p} = \begin{bmatrix} \frac{1}{2c_x} (\Delta x_{IL,1} - \Delta x_{IL,2}) \\ \frac{1}{c_y} \Delta \theta_{ab} \end{bmatrix}. \quad (10) \]

Here, \( \Delta x_{IL,1} \) and \( \Delta x_{IL,2} \) are the displacements along the machine \( x \) axis of the first and second IL coil, respectively, from their nominal positions. \( \Delta \theta \) is the displacement of the coil angle from its nominal value of 78°. \( c_x \) and \( c_y \) are scaling constants equal to 1 m and 1 radian, respectively. The target parameters \( X^* \) were generated using \( p_1 = 0 \) and \( p_2 = 8 \times 10^{-3} \), i.e. no discrepancy in coil separation and a decrease of 0.46° in \( \theta_{ab} \). The initial guess \( p_0 \) was \( (0, 0) \) and the finite differencing interval for both components was \( 10^{-3} \).

The results of this test are shown in figure 8. Note that the contours of \( \chi^2 \) exhibit a shallow valley along a line consisting of a family of displacements that would result in similar Poincaré geometry. Nevertheless, the algorithm succeeded in moving the components of \( p \) to within one finite differencing interval of the target values on the fourth iteration.

Subsequent verifications tested the ability of the code to identify similar coil displacements when more coil parameters were free. In these tests, the IL coils were permitted to undergo rigid rotations and transformations; hence, each coil was allowed five degrees of freedom: three translational and two angular. The translational parameters, \( x \), \( y \), and \( z \), are simply Cartesian displacements along the respective unit vectors indicated in figure 1. The angular parameters are illustrated in figure 9. As shown in the diagram, \( aiL \) and \( biL \) are orthogonal projections of a unit vector representing the perturbed coil axis onto the plane of the unperturbed coil. The \( aiL,1 \) and \( biL,1 \) components correspond to the directions \( a_{IL,1} \) and \( b_{IL,1} \) illustrated in figure 7. The polar displacement angle of the perturbed axis of the first IL coil can thus be computed as \( \arcsin (\sqrt{a_{IL,1}^2 + b_{IL,1}^2}) \).

Figure 10 shows the outcomes of two calculations that optimized the ten IL coil parameters as described above to a target \( X^* \) vector generated numerically from a chosen set \( \mathbf{p}^* \) of displacements. In figure 10(a), the only nonzero component of \( \mathbf{p}^* \) was \( a_{IL,1} \), which was set to 5 mm, a simple translation of the first IL coil. In figure 10(b), there were two nonzero components of \( \mathbf{p}^* \): \( b_{IL,1} = 0.002 \) and \( b_{IL,2} = 0.004 \), i.e. both coils were tilted toward their respective \( b \) vectors, but by different amounts.
Both optimizations descended by multiple orders of magnitude in $\chi^2$ in the first three steps (figure 10(c)), but afterward, $\chi^2$ flattened out: the optimizations did not converge any further toward $p^*$. One possible explanation is that a relatively long finite differencing interval $\Delta p$ was used to determine the Jacobian in each step: all translational ($x$, $y$, and $z$) components used an interval of 1 mm, and the angular components ($a$ and $b$) used an interval of 0.001. All of the final values $p_i$ of the components are well within $\Delta p_i$ of the target values $p^*_i$ (figures 10(a) and (b)). Another contributing factor may be the numerical uncertainty of $F$.

5.4. Inferring coil displacements from experimental data

After the verification tests, the algorithm was applied to experimental Poincaré data. The target geometric parameters $X^*$ were determined from the cross-section data for the current-ratio 3.68 (figure B1). This dataset was chosen over datasets from other current-ratios for its abundance of fully-characterized flux surfaces and for its lack of magnetic islands, two attributes that facilitate accurate calculations of $X^*$ (section 6.1). The PF coils were held fixed with displacements determined by a best-fit to the photogrammetry data discussed in section 3. All ten parameters associated with the IL coils were free. The initial guess $p_0$ was the nominal IL coil configuration. As in the 10-parameter verifications conducted in section 5.3, the finite differencing interval was 1 mm for all translational motion and 0.001 for all angular displacements. The set of displacements obtained in the final iteration will be referred to hereafter as $p^{*}_{3.68}$.

The shifts in IL coil positions during the fifteen steps of the optimization are shown in figure 11(a), with the accompanying descent of $\chi^2$ shown in figure 11(b). The largest translational motion from the starting positions occurred in the negative $\hat{y}$ direction for both coils, averaging to $-22$ mm. The $\hat{z}$ displacement was nearly identical at around $6$ mm for both coils, and the $\hat{x}$ displacement averaged to about $3$ mm with a $3 \text{ mm}$ ‘counter-’ component (see the displacement classes in figure 6). It should be noted that, while the ‘co-’ translational motion of the coils may indicate that the IL coils are indeed off of their nominal positions, it may also reflect misalignment of the fluorescent rod.

The largest angular shift was of the first IL coil, which tilted about $1^\circ$ away from its nominal axis along $\hat{a}_{1\text{IL}}$, effectively decreasing $\theta_{\text{tilt}}$ to $77^\circ$. With the results of figure 6 in mind, this shift, combined with the 3 mm of counter-motion in the $\hat{x}$ direction, is likely responsible for most of the downward offset in $\theta_{\text{obs}}$ observed experimentally.

During the optimization, the value of $\chi^2$ (figure 11(b)) for the Poincaré data associated with the displacements decreased by a factor of more than 100. Most of this decrease occurred during the first five iterations, after which improvement was insignificant. The final value of $\chi^2$ is lower for this optimization than in the verifications (figure 10(c)) by about an
order of magnitude; however, this is primarily due to the fact that the target parameters $X^*$ determined here from the experimental data have greater uncertainty than those of the manufactured solutions.

The qualitative improvement in the numerically predicted Poincaré plots generated using $p_{3.68}^*$ versus $p_{3.68}$ is shown in figure 12. Figure 12(a), identical to figure 2(a), refers to $I_{IL}/I_{PF} = 3.68$ and compares the experimental data to a numerical prediction generated from $p_{0}$ (i.e. coil displacements were neglected). Note, again, the disagreements in the vertical elongation on the outboard side, the concavity on the inboard side, and in the position of the magnetic axis. Most of the numerical cross-sections intersect multiple experimental ones.

Figure 12(b) shows the same experimental data overlaid on numerical data computed from $p_{3.68}^*$. The incorporation of the displacements in the comparison has dramatically improved the qualitative agreement. The discrepancies in magnetic axis, as well as the shaping of the inboard and outboard sides, has essentially vanished, and there far fewer cases of numerical cross-sections intersecting multiple experimental ones.

Figures 13(a) and (b) show comparisons at other current-ratios $I_{IL}/I_{PF} = 3.50$ for figure 13(a) and $I_{IL}/I_{PF} = 3.18$ for figure 13(b) in which the numerical Poincaré data were generated from $p_{3.68}^*$. The agreement is not as good as in figure 12(b), which is to be expected because the error vector $F$ used in the optimization was based exclusively on the geometry of the $I_{IL}/I_{PF} = 3.68$ cross-section. It is noteworthy, however, that for $I_{IL}/I_{PF} = 3.18$ the optimization nonetheless predicts three islands near the edge of size and position comparable to what is observed. Note also the improvement in agreement for $I_{IL}/I_{PF} = 3.18$ using $p_{3.68}^*$ in figure 13(b) over figure 2(b) in which the numerical data were calculated from the nominal coil positions.

Finally, calculated values of $\epsilon$ at various current-ratios $I_{IL}/I_{PF}$ using $p_{3.68}^*$ are shown in figure 14(b). Note that, for $I_{IL}/I_{PF} < 3.5$, the profiles of $\epsilon$ contain the value 1/3, which is consistent with the observations described in section 2.2. Recall that the $\epsilon$ profiles that had been predicted for the nominal coil positions (figure 3) failed to account for the presence of $\epsilon = 1/3$ for $I_{IL}/I_{PF} \geq 3.18$ and that, furthermore, the PF coil displacements alone were insufficient to explain this disagreement (figure 5). Hence, the optimization of the IL coil displacements has resolved the discrepancy between the observations and predictions.

6. Discussion

6.1. Optimizing for cross-sections with islands

For the optimization conducted for the CNT IL coils in this paper, the target parameters in $X^*$ came exclusively from a single current-ratio topology ($I_{IL}/I_{PF} = 3.68$) that had no significant magnetic islands. In principle, a cross-section containing magnetic islands should also be useable for an optimization if adequate experimental surface data are available, in the sense that many puncture points are distributed evenly around the cross-section of the surface. Such data were not available from CNT cross-sections featuring prominent islands, largely as a result of two factors.

The first was that cross-sections containing the large $\epsilon = 1/3$ island chain were cut off at the inboard side due to the finite extent of the fluorescent rod. On the other hand, had the rod extended further inboard, it would have collided with the IL coils during rotation. Thus, as seen in figure 13(b), there are no complete surfaces recorded outside the island chain. This factor may be unique to CNT as it relates to the particular coil configuration.

The second factor, more likely to arise in other stellarators, is the shadowing of near-rational surfaces in the vicinity of island chains. This is a result of the electron beam striking the back side of the gun before reaching the fluorescent rod. This effect is visible in surfaces near the magnetic axis in figures 12(a) and (b), in which only three dots appear, corresponding to the first three toroidal transits of the electron beam. In this case, the shadowing was not a major concern because only a small portion of the cross-section was affected. But in low-shear profiles with one or more rational surfaces at intermediate minor radii, large portions of the cross-section may be shadowed, thereby obscuring a large amount of geometric information and preventing the determination of accurate geometric parameters.
However, if the above factors are absent or limited in extent, we expect that cross-sections with island chains should be usable for optimization. Poincaré data from field lines within a chain of large islands, identifiable by large empty intervals in the poloidal angle $\theta$, are ignored in the parametrization procedure (appendix B.1). Thus, only the closed flux surfaces on either side of the island chain will determine $X$, and, in turn, the Newton steps $\delta p$ in an optimization. Although the information about the magnetic geometry within the islands themselves is lost, the kinking of nearby closed flux surfaces adjacent to the island chain is retained. It is hypothesized that the closed flux surfaces with island-induced kinking should be sufficient for the optimization.

### 6.2. Extension to more complex devices

Although the vector $p$ of coil parameters used for the optimization in this paper had only ten components, this vector can in principle be expanded to contain arbitrarily many parameters characterizing non-rigid displacements for multiple coils. One logical extension for CNT would be to allow for elliptical compression of the IL coils, which would add two more parameters for each coil (one for ellipticity and one for phase). More general deformations may be treated, for example, as Fourier series in which each additional $m$ number would require the addition of two parameters (coefficients) if the coil is assumed to stay planar. With the addition of even more parameters, the coil could be allowed to deform off of its nominal plane.

It follows that, for an arbitrary stellarator, the size of $p$ would scale as the number of coils to be optimized times the number of degrees of freedom for rotation, translation and deformation afforded to each coil. Of course, as seen in the foregoing study, each coil need not be given the same number of degrees of freedom.

Assuming $X$ consists of geometric data from only one current-ratio (which need not be the case), each column of the Jacobian can be computed with a single call to the field line tracer. Different columns, however, corresponding to perturbations to different components of $p$, require separate field line traces. Since the field line traces are the most demanding part of the optimization procedure, the computation will scale linearly with the size of $p$. It should be noted, however, that since the columns of the Jacobian may be determined in parallel with one another, the time need not scale linearly if multiple processors are available.

### 7. Summary and future work

In summary, significant vacuum field errors have been observed in the CNT stellarator with the coils configured to have $\theta_{\text{in}} = 78^\circ$. Photogrammetric measurements of the PF coils showed misalignments, although those misalignments were not sufficient to fully explain the disagreements, in particular the observed offset in the $\epsilon$ profile. A numerical analysis of the influences of coil displacements on $\epsilon$ indicate that $\epsilon$ is
most sensitive to displacements of the IL coils. This motivated the development of a numerical optimization method to calculate displacements for the IL coils that, in combination with the measured PF coil displacements, fit to the observed Poincaré cross-sections. The application of this algorithm to CNT at $\text{IL}_{3.68}$ PF led to a set of IL coil displacements that exhibited significantly improved quantitative and qualitative agreement with observations.

Future work will focus on improving the optimization algorithm to achieve even better fits to the observed data. These improvements will include (1) simultaneously optimizing to data from multiple current-ratios using $F$ vectors that include geometric parameters for multiple Poincaré cross-sections, (2) operating the field line tracer at greater numerical precision to reduce the uncertainty in numerically generated Fourier coefficients and allow for smaller finite difference intervals for the computation of the Jacobian, (3) expanding the $p$ vector to include other sources of error including coil deformations, uncompensated coil leads, and displacements of the PF coils, and (4) investigating ways of generalizing the $X$ vector to include information about Poincaré data inside islands, possibly analogous to generalizations of 3D toroidal equilibria found in codes like PIES [27], SIESTA [28], and SPEC [29]. Many of these improvements will be more demanding computationally, although much of the algorithm can be parallelized (in particular, the calculation of the covariance and Jacobian matrices).

While the misalignments in the CNT coils could in principle be corrected by, for example, repairing or replacing the support structures, this is not a high priority for the CNT program. One reason for this is that, in spite of the field errors, we still have access to configurations with good sets of nested, closed flux surfaces such as the one attained for $\text{IL}_{3.68}$ PF. In addition, the large island chains that the field errors have given rise to at lower current-ratios present an opportunity for research in island divertor physics.
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Appendix A. Parametrization of Poincaré cross-sections

The level of agreement between two sets of Poincaré data is determined by fitting the nested flux surface cross-sections to a discrete set of geometric parameters $X$. The components of $X$ are the coefficients of a linear combination of orthogonal functions consisting of a Fourier series in the poloidal angle $\theta$ and a polynomial series in the normalized minor radius $\rho$.

For a flux surface characterized by some particular $\rho$, the $R$ and $Z$ coordinates of the point with poloidal angle $\theta$ are expressed as

$$R(\rho, \theta) = R_0(\rho) + \sum_{m=1}^{M} R_{\text{cm}}(\rho) \cos(m\theta) + \sum_{m=1}^{M} R_{\text{sm}}(\rho) \sin(m\theta)$$

(A.1)

$$Z(\rho, \theta) = Z_0(\rho) + \sum_{m=1}^{M} Z_{\text{cm}}(\rho) \cos(m\theta) + \sum_{m=1}^{M} Z_{\text{sm}}(\rho) \sin(m\theta).$$

(A.2)

As indicated in the above representation, the coefficients of each Fourier mode are themselves functions of $\rho$. This dependence is represented as a linear combination of polynomials $P_i(\rho)$; for example:
Table A1. The first few polynomials $P_s(\rho)$ as discussed in the text.

| s  | $P_s(\rho)$                                      |
|----|-------------------------------------------------|
| 0  | 1                                               |
| 1  | $\sqrt{3}(2\rho - 1)$                          |
| 2  | $\sqrt{5}(6\rho^2 - 6\rho + 1)$                 |
| 3  | $\sqrt{7}(20\rho^3 - 30\rho^2 + 12\rho - 1)$   |
| 4  | $3(70\rho^4 - 140\rho^3 + 90\rho^2 - 20\rho + 1)$ |

$R_c(\rho) = R_{c10}P_0(\rho) + R_{c11}P_1(\rho) + \ldots + R_{c15}P_4(\rho)$ (A.3)

The polynomials $R(\rho)$ are chosen to be orthonormal in the inner product defined by

$$\langle P, P \rangle = \int_0^1 P(\rho)P(\rho) d\rho = \delta_{ij},$$ (A.4)

and the first few polynomials in this set are listed in table A1.

The vector $X$ of geometric parameters, then, is just a list of these coefficients:

$$X = \{ R_{d0}, \ldots, R_{dS}, R_{c10}, \ldots, R_{c15}, R_{ms}, R_{ms}, Z_{d0}, \ldots, Z_{ms} \}$$ (A.5)

To ensure that the set of coefficients is unique for a particular set of Poincaré data, it is necessary to use a precise definition for $\rho$ and $\theta$. In this work, $\rho$ for a particular cross-section is defined as $A/\bar{A}_{\max}$, where $A$ is the enclosed area and $\bar{A}_{\max}$ is a reference area not to exceed the area enclosed by the last closed flux surface. In this way, $\rho = 0$ at the magnetic axis and $\rho = 1$ on the edge of the region of the Poincaré cross-section to be parametrized. The poloidal angle $\theta$ is defined to advance in direct proportion to the arc length along a flux surface cross-section and is set to zero on the outboard side where $Z$ is equal to $Z(\rho = 0)$.

Appendix B. Determination of the X vector for Poincaré data

An example of a fit of coefficients to experimental data is shown in figure B1(a). As discussed in section 2, the experimental data were separated according to flux surface. For each flux surface, a curve was fit iteratively to the Poincaré points in such a way as to minimize the data points. An example of a set of fit curves is shown in figure B1(a) and the $i$th measured surface was assigned a $\rho_i$ value based on the enclosed area. Each fit curve $(R(\rho_i, \theta), Z(\rho_i, \theta))$ was then projected onto a Fourier series, yielding one set of coefficients $(R_{cm}(\rho_i), R_{cm}(\rho_i), Z_{cm}(\rho_i), Z_{cm}(\rho_i))_{m=0}^M$ for each value $\rho_i$. Sets of corresponding Fourier coefficients (e.g. $\{ R(\rho_i) \}$) were then fit by linear least-squares onto polynomials in $\rho$ of degree $S$, from which the polynomial coefficients as shown in equation (A.3) were obtained. The calculations described in this paper used $M = 14$ and $S = 7$.

Because experimental data points are often limited near the magnetic axis, certain constraints are enforced in the least-squares fitting in order to avoid spurious oscillations in the $\rho$ polynomials. In particular, all polynomials for Fourier coefficients of $m \geq 1$ are constrained to be zero at the axis. In addition, all coefficients of $m \geq 2$ are constrained to have a first derivative of zero at the axis. Furthermore, coefficients with $m = 0$ are only expanded to second order in $\rho$ (i.e. requiring $s \leq 2$).

Once coefficients are calculated for a set of Poincaré data, they are arranged into a vector $X$ containing $(S + 1)(4M + 2)$ elements. Because of the constraints described in the above paragraph, $2(S - 2) + 8M - 4$ of those components are redundant, and are therefore removed for subsequent analysis.

Ideally, the coefficients $X$ should be unique for a given set of Poincaré data. However, in practice the coefficients will vary slightly depending on which Poincaré points are used for this fit. Specifically, for experimental data, this depends on which surfaces are measured and which of the subsequent pixels are used for the analysis. For numerical data, the dependence is on the locations where the field line traces are initialized. Hence, each component of $X$ will have an associated uncertainty that may be correlated with that of other components. Sections 5.1 and 5.2 describe how these correlations are accounted for in the optimization.

B.1. Treatment of magnetic islands

If a chain of large islands exists within a cross-section, it will be identified during the curve-fitting process by poloidal gaps.
in the Poincaré data. Since the parametrization described in appendix A only permits closed flux surfaces, the islands are simply ignored during in the fits of Fourier coefficients to the polynomials \( P_n(p) \) described above. Since some Fourier coefficients may change abruptly from the axis-facing side of the island to the edge-facing side, it may be necessary to incorporate higher-order polynomials \( P_n(p) \) in the fits, leading to more components in the \( \mathbf{X} \) vector.

If one were to plot the curves of constant \( \rho \) specified from the geometric parameters \( \mathbf{X} \) (as in figure B1(b)), one would observe a continuous deformation from the shape of the last closed flux surface on the edge-facing side. These deformed curves in the island region clearly do not reflect the actual island geometry and are simply a result of interpolation between the data for the core-facing side and the edge-facing side. In other words, the laminar flux surfaces occurring in place of the islands reflect the fact that the \( \mathbf{X} \) vector contains information only about the flux surfaces on either side of the island chain.
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