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SUMMARY Network virtualization is viewed as a promising approach to facilitate the sharing of physical infrastructure among different kinds of users and applications. In this letter, we propose a topological consistency-based virtual network embedding (TC-VNE) over elastic optical networks (EONs). Based on the concept of topological consistency, we propose a new node ranking approach, named Sum-N-Rank, which contributes to the reduction of optical path length between preferred substrate nodes. In the simulation results, we found our work contributes to improve spectral efficiency and balance link load simultaneously without deteriorating blocking probability.
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1. Introduction

Recently, the exponentially rising trend of emerging applications has brought a vast amount of data traffic to Internet [1], [2]. To adapt to such numerous traffic, network virtualization has been regarded as an expected solution. Underlying network infrastructure is abstracted to support sharing substrate resources for multiple users. A major challenge is how to allocate resources of one substrate network (SN) to several virtual networks (VNs), termed virtual network embedding (VNE) [3].

As the volume of traffic is forecasted to explode, elastic optical networks (EONs) have been introduced as promising substrate networks due to its large resource capacity and flexibility [4]. By exploiting optical orthogonal frequency division multiplexing technology, EONs can provide fine-grained spectrum resource [5] to achieve more spectrum efficiency.

Some schemes were proposed for VNE over EONs, namely virtual optical network embedding. Authors in [6] proposed a resource and load aware mapping algorithm considering load jointly with spectrum continuity during the node mapping stage, but it does not take the number of hops into consideration in the link mapping. Besides, it may lead to high time and computational complexity due to the usage of ant colony algorithm.

Differently, the authors presented two heuristic algorithms based on layered auxiliary graph [2] to decrease blocking ratio of requests in acceptable time. In their algorithms, substrate nodes are ranked according to a local index without topology knowledge in the node mapping. Unfortunately, virtual nodes might be mapped onto high ranked substrate nodes but are far away from each other. In [7], the authors present a VNE algorithm based on subgraph extraction to speed up the solution time. However, their work focused on a general network, rather than EONs which has the constraints of spectrum non-overlapping, consecutiveness, and continuity in link mapping [8].

In this letter, we propose a VNE scheme over EONs, termed topological consistency VNE (TC-VNE). TC-VNE takes topological consistency into account to decrease the number of hops between selective substrate nodes and extracts a relevant subgraph before the mapping process to cut down the search space. Specifically, when each VN arrives, our proposed algorithm will first extract a relevant subgraph from the SN topology to facilitate embedding process. In the node mapping, Sum-N-Rank algorithm is applied to evaluate the importance of a virtual node in order to achieve high spectral efficiency and a low blocking ratio.

2. Problem Formulation

2.1 Virtual Network Embedding

To solve VNE problem over EONs, the SN is modeled as an undirected graph $G'(V^s, E^s)$, where $V^s$ and $E^s$ are the set of substrate nodes and substrate fiber links (SFL) respectively. Each node $v^s \in V^s$ has a certain amount of computing resources $c^s$. For each SFL $e^s \in E^s$, the entire spectrum domain is divided into a list of equal-sized frequency slots (FSs). Similarly, a virtual network is denoted by an undirected graph $G'(V^v, E^v)$. Each $v^v \in V^v$ has a certain computing resource requirement $c^v$ and each $e^v \in E^v$ has spectrum resource requirement $n^v$.

After the model construction, we can further describe the VNE problem more properly. When a virtual network request (VNR) arrives, the VNE algorithm will perform two operations:

1) To map virtual nodes onto the substrate nodes with enough computing resources.
2) To select substrate light paths and allocate adequate FSs to support virtual links and satisfy their bandwidth.
In this section, the proposed algorithm named TC-VNE is described as Algorithm 1. Inspired by PageRank, we propose a new ranking method to evaluate the significance of a node.

**Algorithm 1 Topological Consistency-based Virtual Network Embedding (TC-VNE)**

**Input:** substrate network $G^s$, virtual network request $G^v$

**Output:** node mapping $E_L$, link mapping $E_L$

1. extracts a relevant subgraph ($G^s_{sub}$);
2. calculate Sum-N-Rank (SNR) value for each $v^r$ in $G^v$;
3. sort all virtual nodes in non-increasing order of SNR and mark the first one as $v^{r_{max}}$;
4. for each $v^r$ in $G^s_{sub}$ in non-increasing of degree do
5. if degree($v^r$) $>$ degree($v^{r_{max}}$) then
6. embed $v^r$ onto $v^{r_{max}}$;
7. delete $v^r$ in the current $G^v_{sub}$;
8. break;
9. end if
10. calculate the radiative radius B of $v^r$ and construct $G^v_{sub}$ over $G^v_{sub}$
11. if there does not exist a ring in $G^v_{sub}$ then
12. execute step 4 to 12 until there exists a ring in $G^v_{sub}$;
13. end if
14. for each unmapped $v^r$ in descending order of SNR do
15. execute step 4 to 9 to embed $v^r$ onto $v^{r_{max}}$;
16. if two arbitrary $v^r$ s are interconnected then
17. accomplish link mapping from VOL to SFL;
18. if link mapping fails then
19. execute step 11 to 19 to accomplish link mapping;
20. end if
21. end if
22. if mapping fails then
23. mark $G^v$ as blocked;
24. end if
25. end for
26. end for

**Definition 1: The Sum-N-Rank:**

$$SNR(v^{r,k}) = LI(v^{r,k}) + \sum_{\forall (v^{r,l}, v^{r,k}) \in hop(v^{r,k}, v^{r,l})} LI(v^{r,l})$$

where for a VN, $LI(v^{r,k}) = c^{r,k} \cdot d^{r,k}$ represents the local information of its $k^{th}$ virtual node ($k = 1, 2, 3, \cdots, |G^v|$) and $|G^v|$ refers to the total number of its nodes. $d^{r,k}$ is the degree of node $v^{r,k}$. $\sum_{\forall (v^{r,l}, v^{r,k}) \in hop(v^{r,k}, v^{r,l})} LI(v^{r,l})$ is indicated as the influence of node $v^{r,l}$ to $v^{r,k}$. Function $hop(v^{r,k}, v^{r,l})$ is used to calculate the number of hops between $v^{r,k}$ and $v^{r,l}$.

For a given substrate network $G^s$, TC-VNE algorithm firstly extracts a relevant subgraph ($G^v_{sub}$) before mapping process. Specifically, the scheme eliminates the substrate node $N'$ that are not able to satisfy the minimum computing resources request and the SFL $L'$ that can not satisfy the maximal bandwidth requirement for an arrived VNR. Next, the algorithm can set up the adjacency matrices $M_s$ and $M_v$, which are used to formulate the $k^{th}$ substrate subgraph ($G^v_{sub}$) and VN $G^v$ respectively.

$$M_s = \begin{cases} m_{s,ij} & (v^{s,i}, v^{s,j}) \in E^s \\ 0 & (v^{s,i}, v^{s,j}) \notin E^s \end{cases}$$

where $m_{s,ij}$ means the number of available frequency slots on the SFL that interconnects $N^{s,i}$ and $N^{s,j}$, the frequency
slots requirement of a virtual link which interconnects $v_r^k$ to $v_r^j$ is denoted as $m_{v_r^k v_r^j}$. Then, The vector $V_r$ that denotes the degrees of nodes in the $k^{th}$ subgraph and $V_r$ represents the degrees of nodes in the VN can be given in accordance with $M_r$ and $M_v$.

$$V_r = [V_{r1}, V_{r2}, \cdots, V_{rn}] \quad (12)$$

$$V_r = [V_{r1}, V_{r2}, \cdots, V_{rm}] \quad (13)$$

Go through adjacency matrix $M_{r,ij}$ to find the VN $(v_r^{r,\text{max}})$ which has the maximal $\text{SNR}$ value and get the degree of $v_r^{r,\text{max}}$ from $V_r$. Search for the substrate node having a degree $d_r$ which is larger than $d_r^{r,\text{max}}$ from the $V_r$ and add it to the set $S$. Finally, we can get the set $S$ and then sort the nodes in $S$ in ascending order according to their degrees. After SNs that satisfy the node mapping constraints are successfully added to $S$, we can determine the central SN $n_r$. In accordance with the set $S$, we can choose SNs within as central SN successively. For the first node to be mapped, the algorithm will check whether the constructed virtual network $G'$ has rings or not. If yes, we search for subgraphs with $n_r$, which is the first element in $S$, as the first central node. If not, we delete $n_r$ and regenerate the new set $S = S - \{n_r\}$.

Definition 2: The optimal relevance $p(s)$

$$p(s) = \frac{d_r}{\sum_{n_r, m_r} \text{hop}(n_r, m_r)} \quad s = 1, 2, \cdots, |G'| \quad (14)$$

where $d_r$ represents the degree of a SN, $m_r$ is the set of VNs which were mapped successfully. $s = 1, 2, \cdots, |G'|$ denotes the total number of SNs in the substrate network. And the function $\sum \text{hop}(\cdot)$ is the number of hops between an alternative SN $n_r$ and $m_r$.

The optimal relevance is calculated in the circumstance that two SNs in $S$ have the same degree value. Then, we use the SN with the minimal $p(s)$ as the central node.

Definition 3: The radiative radius $C$ of a sub-graph:

$$C = \text{Max}\{\text{hop}(v_r^{r,\text{max}}, v_r^k), \forall \text{ } v_r^k \in G_r, v_r^k \neq v_r^{r,\text{max}}\} \quad (15)$$

where $v_r^{r,\text{max}}$ shows the chosen VN ans $v_r^k$ means other left VNs in the $G_r$. After we get the value of $C$, and we utilize $C$ as radius and $n_r$ as the central node to construct sub-graphs over $(G_k^{\text{sub}})$. Finally, we can accomplish the VNR.

Definition 4: The occupied frequency slot ratio:

$$F = \frac{\sum_{i=1}^{l} \sum_{j=1}^{q} b_{e,ij}}{\sum_{i=1}^{q} \sum_{j=1}^{l} b_{e,ij}} \quad (16)$$

where $m_{e,ij}$ means the number of occupied frequency slots on the SFL that interconnects SN $i$ and SN $j$. $l$ means the average number of occupied frequency slots on each SFL, $q$ is the total number of SFLs in the substrate network.

We define $F$ to measure the usage of frequency slots on each SFL, which can intuitively reflect the potential capability of accepting the upcoming VNRs of the substrate network. And a smaller $F$ represents a greater potential capability.

As shown in Fig. 1, we provide an example to illustrate our algorithm in the mapping procedure. For starters, we calculated SNR of each node in the VN, which is shown in the box next to the node. In this example, $v_r^{r,\text{max}}$ is virtual node $b$. Taken that the node $F$’s and $E$’s degrees are smaller than that of $v_r^{r,\text{max}}$, node $F$ and $E$ are deleted to construct $G_k^{\text{sub}}$. As suggested by our algorithm, the virtual node $b$ is embedded onto the substrate node $A$, which is the first substrate node to satisfy the computation resource request of node $b$. Then to map the virtual node with the second large Sum-N-Rank (node $a$), substrate nodes that are connected to node $a$ directly, i.e., node $B$, $C$, and $D$, are desirable. Specifically, taking into account the available bandwidth between node $A$ and the node to be selected, node $C$ is preferred to accommodate node $a$, meanwhile due to its capability to satisfy virtual node $a$. Thereafter, we would do the same job for the node $c$ and $d$, which will finally be embedded to the node $D$ and $B$ respectively. In a nutshell, red arrows from $VN$ to $G_k^{\text{sub}}$ is an illustration of embedding $VN$ to $SN$, where $G_k^{\text{sub}}$ is the sub-graph generated from $SN$. In such a heuristic algorithm, average-hops are decreased as much as possible, so that spectral efficiency can be improved and blocking rate can be reduced.

4. Performance Evaluation

The performance of the TC-VNE is compared with two existing algorithms, named LRC-SP-FF [6] and Greedy-SP-FF [2] respectively. Table 1 shows the simulation parameters. We adopted the NSFNET topology with 14 nodes and 21 links. Each VNR has an exponentially distributed lifetime and is served in a first-come-first-served manner. The number of its nodes obeys uniform distribution and the virtual link between nodes is randomly created with a probability 0.5.

Figure 2 shows the embedding results with confi-
Table 1 Parameters used in simulation

| Parameters                          | Value               |
|------------------------------------|---------------------|
| Computing capacity in substrate node | [100, 200]         |
| Bandwidth capacity in substrate link | 80                 |
| Number of virtual nodes in each VN  | [2, 5]              |
| Computing request in virtual node  | [1, 3]              |
| Bandwidth request in virtual link  | [1, 5]              |

Fig. 2 Performance comparison

Fig. 2 (a) illustrates that performance comparison on spectral efficiency, which is defined as the ratio of spectrum request to the consumed FSs. It shows that TC-VNE has a clear advantage than others. This results from its consideration of topological consistency so that the consumption of FSs is cut down due to fewer hops. Figure 2 (b) shows that TC-VNE has the best performance in load balance. This is because the TC-VNE can find a layered substrate network mostly meets the demand of the upcoming virtual network, so as to avoid the occurrence of multi-hop during the link mapping process. In terms of blocking probability, we can see that TC-VNE has slightly better performance under heavy load in Fig. 2 (c).

5. Conclusion

In this letter, we proposed a new virtual optical network embedding algorithm over EONs based on topological consistency. It can be verified from the simulation results that our algorithm achieves better performance than the benchmark algorithms in terms of spectral efficiency and load balance on the links.
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