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Abstract

Considering the increasing concerns about data copyright and privacy issues, we present a novel Absolute Zero-Shot Learning (AZSL) paradigm, \textit{i.e.}, training a classifier with zero real data. The key innovation is to involve a teacher model as the data safeguard to guide the AZSL model training without data leaking. The AZSL model consists of a generator and student network, which can achieve date-free knowledge transfer while maintaining the performance of the teacher network. We investigate ‘black-box’ and ‘white-box’ scenarios in AZSL task as different levels of model security. Besides, we also provide discussion of teacher model in both inductive and transductive settings. Despite embarrassingly simple implementations and data-missing disadvantages, our AZSL framework can retain state-of-the-art ZSL and GZSL performance under the ‘white-box’ scenario. Extensive qualitative and quantitative analysis also demonstrates promising results when deploying the model under ‘black-box’ scenario.

Introduction

The blossom of deep learning technologies embraces the development of high-performance computing and large-scale multi-modal data. The nature of deep learning is that the pre-trained base model can extract empirical knowledge, \textit{e.g.} visual features (He et al. 2016) and semantic meanings (Devlin et al. 2018) from large-scale datasets. However, sharing data across different institutes and even between different countries has become increasingly difficult and sensitive. The increasing awareness of data copyright, expensive data cleaning and annotation, and restricted access to data in expert domains, \textit{e.g.} health and security, has hindered the development of interdisciplinary and intercultural deep models.

As shown in Fig.1, datasets may contain biometric, health, face information etc. (Sudlow et al. 2015) that cost the data owner over billions and tens of years to collect. Strict regulations, such as the GDPR (Voigt and Von dem Bussche 2017) in Europe has been enforced to control the risk of data leaking. When an AI company needs access to such sensitive data to provide AI services, the shared data is confronting the leaking risk even though tedious confidentiality agreements have been signed.

\textsuperscript{*}These authors contributed equally.

This paper is motivated by the increasing concerns about data and model privacy issues. As a promising machine learning paradigm, Zero-Shot Learning (ZSL) investigates an extreme case when such deep transfer cannot be achieved due to no access to the test domain data (Lampert, Nickisch, and Harmeling 2013; Fu et al. 2015; Anmadani and Biswas 2018). The learning objective of ZSL is to build a consistent visual-semantic mapping based on auxiliary information (\textit{i.e.}, attributes or word embeddings) on seen class domain \(U\) so that model can generalise to unseen class domain \(S\) at the test time (Lampert, Nickisch, and Harmeling 2009; Frome et al. 2013). The criticizing and rethinking in ZSL task never ceases. For available data during training, existing settings can be divided into inductive and transductive ZSL. Early ZSL models focus mainly on inductive ZSL (IZSL) (Lampert, Nickisch, and Harmeling 2009; Jayaraman and Grauman 2014), which only utilise labeled seen data for training. Transductive ZSL (TZSL) (Kodirov et al. 2015; Song et al. 2018) assumes both seen labeled and unseen un-
labeled data are available during the training stage, which aims to utilise the universe information for improving the generalization of model. Besides, generalization ability is also a key issue for ZSL task. In test phase, early ZSL models (Norouzi et al. 2014; Lampert, Nickisch, and Harmeling 2013) can only output unseen class labels during evaluation, which is called conventional ZSL (CZSL), i.e., test images only come from unseen classes. Generalised ZSL (GZSL) (Chao et al. 2016) is then proposed, which aims to combine seen and unseen classifiers into a unified model.

Existing ZSL models are established based on real data from either seen or unseen classes. When adapting a pre-trained model to a new task domain, existing ZSL models assume a large amount of labeled seen class or unlabeled unseen class data are available to establish the visual-semantic relationship. However, sharing data across different institutes and even between different countries is often infeasible. Different from existing ZSL settings, we focus on establishing ZSL model without data sharing during the training process. In this paper, we propose a new paradigm dubbed Absolute Zero-Shot Learning (AZSL) to avoid sensitive data leaking while still enabling AI model can be trained. Figure 1 briefly illustrates the difference between ZSL and AZSL task. As for data privacy preserving, federated learning (McMahan et al. 2017; Hao et al. 2021) provides a promising strategy through model sharing between data owner server and service client. Motivated by this, our AZSL task suggests replacing data with a teacher model (pre-trained on real data) to guide the ZSL model training. Teacher model can be regarded as the implicit representation of data so that AZSL model can be established through the supervision of teacher model, which can prevent real data from being shared. While federated learning has demonstrated promise for data privacy, it only tackles the supervised learning task, which cannot be extended to unseen class classification. Here we propose the data-free knowledge transfer framework for AZSL task. Concretely, we aim to synthesise data conditioned on class-level semantic embeddings depending on the guidance of teacher model, so that ZSL classification will be possible based on synthesised data.

To comprehensively explore our proposed AZSL framework, we also present extensive discussion from the perspective of model weights security and knowledge space of the teacher model. First, we propose two AZSL scenarios in terms of model security. When data owner provides the teacher model as data safeguard for ZSL model training, the data may be leaked to some extent by gradients exchange (Zhu, Liu, and Han 2019). To explore the influence of different guidance provided by the teacher model, we propose the AZSL model in two scenarios for further discussion. In the ‘black-box’ scenario, the teacher only provides output classification scores but does not share weights. In the ‘white-box’ scenario, the teacher will also share the model weights during training, which is more informative. These two scenarios indicate different levels of communication between data owner and AI service provider, which will lead to different ZSL recognition performance. Furthermore, we propose two types of teachers for discussion. Existing ZSL methods can be categorised into IZSL and TZSL depending on whether the unlabeled unseen data are available for training. Motivated by this, we propose inductive and transductive teachers according to whether unseen classes are involved in pre-training teacher model. It is worth discussing the generalization ability of AZSL model with different knowledge spaces when training teacher model. In summary, our contributions are three-fold:

• Absolute Zero-Shot Learning aims to achieve zero-shot classification without access to real data. The paradigm can be applied to many real-world applications when access to real data is not permitted.

• We develop a novel data-free knowledge transfer framework for AZSL task. In addition to the zero data sharing setting, we propose ‘black-box’ and ‘white-box’ scenarios and discuss the pros and cons of model sharing problems. We also present analysis of teacher model in both inductive and transductive settings.

• We show experimental results for both conventional ZSL and GZSL tasks in two scenarios. Our AZSL model achieves promising performance on existing benchmarks despite the disadvantage of data absence. Extensive qualitative analysis demonstrates the effectiveness of our framework.

Related Work

The most widely used framework for data privacy preserving is the federated learning (Konečný et al. 2016; McMahan et al. 2017). A global model is shared with clients to avoid data leaking. However, data-free knowledge transfer and model inversion techniques (Yin et al. 2020; Smith et al. 2021; Yin et al. 2021) can recover data from the pre-trained model and thus can be used to attack shared models in federated learning. Knowledge distillation utilises the domain-expert teacher model to train a compact student model with pursuing competitive recognition accuracy (Xu, Liu, and Loy 2020; Chen et al. 2021). Machine teaching (Zhu 2015; Liu et al. 2017) focuses on training a teacher model to select an optimal data set for the student model. Both knowledge distillation and machine teaching provides promising solutions to separate student model so that teacher model can avoid the attack. Yet, none of these methods have explored their potential in data privacy preserving. This paper presents the first work exploring the data privacy potential via zero-shot learning paradigm. Meanwhile, our proposed AZSL retains the property of traditional ZSL that can generalised to unseen classes without further training.

Zero-Shot learning (Zhang et al. 2018; Larochelle, Erhan, and Bengio 2008; Vyas, Venkateswara, and Panchanathan 2020; Ma and Hu 2020) aims to recognise unknown/unseen classes by establishing the relationship between seen and unseen classes, which can bridge the gap via class semantic information, i.e., attributes (Jayaraman and Grauman 2014), predefined similes (Long and Shao 2017) and word embedding (Zhang and Saligrama 2016). In terms of establishing the relationship between visual and semantic spaces, existing methods can be mainly separated into three groups. Some works (Qin et al. 2016; Kodirop, Xiang, and Gong
Table 1: Differences between AZSL and existing ZSL settings. ‘S’ and ‘U’ represent seen and unseen class. ‘\( \mathcal{X} \)’ represents visual features. ‘\( \tilde{x} \)’ represents generated features. ‘\( \theta \)’ represents the ZSL model and ‘\( \theta_T \)’ represents the pre-trained teacher model in AZSL task.

| Leaking Data | AZSL | TZSL | IZSL |
|--------------|------|------|------|
| \( \mathcal{X}_s \) | \( \mathcal{X}_s \cup \mathcal{X}_u \) | 0 |
| \( \theta_S \) | \( \theta_{S+U} \) | \( \theta_T / 0 \) |

2017; Felix et al. 2018) aim to build the mapping from visual to semantic space and then assign class label via nearest neighbor (NN) classifier. Other works (Gao et al. 2020; Xian et al. 2018) focus on unseen class data generation to alleviate data-missing problem. Meanwhile, (Akata et al. 2013, 2015) explore an effective common space for visual and semantic embedding by maximizing their compatibility scores. existing ZSL methods aim to build the effective mapping among visual and semantic spaces to mitigate the gap between seen and unseen classes.

According to whether unseen data is adopted during training, existing ZSL methods can be categorised into inductive (Long et al. 2017; Romera-Paredes and Torr 2015) and transductive settings (Song et al. 2018; Fu et al. 2015). As for the test phase, inductive ZSL methods (Akata et al. 2013; Norouzi et al. 2014) assume the test data only come from unseen classes. Generalised ZSL (GZSL) (Chao et al. 2016; Min et al. 2020) is then proposed to assign both seen and unseen data into corresponding classes. Compared with conventional ZSL, GZSL attempts to model the more challenging real situation.

We present the differences between AZSL and existing ZSL settings in Table 1. In terms of leaking data in the training process, only labeled seen data is available in IZSL while TZSL can use data from both seen and unseen classes. AZSL setting assumes that model is established without access to any real data. As for model security, we refer to the sharing of weights trained on real data as weight leaking. ZSL model weights in both inductive and transductive settings are all leaked. For AZSL, teacher model pre-trained on real data is provided during training. In terms of teacher weights privacy, we propose black- and white-box scenarios. The teacher weights are leaked for guidance during training AZSL models in white-box scenario while no weights are shared in black-box scenario, which preserves the privacy for both data and model weights.

**Absolute Zero-Shot Learning**

As shown in Fig. 2, AZSL addresses the problem when sensitive data is secured on the Server domain. The key idea is to introduce a teacher model as the data safeguard and guide the model deployed on the Client domain to train an AZSL classifier with absolute zero real data. In addition to data privacy preserving, we introduce white-box and black-box scenarios to discuss the teacher model sharing problem regarding the balance between performance and security.

**AZSL Problem Formulation**

The basic AZSL setting involves secured images and their extracted visual features \( x \in \mathcal{X} \). The data safeguard is a pre-trained teacher model on the server domain. For simplicity, we consider the supervised learning model \( f_T : \mathcal{X} \rightarrow \mathcal{Y} \), where \( y \in \mathcal{Y} \) is the label space. The ultimate goal of AZSL is to train a student model on the client domain using an objective function that learns from the guidance of the teacher model:

\[
\ell (f_{AZSL}(\tilde{x}), f_T(\tilde{x})) ,
\]

where \( \tilde{x} \in \tilde{\mathcal{X}} \) is generated data that ensures no real data can be accessed.

**Inductive vs Transductive AZSL**

On the server domain, we further breakdown the AZSL into inductive (Ind) and transductive (Trans) teachers according to the label space. Seen classes are defined as \( \mathcal{S} = \{ (x_s, a_s, y_s) \mid x_s \in \mathcal{X}_s, a_s \in \mathcal{A}, y_s \in \mathcal{Y}_s \} \), where \( x_s \in \mathbb{R}^{d_x} \) denotes the \( d_x \)-dimensional visual feature in the set of seen class features, \( a_s \in \mathbb{R}^{d_a} \) denotes the \( d_a \)-dimensional auxiliary class-level semantic embedding, and \( \mathcal{Y}_s \) stands for the set of labels for seen classes. Unseen classes are defined as \( \mathcal{U} = \{ (x_u, a_u, y_u) \mid x_u \in \mathcal{X}_u, a_u \in \mathcal{A}, y_u \in \mathcal{Y}_u \} \), where \( x_u \) represents the unseen class features, \( a_u \) denotes the class-level semantic embedding of unseen classes and \( y_u \) denotes the unseen class labels. Seen and unseen classes are disjoint, i.e., \( \mathcal{Y}_s \cap \mathcal{Y}_u = \emptyset \). For AZSL, both seen and unseen features, \( x_s \) and \( x_u \), are unavailable for client. Available information for AZSL client can be represented as \( T_r = \{ (a, y) \mid a \in \mathcal{A}, y \in \mathcal{Y} \} \), which means only semantic embedding and class labels can be accessed. In this way, we consider the basic AZSL \( f_T : \mathcal{X} \rightarrow \mathcal{Y} \) is transductive because the source domain contains both seen and unseen classes. A more challenging Inductive AZSL considers \( f_T : \mathcal{X}_s \rightarrow \mathcal{Y}_s \).
Figure 2: Overall framework in the black-box and white-box scenarios. Our framework can generate high-quality features with the guidance of teacher. In white-box scenario, the generator has access to teacher weights during training while teacher only provides output guidance in black-box scenario.

**ZSL vs GZSL** On the client domain, AZSL aims classify test images \( f_{AZSL}: X_u \rightarrow Y_u \) for conventional ZSL, and \( f_{GAZSL}: X \rightarrow Y \) for Generalised ZSL. The training of above classifiers using absolutely generated data will be introduced next.

**White-Box & Black-Box Scenarios**

The objective function of AZSL in Eq. 1 defines a data-free knowledge transfer framework for AZSL task, i.e., through the guidance of the teacher model, our proposed AZSL formula consists of two components: a Generator \( G \) and a Student network \( S \). Figure 2 depicts the detailed AZSL framework in both white-box and black-box scenarios. The system consists of 1) the secured data and teacher model on the server; 2) AZSL model on the client; 3) and the information exchange channels.

Considering the model inversion can attack share models, we also investigate the security levels regarding model sharing in addition to data privacy preserving. For white-box scenario, the teacher weights are involved to compute the gradient for the generator and student network training. In the black-box scenario, the teacher only provides the output as pseudo labels, i.e., teacher model is not involved in back propagation for optimization of AZSL framework.

**White-Box Scenario** In white-box scenario, the teacher model provides both gradient and softmax output as the AZSL training guidance as follows. 1) **Uploading generated data:** the generator syntheseses features of same classes with the supervision with teacher based on noise \( z \) and class-level semantic embedding \( a \) (attributes or BERT model of class names (Devlin et al. 2018) as the condition). Specifically, we aim to synthesize the features that can be classified into corresponding classes with the constraint of the teacher network. \( \hat{x} = G(z|a; \theta_G) \) represents the generated features which are uploaded to the server. 2) **Gradient and softmax guidance:** The teacher model receives \( \hat{x} \) and process the data using the loss function:

\[
\min_{\theta_G} \mathcal{L}(x; y; \theta_G) + \alpha \mathcal{R}(\hat{x}),
\]

where \( \mathcal{L}(\cdot) \) represents cross-entropy loss by teacher model for classification, \( \mathcal{R}(\cdot) \) refers to the regularisation term during feature generation with hyperparameter \( \alpha \). The regularisation term aims to minimise the distribution distance of real and generated features. Note that the regularization is also completed at the server side and real data will not be accessed for the client. 3) **Feedback downloading:** a request is sent to the client so that the gradient, the regularisation of distribution divergence, and softmax output can be downloaded. 4) **Label verification:** Using the softmax to compute pseudo labels and filter out misclassified generated samples:

\[
(\hat{x}^*, y^*) \in \{(\hat{x}, y)|y = \operatorname{argmax}_T(\hat{x}; \theta_T^*), \hat{x} = G(z|a; \theta_G^*)\},
\]

where \( \hat{x}^* \) denotes the high-quality generated features and \( y^* \) denotes the corresponding class labels. 5) **Training the student network:**

\[
\min_{\theta_S} \|T^*(\hat{x}^*; \theta_T^*) - S(\hat{x}^*; \theta_S)\|_2^2.
\]

In the white-box scenario, the gradient is imposed directly onto the generated features and can massively improve the performance of the generator. As a trade-off, the gradient feedback is mid-risk information (may lead to teacher model leaking) whereas the softmax and regularisation feedback are low-risk.

**Black-Box Scenario** Black-box scenario only differs from the white-box scenario in the guidance provided by the teacher model in the second step. Only low-risk regularisation and softmax output can be requested from the teacher model so as to avoid the model leaking risk. Specifically,
Algorithm 1: Training Procedure in both Scenarios

Require:
- Pre-trained Teacher network $\theta^*_T$, class labels $y_i$, and their auxiliary semantic embedding $A$; the maximal number of training epochs $T_y$ and $T_s$ for generator and student network, respectively.

Ensure:
The learned parameters $\theta_G$, $\theta_S$ for generator $G$ and student network $S$, respectively.

1: Initializing, $\theta_G$, $\theta_S$. Set the iteration epoch $t_y = 1$, $t_s = 1$
2: while $t_y < T_y$ do
3: if White-Box Scenario then
4: Training generator with the gradient guidance of the teacher network through Eq.(2).
5: else if Black-Box Scenario then
6: Training generator with the output guidance of the teacher network through Eq.(5).
7: end if
8: $t_y := t_y + 1$
9: end while
10: Conducting data verification through Eq.(3).
11: while $t_s < T_s$ do
12: Training student network with the output guidance of teacher network through Eq.(4).
13: $t_s := t_s + 1$
14: end while

the generated features $\tilde{x} = G(z|a; \theta^*_G)$ is uploaded to the server to compute the softmax and divergence regularisation. The server then creates a request so that the feedback can be downloaded. Generated data can validate whether its conditional class input can match the teacher softmax output and misclassified samples are filtered out. The generator $G$ and student network $S$ are then trained as an end-to-end model as follows:

$$\min_{\theta_G, \theta_S} \|T^*(\tilde{x}; \theta^*_T) - S(\tilde{x}; \theta_S)\|_2^2 + \alpha R(\tilde{x}), \quad (5)$$

where $\theta^*_T$ denotes the optimised parameters of teacher, $\theta_G, \theta_S$ denotes the parameters of generator and student network respectively.

In summary, there are two crucial tasks in AZSL, i.e. data generation and verification. As the first AZSL, our key contributions focus on investigating key research questions: 1) what are the impacts of different teacher feedback information on the quality and diversity of generated data? 2) different semantic information as generation condition and their impacts; 3) the trade-off between performance and security in white-box and black-box; 4) can student generate new knowledge beyond the limitation of an inductive teacher? 5) previous work uses real seen data and generated unseen data, which causes the prediction bias towards seen classes. In AZSL, both seen and unseen classes are trained using generated data, which improves the consistency between seen and unseen classifier in the GZSL problem. Detailed training procedure in both scenarios is shown in Algorithm 1.

Absolute Zero-Shot Classification

After the training process, the generator can synthesise features of good quality and the student network can predict class labels of test features.

With the transductive teacher, where seen and unseen classes are available, the generator can synthesise features of all classes. Given the test features, we can obtain the predicted class labels as follows:

$$y^* = \arg\max_{y \in \mathcal{Y}} p(y|x, \theta^*_S), \quad (6)$$

where $\theta^*_S$ denotes optimised parameters of student.

With the inductive teacher, where only seen class data is available, the problem is more challenging because the information of unseen classes is unavailable for both server and client during training. The generator is utilised to synthesise data of unseen classes. Given the noise $z$ and unseen class semantic embedding, the generated features can be obtained as $\tilde{x} = G(z|a; \theta^*_G)$. Then it is converted into a supervised learning task. The generated features are adopted to train a classifier $C$ as follows:

$$\min_{\theta_C} -\mathbb{E} \left[ \log(y|x; \theta_C) \right]. \quad (7)$$

And class labels of test features can be predicted as follows:

$$y^* = \arg\max_{y \in \mathcal{Y}} p(y|x, \theta^*_C), \quad (8)$$

where $\mathcal{Y} = \mathcal{Y}_i$ for the conventional ZSL task, and $\mathcal{Y} = \mathcal{Y}_s \cup \mathcal{Y}_u$ for GZSL task.

Experiments

Datasets We evaluate our AZSL model on three benchmark datasets: AWA1 (Lampert, Nickisch, and Harmeling 2013), AWA2 (Xian et al. 2017) and aPY (Farhadi et al. 2009). AWA1 and AWA2 consist of 30,475 and 37,322 images respectively and both datasets have 50 classes. aPY contains 15,539 images of 32 classes. In terms of semantic representation, we adopt the word embedding generated by language representation model BERT (Devlin et al. 2018) and the dimension of semantic embedding is 768 for all datasets. As for data split, there exist differences with two types of teacher models. In terms of inductive teacher, we follow the proposed data split proposed in (Xian et al. 2017), i.e., only seen class data is available for the teacher. Transductive teacher is trained with all classes. We split the unseen classes randomly into training and test with a 4:1 ratio, which follows the proportion of seen data split in (Xian et al. 2017). The detailed information of each dataset under data splits in AZSL is shown in Table 2.

Implementation Details As for image representation, we adopt the 2048-dimensional ResNet101 (He et al. 2016) features following (Xian et al. 2017). In our proposed framework, all networks are based on multi-Layer perceptrons (MLP) with the LeakyReLU activations (Xu et al. 2015). The teacher and student have the same architecture, which consists of two hidden layers with 1024 and 512 hidden units respectively. The generator contains a single hidden layer with 4096 hidden units and its output layer is ReLU. During the training process, we adopt the Adam (Kingma and Ba 2015) optimiser and the learning rate of each network is set to $10^{-3}$. The dimension of the noise vector $z$ is hyper-parameter, which is empirically set to 20 for all datasets. The weight of regularization term is empirically set to 0.5
for AWA1 and AWA2, and 1 for aPY. The number of generated features is determined considering the trade-off between accuracy and computational efficiency. In practice, we generate 400 generated features in average per class for all datasets.

**Evaluation Protocol** We follow the evaluation metrics proposed in (Xian et al. 2017). For conventional ZSL task, we use the per-class average top-1 accuracy to evaluate the classification performance to alleviate the data imbalance of classes. For GZSL task, we use harmonic mean \( H = \frac{2 \times u \times s}{u + s} \) for evaluation, where \( u \) and \( s \) denote average per-class top-1 accuracy on unseen and seen classes, respectively. It is noteworthy that existing methods aim to classify unseen data into corresponding unseen classes in conventional ZSL task, while the class space at test time involves both unseen and seen classes in AZSL with transductive teacher. This makes AZSL with a transductive teacher more difficult compared with existing ZSL methods.

**Main Results**

**Comparisons with State-of-Art Methods** We present experimental results of the proposed AZSL model in both conventional and generalised ZSL task in Table 3. Considering this is the first proposed AZSL work, we provide comparison with traditional state-of-the-art ZSL methods as a reference. Note that all of our AZSL models are at significant disadvantage since no real data is involved during training. Instead, the AZSL model generates 400 features using class semantic embedding only for each class and request guidance feedback from the teacher model.

Our initial assumption was that if the generated feature can approximate the real data distribution, the performance should be close to those methods using real data. To our surprise, AZSL model with transductive teacher achieves promising performance in both conventional and generalised ZSL in white-box scenario despite the disadvantage in no access to the real data. Our model achieves the best performance in GZSL on all three datasets especially on aPY, with 32.3% increases in harmonic mean, indicating the better balance on seen and unseen classes of our AZSL model. In conventional ZSL, AZSL model gains the best performance on aPY and has competitive classification accuracy on AWA1 and AWA2. It is noteworthy that the class space contains all classes during the testing process, so it is more challenging in conventional ZSL task. As for black-box scenario, AZSL model shows good potential to achieve good balance between seen and unseen classes. For example, the accuracy on unseen classes is higher than seen classes on AWA2, with 4.9% higher performance. It indicates that AZSL model is promising to mitigate class-level overfitting issue (Zhang et al. 2018) in GZSL task.

Compared with inductive ZSL methods, results show that our proposed model with inductive teacher in white-box scenario gains the satisfactory performance in GZSL especially on aPY, with 7.3% higher performance on harmonic mean of our AZSL model. Although the improvement on inductive setting is not significant, it is very impressive for us that the student network can generate new knowledge beyond the source data of teacher model. For black-box scenario, the results show that our AZSL model outperforms random guessing, which are around 10% on AWA1, AWA2 and 8% on aPY according to unseen class number. The white-box achieves better performance than black-box, indicating that the gradient guidance provides more information.

**Comparisons in Black-Box Scenario** In this situation, transductive teacher contains the information of all classes and it gives the output guidance during training. As it is the first time to propose this setting, we provide several baselines for comparison shown in Table 4. We provide several types of class embedding for conditional feature generation. ‘Label-’ and ‘attribute-conditioned’ represent the feature synthesis conditioned on class label and attributes respectively. Compared with these two baselines, our proposed framework with BERT embedding achieves the best performance, i.e., with 18.0% and 23.4% increases in harmonic mean on AWA1. Besides, results show that our framework gains obvious improvement in accuracy with data verification, i.e., with 20.2% higher performance on harmonic mean on aPY dataset. In terms of feature generation constraint, the results indicate the effectiveness to adopt regularization, i.e., it achieves 4.4% and 10.9% increases in Harmonic mean.
Table 3: Comparison results with the state-of-the-art methods in both conventional ZSL and GZSL tasks. Conventional ZSL measures per-class average top-1 accuracy (T1) on unseen classes. GZSL measures $u = T1$ on unseen classes, $s = T1$ on unseen classes, and $H = \text{harmonic mean}$. ‘WB’ represents white-box scenario. ‘BB’ represents black-box scenario. The upper part of the table contains inductive ZSL methods, the lower part contains transductive ZSL methods. The best results are in bold.

Table 4: Experimental results in black-box scenario with transductive teacher in both conventional ZSL and GZSL task. ‘BB’ represents black-box scenario. $u = \text{Top-1 accuracy (T1)}$ on unseen classes, $s = \text{Top-1 accuracy (T1)}$ on seen classes, and $H = \text{harmonic mean}$.

Table 5: Experimental results with different constraints for feature generation in GZSL task. ‘CE’ represents cross-entropy loss, ‘MMD’ represents MMD distance loss, ‘KL’ represents KL divergence loss, $u = \text{Top-1 accuracy on unseen classes}$, $s = \text{Top-1 accuracy on seen classes}$, and $H = \text{harmonic mean}$.

Discussion and Limitations

Feature Generation Regularization Analysis The key issue in our data-free knowledge transfer framework is to generate high-quality features, which are expected to have similar distribution to real data. To show the influence of different constraints during feature generation process, we provide analysis with different regularization term for generator training in Table 5. KL and MMD loss (Gretton et al., 2012) aim to minimise the distribution difference between real and generated features. The results show that adding the distribution constraint of synthesised data is beneficial for feature generation. For example, the harmonic mean increases 2.7% and 2.9% with MMD and KL loss respectively compared with the baseline that only contains cross entropy loss. Besides, the results indicate that KL loss and MMD loss are both effective in improving the quality of generated data and KL loss performs better to a small extent, which shows the effectiveness of KL regularization.

Hyper-Parameter Analysis We evaluate the influence of two hyper-parameters, \textit{i.e.} noise dimension and regularization weight, in our model. We have two ablation studies on AWA1 and aPY based white-box scenario with transductive teacher in Figure 3. We choose four different noise dimensions, \textit{i.e.}, $20,100,400,768$, to show the relationship with harmonic mean. Results show that the performance decreases with the increase of noise dimension on both datasets, indicating that noise of high dimension may bring much interference. In terms of regularization weight, We set


\( \alpha = 0.01, 0.1, 1, 10 \) in the experiments. As shown in Figure 3, harmonic mean on both datasets change slightly with different \( \alpha \). And the best performance can be achieved when \( \alpha \) is 0.5 and 1 on AW A1 and aPY respectively.

**Student Performance Analysis** Here we conduct some experiments to analyze the student performance. We present classification accuracy of teacher and student networks with increasing training steps in both scenarios with transductive teacher on AW A1 and aPY. The teacher acts as the upper bound so student aims to achieve similar performance trained on generated features. As shown in Figure 4, student in white-box scenario obtains the satisfactory result close to teacher, indicating that gradient guidance is effective for framework training. Besides, results show that model achieves better performance with regularization term, indicating the effectiveness of feature distribution during training. And statistics also show that framework performs better with data verification in both scenarios, which indicates its necessity because it can mitigate the negative influence caused by generated features of inferior quality.

**Quality of Generated Features** Figure 5 shows the t-SNE visualization of real and generated unseen classes in both scenarios with transductive teacher on AW A1 and aPY dataset. We randomly choose a part of features for clear visualization. The generated features have distribution close to the real ones. And generated features are more class-level clustered than real features, indicating the effectiveness of feature generation under the supervision of teacher guidance, even though real data is unavailable. Therefore, generated features can be viewed as a suitable replacement for the real features.

**Conclusions**

This paper has presented a privacy preserving AZSL paradigm. A pre-trained teacher model was deployed on the data owner server as the data safeguard to provide guidance for AZSL training, in terms of data generation and verification. We extensively studied the proposed ‘black-box’ and ‘white-box’ scenarios and their trade-off in performance and security. Despite an embarrassingly simple MLP network, our framework maintains promising performance in both CZSL and GZSL tasks despite the absence of real data during training. The AZSL paradigm protected the data privacy and meanwhile mitigated the seen-unseen bias in GZSL tasks. Future development of AZSL can focus on model design, research communication cost, security of black-box and white-box scenario, and improving the performance on inductive AZSL settings.
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