Understanding the impact of class imbalance on the performance of chest x-ray image classifiers
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Abstract

This work aims to understand the impact of class imbalance on the performance of chest x-ray classifiers, in light of the standard evaluation practices adopted by researchers in terms of discrimination and calibration performance. Firstly, we conducted a literature study to analyze common scientific practices and confirmed that: (1) even when dealing with highly imbalanced datasets, the community tends to use metrics that are dominated by the majority class; and (2) it is still uncommon to include calibration studies for chest x-ray classifiers, albeit its importance in the context of healthcare. Secondly, we perform a systematic experiment on two major chest x-ray datasets to explore the behavior of several performance metrics under different class ratios and show that widely adopted metrics can conceal the performance in the minority class. Finally, we propose the adoption of two alternative metrics, the precision-recall curve and the Balanced Brier score, which better reflect the performance of the system in such scenarios. Our results indicate that current evaluation practices adopted by the research community for chest x-ray classifiers may not reflect the performance of such systems for computer-aided diagnosis in real clinical scenarios, and suggest alternatives to improve this situation.
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1. Introduction

The application of machine learning to medical images has grown rapidly in the last years, showing high levels of performance (Raghupathi and Raghupathi, 2014; Yu et al., 2018; Beam and Kohane, 2018). As the advancements in medical AI translate into real-world clinical tools, the capabilities of these systems are being reconsidered, since traditional methods for evaluating performance seem insufficient to describe their impact on the diagnosis pathway (Beede et al., 2020; Beam et al., 2020). Measuring and reporting performance in a useful way is a complex task, influenced by the characteristics of the dataset and the intended use of the algorithm.

Class imbalance is a distinctive characteristic of medical datasets, where the rare events that are important to detect have significantly fewer observa-

1. An extended version of this work is currently under evaluation in a journal for possible publication.
tions than the normal or healthy cases. In this domain, the performance of classifiers should be assessed with metrics that adequately reflect the performance on both classes, that is, those metrics not dominated by the system’s behavior on the majority class (Luque et al., 2019; García et al., 2012; Orriols-Puig and Bernadó-Mansilla, 2009).

The analysis of chest x-ray images is a typical case of an imbalanced classification problem. The low prevalence of radiological findings is evidenced in the large datasets that were publicly released lately to encourage the development of deep learning (DL) algorithms for chest x-ray diagnosis (Çalli et al., 2021). These datasets contain between 100,000 and 380,000 images with their accompanying diagnosis labels. In particular, ChestX-ray14 (Wang et al., 2017) and CheXpert (Irvin et al., 2019) are well-known and widely adopted datasets, containing class labels automatically assigned with Natural Language Processing from radiological reports. In this work, we are interested in analysing the implications of the high class imbalance in chest x-ray datasets when evaluating image classifiers, both in terms of discrimination and calibration.

Extensive work has been published on the use of public chest x-ray datasets to train DL classifiers, and many studies report good discrimination metrics (Çalli et al., 2021). These studies use the area under the Receiver Operating Characteristics curve (AUC-ROC) as the primary outcome, and conclusions are based mainly on this metric. The AUC-ROC has been adopted as a standard metric in the academic community of medical image computing because it presents several practical advantages for the evaluation of binary classifiers. As this metric does not depend on the class ratios of the test dataset, it simplifies the comparison of models evaluated in datasets with different prevalence. Moreover, the ROC curve provides a comprehensive evaluation of the discrimination performance of a model over all possible operating points (Erickson and Kitamura, 2021). As we will discuss in this paper and as numerous studies suggest, ROC curves require special caution when used for imbalanced datasets (López and Fernández, 2013; Saito and Rehmsmeier, 2015; Ozenne et al., 2015; Sahiner et al., 2017; Krawczyk, 2016; Davis and Goadrich, 2006).

The assessment of chest x-ray classifiers could be harmed by the adoption of AUC-ROC as the central performance metric, considering the highly imbalanced nature of the problem. In this work, we show evidence of this adoption by conducting a literature analysis of articles on chest x-rays automated classification, published in the last two years. We then provide empirical evidence of possible limitations of AUC-ROC on imbalanced scenarios through an experimental study on CheXpert and ChestX-ray14, and compare it with the area under the precision-recall curve (AUC-PR), showing that this metric better reflects the performance of the model on both the majority and the minority class.

Another distinctive characteristic of the medical imaging domain is the need for interpretable outputs to assist in clinical decision-making. In this regard, quantifying model uncertainty becomes crucial (Kompa et al., 2021). A system is said to be well-calibrated when its output reflects the uncertainty about a sample’s class given the input information (Ovadia et al., 2019; Dawid, 1982); for example, when the output is given by the probability that the sample belongs to the class of interest given the input (Mukhoti et al., 2020). Model calibration is well studied in epidemiology literature (Van Calster et al., 2016; Collins and Moons, 2019), and although it is also a topic of active research in the machine learning community, our literature analysis shows that it is not commonly discussed in medical imaging works, particularly in the problem of chest x-ray diagnosis.

Classification performance should be understood as the combination of discrimination and calibration capabilities (Blattenberger and Lad, 1985). Popular evaluation methods such as the ROC plot and the confusion matrix are measurements of discrimination performance only. While monotonic transformations of the output of the system will result in no changes in the ROC plots, they do affect the calibration of such output. Metrics that are minimized when the algorithm reports the posterior probability of the class (given the input features, the modeling assumptions and the available training data) are known as proper scoring rules (Gneiting and Raftery, 2007). These metrics, such as the negative log likelihood or the Brier score (Brier, 1950), are affected both by the discrimination and the calibration performance of the model. The impact of class imbalance should also be considered when evaluating calibration. If imbalance is large, traditional proper scoring rules might show good values because they are dominated by the majority class, but they can hide undesirable behavior in the minority class. We propose the use of an alternative indicator, the Balanced Brier score, and show
that this metric can help to detect performance issues in low-prevalence pathologies.

2. Materials and methods

This study addresses the task of performance assessment in imbalanced data for chest x-ray image classification systems in two steps: (1) a literature analysis that characterizes the common practices adopted by the scientific community when reporting results; (2) a systematic experiment with a DL classifier trained and tested on reference datasets, to compare various performance metrics.

2.1. Literature analysis

For our literature analysis, we included conference and journal research articles from two sources:

1. **PubMed**: we selected articles containing the expression “chest radiograph” or “chest x-ray” and the expressions “artificial intelligence”, “machine learning” or “deep learning” in the title, published in 2019 or 2020.

2. **Proceedings from the International Conference on Medical Image Computing and Computer Assisted Intervention (MICCAI)**: we selected articles that used chest x-rays as test set from the volumes “X-ray imaging” and “Computer-aided diagnosis” from the 2019 edition and the volumes “Machine Learning methodologies”, “Prediction and diagnosis”, “Machine Learning applications” and “Heart and lung imaging” from the 2020 edition.

We excluded reviews, editorial notes, author corrections, erratas or commentary publications, articles that do not inform the imbalance ratio of the test set or do not report classification results on chest x-ray images. We also excluded articles focusing on COVID-19 because it has been recently reported that many papers published during 2020 applying machine learning to detect and prognosticate for COVID-19 using chest radiographs present poor-quality data, poor application of machine learning methodology, poor reproducibility and introduce biases in study design (Roberts et al., 2021). We revised the articles and checked the following aspects:

- The class ratios on the test set. If the minority class represents less than 33% of images (imbalance ratio of 1:3), it was categorized as “Imbalanced”; otherwise as “Balanced”.
- The main metric for reporting classification performance. This was determined by the following conditions: the primary outcome of the study as mentioned by the authors, else the first metric mentioned in the abstract, or the metric with most detailed reporting in figures or tables.
- Whether the study reports at least one of the following metrics, which more adequately reflect the performance of the system for the minority class: AUC-PR, positive predictive value (precision), negative predictive value, Matthews Correlation Coefficient or F-score.
- Whether model uncertainty or calibration were numerically reported or discussed in some way.

2.2. Experimental study

We performed a systematic experimental study to assess the behavior of various performance metrics across pathologies with different class ratios. Data processing and model training were performed with Pytorch\(^2\), adapting an open framework by (Cohen et al., 2020). Our source code is fully available online.\(^3\)

2.2.1. Data

We used two well-known databases, the ChestX-ray14 (Wang et al., 2017), from the National Institutes of Health, and the CheXpert (Irvin et al., 2019) from Stanford University. Both datasets were automatically annotated applying Natural Language Processing tools on radiological reports. ChestX-ray14 is labeled for the presence of 14 findings as positive or negative, while CheXpert dataset is labeled for the presence of 13 findings as positive, negative, or uncertain. The two datasets have six classes in common. We used frontal chest x-rays and included only one image per patient. In the case of CheXpert we excluded images with positive “Support Devices” label. The class imbalance of these two datasets was measured separately for each annotated radiological finding, considering the presence of pathology as the positive class (Figure 1).

As preprocessing we cropped non-squared images to a squared central crop, resized to 224x224 pixels, and scaled pixel values to [-1024,1024], as is standard for these datasets (Rajpurkar et al., 2017). We

\(^2\) Torch 1.7.0 (https://pytorch.org/). Torchvision 0.8.1 (https://pytorch.org/vision/).

\(^3\) https://github.com/cmosquer/imbalanceCXR
performed data augmentation on the training set, according to the best results reported in (Cohen et al., 2019): random rotation of up to 45°, combined with scaling and translation of up to 15% of image size. 20% of images from each dataset were selected as the test set, and the remaining set was further split into 20% for tuning (validation) and 80% for training. The experiment was repeated five times for each dataset, using five different random seeds for the splitting.

2.2.2. Model

: The neural architecture was DenseNet-121 (Huang et al., 2017), as it has been used by previous systematic analysis in chest x-rays (Rajpurkar et al., 2017; Cohen et al., 2020). We used a final dense layer of 11 and 14 sigmoid units for CheXpert and ChestX-Ray14, respectively. Sigmoid activation sets up the model for a binary classification task for each class. We followed a standard training configuration as reported by (Cohen et al., 2020). Convolutional layers weights were initialized with Kaiming normal distribution. We trained the model for 100 epochs with batch size of 64, using Adam optimizer (weight decay of 1e-5) and binary cross entropy loss (with no class weight). In the CheXpert dataset, cases with an uncertain or empty label were not considered for loss calculation. The initial learning rate was 1e-3 and it was reduced by a factor of 10 every 40 epochs.

2.2.3. Performance metrics

: We computed the average ROC and PR curves for the test set of both datasets across 5 runs. The area under the curves was calculated using the trapezoidal rule. To calculate metrics that require a threshold (recall, specificity and precision) we chose the operating point for each pathology as the threshold that maximized F1 score in the tuning set. Performance metrics were calculated with the Scikit Learn package. We calculated the Brier score (Brier, 1950) for each binary classification task (i.e., each pathology class). This metric is defined as the average squared difference between the true class and the estimated class probability of each image in the test set:

\[
Brier = \frac{1}{N} \sum_{i=1}^{N} (y_i - \hat{y}_i)^2
\]

where \(y_i\) is the binary class label for the \(i^{th}\) image (0 or 1) and \(\hat{y}_i\) is its output on the corresponding sigmoid unit of the model. As Brier is a proper scoring rule, its optimal value corresponds to a perfect prediction: a system that is perfectly calibrated and perfectly discriminative will have a Brier score of zero. The Brier score could be misleading in imbalanced datasets: performance may be good on average over all samples, but poor for the minority class. A dummy model that outputs a zero probability score for all samples would have a Brier score of 0.01 in a test set with one positive sample and 99 negatives. It would look like a good system, though it is virtually useless. To address this problem, Wallace and Dahabreh (2014) propose a decomposition into stratified Brier scores, calculating separately the Brier score over the positive samples (Brier+) and over the negative samples (Brier-)

\[
Brier^+ = \frac{\sum_{y_i=1} (y_i - \hat{y}_i)^2}{N_{pos}}
\]

\[
Brier^- = \frac{\sum_{y_i=0} (y_i - \hat{y}_i)^2}{N_{neg}}
\]

We propose the Balanced Brier score as the sum of both stratified Brier scores, which can be used for evaluation or as objective function for optimization algorithms:

\[
\text{Balanced Brier} = Brier^+ + Brier^-
\]

---

4. Scikit Learn 0.23.2 (https://scikit-learn.org/)
3. Results

3.1. Literature analysis

PubMed and MICCAI searches resulted in 64 and 37 articles respectively. After exclusion, we evaluated 68 articles in total. A detailed table on this analysis is available as Supplementary Material. The primary study outcome is AUC-ROC in 57 works (83%), accuracy in 8 (12%), and F1 score, Brier score and recall in one article each. Moreover, 90% of studies do not report performance metrics that are affected by calibration, indicating that this aspect was not assessed. Regarding class ratios, 79% of articles use imbalanced test sets, suggesting this is a common scenario in chest x-rays analysis. Figure 2 compares performance evaluation aspects between articles with balanced and imbalanced test sets. 96% of studies with an imbalanced test set (50 of 54) use AUC-ROC or accuracy as main metric (Figure 2a), and 56% (30 of 54) report only performance metric that are dominated by the majority class (Figure 2b), failing to assess model behaviour in the minority class. Model calibration is considered in 17% of these works (9 of 54), while no studies with balance test sets discuss it (Figure 2c). Our analysis confirms our two initial hypothesis:

(1) that even when dealing with highly imbalanced datasets, the community tends to focus on AUC-ROC and metrics dominated by the majority class; and
(2) it is still uncommon to include calibration studies for CAD systems, albeit its importance in the context of healthcare.

3.2. Experimental study

We present results measured in the held-out test set as an average of five runs of training for each dataset, using different random seeds for splitting sets and following standard training configurations for a DenseNet model. Figure 3 shows discrimination metrics for all pathologies, sorted by decreasing positive class ratio. Pathologies with similar high values of AUC-ROC show a large difference in AUC-PR when the class imbalance is very different (for example, atelectasis and pneumonia in CheXpert, or effusion and hernia in ChestX-ray14). This suggests that evaluating the AUC-PR curve is especially important to understand model behavior in imbalanced datasets. If only the AUC-ROC was considered, we would conclude that the model is equally good for most tasks, while the actual behavior is significantly different.

For example, the AUC-ROC values for edema and effusion on the ChestX-ray14 dataset are close (0.91 and 0.89, respectively), showing the discrimination performance for these pathologies is similar. However, their AUC-PR values differ greatly (0.05 vs. 0.39), suggesting the system has a poor usability for edema detection. A high AUC-ROC value might not imply an acceptable performance in highly imbalanced classification tasks. We observe that specificity is high across pathologies: in spite of a large number of false positives, the much larger number of true negatives dominates the numerator of its formula. On the other hand, precision tends to decrease along with the positive class ratio: as precision does not consider true negatives, it is greatly affected by false positives. The same specificity value might not imply a comparable performance in imbalanced datasets; instead, precision becomes more informative in these scenarios.

Figure 4 shows ROC and PR curves for the pathologies with highest and lowest positive class ratio in each dataset. We can see how lung opacity and pneumonia detection have similar ROC plots, but their PR plots are strikingly different. Regarding ChestX-Ray14, the detection of edema presents a high mean AUC-ROC value, however the AUC-PR is very low. The operating points with maximum F1 score in the validation sets are illustrated as black crosses on curves. For strongly imbalanced classes, there is a greater variation of performance across split seeds, showing that the dependence on specific positive samples is stronger as imbalance increases.

Given fixed score distributions for each class, decreasing the positive class ratio does not change the AUC-ROC but it does affect the AUC-PR: for the same recall level the precision will get worse. The AUC-ROC of a random classifier would be 0.5 regardless of the positive class ratio in the test set, while its AUC-PR would vary along with this ratio (Saito and Rehmsmeier, 2015). In imbalanced scenarios, a significant portion of the ROC curve could correspond to operating points with a large number of false positives (i.e., points with low precision). As a consequence, the AUC-ROC is highly dominated by the performance on operating points that would not be acceptable in an actual application, making it an inadequate metric for such scenarios. On the other hand, in the PR curve, those points with a large number of false positives correspond to low values of precision and a lower height of the curve, reducing the value of the AUC-PR.
Figure 2: Results from the literature analysis on chest x-ray classification. Comparison between articles with balanced and imbalanced test sets for three aspects of performance assessment.

Figure 3: Discrimination metrics as imbalance increases. Values in parentheses indicate the average positive class ratio in the test set.
Figure 4: ROC curve (top) and PR curve (bottom) for the pathologies with highest and lowest imbalance ratio. Black crosses indicate the operating point corresponding to maximum F1 score for each run. Bold line represents the mean across runs.

Figure 5 shows the average Brier scores for each class. Unlike AUC metrics, which measure only discrimination power, the Brier score is affected also by model calibration, representing a comprehensive assessment of performance. However, if only the standard Brier score was considered, we would conclude that the model has a similar performance across pathologies. Instead, we see that Brier+ is higher than Brier- for pathologies with low positive class ratio. This shows that performance is consistently worse for the minority class than the majority one across pathologies. A central finding of this work is showing that a problem in the classification of the minority class might only be noted when using the balanced version of Brier. Using the standard Brier score, this performance problem would go unnoticed.

The Balanced Brier score can be used to measure overall performance in imbalanced data: a high score implies that the quality of the class probabilities generated by the system will not yield useful bayesian decisions, which could be caused by poor calibration, poor discrimination, or a combination of both—either in the minority or the majority class, or both.

4. Discussion

The central objective of this work was to study how performance is affected by the positive class ratios of chest pathologies in the context of chest x-ray classification. We systematically trained a convolutional neural network with two large chest x-ray datasets and evaluated test performance by comparing AUC-ROC and AUC-PR, as well as Brier and Balanced Brier. We observed that AUC-ROC alone can be misleading: the fact that the ROC curve includes multiple operating points with low precision values makes it less informative for imbalanced scenarios than the PR curve. This experimental study shows the importance of comparing various performance metrics during model assessment, as the AUC-ROC alone can lead to false conclusions.

The comparison of AUC-ROC and AUC-PR has been studied in several prior works (Luque et al., 2019; García et al., 2012; Orriols-Puig and Bernadó-Mansilla, 2009). Ozenne et al. (2015) showed that AUC-PR had a higher correlation with precision across simulations with various imbalance ratios, and concluded that it reflected better the discriminant ability of a biomarker in rare diseases. Saliner et al. (2017) compared the statistical power of these two metrics, and indicated that AUC-PR can offer a sta-
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Figure 5: Brier, Balanced Brier and stratified Brier scores in test, as positive class ratio decreases. Values in parentheses indicate the average positive class ratio for each class.

Figure 5

The statistical advantage when the positive class ratio is low, while in a balanced scenario AUC-ROC has slightly higher power. The fact that the PR curve is prevalence-dependent has practical implications: it hinders the comparison across datasets with different class ratios, and requires a test set with a prevalence that matches that of the true population to make valid statistical inferences. Although both issues can be solved with an adequate experimental design — as they can be addressed by reporting the test class ratios and by applying properly-designed correction methods, respectively — AUC-ROC allows a more straightforward analysis. Another appealing characteristic of the ROC and PR plots is their visual interpretability, as they provide an overview of performance across a wide range of operating points. However, Saito and Rehmsmeier (2015) showed that, in the context of imbalanced datasets, ROC plots can be deceptive, due to an intuitive but mistaken interpretation of specificity. Therefore, AUC-PR should be reported alongside AUC-ROC to provide a comprehensive assessment of the discrimination power of a classifier. Although these aspects might be well-known in the machine learning community, our literature analysis reveals that it is not usually addressed in x-ray image classification studies. The literature search was not exhaustive; however, we consider that the selected sample of articles is representative of the current common practices in the field of chest x-ray automated diagnosis.

Both AUC-ROC and AUC-PR are ranking metrics, as they depend on the probability that a randomly chosen positive instance is ranked higher than a randomly chosen negative instance. For this reason, they do not consider the problem of threshold optimization. This can be a limitation in clinical practice, where obtaining a final binary classification is critical to assist in decision-making. The selection of an optimal operating point is a key aspect of model performance (Wallace and Dahabreh, 2014). Metrics that are calculated for a fixed operating point—such as the confusion matrix—can grade the quality of the decisions that are based on this threshold. They should be reported to describe the model’s actual utility for a classification task, and class imbalance should be considered when interpreting them. Recall and specificity are metrics that are not affected by the imbalance ratio: when the negative class predominates strongly over the positive class, high values of these metrics can be hiding a great number of false positives. On the contrary, precision reveals this problem when it occurs. Although this has been previously reported (Erickson and Kitamura, 2021; Saito and Rehmsmeier, 2015) and it was further confirmed...
in our experimental results, we observed that several works still fail to report precision (positive predictive value) when evaluating chest x-rays classifiers.

Although the calibration aspect is critical for the successful translation of DL models to clinical practice (Kompa et al., 2021), our literature review showed that most articles do not address this issue. Proper scoring rules can be used to consider this aspect, as they quantify performance including both discrimination and calibration. These metrics measure the quality of the class probabilities generated by the system for each sample assuming they will be used to make optimal decisions using Bayes decision theory (Ramos et al., 2018). Standard proper scoring rules, such as the Brier score, are affected by large class imbalance and become dominated by the performance in the majority class, as was confirmed by our experimental study. To address this problem we propose the Balanced Brier score as a useful metric in imbalanced datasets, which reflects performance in both the minority and the majority class.

Future work includes extending the experimental study to other large chest x-ray datasets, such as MIMIC and Padchest. Moreover, training strategies that address class imbalance, such as weighted loss functions or enrichment sampling techniques, should be applied to explore their effect on performance for the minority class. To assess the calibration performance of a model, independently of its discrimination performance, we should compare its overall performance against that of an ideally calibrated version of the model’s outputs for the test set (i.e., applying a monotonich transformation that conserves the same discrimination power), obtained for example with the PAV algorithm (Ramos et al., 2018). Moreover, the behavior with varying positive class ratios across sets should be studied, as a difference between train and test ratios would need specific techniques to adapt the model operating point in a cost-effective way.

The main conclusion of this study is that a comprehensive assessment of a classifier in imbalanced scenarios should include metrics not dominated by the majority class, which should be consistently reported alongside AUC-ROC, such as the AUC-PR; and incorporate metrics affected by calibration, such as the Balanced Brier score suggested in this work. We hope that this work will contribute to improve evaluation practices for CAD systems by improving the comprehension of model behaviour in real scenarios, and ultimately help to translate medical AI into the clinical setting.
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