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Abstract

We investigate a problem of finding the minimum, in which each user has a real value and we want to estimate the minimum of these values under the local differential privacy constraint. We reveal that this problem is fundamentally difficult, and we cannot construct a mechanism that is consistent in the worst case. Instead of considering the worst case, we aim to construct a private mechanism whose error rate is adaptive to the easiness of estimation of the minimum. As a measure of easiness, we introduce a parameter $\alpha$ that characterizes the fatness of the minimum-side tail of the user data distribution. As a result, we reveal that the mechanism can achieve $O((\ln^6 N/\epsilon^2 N)^{1/2\alpha})$ error without knowledge of $\alpha$ and the error rate is near-optimal in the sense that any mechanism incurs $\Omega((1/\epsilon^2 N)^{1/2\alpha})$ error. Furthermore, we demonstrate that our mechanism outperforms a naive mechanism by empirical evaluations on synthetic datasets. Also, we conducted experiments on the MovieLens dataset and a purchase history dataset and demonstrate that our algorithm achieves $\tilde{O}((1/N)^{1/2\alpha})$ error adaptively to $\alpha$.

1 Introduction

Statistical analyses with individuals’ data have a significant benefit to our social lives. However, using individuals’ data raises a serious concern about privacy, and privacy preservation is therefore increasingly demanding by social communities. For example, the European Commission (EC) approved a new regulation regarding data protection and privacy, the General Data Protection Regulation (GDPR), which has been in effect since May 2018. With this regulation, any service provider in the world must follow GDPR when providing services to any individuals in the EU.

Motivated by the privacy concern, many researchers developed statistical analysis methods with a guarantee of Differential privacy [Dwork et al., 2006]. The differential privacy prevents privacy leakage in the central model in which a trusted central server\textsuperscript{1} gathers the individuals’ data and then publishes some statistical information about the gathered data to an untrusted analyst. One
limitation of this model is that it requires a trusted central server that processes a differentially private algorithm.

A notion of local differential privacy (LDP) was introduced for preventing privacy leakage to the untrusted central server. Warner [1965] firstly introduced it in the context of surveying individuals. Afterward, Evfimievski et al. [2003] provided a definition of local privacy in a general situation. Many researchers proposed some statistical analysis methods with a guarantee of the local differential privacy. For example, methods for mean and median estimation [Duchi et al., 2013], distribution estimation [Erlingsson et al., 2013, Fanti et al., 2016, Ren et al., 2018], and heavy hitter estimation [Bassily and Smith, 2015] under the LDP guarantee have been investigated so far.

In this paper, we deal with the minimum finding problem under the local differential privacy constraint. In this problem, a number of users hold a real value individually, which can be a sensitive value, and an analyst is interested in the minimum among the values. The minimum finding problem is a primitive but fundamental component for statistical analysis. Even under the privacy constraint, the minimum finding is a necessary first step of statistical analyses.

As we describe later, our mechanism employs binary search to find the interval that contains the minimum. Binary search with local differential privacy has been employed in Gaboardi et al. [2019] for the first time as a component of a mechanism to estimate mean with a confidence interval. Naive application of this mechanism enables minimum finding with local differential privacy, whereas a straightforward application of their utility analysis to minimum finding does not necessarily result in consistent estimation. This is because their utility analysis is specifically derived for their main task, mean estimation with a confidence interval. Further analysis with an additional assumption is needed for deriving a locally private mechanism that can consistently estimate the minimum.

Our contributions are listed as follows:

**Hardness in the worst case** We reveal that the minimum finding problem under the local differential privacy constraint is fundamentally difficult in the worst case. We will prove the fact that there is no locally differentially private mechanism that consistently estimates the minimum under the worst case users’ data distribution.

**LDP mechanism with adaptiveness to α-fatness** Instead of considering the worst case, we construct a locally differentially private mechanism that is adaptive to the easiness of estimation of the minimum, which is determined by the underlying user data distribution. As a measure of easiness, we introduce α-fatness which characterizes the fatness of the minimum-side tail of the user data distribution. Here, a smaller α indicates that the tail is fatter. The minimum finding problem becomes apparently easier when the underlying distribution is fat because we can expect that a greater portion of data is concentrated around the minimum if the distribution is fatter. Hence, we can expect that the decreasing rate of the estimation error becomes smaller as α decreases. The definition of α-fatness is given as follows:

**Definition 1 (α-fatness).** Let $F$ be the cumulative function of the user data distribution supported on $[-1, 1]$. For a positive real α, the distribution of $F$ is α-fat if there exist universal constants $C > 0$ and $\bar{x} \in [-1, 1]$ such that for all $x_{\text{min}} < x < \bar{x}$, $F(x) \geq C(x - x_{\text{min}})^{\alpha}$ where $x_{\text{min}} = \inf\{x \in [-1, 1] : F(x) > 0\}$ is the minimum under $F$.

For example, any truncated distribution, such as the truncated normal distribution, satisfies Definition 1 with $\alpha = 1$. The beta distribution with parameters $\alpha$ and $\beta$ is α-fat. For simplicity, we say $F$ is α-fat if the $F$’s distribution is α-fat.

**Utility analyses** We derive adaptive upper bounds on the mean absolute error of the present mechanism as utility analyses and reveal that these bounds are nearly tight. Under the assumption
that the server knows a lower bound on $\alpha$, we show that the mean absolute error is $O((\ln^2 N/\epsilon^2 N)^{1/2\alpha})$, where $N$ denotes the number of users, and $\epsilon$ is the privacy parameter. If $\alpha$ is unknown to the server, we show that the mean absolute error is $O((\ln^2 N/\epsilon^2 N)^{1/2\alpha})$. Also, we prove that these upper bounds are nearly tight in the sense that any locally differentially private mechanism incurs $\Omega((1/\epsilon^2 N)^{1/2\alpha})$ error under the $\alpha$-fatness assumption. The error rates of our mechanism become slower as $\alpha$ increases; this reflects the intuition about the easiness of estimation mentioned before. Note that this decreasing rate can be achieved even though the algorithm can use only imperfect knowledge on $\alpha$ (e.g., lower bound on $\alpha$) or no information about $\alpha$.

**Empirical evaluation** We conducted some experiments on real and synthetic datasets for evaluating the performance of the proposed mechanism. In the experiment on the synthetic datasets, we firstly confirm the tightness of the theoretical bounds regarding $N$ and $\epsilon$. Furthermore, we demonstrate by the experiment that the present mechanism outperforms a baseline method based on the Laplace mechanism. In the experiment on the real datasets, we evaluate the performance of the proposed mechanism on the MovieLens dataset and a customers’ purchase history dataset. As a result, we present that the proposed mechanism succeeds to achieve $\tilde{O}(1/N^{1/2\alpha})$ rate adaptively to $\alpha$, where the notation $\tilde{O}$ ignores the logarithmic factor.

All the missing proofs can be found in the appendix.

## 2 Preliminaries

We introduce the interactive version of the privacy definition given by Duchi et al. [2013]. Suppose that an individual has a data on a domain $X$. To preserve privacy, the data is converted by a random mechanism $M$ before sending the data to the untrusted server, where the domain of the converted value is denoted as $Z$. In the interactive setting, a mechanism $M$ is a probabilistic mapping from $X \times Z^*$ to $Z$, where $Z^* = \bigcup_{n=1}^{\infty} Z^n$. This means that when the mechanism converts the user’s data, it can utilize the sanitized data that have been already revealed to the server. Privacy of the mechanism $M$ is defined as follows:

**Definition 2** (Local differential privacy [Duchi et al., 2013]). A stochastic mechanism $M$ is $\epsilon$-locally differentially private if for all $x, x' \in X$, all $z \in Z^*$, and all $S \in \sigma(Z)$,

$$\mathbb{P}\{M(x, z) \in S\} \leq e^\epsilon \mathbb{P}\{M(x', z) \in S\},$$

where $\sigma(Z)$ denotes an appropriate $\sigma$-field of $Z$.

The parameter $\epsilon$ determines a level of privacy; that is, smaller $\epsilon$ indicates stronger privacy protection. Roughly speaking, the local differential privacy guarantees that the individual’s data cannot be certainly inferred from the privatized data even if an adversary has unbounded computational resources and any prior knowledge.

As a simple implementation of the locally differentially private mechanism, the randomized response proposed by Warner [1965] is known. This is a mechanism for binary data and outputs binary value. Let $X = Z = \{-1, 1\}$, and let $x$ and $z$ be the individual’s data and privatized data by the randomized response, respectively. Then, the randomized response flips the individual’s data $x$ with probability $\frac{1}{1+e^\epsilon}$, and thus we have $z = x$ with probability $e^\epsilon/1+e^\epsilon$ and $z = -x$ with probability $1/1+e^\epsilon$. This mechanism ensures $\epsilon$-local differential privacy.

**Notations.** We denote the indicator function as $\mathbb{1}_x$ for a predicate $x$. Let $\text{sign}(x) = 1$ if $x \geq 0$, and $\text{sign}(x) = -1$ if $x < 0$. For an event $\mathcal{E}$, we denote its complement as $\mathcal{E}^c$. 

3
3 Problem Setup

Suppose there are two stakeholders; users and aggregator. There are $N$ users. They have real-valued data $x_i \in [-1, 1]$ and want $x_i$ to be private. Let $x^{(1)} \leq x^{(2)} \leq \ldots \leq x^{(N)}$ be ordered data. We investigate two similar settings regarding users’ data generation process.

(Fixed data) The users’ data are fixed by some unknown rule.

(i.i.d. data) The users’ data are drawn i.i.d. from some unknown distribution.

The aggregator in the fixed data setting aims to obtain the minimum among the users’ data, whereas he/she in the i.i.d. data setting aims to obtain the minimum within the support of the underlying users’ data distribution.

The unknown rule or distribution is described by a non-decreasing function $F: [0, 1] \rightarrow [-1, 1]$. In the fixed data setting, the function $F$ determines the empirical cumulative distribution of the users’ data. More precisely, the users’ data are determined such that $F(x^{(i)}) = (i - 1)/(N - 1)$ for all $i = 1, \ldots, N$. In the i.i.d. data setting, $F$ is the cumulative distribution function of the unknown user data distribution. In both settings, the minimum of the users’ data is defined as $x_{\text{min}} = \inf\{x : F(x) > 0\}$.

The utility of the estimation is measured by the absolute mean error between the true and estimated values of the minimum. Let $\tilde{x}$ be the estimated value. Then, the absolute mean error is defined as

$$\text{Err} = \mathbb{E}[|x_{\text{min}} - \tilde{x}|],$$

where the expectation is taken over randomness of the sanitization mechanism and data generation (in the i.i.d. data setting). When the users send information regarding $x_i$ to the aggregator, it must be sanitized in the locally differentially private way. Given the privacy parameter $\epsilon > 0$, our goal is to estimate $x_{\text{min}}$ that minimizes the absolute mean error in Eq (1) under the constraint of the $\epsilon$-local differential privacy.

In later discussions, we use $\tilde{F}(x) = \frac{1}{N} \sum_{i=1}^{N} 1_{x_i \leq x}$. We define the quantile function of $F$ and $\tilde{F}$ as $F^*(\gamma) = \inf\{\tau : F(\tau) \geq \gamma\}$ and $\tilde{F}^*(\gamma) = \inf\{\tau : \tilde{F}(\tau) \geq \gamma\}$, respectively.

4 Algorithm

In this section, we derive an algorithm for the locally private finding minimum problem. Algorithm 1 shows the non-private version of the proposed algorithm. It employs the binary search algorithm to find the interval containing the minimum from $2^L$ distinct intervals obtained by evenly dividing the data domain $[-1, 1]$, where $L$ is some positive integer. More precisely, Algorithm 1 iteratively updates the interval $[\ell_t, r_t]$, where the left-endpoint, midpoint, and right-endpoint of the interval are denoted as $\ell_t$, $\tau_t$, and $r_t$, respectively. In Line 1, Algorithm 1 initializes the first interval $[\ell_1, r_1]$ as the data domain. Then, for each round $t$, the algorithm halves the interval into $[\ell_t, \tau_t]$ and $[\tau_t, r_t]$ and then chooses either of them that contains the minimum $x^{(1)}$ (in Lines 3-10). After $L$ iterations, the interval becomes the desired one. The algorithm outputs the middle of the interval as the estimated value (in Line 11). Because the length of the last interval is $2^{-L+1}$ by construction, the error of the estimated value is up to $2^{-L}$.

To identify which $[\ell_t, \tau_t]$ and $[\tau_t, r_t]$ contains the minimum, Algorithm 1 first asks each user whether or not his/her data is smaller than $\tau_t$ (in Line 4). After that, Algorithm 1 calculates the empirical
cumulative distribution at \( \tau_t, \tilde{F}(\tau_t) \), based on their responses. In Algorithm 1, it is denoted as \( \Phi(z) \) in Line 6. Then, \([\ell_t, \tau_t]\) contains the minimum if \( \tilde{F}(\tau_t) > 0 \), and \([\tau_t, \tau_t]\) does otherwise.

Algorithm 2 shows the privatized version of Algorithm 1. Algorithm 1 accesses the users’ data only through a query that asks whether or not their data is smaller than \( \tau_t \). We sanitize the query by using the randomized response described in Section 2 in Line 4 of Algorithm 2. Since the randomized response introduces a noise into the query’s response, we modify Lines 6 and 7 of Algorithm 1. In Line 6, instead of calculating \( \Phi(z) \), Algorithm 2 calculates the unbiased estimated value of \( \tilde{F}(\tau_t) \), which is denoted as \( \Phi'(z') \). Unbiasedness of the estimated value can be confirmed by an elementary calculation. In Line 7, because \( \Phi'(z') \) involves error due to sanitization, we introduce a threshold \( \gamma \) instead of 0.

In Algorithm 2, there are two free parameters; \( L \) and \( \gamma \). We investigate an appropriate choice of \( L \) and \( \gamma \) by analyzing the absolute mean error of this algorithm. The results of the analyses are demonstrated in the next section. We remark that due to the binary search strategy in our proposed method, one can easily see that our proposed method can be easily adapted to maximum finding.

5 Analyses

Hardness in the worst case. We first show that the private finding minimum problem is fundamentally difficult. Indeed, we cannot construct a locally differentially private algorithm that consistently estimates the minimum in the worst case users’ data:

**Theorem 1.** Suppose \( \epsilon \) is fixed. In the both setting, for any \( \epsilon \)-locally differentially private mechanism, there exists \( F \) such that \( \text{Err} = \Omega(1) \) with respect to \( N \).
From the theorem, we can see that the finding minimum problem cannot be solved with a reasonable utility. In Theorem 1, we consider a situation where the minimum point is isolated to all the other points; that is, \( x_1 = -1 \) and \( x_i = 1 \) for \( i = 2, ..., N \). The worst case distribution is not \( \alpha \)-fat for any finite \( \alpha \).

**Adaptive upper bounds and privacy of Algorithm 2.** Next, assuming \( \alpha \)-fatness of the user’s distribution, we reveal the privacy guarantee and the dependency of the error on \( \epsilon \) and \( N \) regarding Algorithm 2.

**Theorem 2.** For any choice of \( \epsilon, L, \) and \( \gamma \), Algorithm 2 is \( \epsilon \)-locally differentially private. Moreover, for some \( \alpha > 0 \), suppose \( F \) is \( \alpha \)-fat. For a sequence \( h_N \), let \( \gamma = \sqrt{4e^{\gamma/L} (1 + e^{\gamma/L})} h_N / (e^{\gamma/L} - 1)^2 N \). Then, in both of the fixed and i.i.d. data settings, if \( L^2 h_N / \epsilon^2 N = o(1) \), Algorithm 2 incurs an error as

\[
\text{Err} = O \left( \left( \frac{L^2 h_N / \epsilon^2 N}{\epsilon} \right)^{1/2} + e^{-h_N} + 2^{-L} \right).
\]

In Theorem 2, there are two free parameters, \( h_N \) and \( L \), which should be selected by the aggregator. We obtain \( O((L^2 h_N / \epsilon^2 N)^{1/2}) \) error rate by choosing \( h_N \) and \( L \) so that the second and third terms in Theorem 2 are smaller than the first term.

Let us consider the case where the aggregator has a prior knowledge regarding a lower bound on \( \alpha \). In this case, an appropriate choice of \( h_N \) and \( L \) is shown in the following corollary.

**Corollary 1.** For some \( \alpha > 0 \), suppose \( F \) is \( \alpha \)-fat. Let \( h_N = \ln(N)/2\alpha \) and \( L = \Theta(\log_2 N) \) such that \( L \geq \log_2(N)/2\alpha \). Then, Algorithm 2 incurs an error as

\[
\text{Err} = O \left( \left( \frac{\ln^2(N)/\epsilon^2 N}{\epsilon} \right)^{1/2} \right).
\]

The next corollary is useful if the aggregator does not have any prior information about \( \alpha \). In this case, the decreasing rate of the error is slightly worse than Corollary 1.

**Corollary 2.** For some \( \alpha > 0 \), suppose \( F \) is \( \alpha \)-fat. Let \( h_N = \Theta(\log^2(N)) \) and \( L = \Theta(\log^2(N)) \). Then, Algorithm 2 incurs an error as

\[
\text{Err} = O \left( \left( \frac{\ln^2(N)/\epsilon^2 N}{\epsilon} \right)^{1/2} \right).
\]

As well as the intuition, the decreasing rate becomes faster as \( \alpha \) decreases in both settings.

**Lowerbound for the locally private minimum finding.** For confirming tightness of Corollaries 1 and 2, we derive a minimax lower bound for the locally private minimum finding.

**Theorem 3.** Fix \( \epsilon \in [0, 22/35] \), \( \alpha \), and \( C \). In the i.i.d. data setting, for any \( \epsilon \)-locally differentially private mechanism, there exists \( F \) satisfies Definition 1 with \( \alpha \) and \( C \) such that for an increasing sequence of \( N \) and a decreasing sequence of \( \epsilon \),

\[
\text{Err} = \Omega \left( \left( \frac{1}{\epsilon^2 N} \right)^{1/2} \right).
\]

As proved in Theorem 3, any locally private mechanism incurs \( \Omega((1/\epsilon^2 N)^{1/2}) \) error which matches the upper bounds shown in Corollaries 1 and 2 up to log factors. Note that we derive the lower bound in Theorem 3 in a situation where the aggregator knows the fatness parameter \( \alpha \). If the aggregator does not know \( \alpha \), the minimax error might be greater than the one shown in Theorem 3.
6 Experiment

Here, we present experimental results on synthetic, the MovieLens, and a purchase history datasets to show the accuracy advantage of our proposed method and confirm the correctness of the our theoretical analysis.

6.1 Synthetic Data

We investigated the error between the real and estimated minimum with synthetic data. The data were generated from a cumulative distribution $F$ according to either of the fixed or i.i.d. data setting. We used the beta distribution to construct $F$. More precisely, let $[x_{\min}, x_{\min} + \Delta]$ be the support of the data, and let $X$ be a random variable that follows the beta distribution with parameter $\alpha$ and $\beta$. Then, $F$ is the cumulative distribution of $x_{\min} + \Delta X$. $\Delta$, $\alpha$, and $\beta$ are varied as combination of $\Delta \in \{0.3, 0.6, 0.9\}$, $\alpha \in \{0.5, 0.9, 1, 2, 4\}$, and $\beta \in \{1, 2\}$. For stabilizing an error caused by discretization, we report the worst case mean absolute error among $x_{\min} \in \{0 \times (2 - \Delta) - 1, 0.2 \times (2 - \Delta) - 1, \ldots, 1 \times (2 - \Delta) - 1\}$. The mean absolute errors were calculated from average of 1000 runs. We also report the 0.05 and 0.95 quantiles of the errors.

We evaluated two different choices of $L$ and $h_N$ corresponding to Corollaries 1 and 2:
The comparison between our method and the baseline method is shown in Figure 2. We can see from
\[ L = \left\lfloor \log_2(N)/2 \right\rfloor \text{ and } h_N = \ln(N)/2, \]
(\textbf{Unknown } \alpha) \quad \text{and } h_N = \ln^2(N)/2 \ln(1000).

The lower \( \alpha \) case is a suitable parameter choice when the aggregator knows \( \alpha \geq 1 \), whereas the unknown \( \alpha \) case is a suitable parameter choice when the aggregator has no information about \( \alpha \).

Here, we only show partial results in the fixed data setting such that \( \alpha = 1, \beta = 1, \) and \( \Delta = 0.3 \).

Note that the beta distribution with \( \alpha = \beta = 1 \) is in fact the uniform distribution. More experiment results on different configurations can be found in the supplementary material.

\textbf{Error v.s. } \( N \) We first demonstrate that Corollaries 1 and 2 are tight with respect to both \( N \). To this end, we evaluated the error of our mechanism corresponding to \( N \in \{2^{10}, 2^{11}, \ldots, 2^{20}\} \).

The left and middle figures in Figure 1 show the errors of our proposed mechanism with varied \( N \) and \( \epsilon \in \{1, 4\} \). We choose \( L \) and \( h_N \) according to \textbf{Lower } \( \alpha \) in the left and \textbf{Unknown } \( \alpha \) in the middle, respectively. The blue lines denote the theoretical guidelines from Corollaries 1 and 2. We can see from Figure 1 that the slopes of the errors are almost the same as the slope of the theoretical guideline regardless of choice of \( \epsilon \) in both \textbf{Lower } \( \alpha \) and \textbf{Unknown } \( \alpha \). This indicates that the decreasing rates with respect to \( N \) shown in Corollaries 1 and 2 are tight.

\textbf{Error v.s. } \( \epsilon \) Next, we show tightness of Corollaries 1 and 2 regarding \( \epsilon \). To this end, we evaluated the error of our mechanism corresponding to \( \epsilon \in \{2^{-3}, 2^{-2}, \ldots, 2^{0}\} \).

The right figure in Figure 1 shows the errors of our proposed mechanism with varying \( \epsilon \) and \( N = 2^{15}, 2^{20} \). The yellow line represents the theoretical guideline from Corollaries 1 and 2. If \( \epsilon \) is not large, slopes of the error are almost the same as the slope of the theoretical guideline, where the error is saturated up to 2 for small \( \epsilon \) since the data are supported on \([-1, 1]\). We therefore can conclude that the rates in Corollaries 1 and 2 with respect to \( \epsilon \) are tight in the range of small \( \epsilon \). Looseness in large \( \epsilon \) comes from Theorem 2. When deriving Theorem 2, we use a bound \( (e^{\epsilon/2} (1+e^{-\epsilon/2})/(e^{\epsilon/2} - 1)^2)^{\frac{1}{\alpha}} \leq (2L^2/\epsilon)^{\frac{1}{2}} \), which is valid only if \( \epsilon \) is sufficiently small. The experimental results reflect this behavior.

In both experiments of error v.s. \( N \) and \( \epsilon \), the rate looks faster than the theoretical guideline when both \( N \) and \( \epsilon \) is small. This is acceptable because the big-O notation in Theorem 2 indicates that the rate is satisfied only if \( L^2 h_N/\epsilon^2 N \) is sufficiently small.

\textbf{Comparison with Naive Mechanism} We also carried out empirical comparison between our proposed method and a baseline solution. Since there is no existing locally private method for finding the minimum, we consider the straightforward Laplace method as a baseline. In particular, each user with \( x_i \) reports \( \hat{x}_i = x_i + \delta_i \) with \( \delta_i \sim \mathcal{L}(0, 2/\epsilon) \), where \( \mathcal{L}(\mu, b) \) is the Laplace distribution with mean \( \mu \) and scale parameter \( b \). The server simply considers the min, \( \hat{x} \), as the estimated minimum. In this experiment, we use \( N \in \{2^{10}, 2^{11}, \ldots, 2^{20}\} \) and \( \epsilon \in \{1, 4\} \).

The comparison between our method and the baseline method is shown in Figure 2. We can see from Figure 2 that the baseline mechanism suffers from an error larger than 1 for all \( N \). Since the data are supported on \([-1, 1]\), the baseline mechanism fails in reasonable estimation. On the other hand, our proposed mechanism achieves significantly smaller error than the baseline method and successes to decrease its error as \( N \) increases.
6.2 MovieLens Data

We conducted experiments on the MovieLens dataset\(^2\). We used the full dataset consisting of 27,753,444 ratings for 53,889 movies obtained by 283,228 users. We carried out the following tasks. (Task1) the server estimates the minimum and maximum of the users’ average rating. The domain of the rating is \([0, 5]\). (Task2) the server estimates the minimum and maximum numbers of the rated movies per user. We can naturally assume that no user exists that evaluate all the movies. We here assumed that the number of the movies rated by a single user was within \([0, 53,889/2]\). We evaluated the error of our mechanism with varying \(N \in \{2^{14}, ..., 2^{18}\}\) by subsampling the dataset, where we use \(\epsilon \in \{1, 4\}\). Since \(\alpha\), the fatness, of the distributions is unknown, we used the Unknown \(\alpha\) parameter setting shown in Section 6.1. The reported value is an average of 1000 runs. We also report the 0.05 and 0.95 quantiles of the errors.

**Results** The histograms of the dataset for each task are depicted in Figure 3. As shown in Figure 3, the left-side tail of the average review distribution is longer than the right-side tail. Regarding the distribution of the number of reviews per user, the right-side tail is extremely long compared to the left-side tail. We, therefore, can expect that in Task 1, \(\alpha\) of the left-side tail is larger than that of the right-side tail, and in Task 2, \(\alpha\) of the right-side tail is extremely larger than that of the right-side tail.

Figure 4 shows the experimental results. We can see from Figure 4 that the decreasing rates of the estimation error are changed adaptively to \(\alpha\), and the obtained \(\alpha\) shown in the subcaptions corresponds to the fatness of the tail.

6.3 Purchase History Dataset

We also conducted experiments on a purchase history dataset collected in the shopping service provided by Yahoo Japan Corporation. This dataset consists of user attribute information, such as gender and birthday. Also, the dataset contains histories of purchase orders of users in Dec. 2015.

\(^2\)Available at [https://grouplens.org/datasets/movielens/latest/](https://grouplens.org/datasets/movielens/latest/)
Each order consists of a multiset of items purchased. We carried out the following tasks with this dataset:

- **Task1**: The server estimates the minimum age of users whose total amount of purchase on this month was in some range. The ranges are varied as \([¥0, ¥10,000], [¥10,000, ¥20,000], [¥20,000, ¥30,000], [¥30,000, ¥40,000], [¥40,000, ¥50,000], \) and \([¥50,000, ¥60,000]\).

- **Task2**: The server estimates the minimum age of the users who purchased items in a specific product category. Here, the age is rescaled from \([0, 150]\) to \([-1, 1]\). The items are categorized into 23 types of products (e.g., fashion, food, sports), whereas only 19 categories were used so that the number of users who purchased an item in a category is larger than \(2^{15}\). We evaluated the error of our mechanism with varying \(N \in \{2^{11}, ..., 2^{15}\}\) by subsampling the dataset, where we use \(\epsilon \in \{1, 4\}\). Since alpha, the fatness, of the distributions are unknown, we used the **Unknown** \(\alpha\) parameter setting shown in Section 6.1. The reported value is an average of 1000 runs. We also report the 0.05 and 0.95 quantiles of the errors.
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Figure 5: Err v.s. \( N \) on the purchase history dataset. The dotted line represents a function \( N \rightarrow C \log^B N/N^A \) where \( A \) and \( B \) are obtained by the least square method. We show the concrete value of \( \alpha = 1/2A \) in the subcaptions.

Results) Figure 5 shows the experimental results with the real datasets. The figure only consists of the results for Task 1 with the ranges \([¥0, ¥10,000]\) (left) and \([¥40,000, ¥50,000]\) (right), Task 2 with the categories music-software (left) and baby-kids-maternity (right). The results with the other settings can be found in the appendix.

We can see from Figure 5 that for these task, the estimation error of our proposed mechanism decreases as \( N \) increases. Thus, we can expect that our mechanism can be consistently estimate the minimum in the real data. Furthermore, the decreasing rates of the estimation error are changed adaptively to the ranges (in Task 1) and categories (in Task 2).

7 Related Work

LDP gains the first real-world application in Google Chrome’s extension, RAPPOR [Erlingsson et al., 2013] and thereafter also finds applications on the other problems such as distribution estimation [Erlingsson et al., 2013, Fanti et al., 2016, Ren et al., 2018] and heavy hitter estimation [Bassily
and Smith, 2015] for categorical-valued data. Different from existing works, our proposed method addresses finding the minimum over numeric-valued data. Simply bucketizing numeric-valued data as categorical data introduces the estimation error. Thus, to handle numeric-valued data, more elaborate protocol design and analysis are needed. There are also local differential privacy methods for numeric-valued problems. For example, Ding et al. [2017], Duchi et al. [2013], and Nguyen et al. [2016] estimate the mean of numeric-valued data under LDP. Ding et al. [2018] studied hypothesis testing to compare population means while preserving privacy. Kairouz et al. [2016] studied the optimal trade-off between privacy and utility. However, these techniques deal with fundamentally different problems from ours and cannot be extended to the minimum finding problem easily.

Essentially, our proposed method adopts binary search-based strategy, together with randomized response, to find the minimum. Cyphers and Veeramachaneni [2017] developed AnonML to estimate the median over real-valued data under LDP. This method shares the same spirit with ours, i.e., binary search-based strategy with randomized response. However, the estimation error of their mechanism was not analyzed, for which we cannot set the number of rounds for binary search reasonably.

Gaboardi et al. [2019] dealt with a problem of estimating a mean with a confidence bound from a set of i.i.d. Gaussian samples. When calculating the confidence bound, they utilize a locally private quantile estimation mechanism that is almost the same as the one we propose. An utility analysis of the quantile estimation mechanism was also provided by them; however, their analysis does not necessarily guarantee a small estimation error. This is because that their analysis employs two utility criteria and provides the sample complexity to achieve that either of them is small. More precisely, their utility criteria for $p$-quantile estimation are $|\hat{x} - F^*(p)|$ and $|F(\hat{x}) - p|$, where $\hat{x}$ denotes the estimated value. Their utility analysis provides the sample complexity to achieve either of $|\hat{x} - F^*(p)| \leq \tau$ or $|F(\hat{x}) - p| \leq \lambda$. Noting that the former criterion is the absolute error of the $p$-quantile estimation, we can see that their analysis does not guarantee small error of $p$-quantile estimation if $|F(\hat{x}) - p|$ is small.

Our minimum finding mechanism (which can be easily adapted to maximum finding) can be employed as a preprocessing for various types of locally differentially private data analysis. For example, we can use our method for locally differentially private itemset mining [Qin et al., 2016, Wang et al., 2018] over set-valued data. The crucial assumption employed for these methods is that the server knows the maximum number of data items owned by users. The maximum number can be estimated by our mechanism in a local differential privacy manner.

8 Conclusion

In this study, we propose a method for finding the minimum of individuals’ data values under local differential privacy. We reveal that the absolute error of the proposed mechanism is $O((\ln N/\epsilon N)^{1/2\alpha})$ under the $\alpha$-fatness assumption and it is optimal up to log factors. The mechanism is adaptive to $\alpha$; that is, it can obtain that rate without knowing $\alpha$.
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A Examples of $\alpha$-Fat Distributions

For giving a better understanding of $\alpha$-fatness, we introduce some concrete values of $\alpha$, $C$, and $\bar{x}$ for some $F$.

**Example 1** (Beta distribution). Let $X$ be a random variable following the beta distribution with parameters $\alpha$ and $\beta$. Suppose $F$ is the cumulative distribution of $x_{\text{min}} + (x_{\text{max}} - x_{\text{min}})X$. Then, Definition 1 is satisfied with the same $\alpha$, and with $C = \max\{1, (\alpha B(\alpha, \beta))^{-1}\}/(x_{\text{max}} - x_{\text{min}})^{\alpha}$ and $\bar{x} = x_{\text{max}}$, where $B(\alpha, \beta)$ denotes the beta function.

**Example 2** (Truncated (normal) distributions). Suppose $F$ is the cumulative distribution of the truncated normal distribution supported on $[x_{\text{min}}, x_{\text{max}}]$ with parameters $\mu \in [-1, 1]$ and $\sigma^2 > 0$. Then, Definition 1 is satisfied with $\alpha = 1$ and $C = \min\{\phi((x_{\text{min}} - \mu)/\sigma), \phi((x_{\text{max}} - \mu)/\sigma)\}/\sigma \Phi((x_{\text{max}} - \mu)/\sigma) - \Phi((x_{\text{min}} - \mu)/\sigma)$, where $\phi(x)$ and $\Phi(x)$ denote a density function and cumulative function of the standard normal distribution, respectively. More generally, any truncated distribution satisfies Definition 1 with $\alpha = 1$. 

Figure 6: The density function of the beta distribution with $\alpha \in \{0.5, 1, 1.5, 2, 4, 6, 10, 14\}$ and $\beta = 3$. 
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Figure 6 shows the probability density function of the beta distribution with different parameter settings. In Figure 6, we set $\beta = 3$, and $\alpha$ are varied as shown in the legend. We can see from Figure 6 that density around the minimum becomes larger as $\alpha$ decreases.

## B Analyses of Algorithm 2

### B.1 Utility Analysis

Here, we will prove the following two theorems corresponding to the fixed and i.i.d. data settings.

**Theorem 4.** Suppose $F$ is $\alpha$-fat, and $\gamma$ satisfies $2\gamma < C(\bar{x} - x_{\min})^{\alpha}$.

In the fixed data setting, for any $N$, we have

$$\text{Err} \leq 2\left(\frac{2\gamma}{C}\right)^{\frac{1}{\alpha}} + \exp\left(-\frac{(e^{\epsilon/L} - 1)^{2}\gamma^2N}{4(e^{\epsilon/L} + 1)e^{\epsilon/L}}\right) + 2^{-L}.$$  

**Theorem 5.** Suppose $F$ is $\alpha$-fat, and $\gamma$ satisfies $2\gamma < C(\bar{x} - x_{\min})^{\alpha}$.

In the i.i.d. data setting, for any $N$, we have

$$\text{Err} \leq 2\left(\frac{1}{C}\right)^{\frac{1}{\alpha}}\left(\frac{[2\gamma N]^{\frac{1}{\alpha}}}{(N + 1)^{\frac{1}{\alpha}}}\right) + \exp\left(-\frac{(e^{\epsilon/L} - 1)^{2}\gamma^2N}{4(e^{\epsilon/L} + 1)e^{\epsilon/L}}\right) + 2^{-L},$$

where $(x)^{\alpha}$ denotes the rising factorial. That is, letting $\Gamma$ be the gamma function, $(x)^{\alpha} = \Gamma(x + \alpha)/\Gamma(x)$.

We obtain Theorem 2 by substituting the specified $\gamma$. Note that the first term in Theorem 5 matches the first term in Theorem 2 because if $\gamma = \omega(1/N)$, we have

$$\lim_{N \to \infty} \left(\frac{[2\gamma N]^{\frac{1}{\alpha}}}{(N + 1)^{\frac{1}{\alpha}}}\right) \left(\frac{N + 1}{2\gamma N}\right)^{\frac{1}{\alpha}} = 1.$$  

Here, we give the proof sketch of Theorems 4 and 5. Algorithm 2 can be seen as an algorithm that estimates $\gamma$-quantile of the users’ data because the algorithm finds $x \in [-1, 1]$ such that $\tilde{F}(x) = \gamma$. Hence, the mean absolute error of Algorithm 2 can be decomposed as

$$\text{Err} \leq E\left|\tilde{F}^*(\gamma) - x_{\min}\right| + E\left|\bar{x} - \tilde{F}^*(\gamma)\right|. \quad (2)$$

The first term in Eq (2) denotes the error between the minimum and $\gamma$-quantile, and the second term denotes the estimation error of the $\gamma$-quantile.

To analyze the second term in Eq (2), we define events of mistake. For each round $t$, define an event

$$M_t = \left\{\tau_t < \tilde{F}^*(\gamma) \implies \Phi(z) \geq \gamma, \tau_t > \tilde{F}^*(\gamma) \implies \Phi(z) < \gamma\right\}.$$  

Then, $M_t$ represents an event that, at round $t$, the algorithm chooses an interval that is far from the $\gamma$-quantile, and hence we say the algorithm mistakes at round $t$ if $M_t$ occurs. Then, we obtain the following lemma regarding the estimation error of the $\gamma$-quantile:
Lemma 1. Let $\tau$ be determined by Algorithm 2. Then, for any random variable $\delta > 0$ that can depend on $x_1, \ldots, x_N$, we have

$$E \left[ \left| \tilde{x} - \tilde{F}^*(\gamma) \right| \right] = \delta + E \left[ \max_{t=1,\ldots,L} \mathbb{P} \{|M_t| \leq |\tilde{F}^*(\gamma) - \tau_t| \geq \delta\} \right] + 2^{-L}.$$ 

The concentration inequality gives a bound on the second term in Lemma 1.

Lemma 2. Let $z = (z_1, \ldots, z_N)$ be the sanitized version of $(\text{sign}(\tau - x_1), \ldots, \text{sign}(\tau - x_N))$ using the randomized response with the privacy parameter $\epsilon$. If $\gamma > \tilde{F}(\tau)$,

$$\mathbb{P} \{ \Phi(z) > \gamma \} \leq \exp \left( -\frac{(e^\epsilon - 1)^2(\tilde{F}(\tau) - \gamma)^2N}{4(e^\epsilon + 1)e^\epsilon} \right).$$

Moreover, if $\gamma < \tilde{F}(\tau)$,

$$\mathbb{P} \{ \Phi(z) < \gamma \} \leq \exp \left( -\frac{(e^\epsilon - 1)^2(\tilde{F}(\tau) - \gamma)^2N}{4(e^\epsilon + 1)e^\epsilon} \right).$$

Choose $\delta$ such that $\tilde{F}^*(2\gamma) - \tilde{F}^*(\gamma) \geq \delta$ or $\tilde{F}^*(\gamma) - \tilde{F}^*(0) \geq \delta$. Then, for any $t$, $|\tilde{F}(\tau_t) - \gamma| \geq \gamma$. Thus, we obtain a bound on the second term in Lemma 1 from Lemma 2. We can prove Theorems 4 and 5 by deriving bounds on the first term in Eq (2) and the first term in Lemma 1, where bounds on these terms can be obtained from Definition 1.

B.2 Privacy Analysis

Privacy of Algorithm 2 can be proved easily with application of the sequential composition theorem. We confirm that Algorithm 2 ensures $\epsilon$-local differential privacy.

Theorem 6. Algorithm 2 is $\epsilon$-locally differentially private.

Proof. Algorithm 2 uses the randomized response $L$ times with privacy parameter $\epsilon/L$. By the sequential composition theorem of the local differential privacy, the total privacy loss is at most $\epsilon$. 

Note that Algorithm 2 is $\epsilon$-locally differentially private for any choice of $L$ and $\gamma$.

C Proofs

C.1 Proof for Hardness

We introduce the definition of the differential privacy for proving Theorem 1. The differential privacy is weaker than the local differential privacy in the sense that any analysis using data satisfying the local differential privacy ensures the differential privacy. Thus, if the minimum finding problem is difficult under the differential privacy, the problem is also difficult under the local differential privacy. The formal definition of the differential privacy is given as follows:
Definition 3 (Differential privacy [Dwork et al., 2006]). A stochastic mechanism $\mathcal{M}$ mapping from $X^N$ to $Z$ is $\epsilon$-differentially private if for all $X, X' \in X^N$ differing at most one record, and all $S \in \sigma(Z)$,

$$\mathbb{P}\{\mathcal{M}(X) \in S\} \leq e^\epsilon \mathbb{P}\{\mathcal{M}(X') \in S\},$$

where $\sigma(Z)$ denotes an appropriate $\sigma$-field of $Z$.

Then, we prove Theorem 1.

Proof of Theorem 1. Fixed data case. Let $F_0$ be a cumulative distribution such that $F_0(x) = 0$ for $x \in [-1, 1)$. Let $F_1$ be another cumulative distribution such that $F_1(x) > 0$ for any $x \in (-1, 1]$. Let $X_0$ and $X_1$ be the users’ data generated from $F_0$ and $F_1$, respectively. Then, $X_0$ and $X_1$ have different minimum, whereas the other records are equivalent.

Let $M$ be a $\epsilon$-differentially private mechanism. Then, its mean absolute errors for $X_0$ and $X_1$ are obtained as

$$\mathbb{E}[|M(X_0) - x_{\min}|] = \mathbb{E}[|M(X_0) - 1|]$$
$$\mathbb{E}[|M(X_1) - x_{\min}|] = \mathbb{E}[|M(X_1) + 1|].$$

Assume

$$\mathbb{E}[|M(X_0) - 1|] = o(1).$$

Then, by the Markov inequality, we have

$$\mathbb{E}[|M(X_0) - 1|] \geq \mathbb{P}\{|M(X_0) - 1| > 1\} = o(1).$$

Because of the differential privacy assumption, we have

$$\mathbb{P}\{|M(X_0) - 1| > 1\} \geq e^{-\epsilon}\mathbb{P}\{|M(X_1) - 1| > 1\} = o(1).$$

We obtain a lower bound on the error for $X_1$ as

$$\mathbb{E}[|M(X_1) + 1|] \geq \mathbb{P}\{|M(X_1) + 1| > 1\} = 1 - \mathbb{P}\{|M(X_1) - 1| > 1\} = 1 - o(1).$$

This discussion is true even if we exchange $X_0$ and $X_1$. Thus, we obtain the claim.

i.i.d. data case. Let $F_0$ be the same cumulative distribution above. Let $F_1$ be a cumulative distribution such that $F_1(x) = \delta$ for any $x \in (-1, 1)$. Note that the distributions of $F_0$ and $F_1$ are supported only on $\{-1, 1\}$ such that $\mathbb{P}\{X = -1\} = 0$ under $F_0$ and $\mathbb{P}\{X = -1\} = \delta$ under $F_1$. In the similar manner in the fixed data case, assume

$$o(1) = \mathbb{E}[|M(X_1) + 1|] \geq \mathbb{P}\{|M(X_1) + 1| > 1\},$$

where the inequality is obtained by the Markov inequality. Since under $F_0$, all the users’ data are 1, the number of the different records between $X_0$ and $X_1$ follows the binomial distribution with
a parameter $N$ and $\delta$. Let $H(X_0, X_1)$ be the number of the different records between $X_0$ and $X_1$. Then, from the differential privacy assumption, we have

$$
P\{|M(X_1) + 1| > 1\} \geq \mathbb{E}\left[e^{-\epsilon H(X_0, X_1)} P\{|M(X_0) + 1| > 1\}\right]
$$

$$
= \mathbb{E}\left[e^{-\epsilon H(X_0, X_1)}\right] P\{|M(X_0) + 1| > 1\}
$$

$$
\geq (1 - \delta)^N P\{|M(X_0) + 1| > 1\}.
$$

For $\delta = o(1/N)$, we have

$$
P\{|M(X_1) + 1| > 1\} \geq (1 - o(1)) P\{|M(X_0) + 1| > 1\}.
$$

In the same manner of the fixed data case, we get the claim. \qed

### C.2 Proof for Upper Bounds

**Proof of Lemma 1.** Let $t_1 < t_2 < ... < t_M$ be the rounds that the algorithm mistakes. By the definition of $M_t$, we have

$$
\tilde{F}^*(\gamma) \leq \tau_{t_1} \leq \tau_{t_2} \leq ... \leq \tau_{t_M},
$$

or

$$
\tilde{F}^*(\gamma) \geq \tau_{t_1} \geq \tau_{t_2} \geq ... \geq \tau_{t_M},
$$

Since the algorithm does not mistake after $t_M$ round, we have $|t_M - \bar{x}| \leq 2^{-L}$. Let $t_\delta$ be the maximum round $t$ such that $|\tilde{F}^*(\gamma) - \tau_t| \leq \delta$. We remark that $t_\delta$ is the random variable over $[L]$. Then, we have

$$
\mathbb{E}\left[|\bar{x} - \tilde{F}^*(\gamma)|\right] = \mathbb{E}\left[|\tilde{F}^*(\gamma) - \tau_{t_\delta}|\right] + \mathbb{E}[|\tau_{t_\delta} - \tau_{t_M}|] + 2^{-L}.
$$

Since the difference between $\tau_t$ and $\tau_{t+1}$ is $2^{-t}$, we have

$$
|\tau_{t_\delta} - \tau_{t_M}| \leq \sum_{t=t_\delta+1}^{L} \mathbb{I}_{M_t} 2^{-t} \leq \sum_{t=1}^{L} \mathbb{I}_{M_t} |\tilde{F}^*(\gamma) - \tau_t| > \delta 2^{-L}.
$$

Hence,

$$
\mathbb{E}[|\tau_{t_M} - \tau_{t_M}|] \leq \mathbb{E}\left[\sum_{t=1}^{L} \mathbb{P}\{M_t\} \mathbb{I}_{|\tilde{F}^*(\gamma) - \tau_t| > \delta 2^{-t}\}\right]
$$

$$
\leq \mathbb{E}\left[\max_{t=1, ..., L} \mathbb{P}\{M_t\} \mathbb{I}_{|\tilde{F}^*(\gamma) - \tau_t| > \delta \sum_{t=1}^{L} 2^{-t}}\right]
$$

$$
\leq \mathbb{E}\left[\max_{t=1, ..., L} \mathbb{P}\{M_t\} \mathbb{I}_{|\tilde{F}^*(\gamma) - \tau_t| > \delta}\right].
$$

\qed
Proof of Theorem 4. From Eq (2) and Lemmas 1 and 2, with an appropriate \( \delta \), we have

\[
\text{Err} \leq \mathbb{E} \left[ \left\| \tilde{F}^*(\gamma) - \tilde{F}^*(0) \right\|_1 \right] + \mathbb{E} \left[ \left\| \tilde{F}^*(\gamma) - \tilde{F}^*(2\gamma) \right\|_1 \right] + \exp \left( -\frac{(e^\epsilon/L - 1)^2 2^2 N}{4(e^\epsilon/L + 1)e^\epsilon/L} \right) + 2^{-L},
\]

(3)
where we use the fact that \( \tilde{F}^* \) is non-decreasing. The sum of the first two terms is bounded above by

\[
2\mathbb{E} \left[ \left\| \tilde{F}^*(2\gamma) - x_{(1)} \right\|_1 \right].
\]

(4)

If \( 2\gamma < C_1(C_2 - x_{(1)})^\alpha \), we have \( \tilde{F}^*(2\gamma) \in (x_{(1)}, C_2) \). Hence, under \( \alpha \)-fatness, we have \( \left| \tilde{F}^*(2\gamma) - x_{(1)} \right| \leq \left( \frac{2\gamma}{C_2} \right)^{1/\alpha}. \) Substituting this into Eq (3) yields the desired result.

Proof of Theorem 5. The proof follows the same manner of that of Theorem 4 except a bound on Eq (4). Let \( U_{(1)}, \ldots, U_{(N)} \) be the order statistics of the uniform distribution on \([0, 1]\). Then, we have

\[
x_{(k)} = F^*(U_{(k)}).
\]

Hence,

\[
\mathbb{E} \left[ \left\| \tilde{F}^*(2\gamma) - x_{\text{min}} \right\|_1 \right] \\
= \mathbb{E} \left[ \left\| F^*(U_{(2\gamma N)}) - F^*(0) \right\|_1 \right] \\
\leq \frac{1}{C_1^{1/\alpha}} \mathbb{E} \left[ U_{(2\gamma N)}^{1/\alpha} \right].
\]

Since \( U_{(k)} \) follows the beta distribution with parameters \( k \) and \( N - k + 1 \), we have

\[
\mathbb{E} \left[ U_{(k)}^{1/\alpha} \right] = \frac{B(k + \frac{1}{\alpha}, N - k + 1)}{B(k, N - k + 1)} \\
= \frac{\Gamma(k + \frac{1}{\alpha})\Gamma(N + 1)}{\Gamma(N + 1 + \frac{1}{\alpha})\Gamma(k)} = \left( \frac{k}{N + 1} \right)^{1/\alpha}.
\]

Proof of Lemma 2. We use the concentration inequality from [Boucheron et al., 2003]. Let \( Z = f(z_1, \ldots, z_N) = \sum_{i=1}^{N} z_i \). Let \( Z^{(i)} = f(z_1, \ldots, z_{i-1}, z_i', z_{i+1}, \ldots, z_N) \), where \( z_i' \) be the independent copy of \( z_i \). Define

\[
V_+ = \mathbb{E} \left[ \sum_{i=1}^{N} (Z - Z^{(i)})^2 \mathbb{1}_{Z > Z^{(i)}} \right] \\
= \frac{4(e^\epsilon + 1)^2}{(e^\epsilon - 1)^2} \sum_{i=1}^{N} \mathbb{P} \{ z_i' = -1 \} \mathbb{1}_{z_{i} = 1}.
\]
Moreover, we have

\[ V_- = E \left[ \sum_{i=1}^{N} (Z - Z^{(i)})^2 \mathbb{1}_{Z < Z^{(i)}} | z_1, ..., z_N \right] \]

\[ = 4 \left( e^\epsilon + 1 \right)^2 \sum_{i=1}^{N} \mathbb{P}\{z_i' = 1\} \mathbb{1}_{z_i = -1}. \]

From Theorem 2 in [Boucheron et al., 2003], for \( \theta > 0 \) and \( \lambda \in (0, 1/\theta) \), we have

\[ \ln E\left[ e^{\lambda (Z - E[Z])} \right] \leq \frac{\lambda \theta}{1 - \lambda \theta} \ln E\left[ e^{\lambda V} \right], \]

and

\[ \ln E\left[ e^{-\lambda (Z - E[Z])} \right] \leq \frac{\lambda \theta}{1 - \lambda \theta} \ln E\left[ e^{-\lambda V} \right]. \]

By definition, we have

\[ \frac{\lambda \theta}{1 - \lambda \theta} \ln E\left[ e^{\lambda V} \right] \]

\[ = \frac{\lambda \theta}{1 - \lambda \theta} \sum_{i=1}^{N} \ln \left( \mathbb{P}\{z_i = 1\} e^{\epsilon} \mathbb{P}\{z_i = -1\} \right) \]

\[ = 4 \lambda^2 \frac{(e^\epsilon + 1)^2}{(e^\epsilon - 1)^2} \sum_{i=1}^{N} P\{z_i = -1\} \]

\[ + \frac{\lambda \theta}{1 - \lambda \theta} \sum_{i=1}^{N} \ln \mathbb{P}\{z_i = 1\}. \]

As \( \theta \to 0 \), we obtain

\[ \lim_{\theta \to 0} \frac{\lambda \theta}{1 - \lambda \theta} \ln E\left[ e^{\lambda V} \right] \]

\[ = 4 \lambda^2 \frac{(e^\epsilon + 1)^2}{(e^\epsilon - 1)^2} \sum_{i=1}^{N} P\{z_i = -1\} \]

\[ \leq 4 \lambda^2 \frac{(e^\epsilon + 1)e^\epsilon N}{(e^\epsilon - 1)^2}. \]

In the similar way, we obtain

\[ \lim_{\theta \to 0} \frac{\lambda \theta}{1 - \lambda \theta} \ln E\left[ e^{-\lambda V} \right] \]

\[ = 4 \lambda^2 \frac{(e^\epsilon + 1)^2}{(e^\epsilon - 1)^2} \sum_{i=1}^{N} P\{z_i = 1\} \]

\[ \leq 4 \lambda^2 \frac{(e^\epsilon + 1)e^\epsilon N}{(e^\epsilon - 1)^2}. \]
From the Markov inequality, we have
\[ P\{Z > \mathbb{E}[Z] + t\} \leq \frac{e^{\lambda(Z - \mathbb{E}[Z])}}{e^{\lambda t}}, \]
and
\[ P\{Z < \mathbb{E}[Z] - t\} \leq \frac{e^{-\lambda(Z - \mathbb{E}[Z])}}{e^{\lambda t}}. \]
Optimizing \( \lambda \) gives that
\[ P\{Z > \mathbb{E}[Z] + t\} \leq \exp\left(-\frac{(e^\epsilon - 1)^2t^2}{16(e^\epsilon + 1)e^\epsilon N}\right), \]
and
\[ P\{Z < \mathbb{E}[Z] - t\} \leq \exp\left(-\frac{(e^\epsilon - 1)^2t^2}{16(e^\epsilon + 1)e^\epsilon N}\right). \]
Noting that
\[ P\{Z > \mathbb{E}[Z] + t\} = P\left\{ \frac{\epsilon^\epsilon + 1}{\epsilon^\epsilon - 1} \sum_{i=1}^{N} z_i > 2N\tilde{F}(\tau) + t \right\}. \]
Thus, setting \( t = 2N(\gamma - \tilde{F}(\tau)) \) yields the desired claim.

C.3 Proof for Lower Bound

Proof of Theorem 3. i.i.d. data case. We use the lower bound from Duchi et al. [2016] for the i.i.d. case.

Theorem 7 ([Duchi et al., 2016]). Given \( \delta > 0 \), let \( F \) and \( F' \) be the cumulative functions such that these minimums, denoted as \( x_{\text{min}} \) and \( x'_{\text{min}} \), respectively, differs at least \( 2\delta \), i.e., \( |x_{\text{min}} - x'_{\text{min}}| \geq 2\delta \). For \( \epsilon \in [0, 22/35] \), for any \( \epsilon \)-locally differentially private mechanism, there exists a cumulative function \( F_0 \) such that the error under \( F_0 \) is lower bounded as
\[ \text{Err} \geq |\delta\left(\frac{1}{2} - \sqrt{N\epsilon^2 \text{TV}(F, F')^2}\right), \]
where \( \text{TV} \) denotes the total variation distance.

From Theorem 7, we can obtain a lower bound by designing \( F \) and \( F' \) so that \( \text{TV}(F, F') \) is minimized while satisfying \( |x_{\text{min}} - x'_{\text{min}}| \geq 2\delta \) simultaneously. We select different choices of \( F \) and \( F' \) for \( \alpha \in (0, 1) \) and \( \alpha \geq 1 \).

Case \( \alpha \in (0, 1) \). Set
\[
F(x) = \begin{cases} 
(x + 1)^\alpha & \text{if } x \in [-1, 0] \\
1 & \text{otherwise}
\end{cases},
\]
\[
F'(x) = \begin{cases} 
0 & \text{if } x \in [-1, -1 + 2\delta) \\
(x + 1 - 2\delta)^\alpha & \text{if } x \in [-1 + 2\delta, 2\delta] \\
1 & \text{otherwise}
\end{cases}.
\]
Then, the total variation distance between $F$ and $F'$ is obtained as
\[
TV(F, F') = 1 - \alpha \int_{-1+2\delta}^{0} \min\{(x+1)^{\alpha-1}, (x+1-2\delta)^{\alpha-1}\} dx
\]
\[
= 1 - \alpha \int_{2\delta}^{1} x^{\alpha-1} dx
\]
\[
= 1 - (1 - (2\delta)^\alpha) = (2\delta)^\alpha.
\]
Hence, setting $\delta = (16\epsilon^2 N)^{-1/2\alpha}/2$ yields that
\[
\text{Err} \geq \frac{1}{8} \left( \frac{1}{16\epsilon^2 N} \right)^{1/2\alpha}.
\]

**Case $\alpha \geq 1$.** Set
\[
F(x) = \begin{cases} 
(x+1)^\alpha & \text{if } x \in [-1, 0] \\
1 & \text{otherwise ,}
\end{cases}
\]
\[
F'(x) = \begin{cases} 
0 & \text{if } x \in [-1, -1+2\delta] \\
(x+1)^\alpha - (2\delta)^\alpha & \text{if } x \in [-1+2\delta, 0] \\
1 & \text{otherwise .}
\end{cases}
\]
Then, the total variation distance between $F$ and $F'$ is obtained as
\[
TV(F, F') = \int_{0}^{2\delta} \alpha x^{\alpha-1} dx
\]
\[
= (2\delta)^\alpha.
\]
Hence, with the same setting of $\delta$ for $\alpha \in (0, 1)$ case yields the same lower bound. \qed

**D More Experiments: Synthetic Datasets**

The full experimental results on the synthetic dataset can be found in expr.pdf.

**E More Experiments: Purchase History Data**

The rest of the experimental results on the purchase history dataset is shown in here.
Figure 7: Experimental results for Task1.
Figure 8: Experimental results for Task2, Part I.
Figure 9: Experimental results for Task 2, Part II.
(a) instrument-hobby-learning, $\alpha = 3.94$

(b) kitchen-and-daily-goods, $\alpha = 4.06$

(c) leisure-and-outdoor, $\alpha = 4.19$

(d) music-software, $\alpha = 3.60$

(e) personal-computer, $\alpha = 4.15$

(f) pet-supplies, $\alpha = 4.64$

Figure 10: Experimental results for Task2, Part III.
(a) sports, $\alpha = 4.21$

Figure 11: Experimental results for Task2, Part IV.