We propose an end-to-end trainable approach for multi-instance pose estimation, called POET (POse Estimation Transformer). Combining a convolutional neural network with a transformer encoder-decoder architecture, we formulate multi-instance pose estimation from images as a direct set prediction problem. Our model is able to directly regress the pose of all individuals, utilizing a bipartite matching scheme. POET is trained using a novel set-based global loss that consists of a keypoint loss, a visibility loss and a class loss. POET reasons about the relations between multiple detected individuals and the full image context to directly predict their poses in parallel. We show that POET achieves high accuracy on the challenging COCO keypoint detection task while having less parameters and higher inference speed than other bottom-up and top-down approaches. Moreover, we show successful transfer learning when applying POET to animal pose estimation. To the best of our knowledge, this model is the first end-to-end trainable multi-instance pose estimation method and we hope it will serve as a simple and promising alternative.

Introduction

Multi-instance pose estimation from a single image, the task of predicting the body part locations for each individual, is an important computer vision problem. It has wide ranging applications from measuring behavior in health care and biology to virtual reality and human-computer interactions (1–5).

Multi-human pose estimation can be thought of as a hierarchical set prediction task. An algorithm needs to predict the bodyparts of all individuals and group them correctly into humans, i.e., it needs to predict a set of (bodypart) sets (per individual). Due to the complexity of this process, current methods consist of multiple steps and are not end-to-end trainable. Fundamentally, top-down and bottom-up methods are the major approaches. Top-down methods first predict the location (bounding boxes) of all individuals based on an object detection algorithm and then predict the location of all the bodyparts per cropped individual with a separate network (6–9) – thus one needs \( n + 1 \) network evaluations per image with \( n \) individual (detections). Bottom-up methods first predict all the bodyparts, and then group them into individuals with various techniques (10–17). Hence, both approaches require either two different networks or complex post-processing. This motivates the search for end-to-end solutions.

Inspired by DETR (18), a recent transformer-based architecture for object detection, we propose a novel end-to-end trainable method for multi-instance pose estimation. POse Estimation Transformer (POET) is the first model that is trained end-to-end for multi-instance pose estimation, without the need for any post-processing or two networks as typically employed in top-down approaches. POET is trained with a novel, yet simple loss function, which allows bipartite matching between predicted and ground-truth human poses. Our approach achieves strong results on the COCO keypoint challenge (19), especially for large humans, and performs better than a baseline model even with higher spatial resolution. Analyses of the transformer attentions and of the decoder depth give insight into how POET tackles the problem of multi-instance pose estimation, while extensive loss ablations show the importance of computing an adaptable center that is successfully learned by POET. Moreover, we show that POET also achieves strong performance on a much smaller dataset for animal pose estimation (MacaquePose (20)) for which the same COCO-defined keypoints have been annotated. We show that the transformer weights can be transferred from COCO to MacaquePose, yielding even better performance. At last, POET shows excellent inference speed, being faster than various light-weight bottom-up and top-down methods (Figure 1).
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Fig. 2. Overview of our model. a) POET combines a CNN backbone and a transformer to directly predict the pose of multiple humans. b) Each pose is represented as a vector comprising the center \((x_c, y_c)\), the relative offset \((\Delta x_i, \Delta y_i)\) of each bodypart \(i\) and its visibility \(v_i\). c) POET is trained end-to-end by bipartite matching of the closest predictions to the ground truth pose, and then backpropagating the loss.

Related Work

Transformers in Vision and Beyond: Transformers were first introduced for machine translation (21), and have vastly improved the performance of deep learning models on language tasks (21–23). Their architecture inherently allows modeling and discovering long-range interactions in data and their use has recently been extended to speech recognition (24), automated theorem proving (25), and many other tasks (26). In computer vision, transformers have been used with great effect either in combination or as an alternative to convolutional neural networks (CNNs) (26). Notably, Visual Transformer (ViT) (27) demonstrated state-of-the-art performance on image recognition tasks with pure transformer models. In other visual tasks, such as text-to-image, excellent results have been shown, e.g., by DALL-E (28).

Recently Carion et al. (18) developed a new end-to-end paradigm for visual object detection with transformers, a task which previously required either two-stage approaches or post-processing. This approach, DETR, formulated object detection as a set prediction problem combined with a bipartite matching loss. DETR is an elegant solution, however, the model requires long training times and shows comparatively low performance on small objects (18). These problems were mitigated through further works; Deformable DETR (29) presents a multi-scale deformable attention module which only attends to a set number of points within the feature map, for different scales, and in this way reducing the training time and improving small object detection performance. Sun et al. removed the transformer decoder and fed the features coming out of the CNN backbone to a Feature Pyramid Network (30).

Importantly, end-to-end approaches were successfully applied in many complex prediction tasks such as speech recognition or machine translation (22, 23), but are still lacking in multi-instance pose estimation.

Pose Estimation is a classical computer vision problem with wide ranging applications (1, 3, 4, 31). Pose estimation methods are evaluated on several benchmarks for 2D multi-human pose estimation, incl. COCO (3, 19, 32, 33). Multi-instance pose estimation methods can be classified as top-down and bottom-up (3, 4, 31). Top-down methods predict the location of each bodypart of each individual, based on bounding boxes localizing individuals with a separate network (6–9, 35, 39, 40). Bottom-up methods first predict all the bodyparts, and then group them into individuals by using part affinity fields (10), pairwise predictions (11, 12, 15, 41, 42), composite fields (14, 17), or associative embeddings (13, 16). Both top-down and bottom-up approaches, require either post-processing steps (for assembly) or two different neural networks (for localization and then pose estimation). Thus, these multi-stage approaches are prone to errors and typically show poor inference speed.

Most recent (state-of-the-art) approaches are fully convolutional and predict keypoint heatmaps (e.g., (7, 8, 10, 13, 16)). Recently, Yang et al. proposed TransPose, a top-down method, which predicts heatmaps as well, but by using attention after a CNN encoder (9). Mao et al. applies a top-down transformer architecture with the difference that it is directly
regresses the poses (for single persons) (43). A regression-based method is also proposed by the authors of (44) building a two-stage network consisting of a person-detection transformer (pre-trained DETR (18)) and a keypoint-detection transformer. Transformers were also used for 3D pose and mesh reconstruction on (single) humans, which achieved state-of-the-art on Human3.6M (45, 46). Extending this work, we build on DETR (18), to propose an end-to-end trainable pose estimation method for multiple instances that directly outputs poses as vectors (without relying on any heatmaps). To cast pose estimation as a hierarchical set prediction problem, we adapt the pose representations of CenterNet (42) and Single-Stage Multi-Person Pose Machines (15).

**The POET Model**

Our work is closely related to DETR (18) and fundamentally extends this object detection framework to multi-instance pose estimation by introducing a novel loss function and a pose representation that, combined, can tackle the difficulties faced in multi-instance pose estimation, such as non-visible body parts. POse Estimation Transformer (POET) consists of two major ingredients: (1) a transformer-based architecture that predicts a set of human poses in parallel (Figure 2a) and (2) a set prediction loss that is a linear combination of simple sub-losses for classes, keypoint coordinates and visibilities. To cast multi-instance pose estimation as a set predic-

---

**Fig. 3.** Evolution of the different loss parts over training epochs (Equation 4) for POET-R50. Solid lines correspond to training losses, and dashed lines to validation losses (on COCO).

**Fig. 4.** Example predictions on COCO-eval with POET-R50 model listed in Table 1. Top row: examples with good performance. Bottom row: examples with errors.

**Table 1.** Comparison to state-of-the-art models on COCO test-dev. Note that most models use an overall stride of 4 (or smaller), when extracting features, while POET uses stride 32 and therefore much smaller feature maps which harms performance on AP\textsubscript{M}. However, with regard to AP\textsubscript{L}, it can compete with state-of-the-art models.

| Method              | Stride | #Params | AP  | AP\textsubscript{50} | AP\textsubscript{75} | AP\textsubscript{M} | AP\textsubscript{L} | AR  | AR\textsubscript{50} | AR\textsubscript{75} | AR\textsubscript{M} | AR\textsubscript{L} |
|---------------------|--------|---------|-----|----------------------|----------------------|---------------------|---------------------|-----|----------------------|----------------------|---------------------|---------------------|
| Top-Down            |        |         |     |                      |                      |                     |                     |     |                      |                      |                     |                     |
| Mask-RCNN (34)      | 4      | 44.4M   | 63.1| 87.3                 | 68.7                 | 57.8                | 71.4                | -   | -                    | -                    | -                   | -                   |
| CPN (35)            | -      | -       | 72.1| 91.4                 | 80.0                 | 68.7                | 77.2                | 78.5| 95.1                 | 85.3                 | 74.2                | 84.3                |
| HRNet-W48 (7, 36)   | 4      | 63.6M   | 75.5| 92.5                 | 83.3                 | 71.9                | 81.5                | 80.5| -                    | -                    | -                   | -                   |
| TansPose-H-A6 (9)   | 4      | 17.5M   | 75.0| 92.2                 | 82.3                 | 71.3                | 81.1                | -   | -                    | -                    | -                   | -                   |
| Bottom-Up           |        |         |     |                      |                      |                     |                     |     |                      |                      |                     |                     |
| OpenPose (10)       | 4      | -       | 61.8| 84.9                 | 67.5                 | 57.1                | 68.2                | -   | -                    | -                    | -                   | -                   |
| Hourglass (13)      | 4      | 277.8M  | 56.6| 81.8                 | 61.8                 | 49.8                | 67.0                | -   | -                    | -                    | -                   | -                   |
| PersonLab (37)      | 8      | 68.7M   | 66.5| 88.0                 | 72.6                 | 62.4                | 72.3                | 71.0| 90.3                 | 76.6                 | 66.1                | 77.7                |
| AE + R50 (38)       | 4      | 31.9M   | 46.6| 74.2                 | 47.9                 | 44.6                | 49.3                | 55.2| 79.7                 | 57.5                 | 48.1                | 65.1                |
| PIFPaf (14)         | 4      | -       | 66.7| -                    | 62.4                 | 72.9                | -                   | -   | -                    | -                    | -                   | -                   |
| HigherHRNet (16)    | 2      | 63.8M   | 68.4| 88.2                 | 75.1                 | 64.4                | 74.2                | -   | -                    | -                    | -                   | -                   |
| POET-R50 (Ours)     | 32     | 41.3M   | 53.6| 82.2                 | 57.6                 | 42.5                | 68.1                | 61.4| 87.8                 | 65.5                 | 50.8                | 75.7                |
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tion problem, we represent the pose of each individual as the center (of mass) together with the relative offsets per bodypart. Each bodypart can be occluded or visible. POET is trained to directly output a vector comprising the center, relative bodyparts as well as (binary) bodypart visibility indicators (Figure 2b). The POET architecture contains three main elements: a CNN backbone that extracts features of the input images, an encoder-decoder transformer and a pose prediction head that outputs the set of estimated poses.

**CNN backbone.** The convolutional backbone is given a batch of images, \( I \in \mathbb{R}^{B \times 3 \times H \times W} \), as input with batch size \( B \), 3 color channels and image dimensions \((H, W)\). Through several computing and downsampling steps, the CNN generates lower-resolution feature maps, \( F \in \mathbb{R}^{B \times C \times H/S \times W/S} \) with stride sizes \( S \). Specifically, we choose different ResNets (47) with various strides \( S \), as detailed in the experiments section.

**Encoder-Decoder transformer.** The encoder-decoder transformer model follows the standard design (18, 21). Both encoder and decoder consist of 6 layers with 8 attention heads each. The encoder takes the output features of the CNN backbone, reduces their channel dimensions by a \( 1 \times 1 \) convolution and collapses them along the spatial dimension into one dimension as the multi-head mechanism expects sequential input. It contains a fixed positional encoding to the encoder input, as the transformer architecture is (otherwise) permutation-invariant and would disregard the spatial image structure. In contrast, the input embeddings for the decoder are learned positional encodings, which we refer to as object queries. They are added to the encoder output to form the decoder input. The decoder transforms the queries into output embeddings, which are then taken by the pose prediction head and independently decoded into the final set of poses and class labels. Thereby, every query can search for one instance and predicts its pose and class. With the aid of the self-attention in both the encoder and the decoder, the network is able to globally reason about all objects together using pairwise relations between them, and at the same time using the whole image as context information.

**Pose prediction head.** The \( N \) query embeddings at the end of the transformer decoder are independently processed by a feedforward network. This pose estimation head consists of (1) a 3-layer perceptron with ReLU activation, which transforms the embeddings into normalized (with respect to the image size) center coordinates, the displacements to all bodyparts relative to the center and the visibility scores for every body part in a single vector (Figure 2b); and (2) a linear projection layer predicting the class label using a softmax function.

**Training Loss:** In order to predict all poses in parallel, the network is trained with the loss after finding an optimal matching between predictions and ground-truth and summing over the individuals. Therefore, our loss has to score predictions accordingly, with respect to the class, the keypoint coordinates and their visibilities.

From the absolute joint coordinates \( A_i = [(x_1,y_1), (x_2,y_2), \ldots, (x_n,y_n)] \) for every instance \( i \) in the ground truth we compute the center as the center of mass of all visible keypoints. The ground truth vector for individual \( i \) is then \([x_c, y_c, \Delta x_1, \Delta y_1, v_1, \Delta x_2, \Delta y_2, v_2, \ldots, \Delta x_n, \Delta y_n, v_n] \), for center \((x_c, y_c)\), relative offset \((\Delta x_1, \Delta y_1)\) of each bodypart and its visibility \( v_i \). In order to make the loss functions more legible, we split this vector into \( y_i = (c_i, C_i, Z_i, V_i) \), which consists of the target class label (individuals/non-object) \( c_i \), the center \( C_i = (x_c, y_c) \), the relative pose: \( Z_i = [\Delta x_1, \Delta y_1, \Delta x_2, \Delta y_2, \ldots, \Delta x_n, \Delta y_n] \) (relative joint displacements from the center \( C_i \)) and a binary visibility vector \( V_i = [v_1, v_1, v_2, \ldots, v_n, v_n] \) encoding for every joint in the image, whether it is visible or not.

The prediction of the network for instance \( i \) is then defined as \( \hat{y}_i = (\hat{p}(c_i), \hat{C}_i, \hat{Z}_i, \hat{V}_i) \), where \( \hat{p}(c_i) \) is the predicted probability for class \( c_i \), \( \hat{C}_i \) the predicted center, \( \hat{Z}_i \) the predicted pose, and \( \hat{V}_i \) the predicted visibility. Note that the network does not predict the visibility for the center. By adding the predicted offsets to the predicted centers we obtain the predicted, absolute keypoint positions: \( \hat{A}_i = [(\hat{x}_c + \Delta x_1, \hat{y}_c + \Delta y_1), (\hat{x}_c + \Delta x_2, \hat{y}_c + \Delta y_2), \ldots, (\hat{x}_c + \Delta x_n, \hat{y}_c + \Delta y_n)] \).

In the following, we denote by \( y \) the ground truth set of poses, and \( \hat{y} = \{\hat{y}_i\}_{i=1}^{N} \) the set of \( N \) predictions. Here, \( y \) is the set of individuals in the image padded with non-objects. We define our pair-wise matching cost between ground truth \( y_i \) and a prediction with index \( \sigma(i) \) as:

\[
L_{\text{match}}(y_i; \hat{y}_{\sigma(i)}) = -\mathbb{I}_{\{c_i \neq \sigma\}} \hat{p}(c_i) + \mathbb{I}_{\{c_i = \sigma\}} L_{\text{pose}}(C_i, Z_i, V_i, \hat{C}_\sigma(i), \hat{Z}_\sigma(i), \hat{V}_\sigma(i))
\]

Here, \( L_{\text{pose}} \) is the pose-specific cost that we will define below and involves costs for the centers, the bodyparts and their visibilities.

The optimal assignment is then found as a bipartite matching with the lowest matching cost based on the Hungarian algorithm (18, 48). This assignment is the following permutation of \( N \) elements \( \sigma \in \mathfrak{S}_N \) for symmetric group \( \mathfrak{S}_N \) (49):

\[
\hat{\sigma} = \arg \min_{\sigma \in \mathfrak{S}_N} \sum_{i=1}^{N} L_{\text{match}}(y_i; \hat{y}_{\sigma(i)})
\]

Once the optimal matching is obtained, we can compute the Hungarian loss for all matched pairs. Like the matching cost, it contains a loss part scoring the poses, which is a linear combination of a \( L_1 \) loss to compute the differences between absolute keypoint coordinates, a \( L_2 \) loss for the visibilities and two regularization terms, namely a \( L_2 \) loss for the center coordinates and a \( L_1 \) loss for the keypoint offsets. Thus we
have coefficients $\lambda_{abs}$, $\lambda_{vis}$, $\lambda_{ctr}$ and $\lambda_{deltas}$:

$$L_{pose}(C_i, Z_i, V_i, \hat{C}_\sigma(i), \hat{Z}_\sigma(i), \hat{V}_\sigma(i)) =$$

$$\lambda_{abs}\|V_i - A_i \circ \hat{A}_{\sigma(i)}\|_1 + \lambda_{vis}\|V_i - \hat{V}_{\sigma(i)}\|_2^2 + \lambda_{ctr}\|(x_c; y_c)_i - (\hat{x}_c; \hat{y}_c)_{\sigma(i)}\|_2^2 + \lambda_{deltas}\|V_i - Z_i - V_i \circ \hat{Z}_{\sigma(i)}\|_1$$

(3)

Thereby, $\circ$ denotes point-wise multiplication. These four losses are normalized by the number of ground truth individuals per batch.

The final loss, the Hungarian loss, then is a linear combination of a negative log-likelihood for class prediction and the keypoint-specific loss defined above, for all pairs from the optimal assignment $\hat{\sigma}$:

$$L_{Hungarian}(y, \hat{y}) = \sum_{i=1}^N \left[ -\log \hat{p}_{\sigma(i)}(c_i) + 1_{\{c_i \neq \emptyset\}} L_{pose}(C_i, Z_i, V_i, \hat{C}_\sigma(i), \hat{Z}_\sigma(i), \hat{V}_\sigma(i)) \right]$$

(4)

**Experiments**

We evaluated POET on the COCO keypoint estimation challenge (19) and MacaquePose (20). We illustrate qualitative results and show that it reaches good performance (especially for large individuals). Then we show that it outperforms baseline methods that we trained based on an established bottom-up method using associative embedding with the same backbone (13, 50). Then, we analyze different aspects of the architecture and the loss. Finally, we discuss challenges and future work.

**COCO Keypoint Detection Challenge:** The COCO dataset (19) comprises more than 200,000 images with more than 150,000 people for which up to 17 keypoints are annotated. The dataset is split into train/val/test-dev sets with 57k, 5k and 20k images, respectively. We trained on the training images (that contain humans) and report results on the validation set for our comparison study and on the test set for comparing to state-of-the-art models. Most COCO images contain only a few annotated humans. To account for this class imbalance, we down-weight the log-probability term in Equation 4 by a factor of 10 for all non-objects (we used the same re-weighting for Macaque Pose).

**MacaquePose:** The MacaquePose dataset (20) comprises around 13,000 images with more than 16,000 macaques for which the same 17 keypoints as in COCO (19) are annotated. We randomly split the dataset into 80% train and 20% val sets. MacaquePose does not provide any bounding box annotations, that are needed to define the scaling parameter $s$ in the OKS evaluation metric, and therefore we computed bounding boxes by fitting boxes around the provided segmentation masks.

**Inference speed analysis:** To analyze the inference runtime performance of the methods, we resize all images of the COCO-validation dataset to 512 x 512 and run inference on them. The runtime analysis is carried out on one Nvidia TITAN RTX with a batch size of 1. We calculate the average runtime for all images that contain the same amount of people and show the inference speed in terms of frames per second and dependent of the number of persons.

**Evaluation Metrics:** We assess the performance with the standard evaluation metric based on Object Keypoint Similarity (OKS):

$$OKS = \frac{\sum_i \exp(-d_i^2/2s^2k_i^2)\delta(v_i > 0)}{\sum_i \delta(v_i > 0)}$$

(5)

Thereby, for each keypoint $i \in \{1, 2, \ldots, 17\}$, $d_i$ is the Euclidean distance between the detected keypoint and its corresponding ground truth, $v_i$ is the (boolean) visibility of the ground truth, $s$ is the object scale, $k_i$ is the labeling uncertainty (a COCO constant) and $\delta$ is 1 for positive visibilities and zero otherwise. We calculated the average precision and recall scores: $AP_{50}$ (AP at OKS = 0.50), $AP_{75}$, $AP$ (the mean of AP scores at OKS = 0.50, 0.55, ..., 0.90, 0.95), $AP_M$ for medium objects, $AP_L$ for large objects, and $AR$ (the mean of recalls at OKS = 0.50, 0.55, ..., 0.90, 0.95), as well as $AR_{50}$, $AR_{75}$, $AR_M$ and $AR_L$.

**Implementation Details:** We trained all (POET) models with the following coefficients in the keypoint loss: $\lambda_{abs} = 4$, $\lambda_{vis} = 0.2$, $\lambda_{ctr} = 0.5$ and $\lambda_{deltas} = 0.5$ (but see Table 2 and 3).

We set the transformer’s initial learning rate to $0.5 \cdot 10^{-4}$, the backbone’s to $0.5 \cdot 10^{-5}$, and weight decay to $10^{-4}$ (18) and train POET with AdamW (51). A dropout rate of 0.1 is applied on the transformer’s weights, which are initialized with Xavier initialization (52). For the encoder, we choose ResNet50 (47) with different strides $S$. Accordingly, models are called POET-R50 as well as POET-DC5-R50, when using a dilated C5 stage (which decreases the stride from 32 to 16). The replacement of a stride by a dilation in the last stage of the backbone increases the feature resolution by a factor of two, but comes with an increase in computational cost by the same factor.

During training we augmented by applying rotation uniformly drawn from ($-25, +25$) degrees, random cropping, horizontal flipping and coarse dropout (53) with a probability of 0.5 each. Additionally, we resize the images such that the shortest side falls in the range [400, 800] and the longest side is at most 1,333. We set the number of prediction slots
We carried out two different sets of experiments: (1) training POET initialized from ImageNet (54) weights to compare with current state-of-the-art models and (2) training multiple models as well as baseline models, whereby we started with COCO keypoint challenge pretrained weights from MMPose (50).

For the comparison with state-of-the-art models, we train POET-R50 with a batch size of 6 on two NVIDIA V100 GPUs (hence a total batch size of 12) for 250 epochs, with a learning rate drop by a factor of 10 after 200 epochs. One epoch takes approximately one hour in this setting.

For the comparison to baseline models, we utilized the associative embedding (13,16) implementation in MMPose (38, 50). To account for the high memory footprint and the long training times, we restrict the maximum image size to 512 during training and train POET models (POET-R50, and POET-DC5-R50) with a total batch size of 64 (50 for DC5 models; we also multiply the learning rates by a factor of 2 here) for 250 epochs, for the comparison with the baseline models. The baseline models were trained for 100 epochs with the default learning schedule for AE + ResNet models in MMPose (38), with similar augmentation methods (without dropout, but with affine transformation augmentation). We reduced the stride by removing upsampling layers. We trained the baseline models only for 100 epochs, as we initialized the AE + ResNet models from the one trained with stride 4 on COCO and the performance saturated already.

Results

Qualitative Results: When we trained POET-R50 on COCO with the proposed loss (Eq. 4) as well as the cross-validated hyperparameters, we found that class, keypoint, visibility, center and delta loss decreased (Figure 3). When visualizing predictions of this POET-R50 model for COCO-val, we saw that POET can successfully tackle the problem of multi-instance pose estimation (Figure 4). Next we quantified the performance.

Quantitative Evaluation: Firstly, to quantify the performance, we computed mAP over the learning period and found that it reaches high performance (Figure 5). Next, we compare our results to state-of-the-art methods on COCO test-dev (Table 1). We split the methods into top-down and bottom-up approaches and report numbers without multiscale testing or extra training data in order to have a fair comparison. We find that POET-R50 performs competitively with other bottom-up methods for large humans (APL), but has lower performance for small/medium humans.

We reasoned that this is due to larger stride for the encoders in all strong methods (e.g. ≥4, see Table1), which contributes to inferior spatial resolution at the input to the transformer. Transformers scale quadratically $O((H \cdot W / S^2)^2)$ in the input dimensions, and thus increasing the stride is costly. In order to demonstrate the powerful potential of our method, in comparison to previous methods, we next compare POET to baseline models with ResNet backbones (and varying strides). We chose associative embedding (AE) (13, 50) as the model to compare to, as this method was proven to be a strong bottom-up method and currently is state-of-the-art when applied with the high resolution backbone HigherHRNet (16). We created baseline models that were trained with the same pretrained ResNet backbones, input image sizes and similar data augmentation. We varied the overall stride of the ResNet backbones for AE from 4 to up to 32, to assure that both methods receive the same feature dimensions as input. POET outperforms the baseline methods (with the same stride) by a large margin and (for stride 16) is better than the baseline models even with stride 4, which provides evidence that the transformer head is suitable to learn multiple poses in an image, even from low-resolution feature maps (Figure 6). Future work could focus on more efficient models to leverage smaller strides.
found that the performance stays the same. Secondly, we

As their weight is already small compared to

Loss Ablations. Given that our loss (Eq. 3) depends on four


elements we refer to

Encoder Analysis. For smaller persons it is more distributed over the whole body. The image is from the COCO validation set.

Fig. 7. a) The encoder self-attention maps for six reference points, highlighted in yellow, are shown. Pixels belonging to individuals locally attend to other pixels belonging to the same individual. Thus, the encoder learnt to distinguish between different instances. b) The decoder cross-attention scores for predicted individuals are highlighted for six object queries. Each focuses on a different person; for larger persons the attention is higher on extremities (such as the knee or shoulder) and especially the face while for smaller persons it is more distributed over the whole body. The image is from the COCO validation set.

Analysis:

Transformer Attention. In order to better understand the roles of the encoder and decoder in the transformer architecture for tackling multi-instance pose estimation, we visualized the attention maps. We found that the transformer’s encoder attends locally to each individual while the decoder seems to attend to salient parts of each individual (Figure 7a,b).

Decoder Analysis. Next, we analyzed the role of the transformer decoder’s depth. We found that the average performance stabilizes after 3-5 decoder layers (Figure 8).

Fig. 8. Evolution of the mAP accuracy on COCO-val through decoder layers of POET-R50 illustrating that the performance saturates after four decoding layers.

Loss Ablations. Given that our loss (Eq. 3) depends on four parts, we sought to identify which terms are most relevant for the performance. In the following ablation experiments we refer to \( \lambda_{abs} || V_i \circ A_i - V_i \circ \hat{A}_{\sigma(i)} ||_1 \) as \( L_{abs} \) and to \( \lambda_{deltas} || V_i \circ Z_i - V_i \circ \hat{Z}_{\sigma(i)} ||_1 \) as \( L_{deltas} \). We interrogated the relationship between the loss on absolute coordinates \( L_{abs} \) and the center \( L_{ctrs} \) and deltas loss \( L_{deltas} \). As their weight is already small compared to \( L_{abs} \) for the best parameters we found (Figure 3), we first set both the deltas loss part and the center loss part to 0 and thereby giving the model freedom for predicting centers and offsets. We found that the performance stays the same. Secondly, we increased \( \lambda_{ctrs} \) and \( \lambda_{deltas} \) so that the loss magnitudes are comparable to \( L_{abs} \). Performance drops when center and delta loss parts are weighted higher (Table 2). Next, we tested if using losses on centers and deltas alone are sufficient to reach high performance. To run more experiments, we only trained for 50 epochs. We first defined an extended version of \( L_{deltas} \) in which, additionally to the distances between offsets, the L1 distance between the predicted center and the ground truth center is included \( (L_{deltasktctrs}) \). Including this term improved the performance when the absolute error loss part was ablated (Table 3). To show that the same results hold also when training for the full 250 epochs, we took the best model trained without the absolute error loss part and compared its performance after 250 epochs to POET trained with the full loss. We conclude that the usage of the error on absolute coordinates \( L_{abs} \) is crucial for the performance of POET and that using separate loss terms for centers and offsets, respectively, does not work for various parameter combinations. Thus, including \( L_{abs} \) in the pose loss is crucial.

Learned Centers. As shown in the last section, POET models with weaker constraints on centers and deltas show the best performance. This raises the questions, where are the predicted centers? By making the body part locations dependent on a center, every joint position carries the information about the person instance it belongs to (Figure 2b). Transformers are particularly well suited at modeling interactions and relations between data points and representations. By encoding the human pose into centers and offsets the architecture can benefit from reasoning about person instances and their poses at the same time.

However, the center is rather complex, as it strongly depends on the visible keypoints, and the posture. Therefore, the model needs not only to understand the geometry of a human body, but also its appearance in a given image, as often only parts of the body can be seen (Figure 9a). In the top image all persons can be fully visible, and POET predicts the center in the middle of the body. In the lower images, persons of different poses, scales and occlusions require a very flexible interpretation of the center. This suggests that POET predicts the centers well. Indeed, the learned centers are very close to the GT centers (Figure 9b).

However, this pose representation is very flexible. One
can vary the center and deltas loss weight strongly with relatively little change on quantitative (Table 2) and qualitative results while strongly impacting the center location (Figure 9).

Visualization. In applications, it is often important not only to estimate the location of body parts, but also to ascertain if a particular bodypart is occluded (2). However, the metrics used for the COCO keypoint detection challenge do not take visibility into account (i.e. false-alarm predictions are not penalized in Eq. 5). Our loss formulation (Eq. 2) allows the model to learn the visibility of each keypoint together with its location. We found that POET accurately predicts the corresponding visibility for each predicted body part (Figure 10).

Inference speed is another important characteristic of pose estimation algorithms for applications (55). We compared the inference speed of POET with four well-known multi-person pose estimation models: the bottom-up methods OpenPose (10) and Associative Embedding (13) in combination with R50 (47) and HRNet backbones (7, 36) as well as a top-down method consisting of a Mask R-CNN (34) for bounding box detection and a R50-SimpleBaseline (6) network for pose estimation.

As expected for top-down approaches, the inference times of Mask R-CNN and R50-SimpleBaseline is proportional to the number of proposals that the person detector (Mask R-CNN) extracts (Figure 1). A similar trend can be observed for Associative Embedding with R50/HRNet back-

bone. In contrast, the widely-used OpenPose method is invariant to the number of people in the image. The same holds for POET that also shows slightly higher inference speeds than OpenPose (Figure 1).

POET for animal pose estimation: Datasets for animal pose estimation are typically much smaller than human benchmarks (2, 4). We thus sought to test POET on the MacaquePose dataset (20) to evaluate if a transformer based architecture gives competitive performance on small datasets. We found that POET qualitatively performs well on MacaquePose (Figure 11). We quantified the performance of different POET instances (Table 4). As expected, the version
with a overall stride 16 (POET-DC5-R50) outperformed the stride 32 model (POET-R50). POET outperforms associative embedding with the same backbone but a stride of four.

As MacaquePose has the same keypoints as COCO, we experimented also with transfer learning by initializing POET with the weights of the POET-R50 model that was first pre-trained on the COCO keypoint challenge (see POET-R50 in Figure 6). We found that using this pre-trained model further boosts the performance on MacaquePose. Perhaps as expected, this model also learned much quicker, while quickly unlearning COCO (Figure 12).

**Conclusions**

We presented POET, a pose estimation method based on a convolutional encoder, transformers and bipartite matching loss for direct set prediction. Our approach achieves strong results on COCO keypoint challenge and is the first that is end-to-end trainable. POET builds on DETR (18), which tackled object recognition and panoptic segmentation, with transformers, and extends this framework by introducing a novel loss function that, combined with a suitable pose representation, can successfully tackle the problem of multi-instance pose estimation. At the current stage, POET does not achieve state-of-the-art performance, but we hope that it will inspire future research.
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![Figure 11](image1.png)  
*Fig. 11.* Example predictions on MacaquePose validation set. Top row: examples with good performance. Bottom row: examples with errors.

![Figure 12](image2.png)  
*Fig. 12.* Evolution of mAP for different POET models. Performance on the MacaquePose (MP) validation set and on COCO (CO) val are shown for the model initialized with the weights of a POET model trained on COCO (POET-pre). It learns faster and achieves higher performance than the two models trained from ImageNet initialization (POET-R50, POET-DC5-R50), while the performance on COCO decays within one epoch and plateaus (dashed lines).
Table 2. Effect of center loss and deltas loss components on AP. We trained a model turning off the loss on the centers and the deltas (first row). The second row shows our baseline model with all loss terms. The maximum input image size is kept at 512, the number of parameters is 41.3M and class loss as well as visibility loss are used by all models.

| Method     | $\lambda_{\text{ctrs}}$ | $\lambda_{\text{deltas}}$ | $L_{\text{deltas,ctrs}}$ | AP | AP$_{50}$ | AP$_{75}$ | AR  |
|------------|------------------------|---------------------------|--------------------------|----|-----------|-----------|-----|
| POET-R50   | 4.0                    | 0.0                       | 0.0                      | 48.5 | 33.4       | 68.1       | 53.8 |
| POET-R50   | 4.0                    | 0.5                       | 0.5                      | 48.5 | 33.4       | 68.3       | 53.7 |
| POET-R50   | 4.0                    | 100.0                     | 0.5                      | 48.2 | 33.1       | 67.9       | 53.0 |
| POET-R50   | 4.0                    | 0.5                       | 5.0                      | 47.9 | 32.7       | 67.6       | 52.9 |
| POET-R50   | 4.0                    | 100.0                     | 5.0                      | 47.0 | 31.9       | 66.6       | 52.0 |

Table 3. Effect of pose loss components on AP. We trained several models turning off the loss on the absolute coordinates and solely training with the center and offset loss parts. Additionally, we included the center into the L1 delta loss for some models as we saw strong performance boosts. We observe that after 50 epochs no model can reach the performance of POET trained with the L1 loss on absolute coordinates (last row). Additionally, the best performing model after 50 epochs remains worse also after 250 epochs. The maximum input image size is kept at 512, the number of parameters is 41.3M and class loss as well as visibility loss are used by all models.

| Method     | $\lambda_{\text{ctrs}}$ | $\lambda_{\text{deltas}}$ | $L_{\text{deltas,ctrs}}$ | AP (after 50 epochs) | AP (after 250 epochs) |
|------------|------------------------|---------------------------|--------------------------|----------------------|------------------------|
| POET-R50   | -                      | 5.0                       | -                        | 8.4                  | -                      |
| POET-R50   | -                      | 5.0                       | ✓                        | 18.0                 | -                      |
| POET-R50   | -                      | 20.0                      | ✓                        | 11.1                 | -                      |
| POET-R50   | -                      | 20.0                      | ✓                        | 20.0                 | 35.5                   |
| POET-R50   | -                      | 50.0                      | ✓                        | 9.3                  | -                      |
| POET-R50   | -                      | 50.0                      | ✓                        | 19.0                 | -                      |
| POET-R50   | -                      | 50.0                      | ✓                        | 2.1                  | -                      |
| POET-R50   | -                      | 50.0                      | ✓                        | 12.0                 | -                      |
| POET-R50   | -                      | 0.5                       | -                        | 2.2                  | -                      |
| POET-R50   | -                      | 0.5                       | ✓                        | 18.7                 | -                      |
| POET-R50   | 4.0                    | 0.5                       | ✓                        | 32.2                 | 48.5                   |

Table 4. Performance on MacaquePose (20) for various POET models. Using a CNN with a smaller stride improves performance, and initializing weights from a pre-trained model on the COCO keypoint challenge gives a strong boost. We compare POET to a ResNet50 + associative embedding (AE) (13, 38) baseline trained for 300 epochs.

| Method     | Input Size / Stride | AP | AP$_{50}$ | AP$_{75}$ | AR | AR$_{50}$ | AR$_{75}$ |
|------------|---------------------|----|-----------|-----------|----|-----------|-----------|
| AE + R50   | 512 / 4             | 52.5 | 81.2       | 50.8       | 68.6 | 88.6       | 68.6       |
| AE + R50 (COCO pre-trained) | 512 / 4 | 75.4 | 95.4       | 81.4       | 83.8 | 97.2       | 88.7       |
| POET-R50   | 512 / 32            | 65.5 | 92.8       | 75.1       | 77.9 | 97.0       | 87.0       |
| POET-R50   | 512 / 16            | 68.2 | 94.5       | 78.1       | 78.2 | 97.1       | 87.0       |
| POET-R50 (COCO pre-trained) | 512 / 32 | 75.5 | 96.0       | 85.2       | 82.0 | 97.8       | 90.1       |
| POET-R50 (COCO pre-trained) | 512 / 16 | 77.1 | 96.1       | 86.7       | 83.6 | 97.9       | 91.3       |
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