GEOMETRY OF MEROMORPHIC FUNCTIONS AND INTERSECTIONS ON MODULI SPACES OF CURVES

S. SHADRIN

ABSTRACT. In this paper we study relations between intersection numbers on moduli spaces of curves and Hurwitz numbers. First, we prove two formulas expressing Hurwitz numbers of (generalized) polynomials via intersections on moduli spaces of curves. Then we show, how intersection numbers can be expressed via Hurwitz numbers. And then we obtain an algorithm expressing intersection numbers $\langle \tau_{n,m} \prod_{i=1}^{r-1} \tau_{0,i}^{k_i} \rangle_g$ via correlation functions of primaries.
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1. INTRODUCTION

In [10], Ionel developed a very beautiful approach to study intersection theory of moduli space of curves. Roughly speaking, the situation is the following. Consider the space of meromorphic functions with fixed genus, degree, and ramification type. There are two mappings of this space. One mapping $(ll)$ takes a meromorphic function to its target curve (of genus zero) with marked critical values. Another mapping $(st)$ takes a meromorphic function to its domain curve (of genus $g$) with marked critical points. Then one can relate intersection theories
in the images of these mappings. This idea was also used in [22, 3] in low genera.

In this paper, we just study several applications of Ionel’s technique. Concretely, we express Hurwitz numbers via intersection numbers and vice versa. More or less, the same problem, but in much more general case, is studied by Okounkov and Pandharipande in [20, 21].

Our results could be split into three parts, which we will describe now.

1.1. Hurwitz numbers of polynomials. Consider polynomials with fixed critical values and fixed ramification type over each critical value. Roughly speaking, Hurwitz number is the number of such nonequivalent polynomials, or it is better to say that Hurwitz number is the multiplicity of the corresponding mapping \( ll \). There are several combinatorial formulas for such numbers, see [6, 14, 15, 23, 28]. In this paper, we express these numbers in terms of intersection numbers on the moduli space of curves of genus zero with marked points.

Ionel’s theory (Sections 4 and 5) reduces the problem of counting a Hurwitz number to the problem of calculating the homology class of the image of the mapping \( st \). We do this for polynomials in Section 6.3.

Really, the formula we have obtained is rather complicated (Theorem 1. It uses some recursively defined classes (Section 3.2) and it is hard to work with even in the simplest cases (see examples in Section 6.4).

Nevertheless, we think that this formula is beautiful itself, and some steps of its proof are excellent examples of the technique we use in this paper.

1.2. Hurwitz numbers of generalized polynomials and two-pointed ramification cycles. Consider a space of meromorphic functions defined on genus \( g \) curves with a fixed collection of ramification data. If only two critical values of these functions are not simple, then the homology class of the image of this space under the mapping \( st \) is called two-pointed ramification cycle.

The situation with Hurwitz numbers (multiplicities of the mapping \( ll \)) in this case is just the same as for polynomials; we just have to calculate the two-pointed ramification cycle. But in the case of an arbitrary \( g \), it is a hard problem.

We consider the case, when one nonsimple critical value is arbitrary and the other one is the value at a point of total ramification. Such functions defined on curves of arbitrary genus we call generalized polynomials. In this particular case we did not manage to compute the corresponding two-pointed ramification cycle, but we found a way to simplify it.

Thus we obtain a formula expressing Hurwitz numbers of generalized polynomials via simplified two-pointed ramification cycles (Theorem 2).
This formula also could appear to be useless, but we found a remarkable application of it.

Using the technique of Ionel many times (Lemmas 8 and 9), we found an expression for some intersection numbers via these simplified two-pointed ramification cycles (Lemma 7). This gives us an expression of these intersection numbers via Hurwitz numbers of generalized polynomials (Theorem 3).

We consider the intersection numbers which look as follows. Let $\overline{M}_{g,1}$ be the compactified moduli space of genus $g$ curves with one marked point. By $\psi$ denote the first Chern class of the line bundle over $\overline{M}_{g,1}$, whose fiber at a point of $\overline{M}_{g,1}$ is the cotangent line at the marked point of the corresponding curve. We consider the intersection numbers

$$\langle \tau_{3g-2} \rangle_g = \int_{\overline{M}_{g,1}} \psi^{3g-2}. \tag{1}$$

Previously we knew the unique way to calculate such numbers. By the Witten–Kontsevich theorem these numbers are equal to the coefficients of the string solution of the KdV hierarchy, and it is easy to compute these coefficients. Our formula leads to a combinatorial way to calculate such numbers. We express these intersection numbers via Hurwitz numbers, and it is a purely combinatorial problem to calculate a Hurwitz number.

In addition our formula gives an infinite number of linear relations for Hurwitz number, which can also be useful.

1.3. A way to compute $\langle \tau_{n,m} \prod_{r=1}^{r_f} \tau_{k_i} \rangle_g$. The intersection numbers $\langle \tau_{n,m} \prod_{r=1}^{r_f} \tau_{k_i} \rangle_g$ are the natural generalization of the numbers $\langle \tau_{3g-2} \rangle_g$. The definition of these numbers is rather complicated, so we do not recall it in the introduction.

For these numbers, we try to do just the same as for $\langle \tau_{3g-2} \rangle_g$. First, we generalize Lemma 7 and we obtain an expression for these numbers in terms of the integrals against two-pointed ramification cycles (Theorem 4). This time these integrals do not correspond to any Hurwitz numbers, but they are very similar to Hurwitz numbers. In particular, we found a generalization of a standard recursive relation for Hurwitz numbers, which works for our integrals (Theorem 5).

Theorem 5 reduces calculation of any of our integrals against two-pointed ramification cycles to calculation of simple intersection numbers in genera zero and one. The computing of these simple intersection numbers in genus one is not completely clear, but we discuss how it can be reduced to the intersection numbers in genus zero (Section 12.6).

The motivation to study the intersection numbers $\langle \tau_{n,m} \prod_{r=1}^{r_f} \tau_{k_i} \rangle_g$ looks as follows. These numbers conjectured by E. Witten to coincide with some coefficients of the string solution of the $r$th Gelfand–Dikii
hierarchy (we recall this conjecture in Section 11). So, using our theorems, one can compute these numbers and compare them with the coefficients of the string solution. Thus the Witten’s conjecture could be checked in particular cases.

In the appendix, we compute the intersection number \( \langle \tau_{6,1} \rangle_3 \) in the case \( r = 3 \) in two ways, and thus we check the Witten’s conjecture in a very particular case.

1.4. Organization of the paper. In Section 2, we define Hurwitz numbers. In Section 3, we formulate our first theorem expressing Hurwitz numbers of usual polynomials with arbitrary ramification via intersections on \( \overline{M}_{0,n} \). In Section 4, we recall the definition of admissible covers. In Section 5, we formulate the lemma of E. Ionel which plays the principal role in our paper. In Section 6, we prove our first theorem.

In Sections 7 and 8, we formulate and prove our second theorem. There we give an expression for Hurwitz numbers of generalized polynomials with one nonsimple critical value. In Sections 9 and 10, we express the intersection number \( \langle \tau_{3g} \tau_{0}^{2} \rangle_{g} \) via Hurwitz numbers.

In Section 11, we recall the definition of the intersection numbers \( \langle \tau_{n,m} \prod_{i=1}^{r-1} \tau_{0,i}^{k_{i}} \rangle_{g} \). There we also recall the conjecture of E. Witten. In Sections 12 and 13, we present an algorithm for calculating all intersection numbers of the type \( \langle \tau_{n,m} \prod_{i=1}^{r-1} \tau_{0,i}^{k_{i}} \rangle_{g} \). In the appendix, we show an example of usage of this algorithm.

1.5. Acknowledgments. The author is grateful to S. K. Lando, S. M. Natanzon, and M. Z. Shapiro for useful remarks and discussions.

2. Definition of Hurwitz numbers

In this section, we give a definition of Hurwitz numbers (Section 2.2). To define a Hurwitz number, we must fix a collection of passports whose definition we give in Section 2.1.

2.1. Definition of passports. Consider a meromorphic function \( f: C \to \mathbb{C}P^{1} \) of degree \( n \) defined on a smooth curve \( C \) of genus \( g \). Let \( z \) be a point of \( \mathbb{C}P^{1} \). Then \( f^{-1}(z) = a_{1}p_{1} + \cdots + a_{l}p_{l} \), where \( p_{1}, \ldots, p_{l} \) are pairwise distinct points of \( C \) and \( a_{1}, \ldots, a_{l} \) are positive integers such that \( \sum_{i=1}^{l} a_{i} = n \). Suppose that \( a_{1} \geq a_{2} \geq \cdots \geq a_{l} \).

Then the tuple of numbers \( (a_{1}, \ldots, a_{l}) \) is called the passport of \( f \) over \( z \).

For instance, the passport of \( f \) over a regular point is equal to \((1, \ldots, 1)\) and the passport of \( f \) over a simple critical value is equal to \((2, 1, \ldots, 1)\). If \( f \) is a polynomial of degree \( n \), then the passport of \( f \) over infinity is equal to \((n)\).
2.2. Definition of Hurwitz numbers. Two meromorphic functions, \( f_1: C_1 \to \mathbb{C}P^1 \) and \( f_2: C_2 \to \mathbb{C}P^1 \), are isomorphic if there exists a biholomorphic map \( \varphi: C_1 \to C_2 \) such that \( f_1 = f_2 \varphi \).

Consider \( m \) distinct points of \( \mathbb{C}P^1 \). Let \( A_i = (a_{i1}, \ldots, a_{il_i}) \), \( i = 1, \ldots, m \), be nonincreasing sequences of positive integers such that \( \sum_{j=1}^{l_i} a_{ij} = n \). Up to isomorphism, there is a finite number of meromorphic functions \( f: C \to \mathbb{C}P^1 \) of degree \( n \) defined on smooth curves of genus \( g \) such that the passport of \( f \) over \( z_i \) is equal to \( A_i \), \( i = 1, \ldots, m \), and \( f \) is unramified over \( \mathbb{C}P^1 \setminus \{z_1, \ldots, z_m\} \).

The Hurwitz number \( h(g, n|A_1, \ldots, A_m) \) is the weighted count of such functions, where a function \( f: C \to \mathbb{C}P^1 \) is weighted by \( 1/|\text{aut}(f)| \). For example, the number \( h(g, 2|(2), \ldots, (2)) \) is equal to \( 1/2 \).

In [2, 4, 7, 15], one can find some examples of formulas for Hurwitz numbers in special cases.

3. Hurwitz numbers of polynomials

The goal of this section is to state our formula for Hurwitz numbers of polynomials (Section 3.3). In Section 3.1, we fix notations for the ramification data and recall the known combinatorial formula for Hurwitz numbers of polynomials. In Section 3.2, we define the cohomological classes which we use in our formula.

3.1. Introduction. Let us fix \( n \in \mathbb{N}, g = 0 \), and a collection of passports \( A_1, \ldots, A_m \) with usual requirements (for any \( i \) we have \( A_i = (a_{i1}, \ldots, a_{il_i}), \ a_{i1} \geq \cdots \geq a_{il_i}, \text{ and } \sum_{j=1}^{l_i} a_{ij} = n \)). We assume that \( l_1 = 1 \) and \( A_1 = (n) \). Also we assume that \( \sum_{i=1}^{m} \sum_{j=1}^{l_i} (a_{ij} - 1) = 2n - 2 \) (the Riemann–Hurwitz formula).

The following formula is proved in [6, 28, 14]:

\[
(2) \quad h(0, n|A_1, \ldots, A_m) = n^{m-3} \frac{|\text{aut}(l_2, \ldots, l_m)|}{|\text{aut}(A_2, \ldots, A_m)|} \cdot \prod_{i=2}^{m} \frac{(l_i - 1)!}{|\text{aut}(A_i)|}.
\]

In this paper, we prove another formula expressing the same numbers via intersections.

3.2. Cohomological classes on \( \overline{M}_{0,N} \). In Section 3.2.1, we fix notations and give the standard definition of \( \psi \)-classes on the moduli space of curves. In Section 3.2.2, we give a rather complicated definition of very specific \( \Psi_p \)-classes. We need this just to write down our formula for Hurwitz numbers of polynomials in a compact way. In Section 3.2.3, we prove that our \( \Psi_p \)-classes are well-defined. This is necessary since the definition of \( \Psi_p \)-classes is a recursive one and it is not obvious that the recursive relations are compatible.
3.2.1. Standard definitions. Let \( N \) be equal to \( \sum_{j=1}^{m} l_j \). We consider the moduli space of genus zero curves with \( N \) marked points \( \overline{M}_{0,N} \ni (C, x_1, x_2, \ldots, x_{l_1}, \ldots, x_{l_m}) \); we mean a one-to-one correspondence between marked points and indices of \( a_j \).

By \( \pi_{p,q,k} \) we denote the projection \( \overline{M}_{0,N} \rightarrow \overline{M}_{0,2+l_p} \) that forgets all points except for \( x_1^1, x_1^p, \ldots, x_p^p \), and \( x_k^q \).

Consider the moduli space of genus zero curves with \( k \) marked points \( \overline{M}_{0,k} \ni (C, y_1, \ldots, y_k) \). By \( \psi(y_j) \) we denote the first Chern class of the line bundle over \( \overline{M}_{0,k} \) whose fiber at the point \( (C, y_1, \ldots, y_k) \) is the cotangent line \( T^*_y C \).

For example, \( \psi(x_i^p) \) stands for the first Chern class of the corresponding cotangent line bundle over \( \overline{M}_{0,N} \ni (C, x_1^1, x_1^2, \ldots, x_{l_m}^m) \) as well as for the first Chern class of the corresponding cotangent line bundle over \( \overline{M}_{0,2+l_p} \ni (C, x_1^1, x_1^2, \ldots, x_p^p, x_k^q) \).

3.2.2. Definition of \( \Psi_p \)-classes. We define classes \( \Psi_p(b_j)_{j \in \{2, \ldots, m\} \setminus \{p\}} \) depending on \( N - l_p - 1 \) indices corresponding to all points \( x_j^i \) except for \( x_1^1, x_1^p, \ldots, x_p^p \). If \( b_j^i = 0 \) for all \( i \) and \( j \), then we put \( \Psi_p(b_j^i) = 0 \).

We further give the following recursive definition. Suppose we have already defined all classes with

\[
\sum_{i \in \{2, \ldots, m\} \setminus \{p\}} \sum_{j=1}^{l_i} b_j^i \leq s.
\]

Consider a sequence \( (b_j^i)_{j \in \{2, \ldots, m\} \setminus \{p\}} \) such that

\[
\sum_{i \in \{2, \ldots, m\} \setminus \{p\}} \sum_{j=1}^{l_i} b_j^i = s.
\]

We fix \( q \in \{2, \ldots, m\} \setminus \{p\} \) and \( k \in \{1, \ldots, l_q\} \). Then we define \( (\hat{b}_j^i)_{j=1, \ldots, l_i} \) in the following way. We put \( \hat{b}_k = \tilde{b}_k^q + 1 \); for all other indices \( i, j \) we put \( \hat{b}_j^i = b_j^i \).

The formula for \( \Psi_p(\hat{b}_j^i) \) is the following one:

\[
\Psi_p(\hat{b}_j^i) = \hat{b}_k^q \pi^{*}_{p,q,k} \psi(x_k^q) \Psi_p(b_j^i) - \sum_U a_U D_{U \cup \{x_k^q\}} \Psi_p((b_U)^i_j)
\]

Here \( a_U = \sum_{x_j^i \in U} \hat{b}_j^i \); if \( x_j^i \notin U \cup \{x_k^q\} \), then \( (b_U)^i_j = b_j^i \); if \( x_j^i \in U \), then \( (b_U)^i_j = 0 \); and \( (b_U)^q_k = a_U + \hat{b}_k^q \). We take the sum over all \( U \subset \{x_j^i\} \setminus \{x_1^1, x_1^p, \ldots, x_p^p, x_k^q\} \).

By \( D_V \), where \( V \subset \{x_j^i\} \), we denote the Poincaré dual of the cycle, defined by the divisor in \( \overline{M}_{0,N} \) whose generic point is represented by a two-component curve such that all points from \( U \) lie on one component and all points from \( \{x_j^i\} \setminus U \) lie on the other component.
In the foregoing formulas, we will use only classes $\Psi_p = \Psi_p(b_j^i)$, where $b_j^i = a_j^i - 1$.

### 3.2.3. The $\Psi_p$-classes are well-defined

We have to prove that our definition of $\Psi_p(b_j^i)$-classes is correct.

We fix $p$, $x_{k_1}^{q_1}$, $x_{k_2}^{q_2}$ and $(b_j^i)_{j=1,\ldots,m}$. Let $\hat{b}_{k_1}^{q_1} = b_{k_1}^{q_1} + 1$, $\hat{b}_{k_2}^{q_2} = b_{k_2}^{q_2} + 1$, and $\hat{b}_j^i = b_j^i$ for all other $i$ and $j$.

If we apply formula (5) twice, first for $x_{k_1}^{q_1}$ and then for $x_{k_2}^{q_2}$, we obtain the following expression:

$$
\Psi_p(\hat{b}_j^i) = \hat{b}_{k_1}^{q_1} b_{k_2}^{q_2} x_{p,q_1,k_1}^{q_1} \Psi(x_{k_1}^{q_1}) \pi_{p,q_2,k_2}^{q_2} \Psi(x_{k_2}^{q_2}) \Psi_p(b_j^i)
$$

$$
- \sum_{U \subseteq \{x_j^1\} \setminus \{x_1^1, x_1^p, \ldots, x_k^p, x_{m+1}^q, x_{m+2}^q\}} \left( \sum_{x_j^1 \in U} b_j^i \right) \hat{b}_{k_2}^{q_2} D_{U \cup \{x_{k_1}^{q_1}\}} (x_{k_2}^{q_2}) \Psi_p(\ldots)
$$

$$
+ \sum_{U \subseteq \{x_j^1\} \setminus \{x_1^1, x_1^p, \ldots, x_k^p, x_{m+1}^q, x_{m+2}^q\}} \left( \sum_{x_j^1 \in U} b_j^i \right) D_{U \cup \{x_{k_1}^{q_1}\}} \Psi_p(\ldots)
$$

Here we take sums over all $U \subset \{x_j^1\} \setminus \{x_1^1, x_1^p, \ldots, x_k^p, x_{m+1}^q, x_{m+2}^q\}$ and over all $V \subset \{x_j^2\} \setminus \{x_1^1, x_1^p, \ldots, x_k^p, x_{m+1}^q, x_{m+2}^q\}$. We do not write down the indices in $\Psi_p$-classes since it is very easy to reconstruct these indices from the rest of each summand.

Now, to ensure that the $\Psi_p$-classes are well-defined, it is enough to prove the following lemma.

**Lemma 1.** The right-hand side of formula (6) is symmetric with respect to the changes $x_{k_1}^{q_1} \leftrightarrow x_{k_2}^{q_2}$ and $b_{k_1}^{q_1} \leftrightarrow b_{k_2}^{q_2}$.

**Proof.** Obviously, this lemma can be reduced to the fact that the sum of the last two terms of the expression is symmetric. We prove it as follows.
We fix the partition $U \cup V$. On the divisors $D = D_{U \cup V \cup \{x_{k_1}^{q_1}, x_{k_2}^{q_2}\}}$, the first Chern class of the cotangent line at the double point is equal to

$$\psi(*)D = D \cdot \sum_{W \ni x_j^2} (D_{W \cup \{x_{k_2}^{q_2}\}} + D_{W \cup \{x_{k_1}^{q_1}, x_{k_2}^{q_2}\}}) = \sum_{W} D_{W \cup \{x_{k_1}^{q_1}, x_{k_2}^{q_2}\}} D.$$ 

Of course $\psi(*)$ is symmetric.

Note that

$$\sum_{x_j^2 \in U \cup V} (b_{k_2}^{q_2} + \sum_{x_j^2 \in U \cup V} b_j^2)^2 \psi(*)D = (b_{k_2}^{q_2} + \sum_{x_j^2 \in U \cup V} b_j^2)^2 \psi(*)D,$$

$$= \sum_{W} (\sum_{x_j^2 \in W} b_j^2)(b_{k_2}^{q_2} + \sum_{x_j^2 \in U \cup V} b_j^2)D_{W \cup \{x_{k_2}^{q_2}\}} D + \sum_{W} (\sum_{x_j^2 \in W} b_j^2)(b_{k_2}^{q_2} + \sum_{x_j^2 \in U \cup V} b_j^2)D_{W \cup \{x_{k_1}^{q_1}, x_{k_2}^{q_2}\}} D,$$

$$= (b_{k_1}^{q_1} + 1)(\sum_{x_j^2 \in U \cup V} b_j^2) \psi(*)D = (b_{k_1}^{q_1} + 1)(\sum_{x_j^2 \in U \cup V} b_j^2) \sum_{W} D_{W \cup \{x_{k_1}^{q_1}, x_{k_2}^{q_2}\}} D.$$ 

Thus we see that the sum of the last two terms of expression (6) (with fixed $U \cup V$) is equal to

$$\left( (b_{k_1}^{q_1} + b_{k_2}^{q_2} + 1)(\sum_{x_j^2 \in U \cup V} b_j^2) + (\sum_{x_j^2 \in U \cup V} b_j^2)^2 \right) \psi(*)D \Psi_p(\ldots)$$

$$- \sum_{U} (b_{k_1}^{q_1} + b_{k_2}^{q_2} + 1 + \sum_{x_j^2 \in U} b_j^2)(\sum_{x_j^2 \in U} b_j^2)D_{U \cup \{x_{k_1}^{q_1}, x_{k_2}^{q_2}\}} D \Psi_p(\ldots).$$

This expression is obviously symmetric. Hence the right-hand side of formula (6) is symmetric. \qed

3.3. Formula for Hurwitz numbers of polynomials.

**Theorem 1.** If $m \geq 3$, then

$$h(0, n|A_1, \ldots, A_m) = \frac{n^{m-3}}{\prod_{j=2}^{m} |\text{aut}(A_j)|} \cdot \int_{\mathcal{M}_{0,N}} \psi(x_1)^{m-3} \prod_{p=2}^{m} \Psi_p.$$
Recall that by $\Psi_p$ we denote $\Psi_p(b^i_j)$, where $b^i_j = a^i_j - 1$, $i = 2, \ldots, p - 1, p + 1, \ldots, m$, and $j = 1, \ldots, l_i$.

Below we check this formula in some special cases independently of its proof. It is probably helpful to look through this section in order to see how to work with classes like $\pi^*_p,q,i(x^q_i), D_U$, and $\Psi_p$.

4. Admissible covers

4.1. Covering of $M_{0,m}$. Let us fix the degree $n$, the genus $g$, and a collection of passports $A_1, \ldots, A_m$. Here, for any $i = 1, \ldots, m$, $A_i = (a^i_1, \ldots, a^i_l_i)$, $a^i_1 \geq \cdots \geq a^i_l_i$, and $\sum_{j=1}^{l_i} a^i_j = n$.

Consider all meromorphic functions $f: C \to \mathbb{CP}^1$ of degree $n$ defined on smooth curves of genus $g$ such that, for certain distinct points $z_1, \ldots, z_m \in \mathbb{CP}^1$, the passports of $f$ over $z_1, \ldots, z_m$ are equal to $A_1, \ldots, A_m$, respectively, and $f$ is unramified over $\mathbb{CP}^1 \setminus \{z_1, \ldots, z_m\}$. We consider such functions up to isomorphism and up to automorphisms of $\mathbb{CP}^1$ in the target. Then the space of such function is a noncompact complex manifold of dimension $m - 3$. Denote this space by $H$.

Consider $(\mathbb{CP}^1, z_1, \ldots, z_m)$ as a moduli point of $M_{0,m}$. Then there is a natural projection $ll: H \to M_{0,m}$. The mapping $ll$ is usually called the Lyashko-Looijenga mapping. Obviously, $ll: H \to M_{0,m}$ is an $h(g, n|A_1, \ldots, A_m)$-sheeted unramified covering.

4.2. Boundary of $\overline{M}_{0,m}$. It order to geometrically obtain a moduli point of $\overline{M}_{0,m} \setminus M_{0,m}$ with $k$ nodes, one can choose $k$ pairwise nonintersecting contours $c_1, \ldots, c_k$ on $(\mathbb{CP}^1, z_1, \ldots, z_m)$ and contract each of these contours. Contours $c_1, \ldots, c_k$ must contain no points $z_1, \ldots, z_m$ and no points of self-intersections. The Euler characteristic of each connected component of $\mathbb{CP}^1 \setminus \left(\bigcup_{i=1}^{k} c_i \cup \bigcup_{i=1}^{m} z_i\right)$ must be negative.

We give a more rigorous definition. A moduli point of $\overline{M}_{0,m}$ is a tree of rational curves. Any two irreducible components either are disjoint or intersect transversely at a single point. Each component must contain at least three special (singular or labeled) points. For details see, for example, [16, 12].

4.3. Admissible covers. Our goal now is to extend the unramified covering $ll: H \to M_{0,m}$ to a ramified covering $\overline{l}: \overline{H} \to \overline{M}_{0,m}$.

Suppose that a moduli point on the boundary of $\overline{M}_{0,m}$ is obtained from a moduli point $(\mathbb{CP}^1, z_1, \ldots, z_m)$ by contracting contours $c_1, \ldots, c_k$. Consider a function $f \in H$, $f: C \to \mathbb{CP}^1$ such that $ll(f) = (\mathbb{CP}^1, z_1, \ldots, z_m)$. All preimages of contours $c_1, \ldots, c_k$ are contours on $C$. We contract each of them.

Thus we obtain a point on the boundary of $\overline{H}$. The axiomatic description of functions we obtain by such procedure gives us the definition of the space $\overline{H}$. 


Consider a moduli point \((C, z_1, \ldots, z_m)\) on the boundary of \(\overline{M}_{0,m}\). Then \(\overline{\mathcal{M}}^{-1}(C, z_1, \ldots, z_m)\) consists of holomorphic maps \(f: C_g \to C\) of prestable curves with \(m\) labeled points to \(C\) such that over each irreducible component of \(C\) \(f\) is an \(n\)-sheeted covering, not necessarily connected, with ramifications only over special points (labeled or singular). It is required that ramifications over marked points are determined by their passports, and the local behavior of \(f\) at a node in the preimage is the same on both branches of \(C_g\) at this node.

Thus we defined the space \(\overline{H}\) and the mapping \(\overline{\ell}\). For more detailed definitions, we refer to [9, 8, 10].

4.4. Space of admissible covers. The space \(\overline{H}\) can be considered as an orbifold with some glued strata. Actually, it can be desingularized, but we only need this space to carry a fundamental class, see [1, 10].

5. Lemma of E. Ionel

5.1. Covering of space of admissible covers. Let us fix the degree \(n\), the genus \(g\), and a collection of passports \(A_1, \ldots, A_m\). Consider the corresponding space of admissible covers \(\overline{H}\).

We denote by \(\widehat{H}\) the space of functions from \(\overline{H}\) with all labeled preimages of all points \(z_1, \ldots, z_m\). The natural projection \(\pi: \widehat{H} \to \overline{H}\) is a \((\prod_{i=1}^m |\text{aut}(A_i)|)\)-sheeted ramified covering.

We denote by \(\widehat{\ell}: \widehat{H} \to \overline{M}_{0,m}\) the mapping \(\overline{\ell} \circ \pi\). It is also a ramified covering.

5.2. Example. Consider \(n = 3\), \(g = 0\), \(A_1 = (3)\), \(A_2 = A_3 = (2, 1)\), and \(A_4 = (1, 1, 1)\). Then we expect \(\widehat{\ell}: \widehat{H} \to \overline{M}_{0,4}\) to be a \(h(0, 3|A_1, \ldots, A_4) \cdot \left(\prod_{i=1}^4 |\text{aut}(A_i)|\right) = 6\)-sheeted ramified covering.

Obviously, \(\widehat{\ell}\) is ramified only over the boundary points of \(\overline{M}_{0,4}\). Denote these points by \((14|23), (12|34), (13|24)\) (we mean here, that \((14|23)\) corresponds to the curve, where \(z_1, z_4\) and \(z_2, z_3\) are labeled points on different irreducible components).

It is easy to see that the passport of \(\widehat{\ell}\) over \((14|23)\) is equal to \((3, 3)\) and the passports of \(\widehat{\ell}\) over all other boundary points are equal to \((2, 2, 2)\). Thus \(\widehat{\ell}\) is a \(6\)-sheeted covering of the sphere and it has 10 critical points. Hence, the covering space \(\widehat{H}\) is a sphere.

5.3. Lemma of E. Ionel. Let the passport \(A_i\) be equal to \((a_i^1, \ldots, a_i^{l_i})\).

Then a point of the space \(\widehat{H}\) is a function
\[
  f: (C_g, x_1^1, \ldots, x_1^{l_1}, \ldots, x_m^1, \ldots, x_m^{l_m}) \to (C_0, z_1, \ldots, z_m).
\]

Here \(x_i^j\) are labeled preimages of \(z_i\), \(f^{-1}(z_i) = \sum_{j=1}^{l_i} a_i^j x_i^j\).
By \( st : \hat{H} \to \mathcal{M}_{g,N} \), \( N = \sum_{i=1}^{m} l_{i} \) we denote the mapping that takes a function \( f : (C_{g}, x_{1}^{1}, \ldots, x_{m}^{m}) \to (C_{0}, z_{1}, \ldots, z_{m}) \in \hat{H} \) to the moduli point \( (C_{g}, x_{1}^{1}, \ldots, x_{1}^{l_{1}}, \ldots, x_{m}^{1}, \ldots, x_{m}^{l_{m}}) \in \mathcal{M}_{g,N} \).

**Lemma 2.** [10] For any \( i = 1, \ldots, m \) and \( j = 1, \ldots, l_{i} \)

\[
(14) \quad a_{i}^{j} \cdot st^{*} \psi(x_{j}^{i}) = (\hat{H})^{*} \psi(z_{i}).
\]

Here, by \( \psi(x_{j}^{i}) \) (by \( \psi(z_{i}) \)) we denote the first Chern class of the line bundle whose fiber is the cotangent line at the point \( x_{j}^{i} \) (resp., at the point \( z_{i} \)).

### 6. Proof of Theorem 1

This section is organized as follows. In Section 6.1, we recall notation and the statement of Theorem 1. In Section 6.1, we prove the theorem. This proof is based on the calculation of \( st^{*}[\hat{H}] \) given in Section 6.3. In Section 6.4, we check Theorem 1 independently of its proof.

#### 6.1. Reminder of notation.

Recall that we fix \( n \in \mathbb{N} \), \( g = 0 \), and passports \( A_{1}, \ldots, A_{m}, A_{i} = (a_{i}^{1}, \ldots, a_{l_{i}}^{1}) \). We also assume that \( l_{1} = 1 \), \( A_{1} = (n) \), and \( \sum_{i=1}^{m} \sum_{j=1}^{l_{i}} (a_{j}^{i} - 1) = 2n - 2 \).

Then, if \( m \geq 3 \), we want to prove that

\[
(15) \quad h(0, n|A_{1}, \ldots, A_{m}) = \frac{n^{m-3}}{\prod_{j=2}^{m} |\text{aut}(A_{j})|} \int_{\mathcal{M}_{0,N}} \psi(x_{1}^{1})^{m-3} \prod_{p=2}^{m} \Psi_{p}.
\]

#### 6.2. Proof.

Consider the corresponding space \( \hat{H} \) defined in Section 5.1. We have the following picture:

\[
(16) \quad (C_{0}, x_{1}^{1}, \ldots, x_{m}^{m}) \in \mathcal{M}_{0,N} \xrightarrow{st} \hat{H} \xrightarrow{\hat{H}} \mathcal{M}_{0,m} \ni (C_{0}, z_{1}, \ldots, z_{m})
\]

Note that \( \int_{\mathcal{M}_{0,N}} \psi(z_{1})^{m-3} = 1 \). Since \( \hat{H} \) is a ramified covering of degree

\[
(17) \quad S = h(0, n|A_{1}, \ldots, A_{m}) \cdot \left( \prod_{i=2}^{m} |\text{aut}(A_{i})| \right),
\]

it follows that \( \int_{\hat{H}} \hat{H}^{*} \psi(z_{1})^{m-3} = S \).

Then, using the lemma of E. Ionel, we obtain that

\[
(18) \quad S = n^{m-3} \int_{\hat{H}} st^{*} \psi(x_{1}^{1})^{m-3} = n^{m-3} \int_{st[\hat{H}]} \psi(x_{1}^{1})^{m-3}.
\]

Below we prove that in our case the Poincaré dual of \( st[\hat{H}] \) is equal to \( \Xi = \prod_{p=2}^{m} \Psi_{p} \).

Thus we obtain our formula.
6.3. The Poincaré dual of \( st_*[\hat{H}] \). In this subsection we prove that \( st_*[\hat{H}] \) is dual to \( \Xi \). First we define a subvariety \( V \subset \overline{\mathcal{M}}_{0,M} \); then we prove that \( [V] \) is dual to \( \Xi \); and then we prove that \( [V] = st_*[\hat{H}] \).

6.3.1. Subvariety \( V \). Consider a moduli point \((C, x_1^1, \ldots, x_{l_m}^m) \in \overline{\mathcal{M}}_{0,M} \). We fix \( p \geq 2 \). Consider the meromorphic 1-form \( \omega_p \) with simple poles at the points \( x_1^1, x_1^p, \ldots, x_p^p \) with residues \(-n, a_1^p, \ldots, a_p^p \) respectively.

Let \( C_p \subset C \) be the union of those irreducible components of \( C \), where \( \omega_p \) is not identically zero. Obviously, \( C_p \) is a connected curve. Consider the collapsing map \( c_p : C \to C_p \). Since \( C_p \) is a connected curve, it follows that the image \( c_p(x_j^i) \) of any labeled point \( x_j^i \) is a nonsingular and a nonlabeled point of \((C_p, x_1^1, x_1^p, \ldots, x_p^p)\).

Let \( x \in C_p \) be the image of the marked points \( x_{j_1}^{q_1}, \ldots, x_{j_k(x)}^{q_k(x)} \) under the mapping \( c_p \). Then we require that \( \omega_p \) has exactly \( \sum_{i=1}^{k(x)} (a_{j_i}^q - 1) \) zeros at \( x \).

We define the subvariety \( V \) as follows. A moduli point \((C, x_1^1, \ldots, x_{l_m}^m) \in \overline{\mathcal{M}}_{0,M} \) belongs to \( V \) if and only if it satisfies the last requirement for any \( p = 2, \ldots, m \) and for any nonsingular nonlabeled point \( x \in (C_p, x_1^1, x_1^p, \ldots, x_p^p) \).

6.3.2. \([V] \) is dual to \( \Xi \). We fix \( p \geq 2 \) and a sequence of numbers \((b_j^i)_{j=1,\ldots,l_i}^{i \in \{2,\ldots,m\} \setminus \{p\}} \). By \( V_p(b_j^i) \) denote the subvariety of \( \overline{\mathcal{M}}_{0,M} \) such that for any \((C, x_1^1, \ldots, x_{l_m}^m) \in V \) for any nonsingular nonlabeled point \( x \in C_p \), \( x = c_p(x_{j_1}^{q_1}) = \cdots = c_p(x_{j_k(x)}^{q_k(x)}) \), \( \omega_p \) has at least \( \sum_{i=1}^{k(x)} b_{j_i}^i \) zeros at \( x \).

Lemma 3. The subvariety \( V_p(b_j^i) \) determines a cohomological class equal to \( \Psi_p(b_j^i) \).

Proof. Actually, if \( b_j^i = 0 \) for all \( i \) and \( j \), then \( V_p(b_j^i) = \overline{\mathcal{M}}_{0,M} \) and \([V_p(b_j^i)] \) is dual to \( \Psi_p(0) = 1 \).

Suppose that we have already proved this lemma for all classes with

\[
\sum_{i \in \{2,\ldots,m\} \setminus \{p\}} \sum_{j=1}^{l_i} b_j^i \leq s.
\]

Consider a sequence \((b_j^i)_{j=1,\ldots,l_i}^{i \in \{2,\ldots,m\} \setminus \{p\}}\) such that

\[
\sum_{i \in \{2,\ldots,m\} \setminus \{p\}} \sum_{j=1}^{l_i} b_j^i = s.
\]

We fix \( q \in \{2,\ldots,m\} \setminus \{p\} \) and \( k \in \{1,\ldots,l_q\} \). Then we define \( \widehat{b}_j^i \) in the following way. We put \( \widehat{b}_j^i = b_j^i + 1 \); for all other indices \( i, j \) we put \( \widehat{b}_j^i = b_j^i \).

By \( \mathbb{L}(x_{k}^q) \) denote the cotangent line bundle at the point \( x_{k}^q \).
On $V_p(b^i_j)$, the restriction $\omega_p|_{x^i_k}$ determines a section of $\pi^*_{p,q,k}\mathbb{L}(x^i_k)^{\otimes b^i_k}$. Note that, at a generic point of $V_p(b^i_j)$, the form $\omega_p$ has exactly $b^i_k$ zeros at the point $c_p(x^i_k)$. Hence the restriction $\omega_p|_{x^i_k}$ vanishes at all the curves where $\omega_p$ has more than $b^i_q$ zeros at the point $c_p(x^i_k)$.

Let us enumerate those divisors in $V_p(b^i_j)$, where $\omega_p$ has more than $b^i_q$ zeros at $c_p(x^i_k)$. The first one is the divisor where $x^i_k \in C_p$ and $\omega_p$ has $\hat{b}^i_k$ zeros at $x^i_k = c_p(x^i_k)$. The second case is when $x^i_k$ ‘run away’ from $C_p$ with some other points $x^i_{j_1}, \ldots, x^i_{j_s}$. The section of $\pi^*_{p,q,k}\mathbb{L}(x^i_k)^{\otimes b^i_k}$ has $\sum_{r=1}^s b^i_{j_r}$ zeros at such divisor.

Hence, the expression defining $\Psi_p(\hat{b}^i_j)$ is just the expression defining the same cocycle as the first divisor described above. But the first divisor is just $V_p(b^i_j)$. Thus we made the inductive step which proves this lemma.

Note that $V$ is a transversal intersection of $V_p(a^i_j - 1), p = 2, \ldots, m$. Then an obvious corollary of Lemma 3 is the following lemma

**Lemma 4.** The subvariety $V$ determines a cohomological class equal to $\Xi$.

6.3.3. $[V]$ is equal to $st_*[\hat{H}]$. Obviously, $V$ and $st(\hat{H})$ are the closures of $V \cap \mathcal{M}_{0,M}$ and $st(\hat{H}) \cap \mathcal{M}_{0,M}$, respectively. We can prove that $V \cap \mathcal{M}_{0,M} = st(\hat{H}) \cap \mathcal{M}_{0,M}$.

Let $f: (\mathbb{C}P^1, x^1_1, \ldots, x^m_{1m}) \to (\mathbb{C}P^1, z_1, \ldots, z_m)$ be a function in $\hat{H}$. Then $\omega_p = f^*(dz/(z - z_p) - dz/(z - z_i))$. Since $x^i_k$ is a critical point of $f$ of the order $a^i_q - 1$, if follows that $\omega_p$ has $a^i_q - 1$ zeros at $x^i_k$. Thus we obtain that $V \cap \mathcal{M}_{0,M} \supset st(\hat{H}) \cap \mathcal{M}_{0,M}$.

Conversely, let $(\mathbb{C}P^1, x^1_1, \ldots, x^m_{1m}) \in V \cap \mathcal{M}_{0,M}$. Then there is a unique function $f_p$ such that $f_p^{-1}(z_1) = n\cdot x^1_1$ and $f_p^{-1}(z_p) = \sum_{i=1}^m a^i_p \cdot x^i_p$. Requirements for $\omega_p$ mean that a marked point $x^i_k$ is a critical point of $f_p$ of order $a^i_q - 1$. Hence $f = f_2 = f_3 = \cdots = f_m$ is the function in $\hat{H}$ such that $f^{-1}(z_i) = \sum_{j=1}^i a^i_j x^i_j$, $i = 1, \ldots, m$.

Since the map $st$ has degree one over $V \cap \mathcal{M}_{0,M}$, it follows that \([V] = st_*[\hat{H}]\).

6.4. Independent check of Theorem 1.

6.4.1. Degenerate polynomials. Consider the first nontrivial degenerate case. Let $A_1 = (n)$, $A_2 = (a^2_1, a^2_2)$, and $A_3 = (2, 1, \ldots, 1)$. Then we want to check that $h(0, n|A_1, A_2, A_3) = 1/\text{aut}(A_2)$.

We have

\[
\Psi_2 = \pi^*_{2,3,1}\psi(x^1_i), \\
\Psi_3 = (a^2_1 - 1)!(a^2_2 - 1)!\pi^*_{3,2,1}\psi(x^2_1)^{a^2_1-1}\pi^*_{3,2,2}\psi(x^2_2)^{a^2_2-1} - (n - 2)!((a^2_1 - 1)!(a^2_2 - 1)!)D_{x^2_1,x^2_2}^i\pi^*_{3,2,1}\psi(x^2_i)^{n-3}.
\]
Note that $\Psi_2$ is dual to the divisor $D$ whose generic point is represented by a two-component curve such that $x_1^1$ and $x_1^3$ lie on one component and $x_2^1$ and $x_3^1$ lie on the other one. The restriction of $\Psi_3$ to this divisor is obviously equal to

$$\frac{(a_1^2 - 1)! (a_2^2 - 1)! \psi(x_1^2)^{a_1^2-1} \psi(x_2^2)^{a_2^2-1}}{a_{11}^2 - 1}$$

(22)

The divisor $D$ consists of several irreducible components. One can enumerate these components via subsets of $\{x_2^3, \ldots, x_{n-1}^3\}$. Let $D_U$, $U \subset \{x_2^3, \ldots, x_{n-1}^3\}$ be the divisor whose generic point is represented by a two-component curve such that $x_1^1$, $x_2^1$, and all $x_i^3 \in U$ lie on one component and all other labeled points lie on the other component. So, $D = \cup_U D_U$.

It is easy to see that $\int_{D_U} \psi(x_1^2)^{a_1^2-1} \psi(x_2^2)^{a_2^2-1}$ is not vanishing if and only if $|U| = a_2^2 - 1$. In this case this integral is equal to 1. Hence, $\int_D \psi(x_1^2)^{a_1^2-1} \psi(x_2^2)^{a_2^2-1} = (\frac{n-2}{a_1^2 - 1})$. It follows that $h(0, n|A_1, A_2, A_3) = 1/\text{aut}(A_2)$.

6.4.2. Generic polynomials. The natural desire here is to independently check that our formula gives the same answer as in [15] in the case of generic polynomials. The ramification data for generic polynomials is the following: $A_1 = (n)$, $m = n$, and $A_2 = \cdots = A_n = (2, 1, \ldots, 1)$. The answer given in [15] is $h(0, n|A_1, \ldots, A_n) = n^{n-3}$.

We state that $h(0, n|A_1, \ldots, A_n)$ counted with our formula is equal to $n^{n-3}$. But the argument we have is too complicated, so we give only the sketch of the proof, which can be deciphered to the full proof by the reader.

The first step looks as follows. One has to show that the ‘essential part’ of $\Psi_p$ in this case is equal to the cocycle determined by the subvariety $W_p$. $W_p$ is a codimension $n - 2$ subvariety whose generic point is represented by an $(n - 2)$-component curve such that on one component there are points $x_1^1$, $x_1^p$, and $n - 2$ singular points. All other components, except for this one, contain exactly one point from the set $\{x_1^1, \ldots, x_1^{p-1}, x_1^{p+1}, \ldots, x_1^n\}$, exactly one point from the set $\{x_2^p, \ldots, x_n^p\}$, and exactly one singular point, attaching this component to the first one.

The words ‘essential part’ mean that the integral

$$\int_{\mathcal{A}_{0,n}} \psi(x_1^1)^{n-3} \Psi_2 \cdots \Psi_{p-1}(\Psi_p - [W_p]) \Psi_{p+1} \cdots \Psi_n$$

(23)

is equal to zero.

We remark that there are exactly $(n - 2)!$ ways to split the sets $\{x_2^1, \ldots, x_1^{p-1}, x_1^{p+1}, \ldots, x_1^n\}$ and $\{x_2^p, \ldots, x_n^p\}$ into pairs of points lying on the same components. Then, via the standard calculations, one can show that the integral part of formula (12) is equal to $(n - 2)!^{n-1}$. Then
we obtain that
\[
(24) \quad h(0, n|A_1, \ldots, A_n) = \frac{n^{n-3}}{\prod_{i=1}^{n} \text{aut}(A_i)} (n - 2)!^{n-1} = n^{n-3}.
\]

7. Hurwitz numbers of generalized polynomials

7.1. Two-pointed ramification cycles. In applications of the lemma of E. Ionel to concrete calculations, one has to work with two-pointed ramification cycles. We define them now.

Consider a moduli space $\overline{M}_{g,k}$. Let $x_1, \ldots, x_k$ be marked points of curves in $\overline{M}_{g,k}$. Let $b_1, \ldots, b_k$ be integer numbers such that $\sum_{i=1}^{k} b_i = 0$. By $W$ denote the subvariety of $\overline{M}_{g,k}$ consisting of curves $(C, x_1, \ldots, x_k) \in \overline{M}_{g,k}$ such that $\sum_{i=1}^{k} b_i x_i$ is the divisor of a meromorphic function.

The closure of $W$ in $\overline{M}_{g,k}$ determines a homology class $\Delta(b_1, \ldots, b_k)$. This class is called the two-pointed ramification cycle.

7.2. Hurwitz numbers of generalized polynomials. By a generalized polynomial we simply mean the following ramification data. We fix integers $n > 0$ and $g \geq 0$. Let $A_1 = (n)$, $A_2 = (a_1, \ldots, a_l)$, and $A_3 = \cdots = A_m = (2, 1, \ldots, 1)$, where $m - l - 1 = 2g$ (the Riemann–Hurwitz formula).

Consider the space $\overline{M}_{g,1+l} \ni (C, x_1^1, x_1^2, \ldots, x_l^2)$. There is a two-pointed ramification cycle $\Delta(-n, a_1, \ldots, a_l)$, where $-n$ corresponds to $x_1^1$, and $a_i$ corresponds to $x_i^2$, $i = 1, \ldots, l$.

**Theorem 2.** If $m \geq 3$, then
\[
(25) \quad h(g, n|A_1, \ldots, A_m) = \frac{n^{m-3}(m - 2)!}{\text{aut}(A_2)} \int_{\Delta(-n, a_1, \ldots, a_l)} \psi(x^1_1)^{m-3}.
\]

7.3. Genus zero case. We check formula (25) in the case of genus zero. We have $\Delta(-n, a_1, \ldots, a_l) = [\overline{M}_{0,1+l}]$. Hence,
\[
(26) \quad h(0, n|A_1, \ldots, A_{l+1}) = \frac{n^{l-2}(l - 1)!}{\text{aut}(A_2)}.
\]

The same answer is given by (2).

8. Proof of Theorem 2

8.1. The first steps of the proof. We start our proof in the same way as in the case of usual polynomials. Let $\overline{H}$ be the appropriated space of admissible covers. The mapping $\hat{H} \to \overline{H}$ has degree $\text{aut}(A_2) \cdot (n - 2)!^{m-2}$. Then,
\[
(27) \quad \int_{\hat{H}} \psi(z_1)^{m-3} = \text{aut}(A_2) \cdot (n - 2)!^{m-2} \cdot h(g, n|A_1, \ldots, A_m).
\]
Using the lemma of E. Ionel, we get
\begin{equation}
(28) \quad n^{m-3} \int_{st(\hat{H})} \psi(x_1) = \text{aut}(A_2) \cdot (n-2)!^{m-2} \cdot h(g, n|A_1, \ldots, A_m).
\end{equation}

8.2. The restriction of $\psi(x_1)$ to $st(\hat{H})$. Let $\pi: \overline{M}_{g,1+l+(m-2)(n-1)} \to \overline{M}_{g,1+l}$ be the projection forgetting all marked points except for $x_1^1, x_1^2, \ldots, x_l^2$.

Lemma 5. $\pi^*\psi(x_1)|_{st(\hat{H})} = \psi(x_1)|_{st(\hat{H})}$.

Proof. Recall that $\pi^*\psi(x_1) = \psi(x_1) - [D_\pi]$. Here $[D_\pi]$ is the cocycle determined by the divisor $D_\pi$ in $\overline{M}_{g,1+l+(m-2)(n-1)}$. The generic point of $D_\pi$ is represented by a two-component curve such that one component has genus zero and contains $x_1^1$, and the other component has genus $g$ and contains $x_2^1, \ldots, x_l^2$.

Let us prove that this divisor does not intersect $st(\hat{H})$. Assume the converse, that is, we assume that there exists a function in $\hat{H}$ such that its domain belongs to $D_\pi$.

Consider the image of such function. It is a stable curve of genus zero with marked points $z_1, \ldots, z_m$. It follows from the definition of $D_\pi$ that $z_1$ and $z_2$ lie on different irreducible components of the target curve.

Consider the irreducible component $C_1$ of the target curve containing $z_1$. This component also contains the point $z_*$ and at least one more special point. (The point $z_*$ separates $C_1$ from the component containing $z_2$.)

If follows from the definition of admissible covers that the point $z_*$ is a point of total ramification. Since the preimage of $C_1$ has genus zero, it follows that any point of this component (except for $z_1$ and $z_*$) has exactly $n$ simple preimages.

Note that all marked points in the target curve are critical values of the function. After being cut at $z_*$, the target curve splits in two halves, and the total preimage of the half containing $z_1$ has genus 0. It follows that the third special point on $C_1$ has a ramification in the preimage.

This contradiction proves that $D_\pi$ does not intersect $st(\hat{H})$. Hence, $\pi^*\psi(x_1)|_{st(\hat{H})} = \psi(x_1)|_{st(\hat{H})}$. \qed

8.3. Proof of Theorem 2. We have
\begin{equation}
(29) \quad n^{m-3} \int_{st(\hat{H})} \psi(x_1) = \text{aut}(A_2) \cdot (n-2)!^{m-2} \cdot h(g, n|A_1, \ldots, A_m).
\end{equation}

Using Lemma 5, we get
\begin{equation}
(30) \quad \int_{st(\hat{H})} \psi(x_1) = \int_{\pi_*st(\hat{H})} \psi(x_1).
\end{equation}
Since the mapping \( \pi \circ st|_{\tilde{H}} \) has degree \( (m-2)! \cdot (n-2)!^{(m-2)} \), it follows that

\[
\pi_*st_*[\tilde{H}] = (m-2)! \cdot (n-2)!^{(m-2)} \cdot \Delta(-n, a_1, \ldots, a_l).
\]

Hence,

\[
\pi_*st_*[\hat{H}] = (m-2)! \cdot (n-2)!^{(m-2)} \cdot \Delta(-n, a_1, \ldots, a_l).
\]

\[\tag{31}\]

9. Amusing formulas for \( \langle \tau_{3g}^2 \rangle_g \)

Consider the moduli space of curves \( \overline{M}_{g,n} \ni (C, x_1, \ldots, x_n) \). By \( \langle \tau_{k_1} \ldots \tau_{k_n} \rangle_g \) denote \( \int_{\overline{M}_{g,n}} \psi(x_1)^{k_1} \ldots \psi(x_n)^{k_n} \). It is known from [26, 13] that \( \langle \tau_{3g}^2 \rangle_0 = 1/(24^g g!) \).

In this section, we express \( \langle \tau_{3g}^2 \rangle_g \) via Hurwitz numbers of generalized polynomials.

9.1. Formulas. By \( H(g; n) \) we denote \( h(g, n|A_1, \ldots, A_m) \), where \( A_1 = (n), A_2 = \cdots = A_m = (2, 1, \ldots, 1), m = 2g+n \).

**Theorem 3.** For any \( l \geq 0 \),

\[
\langle \tau_{3g}^2 \rangle_g = \sum_{i=0}^{g} (-1)^i \binom{g}{i} \frac{(g + l + 1 - i)!\ H(g; g + l + 1 - i)}{g!(3g + l - i)!} (g + l + 1 - i)^{3g+l-1-i}.
\]

Thus we have an infinite number (for any \( l \geq 0 \)) of formulas for \( \langle \tau_{3g}^2 \rangle_g \).

9.2. Check in low genera.

9.2.1. Genus zero. In genus zero, we have the following:

\[
\langle \tau_0^3 \rangle_0 = \frac{(l + 1)!\ H(0; l + 1)}{l!(l + 1)^{l-1}}.
\]

Since \( H(0; l + 1) = (l + 1)^{l-2} \), if follows that

\[
\langle \tau_0^3 \rangle_0 = \frac{(l + 1)!\ (l + 1)^{l-2}}{l!(l + 1)^{l-1}} = 1.
\]

9.2.2. Genus one. In genus one, we have the following:

\[
\langle \tau_1^3 \rangle_1 = \frac{(l + 2)!\ H(1; l + 2)}{(l + 3)!\ (l + 2)^{l+2}} - \frac{(l + 1)!\ H(1; l + 1)}{(l + 2)!\ (l + 1)^{l+1}}.
\]

From [25], it follows that

\[
H(1; l) = \frac{(l + 1)!\ l!(l - 1)}{l! \cdot 24}.
\]

Combining these formulas, we obtain that \( \langle \tau_1^3 \rangle_1 = 1/24 \).
10. Proofs of Theorem 3

We will give two proofs of Theorem 3. The first one is purely combinatorial. It is based on the formula of Ekedahl et al. [4]. The second proof is purely geometric. This proof is based on Theorem 2.

Historically, the second proof was the first one. It is based on ideas which will be very useful in the rest of the paper. We obtained the second proof trying to check our formula in genera 2 and 3.

10.1. First proof.

Proof. We recall the formula for \( H(g; k) \) from [4]

\[
H(g; k) = \frac{(2g + k - 1)!}{k!} \cdot k^g \sum_{i=0}^{g} (-1)^i \lambda_i \int_{\overline{M}_{g, 1}} \psi(x_1)^g.
\]

Here \( x_1 \) is the unique marked point on curves in \( \overline{M}_{g, 1} \), and \( \lambda_i = c_i(E) \), where \( E \) is the rank \( g \) vector bundle over \( \overline{M}_{g, 1} \) with the fiber over \( (C, x_1) \) equal to \( H^0(C, \omega_C) \).

Putting this formula for \( H(g; k) \) in formula (33), we obtain the following:

\[
\langle \tau_3 \tau_0 \rangle_g = \frac{1}{g!} \sum_{i=0}^{g} \sum_{j=0}^{g} (-1)^{i+j} \binom{g}{j} (g + l + 1 - j)^{g-1} \int_{\overline{M}_{g, 1}} \lambda_i \psi(x_1)^{3g-2-i}.
\]

It follows from the combinatorial lemma below that the right hand side of this formula is equal to \( \int_{\overline{M}_{g, 1}} \psi(x_1)^{3g-2} \). The equality \( \langle \tau_3 \tau_0 \rangle_g = \langle \tau_{3g-2} \rangle_g \) follows from the string equation [26]:

\[
\langle \tau_0 \prod_{i=1}^{m} \tau_i \rangle = \sum_{i=1}^{m} \langle \tau_{k_1} \cdots \tau_{k_{i-1}} \tau_{k_i-1} \tau_{k_{i+1}} \cdots \tau_{k_m} \rangle.
\]

\[\square\]

Lemma 6. There is a combinatorial identity:

\[
\sum_{i=0}^{g} (-1)^{i} \binom{g}{i} (g + 1 - i)^k = \left\{ \begin{array}{ll} 0, & k < g, \\ g!, & k = g. \end{array} \right.
\]

Proof. By \( f(g, k) \) denote the left-hand side of the lemma statement. Note that \( f(0, 0) = 1 \), and \( f(g, 0) = 0 \) if \( g > 0 \). Since

\[
f(g + 1, k + 1) = (g + 1) \cdot \left( \binom{k+1}{0} f(g, k) + \cdots + \binom{k+1}{k} f(g, 0) \right),
\]

the statement of the lemma follows. \[\square\]

10.2. Second proof. First, we express the intersection number \( \langle \tau_3 \tau_0 \rangle_g = \langle \tau_{3g-2} \rangle_g \) via integrals over two-pointed ramification cycles. Then, using Theorem 2, we obtain formula (33).
10.2.1. Two-pointed ramification cycles. We fix \( g \geq 0 \). By \( \Delta_k \) denote the two-pointed ramification cycle \( \Delta(-k, 1, \ldots, 1) \) in the moduli space \( \overline{M}_{g,1+k} \ni (C, y, t_1, \ldots, t_k) \).

Consider the intersection number \( \langle \tau_3 g \tau_0^2 \rangle_g \). We prove the following lemma.

**Lemma 7.** For any \( l \geq 0 \),
\[
\langle \tau_3 g \tau_0^2 \rangle_g = \sum_{i=0}^{g} \frac{(-1)^g}{g!} \binom{g}{i} \int_{\Delta_{g+l+i+1}} \psi(y)^{3g+l-i-1}.
\]

10.2.2. Proof of Theorem 3.

**Proof.** From Theorem 2, we know that
\[
\int_{\Delta_{g+l+i+1}} \psi(y)^{3g+l-i-1} = \frac{(g + l - i + 1)!H(g, g + l - i + 1)}{(g + l - i + 1)^{3g+l-i-1}(3g + l - i)!}.
\]
If we combine this with Lemma 7, we get
\[
\langle \tau_3 g \tau_0^2 \rangle_g = \sum_{i=0}^{g} \frac{(-1)^g}{g!} \binom{g}{i} \frac{(g + l - i + 1)!H(g, g + l - i + 1)}{(g + l - i + 1)^{3g+l-i-1}(3g + l - i)!}.
\]

10.2.3. Proof of Lemma 7. Consider the moduli space \( \overline{M}_{g,2+g+l} \ni (C, y, t_1, \ldots, t_{g+l+1}) \). By \( V(k_1|i_1, \ldots, i_{k_2}) \) denote the subvariety of \( \overline{M}_{g,2+g+l} \) consisting of curves \( (C, y, t_1, \ldots, t_{g+l+1}) \) such that there exists a meromorphic function of degree \( k \) with pole of multiplicity \( k \) at \( y \) and simple zeros at \( t_{i_1}, \ldots, t_{i_{k_2}} \).

Let \( E(k_1|i_1, \ldots, i_{k_2}) \) be the cycle in homologies of \( \overline{M}_{g,1+g+l+1} \) determined by the closure of \( V(k_1|i_1, \ldots, i_{k_2}) \). By \( S(k_1, k_2) \) denote
\[
\int_{E(k_1|i_1, \ldots, i_{k_2})} \psi(y)^{3g+l-1+k_1-k_2}.
\]

Obviously, the last number depends only on \( k_1 \) and \( k_2 \), but not on the choice of \( i_1, \ldots, i_{k_2} \).

Below, we always suppose that \( k_1 \leq k_2 + g \) and \( k_2 \geq 1 \).

The proof of Lemma 7 is based on the following lemma.

**Lemma 8.** If \( k_1 > k_2 \), then
\[
S(k_1, k_2) = \frac{1}{k_2 - k_1} (S(k_1, k_2 + 1) - S(k_1 - 1, k_2)).
\]

The dependence of \( S(k_1, k_2) \) on \( l \) is explained by the following lemma.

**Lemma 9.** The number \( S(k_1, k_2) \) does not depend on the choice of \( l \) that satisfies \( g + l + 1 \geq k_2 \).

We prove Lemmas 8 and 9 in the next subsection.
Proof of Lemma 7. Note that \( \mathcal{M}_{0,2+g+l} = E(g + l + 1|1, 2, \ldots, l + 1) \).
(On the generic curve \((C, y, t_1, \ldots, t_{l+1})\), there exists a meromorphic function of degree \(g + l + 1\) such that \(y\) is the pole of multiplicity \(g + l + 1\) and \(t_1, \ldots, t_{l+1}\) are simple zeros. For the proof of such statements, see [17, Section 7]). Then,

\begin{equation}
\langle \tau g \rangle^2 = \int_{\mathcal{M}_{g+1+1}} \psi(y)^{4g+l-1} = S(g + l + 1|l + 1).
\end{equation}

Lemma 8 implies that

\begin{equation}
S(g + l + 1|l + 1) = \frac{1}{g} S(g + l + 1|l + 2) - \frac{1}{g} S(g + l|l + 1)
= \frac{S(g + l + 1|l + 3)}{g(g - 1)} - \frac{2 \cdot S(g + l|l + 2)}{g(g - 1)} + \frac{S(g + l - 1|l + 1)}{g(g - 1)}
= \cdots = \sum_{i=0}^{g} \left( \frac{-1}{g!} \left( \frac{g}{i} \right) \right) S(g + l - i + 1|g + l - i + 1).
\end{equation}

Lemma 9 implies that

\begin{equation}
S(g + l - i + 1|g + l - i + 1) = \int_{\Delta_{g+i-1}} \psi(y)^{3g+l-i-1}.
\end{equation}

Combining (49) and (50) we obtain the statement of Lemma 7. \(\square\)

10.2.4. Proofs of Lemmas 8 and 9.

Proof of Lemma 9. Let \(E = E(k_1, \ldots, k_2)\) be the cycle in the homology of \(\mathcal{M}_{g,2+g+l}\). Let \(\hat{E} = E(k_1, \ldots, k_2)\) be the cycle in the homology of \(\mathcal{M}_{g,2+g+l}\) where \(\hat{l} = l + 1\).

By \(\pi: \mathcal{M}_{g,2+g+l} \to \mathcal{M}_{g,2+g+l}\) denote the projection forgetting the labeled point \(t_{g+l+1}\). Note that \(\psi(y)\) in the cohomology of \(\mathcal{M}_{g,2+g+l}\) is equal to \(\pi^* \psi(y) + D\), where \(D\) is the class dual to the divisor whose generic point is represented by a two-component curve such that one component has genus zero and contains points \(y\) and \(t_{g+l+1}\), and the other component has genus \(g\) and contains all labeled points except for \(y\) and \(t_{g+l+1}\).

It is easy to see that \((\pi^* \psi(y) + D)^K = \pi^* \psi(y)^K + D \cdot \pi^* \psi(y)^{K-1}\).

Also note that \(\pi_*(\hat{E} \cdot D) = E\).

Since (from dimensional conditions)

\begin{equation}
\int_{\hat{E}} \pi^* \psi(y)^{3g+l-1+k_1-k_2} = 0,
\end{equation}

it follows that

\begin{equation}
\int_{\hat{E}} \psi(y)^{3g+l-1+k_1-k_2} = \int_{\hat{E}} D \cdot \pi^* \psi(y)^{3g+l-1+k_1-k_2} = \int_{\hat{E}} \psi(y)^{3g+l-1+k_1-k_2}.
\end{equation}

This proves the Lemma. \(\square\)
Proof of Lemma 8. Using Lemma 9 we can consider $S(k_1, k_2)$ as

\[
\int_{E(k_1|1, \ldots, k_2)} \psi(y)^{2g+k_1-1},
\]

where $g + l = k_2$ ($l$ can be negative).

Consider the following ramification data: $A_1 = (k_1), A_2 = \cdots = A_{2g+k_1} = (2, 1, \ldots, 1), A_{2g+k_1+1} = A_{2g+k_1+2} = (1, \ldots, 1)$. Consider the space $\hat{H}$ built using this ramification data. The map $st$ takes a point of $\hat{H}$ to a curve

\[
(C, x_1^1, x_2^1, \ldots, x_{k_1-1}^1, \ldots, x_1^{2g+k_1}, \ldots, x_k^{2g+k_1}, x_1^{2g+k_1+1}, \ldots, x_{k_1}^{2g+k_1+1}, \ldots, x_1^{2g+k_1+2}, \ldots, x_k^{2g+k_1+2}) \in \mathcal{M}_{g,1+2k_1+(2g+k_1-1)(k_1-1)}.
\]

Consider the projection $\pi: \mathcal{M}_{g,1+2k_1+(2g+k_1-1)(k_1-1)} \to \mathcal{M}_{g,2+k_2}$, which takes the labeled point $x_1^1$ to $y_1^2$, $x_2^2 + \cdots + x_{k_1}^2$ to $t_{k_1+1}$, and forgets all other labeled points. Note that $\pi_*st_*[\hat{H}] = K \cdot E(k_1|1, \ldots, k_2)$, where

\[
K = (k_1 - 1)!(k_1 - k_2)!(2g + k_1 - 1)!/(k_1 - 2)^{(2g+k_1-1)}.
\]

The Lemma of E. Ionel implies that

\[
\psi(y) \cdot E(k_1|1, \ldots, k_2) = \frac{1}{K} \pi_* \left( \frac{1}{k_1} st_* (\hat{H} \psi(z_1) \cdot [\hat{H}]) - D \cdot st_*[\hat{H}] \right),
\]

where $D$ is dual to the divisor whose generic point is represented by a two-component curve such that one component has genus $g$ and contains the preimages of the points $t_1, \ldots, t_{k_2+1}$, and the other component has genus zero and contains the point $x_1^1$. Here we use the standard expression for $\psi(x_1^1)$ via $\pi^*\psi(y)$.

One can consider $D \cdot st_*[\hat{H}]$ as the class determined by $D \cap st(\hat{H})$. We are interested only in the irreducible components of $D \cap st(\hat{H})$ whose image under the map $\pi$ has codimension one.

We describe the generic point of such component. It is a three-component curve. One component has genus zero and contains $x_1^1$, the whole tuple of preimages of one critical value, say $x_1^2, \ldots, x_{k_1-1}^2$, and two nodes, $*_1$ and $*_2$. There exists a meromorphic function of degree $k_1$ whose divisor is $-k_1 x_1^1 + (k_1 - 1) *_1 + *_2$, and $x_1^3, \ldots, x_{k_1-1}^3$ are the preimages of its simple critical value. The second component has genus zero and is attached to the first one at the point $*_2$. It contains exactly one point from each of the sets $\{x_2^2, \ldots, x_{k_1-1}^2\}$, $\{x_2^{2g+k_1}, \ldots, x_{k_1-1}^{2g+k_1}\}$, $\{x_{2+k_1}^{2g+k_1+1}, \ldots, x_{k_1}^{2g+k_1+1}\}$, $\{x_{2+k_1}^{2g+k_1+2}, \ldots, x_{k_1}^{2g+k_1+2}\}$. The last component has genus $g$, is attached to the first component at the point $*_1$, and contains all other points. There is a function of degree $k_1 - 1$ such
that $*$ is the point of total ramification, $x_1^2, \ldots, x_1^{2g+k_1}$ are simple critical points, and all points $x_j^i$ with fixed superscript are the preimages of a single point in the image.

From this description, it is obvious that

$$
(57) \quad \pi_*(D \cdot st_*[\mu]) = K \cdot E(k_1 - 1|1, \ldots, k_2).
$$

Now we will describe $\pi_* st_*(\mu \cdot \psi(z_1))$. Note that $\psi(z_1)$ is dual to the divisor whose generic point is represented by a two-component curve such that $z_1$ lies on one component, and $\hat{z}_{2g+k_1+1}$ and $\hat{z}_{2g+k_1+2}$ lie on the other component. We describe only those components of the preimage of this divisor under the map $\mu$ whose $\pi_* st_*$-image does not vanish $\psi(y)^{2g+k_1-1}$.

There are two possible cases. The first one looks as follows. Consider the divisor in $\overline{\mathcal{M}}_{0,2g+k_1+2}$ whose generic point is represented by a two-component curve such that $z_1$ and exactly one point from the set \{$z_{2g+k_1+1}$, $z_{2g+k_1+2}$\} lie on one component and all other points (including $\hat{z}_{2g+k_1+1}$ and $\hat{z}_{2g+k_1+2}$) lie on the other component. Then we obtain just the same picture as in the case of $D \cdot st_*[\mu]$, but with coefficient $k_1 - 1$, since $\mu$ is ramified along this divisor with multiplicity $k_1 - 1$.

The next case is as follows. Consider the divisor in $\overline{\mathcal{M}}_{0,2g+k_1+2}$ whose generic point is represented by a two-component curve such that $\hat{z}_{2g+k_1+1}$ and $\hat{z}_{2g+k_1+2}$ lie on one component and all other marked points lie on the other component. The map $\mu$ is not ramified over this divisor. There are $k_2 + (k_1 - k_2)$ possible cases in the preimage of this divisor under the map $\mu$.

The first $k_2$ cases mean that $x_1^{2g+k_1+2}$ lies on the same genus zero irreducible component of the domain curve as one of the marked points $x_1^{2g+k_1+1}, \ldots, x_{k_2}^{2g+k_1+1}$. Under the map $\pi_* st_*$ this gives us $k_2 \cdot K \cdot E(k_1|1, \ldots, k_2)$ in the space $\overline{\mathcal{M}}_{2g+l'g}$, where $l' = l - 1$.

The other $k_1 - k_2$ cases mean that $x_1^{2g+k_1+2}$ lie on the same genus zero irreducible component of the domain curve as one of the marked points $x_{k_2+1}^{2g+k_1+1}, \ldots, x_{k_1}^{2g+k_1+1}$. Under the map $\pi_* st_*$ this gives us $K \cdot E(k_1|1, \ldots, k_2, k_2 + 1)$ in the space $\overline{\mathcal{M}}_{2g+l+g}$ (it is easy to check the coefficient by direct calculations).

Thus we obtain that

$$
(58) \quad \int_{E(k_1|1, \ldots, k_2)} \psi(y)^{2g+k_1-1} = \frac{k_1 - 1}{k_1} \int_{E(k_1-1|1, \ldots, k_2)} \psi(y)^{2g+k_1-2} + \frac{k_2}{k_1} \int_{E(k_1|1, \ldots, k_2, k_2+1)} \psi(y)^{2g+k_1-2} - \frac{1}{k_1} \int_{E(k_1-1|1, \ldots, k_2, k_2)} \psi(y)^{2g+k_1-2}.
$$
Here the sign $\int^*$ means that we calculate the intersection number in the (co)homology of $\overline{M}_{g,2+g}^+$.

Combining the last equality and Lemma 9, we obtain that $S(k_1, k_2) = (S(k_1, k_2 + 1) - S(k_1 - 1, k_2))/ (k_1 - k_2)$.  

11. THE CONJECTURE OF E. WITTEN

In this section, we introduce intersection numbers which will be considered in the rest of the paper. There is a conjecture of E. Witten relating these intersection numbers with the string solutions of the Gelfand–Dikii hierarchies. Here we also recall this conjecture.

In Section 11.1, we give a definition of the intersection numbers. It is enough to read only this section to understand the rest of the paper except for the appendix.

In Section 11.2, we formulate the Witten’s conjecture. We recall the necessary definitions for this conjecture in Section 11.3. In Section 11.4, we give a recursive relation for the coefficients of the string solution of the Boussinesq hierarchy. This could be considered as an example of the definitions of Section 11.3, but we also use this relation in the appendix.

We explain one more time the role of the Witten’s conjecture in this paper. There are certain intersection numbers defined by Witten. We give a way to calculate some of these intersection numbers. This is all what we do in the rest of the paper.

But there is a possible application of these results. One can calculate an intersection number using our algorithm. Then one can calculate the corresponding coefficient of the string solution of the corresponding Gelfand–Dikii hierarchy. After this one can compare if the results of these calculations coincide. If yes, then we have checked the Witten conjecture in a very particular case. If no, then the Witten conjecture is false. This is what we do in the appendix for the intersection number $\langle \tau_{3,1} \rangle_3$ in the case of the Boussinesq hierarchy.

More detailed exposition of the Witten conjecture can be found in [27, 11].

11.1. Intersection numbers $\langle \prod \tau_{i,j}^{k_i,j} \rangle_g$. Some of our definitions in this section seem to be not entirely clear, but our goal now is only to give a general idea of Witten’s definitions. As usual, we refer to [27, 11, 24] for details.

11.1.1. A covering of $\mathcal{M}_{g,s}$. Consider the moduli space $\overline{\mathcal{M}}_{g,s} \ni (C, x_1, \ldots, x_s)$. Fix an integer $r \geq 2$. Label each marked point $x_i$ by an integer $m_i$, $0 \leq m_i \leq r - 1$.

By $K$ denote the canonical line bundle of $C$. Consider the line bundle $S = K \otimes (\otimes_{i=1}^s \mathcal{O}(x_i)^{-m_i})$ over $C$. If $2g - 2 - \sum_{i=1}^s m_i$ is divisible by $r$, then there are $r^{2g}$ isomorphism classes of line bundles $\mathcal{T}$ such that $\mathcal{T}^\otimes r \cong S$. 
The choice of an isomorphism class of $T$ determines a cover $\mathcal{M}'_{g,s}$ of $\mathcal{M}_{g,s}$. To extend it to a covering of $\overline{\mathcal{M}}_{g,s}$ we have to discuss the behavior of $\mathcal{T}$ near a double point.

11.1.2. Behavior near a double point. Let $C$ be a singular curve with one double point. By $\pi: C_0 \to C$ denote its normalization. The preimage of the double point consists of two points, say $x'$ and $x''$. There are $r$ possible cases of behavior of $T$ near the double point.

Cases 1, 2, ..., $r-1$. The first $r-1$ cases are the following ones: $T \cong \pi^* T'$, where $T'$ is a locally free sheaf on $C_0$ with a natural isomorphism $T'^{\otimes r} \cong K \otimes (\bigotimes_{i=1}^s \mathcal{O}(x_i)^{-m_i}) \otimes \mathcal{O}(x')^{-m} \otimes \mathcal{O}(x'')^{-(r-2-m)}$, $m = 0, \ldots, r-2$.

Case $r$. The last case is when $T$ is defined by the following exact sequence: $0 \to T' \to T \to \mathcal{O} \to$. Here $T' = \pi^* T''$, where $T''^{\otimes r} \cong K \otimes (\bigotimes_{i=1}^s \mathcal{O}(x_i)^{-m_i}) \otimes \mathcal{O}(x')^{-(r-1)} \otimes \mathcal{O}(x'')^{-(r-1)}$. The map $T \to \mathcal{O}$ is the residue map taking a section of $T$ to the coefficient of $(dx/x)^{1/r}$.

11.1.3. The top Chern class. If $H^0(C, T)$ vanishes everywhere, then one can consider the vector bundle $\mathcal{V}$ over $\overline{\mathcal{M}}_{g,s}$ whose fiber is the dual space to $H^1(C, T)$. What we need is the top Chern class $c_D(\mathcal{V})$ of this bundle; here

$$D = \frac{(g-1)(r-2)}{r} + \frac{1}{r} \sum_{i=1}^s m_i.$$  

In the case when $H^0(C, T)$ is not identically zero, there is another definition of the corresponding cohomology class which we will not recall here. We denote this class by the same notation, $c_D(\mathcal{V})$.

We will use only the following properties of this class. First, consider a component of the boundary consisting of curves with one double point, where $\mathcal{T}$ is defined by one of the first $r-1$ possible cases. If this component of the boundary consists of two-component curves, then $c_D(\mathcal{V}) = c_{D_1}(\mathcal{V}_1) \cdot c_{D_2}(\mathcal{V}_2)$, where $\mathcal{V}_1$ and $\mathcal{V}_2$ are the corresponding spaces on the components, $\mathcal{V} = \mathcal{V}_1 \oplus \mathcal{V}_2$. If this component of the boundary consists of one-component self-intersecting curves, then $c_D(\mathcal{V}) = c_D(\mathcal{V}')$, where $c_D(\mathcal{V}')$ is defined on the normalization of these curves. Second, consider a component of the boundary consisting of curves with one double point, where $\mathcal{T}$ is defined by the $r$th case. In this case, we require that the rescrition of $c_D(\mathcal{V})$ to this component of the boundary vanishes.

These properties uniquely determine the desired intersection numbers in the particular case considered below. Nevertheless, it is not obvious that there is a cohomological class which satisfies such properties. As far as we understand, the last problem is clarified in [11, 24].
11.1.4. The Mumford-Morita-Miller intersection numbers. Let us label each marked point \( x_i \) by an integer \( n_i \geq 0 \). By

\[
\langle \tau_{n_1,m_1} \cdots \tau_{n_s,m_s} \rangle_g
\]
denote the intersection number

\[
\frac{1}{r^g} \int_{\mathcal{M}_{g,s}} \prod_{i=1}^s \psi(x_i)^{n_i} \cdot c_D(V).
\]

Of course, this number is not zero only if

\[
3g - 3 + s = \sum_{i=1}^s n_i + D.
\]

11.2. Witten’s conjecture. Consider the formal series \( F \) in variables \( t_{n,m} \), \( n = 0, 1, 2, \ldots; m = 0, \ldots, r - 1; \)

\[
F(t_{0,0}, t_{0,1}, \ldots) = \sum_{n,m} \langle \prod_{n,m} \tau_{d_{n,m}} \rangle \prod_{n,m} \frac{d_{n,m}^{\delta_{n,m}} t_{n,m}^{d_{n,m}}}{d_{n,m}!}.
\]

The conjecture is that this \( F \) is the string solution of the \( r \)-Gelfand–Dikii hierarchy.

11.3. Gelfand–Dikii hierarchies. We fix \( r \). In this section, we define the string solution of the \( r \)-Gelfand–Dikii (or \( r \)-KdV) hierarchy.

Consider the differential operator

\[
Q = D^r - \sum_{i=0}^{r-2} u_i(x) D^i,
\]

where

\[
D = \frac{i \partial}{\sqrt{r} \partial x}.
\]

There is a pseudo-differential operator \( Q^{1/r} = D + \sum_{i>0} w_i D^{-i} \). By \( Q^{n+m/r} \) denote \( (Q^{1/r})^{nr+m} \). Note that \( [Q^{n+m/r}_+, Q] \) is a differential operator of order at most \( r - 2 \).

The Gelfand–Dikii equations read

\[
i \frac{\partial Q}{\partial t_{n,m}} = [Q^{n+m/r}_+, Q] : \frac{c_{n,m}}{\sqrt{r}},
\]

where

\[
c_{n,m} = \frac{(-1)^n r^{n+1}}{(m+1)(r+m+1) \ldots (nr+m+1)}.
\]

The string solution of the Gelfand–Dikii hierarchy is the formal series \( F \) in variables \( t_{i,j}, i = 0, 1, 2, \ldots, j = 0, \ldots, r - 1, \) such that

\[
\frac{\partial F}{\partial t_{0,0}} = \frac{1}{2} \sum_{i,j=0}^{r-2} \delta_{i+j,r} t_{0,i} t_{0,j} + \sum_{n=1}^{r-2} \sum_{m=0}^{\infty} t_{n+1,m} \frac{\partial F}{\partial t_{n,m}},
\]
(69) \[ \frac{\partial^2 F}{\partial t_{0,0} \partial t_{n,m}} = -c_{n,m} \text{res}(Q^{n+m+1}), \]

where \( Q \) satisfies the Gelfand–Dikii equations and \( t_{0,0} \) is identified with \( x \).

One can prove that \( F \) is uniquely determined by these equations, up to an additive constant. Below, we will discuss an effective way to calculate the coefficients of \( F \) in the case of \( r = 3 \) (Boussinesq hierarchy).

11.4. Boussinesq hierarchy. We need to calculate the coefficients of \( F \) starting from the Gelfand–Dikii hierarchy. The general methods, like [18], are very complicated. We show how to do this in the case \( r = 3 \) (Boussinesq hierarchy).

We denote \( \frac{\partial^k F}{\partial t_{i_1,j_1} \ldots \partial t_{i_k,j_k}} \) by \( \langle\langle \tau_{i_1,j_1} \ldots \tau_{i_k,j_k} \rangle\rangle \). Note that \( \text{res}(Q^{1/3}) = -\frac{\langle\langle \tau_{0,0}^2 \rangle\rangle}{3}, \) \( \text{res}(Q^{2/3}) = -\frac{2\langle\langle \tau_{0,0} \tau_{0,1} \rangle\rangle}{3} \).

Since \( Q = D^3 + 3(\text{res}(Q^{1/3}))D + (3/2)(\text{res}(Q^{2/3}) + D \text{res}(Q^{1/3})) \), it follows that \( Q = D^3 + \gamma_1 D + \gamma_2 \), where \( \gamma_1 = -\langle\langle \tau_{0,0}^2 \rangle\rangle \) and \( \gamma_2 = -\langle\langle \tau_{0,0} \tau_{0,1} \rangle\rangle - i\langle\langle \tau_{0,0}^3 \rangle\rangle/(2\sqrt{3}) \).

We consider the pseudodifferential operator \( Q^{n-1+m/r} \). Since \([Q,Q^{n-1+m/r}] = 0\), it follows that \([Q,Q^{n-1+m/r}] \) is a differential operator. Let

(71) \[ Q^{n-1+m/r} = \alpha_1 D^{-1} + \alpha_2 D^{-2} + \ldots. \]

Then the coefficients at \( D^{-1} \) and \( D^{-2} \) of the operator \([Q,Q^{n-1+m/r}] \) are equal to

(72) \[ D^3 \alpha_1 + 3D^2 \alpha_2 + 3D \alpha_3 + D(\alpha_1 \gamma_1) = 0, \]

(73) \[ D^3 \alpha_2 + 3D^2 \alpha_3 + 3D \alpha_4 + \gamma_1 D \alpha_2 - \alpha_1 D^2 \gamma_1 + 2\alpha_2 D \gamma_1 + \alpha_1 D \gamma_2 = 0, \]

respectively.

Note that \( \text{res}(Q^{n+m/3}) = \alpha_4 - \alpha_1 D \gamma_1 + \alpha_2 \gamma_1 + \alpha_1 \gamma_2 \). From the Gelfand–Dikii equations, it follows that

\[
\begin{align*}
\frac{i\sqrt{3}}{c_{n-1,m}} \frac{\partial \gamma_1}{\partial t_{n-1,m}} &= 3D \alpha_1, \\
\frac{i\sqrt{3}}{c_{n-1,m}} \frac{\partial \gamma_2}{\partial t_{n-1,m}} &= 3D^2 \alpha_1 + 3D \alpha_2, \\
\frac{i\sqrt{3}}{c_{n,m}} \frac{\partial \gamma_1}{\partial t_{n,m}} &= 3D \text{res}(Q^{n+m/3}).
\end{align*}
\]

Using (72), (73) we can express \( D \alpha_4 \) in terms of \( \alpha_1 \) and \( \alpha_2 \). Using the first two equations in (74) and the string equation, we can express
\( \alpha_1 \) and \( \alpha_2 \) in terms of derivatives of \( F \). If we replace all \( \alpha_i \) and \( \gamma_i \) in the third equation in (74) with their expressions, we obtain the following:

\[
\begin{align*}
(75) \quad (3n + m + 1)(\langle \tau_{n,m} \tau_{0,0}^2 \rangle) &= \langle \langle \tau_{n-1,m} \tau_{0,1} \rangle \rangle + 2\langle \tau_{n-1,m} \tau_{0,0} \rangle + 2\langle \tau_{n-1,m} \tau_{0,1} \tau_{0,0} \rangle + \\
&+ \frac{2}{3} \langle \langle \tau_{n-1,m} \tau_{0,1} \tau_{0,0} \rangle \rangle + 3\langle \langle \tau_{n-1,m} \tau_{0,0} \rangle \rangle \langle \langle \tau_{0,1} \rangle \rangle.
\end{align*}
\]

This equation allows us to calculate the coefficients of \( F \) in the examples below. The similar equation is used in [26] in the case of \( r = 2 \). It is easy to see that, using the same argument, one can obtain the similar equation for any Gelfand–Dikii hierarchy.

12. AN ALGORITHM TO CALCULATE \( \langle \tau_{n,m} \prod_{i=1}^{r-1} \tau_{0,i}^{k_i} \rangle \)

We fix \( r \geq 2 \). In this section, we explain how to calculate intersection numbers from the previous section in some particular cases. We describe a way to calculate \( \langle \tau_{n,m} \prod_{i=1}^{r-1} \tau_{0,i}^{k_i} \rangle \), which looks like follows. First, there is a generalization of our Lemma 7. We express intersection numbers \( \langle \tau_{n,m} \prod_{i=1}^{r-1} \tau_{0,i}^{k_i} \rangle \) via integrals against two-pointed ramification cycles (see Section 12.1 for the definitions of the integrals against two-pointed ramification cycles and Section 12.2 for the expression). These integrals can be considered as a generalization of the notion of Hurwitz numbers. Then we introduce a recursion relation for these integrals (Section 12.3). This relation can be considered as a generalization of a standard recursion relation for Hurwitz numbers, see [21]. Thus we express our integrals via the simplest possible ones, defined only in genera zero and one (Section 12.4).

The integrals in genus zero equal to the initial intersection numbers \( \langle \prod_{i=1}^{r-1} \tau_{0,i}^{k_i} \rangle_0 \) in genus zero, which we suppose to be known. And the integrals in genus one can be calculated using the topological recursion relation (the last is not completely clear, so we give only the general idea of such calculations, see Section 12.6).

For the simple examples for our algorithm, see Section 12.5. Another example is computed in the appendix. The proofs of the theorems of this section are collected in the Section 13.

12.1. Two-pointed ramification cycles. We introduce the integrals against two-pointed ramification cycles which we will use in our formulas.

By \( V_{g,m}^* (\prod_{i=1}^{s} \eta_{q_i, a_i}) \) denote the subvariety of \( \mathcal{M}^{\prime}_{g,1+s} \) consisting of curves \( (C, x_1, \ldots, x_{1+s}, T) \) such that \(-(\sum_{i=1}^{s} a_i)x_1 + \sum_{i=1}^{s} a_i x_{1+i} \) is the divisor of a meromorphic function. The covering \( \mathcal{M}^{\prime}_{g,1+s} \to \mathcal{M}_{g,1+s} \) is defined here by \( m_1 = m, m_2 = q_1, \ldots, m_{1+s} = q_s \). All \( a_i \) are supposed to be positive integers and also we require \( 0 \leq m, q_1, \ldots, q_s \leq r - 1 \).
We denote by $V_{g,m}(\prod_{i=1}^{s} \eta_{q_i,a_i})$ the closure of $V_{g,m}^*(\prod_{i=1}^{s} \eta_{q_i,a_i})$ and denote by $S_{g,m}^n(\prod_{i=1}^{s} \eta_{q_i,a_i})$ the intersection number

\[(76) \quad \frac{1}{r^{g}} \int_{V_{g,m}(\prod_{i=1}^{s} \eta_{q_i,a_i})} \psi(x_1)^n \cdot c_D(V).\]

Note that $S_{g,m}^n(\prod_{i=1}^{s} \eta_{m_i,a_i})$ is defined if and only if $g \geq 0; 0 \leq m, q_1, \ldots, q_s \leq r - 1; n \geq 0; s \geq 1; a_1, \ldots, a_s \geq 1$. Moreover, for convenience, we put $S_{0,m}^n(\eta_{m,1}) = 0$; and if $g < 0$, then we also put $S_{g,m}^n(\prod_{i=1}^{s} \eta_{m_i,a_i}) = 0$.

Another definition we need is the following one. Consider the moduli space $\overline{M}_{1,k} \ni (C, x_1, \ldots, x_k, \mathcal{T})$ determined by some labels $m_1, \ldots, m_k$. Let $b_1, \ldots, b_k$ be nonzero integers such that $\sum_{t=1}^{k} b_t = 0$. By $W(b_1, \ldots, b_k)$ denote the closure of the subvariety consisting of smooth curves $(C, x_1, \ldots, x_k, \mathcal{T})$ such that there exists a meromorphic function whose divisor is equal to $\sum_{t=1}^{k} b_t x_t$.

By $\tilde{S}_1(\prod_{t=1}^{k} \eta_{m_t,b_t})$ denote $(1/r) \int_{W(b_1,\ldots,b_k)} c_D(V)$. We will discuss later how to calculate $\tilde{S}_1(\prod_{t=1}^{k} \eta_{m_t,b_t})$.

12.2. The first step. We state the formula expressing the intersection numbers $\langle \tau_{n,m}^{s-1,0,i} \rangle_g$ via the intersection numbers $S_{g,m}^n(\prod_{i=1}^{s} \eta_{q_i,a_i})$.

**Theorem 4.** If $s \geq 1$, then

\[(77) \quad \langle \tau_{n,m}^{s} \prod_{i=1}^{s} \tau_{0,m_i} \rangle_g = \sum_{j=0}^{g} \frac{(-1)^j}{g!} \binom{g}{j} S_{g,m}^{n-j}(\prod_{i=1}^{s} \eta_{m_{i,1}} \cdot \eta_{0,1}^{g-j}).\]

This theorem can be generalized (one can add a parameter $l$ as it is done in Lemma 7).

12.3. The recursive relation. We state our recursive relation for the numbers $S_{g,m}^n(\prod_{i=1}^{s} \eta_{q_i,a_i})$. 


**Theorem 5.** If \( n \geq 1 \), then

\[
S^n_{g,m}(\prod_{i=1}^{s} \eta_{m_i,a_i}) = \sum_{I \subseteq \{1, \ldots, s\}} \sum_{j=1}^{a(I)} \sum_{B(j,a(I))} \left( \frac{|I| + j - 2}{(\sum_{r=1}^{a_r} a_r) \cdot (2g + s - 1)} \cdot \frac{\prod_{r=1}^{j} b_r}{\text{aut}(b_1, \ldots, b_j)} \cdot \prod_{r=1}^{j} b_r \right).
\]

\[
S^n_{g+1-j,m}(\prod_{i \in I} \eta_{m_i,a_i}) \cdot \prod_{t=1}^{j} \tau_{0,r-2-u_t} \prod_{i \in I} \tau_{0,m_i}) \cdot \prod_{t=1}^{j} \tau_{0,r-2-u_t} b_r \right) \cdot 
\]

Here the first sum is taken over all subsets \( I \) of \( \{1, \ldots, s\} \). Then, \( a(I) \) is defined to be \( \sum_{k \in \{1, \ldots, s\}} k \). The third sum is taken over all possible partitions \( B = (b_1, \ldots, b_j) \) of \( a(I) \) of length \( j \); \( \sum_{k=1}^{j} b_k = a(I) \), \( b_1 \geq \cdots \geq b_j \), and all \( b_k \) are positive integers.

The examples of applying this recursive relation can be found in Section 12.5 and in the appendix.

**12.4. Initial values.** The initial values look as in the following theorem.

**Theorem 6.** We have

\[
S^0_{g,m}(\prod_{i=1}^{s} \eta_{m_i,a_i}) = 0, \quad i f \ g > 1;
\]

\[
S^0_{1,m}(\prod_{i=1}^{s} \eta_{m_i,a_i}) = \tilde{S}_1(\eta_{m_0, a_0} \cdot \prod_{i=1}^{s} \eta_{m_i,a_i});
\]

\[
S^0_{0,m}(\prod_{i=1}^{s} \eta_{m_i,a_i}) = \langle \tau_{n,m} \prod_{i=1}^{s} \tau_{0,m_i} \rangle 0.
\]

So, applying (77) and then several times (78), we express the intersection number \( \langle \tau_{n,m} \prod_{i=1}^{s} \tau_{0,m_i} \rangle 0 \) via the intersection numbers \( \langle \prod_{i=1}^{s} \tau_{0,m_i} \rangle 0 \) and \( \tilde{S}_1(\prod_{t=1}^{s} \eta_{m_i,b_t}) \). Later we will explain how to express the intersection numbers \( \tilde{S}_1(\prod_{t=1}^{s} \eta_{m_i,b_t}) \) via \( \langle \prod_{i=1}^{s} \tau_{0,m_i} \rangle 0 \).

**12.5. Simple examples.** Here, we use Theorems 4, 5, and 6 to compute the Mumfor–Morita–Miller intersection numbers in some special cases.
12.5.1. $\langle \tau_{1,0} \rangle_1$. We consider the case $r = 4$. From the topological recursion relation (see [5]), we know that $\langle \tau_{1,0} \rangle_1 = 1/8$. We can prove this independently.

Note that $\langle \tau_{1,0} \rangle_1 = \langle \tau_{2,0} \tau_{0,0} \rangle_1$. Equation (77) implies that $\langle \tau_{2,0} \tau_{0,0} \rangle_1 = S^2_{1,0}(\eta^2_{0,1})$.

We know from [27] that, in the case $r = 4$, $\langle \tau^2_{0,0} \tau_{0,2} \rangle_0 = \langle \tau_{0,0} \tau^2_{0,1} \rangle_0 = 1$, $\langle \tau^2_{0,1} \tau_{0,2} \rangle_0 = 1/4$, $\langle \tau^2_{0,2} \rangle_0 = 1/8$, and all other $\langle \prod_{i=1}^{r-1} \tau^k_{0,i} \rangle_0$ are equal to zero. Another fact we need here is that $\hat{S}_1(\prod_{t=1}^k \eta_{m_t,b_t})$ is equal to zero if one $m_i$ is equal to zero.

Then, from (78) and formulas for initial values, it follows that

\begin{align*}
S^2_{1,0}(\eta^2_{0,1}) &= \frac{1}{3} S^1_{1,0}(\eta_{0,2}) \langle \tau^2_{0,0} \tau_{0,2} \rangle_0; \\
S^1_{1,0}(\eta_{0,2}) &= \frac{1}{4} S^0_{0,0}(\eta_{0,1} \eta_{2,1}) \langle \tau^2_{0,0} \tau_{0,2} \rangle_0 + \frac{1}{8} S^0_{0,0}(\eta_{1,1}) \langle \tau_{0,0} \tau^2_{0,1} \rangle_0; \\
S^0_{0,0}(\eta_{0,1} \eta_{2,1}) &= \langle \tau^2_{0,0} \tau_{0,2} \rangle_0; \\
S^0_{0,0}(\eta^2_{1,1}) &= \langle \tau_{0,0} \tau^2_{0,1} \rangle_0.
\end{align*}

Thus we obtain that $\langle \tau_{1,0} \rangle_1 = 1/8$ as it has to be.

12.5.2. $\langle \tau_{1,1} \tau^3_{0,1} \tau_{0,0} \rangle_0$. We calculate $\langle \tau_{1,1} \tau^3_{0,1} \tau_{0,0} \rangle_0$ in the case $r = 3$. It follows from the string equation that $\langle \tau_{1,1} \tau^3_{0,1} \tau_{0,0} \rangle_0 = \langle \tau^4_{0,1} \rangle_0 = 1/3$, but we want to calculate this using our algorithm.

Recall that in the case $r = 3$, $\langle \tau^2_{0,0} \tau_{0,1} \rangle_0 = 1$, $\langle \tau^4_{0,1} \rangle_0 = 1/3$, and all other $\langle \prod_{i=1}^{r-1} \tau^k_{0,i} \rangle_0$ are equal to zero.

From our algorithm, we have the following

\begin{align*}
\langle \tau_{1,1} \tau^3_{0,1} \tau_{0,0} \rangle_0 &= S^1_{1,1}(\eta^3_{1,1} \eta_{0,1}) \\
S^1_{0,1}(\eta^3_{1,1} \eta_{0,1}) &= \frac{1}{2} S^0_{0,1}(\eta_{1,1} \eta_{2,1}) \langle \tau^2_{0,0} \tau_{0,1} \rangle_0 + \frac{1}{2} S^0_{0,1}(\eta_{3,1}) \langle \tau^4_{0,1} \rangle_0 \\
S^0_{0,1}(\eta_{1,1} \eta_{2,1}) &= \langle \tau^4_{0,1} \rangle_0 \\
S^0_{0,1}(\eta_{0,3} \eta_{0,1}) &= \langle \tau^2_{0,0} \tau_{0,1} \rangle_0.
\end{align*}

Thus we obtain that $\langle \tau_{1,1} \tau^3_{0,1} \tau_{0,0} \rangle_0 = 1/3$.

12.6. Calculation of $\hat{S}_1(\prod_{t=1}^k \eta_{m_t,b_t})$. Here, we explain only a general idea how to calculate any number $\hat{S}_1(\prod_{t=1}^k \eta_{m_t,b_t})$. Then we give the concrete calculations in the case $r = 4$. It is the first case where such numbers are not identically zero.

12.6.1. Our idea. There is a topological recursion relation expressing intersection numbers in genus one via intersection numbers in genus zero (see, e. g., [11]). We need the special case of this relation, which looks as follows:

\begin{equation}
\langle \tau_{n+1,m} \prod_{i=1}^s \tau_{0,m_i} \rangle_1 = \frac{1}{24} \sum_{l=0}^{r-2} \langle \tau_{n,m} \tau_{0,l} \tau_{0,r-2-l} \prod_{i=1}^s \tau_{0,m_i} \rangle_0.
\end{equation}
Using this relation we can calculate all intersection numbers \( \langle \tau_{n+1,m} \prod_{i=1}^s \tau_{0,m_i} \rangle_1 \) (of course, we always suppose that we know all intersection numbers in genus zero). Then we can try to calculate the same intersection numbers using our algorithm based on Theorems 4, 5, and 6. This gives us a number of linear equations for the numbers \( \hat{S}_1(\prod_{i=1}^k \eta_{m_i,b_i}) \). Then we just have to solve these equations.

Of course, it is not obvious that this way allows to calculate the numbers \( \hat{S}_1(\prod_{i=1}^k \eta_{m_i,b_i}) \) in the case of arbitrary \( r \). Nevertheless, we are almost sure that this works for any \( r \).

12.6.2. Example. Consider the case \( r = 4 \). It is easy to see that \( \hat{S}_1(\prod_{i=1}^k \eta_{m_i,b_i}) \neq 0 \) if and only if \( k = 2, m_1 = m_2 = 2, \) and \( b_1 = -b_2 \). We calculate \( \hat{S}_1(\eta_{2,2}\eta_{2,-2}) \) and \( \hat{S}_1(\eta_{2,3}\eta_{2,-3}) \).

Note that

\[
\frac{1}{3} \cdot 2^5 = \langle \tau_{1,2,\eta_{0,2}} \rangle_1 = S_{1,2}(\eta_{2,1}\eta_{0,1}) = \frac{1}{3} \hat{S}_1(\eta_{2,2}\eta_{2,-2}).
\]

Therefore, \( \hat{S}_1(\eta_{2,2}\eta_{2,-2}) = 1/2^5 \).

Then

\[
\langle \tau_{1,2,\eta_{0,2}} \rangle_1 = S_{1,2}(\eta_{2,2}\eta_{0,1}) - \hat{S}_1(\eta_{2,2}\eta_{2,-2});
\]

\[
S_{1,2}(\eta_{2,2}\eta_{0,1}) = \frac{1}{3} \hat{S}_1(\eta_{2,3}\eta_{2,-3}) + \frac{4}{9} \hat{S}_1(\eta_{2,2}\eta_{2,-2}).
\]

Therefore, \( \hat{S}_1(\eta_{2,3}\eta_{2,-3}) = 1/12 \).

13. Proofs of Theorems 4, 5, and 6

13.1. Initial values.

Proof of Theorem 6. Consider the intersection number \( S = S_{g,m}^0(\prod_{i=1}^s \eta_{q_i,a_i}) \), where \( g > 1 \). We want to prove that \( S = 0 \).

Recall that \( S \) is defined as follows:

\[
S = \frac{1}{r^g} \int_{V_{g,m}(\prod_{i=1}^s \eta_{q_i,a_i})} c_D(V)
\]

Note that \( \dim V_{g,m}(\prod_{i=1}^s \eta_{q_i,a_i}) = 2g + s - 2 \) and \( D < g + s \). If \( g \geq 2 \), then \( 2g + s - 2 \geq g + s \), and we obtain \( S = 0 \).

Since \( V_{1,m}(\prod_{i=1}^s \eta_{q_i,a_i}) = W(-\sum_{i=1}^s a_i, a_1, \ldots, a_s) \), where \( m_1 = m, m_2 = q_1, \ldots, m_{s+1} = q_s \), if follows that

\[
S_{1,m}^0(\prod_{i=1}^s \eta_{m_i,a_i}) = \hat{S}_1(\eta_{m,-\sum_{i=1}^s a_i} \prod_{i=1}^s \eta_{m_i,a_i}).
\]

The equality \( S_{0,m}^n(\prod_{i=1}^s \eta_{m_i,a_i}) = \langle \tau_{n,m} \prod_{i=1}^s \tau_{0,m_i} \rangle_0 \) is obtained just from the fact that, in the case of genus zero, \( V_{0,m}(\prod_{i=1}^s \eta_{q_i,a_i}) \) is equal to the appropriate space \( \overline{M}_{0,1+s} \). \( \square \)
13.2. First step of the algorithm.

Proof of Theorem 4. Theorem 4 is proved by the very same argument as Lemma 7. The only difference is the following one. We have to formulate and prove an analogue of Lemma 8. Proving this analogue and using the lemma of E. Ionel, we represent the $\psi$-class as a sum of divisors. Then we choose only those divisors, where $\psi(y)^k \cdot c_D(V)$ is not zero. Here we have to use one more additional argument: $\langle \tau_0 \cdot \prod_{l=1}^t \tau_{0,m_l} \rangle_0 \neq 0$ if and only if $l = 2$ and $m_1 + m_2 = r - 2$. Then this intersection number is equal to 1. All other steps of the proof are just the same.

13.3. Recursion relation.

Proof of Theorem 5. This is also proved in the same way as Lemma 7. We use the lemma of E. Ionel. In the target moduli space of the $\hat{H}$ mapping, we express the $\psi$-class as a sum of some divisors in $\pi = \pi^* H$. Then we express $\psi(x_1)$ as a sum of some divisors in $\hat{H}$. The mapping $\sigma \circ st$ ($\sigma$ is the projection forgetting all marked point except for $x_1, \ldots, x_{1+s}$) takes each divisor to a subvariety of $\pi(V_{g,m}(\prod_{i=1}^s \eta_{q,a_i}))$ ($\pi$ is the projection $\overline{\mathcal{M}}_{g,1+s} \to \overline{\mathcal{M}}_{g,1+s}$). We only need subvarieties of codimension one. This condition means that all critical points of the corresponding functions are lying exactly on two components of a curve in $st(\hat{H})$. In other words, this means that a curve in $\pi(st(\hat{H}))$ consists of two components.

Consider such irreducible divisor in $\pi(V_{g,m}(\prod_{i=1}^s \eta_{q,a_i})) = \sigma(st(\hat{H}))$. Two components of a curve representing a generic point of this divisor can intersect at $j$ points. One component contains points $x_{i+1}$, $i \in I \subset \{1, \ldots, s\}$, and $j$ points of intersection. The other component contains points $x_1$ and $x_{i+1}$, $i \not\in I$, and also $j$ points of intersection. The first component determines a two-pointed ramification cycle, where the divisor is $\sum_{i \in I} a_i x_{1+i} - \sum_{i=1}^j b_i \ast_t$ (by $\ast_t$ denote the points of intersection). The other component also determines a two-pointed ramification cycle, where the divisor is $-(\sum_{i=1}^s a_i) x_1 + \sum_{i \not\in I} a_i x_{1+i} + \sum_{i=1}^j b_i \ast_t$.

Let the first component have genus $g_1$ and the second one have genus $g_2$. We have $g_1 + g_2 + j - 1 = g$. We must consider the preimage of this divisor under the mapping $\pi$ and then integrate against it the class $\psi(x_1)^{n-1} \cdot c_D(V)$. Note that when $c_D(V)$ does not vanish, it factorizes to $c_{D_1}(V_1) \cdot c_{D_2}(V_2)$. Then we have to integrate $c_{D_1}(V_1)$ over the two-pointed ramification cycle determined by the first component, and $\psi(x_1)^{n-1} \cdot c_{D_2}(V_2)$ over the two-pointed ramification cycle determined by the second component.
In the first case, we see that dimensional conditions (as in Section 13.1) imply that the integral does not vanish if and only if \( g = 1 \) or \( g = 0 \). Thus we obtain the second multipliers in the formula. The integral corresponding to the second component obviously gives us the first multipliers in the formula.

Now we only have to explain the coefficients in the formula. The coefficient \( 1/r^g \) appearing in the definition of \( S^g_{m,m}(\prod_{i=1}^s \eta_{m_i,a_i}) \) behaves properly since \( \pi \) is a ramified covering with corresponding multiplicities. Then \( \prod_{r=1}^b \) is the multiplicity of \( \hat{\mu} \) along the corresponding divisor in \( \hat{H} \); the coefficient \( \text{aut}(b_1,\ldots,b_j) \) appears since we have to mark the points of intersection of two components; \( \sum_{r=1}^s a_r \) comes from the lemma of E. Ionel; and \( (|I|+j-2)/(2g+s-1) \) in the case of genus 0 (or \( (|I|+j)/(2g+s-1) \) in the case of genus one) is the fraction of multiplicities of \( \sigma \circ st \) over the divisor and over the initial subvariety \( \pi(V_{g,m}(\prod_{i=1}^s \eta_{q_i,a_i})) \).

Thus we obtain the required formula. □

Appendix A. Calculation of \( \langle \tau_6,1 \rangle_3 \) in the case \( r = 3 \)

In this section, we calculate the intersection number \( \langle \tau_6,1 \rangle_3 \) in the case \( r = 3 \) using our algorithm (Theorems 4, 5, and 6). Then we calculate the corresponding coefficient of the string solution of the Boussinesq hierarchy using the relation explained in Section 11.4. The results will appear to be the same. Thus we check a very special case of the Witten’s conjecture.

A.1. First step of the algorithm. The first step is the following:

\[
\langle \tau_{6,1} \rangle_3 = \langle \tau_{7,1} \rangle_{0,0,0} = \frac{1}{6}S^7_{3,1}(\eta^4_{0,1}) - \frac{1}{2}S^6_{3,1}(\eta^3_{0,1}) + \frac{1}{2}S^5_{3,1}(\eta^2_{0,1}).
\]

In the next three subsections, we calculate separately the summands of this expression. We recall once again that, in the case of \( r = 3 \), \( \langle \tau^2_{0,0} \rangle_0 = 1, \langle \tau^4_{0,1} \rangle_0 = 1/3 \), and all other \( \langle \prod_{i=1}^{r-1} \tau^r_{0,1} \rangle_0 \) are equal to zero.

For convenience, we shall denote \( \langle \tau^2_{0,0} \rangle_0 \) by \( \langle 1 \rangle \) and \( \langle \tau^4_{0,1} \rangle_0 \) by \( \langle 1/3 \rangle \).

A.2. Calculations in degree 4. Using (78), we get

\[
S^7_{3,1}(\eta^4_{0,1}) = \frac{1}{3}S^6_{3,1}(\eta^2_{0,1}\eta_{0,2})(1).
\]
Therefore,

\[ S_{3,1}^7(\eta_{0,1}) = \frac{1}{8} S_{3,1}^4(\eta_{0,4}) + \frac{3}{448} S_{2,1}^4(\eta_{0,1}\eta_{1,2}) + \frac{11}{1344} S_{2,1}^4(\eta_{0,1}\eta_{0,2}\eta_{1,1}). \]

Then

\[ S_{3,1}^4(\eta_{0,4}) = \frac{1}{8} S_{2,1}^3(\eta_{0,1}\eta_{1,3}) + \frac{1}{8} S_{2,1}^3(\eta_{0,3}\eta_{1,1}) + \frac{1}{6} S_{2,1}^3(\eta_{0,2}\eta_{1,2}) \]
\[ S_{2,1}^4(\eta_{0,1}\eta_{1,2}) = \frac{1}{4} S_{2,1}^3(\eta_{0,1}\eta_{1,3}) + \frac{1}{12} S_{2,1}^3(\eta_{0,2}\eta_{1,2}) \]
\[ S_{2,1}^4(\eta_{0,1}\eta_{0,2}\eta_{1,1}) = \frac{1}{8} S_{2,1}^3(\eta_{0,1}\eta_{1,3}) + \frac{1}{12} S_{2,1}^3(\eta_{0,2}\eta_{1,2}) + \frac{1}{24} S_{1,1}^3(\eta_{0,1}\eta_{1,1}) \]

Therefore,

\[ S_{3,1}^7(\eta_{0,1}) = \frac{15}{2^9 \cdot 7} S_{2,1}^3(\eta_{0,1}\eta_{1,3}) + \frac{13}{2^6 \cdot 3^2 \cdot 7} S_{2,1}^3(\eta_{0,2}\eta_{1,2}) + \frac{9}{2^9 \cdot 7} S_{2,1}^3(\eta_{0,3}\eta_{1,1}) + \frac{31}{2^10 \cdot 3^2 \cdot 7} S_{1,1}^3(\eta_{0,1}\eta_{1,1}). \]

Note that

\[ S_{2,1}^3(\eta_{0,1}\eta_{1,3}) = \frac{1}{5} S_{2,1}^3(\eta_{1,4}) + \frac{1}{10} S_{1,1}^2(\eta_{0,1}\eta_{1,1}\eta_{1,2}) + \frac{1}{60} S_{0,1}^1(\eta_{0,0}) \]
\[ S_{2,1}^3(\eta_{0,2}\eta_{1,2}) = \frac{1}{5} S_{2,1}^3(\eta_{1,4}) + \frac{1}{20} S_{1,1}^2(\eta_{0,1}\eta_{1,1}\eta_{1,2}) + \frac{1}{40} S_{1,1}^2(\eta_{0,2}\eta_{1,1}) \]
\[ S_{2,1}^3(\eta_{0,3}\eta_{1,1}) = \frac{1}{5} S_{2,1}^3(\eta_{1,4}) + \frac{1}{10} S_{1,1}^2(\eta_{0,1}\eta_{1,1}\eta_{1,2}) + \frac{1}{10} S_{1,1}^2(\eta_{0,2}\eta_{1,1}) \]
\[ S_{1,1}^3(\eta_{0,1}\eta_{1,1}) = \frac{2}{5} S_{1,1}^2(\eta_{0,1}\eta_{1,1}\eta_{1,2}) + \frac{1}{10} S_{1,1}^2(\eta_{0,2}\eta_{1,1})(1) + \frac{1}{20} S_{0,1}^2(\eta_{0,0})(\frac{1}{3}). \]
Then

\[ S^2_{2,1}(\eta_{1,4}) = \frac{3}{16} S^1_{1,1}(\eta_{1,3}\eta_{1,1})(1) + \frac{1}{8} S^1_{1,1}(\eta_{1,2}^2)(1) + \frac{1}{8} S^1_{0,1}(\eta_{0,1}\eta_{0,2})(\frac{1}{3}); \]

\[ S^2_{1,1}(\eta_{0,1}\eta_{1,1}\eta_{1,2}) = \frac{3}{16} S^1_{1,1}(\eta_{1,3}\eta_{1,1})(1) + \frac{1}{8} S^1_{1,1}(\eta_{1,2}^2)(1) + \frac{1}{4} S^1_{0,1}(\eta_{0,1}\eta_{0,2})(\frac{1}{3}) + \frac{1}{32} S^1_{0,1}(\eta_{0,1}\eta_{1,1}^3)(1); \]

\[ S^2_{1,1}(\eta_{0,2}\eta_{1,1}^2) = \frac{3}{8} S^1_{1,1}(\eta_{1,3}\eta_{1,1})(1) + \frac{1}{16} S^1_{0,1}(\eta_{0,1}\eta_{1,1}^3)(1) + \frac{1}{16} S^1_{0,1}(\eta_{0,1}\eta_{0,2})(\frac{1}{3}). \]

Since

\[ S^1_{1,1}(\eta_{1,3}\eta_{1,1}) = \frac{1}{6} S^0_{0,1}(\eta_{1,1}\eta_{1,2})(1) + \frac{1}{2} S^0_{0,1}(\eta_{0,1}\eta_{0,3})(\frac{1}{3}) + \frac{1}{3} S^0_{0,1}(\eta_{0,2}^2)(\frac{1}{3}) \]

\[ = \frac{1}{3}; \]

\[ S^1_{1,1}(\eta_{1,2}^2) = \frac{1}{12} S^0_{0,1}(\eta_{1,1}\eta_{1,2})(1) + \frac{1}{2} S^0_{0,1}(\eta_{0,1}\eta_{0,3})(\frac{1}{3}) + \frac{1}{3} S^0_{0,1}(\eta_{0,2}^2)(\frac{1}{3}) \]

\[ = \frac{11}{2^2 \cdot 3^2}; \]

it follows that

\[ S^2_{2,1}(\eta_{1,4}) = \frac{41}{2^5 \cdot 3^2}; \]

\[ S^2_{1,1}(\eta_{0,1}\eta_{1,1}\eta_{1,2}) = \frac{7}{2^2 \cdot 3^2}; \]

\[ S^2_{1,1}(\eta_{0,2}\eta_{1,1}^2) = \frac{1}{2 \cdot 3}; \]

and, therefore,

\[ S^3_{2,1}(\eta_{0,1}\eta_{1,3}) = \frac{77}{2^5 \cdot 3^2 \cdot 5}; \]

\[ S^3_{2,1}(\eta_{0,2}\eta_{1,2}) = \frac{61}{2^5 \cdot 3^2 \cdot 5}; \]

\[ S^3_{2,1}(\eta_{0,3}\eta_{1,1}) = \frac{31}{2^5 \cdot 3 \cdot 5}; \]

\[ S^3_{1,1}(\eta_{0,1}\eta_{1,1}^2) = \frac{1}{32}; \]

Thus we have

\[ S^7_{3,1}(\eta_{0,1}^4) = \frac{209}{2^7 \cdot 3^4 \cdot 5 \cdot 7}. \]
A.3. Calculations in degree 3. We have

\[
S^6_{3,1}(\eta_0^3) = \frac{1}{4} S^5_{3,1}(\eta_0^3 \eta_0^2)(1);
\]
\[
S^5_{3,1}(\eta_0^1 \eta_0^2) = \frac{1}{7} S^4_{3,1}(\eta_0^3)(1) + \frac{1}{21} S^4_{2,1}(\eta_0^2)(1);
\]
\[
S^4_{3,1}(\eta_0^3) = \frac{1}{9} S^3_{2,1}(\eta_0^3)(1) + \frac{1}{9} S^3_{2,1}(\eta_0^2)(1);
\]
\[
S^4_{2,1}(\eta_0^2 \eta_1^2) = \frac{2}{9} S^3_{2,1}(\eta_0^3)(1) + \frac{1}{9} S^3_{2,1}(\eta_0^2)(1);
\]
\[
S^3_{2,1}(\eta_0^2 \eta_1^2) = \frac{1}{5} S^2_{2,1}(\eta_0^3)(1) + \frac{1}{30} S^2_{1,1}(\eta_0^2)(1);
\]
\[
S^3_{2,1}(\eta_0^2 \eta_1^2) = \frac{1}{5} S^2_{2,1}(\eta_0^3)(1) + \frac{1}{15} S^2_{1,1}(\eta_0^2)(1);
\]
\[
S^2_{2,1}(\eta_1^3) = \frac{1}{6} S^1_{1,1}(\eta_1^3)(1) + \frac{1}{36} S^1_{0,1}(\eta_0^2)(1);
\]
\[
S^2_{1,1}(\eta_0^2 \eta_1^2) = \frac{1}{3} S^1_{1,1}(\eta_0^2 \eta_1^2)(1) + \frac{1}{12} S^1_{0,1}(\eta_0^2)(1);
\]
\[
S^1_{1,1}(\eta_1^3 \eta_1^2) = \frac{4}{9} S^0_{0,1}(\eta_0^2)(1) + \frac{1}{18} S^0_{0,1}(\eta_0^2)(1) = \frac{1}{2 \cdot 3}.
\]

Thus we have

\[
S^2_{1,1}(\eta_0^2 \eta_1^2) = \frac{1}{2^2 \cdot 3};
\]
\[
S^2_{2,1}(\eta_1^3) = \frac{1}{3^3};
\]
\[
S^3_{2,1}(\eta_0^2 \eta_1^2) = \frac{7}{2^2 \cdot 3^3 \cdot 5};
\]
\[
S^3_{2,1}(\eta_0^2 \eta_1^2) = \frac{11}{2^3 \cdot 3^3 \cdot 5};
\]
\[
S^4_{2,1}(\eta_0^2 \eta_1^2) = \frac{1}{2 \cdot 3^3 \cdot 5};
\]
\[
S^4_{3,1}(\eta_0^3) = \frac{5}{2^3 \cdot 3^5};
\]
\[
S^5_{3,1}(\eta_0^1 \eta_0^2) = \frac{37}{2^3 \cdot 3^5 \cdot 5 \cdot 7};
\]

and, therefore,

\[
S^6_{3,1}(\eta_0^3) = \frac{37}{2^6 \cdot 3^6 \cdot 5 \cdot 7};
\]

A.4. Calculations in degree 2. We have

\[
S^2_{3,1}(\eta_0^2) = \frac{1}{7} S^1_{3,1}(\eta_0^2)(1) = \frac{1}{7} \cdot \frac{1}{12} S^3_{2,1}(\eta_0^3 \eta_0^2)(1) =
\]
\[
\frac{1}{2^2 \cdot 3 \cdot 7} \cdot \frac{1}{5} S^2_{2,1}(\eta_1)^2(1) = \frac{1}{22 \cdot 3 \cdot 5 \cdot 7} \cdot \frac{1}{16} S^1_{1,1}(\eta_1^2)(1) =
\]
\[
\frac{1}{2^6 \cdot 3 \cdot 5 \cdot 7} \cdot \frac{1}{6} S^0_{0,1}(\eta_0^2)(1) = \frac{1}{27 \cdot 3^3 \cdot 5 \cdot 7}.
\]
A.5. Summary. We have

\[ \langle \tau_{6,1} \rangle_3 = \frac{209}{2^8 \cdot 3^5 \cdot 5 \cdot 7} - \frac{37}{2^6 \cdot 3^5 \cdot 5 \cdot 7} + \frac{1}{2^8 \cdot 3^3 \cdot 5 \cdot 7} = \frac{1}{2^7 \cdot 3^5}. \]

We calculate the corresponding coefficient of the string solution of the Boussinesq hierarchy. It follows from (75) that

\[ 26 \langle \tau_{8,1} \rangle_3 \tau_{0,0}^2 = 2\langle \tau_{7,1} \rangle_3 \langle \tau_{0,1} \rangle_0 + \frac{2}{3} \langle \tau_{7,1} \rangle_3 \tau_{0,0}^3; \]

\[ 20 \langle \tau_{6,1} \rangle_3 \tau_{0,1}^2 = 4\langle \tau_{5,1} \rangle_3 \tau_{0,1} \langle \tau_{0,0} \rangle_0 + \frac{2}{3} \langle \tau_{5,1} \rangle_3 \tau_{0,1}^3; \]

\[ 14 \langle \tau_{4,1} \rangle_3 \tau_{0,1}^2 \rangle_1 = 6\langle \tau_{3,1} \rangle_3 \tau_{0,1} \langle \tau_{0,0} \rangle_0 + \frac{2}{3} \langle \tau_{4,1} \rangle_3 \tau_{0,1}^3 \langle \tau_{0,0} \rangle_0. \]

Therefore, \( \langle \tau_{6,1} \rangle_3 = 1/(2^7 \cdot 3^5) \). Thus we have checked Witten’s conjecture for \( \langle \tau_{6,1} \rangle_3 \) in the case of Boussinesq hierarchy.

References

[1] D. Abramovich, A. Vistoli, Compactifying the space of stable maps, J. Amer. Math. Soc. 15 (2002), no. 1, 27-75
[2] V. I. Arnold, Topological classification of complex trigonometric polynomials and the combinatorics of graphs with an identical number of vertices and edges, Funct. Anal. Appl. 30 (1996), 1-14
[3] P. Belorousski, R. Pandharipande, A descedent relation in genus 2, Ann. Scuola Norm. Sup. Pisa Cl. Sci. (4) 29 (2000), no. 1, 171–191
[4] T. Ekedahl, S. Lando, M. Shapiro, A. Vainshtein, Hurwitz numbers and intersections on moduli spaces of curves, Invent. Math. 146 (2001), 297-327
[5] E. Getzler, Topological recursion relations in genus 2, Integrable systems and algebraic geometry (Kobe/Kyoto, 1997), 73–106, World Sci. Publishing, River Edge, NJ, 1998
[6] I. P. Goulden, D. M. Jackson, The combinatorial relationship between trees, cacti and certain connection coefficients for the symmetric group, Europ. J. Comb. 13 (1992), 357-365
[7] T. Graber, R. Vakil, Hodge integrals and Hurwitz numbers via virtual localization, arXiv: math.AG/0003028
[8] J. Harris, I. Morrison, Moduli of curves, GTM 187, Springer-Verlag, 1998
[9] J. Harris, D. Mumford, On the Kodaira dimension of the moduli space of curves, Invent. Math. 67 (1982), 23-86
[10] E.-N. Ionel, Topological recursive relations in \( H^{2g}(M_{g,n}) \), Invent. Math. 148 (2002), no. 3, 627-658
[11] T. J. Jarvis, T. Kimura, A. Vaintrob, Moduli spaces of higher spin curves and integrable hierarchies, Compositio Math. 126 (2001), no. 2, 157-212
[12] S. Keel, Intersection theory of moduli space of stable \( n \)-pointed curves of genus zero, Trans. AMS 330 (1992), no. 2, 545-574
[13] M. Kontsevich, Intersection theory on the moduli space of curves and the matrix Airy function, Comm. Math. Phys. 147 (1992), 1-23
[14] S. K. Lando, D. Zvonkine, On multiplicities of the Lyashko-Looijenga mapping on strata of the discriminant, Funct. Anal. Appl. 33 (1999), 178-188
[15] E. Looijenga, The complement of the bifurcation variety of a simple singularity, Invent. Math. 23 (1974), 105-116
[16] Yu. I. Manin, Frobenius manifolds, quantum cohomology, and moduli spaces, Providence, Rhode Island, 2000
[17] D. Mumford, Towards an enumerative geometry of the moduli space of curves, in: Arithmetic and Geometry, Part II (M. Artin and J. Tate, eds.), Birkhäuser, Boston, 1983, 271-328
[18] S. M. Natanzon, Witten solution for the Gelfand-Dikii hierarchy, Funct. Anal. Appl. 37 (2003), no. 1, 21-31
[19] A. Okounkov, Toda equations for Hurwitz numbers, Math. Res. Letters 7 (2000), 447-453
[20] A. Okounkov, R. Pandharipande, Gromov-Witten theory, Hurwitz numbers, and matrix models, Part I, arXiv: math.AG/0101147
[21] A. Okounkov, R. Pandharipande, Gromov-Witten theory, Hurwitz theory, and completed cycles, arXiv: math.AG/0204305
[22] R. Pandharipande, A geometric construction of Getzler’s elliptic relation, Math. Ann. 313 (1999), no. 4, 715-729
[23] D. Panov, D. Zvonkine, Counting meromorphic functions with critical points of large multiplicities, Zap. Nauchn. Sem. S.-Peterburg. Otdel. Mat. Inst. Steklov. (POMI) 292 (2002), Teor. Predst. Din. Sist. Komb. i Algoritm. Metody. 7, 92-119.
[24] A. Polishchuk, A. Vaintrob, Algebraic construction of Witten’s top Chern class, in Advances in Algebraic Geometry motivated by Physics, E. Previato, ed., AMS, 2001, 229-250
[25] R. Vakil, Genus 0 and 1 Hurwitz numbers: recursions, formulas, and graph-theoretic interpretations. Trans. Amer. Math. Soc. 353 (2001), no. 10, 4025-4038
[26] E. Witten, Two dimensional gravity and intersection theory on moduli space, Surveys in Diff. Geom. 1 (1991), 243-310
[27] E. Witten, Algebraic geometry associated with matrix models of two dimensional gravity, Topological methods in modern mathematics (Stony Brook, NY, 1991), Publish or Perish, Houston, 1993, 235-269
[28] D. Zvonkine, Multiplicities of the Lyashko-Looijenga map on its strata, C. R. Acad. Sci. Paris 324 (1997), sér. I, 1349-1353