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Abstract—While motion planning of locomotion for legged robots has shown great success, motion planning for legged robots with dexterous multi-finger grasping is not mature yet. We present an efficient motion planning framework for simultaneously solving locomotion (e.g., centroidal dynamics), grasping (e.g., patch contact), and contact (e.g., gait) problems. To accelerate the planning process, we propose distributed optimization frameworks based on Alternating Direction Methods of Multipliers (ADMM) to solve the original large-scale Mixed-Integer NonLinear Programming (MINLP). The resulting frameworks use Mixed-Integer Quadratic Programming (MIQP) to solve contact and NonLinear Programming (NLP) to solve nonlinear dynamics, which are more computationally tractable and less sensitive to parameters. Also, we explicitly enforce patch contact constraints from limit surfaces with micro-spine grippers. We demonstrate our proposed framework in the hardware experiments, showing that the multi-limbed robot is able to realize various motions including free-climbing at a slope angle $45^\circ$ with a much shorter planning time.

I. INTRODUCTION

While legged robots have shown remarkable success in locomotion tasks such as running, legged robots with dexterous manipulation skills, defined as limbed robots in this paper, are relatively unexplored. There are a number of promising applications for limbed robots such as manipulating balls [1], sitting [2], bobbin rolling [3], pushing heavy objects [4], stair-climbing [5], and free-climbing [6]. In this paper, we focus on free-climbing tasks of limbed robots. Free-climbing capabilities would be useful for planetary exploration, inspection, and so on. These tasks cannot be done by traditional legged robots by dismissing these problems as locomotion tasks. All of those previous works consider coupling effects between body stability of legged robots and frictional interaction of manipulators to some extent. To implement those capabilities in a real limbed robot, a variety of physical constraints need to be considered. Thus, motion planning plays a key role to generate physically feasible trajectories of limbed robots for those non-trivial tasks.

However, motion planning of limbed robots for such tasks is challenging. First, motion planning can be quite complicated because planners need to solve trajectories of legged robots, manipulators, or grippers together, which leads to NLP if motion planning is formulated as an optimization problem. Also, it is difficult to identify contact sequences prior to motion planning if the task is complicated such as free-climbing. Thus, it is required to consider locomotion, manipulation, and contacts together for generating trajectories, which results in computationally intractable MINLP.

Another problem arises when limbed robots interact with environments using patch contacts. With patch contacts, limbed robots can effectively increase friction forces and use friction torques generated on the patch, which is useful for manipulation tasks and even free-climbing tasks. However, multi-finger patch contacts are not discussed yet in previous motion planning works for limbed robots.

In this paper, we propose a motion planning algorithm that efficiently solves locomotion, grasping, and contact dynamics together. We show that the resulting framework is computationally more tractable and less sensitive to parameters. Also, we explicitly discuss the patch contact constraints with micro-spine grippers, which enables the algorithm to realize dexterous multi-finger tasks. Our proposed motion planning is validated on a 9.6 kg four-limbed robot with spine grippers for free-climbing. To the best of our knowledge, it is one of the first works that demonstrate dexterous multi-finger grasping enabling free-climbing on a real multi-limbed robot.

This paper presents the following contributions:

1) We present an optimization-based motion planning framework that simultaneously solves constraints from...
locomotion, grasping and contact dynamics.
2) We accelerate the entire optimization process by formu-
lizing the problem as a distributed optimization.
3) We explicitly formulate patch contact constraints for
micro-spine grippers.
4) We validate our framework in hardware experiments.

II. RELATED WORK

Motion planning based on Contact-Implicit Trajectory
Optimization (CITO) has been studied in locomotion and
manipulation literature [7], [8], [9], [10]. Some of those
works use complementarity constraints and other works use
integer constraints to model contact. For both approaches,
however, the computational complexity increases and it can
be challenging to find feasible solutions as the number
of discrete modes increases. Thus, many works solve the
approximated MINLP. In [11], [12], the authors use NLP
with phase-based formulations. One drawback is that the
order of phases cannot be changed, which is undesirable
for motion planning for limbed robots since the number of
phases limbed robot planners considers is large and it can
lead to infeasible solutions. The authors in [4], [13] use
continuous formulation in NLP to represent discrete terrain.
This work considers fully discrete environments for free-
climbing tasks so we cannot use these techniques. In [5],
[14], the authors decouple the MINLP problem as sequential
sub-problems (i.e., hierarchical planning). However, such a
formulation cannot guarantee that the entire planning process
is feasible since it does not in general consider all coupling
constraints among sub-problems.

Our work is inspired by distributed optimization such as
ADMM [15], which has gathered attention for large-
scale optimization problems [16], [17], [18], [19]. In [16],
[17], the authors introduce an ADMM-based framework to
reason centroidal and whole-body dynamics. This work does
not consider whole-body dynamics but considers contact
dynamics from grippers and discrete constraints. ADMM is
also employed in Model Predictive Control (MPC) for linear
complementarity problem [18]. The work in [19] proposed
an ADMM-based framework for CITO. We instead consider
nonlinear centroidal dynamics and propose a specific splitting
scheme for motion planning of limbed robots.

III. PATCH CONTACT MODEL WITH MICRO-SPINES

In this section, we discuss the patch contact model used in
our planner. We extend the previous works [20], [21], [22]
and explicitly incorporate the limit surface in our proposed
planner. As there is a normal force acting on the patch, the
limit surface is composed of the gripper force failure model
and the friction failure model. The total available reaction
wrench \( w = [f^x, f^y, f^z, \tau^x, \tau^y, \tau^z] \) lives in a Minkowski
sum of those two models described by:

\[
\mathbf{w} \in \mathcal{W}, \quad \mathcal{W} = \{ \mathbf{w}_{fr} + \mathbf{w}_{sp} | \mathbf{w}_{fr} \in \mathcal{W}_{fr}, \mathbf{w}_{sp} \in \mathcal{W}_{sp} \}
\]

where we define \( z \)-axis as the direction of normal forces
and \( x \)- and \( y \)-axis consist \( xy \) plane where shear forces exist
(e.g., see Sec III-B in Fig. 2). \( \mathbf{w}_{fr} = [f^x_{fr}, f^y_{fr}, f^z_{fr}, \tau^x_{fr}, \tau^y_{fr}, \tau^z_{fr}] \) is
the friction wrench and \( \mathbf{w}_{sp} = [f^x_{sp}, f^y_{sp}, f^z_{sp}, \tau^x_{sp}, \tau^y_{sp}, \tau^z_{sp}] \) is
the wrench that can be supported by the micro-spines with
the zero normal force. \( \mathcal{W}_{fr}, \mathcal{W}_{sp} \) represent a frictional limit
surface and a limit surface from micro-spines, respectively.

A. Frictional Limit Surface

Previous literature [20] models the friction wrench failure
model as a simple 4D ellipsoid on \( [f^x_{fr}, f^y_{fr}, f^z_{fr}, \tau^z_{fr}] \) as follows:

\[
\mathcal{W}_{fr} = \{ \mathbf{w}_{fr} \in \mathbb{R}^6 | (f^x_{fr})^2 + (f^y_{fr})^2 + (\mu f^z_{fr})^2 \leq 1, 0 \leq f^z_{fr} \leq f_{max}, \tau^z_{fr} = \tau^z_{fr} = 0 \} \quad (2)
\]

such that \( \mu \) is the coefficient of friction, \( k \) is an integration
constant, \( f_{max} \) is the upper bound of \( f^z_{fr} \). This work
assumes that fingers make circular patch contact under uniform
pressure distribution and thus we use \( k = 0.67r_p \) where \( r_p \)
is the radius of contact [20].

B. Limit Surface of Micro-Spines

The authors in [21] construct the limit surface for spine
grippers of any contact angles with the constant \( \mu \). If the
contact angle \( \phi \) in Fig. 2 begins to vary, \( \mu \) may become a
function of \( \phi \) and requires an independent model. In practice,
building such a model requires a large amount of data.

This work simplifies the model by assuming that the
patch is always perpendicular to the surface during contact
(i.e., \( \phi = \frac{\pi}{2} \)). Therefore, \( \mu \) is constant. We also make
the assumption that the moment \( \tau^r_{fr}, \tau^z_{fr} \) are negligible since the
size of the patch is relatively small. However, the moment
\( \tau^z_{fr} \) cannot be neglected according to our test data. Thus, we
impose a following 3D limit surface on \( [f^x_{sp}, f^y_{sp}, \tau^z_{sp}] \):

\[
\mathcal{W}_{sp} = \{ \mathbf{w}_{sp} \in \mathbb{R}^6 | f^i_{max} \leq f^i_{sp} \leq f^i_{max}, i = \{ x, y \}, f^z_{sp} = 0, \tau^z_{sp} = \tau^z_{sp} = 0, -\tau^z_{max} \leq \tau^z_{sp} \leq \tau^z_{max} \} \quad (3)
\]

where \( f^i_{max} \), \( \tau^z_{max} \) represent the upper bound of each wrench.

C. Limit Surface for Two-Finger Micro-Spine Grippers

For the two-finger gripper used by our robot, each fin-
ger is equipped with a micro-spince patch with the total
available variables \( \mathbf{w}_1 = [f^i_1, f^z_1, \tau^z_1] \in \mathcal{W} \) and \( \mathbf{w}_2 = [f^i_2, f^z_2, \tau^z_2] \in \mathcal{W} \), where \( \mathbf{w}_1 \) is for finger 1 and \( \mathbf{w}_2 \) is for
finger 2. Since the rotational motion along \( z \)-axis for finger 1
and finger 2 are same and the linear motion along \( x \)- and
\( y \)-axis are same (see Sec IV-A), we assume that the loading
shear force and moment between two contact patches are
identical:

\[
f^i_1 = f^i_2, i = \{ x, y \}, \tau^z_1 = \tau^z_2 \quad (4)
\]

This can be justified as there cannot be an additional twisting
moment along \( z \)-axis from the object being grasped.

IV. SIMULTANEOUS CONTACT-RICH GRASPING AND
LOCOMOTION TRAJECTORY OPTIMIZATION

In this section, we present our proposed optimization
formulation which simultaneously solves grasping and
locomotion while considering discrete dynamics such as gait
sequence. Then, we derive the computationally tractable
formulation of our proposed formulation based on ADMM.
TABLE I: Notation of variables. C or B indicates the variable is continuous or binary variables, respectively. In Σ column, we indicate the frame of variables. Subscript t indicates time-step.

| Name       | Description                          | Size | C/B | Σ   |
|------------|--------------------------------------|------|-----|-----|
| θt         | body position                        | R3   | C   | W   |
| θt         | body orientation                     | R3   | C   | W   |
| pt         | i-th finger position                  | R3   | C   | W   |
| q_i^t      | i-th finger orientation              | R3   | C   | W   |
| d_i^t      | i-th gripper distance between fingers| R3   | C   | W   |
| λ_i        | i-th gripper reaction force           | R3   | C   | W   |
| τ_i        | i-th finger reaction moment           | R3   | C   | W   |
| f_i         | i-th finger local force at C_c       | R3   | C   | c   |
| m_i^t,c    | i-th finger local moment at C_c      | R3   | C   | c   |
| α_i^t,c    | i-th finger contact at C_c           | Z1   | B   |     |
| β_i,v,h    | i-th finger collision to h-th face of V_i| Z1   | B   |     |
| γ_i,c      | direction of z-element of m_i^t,c   | Z1   | B   |     |

Fig. 2: Mathematical model of a multi-limbed robot. In this example, n_f = 4, n_l = 2, C = 4, V = 2. We also visualize two examples of frames Σ_W, Σ_{c=3} where z-axis of Σ_W is perpendicular to the ground and z-axis of the local frame Σ_{c=3} is perpendicular to the face of the hold and along this axis we have non-zero z element of m. The spine makes contact with the contact angle (α):

A. Preliminary

Here, we show our assumptions in our planner:

1) Each finger makes patch contact and follows two different frictional models discussed in Sec III.
2) The environment consists of rigid static climbing holds whose geometry is modeled as cuboids.
3) Paired fingers align along the normal direction of fingertips. Paired fingers are in parallel and rotate only along z-axis in the world frame Σ_W.

We define the variables in Table I and Fig. 2. We also denote constants as follows. N, n_f, n_l, C or V represent the time horizon, the total number of fingers, the total number of limbs, the total number of graspable regions, or the total number of obstacles, respectively. We denote C_c as the c-th graspable region, associated with a local frame Σ_c. Each obstacle V_i has n_v faces associated with a local face frame Σ_{v,h}, h = 1, ..., n_v. For any arbitrary vector a, the notation \|a\|^2_A means a quadratic term with a positive-semi-definite matrix A. We define the coordinate transformation from frame Σ_A to Σ_B as \frac{dT}{B}. We denote X \rightarrow Y as a conditional constraint and implement it using a big-M formulation.

B. Optimal Control Problem for Grasping and Locomotion

We propose the optimal control problem in (5). Our planner finds the optimal trajectory of body pose, limb poses, and wrenches, subject to limb and gripper kinematics, centroidal dynamics, bound of variables, gait, faces to grasp, collision-avoidance, and our proposed limit surface constraints.

\[
P_1: \min_{x_t, u_t, y_t, z_t} \sum_{t=0}^{N-1} J(x_t, u_t, y_t, z_t) \tag{5}
\]

subject to:

1) For time-step \( t = 0, \ldots, N - 1 \)
   - Bounds of decision variables (7).
   - Centroidal dynamics (8).
   - For fingers \( i = 1, \ldots, n_f \):
     - Kinematics (9).
     - For graspable regions \( c = 1, \ldots, C \):
       - Contact constraints (10).
       - Wrench transformation (13).
   - For obstacles \( v = 1, \ldots, V \):
     - Collision-avoidance (14).

2) Terminal state constraints.

We define

\[
J = \|x_t - x_f\|^2_R + \|u_t\|^2_R + \sum_{t=1}^{n_f} \xi_t^T (p_t^f - p_t^g - 1) + \|z_{t+1} - z_t\|^2_S
\]

The first term is the cost between the current state and the terminal state x_f. The second term is the control effort cost. We aim to lift each limb as high as possible since potential hazards (e.g., obstacles) can exist near terrain. However, this capability has not been realized well. In [7], [9], the generated swing height is almost zero unless the authors give the reference trajectory. Hence, by assigning a negative value for elements of \( \zeta \in \mathbb{R}^{n_z} \) associated with limb heights in x_t, our planner can swing limbs with reasonable heights.

We observe that the distance between the surface of the climbing hold and each finger when the robot releases the fingers needs to be long enough. Otherwise, due to an imperfect position controller, the finger can stick to the climbing hold, resulting in the failure of releasing fingers. Hence, we maximize the distance between the surface of the hold and each finger when the robot release the climbing hold, resulting in the failure of releasing fingers.

We observe that CITO randomly switches the discrete modes (e.g., contact on-off), which could lead to instability. By assigning a quadratic term for \( z_t, z_{t+1} \) associated with the mode we do not want to switch frequently, the fifth term in (6) prevents mode changes between \( t \) and \( t + 1 \).

We bound the range of decision variables as follows:

\[
x_t \in \mathcal{X}, u_t \in \mathcal{U}, \forall t, y_t \in \mathcal{Y}, z_t \in \mathcal{Z} \tag{7}
\]

where \( \mathcal{X} \subseteq \mathbb{R}^{n_x}, \mathcal{U} \subseteq \mathbb{R}^{n_u}, \) and \( \mathcal{Y} \subseteq \mathbb{R}^{n_y} \) are convex polytopes consisting of a finite number of linear inequality constraints. \( \mathcal{Z} \subseteq \{0, 1\}^{n_z} \) shows range of binary variables.
2) Centroidal Dynamics: The dynamics is given by:
\[
M\ddot{r}_t = \sum_{i=1}^{n_f} \lambda_i t + Mg \quad \text{(8a)}
\]
\[
I\ddot{\omega}_t + \omega_t \times I\omega_t = \sum_{i=1}^{n_f} \left( r_t - p^i_t \right) \times \lambda_i^i + \tau^i_t \quad \text{(8b)}
\]
where \(M, I\) represent the mass and inertia of the robot. \(g \in \mathbb{R}^3\) is the gravity acceleration, and \(\omega_t\) is the angular velocity from \(\theta_t\) [11]. This work explicitly considers \(\tau^i_t\) to capture the effect of patch contacts. For implementation, we use the explicit-Euler method with time interval \(dt\).

3) Kinematics: Our kinematics constraints are as follows:
\[
|R(\theta_t)(p^i_t - r_t) - a^i_t| \leq b^i, |q^i_t - c^i - \theta_t| \leq \delta^i \quad \text{(9a)}
\]
\[
p^i_t = d^i_t + p_{2l-1}^i, q^i_t = q_{2l-1}^i \quad \text{(9b)}
\]
\(R(\theta_t)\) is the rotation matrix from \(\Sigma_W\) to \(\Sigma_B\) where \(\Sigma_B\) is the body frame. \(a^i, b^i\) are the nominal position and acceptable range from the nominal position of \(i\)-th finger in \(\Sigma_B\). \(c^i, d^i\) represent the nominal orientation and acceptable range from the nominal orientation of \(i\)-th finger. In (9b), one of the paired finger positions is determined by another finger position and \(d^i_t\). Since fingers on the same gripper are parallel, we set the orientation of those paired fingers as same. Later, we use (9) in MIQP and thus conservatively approximate (9) by linearizing \(R(\theta_t)\) at a certain angle.

4) Contact Constraints: Contact dynamics is inherently discrete phenomena and thus can be given by:
\[
\alpha^i_{t,c} = 1 \implies \left\{ \begin{array}{l} f^i_{t,c}, m^i_{t,c} \in W(\mu_c, k_c^c) \\ p^i_t, q^i_t = 0, T(p^i_t, q^i_t) \in C_c \end{array} \right\} \quad \text{(10a)}
\]
\[
\alpha^i_{t,c} = 0 \implies f^i_{t,c}, m^i_{t,c} = 0 \quad \text{(10b)}
\]
\[
\sum_{c} \alpha^i_{t,c} \leq 1 \quad \text{(10c)}
\]
\(\mu_c, k_c^c\) are parameters from (2) defined in \(C_c\). The constraints in (10a) ensure that if the finger makes contact on \(C_c\), the local wrench \(f^i_{t,c}, m^i_{t,c}\) needs to follow the patch constraints in (1) and the finger does not move. \(\Sigma_W T(p^i_t, q^i_t)\) represents the \(p^i_t, q^i_t\) in \(\Sigma_W\). If the finger is in the air, (10b) means that the local wrench is zero. Because the finger can only make contact on one of the graspable regions, (10c) does not allow the finger to make contact on more than one contact.

Later, we use (10) in MIQP and here we approximate (10) as linear inequality constraints. In particular, the only constraints which need to be approximated are (2) inside (10a). For notation simplicity, we use \(f^x, f^y, f^z\) as \(x, y, z\) elements of \(f^i_{t,c}\), respectively and \(m^z\) as a \(z\) element of \(m^i_{t,c}\).
\[
|f^i| \leq \mu_c f^z - \frac{m^z}{k_c^c}, i = \{x, y\}, |m^z| \leq k_c m^z \quad \text{(11)}
\]
The issue in (11) is that we need to consider two absolute value of decision variables \(|f^i|, |m^z|\) simultaneously. We employ a piece-wise linear representation with integer variables to deal with (11) as follows:
\[
\alpha^i_{t,c} = 1 \implies m^z = 0, \gamma^i_{t,c} = 0 \implies m^z = 0 \quad \text{(12a)}
\]
\[
|f^i| \leq \mu_c f^z - \frac{m^z}{k_c^c}, |m^z| \leq k_c m^z \quad \text{(12b)}
\]
where \(m^z_-, m^z_+\) are non-negative values and are the moment along \(z\)-axis in \(\Sigma_c\) in the positive and negative direction. Using (12a), we decompose (11) into two inequality constraints in the positive and negative direction of \(m^z\).

5) Wrench Transformation: The wrench \(\Sigma_W\) can be obtained from local wrenches:
\[
\lambda^i_t = \sum_{c=1}^{C} W T_i^e, \tau^i_t = \sum_{c=1}^{C} W T m_i^e, \quad \text{(13)}
\]
With constraints (10), (13) converts a specific local wrench where the finger makes contact to the wrenches in \(\Sigma_W\).

6) Collision-Avoidance: The constraints in (10) could allow the fingers to penetrate into the holds. To avoid the penetration, the collision-avoidance constraints are given by:
\[
\beta^i_{t,v,h} = 0 = \frac{v_h}{W} T p^i_t \cdot n_v h, \forall h = 1, \ldots, n_v \quad \text{(14a)}
\]
\[
\sum_{h=1}^{n_v} \beta^i_{t,v,h} \leq n_v - 1 \quad \text{(14b)}
\]
where \(n_v\) is the normal vector to face \(h\) of obstacle \(v\) in \(\Sigma_{\omega_v}\) and \(s^v\) is a scalar to decide the location of the plane. \(\frac{v_h}{W} T p^i_t\) represents \(p^i_t\) in \(\Sigma_{\omega_v}\) (14) means that the finger needs to be outside at least one face of the obstacle.

C. Alternating Direction Method of Multipliers (ADMM)
ADMM solves the optimization problem with consensus constraints as follows:
\[
\min_{\eta, \delta} f(\eta) + g(\delta), \text{ s. t. } A\eta + B\delta = c \quad \text{(15)}
\]
where \(\eta \in \mathbb{R}^{n_\eta}, \delta \in \mathbb{R}^{n_\delta}, A \in \mathbb{R}^{n_\eta \times n_\eta}, B \in \mathbb{R}^{n_\eta \times n_\delta}, c \in \mathbb{R}^{n_\eta}\). By decomposing the original problem with two smaller-scale problems and solving each problem with considering consensus, ADMM effectively solves the original optimization problem with faster convergence [15].

The augmented Lagrangian of (15) can be given by:
\[
L_{\rho}(\eta, \delta, \epsilon) = f(\eta) + g(\delta) + \frac{\rho}{2} \| A\eta + B\delta - c + \epsilon \|_2^2 \quad \text{(16)}
\]
with \(\rho > 0, \epsilon \in \mathbb{R}^{n_\epsilon}\) is the dual variable associated with the constraints \(A\eta + B\delta = c\). Then, ADMM finds the solution by taking the following steps recursively:
\[
\eta^{k+1} := \arg\min_{\eta} L_{\rho}(\eta, \delta^k, \epsilon^k) \quad \text{(17a)}
\]
\[
\delta^{k+1} := \arg\min_{\delta} L_{\rho}(\eta^{k+1}, \delta, \epsilon^k) \quad \text{(17b)}
\]
\[
\epsilon^{k+1} := \epsilon^k + A\eta^{k+1} + B\delta^{k+1} - c \quad \text{(17c)}
\]

The natural extension of the two-block ADMM is I-block ADMM:
\[
\min_{\eta_1, \eta_2, \ldots, \eta_l} \sum_{i=1}^{l} f_i(\eta_i) \text{ s. t. } \eta_j = G(i,j)\delta, \forall (i,j) \in G \quad \text{(18)}
\]
where \(\eta_i\) is the \(j\)-th local decision variable of \(i\)-th block optimization problem. \(\delta = G(i,j)\delta\) is the \(h\)-th element of
the global decision variable, $\delta \in \mathbb{R}^G$. $G$ is a bipartite graph formed from global decision variables and local decision variables where each edge represents a consensus constraint (see [15]). We also denote $\mathcal{N}(g) = \{(i,j) | (i,j) \in G\}$ as the set of all local variables connected to $g\delta$. Denote $\epsilon^i$ as the dual variable associated with the consensus constraint. The multi-block consensus problem can be solved as follows:

\[ \eta^{k+1} = \arg \min_{\eta} \sum_{g \in \mathcal{G}} \sum_{i,j \in \mathcal{N}(g)} \frac{\rho_i}{2} \| \eta_{ij} - g\delta_i + j\epsilon^i \|^2, \]

\[ \eta^{k+1} = \arg \min_{\eta} \sum_{g \in \mathcal{G}} \sum_{i,j \in \mathcal{N}(g)} \frac{\rho_i}{2} \| \eta_{ij} - g\delta_i + j\epsilon^i \|^2, \]

\[ \epsilon^{k+1} = \epsilon^k + \left[ (\eta^{k+1} - \delta^{k+1}) \right], \forall (i,j) \in G \]

D. Distributed Optimal Control Problem

We propose the following distributed optimization framework so that the original intractable MINLP problem (P1) becomes tractable. The key idea is that we use an NLP solver to solve NLP with nonlinear continuous constraints and a MIP solver to solve MIQP with discrete constraints so that we can employ the strength of each solver. Our proposed distributed optimization from P1 solves the following optimization problems recursively (P2):

\[ \text{P2a:} \quad \min_{\eta,y,z} \sum_{t=0}^{N-1} J(\eta^t_k) + \sum_{i,j \in \mathcal{G}} \frac{\rho_i}{2} \| \eta_{ij} - \delta_i + \epsilon^i \|^2 \] \hspace{1cm} (19a)

\[ \text{s.t.} \quad \{\forall t, (7), (8a)\} \cup \{\forall t, (9)\} \] \hspace{1cm} (19b)

\[ \{\forall t, i, c, (10), (13)\} \bigcup \{\forall t, i, v, (14)\} \]

\[ \text{P2b:} \quad \min_{\eta,y,z} \sum_{t=0}^{N-1} \frac{\rho_t}{2} \| \eta^{k+1}_t - \delta^k + \epsilon^k \|^2 \] \hspace{1cm} (19c)

\[ \text{s.t.} \quad \{\forall t, (7), (8)\} \bigcup \{\forall t, (9)\} \] \hspace{1cm} (19d)

\[ \text{P2c:} \quad \epsilon^{k+1} = \epsilon^k + \eta^{k+1}_t - \delta^{k+1}_t \] \hspace{1cm} (19e)

where $\eta^k = [x^k_0, u^k_1]^T$, $\eta^k = [\eta^T_0, \ldots, \eta^T_N]$. The indexes in (19) are $t = 0, \ldots, N-1$, $i = 1, \ldots, n_f$, $c = 0, \ldots, C$, $v = 1, \ldots, V$. We create copies of variables $\eta_i$ as $\delta_i$ and $\delta^k = [\delta^0_k, \ldots, \delta^N_k]^T$. P2a is MIQP. P2b is continuous NLP. Since both MIQP and NLP can be efficiently solved using off-the-shelf solvers, our proposed method would converge earlier than the method solving P1 using MINLP solvers. Also, our method considers all constraints from grasping, locomotion, and contact once it achieves the consensus between MIQP and NLP. Thus, it does not suffer from the infeasible issue of hierarchical planning explained in Sec II.

**Remark 1:** In P2, we do not consider the consensus of $y, z$. For $y$, $u$ indirectly has an effect on $y$ via (13) so we do not explicitly enforce consensus constraints for $y$, which enables more efficient ADMM computation. For $z$, because it is quite difficult for NLP to satisfy discrete constraints, we do not enforce consensus between P2a and P2b.

E. Multi-Block Distributed Optimal Control Problem

We propose another option to solve the MINLP which does not involve many difficult constraints (e.g., discrete constraints) based on multi-block ADMM as follows (P3):

\[ \text{P3a:} \quad \min_{\eta,y,z} \sum_{t=0}^{N-1} \left( \sum_{i,j \in \mathcal{N}(g)} \frac{\rho_i}{2} \| \eta_{ij} - g\delta_i + j\epsilon^i \|^2 \right), \] \hspace{1cm} (19a)

\[ \text{s.t. for MIQP:} \quad \text{P2a,} \quad \text{for NLP:} \quad \text{P2b,} \]

\[ \text{P3b (projection):} \quad \min_{\eta} \sum_{t=0}^{N-1} \sum_{i,j \in \mathcal{N}(g)} \frac{\rho_i}{2} \| \eta_{ij}^{k+1} - g\delta_i + j\epsilon^i \|^2 \] \hspace{1cm} (19c)

\[ \text{P3c:} \quad \epsilon^{k+1} = \epsilon^k + \left( \eta^{k+1}_t - \delta^{k+1}_t \right) \]

where $\eta^k = [x^k_0, u^k_1]^T$. We run P3a with constraints from P2a for each limb to solve discrete constraints, resulting in total $n_l$ MIQP problems in parallel. We run one P3a with constraints from P2b to solve nonlinear constraints. Then, we run P3b as projection (see Fig. 3).

V. EXPERIMENTAL RESULTS

In this section, we validate our proposed methods for two tasks: walking and free-climbing. Through the experiments, we try to answer the following questions:

1) Can our proposed optimization generate open-loop trajectories efficiently?

2) Can our proposed formulation consider patch contacts with micro-spines explicitly?

3) How do the generated trajectories behave in a real four-limbed robot?

A. Implementation Details

For optimization settings, we implemented our method using Gurobi [23] for solving MIQP and ipopt [24] with PYROBOCOP [25] for solving NLP. The optimizations are done on a computer with the Intel i7-8565U. The trajectories discussed in this section are from two-block ADMM and we use the solution from MIQP (P2a).

We implemented the results of our proposed methods on a real four-limbed robot [26] equipped with two-finger grippers [27]. The grippers make patch contact with micro-spines, which are mechanically constrained such that the patch is always perpendicular to the surface during contact. This satisfies one of our assumptions in Sec III-B. Each limb consists of 7 DoF, where 6 DoF are to actuate the
B. Computation Results

1) Convergence Analysis: We discuss the convergence of our ADMMs. For walking with point contacts on a flat plane without obstacles, we set $dt = 0.08$, $N = 40$, $\rho = 1.5$, $\mu = 0.6$. For walking, we consider point contacts (i.e., no fingers). Since we consider a single flat plane walking without obstacles, we set $C = 1$, $V = 0$. For climbing, we set $dt = 2.0$, $N = 40$, $\rho = 10$, $\mu = 2.2$, $r_p = 0.02$ m. This scenario considers four climbing holds which consists of five faces so we set $C = 20$, $V = 4$. Both cases run ADMM for 10 iterations.

We show the evolution of residual for walking and free-climbing using our two- and five-block ADMM in Fig. 4 and Fig. 5. Overall, we observe that our proposed ADMM converges with small enough norms of residual. We also observe that for free-climbing, our two-block ADMM shows faster convergence than our five-block ADMM and for walking, both two- and five-block ADMM shows similar convergence. This is because the problem is so complicated that it is quite difficult for five-block ADMM to achieve consensus, resulting in higher norms of residual. In contrast, our two-block ADMM only needs to achieve consensus for two optimization problems, resulting in lower norms of residuals.

We also discuss the generated trajectories for free-climbing by our two-block ADMM as shown in Fig. 6. The trot gait trajectory is the result of our ADMM after 1 iteration. This trot gait is physically infeasible (i.e., tumbling) since MIQP is not aware of nonlinear moment constraints (8b). After 6 iterations of our ADMM, our planner generates a physically feasible one leg gait. Because ADMM converges, MIQP is now aware of (8b) so that the generated trajectory does not make the robot tumble anymore, resulting in physically feasible trajectories. We do not observe this mode change for the walking task since the walking task is naturally more stable than the free-climbing task so our ADMM does not face the need for mode change.

2) Computation Time, Success Rate: We compare our ADMM with the benchmark optimization using NLP with respect to the computation time and the success rate of finding a feasible solution for walking and climbing problems. As a benchmark, we solve P1 as NLP using a technique in [29]. We sample ten feasible initial and terminal states and calculate the average computation time and the success rate where the optimization could find a solution. We use the same parameters in Sec V-B.1. Table II shows that our ADMMs show smaller computation time and a higher success rate against the benchmark method. For walking, our five-block ADMM shows smaller computation time and for free-climbing, our two-block ADMM shows smaller computation time. In other words, if the problem is not so complicated (e.g., walking), our five-block ADMM can be an option to solve the problem even though it takes more iteration to converge. This is because our five-block ADMM spends less time for each iteration so that the total computation time can be small.

Our proposed ADMM does not employ a warm-start. This is because each block on our ADMM solves a smaller-scale optimization problem, which is less sensitive to initial guesses compared to larger-scale complicated optimization problems (e.g., MINLP). We did not observe a significant reduction of computation time with our warm-start, but designing warm-start for consensus constraints would be promising.
Fig. 7: Our planned trajectories on holds with varying coefficients of friction. The robot grasps the faces whose coefficients of friction are high.

C. Results of Our Generated Trajectories

1) Collision-Avoidance: This scenario focuses on environments with obstacles. We set \( dt = 2.0, N = 120, \rho = 15, \mu = 2.2, r_p = 0.02 \text{ m}. \) We consider 16 climbing holds and 3 obstacles and run our two-block ADMM for 3 iterations.

The generated trajectory with snapshots of the hardware experiment is shown in Fig. 1. Our ADMM successfully generates collision-free trajectories under a number of discrete constraints. Here we discuss three points in Fig. 1. Around point A, since the height of the obstacle is not so high, our ADMM generates the trajectory that gets over the obstacle. Around point B, since the height of the obstacle is high, the robot cannot get over the obstacle. Thus, our ADMM generates the trajectory that takes a detour around the obstacle. Around point D, limb 4 could directly make contact on D from C, but due to the obstacle, the robot first makes a contact on E and then goes to D.

2) Slippery Rotated Holds: This scenario shows that our ADMM designs trajectories with varying coefficients of friction on rotated holds. We set \( dt = 2.0, N = 40, \rho = 15, r_p = 0.02 \text{ m}. \) The environment consists of 8 climbing holds with different orientations along \( z \)-axis in \( \Sigma_W \). In Fig. 7, each climbing hold has a \( \mu \) where the front and back faces are covered by 36-sand papers (\( \mu = 2.2 \)), and the left and right faces are covered by the material with \( \mu = 0 \).

Fig. 8: Time history of reaction forces for one finger. Here, we enforce \( z \) element of reaction force in \( \Sigma_C \) is always zero with \( f_{z\max} = 4 \text{ N} \) in (3).

TABLE III: Comparison of the number of slipping between a generated trajectory with patch constraints (Traj A) and without patch constraints (Traj B) over 5 samples for each case.

|          | \( m_z = 0.0 \text{ Nm} \) | \( m_z = 0.3 \text{ Nm} \) | \( m_z = 0.6 \text{ Nm} \) |
|----------|------------------------|------------------------|------------------------|
| Traj A   | 0 / 5                  | 0 / 5                  | 0 / 5                  |
| Traj B   | 2 / 5                  | 5 / 5                  | 5 / 5                  |

D. Contact Modeling Results

1) Results of Micro-Spine Limit Surface: We force one of the fingers to have zero normal forces during contact (i.e., \( z \) element of \( f_i^{c,r} \) is set to zero for all \( c = 1, \ldots, C \)). Since (3) enables the planner to generate non-zero shear forces even under zero normal forces, we expected that our planner can still find feasible solutions for free-climbing. The result is illustrated in Fig. 8. Our planner is able to generate non-zero shear force trajectories under zero normal forces.

2) Results of Frictional Limit Surface: We investigate if our proposed planner can generate physically feasible trajectories under patch constraints (1) in hardware. During free-climbing, the loading shear forces and moments exist at the tip of the finger, which can lead to instability of the contact state. We hope that considering (12) counteracts these loading shear forces and moments so that the contact state is stable. Thus, our planner creates two different trajectories, one considering patch constraints (Traj A) and the other one not considering them (Traj B). To simplify the analysis, for both cases, the planner set the same constant shear force and the moment \( (f_x, m_z \text{ in } (11)) \) during contacts. We tested on the box covered by 36-grit sandpapers with specified \( f_x = 9.0 \text{ N} \) and \( m_z = \{0, 0.3, 0.6\} \text{ Nm} \).

Table III shows the empirically obtained number of slipping for Traj A is much smaller than that for Traj B. This is because Traj A generates higher normal forces to avoid slipping because of patch constraints. We also show the time history of Traj A and B in Fig. 9 given \( m_z = 0.6 \text{ Nm}, f_x = \ldots \)
9.0 N settings. In Fig. 9 (a), since our ADMM generates larger normal forces because of (11), the finger does not slip and the admittance controller could track all wrenches. In contrast, in Fig. 9 (b), since our ADMM generates smaller normal forces, the finger slips, and the controller could not track the wrenches. Therefore, we successfully verify in hardware that considering (12) helps avoid slipping for patch contacts, resulting in a more stable contact state.

VI. CONCLUSION AND FUTURE WORK

This paper presents a model-based motion planning algorithm based on distributed optimization for solving nonlinear contact-rich systems efficiently. We first propose the complete optimization formulation and extend it to our proposed distributed formulations. We also discuss the limit surface of two-finger grippers with patch contacts and micro-spines. We verify the efficiency of our proposed formulation and demonstrate the generated trajectories in hardware experiments.

One limitation of our ADMM is that the computation is demanding once the number of discrete constraints increases. In order to use our framework in MPC, we need to run it with a much faster runtime. One promising direction is to design heuristics online [30]. We hope that we can accelerate our framework as ADMM iteration proceeds based on previous solutions. Another limitation during hardware experiments is that it is important to use accurate physical parameters. Otherwise, the robot may not be able to execute the planned trajectory. Thus, we are interested in robustifying our method so that the robot can realize the planned trajectory under uncertain parameters [31].
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