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Abstract. Equiangular tight frames (ETFs) and biangular tight frames (BTFs) - sets of unit vectors with basis-like properties whose pairwise absolute inner products admit exactly one or two values, respectively - are useful for many applications. A well-understood class of ETFs are those which manifest as harmonic frames - vector sets defined in terms of the characters of finite abelian groups - because they are characterized by combinatorial objects called difference sets.

This work is dedicated to the study of the underlying combinatorial structures of harmonic BTFs. We show that if a harmonic frame is generated by a divisible difference set, a partial difference set or by a special structure with certain Gauss summing properties - all three of which are generalizations of difference sets that fall under the umbrella term “bidifference set” - then it is either a BTF or an ETF. However, we also show that the relationship between harmonic BTFs and bidifference sets is not as straightforward as the correspondence between harmonic ETFs and difference sets, as there are examples of bidifference sets that do not generate harmonic BTFs. In addition, we study another class of combinatorial structures, the nested divisible difference sets, which yields an example of a harmonic BTF that is not generated by a bidifference set.

1. Introduction

The Grassmannian line packing problem has received attention from mathematicians for more than half a century [31, 39, 38]. Roughly speaking, the task is to arrange a fixed number of lines in Euclidean space so that they are as “spread out as possible,” a phrase that is assigned formal meaning according to a number of different but related definitions [16, 2], typically involving the minimization of some function of the system’s angle set - the set of pairwise absolute inner products between the lines’ representative unit vectors. Such optimal arrangements of lines are useful for a wide range of disciplines, including areas of science and engineering, such as quantum state tomography [60, 51, 37, 52] and wireless communications [55, 40, 34], and pure mathematical subjects, like graph theory [54, 34, 27, 32].
Systems of equiangular lines - line sets with angle sets of cardinality one - are perhaps the most well-studied systems [56, 29, 53, 28, 46, 9, 26, 11] because, according to a lower bound of Welch [58], they can form optimal packings. However, it is well-known that when the number of lines is too large relative to the dimension of the ambient vector space, then they cannot be equiangular [39, 38]; furthermore, there are cases where the number does not exceed this threshold for which equiangular configurations are not possible [28, 57].

In light of this appealing qualitative description, it is natural to hope, in settings where equiangular configurations are not possible, that the cardinalities of the angle sets of optimal line packings might still satisfy some sort of minimality condition. For this reason, we consider systems of biangular lines - sets of lines with angles sets of cardinality two - which have been studied previously in [23, 33, 4, 44, 5, 11, 7]. For example, the authors of [7] prove that several instances of biangular line sets satisfy certain energy minimization properties. In this work, we focus on biangular line sets generated by harmonic frames.

A harmonic frame is a set of unit vectors whose entries are determined according to some subselection from the characters of a finite abelian group, and we say that it is equiangular or biangular, respectively, if the lines that the vectors generate satisfy the corresponding property. In recent years, harmonic frames have been used to construct various types of optimal line packings [55, 59, 24, 30, 8]. Equiangular harmonic frames are well-understood, as it is known that a harmonic frame is equiangular if and only if the underlying subselection of characters corresponds to a difference set [55, 59, 24], an object that has received considerable attention within the combinatorial literature throughout most of the last century [10, 15, 48]. In certain settings where equiangular lines are not possible, biangular harmonic frames have also been used to construct optimal Grassmannian packings, for example lines generated by maximal sets of mutually unbiased bases [30] or the picket fence constructions of [8].

In this work, we study and classify biangular harmonic frames in terms of their underlying combinatorial structures. Unlike equiangular harmonic frames, which admit a simple characterization in terms of difference sets, we find that the biangular case is not so straightforward. Using an approach based on the Fourier transform, we show that a harmonic frame is biangular if its underlying subselection of characters corresponds to either a partial difference set or a divisible difference set - both well-studied generalizations of difference sets [18, 42]. Motivated by this, we define bidifference sets - a more general combinatorial structure that includes partial difference sets, divisible difference sets and a third class that we show to generate biangular harmonic frames, the Gaussian difference sets. Given these results, it seems natural to expect that bidifference sets might be the “right” notion with which to characterize biangular harmonic frames; however, we provide
an example of a bidifference set which does not generate a biangular harmonic frame. Furthermore, we study a class of combinatorial structures which includes the divisible difference sets but is not contained in the bidifference sets, the nested divisible difference sets, which admits an example of a biangular harmonic frame that is not generated by a bidifference set.

The remainder of this article is outlined as follows. In Section 2, we develop the theory of modulation operators, the Fourier transform-based tool that we use to analyze harmonic frames in the following section. In Section 3, we study the relationship between biangular harmonic frames and their underlying combinatorial structures, as described in the preceding paragraph. Finally, in the appendix, we tabulate several examples of infinite families of biangular harmonic frames generated by divisible difference sets and partial difference sets, including detailed information about the corresponding angle sets.

2. Preliminaries

2.1. Frame Theory. Let \( \{e_j\}_{j=1}^m \) denote the canonical orthonormal basis for the finite dimensional Hilbert space \( \mathbb{F}^m \), where \( \mathbb{F} = \mathbb{R} \) or \( \mathbb{C} \), and let \( I_m \) denote the \( m \times m \) identity matrix. A set of vectors \( \mathcal{F} = \{f_j\}_{j=1}^n \subset \mathbb{F}^m \) is a (finite) frame if \( \text{span}\{f_j\}_{j=1}^n = \mathbb{F}^m \).

A frame \( \mathcal{F} = \{f_j\}_{j=1}^n \) is \( a \)-tight if \( \sum_{j=1}^n f_j \otimes f_j^* = aI_m \) for some \( a > 0 \), where \( f_j \otimes f_j^* \) denotes the orthogonal projection onto the \( 1 \)-dimensional subspace spanned by \( f_j \), and \( \mathcal{F} \) is unit-norm if each frame vector has norm \( \|f_j\| = 1 \). If \( \mathcal{F} \) is unit-norm and \( a \)-tight, then \( a = \frac{n}{m} \) because

\[
\sum_{j'=1}^m \sum_{j=1}^n |\langle f_j, f_{j'} \rangle|^2 = \sum_{j'=1}^m \sum_{j=1}^n \text{tr}(f_j \otimes f_j^* e_{j'} \otimes e_{j'}^*) = a \sum_{j'=1}^m \|e_{j'}\|^2 = am,
\]

which also implies that every such frame satisfies the identity

\[
\sum_{j'=1}^m |\langle f_j, f_{j'} \rangle|^2 = \frac{n}{m} \text{ for every } j \in \{1, \ldots, n\}.
\]

Given any unit-norm frame \( \mathcal{F} = \{f_j\}_{j=1}^n \), its frame angles are the elements of the set \( \Theta_{\mathcal{F}} := \{ |\langle f_j, f_{j'} \rangle| : j \neq j' \} \), and we say that \( \mathcal{F} \) is \( d \)-angular if \( |\Theta_{\mathcal{F}}| = d \) for some \( d \in \mathbb{N} \). In the special case that \( \mathcal{F} \) is \( 1 \)-angular or \( 2 \)-angular, then we say that it is equiangular or biangular, respectively.

If \( \mathcal{F} = \{f_j\}_{j=1}^n \) is \( d \)-angular with frame angles \( \alpha_1, \alpha_2, \ldots, \alpha_d \), then we say that \( \mathcal{F} \) is equidistributed if there exist \( \tau_1, \tau_2, \ldots, \tau_d \in \mathbb{N} \) such that

\[
|\{ j' \in \{1, \ldots, n\} : j' \neq j, |\langle f_j, f_{j'} \rangle| = \alpha_l \}| = \tau_l
\]

for every \( j \in \{1, 2, \ldots, n\} \) and every \( l \in \{1, 2, \ldots, d\} \). In this case, we call the positive integers \( \tau_1, \tau_2, \ldots, \tau_d \) the frame angle multiplicities of \( \mathcal{F} \) and remark that \( \sum_{j=1}^d \tau_j = n - 1 \).
According to the lower bound of Welch [58], if $F = \{f_j\}_{j=1}^n$ is a unit-norm frame for $\mathbb{R}^m$, then the maximal magnitude among all inner products between distinct frame vectors is bounded below by

$$\max_{j \neq j'} |\langle f_j, f_{j'} \rangle| \geq \sqrt{\frac{n - m}{m(n-1)}},$$

and it is well-known [28] that $F$ achieves this bound if and only if $F$ is an equiangular, tight frame (ETF).

In general, unit-norm, tight, $d$-angular frames are not equidistributed; for instance, see the constructions in [8]. However, the equidistributed property holds for the special case that $d \leq 2$. If $F = \{f_j\}_{j=1}^n$ is an ETF, then $F$ is clearly equidistributed with the single frame angle $\alpha_1 = \sqrt{\frac{n - m}{m(n-1)}}$ and corresponding frame angle multiplicity $\tau_1 = n - 1$. If $F = \{f_j\}_{j=1}^n$ is a biangular tight frame (BTF), then after substituting the frame angles, $\alpha_1$ and $\alpha_2$, into Equation (1), it is evident that the distribution of these two values as summands in the equation’s right-hand side must be the same for any choice of $j \in \{1, \ldots, n\}$; in other words, for Equation (1) to hold for every $j \in \{1, \ldots, n\}$, there must exist positive integers $\tau_1$ and $\tau_2$ such that

$$n - m = \sum_{j' = 1 \atop j' \neq j}^n |\langle f_j, f_{j'} \rangle|^2 = \tau_1 \alpha_1^2 + \tau_2 \alpha_2^2, \tag{2}$$

which means that $F$ is equidistributed (see Proposition 5.1 of [12] for an alternative proof of this claim). Furthermore, solving Equation (2) in conjunction with the identity $\tau_1 + \tau_2 = n - 1$ yields the values of the frame angle multiplicities of BTFs, which we record in the following proposition.

**Proposition 2.1.** If $F = \{f_j\}_{j=1}^n$ is a biangular tight frame for $\mathbb{R}^m$ with frame angles $\alpha_1$ and $\alpha_2$, then the corresponding frame angle multiplicities are

$$\tau_1 = \frac{n - 1}{\alpha_2^2 - \alpha_1^2} \left( \frac{\alpha_2^2 - n - m}{m(n-1)} \right) \quad \text{and} \quad \tau_2 = \frac{n - 1}{\alpha_1^2 - \alpha_2^2} \left( \frac{\alpha_1^2 - n - m}{m(n-1)} \right).$$

For more information about frame theory and its applications, we refer to [13].

2.2. **Group theory and character theory.** Throughout this document, we let $G$ denote a finite abelian group of order $n$, and we notate its group operations additively and write its identity element as $0_G$. Furthermore, we appeal to the fundamental theorem of abelian groups and interpret $G$ via some fixed cyclic decomposition

$$G = \mathbb{Z}_{n_1} \oplus \ldots \oplus \mathbb{Z}_{n_k},$$

where $n_1, \ldots, n_k$ are positive integers and where $\mathbb{Z}_{n_j}$ denotes the additive cyclic group of the integers modulo $n_j$. Accordingly, whenever $k \geq 2$, we write each element $x \in G$ as a $k$-tuple $x = (x(1), \ldots, x(k))$; however, when $k = 1$ so that $G$ is a cyclic group, we drop the $k$-tuple notation and simply
write its elements as \( 0 = 0_G, 1, 2, \ldots, n - 1 \), in which case we write \( a \equiv_n b \) to indicate that \( a \) and \( b \) both belong to the same congruence class of integers modulo \( n \). Furthermore, if \( G = \mathbb{Z}_p \) for some prime \( p \), then we write \( \mathbb{Z}_p^* \) to denote the multiplicative group of \( p - 1 \) nonzero elements in \( \mathbb{Z}_p \), and we notate the multiplicative operations by juxtaposition or exponentiation.

A **character** for \( G \) is a homomorphism \( \rho : G \to S^1 \), where \( S^1 \) denotes the complex unit circle endowed with standard multiplication. The set

\[
\hat{G} = \{ \rho : \rho \text{ is a character of } G \}
\]

is called the **dual group of** \( G \), or occasionally just the **dual group**. The dual group for \( G \) also forms a group, where the group operation is defined by pointwise multiplication and the identity element is the trivial map.

A standard result in character theory is that every abelian group is isomorphic to its **dual group** \([18]\). In general, there is no natural choice for an isomorphism taking \( G \) to \( \hat{G} \); however, with respect to our fixed cyclic decomposition for \( G \), we define the explicit isomorphism

\[
\Phi : G \to \hat{G} \text{ by } \Phi(x) = \rho_x,
\]

where

\[
\rho_x(y) = e^{2\pi i \left( \frac{x y(1)}{n_1} + \cdots + \frac{x y(k)}{n_k} \right)}
\]

for each \( y = (y(1), \ldots, y(k)) \in G \). It is straightforward to check that \( \Phi \) is a homomorphism with a trivial kernel, and since \( |G| = |\hat{G}| \), it follows that it is an isomorphism, which means its image is \( \hat{G} \). Throughout the rest of this document, we index the elements of \( \hat{G} \) with the elements of \( G \) as determined by the definition of \( \Phi \).

The reason we have fixed the cyclic decomposition of \( G \) and indexed its characters as described above is so that the labeling of the elements of \( \hat{G} \) satisfies the following conjugation and symmetry properties, which we record as a lemma.

**Lemma 2.2.** For every \( x, y \in G \), we have

\[
\rho_x(y) = \rho_y(x) \quad \text{and} \quad \rho_{-x}(y) = \rho_x(-y).
\]

**Proof.** This follows directly from the definition of \( \Phi \). \( \square \)

Given a subgroup \( H \) of \( G \), the **annihilator (subgroup) of** \( H \) with respect to \( G \) is the set

\[
\text{Ann}_G(H) = \{ \rho \in \hat{G} : \rho(x) = 1 \text{ for each } x \in H \},
\]

which forms a subgroup of \( \hat{G} \). The following standard result is essential.

**Proposition 2.3.** If \( H \) is a subgroup of \( G \) and \( \rho \in \hat{G} \), then

\[
\sum_{x \in H} \rho(x) = \begin{cases} |H|, & \rho \in \text{Ann}_G(H) \\ 0, & \text{otherwise} \end{cases}
\]
Proof. If \( \rho \in \text{Ann}_G(\mathbb{H}) \), then \( \rho(x) = 1 \) for all \( x \in \mathbb{H} \), so the claim follows for this case; otherwise, there exists \( y \in \mathbb{H} \) such that \( \rho(y) \neq 1 \), so we have

\[
\sum_{x \in \mathbb{H}} \rho(x) = \sum_{x \in \mathbb{H}} \rho(y + x) = \rho(y) \sum_{x \in \mathbb{H}} \rho(x),
\]

which shows that \( \sum_{x \in \mathbb{H}} \rho(x) = 0 \). \( \square \)

If we let \( \mathbb{H} = G \) in this proposition, then with respect to our labeling of the characters, we have the following identity.

Corollary 2.4. Let \( x \in G \), then

\[
\sum_{y \in G} \rho_x(y) = \begin{cases} n, & x = 0_G \\ 0, & \text{otherwise} \end{cases}.
\]

Since every subgroup of an abelian group is normal, we may form the quotient group \( G/\mathbb{H} \), so let \( \pi : G \to G/\mathbb{H} \) be the corresponding quotient map. It is straightforward to verify that the map

\[
\Psi : \widehat{G/\mathbb{H}} \to \text{Ann}_G(\mathbb{H}) \text{ defined by } \Psi(\rho) = \rho \circ \pi
\]

is a well-defined, surjective homomorphism with a trivial kernel, so \( \text{Ann}_G(\mathbb{H}) \) and \( \widehat{G/\mathbb{H}} \) are isomorphic. In particular, since \( \widehat{G/\mathbb{H}} \) and \( G/\mathbb{H} \) are also isomorphic, we obtain the cardinality of \( \text{Ann}_G(\mathbb{H}) \).

Proposition 2.5. If \( \mathbb{H} \) is a subgroup of \( G \) with order \( l \), then

\[
|\text{Ann}_G(\mathbb{H})| = |\widehat{G/\mathbb{H}}| = |G/\mathbb{H}| = |G|/|\mathbb{H}| = n/l.
\]

For more information about the character theory of finite abelian groups, we refer to \[48\].

2.3. \( G \)-Harmonic Frames. We conclude this section by defining and stating basic facts about harmonic frames, which have also been studied in \[24, 14\], for example.

Given a subset \( S = \{g_1, ..., g_m\} \subset G \), then the set of \( n \) vectors

\[
\mathcal{F} = \{f_x\}_{x \in G} \subset \mathbb{C}^m,
\]

where

\[
f_x = \frac{1}{\sqrt{m}} (\rho_{g_j}(x))_{j=1}^m \in \mathbb{C}^m,
\]

for each \( x \in G \), is called the \( G \)-harmonic frame generated by \( S \), or sometimes just a harmonic frame. To see that \( \mathcal{F} \) is indeed a frame, observe that the vectors have entries with constant magnitude \( \frac{1}{\sqrt{m}} \), so they are unit norm, and Lemma \[22\] shows that the \( (a, b) \)-entry of the matrix \( \sum_{x \in G} f_x \otimes f_x^* \) is

\[
\left(\sum_{x \in G} f_x \otimes f_x^* \right)_{a,b} = \frac{1}{m} \sum_{x \in G} \rho_{g_a}(x)\overline{\rho_{g_b}(x)} = \frac{1}{m} \sum_{x \in G} \rho_{g_a-g_b}(x) = \frac{n}{m} \delta_{a,b},
\]
where $\delta_{a,b}$ denotes the Kronecker delta function. It follows that $F$ spans $\mathbb{C}^m$ and is, in fact, a unit norm tight frame for $\mathbb{C}^m$ consisting of $n$ vectors. Another application of Lemma 2.2 shows that the distribution of the frame angles are completely determined by the inner products that $f_{0G}$ makes with the other frame vectors, because

$$\langle f_x, f_y \rangle = \frac{1}{m} \sum_{j=1}^{m} \rho_{g_j}(x)\overline{\rho_{g_j}(y)} = \frac{1}{m} \sum_{j=1}^{m} \rho_{g_j}(x-y) = \langle f_{x-y}, f_{0G} \rangle$$

for every $x, y \in G$. In particular, this shows that $F$ is equidistributed.

Finally, we remark that, because their definition depends on the theory of characters, we typically interpret harmonic frames as objects which exist in complex Hilbert spaces; however, for certain groups, it is possible to choose $m$ distinct real-valued characters which can therefore be used to construct harmonic frames for $\mathbb{R}^m$ [14]. For example, if $G = \mathbb{Z}_k^2$, the direct sum of $k$ copies of $\mathbb{Z}_2$, then it is straightforward to check that every character is real-valued, so we can interpret every harmonic frame derived from this group as a frame in a real Hilbert space.

### 3. $G$-Modulation Operators

In this section, we define and study the $G$-modulation operators of frames, which will serve as essential tools for the analysis of biangular harmonic frames in the next section. Modulation operators have recently been used to study certain types of optimal line packings, for example, maximal sets of mutually unbiased bases [3] or the picket fence packings in [8].

Let $F = \{f_g\}_{g \in G}$ be any frame for $\mathbb{F}^m$ whose vectors are indexed by the elements of $G$. For each $\xi \in G$, we define the $\xi$-th $G$-modulation operator for $F$ by

$$X_\xi = \sum_{x \in G} \rho_\xi(x) f_x \otimes f_x^*,$$

which can be thought of as the $\xi$-th value of the Fourier transform of the operator-valued map

$$x \mapsto f_x \otimes f_x^*.$$ 

Direct substitution shows that the Fourier inversion formula holds and is given by

$$f_x \otimes f_x^* = \frac{1}{n} \sum_{\xi \in G} \rho_\xi(-\xi)X_\xi,$$ for each $x \in G$.

Given $x, y \in G$, the Fourier inversion formula and the fact that $|\langle f_x, f_y \rangle|^2 = \text{tr}(f_x \otimes f_x^* f_y \otimes f_y^*)$ shows that the absolute values of the inner products between the frame vectors relate to the Hilbert Schmidt inner products between the modulation operators by

$$n^2|\langle f_x, f_y \rangle|^2 = \sum_{\xi, \eta \in G} \rho_\xi(-\xi)\rho_\eta(\eta)\langle X_\xi, X_\eta \rangle_{H.S.}.$$ (3)
Whenever \( F \) is a \( G \)-harmonic frame, then its \( G \)-modulation operators are Hilbert Schmidt orthogonal. In order to see this, we first compute the entries of the modulation operators.

**Lemma 3.1.** If \( F = \{f_g\}_{g \in G} \) is a \( G \)-harmonic frame for \( \mathbb{C}^m \) generated by \( \{g_1, \ldots, g_m\} \), then the \((a,b)\)-entry of its \( \xi \)-th \( G \)-modulation operator is

\[
(X_\xi)_{a,b} = \begin{cases} \frac{n}{m}, & g_b - g_a = \xi \\ 0, & \text{otherwise} \end{cases}
\]

**Proof.** By definition, we have

\[
(X_\xi)_{a,b} = \sum_{g \in G} \rho_\xi(g)(f_g \otimes f_g^*)_{a,b} = \frac{1}{m} \sum_{g \in G} \rho_\xi(g)\rho_{ga}(g)\overline{\rho_{gb}(g)}.
\]

By Lemma 2.2, this simplifies to

\[
\frac{1}{m} \sum_{g \in G} \rho_\xi(g)\rho_{ga}(g)\overline{\rho_{gb}(g)} = \frac{1}{m} \sum_{g \in G} \rho_{\xi+ga-gb}(g),
\]

so the claim follows by Corollary 2.4. \(\square\)

**Proposition 3.2.** If \( F = \{f_g\}_{g \in G} \) is a \( G \)-harmonic frame for \( \mathbb{C}^m \) generated by \( \{g_1, \ldots, g_m\} \), then

\[
\langle X_\xi, X_\eta \rangle_{H.S.} = 0
\]

for every \( \xi, \eta \in G \) with \( \xi \neq \eta \).

**Proof.** By Lemma 3.1 for each \( \xi \in G \), the nonzero entries of \( X_\xi \) are indexed by the set \( \{(a,b) : g_b - g_a = \xi\} \). Thus, if \( (X_\xi)_{a,b} \neq 0 \) for some \( \xi \in G \), then \( (X_\eta)_{a,b} = 0 \) for all \( \eta \in G \) with \( \eta \neq \xi \), which implies that the modulation operators are pairwise Hilbert Schmidt orthogonal, as claimed. \(\square\)

In the special case that \( F \) is a \( G \)-harmonic frame, the orthogonality between its \( G \)-modulation operators along with the symmetric and conjugate properties from Lemma 2.2 show that Equation (3) simplifies to

\[
n^2\langle f_x, f_y \rangle^2 = \sum_{\xi \in G} \rho_{y-x}(\xi)\|X_\xi\|_{H.S.}^2
\]

for every \( x, y \in G \).

4. HARMONIC FRAMES AND NESTED DIFFERENCE SETS

In order to study and classify the frame angle sets of harmonic frames, we will consider several known classes of combinatorial objects, including difference sets [15], divisible difference sets [48], relative difference sets [48], partial difference sets [42], and almost difference sets [45]. These families of objects are closely related, as they all fall under our umbrella term, bidifference sets. In fact, as can be verified by examples from [42, 45], these classes of structures are not mutually exclusive. However, each type of bidifference set just listed is described with its own system of notation; moreover, our work concludes with an examination of a combinatorial structure which is
not a bidifference set. Thus, in order to describe all of these objects with a unified notation, we begin by defining a more general structure, a **nested difference set**.

**Definition 4.1.** An *m*-element subset $\mathcal{S} = \{g_1, \ldots, g_m\} \subset \mathbb{G}$ is called an *(n, m, t)*-nested difference set for $\mathbb{G}$ relative to $(A, \Lambda)$ if there exists a sequence of subsets $A = \{A_j\}_{j=0}^t$ of $\mathbb{G}$ and a sequence of nonnegative integers $\Lambda = \{\lambda_j\}_{j=1}^t$ such that

1. $A_0 = \{0_G\}$,
2. $A_t = \mathbb{G}$,
3. the sequence $A$ is increasing with respect to set containment,
   $$A_0 = \{0_G\} \subset A_1 \subset \ldots \subset A_{t-1} \subset A_t = \mathbb{G},$$
4. and, for every $j \in \{1, 2, \ldots, t\}$, each element $x \in A_j \setminus A_{j-1}$ can be expressed as $x = g_a - g_b$ in exactly $\lambda_j$ ways.

We call the multiset $\{g_a - g_b : 1 \leq a, b \leq m, a \neq b\}$ the **difference structure** of $\mathcal{S}$.

**Example 4.2.** Let $\mathbb{G} = \mathbb{Z}_7$. The set $\mathcal{S} = \{0, 1, 3\} \subset \mathbb{Z}_7$ is a $(7, 3, 1)$-nested difference set for $\mathbb{G}$ relative to $\{\{A_0, A_1\}, \{\lambda_1\}\}$, where $A_0 = \{0\}$ and $A_1 = \mathbb{G}$ and where $\lambda_1 = 1$, because $0 - 1 = 6, 1 - 0 = 1, 0 - 3 = 4, 3 - 0 = 3, 3 - 1 = 2$ and $1 - 3 = 5$.

**Example 4.3.** Let $\mathbb{G} = \mathbb{Z}_7$. The set $\mathcal{S} = \{0, 1, 2\} \subset \mathbb{Z}_7$ is a $(7, 3, 3)$-nested difference set for $\mathbb{G}$ relative to $\{\{A_0, A_1, A_2, A_3\}, \{\lambda_1, \lambda_2, \lambda_3\}\}$, where $A_0 = \{0\}, A_1 = \{0, 2, 5\}, A_2 = \{0, 1, 2, 5, 6\}$ and $A_3 = \mathbb{G}$ and where $\lambda_1 = 1, \lambda_2 = 2$ and $\lambda_3 = 0$, because $0 - 1 = 6, 1 - 0 = 1, 0 - 2 = 5, 2 - 0 = 2, 1 - 2 = 6$ and $2 - 1 = 1$.

**Example 4.4.** Let $\mathbb{G} = \mathbb{Z}_2 \oplus \mathbb{Z}_4$. The set $\mathcal{S} = \{(0, 0), (1, 0), (0, 1)\} \subset \mathbb{G}$ is an $(8, 3, 3)$-nested difference set for $\mathbb{G}$ relative to $\{(A_j)_{j=0}^3, \{\lambda_j\}_{j=1}^3\}$, where $A_0 = \{0_G\}, A_1 = \{(0, 0), (1, 0)\}, A_2 = \{(0, 0), (1, 0), (0, 2), (1, 2)\}$ and $A_3 = \mathbb{G}$, and where $\lambda_1 = 2, \lambda_2 = 0$, and $\lambda_3 = 1$, because $(0, 0) - (1, 0) = (1, 0), (1, 0) - (0, 0) = (1, 0), (0, 0) - (0, 1) = (0, 3), (0, 1) - (0, 0) = (0, 1), (1, 0) - (0, 1) = (1, 3)$ and $(0, 1) - (1, 0) = (1, 1)$.

If $\mathcal{S}$ is a $(n, m, t)$-nested difference set for $\mathbb{G}$ relative to $(A, \Lambda)$, then, by appending copies of the last elements of $A$ and $\Lambda$, for example, it is clear that $\mathcal{S}$ is an $(n, m, t')$-nested difference set for every $t' \geq t$.

**Definition 4.5.** Let $\mathcal{S}$ be an $(n, m, t)$-nested difference set for $\mathbb{G}$ relative to $(A, \Lambda)$ for some $t \geq 2$. We say that $\mathcal{S}$ is a **proper $(n, m, t)$-nested difference set** for $\mathbb{G}$ if there does not exist a pair $(\mathcal{A}', \Lambda')$ such that $\mathcal{S}$ is an $(n, m, t - 1)$-nested difference set for $\mathbb{G}$ relative to $(\mathcal{A}', \Lambda')$.

It is not difficult to see that every $m$-element subset $\mathcal{S} \subset \mathbb{G}$ is an $(n, m, t)$-nested difference set with respect to some pair $(A, \Lambda)$ and some integer $t \geq 1$, so this definition is only interesting when equipped with additional structure.
For the remainder of this paper, we study various types of nested difference sets and the relationship they have with the harmonic frames that they generate. We begin with the difference sets.

4.1. Difference Sets.

**Definition 4.6.** Let $S \subset G$. We say that $S$ is an $(n, m, \lambda)$-difference set for $G$ if it is an $(n, m, 1)$-nested difference set for $G$ relative to $(\{A_0, A_1\}, \{\lambda_1\})$, where $\lambda = \lambda_1$.

Difference sets have been studied extensively [10, 15, 48], and it is well-known that equiangular harmonic frames are characterized by them [55, 59, 24].

**Theorem 4.7.** [55, 59, 24] If $F = \{f_g\}_{g \in G}$ is a $G$-harmonic frame for $\mathbb{C}^m$ generated by $S = \{g_1, ..., g_m\}$, then $F$ is equiangular if and only if there exists some positive integer $\lambda$ such that $S$ is an $(n, m, \lambda)$ difference set for $G$.

**Example 4.8.** The nested difference set from Example 4.2 is a $(7, 3, 1)$-difference set for $G$, so by the preceding theorem, it generates an equiangular tight $G$-harmonic frame for $\mathbb{C}^3$ consisting of 7 vectors. See (1.6) of [35] for an explicit construction of this frame.

Because the relationship between difference sets and harmonic frames is already well-understood, we continue our investigation into structured $(n, m, t)$-nested difference sets by considering the cases where $t = 2$. We call these bidifference sets.

4.2. Bidifference Sets.

**Definition 4.9.** Let $S \subset G$. We say that $S$ is an $(n, m, l, \lambda, \mu)$-bidifference set for $G$ relative to $A$ if it is an $(n, m, 2)$-nested difference set for $G$ relative to $(\{A_0, A_1, A_2\}, \{\lambda_1, \lambda_2\})$, where $\lambda = \lambda_1$, $\mu = \lambda_2$, $l = |A_1|$ and $A = A_1$. We say that $S$ is a proper $(n, m, l, \lambda, \mu)$-bidifference set for $G$ if it is not an $(n, m, \lambda)$-difference set for $G$.

We begin our examination with a computation that further simplifies Equation (4) in the special case that a harmonic frame is generated by a bidifference set.

**Proposition 4.10.** If $F = \{f_g\}_{g \in G}$ is a $G$-harmonic frame for $\mathbb{C}^m$ generated by an $(n, m, l, \lambda, \mu)$-bidifference set $S = \{g_1, ..., g_m\}$ for $G$ relative to $A$, then

$$m^2|\langle f_x, f_y \rangle|^2 = (m - \lambda) + (\lambda - \mu) \sum_{\xi \in A} \rho_{y-x}(\xi)$$

for every $x, y \in G$ with $x \neq y$. 
Proof. By Lemma 3.1, the squared Hilbert Schmidt norm of the $\xi$-th modulation operator is

$$\|X_\xi\|_{\text{H.S.}}^2 = \begin{cases} \frac{n^2}{m^2}, & \xi = 0 \\ \frac{\xi}{m^2}, & \xi \in \mathbb{A}\setminus\{0\} \\ \mu \frac{\xi}{m^2}, & \xi \in \mathbb{G}\setminus\mathbb{A} \end{cases},$$

so if $x, y \in \mathbb{G}$ with $z = y - x \neq 0$, then Equation (4) can be rewritten as

$$m^2|\langle f_x, f_y \rangle|^2 = m + \lambda \sum_{\xi \in \mathbb{A}\setminus\{0\}} \rho_z(\xi) + \mu \sum_{\xi \in \mathbb{G}\setminus\mathbb{A}} \rho_z(\xi)$$

$$= (m - \lambda) + (\lambda - \mu) \sum_{\xi \in \mathbb{A}} \rho_z(\xi) + \mu \sum_{\xi \in \mathbb{G}} \rho_z(\xi).$$

The third term vanishes by Corollary 2.4, so Equation (5) follows. □

As a direct consequence of this computation, we obtain a characterization for the cardinality of the frame angle set of any harmonic frame generated by a bidifference set.

Corollary 4.11. If $\mathcal{F} = \{f_g\}_{g \in \mathbb{G}}$ is a $\mathbb{G}$-harmonic frame for $\mathbb{C}^m$ generated by an $(n, m, l, \lambda, \mu)$-bidifference set $\mathcal{S} = \{g_1, ..., g_m\}$ for $\mathbb{G}$ relative to $\mathbb{A}$, then $\mathcal{F}$ is $k$-angular if and only if

$$\left| \left\{ \sum_{\xi \in \mathbb{A}} \rho_z(\xi) : z \in \mathbb{G}\setminus\{0\} \right\} \right| = k.$$

Example 4.12. Let $\mathbb{G} = \mathbb{Z}_6$. The set $\mathcal{S} = \{0, 1, 3\} \subset \mathbb{G}$ is a $(6, 3, 2, 2, 1)$-bidifference set for $\mathbb{G}$ relative to $\mathbb{A}$, where $\mathbb{A} = \{0, 3\}$. If $z \in \mathbb{G}$ with $z \neq 0$, then

$$\sum_{\xi \in \mathbb{A}} \rho_z(\xi) = \sum_{\xi=0,3} e^{2\pi i \xi z/6} = \begin{cases} 0, & \xi = 1, 3, 5 \\ 2, & \xi = 2, 4 \end{cases},$$

so Corollary 4.11 shows that the $\mathbb{G}$-harmonic frame generated by $\mathcal{S}$ is a biangular tight frame.

Example 4.13. Let $\mathbb{G} = \mathbb{Z}_9$. The set $\mathcal{S} = \{0, 1, 3, 4\} \subset \mathbb{G}$ is an $(9, 4, 4, 2, 1)$-bidifference set for $\mathbb{G}$ relative to $\mathbb{A}$, where $\mathbb{A} = \{0, 1, 3, 6, 8\}$. If $z \in \mathbb{G}$ with $z \neq 0$, then

$$\sum_{\xi \in \mathbb{A}} \rho_z(\xi) = \sum_{\xi=0,1,3,6,8} e^{2\pi i \xi z/9} = \begin{cases} 2 \cos(2\pi i/9), & \xi = 1, 8 \\ 2 \cos(4\pi i/9), & \xi = 2, 7 \\ 2, & \xi = 3, 6 \\ 2 \cos(8\pi i/9), & \xi = 4, 5 \end{cases},$$

so the $\mathbb{G}$-harmonic frame generated by $\mathcal{S}$ is 4-angular by Corollary 4.11.

As demonstrated in Example 4.13, there exist bidifference sets which do not generate biangular harmonic frames, so we cannot expect a relationship between bidifference sets and harmonic BTFs as nice as the correspondence...
between difference sets and harmonic ETFs from Theorem 4.7. Nevertheless, we will see that there are numerous classes of structured bidifference sets which always generate either biangular or equiangular harmonic frames. Example 4.12 is an example from one of these families, the divisible difference sets.

4.2.1. Divisible difference sets.

**Definition 4.14.** Let $S \subset G$ and let $H$ be a subgroup of $G$ of order $l$. We say that $S$ is an $(n, m, l, \lambda, \mu)$-divisible difference set for $G$ relative to $H$ if it is an $(n, m, l, \lambda, \mu)$-bidifference set for $G$ relative to $H$.

**Remark 4.15.** For typographical reasons and because our main interest is in the order of $G$, we have deviated from the standard notation among the experts [48, 19] for the definitions of divisible difference sets and the special case of relative difference sets (Definition 4.17). Typically, the first, second, and third parameters are, respectively, the index of underlying subgroup $H$ in $G$, the order of $H$ and the order of the subselection $S$, in which case the size $n$ of the group becomes redundant according to Lagrange’s theorem.

**Theorem 4.16.** If $F = \{ f_g \}_{g \in G}$ is a $G$-harmonic frame for $\mathbb{C}^m$ generated by an $(n, m, l, \lambda, \mu)$-divisible difference set $S = \{ g_1, ..., g_m \}$ for $G$ relative to $H$, then either

1. $\lambda = \mu$ and $F$ is an equiangular tight frame, or
2. $\lambda \neq \mu$ and $F$ is a biangular tight frame with frame angles

$$\alpha_1 = \frac{1}{m} \sqrt{m - \lambda + l(\lambda - \mu)}$$

$$\alpha_2 = \frac{1}{m} \sqrt{m - \lambda}$$

and frame angle multiplicities

$$\tau_1 = \frac{n}{l}$$

and

$$\tau_2 = n - \frac{n}{l} - 1.$$ 

**Proof.** If $\lambda = \mu$, then $S$ is an $(n, m, \lambda)$-difference set for $G$, so it follows that $F$ is equiangular by Theorem 4.7. If $\lambda \neq \mu$, then, by Proposition 2.3 we have

$$\sum_{\xi \in H} \rho_z(\xi) = \begin{cases} l, & \rho_z \in \text{Ann}_G(H) \\ 0, & \text{otherwise} \end{cases},$$

so $F$ is a biangular tight frame by Corollary 4.11 and the claimed frame angle values are determined by substituting the value of this summation into Equation (5) from Proposition 4.10. The claimed values for the frame angle multiplicities follow from Proposition 2.5. 

Numerous infinite families of divisible difference sets are known [48], thereby producing infinite families of BTFs according to the previous theorem. In Table 2 of the appendix, we list several known families of divisible difference sets along with information about the frame angle sets of the corresponding harmonic frames.
A type of divisible difference set which has received special attention \[50, 30, 45\] occurs when the difference structure includes no nonzero elements from the relative subgroup. Because this class has been particularly useful for the construction of certain optimal line packings \[30, 45\], we state its definition here and separately tabulate examples for this special case in Table 3 of the appendix.

**Definition 4.17.** Let \( S \subset G \) and let \( H \) be a subgroup of \( G \) of order \( l \). We say that \( S \) is an \((n, m, l, \mu)\)-relative difference set for \( G \) relative to \( H \) if it is an \((n, m, l, 0, \mu)\)-divisible difference set for \( G \) relative to \( H \).

We restate Theorem 4.16 for the special case that a harmonic frame is generated by a relative difference set.

**Corollary 4.18.** If \( F = \{f_g\}_{g \in G} \) is a \( G \)-harmonic frame for \( \mathbb{C}^m \) generated by an \((n, m, l, \mu)\)-relative difference set \( S = \{g_1, ..., g_m\} \) for \( G \) relative to \( H \), then either

1. \( H = \{0\}_G \), so that \( S \) is an \((n, m, \mu)\)-difference set for \( G \) and \( F \) is an equiangular tight frame (by Theorem 4.7), or
2. \( H \neq \{0\}_G \) and \( F \) is a biangular tight frame with frame angles

\[
\alpha_1 = \frac{\sqrt{m - l\mu}}{m} \quad \text{and} \quad \alpha_2 = \frac{\sqrt{m}}{m}
\]

and frame angle multiplicities

\[
\tau_1 = \frac{n}{l} \quad \text{and} \quad \tau_2 = n - \frac{n}{l} - 1.
\]

Next, we consider a type of bidifference set which does not require an underlying subgroup over which its difference structure partitions; instead, the defining property is that it forms a bidifference set relative to itself adjoined with the zero element. Such an object is called a partial difference set. Partial difference sets have connections with strongly regular graphs \[42\], two-weight codes \[42\], and other interesting mathematical objects \[42, 22, 47\]. They also generate harmonic frames which are either equiangular or biangular.

### 4.2.2. Partial difference sets.

**Definition 4.19.** Let \( S \subset G \). We say that \( S \) is an \((n, m, \lambda, \mu)\)-partial difference set for \( G \) if \( S \) is an \((n, m, l, \lambda, \mu)\)-bidifference set for \( G \) relative to \( S \cup \{0_G\} \), where \( l = |S \cup \{0_G\}| \).

**Remark 4.20.** The notation used for parametrization of partial difference sets has evolved over the last few decades; see \[41\] in comparison with \[42\]. The notation we have used in the preceding definition is consistent with what now seems to be the standard format \[42, 22, 47\].

In order to see that partial difference sets generate biangular harmonic frames, we collect a few results about partial difference sets from the literature \[42, 41\]. Given a subset \( S \subset G \), we denote \(-S := \{-g : g \in S\}\), which is called the reversal of \( S \).
Proposition 4.21. [Proposition 1.2 of [12]; see also [11]] If $S$ is an $(n, m, \lambda, \mu)$ partial difference set for $G$ and $\lambda \neq \mu$ (i.e., $S$ is proper), then $-S = S$.

Definition 4.22. Let $S$ be an $(n, m, \lambda, \mu)$-partial difference set for $G$. If $-S = S$, then we say that $S$ is reversible. If $S$ is a reversible and $0_G \notin G$, then we say that $S$ is regular.

We recall the following computation regarding the summation of characters over proper partial difference sets.

Theorem 4.23. [12, 43] If $S$ is an $(n, m, \lambda, \mu)$ partial difference set for $G$ such that $-S = S$, then

$$\sum_{\xi \in S} \rho_z(\xi) = \begin{cases} \frac{1}{2} \left( \lambda - \mu + \sqrt{(\lambda - \mu)^2 + 4\gamma} \right), & z = 0_G \\ m, & \text{otherwise} \end{cases},$$

where $\gamma = m - \lambda$ if $0_G \in S$ and $\gamma = m - \mu$ if $0_G \notin S$.

Proposition 4.21 together with Theorem 4.23 show that every partial difference set generates either an ETF or a BTF.

Theorem 4.24. If $F = \{f_g\}_{g \in G}$ is a $G$-harmonic frame for $\mathbb{C}^m$ generated by $S$, where $S$ is an $(n, m, \lambda, \mu)$-partial difference set for $G$, then either

1. $\lambda = \mu$ and $F$ is an equiangular tight frame, or
2. $\lambda \neq \mu$, $0_G \in S$ and $F$ is a biangular tight frame with frame angles
   $$\alpha_1, \alpha_2 = \frac{\sqrt{2}}{2m} \sqrt{2(m - \lambda) + (\lambda - \mu) \left( \lambda - \mu \pm \sqrt{(\lambda - \mu)^2 + 4(m - \lambda)} \right)},$$

3. or $\lambda \neq \mu$, $0_G \notin S$ and $F$ is a biangular tight frame with frame angles
   $$\alpha_1, \alpha_2 = \frac{\sqrt{2}}{2m} \sqrt{2(m - \mu) + (\lambda - \mu) \left( \lambda - \mu \pm \sqrt{(\lambda - \mu)^2 + 4(m - \mu)} \right)}.$$

Proof. If $\lambda = \mu$, then $S$ is an $(n, m, \lambda)$-difference set for $G$, so $F$ is equian-
gular by Theorem 4.7. If $\lambda \neq \mu$, then $S = -S$ by Proposition 4.21, so Equation (6) from Theorem 4.23 holds. If $0_G \in S$, then $F$ is a biangular tight frame by Corollary 4.11. Substituting the value of the summation in Equation (6) directly into Equation (5) from Proposition 4.10 shows the claimed values of the frame angles. If $0_G \notin S$, then adjusting Equation (6) from Theorem 4.23 yields

$$\sum_{\xi \in S \cup \{0_G\}} \rho_z(\xi) = \begin{cases} 1 + \frac{1}{2} \left( \lambda - \mu \pm \sqrt{(\lambda - \mu)^2 + 4(m - \mu)} \right), & z = 0_G \\ \frac{1}{2} \left( \lambda - \mu + \sqrt{(\lambda - \mu)^2 + 4(m - \mu)} \right), & \text{otherwise} \end{cases},$$

so again $F$ is biangular by Corollary 4.11 and substituting this sum into Equation (5) from Proposition 4.10 shows the claimed values of the frame angles for this case. \qed
Remark 4.25. In Theorem 4.16, we stated the frame angle multiplicities of the resulting biangular frame because they follow directly from the structure of the divisible difference set from which the frame is generated; however, we do not state these values in the preceding theorem, because, except for certain cases, these values are not as easily extrapolated from the structure of the underlying proper partial difference set. Nevertheless, this information becomes apparent after applying Proposition 2.1. In this sense, we find that the representation of a partial difference set as a harmonic frame sheds some light on the partial difference set’s structure.

The following fact implies that each harmonic BTF produced by a partial difference set is accompanied by a harmonic BTF (or ETF) in a complex vector space of dimension different from its own by one.

Proposition 4.26. If \( S \) is a reversible \((n, m, \lambda, \mu)\) partial difference set for \( G \) such that \( 0_G \in G \), then \( S \setminus \{0_G\} \) is a regular \((n, m-1, \lambda-2, \mu)\)-partial difference set for \( G \). Conversely, if \( S \) is a regular \((n, m, \lambda, \mu)\) partial difference set for \( G \), then \( S \cup \{0_G\} \) is a reversible \((n, m+1, \lambda+2, \mu)\)-partial difference set for \( G \).

Corollary 4.27. Let \( S \) be a \((n, m, \lambda, \mu)\)-partial difference set for \( G \) with \( \lambda \neq \mu \) (so \( S \) is reversible) and let \( F \) be the biangular \( G \)-harmonic frame for \( \mathbb{C}^m \) generated by \( S \).

1. If \( 0_G \in S \), then the \( G \)-harmonic frame \( F' \) for \( \mathbb{C}^{m-1} \) generated by \( S \setminus \{0_G\} \) is either equiangular or biangular.
2. If \( S \) is regular, then the \( G \)-harmonic frame \( F' \) for \( \mathbb{C}^{m+1} \) generated by \( S \cup \{0_G\} \) is either equiangular or biangular.

Because of developments in the theory of partial difference sets in recent decades \([42, 41]\), there are numerous known examples of partial difference sets which therefore produce biangular tight frames by Theorem 4.24. In Table 4 in the appendix, we list several infinite families of partial difference sets and the information about the angles sets of the corresponding harmonic frames. The following example, which is due to Paley \([42]\), is obtained by generalizing the construction of certain cyclotomic difference sets.

Example 4.28. Let \( G = \mathbb{Z}_p \), where \( p \) is an odd prime, and let \( R_p^{(2)} = \{z^2 : z \in \mathbb{Z}_p^*\} \), the set of quadratic residues in \( \mathbb{Z}_p^* \). If \( p \equiv 4 \mod 3 \), then \( R_p^{(2)} \) is a \( \left(p, \frac{p-1}{2}, \frac{p-3}{4}\right)\)-difference set for \( \mathbb{Z}_p \) and therefore generates an equiangular harmonic frame by Theorem 4.71; otherwise, \( p \equiv 1 \) and \( R_p^{(2)} \) is a \( \left(p, \frac{p-1}{2}, \frac{p-5}{4}, \frac{p-1}{4}\right)\)-partial difference set for \( \mathbb{Z}_p \) and therefore generates a biangular harmonic frame by the preceding theorem.

In the next section, we examine a class of bidifference sets which can be viewed as a generalization of the partial difference sets from Example 4.28. We call them Gaussian difference sets because of their relationship with Gauss sums.
4.2.3. Gaussian difference sets. Given an odd prime $p$, we denote the multiplicative subgroup of $s$-th residues in $\mathbb{Z}_p^*$ by
$$R_p^{(s)} := \{ z^s : z \in \mathbb{Z}_p^* \},$$
and we recall from [6] that $|R_p^{(2)}| = \frac{p-1}{2}$.

**Definition 4.29.** Let $G = \mathbb{Z}_p$, where $p$ is prime, and let $S \subset G$. We say that $S$ is a $(p,m,\lambda,\mu)$-Gaussian difference set for $G$ if $S$ is a $(p,m,\frac{p+1}{2},\lambda,\mu)$-bidifference set for $G$ relative to $R_p^{(2)} \cup \{0\}$.

Like divisible difference sets and partial difference sets, every harmonic frame generated by a Gaussian difference set is either equiangular or biangular. This fact depends on the theory of quadratic residues and Gauss sums.

Given any odd prime $p$ and $a \in \mathbb{Z}_p^*$, we define the quadratic residue (or Legendre) symbol by
$$(a/p)_2 \equiv_p a^{p-1}.$$

Euler provided the following characterization of the quadratic residues.

**Theorem 4.30.** [Euler’s criterion, [6]] If $p$ is an odd prime and $a \in \mathbb{Z}_p^*$, then
$$(a/p)_2 \equiv_p \begin{cases} 1, & a \in R_p^{(2)} \\ -1, & a \not\in R_p^{(2)} \end{cases}.$$

In accordance with Euler’s criterion, we assign the real value 1 or $-1$ to the Legendre symbol if it appears in a numerical computation. In particular, we use this idea in the next theorem, where we state how to evaluate quadratic Gaussian sums over cyclic groups of odd prime order.

**Theorem 4.31.** [Quadratic Gauss Sums, [6]] If $p$ is an odd prime, then for each $a \in \mathbb{Z}_p^*$, we have
$$\sum_{x \in \mathbb{Z}_p} e^{\frac{2\pi ia x^2}{p}} = \begin{cases} (a/p)_2 \sqrt{p}, & p \equiv_4 1 \\ (a/p)_2 \sqrt{p}, & p \equiv_4 3 \end{cases}.$$

**Corollary 4.32.** If $p$ is an odd prime, then for each $a \in \mathbb{Z}_p^*$, we have
$$\sum_{j \in R_p^{(2)} \cup \{0\}} e^{\frac{2\pi ja}{p}} = \begin{cases} \frac{1+\sqrt{p}}{2}, & p \equiv_4 1, a \in R_p^{(2)} \\ \frac{1-\sqrt{p}}{2}, & p \equiv_4 1, a \not\in R_p^{(2)} \\ \frac{1+\sqrt{p}}{2}, & p \equiv_4 3, a \in R_p^{(2)} \\ \frac{1-\sqrt{p}}{2}, & p \equiv_4 3, a \not\in R_p^{(2)} \end{cases}.$$

**Proof.** This follows by evaluating the Legendre symbol in the preceding theorem and the observation that
$$\sum_{x \in \mathbb{Z}_p} e^{\frac{2\pi ia x^2}{p}} = 2 \sum_{j \in R_p^{(2)} \cup \{0\}} e^{\frac{2\pi ja}{p}} - 1.$$
Now we show that every harmonic frame generated by a Gaussian difference set is either equiangular or biangular.

**Theorem 4.33.** Let $G = \mathbb{Z}_p^*$, where $p$ is an odd prime, and suppose that $S \subset G$ is a $(p, m, \lambda, \mu)$-Gaussian difference set for $G$. If $F = \{f_g\}_{g \in G}$ is the harmonic frame for $\mathbb{C}^m$ generated by $S$, then either

1. $p \equiv 3 \pmod{4}$, $S$ is a $(p, m, \lambda)$-difference set for $G$ and $F$ is an equiangular tight frame, or
2. $p \equiv 1 \pmod{4}$, $S$ is a $(p, m, \lambda)$-difference set for $G$ and $F$ is an equiangular tight frame, or
3. $p \equiv 1 \pmod{4}$ and $F$ is a biangular tight frame with frame angles $\alpha_1, \alpha_2$ and frame angle multiplicities $\tau_1, \tau_2$, where

$$\alpha_1, \alpha_2 = \frac{1}{m} \sqrt{(m - \lambda) + (\lambda - \mu) \left( \frac{1 \pm \sqrt{p}}{2} \right)}$$

and $\tau_1 = \tau_2 = \frac{p-1}{2}$.

**Proof.** If $p \equiv 3 \pmod{4}$, then Proposition 4.10 and Corollary 4.32 show that $m^2 |\langle f_x, f_y \rangle|^2 = (m - \lambda) + (\lambda - \mu) \left( \frac{1 \pm \sqrt{p}}{2} \right)$ for every $x, y \in G$ with $x \neq y$, and since this value is always a nonnegative real number, it follows that $\lambda = \mu$, which means $S$ is a $(p, m, \lambda)$-difference set for $G$ and therefore $F$ is equiangular by Theorem 4.7.

If $p \equiv 1 \pmod{4}$, then either $\lambda = \mu$ or $\lambda \neq \mu$. If $\lambda = \mu$, then $S$ is a $(p, m, \lambda)$-difference set for $G$, so $F$ is equiangular by Theorem 4.7. If $\lambda \neq \mu$, then Corollary 4.11 together with Corollary 4.32 show that $F$ is biangular. In this case, the claimed values for the frame angles are computed by substituting the value of the summation from Corollary 4.32 into Equation (5) from Proposition 4.10 and the claimed values for the frame angle multiplicities follow from the fact $\left| R_p^{(2)} \right| = \frac{p-1}{2}$. \qed

We conclude this subsection by constructing and studying a family of Gaussian difference sets which admit examples which are neither divisible difference sets nor partial difference sets. In particular, the quartic residues in certain cyclic groups of odd prime order have this property. In order to do this, we require a few more results from classical number theory.

Given an odd prime $p$, we define the **quartic residue symbol** by

$$(a/p)_4 \equiv_p a^{\frac{p+1}{4}}.$$

**Proposition 4.34.** If $p$ is an odd prime and $a \in R_p^{(2)}$, then

$$(a/p)_4 \equiv_p \begin{cases} 1, & a \in R_p^{(4)} \\ -1, & a \not\in R_p^{(4)} \end{cases}.$$
Proof. Since \( a \in R_p^{(2)} \), we can write \( a \equiv_p b^2 \) for some \( b \in \mathbb{Z}_p^* \). If \( a \not\in R_p^{(4)} \), then \( b \not\in R_p^{(2)} \), so we have \((a/p)_4 \equiv_p b^{\frac{p-1}{4}} \equiv_p (b/p)_2 \equiv_p -1\). Otherwise, we can write \( a \equiv_p c^4 \) for some \( c \in \mathbb{Z}_p^* \), and we have \((a/p)_4 \equiv_p (c^2)^{\frac{p-1}{4}} \equiv_p (c^2/p)_2 \equiv_p 1\).

The following characterization of whether 2 is a quadratic residue is due to Gauss [6].

**Theorem 4.35.** [Gauss [6]] Given a prime \( p \), then

\[
(2/p)_2 \equiv_p \begin{cases} 
 1, & p \equiv_4 1 \\
 -1, & p \equiv_4 3 
\end{cases}
\]

Whenever \( p \equiv_4 1 \), Gauss also showed that \( R_p^{(4)} \) has four distinct cosets in \( \mathbb{Z}_p^* \). We denote the coset of \( R_p^{(4)} \) in \( \mathbb{Z}_p^* \) with representative \( a \in \mathbb{Z}_p^* \) by

\[
 aR_p^{(4)} := \{ ar : r \in R_p^{(4)} \}.
\]

**Theorem 4.36.** [Gauss, [6]] Let \( p \) be prime with \( p \equiv_4 1 \). If \( a \in \mathbb{Z}_p^* \) with \( (a/p)_2 \equiv_p -1 \), then \( \mathbb{Z}_p^* \) can be written as the disjoint union

\[
\mathbb{Z}_p^* = R_p^{(4)} \cup aR_p^{(4)} \cup a^2R_p^{(4)} \cup a^3R_p^{(4)}.
\]

Now we show how to form Gaussian difference sets from the quartic residues in certain groups of prime order.

**Theorem 4.37.** Let \( \mathbb{G} = \mathbb{Z}_p \). If \( p \) is a prime of the form \( p = 8q + 5 \), where \( q > 0 \), then there exist nonnegative integers \( \lambda \) and \( \mu \), such that \( R_p^{(4)} \) is a \( (q, \frac{q-1}{4}, \lambda, \mu) \)-Gaussian difference set for \( \mathbb{Z}_p \) and \( R_p^{(4)} \cup \{0\} \) is a \( (q, \frac{q+3}{4}, \lambda + 1, \mu) \)-Gaussian difference set for \( \mathbb{Z}_p \).

**Proof.** Since \( p = 8q + 5 \), it follows from Theorem 4.35 that \( (2/p)_2 \equiv_p -1 \), so Theorem 4.36 gives the disjoint union

\[
\mathbb{Z}_p^* = R_p^{(4)} \cup 2R_p^{(4)} \cup 4R_p^{(4)} \cup 8R_p^{(4)},
\]

and it follows from the definition of the quadratic residue symbol that

\[
(2^j/p)_2 \equiv_p (-1)^j \quad \text{for every} \quad j \in \mathbb{Z}.
\]

In particular, this computation and Euler’s criterion show that

\[
R_p^{(2)} = R_p^{(4)} \cup 4R_p^{(4)}.
\]

Next, we show that \(-1 \in 4R_p^{(4)} \) and \(-2 \in 8R_p^{(4)} \). Observe that

\[
(-1/p)_2 \equiv_p (-1)^{\frac{p-1}{2}} \equiv_p (-1)^{4q+2} \equiv_p 1,
\]

so \(-1 \in R_p^{(2)} \) by Euler’s criterion, but

\[
(-1/p)_4 \equiv_p (-1)^{\frac{p-1}{4}} \equiv_p (-1)^{2q+1} \equiv_p -1,
\]
so \(-1 \notin R_p^{(4)}\) by Proposition 4.34. Thus, Observation (7) implies that \(-1 \in 4R_p^{(4)}\). Since \(-1 \equiv_4 4c^4\) for some \(c \in \mathbb{Z}_p^*\), we also conclude that \(-2 \in 8R_p^{(4)}\), since \(-2 \equiv_p (-1)(2) \equiv_p (4c^4)(2) \equiv_p 8c^4\).

Next, we consider the differences between the quartic residues. For each \(a \in \mathbb{Z}_p^*\), let

\[
D(a) = \{ (x, y) \in \mathbb{Z}_p^* \times \mathbb{Z}_p^* : x^4 - y^4 \equiv_p a \}.
\]

Fix \(j \in \{0, 1, 2, 3\}\) and let \(a, a' \in 2^jR_p^{(4)}\), where \(a = z^42^j\) and \(a' = (z')^42^j\). If \((x, y), (x', y') \in D(a)\), then

\[
x^4 - y^4 \equiv_p z^42^j \text{ implies } (z'z^{-1}x)^4 - (z'z^{-1}y)^4 \equiv_p (z')^42^j,
\]

so \((z'z^{-1}x, z'z^{-1}y) \in D(a')\). The group structure of \(\mathbb{Z}_p^*\) implies

\[
(z'z^{-1}x, z'z^{-1}y) = (z'z^{-1}x', z'z^{-1}y') \text{ if and only if } (x, y) = (x', y'),
\]

so it follows that \(|D(a)| \leq |D(a')|\), and since this argument is symmetric with respect to \(a\) and \(a'\), we conclude that \(|D(a)| = |D(a')|\) for all \(a, a' \in 2^jR_p^{(4)}\).

Observe that \((x, y) \in D(1)\) if and only if \((y, x) \in D(-1)\), and since \(-1 \in 4R_p^{(4)}\), it follows that

\[
|D(a)| = |D(1)| = |D(-1)| = |D(a')|
\]

for all \(a \in R_p^{(4)}\) and \(a' \in 4R_p^{(4)}\). Similarly, \((x, y) \in D(2)\) if and only if \((y, x) \in D(-2)\), and since \(-2 \in 8R_p^{(4)}\), it follows that

\[
|D(a)| = |D(2)| = |D(-2)| = |D(a')|
\]

for all \(a \in 2R_p^{(4)}\) and \(a' \in 8R_p^{(4)}\).

Since each coset \(2^jR_p^{(4)}\) is of size \(\left|2^jR_p^{(4)}\right| = \frac{p-1}{4}\), it is evident that \(R_p^{(4)}\) forms a \((p, \frac{p-1}{4}, \lambda, \mu)\)-Gaussian difference set for \(\mathbb{Z}_p\), where \(\lambda = |D(1)|\) and \(\mu = |D(2)|\). The fact that \(\lambda + \mu = q\) follows from elementary counting and the bidifference set condition,

\[
\left|\{(a, b) \in R_p^{(4)} \times R_p^{(4)} : a \neq b\} \right| = \lambda \left|R_p^{(2)}\right| + \mu \left|\mathbb{Z}_p^* \setminus R_p^{(2)}\right|.
\]

Since the multiset of pairwise differences between the elements of \(R_p^{(4)} \cup \{0\}\) is that of \(R_p^{(4)}\) augmented with the possible differences with respect to 0, the claim that \(R_p^{(4)} \cup \{0\}\) is a \((p, \frac{p+3}{4}, \lambda + 1, \mu)\)-Gaussian difference set for \(\mathbb{Z}_p\) follows because

\[
\left\{a - 0 : a \in R_p^{(4)}\right\} \cup \left\{0 - a : a \in R_p^{(4)}\right\} = R_p^{(4)} \cup 4R_p^{(4)} = R_p^{(2)}.
\]

\[\Box\]

**Remark 4.38.** Under the same conditions as this theorem, a straightforward adjustment of the proof shows that \(2R_p^{(4)}, 4R_p^{(4)},\) and \(8R_p^{(4)}\) and, similarly, \(2R_p^{(4)} \cup \{0\}, 4R_p^{(4)} \cup \{0\},\) and \(8R_p^{(4)} \cup \{0\}\) form Gaussian difference sets for
that generate harmonic frames with the same frame angle sets as the biangular frames generated by $R_p^{(4)}$ and $R_p^{(4)} \cup \{0\}$, respectively.

As a corollary, we observe that there exist Gaussian difference sets which are neither divisible difference sets nor partial difference sets.

**Corollary 4.39.** Let $\mathbb{G} = \mathbb{Z}_p$. If $p$ is a prime of the form $p = 8q + 5$, where $q > 0$ and $q$ is odd, then $R_p^{(4)}$ is a proper $(p, \frac{p-1}{4}, \frac{p+1}{2}, \lambda, \mu)$-bidifference set for $\mathbb{G}$ relative to $R_p^{(2)} \cup \{0\}$. Moreover, $R_p^{(4)}$ forms a Gaussian difference set for $\mathbb{G}$, but it does not form a partial difference set for $\mathbb{G}$ and it does not form a divisible difference set for $\mathbb{G}$.

**Proof.** By the preceding theorem, the Gaussian difference set $R_p^{(4)}$ is a proper $(p, \frac{p-1}{4}, \frac{p+1}{2}, \lambda, \mu)$-bidifference set for $\mathbb{G}$ relative to $R_p^{(2)} \cup \{0\}$, where $\lambda \neq \mu$ because $q$ is odd. Since $\mathbb{G}$ is a group of prime order, it cannot have a subgroup of order $\frac{p+1}{2}$, so $R_p^{(4)}$ cannot be a divisible difference set for $\mathbb{G}$. Furthermore, $R_p^{(4)}$ cannot be a partial difference set for $\mathbb{G}$ because $|R_p^{(4)}| = \frac{p-1}{4} < \frac{p-1}{2} = |R_p^{(2)}|$. \(\Box\)

Some of the bidifference sets obtained from quartic residues in Theorem 4.37 have already been considered [15,45]. In fact, some of them are difference sets [15].

**Theorem 4.40 ([15]).** Let $\mathbb{G} = \mathbb{Z}_p$, where $p$ is prime. If $p = 4a^2 + 1$ with $a$ an odd integer, then $R_p^{(4)}$ forms a $(p, \frac{p-1}{4}, \frac{p+1}{16})$-difference set for $\mathbb{G}$, and if $p = 4a^2 + 9$ with $a$ an odd integer, then $R_p^{(4)} \cup \{0\}$ forms a $(p, \frac{p+3}{4}, \frac{p+3}{16})$-difference set for $\mathbb{G}$.

Another case where the bidifference sets obtained in Theorem 4.37 have been considered is when they form almost difference sets [15].

**Definition 4.41.** Let $S \subset \mathbb{G}$. If $S$ is an $(n, m, l, \lambda, \lambda + 1)$-bidifference set relative to some subset $A \subset \mathbb{G}$, then it is called an $(n, m, \lambda, l - 1)$-almost difference set for $\mathbb{G}$.

**Remark 4.42.** Some authors define almost difference sets as above with the additional constraint that they form divisible difference sets [15].

Almost difference sets are interesting combinatorial objects with useful applications; see [45] for a survey. As can be verified in the tables of the appendix, there are numerous examples of almost difference sets that manifest as divisible difference sets and partial difference sets and therefore generate harmonic BTFs; however, as is demonstrated in Example 4.13 there are examples of almost difference sets which do not generate biangular harmonic frames, so we do not conduct an extensive study of them here. Our main interest in this class of bidifference sets is the relationship they have with the bidifference sets obtained via quartic residues from Theorem 4.37. The following results are shown in [45] using the theory of cyclotomic numbers.
Theorem 4.43. [Section 6 of 13; see also 17, 25] Let $\mathbb{G} = \mathbb{Z}_p$, where $p$ is an odd prime, then the following statements hold.

1. If $p = 9 + 4a^2$ or $p = 25 + 4a^2$ for some integer $a$, then $R_p^{(4)}$ is a $(p, p-4, p-13, p-16)$-almost difference set for $\mathbb{G}$.
2. If $p = 1 + 4a^2$ or $p = 49 + 4a^2$ for some integer $a$, then $R_p^{(4)} \cup \{0\}$ is a $(p, p-4, p-5, 0)$-almost difference set for $\mathbb{G}$.

Whenever the Gaussian difference sets obtained as quartic residues from Theorem 4.37 coincide with the difference sets from Theorem 4.40 or with the almost difference sets from Theorem 4.43, then we can state more precisely the angles sets of the corresponding harmonic frames.

Corollary 4.44. Let $\mathbb{G} = \mathbb{Z}_p$, where $p$ is a prime of the form $p = 8q + 5$ with $q > 0$, let $S \subset \mathbb{G}$ be nonempty, and let $F$ be the $\mathbb{G}$-harmonic frame for $C_m$ generated by $S$.

1. If $S = R_p^{(4)}$ and $p = 4a^2 + 1$, where $a$ is an odd integer, then $F$ is an equiangular tight frame.
2. If $S = R_p^{(4)} \cup \{0\}$ and $p = 4a^2 + 9$, where $a$ is an odd integer, then $F$ is an equiangular tight frame.
3. If $S = R_p^{(4)}$ and either $p = 9 + 4a^2$ or $p = 25 + 4a^2$, where $a$ is an integer, then $F$ is a biangular tight frame with frame angles
   $$\alpha_1, \alpha_2 = \frac{1}{p-1} \sqrt{3p + 1 \pm 8 \sqrt{p}}$$
   and frame angle multiplicities $\tau_1 = \tau_2 = \frac{p-1}{2}$.
4. If $S = R_p^{(4)} \cup \{0\}$ and either $p = 1 + 4a^2$ or $p = 49 + 4a^2$, where $a$ is an integer, then $F$ is a biangular tight frame with frame angles
   $$\alpha_1, \alpha_2 = \frac{1}{p+3} \sqrt{3p + 9 \pm 8 \sqrt{p}}$$
   and frame angle multiplicities $\tau_1 = \tau_2 = \frac{p-1}{2}$.

4.3. Nested Divisible Difference Sets. We conclude our work with an examination of a third class of nested difference sets, the nested divisible difference sets, which can be viewed as a generalization of the divisible difference sets. This class of combinatorial structures admits an example of a harmonic biangular frame which is not generated by a bidifference set.

Definition 4.45. Let $S$ be a $(n, m, t)$-nested difference set for $\mathbb{G}$ relative to $(\mathcal{A}, \Lambda)$. We say that $S$ is an $(n, m, t)$-nested divisible difference set for $\mathbb{G}$ relative to $(\mathcal{A}, \Lambda)$ if every element $A \in \mathcal{A}$ forms a subgroup of $\mathbb{G}$.

Next, we characterize the biangular harmonic frames generated by nested divisible difference sets.

Theorem 4.46. Let $S = \{g_1, ..., g_m\} \subset \mathbb{G}$ be a proper $(n, m, t)$-nested divisible difference set for $\mathbb{G}$ relative to $(\mathcal{A}, \Lambda)$, where $t \geq 2$, $\mathcal{A} = \{A_j\}_{j=0}$
and $\Lambda = \{\lambda_j\}_{j=1}^t$, and let $s \in \{1, \ldots, t-1\}$ be the smallest integer such that $\lambda_s \neq \lambda_{s+1}$. Furthermore, let
\[
\alpha_1 = \sqrt{\frac{1}{m} - \frac{\lambda_1}{m^2}} \quad \text{and} \quad \alpha_2 = \sqrt{\alpha_1^2 + \frac{1}{m^2} (\lambda_s - \lambda_{s+1})|A_s|}.
\]

If $F$ is the $\mathbb{G}$-harmonic frame generated by $S$, then

1. $\alpha_1$ and $\alpha_2$ occur among the frame angles of $F$, and
2. $F$ is biangular if and only if, for any $r \in \{s+1, \ldots, t-1\}$, either
\[
\sum_{j=s}^r (\lambda_j - \lambda_{j+1})|A_j| = 0 \quad \text{or} \quad \sum_{j=s+1}^r (\lambda_j - \lambda_{j+1})|A_j| = 0.
\]

Proof. By Lemma 3.1, the squared Hilbert Schmidt norm of the $\xi$-th modulation operator is
\[
||X_{\xi}||_{H.S.}^2 = \begin{cases} \frac{n^2}{m^2}, & \xi = 0 \\
\lambda_j \frac{n^2}{m^2}, & \xi \in \Ann_{\mathbb{G}}(A_j) \setminus \Ann_{\mathbb{G}}(A_{j-1}). \end{cases}
\]

Given $x, y \in \mathbb{G}$ with $z = y - x \neq 0$, then substituting these values into Equation (4) yields
\[
|\langle f_x, f_y \rangle|^2 = \frac{1}{m} + \frac{1}{m^2} \sum_{j=1}^t \lambda_j \sum_{\xi \in A_j \setminus A_{j-1}} \rho_z(\xi)
\]
\[
= \frac{1}{m} - \frac{\lambda_1}{m^2} + \lambda_j \frac{1}{m} \sum_{\xi \in A_1} \rho_z(\xi) + \frac{1}{m^2} \sum_{j=2}^t \lambda_j \sum_{\xi \in A_j \setminus A_{j-1}} \rho_z(\xi)
\]
\[
= \frac{1}{m} - \frac{\lambda_1}{m^2} + \frac{1}{m^2} \sum_{j=1}^{t-1} (\lambda_j - \lambda_{j+1}) \sum_{\xi \in A_j} \rho_z(\xi) + \sum_{\xi \in A_t} \rho_z(\xi).
\]

Since $A_t = \mathbb{G}$, the last term vanishes by Corollary 2.3, and if $s \in \{1, \ldots, t-1\}$ is the smallest integer such that $\lambda_s \neq \lambda_{s+1}$, then this simplifies to
\[
|\langle f_x, f_y \rangle|^2 = \frac{1}{m} - \frac{\lambda_1}{m^2} + \frac{1}{m^2} \sum_{j=s}^{t-1} (\lambda_j - \lambda_{j+1}) \sum_{\xi \in A_j} \rho_z(\xi).
\]

Observe that the increasing subgroup structure of $A$ implies that the structure of the corresponding annihilator subgroups is decreasing; that is,
\[
\Ann_{\mathbb{G}}(A_j) \subset \Ann_{\mathbb{G}}(A_{j'}) \quad \text{for all} \quad 0 \leq j \leq j' \leq t.
\]

Using this observation and Proposition 2.3, we re-express Equation (8) as
\[
|\langle f_x, f_y \rangle|^2 = \begin{cases} \alpha_1^2, & \rho_z \in \Ann_{\mathbb{G}}(A_r) \setminus \Ann_{\mathbb{G}}(A_{r+1}) \quad 0 \leq r < s \\
\alpha_2^2, & \rho_z \in \Ann_{\mathbb{G}}(A_r) \setminus \Ann_{\mathbb{G}}(A_{r+1}) \quad 0 \leq r \leq t - 1 \quad \text{or} \quad s < r < t - 1 \\
\alpha_2^2 + \frac{1}{m^2} \sum_{j=s}^{t-1} (\lambda_j - \lambda_{j+1})|A_j|, & \rho_z \in \Ann_{\mathbb{G}}(A_j) \setminus \Ann_{\mathbb{G}}(A_{j+1}) \quad s < r \leq t - 1
\end{cases},
\]
where
\[
\alpha_1 = \sqrt{\frac{1}{m} - \frac{\lambda_1}{m^2}} \quad \text{and} \quad \alpha_2 = \sqrt{\alpha_1^2 + \frac{1}{m^2} (\lambda_s - \lambda_{s+1})|A_s|}.
\]
Because \( S \) is proper, it follows that \( A_{j+1} \setminus A_j \) is nonempty, or equivalently \( |A_j| < |A_{j+1}| \), for every \( j \in \{0, 1, \ldots, t-1\} \); therefore, Proposition 2.5 implies that \( \text{Ann}_G (A_j) \setminus \text{Ann}_G (A_{j+1}) \) is nonempty for every \( j \in \{0, 1, \ldots, t-1\} \).

In particular, \( \text{Ann}_G (A_0) \setminus \text{Ann}_G (A_1) \) and \( \text{Ann}_G (A_s) \setminus \text{Ann}_G (A_{s+1}) \) are both nonempty, which shows that \( \alpha_1 \) and \( \alpha_2 \) must occur among the frame angles of \( \mathcal{F} \). The claim follows by checking the conditions for which \( |\langle f_x, f_y \rangle| \in \{\alpha_1, \alpha_2\} \) in the case \( s < r \leq t-1 \) from Equation (9).

By the preceding theorem, we see that the conditions under which a proper \((n, m, t)\)-nested divisible difference set generates a biangular harmonic frame are quite restrictive if \( t \geq 3 \). Nevertheless, the following example demonstrates the existence of a proper \((8, 3, 3)\)-nested divisible difference set that generates a biangular harmonic frame.

**Example 4.47.** The \((8, 3, 3)\)-nested difference set from Example 4.4 is a proper \((8, 3, 3)\)-nested divisible difference set because \( A_1 \) and \( A_2 \) are both subgroups of \( G \). Furthermore, this example satisfies the conditions of Theorem 4.46 and therefore generates a biangular harmonic frame.

A natural question to ask about the biangular frame constructed in Example 4.47 is whether it is possible to construct a harmonic frame for \( \mathbb{C}^3 \) consisting of 8 vectors with the same angle set using a bidifference set instead. Up to isomorphism, there are three 8-element groups to consider, \( G = \mathbb{Z}_8 \), \( G = \mathbb{Z}_2 \oplus \mathbb{Z}_4 \) or \( G = \mathbb{Z}_2 \oplus \mathbb{Z}_2 \oplus \mathbb{Z}_2 \), and, for each of these, there are 56 ways to select a 3-element subset \( S \subset G \). We inspected all possibilities for these three groups and concluded the following. If \( G = \mathbb{Z}_2 \oplus \mathbb{Z}_2 \oplus \mathbb{Z}_2 \), then there are no 3-element subsets \( S \subset G \) such that \( S \) generates a \( G \)-harmonic frame with the same frame angle set as the frame in Example 4.47. If \( G = \mathbb{Z}_2 \oplus \mathbb{Z}_4 \), then there are 32 subsets \( S \subset G \) such that \( S \) generates a \( G \)-harmonic frame with the same frame angle set as the frame in Example 4.47 and they are all proper \((8, 3, 3)\)-nested divisible difference sets. If \( G = \mathbb{Z}_8 \), then there are 16 subsets \( S \subset G \) such that \( S \) generates a \( G \)-harmonic frame with the same frame angle set as the frame in Example 4.47 and they are all proper \((8, 3, 3)\)-nested divisible difference sets. Thus, by means of proof by exhaustion, we conclude the following.

**Theorem 4.48.** There exists a group \( G \) of order \( n \) and a biangular \( G \)-harmonic frame \( \mathcal{F} \) for \( \mathbb{C}^m \) such that, for every group \( G' \) of order \( n \), there is no bidifference set for \( G' \) that generates a \( G' \)-harmonic frame for \( \mathbb{C}^m \) with the same set of frame angles as \( \mathcal{F} \).

**Appendix A. Tables**

In the following tables, we collect several results regarding the existence of infinite families of proper divisible difference sets, relative difference sets, and partial difference sets for abelian groups and compute information about the frame angle sets of the corresponding harmonic frames. The purpose of these
tables is not to provide an exhaustive list of all possible biangular harmonic frames generated by bidifference sets, but to demonstrate the applicability of the theory developed in Section 4.

In each table, there are four columns. For a given row from Table 2, Table 3, or Table 4, the entry of the first column describes the sufficient conditions for the existence of a divisible difference set, relative difference set or partial difference set, respectively, with parameters given in the entry from the second column of the same row, and a reference for the result is listed in the fourth column. In each entry from the third column of a given table, we compute the frame angles, \( \alpha_1 \) and \( \alpha_2 \), of the harmonic frame generated by the bidifference set of that row.

Recall that \( G \) is an abelian group of order \( n \) and that a \( G \)-harmonic frame \( F \) consisting of \( n \) vectors for \( \mathbb{C}^m \) is defined by how we select a subset of \( m \) characters from \( \hat{G} \), as described in Section 3. For the second column of Table 2, Table 3, or Table 4, we use the parametrization of divisible difference sets, relative difference sets, or partial difference sets as given in Definition 4.14, Definition 4.17, and Definition 4.19, respectively, and we compute the information about the corresponding frame angles with Theorem 4.16, Corollary 4.18 and Theorem 4.24, respectively.

Because our primary interest is in the existence of the resulting biangular harmonic frames, we list the sufficiency conditions for the existence of the underlying bidifference sets without describing the details of their constructions. For typographical reasons, we symbolize frequently occurring and complicated expressions occurring among the conditions with lower-cased Roman numbers, as listed in Table 1.

**Table 1. Common expressions in harmonic BTF tables**

| Roman | Description |
|-------|-------------|
| (i)   | “p is a prime” |
| (ii)  | “p is a prime of the form \( p = 2^s - 1 \) for some \( s \in \mathbb{N} \) (i.e., p is a Mersenne prime)” |
| (iii) | “\( q = p^s \) for some prime \( p \) and \( s \in \mathbb{N} \) (i.e., q is a prime power)” |
| (iv)  | “\( u \in \mathbb{N} \), there exists an abelian group \( G' \) of order \( 4u^2 \), and either there exists a \( (4u^2, 2u^2 + u, u^2 + u)- \) difference for \( G' \) or there exists a \( (4u^2, 2u^2 - u, u^2 - u) \)-difference for \( G'' \)” |
| (v)   | “\( v, w \in \mathbb{N} \), there exists an abelian group \( G'' \) of order \( w \), and there exists a \( (w, v, \frac{v(w-1)}{w}) \)-difference set for \( G'' \)” |
| (vi)  | “\( G \) contains a subgroup isomorphic to \( \mathbb{Z}_{2^m} \)” |
| (vii) | “\( \sigma \in \mathbb{N}, a_1, \ldots, a_v \in \mathbb{N} \), and \( p_1, \ldots, p_v \) are distinct primes” |

**Remark A.1.** With respect to condition (v), numerous examples of difference sets are known. We refer to [48, 15] for more details.

**Remark A.2.** A difference set with parameters described in (iv) is called a Hadamard difference set. Numerous constructions of these are known. We refer to [48, 20, 15] for more details.

We remark once more that our notation for divisible difference sets deviates from the form typically seen in the literature [48]; see also Remark 4.15.
Relative difference sets are a class of divisible difference sets which have received special attention in the literature \cite{49,30,8}. For this reason, we tabulate examples of biangular harmonic frames generated by relative difference sets separately from the general divisible difference sets. As with the divisible difference sets, we point out that our notation for relative difference sets is not standard; see Remark 4.15.

### Table 2. BTFs from divisible difference sets

| Sufficient Conditions | \((n, m, l, \lambda, \mu)\) | \(\alpha_1, \alpha_2\) | Ref. |
|-----------------------|-----------------------------|------------------|-----|
| Suppose (ii) \(\delta \equiv 3^{\alpha} \bmod 2\) \(\Lambda\) Let \((p, \delta, p^2, p^2, p^2, p^2, p^2, p^2)\) | \(a, b = 0\) | \(\alpha_1 = \frac{\delta - 1}{2}\) | Prop 2.3 in \cite{1} |
| Suppose (ii) \(\delta \equiv 3^{\alpha} \bmod 2\) \(\Lambda\) Let \((2^2, q, 2, q-1, 2, q-1)\) | \(a, b = 0\) | \(\alpha_1 = \frac{\delta - 1}{2}\) | Prop 2.12 in \cite{1} |
| Suppose (iii) \(\delta \equiv 3^{\alpha} \bmod 2\) \(\Lambda\) Let \((2^2(q, 2, q-1, 2, q-1)\) | \(a, b = 0\) | \(\alpha_1 = \frac{\delta - 1}{2}\) | Prop 2.13 in \cite{1} |
| Suppose (iv) \(\delta \equiv 3^{\alpha} \bmod 2\) \(\Lambda\) Let \((q, q^2, q^2, q^2, q^2, q^2, q^2, q^2)\) | \(a, b = 0\) | \(\alpha_1 = \frac{\delta - 1}{2}\) | Prop 2.14 in \cite{1} |
| Suppose (v) \(\delta \equiv 3^{\alpha} \bmod 2\) \(\Lambda\) Let \((q, q^2, q^2, q^2, q^2, q^2, q^2, q^2)\) | \(a, b = 0\) | \(\alpha_1 = \frac{\delta - 1}{2}\) | Prop 2.15 in \cite{1} |

### Table 3. BTFs from relative difference sets

| Sufficient Conditions | \((n, m, l, \lambda, \mu)\) | \(\alpha_1, \alpha_2\) | Ref. |
|-----------------------|-----------------------------|------------------|-----|
| Suppose \(d = \alpha\), \(a \leq \beta\) and (iii) \(\Lambda\) Let \((a^2 + b^2, a^2, a^2, a^2, a^2, a^2, a^2, a^2)\) | \(a = 0\) | \(\alpha_1 = \frac{\alpha - 1}{2}\) | Sect 3.1 in \cite{1} |
| Suppose (iv) \(\lambda\) | \(\alpha_1 = \frac{\alpha - 1}{2}\) | | |
| Suppose (iv) \(\lambda\) | \(\alpha_1 = \frac{\alpha - 1}{2}\) | | |
| Given (iv) and \(\lambda = \alpha\) let \(\lambda = \alpha + 1\) | \(\alpha_1 = \frac{\alpha - 1}{2}\) | | |
| Given (iv) and \(\lambda = \alpha\) let \(\lambda = \alpha + 1\) | \(\alpha_1 = \frac{\alpha - 1}{2}\) | | |

**Remark A.3.** Adjoining the canonical orthonormal basis to a biangular harmonic frame generated by a relative difference set from the first row of Table 3 where we take \(a = b\), yields a maximal set of mutually unbiased bases in \(\mathbb{C}^q\). See \cite{30} for details.

**Remark A.4.** Adjoining the canonical orthonormal basis to a biangular harmonic frame generated by a relative difference set from the fourth row of Table 3 where we take \(d = 1\), yields a so-called orthoplectic Grassmannian frame, which generates an optimal line packing of \(q^{a+1} + q^a - 1\) lines in \(\mathbb{C}^q\). See \cite{8} for details.
In order to use Theorem 4.24 to compute the frame angles of the BTFs generated by the partial difference sets in Table 4 we remark that all of the partial difference sets we have collected here are regular; see Section 4.2.2.

Remark A.5. By Corollary 4.27 it follows that for each biangular harmonic frame $F$ for $\mathbb{C}^m$ produced by a regular partial difference set $S$ from Table 4 there exists an equiangular or biangular harmonic frame $F'$ for $\mathbb{C}^{n+1}$ generated by $S \cup \{0_G\}$. The frame angles of $F'$ can be calculated with Theorem 4.24.

Remark A.6. If we take $v = 1$ and $b = p^a_1 + 1$ in the fourth row of Table 4 then the corresponding partial difference set is a difference set, the claimed value for $\mu$ is vacuously true and $\alpha_2$ can be disregarded. The equiangular harmonic frame produced in this special case corresponds to a simplex.
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