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ABSTRACT

Literature reviews have long played a fundamental role in synthesizing the current state of a research field. However, in recent years, certain fields have evolved at such a rapid rate that literature reviews quickly lose their relevance as new work is published that renders them outdated. We should therefore rethink how to structure and publish such literature reviews with their highly valuable synthesized content. Here, we aim to determine if existing Linked Data technologies can be harnessed to prolong the relevance of literature reviews and whether researchers are comfortable with working with such a solution. We present here our approach of “living literature reviews” where the core information is represented as Linked Data which can be amended with new findings after the publication of the literature review. We present a prototype implementation, which we use for a case study where we expose potential users to a concrete literature review modeled with our approach. We observe that our model is technically feasible and is received well by researchers, with our “living” versions scoring higher than their traditional counterparts in our user study. In conclusion, we find that there are strong benefits to using a Linked Data solution to extend the effective lifetime of a literature review.
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1 INTRODUCTION

Literature reviews are an invaluable asset in all branches of science for researchers to get an overview of studies relevant to their research questions. In communication science, for example, often a wide range of empirical approaches are applied to the same question, reflecting the variety in backgrounds of communication scholars (e.g., linguistics, political science, psychology) [19] and literature reviews are critical to bringing these different approaches together. Such reviews, however, require a lot of work to be compiled and are quickly outdated, in particular in fast-moving fields such as social media research. Moreover, these reviews often present valuable overviews and aggregations of the field (e.g., number of studies supporting a hypothesis) but this data cannot easily be accessed or integrated due to the traditional paper format.

This research proposes the concept of living literature reviews, with which literature reviews would be machine-interpretable, interoperable, and automatically updated. To achieve this, we apply the concept and technology of nanopublications [11]. Nanopublications are a container format to represent and publish scientific (and other kinds of) statements as small pieces of Linked Data [5]. They come with formal provenance and metadata attached, and can be published and queried in a reliable and redundant manner through the existing decentralized server network [12].

By using nanopublications to represent the information that is captured in a literature review, we can greatly extend the usefulness and value of this information. This is because it allows us to extend, compare, and contrast the available information continuously as new literature is published. In the long term, this type of system could allow us to analyze the metadata of the entire catalog of literature stored in the system, enabling us to discover connections or information that was previously hidden.

We present a study below to assess the feasibility and usability of our approach of using nanopublications to automatically update literature reviews. As the technical properties of the nanopublication landscape have been fairly well studied, we will here focus on the user aspects, i.e. the role of researchers consuming such literature reviews. Our research question is therefore whether nanopublications can yield us machine-interpretable, interoperable, and easily updatable literature reviews in an inclusive and provenance-aware manner. We designed a model to facilitate the information stored in a literature review, implement that model with a specific chosen case in communication science, create a prototype to assess the effectiveness, and explore additional possibilities created by the
new system. We show that the prototype was positively evaluated by 22 people who are active in academia.

2 BACKGROUND

Here we briefly discuss the relevant background about Linked Data and nanopublications, literature studies and their history, and how these topics have been combined in existing work.

2.1 Linked Data and Nanopublications

Linked Data can be explained as connected data on the web that comes from multiple sources and is structured in such a way that it is also machine-readable [1]. The main building blocks to publish Linked Data are the Web Ontology Language (OWL) and the Resource Description Framework (RDF). The data itself is structured in so-called triples, consisting of a subject, a predicate, and an object. The properties and characteristics of the things mentioned in such triples are typically defined in ontologies. A wide range of such ontologies exist that define predicates and classes with which statements on these subjects can be formally expressed [1, 18]. Nanopublications can be seen as an RDF-based container format for representing and publishing Linked Data in a granular and provenance-aware manner [11]. Nanopublications consist of three RDF graphs: assertion, provenance, and publication information. The assertion carries the core content of a nanopublication, for example stating in a formal way that a specific gene is related to a disease. The provenance part of the publications describes where the information of this assertion originates from, for example by linking to a study or paper. Lastly, the publication information is the information about the publication itself such as by whom and when it was created [5]. Nanopublications can easily be created and published using the Java library for nanopublications and its command-line tool [8]. The identifiers that are used can be made immutable and verifiable by using trusty URIs. These trusty URIs contain a hash based on the content of the nanopublication, which makes them unique [13]. Nanopublications can be published to a decentralized server network, which redundantly stores the nanopublications, which makes the network robust against server failures [12]. It is also possible to create nanopublication indexes to link to other nanopublications and thereby creating sets of nanopublications. In this way, entire datasets of nanopublications can be reliably referenced and versioned [15].

According to Herbst, this poses problems for literature reviews. Specifically, she mentions that the “wheel reinvention problem”, where studies from the now vast landscape of interdisciplinary literature may be overlooked, causes missed opportunities that might have altered new work in a fundamental way.

As a result, literature reviews are in high demand, but best practices and formats for how to compile them still need to be established. Burgers et al. [2] make a similar observation, and propose ways to make literature reviews more suitable for interdisciplinary topics. Their work explains multiple ways to conduct reviews that can be effectively utilized in research collaborations. This will potentially increase their efficacy and popularity in the future.

2.2 Literature Reviews in Communication Science

Literature reviews have become more important in the social sciences in the last twenty-five years. With the rise of computer technology and the growing amounts of research, both the opportunity and the need for synthesizing research grew [3].

However, synthesizing research in the social sciences is challenging due to the strong interdisciplinary focus. The same questions in a field such as communication science are typically studied from various angles, by researchers from different disciplines that are often unfamiliar with each other’s work. Herbst [6] describes the field of communication science as postdisciplinary, recalling Menand’s [20] interpretation that in a postdisciplinary field scholars do not work within fields but at intersections of materials and theories.
3 APPROACH

Here, we introduce our general approach and model of living literature reviews and our prototype implementation, and we sketch how updates can be represented and published.

3.1 Living Literature Reviews

The general idea behind living literature reviews is to represent the core content of such documents in Linked Data and to allow for updates in the same Linked Data format to be added after the document itself has been published. A piece of literature (including literature reviews) can be seen as a collection of statements made by the authors of the work. In the current way of writing literature, these statements are so closely intertwined with the text that only humans are able to extract them. In our system, we rely on Linked Data identifiers, which are formally structured versions of the statements made by the authors. By attaching these formal identifiers, we can tell something about the status and validity of claims. When there are two claims with a contradictory relation, it is possible to check by how many papers each claim is made and by how many different authors. When a claim is made by different authors and the other claim is only made in one paper, we make this publishable. The statements themselves do not have a separate nanopublication, but are linked from other nanopublications with predicates such as “hycl:claims” or “llr:providesEvidenceFor”. Separate nanopublications do exist for inter-relations of statements, which consist of an assertion with a single triple linking the statements. Table 1 shows the full URIs for all used ontologies. We will show examples of such nanopublications in the next section.

Next, we can have a look at how this model can be used by packaging instances thereof as nanopublications. Instances of the three main entities, that is review articles, research papers, and studies, are each described in their own nanopublication. Within these nanopublications, new identifiers are minted for the entities that do not yet have one, such as studies. For the research paper nanopublications, we are using the DOI service to automatically retrieve their bibliographic metadata in RDF format, which we then package as nanopublications. Review articles on top of that include information about which research papers they include. The nanopublications for the studies contain the metadata of each study, such as in which country the study was performed, which equipments or technologies were used, and what the size of the study was. On top of that, they contain the links to the statements these studies provide evidence for, by using AIDA sentences as described above. The statements themselves do not have a separate nanopublication, but are linked from other nanopublications with predicates such as “has:relatedMeaning” or “has:providesEvidenceFor”. Separate nanopublications do exist for inter-relations of statements, which consist of an assertion with a single triple linking the statements. Table 1 shows the full URIs for all used ontologies. We will show examples of such nanopublications in the next section.

Overall, our model connects the document level (papers) to the method level (studies) and down to the domain level (statements). Even though the actual statements are only identified and not fully represented in a formal way, this domain-level statement network can potentially be very valuable to find information about all the things that have already been said about a specific topic. Furthermore, the network of linked papers, studies, and other claims can tell something about the validity of claims. When there are two claims with a contradictory relation, it is possible to check by how many papers each claim is made and by how many different authors. When a claim is made by different authors and many different papers and the other claim is only made in one paper, then we can assume that it is more likely that the claim supported by many authors and papers is true.

3.3 Viewer Prototype

To demonstrate the capabilities of the described model an interactive viewer prototype had to be developed, a screenshot of which is shown in Figure 2. This prototype displays the basic functionality of a living literature review. Using a manual process, a dataset was created by applying our living literature model on a chosen case (see below). This living literature RDF model was then made

Figure 1: General scheme of how the data is linked.
3.1. Quantitative Analysis: Research Objects and Methods of News Sharing Research

The results in Table 1 show that—with a few exceptions—it was not until 2010 that the relationship between news sharing and social media really started to gain academic attention. Research peaked in 2013 with 36% of all investigated articles being published this year. Not surprisingly, data collection started a little earlier: Of all articles providing the year of data collection (n=78), the majority of authors (59%) state that data were collected in 2011.

Similar to Zhang and Leung (2014) in the context of SNS research, we find a strong focus on US-American research in the domain of news sharing. A total of 53% of the first authors' affiliated universities or organizations are located in the United States, followed by Australia (36%), and England (36%). Nevertheless, most researchers were not only interested in multinational data (76%) but also obtained their data from various countries and thus different contexts (59%). However, the focus on English-language data cannot be denied since, for example, tweets or Facebook postings in other languages than English were usually not included in the final sample of content analysis studies, and surveys and experiments were to a large extent based on samples from the Looking at article types, we find that most of the identified articles are empirical articles (69%), while conceptual articles or theoretical essays without empirical foundation (29%) and other article types (9%) are of secondary importance. The quantitative approach was the preferred means of data collection in empirical articles with 80% deploying this approach. A total of 33% combined qualitative and quantitative approaches, and 43% only used qualitative methods. Content analysis was the most frequently used method (33%), followed by surveys (26%), online observations (11%), and experiments (8%). Focusing on the primary object under investigation, social media output proved to be the most important (60%) for news sharing researchers, followed by people (33%) and news output (9%).

Depending on objects under investigation, the sample size ranged tremendously from 4 (qualitative interviews with news media staff; cf. Stassen, 2011) to more than 3 billion messages from about 600 million Twitter users; cf. Romero, Meeder, & Kleiner, 2011). Especially, studies deploying automated data collection (e.g., "crawling" of Twitter or Facebook data) and classification usually generated huge datasets.

3.4 Template for Adding Additions

To achieve our goal, it is not sufficient that the information that was provided in the paper is transformed in our model and nanopublications, as described above, but we also need to keep the data living, that is we need to be able to add new information easily when it comes available. We chose to use Nanobench [14] to implement and showcase this aspect. Nanobench is a tool that can be downloaded and run locally to create and publish nanopublications based on templates in a decentralized way. To make our model living and updatable for everyone, templates can be created for each of the nanopublications that can be found in the model. In this way, a user can just fill in the template to create a new nanopublication that will be added to the web of nanopublications. New research papers, studies, statements, and the relation between statements can thereby be easily added to the already available data to truly keep the data living. Figure 4 shows an example of a Nanobench template displayed as a form. In this specific example, a relation between two statements can be created.
of several tables with metadata information and several statements that can be made updatable and machine-interpretable with our living literature reviews approach. After contacting the authors they provided us with all the data that they collected for their review paper, including additional data points that were collected after the paper was finalized. We could then use this information to showcase our approach, create the nanopublications, and make a living version of it with the prototype introduced above.

4.2 Examples of nanopublications

Here we give some examples of nanopublications of the different types that were created specifically for this case study. We use TriG RDF notation to do this (informally to increase readability). These nanopublications are explained in detail to show how they together form a network of Linked Data. The generated nanopublications can be found on Github\footnote{https://github.com/ucds-vu/living-reviews/} including the code to generate them.

The RDF code above shows the nanopublication of the literature review. This nanopublication describes which papers the review paper reviews by means of linking to the DOIs of the reviewed papers. We minted new URIs for the few cases where papers did not have a DOI.

We can move on to the nanopublications about the papers themselves:

The subject in the assertion of such a nanopublication is the DOI of the paper and through this DOI the nanopublication is linked to other nanopublications in the model. Next, the nanopublication contains the claims that are made in the form of an AIDA sentence, represented as a URI. In order to make these AIDA URIs easier to read, we show them here in a partially decoded manner (which is a slight violation of the used TriG notation). Lastly, the paper is linked to the studies that are described in it. In some cases, a paper can consist of multiple separate studies as can be seen in this example. The URIs of these studies point to other nanopublications where these studies are described:
In a nanopublication containing a study, as shown above, information about the performed study can be found. To get this information for this case study, we relied on the rich information of supplemental tables provided by the authors of our chosen literature review. We performed some small manual data augmentation, such as mapping to DBpedia identifiers. The study’s metadata displayed here includes information about the country where the study was performed, the study’s group size, and more. Moreover, these nanopublications also link the studies to the claims for which the study provided evidence or counter-evidence for. The claims are made in the paper itself, but the evidence to support those claims has to come from the study that was performed in the paper.

Lastly, nanopublications containing relations were created to link related claims:

```
sub:assertion {
  aida:’People who share news in social media tend to perceive themselves as opinion leaders.’
  hycl:hasRelatedMeaning aida:’People who share news in social media tend to have more friends or followers.’ .
}
```

```
sub:provenance {
  sub:assertion prov:wasDerivedFrom <https://doi.org/10.1177/2056305115610141> .
}
```

This concludes our description of the design and implementation of our case study. We can now evaluate the obtained data.

5 CASE STUDY EVALUATION

The evaluation is separated into two parts. We explain below the design and results of our descriptive analysis and our user study.

5.1 Descriptive Analysis

In the descriptive analysis the different groups of nanopublications are analyzed in more detail. Moreover, SPARQL queries are written to get a better insight in how all the nanopublications are linked together.

The case study led to the creation of 450 nanopublications. They can be divided in several groups, as follows:

- 1 nanopublication representing the literature review itself and all the literature it is reviewing
- 118 nanopublications containing general publication metadata, harvested from doi.org.
- 118 nanopublications about the papers containing links to studies, statements, and the DOI nanopublications.
- 163 nanopublications containing study information.
- 31 nanopublications describing the relations between the different statements.
- 19 nanopublications which are used to define classes of nanopublications, relations between nanopublications, or properties of nanopublications

Based on this distribution it is clear that the number of nanopublications for the DOI and papers is a one-to-one mapping. Furthermore, comparing this number to the numbers of studies present, shows that while 48% of the papers only describe a single study, a small majority of the papers cover additional studies. Lastly, the number of relations between the statements is relatively low. The main reason for this is that in this study only a single review is used and not multiple reviews on a single topic. If that were the case more relations would appear as there is more room for supporting or conflicting information.

Looking more into depth on the statements and their relations. It can be seen that 84% of all relations between the different statements is a ”hasRelatedMeaning” relation. Next, about 9% of all relations is a ”hasMoreSpecificMeaningThan” relation. Lastly, 6% of all relations is a ”hasConflictingMeaning” relation. As mentioned before the reason for the fact that almost all relations are of type ”hasRelatedMeaning” is that only a single review paper is used in this study. When statements are included that are derived from different papers with different levels of detail multiple relations are possible such as ”hasMoreSpecificMeaningThan” or ”hasMoreGeneralMeaningThan”.

With the designed structure of nanopublications, the origin of the statements and other things can also be analyzed in more detail. The statements made in this review all originate from different papers. Using SPARQL queries, it can be seen that 63% of all statements were based on evidence provided by papers for which the data was collected in the United States, and 63% statements are based on studies of which the first author originates from the United States, showing that the authors are likely to perform their studies in their own country. Lastly, a query can show that 44% of the statements were made based on studies that have a study group size greater than 1000 (considering only the cases where the study group size is known). With such queries, one can therefore easily get an indication of the strength of evidence for a statement. As a further demonstration of the usefulness of such queries, the listing below shows an example of a query that calculates the percentage of statements for which the evidence was provided by a survey. This query returns 44.44% for our case:

```
prefix cdoc: <https://data.cooperationdatabank.org/vocab/class/>
prefix llr: <https://w3id.org/livingreviews/vocab/>

SELECT (xsd:float(?cnt)/xsd:float((COUNT(?statement))))
WHERE { ?study llr:providesEvidenceFor ?statement .
  ?study llr:providesEvidenceFor ?state_survey .
  ?state_survey a llr:Survey .
  *100 AS ?percentage ) WHERE {
  SELECT (COUNT(?state_survey) AS ?cnt) WHERE {
    ?study llr:providesEvidenceFor ?state_survey ;
    a llr:Survey .
  }
}
```

Overall, based on this analysis it could be seen that with this system using statements linked to papers and their study, together with the relations between statements can be very powerful. Furthermore, querying this system can enable access to relevant information about the review and its content that was previously unavailable.

5.2 User Study Design

The user study aims to determine if and how communication scientists prefer to interact with living literature reviews. We achieve this by performing a comparative analysis in which we analyze the opinions of academic staff and students who have explored our viewer prototype. Participants were requested to read the original text of a literature review and then to explore our living versions using our viewer prototype described in Section 3.3. We recorded
their opinion of the system using a questionnaire and assessed their feeling about applying our approach from the perspective of a researcher getting an overview of a topic, a researcher citing a topic, and a researcher writing a paper in this format.

The respondents were presented with three questions regarding their satisfaction with each different version of the living literature viewer. These questions were scored using a seven-point Likert scale, with 1 being very unsatisfied and 7 being very satisfied. We asked the following questions:

1. “Assuming you are a researcher looking for a good background reference on the topic to CITE in an article, how satisfied would you be with the different versions?”
2. “Assuming you are a researcher reading this review to get an OVERVIEW of the topic, how satisfied would you be with the different versions?”
3. “Assuming you are an AUTHOR of a review paper, how satisfied would you be with it being published in the different versions?”

An important element of the proposed living literature system is deciding who should be allowed to make contributions to existing material. We proposed the following question to the respondents: “Who do you think should be able to add updates, such as new papers, to an existing literature review?” with the possible answer options of 1) only the original authors, 2) authors approved by the original authors, 3) researchers with verified credentials, or 4) anyone.

Additionally, respondents were requested to share what they liked about the system, what they did not like about the system and were free to share any additional feedback. We recruited participants via personal connections and internal research group mailing lists.

5.3 User Study Results

Over a period of two weeks, our survey accumulated 22 replies. Of these replies 8 (36.4%) belonged to PhD candidates, 7 (31.8%) belonged to assistant, associate, or full professors, 4 (18.2%) belonged to Master students and 3 (13.6%) belonged to postdocs. 45.5% of the respondents were active in the field of communication science, 40.9% were active in computer science and the remaining 12.5% is shared across economics, information science, and business & communications (4.5% each).

The results show in each case that the two interactive versions using tooltips and highlighting receive better scores than the versions showing only the original or only the latest version. The differences between the different roles (citing, overview, and author) are small, but we observe a small increase in preference for the living versions in the overview role, and a small increase in preference for the original version in the author role, when compared to the citing role.

When asked which version the respondents liked the most, 50% chose the version with the latest information on the screen and the original information displayed in the tooltips (Tooltip O). 36% picked the version with the original information on the screen and the latest information in the tooltips (Tooltip L). This shows that 86% of respondents prefer one of the interactive versions, which is in line with the results we see in Figure 5 The remaining 14% is shared between the latest information (9%) and the original information (5%).

When asked who should be allowed to make contributions to existing material, the majority of the respondents chose either researchers with verified credentials or authors approved by the original authors (35.6% each) followed by the original authors and anyone (13.6% each).

To get a clearer picture of what the respondents liked and disliked about the system we allowed them to write an open answer stating their opinion. Positive reactions include fondness about keeping the information in the literature reviews useful and updated (15 of 21) while preserving the original basis of the work (6 of 21). Some examples include:
The replies include concerns about the integrity and tractability of the later contributed information (3 of 20), the text becoming unclear or losing its meaning (4 of 20), complaints about the version which only shows the latest information (6 of 20) and general complaints about the design of the prototype application (4 of 20). These are two examples of comment excerpts:

*It asks a lot of the reader in terms of trusting the system (are the new numbers correct? Were they peer-reviewed of checked properly etc.)* — Respondent 1

*I also find it too much work for original authors to permanently need to update their past paper, while at the same time unfair to them if many people add the updates minimizing over time the contribution of the original authors.* — Respondent 7

## 6 DISCUSSION AND CONCLUSIONS

Concluding, in this paper we have created a model, built a prototype, and presented a case study in communication science to represent literature reviews in a machine-interpretable manner and automatically updatable format. To evaluate our approach we performed a descriptive analysis and a user study. We showed that our model and approach is feasible and that interesting insights can be generated by directly querying the model using semantic technologies such as SPARQL.

Next, the user study gave us some interesting insights about how to represent the updated information in literature reviews. Our study group used for this user study was of high quality with only having responses of people that are active in academia. Although some concerns were expressed about integrity and the maintenance and the additional workload for authors, the majority of the respondents have a positive attitude to our solution to represent updated information using tooltips in a literature review.

Overall, it can be concluded that we succeeded with our approach to represent literature reviews in a machine-interpretable manner using nanopublications. Interesting questions can be answered with SPARQL queries. Furthermore, with the Nanobench templates it is also easy to add new information to the web of Linked Data which can be used in the living literature reviews. Our user study has shown that the way how living literature reviews are represented also has a positive effect on how the information is perceived by readers. Lastly, when more reviews are made ‘living’ the model will only get more powerful due to the fact that more information is available, making living literature reviews even more interesting.
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