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Abstract. We study non-selfadjoint operator algebras that can be entirely understood via their finite-dimensional representations. In contrast with the elementary matricial description of finite-dimensional C*-algebras, in the non-selfadjoint setting we show that an additional level of flexibility must be allowed. Motivated by this peculiarity, we consider a natural non-selfadjoint notion of residual finite-dimensionality. We identify sufficient conditions for the tensor algebra of a C*-correspondence to enjoy this property. To clarify the connection with the usual self-adjoint notion, we investigate the residual finite-dimensionality of the minimal and maximal C*-covers associated to an operator algebra.

1. Introduction

Finite-dimensional C*-algebras are easily understood as direct sums of matrix algebras. In trying to understand arbitrary C*-algebras, it is therefore natural to approximate them, whenever possible, with finite-dimensional ones. This general strategy has led to the introduction of various important properties of C*-algebras, such as nuclearity and quasidiagonality (see [13] for a detailed account). In view of the spectacular recent progress in the structure theory of C*-algebras based on the idea of finite-dimensional approximations (see for instance [41]), one may want to proceed along similar lines to clarify the structure of non-selfadjoint operator algebras, and such is the motivation for this paper.

Perhaps the most basic finite-dimensional approximation property that a C*-algebra can enjoy is that of residual finite-dimensionality. The class of residually finite-dimensional (RFD) C*-algebras consists of those that can be embedded in a product of matrix algebras. In other words, RFD C*-algebras admit block-diagonal decompositions with finite-dimensional blocks. This class contains the familiar commutative C*-algebras, but also some more complicated objects; a classical example is the full C*-algebra of the free group on two generators [14]. Furthermore, any C*-algebra is a quotient of an RFD C*-algebra [24]. Throughout the years, several characterizations of RFD C*-algebras have emerged [23],[3],[25],[17]. Studying this property in the setting of non-selfadjoint operator algebras is the driving force of this paper. Similar investigations can be found scattered in the literature (see for instance [30] and [16]), but we adopt here a somehow more systematic approach.

Already, the mere definition of what it should mean for a general operator algebra \( \mathcal{A} \) to be RFD raises interesting questions. Assume for instance that \( \mathcal{A} \) can be approximated, in some sense, by finite-dimensional operator algebras. It is not obvious at first glance whether the finite-dimensional approximating algebras can
be taken to be comprised of matrices. The point here is that the structure of finite-dimensional operator algebras is not as transparent as that of their self-adjoint counterparts. Clarifying this issue is one of our objectives.

The second main goal of the paper is to relate and contrast residual finite-dimensionality in the self-adjoint world with the corresponding property in the non-selfadjoint world. We approach this question by starting with an RFD operator algebra \( \mathcal{A} \), and investigating whether the \( C^* \)-algebras that various copies of \( \mathcal{A} \) generate (the so-called \( C^* \)-covers of \( \mathcal{A} \)) are also RFD. In fact, we will focus on two particularly important \( C^* \)-covers: the maximal \( C^* \)-cover \( \mathcal{C}^*_{\text{max}}(\mathcal{A}) \), and the minimal one \( \mathcal{C}^*_{\text{min}}(\mathcal{A}) \), which is typically called the \( C^* \)-envelope. We now describe the organization of the paper, and state our main results.

Section 2 introduces some necessary background material.

In Section 3, we perform a careful analysis of finite-dimensional operator algebras. As opposed to the self-adjoint setting, finite-dimensional non-selfadjoint operator algebras may not be classified up to completely isometric isomorphism using matrix algebras. Such a simple description is available if one is willing to settle for a classification up to completely bounded isomorphisms (Proposition 3.2 and Corollary 3.4). The main results of the section (Theorems 3.5 and 3.7) show that finite-dimensional operator algebras can be well-approximated by matrix algebras.

The information about finite-dimensional operator algebras obtained in Section 3 is leveraged in Section 4, where we turn to the study of residually finite-dimensional non-selfadjoint operator algebras. The main result of the section is the following (Theorem 4.1), which shows that despite the lack of a completely isometric classification of finite-dimensional operator algebras using matrix algebras, the two classes can be used interchangeably in the definition of an RFD operator algebra. This is consistent with the self-adjoint setting.

**Theorem 1.1.** Let \( \mathcal{A} \) be an operator algebra. Consider the following statements.

(i) There is a collection \( \{\mathcal{B}_i\}_{i \in \Omega} \) of finite-dimensional operator algebras and a completely isometric homomorphism \( \Phi : \mathcal{A} \to \prod_{i \in \Omega} \mathcal{B}_i \).

(ii) There is a collection \( \{\mathcal{B}_i\}_{i \in \Omega} \) of finite-dimensional \( C^* \)-algebras and a completely isometric homomorphism \( \Phi : \mathcal{A} \to \prod_{i \in \Omega} \mathcal{B}_i \).

(iii) For every \( d \in \mathbb{N} \) and every \( A \in \mathcal{M}_d(\mathcal{A}) \), there is a finite-dimensional operator algebra \( \mathcal{B} \) and a completely contractive homomorphism \( \pi : \mathcal{A} \to \mathcal{B} \) such that \( \|\pi^{(d)}(A)\| = \|A\| \).

(iv) For every \( d \in \mathbb{N} \) and every \( A \in \mathcal{M}_d(\mathcal{A}) \), there is a finite-dimensional \( C^* \)-algebra \( \mathcal{B} \) and a completely contractive homomorphism \( \pi : \mathcal{A} \to \mathcal{B} \) such that \( \|\pi^{(d)}(A)\| = \|A\| \).

Then, (i) and (ii) are equivalent, and (iii) and (iv) are equivalent.

We pay close attention to a very important class of operator algebras, namely the tensor algebras of \( C^* \)-correspondences. We study them carefully through the lens of residual finite-dimensionality. For instance, we obtain the following (Theorems 4.6 and 4.7).

**Theorem 1.2.** The following statements hold.

1. Let \( \mathfrak{A} \) be a finite-dimensional \( C^* \)-algebra and let \( X \) be a \( C^* \)-correspondence over \( \mathfrak{A} \). Then, the tensor algebra \( \mathcal{T}^+_X(\mathfrak{A}) \) is RFD.

2. Let \( G \) be a directed graph and let \( X_G \) be the associated graph correspondence. Then, the tensor algebra \( \mathcal{T}^+_X(\mathcal{C}^*_{\text{max}}(\mathfrak{A})) \) is RFD.
For the remaining two sections, our focus shifts from residual finite-dimensionality of non-selfadjoint operator algebras to that of some of their C*-covers. First, in Section 5, we consider the maximal C*-cover. The situation is particularly transparent for finite-dimensional operator algebras (Theorem 5.1).

**Theorem 1.3.** Let \( \mathcal{A} \) be a finite-dimensional operator algebra. Then, \( \mathcal{C}_{\max}^*(\mathcal{A}) \) is RFD.

We then ask whether \( \mathcal{A} \) being RFD is equivalent to \( \mathcal{C}_{\max}^*(\mathcal{A}) \) being RFD, and exhibit supporting examples and sufficient conditions for that equivalence to hold (Corollary 5.3 and Theorem 5.5).

Finally, in Section 6 we replace the maximal C*-cover in the previous considerations by the minimal one, also known as the C*-envelope. We exhibit an example of an RFD operator algebra \( \mathcal{A} \) for which \( \mathcal{C}_e^*(\mathcal{A}) \) is not RFD. The main results of the section identify conditions on an RFD operator algebra \( \mathcal{A} \) that are sufficient for the C*-envelope \( \mathcal{C}_e^*(\mathcal{A}) \) to be RFD (Theorems 6.3 and 6.6). To state these results, we need the following notation. Let \( (r_n) \) be a sequence of positive integers. For each \( m \in \mathbb{N} \) we let \( \gamma_m : \prod_{n=1}^\infty M_{r_n} \to M_{r_m} \) denote the natural projection. Let \( \mathcal{A} \subset \prod_{n=1}^\infty M_{r_n} \) be a unital operator algebra and let \( \mathfrak{K} \) denote the ideal of compact operators in \( \mathcal{C}^*(\mathcal{A}) \).

**Theorem 1.4.** The following statements hold.

1. Assume that every C*-algebra which is a quotient of \( \mathcal{C}^*(\mathcal{A})/\mathfrak{K} \) is RFD. Then, \( \mathcal{C}_e^*(\mathcal{A}) \) is RFD. In particular, this holds if \( \mathcal{C}^*(\mathcal{A})/\mathfrak{K} \) is commutative or finite-dimensional.

2. Assume that there is \( N \in \mathbb{N} \) with the property that \( \gamma_n|_{\mathfrak{K}\cap\mathcal{A}} \) is a complete quotient map onto \( M_{r_n} \) for every \( n \geq N \). Then, \( \mathcal{C}_e^*(\mathcal{A}) \) is RFD.
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2. Preliminaries

2.1. Operator algebras and C*-covers. Throughout the paper, \( \mathcal{H} \) will denote a complex Hilbert space and \( B(\mathcal{H}) \) will denote the space of bounded linear operators on it. An operator algebra is simply a norm closed subalgebra \( \mathcal{A} \subset B(\mathcal{H}) \). It will be said to be unital if it contains the identity on \( \mathcal{H} \). Given a positive integer \( n \in \mathbb{N} \), we denote by \( M_n(\mathcal{A}) \) the space of \( n \times n \) matrices with entries in \( \mathcal{A} \). When \( \mathcal{A} = \mathbb{C} \), we simply write \( M_n \) instead of \( M_n(\mathbb{C}) \). The norm on \( M_n(\mathcal{A}) \) is that inherited from \( B(\mathcal{H}^{(n)}) \), where \( \mathcal{H}^{(n)} = \mathcal{H} \oplus \mathcal{H} \oplus \ldots \oplus \mathcal{H} \). Given a linear map \( \varphi : \mathcal{A} \to B(\mathcal{H}) \), we denote by \( \varphi^{(n)} \) the natural ampliation to \( M_n(\mathcal{A}) \). Recall that \( \varphi \) is said to be completely contractive (respectively, completely isometric) if \( \varphi^{(n)} \) is contractive (respectively, isometric) for every \( n \in \mathbb{N} \). More generally, \( \varphi \) is completely bounded if the quantity

\[
\|\varphi\|_{cb} = \sup_{n \in \mathbb{N}} \|\varphi^{(n)}\|
\]

is finite. The reader may consult [32] for details.

Typically, we consider an operator algebra \( \mathcal{A} \) to be determined only up to completely isometric isomorphism. In particular, there are many different C*-algebras that a copy of \( \mathcal{A} \) can generate, and the following notion formalizes this idea. A
C*-cover of \( A \) is a pair \((\mathfrak{A}, \iota)\) consisting of a C*-algebra \( \mathfrak{A} \) and a complete isometric homomorphism \( \iota: A \to \mathfrak{A} \) such that \( C^*(\iota(A)) = \mathfrak{A} \). For our purposes, we will be focusing on two particular C*-covers, which we now describe.

The maximal C*-cover \((C^*_{\max}(A), \mu)\) of \( A \) is the essentially unique C*-cover with the property that whenever \( \varphi: A \to B(\mathcal{H}_\varphi) \) is a completely contractive homomorphism, there is a \( * \)-homomorphism \( \pi_\varphi: C^*_{\max}(A) \to B(\mathcal{H}_\varphi) \) with the property that \( \pi_\varphi \circ \mu = \varphi \) on \( A \). The algebra \( C^*_{\max}(A) \) can be realized as the C*-algebra generated by the image of \( A \) under an appropriate direct sum of completely contractive homomorphisms [10].

There is a purely linear version of this construction which we will require as well. Let \( \mathcal{M} \subset B(\mathcal{H}) \) be a subspace. We can associate to it a “free” C*-algebra \( C^*(\mathcal{M}) \) and a completely isometric linear map \( \mu: \mathcal{M} \to C^*(\mathcal{M}) \) such that \( C^*(\mathcal{M}) = C^*(\mu(\mathcal{M})) \), and whenever \( \varphi: \mathcal{M} \to B(\mathcal{H}_\varphi) \) is a completely contractive linear map, there is a unital \( * \)-homomorphism \( \pi_\varphi: C^*(\mathcal{M}) \to B(\mathcal{H}_\varphi) \) with the property that \( \pi_\varphi \circ \mu = \varphi \) on \( \mathcal{M} \). Once again, \( C^*(\mathcal{M}) \) can be realized more concretely as the C*-algebra generated by the image of \( \mathcal{M} \) under an appropriate direct sum of completely contractive linear maps [36, Theorem 3.2].

We now turn to the “minimal” C*-cover, which is the so-called C*-envelope of a unital operator algebra. In fact, it will be convenient for us to give the definition for general unital subspaces \( S \subset B(\mathcal{H}) \) rather than operator algebras. Let \( \varepsilon \) be a unital completely isometric linear map on \( S \). Then, \( C^*(\varepsilon(S)) \) is the C*-envelope of \( S \), denoted by \( C^*_e(S) \), if whenever \( \varphi: S \to B(\mathcal{H}_{\varphi}) \) is a unital completely isometric linear map, there is a \( * \)-homomorphism \( \pi: C^*(\varphi(S)) \to C^*_e(S) \) with the property that \( \pi \circ \varphi = \varepsilon \) on \( S \). The uniqueness of such an object is easily verified, but the existence of the C*-envelope is non-trivial, and it was first established in [26].

Practically speaking, an approach pioneered by Arveson [4] is often more useful to identify the C*-envelope. This approach is based on a rather deep analogy with the classical theory of uniform algebras and the Shilov and Choquet boundaries. We recall the details that will be relevant for us.

Assume that \( S \subset B(\mathcal{H}) \) is a unital subspace. A unital completely contractive linear map \( \varphi: S \to B(\mathcal{H}_{\varphi}) \) always admits a unital completely contractive extension to \( C^*(S) \subset B(\mathcal{H}) \) by Arveson’s extension theorem. Accordingly, we say that a unital \( * \)-homomorphism \( \pi: C^*(S) \to B(\mathcal{H}_{\pi}) \) has the unique extension property with respect to \( S \) if it is the only unital completely contractive extension to \( C^*(S) \) of \( \pi \mid_S \). It is known [4] that if a unital \( * \)-homomorphism has the unique extension property with respect to \( S \) and \( \pi \mid_S \) is completely isometric, then we can choose \( \varepsilon = \pi \mid_S \) and thus \( C^*_e(S) \equiv \pi(C^*(S)) \). In this case, ker \( \pi \) is called the Shilov ideal of \( S \). We note that \( C^*_e(S) \cong C^*(S)/\ker \pi \), and the defining property of the C*-envelope implies that the Shilov ideal is the largest closed two-sided ideal \( J \) of \( C^*(S) \) with the property that the quotient map \( C^*(S) \to C^*(S)/J \) is completely isometric on \( S \). Finally, we emphasize there are known mechanisms to produce such \( * \)-homomorphisms with the unique extension property with respect to \( S \) which are completely isometric on \( S \) [21],[8],[19].

2.2. Residual finite dimensionality. Let \( \mathfrak{A} \) be a C*-algebra. Then, \( \mathfrak{A} \) is said to be residually finite-dimensional (henceforth abbreviated to RFD) if it admits a separating family of finite-dimensional \( * \)-representations. In other words, \( \mathfrak{A} \) is RFD.
if there is a set of positive integers \( \{ r_{\lambda}: \lambda \in \Lambda \} \) and an injective *-homomorphism 
\[
\pi : \mathfrak{A} \to \prod_{\lambda \in \Lambda} M_{r_{\lambda}}.
\]

Equivalently, the map \( \pi \) must be completely isometric.

As done in [16], we can extend this definition to general operator algebras. An operator algebra \( \mathcal{A} \) is RFD if there is a set of positive integers \( \{ r_{\lambda}: \lambda \in \Lambda \} \) and a completely isometric homomorphism
\[
\rho : \mathcal{A} \to \prod_{\lambda \in \Lambda} M_{r_{\lambda}}.
\]

Upon recalling that a completely contractive homomorphism on a C*-algebra is necessarily positive, we see that this definition agrees with the previous one whenever \( \mathcal{A} \) happens to be self-adjoint.

3. Structure of finite-dimensional operator algebras

3.1. Completely bounded embeddings in matrix algebras.

Before proceeding with our investigation of RFD operator algebras, we first need to understand finite-dimensional ones. By analogy with finite-dimensional C*-algebras, one may naively conjecture that finite-dimensional operator algebras are exactly those which are completely isometrically isomorphic to subalgebras of direct sums of matrix algebras. In the unital case, this is equivalent to admitting a finite-dimensional C*-envelope. This conjecture is supported by [29, Theorem 4.2] in the case of unital two-dimensional operator algebras. However, typically things are not so straightforward. Before illustrating this fact with an example, we record a useful calculation that will be used several times throughout.

**Lemma 3.1.** Let \( \mathcal{S} \subset B(\mathcal{H}) \) be a unital subspace and let \( \mathcal{A}_{\mathcal{S}} \subset B(\mathcal{S}^{(2)}) \) be the unital operator algebra consisting of elements of the form 
\[
\begin{bmatrix}
\lambda I & s \\
0 & \mu I
\end{bmatrix}
\]
for some \( s \in \mathcal{S} \) and \( \lambda, \mu \in \mathbb{C} \). Then, we have that
\[
C^*_e(\mathcal{A}_{\mathcal{S}}) \cong M_2(C^*_e(\mathcal{S})).
\]

**Proof.** A straightforward calculation shows that
\[
C^*(\mathcal{A}_{\mathcal{S}}) = M_2(C^*(\mathcal{S})).
\]

Moreover, a routine argument using matrix units reveals that \( \mathcal{J} \subset M_2(C^*(\mathcal{S})) \) is a closed two-sided ideal if and only if there is a closed two-sided ideal \( \mathcal{I} \subset C^*(\mathcal{S}) \) with the property that \( \mathcal{J} = M_2(\mathcal{I}) \). Therefore, if we let \( \Sigma \subset C^*(\mathcal{S}) \) denote the Shilov ideal of \( \mathcal{S} \), then we find that \( M_2(\Sigma) \) is the Shilov ideal of \( \mathcal{A}_{\mathcal{S}} \). Hence,
\[
C^*_e(\mathcal{A}_{\mathcal{S}}) \cong C^*(\mathcal{A}_{\mathcal{S}})/M_2(\Sigma) = M_2(C^*(\mathcal{S}))/M_2(\Sigma)
\cong M_2(C^*(\mathcal{S})/\Sigma) \cong M_2(C^*_e(\mathcal{S})).
\]

Using this fact, we can give an example of a finite-dimensional unital operator algebra with infinite-dimensional C*-envelope. The following is [32, Exercise 15.12].
Example 1. Let $C(T)$ denote the unital $C^*$-algebra of continuous functions on the unit circle $T$ and consider the unital subspace $S = \text{span}\{1, z\} \subset C(T)$. For each $\zeta \in T$, we define the function $\varphi_\zeta \in S$ as

$$\varphi_\zeta(z) = \frac{1}{2}(1 + \zeta z), \quad z \in T.$$ 

Then, $\varphi_\zeta$ peaks at $\zeta$, which forces $\zeta$ to belong to the Shilov boundary of $S$ (see [37] for details). Thus, the Shilov boundary of $S$ is $T$ and thus $C^*_e(S) \cong C(T)$.

Now, let $A_S \subset M_2(C(T))$ be the unital operator algebra defined in Lemma 3.1. Then, we see that $A_S$ is finite-dimensional and $C^*_e(A_S) \cong M_2(C^*_e(S)) \cong M_2(C(T))$ is infinite-dimensional.

To reiterate, the operator algebra $A_S$ in the example above cannot be embedded completely isometrically isomorphically in a matrix algebra, for then $C^*_e(A_S)$ would be finite-dimensional. Hence, finite-dimensional operator algebras exhibit more varied behaviour than their self-adjoint counterparts. Nevertheless, we note that the classical Artin-Wedderburn theorem can be used to show that semisimple finite-dimensional operator algebras are similar to direct sums of matrix algebras. It thus appears that if we are willing to settle for a softer classification of finite-dimensional operator algebras, replacing completely isometric isomorphisms by merely completely bounded ones, then we can recover the familiar description available for $C^*$-algebras. This is indeed the case, and establishing this fact is the first goal of this section. One of the basic ingredients is the following.

**Proposition 3.2.** Let $A \subset B(H)$ be an operator algebra with dimension $d$. Then, there is a positive integer $r \geq 1$, a subalgebra $B \subset M_r$ and a completely contractive algebra isomorphism $\Phi : A \rightarrow B$ with $\|\Phi^{-1}\|_{cb} \leq 2d$. If $A$ is unital, then $\Phi$ can be chosen to be unital.

**Proof.** By [16, Proposition 5.3], there is a positive integer $r \in \mathbb{N}$, a unital subalgebra $B \subset M_r$ and a unital completely contractive isomorphism $\Phi : A \rightarrow B$ with the property that $\|\Phi^{-1}\| \leq 2$. Thus, [35, Proposition 2.8] implies that $\|\Phi^{-1}\|_{cb} \leq 2d$. In the unital case, inspection of the proof of [16, Proposition 5.3] reveals that $\Phi$ can be chosen to be unital. \qed

We now describe the other ingredient that we require. Given two operator algebras $A \subset B(H_1)$ and $B \subset B(H_2)$, an isomorphism $\Phi : A \rightarrow B$ will be called a completely bounded isomorphism if $\Phi$ and $\Phi^{-1}$ are completely bounded. A classical theorem of Paulsen [34], [33] says that completely bounded homomorphisms on operator algebras are necessarily similar to completely contractive ones. In [15], the possibility of obtaining a “two-sided” version of Paulsen’s theorem for completely bounded isomorphisms was investigated. More precisely, the question is this: given a completely bounded isomorphism $\Phi : A \rightarrow B$, do there exist two invertible operators $X \in B(H_1)$ and $Y \in B(H_2)$ such that the map

$$XaX^{-1} \mapsto Y\Phi(a)Y^{-1}, \quad a \in A$$

is a complete isometry? It was shown in [15] that in general the answer is no. We show next that a weaker statement always hold.
**Theorem 3.3.** Let $A \subset B(\mathcal{H}_1), B \subset B(\mathcal{H}_2)$ be unital operator algebras and let $\Phi : A \to B$ be a unital completely bounded isomorphism. Then, there are two unital completely isometric homomorphisms $\lambda : A \to B(\mathcal{H}_1) \oplus B(\mathcal{H}_2)$, $\rho : B \to B(\mathcal{H}_1) \oplus B(\mathcal{H}_2)$ along with an invertible operator $Z \in B(\mathcal{H}_1) \oplus B(\mathcal{H}_2)$ with the property that $\Phi(a) = \rho^{-1}(Z\lambda(a)Z^{-1}), \ a \in A$.

**Proof.** By [34, Theorem 3.1], there exist invertible operators $X \in B(\mathcal{H}_1)$ and $Y \in B(\mathcal{H}_2)$ such that the maps $a \mapsto Y\Phi(a)Y^{-1}, \ a \in A$ $b \mapsto X\Phi^{-1}(b)X^{-1}, \ b \in B$ are completely contractive. Define $\lambda : A \to B(\mathcal{H}_1) \oplus B(\mathcal{H}_2)$ as $\lambda(a) = a \oplus Y\Phi(a)Y^{-1}, \ a \in A$ and $\rho : B \to B(\mathcal{H}_1) \oplus B(\mathcal{H}_2)$ as $\rho(b) = X\Phi^{-1}(b)X^{-1} \oplus b, \ b \in B$. Then, $\lambda$ and $\rho$ are completely isometric. Put $Z = X \oplus Y^{-1}$. Then, $Z\lambda(a)Z^{-1} = XaX^{-1} \oplus \Phi(a) = \rho(\Phi(a))$ for every $a \in A$. □

Next, we use the previous result to achieve our first goal and further elucidate the structure of finite-dimensional operator algebras. Roughly speaking, we show that up to a similarity, finite-dimensional unital operator algebras admit finite-dimensional C*-envelopes.

**Corollary 3.4.** Let $A \subset B(\mathcal{H})$ be a unital operator algebra. Then, $A$ is finite-dimensional if and only if there is another unital operator algebra $F$ that is completely isometrically isomorphic to $A$ and that is similar to an operator algebra whose C*-envelope is finite-dimensional.

**Proof.** It is clear that $A$ is finite-dimensional if there exists an algebra $F$ with the announced properties. Conversely, assume that $A$ is finite-dimensional. By Proposition 3.2, there is a positive integer $r \geq 1$, a unital subalgebra $B \subset M_r$ and a unital completely bounded isomorphism $\Phi : A \to B$. Next, apply Theorem 3.3 to the map $\Phi$ and find two unital completely isometric homomorphisms $\lambda : A \to B(\mathcal{H}) \oplus M_r$, $\rho : B \to B(\mathcal{H}) \oplus M_r$ along with an invertible operator $Z \in B(\mathcal{H}) \oplus M_r$ with the property that $\Phi(a) = \rho^{-1}(Z\lambda(a)Z^{-1}), \ a \in A$.

We note that $B \subset M_r$, so that $C^*_r(B)$ is finite-dimensional. Since $\rho$ is a unital completely isometric homomorphism, we see that $C^*_r(\rho(B)) \cong C^*_r(B)$ is finite-dimensional as well. Finally, we put $F = Z^{-1}\rho(B)Z$ and note that $F = Z^{-1}\rho(B)Z = Z^{-1}\rho(\Phi(A))Z = \lambda(A)$.
so that indeed $F$ is completely isometrically isomorphic to $A$. \hfill \Box

3.2. Residual finite dimensionality. Next, we proceed to show that finite-dimensional operator algebras are RFD. Notice that in view of Example 1, this is not immediate unlike in the self-adjoint setting. In fact, we obtain more precise information.

**Theorem 3.5.** Let $A \subset B(\mathcal{H})$ be a finite-dimensional operator algebra, let $d \in \mathbb{N}$ and let $A \in M_d(A)$. Then, there is a finite-dimensional Hilbert space $\mathfrak{F}$ and a completely contractive homomorphism $\pi : A \to B(\mathfrak{F})$ with the property that $\|\pi^{(d)}(A)\| = \|A\|$.

**Proof.** Let $A = C^*(A) + C I_H \subset B(\mathcal{H})$. There is a state $\psi$ of $M_d(A)$ with the property that $\psi(A^*A) = \|A\|^2$. Let $\sigma_{\psi} : M_d(A) \to B(\mathcal{H})$ be the associated GNS representation, with unit cyclic vector $\xi_{\psi}$. Then

$$\|\sigma_{\psi}(A)\xi_{\psi}\|^2 = \langle \sigma_{\psi}(A^*A)\xi_{\psi}, \xi_{\psi} \rangle = \psi(A^*A) = \|A\|^2.$$

Now, it is well known (see for instance [27]) that there is a Hilbert space $\mathcal{H}'$, a unitary operator $U : \mathcal{H}_{\psi} \to \mathcal{H}'(d)$ and a unital $*$-homomorphism $\tau : A \to B(\mathcal{H}')$ such that $U\sigma_{\psi}(B)U^* = \tau^{(d)}(B), \quad B \in M_d(A)$.

Write $U\xi_{\psi} = \xi_1 + \ldots + \xi_d$ for some $\xi_1, \ldots, \xi_d \in \mathcal{H}'$. Let $\mathfrak{F} \subset \mathcal{H}'$ be the subspace spanned by $\xi_1, \ldots, \xi_d$ and $\tau(A)\xi_1, \ldots, \tau(A)\xi_d$. Then, $\mathfrak{F}$ is clearly invariant for $\tau(A)$ and finite-dimensional. The associated restriction $\pi : A \to B(\mathfrak{F})$ defined as

$$\pi(b) = \tau(b)|_{\mathfrak{F}}, \quad b \in A$$

is a completely contractive homomorphism that satisfies

$$\|\pi^{(d)}(A)\| \geq \|\tau^{(d)}(A)U\xi_{\psi}\| = \|U\sigma_{\psi}(A)\xi_{\psi}\| = \|A\|.$$

\hfill \Box

We now obtain the announced residual finite-dimensionality result.

**Corollary 3.6.** Finite-dimensional operator algebras are RFD.

**Proof.** This follows immediately from Theorem 3.5. \hfill \Box

In [17], the authors explore the connection between the residual finite-dimensionality of a $C^*$-algebra and the abundance of elements in it that attain their norms in finite-dimensional representations. Beyond Theorem 3.5, we do not know whether analogous results hold in the non-selfadjoint context.

We close this section by refining Corollary 3.6.

**Theorem 3.7.** Let $A \subset B(\mathcal{H})$ be a finite-dimensional operator algebra. Then, there is a set of positive integers $\{r_\lambda : \lambda \in \Lambda\}$ and a unital completely isometric map

$$\Psi : B(\mathcal{H}) \to \prod_{\Lambda \in \Lambda} M_{r_\lambda}$$

such that

$$\Psi(a^*tb) = \Psi(a)^*\Psi(t)\Psi(b)$$

for every $a, b \in A$ and $t \in B(\mathcal{H})$. Moreover, $\Psi$ restricts to a homomorphism on $A$. 
Proof. Let $\Xi \subset \mathcal{H}$ be a finite set of vectors. Let $\mathcal{X}_\Xi \subset \mathcal{H}$ be the subspace spanned by $\xi$ and $\mathcal{A}_\xi$ for every $\xi \in \Xi$. Then, $\mathcal{X}_\Xi$ is finite-dimensional and we put $n_\Xi = \dim \mathcal{X}_\xi$. Upon identifying $B(\mathcal{X}_\Xi)$ with $\mathbb{M}_{n_\Xi}$, we may define a map $$\rho_\Xi : B(\mathcal{H}) \to \mathbb{M}_{n_\Xi}$$ as $$\rho_\Xi(t) = P_{\mathcal{X}_\Xi} t|_{\mathcal{X}_\Xi}, \quad t \in B(\mathcal{H}).$$ It is immediate that $\rho_\Xi$ is unital and completely contractive, and in particular it is self-adjoint. Furthermore, it is clear from its definition that the subspace $\mathcal{X}_\Xi$ is invariant for $\mathcal{A}$. Thus, we have that $\rho_\Xi$ restricts to a homomorphism on $\mathcal{A}$ and $$\rho_\Xi(\mathcal{t}^* \mathcal{t}) = P_{\mathcal{X}_\Xi} \mathcal{t}^* \mathcal{t} \mathcal{X}_\Xi = P_{\mathcal{X}_\Xi} \mathcal{t}^* P_{\mathcal{X}_\Xi} \mathcal{t} \mathcal{X}_\Xi$$ for every $\mathcal{t} \in \mathcal{A}$ and $t \in B(\mathcal{H})$. Define now $\Psi = \bigoplus_\Xi \rho_\Xi$, where the direct sum extends over all finite subsets of vectors $\Xi \subset \mathcal{H}$. Clearly, $\Psi$ is a unital completely contractive (and thus self-adjoint) map that restricts to a homomorphism on $\mathcal{A}$. Moreover $$\Psi(\mathcal{t}^* \mathcal{t}) = \Psi(\mathcal{t})^* \Psi(\mathcal{t})$$ for every $\mathcal{t} \in \mathcal{A}$ and $t \in B(\mathcal{H})$. It remains to show that it is completely isometric. To see this, fix $T = [t_{ij}]_{i,j} \in \mathbb{M}_d(B(\mathcal{H}))$. Let $\zeta = \zeta_1 \oplus \ldots \oplus \zeta_d \in \mathcal{H}^{(d)}$ be a unit vector and let $$\Xi = \{\zeta_j : 1 \leq j \leq d\} \cup \{t_{ij} \zeta_j : 1 \leq i, j \leq d\} \subset \mathcal{H}.$$ We have $\zeta \in \mathcal{X}_\Xi^{(d)}$ and $$T \zeta = \left( \sum_{j=1}^d t_{1,j} \zeta_j \right) \oplus \ldots \oplus \left( \sum_{j=1}^d t_{d,j} \zeta_j \right) \in \mathcal{X}_\Xi^{(d)}.$$ Now, we observe that $$\rho_\Xi^{(d)}(T) = P_{\mathcal{X}_\Xi^{(d)}} T|_{\mathcal{X}_\Xi^{(d)}}$$ whence $$\|\Psi^{(d)}(T)\| \geq \|P_{\mathcal{X}_\Xi^{(d)}} T|_{\mathcal{X}_\Xi^{(d)}}\| \geq \|T \zeta\|.$$ Since $\zeta \in \mathcal{H}^{(d)}$ is an arbitrary unit vector, we obtain that $\|\Psi^{(d)}(T)\| \geq \|T\|$ so that indeed $\Psi$ is completely isometric.  

We obtain a curious consequence, which is likely known. It is reminiscent of [14, Corollary 8]. Recall that an operator $t \in B(\mathcal{H})$ is said to be hyponormal if $t t^* \leq t^* t$.

**Corollary 3.8.** Let $\mathcal{A} \subset B(\mathcal{H})$ be a finite-dimensional operator algebra. Then, every hyponormal element of $\mathcal{A}$ is normal.

*Proof.* Let $a \in \mathcal{A}$ be hyponormal, so that $a a^* \leq a^* a$. By Theorem 3.7 there is a set of positive integers $\{r_\lambda : \lambda \in \Lambda\}$ and a unital completely isometric map $$\Psi : B(\mathcal{H}) \to \prod_{\lambda \in \Lambda} \mathbb{M}_{r_\lambda}$$ such that $$\Psi(a^* \mathcal{t}) = \Psi(a)^* \Psi(\mathcal{t}) \Psi(b).$$
for every \( a, b \in \mathcal{A} \) and \( t \in B(\mathsf{H}) \). It suffices to show that \( \Psi(a^*a) = \Psi(aa^*) \). Since \( \Psi \) must necessarily be completely positive, we may invoke the Schwarz inequality to find

\[
\Psi(a)\Psi(a)^* \leq \Psi(aa^*) \leq \Psi(a^*a) = \Psi(a)^*\Psi(a).
\]

Write \( \Psi(a) = (b_\lambda)_{\lambda \in \Lambda} \) where \( b_\lambda \in M_{r_\lambda} \) for each \( \lambda \in \Lambda \). Note then that

\[
b_\lambda b_\lambda^* \leq b_\lambda^* b_\lambda, \quad \lambda \in \Lambda.
\]

This implies that \( b_\lambda^* b_\lambda - b_\lambda b_\lambda^* \) is a non-negative matrix with zero trace, whence \( b_\lambda^* b_\lambda = b_\lambda b_\lambda^* \) for every \( \lambda \in \Lambda \). In turn, this means that \( \Psi(a)\Psi(a)^* = \Psi(a^*a) \). Thus

\[
\Psi(a)\Psi(a)^* \leq \Psi(aa^*) \leq \Psi(a^*a) = \Psi(a)^*\Psi(a).
\]

These inequalities force \( \Psi(aa^*) = \Psi(a^*a) \) and the proof is complete. \( \Box \)

4. Residually finite-dimensional operator algebras

In the previous section, we investigated finite-dimensional operator algebras, and showed among other things that they are RFD (Corollary 3.6). In this section, we study general RFD operator algebras. The first order of business is to obtain a more flexible characterization of residual finite-dimensionality. We emphasize one more time that, as seen in Example 1, finite-dimensional operator algebras are not necessarily completely isometrically embeddable in a finite-dimensional C*-algebra, so the next fact is not obvious at first glance.

Theorem 4.1. Let \( \mathcal{A} \) be an operator algebra. Consider the following statements.

(i) There is a collection \( \{B_\lambda\}_{\lambda \in \Lambda} \) of finite-dimensional operator algebras and a completely isometric homomorphism \( \rho: \mathcal{A} \to \prod_{\lambda \in \Lambda} B_\lambda \).

(ii) There is a collection \( \{\mathfrak{B}_\lambda\}_{\lambda \in \Lambda} \) of finite-dimensional C*-algebras and a completely isometric homomorphism \( \rho: \mathcal{A} \to \prod_{\lambda \in \Lambda} \mathfrak{B}_\lambda \).

(iii) For every \( d \in \mathbb{N} \) and every \( \mathcal{A} \in M_d(\mathcal{A}) \), there is a finite-dimensional operator algebra \( \mathcal{B} \) and a completely contractive homomorphism \( \pi: \mathcal{A} \to \mathcal{B} \) such that \( \|\pi^{(d)}(\mathcal{A})\| = \|\mathcal{A}\| \).

(iv) For every \( d \in \mathbb{N} \) and every \( \mathcal{A} \in M_d(\mathcal{A}) \), there is a finite-dimensional C*-algebra \( \mathfrak{B} \) and a completely contractive homomorphism \( \pi: \mathcal{A} \to \mathfrak{B} \) such that \( \|\pi^{(d)}(\mathcal{A})\| = \|\mathcal{A}\| \).

Then, (i) and (ii) are equivalent, and (iii) and (iv) are equivalent.

Proof. It is trivial that (ii) implies (i) and that (iv) implies (iii).

Assume that (i) holds. For each \( \lambda \in \Lambda \), we may apply Corollary 3.6 to find a set of positive integers \( \{r_\mu : \mu \in \Omega_\lambda\} \) and a completely isometric homomorphism

\[
\pi_\lambda : B_\lambda \to \prod_{\mu \in \Omega_\lambda} M_{r_\mu}.
\]

The map

\[
(\oplus_{\lambda \in \Lambda} \pi_\lambda) \circ \rho : \mathcal{A} \to \prod_{\lambda \in \Lambda} \prod_{\mu \in \Omega_\lambda} M_{r_\mu}
\]

is a completely isometric homomorphism, and thus (ii) follows.

Finally, assume that (iii) holds. Let \( d \in \mathbb{N} \) and \( \mathcal{A} \in M_d(\mathcal{A}) \). Choose a finite-dimensional operator algebra \( \mathcal{B} \) and a completely contractive homomorphism \( \pi : \mathcal{A} \to \mathcal{B} \) and a completely contractive homomorphism \( \pi : \mathcal{A} \to \mathfrak{B} \) such that \( \|\pi^{(d)}(\mathcal{A})\| = \|\mathcal{A}\| \).
\[ \mathcal{L} = \bigoplus_{n=1}^{\infty} M_{r_n} = \left\{ t \in \prod_{n=1}^{\infty} M_{r_n} : \lim_{n \to \infty} \| \gamma_n(t) \| = 0 \right\}. \]

Before stating the result, we record a standard calculation.

**Lemma 4.2.** Let \( \mathfrak{A} \subset \prod_{n=1}^{\infty} M_{r_n} \) be a C*-algebra and let

\[ \kappa : \mathfrak{A} \to \mathfrak{A} / (\mathfrak{A} \cap \mathcal{L}) \]

be the quotient map. Then, we have that

\[ \| \kappa^{(d)}(A) \| = \limsup_{n \to \infty} \| \gamma_n^{(d)}(A) \| \]

for every \( A \in M_d(\mathfrak{A}) \) and every \( d \in \mathbb{N} \).

**Proof.** For convenience, we put \( \mathfrak{R} = \mathfrak{A} \cap \mathcal{L} \). Fix \( d \in \mathbb{N} \) and \( A \in M_d(\mathfrak{A}) \). Let

\[ T = [t_{jk}]^{d}_{j,k=1} \in M_d(\mathfrak{R}) \]

and let \( \delta > 0 \). Then, there is an \( N \in \mathbb{N} \) such that

\[ \| \gamma_n(t_{jk}) \| < \delta / d^2, \quad 1 \leq j, k \leq d \]

if \( n \geq N \). We have

\[ \| A + T \| = \sup_{n \in \mathbb{N}} \| \gamma_n^{(d)}(A + T) \| \]

\[ \geq \sup_{n \geq N} \| \gamma_n^{(d)}(A + T) \| \]

\[ \geq \sup_{n \geq N} \| \gamma_n^{(d)}(A) \| - \delta. \]

Thus, we find

\[ \| A + T \| \geq \inf_{m \in \mathbb{N}} \sup_{n \geq m} \| \gamma_n^{(d)}(A) \| - \delta \]

and since \( T \in M_d(\mathfrak{R}) \) is arbitrary, this means that

\[ \| \kappa^{(d)}(A) \| \geq \inf_{m \in \mathbb{N}} \sup_{n \geq m} \| \gamma_n^{(d)}(A) \| - \delta. \]

Next, we observe that the map

\[ (\mathfrak{A} + \mathcal{L}) / \mathcal{L} \to \mathfrak{A} / \mathfrak{R} \]

defined as

\[ (a + t) + \mathcal{L} \mapsto a + \mathfrak{R}, \quad a \in \mathfrak{A}, t \in \mathcal{L} \]
is a $\ast$-isomorphism [9, Corollary II.5.1.3], so that
\[ \|\kappa^{(d)}(A)\| = \inf\{\|A + L\| : L \in \mathbb{M}_d(\mathcal{L})\}. \]
There is $M \in \mathbb{N}$ with the property that
\[ \sup_{n \geq M} \|\gamma_{n}^{(d)}(A)\| \leq \inf_{m \in \mathbb{N}} \sup_{n \geq m} \|\gamma_{n}^{(d)}(A)\| + \delta. \]
For each $1 \leq j, k \leq d$, let $t_{jk} \in \mathcal{L}$ be defined as
\[ \gamma_n(t_{jk}) = \begin{cases} -\gamma_n(a_{jk}) & \text{if } n < M, \\ 0 & \text{otherwise}. \end{cases} \]
Put $T = [t_{jk}]_{j,k} \in \mathbb{M}_d(\mathcal{L})$ and note that
\[ \|A + T\| = \sup_{n \in \mathbb{N}} \|\gamma_n^{(d)}(A + T)\| \leq \sup_{n \geq M} \|\gamma_n^{(d)}(A)\| \leq \inf_{m \in \mathbb{N}} \sup_{n \geq m} \|\gamma_n^{(d)}(A)\| + \delta. \]
Thus,
\[ \|\kappa^{(d)}(A)\| = \inf\{\|A + L\| : L \in \mathbb{M}_d(\mathcal{L})\} \leq \inf_{m \in \mathbb{N}} \sup_{n \geq m} \|\gamma_{n}^{(d)}(A)\| + \delta. \]
We conclude that
\[ \inf_{m \in \mathbb{N}} \sup_{n \geq m} \|\gamma_{n}^{(d)}(A)\| - \delta \leq \|\kappa^{(d)}(A)\| \leq \inf_{m \in \mathbb{N}} \sup_{n \geq m} \|\gamma_{n}^{(d)}(A)\| + \delta. \]
Since $\delta > 0$ is arbitrary, the proof is complete.

We can now identify a sufficient condition for the norm of an element to be attained in a finite-dimensional representation. Roughly speaking, the condition says that the element must be small at infinity.

**Theorem 4.3.** Let $A \subset \prod_{n=1}^{\infty} \mathbb{M}_{r_n}$ be an operator algebra and let $\kappa : A \to A/(\mathcal{L} \cap A)$ denote the quotient map. Let $d \in \mathbb{N}$ and let $A \in \mathbb{M}_d(A)$ be an element with the property that $\|\kappa^{(d)}(A)\| < \|A\|$. Then, there is a finite-dimensional Hilbert space $\mathcal{F}$ and a completely contractive homomorphism $\pi : A \to B(\mathcal{F})$ such that $\|\pi^{(d)}(A)\| = \|A\|$.

**Proof.** By virtue of Lemma 4.2, we find that
\[ \inf_{m \in \mathbb{N}} \sup_{n \geq m} \|\gamma_{n}^{(d)}(A)\| < \|A\|. \]
On the other hand, we know that
\[ \|A\| = \sup_{n \in \mathbb{N}} \|\gamma_{n}^{(d)}(A)\|. \]
Thus, there is $m \in \mathbb{N}$ with the property that
\[ \max_{1 \leq n \leq m} \|\gamma_{n}^{(d)}(A)\| = \|A\| \]
which clearly implies the desired statement. □

If the sizes of the matrix algebras are bounded, more can be said.
Corollary 4.4. Assume that the sequence \((r_n)_n\) is bounded and let \(A \subset \prod_{n=1}^{\infty} M_{r_n}\) be an operator algebra. For every \(d \in \mathbb{N}\) and every \(A \in M_d(A)\), there is a finite-dimensional Hilbert space \(\mathcal{H}\) and a completely contractive homomorphism \(\pi : A \to B(\mathcal{H})\) such that \(\|\pi^{(d)}(A)\| = \|A\|\).

**Proof.** Fix \(d \in \mathbb{N}\) and \(A \in M_d(A)\). If
\[
\inf_{m \in \mathbb{N}} \sup_{n \geq m} \|\gamma_n^{(d)}(A)\| < \|A\|
\]
then the conclusion follows from Theorem 4.3. If, on the other hand,
\[
\inf_{m \in \mathbb{N}} \sup_{n \geq m} \|\gamma_n^{(d)}(A)\| = \|A\|
\]
then the conclusion follows as in the proof of [16, Proposition 3.5]. \(\square\)

We note that there are examples of RFD C*-algebras containing elements that do not attain their norms in a finite-dimensional representation [17, Theorem 4.4]. The full C*-algebra of the free group on two generators is such an example.

### 4.1. Examples of RFD operator algebras

The remainder of this section is devoted to studying residual finite-dimensionality in various concrete examples. First, we mention that the property of an operator algebra being RFD isn’t preserved by crossed products with groups. This is an immediate consequence of the so-called Takai duality [28, Theorem 4.4]. We refer the interested reader to [28] for details on these topics. For now, we turn to a widely studied class of operator algebras: the tensor algebras of C*-correspondences [38],[31]. We are interested in determining when these are RFD.

We briefly recall the relevant definitions; more details can be found in [31] or [13, Section 4.6] for instance. Let \(\mathfrak{A}\) be a C*-algebra and let \(X\) be a right Hilbert \(\mathfrak{A}\)-module. Denote by \(\mathcal{L}(X)\) the C*-algebra of adjointable operators on \(X\). If in addition there is a non-degenerate *-homomorphism \(\varphi_X : \mathfrak{A} \to \mathcal{L}(X)\) (which we think of as a left action of \(\mathfrak{A}\) on \(X\)), then \(X\) is called a C*-correspondence over \(\mathfrak{A}\). When there is no danger of confusion, \(\varphi_X\) is not mentioned explicitly.

It is possible to form direct sums and tensor products of C*-correspondences. Given a C*-correspondence \(X\), we can then define the Fock correspondence over \(X\) as
\[
\mathcal{F}_X := \mathfrak{A} \oplus \bigoplus_{n=1}^{\infty} X^\otimes n.
\]

The tensor algebra of \(X\) is the norm closed operator algebra \(\mathcal{T}_X^+ \subset \mathcal{L}(\mathcal{F}_X)\) generated by the image of the creation map \(t_\infty : X \to \mathcal{L}(\mathcal{F}_X)\) and the non-degenerate *-homomorphism \(\rho_\infty : \mathfrak{A} \to \mathcal{L}(\mathcal{F}_X)\) that gives rise to the natural left module action. The Toeplitz algebra is defined as \(\mathcal{T}_X = C^*(\mathcal{T}_X^+)\). In our analysis of the residual finite-dimensionality of \(\mathcal{T}_X^+\), we will not require the precise definitions of the maps \(t_\infty\) and \(\rho_\infty\), but we will require the following important properties. First we have that
\[
\rho_\infty(a)t_\infty(x) = t_\infty(\varphi_X(a)x), \quad t_\infty(x)\rho_\infty(a) = t_\infty(xa)
\]
for every \(a \in \mathfrak{A}\), \(x \in X\), and
\[
t_\infty(x_1)^*t_\infty(x_2) = \rho_\infty((x_1,x_2))
\]
for every \(x_1, x_2 \in X\). In fact, this says that the pair \((\rho_\infty,t_\infty)\) is an isometric representation of the C*-correspondence \(X\). One consequence of this is that \(\mathcal{T}_X^+\) is...
the closure of the subspace $\mathcal{T}_X^d \subset \mathcal{L}(\mathcal{F}_X)$ spanned by $\rho_\infty(\mathfrak{A})$ and elements of the form

$$t_\infty(x_1)t_\infty(x_2)\cdots t_\infty(x_n)$$

for some $n \in \mathbb{N}$ and $x_1, \ldots, x_n \in X$.

The following elementary observation, inspired by the argument given in [36, Theorem 4.1], will be very useful for us throughout the paper.

**Lemma 4.5.** Let $\mathcal{A} \subset B(\mathfrak{H})$ be a finite-dimensional operator algebra and let $d \in \mathbb{N}$. For each $1 \leq \nu \leq d$, let $r_\nu \in \mathbb{N}$ and let $x_{j,1}^{(\nu)}, \ldots, x_{j,N_j}^{(\nu)} \in B(\mathfrak{H})$ be arbitrary elements for every $1 \leq j \leq r_\nu$. For each $1 \leq \nu \leq d$, put

$$s_\nu = \sum_{j=1}^{r_\nu} x_{j,1}^{(\nu)} \cdots x_{j,N_j}^{(\nu)}.$$

Let $\Xi \subset \mathcal{H}$ be a finite subset. Then, there is a finite-dimensional subspace $\mathfrak{H} \subset \mathfrak{H}$ containing $\Xi$ that is invariant for $\mathcal{A}$ and such that

$$s_\nu \xi = \sum_{j=1}^{r_\nu} P_{\mathfrak{H}} x_{j,1}^{(\nu)} P_{\mathfrak{H}} x_{j,2}^{(\nu)} \cdots P_{\mathfrak{H}} x_{j,N_j}^{(\nu)} \xi$$

for every $1 \leq \nu \leq d$ and every $\xi \in \Xi$.

**Proof.** Define $\mathfrak{H}_0 \subset \mathfrak{H}$ to be the finite-dimensional subspace spanned by $\Xi$ and by $x_{j,k}^{(\nu)} x_{j,k+1}^{(\nu)} \cdots x_{j,N_j}^{(\nu)} \Xi$ for $1 \leq \nu \leq d, 1 \leq j \leq r_\nu, 1 \leq k \leq N_j$. Put $\mathfrak{H} = \mathfrak{H}_0 + \text{span}\, \mathfrak{A}\mathfrak{H}_0$. By construction, we see that $\mathfrak{H}$ is invariant for $\mathcal{A}$, and it is finite-dimensional since $\mathcal{A}$ and $\mathfrak{H}_0$ are. For each $1 \leq \nu \leq d$ and $\xi \in \Xi$, we observe now that

$$\sum_{j=1}^{r_\nu} P_{\mathfrak{H}} x_{j,1}^{(\nu)} P_{\mathfrak{H}} x_{j,2}^{(\nu)} \cdots P_{\mathfrak{H}} x_{j,N_j}^{(\nu)} \xi = \sum_{j=1}^{r_\nu} P_{\mathfrak{H}} x_{j,1}^{(\nu)} P_{\mathfrak{H}} x_{j,2}^{(\nu)} P_{\mathfrak{H}} x_{j,N_j}^{(\nu)} \xi + P_{\mathfrak{H}} x_{j,N_j}^{(\nu)} \cdots P_{\mathfrak{H}} x_{j,2}^{(\nu)} P_{\mathfrak{H}} x_{j,1}^{(\nu)} \xi$$

$$= \sum_{j=1}^{r_\nu} P_{\mathfrak{H}} x_{j,1}^{(\nu)} P_{\mathfrak{H}} x_{j,2}^{(\nu)} P_{\mathfrak{H}} x_{j,3}^{(\nu)} \cdots P_{\mathfrak{H}} x_{j,N_j}^{(\nu)} \xi + \cdots + P_{\mathfrak{H}} x_{j,N_j}^{(\nu)} \cdots P_{\mathfrak{H}} x_{j,2}^{(\nu)} P_{\mathfrak{H}} x_{j,1}^{(\nu)} \xi$$

and proceeding inductively we find

$$\sum_{j=1}^{r_\nu} P_{\mathfrak{H}} x_{j,1}^{(\nu)} P_{\mathfrak{H}} x_{j,2}^{(\nu)} \cdots P_{\mathfrak{H}} x_{j,N_j}^{(\nu)} \xi = s_\nu \xi.$$ 

We can now show that the tensor algebra of a C*-correspondence is RFD whenever the underlying C*-algebra is finite-dimensional. In fact, we can say something a bit finer.

**Theorem 4.6.** Let $\mathfrak{A}$ be a finite-dimensional C*-algebra and let $X$ be a C*-correspondence over $\mathfrak{A}$. Then, for every $d \in \mathbb{N}$ and every $S \in \text{Mat}_d(\mathcal{T}_X^d)$ there is a finite-dimensional Hilbert space $\mathfrak{H}$ and a completely contractive homomorphism $\pi : \mathcal{T}_X^d \to B(\mathfrak{H})$ with the property that $\|\pi^{(d)}(S)\| = \|S\|$. In particular, the tensor algebra $\mathcal{T}_X^d$ is RFD.
Proof: Fix $d \in \mathbb{N}$ and $S = [s_{\mu, \nu}]_{\mu, \nu} \in M_d(T_X)$. For each $1 \leq \mu, \nu \leq d$, there is a positive integer $r_{\mu, \nu}$, an element $a_{\mu, \nu} \in \mathfrak{A}$ and elements $x_{j,1}^{(\mu, \nu)}, \ldots, x_{j,N_j}^{(\mu, \nu)} \in X$ for every $1 \leq j \leq r_{\mu, \nu}$ such that
\[
s_{\mu, \nu} = \rho(\infty)(a_{\mu, \nu}) + \sum_{j=1}^{r_{\mu, \nu}} t_\infty(x_{j,1}^{(\mu, \nu)}) \cdots t_\infty(x_{j,N_j}^{(\mu, \nu)}).
\]

Note now that $\mathfrak{A}$ is unital, and since $\rho(\infty)$ is non-degenerate, it must also be unital. In particular, the Toeplitz algebra $T_X$ is unital. We may choose a state $\psi$ on $M_d(T_X)$ such that $\psi(S^*S) = \|S\|^2$. Let $\sigma : M_d(T_X) \to B(\tilde{\mathfrak{S}})$ be the associated GNS representation with cyclic unit vector $\xi \in \tilde{\mathfrak{S}}$. Then, we see that
\[
\|\sigma(S)\xi\|^2 = \psi(S^*S) = \|S\|^2.
\]

There is a Hilbert space $\tilde{\mathfrak{S}}'$, a unitary operator $U : \tilde{\mathfrak{S}} \to \tilde{\mathfrak{S}}^{(d)}$ and a unital $*$-homomorphism $\tau : T_X \to B(\tilde{\mathfrak{S}}')$ such that
\[
U \sigma(R) U^* = \tau^{(d)}(R), \quad R \in M_d(T_X).
\]

Write
\[
U \xi = \xi_1 \oplus \xi_2 \oplus \ldots \oplus \xi_d \in \tilde{\mathfrak{S}}^{(d)}
\]
and set $\Xi = \{\xi_1, \ldots, \xi_d\} \subset \tilde{\mathfrak{S}}$. By Lemma 4.5, there a finite-dimensional subspace $\mathfrak{Y} \subset \tilde{\mathfrak{S}}'$ containing $\Xi$ that is invariant for $\tau(\rho(\infty)(\mathfrak{A}))$ and such that
\[
\tau(s_{\mu, \nu}) \xi_m = P_\mathfrak{Y} \tau(\rho(\infty)(a_{\mu, \nu})) \xi_m + \sum_{j=1}^{r_{\mu, \nu}} P_\mathfrak{Y} \tau(t_\infty(x_{j,1}^{(\mu, \nu)})) P_\mathfrak{Y} \tau(t_\infty(x_{j,2}^{(\mu, \nu)})) P_\mathfrak{Y} \cdots P_\mathfrak{Y} \tau(t_\infty(x_{j,N_j}^{(\mu, \nu)})) \xi_m
\]
for every $1 \leq \mu, \nu \leq d$ and every $1 \leq m \leq d$. Define now maps $t : X \to B(\mathfrak{Y})$ and $\rho : \mathfrak{A} \to B(\mathfrak{Y})$ as
\[
t(x) = P_\mathfrak{Y} \tau(t_\infty(x))|_\mathfrak{Y}, \quad \rho(a) = P_\mathfrak{Y} \tau(\rho(\infty)(a))|_\mathfrak{Y}
\]
for every $a \in \mathfrak{A}$ and every $x \in X$. We see that
\[
\tau(s_{\mu, \nu}) \xi_m = \rho(a_{\mu, \nu}) \xi_m + \sum_{j=1}^{r_{\mu, \nu}} t(x_{j,1}^{(\mu, \nu)}) t(x_{j,2}^{(\mu, \nu)}) \cdots t(x_{j,N_j}^{(\mu, \nu)}) \xi_m
\]
for every $1 \leq \mu, \nu \leq d$ and every $1 \leq m \leq d$. Since $\mathfrak{Y}$ is invariant for $\tau(\rho(\infty)(\mathfrak{A}))$, we obtain that $\rho$ is a unital $*$-homomorphism, and that
\[
t(x) \rho(a) = P_\mathfrak{Y} \tau(t_\infty(x)) P_\mathfrak{Y} \tau(\rho(\infty)(a))|_\mathfrak{Y} = P_\mathfrak{Y} \tau(t_\infty(xa))|_\mathfrak{Y} = t(xa)
\]
while
\[
\rho(a) t(x) = P_\mathfrak{Y} \tau(\rho(\infty)(a)) P_\mathfrak{Y} \tau(t_\infty(x))|_\mathfrak{Y} = P_\mathfrak{Y} \tau(\rho(\infty)(ta))|_\mathfrak{Y} = P_\mathfrak{Y} \tau(t_\infty(\varphi_X(a)x))|_\mathfrak{Y} = t(\varphi_X(a)x)
\]
for every $a \in \mathfrak{A}$ and every $x \in X$. By [31, Theorem 3.10], we conclude that there is a completely contractive homomorphism $\pi : T_X^+ \to B(\mathfrak{Y})$ such that
\[
\pi(\rho(\infty)(a)) = \rho(a), \quad \pi(t_\infty(x)) = t(x)
\]
for every $a \in \mathfrak{A}$ and every $x \in X$. In particular, we see that
\[
\pi(s_{\mu,\nu})\xi_m = \rho(a_{\mu,\nu})\xi_m + \sum_{j=1}^{r_{\mu,\nu}} t(x_{j,1}^{(\mu,\nu)})t(x_{j,2}^{(\mu,\nu)}) \cdots t(x_{j,N_j}^{(\mu,\nu)})\xi_m = \tau(s_{\mu,\nu})\xi_m
\]
for every $1 \leq \mu, \nu \leq d$ and every $1 \leq m \leq d$. This means that
\[
\pi^{(d)}(S)U\xi = \tau^{(d)}(S)U\xi
\]
hence
\[
\|\pi^{(d)}(S)\| \geq \|\tau^{(d)}(S)U\xi\| = \|U\sigma(S)\xi\| = \|S\|
\]
and $\|\pi^{(d)}(S)\| = \|S\|$, which establishes the first statement. The second follows immediately, since $\mathcal{T}_X^+$ is dense in $\mathcal{T}_X^+$.

Given a C*-correspondence $X$ over $\mathfrak{A}$, it is known that $\mathcal{T}_X^+ \cap (\mathcal{T}_X^+)^* = \mathfrak{A}$ [28, page 10]. In view of Theorem 4.6, one may wonder whether, for a general operator algebra $\mathcal{A}$, the fact that the C*-algebra $\mathcal{A} \cap \mathcal{A}^*$ is finite-dimensional implies that $\mathcal{A}$ is necessarily RFD. We show that this is not the case.

**Example 2.** Let $\mathfrak{H}$ be an infinite-dimensional separable Hilbert space. Let $\mathcal{A} \subset B(\mathfrak{H}^{(3)})$ be the operator algebra consisting of elements of the form
\[
\begin{bmatrix}
0 & r & s \\
0 & 0 & t \\
0 & 0 & 0
\end{bmatrix}, \quad r, s, t \in B(\mathfrak{H}).
\]
Then, $\mathcal{A} \cap \mathcal{A}^* = \{0\}$ yet we claim that $\mathcal{A}$ is not RFD.

To see this, let $\theta : \mathcal{A} \to B(\mathfrak{H})$ be a completely contractive homomorphism such that
\[
\theta \left( \begin{bmatrix} 0 & 0 & I \\ 0 & 0 & 0 \\ 0 & 0 & 0 \end{bmatrix} \right) \neq 0.
\]
There are completely contractive linear maps
\[
\theta_{12}, \theta_{13}, \theta_{23} : B(\mathfrak{H}) \to B(\mathfrak{H})
\]
such that
\[
\theta_{12}(t) = \theta \left( \begin{bmatrix} 0 & t & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 0 \end{bmatrix} \right), \quad \theta_{13}(t) = \theta \left( \begin{bmatrix} 0 & 0 & t \\ 0 & 0 & 0 \\ 0 & 0 & 0 \end{bmatrix} \right), \quad \theta_{23}(t) = \theta \left( \begin{bmatrix} 0 & 0 & 0 \\ 0 & 0 & t \\ 0 & 0 & 0 \end{bmatrix} \right)
\]
for every $t \in B(\mathfrak{H})$. Since $\theta$ is multiplicative, we find
\[
\theta_{ij}(r)\theta_{ij}(s) = 0, \quad r, s \in B(\mathfrak{H})
\]
for every $i, j$, while
\[
\theta_{12}(r)\theta_{23}(s) = \theta_{13}(rs), \quad r, s \in B(\mathfrak{H}).
\]
By choice of $\theta$, we know that $\theta_{13}(I) \neq 0$. Choose a sequence of partial isometries $(v_n)_n$ in $B(\mathfrak{H})$ with the property that $v_n v_n^* = I$ and $v_n v_k^* = 0$ for every $k \neq n$ and for every $n \in \mathbb{N}$. Let $c_1, \ldots, c_m \in \mathbb{C}$ such that
\[
\sum_{n=1}^{m} c_n \theta_{12}(v_n) = 0.
\]
Thus, for each $1 \leq k \leq m$ we find

$$c_k \theta_{13}(I) = c_k \theta_{13}(v_k v_k^*) = \sum_{n=1}^{m} c_n \theta_{13}(v_n v_k^*)$$

$$= \left( \sum_{n=1}^{m} c_n \theta_{12}(v_n) \right) \theta_{23}(v_k^*) = 0$$

which forces $c_k = 0$. Hence, $\{\theta_{12}(v_n) : n \in \mathbb{N}\}$ is a linearly independent set in $B(\mathfrak{F})$, so that $\mathfrak{F}$ is infinite-dimensional. □

As an application, we next consider a noteworthy special class of $C^*$-correspondences. Let $G = (E, V, s, r)$ be a countable directed graph. Let $c_{00}(E)$ denote the algebra of finitely supported functions on $E$. Let $c_0(V)$ denote the $C^*$-algebra obtained by taking the uniform closure of $c_{00}(V)$. We may define a $c_0(V)$-bimodule structure on $c_{00}(E)$ by setting

$$(a \cdot x \cdot b)(e) = a(r(e))x(e)b(s(e)), \quad e \in E$$

for every $a, b \in c_0(V)$ and every $x \in c_{00}(E)$. We may also define a $c_0(V)$-valued inner product on $c_{00}(E)$ by setting

$$\langle x, y \rangle (v) = \sum_{e \in s^{-1}(v)} x(e) y(e), \quad v \in V$$

for every $x, y \in c_{00}(E)$. Upon applying a standard completion procedure, we obtain a $C^*$-correspondence $X_G$ over $c_0(V)$, called the graph correspondence of $G$. See [13, Example 4.6.13] for more detail.

For our purposes, we will require the following observations. Fix a finite subset $F \subset V$. Extending functions by 0 outside of $F$ and $V \setminus F$ respectively, we view $c_0(F)$ and $c_0(V \setminus F)$ as closed two-sided ideals of $c_0(V)$ such that

$$c_0(V) = c_0(F) \oplus c_0(V \setminus F).$$

A similar decomposition holds for the $C^*$-correspondence $X_G$. Indeed, let

$$E_F = \{ e \in E : s(e), r(e) \in F \}.$$

Extending functions by 0 outside of $E_F$ and $E \setminus E_F$ respectively, we see that $c_{00}(E_F)$ and $c_{00}(E \setminus E_F)$ are submodules of $c_{00}(E)$. Furthermore, for $x, y \in c_{00}(E)$ we note that

$$\langle x, y \rangle = \langle x|_{E_F}, y|_{E_F} \rangle + \langle x|_{E \setminus E_F}, y|_{E \setminus E_F} \rangle.$$ Let $H = (E_F, F, s, r)$ and let $Y \subset X_G$ denote the closure of $c_{00}(E \setminus E_F)$. Then, $X_H$ and $Y$ are submodules of $X_G$ with

$$X_G = X_H \oplus Y.$$ With these preliminaries out of the way, we can prove the following.

**Theorem 4.7.** Let $G = (E, V, s, r)$ be a directed graph and let $X_G$ be the associated graph correspondence. Then, $\mathcal{T}^+_{X_G}$ is RFD.

**Proof.** We use the same notation as in the discussion preceding the theorem. Fix a finite subset $F \subset V$ and let

$$\rho^E_F : c_0(F) \rightarrow \mathcal{L}(\mathcal{F}_X)$$

and

$$\iota^F_X : X_H \rightarrow \mathcal{L}(\mathcal{F}_X)$$
denote the usual maps giving rise to the tensor algebra of $X_H$. Let $\gamma_F : c_0(V) \to c_0(F)$ and $\delta \circ t_{X_G} \to X_H$ be the projections onto the appropriate submodule obtained via restriction, as above. It is easily seen that

$$\gamma_F(a)\delta_F(x) = \delta_F(a \cdot x), \quad \delta(x)\gamma_F(a) = \delta_F(x \cdot a)$$

for every $a \in c_0(V)$ and $x \in X_G$. By [31, Theorem 3.10], we find a completely contractive homomorphism $\pi_F : T_{X_G}^+ \to T_{X_F}^+$ such that

$$\pi_F(\rho_\infty(a)) = \rho_\infty(\gamma_F(a)), \quad \pi_F(t_\infty(x)) = t_\infty(\delta_F(x))$$

for every $a \in c_0(V)$ and $x \in X_G$.

Next, let $D = \rho_\infty(c_0(F)F_{X_G})$. Since $c_0(F)$ is an ideal in $c_0(V)$, we infer that $D$ is invariant for $\rho_{\infty}(c_0(V))$, and that the map

$$b \mapsto b|_D, \quad b \in c_0(F)$$

is a non-degenerate $\ast$-homomorphism. We claim now that $D$ is invariant for $t_\infty(X_F)$ and $t_\infty(X_F)^\ast$. To see this, first note that if $x \in X_F$ and $a \in c_0(V)$, then

$$a \cdot x = \gamma_F(a) \cdot x, \quad x \cdot a = x \cdot \gamma_F(a)$$

by definition of $E_F$. Let $(e_\lambda)_{\lambda \in \Lambda}$ be a contractive approximate identity for $c_0(V)$ and recall that $\rho_{\infty}$ is non-degenerate so $\rho_{\infty}(c_0(V))F_{X_G}$ is dense in $F_{X_G}$. In particular, this means that

$$\lim_{\lambda \in \Lambda} \rho_{\infty}(e_\lambda)h = h$$

for every $h \in F_{X_G}$. Thus, for $y \in X_F$ and $h \in F_{X_G}$ we find

$$t_\infty(y)h = \lim_{\lambda \in \Lambda} \rho_{\infty}(e_\lambda)t_\infty(y)h = \lim_{\lambda \in \Lambda} t_\infty(e_\lambda \cdot y)h$$

and

$$t_\infty(y)^*h = \lim_{\lambda \in \Lambda} \rho_{\infty}(e_\lambda)t_\infty(y)^*h = \lim_{\lambda \in \Lambda} t_\infty(y\cdot e_\lambda^*)h$$

$$= \lim_{\lambda \in \Lambda} (t_\infty(y)^* \rho_{\infty}(e_\lambda))h$$

whence $t_\infty(y)h, t_\infty(y)^*h \in D$. We conclude that

$$t_\infty(X_F)F_{X_G} \subset D \quad \text{and} \quad t_\infty(X_F)^*F_{X_G} \subset D$$

so in particular $D$ is invariant for $t_\infty(X_F)$ and $t_\infty(X_F)^\ast$, and the claim is established. Invoking [31, Theorem 3.10] again, we find a completely contractive homomorphism $\sigma_F : T_{X_F}^+ \to \mathcal{L}(D)$ such that

$$\sigma_F(\rho_\infty(b)) = \rho_{\infty}(b)|_D, \quad \sigma_F(t_\infty(y)) = t_\infty(y)|_D$$

for every $b \in c_0(F)$ and $y \in X_F$. Denote by $T_F \subset T_{X_G}^+$ the algebra generated by $\rho_{\infty}(c_0(F))$ and $t_\infty(X_F)$. Then, we find that

$$\sigma_F \circ \pi_F(s) = s|_D$$

for every $s \in T_F$. Moreover, for $s \in T_F$ we find

$$s \rho_{\infty}(e_\lambda) = s \rho_{\infty}(\gamma_F(e_\lambda))$$
for every $\lambda \in \Lambda$. Since $\rho_{\infty}(c_0(V))F_{X_G}$ is dense in $F_{X_G}$, we conclude that the map
\[ s \mapsto s|_D, \quad s \in T_F \]
is completely isometric, and thus $\sigma_F \circ \pi_F$ is completely isometric on $T_F$. In turn, this forces $\pi_F$ to be completely isometric on $T_F$.

Finally, define
\[ \pi: T_{X_G}^+ \to \prod_{F \subset V \text{ finite}} T_{X_F}^+ \]
as
\[ \pi(s) = \bigoplus_{F \subset V \text{ finite}} \pi_F(s), \quad s \in T_{X_G}^+. \]

Clearly, $\pi$ is a completely contractive homomorphism. For each finite subset $F \subset V$, the $C^*$-algebra $c_0(F)$ is finite-dimensional, whence $T_{X_F}^+$ is RFD by Theorem 4.6. Thus, to complete the proof it suffices to show that $\pi$ is completely isometric. To see this, fix $S \in M_d(T_{X_G}^+)$ and $\varepsilon > 0$. Note now that $c_0(V) = \bigcup_{F \subset V \text{ finite}} c_0(F)$, so
\[ c_0(V) = \bigcup_{F \subset V \text{ finite}} c_0(F), \quad X_G = \bigcup_{F \subset V \text{ finite}} X_F. \]

Thus, we may find a finite subset $F \subset V$ and an element $S' \in M_d(T_F)$ such that $\|S - S'\| < \varepsilon$. Using that $\pi$ is completely isometric on $T_F$, we obtain
\[ \|\pi_F(d)(S)\| \geq \|\pi(d)(S')\| - \varepsilon = \|S'\| - \varepsilon \geq \|S\| - 2\varepsilon. \]

This shows that $\pi$ is completely isometric. \qed

We have demonstrated that there is a large class of tensor algebras of $C^*$-correspondences that are RFD. Ultimately, one would wish to determine whether it is enough for the $C^*$-algebra $\mathfrak{A}$ to be RFD in order for the tensor algebra of a $C^*$-correspondence over $\mathfrak{A}$ to be RFD. We end this section with one more positive step towards answering this question.

**Theorem 4.8.** Let $\mathfrak{A}$ be a $C^*$-algebra which we view as a $C^*$-correspondence over itself. Then, $C_\epsilon^*(T_{\mathfrak{A}}^+)$ is RFD if and only if $\mathfrak{A}$ is RFD.

**Proof.** Assume first that $C_\epsilon^*(T_{\mathfrak{A}}^+)$ is RFD. Therefore, $T_{\mathfrak{A}}^+$ is also RFD. It is easily verified that $\rho_{\infty}$ is injective in this situation, so that $\mathfrak{A} \cong \rho_{\infty}(\mathfrak{A})$. Since $\rho_{\infty}(\mathfrak{A})$ is a subalgebra of $T_{\mathfrak{A}}^+$, we infer that $\mathfrak{A}$ is RFD. Conversely, assume that $\mathfrak{A}$ is RFD. In [31, Example 2.6] it is pointed out that $T_{\mathfrak{A}}^+$ is completely isometrically isomorphic to $\mathfrak{A} \times_{id} \mathbb{Z}^+$. In turn, by [31, Corollary 6.9] (see also [18, Theorem 4.1]), we obtain
\[ C_\epsilon^*(T_{\mathfrak{A}}^+) \cong \mathfrak{A} \otimes_{\text{max}} C(\mathbb{T}). \]

Using that $C(\mathbb{T})$ is a nuclear $C^*$-algebra and invoking [32, Proposition 12.5], we infer
\[ C_\epsilon^*(T_{\mathfrak{A}}^+) \cong C(\mathbb{T}; \mathfrak{A}). \]

Now, $\mathfrak{A}$ is assumed to be RFD, and thus so is $C(\mathbb{T}; \mathfrak{A})$. We conclude that $C_\epsilon^*(T_{\mathfrak{A}}^+)$ is RFD. \qed
5. Residual finite-dimensionality of the maximal $C^*$-cover

In this section, we explore the residual finite-dimensionality of the maximal $C^*$-cover of an operator algebra $A$. Since the embedding $\mu : A \to C^\text{max}_*(A)$ is a completely isometric homomorphism, $A$ being RFD is a necessary condition for $C^\text{max}_*(A)$ to be RFD. In light of [36, Theorem 4.1], this shows that residual finite-dimensionality of the maximal $C^*$-cover is more nuanced than that of the free $C^*$-algebra of an operator space. We begin our analysis by considering the case where $A$ is finite-dimensional. For convenience, we let $C\langle A, A^* \rangle \subset C^\text{max}_*(A)$ denote the linear span of words in the elements of $\mu(A) \cup \mu(A)^*$. Recall that $C^\text{max}_*(A) = C^*(\mu(A))$, so that $C\langle A, A^* \rangle$ is dense in $C^\text{max}_*(A)$. The following argument is very similar to that used in the proof of Theorem 4.6.

**Theorem 5.1.** Let $A$ be a finite-dimensional operator algebra. Then, for every $s \in C\langle A, A^* \rangle$ there is a finite-dimensional Hilbert space $F$ and a $*$-homomorphism $\pi : C^\text{max}_*(A) \to B(F)$ with the property that $\|\pi(s)\| = \|s\|$. In particular, the algebra $C^\text{max}_*(A)$ is RFD.

**Proof.** Upon identifying $A$ with $\mu(A)$, we may assume that $A \subset C^\text{max}_*(A)$. Assume further that $C^\text{max}_*(A)$ is concretely represented on some Hilbert space $H$. Fix $s \in C\langle A, A^* \rangle$. We may write

$$s = \sum_{j=1}^r c_1^{(j)} c_2^{(j)} \cdots c_N^{(j)}$$

where $c_k^{(j)} \in A \cup A^*$ for $1 \leq k \leq N_j, 1 \leq j \leq r$. Let $\psi$ be a state on $C^\text{max}_*(A) + \mathbb{C}I_H$ such that $\psi(s^* s) = \|s\|^2$. Let $\sigma : C^\text{max}_*(A) + \mathbb{C}I_H \to B(H_\psi)$ be the associated GNS representation with cyclic unit vector $\xi \in H_\psi$. Then, we see that

$$\|\sigma(s)\xi\|^2 = \psi(s^* s) = \|s\|^2.$$ 

By Lemma 4.5, there is a finite-dimensional subspace $\mathfrak{F} \subset H_\psi$ containing $\xi$ that is invariant for $\sigma(A)$ and such that

$$\sigma(s)\xi = \sum_{j=1}^r P_{\mathfrak{F}} \sigma(c_1^{(j)}) P_{\mathfrak{F}} \sigma(c_2^{(j)}) P_{\mathfrak{F}} \cdots P_{\mathfrak{F}} \sigma(c_N^{(j)})\xi.$$ 

Since $\mathfrak{F}$ is invariant for $\sigma(A)$, the map

$$a \mapsto P_{\mathfrak{F}} \sigma(a)|_{\mathfrak{F}}, \ a \in A$$

is a completely contractive homomorphism, whence there is a $*$-homomorphism $\pi : C^\text{max}_*(A) \to B(\mathfrak{F})$ such that

$$\pi(a) = P_{\mathfrak{F}} \sigma(a)|_{\mathfrak{F}}, \ a \in A.$$ 

In particular, we see that

$$\pi(a^*) = P_{\mathfrak{F}} \sigma(a^*)|_{\mathfrak{F}}, \ a \in A.$$
and since each element $c_{k}^{(j)}$ belongs to $A \cup A^*$, we obtain
\[
\pi(s)\xi = \sum_{j=1}^{r} \pi(c_{1}^{(j)})\pi(c_{2}^{(j)}) \cdots \pi(c_{N}^{(j)})\xi \\
= \sum_{j=1}^{r} P_{3}\sigma(c_{1}^{(j)})P_{3}\sigma(c_{2}^{(j)})P_{3} \cdots P_{3}\sigma(c_{N}^{(j)})\xi \\
= \sigma(s)\xi.
\]
This means that
\[
\|\pi(s)\| \geq \|\sigma(s)\| = \|s\|
\]
whence $\|\pi(s)\| = \|s\|$, which establishes the first statement. The second follows immediately, since $C_{\pi}(A, A^*)$ is dense in $C_{\pi}^{*}(A)$.

\[\square\]

The following fact, which is most likely known to experts, provides motivation for what is to come.

**Theorem 5.2.** For each $n \in \mathbb{N}$, let $A_{n}$ be a unital operator algebra and let $A = \bigoplus_{n=1}^{\infty} A_{n}$. Then, $C_{\pi}^{*}(A) \cong \bigoplus_{n=1}^{\infty} C_{\pi}^{*}(A_{n})$.

**Proof.** For each $n \in \mathbb{N}$, the algebra $A_{n}$ is naturally embedded in $A$, and accordingly we let $E_{n} \in A$ denote the unit of $A_{n}$. Given $a \in A$, we then have that $E_{n} a E_{n} \in A_{n}$ for each $n \in \mathbb{N}$ and
\[
a = \bigoplus_{n=1}^{\infty} E_{n} a E_{n} = \lim_{N \to \infty} \bigoplus_{n=1}^{N} E_{n} a E_{n}
\]
where the limit exists in the norm topology. Let
\[
\mu : A \to C_{\pi}^{*}(A) \quad \text{and} \quad \mu_{n} : A_{n} \to C_{\pi}^{*}(A_{n})
\]
denote the canonical embeddings. The map
\[
\varphi : A \to \bigoplus_{n=1}^{\infty} C_{\pi}^{*}(A_{n})
\]
defined as
\[
\varphi(a) = \bigoplus_{n=1}^{\infty} \mu_{n}(E_{n} a E_{n}), \quad a \in A
\]
is a completely contractive homomorphism. Thus, there is a $*$-homomorphism
\[
\pi : C_{\pi}^{*}(A) \to \bigoplus_{n=1}^{\infty} C_{\pi}^{*}(A_{n})
\]
with the property that $\pi \circ \mu = \varphi$. On the other hand, for each $n \in \mathbb{N}$ we define a completely contractive homomorphism
\[
\psi_{n} : A_{n} \to C_{\pi}^{*}(A)
\]
as
\[
\psi_{n}(a) = \mu(a), \quad a \in A_{n}.
\]
Thus, there is a $*$-homomorphism
\[
\sigma_{n} : C_{\pi}^{*}(A_{n}) \to C_{\pi}^{*}(A)
\]
such that $\sigma_{n} \circ \mu_{n} = \psi_{n}$. For each $n \in \mathbb{N}$, put $P_{n} = \mu(E_{n})$ which is a contractive idempotent, and thus a self-adjoint projection. Then, $\{P_{n} : n \in \mathbb{N}\}$ is a collection of pairwise orthogonal projections in $C_{\pi}^{*}(A)$. We obtain a $*$-homomorphism
\[
\sigma : \bigoplus_{n=1}^{\infty} C_{\pi}^{*}(A_{n}) \to C_{\pi}^{*}(A)
\]
by setting
\[ \sigma(\oplus_{n=1}^\infty t_n) = \oplus_{n=1}^\infty P_n \sigma_n(t_n) P_n \]
for every \( \oplus_{n=1}^\infty t_n \in \oplus_{n=1}^\infty C^*_n(\mathcal{A}_n) \). For \( a \in \mathcal{A} \) we compute
\[
(\sigma \circ \pi)(\mu(a)) = \sigma(\varphi(a)) = \sigma(\oplus_{n=1}^\infty \mu_n(E_n a E_n)) \\
= \oplus_{n=1}^\infty P_n \sigma_n(\mu_n(E_n a E_n))P_n = \oplus_{n=1}^\infty P_n \psi_n(E_n a E_n)P_n \\
= \oplus_{n=1}^\infty P_n \mu(E_n a E_n)P_n = \oplus_{n=1}^\infty \mu(E_n a E_n) \\
= \lim_{N \to \infty} \mu \left( \bigoplus_{n=1}^N E_n a E_n \right) \\
= \mu(a)
\]
where the limit exists in the norm topology. Next, for \( \oplus_{n=1}^\infty \mu_n(a_n) \in \oplus_{n=1}^\infty \mu_n(\mathcal{A}_n) \) we find
\[
(\pi \circ \sigma)(\oplus_{n=1}^\infty \mu_n(a_n)) = \pi \left( \bigoplus_{n=1}^\infty P_n \psi_n(a_n)P_n \right) \\
= \pi \left( \bigoplus_{n=1}^\infty P_n \mu(a_n)P_n \right) = \pi \left( \bigoplus_{n=1}^\infty \mu(\psi_n(a_n)E_n) \right) \\
= \pi \left( \bigoplus_{n=1}^\infty \mu(a_n) \right) = \lim_{N \to \infty} (\pi \circ \mu)(\bigoplus_{n=1}^N a_n) \\
= \varphi(\bigoplus_{n=1}^\infty a_n) = \bigoplus_{n=1}^\infty \varphi(a_n) \\
= \bigoplus_{n=1}^\infty \mu(a_n)
\]
where once again the limit exists in the norm topology. Thus, we conclude that \( \pi \) is a \(*\)-isomorphism.

One easy consequence goes as follows.

**Corollary 5.3.** Let \( \mathcal{A} \) be an operator algebra which can be written as \( \mathcal{A} = \oplus_{n=1}^\infty \mathcal{A}_n \), where \( \mathcal{A}_n \) is a unital finite-dimensional operator algebra for each \( n \in \mathbb{N} \). Then, \( C^*_\text{max}(\mathcal{A}) \) is RFD.

**Proof.** By Theorem 5.1, we see that \( C^*_\text{max}(\mathcal{A}_n) \) is RFD for every \( n \in \mathbb{N} \), whence \( C^*_\text{max}(\mathcal{A}) \) is RFD by Theorem 5.2.

This corollary says that for special RFD operator algebras \( \mathcal{A} \), we can guarantee that \( C^*_\text{max}(\mathcal{A}) \) is RFD. The following example, inspired by multivariate operator theoretic considerations, supports the possibility that this may be a manifestation of a general phenomenon.

**Example 3.** Let \( d \geq 1 \) be an integer and let \( \mathbb{F}_d^+ \) denote the free semigroup on the generators \( \{1, \ldots, d\} \). For each word \( w \in \mathbb{F}_d^+ \), we let \( \delta_w \in \ell^2(\mathbb{F}_d^+) \) denote the characteristic function of \( \{w\} \). Thus, \( \{\delta_w : w \in \mathbb{F}_d^+\} \) is an orthonormal basis of \( \ell^2(\mathbb{F}_d^+) \). For each \( 1 \leq k \leq d \), we define an isometry \( L_k \in B(\ell^2(\mathbb{F}_d^+)) \) such that \( L_k \delta_w = \delta_{kw} \) for every \( w \in \mathbb{F}_d^+ \). We note that
\[
\sum_{k=1}^d L_k L_k^* \leq I.
\]
Then, Popescu’s disc algebra \( \mathfrak{A}_d \subset B(\ell^2(\mathbb{F}_d^+)) \) is the norm closed unital operator algebra generated by \( L_1, \ldots, L_d \) [39]. When \( d = 1 \), the algebra \( \mathfrak{A}_1 \) can be identified with the classical disc algebra, consisting of those continuous functions on the closed complex unit disc that are holomorphic in the interior.
We claim first that $\mathfrak{A}_d$ is RFD. To see this, note that $\mathfrak{A}_d$ can be identified with the tensor algebra of the $C^*$-correspondence $\mathbb{C}^d$ over $\mathbb{C}$ [31, Example 2.7]. Thus, $\mathfrak{A}_d$ is RFD by virtue of Theorem 4.6. Next, we proceed to verify that $C^*_{\max}(\mathfrak{A}_d)$ is RFD. For that purpose, we will need the following important universality property of $\mathfrak{A}_d$. Let $\mathcal{H}$ be a Hilbert space and let $T_1, \ldots, T_d \in B(\mathcal{H})$ be operators such that

$$\sum_{k=1}^d T_k T_k^* \leq I.$$  

In other words, the row operator $T = (T_1, \ldots, T_d) : \mathcal{H} \rightarrow \mathcal{H}$ is contractive. Then, there is a unital completely contractive homomorphism $\varPhi_T : \mathfrak{A}_d \rightarrow B(\mathcal{H})$ with the property that $\varPhi_T(L_k) = T_k$ for every $1 \leq k \leq d$ [40, Theorem 2.1]. Using that $(L_1, \ldots, L_d)$ is contractive, it is now straightforward to verify that $C^*_{\max}(\mathfrak{A}_d)$ is $*$-isomorphic to the free $C^*$-algebra of the operator algebra $\mathfrak{A}_d$. Thus, $C^*_{\max}(\mathfrak{A}_d)$ is RFD by [36, Theorem 4.1].

Unfortunately, the general situation is more complicated and we briefly indicate why by discussing two related settings.

When $d > 1$, Popescu’s disc algebra $\mathfrak{A}_d$ can be checked to be non-commutative. Notably, there is commutative version of it that acts on the symmetric Fock space over $\mathbb{C}^d$ instead of the full one [7], [20]. It is typically denoted by $\mathfrak{A}_d$, and it is easily checked to be RFD; more generally one could also invoke [30, Example 5.2]. Much as $\mathfrak{A}_d$ is universal for the so-called row contractions, the algebra $\mathfrak{A}_d$ is universal for commuting row contractions [7, Theorem 6.2]. This commutativity requirement prevents a direct adaptation of the previous argument, and in particular we do not know whether $C^*_{\max}(\mathfrak{A}_d)$ is RFD when $d > 1$.

Another example is that of the bidisc algebra $A(\mathbb{D}^2)$. As a uniform algebra, $A(\mathbb{D}^2)$ is clearly RFD as its characters completely norm it. Furthermore, a classical inequality due to Ando [2] shows that $A(\mathbb{D}^2)$ is universal for pairs of commuting contractions. Once again, this commutativity requirement complicates things and it does not appear to be known whether $C^*_{\max}(A(\mathbb{D}^2))$ is RFD.

In view of these difficulties, we close this section by identifying a condition under which an RFD operator algebra $\mathcal{A}$ has the property that $C^*_{\max}(\mathcal{A})$ is also RFD. We start by recording an elementary fact.

**Lemma 5.4.** Let $\mathcal{H}$ be a Hilbert space and let $(x_\lambda)_{\lambda \in \Lambda}$ be a net of contractions in $B(\mathcal{H})$. Let $\mathfrak{M} \subset \mathcal{H}$ be a closed subspace which is invariant for $\{x_\lambda : \lambda \in \Lambda\}$ and such that $\mathfrak{M} \perp \cap_{\lambda \in \Lambda} \ker x_\lambda^*$. Assume that $(x_\lambda P_{\mathfrak{M}})_{\lambda \in \Lambda}$ converges to $P_{\mathfrak{M}}$ in the weak operator topology. Then, $(x_\lambda)_{\lambda \in \Lambda}$ converges to $P_{\mathfrak{M}}$ in the weak operator topology.

**Proof.** By compactness of the closed unit ball in the weak operator topology, it suffices to show that $P_{\mathfrak{M}}$ is the only cluster point of $(x_\lambda)_{\lambda \in \Lambda}$ in the weak operator topology. Let $x \in B(\mathcal{H})$ be such a cluster point. We know that $P_{\mathfrak{M}} x_\lambda P_{\mathfrak{M}} = x_\lambda P_{\mathfrak{M}}$ for every $\lambda \in \Lambda$. Using that $(x_\lambda P_{\mathfrak{M}})_{\lambda \in \Lambda}$ converges to $P_{\mathfrak{M}}$ in the weak operator topology, we conclude that $P_{\mathfrak{M}} x P_{\mathfrak{M}} = P_{\mathfrak{M}}$. Moreover, $\mathfrak{M} \perp \subset \ker x_\lambda^*$ so that $x_\lambda^*(I - P_{\mathfrak{M}}) = 0$ for every $\lambda \in \Lambda$, and thus $(I - P_{\mathfrak{M}}) x = 0$. Thus, we infer that

$$x = P_{\mathfrak{M}} x = P_{\mathfrak{M}} x P_{\mathfrak{M}} + P_{\mathfrak{M}} x (I - P_{\mathfrak{M}}) = P_{\mathfrak{M}} + P_{\mathfrak{M}} x (I - P_{\mathfrak{M}})$$

and consequently

$$xx^* = P_{\mathfrak{M}} + P_{\mathfrak{M}} x (I - P_{\mathfrak{M}}) x^* P_{\mathfrak{M}}.$$
On the other hand, since each $x_\lambda$ is a contraction we must have that $x x^* \leq I$ and therefore

$$P_{2R} + P_{2R} x(I - P_{2R}) x^* P_{2R} \leq P_{2R}$$

which forces $P_{2R} x(I - P_{2R}) = 0$. Consequently, we have $x = P_{2R}$.

Recall now that an operator algebra $A$ is said to admit a **contractive approximate identity** if there is a net of contractions $(e_\lambda)_{\lambda \in \Lambda}$ in $A$ such that for every $a \in A$, the nets $(e_\lambda a)_{\lambda \in \Lambda}$ and $(ae_\lambda)_{\lambda \in \Lambda}$ converge to $a$ in norm.

**Theorem 5.5.** Let $A$ be an operator algebra. For every $n \in \mathbb{N}$, let $J_n \subset A$ be a closed two-sided ideal of $A$ with a contractive approximate identity $(e_\lambda^{(n)})_{\lambda \in \Lambda_n}$. Assume that for every $a \in A$ we have

$$\lim_{n \to \infty} \liminf_{\lambda \in \Lambda_n} \|ae_\lambda^{(n)}\| = 0 \quad \text{and} \quad \lim_{n \to \infty} \liminf_{\lambda \in \Lambda_n} \|e_\lambda^{(n)} a\| = 0.$$  

Assume also that $A/J_n$ is finite-dimensional for every $n \in \mathbb{N}$. Then, $C^*_\text{max}(A)$ is RFD.

**Proof.** The assumptions on $A$ are invariant under completely isometric isomorphisms, so we may assume that $A \subset C^*_\text{max}(A) \subset B(E)$ for some Hilbert space $E$. Since $C(A, A^*)$ is dense in $C^*_\text{max}(A)$, it suffices to fix $s \in C(A, A^*)$ with $\|s\| = 1$ and $\varepsilon > 0$, and to find a finite-dimensional Hilbert space $F$ and a $*$-homomorphism $\pi : C^*_\text{max}(A) \to B(F)$ such that $\|\pi(s)\| \geq 1 - \varepsilon$. Write

$$s = \sum_{j=1}^r c_1^{(j)} c_2^{(j)} \cdots c_{N_j}^{(j)}$$

where $c_k^{(j)} \in A \cup A^*$ for $1 \leq k \leq N_j, 1 \leq j \leq r$. Choose a unit vectors $\xi \in F$ with the property that $\|s \xi\| \geq 1 - \varepsilon/2$. For each $n \in \mathbb{N}$, we put $M_n = \text{span} \{ J_n^a \}$ and $\tilde{M}_n = \bigcap_{a \in J_n^a} \ker a$

so by Lemma 5.4 we see that $(e_\lambda^{(n)})_{\lambda \in \Lambda_n}$ converges in the weak operator topology to $P_{2R}$. Furthermore, we see that

$$\tilde{M}_n = \bigcap_{a \in J_n^a} \ker a$$

by assumption. We may thus choose a positive integer $m$ large enough so that

$$\|s - \sum_{j=1}^r P_{2R} c_1^{(j)} P_{2R} c_2^{(j)} \cdots P_{2R} c_{N_j}^{(j)} P_{2R}\| < \varepsilon/2$$

whence

$$\|\sum_{j=1}^r P_{2R} c_1^{(j)} P_{2R} c_2^{(j)} \cdots P_{2R} c_{N_j}^{(j)} P_{2R} \xi\| \geq 1 - \varepsilon.$$
The map \( \rho : A \to B(\mathfrak{M}_m^\perp) \) defined as
\[
\rho(a) = a|_{\mathfrak{M}_m^\perp}, \quad a \in A
\]
is a completely contractive homomorphism with \( J_m \subset \ker \rho \). By assumption we know that \( A/J_m \) is finite-dimensional and thus so is \( \rho(A) \). Thus, by virtue of Lemma 4.5, there is a finite-dimensional subspace \( N \subset \mathfrak{M}_m^\perp \) containing \( \prod_{j=1}^r P_{\mathfrak{M}_m^\perp} c_{j}P_{\mathfrak{M}_m^\perp} \xi \) that is invariant for \( \rho(A) \) and such that
\[
\left\| \sum_{j=1}^r P_{\mathfrak{M}_m^\perp} c_{j}P_{\mathfrak{M}_m^\perp} \cdots P_{\mathfrak{M}_m^\perp} c_{j}P_{\mathfrak{M}_m^\perp} \xi \right\| \geq 1 - \varepsilon.
\]
The map
\[
a \mapsto a|_{N}, \quad a \in A
\]
is a completely contractive homomorphism, so there is a *-homomorphism \( \pi : C_{\text{max}}(A) \to B(\mathfrak{N}) \) such that \( \pi(a) = a|_{\mathfrak{N}} \) for every \( a \in A \). We thus find
\[
\pi(s) = \sum_{j=1}^r P_{\mathfrak{N}} c_{j}P_{\mathfrak{N}} \cdots P_{\mathfrak{N}} c_{j}P_{\mathfrak{N}} \xi
\]
so \( \|\pi(s)\mathfrak{N}\xi\| \geq 1 - \varepsilon \). We conclude that \( \|\pi(s)\| \geq 1 - \varepsilon \) and the proof is complete.

It is a standard fact that every \( C^* \)-algebra admits a contractive approximate identity, but for general operator algebras the picture is more complicated (see \([22],[11],[12]\) for instance). At present we do not know if there are operator algebras satisfying the conditions of the previous theorem that are not of the form considered in Corollary 5.3.

6. Residual finite dimensionality of the \( C^* \)-envelope

In this section, we study the \( C^* \)-envelopes of RFD operator algebras. In some sense, our focus here is dual to that of the previous section. Indeed, in Section 5 we considered the maximal \( C^* \)-cover of RFD operator algebras, whereas here we will study the minimal one.

As in previous sections, we first analyze finite-dimensional operator algebras. In view of Corollary 3.6, and Theorem 5.1, a natural guess would be that these must necessarily have RFD \( C^* \)-envelopes. This is not the case as the next example shows.

**Example 4.** Fix a positive integer \( d \geq 2 \) and let \( H^2_d \) denote the Drury-Arveson space of holomorphic functions on the open unit ball \( \mathbb{B}_d \subset \mathbb{C}^d \). Let \( \mathcal{S}_d \subset B(H^2_d) \) denote the unital subspace generated by the operators \( M_{z_1}, \ldots, M_{z_d} \) of multiplication by the variables (the reader may consult \([1]\) for more detail about these objects). The \( C^* \)-algebra \( \mathcal{T}_d \) generated by \( \mathcal{S}_d \) is called the Toeplitz algebra, and we have...
$\mathfrak{T}_d \cong C_0^*(\mathcal{S}_d)$ \cite[Lemma 7.13 and Theorem 8.15]{7}. Next, let $\mathcal{A}_{\mathfrak{T}_d}$ be the unital operator algebra constructed from $\mathcal{S}_d$ as in Lemma 3.1. Since $\mathcal{S}_d$ is finite-dimensional, so is $\mathcal{A}_{\mathfrak{T}_d}$. Moreover, it follows from Lemma 3.1 that

$$C_0^*(\mathcal{A}_{\mathfrak{T}_d}) \cong M_2(C_0^*(\mathcal{S}_d)) \cong M_2(\mathfrak{T}_d).$$

But since $\mathfrak{T}_d$ contains the ideal of compact operators \cite[Theorem 5.7]{7}, we infer that $\mathfrak{T}_d$ is not RFD, and thus $M_2(\mathfrak{T}_d)$ cannot be either.

Let $\mathcal{A}$ be a unital operator algebra. The embedding $\varepsilon : \mathcal{A} \rightarrow C_0^*(\mathcal{A})$ is a unital completely isometric homomorphism, so that a necessary condition for $C_0^*(\mathcal{A})$ to be RFD is that $\mathcal{A}$ be such. Our basic goal in this section is to identify sufficient conditions for the converse to hold. For simplicity, we restrict our attention to the separable setting, but the interested reader will easily adapt the arguments to more general situations.

Let us now set some notation that we will use throughout. For each $n \in \mathbb{N},$ let $r_n$ be some positive integer. The object of interest will be a unital operator algebra $\mathcal{A} \subset \prod_{n=1}^{\infty} M_{r_n}$. This unital completely isometric embedding will be fixed and part of the given data in our results. For each $m \in \mathbb{N},$ we let $\gamma_m : \prod_{n=1}^{\infty} M_{r_n} \rightarrow M_{r_m}$ denote the natural projection, and we let $\mathcal{R}$ denote the ideal of compact operators in $C^*(\mathcal{A})$. Thus,

$$\mathcal{R} = \{ t \in C^*(\mathcal{A}) : \lim_{n \rightarrow \infty} \| \gamma_n(a) \| = 0 \}.$$

We let $\kappa : C^*(\mathcal{A}) \rightarrow C^*(\mathcal{A})/\mathcal{R}$ denote the quotient map. An analysis of the representations of $\mathcal{R}$ will provide insight into our problem. We first record an elementary fact.

**Lemma 6.1.** Let $\mathfrak{A} \subset \prod_{n=1}^{\infty} M_{r_n}$ be a $C^*$-algebra of compact operators. Let $E \subset \bigoplus_{n=1}^{\infty} C^r_{r_n}$ be a reducing subspace for $\mathfrak{A}$. If $\mathfrak{A}|_E$ is irreducible, then $E$ must be finite-dimensional.

**Proof.** Assume that $E$ is infinite-dimensional. For each $m \in \mathbb{N},$ we let $P_m$ denote the orthogonal projection of $\bigoplus_{n=1}^{\infty} C^r_{r_n}$ onto $C^r_m$. We claim that there is a vector $\xi \in E$ and a strictly increasing sequence of natural numbers $(N_j)_j$ with the property that $P_{N_j} \xi \neq 0$ for every $j \in \mathbb{N}$. We choose $N_j$ and a unit vector $\xi_j \in E$ such that $P_{N_j} \xi_j \neq 0$. Define $c_1 = 1$. Assume that for $1 \leq j \leq m,$ we have constructed unit vector $\xi_1, \ldots, \xi_m \in E$, natural numbers $N_1 < N_2 < \ldots < N_m$ and positive numbers $c_1, \ldots, c_m$ such that

(a) $P_{N_j} \xi_j \neq 0$ for every $1 \leq j \leq m,$

(b) $P_{N_j} \xi_j = 0$ for every $1 \leq j, k \leq m$ such that $k > j,$

(c) $0 < c_j < 2^{-j}$ for every $1 \leq j \leq m$ and

$$c_j \| P_{N_k} \xi_j \| < \frac{1}{2^j} \| c_k \| \| P_{N_k} \xi_k \|$$

for every $1 \leq j, k \leq m$ such that $k < j$.

Note that if $\{n \in \mathbb{N} : P_n \xi_k \neq 0 \}$ is infinite for some $1 \leq k \leq m,$ then $\xi_k$ has the desired property and we are done. Without loss of generality, we may thus assume that the set $\{n \in \mathbb{N} : P_n \xi_k \neq 0 \}$ is finite for every $1 \leq k \leq m$. By assumption, $E$ is infinite-dimensional so there is $N_{m+1} > N_m$ such that $P_{N_{m+1}} \xi_k = 0$ for every $1 \leq k \leq m$ and $P_{N_{m+1}} = \{0 \}$. Choose a unit vector $\xi_{m+1} \in E$ such that
The claim is established. Choose also a real number \(0 < c_{m+1} < 2^{-(m+1)}\) such that
\[
c_{m+1}\|P_{\lambda_k}\xi_{m+1}\| < \frac{1}{2^{m+1}}c_k\|P_{\lambda_k}\xi_k\|
\]
for every \(1 \leq k \leq m\). By induction, we obtain a sequence \((\xi_j)_j\) of unit vectors in \(E\), a strictly increasing sequence of natural numbers \((N_j)_j\) and a sequence of positive numbers \((c_j)_j\) with the property that

\[
\begin{align*}
(a') & \quad P_{\lambda_j}\xi_j \neq 0 \text{ for every } j \in \mathbb{N}, \\
(b') & \quad P_{\lambda_j}\xi_j = 0 \text{ for every } j \in \mathbb{N} \text{ and every } k > j, \\
(c') & \quad 0 < c_j < 2^{-j} \text{ for every } j \in \mathbb{N} \text{ and }
\end{align*}
\]

\[
c_j\|P_{\lambda_j}\xi_j\| < \frac{1}{2^j}c_k\|P_{\lambda_k}\xi_k\|
\]

for every \(j \in \mathbb{N}\) and every \(k < j\).

Put \(\xi = \sum_{j=1}^{\infty}c_j\xi_j\). Then, using (c') we see that
\[
\|\xi\| \leq \sum_{j=1}^{\infty}\frac{\|\xi_j\|}{2^j} = 1
\]
and \(\xi \in E\). For \(k \in \mathbb{N}\), we compute using (a'),(b') and (c') that
\[
\|P_{\lambda_k}\xi\| \geq \left\|P_{\lambda_k}\left(\sum_{j=1}^{k}c_j\xi_j\right)\right\| - \left\|P_{\lambda_k}\left(\sum_{j=k+1}^{\infty}c_j\xi_j\right)\right\|
\]
\[
\geq c_k\|P_{\lambda_k}\xi_k\| - \sum_{j=k+1}^{\infty}c_j\|P_{\lambda_k}\xi_j\|
\]
\[
\geq c_k\|P_{\lambda_k}\xi_k\| \left(1 - \sum_{j=k+1}^{\infty}\frac{1}{2^j}\right) \geq \frac{c_k}{2}\|P_{\lambda_k}\xi_k\| > 0.
\]

The claim is established.

Now, we know that \(\mathfrak{A}|_E\) is an irreducible \(C^*\)-algebra of compact operators, and thus it must consist of all compact operators on \(E\). In particular, there is \(\Xi \in \mathfrak{A}\) with the property that \(\Xi|_E = \xi \otimes \xi\). On the other hand, we have \(\Xi \in \mathfrak{A}\) so we can write \(\Xi = \oplus_{n=1}^{\infty} \Xi_n\) where \(\Xi_n : C_c^{\infty} \to C_c^{\infty}\) for every \(n \in \mathbb{N}\). Note that \(\Xi\xi = \xi\), so that \(\Xi_n P_n\xi = P_n\xi\) for every \(n \in \mathbb{N}\). Using that \(P_{\lambda_j}\xi \neq 0\) for every \(j \in \mathbb{N}\), we see that \(\|\Xi_{N_j}\| \geq 1\) for every \(j \in \mathbb{N}\), which contradicts the fact that \(\Xi\) is compact. \(\square\)

Next, we leverage this fact to identify certain representations that preserve the residual finite-dimensionality of a \(C^*\)-algebra.

**Lemma 6.2.** Let \(\mathfrak{A} \subset \prod_{n=1}^{\infty} M_{r_n}\) be a unital \(C^*\)-algebra and let \(\mathfrak{L}\) denote the ideal of compact operators in \(\mathfrak{A}\). Let \(\pi : \mathfrak{A} \to B(\mathcal{H})\) be a unital \(*\)-homomorphism with the property that \(\pi(\mathfrak{L})\) is non-degenerate. Then, there is a collection \(\{E_\lambda\}_{\lambda \in \Lambda}\) of finite-dimensional reducing subspaces for \(\mathfrak{A}\) with the property that \(\mathfrak{A}|_{E_\lambda}\) is irreducible for every \(\lambda \in \Lambda\), and such that there is a unitary \(U : \mathcal{H} \to \bigoplus_{\lambda \in \Lambda} E_\lambda\) satisfying
\[
U \pi(s) U^* = \bigoplus_{\lambda \in \Lambda} (s|_{E_\lambda}), \quad s \in \mathfrak{A}.
\]
Proof. By Theorem [6, Theorem 1.4.4], we see that there is a collection \( \{ E_\lambda \}_{\lambda \in \Lambda} \) of reducing subspaces for \( \mathfrak{L} \) with the property that \( \{ x|_{E_\lambda} : x \in \mathfrak{L} \} \) is irreducible for every \( \lambda \in \Lambda \), along with a unitary \( U : \mathfrak{L} \to \bigoplus_{\lambda \in \Lambda} E_\lambda \) such that
\[
U \pi(x) U^* = \bigoplus_{\lambda \in \Lambda} (x|_{E_\lambda}), \quad x \in \mathfrak{L}.
\]
By virtue of Lemma 6.1, we see that \( E_\lambda \) is finite-dimensional for every \( \lambda \in \Lambda \). Now, we note that \( E_\lambda = \text{span} \mathfrak{L} E_\lambda \), whence \( E_\lambda \) is reducing for \( \mathfrak{A} \) for every \( \lambda \in \Lambda \) and a standard verification reveals that
\[
U \pi(s) U^* = \bigoplus_{\lambda \in \Lambda} (s|_{E_\lambda}), \quad s \in \mathfrak{A}.
\]

We can now exhibit a sufficient condition for the \( C^* \)-envelope of an RFD operator algebra to be RFD as well.

**Theorem 6.3.** Let \( \mathcal{A} \subset \prod_{n=1}^\infty M_{r_n} \) be a unital operator algebra. Assume that every \( C^* \)-algebra which is a quotient of \( C^*_0(\mathcal{A})/\mathfrak{R} \) is RFD. Then, \( C^*_e(\mathcal{A}) \) is RFD.

**Proof.** Let \( \pi : C^*_e(\mathcal{A}) \to B(\mathfrak{L}) \) be a unital \( * \)-homomorphism that is completely isometric on \( \mathcal{A} \) and that has the unique extension property with respect to \( \mathcal{A} \) (such things exist by [21]). Then, \( C^*_e(\mathcal{A}) \cong \pi(C^*_0(\mathcal{A})) \). Basic representation theory for \( C^* \)-algebras (see the discussion preceding [6, Theorem I.3.4]) dictate that we may decompose \( \pi \) as \( \pi = \pi_\mathfrak{R} \oplus \sigma \), where \( \pi_\mathfrak{R} \) is non-degenerate and \( \mathfrak{R} \subset \ker \sigma \). We know that \( \sigma(C^*_0(\mathcal{A})) \) is \( * \)-isomorphic to a quotient of \( C^*_0(\mathcal{A})/\mathfrak{R} \), and hence is RFD by assumption. But so is \( \pi_\mathfrak{R}(C^*_0(\mathcal{A})) \) by Lemma 6.2. Hence,
\[
C^*_e(\mathcal{A}) \cong \pi(C^*_0(\mathcal{A})) \subset \pi_\mathfrak{R}(C^*_0(\mathcal{A})) \oplus \sigma(C^*_0(\mathcal{A}))
\]
is RFD.

The following consequence is noteworthy.

**Corollary 6.4.** Let \( \mathcal{A} \subset \prod_{n=1}^\infty M_{r_n} \) be a unital operator algebra. Then, \( C^*_e(\mathcal{A}) \) is RFD if one of the following conditions holds:
(a) \( C^*_0(\mathcal{A})/\mathfrak{R} \) is commutative,
(b) \( C^*_0(\mathcal{A})/\mathfrak{R} \) is finite-dimensional.

**Proof.** Both assumptions are readily seen to imply that every \( C^* \)-algebra which is a quotient of \( C^*_0(\mathcal{A})/\mathfrak{R} \) is RFD, so the result follows at once from Theorem 6.3.

We now identify another context where the \( C^* \)-envelope can be shown to be RFD. The next result is reminiscent of Arveson’s boundary theorem [5, Theorem 2.1.1].

**Theorem 6.5.** Let \( \mathcal{A} \subset \prod_{n=1}^\infty M_{r_n} \) be a unital operator algebra. Assume that for every \( d \in \mathbb{N} \), there is a dense subset \( \mathcal{D}_d \subset M_d(\mathcal{A}) \) with the property that \( \| \kappa^{(d)}(\mathcal{A}) \| < \| \mathcal{A} \| \) for every \( \mathcal{A} \in \mathcal{D}_d \). Then, there is a collection \( \{ E_\lambda \}_{\lambda \in \Lambda} \) of finite-dimensional reducing subspaces for \( C^*_e(\mathcal{A}) \) such that the unital \( * \)-homomorphism
\[
s \mapsto \bigoplus_{\lambda \in \Lambda} (s|_{E_\lambda}), \quad s \in C^*_e(\mathcal{A})
\]
is completely isometric on \( \mathcal{A} \) and has the unique extension property with respect to \( \mathcal{A} \). Moreover, \( C^*_e(\mathcal{A})|_{E_\lambda} \) is irreducible for every \( \lambda \in \Lambda \). In particular \( C^*_e(\mathcal{A}) \) is \( * \)-isomorphic to
\[
\{ \bigoplus_{\lambda \in \Lambda} (s|_{E_\lambda}) : s \in C^*_e(\mathcal{A}) \}
\]
and it is RFD.
Proof. Let \( \pi : C^*(A) \rightarrow B(\mathcal{H}) \) be a unital \(*\)-homomorphism that is completely isometric on \( A \) and that has the unique extension property with respect to \( A \). As before, we may decompose \( \pi \) as \( \pi_{\mathcal{R}} \oplus \sigma \), where \( \pi_{\mathcal{R}}(\mathcal{R}) \) is non-degenerate and \( \mathcal{R} \subset \ker \sigma \). In particular, we see that

\[
\|\sigma^{(d)}(A)\| \leq \|\kappa^{(d)}(A)\| < \|A\|
\]

for every \( A \in D_d \) and every \( d \in \mathbb{N} \). The fact that \( \pi \) is completely isometric on \( A \) implies

\[
\|\pi^{(d)}_N(A)\| = \|A\|
\]

for every \( A \in D_d \) and every \( d \in \mathbb{N} \). Since \( D_d \) is dense in \( M_d(A) \) for every \( d \in \mathbb{N} \), we infer that \( \pi_{\mathcal{R}} \) is completely isometric on \( A \). Moreover, it is easily verified that \( \pi_{\mathcal{R}} \) inherits from \( \pi \) the unique extension property with respect to \( A \). The conclusion now follows from Lemma 6.2 applied to \( \pi_{\mathcal{R}} \).

Next, we show that if the algebra \( A \) contains many compact operators, then the condition of Theorem 6.5 is automatically satisfied. Recall that if \( A \) and \( B \) are operator algebras, then a completely contractive surjective homomorphism \( \pi : A \rightarrow B \) is a \textit{complete quotient map} if the induced map \( \tilde{\pi} : A/\ker \pi \rightarrow B \) is a complete isometry.

**Theorem 6.6.** Let \( A \subset \prod_{n=1}^{\infty} M_{r_n} \) be a unital operator algebra. Assume that there is \( N \in \mathbb{N} \) with the property that \( \gamma_n|_{A\cap A} \) is a complete quotient map onto \( M_{r_n} \) for every \( n \geq N \). Then, there is a collection \( \{E_{\lambda}\}_{\lambda \in \Lambda} \) of finite-dimensional reducing subspaces for \( C^*(A) \) such that the unital \(*\)-homomorphism

\[
s \mapsto \oplus_{\lambda \in \Lambda} (s|_{E_{\lambda}}), \quad s \in C^*(A)
\]

is completely isometric on \( A \) and has the unique extension property with respect to \( A \). Moreover, \( C^*(A)|_{E_{\lambda}} \) is irreducible for every \( \lambda \in \Lambda \). In particular \( C^*_e(A) \) is \(*\)-isomorphic to

\[
\{ \oplus_{\lambda \in \Lambda} (s|_{E_{\lambda}}) : s \in C^*(A) \}
\]

and it is RFD.

**Proof.** Let \( d \in \mathbb{N} \) and let \( A \in M_d(A) \) be such that \( \|\kappa^{(d)}(A)\| = \|A\| = 1 \). By virtue of Lemma 4.2, we conclude that

\[
\limsup_{n \rightarrow \infty} \|\gamma^{(d)}_n(A)\| = \|A\|.
\]

Hence, we have that \( \|A\| = \sup_{n \geq N} \|\gamma^{(d)}_n(A)\| \). Let \( 0 < \delta < 1 \) and choose \( n \geq N \) such that

\[
(1 - \delta/2)\|A\| \leq \|\gamma^{(d)}_n(A)\|.
\]

Next, we note that \( \gamma^{(d)}_n(A) \in M_d(M_{r_n}) \) so there is a unit vector \( \xi \in (C^{r_n})^{(d)} \) with the property that

\[
\|\gamma^{(d)}_n(A)\xi\| = \|\gamma^{(d)}_n(A)\|.
\]

Let \( R \in M_d(M_{r_n}) \) denote the rank-one contraction such that \( R\xi = \gamma^{(d)}_n(A)\xi \). Since \( \gamma_n|_{A\cap A} \) is a complete quotient map, we may find \( K \in M_d(\mathcal{R} \cap A) \) with \( \|K\| \leq 2 \).
and such that $\gamma_n^{(d)}(K) = R$. Now, we calculate
\[
\|A + \delta K\| \geq \|\gamma_n^{(d)}(A + \delta K)\| = \|\gamma_n^{(d)}(A) + \delta R\|
\]
\[
\geq \|\gamma_n^{(d)}(A)\| + \delta \|\gamma_n^{(d)}(A)\| = (1 + \delta)\|\gamma_n^{(d)}(A)\|
\]
\[
= (1 + \delta)\|\gamma_n^{(d)}(A)\| \geq (1 + \delta)(1 - \delta/2)\|A\|
\]
\[
> \|A\|.
\]
In particular, we find
\[
\|\kappa^{(d)}(A + \delta K)\| = \|\kappa^{(d)}(A)\| = \|A\| < \|A + \delta K\|.
\]
Noting that $\|A - (A + \delta K)\| \leq 2\delta$, we may invoke Theorem 6.5 to obtain the desired conclusions. \[
\]
The reader will glean from the proof that the assumption on $\gamma_n|_{R \cap A}$ being a complete quotient map for every $n \geq N$ can be weakened. It suffices to require that the sequence of inverses of the induced maps on the quotients $(A \cap R)/\ker(\gamma_n|_{A \cap R})$ be uniformly completely bounded.

As an application of Theorem 6.6 we single out the following concrete consequence.

**Corollary 6.7.** Let $A \subset \prod_{n=1}^{\infty} M_{r_n}$ be a unital operator algebra which contains $\oplus_{n=1}^{\infty} M_{r_n}$. Then, $C^*_e(A) \cong C^*(A)$ and in particular $C^*_e(A)$ is RFD.

**Proof.** The assumption that $A$ contains $\oplus_{n=1}^{\infty} M_{r_n}$ is easily seen to imply that $\gamma_n|_{R \cap A}$ is a complete quotient map for every $n \in \mathbb{N}$. By Theorem 6.6, we see that there is a collection $\{E_\lambda\}_{\lambda \in \Lambda}$ of finite-dimensional reducing subspaces for $C^*(A)$ such that the unital $*$-homomorphism $\pi : C^*(A) \to \prod_{\lambda \in \Lambda} B(E_\lambda)$ defined as
\[
\pi(s) = \oplus_{\lambda \in \Lambda} (s|_{E_\lambda}), \quad s \in C^*(A)
\]
is completely isometric on $A$ and has the unique extension property with respect to $A$. Moreover, $C^*(A)|_{E_\lambda}$ is irreducible for every $\lambda \in \Lambda$. We may assume without loss of generality that the the subspaces $\{E_\lambda : \lambda \in \Lambda\}$ are distinct. We claim that $\pi$ is a $*$-isomorphism.

To see thus, let $m \in \mathbb{N}$ and let $p_m \in \oplus_{n=1}^{\infty} M_{r_n}$ be the orthogonal projection onto $C^{r_m}$. By assumption, we see that $p_m \in A$ so that
\[
\oplus_{\lambda \in \Lambda} (p_m|_{E_\lambda}) = \pi(p_m) \neq 0.
\]
Let $\lambda \in \Lambda$. The subspace $E_\lambda$ is reducing for $C^*(A)$, and in particular for $\oplus_{n=1}^{\infty} M_{r_n}$. Using that $C^*(A)|_{E_\lambda}$ is irreducible, we see that $E_\lambda$ must coincide with one of the orthogonal summands $C^{r_{\lambda}} \subset \oplus_{n=1}^{\infty} C^{r_n}$. The fact that
\[
\oplus_{\lambda \in \Lambda} (p_m|_{E_\lambda}) \neq 0
\]
for every $m \in \mathbb{N}$ shows that
\[
\oplus_{\lambda \in \Lambda} (s|_{E_\lambda}) \quad \text{and} \quad \oplus_{n=1}^{\infty} \gamma_n(s)
\]
coincide for every $s \in C^*(A)$, up to a fixed unitary permutation of the summands. Thus, $\pi$ is a $*$-isomorphism and we find
\[
C^*_e(A) \cong \pi(C^*(A)) \cong C^*(A).
\]
\[
\qed
We now exhibit an example of an operator algebra that satisfies the condition of Theorem 6.5 but does not satisfy those of Corollary 6.4 or of Theorem 6.6.

**Example 5.** For \( n \in \mathbb{N} \) and \( 1 \leq i, j \leq n \), we let \( E^{(n)}_{i,j} \in \mathbb{M}_n \) denote the standard matrix unit. Given \( m \in \mathbb{N} \), we let \( T_m \in \prod_{n=1}^{\infty} \mathbb{M}_n \) be the unique element satisfying

\[
\gamma_n(T_m) = \begin{cases} 
E^{(n)}_{2m-1,2m} & \text{if } n = 2m, \\
\frac{1}{2}E^{(n)}_{2m-1,2m} & \text{if } n > 2m, \\
0 & \text{otherwise.}
\end{cases}
\]

Let \( \mathcal{A} \subset \prod_{n=1}^{\infty} \mathbb{M}_n \) be the unital operator algebra generated by \( \{T_m : m \in \mathbb{N}\} \). For every \( n > 2 \), we note that

\[
\gamma_n(T_1^*T_1 - T_1T_1^*) = \frac{1}{4}(E_{22}^{(n)} - E_{11}^{(n)}).
\]

By Lemma 4.2 we find

\[
\|\kappa(T_1^*T_1 - T_1T_1^*)\| = \limsup_{n \to \infty} \|\gamma_n(T_1^*T_1 - T_1T_1^*)\| = \frac{1}{4}
\]

which shows that \( C^*(\mathcal{A})/\mathbb{K} \) is not commutative. Next, assume that there is \( r \in \mathbb{N} \) along with \( \alpha_1, \ldots, \alpha_r \in \mathbb{C} \) such that

\[
\sum_{j=1}^{r} \alpha_j \kappa(T_j) = 0.
\]

Note now that for \( n > 2r \) we have

\[
\gamma_n \left( \sum_{j=1}^{r} \alpha_j T_j \right) = \frac{1}{2} \sum_{j=1}^{r} \alpha_j E_{2j-1,2j}^{(n)}
\]

whence

\[
\left\| \gamma_n \left( \sum_{j=1}^{r} \alpha_j T_j \right) \right\| \geq \frac{1}{2} \max_{1 \leq j \leq r} |\alpha_j|.
\]

By virtue of Lemma 4.2 again, we see that

\[
\frac{1}{2} \max_{1 \leq j \leq r} |\alpha_j| \leq \limsup_{n \to \infty} \left\| \gamma_n \left( \sum_{j=1}^{r} \alpha_j T_j \right) \right\| = \left\| \sum_{j=1}^{r} \alpha_j \kappa(T_j) \right\| = 0
\]

so that \( \alpha_1 = \alpha_2 = \ldots = \alpha_r = 0 \). We conclude that the set \( \{\kappa(T_j) : j \in \mathbb{N}\} \) is linearly independent in \( C^*(\mathcal{A})/\mathbb{K} \), whence \( C^*(\mathcal{A})/\mathbb{K} \) is infinite-dimensional. This shows that \( \mathcal{A} \) does not satisfy either condition in Corollary 6.4.

Fix \( d \in \mathbb{N} \). It is readily seen that \( T_iT_j = 0 \) for every \( i, j \in \mathbb{N} \), so that a generic element \( A \in \mathbb{M}_d(\mathcal{A}) \) can be written as

\[
A = C_0 \otimes I + C_1 \otimes T_1 + \ldots + C_r \otimes T_r
\]

for some \( r \in \mathbb{N} \) and some \( C_0, \ldots, C_r \in \mathbb{M}_d \). Here, given \( C = [c_{ij}]_{i,j} \in \mathbb{M}_d \) and \( a \in \mathcal{A} \), we use the notation

\[
C \otimes a = [c_{ij}a_{ij}]_{i,j} \in \mathbb{M}_d(\mathcal{A}).
\]

For convenience, for each \( 1 \leq k \leq r \) we let

\[
\Gamma_k = \begin{bmatrix} C_0 & C_k \\ 0 & C_0 \end{bmatrix} \quad \text{and} \quad \Gamma'_k = \begin{bmatrix} C_0 & C_k \\ 0 & C_0 \end{bmatrix}.
\]
Upon applying the canonical shuffle in $M_d(M_n)$, we find that if $n = 2p$ for some $1 \leq p \leq r$ then

$$\gamma_n^{(d)}(A) = \Gamma_1' \oplus \Gamma_2' \oplus \ldots \oplus \Gamma_{p-1}' \oplus \Gamma_p.'$$

Likewise, if $n > 2r$ we find

$$\gamma_n^{(d)}(A) = \Gamma_1' \oplus \Gamma_2' \oplus \ldots \oplus \Gamma_r' \oplus C_0I_{n-2r}.$$ 

In particular, we see that $\kappa^{(d)}(A) \neq 0$ unless $A = 0$, which implies that $A \cap \mathcal{R} = \{0\}$ and thus $A$ does not satisfy the condition of Theorem 6.6.

Finally, we show that $A$ satisfies the condition of Theorem 6.5. We let $D_d \subset M_n(A)$ be the subset consisting of elements of the form

$$A = C_0 \otimes I + C_1 \otimes T_1 + \ldots + C_r \otimes T_r$$

for some $r \in \mathbb{N}$ and some invertible matrices $C_0, \ldots, C_r \in M_d$. It is clear that $D_d$ is dense in $M_d(A)$. We now claim that $\|\kappa^{(d)}(A)\| < \|A\|$ for every $A \in D_d$. To see this, fix an element $A \in D_d$ which we write as

$$A = C_0 \otimes I + C_1 \otimes T_1 + \ldots + C_r \otimes T_r$$

for some $r \in \mathbb{N}$ and some invertible matrices $C_0, \ldots, C_r \in M_d$. By Lemma 4.2, we must show that

$$\limsup_{n \to \infty} \|\gamma_n^{(d)}(A)\| < \|A\|.$$ 

Using the same notation as before, it is clear that we have that $\|\Gamma'_k\| \geq \|C_0\|$ for every $1 \leq k \leq r$, so we have

$$\limsup_{n \to \infty} \|\gamma_n^{(d)}(A)\| = \max_{1 \leq k \leq r} \|\Gamma'_k\|.$$ 

On the other hand, for each $1 \leq k \leq r$, since $C_k$ is invertible there is $\delta_k > 0$ such that $C_kC_k^* \geq \delta_k I$, whence

$$\left\| \begin{bmatrix} C_0 & C_k \\ 0 & C_0 \end{bmatrix} \right\|^2 \geq \left\| \begin{bmatrix} C_0 & C_k \end{bmatrix} \right\|^2 = \left\| C_0C_0^* + C_kC_k^* \right\| \geq \left\| C_0 \right\|^2 + \delta_k > \left\| C_0 \right\|^2$$

and

$$\|\Gamma'_k\| = \left\| \begin{bmatrix} C_0 & \frac{1}{2}C_k \\ 0 & C_0 \end{bmatrix} \right\| \leq \frac{1}{2} \left\| \begin{bmatrix} C_0 & C_k \\ 0 & C_0 \end{bmatrix} \right\| + \frac{1}{2} \left\| \begin{bmatrix} C_0 & 0 \\ 0 & C_0 \end{bmatrix} \right\|$$

$$= \frac{1}{2} \left\| \begin{bmatrix} C_0 & C_k \\ 0 & C_0 \end{bmatrix} \right\| + \frac{1}{2} \|C_0\|$$

$$< \left\| \begin{bmatrix} C_0 & C_k \\ 0 & C_0 \end{bmatrix} \right\| = \|\Gamma_k\|$$

for every $1 \leq k \leq r$. We conclude that

$$\limsup_{n \to \infty} \|\gamma_n^{(d)}(A)\| = \max_{1 \leq k \leq r} \|\Gamma'_k\| < \max_{1 \leq k \leq r} \|\Gamma_k\|$$

$$\leq \max_{1 \leq p \leq r} \|\gamma_{2p}^{(d)}(A)\| \leq \|A\|.$$ 

Hence, $C^*_e(A)$ is RFD.
Finally, we provide an example that shows that residual finite-dimensionality of both the minimal and maximal C*-cover of a unital operator algebra does not typically imply that the same property holds for arbitrary C*-covers.

**Example 6.** Let $H^2(D)$ denote the Hardy space on the open unit disc $D \subset \mathbb{C}$ and let $S \in B(H^2(D))$ denote the usual isometric unilateral shift (see [1] for details). Let $S = \text{span}\{I, S, \} \subset B(H^2(D))$. It is well known that $C^*(S)$ contains the ideal $\mathcal{R}$ of compact operators on $H^2(D)$, so in particular $C^*(S)$ is not RFD. Moreover, the quotient $C^*(S)/\mathcal{R}$ is $*$-isomorphic to $C(T)$. In particular, this implies that $C^*_e(S) \cong C(X)$ where $X \subset T$ is the Shilov boundary of span(1, z). As seen in Example 1, $X = T$ and thus $C^*_e(S) \cong C(T)$. Consider now the unital operator algebra $A_S$ from Lemma 3.1, which is finite-dimensional because $S$ is. Thus, $C^*_{\text{max}}(A_S)$ is RFD by Theorem 5.1. Furthermore, by Lemma 3.1 we know that

$$C^*_e(A_S) \cong M_2(C^*_e(S)) \cong M_2(C(T))$$

which is also RFD. □
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