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ABSTRACT. We discuss goal-oriented adaptivity in the frame of conforming finite element methods and plain convergence of the related a posteriori error estimator for different general marking strategies. We present an abstract analysis for two different settings. First, we consider problems where a local discrete efficiency estimate holds. Second, we show plain convergence in a setting that relies only on structural properties of the error estimators, namely stability on non-refined elements as well as reduction on refined elements. In particular, the second setting does not require reliability and efficiency estimates. Numerical experiments underline our theoretical findings.

1. Introduction

1.1. Goal-oriented adaptive FEM. In the context of computational partial differential equations (PDEs), standard adaptivity aims to approximate some unknown exact solution $u$ in the energy norm. While results on optimal convergence rates of adaptive FEM (AFEM) with respect to number of degrees of freedom or the overall computational cost are essentially tailored to the Dörfler marking strategy [Dör96] (see, e.g., [BDD04; Ste07; CKNS08; CFPP14] and [Ste07; GHPS21] for quasi-optimal computational cost), plain convergence is mathematically understood for a quite general class of marking strategies and mathematical settings [MSV08; Sie11; GP21].

However, in many applications in science and engineering, one is only interested in a derived functional value $G(u)$ (also called quantity of interest) of the PDE solution $u$, rather than the solution $u$ as a whole. Unlike standard adaptivity, goal-oriented adaptivity thus aims to approximate only $G(u)$. Because of its practical relevance, it has also attracted quite some attention in the mathematical literature; see, e.g., [EEHJ95; BR01; BR03; GS02] for some seminal works. These works led to the development of the dual-weighted residual (DWR) method, which uses an adaptive algorithm where mesh-refinement is steered by residual error estimators for the approximation of the primal PDE solution $u$ that are locally weighted by the approximation error for the solution $z$ to the dual PDE. While the DWR method is easy to implement in practice (even for nonlinear problems), it lacks a thorough convergence analysis, since a practical implementation must replace the unknown exact dual solution $z$ by a computable approximation $z \approx \tilde{z}$, but fails to control this consistency error.

As an alternative to the DWR method, the works [MS09; BET11; HP16; FPZ16] employ a non-trivial combination of primal and dual error indicators for the marking step to drive down an overall goal error estimator with optimal algebraic convergence rates. As far as mathematical convergence results are concerned, available results rely on variants of the Dörfler marking strategy; see, e.g., [MS09; BET11; FPZ16] for linear convergence with...
optimal convergence rates with respect to the number of degrees of freedom and [BGIP22] for optimal convergence rates with respect to the overall computational cost. However, unlike AFEM, a thorough mathematical analysis of plain convergence of goal-oriented adaptive FEM (GOAFEM) is open and the subject of the present work.

1.2. An abstract approach to plain convergence of GOAFEM. Following the corresponding works on plain convergence of AFEM [MSV08; Sie11; GP21], we consider an abstract GOAFEM strategy: The PDE is usually formulated on a domain $\Omega \subset \mathbb{R}^d$ with dimension $d \in \mathbb{N}_{\geq 1}$ and the solution is sought in a space $X$ of functions on $\Omega$. The goal quantity $G(u)$ is modeled by a continuous goal functional $G : X \to \mathbb{R}$. To efficiently compute the goal value, goal-oriented adaptive algorithms adaptively refine a triangulation $T_\ell$ of $\Omega$ and, thus, enrich a corresponding (not necessarily conforming) discrete space $X_\ell$. On this space, discrete solutions $u_\ell, z_\ell \in X_\ell$ with corresponding refinement indicators $\eta_\ell(T), \zeta_\ell(T) \in \mathbb{R}$ for all $T \in T_\ell$ as well as a discrete goal $G_\ell \in \mathbb{R}$ are computed. The primal function $u_\ell$ acts as approximation to the sought solution $u \in X$. The dual function $z_\ell$, on the other hand, is only used to compute the refinement indicators $\zeta_\ell(T)$ and is usually chosen such that, by a duality argument, it satisfies the a posteriori goal error bound

$$|G(u) - G_\ell| \lesssim \left[ \sum_{T \in T_\ell} \eta_\ell(T)^2 \right]^{1/2} \left[ \sum_{T \in T_\ell} \zeta_\ell(T)^2 \right]^{1/2} =: \eta_\ell \zeta_\ell,$$

where $\lesssim$ denotes $\leq$ up to some generic multiplicative constant. Since, in contrast to the unknown goal error $|G(u) - G_\ell|$, the goal error estimator $\eta_\ell \zeta_\ell$ is computable, any adaptive algorithm can only aim to minimize $\eta_\ell \zeta_\ell$.

E.g., for linear elliptic PDEs with linear goal $G$ in the standard Lax–Milgram setting, $u, z \in X$ are the solutions of

$$a(u, v) = F(v) \quad \text{and} \quad a(v, z) = G(v) \quad \text{for all } v \in X,$$

respectively, where $a(\cdot, \cdot)$ is a continuous and elliptic bilinear form and $F$ is a bounded linear functional on $X$. For some discrete subspace $X_\ell \subset X$, the solutions are approximated by discrete functions $u_\ell, z_\ell \in X_\ell$ solving

$$a(u_\ell, v_\ell) = F(v_\ell) \quad \text{and} \quad a(v_\ell, z_\ell) = G(v_\ell) \quad \text{for all } v_\ell \in X_\ell.$$

Then, the goal error can be estimated by the primal and dual energy errors, i.e.,

$$|G(u) - G(u_\ell)| = a(u - u_\ell, z) = a(u - u_\ell, z - z_\ell) \lesssim \|u - u_\ell\|_X \|z - z_\ell\|_X,$$

from which (1) with $G_\ell := G(u_\ell)$ follows by reliability $\|u - u_\ell\|_X \lesssim \eta_\ell$ and $\|z - z_\ell\|_X \lesssim \zeta_\ell$ of the error estimators.

In algorithmic terms, the goal-adaptive process takes the following form.

**Algorithm A (Abstract goal-oriented algorithm).** INPUT: Initial triangulation $T_0$.

LOOP: For all $\ell = 0, 1, 2, \ldots$ do:

(i) **SOLVE:** Compute the discrete solutions $u_\ell, z_\ell \in X_\ell$.

(ii) **ESTIMATE:** Compute refinement indicators $\eta_\ell(T)$ and $\zeta_\ell(T)$ for all $T \in T_\ell$.

(iii) **MARK:** Determine a set $M_\ell \subseteq T_\ell$ of marked elements.

(iv) **REFINE:** Compute $T_{\ell+1} := \text{refine}(T_\ell, M_\ell)$.

OUTPUT: Triangulations $T_\ell$ and goal error estimators $\eta_\ell \zeta_\ell$.

The main difference to standard adaptive algorithms (see, e.g., the seminal contributions [BV84; Dör96; Ste07] or [CFPP14; GP21] for some recent overview articles) is the marking step in Algorithm A(iii), which takes into account primal and dual refinement.
indicators. The focus of the present work is thus to analyze and understand for which marking criteria at least plain convergence can be guaranteed. To this end, we consider two classes of marking criteria that generalize existing marking criteria for goal-oriented algorithms [MS09; BET11; FPZ16]. We then show that a priori convergence of the approximate functions \( u_\ell, z_\ell \) to some limits (which do not need to coincide with \( u \) and \( z \), respectively) implies plain convergence of the goal error estimator, i.e.,

\[
\eta_\ell \zeta_\ell \to 0 \quad \text{as } \ell \to \infty.
\]

The proof of this result requires either the abstract framework of [MSV08] for mesh-refinement (marked elements are refined, elements are the union of their children, and some size restrictions apply to all generated elements) and the refinement indicators \( \eta(T), \zeta(T) \) (mainly discrete local efficiency); or similar assumptions as in [GP21] for mesh-refinement (marked elements are refined and elements are the union of their children) and the refinement indicators (stability on non-refined elements and reduction on refined elements).

In particular, the convergence analysis presented in this work significantly relaxes the assumptions needed to prove plain convergence of the goal error in previous works. Furthermore, it generalizes the marking criteria presented in [MS09; BET11; FPZ16] in several directions, in particular, to incorporate marking criteria from [MSV08; Sie11] and to encompass marking criteria for nonlinear problems [HP16; BIP21; BBI\textsuperscript{+}22], where available results are scarce [BIP21; BBI\textsuperscript{+}22], even if only plain convergence is aimed for [HPZ15].

1.3. Outline. We begin in Section 2 by outlining our adaptive algorithm and all assumptions of the two abstract settings, which are subsequently motivated in Section 3 by means of the standard Poisson model problem with linear and nonlinear goal functional. In Section 4, we state all main results, namely plain convergence of all proposed variations of our abstract adaptive algorithm. The proofs of these results are then given in Sections 5–6. Finally, we give some concrete examples that fit into our abstract settings as well as numerical results in Section 7.

1.4. Notation. Throughout, \( a \lesssim b \) abbreviates \( a \leq C b \) with an arbitrary constant \( C > 0 \) that does not depend on the local mesh size. Furthermore, we denote by \( a \simeq b \) that there holds \( a \lesssim b \) and \( b \lesssim a \).

2. Abstract setting

Let \( \Omega \subset \mathbb{R}^d, d \in \mathbb{N}_{\geq 1} \) be a bounded Lipschitz domain with positive Lebesgue measure \( |\Omega| > 0 \). Furthermore, let \( \mathcal{X} \) be a normed space of functions defined on \( \Omega \). We are interested in the value \( G(u) \) of some given continuous functional \( G: \mathcal{X} \to \mathbb{R} \) evaluated at the solution \( u \) of some given PDE.

2.1. Discretization and mesh-refinement. We suppose that discrete primal and dual solution are based on a mesh of \( \Omega \), i.e., a finite set \( T_H \) that satisfies that

- all elements \( T \in T_H \) are compact subsets of \( \overline{\Omega} \) with positive measure \( |T| > 0 \);
- for all \( T, T' \in T_H \) with \( T \neq T' \), it holds that \( |T \cap T'| = 0 \);
- \( T_H \) covers \( \overline{\Omega} \), i.e., \( \bigcup T_H = \overline{\Omega} \).

For a mesh \( T_H \) of \( \Omega \) and a set of marked elements \( M_H \subseteq T_H \), we call \( T_h := \text{refine}(T_H, M_H) \) the refinement of \( T_H \) with respect to \( M_H \), if

\[ \text{(R1)} \quad \text{all marked elements are refined, i.e., } M_H \subseteq T_H \setminus T_h; \]
all elements \( T \in \mathcal{T}_H \) are the union of their children, i.e.,

\[
T = \bigcup_{T \in \mathcal{T}_H} \mathcal{T}_H|_{T} \quad \text{for all} \ T \in \mathcal{T}_H, \quad \text{where} \quad \mathcal{T}_H|_{T} := \{ T' \in \mathcal{T}_H \mid T' \subseteq T \}.
\]

In the following, we suppose that the refinement strategy is arbitrary but fixed, satisfying (R1)–(R2). Furthermore, for any given mesh \( \mathcal{T}_H \), we write \( \mathcal{T}_h \in \mathcal{T}(\mathcal{T}_H) \) if \( \mathcal{T}_h \) is obtained by a finite number of refinement steps, i.e., there exist \( \mathcal{T}_0, \mathcal{T}_1, \ldots, \mathcal{T}_N \) with \( \mathcal{T}_0 = \mathcal{T}_H \) and \( \mathcal{T}_N = \mathcal{T}_h \), and \( \mathcal{M}_\ell \subseteq \mathcal{T}_\ell \) with \( \mathcal{T}_{\ell+1} = \text{refine}(\mathcal{T}_\ell, \mathcal{M}_\ell) \) for all \( \ell = 0, \ldots, N - 1 \). Finally, let \( \mathcal{T}_0 \) be a fixed initial mesh and define the set of all admissible meshes as \( \mathcal{T} := \mathcal{T}(\mathcal{T}_0) \).

For each mesh \( \mathcal{T}_H \in \mathcal{T} \), let \( \mathcal{X}_H \subseteq \mathcal{X} \) be an associated discrete subspace. Let further \( u_H \in \mathcal{X}_H \) denote a suitable approximation to \( u \) and \( z_H \in \mathcal{X}_H \) some additional function such that there holds a priori convergence, i.e., for the sequence \( (\mathcal{T}_\ell)_{\ell \in \mathbb{N}} \subset \mathcal{T} \) of meshes generated by the adaptive Algorithm A, there exist \( u_\infty, z_\infty \in \mathcal{X} \) such that

\[
\| u_\infty - u_\ell \|_\mathcal{X} \to 0 \quad \text{and} \quad \| z_\infty - z_\ell \|_\mathcal{X} \to 0 \quad \text{as} \ \ell \to \infty.
\]

**Remark 1.** Note that it is not required that \( u_\infty \) and \( z_\infty \) coincide with \( u \) and \( z \), respectively. Rather, a priori convergence is a standard assumption for the convergence analysis of adaptive algorithms (see, e.g., [BV84; MSV08]) and usually relies on structural properties of the underlying discretization. For conforming FEM with nested spaces \( \mathcal{X}_\ell \subseteq \mathcal{X}_{\ell+1} \) for all \( \ell \in \mathbb{N}_0 \), it follows from the Céa-type quasi-optimality of discrete solutions, and \( u_\infty, z_\infty \in \mathcal{X}_\infty := \bigcup_{\ell=0}^\infty \mathcal{X}_\ell \) are the respective Galerkin approximations of \( u \) and \( z \) on the “discrete limit space” \( \mathcal{X}_\infty \). However, we note that the analysis is not necessarily restricted to conforming FEM, but also applies to a wider range of non-conforming methods as long as a priori convergence is satisfied; see [KS21; KS22] for recent results on a priori convergence for non-conforming FEM. In this case, \( \mathcal{X} \) is a larger superspace containing the discrete FEM spaces as well as the space of the continuous PDE setting.

### 2.2. Goal-oriented error estimation.

Suppose that one can compute refinement indicators \( \eta_H(T), \zeta_H(T) \geq 0 \) for all \( T \in \mathcal{T}_H \). For \( \xi_H \in \{ \eta_H, \zeta_H \} \), define

\[
\xi_H := \xi_H(\mathcal{T}_H), \quad \text{where} \quad \xi_H(\mathcal{U}_H) := \left[ \sum_{T \in \mathcal{U}_H} \xi_H(T)^2 \right]^{1/2} \quad \text{for all} \ \mathcal{U}_H \subseteq \mathcal{T}_H.
\]

Let \( G_H \in \mathbb{R} \) be the computable discrete goal quantity. We assume that there exists a constant \( C_{go} > 0 \) such that the goal error can be estimated by the (global) refinement indicators through

\[
|G(u) - G_H| \leq C_{go} \eta_H \xi_H \quad \text{for all} \ \mathcal{T}_H \in \mathcal{T}.
\]

### 2.3. Marking strategy.

The marking strategies we employ combine primal and dual error indicators and use one of the following two marking strategies for refinement indicators \( \mu_H(T) \) and a marking parameter \( 0 < \theta \leq 1 \):

- A bulk chasing strategy, also known as Dörfler marking [Dör96]: Find a set \( \mathcal{M}_H \subseteq \mathcal{T}_H \) of marked elements such that
  \[
  \theta \mu^2_H \leq \mu_H(\mathcal{M}_H)^2.
  \]

- A general marking criterion proposed in [MSV08]: With a fixed function
  \[
  M : \mathbb{R}_{\geq 0} \to \mathbb{R}_{\geq 0} \quad \text{that is continuous at} \ 0 \ \text{with} \ 0 < \theta \leq 1,
  \]
  find a set \( \mathcal{M}_H \subseteq \mathcal{T}_H \) of marked elements that satisfies
  \[
  \max_{T \in \mathcal{T}_H \setminus \mathcal{M}_H} \mu_H(T) \leq M(\mu_H(\mathcal{M}_H)).
  \]
Lemma 21 and Lemma 27 below. Note that in both settings considered below, there exists a constant \(s\) satisfies the sequence
\[
(5)
\]
that both strategies (with the general marking criterion presented in the seminal works \([MS09; BET11]\). In the following, we show

Remark 3. Marking Strategy 1 can be seen as a generalization of the GOAFEM marking strategy 1. The set \(V\) of marked elements \(M\) be sets with
\[
(7)
\]
by \(M(t) := t\). Furthermore, also the Dörfler marking \((5)\) is included by \(M(t) := \sqrt{(1 - \theta) \theta^{-1} t};\) see \([GP21]\).

In the following, we propose a generalized marking strategy in the framework of GOAFEM, which generalizes \((7)\) from AFEM to GOAFEM.

Marking Strategy 1. Input: Function \(V: \mathbb{R}^2 \rightarrow \mathbb{R}_0^+\) that is continuous at \((0,0)\) with \(V(0,0) = 0\) and refinement indicators \(\eta_H(T)\) and \(\zeta_H(T)\) for all \(T \in \mathcal{T}_H\).

Choose \(M_H \subseteq \mathcal{T}_H\) such that
\[
\left[ \max_{T \in \mathcal{T}_H \setminus M_H} \eta_H(T) \right] \left[ \max_{T \in \mathcal{T}_H \setminus M_H} \zeta_H(T) \right] \leq V(\eta_H(M_H), \zeta_H(M_H)).
\]

Output: Set of marked elements \(M_H\).

Remark 2. Note that the general criterion \((7)\) encompasses the maximum criterion
\[
M_H := \{ T \in \mathcal{T}_H \mid \mu_H(T) \geq (1 - \theta) \max_{T' \in \mathcal{T}_H} \mu_H(T') \}
\]
as well as the equidistribution criterion
\[
M_H := \{ T \in \mathcal{T}_H \mid \mu_H(T) \geq (1 - \theta) \mu_H/#\mathcal{T}_H \}
\]
by \(M(t) := t\). Furthermore, also the Dörfler marking \((5)\) is included by \(M(t) := \sqrt{(1 - \theta) \theta^{-1} t};\) see \([GP21]\).

For either strategy, convergence of standard AFEM is known in general frameworks \([MSV08; Sie11; GP21]\). In the following, we propose a generalized marking strategy in the framework of GOAFEM, which generalizes \((7)\) from AFEM to GOAFEM.

Marking Strategy 1. Input: Function \(V: \mathbb{R}^2 \rightarrow \mathbb{R}_0^+\) that is continuous at \((0,0)\) with \(V(0,0) = 0\) and refinement indicators \(\eta_H(T)\) and \(\zeta_H(T)\) for all \(T \in \mathcal{T}_H\).

Choose \(M_H \subseteq \mathcal{T}_H\) such that
\[
\left[ \max_{T \in \mathcal{T}_H \setminus M_H} \eta_H(T) \right] \left[ \max_{T \in \mathcal{T}_H \setminus M_H} \zeta_H(T) \right] \leq V(\eta_H(M_H), \zeta_H(M_H)).
\]

Output: Set of marked elements \(M_H\).

Remark 3. Marking Strategy 1 can be seen as a generalization of the GOAFEM marking strategies presented in the seminal works \([MS09; BET11]\). In the following, we show that both strategies (with the general marking criterion \((7)\) instead of the Dörfler marking \((5)\) used in \([MS09; BET11]\) already imply marking with our Marking Strategy 1 along the sequence \((\mathcal{T}_t)_{t \in \mathbb{N}_0}\) generated by Algorithm A. To this end, let \(M\) be a function that satisfies \((6)\) and is quasi-monotonously increasing, i.e., there exists \(C_{\text{mon}} > 0\) such that
\[
M(s) \leq C_{\text{mon}} M(t) \quad \text{for all } s, t \in \mathbb{R}_0^+ \text{ with } s \leq t.
\]

Note that in both settings considered below, there exists a constant \(C_{\text{est}} > 0\) such that (see Lemma 21 and Lemma 27 below)
\[
\sup_{t \in \mathbb{N}_0} (\eta_H + \zeta_H) \leq C_{\text{est}} < \infty.
\]

- **First mark, then combine:** Let \(M_H^\eta, M_H^\zeta \subseteq \mathcal{T}_H\) be sets with
\[
\max_{T \in \mathcal{T}_H \setminus M_H^\eta} \eta_H(T) \leq M(\eta_H(M_H^\eta)) \quad \text{and} \quad \max_{T \in \mathcal{T}_H \setminus M_H^\zeta} \zeta_H(T) \leq M(\zeta_H(M_H^\zeta)).
\]

The set \(M_H \subseteq \mathcal{T}_H\) of marked elements is then chosen such that, for \(\xi \in \{\eta, \zeta\}\), there holds \(M_H^\xi \subseteq \mathcal{M}_H \subseteq M_H^\eta \cup M_H^\zeta\). By defining \(V(x, y) := C_{\text{est}} C_{\text{mon}} \max \{ M(x), M(y) \}\), we have that
\[
\left[ \max_{T \in \mathcal{T}_H \setminus M_H} \eta_H(T) \right] \left[ \max_{T \in \mathcal{T}_H \setminus M_H} \zeta_H(T) \right] \leq C_{\text{est}} C_{\text{mon}} \max_{T \in \mathcal{T}_H \setminus M_H} \xi_T(T) \leq C_{\text{est}} \max_{T \in \mathcal{T}_H \setminus M_H} M(\xi_T(M_H^\xi)) \leq C_{\text{est}} C_{\text{mon}} M(\xi_T(M_H^\xi)) \leq V(\eta_H(M_H^\eta), \zeta_H(M_H^\zeta)).
\]

Thus, \(M_H\) satisfies \((10)\) from Marking Strategy 1. Based on the Dörfler marking strategy \((5)\) for \(\eta_H\) and \(\zeta_H\), this GOAFEM marking strategy is proposed and analyzed in \([MS09]\) for the Poisson model problem, while the analysis is extended to general second-order linear elliptic PDEs in \([FPZ16]\). Moreover, based on the maximum
criterion (8), this strategy is proposed and experimentally considered in [MVY20]. Finally, such a marking criterion (with certain technical modifications) leads even to instance-optimal adaptive meshes for the 2D Poisson problem [IP21].

- **First combine, then mark:** With the weighted error estimator
  \[ \rho_{\ell}(T)^2 := \eta_{\ell}(T)^2 \zeta_{\ell}^2 + \eta_{\ell}^2 \zeta_{\ell}^2(T)^2, \]
  the set \( M_{\ell} \subseteq T_{\ell} \) of marked elements is then chosen such that
  \[ \max_{T \in T_{\ell} \setminus M_{\ell}} \rho_{\ell}(T) \leq M(\rho_{\ell}(M_{\ell})). \quad (13) \]
  By defining \( V(x, y) := C_{\text{mon}} M(C_{\text{est}} \sqrt{x^2+y^2}) \), we have that
  \[ \left[ \max_{T \in T_{\ell} \setminus M_{\ell}} \eta_{\ell}(T) \right] \left[ \max_{T \in T_{\ell} \setminus M_{\ell}} \zeta_{\ell}(T) \right] \leq \max_{T \in T_{\ell} \setminus M_{\ell}} \left( \eta_{\ell}(T)^2 \zeta_{\ell}^2 + \eta_{\ell}^2 \zeta_{\ell}(T)^2 \right)^{1/2} \]
  \[ \leq \max_{T \in T_{\ell} \setminus M_{\ell}} \rho_{\ell}(T) \leq \rho_{\ell}(M_{\ell}) = M(\left[ \eta_{\ell}(M_{\ell})^2 \zeta_{\ell}^2 + \eta_{\ell}^2 \zeta_{\ell}(M_{\ell})^2 \right]^{1/2}) \]
  \[ \leq C_{\text{mon}} M(C_{\text{est}} \left[ \eta_{\ell}(M_{\ell})^2 + \zeta_{\ell}(M_{\ell})^2 \right]^{1/2}) = V(\eta_{\ell}(M_{\ell}), \zeta_{\ell}(M_{\ell})). \]
  Thus, \( M_{\ell} \) satisfies (10) from Marking Strategy 1. Based on the Dörfler marking strategy (5) for \( \rho_{\ell} \), this GOAFEM marking strategy is proposed in [BET11] and analyzed in [FPZ16].

The second strategy first combines the refinement indicators and then marks elements based on these weighted refinement indicators using a reformulation of the Dörfler marking: If \( \mu_H \neq 0 \), the set \( M_H \) from Dörfler marking (5) satisfies
\[ 0 < \theta \leq \frac{\mu_H(M_H)^2}{\eta_{H}^2}. \]
This observation is used in [BET11] to find a common framework for the marking strategies outlined in Remark 3. We present this in a more general manner.

**Marking Strategy 2.** **Input:** Weighting function \( W : \mathbb{R}_{\geq 0}^2 \rightarrow \mathbb{R}_{\geq 0} \) that satisfies
\[ W(x, y) \leq C_W \max\{x, y\} \quad \text{for all } x, y \in [0, 1], \quad \text{and} \quad W(1, 1) = 1, \quad (14) \]
where \( C_W > 0 \) is a fixed constant, refinement parameter \( \theta \in (0, 1] \), triangulation \( T_H \) and refinement indicators \( \eta_H(T) \) and \( \zeta_H(T) \) for all \( T \in T_H \). Choose \( M_H \subseteq T_H \) such that
\[ 0 < \theta \leq W\left( \frac{\eta_H(M_H)^2}{\eta_{H}^2}, \frac{\zeta_H(M_H)^2}{\zeta_{H}^2} \right). \quad (15) \]
**Output:** Set of marked elements \( M_H \).

**Remark 4.** If there holds \( \eta_{\ell_0} \zeta_{\ell_0} = 0 \) for some minimal \( \ell_0 \in \mathbb{N}_0 \) in Algorithm A, then, by the goal error estimate (4), it follows that there already holds \( G(u_{\ell_0}) = G(u) \). Therefore, Algorithm A can be terminated after step (ii) in the \( \ell_0 \)-th iteration. In particular, this means that \( \eta_{\ell} \zeta_{\ell} \neq 0 \) for all \( \ell < \ell_0 \) and Marking Strategy 2 is well-defined for all steps executed by Algorithm A. In this case, for formal reasons, we define the sequence \( (T_{\ell})_{\ell \in \mathbb{N}_0} \subset \mathbb{T} \) by \( T_{\ell} := T_{\ell_0} \) for all \( \ell \geq \ell_0 \).
Remark 5. (i) We note that Marking Strategy 2 is indeed stronger than and implies Marking Strategy 1: To see this, suppose that $\mathcal{M}_t \subseteq \mathcal{T}_t$ satisfies Marking Strategy 2 and define

$$V(x,y) := \left(\frac{C_{\text{est}} C_W}{\theta}\right)^{1/2} \max\{x,y\}$$

with $C_{\text{est}}$ from (12) and $C_W$ from (14). Without loss of generality, suppose that there holds $\eta_{H}(\mathcal{M}_{H})^2/\eta_{H}^2 \leq \zeta_{H}(\mathcal{M}_{H})^2/\zeta_{H}^2$. Then, it follows that

$$\theta \leq W\left(\frac{\eta_{H}(\mathcal{M}_{H})^2}{\eta_{H}^2}, \frac{\zeta_{H}(\mathcal{M}_{H})^2}{\zeta_{H}^2}\right) \leq C_W \max\left\{\frac{\eta_{H}(\mathcal{M}_{H})^2}{\eta_{H}^2}, \frac{\zeta_{H}(\mathcal{M}_{H})^2}{\zeta_{H}^2}\right\} = C_W \frac{\zeta_{H}(\mathcal{M}_{H})^2}{\zeta_{H}^2}.$$

Together with (12) this yields

$$\theta \eta_{H}^2 \zeta_{H}^2 \leq C_W C_{\text{est}} \zeta_{H}(\mathcal{M}_{H})^2 \leq C_W C_{\text{est}} \max\{\eta_{H}(\mathcal{M}_{H}), \zeta_{H}(\mathcal{M}_{H})\}^2.$$

The concrete definition of $V(x,y)$ then proves (10).

(ii) The reason for considering Marking Strategy 2 instead of only Marking Strategy 1 is that it allows to relax the assumptions on the mesh-refinement; see Theorem 16 below.

2.4. Estimator properties. For the properties required of the refinement indicators, we consider two different settings that are laid out in the following. In the context of standard AFEM, the first one stems from [MSV08] and covers a wide range of problems. The second one stems from [GP21] and is essentially based on higher-level properties of the estimator as extracted in [CFPP14]. While the second setting is usually easier to prove in practice, it is tailored to residual-based error estimators, since it implicitly exploits that the local refinement indicators are weighted by the local mesh-size. We refer to Section 3 for an illustrative example for these properties.

2.4.1. Setting I based on discrete local efficiency. We present here the setting originally conceived in the work [MSV08] for plain convergence of standard AFEM, which essentially relies on local discrete efficiency; see (A1) below.

For all $\mathcal{T}_{H} \in \mathcal{T}$ and $\omega \subseteq \Omega$, we define the corresponding patch and its area as

$$\mathcal{T}_{H}[\omega] := \{T \in \mathcal{T}_{H} \mid \mathcal{S} \cap T \neq \emptyset\} \quad \text{and} \quad \Omega_{H}[\omega] := \bigcup \mathcal{T}_{H}[\omega], \quad (16)$$

respectively. For all $\mathcal{U}_{H} \subseteq \mathcal{T}_{H}$, we abbreviate

$$\mathcal{T}_{H}[\mathcal{U}_{H}] := \mathcal{T}_{H}[\bigcup \mathcal{U}_{H}] \quad \text{and} \quad \Omega_{H}[\mathcal{U}_{H}] := \bigcup \mathcal{T}_{H}[\mathcal{U}_{H}].$$

In addition to the properties (R1)–(R2), we require the following assumptions on the mesh-refinement: With constants $0 < \rho_{\text{child}} < 1$ and $C_{\text{patch}}, C_{\text{size}} \geq 1$, for all $\mathcal{T}_{H} \in \mathcal{T}$, $\mathcal{M}_{H} \subseteq \mathcal{T}_{H}$, and $\mathcal{T}_{h} := \text{refine} (\mathcal{T}_{H}, \mathcal{M}_{H})$, it holds that

(R3) proper children are uniformly smaller than their parents, i.e.,

$$|T'| < \rho_{\text{child}} |T| \quad \text{for all} \ T \in \mathcal{T}_{H} \setminus \mathcal{T}_{h} \text{ and } T' \in \mathcal{T}_{h} \text{ with } T' \subseteq T;$$

(R4) the number of elements per patch is uniformly bounded, i.e.,

$$\# \mathcal{T}_{H}[T] \leq C_{\text{patch}} \quad \text{for all} \ T \in \mathcal{T}_{H};$$

(R5) patch elements have comparable size, i.e.,

$$|T| \leq C_{\text{size}} |T'| \quad \text{for all} \ T \in \mathcal{T}_{H} \text{ and } T' \in \mathcal{T}_{H}[T].$$
We further assume that the space $\mathcal{X}$ is equipped with a family $\{\|\cdot\|_{\mathcal{X}(\omega)} : \omega \leq \overline{\Omega} \text{ measurable}\}$ of seminorms which

(N1) are subadditive, i.e., for all measurable subsets $\omega_1, \omega_2 \leq \overline{\Omega}$ with $|\omega_1 \cap \omega_2| = 0$, it holds that

$$\|v\|_{\mathcal{X}(\omega_1)} + \|v\|_{\mathcal{X}(\omega_2)} \leq \|v\|_{\mathcal{X}(\omega_1 \cup \omega_2)}$$

for all $v \in \mathcal{X}$.

(N2) are absolutely continuous with respect to the measure $|\cdot|$, i.e.,

$$\lim_{|\omega| \to 0} \|v\|_{\mathcal{X}(\omega)} = 0$$

for all $v \in \mathcal{X}$.

(N3) approximate the natural norm on $\mathcal{X}$, i.e., $\|\cdot\|_{\mathcal{X}(\overline{\Omega})} = \|\cdot\|_{\mathcal{X}}$.

We suppose that there exist an additional normed space $\mathcal{D}$ that is also equipped with a family of seminorms that satisfy (N1)–(N3), and some fixed data terms $D^\eta, D^\xi \in \mathcal{D}$.

Finally, let $0 < \rho_{\text{def}} < 1$ and $C_{\text{def}} \geq 1$ be constants. For all $T \in \mathcal{T}$ and $\mathcal{U}_H \subseteq \mathcal{T}_H$ we denote by $\mathcal{T}(\mathcal{T}_H, \mathcal{U}_H, \rho_{\text{def}})$ the set of all $\mathcal{T}_h \in \mathcal{T}(\mathcal{T}_H)$ such that $|T''| < \rho_{\text{def}}|T'|$ for all $T \in \mathcal{U}_H, T' \in \mathcal{T}_H[T]$ and $T'' \in \mathcal{T}_H$ with $T'' \subseteq T'$.

Then, suppose that there hold:

(A1) **Local discrete efficiency**, i.e., for $(v, \xi) \in \{(u, \eta), (z, \zeta)\}$, all $\mathcal{T}_H \in \mathcal{T}$, all $T \in \mathcal{T}_H$, and $\mathcal{T}_h \in \mathcal{T}(\mathcal{T}_H, \{T\}, \rho_{\text{def}})$, the corresponding discrete solutions satisfy

$$C_{\text{def}}^{-2} \xi_{\mathcal{T}_H}(T)^2 \leq \|v_h - v_H\|^2_{\mathcal{X}(\Omega_H[T])} + \|\text{osc}_{\mathcal{H}}^e(\mathcal{T}_H[T])\|^2;$$

(A2) **Boundedness of the oscillation term** $\text{osc}_{\mathcal{H}}^e(\mathcal{T}_H[T]) \in \mathbb{R}_{\geq 0}$ from (A1), i.e., for $(v, \xi) \in \{(u, \eta), (z, \zeta)\}$, it holds that

$$\text{osc}_{\mathcal{H}}^e(\mathcal{T}_H[T]) \leq w(|T|) \left[\|v_H\|^2_{\mathcal{X}(\Omega_H[T])} + \|D^\xi\|^2_{\mathcal{D}(\Omega_H[T])}\right]$$

for all $T \in \mathcal{T}_H$

where $w : \mathbb{R}_{\geq 0} \to \mathbb{R}_{\geq 0}$ is a monotonously increasing weight function, that is continuous at 0 with $w(0) = 0$;

(A3) **A natural approximation property**, i.e., for all $\varepsilon > 0$ and all $\mathcal{T}_H \in \mathcal{T}$ there exists $\mathcal{T}_h \in \mathcal{T}(\mathcal{T}_H, \mathcal{T}_H, \rho_{\text{def}})$ with $\|u - u_h\|_{\mathcal{X}} + \|z - z_h\|_{\mathcal{X}} \leq \varepsilon$.

2.4.2. **Setting II based on high-level structural properties.** In contrast to the previous setting, we follow here the recent work [GP21] and only require the structural assumptions of stability (B1) and reduction (B2). To this end, let $0 < q_{\text{red}} < 1$ and $S : \mathbb{R}_{\geq 0}^2 \to \mathbb{R}_{\geq 0}$ be a function that is continuous at $(0,0)$ with $S(0,0) = 0$ as well as bounded on compact subsets of $\mathbb{R}_{\geq 0}^2$. For all $\mathcal{T}_H \in \mathcal{T}$ and $\mathcal{T}_h \in \mathcal{T}(\mathcal{T}_H)$, we assume:

(B1) **Stability on non-refined elements**, i.e., for $\xi \in \{\eta, \zeta\}$ it holds that

$$\xi_h(\mathcal{T}_h \cap \mathcal{T}_H) \leq \xi_H(\mathcal{T}_h \cap \mathcal{T}_H) + S(\|u_h - u_H\|_{\mathcal{X}}, \|z_h - z_H\|_{\mathcal{X}});$$

(B2) **Reduction on refined elements**, i.e., for $\xi \in \{\eta, \zeta\}$ it holds that

$$\xi_h(\mathcal{T}_h \setminus \mathcal{T}_H)^2 \leq q_{\text{red}} \xi_H(\mathcal{T}_h \setminus \mathcal{T}_H)^2 + S(\|u_h - u_H\|_{\mathcal{X}}, \|z_h - z_H\|_{\mathcal{X}})^2.$$  

For a visual guide to the assumptions in both settings, see Figure 1.

3. **Motivating example: Poisson equation in $\mathbb{R}^d$**

We clarify the parts of the abstract Algorithm A and the assumptions made in the last section by an illustrative example. Let $\Omega \subseteq \mathbb{R}^d$, $d \in \mathbb{N}_{\geq 1}$ be a bounded Lipschitz domain with polygonal boundary $\partial \Omega$ and $\mathcal{X} := H^1_0(\Omega)$ equipped with the energy norm.
\[
\|\cdot\|_X := \|\nabla (\cdot)\|_{L^2(\Omega)}.
\]

For \( f \in L^2(\Omega) \), we consider the weak formulation of the Poisson equation:

Find \( u \in X \) : \( a(u, v) := \int_{\Omega} \nabla u \cdot \nabla v \, dx = \int_{\Omega} fv \, dx =: F(v) \) for all \( v \in X \). \hspace{1cm} (17)

We are interested in the goal value \( G(u) := \int_{\Omega} gu \, dx \) with \( g \in L^2(\Omega) \). \hspace{1cm} (18)

To this end, we introduce the dual problem:

Find \( z \in X \) : \( a(v, z) = G(v) \) for all \( v \in X \). \hspace{1cm} (19)

We note that, according to the Lax–Milgram lemma, there exist unique solutions \( u \in X \) to (17) and \( z \in X \) to (19). Furthermore, (19) allows to reconstruct the goal value by \( G(u) = a(u, z) = F(z) \).

### 3.1. Discretization.

For a given conforming triangulation \( T_H \in \mathcal{T} \) into simplices [Ste08], we define the FEM space

\[ X_H = S^p_0(T_H) := \{ v_H \in H^1_0(\Omega) \mid v_H|_T \text{ is a polynomial of degree } \leq p \text{ for all } T \in T_H \}. \]

For mesh-refinement, we employ newest vertex bisection [Ste07; Ste08; BDD04], which satisfies (R1)–(R2). Then, it holds that

\[ |T'| \leq |T|/2 \quad \text{for all } T_H \in \mathcal{T}, \quad T_h \in \mathcal{T}(T_H), \quad T \in T_H \setminus T_h \text{ and } T' \in T_h \text{ with } T' \subset T \]

and all triangulations are uniformly \( \kappa \)-shape regular for \( \kappa > 0 \) in the sense that

\[ \max_{T \in T_H} \frac{\text{diam}(T)}{|T|^{1/d}} \leq \kappa < \infty \quad \text{for all } T_H \in \mathcal{T}, \]

which is why also (R3)–(R5) hold. The functions \( u_H \) and \( z_H \) are then obtained by discrete formulations of (17) and (19):

Find \( u_H, z_H \in X_H \) : \( a(u_H, v_H) = F(v_H) \), \( a(v_H, z_H) = G(v_H) \) for all \( v_H \in X_H \). \hspace{1cm} (20)
Again, according to the Lax–Milgram lemma, there exists a unique solution $u_H \in \mathcal{X}_H$ and $z_H \in \mathcal{X}_H$, respectively. We note that there holds the Galerkin orthogonality

$$a(u - u_H, v_H) = a(v_H, z - z_H) \quad \text{for all } v_H \in \mathcal{X}_H.$$ (21)

Nestedness of the discrete function spaces, i.e., $\mathcal{X}_H \subseteq \mathcal{X}_h$ if $\mathcal{T}_h \in \mathcal{T}(\mathcal{T}_H)$, together with a Céa-type quasi-optimality result further imply that there holds a priori convergence (2); see, e.g., the seminal work [BV84].

### 3.2. Error estimators

With $h_T := |T|^{1/d}$, local error indicators for (20) are given by

$$\mu_H(T)^2 := h_T^2 \|\Delta u_H + f\|_{L^2(T)}^2 + h_T \|\nabla u_H \cdot \nu\|_{L^2(\partial T \cap \mathcal{S})}^2,$$

$$\nu_H(T)^2 := h_T^2 \|\Delta z_H + g\|_{L^2(T)}^2 + h_T \|\nabla z_H \cdot \nu\|_{L^2(\partial T \cap \mathcal{S})}^2.$$ (22)

In the following we collect some basic properties of the presented error estimators [Ver13]. These are used to verify (4) as well as (A1)–(A3) and (B1)–(B2).

**Proposition 6 (Reliability).** There exists a constant $C_{\text{rel}} > 0$ such that, for all $\mathcal{T}_H \in \mathcal{T}$, there holds

$$\|\nabla (u - u_H)\|_{L^2(\Omega)} \leq C_{\text{rel}} \mu_H \quad \text{and} \quad \|\nabla (z - z_H)\|_{L^2(\Omega)} \leq C_{\text{rel}} \nu_H.$$ (23)

The constant $C_{\text{rel}}$ depends only on κ-shape regularity.

Note that, for local discrete efficiency, the mesh-refinement rule (NVB) has to be modified in some cases (see [EGP20] for details):

- For $p = 1$, all $T \in \mathcal{M}_H$ have to be refined by three levels of bisection to guarantee the presence of an interior vertex on all edges of $T$ and inside inside $T$ [MNS00]. Then, there holds $\mathcal{T}(\mathcal{T}_H) = \mathcal{T}(\mathcal{T}_H, \mathcal{M}_H, \rho_{\text{def}})$ for all $\mathcal{T}_H \in \mathcal{T}$ and all $1/4 \leq \rho_{\text{def}} < 1$.
- For $p > 1$, the presence of an interior vertex inside $T$ is not required and standard NVB with three bisections per element (where all edges of $T$ are bisected once) suffices. Then, there holds $\mathcal{T}(\mathcal{T}_H) = \mathcal{T}(\mathcal{T}_H, \mathcal{M}_H, \rho_{\text{def}})$ for all $\mathcal{T}_H \in \mathcal{T}$ and all $1/4 \leq \rho_{\text{def}} < 1$.

If $T$ is marked for refinement (and hence appropriately refined), these interior vertices give rise to discrete edge bubble functions which are of polynomial order 1 for refined edges and to element bubble functions of polynomial order $\max\{p - 1, 1\}$ for marked elements. Together with the usual bubble function technique, this allows to prove to the following proposition:

**Proposition 7 (Local discrete efficiency).** There exists a constant $C_{\text{def}} > 0$ such that, for all $\mathcal{T}_H \in \mathcal{T}$ and all $\mathcal{T}_h \in \mathcal{T}(\text{refine}(\mathcal{T}_H, \{T\}))$, there holds

$$C_{\text{def}}^{-2} \mu_H(T)^2 \leq \|\nabla (u_h - u_H)\|_{L^2(\Omega_{H[T]})}^2 + \text{osc}_H(\mathcal{T}_H[T], f)^2,$$

$$C_{\text{def}}^{-2} \nu_H(T)^2 \leq \|\nabla (z_h - z_H)\|_{L^2(\Omega_{H[T]})}^2 + \text{osc}_H(\mathcal{T}_H[T], g)^2,$$ (24)

where the oscillation terms are defined in terms of the $L^2(T)$-orthogonal projection $\Pi_T^q$ onto polynomials of degree of at most $q$ on $T$ (and usually $q = p - 1$ to ensure higher-order oscillations) and can be bounded by

$$\text{osc}_H(\mathcal{T}_H[T], D)^2 := \sum_{T' \in \mathcal{T}[T]} |T'|^{3/d} \| (1 - \Pi_T^q) D \|_{L^2(T')}^2 \leq C_{\text{patch}} C_{\text{size}} |T'|^{2/d} \| D \|_{L^2(T')}^2.$$

The constant $C_{\text{def}}$ depends only on κ-shape regularity and the polynomial degree $p$. 
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Proposition 8 (Stability). There exists a constant $C_{\text{stab}} > 0$ such that, for all $T_H \in \mathbb{T}$ and $T_h \in \mathbb{T}(T_H)$ as well as $U_H \subseteq T_h \cap T_H$, there holds that

\[
\begin{align*}
\mu_h(U_H) &\leq \mu_H(U_H) + C_{\text{stab}} \|\nabla(u_h - u_H)\|_{L^2(\Omega)} \\
\nu_h(U_H) &\leq \nu_H(U_H) + C_{\text{stab}} \|\nabla(z_h - z_H)\|_{L^2(\Omega)}.
\end{align*}
\]  

(25)

The constant $C_{\text{stab}}$ depends only on $\kappa$ and the polynomial degree $p$.

Proposition 9 (Reduction). There exist constants $q_{\text{red}} \in (0,1)$ and $C_{\text{red}} > 0$ such that, for all $T_H \in \mathbb{T}$ and $T_h \in \mathbb{T}(T_H)$, there holds that

\[
\begin{align*}
\mu_h(T_h \setminus T_H)^2 &\leq q_{\text{red}} \mu_H(T_h \setminus T_H)^2 + C_{\text{red}}^2 \|\nabla(u_h - u_H)\|_{L^2(\Omega)}^2 \\
\nu_h(T_h \setminus T_H)^2 &\leq q_{\text{red}} \nu_H(T_h \setminus T_H)^2 + C_{\text{red}}^2 \|\nabla(z_h - z_H)\|_{L^2(\Omega)}^2
\end{align*}
\]  

(26)

The constant $C_{\text{red}}$ depends only on $\kappa$, $p$, and the element-size reduction, which is $1/2$ for NVB.

Remark 10. If we set $S(r,t) := \max\{C_{\text{stab}}, C_{\text{red}}\} \max\{r,t\}$, Propositions 7–9 together with a priori convergence (2) show that the error estimators $\mu_H$ and $\nu_H$ satisfy (A1)–(A3) as well as (B1)–(B2). Furthermore, Galerkin orthogonality (21) and Proposition 6 show that

\[
\begin{align*}
|G(u) - G(u_H)| &\leq \eta H \mu_H = \eta H \nu_H.
\end{align*}
\]  

(27)

i.e., there holds (4) with $\eta H := \mu H$ and $\zeta H := \nu H$. This motivates how the abstract settings from Section 2 relate to the present Poisson problem.

3.3. Quadratic goal functional. Consider the quadratic goal value

\[
G(u) := \int_\Omega g u^2 \, dx \quad \text{with } g \in L^2(\Omega).
\]  

(28)

The linearized dual problem for this goal functional and its discretization read:

\[
\begin{align*}
\text{Find } z &\in X : \quad a(v, z) = (2g u, v)_{L^2(\Omega)} \quad \text{for all } v \in X, \\
\text{find } z_H &\in X_H : \quad a(v_H, z_H) = (2g u_H, v_H)_{L^2(\Omega)} \quad \text{for all } v_H \in X_H.
\end{align*}
\]  

(29)

Using this notion of dual problem, [BIP21] shows the a priori goal error estimate

\[
|G(u) - G(u_H)| \lesssim \|\nabla(u - u_H)\|_{L^2(\Omega)} \|\nabla(z - z_H)\|_{L^2(\Omega)} + \|\nabla(u - u_H)\|_{L^2(\Omega)}^2.
\]

This can be further estimated by reliability (23) to obtain

\[
|G(u) - G(u_H)| \lesssim \eta H \zeta H + \eta H^2 \eta H^2 = \eta H (\zeta H + \eta H) \simeq \eta H (\eta H^2 + \eta H^2)^{1/2}.
\]

Using $\eta H := \mu H$ and $\zeta H := (\mu H^2 + \nu H^2)^{1/2}$, this proves (4). Furthermore, we note that $\zeta H$ also satisfies (B1)–(B2); see [BIP21].

Remark 11. This choice of $\eta H$ and $\zeta H$ also appears for nonlinear primal problem; see, e.g., [BBF22] for GOAFEM for semilinear PDEs.
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Remark 12. By using that
\[ \mu_H \nu_H \leq \frac{1}{2} (\mu_H^2 + \nu_H^2) \]
as well as \[ \mu_H (\mu_H^2 + \nu_H^2)^{1/2} \leq \mu_H^2 + \nu_H^2, \]
we see that the goal error of both linear and quadratic goal can also be estimated by
\[ |G(u) - G(u_H)| \lesssim \mu_H^2 + \nu_H^2. \]
Thus, an algorithm for both linear and quadratic goal can also be realized by the goal error estimate (4) with \( \eta_H := \zeta_H := (\mu_H^2 + \nu_H^2)^{1/2} \).

3.4. Marking for the model problem. For the Poisson problem with linear goal, \[ \text{[MS09]} \]
suggests to find sets \( M^\ell_1 \) and \( M^\ell_2 \) such that
\[ \theta \mu_1^2 \leq \mu_\ell (M_1^\ell) \]
and then choose \( M_\ell \) as the smaller of the two. This is covered by both our Marking Strategies 1 and 2 with \( \eta_\ell := \mu_\ell \) and \( \zeta_\ell := \nu_\ell \); see Remark 3 and \[ \text{[BET11]} \]
For the quadratic goal, \[ \text{[BIP21]} \]
suggests two marking strategies: The first one defines the weighted refinement indicator
\[ \rho_\ell(T) := \mu_\ell (\mu_\ell^2 + \nu_\ell^2) + \mu_\ell^2 (\mu_\ell (T)^2 + \nu_\ell (T)^2) \]
and obtains the set of marked elements \( M_\ell \) by Dörfler marking (5). This is covered by both our Marking Strategies 1 and 2 with \( \eta_\ell := \mu_\ell \) and \( \zeta_\ell := (\mu_\ell^2 + \nu_\ell^2)^{1/2} \). The second strategy presented determines the set \( M_\ell \) by the modified Dörfler marking
\[ \theta (\mu_\ell^2 + \nu_\ell^2) \leq \mu_\ell (M_\ell) + \nu_\ell (M_\ell)^2. \]
This is also covered by our Marking Strategies 1 and 2 with \( \eta_\ell := \zeta_\ell := (\mu_\ell^2 + \nu_\ell^2)^{1/2} \).

3.5. GOAFEM with inexact solver. Consider the case that the discrete solutions to (20) are computed by an iterative solver. Suppose that one step of the solver on a mesh \( T_H \in \mathbb{T} \) is denoted by an operator \( \Phi^u_H, \Phi^z_H : \mathcal{X}_H \to \mathcal{X}_H \) for the primal and dual problem, respectively, and that this solver is contractive, i.e., with the exact solutions \( u_H, z_H \) of (20), there exists a constant \( 0 < \kappa < 1 \) such that, for all \( v_H \in \mathcal{X}_H, \)
\[ \| u_H - \Phi^u_H (v_H) \|_\mathcal{X} \leq \kappa \| u_H - v_H \|_\mathcal{X} \quad \text{and} \quad \| z_H - \Phi^z_H (v_H) \|_\mathcal{X} \leq \kappa \| z_H - v_H \|_\mathcal{X}. \]

Possible examples include the optimally preconditioned CG method (see \[ \text{[CNX12; GHPS21]} \]
for PCG and adaptive FEM) or geometric multigrid solvers (see \[ \text{[WZ17; IMPS22]} \]
in the frame of adaptive FEM). On every level of the adaptive algorithm, we employ \( k \geq 1 \) steps of the iterative solver to obtain \( u_\ell := (\Phi^u_\ell)^k (u_{\ell-1}) \) and \( z_\ell := (\Phi^z_\ell)^k (z_{\ell-1}) \) with \( u_{-1} = 0 = z_{-1} \), where \( k = k(\ell) \) may even vary with \( \ell \) (and could even differ for \( u \) and \( z \), respectively).

This setting is considered, e.g., in \[ \text{[FP20; BGIP22]} \] and \[ \text{[BGIP22]} \] shows that the residual error estimators \( \eta_\ell := \mu_\ell \) and \( \zeta_\ell := \nu_\ell \) from (22) satisfy (B1)-(B2). Furthermore, contraction (30) shows a priori convergence for the inexact solutions: Since there holds a priori convergence (2) for the exact solutions \( u^*_\ell \), we have that
\[ \| u_{\ell+1}^* - u_{\ell+1} \|_\mathcal{X} \leq \kappa^k \| u^*_\ell - u_\ell \|_\mathcal{X} + \kappa^k \| u_{\ell+1}^* - u_{\ell+1}^\ell \|_\mathcal{X} \leq \kappa \| u^*_\ell - u_\ell \|_\mathcal{X} + \| u_{\ell+1}^* - u_{\ell+1}^\ell \|_\mathcal{X} \]
is a contraction up to a null sequence. Therefore, it follows that \( \| u^*_\ell - u_\ell \|_\mathcal{X} \to 0 \) as \( \ell \to \infty \); see Lemma 28 below. Thus, a priori convergence (2) for the exact solutions yields
\[ \| u_\infty - u_\ell \|_\mathcal{X} \leq \| u_\infty - u_\ell^* \|_\mathcal{X} + \| u^*_\ell - u_\ell \|_\mathcal{X} \to 0 \quad \text{as} \quad \ell \to \infty; \]
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the same argument shows \( \| z_{\infty} - z_\ell \|_X \to 0 \) for the inexact dual solutions. Finally, the goal error estimate reads (note that Galerkin orthogonality (21) does not hold for inexact solutions)

\[
G(u) - G(u_\ell) = a(u - u_\ell, z) = a(u - u_\ell, z - z_\ell) + F(z_\ell) - a(u_\ell, z_\ell).
\]

With the discrete goal quantity \( G_\ell := G(u_\ell) + F(z_\ell) - a(u_\ell, z_\ell) \), we obtain the goal error estimate [BGIP22]

\[
|G(u) - G_\ell| \lesssim \eta_\ell \| u^* - u_\ell \|_X \left[ \zeta_\ell + \| z^* - z_\ell \|_X \right],
\]

from which convergence of the goal error follows with a priori convergence of the inexact solutions (see above) as well as convergence of the estimator product \( \eta_\ell \zeta_\ell \) and boundedness of the estimators (see Sections 4–6 below). The works [GHPS21; BGIP22] further present criteria to stop the iterative solver that allow to dominate the solver error \( \| u^* - u_\ell \|_X \) by the estimator \( \eta_\ell \) (and analogously for the dual problem); thus, one recovers the goal error estimate (4).

**Remark 13.** Note that the explanatory example in this section, as well as the applied examples in Section 7, deals only with finite element discretizations of (non-)linear second order elliptic PDEs. Indeed the motivation behind the subsequent analysis originates in conforming finite element methods, where adaptivity is driven by residual-type a posteriori error estimators.

However, our analysis is more general than the presented examples suggest. In particular, it also covers the convergence analysis for point errors in adaptive boundary element methods [FGH+16] and goal oriented adaptive FEM for problems featuring fractional diffusion; see, e.g., [FMP21] for the first convergence result for standard adaptive FEM for the fractional Laplacian.

### 4. Main Results

Our main results govern the (plain) convergence of Algorithm A in both presented settings with Marking Strategies 1–2.

**4.1. Convergence in Setting I.** Our first main result states plain convergence in Setting I with Marking Strategy 1. This is an extension of the results of [MSV08] from standard AFEM to GOAFEM.

**Theorem 14.** Consider the output of Algorithm A using Marking Strategy 1 or Marking Strategy 2. Suppose that the refinement strategy satisfies (R1)–(R5). Suppose further that \( X \) and \( D \) are equipped with seminorms in the sense of (N1)–(N3). Finally, suppose that here holds local discrete efficiency as well as the natural approximation property (A1)–(A3). Then, a priori convergence (2) of \( (u_\ell)_{\ell \in \mathbb{N}_0} \) and \( (z_\ell)_{\ell \in \mathbb{N}_0} \) yields convergence

\[
\eta_\ell \zeta_\ell \to 0 \quad \text{as} \quad \ell \to \infty.
\]

**4.2. Convergence in Setting II.** The next results concern plain convergence in Setting II with both presented marking strategies. The first one deals with Marking Strategy 1 and transfers [GP21, Theorem 3.1] from standard AFEM to GOAFEM.

**Theorem 15.** Consider the output of Algorithm A using Marking Strategy 1 or Marking Strategy 2. Suppose that the error estimators \( (\eta_\ell)_{\ell \in \mathbb{N}_0} \) and \( (\zeta_\ell)_{\ell \in \mathbb{N}_0} \) satisfy stability (B1)—(B2).
and reduction (B2). Suppose further that the refinement strategy satisfies (R1)–(R2). Then, a priori convergence (2) of \((u_\ell)_{\ell \in \mathbb{N}_0}\) and \((z_\ell)_{\ell \in \mathbb{N}_0}\) yields convergence
\[
\eta_\ell \zeta_\ell \to 0 \quad \text{as } \ell \to \infty.
\]

Similar to [GP21, Theorem 3.3] for Dörfler marking (5), our last main result exploits Marking Strategy 1, which is inspired by Dörfler marking and allows to drop the child property (R2) from the list of assumptions. Furthermore, we note that this theorem deals with the slightly more restrictive Marking Strategy 2.

**Theorem 16.** Consider the output of Algorithm A using Marking Strategy 2. Suppose that the error estimators \((\eta_\ell)_{\ell \in \mathbb{N}_0}\) and \((\zeta_\ell)_{\ell \in \mathbb{N}_0}\) satisfy stability (B1) and reduction (B2). Suppose further that the refinement strategy satisfies (R1). Then, a priori convergence (2) of \((u_\ell)_{\ell \in \mathbb{N}_0}\) and \((z_\ell)_{\ell \in \mathbb{N}_0}\) yields convergence
\[
\eta_\ell \zeta_\ell \to 0 \quad \text{as } \ell \to \infty.
\]

## 5. Proof of Theorem 14 (Setting I)

The analysis presented in this section follows the work [MSV08]. Without loss of generality, we suppose that Marking Strategy 1 is used; see Remark 5. We start with some auxiliary results.

### 5.1. Auxiliary Results

To abbreviate notation, let \((\xi, v) \in \{(\eta, u), (\zeta, z)\}\). For all \(\ell \in \mathbb{N}_0\), define the following subsets of \(T_\ell\):
\[
\begin{align*}
T_\ell^+ & := \{T \in T_\ell \mid \exists \ell' \geq \ell \forall T' \in T_\ell[T] \forall T'' \in T_{\ell'} \text{ with } T'' \subseteq T' : |T''| < \rho_{\text{def}}|T'|\}; \\
T_\ell^- & := \{T \in T_\ell \mid T_\ell[T] \subseteq T_\infty\}; \\
T_\ell^* & := T_\ell \setminus [T_\ell^+ \cup T_\ell^-].
\end{align*}
\]

With this, it holds that
\[
\xi_\ell^2 = \xi_\ell(T_\ell^+)^2 + \xi_\ell(T_\ell^*)^2 + \xi_\ell(T_\ell^-)^2,
\]
which allows us to investigate convergence of the corresponding error contributions separately. As observed in [MSV08], the contributions of \(T_\ell^+\) and \(T_\ell^*\) vanish in the limit. To this end, we need local efficiency which can be seen formally as (A1) in the limit \(v_h \to v\). This, as well as local boundedness of the estimators, is stated in the next result.

**Proposition 17.** (i) Suppose subadditivity (N1) of \(\|\|_X\), local discrete efficiency (A1), and the natural approximation property (A3). Then, there holds local efficiency for \((\xi, v) \in \{(\eta, u), (\zeta, z)\}\), i.e., for all \(T_H \in T\), the corresponding discrete solution \(v_H\) satisfies
\[
C_{\text{def}}^{-1} \xi_H(T) \leq \| v - v_H \|_{X(\Omega_H[T])} + \text{osc}_H(T_H[T])^2 \quad \text{for all } T \in T_H.
\]
(ii) Suppose that there hold local efficiency (32) and the oscillation bound (A2). Then, with \(C_{\text{bdd}} := C_{\text{def}}^{-1}(2 + w(\Omega))\), there holds
\[
C_{\text{bdd}}^{-1} \xi_H(T) \leq \| v_H \|_{X(\Omega_H[T])} + \| v \|_{X(\Omega_H[T])} + \| D \xi \|_{D(\Omega_H[T])}.
\]
Proof. (i) Let $\delta > 0$. Applying (A1), the Young inequality, subadditivity (N1) of $\|\cdot\|_X$ yields that
\[
C_{\text{def}}^2 \xi_H(T)^2 \leq (1 + \delta^2)\|v - v_H\|^2_{X(\Omega_H[T])} + (1 + \delta)\|v_H\|^2_X + \text{osc}_H^\delta (T_H[T])^2
\]
for all $T_H \in \mathcal{T}$, $T \in T_H$ and $T_h \in \mathcal{T}(T_H, \{T\}, \rho_{\text{def}})$. By (A3), we can choose $T_h \in \mathcal{T}(T_H, T_H, \rho_{\text{def}})$ such that $\|v - v_h\|^2_X \leq (1 + \delta^{-1})^{-2}$. Since $\delta$ is arbitrary, we derive (32).

(ii) Together with the oscillation bound (A2), local efficiency (32) implies that
\[
C_{\text{def}}^2 \xi_H(T)^2 \leq \|v - v_H\|^2_{X(\Omega_H[T])} + \text{osc}_H^\delta (T_H[T])^2 \\
\leq 2\|v\|^2_{X(\Omega_H[T])} + (2 + w(|T|))\|v_H\|^2_{X(\Omega_H[T])} + w(|T|)\|D^\xi_D(\Omega_H[T])\|.
\]
This yields (33). \qed

Proposition 18 ([MSV08, Proposition 4.1]). Suppose that $X$ and $D$ are equipped with subadditive (N1) seminorms that satisfy (N3). Suppose further that the refinement strategy satisfies (R2) and (R3)–(R4). Finally, suppose that there holds local discrete efficiency (A1)–(A2). Then, a priori convergence (2) yields
\[
\xi_\ell(\mathcal{T}_\ell^+) \to 0 \quad \text{as } \ell \to \infty.
\]

Proposition 19 ([MSV08, Proposition 4.2]). Suppose that $X$ and $D$ are equipped with subadditive (N1) and absolutely continuous (N2) seminorms. Suppose further that the refinement strategy satisfies (R2) and (R3)–(R5). Finally, suppose that there holds local efficiency (32) as well as the oscillation bound (A2). Then, a priori convergence (2) yields
\[
\xi_\ell(\mathcal{T}_\ell^+) \to 0 \quad \text{as } \ell \to \infty.
\]

The following result is implicitly found in Step 2 of the proof of [MSV08, Lemma 4.1]. We state it here explicitly, since it is used in our proofs of Lemma 21 and Theorem 14.

Proposition 20. Let $\mathcal{W}$ be a normed space equipped with subadditive seminorms (N1) and suppose that patches are bounded (R4). Then, for all $T_H \in \mathcal{T}$ and $\mathcal{U}_H \subseteq T_H$ it holds that
\[
\sum_{T \in \mathcal{U}_H} \|w\|^2_{\mathcal{W}(\Omega_H[T])} \leq (C_{\text{patch}}^2 + 1)\|w\|^2_{\mathcal{W}(\Omega_H[\mathcal{U}_H])} \quad \text{for all } w \in \mathcal{W}.
\]

Together, these last two results give boundedness of the estimators.

Lemma 21. Suppose that $X$ and $D$ are equipped with seminorms that satisfy (N1) and (N3). Suppose further that patches are bounded (R4) and that there hold local efficiency (32) as well as the oscillation bound (A2). Then, a priori convergence (2) yields
\[
C_\xi := \sup_{\ell \in \mathbb{N}_0} \xi_\ell < \infty.
\]
Proof. Proposition 17(ii) guarantees local boundedness (33) of the estimator. With this, Proposition 20 and (N3) yield, for all $\ell \in \mathbb{N}_0$, that

$$\xi_\ell^2 = \sum_{T \in \mathcal{T}_\ell} (\xi(T))^2 \leq C_{\text{bdd}} \sum_{T \in \mathcal{T}_\ell} (\|v\|_{X(\Omega_{\ell}[T])}^2 + \|v\|_{X(\Omega_{\ell}[\mathcal{T}])}^2 + \|D\xi\|_{D(\Omega_{\ell}[\mathcal{T}])}^2)$$

$$\leq C_{\text{bdd}} (C_{\text{patch}}^2 + 1) (\|v\|_{X}^2 + \|v\|_{X}^2 + \|D\xi\|_{D}^2).$$

This, together with a priori convergence (2) of $(v_\ell)_{\ell \in \mathbb{N}_0}$ guarantees that

$$\xi_\ell^2 \leq C_{\text{bdd}} (C_{\text{patch}}^2 + 1) (\sup_\ell \|v\|_{X}^2 + \|v\|_{X}^2 + \|D\xi\|_{D}^2) =: C_\xi < \infty,$$

which concludes the proof. □

Proposition 22 ([MSV08, Lemma 4.1]). Suppose that the refinement strategy satisfies (R2), (R3) and (R5). Define the set

$$\mathcal{T}_\infty := \bigcup_{\ell' \in \mathbb{N}_0} \bigcap_{\ell \geq \ell'} \mathcal{T}_\ell$$

(38)

of all elements $T \in \bigcup_{\ell \in \mathbb{N}_0} \mathcal{T}_\ell$ which are not refined after finitely many steps. Let $T \in \mathcal{T}_\infty$ be arbitrary. Then, there exists $\ell_0 \in \mathbb{N}_0$ such that

$$\mathcal{T}_\ell[T] = \mathcal{T}_{\ell_0}[T] \subseteq \mathcal{T}_\infty \quad \text{for all } \ell \geq \ell_0.$$

(39)

The next result states uniform convergence of the sequence of local mesh-size functions

$$h_\ell|_T := |T|^{1/d} \quad \text{for all } \ell \in \mathbb{N}_0 \text{ and } T \in \mathcal{T}_\ell.$$ 

(40)

Note that $h_\ell \in L^\infty(\Omega)$ is well-defined, since the skeleton

$$\Sigma_\ell := \bigcup \{ \partial T : T \in \mathcal{T}_\ell \}$$

(41)

has measure zero for all $\ell \in \mathbb{N}_0$.

Proposition 23 ([MSV08, Lemma 4.3]). Assume that the refinement strategy satisfies (R2) and (R3). Then, there exists a function $h_\infty \in L^\infty(\Omega)$ such that

$$\|h_\infty - h_\ell\|_{L^\infty(\Omega)} \to 0 \quad \text{as } \ell \to \infty.$$ 

(42)

5.2. Proof of Theorem 14. We split the proof of Theorem 14 into three lemmata.

Lemma 24. Suppose the assumptions of Theorem 14. Then, a priori convergence yields

$$\eta_\ell(\mathcal{T}_\ell^+ \cup \mathcal{T}_\ell^-)^2 \zeta_\ell(\mathcal{T}_\ell^+ \cup \mathcal{T}_\ell^-)^2 \to 0 \quad \text{as } \ell \to \infty.$$ 

(43)

Proof. This is a direct consequence of Propositions 18–19. □

Lemma 25. Suppose the assumptions of Theorem 14. Then, a priori convergence yields

$$\zeta_\ell(\mathcal{T}_\ell^+)^2 \eta_\ell(\mathcal{T}_\ell^+ \cup \mathcal{T}_\ell^-)^2 + \eta_\ell(\mathcal{T}_\ell^-)^2 \zeta_\ell(\mathcal{T}_\ell^+ \cup \mathcal{T}_\ell^-)^2 \to 0 \quad \text{as } \ell \to \infty.$$ 

(44)
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Proof. Propositions 18 and 19 yield that
\[ \eta(\mathcal{T}_\ell^+ \cup \mathcal{T}_\ell^-)^2 + \zeta(\mathcal{T}_\ell^+ \cup \mathcal{T}_\ell^-)^2 \to 0 \quad \text{as } \ell \to \infty. \] (45)

With Lemma 21, it follows that
\[ \eta(\mathcal{T}_\ell^-)^2 \zeta(\mathcal{T}_\ell^+ \cup \mathcal{T}_\ell^-)^2 + \zeta(\mathcal{T}_\ell^-)^2 \eta(\mathcal{T}_\ell^+ \cup \mathcal{T}_\ell^-)^2 \]
\[ \leq C_\eta \zeta(\mathcal{T}_\ell^+ \cup \mathcal{T}_\ell^-)^2 + C_\zeta \eta(\mathcal{T}_\ell^+ \cup \mathcal{T}_\ell^-)^2 \to 0 \quad \text{as } \ell \to \infty. \]

This concludes the proof. \( \square \)

**Lemma 26.** Suppose the assumptions of Theorem 14. Then, a priori convergence yields
\[ \zeta(\mathcal{T}_\ell^-)^2 \eta(\mathcal{T}_\ell^-)^2 \to 0 \quad \text{as } \ell \to \infty. \] (46)

Proof. Note that Proposition 22 implies \( \mathcal{T}_\infty = \bigcup_{\ell \in \mathbb{N}_0} \mathcal{T}_\ell^- \). With \( \mathcal{T}_\infty \) from (38), let
\[ \Omega^- := \bigcup_{\ell \in \mathbb{N}_0} \mathcal{T}_\ell^- \quad \text{and} \quad \Sigma_\infty := \bigcup_{\ell \in \mathbb{N}_0} \Sigma_\ell. \]

For \( x \in \Omega^- \setminus \Sigma_\infty \), let \( T_x \in \mathcal{T}_\infty \) be the unique element with \( x \in T_x \) and choose the minimal index \( \ell_x \in \mathbb{N}_0 \) such that \( T_{\ell_x} \in \mathcal{T}_\ell^- \). For \( \ell \in \mathbb{N}_0 \) define \( f_\ell \in L^1(\Omega^- \times \Omega^-) \) by
\[ f_\ell(x, y) := \begin{cases} \frac{1}{|T_x|} \eta(T_x)^2 \frac{1}{|T_y|} \zeta(T_y)^2 & \text{if } x, y \in \Omega^- \setminus \Sigma_\infty \text{ and } \ell \geq \ell_x, \\ 0 & \text{else}. \end{cases} \]

Then, we have the integral representation
\[ \int_{\Omega^-} \int_{\Omega^-} f_\ell(x, y) \, dx \, dy = \eta(\mathcal{T}_\ell^-)^2 \zeta(\mathcal{T}_\ell^-)^2 \quad \text{for all } \ell \in \mathbb{N}_0. \]

Moreover, note that \( f(x, y) > 0 \) yields that \( T_x, T_y \in \mathcal{T}_\ell^- \setminus \mathcal{M}_\ell \). Property (R1) of the refinement strategy guarantees \( \mathcal{M}_\ell \subseteq \mathcal{T}_\ell^+ \cup \mathcal{T}_\ell^- \) for all \( \ell \in \mathbb{N}_0 \) and Propositions 18–19 imply that
\[ \eta(\mathcal{M}_\ell) + \zeta(\mathcal{M}_\ell) \to 0 \quad \text{as } \ell \to \infty. \]

The marking criterion (10) and continuity of \( V \) at \((0, 0)\) yield pointwise convergence
\[ 0 \leq f_\ell(x, y) \leq \frac{1}{|T_x||T_y|} V(\eta(\mathcal{M}_\ell), \zeta(\mathcal{M}_\ell))^2 \to 0 \quad \text{as } \ell \to \infty \text{ for all } x, y \in \Omega^- \setminus \Sigma_\infty. \]

Recall the constants \( C_\eta, C_\zeta > 0 \) from Lemma 21. For all \( \ell \in \mathbb{N}_0 \) define
\[ g(x, y) := \frac{1}{|T_x|} C_\eta^2 \frac{1}{|T_y|} C_\zeta^2 \quad \text{for all } x, y \in \Omega^- \setminus \Sigma_\infty. \]

Then, Lemma 21 yields \( |f_\ell(x, y)| \leq g_\ell(x, y) \) for all \( \ell \in \mathbb{N}_0 \) and almost all \( x, y \in \Omega^- \). Thus, by the Lebesgue dominated convergence Theorem [Zei90, p.1015], we get
\[ \eta(\mathcal{T}_\ell^-)^2 \zeta(\mathcal{T}_\ell^-)^2 = \int_{\Omega^-} \int_{\Omega^-} f_\ell(x, y) \, dx \, dy \to 0 \quad \text{as } \ell \to \infty, \]
which concludes the proof. \( \square \)
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6. PROOFS OF THEOREMS 15–16 (SETTING II)

6.1. Auxiliary Results. We start by showing uniform boundedness of the estimator. To this end, let $((\xi, v) \in \{(\eta, u), (\zeta, z)\}$.

**Lemma 27.** Suppose that the error estimator $\xi_\ell$ satisfies stability (B1) and reduction (B2), and that there holds a priori convergence (2). Then, the error estimator is uniformly bounded, i.e.,

$$
\sup_{\ell \in \mathbb{N}_0} \xi_\ell < \infty.
$$

**Proof.** Let $\ell \in \mathbb{N}_0$ be arbitrary. Then, stability (B1), together with the Young inequality, and reduction (B2) yield that

$$
\xi_\ell^2 = \xi_\ell((T_\ell \cap T_0)^2 + \xi_\ell((T_\ell \setminus T_0)^2 \leq 2 \xi_0^2 + 3S(\|u_\ell - u_0\|, \|z_\ell - z_0\|)^2).
$$

From a priori convergence (2), we further infer that the set $\{\|u_\ell - u_0\|, \|z_\ell - z_0\|\} \in \mathbb{N}_0 \subset \mathbb{R}_{\geq 0}$ is bounded and, thus, there is a compact set $K \subset \mathbb{R}_{\geq 0}$ that covers it. By assumption, $S$ is bounded on $K$. Together with (48), this yields a bound on $\xi_\ell$ that is independent of $\ell \in \mathbb{N}_0$. This concludes the proof. □

The following elementary result is essential for proving our main theorems. Its proof is found, e.g., in [GP21].

**Lemma 28.** Let $a_\ell \in \mathbb{N}_0$ be a sequence with $a_\ell \geq 0$ for all $\ell \in \mathbb{N}_0$. Suppose that there exists $0 \leq \rho < 1$ and a sequence $(b_\ell)_{\ell \in \mathbb{N}_0}$ with $b_\ell \to 0$ as $\ell \to \infty$ such that

$$
a_{\ell+1} \leq \rho a_\ell + b_\ell \text{ for all } \ell \in \mathbb{N}_0.
$$

Then, it follows that $a_\ell \to 0$ as $\ell \to \infty$.

The next three auxiliary results are implicitly found in [GP21] or follow from the arguments given there. For completeness of our presentation and the convenience of the reader, we state and prove the results in the form that is needed in the proofs of Theorems 15 and 16 below.

**Lemma 29.** Let $(T_\ell)_{\ell \in \mathbb{N}_0}$ be a sequence of triangulations such that $T_{\ell+1} \in T(T_\ell)$ for all $\ell \in \mathbb{N}_0$. Recall from (38) the set $T_\infty$ of all elements which are not refined after finitely many steps. Suppose that the refinement method satisfies (R1)–(R2). Then, there exists a subsequence $(T_{\ell_k})_{k \in \mathbb{N}_0}$ of $(T_\ell)_{\ell \in \mathbb{N}_0}$ such that

$$
T_{\ell_k} \cap T_{\ell_k+n} = T_{\ell_k} \cap T_\infty \text{ for all } k \in \mathbb{N}_0, n \in \mathbb{N}.
$$

Suppose further that the error estimator $\xi_\ell$ satisfies reduction on refined elements (B2). Then, a priori convergence (2) yields that

$$
\xi_{\ell_k}(T_{\ell_k} \setminus T_{\ell_k+1}) \to 0 \text{ as } k \to \infty.
$$

In particular, it follows that $\xi_{\ell_k}(M_{\ell_k}) \to 0$ as $k \to \infty$.

**Proof.** First, we inductively define a strictly increasing sequence of indices $(\ell_k)_{k \in \mathbb{N}_0}$ such that

$$
T_{\ell_k} \cap T_{\ell_k+1} = T_{\ell_k} \cap T_\infty \text{ for all } k \in \mathbb{N}_0.
$$

To this end, let $\ell_0 := 0$ and suppose that the indices $\ell_0, \ldots, \ell_k$ are already defined in a way that satisfies (51). On the one hand, for each $T \in T_{\ell_k} \cap T_\infty$, the definition (38) of $T_\infty$ yields an index $\ell_T$ with

$$
T \in T_{\ell_T} \text{ for all } \ell \geq \ell_T.
$$
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Since $\mathcal{T}_{\ell_k} \cap \mathcal{T}_\infty$ is finite, the index
\[
\hat{\ell} := \max_{T \in \mathcal{T}_{\ell_k} \cap \mathcal{T}_\infty} \ell_T \in \mathbb{N}
\]
is well-defined and, for all $\ell \geq \hat{\ell}$ and $T \in \mathcal{T}_{\ell_k} \cap \mathcal{T}_\infty$, it holds that $T \in \mathcal{T}_{\ell_k} \cap \mathcal{T}_{\ell}$, i.e.,
\[
\mathcal{T}_{\ell_k} \cap \mathcal{T}_{\ell} \supseteq \mathcal{T}_{\ell_k} \cap \mathcal{T}_\infty \quad \text{for all } \ell \geq \hat{\ell}.
\]
On the other hand, for fixed $T \in \mathcal{T}_{\ell_k} \setminus \mathcal{T}_\infty$, there exists an index $\ell_T'$ such that
\[
T \notin \mathcal{T}_{\ell_T'} \quad \text{for all } \ell' \geq \ell_T'.
\]
Again, the index
\[
\hat{\ell}' := \max_{T \in \mathcal{T}_{\ell_k} \setminus \mathcal{T}_\infty} \ell_T' \in \mathbb{N}
\]
is well-defined and we conclude $T \in \mathcal{T}_{\ell_k} \setminus \mathcal{T}_\ell$ for any $\ell \geq \hat{\ell}'$. It follows that
\[
\mathcal{T}_{\ell_k} \setminus \mathcal{T}_\ell \supseteq \mathcal{T}_{\ell_k} \setminus \mathcal{T}_\infty \quad \text{and thus } \mathcal{T}_{\ell_k} \cap \mathcal{T}_{\ell} \subseteq \mathcal{T}_{\ell_k} \cap \mathcal{T}_\infty \quad \text{for all } \ell \geq \hat{\ell}.
\]
Defining $\ell_{k+1} := \max\{\hat{\ell}, \hat{\ell}'\}$, we obtain (51). To arrive at (49), note that from the definition (38) of $\mathcal{T}_\infty$ and (R2) it follows that
\[
\mathcal{T}_{\ell_k} \cap \mathcal{T}_\infty \subseteq \mathcal{T}_{\ell_k} \cap \mathcal{T}_{\ell_{k+1}} \quad \text{for any } n \in \mathbb{N}.
\]
On the other hand, any given $T \in \mathcal{T}_{\ell_k} \cap \mathcal{T}_{\ell_{k+n}}$ must be an element of $\mathcal{T}_{\ell_{k+1}}$ and we conclude
\[
T \in \mathcal{T}_{\ell_k} \cap \mathcal{T}_{\ell_{k+1}} = \mathcal{T}_{\ell_k} \cap \mathcal{T}_\infty,
\]
which yields $\mathcal{T}_{\ell_k} \cap \mathcal{T}_{\ell_{k+n}} \supseteq \mathcal{T}_{\ell_k} \cap \mathcal{T}_\infty$ and, hence, (49).

To prove convergence (50), we first note that equation (51) guarantees the inclusion
\[
\mathcal{T}_{\ell_{k+1}} \cap \mathcal{T}_{\ell_k} = \mathcal{T}_{\ell_{k+1}} \cap [\mathcal{T}_{\ell_{k+1}} \cap \mathcal{T}_{\ell_k}] = \mathcal{T}_{\ell_{k+1}} \cap [\mathcal{T}_{\ell_{k+1}} \cap \mathcal{T}_\infty] \subseteq \mathcal{T}_{\ell_{k+1}} \cap \mathcal{T}_\infty \equiv \mathcal{T}_{\ell_{k+2}} \cap \mathcal{T}_{\ell_{k+1}}.
\]
This implies that
\[
\mathcal{T}_{\ell_{k+1}} \setminus \mathcal{T}_{\ell_{k+2}} = \mathcal{T}_{\ell_{k+1}} \setminus [\mathcal{T}_{\ell_{k+2}} \cap \mathcal{T}_{\ell_{k+1}}] \subseteq \mathcal{T}_{\ell_{k+1}} \setminus [\mathcal{T}_{\ell_{k+1}} \cap \mathcal{T}_{\ell_k}] = \mathcal{T}_{\ell_{k+1}} \setminus \mathcal{T}_{\ell_k}
\]
and we arrive at the estimate
\[
\xi_{\ell_{k+1}}(\mathcal{T}_{\ell_{k+1}} \setminus \mathcal{T}_{\ell_{k+2}})^2 \leq \xi_{\ell_{k+1}}(\mathcal{T}_{\ell_{k+1}} \setminus \mathcal{T}_{\ell_k})^2 \leq \text{red} \, \xi_{\ell_k}(\mathcal{T}_{\ell_k} \setminus \mathcal{T}_{\ell_{k+1}})^2 + S(\|u_{\ell_{k+1}} - u_{\ell_k}\|_X, \|z_{\ell_{k+1}} - z_{\ell_k}\|_X)^2.
\]

A priori convergence (2) then allows to apply Lemma 28 to
\[
a_k := \xi_{\ell_k}(\mathcal{T}_{\ell_k} \setminus \mathcal{T}_{\ell_{k+1}})^2, \quad b_k := S(\|u_{\ell_{k+1}} - u_{\ell_k}\|_X, \|z_{\ell_{k+1}} - z_{\ell_k}\|_X)^2 \quad \text{and } \rho := \text{red},
\]
which yields the convergence (50).

Since $T \in \mathcal{T}_{\ell_k} \setminus \mathcal{T}_{\ell_{k+1}}$ implies that $T$ is refined in step $\ell_k$ and therefore $T \notin \mathcal{T}_\infty$, it holds that
\[
\mathcal{M}_{\ell_k} \subseteq \mathcal{T}_{\ell_k} \setminus \mathcal{T}_{\ell_{k+1}} \subseteq \mathcal{T}_{\ell_k} \setminus \mathcal{T}_\infty = \mathcal{T}_{\ell_k} \setminus [\mathcal{T}_{\ell_k} \cap \mathcal{T}_\infty] \equiv \mathcal{T}_{\ell_k} \setminus [\mathcal{T}_{\ell_{k+1}} \cap \mathcal{T}_{\ell_k}] = \mathcal{T}_{\ell_k} \setminus \mathcal{T}_{\ell_{k+1}}.
\]
Hence, we infer that
\[
0 \leq \xi_{\ell_k}(\mathcal{M}_{\ell_k}) \leq \xi_{\ell_k}(\mathcal{T}_{\ell_k} \setminus \mathcal{T}_{\ell_{k+1}}) \to 0 \quad \text{as } k \to \infty,
\]
which concludes the proof. □
Lemma 30. Let \((T_\ell)_{\ell \in \mathbb{N}_0}\) be a sequence of triangulations such that \(T_{\ell+1} \in \mathcal{T}(T_\ell)\) for all \(\ell \in \mathbb{N}_0\). Suppose that the refinement strategy satisfies (R1)–(R2) and the error estimators \(\eta_\ell\) and \(\zeta_\ell\) satisfy stability (B1) and reduction (B2). Suppose further that \((T_\ell)_{\ell \in \mathbb{N}_0}\) allows for a subsequence \((T_{\ell_k})_{k \in \mathbb{N}_0}\) that satisfies (49) as well as

\[
\lim_{k \to \infty} \left[ \eta_{\ell_k}(T_{\ell_k} \cap T_\infty) \zeta_{\ell_k}(T_{\ell_k} \cap T_\infty) \right] = 0 \quad \text{for all } \ell' \in \mathbb{N}_0. \tag{52}
\]

Then, a priori convergence (2) of \((u_\ell)_{\ell \in \mathbb{N}_0}\) and \((z_\ell)_{\ell \in \mathbb{N}_0}\) implies that

\[
\eta_\ell \zeta_\ell \to 0 \quad \text{as } \ell \to \infty. \tag{53}
\]

Proof. Let \((T_{\ell_k})_{k \in \mathbb{N}_0}\) be a subsequence that satisfies (49) as well as (52). We split the proof into two steps.

**Step 1:** We prove that \(\eta_{\ell_k} \zeta_{\ell_k} \to 0\) as \(k \to \infty\).

To this end, note that we can assume, without loss of generality, the existence of \(K \in \mathbb{N}\) such that \(\eta_{\ell_k} \neq 0\) and \(\zeta_{\ell_k} \neq 0\) for all \(k > K\), since otherwise we can choose a subsequence that satisfies \(\eta_{\ell_k} \zeta_{\ell_k} = 0\) for all \(j \in \mathbb{N}_0\). Furthermore, boundedness of the error estimators (47) guarantees that

\[
\sup_{\ell \in \mathbb{N}_0}(\eta_\ell + \zeta_\ell) \leq C_{\text{est}} < \infty. \tag{54}
\]

Let \(\xi \in \{\eta, \zeta\}\). For all \(T_H \in \mathcal{T}\) and \(T_h \in \mathcal{T}(T_H)\), reduction on refined elements (B2) yields that

\[
\xi_h^2 = \xi_h(T_h \setminus T_H)^2 + \xi_h(T_h \cap T_H)^2 \tag{B2}
\]

\[
\leq q_{\text{red}} \xi_h(T_H \setminus T_h)^2 + S(\|u_h - u_H\|_X, \|z_h - z_H\|_X)^2 + \xi_h(T_h \cap T_H)^2. \tag{55}
\]

Applying this result to \(T_H := T_\ell_k\) and \(T_h := T_{\ell_k+n}\) with \(k > K\) and \(n \in \mathbb{N}\) and defining

\[
S_{h,H} := S(\|u_h - u_H\|_X, \|z_h - z_H\|_X),
\]

we obtain that

\[
\xi_{\ell_k+n}^2 \leq q_{\text{red}} \xi_{\ell_k}(T_{\ell_k} \setminus T_{\ell_k+n})^2 + \xi_{\ell_k+n}(T_{\ell_k+n} \cap T_{\ell_k})^2 + S_{\ell_k+n,\ell_k}^2 \tag{56}
\]

The multiplication of the resulting inequality for \(\zeta_{\ell_k+n}^2\) by \(\eta_{\ell_k+n}^2\) yields that

\[
\eta_{\ell_k+n}^2 \leq \xi_{\ell_k+n}(T_{\ell_k+n} \cap T_\infty)^2 + \xi_{\ell_k}(T_{\ell_k} \setminus T_{\ell_k+n})^2 + S_{\ell_k+n,\ell_k}^2 \tag{55}
\]

\[
\leq q_{\text{red}} \xi_{\ell_k}(T_{\ell_k} \setminus T_{\ell_k+n})^2 + \xi_{\ell_k+n}(T_{\ell_k} \cap T_\infty)^2 + C_{\text{est}}^2 \left[ q_{\text{red}} \zeta_{\ell_k}(T_{\ell_k} \setminus T_{\ell_k+n})^2 + S_{\ell_k+n,\ell_k}^2 \right]. \tag{54}
\]

The remaining primal estimator \(\eta_{\ell_k+n}\) can again be estimated by (56) to obtain

\[
\eta_{\ell_k+n}^2 \leq q_{\text{red}} \eta_{\ell_k}(T_{\ell_k} \setminus T_{\ell_k+n})^2 \zeta_{\ell_k+n}(T_{\ell_k} \cap T_\infty)^2 + \eta_{\ell_k}(T_{\ell_k} \cap T_\infty)^2 \zeta_{\ell_k+n}(T_{\ell_k} \cap T_\infty)^2
\]

\[
+ S_{\ell_k+n,\ell_k}^2 \zeta_{\ell_k}(T_{\ell_k} \cap T_\infty)^2 + C_{\text{est}}^2 \left[ q_{\text{red}} \zeta_{\ell_k}(T_{\ell_k} \setminus T_{\ell_k+n})^2 + S_{\ell_k+n,\ell_k}^2 \right] \tag{54}
\]

\[
\leq \eta_{\ell_k+n}(T_{\ell_k} \cap T_\infty)^2 \zeta_{\ell_k+n}(T_{\ell_k} \cap T_\infty)^2 + C_{\text{est}}^2 \left[ q_{\text{red}} \eta_{\ell_k}(T_{\ell_k} \setminus T_{\ell_k+n})^2 + q_{\text{red}} \zeta_{\ell_k}(T_{\ell_k} \setminus T_{\ell_k+n})^2 + 2S_{\ell_k+n,\ell_k}^2 \right].
\]
Let $\varepsilon > 0$ be arbitrary. Lemma 29, together with continuity of $S$ at $(0,0)$ and a priori convergence (2) of $(u_k)_{k\in\mathbb{N}_0}$ as well as $(z_k)_{k\in\mathbb{N}_0}$ yields an index $k_0 \in \mathbb{N}_0$ such that for all $n \in \mathbb{N}$ there holds

$$q_{\text{red}} \eta_{k_0}(\mathcal{T}_{k_0} \setminus \mathcal{T}_{k_0+n})^2 + q_{\text{red}} \zeta_{k_0}(\mathcal{T}_{k_0} \setminus \mathcal{T}_{k_0+n})^2 + 2S_{k_0+n}^2 \leq \varepsilon C_{\text{est}}^{-2}.$$ 

Similarly, the assumption (52) guarantees the existence of an index $n_0 \in \mathbb{N}$ with

$$\eta_{k_0+n}(\mathcal{T}_{k_0} \cap \mathcal{T}_{\infty})^2 \zeta_{k_0+n}(\mathcal{T}_{k_0} \cap \mathcal{T}_{\infty})^2 \leq \varepsilon \quad \text{for all } n \geq n_0.$$

For $k \geq k_0 + n_0$, it follows that

$$\eta_{k_0+k}^2 \zeta_{k_0+k}^2 \leq \eta_{k_0+n}^2 \zeta_{k_0+n}^2 \leq 2\varepsilon$$

and we conclude $\eta_{k_0} \zeta_{k_0} \to 0$ as $k \to \infty$.

**Step 2:** We prove that, for every $\varepsilon > 0$, there exists $k_0 \in \mathbb{N}$ such that $\eta_{k} \zeta_{k} < \varepsilon$ for all $k \geq k_0$.

Using (55) as well as $q_{\text{red}} < 1$ and stability (B1) of the error estimator $\xi \in \{\eta, \zeta\}$, we infer

$$\eta_{k}^2 \zeta_{k}^2 \leq q_{\text{red}} \xi_H(\mathcal{T}_H \setminus \mathcal{T}_k)^2 + \xi_{H}(\mathcal{T}_k \cap \mathcal{T}_H)^2 + S_{H,H}^2 \eta_{k}^2 \zeta_{k}^2 \leq q_{\text{red}} \xi_{H}^2 + (\xi_{H} + S_{H,H})^2 \quad \text{(57)}$$

For given $\varepsilon > 0$, there exists $k \in \mathbb{N}$ such that

$$\eta_{k} \zeta_{k} + S_{\ell\ell} < \varepsilon \quad \text{for all } \ell \geq k.$$ 

Thus, the application of (57) to $\mathcal{T}_H := \mathcal{T}_{k_0}$ and $\mathcal{T}_k := \mathcal{T}_k$ yields that

$$\eta_{k}^2 \zeta_{k}^2 \leq 4(\eta_{k_0} + \varepsilon)^2(\zeta_{k_0} + \varepsilon)^2 \leq 4[\eta_{k_0}(\eta_{k_0} + 2\varepsilon) + \varepsilon^2] \quad \text{(58)}$$

Since $\varepsilon > 0$ was arbitrary, this concludes the proof.

**6.2. Proof of Theorem 15.** As in the proof of Theorem 14, we may assume, without loss of generality, that Marking Strategy 1 is used; see Remark 5. The proof of Theorem 15 is a straightforward application of the auxiliary results from Lemma 29–30: Lemma 29 yields a subsequence $(\mathcal{T}_{k_0})_{k_0 \in \mathbb{N}_0}$ that satisfies (49) and (50). Let $\ell'' \in \mathbb{N}_0$ be arbitrary and $\ell_k \geq \ell'$. Then the marking criterion (10) yields that

$$\eta_{k_0}(\mathcal{T}_{k_0} \cap \mathcal{T}_{\infty})^2 \zeta_{k_0}(\mathcal{T}_{k_0} \cap \mathcal{T}_{\infty})^2 = \sum_{T,T' \in \mathcal{T}_{k_0} \cap \mathcal{T}_{\infty}} \eta_{k_0}(T)^2 \zeta_{k_0}(T')^2 \leq \#(\mathcal{T}_{k_0} \cap \mathcal{T}_{\infty})^2 \max_{T \in \mathcal{M}_{k_0}} \eta_{k_0}(T) \max_{T' \in \mathcal{M}_{k_0}} \zeta_{k_0}(T')^2 \leq V(\eta_{k_0}(\mathcal{M}_{k_0}), \zeta_{k_0}(\mathcal{M}_{k_0}))^2 \to 0 \quad \text{as } k \to \infty.$$ 

Therefore, Lemma 30 yields that $\eta_{k} \zeta_{k} \to 0$ as $k \to \infty$. ☐
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6.3. Proof of Theorem 16. The proof of Theorem 16 makes heavy use of the structure provided in Marking Strategy 2 for the function $W$, which is more general in comparison to the special cases shown in [BET11]. Note that this structure is inspired by Dörfler marking (5). We have to distinguish two cases:

**Case 1:** There exists $\ell_0 \in \mathbb{N}_0$ such that $\eta_{\ell_0} \zeta_{\ell_0} = 0$.

According to Remark 4, Algorithm A is stopped in the $\ell_0$-th step. The sequence $(\mathcal{T}_\ell)_{\ell \in \mathbb{N}_0} \subset \mathcal{T}$ as defined in Remark 4 trivially satisfies the proposed convergence $\eta_{\ell} \zeta_{\ell} \to 0$ as $\ell \to \infty$.

**Case 2:** For all $\ell \in \mathbb{N}_0$, there holds $\eta_{\ell} \zeta_{\ell} \neq 0$.

Let $\ell \in \mathbb{N}_0$ be arbitrary. The marking criterion (15) of Marking Strategy 2 together with assumption (14) yields that

$$0 < \frac{1}{\ell} (\text{15}) \leq W \left( \frac{\eta_{\ell}(\mathcal{M}_{\ell})^2}{\eta_{\ell}^2}, \frac{\zeta_{\ell}(\mathcal{M}_{\ell})^2}{\zeta_{\ell}^2} \right) \leq C_W \max \left\{ \frac{\eta_{\ell}(\mathcal{M}_{\ell})^2}{\eta_{\ell}^2}, \frac{\zeta_{\ell}(\mathcal{M}_{\ell})^2}{\zeta_{\ell}^2} \right\}.$$  

Without loss of generality, let the maximum be attained at $\eta_{\ell}$, i.e.,

$$0 < \frac{\theta}{C_W} \leq \frac{\eta_{\ell}(\mathcal{M}_{\ell})^2}{\eta_{\ell}^2} \leq 1.$$  

To abbreviate notation, let $S_{\ell} := S(\|u_{\ell+1} - u_{\ell}\|_X, \|z_{\ell+1} - z_{\ell}\|_X)$. Stability (B1) and reduction (B2) of the error estimator $\eta_{\ell}$ together with the Young inequality for $\delta > 0$ yield

$$\eta_{\ell+1}^2 = \eta_{\ell+1}(\mathcal{T}_{\ell+1} \cap \mathcal{T}_{\ell})^2 + \eta_{\ell+1}(\mathcal{T}_{\ell+1} \setminus \mathcal{T}_{\ell})^2 \tag{B1)} \leq (1 + \delta) \eta_{\ell}(\mathcal{T}_{\ell} \cap \mathcal{T}_{\ell+1})^2 + q_{\text{red}} \eta_{\ell}(\mathcal{T}_{\ell} \setminus \mathcal{T}_{\ell+1})^2 + (2 + \delta^{-1})S_{\ell}^2 \tag{B2)}$$

$$= (1 + \delta) \eta_{\ell}^2 - (1 + \delta - q_{\text{red}}) \eta_{\ell}(\mathcal{T}_{\ell} \setminus \mathcal{T}_{\ell+1})^2 + (2 + \delta^{-1})S_{\ell}^2 \leq (1 + \delta) \eta_{\ell}^2 - (1 + \delta - q_{\text{red}}) \theta \eta_{\ell}^2 + (2 + \delta^{-1})S_{\ell}^2 \leq (1 + \delta) \eta_{\ell}^2 - (1 + \delta - q_{\text{red}}) \frac{\theta}{C_W} \eta_{\ell}^2 + (2 + \delta^{-1})S_{\ell}^2 q \eta_{\ell}^2 + (2 + \delta^{-1})S_{\ell}^2,$$

where $q := (1 + \delta) - (1 + \delta - q_{\text{red}}) \theta / C_W$. Similarly, it follows for $\zeta_{\ell}$ and $\varepsilon > 0$ that

$$\zeta_{\ell+1}^2 \leq (1 + \varepsilon) \zeta_{\ell}(\mathcal{T}_{\ell} \cap \mathcal{T}_{\ell+1})^2 + q_{\text{red}} \zeta_{\ell}(\mathcal{T}_{\ell} \setminus \mathcal{T}_{\ell+1})^2 + (2 + \varepsilon^{-1})S_{\ell}^2 \leq (1 + \varepsilon) \zeta_{\ell}^2 + (2 + \varepsilon^{-1})S_{\ell}^2.$$

Combining both estimates, we get

$$\eta_{\ell+1}^2 \zeta_{\ell+1}^2 \leq q(1 + \varepsilon) \eta_{\ell}^2 \zeta_{\ell}^2 + (2 + \delta^{-1})(1 + \varepsilon)S_{\ell}^2 \zeta_{\ell}^2 + q(2 + \varepsilon^{-1})S_{\ell}^2 \eta_{\ell}^2 + (2 + \delta^{-1})(2 + \varepsilon^{-1})S_{\ell}^4.$$

For all fixed $\delta, \varepsilon > 0$, boundedness of the error estimators (47) as well as a priori convergence (2) yield that

$$b_{\ell} := (2 + \delta^{-1})(1 + \varepsilon)S_{\ell}^2 \zeta_{\ell}^2 + q(2 + \varepsilon^{-1})S_{\ell}^2 \eta_{\ell}^2 + (2 + \delta^{-1})(2 + \varepsilon^{-1})S_{\ell}^4 \to 0 \quad \text{as } \ell \to \infty.$$  

Since $0 < q_{\text{red}} < 1$ and $0 < \theta / C_W \leq 1$, we may choose $\delta, \varepsilon > 0$ such that $q' := q(1 + \varepsilon) \in (0, 1)$. For $a_{\ell} := \eta_{\ell}^2 \zeta_{\ell}^2$ for $\ell \in \mathbb{N}_0$, we then have that

$$a_{\ell+1} \leq q'a_{\ell} + b_{\ell} \quad \text{for all } \ell \in \mathbb{N}_0.$$  

By use of Lemma 28, we conclude that $a_{\ell} \to 0$ as $\ell \to \infty$. □
7. Examples

In this section, we underline the practicality of our main theorems. To this end, we present four examples which fit into our settings and give numerical results for the first two. Throughout, we use newest vertex bisection (NVB) for mesh-refinement; see, e.g., [BDD04; Ste08]. All numerical examples are implemented using the Matlab AFEM package MooAFEM [IP23].

7.1. Different marking strategies. We consider the following example from [MS09]. Let \( \Omega := (0, 1)^2 \subset \mathbb{R}^2 \) and let \( \mathcal{T}_0 \) be chosen such that \( f, g \in [L^2(\Omega)]^2 \), given by

\[
f(x) := \begin{cases} (-1, 0) & \text{if } x_1 + x_2 < 1/2, \\ (0, 0) & \text{else}, \end{cases} \quad \text{and} \quad g(x) := \begin{cases} (1, 0) & \text{if } x_1 + x_2 > 3/2, \\ (0, 0) & \text{else}, \end{cases}
\]

are \( \mathcal{T}_0 \)-piecewise constant. We suppose that the primal solution \( u \in \mathcal{X} := H_0^1(\Omega) \) solves

\[
a(u, v) := \int_{\Omega} \nabla u \cdot \nabla v \, dx = \int_{\Omega} f \cdot \nabla v \, dx =: F(v) \quad \text{for all } v \in \mathcal{X},
\]

while the dual solution \( z \in \mathcal{X} \) solves

\[
a(v, z) = \int_{\Omega} g \cdot \nabla v \, dx =: G(v) \quad \text{for all } v \in \mathcal{X}.
\]

We are interested in the goal value \( G(u) = a(u, z) \). With \( \mathcal{X}_H := \mathcal{S}_0^p(\mathcal{T}_H) \), the discrete approximations of (60)–(62), the residual error estimators read

\[
a(u_H, v_H) = F(v_H) \quad \text{and} \quad a(v_H, z_H) = G(v_H)
\]

for all \( v_H \in \mathcal{X}_H \).

For (60)–(62), the residual a posteriori error estimators read

\[
\eta_H(T)^2 := h_T^2 \| \Delta u_H \|_{L^2(T)}^2 + h_T \| (\nabla u_H - f) \cdot n \|_{L^2(\partial T \cap \Omega)}^2,
\]

\[
\zeta_H(T)^2 := h_T^2 \| \Delta z_H \|_{L^2(T)}^2 + h_T \| (\nabla z_H - g) \cdot n \|_{L^2(\partial T \cap \Omega)}^2.
\]

**Theorem 31 ([MS09]).** The error estimators \( \eta_H \) and \( \zeta_H \) from (63) satisfy stability (B1) and reduction (B2). Furthermore, there holds a priori convergence (2) as well as the goal error estimate (4) with \( G_H := G(u_H) \).

We solve this problem numerically by using Algorithm (A) with different (non-standard) marking strategies:

(i) The general strategy from [MS09] (see Remark 3) with the maximum marking criterion (8) as considered in [MVY20].

(ii) The general strategy from [BET11] (see Remark 3) with the equidistribution marking criterion (9).

(iii) Marking Strategy 2 with \( W(x, y) := \max\{\sin(\pi x/2), 2^q - 1\} \).

(iv) Marking Strategy 2 with \( W(x, y) := (x^q + y^q)^{1/q}/2^{1/q} \) for \( q = 10 \).

It is easy to see that both functions \( W \) from (iii)–(iv) satisfy (14). Thus, the following result follows from our main theorems in Section 4.

**Corollary 32.** Let \( (\mathcal{T}_\ell)_{\ell \in \mathbb{N}_0} \subset \mathcal{T} \) be the output of Algorithm A driven by the error estimators \( \eta_H \) and \( \zeta_H \) from (63) and any of the marking criteria (i)–(iv). Then, there holds convergence

\[
|G(u) - G(u_\ell)| \to 0 \quad \text{as } \ell \to \infty.
\]
We plot the goal error estimator $\eta_\ell \zeta_\ell$ over the cumulative computational cost $\sum_{k=0}^\ell \dim X_k$ in Figure 2. Provided that every step in Algorithm A can be done in linear time with respect to the number of degrees of freedom $\dim X_\ell$, the quantity $\sum_{k=0}^\ell \dim X_k$ is the cumulative cost necessary to compute $\eta_\ell \zeta_\ell$. We see that the summation-based marking strategies (ii) and (iv) do slightly better in this metric than the maximum-based marking strategies (i) and (iii).

**7.2. Nonlinear goal functional.** We consider the L-shape domain $\Omega = (-1, 1)^2 \setminus [-1, 0]^2$ and the solution $u \in \mathcal{X} := H^1_0(\Omega)$ of the Poisson equation

$$a(u, v) := \int_\Omega \nabla u \cdot \nabla v \, dx = \int_\Omega f v \, dx =: F(v) \quad \text{for all } v \in \mathcal{X}.$$  \hfill \(64\)

We are interested in the quadratic goal value around $y = (0.5, 0.5)$,

$$G(u) := \frac{1}{2} \int_\Omega \lambda_y(x) |\nabla u|^2 \, dx \quad \text{with } \lambda_y(x) := \left[10^{-2} + \|x - y\|^2\right]^{-1},$$

where the linearized dual problem reads [BIP21]: Find $z \in \mathcal{X}$ such that

$$a(v, z) = \int_\Omega \lambda_y(x) \nabla u \cdot \nabla v \, dx =: b(u, v) \quad \text{for all } v \in \mathcal{X}.$$  \hfill \(65\)

With $\mathcal{X}_H := \mathcal{S}_0^p(T_H)$, the discrete approximations of \((64)-(65)\) then read

$$a(u_H, v_H) = F(v_H) \quad \text{and} \quad a(v_H, z_H) = b(u_H, v_H) \quad \text{for all } v_H \in \mathcal{X}_H.$$  \hfill \(66\)
Furthermore, there holds
\[ \text{The residual a posteriori error estimators read} \]
\[
\mu_H(T)^2 := h_T^2 \| \Delta u_H + f \|_{L^2(T)}^2 + h_T \| \nabla u_H \cdot n \|_{L^2(\partial T \cap \Omega)}^2, \\
\nu_H(T)^2 := h_T^2 \| \Delta z_H + \lambda_y(x) \Delta u_H + \nabla \lambda_y(x) \cdot \nabla u_H \|_{L^2(T)}^2 \\
+ h_T \| (\nabla z_H + \lambda_y(x) \nabla u_H \cdot n) \|_{L^2(\partial T \cap \Omega)}^2. \] (67)

The work [BIP21] shows that there holds the goal error estimate
\[
|G(u) - G(u_H)| \lesssim \mu_H \left[ \mu_H^2 + \nu_H^2 \right]^{1/2} \leq \mu_H^2 + \nu_H^2.
\]

**Theorem 33 ([BIP21]).** With \( \mu_H \) and \( \nu_H \) from (67), both choices of error estimators
\[
\eta_H := \mu_H \quad \text{and} \quad \zeta_H := \left[ \mu_H^2 + \nu_H^2 \right]^{1/2} \quad \text{as well as}
\]
\[
\eta_H := \zeta_H := \left[ \mu_H^2 + \nu_H^2 \right]^{1/2}
\]
satisfy stability (B1), reduction (B2), and the goal error estimate (4) with \( G_H := G(u_H) \). Furthermore, there holds a priori convergence (2). \( \square \)

This allows to conclude convergence of both proposed schemes.

**Corollary 34.** Let \( (\mathcal{T}_\ell)_{\ell \in \mathbb{N}_0} \subset \mathcal{T} \) be the output of Algorithm A driven by any of the error estimators \( \eta_H \) and \( \zeta_H \) from Theorem 33 and any of the Marking Strategies 1–2. Then, there holds convergence
\[
|G(u) - G(u_\ell)| \rightarrow 0 \quad \text{as } \ell \rightarrow \infty.
\]

For problem (64) with \( f = 1 \), numerical results were obtained by Algorithm A with Marking Strategy 2 and \( W(x, y) = (x + y)/2 \) (the strategy presented in [BET11]) for both choices of \( \eta \) and \( \zeta \); see Figure 3. Examples of meshes after some steps of the adaptive algorithm with different polynomial degrees are given in Figure 4. For higher polynomial order, the refinement towards (re-entrant) corners is much stronger than for the lowest order case \( p = 1 \).
Figure 4. Meshes after several steps of the adaptive algorithm driven by \( \eta_H \zeta_\ell = \mu_\ell [\mu_\ell^2 + \nu_\ell^2]^{1/2} \) for the problem from Section 7.2. The weight of the goal functional is centered at (0.5, 0.5). Left: Computation with \( p = 1 \), \( \# \mathcal{T}_6 = 3093 \). Right: Computation with \( p = 3 \), \( \# \mathcal{T}_{14} = 2821 \).

7.3. Semilinear problem. The works [HPZ15; BBI 22] consider \( \Omega \subset \mathbb{R}^d \) with

\[
a(u, v) := \int_\Omega A \nabla u \cdot \nabla v + b(u) v \, dx = \int_\Omega f v \, dx =: F(v) \quad \text{for all } v \in \mathcal{X},
\]

where \( A \in [L^\infty(\Omega)]^{d \times d} \) is a uniformly positive definite matrix, \( b : \mathbb{R} \to \mathbb{R} \) is a smooth and monotone function, i.e., \( b'(s) \geq 0 \) for all \( s \in \mathbb{R} \), and \( f \in L^2(\Omega) \). The dual solution \( z \in H_0^1(\Omega) \) is given by

\[
ad'(u; v, z) := \int_\Omega A \nabla v \cdot \nabla z + b'(u) vz \, dx = \int_\Omega g v \, dx =: G(v), \quad \text{for all } v \in \mathcal{X},
\]

where \( g \in L^2(\Omega) \), and its discretization \( z_H \in \mathcal{X}_H \) satisfies

\[
ad'(u_H; v_H, z_H) = G(v_H) \quad \text{for all } v_H \in \mathcal{X}_H.
\]

The residual error estimators in this case read

\[
\mu_H(T)^2 := h_T^2 \| \text{div}(A \nabla u_H) - b(u_H) \|_{L^2(T)} + h_T \| A \nabla u_H \cdot n \|_{L^2(\partial T \cap \Omega)}^2,
\]

\[
\nu_H(T)^2 := h_T^2 \| \text{div}(A \nabla z_H) - b'(u_H)z_H + g \|_{L^2(T)} + h_T \| A \nabla z_H \cdot n \|_{L^2(\partial T \cap \Omega)}^2.
\]

For these estimators, the work [BBI 22] proves an analogue to Theorem 33. Thus, our framework allows to conclude convergence of the goal error also in this case.

**Corollary 35.** Let \( (\mathcal{T}_\ell)_{\ell \in \mathbb{N}_0} \subset \mathbb{T} \) be the output of Algorithm A driven by any of the error estimators \( \eta_H \) and \( \zeta_H \) from Theorem 33 with \( \mu_H \) and \( \nu_H \) from (70), and any of the Marking Strategies 1–2. Then, there holds convergence

\[
|G(u) - G(u_\ell)| \to 0 \quad \text{as } \ell \to \infty.
\]

**Remark 36.** In the work [HPZ15], the goal error estimate (4) is shown under the assumption that the primal solutions \( u, u_H \) satisfy \( L^\infty(\Omega) \) bounds, i.e., for some constant \( C \in \mathbb{R} \) it holds that \( -C \leq u, u_H \leq C < \infty \) a.e. in \( \Omega \). Furthermore, Marking Strategy 1 with \( \mathcal{M}_\ell = \mathcal{M}_\ell^0 \cup \mathcal{M}_\ell^1 \) for all \( \ell \in \mathbb{N}_0 \) is used. According to Remark 3 and Theorem 15, this strategy leads to plain convergence of the goal error (71).

However, the particular choice of marking strategy in [HPZ15] (more specifically, the choice \( \mathcal{M}_\ell = \mathcal{M}_\ell^0 \cup \mathcal{M}_\ell^1 \)) prevents convergence with optimal algebraic rates, which can
be shown for the strategy from \cite{BBI+22}, even without assuming any (discrete) $L^\infty(\Omega)$ bounds.
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