Geometric singular perturbation analysis to a perturbed (1 + 1)-dimensional dispersive long wave equation

Hang Zheng\textsuperscript{1,2} Y. H. Xia\textsuperscript{1}\textsuperscript{*}

1. Department of Mathematics, Zhejiang Normal University, Jinhua, 321004, China
   yhxia@zjnu.cn; xiadoc@163.outlook.com

2. Department of Mathematics and Computer, Wuyi University, Wuyishan, 354300, China
   zhenghang513@zjnu.edu.cn; zhenghwyxy@163.com

Abstract

The existence of the solitary wave and the nonexistence of kink (anti-kink) wave solutions are studied for a perturbed (1 + 1)-dimensional dispersive long wave equation. The methods are based on the geometric singular perturbation (GSP, for short) approach, Melnikov method and bifurcation analysis. The results show that the solitary wave solution with a suitable wave speed $c$ and parameter $\kappa$ exists under the small singular perturbation. Interestingly, unlike solitary wave solutions, the kink (anti-kink) wave solution doesn’t persist because the corresponding Melnikov function has no zeros. Further, numerical simulations are utilized to verify the correctness of our analytical results.
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1 Introduction

1.1 History

The study of water wave equations and their travelling wave solutions have attracted a lot of interest among scholars (see, e.g., [1–13]). For instance, Korteweg-de Vries (KdV) equation, Benjamin-Bona-Mahony (BBM) equation, Degasperis-Procesi (DP) equation and Camassa-Holm (CH) equation, etc. These equations have been extensively used to describe dynamical behaviour of long waves in shallow water. Since the interaction of nonlinear and dispersion factors, long wave in shallow water would admit many characteristics. One of the important property of long waves, is that, they retain their shapes and forms after mutual interactions and collisions. In 1996, Wu and Zhang [14] derived an equation describing nonlinear dispersive long gravity waves travelling in two horizontal directions on shallow waters of uniform depth format formulated as

\[
\begin{align*}
\theta_t + \theta \theta_x + u \theta_y + v_x &= 0, \\
u_t + \theta u_x + u u_y + v_y &= 0, \\
v_t + (\theta v)_x + (uv)_y + \frac{1}{3} (\theta_{xxx} + \theta_{xyy} + u_{xxy} + u_{yyy}) &= 0.
\end{align*}
\]

(1)

where \(\theta\) (resp., \(u\)) is the surface velocity of water along the \(x\) (resp., \(y\)) direction and \(v\) is the elevation of the water wave. Eq. (1) can be reduced to the following \((1+1)\)-dimensional dispersive long wave equation (Wu-Zhang equation) by symmetry reduction and scale transition:

\[
\begin{align*}
u_t &= -u u_x - v_x, \\
v_t &= -v u_x - u v_x - \frac{1}{3} u_{xxx}.
\end{align*}
\]

(2)

Due to it models the nonlinear water wave available, Wu-Zhang equation (2) is often applied to coastal design and harbor construction. So far, a lot of articles have been concerned with the exact solutions of Wu-Zhang equation (2) by using various methods (see, e.g., [15–21]). However, to the best of our knowledge, there are few works on the perturbed Wu-Zhang equation. In this paper, we study a perturbed Wu-Zhang equation.
described by
\[
\begin{aligned}
  u_t &= -uu_x - v_x, \\
  v_t &= -vu_x - uv_x - \frac{1}{3} u_{xxx} + \varepsilon (u_{xx} + u_{xxxx}),
\end{aligned}
\]
(3)

where \(0 < \varepsilon \ll 1\) (a sufficiently small parameter), \(u_{xx}\) is backward diffusion and \(u_{xx}\) represents a dissipation term. In fact, it is better to consider the small perturbations in the evolution equation to describe the real situation. To study the existence of traveling wave solutions for these perturbed equations is of great importance in hydrodynamics. There exists an extensive literature on the use of geometric singular perturbation theory \[22, 23\] to deal with these issues including KdV equation \[24, 25\], generalized KdV equation \[26–28\], delayed CH equation \[29\], generalized CH equation \[30\], CH Kuramoto-Sivashinsky equation \[31\], perturbed BBM equation \[32\], generalized BBM equation \[33\], random systems \[34–36\], biological model \[37, 38\], and so on.

Based on the geometric singular perturbation approach to track invariant manifolds of corresponding ordinary differential equations (ODEs), Du and Qiao \[39\] explained existence of traveling wave solutions in a Belousov-Zhabotinskii system with delay by combing Fredholm orthogonality and asymptotic theory. Du et al. \[40\] also confirmed the persistence of solitary wave solution of a generalized Keller-Segel system with small cell diffusion by Poincaré-Bendixson theorem. Clearly, the idea of detecting monotonicity of the ratio of Abelian integrals (MRAI) to prove existence of traveling wave solutions have been valid. If the velocity of traveling wave can be represented by the RAI, the theory of analytic functions and algebraic geometry which reported by \[41–43\] would be employed to study these systems. For instance, Derks and Gils \[24\], Ogawa \[25\] computed the MRAI of perturbed KdV equation. Chen et al. \[26, 32, 44\] detected the MRAI of perturbed BBM equation, perturbed defocusing mKdV equation and perturbed generalized KdV equation by the similar method. Du et al. \[45\] considered MRAI of a generalized Nizhnik-Novikov-Veselov equation with diffusion term. Then they all proved the existence of traveling wave solutions. Different from them, Sun et al. \[46\] employed the Chebyshev criterion to detect the MRAI of a shallow water fluid to analyze the coexistence of the solitary and periodic wave solutions. Sun and Yu \[33\] also illustrated
the existence and uniqueness of periodic waves of a generalized BBM equation based on
the same technique. Recently, the CH equation with a special local and nonlocal delay
convolution kernel were concerned by Du et al. [29]. They obtained the results that
solitary wave solution will persist for \( c > 2k \), since Melnikov integrals of model with local
and non-local delay are monotone about \( c \) for \( c > 2k \).

1.2 Motivation and novelty

Except for detecting the MRAI of perturbed equations, another effective method is to
directly compute the explicit expression of Melnikov function which, in turn, the existence
of traveling wave solution is proved. Qiu et al. [30], Zhu et al. [47] used the explicit
expression of Melnikov function to discuss the existence of solitary waves in a perturbed
generalized BBM and generalized CH equation, respectively. Cheng and Li [48] computed
the expression of Melnikov function for the delayed DP equation. Based on Melnikov
function, Wen [49] and Xu et al. [50] proved the existence of kink (anti-kink) wave for the
perturbed Gardner equation and delayed Schrödinger equation, respectively. Combining
bifurcation theory of limit cycles [51–53], Zhang et al. [28, 54] demonstrated the existence
of the solitary wave solutions of the perturbed mKdV and mK(3, 1) equations.

Inspired by aforementioned works, the main purpose of this paper is to investigate
the existence of traveling wave solutions for Wu-Zhang equation under a small singular
perturbation. Firstly, we introduce a new parameter \( \kappa \) to obtain the exact solutions
including solitary wave and kink (anti-kink) wave solutions of the unperturbed Wu-
Zhang equation. Then, the geometric singular perturbation approach is used to construct
homoclinic or heteroclinic orbits by tracking invariant manifolds of corresponding ODEs.
Finally, by Melnikov method (see, e.g., [55, 56]) and bifurcation theorem, we analyze
conditions such as the wave speed and parameter for the existence of traveling wave
solutions. The highlights of this work can be enumerated as:

(i) Not only the analytical expression of Melnikov integral is given for perturbed
Wu-Zhang equation, but also the analytical expression of speed \( c \) is obtained.

(ii) The non-persistence of kink (anti-kink) wave solutions are proved by analytical
Melnikov method and bifurcation theorem. Most of the literature emphasized the existence of the solitary wave by GSP approach, but there are few works applying the GSP approach to discuss the nonexistence of kink (anti-kink) wave solutions. We prove the nonexistence of kink (anti-kink) wave solutions by GSP approach.

(iii) Numerical simulations are utilized to verify the theoretical results.

1.3 The outline of the paper

The outline of the paper is as follows. Some preliminaries including geometric singular perturbation theory are introduced in section 2. We obtain the bifurcations of phase portraits for the unperturbed Wu-Zhang equation based on dynamical system method in section 3. By introducing a new parameter $\kappa$, the solitary wave and kink wave solution are determined in section 4. In section 5, combining the GSP approach, Melnikov method and bifurcation theorem, the existence of traveling wave solutions for a perturbed Wu-Zhang equation is investigated. In section 6, numerical simulations are carried out to show the effectiveness of previous theoretical results. Finally a conclusion ends our work.

2 Preliminaries

In this section, we introduce some known results on the theory of geometric singular perturbation (see. e.g. [23, 29, 48]). Consider the system

$$\begin{cases}
  \dot{x}_1' = f(x_1, x_2, \epsilon), \\
  \dot{x}_2' = \epsilon g(x_1, x_2, \epsilon),
\end{cases}$$  \hspace{1cm} (4)

where $' = \frac{d}{dt}$, $x_1 \in \mathbb{R}^n$, $x_2 \in \mathbb{R}^l$ and $\epsilon$ is a positive real parameter, $U \subseteq \mathbb{R}^{n+l}$ is open subset, and $I$ is an open subset of $\mathbb{R}$, containing 0; $f$ and $g$ are $C^\infty$ on a set $U \times I$. Moreover, the $x_1$ (resp., $x_2$) variables are called fast (resp., slow) variables. Letting $\tau = \epsilon t$ which gives the following equivalent system

$$\begin{cases}
  \epsilon \dot{x}_1 = f(x_1, x_2, \epsilon), \\
  \dot{x}_2 = g(x_1, x_2, \epsilon),
\end{cases}$$  \hspace{1cm} (5)
where \( \cdot = \frac{d}{d\tau} \). We refer to \( t \) (resp., \( \tau \)) as the fast time scale or fast time (resp., slow time scale or slow time). Each of the scalings is naturally associated with a limit as \( \epsilon \) tend to zero. These limits are respectively given by

\[
\begin{align*}
\begin{cases}
x'_1 = f(x_1, x_2, 0), \\
x'_2 = 0,
\end{cases}
\end{align*}
\]

(6)

and

\[
\begin{align*}
\begin{cases}
0 = f(x_1, x_2, 0), \\
x'_2 = g(x_1, x_2, 0).
\end{cases}
\end{align*}
\]

(7)

System (6) is called the layer problem and system (7) is reduced system.

\textbf{Definition 1} (see [23, 29, 48]) A manifold \( M_0 \) on which \( f(x_1, x_2, 0) = 0 \) is called a critical manifold or slow manifold. A critical manifold \( M_0 \) is said to be normally hyperbolic if the linearization of system (4) at each point in \( M_0 \) has exactly \( l \) eigenvalues on the imaginary axis \( \text{Re}(\lambda) = 0 \).

\textbf{Definition 2} (see [23, 29, 48]) A set \( M \) is locally invariant under the flow of system (4) if it has neighborhood \( V \) so that no trajectory can leave \( M \) without also leaving \( V \). In other words, it is locally invariant if for all \( x_1 \in M \), \( x_1 \cdot [0, t] \subseteq V \) implies that \( x_1 \in M \), \( x_1 \cdot [0, t] \subseteq M \), similarly with \( [0, t] \) replaced by \( [t, 0] \) when \( t < 0 \), where \( x_1 \cdot [0, t] \) denotes the application of a flow after time \( t \) to the initial condition \( x_1 \).

\textbf{Lemma 1} (see [23, 29, 48]) Let \( M_0 \) be a compact, normally hyperbolic critical manifold given as a graph \( \{(x_1, x_2) : y = h^0(x_2)\} \). Then for sufficiently small positive \( \epsilon \) and any \( 0 < r < +\infty \),

- there exists a manifold \( M_\epsilon \), which is locally invariant under the flow of system (4) and \( C^r \) in \( x_1, x_2, \epsilon \). Moreover, \( M_\epsilon \) is given as graph:

\[
M_\epsilon = \{(x_1, x_2) : x = h^\epsilon(x_2)\}
\]

for some \( C^r \) function \( h^\epsilon(x_2) \);
• $M_{\epsilon}$ possesses locally invariant stable and unstable manifold $W^s(M_{\epsilon})$ and $W^u(M_{\epsilon})$ lying within $O(\epsilon)$ and being $C^r$ diffeomorphic to the stable and unstable manifold $W^s(M_0)$ and $W^u(M_0)$ of the critical manifold $M_0$;

• $W^s(M_{\epsilon})$ is partitioned by moving invariant submanifolds $F^s(p_{\epsilon})$, which are $O(\epsilon)$ close and diffeomorphic to $F^s(p_0)$, with base point $p_{\epsilon}$ belonging to $M_{\epsilon}$. Moreover, they are $C^r$ with respect to $p$ and $\epsilon$. Moving invariance means the submanifold $F^s(p_{\epsilon})$ is mapped under the time $t$ flow to another submanifold $F^s(p_{\epsilon} \cdot t)$ whose base point is the time $t$ evolution image of the taken base point $p_{\epsilon}$;

• the dynamics on $M_{\epsilon}$ is a regular perturbation of that generated by system (7).

3 Bifurcation of phase portraits for the unperturbed Wu-Zhang equation (3).

In this section, firstly, we consider the exact solutions of the unperturbed Wu-Zhang equation (3) by dynamical system method.

By introducing the following transformations:

$$u(x,t) = \phi(\xi), \quad v(x,t) = \psi(\xi), \quad \xi = x - ct, \quad (8)$$

we obtain

$$\frac{\partial u(x,t)}{\partial t} = -c\phi_\xi, \quad \frac{\partial v(x,t)}{\partial t} = -c\psi_\xi,$$

$$\frac{\partial^2 u(x,t)}{\partial x^2} = \phi_{\xi\xi}, \quad \frac{\partial^3 u(x,t)}{\partial x^3} = \phi_{\xi\xi\xi}, \quad \frac{\partial^4 u(x,t)}{\partial x^4} = \phi_{\xi\xi\xi\xi}, \quad (9)$$

where $\phi_\xi$ and $\psi_\xi$ are the first order derivative with respect to $\xi$. And $\phi_{\xi\xi}$, $\phi_{\xi\xi\xi}$ and $\phi_{\xi\xi\xi\xi}$ means the second, third and fourth order derivative with respect to $\xi$, respectively.

Substituting (8) and (9) into (3), then system (3) is given by

$$\begin{cases}
  c\phi_\xi = \phi\phi_\xi + \psi_\xi, \\
  c\psi_\xi = \psi\phi_\xi + \phi\psi_\xi + \frac{1}{3}\phi_{\xi\xi\xi} - \epsilon(\phi_{\xi\xi} + \phi_{\xi\xi\xi}).
\end{cases} \quad (10)$$

Integrating both sides of the first equation of system (10) once with respect to $\xi$ and letting the integration constant be zero yields

$$\psi(\xi) = c\phi(\xi) - \frac{1}{2}\phi^2(\xi). \quad (11)$$
We substitute (11) into the second equation of (10), then the coupled system (10) becomes the following ODE:

\[ \frac{1}{3} \phi_{\xi\xi\xi} - \frac{3}{2} \phi^2 \phi_{\xi} + 3c\phi \phi_{\xi} - c^2 \phi_{\xi} - \varepsilon(\phi_{\xi\xi} + \phi_{\xi\xi\xi\xi}) = 0. \]  

(12)

Integrating both sides on (12) once with respect to \( \xi \) and rescaling \( \varepsilon = 3\varepsilon \), it follows that

\[ \phi_{\xi\xi} - \frac{3}{2} \phi^3 + \frac{9}{2} c\phi^2 - 3c^2 \phi - \varepsilon(\phi_{\xi\xi} + \phi_{\xi\xi\xi\xi}) = g, \]  

(13)

where \( g \) is an integration constant (\( g \in \mathbb{R} \)).

Introducing new variables \( \zeta = c\xi, \ z = \frac{\phi}{\varepsilon} \) and \( G = \frac{g}{\varepsilon^2} \), eq. (13) is equivalent to

\[ -3z + \frac{9}{2} z^2 - \frac{3}{2} z^3 + \frac{d^2 z}{d\zeta^2} - \varepsilon(\frac{1}{c} \frac{dz}{d\zeta} + \frac{d^3 z}{d\zeta^3}) = G. \]  

(14)

Obviously, eq. (14) reduces to a planar system:

\[
\begin{cases}
\frac{dz}{d\zeta} = y, \\
\frac{dy}{d\zeta} = w, \\
\varepsilon c \frac{dw}{d\eta} = -3z + \frac{9}{2} z^2 - \frac{3}{2} z^3 + w - \frac{\varepsilon}{c} y - G.
\end{cases}
\]  

(15)

where \( \varepsilon \) is a sufficiently small parameter such that \( 0 < \varepsilon \ll 1 \). Therefore, the traveling wave solutions of eq. (3) can be obtained by studying the corresponding orbits of system (15).

Obviously, system (15) is a singularly perturbed system described as “slow system”. Rescaling \( \eta = c\zeta \), we have the following equivalent “fast system”:

\[
\begin{cases}
\frac{dz}{d\eta} = \varepsilon y, \\
\frac{dy}{d\eta} = \varepsilon w, \\
c \frac{d^2 w}{d\eta^2} = -3z + \frac{9}{2} z^2 - \frac{3}{2} z^3 + w - \frac{\varepsilon}{c} y - G.
\end{cases}
\]  

(16)

Let \( \varepsilon = 0 \) in system (15) and (16). Then, the corresponding reduced system is given by

\[
\begin{cases}
\frac{dz}{d\zeta} = y, \\
\frac{dy}{d\zeta} = w, \\
0 = -3z + \frac{9}{2} z^2 - \frac{3}{2} z^3 + w - G,
\end{cases}
\]  

(17)
and the layer system is
\[
\begin{align*}
\frac{dz}{d\eta} &= 0, \\
\frac{dy}{d\eta} &= 0, \\
-c\frac{dw}{d\eta} &= -3z + \frac{9}{2}z^2 - \frac{3}{2}z^3 + w - G.
\end{align*}
\]
which admits a two-dimensional critical manifold as follows
\[
M_0 = \{(z, y, w) \in \mathbb{R}^3 | w = 3z - \frac{9}{2}z^2 + \frac{3}{2}z^3 + G\}.
\]
Suppose $A$ to be the linearized matrix of the fast system (16), then it is given by
\[
A = \begin{pmatrix}
0 & 0 & 0 \\
0 & 0 & 0 \\
-3z + \frac{9}{2}z^2 & c & 0 \\
\end{pmatrix},
\]
that the eigenvalues of $A$ are 0, 0 and $\frac{1}{c}$. Thus, $M_0$ is a normally hyperbolic invariant manifold (see Definition[1] and Definition[2]). There exists a two-dimensional submanifold $M_\epsilon$ which is a differentiable homeomorphism and locates near $M_0$ at a distance $O(\epsilon)$ (see Lemma[1]). The invariant submanifold $M_\epsilon$ is represented by
\[
M_\epsilon = \{(z, y, w) \in \mathbb{R}^3 | w = 3z - \frac{9}{2}z^2 + \frac{3}{2}z^3 + G + \epsilon[cy(\frac{9}{2}z^2 - 9z + 3 + \frac{1}{c^2})] + O(\epsilon^2)\}.
\]
The dynamical behaviour of slow system (15) or fast system (16) is governed by
\[
\begin{align*}
\frac{dz}{dt} &= y, \\
\frac{dw}{dt} &= 3z - \frac{9}{2}z^2 + \frac{3}{2}z^3 + G + \epsilon[cy(\frac{9}{2}z^2 - 9z + 3 + \frac{1}{c^2})].
\end{align*}
\]
For $\epsilon = 0$, the unperturbed system admits homoclinic, heteroclinic and periodic orbits with the parameter $G$ taking different values. Here, we consider more general case for solitary and kink (anti-kink) wave solutions of eq. (22).

**Proposition 1** By the bifurcation theory of planar dynamical systems (see [3, 52]), we have
(i) If $|G| > \frac{3\sqrt{3}}{4}$, there exists a single saddle point (see Fig.1 (a) or (g)).
(ii) If $|G| = \sqrt{3}$, there exist a saddle point and a cusp point (see Fig.1 (b) or (f)).

(iii) If $G = 0$, there exist two saddle points $(0,0)$ and $(2,0)$, and a center point $(1,0)$. It has two heteroclinic orbits surrounding the center point $(1,0)$ to two saddle points $(0,0)$ and $(2,0)$ (see Fig.1 (d)).

(iv) If $0 < |G| < \sqrt{3}$, there exist two saddle points and a center point. It has a homoclinic orbit surrounding the center point to one saddle point (see Fig.1 (c) or (e)).

Assume that $z(\zeta)$ is a solution of eq. (14) satisfying $\lim_{\zeta \to \infty} z(\zeta) = \kappa$, thus $u(x,t) = cz(\zeta) = cz[c(x - ct)]$ is a solitary wave solution or a kink wave solution of eq. (14).

For $-\sqrt{3} < G \leq 0$ and $0 \leq G < \sqrt{3}$, the unperturbed system (22) with $\epsilon = 0$ admits a saddle point defined by $S_0(\kappa,0)$. We know that $G = -(3\kappa - \frac{9}{2}\kappa^2 + \frac{3}{2}\kappa^3)$, then we obtain $1 + \frac{\sqrt{3}}{3} < \kappa \leq 2$ for $G \in (-\sqrt{3},0]$ and $0 < \kappa < 1 - \frac{\sqrt{3}}{3}$ for $G \in [0,\sqrt{3})$, respectively. We can regard $\kappa$ as a new parameter to find the homoclinic and heteroclinic orbits of system (22). Therefore, we rewrite system (22), that is:

$$
\begin{aligned}
\frac{dz}{d\zeta} &= y, \\
\frac{dy}{d\zeta} &= 3z - \frac{9}{2}z^2 + \frac{3}{2}z^3 - (3\kappa - \frac{9}{2}\kappa^2 + \frac{3}{2}\kappa^3) + \epsilon[cy(\frac{9}{2}z^2 - 9z + 3 + \frac{1}{\epsilon})].
\end{aligned}
$$

Fig. 1 The bifurcation and phase portraits of system (22) $|\epsilon|=0$. 

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{fig1.png}
\caption{The bifurcation and phase portraits of system (22) $|\epsilon|=0$.}
\end{figure}
4  Traveling wave solution of eq. \( (3) \mid _{\varepsilon=0} \)

In this section, we study the solitary and kink (anti-kink) wave solutions of eq. \( (3) \mid _{\varepsilon=0} \). By dynamical method, we consider the traveling wave solution of system \( (23) \mid _{\varepsilon=0} \) with \( \kappa \in [0, 1 - \frac{\sqrt{3}}{3}] \cup (1 + \frac{\sqrt{3}}{3}, 2] \). The unperturbed system \( (23) \) is of the form:

\[
\begin{align*}
\frac{dz}{d\zeta} &= y, \\
\frac{dy}{d\zeta} &= 3z - \frac{9}{2}z^2 + \frac{3}{2}z^3 - (3\kappa - \frac{9}{2}\kappa^2 + \frac{3}{2}\kappa^3).
\end{align*}
\]

It is easy to obtain the first integral of system \( (24) \), it is given by

\[
H(z, y) = \frac{1}{2}y^2 - \frac{3}{8}z^4 + \frac{3}{2}z^3 - \frac{3}{2}z^2 + \left(\frac{3}{2}\kappa^3 - \frac{9}{2}\kappa^2 + 3\kappa\right)z.
\]

The homoclinic orbit \( \Gamma(\kappa) \) to the saddle \((\kappa, 0)\) is defined by

\[
H(z, y) = \frac{1}{2}y^2 - \frac{3}{8}z^4 + \frac{3}{2}z^3 - \frac{3}{2}z^2 + \left(\frac{3}{2}\kappa^3 - \frac{9}{2}\kappa^2 + 3\kappa\right)z
\]

And the heteroclinic orbits \( \Upsilon(\kappa)_{\pm} \) (where \( \pm \) represents upper and lower branch curves) to the two saddle points \((0, 0)\) and \((2, 0)\), namely, \( \kappa = 0 \) or \( \kappa = 2 \), the heteroclinic curve is determined by

\[
H(z, y) = \frac{1}{2}y^2 - \frac{3}{8}z^4 + \frac{3}{2}z^3 - \frac{3}{2}z^2 = 0.
\]

4.1 Solitary wave solution of eq. \( (3) \mid _{\varepsilon=0} \)

By \( (26) \) and Proposition \( (iv) \), we can obtain the expression of \( y \) as follows:

\[
y = \pm \sqrt{\frac{3}{4}z^4 - 3z^3 + 3z^2 - (3\kappa^3 - 9\kappa^2 + 6\kappa)z + \frac{9}{8}\kappa^4 - 6\kappa^3 + 3\kappa^2}
\]

where \( z_{\pm} = -\kappa + 2 \pm \sqrt{-2\kappa^2 + 4\kappa} \). It can be seen that \( z_{-} < z_{+} < \kappa \) for \( 1 + \frac{\sqrt{3}}{3} < \kappa < 2 \) (see Fig. 1(c)) and \( \kappa < z_{-} < z_{+} \) for \( 0 < \kappa < 1 - \frac{\sqrt{3}}{3} \) (see Fig. 1(e)).

Since \( \frac{dz}{d\kappa} = y \), it implies

\[
\frac{dz}{d\zeta} = \pm \sqrt{\frac{3}{4}(z - \kappa)^2(z - z_{-})(z - z_{+})},
\]
which yields
\[ \zeta = \pm \int_{z}^{z} \frac{1}{\sqrt{\frac{3}{2} (s - \kappa)^2 (s - z_+) (s - z_-)}} ds, \quad (1 + \frac{\sqrt{3}}{3} < \kappa < 2), \] 
(30)
and
\[ \zeta = \pm \int_{z}^{z} \frac{1}{\sqrt{\frac{3}{2} (s - \kappa)^2 (z_+ - s) (z_- - s)}} ds, \quad (0 < \kappa < 1 - \frac{\sqrt{3}}{3}). \] 
(31)

Thus, for \( 1 + \frac{\sqrt{3}}{3} < \kappa < 2 \), the parametric representation of homoclinic orbit \( \Gamma(\kappa) \) can be obtained by
\[ z(\zeta) = -\frac{2(6\kappa^2 - 12\kappa + 4)}{2\cosh(\frac{1}{2}\sqrt{18\kappa^2 - 36\kappa + 12}\zeta)\sqrt{-2\kappa^2 + 4\kappa + 4\kappa - 4}}. \] 
(32)

Then, it corresponds to a dark solitary wave solution of eq. (3) \( |\varepsilon = 0 \) (see Fig. 2(a)) is given by:
\[ u(x,t) = -\frac{2(6\kappa^2 - 12\kappa + 4)c}{2\cosh\left(\frac{1}{2}\sqrt{18\kappa^2 - 36\kappa + 12c(x - ct)}\right)\sqrt{-2\kappa^2 + 4\kappa + 4\kappa - 4}}. \] 
(33)

For \( 0 < \kappa < 1 - \frac{\sqrt{3}}{3} \), the expression of homoclinic orbit \( \Gamma(\kappa) \) can be obtained by
\[ z(\zeta) = -\frac{2(6\kappa^2 - 12\kappa + 4)}{4\kappa - 4 - 2\cosh(\frac{1}{2}\sqrt{18\kappa^2 - 36\kappa + 12}\zeta)\sqrt{-2\kappa^2 + 4\kappa}}. \] 
(34)

The slight solitary wave solution of eq. (3) \( |\varepsilon = 0 \) (see Fig. 2(b)) is of the form
\[ u(x,t) = -\frac{2(6\kappa^2 - 12\kappa + 4)c}{4\kappa - 4 - 2\cosh\left(\frac{1}{2}\sqrt{18\kappa^2 - 36\kappa + 12c(x - ct)}\right)\sqrt{-2\kappa^2 + 4\kappa}}. \] 
(35)
Fig. 2 Dark and Bright solitary wave solutions of eq. (3) |\varepsilon=0| for c = 0.5, where (a) \(\kappa = 1.7\), (b) \(\kappa = 0.3\).

4.2 Kink and anti-kink wave solution of eq. (3) |\varepsilon=0|

According to (27) and (iii) of Proposition 1, the expression of y is:

\[
y = \pm \sqrt{\frac{3}{4}z^4 - 3z^3 + 3z^2} = \pm \sqrt{\frac{3}{4}(z - 0)^2(2 - z)^2} = \pm \frac{\sqrt{3}}{2}z(z - 2),
\]

Similarly, due to \(\frac{dz}{d\zeta} = y\), we have

\[
\zeta = \pm \int_{z_1}^{z} \frac{1}{\sqrt{3}z(s - 2)} ds,
\]

Therefore, we obtain the following kink and anti-kink wave solutions (see Fig. 3(a) and (b)):

\[
u(x, t) = -\frac{2c}{1 + e^{\pm\sqrt{3}c(x-ct)}}.
\]

(a) Kink wave (b) Anti-kink wave

Fig. 3 Kink and anti-kink of eq. (3) |\varepsilon=0| for c = 0.5.

In summary, we give the theorems as follows.

**Theorem 1** For any wave speed c and \(\kappa \in (0, 1 - \frac{\sqrt{3}}{3}) \cup (1 + \frac{\sqrt{3}}{3}, 2)\), eq. (3) |\varepsilon=0| has solitary wave solutions given by (33) or (35).

**Theorem 2** For any wave speed c and \(\kappa = 0\) or \(\kappa = 2\), eq. (3) |\varepsilon=0| has kink or anti-kink solutions given by (38).
5 Existence of traveling wave solutions for eq. (3)

Firstly, let us consider the case of solitary wave solutions. Melnikov method is employed to detect the existence of solitary wave solutions under small perturbation. The homoclinic Melnikov function of system \(^{(23)}\) is defined by

\[
M_{\text{hom}}(c, \kappa) = \oint_{\Gamma(\kappa)} \left( \frac{9}{2} z^2 - 9z + 3 + \frac{1}{c^2} \right) y^2 d\zeta = \frac{1}{c^2} I(\kappa) + J(\kappa),
\]

where \(I(\kappa) = \oint_{\Gamma(\kappa)} y^2 d\zeta\) and \(J(\kappa) = \oint_{\Gamma(\kappa)} \left( \frac{9}{2} z^2 - 9z + 3 \right) y^2 d\zeta\).

**Lemma 2** For any \(\kappa \in (0, 1 - \sqrt{3} \sqrt{3}) \cup (1 + \sqrt{3} \sqrt{3}, 2)\), there exists a positive root \(c = c(\kappa)\) of \(M_{\text{hom}}(c, \kappa) = 0\). Moreover, \(\frac{\partial M_{\text{hom}}}{\partial c} \mid_{c=c(\kappa)} \neq 0\).

**Proof.** Obviously, we know that \(I(\kappa) = \oint_{\Gamma(\kappa)} y^2 d\zeta > 0\). Because \(J(\kappa)\) integrates along the homoclinic orbit \(\Gamma(\kappa)\), then

\[
y'' = \left( \frac{9}{2} z^2 - 9z + 3 \right) z' = \left( \frac{9}{2} z^2 - 9z + 3 \right) y,
\]

which yields

\[
dy' = \left( \frac{9}{2} z^2 - 9z + 3 \right) z' d\zeta = \left( \frac{9}{2} z^2 - 9z + 3 \right) y d\zeta.
\]

By integration of parts, it is not difficult to have

\[
J(\kappa) = \oint_{\Gamma(\kappa)} \left( \frac{9}{2} z^2 - 9z + 3 \right) y^2 d\zeta = \oint_{\Gamma(\kappa)} y dy'
\]  
\[
- \int_{R} (y')^2 d\zeta < 0.
\]

Hence, \(\left. \frac{I(\kappa)}{J(\kappa)} \right|_{c=c(\kappa)} > 0\), there exists a single positive root \(c = c(\kappa)\) of \(M_{\text{hom}}(c, \kappa) = 0\) that

\[
c(\kappa) = \sqrt{- \frac{I(\kappa)}{J(\kappa)}}.
\]

On the other hand, it follows from \(^{(39)}\) that

\[
\left. \frac{\partial M_{\text{hom}}(c, \kappa)}{\partial c} \right|_{c=c(\kappa)} = -2 \frac{1}{c^2} I(\kappa) = -2 I(\kappa) \sqrt{- \frac{J(\kappa)}{I(\kappa)}} > 0.
\]

The proof is completed.

In fact, the analytical expressions of \(I(\kappa)\) and \(J(\kappa)\) can be by dividing them in two cases to obtain.
Case (I): $1 + \sqrt{3} \frac{3}{4} < \kappa < 2$.

Firstly, since $I(\kappa)$ and $J(\kappa)$ are integrated over a closed curve, and the time variable $\zeta$ can be represented by the state variable $z$ on homoclinic or heteroclinic orbit. Thus, by (28), we have

$$I(\kappa) = \oint_{\Gamma(\kappa)} y^2 d\zeta = \oint_{\Gamma(\kappa)} y dz$$

$$= 2 \int_{z_+}^{\kappa} \sqrt{\frac{3}{4} z^4 - 3z^3 + 3z^2 - (3\kappa^3 - 9\kappa^2 + 6\kappa)} z + \frac{9}{4} \kappa^4 - 6\kappa^3 + 3\kappa^2 dz$$

$$= 2 \int_{z_+}^{\kappa} \sqrt{\frac{3}{4} (z - \kappa)^2 (z - z_+)(z - z_-)} dz$$

$$= \sqrt{3} \left[ \int_{z_+}^{\kappa} \kappa \sqrt{(z - z_+)(z - z_-)} dz - \int_{z_+}^{\kappa} z \sqrt{(z - z_+)(z - z_-)} dz \right]$$

$$= \sqrt{3} \left[ \kappa I_1(\kappa) - I_2(\kappa) \right],$$

where $I_1(\kappa) = \int_{z_+}^{\kappa} \sqrt{(z - z_+)(z - z_-)} dz$ and $I_2(\kappa) = \int_{z_+}^{\kappa} z \sqrt{(z - z_+)(z - z_-)} dz$.

Checking the integral book [58], by the formulas 2.261, 2.262 (1) and 2.262 (2), it gives us the following formulas:

$$\int \frac{dx}{\sqrt{R}} = \frac{1}{\sqrt{c_1}} \ln(2\sqrt{c_1 R} + 2c_1 x + b), \quad (c_1 > 0, \ 2c_1 x + b > \sqrt{-\Delta}, \ \Delta < 0),$$

$$\int \sqrt{R} dx = \frac{(2c_1 x + b)\sqrt{R}}{4c_1} + \frac{\Delta}{8c_1} \int \frac{dx}{\sqrt{R}},$$

$$\int x\sqrt{R} dx = \frac{\sqrt{R}^3}{3c_1} - \frac{(2c_1 x + b)\sqrt{R}}{8c_1} - \frac{b\Delta}{16c_1} \int \frac{dx}{\sqrt{R}} \quad (46)$$

where $R = a + bx + c_1 x^2$ and $\Delta = 4ac_1 - b^2$.

Combining (45) and (46), it follows that

$$I(\kappa) = \frac{\sqrt{3}}{3} \left[ 6\ln 2\kappa^3 + 6\kappa^3 \ln(\sqrt{6\kappa^2 - 12\kappa + 4} + 2\kappa - 2) - 18\ln 2\kappa^2 - 18\kappa^2 \ln(\sqrt{6\kappa^2 - 12\kappa + 4} + 2\kappa - 2) + 12\ln 2\kappa + 12\ln(\sqrt{6\kappa^2 - 12\kappa + 4} + 2\kappa - 2) + 2\sqrt{6\kappa^2 - 12\kappa + 4} \right]$$

$$- \sqrt{3}\kappa \left[ 2\ln(2\kappa - \kappa^2) + 3\ln 2\kappa^2 - 3\kappa \ln(2\kappa - \kappa^2) - 9\ln 2\kappa + 2\ln(2\kappa - \kappa^2) + 6\ln 2 \right]. \quad (47)$$
Secondly,

\[ J(\kappa) = \int_{\Gamma(\kappa)} \left( \frac{9}{2} z^2 - 9z + 3 \right) y^2 d\zeta = \int_{\Gamma(\kappa)} \left( \frac{9}{2} z^2 - 9z + 3 \right) y dz \]

\[ = 2 \int_{z_+}^{\kappa} \left( \frac{9}{2} z^2 - 9z + 3 \right) \sqrt{\frac{2}{\kappa} - 3z^3 + 3z^2 - (3\kappa^2 + 6\kappa)z + \frac{9}{2}\kappa^2 - 6\kappa^3 + 3\kappa^2} dz \]

\[ = \sqrt{3} \int_{z_+}^{\kappa} \left( \frac{9}{2} z^2 - 9z + 3 \right) \sqrt{(\kappa - z)^2 (z - z_+) (z - z_-)} dz \]

\[ = \sqrt{3} \int_{z_+}^{\kappa} \left[ - \frac{9}{2} z^3 + \left( \frac{9}{2} \kappa + 9 \right) z^2 - (9\kappa + 3)z + 3\kappa \right] \sqrt{(z - z_+) (z - z_-)} dz \]

\[ = \sqrt{3} \left[ - \frac{9}{2} J_1(\kappa) + \left( \frac{9}{2} \kappa + 9 \right) J_2(\kappa) - (9\kappa + 3) I_2(\kappa) + 3\kappa I_1(\kappa) \right]. \]

where \( J_1(\kappa) = \int_{z_+}^{\kappa} z^3 \sqrt{(z - z_+) (z - z_-)} dz \), \( J_2(\kappa) = \int_{z_+}^{\kappa} z^2 \sqrt{(z - z_+) (z - z_-)} dz \).

Similarly, by the formulas 2.262 (3) and 2.262 (4) in \[58\], they are expressed by:

\[ \int x^2 \sqrt{R} dx = \left( \frac{x}{4c_1} - \frac{\Delta b}{24c_1^2} \right) \sqrt{R^3} + \left( \frac{5b^2}{16c_1^2} - \frac{9}{4c_1} \right) \frac{(2c_1 x + b) \sqrt{R}}{4c_1} + \left( \frac{5b^2}{16c_1^2} - \frac{9}{4c_1} \right) \frac{\Delta}{8c_1} \int \frac{dx}{\sqrt{R}} \]

\[ \int x^3 \sqrt{R} dx = \left( \frac{x^2}{5c_1} - \frac{7bx}{40c_1^2} + \frac{7b^2}{80c_1^3} - \frac{2a}{15c_1} \right) \sqrt{R^3} - \left( \frac{7b^3}{32c_1^3} - \frac{3ab}{8c_1^4} \right) \frac{(2c_1 x + b) \sqrt{R}}{4c_1} \]

\[ - \left( \frac{7b^3}{32c_1^3} - \frac{3ab}{8c_1^4} \right) \frac{\Delta}{8c_1} \int \frac{dx}{\sqrt{R}} \]

Using \[46\], \[48\] and \[49\], we have

\[ J(\kappa) = -\frac{\sqrt{3}}{9} \left[ 27\kappa^4 \sqrt{6\kappa^2 - 12\kappa + 4} + 15\kappa^3 \ln(2\kappa - \kappa^2) - 198\kappa^3 \sqrt{6\kappa^2 - 12\kappa + 4} \right. \]

\[ - 30\kappa^3 \ln(2\kappa + 4 + 2\kappa - 2) + 15\ln2\kappa^3 - 45\kappa^2 \ln(2\kappa - \kappa^2) \]

\[ + 90\kappa^2 \ln(\sqrt{6\kappa^2 - 12\kappa + 4} + 2\kappa - 2) + 30\sqrt{2\kappa} \sqrt{(3\kappa^2 - 6\kappa + 2)^3} \]

\[ + 294\kappa^2 \sqrt{6\kappa^2 - 12\kappa + 4} - 45\ln2\kappa^2 + 30\ln(2\kappa - \kappa^2) \]

\[ - 60\ln(\sqrt{6\kappa^2 - 12\kappa + 4} + 2\kappa - 2) + 10\sqrt{2} \sqrt{(3\kappa^2 - 6\kappa + 2)^3} \]

\[ - 72\kappa \sqrt{6\kappa^2 - 12\kappa + 4} + 30\ln2\kappa - 18\sqrt{6\kappa^2 - 12\kappa + 4} \].

Case (II): \( 0 < \kappa < \frac{\sqrt{3}}{3} \).
Same calculation method as case (I), we obtain

\[
I(\kappa) = \oint_{\Gamma(\kappa)} y^2 d\zeta = 2 \int_{z_-}^{z_+} \cdots dz
\]

\[
= \frac{1}{3} [6\ln 2\kappa^3 + 6\kappa^3 \ln (\sqrt{6\kappa^2 - 12\kappa + 4} + 2\kappa - 2) - 18\ln 2\kappa^2
- 18\kappa^2 \ln (\sqrt{6\kappa^2 - 12\kappa + 4} + 2\kappa - 2) + 12\ln 2\kappa
+ 12\kappa \ln (\sqrt{6\kappa^2 - 12\kappa + 4} + 2\kappa - 2) + 2\sqrt{6\kappa^2 - 12\kappa + 4}]
- \sqrt{3} [2\kappa^2 \ln (-\sqrt{2\kappa - \kappa^2}) + 3\ln 2\kappa^2 - 6\kappa \ln (-\sqrt{2\kappa - \kappa^2}) - 9\ln 2\kappa
+ 4\ln (-\sqrt{2\kappa - \kappa^2}) + 6\ln 2],
\]

(51)

and

\[
J(\kappa) = \oint_{\Gamma(\kappa)} \left(\frac{9}{2} z^2 - 9z + 3\right) y^2 d\zeta = 2 \int_{z_-}^{z_+} \cdots dz
\]

\[
= -\frac{\sqrt{3}}{5} [27\kappa^4 \sqrt{6\kappa^2 - 12\kappa + 4} + 30\kappa^3 \ln (-\sqrt{2\kappa - \kappa^2})
+ 60\kappa \ln (-\sqrt{2\kappa - \kappa^2})
- 30\kappa^3 \ln (\sqrt{6\kappa^2 - 12\kappa + 4} + 2\kappa - 2) + 15\ln 2\kappa^3 - 90\kappa^2 \ln (-\sqrt{2\kappa - \kappa^2})
+ 90\kappa^2 \ln (\sqrt{6\kappa^2 - 12\kappa + 4} + 2\kappa - 2) + 30\sqrt{2\kappa} \sqrt{(3\kappa^2 - 6\kappa + 2)^3}
+ 294\kappa^2 \sqrt{6\kappa^2 - 12\kappa + 4} - 45\ln 2\kappa^2 - 198\kappa^3 \sqrt{6\kappa^2 - 12\kappa + 4}
- 60\kappa \ln (\sqrt{6\kappa^2 - 12\kappa + 4} + 2\kappa - 2) + 10\sqrt{2} \sqrt{(3\kappa^2 - 6\kappa + 2)^3}
- 72\sqrt{6\kappa^2 - 12\kappa + 4} + 30\ln 2\kappa - 18\sqrt{6\kappa^2 - 12\kappa + 4}].
\]

(52)

We plot the algebraic curve of \(I(\kappa)\) with respect to \(\kappa\) and \(J(\kappa)\) with respect to \(\kappa\), respectively. (see Fig. 4 and Fig. 5)
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Fig. 4 The algebraic curves of \(I(\kappa)\) and \(J(\kappa)\) with respect to \(\kappa\) for \(1 + \sqrt{3} < \kappa < 2\).
Fig. 5  The algebraic curves of $I(\kappa)$ and $J(\kappa)$ with respect to $\kappa$ for $0 < \kappa < 1 - \frac{\sqrt{3}}{3}$.

We can see that $I(\kappa) > 0$ and $J(\kappa) < 0$ for $1 + \frac{\sqrt{3}}{3} < \kappa < 2$ in Fig. 4, $I(\kappa) > 0$ and $J(\kappa) < 0$ for $0 < \kappa < 1 - \frac{\sqrt{3}}{3}$ in Fig. 5. It is shown that a good agreement with the proof of Lemma 2.

Hence, we substitute (47) and (50) into (39), and the expression of the homoclinic Melnikov function of system (23) for $1 + \frac{\sqrt{3}}{3} < \kappa < 2$ can be rewritten as

$$M_{\text{hom}}(c, \kappa) = \frac{1}{c^2} \left[ 6\ln 2 \kappa^3 + 6\kappa^3 \ln(\sqrt{6\kappa^2 - 12\kappa + 4} + 2\kappa - 2) - 18\ln 2\kappa^2 
- 18\kappa^3 \ln(\sqrt{6\kappa^2 - 12\kappa + 4} + 2\kappa - 2) + 12\ln 2\kappa 
+ 12\kappa \ln(\sqrt{6\kappa^2 - 12\kappa + 4} + 2\kappa - 2) + 2\sqrt{6\kappa^2 - 12\kappa + 4} \right] 
- \sqrt{3}\kappa \left[ \kappa^2 \ln(2\kappa - \kappa^2) + 3\ln 2\kappa^2 - 3\kappa \ln(2\kappa - \kappa^2) - 9\ln 2\kappa 
+ 2\ln(2\kappa - \kappa^2) + 6\ln 2 \right] - \frac{\sqrt{3}}{27} \left[ 27\kappa^4 \sqrt{6\kappa^2 - 12\kappa + 4} + 15\kappa^3 \ln(2\kappa - \kappa^2) - 198\kappa^3 \sqrt{6\kappa^2 - 12\kappa + 4} 
- 30\kappa^3 \ln(\sqrt{6\kappa^2 - 12\kappa + 4} + 2\kappa - 2) + 15\ln 2\kappa^3 - 45\kappa^2 \ln(2\kappa - \kappa^2) 
+ 90\kappa^2 \ln(\sqrt{6\kappa^2 - 12\kappa + 4} + 2\kappa - 2) + 30\sqrt{2}\kappa \sqrt{(3\kappa^2 - 6\kappa + 2)^3} 
+ 294\kappa^2 \sqrt{6\kappa^2 - 12\kappa + 4} - 45\ln 2\kappa^2 + 30\kappa \ln(2\kappa - \kappa^2) 
- 60\ln(\sqrt{6\kappa^2 - 12\kappa + 4} + 2\kappa - 2) + 10\sqrt{2} \sqrt{(3\kappa^2 - 6\kappa + 2)^3} 
- 72\kappa \sqrt{6\kappa^2 - 12\kappa + 4} + 30\ln 2\kappa - 18\sqrt{6\kappa^2 - 12\kappa + 4} \right].$$

(53)
Consequently,

\[
c = \frac{\sqrt{15}}{3} \left[ (6\ln 2\kappa^3 + 6\kappa^3 \ln(\sqrt{6\kappa^2 - 12\kappa + 4} + 2\kappa - 2) - 18\ln 2\kappa^2 \\
- 18\kappa^2 \ln(\sqrt{6\kappa^2 - 12\kappa + 4} + 2\kappa - 2) + 12\ln 2\kappa \\
+ 12\ln(\sqrt{6\kappa^2 - 12\kappa + 4} + 2\kappa - 2) + 2\sqrt{6\kappa^2 - 12\kappa + 4} \right] \\
- \sqrt{3} \kappa \left[ 2\kappa^2 \ln(\sqrt{2\kappa - \kappa^2}) + 3\ln 2\kappa^2 - 6\kappa \ln(\sqrt{2\kappa - \kappa^2}) - 9\ln 2\kappa \\
+ 4\ln(\sqrt{2\kappa - \kappa^2}) + 6\ln 2 \right] - \frac{\sqrt{3}}{3} \left[ 27\kappa^4 \sqrt{6\kappa^2 - 12\kappa + 4} \\
+ 30\kappa^3 \ln(-\sqrt{2\kappa - \kappa^2}) + 60\kappa \ln(-\sqrt{2\kappa - \kappa^2}) + 15\ln 2\kappa^3 \\
- 30\kappa^3 \ln(\sqrt{6\kappa^2 - 12\kappa + 4} + 2\kappa - 2) - 90\kappa^2 \ln(-\sqrt{2\kappa - \kappa^2}) \\
+ 90\kappa^2 \ln(\sqrt{6\kappa^2 - 12\kappa + 4} + 2\kappa - 2) + 30\sqrt{2\kappa} \sqrt{(3\kappa^2 - 6\kappa + 2)^3} \\
+ 294\kappa^2 \sqrt{6\kappa^2 - 12\kappa + 4} + 45\ln 2\kappa^2 - 198\kappa^3 \sqrt{6\kappa^2 - 12\kappa + 4} \right]^{\frac{1}{2}}. \tag{54}
\]

Similarly, the expression of the homoclinic Melnikov function of system (23) for \(0 < \kappa < \frac{\sqrt{3}}{3}\) is

\[
M_{\text{hom}}(c, \kappa) = \frac{1}{c} \frac{\sqrt{3}}{3} \left[ (6\ln 2\kappa^3 + 6\kappa^3 \ln(\sqrt{6\kappa^2 - 12\kappa + 4} + 2\kappa - 2) - 18\ln 2\kappa^2 \\
- 18\kappa^2 \ln(\sqrt{6\kappa^2 - 12\kappa + 4} + 2\kappa - 2) + 12\ln 2\kappa \\
+ 12\ln(\sqrt{6\kappa^2 - 12\kappa + 4} + 2\kappa - 2) + 2\sqrt{6\kappa^2 - 12\kappa + 4} \right] \\
- \sqrt{3} \kappa \left[ 2\kappa^2 \ln(\sqrt{2\kappa - \kappa^2}) + 3\ln 2\kappa^2 - 6\kappa \ln(\sqrt{2\kappa - \kappa^2}) - 9\ln 2\kappa \\
+ 4\ln(\sqrt{2\kappa - \kappa^2}) + 6\ln 2 \right] - \frac{\sqrt{3}}{3} \left[ 27\kappa^4 \sqrt{6\kappa^2 - 12\kappa + 4} \\
+ 30\kappa^3 \ln(-\sqrt{2\kappa - \kappa^2}) + 60\kappa \ln(-\sqrt{2\kappa - \kappa^2}) + 15\ln 2\kappa^3 \\
- 30\kappa^3 \ln(\sqrt{6\kappa^2 - 12\kappa + 4} + 2\kappa - 2) - 90\kappa^2 \ln(-\sqrt{2\kappa - \kappa^2}) \\
+ 90\kappa^2 \ln(\sqrt{6\kappa^2 - 12\kappa + 4} + 2\kappa - 2) + 30\sqrt{2\kappa} \sqrt{(3\kappa^2 - 6\kappa + 2)^3} \\
+ 294\kappa^2 \sqrt{6\kappa^2 - 12\kappa + 4} + 45\ln 2\kappa^2 - 198\kappa^3 \sqrt{6\kappa^2 - 12\kappa + 4} \right]^{\frac{1}{2}}. \tag{55}
\]
and

$$c = \frac{\sqrt{3}}{\kappa} \left[ (6\ln 2\kappa^3 + 6\kappa^3 \ln(\sqrt{6\kappa^2} - 12\kappa + 4 + 2\kappa - 2)) - 18\ln 2\kappa^2 \
-18\kappa^2 \ln(\sqrt{6\kappa^2} - 12\kappa + 4 + 2\kappa - 2) + 12\ln 2\kappa \
+12\kappa \ln(\sqrt{6\kappa^2} - 12\kappa + 4 + 2\kappa - 2) + 2\sqrt{6\kappa^2} - 12\kappa + 4 \right] 
- \sqrt{3} \kappa [ 2\kappa^2 \ln(-\sqrt{2\kappa - \kappa^2}) + 3\ln 2\kappa^2 - 6\kappa \ln(-\sqrt{2\kappa - \kappa^2}) - 9\ln 2\kappa 
+4\ln(-\sqrt{2\kappa - \kappa^2}) + 6\ln 2)/(27\kappa^4 \sqrt{6\kappa^2} - 12\kappa + 4 
+30\kappa^3 \ln(-\sqrt{2\kappa - \kappa^2}) + 60\kappa \ln(-\sqrt{2\kappa - \kappa^2}) + 15\ln 2\kappa^3 
-30\kappa^3 \ln(\sqrt{6\kappa^2} - 12\kappa + 4 + 2\kappa - 2) - 90\kappa^2 \ln(-\sqrt{2\kappa - \kappa^2}) 
+90\kappa^2 \ln(\sqrt{6\kappa^2} - 12\kappa + 4 + 2\kappa - 2) + 30\sqrt{2}\kappa \sqrt{3\kappa^2 - 6\kappa + 2}^3 
+294\kappa^2 \sqrt{6\kappa^2} - 12\kappa + 4 - 45\ln 2\kappa^2 - 198\kappa^3 \sqrt{6\kappa^2} - 12\kappa + 4 
-60\kappa \ln(\sqrt{6\kappa^2} - 12\kappa + 4 + 2\kappa - 2) + 10\sqrt{2}\kappa \sqrt{3\kappa^2 - 6\kappa + 2}^3 
-72\kappa \sqrt{6\kappa^2} - 12\kappa + 4 + 30\ln 2\kappa - 18\sqrt{6\kappa^2} - 12\kappa + 4 ] \right]^{\frac{1}{2}}.$$

According to above analysis, we have the following conclusions.

**Proposition 2** For sufficiently small $\epsilon$ $(0 < \epsilon \ll 1)$ and $\kappa \in (0, 1 - \frac{\sqrt{3}}{3}) \cup (1 + \frac{\sqrt{3}}{3}, 2)$, there is $c(\kappa, \epsilon) = c(\kappa) + O(\epsilon)$ such that system (23) with $c = c(\kappa, \epsilon)$ possesses a homoclinic orbit near $\Gamma(\kappa)$.

**Proof.** According to [51, Chapter 4, Theorem 4.2.1] and Lemma [2] that system (23) with $c(\kappa, \epsilon) = c(\kappa) + O(\epsilon)$ has a homoclinic orbit near $\Gamma(\kappa)$. This completes the proof.

**Theorem 3** For any wave speed $c$ and $\kappa \in (0, 1 - \frac{\sqrt{3}}{3}) \cup (1 + \frac{\sqrt{3}}{3}, 2)$, there is $c(\kappa, \epsilon) = c(\kappa) + O(\epsilon)$ such that eq. (3) has a solitary wave solution $u = u(x, t, \kappa, \epsilon)$ with a wave speed $c = c(\kappa, \epsilon)$. Moreover, if $\epsilon$ trends to 0, the solitary wave solution $u = u(x, t, \kappa, \epsilon)$ converges to the solitary wave solution (33) or (35) of the unperturbed eq. (3) $|\epsilon = 0$ with $c = c(\kappa)$.

Then, the Melnikov method is also employed to detect the existence of kink wave solutions under small perturbation. The heteroclinic Melnikov function of system (23) is
defined as follows:

\[
M_{\text{het}}(c,\kappa) = \pm \int_{\Upsilon(\kappa)})^{\pm} \left( \frac{9}{2} z^2 - 9z + 3 + \frac{1}{c^2} \right) y^2 d\zeta = \pm \int_{-\infty}^{+\infty} \left( \frac{9}{2} z^2 - 9z + 3 + \frac{1}{c^2} \right) y^2 d\zeta
\]

\[
= \pm \int_{0}^{2} \left( \frac{9}{2} z^2 - 9z + 3 + \frac{1}{c^2} \right) y dz = \pm \frac{\sqrt{3}}{2} \int_{0}^{2} \left( \frac{9}{2} z^2 - 9z + 3 + \frac{1}{c^2} \right) z(2-z)dz
\]

\[
= \pm \left( \frac{13\sqrt{3}}{2} + \frac{2\sqrt{3}}{3} \frac{1}{c^2} \right).
\]

(57)

**Lemma 3** For any wave speed \(c \neq 0\) and \(\kappa = 0\) or \(\kappa = 2\), \(M_{\text{het}}(c,\kappa) = 0\) has no zeros.

**Proof.** Obviously, it directly follows form (57) that \(M_{\text{het}}(c,\kappa) \neq 0\) for any \(c \neq 0\).

**Proposition 3** For any \(\kappa = 0\) or \(\kappa = 2\), there does not exist a function \(c(\kappa,\epsilon) = c(\kappa) + O(\epsilon)\) such that system (23) with \(c = c(\kappa,\epsilon)\) has a heteroclinic loop near \(\Upsilon(\kappa)\).

**Proof.** It follows directly from [53, Theorem 2.5] and Lemma 3 that system (23) with \(c(\kappa,\epsilon) = c(\kappa) + O(\epsilon)\) doesn't have a heteroclinic loop near \(\Upsilon(\kappa)\). The proof is completed.

**Theorem 4** For any wave speed \(c \neq 0\) and \(\kappa = 0\) or \(\kappa = 2\), there does not exist a function \(c(\kappa,\epsilon) = c(\kappa) + O(\epsilon)\) such that eq. (3) admits a kink (anti-kink) wave solution \(u = u(x,t,\kappa,\epsilon)\) with \(c = c(\kappa,\epsilon)\).

### 6 Numerical analysis

Numerical simulations are employed to confirm the theoretical results derived in previous sections. Here, maple software 18.0 is used.

Firstly, we simulate the existence of solitary wave solution of perturbed Wu-zhang equation (3). Let \(\kappa = 1.7\) and \(\epsilon = 0.01\). By (47) and (50), we obtain \(I(1.7) \approx 0.0648882124\) and \(J(1.7) \approx -0.0279080120\) such that \(c(1.7) = \sqrt{-\frac{J(1.7)}{I(1.7)}} \approx 1.524819859\).

Then, according to Theorem 3 taking \(c = c(1.7) + 0.01 \approx 1.524819859 + 0.01\) and \(c = c(1.7) - 0.01 \approx 1.524819859 - 0.01\), respectively. Set the initial value to be \(z(0), y(0) = (z_+, 0.001, 0)\) which the homoclinic orbit would pass through. The phase portraits \((z, y)\), time history curves \((\zeta, z)\) and \((\zeta, y)\) of system (23) are plotted in Fig. 6 and Fig 7.
Fig. 6 (a) Phase portraits with $c = c(1.7) + 0.01$, (b) Time history curves of $(\zeta, z)$ and (c) Time history curves of $(\zeta, y)$ of system (23) for $\epsilon = 0.01$, $\kappa = 1.7$ and initial value $z(0), y(0) = (z_+ + 0.001, 0)$.

Fig. 7 (a) Phase portraits with $c = c(1.7) - 0.01$, (b) Time history curves of $(\zeta, z)$ and (c) Time history curves of $(\zeta, y)$ of system (23) for $\epsilon = 0.01$, $\kappa = 1.7$ and initial value $z(0), y(0) = (z_+ + 0.001, 0)$.

One can see that the homoclinic orbit and dark solitary wave solution of system (23) still persist after a small singular perturbation.

Secondly, set $\kappa = 0.3$, $\epsilon = 0.01$. By (51) and (52), we have $I(0.3) \approx 0.0648882229$ and $J(0.3) \approx -0.02790784012$ such that $c(0.3) = \sqrt{-\frac{I(0.3)}{J(0.3)}} \approx 1.524824377$. Taking $c = c(0.3) + 0.01 \approx 1.524824377 + 0.01$ and $c = c(0.3) - 0.01 \approx 1.524824377 - 0.01$ the initial value to be $z(0), y(0) = (z_- - 0.001, 0)$ which the homoclinic orbit would pass through. The phase portraits $(z, y)$, time history curves $(\zeta, z)$ and $(\zeta, y)$ of system (23) are plotted in Fig. 8 and Fig 9.
Fig. 8 (a) Phase portraits with $c = c(0.3) + 0.01$, (b) Time history curves of $(\zeta, z)$ and (c) Time history curves of $(\zeta, y)$ of system (23) for $\epsilon = 0.01$, $\kappa = 0.3$ and initial value $z(0), y(0) = (z_-, 0.001, 0)$.

(a) $z = c(0.3) + 0.01$  
(b) $(\zeta, z)$  
(c) $(\zeta, y)$

Fig. 9 (a) Phase portraits with $c = c(0.3) - 0.01$, (b) Time history curves of $(\zeta, z)$ and (c) Time history curves of $(\zeta, y)$ of system (23) for $\epsilon = 0.01$, $\kappa = 0.3$ and initial value $z(0), y(0) = (z_-, 0.001, 0)$.

(a) $z = c(0.3) - 0.01$  
(b) $(\zeta, z)$  
(c) $(\zeta, y)$

We see that the homoclinic orbit and bright solitary wave solution of system (23) still exist after a small singular perturbation which verifies the Theorem 3.

Next, we take a look at the existence of kink (anti-kink) wave solution of system (23). Giving $\kappa = 2$, $\epsilon = 0.01$ and initial value $z(0), y(0) = (1, \pm \frac{\sqrt{2}}{2} + 0.005)$. We draw the phase portraits of system (23) after taking $c = 0.5$ and $c = 2.4$ in Fig. 10. From the Fig. 10, it is shown that the heteroclinic orbits are broken which implies the kink (anti-kink) wave solution would not exist. Similarly, it is consistent with Theorem 4.
Fig. 10 Phase portraits with $c = 0.5$ and $c = 2.4$ for $\epsilon = 0.01$, $\kappa = 2$ and initial value $z(0), y(0) = (1, \pm \sqrt{3} + 0.005)$.

7 Conclusion

This paper mainly studies the existence of traveling wave solution for a perturbed Wu-Zhang equation by using GSP approach, Melnikov method and bifurcation theorem. We obtain the exact traveling wave solutions of unperturbed Wu-Zhang equation by introducing a new parameter $\kappa$, then we prove that the solitary wave solution will persist under a suitable $c = c(\kappa, \epsilon)$ for any $\kappa \in (0, 1 - \frac{\sqrt{3}}{3}) \cup (1 + \frac{\sqrt{3}}{3}, 2)$. But, for $\kappa = 0$ or $\kappa = 2$, the kink (anti-kink) wave solution can not exist since the corresponding Melnikov function has no simple zeros. Whereafter, with the help of Maple, numerical simulations illustrate the previous theoretical results.
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