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1. Introduction

Consider a financial institution which requires evaluating and assessing the quality and performance of a large portfolio giving loans to clients throughout a country. Since the lending portfolio provides a huge number of loans under different types of conditions to various clients and in some cases the number of loans might exceed millions, it would be time-consuming to apply traditional statistical approaches for evaluating the quality of such a portfolio [1]. On the other hand, there are cases at which all the features for distinguishing the banking data are not given, and this leads to relying on new approaches for classification and finding patterns in the economic and financial data. Classification is the process of putting items into predetermined sets. This process is also called as the pattern recognition [2].

As such, determining a mechanism for exploring and arranging the large data into groups of information is a significant and difficult task. In this circumstance, an application of artificial intelligence (AI) techniques comes into play because of its quick performance and sufficient accuracy under some conditions. To achieve this, several prominent machine-learning-based methods (e.g., refer to [3] and its references), viz., radial basis function regression (RBFR), multiple linear regression (MLR), support vector machine (SVM) [4], random forest (RF) [5,6], \(k\)-nearest neighbors (KNN), and random tree (RT) were used and applied in engineering problems [7–9]. The ML field has been developing at a rapid
pace and the recent breakthroughs in data storage and calculating power have made it ubiquitous across a plethora of various applications, many of which are prevalent, see [10] and the references cited therein. The link between machine learning (ML) field and the computational mathematics has recently been discussed in detail in terms of mathematical background in [11].

Recently, the authors in [12] discussed the accuracy of two different ways, i.e., the traditional statistical techniques—such as logistic regression and discriminant analysis—and the ML techniques (artificial neural network (ANN), SVMs, and KNN) to predict banks’ failure. Actually, a set of 3000 US banks (1562 active banks and 1438 failures) was examined by these approaches, see [13] for more. For each bank, data were gathered on a five-year period. Then, thirty one financial ratios reported by the banks contained the five main aspects: profitability, liquidity, operations efficiency, capital quality, and loan quality. For the failed-bank assets, the cost per dollar is already high and can be increased [12,14]. As such, the more banks go bankrupt, the higher the cost of handling after-failure events. At the end of 2013, the corporation stated that approximately the whole cost to the deposit insurance funds for resolving these failed banks is more than 30 billion USD. Hence, detection of bank failure prior to it happening is necessary [15,16].

As another example, when a business applies for a loan, the lender should examine if it is able to return the loan interest and principal. Lenders often use leverage and profitability criteria to evaluate the credit risk, see, e.g., [17,18]. A lucrative firm is one with enough turnover to cover principal due and interest expense. To discuss further, given two loan requesters—one with high profitability and high leverage, and another one with low profitability and low leverage, we want to know which firm has lower credit risk? The challenges of responding to this query multiply when banks impose several other dimensions they consider during credit risk assessment. These extra dimensions normally consist of other financial information like liquidity ratio, or behavioral information like loan/trade credit payment behavior. Encompassing all of these various dimensions into a single core is intensive, but the ML methods help overcome this [19].

Single-label and multi-label classifiers are tested in [20], demonstrating that multi-label classifiers perform better. In addition, the ML methods furnish a better fit for the nonlinear relations between the default risk and explanatory variables [21]. See also [22] for further discussions.

This paper adds further discussions in the growing body of knowledge on using ML techniques for a financial problem by asking whether different values for the free integer parameter $k$ in the nearest neighbors technique can be used to predict the behavior of lending portfolio of loans. Additionally, this work considers a broader range of scenarios in which a financial manager wishes to predict the behavior of the lending portfolio in contrast to [23]. Dynamic updates on the portfolio will also be furnished to show the applicability of the ML approach in classifying large banking data.

In this paper, we contribute by furnishing an ML-based model for a bank manager who wishes to classify all loan requesters as efficient as possible by considering three features, including loan’s maturity rate, the client’s credit spread, and remaining spread. We use ML because of the presence of a large amount of data as well. Different algorithms are used for classifying and putting loans into their respective risk categories, and the ones resulting in more pronounced outcomes are compared against each other. It is shown that KNN with appropriate $k$ outperforms other algorithms for the application scenario presented in this paper. To discuss further, there are many efficient classifiers for financial engineering problems in literature, see e.g., [24]. However, the motivation of choosing KNN is that we employed several techniques, such as KNN, with six different $k$, RF, SVM, and ANN, to do this classification problem with three features and finally observed that KNN with $k = 1$ performs better than the others. Obviously for other financial engineering situations, other techniques such as extreme gradient boosting or extreme learning machine could be employed [25].
The organization of this article is given as follows. Some discussions about the definitions and required materials from ML as a subset of AI is furnished in Section 2. Then, a lending portfolio (of loans) is defined in Section 3 along with its features in this study. Here, we consider three important features which are linked to each other in the lending portfolio. Furthermore, we take into consideration that there are six ranking categories for the position of loans. In fact, our main aim is to manage the risk of a financial institution such as banks for loan candidates by putting them in appropriate groups based on their riskiness situation. In Section 4, we execute the KNN ML technique and compare computationally how and under what conditions the new obtained model assesses the quality of lending portfolios and improves the prediction of bank failure. The results obtained show that the KNN algorithm with $k = 1$, in comparison to RF, SVM, and ANN algorithms, is an efficient tool for assessing the quality of lending portfolios under several features. Finally, the summary is furnished in Section 5.

2. Background on Machine Learning

2.1. ML

Classification is considered as one of the analytical tools to extract information from data [2]. In fact, classification is a data-mining technique which is quite useful for finding patterns in economic and financial data. ML is considered as portion of AI which interlinks and uses several ideas coming from statistics, numerical analysis, and algorithms to ‘learn’ from data [26]. However, this learning process is mainly based on two reasonings, called as induction and deduction. Induction is mostly applied for obtaining and constructing classification rules while deduction is dealt with reasoning using existing knowledge. It is necessary to recall here that deduction is mainly used for prediction while ML is based upon induction. This means that it can lead to two issues as follows:

- This type of learning through induction needs a lot of instances to get good knowledge.
- Since the process of learning is based upon the events that happened previously, there would not be a 100% guarantee to get a very accurate model for predicting in the future.

In this work, we rely on learning by supervision which means that there is a supervisor continually assessing the classifier’s performance. Hence, a training set must be defined to let the original data set to be trained on. A training data set is a data set of examples used for learning that is to fit the parameters of, for instance, a classifier. In other words, the set of samples for which the features and measurements are known is denoted as the set of training.

Pattern recognition methods are divided into two branches:

- Nonparametric discriminants [27]. A method of this category is the ANN, which tries to divide the original data space into various regions. In the simple case of a binary classification technique, the space of data is put into two areas.
- Similarity-based classifiers [10]. Since the financial data sets basically include more variables than samples, such techniques are more used in financial applications.

The KNN is a nonparametric method with similarity-based measures. Classification techniques can be efficiently applied and considered in the risk management and large data set processing, at which group information is of special interest for the trader/investigator. As an example, recently, Hlivka in the work [23] discussed how ML can be applied on a set of large economic data coming from banks in lending portfolios having two features.

2.2. KNN

The KNN classifier infers the class of a new instance via analyzing its nearest neighbors in the feature space and calculating the Euclidean distance to each of its neighbors, after which it utilizes a majority voting technique to classify the example. In its simplest form, it picks the commonest class amongst the KNN. For instance, for a given $y$ to be queried, with a training set of $T = \{x_j\}_{j=1}^N$, and classes label of $c_1, c_2, \ldots c_n$, where $N$ is
the number of samples, \( x_j \) is the training sample, and \( n \) is the number of classes available, the KNN algorithm first calculates the Euclidean distances between the searching point and the training samples as follows [28]:

\[
Ed(y, x_j) = \sqrt{(y - x_j)^T(y - x_j)},
\]

(1)

wherein \( Ed(y, x_j) \) is the Euclidean distance of \( y \) from \( x_j \). Then, the distances are sorted in an ascending order. At the end, the majority voting would be performed to determine the query point’s class as follows:

\[
y = \arg \max_c \sum_{(x_j^N)} w c_M,
\]

(2)

where the weight, \( w \), can be specified as follows:

\[
w = \begin{cases} 
1, & c_M = x_j^N, \\
0, & \text{otherwise},
\end{cases}
\]

(3)

with \( c_M \) as the class label determined by majority voting. The mathematical convergence of this algorithm in a probability space was discussed in [29].

There are several methods for performing nearest neighbor search, viz., \( k \)-d tree (shortened for \( k \)-dimensional tree), Octree, and Scan. \( k \)-d tree is a binary tree that all of its leaves have \( k \)-dimensional points, and it can be implemented on data of various dimensions [30].

Performing a KNN search on \( k \)-d tree would be achieved as follows (in [31] Appendix B): 1. Starting from the root node. 2. The algorithm recursively traverses down the tree, in a similar way that it would if the search points were being added (it moves to the left or right side based on whether the point is smaller or greater than the current node in the splitting part). 3. When it reaches a node, it checks the node point, if the distance is smaller than the node point, it would be saved as the “current best”. 4. It unwinds the recursion of the tree and takes the following steps for each of the nodes: (i) If the current node has a smaller distance than the current best, then it is taken as the current best. (ii) The algorithm checks if any points exist on the other side of the separating plane which are closer to the search point if compared to the current best. This is achieved through the intersection of the cutting hyperplane with a hypersphere around the searching point with a radius equal to the current closest distance. Due to the fact that all hyperplanes are axis-aligned, it is done as a basic comparison to determine whether the distance from the separating coordinate to the searching point, and the current node is smaller than that of the searching point to the current best. (iii) In case the hypersphere passes the plane, the points on the other side of the plane can be closer, thus the algorithm goes down the other branch of the tree from the current node while searching for closer points. (iv) In case the hypersphere does not have an intersection with the separating plane, the algorithm goes on with traversing up the tree, and the whole branch to the other side of the node would be removed. 5. The closest point would be returned.

Octree, however, is mostly efficient when dealing with three-dimensional data, as it recursively subdivides the feature space into eight octants. To perform a KNN search on an Octree, one should proceed as follows: 1. Start with the root. 2. Find the sub-octant where the point belongs to. 3. Calculate distance to the \( k \)-nearest points in that octant. 4. Check if there exists any overlap with neighboring octants within that distance. 5. If a closer point is found, recalculate the search distance. 6. Repeat until all possible octants have been traversed. 7. Return the closest point.

While the two aforementioned approaches use a tree structure, the Scan method does not implement a tree structure and the nearest neighbor is performed on the data sets through the following steps [32]: 1. For each instance in the data set: (i) Compute the
distance between the current example and the query example from the data. (ii) Add the distance and the index of the example to a list. 2. Sort the list of distances and indices in an ascending order. 3. Pick the first \( k \) entries of the sorted list. 4. Get the labels of the selected \( k \) entries. 5. Return the mode of the \( k \) labels as the query point’s label.

3. Lending Portfolio and Features

Controlling and managing the risk is obviously important for banks and financial institutions. A lending portfolio includes the market portfolio, alongside some government securities without risk. These securities serve to reduce the risk profile of the portfolio, while surely reducing expected returns as well. For more discussions, refer to [33]. In this work, we consider a lending portfolio (such as a bank) which gives a large number of loans to its clients under different features. Hence, controlling and managing the risk involved by observing the loans is an intensive activity for this institution. This is the main target of the ML algorithm here.

Having the features of the portfolio is significant since the classifications are done (for more, refer to [34]) based on these characteristics. In this section, we take into account having a portfolio of loans linking three features as follows [35]:

- The annualized-based maturity which indicates the time horizon for each loan that must be paid back thoroughly.
- The credit spread which under each ranking category specifies the component of a loan’s interest rate compensating the lender, i.e., the bank, for the credit risk of the borrower.
- The factor of remaining credit, which is a credit allocated to each individual by a bank based on their bank account turnovers or some amount of the requested loan (for instance, 20%) inside their accounts at/or prior to the time of the loan receipt. This is a common approach for some banks which do not intend to increase the loan’s interest according to their Central Bank regulations, while they are not eager to stay at the current national interest rates, see, e.g., [12]. This unfortunately helps the banks to hoodwink the public audience and earn much more interest rates for each loan by blocking 20% (more or less) of the whole amount of each loan (or its equivalent approaches.)

To discuss about the second feature [36], we state that banks provide loans to risky borrowers as well; however, they charge them with higher credit spreads to ensure the profitability of the loan portfolio even if the borrowers default. Credit spreads are used to measure the creditworthiness of a borrower. The lower the credit spread, the less risky is the borrower. To illustrate further, considering yourself as the borrower, if you have stable income and good credit, you might be able to get a loan with a roughly low rate such as 2%, but if your income is unpredictable and you have bad credit, you might only get a loan with a higher interest rate of 10% for instance, since you would be accounted as a riskier person for the bank to give out a loan to.

In this paper, six rating categories are defined for the loans given by banks, ranging from A3 to B3. A3 denotes the least risky loans for the bank with lower interest rates, demanding the borrowers to have lower credit spreads. B3, however, signifies the riskiest loans for the bank to give out to people with high credit spreads, and they usually have higher interest rates if compared to previous categories’ loans.

4. Quality of a Lending Portfolio

The financial institute can express the set of training, i.e., the template for sample assignment. The training data for AI are significant since, without such data, it is not possible to train a machine that could only read a pattern or understand an object from learning such data sets. As data are fed into the machine model with algorithms, the accuracy of model prediction grows.

Now to start the procedure, the technique of KNN is used to train the data and do the classification on the training set given as follows:
Training set =
\[
\{\{3., 50, 10\} \rightarrow \text{"A3"}, \{5, 70, 19\} \rightarrow \text{"A3"}, \{10, 85, 28\} \rightarrow \text{"A3"},
\{3, 85, 32\} \rightarrow \text{"A2"}, \{5, 145, 65\} \rightarrow \text{"A2"}, \{10, 200, 89\} \rightarrow \text{"A2"},
\{3, 120, 50\} \rightarrow \text{"A1"}, \{5, 200, 92\} \rightarrow \text{"A1"},
\{10, 260, 134\} \rightarrow \text{"A1"}, \{3, 210, 125\} \rightarrow \text{"B3"},
\{5, 300, 170\} \rightarrow \text{"B3"}, \{10, 390, 190\} \rightarrow \text{"B3"},
\{3, 290, 123\} \rightarrow \text{"B2"}, \{5, 370, 201\} \rightarrow \text{"B2"},
\{10, 440, 326\} \rightarrow \text{"B2"}, \{3, 360, 124\} \rightarrow \text{"B1"},
\{5, 470, 250\} \rightarrow \text{"B1"}, \{10, 550, 320\} \rightarrow \text{"B1"}\};
\]

In fact, the financial institution can define the training set. The numerical data considered here for the training set and the validity set are obtained from some banks. Here, we leverage all the previously mentioned approaches to perform data classification using the KNN algorithm and compare their results against each other while the distribution smoothing parameter is set to 0.5 for all of them.

It is worth mentioning that all the three sub methods of the KNN, i.e., Scan, k-d tree, and Octree are implemented in this work and all produce similar outputs in our financial problems. However, we focus on Octree in our scenario rather than Scan and k-d tree, since our data set is three-dimensional. The results are then gathered into a classifier function which can be acted on various large data sets.

**Remark 1.** The model here is finally saved as a classifier function, which can then be acted on any large set of unlabeled data as follows:

\[
\text{ClassifierFunction} \quad \text{(Numerical, Numerical, Numerical)}
\]

It is now necessary to verify the reliability of the model obtaining from the KNN technique for different values of k before proceeding on large financial data sets. To be more precise, once the entire training set has been propagated through the model, then the model is tested on a validity set (development set). If the error over the entire validity set is reasonable, then one may rely on the model for prediction and also when real-time updates could occur in the portfolio. Here, the validity set is given as follows:

Validity set =
\[
\{\{3, 46, 38\} \rightarrow \text{"A3"}, \{5, 81, 29\} \rightarrow \text{"A3"}, \{10, 92, 38\} \rightarrow \text{"A3"},
\{3, 91, 19\} \rightarrow \text{"A2"}, \{5, 155, 42\} \rightarrow \text{"A2"}, \{10, 202, 69\} \rightarrow \text{"A2"},
\{3, 126, 27\} \rightarrow \text{"A1"}, \{5, 215, 55\} \rightarrow \text{"A1"},
\{10, 259, 102\} \rightarrow \text{"A1"}, \{3, 219, 90\} \rightarrow \text{"B3"},
\{5, 311, 123\} \rightarrow \text{"B3"}, \{10, 399, 166\} \rightarrow \text{"B3"},
\{3, 292, 85\} \rightarrow \text{"B2"}, \{5, 378, 200\} \rightarrow \text{"B2"},
\{10, 442, 302\} \rightarrow \text{"B2"}, \{3, 350, 145\} \rightarrow \text{"B1"},
\{5, 460, 203\} \rightarrow \text{"B1"}, \{10, 568, 326\} \rightarrow \text{"B1"}\};
\]

In our case, since the training and testing data-sets are small, cross validation is not performed, but rather the data points are chosen carefully to be representative of the unseen data. After cherry picking the training and testing data points, the model is trained and tested, after which the accuracy for different learning methods is reported.

Normally, in ML, we use the validity set to tune our model parameters and a test set to assess the out-of-sample model performance. Apart from that, we employ this to compare the behavior of different techniques at this stage and pick up the best one. To compare the results of the classification problem in terms of statistical measurements, a confusion matrix (a.k.a., the error matrix [37]) is taken into account for comparisons. This matrix is a specific matrix/table layout that gives us visualization of the algorithm’s performance for
a supervised learning one. Each row of the matrix shows the instances in a predicted class while each column represents the instances in an actual class (or vice versa).

In addition, the $F$ measure, which is also known as $F$-score or $F_1$-score, is also provided for different choices of the free parameter $k$ in Table 1 to reveal, for what values of this parameter, we may get the best performance of the nearest neighbors supervised classifier. The $F_1$-score is a measure of a test’s accuracy. It considers both the precision $p$ and the recall $r$ of the test to compute the score when $r$ is the number of correct positive results divided by the number of all relevant samples as follows [38]:

$$F_1 = \frac{2pr}{p+r},$$

wherein $p$ is the number of correct positive results divided by the number of all positive results returned by the classifier.

Six different values for $k$ are considered, and the results are reported on the validity set in Table 1. The measurement of the classifier for $k = 1$ yields the identification of the six labels. In fact, the choice of $k = 1$ yields the best performance in terms of such financial data and could be considered for imposing on large data.

The accuracy of different forms of this classifier and the confusion matrices in Figure 1 show that the best accuracy belongs to the $k = 1$ case.
Figure 1. The confusion matrices for the results of classification based on KNN, when \( k = 1 \), \( k = 2 \), \( k = 3 \), \( k = 4 \), \( k = 5 \), and \( k = 6 \) are in (top-left), (top-right), (middle-left), (middle-right), (bottom-left), and (bottom-right), respectively.

Table 1. The results of F-scores for the validity set under different values of \( k \).

|      | A1  | A2  | A3  | B1  | B2  | B3  | Accuracy |
|------|-----|-----|-----|-----|-----|-----|----------|
| \( k = 1 \) | 1.00 | 0.85 | 0.80 | 1.00 | 1.00 | 1.00 | 94%      |
| \( k = 2 \) | 0.00 | 0.25 | 0.66 | 0.33 | 0.00 | 0.85 | 38%      |
| \( k = 3 \) | 0.40 | 0.25 | 0.75 | 0.40 | 0.00 | 0.66 | 38%      |
| \( k = 4 \) | 0.28 | 0.00 | 0.75 | 0.57 | 0.00 | 0.66 | 44%      |
| \( k = 5 \) | 0.57 | 0.33 | 0.66 | 0.00 | 0.00 | 0.00 | 27%      |
| \( k = 6 \) | 0.50 | 0.33 | 0.40 | 0.00 | 0.00 | 0.50 | 33%      |

Remark 2. Noting that the nonstandard discriminant classifiers such as SVM (which separates the training data into two classes using a maximum-margin hyperplane), RF (which uses an ensemble of decision trees to predict the class) and ANN (which is composed of layers of artificial neuron units) perform poorly for doing the classifications of such type of financial data as can be seen from their confusion matrices in Figure 2. The plot of their matrices is not diagonal-like. The accuracy of RF, SVM, and ANN classifiers on the validity set are 0%, 50%, and 33%, respectively, which indicate that these classifiers are not useful for the aim of this work. Further details about the comparisons are brought forward in Table 2.

4.1. Variable Importance

Variable importance by classifiers is another point that must be discussed based on the action of the model on the test set. Here, we summarize these results in Table 3 with the ratios based on the baseline accuracy. The idea is that, if the number of variables (attributes) is \( l \) for each \( i \), \( 1 \leq i \leq l \), then shuffle the values of the \( i \)-th column of the test data and find the classification success rates. In addition, finally, compare the obtained \( l \) classification success rates between each other and with the success rates obtained by the un-shuffled test data [39]. Noting that the variables for which the classification success rates are the worst are the most decisive (a mean of over 20 shuffles is considered). Results reveal that, for the main model based on KNN (\( k = 1 \)) and also the other techniques, the second feature has the most important importance.
Table 2. The compared classifiers information.

| Sub-method          | KNN                                | RF                        | SVM                                      | ANN                                       |
|---------------------|------------------------------------|---------------------------|------------------------------------------|-------------------------------------------|
|                     | Octree, Neighbors number = 1       | Feature fraction = 0.57,  | Kernel type = Radial basis function,     | Network depth = 8, Max. training rounds = 1000 |
|                     |                                    | Leaf size = 3, Tree number = 50 | Gamma scaling parameter = 0.34, Multi class strategy = one vs. one |                                           |
| Single evaluation time | 1.45 ms/example                    | 3.77 ms/example           | 9.57 ms/example                         | 2.79 ms/example                           |
| Batch evaluation speed | 144. example/ms                    | 44.4 example/ms           | 9.09 example/ms                         | 53.4 example/ms                           |
| Loss                | 2.10 ± 0.54                        | 1.80 ± 0.13               | 1.67 ± 0.28                             | 1.33 ± 0.60                               |
| Model memory        | 115 kB                             | 198 kB                    | 212 kB                                  | 358 kB                                    |
| Training time       | 208 ms                             | 224 ms                    | 819 ms                                  | 2.46 s                                    |

Table 3. Variable importance comparisons with different classifiers.

| Techniques→ | KNN ($k = 1$) | SVM | ANN |
|-------------|---------------|-----|-----|
| Features↓  | Shuffled Accuracy | Ratio | Shuffled Accuracy | Ratio | Shuffled Accuracy | Ratio |
| Maturity    | 0.51          | 0.54 | 0.33          | 0.67          | 0.36          | 1.10 |
| Credit spread | 0.22          | 0.24 | 0.21          | 0.42          | 0.15          | 0.47 |
| Remaining credit | 0.44          | 0.47 | 0.33          | 0.67          | 0.40          | 1.21 |

4.2. Data

Now, the main data set is used for the classification of the lending portfolio. Hence, three different simulated data sets are considered and compared here. The data sets can be reproduced in the programming package Mathematica as follows:

```mathematica
SeedRandom[1]
data2 = Table[
    Drop[
        {a = RandomInteger[{50, 650}],
         RandomReal[{1, 10}], a, IntegerPart[a/3] + 50},
        1],
    {10, 000}];
```

Figure 3 shows a sample set of data for two cases of the sizes 10,000 and 100,000. Here, three sets are considered of the sizes 10,000, 50,000, and 100,000. Clearly, the larger the data set, the more elapsed time required for classifications. We have also chosen `SeedRandom[1]` intentionally to let the reader reproduce the data set and perform the classifiers to get the same results of this work.

The computational workouts are done here using the programming package Mathematica 12.0 [40] and Windows 10, Core i7-9750H CPU on MSI Laptop with 16 GB of RAM on SSD memory having six kernels for parallel computations.
4.3. General Observations

The results of classifications are provided in Figure 4 revealing that the largest proportion of loans falls into a B1 rating category and the smallest to the A3 category, which is naturally expected based on the organization of the training set coming from the banks.

The large data sets considered for verifying the proposed model have maturities which could be any integer number in the interval [1, 10] here.

Technically speaking, since the procedure of classification using the ML techniques on the list of large data sets is in fact imposing a classifier function on the list’s items, thus the procedure can significantly be speeded up by incorporating parallel techniques. Now, we compare the non-parallelization way to the parallelization results in terms of time (in second) in Figure 5 for two parallelization approaches of Coarsest Grained and Finest Grained. We applied the built-in Mathematica commands for doing this purpose.

In the finest grained method, the program is divided into large number of smaller, less computationally heavy tasks to be processed on individual processors, whereas, in coarsest grain, the program is divided into several large tasks to be processed [41]. In both methods, there is always a trade-off between the computation and communication times as

Figure 4. Classification of (Left): when the size is 10,000. (Center): when the size is 50,000. (Right): when the size is 100,000.

---

Figure 2. The confusion matrices for the results of classification based on RF (left), SVM (center), and ANN (right).

Figure 3. The lending portfolio having different sizes, (left) for 10,000 and (right) for 100,000.
if in the case of such computationally heavy tasks and easy tasks, the computation time and communication time would be the bottlenecks, respectively.

As shown in Figure 5, the coarsest grained approach for parallelization gives the best results in contrast to its competitor Finest Grained, indicating that the task of classifying such financial data is best to be segregated into several large tasks in order to alleviate the effect of communication time.

![Figure 5. Time comparison for the classification by increasing the size of the lending portfolio in the absence and presence of parallelization.](image)

4.4. Dynamic Update of the Portfolio

The set-up classifier can also work with dynamically-changing portfolios. We can add, for instance, 100 new loans to the existing portfolio and to check how quickly the classification with these newly added loans can be done. This is done here using the following piece of code:

```plaintext
SeedRandom[2]
number = 100;
newlyloans = Table[
  Drop[
    {a = RandomInteger[{50, 650}], RandomReal[{1, 10}],
     a, IntegerPart[a/3] + 50
   , 1]
  , {number}];
```

The results for such an updated portfolio are furnished in Figure 6.

![Figure 6. Classification of the lending portfolio with 100 new assets added. (Left): when the size is 10,000. (Center): when the size is 50,000. (Right): when the size is 100,000.](image)
4.5. Experiments: Top Probabilities

Let us test the constructed ML model on several *unlabeled* experiments arising by changing the maturity, the credit spreads, and the remaining credits, in order to find the probabilities of the classes given the features of each example.

The results for this objective are given in Table 4 showing the top probabilities using the proposed model of KNN classifier with $k = 1$. The sum of all probabilities is roughly one, and, when the maturity is not even an integer and the other features are varying, the probability for a loan for belonging in each ranking category can be observed easily.

The classification technique is fruitful in economic and financial data organization and dimensionality reduction in supervised ML. It is beneficial when a huge load of various data has to be organized into class structures or given certain associations with structural hierarchy. Accordingly, as it was observed, this is ideal for finding patterns in large data sets. Hence, supervised ML is useful for risk management.

Table 4. Probabilities of belonging to each ranking categories by varying the three features under the discussed ML model.

| Maturity | Credit Spread | Remaining Credit | P(A1) | P(A2) | P(A3) | P(B1) | P(B2) | P(B3) |
|----------|---------------|------------------|-------|-------|-------|-------|-------|-------|
| 2.5      | 100           | 25               | 0.055 | 0.055 | 0.722 | 0.055 | 0.055 | 0.055 |
| 2.5      | 100           | 50               | 0.055 | 0.722 | 0.055 | 0.055 | 0.055 | 0.055 |
| 2.5      | 100           | 75               | 0.055 | 0.722 | 0.055 | 0.055 | 0.055 | 0.055 |
| 2.5      | 200           | 25               | 0.055 | 0.722 | 0.055 | 0.055 | 0.055 | 0.055 |
| 2.5      | 200           | 50               | 0.055 | 0.722 | 0.055 | 0.055 | 0.055 | 0.055 |
| 2.5      | 200           | 75               | 0.722 | 0.055 | 0.055 | 0.055 | 0.055 | 0.055 |
| 2.5      | 200           | 100              | 0.722 | 0.055 | 0.055 | 0.055 | 0.055 | 0.055 |
| 2.5      | 300           | 25               | 0.055 | 0.722 | 0.055 | 0.055 | 0.055 | 0.055 |
| 2.5      | 300           | 50               | 0.055 | 0.722 | 0.055 | 0.055 | 0.055 | 0.055 |
| 2.5      | 300           | 75               | 0.722 | 0.055 | 0.055 | 0.055 | 0.055 | 0.055 |
| 2.5      | 400           | 25               | 0.055 | 0.722 | 0.055 | 0.055 | 0.055 | 0.055 |
| 2.5      | 400           | 50               | 0.055 | 0.722 | 0.055 | 0.055 | 0.055 | 0.055 |
| 2.5      | 400           | 75               | 0.722 | 0.055 | 0.055 | 0.055 | 0.055 | 0.055 |
| 2.5      | 400           | 100              | 0.722 | 0.055 | 0.055 | 0.055 | 0.055 | 0.722 |
| 2.5      | 500           | 25               | 0.055 | 0.722 | 0.055 | 0.055 | 0.055 | 0.055 |
| 2.5      | 500           | 50               | 0.055 | 0.722 | 0.055 | 0.055 | 0.055 | 0.055 |
| 2.5      | 500           | 75               | 0.722 | 0.055 | 0.055 | 0.055 | 0.055 | 0.055 |
| 2.5      | 500           | 100              | 0.722 | 0.055 | 0.055 | 0.055 | 0.055 | 0.722 |
| 2.5      | 500           | 100              | 0.055 | 0.055 | 0.055 | 0.055 | 0.055 | 0.722 |
| 5.       | 100           | 25               | 0.055 | 0.055 | 0.722 | 0.055 | 0.055 | 0.055 |
| 5.       | 100           | 50               | 0.055 | 0.722 | 0.055 | 0.055 | 0.055 | 0.055 |
| 5.       | 100           | 75               | 0.055 | 0.722 | 0.055 | 0.055 | 0.055 | 0.055 |
| 5.       | 100           | 100              | 0.055 | 0.722 | 0.055 | 0.055 | 0.055 | 0.055 |
| 5.       | 200           | 25               | 0.055 | 0.722 | 0.055 | 0.055 | 0.055 | 0.055 |
| 5.       | 200           | 50               | 0.055 | 0.722 | 0.055 | 0.055 | 0.055 | 0.055 |
| 5.       | 200           | 75               | 0.722 | 0.055 | 0.055 | 0.055 | 0.055 | 0.055 |
| 5.       | 200           | 100              | 0.722 | 0.055 | 0.055 | 0.055 | 0.055 | 0.055 |
| 5.       | 300           | 25               | 0.055 | 0.722 | 0.055 | 0.055 | 0.055 | 0.055 |
| 5.       | 300           | 50               | 0.055 | 0.722 | 0.055 | 0.055 | 0.055 | 0.055 |
| 5.       | 300           | 75               | 0.055 | 0.722 | 0.055 | 0.055 | 0.055 | 0.055 |
| 5.       | 300           | 100              | 0.055 | 0.722 | 0.055 | 0.055 | 0.055 | 0.055 |
| 5.       | 400           | 25               | 0.055 | 0.722 | 0.055 | 0.055 | 0.055 | 0.055 |
| 5.       | 400           | 50               | 0.055 | 0.722 | 0.055 | 0.055 | 0.055 | 0.055 |
| 5.       | 400           | 75               | 0.055 | 0.722 | 0.055 | 0.055 | 0.055 | 0.055 |
| 5.       | 400           | 100              | 0.055 | 0.722 | 0.055 | 0.055 | 0.055 | 0.055 |
| 5.       | 500           | 25               | 0.055 | 0.722 | 0.055 | 0.055 | 0.055 | 0.055 |
| 5.       | 500           | 50               | 0.055 | 0.722 | 0.055 | 0.055 | 0.055 | 0.055 |
| 5.       | 500           | 75               | 0.055 | 0.722 | 0.055 | 0.055 | 0.055 | 0.055 |
| 5.       | 500           | 100              | 0.055 | 0.722 | 0.055 | 0.055 | 0.055 | 0.055 |
5. Conclusions

We know that banks are considered as failures if the government/owner regulator forces them to shut down due to insolvency problems. Due to the strong interconnection between banks and their essential role in financing the economy, the failure of banks is dangerous for the economy in contrast to the failure of other business firms. Even in several situations, the bankruptcy of one bank can cause a knock-on effect, which can spread rapidly and have a negative impact on other banks (systemic risk). Such matters along with the process of handling large scale data coming from different types of banks or lending portfolios make it necessary to investigate new tools such as ML algorithms for classification and prediction.

In this paper, we have investigated the classification as the data-mining technique in recognition of patterns and ML under supervision. Comparison of this classification to several of the existing data exploration algorithms was furnished, and it was shown by the way of illustration how credit risk categorization can be easily obtained with classification techniques. This was demonstrated on the credit rating case where simple implementation led to an efficient approach that was able to classify large unlabeled portfolios with real-time updates. As the advantage of the proposed discussions, our model can be useful for bank managers to quickly manage the risk of giving loans to different candidates by allocating them in appropriate groups in terms of the maturity, the credit spread, and the remaining credit. The results upheld the discussions of [23] but with three features and can be investigated for similar purposes having more features. The disadvantage of this process is that of the KNN technique, which is a lazy learner. For future studies, one may investigate the application of clustering techniques as data-mining and data-processing techniques for tackling large portfolios containing multi assets and grouping them into simple representative objects. This could be pursued on financial data having unique financial returns.
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