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Abstract

Given the high incidence and effective treatment options for liver diseases, they are of great socioeconomic importance. One of the most common methods for analyzing CT and MRI images for diagnosis and follow-up treatment is liver segmentation. Recent advances in deep learning have demonstrated encouraging results for automatic liver segmentation. Despite this, their success depends primarily on the availability of an annotated database, which is often not available because of privacy concerns. Federated Learning has been recently proposed as a solution to alleviate these challenges by training a shared global model on distributed clients without access to their local databases. Nevertheless, Federated Learning does not perform well when it is trained on a high degree of heterogeneity of image data due to multi-modal imaging, such as CT and MRI, and multiple scanner types. To this end, we propose FedNorm and its extension FedNorm+, two Federated Learning algorithms that use a modality-based normalization technique. Specifically, FedNorm normalizes the features on a client-level, while FedNorm+ employs the modality information of single slices in the feature normalization. Our methods were validated using 428 patients from six publicly available databases and compared to state-of-the-art Federated Learning algorithms and baseline models in heterogeneous settings (multi-institutional, multi-modal data). The experimental results demonstrate that our methods show an overall acceptable performance, achieve Dice per patient scores up to 0.961, consistently outperform locally trained models, and are on par or slightly better than centralized models.

1. Introduction

Liver cancer is the second most common cause of cancer deaths in the world with 830,180 in 2020 according to the Global Cancer Observatory (Global Cancer Observatory). Liver diseases such as hepatic steatosis, liver fibrosis as well as primary and secondary malignancies are of great socioeconomic importance given their high incidence and effective treatment options (Asrani et al., 2019). Thus, early diagnosis is desirable to reduce morbidity and mortality. Recent advances in artificial intelligence, deep learning in particular, have shown encouraging results for automatic detection and quantification of these conditions. Such models are often trained in a supervised fashion, which requires a large amount of
pixel-wise annotated data (Ronneberger et al., 2015; Sun et al., 2017). Collecting ground-truth annotation is oftentimes time-consuming, tedious, and labor expensive. Besides, such a large database might not be available in a single institute or hospital due to the low incidence rate of pathological cases (Li et al., 2019).

A straightforward approach to overcome the aforementioned challenges would be to train a model on a collection of available training data (data lake) from multiple institutions. However, sharing sensitive data is often not possible, especially in the medical sector, due to data protection laws (Li et al., 2019) such as the General Data Protection Regulation 1 . Therefore, it would be helpful to train a shared global model in a decentralized fashion based on the available training data from multiple hospitals and institutes.

In 2017, McMahan et al. (McMahan et al., 2017) introduced the concept of Federated Learning (FL) where they demonstrated that training of a shared global model can be performed in a decentralized way, which overcomes the problem of data sharing. Since then, multiple works focused on heterogeneity in FL (Andreux et al., 2020, Bakhtiari et al., 2020; Hsu et al., 2020, 2019; Li et al., 2020a, 2021; Zhao et al., 2018). FL provides an adequate solution for training deep learning models with data coming from multiple institutions, especially in privacy-sensitive domains like medical imaging (Kaissis et al., 2021, 2020; Li et al., 2019, 2020c; Sheller et al., 2020). In this context, additional focus was placed on privacy-preserving FL (Kaissis et al., 2021, 2020; Li et al., 2019, 2020c). Nevertheless, FL was already used to train models for medical image segmentation, in many cases for brain tumor segmentation (Li et al., 2019, Sheller et al., 2020).

However, training a shared global model for medical image segmentation in a federated fashion poses several challenges. These include training deep learning models on multiple imaging modalities with a large number of scanners from different manufacturers, various image resolutions and protocols. This data can be seen as not independent and identically distributed (non-IID) (Wang et al., 2020). Furthermore, there is an imbalance of abundant annotated computed tomography (CT) scans and rarely annotated magnetic resonance imaging (MRI) scans, due to differences in acquisition times and costs (Oliva and Saini, 2004; Yang et al., 2019). For this reason, the CT and MRI segmentation performance could benefit from training a model on both imaging modalities (Valindria et al., 2018). In the past, multiple works focused on training liver/organ segmentation models on scans from multi-modal (CT and MRI) data (Valindria et al., 2018; Wang et al., 2019; Yang et al., 2019), on different MRI sequences (Couteaux et al., 2021) or for multi-modal liver lesion segmentation (Xue et al., 2021). Other works propose methods that are trained on one modality and can generalize to the other modality using domain adaptation (Chen et al., 2020; Jiang and Veeraraghavan, 2020; Yang et al., 2019). However, many works only focus on liver/organ segmentation on a single modality (Chen et al., 2012; Christ et al., 2016; Isensee et al., 2018; Li et al., 2018; Lu et al., 2017; Milletari et al., 2016), or propose methods that perform well for both imaging modalities, but are trained and tested separately for each modality (Christ et al., 2017; Mulay et al., 2020).

In this work, we aim to answer the question whether deep learning models can be trained on CT and MRI data for multi-modal liver segmentation in a federated fashion. To this end, we present two novel FL approaches, FedNorm and FedNorm+, which are based on the

1. http://data.europa.eu/eli/reg/2016/679/oj (Accessed: 2021-05-29)
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Mode Normalization (MN) (Deecke et al., 2018) technique and inspired by the Federated Averaging with Server Momentum (FedAvgM) (Hsu et al., 2019) algorithm. To the best of our knowledge, this work is the first work to train liver segmentation models on multi-modal data with FL. In our experiments, we compare FedNorm and FedNorm+ to baselines and other state-of-the-art FL algorithms.

Even if privacy preservation plays a key role in FL with medical data (Kaissis et al., 2021, 2020; Li et al., 2019, 2020c), this work rather focuses on overcoming the problem of training deep learning models for multi-modal liver segmentation in a decentralized fashion, by reaching similar or better performance than models trained on data lakes.

The rest of this paper has the following structure. Section 2 gives an overview about different approaches for multi-modal liver segmentation and FL algorithms, which are designed to tackle the problem of data heterogeneity (Wang et al., 2020) in FL. Section 3 introduces our new approach, FedNorm, and its extension, FedNorm+, for multi-modal liver segmentation with FL. In Section 4, the datasets used in this work are presented. Furthermore, our experiments are explained in more detail and the corresponding results are shown. Finally, conclusions are drawn in Section 5.

2. Related Work

This work focuses on multi-modal liver segmentation on CT and MRI data with FL. Hence, this section highlights the research areas of multi-modal liver/organ segmentation on CT and MRI data, and FL with data heterogeneity (Wang et al. 2020) by presenting relevant methods in more detail.

Multi-Modal Liver Segmentation Training deep learning models with scans from multiple modalities, e.g. CT and MRI, can be challenging due to the domain shift between the modalities caused by differences in the scanners and protocols, which are used to acquire the medical images (see Section 3.1) (Yang et al., 2019). On the other hand, training a model on scans from multiple modalities increases the amount of available training data, which may not be available in sufficient quantity for a specific modality, and leads to a better segmentation performance on the single modalities (Valindria et al., 2018). In this sense an early work used an encoder-decoder network to extract shared information from unpaired CT and MRI scans to perform multi-modal organ segmentation (Valindria et al., 2018). Another method uses transfer learning to refine an initial model, which is pre-trained on a single modality, for CT and MRI liver segmentation (Wang et al. 2019). Usually, domain adaptation can be used to overcome the problem of domain shift between CT and MRI data. To this end, one approach proposes to learn disentangled representations in an unsupervised way to separate the content and style representations of CT and MRI scans (Yang et al., 2019). Afterwards, a U-Net (Ronneberger et al., 2015) is trained for the task of liver segmentation on generated content-only images of the respective CT and MRI scans (Yang et al., 2019). However, all of these approaches train the networks in a centralized fashion and require both modalities during training. Therefore, they are not applicable to real-world FL settings, where both modalities may not be available at each client. Nevertheless, the pre-trained model from the transfer learning approach of Wang et al. (Wang et al., 2019) can be refined on single modalities. In this work, we train multi-modal liver segmentation models with FL, where each client only needs to have data from one modality, but may have
data from both modalities. Thus, our methods can be applied to scenarios with real-world hospitals.

**Federated Learning with Data Heterogeneity** FedAvg (McMahan et al., 2017), the base algorithm for FL, can achieve a good performance on heterogeneous data settings (McMahan et al., 2017). It may, however, show a performance degradation on non-IID data (Zhao et al., 2018). Nevertheless, FedAvg can converge to the optimum under certain circumstances when applied to these tasks (Li et al., 2020b). To avoid this performance degradation and to prevent parameters from oscillating, the FedAvgM algorithm (Hsu et al., 2019) uses momentum-based updates in the aggregation step of the server (Hsu et al., 2019). However, it is very sensitive to the choice of the momentum parameter and learning rate (Hsu et al., 2019). In contrast, we propose to use an interpolation between the old state and new averaged state only of specific parameters, e.g. only of the normalization parameters in the network (see Section 3.2.1), as these parameters are the critical part. If the normalization works as intended, the other parameters should get refined to the same optimum by all clients.

Federated Virtual Clients (FedVC) (Hsu et al., 2020) is an algorithm that solves the problem of different sizes of training datasets at each client. Therefore, it limits the number of local client updates to be the same for each client and selects clients with a probability based on their amount of training samples (Hsu et al., 2020). One drawback of FedVC is that clients with rare samples of data, but a low training dataset size are less likely to get selected and therefore may be neglected during FL. Our approaches, however, are based on the example of FedAvg, where each client performs the full number of local updates and gets selected with equal probability.

Recent works propose to use Batch Normalization (BN) (Ioffe and Szegedy, 2015) to address the problem of data heterogeneity in FL: The SiloBN (Andreux et al., 2020) algorithm keeps the BN statistics ($\mu$ and $\sigma$) local at each client to learn a specific model for each client. FedBN (Li et al. 2021), on the other hand, keeps the BN parameters ($\gamma$ and $\beta$) and statistics ($\mu$ and $\sigma$) local at each client, to tackle the problem of feature distribution shift among data from different clients (Li et al. 2021). Due to the missing BN statistics in the shared global models of SiloBN and FedBN, generalization to unseen data/clients requires to compute these statistics first (Andreux et al. 2020; Li et al., 2021). Additionally, the shared global model of FedBN does not contain the BN parameters (Li et al., 2021). For this reason, FedBN requires access to these parameters from other/all clients inside the federation when it gets tested on unseen data (Li et al., 2021). We, however, identify latent modes within each modality of the data. Thus, we use the MN technique (Deecke et al., 2018), an extension of BN that normalizes the data according to multiple modes (Deecke et al., 2018), in our approaches. Our global model shares all network parameters and thus does not share the limitations of SiloBN and FedBN.

### 3. Methodology

In this section, we present our proposed approaches for multi-modal liver segmentation on CT and MRI data with FL. Therefore, we first identify some challenges and define important design requirements that we consider in our approaches. Finally, we introduce our approaches, FedNorm and its extension FedNorm+.
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(a) CT scan.  (b) MRI T1 in-phase scan.  (c) Histograms of entire scans and liver pixels.

Figure 1: CT (a) and MRI (b) scans from the CHAOS19 (Kavur et al., 2019) dataset together with histograms of the whole scans and the liver pixels only (c) Figure inspired by Yang et al. (Yang et al., 2019, Fig.1).

3.1 Challenges and Design Requirements

Due to the high level of data heterogeneity (Wang et al., 2020) among the datasets of the clients in the federation, the task of multi-modal liver segmentation with FL includes multiple challenges. These challenges comprise, but are not limited to: 1) Data from different modalities at the clients, i.e. clients with only CT, only MRI, or data from both modalities. 2) Unbalanced amounts of data at different clients. This may include unbalanced amounts of CT and MRI data at clients with data from both modalities. 3) The scans are recorded with different scanners and protocols, and therefore have different image resolutions, sizes and spacing between slices. Additionally, scans coming from different imaging modalities have different visual appearances (see Figure 1).

In this work, the aim is to solve these challenges by introducing own approaches. In addition, the developed approaches should overcome the limitations of previous methods (see Section 2). To this end, we formulate a list of key design requirements, which we consider when developing our algorithms: 1) Avoid heavy pre-processing steps, e.g. disentangled representations used in the work of Yang et al. (Yang et al., 2019). 2) No need of having both modalities per client (reflects a real-world scenario). 3) Deal with multi-modal data inside the federation and, if necessary, per client. 4) Handle unbalanced amounts of data per client. 5) Keep the number of model parameters low. 6) Direct applicability of the learned global model to unseen data/clients.

According to the design requirements above, solving the problem of data heterogeneity and multi-modal data inside the federation is the main challenge of this work. Due to multiple causes, such as different scanners, protocols, resolutions or appearances, a domain shift occurs between both modalities (Yang et al., 2019). This domain shift can be observed in Figure 1, which shows the histograms of the entire scans and the liver pixels only of a CT and a MRI scan. It can be seen that the intensity histograms of the entire scans cover the same area, but are quite dissimilar. The histograms of the liver pixels, cover different intensities, which poses a challenge for liver segmentation algorithms. For this reason, we decided to use the concept of MN (Deecke et al., 2018) in our proposed approaches because
it is able to capture different modes in the data, which can be identified in Figure 1, and to normalize the data accordingly.

3.2 Federated Learning with Modality-Based Normalization

In this work, we propose two FL algorithms, which leverage the MN technique (Deecke et al., 2018) and normalize data based on their modality information. Specifically, MN is a normalization technique and an extension of BN (Ioffe and Szegedy, 2015). Inspired by the idea that samples inside a dataset/minibatch belong to different latent modes with shared common features, Deecke et al. (Deecke et al., 2018) propose to separately normalize samples within a minibatch based on these modes, instead of normalizing all the samples in the minibatch based on the same mean and variance as in BN (Ioffe and Szegedy, 2015). Therefore, MN considers $M$ modes and uses a set of gating functions $\{g_m\}_{m=1}^M$, where each function determines how likely a sample belongs to mode $m \in \{1, \ldots, M\}$. Due to the functionality of our algorithms, we term the first FedNorm and its extension FedNorm+.

Both algorithms are explained in more detail in the following.

3.2.1 FedNorm

While other FL algorithms consider all parameters of all selected clients per round to get averaged at the server, e.g. FedAvg (McMahan et al., 2017), FedNorm separates between normalization parameters, i.e. all parameters and statistics from all MN layers in the neural network, and non-normalization parameters, i.e. all other parameters. The normalization parameters are further divided into CT and MRI modalities, and the server needs to know whether a client contains only CT data or only MRI data. Each modality has its own MN parameters and statistics $\theta^{(\text{modality})} := \bigcup_{l \in \text{MN}} \{\alpha(l), \beta(l), \langle x \rangle(l), \langle x^2 \rangle(l)\}$ with $M$ modes, respectively, which contain all parameters ($\alpha$ and $\beta$) and statistics ($\langle x \rangle$ and $\langle x^2 \rangle$) from all MN layers in the network. This allows the neural network to find latent modes within each modality. When distributing the global model parameters to the clients in round $t$, the server sends the non-normalization parameters $\theta_t$ together with the normalization parameters $\theta_t^{(\text{CT})}$ for a client with CT data, or $\theta_t^{(\text{MRI})}$ for a client with MRI data. Based on the received parameters $\theta = \{\theta_t, \theta_t^{(\text{modality})}\}$, each client performs local training on its own data for $E$ epochs. In the aggregation step, the server averages the non-normalization parameters $\theta_t^{(k)}$ from all selected clients $k \in S_t$ of the current round $t$ in the same way as FedAvg (McMahan et al., 2017). The CT and MRI normalization parameters and statistics of the MN layers are averaged separately and depending on their modality. Additionally, inspired by the FedAvgM algorithm (Hsu et al., 2019), the aim is to avoid oscillations in the parameter updates. Different from FedAvgM, FedNorm uses $\beta \in (0, 1]$ to interpolate between the old state of the normalization parameters and the new averaged normalization parameters. The intention of the separation of normalization parameters into CT and MRI modalities is to normalize the data within these MN layers to similar states and therefore use the same non-normalization parameters for both modalities. Hence, the interpolation mechanism is only used to update the normalization parameters and is not needed for the non-normalization parameters. A detailed description of FedNorm can be found in Algorithm 1.
Algorithm 1 FedNorm. $K$ is the total number of clients, $k$ is the index of one client, $T$ is the number of FL rounds, $B$ is the local minibatch size, $E$ is the number of local epochs, $C \in (0, 1]$ is the fraction of clients selected in each FL round, $\eta$ is the local learning rate, $L$ is a loss function, $D_k$ is the dataset of client $k$, $N_k = |D_k|$ is the number of samples in dataset $D_k$, and $\beta$ is the interpolation ratio. Algorithm partially adapted from McMahan et al. (McMahan et al., 2017, Algorithm 1).

1: Server executes:
2: Initialize $\theta_1^{(CT)}, \theta_1^{(MRI)}$
3: for round $t = 1$ to $T$ do
4: $m \leftarrow \max(C \cdot K, 1)$
5: $S_t \leftarrow \text{(random set of } m \text{ clients)}$
6: for each client $k \in S_t$ in parallel do
7: if modality(client $k$) == CT then
8: \{ $\theta_{t+1}^{(k)}, \theta_{t+1}^{(CT)}$ \} $\leftarrow$ ClientUpdate($k$, \{ $\theta_t, \theta_t^{(CT)}$ \})
9: else if modality(client $k$) == MRI then
10: \{ $\theta_{t+1}^{(k)}, \theta_{t+1}^{(MRI)}$ \} $\leftarrow$ ClientUpdate($k$, \{ $\theta_t, \theta_t^{(MRI)}$ \})
11: $N \leftarrow \sum_{k \in S_t} N_k$
12: // Aggregate non-normalization parameters:
13: $\theta_{t+1} \leftarrow \sum_{k \in S_t} \frac{N_k}{N} \theta_{t+1}^{(k)}$
14: // Aggregate normalization parameters:
15: for modality $\in \{ \text{CT, MRI} \}$ do
16: $\theta_{t+1}^{(\text{modality})} \leftarrow (1 - \beta) \theta_{t}^{(\text{modality})} + \beta \sum_{k \in S_t} \frac{N_k}{N} \theta_{t+1}^{(k)}$
17: ClientUpdate($k$, $\theta$): // Run on client $k$
18: $B \leftarrow \text{(split } D_k \text{ into batches of size } B)$
19: for epoch $i = 1$ to $E$ do
20: for batch $b \in B$ do
21: \[ \theta \leftarrow \theta - \eta \nabla L(b; \theta) \]
22: return $\theta$

3.2.2 FedNorm+

FedNorm separates the MN parameters and statistics by modalities and distributes these parameters to the clients based on the modality of their data. As a consequence, it cannot handle mixed-modality clients, which contain CT and MRI data, and thus would not be applicable to real-world scenarios. For this reason, we propose FedNorm+, an extension of FedNorm, which does not separate between normalization and non-normalization parameters. Instead, it only uses one set of MN parameters and statistics, which is distributed to all selected clients per round in the same way as in FedAvg (McMahan et al., 2017).

For the MN layers, the number of modes is fixed to $M = 2$ with the intention to capture and normalize the samples of each modality (CT and MRI) with one mode, respectively. Therefore, the modality information of each scan is handed to the network and forwarded to each MN layer. Based on this information, the respective mode is chosen in a hard-coded way (cf. original MN technique (Deecke et al., 2018)):

- Mode 1 (CT): Set $g_1(x_n) = 1 \land g_2(x_n) = 0$ if modality($x_n$) = CT
• Mode 2 (MRI): Set $g_1(x_n) = 0$ and $g_2(x_n) = 1$ if modality($x_n$) = MRI

Consequently, the parameters for each modality are trained on their respective scans. In the aggregation step, FedNorm+ uses the same parameter aggregation as FedAvg (McMahan et al., 2017) for all parameters. Due to the hard-coded mode assignment, the parameters and statistics for each mode (modality) of a MN layer are aggregated separately. Additionally, the interpolation mechanism of FedNorm with momentum $\beta$ is used to update all parameters, instead of only the MN parameters and statistics, to avoid oscillations in the updates.

4. Experiments and Results

To validate the performance of our proposed approaches, we perform multiple experiments with different FL settings and datasets. We aim to answer the following questions related to data heterogeneity: i) How well do the models perform when each client only contains data from a single modality? ii) What happens if CT only, MRI only, and mixed-modality (CT + MRI) clients participate in the training? To address these questions, we carefully designed our Non-IID 1 setting (three CT and three MRI clients) for (i) and our Non-IID 2 setting (two CT, two MRI, and two mixed-modality clients) for (ii).

4.1 Datasets

In our experimental settings, we use multiple publicly available CT and MRI datasets: LiTS17 (Bilic et al., 2019), the 3D-IRCADb-01 dataset of 3D-IRCADb (3DI) (included in the training set of LiTS17), abdominal scans from the Multi-Atlas dataset (Landman et al., 2013), SLIVER07 (Heimann et al., 2009), and CHAOS19 (Kavur et al., 2019). Furthermore, we use a random subset of 207 T1-weighted MRI scans (patients) from the KORA in-house dataset (KOR). Detailed information including technical specifications, e.g. numbers of patients (volumes), resolution, modalities, and demographics for all datasets can be found in Table 1. Here, we only use the training sets from LiTS17, Multi-Atlas, SLIVER07, and CHAOS19, for which the ground truth liver segmentation masks are provided. For CHAOS19, we compute water-only and fat-only images based on the T1-weighted in-phase and out-phase scans from CHAOS19 using the Dixon technique (Dixon, 1984) with the formulas provided in Ma (Ma, 2008).

We cropped (left and right in axial view) the scans from the KORA dataset (KOR) and padded them with zeros (top and bottom in axial view) to obtain images of size $256 \times 256$ pixels. Furthermore, we removed many, but not all, slices that do not contain the liver. Consequently, the models can be trained to predict a segmentation for the liver only on images on which it is present.

The scans in the other datasets have varying image sizes (see Table 1) and intensity value ranges. Therefore, the scans are first resized to a size of $256 \times 256$ pixels and the intensity values of the 2D slices are normalized based on the single scalar mean and standard deviation values that are obtained by taking the mean and standard deviation of all intensities per slice and taking the mean over all slices from all volumes in the dataset. Resizing the CT scans from $512 \times 512$ pixels to $256 \times 256$ pixels also has the effect of doubling their image resolution ($x$-$y$-plane), resulting in approximately the same image resolution as the MRI
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Table 1: Technical and demographic information about the liver segmentation datasets used in this work. "# Sites" indicates the number of institutions from which the data was acquired. "# Slices/Patient" gives a range with the minimum and maximum number of slices per patient. The age and liver size are reported with mean and standard deviation. The resolution (physical size) of a voxel is given in $x$-, $y$-, and $z$-direction, where the latter corresponds to the space between neighboring slices.

| Feature                  | LiTS17 Site 2 + KORA T1 Water (3) | CT CHAOS19 Kavur et al. (2019) | CT CHAOS19 Kavur et al. (2019) | MRI KORA KOR | KORA KOR |
|--------------------------|-----------------------------------|---------------------------------|---------------------------------|--------------|---------|
| Age (years)              |                                   | 56 ± 7                          | 74 ± 6                          | 7 ± 1        | 3 ± 2    |
| Image Size               |                                   | [512, 512] × [0, 0]             | [512, 512] × [0, 0]             | [256, 256]   | [256, 256] |
| Liver Size (cm³)         |                                   | 1547 ± 1587                    | 1547 ± 1587                    | 1547 ± 1587  | 1547 ± 1587 |
| Modality                 |                                   | CT                              | MRI                             | MRI          | MRI     |
| Modality (alternative)   |                                   | CT                              | CT                              | CT           | CT      |
| Resolution (voxels)      |                                   | [1, 1, 1]                       | [1, 1, 1]                       | [1, 1, 1]    | [1, 1, 1] |
| Number of Sites          |                                   | Multiple                        | Multiple                        | Multiple     | Multiple |
| Number of Volumes        |                                   | 32                              | 32                              | 32           | 32      |
| Number of Patients       |                                   | 161                             | 161                             | 161          | 161     |
| Number of Slices/Patient |                                   | [75, 122]                      | [75, 122]                      | [75, 122]    | [75, 122] |
| # Patients               |                                   | 30                              | 30                              | 30           | 30      |
| # Sites                  |                                   | 6                               | 6                               | 6            | 6       |
| # Slices                 |                                   | 2823 3779                      | 2823 3779                      | 2874 647     | 2874 647 |
| Liver Size (cm³)         |                                   | 1547 ± 1587                    | 1547 ± 1587                    | 1547 ± 1587  | 1547 ± 1587 |

scans. Finally, the normalized values are clipped to $[-3, 3]$ as proposed by Stan et al. (Stan and Rostami, 2021).

4.2 Experiments

Table 2: Experimental FL settings based on data from the Multi-Atlas Landman et al. (2013), 3D-IRCADb 3DI, SLIVER07 Heimann et al. (2009), CHAOS19 Kavur et al. (2019), LiTS17 Bilic et al. (2019), and KORA KOR datasets. The last three columns indicate the splitting of the volumes (patients) in the datasets of the clients into training, validation and testing parts. For each client dataset, a standalone local model is trained as an upper bound baseline. Furthermore, a centralized model for each setting is trained on the collection of training data (data lake) from all clients in the setting.

| Setting       | Models      | Datasets       | Modality | # Training Volumes | # Validation Volumes | # Testing Volumes |
|---------------|-------------|----------------|----------|--------------------|----------------------|-------------------|
| Non-IID 1     | Clients/    | Multi-Atlas    | CT       | 8                  | 4                    | 18                |
|               | Local Models| 3D-IRCADb      | CT       | 8                  | 4                    | 8                 |
| Non-IID 2     | Clients/    | Multi-Atlas    | CT       | 8                  | 4                    | 18                |
|               | Local Models| 3D-IRCADb      | CT       | 8                  | 4                    | 8                 |
| Non-IID 2     | Clients/    | CHAOS19 MR T1 Water | MRI | 8                  | 4                    | 8                 |
|               | Local Models| CHAOS19 MR T1 Water | MRI | 8                  | 4                    | 8                 |

We use two different experimental FL settings to train, validate and test our proposed approaches, FedNorm (Section 3.2.1) and FedNorm+ (Section 3.2.2), and compare them against baselines and other state-of-the-art methods. Specifically, we design two non-IID settings, which contain clients with datasets from both modalities and which cover different scenarios: The Non-IID 1 setting contains a balanced number of CT and MRI clients, where the dataset of each client only contains data from one modality. The Non-IID 2 setting in-
includes CT, MRI and mixed-modality (CT + MRI) clients. However, the Non-IID 1 setting is biased in the MRI clients because all of them show the same patients (shapes), but in different MRI sequences (appearances). Specifically, the designed FL settings contain an increasing amount of data heterogeneity (Wang et al., 2020) from the Non-IID 1 to the Non-IID 2 setting, due to the mixed-modality clients. Detailed information about both FL settings is provided in Table 2. Here, the clients correspond to different hospitals, each with its own training, validation and testing sets from one (or two) dataset(s), and thus with specific scanner types and protocols per client, which were used to record the medical images. For the client datasets, we mainly use a splitting of 40% - 20% - 40% (instead of the more common 80% - 10% - 10%) because FL aggregates the client models, which in turn is similar to training on an aggregation of the training sets from the clients. Another reason for this partitioning of the data is to have as few patients as possible per client for training, to reflect a real-world scenario with rarely labeled volumes in each hospital, and to have as many volumes as possible for testing. To evaluate the performance of the models, we use the Dice coefficient (Dice, 1945).

4.2.1 Model Selection

Before comparing our proposed approaches to other methods, we select winners for FedNorm (Section 3.2.1) and FedNorm+ (Section 3.2.2) by tuning their hyper-parameters. Here, we follow the proposal of Sheller et al. (Sheller et al., 2020) and select a winner based on the highest global validation score reported during training. According to Sheller et al. (Sheller et al., 2020), this global validation score is computed by aggregating the local validation scores of all clients in the federation, which validate the global model at the beginning of each round on their local validation set before starting their training. However, we do not include all clients for training in each round, but we compute the global validation score based on the local validation scores of all clients in the federation. Therefore, we compute the mean (instead of a weighted average based on the amount of client data) of local validation scores to obtain the global validation score. Consequently, the validation score of each client contributes equally to the global score, which then measures the overall performance on the data of all clients.

FedNorm  For FedNorm, we focus on the number of modes $M$ per modality and the interpolation ratio $\beta$, which is used for aggregating the averaged new and old normalization parameters, as hyper-parameters. For this reason, we investigate the influence of $M \in \{1, 2, 3, 4\}$ and $\beta \in \{1.0, 0.9, 0.5, 0.2\}$, where the old state of the normalization parameters is ignored with $\beta = 1.0$, and $\beta = 0.2$ only slightly changes the old normalization parameters in the direction of the averaged new ones. To this end, we train FedNorm with each combination of $M$ and $\beta$ for 100 FL rounds with two clients per round and $E = 1$ local epoch on the Non-IID 1 setting (see Table 2) because it is the only setting which FedNorm can handle. The highest global validation Dice scores for all combinations within these 100 FL rounds of training are reported in Table 3. Based on these scores, we select FedNorm with $M = 2$ modes and $\beta = 0.9$ as the winner and use it in our further experiments.

FedNorm+  Since the number of modes is fixed to $M = 2$ for FedNorm+ (see Section 3.2.2), we only focus on the interpolation ratio $\beta$ as a hyper-parameter. Similar to FedNorm, we investigate the influence of $\beta \in \{1.0, 0.9, 0.5, 0.2\}$. Therefore, we train FedNorm+ for 100 FL
Table 3: Highest global validation Dice scores for FedNorm and FedNorm+ with different interpolation ratios $\beta$ and varying numbers of modes $M$ per modality reported within 100 FL rounds of training on the Non-IID 1 (FedNorm) and Non-IID 2 (FedNorm+) settings. The best global validation Dice score per method is highlighted in bold.

| Method  | # Modes ($M$) | Interpolation Ratio ($\beta$) |
|---------|---------------|------------------------------|
|         |               | 1.0  | 0.9  | 0.5  | 0.2  |
| FedNorm | 1             | 0.889| 0.880| 0.880| 0.860|
|         | 2             | 0.892| 0.893| 0.889| 0.863|
|         | 3             | 0.888| 0.889| 0.882| 0.868|
|         | 4             | 0.889| 0.885| 0.880| 0.840|
| FedNorm+| 2             | 0.876| 0.877| 0.879| 0.831|

rounds with two clients per round and $E = 1$ local epoch on the Non-IID 2 setting (see Table 2) because it is our FL setting with the highest degree of data heterogeneity (Wang et al., 2020).

The highest global validation Dice scores within the 100 FL rounds of training are reported in Table 3. Based on these values, we select FedNorm+ with $\beta = 0.5$ as the winner and use it in our further experiments.

4.2.2 Implementation Details

Due to the great success of the U-Net (Ronneberger et al., 2015) neural network architecture in biomedical image segmentation, we employ a shallower version of the original network for the task of liver segmentation on 2D slices in this work. Here, we reduce the feature map channels of the original U-Net (Ronneberger et al., 2015) from $\{64, 128, 256, 512, 1024\}$ to $\{8, 16, 32, 64\}$, resulting in $\sim 136K$ instead of $\sim 36M$ parameters. Consequently, this modified version of the U-Net meets the desired requirement to keep the number of model parameters low (see Section 3.1). The final ($1 \times 1$) convolution of our modified U-Net computes an output with only one channel, followed by the sigmoid function (Bishop, 2006, Equation 4.59) to compute a pixel-wise pseudo-probability for each pixel, which tells how likely it belongs to the liver.

Furthermore, zero-padding of size one is used to obtain the same output size as the input size for the $3 \times 3$ convolutions.

For the state-of-the-art FL algorithms, FedAvg (McMahan et al., 2017), FedAvgM (Hsu et al., 2019), FedVC (Hsu et al., 2020), SiloBN (Andreux et al., 2020), and FedBN (Li et al., 2021), we use our own re-implementation based on the information in these works to better fit our needs and code framework. For the experiments with FedAvg, FedAvgM, FedVC, and the local models (see Table 2), we use our modified version of the U-Net. For FedAvgM, we set the momentum parameter to $\beta = 0.6$ in both settings. The number of local updates $S$ in FedVC is limited to the minimum number of training samples (slices) among all $K$ clients in the federation divided by the batch size $B$ (cf. Hsu et al. (Hsu et al., 2020)), $S = \lfloor \min\{N_1, \ldots, N_K\}/B \rfloor$, where $N_k$ is the training dataset size of client $k$. For SiloBN and FedBN, BN (Ioffe and Szegedy, 2015) layers are inserted between each convolution layer.
and Rectified Linear Unit (ReLU) into our modified version of the U-Net, except for the last convolution layer. For FedNorm (Section 3.2.1), FedNorm+ (Section 3.2.2), and the centralized models (see Table 2), MN (Deecke et al., 2018) layers instead of BN layers are inserted at the same position into our modified U-Net. Here, we use MN with $M = 2$ for all FedNorm experiments (see Section 4.2.1). For the centralized models, we use MN with $M = 4$ modes in the modified U-Net of the Non-IID 1 setting (because FedNorm has $M$ modes for each of the two modalities) and MN with $M = 2$ modes for the Non-IID 2 setting to guarantee a fair comparison to FedNorm and FedNorm+ (see Section 4.2.1). We take the implementation of MN from publicly available code \(^2\) from Deecke et al. (Deecke et al., 2018).

The training of all local and centralized models, and at each client for the FL algorithms was performed with the Adam optimizer (Kingma and Ba, 2015) with a learning rate of $\eta = 0.001$ and a batch size of $B = 12$. All local and centralized models are trained for 50 epochs with possible early stopping after a patience of five epochs. We train the models on both FL settings (see Table 2) for $T = 100$ FL rounds. In each round, two clients are sampled randomly, but fixed to be the same for all FL algorithms. Inspired by the work of Zhao et al. (Zhao et al., 2018), we train a neural network for $E = 1$ local epoch at the client side to prevent a large divergence of the federated global model parameters from parameters that the centralized model would learn. Our code is made publicly available \(^3\).

All models are trained in a supervised fashion to minimize a total loss. Inspired by Isensee et al. (Isensee et al., 2018), this total loss is composed of the Dice loss (Milletari et al., 2016) and the cross-entropy loss (Bishop, 2006). Specifically, we use the binary cross-entropy (BCE) loss (Bishop, 2006, cf. Equation 4.90) $L_{BCE}$ for two classes. Hence, the total loss is $L = L_{Dice} + L_{BCE}$ (cf. Isensee et al. (Isensee et al., 2018, Equation 1)). However, different from the Dice loss proposed by Milletari et al. (Milletari et al., 2016), we use the non-binary pseudo-probabilities $p_{ij} \in [0, 1]$ instead of binary segmentations to compute the loss value (cf. Kodym et al. (Kodym et al., 2019)). Nevertheless, binary segmentation results are used to compute the Dice coefficient (Dice, 1945) values in the evaluation, where we round the non-binary predictions $p_{ij}$ of the network to binary values: $\hat{y}_{ij} = 0$, if $p_{ij} \in [0, 0.5]$, and $\hat{y}_{ij} = 1$, if $p_{ij} \in (0.5, 1]$.

4.2.3 Comparison with Baselines and State of the Art

We compare FedNorm (Section 3.2.1) and FedNorm+ (Section 3.2.2) to different baselines and state-of-the-art FL algorithms in both FL settings (see Table 2). As baselines, we consider local models and centralized models. The local models are trained on the training set of each client, individually. Consequently, the performance of these models can be seen as upper bounds for each client dataset. Additionally, per setting, we train one centralized model on the collection of training data (data lake) from all clients in the setting. Specifically, Table 2 gives the number of training, validation and testing volumes (patients) for all FL clients, local and centralized models in each setting.

As state-of-the-art FL algorithms, we choose the base FL algorithm, FedAvg (McMahan et al., 2017), and different approaches, which tackle the problem of data heterogeneity (Wang

---

2. https://github.com/ldeecke/mn-torch (Accessed: 2021-08-28)
3. https://github.com/albarqounilab/FedNorm
FedNorm: Modality-Based Normalization in Federated Learning

et al., 2020) in FL, to compare against FedNorm and FedNorm+: FedAvgM (Hsu et al., 2019), FedVC (Hsu et al., 2020), SiloBN (Andreux et al., 2020), and FedBN (Li et al., 2021). For all FL algorithms, the global model from the server aggregation of the last FL round is sent back to each client and is tested on the test set of each client without any refinement. To compare the different methods, we measure the performance of all models on the test sets of all clients in both settings (Table 2) with the Dice coefficient (Dice, 1945). The resulting performance values for both settings are shown in Table 4 and will be investigated in further detail in the following. To indicate the difference in performance between the federated and centralized models, and the local models, the relative improvement (RI) (Kravchenko and Bullock, 1999) is computed as \( RI = \frac{x_2 - x_1}{x_1} \cdot 100\% \) (Kravchenko and Bullock, 1999, cf. Equation 9), which gives the improvement (in percent) of performance score \( x_2 \) over score \( x_1 \), where both are measured with the same metric. Additionally, the unpaired two-sided t-test is performed on the Dice per patient results of the local model and each federated or centralized model, respectively, where a \( p \)-value \( \leq 0.05 \) indicates statistical significance.

In Table 4 it can be seen that the federated models consistently (except for CHAOS19 MR T1 Out-Phase and Water) outperform the local models (positive RI). Furthermore, in many cases, the performances of some federated models are similar or even better than the ones from the centralized models, which use more volumes, coming from both modalities, directly for model training. Additionally, it can be seen that FedNorm and FedNorm+ show the best performance per client in many cases and outperform the centralized models on most of the client’s test sets. Furthermore, it has to be noted that the model from FedNorm+ is the only model that can outperform the local model on the CHAOS19 MR T1 Water client in the Non-IID 2 setting, and by a large margin.

Overall, it can be observed that Dice per patient scores up to 0.961 for CT and up to 0.941 for MRI are reached on the client test sets. Hence, these results demonstrate that our proposed method for multi-modal liver segmentation can be trained successfully on CT and MRI data with FL, by achieving a high performance.

To confirm these observations, a visual comparison of the performances of the local models, FedBN, FedNorm+, and the centralized model on the test sets of the clients in the Non-IID 2 setting is presented in Figure 2, as FedBN can be identified as one of the strongest competitors to FedNorm+ according to Table 4. It can be seen that the model of FedNorm+ shows a good performance, where the local models fail and even where FedBN and the centralized model do not provide precise liver segmentations. It also shows that FedNorm+ is able to accurately segment the liver even in unfamiliar appearances (KORA T1 Water (1) client) and that it does not falsely segment areas with similar intensity values as the liver, like the other models on the Multi-Atlas client.

5. Conclusion

Based on our experimental results, we conclude that our proposed FL methods for multi-modal liver segmentation can be trained on data from multiple modalities (e.g. CT and MRI) by reaching a high performance. We have observed that the federated models in our experiments consistently outperform local models, which are trained on each dataset individually. Furthermore, in some cases, the federated models have also outperformed the centralized models. This demonstrates that it is not necessary to collect data from multiple
hospitals and modalities at a central location (data lake) to train deep learning models for multi-modal liver segmentation on CT and MRI data. It is rather sufficient to have a few participating clients (hospitals) inside the federation during FL, where each client contains data from either only CT/MRI, or both modalities. We have further observed that our approaches outperform other state-of-the-art FL algorithms for most of the clients in our FL settings. However, the problem of FedNorm is that it cannot handle clients with data from both modalities. To this end, we have proposed FedNorm+, which normalizes the data based on slice-wise modality information and a hard-coded mode assignment. According to our results, it is also sufficient to use a relatively small version of the U-Net (Ronneberger et al., 2015) to achieve high performances for multi-modal liver segmentation.
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Table 4: Comparison on the Non-IID 1 and 2 settings. The numbers give the performances of the local models, the centralized model, and the federated global models (without refinement at the clients) on the test set of each client. The performances are reported with Dice per patient and are given by mean (median) and standard deviation. Additionally, the RI is computed for the mean Dice per patient of the models from the FL algorithms and the centralized models over the local model performances. The best score from the federated models per setting and client is highlighted in bold. Additionally, the unpaired two-sided t-test was performed using the Dice per patient scores from the local model against the results from each federated model and the centralized model per client. A star (*) behind respective RI value indicates statistical significance with a p-value ≤ 0.05.

| Methods                        | Non-IID 1 (Modality) | Non-IID 2 (Modality) |
|--------------------------------|----------------------|----------------------|
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| FedAvg_McMahan et al. (2017)   | 0.850 (0.862) ± 0.050 | -         | FedAvg_McMahan et al. (2017)   | 0.850 (0.862) ± 0.050 | -         |
| FedVC Hsu et al. (2019)        | 0.870 (0.909) ± 0.117 | 2.4       | FedVC Hsu et al. (2019)        | 0.870 (0.909) ± 0.117 | 2.4       |
| FedVC Hsu et al. (2019)        | 0.906 (0.921) ± 0.053 | 5.9       | FedVC Hsu et al. (2019)        | 0.906 (0.921) ± 0.053 | 5.9       |
| FedNorm                        | 0.921 (0.932) ± 0.033 | 8.4       | FedNorm                        | 0.921 (0.932) ± 0.033 | 8.4       |
| FedNorm+                       | 0.891 (0.898) ± 0.034 | 4.8       | FedNorm+                       | 0.891 (0.898) ± 0.034 | 4.8       |
| Centralized                   | 0.921 (0.932) ± 0.033 | 8.4       | Centralized                   | 0.921 (0.932) ± 0.033 | 8.4       |
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| FedVC Hsu et al. (2019)        | 0.870 (0.909) ± 0.117 | 2.4       | FedVC Hsu et al. (2019)        | 0.870 (0.909) ± 0.117 | 2.4       |
| FedVC Hsu et al. (2019)        | 0.906 (0.921) ± 0.053 | 5.9       | FedVC Hsu et al. (2019)        | 0.906 (0.921) ± 0.053 | 5.9       |
| FedNorm                        | 0.921 (0.932) ± 0.033 | 8.4       | FedNorm                        | 0.921 (0.932) ± 0.033 | 8.4       |
| FedNorm+                       | 0.891 (0.898) ± 0.034 | 4.8       | FedNorm+                       | 0.891 (0.898) ± 0.034 | 4.8       |
| Centralized                   | 0.921 (0.932) ± 0.033 | 8.4       | Centralized                   | 0.921 (0.932) ± 0.033 | 8.4       |
| **Local**                      | Client Dice per Patient | RI† (%)  | **Local**                      | Client Dice per Patient | RI† (%)  |
| FedAvg_McMahan et al. (2017)   | 0.850 (0.862) ± 0.050 | -         | FedAvg_McMahan et al. (2017)   | 0.850 (0.862) ± 0.050 | -         |
| FedAvg_McMahan et al. (2017)   | 0.850 (0.862) ± 0.050 | -         | FedAvg_McMahan et al. (2017)   | 0.850 (0.862) ± 0.050 | -         |
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| Centralized                   | 0.921 (0.932) ± 0.033 | 8.4       | Centralized                   | 0.921 (0.932) ± 0.033 | 8.4       |

FedNorm: Modality-Based Normalization in Federated Learning