Radial symmetry of solutions to anisotropic and weighted diffusion equations with discontinuous nonlinearities
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Abstract
For $1 < p < \infty$, we prove radial symmetry for bounded nonnegative solutions of
\[
\begin{cases}
-w(x) H(\nabla u)^{p-1} \nabla_\xi H(\nabla u) = f(u) w(x) & \text{in } \Sigma \cap \Omega, \\
u = 0 & \text{on } \Gamma_0, \\
\langle \nabla_\xi H(\nabla u), v \rangle = 0 & \text{on } \Gamma_1 \setminus \{0\},
\end{cases}
\]
where $\Omega$ is a Wulff ball, $\Sigma$ is a convex cone with vertex at the center of $\Omega$, $\Gamma_0 := \Sigma \cap \partial \Omega$, $\Gamma_1 := \partial \Sigma \cap \Omega$, $H$ is a norm, $w$ is a given weight and $f$ is a possibly discontinuous nonnegative nonlinearity.

Given the anisotropic setting that we deal with, the term “radial” is understood in the Finsler framework, that is, the function $u$ is radial if there exists a point $x$ such that $u$ is constant on the Wulff shapes centered at $x$.

When $\Sigma = \mathbb{R}^N$, J. Serra obtained the symmetry result in the isotropic unweighted setting (i.e., when $H(\xi) \equiv |\xi|$ and $w \equiv 1$). In this case we provide the extension of his result to the anisotropic setting. This provides a generalization to the anisotropic setting of a celebrated result due to Gidas-Ni-Nirenberg and such a generalization is new even for $p = 2$ whenever $N > 2$. When $\Sigma \subsetneq \mathbb{R}^N$ the results presented are new even in the isotropic and unweighted setting (i.e., when $H$ is the Euclidean norm and $w \equiv 1$) whenever $2 \neq p \neq N$. Even for the previously known case of unweighted isotropic setting with $p = 2$ and $\Sigma \subsetneq \mathbb{R}^N$, the present paper provides an approach to the problem by exploiting integral (in)equalities which is new for $N > 2$: this complements the corresponding symmetry result obtained via the moving planes method by Berestycki-Pacella.

The results obtained in the isotropic and weighted setting (i.e., with $w \neq 1$) are new for any $p$.
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1 Introduction

Since the classical works of Aleksandrov [1], Serrin [64] and Gidas–Ni–Nirenberg [39], an intensively studied topic in the theory of partial differential equations and the calculus of variations focuses on the radial symmetry of solutions under suitable assumptions on the equation under consideration, on the boundary conditions and/or on the domain.

In this paper we consider the Finsler framework of a nonlinear anisotropic equation in divergence form. The setting taken into account is quite general, since it includes nonlinear operators of $p$-Laplace type, possibly with weights. The domain considered is obtained from the intersection of a Wulff ball and a cone $\Sigma \subseteq \mathbb{R}^N$ with vertex at its center. The results provided are of radial symmetry type, where, given the possible anisotropy of the ambient space, the term “radial” is understood in the sense that a function $u$ is radial if there exists a point $x$ such that $u$ is constant on the Wulff shapes centered at $x$ (see Sect. 2 for the detailed mathematical setting).

These results will be obtained under suitable homogeneity or concavity assumptions on the weights $w$ and suitable arithmetic relations between the dimension of the ambient space, the homogeneous exponent of the weight and the homogeneity of the nonlinear operator. A pivotal step in our analysis consists in proving that the level sets of the solution are isoperimetric (and additionally the anisotropic norm of the gradient of the solution is constant along these level sets). This cornerstone result will be stated in detail in Theorem 1.1 below and then combined with a series of isoperimetric inequalities to establish that the level sets are Wulff shapes: this, together with the additional information on the constancy of the anisotropic norm of the gradient of the solution, establishes the radial symmetry of the solution. Depending on technical conditions on the (an)isotropy of the ambient space and on the weights, these radial symmetry results will be detailed in Theorems 1.4, 1.5 and 1.6.

The arguments that we use are inspired by those of J. Serra in [63], which in turn were inspired by the classical paper of P.-L. Lions [46] in which the symmetry was obtained in the Euclidean case with $p = N = 2$, $\Sigma = \mathbb{R}^N$ and $w \equiv 1$. We remark that the main results in [46], focusing on elliptic semilinear equations in the plane, can be seen as a counterpart of those in [39], in the sense that the results in [46] weaken the smoothness assumptions on the source term and on the solution with respect to the setting in [39], at the expense of restricting to positive nonlinearities and to dimension two only. Interestingly, the method in [46], being based on integral (in)equalities, is conceptually different from the moving plane technique used in [39] and, in a sense, it is more related, apart from several important structural differences, to the approach to radial symmetry inagurated by Weinberger in [72]: see also, e.g., [8,9,17,19–21,27,29,31,36–38,42,51–53,57–60,62,71] for related problems and ramifications.

The method of [46] has been extended by Kesavan–Pacella to the $N$-dimensional Euclidean setting in presence of the $p$-Laplacian operator in the case $p = N$, see [45]. In turn, the techniques of [45] have triggered the research in the anisotropic case (with $\Sigma = \mathbb{R}^N$ and $p = N$), which was carried out by Belloni–Ferone–Kawohl in [6]. The extension of the method to the case $p \neq N$ is due to J. Serra ([63]), who obtained it in the isotropic setting (with $\Sigma = \mathbb{R}^N$).

In [7], by using the moving planes method, Berestycki–Pacella obtained radial symmetry in spherical convex cones (in the isotropic unweighted setting), when $p = 2$ and $f$ is Lipschitz.
To the authors’ knowledge, symmetry results in spherical convex cones with $\Sigma \subset R^N$ were considered only in the unweighted isotropic setting in [7] (for $p = 2$) and [45] (for $p = N$). See also [28] and the references therein for further works on symmetry problems for nonlinear equations.

We point out that, while our method is general enough to work in the anisotropic weighted setting, the results offered here are new also in some more classical cases (such as those stated in Theorems 1.4, 1.5 and 1.6). Moreover, thanks to the available characterizations of the isoperimetric sets, the conclusions obtained in these cases are stronger and take a less technical form. As an introductory example, one of the results that we obtain here (see Theorem 1.5) goes as follows.

Let $\Omega$ be a Wulff ball in $R^N$, $N \geq 2$, and let $1 < p < \infty$. Assume that $f \in L^\infty_\text{loc}([0, \infty))$ is nonnegative. Let $u \in C^1(\Omega)$ be a weak solution of

$$
\begin{aligned}
-\text{div} \left\{ H(\nabla u)^{p-1} \nabla \xi H(\nabla u) \right\} &= f(u) \quad \text{in } \Omega, \\
u \geq 0 & \quad \text{in } \Omega, \\
u = 0 & \quad \text{on } \partial \Omega,
\end{aligned}
$$

Assume that either $p \geq N$, or $p < N$ and, for some nonincreasing function $\phi \geq 0$, we have $\phi \leq f \leq \frac{Np}{N - p} \phi$.

Then, $u$ is a radially symmetric and radially nonincreasing function. Moreover,

$$u \text{ is radially strictly decreasing on } \left\{ 0 < u < \max_{\Omega} u \right\},$$

and

$$\left\{ 0 < u < \max_{\Omega} u \right\} \text{ is a Wulff annulus or a punctured Wulff ball.}$$

Let us now go into the technical framework of this paper, to present the results obtained in their full generality.

Let $\Sigma$ be an open cone in $R^N$ with vertex at the origin, i.e.,

$$\Sigma := \{ tx : x \in \omega, t \in (0, \infty) \},$$

for some domain $\omega \subset S^{N-1}$. We stress that the possibility $\omega = S^{N-1}$ (which implies $\Sigma = R^N$) is allowed throughout the paper. When $\omega \subsetneq S^{N-1}$, we assume $\Sigma$ to be convex and denote by $v$ its outward unit normal (which is defined almost everywhere on $\partial \Sigma$).

Let $\Omega \subset R^N$ be a bounded domain, and define

$$\Gamma_0 := \Sigma \cap \partial \Omega \quad \text{and} \quad \Gamma_1 := \partial \Sigma \cap \Omega.$$ 

Furthermore, we endow $R^N$ with a norm $H : R^N \to R$ such that:

$H$ is convex; \hspace{1cm} (1.1)

$H(\xi) \geq 0$ for $\xi \in R^N$ and $H(\xi) = 0$ if and only if $\xi = 0$; \hspace{1cm} (1.2)

$H(t\xi) = |t|H(\xi)$ for $\xi \in R^N$ and $t \in R$. \hspace{1cm} (1.3)
We also define
\[ \mathcal{B}^H := \left\{ \xi \in \mathbb{R}^N : H(\xi) < 1 \right\}. \] (1.4)

Throughout the paper, we assume \( H \in C^2(\mathbb{R}^N \setminus \{0\}) \) to be uniformly elliptic. We say that \( H \in C^2(\mathbb{R}^N \setminus \{0\}) \) is uniformly elliptic if the ball \( \mathcal{B}^H \) is uniformly convex, i.e., such that the principal curvatures of the boundary of \( \mathcal{B}^H \) are bounded away from zero. This is a standard assumption on \( H \) in order to obtain some regularity of the solutions, using or adapting the elliptic regularity theory (see, e.g., also \([8,22]\)).

In this setting, we consider solutions of
\[
\begin{cases}
- \text{div} \left\{ w(x) H(\nabla u)^{p-1} \nabla_x H(\nabla u) \right\} = f(u) w(x) & \text{in } \Sigma \cap \Omega,
\end{cases}
\]
\[
\begin{cases}
u \\
0
\end{cases}
\]
\[
\begin{cases}
\langle \nabla_x H(\nabla u), \nu \rangle = 0 & \text{on } \Gamma_1 \setminus \{0\}.
\end{cases}
\]
(1.5)

In the case \( \Sigma = \mathbb{R}^N \), we have \( \Gamma_1 = \emptyset \) and the last condition in (1.5) is trivially satisfied. In this case, (1.5) simply becomes
\[
\begin{cases}
- \text{div} \left\{ w(x) H(\nabla u)^{p-1} \nabla_x H(\nabla u) \right\} = f(u) w(x) & \text{in } \Omega,
\end{cases}
\]
\[
\begin{cases}
u \\
0
\end{cases}
\]
\[
\begin{cases}
\langle \nabla_x H(\nabla u), \nu \rangle = 0 & \text{on } \partial \Omega.
\end{cases}
\]
(1.6)

In our main results, the assumptions on the weight \( w \) are the following\(^1\): there exists \( \lambda \geq 0 \) such that
\[
w : \Sigma \to [0, +\infty) \text{ is a continuous nonnegative function positively homogeneous of degree } \lambda, \] (1.7)
\[
w^{1/\lambda} \text{ is concave in } \Sigma \text{(in the case } \lambda > 0), \] (1.8)
\[
w \text{ is locally Lipschitz in } \Sigma. \] (1.9)

We notice that when \( \lambda > 0 \), the concavity assumption on \( w^{1/\lambda} \) automatically gives that \( w \) is positive in \( \Sigma \).

To state our main theorem in this setting, we recall the following notation. We identify the dual space of \( \mathbb{R}^N \) with \( \mathbb{R}^N \) itself via the scalar product \( \langle \cdot, \cdot \rangle \). Accordingly, given the norm \( H \) satisfying (1.1), (1.2) and (1.3), the space \( \mathbb{R}^N \) turns out to be endowed with the dual norm \( H_0 \), that is the polar function defined by
\[
H_0(x) = \sup_{\xi \neq 0} \frac{\langle x, \xi \rangle}{H(\xi)} \text{ for } x \in \mathbb{R}^N. \] (1.10)

Notice that \( H \) results to be the support function of the unitary Wulff ball
\[
\mathcal{B}^{H_0} := \left\{ x \in \mathbb{R}^N : H_0(x) < 1 \right\} \] (1.11)

\(^1\) Using the recent results in \([44]\), assumption (1.8) may be weakened by requiring that, when \( \lambda > 0 \), either \( w \) or \( w^{1/\lambda} \) is concave, or, equivalently, that either \( \lambda \in (0, 1) \) and \( w \) is concave or \( \lambda \in [1, +\infty) \) and \( w^{1/\lambda} \) is concave. This generalization is accomplished by using, when \( w \) is concave, the isoperimetric inequality in Corollary 0.14 (see also Remark 0.15) of \([44]\) instead of the one by \([12]\) recalled here in Theorem 4.1. Strictly speaking, the setting in \([44]\) is isotropic, but the arguments introduced there have the potential to be generalized to obtain analogous results in the anisotropic setting as well. Counterexamples to the isoperimetric inequality are also given in Corollary 0.12 and Remark 0.13 of \([44]\).

We also point out that the constant in \([44]\) (which is in terms of the volume ratio) improves in several cases the previously obtained ones.
of $H$ centered at the origin (see [23] and [67, Section 1.7]) and, in turn, $H_0$ is the support function of $B^H$, defined in (1.4). To ease notation, the unitary Wulff ball (of $H$) $B^{H_0}$ centered at the origin will be denoted simply by $B$. Similarly, for $r > 0$, $B_r$ will denote the Wulff ball (of $H$) of radius $r$ centered at the origin, i.e.,

$$B_r := B^{H_0}_r := \left\{ x \in \mathbb{R}^N : H_0(x) < r \right\}.$$

Furthermore, for a set of finite perimeter $E$, we define the weighted anisotropic perimeter of $E$ in $\Sigma$ as follows

$$P_{w,H}(E; \Sigma) := \int_{\Sigma \cap \partial^* E} H(\nu) \ w \ d\mathcal{H}^{N-1}, \quad (1.12)$$

being $\partial^* E$ the reduced boundary of $E$ and $\nu$ its outer (measure theoretical) unit normal vector. Also, for a measurable set $E \subset \Sigma$, we denote by $w(E)$ the weighted volume of $E$, namely

$$w(E) := \int_E w \ d\mathcal{H}^N. \quad (1.13)$$

In the unweighted case (i.e., when $w \equiv 1$), $w(E)$ agrees with $\mathcal{H}^N(E)$.

With this notation, our main theorem is the following:

**Theorem 1.1** Let $\Omega$ be a Wulff ball in $\mathbb{R}^N$ centered at $0$, $N \geq 2$, and let $1 < p < \infty$. Assume that $f \in L^\infty_{\text{loc}}([0, \infty))$ is nonnegative and the weight $w$ satisfies (1.7), (1.8), and (1.9).

Let $u \in C^1((\Sigma \cap \Omega) \cup \Gamma_0 \cup (\Gamma_1 \setminus \{0\})) \cap W^{1,\infty}(\Sigma \cap \Omega)$ be a solution of (1.5) in the weak sense. Set

$$D := N + \lambda, \quad (1.14)$$

where $\lambda$ is that appearing in (1.7). Assume that either

$$p \geq D, \quad (a)$$

or

$$p < D \text{ and, for some nonincreasing function } \phi \geq 0, \text{ we have } \phi \leq f \leq \frac{Dp}{D - p} \phi. \quad (b)$$

Let also

$$M := \sup_{\Sigma \cap \Omega} u, \quad (1.15)$$

Then, for a.e. $t \in (0, M)$ the following two conditions are verified:

(i) $\{u > t\}$ satisfies

$$\frac{P_{w,H}(\{u > t\}; \Sigma)}{w(\Sigma \cap \{u > t\})^\frac{p-1}{p}} = \frac{P_{w,H}(B; \Sigma)}{w(\Sigma \cap B)^\frac{p-1}{p}}, \quad (1.16)$$

(ii) $H(\nabla u)$ is constant on $\{u = t\}$.

We remark that, in the setting of Theorem 1.1, since $u \in W^{1,\infty}(\Sigma \cap \Omega)$ and $\Sigma \cap \Omega$ is convex, the Sobolev embedding theorem (see also [43, Theorem 4.1]) ensures that $u \in C^{0,1}(\Sigma \cap \Omega) \subset C^0(\Sigma \cap \Omega)$, and hence an equivalent definition in (1.15) is to set

$$M := \max_{\Sigma \cap \Omega} u.$$
We also point out that formula (1.16) says that the sets \( \{ u > t \} \) satisfy the equality in the weighted anisotropic isoperimetric inequality in cones established in [12]. This will be recalled in details in Theorem 4.1.

**Remark 1.2** (On the regularity of the solutions) Concerning the regularity assumptions on \( u \) in Theorem 1.1, we point out that the main hypothesis is that \( u \) belongs to \( W^{1,\infty}(\Sigma \cap \Omega) \), while the additional smoothness assumptions may be dropped. Moreover, when \( \Sigma = \mathbb{R}^N \), also the assumption \( u \in W^{1,\infty}(\Sigma \cap \Omega) \) could be dropped and replaced just by the assumption that \( u \) is bounded.

Indeed, in the case when \( \Sigma = \mathbb{R}^N \), whenever \( \Omega \) is a \( C^{1,\gamma} \) domain, with \( 0 < \gamma \leq 1 \), then [48, Theorem 1] ensures that bounded solutions to (1.6) are automatically \( C^{1,\gamma}(\bar{\Omega}) \), for some \( 0 < \gamma \leq 1 \). Notice that, our regularity assumption on \( H \) ensures that \( \Omega \) in Theorem 1.1, which is a Wulff ball, is of class \( C^2 \). Thus, in the case when \( \Sigma = \mathbb{R}^N \), all the regularity assumptions on \( u \) in Theorem 1.1 are satisfied by any bounded solution.

When \( \Sigma \subseteq \mathbb{R}^N \), we have to consider the mixed boundary value problem (1.5). For such a problem, regularity up to the (whole) boundary is a delicate issue, and it strongly depends on how \( \Sigma \) and \( \Omega \) intersect. Nevertheless, [48, Theorem 1] still ensures the \( C^{1,\gamma} \)-regularity (of bounded solutions) up to \( \Gamma_0 \); the \( C^{1,\gamma} \)-regularity up to \( \Gamma_1 \setminus \{0\} \) could be obtained by [48, Theorem 2], if we further assume that \( \Gamma_1 \setminus \{0\} \) is of class \( C^{1,\gamma} \), with \( 0 < \gamma \leq 1 \), and \( w \) satisfy the additional requirement

\[
\text{w is positive and Hölder continuous on } \Sigma \cap \Omega \setminus \{0\}.
\]

We stress that our results are presented without these additional assumptions: that is, we do not require (1.17) and we only ask \( \Sigma \) to be convex (with no need of the additional assumption that \( \Gamma_1 \setminus \{0\} \) is of class \( C^{1,\gamma} \)).

Essentially, the main regularity assumption that we impose on \( u \) in Theorem 1.1 (when \( \Sigma \subseteq \mathbb{R}^N \)) is that \( u \) belongs to \( W^{1,\infty}(\Sigma \cap \Omega) \). This is needed in order to ensure the validity of certain integral identities, such as the Pohozaev-type identity (3.17), by using an approximation argument. We notice that, when \( H \) is the Euclidean norm and \( w \equiv 1 \), [16, Theorem 1.2] guarantees the \( W^{1,\infty} \) regularity up to \( \Gamma_1 \) (including the vertex). As pointed out in [57], the assumption \( u \in W^{1,\infty}(\Sigma \cap \Omega) \) can be seen as a gluing condition between the cone and \( \Gamma_0 \).

Related to this, we mention that [57, Proposition 6.1] guarantees \( C^2(\bar{\Omega} \setminus \{0\}) \)-regularity for weak solutions of

\[
\begin{align*}
-\Delta u &= 1 & \text{in } \Sigma \cap \Omega, \\
 0 &= 0 & \text{on } \Gamma_0, \\
 \langle \nabla u, v \rangle &= 0 & \text{on } \Gamma_1 \setminus \{0\},
\end{align*}
\]

in general domains \( \Omega \), whenever \( \Gamma_0 \) and \( \Gamma_1 \) intersect orthogonally.

**Remark 1.3** (On the weights) The assumptions (1.7), (1.8) and (1.9) on \( w \) guarantee the validity of the weighted anisotropic isoperimetric inequality (4.1) in convex cones, obtained in [12]. The homogeneity assumption on \( w \) contained in (1.7) is also used to obtain the Pohozaev-type identity in Lemma 3.4.

Various examples of weights satisfying (1.7), (1.8) and (1.9) are provided in [12]. We point out that all the weights provided in those examples also satisfy assumption (1.17), up to substituting \( \Sigma \) with a smaller cone \( \Sigma' \subset \Sigma \) (see also item (iii) at page 2983 in [12]).

As pointed out in [12], the equality holds in the weighted anisotropic isoperimetric inequality in (4.1) whenever \( \Sigma \cap E = \Sigma \cap B_r \), where \( r \) is any positive number. That is, Wulff
balls (centered at the origin) intersected with $\Sigma$ are always minimizers of the isoperimetric inequality (4.1). However, the uniqueness\(^2\) of those minimizers (i.e., the characterization of the equality sign in (4.1)) in general is still not available in the literature (see Sect. 4). Whenever the uniqueness of those minimizers is available, it is not difficult to obtain the radial symmetry of $u$, as a corollary of Theorem 1.1.

The uniqueness of the minimizers can be obtained in the unweighted (i.e., when $w \equiv 1$) anisotropic setting by adapting the ideas in [33] to the anisotropic setting (see Theorem 4.2). Notice that in the unweighted case we have $D = N$ (in Theorem 1.1), and (1.5) reads as follows:

\[
\begin{cases}
- \text{div} \left\{ H(\nabla u)^{p-1} \nabla \xi \left( H(\nabla u) \right) \right\} = f(u) & \text{in } \Sigma \cap \Omega, \\
u \geq 0 & \text{in } \Sigma \cap \Omega, \\
u = 0 & \text{on } \Gamma_0, \\
(\nabla \xi \left( H(\nabla u) \right), v) = 0 & \text{on } \Gamma_1 \setminus \{0\}.
\end{cases}
\]  

(1.18)

In this setting, the uniqueness of the minimizers of the isoperimetric inequality and Theorem 1.1 lead to

**Theorem 1.4** (Symmetry in convex cones in the anisotropic unweighted setting) Let $\Omega$ be a Wulff ball in $\mathbb{R}^N$ centered at 0, $N \geq 2$, and let $1 < p < \infty$. Assume that $f \in L^\infty_{\text{loc}}([0, \infty))$ is nonnegative. Let $u \in C^1 ((\Sigma \cap \Omega) \cup \Gamma_0 \cup \Gamma_1 \setminus \{0\}) \cap W^{1,\infty}(\Sigma \cap \Omega)$ be a solution of (1.18) in the weak sense. Assume that either

\[ p \geq N, \]  

(a')

or

\[ p < N \quad \text{and, for some nonincreasing function } \phi \geq 0, \text{ we have } \phi \leq f \leq \frac{Np}{N-p} \phi. \]  

(b')

Then, $u$ is a radially symmetric and radially nonincreasing function. Moreover, by setting $M$ as in (1.15),

$u$ is radially strictly decreasing on $\{0 < u < M\}$,

and

$\{0 < u < M\}$ is a Wulff annulus or a punctured Wulff ball centered at 0 intersected with $\Sigma$.

We point out that conditions (a') and (b') in Theorem 1.4 correspond, respectively, to conditions (a) and (b) of Theorem 1.1 when $D = N$.

Also, as usual, when $\Sigma = \mathbb{R}^N$, we have $\Gamma_1 = \emptyset$ and the last condition in (1.18) is trivially satisfied. In this case, (1.18) simply becomes:

\[
\begin{cases}
- \text{div} \left\{ H(\nabla u)^{p-1} \nabla \xi \left( H(\nabla u) \right) \right\} = f(u) & \text{in } \Omega, \\
u \geq 0 & \text{in } \Omega, \\
u = 0 & \text{on } \partial \Omega,
\end{cases}
\]  

(1.19)

and Theorem 1.4 reads as follows.

\(^2\) Whenever a line of direction $a \in \mathbb{R}^N$ is contained in $\Sigma$, uniqueness will be up to translations in direction $a$ (see Sect. 4).

Springer
Theorem 1.5 (Symmetry in balls in the anisotropic unweighted setting) Let $\Omega$ be a Wulff ball in $\mathbb{R}^N$, $N \geq 2$, and let $1 < p < \infty$. Assume that $f \in L^\infty_{\text{loc}}([0, \infty))$ is nonnegative. Let $u \in C^1(\overline{\Omega})$ be a solution of (1.19) in the weak sense. Assume that either (a') or (b') of Theorem 1.4 holds true.

Then, $u$ is a radially symmetric and radially nonincreasing function. Moreover,

$$u \text{ is radially strictly decreasing on } \left\{ 0 < u < \max_{\overline{\Omega}} u \right\},$$

and

$$\left\{ 0 < u < \max_{\overline{\Omega}} u \right\} \text{ is a Wulff annulus or a punctured Wulff ball.}$$

For completeness, in light of Remark 1.2, we point out that the regularity assumption on the solution $u$ taken in Theorem 1.5 can be relaxed by assuming only that the solution is bounded.

The uniqueness of the minimizers of the isoperimetric inequality is also available in the weighted isotropic setting (i.e., when $H$ is the Euclidean norm). In this case, (1.5) reads as follows

$$\begin{cases} -\div \left\{ w(x) |\nabla u|^{p-2} \nabla u \right\} = f(u) w(x) & \text{in } \Sigma \cap \Omega, \\ u \geq 0 & \text{in } \Sigma \cap \Omega, \\ u = 0 & \text{on } \Gamma_0, \\ \langle \nabla u, \nu \rangle = 0 & \text{on } \Gamma_1 \setminus \{0\}. \end{cases} \quad (1.20)$$

In this case, the uniqueness of the minimizers of the isoperimetric inequality and Theorem 1.1 lead to

Theorem 1.6 (Symmetry in convex cones in the isotropic weighted setting) Let $\Omega$ be a (Euclidean) ball in $\mathbb{R}^N$ centered at 0, $N \geq 2$, and let $1 < p < \infty$. Assume that $f \in L^\infty_{\text{loc}}([0, \infty))$ is nonnegative and the weight $w$ satisfies (1.7), (1.8), and (1.9). Let $u \in C^1 \left( (\Sigma \cap \Omega) \cup \Gamma_0 \cup \Gamma_1 \setminus \{0\} \right) \cap W^{1,\infty}(\Sigma \cap \Omega)$ be a solution of (1.20) in the weak sense.

Assume that either (a) or (b) of Theorem 1.1 holds true.

Then, $u$ is a radially symmetric and radially nonincreasing function. Moreover, by setting $M$ as in (1.15),

$$u \text{ is radially strictly decreasing on } \{ 0 < u < M \},$$

and

$$\{ 0 < u < M \} \text{ is an annulus or a punctured ball centered at 0 intersected with } \Sigma.$$
the moving planes method (and in the unweighted isotropic setting) in [7]: even in this special case, the present paper provides a new approach to the problem via integral (in)equalities (based on [46]) which complements [7].

Also, the results obtained here in the isotropic and weighted setting (i.e., with \( w \neq 1 \)) are new for any \( p \).

Theorems 1.4, 1.5 and 1.6 can be rephrased in terms of the variational formulation of (1.5), as follows. We restrict this formulation to the case when \( f \) is a continuous nonlinearity to avoid problems with the differentiability of the functional.

**Theorem 1.7 (Variational formulation of Theorems 1.4, 1.5 and 1.6)** Let \( \Omega \) be a Wulff ball in \( \mathbb{R}^N \) centered at 0, \( N \geq 2 \), and let \( 1 < p < \infty \). Assume that \( f \) is a continuous nonnegative function defined on \( [0, \infty) \). Let

\[
\mathbf{u} \in W_{\Gamma_0}^{1, \infty}(\Sigma \cap \Omega) := \{ v \in W^{1, \infty}(\Sigma \cap \Omega) : v = 0 \text{ on } \Gamma_0 \}
\]

be a nonnegative critical point of the functional

\[
\int_{\Sigma \cap \Omega} \left\{ \frac{\mathbf{H}^p(\nabla \mathbf{u})}{p} - F(u) \right\} w(x) \, d\mathcal{H}^N, \quad \text{where } F(s) := \int_0^s f(\tau) \, d\tau.
\]

Assume that \( \mathbf{u} \in C^1((\Sigma \cap \Omega) \cup \Gamma_1 \setminus \{0\}) \) and that, either

- \( H \) is any uniformly elliptic norm of class \( C^2(\mathbb{R}^N \setminus \{0\}) \), \( w \equiv 1 \), and either (a') or (b') of Theorem 1.4 holds true,

or

- \( H \) is the euclidean norm, \( w \) is any weight satisfying (1.7), (1.8) and (1.9), and either (a) or (b) of Theorem 1.1 holds true.

Then, \( \mathbf{u} \) is a radially symmetric and radially nonincreasing function. Moreover, by setting \( M \) as in (1.15), \( \mathbf{u} \) is radially strictly decreasing on the set \( \{0 < u < M\} \), which is a Wulff annulus or a punctured Wulff ball centered at 0 intersected with \( \Sigma \).

We conclude this introduction with a comment on the proofs of Theorems 1.4, 1.5 and 1.6. As already mentioned, those theorems are obtained by putting together Theorem 1.1 and the characterization of the equality sign in the isoperimetric inequality (4.1). When \( \Sigma \) is a convex cone containing no lines, then the characterization of the minimizers of the isoperimetric inequality forces the superlevel sets to be Wulff balls all centered at 0 (which is the vertex of \( \Sigma \)) intersected with \( \Sigma \). This immediately gives the desired symmetry results. When \( \Sigma \) contains lines instead, the characterization of minimizers still informs us that all the superlevel sets are Wulff balls intersected with \( \Sigma \), but a further step is needed in order to prove that all of those Wulff balls are centered at 0. This step is accomplished in Lemma 5.2.

The rest of this paper is organized as follows. Section 2 recalls the basics of the Finsler framework, placing the known results into a setting convenient for the applications that we have in mind.

Other useful auxiliary results are collected in Sect. 3, which contains a suitable maximum principle in cones, a Stampacchia-type result, some geometric differential inequalities and a Pohozaev-type identity.

In Sect. 4 we deal with some isoperimetric inequalities, leveraging on the existing literature [12,13,18,33–35] and adapting all the previous results to the case under consideration in this paper.

The proofs of the main results in Theorems 1.1, 1.4, 1.5 and 1.6 are then contained in Sect. 5.
2 Preliminaries and setting

Here we recall some basic facts on the Finsler framework.

Given the norm $H$ satisfying (1.1), (1.2) and (1.3) and the dual norm $H_0$ defined in (1.10), we observe that we can reconstruct $H$ in terms of $H_0$ as

$$H(\xi) = \sup_{x \neq 0} \frac{\langle x, \xi \rangle}{H_0(x)} \quad \text{for} \quad \xi \in \mathbb{R}^N.$$  \hspace{1cm} (2.1)

Consequently, it holds that

$$|\langle \xi, \eta \rangle| \leq H(\xi)H_0(\eta), \quad \text{for any} \quad \xi, \eta \in \mathbb{R}^N.$$  \hspace{1cm} (2.2)

The two convex sets $B_{H_0}$ and $B_H$, defined in (1.11) and (1.4) respectively, are both centrally symmetric and they are polar of each other. We denote by $B_{H_0}^r(x)$ the ball centered at the point $x$ with radius $r$ in the norm $H_0$, i.e.

$$B_{H_0}^r(x) := \{ y \in \mathbb{R}^N : H_0(x - y) < r \}.$$  

Analogously, we define

$$B_H^r(x) := \{ \xi \in \mathbb{R}^N : H(x - \xi) < r \}.$$  

The sets $B_{H_0}^r(x)$ are named Wulff balls of $H$ centered at $x$ with radius $r$, and they are homothetic copies of the unitary Wulff ball $B_{H_0}$. We call Wulff shapes of $H$ centered at $x$ with radius $r$ the boundaries $\partial B_{H_0}^r(x)$ of $B_{H_0}^r(x)$, i.e.,

$$\partial B_{H_0}^r(x) := \{ y \in \mathbb{R}^N : H_0(x - y) = r \}.$$  

In what follows, to ease notation, we will omit the exponent $H_0$, that is, the Wulff ball (of $H$) $B_{H_0}^r(x)$ centered at $x$ of radius $r$ will be denoted just by $B_r(x)$.

Furthermore, from the homogeneity property of $H$ in (1.3) we have

$$\langle \nabla_\xi H(\xi), \xi \rangle = H(\xi), \quad \text{for any} \quad \xi \in \mathbb{R}^N,$$  \hspace{1cm} (2.3)

where the left-hand side is taken to be 0 when $\xi = 0$.

Given a measurable set $E \subset \mathbb{R}^N$, the anisotropic perimeter of $E$ in $\Sigma$ is defined by

$$P_H(E; \Sigma) := \sup \left\{ \int_E \text{div} (\sigma) \, dx : \sigma \in C^1_c(\Sigma; \mathbb{R}^N), \quad H_0(\sigma) \leq 1 \right\}.$$  

When $H$ is the Euclidean norm, we recover the usual Euclidean perimeter of $E$ in $\Sigma$

$$P(E; \Sigma) := \sup \left\{ \int_E \text{div} (\sigma) \, dx : \sigma \in C^1_c(\Sigma; \mathbb{R}^N), \quad |\sigma| \leq 1 \right\}.$$  

Notice that

$$P_H(E; \Sigma) \text{ is finite if and only if } P(E; \Sigma) \text{ is finite.}$$  \hspace{1cm} (2.4)

Indeed, all norms in $\mathbb{R}^N$ are equivalent. Thus, there exist two positive constants $k_1 \leq k_2$ such that $H$ satisfies

$$k_1|\xi| \leq H(\xi) \leq k_2|\xi| \quad \text{for any} \quad \xi \in \mathbb{R}^N.$$  

\hspace{1cm} (2.4)
$H$ give that
\[ \frac{1}{k_2} |\xi| \leq H_0(\xi) \leq \frac{1}{k_1} |\xi| \quad \text{for any } \xi \in \mathbb{R}^N, \]

and hence that
\[ k_1 P(E; \Sigma) \leq P_H(E; \Sigma) \leq k_2 P(E; \Sigma), \quad (2.5) \]
which gives (2.4).

If $E$ is a set of finite perimeter, then we can write that
\[ P(E; \Sigma) = \mathcal{H}^{N-1}(\Sigma \cap \partial^* E) \]
and that
\[ P_H(E; \Sigma) = \int_{\Sigma \cap \partial^* E} H(\nu) \, d\mathcal{H}^{N-1}, \quad (2.6) \]
where $\partial^* E$ is the reduced (or measure theoretic) boundary of $E$ on which an outer (measure theoretical) unit normal vector $\nu$ is defined (see [41] and, for the anisotropic setting, [2]).

Recalling the definition of the weighted anisotropic perimeter in (1.12) and of the weighted volume of a set in (1.13), we notice that, if $w$ is positively homogeneous of degree $\lambda \geq 0$ and $D$ is the quantity defined in (1.14), the following relation holds true
\[ P_{w,H}(B; \Sigma) = D \cdot w(\Sigma \cap B), \quad (2.7) \]
where $B$ is the unitary Wulff ball, see [12, Formula (1.14)].

For more details on $P_{w,H}(E; \Sigma)$ and for more general definitions, we refer the reader to [5] and [12] (see also [18]).

### 3 Additional ingredients for the proof of the main results

We collect here some other auxiliary results that turn out to be handy for the proof of the main theorems, such as a maximum principle in cones, a Stampacchia-type result, some geometric differential inequalities and a Pohozaev-type identity.

We start by proving the following maximum principle in cones.

**Lemma 3.1** (Maximum principle in cones) Let $u$ be a (weak) solution of
\[
\begin{aligned}
\left\{ \begin{array}{l}
- \text{div} \left\{ w(x) \, H(\nabla u)^{p-1} \nabla_{\xi} H(\nabla u) \right\} = \tilde{f}(x) \, w(x) \quad &\text{in } \Sigma \cap \Omega, \\
u = 0 \quad &\text{on } \Gamma_0, \\
\langle \nabla_{\xi} H(\nabla u), \nu \rangle = 0 \quad &\text{on } \Gamma_1 \setminus \{0\}.
\end{array} \right.
\end{aligned}
\]

where the weight $w$ is continuous in $\overline{\Sigma}$ and positive and locally Lipschitz in $\Sigma$. If $\tilde{f} \in L^\infty(\Sigma \cap \Omega)$ is nonnegative, then $u$ is nonnegative. In particular, if $\tilde{f} \equiv 0$, then $u \equiv 0$.

---

4 We stress that the right-hand side of (2.7) means “$D$ multiplied by $w(\Sigma \cap B)$” (recall also the notation in (1.13)); in particular, no confusion should arise with the derivative of $w$. 

---
Proof We set \( u^- := \max \{0, -u\} \) and we compute
\[
0 \leq \int_{\Sigma \cap \Omega} H^p(\nabla u^-) \, w(x) \, d\mathcal{H}^N = \int_{\{u < 0\}} H^p(\nabla u) \, w(x) \, d\mathcal{H}^N = \int_{\{u < 0\}} H(\nabla u)^{p-1} \langle \nabla \xi H(\nabla u), \nabla u \rangle \, w(x) \, d\mathcal{H}^N = \int_{\{u < 0\}} u \, \tilde{f}(x) \, d\mathcal{H}^N \leq 0,
\]
where in the second equality we used (2.3) and in the third equality we used the boundary value problem. Thus, \( \nabla u^- = 0 \) a.e. in \( \Sigma \cap \Omega \). Moreover, by Poincaré inequality (which holds true since \( u^- = 0 \) on \( \Gamma_0 \) and \( \mathcal{H}^{N-1}(\Gamma_0) > 0 \)) we find that \( u^- = 0 \), and hence \( u \geq 0 \) a.e. in \( \Sigma \cap \Omega \).

In what follows, we will exploit the following result regarding the singular set of solutions to the anisotropic weighted equation considered in the present paper. In the isotropic unweighted setting, the result is due to Lou (see [49, Theorem 1.1 and Corollary 1.1]). We mention that the results in [49] hold true for more general nonlinearities, namely \( f \in L^q(\Omega) \) with \( q > p/N \) and \( q \geq 2 \).

**Lemma 3.2** Let \( E \subset \mathbb{R}^N \) be a bounded domain. Let \( f \in L^\infty_{\text{loc}}(\mathbb{R}) \) and \( w \in C(\overline{E}) \), with \( w \) positive and locally Lipschitz in \( E \). Let \( u \) be a bounded weak solution of
\[
- \text{div} \left\{ w(x) \, H(\nabla u)^{p-1} \, \nabla \xi H(\nabla u) \right\} = f(u) \, w(x) \quad \text{in} \ E, \tag{3.1}
\]
that is, \( u \in W^{1,p}(E) \cap L^\infty(E) \) and
\[
\int_E H(\nabla u)^{p-1} \langle \nabla \xi H(\nabla u), \nabla \phi \rangle \, w(x) \, d\mathcal{H}^N = \int_E f \, \phi \, w(x) \, d\mathcal{H}^N \quad \text{for any } \phi \in C_0^\infty(E). \tag{3.2}
\]
Then, \( f = 0 \) a.e. in \( \{x \in E : \nabla u(x) = 0\} \).

We remark that we are not making any assumptions on the regularity of \( E \) in Lemma 3.2. As a matter of fact, in what follows we are going to apply this result with \( E := \Sigma \cap \Omega \).

**Proof of Lemma 3.2** We start by proving that
\[
a(\nabla u) := H(\nabla u)^{p-1} \, \nabla \xi H(\nabla u) \in W^{1,2}_{\text{loc}}(E). \tag{3.3}
\]
To prove this, we first observe that
\[
\text{if } \tilde{f} \in L^\infty_{\text{loc}}(E), \text{ then a solution of } - \text{div} \left\{ a(\nabla u) \right\} = \tilde{f} \text{ in } E \text{ satisfies (3.3)}. \tag{3.4}
\]
Indeed, when \( H \) is the Euclidean norm, this result can be found in [49, Lemma 2.1]. The anisotropic version of this result (for uniformly elliptic norms \( H \in C^2(\mathbb{R}^N \setminus \{0\}) \)) will appear in [4].

Now, in order to prove (3.3), we notice that (3.1) can be rewritten as
\[
- \text{div} \left\{ H(\nabla u)^{p-1} \, \nabla \xi H(\nabla u) \right\} = f(u) + H(\nabla u)^{p-1} \left\{ \frac{\nabla w(x)}{w(x)} \cdot \nabla \xi H(\nabla u(x)) \right\} \quad \text{in} \ E.
\]
Now we set
\[
\tilde{f}(x) := f(u(x)) + H(\nabla u(x))^{p-1} \left\{ \frac{\nabla w(x)}{w(x)} \cdot \nabla \xi H(\nabla u(x)) \right\}
\]
and we observe that, in light of our assumptions on $f$ and $w$, and the interior $C^{1,\gamma}$-regularity of $u$ (which holds true by [70]), $\tilde{f} \in L^{\infty}_{\text{loc}}(E)$. Here, we used that $u$ is bounded in order to apply [70]. We also used that $\frac{H(p)}{p} \in C^1(\mathbb{R}^N)$ (see e.g., [22, Lemma 2.2]). Thus, (3.3) follows from (3.4).

Now, for any $\varphi \in C_0^\infty(E)$ we set

$$\phi(x) := \frac{|a(\nabla u(x))|}{\varepsilon + |a(\nabla u(x))|} \varphi(x)$$

and we notice that $\phi \in W^{1,2}_0(E)$. By using $\phi$ as a test function in (3.2), we obtain that

$$\int_E \frac{|a(\nabla u)|}{\varepsilon + |a(\nabla u)|} \varphi(x) f w(x) d\mathcal{H}^N = \int_E \frac{|a(\nabla u)|}{\varepsilon + |a(\nabla u)|} \langle a(\nabla u), \nabla \varphi \rangle w(x) d\mathcal{H}^N$$

$$+ \varepsilon \int_E \frac{|a(\nabla u), \nabla (|a(\nabla u)|)}{(\varepsilon + |a(\nabla u)|)^2} \varphi(x) w(x) d\mathcal{H}^N.$$

(3.5)

By the Cauchy-Schwartz inequality we have that

$$\varepsilon \frac{|a(\nabla u), \nabla (|a(\nabla u)|)}{(\varepsilon + |a(\nabla u)|)^2} \leq |\nabla (|a(\nabla u)|)|,$$

and the last term is in $L^1(E)$ (actually in $L^2(E)$) and does not depend on $\varepsilon$. Notice also that

$$\int_{E \setminus \{\nabla u = 0\}} \frac{|a(\nabla u)|}{\varepsilon + |a(\nabla u)|} \varphi(x) f d\mathcal{H}^N = \int_E \frac{|a(\nabla u)|}{\varepsilon + |a(\nabla u)|} \varphi(x) f d\mathcal{H}^N.$$

(3.6)

Thus, by letting $\varepsilon \to 0^+$, (3.5), (3.6) and Lebesgue’s dominated convergence theorem give that

$$\int_{E \setminus \{\nabla u = 0\}} \varphi(x) f w(x) d\mathcal{H}^N = \int_E \langle a(\nabla u), \nabla \varphi \rangle w(x) d\mathcal{H}^N,$$

for any $\varphi \in C_0^\infty(E)$. Hence, this and (3.2) lead to

$$\int_E \varphi(x) f w(x) d\mathcal{H}^N = \int_{E \setminus \{\nabla u = 0\}} \varphi(x) f w(x) d\mathcal{H}^N$$

for any $\varphi \in C_0^\infty(E)$, and the desired result follows. $\square$

In what follows, for $t \in (-\infty, M]$ (where $M$ is that defined in (1.15)), we consider the sets

$$u^{-1}(t) := \{u = t\} := \{x \in \Sigma \cap \Omega : u(x) = t\} \quad \text{and} \quad \{u > t\} := \{x \in \Sigma \cap \Omega : u(x) > t\},$$

which are contained in $\Sigma \cap \Omega$ by definition.

Also, we consider the distribution-type functions:

$$I(t) := \int_{\{u > t\}} f(u) w(x) d\mathcal{H}^N, \quad \mu(t) := w(\{u > t\}),$$

(3.7)

and

$$K := I^\alpha \mu^\beta,$$

(3.8)

for any $\alpha, \beta \in \mathbb{R}$.
In the sequel, we will specify our choice of parameters $\alpha$ and $\beta$ as follows

$$\alpha := p' = \frac{p}{p-1} \quad \text{and} \quad \beta := \frac{p-D}{D(p-1)},$$

(3.9)

where $D$ is the quantity defined in (1.14).

We notice that, when $w \equiv 1$ (and hence $D = N$), these distribution-type functions are precisely those used in [63] in the isotropic unweighted case (when $\Sigma = \mathbb{R}^N$).

**Lemma 3.3** Let $\alpha$, $\beta$ be arbitrary real numbers and $\Omega \subset \mathbb{R}^N$ be a bounded smooth domain. Assume that $u \in C^{0,1}(\Sigma \cap \Omega) \cap C^1(\Sigma \cap \Omega)$ is nonnegative, $u = 0$ on $\Gamma_0$, and let $w$ be as in Lemma 3.1. Let $f \in L^\infty_{\text{loc}}([0, \infty))$ be nonnegative and let $I$, $\mu$, $K$ be those defined in (3.7) and (3.8). Then:

(i) The functions $I$, $\mu$ and $K$ are a.e. differentiable and

$$-K'(t) = \left[\alpha I(t)^{\alpha-1} \mu(t)^\beta f(t) + \beta I(t)^\alpha \mu(t)^{\beta-1}\right](-\mu'(t)) \quad \text{for a.e. } t. \quad (3.10)$$

(ii) For a.e. $t \in (0, M)$, it holds that

$$-\mu'(t) \geq \int_{\{u \geq t\}} \frac{w}{|\nabla u|} d\mathcal{H}^{N-1}. \quad (3.11)$$

Assume furthermore that $u$ is a weak solution of (1.5). Then:

(iii) If hypothesis (b) in Theorem 1.1 holds, then $I$, $\mu$ and $K$ are absolutely continuous functions for $t < M$.

(iv) Suppose in addition that $\alpha$ and $\beta$ are as in (3.9). Under the assumptions (a) and (b) in Theorem 1.1, $K(t)$ defined in (3.8) is nonincreasing for $t \in (0, M)$.

**Proof** We take inspiration from the arguments used in [63, Lemma 4] in the isotropic unweighted case $\Sigma = \mathbb{R}^N$. More details and related questions can be found, e.g., in [11,32,68].

(i) Since $I$ and $\mu$ are nonincreasing (by definition), they are a.e. differentiable. Also, they define nonpositive Lebesgue-Stieltjes measures $dI$ and $d\mu$ on $(0, M)$. By definition of Lebesgue integral, we find that

$$I(t) = \int_{\{u > t\}} f(u)w(x) d\mathcal{H}^N = -\int_0^t f(\tau) d\mu(\tau),$$

and hence $dI = f d\mu$. Thus, $I'(t) = f(t)\mu'(t)$ for $d\mu$-a.e. $t$. Now, since $w > 0$ in $\Sigma$ and $|\nabla u|$ is bounded in $\{u \geq t\}$, $\mu$ is strictly decreasing. As a consequence, we have that the Lebesgue measure on $(0, M)$ is absolutely continuous with respect to $d\mu$. Thus, we get that

$$I'(t) = f(t)\mu'(t) \quad \text{for a.e. } t,$$

and (3.10) easily follows. In all the paper, unless otherwise indicated, a.e. is always with respect to the Lebesgue measure.

(ii) We define

$$\mu_0(t) := w(\{u > t, |\nabla u| > 0\}).$$
Let $\varepsilon > 0$ and we use coarea formula to compute

$$w(t > 0, |\nabla u| > \varepsilon)) = \int_{\Sigma \cap \Omega} |\nabla u| \frac{\chi_{|u| > \varepsilon}}{|\nabla u|} w(x) \, d\mathcal{H}^N$$

$$= \int_{t}^{M} \int_{u^{-1}(t)} \frac{\chi_{|u| > \varepsilon}}{|\nabla u|} w(x) \, d\mathcal{H}^{N-1} \, dt$$

$$= \int_{t}^{M} \int_{u^{-1}(t) \cap |\nabla u| > \varepsilon} \frac{w(x)}{|\nabla u|} \, d\mathcal{H}^{N-1} \, dt.$$  \hspace{1cm} (3.12)

By monotone convergence, letting $\varepsilon \to 0$, we find that (3.12) still holds true for $\varepsilon = 0$ (and arbitrary $t$). Thus, $\mu_0(t)$ is absolutely continuous and

$$-\mu'_0(t) = \int_{u^{-1}(t) \cap |\nabla u| > 0} \frac{w(x)}{|\nabla u|} \, d\mathcal{H}^{N-1} \, dt,$$  \hspace{1cm} (3.13)

Again by using coarea formula we also find

$$0 = \int_{\Sigma \cap \Omega} |\nabla u| \chi_{|u| > \varepsilon, |\nabla u| = 0} \, d\mathcal{H}^N = \int_{t}^{M} \mathcal{H}^{N-1}(u^{-1}(t) \cap |\nabla u| = 0) \, dt,$$

and hence

$$\mathcal{H}^{N-1}(u^{-1}(t) \cap |\nabla u| = 0) = 0 \quad \text{for a.e. } t.$$  \hspace{1cm} (3.14)

Thus, we can replace (3.13) with

$$-\mu'_0(t) = \int_{u^{-1}(t)} \frac{w(x)}{|\nabla u|} \, d\mathcal{H}^{N-1} \, dt,$$  \hspace{1cm} (3.15)

Also, for a.e. $t \in (0, M)$ (where both $\mu'(t)$ and $\mu'_0(t)$ exist) we have that

$$-\mu'(t) = \lim_{s \to t^+} \frac{w(s \geq u > t)}{s - t} \geq \lim_{s \to t^+} \frac{w(s \geq u > t)}{s - t} = -\mu'_0(t).$$

Inequality (3.11) now follows from the latter equation and (3.15). We notice additionally that the equality sign holds for a.e. $t$ if $|\nabla u| = 0$ has zero $\mathcal{H}^N$-measure.

(iii) If $p < D$ and $\phi \leq f \leq \frac{Dp}{D-p} \phi$ for some nonincreasing function $\phi \geq 0$, then a solution of (1.5) satisfies

$$-\text{div} \left\{H(\nabla u)^{p-1} \nabla \xi H(\nabla u)\right\} = 0 \quad \text{in } \{u \geq t_0\},$$

where $t_0 \in [0, \infty)$ satisfies that $\phi(t) > 0$ for $t < 0$ and $\phi(t) \equiv 0$ for $t > t_0$. Hence, by Lemma 3.1, if $t_0 < +\infty$, we will have that $u = t_0 = M$ in $\{u \geq t_0\}$. Therefore, for every $t < M$ it holds that

$$-\text{div} \left\{H(\nabla u)^{p-1} \nabla \xi H(\nabla u)\right\} = f(u) \geq \phi(u) \geq \phi(t) > 0 \quad \text{in } \{0 \leq u < t\}.$$
(iv) Under hypothesis (a) of Theorem 1.1, the claim is obvious because $\alpha$ and $\beta$ in (3.9) are $\geq 0$. On the other hand, under hypothesis (b) we have that item (iii) in the statement of Lemma 3.3 applies and hence $K$ is absolutely continuous. Moreover, by item (i) we deduce that

$$- K' \geq 0 \quad \text{a.e.}$$

(3.16)

and hence $K$ is nonincreasing also in this case. To prove (3.16), we notice that in light of item (i), $- K'(t)$ has the same sign as $\alpha f(t) + \beta I(t)/\mu(t)$, since $I$, $\mu$, $-\mu'$ are nonnegative by definition. Thus, since $\beta < 0$, we need $I(t)/\mu(t) + (\alpha/\beta) f(t) \leq 0$ a.e. Observing that $I(t)/\mu(t)$ is the mean of $f(u)$ over the superlevel set $u > t$, we easily conclude that a sufficient condition for $I/\mu + (\alpha/\beta) f \leq 0$ is that $f(s) \leq -(\alpha/\beta) f(t)$, whenever $s > t$. And this is satisfied if $\phi \leq f \leq -(\alpha/\beta) \phi$ for some nonincreasing $\phi \geq 0$. Replacing $\alpha$, $\beta$ by their values in (3.9) we obtain the condition (b) in Theorem 1.1 since $-\alpha/\beta = p D/(D-p)$.

□

Lemma 3.4 (Pohozaev-type identity) Let $\Sigma$ be an open convex cone in $\mathbb{R}^N$ and let $\Omega \subset \mathbb{R}^N$ be a bounded smooth domain such that $\partial \Gamma_0 = \partial \Gamma_1$. Let $u \in C^1((\Sigma \cap \Omega) \cup \Gamma_0 \cup (\Gamma_1 \setminus \{0\})) \cap W^{1,\infty}(\Sigma \cap \Omega)$ be a solution of (1.5), with $f \in L^\infty_{\text{loc}}([0, \infty))$ nonnegative and $w$ satisfying (1.7) and (1.9). Let $D$ be as in (1.14).

Then, the following identity holds:

$$D \int_{\Sigma \cap \Omega} F(u) w(x) \, d\mathcal{H}^N + \frac{p - D}{p} \int_{\Sigma \cap \Omega} u f(u) w(x) \, d\mathcal{H}^N = \frac{1}{p'} \int_{\Gamma_0} H(\nabla u)^p \langle x, v \rangle w(x) \, d\mathcal{H}^{N-1},$$

(3.17)

where

$$F(s) := \int_0^s f(\tau) \, d\tau.$$

Proof Due to lack of regularity in our setting, in order to prove (3.17) we argue by approximation. We approximate $\Sigma \cap \Omega$ by Lipschitz domains $E_\delta$ obtained by chopping off a $\delta$-neighborhood of 0 (in the case $0 \in \Gamma_1$) and a $\delta$-tubular neighborhood of $\partial \Gamma_0$.

Step 1 We prove that for any $\eta \in C^{0,1}_c(E_\delta)$ we have that

$$- \int_{E_\delta} \mathcal{R} \nabla \eta \, d\mathcal{H}^N = \int_{E_\delta} \eta(x) w(x) \left\{ (N + \lambda) F(u) + \frac{p - (N + \lambda)}{p} u f(u) \right\} \, d\mathcal{H}^N,$$

(3.18)

where

$$\mathcal{R} := w(x) \left\{ x \left( F(u) - \frac{H(\nabla u)^p}{p} \right) + \langle x, \nabla u \rangle H(\nabla u)^p \nabla \xi H(\nabla u) \right. + \left. \frac{(N + \lambda) - p}{p} u H(\nabla u)^p \nabla \xi H(\nabla u) \right\}.$$

For any given $\eta \in C^{0,1}_c(E_\delta)$, we consider a smooth (say $C^{1,\gamma}$) open set $A \subset \subset E_\delta$ such that $\text{supp}(\eta) \subset A$.

Furthermore, by setting

$$\psi(t) := \frac{t^p}{p}, \quad \text{for} \ t \geq 0,$$
we see that \( u \) satisfies the equation

\[
- \text{div} \left( w(x) \psi' (H(\nabla u)) \nabla \xi H(\nabla u) \right) = f(u) \, w(x) \quad \text{in} \quad \Sigma \cap \Omega.
\]

For \( t \geq 0 \) and \( \varepsilon \in (0, 1) \), we let

\[
\psi_\varepsilon(t) := \psi \left( \sqrt{\varepsilon^2 + t^2} \right) - \psi(\varepsilon).
\]

We define \( \Psi(t) := \psi'(t) t \) and \( \Psi_\varepsilon(t) := \psi_\varepsilon'(t) t \). From a standard argument (see for instance [22, Lemma 4.2] or [8, Lemma 3.2]) we have that

\[
\psi_\varepsilon \to \psi \quad \text{and} \quad \Psi_\varepsilon \to \Psi \quad \text{uniformly on compact sets of} \quad [0, +\infty).
\]

Let \( u_\varepsilon \) be solution of

\[
\begin{aligned}
\text{div} \left( w(x) \psi_\varepsilon' (H(\nabla u_\varepsilon)) \nabla \xi H(\nabla u_\varepsilon) \right) &= f(u) \, w(x) \quad \text{in} \quad A \\
u_\varepsilon &= u \quad \text{on} \quad \partial A.
\end{aligned}
\]

Standard regularity results give that \( u_\varepsilon \in C^{1,\gamma}(\overline{A}) \cap W^{2,2}_{\text{loc}}(A) \) and \( u_\varepsilon \to u \) in \( C^1(\overline{A}) \), as \( \varepsilon \to 0 \). For example, one can obtain \( u_\varepsilon \) by minimizing the functional

\[
\int_A \left\{ \psi_\varepsilon (H(\nabla v)) - f(u(x)) \, v \right\} w(x) \, d\mathcal{H}^N
\]

among functions \( v \in W^{1,p}(A) \) with \( v - u \in W^{1,p}_0(A) \), and then exploit arguments similar to those used in [22, Proposition 4.3].

Notice that, since \( A \subset \subset \Sigma \), we have that \( w \in C^{0,1}(\overline{A}) \) and \( w > 0 \) on \( \overline{A} \) and hence the results of regularity (up to the boundary) contained in [48] can be used on \( A \).

Now we set

\[
\mathcal{R}_\varepsilon := w(x) \left\{ x \left( F(u) - \psi_\varepsilon (H(\nabla u_\varepsilon)) \right) + \langle x, \nabla u_\varepsilon \rangle \psi_\varepsilon' (H(\nabla u_\varepsilon)) \nabla \xi H(\nabla u_\varepsilon) \right\}
\]

and we exploit [61, Proposition 1] and [61, Remark at page 685] with

\[
\begin{aligned}
\mathcal{F}(x, \nabla u_\varepsilon) := \{ \psi_\varepsilon (H(\nabla u_\varepsilon)) - F(u(x)) \} w(x), \quad h := x, \quad a := \frac{(N + \lambda) - p}{p}
\end{aligned}
\]

and

\[
\mathcal{G}(x) := - f(u(x)) w(x),
\]

equation (2.3), and the fact that \( \langle x, \nabla w \rangle = \lambda \, w(x) \) in \( \Sigma \) (which holds true in light of the \( \lambda \)-homogeneity of \( w \)), to see that

\[
\begin{aligned}
\text{div}(\mathcal{R}_\varepsilon) &= (N + \lambda) \, F(u) \, w(x) + \frac{p - (N + \lambda)}{p} \, u_\varepsilon \, f(u) \, w(x) \\
&\quad + (N + \lambda) \, w(x) \left\{ \frac{\Psi_\varepsilon(H(\nabla u_\varepsilon))}{p} - \psi_\varepsilon(H(\nabla u_\varepsilon)) \right\} \\
&\quad + w(x) \left\{ F'(u) \langle x, \nabla u \rangle - f(u) \langle x, \nabla u_\varepsilon \rangle \right\}
\end{aligned}
\] (3.19)
in the weak sense in $A$. By recalling that $\eta \in C^{0,1}_c(E_\delta)$, and that $\text{supp}(\eta) \subset A$, we thus can write that
\[
- \int_{E_\delta} \mathcal{R}_\varepsilon \nabla \eta \, d\mathcal{H}^N = \int_{E_\delta} \eta(x) w(x) \left\{ (N + \lambda) F(u) + \frac{p - (N + \lambda)}{p} u_\delta^e f(u) \right\} d\mathcal{H}^N \\
+ (N + \lambda) \int_{E_\delta} \eta(x) w(x) \left\{ \frac{\Psi(H(\nabla u_\varepsilon))}{p} - \psi(H(\nabla u_\varepsilon)) \right\} d\mathcal{H}^N \\
+ \int_{E_\delta} \eta(x) w(x) \left\{ F'(u) \langle x, \nabla u \rangle - f(u) \langle x, \nabla u_\varepsilon \rangle \right\} d\mathcal{H}^N.
\]
(3.20)

We also note that
\[
\frac{\Psi(H(\nabla u))}{p} - \psi(H(\nabla u)) = 0.
\]
Moreover, since $F'(t) = f(t)$ for a.e. $t$, and hence $F'(u(x)) = f(u(x))$ for a.e. $x \in \{\nabla u \neq 0\}$, we thus have that
\[
\int_{E_\delta} \eta(x) w(x) \langle x, \nabla u \rangle \left\{ F'(u) - f(u) \right\} \, d\mathcal{H}^N = 0.
\]
Hence, by taking the limit for $\varepsilon \to 0$ in (3.20), we obtain (3.18).

**Step 2**

For $k \geq 1$ we define $\phi_k : \mathbb{R} \to [0, 1]$ as follows
\[
\phi_k(s) := \begin{cases} 
0 & \text{if } s \leq \frac{1}{k}, \\
k & \text{if } \frac{1}{k} < s < \frac{2}{k}, \\
1 & \text{if } s \geq \frac{2}{k}.
\end{cases}
\]

Then we define $\eta_k \in C^{0,1}_c(E_\delta)$ as
\[
\eta_k(x) := \phi_k(\text{dist}(x, \mathbb{R}^N \setminus E_\delta)).
\]
In this way we have that
\[
\eta_k(x) \to 1 \quad \text{for every } x \in E_\delta
\]
and that (see, e.g., [25, Formula (21)], [14, Sect. 7] and [3, Chapter 3])
\[
\lim_k \int_{E_\delta} \langle v, \nabla \eta_k \rangle d\mathcal{H}^N = - \int_{\partial E_\delta} \langle v, v \rangle d\mathcal{H}^{N-1}, \quad \text{for any } v \in C(\overline{E_\delta}; \mathbb{R}^N). \tag{3.21}
\]

Now we choose $\eta := \eta_k$ in (3.18) and we take the limit as $k \to \infty$, using (3.21) (with $v = \mathcal{R}$) and taking into account that the boundary conditions in (1.5) and the geometry of $\Sigma$ give that
\[
u = 0 \quad \text{and} \quad F(u) = 0 \quad \text{on } \Gamma_{0,\delta},
\]
\[
\langle \nabla \xi H(\nabla u), v \rangle = 0 \quad \text{and} \quad \langle x, v \rangle = 0 \quad \text{on } \Gamma_{1,\delta},
\]
where we have set
\[ \Gamma_{0,\delta} := \Gamma_0 \cap \partial E_\delta, \quad \Gamma_{1,\delta} := \Gamma_1 \cap \partial E_\delta \quad \text{and} \quad \Gamma_\delta := \partial E_\delta \setminus (\Gamma_{0,\delta} \cup \Gamma_{1,\delta}). \]

Thus, we obtain that
\[
\int_{\Gamma_{0,\delta}} w(x) \left\{ \langle x, \nabla u \rangle H^{p-1} (\nabla u) \langle \nabla \xi H(\nabla u), v \rangle - \langle x, v \rangle \frac{H (\nabla u)^p}{p} \right\} d\mathcal{H}^{N-1}
+ \int_{\Gamma_\delta} \langle \mathcal{R}, v \rangle d\mathcal{H}^{N-1}
= \int_{E_\delta} w(x) \left\{ (N + \lambda) F(u) - \frac{(N + \lambda) - p}{p} u f(u) \right\} d\mathcal{H}^N.
\]

By using that
\[ \nabla u = -|\nabla u| \nu \quad \text{on} \quad \Gamma_{0,\delta}, \]
(which holds true in light of the boundary condition on \( \Gamma_0 \) in (1.5)) and (2.3), the previous identity becomes
\[
\frac{1}{p'} \int_{\Gamma_{0,\delta}} w(x) H (\nabla u)^p \langle x, v \rangle d\mathcal{H}^{N-1} + \int_{\Gamma_\delta} \langle \mathcal{R}, v \rangle d\mathcal{H}^{N-1}
= \int_{E_\delta} w(x) \left\{ (N + \lambda) F(u) - \frac{(N + \lambda) - p}{p} u f(u) \right\} d\mathcal{H}^N,
\]
where \( p' = p/(p - 1) \). Then we take the limit as \( \delta \to 0 \). Since \( u \in W^{1,\infty}(\Sigma \cap \Omega) \) and \( \mathcal{H}^{N-1}(\Gamma_\delta) \) tends to 0 as \( \delta \to 0 \), we have that the integral over \( \Gamma_\delta \) tends to 0. Recalling that \( D = N + \lambda \), (3.17) follows. \( \square \)

## 4 Isoperimetric inequalities in convex cones

In this section, we revisit the existing literature on isoperimetric inequalities in convex cones and, providing several technical improvements to the previous results, we frame the isoperimetric theory into a convenient setting for our applications.

**Theorem 4.1** (Weighted anisotropic isoperimetric inequality in cones, [12]) Let \( \Sigma \) be an open convex cone in \( \mathbb{R}^N \) with vertex at the origin and let \( B \) be the unitary Wulff ball centered at the origin. Let \( w \) satisfy (1.7), (1.8), and (1.9). Then, for each measurable set \( E \subset \mathbb{R}^N \) with \( w(\Sigma \cap E) < \infty \),
\[
\frac{P_{w,H}(E; \Sigma)}{w(\Sigma \cap E)^{\frac{p}{p-1}}} \geq \frac{P_{w,H}(B; \Sigma)}{w(\Sigma \cap B)^{\frac{p}{p-1}}},
\]
where \( D = N + \lambda \), and \( \lambda \) is that in (1.7).

Theorem 4.1 has been obtained in by Cabré–Ros-Oton–Serra in [12] in the more general setting in which \( H \) is a gauge. Since we do not need such a generality here, we have stated it assuming that \( H \) is a norm.

As mentioned in the introduction, Wulff balls centered at the origin intersected with \( \Sigma \) are always minimizers of (4.1). Let us discuss about the uniqueness of those minimizers, or, in other words, about the characterization of the equality sign in (4.1).
In [12] the authors do not provide the characterization of the equality case, stating that such a characterization will be postponed in a future work. To the authors’ knowledge such a characterization among general sets in the unweighted anisotropic setting of Theorem 4.1 is still not available in the literature.

We recall that the isoperimetric inequality (4.1) in the unweighted isotropic setting (i.e., when \( w \equiv 1 \) and \( H \) is the Euclidean norm) is due to Lions–Pacella [47]. In this setting, they also obtained the characterization of the equality case when \( \Sigma \setminus \{0\} \) is assumed to be smooth.

Quantitative versions of inequality (4.1) in the unweighted isotropic setting (i.e., when \( w \equiv 1 \) and \( H \) is the Euclidean norm) including the characterization of the equality case (in cones that are not necessarily smooth outside the origin) have been obtained by Figalli-Indrei in [33]. In Theorem 4.2 below we show that their proof can be extended to the case of a general norm \( H \).

A quantitative version of inequality (4.1) in the weighted isotropic setting (i.e., with \( w \) as in Theorem 4.1 and \( H \) the Euclidean norm) including the characterization of the equality case (in cones that are not necessarily smooth outside the origin) has been recently obtained by Cinti–Glaudo–Pratelli–Ros-Oton–Serra in [18].

A different proof of Theorem 4.1 has been obtained by Milman-Rotem in [54]. There, the authors also provide a characterization under the additional assumption that \( \Sigma \cap E \) is convex\(^5\).

Due to the convexity restriction, we cannot apply their characterization in the present paper. In fact, in order to obtain Theorems 1.4, 1.5, 1.6 from Theorem 1.1, we need to use such a characterization on (almost all) the superlevel sets \( \{u > t\} \), and we do not know a priori whether those sets are convex or not.

**Theorem 4.2 (Characterization of minimizers in the unweighted anisotropic isoperimetric inequality in convex cones)** Let \( \Sigma \) be an open convex cone in \( \mathbb{R}^N \) with vertex at 0 and let \( B \) be the unitary Wulff ball centered at 0. Then,

\[
\frac{PH(E; \Sigma)}{\mathcal{H}^N(\Sigma \cap E)^{\frac{N-1}{N}}} \geq \frac{PH(B; \Sigma)}{\mathcal{H}^N(\Sigma \cap B)^{\frac{N-1}{N}}},
\]

for every measurable set \( E \subset \mathbb{R}^N \) with \( \mathcal{H}^N(\Sigma \cap E) < \infty \).

Moreover, up to rotations, we write \( \Sigma = \mathbb{R}^k \times \hat{\Sigma} \), where \( 0 \leq k \leq N \) and \( \hat{\Sigma} \subset \mathbb{R}^{N-k} \) is an open convex cone containing no lines, and the equality sign holds in (4.2) if and only if \( E \) is a Wulff ball of some radius \( r > 0 \) centered at \( x_0 \in \mathbb{R}^k \times \{0\}_{\mathbb{R}^{N-k}} \).

As already mentioned, when \( H \) is the Euclidean norm, the proof of Theorem 4.2 can be found in [33]. There, the authors observe that the (isotropic) isoperimetric inequality in cones (namely formula (5.7) with \( H \) being the Euclidean norm) can be obtained as an immediate corollary of the anisotropic isoperimetric inequality

\[
\frac{PK(E)}{\mathcal{H}^N(E)^{\frac{N-1}{N}}} \geq N\mathcal{H}^N(K)^{\frac{1}{N}}.
\]

Here, \( K \) is an open bounded convex set and, for a set \( E \) of finite perimeter (i.e., \( P(E; \mathbb{R}^N) < \infty \)),

\[
P_K(E) := \int_{\partial^* E} \|v_E(x)\|_{K_0} \, d\mathcal{H}^{N-1}.
\]

\(^5\) [54] has been published in [Adv. Math.262, 2014, 867–908]. In the published version, the convexity assumption in the characterization of minimizers was missing. This has been later fixed in [54] (see footnote 1 in [54]).
where \( \partial^* E \) is the reduced boundary of \( E \), \( \nu_E \) is the measure theoretic outer unit normal, and

\[
\| \nu \|_{K_0} := \sup \{ \langle \nu, z \rangle : z \in K \} .
\]

Inequality (4.3) and its characterization of the equality case are well known in the literature. We refer to [10,24,26,33,35,55,66,69] and references therein.

As noticed in [33], the choice \( K := \Sigma \cap B \), being \( B \) the unitary Euclidean ball centered at the origin allows to recover (4.2) when \( H \) is the Euclidean norm. This also allows to obtain the desired characterization. We will show that their argument still applies when \( H \) is any norm in \( \mathbb{R}^N \).

**Proof of Theorem 4.2** The strategy is to extend to a more general \( H \) the arguments used in [33, Theorem 2.2]. To this aim, we set

\[
K := \Sigma \cap B , \quad \text{where } B \text{ is the unitary Wulff ball.}
\]

Let now \( E \) be a set contained in \( \Sigma \) and with finite perimeter. We notice that, if \( z \in K \), then \( H_0(z) \leq 1 \), and hence by (2.2),

\[
\| \nu_E \|_{K_0} := \sup \{ \langle \nu_E, z \rangle : z \in K \} \leq H(\nu_E).
\]

By definition of \( \| \cdot \|_{K_0} \) it easily follows that \( \| \nu \|_{K_0} \) for \( \mathcal{H}^{N-1} \)-a.e. \( x \in \partial \Sigma \setminus \{0\} \), and hence also for \( \mathcal{H}^{N-1} \)-a.e. \( x \in \partial \Sigma \cap \partial^* E \). Thus,

\[
P_K(E) = \int_{\partial^* E} \| \nu_E(x) \|_{K_0} d\mathcal{H}^{N-1}
= \int_{\Sigma \cap \partial^* E} \| \nu_E(x) \|_{K_0} d\mathcal{H}^{N-1}
\leq \int_{\Sigma \cap \partial^* E} H(\nu_E(x)) d\mathcal{H}^{N-1}
= P_H(E; \Sigma),
\]

where in the last identity we used (2.6). In light of the inequality

\[
P_K(E) \leq P_H(E; \Sigma) \tag{4.4}
\]

and recalling (2.7) (with \( w \equiv 1 \)), it is clear that (4.2) follows from (4.3).

Now assume that \( E \) satisfies the equality in (4.2). In light of (4.4), \( E \) will also satisfy the equality in (4.3). By rescaling, if necessary, we may assume \( \mathcal{H}^N(E) = \mathcal{H}^N(K) \). Thus, we have that

\[
P(K; \Sigma) = N\mathcal{H}^N(K) = P_K(E) = P_H(E; \Sigma), \tag{4.5}
\]

where the first equality follows from (2.7) (with \( w \equiv 1 \)).

By [35] (see also [34, Theorem A.1]), we obtain that

\[
E = K + a \quad \text{with } a \in \Sigma . \tag{4.6}
\]

Notice that, for any \( v \in \Sigma \) it holds that

\[
P_H(v + K; \Sigma) = P_H(K; \Sigma) + P_H(S_v), \tag{4.7}
\]

where

\[
S_v := \{ x \in \partial^* \Sigma \cap B : \langle v_\Sigma(x), v \rangle \neq 0 \} = \{ x \in \partial^* \Sigma \cap B : \langle v_\Sigma(x), v \rangle < 0 \} .
\]
By putting together (4.5), (4.6) and (4.7), we get that

\[ P(K; \Sigma) = P_H(E; \Sigma) = P_H(K; \Sigma) + P_H(S_a), \]

and hence \( P_H(S_a) = 0 \). By recalling (2.5) we find that \( \mathcal{H}^{N-1}(S_a) = 0 \), and hence that \( \langle \nu_\Sigma(x), a \rangle = 0 \) for \( \mathcal{H}^{N-1} \)-a.e. \( x \in \partial^* \Sigma \). As in [33], this gives that the distributional derivative of \( \chi/\Sigma \) is zero in the direction defined by \( a \) and hence that

\[ \chi/\Sigma(x) = \chi/\Sigma(x + ta) \quad \text{for all } t \in \mathbb{R}. \]

Since \( \Sigma = \mathbb{R}^k \times \tilde{\Sigma} \), where \( 0 \leq k \leq n \) and \( \tilde{\Sigma} \subset \mathbb{R}^{N-k} \) contains no lines, we find that \( a \in \mathbb{R}^k \times \{0\}_{\mathbb{R}^{N-k}} \). This concludes the proof.

In the weighted isotropic setting, [18, Proposition 1.2] provides the characterization of the equality case.

**Theorem 4.3** (Characterization of minimizers in the weighted isotropic isoperimetric inequality in convex cones, [18]) Up to rotations, we can write \( \Sigma = \mathbb{R}^k \times \tilde{\Sigma} \), where \( 0 \leq k \leq N \) and \( \tilde{\Sigma} \subset \mathbb{R}^{N-k} \) is an open convex cone containing no lines. Assume that \( H \) is the Euclidean norm. Then, the equality sign holds in (4.1) (with \( H \) the Euclidean norm) if and only if \( E \) is a (Euclidean) ball of some radius \( r > 0 \) centered at \( x_0 \in \mathbb{R}^k \times \{0\}_{\mathbb{R}^{N-k}} \).

We point out that [18, Proposition 1.2] is stated for \( 0 \leq k < N \). However, notice that in the case \( k = N \) (i.e., \( \Sigma = \mathbb{R}^N \)), (4.1) reduces to the unweighted anisotropic isoperimetric inequality in \( \mathbb{R}^N \), whose characterization is well known in the literature (and of course is contained in Theorem 4.2). In fact, the assumptions on the weight \( w \) in Theorem 4.1 force \( w \) to be (a positive) constant whenever \( \Sigma = \mathbb{R}^N \) (see, e.g., [13, Remark 3.8 and Lemma 3.9] and [12]).

For other results and more information on weighted isoperimetric inequalities, we refer to Frank Morgan’s blog [56], [12,15,18], and references therein.

**Remark 4.4** In order to describe the results concerning the characterization of minimizers we used that, for any open convex cone \( \Sigma \subseteq \mathbb{R}^N \), without loss of generality, up to rotations, we can write \( \Sigma = \mathbb{R}^k \times \tilde{\Sigma} \), where \( 0 \leq k \leq N \) and \( \tilde{\Sigma} \subset \mathbb{R}^{N-k} \) is an open convex cone containing no lines.

## 5 Proof of Theorems 1.1, 1.4, 1.5 and 1.6

In this section, we exploit the results of the previous sections to prove Theorems 1.1, 1.4, 1.5 and 1.6. To this end, the following Gauss-Green-type identity and Hölder-isoperimetric-type inequality will be useful.

**Lemma 5.1** Suppose that the assumptions of Theorem 1.1 are satisfied. Let \( I \) be the function defined in (3.7). Then, we have the following:

(i) The Gauss-Green-type identity holds true, namely

\[ I(t) = \int_{\{u = t\}} H(\nabla u)^{p-1} H(\nu) w(x) d\mathcal{H}^{N-1} \quad \text{for a.e. } t \in (0, M). \quad (5.1) \]

(ii) The Hölder-isoperimetric-type inequality holds true, namely

\[ I(t)^{1/p} \left( \int_{\{u = t\}} \frac{w(x)}{H^p(\nabla u)^{p-1}} d\mathcal{H}^{N-1} \right)^{p-1} \frac{1}{p} \geq c(t) \mu^{p-1}(D), \quad \text{for a.e. } t \in (0, M), \quad (5.2) \]
where
\[ c := \frac{P_{w,H}(B; \Sigma)}{w(\Sigma \cap B)^{\frac{p-1}{p'}}} \] (5.3)
is the optimal constant in the weighted anisotropic isoperimetric inequality in cones (4.1), being B the unitary Wulff ball centered at the origin. Moreover, the equality sign holds in (5.2) if and only if \([u > t]\) is a minimizer of (4.1) and \(H(\nabla u)\) is constant on \([u = t]\).

**Proof** (i) Since the function \(u\) is of bounded variation in \(\Sigma \cap \Omega\), the coarea theorem for BV functions (see e.g. [30, Theorem 1, Sect. 5.5]) guarantees that the sets \([u > t]\) have finite perimeter for a.e. \(t\). For the measure theoretic boundary \(\partial^* \{u > t\}\), we see that
\[ \{u = t\} \cap \{|
abla u| > 0\} \subset \Sigma \cap \partial^* \{u > t\} \subset \{u = t\}. \] (5.4)

By recalling (3.14), we conclude that
\[ H_{N-1}(\{u = t\} \cap \{|
abla u| > 0\}) = H_{N-1}(\Sigma \cap \partial^* \{u > t\}) \text{ for a.e. } t, \] and the exterior measure theoretical normal vector \(\nu\) of \(\partial^* \{u > t\}\) satisfies, a.e. in the sense of the measure \(H_{N-1}^{-1}\):
\[ |
abla u|\nu = -\nabla u \cdot H_{N-1}^{-1} - \text{a.e. on } \Sigma \cap \partial^* \{u > t\}. \] (5.5)

Accordingly, by using (1.5) (we are using the differential equation together with the homogeneous boundary condition on \(\Gamma_1\)) and De Giorgi's structure theorem (see [50, Theorem 15.9] or [41]), we have, up to a standard approximation argument,
\[ I(t) = \int_{\{u > t\}} f(u) w(x) dH_N \]
\[ = \int_{\Sigma \cap \partial^* \{u > t\}} H(\nabla u)^{p-1} \langle \nabla \xi H(\nabla u), \nu \rangle w(x) dH_{N-1}^{-1}, \text{ for a.e. } t \in (0, M) \]
and hence, by using (2.3) and (5.5),
\[ I(t) = \int_{\Sigma \cap \partial^* \{u > t\}} H(\nabla u)^{p-1} H(\nu) w(x) dH_{N-1}^{-1}, \text{ for a.e. } t \in (0, M). \] (5.6)

By (3.14) and (5.4), we have that
\[ \int_{\Sigma \cap \partial^* \{u > t\}} H(\nabla u)^{p-1} H(\nu) w(x) dH_{N-1}^{-1} \]
\[ = \int_{\{u = t\}} H(\nabla u)^{p-1} H(\nu) w(x) dH_{N-1}^{-1}, \text{ for a.e. } t \in (0, M), \]
and the conclusion follows.

(ii) By the isoperimetric inequality (4.1), we have
\[ P_{w,H}(\{u > t\}; \Sigma) \geq c \, w(\{u > t\})^{\frac{p-1}{p'}} = c \, \mu(t)^{\frac{p-1}{p'}}, \text{ for a.e. } t \in (0, M), \] (5.7)
where \(c\) is the optimal (weighted anisotropic) isoperimetric constant defined in (5.3).

Now, by the homogeneity of \(H\) and (5.5),
\[ H(\nu) H(\nabla u)^{p-1} = H(\nu)^p |
abla u|^{p-1}. \]
By using this and (5.1), we compute that
\[
I(t)^\frac{1}{p} \left( \int_{\{u=t\}} \frac{w(x)}{|\nabla u|} d\mathcal{H}^{N-1} \right)^{\frac{p-1}{p}} = \left( \int_{\{u=t\}} H(v)^p |\nabla u|^{p-1} w(x) d\mathcal{H}^{N-1} \right)^{\frac{1}{p}}
\]
\[
\geq \int_{\{u=t\}} H(v) w(x) d\mathcal{H}^{N-1} = P_{w,H} (\{ u > t \}; \Sigma)
\]
\[
\geq c^\mu(t)^{\frac{1}{p-1}}.
\]

Here, the first inequality is a consequence of Hölder’s inequality, the second equality follows from (1.12) (by recalling (3.14) and (5.4)), and the last inequality comes from (5.7). Thus, (5.2) is proved. The characterization of the equality sign in (5.2) follows by noting that the equality holds in (5.2) if and only if the equality sign holds in both the inequalities in (5.8).

\[\square\]

We are now ready for the

**Proof of Theorem 1.1** We consider the function \( K \) defined in (3.8), with \( \alpha \) and \( \beta \) as defined in (3.9). Since \( K(t) \) is nonnegative and, by item (iv) of Lemma 3.3, nonincreasing, we have that
\[
K(0^-) \geq K(0^+) - K(M^-) \geq \int_0^M -K'(t) dt.
\]
(5.9)

Combining this inequality with (3.10) leads to
\[
K(0^-) \geq \int_0^M \left[ \alpha I(t)^{\alpha-1} \mu(t)^{\beta} f(t) + \beta I(t)^{\alpha} \mu(t)^{\beta-1} \right] (-\mu'(t)) dt \quad \text{for a.e. } t.
\]

Notice that equality here above holds true when \( K \) is absolutely continuous. Being the integrand in the right-hand side (that is \(-K'(t)\)) and \(-\mu'(t)\) nonnegative (and hence so is also the factor in the square bracket), we can use (3.11) to get
\[
K(0^-) \geq \int_0^M \left[ \alpha I(t)^{\alpha-1} \mu(t)^{\beta} f(t) + \beta I(t)^{\alpha} \mu(t)^{\beta-1} \right] \left( \int_{\{u=t\}} \frac{w(x)}{|\nabla u|} d\mathcal{H}^{N-1} \right) dt.
\]

Then we compute
\[
K(0^-) \geq \int_0^M \left[ \alpha I(t)^{\alpha-1} \mu(t)^{\beta} f(t) + \beta I(t)^{\alpha} \mu(t)^{\beta-1} \right] \left( \int_{\{u=t\}} \frac{w(x)}{|\nabla u|} d\mathcal{H}^{N-1} \right) dt
\]
\[
= \int_0^M \left[ \alpha I(t)^{\alpha-1} \mu(t)^{\beta} f(t) + \beta I(t)^{\alpha} \mu(t)^{\beta-1} \right] I(t)^{\frac{1}{p-1}}
\]
\[
\left( \int_{\{u=t\}} \frac{w(x)}{|\nabla u|} d\mathcal{H}^{N-1} \right) dt
\]
\[
\geq \int_0^M c^{\frac{p}{p-1}} \left[ \alpha I(t)^{\alpha-1} \mu(t)^{\beta} f(t) + \beta I(t)^{\alpha} \mu(t)^{\beta-1} \right] \mu(t)^{\frac{p(d-1)}{p+1}} dt,
\]
(5.10)

where the last inequality follows from (5.2) and the fact that the factor in the square brackets is nonnegative, being \(-K' \geq 0\).
Since (5.10) has been obtained by applying (5.2) on almost all the level sets, a necessary condition to get the equality in (5.10) is that, for a.e. \( t \in (0, M) \), \( \{u > t\} \) is a minimizer of (4.1) and \( H(\nabla u) \) is constant on \( \{u = t\} \).

Now we notice that the values of \( \alpha \) and \( \beta \) in (3.9) are set in order to satisfy

\[
\alpha - 1 - \frac{1}{p - 1} = 0 \quad \text{and} \quad \beta - 1 + \frac{p(D - 1)}{(p - 1)D} = 0.
\]

Thus, by setting

\[
F(s) := \int_0^s f(\tau) \, d\tau
\]

and \( p' = p/(p - 1) \), (5.10) leads to

\[
K(0^-) \geq \int_0^M c' \left[ p' f(t) \, w([u > t]) + \frac{p - D}{D(p - 1)} \int_{[u > t]} f(u) \, w(x) \, d\mathcal{H}^N \right] dt
= c' \int_0^M \int_{\Sigma \cap \Omega} \chi_{[u > t]} w(x) \left( p' f(t) + \frac{p - D}{D(p - 1)} f(u) \right) d\mathcal{H}^N dt
= c' \int_{\Sigma \cap \Omega} F(u) \, w(x) \, d\mathcal{H}^N + \frac{p - D}{D(p - 1)} \int_{\Sigma \cap \Omega} u \, f(u) \, w(x) \, d\mathcal{H}^N
= \frac{c'}{D} \int_{\Sigma \cap \Omega} F(u) \, w(x) \, d\mathcal{H}^N + \frac{p - D}{p} \int_{\Sigma \cap \Omega} u \, f(u) \, w(x) \, d\mathcal{H}^N.
\]

(5.11)

By noting that

\[
K(0^-) = \lim_{t \to 0^-} K(t) = w(\Sigma \cap \Omega) \frac{p - D}{D(p - 1)} \left[ \int_{\Sigma \cap \Omega} f(u) \, w(x) \, d\mathcal{H}^N \right]^{p'},
\]

we deduce from (5.11) that

\[
\frac{D}{p' c'} w(\Sigma \cap \Omega) \frac{p - D}{D(p - 1)} \left[ \int_{\Sigma \cap \Omega} f(u) \, w(x) \, d\mathcal{H}^N \right]^{p'}
\geq D \int_{\Sigma \cap \Omega} F(u) \, w(x) \, d\mathcal{H}^N + \frac{p - D}{p} \int_{\Sigma \cap \Omega} u \, f(u) \, w(x) \, d\mathcal{H}^N.
\]

(5.12)

Now we recall the weighted anisotropic Pohozaev identity (3.17):

\[
D \int_{\Sigma \cap \Omega} F(u) \, w(x) \, d\mathcal{H}^N + \frac{p - D}{p} \int_{\Sigma \cap \Omega} u \, f(u) \, w(x) \, d\mathcal{H}^N
= \frac{1}{p'} \int_{\Gamma_0} H^p(\nabla u) \, \langle x, v \rangle \, w(x) \, d\mathcal{H}^{N-1},
\]

where \( \Gamma_0 = \Sigma \cap \partial \Omega \). By using for the first time that \( \Omega \) is a Wulff ball, (2.1) gives that

\[
\langle x, v \rangle = R \, H(v) \quad \text{for} \ x \in \partial \Omega \supseteq \Gamma_0,
\]

where \( R \) is the radius of the Wulff ball \( \Omega \), and hence

\[
\frac{1}{p'} \int_{\Gamma_0} H^p(\nabla u) \, \langle x, v \rangle \, w(x) \, d\mathcal{H}^{N-1} = \frac{R}{p'} \int_{\Gamma_0} H^p(\nabla u) \, H(v) \, w(x) \, d\mathcal{H}^{N-1}.
\]

(5.13)
By using Hölder’s inequality and (1.12) we obtain
\[
\int_{\Gamma_0} H^{p-1}(\nabla u) H(v) w(x) d\mathcal{H}^{N-1} \\
= \int_{\Gamma_0} [H(v) w(x)]^{\frac{1}{p'}} \left[ H^{p-1}(\nabla u) (H(v) w(x))^{\frac{1}{p}} \right] d\mathcal{H}^{N-1} \\
\leq P_{w,H}(\Omega; \Sigma)^{\frac{1}{p'}} \left[ \int_{\Gamma_0} H^{p}(\nabla u) H(v) w(x) d\mathcal{H}^{N-1} \right]^{\frac{1}{p'}}.
\]
As a result, exploiting (5.1) (which also holds true for \( t = 0 \)), we conclude that
\[
\int_{\Gamma_0} H^{p}(\nabla u) H(v) w(x) d\mathcal{H}^{N-1} \geq \frac{1}{P_{w,H}(\Omega; \Sigma)^{\frac{1}{p}}} \left[ \int_{\Sigma \cap \Omega} f(u) w(x) d\mathcal{H}^{N} \right]^{p'}.
\]
The last inequality, (5.13) and (3.17) entail that
\[
D \int_{\Sigma \cap \Omega} F(u) w(x) d\mathcal{H}^{N} + \frac{p-D}{p} \int_{\Sigma \cap \Omega} u f(u) w(x) d\mathcal{H}^{N} \\
\geq \frac{R}{p' P_{w,H}(\Omega; \Sigma)^{\frac{1}{p}}} \left[ \int_{\Sigma \cap \Omega} f(u) w(x) d\mathcal{H}^{N} \right]^{p'}.
\] (5.14)
By recalling (5.3) and (2.7), the straightforward computation
\[
\frac{D}{p' c^{p'}} w(\Sigma \cap \Omega)^{\frac{p-D}{p(p-D)}} = \frac{R}{p' P_{w,H}(\Omega; \Sigma)^{\frac{1}{p}}} 
\]
shows that (5.12) and (5.14) are opposite inequalities. Thus, they hold with the equality sign, and hence, for a.e. \( t \in (0, M) \), \( \{u > t\} \) is a minimizer of (4.1) and \( H(\nabla u) \) is constant on \( \{u = t\} \).

Lemma 5.2 Suppose that the assumptions of Theorem 1.1 are satisfied. Up to rotations, we write \( \Sigma = \mathbb{R}^k \times \bar{\Sigma} \), where \( 0 \leq k \leq N \) and \( \bar{\Sigma} \subset \mathbb{R}^{N-k} \) is an open convex cone containing no lines. Assume that for a.e. \( t \in (0, M) \) the following two conditions are verified:

(i) \( \{u > t\} = \Sigma \cap B_{\rho(t)}(x(t)) \) where \( B_{\rho(t)}(x(t)) \) is the Wulff ball of radius \( \rho(t) \geq 0 \) centered at the point \( x(t) \in \mathbb{R}^k \times \{0_{\mathbb{R}^{N-k}}\} \), with \( \rho(t) \) and \( x(t) \) depending on \( t \);

(ii) \( H(\nabla u) \) is constant on \( \{u = t\} \).

Then, \( u \) is a radially symmetric and radially nonincreasing function. Moreover,
\[
u \text{ is radially strictly decreasing on } [0 < u < M],
\]
and
\[
\{0 < u < M\} \text{ is a Wulff annulus or a punctured Wulff ball centered at } 0 \text{ intersected with } \Sigma.
\]

Proof Let us consider the case \( k = N \). We follow the ideas used in [63, Lemma 6] in the isotropic setting. By reasoning as in [63, Lemma 6], we easily find that
\[
\{u > t\} = B_{\rho(t)}(x(t)) \text{ for every } t \in (0, M),
\]
where \( B_{\rho(t)}(x(t)) \) denotes the Wulff ball centered at \( x(t) \) with radius \( \rho(t) \). Hence, by continuity also (ii) holds for every \( t \in (0, M) \), that is, \( H(\nabla u) \) is constant on \( \partial B_{\rho(t)}(x(t)) \) for
every \( t \in (0, M) \). By (5.1), we thus find that
\[
P_w H (\partial B_{\rho(t)}(x(t))) H \left( \nabla u (\partial B_{\rho(t)}(x(t))) \right)^{p-1} = \int_{B_{\rho(t)}(x(t))} f(u) \, w(x) \, d\mathcal{H}^N.
\]
Notice that, since \( f \geq 0 \), by the maximum principle we cannot have \( f \equiv 0 \) on \( \{ u > t \} \) for \( t \in (0, M) \). Hence, \( \nabla u \) does not vanish in \( \{ 0 < u < M \} \).

Thus, \( u \) is a \( C^1 \) function whose gradient never vanishes in \( \{ u < M \} \), and hence \( \tilde{\mu}(t) := \mathcal{H}^N(\{ u > t \}) \) is locally Lipschitz in \( (0, M) \). Therefore, also \( \rho(t) = (\tilde{\mu}(t)/\mathcal{H}^N(B))^{1/N} \) is locally Lipschitz, being \( \mathcal{H}^N(B) \) the volume of the unitary Wulff ball.

We observe that \( B_{\rho(t)}(x(t)) = \{ u \geq t \} \supset \{ u \geq s \} = B_{\rho(s)}(x(s)) \) for \( t < s \), and therefore
\[
x(s) + \rho(s) \frac{x(s) - x(t)}{H_0(x(s) - x(t))} \in B_{\rho(s)}(x(s)) \subset B_{\rho(t)}(x(t)).
\]
As a consequence,
\[
\rho(t) \geq H_0 \left( x(s) + \rho(s) \frac{x(s) - x(t)}{H_0(x(s) - x(t))} - x(t) \right)
= H_0 \left( \frac{x(s) - x(t)}{H_0(x(s) - x(t))} \left( H_0(x(s) - x(t)) + \rho(s) \right) \right)
= H_0(x(s) - x(t)) + \rho(s),
\]
where in the last identity we used the homogeneity of \( H_0 \), and accordingly
\[
H_0(x(t) - x(s)) \leq \rho(t) - \rho(s) \quad \text{for } t < s, \quad (5.15)
\]
that gives that \( x(t) \) is also locally Lipschitz.

Now suppose by contradiction that \( u \) is not radially symmetric. Then \( x(t) \) would not be identically constant in \( (0, M) \) and hence we could find some \( t_0 \in (0, M) \) such that the velocity vector \( x'(t_0) \) would exist and be nonzero. Set
\[
\overline{\xi} := \frac{x'(t_0)}{H_0(x'(t_0))}, \quad P(t) := x(t) + \rho(t) \overline{\xi} \quad \text{and} \quad Q(t) := x(t) - \rho(t) \overline{\xi}.
\]
By definition, \( P(t) \) and \( Q(t) \) belong to \( \partial \{ u > t \} \) for every \( t \), and hence we have
\[
u(P(t)) = u(P(t)) = t \quad \text{for every } t, \quad (5.16)
\]
\[
\nabla u (P(t_0)) = -|\nabla u (P(t_0))| \nu(P(t_0)) \quad \text{and} \quad \nabla u (Q(t_0)) = -|\nabla u (Q(t_0))| \nu(Q(t_0)), \quad (5.17)
\]
where \( \nu \) denotes the exterior unit normal vector field to \( \{ u > t_0 \} = B_{\rho(t_0)}(x(t_0)) \). Moreover, since \( \overline{\xi} \in B = \{ x \in \mathbb{R}^N : H_0(x) = 1 \} \), by (2.1) it holds that
\[
\langle \nu_B(\overline{\xi}), \overline{\xi} \rangle = H(\nu_B(\overline{\xi})). \quad (5.18)
\]
We also observe that
\[
\nu(P(t_0)) = \nu_B(\overline{\xi}) = -\nu_B(-\overline{\xi}) = -\nu(Q(t_0)). \quad (5.19)
\]
To check this, we let \( B_r = \{ H_0(x) < r \} \) be the Wulff ball of radius \( r \) centered at the origin, and set \( B := B_1 \). For any \( x \in \partial B_r \) it holds that
\[
\nu_{B_r}(x) = \frac{\nabla x H_0(x)}{|\nabla x H_0(x)|} \quad \text{and} \quad \nu_{B_r}(-x) = \frac{\nabla x H_0(-x)}{|\nabla x H_0(-x)|}.
\]
Also, by the homogeneity of $H_0$ we have that
\[ \nabla_x H_0(tx) = \text{sgn}(t) \nabla_x H_0(x) \quad \text{for all } t \neq 0, x \neq 0 \]
and consequently
\[ v_{B_r}(r \xi) = v_B(\xi) = -v_B(-\xi) = v_{B_r}(-r \xi) \quad \text{for any } \xi \in \partial B, r \in \mathbb{R}^+. \] (5.20)

Additionally, taking into account the translation invariance of the normals, we obtain
\[ v_{B_r(x)}(x + r \xi) = v_{B_r}(r \xi) \quad \text{for any } x \in \mathbb{R}^N, r \in \mathbb{R}^+, \xi \in \partial B. \]

Combining this information and (5.20) we obtain (5.19), as desired.

Thus, from (5.18) and (5.19) we deduce that
\[ \langle v(P(t_0)) \rangle, \overline{\omega} = H(v(P(t_0))) \quad \text{and} \quad \langle v(Q(t_0)) \rangle, \overline{\omega} = -H(v(Q(t_0))}. \]

From this and (5.17), it follows that
\[ \langle \nabla u(P(t_0)) \rangle, \overline{\omega} = -H(\nabla u(P(t_0))) \quad \text{and} \quad \langle \nabla u(Q(t_0)) \rangle, \overline{\omega} = H(\nabla u(Q(t_0))). \] (5.21)

By using (5.16) and (5.21), we compute
\[ 1 = \frac{d}{dt} u(P(t)) \big|_{t=t_0} = \langle \nabla u(P(t_0)) \rangle, (H_0(x'(t_0)) + \rho'(t_0)) \overline{\omega} \]
\[ = -H(\nabla u(P(t_0))) \left( H_0(x'(t_0)) + \rho'(t_0) \right) \]
and
\[ 1 = \frac{d}{dt} u(Q(t)) \big|_{t=t_0} = \langle \nabla u(Q(t_0)) \rangle, (H_0(x'(t_0)) - \rho'(t_0)) \overline{\omega} \]
\[ = H(\nabla u(Q(t_0))) \left( H_0(x'(t_0)) - \rho'(t_0) \right). \]

But by assumption (ii), we have that $H(\nabla u(P(t_0))) = H(\nabla u(Q(t_0)))$. This leads to $H_0(x'(t_0)) = 0$, which is a contradiction.

Thus, $u$ is radially symmetric, i.e., $u = u(r)$, with $r = H_0(x)$. Since we showed that $\nabla u$ does not vanish on $\{0 < u < M\}$, we thus have $\delta_i u < 0$ in this open ring. The set $\{u = M\}$ could be a point, but also a closed ball (as it happens, e.g., in the example described in [63, pag. 1895]). This proves the result when $k = N$.

By direct inspection and recalling that $u$ is $C^1$ up to $\Gamma_1 \setminus \{0\}$, it is easy to check that the same proof remains valid when $1 \leq k \leq N - 1$. Notice that in this case we have that $\overline{\omega} \in \mathbb{R}^K \times \{0_{\mathbb{R}^{N-k}}\}$.

The case $k = 0$ is trivial. \(\square\)

We have now all the ingredients to complete the

**Proof of Theorems 1.4, 1.5 and 1.6** Theorems 1.4 and 1.5 easily follow by putting together Theorems 1.1, 4.2, and Lemma 5.2.

Theorem 1.6 easily follows by putting together Theorems 1.1, 4.3, and Lemma 5.2. \(\square\)
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