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A module over the Banach algebra is introduced. Let us call such an algebraic subject the $B(X)$-module, where $X$ and $B(X)$ stand for a Banach space and its Banach algebra, respectively. The $B(X)$-module does not correspond only to the extension of Banach algebra, but also to the general authorization of the Lie algebra consisting of differential operators. This algebraic entity is an operator algebra being introduced based on the framework of logarithmic representation of operators. There are two concepts, which are to be bridged in this Lecture Note: a set of infinitesimal generators generating groups or semigroups of operators, and the elements of Lie algebra. The following statements are valid:

- the sum of two closed operators are not necessarily a closed operator, so that the sum of two infinitesimal generators are not necessarily an infinitesimal generator;
- the sum of two elements in the Lie algebra are necessarily an element of the Lie algebra.

Here is a contradiction in some general situations, as seen in the relation between the Lie group and the Lie algebra in which the Lie algebra corresponds to a set of infinitesimal generators. Besides, these two statements are true if the two infinitesimal generators are bounded operator. More substantially, the product cannot be justified without limiting ourselves to (sub)sets of bounded operators. In this Lecture Note, by means of the logarithmic representation of infinitesimal generators of invertible evolution families, a set of generally-unbounded infinitesimal generators is characterized as an algebraic module over the Banach algebra. The logarithm of operators is a key to make a bridge for these contradicting statements.

The logarithm of an invective sectorial operator was introduced by Nollau [33] in 1969. After a long time, the logarithm of sectorial operators were studied again from 1990’s [3, 34, 35], and its utility was established with respect to the definition of the logarithms of operators [11, 31] (for a review of sectorial operators, see Hasse [12]). While the sectorial operator has been a generic framework to define the logarithm of operators, the sectorial property is not generally satisfied by the evolution families of operators. In this sense, it is necessary to introduce a simple and useful treatment for defining the logarithm of non-sectorial operators.

In this Lecture Note, the theory of $B(X)$-module is explained. The utility of the theory is confirmed in the application to

- the solvability of abstract Cauchy problem
- the generalization of the Cole-Hopf transform
- the foundation of the rotation group

in the latter parts of Sections II, III and IV. While some improvements are found, this Lecture Note is definitely the compilation of the recent developments shown in Refs. [15–19].
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I. LOGARITHMIC REPRESENTATION OF OPERATORS

A. Evolution family on Banach spaces

All the discussion begins with the definition of groups on the Banach spaces that will be generalized to a well-defined semigroup in later sections. Let $X$ and $B(X)$ be a Banach space with a norm $\| \cdot \|$ and a space of bounded linear operators on $X$ (for a textbook, see [12]). The same notation is used for the norm equipped with $B(X)$, if there is no ambiguity. After introducing the algebraic ring structure, the set of bounded operators $B(X)$ is called the Banach algebra.

The two-parameter group is defined on $X$. For a positive and finite $T$, let elements of evolution family \( \{ U(t, s) \}_{-T \leq t, s \leq T} \) be mappings: \( (t, s) \to U(t, s) \) satisfying the strong continuity for \(-T \leq t, s \leq T\) (for reviews or textbooks, see [1, 20, 24, 25, 36, 39]). The semigroup property:

$$U(t, r) U(r, s) = U(t, s), \quad (1)$$

and

$$U(s, s) = I, \quad (2)$$

are assumed to be satisfied, where $I$ denotes the identity operator of $X$. Both $U(t, s)$ and $U(s, t)$ are assumed to be well-defined to satisfy

$$U(s, t) U(t, s) = U(s, s) = I, \quad (3)$$

where $U(s, t)$ corresponds to the inverse operator of $U(t, s)$. Since $U(t, s) U(s, t) = U(t, t) = I$ is also true, the commutation between $U(t, s)$ and $U(s, t)$ follows. Operator $U(t, s)$, which is called the evolution operator in the following, is a generalization of exponential function; indeed the properties shown in Eqs. (1)-(3) are satisfied by $e^{t-s}$. Evolution family is an abstract concept of exponential function valid for both finite and infinite dimensional Banach spaces. Due to the validity of Eq. (3), the invertible evolution family is to be associated with some linear evolution equations of parabolic and hyperbolic types or those of dispersive type. In the same context, the obtained results can be directly applied to some semilinear evolution equations (for a text book, see [7]).

Let $Y$ be a dense Banach subspace of $X$, and the topology of $Y$ be stronger than that of $X$. The space $Y$ is assumed to be $U(t, s)$-invariant. Following the definition of $C_0$-(semi)group (cf. the assumption $H_2$ in Sec. 5.3 of Pazy [36] or corresponding discussion in Kato [21, 22]), $U(t, s)$ is assumed to satisfy the boundedness; there exist real numbers $M$ and $\beta$ such that

$$\|U(t, s)\|_{B(X)} \leq Me^{\beta t}, \quad \|U(t, s)\|_{B(Y)} \leq Me^{\beta t}. \quad (4)$$

Inequalities (4) are practically reduced to

$$\|U(t, s)\|_{B(X)} \leq Me^{\beta T}, \quad \|U(t, s)\|_{B(Y)} \leq Me^{\beta T},$$

when $t$-interval is restricted to be finite $[-T, T]$.

Next, for the well-defined $U(t, s)$, the counterpart of the logarithm in the abstract framework is introduced. There are two concepts associated with the logarithm of operators; one is the infinitesimal generator and the other is $t$-differential of $U(t, s)$. These two concepts are connected as follows.

**Definition 1** (Pre-infinitesimal generator) For $-T \leq t, s \leq T$, the weak limit

$$\lim_{h \to 0} h^{-1}(U(t + h, s) - U(t, s)) u_s = \lim_{h \to 0} h^{-1}(U(t + h, t) - I) U(t, s) u_s,$$

is assumed to exist for certain $u_s$, which is an element of a dense subspace $Y$ of $X$. A linear operator $A(t) : Y \to X$ is defined by

$$A(t) u_s := \lim_{h \to 0} h^{-1}(U(t + h, t) - I) u_s \quad (5)$$

for $u \in Y$ and $-T \leq t, s \leq T$. The operator $A(t)$ for a whole family \( \{ U(t, s) \}_{-T \leq t, s \leq T} \) is called the pre-infinitesimal generator.
Let $t$-differential of $U(t, s)$ in a weak sense be denoted by
\[ \partial_t U(t, s) u_s = A(t) U(t, s) u_s. \] (6)
Equation (6) is regarded as a differential equation satisfied by $u(t) = U(t, s)u_s$ that implies a relation between $A(t)$ and the logarithm:
\[ A(t) = [\partial_t U(t, s)] U(s, t). \]
The relation between $A(t)$ and the logarithm is discussed in the next section. Pre-infinitesimal generators are not necessarily infinitesimal generators without assuming a dense property of domain space $Y$ in $X$. For example, in $t$-independent cases, an operator $A(t)$ defined by Eq. (4) is not necessarily a densely-defined and closed linear operator, while $A(t)$ must be a densely-defined and closed linear operator with its resolvent set included in $\{ \lambda \in \mathbb{C} : \Re \lambda > \beta \}$ for $A(t)$ to be the infinitesimal generator. On the other hand, infinitesimal generators are necessarily pre-infinitesimal generators. That is, only the exponentiability with a certain ideal domain is valid to the pre-infinitesimal generators. The definition of pre-infinitesimal generator is useful in terms of providing the algebraic structure. Let a set of pre-infinitesimal generators be denoted by $G(X)$. It is trivial that $B(X) \subset G(X)$.

B. Logarithmic representation of pre-infinitesimal generator

The logarithmic representation of infinitesimal generator is introduced in order to clarify the structure of infinitesimal generators. The logarithm of $U(t, s)$ is defined by the Dunford-Riesz integral. The boundedness of $U(t, s)$ on $X$ makes the problem rather easy. Indeed the boundedness allows us to introduce the translation on the complex plane as a tool to realize the parallel displacement of the entire spectral set. On the other hand, two difficulties inherent to the logarithm arise. By introducing a constant $\kappa \in \mathbb{C}$, the singularity can be handled. This simple treatment is definitely practical to well-define the logarithm of non-sectorial operators. By introducing a principal branch (denoted by “Log”) of the logarithm (denoted by “log”), the multi-valued property is handled. Indeed, for any complex number $z \in \mathbb{C}$, a branch of logarithm is defined by
\[ \Log z = \log |z| + i \arg Z, \]
where $Z$ is a complex number chosen to satisfy $|Z| = |z|$, $-\pi < \arg Z \leq \pi$, and $\arg Z = \arg z + 2n\pi$ for a certain integer $n$.

**Lemma 1 (Logarithmic representation of operators)** Let $t$ and $s$ satisfy $0 \leq t, s \leq T$. For a given $U(t, s)$ defined in Sec. 13, its logarithm is well defined; there exists a certain complex number $\kappa$ satisfying
\[ \Log(U(t, s) + \kappa I) = \frac{1}{2\pi i} \int_\Gamma \Log \lambda \ (\lambda - U(t, s) - \kappa)^{-1} d\lambda, \] (7)
where an integral path $\Gamma$, which excludes the origin, is a circle in the resolvent set of $U(t, s) + \kappa I$. Here $\Gamma$ is independent of $t$ and $s$. $\Log(U(t, s) + \kappa I)$ is bounded on $X$.

**Proof.** The logarithm $\Log$ holds the singularity at the origin, so that it is necessary to show a possibility of taking a simple closed curve (integral path) excluding the origin in order to define the logarithm by means of the Dunford-Riesz integral. It is not generally possible to take such a path in case of $\kappa = 0$.

First, $U(t, s)$ is assumed to be bounded for $0 \leq t, s \leq T$ (Eq. (11)), and the spectral set of $U(t, s)$ is a bounded set in $\mathbb{C}$. Second, for $\kappa$ satisfying
\[ |\kappa| > Me^{-\beta T}, \]
the spectral set of $U(t, s) + \kappa I$ is separated with the origin. Consequently it is possible to take an integral path $\Gamma$ including the spectral set of $U(t, s) + \kappa I$ and excluding the origin. Equation (7) follows from the Dunford-Riesz integral. Furthermore, by adjusting the amplitude of $\kappa$, an appropriate integral path always exists independent of $t$ and $s$. $\Log(U(t, s) + \kappa I)$ is bounded on $X$, since $\Gamma$ is included in the resolvent set of $(U(t, s) + \kappa I)$. $\Box$

According to this lemma, by introducing nonzero $\kappa$, the logarithm of $U(t, s) + \kappa I$ is well-defined without assuming the sectorial property to $U(t, s)$. On the other hand Eq. (7) is valid with $\kappa = 0$ only for limited cases.
**Theorem 2 (Logarithmic representation of infinitesimal generators)** Let $t$ and $s$ satisfy $-T \leq t, s \leq T$, and $Y$ be a dense subspace of $X$. For $U(t, s)$ defined in Sec. [7], let $A(t) \in G(X)$ and $\partial_t U(t, s)$ be determined by Eqs. [6] and [8] respectively. If $A(t)$ and $U(t, s)$ commute, pre-infinitesimal generators $\{A(t)\}_{-T \leq t \leq T}$ are represented by means of the logarithm function; there exists a certain complex number $\kappa \neq 0$ such that

$$A(t) u_s = (I + \kappa U(s, t)) \partial_t \log (U(t, s) + \kappa I) u_s,$$

where $u_s$ is an element in $Y$. Note that $U(t, s)$ defined in Sec. [7] is assumed to be invertible.

**Proof.** For $U(t, s)$ defined in Sec. [7] operators $\log (U(t, s) + \kappa I)$ and $\log (U(t + h, s) + \kappa I)$ are well defined for a certain $\kappa$ (Lemma [11]). The $t$-differential in a weak sense is formally written by

$$\lim_{h \to 0} \frac{1}{h} (\log (U(t + h, s) + \kappa I) - \log (U(t, s) + \kappa I))$$

$$= \lim_{h \to 0} \frac{1}{h} \int_{\Gamma} \log \lambda \left\{ (\lambda - U(t + h, s) - \kappa)^{-1} - (\lambda - U(t, s) - \kappa)^{-1} \right\} d\lambda$$

$$= \lim_{h \to 0} \frac{1}{2\pi i} \int_{\Gamma} \log \lambda \left\{ (\lambda - U(t + h, s) - \kappa)^{-1} \left(\frac{U(t + h, s) - U(t, s)}{h}\right) (\lambda - U(t, s) - \kappa)^{-1} \right\} d\lambda$$

where $\Gamma$, which is possible to be taken independent of $t, s$ and $h$ for a sufficiently large certain $\kappa$, denotes a circle in the resolvent set of both $U(t, s) + \kappa I$ and $U(t + h, s) + \kappa I$. A part of the integrand of Eq. (9) is estimated as

$$\left\| \left\{ (\lambda - U(t + h, s) - \kappa)^{-1} \left(\frac{U(t + h, s) - U(t, s)}{h}\right) (\lambda - U(t, s) - \kappa)^{-1} \right\} v \right\|_X$$

$$\leq \left\| \left\{ (\lambda - U(t + h, s) - \kappa)^{-1} \right\} (U(t + h, s) - U(t, s))(\lambda - U(t, s) - \kappa)^{-1} \right\|_{B(X)} v \right\|_X,$$

for $v \in X$. There are two steps to prove the validity of Eq. (9).

**1st step** the former part of the right hand side of Eq. (10) satisfies

$$\left\| \left\{ (\lambda - U(t + h, s) - \kappa)^{-1} \right\} \right\|_{B(X)} < \infty,$$

since $\lambda$ is taken from the resolvent set of $U(t + h, s) - \kappa I$. In the same way the operator $(\lambda - U(t, s) - \kappa)^{-1}$ is bounded on $X$ and $Y$. Then the continuity of the mapping $t \to (\lambda - U(t, s) - \kappa)^{-1}$ as for the strong topology follows:

$$\left\| (\lambda - U(t + h, s) - \kappa)^{-1} - (\lambda - U(t, s) - \kappa)^{-1} \right\|_{B(X)}$$

$$\leq \left\| (\lambda - U(t + h, s) - \kappa)^{-1} \right\|_{B(X)} \| (U(t + h, s) - U(t, s))(\lambda - U(t, s) - \kappa)^{-1} \|_{B(X)}.$$

**2nd step** The latter part of the right hand side of Eq. (10) is estimated as

$$\left\| \left(\frac{U(t + h, s) - U(t, s)}{h}\right)(\lambda - U(t, s) - \kappa)^{-1} u \right\|_X$$

$$= \frac{1}{h} \int_t^{t+h} A(t) \partial_t U(t, s)(\lambda - U(t, s) - \kappa)^{-1} u d\tau$$

$$\leq \frac{1}{h} \int_t^{t+h} \| A(t) \partial_t U(t, s) \|_{B(Y, X)} \| (\lambda - U(t, s) - \kappa)^{-1} \|_{B(X)} \| u \|_X d\tau$$

for $u \in Y$. Because $\| A(t) \partial_t U(t, s) \|_{B(Y, X)} < \infty$ is true by assumption, the right hand side of Eq. (11) is finite. Equation (11) shows the uniform boundedness with respect to $h$, then the uniform convergence $(h \to 0)$ of Eq. (9) follows. Consequently the weak limit process $h \to 0$ for the integrand of Eq. (9) is justified, as well as the commutation between the limit and the integral.

According to Eq. (9), interchange of the limit with the integral leads to

$$\partial_t \log (U(t, s) + \kappa I) u = \frac{1}{2\pi i} \int_{\Gamma} \log \lambda \left\{ (\lambda - U(t, s) - \kappa)^{-1} \left(\frac{U(t + h, s) - U(t, s)}{h}\right) (\lambda - U(t, s) - \kappa)^{-1} \right\} u$$

for $u \in Y$. Because it is also allowed to interchange $A(t)$ with $U(t, s)$,

$$\partial_t \log (U(t, s) + \kappa I) u = \frac{1}{2\pi i} \int_{\Gamma} \log \lambda \left\{ (\lambda - U(t, s) - \kappa)^{-1} A(t) U(t, s) (\lambda - U(t, s) - \kappa)^{-1} \right\} u$$

$$= \frac{1}{2\pi i} \int_{\Gamma} \log \lambda \left\{ (\lambda - U(t, s) - \kappa)^{-1} \right\} u \partial_t A(t) u.$$
for \( u \in Y \). A part of the right hand side is calculated as

\[
\frac{1}{2\pi i} \int_\Gamma \left( \log \lambda \right) (\lambda - U(t, s) - \kappa)^{-2} U(t, s) \, d\lambda
\]

\[
= \frac{1}{2\pi i} \int_\Gamma \frac{1}{\lambda} (\lambda - U(t, s) - \kappa)^{-1} U(t, s) \, d\lambda
\]

\[
= \frac{1}{2\pi i} \int_\Gamma \frac{1}{\lambda} (\lambda - U(t, s) - \kappa)^{-1} \{\lambda - \kappa - (\lambda - U(t, s) - \kappa)\} \, d\lambda
\]

\[
= \frac{1}{2\pi i} \int_\Gamma (\lambda - U(t, s) - \kappa)^{-1} \, d\lambda - \frac{1}{2\pi i} \int_\Gamma (\lambda - U(t, s) - \kappa)^{-1} \, d\lambda
\]

\[
= \frac{1}{2\pi i} \int_\Gamma \{\lambda - U(t, s) - \kappa\}^{-1} \, d\lambda - \frac{1}{2\pi i} \int_\Gamma (\lambda - U(t, s) - \kappa)^{-1} \, d\lambda
\]

\[
= \frac{1}{2\pi i} \int_\Gamma (\lambda - U(t, s) - \kappa)^{-1} \, d\lambda - \kappa(U(t, s) + \kappa I)^{-1} \left\{ \frac{1}{2\pi i} \int_\Gamma \frac{1}{\lambda} (U(t, s) + \kappa I)(\lambda - U(t, s) - \kappa)^{-1} \, d\lambda \right\}
\]

\[
= \frac{1}{2\pi i} \int_\Gamma (\lambda - U(t, s) - \kappa)^{-1} \, d\lambda - \kappa(U(t, s) + \kappa I)^{-1} \left\{ \frac{1}{2\pi i} \int_\Gamma (\lambda - U(t, s) - \kappa)^{-1} \, d\lambda - \frac{1}{2\pi i} \int_\Gamma \frac{1}{\lambda} \, d\lambda \right\}
\]

\[
= (I - \kappa(U(t, s) + \kappa I)^{-1}) \frac{1}{2\pi i} \int_\Gamma (\lambda - U(t, s) - \kappa)^{-1} \, d\lambda
\]

\[
= (I - \kappa(U(t, s) + \kappa I)^{-1}) \frac{1}{2\pi i} \int_{|\nu|=r} \sum_{n=1}^{\infty} \frac{U(t, s)^n}{\nu^{n+1}} \, d\nu
\]

\[
= I - \kappa(U(t, s) + \kappa I)^{-1}
\]

due to the integration by parts, where \(|\lambda - \kappa| = |\nu| = r\) is a properly chosen circle large enough to include \(\Gamma\). \((2\pi i)^{-1} \int_\Gamma \lambda^{-1} \, d\lambda = 0\) is seen by applying \(d\log \lambda / d\lambda = 1/\lambda\). \((2\pi i)^{-1} \int_{|\nu|=r} \sum_{n=1}^{\infty} U(t, s)^n \nu^{-n-1} \, d\nu = I\) follows from the singularity of \(\nu^{-n-1}\).

Consequently

\[
A(t) \, u_s = \{I - \kappa(U(t, s) + \kappa I)^{-1}\}^{-1} \partial_t \log \, (U(t, s) + \kappa I) \, u_s
\]

\[
= (U(t, s) + \kappa I) U(t, s)^{-1} \partial_t \log \, (U(t, s) + \kappa I) \, u_s
\]

\[
= (I + \kappa U(s, t)) \partial_t \log \, (U(t, s) + \kappa I) \, u_s
\]

(12)

is obtained for \(u_s \in Y\). □

What is introduced by Eq. (6) is a kind of resolvent approximation of \(A(t)\)

\[
\partial_t \log \, (U(t, s) + \kappa I) = (I + \kappa U(s, t))^{-1} A(t)
\]

in which \(A(t)\) is approximated by the resolvent operator of \(U(s, t)\). As seen in the following it is notable that there is no need to take \(\kappa \to 0\). This point is different from the usual treatment of resolvent approximations; indeed it is impossible to take \(\kappa \to 0\) if the origin is not included in the resolvent set of \(U(t, s)\). On the other hand, it is also seen by Eq. (6) that

\[
\partial_t \log \, (U(t, s) + \kappa I) = (U(t, s) + \kappa I)|_{\kappa=0} A(t)(U(t, s) + \kappa I)^{-1}
\]

(13)

shows a structure of similarity transform, where \((U(t, s) + \kappa)|_{\kappa=0}\) means \(U(t, s) + \kappa\) satisfying a condition \(\kappa = 0\).
II. REGULARIZED EVOLUTION OPERATOR

A. Alternative infinitesimal generator

The alternative infinitesimal generator is introduced in order to extract bounded parts from the pre-infinitesimal generator $A$ [16]. The operator $A(t) \in G(X)$ is generally unbounded in $X$. A bounded operator $a(t,s)$ on $X$ is introduced.

Definition 2 (Alternative infinitesimal generator) For a certain $v_s \in X$, the alternative infinitesimal generator $\partial_t a(t,s)$ to $A(t) \in G(X)$ is defined using

$$a(t,s)v_s := \text{Log} (U(t,s) + \kappa I)v_s$$

(14)

on $X$, where $\partial_t$ denotes $t-$differential in a weak sense.

The meaning of $a(t,s)$ is shown. According to the logarithmic representation,

$$A(t) u_s = (I - \kappa (U(t,s) + \kappa I)^{-1})^{-1} \partial_t a(t,s) u_s$$

is obtained. Since $a(t,s)$ is a bounded operator defined by the Dunford-Riesz integral, $v_s$ in the definition of alternative infinitesimal generator can be taken from $X$. Since $\kappa$ is chosen to separate the spectral set of $U(t,s) + \kappa I$ from the origin, the inverse operator of $U(t,s) + \kappa I$ always exists, as $\kappa$ is taken from $\{ \lambda \in \mathbb{C}; |\lambda| > Me^{\delta T} \}$. As seen in Eq. (13), from a different point of view, $\partial_t a(t,s)$ is regarded as a similarity transformed $A(t)$:

$$\partial_t a(t,s) = (U(t,s) + \kappa I)|_{\kappa = 0} A(t)(U(t,s) + \kappa I)^{-1},$$

(15)

where the introduction of nonzero $\kappa$ brings about the distortion of the transform. Due to the boundedness of $a(t,s)$ on $X$, $e^{\alpha(t,s)}$ is always well-defined by a convergent power series. It leads to the holomorphic property of $e^{\alpha(t,s)}$. Here is the reason why $e^{\alpha(t,s)}$ is called the regularized evolution operator.

Definition 3 (Regularized evolution operator) The alternative infinitesimal generator $\partial_t a(t,s)$ generates the regularized evolution operator

$$e^{\alpha(t,s)} = \sum_{n=0}^{\infty} \frac{\alpha(t,s)^n}{n!},$$

(16)

which is represented by the convergent power series.

It is remarkable that

$$\text{Log} e^{\alpha(t,s)} = \text{Log}(U(t,s) + \kappa I)$$

is always satisfied, while

$$\int (I + \kappa U(s,t))^{-1} A(t) \ dt = \text{Log} (U(t,s) + \kappa I)$$

is not necessarily satisfied because the limited range of imaginary spectral distribution is necessarily true only for the right hand side. In this sense $a(t,s)$ corresponds to the extracted bounded part of the infinitesimal generator $A(t)$. The regularized trajectory in finite/infinite dimensional dynamical systems (for textbooks, see [13, 41]) arises from the regularized evolution operator. Note that, because the well-defined $\partial_t a(t,s)$ is not necessary to for $e^{\alpha(t,s)}$ to be well-defined. This fact essentially simplifies the discussion in applying $e^{\alpha(t,s)}$ in which there is no need to consider weak differential.

Using the relation between the logarithm and the exponential,

$$U(t,s) = e^{\alpha(t,s)} - \kappa I$$

is valid. It shows a correspondence between $e^{\alpha(t,s)}$ and $U(t,s)$ at the level of an evolution operator. One difference is whether the semigroup property is satisfied or not, and another difference is whether the convergence power series representation is always true or not. Meanwhile, at the level of infinitesimal generators, there is a substantial difference between $a(t,s)$ and $A(t)$. That is, $a(t,s)$ is always bounded on $X$, while $A(t)$ is not necessarily bounded on $X$. Because of the boundedness of $a(t,s)$ on $X$, the inverse operator $e^{-\alpha(t,s)}$ always exists if $e^{\alpha(t,s)}$ exists. One of the essential ideas in this Lecture Note is to generate $e^{\alpha(t,s)}$, instead of generating $U(t,s)$.
Theorem 3 (Modified semigroup property) For the operator $e^{a(t,s)}$ on $X$, the semigroup property is replaced with

$$e^{a(t,s)} - e^{a(t,r)}e^{a(r,s)} = \kappa(\kappa + 1)I - \kappa(e^{a(t,r)} + e^{a(r,s)})$$

$$e^{a(s,s)} - I = \kappa I.$$  \hspace{1cm} (17)

The inverse relation is replaced with

$$e^{a(s,t)}e^{a(t,s)} - e^{a(s,s)} = \kappa(e^{a(t,s)} + e^{a(s,t)}) - \kappa(\kappa + 1)I.$$ \hspace{1cm} (18)

In particular the commutation

$$e^{a(s,t)}e^{a(t,s)} - e^{a(t,s)}e^{a(s,t)} = 0$$

is necessarily valid.

Proof. Substitution of $U(t,s) = e^{a(t,s)} - \kappa I$ to $U(t,r)U(r,s) = U(t,s)$ leads to the following relation:

$$U(t,r)U(r,s) = e^{a(t,s)} - \kappa I,$$

and

$$(e^{a(t,r)} - \kappa I)(e^{a(r,s)} - \kappa I) = e^{a(t,s)} - \kappa I.$$ where, by taking $\kappa$ with a large $|\kappa|$, $\kappa$ is possible to be taken as common to $U(t,s)$ with different $t$ and $s$. Meanwhile the replacement of $U(t,s) = e^{a(t,s)} - \kappa I$ with $U(s,s) = I$ leads to the following relation:

$$e^{a(s,s)} = (\kappa + 1)I$$

That is, for $\kappa \neq 1$, $(\kappa + 1)^{-1}e^{a(s,s)}$ behaves as the unit operator. Modified version of semigroup property (i.e., (17)) has been proved. The inverse relation (18) follows readily from Eq. (17). According to Eq. (17),

$$e^{a(t,t)} - e^{a(t,s)}e^{a(s,t)} = \kappa(\kappa + 1)I - \kappa(e^{a(t,s)} + e^{a(s,t)}),$$

is valid. Combination with another relation

$$e^{a(s,s)} - e^{a(s,t)}e^{a(t,s)} = \kappa(\kappa + 1)I - \kappa(e^{a(s,t)} + e^{a(t,s)}),$$

leads to the commutation:

$$e^{a(t,s)}e^{a(s,t)} - e^{a(s,t)}e^{a(t,s)} = 0$$

where $e^{a(t,t)} = e^{a(s,s)} = (1 + \kappa)I$ is utilized. \hspace{1cm} $\square$

Equations (17) and (18) show the commutativity and violation of semigroup property by $e^{a(t,s)}$. The right hand sides of Eqs. (17) and (18) are equal to zero for $\kappa = 0$. These situations correspond to the cases when the semigroup property is satisfied by $e^{a(t,s)}$, and it is readily seen that the insufficiency of semigroup property arises from the introduction of nonzero $\kappa$.

The decomposition is obtained by the following structure theorem for the regularized evolution operator. Note that the decomposition of $e^{a(t,s)}$ also provides a certain relation between the time-discretization and the violation of semigroup property.

Theorem 4 (Structure of regularized evolution operator) For a given decomposition $s < r_1, r_2, \cdots, r_n < t$ of the interval $[s,t]$ with $n \geq 2$, the operator $e^{a(t,s)}$ on $X$ is represented by

$$e^{a(t,s)} = e^{a(t,r_n)}e^{a(r_n,r_{n-1})} \cdots e^{a(r_2,r_1)}e^{a(r_1,s)}$$

$$+ \kappa(\kappa + 1)I - \kappa(e^{a(t,r_1)} + e^{a(r_1,s)})$$

$$+ \sum_{k=2}^{n} \left\{ \kappa(\kappa + 1) - \kappa(e^{a(t,r_k)} + e^{a(r_k,r_{k-1})}) \right\} e^{a(r_{k-1};r_{k-2})} \cdots e^{a(r_2,r_1)}e^{a(r_1,s)}$$

(20)

where $r_0$ and $r_{n+1}$ in the sum are denoted as $s = r_0$ and $t = r_{n+1}$ respectively.
Proof. According to Eq. (17), a decomposition
\[ e^{a(t,s)} = e^{a(t,r_1)}e^{a(r_1,s)} + \kappa(k + 1)I - \kappa(e^{a(t,r_1)} + e^{a(r_1,s)}) \]
is true. Another decomposition
\[ e^{a(t,r_1)} = e^{a(t,r_2)}e^{a(r_2,r_1)} + \kappa(k + 1)I - \kappa(e^{a(t,r_2)} + e^{a(r_2,r_1)}) \]
is also true, and then
\[
e^{a(t,s)} = \{e^{a(t,r_2)}e^{a(r_2,r_1)} + \kappa(k + 1)I - \kappa(e^{a(t,r_2)} + e^{a(r_2,r_1)})\}e^{a(r_1,s)} + \kappa(k + 1)I - \kappa(e^{a(t,r_1)} + e^{a(r_1,s)}) \]
follows by sorting based on \(k\) and \(k + 1\) dependence. Further decomposition shows
\[ e^{a(t,s)} = e^{a(t,r_3)}e^{a(r_3,r_2)} + \kappa(k + 1)I - \kappa(e^{a(t,r_3)} + e^{a(r_3,r_2)}) \]
and then
\[
e^{a(t,s)} = e^{a(t,r_2)}e^{a(r_2,r_1)}e^{a(r_1,s)} \]
\[ + \kappa(k + 1)\left(I + e^{a(t,r_3)}\right) - \kappa\left(e^{a(t,r_3)} + e^{a(r_3,r_2)}\right) \]
\[ = \left\{e^{a(t,r_3)}e^{a(r_3,r_2)} + \kappa(k + 1)I - \kappa(e^{a(t,r_3)} + e^{a(r_3,r_2)})\right\}e^{a(r_1,s)} \]
\[ + \kappa(k + 1)\left(I + e^{a(t,r_3)}\right) - \kappa\left(e^{a(t,r_3)} + e^{a(r_3,r_2)}\right) \]
\[ = e^{a(t,r_3)}e^{a(r_3,r_2)}e^{a(r_2,r_1)}e^{a(r_1,s)} + \kappa(k + 1)\left(I + e^{a(r_2,r_1)}\right)e^{a(r_1,s)} \]
\[ - \kappa\left(e^{a(t,r_3)} + e^{a(r_3,r_2)}\right) \]
follows. For a certain \(n \geq 2\), a constitutional representation is suggested by the deduction:
\[
e^{a(t,s)} = e^{a(t,r_1)}e^{a(r_1,n-1)} \ldots e^{a(r_2,r_1)}e^{a(r_1,s)} \]
\[ + \kappa(k + 1)\left(I + e^{a(r_3,s)} + e^{a(r_2,r_1)}\right) \ldots \right\}e^{a(r_1,s)} \]
\[ - \kappa\left(e^{a(t,r_1)} + e^{a(r_3,s)} + e^{a(r_2,r_1)}\right) \ldots \right\}e^{a(r_1,s)} \]
Consequently
\[ e^{a(t,s)} = e^{a(t,r_1)}e^{a(r_1,n-1)} \ldots e^{a(r_2,r_1)}e^{a(r_1,s)} \]
\[ + \kappa(k + 1)\left(I + \sum_{k=2}^{n} e^{a(r_k-1,r_k-2)} \ldots e^{a(r_2,r_1)}e^{a(r_1,s)}\right) \]
\[ - \kappa\left(e^{a(t,r_1)} + e^{a(r_1,s)} + \sum_{k=2}^{n} \left(e^{a(t,r_k)} + e^{a(r_k-1,r_k-2)} \ldots e^{a(r_2,r_1)}e^{a(r_1,s)}\right) \]
is obtained. The statement is proved by sorting terms. \(\square\)

Using the regularized evolution operator, the logarithmic representation is readily generalized to the infinitesimal generators of invertible and non-invertible evolution families. Indeed, according to the proof of Theorem 2 only the boundedness of \(U(t,s)\) on \(X\) and the resulting time-interval symmetry is essential.

Corollary 5 (Generalized logarithmic representation of infinitesimal generators) Let \(t\) and \(s\) satisfy \(-T \leq t, s \leq T\), and \(Y\) be a dense subspace of \(X\). For non-invertible \(U(t,s); U(t,s)\) defined in Sec. I A without being well-defined
\[ U(t,s)^{-1} = U(s,t), \]
let \(A(t) \in G(X)\) and \(\partial_t U(t,s)\) be determined by Eqs. (3) and (4) respectively. If \(A(t)\) and \(U(t,s)\) commute, pre-infinitesimal generators \(\{A(t)\}_{-T \leq t \leq T}\) are represented by means of the logarithmic function; there exists a certain complex number \(\kappa \neq 0\) such that
\[ A(t) u_s = (I - \kappa e^{-a(t,s)})^{-1} \partial_t \log (U(t,s) + \kappa I) u_s, \] (21)
where \(u_s\) is an element in \(Y\).
**Proof.** The first line of Eq. (12) shows the validity of the statement. Indeed, for the logarithmic representation, the invertible property does not play any roles after introducing nonzero \( \kappa \in \mathbb{C} \). In particular \( (I - \kappa e^{-a(t,s)})^{-1} \) is always well defined for a certain \( \kappa \). \( \square \)

In the following, the generalized logarithmic representation of infinitesimal generators utilized. It enables us to have the logarithmic representation not only for the \( C_0 \)-groups but for the \( C_0 \)-semigroups.

## B. Renormalized abstract evolution equations

Evolution equations are renormalized by means of the alternative infinitesimal generators and regularized evolution operator.

**Corollary 6 (Renormalized abstract evolution equations)** If \( a(t, s) \) with different \( t \) and \( s \) are further assumed to commute,

\[
\partial_t e^{a(t,s)} v_s = [\partial_t a(t,s)] e^{a(t,s)} v_s \quad \text{leading to} \quad \partial_t v(t) = [\partial_t a(t,s)] v(t)
\]

is satisfied for \( v_s \in Y \), where \( \partial_t \) denotes t--differential in a weak sense. This is a linear evolution equation satisfied by \( v(t) = e^{a(t,s)} v_s \).

**Proof.** For the evolution operator

\[
e^{a(t,s)} = \sum_{n=0}^{\infty} \frac{a(t,s)^n}{n!},
\]

Using the commutation between \( a(t, s) \) with different \( t \) and \( s \),

\[
\partial_t \{a(t,s)\}^n = n\{a(t,s)\}^{n-1} \partial_t a(t,s)
\]

is true, and the homogeneous-type abstract evolution equation is rephrased as an equation with bounded infinitesimal generator

\[
\partial_t e^{a(t,s)} v_s = e^{a(t,s)} (\partial_t a(t,s)) v_s
\]

for \( v_s \in Y \). \( \square \)

This is an abstract evolution equation obtained by the replacement \( A(t) \) with \( \partial_t a(t,s) \). Here one essential idea is to generate \( e^{a(t,s)} \) instead of \( U(t,s) \); although \( e^{a(t,s)} \) is easily defined due to the boundedness of \( a(t,s) \), the general unboundedness of infinitesimal generator \( \partial_t a(t,s) \) in \( X \) is ensured by the similarity transform (15). Under the commutation assumption between \( A(t) \) and \( U(t,s) \), Eq. (22) is rephrased as

\[
\partial_t e^{a(t,s)} v_s = \partial_t (U(t,s) + \kappa I) v_s = \partial_t U(t,s) v_s,
\]

and

\[
e^{a(t,s)} (\partial_t a(t,s)) v_s = (U(t,s) + \kappa I) \partial_t (\text{Log}(U(t,s) + \kappa I)) v_s
\]

\[
= (U(t,s) + \kappa I)(U(t,s) + \kappa I)^{-1} U(t,s) A(t) v_s
\]

\[
= U(t,s) A(t) v_s
\]

\[
= A(t) U(t,s) v_s,
\]

where Theorem 2 is applied. Consequently

\[
\partial_t U(t,s) v_s = A(t) U(t,s) v_s
\]

is obtained. Note again that \( e^{a(t,s)} \) does not satisfy the semigroup property, while \( U(t,s) \) satisfies it.
C. Linearized infinitesimal generator

The linearity of the semigroup is not assumed in the preceding discussion, so that the operator $U(t,s)$ can be taken as either linear or nonlinear semigroup. Let us assume a more general situation, in which

- the existence of $U(t,s)$ satisfying Eq. (1) and (2) is locally true for $t, s \in [-T, T]$,
- the existence of the infinitesimal generator of $U(t,s)$ is not clear.

This situation corresponds to the situation when only the unique existence of their solutions the nonlinear partial differential equations is ensured. One of the important applications of the renormalized abstract evolution equation is the linearization, which enables to analyze the local profile of nonlinear semigroup.

**Corollary 7 (Linearized evolution equation)** For $-T \leq t, s \leq T$, the two-parameter group is defined on $X$. Let either linear or nonlinear semigroup $U(t,s)$ defined on a Banach space $X$ satisfy Eq. (1) and (2). Let $U(t,s)u_s$ be the solution of nonlinear equation:

$$\partial_t u(t,s) = F(u(t,s)).$$

If the logarithmic representation $\text{Log}(U(t,s) + \kappa I)$ is true,

$$\partial_t v(t) = [(I - \kappa(U(t,s) + \kappa I)^{-1})^{-1}\partial_t a(t,s)] v(t)$$

is the linearized equation, where note that $a(t,s)$ includes a parameter $\kappa \in \mathbb{C}$. If the logarithmic representation is true for $\kappa = 0$, the infinitesimal generator of linearized problem is simply represented by $\partial_t a(t,s)|_{\kappa=0} = \partial_t \text{Log}(U(t,s))$.

The essential condition for obtaining the linearized evolution equation is the locality for the evolution direction $t$, which leads to the boundedness of the spectral set of $U(t,s)$. The theoretical procedure of obtaining the linearized problem is summarized as follows. For nonzero $\kappa \in \mathbb{C}$, first, $U(t,s)$ is regarded as an exponential function; second, calculating the logarithm of $U(t,s)$; and finally the linearized operator

$$\begin{align*}
(I - \kappa(U(t,s) + \kappa I)^{-1})^{-1}\partial_t a(t,s) \\
= \partial_t[(I - \kappa(U(t,s) + \kappa I)^{-1})^{-1} a(t,s)] - \partial_t[(I - \kappa(U(t,s) + \kappa I)^{-1})^{-1}] a(t,s)
\end{align*}$$

generates the regularized evolution operator

$$e^{a(t,s)} - \kappa I.$$

It is more clearly understood by the case of $\kappa = 0$,

"$U(t,s) = e^{a(t,s)|_{\kappa=0}}$" leads to "$\text{Log}e^{a(t,s)|_{\kappa=0}} = a(t,s)|_{\kappa=0}$".

Consequently the operator-logarithm is regarded as a mapping from "continuous group" to "bounded algebra". These alternative equations can be used to analyze quasi-linear evolution equations and full-nonlinear evolution equations [22].

1. Autonomous case

The regularity results have not been much studied in the Cauchy problem of hyperbolic partial differential equations (for a textbook, see [32]). The regularized evolution operator, which is also applicable to some hyperbolic type equations, is utilized to solve autonomous Cauchy problems.

$$\begin{align*}
\begin{cases}
\partial_t u(t) = A(t)u(t) \\
u(s) = u_s,
\end{cases}
\end{align*}$$

in $X$, where $A(t) \in G(X) : Y \to X$ is assumed to be an infinitesimal generator of $U(t,s)$ satisfying the semigroup property, $-T \leq t, s \leq T$ is satisfied, $Y$ is a dense subspace of $X$ permitting the representation shown in Eq. (8), and $u_s$ is an element of $X$. 
As seen in Eq. (22), under the assumption of commutation, a related Cauchy problem is obtained as

\[
\begin{aligned}
\frac{\partial_t v(t,s)}{} & = (\partial_t a(t,s)) v(t,s) \\
v(s, s) &= e^{a(s,s)} u_s,
\end{aligned}
\]

in \( X \), where \( \partial_t a(t,s) = \partial_t \text{Log}(U(t,s) + \kappa I) \) is well-defined. It is possible to solve the re-written Cauchy problem, and the solution is represented by

\[
v(t, s) = e^{a(t,s)} u_s = \sum_{n=0}^{\infty} \frac{a(t,s)^n}{n!} u_s
\]

for \( u_s \in X \) (cf. Eq. (23)).

**Theorem 8** Operator \( e^{a(t,s)} \) is holomorphic.

**Proof** According to the boundedness of \( a(t,s) \) on \( X \) (Lemma[1], \( \partial_t^n e^{a(t,s)} \) is possible to be represented as

\[
\partial_t^n e^{a(t,s)} = \frac{1}{2\pi i} \int_{\Gamma} \lambda^n e^{\lambda} (\lambda - a(t,s))^{-1} d\lambda,
\]

for a certain \( \kappa \in \mathbb{C} \), where \( \lambda^n e^\lambda \) does not hold any singularity for any finite \( \lambda \). Following the standard theory of evolution equation,

\[
\| \partial_t^n e^{a(t,s)} \| \leq \frac{C_{\theta,n}}{\pi (t \sin \theta)^n}
\]

is true for a certain constant \( C_{\theta,n} (n = 0, 1, 2, \cdots) \), where \( \theta \in (0\pi/2) \) and \( |\arg t| < \pi/2 \) are satisfied (for the detail, e.g., see[40]). It follows that

\[
\lim_{t \to 0^+} \sup t^n \| \partial_t^n e^{a(t,s)} \| \leq \lim_{t \to 0^+} \sup t^n \frac{C_{\theta,n}}{\pi (t \sin \theta)^n} < \infty.
\]

Consequently, for \( |z - t| < t \sin \theta \), the power series expansion

\[
\sum_{n=0}^{\infty} \frac{(z-t)^n}{n!} \partial_t^n e^{a(t,s)}
\]

is uniformly convergent in a wider sense. Therefore \( e^{a(t,s)} \) is holomorphic. \( \square \)

**Theorem 9** For \( u_s \in X \) there exists a unique solution \( u(t) \in C([-T, T]; X) \) for (25) with a convergent power series representation:

\[
u(t) = U(t, s) u_s = (e^{a(t,s)} - \kappa I) u_s = \left( \sum_{n=0}^{\infty} \frac{a(t,s)^n}{n!} - \kappa I \right) u_s,
\]

where \( \kappa \) is a certain complex number.

**Proof** The unique existence follows from the assumption for \( A(t) \). The regularized evolution operator \( e^{a(t,s)} \) is holomorphic function (Theorem 8) with the convergent power series representation (Eq. (23)). By applying \( U(t, s) + \kappa I = e^{a(t,s)} \) the solution of the original Cauchy problem is obtained as

\[
u(t) = (e^{a(t,s)} - \kappa I) u_s = \left( \sum_{n=0}^{\infty} \frac{a(t,s)^n}{n!} - \kappa I \right) u_s,
\]

for the initial value \( u_s \in X \). Note that \( A(t) \) is not assumed to be a generator of analytic evolution family, but only a generator of evolution family \( \square \)

For \( I_\lambda \) denoting the resolvent operator of \( A(t) \), the evolution operator defined by the Yosida approximation is written by

\[
u(t) = \lim_{\lambda \to 0} \exp(\int_s^t I_\lambda A(\tau) \, d\tau) u_s,
\]

so that more informative representation is provided by Theorem 9 compared to the standard theory based on the Hille-Yosida theorem.
2. Non-autonomous case

Series representation in autonomous part leads to the enhancement of the solvability. Let $Y$ be a dense subspace of $X$ permitting the representation shown in Eq. (3), and $u_s$ is an element of $X$. The regularized evolution operator is utilized to solved non-autonomous Cauchy problems.

$$
\begin{align*}
\begin{cases}
\partial_t u(t) &= A(t)u(t) + f(t) \\
u(s) &= u_s
\end{cases}
\end{align*}
$$

(30)
in $X$, where $A(t) \in G(X) : Y \to X$ is assumed to be an infinitesimal generator of $U(t,s)$ satisfying the semigroup property, $f \in L^1(-T,T;X)$ is locally Hölder continuous on $[-T,T]$ \[ ||f(t) - f(s)|| \leq C_H |t - s|^\gamma \] for a certain positive constant $C_H, \gamma \leq 1$ and $-T \leq t, s \leq T$. The solution of non-autonomous problem does not necessarily exist in such a setting (in general, $f \in C([-T,T];X)$ is necessary).

**Theorem 10** Let $f \in L^1(-T,T;X)$ be locally Hölder continuous on $[-T,T]$. For $u_s \in X$ there exists a unique solution $u(t) \in C([-T,T];X)$ for (30) such that

$$
u(t) = \left[ \sum_{n=0}^{\infty} \frac{a(t,s)^n}{n!} - \kappa I \right] u_s + \int_s^t \left[ \sum_{n=0}^{\infty} \frac{a(t,\tau)^n}{n!} - \kappa I \right] f(\tau) d\tau$$

using a certain complex number $\kappa$.

**Proof** Let us begin with cases with $f \in C([-T,T];X)$. The unique existence follows from the standard theory of evolution equation. The representation follows from that of $U(t,s)$ and the Duhamel’s principle

$$
u(t,s) = U(t,s)u_s + \int_s^t U(t,\tau)f(\tau) d\tau = (e^{a(t,s)} - \kappa I) u_s + \int_s^t [e^{a(t,\tau)} - \kappa I] f(\tau) d\tau,$$

(31)

where the convergent power series representation of $e^{a(t,s)}$ is valid (cf. Eq. (23)).

Next let us consider cases with the locally Hölder continuous $f(t)$. According to the linearity of Eq. (30), it is sufficient to consider the inhomogeneous term. For $\epsilon$ satisfying $0 < \epsilon << T$,

$$
\int_s^{t+\epsilon} [e^{a(t,\tau)} - \kappa I] f(\tau) d\tau \to \int_s^t [e^{a(t,\tau)} - \kappa I] f(\tau) d\tau
$$

is true by taking $\epsilon \to 0$. On the other hand,

$$
\begin{align*}
A(t) & \int_s^{t+\epsilon} [e^{a(t,\tau)} - \kappa I] f(\tau) d\tau = \int_s^{t+\epsilon} A(t) U(t,\tau)f(\tau) d\tau \\
& = \int_s^{t+\epsilon} A(t) U(t,\tau)(f(\tau) - f(t))d\tau + \int_s^{t+\epsilon} A(t) U(t,\tau)f(t) d\tau \\
& = \int_s^{t+\epsilon} A(t) U(t,\tau)(f(\tau) - f(t))d\tau - \int_s^{t+\epsilon} \partial_s U(t,\tau)f(t) d\tau \\
& = \int_s^{t+\epsilon} A(t) U(t,\tau)(f(\tau) - f(t))d\tau - U(t, t+\epsilon) f(t) + U(t, s) f(t) \\
& = \int_s^{t+\epsilon} (1 + \kappa U(s, t) \partial_s a(t, s)) [e^{a(t,\tau)} - \kappa I](f(\tau) - f(t)) d\tau - U(t, t+\epsilon) f(t) + U(t, s) f(t),
\end{align*}
$$

(32)

where $\partial_s U(t,\tau) = -A(\tau) U(t, \tau)$ is utilized. The Hölder continuity and Eq. (28) lead to the strong convergence of the right hand of Eq. (32):

$$
fA(t) \int_s^{t+\epsilon} [e^{a(t,\tau)} - \kappa I] f(\tau) d\tau \\
\to \int_s^t (1 + \kappa U(s, t) \partial_s a(t, s)) [e^{a(t,\tau)} - \kappa I](f(\tau) - f(t)) d\tau + (U(t, s) - I) f(t)
$$

(due to $\epsilon \to 0$) for $f \in L^1(0,T;X)$. $A(t)$ is assumed to be an infinitesimal generator, so that $A(t)$ is a closed operator from $Y$ to $X$. It follows that

$$
\int_s^t [e^{a(t,\tau)} - \kappa I] f(\tau) d\tau \in Y
$$

and

$$
A(t) \int_s^t [e^{a(t,\tau)} - \kappa I] f(\tau) d\tau = \int_s^t (1 + \kappa U(s, t) \partial_s a(t, s)) [e^{a(t,\tau)} - \kappa I](f(\tau) - f(t)) d\tau + (U(t, s) - I) f(t) \in X.
$$
The right hand side of this equation is strongly continuous on $[-T, T]$. Consequently

\[
\frac{\partial}{\partial t} \int_t^{t+\epsilon} \left[ e^{a(t,\tau)} - \kappa I \right] f(\tau) d\tau \\
= \left[ e^{a(t,t+\epsilon)} - \kappa I \right] f(t + \epsilon) + \int_s^{t+\epsilon} (\partial_t a(t, \tau)) e^{a(t,\tau)} f(\tau) d\tau \\
\rightarrow f(t) + \int_s^t (1 + \kappa U(\tau, t))^{-1} A(t) (U(t, \tau) + \kappa I) f(\tau) d\tau \\
= f(t) + \int_s^t A(t) U(t, \tau) f(\tau) d\tau \\
= f(t) + A(t) \int_s^t \left[ e^{a(t,\tau)} - \kappa I \right] f(\tau) d\tau.
\]

It is seen that $\int_s^t \left[ e^{a(t,\tau)} - \kappa I \right] f(\tau) d\tau$ satisfies Eq. (30), and that it is sufficient to assume $f \in L^1(0, T; X)$ as Hölder continuous.

This result should be compared to the standard theory of evolution equations in which the inhomogeneous term $f$ is assumed to be continuous on $[-T, T]$. Consequently, in a purely abstract framework, the maximal regularity effect is found in the solutions of renormalized evolution equations.
III. RELATIVISTIC FORMULATION OF ABSTRACT EVOLUTION EQUATIONS

A. Formalism

The relativistic formulation of abstract evolution equations \( [19] \) is introduced in order to establish an abstract version of the Cole-Hopf transform in Banach spaces and to explain the nonlinear relation between the evolution operator and its infinitesimal generator \( [18] \). In this Lecture Note the logarithmic representation of infinitesimal generator is utilized to formulate the relativistic form of abstract evolution equations. Here the terminology “relativistic” is used in the sense that there is no especially dominant direction. In particular the role of \( t \)-direction is not absolute compared to the other directions: \( x, y, \) and \( z \)-directions in the standard notation. While the relativistic treatment is associated with the equally-valid time-reversal and spatial-reversal symmetries, here the relativistic form to the generalized framework \( [22] \) is introduced without assuming the invertible property of evolution operators.

Let the standard space-time variables \( (t, x, y, z) \) be denoted by \( (x^0, x^1, x^2, x^3) \) receptively. It is further possible to generalize space-time variables to \( (x^0, x^1, x^2, x^3, \cdots, x^n) \) being valid to general \( (n + 1) \)-dimensional space-time. In spite of the standard treatment of abstract evolution equations, the direction of evolution does not necessarily mean time-variable \( t = x^0 \) in the relativistic formulation of the abstract evolution equations.

Definition 4 (Relativistic form) For an evolution family of operators \( \{U(x^i, \xi^i)\}_{-L \leq x^i, \xi^i \leq L} \) in a Banach space \( X_i \), let \( K(x^i) : Y_i \rightarrow X_i \) be the pre-infinitesimal generator of \( U(x^i, \xi^i) \), where \( Y_i \) is a dense subspace of \( X_i \). The relativistic form of abstract evolution equations is defined as:

\[
\begin{align*}
\partial_{\xi^i} U(x^i, \xi^i) u(\xi^i) &= K(x^i) U(x^i, \xi^i) u(\xi^i), \\
u(\xi^i) &= u_{\xi^i}.
\end{align*}
\]

(33)

in \( X_i \), where \( X_i \) is a functional space consisting of functions with variables \( x^j \) with \( 0 \leq j \leq n \) skipping only \( j = i \). Consequently, the unknown function is represented by \( u(x^i) = U(x^i, \xi^i) u_{\xi^i} \) for a given initial value \( u_{\xi^i} \in X_i \).

Let \( \partial_{\xi^i} U(x^i, \xi^i) u_{\xi^i} = K(x^i) U(x^i, \xi^i) u_{\xi^i} \) evolving for \( i \)-direction be represented by \( \partial_{\xi^k} V(x^k, \xi^k) v_{\xi^k} = \mathcal{K}(x^k)V(x^k, \xi^k) v_{\xi^k} \) in a certain direction \( k \). For \( k \neq i \), let us begin with the abstract Cauchy problem

\[
\begin{align*}
\partial_{\xi^k} V(x^k, \xi^k) v(\xi^k) &= \mathcal{K}(x^k)V(x^k, \xi^k) v(\xi^k), \\
v(\xi^k) &= v_{\xi^k}.
\end{align*}
\]

(34)

in \( X_k \). It is remarkable that even if the evolution operator \( U(x^i, \xi^i) \) and its infinitesimal generator exist, \( V(x^k, \xi^k) \) and its infinitesimal generator do not necessarily exist. Those existence should be individually examined for each direction. If \( U(x^i, \xi^i), V(x^k, \xi^k) \) and those infinitesimal generators exist, \( u(x^i) \) in Eq. (33) and \( v(x^k) \) in Eq. (34) satisfy the same evolution equation, where the detailed conditions such as initial and boundary conditions can be different depending on the settings of \( X_i \) and \( X_k \). For the purpose of introducing the relativistic form with a significance, it is necessary to clarify

- the well-defined (pre-)infinitesimal generator of \( V(x^k, \xi^k) \)
- the existence of \( V(x^k, \xi^k) \) (or the corresponding regularized evolution operator)

to an unknown direction \( k \). The second one automatically follows if the first one is established. Otherwise Eq. (34) cannot be regarded as the abstract evolution equation. This issue is examined in generalizing the Cole-Hopf transform.

The propagation of singularity should be different if the evolution direction is different. For Eqs. (33) and (34), the evolution direction is not limited to \( x^0 \). This gives a reason why the formulation shown in Eq. (33) is called the relativistic form of abstract evolution equations. It means that if invertible evolution operator is obtained for one direction, the evolution operator for the other direction is not necessarily be the invertible. Here is a reason why it is useful to introduce a relativistic form based on the generalized logarithmic representation (Cf. Corollary 4).

One utility of considering the evolution towards spatial direction is to explain and generalize the Cole-Hopf transform. For this purpose, it is necessary to realize the logarithmic representation of the infinitesimal generators defined in the relativistic form of the abstract evolution equations. That is, for a significant introduction of the relativistic form, it should be introduced together with the logarithmic representation. The condition to obtain the logarithmic representation is stated as follows.
Theorem 11 (Relativistic form of logarithmic representation) Let \( i \) denote any direction satisfying \( 0 \leq i \leq n \). Let \( x^i \) and \( \xi^i \) satisfy \( -L \leq x^i, \xi^i \leq L \), and \( Y_i \) be a dense subspace of a Banach space \( X_i \). A two-parameter evolution family of operators \( \{ U(x^i, \xi^i) \}_{-L \leq x^i, \xi^i \leq L} \) satisfying Eqs. (1) and (4) is assumed to exist in a Banach space \( X_i \) (i.e., the inverse of \( U(x^i, \xi^i) \) is not assumed). Under the existence of the pre-infinitesimal generator \( K(x^i) : Y_i \rightarrow X_i \) of \( U(x^i, \xi^i) \) for the \( x^i \) direction, let \( U(x^i, \xi^i) \) and \( K(x^i) \) commute. The logarithmic representation of infinitesimal generator is obtained; there exists a certain complex number \( \kappa \neq 0 \) such that

\[
K(x^i) u_{\xi^i} = (I - \kappa e^{-a(x^i, \xi^i)})^{-1} \partial_{x^i} \log(U(x^i, \xi^i) + \kappa I) u_{\xi^i},
\]

where \( u_{\xi^i} \) is an element in \( Y_i \), \( \kappa \) is taken from the resolvent set of \( U(x^i, \xi^i) \), and \( a(x^i, \xi^i) = \log(U(x^i, \xi^i) + \kappa I) \). Note that \( U(x^i, \xi^i) \) is not assumed to be invertible.

Proof Different from the proof of Theorem 2 here the similar statement is proved without assuming the invertible property of \( U(x^i, \xi^i) \). The key point is that \( (I - \kappa e^{-a(x^i, \xi^i)})^{-1} \) exists for a certain \( \kappa \in \mathbb{C} \), even if \( U(x^i, \xi^i)^{-1} \) does not exist. In particular, the obtained representation is more generally compared to the one obtained in Ref. [15]. For any \( U(x^i, \xi^i) \), operators \( \log(U(x^i, \xi^i) + \kappa I) \) and \( \log(U(x^i + h, \xi^i) + \kappa I) \) are well defined for a certain \( \kappa \). The \( x^i \)-differential in a weak sense is formally written by

\[
\begin{align*}
\varlimsup_{h \to 0} & \tfrac{1}{h} \{ \log(U(x^i + h, \xi^i) + \kappa I) - \log(U(x^i, \xi^i) + \kappa I) \\
= & \varlimsup_{h \to 0} \int_{\mathbb{R}} \log \lambda \left( (\lambda I - U(x^i + h, \xi^i) - \kappa I)^{-1} \frac{U(x^i + h, \xi^i) - U(x^i, \xi^i)}{h} \right) (\lambda I - U(x^i, \xi^i) - \kappa I)^{-1} \right) d\lambda
\end{align*}
\]

where \( \Gamma \), which is taken independent of \( x^i, \xi^i \) and \( h \) for a sufficiently large certain \( \kappa \), denotes a circle in the resolvent set of both \( U(t, s) + \kappa I \) and \( U(t + h, s) + \kappa I \). \( \square \)

The discussion, which is the same as that shown in Theorem 2 leads to

\[
\begin{align*}
\partial_t \log(U(x^i, \xi^i) + \kappa I) u &= \frac{1}{2\pi i} \int_{\Gamma} d\lambda \left( \log \lambda (\lambda I - U(x^i, \xi^i) - \kappa I)^{-1} \varlimsup_{h \to 0} \left( \frac{U(x^i + h, \xi^i) - U(x^i, \xi^i)}{h} \right) (\lambda I - U(x^i, \xi^i) - \kappa I)^{-1} \right) u
\end{align*}
\]

for \( u \in Y_i \). Because it is allowed to interchange \( K(x^i) \) with \( U(x^i, \xi^i) \),

\[
\partial_t \log(U(x^i, \xi^i) + \kappa I) u = \frac{1}{2\pi i} \int_{\Gamma} (\log \lambda) \lambda I - U(x^i, \xi^i) - \kappa I)^{-2} U(t, s) d\lambda K(x^i) u
\]

for \( u \in Y_i \), where \( \varlimsup_{h \to 0} (U(x^i + h, \xi^i) - U(x^i, \xi^i)) / h \) means the pre-infinitesimal generator \( K(x^i) \) itself. A part of the right hand side is calculated as

\[
\begin{align*}
\frac{1}{2\pi i} \int_{\Gamma} (\log \lambda) \lambda I - U(x^i, \xi^i) - \kappa I)^{-2} U(x^i, \xi^i) d\lambda &= I - \kappa U(t, s) + \kappa I^{-1},
\end{align*}
\]

due to the integration by parts, where the details of procedure is essentially the same as Ref. [15]. It leads to

\[
K(x^i) u_{\xi^i} = (I - \kappa e^{-a(x^i, \xi^i)})^{-1} \partial_{x^i} \log(U(x^i, \xi^i) + \kappa I) u_{\xi^i},
\]

for \( u_{\xi^i} \in Y_i \). It is notable that \( (U(x^i, \xi^i) + \kappa I)^{-1} \) is always well defined for any \( \kappa \) taken from the resolvent set of \( U(x^i, \xi^i) \), even if \( U(\xi^i, x^i) = U(x^i, \xi^i)^{-1} \) does not exist. \( \square \)

Under the existence of logarithmic representation for \( K(x^i) \), the related concepts such as

- alternative infinitesimal generator: \( \partial_x a(x^i, \xi^i) = \partial_{x^i} \log(U(x^i, \xi^i) + \kappa I) \)
- regularized evolution operator: \( e^{a(x^i, \xi^i)} = U(x^i, \xi^i) + \kappa I \)
- renormalized abstract evolution equation: \( \partial_x \tilde{u} = [\partial_x a(x^i, \xi^i)] \tilde{u} \)

are similarly well-defined in the relativistic framework.
B. Generalization of the Cole-Hopf transform

Now it is ready for establishing the general version of the Cole-Hopf transform. It corresponds to an application example of relativistic formulation is provided. The Cole-Hopf transform is hypoelliptic; for an open set \( U \subset (-\infty, \infty) \times (-L, L) \), \( u \in C^\infty(U) \) follows from \((\partial_x^2 - \mu^{1/2}\partial_t)u \in\). For \( t \in \mathbb{R}_+ \) and \( x \in \mathbb{R} \) the Cole-Hopf transform reads

\[
\psi(t, x) = -2\mu^{-1/2} \partial_x \log u(t, x),
\]

where \( u(t, x) \) denotes the solution of linear equation, and \( \psi(t, x) \) is the solution of transformed nonlinear equation. On the other hand, e.g., for \( t \in \mathbb{R} \) and \( x \in \mathbb{R}^n \), the logarithmic representation of infinitesimal generator

\[
K(x^i)u_{\xi^i} = (I + \kappa U(x^i, \xi^i)) \partial_x \log (U(x^i, \xi^i) + \kappa I) u_{\xi^i},
\]

has been obtained in the abstract framework, where \( U(x^i, \xi^i) \) denotes the evolution operator, and \( K(x^i) \) is its infinitesimal generator. By taking a specific case with \( \kappa = 0 \), the similarity between them is clear. That is, the process of obtaining infinitesimal generators from evolution operators is expected to be related to the emergence of nonlinearity.

Based on the logarithmic representation of infinitesimal generators obtained in Banach spaces, the Cole-Hopf transform is generalized in the following sense:

- the linear equation is not necessarily the heat equation;
- the spatial dimension of the equations is not limited to 1;
- the variable in the transform is not limited to a spatial variable \( x \);

where, in order to realize these features, the relativistic formulation of abstract evolution equation is newly introduced. Since the logarithmic representation shows a relation between an evolution operator and its infinitesimal generator, the correspondence to the Cole-Hopf transform means a possible appearance of nonlinearity in the process of defining an infinitesimal generator from the evolution operator.

The next theorem follows.

**Theorem 12 (Generalization of the Cole-Hopf transform)** Let \( i \) be an integer satisfying \( 0 \leq i \leq n \), and \( X \) be a dense subspace of Banach space \( X \). Let an invertible evolution family \( \{U(x^i, \xi^i)\}_{0 \leq x^i, \xi^i \leq L} \) be generated by \( A(x^i) \) for \( 0 \leq x^i, \xi^i \leq L \) in a Banach space \( X \). \( U(x^i, \xi^i) \) and \( A(x^i) \) are assumed to commute. For any \( u_{\xi^i} \in Y \subset X \), the logarithmic representation

\[
A(x^i)U(x^i, \xi^i)u_{\xi^i} = e^{a(x^i, \xi^i)} \left[ \partial_x \log (U(x^i, \xi^i) + \kappa I) \right] u_{\xi^i},
\]

is the generalization of the Cole-Hopf transform, where the logarithmic representation is obtained in a general Banach space framework; \( \kappa \neq 0 \) is a complex number and \( \alpha \) where \( a(x^i, \xi^i) = \log(U(x^i, \xi^i) + \kappa I) \). In particular, if \( (U(x^i, \xi^i)u_{\xi^i})^{-1} \) exists for a given interval \( 0 \leq x^i, \xi^i \leq L \), its normalization

\[
A(x^i) = (I - \kappa e^{-\alpha(x^i, \xi^i)}) \left[ \partial_x \log (U(x^i, \xi^i) + \kappa I) \right]
\]

defined in \( X \) corresponds to \( \psi(t, x) \).

**Proof** The proof consists of five steps.

**[1st step: formulation]** It is necessary to recognize the evolution direction of the heat equation as \( x \), because the derivative on the spatial direction \( x \) is considered in the Cole-Hopf transform. The Cole-Hopf transform acts on one-dimensional heat equation

\[
\partial_x^2 u(t, x) - \mu^{1/2} \partial_t u(t, x) = 0, \quad t \in (0, \infty), \quad x \in (-L, L),
\]

\[
u(t, -L) = u(t, L) = 0, \quad t \in (0, \infty),
\]

\[
u(0, x) = u_0(x), \quad x \in (-L, L),
\]

where \( \mu \) is a real positive number, and the hypoelliptic property of parabolic evolution equation is true. The first equation of [11] is hypoelliptic; for an open set \( U \subset (-\infty, \infty) \times (-L, L) \), \( u \in C^\infty(U) \) follows from \((\partial_x^2 - \mu^{1/2} \partial_t)u \in\).
$C^\infty(U)$. Equation (11) is well-posed in $C^\infty(0, \infty) \times C^\infty(-L, L)$, so that $\mu^{1/2}\partial_t$ is the infinitesimal generator in $C^\infty(-L, L)$. The spaces $C^1(-L, L)$ and $C^\infty(-L, L)$ are dense in $L^p(-L, L)$ with $1 \leq p < \infty$. The solution is represented by

$$u(t, x) = U(t)u_0,$$

where $U(t)$ is a semigroup generated by $\mu^{-1/2}\partial_t^2$ under the Dirichlet-zero boundary condition.

By changing the evolution direction from $t$ to $x$, the heat equation

$$\partial_x^2 u(t, x) - \mu^{1/2}\partial_t u(t, x) = 0, \quad t \in (0, \infty), \quad x \in (-L, L),$$

$$u(t, -L) = v_0(t), \quad \partial_x u(t, -L) = v_1(t), \quad t \in (0, \infty),$$

$$u(0, x) = 0, \quad x \in (-L, L),$$

is considered for $x$-direction, where $v_0(t)$ and $v_1(t)$ are given initial functions. To establish the existence of semigroup for the $x$-direction, it is sufficient to consider the generation of semigroup in $L^2(-\infty, \infty)$ by generalizing $t$-interval from $(0, \infty)$ to $(-\infty, \infty)$. The Fourier transform leads to

$$\partial_x^2 \tilde{u} - i\mu^{1/2}\omega \tilde{u} = 0$$

$$\tilde{u}(\omega, 0) = \tilde{v}_0(\omega), \quad \partial_x \tilde{u}(\omega, 0) = \tilde{v}_1(\omega),$$

where $\omega$ is a real number. Indeed, the following transforms

$$u(t, x) = \frac{1}{2\pi} \int_{-\infty}^\infty \tilde{u}(\omega, x)e^{i\omega t}d\omega,$$

$$u(t, -L) = \frac{1}{2\pi} \int_{-\infty}^\infty \tilde{u}(\omega, -L)e^{i\omega t}d\omega,$$

$$\partial_x u(t, -L) = \frac{1}{2\pi} \int_{-\infty}^\infty \partial_x \tilde{u}(\omega, -L)e^{i\omega t}d\omega$$

are implemented. By solving the characteristic equation $\lambda^2 - i\mu^{1/2}\omega = 0$, the Fourier transformed solution of (42) is

$$\tilde{u}(\omega, x) = \frac{\tilde{v}_0(\omega) - i((-\mu^{1/2}\omega)^{-1/2} \tilde{v}_1(\omega) + i(-\mu^{1/2}\omega)^{-1/2} \tilde{v}_1(\omega) - (-\mu^{1/2}\omega)^{1/2} \tilde{v}_1(\omega))}{2} e^{-i(-\mu^{1/2}\omega)^{1/2} x},$$

where

$$\tilde{u}(\omega, 0) = \frac{\tilde{v}_0(\omega) - i((-\mu^{1/2}\omega)^{-1/2} \tilde{v}_1(\omega) + i(-\mu^{1/2}\omega)^{-1/2} \tilde{v}_1(\omega) - (-\mu^{1/2}\omega)^{1/2} \tilde{v}_1(\omega))}{2} e^{i(-\mu^{1/2}\omega)^{1/2} x},$$

$$\partial_x \tilde{u}(\omega, 0) = ((-\mu^{1/2}\omega)^{1/2} \tilde{v}_1(\omega) - (-\mu^{1/2}\omega)^{1/2} \tilde{v}_1(\omega)) = \tilde{v}_1(\omega).$$

Meanwhile, based on the relativistic treatment, one-dimensional heat equation

$$\partial_x^2 u - \mu^{1/2}\partial_t u = 0$$

is written as

$$\partial_x \begin{pmatrix} u \\ v \end{pmatrix} - \begin{pmatrix} 0 & I \\ f\mu^{1/2}\partial_t & 0 \end{pmatrix} \begin{pmatrix} u \\ v \end{pmatrix} = 0.$$

Let a linear operator $A$ be defined by

$$A = \begin{pmatrix} 0 & I \\ \mu^{1/2}\partial_t & 0 \end{pmatrix}$$

in $L^2(-\infty, \infty) \times L^2(-\infty, \infty)$, and the domain space of $A$ be

$$D(A) = H^1(-\infty, \infty) \times L^2(-\infty, \infty),$$

where $H^1(-\infty, \infty) = \{u(t) \in L^2(-\infty, \infty); v'(t) \in L^2(-\infty, \infty), u(0) = 0\}$ is a Sobolev space. The Fourier transform means that the diagonalization of $A$ is equal to

$$\tilde{A} = \begin{pmatrix} (\mu^{1/2}\partial_t)^{1/2} & 0 \\ 0 & -(\mu^{1/2}\partial_t)^{-1/2} \end{pmatrix}.$$
In this context the master equation of the problem (12) is reduced to the abstract evolution equation
\[
\partial_x \left( \frac{\tilde{u}}{\tilde{v}} \right) - \hat{A} \left( \frac{\tilde{u}}{\tilde{v}} \right) = 0
\] (44)
in \(L^2(-\infty, \infty) \times L^2(-\infty, \infty)\), where
\[
\tilde{u} = \frac{u - i(-i\alpha)^{-1/2}e}{2}
\]
and
\[
\tilde{v} = \frac{u + i(-i\alpha)^{-1/2}e}{2}.
\]
It suggests that the evolution operator of Eq. (12) is generated by
\[
\pm(\mu^{1/2}\partial_t)^{1/2},
\] (45)
so that it is sufficient to show \(\pm(\mu^{1/2}\partial_t)^{1/2}\) as the infinitesimal generator. Note that the operator \(\hat{A}\) is not necessarily a generator of analytic semigroup, because the propagation of singularity should be different if the evolution direction is different. Consequently the existence of semigroup for (11) in the \(x\)-direction is reduced to show \(\pm(\mu^{1/2}\partial_t)^{1/2}\) as the infinitesimal generator in \(L^2(-\infty, \infty)\). In the following, the property of \(\mu^{1/2}\partial_t\) is discussed in the second step, and the fractional power of \((\mu^{1/2}\partial_t)^{1/2}\) is studied in the third step.

**[2nd step: first order differential operator]** The following lemma is proved in this step.

**Lemma 13** The operator \(\mu^{1/2}\partial_t\) with the domain \(H^1(-\infty, \infty)\) is the infinitesimal generator in \(L^2(-\infty, \infty)\).

**Proof of Lemma 13** Let \(\lambda\) be a complex number satisfying \(\Re\lambda > 0\). First the existence of \((\lambda - \mu^{1/2}\partial_t)^{-1}\) is examined. Let \(f(t)\) be included in \(L^2(-\infty, \infty)\). Because
\[
(\lambda - \mu^{1/2}\partial_t)u = f
\] (46)
in one-dimensional interval \((-\infty, \infty)\) is a first-order ordinary differential equation with a constant coefficient, and the global-in-\(t\) solution necessarily exists for a given \(u(0) = u_0 \in \mathbb{C}\). That is, \(\lambda/\mu^{1/2}\) is included in the resolvent set of \(\partial_t\) for an arbitrary complex number \(\lambda\), so that \((\lambda - \mu^{1/2}\partial_t)^{-1}\) is concluded to be well-defined in \(H^1(-\infty, \infty)\).

Second the resolvent operator \((\lambda - \mu^{1/2}\partial_t)^{-1}\) is estimated from the above. Since \(\lambda/\mu^{1/2}\) is included in the resolvent set of \(\partial_t\), it is readily seen that \((\lambda - \mu^{1/2}\partial_t)^{-1}\) is a bounded operator on \(L^2(-\infty, \infty)\). More precisely, let us consider Eq. (46) being equivalent to
\[
\partial_t u(t) = (\lambda/\mu^{1/2})u(t) - f(t)/\mu^{1/2}.
\] (47)
If the inhomogeneous term satisfies \(f(t) \in L^2(-\infty, \infty)\),
\[
u(t) = -\frac{1}{\mu^{1/2}} \int_t^\infty \exp \left( \frac{-\lambda}{\mu^{1/2}} (s-t) \right) f(s)ds
\] (48)
satisfies Eq. (47). According to the Schwarz inequality,
\[
\int_\infty^\infty |u(t)|^2dt \leq \int_\infty^\infty \left| \int_\infty^\infty \exp \left( \frac{-\lambda}{\mu^{1/2}} (s-t) \right) f(s)ds \right|^2 dt
\]
\[
\leq \frac{1}{\mu^{1/2}} \int_\infty^\infty \left\{ \int_\infty^\infty \exp \left( \frac{-\Re\lambda}{\mu^{1/2}} (s-t) \right) \exp \left( \frac{-\Re\lambda}{\mu^{1/2}} (s-t) \right) |f(s)|ds \right\}^2 dt
\]
\[
\leq \frac{1}{\mu^{1/2}} \int_\infty^\infty \exp \left( \frac{-\Re\lambda}{\mu^{1/2}} (s-t) \right) ds \int_\infty^\infty \exp \left( \frac{-\Re\lambda}{\mu^{1/2}} (s-t) \right) |f(s)|^2ds dt
\]
is obtained, and the equality
\[
\int_\infty^\infty \exp \left( \frac{-\Re\lambda}{\mu^{1/2}} (s-t) \right) ds = \int_0^\infty \exp \left( \frac{-\Re\lambda}{\mu^{1/2}} s \right) ds = \frac{\mu^{1/2}}{\Re\lambda}
\]
is positive if $\text{Re}\lambda > 0$ is satisfied. Its application leads to
\[
\int_{-\infty}^{\infty} |u(t)|^2 dt \leq \frac{1}{\mu^{1/2}} \int_{\infty}^{\infty} \int_{-\infty}^{\infty} \exp \left( -\frac{\text{Re}\lambda}{\mu^{1/2}} (s - t) \right) |f(s)|^2 ds \; dt
\]
\[
= \frac{1}{\mu^{1/2}} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \exp \left( -\frac{\text{Re}\lambda}{\mu^{1/2}} (s - t) \right) dt \; |f(s)|^2 \; ds.
\]

Further application of the equality
\[
\int_{-\infty}^{\infty} \exp \left( -\frac{\text{Re}\lambda}{\mu^{1/2}} (s - t) \right) dt = \int_{-\infty}^{0} \exp \left( -\frac{\text{Re}\lambda}{\mu^{1/2}} t \right) dt = \frac{\mu^{1/2}}{\text{Re}\lambda}
\]
results in
\[
\int_{-\infty}^{\infty} |u(t)|^2 dt \leq \frac{1}{\mu^{1/2}} \int_{-\infty}^{\infty} \frac{\mu^{1/2}}{\text{Re}\lambda} |f(s)|^2 ds = \frac{1}{\text{Re}\lambda} \int_{-\infty}^{\infty} |f(s)|^2 \; ds,
\]
for $\text{Re}\lambda > 0$, and therefore
\[
\|(\lambda I - \mu^{1/2} \partial_t)^{-1} f(t)\|_{L^2(-\infty, \infty)} \leq \frac{1}{\text{Re}\lambda} \|f(t)\|_{L^2(-\infty, \infty)}
\]
follows. That is, for $\text{Re}\lambda > 0$,
\[
\|(\lambda I - \mu^{1/2} \partial_t)^{-1}\| \leq 1/\text{Re}\lambda \tag{49}
\]
is valid. The surjective property of $\lambda I - \mu^{1/2} \partial_t$ is seen by the unique existence of solutions $u \in L^2(-\infty, \infty)$ for the Cauchy problem of Eq. [17].

A semigroup is generated by taking a subset of the complex plane as
\[
\Omega = \left\{ \lambda \in \mathbb{C}; \; \lambda = \bar{\lambda} \right\},
\]
where $\Omega$ is included in the resolvent set of $\mu^{1/2} \partial_t$. For $\lambda \in \Omega$, $(\lambda I - \mu^{1/2} \partial_t)^{-1}$ exists, and
\[
\|(\lambda I - \mu^{1/2} \partial_t)^{-1}\| \leq 1/(\text{Re}\lambda)^n \tag{50}
\]
is obtained. Consequently, according to the Lumer-Phillips theorem [31] for the generation of quasi contraction semigroup, $\mu^{1/2} \partial_t$ is confirmed to be an infinitesimal generator in $L^2(-\infty, \infty)$, and the unique existence of global-in-$x$ weak solution follows. [Q.E.D.: Lemma [13]]

The semigroup generated by $\mu^{1/2} \partial_t$ is represented by
\[
(\exp (h \mu^{1/2} \partial_t) u)(t) = u(t + \mu^{1/2} h), \quad -\infty < h < \infty,
\]
so that the group is actually generated by $\mu^{1/2} \partial_t$. Indeed, the similar estimate as Eq. [50] can be obtained for $\text{Re}\lambda < 0$ with $(\lambda - \mu^{1/2})u = f$ in which the solution $u$ is represented by
\[
u(t) = -\frac{1}{\mu^{1/2}} \int_{-\infty}^{\infty} \exp \left( -\frac{\lambda}{\mu^{1/2}} (s - t) \right) f(s) ds
\]
that should be compared to Eq. [49].

[3rd step: fractional powers of operator] The following lemma is proved in this step.

**Lemma 14** For $0 < \alpha < 1$, the operator $(\mu^{1/2} \partial_t)^\alpha$ is the infinitesimal generator in $L^2(-\infty, \infty)$.

**Proof of Lemma 14.** According to Lemma [13] $\mu^{1/2} \partial_t$ is the infinitesimal generator in $L^2(-\infty, \infty)$. For an infinitesimal generator $\mu^{1/2} \partial_t$ in $L^2(-\infty, \infty)$, let the one-parameter semigroup generated by $\mu^{1/2} \partial_t$ be denoted by $\mathcal{V}(x)$. An infinitesimal generator $\mu^{1/2} \partial_t$ is a closed linear operator in $L^2(-\infty, \infty)$. Its fractional power
\[
(\mu^{1/2} \partial_t)^\alpha, \quad 0 < \alpha < 1
\]
has been confirmed to be well-defined by S. Bochner [4] and R.S. Phillips [37] as the infinitesimal generator of semigroup (cf. K. Yosida [44]):
\[
W(x)w_0 = \int_{0}^{\infty} \mathcal{V}(x)w_0 \; d\gamma(\lambda),
\]
for \(w_0 \in L^2(-\infty, \infty)\), where \(W(x)\) is the semigroup for \(x\)-direction. The measure \(d\gamma(\lambda) \geq 0\) is defined through the Laplace integral

\[
\exp(-tk^\alpha) = \int_0^\infty \exp(-\lambda k) \, d\gamma(\lambda),
\]

where \(t, k > 0\) is satisfied. [Q.E.D.: Lemma 14]

By taking \(\alpha = 1/2\), \((\mu^{1/2}\partial_t)^{1/2}\) is confirmed to be an infinitesimal generator in \(L^2(-\infty, \infty)\). Because \(\Omega\) is included in the resolvent set of \(-(\mu^{1/2}\partial_t)^{1/2}\), it is readily seen that \(-(\mu^{1/2}\partial_t)^{1/2}\) is also an infinitesimal generator in \(L^2(-\infty, \infty)\).

[4th step: abstract form of the Cole-Hopf transform] As in the original derivation of the Cole-Hopf transform, the solution of heat equation \(w(t, x) = W(x, \xi)w_\xi(t)\) solved along the \(x\)-direction permits its logarithm function. The abstract case of original Cole-Hopf transform is included in the description of the logarithmic representation (39). Indeed, let an invertible evolution family \(\{W(x, \xi)\}_{0 \leq x, \xi \leq L}\) be generated by \(A(x)\) for \(0 \leq x, \xi \leq L\). According to Lemma 14 the logarithmic representation of relativistic form (38) is obtained in this case as

\[
A(x)w_\xi = (I + \kappa W(\xi, x)) \, [\partial_x \log (W(x, \xi) + \kappa I)] w_\xi
\]

and hence as

\[
A(x)W(x, \xi)w_\xi = (\kappa I + W(x, \xi)) \, [\partial_x \log (W(x, \xi) + \kappa I)] w_\xi,
\]

using the commutation assumption. The nonlinear Ansatz \(-2\mu^{-1/2}(\partial_x u(t, x)) \, u(t, x)^{-1}\) of the Burgers’ equation

\[
\psi(t, x) = -2\mu^{-1/2} \, \partial_x \log u(t, x) = -2\mu^{-1/2} \, (\partial_x u(t, x)) \, u(t, x)^{-1},
\]

is essentially represented by

\[
-2\mu^{-1/2}(A(x)W(x, \xi)) \, W(x, \xi)^{-1} = -2\mu^{-1/2}(\kappa I + W(x, \xi)) \, [\partial_x \log (W(x, \xi) + \kappa I)] W(x, \xi)^{-1} = -2\mu^{-1/2}(\kappa W(x, \xi) + I) \, [\partial_x \log (W(x, \xi) + \kappa I)]
\]

in the abstract form. The similarity between Eq. (40) and the standard definition of operator norm is clear. In particular the evolution direction is generalized from \(x\) to \(x'\) in Eq. (40).

[5th step: generalization property] Equation (50) is the generalization of the Cole-Hopf transform in the following sense. According to the introduction of nonzero \(\kappa\) in the abstract form, the applicability is significantly increased, so that the linear equation is not necessarily the heat equation. According to the abstract nature of the logarithmic representation, the linear and nonlinear equation is not necessarily consider in the one-spatial dimension. According to the relativistic treatment, the transformed variable is not limited to the spatial variables. □

The generalized Cole-Hopf transform (50) shows that the nonlinearity of semigroup can appear simply by altering the evolution direction under a suitable identification between the infinitesimal generator and the evolution operator. In this sense, Eq. (50) is regarded as a local-in-\(x'\) linearized equation, if \(U(x', \xi')\) is a nonlinear semigroup (semigroup related to the nonlinear equations). Furthermore, the generalized Cole-Hopf transform (50) suggests that the relation between evolution operator and its infinitesimal generator corresponds essentially to the transform between linearity and nonlinearity.
IV. ALGEBRAIC STRUCTURE OF INFINITESIMAL GENERATORS

A. $B(X)$-module

The operator $a(t, s) = \log (U(t, s) + \kappa I)$ is bounded on $X$. It follows that $e^{a(t, s)}$ is well-defined by the convergent power series. Note again that $e^{a(t, s)}$ can be defined without assuming well-defined $\partial_t a(t, s)$. Even without taking into account the detail property of the infinitesimal generator $\partial_t a(t, s)$, the exponentiability is realized by the boundedness of $a(t, s)$. In this section, beginning with $a(t, s) = \log (U(t, s) + \kappa I)$, an algebraic module over the Banach algebra is defined. The essential idea of presenting a useful algebraic structure is not to examine directly the set of $\partial_t a(t, s)$ but to focus on the set of $a(t, s)$ at first, and then the algebraic structure of infinitesimal generators is discovered in the next. Although $a(t, s) \in B(X)$ is trivially the infinitesimal generator, what is expired here is the structure of the set of pre-infinitesimal generators $\partial_t a(t, s)$. In this section the algebraic structure is developed in relativistic form.

Theorem 15 (Normed vector space) Let $U_j(x^i, \xi^i)$ be evolution operators satisfying Eq. (8), and let $U_j(x^i, \xi^i)$ be well-defined for any $x^i, \xi^i \in [-L, L]$ and $j = 1, 2, \cdots, n$. $\log U_j(x^i, \xi^i)$ are assumed to commute with each other.

$$V_{Lq}(X) := \{ k \log U_j(x^i, \xi^i); \ k \in \mathbb{C}, \ x^i, \xi^i \in [-L, L] \} \subset B(X) \subset G(X)$$

is a normed vector space over the complex number field, where $B(X)$ denotes a set of all the bounded operators on $X$.

Proof 

In case of $\kappa = 0$ the operator $a(x^i, \xi^i)$ is reduced to

$$\log U(x^i, \xi^i) \in B(X).$$

The operator sum is calculated using the Dunford-Riesz integral

$$\log U(x^i, \eta^i) + \log U(\eta^i, \xi^i)$$

$$= \frac{1}{2\pi i} \int_\Gamma \log \lambda \ (\lambda - U(x^i, \eta^i))^{-1} d\lambda + \frac{1}{2\pi i} \int_\Gamma \log \lambda' \ (\lambda' - U(\eta^i, \xi^i))^{-1} d\lambda'$$

$$= \frac{1}{(2\pi i)^2} \int_\Gamma \int_{\Gamma'} (\log \lambda + \log \lambda') \ (\lambda - U(x^i, \eta^i))^{-1} (\lambda' - U(\eta^i, \xi^i))^{-1} d\lambda' d\lambda$$

$$= \frac{1}{(2\pi i)^2} \int_\Gamma \int_{\Gamma'} (\log \lambda \log \lambda') \ (\lambda - U(x^i, \eta^i))^{-1} (\lambda' - U(\eta^i, \xi^i))^{-1} d\lambda' d\lambda$$

$$= \log [U(x^i, \eta^i)U(\eta^i, \xi^i)] = \log U(x^i, \xi^i),$$

then the sum closedness is clear. Here $\Gamma'$ is assumed to be included in $\Gamma$, and this condition is not so restrictive in the present setting. In a different situation, when $U(t, r)$ and $V(t, r)$ commute for the same $t$ and $r$, another kind of sum is calculated as

$$\log U_1(x^i, \eta^i) + \log U_2(x^i, \eta^i)$$

$$= \frac{1}{2\pi i} \int_\Gamma \log \lambda \ (\lambda - U_1(x^i, \eta^i))^{-1} d\lambda + \frac{1}{2\pi i} \int_\Gamma \log \lambda' \ (\lambda' - U_2(x^i, \eta^i))^{-1} d\lambda'$$

$$= \frac{1}{(2\pi i)^2} \int_\Gamma \int_{\Gamma'} (\log \lambda + \log \lambda') \ (\lambda - U_1(x^i, \eta^i))^{-1} (\lambda' - U_2(x^i, \eta^i))^{-1} d\lambda' d\lambda$$

$$= \frac{1}{(2\pi i)^2} \int_\Gamma \int_{\Gamma'} (\log \lambda \log \lambda') \ (\lambda - U_1(x^i, \eta^i))^{-1} (\lambda' - U_2(x^i, \eta^i))^{-1} d\lambda' d\lambda$$

$$= \log [U_1(x^i, \eta^i)U_2(x^i, \eta^i)],$$

where, for $W(x^i, \eta^i) = U_1(x^i, \eta^i)U_2(x^i, \eta^i)$, the semigroup property is satisfied as

$$W(x^i, \eta^i)W(\eta^i, \xi^i) = U_1(x^i, \eta^i)U_2(x^i, \eta^i)U_1(\eta^i, \xi^i)U_2(\eta^i, \xi^i) = U_1(x^i, \eta^i)U_1(\eta^i, \xi^i)U_2(x^i, \eta^i)U_2(\eta^i, \xi^i) = W(x^i, \xi^i),$$

and then the sum closedness is clear. Although the logarithm function is inherently a multi-valued function, the uniqueness of sum operation is ensured by the single-valued property of the principal branch “Log”. Consequently, since the closedness for scalar product is obvious,

$$V_{Lq}(X) = \{ k \log U_i(x^i, \xi^i); \ k \in \mathbb{C}, \ x^i, \xi^i \in [-L, L] \}$$
is a normed vector space over the complex number field. In particular the zero operator \( \text{Log} I \) is included in \( V_{Lg}(X) \). Theorem 1 has been proved. \( \square \)

**Theorem 16 (B(X)-module)** Let \( U_j(x^i, \xi^i) \) be evolution operators satisfying Eq. (5) for any \( x^i, \xi^i \in \mathbb{R}^n \) and \( j = 1, 2, \cdots, n \). For a certain \( K \in B(X) \), let a subset of \( B(X) \) in which each element is assumed to commute with \( \text{Log} (U_j(x^i, \xi^i) + K) \) be \( B_{ab}(X) \). \( \text{Log}(U_j(x^i, \xi^i) + K) \) are assumed to commute with each other.

\[
B_{Lg}(X) := \{ \text{KLog} (U_j(x^i, \xi^i) + K); K \in B_{ab}(X), K \in B(X), x, \xi \in \mathbb{R}^n \} \subset B(X) \subset G(X)
\]
is a module over the Banach algebra \( B(X) \).

**Proof** It is worth generalizing the above normed vector space. In this sense, utilizing a common operator \( K \in B(X) \), components are changed to \( \text{Log} (U(x^i, \xi^i) + K) \).

The operator sum is calculated as

\begin{align}
\text{Log} (U(x^i, \eta^i) + K) + \text{Log} (U(\eta^i, \xi^i) + K) \\
= & \frac{1}{2\pi i} \int_{\Gamma} \text{Log} \lambda \left( \lambda - U(x^i, \eta^i) - K \right)^{-1} d\lambda + \frac{1}{2\pi i} \int_{\Gamma} \text{Log} \lambda' \left( \lambda' - U(\eta^i, \xi^i) - K \right)^{-1} d\lambda' \\
= & \frac{1}{(2\pi i)^2} \int_{\Gamma} \int_{\Gamma} \left( \text{Log} \lambda + \text{Log} \lambda' \right) \left( \lambda - U(x^i, \eta^i) - K \right)^{-1} \left( \lambda' - U(\eta^i, \xi^i) - K \right)^{-1} d\lambda' d\lambda \\
= & \frac{1}{(2\pi i)^2} \int_{\Gamma} \int_{\Gamma} \left( \text{Log} \lambda' \lambda \right) \left( \lambda - U(x^i, \eta^i) - K \right)^{-1} \left( \lambda' - U(\eta^i, \xi^i) - K \right)^{-1} d\lambda' d\lambda \\
= & \text{Log} \left[ \left( U(x^i, \eta^i) + K \right) \left( U(\eta^i, \xi^i) + K \right) \right] \\
= & \text{Log} \left( U(x^i, \xi^i) + KU(x^i, \eta^i) + KU(\eta^i, \xi^i) + K^2 \right).
\end{align}

After introducing a certain \( K \in B(X) \) with sufficient large \( \|K\| \), it is always possible to take integral path \( \Gamma' \) to be included in \( \Gamma \). Since the part “\( KU_1(t, r) + KU_2(t, s) + K^2I \)” is included in \( B(X) \), the sum-closedness is clear. In a different situation, when \( U_1(t, r) \) and \( U_2(t, r) \) commute for the same \( t \) and \( r \), another kind of sum is calculated as

\begin{align}
\text{Log} (U_1(x^i, \eta^i) + K) + \text{Log} (U_2(x^i, \eta^i) + K) \\
= & \frac{1}{2\pi i} \int_{\Gamma} \text{Log} \lambda \left( \lambda - U_1(x^i, \eta^i) - K \right)^{-1} d\lambda + \frac{1}{2\pi i} \int_{\Gamma} \text{Log} \lambda' \left( \lambda' - U_1(x^i, \eta^i) - K \right)^{-1} d\lambda' \\
= & \frac{1}{(2\pi i)^2} \int_{\Gamma} \int_{\Gamma} \left( \text{Log} \lambda + \text{Log} \lambda' \right) \left( \lambda - U_1(x^i, \eta^i) - K \right)^{-1} \left( \lambda' - U_1(x^i, \eta^i) - K \right)^{-1} d\lambda' d\lambda \\
= & \frac{1}{(2\pi i)^2} \int_{\Gamma} \int_{\Gamma} \left( \text{Log} \lambda' \lambda \right) \left( \lambda - U_1(x^i, \eta^i) - K \right)^{-1} \left( \lambda' - U_1(x^i, \eta^i) - K \right)^{-1} d\lambda' d\lambda \\
= & \text{Log} \left[ U_1(x^i, \eta^i) + K \right] \left[ U_2(x^i, \eta^i) + K \right] \\
= & \text{Log} \left[ W(x^i, \eta^i) + KU_1(x^i, \eta^i) + KU_2(x^i, \eta^i) + K^2I \right].
\end{align}

Since the part “\( KU_1(x^i, \eta^i) + KU_2(x^i, \eta^i) + K^2 \)” is included in \( B(X) \), the sum-closedness is clear.

The product \( \text{KLog} (U_j(x^i, \xi^i) + K_2) \in B(X) \) is justified by the operator product equipped with \( B(X) \). Consequently, since the closedness for operator product within \( B(X) \) is obvious,

\[
B_{Lg}(X) := \{ \text{KLog} (U_j(x^i, \xi^i) + K); K \in B_{ab}(X), K \in B(X), x, \xi \in \mathbb{R}^n \}
\]
is a module over the Banach algebra. In particular a relation \( V_{Lg}(X) \subset B_{Lg}(X) \) is satisfied. The statement has been proved. \( \square \)

The following corollary follows.

**Corollary 17 (B(X)-module for infinitesimal generators)** Let \( U_j(x^i, \xi^i) \) be evolution operators satisfying Eq. (5) for any \( x^i, \xi^i \in \mathbb{R}^n \) and \( j = 1, 2, \cdots, n \). For a certain \( K \in B(X) \), let a subset of \( B(X) \) in which each element is assumed to commute with \( \text{Log} (U_j(x^i, \xi^i) + K) \) be \( B_{ab}(X) \). \( \text{Log}(U_j(x^i, \xi^i) + K) \) are assumed to commute with each other.

\[
G_{Lg}(X) := \{ \text{Kd}_{\xi^i} \text{Log} (U_j(x^i, \xi^i) + K); K \in B_{ab}(X), K \in B(X), x, \xi \in \mathbb{R}^n \} \subset B(X) \subset G(X)
\]
is a module over the Banach algebra \( B(X) \).
Proof According to the linearity of differential operator, the introduction of differential operator ∂x, is true without any additional treatment □

The module over the Banach algebra is called B(X)-module. For the structure of B_{Log}(X), a certain originally unbounded part can be classified to Log(U(x^i,ξ^i) + K) ∈ B(X), and the rest part to K ∈ B_{ab}(X). Here the terminology “originally unbounded” is used, because some unbounded operators are reduced to bounded operators under the validity of the logarithmic representation.

It is necessary to connect the concept of B(X)-module to the set of infinitesimal generators. Let us move on to the operator ∂x [Log(U_j(x^i,ξ^i) + K)], which is expected to be the pre-infinitesimal generator of \exp[\log K \Log(U_j((x^i,ξ^i)) + K)]. This property is surely true by the inclusion relation B_{Log}(X) ⊂ B(X). It is also suggested by the inclusion relation B_{Log}(X) ⊂ B(X), operators \partial_x \Log(U_j((x^i,ξ^i)) + K) are the pre-infinitesimal generators if Log(U_j((x^i,ξ^i)) + K) ∈ G_{Log}(X) is satisfied. Consequently the unbounded sum-perturbation for infinitesimal generators is seen by the sum closedness of B(X)-module. Note that it does not require the self-adjointness of the operator.

The pre-infinitesimal generator property is examined for products of operators in the next two theorems.

Theorem 18 (Product perturbation for pre-infinitesimal generators) For a certain K ∈ B(X), let a subset of B(X) in which each element is assumed to commute with Log(U_i(x^i,ξ^i) + K) be B_{ab}(X). Let an operator denoted by

\[ L \Log(U(x^i,ξ^i) + K) \]

be included in B_{Log}(X), where the evolution operator U(t,s) on X is generated by A(t), L is an element in B_{ab}(X), and K is an element in B(X). Let K and L be further assumed to be independent of t. The product of pre-infinitesimal generators, which is represented by

\[ LA(t) = (I - Ke^{-a(x^i,ξ^i)})^{-1} \partial_{x^i} [L \Log(U(x^i,ξ^i) + K)], \]

is also the pre-infinitesimal generators in X, where \( a(x^i,ξ^i) = \Log(U(x^i,ξ^i) + K) \).

Proof Since L is independent of x^i,

\[ \partial_{x^i} [L \Log(U(x^i,ξ^i) + K)] = L \partial_{x^i} [\Log(U(x^i,ξ^i) + K)] \]

is true. The basic calculi using the t-independence of K leads to the product of operator LA(t). It is well-defined by

\[ (I - Ke^{-a(x^i,ξ^i)})^{-1} \partial_{x^i} [L \Log(U(x^i,ξ^i) + K)] = L(Ke^{-a(x^i,ξ^i)})^{-1} \partial_{x^i} [\Log(U(x^i,ξ^i) + K)] = L(I - Ke^{-a(x^i,ξ^i)})^{-1}(U(x^i,ξ^i) + K)^{-1} \partial_{x^i} U(x^i,ξ^i) = LA(t) \]

under the commutation assumptions, where the relation \partial_{x^i} U(x^i,ξ^i) = A(x^i)U(x^i,ξ^i) is applied. Let \( x^i,ξ^i \in [-L, +L] \) satisfy \( ξ^i < x^i \). The pre-infinitesimal generator property of LA(t) is confirmed by

\[ \left\| \int_{ξ^i}^{x^i} (I - Ke^{-a(x^i,ξ^i)})^{-1} \partial_{x^i} [L \Log(U(x^i,ξ^i) + K)]dη^i \right\| \]

\[ \leq \left\| (I - Ke^{-a(x^i,ξ^i)})^{-1} \int_{ξ^i}^{x^i} \partial_{x^i} [L \Log(U(x^i,ξ^i) + K)]dη^i \right\| \]

\[ \leq \sup_{η^i ∈ [ξ^i,x^i]} \left\| (I - Ke^{-a(x^i,ξ^i)})^{-1} \right\| \left\| \int_{ξ^i}^{x^i} \partial_{x^i} [L \Log(U(x^i,ξ^i) + K)]dη^i \right\| \]

\[ \leq \left( \sup_{η^i ∈ [ξ^i,x^i]} \right\| (I - Ke^{-a(x^i,ξ^i)})^{-1} \right\| \left\| \Log((U(x^i,ξ^i) + K) - \Log(I + K)) \right\| , \]

where a certain real number \( σ ∈ [ξ^i,x^i] \) is determined by the mean value theorem. Consequently, due to the boundedness of \( \int_{ξ^i}^{x^i} (I - Ke^{-a(x^i,ξ^i)})^{-1} \partial_{x^i} [L \Log(U(x^i,ξ^i) + K)]dη^i \) on X, \( (I - Ke^{-a(x^i,ξ^i)})^{-1} \partial_{x^i} [L \Log(U(x^i,ξ^i) + K)] \) is confirmed to be the pre-infinitesimal generator in X. □

The operator L can be regarded as a perturbation to the operators in B_{Log}(X). This lemma shows the product-perturbation for the infinitesimal generators of C^0-semigroups under the commutation, although the perturbation
has been studied mainly for the sum of operators. It is remarkable that the self-adjointness of the operator is not required for this lemma. For the details of conventional bounded sum-perturbation, and the perturbation theory for the self-adjoint operators, see Ref. [20].

**Theorem 19 (Operator product)** For a certain $K(x^i) \in B(X)$, let a subset of $B(X)$ in which each element is assumed to commute with $\log (U(x^i, \xi^i) + K(x^i))$ be $B_{ab}(X)$. Let an operator denoted by

$$L \log (U(x^i, \xi^i) + K(x^i))$$

be included in $B_{ab}(X)$, where the evolution operator $U(x^i, \xi^i)$ on $X$ is generated by $A(x^i)$, $L$ is an element in $B_{ab}(X)$, and $K(x^i)$ is an element in $B(X)$. Let $L$ and $K(x^i)$ be $x^i$-independent and $x^i$-dependent, respectively. The operators represented by

$$\mathcal{L}(x^i) \frac{\partial}{\partial x^i} [L \log (U(x^i, \xi^i) + K(x^i))]$$

is the pre-infinitesimal generator in $X$, if the operator $\mathcal{L}(\eta) \in B(X)$ is strongly continuous with respect to $\eta^i$ in the interval $[\xi^i, x^i]$.

**Proof** Let $x^i, \xi^i \in [-L, +L]$ satisfy $\xi^i < x^i$. The pre-infinitesimal generator property is reduced to the possibility of applying the mean-value theorem.

$$\left\| \int_{\xi^i}^{x^i} \mathcal{L}(\eta^i) \frac{\partial}{\partial \eta^i} [\log (U(\eta^i, \xi^i) + K(\eta^i))] d\eta^i \right\|$$

$$\leq \mathcal{L}(\sigma^i) \left\| \int_{\xi^i}^{x^i} \frac{\partial}{\partial \eta^i} [\log (U(\eta^i, \xi^i) + K(\eta^i))] d\eta^i \right\|$$

$$\leq \sup_{\sigma^i \in [\xi^i, x^i]} \left\| \mathcal{L}(\sigma^i) \right\| \left\| \log (U(x^i, \xi^i) + K(x^i)) - \log (I + K(\xi^i)) \right\|,$$

where a certain real number $\sigma^i \in [\xi^i, x^i]$ is determined by the mean value theorem. Consequently, $\mathcal{L}(x^i) \frac{\partial}{\partial x^i} [L \log (U(x^i, \xi^i) + K(x^i))]$ is confirmed to be the pre-infinitesimal generator in $X$. \quad \Box

Equation (58) provides one standard form for the representation of operator products in the sense of logarithmic representation. Consequently $B(X)$-module is associated with the pre-infinitesimal generator.

### B. Formulation of rotation group

The application example of $B(X)$-module is provided. The concept of $B(X)$-module is general enough to provide a foundation of the conventional bounded formulation of Lie algebras (for a textbook, see [27]). In other words, by means of $B(X)$-module, the intersection of the Banach algebra (including only bounded operators) and the extracted bounded part of the Lie algebra (generally including unbounded operators) is shown. More precisely, using $B(X)$-module, the bounded part is extracted from unbounded angular momentum operators. The extracted bounded parts are utilized to formulate the rotation group with incorporating the unboundedness of angular momentum algebra.

The mathematical foundation of rotation group is demonstrated. Although the evolution parameter in this Lecture Note is denoted by $t, s \in [-T, +T]$, it is more likely to be denoted by $\theta, \sigma \in [-\Theta, +\Theta]$, because the evolution parameter in the present case means the rotation angle. The rotation group is generated by the angular momentum operator (for textbooks, see Refs. [42, 43]). The angular momentum operator includes a differential operator, as represented by

$$\mathcal{L} = -i\hbar (\mathbf{r} \times \nabla),$$

(59)

where $\hbar$ is a real constant called the Dirac constant. The appearance of differential operator $\nabla$ in the representation of $\mathcal{L}$ is essential. The operator $\nabla$ is an unbounded operator for example in a Hilbert space $L^2(\mathbb{R}^3)$, while it must be treated as a bounded operator in terms of establishing an algebraic ring structure. Furthermore, the operator boundedness is also indispensable for some important formulae such as the Baker-Campbell-Hausdorff formula and the Zassenhaus formula to be valid. In general, the exponential of unbounded operators cannot be represented by
the power series expansion (cf. the Yosida approximation in a typical proof of the Hille-Yosida theorem; e.g., see Ref. [39]).

Let \( \mathbb{R}^3 \) be the three-dimensional spatial coordinate spanned by the standard orthogonal axes, \( x, y \) and \( z \). The angular momentum operator \( \mathcal{L} \) is considered in \( L^2(\mathbb{R}^3) \). The angular momentum operator

\[
\mathcal{L} = (\mathcal{L}_x, \mathcal{L}_y, \mathcal{L}_z)
\]

consists of \( x, y, \) and \( z \) components

\[
\mathcal{L}_x = -i\hbar(y\partial_z - z\partial_y), \\
\mathcal{L}_y = -i\hbar(z\partial_x - x\partial_z), \\
\mathcal{L}_z = -i\hbar(x\partial_y - y\partial_x),
\]

respectively. The commutation relations

\[
[\mathcal{L}_x, \mathcal{L}_y] = i\hbar \mathcal{L}_z, \\
[\mathcal{L}_y, \mathcal{L}_z] = i\hbar \mathcal{L}_x, \\
[\mathcal{L}_z, \mathcal{L}_x] = i\hbar \mathcal{L}_y
\]

are true, where \([\mathcal{L}_i, \mathcal{L}_j] := \mathcal{L}_i \mathcal{L}_j - \mathcal{L}_j \mathcal{L}_i \) denotes a commutator product \((i, j = x, y, z)\). The commutation of angular momentum operators arises from the commutation relations of the canonical quantization

\[
[x, p_x] = [y, p_y] = [z, p_z] = i\hbar, \\
[y, p_x] = [y, p_z] = [z, p_x] = [z, p_y] = [x, p_x] = [x, p_z] = 0.
\]

Indeed, the momentum operator \( p = (p_x, p_y, p_z) \) is represented by \( p = -i\hbar(\partial_x, \partial_y, \partial_z) \) in quantum mechanics. It is remarkable that the commutation is always true for the newtonian mechanics; i.e., \([x, p_x] = [y, p_y] = [z, p_z] = 0\) is true in addition to \([y, p_x] = [y, p_z] = [z, p_x] = [z, p_y] = [x, p_x] = [x, p_z] = 0\).

Let a set of all bounded operators on \( L^2(\mathbb{R}^3) \) be denoted by \( B(L^2(\mathbb{R}^3)) \). A set of operators \( \{\mathcal{L}_k; k = x, y, z\} \) with the commutation relation (60) is regarded as the Lie algebra. In particular \( \{\hat{\alpha}\mathcal{L}_x + \hat{\beta}\mathcal{L}_y + \hat{\gamma}\mathcal{L}_z; \hat{\alpha}, \hat{\beta}, \hat{\gamma} \in \mathbb{C}\} \) forms a vector space over the complex number field, while \( \{\alpha(i\mathcal{L}_x/\hbar) + \beta(i\mathcal{L}_y/\hbar) + \gamma(i\mathcal{L}_z/\hbar); \alpha, \beta, \gamma \in \mathbb{R}\} \) is a vector space over the real number field. It is possible to associate the real numbers \( \alpha, \beta, \gamma \) with the Euler angles (for example, see Ref. [26]). The second term of the right hand side of

\[
(r_i \partial_j)(r_k \partial_l) = r_i(\partial_j r_k)\partial_l + r_i r_k \partial_j \partial_l
\]

disappears as far as the commutator product \([\mathcal{L}_i, \mathcal{L}_j]\) is concerned, where \( r_i \) is equal to \( i \), and \( i, j, k, l = x, y, \) or \( z \) satisfy \( i \neq j \) and \( k \neq l \). This fact is a key to justify the algebraic ring structure of \( \{\mathcal{L}_k; k = x, y, z\} \). On the other hand, although \( \mathcal{L}_k \) is assumed to be bounded on \( L^2(\mathbb{R}^3) \) in the typical treatment of the Lie algebra, it is not the case for the angular momentum algebra because of the appearance of differential operators in their definitions. From a geometric point of view, the range space \( R(\mathcal{L}_k) \subset L^2(\mathbb{R}^3) \) strictly includes the domain space \( D(\mathcal{L}_k) \); i.e., there is no guarantee for any \( u \in L^2(\mathbb{R}^3) \) and a certain positive \( M \in \mathbb{R} \) to satisfy \( \|\mathcal{L}_k u\|_{L^2(\mathbb{R}^3)} \leq M \|u\|_{L^2(\mathbb{R}^3)} \). In order to establish \( \{i\mathcal{L}_k/\hbar; k = x, y, z\} \) as the Lie algebra, it is necessary to show

\[
\pm i\mathcal{L}_k/\hbar = \pm (r_i \partial_j - r_j \partial_i)
\]

as an infinitesimal generator in \( L^2(\mathbb{R}^3) \), where \( i, j, k, l = x, y, z \) satisfies \( i \neq j \neq k \). As for the angular momentum operator, the \( t \)-independent assumption for operators \( K \) and \( L \) in Theorem [18] and Theorem [14] is satisfied. Note that \( t \)-independence assumes a kind of commutation relation.

**Theorem 20 (Unbounded formulation of rotation group)** Let \( r_i \) be either \( x, y, \) or \( z \). For \( i \neq j \), an operator \( \pm r_i \partial_j \) with its domain space \( H^1_r(\mathbb{R}^3) \) is an infinitesimal generator in \( L^2(\mathbb{R}^3) \). Consequently, the angular momentum operators

\[
\pm i\mathcal{L}_x/\hbar = \pm (y\partial_z - z\partial_y), \\
\pm i\mathcal{L}_y/\hbar = \pm (z\partial_x - x\partial_z), \\
\pm i\mathcal{L}_z/\hbar = \pm (x\partial_y - y\partial_x)
\]

are infinitesimal generators in \( L^2(\mathbb{R}^3) \).
\textbf{Proof}  The proof consists of three steps.

\textbf{[1st step: \( \partial_{r_k} \) as an infinitesimal generator]}

Lemma 21 For \( r_k \) equal to \( x, \; y, \; \text{or} \; z \), an operator \( \partial_{r_k} \) with its domain \( H^1(\mathbb{R}^3) \) is an infinitesimal generator in \( L^2(\mathbb{R}^3) \).

Proof. The operator \( \partial_x \) is known as the infinitesimal generator of the first order hyperbolic type partial differential equations. For a complex number \( \lambda \) satisfying \( \text{Re}\lambda > 0 \), let us consider a differential equation

\[ \partial_x u(x) = \lambda u(x) - f(x) \]  \hspace{1cm} (63)

in \( L^2(\mathbb{R}) \), and

\[ u(x) = -\int_{-\infty}^{\infty} \exp[\lambda(x - \xi)]f(\xi) d\xi \]

satisfies the equation. According to the Schwarz inequality,

\[ \int_{-\infty}^{\infty} |u(x)|^2 dx = \int_{-\infty}^{\infty} |\int_{-\infty}^{\infty} \exp[\lambda(x - \xi)]f(\xi) dx|^2 \]

\[ \leq \int_{-\infty}^{\infty} \left\{ \int_{-\infty}^{\infty} \exp\left[ \frac{(\text{Re}\lambda)(x - \xi)}{2} \right] \exp\left[ \frac{(\text{Re}\lambda)(x - \xi)}{2} \right] |f(\xi)| dx \right\}^2 \]

\[ \leq \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \exp[(\text{Re}\lambda)(x - \xi)] d\xi \int_{-\infty}^{\infty} \exp[(\text{Re}\lambda)(x - \xi)] |f(\xi)|^2 d\xi \]

is obtained, because \( |e^{\lambda^2/2}| = |e^{\text{Re}\lambda/2}| e^{i\text{Im}\lambda/2} \leq e^{\text{Re}\lambda} \) is valid if \( \text{Re}\lambda > 0 \). Here the equality

\[ \int_{-\infty}^{\infty} \exp[(\text{Re}\lambda)(x - \xi)] d\xi = \int_{-\infty}^{\infty} \exp[-(\text{Re}\lambda)x] d\xi = \frac{1}{\text{Re}\lambda} \]

is positive valued if \( \text{Re}\lambda > 0 \). Its application leads to

\[ \int_{-\infty}^{\infty} |u(x)|^2 dx \leq \frac{1}{\text{Re}\lambda} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \exp[(\text{Re}\lambda)(x - \xi)] |f(\xi)|^2 d\xi \]

Further application of the equality

\[ \int_{-\infty}^{\infty} \exp[(\text{Re}\lambda)(x - \xi)] dx = \int_{-\infty}^{0} \exp[(\text{Re}\lambda)x] dx = \frac{1}{\text{Re}\lambda} \]

results in

\[ \int_{-\infty}^{\infty} |u(x)|^2 dx \leq \frac{1}{\text{Re}\lambda} \int_{-\infty}^{\infty} |f(\xi)|^2 d\xi, \]

and therefore

\[ \| (\lambda I - \partial_x)^{-1} f \|_{L^2(\mathbb{R})} \leq \frac{1}{\text{Re}\lambda} \| f \|_{L^2(\mathbb{R})}. \]

That is, for \( \text{Re}\lambda > 0 \),

\[ \| (\lambda I - \partial_x)^{-1} \| \leq \frac{1}{\text{Re}\lambda} \]

is valid. The surjective property of \( (\lambda I - \partial_x) \) is seen by the unique existence of solution \( u(x) \in L^2(\mathbb{R}) \) for the initial value problem of Eq. (63).

A semigroup is generated by taking a subset of the complex plane as

\[ \Omega = \{ \lambda \in \mathbb{C}; \; \lambda = \bar{\lambda} \} \]

where \( \Omega \) is included in the resolvent set of \( \partial_x \). For \( \lambda \in \Omega \), \( (\lambda I - \partial_x)^{-1} \) exists, and

\[ \| (\lambda I - \partial_x)^{-n} \| \leq \frac{1}{(|\text{Re}\lambda|)^n} \]

is obtained. Consequently, according to the Lumer-Phillips theorem \([30, 37]\) for the generation of quasi contraction semigroup, \( \partial_x \) with the domain space \( H^1(\mathbb{R}) \) is confirmed to be an infinitesimal generator in \( L^2(\mathbb{R}) \). The similar argument is valid to \( \partial_y \) and \( \partial_z \). By considering \( (x, y, z) \in \mathbb{R}^3 \), \( \partial_k \) with \( k = x, y, z \) are the infinitesimal generators in \( L^2(\mathbb{R}^3) \). \textbf{[Q.E.D.: Lemma 21]}

\textbf{[2nd step: \( ir_k I \) as an infinitesimal generator]}

\[ \partial_r \]
**Lemma 22** Let $r_k$ be either $x, y,$ or $z$. Let $I$ be the identity operator of $L^2(\mathbb{R}^3)$. An operator $ir_k I$ is an infinitesimal generator in $L^2(\mathbb{R}^3)$.

**[Proof of Lemma 22]**. For any $w \in \mathbb{C}$, it is possible to define the exponential function by the convergent power series: $e^w = \sum_{j=0}^{\infty} (w^j)/j!$, so that

$$e^{ir_k I} = \sum_{j=0}^{\infty} (ir_k I)^j$$

is well-defined for $t, r_k \in \mathbb{R}$. This fact is ensured by the boundedness of the identity operator $I$, although $r_k I$ and $ir_k I$ are not bounded operators in $L^2(\mathbb{R})$ if the standard $L^2$-norm is equipped. It is sufficient for $ir_k I$ to be the pre-infinitesimal generator.

For an arbitrary $r_k \in \mathbb{R}$, an operator $ir_k I$ with its domain $L^2(\mathbb{R})$ is the infinitesimal generator in $L^2(\mathbb{R})$; indeed, the spectral set is on the imaginary axis of the complex plane, and the unitary operator is generated as

$$\int |(e^{ir_k I} u)|^2 \, dr_k = \int |u|^2 \, dr_k.$$ 

Consequently, the operator $ir_k I$ is treated as an infinitesimal generator in $L^2(\mathbb{R})$ and therefore in $L^2(\mathbb{R}^3)$. **[Lemma 22]**

**[3rd step: $\pm(r_i \partial_{r_j} - r_j \partial_{r_i})$ as an infinitesimal generator]** Let $i \neq j$ be satisfied for $i, j = x, y, z$. Since $e^{\pm(t-s)\partial_{r_j}}$ is well-defined (cf. Lemma 21) with the domain space $H^1_L(\mathbb{R}^3)$, its logarithmic representation is obtained by

$$\pm \partial_{r_j} = (I + \kappa e^{\pm(s-t)\partial_{r_j}}) \partial_{r_j} \log(e^{\pm(s-t)\partial_{r_j}} + \kappa I),$$

where $\kappa \neq 0$ is a certain complex number. According to Theorem 19 the product between $ir_i I$ and $\pm \partial_{r_j}$ is represented by

$$\pm ir_i \partial_{r_j} = ir_i (I - \kappa e^{\pm(s-t)\partial_{r_j}}) \partial_{r_j} \log(e^{\pm(s-t)\partial_{r_j}} + \kappa I)].$$

Using the commutation and $t$-independence of $r_i I$, it leads to the logarithmic representation

$$\pm r_i \partial_{r_j} = (I + \kappa e^{\pm(s-t)\partial_{r_j}}) \partial_{r_j} \log(e^{\pm(s-t)\partial_{r_j}} + \kappa I)]$$

without the loss of generality. The domain space of $r_i I$ is equal to $L^2(\mathbb{R}^3)$, as $e^{ir_i I}$ is represented by the convergent power series in $L^2(\mathbb{R}^3)$. The half plane $\{ \lambda \in \mathbb{C}; \Re \lambda > 0 \}$ is included in the resolvent set of $\pm r_i \partial_{r_j}$. Consequently, for $t, r_i \in \mathbb{R}$, the existence of $e^{ir_i I} \partial_{r_j}$ directly follows from the confirmed existence of $e^{\pm ir_i I} \partial_{r_j}$. Being equipped with the domain space $H^1_L(\mathbb{R}^3)$, $\pm r_i \partial_{r_j}$ is the infinitesimal generator in $L^2(\mathbb{R}^3)$.

The pre-infinitesimal generator property of sum is also understood by the $B(X)$-module property. The sum between $r_i \partial_{r_j}$ and $-r_j \partial_{r_i}$ is represented by

$$\begin{align*}
(I + \kappa e^{\pm(s-t)\partial_{r_j}}) \partial_{r_j} & [r_i \log(e^{\pm(s-t)\partial_{r_j}} + \kappa I)] - (I + \kappa e^{-(s-t)\partial_{r_i}}) \partial_{r_i} [r_j \log(e^{-(s-t)\partial_{r_i}} + \kappa I)] \\
= (I + \kappa e^{\pm(s-t)\partial_{r_j}}) \partial_{r_j} [r_i \log(e^{\pm(s-t)\partial_{r_j}} + \kappa I)] - r_j \log(e^{-(s-t)\partial_{r_i}} + \kappa I)] \\
- (I + \kappa e^{-(s-t)\partial_{r_i}}) \partial_{r_i} [r_j \log(e^{-(s-t)\partial_{r_i}} + \kappa I)] \\
= (I + \kappa e^{\pm(s-t)\partial_{r_j}}) \partial_{r_j} [\log(e^{\pm(s-t)\partial_{r_j}} + \kappa I) - \log(e^{-(s-t)\partial_{r_i}} + \kappa I)] \\
- (I + \kappa e^{-(s-t)\partial_{r_i}}) \partial_{r_i} [(r_i - r_j) \log(e^{-(s-t)\partial_{r_i}} + \kappa I)] \\
- (I + \kappa e^{-(s-t)\partial_{r_i}}) \partial_{r_i} [r_j \log(e^{-(s-t)\partial_{r_i}} + \kappa I)],
\end{align*}$$

where all the terms in the right hand side are of the form

$$\mathcal{L}(t) \partial_{r_j} [r_i \log(U(t, s) + K(t))]$$

whose pre-infinitesimal generator properties are proved similarly to Lemma 2. In particular, the first term in the right hand side can be reduced to the above form with $L = 1$ and $t$-dependent $K(t)$, the parts corresponding to $\mathcal{L}(t)$ are strongly continuous, and $r_i$ is independent of $t$. After having an integral of Eq. (64) in terms of $t$, each term is regraded as a bounded operator on $L^2(\mathbb{R}^3)$. Consequently, for $i \neq j$, the application of Lemma 2 leads to the fact that

$$\pm(r_i \partial_{r_j} - r_j \partial_{r_i})$$

with its domain space $H^1_L(\mathbb{R}^3)$ is the infinitesimal generator in $L^2(\mathbb{R}^3)$. □
Corollary 23 For \( t, s \in [-T, +T] \), let \( V_k(t, s) \) with \( k = x, y, z \) in \( L^2_r(\mathbb{R}^3) \) be generated by \( i\mathcal{L}_k/\hbar \). For a certain complex constant \( \kappa \neq 0 \), the angular momentum operator \( \pm i\mathcal{L}_k/\hbar \) with \( k = x, y, z \) is represented by the logarithm

\[
\pm i\mathcal{L}_k/\hbar = \pm (I + \kappa V_k(s, t))\partial_t [\text{Log}(V_k(t, s) + \kappa I)],
\]

and the corresponding evolution operator is expanded by the convergent power series

\[
V_k(t, s) = e^{\text{Log}(V_k(t, s) + \kappa I)} - \kappa I = \sum_{n=0}^{\infty} \frac{1}{n!} (\text{Log}(V_k(t, s) + \kappa I))^n - \kappa I = (1 - \kappa)I + \sum_{n=1}^{\infty} \frac{1}{n!} (\text{Log}(V_k(t, s) + \kappa I))^n
\]

where \( \text{Log}(V_k(t, s) + \kappa I) \) is bounded on \( L^2_r(\mathbb{R}^3) \), although \( \mathcal{L}_k \) is unbounded in \( L^2_r(\mathbb{R}^3) \).

**Proof** The group \( V_k(t, s) \) with \( k = x, y, z \) is generated by the infinitesimal generator \( i\mathcal{L}_k/\hbar \) in \( L^2_r(\mathbb{R}^3) \). This fact leads to the logarithmic representation

\[
i\mathcal{L}_k/\hbar = (I + \kappa V_k(s, t))\partial_t [\text{Log}(V_k(t, s) + \kappa I)],
\]

where \( \kappa \neq 0 \) is a certain complex constant. The relation \( V_k(t, s) + \kappa I = e^{\text{Log}(V_k(t, s) + \kappa I)} \) admits the power series expansion of \( V_k(t, s) \). \( \square \)

Equation (65) shows a convergent power-series representation for the rotation group. Let us call the representation shown in Eq. (65) the collective renormalization (cf. renormalized evolution equation in Corollary 6), in which a detailed degree of freedom \( r_i \partial_{r_j} \) is switched to a collective degree of freedom \( \mathcal{L}_k \). According to the collective renormalization, the evolution problem is studied by beginning with the bounded evolution operator \( V_k(s, t) \) and the related bounded infinitesimal generator \( \text{Log}(V_k(t, s) + \kappa I) \). In a more mathematical sense, the collective renormalization plays a role of simplifying the representation. Equation (66) ensures the validity of convergent power series expansions used in operator algebras even if they include unbounded operators.
V. CONCEPTUAL REMARKS

The utility of the logarithmic representation is reviewed in terms of basic concepts. The derivative of the logarithmic representation is formally represented by

$$\partial_t \log v = v' v^{-1},$$

(68)

where $v$ is a function of $t$, and the notation $'$ denotes the differentiation along the $t$-direction. Since the logarithmic derivative $\partial_t \log v$ corresponds to the infinitesimal generator if $v$ is the evolution operator, this equality shows the relation between the infinitesimal generator $\partial_t \log v$ and the evolution operator $v$. Let $v$ be a known function (possibly a solution of linear equation), and $u$ be an unknown function of $t$ ($uv^{-1}$ be a solution of another equation, and of possibly a nonlinear equation). The Leibnitz rule reads

$$(uv^{-1})' = [v' v^{-1} - u' u^{-1}] (uv^{-1}).$$

(69)

Both $v' v^{-1}$ and $u' u^{-1}$ are regarded as the logarithmic derivative for $t$-direction. The change of the evolution direction simply requires to fix $u = \partial_x v$, and then $uv^{-1}$ is regarded as the logarithmic derivative for $x$-direction. As seen in the case of Cole-Hopf transform, Eq. (69) being equivalent to the Burger’s equation in case of the Cole-Hopf transform provides one abstract template for nonlinear evolution equations, which can be analyzed as the linear problem.

As for the applicability of the theory, the conditions to obtain the logarithmic representation (conditions shown in Sec. 1A) are not so restrictive; indeed, they can be satisfied by $C^0$-semigroups generated by $t$-independent infinitesimal generators. The most restrictive condition to obtain Eq. (3) is the commutation between $A(t)$ and $U(t,s)$. Such a commutation is trivially satisfied by $t$-independent $A(t) = A$, and also satisfied when the variable $t$ is separable (i.e., for an integrable function $g(t)$, $A(t) = g(t)A$). In this sense the operator specified in Theorem 2 corresponds to a moderate generalization of $t$-independent infinitesimal generators. The summary is demonstrated along with the related topics.

**Time reversal symmetry** The representation similar to (3) has been originally obtained for the invertible evolution families, and it is generalized to non-invertible evolution families. Under the validity of boundedness of $U(x^i, \xi^i)$ on $X$, the removal of invertible criterion is essentially realized by the introduction of nonzero $\kappa \in \mathbb{C}$. On the other hand, the indispensable conditions for obtaining this kind of logarithmic representations are the boundedness of the spectral set of $U(x^i, \xi^i)$ and the commutation assumption, where the bounded interval $-L \leq x^i, \xi^i \leq L$ is also necessary. Consequently the time-reversal symmetry is recovered for the regularized evolution operator if $x^i$ is equal to $x^0$.

**Regularity** The concept of regularized trajectory, whose regularity is similar to that of the analytic semigroups (for a textbook, see Ref. 39) at the least, is true for regularized evolution operators. The recovery of local time-reversal symmetry is associated with the regularity of the solution.

**Nonlinearity** For obtaining the logarithmic representation, the operator $U(x^i, \xi^i)$ can be either linear or nonlinear semigroup. The nonlinearity of semigroup can appear simply by altering the evolution direction under a suitable identification between the infinitesimal generator and the evolution operator. In particular the relation between evolution operator and its infinitesimal generator is essentially similar to the Cole-Hopf transform.

**The self-adjointness** The results obtained for the $B(X)$-module does not require the self-adjointness of the operator, so that it opens up a way to have a full-complex analysis (neither real nor pure-imaginary analysis) for a class of unbounded operators in association with the operator algebra.

**Discrete property** For example, in case of two-dimensional space-time distribution, let the $C^0$-semigroup for $x^0$ direction exist for a Cauchy problem:

$$\partial_{x^0} U(x^0, \xi^0) \ u_0 = K(x^0) U(x^0, \xi^0) \ u_0,$$

$$\partial_{x^0} a(x^0, \xi^0) = \partial_{x^0} \log(U(x^0, \xi^0) + \kappa I),$$

in $X_0 := L^2(-L, L)$, where a certain complex number $\kappa$ is taken from the resolvent set of $U(x^i, \xi^i)$. Furthermore let the same equation be written as

$$\partial_{x^1} V(x^1, \xi^1) \ v_0 = K(x^1) V(x^1, \xi^1) \ v_0,$$

$$\partial_{x^1} a(x^1, \xi^1) = \partial_{x^1} \log(V(x^1, \xi^1) + \kappa I),$$

in $X_1 := L^2(-T, T)$. In this situation, using $a(x^1, \xi^1)$ instead of $a(x^0, \xi^0)$, the corresponding dynamical system contains a discrete trajectory in $X_0$. Indeed, the trajectory is $L^2$-function with respect to $x^0$, and $C^0$ function with
respect to $x^1$. That is, the relativistic treatment leads to the discrete evolution (for a theory including the discrete evolution, see the variational method of abstract evolution equation \[28, 29\]). The discrete evolution to the $t$-direction ($x^0$-direction) is expected to be useful to analyze the stochastic differential equations within the semigroup theory of operators.
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