Uplink Energy Efficiency of Cell-Free Massive MIMO With Transmit Power Control in Measured Propagation Channels
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Abstract—Cell-free massive MIMO (CF-mMIMO) is expected to provide reliable wireless services for a large number of user equipments (UEs) using access points (APs) distributed across a wide area. When the UEs are battery-powered, uplink energy efficiency (EE) becomes an important performance metric for CF-mMIMO systems. Therefore, if the “target” spectral efficiency (SE) is met, it is important to optimize the uplink EE when setting the transmit powers of the UEs. Also, such transmit power control (TPC) method must be tested on channel data from real-world measurements to prove its effectiveness. In this paper, we compare three different TPC algorithms using zero-forcing reception by applying them to 3.5 GHz channel measurement data featuring ∼30,000 possible AP locations and 8 UE locations in a 200m×200m area. We show that the max-min EE algorithm is highly effective in improving the uplink EE at a target SE, especially if the number of single-antenna APs is large, circuit power consumption is low, and the maximum allowed transmit power of the UEs is high.

Index Terms—Cell-free (distributed) massive MIMO, energy efficiency, transmit power control, experimental evaluations, channel sounding, drone (UAV) channel sounder

I. INTRODUCTION

A. Motivation

Cell-free massive MIMO (CF-mMIMO), which combines various wireless communication system concepts such as mMIMO, ultra-dense networks, and cooperative multi-point (CoMP), exploits a large number of access points (APs) distributed across a wide area to reliably serve a large number of user equipments (UEs) while eliminating the inter-cell interference conventional cellular systems suffer from [1]. When the UEs transmit information to the APs during the uplink phase, the energy efficiency (EE) is an important performance metric, especially if the UEs are battery-powered and if high uplink spectral efficiency (SE) is not required. Hence, finding transmit power control (TPC) algorithms that can maximize the EE at a “target” SE is very important.

It is also important to test such TPC algorithms on large amount of realistic channel data, as the wireless providers planning the deployment of CF-mMIMO systems require accurate and reliable statistics of the expected performance. Such real-world data can only be obtained from extensive channel measurement campaigns. However, such large measurement datasets for CF-mMIMO systems are scarce due to the complexity of setting up and operating a massive number of antennas simultaneously. To address this issue, we showed that a large amount of channel data for CF-mMIMO systems can be measured using a compact channel sounder with a drone acting as a virtual array [2].

B. Related Works

There were numerous CF-mMIMO studies which tackled the problem of improving the EE. In order to save energy at the APs, efforts were made to maximize the total downlink EE, with various precoding methods and operating frequencies [3]–[8]. Other works analyzed the downlink EE while maximizing the minimum downlink SE per UE, in the cases of hardware impairments [9], in comparison to cellular systems [10], or in relation to security [11]. Likewise for uplink, the EE was analyzed to maximize the minimum uplink SE among the UEs [12]–[16]. There were also efforts to optimize the power coefficients for both the uplink and downlink jointly while seeking a balance between the EE and SE [17]–[19].

In [20], we suggested the max-min EE method, which optimizes the power coefficients to maximize the minimum uplink EE over all UEs. This algorithm achieved improved EE for UEs with the lowest EE. However, all the works mentioned above including our previous work were based on simulated channel data achieved from statistical channel models. While [2] observed the uplink SE of CF-mMIMO systems using channel measurement data, it lacked analysis of EE and impact of TPC.

C. Contributions

In this paper, we apply three different TPC algorithms (max-power, max-min SE, and max-min EE) to a large number of measured channel data to analyze the trade-offs between the EE and SE for CF-mMIMO systems with varying numbers of single-antenna APs. The amount of data is immense, featuring ∼30,000 possible AP locations and 8 UE locations in a 200m×200m area at a university campus, providing statistical confidence of the evaluated performances in a realistic deployment setting. We show that the max-min EE is very effective in improving the uplink EE at a target SE, especially if the number of single-antenna APs is large, circuit power consumption is low, and the maximum allowed transmit power of the UEs is high.
II. SYSTEM MODEL

We consider a CF-mMIMO system, with $M$ single-antenna APs deployed in a selected area of service (see Fig. 1). The total number of single-antenna UEs served within the same channel resource block is $K$. We consider frequency-flat fading, such that the channel coefficient between AP $m$ and UE $k$ is:

$$h_{m,k} = \sqrt{\beta_{m,k} p_{m,k}},$$  \hspace{1cm} (1)

where $\beta_{m,k}$ and $p_{m,k}$ are large- and small-scale fading of the corresponding links, respectively.

A. Uplink System Model

The received signal at antenna $m$ on the network side is:

$$y_m = \sqrt{\rho} \sum_{k=1}^{K} h_{m,k} \sqrt{q_k} s_k + z_m,$$  \hspace{1cm} (2)

where $s_k$ is a transmitted symbol of UE $k$ normalized to unit average power, $0 \leq q_k \leq 1$ is the transmit power coefficient, $z_m \sim \mathcal{CN}(0, 1)$ is the normalized noise, and $\rho$ is the transmit SNR, i.e., the ratio of the maximum transmitted signal power to the noise power.

B. Channel Estimation

For channel estimation, $\tau(p)$-length pilot resources from each UE are consumed within the coherence interval. Let $\sqrt{\tau(p)} \varphi_k$ be the $\tau(p)$-dimensional pilot sequence vector of UE $k$, where $\|\varphi_k\|^2 = 1$, and the corresponding received signal vector can be written as:

$$y_m^{(p)} = \sqrt{\rho(p) \tau(p)} \sum_{k=1}^{K} h_{m,k} \varphi_k + z_m^{(p)}.$$  \hspace{1cm} (3)

The MMSE channel estimate can then be written as:

$$\hat{h}_{m,k} = \frac{\sqrt{\rho(p) \tau(p)} \beta_{m,k}}{\rho(p) \tau(p) \sum_{k'=1}^{K} \beta_{m,k'} \|\varphi_k^H \varphi_{k'}\|^2 + 1} \varphi_k^H y_m^{(p)}.$$  \hspace{1cm} (4)

III. PERFORMANCE METRICS

To analyze the performances of different TPC algorithms in Sec. IV, we evaluate the SE and EE. We assume zero-forcing (ZF) reception on the network side, due to its reduced inversion complexity than the linear minimum mean square error (LMMSE) receiver when $M \gg K$.

For ZF reception, the central processing unit (CPU) collects the received signals from all antennas, vectorized as:

$$y = \sqrt{\rho} HQ^{1/2} s + z,$$  \hspace{1cm} (5)

where the dimension of $H$ is $M \times K$ ($H(m, k) = h_{m,k}$) and the dimension of the diagonal matrix $Q$ is $K \times K$ ($Q(k, k) = q_k$). The $K \times M$ ZF weight matrix is formed as:

$$W = (H^H \hat{H})^{-1} H^H,$$  \hspace{1cm} (6)

where $\hat{H}$ is the estimate of $H$. The channel estimation error matrix is defined as $\tilde{H} = H - \hat{H}$, i.e., $h_{m,k} = h_{m,k} + \tilde{h}_{m,k}$.

A. Spectral Efficiency

The SE of UE $k$ with ZF is formulated as:

$$S_k = \log_2 \left( 1 + \frac{\rho q_k}{\rho \sum_{k'=1}^{K} q_{k'} \|\tilde{w}_k \|^2 + \|w_k\|^2} \right),$$  \hspace{1cm} (7)

where the vector $\tilde{w}_k = W(k,:)^T$ with the dimension $M \times 1$.

B. Energy Efficiency

Based on [22], the power consumption of UE $k$ is:

$$P_k = \bar{P} q_k + P_U,$$  \hspace{1cm} (8)

where $\bar{P}$ is the maximum allowed transmit power and $P_U$ is the required power to run circuit components at each UE.

The EE of UE $k$ is defined as:

$$E_k = \frac{\text{Bandwidth} \cdot S_k}{P_k}.$$  \hspace{1cm} (9)

IV. TRANSMIT POWER CONTROL ALGORITHMS

TPC is needed to improve the EE of CF-mMIMO systems. In this work, we consider the uplink case, prioritizing the EE of the UEs. We introduce three different types of TPC algorithms: max-power, max-min SE, and max-min EE.
A. Max-Power Method

Max-power is the most simplistic method: each UE transmits with the maximum allowed power ($q_k = 1$). It is not strictly a TPC method, but we use it as the baseline to be compared with other TPC algorithms, as it is expected to produce highest SE cancelling interference from other UEs under ZF reception and lowest EE.

B. Max-Min Spectral Efficiency Method

Max-min SE is one of the most commonly used TPC methods in CF-mMIMO literature, and aims to maximize the minimum SE among all UEs.

The optimization problem is written as:

$$\text{maximize } \min_{\{q_k\}} S_k \quad \text{subject to } 0 \leq q_k \leq 1, k = 1, \ldots, K. \tag{10}$$

Since the SE is a logarithmic function increasing monotonically with the signal-to-interference-plus-noise ratio (SINR), the problem (10) can be reformulated as:

$$\text{maximize } t \quad \text{subject to } t \leq \text{SINR}_k, k = 1, \ldots, K \quad 0 \leq q_k \leq 1, k = 1, \ldots, K. \tag{11}$$

As proved in [23], the problem (11) is formulated into a standard geometric programming problem, and can be solved by a software solver such as CVX for MATLAB [24], [25].

C. Max-Min Energy Efficiency Method

To improve the EE at a given SE, [20] proposed the max-min EE TPC method. Similar to the max-min SE, the optimization problem of the max-min EE method is written as:

$$\text{maximize } \min_{\{q_k\}} w_k^{(b)} E_k \quad \text{subject to } S_k \geq S_k^{(t)}, k = 1, \ldots, K \quad 0 \leq q_k \leq 1, k = 1, \ldots, K, \tag{12}$$

where $w_k^{(b)}$ is the weight for each UE that can be chosen arbitrarily (e.g., proportional to the remaining battery charge), $S_k^{(t)}$ is the required minimum (target) SE for UE $k$ to ensure a certain level of quality of service. For this paper, we assume $w_k^{(b)}$ and $S_k^{(t)}$ are the same for all UEs, and denote them as $1$ and $S^{(t)}$. Using the definition of EE, the problem (12) can be reformulated as:

$$\text{maximize } \min_{\{q_k\}} \frac{\text{Bandwidth} \cdot S_k}{P q_k + P_U} \quad \text{subject to } S_k \geq S^{(t)}, k = 1, \ldots, K \quad 0 \leq q_k \leq 1, k = 1, \ldots, K. \tag{13}$$

To make the problem easier to handle, replace $q_k$ in the denominator with an auxiliary variable $\nu$:

$$\text{maximize } \min_{\{q_k, \nu\}} \frac{\text{Bandwidth} \cdot S_k}{P \nu + P_U} \quad \text{subject to } S_k \geq S^{(t)}, k = 1, \ldots, K \quad 0 \leq q_k \leq 1, k = 1, \ldots, K \quad \nu^{*} \leq \nu \leq 1, \tag{14}$$

$\nu^{*}$ is the slack variable and given as the maximum $q_k$ that achieves $S^{(t)}$ obtained by solving the following optimization problem:

$$\text{minimize } \max_{\{q_k\}} q_k \quad \text{subject to } S_k \geq S^{(t)}, k = 1, \ldots, K \quad 0 \leq q_k \leq 1, k = 1, \ldots, K, \tag{15}$$

which is explained further in [20]. Then, the problem (14) can be solved as:

1) Finding the optimal value of $\nu$ to maximize the minimum EE using a linear search algorithm.
2) Optimizing $q_k$ to minimize the maximum transmit power when $S^{(t)}$ is reached.

When solving the EE-maximization problem, $\nu$ is always the maximum value of $q_k$ while $\nu^{*}$ is the maximum value of $q_k$ to achieve the required SE. Therefore, the actual EE, which is calculated by using the optimized $q_k$, becomes higher than is calculated within the optimization problem because the actual denominator of EE for those UEs also becomes smaller ($P q_k + P_U \leq P \nu + P_U$).

V. CHANNEL MEASUREMENT

A. Channel Sounder

We acquired our channel data with a sounder that includes a transmitter (TX) on a drone [26] and a receiver (RX) on the ground (Fig. 2). The TX acts as a virtual array with a single antenna being moved by the drone to different locations, while the RX contains a switched array of eight physically separated antennas. The drone constantly transmits a 46 MHz OFDM-like sounding waveform with 2301 subcarriers (20 kHz subcarrier spacing) at 3.5 GHz as it moves at 1 m/s speed, passing through all locations where the APs may potentially be installed, while the RX constantly captures the channel data between the TX antenna and 8 RX antennas at 8 different UE locations every 50 ms through switching. Therefore, 8×2301 channel matrix may be captured at every 5 cm of drone movement. The characteristics of the drone sounder and the channel measurement principle for CF-mMIMO systems are further discussed in [2], [26].
B. Channel Measurement Setting

The channel measurements were conducted at the southwest side of the University of Southern California (USC) University Park Campus, as shown in Fig. 3. For each measurement, a RX site was selected within a 200m×200m area to place the 8 UE antennas at 1.5m height, while the drone flew at 25 to 45m height (varying across the trajectory depending on the height of the building the drone flies over), autonomously through a software app. Since the drone moved at 1m/s through ∼1500m TX trajectory and there were in total 16 RX sites capturing channel matrix every 0.05s, channel data between ∼30,000 possible AP and 128 UE locations were attained. In this paper, 8 UEs in RX3 are chosen for evaluations in Sec. VI.

C. Applying Measurement Data to Analysis

In our analysis, we consider the channel coefficient at each frequency index as a particular instance of a 3.5 GHz channel rather than considering each frequency index separately to account for frequency selectivity. Relating to the system model, 

\[ H^{(i)} \]

is the channel matrix between \( M \) selected AP locations from the TX trajectory and \( K \) selected UE locations from the RX sites at an instance \( i \), and 

\[ \beta_{m,k} = \frac{1}{F} \sum_{i=1}^{F} (h_{m,k}^{(i)})^2 \]

is the average large-scale fading with \( F \) the total number of instances corresponding to the number of frequency points from the measurement (\( F = 2301 \)). Calibration and time invariance of the sounder characteristics over the duration of the measurements were tested, and some frequency points (less than 10% of the total acquired data) exhibiting calibration errors were discarded.

VI. PERFORMANCE EVALUATIONS

Performances of the TPC algorithms in Sec. [V] are evaluated and compared by applying them to the channel data obtained from the measurement campaigns described in Sec. [V].

A. Comparing Different Energy Efficiency Algorithms

First, we compare different TPC algorithms and evaluate their trade-offs. For this comparison, 512 single-antenna APs (\( M = 512 \)) are chosen randomly from ∼30,000 possible locations, and 8 UEs from RX3 are considered. For the transmit power (\( \bar{P} \)) and the circuit power (\( P_U \)), 0.2W and 0.1W are assumed.

Fig. 4 shows how the SE generally ranks in the order of max-power, max-min SE, and max-min EE algorithm, while the EE ranks conversely. There is a clear trade-off between the SE and EE. It must be noted that the performance of the max-min EE algorithm can differ largely depending on \( S(r) \). For example, if we compare the max-min EE plots with two different values of \( S(r) \) (17 and <13), on Fig. 4 the median of the SE is greater for \( S(r) = 17 \) bits/s/Hz than \( S(r) <13 \) bits/s/Hz by about 3 bits/s/Hz, while the median of the EE is 1 Gbit/J less. If we increase the \( S(r) \) even further than 17 bits/s/Hz, both the SE and EE plots for the max-min EE approach the plots of the max-power algorithm. Under ZF reception, the max-min EE hence is a very flexible algorithm where the \( S(r) \) acts as an adjustable parameter modifying the system performances depending on the SE or EE requirements. The max-min SE meanwhile provides similar performance as

\[ ^* \]

Results for the max-min EE are the same if the \( S(r) \) is less than 13 bits/s/Hz; the maximum EE values are reached for those values of \( S(r) \).
the max-power for SE, while for EE, the max-min SE is better than the max-power by 0.13 Gbit/J at the median.

B. Comparing Different Number of APs

Now we reduce the number of single-antenna APs to 64 ($M = 64$) while keeping the number of single-antenna UEs to 8 ($K = 8$). For the max-min EE algorithm, we only observe the case when the EE is at the maximum (low $S^{(r)}$) since the max-min EE curve can lie anywhere between the max-power case and the maximum EE case depending on the $S^{(r)}$.

Comparing Fig. 4 and Fig. 5, the plots are steeper for all algorithms for both the SE and EE when there is a larger number of APs, implying the uniform quality of service. Also, the plots for the max-min SE and max-min EE are closer to one another for the EE when there is a larger number of APs, indicating that the max-min EE can be more advantageous in terms of the EE when the number of single-antenna APs increase. Meanwhile, comparing $M = 512$ and $M = 64$, the distances at the median between the SE for the max-power and max-min EE are about 3.5 and 3.3 bits/s/Hz, while for the EE, there are 1.4 and 0.8 Gbit/J differences.

C. Comparing Different Power Settings

Lastly, we compare the performances at different power settings. Two power parameters which contribute to the EE are the maximum allowed transmit power ($P$) and the power to run circuit components ($P_U$). We keep the number of APs and UEs to 512 and 8 respectively. For the max-min EE algorithm, we only select the cases where the EE is maximized (low $S^{(r)}$). We select the median values among all cases per power setting scenario.

Fig. 6 shows the median SE and EE for various values of power parameters. Note that the SE doesn’t change with $P_U$ for the max-power algorithm, since the SE depends on $Pq_k$, and $q_k$ is always assumed to be 1 regardless of $P_U$. Unlike the max-power algorithm, max-min EE algorithm shows that the SE does not increase much with $P$. This is because even when $P$ is increased, the UE does not transmit with maximum power to conserve energy ($q_k$ lies between 0 and 1).

For both the max-power and max-min EE algorithms, the EE increases when $P_U$ decreases. While the EE decreases with $P$ for the max-power algorithm, the max-min EE algorithm has a constant EE regardless of $P$. This again indicates that for the max-min EE, the UE will not transmit at a higher power even if the $P$ increases since the EE is the priority. The max-min EE is also more advantageous over the max-power in terms of EE when the $P$ increases and when $P_U$ is low, but the differences for the SE also grow. Again, depending on the $S^{(r)}$, the max-min EE curve can lie anywhere between the two curves at each power setting. Hence, for the max-min EE algorithm, the max-min EE curves maximizing EE acts as a lower bound for the SE and an upper bound for the EE, while the max-power acts as the upper bound for the EE and a lower bound for EE, under ZF reception.
The max-min EE is a flexible TPC algorithm which can either provide the maximum EE by trading off the SE or provide the same performance as the max-power algorithm maximizing the SE with the least EE depending on the target SE ($S^{(t)}$). Max-min EE is especially effective than the max-power and max-min SE TPC algorithms in terms of the EE with higher number of single-antenna APs, lower circuit consumption power, and higher maximum allowed transmit power. Our future work will include comparing all measured channel data with statistical channel models to model CF-mMIMO channels as well as system analysis using varying antennas per AP, number of APs, number of UEs, and combining methods.

VII. CONCLUSION AND FUTURE WORK

The max-min EE is a flexible TPC algorithm which can either provide the maximum EE by trading off the SE or provide the same performance as the max-power algorithm maximizing the SE with the least EE depending on the target SE ($S^{(t)}$). Max-min EE is especially effective than the max-power and max-min SE TPC algorithms in terms of the EE with higher number of single-antenna APs, lower circuit consumption power, and higher maximum allowed transmit power. Our future work will include comparing all measured channel data with statistical channel models to model CF-mMIMO channels as well as system analysis using varying antennas per AP, number of APs, number of UEs, and combining methods.
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