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Abstract: By exploiting the statistical analysis method, human dynamics provides new insights to the research of human behavior. In this paper, we analyze the characteristics of the computer operating behavior through a modified multiscale entropy algorithm with both the interval time series and the number series of individuals’ operating behavior been investigated. We also discuss the activity of individuals’ behavior from the three groups denoted as the retiree group, the student group and the worker group based on the nature of their jobs. We find that the operating behavior of the retiree group exhibits more complex dynamics than the other two groups and further present a reasonable explanation for this phenomenon. Our findings offer new insights for the further understanding of individual behavior at different time scales.
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1. Introduction

The concept of human dynamics \([1,2]\) has attracted increasing research interest since it was first proposed in 2005. Distinct from research about human behavior, human dynamics extracts statistical regularities by analyzing a large number of behavioral data and establishing behavior dynamic model on the basis of the statistical results \([3,4]\). The heavy-tail interval time distribution is the most ubiquitous characteristic observed in various human behaviors, including E-mail communication \([1,3,5]\), mobile communication \([6]\), and online activities \([7–9]\). Several candidate dynamical mechanisms of temporal bursts in human behavior have been proposed, which provide a good comprehension of the behavior patterns. Deeper understanding of human behavior may offer great benefits to the interpretation of complex socio-economic phenomena.

Multiscale Entropy (MSE), proposed by Costa \([10]\), has been used successfully in analyzing the complexity of various signals, such as EEG signals \([11,12]\), ECG signals \([13]\), laser Doppler flowmetry time series \([14]\) and human behavior time series \([8,9]\). The MSE algorithm is composed of two procedures, namely (1) a coarse-gained procedure of dividing the original time series into non-overlapping subsequences on the basis of different time scales; and (2) a computation procedure of calculating the sample entropy for each coarse-grained time series. However, the coarse-gained procedure results in a short time series which lead to imprecise estimation of sample entropy or even undefined entropy values \([15,16]\). To overcome this drawback, Wu et al. \([17]\) proposed the modified MSE (MMSE) algorithm in which a moving-averaged procedure replace the coarse-gained procedure and a time delay is introduced to acquire a more accurate estimation of sample entropy.
The MMSE has been applied successfully in measuring the complexity of short-term bearing fault time series. Moreover, features extracted by the MMSE algorithm can improve the accuracy of bearing fault detection.

In this paper, we investigate the statistical characteristics of the computer operating behavior of individuals from three user groups by MMSE analysis and activity analysis. Individuals of the three groups denoted as the retiree group, the student group and the worker group, are selected randomly from the original dataset based on the nature of their jobs. With both the interval time series and the operation-number series of the individuals taken into account, we apply the MMSE analysis to quantify the dynamical complexity of individual behavior for the three groups. The activity analysis was also conducted to further study the dynamic properties of the operating behavior.

The paper is organized as follows: Section 2 describes the method and dataset used in the empirical analysis. The MMES analysis and activity analysis are applied on the operating behavior of the individuals from the three groups in Section 3. Finally, we conclude the paper in Section 4.

2. Methods and Data Description

The MMSE algorithm consists of the following two steps:

1. A moving-averaging procedure, also known as the coarse-gained procedure, denoted as:

   \[ y^\tau_j = \frac{1}{\tau} \sum_{i=j}^{i+j-1} x_i, \quad 1 \leq j \leq N - \tau + 1, \]  
   \[ \text{(1)} \]

   where \( X = \{x_1, \ldots, x_i, \ldots x_N\} \) is the original time series, and \( Y^\tau = \{y^\tau_1, \ldots, y^\tau_j, \ldots y^\tau_{N-\tau+1}\} \) represents the moving-averaged time series at time scale \( \tau \).

2. The computation of sample entropy for the moving-averaged time series \( Y^\tau \) at time scale \( \tau \):

   \[ \text{MMSE}(X, m, \tau, r) = \text{SampEn}(Y^\tau, m, \delta = \tau, r). \]  
   \[ \text{(2)} \]

The sample entropy algorithm used here is the revised version developed by Govindan [18] with the introduced time delay factor \( \delta \) enabling the better characterization of the complexity of the system than the original definition put forth in [19]. In our numerical experiment, the parameters are chosen as \( m = 2 \) and \( r = 0.15 \) of the time series’ standard deviations.

The dataset used in this paper is obtained from China Internet Data Platform [20]. It consists of four-week computer operating logs collected from 1000 users. The operating window denoted by the focus window is sampled every two seconds. A log, including the timestamp, name, process number and content of the focus window will be produced if the focus window changes. The total 23,137 TXT files in the dataset keep track of all 1000 users’ computer operations during the four weeks, with each TXT file corresponding to a single user’s operations from a boot to shutdown in a given day. The demographic information of all users is also recorded in a CSV file.

We classify the whole set of 1000 users with ages ranging from 11 to 73 into three categories based on the nature of their jobs, as the retirees, the workers and the students. The individuals for analysis are chosen randomly from each category with a sample ratio near 10%. In particular, all of the retirees are included as the retiree group because it contains only 1.1% of the whole population. In addition, only undergraduate and graduate students are selected from the student category as the student group based consideration of the continuity and stability of operating behavior, while individuals from three types of jobs within the worker category, that is, government institution staff, professional technicians and enterprise staff are selected to form the worker group. Therefore, the data applied in our numerical experiment consist of 2376 TXT files collected from 92 individuals, which include: (a) 11 individuals in the retiree group: 10 men and one woman, aged 63.2 ± 3.97 years (mean ± SD), range 60–73 years; (b) 59 individuals in the worker group: 47 men and 12 women, aged
32.5 ± 7.47 years (mean ± SD), range 22–57 years; and (c) 22 individuals in the student group, 12 men and 10 women, aged 24.5 ± 2.52 years (mean ± SD), range 20–31 years. The worker group consists of three kinds of users, which are the government institution staff (15 individuals, aged 34.5 ± 7.03 years (mean ± SD), range 27–57 years), the professional technicians (15 individuals, aged 35.2 ± 8.96 years (mean ± SD), range 22–50 years) and the enterprise staff (29 individuals, aged 30.1 ± 6.26 years (mean ± SD), range 22–48 years).

In this paper, we focus on the individual behavior during the whole four-week sampling period. Two kinds of time series of operating behavior, the interval time series and the operation-number time series, are contained in our experimental analysis. The interval time refers to the time between two consecutive behaviors, while the operation-number is the total number of operating behaviors per unit time. The daily interval time series can be extracted by applying the first order difference to the original timestamp series of operating recorded in TXT file. In order to obtain the operation-number series, we first span the original timestamps of operation behaviors to the full day timeline, i.e., a total of 86,400 s. Considering the sampling interval (2 s) and the sparsity of operations in a full day, we establish the daily operation-number series by counting the number of operations in every 30 s. In contrast to the interval time series, the daily operation-number time series from all the users have the same size.

3. Results and Analysis

3.1. MMSE Analysis on the Three Groups

Figure 1 shows the daily interval time series and the operation-number series of a user randomly chosen from the worker group during a week. We note that the lengths of the daily interval time series vary over a long range, from 199 to 2027.

Here we should mention that although the MMSE algorithm is less affected by the sequence length than the MSE algorithm, it still provides an inaccurate estimation when the length of time series is less than 500. Thus, to overcome this issue, we only analyze the daily interval time series with lengths larger than 500. Also, only the operation-number series corresponding to those long interval time series are taken into account. We first calculate the MMSE values of the daily interval time series and the operation-number series of each individual during the four-week sample period and then combine the MMSE values of each individual belonging to the same group. The MMSE analysis of the daily interval time series and the operation-number series are plotted in Figures 2 and 3 respectively. The error bar and symbol at each scale represent the SD and the mean value of the MMSE values calculated from all individuals in each group.

We note that the MMSE values of the daily interval time series are obviously higher than that of the daily operation-number series. This is due to the long period of zero values in the beginning and the end of the daily operation-number series. Also, the mean values of all three groups’ MMSE values in Figures 2 and 3 gradually increase with the growth of the time scale. We think this is caused by the coarse-grained procedure, which progressively eliminates a lot of zero-values in the daily operation-number series and the same values in the daily interval time series such that the MMSE values increase versus the time scale. For all time scales the MMSE values of the daily interval time series from the retiree group are significantly higher than that from the student group (p < 0.05, Mann-Whitney-Wilcoxon test (MWW test)) and the worker group (p < 0.05, MWW test) as shown in Figure 2. However, the MMSE values of the daily operation-number series of the retiree group are significantly higher than that of the student group (p < 0.05, MWW test) only for time scale less than 4 and the worker group (p < 0.05, MWW test) for time scale less than 12, as implied in Figure 3. These findings imply that the operating behavior of the retirees is the most complex compared with the other two groups on small time scales.
3.1. MMSE Analysis on the Three Groups

Results and Analysis

Users have the same size.

The interval time refers to the time between two consecutive behaviors, while the operation-number is the total number of operating behaviors every 30 s. In contrast to the interval time series, the daily operation-number time series from all the in a full day, we establish the daily operation-number series by counting the number of operations in

Findings imply that the operating behavior of the retirees is the most complex compared with the

MMSE values of the daily interval time series from the worker group are significantly higher than that of the student group.

The lengths of the daily interval time series vary over a long range, from 199 to 2027.

Also, only the operation-number series corresponding to those long series is less than 500. Thus, to overcome this issue, we only analyze the daily interval time series.

The MMSE algorithm is less affected by the sequence coarse-grained procedure, which progressively eliminates a lot of zero-values in the daily analysis of the daily interval time series and the operation-number series are plotted in Figures 2 and 3.

There exists distinction of complex dynamic of operating behaviors from those two groups based on which may dramatically affect the MMSE values as illustrated in [13]. Thus it is hard to claim that

Figure 2. MMSE analysis of daily interval time series from the three groups.

Figure 1. (a) Daily interval time series of operating behavior from an individual chosen randomly from the worker group during a week; (b) Daily operation-number series from the same individual during the same week.
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To further study the dynamic complexity, we then plot the average operation-number series of each group in Figure 4. Each point corresponds to the average number of operations for a group in a unit time of 30 s. From Figure 4, the difference between the black curve and the remaining red and blue curves can be noticed, that is, the average operation-number series of the retiree group represented by the black curve takes a significantly larger width than those of the others. This issue can be explained by the relative larger fluctuation of amplitude of the neighboring unit times. Such fluctuations result in rich structural information which maintain the MMSE values on a relative higher level on time scale 1. However, with the growth of the time scale, the coarse-gained series gradually eliminate those structures such that the differences of the MMSE values with the other two groups disappear.

In addition, we find no significant difference in the MMSE values of the daily operation-number series between the worker group and the student group (p > 0.05, MWW test). Only for time scale between 17 and 38, the MMSE values of the daily interval time series from the worker group are significant higher than those from the student group (p < 0.05, MWW test). It is noted that the burstiness of human behavior, characterized by active behaviors concentrated on a short period followed by a long period of inactivity, brings about a few very long time intervals (see Figure 1a) which may dramatically affect the MMSE values as illustrated in [13]. Thus it is hard to claim that there exists distinction of complex dynamic of operating behaviors from those two groups based on the above results.

The circadian rhythms of each group are also reflected by those curves. Older people are accustomed to early hours such that their operations occur earlier around 720 (6:00 AM), while the workers start their operations near 960 (8:00 AM), coinciding with office hours. In addition, a local minimal also appears in both curves around 1440 (12:00 AM), which corresponds exactly to lunchtime.
To further study the dynamic complexity, we then plot the average operation-number series of each group in Figure 4. Each point corresponds to the average number of operations for a group in a unit time of 30 s. From Figure 4, the difference between the black curve and the remaining red and blue curves can be noticed, that is, the average operation-number series of the retiree group represented by the black curve takes a significantly larger width than those of the others. This issue can be explained by the relative larger fluctuation of amplitude of the neighboring unit times. Such fluctuations result in rich structural information which maintain the MMSE values on a relative higher level on time scale 1. However, with the growth of the time scale, the coarse-grained series gradually eliminate those structures such that the differences of the MMSE values with the other two groups disappear.

Figure 4. Average number of operations per unit time from the three groups. The unit time corresponds to 30 s.

3.2. The Activity Analysis on the Three Groups

As illustrated by Radicchi in [7] the number of operations performed by a user plays an important role in determining her/his activity patterns, so we then studied the activities of the individuals’ operating behavior from each group. The activity is defined as

\[ a = \frac{n}{t_n - t_1} \]  

(3)

where \( n \) is the total number of the operations of an individual, \( t_1, t_2, t_3, \ldots, t_n \) correspond to the occurrence times of the operatings and \( t_n - t_1 \) is the whole interval time in which the total \( n \) operations have performed. Figure 5 shows the activities of individuals from the three groups during the four weeks. Each row is associated with an individual in a single day. The activity is represented by the color scale. The color map of the activities for the retiree group appears to be more dusky than the other two groups, which suggests that the retirees are less active than the others. Actually, the activities of the retiree group (0.016 ± 0.013 (mean ± SD)) are significantly less than those of the student group (0.034 ± 0.027 (mean ± SD), \( p < 0.05 \), MWW test) and the worker group (0.042 ± 0.032 (mean ± SD), \( p < 0.05 \), MWW test). In addition, the worker group is significantly more active than the student group (\( p < 0.05 \), MWW test). Since the activity reflects the number of operating behaviors per unit time, the above findings indicate that the retirees operate the computer more slowly than the individuals from the others two groups.

The behavior frequencies of the workers and the students during the active periods are generally higher than the inverse of the sampling interval (2 s) partially due to their proficiency in operating computers. Such high-frequency patterns are smoothed by the sampling process. Therefore, the sampled time series exhibits more regularity than the original ones, leading to the comparative low values of the MMSE analysis. In contrast, the slow rhythm of the operating behavior for the retirees may arise from their unfamiliarity with computer operation and physiological reasons, which enlarge the interval time and enrich the structure of the operation-number series such that the MMSE values of both kinds of time series for the retiree group maintain on a relatively high level. With the increase of the time scale, the coarse-grained procedure aggregates the operations in larger intervals such that
the circadian rhythms of each group are also reflected by those curves. Older people are
slowly than the individuals from the others two groups. The retiree group and the other two
groups caused by the different behavior rhythm are gradually mitigated. This might be the
reason why the differences between the MMSEs of the daily operation-number series from the retiree
group and the other two groups are significant only on small time scales.

4. Conclusions

In summary, we have investigated the dynamic properties of individuals’ computer operating
behavior by the MMSE algorithm and activity analysis. Individuals selected randomly from the
original dataset have been classified into three groups based on the nature of their jobs. Both the
interval time series and the operation-number series of individuals from each group have been
studied. The results suggested that the operating behaviors of retirees have larger complexity and
lower activity than the others. Our findings may offer insights for the further understanding of
individuals’ behavior at different time scales and are expected to be applicable in abnormal behavior
detection in future works.
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