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ABSTRACT A multistatic radar system can effectively improve the detection performance owing to its spatial diversity property. However, the detection performance will degrade when there exist multipaths. Time reversal has been proved to be able to transform the impact of the multipath into a favorable factor by matching propagation channels to achieve space-time focusing in a monostatic radar system. Therefore, we study the time reversal detection problem in a multistatic radar system with multipath environment in this paper. We divide the detection problems into two scenarios according to whether the channel response is known or not. In both scenarios, the time reversal detector and the conventional detector are derived respectively. Monte-Carlo experiments are used to examine the performance of the four detectors. The simulation results demonstrate that the time reversal detectors have a significant performance enhancement over the conventional detectors for the multistatic radar in a multipath environment, and more multipaths lead to better detection performance for the time reversal detectors. In addition, we also show that the detection probability improves with the increase of the number of radar transceivers.

INDEX TERMS Detection, multistatic radar, time reversal.

I. INTRODUCTION Radar cross section (RCS), which affects the radar detection performance significantly, is associated with the radar observation angle. In a multistatic radar or a distributed multiple input multiple output (MIMO) radar, the target is illuminated from different directions to obtain spatial diversity which can overcome RCS fluctuation [1], [2]. Compared with the monostatic radar, the multistatic radar system utilizes spatial diversity to improve the detection performance [3]–[6]. There exist lots of multipaths for urban environments or low angle target detection [7], [8], which severely reduces the detection probability [9]. In order to solve the multipath problem in detection, the multipath scattering model in multipath environment was studied [10]. However, it is difficult to build an accurate multipath channel model for a complex propagation environment. For the situation where the wide-sense noise covariance matrix is unknown, several detectors are derived by using a subspace model and assuming the persymmetric covariance structure [11]. In order to solve the signal mismatch caused by multipath, two selective detectors are proposed in [12]. In addition, a tunable detector [12] is studied to overcome the problem of worse robustness caused by selective detectors. In addition to reducing the adverse effects of multipath on detector performance, it is also a good idea to use multipath characteristics to improve detection results. In [13], according to the behavior of the multipath components, the prior knowledge of the environment is used to divide the environment into three different regions, each of which corresponds to a detector designed to improve detection performance. Another multipath exploiting adaptive radar which is called Multipath Adaptive Matched Filter, with the knowledge of the reflected steering vector for a known actual direct-path steering vector is devised in [14]. The diffuse multipath exploitation detectors are designed in [15] and [16] for point-like targets and range distributed targets, respectively. Besides exploiting multipath energy as in [14] and [15], multipath can also be utilized to increase spatial diversity. The adaptive OFDM radar is proposed to solve the problem of moving target detection in a multipath environment [17].

The time reversal (TR) [18] is a technique that can transform the influence of the multipaths into a favorable factor by matching the propagation channels. Its processing is shown...
in Fig. 1. The radar receives the echo of a target as the conventional radar does first. Then, it forms the new transmitted signal by reversing the received data in the time domain (or by doing phase conjugation in the frequency domain) and normalizing energy. Subsequently, the new signal is transmitted to the target through the same scattering channel environment [18]. Owing to that the retransmitted signal is matched with the multipath propagation channel, it will refocus on the target with more energy than the first transmission. Finally, the radar receives the echoes of the target again, which is denoted as the time reversal echo. Therefore, time reversal does not require to construct the channel model in advance and it can effectively utilize multipaths to realize spatial and temporal focusing by matching channel response, which helps to improve the radar detection probability. And also more multipaths will bring more energy to the target, thus leading to better detection performance [19]. Time reversal was firstly proposed by Fink and applied to acoustics and ultrasound [20], [21], and then it is demonstrated to have a focusing effect on electromagnetic waves [22], [23]. Jin and Fink have done a lot of works on the detection problems using time reversal, such as the TR detection using a single antenna [24], antenna arrays [25]. Essentially, the radars in both papers are monostatic and do not have the advantage of spatial diversity. Then the time reversal detector in widely separated MIMO radar is introduced in [26]. However, the transmitted signals of each subarray or transmitter need to guarantee strict orthogonality for the MIMO radar to achieve channel separation by matched filtering. Therefore, to design the transmission waveform more flexibly without orthogonality, we extend the time reversal detection algorithm to a general multistatic radar system in this paper.

In the multistatic radar system, several spatially distributed transceivers are assumed. Each transceiver has one reciprocal antenna. We construct the signal for the multistatic radar and derive the TR detectors as well as conventional detectors. We consider two scenarios, the ideal case and the realistic case [24], [25], in which the channel response is known and unknown, respectively. In both scenarios, we derive the conventional detectors and the time reversal detectors, respectively. Under the ideal case, the time reversal transmitting signal is calculated according to the channel response. And we can analyse the detection probability, the false alarm probability and the detection threshold using the theoretical results. For the realistic scenario, the channel response is unknown. We estimate the channel response by applying a maximum likelihood method to the received signals. Then a generalized likelihood ratio test (GLRT) detector is derived to determine whether there is a target or not. We use Monte-Carlo experiments to analyse the detection performance of the detectors. Compared with the conventional detectors, the TR detectors obtain higher detection probabilities in both the ideal and the realistic cases.

The paper is organized as follows. Section II introduces the signal model including both the conventional one and the time reversal one, and analyses their statistical characteristics. Section III derives the conventional and time reversal detectors under the condition that the channel response is known and unknown, respectively. Section IV conducts simulation results and compares them with the theoretical results. Finally, Section V summarizes this paper.

**Notation:** Uppercase and lowercase blackface letters represent matrices and vectors, respectively. The symbol $(\cdot)^T$ stands for transpose; $(\cdot)^*$ denotes conjugate; $(\cdot)^H$ represents Hermitian transpose. The character $\sim$ is used to indicate statistical distribution. $\mathcal{CN}(\mu, \sigma^2)$ and $\mathcal{N}(\mu, \sigma^2)$ stand for complex Gaussian and Gaussian distributions with parameters $\mu$ and $\sigma^2$, respectively. $\text{Tr}(\cdot)$ represents the trace of the matrix. The symbol diag$(\cdot)$ represents a diagonal matrix whose diagonal elements are vectors in brackets. $\Re(\cdot)$ is the real part of vector $\mathbf{x}$. The symbol $\mathbf{A}^+$ means Moore-Penrose inverse matrix of $\mathbf{A}$.

**II. SIGNAL MODEL**

A rich multipath environment is considered in this paper, such as low angle, indoor and urban scenes. We focus on the stationary or slow moving target detection problem of the multistatic radar system based on time reversal and ignore the clutters in this paper. But the multipaths cannot be eliminated because they are related to the target [27]. Hence, we consider the signal model that only includes the target echo and the multipaths. The target is stationary or moves slowly, therefore the Doppler frequency has little effect on target detection and we do not consider the Doppler frequency in the following analysis. We assume that the radar system is constructed by $N$ distributed transceivers as shown in Fig. 2. All transceivers can both transmit and receive signals. Unlike the TR-MIMO radar, there is no need to ensure the orthogonality of
transmitted signals to achieve channel separation by matched filtering in the multistatic radar. The transmitted wideband signal of each distributed transceiver is \( f_n(t) \) and they have the same the timewindow \( T_p \) and the bandwidth \( B \). The \( m \)-th discrete time domain sample of \( f_n(t) \) is \( f_n(m) \), \( m = 0, \cdot \cdot \cdot , Q - 1 \). The discrete Fourier transform of \( f_n(m) \) is \( F_n(\omega_q) \), \( \omega_q = qB/(Q - 1) \) + \( \omega_{q_i} \), \( q = 0, 1, \cdot \cdot \cdot , Q - 1 \) and \( \omega_{q_i} \) is the starting frequency of signal, and \( n = 1, \cdot \cdot \cdot , N \). The transmitted signal power of the \( n \)-th transceiver is \( E_n = 1/Q \sum_{q=0}^{Q-1} |F_n(\omega_q)|^2 \). The time reversal of transmitted signal is \( f_n^*(-t) \), which the discrete sample is \( f_n^*(-m) \). The discrete Fourier transform of \( f_n^*(-m) \) is \( F_n^*(-\omega_q) \). Specially, for real-valued transmitted signal \( f_n(-t) = f_n^*(-t) \), therefore the discrete Fourier transform of the time reversed signal corresponding to \( f_n(m) \) is \( F^*(\omega_q) \). Since rich multipaths cause difficulties for signal processing, in this article, we analyse signals in the frequency domain and consider the multipath effect as a channel as a whole, instead of considering the impact of each multipath on detection. Besides, according to the Parseval theorem, there is no energy loss when the signal is transformed from the time domain to the frequency domain. Hence, it is feasible to solve the problem in the frequency domain, which has been demonstrated by [19], [28], [29].

The channel response matrix at frequency \( \omega_q \) is \( H(\omega_q) \), where the element \( H_{ij}(\omega_q) \) represents the channel response from the \( j \)-th transmitter to the \( i \)-th receiver. Channel response is the product of two Green’s functions. Let \( G(\mathbf{x}, \mathbf{r}'; \omega_q) \) be the Green’s function of the background medium between locations \( \mathbf{r} \) and \( \mathbf{r}' \) at frequency \( \omega_q \). The channel response is given by [30]

\[
H_{ij}(\omega_q) = \tau(\mathbf{x}_i; \omega_q)G(\mathbf{x}_i, \mathbf{r}_j; \omega_q)G(\mathbf{r}_j, \mathbf{x}_i; \omega_q),
\]

where \( \tau(\mathbf{x}_i; \omega_q) \) is the complex reflectivity of the point target at location \( \mathbf{x}_i \) and \( \mathbf{r}_j \) is the location of the \( i \)-th transceiver. Because of the reciprocity relation of the Green’s function, we obtain

\[
G(\mathbf{r}, \mathbf{r}'; \omega_q) = G(\mathbf{r}', \mathbf{r}; \omega_q).
\]

Since we assume that the target is stationary or moves slowly, the scattering environment can be considered unchanged, which results in \( H(\omega_q) \) being a symmetric matrix

\[
H_{ij}(\omega_q) = H_{ji}(\omega_q), \quad H(\omega_q) = H^T(\omega_q).
\]

The signal is processed in the frequency domain, hence channel \( H(\omega_q) \) for each frequency point \( \omega_q \) is a superposition of all multipaths.

In order to show the advantages of time reversal target detection, we compare it with the conventional target detection. First, we give the conventional and time reversal signal models in this section.

### A. CONVENTIONAL SIGNAL MODEL

For the \( l \)-th snapshot, \( l = 1, \cdot \cdot \cdot , L \), being similar to the array antennas received signal in [25], the echo of \( n \)-th transceiver at frequency \( \omega_q \) is \( Y_{l,n}(\omega_q) \)

\[
Y_{l,n}(\omega_q) = \sum_{j=1}^{N} H_{n,j}(\omega_q)F_j(\omega_q) + V_{l,n}(\omega_q). \tag{4}
\]

In this article, receiving one conventional echo is defined as one snapshot. The received signals of all \( N \) transceivers at the \( l \)-th snapshot and frequency \( \omega_q \) are written in the form of \( N \times 1 \) dimensional vector

\[
y_l(\omega_q) = [Y_{l,1}(\omega_q), \cdot \cdot \cdot , Y_{l,N}(\omega_q)]^T = H(\omega_q)[f(\omega_q)] + v_l(\omega_q), \tag{5}
\]

\[
f(\omega_q) = [F_1(\omega_q), \cdot \cdot \cdot , F_N(\omega_q)]^T, \tag{6}
\]

\[
v_l(\omega_q) = [V_{l,1}(\omega_q), \cdot \cdot \cdot , V_{l,N}(\omega_q)]^T, \tag{7}
\]

where \( f(\omega_q) \) is the \( N \times 1 \) dimensional transmitted signal vector of \( N \) transceivers at frequency \( \omega_q \), \( v_l(\omega_q) \) is the noise vector of \( N \) transceivers at the \( l \)-th snapshot and frequency \( \omega_q \). \( V_{l,n}(\omega_q) \) is the addtive complex Gaussian white noise with zero mean and diagonal covariance \( \sigma_v^2 \). The received signals of the \( Q \)-th frequency points are stacked into \( NQ \times 1 \) dimensional vector, which represents a snapshot data

\[
y_l = [y_1^T(\omega_0), \cdot \cdot \cdot , y_L^T(\omega_{Q-1})]^T = HF_l + v_l, \tag{8}
\]

where

\[
H = \text{diag}[H(\omega_0), \cdot \cdot \cdot , H(\omega_{Q-1})]_{NQ \times NQ}, \tag{9}
\]

\[
f = [f^T(\omega_0), \cdot \cdot \cdot , f^T(\omega_{Q-1})]^T_{NQ \times 1}, \tag{10}
\]

\[
v_l = [v_1^T(\omega_0), \cdot \cdot \cdot , v_L^T(\omega_{Q-1})]^T_{NQ \times 1}. \tag{11}
\]

In (9), diagonal elements of \( H \) are block matrices. Finally, \( L \) snapshots data are collected and written as \( NQ \times L \) dimensional matrix

\[
Y = [y_1, \cdot \cdot \cdot , y_L]. \tag{12}
\]

### B. TR SIGNAL MODEL

The time reversal data are analysed on the basis of conventional received data. The received conventional signal of each transceiver for each snapshot is time reversed (or frequency domain conjugation), energy normalized, and retransmitted.
In the time reversal process, each time a conventional echo is received, and the corresponding time reversal echo is also received. However, these two echoes are uniformly called one snapshot. In other words, the snapshots of the time reversal and the conventional signal models are uniformly defined as the number of times of conventional signal \( y_l \) received. For the \( l \)-th snapshot, time reversal signal at frequency \( \omega_q \) is given by

\[
x_l(\omega_q) = H(\omega_q) U_l y^*_l(\omega_q) + w_l(\omega_q)
\]

\[
= H(\omega_q) U_l H^*(\omega_q) f^*(\omega_q)
+ H(\omega_q) U_l v^*_l(\omega_q) + w_l(\omega_q),
\]

where

\[
U_l = \text{diag}[u_{l,1}, \cdots, u_{l,N}]_{N \times N},
\]

\[
w_l(\omega_q) = [W_{l,1}(\omega_q), \cdots, W_{l,N}(\omega_q)]^T.
\]

\( u_{l,n} \) is the normalized factor of the \( n \)-th transceiver, \( l \)-th snapshot

\[
u_{l,n} = \sqrt{\frac{\sum_{q=0}^{Q-1} |F_q(\omega_q)|^2}{\sum_{q=0}^{Q-1} |Y_{l,n}(\omega_q)|^2}}.
\]

\( u_{l,n} \) is used to ensure that the power of the time reversal transmitted signal is the same as the power of the conventional transmitted signal, i.e. \( E_u \). Although the power of the received conventional echo \( y_l \) in each snapshot is different, the power of the time reversal transmitted signal remains the same after energy normalization. \( W_{l,n}(\omega_q) \) is an additive circular complex zero mean white Gaussian noise with variance \( \sigma_w^2 \) of \( n \)-th transceiver received at the \( l \)-th snapshot.

\( \overline{NQ} \times 1 \) dimensional vector of time reversal signal at \( l \)-th snapshot is described as

\[
x_l = H U^* f + H U^* v^* + w_l,
\]

\[
U_l = \text{diag}[U_{l,1}, \cdots, U_{l,N}]_{N \times NQ},
\]

\[
w_l = [w^*_{l,1}(\omega_0), \cdots, w^*_{l,1}(\omega_{Q-1})]^T.
\]

Just like [25], for the TR target detection, \( y^*_l \) and \( x_l \) are combined to get more information

\[
z_l = [y^*_l \quad x^*_l]^T.
\]

Similar to (12), all received data can be written as a matrix \( Z \), which is defined as

\[
Z = [z_1, \cdots, z_L].
\]

C. STATISTICAL CHARACTERISTIC

In this section, we analyse the statistical properties of the time reversal and the conventional signals. Because \( V_{l,n}(\omega_q) \) and \( W_{l,n}(\omega_q) \) satisfy complex Gaussian distribution, hence \( v_l \) and \( w_l \) are circular complex Gaussian random vectors

\[
v_l \sim \mathcal{C}\mathcal{N}(0, \sigma^2_v I_{NQ}),
\]

\[
w_l \sim \mathcal{C}\mathcal{N}(0, \sigma^2_w I_{NQ}).
\]

Note that \( v_l \) and \( w_l \) are the additive complex white Gaussian noise of the conventional and the time reversed received signal, respectively. In the time reversal step, the conventional received signal is transmitted first, which including noise \( v_l \). \( v_l \) and \( w_l \) are independent of the target response and on the other hand, they are statistically independent. Based on this statistical characteristic, the received signals satisfy

\[
y_l \sim \mathcal{C}\mathcal{N}(H f, \sigma^2_v I_{NQ}),
\]

\[
x_l \sim \mathcal{C}\mathcal{N}(H U^* f^*, \sigma^2_v H U^* H + \sigma^2_w I_{NQ}).
\]

III. DETECTORS

In this subsection, binary hypothesis test is used for the TR detection and the conventional detection problems. Under the null hypothesis \( H_0 \), there is no target while under the hypothesis \( H_1 \) the target signal exists. For these detection problems, we consider two scenarios [24], [25]. One is defined as the ideal scenario where channel response \( H \) is known. And the other is referred to as the realistic scenario where channel response \( H \) is unknown. For both the ideal and the realistic scenarios, the main difference is whether the channel response is known or not, which leads to different detectors. When designing the ideal detectors, the channel response can be considered constant because it is known. For the realistic detectors, since the channel response is unknown, the maximum likelihood (ML) estimation of the channel response is needed when designing the generalized likelihood ratio test (GLRT) detectors. In the following, four detectors are described in detail:

1) the conventional detector with known channel response (short as ideal-CD)

2) the time reversal detector with known channel response (short as ideal-TR)

3) the conventional detector with unknown channel response (short as CD-GLRT)

4) the time reversal detector with unknown channel response (short as TR-GLRT)

In the conventional detection method, a binary hypothesis test is directly performed on the received echo, and multipath information is not exploited, which often reduces the performance of the detector and increases the false alarm rate. In contrast, although the time reversal detection method also uses a binary hypothesis test, the time reversal echo is a signal after spatial and temporal focusing, that is, channel matching is achieved and multipath information is exploited.

A. CONVENTIONAL DETECTOR WITH KNOWN CHANNEL RESPONSE

For the ideal conventional detection problem, the binary hypothesis test, the false alarm probability and the detection probability are derived. The binary hypothesis test is given by

\[
H_1 : y_l = H f + v_l
\]

\[
H_0 : y_l = v_l.
\]

In this scenario, \( H \) is known, and on the other hand, \( y_l \) satisfies complex Gaussian distribution based on (24). The probability
density functions (pdfs) under hypothesis $H_1$ and $H_0$ are
\[
p(Y|H_1) = \frac{1}{(\pi\sigma^2)^L} \exp \left\{ -\sum_{l=1}^{L} \frac{||y_l - Hf||^2}{\sigma^2} \right\}, \quad (27)
\]
\[
p(Y|H_0) = \frac{1}{(\pi\sigma^2)^L} \exp \left\{ -\sum_{l=1}^{L} \frac{||y_l||^2}{\sigma^2} \right\}. \quad (28)
\]
The likelihood ratio can be obtained by dividing (27) with (28)
\[
\ell(Y) = \frac{p(Y|H_1)}{p(Y|H_0)} = \frac{ \left( \frac{\|Hf\|^2}{\sigma_v \|Hf\|} \right)^L }{ \left( \frac{\|Hf\|}{\sigma_v} \right)^L } \exp \left\{ -\sum_{l=1}^{L} \frac{||y_l - Hf||^2}{\sigma^2} \right\} \exp \left\{ -\sum_{l=1}^{L} \frac{||y_l||^2}{\sigma^2} \right\}.
\]
(29)

Then we take the logarithm of (29) and discard the constant terms. And since channel response $H$ is known, the logarithm result of (29) can be normalized with $2\sigma_v \|Hf\|$, which is a constant being calculated in advance. The likelihood ratio test of conventional ideal detector is
\[
\ell_{\text{ideal-CD}}(Y) = \Re \left\{ \left( \frac{|Hf|^2}{\sigma_v \|Hf\|} \right)^L \exp \left\{ -\sum_{l=1}^{L} \frac{||y_l - Hf||^2}{\sigma^2} \right\} \right\}. \quad (30)
\]

In the ideal scenario, $H$ and $f$ are determined. Under hypothesis $H_0$, $y_l = v_l$, and $v_l$ is distributed as in (22). $\ell_{\text{ideal-CD}}$ is a complex random variable. It is straightforward to know
\[
\left( \frac{|Hf|^2}{\sigma_v \|Hf\|} \right)^L \sim CN(0, L),
\]
\[
\ell_{\text{ideal-CD}}(Y) \sim N(0, L/2). \quad (31)
\]
The false alarm probability $P_{f_a,CD}$ is obtained by integrating $\ell_{\text{ideal-CD}}$ from threshold to infinity under $H_0$
\[
P_{f_a,CD} = \int_{\infty}^{\infty} \frac{1}{\sqrt{2\pi L/2}} e^{-x^2/2L/2} dx = \int_{\infty}^{\infty} \frac{1}{\sqrt{2\pi}} e^{-x^2} dx = \frac{1}{2} \left( 1 - \text{erf} \left( \frac{\eta_{CD}}{\sqrt{L}} \right) \right),
\]
\[
\eta_{CD} = \sqrt{L} \text{erf}^{-1}(1 - 2P_{f_a,CD}),
\]
where $\eta_{CD}$ is the detection threshold, erf($\cdot$) is the error function and erf$^{-1}(\cdot)$ is the inverse error function.

Under hypothesis $H_1$, the received data consist of the target signal and noise. The test statistic $\ell_{\text{ideal-CD}}(Y)$ is equivalent to
\[
\ell_{\text{ideal-CD}}(Y) = \Re \left\{ \left( \frac{|Hf|^2}{\sigma_v \|Hf\|} \right)^L \exp \left\{ -\sum_{l=1}^{L} \frac{||y_l||^2}{\sigma^2} \right\} \right\} \exp \left\{ -\sum_{l=1}^{L} \frac{||y_l - Hf||^2}{\sigma^2} \right\}
\]
\[
= \mu_{CD} + \Re \left\{ \left( \frac{|Hf|^2}{\sigma_v \|Hf\|} \right)^L \exp \left\{ -\sum_{l=1}^{L} \frac{||y_l||^2}{\sigma^2} \right\} \right\},
\]
\[
\mu_{CD} = \frac{L \|Hf\|}{\sigma_v}. \quad (36)
\]
The probability density function of the test statistic $\ell_{\text{ideal-CD}}(Y)$ under $H_1$ is
\[
\ell_{\text{ideal-CD}}(Y) \sim N(\mu_{CD}, L/2). \quad (37)
\]
The detection probability $P_{d,CD}$ is
\[
P_{d,CD} = \int_{-\infty}^{\infty} \frac{1}{\sqrt{2\pi L/2}} e^{-x^2/2L/2} dx = \frac{1}{2} \left( 1 - \text{erf} \left( \frac{\eta_{CD} - \mu_{CD}}{\sqrt{L}} \right) \right).
\]
(38)

B. Time Reversal Detector with Known Channel Response

In this section, the binary hypothesis test, the false alarm probability and the detection probability about ideal time reversal detection problem are derived.

It is straightforward to compute the transmitted signal of time reversal because $H$ is known. The essence of time reversal is channel matching. Under the ideal scenario, the channel response is known, so it is not necessary to transmit $f$ to obtain the channel information, just to transmit $Hf$ directly. $v_l$ is assumed to be zero, i.e., conventional transmitting is considered a virtual transmitting. The conventional received signal of the $l$-th snapshot, the $n$-th transceiver is
\[
Y_{l,n}(f) = \sum_{j=1}^{N} H_{n,j}(f) P_j(f). \quad (39)
\]
Without noise $v_l$, the normalized factor $u_{l,n}$ of each snapshot is equal to
\[
u_{l,n} = u_{n} = \sqrt{\frac{\sum_{q=0}^{L-1} |F_q(f)|^2}{\sum_{q=0}^{L} |Y_{l,n}(f)|^2}}.
\]
(40)
\[
U_l \equiv U = \text{diag}[u_1, \cdots, u_N], \quad (41)
\]
\[
U_{l} \equiv \tilde{U} = \text{diag}[U, \cdots, U]. \quad (42)
\]

For the ideal TR detection problem, the binary hypothesis test is given by
\[
H_1 : x_l = Hf + w_l
\]
\[
H_0 : x_l = w_l. \quad (43)
\]
The data pdfs under $H_1$ and $H_0$ are, respectively
\[
p(X|H_1) = \frac{1}{(\pi \sigma_w^2)^L} \exp \left\{ -\sum_{l=1}^{L} \frac{||x_l - Hf||^2}{\sigma_w^2} \right\}. \quad (44)
\]
\[
p(X|H_0) = \frac{1}{(\pi \sigma_w^2)^L} \exp \left\{ -\sum_{l=1}^{L} \frac{||x_l||^2}{\sigma_w^2} \right\}. \quad (45)
\]
The likelihood ratio is derived by dividing (44) with (45), then taking the logarithm of the result, ignoring the known constant terms, finally, normalizing the result with $2\sigma_w \|Hf\|^2$
\[
\ell_{\text{ideal-TR}}(X) = \Re \left\{ \left( \frac{|Hf|^2}{\sigma_v \|Hf\|} \right)^L \exp \left\{ -\sum_{l=1}^{L} \frac{||x_l - Hf||^2}{\sigma^2} \right\} \right\} \exp \left\{ -\sum_{l=1}^{L} \frac{||x_l||^2}{\sigma^2} \right\}
\]
\[
= \mu_{CD} + \Re \left\{ \left( \frac{|Hf|^2}{\sigma_v \|Hf\|} \right)^L \exp \left\{ -\sum_{l=1}^{L} \frac{||x_l||^2}{\sigma^2} \right\} \right\},
\]
\[
\mu_{CD} = \frac{L \|Hf\|}{\sigma_v}. \quad (36)
\]
Under hypothesis $H_0$, the received signal is noise, $x_i = w_i$, and $x_i$ is a complex Gaussian random vector. On the other hand, $H, U$ and $f$ are known and determined, which can be assumed constant. Hence $\ell_{\text{ideal-TR}}(X)$ is a random variable

$$\left(\frac{(HUH^f)^H}{\sigma_w} \sum_{i=1}^L w_i\right) \sim \mathcal{C}\mathcal{N}(0, L), \quad (47)$$

$$\ell_{\text{ideal-TR}}(X) \sim \mathcal{N}(0, L/2). \quad (48)$$

The false alarm probability of TR detection $P_{fa,TR}$ is obtained by integrating $\ell_{\text{ideal-TR}}(X)$ from threshold $\eta_{TR}$ to infinity under hypothesis $H_0$

$$P_{fa,TR} = \int_{\eta_{TR}}^{\infty} \frac{1}{\sqrt{2\pi L/2}} e^{-\frac{x^2}{2L/2}} dx$$

$$= \int_{\eta_{TR}}^{\infty} \frac{1}{\sqrt{2}} e^{-x^2} dx$$

$$= \frac{1}{2} \left(1 - \text{erf}\left(\frac{\eta_{TR}}{\sqrt{L}}\right)\right). \quad (49)$$

$$\eta_{TR} = \sqrt{L}\text{erf}^{-1}(1 - 2P_{fa}). \quad (50)$$

Under hypothesis $H_1$, the received data consist of the target signal and noise. The test statistic $\ell_{\text{ideal-TR}}(X)$ is equivalent to

$$\ell_{\text{ideal-TR}}(X) = \mathcal{N}\left(\frac{(HUH^f)^H \sum_{i=1}^L (HUH^f + w_i)}{\sigma_w|HUH^f|}\right)$$

$$= L \frac{|HUH^f|}{\sigma_w} + \mathcal{N}\left(\frac{(HUH^f)^H \sum_{i=1}^L w_i}{\sigma_w|HUH^f|}\right)$$

$$= \mu_{TR} + \mathcal{N}\left(\frac{(HUH^f)^H \sum_{i=1}^L w_i}{\sigma_w|HUH^f|}\right), \quad (51)$$

where $\mu_{TR}$ is the mean value

$$\mu_{TR} = L \frac{|HUH^f|}{\sigma_w}. \quad (52)$$

Compared with (36), although $f$ and $UH^f$ have the same power, $\mu_{CD}$ and $\mu_{TR}$ are different, even if $\sigma_w$ is equal to $\sigma_v$. Since it is not guaranteed that each corresponding element of $f$ and $UH^f$ is always the same.

The probability density function of the $\ell_{\text{ideal-TR}}(X)$ under hypothesis $H_1$ is

$$\ell_{\text{ideal-TR}}(X) \sim \mathcal{N}(\mu_{TR}, L/2). \quad (53)$$

The detection probability is given by

$$P_{d,TR} = \int_{\eta_{TR}}^{\infty} \frac{1}{\sqrt{2\pi L/2}} e^{-\frac{(x - \mu_{TR})^2}{2L/2}} dx$$

$$= \frac{1}{2} \left(1 - \text{erf}\left(\frac{\eta_{TR} - \mu_{TR}}{\sqrt{L}}\right)\right). \quad (54)$$

### C. Conventional Detector with Unknown Channel Response

In the realistic conventional scenario, the channel response $H$ is unknown, which is obtained by maximum likelihood estimation. The detection problem is equivalent to a conventional detection generalized likelihood ratio test problem (CD-GLRT). The binary hypothesis test for the realistic conventional detection is derived in the following.

In the realistic case, the detection problem is similar to (26), except $H$ is unknown while $H$ is assumed known in the ideal scenario. Then the generalized likelihood ratio test is derived. The pdfs $p(Y|H_1)$ and $p(Y|H_0)$ are given by

$$p(Y|H_1) = \prod_{q=0}^{Q-1} \frac{1}{\pi\sigma_v^2} e^{-\frac{|y_l(o_q) - H(o_q)f(o_q)|^2}{\sigma_v^2}} \quad (55)$$

$$p(Y|H_0) = \prod_{q=0}^{Q-1} \frac{1}{\pi\sigma_v^2} e^{-\frac{|y_l(o_q)|^2}{\sigma_v^2}} \quad (56)$$

Generalized likelihood ratio test is used in this detection problem. Unlike (30), here the constant term $|H(o_q)f(o_q)|$ cannot be discarded because of unknown $H$. In (29), the numerator and the denominator are replaced by (55) and (56), respectively. Then taking the logarithm of the result in (29) and discarding the constant terms, the test statistic is given by

$$\ell_{\text{CD-GLRT}}(Y) = \ln p(Y|H_1) - \ln p(Y|H_0)$$

$$= \frac{1}{\sigma_v^2} \sum_{l=1}^L \sum_{q=0}^{Q-1} \left[|y_l(o_q) - H(o_q)f(o_q)|^2 - |y_l(o_q)|^2 \right]$$

$$= \frac{1}{\sigma_v^2} \sum_{l=1}^L \sum_{q=0}^{Q-1} \left[2\mathbb{E}[y_l(o_q)H(o_q)f(o_q)] - \text{Tr}[H(o_q)B(o_q)] \right]$$

$$= \frac{1}{\sigma_v^2} \sum_{q=0}^{Q-1} \left[2\mathbb{E}[y_l(o_q)H(o_q)A(o_q)] - \text{Tr}[H(o_q)A(o_q)] \right], \quad (57)$$

where

$$A(o_q) = Lf(o_q)H(o_q), \quad (58)$$

$$B(o_q) = \sum_{l=1}^L y_l(o_q)f^H(o_q). \quad (59)$$

Because of the unknown channel response $H(o_q)$, the maximum likelihood estimation $\hat{H}(o_q)$ is obtained by taking the partial derivative of $\ln p(Y|H_1)$ with respect to $H^*(o_q)$

$$\frac{\partial \ln p(Y|H_1)}{\partial H^*(o_q)}$$
\[
\begin{align*}
\frac{\partial}{\partial \mathbf{H}^*(z)} \left[ \sum_{l=1}^M \sum_{q=0}^{Q-1} \frac{1}{\sigma_z^2} \left( -||y_l(z)||^2 + ||H(z) y_l(z)||^2 + 2\Re\{y_l(z) H(z) y_l(z)\} \right) \right] \\
= \frac{\partial}{\partial \mathbf{H}^*(z)} \left[ \sum_{q=0}^{Q-1} \frac{1}{\sigma_z^2} \left( -||y_l(z)||^2 + ||H(z) y_l(z)||^2 \right) \right] + 2\Re\{\mathbf{H}^*(z) \mathbf{A}(z)\} \\
+ 2\Re\{\mathbf{H}^*(z) \mathbf{B}(z)\}.
\end{align*}
\]

According to the conjugate gradient of trace function \cite{31},
\[
\frac{\partial}{\partial \mathbf{R}^h} \text{Tr}(\mathbf{R}^h T) = T.
\]

(60) is equivalent to
\[
\frac{\partial}{\partial \mathbf{H}^*(z)} \left[ \ln p(\mathbf{Y}|z) \right] = \mathbf{B}(z) - \mathbf{H}(z) \mathbf{A}(z).
\]

The maximum likelihood estimation \(\hat{\mathbf{H}}(z)\) is calculated by letting (62) equal to zero
\[
\hat{\mathbf{H}}(z) = \mathbf{B}(z) \mathbf{A}^+(z).
\]

Finally, the channel response estimation \(\hat{\mathbf{H}}\) is obtained
\[
\hat{\mathbf{H}} = \text{diag}(\hat{\mathbf{H}}(z), \ldots, \hat{\mathbf{H}}(z)).
\]

Unlike the ideal conventional detector, it is difficult to analyse the theoretical values of the detection probability and the false alarm probability according to the test statistic \(\ell_{CD-GLRT}\), and therefore the Monte-Carlo experiments are used to study the detector performance in the following analysis in section IV.

**D. TIME REVERSAL DETECTOR WITH UNKNOWN CHANNEL RESPONSE**

In this scenario, the time reversal generalized likelihood ratio test (TR-GLRT) is used to solve the detection problem with \(\hat{\mathbf{H}}(z)\) obtained by maximum likelihood estimation.

The time reversal detection problem is
\[
\mathbb{H}_1: z_l = \left[ \begin{array}{c} \mathbf{H}^* f^* \\ \mathbf{H} \mathbf{U} \mathbf{H}^* f^* + \mathbf{w} \end{array} \right],
\]
\[
\mathbb{H}_0: z_l = \left[ \begin{array}{c} \mathbf{v}^* \\ \mathbf{H} \mathbf{U} \mathbf{v}^* + \mathbf{w} \end{array} \right].
\]

Next, the pdfs under \(\mathbb{H}_1\) and \(\mathbb{H}_0\) are derived. The covariance matrix of \(z_l(z)\) is
\[
\mathbf{A}(z) = \left[ \begin{array}{ccc} \sigma_z^2 \mathbf{I}_N & \sigma_z^2 \mathbf{U} \mathbf{H}^*(z) & \sigma_z^2 \mathbf{U}^2 \mathbf{H}^*(z) + \sigma_z^2 \mathbf{I}_N \end{array} \right].
\]

According to the inversion criterion of block matrices and formula for determinants of block matrices \cite{31},

the inverse matrix and the determinant of \(\mathbf{A}(z)\) are given by
\[
\mathbf{A}^{-1}(z) = \left[ \begin{array}{ccc} \frac{1}{\sigma_z^2} \mathbf{I}_N + \frac{1}{\sigma_w} \mathbf{U} \mathbf{H}^*(z) \mathbf{H}(z) \mathbf{U} & -\frac{1}{\sigma_w} \mathbf{U} \mathbf{H}^*(z) \mathbf{H}(z) \mathbf{U}^2 & -\frac{1}{\sigma_w} \mathbf{U} \mathbf{H}^*(z) \mathbf{H}(z) \mathbf{U}^2 \\ -\frac{1}{\sigma_w} \mathbf{H}(z) & \frac{1}{\sigma_w} \mathbf{I}_N & -\frac{1}{\sigma_w} \mathbf{H}(z) \mathbf{U} \mathbf{H}^*(z) \mathbf{H}(z) \mathbf{U} \\ -\frac{1}{\sigma_w} \mathbf{H}(z) \mathbf{U} & -\frac{1}{\sigma_w} \mathbf{H}(z) \mathbf{U}^2 & \frac{1}{\sigma_w} \mathbf{I}_N \end{array} \right].
\]

(67)

| \(\mathbf{A}(z)\) | = |\sigma_z^2 \mathbf{I}_N| |\sigma_w \mathbf{I}_N| = \left( \sigma_z^2 \sigma_w^2 \right)^N.

(68)

The pdfs \(p(\mathbf{Z}|\mathbb{H}_1)\) and \(p(\mathbf{Z}|\mathbb{H}_0)\) are given by
\[
p(\mathbf{Z}|\mathbb{H}_1) = \prod_{q=0}^{Q-1} \frac{1}{\sigma_w} \mathbf{U} \mathbf{H}^*(z) \mathbf{H}(z) \mathbf{U} \exp \left\{ -\sum_{l=1}^{L} \frac{||y_l(z)||^2}{\sigma_z^2} - \frac{||y_l(z)||^2}{\sigma_w^2} + \frac{||y_l(z)||^2}{\sigma_w^2} \right\}
\]

\(\mathbf{Y}(z)\)
\[
\exp \left\{ -\sum_{l=1}^{L} \frac{||y_l(z)||^2}{\sigma_z^2} \right\}
\]

(69)

Take the logarithm of (69) and (70), respectively, and the test statistic is derived by \(\ln p(\mathbf{Z}|\mathbb{H}_1) - \ln p(\mathbf{Z}|\mathbb{H}_0)\) with the maximum likelihood estimation of \(\hat{\mathbf{H}}(z)\)
\[
\ell_{\text{TR-GLRT}}(\mathbf{Z}) = \ln p(\mathbf{Z}|\mathbb{H}_1) - \ln p(\mathbf{Z}|\mathbb{H}_0)
\]

\(\mathbf{Z}\)
\[
= \sum_{q=0}^{Q-1} \sum_{l=1}^{L} \left\{ 2\Re\{\mathbf{y}_l(z) \hat{\mathbf{H}}(z) f^*(z)\} \right\}
\]

\(\mathbf{y}_l(z)\)
\[
\frac{||y_l(z)||^2}{\sigma_w^2} - \frac{||y_l(z)||^2}{\sigma_w^2}
\]

(70)
According to (3), \( H = H^{H} \) \((\omega_{q})\) is a symmetric matrix. And letting \( (81) \) equate to zero, we obtain

\[
C(\omega_{q}) \hat{H}(\omega_{q}) + \hat{H}(\omega_{q})D(\omega_{q}) = A(\omega_{q}) + B(\omega_{q}).
\]  

This is solved by Hessenberg-Schur method [32]. Finally, the channel response estimation is

\[
\hat{H} = \text{diag}\{\hat{H}(\omega_{0}), \cdots, \hat{H}(\omega_{Q-1})\}.
\]

In section IV, the threshold, the false alarm probability and the detection probability are analyzed using Monte-Carlo simulations.

**IV. SIMULATIONS**

In this section, we study the performance of the detectors using Monte-Carlo experiments where the channel response data are simulated using electromagnetic software FEKO. Two different models are considered in our simulations to analyze the influence of multipath environment complexity on the detection performance. Detection simulations include two cases. In the conventional case, we use the received echo for detection. In the time reversal case, time reversal is performed on the conventional received signal, and the time reversal echo is used to detect the target. The channel response is the superposition of the target response and the multipath response.

**A. SIMULATION SETUP**

In order to generate different multipath scattering environments to analyze the performance of different detectors, we construct two scattering models, where the target is a cube located at the origin with the side length of 8 meters and some six-meter spheres are used to produce multipaths. The model I, which is shown in Fig. 3(a), has 13 spheres. Model II has 2 spheres, which are shown in Fig. 3(b). And Fig. 3(c) is a top view schematic which illustrates the location relationship of target and radar transceivers. The symbols \( \theta \) and \( \phi \) in Fig. 3 are pitch and azimuth angle, respectively. Fig. 4 shows the monostatic RCS of the simulated model I. RCS is significantly large when the illumination direction \( \phi \) is 90°. However, it is difficult to always detect the target at the angle with large RCS. Just like Fig. 3(c), in the following simulations using model I and model II, all pitch angles are set 0 degrees. Three transceivers are set and their azimuth angles are 0°, 20° and 40°, respectively.

The transmitted signal is an LFM pulse with the bandwidth of 20 MHz, the timewidth 10 μs and the center frequency of 3 GHz. The number of sampling points in the frequency domain is \( Q = 101 \). We use Monte-Carlo experiments to illustrate the detection performance. In the case where there is no target, that is, the echo contains only noise. Monte-Carlo experiments are performed, and the detection threshold is calculated based on the false alarm probability. Then, the channel response estimation is constructed, and the test statistics are calculated to obtain the detection probability. We run 100,000 independent experiments and compute the test statistics \( \ell \) when there is no target. Then we sort these test statistics in descending order. The detection threshold is determined by the value in the sorted test statistics sequence, which located at the product of the number of Monte-Carlo experiments and the false alarm probability. For example,
when the false alarm probability is 0.01 and Monte-Carlo experiments number is 100,000, the detection threshold is the 1000-th value in the test statistics sequence arranged in descending order. When the target exists, an echo is constructed according to (8) or (17). Then 100,000 Monte-Carlo experiments are run to calculate the test statistics and subsequently compared to the detection threshold to determine whether the target exists or not. When the test statistic exceeds the detection threshold, the target is considered to exist. The detection probability $P_d$ is defined as the ratio of the number of experiments that target is detected to the total number of Monte-Carlo experiments.

The channel response data simulated by FEKO are noise free. Noise with different signal-to-noise ratio (SNR) is added to the data to study the relationship between the detection probability and the SNR. For the $j$-th transmitter and the $i$-th receiver, the SNR is defined as

$$\text{SNR}_{ij} = \frac{\sum_{q=0}^{Q-1} |H_{ij}(\omega_q)F_j(\omega_q)|^2}{Q\sigma_v^2}.$$  \hspace{1cm} (80)

Note that the definition of SNR in (80) is different from the definition of a point target. In our paper, the ratio of average target power to noise in the detection window is used as the SNR. Generally, the radar working environment does not change in a short time, which causes the noise power to be constant. Here, we assume $\sigma_v^2 = \sigma_w^2 = 1$. SNR is defined based on the echo signal in the conventional case. According to (80), SNR is changed by adjusting the transmitted signal power with the determined noise power and the channel response. In the ideal TR situation, although in the conventional step, the virtual transmission is performed because the channel response is known, the power of the transmitted signal can still be calculated by the SNR defin-
In case 2, we assume that SNR is different with respect to the different channels, specifically, $SNR_{11} = SNR_{22} = SNR_{12} - 3$ dB = $SNR_{21} - 3$ dB. In order to uniformly represent the detectors performance of different SNR of channels, the x-axis in Fig. 5 is expressed by the average of all channels SNR. The Monte-Carlo results are consistent with the theoretical results. For case 2 with different channel SNR, because half of the number of channels have higher SNR than the other case, better detection performance is achieved. TR detector in case 2 has a SNR gain about 6 dB over the detector in case 1, which is consistent with the difference of the channel SNR. For case 1, i.e. the same channel SNR situation, comparing with conventional detector, SNR gain of time reversal detector is about 4.9 dB. And for case 2 with different channel SNR, time reversal detector has SNR gain about 7.2 dB. When the multipath scattering of some channels is more intense, the corresponding channel SNR will also improve, which results in a higher detection probability with more multipath exploited.

Fig. 6 displays the results of the different number of transceivers when SNR of each channel is the same. For a single transceiver, its derivation is described in [24]. It is obvious that as the number of transceivers increases, the detection probability improves because more transceivers bring more target information. Compared with the conventional detector, SNR gain for TR detector of the single transceiver is about 2.7 dB and for 2 transceivers and 3 transceivers, SNR gain are about 4.9 dB and 3.8 dB, respectively. SNR gain is related to the channel response. However, SNR gain is not directly proportional to the number of radar transceivers. Since different transceivers corresponding to their respective multipath scattering environments, this results in the inconsistency of the multipath that each transceiver can be exploited.

Fig. 7 illustrates the influence of different multipath environments on the performance of detectors. For the TR detector, the detection probability under model I which has more scatters is higher than the detection probability under model II. For the conventional detector, the detection probability under model II is higher than the other model. Compared with conventional detectors, the corresponding SNR gains of the TR detectors in model I and model II are 3.8 dB and 3.6 dB, respectively. This phenomenon indicates that multipaths have a detrimental effect on the conventional detection method. TR detector can take advantage of this adverse impact and convert the multipath influence into favorable factors to improve the detection probability.

Although according to our definition at a low SNR, the target energy in the detection window can be accumulated of multiple frequency points and multiple channels to achieve detection.

2) REALISTIC SCENARIO

Fig. 8 depicts the detection probability curves for the TR-GLRT and CD-GLRT detection problems when the number of transceivers is two. SNR is consistent with the situations in Fig. 5 with two cases. Compared with the conventional detector, TR detector has a gain about 2.5 dB in case 1 and 3.2 dB in case 2. SNR gain of realistic scenario is less than ideal scenario because channel response is unknown. Then we analyse the TR detector performance of two cases.
Although the average SNR difference of each channel is 1.5 dB, the difference between two TR detection results is about 1.2 dB. In the realistic scenario, the multipath cannot be fully utilized for the channel obtained by the maximum likelihood estimation, which is not as good as when the channel is known in the ideal scenario.

Fig. 9 illustrates the curves of the detection probability versus SNR under the realistic scenario when the number of transceivers is different. The derivation of a single transceiver is introduced in [24]. The results show that more transceivers lead to higher detection probability. For the number of transceivers of 1, 2 and 3, the SNR gain are 0.9 dB, 3.5 dB and 1.5 dB, respectively. Though the channel response is the same as Fig. 6, SNR gain is less than the ideal scenario because maximum likelihood estimation is used to detect the target in the realistic scenario. Notice that SNR gain has no relationship with the number of radar transceivers, but is related to the channel response, i.e. the situation of multipath exploitation.

Fig. 10 shows that different multipath environments affect the detection performance in the realistic scenario. Compared with the ideal scenario in Fig. 7, the difference of TR detector performance is more obvious between different models. For model I, SNR gain of TR detector over conventional detector is about 1.5 dB. For the other model, SNR gain is about 1 dB. The TR detector in model I has a 0.2 dB SNR gain over the other model. However, the performance of the conventional
FIGURE 10. The detection probability $P_d$ versus SNR under realistic scenario for different scattering models when the number of radar transceivers is three. We use Model I and model II to analyse. Each of channel SNR is the same.

FIGURE 11. The detection probability $P_d$ versus SNR under realistic scenario for different snapshots when the number of radar transceivers is two. We use Model I to analyse. Each of channel SNR is the same.

detector is 0.3 dB lower than the detector in model II. More multipaths exploitation will improve the TR detection probability and degrade the performance of conventional detector.

Fig. 11 depicts the effect of the number of snapshots on the detection probability. It is obvious that more snapshots will improve the detection performance since more multipaths are utilized.

3) DETECTION PERFORMANCE GAIN

Although Fig. 7 and Fig. 10 demonstrate that multipath has a beneficial effect on TR detection, we also use a numerical method to illustrate the detection performance gain due to the exploitation of multipath by TR. We study the performance gain of the TR detector over the conventional detector when the channel response is known. The TR and conventional detectors are shown in (30) and (46), respectively, which have similar forms. The detection probability of these two detectors is only controlled by $\mu_{CD}$ and $\mu_{TR}$ with the same false alarm probability and noise power. Therefore, we can compare the performance of two detectors by calculating the ratio of $\mu_{TR}^2$ and $\mu_{CD}^2$ [24]

$$\frac{\mu_{TR}^2}{\mu_{CD}^2} = \frac{||H^H\mathbf{f}||^2}{||\mathbf{f}||^2} \geq 1. \quad (81)$$

Considering a special case of a point target, and there is no multipath in the scattering environment, that is, the amplitude of each channel is a constant, i.e. $\forall q, |H(\omega_q)| = \alpha, \alpha \geq 0$. Under this condition, the equal sign holds in (81). A rich multipath environment can cause large variances in the channel response, which will lead to the TR detector to outperform the conventional detector [24].
We generate a random channel that satisfies the complex Gaussian distribution to study the effect of multipath on the performance gain of the TR detector. We define that [26]

\[ H(\omega_d) \sim \mathcal{C}N(\sigma^2, \gamma^2), \]

(82)

where \( \gamma \) represents the intensity of the multipath scattering. Fig. 12 depicts the performance of TR and conventional detectors with varying multipath intensity. Fig. 13 illustrates the difference of the detection probability of TR and conventional detectors, i.e., the y-axis is defined as \( \Delta p_d = p_{d, TR} - p_{d, CD} \). It is straightforward to know that as the multipath intensity increases, the detection performance improves significantly.

V. CONCLUSION

In this paper, the time reversal detection problem in the multistatic radar system with multipaths has been studied. We have derived the conventional detectors and the time reversal detectors for both the ideal and the realistic scenarios. The TR detectors utilize the time reversal technique to realize the spatial and temporal focusing by matching propagation channels and obtain better detection performance than the conventional detectors. We have constructed two scattering models with different channel responses and used Monte-Carlo experiments to validate the detection problem. The experiment results show the superiority of the TR detectors. And more complex multipath environments produce more multipaths, which bring to a higher detection probability. In addition, the results show that more radar transceivers will bring more target information and therefore lead to better detection performance.
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