Photo-induced bond breaking during phase separation kinetics of block copolymer melts: A dissipative particle dynamics study
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Abstract

Using dissipative particle dynamics (DPD) simulation method, we study the phase separation dynamics in block copolymer (BCP) melt in $d = 3$, subjected to external stimuli such as light. An initial homogeneous BCP melt is rapidly quenched to a temperature $T < T_c$, where $T_c$ is the critical temperature. We then let the system go through alternate light “on” and “off” cycles. An on-cycle breaks the stimuli-sensitive bonds connecting both the blocks A and B in BCP melt, and during the off-cycle, broken bonds reconnect. By simulating the effect of light, we isolate scenarios where phase separation begins with the light off (set 1); the cooperative interactions within the system allow it to undergo microphase separation. When the phase separation starts with the light on (set 2), the system undergoes macrophase separation due to the bond breaking. Here, we report the role of alternate cycles on domain morphology by varying bond-breaking probability for both the sets 1 and 2, respectively. We observe that the scaling functions depend upon the conditions mentioned above that change the time scale of the evolving morphologies in various cycles. However, in all the cases, the average domain size respects the power-law growth: $R(t) \sim t^\phi$ at late times, here $\phi$ is the dynamic growth exponent. After a short-lived diffusive growth ($\phi \sim 1/3$) at early times, $\phi$ illustrates a crossover from the viscous hydrodynamic ($\phi \sim 1$) to the inertial hydrodynamic ($\phi \sim 2/3$) regimes at late times.
1. Introduction

In recent years, there has been a significant increase of attention in using light as a smart stimulus for externally triggered altering and switching the properties of soft materials.\textsuperscript{1–10} The fabrication of soft materials using photoinitized free radical polymerization (FRP) is unambiguously a robust and versatile technique.\textsuperscript{5–14} This technique controls the design and application of the next-generation responsive soft materials with several advanced applications in biomaterials, adhesives, coatings, self-healing, and add remarkable innovations in additive manufacturing of 3D-printing systems.\textsuperscript{7–10} Often, these systems utilize photo-stimulated bond breaking to facilitate the exchange of broken polymer chains and complement further with polymerization and crosslinking in the light “on” state, which is an otherwise covalently bonded during the “off” state.\textsuperscript{7–10}

Many recent studies have exhibited the phase separation induced by chemical reaction where resulting morphologies, typically known as the modulated phase-pattern, are the consequence of the competition between two opposing phenomena: phase separation and chemical reaction. The chemical reactions usually include either polymerization or crosslinking reaction or both, or simple reactions such as $A \rightleftharpoons B$.\textsuperscript{15–20} The unfavorable competition between phase separation and chemical reaction yields a variety of morphologies, depending upon their strength and the spatial distribution.\textsuperscript{18,19,21,22} The chemical reactions involved in these works are usually thermally distributed. Therefore, it would be fascinating to use light to efficiently control the kinetics of phase separation that remains mostly unexplored till date where photo-reactions (e.g., initiation or termination) can be executed independently from the temperature and pressure of the system.\textsuperscript{17}

In particular, the phase separation kinetics is well studied in diverse systems such as multicomponent fluids, polymeric solutions, metallic alloys, and glasses, etc.\textsuperscript{23–25} A rapid temperature quench of the homogeneous mixture inside the miscibility gap makes the system thermodynamically unstable. The small instabilities in local density field grow and coarsen into domains of various phases.\textsuperscript{26–29} Ample interest was put into the kinetics of separation of immiscible phases of block copolymer (BCP) melts due to its technological importance and, thus, comprehensively studied via experiments and simulations for years.\textsuperscript{30–34} Usually, the phase separation process is assisted by the enthalpy of mixing of incompatible blocks coupled with entropy that favors the blending. A few essential parameters that regulate the domain morphologies such as lamellae, gyroids, cylinders, and spheres are the volume fraction of the blocks, the degree of polymerization, and the Flory-Huggins interaction parameter.\textsuperscript{33–36} Other
external parameters, such as electrical or mechanical fields, may also control the self-assembly of BCP melt.\textsuperscript{37,38}

It is now well-understood that domain coarsening is a scaling phenomenon\textsuperscript{26,27}. The growth of domains, particularly for the pure and isotropic 3$d$ systems, can be characterized by the power-law: $R(t) \sim t^{\phi}$; here, $R(t)$ is the characteristic length scale, and $\phi$ is the growth exponent that illustrates the dominant transport mechanism driving the phase segregation.\textsuperscript{27} For the spinodal decomposition of macrophase separating fluids\textsuperscript{27}, three distinct growth regimes were seen at successive time scales:\textsuperscript{39–41}

\[
R(t) \sim \begin{cases} 
(D\sigma t)^{1/3}, & R(t) \ll (D\eta)^{1/2}, \\
\sigma t/\eta, & (D\eta)^{1/2} \ll R(t) \ll \eta^2/\rho \sigma, \\
(\sigma t^2/\rho)^{1/3}, & \eta^2/\rho \sigma \ll R(t),
\end{cases}
\]

(1)

where $D$ implies the diffusion coefficient; $\eta$ is the viscosity; $\rho$ is the density, and $\sigma$ represents the surface tension. A few experimental reports show the evidence for a crossover from the diffusive to the viscous hydrodynamic regime; however, the inertial growth regime has not been observed by any experiment till date.\textsuperscript{42–44} Nonetheless, recently, a crossover from the viscous ($\phi \sim 1$) to the inertial hydrodynamic regime ($\phi \sim 2/3$) is reported for phase separating binary/ternary fluids in $d = 3$, utilizing dissipative particle dynamics (DPD) simulation, which is well known to preserve the hydrodynamics.\textsuperscript{45}

Some early studies on phase separation kinetics in BCPs focused on diffusive transport mechanisms and exhibited that the phases of BCP melt evolved into a frozen micro-structure with a series of morphologies.\textsuperscript{46,47} However, a few subsequent studies are done later on using DPD\textsuperscript{33,34} and molecular dynamics (MD)\textsuperscript{48} simulations to assess the effect of hydrodynamics on the microphase separating BCPs. They observed that the hydrodynamics plays a crucial role by accelerating the dynamic growth of separating copolymers at early times to attain the correct frozen morphologies. The segregation in BCPs at initial times are analogous to spinodal decomposition in polymeric fluids.\textsuperscript{48} At late times when domain size becomes comparable to polymer chain length, the topological constraints become significant, and morphologies settle to the frozen micro-structures. Thus, a crossover in the growth law from a power-law behavior: $\ell(t) \sim t^{1/3}$ to a constant value balanced with the frozen microphase structure is observed.\textsuperscript{48}

In this work, however, we turn our attention to study the phase separation kinetics of BCP blend in $d = 3$ by exploiting the light stimulated bond cleavage to modify the evolved morphologies. BCP is comprised of linear, long-chain molecules ($A_nB_m$) having two sub-chains consisting of $n$ $A$-type monomers followed by $m$ $B$-type monomers and connected by a covalent bond. $A$ and $B$ monomers are regarded as incompatible, enabling the phase separation
when quenched below the miscibility gap. The covalent bond connecting both the sub-chains is assumed to be photosensitive, and thus breaks in the light-on state; the system then behaves as a binary \((AB)\) polymer melt and undergoes macrophase separation when quenched below the critical temperature. Conversely, in the light-off state, phase separation cannot advance to macroscale due to the covalent bond between \(A\) and \(B\) immiscible sub-chains. Instead, micro-domains rich in either of the \(A\) and \(B\) components are formed.

More details to follow later.

Most of the previous reaction-induced phase separation studies are performed either to find the equilibrium properties of the system or based on the coarse-grained models that use uncontrolled approximations to model the velocity field. To our knowledge, there is no particle-based simulation study reported on the kinetics of microphase separation in BCPs involving photo-controlled reactions during on and off states of the light. However, since there is no direct use of light, the same model can also be used to break bonds due to the stretching of the simulation box or other deformations in the system.

Here we use the DPD framework to simulate the critical BCP melt \((A_nB_n)\), which is a mesoscale particle method that bridges the gap between macroscopic and microscopic simulations. The particle-based DPD approach has the advantage of naturally integrating flow fields and preserving the hydrodynamics in the system. Combining with coarse-grain techniques, DPD is very suitable for simulating gaseous or simple/polymeric fluid systems. It has been successfully applied to several areas of interest, mainly to simulate the equilibrium and dynamical properties of polymers melt, the polymer in solution, and polymer gels. In particular, we adopt the recently developed computational approach based on the DPD framework to simulate the controlled radical polymerization (CRP) within polymer networks in the presence of moieties. The DPD model was validated with the prior experimental and modeling studies. The same framework was adopted further to develop the first simulation approach for modeling photo-CRP within polymer networks. This DPD model allowed us to systematically examine the relative effects of the photo-initiation (due to bond breaking), propagation with monomers and crosslinker, and termination reactions in the formation of nanocomposite gels and self-healing gels that were consistent with prior experimental data, and hence, obtain greater insight into the polymerization process.

Below, we start by describing our computational model and methodology that captures the effect of alternate light on and off cycles on phase separation dynamics of BCP melt. We
present the simulation results and discussions in Sec. 3 and finally, Sec. 4 concludes this paper with a summary.

2. Model and simulation details

Dissipative particle dynamics (DPD) proved to be a robust approach to simulate the dynamic behavior of diverse, complex systems at mesoscale.\(^{59-64}\) In the DPD approach, a single particle (or bead) is characterized by a molecule or a collection of particles cooperating through a soft-core potential, and therefore, DPD is well-known to be an advantageous technique to simulate a system over a more substantial length and time scales than a traditional MD simulation. In particular, one can perform DPD simulation of a system with volume up to 100 nm in linear dimension and time scale of tens of microseconds.\(^{60,61}\) Whereas for a classical MD simulation, one may need multi Graphics Processing Unit (GPU) accelerated machines to perform massively parallel scientific computations to simulate a system with the same length and time scales.

The particle dynamics is controlled by integrating Newton’s equation of motion:\(^{61}\)

$$\frac{dp_i}{dt} = f_i(t) = \sum_{j \neq i} [F_{ij}^c + F_{ij}^d + F_{ij}^r],$$  \(2\)

where \(p_i = m_i v_i\) is the momentum vector of \(i^{\text{th}}\) bead with mass, \(m_i\), and velocity, \(v_i = dr_i/dt\). The position vector is denoted by \(r_i\), and the mass of each particle is set to \(m_i = m\). Three pairwise additive forces, specifically a purely repulsive conservative force \(F_{ij}^c\), dissipative force \(F_{ij}^d\), and random (stochastic) force \(F_{ij}^r\) constitute an effective force \(f_i(t)\) acting on each particle \(i\). The summation in Eq. (2) runs over all the \(j\) beads within a cutoff radius \(r_c\) from the \(i^{\text{th}}\) bead.

The most common choice of the conservative force in DPD is a soft repulsive interaction between the beads\(^{61}\) \(i\) and \(j\) which is linear up to the cutoff distance \(r_c\), and is given by

$$F_{ij}^c = a_{ij} \left( 1 - \frac{r_{ij}}{r_c} \right) \hat{r}_{ij}. \quad 3$$

Here, \(a_{ij}\) is the maximum repulsion between the beads \(i\) and \(j\) separated by a distance \(r_{ij} = |r_{ij}|\), and \(\hat{r}_{ij} = r_{ij}/|r_{ij}|\) determines the force direction. The dissipative and the random force contributions are given by\(^{59,60}\)

$$F_{ij}^d = -\gamma \omega_d (r_{ij}) (\hat{r}_{ij} \cdot v_{ij}) \hat{r}_{ij},$$  \(4\)

and

$$F_{ij}^r = \sigma \omega_r (r_{ij}) \xi_{ij} \hat{r}_{ij}. \quad 5$$
The strength of dissipative (friction coefficient) and stochastic forces are denoted by $\gamma$ and $\sigma$, respectively; $v_{ij} = v_i - v_j$ represents the relative velocity of the beads. Similar to $F^c_{ij}$, the other two forces also act along $\hat{r}_{ij}$. To ensure the correct canonical equilibrium state, a system follows the fluctuation-dissipation theorem where the strength of dissipative and random forces are coupled with a relation: \[ \sigma^2 = 2\gamma k_BT, \] and their weight functions are paired with a condition: \[ \omega_\delta(r_{ij}) = \omega_R(r_{ij})^2 = \left(1 - \frac{r_{ij}}{r_c}\right)^2 \text{ for } r_{ij} < r_c, \] where $k_B$ denotes the Boltzmann constant, and $T$ is the equilibrium temperature of the system.

The noise amplitude, $\xi_{ij}$ in Eq. (5) symbolizes a Gaussian random variable of zero-mean and unit variance: \[ \langle \xi_{ij}(t) \rangle = 0; \text{ and } \langle \xi_{ij}(t)\xi_{kl}(t') \rangle = \left(\delta_{ik}\delta_{jl} + \delta_{il}\delta_{jk}\right)\delta(t - t'). \] The symmetry property, $\xi_{ij} = \xi_{ji}$ ensures the local momentum conservation. Note that, we choose the most common choice of the functional form of weight function in Eq. (7) which is the same as the form of conservative force in Eq. (3). However, other choices are also permitted as long as the conditions in Eqs. (6-7) are satisfied. A remarkable advantage of using DPD technique is that each of the pairwise forces in Eqs. (3-5) conserves the momentum locally, and thus, preserves correct hydrodynamic behavior of complex fluids containing only a few hundred particles.

**System details and model parameters:** The beads in a BCP chain are connected by harmonic bonds (bead-spring model) with potential energy:

\[ E_b = \frac{1}{2} k_b(r - r_0)^2 \]  

where $k_b = 128$ is an elastic constant and $r_0 = 0.5$ is an equilibrium bond distance. The chain stiffness is provided by the angle potential:

\[ E_a = \frac{1}{2} k_a(\cos \theta - \cos \theta_0)^2, \]  

where $k_a = 10$ determines the strength of the interaction, $\theta$ is the angle between the successive bonds along a chain itself. The equilibrium value of the angle is set to $\theta_0 = 180$ degrees. We set $a_{ij} = 25$ (in the units of $k_BT/r_c$) for the interaction between any two beads of the same component ($A - A$ and $B - B$ interaction in BCP is considered chemically compatible), and $a_{AB} = 60$ for the chemically incompatible beads. These choices of $a_{ij}$ energetically favor phase separation in the system. The time evolution of the system is obtained by integrating the equation of motion (Eq. (2)) using a modified velocity-Verlet algorithm. In the simulation,
the cutoff radius, $r_c$ introduces a characteristic length scale in the system so that $r_c = 1$ in
dimensionless DPD units; $k_B T$ represents the typical energy scale. We set $\gamma = 4.5$ to provide
a relatively rapid equilibration to the system temperature and numerical stability for the
specified time steps. Further, we quench BCP melt at a reduced temperature $T^* = T/T_0 = 1$, where $T_0$ is
taken as a reference temperature. Subsequently, we show that this quench temperature is well below the
respective critical temperature for phase separation to take place. The system is integrated
at the time step $\Delta t = 0.02\tau$ where $\tau = (mr_c^2/k_B T_0)^{1/2}$ is defined as the characteristic
time scale. The total bead number density is set to $\rho = 3$, which is a reasonable choice for DPD
simulation of liquids. The dimensional values of length $r_c$ and time $\tau$ are observed to be 0.97 nm and 8.3 ps,
respectively.

Further, to incorporate the effect of light in the framework of DPD simulation, we consider
the bond joining two BCP blocks as highly light-sensitive. So the essential reactions that we
discuss here are: (i) the breaking of light-sensitive bond (initiation reaction in the on-state of
light), and (ii) the reformation of broken bond (termination by combination reaction when light
is off). We neglect any other reactions such as degenerative chain transfer and coupling
of the same radicals (which can prevent the reformation of the covalent bond between $A$ and $B$
blocks) that may take place in the system. In the bond-breaking reaction time step, we
check all possible bonds joining $A$-type (blue beads) and $B$-type (yellow beads) blocks of BCP
chains and assess the bond stretching. The bond-breaking reaction is performed with
probability, $P_{bb}$ when the bond length is greater than a cutoff size $r_b = 1.4 r_0$, where $r_0 = 0.5$ is the average bond length; We set the cutoff size to be $r_b = 1.4 r_0$ since any value
less than this resulted in significant deviations from first-order kinetics, and the higher values
($r_b \geq 1.6 r_0$) slow down the bond-breaking reactions. Note that within our DPD model, the
change in bond breaking probability ($P_{bb}$) changes the number of broken bonds per time (we
will discuss this shortly). This means that variation in $P_{bb}$ mimics the effect of change in light
intensity, i.e., at a higher light intensity, more bonds will break and vice-versa. The bond
cleavage transforms the blue and yellow beads, which form the light-sensitive covalent bond,
into two active radicals shown by the glowing cyan and orange colors, respectively. In the
absence of light, these active radicals contribute to the termination by combination reaction
with probability, $P_{bc}$ to regenerate the BCP chain. Since these radicals belong to the
incompatible blocks, the energetic drive for binding the radicals to regenerate the BCP chain
overwhelms the enthalpic difference. Hence, the cyan radical recombine with the orange radical
to reform the BCP chain. Note that the living free-radical polymerization techniques are used to form BCPs from incompatible moieties.\textsuperscript{69,70}

In each termination step, first, an active radical is selected randomly, and then we check for another active bead-type randomly within a cutoff radius, $r_i$, of the first selected radical. Thus all the band pairs are chosen randomly (and with equal probability) among all pairs in the given cutoff, $r_i$. Following the previous reports on FRP, we set $r_i = 0.7$ to reproduce the correct first-order kinetics of the polymerization process.\textsuperscript{13,56} In general, the reacting pair of active beads form a bond with a combination probability, $0 < P_{bc} < 1$. Namely, for each reaction time step, a random number $q \in (0,1)$ is generated and then compared to $P_{bc}$. The reaction is accepted if $q < P_{bc}$ and rejected otherwise. Thus, each successful reaction results in an irreversible covalent bond formation. The time step for each reaction is set to $\tau_r = 0.2\tau$, i.e., each reaction is performed every 10 DPD time step.\textsuperscript{10,54,56} At the onset of DPD simulation, the box size is set to $L_x \times L_y \times L_z = 64 \times 64 \times 64$ (dimensionless units). The periodic boundary conditions are applied in all three directions. Since number density in the system is set to $\rho = 3$, total DPD beads in the system are $N = \rho \times L_x \times L_y \times L_z = 786432$. A high number density ensures that the system remains far away from the gas-liquid transition during the simulation. We carry out a comprehensive study on utilizing external stimuli such as light to alter the microphase separation kinetics of BCP melt\textsuperscript{48} for a critical composition ($N_A: N_B = 1:1$) where $N_A$ and $N_B$ indicate the number of $A$-type, and $B$-type beads such that $N = N_A + N_B$. The length of a BCP chain is considered to be $L_p = 32$ with each block contains $N_A = N_B = 16$ beads (see Fig. 1c). Thus, the total number of BCP chains of length ($L_p$) in the system is set to $N_{pc} = N/L_p = 24576$. To study the system under consideration, we use DPD module of LAMMPS simulation package.\textsuperscript{67,71}

To understand the effect of light, we perform two different sets of experiments. In set 1, phase separation begins with the light off (cycle 1) and then followed by alternating on and off cycles of the equal period ($t = 600$) up to cycle 5 (off $\rightarrow$ on $\rightarrow$ off $\rightarrow$ on $\rightarrow$ off); here, $t =$ number of simulation steps $\times \Delta t$. However, in set 2, we choose opposite cycles of set 1 with the same period (on $\rightarrow$ off $\rightarrow$ on $\rightarrow$ off $\rightarrow$ on). Here, we vary $P_{bb}$ to highlight the influence of light intensity on the structure of evolving morphologies, growth law, and scaling functions. Mainly, we perform DPD simulations for three different values of $P_{bb} = 0.1, 0.5,$ and 1.0 by keeping bond combination probability, $P_{bc} = 1.0$.

**Morphology characterization function and length scale:** Amid many, the two most essential characterization functions for the evolution morphology are the two-point ($r = r_1 - r_2$) equal-
time correlation function, $C(r, t)$, and its Fourier transform, the structure factor, $S(k, t)$. The correlation function is defined as

$$C(r, t) = \langle \psi(r_1, t)\psi(r_2, t) \rangle - \langle \psi(r_1, t) \rangle \langle \psi(r_2, t) \rangle,$$  \hspace{1cm} (11)

where $\psi(r_1, t)$ is the order parameter; it is defined as the local concentration difference of the distinctive constituents on a discrete lattice site $r_1$ at a given $t$. The angular brackets denote an ensemble average obtained over five independent runs. The structure factor is defined as

$$S(k, t) = \int dr e^{ikr} C(r, t),$$ \hspace{1cm} (12)

where $k$ represents the scattering wave-vector.

We divide the simulation box into non-overlapping boxes of unit size and count the number of $A$-type beads ($n_A(r, t)$) and $B$-type beads ($n_B(r, t)$) in each of the boxes. The coarse-grained order parameter at a lattice point $r$ is computed as:

$$\psi(r, t) = \frac{n_A(r, t) - n_B(r, t)}{n_A(r, t) + n_B(r, t)}.$$ \hspace{1cm} (13)

Thus, the continuum bead configurations are mapped onto a discrete simple cubic lattice of size $64 \times 64 \times 64$. When $n_A(r, t) = n_B(r, t)$ in a unit box, the corresponding order parameter is assigned a value as $0 < \psi(r, t) < 1$ or $-1 < \psi(r, t) < 0$ with equal probability. To see the Porod-tail in $S(k, t)$ at larger $|k|$ values, we “harden” the order-parameter field such that $\psi = +1$ for $\psi > 0$, and $\psi = -1$ for $\psi < 0$. Note that only higher-order Bragg-reflectons are effectively visible in the domain structure, i.e., at $(2n + 1)k_m$ for $n = 1, 2, \ldots$, where scattering around the magnitude of the most probable wave vector, $k_m$ dominates the structure factor spectrum that leads to a narrow peak. A distinct set of wave vectors that remain physically significant for a finite lattice is given by

$$k = \left(\frac{2\pi n}{L}\right) \text{ with } n = (n_x, n_y, n_z),$$ \hspace{1cm} (14)

where $0 \leq n_i \leq L$ for $i = x, y, z$. The ordering in segregated phases is identified by the number of peaks in the structure factor obtained from the periodicity of domains for all the $k$’s. Since we consider an isotropic system, the statistics of both $C(r, t)$ and $S(k, t)$ can be improved by spherical averaging; corresponding spherically averaged quantities are denoted by $\bar{C}(r, t)$ and $\bar{S}(k, t)$, respectively.

An established feature of phase separation kinetics is the presence of a characteristic length scale (average domain size), $R(t)$, defined uniquely for the isotropic system. The dynamical scaling in the correlation function and the structure factor due to the unique length scale in the system has the following forms:
\[ C(r, t) = f(r/R(t)), \]  
\[ S(k, t) = R(t)^d g(kR(t)), \]  
where \( f(r/R(t)) \) and \( g(kR(t)) \) are the scaling functions. The average domain size, \( R(t) \), can be estimated exploiting the scaling properties of \( C(r, t) \) and \( S(k, t) \) as specified in Eqs. (11-12). There are a few appropriate definitions for computing \( R(t) \) such as (i) the distance at which the correlation function decays to some fraction of its maximum value \( (C(0, t) = 1) \), (ii) the inverse of the first moment of \( S(k, t) \), and (iii) first moment of the normalized domain-size distribution function. Since all these definitions are equivalent in the scaling regimes \( (i.e., \) they differ only by constant multiplicative factors), we observed that the decay of \( C(r, t) \to 0.2 \) gives a good measure of \( R(t) \). Typically, the average domain size follows the power-law growth: \( R(t) = R_0 + a t^{\phi} \) where \( R_0 \) is considered to be a length scale of transient growth regime in the system since the quench and \( a \) is the constant fitting parameter. Therefore, to extract the growth exponent \( \phi \), we plot \( R(t) \) versus time, \( t \) on a logarithmic scale.

3. Results and discussions

It is a well-established fact that the domain coarsening of various phases of a multicomponent fluid when quenched below the critical temperature at time \( t = 0 \), is a scaling phenomenon where morphologies are self-similar at two different times. In this section, we present the details of the numerical results of phase separation kinetics in BCP melt for both the sets at various cycles, as mentioned above. The initial homogeneous configuration for all the cases discussed here are prepared by equilibrating the system for \( t = 2000 \) at a high-temperature \( T = 10 \) (see Fig. 1b). Next, we quench the system to a lower temperature, \( T = 1 \), and reset the time measure at \( t = 0 \) and observe the domain evolution at various times.

At the outset, we first explore the earlier studies on segregating critical binary \((AB)\) polymer melt and critical BCP melt in \( d = 3 \) to certify the parameter values used in the simulation. The simulation box size and number density of beads are the same as discussed earlier \( (i.e., N = 3 \times 64^3; \) polymer chain length \( L_p = 32) \). The domain evolution of \( A \)-rich and \( B \)-rich phases of the polymer melt is depicted in Fig. S1 at times, \( t = 500, 1000, 1500, \) and \( 2000 \). The time dependence of the average domain size shows a crossover from the viscous hydrodynamic \( (\phi \sim 1 \) till \( t < 100) \) to the inertial hydrodynamic \( (\phi \sim 2/3) \) regimes. The solid and dashed lines display the expected growth exponents in various growth regimes. Since DPD is best known to preserve the hydrodynamic behavior in the system, we observe that the diffusive growth \( (\phi \sim 1/3) \) regime remain short-lived on the time scale of our simulation. The excellent data collapse of the scaling functions (inset of Fig.
S1) indicate that the evolving systems belong to the same dynamical universality class.

Next, the phase-separated domains of BCP melt are illustrated in Fig. S2 at $t = 1000, 2000, 3000, \text{ and } 5000$. Due to microphase separation in BCP melt, we correctly noticed the expected diffusive growth ($\phi \sim 1/3$) regimes at early times (i.e., $t < 200$) that further saturates to an average periodic domain size in the system. The data overlap of the characteristic functions at various times confirm the presence of dynamical scaling (see the inset). The data oscillation around $C(r, t) = 0$, and a secondary peak (bump) in $S(k, t)$ at larger $kR(t)$ other than the main peak, confirms the formation of periodic domain structures in microphase separated BCP melt when quenched below the critical temperature. Thus, the above description verifies the correct modeling of phase separation dynamics for both the polymer melt and BCP melt systems.

Henceforth, we focus on to phase separation dynamics in BCP melt ($A_nB_n; n = 16$) by employing alternate switching of light between “on” and “off” states that lead to bond breaking and bond reformation reactions. At first, we study the case where switching of light in various states take place as off $\rightarrow$ on $\rightarrow$ off $\rightarrow$ on $\rightarrow$ off (we call this set 1). We consider the first cycle for $t = 600$ to make sure that the system is reached in the scaling regimes before we start the other cycles. (From Figs. S1 and S2, an inertial hydrodynamic growth regime is noted for polymer melt, and the pinning of growth for BCP melt before $t = 600$.) A standard microphase separation occurs when the first cycle remains in an off state, and thus no bond reformation reaction takes place either due to the absence of active radical in this cycle. The domain morphologies of BCP melt after completing each period for set 1 is exhibited in Fig. 2; the bond-breaking probability is fixed to $P_{bb} = 1.0$ for the on-cycles, and for the off-cycles, bond-formation probability (termination of active radicals by combination) is set to $P_{bc} = 1.0$. The blue and yellow beads represent $A$-rich and $B$-rich domains, respectively, in Fig. 2. The bond-breaking reaction starts in cycle 2 (on state) of set 1. Note that depending on the values of $P_{bb}$, the kinetics gradually moves from microphase separation in BCP melt ($P_{bb} = 0$) to macrophase separation in binary polymer melt ($P_{bb} = 1$); this is due to the removal of bond constraint connecting both unfavorable $A$ and $B$-blocks in BCP melt (see Fig. S3). The visuals, in Fig. S3, illustrate the larger domain size for $P_{bb} = 1.0$ than $P_{bb} = 0.1$ where the bond-breaking is slower than earlier.

When phase separation begins with the light on (e.g., in cycle 1 for the set 2), bond breaking gradually turns BCP melt into a binary polymer melt, and thus phase separation takes place via spinodal decomposition$^{27,29}$ as in Fig. S4. The values of $P_{bb}$ determine the rate of
domain growth. Again, through off-cycle 2 of set 2, active radicals created due to the bond cleavage in cycle 1 undergo termination reaction by combination ($P_{bc} = 1.0$) to regenerate the broken covalent bonds (see the morphologies in Fig. S4 at $t = 1200$). We observe the different phase-separated domain patterns during cycle 2 at the same, $P_{bc} = 1$ because of the distinct domain patterns formed during cycle 1 at different $P_{bb}$. Later on, we show that typically, the average size of the domain, $R(t)$, is more significant when phase separation initiates with the light on with $P_{bb} = 1.0$.

The total number of photosensitive covalent bonds joining both the unfavorable blocks in BCP melt is $N_{pc} = 24576$. To demonstrate the effect of light, we plot the normalized cumulative number of bonds cleaved ($N_{bb}$) during on-cycles and recombined ($N_{bc}$) during off-cycles for both the sets in Fig. 3. The black and green curves in Fig. 3a exhibit the number of bonds broken during the on-cycles of set 1 at $P_{bb} = 1.0$. Notice that $N_{bb} = N_{pc}$ in cycle 2 (black curve) whereas in cycle 4, $N_{bb} \leq N_{pc}$ (green curve), a reason could be the trapping of active radicals within the domain matrix during cycle 2 causes the lesser number of covalent bond reformation, $N_{bc} < N_{pc}$ (red curve) in cycle 3, and thus a lower number of bonds breaking during cycle 4. An increase in the probability value, $P_{bb}$ enhance the rate of bond-breaking during on sequences as represented by the black ($P_{bb} = 0.1$), red ($P_{bb} = 0.5$), and green ($P_{bb} = 1.0$) curves, respectively in Fig. 3b during cycle 2 for set 1. Thus, our model precisely captures the effect of variation in $P_{bb}$. A similar observation is made for all the sequences in set 2, as plotted in Fig. 3c.

The dashed lines in each plot demonstrate the exponential fit, $N_{bb}(t)/N_{pc} \sim (1 - e^{-\lambda P_{bb} t})$, where $\lambda$ is a fitting parameter for the corresponding simulated data shown by various symbols in the same color, and $t =$ number of simulation steps $\times \Delta t$ ($= 0.02\tau$). The value of $\lambda$ for the dashed lines in fig. 3b are 0.1, 0.092, and 0.097, for $P_{bb} = 0.1$, 0.5, and 1.0, respectively. We observed that the fitting parameter could be defined as $\lambda = \Delta t/\tau_r \approx 0.1$ which remain constant for different $P_{bb}$ values. So, the variaton in $P_{bb}$ and $\tau_r$ parameter values can efectively control the rate of bond-breaking reactions. We define the bond-breaking rate constant as $k = \lambda P_{bb} = 0.01, 0.05,$ and 0.1, for $P_{bb} = 0.1, 0.5,$ and 1.0, respectively.\textsuperscript{54} Therefore, in our scheme, the bond-breaking reaction occurs every $k^{-1} = 100, 20$, and 10 (units of $\tau$) time intervals for the given $P_{bb}$ values. Thus, the bond-breaking reactions are slower than the characteristic diffusion time scale of DPD simulation and hence belongs to a kinetically controlled growth regime.\textsuperscript{54} These data fit to show that our model reproduces the first-order kinetics of bond-breaking reactions.\textsuperscript{10,13,54} Since there is no direct effect of light
intensity in the framework of our simulation, however, the variation in bond breaking rate constant, $k$ mimics an impression of variation in light intensity.

In Fig. 4a, we plot the radial distribution function (RDF), $g_{AB}(r)$, to characterize the morphologies displayed in Fig. 2. Notably, we compute the local density ratio of $A$-type (blue) bead being at a distance, $r_{ij} = (x_{ij}, y_{ij}, z_{ij})$ around a $B$-type (yellow) bead. Note that the upper bound of $x_{ij}, y_{ij},$ and $z_{ij}$ is less than or equal to half of the periodic box length. The oscillation in the black curve (multiple peaks) verifies the formation of typical periodic domains in BCP melt during off-cycle 1. The green and purple curves do not show any second peak in $g_{AB}(r)$ as one may expect during the remaining off-cycles too. Since we are well aware of the fact that microphase separation in BCP is a slow dynamic process that requires a longer time to develop the periodic domains. Hence, one possible reason for not showing a second peak in $g_{AB}(r)$ during the remaining off-cycles could be the assigned shorter time for domain evolution once the bonds are reformed. The peak position in $g_{AB}(r)$ shifts to a more considerable value of $r$ as domains grow further with time. To verify the domain coarsening displayed in Fig. 2, we plot the spatial number density distributions of $A$-beads along the transverse ($z$) direction in Fig. 4b. The plots indicate the increase in height and width of the number density curve with time and confirm the growth of $A$-rich domains. The symbols and their colors in Fig. 4b represent the same time steps as in Fig. 4a.

In the light on cycles (cycle 2 & 4), covalent bonds cleaved at a faster rate for the higher value of bond breaking probability (high light intensity). Hence, the system rapidly evolves as a binary ($AB$) polymeric fluid mixture having chain length, $L_{pc} = 16$. Therefore, the shift in the peak position of $g_{AB}(r)$ to a higher $r$ at $P_{bb} = 1.0$ confirms the presence of a larger average domain size (see the green curve in Fig. 5). The black and red curves show RDFs at $P_{bb} = 0.1$ and $P_{bb} = 0.5$, respectively, with the peak positions at corresponding lower $r$ values. An analogous behavior of RDF curves is observed at different $P_{bb}$ values during each on-cycle for the set 2. Nevertheless, the bond combination probability is set to $P_{bc} = 1.0$ during each off-cycles; $g_{AB}(r)$ curves show an exact overlap of the peak positions, i.e., the same average domain size (the plot is not displayed here). Any difference at all observed in domain sizes during the previous on cycle at different $P_{bb}$ values become insignificant in the given time limit of the off-cycles.

We plot the scaling functions, the correlation function, $C(r, t)$ vs. $r/R(t)$, in Fig. 6a and the structure factor, $S(k, t)$ vs. $kR(t)$, in Fig. 6b. In these plots, we examine how the evolution morphologies depicted in Fig. 2 are governed by the alternate on and off cycles; this
comparison of the scaling functions are made at the end of each period (i.e., at every \( t = 600 \); denoted by specified symbol types) when the system is already in the scaling regimes. A significant deviation from the scaling is noted between both the scaling functions at \( t = 600 \) (black curve; off-cycle 1) and \( t = 1200 \) (red curve; on-cycle 2) in Fig. 6. This is quite apparent as the kinetics through both the cycles are very different. The off-cycle 1 generates the usual microphase-structures of BCP melt (no reaction involved) characterized by a more oscillatory \( C(r, t) \) (black curve in Fig. 6a) and a bump (second peak) at a sizeable \( k \) value other than the principal peak in \( S(k, t) \) at small \( k \) (black curve in Fig. 6b); this is a characteristic of a periodic morphology.\(^{46}\) Whereas on-cycle 2 causes a macrophase-structures due to spinodal decomposition in binary polymer melt with a chemically-controlled regime (bond-breaking reactions) for a few initial time steps. Interestingly, a significant data collapse of both the scaling functions in cycle 3 onwards (the green, blue and purple curves) suggest that the morphologies are equivalent and their statistical properties are independent of on- and off-state of the light at late times and thus belong to the same universality class. One possible reason for this could be the formation of large domains during the on-cycles. Therefore, the assigned duration for \( t \) off-cycles, when a relatively much slower microphase separation kinetics in BCP melt (due to quick restoration of broken bonds in off-cycles) takes place, is not sufficient enough to affect the length scale of the system and hence the scaling functions. However, \( S(k, t) \) shows the expected power-law decay \((\sim k^{-4})\) of the tail in Fig. 6b; this is known as Porod’s law: \( S(k, t) \sim k^{-(d+1)} \) for \( k \to \infty \) as a result from the scattering off sharp interfaces, where \( d = 3 \) is the system dimensionality.\(^{72,78}\)

Further, the nature of dynamic scaling functions within the cycle is illustrated in Fig. S5 for the set 1, and in Fig. S6 for the set 2. Specifically, we focus on the first two cycles of both the sets in which the light stimulated chemical reaction is involved keeping \( P_{bb} = 1.0 \) and \( P_{bc} = 1.0 \), i.e., cycles 2 and 3 for the set 1, and cycles 1 and 2 for the set 2. These two figures clearly indicate that the first on-cycle has a significant impact on the scaling functions. Notice that the scaling functions illustrate the crossover at early times; thus, the deviation from scaling is seen when bond-breaking reactions control the kinetics as shown by the black and red curves at the corresponding times in Figs. S5ab and S6ab. Though, at late-times, the scaling is fully preserved when the kinetics is analogous to spinodal decomposition in the polymer melt, shown by the green and blue curves.

Nevertheless, the scaling functions show an excellent data collapse during the first light off state when it comes after the first on-state, e.g., off-cycle 3 for set 1 (see Figs. 5Scd), and
off-cycle 2 for set 2 (see Figs. 6Scd). This observation suggests that the evolving morphologies after the first on-cycle are part of the same dynamical universality class irrespective of the “on” or “off” state of the light.

In Fig. 6c, we compare the scaling function $C(r, t)$ versus $r/R(t)$ and in Fig. 6d, we plot the corresponding structure factor, $S(k, t)R(t)^{-3}$ versus $kR(t)$ at the end of each cycle for set 2 (on $\rightarrow$ off $\rightarrow$ on $\rightarrow$ off $\rightarrow$ on). A deviation from the scaling is observed for data at $t = 600$ (on cycle; black symbol). However, the well-fitted scaling functions, illustrated by the red ($t = 1200$), green ($t = 1800$), blue ($t = 2400$), and purple ($t = 3000$) curves, are observed at the end of each cycle for set 2 after evolving the system in the light on state. This further confirms our above observations that the domain growth beyond the first on-cycle is part of the same dynamical universality class irrespective of the “on” or “off” state of the light. The solid line of slope $-4$ indicates the well-known Porod-tail behavior of the structure factor.

Finally, we report the domain growth law. We plot $R(t)$ vs. $t$ on a logarithmic scale in Fig. 7 for the evolution through each cycle for the set 1. The black curve in Fig. 7a shows the apparent microscopic domain growth of $A$ and $B$-blocks for BCP blend during cycle 1 (off). A solid line represents the expected diffusive growth exponent ($\phi \sim 1/3$) for a limited time window. The black curve then crosses over to the saturated microphase morphology. When bonds between the $A$ and $B$-blocks of BCP chain breaks during the second cycle (on), the system behaves as a binary ($AB$) polymeric blend, and hence, a macroscopic domain growth is noted. The black curve in Fig. 7b displays a gradual crossover to the inertial hydrodynamic growth ($\phi \rightarrow 2/3$) regime. This agrees with the growth regimes anticipated at a late-stage for the polymeric fluid mixture, as presented in Fig. S1. We observe that the viscous hydrodynamic growth ($\phi \sim 1$) regime is very short-lived in this case is due to the already attained length scale in cycle 1. The domain growth observed during off cycles 3 (red curve) and 5 (green curve) in Fig. 7a follows the similar trend of slow growth as in off-cycle 1; however, the saturation in length scale has not been achieved in the given time window due to already attained macroscopic domain in the previous on-cycle. Similarly, the red curve in Fig. 7b displays a relatively slower domain growth during on-cycle 4 due to already achieved inertial hydrodynamic growth in the previous on cycle.

The phase separation for set 2, begins with on-cycle; hence we note both the expected hydrodynamic growth regimes, $\phi \sim 1$ and $\phi \sim 2/3$, as shown by the black curve in Fig. 8a. Whereas during cycle 2 (off), we notice the usual crossover to diffusive growth regimes ($\phi \rightarrow 1/3$) at late times, as depicted by the black curve in Fig. 8b. However, in other cycles, the
crossover to expected growth regimes: inertial hydrodynamic growth ($\phi \to 2/3$) during on cycles 3 and 5 (red and green curves in Fig. 8a), and diffusive growth ($\phi \to 1/3$) during off-cycle 4 (red curve in Fig. 8b), are slower due to already attained macroscopic growth in the first on cycle.

4. Conclusions

We utilized the dissipative particle dynamics (DPD) technique to simulate the evolution of phase-separating critical block copolymer (BCP) melt by passing it through alternate “on” (bond breaking) and “off” (bond combination) cycles. We discussed its effect on evolution morphologies, scaling functions, and length scales for the two different sets.

We found that the rate of bond-breaking during the on-state sequences enhanced with the increase in $P_{bb}$. For a given value of the rate constant, $k$, the number of broken bonds were consistent with the number of light-sensitive bonds in the system during the first cycle. Our model correctly encapsulates the effect of change in the rate constant, $k$ that mimics an impression of variation in light intensity. In other on-state cycles, however, the number of broken bonds slightly reduced due to the lesser covalent bond formation via reversible radical deactivation in the previous off cycles, which happened possibly because of the trapping of active radicals within the domain matrix.

The shift in the peak positions of $g_{AB}(r)$ to a higher $r$ further demonstrates that a higher $k$ (that mimics higher light intensity) leads to a more segregated domain; this occurs as macrophase separation dynamics begin early due to quick bond breaking at higher $k$. Nonetheless, the probability of bond combination is set to 1.0 during all the off cycles. $g_{AB}(r)$ curves show an exact overlap of the peak positions for $P_{bb}$ values in the previous on-cycles. Interestingly, any difference in the peak position observed in the previous on cycle at three different $P_{bb}$ values nullified in the given time limit of the off-cycles.

For set 1, the scaling functions $C(r, t)$ and $S(k, t)$ obtained at the end of the first two cycles exhibited a significant deviation from the master function as the kinetics in both the sequences were very different. Remarkably, in cycle 3 onwards, we observed an excellent data collapse of both the scaling functions; this suggests that the morphologies are statistically similar and independent of on- and off-state of the light at late times, and thus belong to the same universality class. For set 2, where the evolution started with an on cycle, well-fitted scaling functions were noted at the end of each cycle. Overall, we found that the first on-cycle determines the behavior of scaling functions for the rest of the sequences. The domain growth after the first on-cycle integrated to the same universality class irrespective of the state of light...
for the given period. Similarly, the scaling functions within a cycle illustrate the deviation at early times until the first on-cycle when bond-breaking reactions control the kinetics.

We further observed that the average domain size, \( R(t) \) is larger when phase separation instigated with the light on-state; the domain size becomes even more prominent at a higher light intensity. Furthermore, we accessed the crossover from viscous to the inertial hydrodynamic regime \( (R(t) \sim t^1 \rightarrow t^{2/3}) \) when quenched with the on-cycle. Since the length scale has already crossed over to the inertial hydrodynamic regime, the following on-cycles also illustrated the length scale gradually approaching the same growth regimes, \( \phi \rightarrow 2/3 \). Nevertheless, when the system is quenched with off-cycle, following on-cycles also exhibited the inertial hydrodynamic regimes only at late times with a broader transient regime at early times of the corresponding on-cycle. Whereas, during off-cycles, the length scale remained consistent with the gradual crossover to diffusive growth \( (\phi \rightarrow 1/3) \) regime in a limited time window.

In the future work, we plan to investigate the light-controlled segregation kinetics in BCP melt and BCP solutions with symmetric and asymmetric block compositions. Explicitly, we intend to study the effect of keeping a sufficiently long off-cycles on evolution morphologies between the short period of on-cycles. Given the enormous technological importance of the morphologies obtained in various BCPs, we firmly believe that these results will incite additional attention and offer a broad framework to analyze the simulation and experimental works on the stimuli-responsive growth of nanostructures in BCP melt.
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**Figure 1:** (a) Schematic of the bond breaking and bond formation reactions between the two blocks (depicted in the blue and yellow chains) in the presence (“on”) and absence (“off”) of the light, respectively. (b) An equilibrated BCP system (50% A-block and 50% B-block; critical composition) for $t = 2 \times 10^3$ simulation times. (c) The following colors mark the beads: inactive $A$-type (blue), active $A$-type radical (glowing cyan), inactive $B$-type (yellow), and active $B$-type radical (glowing orange). The bond breaking ($P_{bb}$; also represents light intensity) and bond formation ($P_{bc}$) probabilities can be varied independently.
Figure 2: (a) Evolution morphology of BCP ($A_nB_m; n = 16$) melt after completing each cycle of $t = 600$ for set 1: (b) off $\rightarrow$ (c) on $\rightarrow$ (d) off $\rightarrow$ (e) on $\rightarrow$ (f) off when quenched from the initial homogeneously mixed state as shown in (a). The blue and yellow beads represent $A$-rich and $B$-rich domains, respectively.
Figure 3: (a) Cumulative bonds broken, $N_{bb}(t)$ (in unit of total number of light sensitive bonds, $N_{pc}$ at $t = 0$) between two blocks under the light “on” cycles (2 & 4; $P_{bb} = 1.0$), and cumulative bonds recombined, $N_{bc}(t)$ in light “off” cycles (3, & 5; $P_{bc} = 1.0$) for set 1. (b) Change in $N_{bb}(t)$ at different values of $P_{bb}$ (shown in legends) for cycle 2 in set 1. (c) $N_{bb}(t)$ or $N_{bc}(t)$ during each period for set 2 (on → off → on → off → on). The dashed lines in each plot represent the exponential fits, $N_{bb}(t)/N_{pc} \sim (1 - e^{-\lambda \cdot P_{bb} \cdot t})$, where $\lambda$ is a fitting parameter for the corresponding simulated data.
Figure 4: (a) Comparison of the radial distribution functions ($g_{AB}(r)$) of $A$-type beads around $B$-type at different times (depicted by the various symbol types) for the morphologies exhibited in Fig. 2a. (b) The average number density profile of $A$-type beads along the $z$-direction at different times as given in (a) with various symbol types. The averaging is done over five ensembles. Plots are done for the set 1 at $P_{bb} = 1.0$ and $P_{bc} = 1.0$, respectively.
Figure 5: Comparison of the radial distribution functions ($g_{AB}(r)$) at different bond-breaking probabilities (denoted by different symbols) under illumination (cycle 2: on) for the set 1. The inset exhibits the same comparison for the fourth cycle.
Figure 6: (a) The scaled correlation function, $C(r,t)$ versus $r/R(t)$ after completing each cycle for the set 1. The related evolution morphologies are shown in Fig. 2. The solid line displays the zero crossings of the correlation function. (b) Illustrates the scaled structure factor, $S(k,t)R(t)^{-3}$ versus $kR(t)$ plot for the same data sets as in (a) on a logarithmic scale. A solid line with slope -4 signifies the Porod’s law, i.e., $S(k,t) \sim k^{-4}$ for $k \to \infty$. 
Figure 7: (a) Comparison of $C(r, t)$ versus $r/R(t)$ at the end of each cycle for the set 2 (on $\rightarrow$ off $\rightarrow$ on $\rightarrow$ off $\rightarrow$ on). (b) Explains the corresponding structure factor, $S(k, t)R(t)^{-3}$ versus $kR(t)$ plot with Porod tail behavior indicated by the solid line of slope $-4$. 
Figure 8: Logarithmic plot of the time dependence of the characteristic domain size, $R(t)$. (a) Exhibits the apparent microscopic domain growth during off cycles (1, 3 & 5) of set 1 when bonds combined between $A$ and $B$-blocks to form BCP blend. A solid line represents the expected diffusive growth exponent ($\phi \sim 1/3$) for a short period. (b) Shows the macroscopic domain growth during on cycles (2 & 4) when bonds between the blocks are broken, and the system behaves as a binary ($AB$) polymeric blend. A solid line of the slope, $\phi \sim 2/3$, corresponds to the expected inertial growth regimes for $d = 3$ fluids. Details of these plots are given in the text.
Figure 9: The time dependence of the average domain size, $R(t)$ on a logarithmic scale corresponding to the various cycles for set 2. (a) The solid lines of slope 1 and 2/3 represents the expected growth exponents for segregating binary ($AB$) blend in three-dimensions. (b) This plot exhibits the apparent microscopic domain growth during the off cycles ($2$ & $4$) of BCP blend. A solid line represents the expected diffusive growth exponent ($\phi \sim 1/3$) for a short time.
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Supplementary Information

Figure S1: The evolution morphologies, scaling of its characterization functions, and the time dependence of average domain size are depicted for a binary (AB) polymer melt. Our model correctly illustrates the expected growth exponents in the viscous (ϕ = 1) and inertial (ϕ = 2/3) hydrodynamic regimes. The excellent data overlap of the correlation function and the structure factor at various times regard the presence of dynamical scaling (see the inset).
**Figure S2:** Shows the domain evolution, the scaling of its characterization functions, and the time dependence of the average domain size for BCP melt. Our model correctly illustrates the expected diffusive domain growth ($\phi = 1/3$) for a short while and then saturates to an average length scale. The data overlap of the characteristic functions at various times regard the presence of dynamical scaling (see the inset). The data oscillation around $C(r, t) = 0$, and a secondary peak in $S(k, t)$ confirms the formation of periodic domain structures in microphase separated BCP melt quenched below the critical temperature.
Figure S3: Evolution morphologies of BCP blend after completing off-cycle 1 and on-cycle 2 for set 1 at various bond-breaking probabilities: (a) $P_{bb} = 0.1$, (b) $P_{bb} = 0.5$, and (c) $P_{bb} = 1.0$. The first column shows microphase separated morphology at $t = 600$ as no bond breaking during cycle 1 (off). The second column displays macrophase separated morphology at $t = 1200$ as bonds break during cycle 2 (on) with different $P_{bb}$; therefore, dissimilar patterns. The third column illustrates the interface evolution between $A$ and $B$ phases for the morphologies shown in the second column.
Figure S4: Evolution morphologies of BCP blend for set 2 at the end of on-cycle 1 with various bond-breaking probabilities: (a) $P_{bb} = 0.1$, (b) $P_{bb} = 0.5$, and (c) $P_{bb} = 1.0$, and at the end of off-cycle 2 with a bond combination probability, $P_{bc} = 1.0$. The first column shows macrophase separated morphology at $t = 600$ due to bond breaking through cycle 1 (on) with diverse $P_{bb}$; thus, varied patterns. The second column displays microphase separated morphologies at $t = 1200$ during cycle 2 (off) when bonds recombine with a probability, $P_{bc}$; different patterns as the domain formed during cycle 1 for each $P_{bb}$ is dissimilar. The third column illustrates the interfaces for morphologies shown in the second column.
Figure S5: (a-b) Scaling of the correlation function \( C(r, t) \) vs. \( r/R(t) \) and the structure factor \( S(k, t)R(t)^{-3} \) vs. \( kR(t) \) for the evolution through cycle 2 (bond breaking on) for set 1. The system shows a small deviation from the scaling for early times (black and red curves at \( t = 640 \) and \( t = 800 \), respectively) when the kinetics is typically chemically controlled (bond breaking). However, we noted an excellent scaling in the system at late times (green and blue curves at \( t = 1000 \) and \( t = 1200 \), respectively). (c-d) We plot \( C(r, t) \) vs. \( r/R(t) \) and \( S(k, t)R(t)^{-3} \) vs. \( kR(t) \) for the evolution through cycle 3 (bonds are recombining) for the same set as in (a-b). The data overlap at various times reveals an excellent scaling in the system. The bond-breaking probability is set to \( P_{bb} = 1.0 \) during on cycles, and bond combination probability is set to \( P_{bc} = 1.0 \) during off periods. Each data set is averaged over five ensembles. A solid line with slope -4 signifies the Porod’s law, i.e., \( S(k, t) \sim k^{-4} \) for \( k \to \infty \).
Figure S6: (a-b) We plot the correlation function \((C(r, t) \text{ vs. } r/R(t))\) and the structure factor \((S(k, t)R(t)^{-3} \text{ vs. } kR(t))\) for the evolution through cycle 1 (bond breaking on) for the set 2. Similar to the first on-cycle in set 1, a small deviation from the scaling is observed at early times (black and red curves at \(t = 40\) and \(t = 200\), respectively) for the chemically controlled regime. However, we note an excellent scaling at late times (green and blue curves at \(t = 400\) and \(t = 600\), respectively). (c-d) The plots \(C(r, t) \text{ vs. } r/R(t)\) and \(S(k, t)R(t)^{-3} \text{ vs. } kR(t)\) for the evolution through cycle 2 (bonds are recombining) for the same set as in (a-b) reveal an excellent scaling in the system. The bond-breaking probability is set to \(P_{bb} = 1.0\) during on cycles, and bond combination probability is set to \(P_{bc} = 1.0\) during off cycles. Each data set is averaged over five ensembles.
Figure S7: Time dependence of the average domain size for the set 1 is shown in (a) and for the set 2 is exhibited in (b) for the different cases represented by the various symbol types.