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Abstract—To increase the quality of citizens’ lives, we designed a personalized smart chair system to recognize sitting behaviors. The system can receive surface pressure data from the designed sensor and provide feedback for guiding the user towards proper sitting postures. We used a liquid state machine and a logistic regression classifier to construct a spiking neural network for classifying 15 sitting postures. To allow this system to read our pressure data into the spiking neurons, we designed an algorithm to encode map-like data into cosine-rank sparsity data. The experimental results consisting of 15 sitting postures from 19 participants show that the prediction precision of our SNN is 88.52%.

Index Terms—Smart Chair, Liquid State Machine (LSM), Pressure-distribution Sensor Grid.

I. INTRODUCTION

In recent years, many studies have been conducted to improve the quality of life of citizens in smart cities. One of the visions towards smart cities is digital twins [1], which are a replica of any living or nonliving entity. According to a Global Burden of Disease (GBD) study [2], increasingly more people are suffering from lower back pain among other conditions due to inappropriate sitting behaviors. To improve quality of life, it is essential to design personalized sensing systems that learn the sitting behavior or monitor the health condition of individuals and provide real-time multimodal feedback (through sound, video, haptics, etc.) [3]. The work presented in this paper is an attempt towards deep learning-powered chairs that a) teach individuals subjects the best sitting posture out of 15 postures and b) provide real-time feedback in case the subject is not sitting properly. We designed two arrays of pressure sensors to obtain the pressure data of different sitting postures so that we can make a “smart” chair to identify whether the posture is good or bad for the well-being of the subject. To obtain highly credible results, we should eliminate any intervention behavior during the training phase when the system is establishing the dataset and classifying the subjects’ sitting postures. Thus, a controlled calibration measurement procedure is required. The generated data are correctly and automatically labeled and used for training a deep learning machine.

The backpropagation neural network in machine learning uses the McCulloch-Pitts (M-P) neuron model, which reflects one or more important neurophysiological observations, without regard to other neurophysiological facts. Although amenable to mathematical analysis, such an empirical model has no rigorous connection with real neural systems [4]. The neuron model in a spiking neural network, such as a Hodgkin-Huxley model, reflecting more neurophysiological observations than the M-P model, is still incomplete. However, additional mechanisms provide advantages. For example, the time interval between each spike implies that the neuron carries temporal information. Therefore, we decided to try a more complex neuron model to challenge the machine learning task.

Liquid state machines (LSMs) are one of the most effective computation modules and were proposed by Maass [5]. They use a recurrent network structure so that the intermediate state of the network is related not only to the input at the present time but also to that at the previous moment. That is, the membrane potential of the neurons is related to the quantity, frequency and interval of the input spikes and not just one spike. In this paper, a spiking neural network is constructed in the form of a liquid state machine. The purpose of this work was to design, implement, and validate a sensing chair system for computer-human interactions with the spiking neural network.

This paper is organized as follows: In Section II an overview of existing related technologies and research work is presented. The seat system is described in Section III. Section IV provides the details of the recognition model and algorithms. Section V provides the experimental details for testing the models and the results of the classification. Section VI concludes the paper.

II. RELATED WORK

A. Pressure Sensing

In recent years, weight-supporting surfaces in shoes, beds, and chairs have been widely analyzed using pressure-mapping sensors, which are much cheaper than computer vision systems [6]. Examples of shoe studies include assessing pressure discomfort thresholds, assessing pressure pain thresholds and tissue stiffness on the plantar surface of the foot [7], formulating biomechanical foot models to assess strains within the foot and to determine the risk of ulcer formation [8], and studying the mechanics of a healthy gait during gentle turns [9]. Examples of bed studies include helping caregivers adjust bedridden patients to the correct sleeping posture to reduce the risk of pressure ulcers [10], [11] and developing a monitoring framework for improving patient safety and caregiving efficacy [12]. Examples of chair studies include monitoring...
sitting behavior for healthcare services, human-computer interactions, and intelligent environments [13], developing a driving assistant for reducing traffic accidents by estimating the driver’s sitting posture and warning the driver [14], using eight pressure sensors as a part of a posture determination system to give patients feedback on whether their sitting posture is correct [15]. Most of the previous experiments, such as the work in [16]–[18], use a sensing chair equipped with a commercial pressure distribution sensor sheet called the body pressure measurement system (BPMS) manufactured by Tekscan. However, this sheet is very expensive. Therefore, we designed our sensing chair using force-sensitive resistors (FSRs) that were combined to form a sensing grid (see Fig 2(a)). The FSR is a variable resistor that changes based on the pressure applied to its area. Our pressure-mapped sensor on the chair is introduced in the next section.

B. Smart Chair

The smart chair is designed to process real-time information for the user. It includes chairs for different purposes, sensors, microcontrollers, and classification ability. [19] gave a feasibility study that showed the pressure matrix is possible to provide data in the sitting posture classification. A smart chair was designed in [13] for monitoring the sitting behavior and was composed of an 8 by 8 pressure sensor array, data acquisition module, and a computational terminal, which could recognize 8 postures. The chair had only 1 sensor array that laid on the seat, whereas ours have 2 separate sensor arrays (on the seat and on the back of the chair), which supports the classification of 15 postures. Ding et al. [14] developed a smart chair with pressure sensor sheets set up on the seat and back of the driver’s seat for estimating driving postures. The sensor sheets had 16x16x2 sensor units. However, the system could only recognize 8 postures. The driver’s smart chair did not include any feedback mechanism to alert the driver to a risky posture. A smart chair with a feedback mechanism was proposed in [15], which had sensor cushion on the seat. It was soft and comfortable for the patient but was too thick to be flexibly installed on different types of chairs. The feedback signal could be directly shown in the smartphone app. In contrast to the feedback information, our chair has two vibration motors on the armrest, which are sufficiently flexible to be installed on other places, such as the back waist of the user. Such haptic feedback is more responsive than the information display.

C. Spiking Neural Network

Typically, the second generation of artificial neural network (ANNs) developed in the 1980s is considered a simulation of biological neural networks. Nowadays, ANN has been successfully used in classification tasks [20]. However, there is ample evidence that timing phenomena such as time differences between spikes and the frequency of the oscillating subsystem are part of various information-processing mechanisms in biological nervous systems [21]. Thus, the formal model of the 3rd generation of ANNs called spiking neural network (SNN) for modeling such timing phenomena of neural networks was defined by Maass [22].

With the development of SNNs, learning algorithms based on SNNs have also emerged. The earliest emergence of unsupervised learning algorithms, usually based on Hebb’s rule, was followed by more biologically spike-timing-dependent-plasticity (STDP) learning rules, which have become a research hotspot [23]. The traditional artificial neural network supervised learning algorithm refers to adjusting the weight of the neural network according to the obtained error relative to the actual output value of the neural network compared with the target value. Related experiments show that there are supervised learning strategies in biological neural networks, especially in motion-aware networks [23], but it is still unclear how biological neural networks implement this mechanism. SNNs are the closest models to biological neural networks. Nowadays, ANN has been successfully used in classification tasks [20]. However, there is ample evidence that timing phenomena such as time differences between spikes and the frequency of the oscillating subsystem are part of various information-processing mechanisms in biological nervous systems [21]. Thus, the formal model of the 3rd generation of ANNs called spiking neural network (SNN) for modeling such timing phenomena of neural networks was defined by Maass [22].
III. SYSTEM DESCRIPTION AND PRESSURE SENSOR

A. System Description

The illustration of the working stream in our proposed system is shown in Fig. 1. We designed the hardware instrument and software interface for data acquisition. The collected data can be processed in real-time or stored for later. In total, 15 common sitting postures were designed to be recognized by our system. We trained our network by using precollected data to be able to identify real-time sitting postures.

B. Hardware Description

Our proposed chair is composed of a transducer module, a data collection module, and a calibration module. The transducer module represents a set of interconnected sensors and actuator units [26]. Each sensor unit is composed of a force-sensitive resistor (FSR), a multiplexer and an analog-to-digital converter (ADC). Two FSR sheets were designed for the seat pan (9x9) and backrest (10x9) of the chair. The FSR unit converts the pressure applied to each unit into an analog voltage. The output of each FSR unit is transformed into a 10-bit pressure reading. The actuator unit is activated to run the assigned actuator(s) upon receiving control signals from the data collection module. This module provides the necessary space to collect all the measured data that comes from the transducer module and passes them to the interface module. It sends control signals to the multiplexers in the sensor module for both the seat pan and backrest. It also receives control signals from the posture classifier and passes them to the assigned haptic actuators. The calibration module is responsible for calibrating the transducer units before each test to improve the accuracy of the pressure measurements for each FSR unit.

The microcontroller used is an Arduino Mega 2560, an open source single-chip microcontroller that has an 8-bit ATmega 328 processor running at a 16-MHz clock speed. The Arduino software runs the data collection and calibration modules previously described. Since the number of analog input ports (ADCs) for the microcontroller is limited, 12 16-bit analog multiplexers were used. The microcontroller also receives control signals from the posture recognizer and passes them to the correct actuator when the sitting posture is incorrect.

The microcontroller also receives control signals from the posture classifier and passes them to the assigned haptic actuators if the user’s posture is incorrect. This module is explained in detail in the next section.

C. Software Description

The user interface (see Fig. 2(d)) provides the necessary communication between the chair and its external environment. Three possible communication media can be used with the chair, including USB (RS232), Bluetooth technology (IEEE 802.15.1), and ZigBee (IEEE 802.15.4). Our proposed system supports both Bluetooth and USB. This module is responsible for exchanging the data and control signals between the data collection module and the posture classifier. The posture classifier module receives the sensor data from the data collection module, stores these data in a database, analyzes them, and informs the user whether his/her posture is correct. The module uses the machine learning mechanism to investigate the poses and sends signals to activate embedded actuators if the user’s posture is incorrect. This module is explained in detail in the next section.

IV. POSTURE RECOGNITION APPROACH

A. Spiking Neuron and Synapse

The condition of the neurons in the SNN is determined by the membrane potential and the activation threshold. The membrane potential in the neuron is the additive effect of the post-synapse potential connected to the neuron. The post-synapse potential can be divided into the excitatory post-synaptic potential (EPSP) and the inhibitory post-synaptic potential (IPSP). The membrane potential will increase when receiving the EPSP and decrease when receiving the IPSP. The neuron fires (spikes) when the membrane potential reaches the activation threshold and drops to the resting potential until the refractory period ends [27]. During the refractory period, the membrane potential does not change regardless of how the post-synaptic potential changes. The firing progress is shown in Fig. 3.

The neuron model we used is called the leaky integrate-and-fire (LIF) model [29], which i) is more biologically realistic than the generalized IF neuron model and ii) has less complexity than Hodgkin-Huxley (HH) models [29]. The LIF neuron is modeled as follows:

$$\tau_m \frac{d\psi}{dt} = -\psi(t) + RI(t) \quad (1)$$

where $\tau_m$ represents the membrane time constant, $\psi(t)$ is the membrane potential at time $t$, $R$ is the membrane resistance,
and \( I(t) \) is the input of the neuron. In this leaky integrator equation, the initial \( v \) is the rest potential \( v_{\text{rest}} \). Similar to an ANN’s synapse, the weight assigned to each synapse affects the membrane potential of the target neuron. When a spike occurs in the presynaptic neuron, it causes an instantaneous change to occur in the postsynaptic neuron.

\[
x^M(t) = L^M u(t)
\]  

(2)

In contrast to a finite state machine, the internal structure of the LSM does not need to be designed for a specific task. The topology of the connection between neurons is recurrent and dynamic. The connection and the response of the same perturbation in the reservoir are unequal and unique every time the network is run. The readout layer is the detector, which can be trained to recognize patterns \( X^M \) from the liquid filter. The detector can be an SVM, perceptron, logistic regression (LR), or \texttt{softmax} classifier. Such detectors can be seen as a function that maps the liquid state to the target region \( y(t) \):

\[
y(t) = f^M(x^M(t))
\]  

(3)

In this article, the reservoir of the LSM comprises 75% excitatory and 25% inhibitory neurons. 30% excitatory neurons and inhibitory neurons are chosen to be fully connected with the input neurons, followed by randomly dropping out 99% synapses among them. The mathematical expectation of the number of reservoir neurons per input neuron is 60 if we consider the parameters mentioned in Section V-B. The excitatory and inhibitory neuron group connected and inner-grouped by different spatial distances or probabilities is as follows:

\[
P = C \cdot e(-D^2(a,b)/\lambda^2)
\]  

(4)

where \( D(a,b) \) is the Euclidean distance between neuron \( a \) and neuron \( b \). \( \lambda \) is a parameter for adjusting the distance between each connected neuron pair to control the number of synapses. \( C \) is specific for different synapses between neuron \( a \) and neuron \( b \) depending on whether the neurons are excitatory (\( E \)) or inhibitory (\( I \)). \( EE \) in this paper stands for the synapse between two excitatory neurons, \( EI \) stands for the synapse between an excitatory and an inhibitory neuron, \( IE \) stands for the synapse between an inhibitory and an excitatory neuron (different from \( EI \)), and \( II \) stands for the synapse between two inhibitory neurons.

C. Encoding Method

**Algorithm 1 Algorithm for Encoding**

**Input:** Pressure matrix data \( X \) with shape \((p,q)\), Amplitude \( A \), Coding number \( n \)

**Output:** Cosine-ranked encoded data \( E \) with shape \((p\cdot q\cdot n, A)\)

1. **Initialization**: Set \( E \) as a zero matrix
2. ** LOOP Process**
3. map \( X \rightarrow Y \) with \( f(x) = 0.5 \cdot A \cdot (\cos(x + \pi \cdot i/n) + 1) \)
4. clip \( Y \) to \([0, A - 1]\)
5. for each element \( y_{j,k} \) in \( Y \) do
6. \[ E_{y_{j,k} + A \cdot j, n \cdot k + i} = 1 \]
7. end if
8. end for
9. end for
10. return \( E \)

The pressure matrix cannot be directly fed into the network since the neuron can only compute a time-varying stimuli train. The values on the pressure map only have spatial relationships with each other. For encoding the pressure matrix to timed stimuli sequences, we designed the algorithm for mapping the matrix data to a cosine-ranked 0/1 matrix with sparsity. The details of the algorithm are shown in Algorithm 1. We encoded
the data $X$ with shape $(p, q)$ into a 0/1 matrix $E$ with shape $(p \cdot q \cdot n, A)$. The scalar ratios $A$ and $n$ were designed to adjust the sparsity of $E$. $X$ was normalized to $[0, \pi]$ so that the cosine mapping $Y$ was monotonic in the range of $[0, A]$. Note that $Y$ has the same shape as $X$. The value of $Y$ and the corresponding index jointly determine the value in $E$. Two application examples are given in Fig 5 which shows the converting process from pressure maps to liquid states. The first row contains two visualized pressure maps as input data, with the shape of 19x10. The left pressure map is labeled as upright posture, and the right one is labeled as leaning back. It was difficult to recognize sitting upright and leaning back for the participant with kyphosis. The second row in Fig 5 contains the visualization of the encoded data. The coding number $n$ is 2 and the amplitude $A$ is 30, therefore the shape of the encoded data is 380x30. Each black vertical line represents 1 in the matrix, and the blank area is filled by 0. With encoding and processing by the LSM, the liquid states showed the spatiotemporal pattern of liquid displacement. Each point in the liquid response means that the neuron is fired at that time.

V. EXPERIMENT AND RESULTS

A. Data Acquisition

We collected data from 19 participants: 14 males and 5 females. The age of participants ranges from 22 to 58, with a median of 25 and a mean of 28.53. The maximum pressure values (representing the weight info) for the participants range from 691 to 1023, with a median of 1007 and an average of 988.74. Only one participant reaches the top boundary of the sensor map’s range. One participant who was 58-year-old with kyphosis condition. All participants were clearly informed about the experiment objective, detailed procedures, and potential risk. The signed consents from all participants were obtained before the experiment. We ensured that the chair had a stable communication with the PC running the receiving module and the user interface before each of the participants started his/her trial. Participants adjusted their posture so that the system could record the data with the correct label. The user interface gave the start signal and the end signal for each posture.

Incorrect data were generated when participants changed their posture before the end signal or after the start signal. We cleaned the data to filter out the unreliable data and divided the rest of the data into a training set and validation set following the random shuffle principle. The data were divided into 4755 pressure maps for training and 1189 pressure maps for testing. The pressure maps of the 15 postures are shown in Fig 6.

B. Experiment Setup

We set up 2 groups of models for testing the performance of our SNN. The first model was an LR classifier. The second model was an LSM with LR as its readout layer. In the first group, two trials were performed separately with encoded data and nonencoded data. In the second group, three trials performed with nonencoded data and 2 sets of encoded data with different sparsities.

In the experiment, we set the value of $C$ in equation [4] to 0.3 ($EE$), 0.2 ($EI$), 0.4 ($IE$), and 0.1 ($II$). $\lambda$ was set to 1.6667. We set the number of E neurons to 1600, the number of I neurons to 400. The number of input neurons is depending on the coding number $n$. For the case when $n$ equals 1, the number of input neurons is 190. For the case $n$ equals 2, the number of input neurons is 380. The number of output neurons
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was the sum of the E neurons and I neurons. The activation threshold of each neuron was 15 mV, the resting potential was 13.5 mV, the refractory period of the E neurons was 3 ms, and the refractory period of the I neurons was 2 ms. We set the amplitude of $A$ to 30 and correspondingly duration for each simulation to 30 ms. The weights were initialized with random numbers that followed a gamma distribution with a shape $\alpha$ of 30 ($EE$), 60 ($EI$), 19 ($IE$), 19 ($II$), 18 (input to E), 9 (input to I).

### C. Experiment Results

The performance comparison of the above 2 models is shown in Table [I](#).

The pressure map data collected by our experiment have a large interclass distance. Thus, even with only logistic regression, we obtained a satisfactory classification accuracy. In the second trial, we encoded the data. The results showed that the encoded data still can be classified by logistic regression. The third and fourth trials verified the effectiveness of the structure used in this paper. Furthermore, encoding the mapping data to the spatiotemporal sequence was necessary for the SNN. Our coding method can modify the number of coded neurons by changing the coding number $n$. In the experiments, $n = 2$ achieved better results than $n = 1$. However, the classification accuracy and the value of $n$ are not positively correlated. The runtime for the proposed system could reach 10 fps with an Intel(R) Core(TM) i7-9700K CPU.

| Trial | Encoding | Model          | Precision | Recall | F1 score |
|-------|----------|----------------|-----------|--------|----------|
| 1     | -        | LR             | 0.9973    | 0.9971 | 0.9972   |
| 2     | Our method (n=1) | LR     | 0.9984    | 0.9980 | 0.9982   |
| 3     | -        | SNN+LR         | 0.7994    | 0.7773 | 0.7758   |
| 4     | Our method (n=1) | SNN+LR | 0.9989    | 0.9987 | 0.9988   |
| 5     | Our method (n=2) | SNN+LR | 0.9995    | 0.9994 | 0.9994   |

To verify the availability and the capacity of the SNN and the proposed encoding method, the data-set was split by subjects for training and testing respectively. The training set contains subject 1 to 15, and the testing set contains subject 16 to 19. The experiments parameters setting is as same as the preceding description. The results are shown in Table [II](#).

| Trial | Encoding | Model          | Precision | Recall | F1 score |
|-------|----------|----------------|-----------|--------|----------|
| 1     | -        | LR             | 0.8934    | 0.8304 | 0.8350   |
| 2     | Our method (n=1) | LR     | 0.7314    | 0.7077 | 0.7083   |
| 3     | -        | SNN+LR         | 0.0061    | 0.0714 | 0.0112   |
| 4     | Our method (n=1) | SNN+LR | 0.8852    | 0.8606 | 0.8612   |

We made a performance comparison with the commonly used machine learning algorithms with our proposed approach based on our collected dataset. These mentioned algorithms include Self-Organizing Maps (SOM), Principal Component Analysis (PCA), Linear Discriminant Analysis (LDA), Locally
Linear Embedding (LLE), Laplacian Eigenmaps (LE), Support Vector Machine (SVM), Random Forest (RF), K-Means and K-Nearest Neighbor (KNN). The comparison results in Table III show that our method is superior than others on classification accuracy. In these results, the results are close on the single classifier algorithm (LR, LDA, SVM, KNN and RF), in which LR has the highest accuracy. The combination of the dimension reduction algorithm and the logistic regression (PCA + LR, LLE + LR, LE + LR) are similar to our approach. This combination algorithm’s performance depends on the processed data from the front-end algorithms. Different from supervised models, the clustering algorithms (SOM, K-Means) do not well perform on the sitting posture recognition task. Compared with ANN, SNN with the same structure has lower energy consumption and fewer operations [30] [31]. Thus, SNN is more suitable for embedded devices such as our sitting posture recognition system. To verify the SNN and the ANN has similar performance, we implemented a three-layer fully connection ANN and evaluated it on our dataset. The ANN is composed of a 190-neuron input layer, a 1600-neuron hidden layer, and a 15-neuron output layer. When the hidden layer adopts the 99% of dropout as SNN, the loss hardly decreases. The precision of the ANN model on our dataset is 0.85, whereas that of SNN is 0.89. Therefore, the performance gap between ANN and SNN is not significant.

Computational complexity is one of the key problems in machine learning. Algorithms with similar performance may have different computational cost. To assess the complexity of learnable classes, [32] introduced the Vapnik-Chervonenkis (VC) dimension, a simple combinatorial parameter of the class of concepts. As the scores of LDA and LR in Table III are relatively close to the proposed method, it is appropriate to compare the computational complexity with them. Both LDA and LR are linear classifiers, which are well known to have the VC-dimension $O(N + 1)$, where $N$ is the number of features. The VC-dimension of a formal model SNN can be very large, which has been proved by Wolfgang [22]. Cascaded by a linear classifier can result in the possibility of a better control of the classifier space complexity. Due to the fact that SNN part can be considered as an encoder mapping the input data to 2000-dim followed by a linear classifier, the VC-dimension of our proposed method has a lower bound $O(N + 1)$. Thus, the proposed method has a better learning ability whereas is harder to converge than pure linear classifiers.

The comparison between the previously developed sitting posture recognition systems and our proposed one is shown in Table IV. It is noted that all approaches are based on the pressure distribution upon sensor grids. Our system is able to recognize the largest sitting posture classes compared with other systems.

VI. CONCLUSION

A sitting posture recognition system is presented in this work. The designed system is cost-effective with high accuracy for sitting posture monitoring. For the hardware, we used an FSR matrix as the sensor and verified that the low-density pressure matrix is sufficient to distinguish between different sitting postures. In terms of algorithms, we verified that the SNN could solve the image-like classification problem with high accuracy. Our proposed system could provide timely haptic feedback based on the accurate classification of 15 common sitting postures.
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