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We investigate the problem of nonparametrically calibrating the input model in stochastic simulation, given only the availability of output data. While studies on simulation input uncertainty have focused on the use of input data, our inverse model calibration problem arises in various situations where resource and operational limitations hinder the direct observability of input data. We propose a moment-based, maximum entropy framework to infer the input model, by matching statistics between the simulation output and the real-world output. To bypass the methodological difficulties from the stochastic constraints in our formulation, we propose a stochastic quadratic penalty method that converts the problem into a sequence of least-square problems, where each element in the sequence can be solved by efficient stochastic approximation algorithms. We analyze the statistical properties of our method and demonstrate its ability to recover input models with numerical experiments.
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1. Introduction

Stochastic simulation takes in input models and generate random outputs for subsequent performance analyses. The accuracy of these input model assumptions is critical to the analyses’ credibility. In the conventional premise in studying stochastic simulation, these input models are conferred either through physical implication or expert opinion, or observable via input data. In this paper, we ask a converse question: Given only output data from a stochastic system, can one infer about the input model?

The main motivation of asking this question is that, in many situations, a simulation modeler plainly may not have the luxury of direct data or knowledge about the input. The only way to gain such knowledge could be data from other sources that are at the output level. For instance,
one of the authors has experienced such complication when building a simulation model for a contract fulfillment center, where service agents work on a variety of processing tasks and, despite the abundant transaction data stored in the center’s IT system, there is no record on the start, completion, or service times spent by each agent on each particular task. Similarly, in clinic operations, patients often receive service in multiple phases such as initial checkup, medical tests and doctor’s consultation. Patients’ check-in and check-out times could be accurately noted, but the “service” times provided by the medical staff could very well be unrecorded. Clearly, these service time distributions are needed to build a simulation model, if an analyst wants to use the model for sensitivity or system optimization purpose.

The problem of inferring an input model from output data is sometimes known as model calibration. In the simulation literature, this is often treated as a refinement process that occurs together with iterative comparisons between simulation reports and real-world output data (a task known as model validation). If simulation reports differ significantly from output data, the simulation model is re-calibrated (which can involve both the input distributions and system specifications), re-compared, and the process is iterated. Suggested approaches to compare simulation with real-world data is to conduct statistical tests such as two-sample mean-difference tests (Balci and Sargent (1982)) and the Schruben-Turing test (Schruben (1980)). Beyond that, inferring input from output seems to be an important problem that has not been largely discussed in the stochastic simulation literature. Thus, on a high level, one contribution in this paper is to study the first systematic framework for the input model calibration problem.

The setting we consider can be briefly described as follows. We assume an input model is missing and make no particular assumptions on the form of its probability distribution. We assume, however, that certain output random variable from a well-specified system is observable with some data. Our task is to nonparametrically infer the input distribution. A key insight we use that distinguishes this problem with model calibration in other literature (e.g., computer experiments) is the intrinsic probabilistic structure in the system. Namely, the input and the output in stochastic simulation are represented as probability distributions, or in other words, the relation that links the observed and the to-be-calibrated objects is a (simulable) map between the spaces of distributions. Our calibration method is, and should be, designed to take such a relation into account.

Specifically, we use a moment-based approach to calibrate the input model. We match the moments of a sequence of statistics collected from the simulation and real-world data at the output level. Unless we can afford to match an infinite number of such moments, however, this scheme in general can lead to many candidate input models. To tackle this issue, we propose entropy maximization as a criterion to identify the best model. This proposal is based on the interpretation of
the maximum entropy (ME) distribution as the conditional distribution given all prior information, hence the most “natural” distribution without any further knowledge (Van Campenhout and Cover (1981)), and also its use in density estimation (Barron and Sheu (1991)). We shall offer some justification in the consistency of our moment-matching approach, while at the same time we shall also reveal some finite-sample limitations. Roughly speaking, a “natural” model such as unimodal and smooth distribution is amenable with our approach, but a “complicated” distribution is more difficult to infer. We shall provide some numerical results to substantiate these observations.

Beyond proposing and justifying our formulation, our another key contribution is algorithmic. In particular, we study a simulation optimization procedure that targets at our ME moment-matching problem. A challenging characteristic of this problem is that the moment statistics are at the output level, which is generally a nonlinear function of the input distribution (as a simple example, think about the mean waiting time of a queue as a function of the service time distribution). Thus the constraints in the optimization formulation are stochastic and non-convex. There is essentially no literature on this class of simulation optimization problems. As our key algorithmic contribution, we propose and analyze a stochastic quadratic penalty method. The idea is to reformulate the optimization into a sequence of sum-of-square optimizations with stochastic objectives and deterministic convex constraints, whereby each element of the sequence can be solved efficiently using mirror descent stochastic approximation (MDSA) (Nemirovski et al. (2009)), a constrained SA algorithm that is especially suitable for our setting. We analyze the details of our reformulation. We also develop the gradient estimation procedure and analyze the convergence of our MDSA. Note that, for a general simulation model, the ME formulation and our reformulation only guarantees a local optimum because of non-convexity. In practice, this issue can be alleviated with the use of multi-start procedures. We also propose some visualization tool to validate our method.

The remainder of the paper is organized as follows. Section 2 reviews the related literature. Section 3 introduces the problem setting and explains our optimization formulation. Section 4 presents and analyzes our algorithm. Section 5 reports numerical results. Section 6 concludes and discusses future work. The Appendix contains some auxiliary theorems. The Supplementary Materials contains the details of an additional variant of our method.

2. Related literature
We organize the literature review in two aspects, one related to the model calibration problem, and one related to our optimization approach.

2.1. Literature Related to Our Problem Setting
Input modeling and uncertainty in the stochastic simulation focuses mostly on the input level. Barton (2012) and Song et al. (2014) review some major methods in quantifying the statistical errors from finite input data. These methods include the delta or two-point method...
Bayesian methodology and model averaging (Chick (2001), Zouaoui and Wilson (2004)) and resampling methods (Barton and Schruben (2001), Barton et al. (2013)). Our problem is more related to model calibration. In the simulation literature, this is often considered together with model validation (Sargent (2005), Kleijnen (1995)). Conventional approaches compare simulation data with real-world historical output data according to statistical or Turing tests (Balci and Sargent (1982), Schruben (1980)), conduct re-calibration, and repeat the process until the data are successfully validated (Banks et al. (2009), Kelton and Law (2000)).

The model calibration problem is also known as the inverse problem (Tarantola (2005)) in other literatures. It generally refers to the identification of parameters or functions that can only be inferred from transformed outputs. In signal processing, the linear inverse problem (e.g., Csiszár (1991), Donoho et al. (1992)) reconstructs signals from measurements of linear transformations. Common approaches consist of least-square minimization and the use of penalty such as the entropy, which also provide justifications to our main formulation. In computer experiments (Santner et al. (2013)), surrogate models built on complex physical laws require the calibration of physical parameters. Such models have wide scientific applications such as weather prediction, oceanography, nuclear physics, and acoustics (e.g., Wunsch (1996), Shirangi (2014)). Bayesian and Gaussian process methodologies are commonly used (e.g., Kennedy and O’Hagan (2001), Currin et al. (1991)). We point out that Bayesian methods could be a potential alternative to the approach considered in this paper, but because of the nature of discrete-event systems, one might need to resort to sophisticated techniques such as approximate Bayesian computation (Marjoram et al. (2003)).

Also related to our work is the body of research on inference problems in the context of queueing systems. The first stream, similar to our paper, aims at inferring the constituent probability distributions of a queueing model based on its output data, e.g., queue length or waiting time data, collected either continuously or at discrete time points. This stream of papers focuses on systems whose structures allow closed-form analyses or are amenable to analytic approximations via, for instance, the diffusion limit. The majority of them assume that the inferred distribution(s) comes from a parametric family and use maximum likelihood estimators (Basawa et al. (1996), Pickands III and Stine (1997), Basawa et al. (2008), Fearnhead (2004), Wang et al. (2006), Ross et al. (2007), Heckmüller and Wolfinger (2009), Whitt (2012)). Others work on nonparametric inference by exploiting specific queueing system structures (Bingham and Pitts (1999), Hall and Park (2004), Moulines et al. (2007), Feng et al. (2014)). A related stream of literature studies point process approximation (see Section 4.7 of Cooper (1972), Whitt (1981, 1982), and the references therein), based on a parametric approach and is motivated from traffic pattern modeling in communication networks. Finally, there are also a number of studies inspired by the “queue inference engine” by Larson (1990). But, instead of inferring the input models, many of
these studies use transaction data to estimate the performance of a queueing system directly and hence do not take on the form of an inverse problem (see Mandelbaum and Zeltyn (1998) for a good survey of the earlier literature and Frey and Kaplan (2010) and its references for more recent progress). Several papers estimate both the queueing operational performance and the constituent input models (e.g., Daley and Servi (1998), Kim and Park (2008), Park et al. (2011)), and can be considered to belong to both this stream and the aforementioned first stream of literature.

2.2. Literature Related to Our Methodology

Our formulation uses the widely used notion of maximum entropy (ME). In information theory, entropy can be viewed as the amount of intrinsic randomness (Cover and Thomas (1991)). Csiszár (1991) studied axiomatic properties of ME (or more generally the I-divergence class). Donoho et al. (1992) used ME to recover sparse signals. Barron and Sheu (1991) studied the use of moment-constrained ME in nonparametric density estimation and analyzed the convergence rate in terms of Kullback-Leibler (KL) divergence. Lindley (1956), DeGroot (1962), and Box and Hill (1967) studied the use of entropy criterion to maximize information and identify important parameters in experiments. In finance, Avellaneda et al. (2001) studied ME calibration of risk-neutral measures from derivative prices. This technique, known as the weighted Monte Carlo, has also been studied as a variance reduction technique (Glasserman and Yu (2005)).

Our optimization reformulation is inspired by the quadratic penalty method (Bertsekas (1999)), which is a deterministic nonlinear programming technique that reformulates the constraints as squared penalty and sequentially tunes the penalty parameter to approach optimality. Our algorithm to solve the sequence of optimizations in the reformulation utilizes MDSA proposed by Nemirovski et al. (2009). Nemirovski et al. (2009) analyzed convergence guarantees on convex programs with stochastic objectives. Ghadimi and Lan (2013) investigated related methods for nonconvex programs, and Ghadimi and Lan (2015) and Dang and Lan (2015) studied generalizations incorporating accelerated gradient and coordinate decomposition. The particular scheme of MDSA we consider uses entropic penalty, and is known as the entropic descent algorithm (Beck and Teboulle (2003)).

3. Setting and Formulation

We assume a discrete probability distribution \( p = (p_1, \ldots, p_n) \) for the input model, on the support set \( S = \{z_1, \ldots, z_n\} \), where the support size \( n \) can be potentially large. We let \( X = (X_1, \ldots, X_\tau) \), where \( X_i \in S \), be an i.i.d. sequence of input variates each distributed under \( p \) over a random horizon \( \tau \). We denote the function \( h(\cdot) \in \mathbb{R} \) as the system logic from the input sequence \( X \) to the output \( h(X) \). We assume that \( h \) is completely specified and is computable, even though it may not be writable in closed-form, i.e. we can evaluate the output given \( X \). For example, \( X \) can
denote the sequence of interarrival or service times for the customers in a queue, and \( h(X) \) is the average queue length until the first idle time. Note that we can work in a more general framework where \( h \) depends on both \( X \) and other independent input sequences, say \( Y \), that possess known or observable distributions. In other words, we can have \( h(X, Y) \) as the output. Our subsequent discussion can be trivially extended to this case, and hence we will suppress these auxiliary input sequences throughout our exposition.

Consider the situation that only \( h(X) \) can be observed via data. Let \( y_1, \ldots, y_N \) be \( N \) observations of \( h(X) \). Our task is to calibrate \( p \).

We match the moment-based statistics of the simulation output and the empirical output data. More precisely, let \( \phi_j(\cdot) : \mathbb{R} \to \mathbb{R}, j = 1, \ldots, m \) be \( m \) moment functions specified by the modeler. Natural examples of \( \phi_j \) include polynomials \( \phi_j(y) = y^j \), and quantile-based functions \( \phi_j(y) = I(y \leq c_j) \) for given values \( c_j \), where \( I \) denotes the indicator function. We want to find \( p \) such that

\[
E_p[\phi_j(h(X))] = \hat{\mu}_j \quad \text{for} \quad j = 1, \ldots, m
\]  

where \( E_p[\cdot] \) denotes the expectation with respect to the i.i.d. input process \( X \) each distributed as \( p \) (in other words, the product measure \( p \times p \times \cdots \)) and the random time \( \tau \). \( \hat{\mu}_j \) is the empirical moment

\[
\hat{\mu}_j = \frac{1}{N} \sum_{r=1}^{N} \phi_j(y_r), \quad j = 1, \ldots, m
\]  

Note that, when the support size \( n \) is larger than \( m \), there are typically more than one \( p \) that satisfies (1). Moreover, depending on what the function \( h \) is, there may be a fundamental barrier in fully recovering \( p \) even if there is a full knowledge on the distribution of \( h(X) \). For example, when \( h \) is identically equal to a constant, any \( p \) will give a perfect fit. The phenomenon of being unable to fully recover \( p \) is generally known as non-identifiability in the inverse modeling literature (e.g. Tarantola (2005)).

Our approach to reduce the number of distributions \( p \) that satisfy (1) is to maximize entropy, namely

\[
\max_{p \in P} R(p) = -\sum_{i=1}^{n} p_i \log p_i \\
\text{subject to} \quad E_p[\phi_j(h(X))] = \hat{\mu}_j \quad \text{for} \quad j = 1, \ldots, m
\]  

where \( P = \{ p : \sum_{i=1}^{n} p_i = 1, \ p_i \geq 0 \ \text{for} \ i = 1, \ldots, n \} \) is the probability simplex on \( S = \{ z_1, \ldots, z_n \} \). \( R(p) \) denotes the entropy of \( p \). The decision variable in (3) is the unknown input model \( p \).

3.1. Why Moment Matching?

Moment estimators are ubiquitous in parametric estimation (e.g., Hall (2005)). In our framework, which is closer to nonparametric, the moment-matching is based on two beliefs: 1) Given sufficiently enough moments, one can recover the distribution of the output to high accuracy; 2) There is a
one-to-one map from the input distribution to the output distribution. These two beliefs together would lead to the recovery of the input model to high accuracy given enough output data and moments matched. The following presents this logic more rigorously:

**Lemma 1.** Denote $F_Y : \mathbb{R} \rightarrow [0, 1]$ as the distribution function of the output $Y = h(X)$. We write $F_Y(p)$ to highlight the dependence of $F_Y$ in terms of the input distribution $p$. Let $p^*$ be the true input distribution, and $\mu_j = E_{p^*}[\phi_j(h(X))]$ for a chosen sequence of moment functions $\phi_j$, $j = 1, 2, \ldots$. Assume the following:

1. Let $N(p^*) \subset \mathcal{P}$ be a small neighborhood of $p^*$. For every $p \in N(p^*)$, $F_Y(p)$ is completely identified by a finite number of $\phi_j$, i.e. $F_Y(p)$ is uniquely determined by

   $$\int \phi_k(y)dF_Y(p)(y) = \mu_j, \quad j = 1, \ldots, l$$

   among the set of distributions $\mathcal{P}_Y = \{F_Y(q) : q \in \mathcal{P}\}$, for some $l > 0$. This defines a map $\mathcal{G} : N(p^*) \rightarrow N(\mu)$, where $N(\mu)$ denotes a small neighborhood of $\mu = (\mu_1, \ldots, \mu_l) \in \mathbb{R}^l$. We assume moreover that $\mathcal{G}$ is one-to-one.

2. $\mathcal{G}^{-1}$, the inverse of $\mathcal{G}$, is continuous.

3. The empirical moment $\hat{\mu}_j \rightarrow \mu_j$ a.s. as the output sample size $N \rightarrow \infty$, for $j = 1, \ldots, l$.

Then $\mathcal{G}^{-1}(\hat{\mu}) \rightarrow p^*$ a.s. as $N \rightarrow \infty$, where $\hat{\mu} = (\hat{\mu}_1, \ldots, \hat{\mu}_l)$.

**Proof of Lemma 1.** As $N \rightarrow \infty$, by Assumption 3, we have $\hat{\mu}_j \rightarrow \mu_j$. Hence by Assumptions 1 and 2, we have $\mathcal{G}^{-1}(\hat{\mu}) \rightarrow p^*$. □

Lemma 1 is of course a rather trivial result, stating that with enough moments and a one-to-one map from the input to the output distribution, one would be able to consistently calibrate the input model. The conditions in the lemma are generally very difficult to verify in practice, since the map $\mathcal{G}$ is related to the simulation process that could be highly complex. The use of Lemma 1 is more about pointing out the limitation of moment-matching: Roughly speaking, we expect that, if the input support size is $n$, we need $l = n - 1$ moments to form a well-determined system of equations and subsequently recover the input model. Hence when $n$ is big, the number of moments matched needs also be big. However, with finite output observation size, statistical errors prohibit matching too many moments, since in this case some of the empirical moments could be badly estimated (i.e., overfitting). Thus in practice one would only match a small number of moments. This in turn implies that one would have an under-determined system of equations that results in plenty of candidate input models. An additional criterion, namely the entropy, is therefore needed to pin down the choices.
3.2. Why Maximize Entropy?

The use of the ME criterion is strongly inspired from results in density estimation. Taking the simulation model aside, and consider estimating the density from a finite number of i.i.d. data. It is known that by increasing the number of matched moments suitably with the sample size, the ME density subject to empirical moment matching is a consistent density estimator and, moreover, elicits explicitly obtainable convergence rate to the true density, in terms of KL divergence, according to the class of moment functions used (Barron and Sheu (1991)). The only difference between our setting and this classical setting is the layer of transformation induced by the simulation model. We note that one could potentially derive the precise conditions on the simulation model to generalize these classical results. However, such an attempt may not be meaningful because the obtained conditions are likely unverifiable for typically complex simulation maps. We thus choose to only justify the ME criterion on an intuitive level.

In addition, entropy has been widely used as a proxy for the expected gain or information in experimental design (e.g., Lindley (1956), Box and Hill (1967), Bernardo (1979)). The entropy here often refers to the output distribution, though input distribution has also been considered if the goal is to optimize inference at the input level (Chick and Ng (2002)). ME is also used in financial option pricing to infer the most “natural” risk-neutral measure nonparametrically (Avellaneda et al. (2001)). This paper, in some sense, follows these widely taken viewpoints of ME, under the presumption that we do not have any additional information about the input model.

4. Optimization Procedure

This section focuses on solving our main formulation (3). Our strategy consists of two parts: a reformulation of (3) into a sequence of optimization programs with deterministic convex constraints, which is inspired from the quadratic penalty method in nonlinear programming (Section 4.1.1), and a constrained SA procedure for finding local optima for each of these programs (Section 4.1.2).

4.1. Transforming into a Sequence of Stochastic Programs with Entropy Constraints

Note that the constraints in (3) are in general nonlinear because the i.i.d. input sequence means that the expectation $E_p[\cdot]$ is a convolution of $p$. In fact, $E_p[\phi_j(h(X))]$ is a high-dimensional polynomial in $p$, and is in general non-convex. Moreover, this polynomial can involve a huge (or even infinite) number of terms and hence its evaluation requires simulation approximation.

To handle such non-convex stochastic constraints, consider a sequence of optimization programs parametrized by $\eta$

$$\min \sum_{j=1}^{m} (E_p[\phi_j(h(X))] - \hat{\mu}_j)^2$$

subject to $R(p) \geq \eta$

$$\mathbf{p} \in \mathcal{P}$$

(4)

This sequence satisfies the following key properties:
Theorem 1. Suppose that $E_p[\phi_j(h(X))]$ is a continuous function in $p$, for each $j = 1, \ldots, m$. Let $W^*(\eta)$ denote the optimal value of (4) indexed at $\eta$. We have

1. $W^*(\eta)$ decreases as $\eta$ decreases from $\log n$ to 0.
2. An optimal solution of (4), at any $\eta \in [0, \log n]$, exists. Denote this optimal solution as $p^*(\eta)$.
3. If there exists an $\eta^* = \sup\{\eta \in [0, \log n] : W^*(\eta) = 0\}$, then $p^*(\eta^*)$ is optimal for (3).
4. If there does not exist any $\eta \in [0, \log n]$ such that $W^*(\eta) = 0$, then (3) is infeasible.

Proof of 1. First, it is elementary to check that $0 \leq R(p) \leq \log n$ for any $p \in P$, with the lower bound achieved by a point mass on any support point in $S$, and the upper bound achieved by a uniform distribution on $S$. It is also routine to check that there exists $p$ that has $R(p) = r$ for any $r \in [0, \log n]$. Thus program (4) is feasible for any $\eta \in [0, \log n]$. As $\eta$ decreases, the feasible region in (4) enlarges, and so the optimal value of (4) decreases.

Proof of 2. Note that the feasible region of (4) is compact for any $\eta$. Since, by the assumption, the objective function is continuous in $p$, $p^*(\eta)$ exists by the Weierstrass Theorem.

Proof of 3. Suppose that an $\eta^* = \sup\{\eta \in [0, \log n] : W^*(\eta) = 0\}$ exists. Then by definition there must exist an $\eta$ such that $W^*(\eta) = 0$, which implies, by part (b), that there is a feasible solution for (4) with $R(p) \geq \eta$. Thus (4) is feasible. As the intersection of a simplex and the set of roots of continuous functions, the feasible region of (4) is compact, and also its objective function is continuous. Hence by the Weierstrass Theorem again, (4) possesses an optimal solution $\tilde{p}^*$. We denote $\tilde{\eta}^* = R(\tilde{p}^*)$ as the optimal value of (4).

Consider $\tilde{\eta}^* + \epsilon$ for $\epsilon > 0$. By the definition of $\tilde{\eta}^*$ there does not exist any feasible solution $p$ for (4) with $R(p) \geq \tilde{\eta}^* + \epsilon$, and hence $W^*(\tilde{\eta}^* + \epsilon) > 0$.

On the other hand, consider $\tilde{\eta}^* - \epsilon$ for $\epsilon \geq 0$. We have $W^*(\tilde{\eta}^* - \epsilon) = 0$ by observing that $\tilde{p}^*$ is a solution for (4) at $\tilde{\eta}^* - \epsilon$.

Therefore, $\tilde{\eta}^* = \eta^*$ and $W^*(\eta^*) = W^*(\tilde{\eta}^*) = 0$. This implies that $p^*(\eta^*)$ is feasible and has objective value at least $\eta^* = \tilde{\eta}^*$ for (3). By the definition of $\tilde{\eta}^*$, $p^*(\eta^*)$ is optimal and has objective value $\eta^*$ for (3).

Proof of 4. If there does not exist $\eta \in [0, \log n]$ such that $W^*(\eta) = 0$, then there is no $p \in P$ that satisfies $E_p[\phi_j(h(X))] = \tilde{\mu}_j$ for all $j = 1, \ldots, m$, and (3) is infeasible. □

In view of Theorem 1 our strategy is to solve (4) at different values of $\eta$ and identify $\eta^*$. This strategy is a modification of the quadratic penalty method for solving deterministic nonlinear programs, where equality constraints are relaxed into the objective function with squaring (Bertsekas (1999)). Note that while the standard quadratic penalty method solves a sequence of optimizations with objectives consisting of both the primal objective and the relaxed squared constraints, our formulation (4) has chosen to put the primal objective as a constraint in the optimization.
sequence. This arrangement is beneficial for a few reasons. First, it allows us to more easily locate a stochastic root $\eta^* \in [0, \log n]$ for which we can look for an optimal solution, whereas the standard quadratic penalty method requires the sequencing index to go to $\infty$ and does not offer an explicit guideline on when to stop searching. Second, our primal objective, as an entropy, has advantageous concave structure that allows running efficient MDSA (which we will discuss momentarily) when translated as constraint. Third, $\eta$ has the interpretation as the entropy level of the distributions to be considered. For convenience we call our method the stochastic quadratic penalty method. In the Supplementary Materials, we provide some discussion on applying a variant of our approach that is closer to the conventional quadratic penalty method.

4.2. Constrained Stochastic Approximation for Solving the Optimization Sequence

Although formulation (4) is still non-convex, its constraints are convex and deterministic, which can be handled more easily using SA than in the original formulation (3). This section investigates the design and analysis of an MDSA algorithm for finding a local optimum of (4).

MDSA is the stochastization of the mirror descent (MD) method, an iterative procedure for solving deterministic convex programs (Nemirovski and Yudin (1983)). MD was first motivated for optimizations in general normed space, where the space of the solution (i.e. the primal) is different from the space of the gradient (i.e. the dual), and hence the usual gradient descent scheme does not make sense. MD uses the insight of first mapping the solution to the dual space (using a map associated with a strongly convex function called the distance-generating function), moving the solution along the gradient direction in the dual space, and mapping it back to the primal (via the so-called prox-mapping). In the Euclidean space, it is not necessary to use MD since the primal and the dual space are the same. But, by choosing a suitable primal-dual mapping, MD can provide advantages in the convergence speed in terms of less dependence on the problem dimension. Moreover, the resulting optimization subroutine required in the iteration can be very efficient.

To describe the algorithm, MD finds the next iterate via optimizing the objective function linearized at the current solution, together with a penalty on the distance of movement of the next iterate. When the objective function is only accessible via simulation, the linearized objective function, or the gradient, at each iteration can only be estimated, in which case the procedure becomes MDSA (Nemirovski et al. (2009)). More precisely, given a current iterate $p_k^k$, MDSA solves

$$\min_{p} \gamma_k \psi_k (p - p_k) + V(p_k^k, p)$$

subject to

$$R(p) \geq \eta$$

where $\psi_k$ carries the gradient information at $p_k^k$, $V(\cdot, \cdot)$ is some distance measure known as the prox-function (Nemirovski et al. (2009)), and $\gamma_k$ is the step size at iteration $k$. (5) thus minimizes
over the feasible set of \( p \) with an objective function linearized at \( p^k \), penalized by the distance 
\[
\frac{1}{\gamma^k} V(p^k, \cdot).
\]
To implement this scheme, we need to investigate: 1) how to obtain \( \hat{\psi}^k \), 2) the complexity of the program \((4)\) with a choice of \( V \), and 3) the convergence property of the procedure in relation to \( \gamma^k \). The next three subsections present these investigations respectively.

Even though MDSA can provably converge to a local optimum, the non-convexity of \((4)\) means that there is no guarantee of finding a global one. However, we can obtain some evidence of global convergence by scrutinizing the monotonic pattern of \( W^*(\eta) \) as predicted by Theorem 1. We will revisit this discussion in our numerical experiments in Section 5.

### 4.2.1. Gradient Estimation.

We denote \( W(p) \) as the objective function in \((4)\). Though \( W(p) \) is a function on the Euclidean space and in principle can be differentiated in a standard manner, naive differentiation of \( W(p) \) with respect to \( p \) in general does not lead to any simulable form. This is because an arbitrary perturbation of \( p \) can shoot outside the probability simplex, and the resulting gradient will be a high-dimensional polynomial in \( p \) that has no probabilistic interpretation. To get around this issue, we use the idea of the Gateaux derivative defined on a functional of probability distribution (Serfling (2009)). This consists of restricting the perturbations of \( p \) within the probability simplex as represented by the mixtures \((1 - \epsilon)p + \epsilon 1_i\), where \( 1_i \) is a point mass at the support point \( z_i \) and \( 0 \leq \epsilon \leq 1 \) is a mixture parameter. The idea is to differentiate \( W((1 - \epsilon)p + \epsilon 1_i) \) at \( \epsilon = 0 \). The resulting quantity, which we call \( \psi_i(p) \), satisfies the following:

**Proposition 1.** We have:

1. Suppose \( W \) is differentiable in \( P \), then

\[
\nabla W(p)'(q - p) = \psi(p)'(q - p)
\]

for any \( q \in P \), where \( \psi(p) = (\psi_1(p), \ldots, \psi_n(p))' \) and

\[
\psi_i(p) = \left. \frac{d}{d\epsilon} W((1 - \epsilon)p + \epsilon 1_i) \right|_{\epsilon = 0^+}
\]

2. Assume, for all \( j = 1, \ldots, m \), \( E_p[|\phi_j(h(X))|^{l+\theta}] < \infty \) for an integer \( l \geq 1 \) and some small \( \theta > 0 \), and \( \tau \) satisfies \( E_p[e^{\beta \tau}] < \infty \) for some small \( \beta > 0 \). Also assume \( p = (p_1, \ldots, p_n) \) where each \( p_i > 0 \). \( \theta, \beta \) might depend on \( p \). Then \( \psi_i(p) \) is finite for all \( i \) and is equal to

\[
\psi_i(p) = 2 \sum_{j=1}^m (E_p[\phi_j(h(X))] - \hat{\mu}_j) E_p[\phi_j(h(X))S_i(X; p)]
\]

\[
= 2E_p \left[ \sum_{j=1}^m (\phi_j(h(X)) - \hat{\mu}_j) \phi_j(h(\tilde{X}))S_i(\tilde{X}; \tilde{p}) \right]
\]
where

\[ S_i(x; p) = \sum_{t=1}^{\tau} I_i(x_t) \frac{p_i}{p_t} - \tau \]

for \( x = (x_1, \ldots, x_\tau) \). Here \( I_i(x) = 1 \) if \( x = z_i \) and 0 otherwise. \( X \) and \( \tilde{X} \) are two independent copies of the i.i.d. input process generated under \( p \). Moreover, for all \( i, j \) and \( 1 \leq s \leq l \), the moments

\[ \mathbb{E}_p[(\phi_j(h(X)))^s], \mathbb{E}_p[(\phi_j(h(X)) S_i(X; p))^s] \]

are continuous in \( p \).

\[ (6) \]

guarantees that the Gateaux derivative \( \psi(p) \) behaves the same as a standard gradient \( \nabla W(p) \) when applying to any directions within the probability simplex \( P \), which are the only directions we consider in MDSA. Importantly, \( \psi(p) \) is simulable by using (8). Through (7) and (5), each component \( \psi_i(p) \) can now be expressed via the function \( S_i(\cdot; p) \) that plays the role of the score function as in the conventional likelihood ratio method (also known as the score function method) (Glynn (1990), Reiman and Weiss (1989), Rubinstein (1989), L’Ecuyer (1990)) in parametric sensitivity analysis. Thus Proposition 1 can be viewed as a nonparametric version of the likelihood ratio method. Ghosh and Lam (2015a) and Ghosh and Lam (2015b) have also studied such type of methods for finding the gradients of expectation-type performance measures. Proposition 1 Part 2 generalizes their results to sums of squared expectations and random time horizons, relaxes their boundedness condition on the performance function, and identifies the conditions to guarantee finite moments of the estimator and their continuity with respect to the underlying probability measure.

**Proof of Proposition 1**. Proof of 1. We have

\[ \frac{d}{d\epsilon} W((1 - \epsilon)p + \epsilon 1_k) \bigg|_{\epsilon = 0^+} = \nabla W(p)'(1_k - p) = \frac{\partial}{\partial p_i} W(p) - \nabla W_j(p)' p \]

and so

\[ \psi(p) = \nabla W(p) - (\nabla W(p)' p) 1 \]

where 1 is a vector of 1’s. Therefore,

\[ \psi(p)'(q - p) = \nabla W(p)'(q - p) - (\nabla W(p)' p)(1 - 1) = \nabla W(p)'(q - p) \]

which concludes (6).

**Proof of 2**. For convenience, let \( u_j(p) = \mathbb{E}_p[\phi_j(h(X))] \). Fix any \( i \). Using the chain rule, we have

\[ \frac{d}{d\epsilon} W((1 - \epsilon)p + \epsilon 1_i) \bigg|_{\epsilon = 0} = 2 \sum_{j=1}^{m} (u_j(p) - \hat{\mu}_j) \frac{d}{d\epsilon} u_j((1 - \epsilon)p + \epsilon 1_i) \bigg|_{\epsilon = 0} \]
We argue that the derivative \( \frac{d}{d\epsilon}u_j((1-\epsilon)p + \epsilon 1_i) \)|\(_{\epsilon=0} \) exists and is equal to \( E_p[\phi_j(h(X))S_i(X;p)] \).

Note that by our assumption \( p_i \geq \delta \) for all \( i \) for some \( \delta > 0 \). Thus there exists a small enough \( \nu \) such that \((1-\epsilon)p + \epsilon 1_i \) lies in \( \mathcal{P} \) for all \( \epsilon \in (-\nu,\nu) \). For any \( x \in \mathcal{S} \), denote \( p(x) \) as the probability mass on \( x \). We rewrite the expectation as one with respect to \( p \) by inserting the likelihood ratio

\[
u_j((1-\epsilon)p + \epsilon 1_i) = E_p \left[ \phi_j(h(X)) \prod_{t=1}^\tau \frac{(1-\epsilon)p(x_i) + \epsilon 1_i(x_i)}{p(x_i)} \right].
\]

Hence

\[
u_j((1-\epsilon)p + \epsilon 1_i) - \nu_j(p)
= E_p \left[ \phi_j(h(X)) \prod_{t=1}^\tau \frac{(1-\epsilon')p(x_i) + \epsilon' 1_i(x_i)}{p(x_i)} \sum_{t=1}^\tau 1_i(x_i) - p(x_i) \right]
\]

where we use mean value theorem for the product, and \( \epsilon' \in [0,\epsilon] \). The product and sum in \( (9) \) can be bounded as

\[
\prod_{t=1}^\tau \frac{(1-\epsilon')p(x_i) + \epsilon' 1_i(x_i)}{p(x_i)} = \prod_{t=1}^\tau p(x_i) + \epsilon' (1_i(x_i) - p(x_i)) \leq \left(1 + \frac{\nu}{\delta}\right) \tau
\]

Also by Holder’s inequality

\[
E_p \left[ \phi_j(h(X)) \left(1 + \frac{\nu}{\delta}\right) \frac{\tau}{\delta - \nu} \right] \leq \left( E_p[|\phi_j(h(X))|^{k_1}] \right)^{\frac{1}{k_1}} \left( E_p \left[ \left(1 + \frac{\nu}{\delta}\right) k_2 \frac{\tau}{\delta - \nu} \right] \right)^{\frac{k_2}{k_2}}, \tag{10}
\]

where \( 1 < k_1 < l + \theta, k_2 > 1, \frac{1}{k_1} + \frac{1}{k_2} = 1 \). The right side of \( (10) \) is finite if \( \nu \) is chosen such that \( (1 + \frac{\nu}{\delta})^{k_2} < e^\delta, \nu < \delta \). Therefore, by the dominated convergence theorem

\[
\lim_{\epsilon \to 0} \frac{u_j((1-\epsilon)p + \epsilon 1_i) - \nu_j(p)}{\epsilon} = E_p \left[ \phi_j(h(X)) \sum_{t=1}^\tau \frac{1_i(x_i) - p(x_i)}{p(x_i)} \right].
\]

This proves the first half of the statement. To prove the second half, fix a \( p \). When examining the continuity at \( p \), we always change the underlying probability measure to \( p \)

\[
E_q [(\phi_j(h(X))S_i(X;p))] = E_p \left[ (\phi_j(h(X)))^\tau \left( \frac{\sum_{t=1}^\tau 1_i(x_i) - q(x_i)}{q(x_i)} \right)^s \prod_{t=1}^\tau \frac{q(x_i)}{p(x_i)} \right]. \tag{11}
\]

Similarly, we bound the product and sum in \( (11) \) as

\[
\prod_{t=1}^\tau \frac{q(x_i)}{p(x_i)} \leq \left( \max_i \frac{q_i}{p_i} \right)^\tau
\]

\[
\left| \frac{\sum_{t=1}^\tau 1_i(x_i) - q(x_i)}{q(x_i)} \right| \leq \frac{\tau}{\min_i q_i}.
\]
Note that when $q_i$ is in a small enough neighborhood of $p_i$, $\max_i \frac{q_i}{p_i}$ can be arbitrarily close to one, say less than $1 + \epsilon_r$, and $\min_i q_i$ is uniformly bounded below by some $\delta_r > 0$. So by Holder’s inequality
\[
E_p \left[ |\phi_j(h(X))| \right] ^{\frac{r}{\delta_r}} (1 + \epsilon_r)^r \leq \left( E_p [ |\phi_j(h(X))|^{k_1} ] \right) ^{\frac{1}{k_1}} \left( E_p \left[ \frac{r^{k_2}}{\delta_r^{k_2}} (1 + \epsilon_r)^{k_2} \right] \right) ^{\frac{1}{k_2}}.
\]
where $1 < k_1 < \frac{k_2}{\delta_r}, k_2 > 1, \frac{1}{k_1} + \frac{1}{k_2} = 1$. As in the proof of differentiability, the last expectation is finite when $(1 + \epsilon_r)^{k_2} < \epsilon^2$. By dominated convergence theorem and (11)
\[
\lim_{q \to p} E_q [ (\phi_j(h(X))S_i(X; q))^r ] = E_p [ (\phi_j(h(X))S_i(X; p))^r ].
\]
The proof of continuity of $E_p [ (\phi_j(h(X)))^r ]$ is similar. □

In view of Proposition 1 we have the following gradient estimation scheme:

**Corollary 1.** Under the assumptions in Proposition 1 Part 2, an unbiased estimator for $\psi(p)$ is given by $\tilde{\psi}(p) = (\tilde{\psi_1}(p), \ldots, \tilde{\psi_n}(p))'$, where
\[
\tilde{\psi_i}(p) = \frac{2}{M_1} \sum_{j=1}^m \left( \frac{M_1}{M_2} \sum_{r=1}^{M_2} \phi_j(h(X^{(r)})) - \mu_j \right) \frac{M_2}{M_1} \sum_{r=1}^{M_1} \phi_j(h(X^{(r)})) S_i(X^{(r)}; p)
\]
and $X^{(r)}$'s and $\tilde{X}^{(r)}$'s are $M_1$ and $M_2$ independent copies of the i.i.d. input process generated under $p$ and are used simultaneously in all $\tilde{\psi_i}(p)$.

### 4.2.2. Solving Stepwise Subprograms in MDSA.

We discuss the choice of the prox-function $V$ and how to solve program (5). Following Nemirovski et al. (2009), we take $V$ as the Bregman divergence
\[
V(p, q) = \omega(q) - \omega(p) - \nabla \omega(p)'(q - p)
\]
where $\omega(\cdot)$ is called the distance-generating function and is strongly convex, i.e.
\[
\omega(q) - \omega(p) \geq \nabla \omega(p)'(q - p) + \frac{\alpha}{2} \|q - p\|^2
\]
for all $p, q$ in the feasible region, $\|\cdot\|$ is some norm, and $\alpha > 0$. One choice of $\omega$ that is especially appropriate for our feasible space, the probability simplex, is the negative entropy $\omega(p) = \sum_{i=1}^n p_i \log p_i$. In this case $\alpha = 1$ and $\|\cdot\|$ is taken as the $L_1$-norm. The function $V(p, q)$ derived from (13) is the KL divergence given by
\[
V(p, q) = \sum_{i=1}^n q_i \log \frac{q_i}{p_i}
\]
We shall use this choice in our procedure. The iteration (5) using (15), but without the constraint $R(p) \geq \eta$ and the stochasticity, is also called the entropic descent algorithm (Beck and Teboulle (2003)).
Consider a generic formulation of (5) written as
\[
\begin{align*}
\min_{q, \xi} & \quad \xi'(q - p) + V(p, q) \\
\text{subject to} & \quad R(q) \geq \eta \\
q & \in \mathcal{P}
\end{align*}
\]  
(16)

where \( V(p, q) \) is defined by (15), for some given \( p = (p_1, \ldots, p_n) \) and \( \xi = (\xi_1, \ldots, \xi_n) \). The solution of (16) is in the following form:

**Proposition 2.** Denote
\[
\kappa(p, \xi, \alpha) = \sum_{i=1}^{n} p_i \frac{1}{1+\alpha} e^{-\frac{\xi_i}{1+\alpha}} \left( -\frac{1}{1+\alpha} \log p_i + \frac{\xi_i}{1+\alpha} \right) + \log \sum_{i=1}^{n} p_i \frac{1}{1+\alpha} e^{-\frac{\xi_i}{1+\alpha}}
\]  
(17)

Suppose \( \kappa(p, \xi, 0) \geq \eta \), then the optimal solution of (16) is given by \( q^* = (q^*_1, \ldots, q^*_n) \), where
\[
q^*_i = \frac{p_i e^{-\xi_i}}{\sum_{l=1}^{n} p_l e^{-\xi_l}}
\]  
(18)

Otherwise, if \( \kappa(p, \xi, 0) < \eta \), then
\[
q^*_i = \frac{p_i^{1+\alpha} e^{-\frac{\xi_i}{1+\alpha}}}{\sum_{l=1}^{n} p_l^{1+\alpha} e^{-\frac{\xi_l}{1+\alpha}}}
\]  
(19)

where \( \alpha^* \) is a positive root (potentially \( \infty \)) of the equation \( \kappa(p, \xi, \alpha) = \eta \).

**Proof of Proposition 2** Consider the Lagrangian
\[
\xi'(q - p) + V(p, q) - \alpha(R(q) - \eta) + \lambda \left( \sum_{i=1}^{n} q_i - 1 \right)
\]  
(20)

for \( \alpha \geq 0 \) and \( \lambda \in \mathbb{R} \), by relaxing the constraints \( R(q) \geq \eta \) and \( \sum_{i=1}^{n} q_i = 1 \).

Suppose \( \kappa(p, \xi, 0) \geq \eta \). Consider \( \alpha = 0 \). Differentiating (20) with respect to \( q \) gives
\[
\xi_i + \log \frac{q_i}{p_i} + 1 + \lambda
\]

Setting it to zero, we have
\[
q_i \propto p_i e^{-\xi_i}
\]

Using the constraint \( \sum_{i=1}^{n} q_i = 1 \), we get \( q^* \) defined in (18). Note that \( R(q^*) = \kappa(p, \xi, 0) \geq \eta \). It is then straightforward to verify that \( q^* \) satisfies the KKT condition.

Suppose now \( \kappa(p, \xi, 0) < \eta \). Consider \( \alpha > 0 \). Differentiating (20) gives
\[
\xi_i + \log \frac{q_i}{p_i} + 1 + \alpha \log q_i + \alpha + \lambda
\]
and setting to zero gives

\[ q_i \propto p_i^{1+\alpha_i} e^{-\xi_i} \]

Using the constraint \( \sum_{i=1}^{n} q_i = 1 \), and setting \( R(q^*) = \eta \), we get \( q^* \) defined in (19) since now \( R(q^*) = \kappa(p, \xi, \alpha) \). Moreover, for \( \eta < \log n \), the equation \( \kappa(p, \xi, \alpha) = \eta \) must have a positive root because \( \kappa(p, \xi, 0) < \eta \) in the current case, and \( \kappa(p, \xi, \alpha) \to \log n > \eta \). It is then straightforward to verify that \( q^* \) satisfies the KKT condition. Finally, when \( \eta = \log n \), we have \( \alpha^* = \infty \) and \( q^* \) is a uniform distribution, which is consistent with (19).

Proposition 2 entails that the subprogram in each iteration can be solved as a one-dimensional root-finding problem, which can be implemented efficiently by, e.g., a bisection search.

4.2.3. Convergence Analysis. The MDSA algorithm is depicted in Algorithm 1. Steps 1 and 2 there come from the discussion in Sections 4.2.1 and 4.2.2 respectively. Step 3 is a technical step in securing theoretical convergence (as will be shown momentarily). We point out that Steps 2 and 3 combined are in effect solving (5) with \( P \) replaced by \( P(\epsilon) \), a restricted version of the original (5). Step 2 first solves (5) under \( P \). If its optimal solution lies in \( P(\epsilon) \), then this is immediately an optimal solution for the restricted problem. Otherwise, Step 3 is carried out to find the optimal solution for the restricted problem directly.

The reason why we consider such a restricted problem is to guarantee that \( p^k \) does not have any components that are too small. In turn, this is because the form of the gradient estimator \( \hat{\psi}^k \) contains \( p^k_i \) at the denominator, and a small \( p^k_i \) can blow up its variance. By restricting \( p^k_i \) to be at least \( \epsilon \), the variance of \( \hat{\psi}^k \) is bounded, and convergence of Algorithm 1 can be shown in situations where the optimal solution for (4) is indeed in \( P(\epsilon) \).

We mention that Step 3 is really a technicality for theoretical correctness and does not seem to have practical implications. All the experiments we perform (in Section 5) do not run into the problem of vanishing \( p^k_i \). For this reason we do not attempt to find analytical solution for the optimization (5) under \( P(\epsilon) \) but rather just impose it as a general convex optimization problem.

Theorem 2. Suppose the assumptions in Proposition 1 Part 2 hold with \( l = 2 \). Assume there exists a unique optimal solution \( p^* \in P(\epsilon) \) for (4) such that \( \psi(p)'(p - p^*) = 0 \) if and only if \( p = p^* \). Choose the step size sequence \( \{\gamma^k\} \) such that

\[ \sum_{k=1}^{\infty} \gamma^k = \infty, \quad \sum_{k=1}^{\infty} (\gamma^k)^2 < \infty \]

Then \( p^k \) generated in Algorithm 1 converges to \( p^* \) a.s.

The condition \( \psi(p)'(p - p^*) = 0 \) is a generalization of the first order local optimality condition \( \psi(p) = 0 \) in unconstrained optimization. It is in line with the standard condition \( \psi(p)'(p - p^*) > 0 \) for all \( p \neq p^* \) used in the SA literature (e.g., Benveniste et al. (2012), Broadie et al. (2011)).
Lemma 2 in the Appendix) the inequality
strained problems.

Input: A small parameter $\epsilon > 0$, initial solution $p^1 \in P(\epsilon) = \{p : \sum_{i=1}^{n} p_i = 1, p_i \geq \epsilon \text{ for } i = 1, \ldots, n\}$, a step size sequence $\gamma^k$, and sample sizes $M_1$ and $M_2$.

Iteration: For $k = 1, 2, \ldots$, do the following: Given $p^k$,

1. Estimate $\hat{\psi}^k = (\hat{\psi}_1^k, \ldots, \hat{\psi}_n^k)$ with

$$\hat{\psi}_i^k = 2 \sum_{j=1}^{m} \frac{1}{M_1} \sum_{r=1}^{M_1} (\phi_j(h(X^{(r)})) - \mu_j) - \frac{1}{M_2} \sum_{r=1}^{M_2} \phi_j(h(\tilde{X}^{(r)})) S_i(\tilde{X}^{(r)}; p^k)$$

where $X^{(r)}$ and $\tilde{X}^{(r)}$ are $M_1$ and $M_2$ independent copies of the input process generated under i.i.d. replications of $p^k$, which are used simultaneously for all components of $\hat{\psi}^k$.

2. If $\kappa(p^k, \gamma^k \hat{\psi}^k, 0) \geq \eta$ where $\kappa$ is defined in (17), then output $p^{k+1} = (p_1^{k+1}, \ldots, p_n^{k+1})$, where

$$p_i^{k+1} = \frac{p_i^k e^{-\gamma^k \hat{\psi}_i^k}}{\sum_{i=1}^{n} p_i^k e^{-\gamma^k \hat{\psi}_i^k}}$$

Otherwise, if $\kappa(p^k, \gamma^k \hat{\psi}^k, 0) < \eta$, then

$$p_i^{k+1} = \frac{p_i^k \left( \frac{1}{1+\alpha^k} e^{-\gamma^k \hat{\psi}_i^k} \right)}{\sum_{i=1}^{n} p_i^k \left( \frac{1}{1+\alpha^k} e^{-\gamma^k \hat{\psi}_i^k} \right)}$$

where $\alpha^k$ is a positive root (potentially $\infty$) of the equation $\kappa(p^k, \gamma^k \hat{\psi}^k, \alpha) = \eta$.

3. If $p_i^{k+1} < \epsilon$ for some $i$, then solve the convex optimization (5) but with $P$ replaced by the set $\mathcal{P}(\epsilon)$. Output its solution as $p^{k+1}$.

The proof of Theorem 2 follows the framework in Blum (1954), which considers SA on unconstrained problems.

Proof of Theorem 2 We borrow from Lemma 2.1 in Nemirovski et al. (2009) (restated in Lemma 2 in the Appendix) the inequality

$$V(p^{k+1}, p^*) - V(p^k, p^*) \leq \gamma^k \hat{\psi}^k (p^* - p^k) + \frac{\gamma^k \|\hat{\psi}^k\|_\infty^2}{2}$$

which holds as long as $p^{k+1}$ is the prox-mapping on $p^k$ obtained by solving (5). The norm $\| \cdot \|_\infty$ is the supremum norm, the dual of the $L_1$-norm that is used in the strong convexity property (14) of $\omega(p) = \sum_{i=1}^{n} p_i \log p_i$, with $\alpha = 1$.

Let $\mathcal{F}^k$ be the filtration generated by $\{p^1, \ldots, p^k\}$. Taking conditional expectation on (21), we have

$$E[V(p^{k+1}, p^*) - V(p^k, p^*) | \mathcal{F}^k] \leq \gamma^k \psi(p^{k}) (p^* - p^k) + \frac{\gamma^k E[\|\hat{\psi}^k\|_\infty^2 | \mathcal{F}^k]}{2}$$

(22)
Therefore, taking expectation and summing up on both sides of (22), we have

\[ E[||\hat{\psi}^k||_\infty^2|\mathcal{F}^k] \leq E \left[ \sum_{i=1}^{n} \left( \psi_i^k \right)^2 \right] \]

\[ \leq 4m \sum_{i=1}^{n} \sum_{j=1}^{m} E_{p^k}[((\phi_j(h(X)) - \mu_j)^2] E_{p^k}[(\phi_j(h(X))S_i(X;p^k))^2]. \]

By Proposition 1 Part 2 each summand is continuous in \( p^k \). Since \( p^k \) is restricted to \( \mathcal{P}(\epsilon) \), by compactness each summand is uniformly bounded by some \( C_{i,j} \). Therefore \( E[||\hat{\psi}^k||_\infty^2|\mathcal{F}^k] \leq C \) uniformly holds for some \( C > 0 \). Moreover, note that \( \psi(p^k)'(p^* - p^k) \leq 0 \) by the optimality of \( p^* \).

Therefore, taking expectation and summing up on both sides of (22), we have

\[ \sum_{k=1}^{\infty} E[E[V(p^{k+1},p^*) - V(p^k,p^*)]|\mathcal{F}^{k+1}] \leq \sum_{k=1}^{\infty} \gamma^k E[\psi(p^k)'(p^* - p^k)] + \sum_{k=1}^{\infty} \frac{\gamma^k E[\hat{\psi}^k]^2}{2} \]

\[ \leq \frac{C}{2} \sum_{k=1}^{\infty} \gamma^k < \infty \]

By martingale convergence theorem (Corollary in Section 3 in Blum [1954], restated in Theorem 3 in the Appendix), we have \( V(p^k,p^*) \) converges a.s. to some integrable random variable \( V_\infty \).

Now, taking expectation and summing up on both sides of (21), we have

\[ \sum_{k=1}^{\infty} \gamma^k E[\psi(p^k)'(p^k - p^*)] \leq V(p^1,p^*) - EV_\infty + \sum_{k=1}^{\infty} \frac{\gamma^k E[\hat{\psi}^k]^2}{2} < \infty \]

Since \( \sum_{k=1}^{\infty} \gamma^k = \infty \) and \( E[\psi(p^k)'(p^k - p^*)] \geq 0 \), for all \( k \), there must exist a subsequence \( k_i \) such that \( E[\psi(p^{k_i})'(p^{k_i} - p^*)] \to 0 \) a.s.. This implies that \( \psi(p^{k_i})'(p^{k_i} - p^*) \to 0 \), which in turn implies the existence of a further subsequence \( l_i \) such that \( \psi(p^{l_i})'(p^{l_i} - p^*) \to 0 \) a.s.. By Proposition 1 Part 2 we have \( \psi(p) \) continuous in \( p \). By the assumption that \( \psi(p)'(p - p^*) = 0 \) only if \( p = p^* \), and that \( \psi(p)'(p - p^*) \) is continuous in \( p \), we have \( p^{l_i} \to p^* \) a.s.. Hence \( V(p^{l_i},p^*) \to 0 \) a.s.. Since we have proved above that \( V(p^k,p^*) \) converges a.s., this limit must be 0. Therefore, by Pinsker’s inequality, we have \( p^k \to p^* \) in total variation a.s.. This concludes the theorem. ☐

5. Numerical Results

We provide numerical illustration of our method. We focus on a stylized M/G/1 queue, where we assume known i.i.d. exponential interarrival time distribution. Our goal is to calibrate the unknown i.i.d. service time distribution. In each experiment, we generate \( N \) i.i.d. realizations of \( h(X) \) under a “true” service time distribution, for a specified function \( h \). We take these \( N \) realizations as our
output data, and apply our formulation (3) and the stochastic quadratic penalty method in Section 4 to infer the service time distribution.

To apply the stochastic quadratic penalty method, we need to solve (4) for a grid of η such that η∗ can be approximately located. We set the maximum search value of η to be the largest possible entropy \( \log n \), and the minimum search value such that it is clearly far below the threshold \( \eta^* \). This requires empirically keeping track of the approximate value of \( W^*(\eta) \), the optimal value in (4), as we decrement \( \eta \) from \( \log n \).

Denote by \( A_t \) the interarrival time between the \( t \)-th and \((t+1)\)-st customers, and by \( X_t \) the service time of the \( t \)-th customer. In all our examples shown below, we let the true service time be a discrete random variable over the set \( \{1/n, 2/n, \ldots, (n-1)/n, 1\} \), i.e. \( z_i = i/n \), and \( p = (p_1, \ldots, p_n) \) is obtained by

\[
p_i := \int_{i/n}^{(i+1)/n} f(x) \, dx, \tag{23}
\]

for some continuous probability density function \( f(x) \). We use the moment function \( \phi_j(y) = I(y \leq c_j) \), \( j = 1, 2, \ldots, m \) where \( c_j \)'s are some quantiles. Rather than fixing these \( c_j \), we choose them as the \( i/(m+1) \)-quantiles of the \( N \) data points. Though introducing a small bias in our procedure, this gives us a reasonable set of quantiles to match against our simulation outputs.

We will use two choices of \( h \), vary the support size \( n \), the number of quantile-based moments \( m \), output data size \( N \), and the function \( f(x) \) in our experiments.

Our first choice of \( h(X) \) is the time-averaged number of customers in the system during a busy period. Specifically,

\[
h(X_1, X_2, \ldots, X_\tau) = \frac{\sum_{t=1}^\tau (D_t - E_{t-1})}{E_\tau},
\]

\[
D_t = \sum_{k=1}^t X_k, E_t = \sum_{k=1}^t A_k, E_0 = 0,
\]

where \( \tau := \min \left\{ t \geq 1 : \sum_{k=1}^t A_k > \sum_{k=1}^t X_k \right\} \).

We set \( A_t \) as unit mean exponentials. Here we show that the gradient estimator (12) is valid for this setting. Note that the assumption of finite moment in Proposition 1 Part 2 trivially holds since \( \phi_j \)'s are indicator functions. As for the stopping time \( \tau \), if the probability measure governing \( X_t \) puts positive weight on each \( \frac{d}{n}, d = 1, \ldots, n \), we have \( E[X_t] < 1 = E[A_t] \). It is obvious that \( E[e^{\theta(X_t - A_t)}] < \infty \) for some \( \theta > 0 \). Therefore

\[
P(\tau > T) = P \left( \sum_{i=1}^s (X_t - A_t) \geq 0, \forall s \leq T \right) \leq P \left( \sum_{t=1}^T (X_t - A_t) \geq 0 \right) \leq e^{-\delta T}, \text{ for all } T \geq 1,
\]
for some $\delta > 0$, where the last inequality follows from Lemma 2.6.2 in Durr ett (2010). This verifies
the assumption on $\tau$ because an exponentially decaying tail implies finiteness of moment generating
function in a neighborhood of zero. We set $f(x)$ as a uni-modal density
\[
 f(x) = \frac{1}{\text{Beta}(2, 4)} x(1 - x)^3, \tag{25}
\]
and $n = 50$.

We first let the number of observed data $N = 10^5$, a large size so that the empirical moments are
very close to the true moments. This is to illustrate the efficacy of our method without introducing
another layer of errors due to insufficient output data.

The parameters of Algorithm 1 is set to be $\gamma^k = 10/k, M_1 = 300, M_2 = 300$. The algorithm is
terminated once one of the following conditions is met: (1) the difference between the average of
the last 50 iterates and that of the last 51 to 100 iterates is less than $1 \times 10^{-3}$, (2) the number
of iteration exceeds $1 \times 10^3$. Figure 1 shows a set of typical trace plots with $n = 50$ for different
components of $p^k$ as Algorithm 1 progresses. We can see the evidence of convergence under our
stopping criterion and parameter setting.

![Trace plots of different components of the input probability vector $p$. Support size $n = 50$, number of quantile-based moments $m = 9$. The algorithm terminates after 668 iterations.](image)

Figures 2a and 2b show our input reconstruction results by matching $m = 9$ quantile-based
moments. Figure 2a shows the estimated values of $W^*(\eta)$ over a 20-point grid for $\eta$ between 3.55
and 3.9. We can see that $W^*(\eta)$ stays at zero until around $\eta = 3.7$, and then starts to increase.
Thus we identify $\eta^*$ as approximately 3.7. Note that, even though our MDSA algorithm only
guarantees convergence to local optima, the depicted monotone trend of $W^*(\eta)$ shows evidence
that our algorithm lands at the global optima. In general, a non-monotone trend alarms that our
MDSA algorithm misses global optima, whereas a monotone trend can serve as a validity check
of global convergence. Figure 2b shows the optimal $p^*$ obtained at $\eta^* = 3.7$. The shape of the
reconstructed mass function follows the truth quite well, thought it is not as smooth. Our method
Optimal values of \(\eta\) against \(\eta\). Run time = 11 min.

Figure 2  Optimal values of \(\eta\) and reconstruction performance in the uni-modal case.

is capable of locating the mode, and correctly gives a decreasing trend towards both sides from the mode.

Next we vary the support size \(n\) to investigate its effect on the quality of the estimate yielded by our method. Figures 3a and 3b show the reconstructed distribution, i.e., the estimated \(p^*(\eta^*)\), at \(n = 10\) and \(100\) respectively. The reconstructed distributions both follow quite closely the shape of the truth. The one for \(n = 100\) is noticeably more bumpy. This is because \(n\) represents essentially the number of parameters in our estimation. As \(n\) grows, the estimation variance increases, where the variance comes from both the output data noise and the simulation noise in our reconstruction.

Figure 3  Reconstructed versus the true distribution in the uni-modal case for different \(n\).

Though our analyses and experiments above assume discrete true distributions, we show how our method can be applied in the case of continuous true distributions, where we can calibrate
using discrete distributions as approximation. Figure 4 illustrates the reconstructed distributions, using different $n$ and support points $z_k = k/n$, to recover a continuous service time distribution with its density given by (25) based on output data of the time-averaged number of customers in the system during a busy period. To make the comparison fair, we scale down the true density function by a factor of $1/n$ in each of the three cases to obtain the red curves in each of the three plots (this is because the mass at $z_k$ would be approximately $1/n$ times the original density value at $z_k$, if the true density is discretized over the set of $z_k$’s). The results are similar to the discrete true distribution setting. In all of the cases $n = 10$, 50, and 100, the general shape of the truth can be recovered. $n = 10$ has low resolution and cannot capture the sharp shrink of density at the left end. $n = 50$ and $n = 100$ can recover relatively well including near the end points, but $n = 100$ jitters more as the estimation variance grows. In general, there is a tradeoff in choosing an optimal $n$: A small $n$ leads to a small variance but large bias, whereas a large $n$ leads to a large variance but small bias. In our example one can argue that $n = 50$ makes a balance and is the best among the three cases in capturing the characteristic of the continuous density.

Next we investigate the effect of the number of matched quantiles $m$. Figures 5a and 5b show the results when we match $m = 4$ and 14 quantiles respectively. While $m = 4$ still appears acceptable, we can see considerable gain at $m = 14$, with the distribution matching almost perfectly for the most part. Compared with $m = 9$ (Figure 2b), $m = 14$ shows slightly better improvement. Here, the data size $N = 10^5$ seems big enough to support matching as many as 14 quantiles without overly introducing variances.

We now test our method in the case of a moderate number of output data points $N$, to mimic a more realistic situation. Figure 6 shows the reconstructed distribution compared with the truth, for four combinations of $N = 200$ or 500, and $m = 4$ or 9. It seems that gathering more data from 200 to 500 does not elicit dramatic improvements. The case of $N = 200$ and $m = 4$ cannot capture the behavior of the left end. However, using $N = 200$, $m = 9$ seems to be able to recover more on that
end. Of course, we are showing here only with one particular realization of the data, and the details of the reconstruction accuracy could be subject to statistical noise. Nonetheless, it does show that using a relatively large number of quantiles for as small as 200 data can still give promising results.

Next we test our method on a monotone and a bi-modal distribution. Figures 7 and 8 show the results where the true probability mass functions of the service time $X_1$ are given by (23) with

$$f(x) = \frac{1}{\text{Beta}(\frac{1}{2}, 2)} x^{-\frac{1}{2}} (1-x) + \frac{0.4}{\text{Beta}(5, 2)} x^4 (1-x) + \frac{0.6}{\text{Beta}(3, 9)} x^2 (1-x)^8,$$

respectively. We use $n = 50, m = 9$ for both settings. Figure 7a shows the values of $W^*(\eta)$ on a grid between $\eta = 2.9$ and 3.9. The $\eta^*$ can be approximately located at 3.3. Figure 7b shows that our reconstructed input distribution recovers the monotonicity of the true mass function very well. On the other hand, Figure 8a and 8b show the results for a bi-modal distribution, in which the reconstruction seems unable to capture the two modes. However, it seems to be capable of capturing the overall trend of more masses on the left than on the right. Figures 9a and 9b also show the similar behaviors of our reconstructions when the true distributions are continuous.

Our second choice of $h(X)$ is the average waiting time of the first 50 customers after starting from an empty single-server queue. In this case,

$$h (X_1, X_2, \ldots, X_T) = \frac{1}{T + 1} \sum_{t=1}^{T+1} W_t,$$

where $T = 49$, $W_t = \max \{0, W_{t-1} + X_{t-1} - A_{t-1}\}$ for $t \geq 2$, $W_1 := 0$. (26)

Note that the validity of gradient estimator (12) is obvious because all $\phi_j$’s are indicator functions and $\tau$ is a deterministic time. We let $A_t$ follow a known exponential distribution with mean 1/5. The
The same algorithmic parameter setting and stopping criterion as in the previous set of experiments are adopted. Typical trace plots are given in Figure 10 to demonstrate that the algorithm does converge.

As in the previous set of experiments, our method is tested in the cases of monotone (Figure 11), uni-modal (Figure 12), and multi-modal (Figure 13) distributions, where the underlying probability functions of the service time $X_1$ are again given by (23) but with $f(x)$ now replaced by

$$
\frac{1}{\text{Beta}(2, 0.9)} x(1-x)^{-0.1}, \quad \frac{1}{\text{Beta}(2, 4)} x(1-x)^3,
$$

and

$$
\frac{0.4}{\text{Beta}(2, 5)} x(1-x)^4 + \frac{0.6}{\text{Beta}(9, 3)} x^8 (1-x)^2,
$$

respectively. The results are generally similar to the previous set of experiments. Our method recovers the monotone distribution very well. It cannot fully recover the peaks in the other two
cases, but it can capture the overall trend of more masses on the left than the right end. Figure 14 reinstates these observations when the true distribution is continuous.

Finally, Figure 15 compares the output probabilities at the matched quantiles from the simulation outputs generated using our reconstructed input model, with those from the output data. We illustrate this comparison for uni-modal, monotone, and bi-modal truths, and for the two types of outputs we have considered. We see that the probabilities are matched very well in all cases. This suggests that for the multi-modal case, the mismatch between our reconstructed distribution and the truth is due to either the insensitivity of the output distribution, or the incapability of the quantiles we use in unveiling the shape of the input distribution.
Figure 9  Continuous true distribution. \( n = 50 \).

Figure 10  Trace plots of different components of the probability vector \( p \). Support size \( n = 50 \), number of quantile-based moments \( m = 9 \). The algorithm terminates after \( 619 \) iterations.

Figure 11  Optimal values of \( \mathbb{H} \) and reconstruction performance in the monotone case.
(a) Optimal value of $f$ against $\eta$. Run time = 27 min.

Figure 12  Optimal values of $f$ and reconstruction performance in the uni-modal case.

(a) Optimal value of $f$ against $\eta$. Run time = 26 min.

Figure 13  Optimal values of $f$ and reconstruction performance in the multi-modal case.

Figure 14  Continuous true distribution. $n = 50$. $Y = \text{average wait of first 50 customers starting from an empty system.}$
6. Conclusion

We have studied a framework to calibrate the input models in stochastic simulation with only the availability of output data. This inverse model calibration problem appears to be generally understudied in the simulation literature, yet it could arise in many contexts. We have proposed a moment-based approach to nonparametrically infer the input by matching moment statistics, such as quantile probabilities, at the output level. To alleviate the non-identifiability issue, we reduce our model search space by maximizing the entropy among all moment-matching models.

This formulation in general gives a simulation optimization problem that consists of stochastic nonlinear equality constraints. We have converted this difficult problem into a sequence of simulation optimization programs with deterministic convex constraints, and subsequently proposed an MDSA algorithm to solve them efficiently. We have analyzed the convergence properties of our method. Our numerical experiments show that the reconstructed input distributions are generally capable of capturing the overall trends of the truths. They perform particularly well in the case of simple distributions, but with some degradation in the case of more complex distributions.

To enhance the applicability of our methodology, we plan to pursue several future directions. The first is to improve the geometric properties of the reconstructed input model, for instance the...
smoothness. The second is methodological development in the case of multiple input and multiple output variables. So far we have only focused on the one-to-one situation, but in practice the simulation models are likely more complex. The third is further investigation on the statistical guarantees and robustness of this line of methods, including also situations where not only the input model is unknown but the system logic in the simulation model could also be subject to errors.

**Appendix: Auxiliary Theorems**

**Theorem 3** *(Corollary in Section 3 in Blum (1954)).* Let $Y_k$ be a sequence of integrable random variables that satisfy
\[
\sum_{k=1}^{\infty} E[E[Y_{k+1} - X_k | X_1, \ldots, X_k]^+] < \infty
\]
where $x^+ = x$ if $x > 0$ and 0 otherwise, and are bounded below uniformly in $k$. Then $Y_k$ converges a.s. to a random variable.

**Lemma 2** *(Lemma 2.1 in Nemirovski et al. (2009)).* Let $\omega$ be defined in (13) and $V$ in (13). Denote $\mathcal{X}$ as the feasible region of (5). For every $q \in \mathcal{X}$, $p \in \mathcal{X}^\circ$, and $\xi \in \mathbb{R}^n$, one has
\[
V(\tilde{p}, q) \leq V(p, q) + \xi'(q - p) + \frac{\|\xi\|^2}{2\alpha}
\]
where $\tilde{p} = \min_{u \in \mathcal{X}} \xi'(u - p) + V(p, u)$ is the prox-mapping acting on $p$, and $\| \cdot \|_*$ is the dual norm of $\| \cdot \|$, $\alpha$ is the strong convexity parameter, both defined in (14).
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Supplementary Materials

EC.1. Quadratic Penalty Method

An application of the conventional quadratic penalty method (Bertsekas (1999)) yields the following:

**Lemma EC.1.** Suppose that (3) is feasible. Consider the sequence of optimization programs

\[
\min \sum_{j=1}^{m} (E_{p}[\phi_{j}(h(X))] - \mu_{j})^2 - \lambda R(p)
\]

subject to \( p \in P \) (EC.1)

for \( \lambda > 0 \). Let \( p^*(\lambda) \) be an optimal solution for (EC.1) indexed at \( \lambda \). As \( \lambda \) decreases to 0, every limit point of the sequence \( \{p^*(\lambda)\} \) is an optimal solution for (3).

**Proof of Lemma EC.1** Consider relaxing the constraints in (3) to get

\[
\min -R(p) + c \sum_{j=1}^{m} (E_{p}[\phi_{j}(h(X))] - \mu_{j})^2
\]

subject to \( p \in P \) (EC.2)

for \( c > 0 \), which is equivalent to (EC.1) with \( \lambda = 1/c \). Proposition 4.2.1 in Bertsekas (1999) entails that as \( c \to \infty \), every limit point of the sequence of optimal solutions for (EC.2) converges to the optimal solution of (3), given that (3) is feasible. This concludes the lemma. □

EC.2. A Variant of MDSA

In parallel to Section 4.2, we shall design an iterative procedure for solving (EC.1). Note that the objective function in (EC.1) consists of a non-convex, stochastic component \( \sum_{j=1}^{m} (E_{p}[\phi_{j}(h(X))] - \mu_{j})^2 \) and a convex component \( -\lambda R(p) \). We shall use the idea of proximal gradient (Sra et al. (2012)) used for solving composite objective functions in convex problems, which iteratively linearizes the first component while keeping the second component intact at every iteration. The variant of MDSA scheme under this operation amounts to solving, given a current solution \( p^{k} \),

\[
\gamma^{k} \hat{\psi}^{k}(p - p^{k}) - \gamma^{k} \lambda R(p) + V(p^{k}, p)
\]

subject to \( p \in P \) (EC.3)

The gradient estimate \( \hat{\psi}^{k} \) is the same as discussed in Section 4.2.1. \( \gamma^{k} \) is the step size, and \( V \) is the KL divergence discussed in Section 4.2.2. Consider the generic formulation of (EC.3) written as

\[
\min \xi^{k}(q - p) - \beta R(q) + V(p, q)
\]

subject to \( q \in P \) (EC.4)

**Lemma EC.2.** An optimal solution for (EC.4) is given by \( q^{*} = (q_{1}^{*}, \ldots, q_{n}^{*}) \) where

\[
q_{i}^{*} = \frac{p_{i}^{1+\beta}}{\sum_{j=1}^{n} p_{j}^{1+\beta}} e^{-\xi_{i}}
\]

(BC.5)
Proof of Lemma EC.2. Consider the Lagrangian for (EC.4)

\[ \xi'(q - p) - \beta R(q) + V(p, q) + \alpha \left( \sum_{i=1}^{n} q_i - 1 \right) \]

\[ = \xi'(q - p) + \beta \sum_{i=1}^{n} q_i \log q_i + \sum_{i=1}^{n} q_i \log \frac{q_i}{p_i} + \alpha \left( \sum_{i=1}^{n} q_i - 1 \right) \]  

(EC.6)

by relaxing the constraint \( \sum_{i=1}^{n} q_i = 1 \). Differentiating (EC.6) with respect to \( q \) gives

\[ \xi_i + \beta \log q_i + \beta + \log \frac{q_i}{p_i} + 1 + \alpha \]

Setting to zero gives

\[ q_i \propto p_i^{\frac{1}{1+\beta}} e^{-\frac{\xi_i}{1+\beta}} \]

Using the constraint \( \sum_{i=1}^{n} q_i = 1 \), we get (EC.5), which can be verified to satisfy the KKT condition straightforwardly. \( \square \)

One advantage of using the representation (EC.1) and the stepwise subprogram (EC.3), as compared to (4) and (5) introduced in Section 4, is that it does not involve any root-finding in the MDSA iterations. Thus the resulting procedure is faster than that in Section 4. However, examining when to stop the algorithm becomes less clear as the procedure now relies on the convergence over the sequence of \( \lambda \) to 0, rather than a cutoff at \( \eta^* \) as in Section 4. In the experimental settings in Section 5 we found that it is difficult to determine when to stop in using (EC.1). Since this issue outweighs the marginal advantage in removing the need of solving for a one-dimensional root, we have chosen to adopt (4). Nonetheless, the next section describes that the analysis of the MDSA procedure under this alternate approach in parallel to that under (4).

EC.3. Convergence Analysis of the Variant of MDSA

The variant of MDSA for solving (EC.1) is depicted in Algorithm 2. Similar to Algorithm 1, Steps 2 and 3 in Algorithm 1 combine to solve (EC.3) with \( P \) replaced by \( P(\epsilon) \). The rationale for such operations lies in a technicality in guaranteeing boundedness of the gradient estimator, and subsequently algorithmic convergence, as in Algorithm 1.

To prove almost sure convergence of Algorithm 2 we need the following generalization of Lemma 2.1 in Nemirovski et al. (2009):

**Lemma EC.3.** Let \( X \) be a convex set in \( \mathbb{R}^n \) and \( \| \cdot \| \) be a norm with dual \( \| \cdot \|_* \). Let \( \omega: X \to \mathbb{R} \) be a strongly convex function that satisfies

\[ \omega(z) \geq \omega(x) + \nabla \omega(x)'(z - x) + \frac{\alpha}{2} \| z - x \|^2 \]
Algorithm 2 MDSA for solving (4)

Input: A small parameter $\epsilon > 0$, initial solution $p^1 \in \mathcal{P}(\epsilon) = \{p : \sum_{i=1}^n p_i = 1, p_i \geq \epsilon \text{ for } i = 1, \ldots, n\}$, a step size sequence $\gamma^k$, and sample sizes $M_1$ and $M_2$.

Iteration: For $k = 1, 2, \ldots$, do the following: Given $p^k$,

1. Estimate $\hat{p}^k = (\hat{p}_1^k, \ldots, \hat{p}_n^k)$ with

$$\hat{p}_i^k = 2 \sum_{j=1}^m \frac{1}{M_1} \sum_{r=1}^{M_1} (\phi_j(h(X^{(r)})) - \mu_j) + \frac{1}{M_2} \sum_{r=1}^{M_2} \phi_j(h(\tilde{X}^{(r)}))S_i(\tilde{X}^{(r)}; p^k)$$

where $X^{(r)}$ and $\tilde{X}^{(r)}$ are $M_1$ and $M_2$ independent copies of the input process generated under i.i.d. replications of $p^k$, which are used simultaneously for all components of $\hat{p}^k$.

2. Output

$$p^{k+1} = \frac{p^k 1_{1+\gamma^k \lambda} - \gamma^k \hat{p}^k}{\sum_{i=1}^n p^k 1_{1+\gamma^k \lambda}}$$

3. If $p^{k+1}_i < \epsilon$ for some $i$, then solve the convex optimization (EC.3) but with $\mathcal{P}$ replaced by the set $\mathcal{P}(\epsilon)$. Output its solution as $p^{k+1}$.

for any $x, z \in \mathcal{X}$. Let $f : \mathcal{X} \to \mathbb{R}$ be a convex differentiable function. Define, for any $x, z \in \mathcal{X}$,

$$V_1(x, z) = \omega(z) - \omega(x) - \nabla \omega(x)'(z - x)$$

$$V_2(x, z) = f(z) - f(x) - \nabla f(x)'(z - x)$$

and $\tilde{V}(x, z) = V_1(x, z) + V_2(x, z)$. Then, given any $x, y \in \mathbb{R}^n$, we have

$$\tilde{V}(v, u) - \tilde{V}(x, u) \leq f(x) - f(v) + (y + \nabla f(x))'(u - x) + \frac{\|y\|^2}{2\alpha}$$

for

$$v = \arg\min_{z \in \mathcal{X}} \{y'(z - x) + f(z) + V_1(x, z)\} \quad \text{(EC.7)}$$

and any $u \in \mathcal{X}$.

**Proof of Lemma (EC.3)** Given $x, y \in \mathbb{R}^n$, define $v$ as in (EC.7), and consider

$$V_1(v, u) - V_1(x, u)$$

$$= \omega(u) - \omega(v) - \nabla \omega(v)'(u - v) - (\omega(u) - \omega(x) - \nabla \omega(x)'(u - x))$$

$$= \omega(x) - \omega(v) - \nabla \omega(v)'(u - v) + \nabla \omega(x)'(u - x)$$

$$= (\nabla \omega(x) - \nabla \omega(v) - \nabla f(v) - y)'(u - v) + \nabla \omega(x)'(v - x) + y'(u - v) + \nabla f(v)'(u - v) + \omega(x) - \omega(v)$$

$$\leq y'(u - v) + \nabla f(v)'(u - v) - V_1(x, v) \quad \text{(EC.8)}$$
where the inequality follows from \((y + \nabla f(v) + \nabla \omega(v) - \nabla \omega(x))' (y - v) \geq 0\), by the optimality of \(v\) on the convex function \(y' (z - x) + f(z) + V(x, z)\) in \(z\). On the other hand,

\[
V_2(v, u) - V_2(x, u) = f(x) - f(v) - \nabla f(v)'(u - v) + \nabla f(x)'(u - x)
\]  

(EC.9)

Hence, from (EC.8) and (EC.9), we have

\[
\tilde{V}(v, u) - \tilde{V}(x, u) \leq y'(u - v) + f(x) - f(v) + \nabla f(x)'(u - x) - V_1(x, v)
\]

\[
= y'(x - v) + f(x) - f(v) + (y + \nabla f(x))'(u - x) - V_1(x, v)
\]  

(EC.10)

Using \(y'(x - v) \leq \frac{\|y\|_2^2}{2\alpha} + \frac{\alpha}{2}\|x - v\|^2\), via Young’s inequality \((\text{Nemirovski et al. } 2009)\), and \(V_1(x, v) \leq \frac{\alpha}{2}\|x - v\|^2\) from the definition of \(V_1\), we have (EC.10) less than or equal to

\[
f(x) - f(v) + (y + \nabla f(x))'(u - x) + \frac{\|y\|_2^2}{2\alpha}
\]

\[\square\]

The following is the analog of Theorem 2 for Algorithm 2

**Theorem EC.1.** Suppose there exists a unique optimal solution \(p^* \in \mathcal{P}(\epsilon)\) for (4) such that \((\psi(p) - \lambda \nabla R(p))'(p - p^*) = 0\) if and only if \(p = p^*\). Choose a non-increasing step size sequence \(\{\gamma^k\}\) such that

\[
\sum_{k=1}^{\infty} \gamma^k = \infty, \quad \sum_{k=1}^{\infty} \gamma^{k^2} < \infty
\]

Then \(p^k\) generated in Algorithm 2 converges to \(p^*\).

We also mention that the condition of non-increasing \(\{\gamma^k\}\) can be replaced readily by eventually non-increasing \(\{\gamma^k\}\).

**Proof of Theorem EC.1** By defining \(\mathcal{X} = \mathcal{P}\), \(\omega(p^k) = \sum_{i=1}^{n} p_i^k \log p_i^k\), \(f(p) = -\gamma^k \lambda R(p^k) = \gamma^k \lambda \sum_{i=1}^{n} p_i^k \log p_i^k\), \(x = p^k\), \(y = \gamma^k \hat{\psi}^k\), \(u = p^*\), \(\|\cdot\|\) as \(L_1\)-norm and \(\|\cdot\|\ast\) as the supremum norm in Lemma EC.3, we have \(\tilde{V}(p^k, p^*) = (1 + \gamma^k \lambda) \sum_{i=1}^{n} p_i^k \log \frac{p_i^k}{p_i^*}, \alpha = 1, and\)

\[
\tilde{V}(p^{k+1}, p^*) - \tilde{V}(p^k, p^*) \leq \gamma^k \lambda (R(p^{k+1}) - R(p^k)) + \gamma^k (\hat{\psi}^k - \lambda \nabla R(p^k))'(p^* - p^k) + \frac{\gamma^k^2 \|\hat{\psi}^k\|_\infty^2}{2}
\]

(EC.11)
Let $V(p, q) = \sum_{i} q^{k}_{i} \log \frac{q_{i}}{p_{i}}$ be the KL divergence, so that $\tilde{V}(p^{k}, p^{*}) = (1 + \lambda k) V(p^{k}, p^{*})$. Let $\mathcal{F}^k$ be the filtration generated by $\{p^1, \ldots, p^k\}$. Taking conditional expectation on $\{EC.11\}$, we have

$$E[V(p^{k+1}, p^{*}) - V(p^{k}, p^{*}) | \mathcal{F}^k]$$

$$
\leq \lambda \gamma^k (V(p^{k}, p^{*}) - E[V(p^{k+1}, p^{*}) | \mathcal{F}^k]) - \lambda \gamma^k (R(p^{k}) - E[R(p^{k+1}) | \mathcal{F}^k]) + \gamma^k (\psi(p^{k}) - \lambda \nabla R(p^{k}))'(p^{*} - p^{k}) + \frac{\gamma^k E[\|\hat{p}^{k}\|^2_\infty]}{2}
$$

Taking expectation and summing up on both sides of $\{EC.12\}$, we have

$$\sum_{k=1}^{K} E[E[V(p^{k+1}, p^{*}) - V(p^{k}, p^{*}) | \mathcal{F}^k]^+]$$

$$\leq \lambda \sum_{k=1}^{K} \gamma^k (E[V(p^{k+1}, p^{*})] - E[V(p^{k}, p^{*})]) - \lambda \sum_{k=1}^{K} \gamma^k (E[R(p^{k})] - E[R(p^{k+1})])$$

$$+ \sum_{k=1}^{K} \gamma^k E[(\psi(p^{k}) - \lambda \nabla R(p^{k}))'(p^{*} - p^{k})] + \sum_{k=1}^{K} \gamma^k E[\|\hat{p}^{k}\|^2_\infty]$$

$$= \lambda \left( \gamma^1 V(p^1, p^{*}) + \sum_{k=2}^{K} (\gamma^k - \gamma^{k-1}) E[V(p^{k}, p^{*})] - \gamma^K E[V(p^{K+1}, p^{*})] \right) - \lambda \left( \gamma^1 R(p^{1}) + \sum_{k=2}^{K} (\gamma^k - \gamma^{k-1}) E[R(p^{k}, p^{*})] - \gamma^K E[R(p^{K+1}, p^{*})] \right)$$

$$+ \sum_{k=1}^{K} \frac{\gamma^k E[\|\hat{p}^{k}\|^2_\infty]}{2}$$

by telescoping. Note that $V(p, p^{*}) \geq 0$, $R(p) \geq 0$, and $R(p) \leq \log n$ for any $p \in \mathcal{P}$. Moreover, $(\psi(p) - \lambda \nabla R(p^{k}))'(p^{*} - p^{k}) \geq 0$ for any $p \in \mathcal{P}$. Also, by the same argument as in the proof of Theorem 2 we have $E[\|\hat{p}^{k}\|^2_\infty] \leq C$ uniformly for some $C > 0$. Therefore, $\{EC.13\}$ is less than or equal to

$$\lambda \gamma^1 V(p^1, p^{*}) + \lambda \sum_{k=2}^{K} (\gamma^k - \gamma^{k-1}) \log n + \lambda \gamma^K \log n + \frac{C^2}{2} \sum_{k=1}^{K} \gamma^k = \lambda \gamma^1 V(p^1, p^{*}) + \lambda \gamma^1 \log n + \frac{C^2}{2} \sum_{k=1}^{K} \gamma^k$$

by telescoping. Letting $K \to \infty$, we have

$$\sum_{k=1}^{\infty} E[E[V(p^{k+1}, p^{*}) - V(p^{k}, p^{*}) | \mathcal{F}^k]^+] \leq \lambda \gamma^1 V(p^1, p^{*}) + \lambda \gamma^1 \log n + \frac{C^2}{2} \sum_{k=1}^{\infty} \gamma^k < \infty$$

By martingale convergence theorem (Theorem 3 in the Appendix), we have $V(p^{k}, p^{*})$ converges a.s. to some integrable random variable $V_{\infty}$.

Now, taking expectation and summing up on both sides of $\{EC.11\}$, and by a similar argument as above, we have

$$\sum_{k=1}^{\infty} \gamma^k E[\psi(p^{k})'(p^{k} - p^{*})] \leq V(p^1, p^{*}) - EV_{\infty} + \lambda \gamma^1 V(p^1, p^{*}) + \lambda \gamma^1 \log n + \frac{C^2}{2} \sum_{k=1}^{\infty} \gamma^k < \infty$$
As in the proof of Theorem \[\text{2}\] since \(\sum_{k=1}^{\infty} \gamma^k = \infty\) and \(E[(\psi(p^k) - \lambda \nabla R(p^k))(p^k - p^*)] \geq 0\), for all \(k\), there must exist a subsequence \(k_i\) such that \(E[(\psi(p^{k_i}) - \lambda \nabla R(p^{k_i}))(p^{k_i} - p^*)] \to 0\) a.s.. This implies that \((\psi(p^{k_i}) - \lambda \nabla R(p^{k_i}))(p^{k_i} - p^*) \xrightarrow{p} 0\), which in turn implies the existence of a further subsequence \(l_i\) such that \((\psi(p^{l_i}) - \lambda \nabla R(p^{l_i}))(p^{l_i} - p^*) \to 0\) a.s.. From Proposition \[\text{1}\] Part 2, we have \(\psi(p)\) continuous in \(p\). By the assumption that \((\psi(p) - \lambda \nabla R(p))(p - p^*) = 0\) only if \(p = p^*\), and that \((\psi(p) - \lambda \nabla R(p))(p - p^*)\) is continuous in \(p\), we have \(p^{l_i} \to p^*\) a.s.. Hence \(V(p^{l_i}, p^*) \to 0\) a.s.. Since we have proved above that \(V(p^k, p^*)\) converges a.s., this limit must be 0. Therefore, by Pinsker’s inequality, we have \(p^k \to p^*\) in total variation a.s.. This concludes the theorem. \[\square\]