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Abstract—Convex relaxations of the AC Optimal Power Flow (OPF) problem are essential not only for identifying the globally optimal solution but also for enabling the use of OPF formulations in Bilevel Programming and Mathematical Programs with Equilibrium Constraints (MPEC), which are required for solving problems such as the coordination between transmission and distribution system operator (TSO/DSO) or optimal network investment. Focusing on active distribution grids and radial networks, this paper introduces a framework that collects and compares, for the first time to our knowledge, the performance of the most promising convex OPF formulations for practical applications. Our goal is to establish a solid basis that will inform the selection of the most appropriate algorithm for different applications. This paper (i) introduces a unified mathematical and simulation framework, (ii) extends existing methods to retain exactness in a wider number of cases and (iii) consider reactive power injections. We conduct simulations on the IEEE 34 and 123 radial test feeders with distributed energy resources (DERs), using yearly solar irradiation and load data.
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NOMENCLATURE

Sets and indices

- \( l \) Index referring to a bus or to a line. Bus \( l \) is at the downstream end of line \( l \). Bus 0 is the slack bus. Bus 1 is connected to the slack bus by line 1.
- \( \mathcal{L} \) Set of non-slack buses or lines \( l \) in the distribution grid.
- \( \text{up}(l) \) Bus upstream of bus \( l \).
- \( \mathcal{L}_l \) Set of buses or lines downstream of bus \( l \).

Parameters (physical quantities are in p.u.)

- \( z_l \) Impedance of line \( l \).
- \( b_l \) Half shunt capacitance of line \( l \).
- \( v_{l0} \) Squared magnitude of the root node (substation) voltage.
- \( v_{\text{min}} \) Squared lower voltage bound at bus \( l \).
- \( v_{\text{max}} \) Squared upper voltage bound at bus \( l \).
- \( I_{\text{max}} \) Squared current bound for line \( l \).
- \( G_{l,m} \) Adjacency matrix of the oriented graph of the network: \( G_{l,m} = 1 \) if \( l = \text{up}(m) \) and 0 otherwise.
- \( C_{\text{R}}^{l} \), \( C_{\text{Q}}^{l} \) Active and reactive power withdrawal cost functions, bus \( l \).
- \( C_{\text{R}}^\delta \), \( C_{\text{Q}}^\delta \) Active and reactive power import cost functions.
- \( S_l \) Feasible region of complex power withdrawal at bus \( l \).

Variables

- \( v_l \) Squared magnitude of the complex voltage at bus \( l \).
- \( f_l \) Squared magnitude of current in central element of line \( l \).
- \( v_{l1}, f_{l1} \) Auxiliary variables.
- \( s_l \) Complex power withdrawal at bus \( l \): \( s_l = p_l + i q_l \).
- \( S_l^f \) Complex power flow entering line \( l \) from upstream bus \( \text{up}(l) \): \( S_l^f = P_l^f + j Q_l^f \).
- \( S_l^p \) Complex power flow entering bus \( l \) from line \( l \): \( S_l^p = P_l^p + j Q_l^p \).
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\( S_l^f \), \( S_l^p \) Complex auxiliary variables (real and imag. parts as above).

I. INTRODUCTION

Convex relaxations of the AC Optimal Power Flow (OPF) have attracted wide interest over the past years. Several formulations have been proposed with ultimate goal to determine the global optimum of the original OPF problem; for a detailed review see [1]–[3] and references therein. A convex OPF problem, however, can also be used for a wide range of different applications. Bilevel programs, often proposed for strategic bidding and TSO/DSO coordination, and mathematical programs with equilibrium constraints (MPEC), often employed for optimal investment decisions or optimal operation, require the lower level optimization programs to be convex. The electric network constraints represented by a convexified OPF formulation are usually one of the lower problems to be included. Focusing on active distribution grids and radial networks, this paper introduces a framework that collects and compares, for the first time to our knowledge, the performance of the most promising convex OPF formulations for practical applications. Our goal is to establish a solid basis that will inform the selection of the most appropriate algorithm for different applications.

The main challenge of all convex OPF formulations remains their ability to determine an optimal point that is feasible to the original problem, i.e. to be exact. The exactness of convex relaxations for meshed networks has been investigated in detail in [4]. In distribution grids (usually radial networks), where the cost of operation is orders of magnitude lower than in transmission grids, determining a feasible operating point is usually more important than identifying the global optimum. Especially in bilevel and MPEC formulations, where a convex OPF formulation is the only option when casting it as a lower level program, a feasible optimal point is almost a requirement. The focus of this paper is, therefore, on methods that can provide guarantees to achieve a feasible optimal solution for realistic distribution grids.

Although substantial efforts to derive sufficient conditions for exactness of the direct second order cone relaxation (SOCP) have been reported in the literature for radial networks (see [2] for a review), these do not apply in a realistic setting of distribution system operation with high penetration of DERs\(^1\). In particular, the conditions proposed in [6] require no upper bounds on voltage levels, while the conditions in [7] require no upper bounds on the withdrawals of active and reactive\(^1\).

\(^1\)In radial networks, SOC is the preferred formulation as it has been shown to be equivalent to the standard semidefinite relaxation (SDP) [5], while it requires a much lower computational effort than SDP.
power. Some authors propose sufficient conditions based on voltage angle differences \[8], \[9], but these conditions assume fixed voltage levels or no reactive power constraints, and, thus, do not apply to the operation of active distribution networks.

Ref. \[10]–\[12] follow a different approach: they first augment the OPF problem with additional constraints that shrink the feasible space, and subsequently relax the augmented problem. This allows them to define milder provable conditions for exactness. To our knowledge, the methods from \[10]–\[12] constitute the most promising contributions on convex OPF solution methods for radial, single-line networks, that can guarantee a feasible optimal point, even if this might not coincide with the global optimum. Despite each method having compared its performance to the direct SOCP relaxation, so far, no common framework to compare the performance of all three methods has existed and no testing in realistic simulations has taken place to examine the extent of their possible practical application. This is the first paper, to our knowledge, that collects all three methods under a common mathematical and simulation framework, and provides a thorough comparison of their performance. The contributions of this paper are the following:

1) We collect the formulations, assumptions, and conditions for exactness of \[10]–\[12] under a unified mathematical framework. We assess their exactness and suboptimality for wide range of realistic conditions, generating hourly load and PV profiles for an entire year on the IEEE34 and IEEE123 test feeders. We provide the feeder data, with the required modifications that facilitated the comparison, in an on-line appendix for future use by the interested reader \[13].

2) For practical applications that violate the stipulated sufficient conditions, we introduce a mild penalty on current magnitudes in the objective function to achieve exactness without incurring substantial sub-optimality. With the help of the penalty factor, we find that the methods \[10]–\[12] can be successfully applied to a substantially wider range than the theoretically sufficient conditions suggest.

3) We extend the original range of applications of \[10]–\[12] beyond active power, by introducing reactive power control, and assess the exactness of the examined methods.

4) We specify the use of a numerical threshold to assess exactness. In our simulation results, it appears that when all residuals of the relaxed constraints are below \(1 \times 10^{-2}\) p.u., the relaxation is exact.

5) We formulate recommendations on the best use of the reviewed methods for practical applications, and identify gaps to be filled to extract milder sufficient conditions for exactness.

The rest of this paper is structured as follows. Section II formulates an OPF problem which generalises the models in \[10]–\[12] and compares assumptions and augmentations of the three methods. Section III explains our methodology for evaluating exactness, introduces the current penalty term, and presents the test case setup. Section IV presents simulation results and main insights. Finally, Section V formulates recommendations and concludes.

### Table I

| Assumptions and conditions for exactness in \[10]–\[12] | \[10] | \[11] | \[12] |
|-----------------------------------------------|---|---|---|
| models line shunt capacitance | no | no | yes |
| considers line current limits | no | yes | yes |
| considers apparent power flow limits | no | yes | no |
| same voltage bounds at each bus | no | no | yes |
| conditions on objective function | (a)(c) | (a)(d) | (b)(c) |
| conditions on network parameters | yes | no | yes |

(a) Objective sums cost functions for active power import at the slack bus and for active power withdrawal at non-slack buses.

(b) Objective sums cost functions for active power import at the slack bus and for active and reactive power withdrawal at non-slack buses.

(c) Cost function for active power import is strictly increasing.

(d) Cost function for active power import is non-decreasing.

### II. Optimal Power Flow Formulation

As already mentioned, when it comes to using optimal power flow as a decision support tool in real applications, it is crucial that the OPF determines feasible operating points. The methods in \[10]–\[12] seek to formulate a convex optimization problem whose solution is guaranteed to be inside the feasible region of the original OPF. The methods differ in the notation they use, the simplifications they make, the augmentation of the OPF problem they propose, and the conditions for exactness they define. Some important differences between the methods are summarised in Table I. All methods formulate the OPF problem using the branch flow model, and all assume the slack bus voltage to be a fixed parameter. In the following, Section II-A presents an OPF model which unifies the formulations from \[10]–\[12]. Section II-B introduces its SOCP relaxation, and II-C describes the augmentations proposed in \[10]–\[12].

#### A. Non-Convex Optimal Power Flow

A radial distribution network consists of lines and buses with one slack bus connected to the higher-voltage grid. Using a branch flow model, with lines represented by a \(\pi\)-model similar to that of \[12], let (1)-(9) describe the non-convex OPF problem. The objective (1) accounts for costs associated with the active and reactive power withdrawal at non slack bus \(l\), as well as the import of active and reactive power from the main grid through the slack bus; Equations (2)-(5) model the load flow using the branch flow model; Equations (6)-(9) impose bounds on the bus voltages, line currents and apparent power flows, and enforce the complex power withdrawal at each non-slab bus to remain with a given feasible region \(S_l \subset C\). The region \(S_l\) is bounded from below, i.e., there exist \(s_l^{min}\) such that \(S_l \subseteq \{s_l \in C \mid s_l \geq s_l^{min}\}\), for all \(l \in L\). Also, let \(s_l = p_l + j q_l\), \(S_l^t = P_l^t + jQ_l^t\) and \(S_l^b = P_l^b + jQ_l^b\).

\[
\begin{align*}
\min_{s_l, \upsilon, f_l, S_l^t, S_l^b} & \sum_{l \in L} \left( C_l^R(p_l) + C_l^q(q_l) \right) + C_0^R(P_1^t) + C_0^q(Q_1^t) \\
\text{s.t.} & \quad S_l^b = s_l + \sum_{m \in L} \left( G^t_{l,m} s_m^t + j G^q_{l,m} s_m^q \right), \\
& \quad S_l^t = s_l + \sum_{m \in L} \left( G^t_{l,m} s_m^t + z_l^t f_l - j (v_{up}(l) + v_l) b_l \right), \\
& \quad v_l = v_{up}(l) - 2R \left( z_l^t (S_l^t + j v_{up}(l) b_l) \right) + |z_l|^2 f_l,
\end{align*}
\]
C. Augmentations of the OPF

Gan et al. [10] propose to augment the OPF problem and its relaxation with (14)-(16). The authors prove that the withdrawal quantities \( s_l \) at an optimal solution of their AR-OPF lead to a feasible load flow (a property implied by exactness, but not implying exactness as defined in this paper, see Section III-A) if the active power import cost function \( c_{0}^b \) is non-decreasing. Their OPF formulation includes line current and apparent power flow limits, and omits line shunts.

\[
\Re \left( z_{m}^{b} \hat{S}_{l}^{b} \right) \geq 0, \quad \forall l \in L, m \in L. \quad (17)
\]

Nick et al. [12] propose to augment the OPF problem and its relaxation with (18)-(27), \( \forall l \in L \), where \( P_{l}^{\text{max}} \) and \( Q_{l}^{\text{max}} \) are parameters chosen so that they do not restrict the feasible space of the A-OPF. The authors prove that their AR-OPF is exact under sufficient ex-ante conditions computed from the network parameters (see [12]) if the active power import cost function \( c_{0}^b \) is strictly increasing. Their formulation includes line shunts as well as line current limits, omits apparent power flow limits, and assumes \( v_{l}^{\text{max}} \) have the same value for all \( l \).

When line shunts and line current limits are ignored and \( v_{l}^{\text{max}} \) have the same value for all \( l \), the augmentations of [10] and [12] are equivalent.

\[
\hat{S}_{l}^{b} = s_l + \sum_{m \in L} (G_{l,m} \hat{S}_{m}^{b}) + j(v_{l}^{\text{up}}(l) - v_{l})b_l, \quad (18)
\]

\[
\hat{v}_l = \hat{v}_{l}^{\text{up}}(l) - 2\Re \left( z_{l}^{b} \hat{S}_{l}^{b} \right) \quad (19)
\]

\[
\begin{align*}
\hat{S}_{l}^{b} & = s_l + \sum_{m \in L} (G_{l,m} S_{m}^{b}) + z_{l} f_{l} \\
\hat{v}_l & \geq \max \left\{ \left( P_{l}^{b} \right)^{2} + \left( Q_{l}^{b} \right)^{2} \right\} \\
& \quad + \max \left\{ \left( P_{l}^{b} \right)^{2} + \left( Q_{l}^{b} \right)^{2} \right\}, \quad (21)
\end{align*}
\]

\[
\hat{v}_{l} \leq v_{l}^{\text{up}}(l), \quad (24)
\]

\[
\begin{align*}
\max \left\{ P_{l}^{b}, Q_{l}^{b} \right\} & \leq \sqrt{2} I_{l}^{\text{max}}, \quad (25)
\end{align*}
\]

\[
\begin{align*}
\max \left\{ P_{l}^{b}, Q_{l}^{b} \right\} & \leq \sqrt{2} I_{l}^{\text{max}}, \quad (26)
\end{align*}
\]

\[
\begin{align*}
P_{l}^{b} & \leq P_{l}^{b}, \quad Q_{l}^{b} \leq Q_{l}^{b}, \quad (27)
\end{align*}
\]

III. METHODOLOGY

A. Evaluating Exactness

A relaxation (R-OPF or AR-OPF) is said to be exact if its optimal solutions are feasible to the non-relaxed problem, i.e.
In this case, these solutions are globally optimal solutions to the non-relaxed problem (resp. OPF or A-OPF). For the SOCP relaxations studied in this paper, the relaxed problem is exact if the inequalities (10) are binding at optimality, i.e. the residuals of the relaxed constraints are zero. This definition is in line with the use of the term in [10] and [12], and is also used in this paper (see below for the definition used in [11]). Due to numerical accuracy of existing SOCP solvers, however, residuals are unlikely to be exactly zero in simulation results. In our numerical analyses, we consider a relaxation to be exact when all residuals of the relaxed constraints are relatively close to zero – more specifically below $1 \times 10^{-2}$ p.u., which appeared to work well as a threshold in our simulations.

To confirm that the optimal solutions to an exact relaxed problem can be used in practice, we compute a load flow based on the active and reactive power setpoints $s_i$ prescribed by the relaxed problem (R-OPF or AR-OPF). We then evaluate whether the voltage and current levels determined by the load flow solution are exceeding their bounds. We refer to the \textit{voltage bound violation} of a load flow solution as the largest positive difference between voltage levels and their upper bounds, in nominal values, i.e. $\max_i \{ \sqrt{v_i^p} - \sqrt{v_i^{p,\max}} \} \in \mathbb{L}$, where $v_i^p$ is the squared voltage magnitude at bus $i$ in the load flow solution. \textit{Current bound violation} is defined analogously.

With numerical accuracy in mind, we consider that a solution can be used in practice if both voltage and current bound violation are below $1 \times 10^{-2}$ p.u.. Note that the authors in [11] refer to this property as exactness, considering, in other words, the R-OPF/AR-OPF solution as a warm-start to a load flow computation. If the load flow computation results to voltage and current levels that are within bounds, then they consider the relaxation exact.

\subsection*{B. Penalty term on current magnitudes}

In inexact cases, we measure the \textit{relaxation gap} as the difference between the optimal objective value of the relaxed problem and the optimal objective value of the original problem, i.e. $\text{OF}^\ast(\text{AR-OPF}) - \text{OF}^\ast(\text{A-OPF})$ for an augmented relaxation, or $\text{OF}^\ast(\text{R-OPF}) - \text{OF}^\ast(\text{OPF})$ for the original OPF. In our simulations, we observed cases that, despite achieving a zero relaxation gap, remain inexact. As we will also see later in this paper, this occurs because of a flat objective function, where several operating points achieve the same objective value, and the optimisation is unable to determine a feasible one (see also [4]). For these cases, we propose to add a penalty term on the squared current magnitudes $j_l$ with weight $\epsilon$ to the objective (12) to drive the optimisation towards an exact solution:

$$\sum_{l \in \mathbb{L}} (C_l^R (p_l) + C_l^Q (q_l)) + C_l^R (P_l^1) + C_l^Q (Q_l^1) + \epsilon f_l$$

(28)

In Section IV-D we show that a small penalty weight allows us to recover an exact solution with negligible sub-optimality.

\subsection*{C. Test Case Setup}

We evaluate the solution methods using two test feeders, IEEE34 and IEEE123 [14], to which we add distributed generation in the form of PV stations. IEEE34 is a rather small network with long line segments, while IEEE123 is a larger network with both overhead and underground line segments. These test networks are originally unbalanced three-phase systems and include transformers, breakers, capacitor banks, voltage regulators, as well as a mix of spot and distributed loads. As the OPF model (1)-(9) presented in the previous section does not account explicitly for these components, we make a series of adjustments outlined below.

In this study, the networks are assumed to be balanced, and all loads are assumed to be spot PQ loads. We equally distribute unbalanced loads over the three phases, and the distributed loads over the neighbouring buses. We model the feeders as single-line systems using the positive-sequence impedance of the lines for one of their phases, and multiply the loads on single-phase lines by a factor of three to adequately account for voltage drops. For both networks, we use a three-phase power base value of 1 MVA, a phase-to-phase voltage base value of 4.16 kV for IEEE123 and the low-voltage part of IEEE34, and of 24.9 kV for the rest of IEEE34. Transformers are modelled as a line with series resistance and inductance, following the IEEE specifications. Capacitor banks are modelled as fixed reactive power injections. Voltage regulators and breakers are omitted, and the buses upstream and downstream of each voltage regulator in IEEE34 are merged. Data for the feeder models used in our simulations is provided in an on-line appendix [13].

For both networks, we run simulations for all hours of a year-long load profile, where the loads fluctuate between 15\% and 100\% of their default value.\footnote{Data from https://openei.org/, see on-line appendix [13].} We also add PV stations at all buses with loads connected to them, with a total installed capacity equal to 250\% of the total peak load in each network. The active power output of each PV station is a positive control variable in the OPF, bounded by the hourly available active power production following a year-long profile.\footnote{Data from https://www.nrel.gov/, see on-line appendix [13].} The reactive power output of each PV station is a free control variable in the OPF, and the apparent power output of each PV station is bounded by a nameplate capacity set to 110\% of its peak active power capacity [15]. Unless otherwise specified, the objective function in the simulations is to minimise the import of active power through the slack bus. In order to compare the different methods based on appropriate modelling assumptions, we define three different simulation configurations: NS-NC includes line shunts and current bounds; NS-C includes line shunts but includes current bounds; S-C includes line shunts and current bounds. Unless otherwise specified, we use a fixed root node voltage of 1 p.u., voltage bounds of 0.9 and 1.1 p.u. at all buses (i.e. $v_i^{p,\min} = 0.81$ p.u., $v_i^{p,\max} = 1.21$ p.u.), and current bounds of 4 p.u. on all lines (i.e. $I_i^{\max} = 16$ p.u.). We omit apparent power flow limits. Optimisation problems are implemented in Matlab using YALMIP [16]. Non-convex OPF and load flows are solved using IPOPT [17] and SOCP are solved using MOSEK [18].
This section presents simulation results. First, we investigate the feasible space reduction due to the different augmentations and the resulting suboptimality. Second, we assess the conservativeness of the proposed sufficient conditions for exactness in practical applications. Third, we assess the applicability of the relaxations for reactive power control. Finally, we show results for tightening relaxations with a zero relaxation gap with our proposed current penalty term.

A. Shrinkage of the feasible space due to augmentation

As illustrated in Fig. 1, the methods from [10]–[12] augment the original OPF problem to alter its feasible region (A-OPF). Through that, their goal is to bring the global optimum of those problems inside the OPF original feasible region. In order to determine the A-OPF global optimum, they solve its SOC relaxation (AR-OPF) and derive sufficient conditions to guarantee the AR-OPF exactness. The resulting A-OPF global optimum may be, but is not necessarily, the global optimum to the OPF problem. In this Section, we investigate how suboptimal the A-OPF global optimum is compared with the solution obtained by the non-convex OPF (we know that the non-convex OPF solution is a global optimum when the R-OPF optimal solution has the same objective value). We also identify cases where the feasible region of the A-OPF is empty, i.e., where the augmentation cannot be used to recover a feasible solution to the OPF. Results are summarised in Table II.

1) Augmentation from Gan et al. [10]: In this augmentation, described by (14)-(16), constraint (16) applies the upper voltage bounds $v_l^\text{max}$ to auxiliary variables $\bar{v}_l$ which are, by construction, greater than or equal to $v_l$ (see proof in [10]). This implies that OPF solutions with tight voltage bounds may not be feasible to the A-OPF from Gan et al. [10], as the bound in (16) may be violated when the voltage upper bound in (6) is binding for one or several buses. In such cases, optimal voltage levels in A-OPF would be lower than in OPF, and exact solutions from the AR-OPF may thus be sub-optimal as compared to the global OPF optimum.

With the NS-NC-34 test case, the AR-OPF from Gan et al. [10] finds a global optimum to the OPF in some hours, but yields sub-optimal solutions in others (additional import of active power in those hours is up to 12.8% of the grid’s peak load as compared to the solution of the non-convex OPF). Sub-optimality can be high in the IEEE34 test case because it features heavy voltage drops. Throughout the simulated year, however, this test case only leads to an average additional import of 0.87% of the grid’s peak load as compared to the solution of the non-convex OPF, as upper voltage bounds are tight at optimality only in hours where the available active power from the distributed PV stations is high. Sub-optimality is negligible in the NS-NC-123 test case, where the network is less stressed. Results are summarised in Table II.

We conclude that the method from Gan et al. [10] can yield non-negligible sub-optimality in specific cases, but these may be rare enough for the method’s applicability not to be compromised.

2) Augmentation from Nick et al. [12]: In contrast with [10], the OPF formulation from Nick et al. [12] includes line shunts and current bounds (see Table I). The augmentation from [12] is described by Equations (18)-(27). If we neglect line shunts and current bounds, then [12] becomes equivalent to [10].

Constraints (24)-(26) apply both voltage and current bounds to terms that are, by construction, greater than or equal to the actual voltage and current levels (see proof in [12]). This implies that OPF solutions with tight voltage or current bounds may not be feasible to the A-OPF, as constraints (24)-(26) may be violated when the upper bounds in (6)-(7) are binding for one or several buses or lines. In such cases, optimal voltage or current levels in A-OPF would be lower than in OPF, and exact solutions from the AR-OPF may thus be sub-optimal as compared to the global OPF optimum. With the S-C-34 test case, sub-optimality varies between 0 and 12.7% of the grid’s peak load, with an average of 0.84% (results resemble those obtained with [10] on NS-NC-34 as the effect of line shunts and chosen current bounds on the IEEE34 feeder are mild). With the S-C-123 test case, sub-optimality varies between 0 and 3.8% of the grid’s peak load, with an average of 0.6% (results differ from those obtained with [10] on NS-NC-123 as line shunts are substantial in this feeder, and chosen current bounds constrain the optimal power flows in multiple hours).

Results are summarised in Table II.

We conclude that the method from Nick et al. [12] can lead to non-negligible sub-optimality in specific conditions, but these conditions may be rare enough for the method’s applicability not to be compromised.

3) Augmentation from Huang et al. [11]: In contrast with [12], the A-OPF from [11] directly applies current bounds to current variables $f_i$, meaning that solutions where current levels are close to their limits are not cut off in the augmentation. On the other hand, this augmentation, described by Equations (14)-(17), constrains reverse and reactive power flows on non-leaf lines (as an illustration, see Figure 2 for the power flows allowed by constraint (17) on the line connected to the root node in the IEEE34 feeder). In contrast with the physical interpretation provided by the authors in [11], this augmentation not only prevents simultaneous reverse active and reactive power flows, but also cuts off a substantial share of the feasible space for reverse active or reactive power flows. As argued by the authors in [11], this makes their method best suitable for applications with no or light reverse power flows: in a network with strong penetration of non-curtailable DERs, the AR-OPF from [11] may be infeasible; when DERs are curtable, however, the AR-OPF may provide exact, but largely sub-optimal solutions due to shrinkage of the feasible space, as shown in Table II. Our test cases further show that the existence of capacitor banks can be sufficient to render the method sub-optimal or infeasible. While the active and reactive power production from DERs is curtable in our test cases, the AR-OPF from [11] is feasible only for 10% of hours in the NS-C-34 test case, and never with the NS-C-123 test case. Instead, when allowing the capacitance of the capacitor banks to vary between zero and their original capacitance value, the AR-OPF from [11] is feasible in 87% of hours with NS-C-34,
TABLE II
EFFECT OF AUGMENTATIONS ON FEASIBLE SPACE. PEAK AND AVERAGE SUB-OPTIMALITY ARE EXPRESSED IN % OF THE GRID’S PEAK LOAD. INFEASIBILITY IS EXPRESSED IN % OF INFEASIBLE HOURS IN THE SIMULATION YEAR.

| test grid configuration | IEEE34 | IEEE123 |
|-------------------------|--------|---------|
|                         | AR-OPF | AR-OPF |
|                         | [10], [12] | [10], [12] |
|                         | NS-NC | NS-NC |
|                         | NS-NC | NS-NC |
|                         | NS-NC | NS-NC |
|                         | NS-NC | NS-NC |
|                         | NS-C | NS-C |
|                         | NS-C | NS-C |
|                         | NS-C | NS-C |
|                         | NS-C | NS-C |
|                         | S-C | S-C |
|                         | S-C | S-C |
|                         | S-C | S-C |
|                         | S-C | S-C |

* Capacitor banks with variable capacitance.
** Computed only for feasible hours.

Fig. 2. Feasible space (green area) of power flows allowed by constraint (17), for the line connected to the root node in IEEE34 test feeder. As the Figure shows, not only simultaneous reverse flows are infeasible, but also any reverse flow (resp. active or reactive) of larger magnitude.

and in all hours with NS-C-123. We conclude that the method from Huang et al. [11] is not suited for networks where either DERs or capacitor banks lead to necessary or valuable strong reverse flows.

B. Exactness of the relaxations

The required conditions so that the direct SOCP relaxation (R-OPF) and the augmented relaxations (AR-OPF) [10]–[12] can yield an exact solution can be in practice quite constraining. In this Section, we evaluate their conservativeness by testing the ability of the four methods to yield exact solutions in practical applications which do not satisfy the proposed sufficient conditions.

1) Direct relaxation: Although a direct SOCP relaxation (R-OPF) has been proven to be exact under some conditions [6], [7], the required mathematical conditions for exactness are impractical, requiring notably the absence of binding upper bounds for voltage levels [6] or active and reactive power withdrawals [7]. Before moving on with the augmented solution methods (AR-OPF) from [10]–[12], in this paragraph we examine the exactness of the R-OPF when the proposed sufficient conditions do not hold.

In our simulations, we observe that binding voltage constraints make R-OPF inexact only when dual variables of upper voltage bounds reach a certain threshold: see Figure 3 which relates relaxed constraint residuals to dual variables of upper voltage bounds, for NS-NC-34. In those cases, and in those cases only, the optimal dispatch according to R-OPF leads to a load flow which violates voltage bounds. In line with the observations from [19], we find that the direct relaxation remains exact with the IEEE123 feeder under normal operating constraints, including with binding upper voltage bounds. In the test case NS-NC-123, dual variables of upper voltage bounds reach a maximum value of 0.13 p.u., in which case the largest cone constraint residual is $5.9 \times 10^{-4}$ p.u..

It is also interesting to observe that, in all simulated cases where the R-OPF solution remains exact, there are binding upper bounds for active and reactive power withdrawals. In both our IEEE34 and IEEE123 test cases, several buses do not have PV stations (3 buses in IEEE34 and 28 buses in IEEE123). Thus, for these buses, the active and reactive power withdrawals are equal to the loads connected to them (which are considered inflexible) and constraint (8) writes as an equality constraint. As a result, the “upper bounds” for active and reactive power withdrawals at those buses are binding in all simulated hours, including those where R-OPF retains exactness.

These results show that for practical applications the conditions for exactness of R-OPF are substantially milder than those proposed in the literature [2], [6], [7], although it might be more difficult to extract them mathematically.

2) Augmented relaxation from Gan et al. [10]: The authors in [10] propose an augmented relaxation which ignores line shunts and current bounds (see Table I), and provide a sufficient ex-ante condition for exactness based on network parameters. For the test cases NS-NC-34 and NS-NC-123, we observe that this condition is always satisfied, and that their AR-OPF retains exactness in all hours. These results confirm that the method from Gan et al. [10] is applicable to networks where line shunts and current bounds are omitted. When including current bounds in the problem, we observe that the AR-OPF from [10] can become inexact when current bounds are binding. In NS-C-123, current limits are binding in 19% of hours, in which cases the relaxation is inexact and the optimal withdrawal setpoints from the AR-OPF lead to infeasible load flows (see Figure 4, left). In NS-C-34, binding current bounds are however not necessarily leading to inexact solutions (see Figure 4, right – this case is simulated here with a current bound of 2 p.u. as current bounds of 4 p.u. are only rarely binding in NS-C-34). With both test feeders, we further
observe that in all hours where the AR-OPF is inexact due to binding current bounds, the relaxation gap is zero. This means that the AR-OPF finds the globally optimal objective value, but the determined optimal setpoint is outside the feasible space. In Section IV-D, we show how we can render the AR-OPF from [10] exact in all hours with binding current bounds by penalising current magnitudes in the objective function.

3) Augmented relaxation from Huang et al. [11]: The authors in [11] propose an augmented relaxation which readily includes current limits. Their definition of exactness differs slightly from [10] and [12], in that they consider the AR-OPF exact when the optimal withdrawal setpoints for non-slab buses is a feasible dispatch for the network, even if the relaxed constraints (10) are not binding. The authors prove that this property is verified when the active power import cost function is non-decreasing, which is a milder condition than that of Gan et al. [10]. No ex-ante conditions on the network parameters are required, which is a benefit of the method. In cases where the A-OPF from Huang et al. [11] is feasible (i.e., when there exist a solution with mild, non-simultaneous active and reactive reverse power flows on non-leaf lines, see Section IV-A), our simulations confirm that their AR-OPF provides feasible withdrawal setpoints for non-slab buses, even with binding current bounds.

4) Augmented relaxation from Nick et al. [12]: The authors in [12] propose an augmented relaxation which includes current limits, without constraints on reverse power flows. The authors provide sufficient ex-ante conditions for exactness based on network parameters. On test cases S-C-34 and S-C-123 (which include both line shunts and current bounds), we find that the AR-OPF from [12] is always exact, but we observe that the ex-ante conditions for exactness are not satisfied. With S-C-34 we find that only condition C1 (see [12], p.6) is verified, while other conditions are not satisfied in any hour. With S-C-123 we find that no condition is valid in any hour. This suggests that the method from Nick et al. [12] has a broader range of application than indicated by the set of sufficient conditions provided by the authors.

C. Application to reactive power control

The solution methods from [10]–[12] are applied by their authors to an OPF problem where the reactive power import

\[ Q_1^* \] is neither constrained nor taken into account in the objective function. The OPF problem for radial networks however has applications for the optimal control of reactive power import/export of distribution grids. In order to test the applicability of these augmented SOCP relaxations to reactive power control, in this Section we test these with two different extensions:

1) The reactive power import \( Q_1^* \) is defined as a fixed parameter, positive for exporting inductive power, negative for importing inductive power, null for imposing reactive power balance at the root node. We let the objective function minimise the import of active power.

2) The objective function is the squared deviation of reactive power import/export from a target \( Q_1^{\text{ref}} \), i.e. \( (Q_1^* - Q_1^{\text{ref}})^2 \), with \( Q_1^{\text{ref}} \in \mathbb{R} \).

We test each method on test cases in line with the assumptions made by their authors. The method from [11] is tested with variable capacitor bank capacitance to obtain feasible solutions on both test feeders. Results are summarised in Table III, as the proportion of hours where an AR-OPF is inexact among the hours where its respective A-OPF is feasible.

1) Fixed reactive power import: We find that, when a feasible setpoint for the import of reactive power is enforced as a parameter, the augmented relaxations are inexact only in a minority of cases (see Table III, first row, with a reactive power import enforced to zero). The relaxations from [10] and [12] are inexact on the IEEE34 test feeder only at times where the available active power from PV stations is particularly low and the load demand is high, representing less than 1% of hours. All three relaxations are exact on the IEEE123 feeder.

These results suggest that although exactness is not guaranteed for the augmented relaxations from [10] and [12] when the reactive power import is set to a fixed value, there might exist relatively mild conditions for exactness under such conditions. Exactness holds for [11] in the two cases we studied.

2) Minimising deviation from a target: When setting a target for reactive power import in the problem’s objective function, our simulation results differ depending on whether the target can be reached (i.e. there exists a feasible solution where \( Q_1^* = Q_1^{\text{ref}} \)) or not.

When the target cannot be reached, our simulations show that the augmented relaxations from [10]–[12] are:

- exact, when the target is too low to be reached, i.e. \( Q_1^{\text{ref}} < \min\{Q_1^*\} \);
- inexact, when the target is too high to be reached, i.e. \( Q_1^{\text{ref}} > \max\{Q_1^*\} \).

![Fig. 4. Inexactness of AR-OPF from Gan et al. [10] as a function of dual variables of current bounds, with NS-C-123 (left, nominal current bound 4 p.u.) and NS-C-34 (right, nominal current bound 2 p.u.). The load flow based on the dispatch from the R-OPF solution violates current bounds by at least \( 1 \times 10^{-6} \) p.u. for hours represented in red. For hours represented in blue, both voltage and current bounds are satisfied in the load flow solution.](image)
When the target is too low, the solver has incentives to minimise current variables in the system, rendering constraint (10) binding and leading to exact solutions. When the target is too high to be met, the solver has incentives to set current variables to higher values than those satisfying constraint (5) to virtually increase the inductive effect of lines, which leads to inexact solutions. Results are summarised in Table III, rows 2 and 3.

When the target for reactive power import can be met with a feasible solution, the augmented relaxations are inexact (see Table III, row 4, for the case where $Q_{\text{ref}} = 0$, which is a reachable target in these simulations) but the relaxation gap is zero. This means that there exist multiple optimal solutions to the relaxed problem, and at least one of those is feasible to the non-relaxed problem. Here is an example of how this can happen:

- let $\xi^* = \{s^*_L, v^*_L, f^*_L, S^*_L, S^*_1\}$ be an exact optimal solution to the relaxed problem; the objective value $(Q^*_L - Q_{\text{ref}})^2$ in this case is 0;

- for a given leaf line $L$, assume that there exists $\varepsilon$ so that $s'_{L} = s^*_L + (j|z|_L^2 b_L - z^2) \varepsilon \in S_L$ and $v'_L = v^*_L + |z|_L^2 \varepsilon \leq v'^{\text{max}}_L$; let $f'_L = f^*_L + \varepsilon$;

- the relaxed problem has a feasible solution $\xi'$ where $\{s'_L, v'_L, f'_L\} = \{s^*_L, v^*_L, f^*_L\}$ and all other variables are as in $\xi^*$; the objective value is also equal to 0, but constraint (10) is not binding for line $L$, i.e. the solution is optimal but inexact, and the relaxation gap is zero.

In Section IV-D, we recover exactness in these cases by penalising current magnitudes in the objective function.

**D. Tightening relaxations with a zero relaxation gap**

We observed in Section IV-B that the AR-OPF from Gan et al. [10] can lose exactness when current bounds are introduced in the problem, but that the relaxation gap is still zero in those cases. Similarly, we observed in IV-C that, when the problem’s objective is to minimise deviation from a reachable target, all three augmented relaxations lose exactness but retain a zero relaxation gap. This means that in both situations, the AR-OPF has multiple optimal solutions, but the solver is not “incentivised” to choose an exact one among those. We investigate whether introducing a small penalty on current magnitudes in the objective function can incentivise the solver to minimise the residuals of the relaxed constraints and, thus, yield an exact solution. The objective function is augmented with a term $\epsilon \sum_{l \in L} f_l$, with $\epsilon$ a chosen penalty factor. Table IV shows that a penalty of 1-2% can render the augmented relaxations exact in the above-mentioned cases. Figure 5 shows, for two examples, how the value of the penalty affects tightness and optimality. Tightness of the relaxations increases when the penalty increases. With a penalty of 1%, the sub-optimality introduced in these examples is negligible (Figure 5, above) or small (0.3%, Figure 5, below).

**V. CONCLUSION**

Convex relaxations of the Optimal Power Flow problem are essential not only for identifying the globally optimal solution (or a lower bound of it, if inexact) but also for enabling the use of OPF formulations in Bilevel Programming and Mathematical Programs with Equilibrium Constraints (MPEC), which are required for solving problems such as the TSO/DSO coordination or optimal network investment. This paper focuses on active distribution networks, and (i) introduces a unified mathematical and simulation framework to assess the three most promising formulations for practical applications, (ii) it extends them to retain exactness and (iii) to consider reactive power injections. All three approaches [10]–[12] consider a number of the practical limitations existing in real distribution networks, such as voltage limits and/or current limits, and supply sufficient conditions under which they can guarantee that the determined optimal point is feasible to the original OPF problem. Our work is the first, to our knowledge, to compare and examine the extent of the applicability of the proposed methods under realistic conditions. We provide the simulation data, with the required modifications that facilitated the comparison, in an on-line appendix for future use by the interested reader [13].

Our results show that the augmentations can lead to a non-negligible shrinkage of the feasible space of the original OPF problem and can incur sub-optimality and infeasibility under realistic operating conditions. Despite that, we show that the methods do retain exactness in cases that are not encompassed by their initially proposed sufficient conditions. For inexact cases with a zero relaxation gap, we include a small penalty on current magnitudes in the objective function that substantially increases the range of cases where an exact solution is recovered. Finally, we specify the use of a numerical threshold.

---

**TABLE IV**

| method | test case | IEEE34 $e = 0$ | IEEE34 $e = 0.01$ | IEEE123 $e = 0$ | IEEE123 $e = 0.01$ |
|--------|-----------|----------------|------------------|----------------|------------------|
| [10]   | NS-C$^{\text{NS}}$ | 25% 0% | 19% 0% | 25% 0% | 19% 0% |
| [10]   | NS-NC$^{\text{NS}}$ | 100% 0% | 100% 0% | 100% 0% | 100% 0% |
| [12]   | NS-C$^{\text{NS}}$ | 100% 0% | 100% 0% | 100% 0% | 100% 0% |
| [12]   | S-C$^{\text{NS}}$ | 100% 0.3% | 100% 0% | 100% 0% | 100% 0% |

(a) OF = $P_L^t + \epsilon \sum_{l \in L} f_l$, current limit 2 p.u.
(b) OF = $(Q_L^t - 0^2) + \epsilon \sum_{l \in L} f_l$.
(c) Capacitor banks with variable capacitance.
(d) 0% for $\epsilon = 0.02$. 

---

**Fig. 5.** Relaxation tightness (measured as largest relaxed constraint residual throughout the year) and sub-optimality (measured as average increase in true objective throughout the year when introducing the penalty) as a function of a penalty on squared current magnitudes in the objective function. Above: AR-OPF from [10] for NS-C-34 minimise active power import ($P_{\text{max}}^l = 2$ p.u.). Below: AR-OPF from [12] for S-C-34 minimising reactive power import deviation from a target $Q_{\text{ref}} = 0$.
to assess exactness: in our simulation results, it appears that when all residuals of the relaxed constraints are below $1\times10^{-2}$ p.u., the relaxation is exact.

From the three methods we examined in detail, we found that the solution from Nick et al. [12] is the most promising for general radial networks. If line shunts are negligible, then the solution method from Gan et al. [10] holds potential, as it is simpler. While this method does not originally include current constraints, our results suggest that exactness holds if we add the mild penalty on current magnitudes we have introduced. Finally, if the network experiences only mild reverse flows (which does not happen often in active distribution networks) and has negligible line shunts, the solution method from Huang et al. [11] could also be applied, as it can guarantee exactness under milder sufficient conditions.

Future research directions will focus on the integration of the method from Nick et al. [12] to bilevel programs for strategic bidding and TSO/DSO coordination. Promising directions also include (i) the formulation and proof of milder ex-ante conditions for exactness of the method from Nick et al. [12], with applications to both active and reactive power control, (ii) conditions for exactness of the method from Gan et al. [10] under binding current constraints, so as to better represent the range of networks and conditions these methods can be applied to, and (iii) multi-phase distribution networks [20], [21].
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