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Abstract

Background – In phase I clinical trials, historical data may be available through multi-regional programs, reformulation of the same drug, or previous trials for a drug under the same class. Statistical designs that borrow information from historical data can reduce cost, speed up drug development, and maintain safety.

Purpose – Based on a hybrid design that partly uses probability models and partly uses algorithmic rules for decision making, we aim to improve the efficiency of the dose-finding trials in the presence of historical data, maintain safety for patients, and achieve a level of simplicity for practical applications.

Methods – We propose the Hi3+3 design, in which the letter “H” represents “historical data”. We apply the idea in power prior to borrow historical data and define the effective sample size (ESS) of the prior. Dose-finding decision rules follow the idea in the i3+3 design [1] while incorporating the historical data via the power prior and ESS. The proposed Hi3+3 design pretabulates the dosing decisions before the trial starts, a desirable feature for ease of application in practice.

*This article reflects the views of the author and should not be construed to represent the views or policies of the U.S. Food and Drug Administration
Results – The Hi3+3 design is superior than the i3+3 design due to information borrow from historical data. It is capable of maintaining a high level of safety for trial patients without sacrificing the ability to identify the correct MTD. Illustration of this feature are found in the simulation results.

Conclusion – With the demonstrated safety, efficiency, and simplicity, the Hi3+3 design could be a desirable choice for dose-finding trials borrowing historical data.

1 Introduction

Phase I trials are the first-in-human studies using human subjects to test the potential therapeutic effects of a new drug. The goal of a phase I trial is to establish the safety profile of the drug in a dose-dependent manner, and to identify the maximum tolerated dose (MTD), defined as the highest dose with a toxicity probability close to or not higher than a target toxicity probability, say $p_T = 0.3$. With the input of the $p_T$ value for precise definition of the MTD, standard statistical designs aim to identify the highest dose close to $p_T$. More recently, interval-based designs also require the prespecification of an equivalence interval (EI), e.g., $(p_T - \epsilon_1, p_T + \epsilon_2)$ for small fractions of $\epsilon_1$ and $\epsilon_2$. For example, $p_T = 0.25$ and EI = (0.2, 0.3). The use of EI allows doses with probability of toxicity within the EI to be considered as the MTD as well, which can be elicited with trial clinicians. Statistical designs establish the MTD by assigning patients in an up-and-down manner over a grid of ascending dose levels. Typically, patients are enrolled in cohorts of certain size, say 3, and sequential dose-allocation decisions continuously assign patient cohorts to appropriate doses according to the designs and the observed DLT outcomes.

In modern drug development, historical data may be available for a drug in a future phase I dose-finding trials. For example, through multi-regional drug developmental programs, a drug that undergoes phase I trials in the Northern American region may be later tested in the Asian Pacific region with overlapping doses. Therefore, DLT data from North America may be borrowed to help improve the design and conduct of phase I trials in Asia Pacific. Other situations where historical data may be available include phase I trials using the same class of targeted therapies, or the same drug but with different formulation or tested in different disease indications. A statistical design borrowing information from historical data may increase the efficiency of the new trials, reduce their sample sizes, and enhance or maintain safety for trial patients.
Various statistical designs for phase I trials have been proposed and could be generally divided into two classes: rule-based designs and model-based designs. For rule-based methods, the 3+3 design \cite{2} and the i3+3 design \cite{11} both use prespecified decision rules to determine the dose for trial patients. Free of statistical models and model-based inferences, both designs are attractive to nonstatisticians and easy to implement in practice. However, i3+3 uses smarter rules that are mindful of variabilities in the observed data, is safer, and exhibits superior operating characteristics than the 3+3 design.

Model-based designs, such as the continuous reassessment method (CRM) \cite{3}, BLRM \cite{4}, and mTPI \cite{5}, use parametric curves or curve-free statistical models to describe dose-toxicity relationship. With statistical modeling, these designs may naturally incorporate historical data through prior distributions. For example, in \cite{6} the BLRM design is combined with meta-analytic prior \cite{7} to accommodate the “Co-Data” from historical or ongoing trials. More recently, the iCRM design \cite{8} proposes an informative “skeleton” for CRM to utilize historical information. Other related work based on CRM that incorporates different ethnic and age groups can be seen in \cite{9} and \cite{10}.

Interval-based designs \cite{5, 11–14} also use statistical models although the models do not assume a dose-response curve. Instead, toxicity outcomes and probabilities across different doses are assumed independent, and inference is centered around the EI and up-and-down decision rules. Recently, a new framework has been proposed for interval-based dose-finding designs to incorporate historical data, which gives rise to the iBOIN, iBOIN\textsubscript{R}, and iKeyboard designs \cite{8}. The framework considers an informative prior using skeletons similar to that in CRM and builds on the concept of prior effective sample size (PESS) \cite{15} for prior construction.

We propose the Hi3+3 design as a simple and safe method that incorporates historical trial data in a robust manner. Here, “robust” means that even when the historical data do not accurately reflect the true toxicity probabilities of the doses, the proposed design can still limit the chance of exposing patients from being exposed to overly toxic doses. This is an important practical feature in borrowing historical data for dose-finding designs, since the noise and variabilities in the historical data must be mitigated when they affect the safety of the designs. To borrow information from historical data and still achieve robustness, the proposed Hi3+3 design resorts to a hybrid framework that includes two components. Component I uses model-based inference to derive the dose-dependent effective sample size (DESS) through a power prior \cite{16} and component II is a model-free
dose-finding algorithm following the same idea in the i3+3 design. In other words, statistical models are used to assist the model-free decision making in determining DESS, therefore the term “hybrid”.

The remainder of the paper is organized as follows. In Section 2, we introduce the power prior \[16\] and a model-free dose-finding algorithm. Section 3 presents the pretabulated decision tables for Hi3+3, a useful feature in practice. Section 4 conducts simulations to assess the performance of Hi3+3 compared to i3+3. Section 5 briefly discusses the savings in sample size using Hi3+3, and section 6 ends the paper with a discussion. Additional theoretical justification and numerical results illustrating the performance of various designs are provided in the Appendix.

An online R Shiny tool [https://hi3design.shinyapps.io/hi33_r_shiny/] is provided to illustrate the Hi3+3 design.

2 Trial Design

2.1 Component I: Probability Model for Historical Data

We use the power prior \[16\], in the form of \( p(y|\theta) = \omega \pi(\theta) \) to incorporate historical data from previous clinical trials. The power prior can be viewed as a “down-weighted posterior” based on an initial (noninformative) prior \( \pi(\theta) \), a likelihood function of the historical data \( p(y|\theta) \), and a discounting factor \( \omega \) that “weakens” the likelihood. The parameter \( \omega \) represents the amount of information borrowed from the historical data, and usually ranges from 0 to 1. Specifically, \( \omega = 0 \) means no information is borrowed whereas \( \omega = 1 \) implies the historical data weights the same as the data to be obtained in the future trial, i.e., historical data is fully borrowed. A value between 0 and 1 means the historical data is down-weighted and only partial information is borrowed.

Assume a subset of doses of the drug is overlapping in the previous and current trials, that is, the doses \( \{1, ..., D\} \) in the current trial contain some doses from the historical trial and others that are not. To be specific, denote the historical data \( M_0 = \{(x_{0d}, n_{0d})|d = 1, ..., D\} \), where \( d = 1, ..., D \) doses, in which \( n_{0d} \) is the number of patients treated and \( x_{0d} \) the number of patients experience DLTs at dose \( d \). For the doses not used in previous trials, set \( x_{0d} = n_{0d} = 0 \).

For the historical data, a binomial likelihood function is constructed assuming \( x_{0d}|p_d \sim \)
An initial vague prior $p_d \sim \pi_0(p_d) = \text{beta}(a_0, b_0)$ is assumed, where $a_0 = b_0 = 0.005$. They represent a vague prior for the binomial likelihood with a tiny effective sample size of 0.01 \cite{15}.

We propose a modified power prior to borrow information given by

$$
\pi(p_d|x_{0d}, n_{0d}, \omega_{0d}) \propto \prod_{d=1}^{D} p(x_{0d}|p_d)^{\omega_{0d}}\pi_0(p_d)
= p_d^{\omega_{0d}x_{0d}}(1 - p_d)^{\omega_{0d}(n_{0d} - x_{0d})} p_d^{a_0 - 1}(1 - p_d)^{b_0 - 1}
= p_d^{\omega_{0d}x_{0d} + a_0 - 1}(1 - p_d)^{\omega_{0d}(n_{0d} - x_{0d}) + b_0 - 1}.
$$

(1)

Here $p(x_{0d}|p_d)$ is the binomial density of $x_{0d}$ and $\omega_{0d} \in [0, 1]$ is the dose-dependent power parameter for dose $d$. Duan et al. \cite{17} noted that the construction in (1) violates the likelihood principle if the power parameters $\omega_{0d}$ are treated as random quantity and assigned a prior distribution. Therefore, a proper construction with a prior on $\omega_{0d}$ requires inclusion of the normalizing constant $\int p(x_{0d}|p_d)^{\omega_{0d}}\pi_0(p_d)dp_d$ as a function of the power parameter. However, we resort to a different and simpler approach. We fix $\omega_d$ at a value that is expected to induce desirable safe decisions for patients in the trial but also allow maximum borrowing. This will be explained in Section 2.3. Because $\omega_d$’s are fixed in our construction, the modified power prior (1) does not violate the likelihood principle.

It is immediate that (1) follows a beta distribution, i.e.,

$$
p_d|x_{0d}, n_{0d}, \omega_{0d} \sim \text{beta}(\omega_{0d}x_{0d} + a_0, \omega_{0d}(n_{0d} - x_{0d}) + b_0)
= \text{beta}(a_d, b_d),
$$

(2)

with $a_d = \omega_{0d}x_{0d} + a_0$ and $b_d = \omega_{0d}(n_{0d} - x_{0d}) + b_0$, for $d = 1, \ldots, D$. The power prior mean of $p_d$ is $\hat{p}_d = a_d/(a_d + b_d)$. The power parameter $\omega_{0d}$ weights the historical information relative to the information in the current trial data, and thus controls the influence of the historical data on the inference of the current trial, in a dose-dependent fashion.

Using $\omega_{0d}$, we quantify the amount of information contained in the prior by the effective sample size (ESS). Again, we resort to \cite{15} which argues that a beta prior distribution $\text{beta}(a, b)$ has ESS $(a + b)$ for a binomial likelihood. Therefore, for each dose $d$, the dose-dependent effective sample size (DESS) is

$$
m_d = a_d + b_d = a_0 + b_0 + \omega_{0d}n_{0d}, \ d = 1, \ldots, D.
$$
The DESS quantifies the amount of borrowed information and will be used for dose-finding rules later. However, in order to enforce the monotonic assumption of dose-toxicity relationship, we take one more action on the power prior: we perform isotonic regression \[18\] on the power prior mean \( \hat{p}_d \) and denote the transformed mean \( p_d^* \). As a result, the corresponding isotonic-transformed power prior can be denoted as

\[ p_d | x_{0d}, n_{0d}, w_{0d} \sim \text{beta}(a_d^*, m_d - a_d^*) \] (3)

where \( a_d^* = m_d \cdot p_d^* \) is the isotonic-transformed parameter induced by \( p_d^* \). It could be interpreted as the prior expected number of DLT since \( E(p_d) = a_d^* / m_d \) based on (3). This interpretation will be exploited in Component II next. Importantly, the DESS of (3) is still \( m_d \), i.e. the isotonic transformation does not change the DESS. The isotonic-transformed power prior means \( p_d^* \)'s along with the DESS \( m_d \)'s will be used for Component II of the Hi3+3 design, explained next.

An example  To illustrate the steps in Component I, consider historical trial data for a completed dose-finding trial with \( D = 5 \) doses and observed outcome \( \{(x_{0d}, n_{0d})\}_{d=1}^5 = \{(1,6), (0,3), (0,3), (2,6), (3,3)\} \). Suppose \( w_{0d} = 1 \) for illustrative purpose. According to (1), before the isotonic transformation, the power prior (2) for each of the five doses is \( \text{beta}(1.5, 5.5), \text{beta}(0.5, 3.5), \text{beta}(2.5, 4.5), \text{beta}(3.5, 0.5) \), respectively. The corresponding power prior means are \( \hat{p}_1 = 0.214, \hat{p}_2 = 0.125, \hat{p}_3 = 0.125, \hat{p}_4 = 0.357, \hat{p}_5 = 0.875 \) and the DESS are \( m_1 = 7, m_2 = 4, m_3 = 4, m_4 = 7, m_5 = 4 \) for the five doses. After the isotonic transformation using the pool adjacent violator algorithm \[19\], the isotonic-transformed power prior means become \( p_1^* = 0.154, p_2^* = 0.154, p_3^* = 0.154, p_4^* = 0.357, p_5^* = 0.875 \). Keeping the same DESS \( \{m_d\}_{d=1}^5 \), the isotonic-transformed power prior (3) for the five doses become

\[ \text{beta}(1.078, 5.922), \text{beta}(0.616, 3.384), \text{beta}(0.616, 3.384), \text{beta}(2.5, 4.5), \text{beta}(3.5, 0.5), \]

with prior expected number of DLTs \( m_d \times p_d^* \) given by,

\[ a_1^* = 1.078, a_2^* = 0.616, a_3^* = 0.616, a_4^* = 2.5, a_5^* = 3.5. \]

2.2 Component II: Dose-finding algorithm

We apply the principles in the i3+3 design and utilize the power prior (3) for decision making. Let \( p_T \) (e.g. \( p_T = 0.3 \)) denote the target probability of toxicity for the true MTD
and the equivalent interval be $EI = (p_T - \epsilon_1, p_T + \epsilon_2)$ (e.g. $EI = (0.25, 0.35)$, with $\epsilon_1 = \epsilon_2 = 0.05$). Suppose dose $d$ is the current dose administered to enrolled patients, $n_d$ the number of patients that have been treated, and $x_d$ the number of patients that have experienced DLTs at dose $d$, respectively. Denote the current trial data by $M = \{(x_d, n_d), d = 1, ..., D\}$. Also, denote $W = \{\omega_{0d}, d = 1, ..., D\}$ the set of dose dependent power parameters. Finally, recall that $M_0 = \{(x_{0d}, n_{0d}), d = 1, ..., D\}$ denotes the historical data on the $D$ doses, with $n_{0d} = 0$ for doses not in the historical data.

Below, we first present the decision rules for dose finding using Hi3+3, and explain the logic behind. At the current dose $d$, calculate two quantities $(x_d + a_d^*, n_d + m_d)$, $(x_d + a_d^* - 1, n_d + m_d)$.

**Algorithm 1:**

- If $\frac{x_d + a_d^*}{n_d + m_d}$ is below the EI, escalate “E” and enroll patients at the next higher dose ($d+1$);
- Else, if $\frac{x_d + a_d^*}{n_d + m_d}$ is in the EI, stay “S” and continue to enroll patients at current dose $d$;
- Else, if $\frac{x_d + a_d^*}{n_d + m_d}$ is above the EI, there are two scenarios:
  1. If $\frac{x_d + a_d^* - 1}{n_d + m_d}$ is below the EI, stay “S” and continue to enroll patients at the current dose $d$;
  2. Else, de-escalate “D” and enroll patients at the next lower dose ($d-1$).

The decisions rules above follow the idea in the i3+3 design, which use $(\frac{x_d}{n_d}, \frac{x_d - 1}{n_d})$ instead of the two fractions $(\frac{x_d + a_d^*}{n_d + m_d}, \frac{x_d + a_d^* - 1}{n_d + m_d})$ in algorithm 1. The two new fractions are used to incorporate historical data. Recall that the power prior in (3) for a dose $d$ implies that $m_d$ patients have been treated and an expected number of $a_d^*$ patients have DLTs in the historical data. Therefore, Hi3+3 combines the historical data and the current trial data in the following way: 1) consider $m_d$ as the effective “number” of treated patients and $a_d^*$ the effective “number” of patients having DLT in the historical data, and 2) combining them with current data $n_d$ and $x_d$, we arrive at a combined total of $(n_d + m_d)$ treated patients and $(x_d + a_d^*)$ patients experienced DLTs at dose $d$. Based on this intuition, the Hi3+3 dose-finding algorithm follows directly i3+3, as shown in Algorithm 1.

**Safety rules** Similar to the i3+3 design, we add two safety rules as ethical constraints to avoid excessive toxicity:
Safety rule 1 (early termination): Suppose that the lowest dose, dose 1, has been used to treat patients, i.e., $n_1 > 0$. If $Pr(p_1 > p_T|M_0, M, W) > \xi$ for $\xi = 0.95$, terminate the trial due to excessive toxicity.

Safety rule 2 (dose exclusion): For any dose $d$, if $n_d > 0$ and $Pr(p_d > p_T|M_0, M, W) > \xi$ for $\xi = 0.95$, then dose $d$ and higher doses are removed from the trial. Any future escalation to dose $d$ will be changed to “S”, stay.

The posterior distribution in both safety rules is based on the combined data from the current trial and the historical trial. In particular, we use $beta(x_d + a_d^* + 1 - a_0, n_d - x_d + m_d - a_d^* + 1 - b_0)$ that corresponds to a posterior based on an isotonic-transformed power prior for the historical data and the binomial likelihood for the current trial data. Appendix A gives an explanation for the use of this beta posterior distribution.

Lastly, under the Hi3+3 design, a trial is terminated either when a prespecified sample size is reached or according to Safety rule 1.

2.3 Determination of $\omega_0d$

In the isotonic transformed power prior, the DESS for dose $d$ is controlled by $\omega_0d$, which represents the amount of information borrowed from historical data for each dose. Ideally, one should borrow more if the historical data at dose $d$ is “compatible” with the true toxicity probability of the dose. For example, if the true probability is 0.3, and the historical data is $(x_0d, n_0d) = (1, 3)$, the data is compatible. It is not compatible if $(x_0d, n_0d) = (3, 3), (2, 3), (0, 3)$. However, in practice the true toxicity probabilities are unknown and therefore it is not possible to identify which dose has compatible historical data. Therefore, researchers tend to focus on the determination of ESS through practical considerations. For example, the iBOIN design \cite{8} uses a fixed ESS $\in \left[1/3(N/D), 1/2(N/D)\right]$ where $N$ is the maximum sample size and $D$ is the number of doses for the current trial. We take a different approach to determine $\omega_0d$ and DESS based on the compatibility between the historical data and the expected data from the current trial. The proposed approach aims to ensure the safety of the design, limiting the frequency of aggressive decisions when borrowing information from historical data.

The Hi3+3 dose-finding Algorithm 1 in Section 2.2 can be thought of as the i3+3 design using the pseudo data $(x_d + a_d^*, n_d + m_d)$ where $(a_d^*, m_d)$ are the pseudo number of patients
with DLTs and pseudo number of patients treated at dose \( d \) from the historical data. Both quantities \((a^*_d, m_d)\) are functions of \( \omega_{0d} \) which control the amount of information borrowed. If no information is borrowed, the algorithm reduces to the i3+3 design based on the current trial data \((x_d, n_d)\) at dose \( d \). Specifically, we propose the following three conditions to help determine the power parameters \( \omega_{0d} \)'s. We first define that decision “A” is a more aggressive decision than “B” if “A” leads to a higher dose level for future patients than “B”. For example, “E” – escalate to the next higher dose is more aggressive than “S” – stay (“S”) at the current dose, which in turn is more aggressive than “D” – de-escalate to the next lower dose.

**Condition 1 (\( \alpha \)-Tolerability):** A value of \( \omega_{0d} \) is said to satisfy the \( \alpha \)-Tolerability condition if for a maximum number of patients \( n_d \) at a dose \( d \), say \( n_d = 15 \), the Hi3+3 decisions that borrow from historical data (i.e., based on \((x_d + a^*_d, n_d + m_d)\)) contain no more than \( \alpha \) proportion of more aggressive decisions than the i3+3 decisions that do not borrow (i.e., based on \((x_d, n_d)\)). Here, \( \alpha \) is a tuning parameter that is specified by the trial designer, e.g. \( \alpha = 0.1 \).

**Condition 2 (K-Ceiling):** For fixed \( a_0 \) and \( b_0 \), a value of \( \omega_{0d} \) is said to satisfy K-Ceiling condition if it does not lead to \( m_d > K \), where \( K \) is a prespecified threshold (say, \( K = 9 \)). Note \( m_d = a_0 + b_0 + \omega_{0d} \cdot n_{0d} \).

Condition 2 restricts the historical information from having too much effect on the current trial, by limiting the value of DESS to be no more than \( K \), where \( K \) (e.g. \( K = 9 \)) is a threshold specified in advance.

**Condition 3 (Retaining):** A value of \( \omega_{0d} \) must not lead to exclusion of a dose in the trial based on the historical data \( M_0 \) alone. This means \( Pr(p_d > p_T | M_0, W) \), calculated under beta\( (a^*_d + 1 - a_0, m_d - a^*_d + 1 - b_0) \), must be less than \( \xi \), say \( \xi = 0.95 \).

This condition states that a candidate dose included in the current trial must not be deemed unacceptable and overly toxic under the isotonic transformed power prior.

To calculate the maximum \((\omega_{01}, ..., \omega_{0D})\) that satisfies the three conditions, we need to solve a multidimensional constrained optimization problem that involves a nonlinear
isotonic transformation of functions of $\omega_{0d}$’s (for Condition 1). This is complex and time-consuming. Instead, we propose an effective computational algorithm to determine $\omega_{0d}$’s that satisfy all three conditions. The algorithm essentially approximates the true solution of the optimization problem by 1) isotonically transforming the historical data, 2) using bisection to find the $\omega_{0d}$’s that satisfy the three conditions under the transformed historical data, which is much easier, and 3) isotonically transforming the implied power prior in 2) again and solves for the final $\omega_{0d}$’s.

Algorithm 2:

**Step 1:** Generate pseudo historical data by conducting isotonic transformation on the historical data. Denote the historical data $M = \{(x_{0d}, n_{0d}) | d = 1, ..., D\}$ and denote $\hat{D} = \{d | n_{0d} \neq 0, d = 1, ..., D\}$. Let $p_{0d} = x_{0d}/n_{0d}$ when $d \in \hat{D}$. For $(d_1, ..., d_k) \in \hat{D}$, denote $(p_{0d_1}', ..., p_{0d_k}')$ as the isotonic transformation of $(p_{0d_1}, ..., p_{0d_k})$. For $d \notin \hat{D}$, $p_{0d}'$ is randomly generated from the uniform distribution between the $p_{0d}'$s of the adjacent lower and higher doses of $d$ in $\hat{D}$. Let $x_{0d}' = n_{0d}p_{0d}'$ and $M' = \{(x_{0d}', n_{0d}) | d = 1, ..., D\}$ is the pseudo historical data.

**Step 2:** Determine an intermediate set of $(\omega_{01}', ..., \omega_{0D}')$ using bisection to ensure the three conditions are satisfied based on the pseudo historical data. Denote the initial prior as $beta(a_0, b_0)$. Given the pseudo historical data from step 1, the power prior is $beta(a_d', b_d') = beta(x_{0d}' \omega_{0d}' + a_0, (n_{0d} - x_{0d}') \omega_{0d}' + b_0)$. Under this pseudo prior in Hi3+3, use bisection to calculate the maximum $\omega_{0d}'$ on each dose $d$ that satisfies the three conditions. Under the maximum $\omega_{0d}'$, the estimated prior mean is $p_d' = a_d'/(a_d' + b_d')$ which may not be monotonic across doses.

**Step 3:** Conduct isotonic transformation on the prior means $(p_1', ..., p_D')$ to obtain a monotonic vector $(p_1^\ast, ..., p_D^\ast)$ and reversely solve the corresponding weight $(\omega_{01}^\ast, ..., \omega_{0D}^\ast)$. Let $(p_1^\ast, ..., p_D^\ast)$ denote the isotonic transformed $(p_1', ..., p_D')$. We want to obtain a prior $beta(a_d^\ast, b_d^\ast) = beta(x_{0d}^\ast \omega_{0d}^\ast + a_0, (n_{0d} - x_{0d}^\ast) \omega_{0d}^\ast + b_0)$ where $a_d^\ast/(a_d^\ast + b_d^\ast) = p_d^\ast$ for $d = 1, ..., D$. Therefore,

$$
\omega_{0d}^\ast = \begin{cases} 
\frac{a_0 - p_d'(a_0 + b_0)}{p_d'n_{0d} - x_{0d}} & d \in \hat{D} \\
1 & d \notin \hat{D}
\end{cases}
$$

Theoretically, there is no guarantee that the $\omega_{0d}^\ast$’s would satisfy the three conditions; only the $\omega_{0d}'$’s in step 2 would. But for pseudo historical data, however, we find that in practice for small phase I trial data usually with no more than a dozen of patients per
dose, the algorithm works remarkably well. For example, using massive simulations with
randomly generated historical data, the $\omega_{0d}'s$ obtained by Algorithm 2 all satisfy the three
conditions. Specifically, in a dataset of 1,000 random historical trials, Algorithm 2 generate
DESS's that lead to fewer than $\alpha$ proportion of more aggressive decisions ($\alpha$-Tolerability),
are no larger than $K$ (K-Ceiling), and retain all doses based on the power prior (Retaining).

2.4 Estimation of MTD

Hi3+3 uses the same procedure as i3+3 to estimate the MTD at the end of the trial, which
is based on isotonic-transformed posterior mean of $p_d$ under the binomial likelihood for the
observed data $\{(x_d,n_d)\}$ and a prior for $p_d$. We first decide a set of candidate MTD doses
based on inference using two priors for $p_d$: prior 1) the power prior $\text{beta}(a_d^*, m_d - a_d^*)$ in (3)
and prior 2) an initial vague prior $\text{beta}(a_0, b_0)$ where $a_0 = b_0 = 0.005$. Under each prior, we
obtain the posterior means of the corresponding posterior beta distributions, and apply the
isotonic transformation on the posterior means to obtain the transformed posterior means
$\tilde{p}_{1,d}$ for prior 1) and $\tilde{p}_{2,d}$ for prior 2). Then define a set of candidate doses for MTD as

$$D_{safe} = \{d | n_d > 0, \ \tilde{p}_{1,d} \leq p_T + \epsilon_2 \ or \ \tilde{p}_{2,d} \leq p_T + \epsilon_2\}.$$ 

In words, $D_{safe}$ contains a set of doses that has been used in the trial with an isotonic-
transformed posterior mean less than the upper bound of the EI based on either of the
two priors. We found through simulation studies that selecting MTD from $D_{safe}$ using two
priors improves the selection accuracy of Hi3+3 compared to from a set using only one
prior, say the power prior.

Lastly, the estimated MTD $d^*$ is the dose in $D_{safe}$ with the smallest difference between
$\tilde{p}_{1,d}$ and the target $p_T$, i.e.,

$$d^* = \arg \min_{d \in D_{safe}} |\tilde{p}_{1,d} - p_T|.$$

In words, the final MTD $d^*$ has the smallest distance between $\tilde{p}_{1,d}$ and the target $p_T$. If
more than one dose of $d^*$ exists, it means there are doses for which the value $\tilde{p}_{1,d}$'s are
the same. Then we choose MTD according to the following simple rules following i3+3:

a) If $\tilde{p}_{1,d^*} > p_T$, the estimated MTD is the lowest dose in $d^*$.

b) If $\tilde{p}_{1,d^*} \leq p_T$, the estimated MTD is the highest dose in $d^*$. 

11
3 Pretabulated Decision Tables

An important feature of the Hi3+3 design is the pretabulated decision tables before the trial starts. This feature allows the investigators to examine, calibrate, and agree on the dosing decisions during the designing stage of the trial. In the interval designs such as the i3+3 design, a single decision table provides the decisions across all the doses. However, in the Hi3+3 design, due to the use of DESS, a separate decision table is needed for each dose. In particular, the available decisions are \{D, S, E\}, representing the decisions to de-escalate to the next lower dose, stay at the same dose, and escalate to the next higher dose, respectively. These decisions can be denoted as \(A_d(M_0, M, W) \in \{D, S, E\}\), a mapping from the historical data \(M_0\), the observed data \(M\), and DESS \(W\) to one of the three decisions.

An example is presented in Figure 1, which includes a fourth letter “U” indicating that the dose is unacceptable due to toxicity and is removed based on our Safety rule 2. Five decision tables of the five doses in Scenario 4 used in the simulation study in Section 4.2 are displayed.

4 Numerical Examples

4.1 Simulation Study

Simulation studies with comparisons and sensitivity analyses are conducted to assess the performance of Hi3+3. For comparison, we include the i3+3 design as a comparison to illustrate the impact of borrowing information from historical data. Comparison to a couple of other designs, iBOIN and iBOIN\(_R\), also borrowing information is provided in Appendix B.

Fixed scenarios We assume \(D = 5\) doses and the target DLT probability \(p_T = 0.3\). Both simulated trial data and historical data are generated based on different scenarios that specify the true dose toxicity probabilities. For the simulated trials, a sample size of 30 patients is used and patients enroll with a cohort size of 3. For the Hi3+3 and i3+3 designs, the EI is \((p_T - 0.05, p_T + 0.05)\). For Hi3+3, we set \(\alpha = 0.1\) and \(K = 9\). For the iBOIN design, we follow Zhou et al. [8] and use the isotonic pseudo prior as the skeleton and set the ESS of each dose as 3. For the iBOIN\(_R\) design, given the skeleton with dose
Figure 1: Left right and top down are five decision tables of five doses under the Hi3+3 design, with historical data \{((0,3), (1,6), (1,6), (2,9), (3,6))\} and \(\omega_0 = (0.59, 0.50, 0.51, 0.57, 1)\) for the five doses. The decision tables become more “conservative” with more “D”’s and “DU”’s and less “E”’s, as the historical data on each dose show more toxicity.
$d^*$ as the prior estimator of the MTD, if $d^* > D/2$, the ESS is set as $(n_0, ..., n_{d^*}, 0, ..., 0)$. Under each simulation scenario, we generate a set of historical data $\{x_{0d}, n_{0d}\}$ for all five doses, and generate 10,000 simulated trials with the same historical data. The historical trial data is generated using arbitrary true toxicity probabilities, with a historical trial sample size of 30.

We use a total of 13 scenarios (Figure 5) that represent a variety of dose-toxicity relationships. In the first nine scenarios, the current trials use exactly the same doses as the historical trials, and in the last four scenarios, some new doses are included in the current trials. Also, in the first five scenarios, the historical data is compatible with the true toxicity probabilities and therefore, when borrowed, would improve the design and inference for the current trial. Here, “being compatible” means that the observed toxicity rates are similar to the true toxicity probabilities at various doses. Specifically, if a reasonable design is used to analyze the data, the dose corresponding to the true MTD would be identified as the estimated MTD using the historical data. In scenarios 6-9, the observed data severely deviate from the true toxicity probabilities. Therefore, borrowing from the historical data from these scenarios may not improve the design or inference for the current trial, since they do not reflect the true toxicity probabilities of the doses. In other words, the historical information is inaccurate in these scenarios. In scenarios 10-13, three doses are used in historical data and two new doses are included in the current trials. In scenarios 10 and 11, new doses are extrapolated and added above the highest dose from the historical data and in scenarios 13 and 14, new doses are interpolated and inserted between the existing doses.

Random scenarios To corroborate the conclusions obtained from the above simulations in fixed scenarios, we further generated a large number of 1,000 random scenarios to evaluate the overall performances. Scenarios are generated based on the pseudo-uniform algorithm [20]. The first set of 20 scenarios are plotted in Figure 2. Generation of the historical data is the same as in the fixed scenarios.
4.2 Simulation Results

Fixed scenarios  We evaluate the performance of the designs based on several metrics assessing the reliability (in terms of the ability to identify the MTD) and safety. The simulation results for the 13 fixed scenarios are presented in Table 5 and Table B1 in Appendix B. We provide a summary of results in Table 5 next, focusing on the comparison to i3+3 and the benefits of borrowing information using power prior and DESS. A desirable design should demonstrate a good balance between patient safety and ability to identify the true MTD.

When the historical data is compatible with the true toxicity probabilities, favorable prior distributions can be elicited by the Hi3+3 design, which in turn improve its performance in all the metrics. This is seen for scenarios 1-5 in which the i3+3 design is no match for Hi3+3. For example, Hi3+3 yields higher PCS (probability of correct selection of MTD), lower percentages of patients treated over MTD, and lower percentages of selecting
dose over MTD than i3+3.

In scenarios 6-9, the historical data leads to mis-specified priors. Interestingly, Hi3+3 is robust and does not exhibit reduced performance when compared with i3+3.

Scenarios 10 and 11 examine the cases that new and higher doses are extrapolated and added to the trial, at which no historical data are available. Hi3+3 assumes the historical data for the newly added doses has no information (n_{od} = 0 for the added doses). The performance of Hi3+3 is driven by the observed historical data on existing doses. For example, in scenario 10, historical data at dose 3 suggests that the dose is safe and Hi3+3 tends to escalate more often than i3+3; in contrast, scenario 11 presents an opposite case where Hi3+3 is less likely to escalate to new doses.

Scenarios 12 and 13 include interpolated doses and the Hi3+3 design shows similar traits in its performance, which are largely driven by the historical data. In general, the design does well when compared to the i3+3 design.

Random scenarios Table 1 shows a few operating characteristics for the random scenarios. In a large scale, Hi3+3 shows higher probabilities of selecting the true MTD and assigns fewer patients to doses over the MTD (i.e., safer) than i3+3.

|                     | Hi3+3  | i3+3  |
|---------------------|--------|-------|
| #Correct Sel. of MTD| 0.693(0.213) | 0.561(0.134) |
| #Sel. over MTD      | 0.076(0.119) | 0.089(0.092) |
| #Pat over MTD       | 0.086(0.108) | 0.128(0.111) |
| #Tox                | 0.261(0.050) | 0.265(0.053) |
| #None Sel.          | 0.045(0.113) | 0.078(0.124) |

Table 1: Results of 1000 random scenarios

4.3 Sensitivity Analysis

Sensitivity analysis is conducted to further evaluate the Hi3+3 design. First, we investigate the effect of the parameter \(\alpha\), which impacts the decision tables of the Hi3+3 design. The larger its value, the larger \(\omega_{od}\) and more information borrowed. Using scenarios 1-5, we conduct simulations by setting \(\alpha = 0.05, 0.10, 0.10, 0.12, 0.15, \) and 0.20 respectively. Table 2 shows that as \(\alpha\) increases, the PCS is higher but the probability of patients treated over
MTD also increases. The median values $\alpha = 0.1$ and $\alpha = 0.12$ lead to high safety and reasonable reliability when compared to other values. In practice, we recommend starting $\alpha$ at 0.1 or 0.12, and calibrating its value until desirable simulation results are reached by investigators.

| Hi3+3 | #Correct Sel. of MTD | #Sel. over MTD | #Sel. under MTD | #None Sel. at MTD | #Pat. over MTD | #Pat. under MTD | #Tox |
|-------|----------------------|---------------|----------------|------------------|----------------|----------------|------|
| $\alpha=0.05$ | 0.680 | 0.108 | 0.211 | 0.001 | 0.339 | 0.092 | 0.568 | 0.218 |
| $\alpha=0.08$ | 0.754 | 0.095 | 0.151 | 0.000 | 0.358 | 0.100 | 0.542 | 0.225 |
| $\alpha=0.10$ | 0.816 | 0.080 | 0.104 | 0.000 | 0.445 | 0.116 | 0.439 | 0.248 |
| $\alpha=0.12$ | 0.815 | 0.100 | 0.085 | 0.000 | 0.470 | 0.123 | 0.406 | 0.251 |
| $\alpha=0.15$ | 0.838 | 0.092 | 0.070 | 0.000 | 0.496 | 0.123 | 0.381 | 0.254 |
| $\alpha=0.20$ | 0.841 | 0.101 | 0.058 | 0.000 | 0.495 | 0.130 | 0.375 | 0.254 |
| i3+3 | 0.488 | 0.130 | 0.380 | 0.002 | 0.277 | 0.137 | 0.586 | 0.217 |

Table 2: Sensitivity analysis of Hi3+3 with different $\alpha$ values in the $\alpha$-Tolerability condition.

Next we conduct sensitivity analysis of $K$, the upper limit of the ESS. The results are summarized in Table 3. Three versions of the Hi3+3 design, with $K = \infty$, $K = 12$, and $K = 9$ are tested using scenarios 2 and 11 where historical data has a large sample size at some doses. In scenario 11, dose 3 has 18 patients in the historical data with the correct MTD, dose 4 receiving no patients. Hi3+3 does not assume any information is available on doses 4 and 5, and suffers from the incorrect data (6 DLTs out of 18 patients) on dose 3 from the historical trial. As a result, Hi3+3 could lead to a low PCS if $K = \infty$; i.e., there is no limitation of the prior ESS. By setting $K$ to 9 or lower, Hi3+3 design will not borrow too much incorrect information and therefore leads to better performance. Reversely, Scenario 2 shows that with correct historical data (compared to the truth), the limitation of ESS negatively lead to a slightly lower PCS. Combining observations for both scenarios and our experiences in real-world trials that typically do not enroll a large number of patients at a single dose, we recommend setting $K$ in a range of 9-15 patients. For example, in Table 5 with $K = 9$ Hi3+3 exhibits superior safety in Scenario 6.
5 Efficiency Improvement

An important advantage of incorporating historical information in phase I clinical trials is that the efficiency of the trial could be improved. This can be quantified by various metrics. For example, using historical data through the Hi3+3 design, the current trial may need a smaller sample size and achieve similar performances when compared to designs not borrowing information.

We conduct additional simulations to change the sample size of Hi3+3 and evaluate the influence of incorporating historical data on the design with different sample sizes. Figure 1 presents results for three scenarios as examples. Summarizing the results in the three representative scenarios, we find that with a reduction from 30 patients as the sample size for i3+3 to about 24 patients for Hi3+3, the reliability and safety performance of the two designs are comparable. In other words, a reduction of 20% in sample size is achievable with Hi3+3 when compared to i3+3. Such reduction might be more or less if the historical data is believed to be more or less trustworthy. For example, increasing $K$ allows more historical data to be borrowed and may increase the efficiency of the current trial design if historical data are believed to be trustworthy.
### (a) Truth and historical data for scenario 2

|     | 1  | 2  | 3  | 4  | 5  |
|-----|----|----|----|----|----|
| True Prob | 0.15 | 0.27 | 0.40 | 0.50 | 0.65 |
| history x | 0 | 9 | 0 | 0 | 0 |
| history n | 3 | 27 | 0 | 0 | 0 |

### (b) Simulation results for scenario 2

| Hi3+3 | #Correct | #Sel. over MTD | #Sel. under MTD | #None Sel. | #Pat. at MTD | #Pat. over MTD | #Pat. under MTD | #Tox |
|-------|----------|----------------|-----------------|------------|--------------|----------------|----------------|------|
| $K = \infty$ | 0.898 | 0.056 | 0.046 | 0.000 | 0.723 | 0.026 | 0.251 | 0.248 |
| $K = 12$ | 0.760 | 0.148 | 0.092 | 0.000 | 0.615 | 0.130 | 0.254 | 0.263 |
| $K = 9$ | 0.699 | 0.198 | 0.103 | 0.000 | 0.591 | 0.154 | 0.254 | 0.266 |
| $K = 6$ | 0.642 | 0.240 | 0.118 | 0.000 | 0.517 | 0.226 | 0.256 | 0.277 |
| i3+3 | 0.493 | 0.250 | 0.247 | 0.010 | 0.416 | 0.271 | 0.313 | 0.273 |

### (c) Truth and historical data for scenario 11

|     | 1  | 2  | 3  | 4  | 5  |
|-----|----|----|----|----|----|
| True Prob | 0.05 | 0.10 | 0.20 | 0.30 | 0.45 |
| history x | 2 | 0 | 6 | 0 | 0 |
| history n | 9 | 3 | 18 | 0 | 0 |

### (d) Simulation results for scenario 11

| Hi3+3 | #Correct | #Sel. over MTD | #Sel. under MTD | #None Sel. | #Pat. at MTD | #Pat. over MTD | #Pat. under MTD | #Tox |
|-------|----------|----------------|-----------------|------------|--------------|----------------|----------------|------|
| $K = \infty$ | 0.212 | 0.106 | 0.682 | 0.000 | 0.106 | 0.043 | 0.851 | 0.191 |
| $K = 12$ | 0.340 | 0.112 | 0.548 | 0.000 | 0.170 | 0.078 | 0.751 | 0.207 |
| $K = 9$ | 0.358 | 0.126 | 0.516 | 0.000 | 0.186 | 0.087 | 0.727 | 0.210 |
| $K = 6$ | 0.392 | 0.148 | 0.460 | 0.000 | 0.246 | 0.116 | 0.638 | 0.224 |
| i3+3 | 0.444 | 0.118 | 0.437 | 0.001 | 0.262 | 0.130 | 0.608 | 0.223 |

Table 3: Sensitivity analysis of values of $K$ for scenarios 2 and 11.
(a) Truth and historical data for scenario 14-1

|       | 1   | 2   | 3   | 4   | 5   |
|-------|-----|-----|-----|-----|-----|
| True Prob | 0.08 | 0.15 | 0.31 | 0.48 | 0.55 |
| history x | 0.00 | 3.00 | 5.00 | 0.00 | 0.00 |
| history n | 3.00 | 15.00 | 12.00 | 0.00 | 0.00 |

(b) Simulation results for scenario 14-1

|                      | #Correct | #Sel. of MTD | #Sel. over MTD | #Sel. under MTD | #None | #Pat. at MTD | #Pat. over MTD | #Pat. under MTD | #Tox   |
|----------------------|----------|--------------|----------------|-----------------|-------|--------------|----------------|-----------------|--------|
| samplesize=15        | 0.621    | 0.000        | 0.379          | 0.000           | 0.296 | 0.000        | 0.704          | 0.179           |
| samplesize=18        | 0.697    | 0.013        | 0.290          | 0.001           | 0.357 | 0.004        | 0.639          | 0.193           |
| samplesize=21        | 0.671    | 0.023        | 0.306          | 0.001           | 0.388 | 0.009        | 0.603          | 0.203           |
| samplesize=24        | 0.642    | 0.032        | 0.325          | 0.000           | 0.401 | 0.015        | 0.584          | 0.209           |
| samplesize=27        | 0.657    | 0.035        | 0.308          | 0.000           | 0.418 | 0.019        | 0.562          | 0.214           |
| samplesize=30        | 0.660    | 0.037        | 0.303          | 0.000           | 0.424 | 0.025        | 0.551          | 0.219           |
| samplesize=33        | 0.673    | 0.035        | 0.292          | 0.000           | 0.468 | 0.031        | 0.502          | 0.228           |
| samplesize=36        | 0.683    | 0.039        | 0.278          | 0.000           | 0.471 | 0.035        | 0.494          | 0.230           |
| samplesize=39        | 0.680    | 0.037        | 0.283          | 0.000           | 0.477 | 0.038        | 0.485          | 0.234           |
| samplesize=42        | 0.679    | 0.039        | 0.281          | 0.000           | 0.481 | 0.039        | 0.480          | 0.234           |
| samplesize=45        | 0.683    | 0.038        | 0.279          | 0.000           | 0.487 | 0.040        | 0.472          | 0.237           |

i3+3

|                      | #Correct | #Sel. of MTD | #Sel. over MTD | #Sel. under MTD | #None | #Pat. at MTD | #Pat. over MTD | #Pat. under MTD | #Tox   |
|----------------------|----------|--------------|----------------|-----------------|-------|--------------|----------------|-----------------|--------|
| samplesize=30        | 0.493    | 0.124        | 0.382          | 0.001           | 0.373 | 0.165        | 0.461          | 0.254           |

(c) Truth and historical data for scenario 14-2

|       | 1   | 2   | 3   | 4   | 5   |
|-------|-----|-----|-----|-----|-----|
| True Prob | 0.08 | 0.15 | 0.31 | 0.48 | 0.55 |
| history x | 0.00 | 0.00 | 1.00 | 3.00 | 3.00 |
| history n | 3.00 | 3.00 | 9.00 | 9.00 | 6.00 |

(d) Simulation results for scenario 14-2

|                      | #Correct | #Sel. of MTD | #Sel. over MTD | #Sel. under MTD | #None | #Pat. at MTD | #Pat. over MTD | #Pat. under MTD | #Tox   |
|----------------------|----------|--------------|----------------|-----------------|-------|--------------|----------------|-----------------|--------|
| samplesize=15        | 0.479    | 0.278        | 0.242          | 0.001           | 0.284 | 0.078        | 0.638          | 0.201           |
| samplesize=18        | 0.488    | 0.326        | 0.185          | 0.000           | 0.376 | 0.157        | 0.467          | 0.248           |
| samplesize=21        | 0.551    | 0.326        | 0.123          | 0.000           | 0.345 | 0.265        | 0.390          | 0.282           |
| samplesize=24        | 0.566    | 0.319        | 0.114          | 0.000           | 0.361 | 0.280        | 0.359          | 0.291           |
| samplesize=27        | 0.631    | 0.262        | 0.107          | 0.000           | 0.379 | 0.279        | 0.341          | 0.295           |
| samplesize=30        | 0.655    | 0.241        | 0.104          | 0.000           | 0.392 | 0.278        | 0.330          | 0.298           |
| samplesize=33        | 0.683    | 0.229        | 0.088          | 0.000           | 0.415 | 0.278        | 0.307          | 0.302           |
| samplesize=36        | 0.718    | 0.208        | 0.074          | 0.000           | 0.457 | 0.274        | 0.269          | 0.306           |
| samplesize=39        | 0.741    | 0.179        | 0.081          | 0.000           | 0.483 | 0.268        | 0.248          | 0.310           |
| samplesize=42        | 0.743    | 0.174        | 0.083          | 0.000           | 0.497 | 0.267        | 0.236          | 0.312           |
| samplesize=45        | 0.771    | 0.146        | 0.084          | 0.000           | 0.501 | 0.281        | 0.218          | 0.319           |

i3+3

|                      | #Correct | #Sel. of MTD | #Sel. over MTD | #Sel. under MTD | #None | #Pat. at MTD | #Pat. over MTD | #Pat. under MTD | #Tox   |
|----------------------|----------|--------------|----------------|-----------------|-------|--------------|----------------|-----------------|--------|
| samplesize=30        | 0.493    | 0.124        | 0.382          | 0.001           | 0.373 | 0.165        | 0.461          | 0.254           |
### Truth and historical data for scenario 14-3

|          | 1   | 2   | 3   | 4   | 5   |
|----------|-----|-----|-----|-----|-----|
| True Prob| 0.08| 0.15| 0.31| 0.48| 0.55|
| history x| 2.00| 1.00| 6.00| 0.00| 0.00|
| history n| 9.00| 9.00|12.00| 0.00| 0.00|

### Simulation results for scenario 14-3

|                | #Correct | #Sel. of Sel. | #Sel. over MTD | #Sel. under MTD | #None | #Pat. at MTD | #Pat. over MTD | #Pat. under MTD | #Tox |
|----------------|----------|---------------|----------------|-----------------|-------|--------------|----------------|-----------------|------|
| Hi3+3 samplesize=15 | 0.496    | 0.156         | 0.348          | 0.000           | 0.284 | 0.078        | 0.639          | 0.201           |      |
| Hi3+3 samplesize=18 | 0.495    | 0.193         | 0.312          | 0.000           | 0.312 | 0.114        | 0.574          | 0.221           |      |
| Hi3+3 samplesize=21 | 0.526    | 0.192         | 0.281          | 0.000           | 0.331 | 0.138        | 0.531          | 0.235           |      |
| Hi3+3 samplesize=24 | 0.525    | 0.202         | 0.273          | 0.000           | 0.343 | 0.156        | 0.500          | 0.246           |      |
| Hi3+3 samplesize=27 | 0.571    | 0.184         | 0.245          | 0.000           | 0.408 | 0.194        | 0.398          | 0.272           |      |
| Hi3+3 samplesize=30 | 0.584    | 0.170         | 0.246          | 0.000           | 0.420 | 0.195        | 0.385          | 0.276           |      |
| Hi3+3 samplesize=33 | 0.597    | 0.161         | 0.242          | 0.000           | 0.430 | 0.200        | 0.369          | 0.280           |      |
| Hi3+3 samplesize=36 | 0.619    | 0.145         | 0.236          | 0.000           | 0.438 | 0.198        | 0.364          | 0.281           |      |
| Hi3+3 samplesize=39 | 0.627    | 0.139         | 0.235          | 0.000           | 0.448 | 0.196        | 0.357          | 0.281           |      |
| Hi3+3 samplesize=42 | 0.643    | 0.111         | 0.246          | 0.000           | 0.458 | 0.187        | 0.356          | 0.282           |      |
| Hi3+3 samplesize=45 | 0.661    | 0.103         | 0.235          | 0.000           | 0.470 | 0.182        | 0.348          | 0.282           |      |
| i3+3 samplesize=30 | 0.499    | 0.119         | 0.381          | 0.001           | 0.376 | 0.162        | 0.462          | 0.254           |      |

Table 4: Evaluation of efficiency gain for the Hi3+3 design versus the i3+3 design.
6 Discussion

The Hi3+3 design is a simple design that extends i3+3 by incorporating historical data to improve the efficiency of phase I clinical trials. The simplicity is highlighted by the pretabulated decision tables for the candidate doses of the current trial. These tables are easy to understand and guide the decision making for all the enrolled patients throughout the entire trial.

Hi3+3 ensures safety for patients and trialists via the use of $\alpha$-Tolerability and $K$-Ceiling conditions. These conditions effectively limit the potentially biased and unsafe historical information from being abused for the decision making for current trial patients. This is a critical feature that safeguards the trial design and conduct. Users of Hi3+3 may adjust $\alpha$ and $K$ to calibrate the performance of Hi3+3, including safety. Once the $\alpha$ value is restricted to a relatively low level (e.g. the default value $0.1$), the risk of selecting and allocating doses over MTD is much reduced. As shown in the simulation, Hi3+3 remains safe even when the historical data is not compatible with the simulation truth.

Statistical modeling based on the power prior is extended in Hi3+3 as well. We propose to use dose-dependent ESS (DESS) to enforce better flexibility and safety. A limitation of Hi3+3 is that it could only decide the amount of information borrowed from historical data based on the toxicity outcomes of the trial, while in practice, there may be other baseline patients characteristics that could be modeled to better determine the similarities of patient populations in the historical trial and the current trial.
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### Scenario 1

| Target Tox Prob. = 0.3 | Selection Prob. | Num. of Pat. treated | Num. of Toxicity |
|------------------------|-----------------|----------------------|------------------|
|                        | Dosel level     | True Tox Prob. | His. Num. Tox | His. Num. Pat | Omega | H3+3 | i3+3 | H3+3 | i3+3 | H3+3 | i3+3 | H3+3 | i3+3 |
| 1                      | 0.30            | 6                | 27             | 0.24           | 0.839  | 0.545 | 23.662 | 17.691 | 7.080  | 5.280 |
| 2                      | 0.42            | 3                | 3              | 0.51           | 0.091  | 0.149 | 5.287  | 7.073  | 2.227  | 2.981 |
| 3                      | 0.50            | 0                | 0              | 1.00           | 0.009  | 0.028 | 0.310  | 1.603  | 0.153  | 0.804 |
| 4                      | 0.60            | 0                | 0              | 1.00           | 0.001  | 0.002 | 0.052  | 0.208  | 0.030  | 0.128 |
| 5                      | 0.65            | 0                | 0              | 1.00           | 0.000  | 0.000 | 0.002  | 0.015  | 0.002  | 0.010 |

Prob. of Select at MTD: 0.839 0.545
Prob. of Select over MTD: 0.101 0.177
Prob. of Pat. over MTD: 0.193 0.335
Prob. of Toxicity: 0.324 0.346
Prob. of No Selection: 0.061 0.278

### Scenario 2

| Target Tox Prob. = 0.3 | Selection Prob. | Num. of Pat. treated | Num. of Toxicity |
|------------------------|-----------------|----------------------|------------------|
|                        | Dosel level     | True Tox Prob. | His. Num. Tox | His. Num. Pat | Omega | H3+3 | i3+3 | H3+3 | i3+3 | H3+3 | i3+3 |
| 1                      | 0.15            | 0                | 3              | 0.70           | 0.081  | 0.242 | 7.187  | 8.967  | 1.083  | 1.323 |
| 2                      | 0.27            | 9                | 27             | 0.33           | 0.709  | 0.493 | 17.826 | 12.345 | 4.822  | 3.321 |
| 3                      | 0.40            | 0                | 0              | 1.00           | 0.165  | 0.210 | 3.845  | 6.601  | 1.527  | 2.659 |
| 4                      | 0.50            | 0                | 0              | 1.00           | 0.042  | 0.042 | 0.999  | 1.659  | 0.494  | 0.830 |
| 5                      | 0.65            | 0                | 0              | 1.00           | 0.002  | 0.002 | 0.119  | 0.213  | 0.078  | 0.136 |

Prob. of Select at MTD: 0.709 0.493
Prob. of Select over MTD: 0.209 0.254
Prob. of Pat. over MTD: 0.166 0.284
Prob. of Toxicity: 0.267 0.278
Prob. of No Selection: 0.001 0.011

### Scenario 3

| Target Tox Prob. = 0.3 | Selection Prob. | Num. of Pat. treated | Num. of Toxicity |
|------------------------|-----------------|----------------------|------------------|
|                        | Dosel level     | True Tox Prob. | His. Num. Tox | His. Num. Pat | Omega | H3+3 | i3+3 | H3+3 | i3+3 | H3+3 | i3+3 |
| 1                      | 0.08            | 0                | 3              | 0.70           | 0.001  | 0.022 | 3.669  | 4.646  | 0.305  | 0.374 |
| 2                      | 0.15            | 3                | 15             | 0.34           | 0.298  | 0.362 | 12.784 | 9.203  | 1.903  | 1.367 |
| 3                      | 0.31            | 5                | 12             | 0.75           | 0.657  | 0.464 | 12.774 | 10.923 | 3.949  | 3.406 |
| 4                      | 0.45            | 0                | 0              | 1.00           | 0.035  | 0.135 | 0.656  | 4.384  | 0.297  | 1.973 |
| 5                      | 0.55            | 0                | 0              | 1.00           | 0.009  | 0.015 | 0.117  | 0.821  | 0.062  | 0.454 |

Prob. of Select at MTD: 0.657 0.464
Prob. of Select over MTD: 0.044 0.151
Prob. of Pat. over MTD: 0.026 0.174
Prob. of Toxicity: 0.217 0.253
Prob. of No Selection: 0.000 0.001
### Scenario 4

| Target Tox Prob. = 0.3 | Selection Prob. | Num. of Pat. treated | Num. of Toxicity |
|-----------------------|-----------------|----------------------|------------------|
| Dose level            | True Tox Prob. | His. Num. Tox | His. Num. Pat | Omega | Hi3+3 | i3+3 | Hi3+3 | i3+3 | Hi3+3 | i3+3 |
| 1                     | 0.09           | 0               | 3              | 0.70   | 0.000 | 0.009 | 3.293 | 4.557 | 0.296 | 0.418 |
| 2                     | 0.12           | 1               | 6              | 0.62   | 0.008 | 0.041 | 3.609 | 5.309 | 0.432 | 0.638 |
| 3                     | 0.15           | 1               | 6              | 0.62   | 0.089 | 0.327 | 6.205 | 7.504 | 0.940 | 1.115 |
| 4                     | 0.30           | 2               | 9              | 0.71   | 0.803 | 0.487 | 13.249 | 8.558 | 4.016 | 2.557 |
| 5                     | 0.45           | 3               | 6              | 1.00   | 0.099 | 0.134 | 3.642 | 4.020 | 1.640 | 1.816 |
|                       |                |                 |                |        | Hi3+3 | i3+3  |       |       |       |       |
| Prob. of Select at MTD| 0.803          |                 |                |        |        |       |       |       |       |       |
| Prob. of Select over MTD| 0.099         |                 |                |        |        |       |       |       |       |       |
| Prob. of Pat. over MTD| 0.121          |                 |                |        |        |       |       |       |       |       |
| Prob. of Toxicity     | 0.244          |                 |                |        |        |       |       |       |       |       |
| Prob. of No Selection | 0.000          |                 |                |        |        |       |       |       |       |       |

### Scenario 5

| Target Tox Prob. = 0.3 | Selection Prob. | Num. of Pat. treated | Num. of Toxicity |
|-----------------------|-----------------|----------------------|------------------|
| Dose level            | True Tox Prob. | His. Num. Tox | His. Num. Pat | Omega | Hi3+3 | i3+3 | Hi3+3 | i3+3 | Hi3+3 | i3+3 |
| 1                     | 0.05           | 0               | 3              | 0.70   | 0.000 | 0.002 | 3.071 | 3.644 | 0.158 | 0.180 |
| 2                     | 0.08           | 0               | 3              | 0.70   | 0.001 | 0.007 | 3.187 | 4.150 | 0.246 | 0.330 |
| 3                     | 0.10           | 0               | 3              | 0.70   | 0.006 | 0.038 | 3.442 | 4.711 | 0.343 | 0.475 |
| 4                     | 0.14           | 2               | 12             | 0.31   | 0.271 | 0.372 | 9.233 | 6.853 | 1.284 | 0.951 |
| 5                     | 0.30           | 4               | 9              | 1.00   | 0.722 | 0.581 | 11.067 | 10.640 | 3.291 | 3.184 |
|                       |                |                 |                |        | Hi3+3 | i3+3  |       |       |       |       |
| Prob. of Select at MTD| 0.722          |                 |                |        |        |       |       |       |       |       |
| Prob. of Select over MTD| 0.000         |                 |                |        |        |       |       |       |       |       |
| Prob. of Pat. over MTD| 0.000          |                 |                |        |        |       |       |       |       |       |
| Prob. of Toxicity     | 0.177          |                 |                |        |        |       |       |       |       |       |
| Prob. of No Selection | 0.000          |                 |                |        |        |       |       |       |       |       |

### Scenario 6

| Target Tox Prob. = 0.3 | Selection Prob. | Num. of Pat. treated | Num. of Toxicity |
|-----------------------|-----------------|----------------------|------------------|
| Dose level            | True Tox Prob. | His. Num. Tox | His. Num. Pat | Omega | Hi3+3 | i3+3 | Hi3+3 | i3+3 | Hi3+3 | i3+3 |
| 1                     | 0.09           | 1               | 6              | 0.43   | 0.001 | 0.010 | 3.324 | 4.557 | 0.305 | 0.415 |
| 2                     | 0.12           | 0               | 3              | 0.87   | 0.009 | 0.039 | 3.577 | 5.209 | 0.431 | 0.643 |
| 3                     | 0.15           | 2               | 9              | 0.29   | 0.086 | 0.330 | 5.441 | 7.486 | 0.807 | 1.100 |
| 4                     | 0.30           | 0               | 3              | 0.87   | 0.513 | 0.480 | 9.017 | 8.622 | 2.722 | 2.589 |
| 5                     | 0.45           | 0               | 9              | 0.29   | 0.392 | 0.138 | 8.641 | 4.011 | 3.879 | 1.810 |
|                       |                |                 |                |        | Hi3+3 | i3+3  |       |       |       |       |
| Prob. of Select at MTD| 0.513          |                 |                |        |        |       |       |       |       |       |
| Prob. of Select over MTD| 0.392         |                 |                |        |        |       |       |       |       |       |
| Prob. of Pat. over MTD| 0.288          |                 |                |        |        |       |       |       |       |       |
| Prob. of Toxicity     | 0.271          |                 |                |        |        |       |       |       |       |       |
| Prob. of No Selection | 0.000          |                 |                |        |        |       |       |       |       |       |
### Scenario 7

| Target Tox Prob. = 0.3 | Selection Prob. | Num. of Pat. treated | Num. of Toxicity |
|-----------------------|-----------------|----------------------|------------------|
| Dose level | True Tox Prob. | His. Num. Tox | His. Num. Pat | Omega | Hi3+3 | i3+3 | Hi3+3 | i3+3 | Hi3+3 | i3+3 |
| 1 | 0.10 | 0 | 3 | 0.70 | 0.004 | 0.048 | 3.696 | 5.495 | 0.374 | 0.557 |
| 2 | 0.18 | 0 | 3 | 0.70 | 0.097 | 0.304 | 5.861 | 9.042 | 1.057 | 1.611 |
| 3 | 0.29 | 0 | 3 | 0.70 | 0.406 | 0.438 | 9.056 | 9.650 | 2.616 | 2.796 |
| 4 | 0.41 | 2 | 12 | 0.31 | 0.487 | 0.187 | 9.403 | 4.692 | 3.862 | 1.929 |
| 5 | 0.55 | 5 | 9 | 0.96 | 0.007 | 0.024 | 1.981 | 1.063 | 1.097 | 0.583 |

- Prob. of Select at MTD: 0.406, 0.438
- Prob. of Select over MTD: 0.493, 0.211
- Prob. of Pat. over MTD: 0.380, 0.192
- Prob. of Toxicity: 0.300, 0.250
- Prob. of No Selection: 0.000, 0.002

### Scenario 8

| Target Tox Prob. = 0.3 | Selection Prob. | Num. of Pat. treated | Num. of Toxicity |
|-----------------------|-----------------|----------------------|------------------|
| Dose level | True Tox Prob. | His. Num. Tox | His. Num. Pat | Omega | Hi3+3 | i3+3 | Hi3+3 | i3+3 | Hi3+3 | i3+3 |
| 1 | 0.05 | 0 | 3 | 0.70 | 0.000 | 0.008 | 3.331 | 3.869 | 0.163 | 0.191 |
| 2 | 0.12 | 4 | 15 | 0.60 | 0.311 | 0.354 | 12.610 | 8.765 | 1.525 | 1.042 |
| 3 | 0.31 | 5 | 12 | 0.75 | 0.643 | 0.480 | 13.220 | 11.686 | 4.091 | 3.631 |
| 4 | 0.45 | 0 | 0 | 1.00 | 0.034 | 0.132 | 0.706 | 4.660 | 0.318 | 2.100 |
| 5 | 0.50 | 0 | 0 | 1.00 | 0.011 | 0.025 | 0.133 | 1.016 | 0.066 | 0.503 |

- Prob. of Select at MTD: 0.643, 0.480
- Prob. of Select over MTD: 0.046, 0.157
- Prob. of Pat. over MTD: 0.028, 0.189
- Prob. of Toxicity: 0.205, 0.249
- Prob. of No Selection: 0.000

### Scenario 9

| Target Tox Prob. = 0.3 | Selection Prob. | Num. of Pat. treated | Num. of Toxicity |
|-----------------------|-----------------|----------------------|------------------|
| Dose level | True Tox Prob. | His. Num. Tox | His. Num. Pat | Omega | Hi3+3 | i3+3 | Hi3+3 | i3+3 | Hi3+3 | i3+3 |
| 1 | 0.09 | 1 | 6 | 0.44 | 0.000 | 0.010 | 3.258 | 4.551 | 0.292 | 0.416 |
| 2 | 0.12 | 0 | 6 | 0.44 | 0.008 | 0.040 | 3.688 | 5.295 | 0.447 | 0.643 |
| 3 | 0.15 | 2 | 15 | 0.21 | 0.453 | 0.332 | 11.828 | 7.477 | 1.760 | 1.102 |
| 4 | 0.30 | 3 | 3 | 0.51 | 0.473 | 0.479 | 9.553 | 8.597 | 2.888 | 2.586 |
| 5 | 0.45 | 0 | 0 | 1.00 | 0.066 | 0.137 | 1.673 | 4.024 | 0.758 | 1.814 |

- Prob. of Select at MTD: 0.473, 0.479
- Prob. of Select over MTD: 0.066, 0.137
- Prob. of Pat. over MTD: 0.056, 0.134
- Prob. of Toxicity: 0.205, 0.219
- Prob. of No Selection: 0.000, 0.002
Scenario 10

| Target Tox Prob. = 0.3 | Selection Prob. | Num. of Pat. treated | Num. of Toxicity |
|------------------------|-----------------|----------------------|------------------|
| **Dose level** | **True Tox Prob.** | **Hist. Num. Tox** | **Hist. Num. Pat** | **Omega** | **H3+3** | **i3+3** | **H3+3** | **i3+3** | **H3+3** | **i3+3** |
| 1 | 0.05 | 0 | 3 | 0.70 | 0.000 | 0.004 | 3.099 | 3.733 | 0.149 | 0.181 |
| 2 | 0.10 | 0 | 3 | 0.70 | 0.009 | 0.078 | 3.858 | 5.565 | 0.384 | 0.554 |
| 3 | 0.20 | 2 | 11 | 0.15 | 0.254 | 0.342 | 7.409 | 8.793 | 1.492 | 1.746 |
| 4 | 0.30 | 0 | 0 | 1.00 | 0.543 | 0.450 | 10.460 | 8.036 | 3.134 | 2.411 |
| 5 | 0.45 | 0 | 0 | 1.00 | 0.194 | 0.126 | 5.174 | 3.688 | 2.315 | 1.744 |
| **Prob. of Select at MTD** | 0.543 | 0.450 |
| **Prob. of Select over MTD** | 0.194 | 0.126 |
| **Prob. of Pat. over MTD** | 0.172 | 0.129 |
| **Prob. of Toxicity** | 0.249 | 0.221 |
| **Prob. of No Selection** | 0.000 |

Scenario 11

| Target Tox Prob. = 0.3 | Selection Prob. | Num. of Pat. treated | Num. of Toxicity |
|------------------------|-----------------|----------------------|------------------|
| **Dose level** | **True Tox Prob.** | **Hist. Num. Tox** | **Hist. Num. Pat** | **Omega** | **H3+3** | **i3+3** | **H3+3** | **i3+3** | **H3+3** | **i3+3** |
| 1 | 0.05 | 2 | 9 | 0.33 | 0.000 | 0.006 | 3.099 | 3.741 | 0.140 | 0.195 |
| 2 | 0.10 | 0 | 3 | 0.98 | 0.014 | 0.071 | 4.518 | 5.364 | 0.469 | 0.502 |
| 3 | 0.20 | 6 | 18 | 0.50 | 0.502 | 0.360 | 14.187 | 9.111 | 2.800 | 1.821 |
| 4 | 0.30 | 0 | 0 | 1.00 | 0.358 | 0.444 | 5.589 | 7.857 | 1.682 | 2.397 |
| 5 | 0.45 | 0 | 0 | 1.00 | 0.126 | 0.118 | 2.607 | 3.900 | 1.218 | 1.758 |
| **Prob. of Select at MTD** | 0.358 | 0.444 |
| **Prob. of Select over MTD** | 0.126 | 0.118 |
| **Prob. of Pat. over MTD** | 0.087 | 0.130 |
| **Prob. of Toxicity** | 0.210 | 0.223 |
| **Prob. of No Selection** | 0.000 | 0.001 |

Scenario 12

| Target Tox Prob. = 0.3 | Selection Prob. | Num. of Pat. treated | Num. of Toxicity |
|------------------------|-----------------|----------------------|------------------|
| **Dose level** | **True Tox Prob.** | **Hist. Num. Tox** | **Hist. Num. Pat** | **Omega** | **H3+3** | **i3+3** | **H3+3** | **i3+3** | **H3+3** | **i3+3** |
| 1 | 0.10 | 0 | 3 | 0.70 | 0.012 | 0.025 | 3.858 | 5.128 | 0.389 | 0.522 |
| 2 | 0.15 | 0 | 0 | 1.00 | 0.110 | 0.341 | 7.700 | 8.942 | 1.153 | 1.343 |
| 3 | 0.31 | 0 | 12 | 0.17 | 0.522 | 0.407 | 9.588 | 10.113 | 2.985 | 3.120 |
| 4 | 0.40 | 0 | 0 | 1.00 | 0.284 | 0.176 | 7.224 | 4.376 | 2.902 | 1.744 |
| 5 | 0.45 | 6 | 15 | 0.60 | 0.071 | 0.048 | 1.630 | 1.379 | 0.737 | 0.628 |
| **Prob. of Select at MTD** | 0.522 | 0.407 |
| **Prob. of Select over MTD** | 0.356 | 0.224 |
| **Prob. of Pat. over MTD** | 0.285 | 0.192 |
| **Prob. of Toxicity** | 0.272 | 0.246 |
| **Prob. of No Selection** | 0.000 | 0.002 |
Table 5: Simulation results of the 13 fixed scenarios comparing Hi3+3 and i3+3.

| Scenario 13 | Selection Prob. | Num. of Pat. treated | Num. of Toxicity |
|-------------|-----------------|----------------------|------------------|
|             | Dose level      | True Tox Prob.      | Hist. Num. Tox   | Hist. Num. Pat | Omega | Hi3+3 | i3+3 | Hi3+3 | i3+3 | Hi3+3 | i3+3 |
| 1           | 0.10            | 1                    | 15               | 0.17           | 0.014   | 0.023    | 3.978   | 5.111   | 0.403   | 0.518 |
| 2           | 0.15            | 0                    | 0                | 1.00           | 0.417   | 0.344    | 15.164  | 8.963   | 2.290   | 1.348 |
| 3           | 0.31            | 7                    | 15               | 0.60           | 0.537   | 0.401    | 10.403  | 10.067  | 3.231   | 3.108 |
| 4           | 0.40            | 0                    | 0                | 1.00           | 0.024   | 0.179    | 0.380   | 4.418   | 0.157   | 1.753 |
| 5           | 0.45            | 0                    | 0                | 1.00           | 0.008   | 0.049    | 0.075   | 1.388   | 0.035   | 0.629 |

- Prob. of Select at MTD: 0.537, 0.401
- Prob. of Select over MTD: 0.032, 0.228
- Prob. of Pat. over MTD: 0.015, 0.194
- Prob. of Toxicity: 0.204, 0.246
- Prob. of No Selection: 0.000, 0.002
Appendix A

In the Safety rules, the two posterior probabilities are calculated under the posterior distribution \( f'(p_d|M_0, M, W) = \text{beta}(x_d + a_d^* + 1 - a_0, n_d - x_d + m_d - a_d^* + 1 - b_0) \) using the isotonic-transformed prior (3) as the prior for \( p_d \) and the binomial likelihood for the current data \((x_d, n_d)\). Note that \( f'(p_d|M_0, M, W) \propto \text{beta}(p_d|a_d^* + 1 - a_0, m_d - a_d^* + 1 - b_0) \cdot \text{bin}(x_d|n_d, p_d) \), where \( \text{beta}(p_d|a_d^* + 1 - a_0, m_d - a_d^* + 1 - b_0) \) is the isotonic transformed power prior based on the initial \( \text{beta}(1, 1) \) prior instead of the \( \text{beta}(a_0, b_0) \) prior in (1). Therefore, we have the term \((1 - a_0)\) and \((1 - b_0)\) in the expression. The use of \( \text{beta}(1, 1) \) as a prior leads to more conservative inference since \( \text{beta}(1, 1) \) assumes \textit{a priori} the prior mean for each dose is 0.5 (usually the MTD target \( p_T \) is less than 0.5) with an effective sample size of 2. Therefore, \( \text{beta}(1, 1) \) tends to skew the posterior estimates of dose toxicity probability towards 0.5 and encourages stopping or dose exclusion in both rules.

Appendix B

Full results comparing Hi3+3, i3+3, iBOIN, and iBOIN\(_R\) are summarized in the two tables below, for the fixed and random scenarios, respectively. In general, the three designs borrowing historical data exhibit superior performance when the historical data are compatible with the truth. This is expected of course. Across the three designs Hi3+3, iBOIN, and iBOIN\(_R\), their performance is largely similar. Depending on the assumptions of the designs, their performance varies by scenarios. However, Hi3+3 shows the promised “robustness” in that when the historical data are not compatible with the scenario truth, it still can limit the patients on doses that are overly toxic.
### Scenario 1

| Target TSE Prob. | Selection Prob. | Num. of Pat. treated | Num. of Toxicity |
|------------------|-----------------|----------------------|------------------|
|                  |                 | H3+3 | IBON | IBONb | H3+3 | IBON | IBONb | H3+3 | IBON | IBONb | H3+3 | IBON | IBONb | H3+3 | IBON | IBONb |
| **Dose level**   | **True TSE Prob.** | **Hs. Num. Tse** | **Hs. Num. Pat.** | **Prior p** | **Omega** |      |      |      |      |      |      |      |      |      |      |      |      |      |      |
|                  |                 |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |
| 1                | 0.30            | 6    | 27   | 0.22 | 0.24 | 0.836 | 0.706 | 0.965 | 0.545 | 23.062 | 12.321 | 12.321 | 17.691 | 7.090 | 3.716 | 3.716 | 5.280 |
| 2                | 0.42            | 3    | 3    | 0.99 | 0.51 | 0.091 | 0.071 | 0.071 | 0.149 | 5.287 | 5.451 | 5.451 | 7.073 | 2.227 | 2.285 | 2.285 | 2.981 |
| 3                | 0.50            | 0    | 0    | 0.99 | 1.00 | 0.009 | 0.000 | 0.000 | 0.028 | 0.310 | 0.494 | 0.494 | 1.600 | 0.153 | 0.240 | 0.240 | 0.804 |
| 4                | 0.60            | 0    | 0    | 0.99 | 1.00 | 0.001 | 0.000 | 0.000 | 0.002 | 0.052 | 0.061 | 0.061 | 0.208 | 0.030 | 0.036 | 0.036 | 0.128 |
| 5                | 0.65            | 0    | 0    | 0.99 | 1.00 | 0.000 | 0.000 | 0.000 | 0.000 | 0.002 | 0.004 | 0.004 | 0.015 | 0.002 | 0.003 | 0.003 | 0.010 |

Prob. of Select at MTD: 0.839 | 0.796 | 0.945
Prob. of Select over MTD: 0.101 | 0.071 | 0.177
Prob. of Pat. over MTD: 0.193 | 0.328 | 0.335
Prob. of Toxicity: 0.324 | 0.343 | 0.346
Prob. of No Selection: 0.061 | 0.132 | 0.278

### Scenario 2

| Target TSE Prob. | Selection Prob. | Num. of Pat. treated | Num. of Toxicity |
|------------------|-----------------|----------------------|------------------|
|                  |                 | H3+3 | IBON | IBONb | H3+3 | IBON | IBONb | H3+3 | IBON | IBONb | H3+3 | IBON | IBONb | H3+3 | IBON | IBONb |
| **Dose level**   | **True TSE Prob.** | **Hs. Num. Tse** | **Hs. Num. Pat.** | **Prior p** | **Omega** |      |      |      |      |      |      |      |      |      |      |      |      |      |      |
|                  |                 |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |
| 1                | 0.15            | 0    | 3    | 0.01 | 0.70 | 0.081 | 0.120 | 0.120 | 0.242 | 7.187 | 6.883 | 6.883 | 6.987 | 1.083 | 1.032 | 1.032 | 1.323 |
| 2                | 0.27            | 9    | 27   | 0.33 | 0.53 | 0.709 | 0.063 | 0.663 | 0.493 | 17.236 | 11.075 | 11.075 | 12.345 | 4.622 | 2.988 | 2.988 | 3.261 |
| 3                | 0.30            | 0    | 0    | 0.45 | 1.00 | 0.165 | 0.203 | 0.203 | 0.210 | 3.845 | 5.091 | 5.091 | 6.601 | 1.527 | 2.043 | 2.043 | 2.959 |
| 4                | 0.50            | 0    | 0    | 0.96 | 1.00 | 0.042 | 0.003 | 0.003 | 0.042 | 0.999 | 0.979 | 0.979 | 1.659 | 0.494 | 0.477 | 0.477 | 0.830 |
| 5                | 0.65            | 0    | 0    | 0.96 | 1.00 | 0.002 | 0.000 | 0.000 | 0.002 | 0.119 | 0.080 | 0.080 | 0.213 | 0.078 | 0.052 | 0.052 | 0.136 |

Prob. of Select at MTD: 0.793 | 0.663 | 0.493
Prob. of Select over MTD: 0.229 | 0.206 | 0.254
Prob. of Pat. over MTD: 0.168 | 0.255 | 0.294
Prob. of Toxicity: 0.267 | 0.374 | 0.378
Prob. of No Selection: 0.001 | 0.011

### Scenario 3

| Target TSE Prob. | Selection Prob. | Num. of Pat. treated | Num. of Toxicity |
|------------------|-----------------|----------------------|------------------|
|                  |                 | H3+3 | IBON | IBONb | H3+3 | IBON | IBONb | H3+3 | IBON | IBONb | H3+3 | IBON | IBONb | H3+3 | IBON | IBONb |
| **Dose level**   | **True TSE Prob.** | **Hs. Num. Tse** | **Hs. Num. Pat.** | **Prior p** | **Omega** |      |      |      |      |      |      |      |      |      |      |      |      |      |      |
|                  |                 |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |
| 1                | 0.08            | 0    | 3    | 0.01 | 0.70 | 0.001 | 0.005 | 0.005 | 0.022 | 3.669 | 3.950 | 3.950 | 4.646 | 0.305 | 0.284 | 0.284 | 0.374 |
| 2                | 0.15            | 3    | 15   | 0.20 | 0.34 | 0.024 | 0.103 | 0.283 | 0.362 | 12.784 | 10.566 | 10.566 | 9.203 | 1.903 | 1.584 | 1.584 | 1.367 |
| 3                | 0.31            | 5    | 12   | 0.42 | 0.75 | 0.657 | 0.440 | 0.440 | 0.464 | 12.714 | 9.736 | 9.736 | 10.923 | 3.949 | 3.052 | 3.052 | 3.408 |
| 4                | 0.45            | 0    | 0    | 0.81 | 1.00 | 0.035 | 0.086 | 0.086 | 0.135 | 0.856 | 2.975 | 2.975 | 4.384 | 0.297 | 1.333 | 1.333 | 1.973 |
| 5                | 0.55            | 0    | 0    | 0.64 | 1.00 | 0.009 | 0.001 | 0.001 | 0.015 | 0.117 | 0.329 | 0.329 | 0.821 | 0.062 | 0.177 | 0.177 | 0.454 |

Prob. of Select at MTD: 0.657 | 0.643 | 0.464
Prob. of Select over MTD: 0.044 | 0.067 | 0.151
Prob. of Pat. over MTD: 0.025 | 0.121 | 0.174
Prob. of Toxicity: 0.217 | 0.255 | 0.253
Prob. of No Selection: 0.000 | 0.001 |

---
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### Scenario 4

| Target Tis Prob. | Selection Prob. | Num of Pat. treated | Num of Toxicity |
|------------------|------------------|---------------------|-----------------|
| Dose level       | True Tis Prob.   | H. M. Tis. | H. M. Pat. | Prior p | Omega | H3+3 | IBON | IBON3 | H3+3 | IBON | IBON3 | H3+3 | IBON | IBON3 | H3+3 | IBON | IBON3 |
| 1                | 0.09             | 0          | 3         | 0.01     | 0.70   | 0.000 | 0.000 | 0.000 | 0.000 | 2.393 | 2.392 | 3.311 | 4.557 | 0.296 | 0.290 | 0.298 | 0.418 |
| 2                | 0.12             | 0          | 6         | 0.17     | 0.62   | 0.005 | 0.008 | 0.009 | 0.041 | 3.609 | 3.666 | 3.657 | 5.399 | 0.432 | 0.456 | 0.445 | 0.638 |
| 3                | 0.15             | 1          | 6         | 0.17     | 0.62   | 0.008 | 0.164 | 0.160 | 0.237 | 6.205 | 6.171 | 6.006 | 7.504 | 0.940 | 0.922 | 0.888 | 1.115 |
| 4                | 0.30             | 2          | 9         | 0.22     | 0.71   | 0.003 | 0.061 | 0.061 | 0.487 | 13.249 | 10.377 | 9.405 | 8.558 | 4.016 | 3.136 | 2.817 | 2.567 |
| 5                | 0.45             | 3          | 6         | 0.50     | 1.00   | 0.000 | 0.145 | 0.208 | 0.134 | 3.642 | 4.183 | 4.994 | 4.020 | 1.840 | 1.883 | 2.249 | 1.816 |
| H3+3            | IBON            | IBON3         | H3+3         | IBON | IBON3 | H3+3 | IBON | IBON3 | H3+3 | IBON | IBON3 | H3+3 | IBON | IBON3 | H3+3 | IBON | IBON3 |
| Prob. of Select at MTD | 0.803 | 0.681 | 0.621 | 0.487 |
| Prob. of Select over MTD | 0.090 | 0.145 | 0.208 | 0.134 |
| Prob. of Pat. over MTD | 0.121 | 0.151 | 0.182 | 0.134 |
| Prob. of Toxicity | 0.244 | 0.240 | 0.245 | 0.219 |
| Prob. of No Selection | 0.000 | 0.002 | 0.001 | 0.002 |

### Scenario 5

### Scenario 6

### Scenario 7

| Target Tis Prob. | Selection Prob. | Num of Pat. treated | Num of Toxicity |
|------------------|------------------|---------------------|-----------------|
| Dose level       | True Tis Prob.   | H. M. Tis. | H. M. Pat. | Prior p | Omega | H3+3 | IBON | IBON3 | H3+3 | IBON | IBON3 | H3+3 | IBON | IBON3 | H3+3 | IBON | IBON3 |
| 1                | 0.09             | 1          | 6         | 0.08     | 0.43   | 0.001 | 0.000 | 0.000 | 0.010 | 3.324 | 3.341 | 3.341 | 4.557 | 0.305 | 0.309 | 0.309 | 0.415 |
| 2                | 0.12             | 0          | 3         | 0.08     | 0.87   | 0.008 | 0.001 | 0.001 | 0.003 | 3.577 | 3.584 | 3.584 | 5.299 | 0.431 | 0.417 | 0.417 | 0.643 |
| 3                | 0.15             | 2          | 9         | 0.08     | 0.29   | 0.086 | 0.024 | 0.024 | 0.330 | 5.441 | 5.434 | 5.434 | 7.468 | 0.807 | 0.806 | 0.806 | 1.100 |
| 4                | 0.30             | 0          | 3         | 0.08     | 0.87   | 0.013 | 0.364 | 0.364 | 0.430 | 9.027 | 7.473 | 7.473 | 8.592 | 2.720 | 2.442 | 2.442 | 2.239 |
| 5                | 0.45             | 0          | 9         | 0.08     | 0.29   | 0.392 | 0.611 | 0.611 | 0.138 | 8.641 | 6.428 | 6.428 | 4.011 | 3.879 | 2.905 | 2.905 | 1.810 |
| H3+3            | IBON            | IBON3         | H3+3         | IBON | IBON3 | H3+3 | IBON | IBON3 | H3+3 | IBON | IBON3 | H3+3 | IBON | IBON3 | H3+3 | IBON | IBON3 |
| Prob. of Select at MTD | 0.513 | 0.384 | 0.480 |
| Prob. of Select over MTD | 0.392 | 0.611 | 0.138 |
| Prob. of Pat. over MTD | 0.286 | 0.238 | 0.134 |
| Prob. of Toxicity | 0.271 | 0.255 | 0.219 |
| Prob. of No Selection | 0.000 | 0.001 | 0.002 |

| Target Tis Prob. | Selection Prob. | Num of Pat. treated | Num of Toxicity |
|------------------|------------------|---------------------|-----------------|
| Dose level       | True Tis Prob.   | H. M. Tis. | H. M. Pat. | Prior p | Omega | H3+3 | IBON | IBON3 | H3+3 | IBON | IBON3 | H3+3 | IBON | IBON3 | H3+3 | IBON | IBON3 |
| 1                | 0.10             | 0          | 3         | 0.01     | 0.70   | 0.004 | 0.000 | 0.000 | 0.046 | 3.696 | 3.239 | 3.237 | 5.495 | 0.374 | 0.320 | 0.329 | 0.557 |
| 2                | 0.18             | 0          | 3         | 0.01     | 0.70   | 0.097 | 0.022 | 0.021 | 0.304 | 5.861 | 4.266 | 4.227 | 9.042 | 1.057 | 0.758 | 0.762 | 1.811 |
| 3                | 0.39             | 0          | 3         | 0.01     | 0.70   | 0.008 | 0.149 | 0.401 | 0.430 | 9.056 | 7.931 | 7.772 | 9.506 | 2.816 | 2.422 | 2.421 | 2.789 |
| 4                | 0.41             | 2          | 12        | 0.17     | 0.31   | 0.457 | 0.532 | 0.517 | 0.187 | 9.403 | 7.891 | 7.424 | 4.682 | 3.962 | 3.245 | 3.050 | 1.929 |
| 5                | 0.55             | 5          | 9         | 0.56     | 0.98   | 0.007 | 0.025 | 0.059 | 0.024 | 1.981 | 2.734 | 3.488 | 1.063 | 1.097 | 1.498 | 1.916 | 0.583 |
| H3+3            | IBON            | IBON3         | H3+3         | IBON | IBON3 | H3+3 | IBON | IBON3 | H3+3 | IBON | IBON3 | H3+3 | IBON | IBON3 | H3+3 | IBON | IBON3 |
| Prob. of Select at MTD | 0.406 | 0.419 | 0.401 | 0.430 |
| Prob. of Select over MTD | 0.493 | 0.557 | 0.576 | 0.211 |
| Prob. of Pat. over MTD | 0.380 | 0.407 | 0.418 | 0.192 |
| Prob. of Toxicity | 0.300 | 0.311 | 0.317 | 0.250 |
| Prob. of No Selection | 0.000 | 0.002 |
### Scenario 8

| Target Tax Prob. | Selection Prob. | Num. of Pat. treated | Num. of Toxicity |
|------------------|-----------------|----------------------|------------------|
|                  | True Tax Prob.  | H3>3                | IGON            | IGON_n          | I=3             |
|                  | H3>3            | IGON                | IGON_n          | I=3             |
|                  | True Tax Prob.  | H3>3                | IGON            | IGON_n          | I=3             |
|                  | H3>3            | IGON                | IGON_n          | I=3             |
|                  | True Tax Prob.  | H3>3                | IGON            | IGON_n          | I=3             |
|                  | H3>3            | IGON                | IGON_n          | I=3             |

### Scenario 9

| Target Tax Prob. | Selection Prob. | Num. of Pat. treated | Num. of Toxicity |
|------------------|-----------------|----------------------|------------------|
|                  | True Tax Prob.  | H3>3                | IGON            | IGON_n          | I=3             |
|                  | H3>3            | IGON                | IGON_n          | I=3             |
|                  | True Tax Prob.  | H3>3                | IGON            | IGON_n          | I=3             |
|                  | H3>3            | IGON                | IGON_n          | I=3             |
|                  | True Tax Prob.  | H3>3                | IGON            | IGON_n          | I=3             |
|                  | H3>3            | IGON                | IGON_n          | I=3             |

### Scenario 10

| Target Tax Prob. | Selection Prob. | Num. of Pat. treated | Num. of Toxicity |
|------------------|-----------------|----------------------|------------------|
|                  | True Tax Prob.  | H3>3                | IGON            | IGON_n          | I=3             |
|                  | H3>3            | IGON                | IGON_n          | I=3             |
|                  | True Tax Prob.  | H3>3                | IGON            | IGON_n          | I=3             |
|                  | H3>3            | IGON                | IGON_n          | I=3             |
|                  | True Tax Prob.  | H3>3                | IGON            | IGON_n          | I=3             |
|                  | H3>3            | IGON                | IGON_n          | I=3             |

### Scenario 11

| Target Tax Prob. | Selection Prob. | Num. of Pat. treated | Num. of Toxicity |
|------------------|-----------------|----------------------|------------------|
|                  | True Tax Prob.  | H3>3                | IGON            | IGON_n          | I=3             |
|                  | H3>3            | IGON                | IGON_n          | I=3             |
|                  | True Tax Prob.  | H3>3                | IGON            | IGON_n          | I=3             |
|                  | H3>3            | IGON                | IGON_n          | I=3             |
|                  | True Tax Prob.  | H3>3                | IGON            | IGON_n          | I=3             |
|                  | H3>3            | IGON                | IGON_n          | I=3             |
| Scenario 12 | Target Tax Prob. ≤ 0.3 | Selection Prob. | Num. of Pat. treated | Num. of Toxicity |
|-------------|-----------------------|----------------|----------------------|-----------------|
|             | Dose level | True Tax Prob. | Hx. Num. Tox. | Hx. Num. Pat. | Prior p | Omega | H3+3 | IBON | IBON<sub>R</sub> | I3+3 | H3+3 | IBON | IBON<sub>R</sub> | I3+3 | H3+3 | IBON | IBON<sub>R</sub> | I3+3 |
| 1           | 0.10       | 0              | 3               | 0.01            | 0.70           | 0.012 | 0.000 | 0.000 | 0.025 | 3.858 | 3.211 | 3.202 | 5.129 | 0.389 | 0.327 | 0.323 | 0.522 |
| 2           | 0.15       | 0              | 0               | 0.01            | 1.00           | 0.110 | 0.042 | 0.043 | 0.341 | 7.700 | 4.539 | 4.535 | 9.942 | 1.153 | 0.684 | 0.679 | 1.343 |
| 3           | 0.31       | 0              | 12              | 0.01            | 0.17           | 0.522 | 0.594 | 0.599 | 0.407 | 9.588 | 9.813 | 9.851 | 10.113 | 2.985 | 3.034 | 2.968 | 3.120 |
| 4           | 0.40       | 0              | 0               | 0.38            | 1.00           | 0.284 | 0.315 | 0.285 | 0.176 | 7.224 | 6.744 | 6.320 | 4.376 | 2.902 | 2.694 | 2.541 | 1.744 |
| 5           | 0.45       | 8              | 15              | 0.40            | 0.60           | 0.071 | 0.046 | 0.072 | 0.048 | 1.830 | 1.439 | 1.442 | 1.379 | 0.737 | 0.643 | 0.863 | 0.628 |

| Prob. of Select at MTD | 0.522 | 0.594 | 0.599 | 0.407 |
| Prob. of Select over MTD | 0.396 | 0.361 | 0.367 | 0.244 |
| Prob. of Pat. over MTD | 0.295 | 0.318 | 0.322 | 0.192 |
| Prob. of Toxicity | 0.272 | 0.287 | 0.246 |
| Prob. of No Selection | 0.000 | 0.002 |

| Scenario 13 | Target Tax Prob. ≤ 0.3 | Selection Prob. | Num. of Pat. treated | Num. of Toxicity |
|-------------|-----------------------|----------------|----------------------|-----------------|
|             | Dose level | True Tax Prob. | Hx. Num. Tox. | Hx. Num. Pat. | Prior p | Omega | H3+3 | IBON | IBON<sub>R</sub> | I3+3 | H3+3 | IBON | IBON<sub>R</sub> | I3+3 | H3+3 | IBON | IBON<sub>R</sub> | I3+3 |
| 1           | 0.10       | 1              | 15               | 0.07            | 0.17           | 0.014 | 0.020 | 0.020 | 0.025 | 3.978 | 5.245 | 5.245 | 5.111 | 0.403 | 0.520 | 0.520 | 0.516 |
| 2           | 0.15       | 0              | 0                | 0.37            | 1.00           | 0.417 | 0.401 | 0.401 | 0.344 | 15.164 | 10.400 | 10.400 | 9.963 | 2.290 | 1.535 | 1.535 | 1.348 |
| 3           | 0.31       | 7              | 15               | 0.47            | 0.60           | 0.537 | 0.507 | 0.507 | 0.401 | 10.403 | 8.504 | 8.504 | 10.067 | 3.231 | 2.648 | 2.648 | 3.108 |
| 4           | 0.40       | 0              | 0                | 0.80            | 1.00           | 0.024 | 0.069 | 0.069 | 0.179 | 0.380 | 2.147 | 2.147 | 4.418 | 0.157 | 0.854 | 0.854 | 1.753 |
| 5           | 0.45       | 8              | 15               | 0.80            | 1.00           | 0.008 | 0.002 | 0.002 | 0.049 | 0.075 | 0.308 | 0.308 | 1.388 | 0.035 | 0.138 | 0.138 | 0.629 |

| Prob. of Select at MTD | 0.537 | 0.507 | 0.401 |
| Prob. of Select over MTD | 0.032 | 0.071 | 0.228 |
| Prob. of Pat. over MTD | 0.015 | 0.092 | 0.194 |
| Prob. of Toxicity | 0.204 | 0.214 | 0.248 |
| Prob. of No Selection | 0.000 | 0.002 |

Table B1: Simulation results of the 13 fixed scenarios comparing Hi3+3, iBOIN, iBOIN<sub>R</sub>, and i3+3.
|                  | Hi3+3     | iBOIN     | iBOIN_R   | i3+3       |
|------------------|-----------|-----------|-----------|------------|
| #Correct Sel. of MTD | 0.693(0.213) | 0.700(0.210) | 0.698(0.197) | 0.561(0.134) |
| #Sel. over MTD    | 0.076(0.119) | 0.078(0.132) | 0.091(0.137) | 0.089(0.092) |
| #Pat over MTD     | 0.086(0.108) | 0.127(0.126) | 0.134(0.127) | 0.128(0.111) |
| #Tox             | 0.261(0.050) | 0.269(0.054) | 0.271(0.053) | 0.265(0.053) |
| #None Sel.        | 0.045(0.113) | 0.040(0.064) | 0.040(0.064) | 0.078(0.124) |

Table B2: Results of 1000 random scenarios, Hi3+3, iBOIN, iBOIN_R, i3+3