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Abstract

Many things are required by all parties, especially in the process of recognition of one's identity, ranging from health care, maintenance of bank accounts, aviation services, immigration and others. Many ways of proving one's identity and the most popular one is using a signature. The signature is used as an identification system which serves to recognize a person's identity. Recognition process is still done manually by matching the signature by the person concerned. Therefore, the very need for a system that is able to analyze and identify the characteristics of the signature, so it can be used as an alternative to simplify the process of introducing people's signature. Artificial neural networks can be used as one of the solutions in identification of signatures. Artificial neural network is a branch of science of artificial intelligence that is capable of processing information with the performance of certain characteristics. Artificial neural networks have some method such as perceptron, Hopfield discrete, Adaline, Backpropagation, and Kohonen. In this paper, the artificial neural network with back propagation method is applied in the process of signature and pattern recognition which provided a solution that is able to analyze and recognize people's signature. Implementation of the application of neural networks in pattern recognition signature can further be applied to any computer that handles problems in the process of matching one's data.
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1. Introduction

The introduction of a signature is one field of pattern recognition has attracted many researches recently, where the application can be applied in various fields, especially in the field of security system, such as withdrawal of money in the bank [1]. Technology pattern signature included in the biometrics using natural human behavioral characteristics [2,3]. There are several methods of recognition of signatures, one of which is a method based on Artificial Neural Networks [4,5]. Neural Networks have been used widely in the field of pattern recognition and generally show the advantages compared to methods other learning, the nature of generalization and adaptability, as well as its trademark strength in performing non-linear mapping [7,8,9,10,11]. Never the less the introduction of the signature included most difficult problems in pattern recognition. This is because people signature can be similar but not identical. One of the Artificial Neural Network methods that can be used to perform the pattern recognition method signature is Backpropagation [12]. This method is one of the learning algorithms to adjust the weights of a neural network with backward direction based on the error value in the learning process. The network will be trained continuously to obtain a minimum error and signature pattern recognition can be performed [13,14].

This paper presents an implementation of signature recognition by using backpropagation. There are two questions raise i.e. How to implement neural network method to perform the introduction of the signature and How to design methods of Artificial Neural Networks in avoiding fraudulent signatures. Then, with the problems that have been described is the limitation on the core problems facing the data is input that will be used is the data in the form of images in the form of written signatures derived from the type of paper that will image it will be Artificial Neural Networks, so that the file format is shaped jpg, bmp, png, or gif. Then on each image signature is equipped with a photo of the owner of a signature that could later be used as well as proof of ownership of the signature. The introduction of last signature is done with 10 samples that will be trained using propagation. This study also presents sign of an application that can perform the signature recognition using the above proposed method.

The rest of this paper is organized as follow. Section 2 presents fundamental background. Section 3 presents the proposed method. Section 4 presents implementation, results obtained and following by discussion. Finally, the conclusion of this work is presented in section 5.
2. Research Method

Software engineering is an engineering discipline that is concerned with all aspects of software production from the early stages of system specification through to maintaining the system after it has gone into use. In this definition, there are two key phrases:

1. **Engineering discipline** Engineers make things work. They apply theories, methods, and tools where these are appropriate. However, they use them selectively and always try to discover solutions to problems even when there are no applicable theories and methods. Engineers also recognize that they must work to organizational and financial constraints so they look for solutions within these constraints.

2. **All aspects of software production** Software engineering is not just concerned with the technical processes of software development. It also includes activities such as software project management and the development of tools, methods, and theories to support software production [15].

Software engineers must often take responsibility for user interface design as well as the design of the software to implement that interface. These different disciplines bring different perspectives to bear on designing the human–computer interface [16].

### 2.1 Unified Model Language (UML)

The Unified Modeling Language (UML) is a graphical notation for capturing requirements and expressing the design of a software system, providing a means for developing blueprints of a software system. UML assists software architects in getting the “big-picture” of a system by providing a balance between natural language (which is too imprecise) and code (which is too detailed). UML is also the industry-standard modeling language [17]. The Unified Modelling Language (UML) is one of the most exciting and useful tools in the world of system development. The UML is a visual modelling language that enables system builders to create blueprints that capture their visions in a standard, easy-to-understand way, and provides a mechanism to effectively share and communicate these visions each other. Communicating the vision is of utmost importance. Before the advance of the UML, system development was often a hit-or-miss proposition. System analyst would try to assess the needs of their clients generate a requirements analysis in some notation that the analyst understood (but not always the client), give that analysis to a programmer or team of programmer, and hope that the final product was the system the client wanted [18].

### 2.2 Image Processing

Digital image processing is a discipline that studies matters related to image quality improvements (enhancing the contrast, color transformation, restoration of images), image transformation (rotation, translation, scaling, transformation, geometric), an election imagery characteristic (feature image) is optimal for analysis purposes, the process of withdrawal of information or description of the object or the introduction of objects contained in the image, compression or data reduction for the purpose of data storage, data transmission, and processing time data. In this study, carried out the first stage of image processing, the X-ray color conversion of RGB color to gray scale. After that, each X-ray it will be through thresholding to take a detailed framework of the hand bone area (especially joints) needed in diagnosing osteoarthritis [19].

Image processing involves processing or altering an existing image in a desire manner. The step is obtaining an image in a readable format. This is much easier today than five years back. The Internet and other sources provide countless images in standard formats. This chapter describes theTIFF and BMP file formats and presents source code that reads and writes images in these formats. Once the image is in a readable format, image processing software needs to read it so it can be processed and written back to a file. This chapter presents a set of routines that do the reading and writing in a manner that frees the image processing programming from the details [20].

### 2.3 Image Grayscale

Gray scale image is a digital image that has only one channel on each pixel value, in other indicates the level of intensity. The color owned is the color of black, gray-and-gray in white. The level hereis a gray color with various levels of black to nearly white. The following gray scale image has a color depth of 8 bits (256 color combinations of gray) words the value of the fraction Red = Green = Blue [21].

### 2.4 Artificial Intelligence

Artificial intelligence (AI) is a field of computer science that explores computational models of problem solving, where the problems to be solved are of the complexity of problems solved by human beings. An AI researcher no needs to be a computer expert, because they might believe that computers can do things brains cannot do computationally. Most AI researchers are computer experts to some extent, even if they think digital computers and
Brains-as-computers compute things in different ways [22]. Artificial Intelligence techniques are used to solve relatively simple problems or complex problems that are internal to more complex systems. For example, the search techniques described in Chapter 4 are rarely used to provide a robot with the ability to find its way out of a maze, but are frequently used for much more prosaic problems [23].

Artificial intelligence (AI) applications are utilized to simulate human intelligence for either solving a problem or making a decision. AI provides the advantages of permanency, reliability, and cost-effectiveness while also addressing uncertainty and speed in either solving a problem or reaching a decision. The AI has been applied in such diverse realms as engineering, economics, linguistics, law, manufacturing and medicine, and for a variety of modeling, prediction, and decision support and control application [24].

2.5 Artificial Neural Network

The neural network models are commonly used for processing classification problems. But signature verification differs from the general classification problem. The goal of the general classification problem is to choose one class from several classes, whereas the training data contain data from all classes. For our application all the training data are authentic signatures and we have no data for the second class fake signatures. This is the reason why the frequently used supervised learned neural network model such as multi-layer perceptron cannot be applied to the signature verification task [25]. Artificial Neural Network is a computational model, which is based on Biological Neural Network. Artificial Neural Network is often called as Neural Network (NN). To build artificial neural network, artificial neurons, also called as nodes, are interconnected.

The architecture of NN is very important for performing a particular computation. Some neurons are arranged to take inputs from outside environment. These neurons are not connected with each other, so the arrangement of these neurons is in a layer, called as Input layer. All the neurons of input layer are producing some output, which is the input to next layer. The architecture of NN can be of single layer or multilayer. In a single layer Neural Network, only one input layer and one output layer is there, while in multilayer neural network, there can be one or more hidden layer [26]. Several network architectures are often used in artificial neural networks, among others [27].

2.6 Architecture Neural Network

Network with a single layer only has one layer connection weights. Single layer network consists of units of input that receives signals from the outside world, and the units of output where we can read the response from the network (See Figure 1).

Multilayer net is a network with one or more hidden layer. Multilayer net is in their ability to troubleshoot when compared with single-layer net, but the training may be more complicated (See Figure 2).

In this kind of network, a set of neurons compete for the right to be active (See Figure 3).

2.7 Backpropagation Method

The back propagation algorithm cycles through two distinct passes, a forward pass followed by a backward pass through the layers of the network. The algorithm alternates between these passes several times as it scans the training data [26]. As with any model of neural network to another, propagation train the network to obtain a balance between the ability of the network to recognize patterns used during training.
as well as the network's ability to provide the correct response to the input pattern that is similar (but not equal) to the pattern used for training.

Propagation neural network consists of many layers (multilayer neural network – See Figure 4):

a. The input layer (1 piece). The input layer consists of neurons or units of inputs, starting from input 1 to input unit n.
b. Hidden layer (minimum 1) Hidden layer consists of units hidden from unit 1 to unit hidden p.
c. The output layer (1 piece) The output layer is composed of units of output from the output unit 1 to output units m. The n, p, m respectively are arbitrary integers according to an artificial neural network architecture that is designed [27].

\[
\text{Figure 4 Architecture Neural Network Backpropagation}
\]

The overall goal of the algorithm is to attempt to and weights such that, for every input vector in the training set, the neural network yields an output vector closely matching the prescribed target training set. Set the training is illustrated with a feature vector called input vector associated with an output target training. Training then carried out with the intention of making Neural Networks-adapt to the characteristic of the characteristics of the examples in the training set by performing conversion late updating the weights in the network.

Backpropagation algorithm can be divided into two parts:

**Training algorithm**

Training algorithm consists of three stages: the stage of advanced propagation, propagation phase reverse, and phase changes in weight.

**Algorithm application**

Algorithm application only uses feed-forward stage only [27]. Training algorithm to network with one hidden layer (with a binary sigmoid activation function) is given as follows:

**Step 0**: Initialize all weights with small random numbers.

**Step 1**: If the termination condition is not met, do steps 2-9.

**Step 2**: For each pair of training data, perform steps 3-8.

Phase I: Propagation forward

**Step 3**: Each input unit receives the signal and forward it to the hidden units on it.

**Step 4**: Calculate all output in a hidden unit \((j = 1,2, ..., p)\).

\[
\text{z}_{\text{net},j} = v_{f0} + \sum_{i=1}^{n} x_i v_{f1}
\]

**Step 5**: Calculate all network output in the output unit \((k = 1,2, m)\).

\[
y_{\text{net},k} = w_{ko} + \sum_{j=1}^{p} z_j w_{kj}
\]

**Phase II**: Propagation backwards

**Step 6**: Calculate the error factor \(\delta\) output unit based on the error in each unit of output \((k=1,2, m)\).

\[
\delta_k = (t_k - y_k) f'(y_{\text{net},k}) = (t_k - y_k) y_k (1 - y_k)
\]

An error unit will be used to change the weight of the layer beneath (step 7). Calculate the weight change rate (which will be used later to change the weights) with the accelerated pace of \(\alpha\).

\[
\Delta w_{kj} = \alpha \delta_k z_j;
\]

**Step 7**: Calculate the error factor \(\delta\) hidden unit based on the error in each hidden unit \((j=1,2, ..., p)\).
Factors hidden units:
\[ \delta_{net_j} = \sum_{k=1}^{m} \delta_k w_{kj} \tag{7} \]

Calculate the weight change rate (which will be used later to change the weights).
\[ \Delta v_H = \alpha \delta_{H} x_t \]
\[ j = 1, 2, \ldots, p \]
\[ i = 0, 1, \ldots, n \tag{9} \]

Phase III: Changes in weight

Step 8: Calculate all the weight change

Weight change line leading to the unit output:
\[ w_{ki}(\text{new}) = w_{ki}(\text{old}) + \Delta w_{ki} \]
\[ \text{for } k = 1, 2, \ldots, m \text{ and } j = 0, 1, \ldots, p \tag{10} \]

Weight change line leading to the hidden units:
\[ v_{H}(\text{new}) = v_{H}(\text{old}) + \Delta v_{H} \]
\[ \text{for } j = 1, 2, \ldots, p \text{ and } i = 0, 1, \ldots, n \tag{11} \]

2.9 Signature

Signature is a special form of handwriting that contains special characters and additional forms are often used as proof of identity someone. Particularly, signature verification can be read, however many signatures that cannot be treaded. Therefore, signature of a person often change sany time. This change due to concerns on the position, size and signs of stress factors of signature. The facts on those changes are affected by time, age, habits and specific mental state.

2.10 Proposed Method

This section describes research steps. Figure 5 presents proposed research steps:

2.11 Use Case Diagram

The use case diagram of this application can be seen in the Figure 6 as follow:

Use case diagram above illustrates how the actor, which in this case is the user, interact with the system described through the use case diagram.

3. Result and Discussion

This stage aims to implement clicking the system design has been done in the previous stage in order to become a real system that can be used. This is done by clicking the draft code according to the method of implementation that been used. With the designed application system, the result can be operated and used optimally fit needs. In this paper, the implementation method used is Object-Oriented Programming using the Java programming language.

3.1 Testing

The testing process focuses on the internal logic of the software, ensuring that all statements have been tested, and the external functional, which directs the testing to find errors and ensure that the limited input will give the actual results that correspond to the required result. The program that has been built will be tested to determine whether the program is already running correctly and in accordance with the design done. The program that has been built will be tested to compare the results of the application of Artificial Neural Networks in MATLAB version 6.1 results.

Analysis of the system is an early stage in the design of a system to be designed, at this stage will measure the
performance of the designed system, the identification of the problems that exist and the measures to the needs of the design as expected. To analyze the system takes data from the system to the required analysis. Data are matters relating to the definition of data. The use of this propagation method is to improve the reliability and the ability to detect an object or a signature with a high recurrence rate. Signature recognition process conducted to assess the success of the character or pattern recognition based on the characteristics and classification character or a predetermined pattern. The recognition of this signature will be concluded whether a character or pattern determined already sufficiently reliable for recognition of signatures.

3.2 Data Analysis

In this study, the data used is signature. As for example, the input image of signature is given in Figure 7 as follow:

![Figure 7 Example of input image signature](image)

However, in the data analysis, the writer uses the example data taken just a simple signature squiggle. Writing signature paint or made in writing on a computer or a sheet of paper which is then removed with a scanner or digital camera. The collected data will be the training process and system testing. Both the training and testing data system used in the form of data signatures. Preliminary data taken from 10 sample signatures comprises of 6 signatures for training and 4 signatures for testing. The image of the handwriting process that has been established further processed by the floating process, because the process grayscale images should be done first. Grayscale process is performed to change the 24-bit RGB image into 8-bit grayscale image. Grayscale process will follow the following formula:

$$\text{GRAY} = \frac{R + G + B}{3} \quad (12)$$

This process will produce a grayish image. After the grayscale process, then we perform the process of floating to differentiate text and background. If the specified threshold 140, then the pixel-1 were black because it has a grayscale value is smaller than the value of 140.

3.3 Feature Extraction

Feature extraction process in the training process aims to classify the data based on the input image data and extract its value from the input image data as a key component in the process of beginning to use neural network training. In the process of signature recognition feature extraction section is only intended to extract value from an input image data has been segmented to Recognize the signature process. The introduction of a character or a pattern by using a neural network to recognize patterns method backpropagation signature is using 5x3 matrices. Here, an example of the process of floating and characteristic extraction process can be seen in Figure 8:

![Figure 8 Process threshold and feature extraction process](image)

3.4 Data Input

Before the data processing is done, it needs to be processed in determining the input and the target or results to be obtained from the processing of data, which will facilitate the sharing of data and perform data processing to obtain results in line with what is expected. To be clearer about backpropagation training, consider the following example. For example, the extraction of characteristic signatures that will be trained is shown in Figure 9:

![Figure 9 Results of data extraction](image)

3.5 Network Architecture

On this issue Neural Network architecture that is used is a Neural Network with many layers (multilayer net – See Figure 10) with backpropagation algorithm, which consists of:
a. The input layer is 15 (results of feature extraction in the form of 3x5 box)

b. Hidden layer by the number of nodes specified by the user.

c. The output layer (output layer) = 1
d. Learning Rate(α) = 0.2

**3.6 Training and Testing**

The data will be processed using MATLAB with the architectural pattern 15-5-1, with 15 training data as input data exemplified signature with the signature code 01a as in Figure 11 below:

To see the results issued by the network can use the following command.

\[
\text{[Y, Pf, Af, e, perf] = sim (net, p, [], [], t)}
\]

After looping do then found the minimum error or goal in the epoch 11 as in Figure 12 as follow:

In the test data will be conducted on the pattern of the signature with the signature code 02a. The steps of data processing are using the same MATLAB data training 0.2. The 15-5-1 with learning rate is the signature 02a which can be seen in Figure 13. Mean while, the chart goal against signature training 02a is presented in Figure 14:

**3.7 Implementation**

As designed at the design stage, the display software is so executed as well as a display of training and recognition of signatures. Input the id owner and id picture will then appear the name, the target binary, photos on id identity and binary inputs and signature image on images. Display software soprogram run is shown in Figure 16 below:
4. Conclusion

This paper studied implementation of signature recognition by using backpropagation of neural network. The artificial neural network with back propagation is applied as a method in the process of signature and pattern recognition to provide a solution that is best to analyze and recognize people's signature. Implementation of the application of neural networks in pattern recognition signature can further be applied to any computer that handles problems in the process of matching one's data. Neural network with backpropagation method that has been trained by people's signature image data can be used to identify the owner of the signature. The application comes with a photo of the owner of the signature that can be seen when entering the id the owner's identity, so as to reduce errors in fraudulent signatures. If the owner of the signature is different from the picture is not justified in doing custody signature. Hence, signature is something to do with the real owner.
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