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Abstract

Plant species recognition is a primordial task that forms the basis of solving several plant-related computer-vision problems such as disease detection or growth monitoring. However, a lack of voluminous datasets that cover specific needs is observed in the digital agriculture community. Therefore, the EAGL—I system was developed to rapidly create massive labeled datasets of plants intended to be commonly used by farmers and researchers to create AI-driven solutions in agriculture. As a result, a publicly available plant species recognition dataset composed of 40,000 images with different sizes consisting of 8 plant species was created with the system in order to demonstrate its capabilities. This paper proposes a novel method, called Variably Overlapping Time—Coherent Sliding Window (VOTCSW), that transforms a dataset composed of images with variable size to a 3D representation with a common fixed size that is suitable for convolutional neural networks, and demonstrates that this representation is more informative than resizing the images of the dataset to a given size. We theoretically formalized the use cases of the method as well as its inherent properties and we proved that it has an oversampling and a regularization effect on the data. By combining the VOTCSW
method with the 3D extension of a recently proposed machine learning model called 1-Dimensional Polynomial Neural Networks, we were able to create a model that achieved a state-of-the-art accuracy of 99.9% on the dataset created by the EAGL—I system, surpassing well-known architectures such as ResNet and Inception. In addition, we created a heuristic algorithm that enables the degree reduction of any pre-trained N-Dimensional Polynomial Neural Network and which compresses it without altering its performance, thus making the model faster and lighter. Furthermore, we established that the currently available dataset could not be used for machine learning in its present form, due to a substantial class imbalance between the training set and the test set. Hence, we created a specific preprocessing and a model development framework that enabled us to improve the accuracy from 49.23% to 99.9%.
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1 Introduction

Agriculture is a sector that requires multi-disciplinary knowledge to steadily evolve [1, 2, 3] since large-scale food production necessitates a deep understanding of every relevant plant species [4, 5, 6] and highly advanced machinery [7, 8, 9] to ensure an optimized yield. With the emergence and the recent practical successes of the Internet of Things, robotics and artificial intelligence [10], the sector has observed a surge in smart farming solutions which has led the march to the fourth agricultural revolution [11]. Consequently, new fields such as digital agriculture [12] and precision agriculture [13] have become intensively researched which has led to an ever-increasing pace in innovation. Although the integration of artificial intelligence is making its way to digital agricultural applications such as crop planting [14, 15, 16] and harvesting [17, 18, 19], it is still limited to mechanical tasks that mainly require environmental awareness [7]. A number of issues that are highly concerning for farmers such as crop disease detection, plant-growth monitoring and need-based irrigation have only recently started to gain an interest in the machine learning community [20]. Despite the efforts to create automated systems to resolve such issues [21, 22], only highly specialized systems are created which only work with specific species or variants under constrained conditions [23, 24, 25]. Furthermore, due to the lack of voluminous labeled data for each species and for each specific issue [20], automated systems mainly rely on advanced visual feature engineering that requires a team of plant specialists, and only partially rely on machine learning for using these features to extract useful information [26, 27, 28]. In fact, the sheer diversity of plant species, variants, diseases, growth stages and growing conditions makes manual feature engineering unfeasible to cover every individual farmer’s need. While some attempts at creating massive plants datasets have been successful [29, 30, 31], their usefulness was limited by the species present in them and the initial task they were created
for. For instance, a dataset containing species grown in a tropical biome for the purpose of species recognition has limited to no usefulness for farmers working in a grassland biome who want to establish the presence of a disease in certain plants.

As a result, the EAGL–I system [32] has been recently proposed to automatically generate a high number of labeled images in a short time (1 image per second) in an effort to circumvent the problem of the lack of data for specific needs. Consequently, two massive datasets were created with this system [33]; one that contains 1.2 million images of indoor-grown crops and weeds common to Canadian prairies, and one that contains 540,000 images of plants imaged in farmland. Also, a publicly available dataset called “Weed seedling images of species common to Manitoba, Canada” (WSISCMC) [34] which contains 40,000 images of 8 species that are very rarely represented in plants datasets was created with the EAGL–I system. The purpose of the creation of the dataset was to demonstrate the capability of the EAGL–I system to rapidly generate large amounts of data that are suitable for machine learning applications and that can be used to solve specific digital agriculture problems, such as the ability to recognize several species of grasses which are responsible for the loss of hundreds of millions of dollars. However, in [32], the validity of the dataset was only tested for a binary classification problem consisting in differentiating between grasses and non-grasses without determining the species of the given plant itself. While the model that solves this problem gives an indication on how well the samples of the dataset are distributed to allow for grass differentiation, it does not provide enough information on how detailed the samples of the dataset are at a granular level to allow the identification of the species they belong to. Indeed, the higher the number of mutually exclusive classes, the more distinctive and detailed the spatial features of the plants need to be. Therefore, we chose to tackle the problem of plant species recognition on the WSISCMC dataset leading to a solution that can help the early eradication of invasive species that are harmful to the growth of certain crops. Furthermore, this constitutes a step further in validating the dataset for machine learning applications, and by extension, the EAGL–I system for the creation of meaningful datasets. Thus, this work aims at maximizing the plant recognition accuracy on the WSISCMC dataset by creating a highly reliable and accurate network using the model development framework shown in Figure 1 in order to provide insight on how to improve the data acquisition process to produce cleaner samples for future massive datasets. Moreover, the particularity of the WSISCMC dataset lies in the fact that all images are captured in a blue background. This makes the dataset very versatile for domain translation techniques [35] which can be used to artificially place the plants in an outdoor background representing a given agricultural field. As a result, despite the plants being captured in a lab-controlled environment, their usability can be extended to the real world. Thus, the species recognition knowledge acquired by a model trained on the WSISCMC can also be transferred to the real world via domain translation.
To solve this problem, we decided to use a novel deep learning model that we recently developed called 1-Dimensional Polynomial Neural Network (1DPNN) [36] which was proven to encapsulate more information from its training set and to generalize better than a 1-Dimensional Convolutional Neural Network (1DCNN) in less time and with less memory than a 1DCNN. A major limitation of the 1DPNN model is that it can only process 1D signals and that there was no way to determine the polynomial degree of each of its layers upon solving a given problem. Therefore, we propose an extension of this model to 2D and 3D signals, such as images and videos respectively, and we generalize its denomination to NDPNN where ND stands for 1D, 2D or 3D. We also develop a heuristic algorithm that makes use of a polynomial degree reduction formula [37] that we have recently developed and that allows to determine the smallest degree of each layer of a pre-trained NDPNN that preserves its performance on its test set, thus, enabling it to use less memory and less computational power while maintaining the same performance on its test set. Moreover, since the WSISCMC dataset is composed of images with different sizes, we create a method that we call Variably Overlapping Time–Coherent Sliding Window (VOTCSW) which allows the transformation of images with variable sizes to a 3D representation with a common fixed size that is suitable for 3DCNNs and 3DPNNs or any machine learning model that processes 3D signals. The novelty of the VOTCSW lies in its ability to partially or even completely remove the issue of resizing images with different sizes in any given dataset to a common size, which always certainly causes a loss of information since the resolution is usually altered. In fact, most machine learning models require a predetermined fixed size for their inputs. Hence, the method is a valuable contribution to the fields of image processing and machine learning since it creates a common fixed-size 3D representation of images that have different sizes with minimal or even no loss of information. We also redistribute the samples of the dataset to maximize the learning efficiency of any machine learning model that may use it. Furthermore, we train various well-know architectures such as ResNetV2 [38], InceptionV3 [39] and Xception [40], and we evaluate the gain of using the VOTCSW method and the NDPNN degree reduction heuristic with respect to regular 2DCNNs architectures.

The contributions of this work are i) the extension of 1DPNNs to NDPNNs which can now be used on 2D and 3D signals such as images and videos, ii) the development of a heuristic algorithm for the degree reduction of pre-trained
NDPNNs which creates lighter and faster NDPNNs with little to no compromise to their initial performances, iii) the formalization of the VOTCSW method which circumvents the need to resize images in a dataset that have different sizes by transforming each image to a 3D representation of a common fixed size that is suitable for 3DCNNs and 3DPNNs with minimal loss of information compared to regular resizing techniques and which improves their inference on the WSISCMC dataset, iv) the resampling of the WSISCMC dataset with respect to class distribution and size distribution in order to enhance the performance of any machine learning model trained on it, v) the creation of a NDPNN model development framework that makes use of the degree reduction heuristic and the VOTCSW method and allows the creation of the best fitting neural network architecture on the WSISCMC dataset, vi) the creation of a simple 3DPNN architecture that achieves a state-of-the-art 99.9% accuracy on the WSISCMC dataset, and which outperforms highly complex neural network architectures such as ResNet50V2 and InceptionV3, in less time and with substantially less parameters, vii) and the determination of aberrant samples in the WSISCMC dataset which are not suitable for the single-plant species recognition task that this dataset was created for.

The outline of this paper is as follows. Section 2 discusses the most recent works in plant species recognition while Section 3 introduces 1DPNNs and their extension to NDPNNs, develops the layer-wise degree reduction heuristic and formulates the theoretical foundation of the VOTCSW method. Section 4 presents the model development framework established to produce a highly accurate model for the WSISCMC dataset and discusses the results obtained while providing insights on how the methods developed in Section 3 influenced them. Finally, Section 5 presents a summary of what was achieved in this work, discusses the limitations of the methods and the models used, and proposes solutions to overcome these limitations.

2 Related Work

2.1 Plant species recognition

Plant species recognition is one of the most important tasks in the application of machine learning to digital agriculture. In this context, behaviour specific to a species will inform the identification of a plant’s disease or the plant’s need for resources such as water or light. The most common approach to identify the species of a given plant is to analyze its leaves [41]. In fact, many public datasets [29, 42] are only composed of leaves scanned in a uniform background. The methods that are mostly used rely either on combining feature engineering and machine learning classifiers or using deep learning models for both feature extraction and classification.

Indeed, Purohit et al. [43] created morphological features based on the geometric shape of any given leaf and used these features to discriminate between 33 species of plants using different classifiers. They achieved a state-of-the-art 95.42% accuracy on the Flavia dataset [29] and they demonstrated that their
morphological features are superior to color features or texture features. However, they did not compare the efficiency of their features to ones that are fully determined using deep learning models. On the contrary, Wang et al. [44] created a novel multiscale convolutional neural network (CNN) with an attention mechanism that can filter out the global background information of the given leaf image and highlight its saliency which allows it to consistently outperform classification models based on morphological feature extraction, as well as classification models based on well-known CNN architectures. They explain that CNNs are better at extracting high-level and low-level features without the need to perform image preprocessing and that their model which combines both these types of features in an attempt to discover estimatable relationships outperforms regular CNNs. However, the models that were developed were only trained on the ICL dataset [42] which only contains leaf images, and can therefore be hard to use on images of entire plants.

Mehdipour Ghazi et al. [45] have considered training versatile architectures of CNNs on the LifeCLEF 2015 [31] which contains 100,000 images of plant organs from 1000 species that are mostly captured outdoors. They proposed a data augmentation approach that randomly extracts and scales a number of random square patches from any given image before applying a rotation. These patches and the original image are then resized to a fixed size and the mean image is subtracted from them in order to keep the most relevant features. The resulting images are then fed to a CNN model which outputs a prediction for each image. The prediction of the original image is then determined by summing these predictions together. This aggregation as well as fine-tuning pre-trained networks such as VGGNet [46], GoogLeNet [47], and AlexNet [48] with different hyperparameters controlling the number of weight updates, the batch size and the number of patches, allowed them to achieve state-of-the-art results on the dataset, notably by fusing VGGNet and GoogLeNet. The authors observe that, when training networks from scratch, simpler architectures are preferred to the kind of architectures they used in their work. Indeed, they could not train any network from scratch to produce satisfactory results, and they did not attempt to create simpler and more specialized architectures for the problem.

The work presented in this paper differs from the related papers on plant species recognition in four ways:

1. The WSISCMC dataset contains images of entire plants that trace different growth stages such that a trained classifier may be able to integrate the temporal evolution of a species organs in its inference, and may produce features richer than the ones that are only determined from separate organs such as leaves. Furthermore, the images are all captured in a blue background which enables the transfer of the acquired knowledge by trained models to the real world via background subtraction or domain translation.

2. Instead of relying on resizing the images in the dataset, we theoretically develop and use the VOTCSW method which creates a 3D representation
of a common fixed size for all the images in the dataset with little to no loss of information (compared to resizing).

3. We use a novel deep learning model called 1DPNN and we extend it to NDPNN.

4. Concomitantly, the neural network architectures that we used are constructed in various stages of simplicity to allow an ablation study. Starting from a simple 2DCNN architecture, a simple 3DCNN architecture relying on a different data representation is built, then both architectures are extended to NDPNNs. Finally, highly complex architectures such as InceptionV3 and ResNet50V2 are also considered.

2.2 Polynomial neural networks

The use of polynomials in neural networks has been motivated by their ease of use and their great expressiveness as well as the vast literature surrounding the use and definition of polynomials. Moreover, polynomials allow the definition of non-linear functions which are at the core of neural networks. In fact, neural networks with linear activation functions are reduced to a simple linear relationship between the input and the output, which is usually not enough for solving complex tasks that are non-linear in nature. As a result, researchers explored the use of polynomials in neural networks in different ways.

With the simple use of second order and third order polynomials, the performance of neural networks for certain tasks drastically improved. Indeed, Wang et al. [49] introduced the second-order response transform for visual recognition tasks which consists in combining the outputs of two network branches by summing them and adding a second order term that is a function of their element-wise product. They also altered the way residual blocks [38] work by introducing a term consisting of the square-root of the element-wise product between the block’s input and output. Moreover, they applied these alterations on well-known neural network architectures such as LeNet [50], VGGNet [46], ResNet [38] and WRNet [51], and trained them to perform various image recognition tasks, namely object recognition on CIFAR10 and CIFAR100 datasets [52] and digit recognition on the SVHN dataset [53]. In addition, they compared the prediction accuracy of the altered variants of the networks to their unaltered counterparts and they observed a consistent improvement in all the altered networks on all tasks with an extra computation overhead of less than 5%. This proved that the second order response was an effective approach to widen and improve the representation capacity of neural networks. Similarly, Hughes et al. [54] introduced the use of second order polynomials in recurrent neural networks (RNNs) and outperformed state-of-the-art voice activity detection models. Moreover, Babiloni et al. [55] showed that the use of third order polynomials could improve upon state-of-the-art models on image recognition, instance segmentation, and face detection with less computational overhead. However, these improvements were not verified for higher order polynomials. Nevertheless, quadratic deep networks were
proved to be universal approximators [56] which paved the way for the exploration of the use of higher order polynomials in neural networks.

Chrysoς et al. [57] introduced a new class of deep neural networks called deep polynomial neural networks such that the output of that network is a high-order polynomial of the input. For a high-dimensional input and a high-dimensional output, the polynomial is built such that each element of the output is a full polynomial expansion of a given order of all the elements of the input where the weights of that expansion are computed during training. This introduces a complexity in the number of parameters which grows exponentially with the order of the polynomial. Therefore, they perform 3 different tensor decompositions of the weights by using a recurrence relationship to lower the complexity and they also construct the polynomial as the composition of lower-degree polynomials such that each lower-degree polynomial is the input to the next lower-degree polynomial. By doing so, they are able to use different decompositions for the lower-degree polynomials which requires much less parameters for achieving the same order of approximation. The authors achieved state-of-the-art results on image generation, audio classification, image classification and 3D mesh autoencoding. Nevertheless, deep polynomial neural networks do not support weight sharing which can help drastically reduce their complexity.

Ben Abdallah et al. [36] proposed the 1DPNN model which is an extension of the 1DCNN model such that the output of a given neuron is computed by performing a convolution between weights associated to a given degree and the input of that neuron exponentiated to that same degree. The authors formalized the backpropagation equations of the 1DPNN model to allow these weights to be learned during training. Moreover, they evaluated the influence of various activation functions on the 1DPNN and analysed its behaviour with respect to the 1DCNN model on spoken digit recognition, musical note recognition and audio signal denoising. As a result, they were able to empirically prove that the 1DPNN model could learn more complex representations and achieve a better expressiveness with less computational power and less parameters than the 1DCNN model. They also determined that the use of polynomials introduced stability issues which could be solved with bounded activation functions. However, the 1DPNN model could not process 2D signals such as images and 3D signals such as videos. Furthermore, there was no known way to determine the optimal degree of each layer in a 1DPNN model other than experimentation and intuition.

The work presented in this paper differs from the related papers on polynomial neural networks in two ways:

1. The use of polynomial neural networks with weight sharing on images and videos via 2DPNN and 3DPNN, respectively.
2. The use of a polynomial degree reduction formula [37] for the development of a heuristic that allows the optimization of the degree of the polynomials used in the approximation inherent to polynomial neural networks, hence, creating highly accurate lightweight and fast polynomial neural networks.
3 Theoretical Framework

In order to obtain the most accurate results on the plant species classification problem, we use a novel model called 1DPNN which we proposed for audio signal related problems. In this work, we generalize our model to be applied on 2D and 3D signals such as images and videos, and we show that the equations governing its inference and its learning do not change with the dimension of the signal. Hence, we refer to the generalized model as N-Dimensional PNN (NDPNN) since it can theoretically be used to process signals with any dimension. We also develop a heuristic algorithm for reducing the polynomial degree of each layer of a pre-trained NDPNN in a way that preserves its performance on a given test set. We also create a new method that we call variably overlapping time–coherent sliding window (VOTCSW) for changing the representation of images from a 2-dimensional grid of pixels to a 3-dimensional grid of pixels moving through time in order to solve the problem of the size variability of the images in the WSISCMC dataset considered in this problem. This section discusses the inference, the learning and the degree reduction of NDPNNs and details the foundation of the VOTCSW method.

3.1 N-Dimensional Polynomial Neural Networks and Polynomial Degree Reduction

1DPNNs are an extension of 1DCNNs such that each neuron creates a polynomial approximation of a kernel that is applied to its input. Given a network with $L$ layers, such that a layer $l \in [1, L]$ contains $N_l$ neurons, a neuron $i \in [1, N_l]$ in a layer $l$ produces an output $y^{(l)}_i$ from its previous layer’s output $Y_{l-1}$. The neuron possess a bias $b^{(l)}_i$, an activation function $f^{(l)}_i$, and $D_l$ weight vectors $W^{(l)}_{id}$ corresponding to every exponentiation $d$ of its previous layer’s output up to a degree $D_l$. Eq. (1) below shows the output of a 1DPNN neuron.

$$
(1)
$$

$$\forall l \in [1, L], \forall i \in [1, N_l], \quad y^{(l)}_i = f^{(l)}_i \left( \sum_{d=1}^{D_l} W^{(l)}_{id} * Y^{d}_{l-1} + b^{(l)}_i \right) = f^{(l)}_i \left( x^{(l)}_i \right),$$

where $*$ is the convolution operator, $Y^{d}_{l-1} = Y_{l-1} \odot \cdots \odot Y_{l-1}$, and $\odot$ is the Hadamard product [36].

The equation above shows that the weight $W^{(l)}_{id}$ corresponding to $Y^{d}_{l-1}$ can be of any dimension as long as the convolution with $Y^{d}_{l-1}$ remains valid. For instance, if $Y^{d}_{l-1}$ is a list of 2D feature maps, $W^{(l)}_{id}$ has to be a list of 2D filter masks. Therefore, the equation of a 1DPNN neuron can be applied on images and videos as long as the dimension of the weights are adjusted accordingly. Hence, the same equation governs the behavior of a 2DPNN, a 3DPNN and an NDPNN in general. Furthermore, this also applies to the gradient estimation...
of an NDPNN, so even the backpropagation remains unchanged. Moreover, we propose a method to reduce the degree of each layer after an NDPNN network is fully trained on a given dataset. This makes use of a fast polynomial degree reduction formula that we recently proposed [37] which can generate a polynomial of low degree that behaves the same as a given polynomial of higher degree on a symmetric interval. The method that we propose is a post-processing method that can compress a fully trained NDPNN, thus making it faster and lighter, without sacrificing its performance on the dataset it was trained on. The memory and computational efficiency gain mainly depend on the topology of the NDPNN and the performance loss tolerance. Although the polynomial degree reduction is performed on a symmetric interval and an NDPNN can use unbounded activation functions in general, we use the fact that, after training, the NDPNN weights do not change. So the input of each layer will be bounded in a certain interval when the NDPNN is fed with samples from the training set. The bounding interval may not be symmetric, but every interval is contained within a symmetric one, which allows us to properly use the polynomial degree reduction formula. Eq. (1) does not clearly show how the polynomial degree reduction can be achieved, which is why we consider the case of 1DPNNs to demonstrate the principle.

In the 1D case, the output of a given layer $l$ is $Y_l$ which is a list containing the outputs of every neuron in that layer. The output of a neuron $i$ in that layer, $y_i^{(l)} = f_i^{(l)}(x_i^{(l)})$, is a vector of size $M_l$. Similarly, the weights of that neuron with respect to the exponentiation degree $d$, $W_{id}^{(l)}$, is a list of $N_{l-1}$ vectors of size $K_l$. Therefore, expanding $x_i^{(l)}$ from Eq. (1) to compute each of its vector element independently produces:

$$\forall m \in [0, M_l - 1], x_i^{(l)}(m) = \sum_{d=1}^{D_l} \sum_{j=1}^{N_{l-1}} \sum_{k=0}^{K_{l-1}} w_{ijd}^{(l)}(k) \left( y_j^{(l-1)}(m + k) \right)^d + b_i^{(l)}$$

$$= \sum_{j=1}^{N_{l-1}} \sum_{k=0}^{K_{l-1}} \left( \sum_{d=1}^{D_l} w_{ijd}^{(l)}(k) \left( y_j^{(l-1)}(m + k) \right)^d + \frac{b_i^{(l)}}{N_{l-1}K_l} \right)$$

$$= \sum_{j=1}^{N_{l-1}} \sum_{k=0}^{K_{l-1}} P_{ijk}^{(l)} \left( y_j^{(l-1)}(m + k) \right),$$

such that

$$P_{ijk}^{(l)}(X) = \sum_{d=1}^{D_l} w_{ijd}^{(l)}(k)X^d + \frac{b_i^{(l)}}{N_{l-1}K_l},$$

and $X$ is an indeterminate. This shows that the output of a neuron $i$ in a layer $l$ is the result of the summation of $N_{l-1}K_l$ distinct polynomials, and that the layer consists of $N_l N_{l-1} K_l$ distinct polynomials. In the general case of an NDPNN, the number of polynomials in a layer $l$ would be $N_l N_{l-1}$ multiplied
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by the receptive field of that layer. Figure 2 shows an overview of the heuristic algorithm and Algorithm 1 describes the process of compressing an NDPNN by means of layer-wise polynomial degree reduction. $F$ represents an NDPNN model pre-trained on a given training set $T$ such that $F(T)$ is the output of $F$ given $T$. Note that given an NPDNN model $F$, one can access the output of its layer $l$ by using $F_l$. The objective is to create another NDPNN model by reducing the polynomials of each layer of the pre-trained NDPNN model $F$ to the lowest possible polynomial degree such that the reduced model is faster, has less parameters, and performs as well as the pre-trained NDPNN model $F$ within a certain tolerance on the training set. In fact, this process is similar to decision tree pruning [58] in that it aims to reduce the complexity of the model without reducing its predictive capacity. To achieve that, we use the fact that, a pre-trained model will always output values in a certain interval on the training set, and that any polynomial of a given degree can be well-approximated by a polynomial of a lower degree on a symmetric interval using the polynomial degree reduction formula in [37]. The algorithm needs a performance evaluation function $\epsilon$ which takes a model, a dataset and its labels $T_{true}$ as input and needs a reduction tolerance $\epsilon_0$ which stops the algorithm when the performance evaluation of the reduced model is below $\epsilon_0$. $\epsilon$ can be any performance evaluation metric which outputs a higher score when the performance of the model is better, such as the accuracy or the negative mean squared error. The algorithm starts by initializing the reduction of each layer $R$ to 0 and by determining the smallest symmetric interval $[-A_l, A_l]$ where the values of the input of each layer $l$ are bounded. Then, it goes through each layer $l'$, it creates a copy $\tilde{F}$ of the initial model $F$, and reduces every layer’s degree $D_l$ of the copy $\tilde{F}$ by the last degree reduced $R$ on the symmetric interval $[-A_l, A_l]$, except for layer $l'$ which has its degree reduced by $R_{l'} + 1$ on the symmetric interval $[-A_{l'}, A_{l'}]$ as expressed by the instruction $\tilde{D}_l \leftarrow D_l - (R_l + 1_{\{l\neq l'\}}(l))$ where $1$ is the indicator function. The weights of each layer of the initial model copy $\tilde{F}$ are therefore replaced during this process by

Fig. 2: Overview of the layer-wise degree reduction algorithm.
reduced weights calculated via the polynomial degree reduction formula [37]. If a layer $l'$ has been reduced to the degree 1, the algorithm does not attempt to reduce it further and ignores it by assigning a nil performance $P_{l'} = 0$. It then evaluates the copy $\tilde{F}$ using the performance evaluation function $\epsilon$ and stores the score $P_{l'}$ in a list. After performing these steps for every layer $l'$ in the model, the algorithm determines the layer $\tilde{l}$ whose reduction impacted the performance of the model the least and increases its reduction $R_{l'}$ by 1. These steps are repeated until all the layers are reduced to a degree of 1 or until the best performance of the current reduction is below $\epsilon_0$. Following that, the algorithm creates a final copy $\tilde{F}$ of the model $F$ and reduces the degree of each layer $l$ according to the reduction limit $R_l$ determined in the previous steps. The algorithm then returns the most reduced model within the limit of $\epsilon_0$. Although the algorithm is computationally demanding, it allows the minimization of the polynomial degrees of every layer of a pre-trained NDPNN model with little to no loss in its prediction performance. This has the advantage of creating NDPNN models that solve highly complex tasks for a relatively low computational and spatial cost, which may prove necessary for the deployment in memory/compute-bound environments such as embedded systems.

3.2 Variably Overlapping Time–Coherent Sliding Window

The WSISCMC plant species classification dataset used in this work contains images with varying sizes which are not suitable for neural networks that only accept an input with a predetermined size. As a result, there is a need to transform these images into a representation with a fixed size. In most cases, shrinking the images to the smallest size present in the dataset is enough to train a network to produce very accurate results. However, image resizing comes at the cost of either losing important details that may be detrimental for the performance of the network when shrinking, or adding synthetic pixels when padding or magnifying. Thus, we created the Variably Overlapping Time–Coherent Sliding Window (VOTCSW) technique, which transforms each image, regardless of its size, to a 3-dimensional representation with fixed size $(h, w, M)$. The VOTCSW allows this representation to be interpreted as a video of size $(h, w)$ containing $M$ frames by ensuring that two consecutive frames are spatially correlated hence the “Time–Coherent” term. Therefore, the 3-dimensional representation can be fed into 3DCNNs and 3DPNNs as a tensor of shape $(h, w, M, C)$ where $C$ is the number of channels present in the original image. Figure 3 (adapted from [59]) shows the difference between a 2D convolution applied on an image and a 3D convolution applied on a video similar to the ones that can be created using the VOTCSW method. The difference resides in the way a filter is defined and the way it slides. To apply 2D convolution on an image, a 2D filter – of size $3 \times 3$ in this example – slides over the 2 dimensions that define an image, namely, height and width, to produce a feature map. To apply 3D convolution on a video, a 3D filter – of size...
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Algorithm 1: NDPNN layer-wise polynomial degree reduction

Data:
- \( L, N, D, W_{id}^{(0)}, b_{i}^{(0)}, \forall i \in [1, L], \forall (i, d) \in [1, N_d] \times [1, D_i] \)
- Trained model \( \tilde{F} \)
- Training set \( T \) and training labels \( T_{true} \)
- Evaluation function \( \epsilon(F, T, T_{true}) \)
- Reduction tolerance \( \epsilon_0 \)

Result:
- \( \tilde{D}_1, \tilde{W}_{id}^{(0)}, \tilde{b}_{i}^{(0)}, \forall i \in [1, L], \forall (i, d) \in [1, N_d] \times [1, \tilde{D}_1] \)
- Reduced model \( \tilde{F} \)

\( A \leftarrow (0, \ldots, 0)_L \)
\( R \leftarrow (0, \ldots, 0)_L \)
\( P \leftarrow (\epsilon_0, \ldots, \epsilon_0)_L \)
\( A_1 \leftarrow \max(T) \)

for \( l \in [2, L] \) do
  \( \tilde{A}_1 \leftarrow \max(|F_{l-1}(T)|) \)
end

\( l \leftarrow 0 \)
while \( P_l \geq \epsilon_0 \wedge \max_{i \in [1,L]} (D_l - R_l) > 1 \) do
  \( F \leftarrow \tilde{F} \)
  for \( l \in [1, L] \) do
    \( \tilde{D}_l \leftarrow D_l - (R_l + \mathbb{1}_{|D_l|}) \)
    if \( \tilde{D}_l \geq 1 \) then
      for \( i \in [1, N_d] \) do
        \( \left( \tilde{W}_{id}^{(0)} \right)_{[1, \tilde{D}_1]} \left( b_{i}^{(0)} \right) \leftarrow \text{reduce_degree_to_n} \left( \left( W_{id}^{(0)} \right)_{[1, D_1]}, b_{i}^{(0)}, \tilde{D}_1, D_1, A_l \right) \)
      end
      \( \tilde{F} \leftarrow \text{replace_neuron_weights} \left( F, \tilde{b}_{i}^{(0)}, \left( W_{id}^{(0)} \right)_{[2, \tilde{D}_1]}, \tilde{D}_l, i, l \right) \)
    else
      \( P_l \leftarrow 0 \)
    end
  end
  \( P_{l+1} \leftarrow \epsilon(F, T, T_{true}) * (1 - \mathbb{1}_{(0)}(P_l)) \)
end
\( l \leftarrow \arg \max_{i \in [1, L]} P_i \)
if \( P_l \geq \epsilon_0 \) then
  \( R_l \leftarrow R_l + 1 \)
end
end
\( F \leftarrow \tilde{F} \)

for \( l \in [1, L] \) do
  for \( i \in [1, N_d] \) do
    \( \left( \tilde{W}_{id}^{(0)} \right)_{[1, \tilde{D}_1]} \left( b_{i}^{(0)} \right) \leftarrow \text{reduce_degree_to_n} \left( \left( W_{id}^{(0)} \right)_{[1, D_1]}, b_{i}^{(0)}, \tilde{D}_1, D_1, A_l \right) \)
    \( \tilde{F} \leftarrow \text{replace_neuron_weights} \left( \tilde{F}, \tilde{b}_{i}^{(0)}, \left( W_{id}^{(0)} \right)_{[2, \tilde{D}_1]}, \tilde{D}_l, i, l \right) \)
end

3 \times 3 \times 3 in this example – slides over the 3 dimensions that define a video, namely, height, width and time, to produce a feature map. The VOTCSW method is a safe alternative to resizing as it does not add nor remove any pixel from the original images, or at least, it minimizes the need to do so under certain conditions that will be discussed below. It is based on the sliding window technique (hence the “Sliding Window” term) which is a powerful signal processing tool that is used to decompose a signal containing a high number of
samples into small chunks called windows containing a smaller number of samples that can be processed faster. Consecutive windows overlap with a certain ratio $\alpha \in [0, 1]$ in order to ensure a correlation between them. The classical use of this technique consists in determining a window size that ensures enough representative samples to be present in a single window and an overlap that allows better processing performance. However, there is no consideration as to how many windows are extracted for each different signal length. In contrast, our proposed VOTCSW method aims to extract exactly $M$ windows of a fixed size from any signal regardless of its length. This is achieved by calculating an overlap for each signal length, hence the Variably Overlapping term.

Given an image of size $(H, W)$ and a desired 3-dimensional representation $(h, w, M)$, we define the following relationships:

$$
\begin{align*}
H &= h + N_h(1 - \alpha)h \\
W &= w + N_w(1 - \alpha)w,
\end{align*}
$$

(2)

where $\alpha \in [0, 1]$ is the window overlap, $N_h$ is the number of windows that overlap with their predecessors and that are needed to cover the height of the image, and $N_w$ is the number of windows that overlap with their predecessors and that are needed to cover the width of the image. Following that, the total number of windows $M$ needed to cover the image in its entirety is

$$
M = (1 + N_h)(1 + N_w) = \left(\frac{H - h}{(1 - \alpha)h} + 1\right) \left(\frac{W - w}{(1 - \alpha)w} + 1\right). 
$$

(3)

Eq. (3) establishes a relationship between the overlap $\alpha$, the size of the image $(H, W)$ which is fixed, the size of the sliding window $(h, w)$ which is fixed and the total number of windows $M$ which is also fixed.

**Proposition 3.1.** The value of $\alpha$ with respect to $H$, $h$, $W$, $w$ and $M$ is

$$
\alpha = 1 - \frac{((H - h)w + (W - w)h) + \sqrt{\Delta}}{2hw(M - 1)},
$$

(4)

where $\Delta = ((H - h)w + (W - w)h)^2 + 4hw(H - h)(W - w)(M - 1)$.  

**Fig. 3:** Difference between 2D convolution and 3D convolution [59].
Refer to Appendix A for proof. Eq. (4) was determined from the fact that \( \alpha < 1 \). However, \( \alpha \) needs to be positive as well. Therefore, there is a need to determine a condition on the choice of \( h, w \) and \( M \) with respect to \( H \) and \( W \) to ensure the positivity of \( \alpha \).

**Proposition 3.2.**

\[
\alpha \geq 0 \iff hwM \geq HW.
\]

Refer to Appendix A for proof. Proposition 3.2 implies that \( h, w \) and \( M \) can not be chosen arbitrarily. Furthermore, since \( h, w \) and \( M \) need to be fixed before transforming the images of the dataset, they have to verify this condition for every image of size \((H, W)\). As a result, we need to determine tighter conditions to be able to determine \( h, w \) and \( M \) consistently. Let \( \beta \) be the aspect ratio of an image of size \((H, W)\) such that \( W = \beta H \) and let \( \gamma \) be the aspect ratio of a window of size \((h, w)\) such that \( w = \gamma h \). We then derive from Eq. (2)

\[
W = w + (1 - \alpha)wN_w \iff \beta H = \gamma h + (1 - \alpha)\beta hN_w \iff N_w = \frac{\beta H - \gamma h}{(1 - \alpha)\gamma h}.
\]

And since from Eq. (2), we have \( N_h = \frac{H - h}{(1 - \alpha)h} \), we deduce by dividing \( N_w \) by \( N_h \) that

\[
M = (N_h + 1) \left( \frac{\beta H - \gamma h}{\gamma(H - h)}N_h + 1 \right).
\]

(5)

Since \( M \) is an integer constant, and \( N_h \) is an integer constant, \( \frac{\beta H - \gamma h}{\gamma(H - h)}N_h \) should also be an integer constant. As a result, we can define a positive constant \( p \) such that \( p = \frac{\beta H - \gamma h}{\gamma(H - h)} \). The only variables in \( p \) are \( \beta \) and \( H \) since they depend on the image being processed. \( \gamma \) and \( h \) are not supposed to change with the size of the image being processed. Consequently, we can write

\[
p = \frac{\beta H - \gamma h}{\gamma(H - h)} \iff \gamma(H - h)p + \gamma h = \beta H \iff H(\beta - \gamma p) = \gamma h(1 - p).
\]

(6)

This means that when \( p \neq 1 \) and \( \beta \neq \gamma p \), we have \( H = \frac{\gamma h(1 - p)}{\beta - \gamma p} \). This implies that, in order for \( M \) to be a valid integer, every image height has to be resized to \( H \), which contradicts the purpose of the VOTCSW. Therefore, we consider the case where \( \beta = \gamma p \). We can deduce from Eq. (6) that, under this
condition, $p$ will be equal to 1 and $\beta = \gamma$. As a result, the aspect ratio of each image should be equal to that of the sliding window for $M$ to be a valid integer, which is a simpler condition than the previous one. In the following, we will only consider the case where $\beta = \gamma$ since the dataset used in this work contains images that have the same aspect ratio. When $\beta = \gamma$, $M = (N_h + 1)^2$ which means that $M$ should be a square number. This is yet another condition on how to choose $M$ and this narrows down the possibilities even further. Under this assumption, the calculation of $\alpha$ can be simplified.

**Proposition 3.3.** When $\beta = \gamma$, $\alpha$ only depends on $M$, $H$ and $h$ and its value is

$$\alpha = \frac{\sqrt{M}h - H}{h(\sqrt{M} - 1)}.$$ 

(7)

Refer to Appendix A for proof. When extracting the windows from an image, we should limit the overlap $\alpha$ to not reach its extremum in order to obtain consistent windows. Therefore, we impose on $\alpha$ two limits $\alpha_{\min}$ and $\alpha_{\max}$ such that $0 \leq \alpha_{\min} \leq \alpha \leq \alpha_{\max} < 1$. Given $H_{\max}$, the height of the biggest image in the dataset and $H_{\min}$, the height of the smallest image in the dataset, we can formulate a condition on $h$.

**Proposition 3.4.** The height $h$ of the sliding window has to verify the following condition:

$$\frac{H_{\max}}{\sqrt{M} - \alpha_{\min}(\sqrt{M} - 1)} \leq h \leq \frac{H_{\min}}{\sqrt{M} - \alpha_{\max}(\sqrt{M} - 1)}.$$ 

(8)

Refer to Appendix A for proof. Although a condition on the choice $h$ is important, the parameter that will most likely be chosen first when using the VOTCSW technique is $M$. However, $\alpha_{\min}$ and $\alpha_{\max}$ are as important as $M$ because they specify the maximum and minimum amount of correlation between two consecutive windows. Hence, a condition on their choice is also important.

**Theorem 3.1.** The parameters $M$, $\alpha_{\min}$ and $\alpha_{\max}$ can be determined in 6 different ways. For each way, there are conditions that need to be verified in order to extract the windows correctly.

- When determining $M$ then $\alpha_{\min}$ then $\alpha_{\max}$, the following conditions apply:

$$\begin{align*}
\sqrt{M} & \geq \frac{H_{\max}}{H_{\min}} \\
\alpha_{\min} & \leq \frac{H_{\max}}{H_{\min}} + \left(1 - \frac{H_{\max}}{H_{\min}}\right) \frac{\sqrt{M}}{\sqrt{M} - 1} \\
\alpha_{\max} & \geq \left(1 - \frac{H_{\min}}{H_{\max}}\right) \frac{\sqrt{M}}{\sqrt{M} - 1} + \frac{H_{\min}}{H_{\max}} \alpha_{\min}
\end{align*}$$
• When determining $M$ then $\alpha_{\text{max}}$ then $\alpha_{\text{min}}$, the following conditions apply:

\[
\begin{align*}
\sqrt{M} & \geq \frac{H_{\text{max}}}{H_{\text{min}}} \\
\alpha_{\text{max}} & \geq \left(1 - \frac{H_{\text{min}}}{H_{\text{max}}}ight) \frac{\sqrt{M}}{\sqrt{M} - 1} \\
\alpha_{\text{min}} & \leq \frac{H_{\text{max}}}{H_{\text{min}}} \alpha_{\text{max}} + \left(1 - \frac{H_{\text{max}}}{H_{\text{min}}}ight) \frac{\sqrt{M}}{\sqrt{M} - 1}
\end{align*}
\]

• When determining $\alpha_{\text{min}}$ then $M$ then $\alpha_{\text{max}}$, the following conditions apply:

\[
\begin{align*}
\sqrt{M} & \geq \frac{H_{\text{max}} - H_{\text{min}} \alpha_{\text{min}}}{(1 - \alpha_{\text{min}}) H_{\text{min}}} \\
\alpha_{\text{max}} & \geq \left(1 - \frac{H_{\text{min}}}{H_{\text{max}}}ight) \frac{\sqrt{M}}{\sqrt{M} - 1} + \frac{H_{\text{min}}}{H_{\text{max}}} \alpha_{\text{min}} \\
(9)
\end{align*}
\]

• When determining $\alpha_{\text{min}}$, then $\alpha_{\text{max}}$ then $M$, the following conditions apply:

\[
\begin{align*}
\alpha_{\text{max}} & \geq 1 - (1 - \alpha_{\text{min}}) \frac{H_{\text{min}}}{H_{\text{max}}} \\
\sqrt{M} & \geq \frac{H_{\text{max}} \alpha_{\text{max}} - H_{\text{min}} \alpha_{\text{min}}}{H_{\text{min}} (1 - \alpha_{\text{min}}) - H_{\text{max}} (1 - \alpha_{\text{max})}} \\
(10)
\end{align*}
\]

• When determining $\alpha_{\text{max}}$ then $\alpha_{\text{min}}$ then $M$, the following conditions apply:

\[
\begin{align*}
\alpha_{\text{max}} & \geq 1 - \frac{H_{\text{min}}}{H_{\text{max}}} \frac{1}{H_{\text{max}} \alpha_{\text{max}}} \\
\sqrt{M} & \geq \frac{H_{\text{min}} - (1 - \alpha_{\text{max}}) H_{\text{max}}}{H_{\text{max}} \alpha_{\text{max}} - H_{\text{min}} \alpha_{\text{min}}} \\
\alpha_{\text{min}} & \leq \frac{H_{\text{max}}}{H_{\text{min}}} \alpha_{\text{max}} + \left(1 - \frac{H_{\text{max}}}{H_{\text{min}}}ight) \frac{\sqrt{M}}{\sqrt{M} - 1}
\end{align*}
\]

• When determining $\alpha_{\text{max}}$ then $\alpha_{\text{min}}$ then $M$, the following conditions apply:

\[
\begin{align*}
\alpha_{\text{max}} & \geq 1 - \frac{H_{\text{min}}}{H_{\text{max}}} \\
\alpha_{\text{min}} & \leq 1 - \frac{H_{\text{min}}}{H_{\text{max}}} (1 - \alpha_{\text{max}}) \\
\sqrt{M} & \geq \frac{H_{\text{min}} - (1 - \alpha_{\text{min}}) H_{\text{max}}}{H_{\text{max}} \alpha_{\text{max}} - H_{\text{min}} \alpha_{\text{min}}} \\

\end{align*}
\]

Refer to Appendix A for proof. Theorem 3.1 shows that in 2 particular cases described by Eqs. (9) and (10), when $\alpha_{\text{min}}$ is determined first, there is no constraint on its value other than that it should be positive and lower than 1. These 2 cases should be preferred over the other more constrained ones when choosing the values of $\alpha_{\text{min}}, \alpha_{\text{max}}$ and $M$. The theorem also ensures the choice of well defined parameters, given $H_{\text{min}}$ and $H_{\text{max}}$ only. Nevertheless,
in some datasets, the difference between $H_{\text{min}}$ and $H_{\text{max}}$ is considerable and may lead to the choice of a high number of windows $M$, a maximum overlap $\alpha_{\text{max}}$ close to 1, or a minimum overlap $\alpha_{\text{min}}$ close to 0. Therefore, one can also arbitrarily choose the parameters that are deemed appropriate and then choose a maximum height $\tilde{H}_{\text{max}}$ and a minimum height $\tilde{H}_{\text{min}}$ such that:

$$\frac{\tilde{H}_{\text{max}}}{\tilde{H}_{\text{min}}} \leq \frac{\sqrt{M} - \alpha_{\text{min}}(\sqrt{M} - 1)}{\sqrt{M} - \alpha_{\text{max}}(\sqrt{M} - 1)}.$$  \hspace{1cm} (11)

After performing this choice, each image in the dataset whose height exceeds $\tilde{H}_{\text{max}}$ should be shrunk to $\tilde{H}_{\text{max}}$, and each image whose height is less than $\tilde{H}_{\text{min}}$ should be padded or magnified to $\tilde{H}_{\text{min}}$. Although this defeats the purpose of the VOTCSW method, it is still better than resizing all the images in the dataset since the images whose heights are within $[\tilde{H}_{\text{min}}, \tilde{H}_{\text{max}}]$ will remain the same. Using Proposition 3.3, Proposition 3.4 and Theorem 3.1 enables any image whose height is between the limits $H_{\text{min}}$ and $H_{\text{max}}$ and whose aspect ratio $\beta$ is the same as that of the sliding window $\gamma$ to be transformed in a fixed 3-dimensional representation $(h, \gamma h, M)$. However, the order of the windows in the 3-dimensional sequence should not be arbitrary as it should ensure a correlation between every two consecutive windows. The VOTCSW method is based on the sliding window technique which is widely used on 1-dimensional signals because the inter-window correlation is always ensured. However, this is no longer guaranteed for higher dimensional signals such as images as shown in Figure 4 which describes the sliding window technique on an image represented by a rectangle where the the light blue color represents a window and the dark blue color shows the overlap between two windows. As represented by the arrows, the window slides from left to right and resumes to the initial position when it reaches the boundaries of the image. It then slides one step downward and continues sliding from left to right until it covers the whole image. This sliding pattern does not ensure that every two consecutive windows are correlated and this can be noticed in the aforementioned figure where window $n$ and window $n + 1$ are totally separated. Nevertheless, this usually

![Fig. 4: Sliding windows on a rectangle representing an image. The arrows represent the sliding pattern and the dark blue color shows the overlap between two windows.](image-url)
treated independently and the result is determined by aggregating the results obtained on each individual window. However, the VOTCSW method consists in creating a causal 3-dimensional representation that is analogous to a video and which can be processed as a video in the sense that there is a time coherence between two consecutive windows meaning that one necessarily appears before the other and is spatially correlated with it. To ensure that, we define, given a matrix $I$ of size $H \times W$ representing an image, the following sequences describing a time–coherent left-to-right, top-to-bottom sliding pattern:

$$\forall n \in [0, M - 1],$$

$$\delta_n = \left\lfloor \frac{n}{\sqrt{M}} \right\rfloor,$$

$$a_n = (1 - \alpha)h\delta_n,$$

$$b_n = a_n + h,$$

$$c_n = \left(1 - (-1)^{\delta_n}\right)\frac{\sqrt{M} - 1}{2} + (-1)^{\delta_n}n\sqrt{M} - 1 + (1 - \alpha)\gamma h,$$

$$d_n = c_n + \gamma h,$$

$$W_n = \begin{bmatrix}
I_{a_nc_n} & I_{a_nc_{n+1}} & \cdots \\
\vdots & \ddots & \vdots \\
I_{b_nc_n} & \cdots & I_{b_nd_n}
\end{bmatrix},$$

where $W_n$ is the $n$-th window extracted from the image $I$, $h$ is a constant determined using Theorem 3.1 and Proposition 3.4, and $\alpha$ is calculated using Proposition 3.3. This pattern is a modification of the one described in Figure 4 such that when the window slides to the right edge of the rectangle, it slides downward by a step, and slides back to the left until reaching the left edge before it slides downward again and slides back to the right edge. As a result, this pattern ensures the time–coherence of the 3-dimensional representation created by the VOTCSW method. Another property of the VOTCSW method is that it performs an oversampling of the pixels due to the window overlap that enables the window to cover the same pixel more than once.

**Proposition 3.5.** The maximum oversampling factor for a pixel in an image that is processed with the VOTCSW method with an overlap $\alpha$ is $\frac{1}{(1 - \alpha)^2}$.

Refer to Appendix A for proof. Proposition 3.5 implies that $\alpha_{\min}$ and $\alpha_{\max}$ are means to control the maximum oversampling factor of a pixel. Moreover, it implies that, the smaller the image, the more its pixels will be oversampled which will definitely alter the class distribution for a classification problem if the size distribution in each class is uneven. This may prove useful in certain
cases of image classification where the images representing the least represented class happen to be the smallest in size. Finally, the VOTCSW method can be summarized in the following steps:

1. Ensure that the image dataset has a single aspect ratio $\beta$ and determine $H_{\text{max}}$ and $H_{\text{min}}$.
2. Choose $\alpha_{\text{min}}$, $\alpha_{\text{max}}$, $M$ and $h$ as recommended in Theorem 3.1 and Proposition 3.4. Define $\gamma = \beta$.
3. Choose a time–coherent sliding pattern such as the one described in Eq. (12) and use it for each image in the dataset.

4 Experiments and results

In order to produce meaningful results and to reliably choose a model over the other, the framework shown in Figure 1 was designed. This section details and discusses each block in the diagram and provides an in-depth analysis of the results obtained on the WSISCMC dataset.

4.1 Preprocessing

The WSISCMC plant species classification dataset that is used in this work was mainly constructed to specifically overcome the limitations of the current state-of-the-art datasets used in machine learning which consist in a lack of sufficient variety and quantity. It contains 38,680 high-quality square photos with different sizes of 8 different species of plants taken from different angles, and at various growth stages, which can theoretically enable a well-trained classification model to recognize plants at any stage in their growth. Moreover, the plants are potted and placed in front of a uniform background that can easily be substituted with field images, for example. There are also images which are taken with a mobile phone in various backgrounds to enable trained models to be tested on unprocessed images. In [32], it was shown that the WSISCMC dataset allows the production of a reliable binary classifier that differentiates between grasses and non-grasses. However, the dataset was not used to train a more complex model of plant species classification. A first attempt to evaluate the difficulty of this task on this dataset was to create a baseline 2DCNN that takes images resized to $224 \times 224$ and attempts to predict the species of the plant present in the dataset. The tested accuracy of that baseline model was 49.23%, which was mediocre.

It was then determined, after an analysis of the dataset, that there was a significant imbalance in the class distribution. Moreover, this distribution was radically different between the training set and the test set. Furthermore, the size distribution was also very different between the training set and test set, such that the maximum image size in the training set was $1226 \times 1226$ and the maximum image size in the test set was $2346 \times 2346$. In addition, the distribution of size per class also varied between the training set and the test set. Therefore, the dataset was entirely redistributed into a training set and a
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The test set that have the same class distribution and the same size per class distribution while keeping the same train-test ratio as the initial dataset. Table 1 shows the initial training set and test set class distributions as well as the class distribution of the reworked (redistributed) dataset. We notice that the

| Species            | Training set distribution | Test set distribution | Reworked distribution |
|--------------------|---------------------------|-----------------------|-----------------------|
| Smartweed          | 0.03                      | 0.14                  | 0.04                  |
| Yellow Foxtail     | 0.10                      | 0.22                  | 0.11                  |
| Barnyard Grass     | 0.25                      | 0.12                  | 0.23                  |
| Wild Buckwheat     | 0.12                      | 0.14                  | 0.12                  |
| Canola             | 0.19                      | 0.14                  | 0.19                  |
| Canada Thistle     | 0.14                      | 0.14                  | 0.14                  |
| Dandelion          | 0.14                      | 0.10                  | 0.13                  |
| Wild Oat           | 0.03                      | 0.0                   | 0.03                  |
| **Total**          | **1**                     | **1**                 | **1**                 |

Table 1: Training set, test set and reworked distributions of the 8 species in the dataset.

“Wild Oat” class is not even present in the test set and that the “Smartweed” and “Yellow Foxtail” classes are the most represented classes in the test set, and the least represented ones in the training set. Figure 5.(a) shows the size distribution of the “Canola” class in the training set and the test set whereas Figure 5.(b) shows the size distribution of the “Canola” class in the reworked dataset. We notice that the size distribution of the “Canola” class in the training set is widely different from the test set and that the reworked dataset ensures that every size is present with the same proportion in the training set and the test set.

These factors, as well as the aforementioned ones, explain why the baseline model failed to accurately determine the species of the images it processed. Nevertheless, after reworking the dataset, the baseline model achieved an accuracy of 95.1%. Although this was a noticeable improvement, there was still room to achieve better accuracy with further preprocessing. One of which is to modify the bias initialization of the classifier’s last layer to take into account

(a) Training set and test set distribution.  
(b) Reworked dataset distribution.

Fig. 5: Size distributions for the “Canola” class in the training set, the test set and the reworked dataset.
the inherent data imbalance. Since the last layer uses a softmax activation function, we need to solve the following system of equations:

\[ \forall k \in [1, N], p_k = \frac{e^{b_k}}{\sum_{i=1}^{N} e^{b_i}}, \]

where \( N \) is the number of classes, \( p_k \) is the presence of class \( k \) in the dataset, and \( b_k \) is the bias in the neuron \( k \) that will predict the probability of an image to belong to class \( k \). This system is linear in \( e^{b_k} \) and is easily solvable by noticing that \( \frac{p_j}{p_k} = e^{b_j - b_k} \). This bias modification improved the accuracy of the baseline model by 1.58% which reached 96.68% accuracy. Consequently, we created 6 different versions of the same dataset in order to evaluate the gain of using the VOTCSW method with respect to resizing (shrinking, padding, or magnifying). The first three versions are produced by the VOTCSW method with the following parameters \( \alpha_{\text{min}} = 0.1, \alpha_{\text{max}} = 0.9 \) and \( M = 9 \). These parameters impose that we shrink the images whose height is greater than 973 to 973. This value was determined using Eq. (11) for \( H_{\text{min}} = 418 \) which represents the lowest size present in the dataset. The difference between the first three versions produced by the VOTCSW method is the sliding patterns which are horizontal (refer to Eq. (12)), vertical and spiral, respectively. The images were all transformed to 3D tensors of size \( 348 \times 348 \times 9 \) according to Eq. (8), meaning that they are equivalent to videos of size \( 348 \times 348 \) containing 9 frames. The fourth version and fifth version of the dataset consist in resizing the images to a size that is equivalent, in terms of the number of samples, to the size of the “videos” generated by the VOTCSW method. This size is \( \sqrt{348 \times 348 \times 9} = 1044 \) and the images that are larger than 1044 are shrinked to 1044 whereas the ones that are smaller than 1044 are zero-padded to that size in the fourth version, and magnified to that size in the fifth version. The sixth version of the dataset consists in shrinking all the images to a size of \( 224 \times 224 \) which is suitable for using well-known architectures such as ResNet or Inception. The 6 versions of the dataset are referred to as WSISCMC–H, WSISCMC–V, WSISCMC–S, WSISCMC–1044P, WSISCMC–1044M, and WSISCMC–224 following the order in which they were introduced above.

### 4.2 Model development

After performing the preprocessing described above, we created multiple variations for each kind of model. As shown in Figure 1, we created an incremental model development framework which allows us to study the influence of every technical addition to basic 2DCNNs, hence, to perform an ablation study [60]. In fact, we start by creating 3 different 2DCNNs on the shrinked, padded and magnified versions of the dataset respectively, in order to determine the difference between the 3 resizing approaches. Then, we create 3 3DCNNs with different sliding movements to determine the difference between using the VOTCSW and using conventional resizing with 2DCNNs. We also ensure that
the 3DCNNs have the same number of parameters as the 2DCNNs to better differentiate between the representational power of the VOTCSW and that of conventional resizing. Indeed, since 2DCNNs and 3DCNNs are fundamentally the same on an operational level and only differ on the representational level as shown in Figure 3, comparing the performances of 2DCNNs and 3DCNNs that have the same number of parameters on the same task results in comparing their respective input representation efficiencies. Following that, we extend the best 2DCNN and the best 3DCNN to NDPNNs which allows us to evaluate the gain of using NDPNNs over NDCNNs. Finally, we apply the layer-wise degree reduction heuristic to determine the efficiency of polynomial degree reduction applied on NDPNNs. All the networks used share in common a $3 \times 3$ ($3 \times 3 \times 3$ for 3D) filter mask size for the convolution layers, an initial layer composed of 32 neurons, a last feature extraction layer composed of 64 neurons, the use of ReLU [61] as activation function, the shape of the output of their feature extractor which is 576 features and their densely connected layers which are composed of 2 layers, one containing 128 neurons, followed by one containing 8 neurons corresponding to the 8 classes of the dataset with a softmax activation. For each dataset version, there is a predetermined depth for the networks created as shown in Figure 6. We performed a grid search on the number of neurons for the 4 penultimate feature extraction layers of every 2D network with 10-fold cross validation and we ensure that the validation set always has the same class distribution and size distribution as the train set. The possible values used for the number of neurons in these layers were 16, 32 and 64 to keep the experiments feasible to be completed in a reasonable amount of time. The layers that were not searched were composed of 64 neurons by default. This search allowed us to select the best architecture among 81 variations for each of the 3 2D dataset versions, WSISCMC–224, WSISCMC–1044P and WSISCMC–1044M.

![Network architecture for each version of the WSISCMC dataset.](image)

**Fig. 6:** Network architecture for each version of the WSISCMC dataset.

Following that, for each 2D version of the dataset, a network was created
and trained with the best determined architecture 10 times with different initial weights and evaluated on its corresponding test set such that only the best one is chosen. Then, the 2DCNN architecture of the best network among the one trained on the WSISCMC–1044P and the one trained on the WSISCMC–1044M was chosen to create a 3DCNN architecture that has the same number of parameters as the chosen architecture. This is to ensure a fair evaluation of the effect of the VOTCSW method on the performance of the 3DCNN. Indeed, if a 3DCNN with more parameters than a 2DCNN trained on WSISCMC–1044P or WSISCMC–1044M achieves better results than the 2DCNN, then this might be due to the difference in the number of parameters, and not the difference in data representation. Since 2DCNNs and 3DCNNs perform the same fundamental operation, if both have the same number of parameters and one of them performs better than the other, then this is most likely due to the difference in data representation. Naturally, the weight initialization also plays a role in this difference in performance, therefore, we always train the same network 10 times with different initial weights and choose the one that achieves the best accuracy on the test set. The architecture of the 3DCNN that is calculated from the best 2DCNN architecture has to be consistent with the above description in the sense that the initial layer contains 32 neurons, and the last feature extraction layer contains 64 neurons. We assume that all the inner layers of the 3DCNN have the same number of neurons \( N \). If we denote the number of parameters of the feature extractor of the best network trained on WSISCMC–1044P or WSISCMC–1044M by \( N_{1044} \), the receptive field of the 3D convolution layers by \( R_3 \) (27 in this case), and the receptive field of the 2D convolution layers by \( R_2 \) (9 in this case), then the number of neurons \( N \) of each inner layer of the 3DCNN is determined by the following equation:

\[
3 \times 32 \times R_3 + 32 R_3 N + 2 R_3 N^2 + R_2 N^2 + 64 R_2 N + 32 + 64 + 4N = N_{1044},
\]

which is equivalent to

\[
(2R_3 + R_2)N^2 + 4(8R_3 + 16R_2 + 1)N + 96(R_3 + 1) - N_{1044} = 0. \tag{13}
\]

This second degree equation with unknown \( N \) has a unique positive solution because \( 96(R_3 + 1) - N_{1044} \) is negative and the other coefficients are positive. Since \( N \) has to be an integer, the determined solution is rounded before it is used.

The resulting architecture was then used to create and train 3DCNNs on WSISCMC–H, WSISCMC–V and WSISCMC–S. The best 3DCNN network and the best 2DCNN network were then selected to be extended to NDPNNs. Consequently, each convolution layer of each network was changed to an NDPNN layer with a degree 7, such that a 2DPNN and a 3DPNN were trained and evaluated on their proper respective datasets. The degree 7 was chosen because we observed that most usual functions could be well approximated by polynomials of degree 7 on the interval \([-1, 1]\). Finally, both of the 2DPNN and the 3DPNN were reduced using the layer-wise degree reduction
heuristic described in Algorithm 1 with 0 tolerance to gain computational efficiency and reduce memory usage without sacrificing their accuracy. We also fine-tuned a ResNet50V2, an InceptionV3 and a Xception network on the WSISC MC–224 dataset. These networks were also trained from scratch and only the best among the fine-tuned and the custom network of each model was selected for evaluation. The VOTCSW was not used with ResNet50V2, InceptionV3 and Xception mainly because they are 2D models and due to the fact that fine-tuning is only possible on images of size $224 \times 224$. Every model was trained with the Adam optimizer \cite{62}, a batch size of 128 and a learning rate of $10^{-3}$ for 100 epochs.

4.3 Results and discussion

The grid search determined that, for all the networks, 64 neurons in every layer (except the first) produces the best average results. The number of neurons for the 3DCNN layers was therefore determined to be 53 according to Eq. (13) with $N_{1044} = 257408$ which corresponds to the number of parameters of the feature extractor of the 2DCNN–1044P and the 2DCNN–1044M. Furthermore, ResNet50V2, InceptionV3 and Xception failed to produce decent results when they were trained from scratch. Therefore, only the fine-tuned networks were considered. Table 2 shows the best test accuracy, aggregated precision, aggregated recall, aggregated F1 score, the average inference time per sample and the number of trainable parameters of every model described above. The experiments show that the best 2DCNN model is the one trained on WSISC MC–224, and the best 3DCNN is the one trained with the vertical sliding pattern. Therefore, they were chosen to be extended to NDPNNs and the 2DPNN achieved a 99.48% accuracy while the 3DPNN achieved a state-of-the-art 99.58% accuracy. Their execution times and the number of trainable parameters were measured after the polynomial degree reduction described in Algorithm 1 which determined that the first two layers of the 2DPNN could be reduced to a degree of 7 and 2 respectively while the remaining ones could be reduced to 1 which represents 4.67 times less parameters, and that the first three layers of the 3DPNN could be reduced to 6, 2 and 2 respectively, while the remaining ones could be reduced to 1 which represents 4.01 times less parameters. The results also show that ResNet50V2, InceptionV3 and Xception failed to match the performance of the 2DPNN and the 3DPNN despite having more than 30 times the number of parameters. Furthermore, even though the accuracy of the 3DPNN is unmatched, the data generated by the VOTCSW method came with an increase in the spatio-temporal complexity of the model as it runs 3.28 times slower than its 2D counterpart, and has 1.75 times more parameters. However, both 2DCNN–1044P and 2DCNN–1044M did not provide satisfactory results compared to the 3DCNN models that run faster and have less parameters, which tends to show that the 3D representation created with the VOTCSW method is better than padding, magnifying and shrinking. Moreover, the 3DCNN models achieve better performance overall than the 2DCNN–224 model but they have more parameters and run slower than
the 2DCNN–224 model which suggests that the VOTCSW method comes with the cost of slightly heavier but better models.

An analysis of the generalization behavior of the networks shows that

| Model          | Accuracy | Precision | Recall  | F1 Score | Inference time (ms) | Parameters |
|----------------|----------|-----------|---------|----------|---------------------|------------|
| 2DCNN–224      | 98.15    | 98.2      | 98.08   | 98.14    | 4.7                 | 241,992    |
| 2DCNN–1044P    | 97.8     | 97.83     | 97.78   | 97.8     | 14.49               | 332,296    |
| 2DCNN–1044M    | 98.03    | 98.11     | 98.03   | 98.03    | 14.73               | 332,296    |
| 3DCNN–H        | 98.28    | 98.16     | 98.26   | 98.4     | 14.26               | 331,075    |
| 3DCNN–V        | 98.43    | 98.3      | 98.46   | 98.46    | 14.15               | 331,075    |
| 3DCNN–S        | 98.28    | 98.16     | 98.26   | 98.3     | 14.31               | 331,075    |
| 2DPNN–224      | 99.48    | 99.53     | 99.37   | 99.42    | 4.98                | 265,608    |
| 3DPNN–V        | **99.58**| **99.69** | **99.36**| **99.52**| 16.34               | 405,670    |
| ResNet50V2     | 98.25    | 98.17     | 98.28   | 98.22    | 28                  | 23,581,192 |
| InceptionV3    | 97.78    | 97.64     | 97.83   | 97.73    | 38                  | 21,819,176 |
| Xception       | 97.9     | 97.85     | 97.93   | 97.93    | 31                  | 21,819,176 |

Table 2: Accuracy, precision, recall, F1 score, inference time and number of trainable parameters of all the models trained on the reworked WSISCMC dataset. Bold values represent the highest value in their respective column.

The 3DCNN–V model learns to generalize faster than the equally complex 2DCNN–1044M model and the 2DCNN–224 model as represented in Figure 7.(a). Furthermore, a more stable convergence is observed for the 3DCNN–V model which may be explained by the fact that the oversampling inherent to the VOTCSW method (refer to Proposition 3.5) has a regularization effect that smooths the weight updates and enables a steadier training with a potential reduction of overfitting. These effects are also observed in the convergence of the NDPNN models represented in Figure 7.(b) where there is a clear gap between the convergence speed and stability of the 3DPNN–V and that of the 2DPNN–224. A further analysis of the performance of the 3DPNN–V model shows that it was able to encapsulate enough information to perfectly recognize the least represented class in the dataset which is “Wild Oat” as shown in Table 3 outlining the confusion matrix of the 3DPNN–V model. Since only 17 images were wrongly classified, an in-depth investigation was performed.

(a) CNNs accuracy over time. (b) NDPNNs accuracy over time.

Fig. 7: Evolution of the networks’ test accuracies per epoch.
This investigation revealed that 10 images were showing a blue background as illustrated in Figure 8.(a) and that 3 images were containing multiple plants in one image as shown in Figure 8.(b). Moreover, upon further investigation, it was determined that the 3DPNN–V model correctly recognizes one of the plants present in all of the 3 multiple-plant images. Therefore, we can consider that the model is only wrong on 4 images since the problematic images contradict the task of single plant classification by either showing no plant or multiple ones. As a result, the 3DPNN–V model achieved an effective accuracy of \( \frac{4004 - 17}{4004 - 17 + 4} = 99.9\% \) when we removed the aberrant samples from the test set.

| Actual | Predicted | Canola | Dandelion | Canada Thistle | Wild Oat | Wild Buckwheat | Smartweed | Barnyard Grass | Yellow Foxtail |
|--------|-----------|--------|-----------|----------------|---------|----------------|-----------|----------------|---------------|
| Canola | 754       | 1      | 1         | 0              | 1       | 0              | 0         | 0              | 0             |
| Dandelion | 0        | 540    | 0         | 0              | 0       | 0              | 0         | 0              | 0             |
| Canada Thistle | 0 | 0 | 545 | 0 | 0 | 0 | 0 | 0 | 0 |
| Wild Oat | 0 | 0 | 0 | 126 | 0 | 0 | 0 | 0 | 0 |
| Wild Buckwheat | 0 | 1 | 0 | 0 | 388 | 0 | 0 | 0 | 1 |
| Smartweed | 0 | 1 | 1 | 0 | 0 | 145 | 2 | 0 | 0 |
| Barnyard Grass | 1 | 0 | 0 | 0 | 0 | 0 | 339 | 0 | 0 |
| Yellow Foxtail | 0 | 1 | 0 | 0 | 0 | 5 | 452 | 0 | 0 |

**Table 3:** Confusion matrix of the 3DPNN–V model.

(a) Empty image.  (b) Multiple plants in one image.

**Fig. 8:** Examples of images wrongly classified by the 3DPNN-V model.

We now investigate the reason why the VOTCSW method enables the creation of a model that generalizes better than one trained on resized images aside from its regularization-like behavior. The intuition behind the improved generalization comes from the fact that the VOTCSW method enables the model using a 3D convolution kernel to have a larger effective field of view than a 2D convolution kernel as illustrated in Figure 9 where the white squares represents a \( 3 \times 3 \) convolution kernels, and the red, green and black dashed squares represent 3 consecutive overlapping windows generated by the VOTCSW method. The VOTCSW convolution kernel has three times more parameters and is more spatially dilated which enables it to take into account three distinct informative areas that may be distant such as leaves. Hence, this helps in creating “spatially aware” models that can, not only achieve what regular 2D convolution models already do, but also establish a map of more complex spatial features.
Fig. 9: Comparison between a regular 2D convolution kernel and VOTCSW 3D convolution kernel.

5 Conclusion

In this work, we used 2DPNNs and 3DPNNs to tackle the problem of plant species recognition on the WSISCMC dataset which contains plant images with variable size. We showed that the equations governing the behavior of a 1DPNN’s forward and backward propagation are invariant with respect to the dimension of the signal which allowed us to generalize the 1DPNN to an NDPNN that can process 2D and 3D signals. In addition, we used a recently proposed polynomial degree reduction formula to develop a heuristic algorithm that performs layer-wise degree reduction on a pre-trained NDPNN which makes it lighter and faster while preserving its performance on the dataset it was trained on. We also formally developed the VOTCSW method which transforms any image from the dataset to a 3D representation with fixed size that is suitable for 3DCNNs and 3DPNNs. Furthermore, we designed a model development framework that makes use of the NDPNN layer-wise degree reduction heuristic and the VOTCSW to create a highly reliable NDPNN architecture for plant species recognition on the WSISCMC dataset. Moreover, we discovered that the current publicly available WSISCMC dataset can not be used with machine learning models without a mandatory preprocessing consisting in redistributing the samples of each class by occurrence and size to create a test set that has the same class distribution and size distribution as the training set. In addition, we evaluated the gain of using the VOTCSW method and we fine-tuned complex architectures such as ResNetV2, InceptionV3 and Xception. We also showed that the 3DPNN used in conjunction with the VOTCSW method and the NDPNN layer-wise degree reduction outperformed ResNetV2, InceptionV3 and Xception with far less spatio-temporal complexity as well as all other considered models and achieved a state-of-the-art 99.9% accuracy on the WSISCMC dataset after determining the existence of aberrant samples in the dataset that contradict the fact that the dataset should only contain single-plant images. These results confirm the intuition proposed by Mehdipour Ghazi et al. [45] who states that models with simpler architectures have the tendency to better learn from scratch than complex architectures. Besides, the experiments conducted show that the NDPNN layer-wise degree reduction heuristic
is able to significantly compress a pre-trained NDPNN without altering its performance on the test set, which makes it a necessary postprocessing tool that has to be used in conjunction with NDPNNs. Furthermore, we also demonstrated that the VOTCSW method offers a better alternative than resizing when using the WSISCMC dataset which contains images with variable sizes and that the 3D representation it creates is more informative than a resized 2D representation. Although the WSISCMC dataset has some issues, we can safely declare that the EAGL–I system has the potential to produce highly relevant massive datasets, provided that the authors impose a stricter control on the data acquisition process and ensure that classes are balanced.

Despite its effectiveness, the NDPNN layer-wise degree reduction heuristic was only applied after the training of an NDPNN was completed. This is the most time consuming process and the most risky – in terms of stability – as 1DPNNs were proven to show some instability when trained with unbounded activation functions and this instability is expected to be observed on 2DPNNs and 3DPNNs. The instability can potentially be reduced by lowering the degree of each layer of the model either before or during training (hence the potential to use this heuristic in the model validation process) instead of after a model is trained. Furthermore, the heuristic is based on determining the smallest symmetric interval that contains the values of a given layer’s output regardless of the channel/neuron. This implies that some polynomials are over-reduced, meaning that they are reduced on a bigger interval than the one they produce their output from. A potential solution to this is to determine the smallest symmetric interval that contains the values of a given neuron’s output to produce a finer and more accurate reduction. As for the VOTCSW method, although it enabled the creation of highly accurate models on the WSISCMC dataset, there is not enough evidence to claim that it can improve the results on any dataset that contains images with variable size. Additionally, the increase in model performance may not always justify the size and parameter overhead that it introduces compared to simply shrinking images for applications that are memory bound. Besides, there is no clear indication on how to determine the minimum ratio \( \frac{\hat{H}_{\max}}{\hat{H}_{\min}} \) or the adequate parameters \( M, \alpha_{\min}, \alpha_{\max} \) and \( h \) that can maximize the performance of a model on a given dataset.

Therefore, future work will focus on applying the VOTCSW method on bigger and more varied datasets in order to determine if the performance improvement that it introduces to models has any statistical significance. We will also aim to determine how the choice of the VOTCSW parameters influence the performance of the trained models, with an emphasis on creating a more dataset-specific set of rules for the method’s use. We also plan on exploiting the NDPNN layer-wise degree reduction heuristic for validating models before training, which can be a safer alternative to the one it was used in this work. In addition, we intend to apply the polynomial reduction on the neuronal level in order to obtain more stable and accurate polynomials than the
ones obtained with the layer-wise reduction, which may enable the degree of a layer to be further reduced.

Acknowledgement

This work was funded by the Mitacs Globalink Graduate Fellowship Program (no. FR41237) and the NSERC Discovery Grants Program (nos. 194376, 418413). The authors wish to thank The University of Winnipeg’s Faculty of Graduate Studies for the UW Graduate Studies Scholarship, and Dr. Michael Beck for his valuable assistance with the WSISCMC dataset.

Appendix A Mathematical Proofs

Proof of Proposition 3.1

From Eq.(3), we have
\[ M = \left( \frac{H - h}{(1 - \alpha)h} + 1 \right) \left( \frac{W - w}{(1 - \alpha)w} + 1 \right) \]
\[ \iff hwM(1 - \alpha)^2 = (H - h + h(1 - \alpha))(W - w + w(1 - \alpha)) \]
\[ \iff hwM(1 - \alpha)^2 = (H - h)(W - w) + ((H - h)w + (W - w)h)(1 - \alpha) + hw(1 - \alpha)^2 \]
\[ \iff hw(M - 1)(1 - \alpha)^2 - ((H - h)w + (W - w)h)(1 - \alpha) - (H - h)(W - w) = 0. \]

This is a second degree equation with \((1 - \alpha)\) as unknown. Therefore, the discriminant is
\[ \Delta = ((H - h)w + (W - w)h)^2 + 4hw(H - h)(W - w)(M - 1). \]

Since \(M\) is the number of windows, it is necessarily greater than 1. Moreover, \(H > h\) and \(W > w\) because the window size is always smaller than the image size. Consequently \(\Delta > 0\) and we have two solutions expressed as such:
\[ 1 - \alpha_{1,2} = \frac{((H - h)w + (W - w)h) \pm \sqrt{\Delta}}{2hw(M - 1)}. \]

However, \(\sqrt{\Delta} > ((H - h)w + (W - w)h)\) and since \(\alpha \in [0, 1]\) by definition, then \(1 - \alpha > 0\) and only the following valid solution remains:
\[ \alpha = 1 - \frac{((H - h)w + (W - w)h) + \sqrt{\Delta}}{2hw(M - 1)}. \]

\[ \square \]

Proof of Proposition 3.2

We suppose that \(\alpha \geq 0\).
\[ \alpha \geq 0 \iff 1 - \alpha \leq 1 \iff \frac{((H - h)w + (W - w)h) + \sqrt{\Delta}}{2hw(M - 1)} \leq 1 \]
\[ \iff M > 1 \iff \sqrt{\Delta} \leq 2hw(M - 1) - ((H - h)w + (W - w)h) \]
\[ \iff ((H - h)w + (W - w)h)^2 + 4hw(H - h)(W - w)(M - 1) \leq 4h^2 w^2 (M - 1)^2 + ((H - h)w + (W - w)h)^2 - 4hw((H - h)w + (W - w)h)(M - 1) \]
\[ M \geq 1 \Rightarrow ((H - h)(W - w) + (W - w)h - hw(M - 1)) \leq 0 \]
\[ \text{Hence, } HW - hW - hw + hw \leq 0 \]
\[ \text{and } hwM \geq 0 \]

**Proof of Proposition 3.3**

By combining Eq. (2) and Eq. (5), we have

\[ M = (N_h + 1)^2 = \left( \frac{H - h}{(1 - \alpha)h} + 1 \right)^2 \]
\[ \iff (1 - \alpha)^2 M = (H - \alpha h)^2 \]
\[ \iff (1 - \alpha) h \sqrt{M} = H - \alpha h \]
\[ \iff \alpha = \frac{\sqrt{M} h - H}{h (\sqrt{M} - 1)}. \]

The positivity of \( \alpha \) is verified when \( h \geq \frac{H}{\sqrt{M}}. \)

**Proof of Proposition 3.4**

We know that \( H_{\text{min}} \leq H \leq H_{\text{max}}. \) Consequently, by using Eq. (7) we have

\[ \alpha_{\text{min}} \leq \frac{\sqrt{M} h - H_{\text{max}}}{h (\sqrt{M} - 1)} \leq \alpha \leq \frac{\sqrt{M} h - H_{\text{min}}}{h (\sqrt{M} - 1)} \leq \alpha_{\text{max}}. \]

Therefore, by extracting \( h \) from Eq. (A1) we obtain

\[ \frac{H_{\text{max}}}{\sqrt{M} - \alpha_{\text{min}}(\sqrt{M} - 1)} \leq h \leq \frac{H_{\text{min}}}{\sqrt{M} - \alpha_{\text{max}}(\sqrt{M} - 1)}. \]

**Proof of Theorem 3.1**

The proof of this theorem is based solely on the result of Proposition 3.4. The condition for this Proposition to be valid is

\[ \frac{H_{\text{max}}}{\sqrt{M} - \alpha_{\text{min}}(\sqrt{M} - 1)} \leq \frac{H_{\text{min}}}{\sqrt{M} - \alpha_{\text{max}}(\sqrt{M} - 1)}. \]

Therefore we get

\[ H_{\text{max}} \left( \sqrt{M} - \alpha_{\text{max}}(\sqrt{M} - 1) \right) \leq H_{\text{min}} \left( \sqrt{M} - \alpha_{\text{min}}(\sqrt{M} - 1) \right). \]

This equation establishes a relationship between \( M, \alpha_{\text{min}} \) and \( \alpha_{\text{max}} \) and the conditions stated in the theorem are all derived from it. We will only prove the case where \( \alpha_{\text{max}} \) is determined first, then \( \alpha_{\text{min}} \) then \( M \) because it illustrates how the 5 other cases are proved. We begin by isolating \( \sqrt{M} \) from Eq. (A2) as such:

\[ \sqrt{M} (H_{\text{max}} (1 - \alpha_{\text{max}}) - H_{\text{min}} (1 - \alpha_{\text{min}})) \leq H_{\text{min}} \alpha_{\text{min}} - H_{\text{max}} \alpha_{\text{max}}. \]

The right term of the inequality is negative since \( H_{\text{min}} \leq H_{\text{max}} \) and \( \alpha_{\text{min}} \leq \alpha_{\text{max}} \) by definition. Consequently, if the term \( (H_{\text{max}} - H_{\text{min}}) (1 - \alpha_{\text{min}}) \) was
positive, it would result in $\sqrt{M} \leq 0$ which is false by definition. Therefore, it must be negative for $M$ to exist. As a result, we obtain the following condition:

$$\sqrt{M} \geq \frac{H_{\text{max}} \alpha_{\text{max}} - H_{\text{min}} \alpha_{\text{min}}}{H_{\text{min}}(1 - \alpha_{\text{min}}) - H_{\text{max}}(1 - \alpha_{\text{max}})}.$$

The fact that $(H_{\text{max}}(1 - \alpha_{\text{max}}) - H_{\text{min}}(1 - \alpha_{\text{min}})) \leq 0$ leads to

$$\alpha_{\text{min}} \leq 1 - \frac{H_{\text{max}}}{H_{\text{min}}}(1 - \alpha_{\text{max}}).$$

However, $\alpha_{\text{min}} \geq 0$ by definition, so the right term of the inequality has to be positive for $\alpha_{\text{min}}$ to exist. Thus, we obtain the following condition:

$$\alpha_{\text{max}} \geq 1 - \frac{H_{\text{min}}}{H_{\text{max}}}. $$

The other cases are proved by using the same reasoning. \qed

**Proof of Proposition 3.5**

We designate by $(x, y)$ a pixel in a given image. We suppose that $h$, $M$, and $\gamma$ were chosen prior to the use of the VOTCSW method and that the overlap $\alpha$ was calculated for the image. For the pixel $(x, y)$ to be contained in a given window $(n, m)$ such that $(n, m) \in [0, \sqrt{M} - 1]^2$, the following conditions need to be verified:

$$\begin{align*}
(1 - \alpha)h & \leq x \leq (1 - \alpha)h + h \\
(1 - \alpha) \gamma h & \leq y \leq (1 - \alpha) \gamma h + \gamma h.
\end{align*}$$

By extracting $n$ and $m$ from the previous conditions, we obtain

$$\begin{align*}
\frac{x}{(1 - \alpha)h} - \frac{1}{1 - \alpha} & \leq n \leq \frac{x}{(1 - \alpha)h} \\
\frac{y}{(1 - \alpha) \gamma h} - \frac{1}{1 - \alpha} & \leq m \leq \frac{y}{(1 - \alpha) \gamma h},
\end{align*}$$

which determines what values of $n$ and $m$ are valid for a window to contain the pixel $(x, y)$. Since $n$ is an integer, it can take at most

$$\frac{1}{1 - \alpha}$$

different values in $[0, \sqrt{M} - 1]$, and the same can be inferred for $m$. Since every combination of $n$ and $m$ that follows the previous conditions can determine a window that contains the pixel $(x, y)$, the total number of times the pixel $(x, y)$ is present in a window is at most

$$\frac{1}{(1 - \alpha)^2}. $$

\[\square\]
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