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ABSTRACT. In the setting of essentially non-branching metric measure spaces, we prove the equivalence between the curvature dimension condition \( CD(K,N) \), in the sense of Lott–Sturm–Villani [Stu06a, Stu06b, LV09], and a newly introduced notion that we call strong Brunn–Minkowski inequality \( SBM(K,N) \). This condition is a reinforcement of the generalized Brunn–Minkowski inequality \( BM(K,N) \), which is known to hold in \( CD(K,N) \) spaces. Our result is a first step towards providing a full equivalence between the \( CD(K,N) \) condition and the validity of \( BM(K,N) \), which has been recently proved in [MPR22] in the framework of weighted Riemannian manifolds.

1. INTRODUCTION

In their seminal papers [Stu06a, Stu06b, LV09], Lott–Sturm–Villani introduced a synthetic notion of curvature dimension bounds, in the non-smooth setting of metric measure spaces, usually denoted by \( CD(K,N) \), with \( K \in \mathbb{R} \), \( N \in (1,\infty) \]. This property is formulated using the theory of optimal transport and, in the setting of Riemannian manifolds, is equivalent to having Ricci curvature bounded below and dimension bounded above. More precisely, the \( CD(K,N) \) condition consists in a convexity property of the so-called Rényi entropy functional along Wasserstein geodesics.

In the Riemannian setting, curvature bounds are sufficient to deduce many geometric and functional inequalities. Similar results can be obtained in the framework of a metric measure space \((X,d,m)\) as a consequence of the curvature-dimension condition. A celebrated geometric inequality that can be deduced from the \( CD(K,N) \) condition, in a generalized form, is the Brunn–Minkowski inequality: the convexity of the Rényi entropy translates to a concavity property of the mass of the \( t \)-midpoints, namely of the function

\[
[0, 1] \ni t \mapsto m(M_t(A,B))^{\frac{1}{N}}, \quad A, B \subset X \text{ Borel sets},
\]

see Definition 3.4. This was already observed in the first papers on the \( CD(K,N) \) condition, see in particular [Stu06b, Proposition 2.1]. On the one hand, a remarkable feature of the Brunn–Minkowski inequality is that its formulation does not invoke optimal transport. On the other hand, its proof relies on the well-known inclusion of the support \( D_t(A,B) \) of the (unique) Wasserstein \( t \)-midpoint, between the normalized uniform distributions on \( A \) and \( B \), in the set of \( t \)-midpoints \( M_t(A,B) \). Therefore, a natural strengthening of the Brunn–Minkowski inequality is to require that the aforementioned concavity property holds, not for the whole set of \( t \)-midpoints, but only for the support of the Wasserstein \( t \)-midpoint. This leads to main novelty of this paper: the introduction of the strong Brunn–Minkowski inequality, which we denote by \( SBM(K,N) \), cf. Definition 3.7. Despite being still dependent on the optimal transport, this inequality is
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reminiscent of the Brunn–Minkowski one. Our main result is that \( \text{SBM}(K, N) \) is equivalent to \( \text{CD}(K, N) \), in the setting of essentially non-branching metric measure spaces. We refer to Sections 2 and 3 for the precise definitions.

**Theorem 1.1.** Let \( K \in \mathbb{R} \) and \( N > 1 \) and let \( (X, d, m) \) be an essentially non-branching metric measure space supporting \( \text{SBM}(K, N) \). Then, \( (X, d, m) \) is a \( \text{CD}(K, N) \) space. In particular,

\[
(X, d, m) \text{ supports } \text{SBM}(K, N) \text{ if and only if it satisfies } \text{CD}(K, N).
\]

This theorem is a first step towards the complete equivalence between the Brunn–Minkowski inequality and the curvature dimension condition, in the setting of essentially non-branching spaces. The interest in the aforementioned equivalence is twofold: on one side, it would provide a characterization of the curvature dimension condition without the need of optimal transport. On the other side, it would provide an alternative proof of the globalization theorem, cf. [CM21]. Indeed, according to [CM17, Theorem 1.2], the local curvature dimension condition, denoted by \( \text{CD}_{\text{loc}}(K, N) \), is enough to deduce the (global) Brunn–Minkowski inequality with sharp coefficients. Note that, should \( \text{CD}_{\text{loc}}(K, N) \) imply \( \text{SBM}(K, N) \), Theorem 1.1 would already be enough to deduce the globalization theorem. However, this implication does not easily follow from the arguments in [CM17, Theorem 1.2]. In fact, their technique is based on a suitable localization argument, built upon the \( L^1 \)-optimal transport and thus it does not immediately imply the validity of the strong Brunn–Minkowski inequality, which on the contrary is based on the \( L^2 \)-optimal transport.

In [MPR22], we prove the equivalence between the Brunn–Minkowski inequality and the curvature dimension condition, in the setting of weighted Riemannian manifolds. In this framework, using the full Riemann curvature tensor, we are able to identify pairs of sets \( A \) and \( B \), for which the sets \( M_t(A, B) \) and \( D_t(A, B) \) are comparable in measure. In the setting of essentially non-branching metric measure spaces, the relation between \( D_t(A, B) \) and \( M_t(A, B) \) is in general less clear. A better understanding of this problem is most likely required to close the gap between the Brunn–Minkowski inequality and the \( \text{CD}(K, N) \) condition, cf. Section 5.2 for a more detailed discussion.

**Organization of the paper.** In Section 2, we introduce the basic tools of metric measure spaces and optimal transport. In Section 3, we recall the definition of a \( \text{CD}(K, N) \) space and we prove an equivalence criterion, which we believe is of independent interest, cf. Proposition 3.3. Finally, we introduce the strong Brunn–Minkowski inequality \( \text{SBM}(K, N) \), cf. Definition 3.7, and we show its interplay with the Brunn–Minkowski inequality. In Section 4, we prove Theorem 1.1: the most challenging step is to find a large class of measures for which \( \text{SBM}(K, N) \) implies \( \text{CD}(K, N) \), cf. Theorem 4.3. At last, in Section 5, we show that the Brunn–Minkowski inequality implies the so-called measure contraction property, cf. Proposition 5.3, and we add some final remarks.
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2. Preliminaries

A metric measure space is a triple \((X, d, m)\), where \((X, d)\) is a Polish metric space (i.e. complete and separable) and \(m\) is a positive Borel measure on \(X\), finite on bounded sets. We call \(\mathcal{M}_+(X)\) the set of all positive and finite Borel measures on a metric space \((X, d)\). We denote by \(\mathcal{P}(X) \subset \mathcal{M}_+(X)\) the set of all Borel probability measures on \((X, d)\), and by \(\mathcal{P}_2(X) \subset \mathcal{P}(X)\) the set of all probability measures with finite second moment. Moreover, the set of probability measures in \(\mathcal{P}_2(X)\), which are absolutely continuous with respect to the reference measure \(m\), will be denoted by \(\mathcal{P}^{ac}(X, m)\). On the space \(\mathcal{P}_2(X)\), we introduce the 2-Wasserstein distance

\[
W_2^2(\mu, \nu) := \inf_{\pi} \int_{X \times X} d(x, y)^2 \, d\pi(x, y),
\]

where the infimum is taken over all admissible plans, that is over all \(\pi \in \mathcal{P}(X \times X)\) such that \((\pi_1)_# \pi = \mu\) and \((\pi_2)_# \pi = \nu\). Here \(\pi_i : X \times X \to X\) denotes the projection on the \(i\)-th factor. The infimum in (1) is always attained, the admissible plans realizing it are called optimal transport plans and the set that contains all of them is denoted by \(\text{Opt}(\mu, \nu)\). The optimality of a transport plan can be equivalently characterized with the notion of \(d^2\)-cyclical monotonicity (see [ABS21, Definizione 3.10] for the definition). In particular, an admissible plan \(\pi \in \mathcal{P}(X \times X)\) is optimal between its marginals if and only if it is concentrated on a \(d^2\)-cyclically monotone (\(\sigma\)-compact) set \(\Gamma \subset X \times X\), cf. [ABS21, Theorem 4.2].

It is well known that \(W_2\) is a complete and separable distance on \(\mathcal{P}_2(X)\). Moreover, the convergence with respect to the Wasserstein distance is characterized in the following way, cf. [ABS21, Theorem 8.8]:

\[
\mu_n \xrightarrow{W_2} \mu \iff \mu_n \rightharpoonup \mu \quad \text{and} \quad \int d(x_0, x)^2 \, d\mu_n \to \int d(x_0, x)^2 \, d\mu \quad \forall x_0 \in X.
\]

In the last formula the symbol \(\rightharpoonup\) denotes the weak convergence of measures, i.e. the one in duality with the space of continuous and bounded functions \(C_b(X)\). This description shows in particular that, for a sequence of probability measures with uniformly bounded support, the \(W_2\)-convergence is equivalent to the weak one. Moreover, as a consequence of Riesz and Banach–Alaoglu theorems, if \((X, d)\) is compact then \(\mathcal{P}(X) = \mathcal{P}_2(X)\) is compact as well, with respect to the Wasserstein distance \(W_2\). For the same reason, every family of measures in \(\mathcal{P}_2(X)\), having the same compact support, will be \(W_2\)-precompact (even if \(X\) is not compact).

Let \(C([0, 1], X)\) be the set of continuous functions from \([0, 1]\) to \(X\) and define the \(t\)-evaluation map as \(e_t : C([0, 1], X) \to X; e_t(\gamma) := \gamma(t)\), for \(\gamma \in C([0, 1], X)\), for any \(t \in [0, 1]\). A curve \(\gamma \in C([0, 1], X)\) is called geodesic if

\[
d(\gamma(s), \gamma(t)) = |t - s| \cdot d(\gamma(0), \gamma(1)) \quad \text{for every} \ s, t \in [0, 1].
\]

We will denote by \(\text{Geo}(X)\) the space of constant speed geodesics in \((X, d)\) parametrized on \([0, 1]\). The metric space \((X, d)\) is said to be geodesic if every pair of points is connected by a geodesic, Notice that every measure \(\eta \in \mathcal{P}(C([0, 1], X))\) induces the curve \([0, 1] \ni t \mapsto \mu_t = (e_t)_# \eta\) in the space of probability measures \(\mathcal{P}(X)\). If \((X, d)\) is a geodesic metric space then \((\mathcal{P}_2(X), W_2)\) is a geodesic metric space as well. More precisely, given two measures \(\mu, \nu \in \mathcal{P}_2(X)\), the curve \(\{\mu_t\}_{t \in [0, 1]} \subset \mathcal{P}_2(X)\) connecting \(\mu\) and \(\nu\) is a Wasserstein geodesic if and only if there exists \(\eta \in \mathcal{P}(C([0, 1], X))\) inducing \(\{\mu_t\}_{t \in [0, 1]}\) (that is \(\mu_t = (e_t)_# \eta\) for every \(t \in [0, 1]\)), which is concentrated on \(\text{Geo}(X)\) and satisfies
We will adopt the notation $M$ and sets of any pair of sets $A, B$ for this reason we introduce the measure $\bar{\mu}$.

**Definition 2.1** (Essentially non-branching metric space). In a metric space $(X, d)$, a subset $G \subset \text{Geo}(X)$ is called non-branching if for any pair of geodesics $\gamma_1, \gamma_2 \in G$ such that $\gamma_1 \neq \gamma_2$, it holds that

$$\text{restr}_t^0 \gamma_1 \neq \text{restr}_t^0 \gamma_1$$

for every $t \in (0, 1)$.

A metric measure space $(X, d, \mu)$ is said to be essentially non-branching if for every absolutely continuous measures $\mu_0, \mu_1 \in \mathcal{P}^{ac}(X, \mu)$, every optimal geodesic plan $\eta$ connecting them is concentrated on a non-branching set of geodesics.

**Definition 2.2** (Midpoint set). Let $(X, d)$ be a metric space. For every $t \in [0, 1]$ and any pair of sets $A, B \subset X$ we define the set of $t$-midpoints between $A$ and $B$ as

$$M_t(A, B) := \{ \gamma \in \text{Geo}(X) : \gamma(0) \in A, \gamma(1) \in B \}$$

We will adopt the notation $M_t(x, A) := M_t(\{x\}, A)$ and $M_t(A, x) := M_t(A, \{x\})$ for every $x \in X$ and $A \subset X$.

Observe that in general the set $M_t(A, B)$ is not Borel measurable, even if the sets $A$ and $B$ are Borel. In the following we will need to evaluate the measure of $M_t(A, B)$, for this reason we introduce the measure $\bar{\mu}$ as the outer measure associated to $\mu$. This measure will not play a significant role and will only be used when dealing with sets of the form $M_t(A, B)$. In particular, having a control on the measure of some suitable sets of $t$-midpoints, is sufficient to deduce some nice properties regarding the structure of $W_2$-geodesics, as shown in Proposition 2.5.

**Definition 2.3.** [Kel17, Definition 5.1] A measure $\mu$ on a metric space $(X, d)$ is said to be qualitatively non-degenerate if for every $R > 0$ and $\bar{x} \in X$ there exists a function $f_{R, \bar{x}} : (0, 1) \rightarrow (0, \infty)$ with

$$\limsup_{t \rightarrow 0} f_{R, \bar{x}}(t) > \frac{1}{2},$$

such that for every $x \in B_R(\bar{x})$ and every Borel subset $A \subset B_R(\bar{x})$

$$\bar{\mu}(M_t(A, x)) \geq f_{R, \bar{x}}(t) \cdot \mu(A).$$

**Definition 2.4.** [Kel17, Definition 3.1] We say that a metric measure space $(X, d, \mu)$ has the good transport behaviour if, for every pair $\mu_0, \mu_1 \in \mathcal{P}_2(X)$ with $\mu_0 \ll \mu$ and $\mu_1$ is induced by a map. We say that $(X, d, \mu)$ has the strong interpolation property if for every pair $\mu_0, \mu_1 \in \mathcal{P}_2(X)$ with $\mu_0 \ll \mu$, there exists a unique optimal geodesic plan $\eta \in \text{OptGeo}(\mu_0, \mu_1)$ and is induced by a map such that $(\epsilon_t)_\# \eta \ll \mu$ for every $t \in [0, 1)$.

Recall that a metric space $(X, d)$ is said to be proper if every closed and bounded set is compact.

**Proposition 2.5.** [Kel17, Theorem 5.8, Corollary 5.9] Assume $(X, d, \mu)$ is a proper, geodesic, essentially non-branching metric measure space and $\mu$ is qualitatively non-degenerate. Then, $(X, d, \mu)$ has both the good transport behaviour and the strong interpolation property.
3. The CD condition and the Brunn-Minkowski inequality

Before going through the definition of the CD condition, we introduce the two object which are necessary to do it: the distortion coefficient and the Rényi entropy functional. For every $K \in \mathbb{R}$ and $N > 0$ we define

$$
\sigma_{K,N}^{(t)}(\theta) := \begin{cases} 
+\infty & N\pi^2 \leq K\theta^2 \\
\sin\left(\theta \sqrt{\frac{\pi}{K}}\right) & 0 < K\theta^2 < N\pi^2 \\
t & K = 0 \text{ or } N = \infty \\
\frac{\sinh\left(\theta \sqrt{\frac{\pi}{N}}\right)}{\sinh\left(\theta \sqrt{\frac{\pi}{K}}\right)} & K < 0
\end{cases}
$$

while for $K \in \mathbb{R}$ and $N > 1$ we introduce

$$
\tau_{K,N}^{(t)}(\theta) := t^{\frac{1}{2t}} \sigma_{K,N-1}^{(t)}(\theta)^{1-t}. 
$$

These coefficients have nice monotonicity properties, in particular for every fixed $t \in (0, 1)$, $K \in \mathbb{R}$ and $N > 1$

1. the function $\theta \mapsto \tau_{K,N}^{(t)}(\theta)$ is nondecreasing if $K \geq 0$
2. nonincreasing if $K < 0$

The $N$-Rényi entropy functional on $\mathcal{P}_2(X)$ is defined as

$$
\mathcal{E}_N(\mu) = -\int_X \rho(x)^{1-\frac{1}{N}} \, dm(x) \quad \forall \mu \in \mathcal{P}_2(X),
$$

where $\rho$ is the density of the absolutely continuous part of $\mu$, with respect to $m$. It is well known (see for instance [Stu06a, Lemma 4.1]) that the $N$-Rényi entropy is lower semicontinuous in $(\mathcal{P}_2(X), W_2)$, if the reference measure $m$ has finite total mass. In general, for metric measure spaces with possibly infinite mass, the lower semicontinuity holds for $W_2$-converging sequences of measures concentrated on the same bounded set.

**Definition 3.1 (CD(K, N) condition).** Given $K \in \mathbb{R}$ and $N > 1$, a metric measure space $(X, d, m)$ is said to satisfy the curvature dimension condition CD(K, N) (or simply to be a CD(K, N) space) if for every pair of measures $\mu_0 = \rho_0m, \mu_1 = \rho_1m \in \mathcal{P}^{ac}(X, m)$, there exists a $W_2$-geodesic $\eta \in \mathcal{P}(\text{Geo}(X))$ connecting them, such that $(e_t)_{#}\eta =: \mu_t = \rho_t m$, for every $t \in [0, 1]$, and the following inequality holds for every $N' \geq N$ and every $t \in [0, 1]$: 

$$
\mathcal{E}_{N'}(\mu_t) \leq -\int_{X \times X} \left[\tau_{K,N'}^{(1-t)}(d(x,y))\rho_0(x)^{-\frac{1}{N'}} \rho_1(y)^{-\frac{1}{N'}} + \tau_{K,N'}^{(t)}(d(x,y))\rho_1(x)^{-\frac{1}{N'}} \rho_1(y)^{-\frac{1}{N'}}\right]d\pi(x,y),
$$

where $\pi = (e_0, e_1)_{#}\eta \in \text{Opt}(\mu_0, \mu_1)$.

**Notation.** In the following, in order to ease the notation we will sometimes denote by $T_{K,N'}^{(t)}(\pi|m)$ the right hand side of (3), that is

$$
T_{K,N'}^{(t)}(\pi|m) = -\int_{X \times X} \left[\tau_{K,N'}^{(1-t)}(d(x,y))\rho_0(x)^{-\frac{1}{N'}} \rho_1(y)^{-\frac{1}{N'}} + \tau_{K,N'}^{(t)}(d(x,y))\rho_1(x)^{-\frac{1}{N'}} \rho_1(y)^{-\frac{1}{N'}}\right]d\pi(x,y).
$$

Notice that it is not necessary to explicit the dependence of the integral on the densities $\rho_0$ and $\rho_1$, because this information is already encoded in $\pi$ and $m$, in fact $(p_1)_{#}\pi = \mu_0 = \rho_0 m$ and $(p_2)_{#}\pi = \mu_1 = \rho_1 m$. 


We now want to state a sufficient criterion to verify the CD($K, N$) condition, allowing
to test the definition only on suitable pairs of marginals. To this aim, we introduce the
notion of bounded probability measure.

**Definition 3.2** (Bounded probability measure). A probability measure \( \mu \in \mathcal{P}^{ac}(X, m) \)
is said to be *bounded* if it has bounded support and density bounded from above and
below away from zero. A subset \( A \subset \mathcal{P}^{ac}(X, m) \) is said to be *uniformly bounded* if there
exist a bounded set \( K \) and two constants \( C > c > 0 \) such that for every \( \mu = \rho m \in A \),
\( \text{spt}(\mu) = K \) and \( c \leq \rho \leq C \ m\text{-almost everywhere on } K \).

**Notation.** Given a Borel set \( A \subset X \) such that \( 0 < m(A) < \infty \), we will denote by \( m|_{A} \)
the normalized restriction of the reference measure to the set \( A \), that is
\[
\tag{4} \quad m|_{A} = \frac{m|_{A}}{m(A)}.
\]

**Proposition 3.3.** Let \((X, d, m)\) be a proper, geodesic and essentially non-branching
metric measure space and assume \( m \) is qualitatively non-degenerate. Then, \((X, d, m)\)
satisfies the CD($K, N$) condition if and only if the requirements of Definition 3.1 hold
for any pair of bounded probability measures.

**Proof.** Suppose that the CD($K, N$) condition holds for every pair of bounded marginals
and fix \( \mu_0 = \rho_0 m, \mu_1 = \rho_1 m \in \mathcal{P}^{ac}(X, m) \). According to Proposition 2.5, both the good
transport behaviour and the strong interpolation property hold for \((X, d, m)\). Then, let \( \eta \)
be the unique optimal geodesic plan connecting \( \mu_0 \) and \( \mu_1 \) and \( \pi = (\epsilon_0, \epsilon_1)\# \eta \) the
unique optimal transport plan between them. Moreover, \( (\epsilon_1)\# \eta \ll m \) for any \( t \in [0, 1] \)
and we denote by \( \rho_t \) its density. Fix \( x_0 \in X \) and define (up to null sets) the following
sets
\[
A_n := \{ x \in B_n(x_0) : 1/n \leq \rho_0(x) \leq n \} \quad \text{and} \quad B_n := \{ x \in B_n(x_0) : 1/n \leq \rho_1(x) \leq n \}.
\]
Then, we introduce the set
\[
G_n := \{ \gamma \in \text{Geo}(X) : \gamma(0) \in A_n, \gamma(1) \in B_n \}
\]
and the measures
\[
\eta_n := \eta|_{G_n} \in \mathcal{P}(\text{Geo}(X)) \quad \text{and} \quad \pi_n := (\epsilon_0, \epsilon_1)\# \eta_n \in \mathcal{P}(X \times X).
\]
Note that, since \( \eta \in \text{OptGeo}(\mu_0, \mu_1) \), its restriction \( \eta_n \) is still optimal between \( \mu_0^n := (\epsilon_0)\# \eta_n \) and \( \mu_1^n := (\epsilon_1)\# \eta_n \) and, as a consequence, \( \pi_n \in \text{Opt}(\mu_0^n, \mu_1^n) \). In addition,
according to Proposition 2.5, \( \eta_n \) is the unique optimal geodesic plan between \( \mu_0^n \) and
\( \mu_1^n \), and \( \pi_n \) is the unique optimal plan. Observe that, thanks to the good transport
behaviour, both \( \pi \) and \( \pi^{-1} := (\epsilon_1, \epsilon_0)\# \eta \) are induced by a map, thus, defining \( \tilde{A}_n := e_0(G_n \cap \text{spt}(\eta)) \subset A_n \) and \( \tilde{B}_n := e_1(G_n \cap \text{spt}(\eta)) \subset B_n \), it holds that
\[
\tag{5} \quad \mu_0^n = \frac{\mu_0|_{\tilde{A}_n}}{\eta(G_n)} \quad \text{and} \quad \mu_1^n = \frac{\mu_1|_{\tilde{B}_n}}{\eta(G_n)}.
\]
This shows in particular that \( \mu_0^n \) and \( \mu_1^n \) are bounded for every \( n \). Moreover, by definition
\( \eta(G_n) \cdot \eta_n \leq \eta \), thus denoting by \( \rho_t^n \) the density of \( (\epsilon_t)\# \eta_n \) (with respect to \( m \)) and setting \( \rho_t^n := \eta(G_n) \cdot \rho_t^n \) for every \( t \in [0, 1] \), we have
\[
\tag{6} \quad \rho_t^n \leq \rho_t \quad \text{m-a.e., } \forall t \in [0, 1].
\]
On the other hand, the families \( \{ A_n \}_{n \in \mathbb{N}} \) and \( \{ B_n \}_{n \in \mathbb{N}} \) exhaust the supports of \( \mu_0 \) and
\( \mu_1 \) respectively, hence \( \eta(G_n) \to 1 \) and \( \pi(X \times X \backslash (\tilde{A}_n \times \tilde{B}_n)) \to 0 \) as \( n \to \infty \). Applying the
\( \text{CD}(K, N) \) condition for the bounded marginals \( \mu_0^n \) and \( \mu_1^n \), we have, for every \( N' \geq N \) and for every \( t \in [0, 1] \),

\[
(\eta(G_n))^{\frac{1}{N'}} \int (\tilde{\rho}_t^n)^{1-\frac{t}{N'}} \, d\mathcal{m} = \int (\rho_t^n)^{1-\frac{t}{N'}} \, d\mathcal{m} \\
\geq \int_{X \times X} \left[ \tau_{K, N'}^{(1-t)}(d(x, y)) \rho_0^n(x)^{-\frac{t}{N'}} + \tau_{K, N'}^{(t)}(d(x, y)) \rho_1^n(y)^{-\frac{t}{N'}} \right] \, d\pi_n(x, y) \\
= (\eta(G_n))^{\frac{1}{N'}} \int_{\bar{A}_n \times \bar{B}_n} \left[ \tau_{K, N'}^{(1-t)}(d(x, y)) \rho_0(x)^{-\frac{t}{N'}} + \tau_{K, N'}^{(t)}(d(x, y)) \rho_1(y)^{-\frac{t}{N'}} \right] \, d\pi(x, y),
\]

where the last equality follows from (5) and from the fact that \( \pi_{\bar{A}_n \times \bar{B}_n} \) coincides with \( \pi_n \). Simplifying the term \( \eta(G_n) \) (which is definitely strictly greater than 0) and using (6), we obtain for every \( N' \geq N \) and for every \( t \in [0, 1] \)

\[
\int \rho_t^{1-\frac{t}{N'}} \, d\mathcal{m} \geq \int (\rho_t^n)^{1-\frac{t}{N'}} \, d\mathcal{m} \\
\geq \int_{\bar{A}_n \times \bar{B}_n} \left[ \tau_{K, N'}^{(1-t)}(d(x, y)) \rho_0(x)^{-\frac{t}{N'}} + \tau_{K, N'}^{(t)}(d(x, y)) \rho_1(y)^{-\frac{t}{N'}} \right] \, d\pi(x, y),
\]

and taking the limit as \( n \to \infty \), we conclude that

\[
\int \rho_t^{1-\frac{t}{N'}} \, d\mathcal{m} \geq \int_{X \times X} \left[ \tau_{K, N'}^{(1-t)}(d(x, y)) \rho_0(x)^{-\frac{t}{N'}} + \tau_{K, N'}^{(t)}(d(x, y)) \rho_1(y)^{-\frac{t}{N'}} \right] \, d\pi(x, y),
\]

which is exactly (3) for \( \mu_0 \) and \( \mu_1 \). This concludes the proof. \( \square \)

We introduce now a generalized version of the classical Brunn–Minkowski inequality to the non-smooth setting. Similarly to CD condition, this inequality takes into account dimensional and curvature parameters.

**Definition 3.4** (Brunn–Minkowski inequality). Let \((X, d, m)\) be a metric measure space and let \(K \in \mathbb{R}^+\) and \(N > 1\). We say that \((X, d, m)\) supports the Brunn–Minkowski inequality \(BM(K, N)\) if, for every pair of nonempty Borel sets \(A, B \subset \text{spt}(m)\), the following inequality holds for every \(N' \geq N\) and every \(t \in [0, 1]\):

\[
\tilde{m}(M_t(A, B)))^{\frac{1}{N'}} \geq \tau_{K, N'}^{(1-t)}(\Theta(A, B)) \cdot m(A)^{\frac{1}{N'}} + \tau_{K, N'}^{(t)}(\Theta(A, B)) \cdot m(B)^{\frac{1}{N'}},
\]

where

\[
\Theta(A, B) := \begin{cases} 
\inf_{x \in A, y \in B} d(x, y) & \text{if } K \geq 0, \\
\sup_{x \in A, y \in B} d(x, y) & \text{if } K < 0.
\end{cases}
\]

Similarly as for the \(t\)-midpoints, we adopt the notation \(\Theta(A, x) := \Theta(A, \{x\})\) and \(\Theta(x, A) := \Theta(\{x\}, A)\), for every \(x \in X\) and \(A \subset X\).

**Lemma 3.5.** Let \((X, d, m)\) be a metric measure space supporting \(BM(K, N)\). Then, \((\text{spt}(m), d)\) is a Polish, geodesic and proper metric space. Moreover, \(m\) is a Radon measure.

**Proof.** Since \((X, d)\) is Polish and \(\text{spt}(m)\) is closed, the metric space \((\text{spt}(m), d)\) is Polish as well. Moreover, from the proof of [Stu06b, Theorem 2.3], \(BM(K, N)\) implies that \((\text{spt}(m), d, m)\) satisfies a Bishop–Gromov inequality, and thus \(m\) is a doubling measure. By a standard argument, this means that \((\text{spt}(m), d)\) is a doubling metric space, i.e. any bounded set is totally bounded, therefore it is proper and also \(\sigma\)-compact. As a
consequence, m is Radon, being a locally finite measure on a locally compact, second countable space (see for example [Fol99, Theorem 7.8]). We prove now that (spt(m), d) is length: let x, y ∈ spt(m), ε > 0 and fix \( A_\varepsilon := B_\varepsilon(x) \cap spt(m) \) and \( B_\varepsilon := B_\varepsilon(y) \cap spt(m) \). Applying BM(\( K, N \)) we deduce that \( m(M_{1/2}(A_\varepsilon, B_\varepsilon)) > 0 \), therefore there exists \( z \in M_{1/2}(A_\varepsilon, B_\varepsilon) \cap spt(m) \). In particular, by construction, this implies that:

\[
d(x, z), d(z, y) \leq \frac{1}{2}d(x, y) + \varepsilon.
\]

Since \( x, y \) and \( \varepsilon \) are arbitrary, we can conclude that (spt(m), d) is a length space (see [Bal95, Proposition 1.4]). Finally, a complete, proper and length space is geodesic. □

Applying the previous lemma, we can deduce that a metric measure space supporting the Brunn–Minkowski inequality has the properties of Definition 2.4.

**Corollary 3.6.** Let \((X, d, m)\) be an essentially non-branching metric measure space supporting the Brunn–Minkowski inequality BM(\( K, N \)). Then, \((X, d, m)\) has the good transport behavior and the strong interpolation property.

**Proof.** First of all, we restrict ourselves to the support of \( m \) and consider the metric measure space \((spt(m), d, m)\). From Lemma 3.5, this is a proper and geodesic metric space. Second of all, letting \( R > 0, \bar{x} \in spt(m) \) and \( A \subset B_R(\bar{x}) \cap spt(m) \) Borel, we may apply BM(\( K, N \)) to A and \( \bar{x} \), obtaining

\[
m(M_t(A, \bar{x})) \geq \tau_{K, N}^{(1-t)}(\Theta(A, \bar{x}))^N m(A),
\]

for any \( t \in [0, 1] \). This shows that \( m \) is qualitatively non-degenerate on its support. Finally, applying Proposition 2.5 to the metric measure space \((spt(m), d, m)\) we conclude the proof. Note that the good transport behavior and the strong interpolation property are only related to optimal transport, which in turn depends on the metric measure structure of \((X, d, m)\) only on the support of \( m \).

□

In this paper, we study a stronger version of the Brunn–Minkowski inequality, which is more sensitive to the optimal transport interpolation.

**Definition 3.7** (Strong Brunn–Minkowski inequality). Let \((X, d, m)\) be a metric measure space and let \( K ∈ \mathbb{R} \) and \( N > 1 \). We say that \((X, d, m)\) supports the strong Brunn–Minkowski inequality SBM(\( K, N \)) if, for every pair of Borel sets \( A, B \subset spt(m) \) such that \( 0 < m(A), m(B) < \infty \), there exists \( \eta \in \text{OptGeo}(\text{m}_A, \text{m}_B) \), where \( \text{m}_A, \text{m}_B \) are as in (4), such that the following inequality holds for every \( N' \geq N \) and every \( t \in [0, 1] \)

\[
m(spt((e_t)\#\eta)) \geq \tau_{K, N'}^{(1-t)}(\Theta(A, B)) \cdot m(A)^{\frac{t}{N'}} + \tau_{K, N'}^{(t)}(\Theta(A, B)) \cdot m(B)^{\frac{t}{N'}},
\]

where \( \Theta(A, B) \) is defined in (8).

**Proposition 3.8.** Given \( K ∈ \mathbb{R} \) and \( N > 1 \), if the metric measure space \((X, d, m)\) supports the strong Brunn–Minkowski inequality SBM(\( K, N \)), it also supports the Brunn–Minkowski inequality BM(\( K, N \)).

**Proof.** Fix \( N' \geq N \) and \( t \in [0, 1] \). Let \( A, B \subset spt(m) \) be two Borel sets with \( 0 < m(A), m(B) < \infty \). Then, for every \( \eta \in \text{OptGeo}(\text{m}_A, \text{m}_B) \) it holds that \( spt((e_t)\#\eta) \subset M_t(A, B) \) up to a \( m \)-null set. Therefore, SBM(\( K, N \)) implies (7) for sets with finite and positive measure. Moreover, since the proof of Lemma 3.5 only relies on BM(\( K, N \)) for sets of finite and positive measure, we can deduce that (\( spt(m), d \)) is proper, geodesic and \( m \) is Radon. Let us prove now BM(\( K, N \)) for any compact sets \( A, B \subset spt(m) \),
with possibly zero measure. If \( m(A) = m(B) = 0 \), there’s nothing to prove, hence we may assume \( m(A) > 0 \) and \( m(B) = 0 \). Moreover, for the time being, assume also that \( B = \{ x \} \), where \( x \in \text{spt}(m) \). Applying the Brunn–Minkowski inequality with the sets \( A \) and \( B_r(x) \) (for \( r > 0 \)) we obtain

\[
\mathbf{m}(M_t(A, B_r(x)))^\frac{1}{t} \geq \tau_{K,N}^{(1-t)}(\Theta_r) \cdot \mathbf{m}(A)^\frac{1}{t} + \tau_{K,N}^{(t)}(\Theta_r) \cdot \mathbf{m}(B_r(x))^\frac{1}{t},
\]

where \( \Theta_r := \Theta(A, B_r(x)) \). On the other hand, it can be proven that

\[
\bigcap_{r>0} M_t(A, B_r(x)) = M_t(A, x).
\]

The \( \supseteq \) inclusion is obvious, while to prove \( \subseteq \) we take \( w \in \bigcap_{r>0} M_t(A, B_r(x)) \) and we observe that, given a sequence \( \{ r_n \}_{n \in \mathbb{N}} \) converging to 0, there exist \( a_n \in A \) and \( x_n \in B_{r_n}(x) \) such that \( w \) is a \( t \)-midpoint of \( a_n \) and \( x_n \). Since \( A \) is compact, up to subsequences \( a_n \to a \in A \) and then, by Ascoli–Arzelà theorem, \( w \) is a \( t \)-midpoint of \( a \) and \( x \), thus \( w \in M_t(A, x) \). At this point, noting that the sets \( M_t(A, B_r(x)) \) are decreasing as \( r \to 0 \), we can pass to the limit (10) and obtain

\[
\mathbf{m}(M_t(A, x))^\frac{1}{t} \geq \tau_{K,N}^{(1-t)}(\Theta(A, x)) \cdot \mathbf{m}(A)^\frac{1}{t}.
\]

Now, let \( B \subset \text{spt}(m) \) any compact set with \( m(B) = 0 \). Then for any \( x \in B \), we have

\[
M_t(A, x) \subset M_t(A, B) \quad \text{and} \quad \tau_{K,N}^{(1-t)}(\Theta(A, x)) \geq \tau_{K,N}^{(1-t)}(\Theta(A, B)),
\]

where the inequality follows from (2). Thus, we may apply (11) and (12), obtaining

\[
\mathbf{m}(M_t(A, B))^\frac{1}{t} \geq \mathbf{m}(M_t(A, x))^\frac{1}{t} \geq \tau_{K,N}^{(1-t)}(\Theta(A, x)) \cdot \mathbf{m}(A)^\frac{1}{t} \geq \tau_{K,N}^{(1-t)}(\Theta(A, B)) \cdot \mathbf{m}(A)^\frac{1}{t}.
\]

In order to prove (7) for any Borel sets \( A, B \subset \text{spt}(m) \), with possibly zero or infinite measure, we use the inner regularity of \( m \). In particular, there exist two sequences of compact sets \( \{ A_n \}_{n \in \mathbb{N}} \) and \( \{ B_n \}_{n \in \mathbb{N}} \) such that

\[
A_n \subset A, \quad m(A_n) \to m(A) \quad \text{and} \quad B_n \subset B, \quad m(B_n) \to m(B).
\]

For the sets \( A_n \) and \( B_n \), inequality (13) holds, therefore, using the monotonicity of the \( t \)-midpoints set and of the distortion coefficients as in (12), we obtain that

\[
\mathbf{m}(M_t(A, B))^\frac{1}{t} \geq \tau_{K,N}^{(1-t)}(\Theta(A, B)) \cdot \mathbf{m}(A_n)^\frac{1}{t} + \tau_{K,N}^{(t)}(\Theta(A, B)) \cdot \mathbf{m}(B_n)^\frac{1}{t}.
\]

Passing to the limit the right-hand side of (14), we finally conclude that \( \text{BM}(K,N) \) holds also for \( A \) and \( B \).

**Remark 3.9.** From Corollary 3.6 and the previous proposition, an essentially non-branching metric measure space \( (X,d,m) \) supporting \( \text{SBM}(K,N) \) has the good transport behavior and the strong interpolation property, cf. Definition 2.4. Thus, given \( A, B \subset \text{spt}(m) \) Borel sets with finite and positive measure, there exists a unique \( \eta \in \text{OptGeo}(m_A, m_B) \), depending only on the sets \( A \) and \( B \). Hence, we can introduce the following notation without ambiguity:

\[
D_t(A, B) := \text{spt}((e_t)_{#}\eta), \quad \forall t \in [0, 1].
\]

In particular, the inequality (9) now reads as follows:

\[
\mathbf{m}(D_t(A, B))^\frac{1}{t} \geq \tau_{K,N}^{(1-t)}(\Theta(A, B)) \cdot \mathbf{m}(A)^\frac{1}{t} + \tau_{K,N}^{(t)}(\Theta(A, B)) \cdot \mathbf{m}(B)^\frac{1}{t}.
\]
It was already noticed in the first works about CD spaces (see in particular [Stu06b]) that the CD\((K, N)\) condition implies the Brunn–Minkowski inequality BM\((K, N)\). Following the exact same proof is actually possible to deduce that the CD\((K, N)\) condition implies the strong Brunn–Minkowski inequality SBM\((K, N)\). In the following we provide a quick proof of this fact, in order to be self-contained and avoid confusion.

**Proposition 3.10.** Let \((X, d, m)\) be a CD\((K, N)\) space, for some \(K \in \mathbb{R}\) and \(N > 1\). Then, it supports the strong Brunn–Minkowski inequality SBM\((K, N)\).

**Proof.** Given any pair of Borel sets \(A, B \subset \text{spt}(m)\) such that \(0 < m(A), m(B) < \infty\), take the optimal geodesic plan \(\eta \in \text{OptGeo}(m_A, m_B)\) satisfying (3). In particular, letting \(\pi = (e_0, e_1)\#\eta\), for every \(N' \geq N\) it holds that

\[
\mathcal{E}_{N'}((e_t)\#\eta) \leq -\int_{X \times X} \left[\tau_{K,N'}^{(1-t)}(d(x,y)) m(A)^{\frac{1}{N'}} + \tau_{K,N'}^{(t)}(d(x,y)) m(B)^{\frac{1}{N'}}\right] d\pi(x,y)
\]

\[
\leq -\left[\tau_{K,N'}^{(1-t)}(\Theta(A,B)) \cdot m(A)^{\frac{1}{N'}} + \tau_{K,N'}^{(t)}(\Theta(A,B)) \cdot m(B)^{\frac{1}{N'}}\right],
\]

using (2). On the other hand, Jensen’s inequality ensures that

\[
\mathcal{E}_{N'}((e_t)\#\eta) = -\int_{\text{spt}((e_t)\#\eta)} \rho_t(x)^{1-\frac{1}{N'}} dm(x) \geq -m(\text{spt}((e_t)\#\eta))^{\frac{1}{N'}}
\]

where \(\rho_t\) denotes the density of \((e_t)\#\eta\) with respect to \(m\), for every \(t \in [0,1]\). Putting together (15) and (16), we obtain (9), concluding the proof. \(\square\)

4. Proof of the main theorem

In this section, we prove our main result, Theorem 1.1. For the convenience of the reader, we recall its statement.

**Theorem 4.1.** Let \((X, d, m)\) be an essentially non-branching metric measure space supporting SBM\((K, N)\) for some \(K \in \mathbb{R}\) and \(N > 1\). Then, \((X, d, m)\) is a CD\((K, N)\) space. In particular, \((X, d, m)\) supports SBM\((K, N)\) if and only if it satisfies CD\((K, N)\).

A key idea in our argument is to prove the CD\((K, N)\) condition for a suitable subclass of bounded probability measures, called step measures. By an approximation strategy, we then extend the result to all bounded measures and finally apply Proposition 3.3, to conclude.

**Definition 4.2.** We say that a measure \(\mu \in \mathcal{P}_2(X)\) is a step measure if it can be written as finite sum of measures with constant density with respect to \(m\), that is

\[
\mu = \sum_{i=1}^{N} \lambda_i m_{A_i},
\]

where, for every \(i = 1, \ldots, N\), \(\lambda_i \in \mathbb{R}\) and \(A_i\) is a Borel set with \(0 < m(A_i) < \infty\). Moreover, we assume the sets \(\{A_i\}_{i=1}^{N}\) to be mutually disjoint.

Note that the entropy \(\mathcal{E}_N\) of a measure \(\nu \in \mathcal{P}^{ac}(X, m)\) equals to \(m(\text{spt}(\nu))^{1/N}\) if and only if \(\nu\) has constant density. Thus, letting \(A, B \subset \text{spt}(m)\) with finite and positive measure, the SBM\((K, N)\) inequality would translate directly to an information on the entropy of the \(t\)-midpoint \(\mu_t\) between \(m_A\) and \(m_B\), only if \(\mu_t\) had constant density. However, we can not expect this to be true in general. The previous discussion suggests that, in order to promote SBM\((K, N)\) to an inequality on the entropy, an argument based on a subsequently refined partition of the support of the marginals is needed, built
in accordance with the optimal transport coupling. Indeed, using the partition argument, the $t$-midpoint between $m_A$ and $m_B$ can be approximated in entropy with a step measure, which by definition has locally constant density. In addition, the SBM($K, N$) inequality, applied to each element of the partition, controls the entropy of the step measure approximant. The partition argument works also when replacing the measures $m_A$ and $m_B$ with general step measures as marginals. The advantage of proving the CD($K, N$) inequality for the class of step measures is that the latter is sufficiently large to deduce CD($K, N$) for all bounded measures, by approximation.

**Theorem 4.3.** Let $(X, d, m)$ be an essentially non-branching supporting SBM($K, N$) for some $K \in \mathbb{R}$ and $N > 1$ and let $\mu_0, \mu_1 \in \mathcal{P}_{ac}(X, m)$ be two step measures with bounded support. Then, there exists $\eta \in \text{OptGeo}(\mu_0, \mu_1)$ such that (3) holds.

**Proof.** Combining Corollary 3.6 and Proposition 3.8, we deduce that $(X, d, m)$ has the good transport behavior and the strong interpolation property. Therefore, letting $\mu_0$ and $\mu_1$ be step measures, i.e.

$$\mu_0 = \sum_{i=1}^{N_0} \lambda_i^0 m_{A_i} \quad \text{and} \quad \mu_1 = \sum_{i=1}^{N_1} \lambda_i^1 m_{B_i},$$

there exists $\eta \in \text{OptGeo}(\mu_0, \mu_1)$, the unique optimal geodesic plan connecting $\mu_0$ and $\mu_1$. Then, $\pi := (\epsilon_0, \epsilon_1) \# \eta \in \text{Opt}(\mu_0, \mu_1)$ is the unique optimal transport plan between $\mu_0$ and $\mu_1$ and it is induced by a map $T$, that is $\pi = (\text{id}, T)\#\mu_0$. Suppose for now that $T$ is continuous, we will get rid of this assumption later in the proof. In this case, since $\text{spt}(\mu_0)$ is compact (see Lemma 3.5), for every $\varepsilon > 0$, it is possible to find a finite partition in Borel sets $\{P_j^\varepsilon\}_{j=1, \ldots, L_\varepsilon}$ of it, that is $\cup_{j=1}^{L_\varepsilon} P_j^\varepsilon = \text{spt}(\mu_0)$ up to an $m$-null set and $P_i^\varepsilon \cap P_j^\varepsilon = \emptyset$ if $i \neq j$, with the following properties:

(i) $m(P_j^\varepsilon) > 0$, for every $j = 1, \ldots, L_\varepsilon$,
(ii) $\text{diam}(P_j^\varepsilon) < \varepsilon$ and $\text{diam}(T(P_j^\varepsilon)) < \varepsilon$, for every $j = 1, \ldots, L_\varepsilon$,
(iii) for every $j = 1, \ldots, L_\varepsilon$, there exists $i(j)$ such that $P_j^\varepsilon \subset A_{i(j)}$,
(iv) for every $j = 1, \ldots, L_\varepsilon$, there exists $\iota(j)$ such that $T(P_j^\varepsilon) \subset B_{\iota(j)}$.

For example, consider the sets $\{P_{i,j}\}_{i,j}$ defined as $P_{i,j} := A_i \cap T^{-1}(B_j)$, which already satisfy the properties (iii) and (iv). The sought partition can then be found as a suitable refinement of the partition $\{P_{i,j}\}_{i,j}$, ensuring the property (ii) using the equicontinuity of the map $T$ on the compact set $\text{spt}(\mu_0)$, and condition (i) by neglecting the sets with zero $m$-measure.

We observe that the good transport behavior implies that the unique optimal map $T^{-1}$ from $\mu_1$ to $\mu_0$ is such that $T^{-1} \circ T = \text{id}$ $\mu_0$-almost everywhere. In particular,

$$\mu_0(P_j^\varepsilon) = \mu_0(T^{-1} \circ T(P_j^\varepsilon)) = T_\#\mu_0(T(P_j^\varepsilon)) = \mu_1(T(P_j^\varepsilon)).$$

Now we define the measures $\mu_0^{\varepsilon,j}, \mu_1^{\varepsilon,j} \in \mathcal{M}_+(X)$ as

$$\mu_0^{\varepsilon,j} := \mu_0(P_j^\varepsilon) \cdot m_{P_j^\varepsilon} \quad \text{and} \quad \mu_1^{\varepsilon,j} := \mu_1(T(P_j^\varepsilon)) \cdot m_{T(P_j^\varepsilon)} = \mu_0(P_j^\varepsilon) \cdot m_{T(P_j^\varepsilon)},$$

where the last equality follows from (17). Property (iii) of the partition ensures that $\mu_0^{\varepsilon,j}$ and $\mu_1^{\varepsilon,j}$ are both measures of constant density with respect to $m$ and with equal mass. Therefore $\mu_0^{\varepsilon,j} = \mu_0 | P_j^\varepsilon$, and, as a consequence

$$\mu_0 = \sum_{j=1}^{L_\varepsilon} \mu_0 | P_j^\varepsilon = \sum_{j=1}^{L_\varepsilon} \mu_0^{\varepsilon,j}.$$
Similarly, by (17) and property (iv) we conclude that \( T_\# \mu_0^{\varepsilon,j} = \mu_1 |_{T(\Pi_j)} = \mu_1^{\varepsilon,j} \), hence

\[
\mu_1 = \sum_{j=1}^{L_\varepsilon} \mu_1^{\varepsilon,j}.
\]

Defining \( \eta_j := \eta|_{\varepsilon^{-1}(\Pi_j)} \in \mathcal{M}_+(\text{Geo}(X)) \), it holds that \( \eta = \sum_{j=1}^{L_\varepsilon} \eta_j \). Note that \( \tilde{\eta}_j := \frac{\eta_j}{\mu_0(\Pi_j)} \in \mathcal{P}(\text{Geo}(X)) \). Moreover, since it holds that \( (\varepsilon_0, \varepsilon_1)_\# \eta = \pi = (\text{id}, T)_\# \mu_0 \), by (17) we deduce that, for every \( j = 1, \ldots, L_\varepsilon \),

\[
\{ \tilde{\eta}_j \} = \text{OptGeo} \left( \frac{(\varepsilon_0)_\# \tilde{\eta}_j}{\mu_0(\Pi_j)}, \frac{(\varepsilon_1)_\# \tilde{\eta}_j}{\mu_0(\Pi_j)} \right) = \text{OptGeo}(\mathbf{m}_{P_\varepsilon^j}, \mathbf{m}_{T(\Pi_j)}).
\]

Thus, for every \( j \), the curve \( t \mapsto \tilde{\mu}_t^{\varepsilon,j} := (\varepsilon_t)_\# \tilde{\eta}_j \) is the unique Wasserstein geodesic connecting \( \mathbf{m}_{P_\varepsilon^j} \) and \( \mathbf{m}_{T(\Pi_j)} \), hence

\[
D_t(\Pi_j, T(\Pi_j)) = \operatorname{spt}(\tilde{\mu}_t^{\varepsilon,j}), \quad \forall t \in [0,1],
\]

where the set \( D_t(\cdot, \cdot) \) is defined in Remark 3.9. As a consequence of the strong interpolation property, for every \( j \) and \( t \) the measure \( \tilde{\mu}_t^{\varepsilon,j} \) is absolutely continuous with respect to \( \mathbf{m} \), with density \( \tilde{\rho}_t^{\varepsilon,j} \). Moreover, by definition

\[
\tilde{\rho}_t^{\varepsilon,j} > 0 \quad \tilde{\mu}_t^{\varepsilon,j}-\text{almost everywhere on } D_t(\Pi_j, T(\Pi_j)).
\]

In addition, we can apply the strong Brunn–Minkowski inequality \( \text{SBM}(K, N) \) and deduce that for every \( j = 1, \ldots, L_\varepsilon, N' \geq N \), and \( t \in [0,1] \) it holds that

\[
\mathbf{m}(D_t(\Pi_j, T(\Pi_j))) \geq \tau_{K, N'}(\Theta_j) \cdot \mathbf{m}(\Pi_j) + \tau_{K, N'}^{(t)}(\Theta_j) \cdot \mathbf{m}(T(\Pi_j)),
\]

where we use the shorthand notation \( \Theta_j := \Theta(\Pi_j, T(\Pi_j)) \).

The next goal is to find a suitable approximately \( t \)-intermediate point \( \tilde{\mu}_t^j \) between \( \mu_0 \) and \( \mu_1 \). We claim that this can be achieved by considering a family of measures \( \tilde{\mu}_t^{\varepsilon,j} \in \mathcal{M}_+(X) \) supported on the sets \( D_t(\Pi_j, T(\Pi_j)) \) and having constant density, then gluing them together. This would allow us to use (21) on each set \( \Pi_j \) and provide a lower bound for the entropy of \( \tilde{\mu}_t^j \). Precisely, we define, for every \( t \in [0,1] \),

\[
\tilde{\mu}_t^{\varepsilon,j} := \mu_0(\Pi_j) \cdot \mathbf{m}_{D_t(\Pi_j, T(\Pi_j))} \quad \text{for every } j = 1, \ldots, L_\varepsilon \quad \text{and} \quad \tilde{\mu}_t^j := \sum_{j=1}^{L_\varepsilon} \tilde{\mu}_t^{\varepsilon,j}.
\]

Note that, for every \( t \in [0,1] \), \( D_t(\Pi_j, T(\Pi_j)) \) has positive measure by (21). Moreover, since \( D_t(\Pi_j, T(\Pi_j)) \) is bounded (being contained in the \( t \)-midpoints of two bounded sets), it also has finite measure, therefore \( \tilde{\mu}_t^{\varepsilon,j} \) is well defined.

Since \( (X, d, \mathbf{m}) \) is essentially non-branching, one can prove that \( D_t(\Pi_j, T(\Pi_j)) \cap D_t(\Pi_k, T(\Pi_j)) \) is a \( \mathbf{m} \)-null measure set, whenever \( i \) and \( j \) are different, see for example \cite[Proposition 2.7]{MR21}. Let \( \tilde{\mu}_t^j \) be the density of \( \tilde{\mu}_t^j \) with respect to \( \mathbf{m} \), i.e. \( \tilde{\mu}_t^j = \tilde{\rho}_t^j \mathbf{m} \in \mathcal{P}(X) \). Then, for any \( t \in [0,1] \) and \( N' \geq N \), the entropy \( \mathcal{E}(\mathbf{m}) \) of \( \tilde{\mu}_t^j \) is given
by

\[ E_{N'}(\tilde{\mu}_k^\varepsilon) = - \int_X (\tilde{\rho}_k^\varepsilon)^{1 - \frac{1}{N'}} \, d m = - \sum_{j=1}^{L_c} \int_{D_\varepsilon(P_j^\varepsilon, T(P_j^\varepsilon))} (\tilde{\rho}_k^\varepsilon)^{1 - \frac{1}{N'}} \, d m \]

(22)

\[ = - \sum_{j=1}^{L_c} \mu_0(P_j^\varepsilon)^{1 - \frac{1}{N'}} \, m(D_\varepsilon(P_j^\varepsilon, T(P_j^\varepsilon))) \]

The combination of (21) and (22) gives the following estimate, where \( \pi_j := \pi|_{P_j^\varepsilon \times T(P_j^\varepsilon)} \):

\[ E_{N'}(\tilde{\mu}_k^\varepsilon) \leq - \sum_{j=1}^{L_c} \mu_0(P_j^\varepsilon)^{1 - \frac{1}{N'}} \left[ \tau_{K, N'}^{(1-t)}(N) \cdot m(P_j^\varepsilon)^{\frac{1}{N'}} + \tau_{K, N'}^{(t)}(N) \cdot m(T(P_j^\varepsilon))^\frac{1}{N'} \right] \]

(23)

\[ = - \sum_{j=1}^{L_c} \int \left[ \tau_{K, N'}^{(1-t)}(N) \cdot \rho_0^{\frac{1}{N'}}(x) + \tau_{K, N'}^{(t)}(N) \cdot \rho_1^{\frac{1}{N'}}(y) \right] \, d \pi_j(x, y) \]

\[ \leq - \sum_{j=1}^{L_c} \int \left[ \tau_{K, N'}^{(1-t)}(N) \cdot (d(x, y) + \varepsilon) \rho_0^{\frac{1}{N'}}(x) + \tau_{K, N'}^{(t)}(N) \cdot (d(x, y) + \varepsilon) \rho_1^{\frac{1}{N'}}(y) \right] \, d \pi_j(x, y) \]

\[ = - \int \left[ \tau_{K, N'}^{(1-t)}(N) \cdot (d(x, y) + \varepsilon) \rho_0^{\frac{1}{N'}}(x) + \tau_{K, N'}^{(t)}(N) \cdot (d(x, y) + \varepsilon) \rho_1^{\frac{1}{N'}}(y) \right] \, d \pi(x, y). \]

Here the symbol \( \mp \) denotes that the estimate holds with the minus if \( K \geq 0 \) and with the plus if \( K < 0 \). Notice that the first equality follows by properties (iii) and (iv) of the partition, because \( \pi_j \) is concentrated on \( P_j^\varepsilon \times T(P_j^\varepsilon) \), whereas the second inequality follows from the monotonicity properties of the distortion coefficients (2) and the diameter bounds (ii).

Recall the definition of the measure \( \tilde{\mu}_k^\varepsilon,j \), its density \( \tilde{\rho}_k^\varepsilon,j \), and their properties, in particular (19) and (20). For every fixed \( s \in [0, 1] \), we can then define the measure

\[ \tilde{\eta}_j^\varepsilon := \frac{1}{m(D_\varepsilon(P_j^\varepsilon, T(P_j^\varepsilon)))} \cdot \tilde{\eta}_j^\varepsilon(d(\gamma)) \in \mathcal{M}_+(\text{Geo}(X)). \]

By construction \( (e_\varepsilon)\# \tilde{\eta}_j^\varepsilon = m_{D_\varepsilon(P_j^\varepsilon, T(P_j^\varepsilon))} \), which in particular shows that \( \tilde{\eta}_j^\varepsilon \) is a probability measure. Moreover, \( \tilde{\eta}_j^\varepsilon \) is concentrated on Geo(X) and \( (e_0, e_1)\# \tilde{\eta}_j^\varepsilon \) is concentrated on the same \( d^2 \)-cyclically monotone set as \( (e_0, e_1)\# \tilde{\eta}_j^\varepsilon \). For these reasons, we have that

\[ \tilde{\eta}_j^\varepsilon \in \text{OptGeo}((e_0)\# \tilde{\eta}_j, (e_1)\# \tilde{\eta}_j), \quad \forall j = 1, \ldots, L_c. \]

On the other hand, the measures defined by \( \nu_{0,j}^\varepsilon := (e_0)\# \tilde{\eta}_j^\varepsilon \) and \( \nu_{1,j}^\varepsilon := (e_1)\# \tilde{\eta}_j^\varepsilon \) are concentrated on \( P_j^\varepsilon \) and \( T(P_j^\varepsilon) \) respectively. Hence, recalling that, for every \( \mu, \nu \in \mathcal{P}_2(X) \), it holds

\[ W_2(\mu, \nu) \leq \text{diam}(\text{spt}(\mu) \cup \text{spt}(\nu)), \]

property (ii) of the partition and the triangle inequality allow us to conclude that

\[ W_2(m_{P_j^\varepsilon}, m_{D_\varepsilon(P_j^\varepsilon, T(P_j^\varepsilon))}) \leq W_2(m_{P_j^\varepsilon}, \nu_{0,j}^\varepsilon) + W_2(\nu_{0,j}^\varepsilon, m_{D_\varepsilon(P_j^\varepsilon, T(P_j^\varepsilon))}) \]

(24)

\[ \leq \varepsilon + s \cdot W_2(\nu_{0,j}^\varepsilon, \nu_{1,j}^\varepsilon) \leq 3\varepsilon + s \cdot W_2(m_{P_j^\varepsilon}, m_{T(P_j^\varepsilon)}), \]

\[ W_2(m_{P_j^\varepsilon}, m_{T(P_j^\varepsilon)}) \leq W_2(\nu_{0,j}^\varepsilon, \nu_{1,j}^\varepsilon) \]

(25)
where we repeatedly used (24), and analogously
\[ W_2(m_{D_s(P_{j}^E,T(P_{j}^E))}, m_{T(P_{j}^E)}) \leq 3\epsilon + (1 - s) \cdot W_2(m_{P_{j}^E}, m_{T(P_{j}^E)}) , \]
for every \( j = 1, \ldots, L_\epsilon \). On the other hand, recalling that \( \mu_0 = \sum_{j=1}^{L_\epsilon} \mu_0(P_j^E) m_{P_j^E} \) and \( \tilde{\mu}_s^\epsilon = \sum_{j=1}^{L_\epsilon} \mu_0(P_j^E) m_{D_s(P_{j}^E,T(P_{j}^E))} \), the convexity of \( W_2 \) gives us
\[ W_2^2(\mu_0, \tilde{\mu}_s^\epsilon) \leq \sum_{j=1}^{L_\epsilon} \mu_0(P_j^E)^2 W_2^2(m_{P_j^E}, m_{T(P_j^E)}) . \]
In addition, thanks to the optimality of the map \( T \) and the properties of the partition, cf. (18), we have that
\[ \sum_{j=1}^{L_\epsilon} \mu_0(P_j^E) W_2^2(m_{P_j^E}, m_{T(P_j^E)}) = W_2^2(\mu_0, \mu_1) . \]
Hence, by summing (25) on \( j \), we obtain the estimate
\[ W_2^2(\mu_0, \tilde{\mu}_s^\epsilon) \leq \sum_{j=1}^{L_\epsilon} \mu_0(P_j^E) \left( 3\epsilon + s \cdot W_2(m_{P_j^E}, m_{T(P_j^E)}) \right)^2 \]
\[ = 9\epsilon^2 + 6\epsilon s \sum_{j=1}^{L_\epsilon} \mu_0(P_j^E) W_2(m_{P_j^E}, m_{T(P_j^E)}) + s^2 \sum_{j=1}^{L_\epsilon} \mu_0(P_j^E) W_2^2(m_{P_j^E}, m_{T(P_j^E)}) \]
\[ \leq 9\epsilon^2 + 6\epsilon s D + s^2 \cdot W_2^2(\mu_0, \mu_1) , \]
where, in the third line, we introduced the quantity \( D := \text{diam}(\text{spt}(\mu_0) \cup \text{spt}(\mu_1)) \) and applied (24). Analogously, we have
\[ W_2(\tilde{\mu}_s^\epsilon, \mu_1) \leq 9\epsilon^2 + 6\epsilon (1 - s) D + (1 - s)^2 \cdot W_2^2(\mu_0, \mu_1) . \]
Observe that we have proven (26) and (27) for every \( s \in [0, 1] \).

We now pass to the limit as \( \epsilon \rightarrow 0 \). Notice that, since \( \mu_0 \) and \( \mu_1 \) have bounded support and the space \((X, d, m)\) is proper by Lemma 3.5, for every \( t \in [0, 1] \), all the measures in the family \( \{\tilde{\mu}_t^\epsilon\}_{\epsilon > 0} \) are concentrated on a common compact set. In particular, for every fixed \( t \in [0, 1] \), the family \( \{\tilde{\mu}_t^\epsilon\}_{\epsilon > 0} \) is \( W_2 \)-precompact (see Section 2). Thus we can find a sequence \( \{\epsilon_m\}_{m \in \mathbb{N}} \) converging to 0 such that
\[ \tilde{\mu}_t^\epsilon \overset{W_2}{\rightarrow} \mu_t \in \mathcal{P}_2(X) \quad \text{as} \quad m \rightarrow \infty . \]
Now we can pass (26) and (27) to the limit as \( m \rightarrow \infty \) and obtain that
\[ W_2(\mu_0, \mu_t) \leq t \cdot W_2(\mu_0, \mu_1) \quad \text{and} \quad W_2(\mu_t, \mu_1) \leq (1 - t) \cdot W_2(\mu_0, \mu_1) . \]
As a consequence, we deduce that \( \mu_t \) is the unique \( t \)-midpoint between \( \mu_0 \) and \( \mu_1 \), and
\[ \tilde{\mu}_t^\epsilon \overset{W_2}{\rightarrow} \mu_t \in \mathcal{P}_2(X) \quad \text{as} \quad \epsilon \rightarrow 0 , \]
without extracting a subsequence. Repeating the argument for every \( t \in [0, 1] \), we deduce that the curve \( t \mapsto \mu_t \) is the unique Wasserstein geodesic connecting \( \mu_0 \) and \( \mu_1 \).

Then, we can pass to the limit (23), using the monotone convergence theorem for the right-hand side and the lower semicontinuity of \( \mathcal{E}_{N'} \) for the left-hand side and obtain, for every \( t \in [0, 1] \) and \( N' \geq N \),
\[ \mathcal{E}_{N'}(\mu_t) \leq - \int_{X \times X} \left[ (1 - t) \tau_{K,N'}^1(d(x,y)) \rho_0(x)^{-\frac{1}{N'}} + t \tau_{K,N'}(d(x,y)) \rho_1(y)^{-\frac{1}{N'}} \right] d\pi(x,y) , \]
which is the desired inequality. Note that we were able to exploit the lower semicontinuity of \( \mathcal{E}_{N'} \), because for every \( t \in [0, 1] \) the measures of the family \( \{ \tilde{\mu}_t \}_{t > 0} \cup \{ \mu_t \} \) are concentrated on a common bounded set.

So far we have proven that, if the optimal map between two step measures with bounded support is continuous, the unique geodesic connecting them satisfies the entropy convexity inequality \( (3) \). We now have to get rid of the assumption on the continuity of the optimal transport map \( T \). If \( T \) is not continuous, recalling that \( m \) is Radon thanks to Lemma 3.5, we may apply Lusin theorem: for every \( \epsilon > 0 \), there exists a compact set \( A_\epsilon \subset \text{spt}(\mu_0) \), such that \( T \) is continuous on \( A_\epsilon \) and \( \mu_0(\text{spt}(\mu_0) \setminus A_\epsilon) < \epsilon \).

Then, define the measures

\[
\eta^\epsilon := \eta_{c\chi_0 \cdot \mu_0^{-1}(A_\epsilon)} \in \mathcal{P}(\text{Geo}(X)) \quad \text{and} \quad \mu_0^\epsilon := (e_0)_{\#} \eta, \quad \mu_1^\epsilon := (e_1)_{\#} \eta \in \mathcal{P}^{ac}(X, m).
\]

Note also that \( \eta^\epsilon \) is the unique optimal geodesic plan in \( \text{OptGeo}(\mu_0^\epsilon, \mu_1^\epsilon) \). Moreover, exploiting the good transport behaviour as done in the first part of the proof, we deduce that the set \( B_\epsilon := T(A_\epsilon) \subset \text{spt}(\mu_1) \) is such that \( \mu_1^\epsilon = \mu_1|_{B_\epsilon} / \mu_1(B_\epsilon) \), while by definition is clear that \( \mu_0 = \mu_0|_{A_\epsilon} / \mu_0(A_\epsilon) \). In particular, \( \mu_0^\epsilon \) and \( \mu_1^\epsilon \) are step measures with bounded support, \( T|_{A_\epsilon} \) is the optimal map between them and it is continuous. Therefore \( (3) \) holds for \( \mu_0^\epsilon, \mu_1^\epsilon \) and \( \eta^\epsilon \). Repeating the same argument used in the proof of Proposition 3.3 replacing the sets \( A_n \) and \( B_n \) with \( A_\epsilon \) and \( B_\epsilon \), respectively, we can pass to the limit as \( \epsilon \to 0 \) and deduce that \( (3) \) holds for \( \mu_0, \mu_1 \) and \( \eta \). This concludes the proof.

At this point, we proceed by approximation and use Theorem 4.3 to prove \( \text{CD}(K, N) \) for every pair of bounded marginals. The next two lemmas serve for this purpose, providing a suitable sequence of step measures converging to a given bounded measure and an upper semicontinuity result for the functional \( T^{(t)}_{K, N} (\cdot | m) \).

**Lemma 4.4.** Let \( \mu = \rho m \in \mathcal{P}^{ac}(X, m) \) be bounded, then there exists a sequence of step measures \( \{ \mu_n = \rho_n m \}_{n \in \mathbb{N}} \) \( W_2 \)-convergent to \( \mu \), such that \( \{ \mu_n \}_{n \in \mathbb{N}} \cup \{ \mu \} \) is uniformly bounded and \( \rho_n^{-1/N'} \to \rho^{-1/N'} \) in \( L^1(m) \) for every \( N' > 1 \).

**Proof.** Let \( K \subset X \) be the (compact) support of \( \mu \) and \( c > 0 \) as in Definition 3.2. Let \( \{ \tilde{\rho}_n \}_{n \in \mathbb{N}} \) be a sequence of step functions such that \( 0 \leq \tilde{\rho}_n \leq \tilde{\rho} := \rho - c\chi_K \) and

\[
\lim_{n \to \infty} \int \tilde{\rho}_n dm = \int \tilde{\rho} dm.
\]

We then define for every \( n \in \mathbb{N} \), the measure \( \mu_n := \rho_n m \in \mathcal{P}^{ac}(X, m) \), where \( \rho_n \) is the step function defined as follows:

\[
\rho_n := \frac{\tilde{\rho}_n + c\chi_K}{\| \tilde{\rho}_n + c\chi_K \|_{L^1(m)}}.
\]

Note that \( \| \tilde{\rho}_n + c\chi_K \|_{L^1(m)} \to \| \rho \|_{L^1(m)} = 1 \) and, in particular, we observe that

\[
\int |\rho_n - \rho| dm \leq \| \tilde{\rho}_n - \tilde{\rho} \|_{L^1(m)} + \left( \frac{1}{\| \tilde{\rho}_n + c\chi_K \|_{L^1(m)}} - 1 \right) \| \tilde{\rho}_n + c\chi_K \|_{L^1(m)} \to 0
\]

as \( n \to \infty \), thus \( \rho_n \to \rho \) in \( L^1(m) \). Moreover, the sequence \( \{ \mu_n \}_{n \in \mathbb{N}} \) is by construction uniformly bounded, and in particular for every \( N' \in \mathbb{N} \), the sequence \( \{ \rho_n^{-1/N'} \}_{n \in \mathbb{N}} \) is uniformly bounded from below and above. Furthermore, since \( \rho_n \to \rho \) in \( L^1(m) \), up to a (non-relabeled) subsequence, \( \rho_n \to \rho \) pointwise \( m \)-almost everywhere (see e.g. [Rud87, Theorem 3.12]). Trivially, this also shows that \( \rho_n^{-1/N'} \to \rho^{-1/N'} \) pointwise \( m \)-almost
everywhere, hence an application of the dominated convergence theorem implies that $\rho_n^{-1/N'} \to \rho^{-1/N'}$ in $L^1(m)$ and conclude the proof. □

Lemma 4.5. Let $\mu_0 = \rho_0 m, \mu_1 = \rho_1 m \in \mathcal{P}^{ac}(X,m)$ be bounded and $\pi$ be the unique optimal transport plan between them. Let $\{\mu_0^n, \mu_1^n\}_{n \in \mathbb{N}}$, $\{\mu_0^n, \mu_1^n\}_{n \in \mathbb{N}} \subset \mathcal{P}^{ac}(X,m)$ be the approximating sequences provided by Lemma 4.4. Then, letting $\pi_n$ be the unique optimal transport plan between $\mu_0^n$ and $\mu_1^n$, it holds that

$$
\lim_{n \to \infty} \sup_{t} T_{K,N'}(\pi_n|m) \leq T_{K,N'}(\pi|m),
$$

for every $K \in \mathbb{R}$, $N' > 1$ and $t \in [0,1]$.

Proof. We follow a strategy similar to the one developed in [MRS21, Proposition 4.10]. Recall that the sequence $\{\pi_n\}_{n \in \mathbb{N}}$ weakly converges to $\pi \in \text{Opt}(\mu_0, \mu_1)$ (see for example [ABS21, Theorem 6.8]). Moreover, we observe that it is sufficient to prove

$$
\lim_{n \to \infty} \int \tau_{K,N'}(d(x,y)) \rho_0^n(x) - \frac{1}{N'} \int \pi_n(x,y) \geq \int \tau_{K,N'}(d(x,y)) \rho_0(x) - \frac{1}{N'} \int \pi(x,y),
$$

since the other term can be treated analogously. The space of continuous and bounded functions $C_b(X)$ is dense in $L^1(m)$ (see for example [Rud87, Theorem 3.14]), thus for every $\varepsilon > 0$ we can find $g^\varepsilon \in C_b(X)$ such that $\|\rho_0^{\varepsilon} - g^\varepsilon\|_{L^1(m)} < \varepsilon$. Furthermore, for every $n \in \mathbb{N}$ big enough we have that $\|\rho_0^n - g^\varepsilon\|_{L^1(m)} < 2\varepsilon$. In general, the function $(x,y) \mapsto \tau_{K,N'}(d(x,y))$ is continuous but not bounded, for this reason, for every $M > 0$ we introduce the function

$$
f_M(x,y) = \tau_{K,N'}(d(x,y)) \wedge M.
$$

The function $f_M$ is continuous and bounded above by $M$ and therefore

$$
\lim_{n \to \infty} \int f_M(x,y) \rho_0^n(x) - \frac{1}{N'} \int \pi_n(x,y) \geq \lim_{n \to \infty} \int f_M(x,y) g^\varepsilon(x) \int \pi_n(x,y) - M \int g^\varepsilon - (\rho_0^n)^{-1/N'} \int d\mu_0^n \geq \lim_{n \to \infty} \int f_M(x,y) g^\varepsilon(x) \int \pi_n(x,y) - C M \int g^\varepsilon - (\rho_0^n)^{-1/N'} \int d\mu_0^n \geq \lim_{n \to \infty} \int f_M(x,y) g^\varepsilon(x) \int \pi_n(x,y) - 2\varepsilon C M \geq \int f_M(x,y) g^\varepsilon(x) \int \pi(x,y) - 3\varepsilon C M,
$$

where the equality holds because $(x,y) \mapsto f_M(x,y) g^\varepsilon(x)$ is continuous and bounded and $\pi_n \to \pi$, while the constant $C > 0$ represents the uniform upper bound on $\{\rho_0^n\}_{n \in \mathbb{N}} \cup \{\rho_0\}$. Since this last inequality holds for every $\varepsilon > 0$, we can conclude that

$$
\lim_{n \to \infty} \int f_M(x,y) \rho_0^n(x) - \frac{1}{N'} \int \pi_n(x,y) \geq \int f_M(x,y) \rho_0(x) - \frac{1}{N'} \int \pi(x,y).
$$

Taking into account this semicontinuity property we deduce that for every $M > 0$

$$
\lim_{n \to \infty} \int \tau_{K,N'}(d(x,y)) \rho_0^n(x) - \frac{1}{N'} \int \pi_n(x,y) \geq \lim_{n \to \infty} \int f_M(x,y) \rho_0^n(x) - \frac{1}{N'} \int \pi_n(x,y) \geq \int f_M(x,y) \rho_0(x) - \frac{1}{N'} \int \pi(x,y),
$$
taking now the limit as $M \to \infty$, the monotone convergence theorem allows to prove (28), concluding the proof. 

Proof of Theorem 4.1. According to Proposition 3.3, we can limit ourselves to prove the $\text{CD}(K, N)$ condition for bounded marginals. On the other hand, for every pair of bounded marginals $\mu_0, \mu_1 \in \mathcal{P}^m(X, m)$, there exist two approximating sequences $\{\mu^n_0\}_{n \in \mathbb{N}}$ and $\{\mu^n_1\}_{n \in \mathbb{N}}$ satisfying the requirements of Lemma 4.4. For every $n \in \mathbb{N}$ call $\eta_n$ the unique optimal geodesic plan in $\text{OptGeo}(\mu^n_0, \mu^n_1)$, let $\pi_n := (e_0, e_1)_# \eta_n$ and $\mu^n_0 := (e_t)_# \eta_n$. For every $n \in \mathbb{N}$, $\mu^n_0$ and $\mu^n_1$ are step measures with bounded support, thus Theorem 4.3 ensures that

$$E_{N'}(\mu^n_t) \leq T_{K, N'}^{(t)}(\pi_n|m) \quad \text{for every } N' \geq N \text{ and } t \in [0, 1].$$

Now we want to pass to the limit as $n \to \infty$. Notice that, since the families $\{\mu^n_0\}_{n \in \mathbb{N}} \cup \{\mu_0\}$ and $\{\mu^n_1\}_{n \in \mathbb{N}} \cup \{\mu_1\}$ are uniformly bounded and the space $(X, d, m)$ is proper, for every fixed $t \in [0, 1]$, all the measures in the family $\{\mu^n_t\}_{n \in \mathbb{N}}$ are concentrated on the same compact set. In particular, for every fixed $t \in [0, 1]$, the family $\{\mu^n_t\}_{n \in \mathbb{N}}$ is $W_2$-precompact. We can then extract a (non-relabeled) subsequence such that

$$\mu^n_t \rightharpoonup \mu_t \in \mathcal{P}_2(X) \quad \text{as } n \to \infty.$$

For every $n \in \mathbb{N}$, the measure $\mu^n_t$ is a $t$-midpoint between $\mu^n_0$ and $\mu^n_1$, moreover $\mu^n_0 \rightharpoonup \mu_0$ and $\mu^n_1 \rightharpoonup \mu_1$ with respect to $W_2$, thus $\mu_t$ is the unique $t$-midpoint between $\mu_0$ and $\mu_1$. We can then pass (29) to the limit as $n \to \infty$, thanks to the lower semicontinuity of the entropy functional $E_{N'}$ and to Lemma 4.5, and obtain

$$E_{N'}(\mu_t) \leq T_{K, N'}^{(t)}(\pi|m), \quad \text{for every } N' \geq N \text{ and } t \in [0, 1],$$

which is (3). This concludes the proof. 

5. Final comments

5.1. The $\text{BM}(K, N)$ inequality and the $\text{MCP}(K, N)$ condition. In this section, we explore the relation between the (strong) Brunn–Minkowski inequality and the so-called measure contraction property. We recall here its definition, firstly introduced in [Oht07], and an equivalent characterization proved therein.

Definition 5.1 (MCP($K, N$) condition). Given $K \in \mathbb{R}$ and $N > 1$, a metric measure space $(X, d, m)$ is said to satisfy the measure contraction property MCP($K, N$) if for every $x \in \text{spt}(m)$ and a Borel set $A \subset X$ with $0 < m(A) < \infty$, there exists $\eta \in \text{OptGeo}(\delta_x, m_A)$ such that, for every $t \in [0, 1]$,

$$\frac{1}{m(A)} m \geq (e_t)_# \left( \tau_{K, N}^{(t)}(d(x, y))^N \eta(dy) \right).$$

Lemma 5.2 ([Oht07, Lemma 2.3]). Let $(X, d, m)$ be a metric measure space. Assume that, for every $x \in \text{spt}(m)$ and $A \subset X$ a Borel set with $0 < m(A) < \infty$, there exists a measurable selection $\Phi : A \to \text{Geo}(X)$ satisfying $e_0 \circ \Phi \equiv x$ and $e_1 \circ \Phi = \text{id}_A$ such that, for any Borel $A' \subset A$,

$$m(e_t(\Phi(A'))) \geq \int_{A'} \tau_{K, N}^{(t)}(d(x, y))^N dm(y).$$

Then, $(X, d, m)$ satisfies the MCP($K, N$) condition.
Proposition 5.3. Let \((X, d, m)\) be an essentially non-branching metric measure space supporting the Brunn–Minkowski inequality \(BM(K, N)\). Then, \((X, d, m)\) has the measure contraction property \(MCP(K, N)\).

Proof. Let \(x \in \text{spt}(m)\) and \(A \subset X\) a Borel set with \(0 < m(A) < \infty\); we can assume, without loss of generality, that \(A \subset \text{spt}(m)\). Then, applying Corollary 3.6, and in particular the strong interpolation property to the marginals \(m_A\) and \(\delta_x\), there exists a unique geodesic connecting \(a\) and \(x\), for \(m\)-a.e. \(a \in A\). Thus, we have a well-defined measurable selection \(\Phi\) satisfying the requirements of Lemma 5.2 and

\[
m(M_t(x, A')) = m(\varepsilon_\Phi(A')), \quad \text{for every Borel } A' \subset A.
\]

Let \(\varepsilon > 0\) and \(A' \subset A\) be a Borel set. Define a partition \(\{A_n^\varepsilon\}_{n \in \mathbb{N}}\) of \(A\) as follows:

\[
A_n^\varepsilon := A' \cap C_n^\varepsilon \quad \text{where} \quad C_n^\varepsilon := \{y \in X : n\varepsilon < d(y, x) \leq (n + 1)\varepsilon\}.
\]

Applying the \(BM(K, N)\) inequality for the sets \(\{x\}\) and \(A_n^\varepsilon\) we obtain that

\[
m(M_t(x, A_n^\varepsilon)) \geq \tau_{K,N}(\Theta(x, A_n^\varepsilon))^N m(A_n^\varepsilon)
\]

\[
= \int_{A_n^\varepsilon} \tau_{K,N}(\Theta(x, A_n^\varepsilon))^N dm(z) \geq \int_{A_n^\varepsilon} \tau_{K,N}(d(x, z) + \varepsilon)^N dm(z).
\]

Note that \(M_t(x, A_n^\varepsilon) \cap M_t(x, A_m^\varepsilon) \neq \emptyset\) whenever \(n \neq m\), since by construction every \(z \in M_t(x, A_n^\varepsilon)\) is such that \(d(x, z) \in [tn\varepsilon, t(n + 1)\varepsilon]\). Therefore, we can sum the inequalities (31) over all \(n \in \mathbb{N}\), obtaining

\[
m(M_t(x, A')) \geq \int_{A'} \tau_{K,N}(d(x, z) + \varepsilon)^N dm(z).
\]

Passing to the limit as \(\varepsilon \to 0\) and using Fatou lemma, we deduce inequality (30) for \(A'\).

By the arbitrariness of \(t \in (0, 1]\) and \(A' \subset A\), we conclude the proof. \(\Box\)

Proposition 5.3 shows that the \(BM(K, N)\) inequality, intended as a curvature dimension bound, is stronger than the \(MCP(K, N)\) condition. The heuristic reason behind this difference is that, while the \(BM(K, N)\) inequality controls the behavior of the set geodesics joining any two sets, \(MCP(K, N)\) controls only the interpolation between a constant density measure and a Dirac delta (which, in the case of essentially non-branching spaces, corresponds to a control on geodesics spreading out from a point). This is also confirmed by the existence of weighted Riemannian manifolds where \(MCP(K, N)\) does not imply \(BM(K, N)\), with the same (sharp) constants. In conclusion, the Brunn–Minkowski inequality \(BM(K, N)\) is closer to the \(CD(K, N)\) condition than the measure contraction property \(MCP(K, N)\) is.

5.2. Relation between \(M_t(A, B)\) and \(D_t(A, B)\). In Theorem 4.1, we proved that \(SBM(K, N)\) is equivalent to \(CD(K, N)\), for essentially non-branching metric measure spaces. In principle, we would like to improve the equivalence, including \(BM(K, N)\), as shown for weighted Riemannian manifolds in [MPR22]. The strategy proposed in the proof of Theorem 4.3 could be adapted to deduce stronger the implication \(BM(K, N) \Rightarrow CD(K, N)\), if we were able to control the difference between (the measure of) the sets \(M_t(A, B)\) and \(D_t(A, B)\). In particular, we can not expect them to be equal for any couple of sets, also in elementary examples. Consider for instance the metric measure space \((\mathbb{R}^2, |\cdot|, \mathcal{L}^2)\) and the sets \(A, B \subset \mathbb{R}^2\), as in Figure 1. In this case, one has

\[
\mathcal{L}^2(M_{1/2}(A, B)) > \mathcal{L}^2(D_{1/2}(A, B)).
\]
THE STRONG BRUNN–MINKOWSKI INEQUALITY IMPLIES THE CD CONDITION

However, partitioning A and B as in the right-hand side of Figure 1, the problem is remedied, indeed

\[ M_t(A_1, B_1) = D_t(A_1, B_1) \quad \text{and} \quad M_t(A_2, B_2) = D_t(A_2, B_2), \]

and now the strategy of the proof of Theorem 4.3 can be employed without changes. The delicate issue is that, in general metric measure spaces, we are not able to find a suitable partition for arbitrary Borel sets A and B, in such a way (32) is verified (up to m-null sets) for each element of the partition.
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