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Abstract We present complete simplicial fan realizations of any spherical subword complex of type $A_n$ for $n \leq 3$. This provides complete simplicial fan realizations of simplicial multi-associahedra $\Delta_{2k+4,k}$, whose facets are in correspondence with $k$-triangulations of a convex $(2k + 4)$-gon. This solves the first open case of the problem of finding fan realizations where polytopality is not known. We also present fan realizations of two previously unknown cases of subword complexes of type $A_4$, namely the multi-associahedra $\Delta_{9,2}$ and $\Delta_{11,3}$.
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1 Introduction

Subword complexes are simplicial complexes introduced by Knutson and Miller in [15], motivated from the study of Gröbner geometry of Schubert varieties [16].
They proved that any subword complex is either a topological ball or sphere \cite[Cor. 3.8]{15}, and asked the question of whether every spherical subword complex can be realized as the boundary complex of a simplicial convex polytope \cite[Question 6.4]{15}. The answer to this question has been verified to be positive only for a few cases, which include interesting families of polytopes such as all even-dimensional cyclic polytopes \cite{7}, the duals of \(c\)-generalized associahedra \cite{7}, the pseudotriangulation polytope of any planar point set in general position \cite{25}, and the brick polytopes of “root-independent subword complexes” \cite{21,22}. Another family of closely related simplicial complexes is the family of multi-associahedra. Given any two positive integers \(k \geq 1\) and \(\ell \geq 2k + 1\), the (simplicial) multi-associahedron \(\Delta_{\ell,k}\) is a simplicial complex whose facets correspond to \(k\)-triangulations of a convex \(\ell\)-gon \cite{14}. This simplicial complex is conjectured to be realizable as the boundary complex of a polytope \cite[Sect. 1.2]{14}. The only cases for which this conjecture has been verified are summarized in Table 1. We refer to \cite{8} and the recent book \cite{18} for background and history about the special case of the classical associahedron.

Subword complexes and multi-associahedra turn out to be quite related: every multi-associahedron can be obtained as a well-chosen subword complex of type \(A\) \cite{20,29}, see also \cite{26}. Conversely, the family of multi-associahedra is universal, in the sense that every spherical subword complex of type \(A\) can be obtained as the link of a face in a multi-associahedron \cite[Prop. 5.6]{21}. The relation between these two families of simplicial complexes and the universality property have been extended to arbitrary finite Coxeter groups in \cite{7}.

In this paper, we find complete simplicial fan realizations for any spherical subword complex of type \(A_n\) for \(n \leq 3\). This is particularly interesting for the case \(n = 3\), where the answer to the question of polytopality is not known. In particular, we obtain complete simplicial fan realizations of multi-associahedra \(\Delta_{\ell,k}\) for \(\ell \leq 2k + 4\), which solves the previously unknown case when \(\ell = 2k + 4\). Our constructions also lead to a large connected component of the fan realization space in each case. We emphasize that even for the classical associahedron very little is known about the space of polytopal realizations \cite{6}. It is not even known if the space of realizations is connected. We hope that the results and techniques in this paper will represent a significant advance in this direction. It is also natural to ask whether the complete simplicial fans constructed here are normal fans of polytopes. Although it is often true for \(k \leq 2\), we do not know if any of our fan realizations for \(\Delta_{10,3}\) is the normal fan of a polytope. The
multi-associahedron $\Delta_{10,3}$ is a 3-neighborly simplicial complex of dimension 8 with $f$-vector $(1, 15, 105, 455, 1320, 2607, 3465, 2970, 1485, 330)$. We tested 144139 different fans realizing it among the infinitely many produced by our construction, and none of them is the normal fan of a polytope, see Table 5. Nevertheless, the polytopality question of multi-associahedra remains open in general, see Sect. 7 for more details.

The construction of the fans in this paper can be applied for any subword complex of type $A_n$. Although it does not produce the right fans for $n \geq 4$, it seems close to a valid construction, at least for small values of $k$ and $n$. We argue this fact in Sect. 9, where we apply a slight modification to our construction to produce fan realizations of two previously unknown cases of subword complexes of type $A_4$, namely the multi-associahedra $\Delta_{9,2}$ and $\Delta_{11,3}$. We remark that these two cases are far from trivial. In particular, they are intractable with computational methods previously used in the literature [4,5]. Interestingly, we show that the two fans we present for $\Delta_{9,2}$ and $\Delta_{11,3}$ cannot be obtained as the normal fans of polytopes.

The main ideas of this paper are based on the results presented in Ceballos’s doctoral thesis [5, Chap. 3]. The methods presented here are developed using Coxeter group theory. We expect that this new point of view will be useful to obtain complete simplicial fan realizations of spherical subword complexes in general.

## 2 Definitions and Main Results

Let $(W, S)$ be a finite Coxeter system. Let $Q = (q_1, \ldots, q_r)$ be a word in the generators $S$ and $\pi \in W$ be an element of the group.

**Definition 1** (Knutson–Miller [15]) The subword complex $SC(Q, \pi)$ is the simplicial complex whose faces are subsets $I \subset [r]$ such that the subword of $Q$ with positions at $[r] \setminus I$ contains a reduced expression for $\pi$.

As mentioned above, a subword complex is either a topological ball or sphere. Moreover, it was proven in [7, Thm. 3.7] that every spherical subword complex is isomorphic to a subword complex of the form $SC(Q, w_\circ)$, where the element $\pi = w_\circ$ is the longest element of the group. Therefore, we restrict our study to subword complexes of this form and write $SC(Q)$ for simplicity.

In this paper we are interested in constructing complete simplicial fan realizations of spherical subword complexes. We denote by $N := \ell(w_\circ)$ the length of the longest element of the group.

**Definition 2** Given a word $Q$ and a matrix $M \in \mathbb{R}^{(r-N) \times r}$, we define a collection of cones $\mathcal{F}_{Q, M}$ in $\mathbb{R}^{r-N}$. Its rays are given by the column vectors of $M$ and its cones are spanned by the columns corresponding to faces of subword complex $SC(Q)$. The notation $\mathcal{F}_{Q, M}$ is extensively used throughout the paper.

Although the techniques developed in this paper work for arbitrary finite Coxeter groups, part of our main results are devoted to the particular case of Coxeter groups of type $A$. Let $W$ be a Coxeter group of type $A_n$ generated by the set $S = \{s_1, \ldots, s_n\}$ of simple transpositions $s_i = (i \ i + 1)$. Moreover, let $\Delta$ be the corresponding set
of simple roots and $\Phi = W \cdot \Delta = \Phi^+ \sqcup \Phi^-$ be the set of roots partitioned into the positive and negative roots, respectively. Let $c = (s_1, \ldots, s_n)$ be a Coxeter element and $P_m = c^m = (p_1, \ldots, p_{mn})$ be a sufficiently long word that contains $Q$ as a subword. The main ingredient in our construction is a counting matrix $D_{c,m}$ whose entries count the number of reduced expressions of $c$ in $P_m$ using the letter $p_i$, after restricting to standard parabolic subgroups.

**Definition 3** The counting matrix $D_{c,m}$ is a $(N \times mn)$-matrix whose rows correspond to positive roots and columns to the positions $1 \leq j \leq mn$ of the letters of $P_m = c^m = (p_1, \ldots, p_{mn})$. Given $\alpha \in \Phi^+$ and $1 \leq j \leq mn$, denote by $S_\alpha \subset S$ the subset of generators whose corresponding simple roots are used in the unique decomposition of the root $\alpha$ in the basis $\Delta$ and by $c_\alpha$ the restriction of $c$ to the generators in $S_\alpha$. The entry $d_{\alpha,j}$ of $D_{c,m}$ is the number of reduced expressions of $c_\alpha$ in $P_m$ (copies of $c_\alpha$ up to commutations) using the letter $p_j$. In particular, if $p_j \notin S_\alpha$, then $d_{\alpha,j} = 0$.

**Example 1** Let $P_4 = c^4 = (s_1, s_2, s_1, s_2)$ be a word of type $A_2$. The counting matrix is

$$D_{c,3} = \begin{pmatrix} 1 & 0 & 1 & 0 & 0 & 1 & 0 \\ 4 & 1 & 3 & 2 & 2 & 3 & 1 \\ 0 & 1 & 0 & 1 & 0 & 1 & 0 \end{pmatrix},$$

where the rows correspond to the positive roots $\{\alpha_1, \alpha_1 + \alpha_2, \alpha_2\}$ in this order. For example, if $\alpha = \alpha_1$ then $S_\alpha = \{s_1\}$ and $c_\alpha = s_1$. Therefore, $d_{\alpha_1,j} = 1$ if $p_j = s_1$ and $d_{\alpha_1,j} = 0$ if $p_j = s_2$. For $\alpha = \alpha_1 + \alpha_2$, we have $S_\alpha = \{s_1, s_2\}$ and $c_\alpha = s_1s_2$. Now $d_{\alpha_1,4} = 4$ since we must use $p_1 = s_1$ and we have four choices of $s_2$ to the right of $p_1$.

More general formulas for counting matrices of type $A_n$ with $n \leq 3$ are presented in Appendix 1.

For any embedding $\varphi : Q \to c^m$ of $Q$ into a sufficiently long word $P_m = c^m$, we construct, in Theorem 1, a complete simplicial fan realization of the spherical subword complex $SC(Q)$. This embedding can be thought as a map $\varphi : [r] \to [mn]$ from positions in $Q$ to positions in $P_m$.

**Definition 4** The restricted matrix $D_{\varphi}$ is the restriction of $D_{c,m}$ to the columns $\varphi(1), \ldots, \varphi(r)$ corresponding to the positions of the letters of $Q$ embedded in $c^m$.

**Example 2** Let $Q = (q_1, \ldots, q_5) = (s_1, s_2, s_2, s_1, s_2)$ be a word of type $A_2$. Let $c = (s_1, s_2)$ and $P_4 = c^4 = (s_1, s_2, s_1, s_2, s_1, s_2)$. Here, the underlined letters in bold correspond to the letters of $Q$ embedded in $c^4$. The dual restricted matrix is

$$D_{\varphi} = \begin{pmatrix} 1 & 0 & 0 & 1 & 1 \\ 4 & 1 & 2 & 2 & 1 \\ 0 & 1 & 1 & 0 & 0 \end{pmatrix},$$

where the rows correspond to the positive roots $\{\alpha_1, \alpha_1 + \alpha_2, \alpha_2\}$ in this order.
Given a full rank matrix $D$, we say that $M$ is a Gale dual matrix of $D$ if the rows of $M$ form a basis for the kernel of $D$, see e.g. [9, Def. 4.1.35]. This dual matrix is determined up to multiplication on the left by an invertible matrix. Let $M_{\varphi}$ be a Gale dual matrix of $D_{\varphi}$. This matrix is the key ingredient in the following main theorem, which is proven in Sect. 6.

**Theorem 1** Let $SC(Q)$ be a spherical subword complex of type $A_\infty$ with $n \leq 3$ and $\varphi$ be an embedding of $Q$ into $c^m$. The fan $\mathcal{F}_{Q,M_{\varphi}}$ is a complete simplicial fan realization of $SC(Q)$.

This result provides infinitely many complete simplicial fan realizations of any spherical subword complex of type $A_\infty$ with $n \leq 3$. In the particular cases where the word $Q = c^m$ is naturally embedded into itself we get explicit realizations. In the corollaries, the entries of the matrices depend on the functions $S(i) = i^2$ and $T(i) = i(i+1)/2$.

**Corollary 1** Let $c = (s_2, s_1, s_3)$ be a bipartite Coxeter element of type $A_3$ and $Q = c^m$, with $m \geq 3$. The fan $\mathcal{F}_{Q,M_{213,m}}$ is a complete simplicial fan realization of $SC(Q)$ for the matrix $M_{213,m}$.

$$M_{213,m} := \begin{pmatrix} \; -I_{3m-6} \; \bigg| \; B_{213,m-2} \; \bigg| \; \vdots \; \bigg| \; B_{213,1} \; \end{pmatrix} \quad \text{with} \quad B_{213,j} = \begin{pmatrix} S(i+1) & -T(i) & -T(i) \\ 2T(i) & -T(i-1) + 1 & -T(i) \\ 2T(i) & -T(i) & -T(i-1) + 1 \\ -S(i+1) + 1 & T(i) & T(i) \\ -2T(i) & T(i-1) & T(i) \end{pmatrix}.$$  

**Corollary 2** Let $c = (s_1, s_2, s_3)$ be a Coxeter element of type $A_3$ and $Q = c^m$, with $m \geq 3$. The fan $\mathcal{F}_{Q,M_{123,m}}$ is a complete simplicial fan realization of $SC(Q)$ for the matrix $M_{123,m}$. The star in $B_{123,i}$ denotes the exception that for $i = 1$ the last row is given by $(0, 1, 1, 1, -1, -1)$.

$$M_{123,m} := \begin{pmatrix} \; -I_{3m-5} \; \bigg| \; B_{123,m-2} \; \bigg| \; \vdots \; \bigg| \; B_{123,1} \; \end{pmatrix} \quad \text{with} \quad B_{123,j} = \begin{pmatrix} T(i) & -2T(i) & T(i)^* \\ T(i+1) & -2T(i) & T(i-1)^* \\ T(i) & T(i) & T(i-1)^* \\ -T(i) & -S(i) + 1 & T(i-1)^* \\ -T(i) & 2T(i) & -T(i)+1^* \\ -T(i) & -T(i) & S(i) \\ -T(i) & -T(i-1)^* \end{pmatrix}.$$  

**Example 3** (3-dimensional associahedron) Let $c = (s_2, s_1, s_3)$ be a bipartite Coxeter element of type $A_3$ and $Q = c^3$. The subword complex $SC(Q)$ is isomorphic to a 3-dimensional simplicial associahedron. It can be realized as a complete simplicial fan $\mathcal{F}_{Q,M_{213,3}}$ where

$$M_{213,3} = \begin{pmatrix} -1 & 0 & 0 & 4 & 2 & -3 & 2 & -2 \\ 0 & -1 & 0 & -1 & 1 & -1 & 1 & 0 \\ 0 & 0 & -1 & -1 & -1 & 1 & 1 & 0 \end{pmatrix}.$$
The rays of this fan are given by the column vectors of the matrix, and the cones are spanned by column vectors corresponding to faces of the subword complex $SC(Q)$. Alternatively, the column vectors correspond to the diagonals \( \{14, 15, 24, 25, 26, 35, 36, 46\} \) of an hexagon (with vertices labeled cyclically from 1 up to 6) and the cones of the fan to its subdivisions.

Theorem 1 actually provides infinitely many fan realizations of the 3-dimensional simplicial associahedron, one for each appropriate word \( Q \) and embedding \( \varphi \). Computational experiments show that most of these fans are normal fans of polytopes, see Table 5. In Fig. 1, we illustrate eight different polytopal realizations and remark that they are not equivalent in general, say up to affine linear transformations.

Corollary 1 can also be restated in terms of multi-associahedra. Before giving a precise statement, let us recall some basic definitions. Let \( k \geq 1 \) and \( \ell \geq 2k + 1 \) be two positive integers. We say that a set of \( k + 1 \) diagonals of a convex \( \ell \)-gon forms a \((k+1)\)-crossing if all the diagonals in this set are pairwise crossing. A diagonal is called \( k \)-relevant if it is contained in some \((k+1)\)-crossing, that is, if there are at least \( k \) vertices of the \( \ell \)-gon on each side of the diagonal. The simplicial multi-associahedron \( \Delta_{\ell,k} \) is the simplicial complex of \((k+1)\)-crossing-free sets of \( k \)-relevant diagonals of a convex \( \ell \)-gon. We are particularly interested in the case \( \ell = 2k + 4 \) where the polytopality conjecture is still open, see Table 1. In this case, there are exactly \( 3k + 6 \) \( k \)-relevant diagonals, which are in correspondence with the columns of the matrix \( M_{213,k+2} \) as follows: cyclically label the vertices of the \( \ell \)-gon from 1 up to \( \ell \). The first \( k \)-relevant diagonal in lexicographic order corresponds to the last column of \( M_{213,k+2} \), the other \( k \)-relevant diagonals correspond to the other columns in the order they appear in lexicographic order, see Example 4. Let \( \mathcal{F}_k \) be the simplicial fan in \( \mathbb{R}^{3k} \) whose rays are the column vectors of \( M_{213,k+2} \) and whose cones are spanned by the column vectors corresponding to faces of \( \Delta_{2k+4,k} \). Using this terminology, Corollary 1 can be read as follows.

**Corollary 3** The fan \( \mathcal{F}_k \) is a complete simplicial fan realization of the simplicial multi-associahedron \( \Delta_{2k+4,k} \).
Example 4 (Multi-associahedron $\Delta_{10,3}$) The multi-associahedron $\Delta_{10,3}$ can be realized as the complete simplicial fan $F_3$. The rays are the column vectors of the matrix $M_{213,5}$, and the cones are spanned by the column vectors corresponding to faces of $\Delta_{10,3}$. The pairs of numbers on top of the matrix are the 3-relevant diagonals of the 10-gon associated to each of the columns of the matrix:

$$M_{213,5} = \begin{pmatrix}
1,6 & 1,7 & 2,6 & 2,7 & 2,8 & 3,7 & 3,8 & 3,9 & 4,8 & 4,9 & 4,10 & 5,9 & 5,10 & 6,10 & 1,5 \\
-1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 16 & 12 & 12 & -15 & -12 & -12 \\
0 & -1 & 0 & 0 & 0 & 0 & 0 & 0 & -6 & -2 & -6 & 6 & 3 & 6 \\
0 & 0 & -1 & 0 & 0 & 0 & 0 & 0 & -6 & -2 & 6 & 6 & 3 \\
0 & 0 & 0 & -1 & 0 & 0 & 0 & 0 & 9 & 6 & 6 & -8 & -6 & -6 \\
0 & 0 & 0 & 0 & -1 & 0 & 0 & 0 & -3 & 0 & -3 & 3 & 1 & 3 \\
0 & 0 & 0 & 0 & 0 & -1 & 0 & 0 & 0 & -3 & 0 & 3 & 3 & 1 \\
0 & 0 & 0 & 0 & 0 & 0 & -1 & 0 & 4 & 2 & 2 & -3 & -2 & -2 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & -1 & 0 & -1 & 1 & -1 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & -1 & -1 & 1 & 1 & 1 & 0
\end{pmatrix}.$$  

Remarkably, this fan cannot be obtained as the normal fan of polytope. Even more surprising, using different embeddings of an appropriate word into $c^m$, we tested more than a hundred thousand different fans realizing $\Delta_{10,3}$ and none of them turned out to be the normal fan of a polytope, see Table 5. We refer to Sect. 7 for more details.

In Sect. 8, we present real parameter generalizations of Corollaries 1 and 2. These produce a large connected component of the fan realization space of spherical subword complexes of type $A_3$ and, in particular, of multi-associahedra $\Delta_{2k+4,k}$. The realization space is an important concept of great interest not only in the literature [24], but also in the particular case of the associahedron and its relatives [6].

Using the folding technique presented in [7, Thm. 2.10 and Sect. 6.3], we obtain the following corollary. This is an application of the principles to obtain the cyclohedron from the associahedron used by Hohlweg and Lange in [12].

Corollary 4 Let $c = (s_1, s_2)$ be a Coxeter element of type $B_2$ and $Q = c^m$. The fan $F_{Q,M_{12,m}}$ is a complete simplicial fan realization of $\mathcal{S}\mathcal{C}(Q)$ for the matrix $M_{12,m}$.

$$M_{12,m} = \begin{pmatrix}
B_{12,m} \\
-I_{2m-4} \\
\vdots \\
B_{12,1}
\end{pmatrix} \quad B_{12,i}^t := \begin{pmatrix}
S(i+1) & -T(i) \\
4T(i) & -S(i+1) + 1 \\
-T(i) & S(i)
\end{pmatrix}.$$

Proof Consider the matrix $B_{213,i}$ of type $A_3$, and replace the second and third rows by the row given by their sum. Apply the same procedure to the fifth and sixth rows. The matrix we obtain has dimension $4 \times 3$, but the last two columns are equal to each other. Finally, remove the last column to obtain $B_{12,i}$. The type $B$ fan associated to this matrix describes exactly the intersection of $F_{Q,M_{213,m}}$ with a hyperplane splitting symmetrically $F_{Q,M_{213,m}}$ according to the coordinates of consecutive letters $s_1$ and $s_3$. $\square$
3 The Sign Function and Mega Bipartite Graphs

This section contains a systematic study of bipartite properties of the graph of reduced expressions of an element in a finite Coxeter group. It is independent of the rest of the paper and uses a sign function on the vertices of the graph as the main tool in our proofs. In the case of type $A_n$, this sign function also appears in a connection between scattering amplitudes in physics and the positive Grassmannian [2]. Many of the ideas and notation are from [13,23] and the references therein.

3.1 Graph of Reduced Expressions of $w$

Given a finite Coxeter group $W$ and an element $w \in W$, we consider the graph $G(w)$ of reduced expressions of $w$ connected by braid relations. More precisely, we denote by $s_i$ the generators of $W$ such that $s_i^2 = Id$. They satisfy the relations $(s_i s_j)^{m_{ij}} = Id$ for some positive integers $m_{ij} = m_{ji}$. This can be rewritten as the braid relation

$$s_i s_j s_i \ldots = s_j s_i s_j \ldots$$

The vertices of the graph $G(w)$ are all reduced expressions of $w$ in terms of the generators $s_i$. Two reduced expressions are connected by an edge if and only if they are related by a single braid relation (1). The left part in Fig. 2 illustrates an example of the graph $G(w_0)$ of reduced expressions of the longest element in the symmetric group $W = S_4$. The 16 vertices are labeled by the subscript sequence of the 16 reduced words of $w_0$, for example 123121 represents the reduced expression $s_1 s_2 s_3 s_1 s_2 s_1$. The edges are labeled with the pair of indices $\{i, j\}$ of the corresponding braid relation $m_{ij}$.

It is well known by a theorem of Tits [30] (see also [3, Thm. 3.3.(ii)]) that for any finite Coxeter group $(W, S)$ and any $w$ in $W$, the graph $G(w)$ is connected. The main
result of this section shows that $G(w)$ is a mega bipartite graph, in the sense that any graph obtained from it by contracting the edges corresponding to a specified set of braid relations is a bipartite graph. In particular, $G(w)$ is as well bipartite. This property is illustrated in Fig. 2 for the Coxeter group of type $A_3$. The graph obtained by contracting edges of $G(w_0)$ corresponding to commutations in type $A$ has been studied by several authors in the context of higher Bruhat order $B(n, 2)$ [11, 17, 27, 31] and in various types in connection with rhombic tilings of polygons in [10].

In order to make this statement more precise, we need some definitions. We say that two pairs of integers $\{i, j\}, \{i', j'\} \subset \{1, \ldots, n\}$ are conjugated if $s_{i'} = w^{-1}s_iw$ and $s_{j'} = w^{-1}s_jw$ for some $w \in W$. We say that $\{i, j\}$ and $\{i', j'\}$ are in the same automorphism class if $\{i', j'\}$ is the image of $\{i, j\}$ via an automorphism of $W$. Any outer automorphism of $W$ is conjugated, via an inner automorphism, to the automorphism group of the Coxeter graph of $W$. In all cases we have that $m_{ij} = m_{i'j'}$.

Let $Z = \{(i_1, j_1), \ldots, (i_\ell, j_\ell)\}$ be a subset of $\{(i, j) : 1 \leq i < j \leq n\}$. We say that $Z$ is stabled if for any $\{i, j\} \in Z$ and any $\{i', j'\}$ image of $\{i, j\}$ via an automorphism of $W$, the pair $\{i', j'\}$ is also in $Z$. For any stabled subset $Z$, let $G^Z(w)$ be the graph obtained from $G(w)$ by contracting all the edges corresponding to braid relations $m_{ij}$ for $\{i, j\} \notin Z$. Two interesting cases occur when $Z$ consists of the pairs $\{i, j\}$ for which $m_{ij}$ is even or odd (these two cases are clearly stabled). We denote by $G^{\text{even}}(w)$ (respectively $G^{\text{odd}}(w)$) the graph obtained by contracting edges corresponding to non-even braid relations $m_{ij}$ (respectively non-odd braid relations $m_{ij}$).

**Theorem 2** Let $W$ be a finite Coxeter group and $w$ be an element in $W$. Then, for any stabled set $Z$ of specified braid relations, the contracted graph $G^Z(w)$ is a bipartite graph. In particular, the graphs $G(w)$, $G^{\text{even}}(w)$, and $G^{\text{odd}}(w)$ are bipartite.

Note that for type $A$ the only non-trivial contracted graphs are $G^{\text{even}}(w)$ and $G^{\text{odd}}(w)$.

**Corollary 5** Let $W$ be a finite Coxeter group and $w$ be an element in $W$. Then, any loop in the graph $G(w)$ contains an even number of edges labeled by pairs in the automorphism class of $\{i, j\}$ (corresponding to a braid relation $m_{ij}$) for any fixed pair $\{i, j\}$. In particular

1. Any loop in $G(w)$ contains an even number of edges.
2. Any loop in $G(w)$ contains an even number of edges corresponding to even braid relations.
3. Any loop in $G(w)$ contains an even number of edges corresponding to odd braid relations.

**Remark 1** For all finite types it is sufficient to consider only inner automorphism (conjugation) classes of pairs $\{i, j\}$. In type $A_n$, any pair $\{i, i + 1\}$ is conjugated to any other pair $\{j, j + 1\}$ so that all odd braid relations are conjugated to each other. Similarly, any pair $\{i, j\}$ where $j - i > 1$ is conjugated to any other similar pair so all even braid relations are conjugated to each other. Hence, the only possible stabled sets $Z$ for $A_n$ are $\emptyset$, $Z^{\text{odd}}$, $Z^{\text{even}}$, and $Z^{\text{odd}} \cup Z^{\text{even}}$. In type $B_n$, we have more possibilities. The pair $\{0, 1\}$ with $m_{01} = 4$ is an even braid relation in a single
conjugacy class. For $m_{ij} = 2$ we have two conjugacy classes: $\{0, i\} : 1 < i < n$ and $\{i, j\} : 0 < i < j < n$ and $j - i > 1$. Finally, all odd braid relations $m_{ij}$ are conjugated to each other. A stabled set $Z$ in type $B_n$ is any union of these classes. A study of all other irreducible cases (except $F_4$) shows that the conjugacy classes of pairs is the same as the automorphism classes. In type $F_4$ the pair $\{1, 2\}$ is not conjugated to $\{3, 4\}$ but the first pair can be sent to the second via an outer automorphism. An exhaustive computer search shows that all graphs $G^Z(w)$ are bipartite when $Z$ is stabled by conjugation instead of automorphism. In Remark 5, we provide a more uniform proof that Theorem 2 is indeed valid for stabled sets $Z$ under conjugation, and therefore Corollary 5 holds as well for conjugacy classes of $\{i, j\}$ (not automorphism).

**Remark 2** Theorem 2 is not true if we remove the word stabled from its statement. In particular, Corollary 5 does not hold if we consider only pairs $\{i, j\}$ and not automorphism classes of them. The following example was pointed out to us by Darij Grinberg. As in Fig. 5, consider the reduced expression $s_1 s_2 s_1 s_4$ and say you consider the pair $\{1, 4\}$ but not its conjugate $\{2, 4\}$. The sequence of braid moves

$$s_1 s_2 s_1 s_4 \rightarrow s_1 s_2 s_4 s_1 \rightarrow s_1 s_4 s_2 s_1 \rightarrow s_4 s_1 s_2 s_1 \rightarrow s_4 s_2 s_1 s_2$$

is a loop in the graph of $G(w)$ that contains three braid relations $\{1, 4\}$, not an even number. But if we consider both $\{1, 4\}$ and $\{2, 4\}$, then we get six braid relations of that type, an even number.

In order to prove Theorem 2, it is convenient to represent reduced words of $w \in W$ using paths in the Coxeter arrangement associated to $W$. This will lead us to a new notion of a sign function on the set of reduced expressions of $w$. One particular case which will be important from the subword complex perspective is the sign function for reduced expressions of the longest element.

**Remark 3** Our proof of Theorem 2 is purely topological and relies on the geometry of $W$ seen as a reflection group in a Euclidean space. It would be interesting to know whether this result extends to other Coxeter groups (not only finite ones). We expect the alternative proof presented in Remark 5 to be extendable for infinite Coxeter groups.

### 3.2 The Sign Function on Reduced Expressions of $w_o$

**Definition 5** The sign function on reduced expressions of $w_o$ is a map

$$\text{sign} : \{\text{reduced expressions of } w_o\} \rightarrow \{1, -1\}$$

such that if $w, w'$ are two reduced expressions of $w_o$ connected by a braid move $m_{ij}$, then

$$\text{sign}(w') = (-1)^{m_{ij} - 1} \cdot \text{sign}(w). \quad (2)$$
Since the graph of reduced expressions of \( w_\circ \) is connected, this function is unique up to global multiplication by \(-1\). Two reduced expressions connected by an odd braid move have the same sign, while two connected by an even braid move have opposite signs. A priori it is not clear whether the sign function exists and is well defined, but we will see below that it is a particular case of a more general family of sign functions on reduced expressions of an element \( w \) in \( W \). In the case of type \( A_n \), this sign function already appeared in connection with scattering amplitudes in physics and the positive Grassmannian [2]. More precisely, the authors sign function arising from the case of the Grassmannian \( G(2, n) \) coincides with the sign function of reduced expressions of \( w_\circ \) in type \( A_n \). Figure 3 illustrates the sign function on reduced expressions of \( w_\circ \) in type \( A_3 \).

The following alternative description will be useful in Sect. 5.

**Lemma 1** (Alternative description of the sign function) The sign function on reduced expressions of \( w_\circ \) is the unique map, up to multiplication by \(-1\), such that if \( w = w_1 \ldots w_N \) and \( w' = w'_1 \ldots w'_N \) are two reduced expressions of \( w_\circ \) connected by a flip, that is \( w \setminus w_i = w' \setminus w'_j \), then

\[
\text{sign}(w') = (-1)^{i-j} \cdot \text{sign}(w). \tag{3}
\]

**Proof** If \( w \) and \( w' \) are connected by a flip corresponding to a braid move \( m_{ij} \), then Eq. (3) is clearly transformed into Eq. (2). On the other hand, any flip between \( w \) and \( w' \) can be obtained by a sequence of flips associated to braid moves. Equation (3) is obtained by applying Eq. (2) several times along the sequence. \( \square \)

**Remark 4** (Sign function of type \( A_n \)) The sign function of type \( A_n \) can be described in terms of inversions. Here, we present three different descriptions of it. It is easy to see from the three definitions that \( \text{sign}(w) \) indeed satisfies condition (2) by comparing the inversions before and after a braid move. Let \( w = w_1, \ldots, w_N \) be a
reduced expression of $w_\circ$ and $t_1, \ldots, t_N$ be the corresponding inversions given by $t_k = w_1, \ldots, w_k, \ldots, w_1$. Each $t_k$ is a transposition of the form $(i_k, j_k)$.

(1) If we replace each $t_k$ by $\min\{i_k, j_k\}$, we obtain a multi-permutation of

$$111 \cdots 1 \quad 22 \cdots 2 \quad n \quad n-1 \quad n-1 \quad \cdots \quad n \quad n-1.$$ 

The sign ($w$) is the sign of this multi-permutation. The sign of a multi-permutation $p = p_1 \ldots p_N$ is equal to $-1$ to the number of inversions in $p$:

$$\text{sign}(p) = (-1)^{[\{(i,j): 1 \leq i < j \leq N \text{ and } p_i > p_j\}]}.$$ 

For example, for the reduced expression $w = 232123$ of $w_\circ$ of type $A_3$ the corresponding inversions and multi-permutation are given by

$$w = 2 \quad 3 \quad 2 \quad 1 \quad 2 \quad 3$$

inversions $(2, 3) \quad (2, 4) \quad (3, 4) \quad (1, 4) \quad (1, 3) \quad (1, 2).$

$$p = 2 \quad 2 \quad 3 \quad 1 \quad 1 \quad 1.$$ 

This multi-permutation has 9 inversions. Therefore, $\text{sign}(w) = \text{sign}(p) = (-1)^9 = -1$.

(2) The sign can also be obtained by counting the number of disjoint inversions that appear in descent order. Two inversions $(i, j)$ and $(i', j')$ are said to be disjoint if $i, j, i', j'$ are all distinct, or in other words, if the two transpositions commute. Now, if we assume $i < j$ and $i' < j'$, we say that the two inversions $(i, j)$ and $(i', j')$ appear in descent order if $i > i'$. The sign ($w$) is $-1$ to the number of disjoint inversions of $w$ that appear in descent order. In our example, the pairs of disjoint inversions are given by $(2, 3)(1, 4), (2, 4)(1, 3)$ and $(3, 4)(1, 2)$. Since the three of them appear in descent order, $\text{sign}(w) = (-1)^3 = -1$.

(3) The third description was communicated to us by Alexander Postnikov during the “Formal Power Series and Algebraic Combinatorics” conference held in Chicago in 2014. The sign ($w$) is the product of the sign of the permutation of inversions of $w$ with $-1$ to the number of higher inversions. The sign of the permutation of inversions is computed with respect to the permutation of inversions placed in lexicographic order. In our example, we have that the sign of the permutation of inversions

$$(1, 2) \quad (1, 3) \quad (1, 4) \quad (2, 3) \quad (2, 4) \quad (3, 4) \quad (2, 3) \quad (2, 4) \quad (3, 4) \quad (1, 3) \quad (1, 2)$$

is 1. For the higher inversions we restrict the list of inversions to the ones using triples of numbers $ijk$ and obtain four different possibilities

$$(2, 3)(1, 3)(1, 2) \quad (2, 4)(1, 4)(1, 2) \quad (3, 4)(1, 4)(1, 3) \quad (2, 3)(2, 4)(3, 4).$$
The higher inversions are the ones that do not appear in lexicographic order, three in this case. Thus, \( \text{sign}(w) = 1 \times (-1)^3 = -1 \).

**Remark 5** (Sign function of finite types) This remark was sketched and suggested to us by an anonymous referee. The inversion set of a reduced expression \( w = w_1 \ldots w_N \) of \( w_o \) in a finite Coxeter group corresponds to some total ordering of the positive roots of the associated root system \( \Phi \). Such orderings have the property that any positive root that is a linear combination of \( \alpha \) and \( \beta \) lies between \( \alpha \) and \( \beta \) in the ordering. Restricting to any rank 2 sub-root system, there are only two possible orderings of the roots. These can be used to describe the sign of \( w \) as follows. We say that a rank 2 sub-root system \( \Phi' \) is conjugated to the pair of simple roots \( \{ \alpha_i, \alpha_j \} \) if the two simple roots of \( \Phi' \) induced by \( \Phi \) can be obtained by applying an element of the group to \( \alpha_i \) and \( \alpha_j \), respectively. Fixing the sign of a given reduced expression to be positive determines a positive ordering of the roots in every rank 2 sub-root system. The sign of any other reduced expression \( w \) is given by \(-1\) to the number of negative orderings that appear in the rank 2 sub-root systems that are conjugated to pairs \( \{ \alpha_i, \alpha_j \} \) where \( m_{ij} \) is even. It is easy to see from this definition that condition (2) is satisfied. Moreover, this definition can be similarly extended in the generality of the sign functions in Sect. 3.4, and in particular give a more direct proof of Theorem 2 in the case where \( Z \) is a stabled set under conjugation (not automorphisms). As a consequence we obtain that every loop in the graph of reduced expressions of an element in a finite Coxeter group contains an even number of edges in the conjugate class of a pair \( \{ i, j \} \). We think that the geometric proof presented below is interesting by itself and keep it here to show another point of view for the proof of the theorem.

### 3.3 Coxeter Complex: Restriction and Localization

We recall the standard construction of the Coxeter complex associated to a Coxeter group \( W \). See [13] for more details and proofs. Let \( \Phi \subset \mathbb{R}^n \) be a root system associated to a Coxeter group \((W, S)\), and let \( \mathcal{A} \) be the hyperplane arrangement of all reflections induced by \( \Phi \). For each hyperplane \( H \in \mathcal{A} \) there is a unique positive root \( \alpha_H \in \Phi^+ \). We let \( H^+ = \{ v \in \mathbb{R}^n : \langle v, \alpha_H \rangle > 0 \} \) where \( \langle -, - \rangle \) is the canonical scalar product on \( \mathbb{R}^n \). Similarly, let \( H^- = -H^+ \). The triples \( H^-, H, H^+ \) decompose \( \mathbb{R}^n \) into two half-spaces and a subspace on codimension 1. The **Coxeter complex** of \( W \) is a cell decomposition of \( \mathbb{R}^n \) obtained by considering all possible non-empty intersections \( \bigcap_{H \in \mathcal{A}} H^{\varepsilon(H)} \); where \( \varepsilon(H) \) is either + or − or empty. The **fundamental chamber** is the \( n \)-dimensional cell we obtain by choosing \( \varepsilon(H) = + \) for all \( H \in \mathcal{A} \). The chambers of the complex (the \( n \)-dimensional cells) are in natural bijection with the elements of \( W \). More generally, as in Sect. 1.5 of [13], every cell of the Coxeter complex is well labeled by the elements of the left cosets in the union

\[
\bigcup_{I \subseteq S} W/W_I,
\]

where \( W_I \) is the parabolic subgroup of \( W \) generated by the \( s_i \) for \( i \in I \). The labeling is compatible with the reflection action of \( W \) on the Coxeter arrangement where
the identity is identified with the fundamental chamber. The size of $I \subseteq S$ is the codimension of the cell it labels. See the examples in Figs. 4 and 5. A reduced expression of $w$ corresponds to a path from the fundamental chamber to the chamber $w$, crossing only through codimension $\leq 1$ cells, with a minimal number of codimension 1 cells. The example in Fig. 4 corresponds to the Coxeter group $W = A_2$. A minimal path from the identity to $w \in W$ corresponds to a reduced expression for $w$ and the two paths from the identity to $w_o$ correspond to the two reduced expressions $w_o = s_1s_2s_1$ and $w_o = s_2s_1s_2$.

Consider two distinct hyperplanes $H_1$, $H_2$ in $\mathcal{A}$ and the codimension 2 intersection $X = H_1 \cap H_2$. The space $X$ is a union of cells of the original Coxeter complex of $W$. The cells of maximal dimension in $X$ are indexed by left cosets $wW_I$ for some subsets $I = \{i, j\}$. The cell decomposition of $X$ is a Coxeter arrangement of rank $n - 2$. The reflections within $X$ can always be seen as automorphisms of $W$ restricted to $X$. Indeed any reflection of the system in $X$ is a reflection of $\mathbb{R}^n$ that also preserves the Coxeter system of $W$, this is an automorphism of $W$. Example 5 allows us to visualize
this fact. In particular, any two maximal cells $wW_{ij}$ and $w'W_{i'j'}$ of $X$ are related via an automorphism of $W$. This shows that $m_{ij} = m_{i'j'}$.

**Definition 6** For two distinct hyperplanes $H_1, H_2$ in $A$ such that $X = H_1 \cap H_2$ is of codimension 2, the restriction of the Coxeter complex to $X$ is the union of cells of the original Coxeter complex of $W$ that lies in $X$.

**Definition 7** For $X$ as in Definition 6, we define the localized Coxeter arrangement $A_X$ as the hyperplane arrangement in the (2-dimensional) quotient space $\mathbb{R}^n / X$

$$A_X = \{ H / X : H \in A \text{ and } X \subseteq H \} \subseteq \mathbb{R}^n / X.$$}

The arrangement $A_X$ is a Coxeter arrangement of lines in a two-dimensional plane. Pick any cell of maximal dimension in $X$, it is indexed by a left coset $wW_I$ where $I = \{i, j\}$. The number of lines in $A_X$ is equal to $m_{ij}$. In view of the discussion before Definition 6, this is independent of the choice of maximal cell in $X$ that we pick.

**Example 5** In Fig. 5, we illustrated the Coxeter complex of type $A_2 \times A_1$ consisting of 12 chambers, 18 planar cells, 8 codimension 2 cells, and the origin. We labeled the planar cells around the fundamental chamber and the 8 codimension 2 cells. There are four possible codimension 2 spaces $X$. Denote by $0$ the origin. The line $s_2s_1W_{24}, 0, W_{14}$ is one possible $X$ given with its cell decomposition. The reflection of $X$ that reflects $s_2s_1W_{24}$ into $W_{14}$ can be viewed in $\mathbb{R}^3$ as the reflection through the plane orthogonal to $X$. This is not a reflection of $W$ but it preserves the structure of the Coxeter arrangement of $W$, hence it is an outer automorphism of $W$. This automorphism sends the pair $\{1, 4\}$ to the pair $\{2, 4\}$ which are conjugated. If instead we take $X$ to be $s_4W_{12}, 0, W_{12}$, then this time the reflection of $X$ is the reflection $s_4 \in W$. It is an inner automorphism.

### 3.4 General Sign Functions and Proof of Theorem 2

Given a stabled set $Z$ of specified braid relations, we are interested in the localizations $A_X$ when $X$ has a maximal cell $wW_{ij}$ for some $\{i, j\} \in Z$. Let

$$Z(W) = \{ X : X = H_1 \cap H_2 \text{ for } H_1, H_2 \in A \text{ of codimension 2} \}$$

where $X$ has a maximal cell $wW_{ij}$ for some $\{i, j\} \in Z$.

Note that $Z(W)$ is a set with no multiplicity; if a codimension 2 space $X$ is generated in two different ways, then we count it only once in $Z(W)$. The stability of $Z$ guarantees that the choices of $H_1$ and $H_2$ for $X$ and the choices of maximal cell $wW_{ij}$ in $X$ do not matter.

We want to define a sign function on the vertices of $G(w)$ depending on the set $Z$. The sign function introduced in Sect. 3.2 corresponds to the case where $Z$ is the set of even braid moves. Fix one reduced expression $r_0 = s_{i_1}s_{i_2} \cdots s_{i_\ell}$ for $w$. Any reduced expression $r$ for $w$ can be encoded with a path $P_r$ from the identity chamber to the chamber corresponding to $w$. For any $X \in Z(W)$, the paths $P_r$ and $P_{r_0}$ induce two paths $\overline{P_r}_X$ and $\overline{P_{r_0}}_X$ in the quotient plane $\mathbb{R}^n / X$. Only two situations may happen:
the two paths form a closed loop around \((0, 0)\) or not. This is illustrated in Fig. 6 for the case where the chamber of \(w\) becomes the chamber of the longest element in the quotient plane.

In the first case we let \(z(P_r^X, P_{r_0}^X) = 1\) and in the second case we let \(z(P_r^X, P_{r_0}^X) = 0\).

**Definition 8** The Z-sign function on reduced expressions of \(w\) is the map

\[
\text{sign}^Z(r) = \prod_{X \in Z(W)} (-1)^{z(P_r^X, P_{r_0}^X)}.
\]

This function is well defined and depends only on the choice of \(r_0\).

**Lemma 2** If \(r\) and \(r'\) differ by a single braid relation \(m_{ij}\), then

\[
\text{sign}^Z(r) = \begin{cases} 
-\text{sign}^Z(r') & \text{if } (i, j) \in Z, \\
\text{sign}^Z(r') & \text{otherwise}.
\end{cases}
\]

**Proof** Assume that the two reduced expressions \(r\) and \(r'\) differ by a single braid relation \(m_{ij}\). So, they factor as \(r = u x v\) and \(r' = u y v\) where \(x\) and \(y\) is exactly one braid relation. The paths \(P_r\) and \(P_{r'}\) will be the same in the first \(u\) steps and the same in the last \(v\) steps. Let \(C\) be the chamber we are in after the first \(u\) steps of \(P_r\) or \(P_{r'}\). Let \(H_1, H_2 \in A\) be the unique hyperplanes containing the codimension 1 cell that we cross in the first step of \(x\) and \(y\), respectively. We have distinct \(H_1\) and \(H_2\) since \(x\) and \(y\) start with distinct generators. This defines a unique \(X = H_1 \cap H_2 \in Z(W)\). The closure \(\overline{C}\) of \(C\) determines a maximal cell \(w W_{ij}\) in \(X\). The pair \(\{i, j\}\) corresponds to the braid relation \(m_{ij}\) between \(r\) and \(r'\). Since \(x\) and \(y\) is a full braid relation, the paths \(P_r^X\) and \(P_{r'}^X\) describe a loop around the origin. For all the other \(X'\) of codimension 2 in the Coxeter complex, the two paths \(P_r^{X'}\) and \(P_{r'}^{X'}\) will remain on the same side.

Now, if \(X \in Z(W)\), the paths \(P_r^{X'}\) and \(P_{r'}^{X'}\) describe a loop for \(X' = X \in Z(W)\) and not for all \(X \neq X' \in Z(W)\). If \(X \notin Z(W)\), then the paths \(P_r^{X'}\) and \(P_{r'}^{X'}\) do not describe a loop for any \(X' \in Z(W)\). This shows that \(\text{sign}^Z(r) = -\text{sign}^Z(r')\) exactly in the case \(X \in Z(W)\) and exactly when \(\{i, j\} \in Z\). \(\square\)
In the case where $Z$ consists of the pairs $\{i, j\}$ for which $m_{ij}$ is even, we get back the definition of the sign function in Definition 5. In particular, this shows that the sign function exists and is well defined. We are now ready to prove Theorem 2.

Proof (of Theorem 2) Let $G(w)$ be the graph of reduced expressions of $w$ in $W$ and $G^Z(w)$ be the graph obtained by contracting the edges of $G(w)$ labeled by braid moves $\{i, j\} \notin Z$. Two vertices of $G(w)$ connected by a braid move not in $Z$ have the same sign, while two connected by a braid move in $Z$ have opposite signs. Therefore, if we contract all edges of $G(w)$ corresponding to braid moves not in $Z$, we obtain a graph where any two adjacent vertices are labeled with different signs. Thus, the resulting graph $G^Z(w)$ is a bipartite graph.

\[\square\]

4 Coxeter Signature Matrices

Let $Q = (q_1, \ldots, q_r)$ be a word in $S$ containing at least one reduced expression of $w_o$, and let $N = \ell(w_o)$ be the length of the longest element in $W$. A Coxeter signature matrix is a concept that plays a fundamental role to obtain fan realizations of subword complexes. Indeed, we will see in Theorem 3 that finding a complete simplicial fan realization of $SC(Q)$ is almost equivalent to finding a Coxeter signature matrix for the pair $(Q, w_o)$.

Definition 9 (Coxeter signature matrix) A matrix $M \in \mathbb{R}^{N \times r}$ is a signature matrix of type $W$ for the pair $(Q, w_o)$ if for every reduced expression $w \subset Q$ of $w_o$,

\[\text{sign}(w) \cdot \det(w)\]

always has the same sign, where $\det(w)$ is the determinant of the matrix $M$ restricted to the columns corresponding to $w$ and $\text{sign}(w)$ is the sign function of $w$ according to Definition 5.

Proposition 1 Let $W$ be a Coxeter group of type $A_n$ with $n \leq 3$, and let $c$ be a Coxeter element and $Q = c^m$. The counting matrix $D_{c,m}$ is a signature matrix for the pair $(Q, w_o)$.

Proof This result is proven by inspection in each case. Explicit formulas for the counting matrices can be found in Appendix 1.

Type $A_1$: there is exactly one reduced expression of $w_o$ in type $A_1$, whose sign function is positive. Since the determinant of any reduced expression of $w_o$ in $Q$ is equal to 1, the result follows.

Type $A_2$: there are exactly two reduced expressions of $w_o$ in type $A_2$: $s_1s_2s_1$ and $s_2s_1s_2$. The sign function for both expressions is positive. It is also straightforward to check that the determinant of any reduced expression of $w_o$ in $Q$ is also positive. Therefore the result follows.

Type $A_3$: let $w \subset Q$ be a reduced expression of $w_o$. In type $A_3$, there are 16 different reduced expressions of $w_o$. For each of them, the submatrices corresponding to $w$ always have a fixed form with 6 parameters $m \geq a \geq b \geq c \geq d \geq e \geq f$ corresponding to the copy of $c$ in which the columns are taken in the power $c^m$.
Table 2 Formulas for the determinants of submatrices corresponding to reduced expressions of \( w_0 \) in \( Q = e^m \) for \( c = 213 \)

| Expression | Determinant | Sign |
|------------|-------------|------|
| 123121     | \( \frac{1}{2} (a - d)(a - f)(b - e)(d - f) \) | +    |
| 121321     | \( -\frac{1}{2} (a - c)(a - f)(b - e)(c - f) \) | -    |
| 231231     | \( \frac{1}{2} (a - d)(b - e)(c - f)(2a + d - b - c - e - f + 2) \) | +    |
| 231213     | \( -\frac{1}{2} (a - d)(b - f)(c - e)(2a + d - b - c - e - f + 2) \) | -    |
| 213231     | \( -\frac{1}{2} (a - d)(c - e)(b - f)(2a + d - b - c - e - f + 2) \) | -    |
| 213213     | \( \frac{1}{2} (a - d)(c - f)(b - e)(2a + d - b - c - e - f + 2) \) | +    |
| 123212     | \( (a - e)(b - d)(b - f)(d - f) \) | +    |
| 212321     | \( -(a - c)(a - e)(b - f)(c - e) \) | -    |
| 321323     | \( \frac{1}{2} (a - d)(a - f)(b - e)(d - f) \) | +    |
| 323123     | \( -\frac{1}{2} (a - c)(a - f)(b - e)(c - f) \) | -    |
| 132132     | \( -\frac{1}{2} (a - d)(b - e)(c - f)(a + b + d + c + f - 2) \) | -    |
| 132132     | \( \frac{1}{2} (a - e)(b - d)(c - f)(a + b + d + e - 2c + f - 2) \) | +    |
| 231212     | \( \frac{1}{2} (a - e)(b - d)(c - f)(a + b + d + e - 2c + f - 2) \) | +    |
| 312312     | \( -\frac{1}{2} (a - d)(b - e)(c - f)(a + b + d + e - 2c + f - 2) \) | -    |
| 232132     | \( -(a - c)(a - e)(b - f)(c - e) \) | -    |
| 321232     | \( (a - e)(b - d)(b - f)(d - f) \) | +    |

(counted from right to left). The determinants only depend on these parameters. Table 2 presents the formulas for the 16 determinants for \( c = (s_2, s_1, s_3) \) and Table 3 for \( c = (s_1, s_2, s_3) \). By inspection, the determinants satisfy the necessary condition (4) of a Coxeter signature matrix, compare with Fig. 3. The other Coxeter elements are obtained using the symmetry of the counting matrix.

In order to illustrate how these determinants are computed, we present a specific example for \( w = 123121 \) and \( c = (s_2, s_1, s_3) \). In this case, the matrix \( D_{c,m} \) restricted to the columns corresponding to \( w \) has the form

\[
\begin{pmatrix}
-\frac{1}{2} (a + 1)a & (b + 1)^2 & -\frac{1}{2} (c + 1)c & -\frac{1}{2} (d + 1)d & (e + 1)^2 & -\frac{1}{2} (f + 1)f \\
-\frac{1}{2} (a - 1)a + 1 & (b + 1)b & -\frac{1}{2} (c + 1)c & -\frac{1}{2} (d - 1)d + 1 & (e + 1)e & -\frac{1}{2} (f - 1)f + 1 \\
-\frac{1}{2} (a + 1)a & (b + 1)b & -\frac{1}{2} (c - 1)c + 1 & -\frac{1}{2} (d + 1)d & (e + 1)e & -\frac{1}{2} (f + 1)f \\
\frac{1}{2} (a + 1)a & -(b + 1)b & \frac{1}{2} (c + 1)c & \frac{1}{2} (d + 1)d & -(e + 1)e + 1 & \frac{1}{2} (f + 1)f \\
\frac{1}{2} (a + 1)a & -(b + 1)b & \frac{1}{2} (c + 1)c & \frac{1}{2} (d - 1)d & -(e + 1)e & \frac{1}{2} (f - 1)f \\
\frac{1}{2} (a + 1)a & -(b + 1)b & \frac{1}{2} (c - 1)c & \frac{1}{2} (d + 1)d & -(e + 1)e & \frac{1}{2} (f + 1)f \\
\end{pmatrix}
\]

where \( m \geq a > b > c > d > e \geq f \) correspond to the copy of \( c \) (counted from right to left) in which the letters of \( w \) appear in \( Q = e^m \). The determinant of this matrix was computed using the computer software Sage [28], and is shown in Table 2. It is remarkable that the determinant in all cases has such a simple factorization.

We remark that Proposition 1 does not hold for \( n \geq 4 \) and address the problem of finding general Coxeter signature matrices as a main direction of future research.
Table 3  Formulas for the determinants of submatrices corresponding to reduced expressions of \( w_\circ \) in \( Q = c^{\ell} \) for \( c = 123 \)

| Expression | Determinant | Sign |
|------------|-------------|------|
| 123121     | \( \frac{1}{2}(a-d)(a-f)(b-e)(d-f) \) | +   |
| 123131     | \(-\frac{1}{2}(a-c)(a-f)(b-e)(c-f) \) | −   |
| 231231     | \( \frac{1}{2}(2(a+d)−b−c−e−f)(a-d)(b-e)(c-f) \) | +   |
| 231213     | \(-\frac{1}{2}(2(a+d)−b−c−e−f)(a-d)(b-f)(c-e) \) | −   |
| 213231     | \(-\frac{1}{2}(2(a+d)−b−c−e−f)(a-d)(b-f)(c-e) \) | −   |
| 213213     | \( \frac{1}{2}(2(a+d)−b−c−e−f)(a-d)(b-e)(c-f) \) | +   |
| 123212     | \( (a-e)(b-d)(b-f)(d-f) \) | +   |
| 213231     | \(-\frac{1}{2}(a-c)(a-e)(b-f)(c-e) \) | −   |
| 321323     | \( \frac{1}{2}(a-d)(a-f)(b-e)(d-f) \) | +   |
| 323123     | \(-\frac{1}{2}(a-c)(a-e)(b-f)(c-e) \) | −   |
| 132132     | \(-\frac{1}{2}(a+b+d+e−2(c+f))(a-d)(b-e)(c-f) \) | −   |
| 132312     | \( \frac{1}{2}(a+b+d+e−2(c+f))(a-e)(b-d)(c-f) \) | +   |
| 312323     | \( \frac{1}{2}(a+b+d+e−2(c+f))(a-e)(b-d)(c-f) \) | +   |
| 312312     | \(-\frac{1}{2}(a+b+d+e−2(c+f))(a-d)(b-e)(c-f) \) | −   |
| 232123     | \(-\frac{1}{2}(a-c)(a-e)(b-f)(c-e) \) | −   |
| 321232     | \( (a-e)(b-d)(b-f)(d-f) \) | +   |

5 Fan Realizations

The main goal of this section is to present a reformulation of the problem of finding fan realizations of subword complexes in terms of Coxeter signature matrices. This will be used to prove our main result about fan realizations of spherical subword complexes of type \( A_3 \) in Sect. 6.

As before, we consider a word \( Q = (q_1, \ldots, q_\ell) \) in \( S \) containing at least one reduced expression of \( w_\circ \), and denote by \( N = \ell(w_\circ) \) the length of the longest element in \( W \). We also consider a full rank matrix \( M \in \mathbb{R}^{(c-N)\times r} \) and a Gale dual matrix \( M^G \in \mathbb{R}^{N\times r} \), as well as the associated fan \( \mathcal{F}_{Q,M} \) from Definition 2.

**Theorem 3** (Ceballos [5, Sect. 3.1 and Thm. 3.7]) \( \mathcal{F}_{Q,M} \) is a complete simplicial fan realization of the spherical subword complex \( SC(Q) \) if and only if

\( S \) \( M^G \) is a Coxeter signature matrix for the pair \( (Q, w_\circ) \) (Signature), and

(1) there is a facet of \( SC(Q) \) for which the interior of its associated cone is not intersected by any other cone (Injectivity).

The proof of this theorem follows directly from Lemmas 3 and 4. Lemma 3 is a common characterization of complete simplicial fans in the literature, see for example [9, Cor. 4.5.20]. Lemma 4 is restated from [5, Thm. 3.7] but is explicitly proven here for the convenience of the reader.
Lemma 3 \( \mathcal{F}_{Q,M} \) is a complete simplicial fan if and only if the following conditions are satisfied:

(B) The vectors associated to a facet of \( SC(Q) \) form a basis of \( \mathbb{R}^{r-N} \) (Basis).

(F) If \( I \) and \( J \) are two adjacent facets that differ by a flip, that is \( I\setminus \{i\} = J\setminus \{j\} \), then the vectors associated to \( i \) and \( j \) lie on opposite sides of the hyperplane generated by the vectors associated to the intersection \( I \cap J \) (Flip).

(I) There is a facet for which the interior of its associated cone is not intersected by any other cone (Injectivity).

Lemma 4 Conditions (B) and (F) of Lemma 3 are satisfied if and only if \( M^G \) is a Coxeter signature matrix for the pair \( (Q, w_\circ) \).

Proof By Gale duality, conditions (B) and (F) in Lemma 3 are satisfied for a matrix \( M \) if and only if \( M^G \) satisfies the following two conditions:

(1) The vectors associated to the complement of a facet of \( SC(Q) \) form a basis of \( \mathbb{R}^{N} \).

(2) If \( I \) and \( J \) are two adjacent facets that differ by a flip, that is \( I\setminus \{i\} = J\setminus \{j\} \), then the vectors associated to \( i \) and \( j \) lie on the same side of the hyperplane generated by the vectors associated to the complement of \( I \cup J \).

Condition 1 implies that for every reduced expression \( w \subset Q \) of \( w_\circ \) the determinant \( \det(w) \) is different from zero. Moreover, using the alternative description of the sign function in Lemma 1, if we set the sign and the determinant of \( w_1 \ldots w_N \subset Q \) to be positive, then condition 2 implies that the sign of the determinant of \( w \) is determined by

\[
\text{sign}(w) \cdot \det(w) > 0.
\]

Conversely, these inequalities imply both condition 1 and condition 2. \( \square \)

Remark 6 Although the injectivity condition (I) in Theorem 3 is a difficult property to prove in general, we suggest that the Signature condition (S) is the most important part of the theorem. This is supported by our results in Sect. 8, which show a continuous space of matrices satisfying the signature condition (S) that automatically satisfy the injectivity condition (I).

6 Proof of Theorem 1

Let \( SC(Q) \) be a spherical subword complex of type \( A_n \) with \( n \leq 3 \) and \( \varphi \) be an embedding of \( Q \) into \( e^m \). This section contains the proof of Theorem 1, which asserts that the fan \( \mathcal{F}_{Q,M_\varphi} \) is complete. The fact that it realizes the subword complex \( SC(Q) \) follows from the definition. Recall that the matrix \( M_\varphi \) is a Gale dual matrix of the matrix \( D_\varphi \) in Definition 4. We prove this result in two steps. First, we prove that it is sufficient to consider the case where \( Q = e^m \) and the embedding \( \varphi \) is the trivial embedding of \( e^m \) into itself (Sect. 6.1). The second step contains the proof of that explicit case (Sect. 6.2).
6.1 Sufficient to Prove the Case $c^m$

For any embedding $\varphi'$ of a word $Q'$ into $c^m$, we show that a complete fan realization of $\mathcal{S}C(c^m)$ provides a complete fan realization of $\mathcal{S}C(Q')$ by projection. Moreover, we prove that for appropriate choices of Gale dual matrices this projection is indeed the fan $\mathcal{F}_{Q',M_{\varphi'}}$. The following straightforward lemma is left to the reader.

**Lemma 5** Let $I$ be a cone (of any dimension) in a complete simplicial fan $\mathcal{F}$. The projection of the link $\text{Link}(I, \mathcal{F})$, to the orthogonal space of $I$, is a complete simplicial fan realizing $\text{Link}(I, \mathcal{F})$.

**Lemma 6** Let $Q = c^m$ and $\varphi$ be the trivial embedding of $c^m$ into itself. If the fan $\mathcal{F}_{Q,M_{\varphi}}$ is complete, then the fan $\mathcal{F}_{Q',M_{\varphi'}}$ is complete for any embedding $\varphi'$ of a word $Q'$ into $c^m$.

**Proof** The idea of the proof is to obtain the fan associated to $Q'$ as a projection of the fan associated to $Q$. This is done for appropriate choices of $M_{\varphi}$ and $M_{\varphi'}$. Since different choices of Gale dual matrices only affect the fans by linear transformations, and particularly do not affect their completeness, the result will follow. Throughout the proof we denote by $\tilde{r}$ the length of the word $Q = c^m$. We also assume that $Q'$ contains at least one reduced expression of $w_\varphi$; otherwise its associated fan would be empty and there would be nothing to prove.

Let $I \subset [\tilde{r}]$ be the face of $\mathcal{S}C(c^m)$ containing the positions in $c^m$ which are not in $\varphi'(Q')$. Then, there is a natural isomorphism

$$\mathcal{S}C(Q') \cong \text{Link}(I, \mathcal{S}C(c^m)) \cong \text{Link}(I, \mathcal{F}_{Q,M_{\varphi}}).$$

(5)

Let $I' \subset [\tilde{r}]$ be a facet of $\mathcal{S}C(c^m)$ containing $I$. We can assume that the matrix $M_{\varphi}$ restricted to the columns with indices in $I'$ is the identity matrix. If it is not, we could multiply its inverse with $M_{\varphi}$ from the left to obtain a new matrix with that desired property. The result would still be a Gale dual matrix $M_{\varphi}$ of $D_{\varphi}$. Since $I \subset I'$, the columns of $M_{\varphi}$ with indices in $I'$ are certain canonical basis vectors $\{e_{a_1}, \ldots, e_{a_k}\}$, where $k = |I|$. Let $M'$ be the matrix obtained from $M_{\varphi}$ by removing the columns with indices in $I$ and the rows with indices in $[a_1, \ldots, a_k]$. The main point of the proof is to observe that $M'$ is a Gale dual matrix $M_{\varphi'}$ of $D_{\varphi'}$. This is easily deduced from the fact that $D_{\varphi'}$ is obtained from $D_{\varphi}$ by removing the columns with indices in $I$, and that $M_{\varphi}$ has a zero entry in every position which is in a column in $I$ and in a row not in $[a_1, \ldots, a_k]$. Taking $M_{\varphi'} = M'$, we deduce that the fan $\mathcal{F}_{Q',M_{\varphi'}}$ is the projection of $\text{Link}(I, \mathcal{F}_{Q,M_{\varphi}})$ to the orthogonal space of the cone corresponding to $I$. By Lemma 5 and Eq. (5), we obtain that $\mathcal{F}_{Q',M_{\varphi'}}$ is a complete fan realizing $\mathcal{S}C(Q')$. \qed

6.2 Proof for the Case $c^m$

Let $Q = c^m$ and $\varphi$ be the trivial embedding of $c^m$ into itself. In order to prove that the fan $\mathcal{F}_{Q,M_{\varphi}}$ is a complete simplicial fan realization of $\mathcal{S}C(Q)$, we follow the two steps in Theorem 3. The Signature condition (S) is equivalent to the statement in Proposition 1:

 Springer
since $\varphi$ is the trivial embedding, $M_\varphi^G = D_{c,m}$, which is a Coxeter signature matrix for the pair $(Q, w_o)$ as desired. For the Injectivity part $(I)$, we need to prove that there is a cone whose interior is not intersected by any other cone. This is done by inspection in each case. Explicit formulas for the Gale dual matrices $M_\varphi = M_{c,m} = D_{c,m}^G$ can be found in Appendix 1.

6.2.1 Type $A_1$

This is the trivial case. The fan has $m$ rays given by the $m - 1$ negative basis vectors in $\mathbb{R}^{m-1}$ together with the vector with all entries equal to one. The maximal cones correspond to subsets of $m - 1$ rays and the subword complex is isomorphic to the boundary of an $m - 1$ dimensional simplex.

6.2.2 Type $A_2$

In this case we fix a cone $C^*$ corresponding to the negative orthant and check that its interior is not intersected by any other cone. Let $C$ be a cone corresponding to a subword of $c^m$ whose complement is a reduced expression of $w_o$. There are three possibilities:

The reduced expression uses 1 negative basis vector  This case follows from the fact that $M_\varphi^G$ is a Coxeter signature matrix, which implies that any two adjacent cones lie on opposite sides of the hyperplane spanned by their intersection, see Lemma 4. Alternatively, one can check by inspection that flipping $-e_i$ in the negative orthant gives a vector whose $i$th coordinate is positive.

The reduced expression uses 2 negative basis vectors  In this case, the cone $C$ uses all negative basis vectors except for two, and two of the last three columns of $M_{12,m}$. Denote by $v_1, v_2 \in \mathbb{R}^2$ the restrictions of these two columns to the coordinates corresponding to the negative basis vectors that are not used in $C$. Proving that $C$ does not intersect the negative orthant is equivalent to show that the cone spanned by $v_1$ and $v_2$ does not intersect the negative orthant in $\mathbb{R}^2$. Figure 7 shows all three possible cases. In each case, we provide a vector $v \in \mathbb{R}^2$ with non-negative entries whose inner product with $v_1$ and $v_2$ is non-negative. The hyperplane (in this case a line) orthogonal to $v$ separates the negative orthant and the cone spanned by $v_1$ and $v_2$.

![Fig. 7](image-url) The three cases in type $A_2$ using 2 negative basis vectors
Fig. 7a corresponds to the case where the reduced expression is 121. The parameters $a \leq b \leq m$ denote the copy of $c$ in which the negative basis vectors that are not used in $C$ are taken in the power $c^m$ (counted from left to right). The bold underlined number in 212 is the letter in the reduced expression that is in the last three letters of $c^m$, and the non-underlined numbers correspond to the vectors $v_1$ and $v_2$. Similarly, Fig. 7b, c illustrates the two possible cases for the reduced expression 212.

The reduced expression uses 3 negative basis vectors Let $v_1, v_2, v_3 \in \mathbb{R}^3$ be the restriction of the last three columns of $M_{12,m}$ to the three negative basis vectors that are not used in the cone $C$. As before, we prove that the cone spanned by $v_1, v_2, v_3$ does not intersect the negative orthant in $\mathbb{R}^3$. There are two possible cases corresponding to the reduced expressions 121 and 212:

$$
\begin{pmatrix}
-m + a & 1 & m - a \\
-m + b & 0 & -m + b + 1 \\
-m + c & 1 & m - c
\end{pmatrix} \quad \begin{pmatrix}
m - a & 0 & -m + a + 1 \\
m + b & 1 & m - b \\
m - c & 0 & -m + c + 1
\end{pmatrix}.
$$

The columns are given by the vectors $v_1, v_2, v_3$. The parameters $a \leq b \leq c < m$ denote the copy of $c$ in which the negative basis vectors that are not used in $C$ are taken in the power $c^m$ (counted from left to right). In both cases, the hyperplane orthogonal to the vector $v = (0, m - c, m - b)$ separates the negative orthant and the cone spanned by $v_1, v_2, v_3$. This follows from the fact that $v$ has non-negative entries and that the inner product of $v$ with $v_1, v_2$ and $v_3$ is non-negative.

6.2.3 Type $A_3$

This case is explicitly shown here for the bipartite Coxeter element $c = (s_2, s_1, s_3)$ using the matrix $M_{213,m}$ in Corollary 1. The case $c = (s_1, s_2, s_3)$ is similar and the remaining cases are obtained by symmetry. As in the previous cases, we fix a cone $C^*$ corresponding to the negative orthant and check that its interior is not intersected by any other cone $C$. In contrast to the type $A_2$ case, we work with the transpose matrix $M_{213,m}^t$ for convenience and use row vectors instead of columns. We also consider parameters corresponding to the copy of $c$ in which letters appear, counted from right to left, so that the parameters coincide with the subindices of the matrices $B_{213,i}$.

There are six possible cases depending on the number $k$ of negative basis vectors that are used in the reduced expression corresponding to $C$. These are studied by the case below. We denote by $v_1, v_2, \ldots, v_k \in \mathbb{R}^k$ the restrictions of the last six rows of $M_{213,m}^t$ to the $k$ negative basis vectors that are not used in $C$. As before, proving that $C$ does not intersect the negative orthant is equivalent to show that the cone spanned by $v_1, \ldots, v_k$ does not intersect the negative orthant in $\mathbb{R}^k$. This is done by providing a vector $v \in \mathbb{R}^k$ with non-negative entries whose inner product with $v_1, \ldots, v_k$ is non-negative. The hyperplane orthogonal to $v$ separates the two cones in consideration. The vector $v$ is given in terms of some parameters $m - 2 \geq a \geq b \geq \cdots$, which denote the copy of $c$ in which the negative basis vectors that are not used in $C$ are taken in the power $c^{m-2}$ (counted from right to left). The vectors $v_1, \ldots, v_k$ also have a fixed form with these parameters. We only provide the vector $v$ for space convenience. The case
\( k = 5 \) is proven slightly different and details are given below. Recall the two functions
\( S(i) = i^2 \) and \( T(i) = i(i + 1)/2 \).

The reduced expression uses 1 negative basis vector As before, this case follows from the fact that \( M^G_\varphi \) is a Coxeter signature matrix, which implies that any two adjacent cones lie on opposite sides of the hyperplane spanned by their intersection, see Lemma 4. One can also check by inspection that flipping \(-e_i\) in the negative orthant gives a vector whose \( i\)th coordinate is positive.

The reduced expression uses 2 negative basis vectors Given the symmetry of the problem we need to consider only the reduced expressions 123121, 213213, 132132, 123212, 212321 up to commutation of letters. The reason is that for the bipartite case, \( D_{c,m} \) presents a nice symmetry with respect to interchanging consecutive letters 1 and 3 in \( c^m \). In fact, two cones \( C \) and \( C^* \) intersect if and only if the resulting cones after this operation intersect. The same reasoning applies for any value of \( k \). Below is the list of all possible cases (up to symmetry) together with a possible choice for the non-negative vector \( v \).

123121 For this reduced expression there is one possible case
- 12-1321 with embedding 213213: \( v = (2T(b + 1), T(a + 1)) \)

213213 For this reduced expression there are two possible cases
- 21-3213 with embedding 213213: \( v = (1, 0) \)
- 23-1213 with embedding 213213: symmetric to 21-3213 with embedding 213213 above

132132 For this reduced expression there is one possible case
- 13-2132 with embedding 213213: \( v = (1, 0) \)

123212 For this reduced expression there are zero possible cases

212321 For this reduced expression there is one possible case
- 21-2321 with embedding 213213: \( v = (T(b + 1), 2T(a + 1)) \).

The reduced expression uses 3 negative basis vectors

123121 For this reduced expression there are two possible cases
- 123-121 with embedding 213213: \( v = (2T(b + 1), T(a + 1), 0) \)
- 121-321 with embedding 213213: \( v = (0, T(c + 1), 2T(b + 1)) \)

213213 For this reduced expression there are five possible cases
- 213-213 with embedding 213213: \( v = (0, 1, 0) \)
- 213-213 with embedding 213213: \( v = (T(c), 0, 2T(a + 1)) \)
- 213-213 with embedding 213213: \( v = ((b + 1)(c + 1)(b + c + 2), 2(a + 1)(a + 2)(c + 1), 2(a + 1)(a + 2)(b + 1)) \)
- 213-213 with embedding 213213: \( v = (T(b + 1), 2T(a + 1), (a + 1)2(b + 1)) \)
- 213-213 with embedding 213213: \( v = (1, 0, 0) \)
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The reduced expression uses 4 negative basis vectors

123121 For this reduced expression there are three possible cases

\[- 123-121 \text{ with embedding } 213213: v = (2b + 1)(c + 1)(c + 2), 2(a + 1)(c + 1)(c + 2), (a + 1)(b + 1)(a + b + 2)\]

123212 For this reduced expression there is one possible case

\[- 123-121 \text{ with embedding } 213213: v = (0, T(c), 2T(b + 1))\]

123212 For this reduced expression there is one possible case

\[- 121-231 \text{ with embedding } 213213: v = (0, 2T(c + 1), T(b + 1)).\]

The reduced expression uses 4 negative basis vectors

123121 For this reduced expression there are three possible cases

\[- 123-121 \text{ with embedding } 213213: v = (0, T(c), 2T(b + 1), 0)\]

\[- 123-121 \text{ with embedding } 213213: v = (0, (c + d + 2)(c + 1)(d + 1), 2(b + 1)(b + 2)(d + 1), 2(b + 1)(b + 2)(c + 1))\]

\[- 123-121 \text{ with embedding } 213213: v = (0, T(d + 1), 0, 2T(b + 1))\]

123213 For this reduced expression there are four possible cases. For all these cases, the negative basis vectors correspond to the letters of a diamond shape 2132. We define the diamond vector \(v_{\diamond}\) as the vector:

\[((b + 1)(c + 1)(d + 2)(b + c - 2d), 2(a + 2)(c + 1)(d + 2)(a - d), 2(a + 2)(b + 1)(d + 2)(a - d), (2a - b - c)(a + 2)(b + 1)(c + 1))\]

\[- 123-13 \text{ with embedding } 213213: v = v_{\diamond}\]

\[- 123-13 \text{ with embedding } 213213: v = v_{\diamond}\]

\[- 123-13 \text{ with embedding } 213213: v = v_{\diamond}\]

\[- 123-31 \text{ with embedding } 213213: v = v_{\diamond}\]

132132 For this reduced expression there are two possible cases

\[- 132-32 \text{ with embedding } 213213: v = (2b + 1)(c + 1)(c + 2), 2(a + 1)(c + 1)(c + 2), (a + 1)(b + 1)(a + b + 2), 0)\]

\[- 123-32 \text{ with embedding } 213213: \text{symmetric to 132-32 with embedding 213213 above}\]

123212 For this reduced expression there is one possible case

\[- 123-12 \text{ with embedding } 213213: v = (2c + 1)(d + 1)(d + 2), 0, 2(a + 1)(d + 1)(d + 2), (a + 1)(c + 1)(a + c + 2))\]

212321 For this reduced expression there are three possible cases

\[- 212-21 \text{ with embedding } 213213: v = (0, 0, T(d), 2T(c + 1))\]

\[- 212-21 \text{ with embedding } 213213: v = ((b + d + 2)(b + 1)(d + 1), 2(a + 1)(a + 2)(d + 1), 0, 2(a + 1)(a + 2)(b + 1))\]

\[- 212-21 \text{ with embedding } 213213: v = (T(b + 1), 2T(a + 1), 0, 0).\]
The reduced expression uses 5 negative basis vectors. In this case, we give an unbounded polyhedron \( P \) that contains the cone spanned by \( v_1, \ldots, v_5 \) and does not intersect the negative orthant in \( \mathbb{R}^5 \). The polyhedron is the sum of a 3-dimensional subspace and a cone spanned by three vectors. This is shown explicitly for the reduced expression 12321-2, the other cases are obtained similarly. There are two possibilities in this case: 213213 and 213213, where the letter 2 corresponds to either the first or the fourth row of the last 6 rows in \( M_{213}^l \). The cone is spanned by the rows of the \( 5 \times 5 \) matrix \( M \) (when removing row 1 or 4):

\[
M = \begin{pmatrix}
-T(a + 1) & S(b + 2) & -T(c + 1) & S(d + 2) & -T(e + 1) \\
-T(a + 1) & 2T(b + 1) & -T(c + 1) & 2T(d + 1) & -T(e + 1) \\
T(a + 1) & -S(b + 2) + 1 & T(c + 1) & -S(d + 2) + 1 & T(e + 1) \\
T(a) & -2T(b + 1) & T(c + 1) & -2T(d + 1) & T(e) \\
T(a + 1) & -2T(b + 1) & T(c) & -2T(d + 1) & T(e + 1)
\end{pmatrix},
\]

where \( a > b \geq c > d \geq e \geq 1 \) correspond to the copy of \( c \) (counted from right to left) where the 5 letters are taken. The two possible cones are contained in the polyhedron \( P \) whose lineal subspace is generated by rows 1, 5, and 6 and whose cone is generated by the vectors \( (1, 0, 0, 0, 1), (0, 0, 1, 0, 0), \) and \( (0, 1, 0, 1, 0) \). If \( a + c = 2b \), we have

\[
\begin{pmatrix}
0 & \frac{-1}{(a+1)} & \frac{1}{(a+1)} \\
\frac{-(d+1)}{(b+2)(b-d)} & \frac{-a+2}{2(b+2)(b-d)} & \frac{a-2(d+1)}{2(b+2)(b-d)} \\
\frac{(b+1)}{(b+2)(b-d)} & \frac{(a+2)}{2(b+2)(b-d)} & \frac{2(b+1)-a}{2(b+2)(b-d)}
\end{pmatrix}
\cdot
\begin{pmatrix}
1 & 0 & \frac{-(c+1)}{(a+1)} & 0 & \frac{(c+1)}{(a+1)} \\
0 & 1 & \frac{-2(c+1)}{a+c+4} & 0 & \frac{2(e+1)(a-c)}{(a+c+4)(d+2)(a+c-2d)} \\
0 & 0 & 0 & 1 & \frac{-(e+1)(a-c)}{(d+2)(a+c-2d)}
\end{pmatrix},
\]

and it is impossible to have a linear combination of the rows resulting in a vector with all entries being negative. In any other case, we have

\[
\begin{pmatrix}
\frac{2(b+1)}{(a+1)} & \frac{2(b+1)-c}{(a+1)} & \frac{(c+2)}{(a+1)} \\
\frac{(a+c+2)}{(b+2)} & \frac{(c+2)}{(b+2)} & \frac{2(b+1)-a}{(b+2)} \\
\frac{2(b+1)}{(c+1)} & \frac{(a+2)}{(c+1)} & \frac{2(b+1)-a}{(c+1)}
\end{pmatrix}
\cdot
\begin{pmatrix}
1 & 0 & \frac{2(d+2)(b-d)}{(a+1)(a+c-2b)} & \frac{-(e+1)(2b-c-e)}{(a+1)(a+c-2b)} \\
0 & 1 & \frac{-(d+2)(a+c-2d)}{(b+2)(a+c-2b)} & \frac{-(e+1)(a-c)}{(b+2)(a+c-2b)} \\
0 & 0 & 1 & \frac{2(d+2)(b-d)}{(c+1)(a+c-2b)} & \frac{-(e+1)(a-c)}{(c+1)(a+c-2b)}
\end{pmatrix},
\]

and it is again impossible to have a linear combination of the rows resulting in a vector with all entries negative. Therefore, the subspace generated by the rows 1, 5, and 6 does not intersect the negative orthant, and so neither does the polyhedron \( P \).

The reduced expression uses 6 negative basis vectors. We need to show that the cone spanned by \( v_1, v_2, \ldots, v_6 \) does not intersect the negative orthant in \( \mathbb{R}^6 \). Since all reduced expressions of \( w_i \) contain 2132 as a subword (up to commutations), we can restrict the study to the coordinates of \( v_1, v_2, \ldots, v_6 \) corresponding to these four letters. The resulting vectors are the rows of the following matrix:
\[ M = \begin{pmatrix} S(a + 2) & -T(b + 1) & -T(c + 1) & S(d + 2) \\ 2T(a + 1) & -T(b + 1) & -T(c + 1) & 2T(d + 1) \\ 2T(a + 1) & T(b + 1) & -T(c + 1) & 2T(d + 1) \\ -S(a + 2) & T(b + 1) & T(c + 1) & -S(d + 2) \\ -2T(a + 1) & T(b) & T(c + 1) & -2T(d + 1) \\ -2T(a + 1) & T(b + 1) & T(c) & -2T(d + 1) \end{pmatrix}, \]

where the parameters \( a \geq b, c > d \) denote the copy of \( c \) in which the letters of the diamond shape 2132 appear in \( c^{m-2} \) (counted from right to left). In all possible cases we can use the diamond vector \( v = v_{\text{diamond}} \) defined above. The inner product of \( v_{\text{diamond}} \) with any of the six rows of \( M \) is a non-negative number. More explicitly, the inner product is equal to zero for any row not containing a “+1” (rows 1, 5, and 6), and strictly greater than zero for any row containing a “+1” (rows 2, 3, and 4). The hyperplane orthogonal to \( v \) separates the positive span of \( v_1, v_2, \ldots, v_6 \) and the negative orthant.

### 7 Polytopality

This section concerns the question of polytopality of spherical subword complexes and multi-associahedra. Following [9], we say that a fan is regular if it is the normal fan of a polytope. This terminology comes from the relation between normal fans of polytopes and regular triangulations of point configurations, see [9, Sects. 2.2 and 9.5.3].

#### 7.1 Regularity of \( \mathcal{F}_{Q, M_\varphi} \)

Let \( \mathcal{SC}(Q) \) be a spherical subword complex of type \( A_n \) with \( n \leq 3 \) and \( \varphi \) be an embedding of \( Q \) into \( c^m \). By Theorem 1, the fan \( \mathcal{F}_{Q, M_\varphi} \) is a complete simplicial fan realizing \( \mathcal{SC}(Q) \). One natural question is whether this fan is the normal fan of a polytope. The answer to this question is negative in general. In fact, most of the fans \( \mathcal{F}_{Q, M_\varphi} \) are not regular.

We restrict the verification of regularity to the family of multi-associahedra \( \Delta_{\ell,k} \) whose facets are in bijection with \( k \)-triangulations of a convex \( \ell \)-gon. Every other spherical subword complex of type \( A \) can be obtained as the link of a face in a multi-associahedron (this is known as the universality of multi-associahedra of type \( A \) [21, Proposition 5.6], see [7, Thm. 2.15] for the analogous universality result for all finite types). The multi-associahedron \( \Delta_{n+2k+1,k} \) can be obtained as a subword complex \( \mathcal{SC}(Q) \) for any word \( Q \) equal to \( c^k w_\varphi(c) \) up to commutations, where \( w_\varphi(c) \) denotes the lexicographically first reduced expression of \( w_\varphi \) in \( c^\infty \). We refer to [7] for more details in this connection. We used the computer algebra system Sage [28] to produce all the words \( Q \) satisfying this property and tested regularity of the fans corresponding to embeddings of \( Q \) into a longer word \( c^m \) for different values of \( m \) in types \( A_2 \) and \( A_3 \). The results are summarized in Tables 4 and 5.

The previously known polytopal realizations of \( \Delta_{8,2} \) were found using computational methods in [4, 5]. We remark that it is quite surprising to have so many different non-regular fans realizing \( \Delta_{10,3} \).
Table 4 Results of regularity tests on complete simplicial fans of type $A_2$

| $\Delta_{2k+3,k}$ | $A_2$ | $m$ | Regular fans | Non-regular fans |
|-------------------|-------|-----|--------------|-----------------|
| $\Delta_{5,1}$    | $k = 1$ | $m \leq 11$ | 6006 | 0 |
| $\Delta_{7,2}$    | $k = 2$ | $m \leq 11$ | 12870 | 0 |
| $\Delta_{9,3}$    | $k = 3$ | $m \leq 11$ | 16016 | 0 |
| $\Delta_{11,4}$   | $k = 4$ | $m \leq 11$ | 12376 | 0 |
| $\Delta_{13,5}$   | $k = 5$ | $m \leq 10$ | 1360 | 0 |
| $\Delta_{15,6}$   | $k = 6$ | $m \leq 10$ | 306 | 0 |

Table 5 Results of regularity tests on complete simplicial fans of type $A_3$

| $\Delta_{2k+4,k}$ | $A_3$ | $m$ | Regular fans | Non-regular fans |
|-------------------|-------|-----|--------------|-----------------|
| $\Delta_{6,1}$    | $k = 1$ | $m \leq 12$ | 1 144 293 | 136 |
| $\Delta_{8,2}$    | $k = 2$ | $m \leq 11$ | 66 293 | 743 560 |
| $\Delta_{10,3}$   | $k = 3$ | $m \leq 10$ | 0 | 144 939 |

7.2 Regularity Obstruction for $\mathcal{F}_{Q,M_\varphi}$

Although the regularity of the fan depends on the choice of embedding, our computational results reveal that more than a hundred thousand possible fans realizing the multi-associahedron $\Delta_{10,3}$ are not the normal fan of a polytope. We do not know if there are embeddings into longer words $c^m$ for which the fan is regular. After investigating the fans of $\Delta_{10,3}$, we obtained the following obstruction to the regularity of $\mathcal{F}_{Q,M_\varphi}$. The fans associated to the subword complex $\text{Obs}(A_3) := SC(1212321212)$ embedded in words $c^m$ with $m \leq 10$ and $c$ being any Coxeter element are not regular. This obstruction is minimal: removing any letter to $\text{Obs}(A_3)$ yields a regular complete fan.

The subword complex $\text{Obs}(A_3)$ appears to be a possible candidate to disprove the polytopality conjecture for subword complexes, but as we see below it can be realized as the boundary complex of a polytope. The $f$-vector of $\text{Obs}(A_3)$ is $(1, 9, 30, 42, 21)$. Notice that the vertex corresponding to the letter 3 is not a vertex of $\text{Obs}(A_3)$ since every expression of $w_0$ in 1212321212 uses this letter. In fact, this word contains two possible reduced expressions, namely $123212$ and $212321$ which have opposite signs. As it turns out, according to the enumeration of 3-dimensional manifolds on 9 vertices of Altshuler–Steinberg, the subword complex $\text{Obs}(A_3)$ is polytopal, see [1, Table 3]. Here is an explicit construction of a 4-dimensional polytope with 9 vertices whose boundary complex is $\text{Obs}(A_3)$. This construction is due to Francisco Santos and was obtained during the conference FPSAC 2013 in Paris. We are grateful to him and his great insight.

Example 6 Let $\{1, 2, 3, 4, 5, 6, 7, 8, 9\}$ be the ground set for a simplicial complex constructed as follows. Let $C_1 = (1234)$ and $C_2 = (56789)$ be two cycles and $J = C_1 \ast C_2$ their join. The simplicial complex $J$ is the boundary complex of the polar dual
of the product of a square and a pentagon. The simplicial complex $\text{Obs}(A_3)$ is obtained from $J$ by removing $\{1, 4\} \ast (56789)$ and filling back in the following 6 tetrahedra: $\{1, 5, 6, 9\}, \{1, 6, 7, 9\}, \{1, 7, 8, 9\}, \{4, 5, 6, 9\}, \{4, 6, 7, 9\}$, and $\{4, 7, 8, 9\}$. The first three and the last three triangulate a pentagonal pyramid each, together triangulating a pentagonal bipyramid. The following coordinates give an explicit realization of this polytope:

\[
\begin{align*}
v_1 &= (-1, 1, 0, 0) \quad v_2 = (0, 1, 0, 0) \quad v_3 = (1, 0, 0, 0) \\
v_4 &= (1, -1, 0, 0) \quad v_5 = (0, 0, 1, 0) \quad v_6 = (0, 0, 0, 1) \\
v_7 &= (0, 0, -1, 0) \quad v_8 = (0, 0, 0, 1) \quad v_9 = (-1/4, -1/4, 1, 1).
\end{align*}
\]

The bijection sends the letters of the word 121232121 from left to right to the vertices $v_i$ with $1 \leq i \leq 9$, skipping the letter 3.

### 8 Fan Realization Space

This section presents a large connected component of the fan realization space of every spherical subword complex of type $A_3$ and every multi-associahedron $\Delta_{2k+4,k}$. It is not a full-dimensional component, but it contains a lot of information about the space. For instance, it contains all realizations of $\mathcal{SC}(c^m)$ from Theorem 1, corresponding to all possible embeddings of $Q = c^m$ into a longer word $c^{m'}$. Similarly as in the previous section, we tested the regularity of the fans arising in this part of the realization space. Surprisingly, none of the fans we tested for long words $Q$ in type $A_3$ were regular. In particular, none of the fans we tested realizing the multi-associahedron $\Delta_{10,3}$ were regular. Given a collection of real parameters $\mathbf{a} = \{a_i, b_i, c_i\}_{i=1,\ldots,m}$ define the $\mathbf{a}$-counting matrix $D_{123, \mathbf{a}}$ as the matrix

\[
D_{123, \mathbf{a}} = \left( \begin{array}{ccc} \tilde{D}_m^a & \cdots & \tilde{D}_1^a \end{array} \right)_{6 \times 3m}
\]

and denote by $M_{123, \mathbf{a}}$ any Gale dual matrix of $D_{123, \mathbf{a}}$. We are particularly interested in parameters satisfying the $c$-signature inequalities in Fig. 8, for $c = (s_1, s_2, s_3)$. The case where $a_i = b_i = c_i = i$ gives rise to the counting matrix $D_{123, m}$ in Appendix 1.

![Fig. 8](image)

**Fig. 8** Signature inequalities for $c = (s_1, s_2, s_3)$ in type $A_3$. The dashed shapes on the right show an example of the parameters involved in the fourth equation.
Theorem 4 Let $c = (s_1, s_2, s_3)$ be a Coxeter element of type $A_3$ and $Q = c^m$, with $m \geq 3$. For any choice of real parameters $a = \{a_i, b_i, c_i\}_{i=1,...,m}$ satisfying the $c$-signature inequalities in Fig. 8, the fan $\mathcal{F}_{Q,M_{123},a}$ is a complete fan realizing $\mathcal{S}(Q)$.

Proof If the parameters $a = \{a_i, b_i, c_i\}_{i=1,...,m}$ satisfy the $c$-signature inequalities in Fig. 8, then they also satisfy the polynomial inequalities in Table 3 for all reduced expressions of $w_\circ$ in $Q$. Therefore, the matrix $D_{123,a}$ is a Coxeter signature matrix for the pair $(Q, w_\circ)$. By Lemma 4, this implies that any two adjacent cones of the fan $\mathcal{F}_{Q,M_{123},a}$ lie on opposite sides of their intersection. Hence, $\mathcal{F}_{Q,M_{123},a}$ is an $\ell$-covering of the sphere. We need to show that $\ell = 1$ for any choice of $a$. The space of solutions to the signature inequalities is a path-connected set. In particular, any two points in this set can be connected by a continuous path contained in the set. For a particular choice of Gale dual matrices, this induces a continuous path of matrices $M_{123,a}$ for $a$ in the path. The value of $\ell$ for all associated fans remains constant. Thus, the value of $\ell$ is constant for all fans $\mathcal{F}_{Q,M_{123},a}$ with $a$ satisfying the $c$-signature inequalities. We have seen in Corollary 2 that $\ell = 1$ for the particular case where $a_i = b_i = c_i = i$. This completes the proof. \hfill $\blacksquare$

Remark 7 One can also consider parameters $a = \{a_i, b_i, c_i\}_{i=1,...,m}$ satisfying the polynomial inequalities in Table 3, for all reduced expressions of $w_\circ$ in $c^m$. It turns out that the set of solutions can be described in a very simple way: for $m \geq 4$, the parameters $a = \{a_i, b_i, c_i\}$ satisfy the polynomial inequalities in Table 3 if and only if they satisfy the linear signature inequalities in Fig. 8 or their converses (replacing all symbols $>$ by $<$). In the converse situation, the inequalities can be obtained by rotating Fig. 8 by 180°. This operation only affects the fan by relabeling of the rays. For this reason, we restrict our study to the simpler linear system of signature inequalities. Figure 9 shows an example in the extremal case $m = 3$ where the shown parameters satisfy the polynomial inequalities but not the signature inequalities or their converses.

Similarly, we can also define an $a$-counting matrix $D_{213,a}$ for the bipartite Coxeter element $c = (s_2, s_1, s_3)$ as the matrix

$$D_{213,a} = \begin{pmatrix} \hat{D}_m^a & \cdots & \hat{D}_1^a \end{pmatrix}$$

and denote by $M_{213,a}$ any Gale dual matrix of $D_{213,a}$. As before, we are interested in parameters satisfying the $c$-signature inequalities in Fig. 10 for $c = (s_2, s_1, s_3)$.

Springer
\[ \begin{align*}
& a_i - a_{i-1} > 0 \\
& b_i - b_{i-1} > 0 \\
& c_i - c_{i-1} > 0 \\
& a_i - b_i - c_i + 2a_j - b_j - c_j + 2 > 0 \\
& b_i + c_i - 2a_{i-1} + b_j + c_j - 2a_{j-1} - 2 > 0 \\
& 2a_i - b_i - c_i + 2a_j - b_j - c_j + 2 > 0 \\
& b_i + c_i - 2a_{i-1} + b_j + c_j - 2a_{j-1} - 2 > 0
\end{align*} \]

Fig. 10 Signature inequalities for \( c = (s_2, s_1, s_3) \) in type \( A_3 \). The dashed shapes on the right show an example of the parameters involved in the fourth equation.

### Table 6 \( f \)-Vectors of two multi-associahedra of type \( A_4 \)

| \( \Delta_{\ell,k} \) | Neighborliness | Dim. | \( f \)-Vector |
|----------------------|----------------|------|----------------|
| \( \Delta_{9,2} \)   | 2-neighborly   | 7    | \( (1, 18, 153, 732, 2115, 3762, 4026, 2376, 594) \) |
| \( \Delta_{11,3} \)  | 3-neighborly   | 11   | \( (1, 22, 231, 1540, 7150, 23958, 58751, 105534, 137280, 125840, 77077, 28314, 4719) \) |

We omit the proof of the following result since it is similar to the proof of Theorem 4.

**Theorem 5** Let \( c = (s_2, s_1, s_3) \) be a bipartite Coxeter element of type \( A_3 \) and \( Q = c^m \), with \( m \geq 3 \). For any choice of real parameters \( \mathbf{a} = \{a_i, b_i, c_i\}_{i=1}^m \) satisfying the \( c \)-signature inequalities in Fig. 10, the fan \( \mathcal{F}_{Q, M_{213,m}} \) is a complete fan realizing \( SC(Q) \). In particular, it is a complete fan realizing the multi-associahedron \( \Delta_{2k+4,k} \) for \( k = m-2 \).

### 9 Multi-associahedra of Type \( A_4 \)

The construction of the fans presented in this paper only works for subword complexes of type \( A_n \) for \( n \leq 3 \). However, doing a slight modification to the construction we were able to obtain fan realizations of the multi-associahedra \( \Delta_{9,2} \) and \( \Delta_{11,3} \) whose corresponding \( f \)-vectors are presented in Table 6.

These two complexes are isomorphic to the subword complexes of type \( A_4 \) corresponding to the words \( Q = c^2 w_0(c) \) and \( Q = c^3 w_0(c) \) respectively, for any Coxeter element \( c \). We worked with the bipartite Coxeter element \( c = (2, 4, 1, 3) \) and obtained the following results. In both cases, the cones of the fan are spanned by the row vectors corresponding to the faces of the associated subword complex. We refer to [7, Sect. 2.4] for an explicit bijection between positions in the word \( Q \) and \( k \)-relevant diagonals in the polygon.

**Example 7** (Multi-associahedron \( \Delta_{9,2} \)) The multi-associahedron \( \Delta_{9,2} \) can be realized as the complete simplicial fan whose rays are the row vectors of the matrix below and whose cones are spanned by the row vectors corresponding to faces of \( \Delta_{9,2} \). The pairs of numbers on the left of the matrix are the 2-relevant diagonals of the 9-gon associated to each of the rows of the matrix. Remarkably, this fan is not the normal fan of a polytope.
Example 8 (Multi-associahedron $\Delta_{11,3}$) The multi-associahedron $\Delta_{11,3}$ can be realized as the complete simplicial fan whose rays are the row vectors of the matrix below and whose cones are spanned by the row vectors corresponding to faces of $\Delta_{11,3}$. The pairs of numbers on the left of the matrix are the 3-relevant diagonals of the 11-gon associated to each of the rows of the matrix. Remarkably, this fan is not the normal fan of a polytope.

$$\begin{bmatrix}
1.6 & -1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
2.5 & 0 & -1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
1.7 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
2.6 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
2.7 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
3.6 & 0 & 0 & 0 & 0 & 0 & 0 & -1 & 0 & 0 & 0 \\
2.8 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
3.7 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
3.8 & 4\frac{7}{8} & 4\frac{4}{4} & 9 & 6 & 1 & 0 & 0 & 0 & 0 & 0 \\
3.9 & 10 & -1 & -12 & 3 & 4 & 0 & 0 & 0 & 0 & 0 \\
4.7 & 8 & -2 & -15 & 6 & 2 & 1 & -3 & 0 & 0 & 0 \\
4.8 & 8 & -5 & -12 & 6 & 2 & -1 & -1 & 0 & 0 & 0 \\
4.9 & 9 & -3 & 3 & 3 & 3 & 0 & 1 & 1 & 0 & 0 \\
5.8 & 3 & 3 & 3 & 0 & 0 & -1 & 3 & 0 & 0 & 0 \\
5.9 & -12 & -8 & 5 & 13 & -6 & -2 & 0 & 3 & 0 & 0 \\
5.9 & 9 & -12 & -8 & 5 & 13 & -6 & -2 & 0 & 3 & 0 \\
5.9 & 9 & -12 & -8 & 5 & 13 & -6 & -2 & 0 & 3 & 0 \\
5.9 & 9 & -12 & -8 & 5 & 13 & -6 & -2 & 0 & 3 & 0 \\
5.9 & 9 & -12 & -8 & 5 & 13 & -6 & -2 & 0 & 3 & 0 \\
5.9 & 9 & -12 & -8 & 5 & 13 & -6 & -2 & 0 & 3 & 0 \\
5.9 & 9 & -12 & -8 & 5 & 13 & -6 & -2 & 0 & 3 & 0 \\
5.9 & 9 & -12 & -8 & 5 & 13 & -6 & -2 & 0 & 3 & 0 \\
6.9 & -14 & 4 & 3 & 3 & 3 & 0 & 1 & 0 & 0 & 0 \\
\end{bmatrix}$$

In the remaining of this section, we explain how we obtained these results. As in the construction in type $A_3$, the key point is to find a matrix having the Signature property and whose Gale dual matrix has the Injectivity property for the required subword.
complex. Such a Gale dual matrix will give rise to a complete simplicial fan realizing the subword complex. The signature matrices for the subword complexes associated to $\Delta_{9,2}$ and $\Delta_{11,3}$ were found by applying a slight modification to the counting matrices in Definition 3. It remained to check the Injectivity property of a Gale dual matrix. The multi-associahedron $\Delta_{9,2}$ is 8-dimensional with 594 maximal cones, and $\Delta_{11,3}$ is 12-dimensional with 4719 maximal cones. It is worth mentioning that the completeness verification in these cases has a practical complexity quickly reaching a bottleneck. To avoid these complications, we verified the Injectivity condition using the computer algebra system Sage [28] and finally used Theorem 3 to conclude. In practice, the Injectivity condition needed in Theorem 3 usually holds for signature matrices.

Let $c = (s_2, s_4, s_1, s_3)$ be a bipartite Coxeter element of type $A_4$ and $Q = c^k w_0(c)$. For this particular Coxeter element $w_0(c) = (2, 4, 1, 3, 2, 4, 1, 3, 2, 4)$. The subword complex $SC(Q)$ is isomorphic to the multi-associahedron $\Delta_{2k+5,k}$. Consider the counting matrix from Definition 3 which counts reduced expressions of $c_\alpha$’s in this particular word. We tested if this matrix is a signature matrix for different values of $k$ and gathered the results in Table 7.

In the cases $k = 2$ and $k = 3$, almost all determinants had the right signs with the exception of a few that were equal to zero. We modified some of the columns involved in the zero determinants in such a way that they become non-zero determinants with the right signs. Making this modification small enough makes sure that all other determinants still have good signs. Note that we are not able to obtain complete simplicial fan realizations for the case $k = 4$ because such a small modification would not correct the bad signs that appear. The signature matrices we obtained are given below. Their Gale dual matrices are the transposes of the matrices above.

**Signature matrix for $\Delta_{9,2}$:**

$$
\begin{pmatrix}
21 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 1 & 0 \\
10 & 1 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 1 & 0 \\
10 & 0 & 1 & 0 & 3 & 0 & 2 & 0 & 2 & 0 & 3 & 0 & 1 & 0 & 4 & 0 & 0 \\
10 & 10 & 0 & 1 & 9 & 9 & 0 & 4 & 7 & 7 & 0 & 9 & 4 & 4 & 0 & 16 & 0 & 0 \\
10 & 30 & 10 & 4 & 27 & 26 & 19 & 14 & 14 & 19 & 26 & 27 & 4 & 10 & 30 & 40 & 0 & 0 \\
10 & 0 & 0 & 1 & 3 & 0 & 2 & 2 & 0 & 3 & 1 & 0 & 0 & 4 & 0 & 0 & 0 \\
10 & 4 & 0 & 1 & 0 & 3 & 0 & 2 & 0 & 2 & 0 & 3 & 0 & 1 & 0 & 4 & 0 & 0 \\
10 & 0 & 4 & 4 & 9 & 0 & 7 & 7 & 4 & 0 & 9 & 9 & 1 & 0 & 10 & 10 & 0 & 0 \\
10 & 0 & 0 & 1 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 1 & 0 & 0 \\
10 & 0 & 1 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 1 & 0 & 0 & 0
\end{pmatrix}
$$
Signature matrix for $\Delta_{11,3}$:

$$
\begin{pmatrix}
  51 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 201 & 0 & 0 & 0 & 1 & 0 & 0 & 1 & 0 & \frac{3}{50} & 1 & 0 \\
  1 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 401 & 0 & 0 & 1 & 0 & 0 & 1 & 0 & 0 & 1 & 0 & 1 \\
  \frac{127}{25} & 0 & 1 & 0 & 4 & 0 & 2 & 0 & 3 & 0 & 3 & 0 & 4 & 0 & \frac{1}{200} & 0 & 4 & 0 & 1 & 0 & 5 & 1 & \frac{1}{50} & 0 & 0 \\
  \frac{376}{25} & 15 & 0 & 1 & 14 & 14 & 0 & 4 & 12 & 12 & 0 & 9 & 0 & 1801 & 0 & 9 & 0 & 16 & 5 & 5 & 0 & 1251 & \frac{3}{50} & 0 & 0 \\
  \frac{3751}{50} & 55 & 15 & 5 & 56 & 50 & 29 & 18 & 36 & 41 & 41 & 36 & 3601 & 200 & 29 & 50 & 56 & 5 & 15 & 55 & \frac{3751}{50} & 0 & 0 \\
  \frac{251}{50} & 0 & 0 & 1 & 4 & 0 & 0 & 2 & 3 & 0 & 0 & 3 & 401 & \frac{1}{200} & 0 & 0 & 4 & 1 & 0 & 0 & \frac{251}{50} & 0 & 0 & 0 \\
  \frac{1}{50} & 5 & 0 & 1 & 0 & 4 & 0 & 2 & 0 & 3 & 0 & 3 & 1 & \frac{1}{200} & 2 & 0 & 4 & 0 & 1 & 0 & \frac{251}{50} & 0 & 0 & 0 \\
  \frac{1251}{10} & 0 & 5 & 5 & 16 & 0 & 9 & 9 & 9 & 0 & 12 & 12 & 801 & \frac{1}{200} & 0 & 14 & 14 & 1 & 0 & 15 & \frac{251}{50} & 0 & 0 & 0 \\
  \frac{2}{25} & 0 & 0 & 1 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 1 & \frac{1}{100} & 0 & 0 & 1 & 0 & 0 & 0 & 0 & \frac{5}{10} & 0 & 0 & 0 \\
  \frac{2}{25} & 0 & 1 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 1 & 0 & \frac{1}{200} & 0 & 1 & 0 & 0 & 0 & 1 & \frac{251}{50} & 0 & 0 & 0
\end{pmatrix}
$$
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Appendix: Counting Matrices and Their Gale Dual Matrices: General Formulas

In this appendix, we present general formulas for the counting matrices $D_{c,m}$ of type $A_n$ with $n \leq 3$. We also present formulas for their Gale dual matrices, which are used to exhibit explicit coordinates for the complete simplicial fans realizing the subword complexes and multi-associahedra of type $A_3$ in Corollaries 1 and 2.

Counting Matrices

The matrices $D_{c,m}$ of type $A_n$ with $n \leq 3$ are given below:

Type $A_1$, $c = (s_1)$:

$$
D_{c,m} = \begin{pmatrix}
1 & 1 & \ldots & 1 & 1
\end{pmatrix}_{1 \times m}.
$$

Type $A_2$, $c = (s_1, s_2)$, with rows $\{\alpha_1, \alpha_1 + \alpha_2, \alpha_2\}$ in this order:

$$
D_{c,m} = \begin{pmatrix}
1 & 0 & 1 & 0 & \ldots & 1 & 0 \\
m & 1 & m - 1 & 2 & \ldots & 1 & m \\
0 & 1 & 0 & \ldots & 0 & 1
\end{pmatrix}_{3 \times 2m}.
$$
Type $A_3$, $c = (s_2, s_1, s_3)$, with rows $\{\alpha_2, \alpha_1 + \alpha_2, \alpha_2 + \alpha_3, \alpha_1 + \alpha_2 + \alpha_3, \alpha_3, \alpha_1\}$ in this order:

$$D_{c,m} = \begin{pmatrix} \tilde{D}_m & \cdots & \tilde{D}_1 \end{pmatrix}_{6 \times 3m}$$

$$\tilde{D}_i = \begin{pmatrix} 1 & 0 & 0 \\ i & m - i + 1 & 0 \\ i & 0 & m - i + 1 \\ i^2 & m^2 - \binom{i}{2} & \binom{m}{2} - \binom{i}{2} \\ 0 & 0 & 1 \\ 0 & 1 & 0 \end{pmatrix}.$$ 

Type $A_3$, $c = (s_1, s_2, s_3)$, with rows $\{\alpha_1, \alpha_1 + \alpha_2, \alpha_1 + \alpha_2 + \alpha_3, \alpha_2, \alpha_2 + \alpha_3, \alpha_3\}$ in this order:

$$D_{c,m} = \begin{pmatrix} \tilde{D}_m & \cdots & \tilde{D}_1 \end{pmatrix}_{6 \times 3m}$$

$$\tilde{D}_i = \begin{pmatrix} 1 & 0 & 0 \\ i & m - i + 1 & 0 \\ \binom{i+1}{2} & \binom{m+1}{2} & \binom{m+1}{2} - \binom{i}{2} \\ 0 & 1 & 0 \\ 0 & i & m - i + 1 \end{pmatrix}.$$ 

Gale Dual Matrices

Below are explicit choices for Gale duals matrices $M_{c,m}$ of $D_{c,m}$.

Type $A_1$, $c = (s_1)$:

$$M_{1,m} = \begin{pmatrix} -I_{m-1} & 1 \\ \vdots \\ 1 \end{pmatrix}_{(m-1) \times m}.$$ 

Type $A_2$, $c = (s_1, s_2)$:

$$M_{12,m} = \begin{pmatrix} E_1 \\ \vdots \\ E_{m-2} \\ -1 & 1 & 1 \end{pmatrix}_{(2m-3) \times (2m)}$$

$$E_i := \begin{pmatrix} -m + i & 1 & m - i \\ m - i & 0 & -m + i + 1 \end{pmatrix}.$$ 

Type $A_3$, $c = (s_2, s_1, s_3)$: Matrix $M_{213,m}$ in Corollary 1.

Type $A_3$, $c = (s_1, s_2, s_3)$: Matrix $M_{123,m}$ in Corollary 2.
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