Intelligent Multiclass Skin Cancer Detection Using Convolution Neural Networks
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Abstract: The worldwide mortality rate due to cancer is second only to cardiovascular diseases. The discovery of image processing, latest artificial intelligence techniques, and upcoming algorithms can be used to effectively diagnose and prognose cancer faster and reduce the mortality rate. Efficiently applying these latest techniques has increased the survival chances during recent years. The research community is making significant continuous progress in developing automated tools to assist dermatologists in decision making. The datasets used for the experimentation and analysis are ISBI 2016, ISBI 2017, and HAM 10000. In this work pertained models are used to extract the efficient feature. The pertained models applied are ResNet, InceptionV3, and classical feature extraction techniques. Before that, efficient preprocessing is conducted on dermoscopic images by applying various data augmentation techniques. Further, for classification, convolution neural networks were implemented. To classify dermoscopic images on HAM 1000 Dataset, the maximum attained accuracy is 89.30% for the proposed technique. The other parameters for measuring the performance attained 87.34% (Sen), 86.33% (Pre), 88.44% (F1-S), and 11.30% false-negative rate (FNR). The class with the highest TP rate is 97.6% for Melanoma; whereas, the lowest TP rate was for the Dermatofibroma class. For dataset ISBI2016, the accuracy achieved is 97.0% with the proposed classifier, whereas the other parameters for validation are 96.12% (Sen), 97.01% (Pre), 96.3% (F1-S), and further 3.7% (FNR). For the experiment with the ISBI2017 dataset, Sen, Pre, F1-S, and FNR were 93.9%, 94.9%, 93.9%, and 5.2%, respectively.
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1 Introduction

Cancer is a disease that occurs due to the unrestricted growth of the irregular cells in the body. These irregular cells have the potential to replicate, dive, and spread in other body parts, such as the lymph and blood. These cells destroy the regular tissues of the body [1]. The worldwide mortality rate due to cancer is second to cardiovascular disease. The International
Agency for Research on Cancer reported the death of approximately 9 million patients because of cancer and 18 million new cases worldwide in 2018 [2]. Cancer growth is due to environmental issues, such as pollution in the air, history of cancer in the family, and lousy lifestyle, including alcohol consumption and addiction to smoking. These are causing harm to the deoxyribonucleic acid (DNA), ultimately leading to cancer. The mortality rate due to cancer could be effectively controlled, but more research is required. The discovery of image processing, latest artificial intelligence techniques, and upcoming algorithms can be used to diagnose and prognose the disease considerably fast and effectively. Applying these latest developments and techniques for this disease has increased survival chances during recent years.

There are various types of cancers, few of them are as follows: (1) Carcinoma is a type of cancer that occurs in the skin and other parts of the body, such as the pancreas, lungs, and breasts. (2) Sarcoma is a type of cancer usually appears in the bone and muscles and even at the connective tissues of the body. (3) Leukemia occurs in the blood which forms tissues like bone marrow and leads to irregular blood cells. (4) Lymphoma occurs in the cells of the immune system. (5) The central nervous system cancer appears in the spinal cord and brain. (6) Melanoma is a kind of skin cancer, which starts in the cell and then forms a pigment in the skin and finally spreads to other organs, as shown in Fig. 1. According to [3], skin cancer is one of the deadly types of cancer that has spread worldwide. Similarly, according to [4] the disease is growing with the report of approximately 10,000 new cases per month globally. The cause of this disease is the exposure of skin to ultraviolet (UV) rays, which are coming from the sun, and these rays cause harm to the DNA of the skin cells. Apart from this, genetic defects are also considered as the vital source of this kind of cancer [5].

Figure 1: Types of skin cancer

The following are the classes of skin cancer: Melanoma (MEL), Melanocytic nevus (NV), Basal cell carcinoma (BCC), Actinic Keratosis (AK), Benign keratosis lesion, Dermatofibroma (DF), Vascular lesion (VASC), and Squamous cell carcinoma (SCC). Some of them are shown in Fig. 1. The parts of the body that are directly exposed to the sun, such as the head, neck and arms, have more chances of getting the BCC and SCC types of cancers. However, most of these cancers are very common and easy to remedy. Further, MEL is a relatively fast-growing cancer, which spreads rapidly compared to other cancer types. MEL is rare and represents only 5% of all the cancer types, but it is held responsible for more than 70% of the mortality affected
due to skin cancer [6]. Based on this ratio, it is very crucial to handle this type of cancer and classify it at the right time, usually at the early stages, to control the probability of mortality and decrease the mortality rate [7]. The classical method for recognizing MEL requires expert dermatologists to counter the problem of similarity between inter-class and intraclass for the detection of skin lesions. Owing to this issue, the automatic classification of MEL is required to classify the skin lesions with accuracy. This automated system is expected to have enhanced accuracy and enough efficiency to detect the skin lesion. If the detection is done at the early stage, skin cancer could be cured [8]. In the current scenario of skin cancer detection, the clinical experts are performing visual examinations. In the traditional methodology, the analysis is done based on biopsy; testing is done by histopathological study and further dermoscopic assessment [9]. The classification of the skin lesion plays an important role in the early detection and diagnosis of skin cancer. However, to do so, precise expertise is required, which unfortunately is not available with the traditional method of clinical activities. There is a study called dermoscopy, which helps in detecting the skin lesion through skin surface microscopy. This is done to evaluate the pigmented skin lesion. This process is done with the images of the skin. This technique has assisted dermatologists to enhance the accuracy of diagnosis compared to the unaided visual inspection [10,11]. The classification of the skin lesion is based on the following main features: the color features, dermal features, contour features, geometric features, and texture features of the lesions. The full flow of the proposed system is shown in Fig. 2. The classification done by visual examination is very risky as the chances of wrong recognition are relatively high because of the high similarity among different lesion classes [12]. Owing to this difficulty, the classification of the skin lesion is done by deep convolution neural network methodology as an alternative solution for the visual examination. Although the deep-learning technique is far better than the traditional methods, it faces few challenges. Some of those challenges are highly imbalanced classes, a high degree of similarity between the interclass and intraclass, and the inclusion of many artifacts, such as hair, gel bubbles, and ink markers in the dermoscopic images, which make the recognition difficult and challenging.

Figure 2: Proposed computer-aided design system
The paper is structured as follows: in Section 2, the related work is discussed. Section 3 gives the details about the three datasets used in this study and also preprocessing and data augmentation steps. Section 4 describes the proposed methodology. Section 5 consists of the Results and Analysis. Section 6 is the conclusion from the study.

2 Related Work

Among many other cancers, skin cancer is a common human malignancy that is typically diagnosed by a visual examination done by experts. The diagnosis starts with a simple clinical screening followed by dermoscopic assessments, such as biopsy and histopathological testing. This traditional diagnosis system has recently been changed to the latest conventional artificial intelligent techniques, which begin with handcrafted feature extraction, then separation training and testing phase followed by actual classification. The classical approach for feature extraction is based on low-level handcrafted features. These features are used to solve classification problems, and can also be utilized for MEL and non-MEL skin lesion classification. However, classical handcrafted features suffer from poor generalization capability, especially for dermoscopic images and because its biological mechanism is not clearly understood. Based on these issues, it is understood that low-level handcrafted features don't suit a complex disease like skin lesion. Another issue with the handcrafted features is the similarity in visual among inter and intraclass differences. There is no big visible difference, which results in poor performance in classification.

In the last decade, there has been a lot of work to classify non-melanocytic and melanocytic skin lesions. In this work [13], the authors have applied a binary mask for computing the principal component analysis. This technique is applied to classify the predictable images for a skin lesion. The accuracy attained by this technique is approximately 82%. To further enhance the accuracy of this system, the authors extracted the features based on cooccurrence and applied these extracted features to classify skin lesions. Applying this technique, they achieved further accuracy of approximately 90%. In another work [14], the authors applied the local binary pattern (LBP) technique to extract the features and then implemented multilayer perceptron, Naïve Bayes, and SVM to classify the skin lesion. Further, with these techniques, they achieved an accuracy of 91.47%. Another feature extraction technique was implemented by [15], which applied morphological high-level intuitive features. This technique could describe the irregularities around the border of the lesion. The authors incorporated this technique to extract low-level features, which would yield a more semantic understanding of the feature, and further, these features would provide the base and foundation for the classification task. These feature extraction techniques produced a classification accuracy of approximately 87.38%. In another work [16], a convolution neural network, along with SVM, was applied for classification. In the preprocessing step of this technique, the texture was extracted for various blocks in the image and analyzed by applying inverse probability along with the LBP technique. The methodology did not get good classification accuracy, which showed up to 71.4%. A computer-aided design (CAD) was implemented by [17] with the help of the (ABCD) rule and feature extraction technique, such as Haralick texture. This system achieved a classification accuracy of approximately 75.1%. Another CAD system was proposed by [18]; it was capable of extracting only the regions with the lesions by applying a texture and color descriptor technique. This technique was applied to non-dermoscopic images. The classification accuracy achieved by this system was 81%. Another work done by [19] applied the ABCD rule for the classification of skin lesions. The authors tried to reduce the noise in the input image. To reduce this noise, they applied a guided filtering technique and further extracted the features of the skin lesion image. This technique achieved a classification accuracy of 79%. In the current scenario for the classification of images, deep learning is considered the most significant, and it has a good
impact in many fields of research, especially in image processing. This technique is a promising tool for extracting the features from the input image by passing it through various models. Deep learning has many layers with neurons, and the layers are filled to extract the fine details from the input image. When the image is passed through the deep-learning technique, it is passed through many layers and finally extracts the relevant features where each layer passes the features to the next layer. This type of extracting features is called Convolutional Neural Network [20]. In another work related to deep learning, the authors in this work [21] used deep networks to detect early-stage skin cancer classification. In this work [22], the authors implemented a deep-learning technique on clinical images to classify skin cancer. They focused on the region-of-interest concept in the preprocessing stage of the experimentation, and this technique enhanced the classification accuracy rate to 81%. In another work related to the CAD systems, the authors [23] introduced a new CAD system by combining supervised and deep-learning algorithms to classify skin images. In the preprocessing stage, they applied the contrast limited adaptive histogram equalization technique to improve the quality of the image, which was used as input for the classification. Afterward, the median filtering technique was applied with the normalized Otsu’s segmentation method. These techniques were applied to separate the actually affected lesion from the normal skin. The authors introduced two CAB methods, in which the first system yielded an accuracy of 90.12% using the artificial neural networks, and the second CAD system applied a deep-learning neural network for the classification with an enhanced accuracy of approximately 92.89%. Another CAD system was proposed by [24]: the authors analyzed plain photography. The feature extraction was done using a probabilistic neural network, and further these features were used to decide whether the lesion is melanocytic or non-melanocytic. This work yielded a classification accuracy of approximately 76.2%. Advancing toward DNN, the authors in this work [9] used pertained convolution neural network (CNN) model called Inception v3 to classify the skin lesion. In this work, they increased the input image count using dataset augmentation techniques by rotating the input image to certain angles from $0^\circ$ to $359^\circ$ followed by vertical flipping. These augmented images were then applied to the classification, which yielded an accuracy of 71.2%. In another work related to utilizing pre-trained models [25], the authors applied ResNet50. They trained the dataset using the weights of the pre-trained model and achieved the classification accuracy of approximately 69.2% as mean specificity and approximately 76% of sensitivity. In this work [26], a transfer learning technique was applied with a pre-trained model called ResNet152 to classify skin lesions. They did not change the parameters to train the dataset for weight; the original weights were applied during the training process. In this work, three lesions were studied: Seborrheic keratosis, melanoma, and nevus, and the accuracy achieved were 88.2% and 87.63%. The authors in this work [27] extracted ROI and applied them as input images after going through the preprocessing steps for classification. The classification accuracy for the ROI images was 87.2%. In another similar work [28] using ROI, a classification accuracy of 85.5% was achieved with deep residual networks to classify gray-scale images. In this work [29], the authors showed that melanoma is a highly invasive and malignant tumor that can reach the bloodstream easily and cause metastasis in patients [30].

3 Dataset

This research focuses on the dermoscopy images of skin cancer owing to its high impact worldwide [31,32]. In the process of experimentation, we worked on three datasets with varying sizes. The first dataset used was ISBI2016; this dataset consists of 1279 total dermoscopic
images [33]. This dataset was then divided into training and testing sets. In the training set, we took 900 images to train the model, and to test the proposed model, we took 379 images after training the model and tested the model with the respective images. The details are as shown in Tab. 1. The second dataset, on which we trained and tested the model, was ISBI2017. This dataset comprised 2750 dermoscopic images [34]. This dataset was divided into three sets: training, validating, and testing. To train, we selected 2000 images; to validate, 150 images; and to test, 600 images. The details are shown in Tab. 2. Finally, we used HAM10000 dataset [35], which consisted of a total of 10,015 dermoscopic images. This dataset consisted of images with seven different categories. It is a collection of seven different skin lesions, namely: Melanocytic nevi (6705 images), Melanoma (1113 images), Benign keratosis (1099 images), BCC (514 images), AK (327 images), Vascular Lesions (142 images), and Dermatofibroma (115 images). The details are shown in Tab. 3. The sample figures of the HAM 10000 dataset for all the seven classes are shown in Fig. 3. However, these classes were not balanced; therefore, we performed data augmentation as a preprocess for the images before extracting the features and classification. The data augmentation process was done before the training process to balance the input dataset for training and testing. We used 70% of the images for the training, 15% for the validation, and the remaining 15% for the testing. The selection of the images for each stage was done in a random format.

Table 1: ISBI2016 Dataset image details

| Dataset  | Training | Testing | Total |
|----------|----------|---------|-------|
| ISBI2016 | 900      | 379     | 1279  |

Table 2: ISBI2017 Dataset image details

| Dataset  | Training | Testing | Validation | Total |
|----------|----------|---------|------------|-------|
| ISBI2017 | 2000     | 600     | 150        | 2750  |

Table 3: HAM10000 Dataset image details

| Dataset       | Classes             | Training | Testing | Total |
|---------------|---------------------|----------|---------|-------|
| HAM10000      | Melanocytic nevi    | 4690     | 2015    | 6705  |
|               | Melanoma            | 770      | 343     | 1113  |
|               | Benign keratosis    | 700      | 399     | 1099  |
|               | Basal cell carcinoma| 357      | 157     | 514   |
|               | Actinic keratosis   | 227      | 100     | 327   |
|               | Vascular Lesions    | 100      | 42      | 142   |
|               | Dermatofibroma      | 81       | 34      | 115   |
|               | **Total**           |          |         | **10015**   |
3.1 Preprocessing

Preprocessing is the stage that is usually done before the data is sent for training and testing. In the preprocessing stage, the input data was reshaped to enhance the classification accuracy and smooth process of training the model. There are various methods for preprocessing the input
data. In this study, for dermoscopic images, we cropped the input images and transformed them into square images, such that the lesion in each image comes to the center of the corresponding image. We also worked on the aspect ratio of the images, such that they were preserved. The input images were rescaled with a resolution of 64 × 64 pixels. This rescaling was done using nearest interpolation, which preserved the information of the images and decreased the computational cost for processing. The image processing library used for preprocessing the dermoscopic images was OpenCV. During the preprocessing stage, removing extra artifacts, such as hairs, gel bubbles, ink marks, from the dermoscopic images was not required. This is because the proposed intelligent deep-learning technique is capable of handling these kinds of artifacts more intelligently and they will not affect the results. Dataset HAM10000 was partitioned into three. Initially, 70% of the images were partitioned into a training set, and the second partition was allotted for development with 10% of the total images; these developments set images were fine-tuned with the hyper-parameters for the proposed model, and the remaining 20% of the images were allotted for the test set.

3.2 Data Augmentation

Data augmentation techniques were applied to solve the problems of skewed classes, overfitting issues, scarcity in the number of training images, and underrepresented classes. The preprocessing steps are shown in Fig. 4. These steps were taken to balance the sample sizes for each class during the training process. Hence, the training set was considerably extended to balance the classes. For data augmentation on the training images, the images were rotated with a certain angle, flipped, and translated, as shown in Fig. 4. The images were rotated by $-30^\circ$ to $30^\circ$. For the translation, the images were shifted 12.5% to their left, right, up, and down. Afterward, they were flipped horizontally and vertically. All these operations were applied to the training set only. The testing set images were used without manipulation.

4 Proposed Methodology

The CNN was applied in this work since in recent times, this technique is frequently used especially to solve computer vision-related problems. Typically, CNN is a combination of many layers, with each layer doing a particular subtask toward the main classification task. CNN has
subsampling layers called max-pooling or average pooling layer; further, it has a fully connected layer, which is sometimes optional.

The outcome of CNN could be shown using Eq. (1):

$$A^l_j = f \left( \sum_{i=1}^{M^{l-1}} A^l_{i-1} * w^l_{ij} + b^l_j \right)$$

(1)

where feature maps are donated by $M^{l-1}$ for the layer $l-1$, Kernel weight is denoted by $w^l_{ij}$, the parameter for bias is denoted by $b^l_j$. Every CNN model has an optimizer that helps in reducing the loss; there are many optimizers available, depending on the requirements for using these optimizers. In this work, we applied stochastic gradient descent and momentum optimizer (SGDM) [36], followed by Adaptive moment estimation (Adam) [37] optimizer. These optimizers were used to control the loss function in the classification and to perform specific fine-tuning to train the model with optimized accuracy. During each iteration, these optimizers helped in updating the weights and biases inside the network to reduce the loss function.

The term momentum was used to avert the oscillations, which were at the steepest descent path. The used SGDM can be expressed as Eq. (2).

$$\theta_{i+1} = \theta_i - \alpha \nabla E_R (\theta_i) + \gamma (\theta - \theta_{i-1})$$

(2)

From the above equation, $\theta$ stands for the network parameter vector, and $i$ is the iteration number, and $\alpha$ is the learning rate. $\alpha$ was set as 0.0001 and 0.001 because of the different employed networks. As discussed above, loss functions were applied in our work with ER indicating this loss function, followed by “$\gamma$” as the momentum, which was set as 0.9. In this study, we implemented a cross-entropy loss function to optimize the performance as shown in Eq. (3).

$$E_R (\theta) = - \ln \left( \frac{e^{\theta_p}}{\sum_{j} e^{\theta_j}} \right)$$

(3)

where $\theta_p$ is the CNN score for the positive class, $j$ represents the iterator number, and $C$ is the number of classes. The minimization of the loss function using Adam is given by Eq. (4).

$$\theta_{i+1} = \theta_i - \alpha \frac{\nabla E (\theta_i)}{\sqrt{V_{i+1} + \epsilon}}$$

(4)

where $\beta 2$ is the decay rate, and its value was set to 0.999; another important parameter is “$\epsilon$”, which was maintained at a small value to prevent the zero in the denominator; its value was set to 0.001. To improve the performance of the classification, we worked on the architecture of Xception, InceptionV3, InceptionResNetV2, ResNeXt101, and NASNetLarge. The following are the major customizations carried out to the deep-learning architecture: (a) the dense layer changed with “relu” activation, (b) Softmax and Dropout layers were installed at the bottom of the architecture, and (c) the parameter values are changed. All the above customizations were done to the architecture to enhance the performance of the skin cancer classification. Additional modifications were also done using various fine-tuning CNNs along with ensemble models by implementing stochastic gradient descent (SGD) and Adam optimizers to influence the classification results. All the preprocessing steps are displayed in Fig. 5. The hardware used to implement this methodology was GPU with 6 GB ram and core i7 on windows 10 operating system.
4.1 InceptionV3

InceptionV3 is a network that is very well documented; it is based on inception modules. It consists of a list of convolutions that are arranged parallel to varying kernel sizes to extract the features. The main aim of the InceptionV3 network is to exploit the additional computation and efficiently handling it with suitable factorized convolutions. The InceptionV3 [38] network is considerably capable of handling huge datasets during the training process, which makes it more suitable and popular among researchers as an efficient feature extraction technique. In this work, the dense layer was included along with “relu” activation, and for fine-tuning, dropout and softmax layers, along with seven outputs were installed at the bottom of the architecture of the model on the dataset. Finally, the architecture had 8912 sample images with 30 epochs, a learning rate of 0.0001, and SGD optimizer with a momentum of 0.9.

4.2 ResNeXt101

ResNet is a solution for the accuracy saturation accuracy degradation issues, which comes when the size and depth of the network increases; it proposed an idea that is based on residual connection. There are various models of ResNet, such as ResNet-50, ResNet-101, and ResNet-152. The basic idea for implementing ResNet is the residual learning framework, which provides an easy method to train the relatively deep networks. This capability of ResNet makes it easier to train the model with relatively deep networks, especially during the training phase of the classification cycle. The following are the customization being done to extract the efficient features. The dense layer was included along with “relu” activation, dropout, and softmax layers, along with seven other output modifications to modify ResNet 101 to enhance the accuracy of the classification. The modified ResNeXt101 was then fine-tuned on 8912 images (for 30 epochs) with a learning rate of 0.0001 and SGD optimizer with momentum as 0.9.

4.3 Feature Extraction

In this work, a unique feature extraction methodology was used to extract the feature. These features were extracted using three different pre-trained models, which were discussed in the above section. These pre-trained models were very effective as they reduced the time for developing the deep-learning neural network, especially during the training phase of the process. The prediction accuracy depends on the extracted features; if the feature is very significant, then the results
are also considerably effective and significant. To achieve better accuracy, different features were extracted at different layers. Since each layer affords features, more features can be extracted layer by layer; this would play a significant role in obtaining enhanced classification accuracy. Likewise, other proposed models can also extract more features that would certainly help in identifying skin cancer. A new concept was introduced: transfer learning, which used integrated feature extractors to effectively extract features. The integrated feature extraction concept was applied, in which the model was trained for a particular problem to be solved by applying various fine-tuning options. Based on our problem, it was discovered that using pre-trained networks would be beneficial as the convolution layer, which was relatively close to the input layer, would learn low-level features, such as lines and borders. This capability increased the efficiency of the training to solve other problems. All these pre-trained models and their outputs were integrated with a few of the layers at the end of the architecture. The training process started with the weights of the pre-trained model, and afterward, it was fine-tuned based on the problem to be solved in this work. The weights of the pre-trained model were stationary during the training process since the weights of the pre-trained model were not modified because of the development of a new model for training. All the layers of the CNN plotted their input data to capture the higher-level abstraction. As the features traveled through different layers of the network, more effective features were extracted, which are more informative and effective for classification accuracy. Finally, all the features extracted through a single layer were then deposited in the image for classification. The illustration of the classification process at different layers of the network is shown in Fig. 6, which was performed using the modified Xception model. In [39,40], feature extraction was done by simply training the images using the pre-trained networks followed by the output of the fully connected layers [41]. Some of the other features used by healthcare systems were reported in previous studies [42,43]. However, we hypothesize that the fine-tuning of the pre-trained networks on the relevant dataset can contribute to developing relatively high-quality features, which can boost the performance of the pre-trained models [44].

Figure 6: Convolution Neural Network Architecture for the classification of skin cancer

4.4 Performance Matrix

The performance matrix can be evaluated by estimating the predicted image among four subsets: True Positive (TP), False Positive (FP), True Negative (TN), and False Negative (FN). TP represents the number of positive cases classified correctly. TN represents the number of negative cases classified correctly. FP, the number of positive cases classified as inaccurate. FN, the number of negative cases classified incorrectly. Accuracy is one of the best measures used to interpret the
performance of models. The accuracy is expressed by using TP, TN, FP, FN as represented by Eq. (5). The other significant performance metric for multi-class classification are precision recall, and F1-score are expressed using Eqs. (6)–(8) respectively.

\[
\text{Accuracy} = \frac{(TP + TN)}{(TP + TN + FP + FN)} \tag{5}
\]

\[
\text{Precision} = \frac{TP}{(TP + FP)} \tag{6}
\]

\[
\text{Recall} = \frac{TP}{(TP + FN)} \tag{7}
\]

\[
\text{F1-score} = 2 \left(\frac{\text{Precision} \times \text{Recall}}{\text{Precision} + \text{Recall}}\right) \tag{8}
\]

5 Results and Analysis

The proposed and implemented CAD system for the detection of skin cancer was evaluated with three benchmark datasets, which are described in the datasets section of the paper. The three datasets used to evaluate the proposed CAD system are ISBI2016, ISBI2017, and HAM10000. The classification was done using the proposed methodology, which was discussed in Section 4. The performance of the proposed method to classify the dermoscopic images was evaluated using the following parameters: sensitivity (Sen), precision (Pre), accuracy (Acc), F1-Score (F1-S), and computational time. The proposed method to classify the dermoscopic images was validated on ISBI2016 and ISBI2017 datasets, and the parameters used to evaluate are Pre, Sen, and Mean over coefficient. Apart from these mentioned parameters we also checked the system with overall accuracy, error rate, and time of execution for both the datasets mentioned above. The results obtained with the proposed technique were compared with the standard classifiers, such as KNN, Softmax, Naïve Bayes, and Multi-SVM.

In this section, we will discuss the results obtained with the help of tabular graphs and visual figures. As discussed before in the dataset and preprocessing sections, we divided the whole dataset into training, validating, and testing with the ratio of 70:15:15, respectively. Apart from the above-discussed parameters, we also applied validation techniques such as the 10-fold cross-validation technique. The classification results obtained using the feature extraction technique applied for the proposed methodology for the HAM1000 dataset are discussed in Tab. 4.

| Approaches   | Parameter to assess the performance |
|--------------|------------------------------------|
|              | Sen (%) | Pre (%) | F1-S (%) | Acc (%) | FNR (%) |
| SoftMax      | 85.74   | 86.33   | 88.44    | 85.74   | 11.230  |
| Naïve Bayes  | 85.23   | 85.62   | 84.34    | 84.56   | 14.50   |
| M-SVM        | 83.71   | 85.24   | 85.85    | 82.66   | 17.92   |
| W-KNN        | 80.72   | 83.23   | 80.31    | 79.90   | 16.10   |
| Proposed classifier | **87.34** | **86.33** | **88.44** | **89.30** | **11.30** |

Table 4: Classification outcome for HAM10000 Dataset
The maximum attained accuracy was 89.30\% for the proposed technique for the classification of dermoscopic images. Additionally, the other parameters for measuring the performance, which were discussed above, attained 87.34\% (Sen), 86.33\% (Pre), 88.44\% (F1-S), and 11.30\% false-negative rate (FNR). The accuracy obtained by other classifiers were 85.74\%, 79.90\%, 84.56\%, and 85.33\% for Softmax, KNN, Naïve Bayes, and Multi-SVM, respectively. Furthermore, 18.90\% and 11.30\% were recorded as the highest and lowest error rates, respectively, in KNN for the proposed method. Further, to validate the results, a confusion matrix is displayed in Tab. 5, which shows the TP rate for each class.

**Table 5: Confusion Matrix for HAM10000 Dataset**

| TSC | Types of skin cancer | BKL | Df | Mel | Vasc | BCC | Nv | Akiec |
|-----|----------------------|-----|----|-----|------|-----|----|-------|
| BKL | 88.4\%               | <1\%|    |     |      | <1\%| 2\%|       |
| Df  | <1\%                | 88.1\%| <1\%| 6\% | <1\%| <1\%| 3\%|
| Mel | <1\%                |    | 97.6\%| - | <1\%| 2\% | - | 1\% |
| Vasc| -                   | 2\% | 2\% | 93.2\%| <1\%| <1\%| - |
| BCC | 5\%                 | <1\%| -  | 2\% | 91.2\%| - | <1\%|
| Nv  | <1\%                | -  | <1\%| <1\%| - | 89.4\%| 5\%|
| Akiec| -                   | <1\%| - |     | 2\% | 5\%| 92.3\%|

The class with the highest TP rate was 97.6\% for Mel, whereas the lowest TP rate came for the Df class. The results related to dataset ISBI2016 are shown in Tab. 6. The accuracy achieved for the proposed classifier was 97.0\%, whereas the other parameters for validation were 96.12\% (Sen), 97.01\% (Pre), 96.3 (F1-S), and 3.7\% (FNR). In the comparative study with the traditional classifiers, Softmax achieved 95.1\%, Naïve Bayes 92.9\%, M-SVM 91.9\%, and W-KNN 92.1\%. As compared to the error rate, the highest was 8.2\% for KNN, and the lowest error rate was recorded as 3.6\% for the proposed classifier. The accuracy obtained for ISBI2016 with the proposed classifier is shown in Tab. 7 in the form of a confusion matrix. This table shows the true classification for all the classes.

**Table 6: Classification results for ISBI2016 Datasets**

| Approaches    | Parameter to assess the performance          |
|---------------|----------------------------------------------|
|               | Sen (%) | Pre (%) | F1-S (%) | Acc (%) | FNR (%) |
| SoftMax       | 95.23   | 94.22   | 95.34    | 95.10   | 4.9     |
| Naïve Bayes   | 92.33   | 91.29   | 91.98    | 92.97   | 5.9     |
| M-SVM         | 91.32   | 91.98   | 92.67    | 91.90   | 7.1     |
| W-KNN         | 92.3    | 92.34   | 91.66    | 92.10   | 8.1     |
| **Proposed classifier** | **96.12** | **97.01** | **96.34** | **97.87** | **3.7** |

Another experiment for the ISBI2017 dataset was conducted and the following are the outcome of the experimentation. The results are shown in Tab. 8; the maximum classification
accuracy attained was 96.9% for the proposed classifier. The experiment was further validated based on other parameters, such as Sen, Pre, F1-S, and FNR, which were 93.9%, 94.9%, 93.9%, and 5.2%, respectively. Similar to the above results, the confusion matrix was applied to check the efficiency of the proposed classifier, which can be seen in Table 9. The correctly classified images for both classes were examined. The following are the accuracies obtained with the proposed classifiers: Softmax afforded 93.9%, Naïve Bayes achieved 92.0%, M-SVM gained 90.0%, and KNN reached 91.4%.

Table 7: Confusion matrix for ISBI2016 Dataset

|       | SCT     | SCT     |
|-------|---------|---------|
| Benign| 95%     | 4%      |
| Melanoma | 5%    | 95.5%   |

Table 8: Classification results for ISBI2017 Datasets

| Approaches   | Parameter to assess the performance |
|--------------|-------------------------------------|
|              | Sen (%) | Pre (%) | F1-S (%) | Acc (%) | FNR (%) |
| SoftMax      | 93.90   | 94.90   | 94.49    | 94.35   | 5.2     |
| Naïve Bayes  | 91.21   | 91.75   | 91.53    | 91.69   | 5.3     |
| M-SVM        | 86.34   | 88.34   | 87.21    | 87.5    | 7.6     |
| W-KNN        | 90.23   | 90.66   | 90.51    | 90.68   | 5.5     |
| Proposed classifier | 94.90 | 95.30   | 95.89    | 94.89   | 3.5     |

Table 9: Confusion matrix for ISBI2017 Dataset

|         | SCT     | SCT     |
|---------|---------|---------|
| Benign  | 94.4%   | 5.9%    |
| Melanoma| 4.4%    | 95.5%   |

6 Conclusions

Cancer is a disease that is due to the unrestricted growth of the irregular cells in the body. These irregular cells have the potential to replicate, dive, and spread in other body parts, such as the lymph and blood. In this work, three datasets were used for experimentation and analysis of skin cancer dermoscopic images. The dataset was applied for preprocessing with efficient data augmentation techniques followed by a few of the pretrained models for the extraction of significant features. These extracted features were applied to the CNN. The following are the results. The maximum attained accuracy is 89.30% for the proposed technique for the classification of dermoscopic images on HAM 1000 Dataset. In contrast, the other parameters for measuring
the performance attained 87.34% (Sen), 86.33% (Pre), 88.44% (F1-S), and 11.30% FNR. The class with the highest TP rate was 97.6% for Mel, whereas the lowest TP rate came for the Df class. In the results related to dataset ISBI2016, the accuracy achieved was 97.0% for the proposed classifier, whereas the other parameters for validation are 96.12% (Sen), 97.01% (Pre), 96.3 (F1-S), and 3.7% (FNR). For the experiment with the ISBI2017 dataset, Sen, Pre, F1-S, and FNR afforded 93.9%, 94.9%, 93.9%, and 5.2%, respectively.

7 Future Scope and Limitations

As a future scope we intend to explore more on the datasets, try to capture real datasets from the hospital staff and get in-depth information about the real disease causes and treatment plans. Another scope is to get comprehensive dataset for training the deep learning algorithm. The dataset preprocessing could also be another future scope as to assist the research community by providing them a unique training dataset exclusively for deep learning techniques which suit to perfectly for learning the features and classifying them further to detect the skin cancer. The work has some limitations as the Convolution Neural Network is applied it needs huge data. To increase the size if the training data we applied data augmentation. But to avoid data augmentation techniques, big dataset is needed.
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