Theory of robust multi-qubit non-adiabatic gates for trapped-ions

Yotam Shapira, Ravid Shaniv, Tom Manovitz, Nitzan Akerman, Lee Peleg, Lior Gazit, and Roee Ozeri

Department of Physics of Complex Systems, Weizmann Institute of Science, Rehovot 7610001, Israel

Ady Stern

Department of Condensed Matter Physics, Weizmann Institute of Science, Rehovot 7610001, Israel

The prevalent approach to executing quantum algorithms on quantum computers is to break-down the algorithms to a concatenation of universal gates, typically single and two-qubit gates. However such a decomposition results in long gate sequences which are exponential in the qubit register size. Furthermore, gate fidelities tend to decrease when acting in larger qubit registers. Thus high-fidelity implementations in large qubit registers is still a prominent challenge. Here we propose and investigate multi-qubit entangling gates for trapped-ions. Our gates couple many qubits at once, allowing to decrease the total number of gates used while retaining a high gate fidelity. Our method employs all of the normal-modes of motion of the ion chain, which allows to operate outside of the adiabatic regime and at rates comparable to the secular ion-trapping frequency. Furthermore we extend our method for generating Hamiltonians which are suitable for quantum analog simulations, such as a nearest-neighbour spin Hamiltonian or the Su-Schrieffer-Heeger Hamiltonian.

I. INTRODUCTION

Entanglement gates are at the core of universal quantum computing. The central operating paradigm of such computers is to implement quantum algorithms, i.e. unitary operators acting on the qubit register, by decomposing them into a concatenation of elements of a universal gate set \[ \{U_1, U_2, \ldots, U_N\} \]. The universal gate set usually consists of arbitrary single qubit operations and a two-qubit entanglement gate, e.g. a Controlled-NOT gate, which can be performed on any two qubits in the qubit register.

Trapped ion qubits are a leading platform for the realization of a universal quantum computer, already demonstrating many of the required components with outstanding fidelities \[ 11-27 \]. Entanglement gates, which are considered the bottleneck of such realizations, have recently been at the focus of many theoretical and experimental investigations aimed at improving their fidelity, efficiency and robustness \[ 11-24 \].

However a multi-qubit fault-tolerant quantum computer has not been achieved yet with trapped ions, or with any other quantum platform. A central challenge hindering the appearance of such quantum computers is that of scaling-up. In particular, when the number of the quantum bits in the register increases the number of concatenated universal gate set elements increases exponentially \[ 3 \] while the fidelity of each separate element generically drops \[ 28 \].

A possible resolution of this challenge is by expanding the universal gate set, making it over-complete, by adding different types of entanglement gates, specifically, all-to-all multi-qubit entanglement gates. It has already been shown that these multi-qubit gates can increase the fidelity of many quantum algorithms \[ 29-30 \].

The same methods used for creating computing-oriented entangling gates in trapped-ion systems are also used for analog spin-Hamiltonian simulations. In these simulations spin-spin interactions are generated with an interaction strength that scales as \[ r^{-\alpha} \], where \( r \) is the distance between ions and \( 0 \leq \alpha \leq 3 \) \[ 31-34 \].

Here we propose and investigate a family of multi-qubit entangling gates for trapped ions. Conventionally, trapped ions entangling gates operate by coupling to a single normal-mode of motion of the ion-chain while the presence of other normal-modes limits the gate rate. Our gates purposefully couple to all normal-modes of motion of the ion-chain and can therefore operate in the non-adiabatic regime. Furthermore, the different normal-modes of motion can be used to generate a wide variety of interactions. We present examples of all-to-all entangling gates, which are especially suited for quantum computing and examples of spin-Hamiltonians such as the nearest-neighbour Hamiltonian.

II. MAIN RESULTS

Our main result is a family of multi-qubit entangling gates for trapped ion qubits, which generate a quantum evolution operator of the form \[ \exp \left( i \sum_{i,k=1}^{N} \hat{j}_{i,k} \hat{\sigma}_{y,i} \hat{\sigma}_{y,k} \right) \], with \( \hat{\sigma}_{y,i} \) the Pauli-\( \hat{y} \) operator acting on the \( i \)th qubit in the \( N \) qubit register, and \( \hat{j}_{i,k} \) is a symmetric coupling matrix.

Specifically we focus on equal all-to-all entanglement gates, for which \( j_{i,k}^{\text{all-to-all}} = \frac{\phi}{4} \) for all \( i \) and \( k \), and spin-Hamiltonian couplings such as nearest-neighbour interactions, for which \( j_{i,k}^{\text{nn}} = \phi (\delta_{i,k+1} + \delta_{i,k-1}) \), with an arbitrary \( \phi \). Our method, however, can be used to implement many other spin-coupling Hamiltonians.

Our method requires only global uniform interaction of a multi-tone light-field with the ions. The field spectrum is comprised of harmonics of the gate time,
with a bandwidth that overlaps the frequencies of the normal-modes of motion of the ion-chain. Implementing a specific interaction type is done by choosing the relative amplitudes of the different tones. We do not require individually addressing any of the ions, and thus our method is relatively simple to implement and natural to most trapped-ion quantum processor architectures.

This operational principle is made possible by exploiting a counter-intuitive fact about the orthogonal normal-modes of motion of the ion-crystal: the coupling matrix mediated by a linear combination of some of the normal-modes can be made to appear as if it was generated by other, orthogonal, normal-modes. Thus, instead of decoupling the different modes of motion we utilize them and generate an accumulated effect. This allows us to generate non-adiabatic entangling gates with rates comparable to the secular ion-trapping frequencies.

As we show below, our all-to-all gates do not require the full knowledge of the amplitudes of each of the ions in each of the normal-modes. We only need to know the normal-mode frequencies. Furthermore the laser power overhead required to implement our gates is small.

The expected infidelity of all-to-all entanglement gates scales as $1 - F \sim \frac{T}{T_2} N^\alpha$, with the gate time $T$, the single-qubit decoherence time $T_2$ and $1 \leq \alpha \leq 2$ [7], depending on realization, error-model and initial state.

Figure 1. Comparison of 6-ion multi-mode entangling gate fidelity to MS and CarNu(2,3,7) gates for varying gate times. The gate time is given in dimensionless units, with respect to the center-of-mass axial mode period $\frac{2\pi}{\nu_1}$. An example gate, with gate time $T \approx 5.8 \frac{2\pi}{\nu_1}$ is highlighted (green star) and analyzed with more detail below. We have designed our gate such that the infidelity is lower than $10^{-4}$ (dashed black). Indeed our gate (blue) performs well. However the MS (yellow) and CarNu(2,3,7) (red) gates, acting on the axial center-of-mass mode, fail to generate a high-fidelity operation as they are operating outside of their adiabatic regime.

In addition we endow our gates with robustness properties that makes them resilient to many types of errors, such as pulse-timing errors, trap secular frequency drifts, optical phase drifts (relevant to Raman configurations), normal-mode heating among other examples.

Before diving into the details of our method, we show examples for the couplings and the entanglement fidelity that can be achieved with our scheme in two figures. Figure 1 shows simulation results for different all-to-all entanglement gates, acting on a $N = 6$ qubit register in a harmonic ion-trap, for varying gate rates. We benchmark our gate by its fidelity of rotating the qubit ground state to a Greenberger–Horne–Zeilinger (GHZ) [37] state, since GHZ states are good indicators to coherent gate errors [38]. We compare our gate’s performance to previously demonstrated methods, such as the Mølmer–Sørensen gate [39, 40] (MS) and the CarNu(2,3,7) gate [19] that are using a single mode of motion. The multi-ion multi-mode gates (blue) exhibits low infidelity, which is clearly separated from the MS (yellow) and CarNu (red) gates, operating at a much higher infidelity due to their coupling to unwanted motional modes and to the carrier transition.

Figure 2 exemplifies how our method is used for generating spin-Hamiltonians for analog quantum simulations. It shows a simulation of the nearest-neighbour coupling matrix $j_{i,k}$ we implemented, on a $N = 12$ qubit register. The nearest-neighbour structure is clearly seen. Indeed the overlap between the simulated $j_{i,k}$ and $j_{i,k}^{\text{n.n.}}$ is better than 0.999. Below 0.999. Thus operating at high-rates is crucial for scaling-up the qubit register.

In addition we endow our gates with robustness properties that makes them resilient to many types of errors, such as pulse-timing errors, trap secular frequency drifts, optical phase drifts (relevant to Raman configurations), normal-mode heating among other examples.

Figure 2. Example of the coupling matrix of an entangling gate realizing a nearest-neighbour interaction Hamiltonian. The gate is designed such that the resulting coupling matrix is $j_{i,k} = \phi (\delta_{i,k+1} + \delta_{i,k-1})$, where $\phi$ is a coupling strength. Here the realization fidelity is better than 0.999.
we show further examples of other spin models such as next-nearest neighbour and the Su-Schrieffer-Heeger model [11].

III. ALL-TO-ALL ENTANGLEMENT GATE DERIVATION

We begin by deriving the system Hamiltonian. The non-interacting lab-frame Hamiltonian of $N$ trapped ions is,

$$\hat{H}_0 = \sum_{k=1}^{N} \left( \hbar \omega_k \left( \hat{a}_k \dagger \hat{a}_k + \frac{1}{2} \right) + \frac{\hbar \omega_0}{2} \hat{\sigma}_{z,k} \right). \quad (1)$$

such that $\hat{a}_j$ is the lowering operator of the $j$'th normal-mode of motion with frequency $\nu_j$, $\omega_0$ is the single qubit separation frequency and $\hat{\sigma}_{z,k}$ is the Pauli-$\hat{z}$ spin-operator acting on the $k$'th qubit.

Here we make use of the normal-modes of motion along a single direction, and implicitly assume that modes of the other directions are decoupled from the evolution. However our derivations below are easily generalized to the complete set of $3N$ normal-modes.

The ions are driven by a multi-chromatic laser field, containing $2M$ frequencies arranged in pairs, $\left\{ \omega_0, \pm \omega_i \right\}_{i=1}^{M}$. Each component has phase $\phi_{\pm} = \pm \phi_i$, i.e the average phase of each pair is 0, and each pair has the same amplitude $\Omega r_i$, with $\Omega$ a characteristic Rabi frequency and $r_i \in \mathbb{R}$ (such that $r_i \rightarrow -r_i$ is the same as $\phi_i \rightarrow \phi_i + \pi$). In total this driving field is determined by the $3M$ degrees of freedom, $\omega$, $\phi$ and $r$. The resulting interaction due to this field is,

$$\hat{V} = 2\hbar \Omega \sum_{i=1}^{M} r_i \sum_{n=1}^{N} \hat{\sigma}_{x,n} \cos \left( k \hat{x}_n - \omega_i t \right) \cos \left( \omega_i t + \phi_i \right), \quad (2)$$

where $\hat{\sigma}_{x,n}$ is a Pauli-$\hat{x}$ spin-operator acting on the $n$'th qubit, $k$ is the laser momentum vector projected on the normal-mode direction of motion and $\hat{x}_n$ is the position operator of the $n$'th qubit. The wave vectors $k$ are approximately identical for all frequencies. We note that we assumed implicitly that the ions are driven with a uniform global field, i.e $\Omega$ has no $n$-index.

Changing to an interaction picture with respect to $\hat{H}_0$, performing an optical-frequency rotating wave approximation and performing the Lamb-Dicke approximation (see appendix I), we obtain,

$$V_I = \hbar \Omega \sum_{j=1}^{N} \left( f_j(t) \hat{q}_j + g_j(t) \hat{p}_j \right) \hat{J}_{y,j}, \quad (3)$$

with $f_j(t) + ig_j(t) = \frac{2 \sqrt{\nu_j}}{\sqrt{N}} \sum_{i=1}^{M} r_i \cos \left( \omega_i t + \phi_i \right) e^{i \nu_j t}, \hat{q}_j$ ($\hat{p}_j$) is the dimensionless position (momentum) operator associated with the $j$'th normal-mode of motion, $\eta_j \equiv k \sqrt{\frac{\hbar}{4m \nu_j}}$ is the Lamb-Dicke parameter of the $j$'th normal-mode. The spin coupling operator is $\hat{J}_{y,j} = \sqrt{N} \sum_{n=1}^{N} O_{j,n} \hat{\sigma}_{y,n}$, such that $O_{j,n}$ is the normalized participation of the $n$'th ion in the $j$'th mode of motion. It is a generalization of the global rotation operator, $\hat{J}_y = \frac{1}{2} \sum_{n=1}^{N} \hat{\sigma}_{y,n}$. Eq. (3) is lacking a carrier-coupling term, which has been omitted. We justify this omission below.

For harmonic confinement (along the axial or the radial directions) we designate the center-of-mass mode as mode number 1, and denote $\hat{J}_{y,1} = \hat{J}_y$. In-order to implement all-to-all entanglement gates we require no explicit knowledge of $\Omega$.

Equation (3) is the non-adiabatic, multi-ion, multi-mode, multi-tone generalization of Eq. (6) of Ref. [10]. As such it follows an analogous solution, that is,

$$\hat{U} = \prod_{j=1}^{N} \left( e^{-i A_j \hat{J}_{y,j}} e^{-i F_j(t) \hat{q}_j \hat{J}_{y,j}} e^{-i G_j(t) \hat{p}_j \hat{J}_{y,j}} \right) \quad (4)$$

$$\alpha_j(t) \equiv F_j(t) + i G_j(t) = \int_{0}^{t} dt' \left( f_j(t') + i g_j(t') \right) \quad (4)$$

$$A_j(t) = \int dt' F_j(t') \frac{dG_j(t')}{dt'} \quad (4)$$

The evolution operator in Eq. (4) shows that the system evolution in the $j$'th normal-mode phase space is along the curve $\alpha_j(t)$. The operator product in Eq. (4) is well defined since the operators associated with different normal-modes commute, thus no ordering is required.

Assuming that at the gate time all trajectories return to 0, i.e $\alpha_j (t = T) = 0$, then at this time, the evolution operator can be written as exclusively acting in the qubit subspace and is determined by a sum of mode-dependent entangling operators, $\hat{J}_{y,j}^2$, with a phase proportional to the area, $A_j(T)$, enclosed by the phase-space trajectory of mode $j$. We define $\varphi_j = A_j(T)$ as the mode-dependent entangling phase. A natural scaling of the necessary drive power with the number of ions can be predicted by noticing that the $A_j$’s are proportional to $\Omega^2/N$. We therefore expect $\Omega \propto \sqrt{N}$.

We next derive general constraints on the entangling phases $\left\{ \varphi_j \right\}_{j=1}^{N}$ such that a desired multi-qubit entangling gate is formed. For an all-to-all coupling gate, an obvious method to rotate the ground state to a GHZ state is by demanding that $\alpha_{j=1,...,N} (T) = 0$, $\varphi_{j \geq 2} = 0$ and $\varphi_1 = \frac{\pi}{2}$.

That is, the entangling operation can be obtained by enclosing an area of $\pi/2$ in the center-of-mass phase-space while not accumulating any area in all other modes of motion. This is precisely what is achieved in Ref. [42] in the adiabatic regime.

We would like to obtain the same end result, but in the non-adiabatic regime. Thus we ask whether the condition
\( \varphi_{j \geq 2} = 0 \) is necessary. Surprisingly the answer is no, and it may be replaced by a significantly less restrictive constraint. Specifically we use the relation,

\[
1 = e^{i \sum_{j=1}^{N} J_{j,j}^2} \Rightarrow e^{i J_{2,2}^2} = e^{-i \sum_{j=2}^{N} J_{j,j}^2},
\]

which shows that when all of the \( j \geq 2 \) modes are equally coupled, then a center-of-mass-like effect is generated, with opposite coupling. Thus the necessary condition is in fact, \( \varphi_1 - \varphi_{j \geq 2} = \frac{\pi}{2} \) for all \( j \geq 2 \). This does not merely reduce the number of constraints on \( \varphi_j \), but also allows for non-vanishing entanglement phases associated with all normal-modes of motion.

Equation (5) above is non-intuitive, as it shows that a sum over the spin-couplings of orthogonal modes can generate that of a different orthogonal mode. This is of course only valid since the summation is over the operators squared, \( J_{j,j}^2 \) (mode orthogonality would prohibit a similar identity for the \( J_{j,j} \)'s). We prove this identity in appendix II.

The only knowledge of the normal-modes structure we used is that the first mode is a center-of-mass mode. As we show below, this means that in order to generate an all-to-all entangling gate we only need to know the frequencies of the remaining modes, as they determine the different Lamb-Dicke parameters, but not the specific participation of the \( i \)'th ion in the \( j \)'th normal-mode, \( O_{j,i} \).

The identity in Eq. (5) can be used not only for all-to-all type couplings, but also to efficiently generate other types of couplings such as the nearest-neighbour interaction shown in Fig. 2 and for general interactions which can be written as linear combination of the \( J_{j,j}^2 \) operators, even when a center-of-mass mode doesn’t exist.

The driving field acts between time \( t = 0 \) and the gate time \( t = T \). Furthermore, we show below that it is beneficial to use a drive that vanishes continuously at its edges. Such drives can always be expanded in a Fourier-sine basis in harmonics of \( \frac{\pi}{T} \). Thus we fix \( 2M \) degrees of freedom of the driving field such that \( \omega_n = \frac{2 \pi}{T} n \) and \( \phi_n = \frac{\pi}{2} \) for \( n = 1, ..., M \). Choosing a harmonic basis for the gate drive has already been proven useful in several entangling gate schemes [13, 19, 25].

This approach eliminates the need to optimize \( \omega \) and \( \phi \), and hinges all of the gate properties on the optimization of \( r \). However it comes at a price - the basis is infinite. Practically we truncate the series of tones such that all spectral components are in the vicinity of the motional modes. This is reasonable since tones that are far away from all of the normal-mode frequencies couple almost uniformly to all modes, and therefore, due to Eq. (5), cannot significantly contribute to the gate’s performance.

This basis also highlights the speed-limit of our method. For harmonic confinement in the \( N \gg 1 \) case, the axial-modes frequency difference between adjacent modes approaches \( \frac{\pi}{T} \). Due to the identity in Eq. (5), it is beneficial to place the driving frequencies between the different motional modes. However for \( T < \frac{\pi}{\omega_1} \) it is no longer possible to do so, leading to a diverging drive power.

As stated above, in order to implement our gates we must satisfy the constraint \( \alpha_j (T) = 0 \) for all \( j = 1, ..., N \). That is, at the gate time all phase-space trajectories return to their initial coordinates such that a state which initially had spin and motion degrees of freedom disentangled, remains disentangled after the gate operation.

Using Eq. (4) we note that this constraint is linear in \( r \) and can be separated to a real and imaginary part, thus it can be written as a linear relation

\[
Lr = 0,
\]

with \( L = L (\omega, \phi) \) a \( 2N \times M \) matrix, whose elements are,

\[
\begin{align*}
L_{j,i} &\propto \int_0^T dt \cos (\omega_i t + \phi_i) \cos (\nu_j t) \quad 1 \leq j \leq N, \\
L_{j,i} &\propto \int_0^T dt \cos (\omega_i t + \phi_i) \sin (\nu_j t) \quad N + 1 \leq j \leq 2N,
\end{align*}
\]

with \( i = 1, ..., M \).

We demonstrate the different aspect of the derivation using the \( N = 6 \) ions gate highlighted in Fig. 1 (green star) as an example. The methods used to calculate the

![Figure 3. Phase space trajectories distance of different motional modes from the origin, \( |\alpha_j (t)| = \sqrt{F_j^2 + G_j^2} \), during the gate operation of the highlighted example gate in Fig. 1. The figure shows the first (dark-blue), second (red), third (yellow), fourth (purple), fifth (green) and sixth (light-blue) modes. All trajectories start and end at the origin indicating that the motion is disentangled from spin degrees of freedom at the gate time.](image)
gate are provided below. Figure 3 shows the magnitude of the phase-space trajectories, $|\alpha_j(t)|$, of the highlighted gate, as the system evolves. Clearly all six trajectories start at 0 at $t = 0$ and end at 0 at $t = T$ as well, indicating that the linear constraints are met.

In addition to this linear relation, we may require that the entangling gate operation will be robust against various types of experimental imperfections and noise. Examples include pulse timing errors, normal-mode frequency drifts, normal-mode heating, optical phase noise (relevant to Raman configurations) and non-smooth effects. Such robust gates have been previously analyzed in a similar context [11, 16, 19], and are all linear in $r$ in any order of correction. Thus they can be incorporated as additional rows of $L$. The exact form of each of these properties is provided in appendix III.

A particular imperfection that can be overcome by adding linear constraints is that of off-resonance carrier coupling, justifying the omission of the carrier-coupling term in deriving Eq. (22). To do so we rewrite the Hamiltonian in Eq. (21) as the sum of the non-commuting terms, $\tilde{H}_c = H_{c.c} + \tilde{H}_{MS}$, with $H_{c.c} = \hbar \Omega \sum_{i=1}^{M} r_i \cos (\omega_i t + \phi_i) \tilde{J}_{x,i}$ and with $\tilde{H}_{MS}$ given by Eq. (3). We make use of a Magnus expansion in order to derive constraints for the elimination of contributions of the unwanted $H_{c.c}$ term to the evolution (11) (see appendix IV). This yields an additional linear constraint, \( \sum_{i=1}^{M} r_i \cos (\omega_i T + \phi_i) = 0 \), which can be added to the rows of $L$. The next order contribution due to the carrier-coupling terms are quadratic in $r$ and are treated below.

We define $K \equiv \text{null}(L)$, as a $M \times l$ matrix, the columns of which, $r_i$, form an orthogonal basis of the null space of $L$, i.e. satisfy $L r_i = 0$ for $i = 1, \ldots, l$. Every linear combination, $r = \sum_i r_i$, satisfies all the linear constraints above. The linear constraints can be met only if we have a sufficient number of tones, i.e. $M$ has to be larger than the number of rows of $L$.

The linear constraints guarantee that the trajectories are closed, but do not fix the entangling phases implemented by the trajectory. The entangling phases, $\varphi_j = A_j(T)$, are quadratic in $r$. Thus, in a similar fashion to the linear constraints above, they can be written as a bi-linear form, $\varphi_j = r^T \tilde{A}_j r$, with the $N$ symmetric $M \times M$ matrices, whose elements are,

$$
\left( \tilde{A}_j \right)_i,k = -4 \hbar J \int_0^T dt \int_0^t dt' \left[ \sin (\nu_j t) \cos (\nu_j t') \cos (\omega_k t + \phi_k) \cos (\omega_i t' + \phi_i) + i \leftrightarrow k \right].
$$

In order to restrict $r$ to satisfy the linear constraints above and such that the entangling phase constraints in Fig. 4 show the entangling phases of highlighted example gate in Fig. 1. Each entangling phase evolves independently from the other, however at gate time the difference between $\varphi_1$ (dark-blue) and the remaining phases, $\varphi_2$ (red), $\varphi_3$ (yellow), $\varphi_4$ (purple) $\varphi_5$ (green) and $\varphi_6$ (light-blue) is exactly $\pi$. Together with the closure of phase space trajectories, shown in Fig. 3, the unitary fidelity of this gate is 1. Robustness to timing-errors is evident as all the entanglement phase curves flatten near the gate time. The inset shows the entire phase-space trajectories formed, clearly all trajectories start and end at the origin, as is evident in Fig. 3 as well.

Eq. (5) are satisfied as well, we define,

$$
\tilde{C}_j \equiv \sum_{i=1}^{M} r_i \cos (\omega_i T + \phi_i) = 2 \nu_j e^{\nu_j T}, \quad \forall j = 2, ..., K,
$$

Here, each of the $N - 1$ different $\tilde{C}_j$'s is a $l \times l$ matrix.

Thus, to find a solution to the desired phases within the null-space of $L$, the problem is reduced to choosing an $l$-element real vector, $x$, such that the constraint,

$$
x^T \tilde{C}_j x = \varphi_j^{\text{desired}} - \varphi_j^{\text{desired}}, \quad \forall j = 2, ..., N,
$$

is satisfied, where $\varphi_j^{\text{desired}}$ are the entangling phases which implement the desired interaction. For an all-to-all entangling gate the r.h.s of Eq. (10) is given by $\varphi_j^{\text{desired}} - \varphi_j^{\text{desired}} = \pi$. Figure 4 shows the entangling phases evolution for the $N = 6$ ions gate highlighted in Fig. 1. Clearly each phase evolves seemingly independently, however at gate time the distance between the center-of-mass mode phase (blue) and the remaining is $\pi$, indicating a valid solution of Eq. (10) above.

For arbitrary matrices $\tilde{C}_j$’s in Eq. (10), finding solutions for the naively looking Eq. (10) above is in fact a NP-hard problem, known as the multivariate quadratic problem [45, 46]. However the “hardness” is in terms of the matrix dimension, $l$. Thus it is critical to choose $M$ such that the resulting null space dimension, $l$, is compatible with the number of quadratic constraints,
Eq. (11). The search algorithm outputs tone amplitudes, $r$, that satisfy the linear constraints (which is numerically easy). Since there is only a single quadratic condition, $C_2$, then by choosing a normalization for $r$ such that $x^T C_2 x = \frac{|r|}{2}$ all constraints are met. Thus generating fast two-qubit entangling gates is conceptually simple. Fast trapped-ion entangling gates have been preformed to-date only on two-ion registers [15, 16].

Moreover, finding a power-efficient solution in the $N = 2$ ions case and solving the quadratic problem for an all-to-all entangling gate in $N = 3$ ions as well can be done in polynomial time, as shown in appendix V. The $N = 3$ ions solution is an excellent initial guess for numerically optimizing this problem for a larger number of ions.

In order to further justify omission of the carrier coupling term from Eq. (5), beyond linear contributions, we use the second-order term of the Magnus expansion (see appendix IV). This generates additional quadratic constraints in $r$, which correspond to two-photon processes that couple a qubit state to itself via side-band and carrier transitions. As shown numerically below, abiding these constraints is relatively easy.

We may reformulate the different constraints above as a constrained optimization problem. The resource we wish to optimize (minimize) is the field amplitude, as this is the relevant limit in terms of available laser power. Thus we form the problem,

$$\arg \min_{x} \left( |K^T x|_1 \right) \text{ s.t. } \begin{cases} x^T C_j x = \varphi_{\text{desired}}^j - \varphi_{\text{desired}}^j \\ W (K^T x) = 0 \end{cases},$$

(11)

where $W (r)$ encapsulates the carrier-coupling quadratic constraints described above and $j = 2, ..., N$. Note that in Eq. (11) we choose to minimize the 1-norm, i.e $|r|_1 = \sum_i |r_i|$. We are motivated by $\Omega^2 |r|^2$ being the peak laser power during the gate. Furthermore, we are conceptually searching for generalized solutions of physically-motivated schemes which are in general spectrally sparse [13, 18, 19, 40]. We intend to violate this sparsity only weakly. The 1-norm favors solutions for which most entries of $r$ are small.

Figure 5 shows the required drive spectrum for the $N = 6$ ions gate highlighted in Fig. 4. The drive is made of equally spaced tones, many of which have negligible amplitude due to the 1-norm optimization.

In order to obtain our entangling gates we use a constrained genetic numerical global search algorithm of Eq. (11). The search algorithm outputs tone amplitudes, $r$, from which we evaluate the resulting gate evolution and fidelity. We have arbitrarily set the tolerance of the constraints such that the resulting gate infidelity is lower than $10^{-4}$.

Our search algorithm is implemented using Matlab’s global optimization toolbox and evaluated on a standard 3.6 GHz 8-core desktop computer. The algorithm runtime is determined by the number of degrees of freedom to optimize. Thus gates which operate at rates comparable to the trapping frequency are optimized faster than gate operating in the adiabatic regime.

IV. REALIZATION OF ALL-TO-ALL ENTANGLEMENT GATES

We present simulation results of all-to-all entangling gates. Our methods are valid for general trapped-ion architectures. For concreteness we focus here on trapped $^{88}\text{Sr}^+$ ions. We define the qubit states $|0\rangle \equiv |5S_{1/2} \rangle_2$ and $|1\rangle \equiv |4D_{5/2} \rangle_2$ as our qubit levels, which are coupled by an optical quadrupole transition at 674 nm. We use the axial normal-modes of motion of a harmonic linear Paul trap, and take the frequency of the center-of-mass axial mode to be 400KHz.

For an even number of ions we benchmark the performance of our all-to-all entangling gates via the fidelity of generating a GHZ state when acting on the ground state (for odd $N$ the resulting evolution does not generate GHZ states). This is sufficient as the GHZ states form a maximally sensitive set, which allows
testing for coherent gate errors [38]. The exact form of the fidelity is given in appendix VI and appendix VII.

In Fig. 1 we show the resulting fidelity of different all-to-all entangling gates in a $N = 6$ qubit register, with gate times between $100\frac{2\pi}{\nu_1}$ and $5\frac{2\pi}{\nu_1}$. As seen, the search algorithm finds solutions for which the infidelity is well below $10^{-4}$.

Figure 6 shows the laser amplitude (or power; depending on the realisation), $|r|\Omega$ in units of Rabi frequency, which is required for realizing our gates (blue), compared with the CarNu(2,3,7) gate (red) and MS gate (yellow). Clearly the required power is similar. The search algorithm runtime for gates with $T < 20\frac{2\pi}{\nu_1}$ is approximately 5 minutes.

Figure 7 shows a detailed analysis of a $N = 12$ qubit gate, operating at $T = 6\frac{2\pi}{\nu_1}$. Both linear and quadratic constraints are satisfied such that the resulting fidelity is $F = 0.9987$, demonstrating that our method is applicable to larger qubit registers as well. In addition the gate is made robust to pulse timing errors, trapping frequency drifts and phonon-mode heating. The required laser power is $|r|\Omega = 10.26\nu_1$. The optimization algorithm runtime here is 105 minutes.

V. REALIZATION OF SPIN-HAMILTONIANS

Our methods can also be used to generate spin-Hamiltonians for quantum simulations. We determine the required entanglement phases $\varphi_{j}^{\text{ideal}}$ that implement the unitary evolution operator $\exp\left(\sum_{i,k=1}^{N} j_{i,k}^{\text{ideal}} \hat{\sigma}_{y,i} \hat{\sigma}_{y,k}\right)$ at time $t = T$ and perform the same optimization described above.

The system state, after repeating the entanglement gate $n$ times, is equivalent to the evolution due to the Hamiltonian,

$$\hat{H} = \hbar\Omega \sum_{i,k=1}^{N} j_{i,k}^{\text{ideal}} \hat{\sigma}_{y,i} \hat{\sigma}_{y,k},$$

after an evolution time $t_n = \frac{n}{\Omega}$. This allows for a stroboscopic implementation of $\hat{H}$.

In addition, an effective Trotter-Hamiltonian of the form,

$$\hat{H} = \hbar\Omega \sum_{i,k=1}^{N} j_{i,k} \hat{\sigma}_{+i} \hat{\sigma}_{-k} + H.c,$$

can be generated by interleaving $\hat{\sigma}_{y}$ and $\hat{\sigma}_{x}$ type interactions, which can be accomplished by a global $\frac{\pi}{2}$ phase shifts of the driving field.

In order to determine $\varphi_{j}^{\text{ideal}}$ we expand the desired coupling matrix, $j_{i,k}^{\text{desired}}$, in terms of the $\hat{J}_{j,y,k}^{2}$s,

$$\exp\left(i \sum_{i,k=1}^{N} j_{i,k}^{\text{desired}} \hat{\sigma}_{y,i} \hat{\sigma}_{y,k}\right) = \exp\left(i \sum_{j=1}^{N} \varphi_{j}^{\text{ideal}} \hat{J}_{j,y,k}^{2}\right).$$

(14)
Notably, the left-hand side of Eq. (14) has $\frac{1}{2}N(N+1)$ degrees of freedom and the right-hand side has only $N$ degrees of freedom, which means it cannot be generically solved.

Equation (14) can be rewritten as the matrix equation,

$$j_{\text{desired}} = \sum_{j=1}^{N} \varphi_j o_j^T o_j,$$

(15)

with $o_j$ the $j$th row of $O$, i.e. $(o_j)_k = O_{j,k}$. The congruence symbol, $\equiv$, defines a matrix equality up to the main diagonal, which is used here since the main diagonal contributes identity operators.

Equation (15) is linear in terms of the $\varphi_j$’s, and therefore is amenable to a least-squares approximation using the Moore–Penrose pseudoinverse method, yielding a solution $\varphi^\text{ideal}$ and the corresponding matrix $j^\text{ideal} = \sum_{j=1}^{N} \varphi^\text{ideal}_j o_j^T o_j$.

The ideal implementation fidelity is then given by the normalized overlap,

$$F_{\text{ideal}} = \frac{1}{2} \left( 1 + \frac{\langle j^\text{ideal}, j^\text{desired} \rangle}{\sqrt{\langle j^\text{ideal}, j^\text{ideal} \rangle \langle j^\text{desired}, j^\text{desired} \rangle}} \right),$$

(16)

where we use the diagonal-less overlap $\langle A, B \rangle \equiv \sum_{n \neq m} A_{n,m} B_{n,m}$.

We note that for higher spin-operators the congruence relation in Eq. (15) becomes an equality, which has a simpler solution, $\varphi_j = o_j^T j o_j$, and a lower ideal fidelity calculated with a trace inner-product.

We present simulation results of various spin-Hamiltonians. As in the section above we focus on trapped $^{88}\text{Sr}^+$ ions. Here we use the axial normal-modes of motion of an an-harmonic linear Paul trap designed such that the ions are equally spaced (44). The frequency of the first axial mode is tuned to 400KHz.

In Fig. 2 above we show the implemented coupling matrix of a nearest-neighbour model acting on a $N = 12$ qubits, $j^{\text{nn}}_{i,k} = \phi (\delta_{i,k+1} + \delta_{i,k-1})$, for which the implementation fidelity is better than 0.999 ($F_{\text{ideal}} = 0.9999$). The gate time is $T = 20\,\text{ns}$ and the required amplitude for $\phi = \frac{\pi}{4}$ is $|r|\Omega = 5.3\,\text{kHz}$.

Figure 8 shows a small selection of more examples of possible simulation oriented entanglement gates for $N = 12$ equally spaced trapped-ion qubits, such as nearest-neighbours with opposite next-nearest-neighbours interaction coupling (a), with fidelity of $F = 0.9997$ ($F_{\text{ideal}} = 0.9999$), corresponding to the Hamiltonian

$$H = \hbar \Omega \sum_{n=1}^{N} (\delta_{y,n} \sigma_{y,n+1} - \frac{1}{2} \sigma_{y,n} \sigma_{y,n+2}),$$

and its resulting entanglement phase evolution (b), and the Su-Schriefer-Heeger model, i.e the coupling matrix $j^{\text{SSH}}_{i,k} = (\phi - (-1)^{(i+k)}) \delta \phi (\delta_{i,k+1} + \delta_{i,k-1})$, such that $\phi > \delta \phi > 0$, with $s = 0$ in topological trivial regime (c) and $s = 1$ in the non-trivial regime (d), with fidelity of $F = 0.9800$ ($F_{\text{ideal}} = 0.9801$) and $F = 0.9758$ ($F_{\text{ideal}} = 0.9768$) respectively. Clearly our method allows for the implementation of a variety of spin-Hamiltonians with close-to-ideal fidelities.

VI. CONCLUSIONS

We have presented a general method for designing multi-qubit entangling gates for trapped-ion qubits, implementing the evolution $\exp \left( \sum_{i,k=1}^{N} j_{i,k} \sigma_{y,i} \sigma_{y,k} \right)$. By utilizing all the normal-modes of motion of the ion-chain our gates operate outside of the adiabatic regime and can implement a variety of coupling matrices. Thus they may be used either as quantum-logic gates aimed at quantum computation, or in order to generate various spin-spin interactions for analog quantum simulations.

Our gates require only a multi-tone global driving field, utilizing a bandwidth similar to that of the ion-chain’s normal-modes. Our implementation results in a high-fidelity process, without a significant laser-amplitude overhead. Thus they are suited for
many trapped-ion architectures. Furthermore, we have endowed our gates with robustness properties such that they are resilient to various noises and implementation imperfections.

This work was supported by the Israeli Science Foundation.

**APPENDIX I. HAMILTONIAN DERIVATION**

We begin by deriving the Hamiltonian of $N$ trapped ions. The derivation follows at large Refs. [39, 40], however here we consider $N$ trapped ions and $N$ normal-modes of motion and do not use an adiabatic approximation with respect to the normal-mode frequencies.

The non-interacting lab-frame Hamiltonian is,

$$
\hat{H}_0 = \sum_{k=1}^{N} \left( \hbar \nu_k \left( \hat{a}_k^\dagger \hat{a}_k + \frac{1}{2} \right) + \frac{\hbar \omega_0}{2} \hat{\sigma}_{z,k} \right). 
$$

(17)

with $\hat{a}_j$ the lowering operator of the $j$'th axial normal-mode of motion with frequency $\nu_j$, the single qubit separation frequency $\omega_0$ and $\hat{\sigma}_{z,k}$ the Pauli-$\hat{z}$ spin-operator acting on the $k$'th qubit.

The ions are driven by a multi-chromatic laser field, containing $2M$ frequencies arranged in pairs, $(\omega_0 \pm \omega_i)_{i=1}^{M}$. Each component has phase $\phi_{\pm,i} = \pm \phi_i$, i.e the average phase of each pair is 0, and each pair has the same amplitude $\Omega_i$, with $\Omega$ a characteristic Rabi frequency and $r_i \in \mathbb{R}$ (such that $r_i \to -r_i$ is the same as $\phi_i \to \phi_i + \pi$). In total this driving field is determined by $3M$ degrees of freedom. The resulting interaction due to this field is,

$$
\hat{V} = 2\hbar \Omega \sum_{i=1}^{M} r_i \sum_{n=1}^{N} \hat{\sigma}_{x,n} \cos (k \hat{x}_n - \omega_0 t) \cos (\omega_i t + \phi_i),
$$

(18)

where $\hat{\sigma}_{x,n}$ is a Pauli-$\hat{x}$ spin-operator acting on the $n$'th qubit, $k$ is the laser momentum vector projected on the normal-mode direction of motion and $\hat{x}_n$ is the position operator of the $n$'th qubit. We note that we assumed implicitly that the ions are driven with a uniform global field, i.e $\Omega$ has no $n$-index.

The driving applied on the qubits depends on the position of the ions, which has dynamics by itself, and thus this Hamiltonian couples the motion of the ions to the "spins" $\sigma$.

The total Hamiltonian is, $\hat{H} = \hat{H}_0 + \hat{V}$. We change to an interaction picture with respect to $\hat{H}_0$ to obtain,

$$
\hat{\dot{V}} = \hbar \Omega \sum_{i=1}^{M} r_i \sum_{n=1}^{N} \cos (\omega_i t + \phi_i) \left( e^{-i \omega_0 t} \hat{\sigma}_{+,n} + h.c. \right)
$$

$$
\cdot \left( -i \sum_{j=1}^{N} \eta_j O_{j,n} (\hat{a}_j^\dagger e^{i \nu_j t} + \hat{a}_j e^{-i \nu_j t}) \hat{\sigma}_{+,n} + h.c. \right),
$$

(19)

with $\hat{\sigma}_{+,n}$ the spin raising operator acting on the $n$'th ion, and $\eta_j \equiv k \sqrt{\frac{\hbar}{\pi \nu_j}}$, the Lamb-Dicke parameter of the $j$'th motional mode, with ion mass $m$. Furthermore, $O$ is an orthogonal matrix whose rows are the normal-modes of motion, such that the standard basis vectors are given by $(e_j)_i = \sum_j^{N} O_{i,j}$. The mode matrix $O$ can be determined in a semi-classical analysis [48] and strongly depends on the effective trapping potential. Here we do not require specific knowledge of the normal-mode’s structure, rather only that these orthogonal harmonic normal-modes exist.

We note that the interaction in Eq. (19) contains counter-rotating terms at $\sim 2\omega_0$, which is an optical frequency. These terms may be neglected in a rotating wave approximation (RWA). We obtain,

$$
\hat{\dot{V}} = \hbar \Omega \sum_{i=1}^{M} r_i \cos (\omega_i t + \phi_i)
$$

$$
\cdot \sum_{n=1}^{N} \left( -i \sum_{j=1}^{N} \eta_j O_{j,n} (\hat{a}_j^\dagger e^{i \nu_j t} + \hat{a}_j e^{-i \nu_j t}) \hat{\sigma}_{+,n} + h.c. \right). 
$$

(20)

Next we take the Lamb-Dicke approximation, i.e we assume that $\eta_j \ll 1$ for all $j = 1, ..., N$ such that all normal-modes of motion are spectrally resolved. This simplifies the interaction in Eq. (20) further to,

$$
\hat{\dot{V}} = \hbar \Omega \sum_{i=1}^{M} r_i \cos (\omega_i t + \phi_i) \sum_{n=1}^{N} \left( 1 - i \sum_{j=1}^{N} \eta_j O_{j,n} (\hat{a}_j^\dagger e^{i \nu_j t} + \hat{a}_j e^{-i \nu_j t}) \right) \hat{\sigma}_{+,n} + h.c.,
$$

(21)

with quadratic corrections in $\eta_j$. The term proportional to 1 generates off-resonance carrier coupling. It is customary to neglect it in a RWA in terms of $\Omega \ll \nu_j$. Here however we intend not to perform such an adiabatic approximation. We nevertheless drop this term and justify it below by formulating constraints under which this term is effectively decoupled from the system’s evolution.
We are left with,

\[ V_I = \hbar \Omega \sum_{i=1}^{M} r_i \cos (\omega_i t + \phi_i) \]

\[ \cdot \sum_{j=1}^{N} \hat{a}_j e^{i \nu_j t} + \hat{a}_j^\dagger e^{-i \nu_j t} \sum_{n=1}^{N} O_{j,n} \sigma_{y,n}. \]

(22)

The three summations in Eq. (22) are on drive components, normal-modes an ions respectively. It is helpful to define the mode-dependent global Pauli spin operator as, \( \hat{J}_{y,1} = \frac{\sqrt{N}}{2} \sum_{n=1}^{N} O_{j,n} \sigma_{i,n}, \) with \( i \in \{ x, y, z, +, - \} \) and \( j \in \{ 1, ..., N \}. \) For simplicity we will assume the first normal-mode of motion is the center-of-mass mode, i.e \( \hat{J}_{y,1} \) identifies with the global spin rotation \( \hat{J}_{y,1} = \frac{1}{2} \sum_{n=1}^{N} \sigma_{y,n}. \)

Using this convention we are able to eliminate the latter summation on ions. Furthermore we define the normal-mode position (momentum) operator \( \hat{q}_j = \frac{\hat{J}_j - \hat{J}_{y,1}}{\sqrt{2}}, \) such that Eq. (22) becomes Eq. (3) of the main text.

**APPENDIX II. PROOF OF SUFFICIENT ENTANGLEMENT PHASE CONSTRAINT**

Here we prove the identity in Eq. (5) of the main text, i.e,

\[ 1 = e^{\int \sum_{n=1}^{N} O_{j,n} \sigma_{i,n}}, \]

\[ \sum_{j=1}^{J} \hat{J}_{y,j}, \]

with \( \hat{J}_{i,j} = \frac{\sqrt{N}}{2} \sum_{n=1}^{N} O_{j,n} \sigma_{i,n}, \) such that \( i \in \{ x, y, z, +, - \} \) and \( j \in \{ 1, ..., N \}. \) We note that the columns of the mode-matrix, \( O, \) are orthonormal vectors.

Directly,

\[ \sum_{j=1}^{N} J_{y,j}^2 = \frac{N}{4} \sum_{j,n,m=1}^{N} O_{j,n} O_{j,m} \sigma_{y,n} \sigma_{y,m} \]

\[ = \frac{N}{4} \sum_{j,n,m=1}^{N} O_{n,j}^T O_{j,m} \sigma_{y,n} \sigma_{y,m} \]

\[ = \frac{N}{4} \sum_{n,m=1}^{N} \delta_{n,m} \sigma_{y,n} \sigma_{y,m} = \frac{N}{4} \sum_{n=1}^{N} 1. \]

(24)

By exponentiation the first and last terms in Eq. (24) above we recover the identity up to an insignificant global phase.

We note that this result may be used not only to generate an all-to-all coupling via a center-of-mass mode, but also to generate any coupling scheme between the ions that can be written as a linear combination of the \( J_{y,j}^2 \) operators, without the need to nullify contributions that do not appear in the explicit combination.

For example, in order to generate a coupling of the form, \( a J_{y,1}^2 + b J_{y,2}^2, \) instead of realizing \( \varphi_1 = a, \varphi_2 = b \) and \( \varphi_j \geq 3 = a \) and \( \varphi_2 - \varphi_j \geq 3 = b, \) which is much less restrictive on all of the \( j \geq 3 \) normal-modes.

**APPENDIX III. EXPLICIT EXPRESSION FOR ROBUSTNESS PROPERTIES**

As discussed in the main text, phase-space trajectory closure can be formulated as a linear constraint in the amplitudes vector, \( \mathbf{r}. \) Similarly, various robustness properties can as well be formulated as linear constraints.

Below we describe the matrix elements of \( L \) which correspond to the different properties. The elements \( L_{j,n} \) are given, which correspond to conditions applicable to the \( j \)’th normal mode and the \( n \)’th tone with frequency \( \omega_n = \frac{2 \pi}{T} n. \) The desired property is obtained by satisfying the relation \( \sum_{n=1}^{N} L_{j,n} r_n = 0 \) for all \( j. \)

Robustness to timing errors, i.e error of the form \( T \to T + \delta T, \) can be implemented by requiring that \( \frac{dG}{dT} \bigg|_{T=0,\omega_n = \frac{2 \pi}{T} n} = 0, \) and \( \frac{dF}{dT} \bigg|_{T=0,\omega_n = \frac{2 \pi}{T} n} = 0 \) [19]. We note that substitution of the harmonic frequencies should be done after differentiation (since the choice of frequencies does not depend on this kind of error). For a harmonic gate these terms vanish, for general frequencies we obtain,

\[ L_{j,n} = 2 \sqrt{2} \eta_j \cos (\nu_j T) \cos (\omega_n T + \phi_n) \]

\[ L_{j,n} = 2 \sqrt{2} \eta_j \sin (\nu_j T) \cos (\omega_n T + \phi_n). \]

(25)

We note that Eq. (25) seemingly depends on the mode index \( j, \) however since we are only interested in the kernel of \( L, \) using \( L_{j,n} = \cos (\omega_n T + \phi_n), \) suffices.

Higher-order robustness to timing errors may be easily implemented by requiring that higher-order derivatives vanish at the error-less gate time as well. All orders will remain linear in \( \mathbf{r} \) and thus may be just as easily implemented.

Robustness to normal-mode errors, i.e errors of the form \( \nu_j \to \nu_j + \delta \nu, \) and normal-mode heating can similarly be minimized by requiring that \( \int_0^T G_j (t) \ dt = 0, \) and \( \int_0^T F_j (t) \ dt = 0. \) Which is easily seen by integration by parts of \( \frac{dG}{dT} |_{T=0} = 0. \) Similarly to robustness to timing errors above, these constraints result in the matrix elements,

\[ L_{j,n} = \frac{2 \sqrt{2} \pi n T^2 \eta_j (T \nu_j (2 \sin (T \nu_j) - T \nu_j) + 4 

\[ \pi^2 n^2 \}}{T^2 \nu_j^2 - 4 \pi^2 n^2} \]

\[ L_{j,n} = -4 \sqrt{2} \pi n T^3 \eta_j \nu_j (\cos (T \nu_j) - 1) \]

\[ \left( T^2 \nu_j^2 - 4 \pi^2 n^2 \right)^2. \]

(26)
In Raman gate configurations a possible source of error is a phase drift between the two counter-propagating Raman beams (in direct-transition gates this corresponds to phase noise in the RF signal generators and is less likely). Robustness to this error can be obtained with the matrix elements,

\[
L_{j,n} = \frac{\sqrt{2}T^2\eta_j \nu_j \sin(T\nu_j)}{T^2\nu_j^2 - 4\pi^2n^2},
\]

and

\[
L_{j,n} = \frac{\sqrt{2}T^2\eta_j \nu_j (\cos(T\nu_j) - 1)}{4\pi^2n^2 - T^2\nu_j^2}. \tag{27}
\]

**APPENDIX IV. MAGNUS EXPANSION FOR CARRIER COUPLING**

As mentioned above, we justify the omission of the carrier coupling term in the derivation of Eq. (22) by nulling the term’s contributions in a Magnus expansion. Specifically, we rewrite the Hamiltonian in Eq. (21) as the sum of the non-commuting terms, \( \hat{V}_1 = \hat{H}_{c.c} + \hat{H}_{MS} \), with \( \hat{H}_{c.c} = \hbar \Omega \sum_{i=1}^{M} r_i \cos(\omega_i t + \phi_i) \hat{J}_{x,1} \) and \( \hat{H}_{MS} \) is given by Eq. (4).

Following Ref. [22] we expand the unitary evolution operator \( \hat{U} \), due to \( \hat{V}_1 \), to second order,

\[
\hat{U} = \exp \left( \sum_k \hat{\Omega}_k \right),
\]

\[
\hat{\Omega}_1 = -\frac{i}{\hbar} \int_0^T dt_1 \hat{V}_1(t_1)
\]

\[
\hat{\Omega}_2 = \frac{1}{2} \left( -\frac{i}{\hbar} \right)^2 \int_0^t dt_1 \int_0^{t_1} dt_2 \left[ \hat{V}_1(t_1), \hat{V}_1(t_2) \right]. \tag{28}
\]

In the first order we obtain,

\[
\hat{\Omega}_1 = -i\Omega \sum_{n=1}^{M} r_n \int_0^T dt \sin(\omega_n t) \hat{J}_{x,1} + \hat{\Omega}_{1,MS}, \tag{29}
\]

where \( \hat{\Omega}_{1,MS} \) corresponds to desired terms that are not due to carrier coupling (these create displacement). We note that the first term in Eq. (29) vanishes identically in the harmonic basis (however does not vanish in the conventional MS gate).

In the second order we again obtain desired terms that are not due to carrier coupling (generating the entanglement phases) and carrier coupling related terms. These terms are,

\[
\hat{\Omega}_{2,cc} = -\frac{\Omega^2}{4} \sum_{n,m=1}^{M} r_n r_m \int_0^T dt_1 \left[ \sin(\omega_n T) \sum_{j=1}^{N} \eta_j \right. \\
\left. \cdot \int_0^{t_1} dt_2 \sin(\omega_m t_2) \left( \cos(\nu_j t_2) \tilde{\rho}_j + \sin(\nu_j t_2) \tilde{q}_j \right) \hat{J}_{z,j} \right]. \tag{30}
\]

The evolution due to \( \hat{\Omega}_{2,cc} \) corresponds to two-photon processes involving a side-band transition and a carrier transition, generating a mode-dependent effective energy shift of the qubit levels due to the \( \hat{J}_{z,j} \) operator.

Furthermore, similarly to what we have seen in the “normal” gate evolution, in Eq. (4), the evolution can be pictured along phase-space trajectories, \( \left( G_{j,cc}(t), F_{j,cc}(t) \right) \), where \( G_{j,cc}, F_{j,cc} \) is the term proportional to \( \tilde{\rho}_j, \tilde{q}_j \). Since, in general, the trajectories do not close at \( t = T \) an additional infidelity penalty occurs due to residual entanglement to the motional degrees of freedom.

**APPENDIX V. EXPLICIT SOLUTIONS OF THE QUADRATIC CONSTRAINTS FOR \( N = 2, 3 \)**

As we stated in the main text, the quadratic constraint in Eq. (10) is an NP-hard problem. Here we show that for the \( N = 2 \) ions it is easy to construct solutions that are power efficient and that for the \( N = 3 \) ions it is easy to construct solutions, however their efficiency is a-priori unknown.

As shown above, by restricting the quadratic problem to the kernel of the linear constraints matrix \( L \), we have reduced the entangling gate problem to satisfying the \( N - 1 \) quadratic equations \( x^T \tilde{C}_j x = \frac{\pi}{2} \), for \( j = 2, ..., N \), where \( x \) is an \( l \)-element real vector and \( l \) is the dimension of the kernel of \( L \) (the number of independent solutions to the linear constraints). An efficient solution is a solution which satisfies the \( N - 1 \) equations while minimizing \( |r| \).

For the \( N = 2 \) there is a single quadratic equation, \( x^T \tilde{C}_2 x = \frac{\pi}{2} \). Any arbitrary vector \( x \) satisfies by-definition the linear constraint and takes some value, \( C = x^T \tilde{C}_2 x \). By renormalizing \( x \rightarrow \sqrt{\frac{2C}{x^T \tilde{C}_2 x}} x \), we obtain a valid solution. We note that if \( C < 0 \) we actually generate the entangling phase \( -\frac{\pi}{2} \) which also generates a GHZ state.

As \( x \) is arbitrary, this method does not ensure the solution efficiency. In order to obtain an efficient solution we note that \( \tilde{C}_2 \) is symmetric and therefore can be diagonalized. Every eigenvector of it, which corresponds to a positive eigenvalue, can be a solution. Specifically, the eigenvector corresponding to the largest eigenvalue will be the optimal solution, i.e., \( x = u_1 \sqrt{\frac{2C}{2\lambda_1}} \), where \( u_1 \) is a normalized eigenvector of \( \tilde{C}_2 \), corresponding to the largest eigenvalue \( \lambda_1 > 0 \). As above, if there are no positive eigenvalues we may pick the largest eigenvalue in absolute value and generate a \( -\frac{\pi}{2} \) phase.

We now proceed to the \( N = 3 \) solution. We define \( \tilde{D}_j = \tilde{C}_2 - \tilde{C}_j \) with \( j = 3, 4, ..., N \), which are also symmetric real \( l \times l \) matrices. The quadratic constraint
above becomes,
\[
\begin{align*}
\begin{cases}
\mathbf{x}^T \bar{D}_j \mathbf{x} = 0 & \quad j = 3, \ldots, N \\
\mathbf{x}^T \bar{C}_2 \mathbf{x} = \pm \frac{\pi}{2}.
\end{cases}
\tag{31}
\end{align*}
\]

For \( N = 3 \) we only have one of these matrices, \( D_3 \), which can be spectrally decomposed to,
\[
\bar{D}_3 = \sum_{i=1}^{p} \lambda_i \psi_i \psi_i^T + \sum_{j=1}^{n} \gamma_j \xi_j \xi_j^T,
\tag{32}
\]
where the \( \psi_i \)'s and \( \xi_j \)'s are normalized eigenvectors of \( \bar{D}_3 \) corresponding to the positive eigenvalues \( \lambda_i \) with \( i = 1, \ldots, p \) and negative eigenvalues \( \gamma_j \) with \( j = 1, \ldots, n \), respectively.

Assuming that \( n, p > 0 \), i.e that \( \bar{D}_3 \) has both positive and negative eigenvalues, we choose an arbitrary positive eigenvalue and negative eigenvalue and set,
\[
\mathbf{x} = C \left( \psi_i + \sqrt{\frac{\lambda_i}{\gamma_j}} \right) \quad i \in \{1, \ldots, p\} \quad j \in \{1, \ldots, n\}.
\tag{33}
\]
This choice suffices such that \( \mathbf{x}^T \bar{C}_2 \mathbf{x} = \mathbf{x}^T \bar{C}_2 \mathbf{x} \). The normalization \( C \) is chosen such that \( \mathbf{x}^T \bar{C}_2 \mathbf{x} = \pm \frac{\pi}{2} \), thus satisfying Eq. \( (31) \). This solution can fail if the resulting \( \mathbf{x} \) is an eigenvector of one of the \( \bar{C}_j \)'s with a zero eigenvalue, however this is not generic.

We note that if the eigenvalues of any of the \( \bar{D}_j \)'s are only positive or only negative then the problem cannot be solved.

The solution for \( N = 3 \) above implies a general approach for numerically searching for a solution for an arbitrary number of ions. In each step of the numerical search a candidate \( \mathbf{x} \) is evaluated for feasibility, i.e whether it satisfies the quadratic constraints, and optimality, i.e whether it corresponds to a low-power solution.

We may improve upon the candidate \( \mathbf{x} \) by renormalizing it such that it at least satisfies \( \mathbf{x}^T \bar{D}_3 \mathbf{x} = 0 \). This is done by expanding \( \mathbf{x} \) with the positive and negative sub-spaces of \( \bar{D}_3 \), that is,
\[
\mathbf{x} = \sum_{i=1}^{p} a_i \psi_i + \sum_{j=1}^{n} b_j \xi_j.
\tag{34}
\]
Such that \( \mathbf{x}^T \bar{D}_3 \mathbf{x} = \sum_{i=1}^{p} a_i^2 \lambda_i + \sum_{j=1}^{n} b_j^2 \gamma_j \). We note that in order for this expression to vanish the positive sum must be equal to the magnitude of the negative sum.

Thus we define the vectors \( \tilde{a} \) (\( \tilde{b} \)), with the elements \( \tilde{a}_i = \frac{a_i}{\sqrt{\lambda_i}} \) (\( \tilde{b}_j = \frac{b_j}{\sqrt{\gamma_j}} \)). By renormalizing \( \tilde{a} \rightarrow \frac{\tilde{a}}{|\tilde{a}|} \) (\( \tilde{b} \rightarrow \frac{\tilde{b}}{|\tilde{b}|} \)), i.e such that they lie on the \( p \)-dimensional and \( n \)-dimensional unit spheres respectively then \( \mathbf{x}^T \bar{D}_3 \mathbf{x} = 0 \) is satisfied. Finally, we renormalize the resulting \( \mathbf{x} \) such that \( \mathbf{x}^T \bar{C}_2 \mathbf{x} = \pm \frac{\pi}{2} \) and Eq. \( (31) \) is satisfied.

We note that the solutions presented here treats the \( C_j \)'s as arbitrary. The numerical solution can possibly be sped-up by taking advantage of the problem's underlying structure, i.e that the matrices originate from the contributions of different harmonics to the entanglement phases.

**APPENDIX VI. UNITARY FIDELITY CALCULATIONS**

We separate the all-to-all gate fidelity to two contributions, unitary fidelity, \( F_U \), which is determined by deviations of the state functions, \( \{G_j, F_j, A_j\}_{j=1}^{N} \) from their ideal values at the gate time, and carrier-coupling fidelity, \( F_{c.c} \), which is determined by the effect of the carrier-coupling Hamiltonian, \( H_c \), described above. Assuming both errors are small then we calculate the total gate infidelity as,
\[
I_{\text{total}} = 1 - F_{\text{total}} \approx 1 - F_U F_{c.c}.
\tag{35}
\]

Here we derive expressions for \( F_U \). Derivation of \( F_{c.c} \) appears in appendix VII below. Throughout our derivations we assume that \( N \) is even. We define, \( F_U = \langle \text{GHZ}|\hat{\rho}_{q}(T)|\text{GHZ}\rangle \), with \( \hat{\rho}_q(t) \) the qubit-subspace density matrix, after evolution time \( t \).

In order to avoid direct evolution of the state in a \( (2^N \cdot n_{\text{max}}^2) \)-dimensional Hilbert space, with \( n_{\text{max}} \) the maximum phonon number of the different normal-modes, we first obtain a more efficient expression.

Following a similar derivation as in \[1\], we note the identity,
\[
\hat{U}_j = e^{-iA_j \hat{J}_j^2} e^{-iF_j \hat{x}_j \hat{J}_j} e^{-iG_j \hat{y}_j \hat{J}_j} = e^{-i(A_j + \frac{G_j}{2}) \hat{J}_j^2} e^{-i(G_j \hat{y}_j + F_j \hat{x}_j) \hat{J}_j},
\tag{36}
\]
where for brevity we omit the time-dependence of \( G_j, F_j \) and \( A_j \), and used the displacement operator, \( \hat{D}_j(\alpha) = \exp(\alpha \hat{a}_j^\dagger - \alpha^* \hat{a}_j) \), such that here \( \alpha_j = -\frac{1}{\sqrt{2}} (F_j + iG_j) \).

Furthermore, we note that \( \hat{D}_j(\alpha) \hat{J}_y \hat{J}_z \hat{D}_j(\alpha) = \sum_i \hat{D}_j(\alpha \lambda_{j,i}) \hat{P}_{j,i} \lambda_{j,i} \), where \( \hat{P}_{j,i} \) is a projector to the subspace spanned by the \( i \)th eigenvector of \( \hat{J}_y \hat{J}_z \) with eigenvalue \( \lambda_{j,i} \).

This allows us to rewrite the evolution operator in Eq. \[3\] as,
\[
\hat{U} = \prod_j \left( e^{-i(A_j + \frac{G_j}{2}) \hat{J}_j^2} \sum_i P_i \hat{D}_j(\alpha_j \lambda_{j,i}) \right) = \prod_j \left( \sum_i \hat{Q}_{j,i} \hat{D}_j(\alpha_j \lambda_{j,i}) \right),
\tag{37}
\]
where the operator, $\hat{Q}_{j,i} = \hat{P}_i e^{-i(\lambda_j + \frac{\epsilon_j q_j}{2})\lambda_j^2}$, acts exclusively in the qubit subspace. We note that we dropped the mode-index $j$ from the projector $\hat{P}_i$ as all the $\hat{J}_{y,j}$ operators have the same eigenvectors (and differ only by eigenvalues).

Using the form of $\hat{U}$ in Eq. (37) above we easily to able to easily trace out the normal-mode degrees of freedom. We have,

$$\hat{\rho}_n = \sum_j \langle n| \hat{U} \rho_0 \hat{U}^\dagger |n \rangle$$

$$= \sum_{\alpha,\beta} \hat{P}_\alpha \left( \prod_j \hat{Q}_{j\alpha} \right) \hat{\rho}_{\alpha,0} \left( \prod_j \hat{Q}_{j\beta} \right) \hat{P}_\beta$$

$$\cdot \prod_j \sum_{n_j} \langle n_j | \hat{D}_j (\alpha_j \lambda_j, \alpha) \hat{\rho}_{j,0} \hat{D}_j (\alpha_j \lambda_j, \beta) |n_j \rangle,$$

where $\hat{\rho}_0 = \hat{\rho}_{\alpha,0} \otimes \hat{\rho}_{1,0} \otimes \cdots \otimes \hat{\rho}_{N,0}$ is the system initial states, assumed to be made of the qubit ground state $\hat{\rho}_{0,0}$ and normal-mode thermal states, $\hat{\rho}_{j,0}$, with $j = 1,\ldots,N$, such that the probability of the $n$th phonon state is $p_n = \frac{1}{N+1} \left( \frac{n}{N+1} \right)^n$, where $\bar{n}$ is the average occupation number of the $j$th normal-mode.

To proceed we use the identity, relevant to thermal states [11],

$$\sum_n \langle n | \hat{D} (\alpha \lambda_n) \hat{\rho}_{j,0} \hat{D} (\alpha \lambda_n) |n \rangle = e^{-|\alpha|^2 (\lambda_n - \lambda_n^2)(\bar{n} + \frac{1}{2})}.$$  

(39)

Thus we obtain,

$$\hat{\rho}_\eta = \sum_{\alpha,\beta} \hat{P}_\alpha \hat{\rho}_{\alpha,0} \hat{P}_\beta$$

$$\cdot \prod_j e^{-i(\lambda_j + \frac{\epsilon_j q_j}{2})\lambda_j^2} e^{-\frac{\hbar^2}{2}(\lambda_j - \lambda_j)^2(\bar{n}_j + \frac{1}{2})}.$$  

(40)

with $R_j = G_j^2 + F_j^2$.

Since the qubit ground state, written in the $\hat{J}_{y,1}$ basis, is an equal superposition of all states, then in this basis Eq. (40) becomes,

$$\hat{\rho}_\eta = \sum_{\alpha,\beta} \langle \alpha | \beta \rangle$$

$$\cdot \prod_j e^{-i(\lambda_j + \frac{\epsilon_j q_j}{2})\lambda_j^2} e^{-\frac{\hbar^2}{2}(\lambda_j - \lambda_j)^2(\bar{n}_j + \frac{1}{2})}.$$  

(41)

A simple way to calculate $F_U$ is by computing, $F_U = \text{Tr}[\hat{\rho}_\eta \hat{\rho}_{G\text{GHZ}}]$, where $\hat{\rho}_{G\text{GHZ}}$ is obtained by setting $G_j = F_j = 0$, $A_1 = \frac{1}{2}$ and $A_2 = 0$ in Eq. (41) above.

Alternatively in this basis the GHZ state can be written as,

$$|\text{GHZ} \rangle = \frac{1}{\sqrt{2^{N+1}}} \sum_\alpha \left( 1 - i(-1)^N P(\alpha) \right) |\alpha \rangle,$$  

(42)

where $P(\alpha)$ is the state parity, i.e it takes the value 1 if there are an even number of qubits in the state $|+i\rangle$ and 1 otherwise, and we have assumed that $N$ is even. Thus the unitary fidelity is explicitly given by,

$$F_U = \frac{1}{2^{2N+1}} \sum_{\alpha,\beta} \left[ \left( 1 + i(-1)^N P(\alpha) \right) \left( 1 - i(-1)^N P(\beta) \right) \right.$$

$$\cdot \prod_{j=1}^N e^{-i(\lambda_j + \frac{\epsilon_j q_j}{2})\lambda_j^2} e^{-\frac{\hbar^2}{2}(\lambda_j - \lambda_j)^2(\bar{n}_j + \frac{1}{2})} \left. \right].$$  

(43)

We note that the expression in Eqs. (41) and (43) use a double summation on $N$-qubit states, thus their evaluation requires $O(2^N)$ calculations.

We note that if we are coupled exclusively to the center-of-mass mode, we can reduce the number of calculations by exploiting the structure of the eigenvalues of $\hat{J}_{y,1}$. Namely instead of summing on states, as in Eq. (41), we sum on the eigenvalues $-\frac{N}{2}, -\frac{N}{2} + 1,\ldots, \frac{N}{2}$ . We get,

$$F_{U,1} = \frac{1}{2^{2N+1}} \sum_{\lambda_\alpha,\lambda_\beta} \left[ \left( \frac{N}{2} + \lambda_\alpha \right) \left( \frac{N}{2} + \lambda_\beta \right) \right.$$

$$\cdot \left( 1 - i(-1)^\lambda_\alpha \right) \left( 1 + i(-1)^\lambda_\beta \right) e^{-i(A + \frac{\epsilon q}{2})(\lambda_\alpha^2 - \lambda_\beta^2)}$$

$$\cdot e^{-\frac{\hbar^2}{4}(\lambda_\alpha - \lambda_\beta)^2(\bar{n} + \frac{1}{2})} \left. \right].$$  

(44)

This expression can be evaluated with $O(N^2)$ calculations.

Similarly, the fidelity of remaining in the ground state when coupled exclusively to the center-of-mass mode, is given by,

$$F_{1,1} = \left[ \frac{1}{2^{2N}} \sum_{\lambda_\alpha,\lambda_\beta} \left( \frac{N}{2} + \lambda_\alpha \right) \left( \frac{N}{2} + \lambda_\beta \right) \right.$$

$$\cdot e^{-i(A + \frac{\epsilon q}{2})(\lambda_\alpha^2 - \lambda_\beta^2)} e^{-\frac{\hbar^2}{4}(\lambda_\alpha - \lambda_\beta)^2(\bar{n} + \frac{1}{2})} \left. \right].$$  

(45)

Utilizing the entanglement phase identity in Eq. (5) we obtain a simple approximation for $F_U$,

$$F_U \approx F_{U,1} \prod_{j=2}^N F_{1,1} (A_j - \bar{A}, G_j, F_j),$$  

(46)

with $\bar{A} = \sum_{n=0}^N A_n$. That is, we use the center-of-mass fidelity in Eq. (44), with the mean difference between $A_1$ and the other entanglement phases, and the identity center-of-mass fidelity in Eq. (45) to calculate the “excess” phase. Using this
expression \( F_U \) may be approximated with \( O(N^3) \) calculations.

Nevertheless, in the simulations presented in the main text we use the full expression for \( F_U \).

**APPENDIX VII. CARRIER COUPLING FIDELITY CALCULATIONS**

As mentioned in appendix IV, for non-harmonic gates, the first order Magnus contribution of the carrier coupling terms does not vanish. The infidelity due to these terms has been previously evaluated as \[19\],

\[
F_{cc,1} = \cos \left( 2\Omega \sum_{i=1}^{M} r_i \frac{\cos (\omega_i T + \phi_i)}{\omega_i} \right). \tag{47}
\]

Furthermore, the second order Magnus terms, derived in IV, contribute to the carrier-coupling infidelity since the trajectories formed by them, \((G_{j,cc}(t), F_{j,cc}(t))\), do not generally close and thus leave the spin and motional degrees of freedom entangled.

In analogy to the derivation of the unitary fidelity in appendix VI we may calculate the resulting trajectory formed by these terms and evaluate the resulting carrier coupling infidelity.

For simplicity we use the two-ion fidelity analogue,

\[
F_{cc,2} = \prod_{j=1}^{N} \left[ 3 + e^{-\left( F_{j,cc}^2 + G_{j,cc}^2 \right)} \right]^{\frac{1}{8}} \left( \frac{F_{j,cc} G_{j,cc}}{2} \right) e^{-\frac{F_{j,cc}^2 + G_{j,cc}^2}{4}}, \tag{48}
\]

that is, we use the 2-qubit identity fidelity assuming all modes are a center-of-mass mode. Finally, \( F_{cc} = F_{cc,1} F_{cc,2} \).

---
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