Can quantum transition state theory be defined as an exact $t = 0_+$ limit?
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The definition of the classical transition state theory (TST) as a $t \to 0_+$ limit of the flux-side time correlation function relies on the assumption that simultaneous measurement of population and flux is a well defined physical process. However, the noncommutativity of the two measurements in quantum mechanics makes the extension of such a concept to the quantum regime impossible. For this reason, quantum TST (QTST) has been generally accepted as any kind of quantum rate theory reproducing the TST in the classical limit, and there has been a broad consensus that no unique QTST retaining all the properties of TST can be defined. Contrary to this widely held view, Hele and Althorpe (HA) [J. Chem. Phys. 138, 084108 (2013)] recently suggested that a true QTST can be defined as the exact $t \to 0_+$ limit of a certain kind of quantum flux-side time correlation function and that it is equivalent to the ring polymer molecular dynamics (RPMD) TST. This work seeks to question and clarify certain assumptions underlying these suggestions and their implications. First, the time correlation function used by HA as a starting expression is not related to the kinetic rate constant by virtue of linear response theory, which is the first important step in relating a $t \to 0_+$ limit to a physically measurable rate. Second, a theoretical analysis calls into question a key step in HA’s proof which appears not to rely on an exact quantum mechanical identity. The correction of this makes the true $t \to 0_+$ limit of HA’s QTST different from the RPMD-TST rate expression, but rather equal to the well-known path integral quantum transition state theory rate expression for the case of centroid dividing surface. An alternative quantum rate expression is then formulated starting from the linear response theory and by applying a recently developed formalism of real time dynamics of imaginary time path integrals [S. Jang, A. V. Sinitskiy, and G. A. Voth, J. Chem. Phys. 140, 154103 (2014)]. It is shown that the $t \to 0_+$ limit of the new rate expression vanishes in the exact quantum limit.

I. INTRODUCTION

How to extend the transition state theory (TST) to the quantum regime has been a long standing theoretical challenge. Within the classical mechanics, the TST is a well defined theory with firmly established computational methods and simulation protocols. However, the very concept of measuring flux at a localized dividing surface is at odds with the quantum mechanical uncertainty principle. Moreover, the notion of sorting out “trajectories” that do not recross, which allows the TST to be the upper bound of a true barrier crossing rate, is difficult to envision quantum mechanically. In fact, it does not seem clear whether a practical quantum TST (QTST) that translates all the assumptions of the TST to quantum regime can be developed at all.

While genuine QTSTs serving as a rigorous upper bound for quantum barrier crossing rates have been developed, they are either difficult to implement or lack quantitative accuracy. Thus, here we adopt a loose definition of QTST as a quantum barrier crossing rate theory approaching the TST in the classical limit. Various QTSTs that allow practical calculations have been developed based on a wide range of theoretical approaches.

One approach is to invoke approximate time dependent quantum dynamics near the barrier top, which results in time dependent rates, and to define the QTST as the steady state limit of the time dependent rate expression. Another approach is to abandon explicit consideration of the dynamics from the outset and to extract the rate from the quantum partition function representing metastable reactant states. Justification for this latter approach can be made through analytic continuation of the partition function to the complex time domain or by an argument of detailed balance. Theoretical for-
mulations unifying the two approaches have also been developed.\textsuperscript{22}

Recently, Hele and Althorpe (HA) proposed a new formulation of QTST,\textsuperscript{23} hereafter termed as HA-QTST, and suggested that they have proven its equivalence to the ring polymer molecular dynamics TST (RPMD-TST)\textsuperscript{24,25} They argued that HA-QTST is a true QTST in the sense that it corresponds to an exact $t \to 0_+$ limit of a quantum flux-side correlation function. A follow-up work\textsuperscript{26} presented another formal analysis suggesting again that the HA-QTST is exact under a condition of no recrossing, which however was defined in a formal way without a physical definition of quantum mechanical recrossing. A careful theoretical examination of this overall formalism issue is therefore important for our general understanding of QTST.

A distinctive aspect of HA-QTST is that the formulation starts from a special kind of quantum time correlation function which is apparently constructed based on a mathematical consideration of its $t \to 0_+$ limit, the physical basis of which is not clear. In addition, as will be analyzed in detail in Sec. III, HA’s proof for the equivalence between the QTST need to be reassessed.

As a formalism alternative to HA-QTST, we then present a new path integral based quantum rate expression, starting from the well established Yamamoto expression\textsuperscript{10,28,29} for the exact quantum rate based on the linear response theory\textsuperscript{11,12,16,27} and employing a recently developed quantum dynamics formalism,\textsuperscript{24,25} hereafter called as real time dynamics of imaginary time path integral (RDIP). In the classical limit, the $t = 0_+$ limit of our rate expression becomes equal to classical TST. However, if the quantum limit is taken first, the $t = 0_+$ limit of the rate expression can be shown to be zero due to quantum delocalization. This is consistent with other work\textsuperscript{33} and confirms the assessment\textsuperscript{37} that constructing a rigorous QTST as the $t = 0_+$ limit of a quantum dynamics is likely to be impossible.

The remainder of this paper is organized as follows. Section II provides a review of the linear response theory as a preliminary step. Section III presents a detailed analysis of HA-QTST. Then, in Sec. IV, we develop a new formulation of QTST employing the RDIP approach. Sec. V provides concluding remarks.

II. TIME DEPENDENT RATE EXPRESSION BASED ON QUANTUM LINEAR RESPONSE THEORY

As a preliminary step, we here provide a short review of the exact quantum rate expression\textsuperscript{10,28,29} based on the linear response theory\textsuperscript{11,12} This will serve as the basis for the discussion in Sec. III and the formulation developed in Sec. IV.

Let us consider an activated rate process from a reactant (a) to a product (b). Figure 1 shows a schematic of the free energy profile. Here, we assume that the reaction occurs in a one dimensional coordinate $q$, the potential functions of a and b, denoted as $h_a(q)$ and $h_b(q)$, respectively, satisfy the condition $h_a(0) + h_b(0) = 1$. We here make the simplest and well known choice of $h_b(q) = \Theta(q - d)$, where $\Theta$ is the step function and $d$ is the dividing surface (point for one dimensional case) between a and b. The quantum mechanical population operators are then defined as $h_a = h_a(q)$ and $h_b = h_b(q)$, and the flux operator from a to b can be expressed as

$$\hat{F} = \frac{i}{\hbar} [\hat{H}, h_b(q)] = \frac{\hat{p}}{2m} h'_b(q) + h'_b(q) \frac{\hat{p}}{2m},$$  \hspace{1cm} (1)$$

where $\hat{p}$ is the momentum operator conjugate to $\hat{q}$, $m$ is the mass of the particle, and $h'_b(q) = \delta(q - d)$. Starting from the linear response theory\textsuperscript{10,12} and the assumption of rate behavior in which the longest time scale of the system is the rate of interconversion from wells a to b, as detailed in Appendix A, on can obtain the following expression for the time dependent forward rate constant from a to b:

$$k(t) = \frac{1}{Z_a} \frac{1}{\beta} \int_0^\beta d\lambda \text{Tr}\{e^{-(\beta-\lambda)\hat{H}} \hat{h}_a e^{-\lambda\hat{H}} \hat{F}(t)\},$$  \hspace{1cm} (2)$$

FIG. 1: A schematic of free energy profile along the reaction coordinate, q. The reactant is denoted as a and the product is denoted as b. q = d is the dividing surface between the two.
where $\beta = 1/(k_BT)$ and $Z_o = Tr\{e^{-\beta H}\}$, the reactant partition function. The operator $\hat{F}(t)$ in the above expression is the time dependent flux operator defined as

$$\hat{F}(t) = e^{i\hat{H}t/\hbar}e^{-i\hat{H}t/\hbar} = \frac{\hat{p}(t)}{2m} + h^*_0(q(t))\frac{\hat{p}(t)}{2m} ,$$

where $\hat{p}(t) = e^{i\hat{H}t/\hbar}\hat{p}e^{-i\hat{H}t/\hbar}$ and $\hat{q}(t) = e^{i\hat{H}t/\hbar}\hat{q}e^{-i\hat{H}t/\hbar}$. Utilizing the fact that $\hat{F}(t) = i[\hat{H}, h^*_0(t)]/\hbar$ and the cyclic invariance of the trace operation, we can rewrite Eq. (2) as follows:

$$k(t) = -\frac{1}{Z_o} \frac{1}{\beta} \int_0^\beta d\lambda Tr\{e^{-(\beta-\lambda)\hat{H}}\hat{h}[\hat{H}, \hat{h}_0]e^{-\lambda\hat{H}}\hat{h}_0(\hat{q}(t))\} = \frac{1}{Z_o} \frac{1}{\beta} \int_0^\beta d\lambda Tr\{e^{-(\beta-\lambda)\hat{H}}\hat{F}e^{-\lambda\hat{H}}\hat{h}_0(\hat{q}(t))\} ,$$

where, in the second equality, the fact that $\hat{F} = -i[\hat{H}, \hat{h}_0]/\hbar$ has been used. For direct quantum dynamics simulation, Eq. (4) may be more advantageous than Eq. (2) because it allows sampling of trajectories starting only from the barrier region. However, the evaluation of the exact quantum flux operator still remains a challenging task.

It can be shown that the exact $t = 0_-$ limit of Eq. (2) or (4) is zero, which is a manifestation of fundamental quantum principles. Since the population and flux operators do not commute, measurement of the flux right after the preparation of the system, i.e., population measurement, results in both positive and negative fluxes with an equal probability. Thus, the structure of the linear response theory dictates that the exact $t = 0_-$ limit of the reactive flux is zero in the quantum regime. Therefore, any quantum rate formulation based on the exact $t = 0_-$ limit should address how this fundamental quantum mechanical property can be somehow avoided.

### III. QTST BY HELE AND ALTHORPE

One feature that sets the HA-QTST apart from other earlier theories is that, instead of Eq. (2) or (4), the rate formulation starts from a quantum time correlation function that they have termed as generalized Kubo transform of the side-side correlation function (GKSCF).

The apparent motivation for introducing GKSCF is to identify a time correlation function with nonzero $t = 0_-$ limit, and HA has constructed it starting from a complex time path integral representation of the quantum partition function $Z = Tr\{e^{-\beta H}\}$. In our notation, as detailed in Appendix B, the GKSCF can be expressed as

$$\tilde{C}_{ss}(t) = \int dq_1 \cdots \int dq_p \int d\eta_1 \cdots \int d\eta_p \times \int dz_1 \cdots \int dz_p \rho(q, \eta) \mathcal{G}(q, \eta, z; t) h_b(f(q)) h_b(f(z)) ,$$

where $q$ and $\eta$ are path coordinates defined by Eqs. (B3) and (B4). $f(q)$ is a symmetric function of $q_k$'s defined in the space of imaginary time paths. The density $\rho(q, \eta)$ is defined by Eq. (B6) and represents the canonical density operator. The term $\mathcal{G}(q, \eta, z; t)$ is defined by Eq. (B7) and retains all the dynamical information. Note that we have incorporated the position of the dividing surface $d$ into the definition of the population function, unlike the original formulation by HA. Thus, $f(q)$ in Eq. (5) is independent of $d$.

Although mathematically well defined, the physical meaning of GKSCF is less clear. HA rendered the $t = 0_-$ limit of the time derivative of the correlation function to be non-zero by making the flux and side dividing surfaces equal. However, this procedure is not possible if one adheres to the rules of quantum mechanics and the requirement to express the rate in an exact and general form, e.g., from the linear response theory [Eqs. (2)–(4)]. This is also illustrated by the fact that Fig. 2 of Ref. 23 depicts the manipulation of the Feynman diagrams for the correlation function, which appear to be disallowed due to the non-commutation of the operators.

It is possible to further analyze the GKSCF as follows. From the definition of $\mathcal{G}(q, \eta, z; t)$ given by Eq. (B7), it is clear that

$$\mathcal{G}(q, \eta, z; 0) = \delta(q - z)\delta(\eta) .$$

Thus, for $t = 0$, Eq. (5) becomes

$$\tilde{C}_{ss}(0) = \int dq\cdots\int dq_p \rho(q, 0) h_b(f(q)) ,$$

where $\rho(q, 0) = \prod_{k=1}^P \langle q_k | e^{-\epsilon \hat{H}} | q_{k+1}\rangle$, with $\epsilon = \beta/P$ and the cyclic boundary condition of $q_{P+1} = q_1$. Note that the population function $h_b$ is a nonlinear function. As a result, Eq. (7) does not have any corresponding quantum mechanical operator expression. This is because the imaginary time in the Feynman path integral is a fictitious time, each labeling a different realization of the system in the quantum canonical ensemble. Any function that depends nonlinearly on the collection of the imaginary time path coordinates mixes up different realizations of the ensemble in a nonlinear manner. Such a function has temperature as an implicit variable, and does not have any analogue for the case of a pure quantum state. Thus, $h_b(f(q))$ cannot be related to any genuine physical observable except in the classical limit or zero temperature limit. This is true even for the case
where \( f(q) = q_0 = (q_1 + \cdots + q_p)/P \), namely the imaginary time path centroid. Therefore, it is not possible to establish unambiguous relationship between \( C_{ss}(0) \) (and thus \( C_{ss}(t) \)) with physically measurable quantities. This is in strong contrast with the physical basis for Eq. (3) or (4), as demonstrated in detail in Appendix A. Thus, it appears that the starting expression used by HA lacks a clear physical justification unlike the linear response rate expression (11,22,23). This does not necessarily mean that the time derivative of \( C_{ss}(t) \) cannot be used as a quantum rate. However, no fundamental physical basis appears to exist which suggests that such a limit should be considered as a true QTST (23). With this issue clarified, we can now provide a further analysis of HA-QTST to discuss another important issue.

As the next step, HA calculates the time derivative of Eq. (5) as follows:

\[
\dot{C}_{fs}(t) = -\frac{d}{dt} C_{fs}(t) = -\int dq_1 \cdots dq_P \int dt_1 \cdots \int dt_P \rho(q, t) \times \int dq_1 \cdots dq_P \rho(q, t) G(q, t; 0, t; t) \frac{dG(q, t; 0, t; t)}{dt},
\]

where the detailed expression for \( dG(q, t; 0, t; t)/dt \) is given by Eq. (8) in Appendix C. Through partial integration of the resulting expression for Eq. (3), as detailed in Appendix C and using the definition that \( h_b \) is a step function, we obtain the following expression

\[
\dot{C}_{fs}(t) = \int dq_1 \cdots dq_P \int dt_1 \cdots \int dt_P \rho(q, t) |G(q, t; 0, t; t)|^2 \times \Theta(f(z) - d) \delta(f(q) - d)
\times \frac{1}{2m} \sum_{k=1}^{P} \frac{\partial f(q)}{\partial q_k} \left\{ \bar{p} + (q_{k-1} - 1/2, q_k + \eta_k/2; \epsilon) + p - (q_k - \eta_k/2, q_k + \eta_k/2; \epsilon) \right\},
\]

where we have introduced new imaginary time momentum averages as follows:

\[
\bar{p} + (q', x'; \epsilon) = \frac{\langle x'|e^{-iHt/\hbar}p|x'\rangle}{\langle x'|e^{-iHt/\hbar}|x'\rangle}, \quad (10)
\]

\[
\bar{p} - (q', x'; \epsilon) = \frac{\langle x'|\bar{p}e^{-iHt/\hbar}|x'\rangle}{\langle x'|e^{-iHt/\hbar}|x'\rangle}. \quad (11)
\]

Equation (9) can be shown to be equivalent to Eq. (31) of Ref. (23). At \( t = 0 \), it becomes

\[
\dot{C}_{fs}(0) = \int dq_1 \cdots dq_P \rho(q, 0) \Theta(f(q) - d) \delta(f(q) - d)
\times \frac{1}{2m} \sum_{k=1}^{P} \frac{\partial f(q)}{\partial q_k} \left\{ \bar{p} + (q_{k-1} - 1/2, q_k + \eta_k/2; \epsilon) + p - (q_k - \eta_k/2, q_k + \eta_k/2; \epsilon) \right\},
\]

where the identity of Eq. (9) has been used. This expression can be shown to be zero, as detailed in Appendix D, due to the cyclic symmetry of the imaginary time path integral.

Invoking an analogy to the classical TST, HA defines their QTST as the \( t = 0_+ \) limit of Eq. (9). For this, they use a short time approximation for real time propagators, \( e^{+itH/\hbar} \)'s, within the definition of \( G(q, t; 0, t; t) \), Eq. (8). This procedure leads to classical-like real time momenta \( p_k \)'s satisfying the following relation:

\[
z_k = q_k + \frac{p_k}{m} t. \quad (13)
\]

HA then replaces the integrands \( z_k \)'s in Eq. (9) with \( p_k \)'s, which is mathematically valid as long as \( t > 0 \). Taking the limit of \( t = 0_+ \), the resulting expression can be shown to be

\[
k_{HA} = \dot{C}_{fs}(0_+)
\]

\[
= \left\frac{1}{(2\pi\hbar)^P} \right\int dq_1 \cdots dq_P \int dt_1 \cdots \int dt_P \rho(q, t) |G(q, t; 0, t; t)|^2 \times \Theta(f(q) + \frac{P_0}{m} 0_+ - d) \delta(f(q) - d)
\times \left\frac{1}{2m} \sum_{k=1}^{P} \frac{\partial f(q)}{\partial q_k} \left\{ \bar{p} + (q_{k-1} - 1/2, q_k + \eta_k/2; \epsilon) + p - (q_k - \eta_k/2, q_k + \eta_k/2; \epsilon) \right\}, \quad (14)
\]

Based on the following expansion

\[
f(q + \frac{P_0}{m} 0_+) = f(q) + \frac{P}{m} \cdot \nabla f(q) 0_+ \quad , (15)
\]

and employing the constraint of \( f(q) = d \), one can make the following replacement:

\[
\Theta(f(q + \frac{P_0}{m} 0_+)) = \Theta(p \cdot \nabla f(q)) \quad . \quad (16)
\]
Thus, Eq. (14) can be expressed as
\[
k_{HA}Z_a = \frac{1}{(2\pi\hbar)^P} \int dq_1 \cdots \int dq_P \int dq_1 \cdots \int dq_P \\
\times \int dp_1 \cdots \int dp_P \rho(q, \eta) \exp(i\mathbf{p} \cdot \eta/\hbar) \\
\times \Theta(\mathbf{p} \cdot \nabla f(\mathbf{q}) - d) \\
\times \frac{1}{2m} \sum_{k=1}^{P} \frac{\partial f(\mathbf{q})}{\partial q_k} \left\{ \tilde{p}_+ (q_{k-1} - \frac{\eta_{k-1}}{2}, q_k + \frac{\eta_k}{2}; \epsilon) \\
+ \tilde{p}_- (q_k - \frac{\eta_k}{2}, q_{k+1} + \frac{\eta_{k+1}}{2}; \epsilon) \right\}. \quad (17)
\]

The above expression, or Eq. (14), is similar to Eq. (38) of Ref. 23 which serves as the key step in HA’s suggestion that their result constitutes a derivation of RPMD-TST. However, there is an important difference, which is clarified below. The difference lies in the fact that Eq. (38) of Ref. 23 amounts to replacing \( \tilde{p}_+ / \tilde{p}_- \) in Eq. (17) with \( p_k \). In other words, HA replace the average imaginary time momenta defined along the imaginary time paths at \( t = 0 \) with the real time momenta defined by Eq. (13), which results from the stationary classical-like approximation for the real time propagator.

However, the equations of motion for the real time momenta, \( p_k \)’s, are as yet undefined. In fact, these simply serve as dummy integrands. Thus, \( \tilde{p}_+ / \tilde{p}_- \) and \( p_k \)’s correspond to two distinctively different sets of variables, and the interchange between them is not justified unless stated explicitly as being an approximation, which HA did not appear to do.

The procedure noted above appears to have resulted from a mixing of the path integral and operator formulations of quantum mechanics. For example, the ring polymer flux operator \( \tilde{F} \) defined by Eq. (32) of Ref. 23 has its meaning only within the specific convention prescribed by HA in their work. Adhering to such a convention, \( \tilde{F} \) makes their Eq. (31) equivalent to the \( t = 0 \) limit of Eq. (9) of this work. However, at the next stage of formulation, the momentum operator being applied to each position state is replaced with a real time value of momentum, which is not allowed quantum mechanically. Thus, the follow-up steps of using \( S(q, p) \) in Eq. (33) or (38) of Ref. 23 cannot be justified quantum mechanically. This is tantamount to assuming that position states are eigenstates of the momentum operators in the ring polymer flux operator, which is not true. Although it is possible to derive an expression in which the real time momenta appear explicitly through an alternative procedure, as detailed in Appendix C, the resulting expression is still different from Eq. (38) of Ref. 23.

Despite the concerns over HA’s formulation as noted above, it might still be possible for the correctly calculated \( t = 0 \), limit of the derivative of GKSCF, which is Eq. (17), to be equivalent to the RPMD-TST rate expression. In order to check this, Eq. (17) can be evaluated further employing a normal mode transformation used by HA. Let us introduce \( \tilde{p}_k(q) \) and \( \tilde{\eta}_k(q) \) such that
\[
\tilde{p}_k(q) = \sum_{k=1}^{P} p_k T_{k,j}(q), \\
\tilde{\eta}_k(q) = \sum_{k=1}^{P} \eta_k T_{k,j}(q), 
\]

where \( T_{k,0}(q) = B(q)^{-1/2} \partial f(q)/\partial q_k \) with \( B(q) = \sum_{k=1}^{P} (\partial f(q)/\partial q_k)^2 \). Other components of \( T_{k,i}(q) \) can be determined such that \( \sum_k T_{k,i}(q) T_{k,i'}(q) = \delta_{ii'} \). Then, Eq. (17) can be expressed as
\[
k_{HA}Z_a = \frac{1}{(2\pi\hbar)^P} \int dq_1 \cdots \int dq_P \\
\times \int d\tilde{\eta}_0(q) \int d\tilde{p}_0(q) \rho(q, \eta_0) \exp(i\tilde{p}_0(q)\tilde{\eta}_0(q)/\hbar) \\
\times \Theta(\tilde{p}_0(q)) \delta(f(q) - d) \\
\times \frac{1}{2m} \sum_{k=1}^{P} \frac{\partial f(q)}{\partial q_k} \left\{ \tilde{p}_+ (q_{k-1} - \frac{\eta_{k-1}}{2}, q_k + \frac{\eta_k}{2}; \epsilon) \\
+ \tilde{p}_- (q_k - \frac{\eta_k}{2}, q_{k+1} + \frac{\eta_{k+1}}{2}; \epsilon) \right\}. \quad (20)
\]

Integration over \( \tilde{\eta}_k(q) \) for \( k \neq 0 \) in the above expression can be performed easily because the integral over \( \tilde{p}_0(q) \) amounts to a Fourier integral expression for the delta function. Thus,
\[
k_{HA}Z_a = \frac{1}{2\pi\hbar} \int dq \cdots \int dq \\
\times \int d\tilde{\eta}_0(q) \int \tilde{p}_0(q) \rho(q, \eta_0) \exp(i\tilde{p}_0(q)\tilde{\eta}_0(q)/\hbar) \\
\times \Theta(\tilde{p}_0(q)) \delta(f(q) - d) \\
\times \frac{1}{2m} \sum_{k=1}^{P} \frac{\partial f(q)}{\partial q_k} \left\{ \tilde{p}_+ (q_{k-1} - \frac{\eta_{k-1}}{2}, q_k + \frac{\eta_k}{2}; \epsilon) \\
+ \tilde{p}_- (q_k - \frac{\eta_k}{2}, q_{k+1} + \frac{\eta_{k+1}}{2}; \epsilon) \right\}. \quad (21)
\]

where \( \eta_0 = (T_{1,0}, \cdots, T_{P,0}) \tilde{\eta}_0(q) \). As detailed in Appendix D, \( \tilde{p}_+ \) and \( \tilde{p}_- \) defined by Eqs. (10) and (11) can be calculated explicitly, resulting in Eqs. (22) and (23). Employing these expressions and also performing explicit integration over \( \tilde{p}_0(q) \), under the assumption that the integrand vanishes in the limit of \( \tilde{p}_0(q) \to \infty \), we obtain the following expression:
\[
k_{HA}Z_a = \frac{1}{4\pi\hbar} \int dq \cdots \int dq \\
\times \int d\tilde{\eta}_0(q) \rho(q, \eta_0) \delta(f(q) - d) \\
\times \frac{1}{\eta_0(q)} \sum_{k=1}^{P} \frac{\partial f(q)}{\partial q_k} \left\{ \eta_{0,k-1}(q) + 2\eta_{0,k}(q) + \eta_{0,k+1}(q) \right\} \\
- q_{k-1} + q_{k+1}, \quad (22)
\]
where $\eta_{0,k}(q) = T_{k,0}\hat{\eta}_0(q)$. Taking the average of the above integral with an equivalent one resulting from the following variable transformation $(q_1, \cdots, q_p) \rightarrow (q_{p+1}, \cdots, q_l)$ and $\hat{\eta}_0(q) \rightarrow -\hat{\eta}_0(q)$, we then obtain

\[ k_{HA}Z_a = \frac{1}{4\pi e^2 h} \int dq_1 \cdots \int dq_p \times \int d\hat{\eta}_0(q) \rho(q, \eta_0) \delta(f(q) - d) \times \sum_{k=1}^P \frac{\partial f(q)}{\partial q_k} T_{k-1,0} + 2T_{k,0} + T_{k+1,0} \] . \hspace{1cm} (23)

The integration over $\hat{\eta}_0(q)$ in the above expression can be done explicitly following the same procedure used by HA. Although the resulting expression is finite, which confirms the mathematical motivation behind defining the dividing surfaces of flux and side functions to coincide, the resulting expression is clearly different from the RPMD-TST rate expression. This also can be seen easily from the fact that Eq. (23) does not involve any real time momentum variables.

In order to demonstrate the physical implication of the corrected HA-QTST rate expression derived above, let us consider the following case of centroid dividing surface:

\[ f(q) = \frac{1}{B} \sum_{k=1}^P q_k . \hspace{1cm} (24) \]

For this case, $\partial f/\partial q_k = 1/P$, $B = 1/P$, $T_{k,0} = 1/\sqrt{P}$, and

\[ \sum_{k=1}^P \frac{\partial f(q)}{\partial q_k} T_{k-1,0} + 2T_{k,0} + T_{k+1,0} = \frac{2}{\sqrt{P}} . \hspace{1cm} (25) \]

It is also straightforward to show that

\[ \rho(q, \eta_0) \approx \exp \left\{ -\frac{mP}{2\pi h^2} \hat{\eta}_0^2 \right\} \rho(q, 0) . \hspace{1cm} (26) \]

Inserting the above expressions into Eq. (23) and performing Gaussian integration over $\hat{\eta}_0$, we find that

\[ k_{HA}Z_a \approx \frac{1}{2\pi h^2} \rho_c(d) , \hspace{1cm} (27) \]

where

\[ \rho_c(d) = \sqrt{\frac{2m\pi h^2}{\pi}} \int dq_1 \cdots \int dq_p \rho(q, 0) \delta(q_0 - d) . \hspace{1cm} (28) \]

It is interesting to note that the above rate expression is exactly equal to the PI-QTST rate expression above the crossover temperature. However, this is not surprising considering that HA’s formulation relies on a purely classical nature of the short real time dynamics, only within which the definition of $t = 0^+$ limit makes sense.

Their definition of free energy space of the reactant, for the case of centroid dividing surface, is also the same as that for PI-QTST. Thus, our finding above regarding the correct $t = 0^+$ limit of the time derivative of the GKSCF implies that the net effect of having the flux and side dividing surfaces coincide and taking the exact $t = 0^+$ limit is making classical approximation for the dynamical factor as implied in the above crossover temperature PI-QTST rate expression.

In a follow-up paper, Althorpe and Hele also suggest that HA-QTST is exact in a certain limit of no-recrossing. However, their conclusion is based on the fact that any effect of a non-ideal initial condition disappears in the steady state limit. In addition, their no-recrossing condition, which is defined as the limit where their generalized flux-side time correlation function becomes independent of time, does not appear to naturally arise from quantum dynamical considerations. Thus, the physical basis for the condition of no-recrossing seems unclear and difficult to verify by independent means.

**IV. REAL TIME DYNAMICS OF THE IMAGINARY TIME PATH INTEGRAL**

Recently, we developed a formalism of RDIP which allows calculation of a general class of nonlinear Kubo-transformed time correlation functions and thus can be used to evaluate the rigorous rate expression based on the linear response theory, Eq. (2). With the path integral representation of the canonical density operator given by Eq. (E1), it is straightforward to show that Eq. (2) can be expressed as

\[ k(t) = \frac{1}{Z_a} \int dq \int dp \ U(q, p) h_a(q, p) F_0(t, q, p) , \hspace{1cm} (29) \]

where $U(q, p)$ is defined by Eq. (E2) and

\[ h_a(q, p) = \frac{1}{P} \sum_{k=1}^P h_a(q_k) , \hspace{1cm} (30) \]

\[ F_0(t, q, p) = Tr \left\{ \hat{S}(t; q, p) \hat{F} \right\} , \hspace{1cm} (31) \]

with $\hat{S}(t; q, p) \equiv e^{-i\hat{H}t/h} \hat{S}(q, p) e^{i\hat{H}t/h}$, the time dependent version of $\hat{S}(q, p)$ defined by Eq. (E3). Note that $p$ is the midpoint momentum vector as defined below Eq. (E1). At time $t = 0$,

\[ F_0(0; q, p) = F_0(q, p) = Tr \left\{ \hat{S}(q, p) \hat{F} \right\} \]

\[ = \frac{1}{P} \sum_{k=1}^P dq_k \langle q_k - \frac{\eta_k}{2} | \hat{F} | q_k + \frac{\eta_k}{2} \rangle . \hspace{1cm} (32) \]
As detailed in Appendix E, the above expression is equivalent to the following classical-like expression:

$$ F_0(q, p) = \frac{1}{P} \sum_{k=1}^{P} \frac{\hat{p}_k}{m} h'_k(q_k) = \frac{1}{P} \sum_{k=1}^{P} \frac{\hat{p}_k}{m} \delta(q_k - d) \ , \ (33) $$

where the second equality results from our starting assumption that $h_k(q_k) = \Theta(q_k - d)$.

Now, let us introduce $q_{cl}(t)$ and $p_{cl}(t)$, the path vectors consisting of $p_{b, cl}(t)$’s and $q_{b, cl}(t)$’s, each evolving classically from $\hat{p}_k$ and $\hat{q}_k$. Then, Eq. (33) can be expressed as

$$ F_0(t; q, p) \approx \frac{d}{dt} h_{b, 0}(q_{cl}(t)) \ \bigg|_{t=0} \ . \ (34) $$

This motivates the following approximation:

$$ F_0(t; q, p) \approx F_0(q_{cl}(t), p_{cl}(t)) = \frac{d}{dt} h_{b, 0}(q_{cl}(t)) \ . \ (35) $$

With the above approximation, the rate expression of Eq. (35) can be expressed as

$$ k(t) \approx \frac{1}{Z_a} \int dq \int dp \ U(q, p) h_{a, 0}(q) F_0(q_{cl}(t), p_{cl}(t)) = \frac{1}{Z_a} \int dq \int dp \ U(q, p) h_{a, 0}(q) \frac{d}{dt} h_{b, 0}(q_{cl}(t)) \ . \ (36) $$

Evaluation of the above expression does not require quantum dynamical time evolution, and is thus feasible. For the case where $P = 1$, the $t = 0+$ limit of this expression is equivalent to the classical TST. However, for the quantum case, it is possible to show that the $t = 0+$ limit of the above expression is of order $1/P$, which vanishes in the exact path integral limit. Detailed proofs are provided in Appendix F. Thus, Eq. (36) satisfies the exact property that the $t = 0+$ limit vanishes, while possibly being amenable for practical calculations. This points to the possibility of developing a path integral expression for the QTST based on the linear response theory which also reproduces the correct behavior in the $t = 0+$ limit. Previous tests of the RDIP method for harmonic oscillator was confirmed to be exact even for nonlinear operators. Therefore, the result of the above rate expression is expected to be exact for the case of a quadratic barrier.

V. CONCLUDING REMARKS

The very concept of the TST relies on the principles of classical mechanics. It either assumes that instantaneous back-to-back measurements of population and flux are possible or that completely deterministic trajectories can be defined in phase space. In the quantum regime, these assumptions become invalid. Therefore, it seems likely that no quantum rate theory retaining all the properties of classical TST can be found. Even with this fundamental limitation, it may still be possible to define a quantum rate as long as the measurement of rate is defined so as to be consistent with the history of quantum preparation. Thus, a formulation of quantum rate theory approaching TST in the classical limit, which serves as the definition of QTST here, is suggested to be possible, although it does not necessarily have to be unique.

Two popular frameworks for defining a quantum rate have been the scattering formulation and the linear response theory, with the former favored in the field of gas phase dynamics and the latter in the field of condensed phase dynamics. In both cases, a physically meaningful QTST can be defined in the steady state limit where the reactant and product population states have completely decohered due to spatial separation or action of environments. Only in the classical limit where the decoherence time becomes effectively zero, can such a steady state limit be replaced with the $t = 0+$ limit. In this sense, the suggestion by HA that a true QTST can be defined as the exact $t = 0+$ limit of a quantum time correlation function and that it also reproduces the rate expression of RPMD-TST, which is approximate in nature even in the $t = 0+$ limit, is unclear. Such a suggestion also conflicts with a significant body of earlier works on how QTST might be defined, and has therefore motivated us to carry out a detailed analysis of HA-QTST.

In this paper, we have identified two significant concerns with the development and assumptions of HA-QTST. First, we note that the GKSCF introduced by HA as the starting point of their QTST is not related to a time correlation function for the observable rate constants from the linear response theory. This is an important issue because the rate is defined as the $t = 0+$ limit of its time derivative, which should be affected significantly by the nature of the initial expression and the initial physical conditions. Second, we identified an incorrect application of a quantum mechanical identity, namely the replacement of average imaginary time momenta along the imaginary time paths at $t = 0$ with the real time momenta variables under the classical approximation at $t = 0$. The two are independent variables, and such a replacement is not strictly allowed quantum mechanically. When the $t = 0+$ limit is evaluated employing a corrected expression, the resulting $t = 0+$ limit turns out to be the same as the PI-QTST rate expression above the crossover temperature for the case of centroid dividing surface. This confirms the equivalence of assumptions of the two approaches. In other words, the HA’s formulation amounts to making classical approximation for the quantum dynamical factor and does not provide an exact quantum mechanical derivation of the RPMD-TST rate expression. This con-
Assume that the perturbation of $\gamma$ tum regime, which reproduces the known quantum rate expression becomes zero in the quantum formalism of RDIP.33 We have shown that the $t = 0_+$ limit of this rate expression becomes zero in the quantum regime, which reproduces the known quantum mechanical behavior in the $t = 0_+$ limit. Application of this formalism to the quadratic barrier model is expected to be exact considering its result for harmonic oscillator system.34 Whether this alternative approach will also be amenable to practical calculations of general anharmonic systems will be a focus of future research.
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Appendix A: Review of the linear response theory formulation of quantum rate theory

The rate expression based on the quantum linear response theory10,28,29 is well established,10,28,29 and we here provide a brief review of the derivation for the sake of completeness. Consider a perturbed Hamiltonian, $\hat{H}_s = \hat{H} - \gamma \hat{h}_a$, where $\gamma$ is a small parameter. Given that this perturbation has been imposed for a long enough time (for $t < 0$), the ensemble can be represented by the following (unnormalized) canonical density operator:

$$\hat{\rho}_\gamma = \exp \left\{ -\beta (\hat{H} - \gamma \hat{h}_a) \right\}. \tag{A1}$$

Up to the first order of $\gamma$, this can be approximated as

$$\hat{\rho}_\gamma \approx e^{-\beta \hat{H}} + \gamma \int_0^\beta d\lambda e^{-(\beta - \lambda)\hat{H}} \hat{h}_a e^{-\lambda \hat{H}}. \tag{A2}$$

Assume that the perturbation of $-\gamma \hat{h}_a$ disappears for $t \geq 0$. Then, the population of the product ($b$) within the linear response theory can be approximated as

$$p_b(t) \approx \frac{1}{Z + \gamma Z_a} \left( Z_b + \gamma \int_0^\beta d\lambda Tr \left\{ e^{-(\beta - \lambda)\hat{H}} \hat{h}_a e^{-\lambda \hat{H}} e^{i\hat{H} t / h} \hat{h}_b e^{-i\hat{H} t / h} \right\} \right), \tag{A3}$$

where $Z_a = Tr \{ e^{-\beta \hat{H}} \hat{h}_a \}$ and $Z_b = Tr \{ e^{-\beta \hat{H}} \hat{h}_b \}$. Expanding the denominator up to the first order and introducing the thermal equilibrium (with respect to the unperturbed Hamiltonian), $\langle \hat{h}_b \rangle = Z_b / Z = p_b,eq$,

$$p_b(t) \approx \frac{Z_b}{Z} \left( 1 + \gamma \int_0^\beta d\lambda Tr \left\{ e^{-(\beta - \lambda)\hat{H}} \hat{h}_a e^{-\lambda \hat{H}} \delta \hat{h}_b(t) \right\} \right), \tag{A4}$$

where

$$\delta \hat{h}_b(t) = e^{i\hat{H} t / h} (\hat{h}_b - \langle \hat{h}_b \rangle) e^{-i\hat{H} t / h}. \tag{A5}$$

Therefore,

$$\delta p_b(t) = p_b(t) - p_b,eq = \gamma \int_0^\beta d\lambda Tr \left\{ e^{-(\beta - \lambda)\hat{H}} \hat{h}_a e^{-\lambda \hat{H}} \delta \hat{h}_b(t) \right\}. \tag{A6}$$

Taking the time derivative of this,

$$\frac{d}{dt} \delta p_b(t) = \gamma \int_0^\beta d\lambda Tr \left\{ e^{-(\beta - \lambda)\hat{H}} \hat{h}_a e^{-\lambda \hat{H}} \hat{F}(t) \right\}, \tag{A7}$$

where $\hat{F}(t)$ is defined by Eq. (3).

On the other hand, given that population changes follow rate behavior near the chemical equilibrium,

$$\frac{d}{dt} \delta p_a(t) = k_f p_a(t) - k_b p_b(t) = k_f (\delta p_a(t) + p_{a,eq}) - k_b (\delta p_a(t) + p_{b,eq}) = (k_f + k_b) \delta p_a(t) = k_f \frac{Z}{Z_b} \delta p_a(0), \tag{A8}$$

where $k_f$ is the forward rate and $k_b$ is the backward rate, $p_{a,eq} = Z_a / Z$, and the detailed balance condition of $k_f p_{a,eq} = k_b p_{b,eq}$ has been used. Under the assumption that there exists a time $t_p$ in the plateau region longer than the transient relaxation time but much smaller than the reaction time,

$$\frac{d}{dt} \delta p_a(t) \bigg|_{t=t_p} \approx k_f \frac{Z}{Z_b} \delta p_a(0). \tag{A9}$$

Equating Eqs. (A7) and (A9), we obtain

$$k_f \approx \frac{\gamma Z_b}{Z_b} \frac{1}{2} \int_0^\beta d\lambda Tr \left\{ e^{-(\beta - \lambda)\hat{H}} \hat{h}_a e^{-\lambda \hat{H}} \hat{F}(t_p) \right\}. \tag{A10}$$

While $\delta p_a(0)$ can be evaluated directly from Eq. (A6), for the case where the barrier is high enough and the population is dominated by those near the bottoms of the reactant and product wells, $\delta p_a(0)$ can be determined by using the detailed balance condition for the perturbed Hamiltonian. In other words, for the perturbed Hamiltonian, $Z_a^r \approx Z_a (1 + \beta \gamma)$ whereas $Z_b^r \approx Z_b$. Therefore,

$$p_a(0) \approx \frac{Z_a (1 + \beta \gamma)}{Z + Z_a \beta \gamma}. \tag{A11}$$
Then,
\[ \delta p_a(0) = p_a(0) - p_{a,eq} = \frac{Z_a(1 + \beta \gamma)}{Z + Z_a \beta \gamma} - \frac{Z_a}{Z} = \beta \gamma Z_a Z_b, \]  
(A12)
where approximation up to the first order of $\gamma$ has been made in obtaining the second equality. Plugging this expression into Eq. (A10), we obtain
\[ k_f \approx \frac{1}{Z_a} \frac{1}{\beta} \int_0^\beta d\lambda \ Tr\{e^{-(\beta - \lambda)\hat{H}} \hat{h}_a e^{-\lambda \hat{H}} \hat{F}(t_p)\}. \]  
(A13)
Equation (A2) is a general time dependent version of this expression, from which the plateau behavior can be examined directly.

Appendix B: Path integral representation in the complex time domain
Consider the following expression for the quantum partition function defined in the complex time domain:
\[ Z = Tr \left\{ e^{-\beta \hat{H}} \right\} = Tr \left\{ e^{-\hat{H}} e^{it \hat{H}/\hbar} e^{-it \hat{H}/\hbar} \ldots \times e^{-\hat{H}} e^{it \hat{H}/\hbar} e^{-it \hat{H}/\hbar} \right\}. \]  
(B1)
In the above expression, inserting \( \hat{1} = \int dq'_i|q'_i\rangle\langle q'_i| \) after each \( e^{-\hat{H}} \), \( \hat{1} = \int dz_i|z_i\rangle\langle z_i| \) after each \( e^{it \hat{H}/\hbar} \), and \( \hat{1} = \int dq''_i|q''_i\rangle\langle q''_i| \) after each \( e^{-it \hat{H}/\hbar} \), we obtain
\[ Z = \int dq'_1 \cdots \int dq'_n \int dq''_1 \cdots \int dq''_m \int dz_1 \cdots \int dz_p \times \langle q''_m|e^{-\hat{H}}|q''_1\rangle q'_1|e^{it \hat{H}/\hbar}|z_1\rangle \langle z_1|e^{-it \hat{H}/\hbar}|q'_1\rangle \times \langle q''_m|e^{-\hat{H}}|q''_2\rangle q'_2|e^{it \hat{H}/\hbar}|z_2\rangle \langle z_2|e^{-it \hat{H}/\hbar}|q'_2\rangle \times \cdots \times \langle q''_{p-1}|e^{-\hat{H}}|q''_p\rangle q'_p|e^{it \hat{H}/\hbar}|z_p\rangle \langle z_p|e^{-it \hat{H}/\hbar}|q'_p\rangle. \]  
(B2)
Let us introduce
\[ q_i = \frac{q'_i + q''_i}{2}, \]  
(B3)
\[ \eta_i = \left( q''_i - q'_i \right). \]  
(B4)
Then, Eq. (B2) can be expressed as follows:
\[ Z = \int dq_1 \cdots \int dq_n \int d\eta_1 \cdots \int d\eta_p \times \int dz_1 \cdots \int dz_p \ \rho(q, \eta) \mathcal{G}(q, \eta, z; t) \]  
(B5)
where
\[ \rho(q, \eta) = \prod_{k=1}^P \left( q_k - \frac{\eta_k}{2} \right) e^{-\epsilon_k \hat{H}} |q_{k+1} + \frac{\eta_{k+1}}{2} \rangle, \]  
(B6)
\[ \mathcal{G}(q, \eta, z; t) = \prod_{k=1}^P \left( q_k + \frac{\eta_k}{2} \right) e^{i \epsilon_k \hat{H}} |z_k \rangle e^{-i \epsilon_k \hat{H}/\hbar} |q_k - \frac{\eta_k}{2} \rangle. \]  
(B7)
Note that \( \int dz_1 \cdots \int dz_p \mathcal{G}(q, \eta, z; t) = \delta(\eta_1) \cdots \delta(\eta_P). \)

Appendix C: Evaluation of Eq. (8)
The time derivative of \( \mathcal{G}(q, \eta, z; t) \) in Eq. (8) can be expressed as
\[ \frac{d}{dt} \mathcal{G}(q, \eta, z; t) = \sum_{k=1}^P \frac{i}{\hbar} \left\{ \langle q_k + \frac{\eta_k}{2} | \hat{H} e^{i \epsilon_k \hat{H}/\hbar} |z_k \rangle \langle z_k | e^{-i \epsilon_k \hat{H}/\hbar} |q_k - \frac{\eta_k}{2} \rangle \right. \]
\[ - \langle q_k + \frac{\eta_k}{2} | e^{i \epsilon_k \hat{H}/\hbar} |z_k \rangle \langle z_k | e^{-i \epsilon_k \hat{H}/\hbar} \hat{H} |q_k - \frac{\eta_k}{2} \rangle \}
\[ \times \prod_{j \neq k} \left\{ \langle q_j + \frac{\eta_j}{2} | e^{i \epsilon_k \hat{H}/\hbar} |z_j \rangle \langle z_j | e^{-i \epsilon_k \hat{H}/\hbar} |q_j - \frac{\eta_j}{2} \rangle \right. \]
\[ \times \left. \frac{\eta_j}{2} \right\} \left( \frac{\hbar^2}{2m} \left( \frac{\partial^2}{\partial x_k^2} - \frac{\partial^2}{\partial y_k^2} \right) + V(x_k) - V(y_k) \right) \]
\[ \times \langle x_k | e^{i \epsilon_k \hat{H}/\hbar} |z_k \rangle \langle z_k | e^{-i \epsilon_k \hat{H}/\hbar} |y_k \rangle \times \prod_{j \neq k} \langle x_j | e^{i \epsilon_k \hat{H}/\hbar} |z_j \rangle \langle z_j | e^{-i \epsilon_k \hat{H}/\hbar} |y_j \rangle, \]  
(C1)
where \( x_k = q_k + \eta_k/2 \) and \( y_k = q_k - \eta_k/2 \). Then, Eq. (8) can be calculated by employing Eq. (C1), performing partial integration for the terms involving \( \frac{\partial^2}{\partial x_k^2} \) and \( \frac{\partial^2}{\partial y_k^2} \), and utilizing the fact that
\[ \rho(q, \eta) = \rho \left( \frac{x + y}{2}, x - y \right) = (\rho_p |e^{-\epsilon \hat{H}}| x_1 \rangle \times \langle y_1 | e^{-\epsilon \hat{H}}/\hbar |x_1 \rangle \cdots \langle y_{p-1} | e^{-\epsilon \hat{H}}/\hbar |x_p \rangle, \]  
(C2)
\[ h_b(f(q)) = h_b(f) \left( \frac{x + y}{2} \right). \]  
(C3)
For example,
\[ \int d\eta \int dq \rho(q, \eta) h_b(f(q)) h_b(f(z)) \times \left( \frac{\partial^2}{\partial x_k^2} (x_k | e^{i \epsilon \hat{H}/\hbar} | z_k \rangle \cdots \right) \]
\[ = \int d\eta \int dq \int dz \ \mathcal{G}(q, \eta, z; t) h_b(f(z)) \times \frac{\partial^2}{\partial x_k^2} \left( \rho \left( \frac{x + y}{2}, x - y \right) h_b(f) \left( \frac{x + y}{2} \right) \right). \]  
(C4)
In the integrand of the above expression,
\[
\frac{\partial^2}{\partial x_k^2} \left( \rho \left( \frac{x + y}{2}, x - y \right) h_b(f(\frac{x + y}{2})) \right)
= \left( \frac{\partial^2}{\partial x_k^2} \rho \left( \frac{x + y}{2}, x - y \right) \right) h_b(f(\frac{x + y}{2}))
+ 2 \left( \frac{\partial}{\partial x_k} \rho \left( \frac{x + y}{2}, x - y \right) \right) \left( \frac{\partial}{\partial x_y} h_b(f(\frac{x + y}{2})) \right)
+ \rho \left( \frac{x + y}{2}, x - y \right) \left( \frac{\partial^2}{\partial x_y^2} h_b(f(\frac{x + y}{2})) \right).
\] (C5)

A similar expression can be obtained for the partial derivatives with respect to \( y_k \). Note the following identities.
\[
\left( -\frac{\hbar^2}{2m} \frac{\partial^2}{\partial y_k^2} + V(x_k) \right) \rho \left( \frac{x + y}{2}, x - y \right)
= \langle y_k | e^{-i\hat{H}t} | x_1 \rangle \ldots \langle y_{k-1} | e^{-i\hat{H}t} \hat{H} | x_k \rangle \ldots \langle y_{p-1} | e^{-i\hat{H}t} | x_p \rangle.
\] (C6)
\[
\left( -\frac{\hbar^2}{2m} \frac{\partial^2}{\partial y_k^2} + V(y_k) \right) \rho \left( \frac{x + y}{2}, x - y \right)
= \langle y_k | e^{-i\hat{H}t} | x_1 \rangle \ldots \langle y_{k-1} | \hat{H} e^{-i\hat{H}t} x_{k+1} \rangle \ldots \langle y_{p-1} | e^{-i\hat{H}t} | x_p \rangle.
\] (C7)

When summed over all \( k \), the contribution of the above two terms to the integral, Eq. (C4), cancel out because \( e^{-i\hat{H}t} \) commutes with \( \hat{H} \). In addition, the term involving the second derivative of \( h_b \) with respect to \( x_k \) in Eq. (C5) is equal to an analogous term involving the second derivative of \( h_b \) with respect to \( y_k \). Therefore, the contribution of these terms to the integral, Eq. (C4) vanishes as well. As a result,
\[
\frac{d}{dt} \tilde{C}_{ss}(t) = \int dq_1 \ldots \int dq_p \int d\eta_1 \ldots \int d\eta_p
\times \int dz_1 \ldots \int dz_p \rho(q, \eta; z) h_b(f(z)) h_b(f(\frac{x + y}{2}))
\times \prod_{k=1}^{p} \left\{ \left( \frac{\hbar}{im} \frac{\partial}{\partial x_k} \rho \left( \frac{x + y}{2}, x - y \right) \right) \left( \frac{\partial}{\partial y_k} f(\frac{x + y}{2}) \right) \right\}.
\] (C8)

Inserting these expressions into Eq. (C8), we obtain Eq. (9).

For the \( t = 0_+ \) limit of Eq. (8), an alternative expression can be found through direct evaluation of \( d\tilde{G}(q, \eta; z; t)/dt \) in that limit. For short enough time \( t \),
\[
\langle q_k + \frac{\eta_k}{2} | e^{it\hat{H}/\hbar} | z_k \rangle \langle z_k | e^{-it\hat{H}/\hbar} | q_k - \frac{\eta_k}{2} \rangle
\approx \frac{m}{2\pi\hbar^2} \exp \left\{ -\frac{i\hbar}{\eta_k} (q_k - z_k) \eta_k \right\}.
\] (C11)

Inserting the above approximation into Eq. (B7) and using the resulting expression, Eq. (5) can be expressed as
\[
\tilde{C}_{ss}(t) = \int dq_1 \ldots \int dq_p \int d\eta_1 \ldots \int d\eta_p
\times \int dz_1 \ldots \int dz_p \rho(q, \eta)
\times \left( \prod_{k=1}^{p} \frac{m}{2\pi\hbar^2} \exp \left\{ -\frac{i\hbar}{\eta_k} (q_k - z_k) \eta_k \right\} \right)
\times h_b(f(q)) h_b(f(z)).
\] (C12)

Now, utilizing the variable transformation of Eq. (13), which is valid as long as \( t \neq 0 \), this can be expressed as
\[
\tilde{C}_{ss}(t) = \int dq_1 \ldots \int dq_p \int d\eta_1 \ldots \int d\eta_p
\times \int dp_1 \ldots \int dp_p \rho(q, \eta)
\times \left( \prod_{k=1}^{p} \frac{1}{2\pi\hbar} \exp \left\{ \frac{i\hbar}{\eta_k} (p_k \eta_k) \right\} \right)
\times h_b(f(q)) h_b(f(z))
\times \delta \left( f(q + \frac{t}{m} p) - d \right) \frac{P}{m} \cdot \nabla f(q).
\] (C13)

Taking time derivative of the above expression directly,
\[
\tilde{C}_{fs}(t) = -\frac{d}{dt} \tilde{C}_{ss}(t) = \int dq_1 \ldots \int dq_p \int d\eta_1 \ldots \int d\eta_p
\times \int dp_1 \ldots \int dp_p \rho(q, \eta)
\times \left( \prod_{k=1}^{p} \frac{1}{2\pi\hbar} \exp \left\{ \frac{i\hbar}{\eta_k} (p_k \eta_k) \right\} \right) \Theta(f(q) - d)
\times \delta \left( f(q + \frac{t}{m} p) - d \right) \frac{P}{m} \cdot \nabla f(q).
\] (C14)

where the fact that \( h_b(x) = \Theta(x - d) \) has been used. In
the limit of $t = 0_+$ this becomes
\[
\hat{C}_{fs}(0_+) = - \int dq_1 \cdots dq_p \int d\eta_1 \cdots d\eta_p \\
\times \int dp_1 \cdots \int dp_p \rho(q, \eta) \\
\times \left( \prod_{k=1}^{p} \frac{1}{2\pi \hbar} \exp \left\{ \frac{im}{\hbar} p_k \eta_k \right\} \right) \\
\times \Theta \left( - \frac{P}{m} \cdot \nabla f(q) 0_+ \right) \\
\times \delta \left( f(q) - d + \frac{P}{m} \cdot \nabla f(q) 0_+ \right) \frac{P}{m} \cdot \nabla f(q) .
\] (C15)

Despite some similarity, the above expression is different from Eq. (38) of Ref. [2] and there appears to be no obvious way to convert one to the other. This is in contrast to the classical case where variable transformation from $q$ and $p$ to $q'(0_+)$ and $p'(0_+)$ can be made through Liouville's theorem as detailed in Appendix F.

Appendix D: Evaluation of Eq. (12)

For the evaluation of Eq. (10), first consider the numerator, which can be approximated as
\[
\langle x' | e^{-\epsilon H} \hat{p} | x'' \rangle = \langle x' | e^{-\epsilon V} e^{-\epsilon T} \hat{p} | x'' \rangle \\
= e^{-\epsilon V(x')} \frac{1}{2\pi \hbar} \int_{-\infty}^{\infty} dp e^{-\epsilon p^2/(2m) + (x'-x'')p/\hbar} \\
= \sqrt{\frac{m}{2\pi \hbar^2}} e^{-\epsilon V(x') - m^2(x'-x'')^2/(2\hbar^2)} \\
\approx \frac{im(x'-x'')}{\hbar \epsilon} \langle x' | e^{-\epsilon H} | x'' \rangle .
\] (D1)

Therefore,
\[
\hat{p}_+(x', x'',; \epsilon) \approx \frac{im(x'-x'')}{\hbar \epsilon} .
\] (D2)

Similarly, one can show that
\[
\hat{p}_-(x', x'',; \epsilon) \approx \frac{im(x'-x'')}{\hbar \epsilon} .
\] (D3)

Thus, to the leading order, $p_+(x', x'',; \epsilon) = p_-(x', x'',; \epsilon)$. Inserting Eqs. (D2) and (D3) into Eq. (12), we obtain
\[
\hat{C}_{fs}(0) \approx \int dq_1 \cdots \int dq_p \rho(q, 0) \Theta(f(q) - d) \delta(f(q) - d) \\
\times \frac{i}{2\hbar} \sum_{k=1}^{p} (q_{k-1} - q_{k+1}) \frac{\partial f(q)}{\partial q_k} .
\] (D4)

In the above integration, $q_k$'s are dummy integrands. Therefore, the result should be invariant with respect to the following replacement: $(q_1, \cdots, q_p) \rightarrow (q_p, \cdots, q_1)$. Upon this replacement, the summation can be rearranged such that $\sum_k (q_{k-1} - q_{k+1}) \partial f/\partial q_k \rightarrow - \sum_k (q_{k-1} - q_{k+1}) \partial f/\partial q_k$. Since the two terms cancel out, this proves that $\hat{C}_{fs}(0) = 0$ to its leading order. The next term is of order $O(1/\sqrt{P})$, which disappears in the $P \rightarrow \infty$ limit.

Appendix E: Real time dynamics formulation of imaginary time path integral

In a recent work\cite{2223} we have shown that the canonical density operator for standard Hamiltonian, $\hat{H} = \hat{p}^2/(2m) + \hat{V}(\hat{q})$, can be expressed as
\[
e^{-\beta \hat{H}} = \int dq \int dp \ U(q, p) \hat{S}(q, p) ,
\] (E1)

where $q \equiv (q_1, \cdots, q_p)$, $p \equiv (p_1, \cdots, p_p)$, and $\hat{S}(q, p)$ is defined by
\[
\hat{S}(q, p) = \left( \frac{1}{2\pi \hbar} \right)^p \prod_{k=1}^{p} \left\{ e^{-\beta V(q_k)/P} e^{-\beta p_k^2/(2mP)} \right\} ,
\] (E2)

with $q_{p+1} = q_1$, and $\hat{S}(q, p)$ is defined by
\[
\hat{S}(q, p) = \frac{1}{P} \int \frac{dp}{2\pi \hbar} J(q_1, q_2, \cdots, q_p; \eta)|\partial_\eta \hat{p}_k|^2 ,
\] (E3)

with
\[
J(q, \hat{p}_k; \eta) = e^{-\beta D_{\eta} V(q; \eta)} e^\frac{im \hat{p}_k}{\hbar} ,
\] (E4)

where $D_{\eta} V(q; \eta) = (V(q + \eta/2) + V(q - \eta/2))/2 - V(q)$. For the flux operator defined by Eq. (1),
\[
\langle q_k - \frac{\eta}{2} | \hat{F} | q_k + \frac{\eta}{2} \rangle \\
= \int dp \left\{ \langle q_k - \frac{\eta}{2} | \hat{p}' \rangle \langle \hat{p}' | q_k + \frac{\eta}{2} \rangle h_0(q_k + \frac{\eta}{2}) + h_0'(q_k - \frac{\eta}{2}) \langle q_k - \frac{\eta}{2} | \hat{p}' \rangle \langle \hat{p}' | q_k + \frac{\eta}{2} \rangle \right\} \\
= \left\{ h_0(q_k + \frac{\eta}{2}) + h_0'(q_k - \frac{\eta}{2}) \right\} \int dp \left\{ \frac{p'}{2m} \frac{1}{2\pi \hbar} e^{ip'/\hbar} \right\} \\
= \left\{ h_0(q_k + \frac{\eta}{2}) + h_0'(q_k - \frac{\eta}{2}) \right\} \left\{ \frac{ih}{2m} \frac{\partial}{\partial \eta} \delta(\eta) \right\} .
\] (E5)

Inserting this into Eq. (32) and conducting partial inte-
gration, we find that

$$F_0(q, p) = \frac{1}{P} \sum_{k=1}^{P} \left\{ -\frac{i\hbar}{m} \frac{\partial}{\partial \eta} J(q_k, \bar{p}_k; \eta) \right\}_{\eta=0} h'_b(q_k)$$

$$- \frac{i\hbar}{2m} J(q_k, \bar{p}_k; 0)$$

$$\times \left( \frac{\partial}{\partial \eta} h'_b(q_k + \frac{\eta}{2}) + \frac{\partial}{\partial \eta} h'_b(q_k - \frac{\eta}{2}) \right)_{\eta=0} \right\} \quad (E6)$$

In the above expression, the two terms within the parenthesis of the last line, which involves derivatives of $h'_b(q_k \pm \eta/2)$, cancels out. Employing the expression for Eq. (E4), it is easy to show that the derivative of $J(q_k, \bar{p}_k; \eta)$ with respect to $\eta$ at $\eta = 0$ results in $i\bar{p}_k/\hbar$. As a result, Eq. (E6) simplifies to Eq. (33).

**Appendix F: $t = 0^+$ limit of Eq. (36)**

In the limit of $t \to 0^+$, Eq. (36) approaches

$$k(0^+) = \frac{1}{Z_A} \int dq \int dp \ U(q, p) \left( \frac{1}{P} \sum_{k=1}^{P} h_a(q_k) \right)$$

$$\times \left( \frac{1}{P} \sum_{k=1}^{P} \frac{\bar{p}_k}{m} h'_b(q_k, cl(0^+)) \right) \quad (F1)$$

The classical analog of this expression corresponds to the case where $P = 1$ and $U(q, p)$ is replaced with $e^{-\beta H/(2\pi \hbar)}$. Thus,

$$k_{cl}(0^+) = \frac{1}{Z_A} \int dqdp \ e^{-\beta H(q,p)} h_a(q) \frac{p}{m} h'_b(q(0^+)) \quad (F2)$$

Let us consider the simple case where $h_b(q) = \Theta(q - d)$. First, due to the Liouville theorem, $dqdp \ e^{-\beta H(q,p)}$ in the integrand can be replaced with $dq' dp' \ e^{-\beta H(q',p')}$ where $q' = q(0^+)$ and $p' = p(0^+)$. Then, $q = q'(0^-)$. Dropping primes, we then obtain the following expression:

$$k_{cl}(0^+) = \frac{1}{Z_A} \int dqdp \ e^{-\beta H(q,p)} h_a(q_0) \frac{p}{m} \delta(q - d)$$

$$= \frac{1}{Z_A} \int dqdp \ e^{-\beta H(q,p)} \Theta(p) \frac{p}{m} \delta(q - d)$$

$$= k_{cl}^{TST} \quad (F3)$$

where the following relation has been used.

$$h_a(q(0^-)) \delta(q - d) = \lim_{\epsilon \to 0} (1 - \Theta(-\epsilon)) \delta(q - d)$$

$$= \Theta(p) \delta(q - d) \quad (F4)$$

Equation (F3) is the well-known classical TST rate expression.

In contrast to the above classical case, the zero time limit for the quantum case, Eq. (F1) can be shown to be zero. In order to show this, the double summation in Eq. (F1) can be divided into two terms as follows:

$$k(0^+) = \frac{1}{Z_A} \int dq \int dp \ U(q, p)$$

$$\times \frac{1}{P^2} \left( \sum_{k=1}^{P} h_a(q_k) \frac{\bar{p}_k}{m} h'_b(q_k, cl(0^+)) \right)$$

$$+ \sum_{k=1}^{P} \sum_{l \neq k}^{P} h_a(q_k) \frac{\bar{p}_l}{m} h'_b(q_l, cl(0^+)) \right) \quad (F5)$$

For the case where $h_b(q) = \Theta(q - d)$, going through the same procedure of variable transformation and time translation as in deriving Eq. (F3), we obtain

$$k(0^+) = \frac{1}{Z_A} \int dq \int dp \ U(q, p)$$

$$\times \frac{1}{P^2} \left( \sum_{k=1}^{P} \Theta(\bar{p}_k) \frac{\bar{p}_k}{m} \delta(q_k - d) \right)$$

$$+ \sum_{k=1}^{P} \sum_{l \neq k}^{P} h_a(q_k) \frac{\bar{p}_l}{m} \delta(q_l - d) \right) \quad (F6)$$

In the above expression, the first term involving single sum over $k$ is nonzero as in the classical case but its contribution is of order $(1/P)$ and vanishes in the limit of $P \to \infty$. The second term involving double summation can be evaluated explicitly and shown to be zero due to symmetry as follows:

$$\int dq \int dp \ U(q, p) \frac{1}{P^2} \sum_{k=1}^{P} \sum_{l \neq k}^{P} h_a(q_k) \frac{\bar{p}_l}{m} \delta(q_l - d)$$

$$= \frac{i}{2\beta \hbar P} \left( \frac{2\pi m P}{\beta} \right)^{P/2} \int dq \ e^{-\beta V_{RP}(q)/P}$$

$$\times \sum_{k=1}^{P} \sum_{l \neq k}^{P} h_a(q_k)(q_l - q_{l+1}) \delta(q_l - d) + \delta(q_{l+1} - d) \right)$$

$$= \frac{i}{4\beta \hbar P} \left( \frac{2\pi m P}{\beta} \right)^{P/2} \int dq \ e^{-\beta V_{RP}(q)/P} \sum_{k=1}^{P} \sum_{l \neq k}^{P} h_a(q_k)$$

$$\times (q_l - q_{l+1} + q_{l+1} - q_l) \delta(q_l - d) + \delta(q_{l+1} - d) \right)$$

$$= 0 \quad (F7)$$

where

$$V_{RP}(q) = \sum_{k=1}^{P} \left\{ V(q_k) + \frac{m P^2}{2 \beta^2 \hbar^2} (q_k - q_{k+1})^2 \right\} \quad (F8)$$

In Eq. (F7), the first equality is obtained by explicit integration over $p_k$’s, and the second equality is obtained using the fact that $V_{RP}(q)$ is invariant with respect to exchange of $q_l \to q_{l+1}$ and the reversal of the ordering of indices.
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