Long time evolutionary dynamics of phenotypically structured populations in time periodic environments
Susely Figueroa Iglesias, Sepideh Mirrahimi

To cite this version:
Susely Figueroa Iglesias, Sepideh Mirrahimi. Long time evolutionary dynamics of phenotypically structured populations in time periodic environments. SIAM Journal on Mathematical Analysis, Society for Industrial and Applied Mathematics, 2018, 10.1137/18M1175185. hal-01727549v2

HAL Id: hal-01727549
https://hal.archives-ouvertes.fr/hal-01727549v2
Submitted on 4 Jan 2019

HAL is a multi-disciplinary open access archive for the deposit and dissemination of scientific research documents, whether they are published or not. The documents may come from teaching and research institutions in France or abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est destinée au dépôt et à la diffusion de documents scientifiques de niveau recherche, publiés ou non, émanant des établissements d’enseignement et de recherche français ou étrangers, des laboratoires publics ou privés.
Long time evolutionary dynamics of phenotypically structured populations in time-periodic environments

Susely Figueroa Iglesias, Sepideh Mirrahimi

January 4, 2019

Abstract

We study the long time behavior of a parabolic Lotka-Volterra type equation considering a time-periodic growth rate with non-local competition. Such equation describes the dynamics of a phenotypically structured population under the effect of mutations and selection in a fluctuating environment. We first prove that, in long time, the solution converges to the unique periodic solution of the problem. Next, we describe this periodic solution asymptotically as the effect of the mutations vanish. Using a theory based on Hamilton-Jacobi equations with constraint, we prove that, as the effect of the mutations vanishes, the solution concentrates on a single Dirac mass, while the size of the population varies periodically in time. When the effect of the mutations is small but nonzero, we provide some formal approximations of the moments of the population’s distribution. We then show, via some examples, how such results could be compared to biological experiments.
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1 Introduction

1.1 Model and motivations

The purpose of this article is to study the evolutionary dynamics of a phenotypically structured population in a time-periodic environment. While the evolutionary dynamics of populations in constant environments are widely studied (see for instance [10, 6, 7, 31, 24]), the theoretical results on varying environments remain limited (see however [22, 28]). The variation of the environment may for instance come from the seasonal effects or a time varying administration of medications to kill cancer cells or bacteria. Several questions arise related to the time fluctuations. Could a population survive under the fluctuating change? How the population size will be affected? Which phenotypical trait will be selected? What will be the impact of the variations of the environment on the population’s phenotypical distribution?

Several frameworks have been used to study the dynamics of populations under selection and mutations. Game theory has been one of the first approaches to study evolutionary dynamics [15, 32]. Adaptive dynamics which is a theory based on the stability of dynamical systems allows to study evolution under rare mutations [8, 9]. Integro-differential models are used to study evolutionary dynamics of large populations (see for instance [4, 7, 10, 23]). Probabilistic tools allow to study populations of small size [5] and also to derive the above models.
in the limit of large populations [6].

Here, we are interested in the integro-differential approach. We study in particular the following Lotka-Volterra type model

\[
\begin{aligned}
\partial_t n(t, x) - \sigma \Delta n(t, x) &= n(t, x) [a(t, x) - \rho(t)], && (t, x) \in [0, +\infty) \times \mathbb{R}^d, \\
\rho(t) &= \int_{\mathbb{R}^d} n(t, x) dx, \\
n(t = 0, x) &= n_0(x).
\end{aligned}
\]  

(1)

Here, \(n(t, x)\) represents the density of individuals with trait \(x\) at time \(t\). The mutations are represented by a Laplace term with rate \(\sigma\). The term \(a(t, x)\) is a time-periodic function, corresponding to the net growth rate of individuals with trait \(x\) at time \(t\). We also consider a death term due to competition between the individuals, whatever their traits, proportional to the total population size \(\rho(t)\).

A main part of our work is based on an approach using Hamilton-Jacobi equations with constraint. This approach has been developed during the last decade to study asymptotically the dynamics of populations under selection and small mutations. There is a large literature on this approach. We refer for instance to [24, 29] where the basis of this approach for problems coming from evolutionary biology were established. Note that related tools were already used to study the propagation phenomena for local reaction-diffusion equations [11, 12].

Our work follows an earlier article on the analysis of phenotype-structured populations in time-varying environments [28]. In [28], the authors study a similar equation to (1) using also the Hamilton-Jacobi approach, but with a different scaling than our paper. They indeed obtain a homogenization result by simultaneously accelerating time and letting the size of the mutations vanish. In this paper, we study first a long time limit through our assumptions, we first define

\[\bar{\pi}(x) = \frac{1}{T} \int_0^T a(t, x) dt.\]

We then assume that \(a(t, x)\) is a time-periodic function with period \(T\), and \(C^3\) with respect to \(x\), such that

\[a(t, x) = a(t + T, x), \quad \forall (t, x) \in \mathbb{R} \times \mathbb{R}^d, \quad \text{and} \quad \exists d_0 > 0 : ||a(t, \cdot)||_{L^\infty(\mathbb{R}^d)} \leq d_0 \quad \forall t \in \mathbb{R}.\]  

(H1)

Moreover, we suppose that there exists a unique \(x_m\) which satisfies for some constant \(a_m\),

\[0 < a_m \leq \max_{x \in \mathbb{R}^d} \bar{\pi}(x) = \bar{\pi}(x_m).\]  

(H2)

In order to guarantee that the initial condition do not explode, we make the following assumption

\[0 \leq n_0(x) \leq e^{C_1 - C_2|x|}, \quad \forall x \in \mathbb{R}^d,\]  

(H3)

for some positive constants \(C_1, C_2\).

Furthermore, just for Section 2, that is the case with \(\sigma = 0\), we assume additionally that

\[H = \left( \frac{\partial^2 \bar{\pi}}{\partial x_i \partial x_j}(x_m) \right)_{i,j} \text{ is negative definite},\]  

(H4)

i.e., its eigenvalues are all negative. Also, let us suppose that there exist some positive constants \(\delta\) and \(R_1\) such that

\[a(t, x) \leq -\delta, \quad \text{for all} \ t \geq 0, \ \text{and} \ |x| \geq R_1.\]  

(H5)

Finally, let \(M\) and \(d_1\) be positive constants, it is assumed again for the case of no mutations, that

\[\|n_0\|_{W^{3, \infty}} \leq M, \quad \|a\|_{W^{3, \infty}} \leq d_1.\]  

(H6)
1.3 Main results

We begin the qualitative study, with a simpler case, where $\sigma = 0$, which means there is no mutation. The model reads as follows

\[
\begin{align*}
\begin{cases}
\partial_t n(t, x) &= n(t, x) [a(t, x) - \rho(t)], \\ 
\rho(t) &= \int_{\mathbb{R}^d} n(t, x) dx, \\ 
n(t = 0, x) &= n_0(x).
\end{cases}
\end{align*}
\]  

(2)

Our first result is the following.

**Proposition 1** (case $\sigma = 0$)

Assume (H1)-(H6). Let $n$ be the solution of (2). Then,

(i) as $t \to +\infty$, $\|\rho(t) - \bar{\rho}(t)\|_{L^\infty} \to 0$, where $\bar{\rho}(t)$ is the unique positive periodic solution of equation

\[
\begin{align*}
\begin{cases}
\frac{d\bar{\rho}}{dt} &= \bar{\rho}(t) (a(t, x_m) - \bar{\rho}(t)), \\ 
\bar{\rho}(0) &= \bar{\rho}(T),
\end{cases}
\end{align*}
\]

(3)

given by

\[
\begin{align*}
\bar{\rho}(t) &= \frac{1 - \exp\left(-\int_0^T a(s, x_m) ds\right)}{\exp\left(-\int_0^T a(s, x_m) ds\right) \int_{t}^{t+T} \exp\left[\int_t^s a(\theta, x_m) d\theta\right] ds}.
\end{align*}
\]

(4)

(ii) Moreover, $\frac{n(t, x)}{\rho(t)}$ converges weakly in the sense of measures to $\delta(x - x_m)$ as $t \to +\infty$. As a consequence,

\[
n(t, x) - \bar{\rho}(t)\delta(x - x_m) \to 0 \quad \text{as } t \to +\infty,
\]

in the sense of measures.

This result implies that the trait with the highest time average of the net growth rate over the time interval $[0, T]$, will be selected in long time, while the size of the population oscillates with environmental fluctuations.

To present our results for problem (1), we first introduce the following parabolic eigenvalue problems

\[
\begin{align*}
\begin{cases}
\partial_t p - \sigma \Delta p - a(t, x) p &= \lambda p, \\ 
0 < p : T \text{ - periodic},
\end{cases}
\end{align*}
\]

(5)

\[
\begin{align*}
\begin{cases}
\partial_t p_R - \sigma \Delta p_R - a(t, x) p_R &= \lambda_R p_R, \\ 
p_R = 0, \\ 
0 < p_R : T \text{ - periodic},
\end{cases}
\end{align*}
\]

(6)

where $B_R$ is the ball in $\mathbb{R}^d$ centered at the origin with radius $R > 0$. It is known that (see [14]) if $a \in L^\infty([0, +\infty) \times B_R)$, then there exists a unique principal eigenpair $(\lambda_R, p_R)$ for (6) with $\|p_R(0, \cdot)\|_{L^\infty(B_R)} = 1$.

Moreover, as $R \to +\infty$, $\lambda_R \searrow \lambda$ and $p_R$ converges along subsequences to $p$, with $(\lambda, p)$ solution of (5) (see for instance [17]).

We next assume a variant of hypothesis (H5), that is, there exist positive constants, $\delta$ and $R_0$ such that

\[
a(t, x) + \lambda \leq -\delta, \quad \text{for all } 0 \leq t, \text{ and } R_0 \leq |x|.
\]

(H5a)

Under the above additional assumption, which means that “$a$” takes small values at infinity, the eigenpair $(\lambda, p)$ is also unique, (see Lemma 6).

We next define the $T$–periodic functions $Q(t)$ and $P(t, x)$ as follows

\[
Q(t) = \frac{\int_{\mathbb{R}^d} a(t, x) p(t, x) dx}{\int_{\mathbb{R}^d} p(t, x) dx}, \quad P(t, x) = \frac{p(t, x)}{\int_{\mathbb{R}^d} p(t, x) dx}.
\]

(7)
We deduce from previous Proposition that if and only if \( \int_0^T Q(t) > 0 \), then there exists a unique positive periodic solution \( \tilde{\rho}(t) \) for the problem

\[
\begin{align*}
\frac{d\tilde{\rho}}{dt} &= \tilde{\rho} Q(t) - \tilde{\rho}, \quad t \in (0, T), \\
\tilde{\rho}(0) &= \tilde{\rho}(T).
\end{align*}
\]

We can then describe the long time behavior of the solution of (1)

**Proposition 2** *(case \( \sigma > 0 \), long time behavior)*

Assume (H1), (H2), (H3) and (H5\(\sigma\)). Let \( n \) be the solution of (1), then

(i) if \( \lambda \geq 0 \) then the population will go extinct, i.e. \( \rho(t) \to 0 \), as \( t \to \infty \),

(ii) if \( \lambda < 0 \) then \( |\rho(t) - \tilde{\rho}(t)| \to 0 \), as \( t \to \infty \).

(iii) Moreover \( \|n(t, \cdot) - \tilde{\rho}(t)P(t, \cdot)\|_{L^\infty} \to 0 \), as \( t \to \infty \). Consequently we have, as \( t \to \infty \)

\[
\|n(t, \cdot) - \tilde{\rho}(t)P(t, \cdot)\|_{L^\infty} \to 0, \quad \text{if} \quad \lambda < 0 \quad \text{and} \quad \|n\|_{L^\infty} \to 0, \quad \text{if} \quad \lambda \geq 0.
\]

**Remark 3** Assuming (H2) implies that \( \lambda < 0 \), provided \( \sigma \) is small enough.

We prove this remark in Lemma 9.

Proposition 2 guarantees, when \( \lambda < 0 \), the convergence in \( L^\infty \)-norm of the solution \( n(t, x) \) of the equation (1) to the periodic function \( \tilde{n}(t, x) = \tilde{\rho}(t)P(t, x) \) and it is not difficult to verify that \( \tilde{n} \) is in fact a solution of (1).

We next describe the periodic solution \( \tilde{n} \), asymptotically as the effect of mutations is small. To this end, with a change of notation, we take \( \sigma = \varepsilon^2 \) and study \((n_\varepsilon, \rho_\varepsilon)\), the unique periodic solution of the following equation

\[
\begin{align*}
\partial_t n_\varepsilon - \varepsilon^2 \Delta n_\varepsilon &= n_\varepsilon [a(t, x) - \rho_\varepsilon(t)], \quad (t, x) \in [0, +\infty) \times \mathbb{R}^d, \\
\rho_\varepsilon(t) &= \int_{\mathbb{R}^d} n_\varepsilon(t, x)dx, \\
n_\varepsilon(0, x) &= n_\varepsilon(T, x).
\end{align*}
\]

We expect that \( n_\varepsilon(t, x) \) concentrates as a Dirac mass as \( \varepsilon \to 0 \).

In order to study the limit of \( n_\varepsilon \), as \( \varepsilon \to 0 \), we make the Hopf-Cole transformation

\[
n_\varepsilon = \frac{1}{(2\pi\varepsilon)^{d/2}} e^{\frac{-u_\varepsilon}{\varepsilon}},
\]

which allows us to prove

**Theorem 4** *(case \( \sigma = \varepsilon^2 \), asymptotic behavior)*

Let \( n_\varepsilon \) solve (9) and assume (H1), (H2) and (H5\(\sigma\)). Then

(i) As \( \varepsilon \to 0 \), we have

\[
\|\rho_\varepsilon(t) - \tilde{\rho}(t)\|_{L^\infty} \to 0, \quad \text{and} \quad n_\varepsilon(t, x) - \tilde{\rho}(t)\delta(x - x_m) \rightharpoonup 0,
\]

point wise in time, weakly in \( x \) in the sense of measures, with \( \tilde{\rho}(t) \) given by (4).

(ii) Moreover as \( \varepsilon \to 0 \), \( u_\varepsilon \) converges locally uniformly to a function \( u(x) \in C(\mathbb{R}) \), the unique viscosity solution to the following equation

\[
\begin{align*}
-|\nabla u|^2 &= \frac{1}{T} \int_0^T (a(t, x) - \tilde{\rho}(t))dt, \quad x \in \mathbb{R}^d, \\
\max_{x \in \mathbb{R}^d} u(x) &= u(x_m) = 0.
\end{align*}
\]
In the case \( x \in \mathbb{R} \), \( u \) is indeed a classical solution and is given by

\[
u(x) = -\left| \frac{1}{2} \int_{x_m}^{x} \sqrt{-u(x') + \bar{F}} \, dx' \right|
\]

where \( \bar{F} = \frac{1}{T} \int_{0}^{T} \tilde{\rho}(t) \, dt \).

To prove Theorem 4, we first prove some regularity estimates on \( u_\varepsilon \) and then pass to the limit in the viscosity sense using the method of perturbed test functions. We finally show that (12) has a unique solution, and hence all the sequence converges. Note that in order to prove regularity estimates on \( u_\varepsilon \), a difficulty comes from the fact that \( u_\varepsilon \) is time-periodic and one cannot use, similarly to previous related works [3, 27], the bounds on the initial condition to obtain such bounds for all time and further work is required.

1.4 Some heuristics and the plan of the paper

We next provide some heuristic computations which allow to better understand Theorem 4, but also suggest an approximation of the population’s distribution \( n_\varepsilon \), when \( \varepsilon \) is small but nonzero.

Replacing (10) in (9), we first notice that

\[
u_\varepsilon(t, x) = u(t, x) + \varepsilon v(t, x) + \varepsilon^2 w(t, x) + o(\varepsilon^2), \quad \rho_\varepsilon(t) = \rho(t) + \varepsilon \kappa(t) + o(\varepsilon),
\]

where the coefficients of the developments are time-periodic.

We substitute in (14) and organize by powers of \( \varepsilon \), that is

\[
u_\varepsilon(t, x) = u(t, x) + \varepsilon v(t, x) + \varepsilon^2 w(t, x) + o(\varepsilon^2),
\]

and again integrating in \([0, T]\) we find

\[-\Delta u = 2 \nabla u \cdot \nabla v - \kappa(t),
\]

and again integrating in \([0, T]\) we find

\[-\Delta u = 2 \nabla u \cdot \nabla v - \kappa(t).
\]
Evaluating the above equation at $x_m$ we obtain that

$$\Delta u(x_m) = \pi.$$  

Then, using the averaged coefficients $\overline{a}(x) = \frac{1}{T} \int_0^T a(t, x)dt$ and $\overline{\rho} = \frac{1}{T} \int_0^T \rho(t)dt$, we deduce, combining the above computations, that $v(t, x)$ satisfies

$$
\begin{cases}
\partial_t v = a(t, x) - \overline{a}(x) - \rho(t) + \overline{\rho}, \\
-\Delta u = 2 \frac{T}{T} \int_0^T \nabla u \cdot \nabla v dt - \kappa,
\end{cases}
$$

which allows to determine $v$.

We will use these formal expansions in Section 5, to estimate the moments of the population’s distribution using the Laplace’s method of integration. Note that such approximations were already used to study the phenotypical distribution of a population in a spatially heterogeneous environment [25, 13] (see also [26] where such type of approximation was first suggested). We next show, via two examples, how such results could be interpreted biologically. In particular, our work being motivated by a biological experiment in [18], we suggest a possible explanation for a phenomenon observed in this experiment.

The paper is organized as follows. In Section 2 we deal with problem (2) and prove Proposition 1. In Section 3 we study the long time behavior of (1) and provide the proof of Proposition 2. Next, in Section 4 we study the asymptotic behavior of $n_\varepsilon$ as $\varepsilon \to 0$, and prove Theorem 4. In Section 5, we use the above formal arguments to estimate the moments of the population’s phenotypical distribution. Finally we use these results in Section 6 to study two biological examples considering two different growth rates.

## 2 The case with no mutations

In this section we study the qualitative behavior of (2), where $\sigma = 0$, and provide the proof of Proposition 1. To this end, we define $N(t, x) = n(t, x)e^{\int_0^t \rho(s)ds}$ which solves

$$\partial_t N = a(t, x)N(t, x).$$

From the periodicity of $a$ and the Floquet theory we obtain that $N$ has the following form

$$N(t, x) = e^{\mu(x)t}p_0(t, x), \text{ with } p_0(0, x) = p_0(T, x), \text{ and } \mu(x) = \overline{a}(x) = \frac{1}{T} \int_0^T a(s, x)ds.$$  

### 2.1 Long time behavior of $\rho$

In this subsection we prove Proposition 1 (i).

Integrating equation (2) with respect to $x$ we obtain

$$
\frac{d}{dt} \rho(t) = \int_{\mathbb{R}^d} n(t, x)a(t, x)dx - \rho(t)^2 = \rho(t) \left[ \int_{\mathbb{R}^d} \frac{n(t, x)a(t, x)}{\rho(t)}dx - \rho(t) \right].
$$

Then we claim the following Lemma that we prove at the end of this subsection.

**Lemma 5** Assume (H1)-(H3) and (H6) then

$$
\left| \int_{\mathbb{R}^d} \frac{n(t, x)a(t, x)}{\rho(t)}dx - a(t, x_m) \right| \to 0, \text{ as } t \to +\infty.
$$
Proof. (Proposition 1)(i)
From Lemma 5, \( \rho(t) \) satisfies
\[
\frac{d}{dt} \rho(t) = \rho(t)[a(t, x_m) + \Sigma(t) - \rho(t)],
\]
where \( \Sigma(t) \to 0 \) as \( t \to \infty \). In order to prove the convergence to a periodic function, we adapt a method introduced in [21]. After a standard substitution \( \kappa(t) = 1/\rho(t) \) in order to linearize the latter equation, and integration with the help of an integrating factor, the solution \( \rho \) can be written as follows
\[
\frac{1}{\rho(t)} = \exp \left( - \int_0^t (a(s, x_m) + \Sigma(s)) ds \right) \left( \frac{1}{\rho_0} + \int_0^t \exp \left( \int_0^s (a(\theta, x_m) + \Sigma(\theta)) d\theta \right) ds \right).
\]
We then write \( \frac{1}{\rho((k+1)T)} \) as function of \( \frac{1}{\rho(kT)} \), that is
\[
\frac{1}{\rho((k+1)T)} = \exp \left( - \int_{kT}^{(k+1)T} (a(s, x_m) + \Sigma(s)) ds \right) \left( \frac{1}{\rho(kT)} + \int_{kT}^{(k+1)T} e^{\int_s^{(k+1)T} (a(s, x_m) + \Sigma(s)) ds} ds \right),
\]
and we obtain a recurrent sequence for \( \rho_k = \rho(kT) \) as follows
\[
\frac{1}{\rho_{k+1}} = \xi_k + \frac{\eta_k}{\rho_k},
\]
where
\[
\eta_k = \exp \left( - \int_{kT}^{(k+1)T} (a(s, x_m) + \Sigma(s)) ds \right), \quad \xi_k = \eta_k \int_{kT}^{(k+1)T} \exp \left( \int_s^{(k+1)T} (a(\theta, x_m) + \Sigma(\theta)) d\theta \right) ds.
\]
From the \( T \)-periodicity of \( a \) and the fact that \( \Sigma(t) \to 0 \) we obtain easily that \( \eta_k \to \eta \) and \( \xi_k \to \xi \) as \( k \to \infty \), where
\[
\eta = \exp \left( - \int_0^T a(t, x_m) dt \right), \quad \xi = \eta \int_0^T \exp \left( \int_0^t a(\theta, x_m) d\theta \right) dt.
\]
From these convergences we have that for all \( \epsilon > 0 \), there exists \( K_\epsilon \) such that
\[
\xi - \epsilon \leq \xi_k \leq \xi + \epsilon, \quad \eta - \epsilon \leq \eta_k \leq \eta + \epsilon, \quad \forall \ k \geq K_\epsilon,
\]
which implies
\[
\xi - \epsilon + \frac{\eta - \epsilon}{\rho_k} \leq \frac{1}{\rho_{k+1}} \leq \xi + \epsilon + \frac{\eta + \epsilon}{\rho_k}.
\]
Note \( \kappa_k = \frac{1}{\rho_k} \), then
\[
\xi - \epsilon + (\eta - \epsilon)\kappa_k \leq \kappa_{k+1} \leq \xi + \epsilon + (\eta + \epsilon)\kappa_k. \tag{18}
\]
From the inequality at the right hand side of (18), denoting \( \kappa^* = \limsup_{k \to +\infty} \kappa_k \), we obtain
\[
\kappa^* \leq \xi + \epsilon + (\eta + \epsilon)\kappa^*, \quad \forall \epsilon > 0.
\]
Then thanks to assumption (H2), which implies \( \eta < 1 \), we have
\[
\kappa^* \leq \frac{\xi}{1 - \eta}.
\]
Analogously, from the left hand side inequality in (18), and denoting \( \kappa_* = \liminf_{k \to +\infty} \kappa_k \), we deduce that

\[
\kappa_* > \frac{\xi}{1 - \eta}.
\]

Since \( \kappa_* \leq \kappa^* \), we obtain

\[
\kappa^* = \kappa_* = \lim_{k \to +\infty} \kappa_k = \frac{\xi}{1 - \eta}.
\]

Going back to variable \( \rho_k \), it implies

\[
\lim_{k \to +\infty} \rho_k = \frac{1 - \eta}{\xi}.
\]

Finally we can make a translation from \( \rho_0 \) to obtain

\[
\tilde{\rho}(t) = \lim_{k \to +\infty} \rho(kT + t),
\]

with \( \tilde{\rho}(t) \) the unique periodic solution of equation (3) given by (4).

Finally we prove Lemma 5.

**Proof.** Let \( K = \{ x \in \mathbb{R}^d : |x| \leq R_0 \} \) for \( R_0 \) as in assumption (H5) then

\[
\int_{\mathbb{R}^d} \frac{n(t, x)a(t, x)}{\rho(t)} \, dx = \int_{K^c} \frac{n(t, x)a(t, x)}{\rho(t)} \, dx + \int_{K} \frac{p_0(t, x)e^{\mu(x)}a(t, x)}{\rho(t)} \, dx
\]

\[
= \int_{K} \frac{n(t, x)a(t, x)}{\rho(t)} \, dx + \int_{K} \frac{p_0(t, x)e^{\mu(x)}a(t, x)}{\rho(t)} \, dx
\]

Thanks to (2) and assumptions (H1), (H3) and (H5) we can control the integral terms taken outside the compact set \( K \) as follows

\[
\int_{K^c} n(t, x)a(t, x) \, dx \leq \|a\|_{L^\infty} e^{-\delta t} \int_{K^c} n_0(x) \, dx \leq C e^{-\delta t} \int_{K^c} e^{-C_2|x|} \, dx \to 0, \quad \text{as } t \to \infty,
\]

and an analogous inequality holds for \( \int_{K^c} n(t, x) \, dx \). Next for the remaining terms, we use Taylor expansions around the point \( x = x_m \) until third order terms, for \( x_m \) given by (H2), that is,

\[
I(t) = \int_{K} p_0(t, x)e^{\mu(x)}a(t, x) \, dx
\]

\[
= \int_{K} \left( a(t, x_m) + \nabla a(t, x_m)(x - x_m) + \frac{1}{2} t(x - x_m)D^2 a(t, x_m)(x - x_m) + O(|x - x_m|^3) \right)
\]

\[
\cdot \left( p_0(t, x_m) + \nabla p_0(t, x_m)(x - x_m) + \frac{1}{2} t(x - x_m)D^2 p_0(t, x_m)(x - x_m) + O(|x - x_m|^3) \right)
\]

\[
\cdot \exp \left\{ \frac{t}{2} (x - x_m)D^2 \mu(x_m)(x - x_m) + tO(|x - x_m|^3) \right\} \, dx,
\]

where \( ^t x \) indicates the transpose vector of \( x \).

We organize \( I(t) \) by powers of \( |x - x_m| \) as below

\[
I_0(t) = a(t, x_m)p_0(t, x_m) \int_{K} e^{\frac{t}{2} (x - x_m) \cdot D^2 \mu(x_m)(x - x_m)} \, dx,
\]

\[
I_1(t) = \int_{K} \left[ a(t, x_m) \nabla p_0(t, x_m) + p_0(t, x_m) \nabla a(t, x_m) \right](x - x_m)e^{\frac{t}{2} (x - x_m) \cdot D^2 \mu(x_m)(x - x_m)} \, dx = 0,
\]

\[
I_2(t) = \int_{K} \left\{ -\frac{1}{2} a(t, x_m)D^2 p_0(t, x_m) + \frac{1}{2} \nabla a(t, x_m) \nabla p_0(t, x_m) + \frac{1}{2} p_0(t, x_m) \nabla^2 a(t, x_m) \right\} (x - x_m)
\]

\[
\cdot \cdot \cdot \cdot \cdot e^{\frac{t}{2} (x - x_m) \cdot D^2 \mu(x_m)(x - x_m)} \, dx,
\]

\[
I_3(t) = \int_{K} (1 + t)O(|x - x_m|^3)e^{\frac{t}{2} (x - x_m) \cdot (x - x_m)} \, dx.
\]
By performing a change of variables as $y = \sqrt{t}(x - x_m)$ we obtain for the non null integrals

$$I_0(t) = \frac{1}{t^{d/2}} a(t, x_m)p_0(t, x_m) \int_{\tilde{R}_t} e^{\frac{1}{t} y D^2 \mu(x_m)} y dy,$$

$$I_2(t) = \frac{1}{t^{d/2+1}} \int_{\tilde{R}_t} t^y \left[ \frac{1}{2} a(t, x_m) D^2 p_0(t, x_m) + \nabla a(t, x_m) \nabla p_0(t, x_m) + \frac{1}{2} p_0(t, x_m) D^2 a(t, x_m) \right] y e^{\frac{1}{t} y D^2 \mu(x_m)} y dy,$$

$$I_3(t) = \frac{1 + t}{t^{d/2}} \int_{\tilde{R}_t} O(\|y\|^3) e^{\frac{1}{t} y D^2 \mu(x_m)} y dy \approx O \left( \frac{1}{t^{d/2+1}} \right),$$

with $\tilde{R}_t = \{ x \in \mathbb{R}^d : |x| \leq \sqrt{t} R_0 \}$.

Note that $I_1(t) = 0$ because it is the integral of an odd function in a symmetric interval. Moreover we obtain the approximation for $I_3(t)$ thanks to assumption (H6), which implies that the derivatives of $\mu$ and $a$, and consequently $p_0$, up to order 3, are globally bounded.

Moreover, if we denote $A(t) = \left( \alpha_{ij}(t) \right)_{i,j}$ the periodic matrix inside the crochets in $I_2(t)$, i.e

$$A(t) = \frac{1}{2} a(t, x_m) D^2 p_0(t, x_m) + \nabla a(t, x_m) \nabla p_0(t, x_m) + \frac{1}{2} p_0(t, x_m) D^2 a(t, x_m),$$

we obtain, thanks to the periodicity of $a$ and $p_0$, that all the coefficients of $A(t)$ are bounded as $t \to \infty$. Moreover,

$$|t y A(t)y| = \left| \sum_{i,j=1}^d \alpha_{ij}(t) y_i y_j \right| \leq \sum_{i,j=1}^d |\alpha_{ij}(t)||y_i||y_j| \leq C|y|^2,$$

for some $C > 0$.

Then for $I_2$ we have, by using (H4)

$$|I_2(t)| \leq \frac{C}{t^{d/2+1}} \int_{\tilde{R}_t} |y|^2 e^{\frac{1}{t} y D^2 \mu(x_m)} y dy \approx O \left( \frac{1}{t^{d/2+1}} \right) \quad \text{as} \quad t \to \infty.$$

By arguing in the same way we obtain for the denominator term

$$\int_{\tilde{R}_t} p_0(t, x) e^{\mu(x)} dx = \frac{1}{t^{d/2}} p_0(t, x_m) \int_{\tilde{R}_t} e^{\frac{1}{t} y D^2 \mu(x_m)} y dy + O \left( \frac{1}{t^{d/2+1}} \right),$$

and we conclude multiplying by $t^{d/2}$ and using again (H4)

$$\int_{\mathbb{R}^d} \frac{n(t, x) a(t, x)}{\rho(t)} \frac{dx}{\rho(t)} = \frac{a(t, x_m)p_0(t, x_m)}{p_0(t, x_m)} \int_{\tilde{R}_t} e^{\frac{1}{t} y D^2 \mu(x_m)} y dy + O \left( \frac{1}{t^{d/2+1}} \right) = a(t, x_m) + O \left( \frac{1}{\sqrt{t}} \right),$$

for $t$ large enough.

---

### 2.2 Convergence to a Dirac mass

In this subsection we prove Proposition 1 (ii).

**Proof.** (ii)

We begin by defining

$$f(t, x) = \frac{n(t, x)}{\rho(t)} = \frac{p_0(t, x)e^{\mu(x)t}}{\int_{\mathbb{R}^d} p_0(t, x)e^{\mu(x)t} dx}.$$
Therefore, since \( \int_{\mathbb{R}^d} f(t,x)dx = 1 \), there exists a sub-sequence \((f_{t_k})\) that converges weakly to a measure \( \nu \), i.e.

\[
\int_{\mathbb{R}^d} f_{t_k} \varphi dx \rightarrow \int_{\mathbb{R}^d} \nu(\varphi) dx \quad \forall \varphi \in C_c(\mathbb{R}^d).
\]

We first prove

\[
\int_{\Omega^c_\zeta} n(t_k,x) \rho(t_k) \varphi(x) dx \rightarrow 0 \quad \text{as} \quad t_k \rightarrow \infty \quad \forall \varphi : \text{supp } \varphi \subset \Omega^c_\zeta, \quad \text{where } \Omega_\zeta = \{ x \in \mathbb{R}^d : |x - x_m| < \zeta \}. \tag{20}
\]

We can rewrite the above integral as below

\[
\int_{\Omega^c_\zeta} f(t,x) \varphi(x) dx = \frac{1}{I(t)} \int_{\Omega^c_\zeta} p_0(t,x)e^{\mu(x)t} \varphi(x) dx,
\]

where

\[
I(t) = \int_{\mathbb{R}^d} p_0(t,y)e^{\mu(y)t} dy.
\]

We estimate \( I(t) \) using the Laplace’s method for integration and the assumption (H4). It follows

\[
K_1 \frac{e^{\mu(x_m)}}{td^{d/2}} \leq I(t) \leq K_2 \frac{e^{\mu(x_m)}}{td^{d/2}}.
\]

Next we note that

\[
t^{d/2} e^{-t\mu(x_m)} \int_{\Omega^c_\zeta} p_0(t,x)e^{\mu(x)t} \varphi(x) dx \rightarrow 0, \quad \text{as } t \rightarrow +\infty,
\]

since \( \mu(x) - \mu(x_m) \leq -\beta \) for some \( \beta > 0 \), and \( \varphi \) has compact support, which immediately implies (20).

We deduce from (20) by letting \( \zeta \rightarrow 0 \), that as \( t \rightarrow +\infty \) along subsequences

\[
\frac{n(t,x)}{\rho(t)} \rightarrow \omega \delta(x - x_m).
\]

We then prove that \( \omega = 1 \), and hence all the sequence converges to the same limit.

Let \( K_R = \{ x \in \mathbb{R}^d : |x| \leq R \} \), for \( R > 0 \).

We can write using (2) that

\[
n(t,x) = n_0(x)e^{\int_0^t (a(s,x) - \rho(s))ds}.
\]

Thanks to assumption (H3) and (H5), for \( R_0 \leq R \), by making an analogous analysis to (19) we obtain

\[
\int_{K_R} n(t,x)dx \rightarrow 0 \quad \text{as} \quad t \rightarrow +\infty.
\]

Moreover, thanks to Section 2.1, we know that \( \rho \) converges to \( \tilde{\rho} \), a periodic and positive function. Therefore, in long time, \( \rho \) is bounded from below and above by positive constants. We deduce that

\[
\int_{K_R} f(t,x)dx = \int_{K_R} \frac{n(t,x)}{\rho(t)} dx \rightarrow 0 \quad \text{as} \quad t \rightarrow \infty.
\]
Thanks to the above convergence and the fact that \( \int_{\mathbb{R}^d} f(t,x)dx = 1 \), we deduce that \( \forall \zeta > 0 \) there exists a compact set \( K \) and \( t_0 > 0 \) such that, for all \( t \geq t_0 \)

\[
1 - \zeta \leq \int_K f(t,x)dx.
\]

Moreover, we know that \( f \) converges weakly to a measure \( \omega \delta(x - x_m) \), thus choosing a smooth compactly supported function \( \varphi \) such that \( \varphi(x) = 1 \) if \( x \in K \), \( \varphi(x) = 0 \) if \( x \in (K')^c \) for another compact \( K' \) such that \( K \subset K' \) and \( 0 < \varphi(x) < 1 \) for \( x \in K' \setminus K \), we obtain

\[
\int_{\mathbb{R}^d} f(t,x)\varphi(x)dx = \int_K f(t,x)dx + \int_{K^c} f(t,x)\varphi(x)dx \longrightarrow \omega,
\]

where the first term in the RHS is bigger than \( 1 - \zeta \) and the second one is positive. It follows that \( 1 - \zeta \leq \omega \), for all \( 0 < \zeta < 1 \) and hence \( \omega = 1 \). We conclude that

\[
\frac{n(t,x)}{\rho(t)} \to \delta(x - x_m) \quad \text{as} \quad t \to +\infty,
\]

which implies, using the convergence result for \( \rho \),

\[
n(t,x) - \tilde{\varrho}(t)\delta(x - x_m) \to 0 \quad \text{as} \quad t \to +\infty,
\]

weakly in the sense of measures.

\[\blacksquare\]

### 3 The case with mutations: long time behavior

In this section we study (1) with \( \sigma > 0 \) and provide the proof of Proposition 2. To this end, we first introduce a linearized problem. Let \( n \) solve (1), we define \( m(t,x) = n(t,x)e^{\int_0^t \rho(s)ds} \) which solves

\[
\begin{cases}
\partial_t m(t,x) - \sigma \Delta m(t,x) &= m(t,x)\rho(t,x), \quad (t,x) \in [0, +\infty) \times \mathbb{R}^d, \\
n(t = 0,x) &= n_0(x),
\end{cases}
\]

and associate to (22) the parabolic eigenvalue problem (5). In subsection 3.1, we provide a convergence result for (22). Next, using this property, we prove Proposition 2 in subsection 3.2.

#### 3.1 A convergence result for the linearized problem

In this section we provide a convergence result for the linearized problem.

**Lemma 6** Assume (H1), (H3) and (H5\(_\sigma\)). Then,

(i) there exists a unique principal eigenpair \( (\lambda, p) \) for the problem (5), with \( p \in L^\infty(\mathbb{R} \times \mathbb{R}^d) \), up to normalization of \( p \). Moreover, the eigenfunction \( p(t,x) \) is exponentially stable, i.e. there exist a constant \( \alpha > 0 \) such that the solution \( \overline{m}(t,x) \) to problem (22) satisfies

\[
\|\overline{m}(t,x)e^{\lambda t} - \alpha p(t,x)\|_{L^\infty(\mathbb{R}^d)} \to 0 \quad \text{as} \quad t \to \infty,
\]

exponentially fast.

(ii) Moreover, let \( \delta \) and \( R_0 \) given by (H5\(_\sigma\)), then we have

\[
p(t,x) \leq \|p\|_{L^\infty}e^{-\sqrt{2}(|x| - R_0)}, \quad \forall (t,x) \in [0, +\infty) \times \mathbb{R}^d.
\]
Proof. The proof of (i).
We will apply a result from [17] to equation
\[
\partial_t \tilde{m} - \sigma \Delta \tilde{m} = \tilde{m}[a(t, x) + \lambda + \delta], \quad (t, x) \in \mathbb{R} \times \mathbb{R}^d,
\]  
(25)
with $\delta$ given in assumption $(H5_{\sigma})$. This result allows to show that there exists a unique principal eigenpair for the equation (25), with an eigenfunction which is exponentially stable.

Consider the problem
\[
\begin{cases}
\partial_t \hat{\phi} - \sigma \Delta \hat{\phi} = \hat{\phi}[a + \lambda + \delta], & \text{in } \mathbb{R} \times B_R, \\
\hat{\phi} = 0, & \text{on } \mathbb{R} \times \partial B_R.
\end{cases}
\]  
(26)

Thanks to (H1) and $(H5_{\sigma})$ we can choose $R$ and $\delta > 0$ such that there exists $d_\delta > 0$
\[
\|a(t, x) + \lambda + \delta\|_{L^\infty([0, +\infty) \times B_R)} < d_\delta, \quad a(t, x) + \lambda + \delta < 0, \quad \forall |x| \geq R_0.
\]

Note that $\hat{\phi}_R = p_R e^{t(\delta - \lambda R + \lambda)}$ is a positive entire solution to (26). Moreover, it satisfies the hypothesis (H1) of [17], that is
\[
\frac{\|\hat{\phi}_R(t, \cdot)\|_{L^\infty(B_R)}}{\|\hat{\phi}_R(s, \cdot)\|_{L^\infty(B_R)}} \geq C e^{(\delta - \lambda R + \lambda)(t-s)}, \quad t \geq s,
\]
with $\delta - \lambda R + \lambda > 0$ for $R$ large enough.

Therefore Theorem 2.1 (and its generalization Theorem 9.1) in [17] implies that there exists a unique positive entire solution $\hat{\phi}$ for problem (25), which is given by
\[
\hat{\phi}(t, x) = \lim_{R \to \infty} \hat{\phi}_R(t, x).
\]

Moreover, for $p = \hat{\phi} e^{-\delta t}$ we obtain
\[
p(t, x) = \lim_{R \to \infty} p_R(t, x),
\]
and since $p_R$ is the solution of (6), then $p$ is a positive periodic eigenfunction to (5).

Furthermore, Theorem 2.2 in [17] implies also that
\[
\frac{\|\tilde{m}(t, x) - a \hat{\phi}(t, x)\|_{L^\infty(\mathbb{R}^d)}}{\|\hat{\phi}(t, \cdot)\|_{L^\infty(\mathbb{R}^d)}} \to 0,
\]
exponentially fast as $t \to \infty$.

Noting that every solution $m$ of problem (22) can be written as $m = \tilde{m} e^{-\lambda t - \delta t}$, we obtain
\[
\|m(t, x)e^{\lambda t} - \alpha p(t, x)\|_{L^\infty(\mathbb{R}^d)} \to 0 \quad \text{as } t \to +\infty,
\]
and this convergence is also exponentially fast.

The proof of (ii).
Next we prove (24) following similar arguments as in the proof of Lemma 2.4 in [30]. Let $\tilde{a}(t, x) = a(t, x) + \lambda$ then $p$ is a positive bounded solution of the following equation
\[
\partial_t \bar{p} - \sigma \Delta \bar{p} = \bar{p}\tilde{a}(t, x), \quad \text{in } \mathbb{R} \times \mathbb{R}^d.
\]  
(27)

Note that we have defined $p$ in $(-\infty, 0]$ by periodic prolongation. Let $\|p\|_{L^\infty(\mathbb{R} \times \mathbb{R}^d)} = M$. We define
\[
\zeta(t, x) = Me^{-\delta(t-t_0)} + Me^{-\nu(|x|-R_0)},
\]
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where \( \nu = \sqrt{\frac{3}{2}} \) and \( R_0 \) is given by \((H5_\nu)\). One can verify that

\[
M \leq \zeta(t, x) \quad \text{if } |x| = R_0 \text{ or } t = t_0.
\]

Furthermore if \( |x| > R_0 \) or \( t > t_0 \) evaluating in (27) shows

\[
\partial_t \zeta - \sigma \Delta \zeta - \zeta \tilde{a}(t, x) = M e^{-\delta(t - t_0)}(-\delta - \tilde{a}(t, x)) + M e^{-\nu(|x| - R_0)} \left(-\sigma \nu^2 - \tilde{a}(t, x) + \sigma \nu^2 \frac{d-1}{|x|}\right) \geq 0,
\]

since \( \tilde{a}(t, x) \leq -\delta \) thanks to assumption \((H5_\nu)\). Thus \( \zeta \) is a supersolution of (27) on

\[
Q_0 = \{(t, x) \in (t_0, \infty) \times \mathbb{R}^d : |x| > R_0\},
\]

which dominates \( p \) on the parabolic boundary of \( Q_0 \). Applying the maximum principle to \( \zeta - p \), we obtain

\[
p(t, x) \leq M e^{-\delta(t - t_0)} + M e^{-\nu(|x| - R_0)}, \quad |x| \geq R_0, \quad t \in (t_0, \infty).
\]

Taking the limit \( t_0 \to -\infty \) yields

\[
p(t, x) \leq M e^{-\nu(|x| - R_0)}, \quad |x| \geq R_0, \quad t \leq +\infty,
\]

for \( \nu = \sqrt{\frac{3}{2}} \). We conclude that \( p \) satisfies (24).

\[\Box\]

3.2 The proof of Proposition 2

To prove Proposition 2 we first prove the following Lemmas.

**Lemma 7** Assume \((H1)\) and \((H3)\) and let \( C_3 = \sigma C_2^2 + d_0 \) then the solution \( n(t, x) \) to equation (1) satisfies

\[
n(t, x) \leq \exp(C_1 - C_2|x| + C_3 t), \quad \forall (t, x) \in (0, +\infty) \times \mathbb{R}^d.
\]

**Proof.** Define the function \( \bar{n}(t, x) = \exp(C_1 - C_2|x| + C_3 t) \).

We prove that \( n \leq \bar{n} \). To this end we proceed by a comparison argument. One can easily verify that for \( C_3 \) defined above, we have the following inequality

\[
\partial_t \bar{n} - \sigma \Delta \bar{n} - [a(t, x) + \rho(t)] \bar{n} = e^{(C_1 - C_2|x| + C_3 t)} \left[C_3 - \sigma C_2^2 + \sigma \frac{C_2(d-1)}{|x|} - a(t, x) + \rho(t)\right] \geq 0, \quad \text{a.e in } \mathbb{R} \times \mathbb{R}^d.
\]

Moreover, we have for \( t = 0 \), \( n(0, x) \leq \bar{n}(0, x) \) thanks to assumption \((H3)\). We can then apply a Maximum Principle, in the class of \( L^2 \) functions, and we conclude that

\[
n(t, x) \leq \bar{n}(t, x), \quad \forall (t, x) \in (0, +\infty) \times \mathbb{R}^d.
\]

\[\Box\]

**Lemma 8** Assume \((H1), (H3)\) and \((H5_\nu)\) then

\[
\left| \int_{\mathbb{R}^d} \frac{n(t, x)a(t, x)}{\rho(t)} dx - Q(t) \right| \longrightarrow 0, \quad \text{as } t \to +\infty,
\]

with \( Q(t) \) given by (7).

**Proof.** From (23), we obtain that

\[
n(t, x)e^{\int_0^t \rho(s) ds + \lambda t} = \alpha p(t, x) + \Sigma(t, x),
\]

where \( \nu = \sqrt{\frac{3}{2}} \) and \( R_0 \) is given by \((H5_\nu)\).
with \( \|\Sigma(t, x)\|_{L^\infty} \to 0 \) exponentially fast, as \( t \to \infty \).

We define the compact set \( K = \{ x \in \mathbb{R}^d : |x| \leq At \} \), for some \( A > 1 \) large enough and compute

\[
\frac{1}{\rho(t)} \int_{\mathbb{R}^d} n(t, x) a(t, x) dx = \frac{\int_{K} \alpha p(t, x) a(t, x) dx + \int_{K} \Sigma(t, x) a(t, x) dx + \int_{K} (\alpha p(t, x) + \Sigma(t, x)) a(t, x) dx}{\int_{K} \alpha p(t, x) dx + \int_{K} \Sigma(t, x) dx + \int_{K} (\alpha p(t, x) + \Sigma(t, x)) dx}.
\]

We then notice that

\[
\left| \int_{K} \Sigma(t, x) a(t, x) dx \right| \leq \|a\|_{L^\infty} \|\Sigma(t, \cdot)\|_{L^\infty} |K| \to 0 \quad \text{as} \quad t \to \infty,
\]

since \( \|\Sigma(t, \cdot)\|_{L^\infty} \) converges exponentially fast to zero and the measure of \( K \) is at most algebraic in \( t \). Making the same analysis for \( \left| \int_{K} \Sigma(t, x) dx \right| \) it will just remain to prove that the integral terms taken outside the compact set \( K \) vanish as \( t \to +\infty \).

We have, trivially

\[
\left| \int_{K} (\alpha p(t, x) + \Sigma(t, x)) a(t, x) dx \right| \leq \|a\|_{L^\infty} \left| \int_{K} n(t, x) e^{\int_0^t (\rho(s) + \lambda) ds} dx \right|.
\]

Then we use Lemma 7 to obtain

\[
\int_{K} n(t, x) e^{\int_0^t (\rho(s) + \lambda) ds} dx \leq \int_{K} e^{C_1 - C_2 |x| + Mt} dx \leq e^{C_1 + Mt} \int_{K} e^{-C_2 |x|} dx \to 0, \quad \text{as} \quad t \to +\infty
\]

for \( A > M \) large enough, where \( M \geq \rho_M + \lambda + C_3 \).

Combining the last two inequalities we obtain that the integral terms taken outside the compact, vanish as \( t \to +\infty \). This concludes the proof.

\[
\text{Proof of Proposition 2}
\]

\textbf{Convergence of } \rho.

By integrating equation (1) in \( x \), we obtain that

\[
\int_{\mathbb{R}^d} \partial_t n(t, x) dx = \int_{\mathbb{R}^d} n(t, x)[a(t, x) - \rho(t)] dx,
\]

and using Lemma 8 we deduce that

\[
\frac{d \rho}{dt} = \rho(t) \left( \int_{\mathbb{R}^d} \frac{n(t, x)a(t, x)}{\rho(t)} dx - \rho(t) \right) = \rho(t) [Q(t) + \Sigma'(t) - \rho(t)],
\]

where \( \Sigma'(t) \to 0 \) exponentially as \( t \to \infty \), and \( Q(t) \) is given by (7).

Following similar arguments as in the proof of Proposition 1 we obtain \( |\rho(t) - \tilde{\rho}(t)| \to 0 \) as \( t \to \infty \), with \( \tilde{\rho} \) the unique solution of

\[
\left\{ \begin{array}{l}
\frac{d \tilde{\rho}}{dt} = \tilde{\rho}(t) [Q(t) - \tilde{\rho}(t)], \\
\tilde{\rho}(0) = \tilde{\rho}(\tau),
\end{array} \right.
\]

provided \( \int_0^T Q(t) dt > 0 \). Moreover if \( \int_0^T Q(t) dt \leq 0 \), then \( \rho(t) \to 0 \) as \( t \to \infty \). Note also that

\[
\lambda = -\frac{1}{T} \int_0^T Q(t) dt.
\]
We consider, indeed, the eigenvalue problem (5) and integrate it in $x \in \mathbb{R}^d$

$$\partial_t \int_{\mathbb{R}^d} p(t,x)dx = \int_{\mathbb{R}^d} a(t,x)p(t,x)dx + \lambda \int_{\mathbb{R}^d} p(t,x)dx.$$ 

We divide by $\int_{\mathbb{R}^d} p(t,x)dx$ and integrate now in $t \in [0,T]$, to obtain

$$\int_0^T \partial_t \int_{\mathbb{R}^d} p(t,x)dx dt = \int_0^T Q(t) dt + \lambda T,$$

which implies that

$$0 = \ln \left( \int_{\mathbb{R}^d} p(T,x)dx \right) - \ln \left( \int_{\mathbb{R}^d} p(0,x)dx \right) = \int_0^T Q(t) dt + \lambda T,$$

and hence (28).

This ends the proof of statements (i) – (ii) of Proposition 2.

**Convergence of $\frac{n}{\rho}$.**

Let $K_t = \{ x \in \mathbb{R}^d : |x| < At \}$, for $A > R_0$, as in the proof of Lemma 8, we can write

$$\frac{n(t,x)}{\rho(t)} = \frac{\alpha p(t,x) + \Sigma(t,x)}{\int_{K_t} (\alpha p(t,x) + \Sigma(t,x)) dx + \int_{\mathbb{R}^d} (\alpha p(t,x) + \Sigma(t,x)) dx}.$$

Following similar arguments as in Lemma 8 we obtain that

$$\left\| \frac{n(t,x)}{\rho(t)} - P(t,x) \right\|_{L^\infty} \rightarrow 0,$$

with $P(t,x)$ as in (7).

Consequently, when $\lambda < 0$ we obtain that

$$\left\| n(t, \cdot) - \bar{\rho}(t)P(t, \cdot) \right\|_{L^\infty} \rightarrow 0 \quad \text{as } t \rightarrow \infty,$$

and this concludes the proof of (iii).

\[\blacksquare\]

**4 Case $\sigma << 1$. Small mutations**

In this section we choose $\sigma = \varepsilon^2$ and we prove that for $\varepsilon$ small enough, the principal eigenvalue $\lambda$ given in (5) is negative. As a consequence, thanks to Proposition 2, any solution of (9) converges to the unique periodic solution $(n_\varepsilon, \rho_\varepsilon)$. Next, we prove Theorem 4, which allows to characterize $n_\varepsilon$, as $\varepsilon \rightarrow 0$.

Consider now the problem (9) and let $(\lambda_\varepsilon, p_\varepsilon)$ be the eigenvalues of problem (5) for $\sigma = \varepsilon^2$, then we have the following result.

**Lemma 9** Under assumption (H2) there exists $\lambda_m > 0$ and $\varepsilon_0 > 0$ such that for all $\varepsilon < \varepsilon_0$ we have $\lambda_\varepsilon \leq -\lambda_m$.

**Proof.** We follow the proof for the case of bounded domains, given in [14].

For $R > 0$ define $B_R := B(x_m, R)$ and $a_R(t) = \min_{x \in B_R} a(t,x)$. Then we choose $R_1$ small enough such that

$$\int_0^T a_{R_1}(t) dt > 0. \quad (29)$$
This is possible thanks to \( \text{(H2)} \) and the continuity of \( a \) with respect to \( x \).

We first consider the periodic-parabolic Dirichlet eigenvalue problem on \( [0, +\infty) \times B_{R_1} \),

\[
\begin{cases}
\partial_t w - \varepsilon^2 \Delta w - a_{R_1}(t) w = \mu \varepsilon w, & \text{in } [0, +\infty) \times B_{R_1}, \\
 w = 0, & \text{on } [0, +\infty) \times \partial B_{R_1}, \\
 w : T - \text{periodic in } t.
\end{cases}
\]  

(30)

We calculate \( \mu \varepsilon \) by the Ansatz \( w(t, x) = \alpha(t) \varphi_1(x) \) where \( \varphi_1 > 0 \) is the principal eigenfunction of

\[
\begin{cases}
-\Delta \varphi_1 = \gamma_1 \varphi_1, & \text{in } B_{R_1}, \\
 \varphi_1 = 0, & \text{on } \partial B_{R_1},
\end{cases}
\]

with principal eigenvalue \( \gamma_1 > 0 \). By substituting in (30) we deduce that

\[ \alpha'(t) \varphi_1 + \gamma_1 \varepsilon^2 \alpha(t) \varphi_1 - a_{R_1}(t) \alpha(t) \varphi_1 = \mu \varepsilon \alpha(t) \varphi_1, \]

and consequently

\[ \alpha(t) = \alpha(0) \exp \left( \int_0^t a_{R_1}(\tau) d\tau - (\gamma_1 \varepsilon^2 - \mu \varepsilon) t \right). \]

For \( w \) to be \( T \)–periodic we must have

\[ \int_0^T a_{R_1}(\tau) d\tau - \gamma_1 \varepsilon^2 T + T \mu \varepsilon = 0. \]

We deduce indeed that choosing

\[ \mu \varepsilon = \gamma_1 \varepsilon^2 - \frac{1}{T} \int_0^T a_{R_1}(t) dt, \]

we obtain the principal eigen-pair \((w, \mu \varepsilon)\) for (30). Next we consider the periodic-parabolic eigenvalue problem

\[
\begin{cases}
\partial_t w - \varepsilon^2 \Delta w - a(t, x) w = \lambda_{\varepsilon} w, & \text{in } [0, +\infty) \times B_{R_1}, \\
 w = 0, & \text{on } [0, +\infty) \times \partial B_{R_1}, \\
 w : T - \text{periodic in } t.
\end{cases}
\]

Since \( a_{R_1}(t) \leq a(t, x) \) on \([0, +\infty) \times B_{R_1}\) we have \( \lambda_{\varepsilon} \leq \mu \varepsilon \) (Lemma 15.5 [14]). By monotony of eigenvalues with respect to the domain we obtain \( \lambda_{\varepsilon} \leq \lambda_{R_1} \leq \mu \varepsilon \). Finally, thanks to (29) we conclude that there exist \( \lambda_{m} > 0, \varepsilon_0 > 0 \) such that for all \( \varepsilon \leq \varepsilon_0 \), we have \( \lambda_{\varepsilon} \leq -\lambda_{m} \).

\[ \blacksquare \]

In the following subsections we provide the proof of Theorem 4. In Subsection 4.1, we give some global bounds for \( \rho_{\varepsilon} \). Next, in Subsection 4.2, we prove that \((u_{\varepsilon}) \) is locally uniformly bounded, Lipschitz with respect to \( x \) and locally equicontinuous in time. In the last subsection we conclude the proof of Theorem 4 letting \( \varepsilon \) goes to zero and describing the limits of \( u_{\varepsilon}, n_{\varepsilon} \) and \( \rho_{\varepsilon} \).

### 4.1 Uniform bounds for \( \rho_{\varepsilon} \)

In this section we provide uniform bounds for \( \rho_{\varepsilon} \).

**Lemma 10** Assume \( (H1), (H5a) \). Then for every \( \varepsilon > 0 \), there exist positive constants \( \rho_m \) and \( \rho_M \) such that

\[ 0 < \rho_m \leq \rho_{\varepsilon}(t) \leq \rho_M \quad \forall t \geq 0. \]  

(31)
Proof. From equation (9) integrating in \( x \in \mathbb{R}^d \) and using assumption (H1) we get

\[
\frac{d\rho_\varepsilon}{dt} = \int_{\mathbb{R}^d} n_\varepsilon(t, x)[a(t, x) - \rho_\varepsilon(t)]dx \leq \rho_\varepsilon(t)[\rho_0 - \rho_\varepsilon(t)].
\]  

(32)

This implies that

\[
\rho_\varepsilon(t) \leq \rho_M := \max(\rho_\varepsilon^0, d_0).
\]

To obtain the lower bound we recall that \( n_\varepsilon(t, x) = \rho_\varepsilon(t)P_\varepsilon(t, x) \), with \( \rho_\varepsilon(t) \) the unique periodic solution of

\[
\frac{d\rho_\varepsilon}{dt} = \rho_\varepsilon(t)[Q_\varepsilon(t) - \rho_\varepsilon(t)],
\]

and with \( Q_\varepsilon(t) \) and \( P_\varepsilon(t, x) \) given by (7). From (4) we know that

\[
\rho_\varepsilon(t) = 1 - \exp \left[ - \int_0^T Q_\varepsilon(s)ds \right] = \exp \left[ - \int_0^T Q_\varepsilon(s)ds \right] \int_t^{t+T} \exp \left[ \int_\theta^T Q_\varepsilon(\theta)d\theta \right] d\theta.
\]

(33)

From Lemma 9, we note that, \( \lambda_\varepsilon = -\frac{1}{T} \int_0^T Q_\varepsilon(t)dt \leq -\lambda_m \), thus

\[
\exp \left[ - \int_0^T Q_\varepsilon(\theta)d\theta \right] \leq e^{-T\lambda_m}.
\]

Also from (H1) and (7) we get

\[
\int_t^{t+T} \exp \left[ \int_\theta^T Q_\varepsilon(\theta)d\theta \right] d\theta \leq \int_t^{t+T} e^{\lambda_0 T} d\theta = Te^{\lambda_0 T}.
\]

Combining the above inequalities with (33) we obtain

\[
0 < \rho_m := \frac{1}{T} e^{-d_0 T}(e^{\lambda_0 T} - 1) \leq \rho_\varepsilon(t), \quad \forall t \geq 0.
\]

\[
\Box
\]

4.2 Regularity results for \( u_\varepsilon \)

In this section we study the regularity properties of \( u_\varepsilon = \varepsilon \ln \left( \left(2\pi\varepsilon\right)^{d/2} n_\varepsilon \right) \), where \( n_\varepsilon \) is the unique periodic solution of equation (9).

Theorem 11 Assume (H1), (H2) and (H5). Then \( u_\varepsilon \) is locally uniformly bounded and locally equicontinuous in time in \([0, T] \times \mathbb{R}^d\). Moreover, for some \( D > 0 \), \( \omega_\varepsilon = \sqrt{2D} - u_\varepsilon \), is Lipschitz continuous with respect to \( x \) in \((0, \infty) \times \mathbb{R}^d\) and there exists a positive constant \( C \) such that we have the following

\[
|\nabla \omega_\varepsilon| \leq C, \quad \text{in} \quad [0, +\infty) \times \mathbb{R}^d,
\]

(34)

\[
\forall R > 0, \quad \sup_{t \in [0, T], \ v \in B_R} |u_\varepsilon(t, x) - u_\varepsilon(s, x)| \to 0 \quad \text{as} \ \varepsilon \to 0.
\]

(35)

We prove this theorem in several steps.
4.2.1 An upper bound for $u_\varepsilon$

We recall from (8) that $n_\varepsilon(t, x) = \frac{p_\varepsilon(t, x)}{\int_{\mathbb{R}^d} p_\varepsilon(t, x) dx}$, where

\[
\begin{align*}
\partial_t p_\varepsilon - \varepsilon^2 \Delta p_\varepsilon - a(t, x)p_\varepsilon &= \lambda_\varepsilon p_\varepsilon, \quad \text{in } \mathbb{R} \times \mathbb{R}^d, \\
0 &< p_\varepsilon: \ T \text{- periodic}, \\
\|p_\varepsilon(0, x)\|_{L^\infty(\mathbb{R}^d)} &= 1.
\end{align*}
\]

(36)

Define $q_\varepsilon(t, x) = p_\varepsilon(t, x\varepsilon)$, which satisfies

\[
\begin{align*}
\partial_t q_\varepsilon - \Delta q_\varepsilon &= a_\varepsilon(t, x)q_\varepsilon, \quad \text{in } \mathbb{R} \times \mathbb{R}^d, \\
q_\varepsilon: \ T \text{- periodic},
\end{align*}
\]

(37)

for $a_\varepsilon(t, x) = a(t, x\varepsilon) + \lambda_\varepsilon$. Note that $a_\varepsilon$ is uniformly bounded thanks to the $L^\infty$-norm of $a$, which together with Lemma 9 implies that $-d_0 \leq \lambda_\varepsilon \leq -\lambda_m$. Since $\|p_\varepsilon(0, x)\|_{L^\infty(\mathbb{R}^d)} = 1$ we can choose $x_0$ such that $p_\varepsilon(0, x_0) = 1$. Moreover $q_\varepsilon$ is a nonnegative solution of (37) in $(0, 2T) \times B(\frac{M}{\varepsilon}, 1)$. Let $\delta_0$, be such that $0 < \delta_0 < T$, then we apply the Theorem 2.5 [16] which is an elliptic-type Harnack inequality for positive solutions of (37) in a bounded domain, and we have $\forall \ t \in [\delta_0, 2T]$

\[
\sup_{x \in B(\frac{M}{\varepsilon}, 1)} q_\varepsilon(t, x) \leq C \inf_{x \in B(\frac{M}{\varepsilon}, 1)} q_\varepsilon(t, x),
\]

where $C = C(\delta_0, d_0)$. Returning to $p_\varepsilon$ this implies

\[
p_\varepsilon(t_0, x_0) \leq \sup_{y \in B(x_0, \varepsilon)} p_\varepsilon(t_0, y) \leq C p_\varepsilon(t_0, x), \quad \forall (t_0, x) \in [\delta_0, 2T] \times B(x_0, \varepsilon).
\]

(38)

Since $p_\varepsilon$ is $T$-periodic we conclude that the last inequality is satisfied $\forall \ t \in [0, T]$. From (31), (38) and the upper bound (24) for $p_\varepsilon$ with $\sigma = \varepsilon^2$, we obtain

\[
n_\varepsilon(0, x) \leq \rho_M \frac{p_\varepsilon(0, x)}{\int_{\mathbb{R}^d} p_\varepsilon(0, x) dx} \leq \frac{C \rho_M p_\varepsilon(0, x)}{\int_{B(x_0, \varepsilon) \cap \mathbb{R}^d} p_\varepsilon(0, x) dx} \leq \frac{C \rho_M p_\varepsilon(0, x)}{B(x_0, \varepsilon)} \leq C' \varepsilon^{-d} \exp \frac{c' - c' |x_0|}{\varepsilon},
\]

for all $\varepsilon \leq \varepsilon_0$, with $\varepsilon_0$ small enough, where the constant $C'$ depends on $\rho_M$, $\|p\|_{L^\infty(\mathbb{R}^d)}$ and the constant $C$ in (38) and $C_2'$ and $C_3'$ depend on the constants of hypothesis (H3). Next we proceed with a Maximum Principle argument as in Lemma 7 to obtain for every $(t, x) \in [0, +\infty) \times \mathbb{R}^d$ and $C_3 = (C_2')^2 + d_0$,

\[
n_\varepsilon(t, x) \leq C' \exp \frac{c' - c' |x_0|}{\varepsilon} + C_3 t.
\]

From here and the periodicity of $u_\varepsilon$, with an abuse of notation for the constants, we can write, for all $\varepsilon \leq \varepsilon_0$

\[
u_\varepsilon(t, x) \leq C'_1 - C'_2 |x|, \quad \forall (t, x) \in [0, +\infty) \times \mathbb{R}^d.
\]

(39)

4.2.2 A lower bound for $u_\varepsilon$

Using the bounds for $a$ in (H1) and for $p_\varepsilon$ in (31) we obtain for $\tilde{C} = d_0 + \rho_M$

\[
\partial_t n_\varepsilon - \varepsilon^2 \Delta n_\varepsilon \geq -\tilde{C} n_\varepsilon.
\]

Let $n_\varepsilon^*$ be the solution of the following heat equation

\[
\begin{align*}
\begin{cases}
\partial_t n_\varepsilon^* - \varepsilon^2 \Delta n_\varepsilon^* + \tilde{C} n_\varepsilon^* = 0, \\
n_\varepsilon^*(0, x) = n_\varepsilon^0,
\end{cases}
\end{align*}
\]
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given explicitly by the Heat Kernel $K$,

$$n_\varepsilon(t,x) = e^{-\tilde{C}t} \left( n_\varepsilon^0 * K \right) = \frac{e^{-\tilde{C}t}}{\varepsilon^{d(4\pi t)^{d/2}}} \int_{\mathbb{R}^d} n_\varepsilon^0(y)e^{-\frac{|x-y|^2}{4\varepsilon^2}}dy, \quad t > 0.$$  

By a comparison principle we have $n_\varepsilon(t,x) \leq n_\varepsilon(t,x)$. Moreover, from (38) and (24) we deduce that

$$\varepsilon^{-d}\tilde{C}_0 e^{-\frac{\tilde{C}_1}{\varepsilon^2}} \leq \rho_m \frac{p_\varepsilon(0,x)}{\int_{\mathbb{R}^d} p_\varepsilon(0,x)dx} \leq n_\varepsilon(0,x) \quad \forall x \in B(x_0,\varepsilon),$$

for some positive constants $\tilde{C}_0$ and $\tilde{C}_1$ depending on $\|p\|_{L^\infty}$, $\rho_m$, $\delta$, $d_\delta$, $d$, and $R_0$, and $x_0$ the point where $p_\varepsilon(0,x_0) = 1$. Then

$$n_\varepsilon(t,x) \geq \frac{\tilde{C}_0}{\varepsilon^{2d(4\pi t)^{d/2}}} e^{-\frac{\tilde{C}_1+\tilde{C}_t}{\varepsilon^2}} \int_{B(x_0,\varepsilon)} e^{-\frac{|x-y|^2}{4\varepsilon^2}}dy \geq \frac{\tilde{C}_0 |B(x_0,\varepsilon)|}{\varepsilon^{2d(4\pi t)^{d/2}}} e^{-\frac{\tilde{C}_1+\tilde{C}_t}{\varepsilon^2}}.$$

This, together with the definition of $u_\varepsilon$, implies that

$$\varepsilon \log \left( \frac{\tilde{C}_0 |B(x_0,\varepsilon)|}{\varepsilon^{2d(4\pi t)^{d/2}}} \right) - \frac{|x|^2 + (|x_0| + \varepsilon)^2}{2t\varepsilon} - (\tilde{C}_1 + \tilde{C}_t) \leq u_\varepsilon(t,x), \quad \forall t \geq 0.$$  

In particular, we obtain that

$$\varepsilon \log \left( \frac{\tilde{C}_0 |B(x_0,\varepsilon)|}{\varepsilon^{3d/2(4\pi t)^{d/2}}} \right) - \frac{|x|^2 + (|x_0| + \varepsilon)^2}{2t} - (\tilde{C}_1 + \tilde{C}_t) \leq u_\varepsilon(\frac{t}{\varepsilon},x), \quad \forall t \in [1, 1 + \varepsilon T],$$

and again, using the periodicity of $u_\varepsilon$, we obtain a quadratic lower bound for $u_\varepsilon$ for all $t \geq 0$; that is, there exist $A_1$, $A_2 \geq 0$ and $\varepsilon_0$ such that for all $\varepsilon \leq \varepsilon_0$,

$$-A_1|x|^2 - A_2 \leq u_\varepsilon(t,x). \quad (40)$$

4.2.3 Lipschitz bounds

In this section we prove (34). To this end we use a Bernstein type method closely related to the one used in [3]. Let $\omega_\varepsilon = \sqrt{2C_1'} - u_\varepsilon$, for $C_1'$ given by (39), thus $\omega_\varepsilon$ satisfies

$$\frac{1}{\varepsilon} \partial_t \omega_\varepsilon - \varepsilon \Delta \omega_\varepsilon - \left( \frac{\varepsilon}{\omega_\varepsilon} - 2\omega_\varepsilon \right) |\nabla \omega_\varepsilon|^2 = \frac{a(t,x) - \rho_\varepsilon(t)}{-2\omega_\varepsilon}.$$  

Define $W_\varepsilon = \nabla \omega_\varepsilon$, which is also $T$–periodic. We differentiate the above equation with respect to $x$ and multiply by $\frac{W_\varepsilon}{|W_\varepsilon|^3}$, i.e.

$$\frac{1}{\varepsilon} \partial_t |W_\varepsilon| - \varepsilon \Delta |W_\varepsilon| - 2 \left( \frac{\varepsilon}{\omega_\varepsilon} - 2\omega_\varepsilon \right) W_\varepsilon \cdot \nabla |W_\varepsilon| + \left( \frac{\varepsilon}{\omega_\varepsilon^2} + 2 \right) |W_\varepsilon|^3 \leq \frac{a(t,x) - \rho_\varepsilon(t)}{2\omega_\varepsilon} |W_\varepsilon| - \frac{\nabla a \cdot W_\varepsilon}{2\omega_\varepsilon |W_\varepsilon|^3}.$$

From (39) we know that $u_\varepsilon \leq C_1'$, which together with (40) implies

$$\sqrt{C_1'} \leq \omega_\varepsilon \leq \sqrt{2C_1' + A_1|x|^2 + A_2}.$$  

It follows

$$\left| 2 \left( \frac{\varepsilon}{\omega_\varepsilon} - 2\omega_\varepsilon \right) \right| \leq A_4 |x| + C_4,$$
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for some constants $A_4$ and $C_4$, from where, we have for $\theta$ large enough

\[ \frac{1}{\varepsilon} \partial_t |W_\varepsilon| - \varepsilon \Delta |W_\varepsilon| - (A_4 |x| + C_4) |W_\varepsilon| \cdot \nabla |W_\varepsilon| + 2 (|W_\varepsilon| - \theta)^3 \leq 0. \]  

(41)

Let $T_M > 2T$ and $A_5$ to be chosen later, define now, for $(t, x) \in \left(0, \frac{T_M}{\varepsilon}\right] \times B_R(0)$

\[ \overline{W}(t, x) = \frac{1}{2\sqrt{t\varepsilon}} + \frac{A_5 R^2}{R^2 - |x|^2} + \theta. \]

We next verify that $\overline{W}$ is a strict supersolution of (41) in $\left(0, \frac{T_M}{\varepsilon}\right] \times B_R(0)$. To this end we compute

\[ \partial_t \overline{W} = -\frac{1}{4t\sqrt{t\varepsilon}}, \quad \nabla \overline{W} = 2A_5 R^2 x \left(\frac{1}{R^2 - |x|^2}\right)^2, \quad \Delta \overline{W} = \frac{2A_5 R^2 d}{(R^2 - |x|^2)^2} + \frac{8A_5 R^2 |x|^2}{(R^2 - |x|^2)^3}, \]

and then replace in (41) to obtain

\[ \frac{1}{\varepsilon} \partial_t \overline{W} - \varepsilon \Delta \overline{W} - (A_4 |x| + C_4) |\overline{W}\nabla \overline{W}| + 2 (\overline{W} - \theta)^3 \]

\[ \leq -\frac{1}{4t\sqrt{t\varepsilon}} - \varepsilon \left[ \frac{2A_5 R^2 d}{(R^2 - |x|^2)^2} + \frac{8A_5 R^2 |x|^2}{(R^2 - |x|^2)^3}\right] - (A_4 |x| + C_4) \left( \frac{1}{2\sqrt{t\varepsilon}} + \frac{A_5 R^2}{R^2 - |x|^2} + \theta \right) \left( \frac{1}{2\sqrt{t\varepsilon}} + \frac{A_5 R^2}{R^2 - |x|^2} + \theta \right)^2 \]

\[ \geq -\varepsilon \left[ \frac{2A_5 R^2 d}{(R^2 - |x|^2)^2} + \frac{8A_5 R^2 |x|^2}{(R^2 - |x|^2)^3}\right] - (A_4 R + C_4) \left( \frac{1}{2\sqrt{t\varepsilon}} + \frac{A_5 R^2}{R^2 - |x|^2} + \theta \right) \left( \frac{1}{2\sqrt{t\varepsilon}} + \frac{A_5 R^2}{R^2 - |x|^2} + \theta \right) \]

\[ + \frac{3A_5 R^2}{R^2 - |x|^2} \left( \frac{1}{2\sqrt{t\varepsilon}} + \frac{A_5 R^2}{R^2 - |x|^2} \right) + \frac{2A_5 R^6}{(R^2 - |x|^2)^2}, \]

where we have used that $|x| \leq R$. One can verify that the RHS of the above inequality is strictly positive for $R > 1$, $\varepsilon \leq 1$, and $A_5 > C\sqrt{T_M}$ for certain constant $C$ large enough. Therefore, $\overline{W}$ is a strict supersolution of (41) in $\left(0, \frac{T_M}{\varepsilon}\right] \times B_R(0)$ and for $\varepsilon \leq 1$.

We next prove that

\[ |W_\varepsilon(t, x)| \leq \overline{W}(t, x) \text{ in } \left(0, \frac{T_M}{\varepsilon}\right] \times B_R(0). \]

To this end, we notice that $\overline{W}(t, x)$ goes to $+\infty$ as $|x| \to R$ or as $t \to 0$. Therefore, $|W_\varepsilon|(t, x) - \overline{W}(t, x)$ attains its maximum at an interior point of $\left(0, \frac{T_M}{\varepsilon}\right] \times B_R(0)$. We choose $t_m \leq \frac{T_M}{\varepsilon}$ the smallest time such that the maximum of $|W_\varepsilon|(t, x) - \overline{W}(t, x)$ in the set $\left(0, t_m \times B_R(0)\right)$ is equal to 0. If such $t_m$ does not exist, we are done.

Let $x_m$ be such that $|W_\varepsilon|(t, x) - \overline{W}(t, x) \leq |W_\varepsilon|(t_m, x_m) - \overline{W}(t_m, x_m) = 0$ for all $(t, x) \in (0, t_m) \times B_R(0)$. At such point, we have

\[ 0 \leq \partial_t (|W_\varepsilon| - \overline{W})(t_m, x_m), \quad 0 \leq -\Delta (|W_\varepsilon| - \overline{W})(t_m, x_m), \quad |W_\varepsilon|(t_m, x_m) \nabla |W_\varepsilon|(t_m, x_m) = \overline{W}(t_m, x_m) \nabla \overline{W}(t_m, x_m). \]

Combining the above properties with the facts that $|W_\varepsilon|$ and $\overline{W}$ are respectively sub and strict supersolution of (41), we obtain that

\[ (|W_\varepsilon|(t_m, x_m) - \theta)^3 - (\overline{W}(t_m, x_m) - \theta)^3 < 0 \Rightarrow |W_\varepsilon|(t_m, x_m) < \overline{W}(t_m, x_m), \]

which is in contradiction with the choice of $(t_m, x_m)$. We deduce, then that

\[ |W_\varepsilon(t, x)| \leq \frac{1}{2\sqrt{t\varepsilon}} + \frac{A_5 R^2}{R^2 - |x|^2} + \theta \quad \text{for } (t, x) \in \left(0, \frac{T_M}{\varepsilon}\right] \times B_R(0), \forall R > 1. \]

We note that for $\varepsilon < \varepsilon_0$ small enough we have $\frac{T_M}{\varepsilon} > \frac{2T}{\varepsilon} > \frac{T}{\varepsilon} + T > \frac{T}{\varepsilon}$. Letting $R \to \infty$ we deduce that

\[ |W_\varepsilon(t, x)| \leq \frac{1}{2\sqrt{t\varepsilon}} + A_5 + \theta \leq \frac{1}{2\sqrt{T}} + A_5 + \theta \quad \text{for } (t, x) \in \left[\frac{T}{\varepsilon} - \frac{T}{\varepsilon} + T\right] \times \mathbb{R}^d. \]

Finally we use the periodicity of $W_\varepsilon$ to extend the result for all $t \in [0, +\infty)$ and we obtain (34).
4.2.4 Equicontinuity in time

From the above uniform bounds and continuity results we can also deduce uniform equicontinuity in time for the family \( u_\varepsilon \) on compact subsets of \([0, +\infty) \times \mathbb{R}^d\) and prove (35). We follow a method introduced in [2]. We will prove that for any \( \eta > 0 \), we can find constants \( A, B \) large enough such that: for any \( x \in B(0, R/2) \), \( s \in [0, T] \), and for all \( \varepsilon < \varepsilon_0 \) we have

\[
u_\varepsilon(t, y) - u_\varepsilon(s, x) \leq \eta + A|x - y|^2 + \varepsilon B(t - s), \forall (t, y) \in [s, T] \times B_R(0),\]

and

\[
u_\varepsilon(t, y) - u_\varepsilon(s, x) \geq -\eta - A|x - y|^2 - \varepsilon B(t - s), \forall (t, y) \in [s, T] \times B_R(0).
\]

We provide the proof of (42). One can prove (43) following similar arguments.

Fix \((s, x)\) in \([0, T] \times B_{R/2}(0)\). Define

\[
\hat{\xi}(t, y) = u_\varepsilon(s, x) + \eta + A|x - y|^2 + \varepsilon B(t - s), \quad (t, y) \in [s, T] \times B_R(0),
\]

where \( A \) and \( B \) are constants to be determined. We prove that, for \( A \) and \( B \) large enough, \( \hat{\xi} \) is a super-solution to (14) on \([s, T] \times B_R(0)\) and \( \hat{\xi}(t, y) > u_\varepsilon(t, y) \) for \((t, y)\) \( \in \{s\} \times B_R(0) \cup [s, T] \times \partial B_R(0)\).

According to the previous section, \( \{u_\varepsilon\}_\varepsilon \) is locally uniformly bounded, so we can take a constant \( A \) such that for all \( \varepsilon < \varepsilon_0 \),

\[
\frac{8\|u_\varepsilon\|_{L^\infty([0, T] \times B_R(0))}}{R^2} \leq A.
\]

With this choice, \( \hat{\xi}(t, y) > u_\varepsilon(t, y) \) on \([s, T] \times \partial B_R(0)\), for all \( \eta > 0 \), \( B > 0 \) and \( x \in B_{R/2}(0) \).

Next we prove that, for \( A \) large enough, \( \hat{\xi}(s, y) > u_\varepsilon(s, y) \) for all \( y \in B_R(0) \). We argue by contradiction. Assume that there exists \( \eta > 0 \) such that for all constants \( A \) there exists \( y_{A, \varepsilon} \in B_R(0) \) such that

\[
u_\varepsilon(s, y_{A, \varepsilon}) - u_\varepsilon(s, x) > \eta + A|y_{A, \varepsilon} - x|^2.
\]

This implies

\[
|y_{A, \varepsilon} - x| \leq \sqrt{\frac{2M}{A}} \rightarrow 0, \quad \text{as } A \rightarrow \infty.
\]

Here \( M \) is an uniform upper bound for \( \|u_\varepsilon\|_{L^\infty([0, T] \times B_R(0))} \). Then for all \( h > 0 \), there exist \( A \) large enough and \( \varepsilon_0 \) small enough, such that \( \forall \varepsilon < \varepsilon_0 \),

\[
|y_{A, \varepsilon} - x| \leq h.
\]

Therefore, from the uniform continuity in space of \( u_\varepsilon \) taking \( h \) small enough, we obtain

\[
|u_\varepsilon(s, y_{A, \varepsilon}) - u_\varepsilon(s, x)| < \eta/2 \quad \forall \varepsilon < \varepsilon_0,
\]

but this is a contradiction with (44). Therefore \( \hat{\xi}(s, y) > u_\varepsilon(s, y) \) for all \( y \in B_R(0) \).

Finally, noting that \( R \) is bounded we deduce that for \( B \) large enough, \( \hat{\xi} \) is a super-solution to (14) in \([s, T] \times B_R(0)\). Using a comparison principle, since \( u_\varepsilon \) is also a solution of (14) we have

\[
u_\varepsilon(t, y) \leq \hat{\xi}(t, y) \quad \forall (t, y) \in [s, T] \times B_R(0).
\]

Thus (42) is satisfied for \( t \geq s \geq 0 \). Then we put \( x = y \) and obtain that for all \( \eta > 0 \) there exists \( \varepsilon_0 > 0 \) such that for all \( \varepsilon < \varepsilon_0 \)

\[
u_\varepsilon(t, x) - u_\varepsilon(s, x) \leq \eta + \varepsilon B(t - s),
\]

for every \((t, x) \in [0, T] \times B_R(0)\). This implies that \( u_\varepsilon \) is locally equicontinuous in time. Moreover letting \( \varepsilon \rightarrow 0 \) we obtain (35).
4.3 Asymptotic behavior of \( u_\varepsilon \)

Using the regularity results in the previous section we can now describe the behavior of \( u_\varepsilon \) and \( \rho_\varepsilon \) as \( \varepsilon \to 0 \) and prove Theorem 4.

**Step 1 (Convergence of \( u_\varepsilon \) and \( \rho_\varepsilon \))** According to section 3.1, \( \{u_\varepsilon\} \) is locally uniformly bounded and equicontinuous, so by the Arzela-Ascoli Theorem after extraction of a subsequence, \( u_\varepsilon(t, x) \) converges locally uniformly to a continuous function \( u(t, x) \). Moreover from (35), we obtain that \( u \) does not depend on \( t \), i.e \( u(t, x) = u(x) \).

Moreover, from the uniform bounds on \( \rho_\varepsilon \) we obtain using (32) that \( |\frac{d\rho_\varepsilon}{dt}| \) is bounded too. Thus applying again the Arzela-Ascoli Theorem we can assure that \( \rho_\varepsilon(t) \) converges, along subsequences, to a function \( \rho(t) \) as \( \varepsilon \to 0 \).

**Step 2 (max\( x \in \mathbb{R}^d \) \( u(x) = 0 \))** Assume that for some \( x_0 \) we have \( 0 < \alpha \leq u(x_0) \). Since \( u \) is continuous, we have \( u(y) \geq \frac{\alpha}{2} \) on \( B(x_0, r) \) for some \( r > 0 \). Thus, using the convergence of \( u_\varepsilon \) there exists \( \varepsilon_0 \) such that for all \( \varepsilon \leq \varepsilon_0 \) we have \( u_\varepsilon(y) \geq \frac{\alpha}{2} \) on \( B(x_0, r) \), which implies that

\[
\|B(x_0, r)\| \exp\left(\frac{\alpha}{2\varepsilon}\right) \leq \int_{B(x_0, r)} \exp\left(\frac{u_\varepsilon}{\varepsilon}\right) dx \leq \int_{\mathbb{R}^d} n_\varepsilon(t, x) dx = \rho_\varepsilon(t).
\]

Therefore \( \rho_\varepsilon \to \infty \) as \( \varepsilon \to 0 \). This is in contradiction with (31). Thus \( u(x) \) cannot be strictly greater than zero. Next we have thanks to (39) that

\[
\lim_{\varepsilon \to 0} \int_{|x| > R} n_\varepsilon(t, x) dx \leq \lim_{\varepsilon \to 0} \int_{|x| > R} e^{c(-c'\varepsilon|x|)} = 0,
\]

for \( R \) large enough.

From this and Lemma (10) we deduce that

\[
\rho_m \leq \lim_{\varepsilon \to 0} \int_{|x| \leq R} n_\varepsilon(t, x) dx.
\]

If \( u(x) < 0 \) for all \( |x| < R \), then \( u(x) < -\beta \) for some \( \beta > 0 \), since we know that \( u_\varepsilon \) converges locally uniformly to \( u \), then there exists \( \varepsilon_0 \) small enough such that for all \( \varepsilon \leq \varepsilon_0 \), we have \( u_\varepsilon(t, x) < -\frac{\beta}{2}, \forall |x| < R \). Therefore

\[
\int_{|x| \leq R} e^{\frac{u_\varepsilon(t, x)}{\varepsilon}} dx \leq \int_{|x| \leq R} e^{-\frac{\beta}{2 \varepsilon}} dx = |B(x_0, R)| e^{-\frac{\beta}{2 \varepsilon}} \to 0 \quad \text{as} \quad \varepsilon \to 0.
\]

Note that this is in contradiction with (45). It follows that \( \max_{x \in \mathbb{R}^d} u(x) = 0 \).

**Step 3 (The equation on \( u \))** We claim that \( u(x) = \lim_{\varepsilon \to 0} u_\varepsilon(t, x) \) is a viscosity solution of problem (12). Here, we prove that \( u \) is a viscosity subsolution of (12). One can prove, following similar arguments, that \( u \) is also a viscosity supersolution of (12).

Let us define the auxiliary “cell problem”

\[
\begin{cases}
\partial_t v = a(t, x) - \rho(t) - \bar{\pi}(x) + \bar{p}, \quad (t, x) \in [0, +\infty) \times \mathbb{R}^d, \\
v(0, x) = 0, \\
v : \quad T - \text{periodic}.
\end{cases}
\]

(46)

This equation has a unique smooth solution, that we can explicitly write

\[
v(t, x) = -t(\bar{\pi}(x) - \bar{p}) + \int_0^t (a(t, x) - \rho(t)) dt.
\]

Let \( \phi \in C^\infty \) be a test function and assume that \( u - \phi \) has a strict local maximum at some point \( x_0 \in \mathbb{R}^d \), with \( u(x_0) = \phi(x_0) \). We must prove that

\[
-|\nabla \phi|^2(x_0) - \bar{\pi}(x_0) + \bar{p} \leq 0.
\]

(47)
We define the perturbed test function $\psi_\varepsilon(t, x) = \phi(x) + \varepsilon v(t, x)$, such that $u_\varepsilon - \psi_\varepsilon$ attains a local maximum at some point $(t_\varepsilon, x_\varepsilon)$. We note that $\psi_\varepsilon$ converges to $\phi$ as $\varepsilon \to 0$ since $v$ is locally bounded by definition, and hence one can choose $x_\varepsilon$ such that $x_\varepsilon \to x_0$ as $\varepsilon \to 0$, (see Lemma 2.2 in [1]). Then $\psi_\varepsilon$ satisfies

$$
\frac{1}{\varepsilon} \partial_t \psi_\varepsilon(t_\varepsilon, x_\varepsilon) - \varepsilon \Delta \psi_\varepsilon(t_\varepsilon, x_\varepsilon) - \left| \nabla \psi_\varepsilon(t_\varepsilon, x_\varepsilon) \right|^2 - a(t_\varepsilon, x_\varepsilon) + \rho_\varepsilon(t_\varepsilon) \leq 0,
$$

since $u_\varepsilon$ is a viscosity solution of (14). The above line implies that

$$
\partial_t v(t_\varepsilon, x_\varepsilon) - \varepsilon \Delta \phi(x_\varepsilon) - \varepsilon^2 \Delta v(t_\varepsilon, x_\varepsilon) - \left| \nabla \phi(x_\varepsilon) + \varepsilon \nabla v(t_\varepsilon, x_\varepsilon) \right|^2 - a(t_\varepsilon, x_\varepsilon) + \rho_\varepsilon(t_\varepsilon) \leq 0.
$$

Using (46), this last equation becomes

$$
- \varepsilon \Delta \phi(x_\varepsilon) - \varepsilon^2 \Delta v(t_\varepsilon, x_\varepsilon) - \left| \nabla \phi(x_\varepsilon) + \varepsilon \nabla v(t_\varepsilon, x_\varepsilon) \right|^2 + (\rho_\varepsilon - \rho)(t_\varepsilon) - \pi(x_\varepsilon) + \beta \leq 0.
\tag{48}
$$

We can now pass to the limit as $\varepsilon \to 0$. We know from step 1 that $\rho_\varepsilon \to \rho$ as $\varepsilon \to 0$. Moreover $v$ is smooth with respect to $x$, with locally bounded derivatives with respect to $x$, thanks to its definition. Using these arguments and letting $\varepsilon \to 0$ in (48) we obtain (47) which implies that $u$ is a viscosity sub-solution of (12).

**Step 4 (Uniqueness and regularity of $u$)** We first note that, for the case $x \in \mathbb{R}$, that is $d = 1$, the solution given by (13) solves (12).

In general, Hamilton-Jacobi equations of type (12), may admit more than one viscosity solution. In this case the uniqueness is guaranteed thanks to Proposition 5.4 of Chapter 5 in [20], which assures that, since the RHS of the first equation in (12) is null at just one point $(x = x_m)$, and the value of $u$ in this point is known ($u = 0$), together with the fact that $\max_{x \in \mathbb{R}^d} u(x) \leq 0$ the solution of (12) is unique and is given by

$$
u(z) = \sup \left\{ u(x_m) - \int_0^{T_0} \sqrt{p - \pi(\xi(s))} ds; \ (T_0, \xi) \text{ such that } \xi(0) = x_m, \ \xi(T_0) = z, \ |d\xi| \leq 1, \text{ a.e in } [0, T_0], \right\},$$

Moreover, in the case $x \in \mathbb{R}$, one can verify that the above formula is equivalent with (13) and such solution $u$ is $C^3(\mathbb{R})$ since $\pi(x) \in C^3(\mathbb{R})$.

**Step 5 (Convergence of $n_\varepsilon$)** We deal in this step with the result for the convergence of $n_\varepsilon$. To this end we proceed as in Section 2.2.

Call $f_\varepsilon(t, x) = \frac{n_\varepsilon(t, x)}{\rho_\varepsilon(t)}$, then $f_\varepsilon$ is uniformly bounded in $L^\infty(\mathbb{R}^+, L^1(\mathbb{R}^d))$. Next, we fix $t \geq 0$, and we follow the arguments of Section 2.2 to prove that $f_\varepsilon(t, \cdot)$, as function of $x$, converges, along subsequences, to a measure, as follows

$$f_\varepsilon(t, \cdot) \to \delta(\cdot - x_m) \quad \text{as} \quad \varepsilon \to 0,$$

weakly in the sense of measures in $x$.

Indeed, from (13) we deduce that

$$\max_{x \in \mathbb{R}^d} u(x) = u(x_m) = 0.$$

Then note $\mathcal{O} = \mathbb{R}^d \setminus B_\zeta(x_m)$, for $\zeta$ small enough and $\psi \in C_c(\mathcal{O})$, such that supp $\psi \subset K$, for a compact set $K$

$$\left| \int_{\mathcal{O}} f_\varepsilon(t, x) \psi(x) dx \right| \leq \frac{1}{\rho_m} \int_{\mathcal{O}} e^{\frac{u_\varepsilon(x, t)}{\varepsilon}} |\psi(x)| dx \leq \frac{1}{\rho_m} \int_{K} e^{\frac{u_\varepsilon(x, t)}{\varepsilon}} |\psi(x)| dx.
$$

From the locally uniform convergence of $u_\varepsilon$, since $u(x) \leq -\beta$, $\forall x \in K$, we obtain that there exists $\varepsilon_0 > 0$ such that $\forall \varepsilon < \varepsilon_0$, $u_\varepsilon(t, x) \leq -\beta$, $\forall x \in K$, and hence

$$\int_{K} e^{\frac{u_\varepsilon(x, t)}{\varepsilon}} |\psi(x)| dx \leq \int_{K} e^{-\frac{\beta}{\varepsilon}} |\psi(x)| dx \to 0 \quad \text{as} \quad \varepsilon \to 0,
$$
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since \( \psi \) is bounded in \( \mathcal{K} \). Therefore, thanks to the \( L^1 \) bound of \( f_\varepsilon \), we obtain that \( f_\varepsilon \) converges weakly in the sense of measures and along subsequences to \( \omega \delta(x - x_m) \) as \( \varepsilon \) vanishes. We can proceed as in section 2.2 to prove that the convergence is in fact to \( \delta(x - x_m) \).

Therefore using the convergence result for \( \rho_\varepsilon \) we deduce finally (11).

**Step 6 (Identification of the limit of \( \rho_\varepsilon \))** We try now to identify \( \rho \) from the explicit expression for \( \rho_\varepsilon \). To this end we need to compute the limit of \( Q_\varepsilon \). Let \( p_\varepsilon \) be the periodic solution of (36), we know that

\[
p_\varepsilon(t, x) = \frac{n_\varepsilon(t, x)}{\rho_\varepsilon(t)} \int_{\mathbb{R}^d} p_\varepsilon(t, y)dy.
\]

Substituting in \( Q_\varepsilon \) we obtain

\[
Q_\varepsilon(t) = \frac{\int_{\mathbb{R}^d} a(t, x)p_\varepsilon(t, x)dx}{\int_{\mathbb{R}^d} p_\varepsilon(t, x)dx} = \frac{\int_{\mathbb{R}^d} a(t, x)\frac{n_\varepsilon(t, x)}{\rho_\varepsilon(t)} \int_{\mathbb{R}^d} p_\varepsilon(t, y)dydx}{\int_{\mathbb{R}^d} p_\varepsilon(t, x)dx} = \frac{\int_{\mathbb{R}^d} a(t, x)n_\varepsilon(t, x)dx}{\rho_\varepsilon(t)}.
\]

From (11) and (H2) we deduce that

\[
\lim_{\varepsilon \to 0} Q_\varepsilon(t) = \lim_{\varepsilon \to 0} \int_{\mathbb{R}^d} f_\varepsilon(t, x)a(t, x)dx = a(t, x_m).
\]

Finally we can pass to the limit in the expression (33) for \( \rho_\varepsilon \), to obtain (4), which is in fact the unique periodic solution of the equation (3).

### 5 Approximation of the moments

In this section we estimate the moments of the population’s distribution with a small error, in the case \( x \in \mathbb{R} \). To this end, we will use the formal arguments given in Section 1.

Using (13), one can compute a Taylor expansion of order 4 around the point of maximum \( x_m \)

\[
u(x) = -\frac{A}{2}(x - x_m)^2 + B(x - x_m)^3 + C(x - x_m)^4 + O(x - x_m)^5.
\]

(49)

Note also that one can obtain \( v \) formally from (16) and compute the following expansions

\[
v(t, x) = v(t, x_m) + D(t)(x - x_m) + E(t)(x - x_m)^2 + O(x - x_m)^3, \quad w(t, x) = F(t) + O(x - x_m)^2.
\]

The above approximations of \( u, v \) and \( w \) around the maximum point of \( u \) allow us to estimate the moments of the population’s distribution with an error of at most order \( O(\varepsilon^2) \) as \( \varepsilon \to 0 \).

Replacing \( u_\varepsilon \) by the approximation (15) and using the Taylor expansions of \( u, v \) and \( w \) given above, we can compute

\[
\int_{\mathbb{R}^d} (x - x_m)^ku_\varepsilon(t, x)dx = \frac{e^{v(t,x_m)}\varepsilon^{\frac{k}{2}}}{\sqrt{2\pi}} \int_{\mathbb{R}^d} y^k e^{-\frac{y^2}{2\varepsilon}} \left[ 1 + \sqrt{\varepsilon} \left( By^3 + D(t)y \right) + \varepsilon \left(Cy^4 + E(t)y^2 + F(t) + \frac{1}{2}(By^2 + D(t)y)^2 \right) + o(\varepsilon) \right] dy.
\]

Note that, to compute the above integral, we performed a change of variable \( x - x_m = \sqrt{\varepsilon} \, y \). Therefore each term \( x - x_m \) can be considered as of order \( \sqrt{\varepsilon} \) in the integration. Note also that we have used the approximation

\[
n_\varepsilon(t, x) = \frac{1}{\sqrt{2\pi\varepsilon}} e^{\frac{u(x)}{\sqrt{2\varepsilon}} + v(t,x) + w(t, x)}.
\]
The above computation leads in particular to the following approximations of the population size, the phenotypic mean and the variance
\[
\begin{align*}
\rho_\epsilon &= \int_{\mathbb{R}^d} n_\epsilon(t,x) dx = \frac{e^{\varphi(x_n)}}{\sqrt{A}} \left[ 1 + \epsilon \left( \frac{15B^2}{2A^2} + 3(C + BD(t)) \frac{A^2}{A} + \frac{E(t) + 0.5(D(t))^2}{A} + F(t) \right) \right] + O(\epsilon^2), \\
\mu_\epsilon &= \frac{1}{\rho_\epsilon(t)} \int_{\mathbb{R}^d} x n_\epsilon(t,x) dx = x_m + \epsilon \left( \frac{3B}{A^2} + \frac{D(t)}{A} \right) + O(\epsilon^2), \\
\sigma_\epsilon^2 &= \frac{1}{\rho_\epsilon(t)} \int_{\mathbb{R}^d} (x - \mu_\epsilon)^2 n_\epsilon(t,x) dx = \frac{\epsilon}{A} + O(\epsilon^2).
\end{align*}
\]

6 Some biological examples

In this section, we present two examples where two different growth rates \( a(t,x) \) are considered. In particular, the fluctuations act on different terms in the two examples, (they act respectively on the optimal trait and on the pressure of the selection).

We are motivated by a biological experiment in [18], where a population of bacterial pathogen *Serratia marcescens* was studied. In this experiment several populations of *Serratia marcescens* were kept in environments with constant or fluctuating temperature for several weeks. Then, their growth rates were measured in different environments. In particular, it was observed that a population of bacteria that evolved in periodically fluctuating temperature (daily variation between 24°C and 38°C, mean 31°C) outperforms the strains that evolved in constant temperature (31°C), when both strains are allowed to compete in a constant environment with temperature 31°C. Note that this is a surprising effect, since one expects that the population evolved in a constant environment would select for the best trait in such environment.

Here, we estimate the moments of the population’s distribution and the mean effective fitness of the population in a constant environment for our two examples. We will observe that the second example, where the fluctuations act on the pressure of selection, allows to capture the phenomenon observed in the experiment in [18]. Our analysis shows that, in presence of the mutations and while the fluctuations act on the pressure of the selection, a fluctuating environment can select for a population with the same mean phenotypic trait but with smaller variance and in this way lead to more performant populations.

Note that our analysis is very well adapted to the mentioned experiment, since we first study the long time behavior of the phenotypical distribution and we find that it is the periodic solution of a selection-mutation equation. This distribution corresponds to the phenotypical distribution of a population evolved in a periodic environment. Next, we characterize such distribution assuming small mutations. We remark that, although our analysis provides a possible explanation for the observed experience in [18], one should go back to the biological experiment and compare the population’s distribution with our results to test this interpretation.

6.1 Oscillations on the optimal trait

In this subsection we study a case where the optimal trait fluctuates periodically. We show that in this case, the population’s phenotypic mean follows the optimal trait with a delay.

We choose, as periodic growth rate
\[
a(t,x) = r - g(x - c \sin bt)^2,
\]
where \( r, g, c \) and \( b \) are positive constants. Here \( r \) represents the maximal growth rate, \( g \) models the selection pressure and the term \( c \sin bt \) models the oscillations of the optimal trait with period \( \frac{2\pi}{b} \) and amplitude \( c \).

We compute the mean of \( a(t,x) \)
\[
\overline{a}(x) = \frac{b}{2\pi} \int_0^{2\pi} a(t,x) dt = r - g \left( x^2 + \frac{c^2}{2} \right),
\]
and we observe that the maximum of \( \overline{a}(x) \) is attained at \( x_m = 0 \).

From here we can also compute the mean population size \( \rho_\epsilon \). We do not provide an explicit formula for \( \rho_\epsilon \), but only for its mean value, in order to keep the simpler expression, however, for the higher order moments we give
the exact value until order 1 in $\varepsilon$.

Let $u(x)$ be given by (13), which can be rewritten in this specific example as follows

$$u(x) = -\left| \int_0^x \sqrt{gy^2} dy \right| = -\frac{\sqrt{g}}{2} x^2,$$

then we obtain, from (12) and the second equation in (16)

$$\bar{\varrho} = a(0) = r - \frac{gc^2}{2}, \quad \bar{k} = \Delta u(0) = -\sqrt{g}.$$

On the other hand, by substituting $u(x)$ in (49) we find

$$A = \sqrt{g}, \quad B = C = 0,$$

and also by substitution in (16) we obtain

$$\int_2^\pi b_0 \partial_x v(t,x) dt = 0, \quad \partial_t \partial_x v = 2gc \sin bt.$$

We deduce that

$$\partial_x v(0,x) = -\frac{2cg}{b} \quad \text{and} \quad \partial_x v(t,x) = -\frac{2cg}{b} \cos bt.$$

Now we are able to compute the approximations of order one with respect to $\varepsilon$ of the population mean size $\rho_\varepsilon$, the phenotypical mean $\mu_p$ and the variance $\sigma_p^2$ of the population’s distribution, following the computations we have done in the previous section, that is

$$\mu_p(t) \approx \frac{2\varepsilon c}{b} \sqrt{g} \sin \left( bt - \frac{\pi}{2} \right), \quad \sigma_p^2 \approx \frac{\varepsilon}{\sqrt{g}}, \quad \rho_\varepsilon \approx r - \frac{gc^2}{2} - \varepsilon \sqrt{g}.$$
Here we observe that the size of a population evolved in a constant environment $\bar{\rho}_c$ is greater than the mean size of a population evolved in a fluctuating environment $\bar{\rho}_\varepsilon$.

Moreover, the mean fitness of such population, in an environment with the same temperature ($t = \frac{\pi}{b}$), can be computed as below

$$\bar{F}_c = \int_{\mathbb{R}} a(\pi/b, x) \frac{n_c(x)}{\rho_c} dx = r - \varepsilon \sqrt{g}.$$ 

We hence obtain that, independently of the choice of constants $r, g$ and $c$, both populations (the one evolved in a constant environment and the other evolved in a fluctuating environment) have the same mean fitness at the same constant environment, up to order $\varepsilon$. This result does not correspond to what was observed in the experiment of [18]. In the next subsection we consider another example where the oscillations act differently on the growth rate and where the outcome corresponds more to the experiment of [18].

### 6.2 Oscillations on the pressure of the selection

In this subsection, we study an example where the fluctuations act on the pressure of the selection. We show that in this case a population evolved in a fluctuating environment (for instance with fluctuating temperature), may outperform a population evolved in a constant environment, in such constant environment.

Here, we consider the following periodic growth rate

$$a(t, x) = r - g(t)x^2,$$

where $r > 0$ is the maximal growth rate as in the previous example in Section 6.1 and $g(t)$ is a $1-$periodic function which models the oscillating pressure of selection.

Then $\overline{\sigma}$ is given by

$$\overline{\sigma}(x) = r - \overline{g}x^2 \quad \text{with} \quad \overline{g} = \int_{0}^{1} g(t)dt,$$

where again the maximum of $\overline{\sigma}(x)$ is attained at $x_m = 0$.

We compute $u$ and $\partial_x v$ as before and obtain

$$u(x) = -\frac{\sqrt{\overline{g}}}{2} x^2, \quad \partial_x v(t, x) = 2x \left( t\overline{g} - \int_{0}^{t} g(t')dt' + \int_{0}^{1} \int_{0}^{t} g(t')dt'dt - \overline{g} \frac{t}{2} \right).$$

We compute again $\overline{\sigma}$ and $\overline{k}$, from (12) and (16), in order to approximate $\bar{\rho}_\varepsilon$, that is

$$\overline{\sigma} = \overline{\sigma}(0) = r, \quad \overline{k} = \Delta u(0) = -\sqrt{\overline{g}}.$$

Then from the expression of $u$, again with the help of the formula from the previous section we obtain $A = \sqrt{\overline{g}}$, $B = C = 0$ and $D(t) = 0$.

We next compute the approximations of order one with respect to $\varepsilon$ of the population mean size $\bar{\rho}_\varepsilon$, the phenotypical mean $\mu_p$ and the variance $\sigma_p^2$ of the population’s distribution which are given by

$$\mu_p \approx 0, \quad \sigma_p^2 \approx \frac{\varepsilon}{\sqrt{\overline{g}}}, \quad \bar{\rho}_\varepsilon \approx r - \varepsilon \sqrt{\overline{g}}.$$ 

Analogously to the previous example, we also compute $\tilde{F}_p(\tau)$ the mean fitness of the population (evolved in the periodic environment), in an environment with temperature $\tau = \frac{1}{2}$, and hence with growth rate $a(\frac{1}{2}, x)$, which can be approximated for this example as

$$\tilde{F}_p(1/2) \approx r - \varepsilon \frac{g(1/2)}{\sqrt{\overline{g}}}.$$ 
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We next consider, a population which has evolved in a constant environment with $t = \frac{1}{2}$, that is when the growth rate is given by $a(1/2, x) = r - g(1/2)x^2$. Again, the density of the population’s distribution converges in long time to the unique solution of the following stationary solution

$$\begin{cases}
-\varepsilon^2 \partial_{xx} n_c = n_c (r - g(1/2)x^2 - \rho_c), \\
\rho_c = \int_{\mathbb{R}} n_c dx.
\end{cases}$$

The explicit solution of the above equation is given by

$$n_c = \rho_c \frac{g(1/2)^{1/2}}{\sqrt{2\pi\varepsilon}} \exp\left(-\frac{\sqrt{g(1/2)}x^2}{2\varepsilon}\right), \quad \rho_c = r - \varepsilon \sqrt{g(1/2)},$$

from where we obtain the following population mean size $\bar{\rho}_c$, mean $\mu_c$ and variance $\sigma_c^2$ for such population

$$\mu_c = 0, \quad \sigma_c^2 = \frac{\varepsilon}{\sqrt{g(1/2)}}, \quad \bar{\rho}_c = r - \varepsilon \sqrt{g(1/2)}.$$

Moreover, the mean fitness of such population, in an environment with the same temperature ($t = 1/2$), can be computed as below

$$\bar{F}_c = \int_{\mathbb{R}^d} a(1/2, x) \frac{n_c(x)}{\rho_c} dx = r - \varepsilon \sqrt{g(1/2)}.$$

We remark that if we choose $g(t)$ such that

$$\int_0^1 g(t) dt > g(1/2), \quad (51)$$

then we have

$$\bar{\rho}_c < \bar{\rho}_c, \quad \sigma_p^2 < \sigma_c^2 \quad \text{and} \quad \bar{F}_c < \bar{F}_p(1/2).$$

Here we observe that, for this choice of $g$ satisfying (51), the population evolved in a periodic environment has a larger fitness, in an environment with constant temperature ($\tau = 1/2$) than the one evolved in a constant temperature ($\tau = 1/2$). This property corresponds indeed to what was observed in the biological experiment in [18]. Note that both of these environments select for populations with the same phenotypic mean trait $x = 0$. However, the population evolved in a periodic environment has a smaller variance comparing to the one evolved in a constant environment. This makes the population evolved in the periodic environment more performant. This example shows that the phenomenon observed in the experiment of [18] can also be observed in mathematical models.
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