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Health and social scientists have documented the hospital revolving-door problem, the concentration of crime, and long-term welfare dependence. Have these distinct fields identified the same citizens? Using administrative databases linked to 1.7 million New Zealanders, we quantified and monetized inequality in distributions of health and social problems and tested whether they aggregate within individuals. Marked inequality was observed: Gini coefficients equaled 0.96 for criminal convictions, 0.91 for public-hospital nights, 0.86 for welfare benefits, 0.74 for prescription-drug fills and 0.54 for injury-insurance claims. Marked aggregation was uncovered: a small population segment accounted for a disproportionate share of use-events and costs across multiple sectors. These findings were replicated in 2.3 million Danes. We then integrated the New Zealand databases with the four-decade-long Dunedin Study. The high-need/high-cost population segment experienced early-life factors that reduce workforce readiness, including low education and poor mental health. In midlife they reported low life satisfaction. Investing in young people’s education and training potential could reduce health and social inequalities and enhance population wellbeing.

We live in an unequal world in which resources are unequally distributed within the population. Income inequality has increased in nearly all advanced economies; in 2014 the average Gini coefficient for income inequality across the Organization for Economic Co-operation and Development countries reached its highest level since the mid-1980s (0.32 (ref. ‘)). Perspectives on how to address income disparities are polarizing and have sown debate among researchers, policymakers and the public.

Income is concentrated within a fortunate population segment. Other types of resources are concentrated within less fortunate segments. The modern nation state provides services to support citizens’ health, safety from crime and economic security. The public’s will to contribute to these services rests on the belief that they are equally available and can be equally used. However, health and social scientists have drawn attention to the revolving door of hospital readmissions, the concentration of crime and long-term welfare dependence.

Here we study a segment of the population that is struggling to remain healthy, law-abiding and economically secure and which relies disproportionately on the state. We evaluated the distributions of poor health, crime and social-welfare use in 1.7 million New Zealanders of working age by using multiple nationwide administrative data sources linked at the individual level by a common spine (the New Zealand Integrated Data Infrastructure (NZIDI)). We analysed use-events in five sectors that signal health and social difficulties and burden society and government with direct and indirect costs: social-welfare benefits, public-hospital nights, prescription-drug fills, injury-insurance claims and criminal convictions (Fig. 1). We replicated these analyses in nationwide registers linked to 2.3 million Danish citizens of working age.

First, we tested the hypothesis that there is concentration in the distributions of poor health, crime and social welfare: that in each sector a small segment of the population accounts for the majority of use-events. Although studies have examined health and social inequalities in different sectors, these have not been previously integrated in one simultaneous empirical analysis. Here we brought together administrative registers from multiple public-service sectors and used a shared metric of inequality to compare findings across sectors at the national level. Second, we tested whether poor health, crime and social-welfare dependency aggregate within the same individuals. It seems reasonable to assume that different segments of the population use excess health services because they are unwell, appear repeatedly in the criminal-justice system because they frequently break the law and use excess social-welfare services because they cannot work. An alternative hypothesis is that people who have difficulty with health, lawful behaviour and finances share common developmental histories that impair their productive citizenship. If so, these population segments should aggregate and the resulting group would be a high-value prevention target. Third, we tested the hypothesis that aggregation of health and social problems is linked to individuals’ preparation for a modern workforce that emphasizes labour-substituting technologies and requires increasing levels of technical skills. We integrated the New Zealand nationwide administrative databases with prospective clinical data from the Dunedin Longitudinal Study, a population-representative
birth cohort of 1,037 New Zealanders followed from birth to midlife with 95% retention. We focused on features of human capital in the early life course that impact education and training potential: childhood brain health, which limits primary-school readiness; adolescent mental health, which affects secondary-school learning; and young-adult educational attainment. Fourth, we tested the hypothesis that aggregation of health and social problems is associated with poor life satisfaction.

New Zealand is a useful laboratory in which to study health and social inequalities. It suffers income disparities comparable to the United States and United Kingdom (after-tax Gini coefficient: NZ = 0.35, USA = 0.39, UK = 0.36 (ref. 17)), has a democratically elected government and has cradle-to-grave public healthcare and social-welfare systems. New Zealand ranks similarly to the USA and UK on the United Nations’ Human Development Index (2016 report: NZ = 13, USA = 10, UK = 16 (ref. 18)) and the prevalence of psychiatric illness across these countries is comparable19 (although the suicide rate is higher in New Zealand). Importantly, New Zealand’s nationwide administrative data sources were recently linked at the person level, providing an opportunity to study inequality in the distributions of multiple health and social difficulties. Denmark is an ideal country for replication. Its public-service systems are structured similarly to New Zealand’s and its national registers are also linked at the individual level. However, income disparities are less marked in Denmark (after-tax Gini coefficient = 0.26 (ref. 17)), enabling a test of whether health and social inequalities scale with income inequality.

**Results**

**Marked inequality in the distributions of poor health, crime and social welfare.** In the ten-year period between July 2006 and June 2016, 27.8% of the New Zealand study population received social-welfare benefits, totalling 18,977,164 benefit months; 37.9% were admitted to public hospitals, totalling 6,469,382 bed nights; 94.9% filled prescription drugs, totalling 149,188,627 fills; 79.3% filed injury-insurance claims, totalling 5,011,953 claims; and 10.7% were convicted for adult crimes, totalling 721,539 convictions (Fig. 2a). Sex and age differences were in the expected direction; for instance, more men than women were convicted of crime and more young than older citizens relied on social welfare. In general, the rank-ordering on prevalence of health- and social-service involvement was consistent across men, women and the working-age lifespan (Fig. 2b).
We calculated Gini coefficients to measure inequality in the distribution of use-events in each health and social-service sector. The coefficients, which can range from 0.0 (perfect equality) to 1.0 (perfect inequality), were consistently very high, ranging from 0.96 for crime to 0.86 for social welfare to 0.54 for injury claims (Fig. 2c). As a benchmark, the after-tax Gini coefficient for income inequality in South Africa—the country with the greatest degree of income inequality in the world—is 0.62 (ref. 17). Although there was modest variability across sex and age, use-events were highly concentrated in all groups (Fig. 2d).

We defined a high-need group in each sector as the 10% of the study population that accounted for a disproportionate share of use-events in that sector. High-need group members used 73.4% of the population’s welfare benefits; occupied 85.6% of all hospital-bed nights; filled 62.1% of all prescriptions; made 36.0% of all injury claims; and were convicted of 100% of crimes charged to the population (Fig. 3).

High-need groups’ economic impact was also substantial. During the observation period, the high-need group in each sector accounted for 74.0%, 65.4%, 60.3% and 33.5% of all New Zealand dollars spent on, respectively, social welfare, hospitalizations, prescription fills and injury claims (Fig. 3). We could not monetize crime because crime entails intangible costs that are difficult to estimate, such as victim suffering20. Further, any method is likely to largely underestimate costs, as many crimes (for example, thefts and drug offences) are not typically included in cost studies21. (Although we were unable to monetize crime, only 10.7% of the population had a conviction during the ten-year observation period, indicating that the 10% highest-need users accounted for virtually all dollars spent in this sector).

Poor health, crime and social-welfare dependency aggregated within the same people. High-need users in one sector were more likely to reappear as high-need in other sectors (Fig. 4a and Supplementary Table 3). As anticipated, there was aggregation among the health sectors: high-need users in the hospital sector had increased odds of over sevenfold of being high-need users in the pharmaceutical sector (odds ratio (OR) = 7.69, 95% confidence interval (CI) [7.59, 7.78], P < 0.001). However, more surprisingly, overlap was also observed across the full range of health- and social-service domains. The sole exception was in the low likelihood of welfare beneficiaries making injury claims (OR = 0.81 [0.80, 0.83], P = 0.001). This is probably because the primary role of the injury claim is to replace wages lost due to injury, and social welfare recipients do not lose their income following injury. Aggregation of poor health, crime and social-welfare dependency was observed across men, women and the working-age lifespan (Fig. 4b and Supplementary Table 4).

Consistent with the aggregation of use-events within the same individuals, there were differences in the numbers of use-events across sectors attributable to high- and low-need individuals. People in the high-need (top 10%) social-welfare group—compared with people in the low-need (bottom 90%) social-welfare group—had on average 6.5 times more hospital nights, 5.0 times more prescription fills, 0.9 times more injury claims and 9.3 times more criminal convictions during the observation period. People in the high-need hospital group—compared with people in the low-need group—had on average 3.0 times more benefit months, 5.0 times more prescription fills, 1.2 times more injury claims and 2.8 times more convictions. People in the high-need pharmaceutical group had on average...
3.7 times more benefit months, 10.9 times more hospital nights, 1.3 times more injury claims and 1.7 times more convictions. People in the high-need injury-claims group had on average 0.9 times more benefit months, 1.5 times more hospital nights, 1.6 times more prescription fills and 1.5 times more convictions. People in the high-need convictions group had on average 3.9 times more benefit months, 2.3 times more hospital nights, 1.7 times more prescription fills and 1.2 times more injury claims.

Also consistent with the aggregation of use-events within the same individuals, the observed distribution of high-need users across multiple sectors deviated from the expectation of a random distribution ($\chi^2 = 291476.55, P < 0.001$; one-tailed test as the chi-squared distribution is asymmetric). There were more individuals than expected who did not belong to any high-need group (observed-to-expected ratio = 1.12) and more individuals than expected who belonged to multiple high-need groups (observed-to-expected ratio = 3.11 for three high-need groups, 13.21 for four high-need groups and 66.77 for five high-need groups; Supplementary Results). This resulted in a small segment of the population leaving a big footprint on public-service costs: individuals who were high-need users in three or more sectors comprised only 3.7% of the study population, but accounted for 21.6% of New Zealand dollars spent on health and social services. In contrast, individuals who were not members of any high-need sectors comprised 64.2% of the population and accounted for only 19.6% of New Zealand dollars spent.

Among individuals who were members of three or more high-need groups, the annual cost per person for health- and social-service provision was NZ$22,600. Among individuals who were members of no high-need groups, it was NZ$900 (Supplementary Table S5). Although our data cannot resolve causality, they suggest that intervention and policy initiatives that are successful in preventing membership in multiple high-need groups could yield an annual return of at least NZ$21,700 per person. Preventing membership in just one high-need group may also yield substantial returns (Supplementary Table S5). These are probably underestimates as they do not include costs for crime or indirect social and private costs, such as the cost of life lost due to mortality. For instance, 7.6% of individuals who were members of three or more high-need groups died during the observation period, compared with 0.7% of individuals who were members of no high-need groups. (Note, however, that we cannot infer from these data a causal association between high-need group membership and premature death.)

**Fig. 3** | Impact of high-need/high-cost users. The figure shows that in each of the five health and social sectors, 10% of the NZIDI study population accounted for a disproportionate share of use-events (left) and costs (right). Totals were accumulated across the ten-year observation period (July 2006–June 2016). Per the confidentiality rules of Statistics New Zealand, counts were randomly rounded to a base of three and dollar values were rounded to the nearest 100. Although objective costs were not available for criminal convictions, only 10.7% of the study population had a conviction during the observation period, indicating that high-need users accounted for virtually all dollars spent in this sector.

**Inequality and aggregation were also marked in Danish nationwide records.** We replicated analyses of inequality and aggregation in Danish nationwide records linked to 2.3 million citizens, using the same age population and observation years as in New Zealand. We analysed information about three parallel sectors that were available to us: social welfare, hospital nights and crime. During the ten-year observation period, 21.8% of the replication population received social-welfare benefits, totalling 31,643,808 benefit months; 42.5% were admitted to public hospitals, totalling 10,250,365 bed nights; and 7.7% were convicted for adult crimes, totalling 391,616 convictions. Gini coefficients of inequality were consistently very high and were strikingly similar to those obtained in the New Zealand registers. The coefficients ranged from 0.96 for crime to 0.88 for social welfare to 0.87 for hospital nights (Fig. 5a). Also consistent with findings in the NZIDI, poor health, crime and social-welfare dependency aggregated within the same people. High-need users in one sector were more likely to reappear as high-need in other sectors (Fig. 5b). (Because only 7.7% of the replication population had a conviction, the high-need group in this sector comprised the top 7.7% rather than the top 10% of users.)

**Aggregation of health and social problems was linked to human-capital formation.** We tested whether the aggregation of health and social problems was predicted by features of human capital important for workforce readiness. We linked 2013 NZ census data to the NZIDI spine to test associations between early school-leaving and high-need group membership. Leaving secondary school without...
qualifications impedes educational and vocational opportunities. Early school-leaving characterized citizens who belonged to high-need groups in multiple sectors across the working-age lifespan, although the association was stronger among younger than older individuals (1980–84 age band: incidence rate ratio (IRR) = 2.25 [2.21, 2.30], P < 0.001; 1950–54 age band: IRR = 1.61 [1.58, 1.64], P < 0.001; Fig. 6a). This cohort difference could be consistent with increasing workforce demands for recent generations to get more education and training.

We then turned to the Dunedin Study. This cohort was of the same age during the observation period as the NZIDI-derived population’s 1970–1974 age band. We linked the members of this cohort to the same administrative records in the same five health and social sectors, defined parallel high-need groups (top 10% of users in each sector) and counted the aggregation of membership across the high-need groups (Supplementary Table 6). We leveraged the prospective clinical data collected in past decades of this study to test three predictors of high-need group membership that impact education and training potential and are salient intervention targets.

First, we evaluated young-adult educational attainment. Consistent with results in the NZIDI, early school-leaving characterized Dunedin participants who belonged to high-need groups...
It is possible that the aggregation we observed was attributable to secondary schooling\textsuperscript{23,24}. Poor adolescent mental health characterized individuals who belonged to high-need groups in multiple sectors 23 years later (IRR = 2.46 [2.00, 3.02], \( P < 0.001 \); Fig. 6b). Second, we evaluated adolescent mental health using diagnoses of mental disorders made at ages 11–15 years. Mental-health difficulties interfere with adolescents’ ability to engage with schooling\textsuperscript{25,26}. Poor childhood brain health characterized individuals who belonged to high-need groups in multiple sectors 35 years later (IRR = 0.98 [0.97, 0.98], \( P < 0.001 \); Fig. 6c). Third, we evaluated childhood brain health (a measure combining a paediatric neurology exam and standardized cognitive and behavioural testing at the age of three years), which represents a child’s readiness to enter school and benefit from primary education\textsuperscript{22,28}. Poor childhood brain health characterized individuals who belonged to high-need groups in multiple sectors 35 years later (IRR = 0.98 [0.97, 0.98], \( P < 0.001 \); Fig. 6d). Effect sizes ranged from absolute values of 0.47 to 0.68 (Cohen’s \( d \)) and 0.24 to 0.32 (Pearson’s \( r \); Supplementary Table 7).

Fig. 5 | Replication in Danish nationwide registers linked to 2.3 million citizens. Concentration and aggregation were also evident in Danish nationwide registers. a, Gini coefficients of inequality in the Danish registers were strikingly similar to those in the New Zealand registers. b, Also consistent with findings in the NZIDI, high-need users in one sector were more likely to reappear as high-need in other sectors. Estimates in b are odds ratios. The 95% confidence limits are as follows: social welfare with hospital nights (NZ= 3.94 [3.89, 4.00], DK = 5.00 [4.94, 5.05]); social welfare with crime (NZ = 5.35 [5.28, 5.42], DK = 3.74 [3.69, 3.78]); hospital nights with crime (NZ = 1.93 [1.90, 1.96], DK = 1.75 [1.73, 1.78]). \( P \) values for all associations are <0.001.

To what extent do these findings depend on poor physical health? It is possible that the aggregation we observed was attributable to poor physical health, which might lead individuals to rely disproportionately on hospital services, pharmaceutical services and sickness and disability benefits. We tested this hypothesis by removing sickness and disability benefits from the social-welfare sector and re-estimating the overlap among the high-need groups. Although some estimates were attenuated, aggregation was still present. High-need users in the social-welfare sector had increased odds of over threefold of being high-need users in the hospital and crime sectors, and over fourfold increased odds of being high-need users in the pharmaceutical sector. Welfare beneficiaries continued to have a low likelihood of making injury claims (Supplementary Table 8). Providing further evidence that the aggregation was not just attributable to illness, of individuals who were high-need users in three or more sectors, 57.8% were high-need in the social-welfare sector (excluding sickness and disability benefits), 36.2% were high-need in the injury-claims sector and 52.1% were high-need in the crime sector (Supplementary Table 9). Finally, in the Dunedin Study we also evaluated the association between childhood physical health (described in the Supplementary methods) and the number of high-need groups to which individuals belonged in adulthood. Poor childhood physical health tended to characterize individuals who later belonged to multiple high-need groups (IRR = 1.23 [1.10, 1.36], \( P < 0.001 \)), but the effect size was approximately 50–60% smaller than the effect sizes for childhood brain health, adolescent mental health and young-adult educational attainment (Supplementary Table 7).

High-need users felt their lives lacked value. High-need users were less educationally prepared for modern workforce demands; had difficulty remaining healthy, law-abiding and economically secure; and were more reliant on public services. In addition to monetary costs borne by the state, low workforce preparedness and associated factors (for instance, poor mental health) may confer costs to an individual’s wellbeing. We therefore asked how high-need users viewed their own life circumstances, using the five-item ‘Satisfaction with Life’ scale. The scale was approximately symmetrically distributed (skewness = −0.59). In adulthood, individuals who belonged to high-need groups in multiple sectors reported they were dissatisfied with life \( (\beta = -0.28 \; [-0.34, -0.21], \; P < 0.001) \). Individuals who belonged to three or more high-need groups reported a level of life satisfaction one standard deviation lower than individuals who belonged to no high-need groups (Fig. 6e).

Discussion

Scientists and policymakers are looking to big data to provide unbiased estimates of population-level phenomena\textsuperscript{27,28}. Our analysis responds to this demand and yields two insights.

First, we brought together multiple nationwide registers that allowed us to uncover a population segment that featured as both high-need and high-cost across different health and social sectors. The segment was present across men, women and the working-age lifespan, and was evident in two nations with different income distributions. This illustrates the high discovery value offered by linking nationwide administrative databases at the individual level. Tomorrow’s jobs will require more training and specialized skills. The population segment identified here is already having difficulty making this transition. Their ability to contribute to the evolving labour force is limited by multiple challenges: high-need users were less ready to be trained for the workforce; struggled to
stay healthy, self-supporting and out of trouble; and were less satisfied with their lives.

Second, by integrating nationwide administrative data sources with prospective clinical information, we identified a small set of human-capital factors that predicted membership in this population segment. Individuals who belonged to multiple high-need groups had the poorest childhood brain health, exhibited the highest rates of adolescent psychiatric disorders and were the most likely to leave

---

**Fig. 6 | Characterizing high-need users.** Human-capital factors predicted the number of high-need groups to which individuals belonged. a–d, Early school-leaving characterized individuals who belonged to multiple high-need groups in the NZIDI (a); and in the Dunedin cohort, early school-leaving (b), early-onset psychiatric disorder (c) and low childhood brain health (d) also characterized individuals who belonged to multiple high-need groups. The relation between educational attainment and high-group membership was comparable in the NZIDI 1970–74 age band (IRR = 2.29, 95% CI [2.25, 2.34], a, and the Dunedin 1972–73 cohort (IRR = 2.92, 95% CI [2.36, 3.61], b). e, In midlife, members of multiple high-need groups reported the poorest life satisfaction. P values for all associations are <0.001. Effect sizes (Pearson’s r and Cohen’s d) for the associations between human-capital factors and high-need group membership are reported in Supplementary Table 7. Error bars and values in parentheses are 95% confidence intervals. Education data were available for 78.9% of the NZIDI study population. Dunedin cohort, n = 940. IRR, incidence rate ratio.
secondary school prematurely. These malleable risk factors interfere with workforce readiness and are already the focus of prevention programmes. If established interventions are effective at improving the high-need population segment’s trainability for the modern workplace, they might yield substantial returns on investment.

This research has limitations. First, results for the oldest age bands may be biased by selective mortality of high-need individuals, which would reduce concentration. Thus, our findings reflect conservative concentration estimates for older age groups. Conversely, many young university-educated New Zealanders spend a year abroad; selective absence of these lower-need individuals could bias the youngest age bands, but analyses were adjusted for time abroad. Second, matching to NZIDI databases is conducted using probabilistic algorithms, which are subject to error. However, all individuals in our study population were linked to the NZIDI spine and false-positive linkage errors were rare (≤0.6% for all age bands). Moreover, findings in the NZIDI were replicated in Danish administrative records, which linked registers with a personal identification number, and in the Dunedin Study, which was able to conduct individual-level matching by hand using multiple forms of archived identifying information to resolve any uncertain matches. Third, our birth-cohort approach was a practical means by which to define our study and replication populations, but it necessarily excludes immigrants. Fourth, although our population-segmentation approach was a straightforward and practical way to capture concentration and identify a group of citizens in need of early intervention, such supports are also relevant for vulnerable individuals who fall outside the 10% cut-off. Fifth, we measured direct government costs associated with health and social services, which may have resulted in underestimates for some sectors. For instance, unemployment benefits incur not only the costs of benefit payments, but also lost GDP resulting from individuals’ inactivity in the labour market. We also did not include the other social and private costs that may result from high-need group membership, including reduced personal income and government tax revenue, skill erosion, reduced fertility, fewer educational opportunities for offspring and increased taxation on businesses to cover the costs of unemployment benefits. Finally, our observational research can only support poor childhood brain health, poor adolescent mental health and early school-leaving as indicators of risk for high-need group membership; the risk factors we studied are not necessarily causal.

These findings have a number of implications. First, they suggest that a portion of the population is likely to be left behind without sufficient supports to meet the demands of the changing employment landscape. This portion of the population is becoming a central focus of international policy debate. Several countries have implemented trials of a universal basic income. Universal basic income schemes use government transfers to support all citizens, including well-educated citizens who may be affected by technological unemployment. However, these schemes may be particularly relevant for members of the high-need population segment identified here, who are likely to be disproportionately affected by workforce changes. In addition, there is increased attention to developing workforce strategies to promote adaptation to the ‘Fourth Industrial Revolution’ among young people at risk of occupying the high-need population segment when they reach adulthood. The gap between individuals’ skills and labour-force expectations is likely to widen without national investments to reduce inequality in education and training capacity.

Second, we identified three targets across three developmental periods toward which interventionists and policymakers might consider directing such efforts: brain health and school readiness in early childhood, mental health in adolescence and educational attainment in young adulthood. There may be other intervention targets that we were unable to study and it is possible that those we studied are proxies for other risk factors. However, we evaluated these particular three factors because they are modifiable and already embedded within prevention programmes, which implies that there is a high probability for translation to implementation. Education and mental health are the targets of vigorous research testing causal effects on later health and employment (for example, refs. 36,37), but causation remains controversial and population-level tests are needed. Further, there is some debate about the optimal timing for delivering interventions and about whether programmes implemented in the youngest years are most effective. The effect sizes reported here suggest that if associations are causal, investing in individuals’ education and training potential across multiple stages of the early life course could yield substantial returns in the form of reduced health and social inequalities. Such returns are likely to be reflected not only in economic markers of productivity and reduced public-service use, but also in citizens’ subjective experience of a satisfying life.

Third, inequality and aggregation of health and social problems are evident across the life course. It is perhaps unsurprising that accidental injuries and crime go together among young people, as do social-welfare dependency and ill health among midlife adults. However, overlap between poor health and crime among individuals nearing retirement age is less expected. Coordinated service delivery has traditionally been targeted toward young people and families. The present data suggest that integrated-care models may also benefit midlife-to-older adults. Such systems can help ease the transition into, but also out of, the working years.

Lastly, we acknowledge the potential for these findings to be misused. Population segments are often stereotyped, and estimating a group’s economic burden immediately lends itself to stigmatizing reactions. However, avoiding identifying vulnerable groups due to potential for stigma may unintentionally leave the most vulnerable citizens without supports. In addition, we considered it important to monetize outcomes to clarify the potential return on early-years intervention. Individuals who belonged to multiple high-need groups are few in number, but account for a disproportionate share of economic costs. However, imparting blame will not ameliorate social inequality or economic burden. Instead, increasing opportunity for productive citizenship could benefit all members of a society, including those to come. New Zealand Prime Minister Jacinda Ardern echoed this perspective in her 2018 speech at the United Nations: “The transitions our economies have made have often been jarring, and the consequences harsh… Digital transformation will determine whether the jobs [young people] are training for will even exist in two decades… We must show the next generation that we are listening, and that we have heard them.”

Methods
A more detailed description of the study design, measurement and statistical analysis is included in the Supplementary Methods.

Study population: New Zealand Integrated Data Infrastructure. Participants in our study population were drawn from the Statistics New Zealand Integrated Data Infrastructure (NZIDI), a collection of de-identified, whole-of-population administrative data sources linked at the individual level by a common spine. Our study population included the 1,711,590 individuals who were born in New Zealand between 1950 and 1984 and resided in the country for any period of time between the July 2006 and June 2016 fiscal years (age 22–66 years; Supplementary Table 10 and Fig. 1). We selected this age range to maximize representation of post-education, pre-retirement lives. Reliable electronic data capture was present for all administrative sectors of interest starting in July 2006. We divided the population into seven four-year age bands (Supplementary Table 10).

We excluded individuals who had evidence of a death in New Zealand before the observation period, an overseas spell spanning the entire observation period or no evidence of residence in New Zealand during the observation period. Information about mortality, travel and residency was recorded by the New Zealand Department of Internal Affairs, the New Zealand Ministry of Business, Innovation and Employment and in the NZIDI Resident Population Table, respectively.

Data analysis was approved by Statistics New Zealand-Tatauranga Aotearoa. The Health and Disability Ethics Committee classified the study as ‘out of scope’.
Replication population: Danish nationwide registers. We replicated analyses in Danish nationwide administrative registers. The replication population covered the same birth years and ten-year observation period as the NZIDI study population, and focused on the three social, health and justice sectors that were available to us. The replication population included 2,363,240 individuals. Data analysis was approved through a longstanding agreement between the Rockwool Foundation Research Unit and Statistics Denmark.

Dunedin Study sample. We also studied a third sample: the Dunedin Multidisciplinary Health and Development Study, which tracks the development of 1,037 individuals born in 1972–1973 in Dunedin, New Zealand4. Included in the present report were complete data from 940 study members (93.3% of the 1,007 participants alive at the phase-38 assessment, when administrative-record linkage was performed5). The Otago University Ethics Committee, Duke University and King’s College London provided ethical approval for the Dunedin Study and study members gave informed consent before participating.

Poor health, crime and social-welfare dependency. We collected information from the NZIDI about five health and social sectors. Information about social-welfare benefits was recorded by the New Zealand Ministry of Social Development; information about bed nights in public hospitals was recorded by the New Zealand Ministry of Health; information about prescription drugs filled by pharmacists was recorded by the New Zealand Pharmaceutical Management Agency; information about insurance claims for accidents and injuries was recorded by the Accident Compensation Corporation, the national provider of comprehensive, no-fault personal injury coverage for New Zealanders; and information about criminal convictions was recorded by the New Zealand Ministry of Justice.

In the Danish registers, information was available for social-welfare benefits, bed nights in public hospitals and criminal convictions.

Human-capital factors. Information about young-adult educational attainment was available in the NZIDI (for 78.9% of the study population who provided education data in the 2013 census) and the Dunedin cohort. Of the NZIDI study population, 19.1% left secondary school early without qualifications. Of the Dunedin Study sample, 14.9% left secondary school early without qualifications, which matched the rate of 14.7% for the NZIDI 1970–74-born age band (Supplementary Table 11).

Psychiatric diagnoses at 11, 13 and 15 years of age were assessed in the Dunedin cohort using the Diagnostic Interview Schedule for Children6, using the then-current DSM-III criteria7. Study members were defined as having a mental-health diagnosis during adolescence if they met diagnostic criteria for depression, anxiety, conduct disorder or attention-deficit/hyperactivity disorder. Of the Dunedin Study sample, 35.1% met criteria for a psychiatric disorder, which matches the prevalence traditionally used to index income inequality8.

At the age of three years, each child in the Dunedin cohort participated in a 45-min examination that included assessments of neurological soft signs, intelligence, receptive language and motor skills, and afterwards the examiners (having no prior knowledge of the child) rated each child’s behaviour (Supplementary Methods). Using this information, we created a summary factor score via confirmatory factor analysis that we termed childhood brain health, a global index of the child’s early neurocognitive status9.

Childhood physical health. We measured Dunedin participants’ childhood physical health using a composite that included repeated measures of adiposity, blood pressure, lung function, motor function and diseases and injuries taken when study members were aged between three and 11 years10. The composite was standardized to \( M = 0, \text{s.d.} = 1 \).

Life satisfaction. At age 38, Dunedin cohort participants completed the five-item Satisfaction with Life scale11. Participants were asked to rate how strongly they agreed with each of the following statements, on a five-point scale (1 = strongly disagree and 5 = strongly agree): In most ways my life is close to ideal; The conditions of my life are excellent; I am satisfied with my life; So far I have gotten the important things I want in life; If I could live my life over, I would change almost nothing. The items were summed and the resulting scale was standardized to \( M = 0, \text{s.d.} = 1 \).

Statistical analysis. Individuals who died or travelled outside New Zealand or Denmark during the observation period had reduced time during which they were eligible to appear in government records. Failing to account for these differences in exposure time would likely lead to biased estimates of trends whose activity went unobserved would be improperly coded as ‘non-users’ of public services, but they would have used these services if they had been alive or in the country. For example, 0.7%, 3.6%, 6.1% and 7.6% of individuals who were members of 0, 1, 2 and 3 or more high-needs groups, respectively, died during the observation period. To account for differences in exposure time, we used information about mortality to weight the data based on time spent alive and in the country. For instance, an individual who was alive and in the country during the entire ten-year observation period was assigned a weight of 1.0, while someone who was alive and in the country during only the first five years was assigned a weight of 0.5. In the NZIDI, where we divided the study population into age bands, the same weighting procedures were applied across all age bands (Supplementary Table 10).

We examined the cumulative distributions of events in each of the five health and social sectors in the NZIDI study population, and by age and sex. Using these distributions, we assessed the degree of inequality in each sector by calculating the Gini coefficient, an economic measure of statistical dispersion traditionally used to index income inequality.

In subsequent analyses, we defined a high-need group in each sector as the 10% of the population that accounted for the most disproportionate share of use-events in that sector. This 10% cut-off point was based on the sector with the lowest prevalence of use (criminal convictions) and was applied in all five sectors to allow comparisons across sectors. We tested whether high-need users in one sector were likely to be high-need users in multiple sectors using two methods. First, we added up \((0–5)\) the number of high-need groups to which each individual belonged and tested whether the distribution of high-need users across multiple sectors deviated from the expectation of a random distribution. Second, we used logistic regression to predict high-need group membership in one sector from high-need group membership in another sector. Analyses were conducted within the study population and by age band and sex.

In the Danish replication population, we calculated Gini coefficients, defined parallel high-needs groups and calculated odds ratios for the overlap among the social-welfare, hospital and criminal-offending sectors. (Because only 7.7% of the replication population had a criminal conviction during the observation period, the high-need group in this sector comprised the top 7.7% rather than the top 10% of users.)

In the NZIDI and Dunedin datasets, we used negative binomial regression models with incidence rate ratios to test whether early human-capital factors predicted the number of high-need groups to which an individual belonged. We used ordinary least squares linear regression to test whether high-need group membership (entered as an ordinal predictor) was associated with life satisfaction. In the NZIDI dataset (weighted for time spent outside New Zealand or deceased), models using the study population controlled for sex and age band; models within age bands controlled for sex. In the Dunedin cohort, models controlled for sex and time spent outside New Zealand.

Per the confidentiality rules of Statistics New Zealand, frequencies/counts were randomly rounded to a base of three and dollar values were rounded to the nearest 100 for the NZIDI data.

The project and analysis plan were preregistered (2018; [https://cdn.journals. oxfordjournals.org/content/journals/content/v376997a](https://cdn.journals.oxfordjournals.org/content/journals/content/v376997a); [https://sites.google.com/site/ dunedinresearchpapers/home/dunedin-approved](https://sites.google.com/site/dunedinresearchpapers/home/dunedin-approved)).

Reporting Summary. Further information on research design is available in the Nature Research Reporting Summary linked to this article.

Data availability
The NZIDI and Danish register data cannot be shared by the authors. Researchers who wish to use the NZIDI data must submit an application through Statistics New Zealand. Researchers who wish to use the Danish register data must request permission through the Danish Data Protection Agency. The Dunedin Study data are not publicly available as informed consent and ethical approval for public data-sharing were not obtained from participants. The data are available on request by qualified scientists. Requests require a concept paper describing the purpose of data access, ethical approval at the applicant’s institution and provision for secure data access. We offer secure access on the Duke University, Otago University and King’s College London campuses.

Code availability
Custom code that supports the findings of this study in the NZIDI is provided in the supplementary information. Custom code that supports the findings of this study in the Danish nationwide registers and the Dunedin Longitudinal Study is available from the corresponding author on request.
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Data collection

Data collection was from 2 population-based administrative registers and 1 longitudinal cohort study. Cohort-study data were collected using a combination of in-person interviews and administrative-record linkage. Detailed information concerning matching to administrative databases is provided in the text or referenced appropriately.

Data analysis

Data were analyzed using the SAS and R software programs.
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The NZIDI and Danish register data cannot be shared by the authors. Researchers who wish to use the NZIDI data must submit an application through Statistics New Zealand. Researchers who wish to use the Danish register data must request permission through the Danish Data Protection Agency. The Dunedin Study data are not publicly available as informed consent and ethical approval for public data-sharing were not obtained from participants. The data are available on request by qualified scientists. Requests require a concept paper describing the purpose of data access, ethical approval at the applicant’s institution, and provision for secure data access. We offer secure access on the Duke University, Otago University, and King’s College London campuses.
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Behavioural & social sciences study design

All studies must disclose on these points even when the disclosure is negative.

| Study description | Quantitative analysis of data collected in 2 population-based administrative registers and 1 prospective cohort study. |
|-------------------|------------------------------------------------------------------------------------------------------------------|
| Research sample   | Data were drawn from 3 studies. Participants in our study population were drawn from the Statistics New Zealand Integrated Data Infrastructure (NZIDI), a collection of de-identified, whole-of-population administrative data sources linked at the individual level by a common spine. The eligible population for analyses was defined as all individuals who were (a) born in New Zealand between 1950-1984, and (b) resided in the country for any period of time between the July 2006-June 2016 fiscal years (N=1,711,590; approximately age 22-66 years). We divided the study population into seven four-year age-bands. Participants in our replication population were drawn from Danish nationwide administrative registers. The replication population covered the same birth years and 10-year observation period as the NZIDI study population (N=2,363,240). Participants in the third sample were drawn from the Dunedin Multidisciplinary Health and Development Study, which tracks the development of 1,037 individuals born in 1972-1973 in Dunedin, New Zealand. Included in the present report were data from 940 Study members (93.3% of the 1,007 participants alive at the phase-38 assessment, when administrative-record linkage was performed). |
| Sampling strategy | We analyzed data from all individuals for whom administrative-record data were available during the observation period. |
| Data collection   | NZIDI and Danish register data were collected from nationwide administrative databases. Dunedin Study data were collected through in-person interviews and matching to nationwide administrative databases. |
| Timing            | The observation period for the NZIDI and Danish administrative registers ranged from July 2006 to June 2016. Matching to administrative databases in the Dunedin Study was completed following the end of the age-38 assessment, which had an end date of March 31, 2012. |
| Data exclusions   | In the NZIDI and Danish registers, we excluded individuals who had evidence of a death prior to the observation period, an overseas spell spanning the entire observation period, or no evidence of residence in the respective countries during the observation period. In the Dunedin Study sample, we excluded participants who were deceased prior to the study period, who did not reside in New Zealand during the study period, who were long-term missing, or who did not provide consent for administrative-record searches at the age-38 assessment. |
| Non-participation | NZIDI and Danish registers: not applicable, as they entailed secondary data analysis of routinely-collected population-level data. Dunedin Study sample: 35 Study members (3.5% of the 1,007 participants alive at the phase-38 assessment) were long-term missing or did not provide consent for administrative-record searches. |
| Randomization     | Participants were not allocated into experimental groups. |
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We require information from authors about some types of materials, experimental systems and methods used in many studies. Here, indicate whether each material, system or method listed is relevant to your study. If you are not sure if a list item applies to your research, read the appropriate section before selecting a response.

| Materials & experimental systems | Methods |
|---------------------------------|---------|
| Involved in the study           | Involved in the study |
| Antibodies                      | ChIP-seq |
| Eukaryotic cell lines           | Flow cytometry |
| Palaeontology                   | MRI-based neuroimaging |
| Animals and other organisms     |         |
| Human research participants     |         |
| Clinical data                   |         |
# Human research participants

Policy information about [studies involving human research participants](#)

| Population characteristics | See above. |
|-----------------------------|------------|
| Recruitment                 | Paper describes secondary data analysis. |
| Ethics oversight            | Analysis of the NZIDI was approved by Statistics New Zealand-Tatauranga Aotearoa. The Health and Disability Ethics Committee classified the study as “out of scope.” Analysis of the Danish registers was approved through a longstanding agreement between the Rockwool Foundation Research Unit and Statistics Denmark. The Otago University Ethics Committee, Duke University, and King’s College London provided ethical approval for the Dunedin Study. |

Note that full information on the approval of the study protocol must also be provided in the manuscript.